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Abstract: This paper uses Monte Carlo simulations to investigate the impact of nonstationarity, parameter hetero-
geneity and cross-section dependence on estimation and inference in macro panel data. We compare the performance
of standard panel estimators with that of our own two-step method (the AMG) and the Pesaran Common Correlated
Effects (CCE) estimators in time-series panels with arguably similar characteristics to those encountered in empirical
applications using cross-country macro data. The empirical model adopted leads to an identification problem in standard
estimation approaches in the case where the same unobserved common factors drive the evolution of both dependent
and independent variables. We replicate the design of two recent Monte Carlo studies on the topic (Coakley, Fuertes, &
Smith, 2006; Kapetanios, Pesaran, & Yamagata, 2009), with results confirming that the Pesaran (2006) CCE approach
as well as our own AMG estimator solve this identification problem by accounting for the unobserved common factors
in the regression equation. Our investigation however also indicates that simple augmentation with year dummies can
do away with most of the bias in standard pooled estimators reported — a finding which is in stark contrast to the
results from earlier empirical work we carried out using cross-country panel data for agriculture and manufacturing
(Eberhardt & Teal, 2008, 2009). We therefore introduce a number of additional Monte Carlo setups which lead to
greater discrepancy in the results between standard (micro-)panel estimators and the novel approaches incorporating
cross-section dependence. We further highlight the performance of the pooled OLS estimator with variables in first
differences and speculate about the reasons for its favourable results.
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1. INTRODUCTION
“Monte Carlo results should be treated with some caution since the DGP [Data Generating Process] used in the simulation
may not reflect factors typical in real applications. This may be the case here [results for the analysis later published in
Coakley et al. (2006)], since some of the applications discussed . . . do not show the same features as the Monte Carlo
results.” Smith and Fuertes (2007, p.76)
In this paper we consider the estimation of the mean slope coefficient in a linear heterogeneous panel model
where unobserved common factors lead to correlations in the disturbances across units and to correlations be-
tween the disturbances and the regressors. We employ Monte Carlo experiments to investigate the small sample
properties of a number of standard pooled and heterogeneous parameter estimators (POLS, FE, FD-OLS, MG)
as well as the recently developed Pesaran (2006) CCE estimators and our own contribution, the Augmented
Mean Group (AMG) estimator in various contexts, including variable and factor nonstationarity.
Our investigation is motivated by the range of parameter estimates obtained from empirical investigations of
cross-country production functions for manufacturing and agriculture (see Eberhardt & Teal, 2008, 2009). Us-
ing sectoral data for manufacturing (UNIDO, 2004) and agriculture (FAO, 2007) respectively, we argued that
the combination of technology heterogeneity, variable nonstationarity and cross-section dependence (CSD) led
to severe distortions in standard panel estimators, and pointed to various diagnostic test results to support
our claims: empirical testing supported the suggestion of nonstationary variable series and the presence of
cross-section correlation in these macro datasets. Production function regressions gave evidence of considerable
differences in the results for estimators which do and do not account for these matters. In the present paper we
seek to provide some further evidence as to the importance of heterogeneity, nonstationarity and cross-section
dependence in macro panel data, focusing on the view of the applied econometrician.
In our simulation exercises we first build on the setups presented in two recent papers from the literature on
cross-section dependence in nonstationary panels, Coakley et al. (2006) and Kapetanios et al. (2009). We also
present our own simulation setup and investigate estimation and inference for panel estimators in a number of
scenarios.
The paper makes the following contributions to the literature:
(i) We introduce the Augmented Mean Group (AMG) estimator, which similar to the Pesaran (2006) CCE
approach can account for data time-series properties as well as differences in the impact of observables
and unobservables across panel groups.
(ii) We compare the small sample properties of the AMG, standard (micro-)panel and Common Correlated
Effects estimators in cross-sectionally dependent macro-panels. We are able to identify scenarios in which
the performance of the AMG estimators matches that of the Pesaran (2006) CCEMG and CCEP, as well
as circumstances under which there is evidence of bias in the former but not the latter.
(iii) Our investigation highlights that in the recent simulation studies by Coakley et al. (2006) and Kapetanios
et al. (2009) the ‘na¨ıve’ pooled estimators (POLS, FE), which ignore cross-section dependence, are not
specified in a manner that reflects practical empirical convention. Namely they do not contain year
dummies, a standard augmentation in the applied literature to account for ‘common shocks’ to all units in
the panel. Our Monte Carlo results reveal that once augmented with a set of year dummies the bias in these
estimators drops dramatically in all of the scenarios studied, even if factor loadings on the unobserved
common factors are heterogeneous across countries.
(iv) The simulations further highlight the performance of the pooled first difference estimator (FD-OLS). For
cases where FD-OLS is biased (which also leads to bias in the AMG estimators) we suggest a simple
IV version of this estimator and investigate its resulting performance (and that of the AMG based on
first-stage IV estimates). We further briefly speculate on the origins of the good performance of FD-OLS
in standard setups and provide some tentative evidence for our suggestion.
The remainder of the paper is organised as follows: Section 2 introduces the empirical framework and the
Augmented Mean Group (AMG) estimator first presented in Eberhardt and Teal (2008). Section 3 discusses
the Monte Carlo setups by Coakley et al. (2006) and Kapetanios et al. (2009). We replicate their results and
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show that introduction of year dummies in the ‘na¨ıve estimators’ wipes out the most serious bias from cross-
section dependence.1 Section 4 then introduces our own simulation setup and the four scenarios for analysis.
For the simulation setups which induce biased FD-OLS estimates by construction we further investigate an
IV version of this estimator. The final section summarises and interprets the results of the various simulation
exercises and concludes.
2. THE AUGMENTED MEAN GROUP ESTIMATOR
2.1 Model setup
We adopt the the following empirical model: for i = 1, . . . , N and t = 1, . . . , T , let
yit = β′i xit + uit uit = αi + λ
′
i ft + εit (1)
xmit = pimi + δ′mi gmt + ρ1mi f1mt + . . .+ ρnmi fnmt + vmit (2)
where m = 1, . . . , k and f ·mt ⊂ ft
ft = %′ft−1 + t and gt = κ′gt−1 + t (3)
where xit is a vector of observable covariates. In addition we employ the combination of group-specific fixed
effects αi and a set of common factors ft with country-specific factor loadings λi. In equation (2) we fur-
ther add an empirical representation of the k observable regressors, which are modelled as linear functions
of unobserved common factors ft and gt, with country-specific factor loadings respectively. The model setup
thus introduces cross-section dependence in the observables and unobservables. As can be seen, some of the
unobserved common factors driving the variation in yit in equation (1) also drive the regressors in (2). This
setup leads to endogeneity whereby the regressors are correlated with the unobservables of the production func-
tion equation (uit), making βi difficult to identify. Equation (3) specifies the evolution of the unobserved factors.
We maintain the following assumptions for the general model and the data it is applied to:
A.1 The βi parameters are unknown random coefficients with fixed means and finite variances. Similarly for
the unknown factor loadings, i.e. λi = λ+ ηi where ηi ∼ iid(0,Ωη).2
A.2 Error terms εit ∼ N(0, σ2), where σ2 is finite. Similarly for vmit and t.
A.3 Observable inputs xit and output yit, as well as the unobserved common factors ft and gt are not a priori
assumed to be stationary variables/processes.
A.4 The unobserved common factors with heterogeneous factor loadings λ′ift, can contain elements which are
common across countries as well as elements which are country-specific.
A.5 There is an overlap between the unobserved common factors driving output and the regressors (f ·mt ⊂
ft), creating difficulties for the identification of the technology parameters βi.
The two most important features of this setup are the potential nonstationarity of observables and unobservables
(yit, xit, ft, gt), as well as the potential heterogeneity in the impact of observables and unobservables on
output across countries (αi, βi, λi). Taken together these properties have important bearings on estimation
and inference in macro panel data, as pointed out in the recent literature Coakley et al. (2006); Pesaran (2006);
Kapetanios et al. (2009).
2.2 Estimator
We now introduce a novel estimator, the Augmented Mean Group (AMG) estimator, which accounts for cross-
section dependence by inclusion of a ‘common dynamic effect’ in the country regression. This variable is extracted
from the year dummy coefficients of a pooled regression in first differences and represents the levels-equivalent
1Simulations were carried out in GAUSS version 9.
2The assumption of random coefficients is for convenience. Based on the findings by Pesaran and Smith (1995, footnote 2, p.81)
the coefficients could alternatively be fixed but differing across groups.
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mean evolvement of unobserved common factors across all countries. Provided that the unobserved common
factors form part of the country-specific cointegrating relation, the augmented country regression model encom-
passes the cointegrating relationship, which is allowed to differ across countries.3
AMG — Stage (i) ∆yit = b′∆xit +
T∑
t=2
ct∆Dt + eit (4)
⇒ cˆt ≡ µˆ•t
AMG — Stage (ii) yit = ai + b′ixit + cit+ diµˆ
•
t + eit (5)
bˆAMG = N−1
∑
i
bˆi
The first stage represents a standard FD-OLS regression with T−1 year dummies in first differences, from which
we collect the year dummy coefficients which are relabelled as µˆ•t . This process is extracted from the pooled
regression in first differences since nonstationary variables and unobservables are believed to bias the estimates
in the pooled levels regressions. There is also some evidence that the identification problem for β (Kapetanios
et al., 2009) is addressed successfully in the FD-OLS. In the second stage this variable is included in each of the
N standard country regressions which also include linear trend terms to capture omitted idiosyncratic processes
which evolve in a linear fashion over time. Alternatively (not shown) we can subtract µˆ•t from the dependent
variable, which implies the common process is imposed on each country with unit coefficient. 4 In either case
the AMG estimates are then derived as averages of the individual country estimates, following the Pesaran
and Smith (1995) MG approach. Based on the results of our Monte Carlo simulations below we posit that the
inclusion of µˆ•t allows for the separate identification of βi or E[βi] and the unobserved common factors driving
output and inputs (λi), like in the CCE case discussed above.
2.3 Comparing augmented Mean Group estimators
In the following we want to indicate how our own augmented estimators relate to the Pesaran (2006) estimators,
which were shown to perform very well in recent Monte Carlo studies. We argue that our augmentation approach
uses an explicit rather than implicit estimate for ft from the pooled first stage regression in first differences.
From (1) we obtain
∆yit = βi∆xit + λ′i∆ft + ∆uit (6)
Pooled estimation of this model is carried out using a set of as T−1 year dummies in first differences (∑Tt=2 ∆Dt)
to yield the common or mean evolution of unobservables in levels5 across countries over time µˆ•t . Our pooled
estimate is some function h(·) of the unobserved common factors ft: µˆ•t = h(λ¯ft). It is clear from this
discussion that as in the Pesaran (2006) CCE approach we require that the average impact of the unobserved
common factors across countries is non-zero (λ¯ 6= 0). Plugging this estimate back into the model in equation
(1) yields
yit = αi + βixit + λi h(λ¯ft) + uit (7)
From equation (7) we can see that provided there are no issues related to ∆uit in the first stage regression the
estimate µˆ•t obtained can be included in the second stage to account for unobserved common factors ft and
allow for their heterogeneous impact on yit.
3This matches the assumption of the Pesaran (2006) CCEMG estimator (Pedroni, 2007).
4Note further that unity is also the cross-country average parameter expected for the coefficients on µˆ•t : d¯ = N−1
∑
i di = 1.
The year dummy coefficients which make up µˆ•t represent an average of the unobservables and their country-specific factor loadings
across countries. As an illustration, if we regress y on Z = (βˆ′X) (with βˆ estimated earlier) this would yield a parameter estimate
of unity on this new ‘regressor’, since Z represents the combination of a variable and its coefficient. If µˆ•t is included as a covariate
in our first stage regression (instead of the T − 1 year dummies) it enters with a unit coefficient due to this representation and
similarly in the Mean Group averages of the country regressions. The only difference to our Z = βˆ′X example is that both (latent)
elements of µˆ•t (factors, loadings) are treated as parameters (Bai & Ng, 2008).
5Recall that the differencing of the regression equation is carried out to avoid spurious correlation brought about by nonstationary
errors in a misspecified levels model with nonstationary observables and unobservables. If we difference the year dummies as well,
their coefficients describe a levels process, rather than year-on-year growth.
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3. RECENT MONTE CARLO STUDIES ON MULTIFACTOR MODELS
3.1 Coakley, Fuertes and Smith (2006)
The authors introduce the following Data Generating Process (DGP):
yit = αi + βxit + uit uit = ρuiui,t−1 + λift + εu,it (8)
εu,it ∼ i.i.d. N(0, σ2ui), where σ2ui = 1
for i = 1, . . . , N and t = 1, . . . , T , where we adjust the notation to concentrate on the nonstationary observables
settings with homogeneous β (Cases A-G). Coakley et al. (2006) do not report any simulation results for
heterogeneous β but suggest that findings were rather similar to those for the homogeneous setup. The single
regressor is defined as
xit = ρxixi,t−1 + φift + ψiχt + εx,it (9)
εx,it ∼ i.i.d. N(0, σ2xi), where σxi = i.i.d. U [0.5, 1.5]
The unobserved common factors are generated as
ft = ρfft−1 + εft εft ∼ iid N(0, σ2f ), where σ2f = 1 (10)
χt = ρχχt−1 + εχt εχt ∼ iid N(0, σ2χ), where σ2χ = 1 (11)
Heterogeneous intercepts are distributed αi ∼ iid U [−0.5, 0.5] s.t. α¯ = 0. Unless indicated the indepen-
dently drawn factor loadings are heterogeneous across countries: λi ∼ iid U [0.5, 1.5], φi ∼ iid U [0.5, 1.5] and
ψi ∼ iid U [0.5, 1.5]. Regressors are nonstationary (ρxi = 1) in all the cases presented here, and unless indicated
ρf = ρχ = 0 (stationary common factors). The variation in the regressors (σxi) differs uniformly across coun-
tries. The slope coefficient is common and set to unity (β = 1).
With reference to our own empirical model in equations (1) to (3), we can highlight the following points of
departure: firstly, in equation (8) Coakley et al. (2006) allow for serially correlated errors from other sources
than the presence of unobserved common factors, which includes nonstationary uit (noncointegration) regard-
less of the nature of the unobserved common factors ft. Secondly, in equation (9) the single regressor x is
nonstationary for reasons other than the presence of I(1) common factors: this allows Coakley et al. (2006) to
focus their investigation on the impact of stationary common factors ft and χt on estimation and inference in
a model with two nonstationary observables which do or do not cointegrate. Thirdly, the authors only allow for
cointegration between y and x, but not between these observables and the unobservable common factors f —
the presence of the latter is treated as a nuisance in the consistent estimation of the slope coefficient β.
As our later analysis shows, none of these issues lead to fundamental differences in the simulation results. With
empirical cross-country production functions in mind (Eberhardt & Teal, 2008, 2009) we have highlighted the
desirability of modelling unobservables (TFP) as a unit root process, as well as the heterogeneous nature of
production technology (βi) across countries, which will both be addressed in our own simulations as well as
those by Kapetanios et al. (2009).
In detail, Coakley et al. (2006) consider the following scenarios:
Case A: ρui = 0, λi = φi = ψi = 0: Cointegration between y and x. No common factors and thus no
cross-section dependence (CSD).
Case B: ρui = 1, λi = φi = ψi = 0: No cointegration between y and x. No CSD.
Case C: ρui = 1, φi = 0: No cointegration between y and x. An I(0) factor ft drives the errors, a different
I(0) factor χt drives the regressors.
Case D: ρui = 1, ψi = 0: No cointegration between y and x. An I(0) factor ft drives both the errors and the
regressors.
Case D˜: Like Case D, but λi = φi for all i — factor loading dependence.
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Case E: ρui = 0, ψi = 0: Cointegration between y and x. An I(0) factor ft drives both the errors and the
regressors.
Case F : ρui = 1: No cointegration between y and x. An I(0) factor ft drives both the errors and the regressors,
a different I(0) factor χt drives the regressors.
Case G: ρf = ρχ = 1, ρui = 0: No cointegration between y and x. An I(1) factor ft drives both the errors and
the regressors, a different I(1) factor χt drives the regressors.
By construction the simulations are primarily interested in the cointegrating relationship (or lack thereof) be-
tween y and x, and exclude the possibility of a three-way cointegrating relation (y, x, f). Furthermore, in most
of the scenarios the unobserved common factors are stationary.
In the present and all the following Monte Carlo simulations we compare the small sample performance of the
following estimators:
Pooled estimators: POLS — pooled OLS, FE — pooled OLS with Fixed Effects, CCEP — pooled version
of the Pesaran (2006) Common Correlated Effects estimator, FD-OLS — pooled OLS with variables in
first differences. The estimation equations are augmented with year dummies as indicated in the results
tables.
MG-type estimators: CCEMG — Mean Groups version of the Pesaran (2006) Common Correlated Effects
estimator, AMG(i) — Augmented Mean Groups estimator with ‘common dynamic process’ imposed with
unit coefficient, AMG(ii) with ‘common dynamic process’ included as additional regressor, MG — Pesaran
and Smith (1995) Mean Groups estimator. All of these are based on averaged country-regression estimates,
and we include linear trends in all but the CCEMG.
We present the simulation results across the sample of 5,000 replications for the panel dimensions N = 30,
T = 20 in Table I in the Appendix. For each estimator we provide the mean, median and (‘empirical’) standard
error of the 5,000 estimates, as well as the sample mean of the standard errors. This replicates the results in
Table 3(II) of Coakley et al. (2006).
• In the baseline Case A with cointegration and cross-section independence all estimators are unbiased and
due to the large variance in the I(1) regressors rather precise.
• The setup with nonstationary errors (Case B) represents a ‘spurious panel regression’ — as established by
Phillips and Moon (1999) the pooled estimators in effect average across spurious regressions and provide
unbiased estimates, although the empirical standard errors are much larger now, e.g. .1351 instead of
.0182 for pooled FE without year dummies (‘one-way FE’, marked FE†).
• If we introduce cross-section dependence to the non-cointegration scenario (Case C) nothing much
changes. This is because the omitted factors in the errors and the regressors are independent. The
exceptions are the FE estimator without year dummies (FE†) and the MG estimator, for which the factor
ft in the errors leads to a doubling of the empirical standard errors.
• In Case D the correlation between the regressors and the errors via the common factor ft leads to serious
bias in the pooled OLS and FE without year dummies (POLS†, FE†) and the MG estimator. POLS
is much less biased at .0766 than FE at .4157. In either case the bias virtually disappears once year
dummies are included in the estimation equation (POLS‡, FE‡) — we will speculate about the source of
this benign correction in the conclusion of this paper. The CCE and AMG estimators are unbiased and
remain comparatively precise, though not dramatically more so than the POLS‡ or FE‡.
• Factor loading dependence between the errors and regressors (Case D˜) we observe a similar pattern of
results across estimators, with the bias in POLS† and FE† slightly elevated. FD-OLS is biased for the
first time and this bias naturally carries over to our AMG estimates, although the latter display only mild
distortion.
• If y and x are cointegrated any correlation between the regressors and the errors via the common factor
ft leads to only modest bias in FE† and MG (Case E), since the correlation between the I(1) regressors
and I(0) errors goes to zero with T .
• If several, rather than a single factor drive the regressors in the case of no cointegration between y and x
and correlation between regressors and the errors (Case F) nothing much changes compared to the single
factor scenario in Case D, except that the higher variation in the x leads to more precise estimates.
• Finally, the scenario where the unobserved factors are I(1), residuals are nonstationary and a common
factor drives both y and x (Case G) we can observe the most serious bias of all cases considered here.
The POLS† and FE† are biased by .2273 and .4374 respectively, while the bias for the MG is .5110 —
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all of these estimators are further very imprecise. Once we use year dummies for the pooled estimators,
however, their bias goes to zero (POLS‡, FE‡) and the estimators are highly efficient. The CCE estimators
are unbiased with relative precision, while the bias in the FD-OLS leads to bias in the AMG estimators
— this time of similar magnitude.
In summary, our replication of the Monte Carlo results by Coakley et al. (2006) with alternative POLS‡ and
FE‡ estimators, as well as our own AMG-type estimators for the cases considered cannot reveal any serious bias
in the standard pooled estimators, provided year dummies are added to the estimation equation. The AMG
estimators commonly perform similarly well to the Pesaran (2006) CCE estimators, with the notable exception
of Case G (noncointegration even after nonstationary factors are accounted for).
3.2 Kapetanios, Pesaran and Yamagata (2009)
The authors introduce the following DGP:
yit = βixit + uit uit = αi + λ
y
i1f1t + λ
y
i2f2t + εit (12)
xit = ai1 + ai1dt + λxi1f1t + λ
x
i3f3t + vit (13)
for i = 1, . . . , N unless indicated below and t = 1, . . . , T , where we adjust the notation by Kapetanios et al.
(2009) since we limit our analysis to the case with a single regressor (x).
The common deterministic trend term (dt) and individual-specific errors for the x-equation are zero-mean
independent AR(1) processes defined as
dt = 0.5dt−1 + υdt υdt ∼ N(0, 0.75) t = −48, . . . , 1, . . . , T d−49 = 0
vit = ρvivi,t−1 + υit υit ∼ N(0, (1− ρ2vi)) t = −48, . . . , 1, . . . , T vi,−49 = 0
where ρvi ∼ U [0.05, 0.95]. The three common factors are nonstationary processes
fjt = fj,t−1 + υft j = 1, 2, 3 υft ∼ N(0, 1) (14)
t = −49, . . . , 1, . . . , T fj,−50 = 0
The authors generate innovations to y as a mix of heterogeneous AR(1) and MA(1) errors
εit = ρiεεi,t−1 + σi
√
1− ρ2iεωit i = 1, . . . , N1 t = −48, . . . , 0, . . . , T
εit =
σi√
1 + θ2iε
(ωit + θiεωi,t−1) i = N1 + 1, . . . , N t = −48, . . . , 0, . . . , T
where N1 is the nearest integer to N/2 and ωit ∼ N(0, 1), σ2i ∼ U [0.5, 1.5], ρiε ∼ U [0.05, 0.95], and θiε ∼ U [0, 1].
ρvi, ρiε, θiε and σi do not change across replications. Initial values are set to zero and the first 50 observations
are discarded for all of the above.
Regarding parameter values, αi ∼ N(0, 1) and ai1, ai2 ∼ iidN(0.5, 0.5) do not change across replications. We
limit ourselves to ‘Experiment 1’ in Kapetanios et al. (2009), where βi = β+ηi with β = 1 and ηi ∼ N(0, 0.04).
For the factor loadings the authors consider
λxi1 ∼ N(0.5, 0.5) and λxi3 ∼ N(0.5, 0.5) (15)
with either A : λyi1 ∼ N(1, 0.2) and λyi2A ∼ N(1, 0.2) (16)
or B : λyi1 ∼ N(1, 0.2) and λyi2B ∼ N(0, 1) (17)
Since we are interested in consistent estimation of the mean parameter estimate (E[βi]) and therefore did not find
considerable differences in the patterns of the results in setup A and B we only present the former to save space.6
6In setup B the mean E[βi] can be estimated consistently but not the individual βi — see Kapetanios et al. (2009, p.6).
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With reference to our own empirical model we can state that the points of departure (e.g. the complex structure
of innovations in y) are not substantial by any measure and were introduced by the authors to highlight the
robustness of their results to a range of alternative sources of heterogeneity.
We investigate combinations of T and N for T,N = {20, 30, 50, 100}, but with 1,000 instead of the 2,000 repli-
cations in Kapetanios et al. (2009) for each case. Our results in Table II in the Appendix replicate those in
Table 1 of Kapetanios et al. (2009). In addition to the mean, median, empirical standard errors and mean
estimated standard errors we also report the average bias and the root mean squared error (RMSE), in line
with the presentation in Kapetanios et al. (2009).7 We also introduce ‘infeasible’ estimators, namely for fixed
effects and MG — these represent estimators where the unobserved common factors in y are included in the
estimation equation to provide a benchmark.
The POLS and FE estimators without year dummies (marked †) indicate serious bias which increases in T but
is stable as N increases. In all cases the bias in the one-way FE estimator (marked †) is larger. The standard
MG estimator (with linear trend) similarly performs quite poorly, in general no better (or worse) than the
FE estimator. In contrast the CCEP and FD-OLS (with T − 1 year dummies) for the pooled case and the
augmented MG-estimators display no bias. In data dimensions investigated the FD-OLS estimator has RMSE
closest to the infeasible estimators.
The significant bias in the POLS and FE estimator however is almost entirely absent once these are augmented
with (T −1) year dummies (again marked ‡). RMSE are still slightly elevated for the latter two estimators, but
on the whole the year dummies in the POLS and FE estimators can accommodate the cross-section dependence
(as well as the other data properties) introduced in this setup quite well.
4. NEW SIMULATIONS
Our analysis in the previous section has indicated that under the setups considered the use of ‘na¨ıve estimators’
such as the pooled OLS or Fixed Effects estimators does not create considerable bias in the estimates provided
the estimation equation is augmented with (T − 1) year dummies. This is surprising, since these estimators
impose common factor loadings across countries on all unobserved common factors. Although the CCE and to
a lesser extent the AMG estimators provide unbiased and more efficient estimates, the analysis seems to suggest
that using estimators which account for cross-section dependence does not yield a dramatically different result
from the use of standard pooled estimators that ignore it. This finding is somewhat at odds with our experience
from the agriculture and manufacturing data, where we saw vast differences between the pooled OLS, Fixed
Effects on the one hand (both augmented with year dummies), and the CCE and AMG-type estimators on
the other. In the following we therefore present a new simulation setup and consider a number of alternative
scenarios which create results somewhat more in line with those observed in our regressions with real data.
4.1 Our Monte Carlo setup
We define our dependent variable and regressor as
yit = βixit + uit uit = αi + λ
y
i1f1t + λ
y
i2f2t + εit (18)
xit = ai + λxi1f1t + λ
x
i3f3t + it it = ρi,t−1 + eit (19)
The serially-correlated x-variable is in practice constructed using a dynamic equation
xit = (1− ρ)ai + λx1i f1,t − ρλx1i f1,t−1 + λx3i f3,t − ρλx3i f3,t−1 + ρxi,t−1 + eit
which we begin with xi,−49 = ai and then accumulate for t = −48, . . . , 0, 1, . . . , T , discarding the first 50
time-series observations for all i. The common AR-coefficient is ρ = .25.
7The bias is computed as M−1
∑M
m=1 βˆm − 1, the average deviation across replications (here M = 1, 000) of the estimate from
the true mean parameter β = 1. The RMSE is computed as {M−1∑Mm=1(βˆm − 1)2}1/2, the average squared deviation across
replications of the estimate from the true mean parameter. In case of both statistics we multiplied the results by 100.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 8
The unobserved common factors are nonstationary processes with individual drifts so as to ensure upward
evolution over time, as observed in macro production data.
fj,t = µj + fj,t−1 + υfjt t = −48, . . . , 0, 1, . . . , T fj,−49 = 0 (20)
υfjt ∼ N
(
0, σ2fj
)
σ2fj = .00125 µj = {0.015, 0.012, 0.01} j = 1, 2, 3
The error terms for the y and x equations are defined as
eit ∼ iidN(0, σ2e,i) where σ2e,i ∼ U [.001, .003]
εit ∼ iidN(0, σ2ε) σ2ε = .00125
The slope coefficient on x is set to βi = 1 + e
β
i where e
β
i ∼ U [−.25,+.25]. The factor loadings are uniformly
distributed, with λxi1 and λ
y
i1 iid U [0, 1] respectively, and λ
x
i3 and λ
y
i2 iid U [.25, 1.25] respectively.
We consider the following cases (as well as combinations of these)
(i) baseline (as above).
(ii) baseline with additional country-specific linear trends.
(iii) feedbacks: an idiosyncratic shock to y feeds back into x with one period lag.
(iv) two ‘clubs’ of countries with the same β coefficient.
For the linear country trend case, the trends are distributed U [−.02,+.03], s.t. that the mean annual growth
rate across countries is non-zero. For the feedback case, the lagged error εt−1 from the y-equation in (18)
is included in the x-equation in (19) with coefficient .25 (in practice we enter this term in the same way as
the other terms in the dynamic equation as described above to allow for serial correlation in the x-equation).
Finally, for the ‘two clubs’ case 20% of countries have β = 2, while 80% have β = .75, s.t. the mean β across
all countries is still unity.
4.2 Results
Results for our benchmark specification — Case (i) — are presented in Table III. For the remainder of this
paper the POLS and FE estimators always contain (T − 1) year dummies in their estimation equations. As can
be seen both of these estimators are biased (increasing in T , decreasing in N) and in particular the POLS is
very imprecise. For T = 30, N = 50 FE has only limited bias of .0324 with empirical standard error of .0876,
compared to .0271 for the infeasible FE estimator. Similarly for the MG estimator, although the magnitude of
the bias is higher. For the CCE and AMG estimators, all of which are unbiased, the AMG(ii) commonly is most
efficient and very close to the standard errors for the infeasible estimators. The FD-OLS similarly performs
very well.
Once we add the country-specific trend terms — Case (ii) — as presented in Table IV the bias in the stan-
dard pooled estimators does not change by any significant margin, however their imprecision now increases
with T . Again for T = 30, N = 50 FE has a bias of .0277, but a very substantial empirical standard error
of .1973 (over twice that of the benchmark case), compared with .0280 for the infeasible FE estimator in the
same setup. In contrast the unbiased CCE and AMG estimators are still efficient, although the FD-OLS esti-
mator now emerges as the most efficient feasible estimator. The MG estimator is seriously biased and inefficient.
By construction, the feedback setup — Case (iii) — leads to bias in the FD-OLS, which carries over to the
AMG estimators, as can be seen in Table V (AMG estimates marked †): due to first differencing the lagged error
εi,t−1 is contained in both the errors and the regressors of the FD-OLS estimation equation, whereas this is not
the case in the other (levels-based) estimators which account for common factors. We therefore also present the
results for an IV-version of the FD-OLS estimator, where we use growth rates at time (t − 1) as instruments
for the endogenous growth rates at time t (FD-IV), and AMG estimators which are based on the year dummies
from the instrumented regression (AMG estimates marked ‡). The pooled OLS, FE and MG results are virtually
unchanged from the baseline results: for T = 30, N = 50 FE has a bias of .0299 with empirical standard error
of .0865 compared with .0271 for the infeasible FE estimator. The augmented estimators all display small bias,
albeit very modest in case of the CCE estimators, while the new AMG estimates based on the FD-IV results
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are unbiased. The latter is unbiased, but inefficient compared with the new AMG estimators.
If we combine the feedback setup with linear country trends (results presented in Table VI) the pattern of bias
does not change considerably, although the empirical standard errors for POLS and FE increase by around a
third: for T = 30, N = 50 FE has a bias of .0253 with empirical standard error of .1943 — this is driven by the
presence of the additional trend terms, since results for Case (ii) are very similar.
In the setup where β is heterogeneous but only takes two values for different ‘clubs’ of countries — Case (iv) —
the results in Table VII show considerable bias for the POLS estimator, while the results for all other estimators
remain relatively similar to those presented before. For T = 30, N = 50 the FE estimator has a bias of .0224
and an empirical standard error of .1375 compared with .0357 for the infeasible FE.
We also ran the simulations for this setup with additional linear country trends, with results in Table VIII. This
specification leads to some bias and very serious imprecision in the standard pooled estimators, but hardly has
any impact on the CCE and AMG estimators vis-a`-vis the setup without country-specific linear trends. For
T = 30, N = 50 the FE estimator has a bias of .0202 and an empirical standard error of .2275 compared with
.0364 for the infeasible FE.
5. INTERPRETATION AND CONCLUDING REMARKS
We carried out a range of Monte Carlo simulations to investigate the properties of various standard and novel
panel estimators in the face on nonstationary data series and unobserved common factors. Our review of ear-
lier studies with the same aim (Coakley et al., 2006; Kapetanios et al., 2009) and replication of their results
shows that the supposed serious bias in standard pooled estimators under the Monte Carlo setup specified by
these authors can be reduced substantially by the use of year dummies in the pooled OLS and Fixed Effects
estimators — a standard practice in the applied literature. Since our empirical results in previous empirical
implementations (Eberhardt & Teal, 2008, 2009) however showed significant differences between these pooled
and the alternative heterogeneous CCE and AMG-type estimators, we specified our own simulations so as to
identify under which scenario we can observe the same patterns in the simulation results as in the empirical
results.
In particular the specification of heterogeneous country trends led to some bias but primarily imprecision in
the POLS, FE and MG estimators, while the FD-OLS, AMG and CCE estimators remained unbiased and
comparatively precise. Similar bias is present when in addition to heterogeneous country trends our simulated
DGP specifies two distinct ‘clubs’ of countries with differing technology parameter β. Overall, the issues of
nonstationarity in observables and unobservables as well as the heterogeneity in their impact that are the focus
of this paper seem to lead to inefficiency, rather than serious bias in the standard pooled panel estimators.
From the perspective of an applied economist this finding of serious inefficiency is observationally equivalent
to severe bias in the estimator: a single ‘draw’ from the 1,000 replications carried out during our Monte Carlo
simulations would yield a highly distorted parameter estimate in the pooled OLS, Fixed Effects (regardless
of year dummy augmentation) and standard MG regression case, but a rather precise estimate in case of the
estimators accounting for cross-section dependence. As an illustrative example we compute the 95% confidence
interval (CI) of the mean for each estimator in the baseline scenario described above (T = 30, N = 50). Results
are presented in the table below.8
We can see that if we ran a single regression with real-world data following this DGP, then with a true β-
parameter of unity in 95% of the cases the POLS estimate we would obtain is as likely to be .56 as 1.39, the
FE estimate is as likely .87 as 1.20, the MG estimate is as likely .77 as 1.48. . . while the AMG and CCEMG
estimates are as likely to be .94 as 1.06. In each case the t-statistic associated with the obtained estimate would
indicate the parameter to be highly significant (due to the uniformly low standard errors across all models,
as indicated by their means in our simulation studies) and thus very precisely estimated.9 The invalidity of
8As discussed in Hendry and Nielsen (2007, p.272/3) the mean of the simulated statistic (here: regression coefficient on β)
provides an unbiased estimate of the unknown mean of the statistic, and the simulation sample variance is an unbiased estimator
of the unknown population variance of the statistic. Note that these authors refer to the ‘empirical standard error’ as the ‘Monte
Carlo standard deviation’ (ω¯) and use the term ‘Monte Carlo standard error’ M−1/2ω¯ to refer to a measure of precision of the
simulation exercise. See note 9 below.
9This result is not due to the imprecision of the Monte Carlo experiment: based on the empirical standard error (the standard
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t-statistics and their distortion away from zero in the case where regression residuals are nonstationary has
been highlighted in the literature by Kao (1999). Our numerical example indicates that while the unobserved
common factor structures we considered here may not lead to biased estimates, inference is severely affected in
the cases where these common factors are not accounted for. In order to illustrate this we have computed a
measure of ‘over-confidence’ (OC), which is simply the quotient of the empirical standard error and the averaged
regression standard error. If this is close to unity, our individual regression standard errors are a sound reflection
of the ‘true’ standard errors of the estimator — e.g. the infeasible MG estimator has a statistic of unity. We
can see that the FD-OLS estimator aside, all estimators which fail to account for heterogeneous cross-section
dependence obtain overconfidence statistics far in excess of unity: the standard errors obtained for each of the
regressions are thus much smaller than they should be, leading us to believe that our coefficient estimate of β is
very precise. Again, as an illustration we compute some examples within the bounds of the results implied by
the simulations: in the POLS case, for instance, we may obtain a slope estimate of .557, with a standard error of
.041, thus leading to a 95% CI of [.475, .639]; in the FE case we may obtain an estimate of 1.200 with standard
error .027, and a 95% CI of [1.146, 1.254]. For all estimators which account for cross-section dependence similar
computations would yield confidence intervals very close to (if not always containing) unity.
Pooled Estimators
mean median emp.ste. mean ste. 95% CI (mean) OC
POLS‡ 0.975 0.981 0.214 0.041 [0.556 , 1.395] 5.18
FE‡ 1.032 1.031 0.088 0.027 [0.861 , 1.204] 3.26
CCEP 0.999 0.998 0.033 0.022 [0.934 , 1.065] 1.50
FD-OLS‡ 1.002 1.002 0.034 0.024 [0.935 , 1.069] 1.44
FE (inf) 1.000 1.000 0.027 0.016 [0.947 , 1.053] 1.69
MG-type Estimators
mean median emp.ste. mean ste. 95% CI (mean) OC
CCEMG 0.999 0.998 0.034 0.033 [0.933 , 1.065] 1.03
AMG(i) 1.003 1.001 0.032 0.032 [0.939 , 1.066] 1.01
AMG(ii) 1.002 1.000 0.033 0.030 [0.938 , 1.066] 1.07
MG 1.126 1.114 0.182 0.039 [0.768 , 1.484] 4.70
MG (inf) 1.000 0.999 0.027 0.027 [0.948 , 1.052] 1.00
The estimators accounting for cross-section dependence aside, these simulations particularly highlight the per-
formance of the FD-OLS estimator: with the exception of the feedback case, this estimator is unbiased and
has very similar empirical standard errors as the CCE and AMG estimators. This is somewhat puzzling, since
the FD-OLS model does not account for unobserved common effects with heterogeneous factor loadings: with
reference to our own DGP in equation (18) we have λyi1∆f1t and λ
y
i2∆f2t as part of the error term, where
λ¯y1 = .5 and λ¯
y
2 = .75 and ∆f1t, ∆f2t have non-zero means (due to the presence of the drift terms). This setup
thus specifies non-zero average impact for the unobserved factors, but in the FD-OLS regressions augmented
with year dummies the correlation this induces with the regressors does not seem to create any bias. Thus even
though β or the mean of the βi is in theory not identified in this case the FD-OLS estimator yields an unbiased
and efficient result.
A possible explanation for this phenomenon is that the year dummies lead to a ‘re-centering’ of these factor-
loadings around zero, such that the presence of the same factors in the errors and regressors (endogeneity)
does not create any problems for consistent estimation of E[βi], since the correlation between regressor and
error terms is on average zero. We can provide the following, tentative evidence for this: adopting the baseline
specification — Case (i) — from our own Monte Carlo setup we ran simulations where we dropped the year
dummies in the FD-OLS estimators. The resulting bias in the estimates for the case of λ¯y1 = .5 and λ¯
y
2 = .75
is considerable, e.g. for T = 30, N = 50 we get a bias of .1159 and an empirical standard error of .0565 (1,000
replications). Recall that the results for the estimator with year dummies were unbiased with an empirical
standard error of .0342. Still keeping FD-OLS without year dummies, we then re-center the factor-loadings
around zero, which yields unbiased estimates and an empirical standard error of .0314. This pattern where
FD-OLS is seriously biased if mean factor loadings are non-zero and year dummies are missing, but unbiased if
mean factor loadings are zero, points to the year dummies as fulfilling the role described above. Future research
deviation of the m = 1, 000 estimates bˆi) we can compute the standard error of the experiment as m
−1/2 times this value to yield
(in case of pooled FE) 2.77 ∗ 10−3. Thus the precision of the experiment is such that the true mean estimate lies between 1.0269
and 1.0379 with 95% confidence.
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may provide further evidence to support this speculative explanation.
The econometric literature on panel time series with cross-section dependence is presently developing quite
rapidly — and to some extent in blissful isolation of the mainstream applied literature. In this paper we have
introduced a very simple approach, the Augmented Mean Group estimator, which has proven surprisingly robust
to a great many empirical setups. The performance matches that of the Pesaran (2006) CCE estimators in a
number of setups, but we were also able to indicate when this estimator is biased, thus providing an explanation
for the differential performance of these estimators in our previous applied work (Eberhardt & Teal, 2008, 2009).
This aside, we highlighted the dramatic change in simulated performance for ‘na¨ıve’ estimators (POLS, 2FE)
once they are augmented with year dummies — a standard practice in the applied literature. Furthermore, we
speculated about the strong performance of the pooled FD-OLS estimator in the face of cross-section dependence,
which will be investigated further in future work. It is important to highlight a potential short-coming of the
estimators discussed in this study, namely that once the heterogeneous factor loadings on the unobservables
are correlated with the observable variables the CCE and AMG-type estimators are likely to be biased — note
that there is some disagreement about this (Chudik, Pesaran, & Tosetti, 2009), although our own preliminary
results seem to support this claim. We will experiment with the ‘Chamberlain-Mundlak’ extension to the CCE
estimators, suggested by Bai (2009) as a remedy for this problem. Most recently Jushan Bai has introduced a
number of estimators (Bai & Kao, 2006; Bai, Kao, & Ng, 2009; Bai, 2009) which are suggested to be robust to
this setup and in further work we will establish how these fair from a practical point of view in direct comparison
to the estimators investigated here. Preliminary results from Chudik et al. (2009) suggest these are subject to
serious size-distortions vis-a`-vis the CCE estimators.
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Appendix: Monte Carlo simulations
Tables 1 to 8 from overleaf.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 12
T
ab
le
I:
C
oa
kl
ey
,
Fu
er
te
s
an
d
Sm
it
h
(2
00
6)
M
on
te
C
ar
lo
R
es
u
lt
s
—
re
p
li
ca
ti
n
g
C
oa
k
le
y,
F
u
er
te
s
an
d
S
m
it
h
(2
00
6)
5,
00
0
re
pl
ic
at
io
ns
;
N
=
30
,
T
=
20
;
ye
ar
du
m
m
ie
s
in
th
e
P
O
L
S
or
F
E
es
ti
m
at
io
n
eq
ua
ti
on
s:
†—
no
,
‡—
ye
s;
A
M
G
-e
st
im
at
or
s
ar
e
co
ns
tr
uc
te
d
fr
om
F
D
-O
L
S
ye
ar
du
m
m
y
co
effi
ci
en
ts
C
as
e
A
C
as
e
B
C
as
e
C
C
as
e
D
C
oi
nt
eg
ra
ti
on
,
no
C
SD
N
o
co
in
te
gr
at
io
n,
no
C
SD
N
o
co
in
te
gr
at
io
n,
C
SD
N
o
co
in
te
gr
at
io
n,
C
SD
,
en
do
ge
no
us
x
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S†
1.
00
01
1.
00
01
0.
01
09
0.
00
55
0.
99
86
1.
00
05
0.
21
55
0.
03
97
0.
99
71
1.
00
13
0.
20
71
0.
03
99
1.
07
66
1.
07
74
0.
20
99
0.
03
97
P
O
L
S‡
1.
00
02
1.
00
02
0.
00
88
0.
00
54
0.
99
87
0.
99
95
0.
21
65
0.
04
07
0.
99
81
0.
99
83
0.
21
82
0.
04
09
1.
01
69
1.
01
70
0.
21
85
0.
04
09
F
E
†
1.
00
03
1.
00
04
0.
01
82
0.
01
80
1.
00
37
1.
00
38
0.
13
51
0.
04
04
0.
99
73
1.
00
38
0.
28
08
0.
04
10
1.
41
57
1.
40
65
0.
20
12
0.
03
63
F
E
‡
1.
00
04
1.
00
05
0.
01
86
0.
01
85
1.
00
41
1.
00
26
0.
13
81
0.
04
14
1.
00
34
1.
00
09
0.
13
89
0.
04
15
1.
02
08
1.
01
82
0.
14
20
0.
04
16
C
C
E
P
1.
00
03
1.
00
03
0.
02
32
0.
02
26
1.
00
49
1.
00
39
0.
11
54
0.
04
21
1.
00
29
1.
00
43
0.
11
37
0.
04
18
1.
00
34
1.
00
41
0.
11
48
0.
04
20
F
D
-O
L
S
1.
00
14
1.
00
06
0.
05
74
0.
05
73
1.
00
10
1.
00
13
0.
04
13
0.
04
05
1.
00
06
1.
00
03
0.
04
13
0.
04
06
1.
01
20
1.
01
24
0.
04
42
0.
04
06
M
G
-t
yp
e
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
99
98
1.
00
02
0.
03
35
0.
03
21
1.
00
45
1.
00
62
0.
13
14
0.
12
60
1.
00
27
1.
00
11
0.
12
81
0.
12
39
1.
00
35
1.
00
22
0.
13
03
0.
12
55
A
M
G
(i
)
1.
00
01
0.
99
97
0.
03
92
0.
03
73
1.
00
22
1.
00
31
0.
11
04
0.
10
72
1.
00
09
1.
00
18
0.
06
89
0.
07
27
1.
00
69
1.
00
71
0.
06
95
0.
07
88
A
M
G
(i
i)
1.
00
00
0.
99
95
0.
02
89
0.
02
73
1.
00
51
1.
00
52
0.
14
10
0.
13
79
1.
00
25
1.
00
22
0.
08
28
0.
08
97
1.
00
56
1.
00
84
0.
13
27
0.
13
19
M
G
1.
00
01
0.
99
98
0.
02
83
0.
02
74
1.
00
47
1.
00
39
0.
16
26
0.
15
95
0.
99
85
1.
00
54
0.
30
17
0.
13
38
1.
50
59
1.
48
80
0.
21
96
0.
13
06
C
as
e
D˜
C
as
e
E
C
as
e
F
C
as
e
G
lik
e
C
as
e
D
,
fa
ct
or
lo
ad
in
g
de
pe
nd
en
ce
C
oi
nt
eg
ra
ti
on
,
C
SD
,
en
do
ge
no
us
x
lik
e
C
as
e
D
,
ad
di
ti
on
al
I(
0)
fa
ct
or
in
x
N
o
co
in
te
gr
at
io
n,
I(
1)
fa
ct
or
s
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S†
1.
13
17
1.
12
88
0.
21
81
0.
03
94
1.
00
72
1.
00
66
0.
01
09
0.
00
71
1.
06
48
1.
06
79
0.
19
38
0.
03
74
1.
22
73
1.
21
28
0.
24
39
0.
02
51
P
O
L
S‡
1.
00
88
1.
00
88
0.
21
74
0.
04
08
1.
00
03
1.
00
03
0.
01
06
0.
00
55
1.
00
78
1.
00
98
0.
21
01
0.
03
94
1.
00
16
1.
00
10
0.
00
49
0.
00
10
F
E
†
1.
44
37
1.
43
52
0.
20
96
0.
03
56
1.
05
16
1.
05
10
0.
03
45
0.
01
88
1.
27
75
1.
26
85
0.
20
69
0.
03
19
1.
43
74
1.
46
40
0.
59
28
0.
02
17
F
E
‡
1.
01
33
1.
01
23
0.
13
98
0.
04
15
1.
00
15
1.
00
14
0.
01
85
0.
01
85
1.
01
24
1.
01
05
0.
13
52
0.
04
01
1.
00
06
1.
00
04
0.
00
77
0.
00
28
C
C
E
P
1.
00
51
1.
00
51
0.
11
47
0.
04
20
1.
00
04
1.
00
06
0.
02
34
0.
02
28
1.
00
35
1.
00
46
0.
11
35
0.
04
16
1.
00
31
1.
00
37
0.
09
34
0.
04
16
F
D
-O
L
S
1.
07
25
1.
07
07
0.
04
77
0.
04
05
1.
01
25
1.
01
22
0.
05
99
0.
05
74
1.
01
11
1.
01
02
0.
04
25
0.
03
92
1.
06
47
1.
04
56
0.
13
23
0.
03
03
M
G
-t
yp
e
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
56
1.
00
35
0.
13
00
0.
12
56
0.
99
98
0.
99
95
0.
03
36
0.
03
22
1.
00
34
1.
00
29
0.
12
71
0.
12
34
1.
00
21
1.
00
30
0.
10
37
0.
09
88
A
M
G
(i
)
1.
03
81
1.
03
94
0.
06
90
0.
07
82
1.
00
68
1.
00
64
0.
04
47
0.
02
72
1.
00
90
1.
01
01
0.
05
64
0.
06
08
1.
06
27
1.
04
44
0.
13
08
0.
04
90
A
M
G
(i
i)
1.
01
70
1.
01
80
0.
13
14
0.
13
09
1.
00
71
1.
00
59
0.
03
96
0.
01
86
1.
00
88
1.
01
04
0.
08
06
0.
08
77
1.
06
54
1.
04
79
0.
13
41
0.
02
52
M
G
1.
50
57
1.
49
72
0.
20
60
0.
12
38
1.
08
12
1.
07
96
0.
04
56
0.
02
59
1.
32
66
1.
31
34
0.
21
12
0.
10
18
1.
51
10
1.
49
21
0.
73
86
0.
15
85
N
o
t
e
s
:
F
o
r
e
a
ch
e
st
im
a
to
r
w
e
re
p
o
rt
th
e
m
e
a
n
a
n
d
m
e
d
ia
n
fo
r
th
e
5
,0
0
0
e
st
im
a
te
s
o
f
β
.
∗
e
m
p
.
st
e
re
fe
rs
to
th
e
e
m
p
ir
ic
a
l
st
a
n
d
a
rd
e
rr
o
r,
th
e
st
a
n
d
a
rd
d
e
v
ia
ti
o
n
o
f
th
e
5
,0
0
0
e
st
im
a
te
s
o
f
β
;
m
e
a
n
st
e
re
fe
rs
to
th
e
sa
m
p
le
m
e
a
n
o
f
th
e
e
st
im
a
te
d
st
a
n
d
a
rd
e
rr
o
rs
in
th
e
5
,0
0
0
e
st
im
a
ti
o
n
s
o
f
β
.
S
e
e
m
a
in
te
x
t
fo
r
si
m
u
la
ti
o
n
se
tu
p
a
n
d
d
e
ta
il
e
d
d
e
sc
ri
p
ti
o
n
o
f
th
e
c
a
se
s.
T
h
e
e
st
im
a
to
rs
a
re
:
P
O
L
S
—
p
o
o
le
d
O
L
S
,
F
E
—
F
ix
e
d
E
ff
e
c
ts
,
C
C
E
P
—
P
e
sa
ra
n
(2
0
0
6
)
p
o
o
le
d
C
C
E
e
st
im
a
to
r,
F
D
-O
L
S
—
p
o
o
le
d
O
L
S
w
it
h
v
a
ri
a
b
le
s
in
fi
rs
t
d
if
fe
re
n
c
e
,
C
C
E
M
G
—
P
e
sa
ra
n
(2
0
0
6
)
M
e
a
n
G
ro
u
p
C
C
E
e
st
im
a
to
r,
A
M
G
(i
)
—
A
u
g
m
e
n
te
d
M
e
a
n
G
ro
u
p
e
st
im
a
to
r,
µˆ
• t
im
p
o
se
d
w
it
h
u
n
it
c
o
e
ff
ic
ie
n
t,
A
M
G
(i
i)
—
A
u
g
m
e
n
te
d
M
e
a
n
G
ro
u
p
e
st
im
a
to
r,
µˆ
• t
in
c
lu
d
e
d
a
s
re
g
re
ss
o
r,
M
G
—
P
e
sa
ra
n
a
n
d
S
m
it
h
(1
9
9
5
)
M
e
a
n
G
ro
u
p
e
st
im
a
to
r.
‡
(†
)
W
e
d
o
(n
o
t)
in
c
lu
d
e
T
−
1
y
e
a
r
d
u
m
m
ie
s.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 13
T
ab
le
II
:
K
ap
et
an
io
s,
P
es
ar
an
an
d
Y
am
ag
at
a
(2
00
9)
M
on
te
C
ar
lo
R
es
u
lt
s
—
re
p
li
ca
ti
n
g
K
ap
et
an
io
s,
P
es
ar
an
an
d
Y
am
ag
at
a
(2
00
9)
1,
00
0
re
pl
ic
at
io
ns
;
ye
ar
du
m
m
ie
s
in
th
e
P
O
L
S
or
F
E
es
ti
m
at
io
n
eq
ua
ti
on
s:
†—
no
,
‡—
ye
s;
A
M
G
-e
st
im
at
or
s
ar
e
co
ns
tr
uc
te
d
fr
om
F
D
-O
L
S
ye
ar
du
m
m
y
co
effi
ci
en
ts
T
=
20
N
=
20
N
=
30
N
=
50
N
=
10
0
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
P
oo
le
d
E
st
im
at
or
s
P
O
L
S†
1.
02
8
1.
02
1
0.
19
7
0.
04
6
2.
78
19
.8
5
1.
03
8
1.
02
6
0.
16
3
0.
03
7
3.
80
16
.6
9
1.
05
0
1.
03
8
0.
14
4
0.
02
9
5.
01
15
.2
6
1.
04
7
1.
03
2
0.
11
5
0.
02
0
4.
69
12
.4
2
P
O
L
S‡
0.
98
9
0.
99
2
0.
18
1
0.
04
0
-1
.0
9
18
.1
5
0.
98
6
0.
99
2
0.
14
2
0.
03
3
-1
.4
5
14
.2
7
0.
99
6
0.
99
9
0.
11
9
0.
02
6
-0
.3
7
11
.8
5
0.
99
5
0.
99
2
0.
08
1
0.
01
8
-0
.4
7
8.
13
F
E
†
1.
22
4
1.
20
1
0.
29
6
0.
06
2
22
.3
7
37
.0
7
1.
21
3
1.
19
4
0.
27
2
0.
04
8
21
.2
8
34
.5
2
1.
23
1
1.
21
8
0.
28
0
0.
03
9
23
.1
1
36
.3
1
1.
22
8
1.
21
3
0.
26
5
0.
02
7
22
.8
4
35
.0
0
F
E
‡
0.
99
6
0.
99
4
0.
10
7
0.
04
1
-0
.4
1
10
.7
2
0.
99
9
0.
99
5
0.
08
5
0.
03
1
-0
.1
4
8.
54
1.
00
0
0.
99
9
0.
07
0
0.
02
6
-0
.0
2
7.
04
1.
00
2
1.
00
3
0.
04
6
0.
01
8
0.
21
4.
56
C
C
E
P
0.
99
8
1.
00
1
0.
08
9
0.
04
4
-0
.1
7
8.
89
0.
99
9
0.
99
5
0.
07
3
0.
03
4
-0
.1
1
7.
32
1.
00
1
1.
00
0
0.
06
1
0.
03
0
0.
13
6.
10
1.
00
2
1.
00
1
0.
04
1
0.
02
0
0.
21
4.
05
F
D
-O
L
S
0.
99
8
0.
99
8
0.
07
4
0.
04
2
-0
.2
1
7.
41
0.
99
9
1.
00
0
0.
05
8
0.
03
1
-0
.1
1
5.
77
1.
00
1
1.
00
2
0.
05
0
0.
02
8
0.
06
4.
96
1.
00
1
1.
00
1
0.
03
3
0.
01
9
0.
13
3.
29
F
E
(i
nf
)
1.
00
2
1.
00
1
0.
06
8
0.
03
4
0.
16
6.
81
1.
00
0
0.
99
9
0.
05
3
0.
02
5
-0
.0
4
5.
30
0.
99
9
0.
99
9
0.
04
5
0.
02
3
-0
.1
3
4.
48
1.
00
1
1.
00
2
0.
03
0
0.
01
5
0.
09
3.
03
M
G
-t
yp
e
E
st
im
at
or
s
C
C
E
M
G
0.
99
8
0.
99
7
0.
08
8
0.
08
4
-0
.2
5
8.
75
1.
00
0
0.
99
7
0.
07
4
0.
07
0
-0
.0
2
7.
42
1.
00
2
1.
00
1
0.
06
2
0.
05
9
0.
16
6.
17
1.
00
1
1.
00
1
0.
04
1
0.
04
1
0.
10
4.
10
A
M
G
(i
)
0.
99
7
0.
99
9
0.
08
0
0.
07
5
-0
.3
1
8.
00
0.
99
6
0.
99
7
0.
06
5
0.
06
2
-0
.3
7
6.
51
1.
00
1
1.
00
3
0.
05
7
0.
05
3
0.
05
5.
71
1.
00
0
1.
00
1
0.
03
7
0.
03
6
-0
.0
1
3.
69
A
M
G
(i
i)
0.
99
7
0.
99
7
0.
07
8
0.
07
5
-0
.2
6
7.
79
0.
99
8
0.
99
8
0.
06
6
0.
06
3
-0
.1
9
6.
55
1.
00
2
1.
00
2
0.
05
7
0.
05
3
0.
18
5.
74
1.
00
1
1.
00
1
0.
03
7
0.
03
6
0.
06
3.
71
M
G
1.
21
7
1.
18
4
0.
28
6
0.
16
3
21
.7
4
35
.9
1
1.
20
9
1.
18
7
0.
26
1
0.
13
3
20
.8
8
33
.4
5
1.
23
0
1.
20
8
0.
27
0
0.
11
3
22
.9
9
35
.4
5
1.
23
0
1.
21
1
0.
25
1
0.
07
7
23
.0
0
34
.0
5
M
G
(i
nf
)
1.
00
3
1.
00
4
0.
06
3
0.
06
3
0.
25
6.
33
0.
99
9
0.
99
9
0.
05
2
0.
05
2
-0
.1
4
5.
22
0.
99
9
0.
99
9
0.
04
7
0.
04
5
-0
.0
9
4.
71
0.
99
9
0.
99
9
0.
03
0
0.
03
0
-0
.0
8
3.
01
T
=
30
N
=
20
N
=
30
N
=
50
N
=
10
0
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
P
oo
le
d
E
st
im
at
or
s
P
O
L
S†
1.
06
4
1.
05
0
0.
19
6
0.
03
8
6.
43
20
.6
2
1.
06
6
1.
04
9
0.
17
2
0.
03
0
6.
61
18
.4
1
1.
05
4
1.
03
9
0.
14
4
0.
02
3
5.
45
15
.4
0
1.
06
1
1.
04
2
0.
12
4
0.
01
6
6.
10
13
.8
2
P
O
L
S‡
1.
01
5
1.
02
0
0.
17
4
0.
03
2
1.
51
17
.4
1
1.
00
6
1.
00
0
0.
14
0
0.
02
6
0.
59
13
.9
6
0.
99
4
0.
99
7
0.
10
8
0.
02
0
-0
.6
0
10
.8
2
1.
00
1
1.
00
2
0.
07
4
0.
01
4
0.
09
7.
37
F
E
†
1.
25
3
1.
24
0
0.
31
8
0.
05
1
25
.3
4
40
.6
5
1.
24
0
1.
21
6
0.
28
7
0.
04
0
23
.9
6
37
.4
0
1.
24
1
1.
22
4
0.
28
5
0.
03
1
24
.1
4
37
.3
7
1.
24
3
1.
22
6
0.
28
3
0.
02
2
24
.2
6
37
.2
9
F
E
‡
1.
00
2
1.
00
1
0.
11
3
0.
03
2
0.
16
11
.2
4
1.
00
6
1.
00
5
0.
08
7
0.
02
5
0.
57
8.
68
0.
99
9
1.
00
3
0.
06
9
0.
02
0
-0
.1
0
6.
87
1.
00
2
1.
00
0
0.
05
0
0.
01
4
0.
16
4.
98
C
C
E
P
0.
99
8
1.
00
0
0.
09
3
0.
03
6
-0
.1
7
9.
31
1.
00
1
1.
00
1
0.
07
0
0.
02
7
0.
07
6.
96
1.
00
1
1.
00
4
0.
05
6
0.
02
2
0.
10
5.
63
1.
00
1
1.
00
2
0.
04
1
0.
01
5
0.
08
4.
12
F
D
-O
L
S
1.
00
1
0.
99
9
0.
07
5
0.
03
8
0.
13
7.
49
1.
00
3
1.
00
0
0.
05
5
0.
02
6
0.
27
5.
50
0.
99
8
0.
99
9
0.
04
2
0.
02
1
-0
.2
3
4.
21
1.
00
2
1.
00
2
0.
03
2
0.
01
5
0.
19
3.
17
F
E
(i
nf
)
1.
00
1
0.
99
8
0.
06
6
0.
02
7
0.
11
6.
56
1.
00
2
1.
00
3
0.
05
3
0.
02
0
0.
16
5.
28
0.
99
8
0.
99
7
0.
04
1
0.
01
6
-0
.2
2
4.
11
1.
00
1
1.
00
2
0.
02
9
0.
01
1
0.
11
2.
92
M
G
-t
yp
e
E
st
im
at
or
s
C
C
E
M
G
0.
99
7
0.
99
7
0.
08
8
0.
08
3
-0
.3
3
8.
82
1.
00
0
0.
99
9
0.
06
7
0.
06
5
0.
04
6.
73
1.
00
1
1.
00
2
0.
05
3
0.
05
2
0.
12
5.
31
1.
00
3
1.
00
4
0.
03
9
0.
03
8
0.
25
3.
94
A
M
G
(i
)
0.
99
8
1.
00
1
0.
08
4
0.
07
8
-0
.2
2
8.
44
1.
00
3
1.
00
4
0.
06
3
0.
05
9
0.
34
6.
33
0.
99
9
1.
00
0
0.
04
8
0.
04
8
-0
.0
7
4.
84
1.
00
2
1.
00
4
0.
03
6
0.
03
4
0.
24
3.
61
A
M
G
(i
i)
0.
99
9
0.
99
8
0.
08
5
0.
08
0
-0
.1
4
8.
53
1.
00
2
1.
00
2
0.
06
2
0.
06
1
0.
20
6.
16
0.
99
9
1.
00
0
0.
05
0
0.
04
9
-0
.0
9
4.
97
1.
00
2
1.
00
2
0.
03
6
0.
03
5
0.
22
3.
60
M
G
1.
24
7
1.
22
3
0.
32
0
0.
18
3
24
.6
5
40
.3
6
1.
23
1
1.
20
4
0.
27
5
0.
13
7
23
.1
2
35
.9
5
1.
24
1
1.
22
3
0.
27
0
0.
11
1
24
.1
2
36
.1
7
1.
24
3
1.
21
9
0.
26
3
0.
07
9
24
.2
7
35
.7
7
M
G
(i
nf
)
0.
99
8
0.
99
7
0.
06
0
0.
06
0
-0
.1
7
6.
01
1.
00
1
1.
00
0
0.
04
6
0.
04
6
0.
08
4.
62
0.
99
9
0.
99
9
0.
03
6
0.
03
7
-0
.1
4
3.
60
1.
00
2
1.
00
2
0.
02
6
0.
02
6
0.
15
2.
58
C
o
n
ti
n
u
e
d
o
n
th
e
fo
ll
o
w
in
g
p
a
g
e
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 14
K
ap
et
an
io
s,
P
es
ar
an
an
d
Y
am
ag
at
a
(2
00
9)
—
co
nt
in
ue
d
T
=
50
N
=
20
N
=
30
N
=
50
N
=
10
0
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
P
oo
le
d
E
st
im
at
or
s
P
O
L
S†
1.
08
3
1.
05
8
0.
20
7
0.
02
9
8.
31
22
.2
5
1.
08
3
1.
06
3
0.
18
3
0.
02
4
8.
30
20
.1
0
1.
08
3
1.
06
1
0.
16
5
0.
01
8
8.
31
18
.4
8
1.
07
8
1.
05
2
0.
14
7
0.
01
3
7.
84
16
.6
9
P
O
L
S‡
0.
99
8
0.
99
5
0.
16
7
0.
02
4
-0
.2
5
16
.7
0
1.
00
0
1.
00
3
0.
12
9
0.
02
0
0.
02
12
.8
7
1.
00
0
0.
99
8
0.
09
8
0.
01
5
-0
.0
4
9.
79
0.
99
7
1.
00
0
0.
07
1
0.
01
1
-0
.3
6
7.
10
F
E
†
1.
26
3
1.
23
9
0.
33
4
0.
03
9
26
.2
7
42
.4
8
1.
25
9
1.
24
0
0.
31
5
0.
03
1
25
.8
5
40
.7
1
1.
26
8
1.
25
7
0.
31
5
0.
02
5
26
.8
4
41
.3
8
1.
26
8
1.
25
3
0.
30
6
0.
01
7
26
.7
9
40
.6
7
F
E
‡
0.
99
7
0.
99
8
0.
11
4
0.
02
4
-0
.2
8
11
.4
3
0.
99
9
0.
99
8
0.
09
2
0.
01
9
-0
.1
4
9.
22
0.
99
9
1.
00
1
0.
07
0
0.
01
5
-0
.0
7
6.
96
1.
00
1
0.
99
9
0.
05
1
0.
01
1
0.
06
5.
08
C
C
E
P
1.
00
6
1.
00
5
0.
09
2
0.
02
5
0.
55
9.
25
1.
00
0
1.
00
1
0.
07
4
0.
01
9
0.
02
7.
38
1.
00
2
1.
00
5
0.
06
1
0.
01
6
0.
24
6.
05
1.
00
1
1.
00
1
0.
04
2
0.
01
1
0.
08
4.
24
F
D
-O
L
S
1.
00
1
0.
99
8
0.
06
7
0.
02
7
0.
13
6.
70
1.
00
0
0.
99
8
0.
05
3
0.
02
0
-0
.0
1
5.
33
1.
00
2
1.
00
4
0.
04
2
0.
01
7
0.
22
4.
17
1.
00
1
1.
00
2
0.
02
9
0.
01
2
0.
08
2.
93
F
E
(i
nf
)
0.
99
9
0.
99
8
0.
06
0
0.
01
7
-0
.0
7
6.
02
0.
99
8
1.
00
0
0.
05
0
0.
01
3
-0
.1
7
4.
95
1.
00
1
1.
00
2
0.
04
1
0.
01
1
0.
08
4.
08
1.
00
1
1.
00
1
0.
02
9
0.
00
8
0.
10
2.
90
M
G
-t
yp
e
E
st
im
at
or
s
C
C
E
M
G
1.
00
5
1.
00
8
0.
08
7
0.
08
3
0.
48
8.
71
1.
00
0
1.
00
3
0.
07
0
0.
06
8
-0
.0
3
7.
02
1.
00
2
1.
00
3
0.
05
7
0.
05
5
0.
23
5.
68
1.
00
0
1.
00
0
0.
04
0
0.
03
8
-0
.0
2
3.
95
A
M
G
(i
)
1.
00
3
0.
99
8
0.
07
7
0.
07
3
0.
27
7.
70
1.
00
2
1.
00
3
0.
06
3
0.
06
2
0.
19
6.
27
1.
00
4
1.
00
6
0.
05
3
0.
05
1
0.
37
5.
30
1.
00
1
1.
00
2
0.
03
6
0.
03
5
0.
08
3.
58
A
M
G
(i
i)
1.
00
5
1.
00
2
0.
07
7
0.
07
5
0.
47
7.
75
1.
00
3
1.
00
4
0.
06
4
0.
06
3
0.
25
6.
42
1.
00
3
1.
00
4
0.
05
3
0.
05
2
0.
29
5.
31
1.
00
1
1.
00
1
0.
03
7
0.
03
6
0.
06
3.
73
M
G
1.
26
3
1.
24
1
0.
33
6
0.
18
0
26
.2
9
42
.6
5
1.
26
6
1.
23
6
0.
31
6
0.
14
8
26
.5
8
41
.2
4
1.
27
7
1.
24
6
0.
30
4
0.
12
3
27
.7
3
41
.1
1
1.
27
7
1.
25
4
0.
29
4
0.
08
3
27
.6
5
40
.3
3
M
G
(i
nf
)
1.
00
0
1.
00
3
0.
05
1
0.
05
0
0.
01
5.
06
1.
00
0
1.
00
0
0.
04
2
0.
04
2
0.
04
4.
15
1.
00
2
1.
00
2
0.
03
5
0.
03
3
0.
18
3.
46
1.
00
0
1.
00
1
0.
02
4
0.
02
3
0.
04
2.
41
T
=
10
0
N
=
20
N
=
30
N
=
50
N
=
10
0
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
m
ea
n
m
ed
ia
n
em
p.
m
ea
n
B
ia
s
R
M
SE
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
st
e.
*
st
e.
*
x
10
0
x
10
0
P
oo
le
d
E
st
im
at
or
s
P
O
L
S†
1.
12
8
1.
10
6
0.
22
1
0.
02
2
12
.7
7
25
.5
4
1.
12
4
1.
10
0
0.
20
2
0.
01
8
12
.4
1
23
.6
8
1.
11
6
1.
09
1
0.
18
2
0.
01
4
11
.6
1
21
.6
2
1.
11
8
1.
08
9
0.
17
1
0.
01
0
11
.8
0
20
.7
8
P
O
L
S‡
1.
00
7
1.
00
4
0.
15
8
0.
01
8
0.
72
15
.8
4
1.
00
8
1.
00
3
0.
13
1
0.
01
4
0.
81
13
.1
2
0.
99
9
0.
99
9
0.
09
7
0.
01
1
-0
.1
1
9.
73
1.
00
1
1.
00
3
0.
07
0
0.
00
8
0.
07
7.
02
F
E
†
1.
31
8
1.
28
9
0.
34
6
0.
02
8
31
.7
8
46
.9
7
1.
32
2
1.
31
2
0.
33
7
0.
02
3
32
.1
9
46
.6
1
1.
31
9
1.
31
2
0.
32
4
0.
01
8
31
.8
9
45
.4
7
1.
32
2
1.
31
1
0.
32
0
0.
01
2
32
.2
3
45
.4
0
F
E
‡
1.
00
1
1.
00
0
0.
12
1
0.
01
7
0.
05
12
.1
1
1.
00
2
1.
00
2
0.
09
8
0.
01
4
0.
24
9.
81
0.
99
8
0.
99
7
0.
07
6
0.
01
0
-0
.2
1
7.
63
1.
00
0
1.
00
1
0.
05
3
0.
00
7
-0
.0
1
5.
29
C
C
E
P
1.
00
1
0.
99
7
0.
10
3
0.
01
6
0.
10
10
.2
7
1.
00
7
1.
00
7
0.
08
8
0.
01
4
0.
69
8.
79
1.
00
3
1.
00
4
0.
06
5
0.
01
0
0.
28
6.
50
1.
00
4
1.
00
4
0.
04
7
0.
00
8
0.
36
4.
72
F
D
-O
L
S
1.
00
2
1.
00
2
0.
06
5
0.
01
9
0.
22
6.
46
1.
00
2
1.
00
2
0.
05
3
0.
01
6
0.
16
5.
33
1.
00
0
1.
00
3
0.
03
9
0.
01
2
-0
.0
5
3.
93
1.
00
1
1.
00
1
0.
02
8
0.
00
8
0.
12
2.
82
F
E
(i
nf
)
1.
00
2
1.
00
1
0.
06
4
0.
01
0
0.
18
6.
41
1.
00
0
1.
00
0
0.
05
7
0.
00
8
0.
01
5.
68
1.
00
0
1.
00
1
0.
04
2
0.
00
6
0.
04
4.
21
1.
00
0
1.
00
0
0.
02
9
0.
00
4
0.
04
2.
91
M
G
-t
yp
e
E
st
im
at
or
s
C
C
E
M
G
1.
00
3
1.
00
1
0.
09
9
0.
09
0
0.
27
9.
88
1.
00
7
1.
00
6
0.
08
1
0.
07
6
0.
71
8.
15
1.
00
4
1.
00
3
0.
06
2
0.
05
9
0.
36
6.
21
1.
00
3
1.
00
1
0.
04
3
0.
04
3
0.
25
4.
34
A
M
G
(i
)
1.
00
1
1.
00
1
0.
08
1
0.
07
9
0.
12
8.
04
1.
00
3
1.
00
2
0.
06
7
0.
06
9
0.
25
6.
73
1.
00
1
1.
00
2
0.
05
3
0.
05
2
0.
05
5.
32
1.
00
1
1.
00
2
0.
03
7
0.
03
8
0.
09
3.
72
A
M
G
(i
i)
1.
00
3
1.
00
0
0.
08
3
0.
08
0
0.
34
8.
25
1.
00
7
1.
00
7
0.
07
3
0.
07
0
0.
72
7.
32
1.
00
2
1.
00
4
0.
05
4
0.
05
4
0.
22
5.
39
1.
00
2
1.
00
3
0.
03
9
0.
03
9
0.
18
3.
93
M
G
1.
33
4
1.
29
8
0.
36
6
0.
20
7
33
.4
1
49
.5
5
1.
35
1
1.
32
7
0.
36
1
0.
18
1
35
.1
0
50
.3
7
1.
33
8
1.
31
0
0.
32
7
0.
13
7
33
.8
4
47
.0
5
1.
34
3
1.
32
6
0.
31
2
0.
09
9
34
.3
3
46
.3
5
M
G
(i
nf
)
1.
00
3
1.
00
2
0.
04
9
0.
04
7
0.
25
4.
90
1.
00
2
1.
00
2
0.
04
2
0.
03
9
0.
16
4.
16
1.
00
2
1.
00
1
0.
03
1
0.
03
0
0.
15
3.
08
1.
00
0
1.
00
1
0.
02
2
0.
02
1
0.
03
2.
18
N
o
t
e
s
:
S
e
e
T
a
b
le
I
a
n
d
m
a
in
te
x
t
fo
r
d
e
ta
il
s.
F
E
(i
n
f)
a
n
d
M
G
(i
n
f)
a
re
‘i
n
fe
a
si
b
le
e
st
im
a
to
rs
’
w
h
e
re
th
e
tr
u
e
u
n
o
b
se
rv
e
d
c
o
m
m
o
n
fa
c
to
rs
a
re
in
c
lu
d
e
d
in
th
e
re
g
re
ss
io
n
.
‡
(†
)
W
e
d
o
(n
o
t)
in
c
lu
d
e
T
−
1
y
e
a
r
d
u
m
m
ie
s.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 15
T
ab
le
II
I:
N
ew
Si
m
ul
at
io
ns
—
(i
)
B
as
el
in
e
se
tu
p
M
on
te
C
ar
lo
R
es
u
lt
s
—
B
as
el
in
e
S
et
u
p
1,
00
0
re
pl
ic
at
io
ns
;
P
O
L
S,
F
E
an
d
F
D
-O
L
S
al
l
ha
ve
T
−
1
ye
ar
du
m
m
ie
s;
A
M
G
-e
st
im
at
or
s
ar
e
co
ns
tr
uc
te
d
fr
om
F
D
-O
L
S
ye
ar
du
m
m
y
co
effi
ci
en
ts
T
=
20
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
04
81
1.
06
18
0.
36
60
0.
07
93
1.
04
48
1.
03
64
0.
28
75
0.
06
18
0.
96
89
0.
96
28
0.
21
42
0.
05
08
0.
98
96
0.
98
45
0.
13
84
0.
03
28
F
E
1.
05
43
1.
04
83
0.
12
05
0.
04
99
1.
01
88
1.
01
88
0.
09
34
0.
04
02
1.
02
11
1.
02
01
0.
07
03
0.
03
12
1.
00
93
1.
00
86
0.
04
79
0.
02
18
C
C
E
P
1.
00
14
0.
99
94
0.
05
84
0.
04
44
0.
99
99
1.
00
18
0.
04
91
0.
03
65
1.
00
06
1.
00
11
0.
03
70
0.
02
82
1.
00
14
0.
99
98
0.
02
68
0.
02
00
F
D
-O
L
S
1.
00
57
1.
00
54
0.
06
48
0.
04
66
1.
00
16
1.
00
08
0.
05
34
0.
03
77
1.
00
29
1.
00
27
0.
03
96
0.
02
91
1.
00
13
1.
00
05
0.
02
92
0.
02
04
F
E
(i
nf
)
1.
00
19
1.
00
28
0.
04
74
0.
03
44
1.
00
03
0.
99
91
0.
04
03
0.
02
81
1.
00
08
1.
00
15
0.
03
09
0.
02
19
1.
00
09
1.
00
01
0.
02
21
0.
01
54
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
13
1.
00
08
0.
05
98
0.
05
86
0.
99
83
1.
00
03
0.
04
98
0.
04
83
1.
00
04
1.
00
07
0.
03
82
0.
03
76
1.
00
16
1.
00
08
0.
02
77
0.
02
69
A
M
G
(i
)
1.
00
59
1.
00
50
0.
05
98
0.
05
30
1.
00
15
1.
00
21
0.
05
00
0.
04
39
1.
00
40
1.
00
44
0.
03
73
0.
03
44
1.
00
21
1.
00
05
0.
02
71
0.
02
46
A
M
G
(i
i)
1.
00
46
1.
00
28
0.
05
90
0.
04
99
1.
00
13
1.
00
22
0.
04
92
0.
04
21
1.
00
31
1.
00
41
0.
03
76
0.
03
28
1.
00
23
1.
00
11
0.
02
70
0.
02
33
M
G
1.
10
76
1.
10
13
0.
16
51
0.
06
56
1.
12
61
1.
11
60
0.
17
25
0.
05
43
1.
11
28
1.
10
02
0.
15
82
0.
04
21
1.
12
05
1.
11
14
0.
16
56
0.
02
99
M
G
(i
nf
)
1.
00
07
1.
00
00
0.
04
88
0.
04
93
0.
99
92
0.
99
81
0.
04
08
0.
04
05
1.
00
03
1.
00
14
0.
03
17
0.
03
14
1.
00
07
0.
99
96
0.
02
24
0.
02
22
T
=
30
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
05
17
1.
05
93
0.
35
82
0.
06
49
1.
03
70
1.
02
69
0.
28
95
0.
05
07
0.
97
54
0.
98
15
0.
21
39
0.
04
13
0.
99
08
0.
99
40
0.
14
06
0.
02
68
F
E
1.
07
35
1.
07
03
0.
15
36
0.
04
31
1.
02
58
1.
02
57
0.
11
78
0.
03
46
1.
03
24
1.
03
12
0.
08
76
0.
02
69
1.
01
11
1.
00
69
0.
06
02
0.
01
88
C
C
E
P
1.
00
18
1.
00
49
0.
05
14
0.
03
50
1.
00
12
1.
00
07
0.
04
38
0.
02
87
0.
99
95
0.
99
75
0.
03
33
0.
02
22
1.
00
07
1.
00
06
0.
02
41
0.
01
57
F
D
-O
L
S
1.
00
35
1.
00
52
0.
05
52
0.
03
81
1.
00
37
1.
00
45
0.
04
54
0.
03
08
1.
00
21
1.
00
15
0.
03
42
0.
02
37
1.
00
09
1.
00
04
0.
02
48
0.
01
67
F
E
(i
nf
)
1.
00
12
1.
00
35
0.
04
38
0.
02
55
1.
00
14
1.
00
23
0.
03
47
0.
02
07
1.
00
00
0.
99
96
0.
02
71
0.
01
61
1.
00
02
1.
00
03
0.
01
97
0.
01
13
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
07
1.
00
17
0.
05
17
0.
04
97
1.
00
09
1.
00
14
0.
04
36
0.
04
20
0.
99
92
0.
99
75
0.
03
38
0.
03
27
1.
00
03
1.
00
02
0.
02
41
0.
02
37
A
M
G
(i
)
1.
00
64
1.
00
81
0.
05
23
0.
04
88
1.
00
41
1.
00
36
0.
04
35
0.
04
05
1.
00
26
1.
00
08
0.
03
23
0.
03
19
1.
00
24
1.
00
24
0.
02
37
0.
02
29
A
M
G
(i
i)
1.
00
35
1.
00
36
0.
05
17
0.
04
61
1.
00
43
1.
00
48
0.
04
29
0.
03
86
1.
00
18
1.
00
04
0.
03
26
0.
03
04
1.
00
24
1.
00
23
0.
02
31
0.
02
17
M
G
1.
12
84
1.
12
63
0.
18
27
0.
06
04
1.
15
20
1.
13
69
0.
18
64
0.
05
02
1.
12
59
1.
11
43
0.
18
25
0.
03
88
1.
13
78
1.
13
56
0.
18
39
0.
02
78
M
G
(i
nf
)
1.
00
12
1.
00
38
0.
04
31
0.
04
19
1.
00
16
1.
00
19
0.
03
36
0.
03
44
0.
99
99
0.
99
89
0.
02
67
0.
02
67
1.
00
02
1.
00
00
0.
01
94
0.
01
90
C
o
n
ti
n
u
e
d
o
n
th
e
fo
ll
o
w
in
g
p
a
g
e
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 16
N
ew
Si
m
ul
at
io
ns
—
(i
)
B
as
el
in
e
se
tu
p
(c
on
ti
nu
ed
)
T
=
50
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
05
02
1.
06
98
0.
36
40
0.
05
04
1.
03
42
1.
03
43
0.
29
19
0.
03
88
0.
98
57
0.
98
25
0.
20
57
0.
03
18
0.
98
93
0.
99
71
0.
13
92
0.
02
09
F
E
1.
11
56
1.
11
89
0.
20
44
0.
03
57
1.
03
81
1.
03
56
0.
15
29
0.
02
85
1.
04
51
1.
04
68
0.
11
63
0.
02
21
1.
01
65
1.
01
40
0.
08
23
0.
01
55
C
C
E
P
1.
00
24
1.
00
23
0.
04
80
0.
02
64
0.
99
93
0.
99
88
0.
04
05
0.
02
18
0.
99
97
1.
00
01
0.
03
17
0.
01
68
0.
99
96
1.
00
03
0.
02
17
0.
01
19
F
D
-O
L
S
1.
00
55
1.
00
31
0.
04
93
0.
02
95
1.
00
06
1.
00
08
0.
03
87
0.
02
39
1.
00
18
1.
00
22
0.
03
12
0.
01
84
1.
00
03
1.
00
04
0.
02
17
0.
01
29
F
E
(i
nf
)
1.
00
09
1.
00
00
0.
03
93
0.
01
72
0.
99
95
0.
99
97
0.
03
24
0.
01
41
1.
00
00
1.
00
01
0.
02
57
0.
01
09
0.
99
97
0.
99
95
0.
01
77
0.
00
77
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
26
0.
99
99
0.
04
75
0.
04
59
0.
99
82
0.
99
93
0.
04
05
0.
03
87
0.
99
94
0.
99
97
0.
03
10
0.
03
00
1.
00
01
0.
99
99
0.
02
13
0.
02
17
A
M
G
(i
)
1.
00
75
1.
00
64
0.
04
74
0.
04
79
1.
00
24
1.
00
27
0.
03
85
0.
03
98
1.
00
40
1.
00
35
0.
03
01
0.
03
12
1.
00
24
1.
00
23
0.
02
11
0.
02
24
A
M
G
(i
i)
1.
00
48
1.
00
36
0.
04
64
0.
04
44
1.
00
16
1.
00
20
0.
03
75
0.
03
72
1.
00
24
1.
00
22
0.
03
01
0.
02
90
1.
00
18
1.
00
20
0.
02
07
0.
02
09
M
G
1.
17
00
1.
15
64
0.
21
60
0.
05
95
1.
17
61
1.
16
69
0.
21
23
0.
04
99
1.
16
13
1.
14
96
0.
20
88
0.
03
84
1.
16
41
1.
15
84
0.
21
48
0.
02
75
M
G
(i
nf
)
1.
00
06
1.
00
17
0.
03
68
0.
03
70
0.
99
96
1.
00
01
0.
03
14
0.
03
00
0.
99
98
0.
99
96
0.
02
41
0.
02
36
0.
99
96
1.
00
05
0.
01
70
0.
01
66
T
=
10
0
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
09
73
1.
10
43
0.
35
40
0.
03
49
1.
04
22
1.
02
82
0.
27
62
0.
02
73
0.
99
90
0.
99
64
0.
21
48
0.
02
21
0.
99
93
1.
00
01
0.
14
34
0.
01
45
F
E
1.
14
69
1.
15
65
0.
25
27
0.
02
66
1.
04
46
1.
04
79
0.
19
11
0.
02
12
1.
05
57
1.
05
53
0.
14
33
0.
01
66
1.
02
33
1.
01
96
0.
10
42
0.
01
15
C
C
E
P
1.
00
68
1.
00
45
0.
05
35
0.
01
85
1.
00
17
1.
00
11
0.
04
28
0.
01
53
0.
99
99
1.
00
01
0.
03
43
0.
01
19
0.
99
84
0.
99
87
0.
02
60
0.
00
84
F
D
-O
L
S
1.
00
63
1.
00
51
0.
04
27
0.
02
08
1.
00
34
1.
00
33
0.
03
46
0.
01
69
1.
00
21
1.
00
23
0.
02
66
0.
01
30
1.
00
02
1.
00
07
0.
01
95
0.
00
91
F
E
(i
nf
)
1.
00
19
1.
00
12
0.
03
75
0.
01
01
1.
00
18
1.
00
19
0.
03
02
0.
00
82
0.
99
97
0.
99
96
0.
02
26
0.
00
63
0.
99
94
0.
99
91
0.
01
71
0.
00
45
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
44
1.
00
24
0.
05
09
0.
04
78
0.
99
98
0.
99
92
0.
04
15
0.
04
08
0.
99
87
0.
99
86
0.
03
28
0.
03
23
0.
99
96
0.
99
92
0.
02
49
0.
02
29
A
M
G
(i
)
1.
00
89
1.
00
75
0.
04
61
0.
05
03
1.
00
52
1.
00
55
0.
03
63
0.
04
20
1.
00
54
1.
00
42
0.
02
91
0.
03
36
1.
00
32
1.
00
38
0.
02
12
0.
02
38
A
M
G
(i
i)
1.
00
56
1.
00
39
0.
04
36
0.
04
59
1.
00
49
1.
00
46
0.
03
58
0.
03
87
1.
00
26
1.
00
27
0.
02
80
0.
03
08
1.
00
22
1.
00
31
0.
02
09
0.
02
19
M
G
1.
20
78
1.
19
70
0.
25
49
0.
06
17
1.
20
84
1.
20
21
0.
25
16
0.
05
19
1.
19
32
1.
18
15
0.
26
78
0.
04
12
1.
19
44
1.
18
58
0.
26
01
0.
02
95
M
G
(i
nf
)
1.
00
10
0.
99
95
0.
03
49
0.
03
37
1.
00
14
1.
00
20
0.
02
79
0.
02
77
0.
99
93
0.
99
92
0.
02
09
0.
02
16
0.
99
97
0.
99
96
0.
01
55
0.
01
52
N
o
t
e
s
:
S
e
e
m
a
in
te
x
t
fo
r
d
e
ta
il
s
o
f
M
o
n
te
C
a
rl
o
se
tu
p
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 17
T
ab
le
IV
:
N
ew
Si
m
ul
at
io
ns
—
(i
i)
A
dd
it
io
na
l
co
un
tr
y
tr
en
d
M
on
te
C
ar
lo
R
es
u
lt
s
—
B
as
el
in
e
S
et
u
p
1,
00
0
re
pl
ic
at
io
ns
;
P
O
L
S,
F
E
an
d
F
D
-O
L
S
al
l
ha
ve
T
−
1
ye
ar
du
m
m
ie
s;
A
M
G
-e
st
im
at
or
s
ar
e
co
ns
tr
uc
te
d
fr
om
F
D
-O
L
S
ye
ar
du
m
m
y
co
effi
ci
en
ts
T
=
20
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
05
17
1.
05
87
0.
47
29
0.
10
68
1.
03
21
1.
03
18
0.
38
00
0.
08
39
0.
96
79
0.
96
16
0.
29
21
0.
06
75
0.
99
14
0.
99
51
0.
19
49
0.
04
41
F
E
1.
04
03
1.
03
64
0.
22
49
0.
09
05
1.
02
01
1.
02
26
0.
18
40
0.
07
32
1.
02
10
1.
01
92
0.
14
29
0.
05
63
1.
01
13
1.
01
23
0.
09
98
0.
03
96
C
C
E
P
0.
99
86
0.
99
99
0.
07
26
0.
05
26
0.
99
95
0.
99
90
0.
05
95
0.
04
35
1.
00
25
1.
00
22
0.
04
45
0.
03
33
1.
00
15
1.
00
06
0.
03
07
0.
02
36
F
D
-O
L
S
1.
00
50
1.
00
67
0.
06
70
0.
04
97
1.
00
15
0.
99
95
0.
05
36
0.
04
01
1.
00
27
1.
00
06
0.
03
93
0.
03
09
1.
00
08
1.
00
00
0.
02
87
0.
02
17
F
E
(i
nf
)
1.
00
23
1.
00
36
0.
05
20
0.
03
84
0.
99
98
0.
99
91
0.
04
27
0.
03
13
1.
00
12
1.
00
17
0.
03
22
0.
02
43
1.
00
08
1.
00
04
0.
02
34
0.
01
72
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
99
90
0.
99
94
0.
07
41
0.
06
92
0.
99
81
0.
99
68
0.
06
22
0.
05
82
1.
00
22
1.
00
18
0.
04
56
0.
04
41
1.
00
17
1.
00
15
0.
03
20
0.
03
17
A
M
G
(i
)
1.
00
50
1.
00
65
0.
09
47
0.
05
37
1.
00
35
1.
00
54
0.
07
45
0.
04
45
1.
00
54
1.
00
49
0.
06
03
0.
03
47
1.
00
41
1.
00
33
0.
04
58
0.
02
50
A
M
G
(i
i)
1.
01
61
1.
00
74
0.
10
54
0.
07
18
1.
01
55
1.
01
43
0.
08
19
0.
05
86
1.
01
52
1.
01
15
0.
06
72
0.
04
46
1.
01
20
1.
01
09
0.
05
05
0.
03
15
M
G
1.
10
92
1.
10
37
0.
16
86
0.
06
56
1.
12
54
1.
11
44
0.
17
42
0.
05
44
1.
11
29
1.
09
65
0.
15
79
0.
04
23
1.
12
03
1.
11
48
0.
16
50
0.
03
00
M
G
(i
nf
)
1.
00
32
1.
00
17
0.
05
45
0.
05
37
1.
00
16
1.
00
21
0.
04
51
0.
04
36
1.
00
29
1.
00
27
0.
03
57
0.
03
38
1.
00
29
1.
00
28
0.
02
55
0.
02
41
T
=
30
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
06
54
1.
07
22
0.
49
69
0.
08
93
1.
02
41
1.
02
98
0.
38
88
0.
07
08
0.
97
31
0.
96
88
0.
31
02
0.
05
67
0.
99
48
1.
00
17
0.
20
54
0.
03
71
F
E
1.
07
18
1.
07
61
0.
32
78
0.
08
88
1.
01
09
1.
01
38
0.
24
97
0.
07
17
1.
02
77
1.
02
83
0.
19
73
0.
05
52
1.
01
08
1.
01
59
0.
14
00
0.
03
89
C
C
E
P
1.
00
28
1.
00
21
0.
06
12
0.
04
31
1.
00
15
0.
99
91
0.
05
53
0.
03
55
0.
99
91
1.
00
03
0.
03
95
0.
02
75
1.
00
03
1.
00
18
0.
02
86
0.
01
94
F
D
-O
L
S
1.
00
36
1.
00
38
0.
05
56
0.
04
02
1.
00
28
1.
00
24
0.
04
73
0.
03
25
1.
00
25
1.
00
31
0.
03
51
0.
02
50
1.
00
09
1.
00
17
0.
02
43
0.
01
76
F
E
(i
nf
)
1.
00
09
1.
00
19
0.
04
46
0.
02
82
1.
00
11
1.
00
01
0.
03
72
0.
02
30
0.
99
98
0.
99
95
0.
02
80
0.
01
79
1.
00
04
1.
00
02
0.
01
91
0.
01
26
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
19
1.
00
17
0.
06
18
0.
06
03
1.
00
07
0.
99
84
0.
05
54
0.
05
08
0.
99
97
0.
99
97
0.
04
04
0.
04
00
1.
00
02
1.
00
08
0.
02
95
0.
02
84
A
M
G
(i
)
1.
00
41
1.
00
44
0.
08
39
0.
04
95
1.
00
58
1.
00
89
0.
06
97
0.
04
05
1.
00
49
1.
00
47
0.
05
06
0.
03
22
1.
00
19
1.
00
14
0.
03
78
0.
02
29
A
M
G
(i
i)
1.
01
00
1.
00
71
0.
08
94
0.
06
65
1.
01
30
1.
01
44
0.
07
52
0.
05
55
1.
00
90
1.
00
80
0.
05
58
0.
04
32
1.
00
61
1.
00
53
0.
04
12
0.
03
00
M
G
1.
12
62
1.
12
48
0.
18
24
0.
06
03
1.
15
06
1.
14
27
0.
18
53
0.
05
02
1.
12
69
1.
11
85
0.
18
48
0.
03
90
1.
13
79
1.
13
61
0.
18
26
0.
02
77
M
G
(i
nf
)
1.
00
13
1.
00
05
0.
04
52
0.
04
41
1.
00
28
1.
00
25
0.
03
75
0.
03
61
1.
00
17
1.
00
19
0.
02
86
0.
02
81
1.
00
12
1.
00
11
0.
01
98
0.
02
00
C
o
n
ti
n
u
e
d
o
n
th
e
fo
ll
o
w
in
g
p
a
g
e
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 18
N
ew
Si
m
ul
at
io
ns
—
(i
i)
A
dd
it
io
na
l
co
un
tr
y
tr
en
d
(c
on
ti
nu
ed
)
T
=
50
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
04
07
1.
04
80
0.
53
18
0.
07
24
1.
02
88
1.
03
08
0.
40
90
0.
05
72
0.
99
13
0.
98
31
0.
31
94
0.
04
62
0.
98
68
0.
98
30
0.
20
78
0.
03
04
F
E
1.
11
13
1.
11
93
0.
44
62
0.
08
21
1.
03
54
1.
05
17
0.
36
27
0.
06
58
1.
04
86
1.
05
70
0.
28
10
0.
05
12
1.
01
37
1.
02
02
0.
20
03
0.
03
61
C
C
E
P
1.
00
53
1.
00
51
0.
06
40
0.
03
56
0.
99
99
0.
99
87
0.
05
11
0.
02
90
0.
99
99
1.
00
07
0.
04
09
0.
02
23
0.
99
91
0.
99
84
0.
02
88
0.
01
59
F
D
-O
L
S
1.
00
58
1.
00
38
0.
05
02
0.
03
09
1.
00
06
1.
00
13
0.
03
95
0.
02
50
1.
00
09
1.
00
12
0.
03
18
0.
01
92
1.
00
07
1.
00
05
0.
02
21
0.
01
35
F
E
(i
nf
)
1.
00
15
1.
00
04
0.
04
06
0.
01
92
0.
99
99
1.
00
03
0.
03
30
0.
01
57
0.
99
88
0.
99
98
0.
02
55
0.
01
22
1.
00
01
1.
00
02
0.
01
81
0.
00
86
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
55
1.
00
51
0.
06
28
0.
05
86
0.
99
89
0.
99
83
0.
05
06
0.
04
82
0.
99
97
1.
00
04
0.
03
98
0.
03
75
0.
99
93
0.
99
92
0.
02
85
0.
02
70
A
M
G
(i
)
1.
00
40
1.
00
80
0.
07
67
0.
04
83
0.
99
91
0.
99
96
0.
05
97
0.
03
95
1.
00
11
1.
00
05
0.
04
61
0.
03
11
1.
00
27
1.
00
21
0.
03
39
0.
02
24
A
M
G
(i
i)
1.
00
61
1.
00
68
0.
08
29
0.
06
94
1.
00
23
1.
00
13
0.
06
55
0.
05
61
1.
00
27
1.
00
34
0.
04
95
0.
04
37
1.
00
38
1.
00
41
0.
03
60
0.
03
08
M
G
1.
17
24
1.
15
91
0.
21
78
0.
06
00
1.
17
55
1.
16
53
0.
21
31
0.
04
96
1.
16
06
1.
15
30
0.
20
88
0.
03
83
1.
16
51
1.
16
05
0.
21
49
0.
02
76
M
G
(i
nf
)
1.
00
13
0.
99
99
0.
04
00
0.
03
83
1.
00
02
1.
00
08
0.
03
14
0.
03
11
1.
00
00
0.
99
97
0.
02
45
0.
02
43
1.
00
10
1.
00
11
0.
01
77
0.
01
71
T
=
10
0
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
11
43
1.
12
21
0.
56
45
0.
05
69
1.
03
73
1.
03
06
0.
44
29
0.
04
54
0.
99
45
0.
97
97
0.
36
00
0.
03
59
1.
00
10
1.
00
50
0.
24
25
0.
02
38
F
E
1.
18
24
1.
19
52
0.
62
26
0.
06
52
1.
03
94
1.
01
53
0.
49
84
0.
05
37
1.
05
35
1.
06
29
0.
38
44
0.
04
09
1.
02
11
1.
02
63
0.
27
16
0.
02
89
C
C
E
P
1.
00
51
1.
00
48
0.
06
73
0.
02
80
0.
99
99
0.
99
96
0.
05
86
0.
02
31
1.
00
17
1.
00
09
0.
04
57
0.
01
79
0.
99
92
1.
00
02
0.
03
14
0.
01
26
F
D
-O
L
S
1.
00
63
1.
00
70
0.
04
29
0.
02
17
1.
00
18
1.
00
14
0.
03
37
0.
01
76
1.
00
32
1.
00
24
0.
02
70
0.
01
35
1.
00
20
1.
00
19
0.
01
88
0.
00
95
F
E
(i
nf
)
1.
00
13
1.
00
09
0.
03
64
0.
01
14
0.
99
97
1.
00
04
0.
03
01
0.
00
93
1.
00
02
0.
99
94
0.
02
41
0.
00
72
1.
00
12
1.
00
10
0.
01
66
0.
00
51
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
38
1.
00
17
0.
06
39
0.
06
19
0.
99
76
0.
99
75
0.
05
24
0.
05
30
0.
99
98
0.
99
99
0.
04
29
0.
04
17
1.
00
05
1.
00
16
0.
02
94
0.
02
95
A
M
G
(i
)
1.
00
13
1.
00
19
0.
06
83
0.
05
08
1.
00
43
1.
00
62
0.
05
16
0.
04
21
1.
00
43
1.
00
49
0.
04
25
0.
03
36
1.
00
49
1.
00
56
0.
02
84
0.
02
38
A
M
G
(i
i)
1.
00
03
0.
99
93
0.
07
32
0.
07
33
1.
00
40
1.
00
50
0.
05
42
0.
06
02
1.
00
37
1.
00
16
0.
04
48
0.
04
79
1.
00
42
1.
00
50
0.
03
11
0.
03
37
M
G
1.
20
72
1.
19
91
0.
25
28
0.
06
21
1.
20
91
1.
20
19
0.
25
14
0.
05
21
1.
19
48
1.
18
30
0.
26
92
0.
04
13
1.
19
66
1.
18
71
0.
25
93
0.
02
95
M
G
(i
nf
)
1.
00
12
1.
00
21
0.
03
43
0.
03
45
1.
00
02
0.
99
99
0.
02
79
0.
02
80
1.
00
06
1.
00
04
0.
02
21
0.
02
18
1.
00
17
1.
00
17
0.
01
56
0.
01
54
N
o
t
e
s
:
S
e
e
m
a
in
te
x
t
fo
r
d
e
ta
il
s
o
f
M
o
n
te
C
a
rl
o
se
tu
p
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 19
T
ab
le
V
:
N
ew
Si
m
ul
at
io
ns
—
(i
ii)
Fe
ed
ba
ck
se
tu
p
M
on
te
C
ar
lo
R
es
u
lt
s
—
S
et
u
p
w
it
h
F
ee
d
b
ac
k
s
fr
om
y
to
x
1,
00
0
re
pl
ic
at
io
ns
;
P
O
L
S,
F
E
an
d
F
D
-O
L
S
al
l
ha
ve
T
−
1
ye
ar
du
m
m
ie
s;
A
M
G
-e
st
im
at
or
s
ar
e
co
ns
tr
uc
te
d
fr
om
†F
D
-O
L
S
or
‡F
D
-I
V
ye
ar
du
m
m
y
co
effi
ci
en
ts
T
=
20
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
04
81
1.
06
18
0.
36
60
0.
07
93
1.
04
48
1.
03
74
0.
28
74
0.
06
18
0.
96
88
0.
96
29
0.
21
41
0.
05
08
0.
98
96
0.
98
45
0.
13
84
0.
03
28
F
E
1.
04
85
1.
04
27
0.
11
83
0.
04
93
1.
01
40
1.
01
17
0.
09
23
0.
03
97
1.
01
63
1.
01
33
0.
06
91
0.
03
09
1.
00
48
1.
00
36
0.
04
73
0.
02
16
C
C
E
P
0.
98
23
0.
98
14
0.
05
78
0.
04
36
0.
98
05
0.
98
33
0.
04
92
0.
03
58
0.
98
12
0.
98
22
0.
03
61
0.
02
77
0.
98
23
0.
98
06
0.
02
65
0.
01
96
F
D
-O
L
S
0.
91
81
0.
91
95
0.
06
31
0.
04
67
0.
91
42
0.
91
27
0.
05
30
0.
03
77
0.
91
54
0.
91
46
0.
03
91
0.
02
91
0.
91
42
0.
91
40
0.
02
87
0.
02
04
F
D
-I
V
0.
99
51
0.
98
76
0.
16
62
0.
04
74
0.
99
63
0.
99
36
0.
12
82
0.
03
81
1.
00
27
1.
00
33
0.
10
36
0.
02
93
0.
99
78
0.
99
81
0.
07
06
0.
02
05
F
E
(i
nf
)
0.
98
92
0.
99
02
0.
04
72
0.
03
40
0.
98
75
0.
98
67
0.
04
06
0.
02
78
0.
98
80
0.
98
81
0.
03
04
0.
02
16
0.
98
83
0.
98
79
0.
02
24
0.
01
52
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
97
72
0.
97
58
0.
05
89
0.
05
76
0.
97
40
0.
97
64
0.
04
95
0.
04
73
0.
97
62
0.
97
61
0.
03
70
0.
03
68
0.
97
72
0.
97
65
0.
02
71
0.
02
64
A
M
G
(i
)†
0.
95
85
0.
95
97
0.
05
96
0.
05
26
0.
95
40
0.
95
41
0.
05
08
0.
04
35
0.
95
80
0.
95
76
0.
03
78
0.
03
40
0.
95
69
0.
95
62
0.
02
88
0.
02
44
A
M
G
(i
)‡
0.
99
22
0.
98
90
0.
08
77
0.
05
32
0.
99
13
0.
99
31
0.
07
04
0.
04
38
0.
99
39
0.
99
26
0.
05
71
0.
03
43
0.
99
14
0.
98
94
0.
04
32
0.
02
45
A
M
G
(i
i)
†
0.
95
28
0.
95
34
0.
05
73
0.
05
00
0.
95
08
0.
95
14
0.
04
94
0.
04
19
0.
95
37
0.
95
28
0.
03
75
0.
03
27
0.
95
39
0.
95
35
0.
02
86
0.
02
34
A
M
G
(i
i)
‡
1.
00
55
0.
99
58
0.
10
05
0.
05
07
1.
00
30
0.
99
90
0.
07
73
0.
04
22
1.
00
37
0.
99
81
0.
06
63
0.
03
28
0.
99
91
0.
99
74
0.
04
90
0.
02
33
M
G
1.
09
18
1.
08
52
0.
16
27
0.
06
48
1.
11
05
1.
10
12
0.
16
92
0.
05
35
1.
09
70
1.
08
28
0.
15
54
0.
04
15
1.
10
48
1.
09
56
0.
16
25
0.
02
95
M
G
(i
nf
)
0.
98
29
0.
98
15
0.
04
83
0.
04
90
0.
98
14
0.
98
19
0.
04
10
0.
04
00
0.
98
26
0.
98
34
0.
03
11
0.
03
11
0.
98
31
0.
98
23
0.
02
25
0.
02
20
T
=
30
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
05
18
1.
05
88
0.
35
81
0.
06
48
1.
03
70
1.
02
71
0.
28
94
0.
05
07
0.
97
54
0.
98
18
0.
21
38
0.
04
13
0.
99
08
0.
99
38
0.
14
06
0.
02
68
F
E
1.
06
97
1.
06
47
0.
15
13
0.
04
28
1.
02
32
1.
02
31
0.
11
63
0.
03
43
1.
02
99
1.
02
85
0.
08
65
0.
02
67
1.
00
88
1.
00
55
0.
05
96
0.
01
86
C
C
E
P
0.
98
88
0.
99
15
0.
05
07
0.
03
43
0.
98
83
0.
98
92
0.
04
32
0.
02
82
0.
98
67
0.
98
51
0.
03
30
0.
02
19
0.
98
80
0.
98
82
0.
02
38
0.
01
55
F
D
-O
L
S
0.
91
62
0.
91
77
0.
05
47
0.
03
77
0.
91
62
0.
91
65
0.
04
47
0.
03
05
0.
91
49
0.
91
36
0.
03
41
0.
02
35
0.
91
39
0.
91
38
0.
02
43
0.
01
65
F
D
-I
V
0.
99
48
0.
99
24
0.
13
12
0.
03
81
1.
00
09
1.
00
06
0.
10
52
0.
03
08
1.
00
04
0.
99
93
0.
08
13
0.
02
37
0.
99
73
0.
99
89
0.
05
69
0.
01
66
F
E
(i
nf
)
0.
99
34
0.
99
63
0.
04
36
0.
02
52
0.
99
38
0.
99
43
0.
03
45
0.
02
05
0.
99
24
0.
99
23
0.
02
71
0.
01
59
0.
99
26
0.
99
26
0.
01
98
0.
01
12
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
98
47
0.
98
73
0.
05
10
0.
04
90
0.
98
45
0.
98
55
0.
04
31
0.
04
13
0.
98
28
0.
98
19
0.
03
33
0.
03
22
0.
98
41
0.
98
43
0.
02
38
0.
02
33
A
M
G
(i
)†
0.
95
81
0.
95
80
0.
05
29
0.
04
85
0.
95
63
0.
95
69
0.
04
42
0.
04
01
0.
95
52
0.
95
41
0.
03
40
0.
03
16
0.
95
60
0.
95
58
0.
02
58
0.
02
27
A
M
G
(i
)‡
0.
99
79
0.
99
85
0.
08
01
0.
04
86
0.
99
78
0.
99
68
0.
06
53
0.
04
03
0.
99
59
0.
99
53
0.
04
86
0.
03
17
0.
99
49
0.
99
54
0.
03
75
0.
02
27
A
M
G
(i
i)
†
0.
95
16
0.
95
20
0.
05
13
0.
04
60
0.
95
28
0.
95
35
0.
04
29
0.
03
85
0.
95
11
0.
95
03
0.
03
38
0.
03
03
0.
95
27
0.
95
32
0.
02
55
0.
02
17
A
M
G
(i
i)
‡
1.
00
33
1.
00
08
0.
08
74
0.
04
64
1.
00
61
1.
00
04
0.
07
22
0.
03
86
1.
00
15
0.
99
95
0.
05
42
0.
03
03
0.
99
97
0.
99
91
0.
04
15
0.
02
16
M
G
1.
11
79
1.
11
59
0.
18
01
0.
05
96
1.
14
13
1.
12
39
0.
18
39
0.
04
96
1.
11
57
1.
10
43
0.
17
99
0.
03
84
1.
12
74
1.
12
61
0.
18
10
0.
02
74
M
G
(i
nf
)
0.
99
01
0.
99
13
0.
04
30
0.
04
16
0.
99
06
0.
99
07
0.
03
36
0.
03
41
0.
98
88
0.
98
84
0.
02
65
0.
02
65
0.
98
92
0.
98
91
0.
01
95
0.
01
89
C
o
n
ti
n
u
e
d
o
n
th
e
fo
ll
o
w
in
g
p
a
g
e
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 20
N
ew
Si
m
ul
at
io
ns
—
(i
ii)
Fe
ed
ba
ck
se
tu
p
(c
on
ti
nu
ed
)
T
=
50
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
05
01
1.
07
00
0.
36
39
0.
05
03
1.
03
42
1.
03
44
0.
29
19
0.
03
88
0.
98
57
0.
98
23
0.
20
56
0.
03
18
0.
98
93
0.
99
69
0.
13
91
0.
02
09
F
E
1.
11
36
1.
11
64
0.
20
24
0.
03
55
1.
03
69
1.
03
49
0.
15
15
0.
02
84
1.
04
39
1.
04
58
0.
11
53
0.
02
20
1.
01
56
1.
01
25
0.
08
16
0.
01
54
C
C
E
P
0.
99
47
0.
99
35
0.
04
74
0.
02
60
0.
99
17
0.
99
14
0.
04
00
0.
02
14
0.
99
22
0.
99
25
0.
03
14
0.
01
66
0.
99
21
0.
99
24
0.
02
14
0.
01
17
F
D
-O
L
S
0.
91
79
0.
91
65
0.
04
89
0.
02
90
0.
91
31
0.
91
25
0.
03
85
0.
02
35
0.
91
45
0.
91
43
0.
03
07
0.
01
81
0.
91
32
0.
91
37
0.
02
12
0.
01
27
F
D
-I
V
0.
99
73
0.
99
63
0.
10
28
0.
02
93
0.
99
44
0.
99
24
0.
08
36
0.
02
36
0.
99
77
1.
00
05
0.
06
59
0.
01
82
0.
99
72
0.
99
71
0.
04
39
0.
01
28
F
E
(i
nf
)
0.
99
70
0.
99
69
0.
03
92
0.
01
71
0.
99
57
0.
99
60
0.
03
23
0.
01
39
0.
99
62
0.
99
60
0.
02
57
0.
01
08
0.
99
60
0.
99
59
0.
01
77
0.
00
76
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
99
27
0.
98
99
0.
04
70
0.
04
53
0.
98
86
0.
98
81
0.
03
99
0.
03
81
0.
98
97
0.
98
95
0.
03
06
0.
02
96
0.
99
03
0.
99
01
0.
02
09
0.
02
14
A
M
G
(i
)†
0.
95
43
0.
95
41
0.
04
91
0.
04
77
0.
95
03
0.
95
09
0.
03
95
0.
03
95
0.
95
28
0.
95
16
0.
03
18
0.
03
10
0.
95
15
0.
95
12
0.
02
38
0.
02
22
A
M
G
(i
)‡
1.
00
01
1.
00
00
0.
07
11
0.
04
77
0.
99
60
0.
99
77
0.
05
64
0.
03
95
0.
99
87
0.
99
90
0.
04
44
0.
03
10
0.
99
78
0.
99
77
0.
03
03
0.
02
22
A
M
G
(i
i)
†
0.
94
85
0.
94
70
0.
04
69
0.
04
43
0.
94
61
0.
94
59
0.
03
80
0.
03
71
0.
94
77
0.
94
85
0.
03
10
0.
02
90
0.
94
75
0.
94
77
0.
02
36
0.
02
09
A
M
G
(i
i)
‡
1.
00
21
0.
99
92
0.
07
74
0.
04
46
0.
99
93
0.
99
78
0.
06
12
0.
03
71
1.
00
07
0.
99
99
0.
04
86
0.
02
90
0.
99
94
0.
99
92
0.
03
27
0.
02
08
M
G
1.
16
34
1.
14
86
0.
21
30
0.
05
88
1.
16
94
1.
15
97
0.
20
94
0.
04
93
1.
15
48
1.
14
28
0.
20
61
0.
03
80
1.
15
77
1.
15
15
0.
21
18
0.
02
72
M
G
(i
nf
)
0.
99
46
0.
99
58
0.
03
68
0.
03
69
0.
99
38
0.
99
43
0.
03
12
0.
02
99
0.
99
39
0.
99
40
0.
02
42
0.
02
35
0.
99
37
0.
99
43
0.
01
70
0.
01
66
T
=
10
0
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
09
73
1.
10
41
0.
35
40
0.
03
49
1.
04
23
1.
02
77
0.
27
61
0.
02
73
0.
99
90
0.
99
64
0.
21
48
0.
02
21
0.
99
93
1.
00
00
0.
14
34
0.
01
45
F
E
1.
14
63
1.
15
46
0.
25
18
0.
02
66
1.
04
43
1.
04
76
0.
19
04
0.
02
11
1.
05
54
1.
05
57
0.
14
28
0.
01
65
1.
02
31
1.
01
94
0.
10
39
0.
01
15
C
C
E
P
1.
00
31
1.
00
07
0.
05
26
0.
01
82
0.
99
81
0.
99
78
0.
04
23
0.
01
50
0.
99
64
0.
99
67
0.
03
38
0.
01
17
0.
99
49
0.
99
52
0.
02
56
0.
00
83
F
D
-O
L
S
0.
91
89
0.
91
81
0.
04
29
0.
02
04
0.
91
62
0.
91
65
0.
03
46
0.
01
65
0.
91
47
0.
91
46
0.
02
64
0.
01
27
0.
91
32
0.
91
39
0.
01
94
0.
00
89
F
D
-I
V
0.
99
66
0.
99
26
0.
08
07
0.
02
05
1.
00
10
1.
00
05
0.
06
01
0.
01
66
0.
99
88
0.
99
77
0.
04
73
0.
01
28
0.
99
89
0.
99
82
0.
03
27
0.
00
90
F
E
(i
nf
)
1.
00
05
0.
99
98
0.
03
75
0.
01
01
1.
00
04
1.
00
09
0.
03
02
0.
00
82
0.
99
83
0.
99
85
0.
02
26
0.
00
63
0.
99
81
0.
99
76
0.
01
71
0.
00
45
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
99
97
0.
99
78
0.
05
01
0.
04
70
0.
99
52
0.
99
47
0.
04
10
0.
04
01
0.
99
40
0.
99
47
0.
03
23
0.
03
17
0.
99
48
0.
99
44
0.
02
44
0.
02
25
A
M
G
(i
)†
0.
94
78
0.
94
58
0.
04
73
0.
05
03
0.
94
47
0.
94
60
0.
03
84
0.
04
18
0.
94
48
0.
94
43
0.
03
15
0.
03
34
0.
94
32
0.
94
29
0.
02
48
0.
02
37
A
M
G
(i
)‡
1.
00
11
0.
99
87
0.
06
67
0.
05
01
1.
00
30
1.
00
27
0.
04
97
0.
04
18
1.
00
21
1.
00
19
0.
03
97
0.
03
34
1.
00
11
1.
00
13
0.
02
82
0.
02
37
A
M
G
(i
i)
†
0.
94
22
0.
94
10
0.
04
47
0.
04
61
0.
94
15
0.
94
13
0.
03
74
0.
03
89
0.
93
88
0.
93
95
0.
02
95
0.
03
10
0.
93
92
0.
94
02
0.
02
39
0.
02
20
A
M
G
(i
i)
‡
1.
00
01
0.
99
62
0.
06
89
0.
04
60
1.
00
38
1.
00
26
0.
05
19
0.
03
86
1.
00
07
1.
00
08
0.
04
09
0.
03
07
1.
00
08
1.
00
09
0.
02
94
0.
02
18
M
G
1.
20
41
1.
19
25
0.
25
23
0.
06
12
1.
20
48
1.
19
68
0.
24
91
0.
05
14
1.
18
97
1.
17
85
0.
26
51
0.
04
08
1.
19
09
1.
18
14
0.
25
75
0.
02
92
M
G
(i
nf
)
0.
99
86
0.
99
70
0.
03
48
0.
03
37
0.
99
90
0.
99
97
0.
02
79
0.
02
77
0.
99
69
0.
99
66
0.
02
09
0.
02
15
0.
99
74
0.
99
71
0.
01
55
0.
01
52
N
o
t
e
s
:
‡
T
h
e
se
u
se
th
e
y
e
a
r
d
u
m
m
y
c
o
e
ff
ic
ie
n
ts
fr
o
m
F
D
-I
V
e
st
im
a
to
r,
ra
th
e
r
th
a
n
th
e
F
D
-O
L
S
e
st
im
a
to
r.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 21
T
ab
le
V
I:
N
ew
Si
m
ul
at
io
ns
—
(i
ii)
?
Fe
ed
ba
ck
an
d
co
un
tr
y
tr
en
d
M
on
te
C
ar
lo
R
es
u
lt
s
—
S
et
u
p
w
it
h
F
ee
d
b
ac
k
s
fr
om
y
to
x
1,
00
0
re
pl
ic
at
io
ns
;
P
O
L
S,
F
E
an
d
F
D
-O
L
S
al
l
ha
ve
T
−
1
ye
ar
du
m
m
ie
s;
A
M
G
-e
st
im
at
or
s
ar
e
co
ns
tr
uc
te
d
fr
om
†F
D
-O
L
S
or
‡F
D
-I
V
ye
ar
du
m
m
y
co
effi
ci
en
ts
T
=
20
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
05
17
1.
05
95
0.
47
28
0.
10
68
1.
03
21
1.
03
24
0.
37
99
0.
08
39
0.
96
78
0.
96
14
0.
29
20
0.
06
75
0.
99
14
0.
99
53
0.
19
49
0.
04
41
F
E
1.
03
45
1.
02
89
0.
22
02
0.
08
95
1.
01
57
1.
01
87
0.
18
07
0.
07
24
1.
01
62
1.
01
50
0.
14
02
0.
05
57
1.
00
68
1.
01
07
0.
09
79
0.
03
92
C
C
E
P
0.
97
93
0.
98
02
0.
07
14
0.
05
17
0.
98
04
0.
97
89
0.
05
90
0.
04
27
0.
98
27
0.
98
19
0.
04
34
0.
03
27
0.
98
24
0.
98
07
0.
03
03
0.
02
32
F
D
-O
L
S
0.
91
73
0.
91
63
0.
06
56
0.
04
84
0.
91
42
0.
91
41
0.
05
29
0.
03
91
0.
91
53
0.
91
38
0.
03
85
0.
03
01
0.
91
37
0.
91
30
0.
02
83
0.
02
12
F
D
-I
V
0.
99
68
0.
99
81
0.
16
86
0.
04
90
0.
99
54
0.
98
93
0.
12
93
0.
03
95
1.
00
07
0.
99
96
0.
10
34
0.
03
04
0.
99
73
0.
99
64
0.
07
23
0.
02
13
F
E
(i
nf
)
0.
98
34
0.
98
40
0.
05
18
0.
03
79
0.
98
08
0.
98
06
0.
04
27
0.
03
09
0.
98
24
0.
98
28
0.
03
17
0.
02
40
0.
98
21
0.
98
20
0.
02
36
0.
01
69
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
97
45
0.
97
30
0.
07
26
0.
06
78
0.
97
38
0.
97
47
0.
06
12
0.
05
69
0.
97
76
0.
97
75
0.
04
45
0.
04
32
0.
97
72
0.
97
77
0.
03
13
0.
03
11
A
M
G
(i
)
IV
0.
99
34
0.
99
22
0.
09
10
0.
05
32
0.
99
12
0.
99
29
0.
07
21
0.
04
40
0.
99
31
0.
99
22
0.
05
85
0.
03
43
0.
99
14
0.
99
08
0.
04
45
0.
02
47
A
M
G
(i
i)
IV
1.
00
47
0.
99
66
0.
10
30
0.
07
07
1.
00
35
1.
00
11
0.
08
00
0.
05
77
1.
00
34
0.
99
96
0.
06
57
0.
04
40
0.
99
98
0.
99
76
0.
04
94
0.
03
11
M
G
1.
09
33
1.
08
99
0.
16
58
0.
06
48
1.
10
99
1.
09
78
0.
17
11
0.
05
37
1.
09
72
1.
07
82
0.
15
52
0.
04
17
1.
10
45
1.
09
77
0.
16
18
0.
02
96
M
G
(i
nf
)
0.
97
89
0.
97
69
0.
05
40
0.
05
30
0.
97
73
0.
97
98
0.
04
51
0.
04
31
0.
97
88
0.
97
93
0.
03
51
0.
03
34
0.
97
88
0.
97
90
0.
02
54
0.
02
38
T
=
30
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
06
54
1.
07
24
0.
49
69
0.
08
93
1.
02
41
1.
03
00
0.
38
87
0.
07
08
0.
97
31
0.
96
84
0.
31
01
0.
05
67
0.
99
48
1.
00
20
0.
20
53
0.
03
71
F
E
1.
06
80
1.
07
46
0.
32
30
0.
08
80
1.
00
82
1.
01
24
0.
24
60
0.
07
11
1.
02
53
1.
02
78
0.
19
43
0.
05
48
1.
00
83
1.
01
21
0.
13
79
0.
03
86
C
C
E
P
0.
98
98
0.
99
02
0.
06
05
0.
04
24
0.
98
85
0.
98
78
0.
05
44
0.
03
49
0.
98
61
0.
98
73
0.
03
87
0.
02
70
0.
98
74
0.
98
87
0.
02
82
0.
01
90
F
D
-O
L
S
0.
91
62
0.
91
68
0.
05
47
0.
03
91
0.
91
53
0.
91
42
0.
04
67
0.
03
16
0.
91
53
0.
91
52
0.
03
47
0.
02
44
0.
91
39
0.
91
45
0.
02
38
0.
01
71
F
D
-I
V
0.
99
65
0.
99
75
0.
13
31
0.
03
95
1.
00
22
1.
00
28
0.
10
72
0.
03
19
1.
00
24
1.
00
29
0.
08
20
0.
02
45
0.
99
68
0.
99
61
0.
05
54
0.
01
72
F
E
(i
nf
)
0.
98
93
0.
98
97
0.
04
43
0.
02
78
0.
98
95
0.
98
93
0.
03
71
0.
02
27
0.
98
82
0.
98
79
0.
02
80
0.
01
77
0.
98
89
0.
98
86
0.
01
93
0.
01
25
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
98
58
0.
98
48
0.
06
09
0.
05
92
0.
98
42
0.
98
40
0.
05
45
0.
04
98
0.
98
33
0.
98
36
0.
03
92
0.
03
93
0.
98
37
0.
98
41
0.
02
89
0.
02
79
A
M
G
(i
)
IV
0.
99
78
0.
99
71
0.
08
05
0.
04
90
0.
99
83
1.
00
23
0.
06
63
0.
04
01
0.
99
76
0.
99
73
0.
04
87
0.
03
19
0.
99
45
0.
99
32
0.
03
63
0.
02
27
A
M
G
(i
i)
IV
1.
00
41
1.
00
03
0.
08
64
0.
06
58
1.
00
54
1.
00
46
0.
07
25
0.
05
47
1.
00
19
1.
00
13
0.
05
38
0.
04
27
0.
99
88
0.
99
81
0.
04
01
0.
02
96
M
G
1.
11
58
1.
11
39
0.
17
97
0.
05
96
1.
13
99
1.
13
16
0.
18
27
0.
04
96
1.
11
67
1.
10
89
0.
18
21
0.
03
86
1.
12
74
1.
12
45
0.
17
97
0.
02
73
M
G
(i
nf
)
0.
98
61
0.
98
57
0.
04
48
0.
04
38
0.
98
73
0.
98
69
0.
03
74
0.
03
58
0.
98
62
0.
98
67
0.
02
85
0.
02
79
0.
98
59
0.
98
60
0.
01
99
0.
01
98
C
o
n
ti
n
u
e
d
o
n
th
e
fo
ll
o
w
in
g
p
a
g
e
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 22
N
ew
Si
m
ul
at
io
ns
—
(i
ii)
?
Fe
ed
ba
ck
an
d
co
un
tr
y
tr
en
d
(c
on
ti
nu
ed
)
T
=
50
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
04
06
1.
04
86
0.
53
17
0.
07
24
1.
02
88
1.
03
11
0.
40
89
0.
05
71
0.
99
13
0.
98
34
0.
31
93
0.
04
62
0.
98
68
0.
98
31
0.
20
77
0.
03
04
F
E
1.
10
93
1.
11
58
0.
44
20
0.
08
17
1.
03
41
1.
05
01
0.
35
91
0.
06
55
1.
04
74
1.
05
40
0.
27
86
0.
05
09
1.
01
27
1.
02
12
0.
19
84
0.
03
59
C
C
E
P
0.
99
78
0.
99
64
0.
06
30
0.
03
50
0.
99
21
0.
99
03
0.
05
00
0.
02
85
0.
99
23
0.
99
27
0.
04
03
0.
02
20
0.
99
16
0.
99
06
0.
02
82
0.
01
56
F
D
-O
L
S
0.
91
83
0.
91
83
0.
05
01
0.
03
01
0.
91
32
0.
91
44
0.
03
92
0.
02
43
0.
91
36
0.
91
37
0.
03
12
0.
01
87
0.
91
36
0.
91
31
0.
02
19
0.
01
32
F
D
-I
V
0.
99
79
0.
99
97
0.
10
48
0.
03
03
0.
99
46
0.
99
48
0.
08
58
0.
02
45
0.
99
63
0.
99
84
0.
06
55
0.
01
88
0.
99
88
0.
99
97
0.
04
55
0.
01
32
F
E
(i
nf
)
0.
99
54
0.
99
44
0.
04
08
0.
01
91
0.
99
39
0.
99
43
0.
03
30
0.
01
55
0.
99
28
0.
99
36
0.
02
55
0.
01
21
0.
99
42
0.
99
45
0.
01
81
0.
00
85
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
99
59
0.
99
63
0.
06
18
0.
05
75
0.
98
92
0.
98
75
0.
04
93
0.
04
73
0.
98
99
0.
99
08
0.
03
91
0.
03
69
0.
98
94
0.
98
89
0.
02
77
0.
02
65
A
M
G
(i
)
IV
1.
00
09
1.
00
22
0.
07
38
0.
04
79
0.
99
57
0.
99
44
0.
05
72
0.
03
92
0.
99
75
0.
99
75
0.
04
43
0.
03
08
0.
99
87
0.
99
76
0.
03
28
0.
02
22
A
M
G
(i
i)
IV
1.
00
30
1.
00
20
0.
08
01
0.
06
86
0.
99
89
0.
99
83
0.
06
32
0.
05
55
0.
99
92
0.
99
93
0.
04
81
0.
04
33
1.
00
00
1.
00
02
0.
03
49
0.
03
04
M
G
1.
16
57
1.
15
19
0.
21
48
0.
05
94
1.
16
88
1.
15
90
0.
21
03
0.
04
90
1.
15
42
1.
14
51
0.
20
61
0.
03
79
1.
15
87
1.
15
30
0.
21
20
0.
02
72
M
G
(i
nf
)
0.
99
28
0.
99
14
0.
04
00
0.
03
81
0.
99
19
0.
99
27
0.
03
14
0.
03
10
0.
99
16
0.
99
17
0.
02
45
0.
02
42
0.
99
26
0.
99
26
0.
01
77
0.
01
71
T
=
10
0
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
11
43
1.
12
21
0.
56
44
0.
05
69
1.
03
73
1.
03
01
0.
44
28
0.
04
54
0.
99
45
0.
97
99
0.
35
99
0.
03
59
1.
00
10
1.
00
52
0.
24
25
0.
02
38
F
E
1.
18
16
1.
19
30
0.
62
03
0.
06
51
1.
03
90
1.
01
71
0.
49
65
0.
05
36
1.
05
34
1.
06
32
0.
38
32
0.
04
09
1.
02
09
1.
02
55
0.
27
06
0.
02
88
C
C
E
P
1.
00
14
1.
00
08
0.
06
57
0.
02
75
0.
99
62
0.
99
57
0.
05
75
0.
02
27
0.
99
82
0.
99
70
0.
04
47
0.
01
76
0.
99
57
0.
99
67
0.
03
07
0.
01
24
F
D
-O
L
S
0.
91
90
0.
91
89
0.
04
30
0.
02
11
0.
91
45
0.
91
40
0.
03
33
0.
01
71
0.
91
58
0.
91
51
0.
02
67
0.
01
32
0.
91
48
0.
91
50
0.
01
86
0.
00
93
F
D
-I
V
0.
99
65
0.
99
88
0.
08
20
0.
02
13
1.
00
03
1.
00
26
0.
06
05
0.
01
72
1.
00
02
0.
99
94
0.
04
81
0.
01
33
1.
00
10
1.
00
20
0.
03
32
0.
00
93
F
E
(i
nf
)
0.
99
90
0.
99
86
0.
03
63
0.
01
13
0.
99
75
0.
99
73
0.
03
00
0.
00
92
0.
99
80
0.
99
71
0.
02
40
0.
00
71
0.
99
90
0.
99
89
0.
01
65
0.
00
51
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
99
90
0.
99
76
0.
06
24
0.
06
06
0.
99
28
0.
99
24
0.
05
16
0.
05
19
0.
99
51
0.
99
48
0.
04
20
0.
04
08
0.
99
58
0.
99
63
0.
02
86
0.
02
89
A
M
G
(i
)
IV
1.
00
12
1.
00
12
0.
06
63
0.
05
04
1.
00
30
1.
00
44
0.
04
99
0.
04
18
1.
00
31
1.
00
23
0.
04
06
0.
03
34
1.
00
34
1.
00
41
0.
02
73
0.
02
37
A
M
G
(i
i)
IV
1.
00
02
0.
99
84
0.
07
10
0.
07
27
1.
00
26
1.
00
26
0.
05
27
0.
05
96
1.
00
25
1.
00
09
0.
04
32
0.
04
75
1.
00
27
1.
00
23
0.
02
98
0.
03
34
M
G
1.
20
35
1.
19
62
0.
25
03
0.
06
15
1.
20
54
1.
19
78
0.
24
90
0.
05
16
1.
19
14
1.
17
90
0.
26
65
0.
04
09
1.
19
31
1.
18
35
0.
25
67
0.
02
92
M
G
(i
nf
)
0.
99
78
0.
99
87
0.
03
42
0.
03
44
0.
99
68
0.
99
70
0.
02
79
0.
02
80
0.
99
72
0.
99
66
0.
02
21
0.
02
18
0.
99
83
0.
99
83
0.
01
55
0.
01
54
N
o
t
e
s
:
‡
T
h
e
se
u
se
th
e
y
e
a
r
d
u
m
m
y
c
o
e
ff
ic
ie
n
ts
fr
o
m
F
D
-I
V
e
st
im
a
to
r,
ra
th
e
r
th
a
n
th
e
F
D
-O
L
S
e
st
im
a
to
r.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 23
T
ab
le
V
II
:
N
ew
Si
m
ul
at
io
ns
—
(i
v)
T
w
o
‘c
lu
bs
’
fo
r
β
M
on
te
C
ar
lo
R
es
u
lt
s
—
S
et
u
p
w
it
h
2
‘c
lu
b
s’
of
co
u
n
tr
ie
s
1,
00
0
re
pl
ic
at
io
ns
;
P
O
L
S,
F
E
an
d
F
D
-O
L
S
al
l
ha
ve
T
−
1
ye
ar
du
m
m
ie
s;
A
M
G
-e
st
im
at
or
s
ar
e
co
ns
tr
uc
te
d
fr
om
†F
D
-O
L
S
or
‡F
D
-I
V
ye
ar
du
m
m
y
co
effi
ci
en
ts
T
=
20
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
81
49
1.
79
37
0.
58
54
0.
25
26
0.
70
37
0.
69
08
0.
45
23
0.
19
48
0.
54
17
0.
53
77
0.
36
62
0.
15
66
0.
62
28
0.
60
79
0.
22
52
0.
10
22
F
E
1.
03
11
1.
02
04
0.
17
55
0.
06
91
1.
00
79
1.
00
82
0.
14
50
0.
05
61
1.
01
57
1.
01
44
0.
10
95
0.
04
34
1.
00
79
1.
00
65
0.
07
56
0.
03
08
C
C
E
P
0.
99
89
0.
99
77
0.
07
27
0.
05
12
0.
99
74
0.
99
68
0.
05
91
0.
04
21
1.
00
26
1.
00
16
0.
04
50
0.
03
26
1.
00
00
0.
99
95
0.
03
20
0.
02
31
F
D
-O
L
S
1.
00
23
1.
00
36
0.
07
78
0.
05
63
1.
00
06
1.
00
02
0.
06
50
0.
04
55
1.
00
17
1.
00
16
0.
04
81
0.
03
50
1.
00
05
0.
99
97
0.
03
55
0.
02
46
F
D
-I
V
0.
99
53
0.
99
14
0.
20
19
0.
05
69
0.
99
75
0.
99
70
0.
15
87
0.
04
58
0.
99
93
0.
99
96
0.
12
41
0.
03
52
0.
99
71
0.
99
50
0.
08
64
0.
02
47
F
E
(i
nf
)
1.
00
04
0.
99
81
0.
06
36
0.
04
31
0.
99
94
1.
00
06
0.
05
15
0.
03
53
1.
00
18
1.
00
10
0.
03
91
0.
02
74
1.
00
03
1.
00
04
0.
02
85
0.
01
93
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
13
1.
00
17
0.
05
25
0.
12
05
0.
99
80
0.
99
93
0.
04
19
0.
09
93
1.
00
07
1.
00
01
0.
03
29
0.
07
69
1.
00
12
1.
00
06
0.
02
39
0.
05
48
A
M
G
(i
)
1.
00
58
1.
01
04
0.
10
08
0.
11
95
1.
00
51
1.
00
36
0.
08
20
0.
09
80
1.
00
65
1.
00
48
0.
06
47
0.
07
63
1.
00
36
1.
00
37
0.
04
70
0.
05
41
A
M
G
(i
i)
1.
02
68
1.
01
99
0.
11
72
0.
11
93
1.
02
28
1.
01
40
0.
09
65
0.
09
80
1.
01
82
1.
00
93
0.
07
68
0.
07
55
1.
01
23
1.
01
05
0.
05
45
0.
05
35
M
G
1.
10
70
1.
10
08
0.
16
31
0.
12
83
1.
12
57
1.
11
34
0.
17
05
0.
10
47
1.
11
30
1.
10
11
0.
15
71
0.
08
05
1.
12
02
1.
11
28
0.
16
50
0.
05
71
M
G
(i
nf
)
1.
00
00
1.
00
13
0.
03
77
0.
12
05
0.
99
88
0.
99
93
0.
03
10
0.
09
78
1.
00
04
1.
00
12
0.
02
48
0.
07
53
1.
00
03
1.
00
02
0.
01
75
0.
05
30
T
=
30
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
78
97
1.
79
79
0.
60
62
0.
20
51
0.
70
90
0.
70
64
0.
46
95
0.
15
79
0.
55
39
0.
55
37
0.
37
78
0.
12
67
0.
63
32
0.
61
66
0.
24
79
0.
08
30
F
E
1.
04
00
1.
02
79
0.
22
65
0.
06
19
1.
00
98
1.
00
28
0.
17
99
0.
05
05
1.
02
24
1.
01
71
0.
13
75
0.
03
88
1.
01
14
1.
00
51
0.
10
15
0.
02
77
C
C
E
P
1.
00
08
0.
99
85
0.
06
01
0.
04
05
0.
99
78
0.
99
78
0.
05
05
0.
03
32
1.
00
17
1.
00
00
0.
03
84
0.
02
57
1.
00
07
0.
99
91
0.
02
79
0.
01
82
F
D
-O
L
S
1.
00
08
0.
99
76
0.
06
54
0.
04
55
1.
00
20
1.
00
19
0.
05
41
0.
03
68
1.
00
23
1.
00
09
0.
04
01
0.
02
83
1.
00
15
1.
00
17
0.
02
97
0.
02
00
F
D
-I
V
0.
99
08
0.
99
08
0.
16
10
0.
04
58
1.
00
44
1.
00
68
0.
13
24
0.
03
70
1.
00
11
0.
99
60
0.
09
68
0.
02
84
0.
99
77
0.
99
88
0.
06
92
0.
02
00
F
E
(i
nf
)
1.
00
28
1.
00
04
0.
05
78
0.
03
29
0.
99
83
0.
99
79
0.
04
66
0.
02
66
0.
99
99
0.
99
94
0.
03
57
0.
02
07
1.
00
01
0.
99
93
0.
02
59
0.
01
47
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
02
0.
99
88
0.
04
06
0.
11
77
1.
00
05
1.
00
05
0.
03
54
0.
09
66
0.
99
96
0.
99
91
0.
02
60
0.
07
47
1.
00
02
0.
99
96
0.
01
94
0.
05
33
A
M
G
(i
)
1.
00
33
1.
00
35
0.
09
19
0.
11
85
1.
00
77
1.
00
87
0.
07
66
0.
09
67
1.
00
45
1.
00
18
0.
05
41
0.
07
50
1.
00
19
1.
00
48
0.
04
17
0.
05
33
A
M
G
(i
i)
1.
01
62
1.
00
82
0.
10
45
0.
11
83
1.
02
20
1.
01
55
0.
08
79
0.
09
66
1.
01
32
1.
01
08
0.
06
25
0.
07
46
1.
00
75
1.
00
75
0.
04
73
0.
05
28
M
G
1.
12
73
1.
11
58
0.
17
97
0.
12
62
1.
15
18
1.
14
04
0.
18
30
0.
10
32
1.
12
60
1.
11
66
0.
18
27
0.
07
88
1.
13
77
1.
13
58
0.
18
34
0.
05
59
M
G
(i
nf
)
1.
00
00
0.
99
90
0.
02
77
0.
11
81
1.
00
14
1.
00
15
0.
02
32
0.
09
54
1.
00
00
1.
00
03
0.
01
74
0.
07
34
1.
00
01
1.
00
02
0.
01
25
0.
05
18
C
o
n
ti
n
u
e
d
o
n
th
e
fo
ll
o
w
in
g
p
a
g
e
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 24
N
ew
Si
m
ul
at
io
ns
—
(i
v)
T
w
o
‘c
lu
bs
’
fo
r
β
(c
on
ti
nu
ed
)
T
=
50
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
75
81
1.
73
04
0.
68
04
0.
15
55
0.
74
69
0.
72
99
0.
49
68
0.
11
98
0.
58
78
0.
57
11
0.
40
52
0.
09
58
0.
65
44
0.
64
65
0.
25
92
0.
06
32
F
E
1.
07
30
1.
05
77
0.
31
02
0.
05
30
1.
02
59
1.
01
88
0.
23
27
0.
04
36
1.
03
08
1.
02
45
0.
18
09
0.
03
31
1.
01
47
1.
01
09
0.
13
42
0.
02
39
C
C
E
P
1.
00
03
1.
00
10
0.
05
41
0.
03
06
0.
99
62
0.
99
55
0.
04
32
0.
02
52
1.
00
12
1.
00
00
0.
03
43
0.
01
95
0.
99
97
0.
99
88
0.
02
40
0.
01
38
F
D
-O
L
S
1.
00
36
1.
00
26
0.
05
62
0.
03
50
1.
00
00
1.
00
02
0.
04
41
0.
02
83
1.
00
19
0.
99
99
0.
03
55
0.
02
18
0.
99
99
0.
99
90
0.
02
51
0.
01
54
F
D
-I
V
0.
99
80
0.
99
44
0.
12
61
0.
03
52
0.
99
57
0.
98
96
0.
10
14
0.
02
84
0.
99
88
0.
99
93
0.
07
60
0.
02
18
0.
99
72
0.
99
83
0.
05
21
0.
01
54
F
E
(i
nf
)
1.
00
17
1.
00
01
0.
05
39
0.
02
33
1.
00
01
0.
99
93
0.
04
32
0.
01
90
1.
00
13
1.
00
12
0.
03
45
0.
01
48
0.
99
90
0.
99
80
0.
02
44
0.
01
04
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
30
1.
00
20
0.
03
61
0.
11
60
0.
99
87
0.
99
84
0.
02
95
0.
09
55
0.
99
92
0.
99
91
0.
02
26
0.
07
39
1.
00
04
1.
00
07
0.
01
59
0.
05
25
A
M
G
(i
)
1.
00
61
1.
00
43
0.
08
34
0.
11
79
1.
00
10
0.
99
92
0.
06
69
0.
09
68
1.
00
40
1.
00
40
0.
04
91
0.
07
49
1.
00
17
1.
00
12
0.
03
39
0.
05
32
A
M
G
(i
i)
1.
01
42
1.
00
67
0.
09
36
0.
11
79
1.
00
80
1.
00
25
0.
07
61
0.
09
62
1.
00
72
1.
00
63
0.
05
47
0.
07
41
1.
00
38
1.
00
31
0.
03
74
0.
05
24
M
G
1.
16
99
1.
15
53
0.
21
50
0.
12
56
1.
17
66
1.
16
68
0.
21
04
0.
10
31
1.
16
08
1.
14
80
0.
20
79
0.
07
85
1.
16
44
1.
15
98
0.
21
47
0.
05
60
M
G
(i
nf
)
1.
00
05
0.
99
99
0.
01
96
0.
11
62
1.
00
01
0.
99
97
0.
01
52
0.
09
40
0.
99
93
0.
99
93
0.
01
18
0.
07
25
0.
99
99
0.
99
99
0.
00
84
0.
05
09
T
=
10
0
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
61
50
1.
59
04
0.
75
39
0.
10
35
0.
81
14
0.
80
97
0.
54
09
0.
08
04
0.
65
28
0.
63
05
0.
44
39
0.
06
34
0.
74
08
0.
72
89
0.
28
88
0.
04
24
F
E
1.
07
86
1.
05
45
0.
38
21
0.
04
08
1.
03
71
1.
01
89
0.
29
99
0.
03
35
1.
03
48
1.
03
76
0.
23
20
0.
02
55
1.
03
10
1.
03
27
0.
16
67
0.
01
84
C
C
E
P
1.
00
23
1.
00
23
0.
05
63
0.
02
14
0.
99
65
0.
99
64
0.
04
66
0.
01
77
1.
00
15
1.
00
13
0.
03
62
0.
01
37
0.
99
90
0.
99
90
0.
02
74
0.
00
97
F
D
-O
L
S
1.
00
18
1.
00
33
0.
04
53
0.
02
46
1.
00
22
1.
00
10
0.
03
72
0.
01
99
1.
00
23
1.
00
32
0.
02
82
0.
01
53
1.
00
17
1.
00
15
0.
02
17
0.
01
08
F
D
-I
V
0.
99
34
0.
99
27
0.
09
07
0.
02
46
1.
00
08
1.
00
21
0.
07
16
0.
02
00
0.
99
96
1.
00
01
0.
05
54
0.
01
54
0.
99
94
1.
00
06
0.
03
77
0.
01
08
F
E
(i
nf
)
1.
00
08
0.
99
49
0.
05
79
0.
01
49
1.
00
34
1.
00
34
0.
04
48
0.
01
22
1.
00
13
1.
00
15
0.
03
83
0.
00
94
1.
00
10
1.
00
02
0.
02
58
0.
00
67
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
46
1.
00
52
0.
03
79
0.
11
76
0.
99
89
0.
99
89
0.
03
12
0.
09
71
0.
99
94
0.
99
98
0.
02
53
0.
07
51
0.
99
96
1.
00
00
0.
01
95
0.
05
31
A
M
G
(i
)
1.
00
27
1.
00
11
0.
07
48
0.
11
97
1.
00
33
1.
00
18
0.
05
86
0.
09
82
1.
00
56
1.
00
69
0.
04
66
0.
07
62
1.
00
17
1.
00
30
0.
03
16
0.
05
39
A
M
G
(i
i)
1.
00
55
1.
00
13
0.
07
98
0.
11
91
1.
00
64
1.
00
53
0.
06
27
0.
09
72
1.
00
57
1.
00
53
0.
04
92
0.
07
50
1.
00
22
1.
00
30
0.
03
35
0.
05
29
M
G
1.
20
74
1.
19
58
0.
25
24
0.
12
70
1.
20
75
1.
19
75
0.
24
99
0.
10
43
1.
19
37
1.
18
39
0.
26
83
0.
08
02
1.
19
45
1.
18
98
0.
26
02
0.
05
70
M
G
(i
nf
)
1.
00
06
1.
00
01
0.
01
08
0.
11
52
1.
00
05
1.
00
02
0.
00
92
0.
09
33
0.
99
98
0.
99
99
0.
00
70
0.
07
17
0.
99
98
0.
99
99
0.
00
50
0.
05
05
N
o
t
e
s
:
‡
T
h
e
se
u
se
th
e
y
e
a
r
d
u
m
m
y
c
o
e
ff
ic
ie
n
ts
fr
o
m
F
D
-I
V
e
st
im
a
to
r,
ra
th
e
r
th
a
n
th
e
F
D
-O
L
S
e
st
im
a
to
r.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 25
T
ab
le
V
II
I:
N
ew
Si
m
ul
at
io
ns
—
(i
v)
?
T
w
o
‘c
lu
bs
’,
co
un
tr
y
tr
en
ds
M
on
te
C
ar
lo
R
es
u
lt
s
—
S
et
u
p
w
it
h
2
‘c
lu
b
s’
of
co
u
n
tr
ie
s
an
d
co
u
n
tr
y
tr
en
d
s
1,
00
0
re
pl
ic
at
io
ns
;
P
O
L
S,
F
E
an
d
F
D
-O
L
S
al
l
ha
ve
T
−
1
ye
ar
du
m
m
ie
s;
A
M
G
-e
st
im
at
or
s
ar
e
co
ns
tr
uc
te
d
fr
om
†F
D
-O
L
S
or
‡F
D
-I
V
ye
ar
du
m
m
y
co
effi
ci
en
ts
T
=
20
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
80
69
1.
78
34
0.
67
12
0.
26
12
0.
71
84
0.
71
98
0.
51
46
0.
20
32
0.
53
62
0.
52
87
0.
41
50
0.
16
30
0.
61
98
0.
61
31
0.
26
32
0.
10
64
F
E
1.
01
84
1.
00
82
0.
25
57
0.
10
25
1.
01
30
1.
00
61
0.
21
68
0.
08
33
1.
01
75
1.
01
29
0.
16
83
0.
06
41
1.
00
75
1.
00
60
0.
11
61
0.
04
54
C
C
E
P
0.
99
59
0.
99
60
0.
08
36
0.
05
86
0.
99
75
0.
99
52
0.
06
84
0.
04
84
1.
00
32
1.
00
32
0.
05
07
0.
03
71
1.
00
02
0.
99
98
0.
03
54
0.
02
63
F
D
-O
L
S
1.
00
16
1.
00
17
0.
07
93
0.
05
77
1.
00
13
1.
00
18
0.
06
54
0.
04
67
1.
00
17
1.
00
16
0.
04
78
0.
03
59
1.
00
01
0.
99
86
0.
03
57
0.
02
53
F
E
(i
nf
)
1.
00
05
1.
00
08
0.
06
84
0.
04
55
1.
00
06
1.
00
16
0.
05
24
0.
03
71
1.
00
15
1.
00
00
0.
03
97
0.
02
88
0.
99
96
0.
99
99
0.
02
87
0.
02
03
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
0.
99
87
0.
99
84
0.
06
77
0.
12
67
0.
99
79
0.
99
64
0.
05
46
0.
10
48
1.
00
20
1.
00
30
0.
04
03
0.
08
06
1.
00
16
1.
00
09
0.
02
85
0.
05
74
A
M
G
(i
)
1.
00
78
1.
01
05
0.
10
29
0.
11
96
1.
00
38
1.
00
26
0.
08
28
0.
09
81
1.
00
58
1.
00
62
0.
06
44
0.
07
63
1.
00
45
1.
00
34
0.
04
77
0.
05
41
A
M
G
(i
i)
1.
02
74
1.
01
72
0.
11
74
0.
13
07
1.
02
15
1.
01
72
0.
09
18
0.
10
66
1.
01
81
1.
01
40
0.
07
14
0.
08
18
1.
01
41
1.
01
06
0.
05
22
0.
05
78
M
G
1.
10
82
1.
09
93
0.
16
40
0.
12
84
1.
12
54
1.
11
32
0.
17
15
0.
10
48
1.
11
27
1.
10
01
0.
15
63
0.
08
06
1.
12
03
1.
11
20
0.
16
50
0.
05
71
M
G
(i
nf
)
1.
00
06
0.
99
99
0.
04
28
0.
12
22
0.
99
93
0.
99
75
0.
03
41
0.
09
89
1.
00
04
1.
00
14
0.
02
71
0.
07
62
1.
00
10
1.
00
02
0.
01
92
0.
05
36
T
=
30
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
80
09
1.
77
07
0.
69
74
0.
21
29
0.
72
97
0.
73
11
0.
54
78
0.
16
63
0.
55
06
0.
55
89
0.
45
28
0.
13
25
0.
63
12
0.
63
13
0.
28
37
0.
08
68
F
E
1.
04
03
1.
03
83
0.
36
98
0.
09
94
1.
00
13
1.
01
33
0.
27
95
0.
08
11
1.
02
02
1.
02
22
0.
22
75
0.
06
22
1.
00
77
1.
00
76
0.
15
92
0.
04
41
C
C
E
P
1.
00
13
0.
99
91
0.
06
94
0.
04
78
0.
99
94
0.
99
90
0.
05
93
0.
03
93
1.
00
09
1.
00
14
0.
04
45
0.
03
05
1.
00
06
1.
00
11
0.
03
21
0.
02
15
F
D
-O
L
S
1.
00
03
0.
99
70
0.
06
53
0.
04
67
1.
00
19
0.
99
99
0.
05
44
0.
03
78
1.
00
29
1.
00
21
0.
04
05
0.
02
91
1.
00
12
1.
00
15
0.
02
99
0.
02
05
F
E
(i
nf
)
1.
00
22
0.
99
88
0.
05
35
0.
03
46
1.
00
16
1.
00
01
0.
04
65
0.
02
82
1.
00
16
0.
99
98
0.
03
64
0.
02
19
1.
00
01
0.
99
92
0.
02
40
0.
01
55
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
21
1.
00
10
0.
05
48
0.
12
23
1.
00
08
0.
99
94
0.
04
85
0.
10
10
0.
99
97
1.
00
10
0.
03
47
0.
07
84
1.
00
01
1.
00
06
0.
02
61
0.
05
58
A
M
G
(i
)
1.
00
32
1.
00
33
0.
09
46
0.
11
85
1.
00
70
1.
00
94
0.
07
74
0.
09
67
1.
00
53
1.
00
49
0.
05
39
0.
07
50
1.
00
19
1.
00
33
0.
04
15
0.
05
33
A
M
G
(i
i)
1.
01
60
1.
00
82
0.
10
35
0.
12
86
1.
01
97
1.
01
52
0.
08
59
0.
10
54
1.
01
27
1.
01
04
0.
06
14
0.
08
16
1.
00
77
1.
00
63
0.
04
53
0.
05
71
M
G
1.
12
58
1.
11
89
0.
18
01
0.
12
61
1.
15
08
1.
13
81
0.
18
33
0.
10
32
1.
12
67
1.
11
96
0.
18
33
0.
07
89
1.
13
78
1.
13
65
0.
18
30
0.
05
59
M
G
(i
nf
)
0.
99
99
0.
99
94
0.
03
05
0.
11
89
1.
00
15
1.
00
18
0.
02
51
0.
09
60
0.
99
99
0.
99
95
0.
01
90
0.
07
39
0.
99
99
0.
99
97
0.
01
34
0.
05
21
C
o
n
ti
n
u
e
d
o
n
th
e
fo
ll
o
w
in
g
p
a
g
e
.
CROSS-SECTION DEPENDENCE IN NONSTATIONARY PANEL MODELS 26
N
ew
Si
m
ul
at
io
ns
—
(i
v)
?
T
w
o
‘c
lu
bs
’,
co
un
tr
y
tr
en
ds
(c
on
ti
nu
ed
)
T
=
50
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
73
15
1.
73
07
0.
78
19
0.
16
37
0.
75
18
0.
73
84
0.
58
36
0.
12
68
0.
57
59
0.
57
95
0.
48
62
0.
10
18
0.
66
63
0.
66
06
0.
30
30
0.
06
68
F
E
1.
06
74
1.
06
87
0.
49
22
0.
09
13
1.
02
49
1.
01
82
0.
40
90
0.
07
38
1.
03
31
1.
02
91
0.
32
22
0.
05
70
1.
01
65
1.
02
26
0.
22
54
0.
04
05
C
C
E
P
1.
00
35
1.
00
35
0.
06
65
0.
03
89
0.
99
69
0.
99
77
0.
05
43
0.
03
17
1.
00
16
1.
00
04
0.
04
29
0.
02
44
0.
99
85
0.
99
88
0.
02
95
0.
01
74
F
D
-O
L
S
1.
00
28
1.
00
28
0.
05
62
0.
03
59
0.
99
98
1.
00
01
0.
04
37
0.
02
91
1.
00
16
1.
00
01
0.
03
57
0.
02
24
1.
00
02
0.
99
91
0.
02
53
0.
01
58
F
E
(i
nf
)
0.
99
99
0.
99
72
0.
05
08
0.
02
46
0.
99
94
0.
99
66
0.
04
10
0.
02
01
0.
99
96
1.
00
04
0.
03
16
0.
01
56
0.
99
99
0.
99
96
0.
02
15
0.
01
10
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
62
1.
00
57
0.
05
21
0.
12
19
0.
99
92
0.
99
94
0.
04
38
0.
10
00
1.
00
01
1.
00
05
0.
03
47
0.
07
74
0.
99
91
0.
99
96
0.
02
39
0.
05
52
A
M
G
(i
)
1.
00
69
1.
00
53
0.
08
43
0.
11
80
1.
00
08
1.
00
02
0.
06
77
0.
09
67
1.
00
39
1.
00
27
0.
05
01
0.
07
49
1.
00
14
0.
99
97
0.
03
52
0.
05
33
A
M
G
(i
i)
1.
01
44
1.
00
70
0.
09
17
0.
13
11
1.
00
76
1.
00
42
0.
07
53
0.
10
59
1.
00
69
1.
00
43
0.
05
51
0.
08
19
1.
00
32
1.
00
30
0.
03
79
0.
05
77
M
G
1.
17
23
1.
15
52
0.
21
46
0.
12
59
1.
17
58
1.
16
63
0.
21
15
0.
10
30
1.
16
08
1.
15
31
0.
20
79
0.
07
84
1.
16
50
1.
15
80
0.
21
49
0.
05
60
M
G
(i
nf
)
1.
00
07
1.
00
10
0.
02
13
0.
11
66
0.
99
99
0.
99
98
0.
01
69
0.
09
44
0.
99
94
0.
99
92
0.
01
30
0.
07
27
1.
00
01
1.
00
00
0.
00
93
0.
05
11
T
=
10
0
N
=
20
N
=
30
N
=
50
N
=
10
0
P
oo
le
d
E
st
im
at
or
s
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
P
O
L
S
1.
64
29
1.
62
58
0.
88
25
0.
11
22
0.
79
61
0.
78
08
0.
66
23
0.
08
84
0.
62
99
0.
61
97
0.
51
56
0.
06
94
0.
73
40
0.
74
07
0.
35
08
0.
04
64
F
E
1.
12
02
1.
13
20
0.
67
89
0.
07
21
1.
03
69
1.
01
60
0.
54
95
0.
05
98
1.
02
45
1.
02
04
0.
42
88
0.
04
53
1.
02
13
1.
01
96
0.
29
98
0.
03
24
C
C
E
P
1.
00
14
1.
00
12
0.
07
26
0.
03
01
0.
99
62
0.
99
64
0.
05
98
0.
02
48
1.
00
30
1.
00
12
0.
04
80
0.
01
92
0.
99
85
0.
99
92
0.
03
34
0.
01
35
F
D
-O
L
S
1.
00
23
1.
00
26
0.
04
52
0.
02
52
1.
00
23
1.
00
11
0.
03
82
0.
02
05
1.
00
17
1.
00
19
0.
02
87
0.
01
57
1.
00
12
1.
00
09
0.
02
12
0.
01
11
F
E
(i
nf
)
0.
99
99
0.
99
75
0.
05
29
0.
01
57
1.
00
18
1.
00
19
0.
04
35
0.
01
28
0.
99
95
0.
99
90
0.
03
27
0.
00
99
1.
00
00
0.
99
93
0.
02
32
0.
00
70
M
G
-t
yp
e
E
st
im
at
or
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
m
ea
n
m
ed
ia
n
em
p.
st
e*
m
ea
n
st
e*
C
C
E
M
G
1.
00
42
1.
00
38
0.
05
75
0.
12
46
0.
99
81
0.
99
81
0.
04
48
0.
10
36
0.
99
94
0.
99
87
0.
03
81
0.
08
01
0.
99
88
0.
99
95
0.
02
66
0.
05
64
A
M
G
(i
)
1.
00
28
1.
00
48
0.
07
60
0.
11
97
1.
00
52
1.
00
44
0.
06
05
0.
09
82
1.
00
66
1.
00
79
0.
04
71
0.
07
62
1.
00
32
1.
00
46
0.
03
19
0.
05
39
A
M
G
(i
i)
1.
00
52
1.
00
22
0.
08
18
0.
13
35
1.
00
74
1.
00
60
0.
06
46
0.
10
92
1.
00
70
1.
00
59
0.
05
06
0.
08
45
1.
00
35
1.
00
42
0.
03
45
0.
05
93
M
G
1.
20
70
1.
19
39
0.
25
15
0.
12
70
1.
20
97
1.
19
79
0.
25
01
0.
10
43
1.
19
44
1.
18
18
0.
26
89
0.
08
02
1.
19
50
1.
18
25
0.
25
90
0.
05
71
M
G
(i
nf
)
1.
00
07
1.
00
06
0.
01
21
0.
11
52
1.
00
04
1.
00
01
0.
01
01
0.
09
34
0.
99
99
0.
99
98
0.
00
75
0.
07
18
0.
99
98
0.
99
97
0.
00
56
0.
05
05
N
o
t
e
s
:
‡
T
h
e
se
u
se
th
e
y
e
a
r
d
u
m
m
y
c
o
e
ff
ic
ie
n
ts
fr
o
m
F
D
-I
V
e
st
im
a
to
r,
ra
th
e
r
th
a
n
th
e
F
D
-O
L
S
e
st
im
a
to
r.
