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Abstract
In this paper, we consider the well-known transitive algebra problem and reductive algebra problem
on vector valued reproducing analytic Hilbert spaces. For an analytic Hilbert space H(k) with complete
Nevanlinna–Pick kernel k, it is shown that both transitive algebra problem and reductive algebra problem
on multiplier invariant subspaces of H(k) ⊗ Cm have positive answer if the algebras contain all analytic
multiplication operators. This extends several known results on the problems.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, let H denote a complex separable Hilbert space, and B(H) the algebra
of all bounded linear operators on H . For a set A of operators in B(H), we write LatA for all
invariant subspaces of A. Let N be all of the positive integers. For N ∈ N, let IN be the identity
matrix acting on CN . Set A ⊗ IN = {A ⊗ IN : A ∈ A}, a set of diagonal operators acting on
H ⊗ CN .
A unital subalgebra A of B(H) is called transitive if it is closed in weak operator topology
and LatA = {{0},H }.
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4230 G. Cheng et al. / Journal of Functional Analysis 258 (2010) 4229–4250The well-known transitive algebra problem is: if A is a transitive algebra on a Hilbert
space H , is A equal to B(H)? This problem was firstly explicitly stated by Arveson [4], and it
remains open up to now. The basic results in [4] led to research on the transitive algebra problem
by a number of authors [1,3,7,16,20,23]. Recently, some interesting progress on the connection
with other topics in operator theory has been made in [6].
A unital subalgebra A of B(H) is called reductive if it is closed in weak operator topology
and its invariant subspaces are reducing, that is, if M ∈ LatA, then M⊥ ∈ LatA.
The reductive algebra problem, as stated in [22], is the question: if A is a reductive algebra,
must A be self-adjoint?
In short, the reductive algebra problem asks if a reductive algebra is a von Neumann algebra.
It is a long-standing problem in operator theory. As observed in [23], an affirmative answer to the
reductive algebra problem would imply an affirmative answer to the transitive algebra problem.
The reductive algebra problem is also an unsolved problem, but a few partial results have been
obtained [2,3,21,25,23,22].
In this paper, we study both the transitive algebra and reductive algebra problems on repro-
ducing analytic Hilbert spaces. Let Ω be a domain (an open and connected subset) in Cn, and
suppose H is a Hilbert space consisting of some analytic functions on Ω . We call H a reproduc-
ing analytic Hilbert space provided that the evaluation functional Eλ :f → f (λ) is continuous
for each λ ∈ Ω . It follows that there exists a unique function kλ ∈ H such that f (λ) = 〈f, kλ〉
for each f ∈ H. We call the function kλ(z) = k(z,λ), defined on Ω ×Ω , the reproducing kernel
of H. Let H(k) denote a reproducing analytic Hilbert space on a domain Ω ⊆ Cn with a repro-
ducing kernel k. An analytic function ϕ on Ω is a multiplier of H(k) if ϕf ∈ H(k) for every
f ∈ H(k). We shall write M(k) for the algebra of all multipliers on H(k). The closed graph
theorem implies that each ϕ ∈ M(k) induces a bounded multiplication operator Mϕ :f → ϕf on
H(k). Throughout the paper, Mϕ ⊗ IN acting on H(k) ⊗ CN is written as Mϕ for simplicity.
Write W(k) for the weakly closed algebra {Mϕ : ϕ ∈ M(k)}. A subspace M of H(k) ⊗ CN is
called multiplier invariant if it is invariant for W(k). Write WM(k) for the restriction of W(k)
to M.
To continue we need the following definition.
Definition 1.1. Let H(k) be a reproducing analytic Hilbert space on a domain Ω ⊆ Cn. If M is
a linear manifold of H(k) ⊗ CN , the fiber dimension f .d.M of M, is defined by
f .d.M = sup
z∈Ω
dim
{
f (z): f ∈ M}.
It is straightforward to check that f .d.M = f .d.M, where M is the closure of M in
H(k) ⊗ CN . Using the same method as in the proof of Theorem 4.3 [18], one can prove that
for almost every z ∈ Ω ,
f .d.M = dim{f (z): f ∈ M}.
Fiber dimension is a useful invariant in both function theory and operator theory, and paid more
and more attention by many authors [11,13,14,12,17,18].
For any element f in H ⊗ CN , we shall write it as f = (f1, . . . , fN) with respect to the
decomposition H ⊗ CN =⊕N H ⊗ ei for a given orthonormal basis e1, . . . , eN of CN .i=1
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transformations T1, . . . , TN−1 on a linear manifold D of H distinct from {0}, such that
M = {(x, T1x, . . . , TN−1x): x ∈ D}.
When M is closed, it is called a graph subspace.
For a subalgebra A of B(H), when a graph subspace M of H ⊗ CN is invariant for A ⊗ IN ,
then M is called an invariant graph subspace for A⊗ IN and each Ti is called a graph transfor-
mation for A. Moreover, the corresponding graph transformations satisfy TiA = ATi on D for
each A ∈ A. If A is a transitive algebra, then it is easy to see that the domain D is dense in H
since the closure of D is an invariant subspace for A.
Our first result is the following, whose proof is given in Section 2.
Theorem A. Let H(k) be a reproducing analytic Hilbert space and M be a subspace of
H(k) ⊗ Cm. If A is a transitive algebra on M, then A = B(M) if and only if for each posi-
tive integer N  2, and each invariant graph subspace N for A ⊗ IN , f .d.M = f .d.N .
Let Ω be a domain containing the origin in Cn. A function k :Ω×Ω → C is called a complete
Nevanlinna–Pick kernel [18] (a complete NP kernel for short) if k0 ≡ 1 and 1 − 1/kλ(z) is
positive definite on Ω × Ω . For example, let Bn be the open unit ball in Cn, and
k(z,w) = 1
1 − 〈z,w〉 , z,w ∈ Bn,
it is easy to check that k is a complete NP kernel. The analytic Hilbert space defined by this
kernel is usually called Drury–Arveson space [8,5]. When n = 1, it coincides with the Hardy
space on the unit disk D. While the Dirichlet kernel k :D × D → C,
k(z,w) =
∞∑
n=0
(zw)n
n + 1
is also a complete NP kernel [26].
A subset A of B(H) is said to have the transitive algebra property if the only transitive algebra
containing A is B(H). An operator T ∈ B(H) is said to have the transitive algebra property if
the singleton {T } has the transitive algebra property.
Based on Theorem A, in Section 3 we will prove that W(k) acting on H(k) ⊗ Cm has the
transitive algebra property when k is a complete NP kernel, and more generally, we prove that
WM(k) acting on a multiplier invariant subspace M of H(k)⊗Cm also has the transitive algebra
property.
Theorem B. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
(1) If A is a transitive algebra on H(k) ⊗ Cm which contains W(k) then
A = B(H(k) ⊗ Cm).
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which contains WM(k), then
A = B(M).
Compared with transitive algebra property, we say that a subset A of B(H) has the reductive
algebra property if any reductive algebra containing A is self-adjoint. Theorem 8.7 [23] implies
that if A has reductive algebra property, then it also has transitive algebra property. Based on
Theorem B, in Section 4 we get the following stronger result.
Theorem C. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
(1) If A is a reductive algebra on H(k) ⊗ Cm which contains W(k) then A is self-adjoint.
(2) If M is a multiplier invariant subspace of H(k) ⊗ Cm, and A is a reductive algebra on M
which contains WM(k), then A is self-adjoint.
2. Transitive algebra problem via fiber dimension
This section is mainly devoted to prove Theorem A. Some additional terminology is needed.
Definition 2.1. A linear transformation T is said to have a compression spectrum if there exists
λ ∈ C such that the range of T −λ is not dense in H , that is, if D is the domain of T , then closure
of {(T − λ)x: x ∈ D} is not H .
Now we present the Arveson’s lemma, which can be inferred from [4] and plays an important
role in the proof of Theorem A.
Lemma 2.2. (See [23, Lemma 8.15].) If A is a transitive algebra such that every graph transfor-
mation for A has a compression spectrum, then we have A = B(H).
Based on the above lemma, we turn to the proof of Theorem A.
Theorem A. Let H(k) be a reproducing analytic Hilbert space and M be a subspace of
H(k) ⊗ Cm. If A is a transitive algebra on M, then A = B(M) if and only if for each posi-
tive integer N  2, and each invariant graph subspace N for A ⊗ IN , f .d.M = f .d.N .
Proof. Let
N = {(f,T1f, . . . , TN−1f ): f ∈ D ⊆ M}
be an invariant graph subspace for A ⊗ IN .
If A = B(M), then D = M since D is invariant for B(M). Define
T :M → M ⊗ CN−1
by
Tf = (T1f, . . . , TN−1f ), f ∈ M,
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that each Ti is bounded. Applying the fact TiA = ATi for each A ∈ A = B(M) shows that each
Ti is a multiple of the identity operator. In other words,
N = {(f,λ1f, . . . , λN−1f ): f ∈ M}
for some λ1, . . . , λN−1 ∈ C. By a simple verification, one has
f .d.M = f .d.N .
Conversely, we assume that f .d.N = f .d.M for each invariant graph subspace N , and we
write d = f .d.M. Since D is dense in M, we have
f .d.D = f .d.N = d.
This means for almost every z ∈ Ω ,
dim
{
f (z): f ∈ D}= dim{(f (z), (T1f )(z), . . . , (TN−1f )(z)): f ∈ D}
= d. (2.1)
Now fix such a z0. Since dim{f (z0): f ∈ D} = d , then there exist f1, . . . , fd ∈ D, such that
these vectors f1(z0), . . . , fd(z0) are linearly independent in Cm and for each f ∈ D,
f (z0) =
d∑
j=1
λj (z0, f )fj (z0) (2.2)
for some λ1(z0, f ), . . . , λd(z0, f ) ∈ C. The d vectors
(
f1(z0), (T1f1)(z0), . . . , (TN−1f1)(z0)
)
,
...(
fd(z0), (T1fd)(z0), . . . , (TN−1fd)(z0)
)
are linearly independent in CmN . By (2.1), the above d vectors form a basis for the space
{(
f (z0), (T1f )(z0), . . . , (TN−1f )(z0)
)
: f ∈ D}.
Combining this with the formula (2.2), one has
(Tif )(z0) =
d∑
λj (z0, f )(Tifj )(z0), 1 i N − 1. (2.3)
j=1
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Furthermore, since D is dense in M, we have E = {f (z0): f ∈ M} and hence Fi ⊆ E. For
1 i N − 1, define Ai :E → E by
Ai
(
f (z0)
)= (Tif )(z0), f ∈ D. (2.4)
Using formulas (2.2) and (2.3), each Ai is a well-defined linear transformation on E.
Next we will show that Ti has a compression spectrum. Since each Ai is a linear transfor-
mation on the finite dimensional vector space E, we can take an eigenvalue μi of Ai , then μi
is a compression spectrum of Ti . Otherwise, {Tif − μif : f ∈ D} is dense in M and hence
{(Tif − μif )(z0): f ∈ D} is dense in E. From the fact that E is finite dimensional, we see that
{
(Tif − μif )(z0): f ∈ D
}= E.
By (2.4) the range of Ai − μiI is E, contradicting that μi is an eigenvalue of Ai .
It follows that every graph transformation for A has a compression spectrum, hence by
Lemma 2.2,
A = B(M),
as desired. 
The following corollary is a consequence of Theorem A.
Corollary 2.3. Let H(k) be a reproducing analytic Hilbert space. If A is a transitive algebra on
H(k) ⊗ Cm, then A = B(H(k) ⊗ Cm) if and only if for each positive integer N  2, and each
invariant graph subspace M for A ⊗ IN , f .d.M = m.
In the remainder of this section, we establish two properties of the fiber dimension. The fol-
lowing proposition shows that the fiber dimension can reflect the structure of the linear manifolds.
Proposition 2.4. Let H(k) be a reproducing analytic Hilbert space over Ω . If a linear mani-
fold M of H(k) ⊗ CN has f .d.M = 1, then M is a graph.
Proof. Without loss of generality, take f = (f1, . . . , fN) ∈ M with f1 = 0. Let Z(f1) be the
zeros of f1 in Ω . Since f .d.M = 1, then for each g = (g1, . . . , gN) ∈ M and z ∈ Ω \ Z(f1),
there exists λ(z, g) ∈ C such that
g(z) = λ(z, g)f (z).
In this case, λ(z, g) = g1(z)
f1(z)
. Since the measure of Z(f1) is zero, one has that for almost every
z ∈ Ω ,
gi(z) = λ(z, g)fi(z) = fi(z) g1(z), i = 2, . . . ,N. (2.5)
f1(z)
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define Ti−1 :D → H(k) by
Ti−1g1 = gi.
Then each Ti−1 is a well-defined linear transform. Thus M can be written as
M = {(g1, T1g1, . . . , TN−1g1): g1 ∈ D}.
This finishes the proof. 
We end this section with the following proposition, which may be useful to calculate fiber
dimension.
Proposition 2.5. Let H(k) be a reproducing analytic Hilbert space. If M1, M2 are multiplier
invariant subspaces of H(k) ⊗ CN with M2 ⊆ M1 and dimM1/M2 < ∞, then
f .d.M1 = f .d.M2.
Proof. It is clear that f .d.M2  f .d.M1, so we need only to prove that f .d.M1  f .d.M2.
Recall that in this paper we assume that M(k) is nontrivial, so we can take a nonconstant
multiplier ϕ and define Sϕ on R = M1  M2 by
Sϕf = PR(ϕf ), f ∈ R,
here PR is the projection from M1 onto R. Since M2 is a multiplier invariant subspace, it is
easy to check that for each positive integer m,
(Sϕ)
m = Sϕm,
and hence the condition dimR = dimM1/M2 < ∞ implies there exists a nonzero polynomial
in ϕ, denoted by ψ , such that
Sψ = 0,
which means that ψR ⊆ M2, and hence ψM1 ⊆ M2. We have
f .d.(ψM1) f .d.M2. (2.6)
From the definition of fiber dimension, we see
f .d.(ψM1) = f .d.M1.
Combining this fact and (2.6), one has
f .d.M1  f .d.M2,
as desired. 
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The aim of this section is to prove Theorem B, the transitive algebra property of both W(k)
and WM(k) when k is a complete NP kernel. From Theorem A we see that the transitive algebra
problem on H(k)⊗Cm can be reduced to the calculation of fiber dimension. So we firstly inves-
tigate further properties of the fiber dimension. In this paper, for a subspace M ⊆ H(k) ⊗ CN ,
let PM denote the projection onto M.
Now we present the “occupy” invariant, which first was introduced by Fang [13] for the mul-
tiplier invariant subspaces of vector valued Drury–Arveson space. Definition 3.1 is a natural
extension of Fang’s definition.
Definition 3.1. Let H(k) be a reproducing analytic Hilbert space. For a linear manifold M ⊆
H(k) ⊗ CN , define the “occupy” invariant of M, denoted by lM, to be the maximal dimension
of a subspace E of CN with the following property: there exist an orthonormal basis e1, . . . , el
(l = lM) of E and h1, . . . , hl ∈ M such that
PH(k)⊗Ehi(= 0) ∈ H(k) ⊗ ei, i = 1, . . . , l.
When E has the above property we say that M occupies H(k) ⊗ E in H(k) ⊗ CN .
There are many important properties of the “occupy” invariant, which were originally es-
tablished by Fang for the vector valued Drury–Arveson space [13, Lemmas 22 and 23]. The
conclusion of Lemma 22 [13] was obtained in a more general setting by Gleason, Richter and
Sundberg (Lemma 3.2 [17]).
Proposition 3.2. Let H(k) be a reproducing analytic Hilbert space with a complete NP ker-
nel k. If M is a multiplier invariant subspace of H(k) ⊗ CN and it occupies H(k) ⊗ E for
some E ⊆ CN , then for any nonzero vector e ∈ E, there exists an element h ∈ M such that
PH(k)⊗Eh(= 0) ∈ H(k) ⊗ e.
Proposition 3.3. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
For any multiplier invariant subspace M of H(k) ⊗ CN , we have lM = f .d.M.
One can prove the above two propositions by the same methods as in [13], which we omit
here. We point out that Fang’s proof depends on the fact that any multiplier invariant subspace
of vector valued Drury–Arveson space is generated by elements having multiplier entries. For
complete NP kernel spaces, this is true.
Lemma 3.4. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k. If M
is a multiplier invariant subspace of H(k)⊗CN , then the subset {(f1, . . . , fN): fi ∈ M(k)}∩M
is dense in M.
We say that f = (f1, . . . , fN) ∈ H(k) ⊗ CN has multiplier entries if each fi ∈ M(k) with
respect to the decomposition
H(k) ⊗ CN =
N⊕
H(k) ⊗ ei
i=1
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of the choice of the orthonormal basis of CN .
Proof. Recall that functions in H(k) are defined on a domain Ω ⊆ Cn. Theorem 0.7 [19] implies
that there exist an auxiliary Hilbert space F and an inner multiplier Φ :Ω → L(F ,CN) (all
bounded linear operators from F to CN ) such that
PM = MΦM∗Φ, M = Φ
(H(k) ⊗ F),
here (MΦf )(λ) = Φ(λ)f (λ) for f ∈ H(k) ⊗ F , λ ∈ Ω .
For ϕ ∈ M(k), x ∈ F , it is easy to check that MΦ(ϕ ⊗ x) has multiplier entries. Using the
same argument as in the proof of Lemma 2.2(a) [18], one has that
kλ ∈ M(k), λ ∈ Ω.
Therefore, for e ∈ CN and λ ∈ Ω ,
MΦM
∗
Φ(kλ ⊗ e) = MΦ
(
kλ ⊗
(
Φ(λ)∗e
))
has multiplier entries. Then the conclusion follows from the fact that {kλ: λ ∈ Ω} is dense
in H(k). 
Remark 3.5. By the above lemma and the same argument in [13], we can get a stronger version
of Proposition 3.2. That is, under the condition of Proposition 3.2, for any nonzero vector e ∈ E,
there exists an element f ∈ M such that PH(k)⊗Ef (= 0) ∈ H(k) ⊗ e, here f has multiplier
entries. Indeed, from Proposition 3.2, there exists h ∈ M such that PH(k)⊗Eh(= 0) ∈ H(k) ⊗ e.
By Lemma 3.4, the multiplier invariant subspace generated by h contains a nonzero function f
which has multiplier entries. This implies that PH(k)⊗Ef (= 0) ∈ H(k) ⊗ e, as desired. In fact,
this result has been obtained in [17].
Let H(k) be a reproducing analytic Hilbert space. A linear manifold M of H(k)⊗CN(N  2)
is called an m-graph (m  N) if there exists an orthonormal basis e1, . . . , eN of CN such that
with respect to this basis, M has the form
M = {(f1, . . . , fm,T1f, . . . , TN−mf ): f = (f1, . . . , fm) ∈ D}
where D is the linear manifold of the first m entries of elements in M with f .d.D = m, and each
Ti is a linear transform from D to H(k). M is called an m-graph subspace if it is closed.
We need the following extension of Proposition 2.4 for further discussion, which is of in-
dependent interest. Firstly, we point out that the sufficiency of the following theorem is also
observed by Gleason, Richter and Sundberg in Lemma 3.3 [17].
Theorem 3.6. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
For a multiplier invariant subspace M ⊆ H(k) ⊗ CN , then M is an m-graph subspace if and
only if f .d.M = m.
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means that there exists a subspace E ⊆ CN with an orthonormal basis e1, . . . , em, and
h1, . . . , hm ∈ M such that
PH(k)⊗Ehi(= 0) ∈ H(k) ⊗ ei, i = 1, . . . ,m.
Extend {ei}mi=1 to an orthonormal basis {ei}Ni=1 of CN . With respect to this basis, for any f ∈
H(k) ⊗ CN , we write f = (f1, . . . , fN). In particular, h1, . . . , hm can be written as
h1 = (h11,0, . . . ,0, h1m+1, . . . , h1N ),
...
hm = (0, . . . ,0, hmm,hmm+1, . . . , hmN ),
where hii = 0 since PH(k)⊗Ehi = 0 for 1 i m.
Let Z(hii) be the zeros of h
i
i in Ω . Then for z ∈ Ω \
⋃m
i=1 Z(hii), the m vectors h1(z), . . . ,
hm(z) are linearly independent in CN . From the equality f .d.M = m, these vectors con-
sist of a basis of {f (z): f ∈ M}. Then for each f = (f1, . . . , fN) ∈ M, there exist
λ1(z, f ), . . . , λm(z, f ) ∈ C such that
f (z) = λ1(z, f )h1(z) + · · · + λm(z,f )hm(z).
Obviously,
λi(z, f ) = fi(z)
hii(z)
, i = 1, . . . ,m.
It follows that
fj (z) =
h1j (z)
h11(z)
f1(z) + · · · +
hmj (z)
hmm(z)
fm(z), j = m + 1, . . . ,N. (3.1)
Note that the above identities hold for almost every z ∈ Ω since the measure of ⋃mi=1 Z(hii) is
zero. For (f1, . . . , fN) ∈ M, define
πm(f1, . . . , fm,fm+1, . . . , fN) = (f1, . . . , fm), (3.2)
and let D = πm(M), the set of first m entries of elements in M. Consequently, by (3.1), for
m + 1 j N , define Tj−m :D → H(k) by
Tj−m(f1, . . . , fm) = fj .
Then each Tj−m is a well-defined linear transform on D. Since for almost every z ∈ Ω , the
m vectors
πm
(
h1
)
(z), . . . , πm
(
hm
)
(z)
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graph subspace.
Conversely, suppose
M = {(f1, . . . , fm,T1f, . . . , TN−mf ): f = (f1, . . . , fm) ∈ D}
is an m-graph subspace with respect to an orthonormal basis e1, . . . , eN of CN . By Proposi-
tion 3.3 it is enough to show that the “occupy” invariant lM = m.
From the definition of m-graph subspace, f .d.D = m, and hence lM = f .d.M f .d.D m.
It remains to show that lM m. We prove that by contradiction. Suppose M occupies H(k)⊗F
in H(k)⊗CN with dimF = lM > m, then there exists an orthonormal basis e′1, . . . , e′l (l = lM)
of F and h1, . . . , hl ∈ M such that
PH(k)⊗F hi(= 0) ∈ H(k) ⊗ e′i , i = 1, . . . , l, (3.3)
here by Remark 3.5 we can assume that each hi has multiplier entries.
Write
hi = (hi1, . . . , him,T1h′i , . . . , TN−mh′i), i = 1, . . . , l,
where h′i = (hi1, . . . , him) ∈ D. Let d = f .d.(
∨l
i=1{h′i}), then d m and there exists z ∈ Ω such
that dim(
∨l
i=1{h′i (z)}) = d . Without loss of generality, we assume that h′1(z), . . . , h′d(z) are lin-
early independent in Cm, which implies that f .d.(∨di=1{h′i}) = d . Furthermore, we may assume
that the determinant of the d × d matrix Θ = (hij )di,j=1 is not zero at z. Note that the determinant
det(Θ) is a nonzero multiplier on H(k). Using Cramer’s rule shows that there exist not all zero
multipliers g1, . . . , gl satisfying the following system of equations⎧⎪⎨
⎪⎩
g1h
1
1 + · · · + gdhd1 + gd+1hd+11 + · · · + glhl1 = 0,
...
g1h
1
d + · · · + gdhdd + gd+1hd+1d + · · · + glhld = 0.
Hence
g1h
′
1 + · · · + glh′l = (0, . . . ,0,︸ ︷︷ ︸
d
r1, . . . , rm−d).
Moreover, since
f .d.
(
d∨
i=1
{
h′i , g1h′1 + · · · + glh′l
})= f .d.
(
d∨
i=1
{
h′i
})= d,
we have that for almost every z ∈ Ω , the rank of the (d + 1) × m matrix
⎛
⎜⎝
h11(z) · · · h1d(z) h1d+1(z) · · · h1m(z)· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
hd1(z) · · · hdd(z) hdd+1(z) · · · hdm(z)
⎞
⎟⎠0 · · · 0 r1(z) · · · rm−d(z)
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hence
g1h
′
1 + · · · + glh′l = 0. (3.4)
Combining (3.4) and the fact that for 1 i N −m, TiMg = MgTi on D for each g ∈ M(k),
we have
g1h
1 + · · · + glhl = 0.
Therefore, by (3.3) and the fact that e′1, . . . , e′l are orthogonal in F , for each 1 i  l,
0 = PH(k)⊗e′i
(
g1h
1 + · · · + glhl
)
= PH(k)⊗e′i PH(k)⊗F
(
g1h
1 + · · · + glhl
)
= giPH(k)⊗e′i hi,
and hence each gi = 0. This leads to a contradiction since g1, . . . , gl are not all zero multipliers.
Therefore, we have lM m.
Based on the above discussion, it follows that f .d.M = lM = m. 
The following corollary is a direct consequence of the above theorem and is used in the proof
of Theorem B.
Corollary 3.7. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
If a graph subspace
M = {(f,T1f, . . . , TN−1f ): f ∈ D ⊆ H(k) ⊗ Cm}
is multiplier invariant, and f .d.D = m, then f .d.M = m.
Theorem B(1). Let H(k) be a reproducing analytic Hilbert space with complete NP kernel k. If
A is a transitive algebra on H(k) ⊗ Cm which contains W(k), then
A = B(H(k) ⊗ Cm).
Proof. We will combine Corollaries 2.3 and 3.7 to complete the proof. Let
M = {(f,T1f, . . . , TN−1f ): f ∈ D ⊆ H(k) ⊗ Cm}
be an invariant graph subspace for A ⊗ IN . It is easy to see that D is dense in H(k) ⊗ Cm since
it is invariant for the transitive algebra A. Therefore,
f .d.D = f .d.(H(k) ⊗ Cm)= m.
Since A contains W(k), M is multiplier invariant and hence by Corollary 3.7,
f .d.M = m.
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A = B(H(k) ⊗ Cm)
follows from Corollary 2.3. 
Remark 3.8. If H(k) is a reproducing analytic Hilbert space on the open unit ball Bn with a
complete NP kernel k and the coordinate functions z1, . . . , zn are multipliers of H(k). Suppose
A is a transitive algebra on H(k) ⊗ Cm which contains {Mzi : 1 i  n}, then Lemma 4.1 [18]
implies that A contains W(k). Therefore, by Theorem B(1), we have that A = B(H(k)⊗Cm). As
pointed in the Introduction, both the Hardy kernel and Dirichlet kernel are complete NP kernels.
Therefore, as an immediate consequence, both the unilateral shift and the Dirichlet shift of finite
multiplicity have the transitive algebra property. These results were obtained by Arveson [4],
Radjavi, Rosenthal [23] and Richter [24].
Now we finish the proof of Theorem B(2).
Theorem B(2). Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
If M is a multiplier invariant subspace of H(k)⊗Cm, and A is a transitive algebra on M which
contains WM(k), then
A = B(M).
Proof. By Theorem A, it is sufficient to prove that for each positive integer N  2, and each
invariant graph subspace
N = {(f,T1f, . . . , TN−1f ): f ∈ D ⊆ M}
for A ⊗ IN ,
f .d.M = f .d.N .
Assume f .d.M = d(d  m), then by Theorem 3.6, M is a d-graph subspace, that is, there
exists a linear manifold D1 with f .d.D1 = d such that
M = {(g1, . . . , gd, S1g, . . . , Sm−dg): g = (g1, . . . , gd) ∈ D1}
with respect to an orthonormal basis e1, . . . , em of Cm, where each Sj is a linear transform
from D1 to H(k).
We turn to the invariant graph subspace N . Then by representation of M, the linear mani-
fold D can be written as
D = {(g′1, . . . , g′d, S1g′, . . . , Sm−dg′): g′ = (g′1, . . . , g′d) ∈ D′1}
with D′1 ⊆ D1. Moreover, since D is dense in M, one has that D′1 is dense in D1, and hencef .d.D′1 = d . Because both S1, . . . , Sm−d and T1, . . . , TN−1 are all linear transforms, there exist
linear transforms T ′1, . . . , T ′mN−d from D′1 to H(k) such that
N = {(g′ , . . . , g′ , T ′g′, . . . , T ′ g′): g′ = (g′ , . . . , g′ ) ∈ D′ }.1 d 1 mN−d 1 d 1
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by Theorem 3.6,
f .d.M = d = f .d.N ,
as required. 
4. Reductive algebras on complete NP kernel spaces
In this section we mainly consider the reductive algebra property of analytic multiplication
operators on complete NP kernel spaces. Firstly, fix some notation. For a subset A of B(H), let
A∗ = {A∗: A ∈ A}, and A′ = {B ∈ B(H): BA = AB, A ∈ A}, the commutant of A.
Proposition 4.1. Let H(k) be a reproducing analytic Hilbert space with a complete NP ker-
nel k. Suppose A is a reductive algebra on H(k) which contains W(k), then A = B(H(k)). In
particular, A is self-adjoint.
Proof. Suppose M is an invariant subspace for A, then it is reducing because A is a reductive
algebra. Hence one has
PMA = APM for A ∈ A. (4.1)
As observed in the proof of Lemma 3.4, M(k) is dense in H(k). So by a routine verification, one
has
W(k)′ = W(k). (4.2)
By (4.2) and the hypothesis that A contains W(k), the PM in (4.1) must be equal to Mg for
some multiplier g in M(k). PM = Mg forces g = 0 or 1, which implies M = {0} or H(k). In
other words, A has no nontrivial invariant subspace, hence A is a transitive algebra. The required
identity
A = B(H(k))
follows from Theorem B(1). 
The above proposition is a special case of Theorem C(1). In general, in the case of the vector
valued H(k) ⊗ Cm (m > 1), a reductive algebra which contains W(k) is properly contained in
B(H(k) ⊗ Cm). An example is the diagonal von Neumann algebra generated by W(k).
To continue we need the following lemma.
Lemma 4.2. (See [23, Theorem 9.11].) If A is a reductive algebra on a Hilbert space H , and
if there exists a collection of invariant subspaces {Mi}ni=1 of A such that H =
⊕n
i=1 Mi and
A|Mi = B(Mi ) for each i, then A is self-adjoint.
Now we complete the proof of Theorem C(1).
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If A is a reductive algebra on H(k) ⊗ Cm which contains W(k), then A is self-adjoint.
Proof. Suppose A is a reductive algebra on H(k) ⊗ Cm which contains W(k). Firstly we have
the following claim.
Claim. The von Neumann algebra V = {A,A∗}′ is finite dimensional.
To see this, for each projection P ∈ V , one has that
PMϕ = MϕP, ϕ ∈ M(k). (4.3)
Write PM = (Aij )m×m for some Aij ∈ B(H(k)). Then by (4.3),
AijMϕ = MϕAij , ϕ ∈ M(k).
Consequently, Aij = Mϕij for some ϕij ∈ M(k) by (4.2). Since P is a projection, this implies
that Mϕij = M∗ϕji . Noticing k0 = 1, and hence for any λ ∈ Ω ,
〈Mϕij 1, kλ〉 =
〈
M∗ϕji 1, kλ
〉
.
A direct calculus shows that ϕij (λ) = ϕji(0), which implies that each ϕij is a constant. Combin-
ing this observation and the fact that any von Neumann algebra is generated by projections in it,
we have that V is finite dimensional, as desired.
Based on the Claim, there exist finitely many mutually orthogonal minimal projections
P1, . . . ,Ps ∈ V such that
P1 + · · · + Ps = I,
here I is the identity operator on H(k) ⊗ Cm. Let Mi be the range of minimal projection Pi
for i = 1, . . . , s. Then each Mi is a minimal reducing subspace of A, thus the operator algebra
A|Mi acting on Mi is transitive. Therefore, by Theorem B(2),
A|Mi = B(Mi ),
and the desired conclusion follows from Lemma 4.2. 
Let H(k) be a reproducing analytic Hilbert space on the open unit ball Bn with a complete NP
kernel k such that the coordinate functions z1, . . . , zn are multipliers. If A is a reductive algebra
on H(k)⊗Cm which contains {Mzi : 1 i  n}, as pointed in Remark 3.8, then A contains W(k)
and hence A is self-adjoint by Theorem C(1). As an immediate consequence, the unilateral shift
of finite multiplicity has the reductive algebra property. This result was obtained by Nordgren,
Rosenthal [21] and Ansari [2] respectively.
In what follows we will consider the reductive algebra problem on a multiplier invariant sub-
space M of H(k) ⊗ Cm. We need to develop some new techniques. In the remainder of this
section, let e1, . . . , em be any given orthonormal basis of Cm. For a subset E of a Hilbert space H ,
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∨
E, is the intersection of all subspaces containing E. For any
subspace M ⊆ H(k) ⊗ Cm, set M(λ) = {f (λ): f ∈ M}, λ ∈ Ω .
We begin with the following lemmas.
Lemma 4.3. Let H(k) be a reproducing analytic Hilbert space over a domain Ω ⊆ Cn. For any
subspace M ⊆ H(k) ⊗ Cm, one has that
M(λ) =
m∨
i=1
{
PM(kλ ⊗ ei)(λ)
}
.
Proof. It is clear that M(λ) ⊇∨mi=1{PM(kλ ⊗ ei)(λ)}, thus we need only to prove the opposite
inclusion. To this end we write f ∈ H(k) ⊗ Cm as f = (f1, . . . , fm) with respect to the basis
e1, . . . , em, then
f (λ) = (〈f, kλ ⊗ e1〉, . . . , 〈f, kλ ⊗ em〉).
Therefore, for any f ∈ M, one also has
f (λ) = (〈f,PM(kλ ⊗ e1)〉, . . . , 〈f,PM(kλ ⊗ em)〉). (4.4)
Moreover, for each f ∈ M, it can be expressed as
f = f ′ +
m∑
i=1
ciPM(kλ ⊗ ei)
with ci ∈ C and f ′⊥PM(kλ ⊗ ei), i = 1, . . . ,m. By (4.4), f ′(λ) = 0, and hence
f (λ) =
m∑
i=1
ciPM(kλ ⊗ ei)(λ),
which means that f (λ) ∈∨mi=1{PM(kλ ⊗ ei)(λ)}, as desired. 
Lemma 4.4. Let H(k) be a reproducing analytic Hilbert space and M be any subspace of
H(k) ⊗ Cm. For each subset {ei1, . . . , eid } ⊆ {e1, . . . , em} and λ ∈ Ω , d vectors
PM(kλ ⊗ ei1), . . . ,PM(kλ ⊗ eid )
are linearly independent in M if and only if the d vectors
PM(kλ ⊗ ei1)(λ), . . . ,PM(kλ ⊗ eid )(λ)
are linearly independent in Cm.
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∑d
j=1 cjPM(kλ ⊗ eij ) = 0 for some c1, . . . , cd ∈ C, then obviously∑d
j=1 cjPM(kλ ⊗ eij )(λ) = 0. Conversely, we assume that
∑d
j=1 cjPM(kλ ⊗ eij )(λ) = 0, then
for any 1 i m,
〈
d∑
j=1
cjPM(kλ ⊗ eij ), kλ ⊗ ei
〉
= 0,
and hence
∥∥∥∥∥
d∑
j=1
cjPM(kλ ⊗ eij )
∥∥∥∥∥
2
=
〈
d∑
j=1
cjPM(kλ ⊗ eij ),
d∑
s=1
csPM(kλ ⊗ eij )
〉
=
〈
d∑
j=1
cjPM(kλ ⊗ eij ),
d∑
s=1
cs(kλ ⊗ ej )
〉
= 0,
which implies that
∑d
j=1 cjPM(kλ ⊗ eij ) = 0. Based on the above discussion, the lemma
holds. 
Next we present a key proposition, which is of independent interest. For λ ∈ Ω , let Mλ(k) =
{ϕ ∈ M(k): ϕ(λ) = 0}. If M is a multiplier invariant subspace of H(k) ⊗ Cm, let Mλ =
Mλ(k)M. It is well known that dim(M  Mλ) is an important invariant in operator theory [13,
10,9,15,17].
Proposition 4.5. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
If M is a multiplier invariant subspace of H(k) ⊗ Cm, then for every λ ∈ Ω with f .d.M =
dimM(λ),
m∨
i=1
{
PM(kλ ⊗ ei)
}= M  Mλ.
In fact, the above result has been observed by Gleason, Richter and Sundberg [17]. Now we
present a different proof here.
Proof. Firstly, it is easy to verify that
⋂
ϕ∈Mλ(k)
ker
(
PMM∗ϕ
∣∣M)= M  Mλ.
From the above identity, it is easy to check that the inclusion “⊆” holds in Proposition 4.5.
Next we show the opposite inclusion. The following proof is essentially the same as that of the
necessity of Theorem 3.6.
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every λ ∈ Ω ,
d = f .d.M = dimM(λ) = dim
m∨
i=1
{
PM(kλ ⊗ ei)(λ)
}
.
Fix such a λ. Write f ∈ H(k) ⊗ Cm as f = (f1, . . . , fm) with respect to the basis e1, . . . , em,
and write
PM(kλ ⊗ ei) =
(
gi1, . . . , g
i
m
)
, i = 1, . . . ,m. (4.5)
From the proof of Lemma 3.4, we see that each gij ∈ M(k). Without loss of generality, we assume
that the vectors
PM(kλ ⊗ e1)(λ), . . . ,PM(kλ ⊗ ed)(λ)
are linearly independent in Cm. Furthermore, we assume the determinant of the d × d matrix
Θ = (gij )di,j=1, denoted by det(Θ), is not zero at λ. Note that det(Θ) is a nonzero multiplier.
Now for any g = (g1, . . . , gm) ∈ M  Mλ, using Cramer’s rule shows that there exist
h1, . . . , hm ∈ H(k) satisfying the following system of equations⎧⎪⎨
⎪⎩
h1g
1
1 + · · · + hdgd1 + hd+1gd+11 + · · · + hmgm1 = det(Θ)g1,
...
h1g
1
d + · · · + hdgdd + hd+1gd+1d + · · · + hmgmd = det(Θ)gd .
Hence by (4.5)
h1PM(kλ ⊗ e1) + · · · + hmPM(kλ ⊗ em) − det(Θ)g = (0, . . . ,0,︸ ︷︷ ︸
d
r1, . . . , rm−d).
Set h = h1PM(kλ ⊗ e1)+· · ·+hmPM(kλ ⊗ em)−det(Θ)g. Since g ∈ M, then by Lemmas 4.3
and 4.4
f .d.
(
d∨
i=1
{
PM(kλ ⊗ ei), h
})= f .d.
(
d∨
i=1
{
PM(kλ ⊗ ei)
})= d.
Thus for almost every z ∈ Ω , the rank of the (d + 1) × m matrix
⎛
⎜⎝
g11(z) · · · g1d(z) g1d+1(z) · · · g1m(z)· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
gd1 (z) · · · gdd (z) gdd+1(z) · · · gdm(z)
0 · · · 0 r1(z) · · · rm−d(z)
⎞
⎟⎠
does not exceed d . This implies that each ri = 0 since det(Θ) is a nonzero multiplier function,
and hence
h1PM(kλ ⊗ e1) + · · · + hmPM(kλ ⊗ em) = det(Θ)g. (4.6)
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hiPM(kλ ⊗ ei) =
(
hi − hi(λ)
)
PM(kλ ⊗ ei) + hi(λ)PM(kλ ⊗ ei),
det(Θ)g = (det(Θ) − det(Θ)(λ))g + det(Θ)(λ)g.
It is easy to see that (det(Θ) − det(Θ)(λ))g ∈ Mλ. Since M(k) is dense in H(k) and each
PM(kλ ⊗ ei) has multiplier entries, it is easy to check that (hi − hi(λ))PM(kλ ⊗ ei) ∈ Mλ for
i = 1, . . . ,m. Therefore, we apply the projection PMMλ to two sides of (4.6) and have
m∑
i=1
hi(λ)PM(kλ ⊗ ei) = det(Θ)(λ)g,
which means that g ∈∨mi=1{PM(kλ ⊗ ei)} since det(Θ)(λ) = 0. This completes the proof. 
The above proposition means that for every λ ∈ Ω with f .d.M = dimM(λ),
dim
m∨
i=1
{
PM(kλ ⊗ ei)
}= dim(M  Mλ).
Combining this observation as well as Lemmas 4.3 and 4.4, we immediately have the following
corollary.
Corollary 4.6. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
If M is a multiplier invariant subspace of H(k) ⊗ Cm, then for every λ ∈ Ω with f .d.M =
dimM(λ),
dim(M  Mλ) = f .d.M.
Corollary 4.7. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
If M1 and M2 are mutually orthogonal invariant subspaces of H(k) ⊗ Cm for W(k), then
f .d.(M1 ⊕ M2) = f .d.M1 + f .d.M2.
Proof. Let M = M1 ⊕ M2. By Lemma 4.3 and the definition of fiber dimension, we can take
λ ∈ Ω such that for j = 1,2, the following hold:
f .d.M = dimM(λ) = dim
m∨
i=1
{
PM(kλ ⊗ ei)(λ)
}
and
f .d.Mj = dimMj (λ) = dim
m∨{
PMj (kλ ⊗ ei)(λ)
}
.i=1
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f .d.M = dim
m∨
i=1
{
PM(kλ ⊗ ei)
}= dim(M  Mλ) (4.7)
and
f .d.Mj = dim
m∨
i=1
{
PMj (kλ ⊗ ei)
}= dim(Mj  Mjλ). (4.8)
By the fact that both M1 and M2 are invariant subspaces for W(k), it follows that for each
ϕ ∈ M(k),
M  ϕM = (M1  ϕM1) ⊕ (M2  ϕM2)
and hence
M  Mλ = (M1  M1λ) ⊕ (M2  M2λ).
Combining this fact with (4.7) and (4.8), we have
f .d.M = f .d.M1 + f .d.M2. 
In the proof of Theorem C(1), we use the fact that the commutant of the von Neumann algebra
generated by W(k) is finite dimensional. In what follows we generalize this fact to multiplier
invariant subspaces, which plays an important role in the proof of Theorem C(2). Recall that for
a multiplier invariant subspace M of H(k) ⊗ Cm, WM(k) = {Mϕ |M: ϕ ∈ M(k)}.
Proposition 4.8. Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
If M is a multiplier invariant subspace of H(k) ⊗ Cm, then the von Neumann algebra
W = {WM(k),WM(k)∗}′
is finite dimensional.
Proof. By Lemma 4.3, we can take λ ∈ Ω such that
f .d.M = dimM(λ) = dim
m∨
i=1
{
PM(kλ ⊗ ei)(λ)
}
. (4.9)
Let E =∨mi=1{PM(kλ ⊗ ei)}, then it is a finite dimensional subspace of M which is reducing
for W by Proposition 4.5. Now we define a C∗-homomorphism
τ :W → W|E
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τ(A) = A|E.
Now we show that it is injective. Let A ∈ ker τ , equivalently, E ⊆ kerA. Since A commutes
with both Mϕ |M and PMM∗ϕ |M, M kerA and kerA are invariant for WM(k), hence they are
also invariant for W(k). Therefore, M has a decomposition as
M = (M  kerA) ⊕ kerA,
then by Corollary 4.7,
f .d.M = f .d.(M  kerA) + f .d.(kerA). (4.10)
Meanwhile,
f .d.(kerA) f .d.E  dim
m∨
i=1
{
PM(kλ ⊗ ei)(λ)
}= f .d.M, (4.11)
where the last equality follows from (4.9). Combining (4.10) and (4.11), one has that f .d.(M 
kerA) = 0, and hence M  kerA = {0}. It follows that kerA = M, that is A = 0, as desired.
The above argument shows that τ is a C∗-isomorphism, and hence W is finite dimen-
sional. 
Now we give the proof of Theorem C(2).
Theorem C(2). Let H(k) be a reproducing analytic Hilbert space with a complete NP kernel k.
If M is a multiplier invariant subspace of H(k)⊗Cm, and A is a reductive algebra on M which
contains WM(k), then A is self-adjoint.
Proof. Let V = {A,A∗}′. Since A contains WM(k), then the von Neumann algebra V ⊆ W ,
which is given in Proposition 4.8, and hence V is finite dimensional by Proposition 4.8. Based on
this fact, the conclusion follows from the same argument as in the proof of Theorem C(1). 
Acknowledgments
The authors thank the referee for helpful suggestions which make this paper more readable.
This work is partially supported by NKBRPC (2006CB805905) and NSFC (10525106), and
Foundation of Fudan University (EYH1411039) and Laboratory of Mathematics for Nonlinear
Science, Fudan University.
References
[1] M. Ansari, Transitive algebra containing triangular operator matrics, J. Operator Theory 14 (1985) 173–180.
[2] M. Ansari, Reductive algebras containing a direct sum of the unilateral shift and a certain other operators are self
adjoint, Proc. Amer. Math. Soc. 93 (1985) 284–286.
[3] M. Ansari, S. Richter, A strong transitive algebra property of operators, J. Operator Theory 22 (1989) 267–276.
[4] W. Arveson, A density theorem for operator algebras, Duke Math. J. 24 (1967) 635–647.
4250 G. Cheng et al. / Journal of Functional Analysis 258 (2010) 4229–4250[5] W. Arveson, Subalgebras of C∗ algebras III: Multivariable operator theory, Acta Math. 181 (1998) 159–228.
[6] H. Bercovici, R. Douglas, C. Foias, C. Pearcy, Confluent operators algebras and the closability property, arXiv:0908.
0729v2.
[7] R. Douglas, C. Pearcy, Hyperinvariant subspaces and transitive algebras, Michigan Math. J. 19 (1972) 1–12.
[8] S. Drury, A generalization of von Neumann’s inequality to the complex ball, Proc. Amer. Math. Soc. 68 (1978)
300–304.
[9] X. Fang, Hilbert polynomials and Arveson’s curvature invariant, J. Funct. Anal. 198 (2003) 445–464.
[10] X. Fang, Samuel multiplicity and the structure of semi-Fredholm operators, Adv. Math. 186 (2004) 411–437.
[11] X. Fang, Invariant subspaces of the Dirichlet space and commutative algebra, J. Reine Angew. Math. 569 (2004)
189–211.
[12] X. Fang, The Fredholm index of quotient Hilbert modules, Math. Res. Lett. 12 (2005) 911–920.
[13] X. Fang, The Fredholm index of a pair of commuting operators, Geom. Funct. Anal. 16 (2006) 367–402.
[14] X. Fang, Additive invariant on the Hardy space over the polydisc, J. Funct. Anal. 253 (2007) 359–372.
[15] X. Fang, The Fredholm index of a pair of commuting operators. II, J. Funct. Anal. 256 (2009) 1669–1692.
[16] J. Fang, D. Hadwin, M. Ravichandran, On transitive algebras containing a standard finite von Neumann subalgebra,
J. Funct. Anal. 252 (2007) 581–602.
[17] J. Gleason, S. Richter, C. Sundberg, On the index of invariant subspaces in spaces of analytic function of several
complex variables, J. Reine Angew. Math. 587 (2005) 49–76.
[18] D. Greene, S. Richter, C. Sundberg, The structure of inner multipliers on spaces with complete Nevanlinna Pick
kernels, J. Funct. Anal. 194 (2002) 311–331.
[19] S. McCullough, T. Trent, Invariant subspaces and Nevanlinna–Pick kernel kernels, J. Funct. Anal. 178 (2000) 226–
249.
[20] E. Nordgren, H. Radjavi, P. Rosenthal, On density of transitive algebras, Acta Sci. Math. (Szeged) 30 (1969) 175–
179.
[21] E. Nordgren, P. Rosenthal, Algebras containing unilateral shifts or finite rank operators, Duke Math. J. 40 (1973)
419–424.
[22] H. Radjavi, P. Rosenthal, A sufficient condition that an operator algebra be self-adjoint, Canad. J. Math. 23 (1971)
588–597.
[23] H. Radjavi, P. Rosenthal, Invariant Subspaces, Springer-Verlag, Berlin, 1973.
[24] S. Richter, Invariant subspaces of the Dirichlet shift, J. Reine Angew. Math. 286 (1988) 205–220.
[25] P. Rosenthal, On reductive algebras containing compact operators, Proc. Amer. Math. Soc. 47 (1975) 338–340.
[26] H. Shapiro, A. Shields, On the zeros of functions with finite Dirichlet integral and some related function spaces,
Math. Z. 80 (1962) 217–229.
