Abstract. Most approaches to learning from incomplete data are based on the assumption that unobserved values are missing at random (mar). While the mar assumption, as such, is not testable, it can become testable in the context of other distributional assumptions, e.g. the naive Bayes assumption. In this paper we investigate a method for testing the mar assumption in the presence of other distributional constraints. We present methods to (approximately) compute a test statistic consisting of the ratio of two profile likelihood functions. This requires the optimization of the likelihood under no assumptions on the missingness mechanism, for which we use our recently proposed AI & M algorithm. We present experimental results on synthetic data that show that our approximate test statistic is a good indicator for whether data is mar relative to the given distributional assumptions.
Introduction
Most commonly used statistical learning methods are based on the assumption that missing values are missing at random (mar) [7] . For many datasets this assumption is not completely realistic. However, even when there are doubts as to the exact validity of the mar assumption, pragmatic considerations often lead one to adopt mar-based techniques like the ubiquitous EM algorithm. To help decide whether a method like EM should be applied, it would be very valuable to know whether the data at hand is mar or not. In this paper we investigate a method for performing statistical tests for mar.
We have to start with a caveat: mar is not testable [2, 6] . The exact technical content behind this statement has to be interpreted carefully: it only says that the marassumption per se -without any further assumptions about the data -cannot be refuted from the data. However, in many machine learning scenarios certain distributional assumptions about the data are being made. For example, when learning a Naive Bayes model, then the specific independence assumptions underlying Naive Bayes are made. As pointed out in [4] , the mar-assumption can become refutable in the context of such existing assumptions on the underlying complete data distribution.
In this paper we show that a suitably defined likelihood ratio provides a test statistic that allows us to discriminate between mar and non-mar models relative to restricted parametric models for the complete data distribution. A crucial component in the computation of the likelihood ratio is the optimization of the likelihood under no assumptions on the coarsening mechanism. For this purpose we employ our recently introduced AI&M procedure [5] .
We shall work with the coarse data model [3] , which allows to consider other forms of incompleteness than missing values. In the coarse data model the mar-assumption has its counterpart in the coarsened at random (car) assumption.
Incomplete data is a partial observation of some underlying complete data represented by a random variable with values in a finite state space 
In this paper we will only be concerned with 
We wish to compute LR5 . In most cases it will be impossible to obtain exact, closed-form solutions for any of these three terms. We therefore have to use approximate methods.
o ne has to find j "
, i.e. optimize the face-value likelihood. This can typically be accomplished by some version of the EM algorithm. In our experiments we use the EM implementation for Bayesian networks provided by the Hugin system (www.hugin.com). Since we are not guaranteed to find a global maximum of g h g FV , we obtain only a lower bound on
Approximating Lf i
To approximate the term
C H 
The optimization problem now is reduced to a manageable number of parameters. In order to also obtain a manageable number of constraints, we perform the optimization of (4) only under a subset . Since we are thus relaxing the feasible region, we obtain an over-estimate of (4). In our experiments we found that it is sufficient to sample approximately ¢ % ¡ constraints, i.e. adding more constraints tended not to change the computed maximum (4) significantly.
Once a set of constraints has been generated we employ the standard Lagrange multiplier approach to perform the optimization. For the unconstrained optimization of the dual function the PAL Java package is used (http://ftp.cse.sc.edu/bioinformatics/PAL/pal-1.4/).
w e have to maximize the profile(sat)-likelihood. For this we use the AI&M procedure as introduced in [5] . AI&M resembles the EM procedure for maximizing g i g FV . Like EM, AI&M is a generic method that has to be implemented by concrete computational procedures for specific types of parametric models. In our experiments we use the AI&M implementation for Bayesian networks as described in [5] . The AI&M procedure will usually not find a global maximum of g i g sat , so that as for g h g FV we obtain a lower bound on the correct value. Combining our approximations for the components of (2), we obtain an approximation 
Generating Non-car Data
In our experiments we want to investigate how effective our computed LR5 C i s for testing car. To this end we generate incomplete data from Bayesian network models following the general procedure described in [5] false. This general procedure allows us to control in various ways how non-car the generated data will be. The first way is by setting the variance § of the Beta distribution: § ¢ V m eans that all rows in all conditional probability tables will be identical, and so the obs ¢ nodes become actually independent of their parents, meaning that the data becomes car (indeed, missing completely at random). Large values of § lead to nearly deterministic, complex dependency patterns of the obs ¢ variables on their parents, which allows for highly non-car mechanisms.
A second way of controlling car is by taking mixtures of several coarsening mechanisms: to generate a sample of size ,DT f d ifferent coarsening models are generated by our standard method, and from each a sample of size ¡ is generated. By the following theorem, the data thus generated becomes car for© . 
The proof of the theorem is almost immediate by an appeal to the strong laws of large numbers. The theorem is of some independent interest in that it says that random mixtures of coarsening mechanisms tend to become car. This is relevant for real-life datasets, which often can be assumed to be produced by mixtures of coarsening mechanisms (for example, different employees entering customer's records into a database may exhibit different data coarsening mechanisms). However, one must also take into account that the symmetry condition (6) is satisfied for mathematically natural sampling distributions like Lebesgue measure, but not for most real-life sampling distributions over coarsening mechanisms.
Since our random construction of coarsening mechanisms is completely symmetric with respect to different values of the random variables, the symmetry condition (6) is satisfied, and our data becomes car for¨© .
Experiments
In all our experiments we first select a Bayesian network from which incomplete data then is generated as described in the preceding section. In all experiments the structure of the network used for generating the data also defines the parametric model Q f V¨ ! . As a reference point for further experiments we use the following base experiment: using Asia as the underlying complete data model, 100 incomplete datasets are generated from 100 different coarsening models. Each dataset is of size 5000, and the parameters of the Beta distribution used in constructing the coarsening model are
. This setting gives a distribution over parameters that is quite highly concentrated near extreme values 0 and 1, leading to an incomplete data distribution that is strongly non-car according to our heuristic described in Section 3. In summary, the results shown in Figure 1 show that our computed
LR5

C
m easure actual properties of the given model and data, and is not dominated by noise in the computation. We can now proceed to investigate how good an indicator for car-ness this value is. To this end we now vary the coarse data generation of the base experiment in two ways: in one experiment we use smaller variance parameters Figure 2 shows the results. The left histograms in both rows are just the results from the base experiment again. As we move from left to right (in both rows), the data becomes more car according to our heuristic car-measures § and¨(it is truly car in the § g ¢ V e xperiment). The corresponding increasing concentration of
LR5
C n ear 0 shows that it can indeed serve as statistic for discriminating between car and non-car models.
Due to its quite small state space, models based on the Asia network do not pose the full computational challenge of computing
7
C
. An experiment with two different variance settings has also been conducted for the Alarm network. Figure 3 shows the result. We observe that here the computed As a final test for the
LR5
C
c omputation we use data from three different artificially constructed Bayesian networks: all networks contain seven binary nodes. The first network ('simple') contains no edges; the second network ('medium') contains 14 randomly inserted edges, and the third ('dense') is a fully connected network (21 edges). The conditional probability tables are randomly generated. The three models represent decreasingly restrictive distributional assumptions, with the dense network not encoding any restrictions. We again sample 100 datasets from 100 different random coarsening models (sample-size 5000, ¦
). Figure 4 shows the result. As required by the fact that car is not testable without any restrictive assumptions on the full data model, we observe that the
LR5
C -values for the dense network show no indication that the data is not car. The more restricted the model, the easier it becomes to refute the car-assumption based on 
Conclusion
Utilizing our recently introduced AI&M procedure for optimizing the profile(sat)-likelihood, we have shown how to compute an approximate likelihood-ratio statistic for test- ing the car assumption in the context of distributional constraints on the underlying complete data distribution. Initial experiments show that we obtain a quite effective measure for discriminating between car and non-car incomplete data distributions.
To obtain a practical test for a particular dataset under consideration, one will also need a way to specify a critical value , so that the car hypothesis will be accepted iff 
#
and employ techniques not relying on car, or one can relax the parametric model, thus hoping to make it consistent with car (which ultimately it will, as illustrated in Figure 4 ).
