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Abstract
Motivated by topology control in ad hoc wireless networks, Power Assignment is a family of problems, each deﬁned by a certain
connectivity constraint (such as strong connectivity). The input consists of a directed complete weighted digraph G = (V , c) (that
is, c : V × V → R+). The power of a vertex u in a directed spanning subgraph H is given by pH (u) = maxuv∈E(H) c(uv), and
corresponds to the energy consumption required for node u to transmit to all nodes v with uv ∈ E(H). The power of H is given by
p(H) =∑u∈V pH (u). Power Assignment seeks to minimize p(H) while H satisﬁes the given connectivity constraint.
Min-Power Bounded-Hops Broadcast is a power assignment problem which has as additional input a positive integer d and a
r ∈ V . The output H must be a r-rooted outgoing arborescence of depth at most d. We give an (O(log n),O(log n)) bicriteria
approximation algorithm for Min-Power Bounded-Hops Broadcast: that is, our output has depth at most O(d log n) and power at
most O(log n) times the optimum solution.
For the Euclidean case, when c(u, v) = c(v, u) = ‖u, v‖ (here ‖u, v‖ is the Euclidean distance and  is a constant between
2 and 5), the output of our algorithm can be modiﬁed to give a O((log n)) approximation ratio. Previous results for Min-Power
Bounded-Hops Broadcast are only exact algorithms based on dynamic programming for the case when the nodes lie on the line and
c(u, v) = c(v, u) = ‖u, v‖.
Our bicriteria results extend to Min-Power Bounded-Hops Strong Connectivity, where H must have a path of at most d edges
in between any two nodes. Previous work for Min-Power Bounded-Hops Strong Connectivity consists only of constant or better
approximation for special cases of the Euclidean case.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Approximation algorithms; Ad hoc wireless networks; Bicriteria approximation; Topology control
1. Introduction
Wireless networking is an increasingly popular technology. Wireless devices utilize primarily batteries as a source
of power and consequently efﬁcient energy utilization is rapidly becoming an important issue. For the purpose of energy
conservation, each node can (possibly dynamically) adjust its transmitting power, based on the distance to the receiving
node and the background noise.
Due to limited range, communication is achieved through intermediate nodes relaying packets. In several applications
the quality of service also becomes an issue. For example, large delays may not be acceptable, and the number of total
hops taken by a packet must be bounded. This motivates the study of the problems described below.
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In the most general case, a complete weighted directed graph H = (V ,E) with non-negative power requirements
c : E → R+ is given by the positioning of the n wireless nodes, where c(u, v) represents the power requirement for
the node u to establish a unidirectional link to node v. If the maximum range of u precludes reaching v in one hop, then
c(uv) is set to ∞. Reﬂecting the broadcast nature of ad hoc wireless networks, once a node u transmits with power
p(u), all nodes v with c(u, v)p(u) receive the signal. A function p : V → R+ is called a power assignment, and
it induces a directed graph, always denoted by G = (V , F ), with uv ∈ F whenever p(u)c(u, v). The goal of the
Power Assignment problem is to minimize the total power
∑
v∈V p(v) such that the induced digraph satisﬁes a certain
connectivity constraint. In this paper we consider three connectivity constraints:
(1) Min-Power Bounded-Hops Broadcast, where the induced digraph must be an outgoing arborescence rooted at a
given node r and of depth at most d. The vertex r and the integer d are given as a part of the input.
(2) Min-Power Bounded-Hops Strong Connectivity, where the induced digraph must have a path of at most d edges
in between any two nodes, where d is given as a part of the input.
(3) Min-Power Bounded-Hops Symmetric Connectivity, where the symmetric restriction of the induced digraph must
have diameter at most d, where d is given as a part of the input. The symmetric restriction of a directed graph is
the undirected graph having an edge uv if and only if the digraph has both uv and vu.
For simplicity of exposition, we use mostly the following equivalent deﬁnition of the Power Assignment problem:
given a directed spanning subgraph H, deﬁne the power of a vertex u to be pH (u)=maxuv∈E(H) c(uv) and the power of
H as p(H)=∑u∈V pH (u). To see the equivalence, note that an optimal power assignment inducing directed spanning
subgraph H never has p(v)>maxuv∈E(H) c(uv). Then the Power Assignment problem becomes ﬁnding the directed
spanning subgraph H satisfying the connectivity constraint with minimum p(H).
An important special case (which we call the Euclidean case) is when the input graph G = (V , c) has power
requirements given by c(u, v)= c(v, u)=‖u, v‖ , where ‖u, v‖ is the Euclidean distance and  is a constant between
2 and 5. This case is motivated by signal transmission in a network embedded in a two-dimensional space without any
obstacles [25,26], with  being the path-loss exponent.
Minimizing the power contradicts bounding the number of hops in the induced subgraph, as it has been noted by
[10,16] and formal tradeoff results in a similar but different model have been obtained by [23]. Indeed, if we look at the
following example in the Euclidean case: (Figs. 1and 2) n points on the line with distance 1 in between two consecutive
vertices, we note that without a bound on the number of hops Min-Power Broadcast (the version in which no restriction
is put on the depth of the arborescence) has an optimum of n − 1, while with a bound of one hop, the unique solution
requires (n − 1) power.
Root
Fig. 1. Unconstrained Min-Power broadcast.
Root
Fig. 2. Hop-constrained Min-Power broadcast.
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Numerous papers on Power Assignment have been published recently and we refer to [8] for a slightly out-of-date
survey. We mention here only work on bounded-hops Power Assignment. Kirousis et al. [16] consider Min-Power
Bounded-Hops Strong Connectivity when the power requirements are Euclidean and the nodes are equidistant on the
line. In [7] Clementi et al. present a 2-approximation algorithm for Min-Power Bounded-Hops Strong Connectivity
for the more general case when the nodes are on the line, but not equidistant. They also present better approximation
bounds for the so-called well spread instances, when nodes’ positions satisfy that the ratio of the largest inter-node
distance to the smallest inter-node distance is at most a constant times the square root of the number of nodes. In the
Euclidean case, constant ratio algorithms for Min-Power Bounded-Hops Strong Connectivity for well spread instances
have been obtained by [10].
The result of [7] is also implied by the exact algorithms obtained by [9] and [5] for Min-Power Bounded-Hops
Broadcast when power requirement are Euclidean and the nodes are on the line. In a related work, Sanders et al. [2]
discuss running time issues in calculating exactly bounded-hops min-power paths.
Since this paper was submitted, two other related papers have been published. Among other results, Krumke et al.
[19] obtain a bicriteria (O(log n),O(log n)) for Min-Power Bounded-Hops Symmetric Connectivity in the special case
when the input graph has symmetric costs (that is, c(uv) = c(vu) for all nodes u, v). Ambuehl et al. [1] consider the
Euclidean case and diameter d = 2.
Our results do not make any assumptions regarding the input power requirement digraph—the algorithm can handle
asymmetric power requirements, which are motivated by the possible existence of non-uniform wireless nodes and by
applications in solving Network Lifetime [3].
However, our results use the bicriteria type of approximation introduced by Ravi et al. [27] and Marathe et al. [22].
In our case, bicriteria approximation allows for a relaxation of the constraint on the number of hops. The problem
considered implicitly by [22] which is most related to ours is the Shallow Light Spanning Trees problem (SLST from
now on): given an undirected graph with a speciﬁed vertex as root, ﬁnd a minimum cost spanning tree with bounded
radius, where the radius of the tree is the maximum length of a path from the root to a vertex of the graph, and length
is a second given function unrelated to cost.
We obtain (O(log n),O(log n)) bicriteria approximation algorithms for Min-Power Bounded-Hops Broadcast and
Min-Power Bounded-Hops Strong Connectivity. That is, our output has number of hops bounded by O(d log n), and
power at most O(log n) times the optimum solution with number of hops d.
We present a straightforward reduction showing that improving our results for any of the problems we study in
the case of arbitrary power requirements would lead to better ratios for SLST when the length function is 1 on all
the edges, a rather hard problem. Since the publication of the conference version of [22] in 1995, the only progress
for this restricted version of SLST has been reported by Kortsarz and Peleg [18]. As mentioned in [18], their results
are also implied or improved by the Charikar et al. [6] algorithm for Directed Steiner Tree. Precisely, an immediate
reduction followed by the algorithm of [6] gives a d log n or an O(n) polynomial-time approximation for SLST (note
that these are not bicriteria results). We note here that Min-Power Bounded-Hops Broadcast can also be immediately
reduced to Directed Steiner Tree, similarly to the folklore reduction of Min-Power Broadcast which also appeared in
[21].
For the Euclidean case, we can show that simple postprocessing gives an O((log n))-approximation algorithm
for Min-Power Bounded-Hops Broadcast. For Min-Power Bounded-Hops Strong Connectivity, the ratio we obtain is
O((log n)+1) using a similar technique.
Our methods are based on the bicriteria techniques of Marathe et al. [22], on the spider techniques of Klein and Ravi
(used for Node-Weighted Steiner Tree [17]) as adapted for Power Assignment problems by [3], and on an extension of
the Set Coverage problem [13].
Our results are centralized. If one is looking for fast (that is, with polylogarithmic number of rounds) distributed
algorithms, it is a folklore result that the minimum power cannot be approximated better than n1/3−. The large number
of distributed algorithms published in the networking literature either have instances using much more power than the
optimum (such as [20,29]) or time (number of rounds) at least the diameter of the communication graph (this is the
case with all the MST-based algorithms).
The organization of the paper is as follows. Section 2 gives the main algorithm for Min-Power Bounded-Hops
Broadcast, after introducing deﬁnitions and the reduction mentioned above. Section 3 discusses the extension of our
techniques to Bounded-Hops Min-Power Strong Connectivity. The postprocessing technique for the Euclidean case is
presented in Section 4. We present conclusions and open problems in Section 5.
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2. Min-power bounded-hops broadcast
We start with a lemma which shows that Min-Power Bounded-Hops Broadcast problem is at least as hard to ap-
proximate as the conventional bicriteria problem of Shallow Light Spanning Tree. Therefore, any improvement of the
guarantees presented here would imply a better than known guarantee for the SLST problem.
Given the conventional bicriteria problem SLST we can reduce it to a Power Assignment problem by the following
construction. Given an SLST instance G(V,E, c, d) with c(e) giving the cost of edge e and d being the bound on the
diameter, construct a Min-Power Bounded-Hops Broadcast instance G′ = (V ′, E′, c′) as follows:
• V ′ = V ∪ U , where U consists of two new vertices ve and ue for each edge of e = {u, v} ∈ E.
• E′ = {(v, ve), (ve, v), (ve, ue), (ue, ve), (ue, u), (u, ue) | e ∈ E}.
• c′(v, ve) = c′(ve, v) = c′(ue, u) = c′(u, ue) = 0 and c′(ve, ue) = c′(ue, ve) = c(e) for every e ∈ E.
Let d ′ = 3d + 1, and the root be the same vertex of V.
2.0.0.1 Claim 1. Given a tree T rooted at r in G such that all nodes are within d hops from r, there is a tree T ′ rooted
at r in G′ such that p(T ′) = c(T ) and all nodes are within d ′ = 3d + 1 hops of r.
Proof. For every edge in e = (u, v) in T with u on the path from r to v in T, add to T ′ the directed edges (u, ue),
(ue, ve), and (ve, v). For every node u ∈ V , there is a path from r to u of no more than 3d hops. The only nodes not
reached from r in T ′ are in U. But since all these nodes are adjacent in G′ to a node in V, they can be reached from
them in one hop at no additional cost. Thus we can construct a solution T ′ from T which is of the same cost and radius
at most 3d + 1. 
2.0.0.2 Claim 2. Given a solution T ′ in G′ with a diameter d ′, there is a solution T in G such that c(T )p(T ′) and
the radius of T is at most d ′/3.
Proof. Modify the solution as follows: for every non-zero cost edge (ue, ve) in T ′ include e in T. Since every vertex
of T ′ has at most one non-zero cost edge incident to it, p(T ′) = c(T ′), and therefore c(T )p(T ′).
Now let v ∈ V . T ′ contains a directed path from r to v with at most d ′ arcs, arcs which must come in triples. Each
triple generates an edge in T, and these edges can be used for an undirected path of at most d ′/3 edges from r to v
in T. 
Lemma 1. Analgorithmwith an approximation ratio of (O(f (n)),O(f (n))), forMinPowerBounded-HopsBroadcast
implies a ratio of (O(f (n)),O(f (n))) for SLST.
The proof is immediate from the above two claims. Given an instance I (d, n) of SLST with size n and diameter d,
map it to an instance I ′(3d + 1, 3n) as illustrated in Claim 1, solve it with (O(f (3n)),O(f (3n))) ratio, and convert it
back to a solution to I of the same cost and one third the diameter, implying an (O(f (n)),O(f (n))) guarantee.
Now we present some deﬁnitions used by our algorithm for Min-Power Bounded-Hops Broadcast. By cost we mean
power requirement c(uv).
An approximation algorithm for the next problem will be used as a subroutine by our main algorithm.
2.0.0.3 Budgeted set coverage [15]. The input consists of a collection of sets R= {S1, S2, . . . , Sm} with associated
prices {ci}mi=1 deﬁned over a domain of elements X = {x1, x2, . . . , xn}. The goal is to ﬁnd a collection of sets
S ⊆ R,
such that the total sum of the prices of the sets inS does not exceed the budget B, and the total number of elements
covered is maximized.
Khuller et al. [15] presented a (1 − 1/e)-approximation algorithm for Budgeted Set Coverage. However, their result
does not apply directly since their algorithm examines all the sets and our instance has exponentially many sets.
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2.0.0.4 Branch. A branch is a directed graph S = (rS, VS, ES) such that (VS, ES) contains a directed path from the
vertex rS (called the root of the branch) to every vertex of VS . A d-bounded branch is a branch such that every node is
no more than d hops away from the root of the branch.
The main algorithm assumes an estimate B on the power of the optimum solution is given. The algorithm ﬁnds a
r-rooted spanning arborescence of depth O(d log n) and power O(B log n), if a solution of power at most B exists, but
might terminate with a “failure” message if no such solution exists. A simple binary search on the value of B (in case
of failure, the value of B is increased, otherwise a lower value is tried) would then give a bicriteria (O(log n),O(log n))
approximation for Min-Power Bounded-Hops Broadcast.
2.1. Main algorithm
The main algorithm is an adaptation of the approximation algorithm of Marathe et al. [22] for the SLST problem.
The algorithm works in phases and maintains a set of edges Q and a set P of nodes, called representatives, such that
all the remaining nodes are reachable from P ∪ {r} by paths using edges in Q with small number of hops (the precise
bound on the number of hops is given later in Lemma 5).
In each phase, the algorithm computes a solution of a Budgeted Set Coverage instance attempting to reduce |P | by
a constant factor without exceeding a given budget. The vertices of the branches found by the Budgeted Set Cover
algorithm are removed from the set P and the root of each branch is added as a representative in P. Consequently |P |
reduces. An illustration of one phase appears in Figs. 3 and 4.
At the end of all the phases we obtain a subgraph (V ,Q) from which we extract a shortest path arborescence where
the length of the path is measured by the number of hops in the path. This is easily done via a breadth ﬁrst search,
and does not increase the power or the length in hops of the shortest path from r to other vertices of V. The detailed
algorithm appears as Algorithm 1.
r
x
u
Fig. 3. The graph at the beginning of the phase. Solid circles denote representatives.
r
x
u
Fig. 4. After the addition of two branchings (the dotted lines) only two representatives are left.
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Algorithm 1 Broadcast
Require: A directed graph G(V,E, c), a diameter bound d, a budget B, and a root r.
Ensure: Outputs a spanning arborescence A rooted at r, such that all the nodes are within O(d log |V |) hops of the
root r and power(A) = O(B log |V |) provided a solution of power at most B exists; may exit with “failure” if no
such solution exists.
1: P ← V \{r}, Q ← ∅
2: While |P |1 do
3: S← setCoverage(P)
4: for all branches H(rH , VH ,EH ) ∈S do
5: Q ← Q ∪ EH
6: P ← P \VH
7: end for
8: for all H(rH , VH ,EH ) ∈S ∧ rH = r do
9: P ← P ∪ rH
10: end for
11: end while
12: Return the Breadth First Search Tree of (V ,Q)
2.2. Solving the budgeted set coverage problem
The Budgeted Set Coverage instance setCoverage(P ) used in Step 4 of the main algorithm Broadcast has as
elements P, a set of vertices of G. The sets are given by certain d-bounded branches, the price of a branch is its power,
and a branch Si covers a vertex v if v ∈ VSi . Precisely, we allow only valid branches, which are branches S with
|VS ∩ P |2 or with rS = r . Such a restriction is needed to show a signiﬁcant reduction (used later in the proof of
Lemma 5) of |P |. There are exponentially many sets in this Budgeted Set Coverage problem, and this does not allow
the direct application of the algorithm from [15].
We use a greedy ([14] and [13]) approach to the Budgeted Set Coverage problem. Given a collection of branches
S, an element of P is called an uncovered node if it does not appear as a node in any of the branches. Assuming the
optimum solution has power at most B, the procedure Greedy(U) determines a set (a branch) with average power per
covered node at most B/|U |, where U is the current set of uncovered nodes. Repeating this greedy choice produces
a collection of branches which covers a good fraction (1/3) of the representatives. The detailed algorithm appears as
Algorithm 2.
Algorithm 2 setCoverage(P )
Require: A set of nodes P ⊆ V \{r}. Implicit input parameters are the directed graph G(V,E, c), diameter
bound d, budget B, and root r.
Ensure: Returns a setS of d-bounded valid branches such that their total power is no more than 2B and at least
1/3 of the nodes of P are covered, provided the Min-Power Bounded-Hops Broadcast instance has a solution
with power at most B; may exit with “failure” if no such solution exists.
1: C ← 0
2: U ← P
3: S← 
4: i ← 0
5: repeat
6: Si ← Greedy(U)
7: U ← U\VSi
8: C ← C + p(Si)
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9: i ← i + 1
10: S←S ∪ {Si}
11: until greedy returns failure or CB or U = ∅
12: if |U |> 23 |P | then
13: exit failure
14: else
15: returnS
16: end if
2.3. Determining a good valid branch
A valid branch S is good if and only if p(S)/|U ∩ VS |B/|U |, a property needed later in the proof of Lemma 3.
Given a graph G, a set of uncovered nodes U and a vertex v, the goal is to ﬁnd a good valid branch rooted at v, if such
a branch exists.
The algorithm builds W (as the tentative branch constructed by the algorithm) by ﬁrst selecting a root v and a vertex
w and setting W to consist of the arcs from v to those nodes u with c(vu)c(vw). Until W is a good valid branch or
until W cannot be improved (in which case another root v or another vertex w is selected), the algorithm repeatedly and
greedily adds to W shortest paths of appropriate number of hops from covered to uncovered nodes. The algorithm uses
as a subroutine shortestBoundedPath(y, z, i) [12,28,24], which returns the path in G from vertex y to vertex z using at
most i edges and having cost c minimum. The detailed algorithm is given in full below as Algorithm 3.
Algorithm 3 Greedy(U)
Require: Set of uncovered nodes U. Implicit input parameters are the directed graph G(V,E, c), diameter bound
d, budget B, and root r.
Ensure: Outputs a valid branch S such that p(S)/|VS ∩ U |B/|U |, provided the Min-Power Bounded-Hops
Broadcast instance has a solution with power at most B; may exit with “failure” if no such solution exists.
1: for all v ∈ V do
2: for all w ∈ V \{v} do
3: EW ← {vu |u = v ∧ c(vu)c(vw)}
4: Z ← VW ← {v} ∪ {u | c(vu)c(vw)}
5: while [p(W)/|U ∩ VW |>B/|U | or (|U ∩ VW |1 and v = r)] and [UVW ] do
6: P ← miny∈Z,u∈U\VW shortestBoundedPath(y, u, d − 1)
7: EW ← EW ∪ EP , VW ← VW ∪ VP
8: end while
9: if p(W)/|U ∩ VW |B/|U | then
10: return (v, VW ,EW)
11: end if
12: end for
13: end for
14: return failure
2.4. Analysis and correctness
The analysis proceeds in the reverse order, starting with the correctness of Algorithm Greedy and ﬁnishing with the
bounds of Algorithm Broadcast. The next lemma is the counterpart of Lemma 4.1 and Theorem 3.1 of [17], and a
variation of it is used in [3].
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Lemma 2. Assuming theMin-PowerBounded-HopsBroadcast instance has a solutionwith power atmost B,Algorithm
Greedy ﬁnds a good valid branch.
Proof. Let T be the optimum arborescence outgoing from the root (which has depth d, and we assume T has power at
most B) and U be the set of uncovered nodes given as input to Greedy. Traverse T in postorder and whenever a vertex v
is the ancestor of at least two vertices of U (where by default every vertex is an ancestor of itself) deﬁne a branch with
root v given by the subtree of T rooted at v. Remove v and its descendants from T, and repeat. The process stops when
|V (T ) ∩ U |< 2. If |V (T ) ∩ U | = 1, one last branch is given by the root r and the current T. Note that every obtained
branch is valid: it either covers two vertices of U, or it has r as a root. Moreover every branch obtained has depth at
most d. Let Si , for 1 iq, be the branches so obtained. Readers familiar with [17] will note that each branch Si is in
fact a “spider”: the paths from the root to the vertices of outdegree zero are disjoint.
It is immediate that p(S1)+p(S2)+ · · · +p(Sq)B. We have that |U ∩VS1 | + |U ∩VS2 | + · · · + |U ∩VSq | = |U |.
Therefore there exist S, a d-bounded branch (which is a spider) contained in T, with p(S)/|U ∩VS |B/|U |, and either
rS = r or |U ∩VS |=2. Let Q1,Q2, . . . ,Qq , where q=|U ∩VS |, be the paths of S from the children of rS (where some
of these paths could have zero edges, and we use the convention that rS is also a child of itself) to vertices of U ∩ VS .
For i=1, 2, . . . , q, note that the paths Qi are edge disjoint and that Qi ∩U consists of exactly one vertex, the last point
of Qi . We denote by yi and ui the ﬁrst vertex and last vertex of Qi . Moreover, assume p(Q1)p(Q2) · · · p(Qq).
Note that for a directed path, its cost equals its power. Let wS be the vertex with c(rSwS)= maxrSv∈E(S) c(rSv). Then
p(S) = c(rSwS) +∑qi=1 p(Qi).
During the execution of Algorithm Greedy, the case v = rS and w = wS is considered and W (the tentative
branch) is initialized to VW = {v} ∪ {u | c(vu)c(vw)} and EW = {vu |u = v ∧ c(vu)c(vw)}. Let k = |U ∩
{y | c(vy)c(vw)}|, where for convenience we use that c(vv) = 0. Let P1, P2, . . . , Pq−k be the ﬁrst q − k results
of the miny∈Z,u∈U\VW shortestBoundedPath(y, u, d − 1) procedure and note that each Pi contains only one vertex
from U\W—its last vertex—as otherwise just a part of Pi would be returned by miny∈Z,u∈U\VW shortestBoundedPath
(y, u, d − 1).
For i=1, 2, . . . , q−k, we have thatp(Pi)=c(Pi)p(Qk+i )=c(Qk+i ). Indeed, before searching for the ith path,VW
does not contain all of {u1, u2, . . . , uk+i}, while Z contains all of {y1, y2, . . . , yq}. Therefore, one of Q1,Q2, . . . ,Qk+i
is a candidate to be returned by miny∈Z,u∈U\VW shortestBoundedPath(y, u, d − 1), where we note that each Qi has at
most d − 1 edges. If the algorithm does not ﬁnd a good valid branch earlier, after q − k iterations of the while loop of
Algorithm Greedy (with v= rS and w=wS), W satisﬁes p(W)c(vw)+∑q−ki=1 p(Pi)c(vw)+∑qi=1 p(Qi)=p(S)
and |VW ∩U | |VS ∩U | and either |VW ∩U |2 or v= r or both. We conclude that the algorithm always ﬁnds a good
valid branch. 
The next lemma uses the method of Hochbaum and Pathria [14] (see also [13]) designed for analyzing the greedy
algorithm for Set Coverage, the simpler version of Budgeted Set Coverage where all the sets have price 1. We did not
attempt to optimize the two constants in the lemma.
Lemma 3. Assuming the Min-Power Bounded-Hops Broadcast instance has a solution with power at most B, the
Algorithm setCoverage ﬁnds a set of valid branches of total power at most 2B and which covers at least |P |/3 nodes
of P.
Proof. The power of a branch returned by Algorithm Greedy can not be more than B (see Line 9 in the algorithm).
And since the algorithm stops as soon as B is exceeded, the sum of the powers of the branches returned by Algorithm
setCoverage is at most 2B.
Now we show that at least |P |/3 nodes of P are covered. Let S1, S2, . . . , Sk be the branches returned by theAlgorithm
Greedy. LetU1 be P andUi+1 be the set of uncovered nodes of P after the selection of branch Si by the greedy algorithm.
Let qi = |Ui ∩ VSi |. Lemma 2 implies
p(Si)
qi
 B|Ui | =
B
|P | −∑i−1j=1 qj .
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Therefore
qi
p(Si)
B
⎛
⎝|P | − i−1∑
j=1
qj
⎞
⎠
and after summing up these equations we obtain
k∑
i=1
qi
(
|P |
B
k∑
i=1
p(Si)
)
−
k∑
i=1
p(Si)
B
i−1∑
j=1
qj =
(
|P |
B
k∑
i=1
p(Si)
)
−
k−1∑
j=1
qj
B
k∑
i=j+1
p(Si).
Now we use
∑k
i=1 p(Si)B and
∑k
i=j+1 p(Si)2B to obtain
k∑
i=1
qi |P | −
k−1∑
j=1
2qj
and therefore
3
k∑
i=1
qi |P |,
and we conclude that at least |P |/3 nodes of P are covered. 
We continue with the proof of the correctness of the main algorithm Broadcast, which follows closely Marathe
et al. [22].
Lemma 4. The number of phases of Algorithm Broadcast is O(log n).
Proof. Let pi be the number of representatives before the ith phase, let qi be the number of representatives covered
in the ith phase and ri be the number of roots of branches returned by the setCoverage procedure in phase i, where we
exclude the branch rooted at r.
Then the previous lemma gives qipi/3, and since each branch except possibly the one rooted at r covers at least
two representatives, we have riqi/2. Therefore we have
pi+1pi − qi + ripi − 12qi 56pi .
Thus in each phase |P | decreases by a fraction of 1/6, and thus the number of phases is O(log n) as |P | is n − 1 to
start with. 
The next two lemmas are the immediate counterpart of lemmas of [22] and we include their proofs for completeness.
Lemma 5. The depth of the solution produced by Broadcast is O(d log n).
Proof. It follows immediately by induction that after phase i, for every v ∈ V , Q contains a path of length at most d · i
from some vertex of P to v. 
Lemma 6. The power of the output is O(B log n).
Proof. The lemma follows immediately from the facts that there are O(log n) phases and in each we incur no more
than 2B power. 
We now combine the above two lemmas to state the central result of this section:
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Theorem 7. Assuming the Min-Power Bounded-Hops Broadcast instance has a solution with power at most B, the
solution produced by Algorithm Broadcast has power O(B log n) and all the nodes are reachable from the root within
O(d log n) hops.
3. Min-power bounded-hops strong connectivity
In this section we use the result and methods of the previous section to give an approximation algorithm for the
Min-Power Bounded-Hops Strong Connectivity problem with asymmetric power requirements.
We again show how to solve a budgeted version of the problem. Let OPT be an optimal solution connecting all
required nodes with paths of at most d hops and assume p(OPT)B. Let v be an arbitrary vertex. OPT contains an
outgoing arborescence of depth at most d, called Aout, rooted at v (so p(Aout)B) and an incoming arborescence of
depth at most d, called Ain, rooted at v (so p(Ain)OPT). Our algorithm also computes, and then puts together, an
outgoing and an incoming arborescence rooted at v.
The broadcast algorithm in the previous section produces an outgoing Qout, an arborescence of depth O(d log n)
rooted at v with p(Qout)O(B log n). To obtain an incoming arborescence Qin of depth O(d log n) and with
p(Qin)O(B log n)we use almost the same algorithm, but computing incoming branches instead of outgoing branches,
and a modiﬁcation described below. The main Algorithm Broadcast and the setCoverage algorithm are the same, except
that incoming branches are used.
Incoming branches have the same power as cost (each vertex has outdegree at most 1) and this makes ﬁnding good
valid branches easier. An incoming arborescence can be also found by algorithms for SLST in directed graphs. Though
we are not aware of published algorithms for SLST in directed graphs, the method of [22] can be modiﬁed to handle
directed graphs (as we are dealing with spanning, and not Steiner trees). Our approach, which uses spiders and set
coverage instead of matching (as in [22]) also works, and we describe it below for completeness’ sake. The modiﬁed
Greedy procedure, which is described below as Algorithm 4, is simpler: we only consider minimum cost path of at
most d hops from the uncovered nodes to the root of the branch.
Algorithm 4 Modiﬁed_Greedy(U)
Require: Set of uncovered nodes U. Implicit input parameters are the directed graph G(V,E, c), diameter bound
d, budget B, and root r.
Ensure: Outputs a valid incoming branch S such thatp(S)/|VS∩U |B/|U |, provided the Min-Power Bounded-
Hops Strong Connectivity instance has a solution with power at most B; may exit with “failure” if no such solution
exists.
1: for all v ∈ V do
2: EW ← ∅
3: VW ← {v}
4: while [p(W)/|U ∩ VW |>B/|U | or (|U ∩ VW |1 and v = r)] and [UVW ] do
5: P ← minu∈U\VW shortestBoundedPath(u, v, d)
6: EW ← EW ∪ EP , VW ← VW ∪ VP
7: end while
8: if p(W)/|U ∩ VW |B/|U | then
9: return (v, VW ,EW)
10: end if
11: end for
12: return failure
We proceed with translating Lemma 2, It uses the same proof idea and is simpler.
Lemma 8. Assuming the Min-Power Bounded-Hops Strong Connectivity instance has a solution with power at most
B, Algorithm 4 ﬁnds a good valid branch.
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Proof. Let T be the optimum arborescence incoming into the root (which has depth d, and we assume T has power at
most B) and U be the set of uncovered nodes. Traverse T in postorder and whenever a vertex v is the ancestor of at
least two vertices of U (where by default every vertex is an ancestor of itself) deﬁne a branch with root v given by the
subtree of T rooted at v. Remove v and its descendants from T, and repeat. The process stops when |V (T ) ∩ U |< 2.
If |V (T ) ∩U | = 1, one last branch is given by the root r and the current T. Note that every obtained branch is valid: it
either covers two vertices of U, or it has r as a root. Moreover every branch obtained has depth at most d. Let Si , for
1 iq, be the branches so obtained.
It is immediate that p(S1)+p(S2)+ · · · +p(Sq)B. We have that |U ∩VS1 | + |U ∩VS2 | + · · · + |U ∩VSq | = |U |.
Therefore there is d-bounded branch (which is a spider) of optimum S with p(S)/|U ∩ VS |B/|U |, and either rS = r
or |U ∩VS |=2. Let Q1,Q2, . . . ,Qq , where q=|U ∩VS |, be the paths of S from the leafs S which are in U to rS (where
we include the path with zero edges from rS to itself if rS ∈ U ). For i = 1, 2, . . . , q, note that the paths Qi are edge
disjoint and that Qi ∩U consists of exactly one vertex, the ﬁrst point of Qi , which we denote by ui , Moreover, assume
p(Q1)p(Q2) · · · p(Qq). Note that for a directed path, its cost equals its power. Then p(S) =∑qi=1 p(Qi).
During the execution of Algorithm 4, the case v = rS is considered. Let k = 1 if v ∈ U ; otherwise let k = 0. Let
P1, P2, . . . , Pq−k be the ﬁrst q − k results of the minu∈U\VW shortestBoundedPath(u, v, d) procedure and note that
each Pi contains only one vertex from U\W—its ﬁrst vertex—as otherwise just a part of Pi would be returned by
minu∈U\VW shortestBoundedPath(u, v, d).
For i = 1, 2, . . . , q − k, we have that p(Pi) = c(Pi)p(Qk+i ) = c(Qk+i ). Indeed, before searching for the ith
path, VW does not contain all of {u1, u2, . . . , uk+i}. Therefore, one of Q1,Q2, . . . ,Qk+i is a candidate to be returned
by minu∈U\VW shortestBoundedPath(u, v, d). where we note that each Qi has at most d edges. If the algorithm does
not ﬁnd a good valid branch earlier, after q − k iterations of the while loop of Algorithm 4 (with v = rS), W satisﬁes
p(W)
∑q−k
i=1 p(Pi)
∑q
i=1 p(Qi) = p(S) and |VW ∩ U | |VS ∩ U | and either |VW ∩ U |2 or v = r or both. We
conclude that the algorithm always ﬁnds a good valid incoming branch. 
Lemmas 3–6 translate immediately, with exactly the same proofs. Since p(Qout∪Qin)p(Qout)+p(Qin)
O(B log n), and Qout ∪ Qin is a strongly connected spanning subgraph with diameter O(d log n), we have:
Theorem 9. There is a polynomial-time algorithm for Min-Power Bounded-Hops Strong Connectivity whose output
has power O(p(OPT) log n) and every node is reachable from another node by a path of length O(d log n), where OPT
is an optimum solution of diameter d.
4. Approximation for min-power bounded-hops broadcast in the Euclidean case
The approximation factors for the broadcast problem can be improved in the case when nodes represent points on a
plane, and the cost c(uv)=c(v, u)=‖u, v‖, where ‖u, v‖ is the Euclidean distance and  is a constant. The algorithm
simply shortcuts paths of O(log n) hops (as illustrated in Fig. 5) and the pseudocode of the recursive procedure is given
log n
log n
r
q
Fig. 5. Adding shortcuts to reduce depth.
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as Algorithm 5. The procedure is initially invoked with h=d. In the algorithm, q is such that the output of the Algorithm
Broadcast has depth qd .
Algorithm 5 Shortcut(T , h)
Require: The input is an arborescence T rooted at r with depth h · q
Ensure: The output T ′ is an arborescence rooted at r, spanning V (T ), with depth h and p(T ′)p(T )q−1.
if h = 0 then
return
end if
L ← {u : depth(u) = q}
M ← {u : depth(u)q}
for all ui ∈ L do
Ti ← subtree of T rooted at ui
T ′i ← Shortcut(Ti, h − 1)
end for
T ′ ← ∪ui∈L T ′i ∪u∈M\{r} {ru}.
return T ′
Lemma 10. Algorithm 5 is correct, that is, T ′ has depth h, and p(T ′)p(T )q−1.
Proof. The depth property follows immediately by induction on h.
We show thatpT ′(r)q−1
∑
u∈M\L pT (u) and the rest follows by induction. Letube such that c(ru)=maxv∈M c(rv)
and let P = 〈x0 = r, x1, . . . , xj = u〉 be the directed path in T from r to u, and note that jq. Then ‖ru‖j−1∑j−1
i=0 ‖xixi+1‖, as the worst case occurs when ‖x0x1‖ = ‖x1x2‖ = · · · = ‖xj−1xj‖.
Note that for i = 0, 1, . . . , j − 1 we have pT (xi)‖xixi+1‖ and that xi ∈ M\L. Therefore pT ′(r)q−1∑
u∈M\L pT (u) and the lemma follows. 
We know by Lemmas 5 and 6 that we can assume that the output of the algorithm of Section 2 has depth d · q, with
q = O(log n), and power O(p(OPT) log n), where OPT is an optimum solution of depth d. Based on the discussion
above we have:
Theorem 11. There is a O((log n))-approximation algorithm for Min-Power Bounded-Hops Broadcast in the Eu-
clidean case.
The same postprocessing trick cannot be directly applied to Min-Power Bounded-Hops Strong Connectivity. For the
outgoing arborescence (as in Section 3), the algorithm above for Broadcast is used. For the incoming arborescence, the
method is described below. Ifd=O(log n), then the reduction to Directed SteinerTree gives a O((log n)2) approximation.
Else we let q = O(log n) be a parameter given by the upper bound on the number of phases of Algorithm 1 given in
Lemma 4. Every bounded-depth path chosen by Algorithm 4 is compressed immediately by adding direct edges in
between nodes q hops apart in the path. The power of the path is blown up by q · q−1. Indeed, using the argument
of the broadcast case above, for any vertex u on the path, the new power of u satisﬁes p′(u)q−1
∑j
i=1 p(ui),
where ui is the ith vertex starting with u1 = u on the path from u to the root, and jq. Thus the total new power is∑
u p
′(u)q−1
∑j
i=1 p(ui)q
∑
u p(u), as each p(u) appears at most q times in the middle summation.
There are O(log n) phases and in each phase the power used is bounded by O(Bq) = O(Blogn), where B is the
guess for the power of the optimum solution. Using 1, we conclude:
Theorem 12. Min-Power Bounded-Hops Strong Connectivity in the Euclidean case admits a O((log n)+1)-
approximation algorithm.
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5. Conclusions and open problems
We provided (O(log n),O(log n)) bicriteria approximation algorithms for Min-Power Bounded-Hops Broadcast and
Min-Power Bounded-Hops Strong Connectivity with asymmetric cost function. In the Euclidean case, postprocessing
the output of the bicriteria Min-Power Bounded-Hops Broadcast leads to a O((log n))-approximation algorithm.
We believe our approach also works for Min-Power Bounded-Hops Symmetric Connectivity with asymmetric
cost function (the Krumke et al. algorithm [19] relies on the cost function being symmetric), provided that shortest
BoundedPath(y, z, i) andAlgorithm 3 are modiﬁed appropriately.A symmetricBoundedPath(x, y, z, i) procedure, with
four parameters (vertices x, y, z, and integer i) is used to ﬁnd a minimum power directed graph P which contains the
edge yx and a bidirected path from y to z using at most i edges. Such a directed graph P is found by applying the method
described in [28,12,24] for bounded-hops minimum cost directed paths to a slight modiﬁcation of the auxiliary directed
graph whose construction is given in [4] for Min-Power Symmetric Unicast with asymmetric cost function. We can
obtain a polynomial-time algorithm for Min-Power Bounded-Hops Symmetric Connectivity whose output has power
O(p(OPT) log n) and diameter O(d log n), where OPT is an optimum solution of diameter d. We believe the equivalent
of Theorem 12 also holds for Min-Power Bounded-Hops Symmetric Connectivity in the Euclidean case.
The Euclidean case might be easier to solve. However, it would be reasonable to start with SLST ﬁrst, before moving
to minimizing power. As far as we know, nothing better than (O(log n),O(log n)) is known for SLST when hops are
used for measuring diameter and simple Euclidean distance is used for measuring cost, except for the type of “jumps”
we use in Section 4 to transform bicriteria results into pure approximation algorithms.
We also note that with asymmetric costs, Min-Power Multicast (even with unbounded hops) is harder than Min-Power
Broadcast: [3] presents a straightforward reduction from Directed Steiner Tree to Min-Power Multicast. The recent
paper of Halperin and Krauthgamer [11] shows that Directed Steiner Tree does not admit any O(log2−n) approximation
unless NP has quasi-polynomial Las Vegas algorithms.
The techniques seem to easily generalize to bounded degree structures, just by considering bounded degree branches
(or spiders) instead of bounded depth branches in the greedy algorithm of Section 2.3. However, in the Euclidean
case there is no need to specially search for bounded-degree trees, as the minimum spanning tree is within a constant
optimum for all three Min-Power problems, and can be assumed to have degree at most ﬁve.
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