Abstract. We consider the dynamical behavior of Martin-Löf random points in dynamical systems over metric spaces with a computable dynamics and a computable invariant measure. We use computable partitions to define a sort of effective symbolic model for the dynamics. Trough this construction we prove that such points have typical statistical behavior (the behavior which is typical in the Birkhoff ergodic theorem) and are recurrent. We introduce and compare some notion of complexity for orbits in dynamical systems and we prove that the complexity of the orbits of random points equals the entropy of the system.
Introduction
The randomness of a particular outcome is always relative to some statistical test. The notion of algorithmic randomness, defined by Martin-Löf in 1966, is an attempt to have an "absolute" notion of randomness. This absoluteness is actually relative to all "effective" statistical tests, and lies on the hypothesis that this class of tests is sufficiently wide.
Martin-Löf's original definition was given for infinite symbolic sequences. With this notion each single random sequence behave as a generic sequence of the probability space for each effective statistical test. In this way many probabilistic theorems having almost everywhere statements can be translated to statements which hold for each random sequence. As an example we cite the fact that in each infinite string of 0's and 1's which is random for the uniform measure, all the digits appears with the same limit frequency. This can be seen as corollary of the V'yugin ergodic theorem for individual random sequences ( see [11] and lemma 3.2.1 below).
A particularly interesting class of stationary stochastic processes is constituted by those generated by a measure preserving map on a metric space (these are the objects studied by ergodic theory).
Recently the notion of Martin-Löf randomness was generalized to computable metric spaces ( [8, 3] ) which are separable metric spaces where the distance can be in some sense effectively computed (see section 2.4 ). In those spaces, it is also possible to define "computable" functions, which are functions whose behavior is in some sense given by an algorithm. The space of infinite symbolic sequences, the real line or euclidean spaces, are examples of metric spaces which become computable in a very natural way.
In this paper we consider systems, of the type (X, T, µ), where X is a computable metric space and T is a computable map preserving the computable measure µ (there is an algorithm to calculate the measure of nice sets, for precise a definition see section 2.5). Shifts on spaces of infinite sequences (also called symbolic systems) which preserve a computable measure are systems of this kind.
In the classical ergodic theory, a powerful technique (symbolic dynamics) allows to associate to a general system as above (X, T, µ) a shift on a space of infinite strings having similar statistical properties. In section 3 we use the algorithmic features of computable metric spaces and its random points to define and construct effective symbolic model for the dynamics. In this models random points are associated to random infinite strings, and we will use this tool to generalize theorems which are proved in the symbolic setting to the more general setting.
We will first consider two main results of ergodic theory, namely the Pointcaré recurrence theorem and the Birkhoff ergodic theorem.
In section 3.2 we prove that each random point is recurrent (a sort of Poincaré recurrence theorem for random points) and the generalization (thm. 3.2.1) of the above mentioned V'yugin ergodic theorem for random points to computable measure preserving transformations on computable metric spaces. This will also be used in the last sections of the paper to investigate the orbit complexity of random points in such dynamical systems.
In section 4 and following, we consider the orbit complexity of random points and its relations with the entropy of the system.
The well known notion of measure theoretic entropy (see section 4) of a dynamical system (also called Kolmogorov-Sinai entropy) comes directly from Shannon theory of information. The entropy of a system is a measure of the rate of Shannon information which is necessary to describe the dynamics. We remark that Shannon information is a global average notion, which depends on the probability measure which is considered on the space.
In 1965, Kolmogorov defined an algorithmic notion of information content of a single string. This information does not depend on the measure and was actually intended to provide an absolute notion of information and individual randomness. In this setting a sequence will be called random if it contains maximal information. But Martin-Löf proved that no sequence could be random in this sense, which lead him to propose his definition. Later, the original idea of Kolmogorov was refined, and was proved to give the notion of Martin-Löf randomness (see theorem 2.7.2).
The orbit complexity of a point x is a measure of the information rate which is necessary to describe the behavior of the orbit of x. In this pointwise definition the information is measured by the Kolmogorov information content. In [2] orbit complexity is defined for dynamical systems acting on metric spaces and it is proved that if the system is ergodic, the orbit complexity of almost each point equals the entropy of the system. In section 4 we introduce a definition of orbit complexity using effective symbolic dynamics, we compare this notion with the classical one obtaining (thm. 4.2.1) that they coincide at each random point (and hence on a total measure set). By this we prove (thm. 4.3.3) that in an ergodic computable measure preserving system, the orbit complexity of each random point coincides with the entropy of the system.
All these statements require that the dynamics and the invariant measure are computable.
The first assumption can be easily checked on concrete systems if the dynamics is given by a map which is effectively defined.
The second is more delicate: it is well known that given a map on a metric space, there can be a continuous (even infinite dimensional) space of probability measures which are invariant for the map, and many of them will be non computable. An important part of the theory of dynamical systems is devoted to select measures which are particularly meaningful. From this point of view, an important class of these measures is the class of SRB invariant measures, which are measures being in some sense the "physically meaningful ones"(for a survey on this topic see [13] ). It can be proved (see [6] and [5] and their references e.g.) that in several classes of dynamical systems where SRB measures are proved to exist, these measures are also computable from our formal point of view, hence providing several classes of nontrivial concrete examples where our results can be applied.
Preliminaries
2.1. Partial recursive functions. The notion of algorithm working on integers has been formalized independently by Markov, Church, Turing among others. Each constructed model defines a set of partial (not defined everywhere) integer functions which can be computed by some effective mechanical or algorithmic (w.r.t. the model) procedure. Later, it has been proved that all this models defines the same class of functions, namely: the set of partial recursive functions. This fact support a working hypothesis known as Church's Thesis, which states that every (intuitively formalizable) algorithm is a partial recursive function. It gives the connection between the informal notion of algorithm and the formal definition of recursive function.
Let us say then that a recursive function is a function (on integers) that can be computed in some effective or algorithmic way. For formal definitions see for example, [7] . With this intuitive description it is more or less clear that there exist an effective procedure to enumerate the class of all partial recursive functions, associating to each of them its Gödel number. Hence there exist a universal recursive function ϕ u : N → N satisfying for all e, n ∈ N, ϕ u ( e, n ) = ϕ e (n) where e is the gödel number of ϕ e and , : N 2 → N is some recursive bijection. In classical recursion theory, a set of natural numbers is called recursively enumerable (r.e for short) if it is the range of some partial recursive function. That is if there exists an algorithm listing the set. We denote by E e the r.e set associated to ϕ e . Namely E e = rang(ϕ e ) = {ϕ u ( e, n ) : n ∈ N}.
2.2.
Algorithms on finite objects. Strictly speaking, algorithms only work on integers. However, when the objects of some class have been identified with integers, it makes sense to speak about algorithms acting on these objects. Definition 2.2.1. A Numbered Set O is a countable set together with a surjection ν O : N → O called the numbering. We write o n for ν(n) and call n the name of o n .
Of course, the potential of algorithms depends on the choice of the numbering, since it determines to what extent an object can be algorithmically recovered from its name. If the objects of some collection can be characterized by a finite number of integers, then the collection is a numbered set since its objects can be indexed using standard recursive bijections from N * to N and from N k to N, which we will both denote . . Examples 2.2.1. 1. Q, with some standard numbering ν Q is a numbered set. 2. The set of partial recursive functions R = {ϕ e : e ∈ N} is a numbered set, göedel numbers being the names. 3. The collection {E e = rang(ϕ e ) : e ∈ N} of all r.e subset of N is a numbered set. Given a total algorithm A : N → O (i.e A = A ϕ for some total ϕ), we say that the sequence of finite objects (A(n)) n∈N is enumerated by A, or that A is an algorithmic enumeration of this sequence.
2.3.
Computability over the reals. Definition 2.3.1. Let x be a real number. We say that:
• x is lower semi-computable if the set E := {i ∈ N : q i < x} is r.e, • x is upper semi-computable if the set E := {i ∈ N : q i > x} is r.e, • x is computable if it is lower and upper semi-computable.
Equivalently, a real number is computable if and only if there exists an algorithmic enumeration of a sequence of rational numbers converging exponentially fast to x. That is: Let (x n ) n be a sequence of computable reals. We say that the sequence is uniformly computable or that x n is computable uniformly in n if there exists an algorithm A : N → Q such that for all n and i it holds 
makes it a computable metric structure.
For further examples we refer to [12] . Let (X, d, S) be an computable metric space. The computable structure of X assures that the whole space can be "reached" using algorithmic means. Since ideal points (the finite objects of S) are dense, they can approximate any x at any finite precision. Then, x itself can be identified to a sequence of ideal points converging to x in an effectively controlled way. Let us say that a sequence of ideal points (s in ) n is fast if d(s in , s in+1 ) < 2 −n for all n. As the space is complete, a fast sequence has always a limit x, and d(s in , x) < 2 −(n−1) for all n.
Definition 2.4.2 (Computable points).
A point x ∈ X is said to be computable if there exists an algorithm A : N → S which enumerates a fast sequence whose limit is x.
As for real numbers we can give the notion of uniform sequence Definition 2.4.3. Let (x n ) n be a sequence of computable points. We say that the sequence is uniformly computable or that x n is computable uniformly in n if there exists an algorithm A : N → S such that for all n, the sequence (A( n, i )) i is fast and converges to x n .
The numbered set of ideal points (s i ) i induces the numbered set of ideal balls
Computability can then be extended from the numbered set B to the space of open subsets of X: such an open subset U ⊆ X can be identified to a collection of ideal balls whose union is U .
Definition 2.4.4 (R.e open sets)
. We say that the set U ⊂ X is r.e open if there is some r.e set E ⊂ N such that U = ∪ i∈E B i .
Remark 2.4.2. Let U be an r.e open set. It is easy to see that there is an algorithm to semi-decide weather some ideal point belongs to U . That is, the algorithm will halt on input i iff s i ∈ U . This notion can be extended to any point x in the following sense: The algorithm sequentially ask (from an external user) a finite approximation of x at a given precision. If x ∈ U the algorithm will eventually stop and answer "yes", if x / ∈ U then the algorithm will ask forever. For formal definitions we refer to [8] .
Definition 2.4.5. Let (U n ) n be a sequence of r.e open sets. We say that the sequence is uniformly r.e or that U n is r.e open uniformly in n if there exists an r.e set E ⊂ N such that for all n it holds U n = ∪ i∈En B i , where E n = {i : n, i ∈ E}.
Examples 2.4.3. 1. If the sequence (U n ) n is uniformly r.e then the union ∪ n U n is an r.e open set. 2. The universal recursive function ϕ u makes the collection of all r.e open sets (denoted U) a sequence uniformly r.e. Indeed, define E := { e, ϕ u ( e, n ) : e, n ∈ N}. Then U = {U e : e ∈ N } where U e = ∪ i∈Ee B i . 3. The numbered set U is closed under finite unions and finite intersections. Furthermore, these operations are effective in the following sense: there exists recursive functions ϕ ∪ and ϕ ∩ such that for all i, j ∈ N, U ei ∪ U ej = U ϕ ∪ ( i,j ) and the same holds for ϕ ∩ . Equivalently:
Definition 2.4.6 (Constructive G δ -sets). We say that the set D ⊂ X is a constructive G δ -set if it is the intersection of a sequence of uniformly r.e open sets. ) is computable, uniformly in i. 3. More generally, if T is computable then there exists an algorithm which computes the image T (x) of any x in the following sense: the user enters some rational ǫ to the algorithm which, after asking finitely many times the user for finite approximations of x, halts outputting a finite approximation of T (x) up to ǫ. 4. The distance function d : X × X → R is a computable function.
Computable Probability Spaces (CPS).
When X is a computable metric space, the space of probability measures over X, denoted by M(X), can be endowed with a structure of computable metric space (see [3, 8] ). Then a computable measure can be defined as a computable point of M(X).
Let X = (X, d, S) be a computable metric space. Let us consider the space M(X) of measures over X endowed with weak topology, that is:
where µf stands for f dµ. If X is separable and complete, then M(X) is separable and complete. Let D ⊂ M(X) be the set of those probability measures that are concentrated in finitely many points of S and assign rational values to them. It can be shown that this is a dense subset ( [1] ).
We consider Prokhorov metric ρ on M(X) defined by:
where A ǫ = {x : d(x, A) < ǫ}. This metric induces the weak topology on M(X). Furthermore, it can be shown that the triple (M(X), D, ρ) is a computable metric space (see [3] , [8] ).
Definition 2.5.1. A measure µ is computable if there is an algorithmic enumeration of a fast sequence of ideal measures (µ n ) n∈N ⊂ D converging to µ in the Prokhorov metric and hence, in the weak topology.
The following theorem gives a characterization for the computability of measures in terms of the computability of the measure of sets (for a proof see [8] ):
finite unions of ideal open balls is lower-semi-computable
where X is a computable metric space and µ is a computable Borel probability measure on X.
Definition 2.5.3. Let (X , µ) and (Y, ν) be two computable probability spaces. A morphism from (X , µ) to (Y, ν) is a measure-preserving function F : X → Y which is computable on a constructive G δ -set of µ-measure one.
We recall that F is measure-preserving if ν(A) = µ(F −1 (A)) for every Borel set A. Computable probability structures can be easily transferred: Proposition 2.5.1. Let (X , µ) be a computable probability space, Y be a computable metric space and
Proof. Direct from theorem 2.5.1.
2.6. Algorithmic randomness. Now we consider a generalization of Martin-Löf tests to computable probability spaces. Let (X , µ) be a computable probability space.
Definition 2.6.1. A Martin-Löf µ-Test is a sequence (U n ) n∈N of uniformly r.e open sets which satisfy µ(U n ) < 2 −n for all n. Any subset of n U n is called an effective µ-null set. Definition 2.6.2. A point x ∈ X is called µ-random if x is contained in no effective µ-null set. The set of µ-random points is denoted R µ .
Note that µ(R µ ) = 1. The following is the generalization for metric spaces of a classical result in cantor space due to Martin-Löf. It says that the set of non-random points is not only a null set but an effective null set. For a proof see [8] .
Theorem 2.6.1. The union of all effective µ-null sets, denoted by N µ , is again an effective µ-null set.
Thus, there is a single Martin-Löf test (often called universal ) which tests nonrandomness, and R µ = N c µ . We will need the following results, also taken from [8] .
Lemma 2.6.1. Every µ-random point is in every r.e open set of full measure. Proposition 2.6.1 (Morphisms of CPS preserve randomness). Let F be a morphism of computable probability spaces (X , µ) and (Y, ν). Then every µ-random point x is in the domain of computability of F and F (x) is ν-random.
Kolmogorov complexity.
The idea is to define, for a finite object, the minimal amount of algorithmic information from which the object can be recovered. That is, the length of the shorter description (code) of the object. Since this shorter description is supposed to contain all necessary information to reconstruct in an algorithmic way the coded finite object, the Kolmogorov Complexity is also called Algorithmic Information Content. For a complete introduction to Kolmogorov complexity we refer to the standard text [9] .
Let Σ * and Σ N be the set of finite and infinite words (over the finite alphabet Σ) respectively. A word w ∈ Σ * defines the cylinder
Definition 2.7.1. An interpreter is a partial recursive function ϕ : {0, 1} * → Σ * which has a prefix-free domain.
Definition 2.7.2. Let I : {0, 1} * → Σ * be an interpreter. The complexity (or Information Content) K I (w) of w ∈ Σ * is defined to be
It turns out that there exists an algorithmic enumeration of all interpreters, which entails the existence of an universal interpreter U which is asymptotically optimal in the sense that the invariance theorem holds:
We fix an universal interpreter U and we let K(w) = K U (w). Not surprisingly, there is a relation between Kolmogorov complexity and randomness. Initial segments of random infinite strings being maximally complex. For a proof see [9] . 
Effective symbolic dynamics and statistics of random points
Let (X , µ) be a computable probability space and let R µ be the set of random points. The aim of this section is to study the set R µ from a dynamical point of view. That is, we will put a dynamic T on (X , µ) (an endomorphism of computable probability spaces), and look at the abilities of random points (which are a priori independent of T ) to describe the statistical properties of T .
We recall that a Borel set A is called T -invariant if T −1 (A) = A(mod 0) and that the transformation T is said to be ergodic if every T -invariant set has measure 0 or 1.
3.1. Symbolic dynamics of random points. Let T be an endomorphism of the (Borel) probability space (X, µ). In the classical construction, one consider access to the system given by a finite measurable partition, that is a finite collection of pairwise disjoint Borel sets P = {p 1 , . . . , p k } such that µ(∪ i p i ) = 1. Then, to (X, µ, T ) a symbolic dynamical system (X P , σ) is associated (called the symbolic model of (X, T, P)). The set X P is a subset of {1, 2, . . . , k} N . To a point x ∈ X corresponds an infinite sequence ω = (ω i ) i∈N = φ P (x) defined as
The transformation σ : X P → X P is the shift defined by σ((ω i ) i∈N ) = (ω i+1 ) i∈N . As P is a measurable partition, the map φ P is measurable and then the measure µ induces the measure µ P (on the associated symbolic model) defined by µ P (B) = µ(φ −1 P (B)) for all measurable B ⊂ X P . The requirement of φ P being measurable makes the symbolic model appropriate from the measure-theoretic view point, but is not enough to have a symbolic model compatible with the computational approach:
Definition 3.1.1. Let T be an endomorphism of the computable probability space (X , µ) and P = {p 1 . . . , p k } a finite measurable partition. The associated symbolic model (X P , µ P , σ) is said to be an effective symbolic model if the map φ P : X → {1, . . . , k} N is a morphism of CPS (here the space {1, . . . , k} N is endowed with the standard computable structure).
The sets p i are called the atoms of P and we denote by P(x) the atom containing x (if there is one). Observe that φ P is computable on its domain only if the atoms are open r.e sets (in the domain): Proof. Define the full-measure constructive G δ -set:
Since the sets p i ∈ P are r.e, for all x ∈ X P we can decide which of p i , x belongs to. This proves that φ P is computable over X P . Proposition 2.5.1 allows to conclude.
After the definition an important question is: are there computable partitions? the answer depends on the existence of open r.e sets with a zero-measure boundary.
Definition 3.1.3. A measurable set A is said to be a µ-continuity set if µ(∂A) = 0 where ∂A = A ∩ X \ A is the boundary of A. Definition 3.1.4. A set A is said to be almost decidable if there are two r.e open sets U and V such that:
Remarks 3.1.1.
1. a set is almost decidable if and only if its complement is almost decidable, 2. an almost decidable set is always a continuity set, 3. a µ-continuity ideal ball is always almost decidable. 4. unless the space is disconnected (i.e. has non-trivial clopen subsets), no set can be decidable, i.e. semi-decidable (r.e) and with a semi-decidable complement (such a set must be clopen
1
). Instead, a set can be decidable with probability 1: there is an algorithm which decides if a point belongs to the set or not, for almost every point. That is why we call it almost decidable.
Ignoring computability, the existence of open µ-continuity sets directly follows from the fact that the collection of open sets is uncountable and µ is finite. The problem in the computable setting is that there are only countable many open r.e sets. Fortunately, there still always exists a basis of almost decidable balls. This result, first obtained in [8] with other techniques, will be used many times in the sequel, in particular it directly implies the existence of computable partitions. For completeness we present a different, self-contained proof.
Theorem 3.1.1. There is a family of uniformly computable reals (r i n ) i,n∈N such that for all i, {r i n : n ∈ N} is dense in R + and such that for every i, n, the ball B(s i , r i n ) is almost decidable. Proof. Let s i be an ideal point. Put I j,k = [q j , q k ] with q j , q k positive rational numbers. We show that for every n = j, k we can compute, uniformly in n, a real r i n ∈ I n for which µ(∂B(s i , r 
, one of the tests must stop, and then provides the "good" interval J k+1 for which the condition holds. 1 In Cantor space for example (which is totally disconnected), every cylinder (ball) is a decidable set. Indeed, to decide if some infinite sequence belongs to some cylinder it suffice to compare the finite word defining the cylinder to the corresponding finite prefix of the infinite sequence.
We denote by B i,n the almost decidable ball B(s i , r i n ). The family {B i,n : i, n ∈ N} is a basis for the topology. It is even effectively equivalent to the basis of ideal balls : every ideal ball can be expressed as a r.e. union of almost decidable balls, and vice-versa.
We finish presenting some results that will be needed in the next subsection.
Corollary 3.1.1. On every computable probability space, there exists a family of uniformly computable partitions which generates the Borel σ-algebra.
Proof. Take P k = {B k , X \ B k }: as the almost decidable balls form a basis of the topology, the σ-algebra generated by the P k is the Borel σ-field. 
e open set, so its measure is lower semicomputable. As µ(A) is computable, µ A (W ) is lower semi-computable. Note that everything is uniform in n 1 , . . . , n k . The result follows from theorem 2.5.1.
Let U and V as in the definition of an almost decidable set. First note that R µ ∩ A = R µ ∩ U , as R µ ⊆ U ∪ V by lemma 2.6.1. Again by lemma 2.6.1, R µA ⊆ U , and as µ A ≤ 1 µ(A) µ, every µ-effective null set is also a µ A -effective null set, so R µA ⊆ R µ . Hence, we have R µA ⊆ R µ ∩ U .
Conversely, R C µA being a µ A -effective null set, its intersection with U is a µ-effective null set, by definition of
3.2. Some statistical properties of random points. With the tools developed so far, it is possible translate many results of the form µ{x : P (x)} = 1, with P some predicate, into an "individual" result of the form:
"If x is µ-random, then P (x)".
In this section we give two examples: recurrence and statistical typicality. Definition 3.2.1. Let X be a metric space. A point x ∈ X is said to be recurrent for a transformation T : X → X, if lim inf n d(x, T n x) = 0.
Proposition 3.2.1 (Random points are recurrent). Let (X, µ) be a computable probability space. If x is µ-random, then it is recurrent with respect to every ergodic endomorphism T on (X, µ).
Proof. take x ∈ R µ and B an almost decidable neighborhood of x. Then µ(B) > 0 and there is a r.e open set U such that:
where D is the domain of computability of T . By the Poincaré recurrence theorem, this set has full measure for µ B (.) = µ(.|B). By proposition 3.1.3, x ∈ R µB , so by lemma 2.6.1, x is in U .
We now prove that random points satisfy a stronger property to be used in the sequel: typicality. Let us then introduce this concept.
Let X be a metric space and T be a continuous transformation on X. Let C b (X) be the space of bounded real-valued continuous functions on X. For f ∈ C b (X) define:
at the points x where this limit exists. We recall that a point x is called generic
Every generic point x generates an invariant probability measure µ x , dually defined by:
A generic point x is said to be µ-typical if µ x is ergodic. The well-known Birkhoff ergodic theorem says that for each ergodic measure µ, the set of µ-typical points has µ-measure one.
From a statistical point of view, µ-typical points are those whose orbits reproduce the main statistical features of µ (in particular they are a total measure set), hence in some sense they are random for the dynamic.
What algorithmically random points have to do with dynamically random points?
This problem has already been studied by V'yugin ( [11] ) in the particular case of the Cantor space and for computable observables. We prove a general version which applies to computable dynamics on any CPS, for any observable. The strategy is simple: we use computable partitions to construct effective symbolic models and use the following particular case of V'yugin's main theorem.
Lemma 3.2.1. Let µ be a computable shift-invariant ergodic measure on the Cantor space {0, 1}
ω . Then for each µ-random sequence ω:
We are now able to prove:
Theorem 3.2.1. Let (X, µ) be a computable probability space. Then each µ-random point x is µ-typical for every ergodic endomorphism T .
We remark that the theorem holds uniformly for all observables and all ergodic endomorphisms.
Proof. First, let us show that if A is an almost decidable set then for all µ-random point x:
Indeed, consider the computable partition defined by α := {A, X \ A} and the associated symbolic model (X α , σ, µ α ). By proposition 3.1.1, φ α (x) is a well defined µ α -random infinite sequence, so lemma 3.2.1 applies and gives the result. Now we extend (5) to every continuity set A. Let (B i ) i be a sequence of almost decidable balls such that int(A) = ∪ i B i and define
Applying the same argument to X \ A gives the result. Finally we extend the result to bounded continuous functions. Let f be continuous and bounded (|f | < M ) and let ǫ > 0 be a real number. Then, since the measure µ is finite, there exists real numbers r 1 , . . . , r k ∈ [−M, M ] (with r 1 = −M and r k = M ) such that |r i+1 − r i | < ǫ for all i = 1, . . . , k − 1 and µ(f −1 (r i )) = 0 for all i = 1, . . . , k. It follows that for i = 1, . . . , k − 1 the sets
are all continuity sets. Hence the function f ǫ = k−1 i=1 r i f Ai satisfies f − f ǫ ∞ ≤ ǫ and then the theorem follows by density.
Entropy and orbit complexity
Let (X, T, µ) be an ergodic dynamical system and ξ = {C 1 , . . . , C N } be a finite measurable partition of X. Let T −1 ξ be the partition given by the pre-images
be the partition given by the sets of the form
varying C ij among all the sets of ξ. Knowing to which atom ξ n a point x belongs to (that is to perform an observation) corresponds to knowing the atoms of the partition ξ that the orbit of x visits up to time n − 1.
4.1.
Measure-theoretical entropy. The notion of measure-theoretical entropy was introduced by Kolmogorov as an indicator of "how random a dynamical system is". It can be thought as the rate (per unit time) of gained information (or removed uncertainty) when observations of the type "T n (x) ∈ C i " are performed. The notion of information used in the original definition was Shannon information but others notions of information, as Kolmogorov's one, could also be used in principle.
We now recall the classical definition and some basic tools. Then we present the definition obtained using Kolmogorov's notion: algorithmic information.
Entropy with Shannon information. Let us consider the Shannon information function relative to the partition ξ n (the information which is gained by observing that x ∈ ξ n (x)):
I µ (x|ξ n ) := − log µξ n (x) and its mean, the entropy of the partition ξ n :
The measure theoretic or Kolmogorov-Sinaï entropy of T relative to the partition ξ is defined as:
(which exists and is an infimum, since the sequence (H µ (ξ n )) n is sub-additive). Now we take the supremum over all finite partitions in order to suppress the partitiondependency: the Kolmogorov-Sinaï entropy of (X, T, µ) is defined as:
With the Shannon information function, it is possible to define a kind of pointwise notion of entropy with respect to a partition ξ:
This notion, by the celebrated Shannon-MacMillan-Breiman theorem equals h µ (T, ξ) for µ-almost every point (moreover, the limit exists almost every where). We recall the following two results that we will need later. The first proposition follows directly from the definitions.
The next proposition is taken from [10] :
family of finite partitions which generates the Borel σ-algebra up to sets of measure 0, then
Entropy with Kolmogorov information. Now we show in a simple way how with the Kolmogorov information content it is possible to give a definition equivalent to the above one when the measure is computable. An atom C of the partition ξ n can be seen as a word of length n on the alphabet ξ, which allows one to consider its Kolmogorov complexity K(C).
We then define the Kolmogorov information function (which is independent of µ) relative to the partition ξ n :
and its mean, which can be called the algorithmic entropy of the partition ξ n :
When µ is computable and ξ is a computable partition, by propositions 3.1.1, 2.6.1 and the Levin-Chaitin theorem, there is a constant c such that for every µ-random point x and every n it holds:
and since random points have measure one, one also has:
so we obtain an easy proof that the measure theoretic entropy with respect to a computable partition can be obtained also using Kolmogorov information:
which in turns, since computable partitions contains a generating family (corollary 3.1.1), offers an equivalent definition of Kolmogorov-Sinai entropy:
With the Kolmogorov information function, it is also possible to define a pointwise notion of algorithmic entropy with respect to a partition ξ:
In [2] , Brudno has shown:
Actually, one of his goals was to define (using Kolmogorov complexity) a notion of entropy for a single orbit. A natural choice was to use K sym (x, T |ξ) and take supremum over all partitions to have an absolute notion, but Brudno showed that this supremum could be infinite for a "large" set of points. So, he proposed a somewhat different definition: orbit complexity.
4.2.
Orbit complexity. Since Kolmogorov complexity is defined and meaningfull for a single symbolic sequence it seems that with this notion it is possible to define entropy of a single orbit. This problem was firstly considered by Brudno in [2] .
Brudno showed that if orbits are coded using finite partitions, its complexity may become infinite when we take supremum over all partitions (this is true for every non eventually periodic orbit), so we can't easily suppress the partition-dependency in the definition.
To solve the problem, Brudno coded orbits using finite open covers, which yields to a proper definition in the compact case. He proved that if the space is compact, the orbit complexity so defined equals the metric entropy of the system almost everywhere. If the space is non compact, the definition of Brudno gives infinite complexity to any orbit which has "many" isolated points (translations on the real line for instance). In [4] another solution is proposed: on effective metric spaces, orbit complexity is defined using shadowing sequences of ideal points, which can be seen as words in a canonical way. This definition make sense in the non compact case and, when X is compact, it coincide with Brudno's definition for each point. Let us hence introduce the classical notion of orbit complexity by this equivalent definition:
Shadowing orbit complexity. Let T be an endomorphism of the CPS (X , µ). For each point x we define the shadowing orbit complexity of x under T , denoted K shad (x, T ), which quantifies in some sense the algorithmic information needed to describe the orbit of x with finite but arbitrarily accurate precision.
Given ǫ > 0 and n ∈ N, the algorithmic information needed to describe the n first iterates of x up to ǫ is:
where K(i) is the self-delimiting complexity of i (actually, of its binary expansion). We then define the maximal growth-rate of this information:
As ǫ tends to 0, this quantity increases, hence it has a limit (which can be infinite).
Definition 4.2.1. The shadowing orbit complexity of x under T is defined by:
We remark that the n first iterates of x could be ǫ-shadowed by a pseudo-orbit of n ideal points instead of the orbit of a single ideal point. Actually it is easy to see that it gives the same quantity
Indeed, from i 0 , . . . , i n−1 some ideal point can be algorithmically found in B(s i0 , ǫ)∩. . .∩T −(n−1) B(s in−1 , ǫ) which is a r.e open set, uniformly in i 0 , . . . , i n−1 . Its n first iterates 2ǫ-shadow the orbit of x, which proves the first inequality. For the second inequality, some i 0 , . . . , i n−1 can be algorithmically constructed from n and a point s i corresponding to K shad n (x, T, ǫ/2), taking any s ij ∈ B(T j s i , ǫ).
Orbit complexity via computable partitions. We now show that in the computable framework, finite partitions does lead to a proper definition of orbit complexity in a very simple way (moreover, in this approach compactness is not important). We will see that this definition is equivalent to the above one at each random point. This will allow us to prove in the next subsection that for each random point of the space the orbit complexity equals the entropy. Let T be an endomorphism of the computable probability space (X, µ).
The symbolic orbit complexity of x under T is:
Since computable partitions are a countable collection which, in addition, contains a generating family (see corollary 3.1.1), we can apply propositions 4.1.3 and 4.1.2 to obtain: 2 In the following, + ≤ stands for inequality up to a constant which depends only on T Proposition 4.2.1. K sym (x, T ) = h µ (T ) for µ-almost every point which can be seen as an extension of Brudno's main result to the non compact case.
Equivalence of the two orbit complexities for random points. Now we prove that the notions of K shad (x, T ) and K sym (x, T ) coincide at every random point.
Theorem 4.2.1. Let (X , µ) be a compact computable probability space. Then for every µ-random point x:
for any ergodic endomorphism T .
To prove it, we need the following lemma.
First remind that for all natural number k ≥ 1, the self-delimiting complexity of its binary expansion k satisfies:
where J(x) = log x + 1 + 2 log(log x + 1) for all x ∈ R, x ≥ 1. Notice that J is a concave increasing function and that x → xJ(1/x) is an increasing function on ]0, 1] and tends to 0 as x → 0.
Also remind that for all finite sequence of strings (x 1 , . . . , x n ), one has
(this is one reason to use the self-delimiting complexity instead of the plain complexity).
Lemma 4.2.1. Let Σ be a finite alphabet and n ∈ N. Let u, v ∈ Σ n and 0 < α < 1/2 such that the density of the set of positions where u and v differ is less than α, that is:
n where c is a constant independent of u, v and n.
where c is some constant independent of u, v, n, p.
As x → xJ(1/x) is increasing for x ≤ 1/2 and p/n < α < 1/2, one has:
n Switching u and v gives the result (c may be changed).
We are now able to prove the theorem.
Choose a computable partition P of diameter < ǫ (this is why we require X to be compact). To every cell of P, associate an ideal point which is inside. This finite dictionary can be encoded into a finite string (which could also be algorithmically generated from P which consists of open r.e. cells, but we do not need that). Then the translation through this finite dictionary is computable, and transforms the symbolic orbit of x into a sequence of ideal points ǫ-close to the orbit of x. So K shad (x, T ) ≤ K sym (x, T ). For the other inequality, fix some computable partition P. We show that for any β > 0 there is some ǫ > 0 such that for every µ-random point x, K sym (x, T |P) ≤ K shad (x, T, ǫ) + β. As K shad (x, T, ǫ) increases as ǫ → 0 + and β is arbitrary, the inequality follows.
First take α < 1/2 such that αJ(1/α) < β, and remark that
Hence there is some ǫ such that µ (∂P) ǫ < α. From a sequence of ideal points we will reconstruct the symbolic orbit of a µ-random point with a density of errors less than α. Lemma 4.2.1 will then allow to conclude.
We define an algorithm A(ǫ, n, i) with ǫ ∈ Q >0 and n, i ∈ N which outputs a word a 0 . . . a n−1 on the alphabet P. To compute a j , A semi-decides in a dovetail picture:
• T j s i ∈ C for every C ∈ P, • s ∈ C for every s ∈ B(T j s i , ǫ/2) and every C ∈ P.
The first test which stops provides some C ∈ P: put a j = C. Let x be a µ-random point and s i an ideal point whose orbit ǫ/2-shadows the first n iterates of x. We claim that A will halt. Indeed, if T j s i is in no C ∈ P, as T j x is a random point it belongs to some C ∈ P, so T j x ∈ C ∩ B(T j s i , ǫ/2) which is an open set and then contains at least an ideal point s, which will be eventually dealt with.
We now compare the symbolic orbit of x with the symbolic sequence computed by A. A discrepancy at rank j can appear only if T j x ∈ (∂P) ǫ . Indeed, if this is not the case then B(T j x, ǫ) ⊆ C where C is the cell T j x belongs to. As d(T j s i , T j x) < ǫ/2, B(T j s i , ǫ/2) ⊆ B(x, ǫ) ⊆ C, so the algorithm gives the right cell. Now, using the Birkhoff ergodic theorem for random points (theorem 3.2.1), the following holds for any µ-random point x:
lim sup n→∞ 1 n #{j < n : T j x ∈ (∂P) ǫ } ≤ µ((∂P) ǫ ) < α so there is some n 0 such that for all n ≥ n 0 , 1 n #{j < n : T j x ∈ (∂P) ǫ } < α. This implies that for all n ≥ n 0 , taking s i an ideal point whose orbit ǫ-shadows the first n iterates of x and with minimal complexity, the algorithm A(ǫ, n, i) produces a symbolic string u which differs from the symbolic orbit v of x of length n with a density of errors < α. Applying lemma 4.2.1 gives: 1 n K(ϕ P (x) <n ) = 1 n K(v) ≤ 1 n K(u) + αJ(1/α) + c n ≤ 1 n K shad n (x, T, ǫ) + K(ǫ) + K(n) + c ′ + β + c n where c ′ depends on ǫ. Taking the lim sup as n → ∞ gives:
Orbit complexity of random points equals the entropy of the measure. In [11] , the following result is proved: Which corresponds to the Shannon-McMillan-Breiman theorem for individual random sequences on the space of symbolic sequences. Using the tools developed in section 3, we easily prove the general version, on any computable probability space. Proof. Since ξ is computable, by proposition 3.1.1, the symbolic model (X ξ , σ, µ ξ ) is effective. Hence, proposition 2.6.1 implies that ϕ(x) is µ ξ -random in X ξ . By definition, I µ (x|ξ n ) = − 1 n log µ ξ ([ϕ(x) 1:n ]). Then the result follows from theorem 4.3.1 and proposition 4.1.1.
We finish by showing how this theorem allows to easily strength proposition 4.2.1, proving that it holds for each µ-random point: Theorem 4.3.3. Let (X , µ) be a (not necessarily compact) computable probability space. Then for each µ-random point x ∈ X:
for every ergodic endomorphism T .
Before the proof we recall that if the space is compact, by Thm. 4.2.1 for each random point K sym (x, T ) coincides with the original Brudno's definition of orbit complexity.
Proof. Let ξ be a computable partition. By the Levin-Chaitin theorem, for each µ-random point x, there is a constant c such that for all n: I µ (x|ξ n ) − c < I(x|ξ n ) < I µ (x|ξ n ) + K(n) + c so lim sup n→∞ I(x|ξ n ) n = lim sup n→∞ I µ (x|ξ n ) n Hence, by theorem 4.3.2, K sym (x, T |ξ) = h µ (T, ξ). Since the collection of all computable partitions generates the Borel σ-algebra (see corollary 3.1.1), proposition 4.1.2 proves the theorem.
