New examples of Riemannian g.o. manifolds in dimension 7  by Dušek, Z et al.
Differential Geometry and its Applications 21 (2004) 65–78
www.elsevier.com/locate/difgeo
New examples of Riemannian g.o. manifolds in dimension 7
Z. Dušek a, O. Kowalski b,∗, S.Ž. Nikcˇevic´ c
a Department of Algebra and Geometry, Palacky University, Tomkova 40, 707900 Olomouc, Czech Republic
b Faculty of Mathematics and Physics, Charles University, Sokolovská 83, 18675 Prague, Czech Republic
c Mathematical Institute SANU, Knez Mihailova 35, p.p 367, 11000 Beograd, Serbia and Montenegro
Received 9 May 2003; received in revised form 1 July 2003
Available online 24 April 2004
Abstract
A Riemannian g.o. manifold is a homogeneous Riemannian manifold (M,g) on which every geodesic is an
orbit of a one-parameter group of isometries. It is known that every simply connected Riemannian g.o. manifold
of dimension  5 is naturally reductive. In dimension 6 there are simply connected Riemannian g.o. manifolds
which are in no way naturally reductive, and their full classification is known (including compact examples). In
dimension 7, just one new example has been known up to now (namely, a Riemannian nilmanifold constructed
by C. Gordon). In the present paper we describe compact irreducible 7-dimensional Riemannian g.o. manifolds
(together with their “noncompact duals”) which are in no way naturally reductive.
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1. Introduction
A connected Riemannian manifold (M,g) is said to be homogeneous if its full isometry group I (M)
acts transitively on M .
Let G ⊂ I (M) be a connected Lie group which acts transitively on a Riemannian manifold M and let
o ∈ M be a fixed point. If we denote by H the isotropy group at o, then M can be identified with the
homogeneous manifold G/H . In general, there may exist more than one such group G ⊂ I (M). If, for
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M , then there is another expression of M as G′/H ′ (where H ′ is the new isotropy group).
For any fixed choice M = G/H , G acts effectively on G/H from the left. The Riemannian metric
g on M can be considered as a G-invariant metric on G/H . The pair (G/H,g) is then called a
Riemannian homogeneous space. Such space is always a reductive homogeneous space in the following
sense (cf. [10]): we denote by g and h the Lie algebras of G and H respectively and consider the
adjoint representation Ad :H × g → g of H on g. There exists a direct sum decomposition (reductive
decomposition) of the form g = m+ h where m ⊂ g is a vector subspace such that Ad(H)(m) ⊂ m. For a
fixed reductive decomposition g = m+h there is a natural identification of m ⊂ g = TeG with the tangent
space ToM via the projection π :G → G/H = M . Using this natural identification and the scalar product
go on ToM we obtain a scalar product 〈, 〉 on m. This scalar product is obviously Ad(H)-invariant.
The following definition is well known from [10]:
Definition 1.1. A Riemannian homogeneous space (G/H,g) is said to be naturally reductive if there
exists a reductive decomposition g = h +m of g satisfying the condition
(1)〈[X,Z]m, Y 〉+ 〈X, [Z,Y ]m〉= 0 for all X,Y,Z ∈ m.
Here the subscript m indicates the projection of an element of g into m.
It is also well known that the condition (1) is equivalent to the following more geometrical property:
(2)The curve exp(tX)(o) is a geodesic for all X ∈ m.
Thus, for a naturally reductive homogeneous space every geodesic on (G/H,g) is an orbit of a one-
parameter subgroup of the group of isometries. (See [5,7] and [13] for more advanced results on naturally
reductive spaces.)
Definition 1.2. Let (M,g) be a homogeneous Riemannian manifold. Then (M,g) is said to be naturally
reductive if there is a transitive group G of isometries for which the corresponding Riemannian
homogeneous space (G/H,g) is naturally reductive in the sense of Definition 1.1.
Examples are known such that M = G/H is not naturally reductive for some small group G ⊂ I0(M)
but it becomes naturally reductive if we write M = G′/H ′ for a bigger group of isometries G′ ⊂ I0(M).
By the straightforward generalization of the property (2) we get the following definition.
Definition 1.3. A Riemannian homogeneous space (G/H,g) is called a g.o. space if each geodesic of
(G/H,g) (with respect to the Riemannian connection) is an orbit of a one-parameter subgroup {exp(tZ)},
Z ∈ g, of the group of isometries G.
A homogeneous Riemannian manifold (M,g) is called a Riemannian g.o. manifold if each geodesic
of (M,g) is homogeneous, i.e., an orbit of a one-parameter group of isometries.
Remark. In the cited literature, the name “Riemannian g.o. space (M,g)” is used as well.
Some decades ago, it was generally believed that the property “all geodesics are orbits” is just
equivalent with the natural reductivity (cf. [2, Theorem 5.4]). The first counter-example of a Riemannian
g.o. manifold which is not naturally reductive comes from A. Kaplan [8]. This is a six-dimensional
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groups” or “H-type groups”. The extensive study of g.o. spaces and g.o. manifolds started just with the
Kaplan’s paper. In [14] the authors have proved the following results:
Theorem 1.4 [14]. Every simply connected Riemannian g.o. manifold (M,g) of dimension n  5 is
naturally reductive.
Theorem 1.5 [14]. The following six-dimensional simply connected Riemannian g.o. manifolds (and only
those) are not naturally reductive:
(i) (M,g) is a two-step nilpotent Lie group with two-dimensional center, provided with a left-invariant
Riemannian metric such that the maximal connected isotropy group is isomorphic either to SU(2) or to
U(2). All these Riemannian g.o. manifolds depend on three real parameters;
(ii) (M˜, g) is the universal covering space of a homogeneous Riemannian manifold of the form
(M = SO(5)/U(2), g) or (M = SO(4,1)/U(2), g), where SO(5) or SO(4,1) is the identity component
of the full isometry group, respectively. In each case, all corresponding invariant metrics g (with the
“g.o. property”) depend on two real parameters.
The Riemannian manifolds of type (i) are just 6-dimensional “modified H-type groups” in the sense
of J. Lauret [15]. The Riemannian manifolds of type (ii) include the first known compact examples of
Riemannian g.o. manifolds which are not naturally reductive. (See also explicit citations in [6] and [1].)
We shall now formulate our basic results, which will be proved in the next sections.
Proposition 1.6. On a homogeneous space G/H = (SO(5) × SO(2))/U(2) (or G/H = (SO(4,1) ×
SO(2))/U(2), respectively) there is a family {gp,q} of invariant metrics depending on two parameters
p > 0, q > 0 (or p > 0, q < 0, respectively) with the following properties:
(A) If p,q satisfy the system of inequalities
(3)p = 2, q2 = 4p2 1 − p
2 + p , q
2 = 2p3 6 − p
3p2 + 4 , q
2 = p2
then G is the maximal connected group of isometries of (G/H,gp,q).
(B) If p,q satisfy the inequality p = 1, then (G/H,gp,q) is a Riemannian g.o. space which is not
naturally reductive; for p = 1 it is naturally reductive.
(C) If p,q satisfy the inequalities
(4)p = 2, q2 = p2(2 − p), q2 = 4 (p − 2)2
then (G/H,gp,q) is locally irreducible.
(D) The group SO(5) (or SO(4,1), respectively) acts as a transitive group of isometries on
(G/H,gp,q) but the corresponding Riemannian homogeneous space (SO(5)/SU(2), gp,q) (or (SO(4,1)/
SU(2), gp,q), respectively) is never a g.o. space.
Main Theorem. On a 7-dimensional homogeneous space G/H = (SO(5) × SO(2))/U(2) (or G/H =
(SO(4,1) × SO(2))/U(2), respectively) there is a family {gp,q} of invariant metrics depending on two
parameters p,q (where the pairs (p, q) fill in an open subset V of the plane) such that each homogeneous
Riemannian manifold (G/H,gp,q) is a locally irreducible and not naturally reductive Riemannian g.o.
manifold.
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for the corresponding statements. They are used only in order to simplify the computations and to omit
cumbersome details.
Remark 2. In [6], the structural properties were studied separately for g.o. spaces of nilpotent type,
of compact type, and of semi-simple noncompact type, respectively. Surprisingly, if we write our new
examples as g.o. spaces of the form (G/H,gp,q), then the group G cannot be semisimple (see the part
(D) of Proposition 1.6), which contrasts to the 6-dimensional examples. This means that our noncompact
examples go beyond the theory developed by C. Gordon.
Conjecture. The g.o. manifolds from the Main Theorem (possibly with less restrictions put on the
parameters p and q) and the nilmanifold by C. Gordon from [6] and [11] are the only 7-dimensional
Riemannian g.o. manifolds which are not naturally reductive.
Remark 3. D. Alekseevsky and A. Arvanitoyeorgos proved in [1] that if M = G/K is a flag manifold of
a classical simple compact Lie group G, different from M = B(k − m,m) = SO(2k + 1)/U(k − m) ×
SO(2m + 1), and if g is an invariant metric such that (G/K,g) is a g.o. space, then g is homothetic
to the standard metric on M = G/K (and thus the space is naturally reductive). On the other hand, the
remaining flag spaces may include an infinite number of nice examples of g.o. spaces! There is a very
recent research by the above authors, which is still continuing, and the definitive results will be hopefully
available in the near future.
Problems.
(a) Find a general procedure for constructing higher-dimensional compact irreducible Riemannian g.o.
manifolds which are not naturally reductive.
(b) Is it possible to extend and adapt the theoretical characterization of compact g.o. spaces, or
noncompact g.o. spaces of semi-simple type in [6], to produce effective constructions of new compact
examples (or their noncompact “duals”)?
2. Geodesic graphs
Our technique used for the characterization of Riemannian g.o. spaces and g.o. manifolds is based on
the concept of “geodesic graph”. (A completely different and more abstract characterization is used in
[6] but it is still not clear if it is enough efficient for constructing examples.)
One of the first contributions to this machinery comes from J. Szenthe [16]. We shall start with the
most general definition of a geodesic graph and then we describe a construction of a geodesic graph on
any Riemannian g.o. space, which belongs essentially to Szenthe. We shall also make a very short survey
of the present theory of geodesic graphs.
Definition 2.1. Let (G/H,g) be a g.o. space. A vector Z ∈ g is called a geodesic vector if the curve
exp(tZ)(o) is a geodesic.
(For Z = 0 the corresponding geodesic is “singular”, i.e., a constant map.)
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Lie algebra g. A (general ) geodesic graph is an Ad(H)-equivariant map η :m → h which is rational on
an open dense subset of m and such that X + η(X) is a geodesic vector for each X ∈ m.
Now we have the following basic result:
Theorem 2.3. On every Riemannian g.o. space (G/H,g) there exists at least one geodesic graph.
Outline of the proof. We consider a reductive decomposition g = m+ h and the induced scalar product
〈, 〉 on m (via the identification m = To(G/H)). We define subalgebras qX ⊂ h for X ∈ m in the following
way:
(5)qX =
{
A ∈ h | [A,X] = 0}.
Then we choose an invariant scalar product (, ) on h. According to a theorem by Szenthe, in this situation,
there is a unique Ad(H)-invariant map ξ :m → h such that X+ ξ(X) is a geodesic vector and ξ(X) ⊥ qX
for each X ∈ m. (Let us remark that the map ξ is not smooth on m, unless the space (G/H,g) is naturally
reductive. See [14,16] for more details.) Now, it remains to show that the map ξ is rational on an open
dense subset of m. For this purpose we recall the following
Lemma 2.4 [14]. A vector Z ∈ g is geodesic if and only if
(6)〈[Z,Y ]m,Zm〉= 0 for all Y ∈ m.
Here the subscript m indicates the projection of an element of g into m.
In the following we will restrict ourselves on the open dense subset of vectors from m such that the
corresponding algebra qX has the minimal dimension. The minimal possible dimension for qX is denoted
by q¯ and the vectors X from m such that dimqX = q¯ are called generic vectors. Further, denote n = dimm
and r = dimh. Choose a basis {Xi} of m and a basis {Dj} of h, and let us express any X ∈ m and the
corresponding ξ(X) ∈ h in the coordinate form
(7)X =
n∑
i=1
xiXi, ξ(X) =
r∑
j=1
ξjDj .
In formula (6), we replace the vector Z by the sum X + ξ(X) and for Y we substitute, step by step, all
elements Xi , i = 1, . . . , n. Then we obtain a compatible system of linear equations for the parameters
ξj whose coefficients are polynomials of xi . On the subset U ⊂ m of all generic vectors X, the rank of
this system is equal to r − q¯ . On the other hand, the condition ξ(X) ⊥ qX gives on U additional q¯ linear
equations. The whole system is now solvable by the Cramer’s rule and we obtain the components ξj on
U in the form ξj = Pj/P , j = 1, . . . , r , where Pj and P are homogeneous polynomials of variables xi
and deg(Pj ) = deg(P ) + 1. (Moreover, we have deg(P )  (q¯ + 1)(r − q¯); see [11, Theorem 1.2], for
more details.) Hence we see that the map is rational on an open dense subset of generic vectors in m and
this concludes the proof of Theorem 2.3. 
The geodesic graphs described in the proof of Theorem 2.3 are not unique in general. Indeed, the
previous construction by Szenthe still depends on two degrees of freedom: the choice of a reductive
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we will call them “canonical geodesic graphs”. (See [11] for more information.)
The degree of a canonical geodesic graph is defined as the degree of the denominator P in the situation
when P1, . . . , Pr and P are relatively prime.
For the detailed construction and examples of general geodesic graphs see [12] or [4]. In general it may
happen that the degree of a (general) geodesic graph (defined in the analogous way as in the canonical
case) is lower than the degree of any canonical geodesic graph. On the other hand, if dim qX = 0 for all
generic vectors (i.e., q¯ = 0), then the geodesic graphs from Definition 2.2 are all canonical in the above
sense. In particular, each geodesic graph is independent of a scalar product given on h and its degree is
independent of the reductive decomposition g = m+ h (see [11, Theorem 1.3]).
Definition 2.5. If (M,g) is a g.o. manifold then the degree of (M,g) is the minimum of degrees of all
geodesic graphs (either canonical or general ) constructed for all possible g.o. spaces (G/H,g) where
G ⊂ I0(M) and M = G/H .
According to the results of J. Szenthe, the degree of (M,g) is zero if and only if (M,g) can be made
a naturally reductive space (G/H,g) for a suitable choice G ⊂ I0(M).
In [11], the last two authors constructed explicitly the geodesic graphs on 6-dimensional Riemannian
manifolds described in Theorem 1.5 and also on the 7-dimensional Riemannian manifolds constructed
by C. Gordon in [6]. In [3], the first author constructed geodesic graphs on H-type groups with 2-
and 3-dimensional center. The degree of all these geodesic graphs is zero or two. Further, in [4], the
first two authors constructed a canonical geodesic graph of degree 6 and a general geodesic graph of
degree 3 on the 13-dimensional H-type group with 5-dimensional center. The degree of the corresponding
Riemannian g.o. manifold in the sense of Definition 2.5 is then equal to three.
In the next section we shall use the following
Lemma 2.6. Let for each X ∈ m there is a vector F ∈ h such that X + F ∈ g is a geodesic vector. Then
the space (G/H,g) is a g.o. space.
Proof. It follows at once from the fact that the orbit exp((X+F)t)(o) is a geodesic whose initial tangent
vector is the image of X under the identification m = To(G/H). 
3. Proofs of the main results
We shall start with the construction of our examples at the Lie algebra level. Let m be a 7-dimensional
vector space with the (positive) scalar product 〈, 〉. Choose an orthonormal basis (E1, . . . ,E4,Z1,Z2,Z3)
in m. We denote v = span(E1, . . . ,E4), z = span(Z1,Z2,Z3) and thus m = v+ z. Further we denote Aij
(for 1 i < j  4) the elements of so(v), Bαβ (for 1 α < β  3) the elements from so(z) and Ciα (for
1 i  4 and 1 α  3) the elements from so(m) with the corresponding action given by the formulas
Aij (Ek) = δikEj − δjkEi, Bαβ(Zγ ) = δαγZβ − δβγZα,
Ciα(Ej ) = δijZα, Ciα(Zβ) = −δαβEi
(8)(for i, j, k = 1, . . . ,4 and α,β, γ = 1, . . . ,3).
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 u(2), where
A = A34 − A12,
B = A13 + A24,
C = A14 − A23,
(9)D = 2B12 +A14 +A23
and we put g = m + h. Now we define the Lie algebra structure on g by the additional relations
(10)
[E1,E2] = p(Z1 −A), [E2,E3] = qZ3 − pC,
[E1,E3] = p(Z2 +B), [E2,E4] = −p(Z2 −B),
[E1,E4] = qZ3 + pC, [E3,E4] = p(Z1 +A),
(11)[Z1,Z2] = 2q
p
Z3, [Z2,Z3] = 2p
q
Z1, [Z3,Z1] = 2p
q
Z2,
where p and q are the parameters satisfying p > 0, q = 0 and p = |q|, and by the adjoint action of the
elements from z on v given by:
ad(Z1)|v = (A12 +A34),
ad(Z2)|v = (A13 −A24),
(12)ad(Z3)|v = p
q
(A14 + A23).
If we denote ĝ = span(m,A,B,C) then for q > 0 the algebra ĝ is isomorphic to so(5) via the map
ϕ :g → so(5) given by
ϕ(Ei) =
√
2pAi5 for i = 1, . . . ,4,
ϕ(Z1) = A12 + A34, ϕ(A) = A34 −A12,
ϕ(Z2) = A13 − A24, ϕ(B) = A13 +A24,
(13)ϕ(Z3) = p
q
(A14 +A23), ϕ(C) = A14 − A23
and for q < 0 the algebra ĝ is isomorphic to so(4,1). Since the vector Z3 − pq D is the central element
in g, the algebra g is isomorphic to so(5) + so(2) for q > 0 or g 
 so(4,1) + so(2) for q < 0. We shall
consider the first case only (the second one can be treated similarly).
We can choose for the corresponding Lie groups G = SO(5) × SO(2), H = U(2). Because the
decomposition g = m + h is Ad(H)-invariant, we obtain a G-invariant Riemannian metric gp,q on
M = G/H which comes from the inner product 〈, 〉 on m. Here m is again naturally identified with
the tangent space ToM of the manifold M at a fixed point o ∈ M via the projection π :G → G/H . We
see easily that dimqX = 0 for each generic vector.
Convention: We shall use the symbol 〈, 〉 also for the scalar product (gp,q)o on ToM and the notation
(8) also for the corresponding operators on ToM .
We are first going to show the following
Proposition 3.1. (G/H,g) is a g.o. space which is not naturally reductive for p = 1.
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X ∈ m in the form X = x1E1 + · · · + x4E4 + z1Z1 + · · · + z3Z3 and each vector F ∈ h in the form
F = ξ1A+ ξ2B + ξ3C + ξ4D and let us consider the equation
(14)〈[X + F,Y ]m,X〉= 0,
where Y runs over all m. This gives the condition for X + F to be a geodesic vector. We have to
determine the corresponding F to the given X. Here for Y ∈ m we substitute, step by step, all 7 elements
E1, . . . ,E4,Z1, . . . ,Z3 of the given orthonormal basis into the formula (14). We obtain a system of 7
linear equations for the parameters ξ1, . . . , ξ4 (satisfying the Frobenius criterion of compatibility). Now,
for a generic vector X, the rank of this system is 4. We select, in a convenient way, a subsystem of
4 linearly independent equations. The matrix A of the coefficients of the corresponding homogeneous
system and the vector b of the right-hand sides are given by
(15)A =


−x2 x3 x4 x4
x1 x4 −x3 x3
x4 −x1 x2 −x2
0 0 0 2z2

 ,
(16)b =


(p − 1)z1x2 + (p − 1)z2x3 + (q − pq )x4z3
−(p − 1)x1z1 − (p − 1)x4z2 + (q − pq )x3z3
(p − 1)x4z1 − (p − 1)x1z2 − (q − pq )x2z3
2( q
p
− p
q
)z2z3

 .
Now, using the notation ‖x‖2 = x21 + x22 + x23 + x24 , we see that a vector X is generic if and only if‖x‖2 = 0. Then the corresponding vector F can be calculated by the Cramer’s rule and its components
are
ξ1 =
[
(p − 1)(−x22 + x24 + x23 − x21)z1 − 2(p − 1)(x4x1 + x3x2)z2
+ 2
(
q − q
p
)
(x1x3 − x4x2)z3
]
/‖x‖2,
ξ2 =
[
2(p − 1)(x3x2 − x4x1)z1 + (p − 1)
(−x24 + x21 + x23 − x22)z2
+ 2
(
q − q
p
)
(x4x3 + x1x2)z3
]
/‖x‖2,
ξ3 =
[
2(p − 1)(x4x2 + x3x1)z1 + 2(p − 1)(x3x4 − x1x2)z2
+
(
q − q
p
)(
x24 − x22 − x23 + x21
)
z3
]
/‖x‖2,
(17)ξ4 =
(
q
p
− p
q
)
z3.
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elements of the subalgebra z ⊂ m. As we see easily from (14), each vector
3∑
i=1
ziZi +
(
q
p
− p
q
)
z3D
is a geodesic vector. Hence our space is a g.o. space. But, according to Theorem 2.3, at least one geodesic
graph must exist! For the generic vectors X the values of this graph must be given by the formulas
(17). For the non-generic vectors Z ∈ z the values ξ(Z) are not unique but can be defined by putting
ξ1 = ξ2 = ξ3 = 0 in (17). It is easy to see that this partial map from z into h is equivariant. Hence we have
constructed a geodesic graph. Clearly, the geodesic graph is linear for p = 1 and nonlinear for p = 1. In
the second case, it will remain nonlinear for any reductive decomposition of g (see the remarks before
Definition 2.5). This concludes the proof of the proposition. 
Next we shall prove
Proposition 3.2. The statement (A) of Proposition 1.6 holds.
Proof. Let ∇ be the Riemannian connection and ∇˜ the canonical connection of G/H (with respect to the
given ad(H )-invariant decomposition g = m+h). We compute the canonical torsion T˜o and the canonical
curvature R˜o in the tangent space ToM by the relations
(18)T˜o(X,Y ) = −[X,Y ]m and R˜o(X,Y )= −[X,Y ]h for X,Y ∈ m,
where m is naturally identified with ToM . Further, the difference tensor D˜ = ∇o − ∇˜o at the point o can
be calculated from the formula
(19)2〈D˜YX,Z〉 =
〈
T˜o(X,Y ),Z
〉+ 〈T˜o(X,Z),Y 〉+ 〈T˜o(Y,Z),X〉.
We obtain
D˜E1 =
1
2
pC21 + 12pC32 +
1
2
qC43,
D˜E2 = −
1
2
pC11 + 12qC33 −
1
2
pC42,
D˜E3 = −
1
2
pC12 − 12qC23 +
1
2
pC41,
D˜E4 = −
1
2
qC13 + 12pC22 −
1
2
pC31,
D˜Z1 =
1
2
(2 − p)A12 + A34 + q
p
B23,
D˜Z2 =
1
2
(2 − p)A13 − A24 − q
p
B12,
(20)D˜Z3 =
2p − q2
A14 + A23 + 2p
2 − q2
B12.2q pq
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(21)Ro(X,Y )= R˜o(X,Y )+ [D˜X, D˜Y ] + D˜T˜o(X,Y ).
In the next lines we write simply R(X,Y ) instead of Ro(X,Y ). Using the notation
(22)
r = 1
4p
(
p3 − 4p2 + 2q2), s = 1
p2
(
3q2 − 4p2),
t = 1
4
(
p2 − q2), u = 1
4
q(p − 2),
v = 3
4
p2 − 2p, w = 3
4
q2 − 2p
the components of the curvature operator (sorted into triplets, according to the occurrence of the same
elementary operators) are
R(E1,E2) = vA12 + tA34 + 2uB23,
R(E3,E4) = tA12 + vA34 + 2uB23,
R(Z2,Z3) = 2uA12 + 2uA34 − q
2
p2
B23,
R(E1,E3) = vA13 − tA24 − 2uB13,
R(E2,E4) = −tA13 + vA24 + 2uB13,
R(Z1,Z3) = −2uA13 + 2uA24 − q
2
p2
B13,
R(E1,E4) = wA14 − 2tA23 + 2rB12,
R(E2,E3) = −2tA14 +wA23 + 2rB12,
R(Z1,Z2) = 2rA14 + 2rA23 + sB12,
R(E1,Z1) = −14p
2C11 − uC33 + rC42,
R(E3,Z3) = −uC11 − 14q
2C33 − uC42,
R(E4,Z2) = rC11 − uC33 − 14p
2C42,
R(E1,Z2) = −14p
2C12 + uC23 − rC41,
R(E2,Z3) = uC12 − 14q
2C23 − uC41,
R(E4,Z1) = −rC12 − uC23 − 14p
2C41,
R(E1,Z3) = −14q
2C13 − uC22 + uC31,
R(E2,Z2) = −uC13 − 14p
2C22 − rC31,
R(E3,Z1) = uC13 − rC22 − 1p2C31,4
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2C21 + rC32 + uC43,
R(E3,Z2) = rC21 − 14p
2C32 + uC43,
(23)R(E4,Z3) = uC21 + uC32 − 14q
2C43.
The components of the Ricci form ρ are given by
(24)ρij = Ric(Xi,Xj) =
7∑
k=1
〈
R(Xk,Xi)Xj ,Xk
〉
.
(Here Xi = Ei for i = 1, . . . ,4 and Xi = Zi−4 for i = 5, . . . ,7.) The matrix ρij is now also the matrix of
the corresponding Ricci operator. It is a diagonal matrix, with the diagonal elements
(25)diag(ρij ) = (ρ1, ρ1, ρ1, ρ1, ρ2, ρ2, ρ3)
where
(26)ρ1 = 6p − p2 − 12q
2, ρ2 = p
4 + 4p2 − 2q2
p2
, ρ3 = q
2(p2 + 2)
p2
are the only (multiple) eigenvalues of the Ricci operator. (This is a lengthy but routine calculation and
the Maple software, for example, is suitable for doing it.)
We are going to find the necessary condition for the skew-symmetric operator D on ToM to preserve
the eigenspaces of the Ricci operator and to satisfy the condition D ·R = 0 (where the dot indicates that
D is acting as the derivation on the tensor algebra). For the sake of simplicity, we shall suppose from now
on that all three multiple Ricci eigenvalues ρi are distinct. This is equivalent to the following inequalities
for p and q:
1/2(2 − p)(4p3 − 4p2 + q2p + 2q2) = 0,
−p4 + 6p3 − 3/2p2q2 − 2q2 = 0,
(27)(4 + p2)(p − q)(p + q) = 0.
This can be rewritten in the form
p = 2, q2 = 4p2 1 − p
2 + p ,
q2 = 2p3 6 − p
3p2 + 4 ,
(28)q2 = p2.
This is equivalent with inequalities (3) from Proposition 1.6. To preserve the eigenspaces of ρ, the
operator D should be of the form
(29)D=
∑
1i<j4
aijAij + b12B12.
From the condition
(30)D ·R(X,Y,Z)− R(D ·X,Y,Z)−R(X,D · Y,Z)−R(X,Y,D ·Z) = 0
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necessary conditions
u(a13 − a24) = 0,
u(a12 + a34) = 0,
(31)u(a14 + a23 − b12) = 0.
In (28) we suppose p = 2, which implies u = 0. So the only operators which satisfy Eqs. (31) are
A,B,C,D. Hence, if the parameters p and q satisfy inequalities (28), then the stabilizer of the maximal
connected isometry group is H = U(2). This completes the proof of the proposition. 
Proposition 3.3. The Riemannian manifold (M = G/H,gp,q) is irreducible under conditions (4) from
Proposition 1.6.
Proof. We shall show that, under conditions (4), the representation of the (restricted) holonomy group
on the tangent space ToM is irreducible, which implies that the Riemannian manifold M is irreducible.
From relations (23) we obtain
R(E1,Z1)− R(E4,Z2) =
(
−1
4
p2 − r
)
· (C11 − C42),
R(E1,Z2)+ R(E4,Z1) =
(
−1
4
p2 − r
)
· (C12 + C41),
(32)R(E2,Z2)+ R(E3,Z1) =
(
−1
4
p2 − r
)
· (C22 + C31).
The second inequality of (4) is equivalent to the inequality − 14p2 − r = 0. If this is satisfied, then the
operators
(33)C1 = C11 −C42, C2 = C12 +C41, C3 = C22 +C31
belong to the Lie algebra k generated by R(Xi,Xj), i, j = 1, . . . ,7. By using formulas (33) and (23) we
obtain
R(E1,Z3)− uC3 = −14q
2C13 − 2uC22,
R(E3,Z3)+ uC1 = −14q
2C33 − 2uC42,
R(E1,Z3)+ uC3 = −14q
2C13 + 2uC31,
R(E2,Z3)− uC2 = −14q
2C23 − 2uC41.
Because we assumed p = 2, we have again u = 0. We denote u˜ = − q28u and define the operators C4, . . . ,C7
by the formulas
(34)
C4 = u˜C13 −C22, C5 = u˜C33 − C42,
C6 = u˜C13 +C31, C7 = u˜C23 − C41.
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(35)
[C1,C3] = A13 +A24, [C2,C3] = A12 − A34,
[C4,C5] = u˜2A13 +A24, [C6,C7] = u˜2A12 − A34.
Now, the third inequality of (4) is equivalent to the inequality u˜2 = 1. Hence we see that the operators
A12,A13,A24,A34 belong to k and hence A23,A14 ∈ k as well. Then, from the brackets [Aij ,Cm] (for
suitable 1 i < j  4 and 1m 7) it is easy to obtain arbitrary operator Ciα (for 1 i  4; 1 α  3)
and from the relations [Ciα,Ciβ ] = Bαβ (for 1  i  4 and 1  α,β  3) we obtain all operators Bαβ .
Hence, all the operators Aij ,Bαβ,Ciα (for 1 i, j  4 and 1 α,β  3), belong to the algebra k. Thus,
if inequalities (4) for the parameters p and q are satisfied, the Lie algebra k acts on the tangent space as
the standard representation of the algebra so(7). From the well-known theorems (see [9]) we see that the
restricted holonomy group acts irreducibly on ToM , which proves the statement. 
Proposition 3.4. The statement (D) of Proposition 1.6 holds.
Proof. For q > 0 we shall consider the algebras ĥ = span(A,B,C) 
 su(2) and ĝ = m+ ĥ 
 so(5) and
we express the Riemannian manifold M in the form M = Ĝ/Ĥ = SO(5)/SU(2). Let us investigate the
geodesic vectors in Ĝ/Ĥ . We put
X =
4∑
i=1
xiEi +
3∑
j=1
zjZj and F = ξ̂ (X) = ξ̂1A+ ξ̂2B + ξ̂3C.
From the formula (14) we get the system of 7 linear equations for the parameters ξ̂1, . . . , ξ̂3 of a geodesic
vector X + F . Again, we select in a convenient way a subsystem of 4 linearly independent equations.
This subsystem is equivalent to the matrix equation Â · ξ̂ (X) = b̂, where the matrix Â consists of the first
three columns of the matrix A and the vector b̂ of the right-hand side is just the vector b. The fourth row
gives the condition z2z3 = 0 for the vector X. Hence we see that a geodesic graph cannot exist on the
whole of m and thus Ĝ/Ĥ is not a g.o. space. For q < 0 the argument is the same. 
Herewith we have completed the proof of Proposition 1.6. 
It remains to finish the proof of the Main Theorem. We shall use Proposition 2.11 from [14], which
we quote explicitly.
Lemma 3.5 [14]. Let (M = G/H,g) be a g.o. space with G = I 0(M), and let g = m + h be an ad(H)-
invariant decomposition. If for any X from an open subset U ⊂ m\{0} there is a unique ξ(X) ∈ h such
that X + ξ(X) is a geodesic vector, and if the map ξ :U → h is non-linear, then (M,g) is not naturally
reductive.
Let us now define, in the Main Theorem, the open subset V of the (p, q)-plane as one satisfying
p > 0, the inequalities (3) and (4) from Proposition 1.6, the inequality p = 1, and one of the alternative
inequalities q > 0, or q < 0, respectively. The last step of the proof now follows by using part (A) of
Proposition 1.6 and Lemma 3.5. 
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