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Abstract—in  recent  years,  Feature  extraction  in  e-mail 
classification plays an important role. Many Feature extraction 
algorithms  need  more  effort  in  term  of  accuracy.  In  order  to 
improve the classifier accuracy and for faster classification, the 
hybrid algorithm is proposed. This hybrid algorithm combines 
the Genetics Rough set with blind source separation approach 
(BSS-GRF). The main aim of proposing this hybrid algorithm is 
to  improve  the  classifier  accuracy  for  classifying  incoming  e-
mails. 
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I.  INTRODUCTION 
Due to the increasing volume of unwanted email called as 
spam  or  Junk  email,  the  users  as  well  as  Internet  Service 
Providers (ISPs) are facing a lot of problems. Email spam also 
creates a major problems to the security of networked systems. 
Email classification is able to control the problem in a variety 
of ways. Detection and protection of spam emails from the e-
mail delivery system allows end-users to regain a useful means 
of  communication.  Many  researches  on  content  based  email 
classification  have  been  centered  on  the  more  sophisticated 
classifier-related  issues  [4].  Currently,  machine  learning  for 
email classification is an important research issue. The success 
of machine learning techniques in text categorization has led 
researchers to explore learning algorithms in spam filtering [6]. 
However, it is amazing that despite the increasing development 
of anti-spam services and technologies, the number of spam 
messages  continues  to  increase  rapidly.  Consequently,  novel 
approaches are desired to deal with ever- increasing flood of 
spam  and  the  persistent  attempts  by  spammers  to  break  the 
existing anti-spam barriers. Generations of spam filters have 
emerged over the years to deal with the spam issue. Most of 
these filters succeeded to some point in discriminating between 
spam  and  legitimate  e-mails,  however  they  require  manual 
intervention.  For  example  content  based  methods  require 
human efforts to build lists of characteristics and their scores. 
Over  the  last  five  years,  statistical  filters  have  gained  more 
attention as they are able to tweak themselves; getting better 
and  better  with  less  manual  intervention.  The  most  popular 
statistical  approach  is  the  Bayesian  filter,  which  assigns 
probability estimates to e-mails. When dealing with very large-
scale datasets, it is often a practical necessity to seek to reduce 
the size of the dataset, acknowledging that in many cases the 
patterns that are in the data would still exist if a representative 
subset of instances were selected. Further, if the right instances 
are selected, the reduced dataset can often be less noisy than 
the  original  dataset,  producing  superior  generalization 
performance of classifiers trained on the reduced dataset. The 
search for spam words in the incoming email can be viewed as 
a feature selection problem that can be formulated as follows: 
Given N data points xi   Rn , i = 1,………,N, with labels yi   
{-1,1} select an L-element subset of features {xik |K   S,S   
1,…….,N}    while  preserving  or  possibly  improving 
discriminative ability of a classifier. The number of relevant 
features  L  is  usually  chosen  arbitrarily.  The  e-mails  can  be 
interpreted as signals in the Universe (U) that can be separated 
into statistically independent components. Magnitudes of those 
components denoted by ai represent the original points xi in a 
new  feature  space.  Dimensionality  of  ai‟s  is  usually  much 
smaller than dimensionality of xi‟s making classification and 
feature selection problem easier. The new feature set will then 
be  reduced  to  attributes  relevant  to  the  given  classification. 
Each attribute of ai is associated with a computed component 
that is still in the  Universe (U). Therefore, relevant features 
point to relevant components where difference between e-mails 
in Universe (U) can be observed. Optima of those components 
for  a  particular  class  indicate  values  higher  or  lower  than 
usually.  The  following  sections  present  a  Blind  Source 
Separation (BSS) technique used to compute components and 
their  magnitudes  in  each  e-mail,  Rough  set  tools  used  for 
reduction  of  the  new  feature  set  and  classification  of  the 
incoming e-mail based on feature selection in Universe (U). 
II.  BLIND SOURCE SEPARATION  ALGORITHM 
In blind source separation (BSS), multiple observations are 
carried out by an array of sensors are processed in order to 
recuperate the initial mixing of the source signals. The term 
blind  refers  to  the  fact  that  there  is  no  specific  information 
about the mixing process or about the existing source signals. 
Blind source separation (BSS) is the technique that anyone can 
separate the original signals or latent data from their mixtures (IJACSA) International Journal of Advanced Computer Science and Applications, 
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without any knowledge about the mixing process, but using 
some statistical properties of latent or original source signals. 
The  perception  of  blind  source  separation  is  related  to 
independent component analysis (ICA)[3]. However, ICA can 
be  viewed  as  a  general-purpose  tool  replacing  principal 
component analysis (PCA) which means it is applicable to a 
wide range of problems. Some application domains of blind 
source separation are biomedical signal analysis, geophysical 
data  processing,  data  mining,  wireless  communications  and 
sensor array processing [2]. 
Each sequence of attributes xi will be interpreted as signal 
and will be denoted by a column vector. It is assumed here that 
each signal is a mixture of some underlying source of activity. 
It is assumed that each input signal is a linear combination 
of some statistically independent source. 
Xi = Mai + ei,                                                     (1) 
Where each column of M   Rn x m is a basis function Mj   
Rn , j = 1,2,….,m,ai   Rm is a column vector of coefficients – 
magnitudes of each basis functions in the signal xi and ei   Rn 
represents noise or error of the model. M and a are unknown 
parameters that need to be estimated. Statistical independence 
of the basis functions can be satisfied by minimizing mutual 
information  between  the  basis  functions.  Thus  M  and  a  are 
estimated by solving the following: 
M ,a = arg min a (arg min m ( I (M1, M2, ….., Mm) + λ||x – Ma||2)) ,       (2) 
Where λ is a scaling factor, and I (M1, M2, ….., Mm) is a 
mutual information between random variables M1, M2, ….., 
Mm defined as: 
I (M1, M2, ….., Mm) ∑  (  )    (            )  
    ,   (3) 
Where   (  )  is  entropy  of  a  random  variable  . 
Optimization  using  (2)  may  be  performed  with  a  gradient 
descent algorithm. The two quantities to be computed, M and 
a, make this problem complex. The minimization can be solved 
by estimating only M: 
M = arg min m ( I (M1, M2, ….., Mm) + λ||x – Ma||2) ,     (4) 
Where the estimate A of a in each step of the algorithm is 
the solution of the following: 
A= arg min a ||x- Ma||2 ,         (5) 
Where the value of M is a partial solution of (4) 
III.  GENETIC ALGORITHM 
Genetic algorithms (GA) are inspired by Darwin's theory 
about evolution. Simply said, solution to a problem solved by 
genetic algorithms is evolved. (GA) are a part of evolutionary 
computing,  which  is  a  rapidly  growing  area  of  artificial 
intelligence. It iteratively applies a series of genetic operators 
such  as  selection,  crossover,  and  mutation  to  a  group  of 
chromosomes where each chromosome represents a solution to 
a problem. The initial set of chromosomes is selected randomly 
from  solution  space.  Genetic  operators  combine  the  genetic 
information of parent chromosomes to form a new generation 
of the population; this process is known as reproduction. Each 
chromosome has an associated fitness value, which quantifies 
its  value  as  a  solution  to  the  problem.  A  chromosome 
representing a better solution will have a higher fitness value. 
The  chromosomes  computed  to  reproduce  based  on  their 
fitness  value,  thus  the  chromosomes  representing  better 
solution  have  a  higher  chance  of  survival.  After  many 
generations,  a  chromosome,  which  has  the  maximal  fitness 
value,  is  the  best  solution  for  the  problem.  Encoding  of  a 
Chromosome: The chromosome should in some way contain 
information about solution which it represents. The most used 
way  of  encoding  is  a  binary  string.  The  chromosome  then 
could look like this: 
Chromosome 1 1101100100110110 
Chromosome 2 1101111000011110 
Each chromosome has one binary string. Each bit in this 
string can represent some characteristic of the solution. Or the 
whole string can represent a number. Crossover: After we have 
decided what encoding we will use, we can make a step to 
crossover. Crossover selects genes from parent chromosomes 
and creates a new offspring. The simplest way how to do this is 
to  choose  randomly  some  crossover  point  and  everything 
before this point copy from a first parent and then everything 
after a crossover point copy from the second parent. After a 
crossover is performed, mutation take place. This is to prevent 
falling  all  solutions  in  population  into  a  local  optimum  of 
solved problem. Mutation changes randomly the new offspring. 
For binary encoding we can switch a few randomly chosen bits 
from 1 to 0 or from 0 to 1 
IV.  ROUGH SET ALGORITM 
In 1982 Rough set (RS) theory was developed by Pawlak. 
The most advantage of rough set is its great ability to compute 
the  reductions  of  information  systems.  In  an  information 
system there might be some attributes that are irrelevant to the 
target  concept  (decision  attribute),  and  some  redundant 
attributes.  Reduction  is  needed  to  generate  simple  useful 
knowledge[11] from it. A reduction is the essential part of an 
information  system.  It  is  a  minimal  subset  of  condition 
attributes  with  respect  to  decision  attributes.  The  Rough  set 
scheme is provided as follows. An information system is a pair 
S =< U,A >, where U = {x1, x2, ...xn} is a nonempty set of 
objects (n is the number of objects); A is a nonempty set of 
attributes, A = {a1, a2, ...am}(m is the number of attributes) 
such that a : U →Va for every a  A. The set Va is called the 
value set of a. A decision system is any information system of 
the form L = (U,A{d}), where d is the decision attribute and 
not  belong  to  A.  The  elements  of  A  are  called  conditional 
attributes. Let S = < U,A > be an information system, then with 
any  B     A  there  is  associated  an  equivalence  relation 
INDS(B):  INDS(B)  =  *(    )         ( )    (  )+ 
INDS(B)  is  called  the  B-indiscernibility  relation.  The 
equivalence classes of B-indiscernibility relation are denoted 
[x]B. The objects in  X can be certainly classified as members 
of X on the basis of knowledge in B, while the objects in   ̅X 
can be only classified as possible members of X on the basis of 
knowledge in B. Based on the lower and upper approximations 
of set X   U, the universe U can be divided into three disjoint 
regions, and we can define them as: POS(X) =  X ,  NEG(X) = (IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 5, No. 8, 2014 
57 | P a g e  
www.ijacsa.thesai.org 
U       ̅X , BND(X) =   ̅X      X The equivalence classes of B-
indiscernibility relation are denoted [x]B. indiscernibility is a 
binary equivalence relation that divides a given set of elements 
(objects) into a certain number of disjoint equivalence classes. 
An equivalence class of an element ai    X consists of all 
objects ai    X such that aiRai , where R indicates a binary 
relation. Let IS = (Rm,A) be an information system of objects 
from universe Rm described by the set of attributes A , then 
with  any  B     A  there  is  an associated  equivalence  relation 
INDS(B): 
INDS(B) = *(    )         ( )    (  )+ INDS(B)  (6) 
Based  on  the  concept  of  indiscernibility  relation,  a 
reduction in the space of attributes is possible. The idea is to 
keep  only  those  attributes  that  preserve  the  indiscernibility 
relation.  The  rejected  attributes  are  redundant  since  their 
removal cannot affect the classification. 
V.  BSS-GRF PROPOSED ALGORITHM 
Blind Source Separation-Genetic Rough Filter (BSS-GRF) 
is  a  proposed  Hybrid  algorithm  that  use  the  Blind  source 
separation technique hybrid with Genetic algorithm to enhance 
the feature selection process and then the classification process 
done by rough set algorithm. 
1)  Discarding  from  X  (incoming  email)  the  column 
consisting of low value entered due to noise 
2)  Calculate the sub matrix. 
3)  Sort Words according to word ranks 
4)  Choose the number of generations (we’ll use 10) 
5)  Read the spam and ham corpora 
6)  Randomly mix the lines of spam  
7)  Divide spam corpus into 10 slices  
8)  Loop until 10th generation: 
a) Generate chromosomes based on the current slice of 
spam using the ‘automatic’ formula 
b) Score chromosomes 
c) Print results for the current generation 
d) Keep the fittest 3rd 
e) reproduction survivors 
  2 survivor's reproduction via a crossover function to 
create a child 
  Use „Roulette Wheel‟ selection top choose the 2nd 
parent 
f) Mutate  some  of  the  children  by  randomly  deleting 
some genes 
g) Move to next slice of spam 
9)  Print Final results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  BSS-GRF filtering Steps 
VI.  EXPERIMENT IMPLEMENTATION 
In order to test the performance of above method, some 
corpora  of  spam  and  legitimate  emails  had  to  be  compiled; 
there are several collections of email publicly available to be 
used by researchers.  
SpamAssassin  (http://spamassassin.apache.org)  will  be 
used in this experiment, which contains 6000 emails with the 
spam  rate  37.04%.  Thus  we  have  divided  the  corpora  into 
training and testing sets keeping, in each such set, the same 
proportions of ham (legitimate) and spam messages as in the 
original  example  set.  Each  training  set  produced  contained 
62.96% of the original set; while each test set contain 37.04% 
as Table 1. 
   
Bag of Words 
Word 
Frequency 
Incoming Email 
Module2: Feature 
Construction 
Module1: BSS for Initial Feature 
Reduction and E-mail Restoration 
Module3: Sort words 
according to Word Ranking 
Module4: Apply 
Genetics Algorithm 
Module5: Apply 
Rough set 
Module6: Decision 
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TABLE I.  CORPORA OF SPAM AND HAM MESSAGES 
Message collection  Training Set  Testing Set 
Ham Messages  2378  1400 
Spam Messages  1398  824 
Total Messages  3776  2224 
The idea here is the email is usually comes with a set of 
words,  web  links,  that  affect  the  classification  process 
accuracy, these unwanted words can be removed manually or 
by  special  module.  BSS-GRF  (Blind  Source  Separation-
Genetic  Rough  Filter)  is  presented  to  imbed  BSS  algorithm 
with  GA  to  first:  perform  an  email  restoration  process  “an 
email  without  unwanted  words“.  Second:  GA  perform  the 
feature reduction process and word ranking that can be used for 
the classification process using Rough set method. 
A.  Performance evaluation 
In  order  to  test  the  performance  of  above  mentioned 
methods, we used the most popular evaluation methods used by 
the  spam  filtering  researchers.  Spam  Precision  (SP),  Spam 
Recall (SR), Accuracy (A). Spam Precision (SP) is the number 
of  relevant  documents  identified  as  a  percentage  of  all 
documents identified; this shows the noise that filter presents to 
the user (i.e. how many of the messages classified as spam will 
actually be spam) 
Spam Recall (SR) is the percentage of all spam emails that 
are correctly classified as spam. 
 
 
Accuracy  (A)  is  the  percentage  of  all  emails  that  are 
correctly categorized Where Nham→ham and Nspam→spam  
are the number of messages that have been correctly classified 
to  the  legitimate  email  and  Spam  email  respectively; 
Nham→spam and Nspam→ham are the number of legitimate 
and spam messages that have been misclassified; Nham  and 
Nspam  are the total number of legitimate and spam messages 
to be classified. 
B.   Performance Comparison 
In  order  to  test  the  proposed  Hybrid  system  we  run  the 
same data onto four different machine learning algorithms. We 
summarize the performance result of the presented method in 
term of spam recall, precision and accuracy.  
Table 2 and Fig.2 summarize the results of the classifier. 
Very competitive results can be seen from the BSS-GRF, in 
terms of spam recall, precision and accuracy the  percentage 
here is much more than rough set . While in term of accuracy 
GRF[5]  still  has  the  high  percent.  Support  Vector  Machine 
System  and  the  RS  give  us  approximately  the  same  lower 
percentage. 
TABLE II.  PERFORMANCE COMPARISON OF FOUR ALGORITHMS  
Algorithm  Spam Recall 
(%) 
Spam Precision 
(%)  Accuracy (%) 
GRF  98.46  97.80  99.66 
BSS-GRF  92.36  94.56  96.7 
RS  92.00  90.12  94.90 
SVM  95.00  93.12  96.90 
VII.  CONCLUSION AND FUTURE WORK 
The prevoius results presented leads to new approach have 
to be taken by researchers in the future, Blind source separation 
show  us  a  good  result  when  it  hybrid  with  Genetics  in  the 
purpose of feature separtion and reduction process.  
The presented method need more improvement in case of 
noise  types,  email  corpora,  more  effort  has  to  be  done  to 
improve  the  feature  selection  process  in  terms  of  accuracy, 
more classifiers type can be used to be hybrid with the BSS 
instead of the rough set method. 
 
 
 
 
 
 
 
 
 
 
 
 
SP= 
# of Spam Correctly 
Classified 
Total # of messages 
classifies as spam 
Nspam → spam 
  
= 
Nspam → spam   +  Nham → spam 
SR
= 
    # of Spam Correctly 
Classified 
Total # of 
messages  
  = 
Nspam→spam   +  Nspam→ham 
 
Nspam→spa
A  = 
    # of e-mails correctly categorized  
Total # of e-mails  
  
= 
Nham   +  Nspam  
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Fig. 2.  Spam Recall, Spam Precision and Accuracy curves of four classifiers 
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