Abstract. In a recent paper by Braides and Francfort, the problem of the characterization of the overall properties of lattice energies describing networks with arbitrary mixtures of two types of linear conductors has been addressed in a two-dimensional setting. In this paper we investigate the connection between that discrete optimization process and the theory of bounds for mixtures of continuum energies, for which the choice of the relationships between the different phases of the mixture is unusual and leads to remarkably simple results in terms of G-closure.
1. Introduction. In a paper by Braides and Francfort [6] , the problem of the characterization of the overall properties of lattice energies describing networks with arbitrary mixtures of two types of linear conductors has been addressed. In a twodimensional setting, with the notation of Γ-convergence, that problem translates into the limit analysis as h → 0 of discrete energies of the type
where N h denotes the set of nearest neighbours (i.e., pairs (i, j) such that |i − j| = h) on a portion of a square lattice hZ 2 ∩ Ω, Ω being a regular open subset of R 2 , and c h ij ∈ {α, β} are chosen arbitrarily. It should be noted that in the extreme cases c h ij ≡ α and c h ij ≡ β the functionals above are simply discretizations of the Dirichlet integral with the corresponding coefficient. Since the analogue of the 'localization principle' holds in this discrete setting, the Γ-limit problem translates in a sort of 'discrete G-closure problem', where bounds on a matrix given by a 'discrete homogenization formula' must be exhibited.
The results in [6] show that all possible limits of E h have the form
with A(x) belonging to a set of matrices determined only by the local limit proportion θ(x) at x of 'α-connections'. Such sets can be compared with those obtained by limits of mixtures of isotropic energies; i.e., of functionals of the form with Ω ǫ arbitrary measurable subsets of Ω (χ Ωǫ denotes the corresponding characteristic function). These limits have the same form F with A(x) now belonging to a set whose form depends on the limit volume fraction θ(x) of the α-phase; i.e., on the value at x of the weak * -limit of χ Ωǫ (see Murat and Tartar [12, 13] and Cherkaev and Lurie [10] ). In Figure 1 .1 the two problems are compared in terms of the possible eigenvalues of A(x) for some θ(x) < 1/2: the shaded sets represent all possible pairs of eigenvalues in the two cases, the smaller set being the 'continuous' one (see Tartar [16, 17] ). This comparison shows that the discrete energies cannot be simply interpreted as a mixture of the two 'extremal' isotropic energies.
The discrete functionals can be heuristically interpreted as 'anisotropic' continuous ones in the following way, pictured in Figure 1 .2. We introduce a triangulation In Figure 1 .2, on the left, 'thick connections' correspond to the coefficient β (the other ones to α), while on the right on black triangles we take A h (x) = βI, on white triangles A h (x) = αI, and on the remaining triangles the anisotropic conductivities.
Note that A h takes only four possible values. Chosingũ h ∈ H 1 (Ω) as the piecewise affine interpolation of u h defined on N h , we have
(the last term deriving from an asymptotically negligible boundary term; see e.g. [1] ) where
Note that the infimum of E h on H 1 (Ω) is in general strictly lower than the corresponding one for E h provided compatible boundary conditions are given. On the other hand, any continuous configuration can be approximated by a discrete configuration (let simply think of the discretization of the Dirichlet integral). Therefore, the Γ-closure of the discrete energies E h contains the Γ-closure of the continuous energies E h . Whether this inclusion is strict or not is unclear. However, we will show that for polycristalline structures the two closures coincide.
Continuous energies as E h can also be thought of as being a polycrystalline mixture of three conducting materials by regarding one anisotropic value of A h as the rotation of the other one, so that we may rewrite
with A h (x) taking one of the values 1) and the rotation matrix R h (x) being either the identity or the rotation by ninety degrees. A more natural setting for the continuous energy is obtained by removing the geometric restrictions due to the lattice symmetries, and determine all the possible conductivity tensors that can be obtained as possible Γ-limits of energies
with A ǫ and R ǫ families of matrices, with A ǫ taking the three values above, and R ǫ arbitrary rotations. If one adds the restriction that R ǫ be piecewise-constant, then we may interpret this continuous energy as a limit of discrete polycrystals, that is a polycrystal obtained by a discrete to continuum process. This discrete polycrystalline material is composed of grains of diameter much larger than the lattice spacing h, at whose interior we consider a network structure whose lattice orientation is described by the rotation matrix R ǫ (x), as depicted in Figure 1 .3 (the black and grey subdomains represent isotropic parts of the energy whereas the other subdomains correspond to underlying lattices oriented according to the arrows). In this setting, the characterization of the Γ-closure of such discrete polycrystals is complete since the additional invariance by rotation of the Γ-limit allows us to focus on diagonal matrices, which have been fully described in [5] . The scope of the present paper is twofold: to prove that the bounds obtained by considering piecewise-constants rotations R ǫ still hold for general rotations, and that these bounds -which are optimal in the discrete setting -are also attained in this continuous setting. This amounts to proving that the Γ-closures of discrete and continuous polycrystals are the same. In what follows, these two types of polycrystal will be refered to as 'discrete' since the Γ-closures are related to the very special relationship between the phases, that is inherited from the discrete description.
From a modeling viewpoint, these energies can equivalently be thought of as describing a bilayered polycrystal made of two types of layers (namely A and B). Each layer has a conductivity tensor Cν ⊗ ν, where ν ∈ S 1 (R 2 ), C = α for type A and C = β for type B, with β > α > 0. Each simple crystal is a bilayer C 1 ν 1 ⊗ν 1 +C 2 ν 2 ⊗ν 2 with C i ∈ {α, β} obtained by the superposition of two simple layers in orthogonal directions ν 1 ⊥ ν 2 , such that the conductivity tensor of the crystal is of the form above (1.1). The association of rotated simple crystals gives rise to the polycrystal under investigation.
It is convenient to rewrite the energies F ǫ in (1.2) in a different form, as
The set E ǫ 1 is the part of the polycrystal with isotropic conductivity α, Ω \ E ǫ 2 is the part of the polycrystal with isotropic conductivity β, and E ǫ 2 \ E ǫ 1 is where each single crystal has an anistropic conductivity of type α 0 0 β , up to a rotation. In order to describe the limit of F ǫ , up to the extraction of a subsequence, we may
, and we define θ = θ 1 + θ 2 2 .
In the notation above the value θ(x) represents the fixed limit local proportion of layers of type A at the point x, and is the analog of the local proportion of α-connections in the discrete setting. With the classical notation of G-closure, we would denote by θ α the volume fraction of isotropic conductivity α, by θ β the volume fraction of isotropic conductivity β and by θ α,β = 1 − θ α − θ β the volume fraction of anisotropic conductivity. The problem we are interested in is not the classical G-closure of a three phase mixture, which is a very tough issue. Actually our discrete setting imposes an additional relationship between θ α , θ α and θ α,β , namely θ α + θ α,β 2 = θ, or equivalently . Surprisingly, this additional relationship trivializes the associated G-closure problem, which can be interpreted as a 'constrained' three-phase mixture G-closure problem.
The paper is organized as follows. In the second section, we give a rigorous formulation of the result that we prove in two steps: first we derive bounds on the eigenvalues of A 0 (x), then we show these bounds to be optimal. We perform a derivation of these bounds following a purely variational approach to highlight how our parameter θ intervenes in their computations, so that the optimality of those bounds is simply obtained by making the previous reasoning sharp. This proof is direct and self-contained, and can be compared with the one in the discrete setting in [6] . In the third section, we generalize the result to the uniaxial three-dimensional case. The bounds we get in the continuous case are indeed the 'trivial bounds' usually obtained in the continuum theory of bounds (for a general exposition of results connected to the computation of bounds for the effective properties of composites we refer to the monograph by Milton [11] ), which may be surprising at the first glance since we deal with a three-phase mixture. The last section is dedicated to the reformulation and interpretation of the present results in terms of a constrained G-closure problem, where we recall the more classical proof of the trivial bounds and generalize the results.
2. Main result and derivation of bounds in two dimensions.
Optimal bounds.
Having set the notation in the Introduction, we may describe the Γ-limits of functionals F ǫ as follows.
, and let θ = θ 1 + θ 2 2 . Up to the extraction of a (further) subsequence F ǫ Γ-converges to an energy of the form
, and for fixed θ ∈ [0, 1] the set H 2 d (θ) is defined as the set of symmetric 2 × 2 matrices whose eigenvalues λ 1 , λ 2 satisfy the bounds
as above such that F ǫ Γ-converges to F 0 in (2.1). Theorem 1 states that the effective overall conductivity of the polycrystal can be characterized in terms of the local proportion of layers of type A. As motivated in the Introduction, these bounds correspond to the bounds obtained for a square conducting lattice in [6] for diagonal matrices, or for a discrete polycrystal. With this observation in mind we have added the subscript 'd' for discrete in the notation above. In terms of those bounds it must be noted that the optimal micro-geometries correspond to lattices locally oriented in the directions of the eigenvectors of the matrix A 0 (x).
For A-layers; i.e., of all matrices B that satisfy the equality ((0, 1) 2 ) denotes the space of H 1 loc (R 2 ) functions that are 1-periodic in the coordinate directions. Note that the energy Ω B∇u, ∇u dx corresponding to such B is a particular Γ-limit of a family of the type (1.
First, note that by a general compactness result for the Γ-convergence of quadratic forms ( [5] , [3] , [7] , [4] Theorem 4.13) we obtain that, up to subsequences, F ǫ Γ-converges to some F 0 represented as in (2.1) for some A 0 (x). By the well known localization principle (see [4] Section 5.4.1 for a simple version, or [14] for a slightly more general one), we have that for almost every x ∈ Ω and for all ξ ∈ R 2 ,
i.e., for every η > 0 there exist R, E 1 , and E 2 , with
In the rest of the section we will prove that H 
) for a.a. x ∈ Ω and the first part of Theorem 1. We will therefore fix E 1 , E 2 , and R as in (2.3), and introduce a rotation angle φ. so that we can write R as R(y) = cos(φ(y)) sin(φ(y)) − sin(φ(y)) cos(φ(y)) .
Note that the set H 2 hom (θ) is invariant by multiplication by rotations. Since it is also composed of symmetric matrices, this set is consequently characterized by the set of all possible eigenvalues of such matrices. The bounds are therefore derived in the plane of the eigenvalues (λ 1 , λ 2 ) of matrices in H 2 hom (θ). 2.2. Simple bounds. Proposition 2.1. For i = 1, 2 we have α ≤ λ i ≤ β. These easy bounds follow immediately by the pointwise estimate α Id ≤ A ǫ (y) ≤ β Id.
Bounds from arithmetic means. Proposition 2.2. We have
Proof. Take ξ = e i and the test function u = 0 in (2.3). We then have for i = 1, 2
In addition, since {e 1 , e 2 } is an orthonormal basis of R 2 and R(y) is a rotation, for almost every y ∈ E 2 \ E 1 we have α 0 0 β R(y)e 1 , R(y)e 1 + α 0 0 β R(y)e 2 , R(y)e 2 = α + β.
Indeed the first term of (2.7) reads α cos 2 φ + β sin 2 φ and the second term β cos 2 φ + α sin 2 φ. The combination of (2.6) and (2.7) gives
which yields (2.5) using θ = |E 2 | + |E 1 | 2 .
2.4. Bounds from harmonic means. Proposition 2.3. We have
The rest of the section is devoted to proving this bound, relying on two arguments. The first one is a slicing argument, which is based on the simple inequality |∇u| 2 ≥ (∂ i u)
2 and allows to reduce to one-dimensional problems. The second tool is some convexity inequality.
Slicing argument. We first prove the following inequalities:
where
and χ E denotes the characteristic function of the set E. These sets satisfy To get (2.10), we first prove the following result.
Proposition 2.4. For all (u 1 , u 2 ) ∈ R 2 and φ ∈ (0, 2π), we have
12) where {e 1 , e 2 } is the canonical basis of R 2 . Proof. It is enough to prove (2.11). Denote by χ φ (u 1 , u 2 ) the left-hand side of (2.11). A direct calculation shows that
At fixed u 1 , v → χ φ (u 1 , v) is quadratic and convex. This function attains its minimum on R, at
We then have
We now integrate in the e 2 direction. If u is such that ∇u = e 1 + ∇w, w ∈ H 1 # ((0, 1)), we then have
(2.13) The infimum in the integral of (2.13) can be explicitly computed by using the following well-known result. 1) ) be such that inf f > 0, then
Inserting formula (2.14) in (2.13), we obtain
(2.15)
The same proof holds for λ 2 .
To conclude the proof of the bounds, we use some convexity properties.
A convexity inequality. Proposition 2.6.
This result just amounts to stating that the harmonic mean is lower than the arithmetic mean, and it is immediately obtained by Hölder's inequality. Applying Proposition 2.6 to (2.10), for a = 0, b = 1 and c = 1/α, we obtain
Therefore we have
which exactly reads as (2.9).
3. Optimality of the bounds. We now prove the last statement of Theorem 1. By approximation with piecewise-constant functions, it is sufficient to consider the case of θ and A 0 constant; i.e., it will be sufficient to show that for all symmetric A 0 with eigenvalues satisfying (2.2) we find a suitable geometry such that each A 0 ξ, ξ is represented as a minimum problem as in (2.3). By rotational invariance, it suffices to consider diagonal A 0 . Furthermore, it is not restrictive to treat the case of eigenvalues belonging to the boundary of the set defined by (2.3) only (the 'extremal' cases). In fact, using a well-known "lamination formula" (see [17, 16] Proposition 3) we may easily construct geometries for a generic diagonal A 0 using those 'extremal geometries'.
We will consider polycrystals (0, 1) 2 defined by A(y) = a 1 (y) 0 0 a 2 (y) for y ∈ (0, 1) 2 , and the corresponding homogenized A 0 , defined by
for all ξ ∈ R 2 . Note that in terms of the micro-geometry of the polycrystal the rotation R is either the identity or a rotation of ninety degrees.
3.1. Arithmetic bound. Let θ 1 ∈ (0, 1) and θ 2 ∈ (0, 1). We define A(y) by We will then prove that
, whereā(λ) = αλ + β(1 − λ).
Testing with u = 0 in (3.1), we obtain A 0 ξ, ξ ≤ā(θ 1 )ξ
To prove the converse inequality we use the slicing method, obtaining
Switching the order of the integrals and minimizing each term of the right-hand side of (3.2) separately yield the desired inequality, and thus the equality
If θ 2 + θ 1 = 2θ thenā(θ 1 ) +ā(θ 2 ) = αθ + β(1 − θ), which is the arithmetic bound.
Harmonic bound.
For the harmonic bound, let us consider a 1 (y) = α if y 1 ≤ θ 1 , a 1 (y) = β if y 1 > θ 1 , and a 2 (y) = α if y 2 ≤ θ 2 , a 2 (y) = β if y 2 > θ 2 . We will then prove that
, where
and u 2 : (0, 1) → R be the one-dimensional minimizer of
Let u(y) = u 1 (y 1 ) + u 2 (y 2 ) be a test function in (3.1). We then have
Once more we prove the converse inequality using the slicing argument.
We obtain the desired inequality by optimizing pointwise the integrands of the right handside of (3.3).
, which is the harmonic bound.
3.3. Optimal bounds. The simple bounds λ i = α, β can always be reached by layering. Depending on θ, the shape of the optimal bounds may vary (see Figure 5 in [6] , and the details therein). Once the arithmetic and harmonic bounds are shown to be attained, the convex set delimited by these bounds and the simple bounds can also be attained by layering.
4. Extension to higher dimension. Theorem 1 has a natural counterpart in higher dimension. We only consider the physically meaningful three-dimensional case, and especially the uniaxial basic crystal. In this case we deal with the integral functionals
and R ǫ is a rotation. As in the two-dimensional case, in order to describe the Γ-limit of F ǫ , up to the extraction of a subsequence, we may suppose that
, and we define θ = θ 1 + 2θ 2 − θ 3 3 , again the value θ(x) representing the fixed limit local proportion of layers of type A at the point x.
Theorem 2. Let F ǫ be defined by
, and let
Up to the extraction of a (further) subsequence F ǫ Γ-converges to an energy of the form
on H 1 (Ω), where for almost all x ∈ Ω we have A 0 (x) ∈ H 
Conversely, for all measurable θ and A 0 such that
as above such that F ǫ Γ-converges to F 0 in (4.2). We now adapt Sections 2 and 3 to prove Theorem 2.
Since the anisotropic conductivity matrices only have two eigenvalues α and β, in order to diagonalize the matrix it suffices to determine the eigenvector associated to the eigenvalue of multiplicity 1, the orthogonal subspace being an eigensubspace associated to the other eigenvalue. Therefore, we only need two angles for the rotations which can be written as
The calculations are more involved in the three-dimensional case. We leave the details to the interested reader and only give the intermediate results.
Bounds from arithmetic means. Direct calculations give
whose sum is α + 2β. The calculation for the other anisotropic conductivity matrix yields β + 2α. Therefore,
which is the desired arithmetic bound.
4.2.
Bounds from harmonic means. For convenience, we will make use of c for cos, s for sin, and v = (v 1 , v 2 , v 3 ) in the sequel. We set
As in the two-dimensional case, we optimize H on R 2 , one variable being fixed. These minimizers exist since H is a symmetric positive definite quadratic form. The first derivatives of H with respect to v 1 , v 2 , v 3 read as
We treat three cases, at fixed u 1 , u 2 and u 3 , respectively. Case 1. We minimize H(u 1 , ·, ·) on R 2 . This is equivalent to solving
The solution is given by
The minimum then reads inf w2,w3
. This is equivalent to solving
The minimum then reads inf w1,w3
Case 3. Case 3 is the same as Case 2 up to switching c φ and s φ . Thus inf w1,w2
Slicing argument and convexity inequalities. In the three-dimensional case, the slicing argument and inequality (4.5) imply, with obvious notation,
Similar bounds can be derived for λ 1 and λ 3 .
Next, we can use Proposition 2.5. In addition, Proposition 2.6 also holds in any dimension. Therefore
which is the desired harmonic bound.
Optimality of the bounds.
Using the natural extensions of the twodimensional test functions of Section 3 to three dimensions, one can show the harmonic and arithmetic bounds to be attained. The entire convex set is also attained by layering.
5. Interpretation in terms of G-closure. In this last section, we briefly recall a more classic way to derive the arithmetic and harmonic bounds, also known as the Voigt and Reuss bounds. We then interpret our results in terms of quasiconvex envelope and attainment of infima following the seminal papers of Kohn and Strang [9] , based on the vectorization of the problem by Tartar [12, 13] , and further studied by Allaire and Francfort [2] .
5.1. Derivation of the trivial bounds. Let n ∈ N, ξ ∈ M n (R) and consider
The arithmetic bound is a consequence of
for ξ = 1 0 0 1 . The derivation of the harmonic bound is related to the same minimization on an enlarged space, namely on
In this case, a direct computation shows
This inequality has an interpretation in terms of quadratic forms since the left-hand side is a quadratic form (quadratic forms are closed by Γ-convergence). Taking the inverse on both sides and reversing the inequality yields the harmonic bound for
This way of deriving the trivial bounds is more straightforward and holds for any dimension. However it does not immediately suggest the form of optimal configurations, as opposed to the present 'pointwise' approach.
Interpretation in terms of quasiconvexification.
Following the approach initiated in [9] , we may look for the harmonic bound as the minimum of a functional depending on the geometry of the different phases of the material in (0, 1) n . Let χ E1 and χ E2 be the characteristic functions associated to the two isotropic phases A 1 = α 0 0 α and A 2 = β 0 0 β . And let A 3 be the anisotropic phase.
For ξ ∈ M n (R), the objective is to minimize the functional J(χ 1 , χ 2 ) = θ ∈ (0, 1) being fixed. Here u χ1,χ2 realizes the minimum of F (ξ, ∇(·) where H ξ = {u ∈ H 1 ((0, 1) n , R n ) : u(x) = ξ · x on ∂(0, 1) n } and l 1 , l 2 are Lagrange multipliers to impose the volume averages of χ 1 and χ 2 .
Therefore, one can interpret the computation of the optimal bounds on the trace of the homogenized matrix as the computation of an infimum of a vector-valued integral functional. In order to apply the direct method of the calculus of variations, one may first compute the quasiconvex envelope of the integrand. The computation of a quasiconvex envelope is rarely explicit and this is the main reason why it may seems surprising at a first glance that we achieve this difficult task with such very simple arguments.
Actually, the bounds we have obtained being the trivial bounds, the quasiconvex envelope coincides with the convex envelope and n×n : (0,1) n v = ξ}. There exists a family of matrix fields for which this infimum is attained and which saturate the harmonic bound. The associated minimizers v ∈ V ξ turn out to belong to H ξ . The matrices are represented on Figure 3 .2 with varying θ 1 and θ 2 such that θ 1 + θ 2 = 2θ.
Turning now to the arithmetic bounds, there also exists a family of matrix fields that saturate this inequality. These matrices are represented on Figure 3 .1, with varying θ 1 and θ 2 such that θ 1 + θ 2 = 2θ. In particular, they are divergence free.
Extensions to any number of conductivities and dimensions.
The interpretation in terms of quasiconvexification and the generality of the Voigt and Reuss bounds allow us to state a general version of Theorem 1.
Theorem 3. Let {α 1 , . . . , α N } be N ordered conductivities. We denote by A = {A β1,...,βn } the set of diagonal matrices of order n such that A β1,...,βn (i, i) = α βi . Let A : (0, 1) n → R n be such that, up to a rotation and for almost all x ∈ (0, 1) n , A(x) ∈ A, we set A = β1,...,βn=1,N χ β1,...,βn R(x) T A β1,...,βn R(x), where χ β1,...,βn are characteristic functions and R(x) are rotations. We denote by θ β1,...,βn = (0,1) n χ β1,...,βn . Let now fix to θ αi ∈ (0, 1) the proportions of the conductivities α i . 
