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Einleitung
Solange man sich nicht auf die Ebene der Stringtheorie begibt, sind Quarks die
fundamentalen Bausteine der Atomkerne. Die Quantenchromodynamik (QCD)
ist die quantenfeldtheoretische Beschreibung der durch Gluonen vermittelten
starken Wechselwirkung zwischen den Quarks. Als solche ist sie seit der Entde-
ckung der asymptotischen Freiheit von Yang-Mills-Theorien durch Gross und
Wilczek [GW 73] und Politzer [Pol 73] allgemein akzeptiert und zu einem Be-
standteil des so genannten Standardmodells der Elementarteilchenphysik ge-
worden. Im Rahmen der QCD ko¨nnen wichtige Eigenschaften der starken Wech-
selwirkung erkla¨rt werden. Dabei bewa¨hrt sich die QCD vor allem in den Berei-
chen hoher Energien (im sogenannten UV-Bereich), da sie sich dort erfolgreich
mit sto¨rungstheoretischen Methoden behandeln la¨sst. Dennoch gibt es mindens-
tens zwei wichtige ungelo¨ste Probleme.
Wegen der asymptotischen Freiheit wa¨chst die Kopplungskonstante der star-
ken Wechselwirkung bei mittleren und niedrigen Energien (im sogenannten
Infrarot-Bereich) so stark an, dass die klassische Sto¨rungstheorie keine verla¨ss-
lichen Ergebnisse mehr liefert. Daher ist es bislang nicht gelungen, die expe-
rimentell sehr gut bekannten gebundenen Zusta¨nde der Quarks (also Hadro-
nen und Mesonen) aus der QCD mit guter Genauigkeit analytisch abzuleiten.
Ebensowenig sind allgemeine Streuquerschnitte bei niedrigen Energien in einer
Genauigkeit reproduzierbar, wie dies etwa fu¨r die QED mo¨glich ist. Fu¨r diese
Zwecke muss man in der Regel auf empirische oder semi-empirische Theorien
(z.B. das Parton-Modell [LP 96b]) zuru¨ckgreifen.
Das zweite Problem betriﬀt das sogenannte Confinement. Die empirischen
Ergebnisse belegen eindeutig, dass weder Gluonen noch Quarks als asympto-
tisch freie Teilchen existieren ko¨nnen. Auf der Ebene der Feynman-Regeln, al-
so in sto¨rungstheoretischer Behandlung, gelingt jedoch keine Beschreibung des
Conﬁnements.
Sowohl die Bindungszusta¨nde der QCD als auch das Pha¨nomen des dy-
namischen Conﬁnements kann man mit den Green’schen Funktionen der QCD
beschreiben. Diese ko¨nnen wiederum als Lo¨sungen der Dyson-Schwinger-Gleich-
ungen (DSG) bestimmt werden. Ebenso wichtig, vor allem fu¨r die Bestimmung
von Bindungszusta¨nden in einem relativistischen Formalismus, sind die Bethe-
Salpeter-Gleichungen (BSG), die ebenfalls Relationen zwischen den Green’schen
Funktionen vermitteln.
In dieser Arbeit versuchen wir verbesserte Lo¨sungen fu¨r die Green’schen
Funktionen zu erhalten. Dazu muss man einen Mechanismus ﬁnden, der auch
die Beitra¨ge jenseits der konventionellen Sto¨rungstheorie beschreiben kann. We-
1
2 EINLEITUNG
sentlich hierfu¨r ist die Beobachtung, dass die spontane Massenskala der QCD,
Λ, nichtanalytisch in der Kopplung g˜2 ist. Daher kann man Terme proportio-
nal zu Λ in einer klassischen Behandlung sto¨rungstheoretisch nicht erhalten.
In dem von M. Stingl vorgeschlagenen Verfahren mit nicht-perturbativ erwei-
terten Feynman-Regeln [Sti 96] werden deshalb die Vertizes der nullten pertu-
bativen Ordnung systematisch mit rationalen Approximanten in den Impulsen
und der spontanen Massenskala Λ versehen. U¨ber das System der DSG fu¨r die
Green’schen Funktionen lassen sich dann fu¨r jede Approximationsstufe r mit
den Mitteln der Sto¨rungstheorie die restlichen Vertizes ho¨herer quasiperturbati-
ver Ordnung bestimmen, so dass man die charakteristische Doppelentwicklung
mit einer sogenannten nicht-perturbativen Richtung (den Potenzen von Λ fest-
gelegt durch den Approximationsgrad r) und einer sogenannten perturbativen
Richtung (den Potenzen von g˜2) erha¨lt. An dieser Stelle ist die Existenz des
sogenannten Π(ǫ)-Mechanismus [Sti 96] von entscheidender Bedeutung. Durch
diesen lassen sich Terme, die bei oberﬂa¨chlicher Betracthung der DSG von der
Ordnung g˜2 zu sein scheinen, als Terme der nullten perturbativen Ordnung
(O(g˜0)) identiﬁzieren. Dadurch entsteht fu¨r die nullte perturbative Ordnung ein
Selbstkonsistenzproblem fu¨r die Parameter des erweiterten Ansatzes. Es bleibt
strikt auf die Ansa¨tze fu¨r die sieben oberfa¨chlich divergenten Basisvertizes der
QCD beschra¨nkt und kann ohne Ru¨ckgriﬀ auf empirische Daten gelo¨st werden.
Bei massiven Fermionen beno¨tigt man lediglich die sogenannten Strom-Massen
der Quarks. Alle anderen Vertizes (und damit die Green’schen Funktionen)
lassen sich u¨ber die DSG bzw. BSG bestimmen.
Dabei ko¨nnen wir auf die Arbeiten von Driesen [Dri 97] und Kuhrs [Kuh 97]
aufbauen, die die Selbstkonsistenzgleichungen (SKG) der QCD bereits einer
ersten Untersuchung unterzogen haben. Im Unterschied zu den Vorga¨ngerar-
beiten werden wir fu¨r die Bestimmung der SKG aus den DSG grundsa¨tzlich
die in [Wie 01a] bewiesene Bethe-Salpeter-resummierte Form verwenden und
sa¨mtliche Resultate – insbesondere auch die SKG – fu¨r allgemeinen nicht-
perturbativen Approximationsgrad r formulieren. Außerdem werden wir zur
Bestimmung der SKG fu¨r den 4-Gluon-Vertex die zugeho¨rige BSG verwenden.
Diese erlaubt schon auf 1-Schleifen-Niveau die Betrachtung von Beitra¨gen, die
in den Parametern des 4-Gluon-Vertex nichtlinear sind, und tra¨gt daher die-
ser fundamentalen Eigenschaft des Selbstkonsistenzproblems besser Rechnung.
Die Bestimmung der numerischen Lo¨sungen erfolgt erstmals durch simultane
Minimierung der SKG bezu¨glich aller nicht-perturbativen Parameter.
Das erste Kapitel stellt die fu¨r diese Arbeit wesentlichen Techniken und Kon-
zepte der QCD als euklische Feldtheorie vor. Es bereitet damit die in Kapitel 2
folgende Diskussion der Grundlagen des erweiterten Ansatzes fu¨r die Feynman-
Regeln der QCD vor. Hier formulieren wir die erweiterten Feynman-Regeln.
Insbesondere geben wir einen systematischen Ansatz fu¨r den 4-Gluon-Vertex in
allgemeiner Approximationsstufe an. Daru¨ber hinaus entwickeln wir ein modi-
ﬁziertes Renormierungsschema fu¨r den erweiterten Ansatz, das die Erhaltung
des perturbativen Limes fu¨r die erweiterten Feynman-Regeln als nicht zwingend
erscheinen la¨sst.
Das dritte Kapitel behandelt kurz die Resummation der DSG durch die
zugeho¨rige, passend modiﬁzierte BSG. Auf diese Art erha¨lt man eine Formu-
3lierung der DSG, die besser an die fundamentalen Symmetrien der Basisver-
tizes angepasst ist. Da diese Resummation einer verallgemeinerten Leading-
Log-Resummation der Sto¨rungsreihe entspricht, ermo¨glicht sie eine verbesserte
Beschreibung der nicht-perturbativen Terme schon in niedriger Schleifenord-
nung. In Kapitel 4 leiten wir eine BSG fu¨r den 4-Gluon-Vertex her, die dann
zur Berechnung von SKG genutzt wird. Dies ermo¨glicht es, auf die DSG des
4-Gluon-Vertex zu verzichten.
Kapitel 5 ist der Bestimmung der fu¨hrenden Divergenzen fu¨r die 1-Schlei-
fen-Graphen der resummierten DSG gewidmet. Insbesondere wird hier erstmals
die resummierte DSG des 3-Gluon-Vertex fu¨r allgemeinen Approximationsgrad
r berechnet. Kapitel 6 behandelt die in Kapitel 4 hergeleitete BSG fu¨r den 4-
Gluon-Vertex auf 1-Schleifen-Niveau. Dazu werden die fu¨hrenden Divergenzen
sa¨mtlicher 1-Schleifen-Graphen aus der BSG bestimmt. Dabei werden insbeson-
dere die drei in dieser Arbeit untersuchten Mo¨glichkeiten zur Deﬁnition eines
erweiterten Ansatzes fu¨r den 4-Gluon-Vertex beru¨cksichtigt.
In Kapitel 7 deﬁnieren wir die Bewegungsgleichungskondensate (BGK) als
Resultat einer der Operator-Produkt-Entwicklung (OPE) entsprechenden Be-
trachtung der DSG an einem Ort. Fu¨r die Propagator-Kondensate entspricht
dies den schon in fru¨heren Arbeiten betrachteten Kondensatgleichungen [Str 96,
Dri 97, Ewe 04], die von uns jedoch erstmals in 2-Schleifen-Ordnung berechnet
werden und daher ohne Ru¨ckgriﬀ auf experimentelle Ergebnisse ausgewertet
werden ko¨nnen. Fu¨r die 3-Punkt-Vertizes deﬁnieren wir die partiellen Konden-
sate der Bewegungsgleichungen und geben fu¨r die 3-Punkt-Vertizes die Ergeb-
nisse der Schleifenrechnungen an.
Kapitel 8 fu¨hrt die in den vorhergehenden drei Kapiteln vorgenommenen
Schleifenrechnungen zusammen und deﬁniert die SKG fu¨r die erweiterten Ansa¨t-
ze. Diese werden hier fu¨r die QCD erstmals in allgemeiner Approximationsstufe
r aufgestellt. Zugleich formulieren wir in diesem Kapitel die Nebenbedingungen
die sich aus den Symmetrien und Beschra¨nkungen der gewa¨hlten Ansa¨tze fu¨r
die erweiterten Feynman-Regeln ergeben.
In Kapitel 9 widmen wir uns den numerischen Lo¨sungen fu¨r die SKG. Dabei
legen wir besonderen Wert auf die Formulierung physikalischer Randbedingun-
gen an die erhaltenen Lo¨sungen wie Conﬁnement und Reﬂexionspositivita¨t.
Anschließend diskutieren wir die Eigenschaften der erhaltenen Lo¨sungen und
betrachten die Frage, ob sich u¨berhaupt Lo¨sungen der SKG ﬁnden lassen, die
allen Kriterien genu¨gen. Daru¨ber hinaus pra¨sentieren wir die von uns gefunde-
nen besten Lo¨sungen fu¨r verschiedene Deﬁnitionen der SKG.
Im letzten Kapitel fassen wir die Ergebnisse dieser Arbeit noch einmal zu-
sammen und versuchen Wege aufzuzeigen, wie man die in dieser Arbeit iden-
tiﬁzierten Probleme bei der Bestimmung von physikalisch zula¨ssigen Lo¨sungen
der SKG beheben ko¨nnte. Dazu stellen wir kurz einen modiﬁzierten Ansatz fu¨r
den Fermion-Propagator vor und diskutieren die Mo¨glichkeiten, den Ansatz fu¨r
den 3-Gluon-Vertex zu erweitern.
Im Anhang ﬁndet sich unter anderem eine umfangreiche Formelsammlung
fu¨r die Kontraktion der fu¨r diese Arbeit relevanten Farb-Tensoren aus der Dar-
stellungstheorie der SU(3). Ein weiterer Abschnitt ist den fu¨r diese Arbeit wich-
tigen Konktraktionen von Lorentz-Tensoren und der Berechnung der divergen-
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ten Anteile von Impulsintegralen gewidmet. Hier zeigen wir unter anderem,
wie man durch geschickte Parametrisierung der Schleifenintegrale eine explizite
Feynman-Parametrisierung umgehen und so die gesuchten Ergebnisse einfacher
erhalten kann. Daru¨ber hinaus beﬁndet sich dort eine Formelsammlung zur
Ru¨cknahme der Partialbruchzerlegungen. Hier wird insbesondere auch der fu¨r
die resummierten DSG wichtige Fall der modiﬁzierten Polstruktur behandelt.
Fu¨r niedrige Approximationsstufen werden explizite Formeln angegeben.
Kapitel 1
Grundlagen der QCD
In diesem Kapitel geben wir einen kurzen U¨berblick u¨ber die wesentlichen Ideen
und Deﬁnitionen der QCD, so wie wir sie in dieser Arbeit beno¨tigen werden. Fu¨r
die Beweise der referierten Ergebnisse und weitergehende Erla¨uterungen exis-
tiert eine umfangreiche Literatur, z.B. [IZ 80, Ram 81, Mut 87, Wei 96, Kug 97,
Zin 02].
1.1 QCD als Yang-Mills-Feldtheorie
Wir deﬁnieren die QCD als euklidische Feldtheorie1 u¨ber dem E4 mit nicht-
abelscher Symmetriegruppe SU(3) und minimaler Kopplung zur Beschreibung
der starken Wechselwirkung (Farbkraft) zwischen Quarks. Die Lagrangedichte
lautet dann
L = LF + LE + LEF + LFP (1.1)
mit den folgenden einzelnen Beitra¨gen
LF =
∑
f
Ψ¯if (γ
µ(Dµ)
ij −mfδij)Ψjf , (1.2)
LE = 1
4
F aµνF
a
µν , (1.3)
LEF = 1
2ξ
∑
a
(∂µA
a
µ)
2 , (1.4)
LFP = (∂µc¯a)Dabµ cb . (1.5)
Hierbei sind die Ψif die grassmannwertigen Fermion-Felder in der Fundamen-
taldarstellung der SU(3). Mit dem Index f werden die unterschiedlichen Quark-
sorten, die sogenannten Flavours, durchnummeriert und die mf stehen fu¨r die
zugeordneten Strommassen. Die eichkovariante Ableitung in LF ist
Dµ = ∂µ − gT aAaµ , (1.6)
wobei die T a die Generatoren der Lie-Algebra in der fundamentalen Darstellung
der SU(3) und die Aaµ die lokalen Vektorfelder u¨ber dem Hilbertraum der QCD
1Dabei arbeiten wir in natu¨rlichen Einheiten (c = −h = 1).
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sind. Letztere werden als Austauschfeld der starken (Farb-) Wechselwirkung,
also als Gluon-Feld, interpretiert. LF ist daher die fermionische Lagrangedichte.
Die Feldsta¨rketensoren (in adjungierter Darstellung)
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν (1.7)
erlauben die einfache Notation der Selbstwechselwirkung und der kinetischen
Energie des Feldes in LE. Die beiden folgenden Terme dienen der Einschra¨nkung
des Hilbertraums auf seinen physikalischen Anteil: Der Eichﬁxierungsterm LEF
fu¨hrt den Eich-Parameter ξ ein, der frei wa¨hlbar ist, wobei Messgro¨ßen un-
abha¨ngig von ξ sein mu¨ssen. In dieser Arbeit wird zur rechentechnischen Ver-
einfachung die Landau-Eichung (ξ = 0) verwendet.2 Der Fadeev-Popov-Term
fu¨hrt die grassmannwertigen Geist-Felder ein, die weitere unphysikalische Frei-
heitsgrade beseitigen sollen und keine physikalisch detektierbaren Teilchen be-
schreiben. Obwohl die Geist-Felder skalare Felder sind, genu¨gen sie dennoch
der Fermi-Statistik. Sie lassen sich auch als Folge der BRS-Transformation
[Kug 97, HT 92] verstehen. Diese ist ein Resultat der lokalen Eichsymmetrien
und ermo¨glicht die kanonische Quantisierung der QCD im Operatorformalis-
mus und damit die Festlegung des physikalischen Teils des Hilbertraums. Der
Vollsta¨ndigkeit halber sei die BRS-Transformation hier kurz angegeben.
δBA
a
µ = λD
ab
µ c
b (1.8)
δBΨ
i = iλg(T a)ijc
aΨj (1.9)
δB c¯
a = iλ
1
ξ
∂µAaµ (1.10)
δBc
a = −1
2
λgfabccbc¯c (1.11)
Dabei ist λ eine grassmannwertige Konstante. Die BRS-Transformation ist nil-
potent, d.h. δBδB = 0. Sie ist eine wesentliche Voraussetzung fu¨r die Kugo-
Ojima-Bedingung [Kug 97, AS 01]. Diese liefert eine Beschreibung des Farb-
Conﬁnements, d.h. der Identiﬁkation der physikalisch detektierbaren Zusta¨nde
mit den Farb-Singulett-Zusta¨nden.3
Wir deﬁnieren jetzt die euklidische Wirkung
SE =
∫
dDxL (1.12)
und das Quellenfunktional4
jE [A, c¯, c, Ψ¯,Ψ;J, Jc¯, Jc, η, η¯]
=
∫
dDx

A · J + c¯ · Jc¯ + J¯c · c+∑
f
Ψ¯f · ηf + η¯f ·Ψf

 . (1.13)
2Der wesentliche Vorteil der Landau-Eichung ist, dass der Gluon-Propagator transversal
wird und man daher nur Ansa¨tze fu¨r den transversalen Teil der spa¨ter deﬁnierten Vertizes
beno¨tigt.
3Dies ist zu unterscheiden von einer dynamischen Beschreibung des Conﬁnements u¨ber die
Pole von Propagatoren.
4Das Skalarprodukt in (1.13) ist als Summation u¨ber die den jeweiligen Feldern und Quellen
zugeordneten Farb- und Lorentzindizes zu lesen.
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Damit schreibt sich das erzeugende Funktional der euklidischen Korrelations-
funktionen, ZE, als
ZE[J, J¯c, Jc¯, η, η¯]
= N
∫
DADcDc¯DΨDΨ¯ exp{− SE + jE} (1.14)
mit N derart, dass
ZE [0, 0, 0, 0, 0] = 1 . (1.15)
Zur Untersuchung der Divergenzstruktur der Theorie sind die 1-Teilchen-
reduziblen (1PI ) Vertexfunktionen wichtig [Dri 97, Kuh 97, DKS 99]. Um diese
zu erhalten, deﬁniert man zuna¨chst das Funktional der zusammenha¨ngenden
(connected) Green’schen Funktionen
WE [J, J¯c, Jc¯, η, η¯] = lnZE . (1.16)
Die eﬀektiven Felder entstehen durch funktionales Ableiten nach den Quellen,
also z.B.
Aˆ =
δ
δJ
W [J, Jc¯, Jc, η, η¯] , (1.17)
und mit einer Legendre-Transformation gelangt man zum gesuchten erzeugen-
den Funktional
ΓE[Aˆ, ˆ¯c, cˆ,
ˆ¯Ψ, Ψˆ] =WE − jE [Aˆ, ˆ¯c, cˆ, ˆ¯Ψ, Ψˆ; . . .] . (1.18)
Dadurch werden die zusammenha¨ngenden, trunkierten5 und 1PI Green’schen
Funktionen Gct, die sogenannten eigentlichen Vertexfunktionen, erzeugt. Formal
gilt der folgende Zusammenhang.
Gctn1...n5 =
δnΓE
δn1Aˆδn2ˆ¯cδn3 cˆδn4 ˆ¯Ψδn5Ψˆ
(1.19)
Die Gct gehen als Vertexfunktionen Γi bzw. Ti in die im folgenden Abschnitt
deﬁnierten Feynman-Regeln ein [Mut 87, Kug 97].
1.1.1 Green’sche Funktionen und Feynman-Regeln
Fu¨r Berechnungen der Divergenzstruktur nutzt man meist die Impulsraum-
Darstellung. An der so transformierten Wirkung ko¨nnen die Basis-Vertizes ab-
gelesen werden, wobei die Impulsabha¨ngigkeit der Vertizes und Felder nicht
notiert wurde und selbstversta¨ndlich die Einsteinkonvention gilt.6
SE [A, c¯, c, Ψ¯,Ψ]
= −1
2
∫
−dDp1
−dDp2(2π)
DδD(p1 + p2)Γ
p
2
µ1µ2
a1a2A
µ1
a1A
µ2
a2
5Eine trunkierte Green’sche Funktion entsteht durch die Entfernung aller Propagatoren
auf den externen Linien [Mut 87].
6Wir nutzen, wie auch im Rest dieser Arbeit, die Konvention −d = d
2π
und setzen eine
dimensionelle Regularisierung voraus.
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−
∫
−dDp1
−dDp2(2π)
DδD(p1 + p2)Γ˜
p
2a1a2 c¯a1ca2
−
∑
f
∫
−dDp1
−dDp2(2π)
DδD(p1 + p2)Ψ¯
i
f Γ¯
p
2
ij
f Ψ
j
f
+
1
3!
g0ν
ǫ
0
∫ 3∏
l=1
−dDpl(2π)
DδD
( 3∑
l=1
pl
)
Γp3
µ1µ2µ3
a1a2a3 A
µ1
a1A
µ2
a2A
µ3
a3
+g0ν
ǫ
0
∫ 3∏
l=1
−dDpl(2π)
DδD
( 3∑
l=1
pl
)
Γ˜p3a1a2
µ3
a3 c¯a1ca2A
µ3
a3
+g0ν
ǫ
0
∑
f
∫ 3∏
l=1
−dDpl(2π)
DδD
( 3∑
l=1
pl
)
Ψ¯if Γ¯
p
3
ij
f
µ3
a3Ψ
j
fA
µ3
a3
+
1
4!
g20ν
2ǫ
0
∫ 4∏
l=1
−dDpl(2π)
DδD
( 4∑
l=1
pl
)
Γp4
µ1µ2µ3µ4
a1a2a3a4 A
µ1
a1A
µ2
a2A
µ3
a3A
µ4
a4
(1.20)
Daraus lassen sich die Propagatoren und die anderen zusammenha¨ngenden
Green’schen Funktionen ableiten.
δ2WE[J, Jc¯, J¯c, η, η¯]
δJν2a2 (p2)δJ
ν2
a1 (p1)
∣∣∣∣
0
= (2π)−DδD(p1 + p2)D
ν1ν2
a1a2(p1, p2) (1.21)
δ2WE[J, Jc¯, J¯c, η, η¯]
δJc¯a2(p2)δJ¯ca1(p1)
∣∣∣∣
0
= (2π)−DδD(p1 + p2)D˜a1a2(p1, p2) (1.22)
δ2WE[J, Jc¯, J¯c, η, η¯]
δηi2f (p2)δη¯
i1
f (p1)
∣∣∣∣
0
= (2π)−DδD(p1 + p2)S
i1i2
f (p1, p2) (1.23)
Die 1PI Vertizes entstehen aus den Green’schen Funktionen durch Entfernung
von 1PR-Termen und Amputation der a¨ußeren Propagatoren. Diese sind wie-
derum als das negative Inverse des 2-Punkt-Vertex deﬁniert, also z.B.
Gc2(p1, p2) = D(p1, p2) = − [Γ2(p1, p2)]−1 (1.24)
und
Gc3(p1, p2, p3) = g˜D(p1)D(p2)D(p3)Γ3(p1, p2, p3) . (1.25)
Bei Berechnungen von Streuamplituden wird in der Regel die Sto¨rungs-
rechnung benutzt, d.h. die Entwicklung nach Potenzen der Kopplungskonstan-
ten. Die dabei auftretenden Integrale werden durch graphische Ersetzungsregeln
dargestellt, die sogenannten Feynman-Graphen [Mut 87, Wei 95]. Wir notieren
kurz die perturbativen Feynman-Regeln und ihre graphische Darstellung.
• Der Fermion-Propagator7
Spf
ij(p) = δij
1
/p+ mˆf
=

i j
(1.26)
7Die Fermionmasse im Propagator ist eigentlich matrixwertig. Da es aber keinen Anlass zu
Verwechslungen gibt, ko¨nnen wir auf das vollsta¨ndige mˆf · 1 verzichten.
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• Der Gluon-Propagator
Dpµ1µ2a1a2 (p) = δa1a2
[
δµ1µ2 − (1− ξ)p
µ1pµ2
p2
]
1
p2
=

µ1, a1 µ2, a2
(1.27)
• Der Geist-Propagator
D˜pa1a2(p) = −δa1a2
1
p2
=

a1 a2
(1.28)
• Der 3-Gluon-Vertex
Γp3
µ1µ2µ3
a1a2a3 (p1, p2, p3) = ifa1a2a3(δ
µ1µ2(p1 − p2)µ3 + δµ2µ3(p2 − p3)µ1
+δµ3µ1(p3 − p1)µ2)
=

µ1, a1
µ2, a2
µ3, a3
(1.29)
• Der Fermion-Gluon-Vertex
Γ¯p3
ijµ3
a3 = T
a3
ij γ
µ3 =

j
µ3, a3
i
(1.30)
• Der Geist-Gluon-Vertex
Γ˜p3a1a2
µ3
a3 (p) = ifa1a2a3p
µ3 =

a2
µ3, a3
~p, a1
(1.31)
• Der 4-Gluon-Vertex
Γp4
µ1µ2µ3µ4
a1a2a3a4 = fa1a2,a3a4(δ
µ1µ4δµ2µ3 − δµ1µ3δµ2µ4)
+fa1a3,a4a2(δ
µ1µ2δµ3µ4 − δµ1µ4δµ2µ3)
+fa1a4,a2a3(δ
µ1µ3δµ2µ4 − δµ1µ2δµ3µ4)
=

µ2, a2
µ1, a1
µ3, a3
µ4, a4
(1.32)
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1.2 Renormierung
Bei der Berechnung von Amplituden mit der QCD treten im Allgemeinen di-
vergente Integrale auf, die sich bei Verwendung der Feynman-Regeln als Schlei-
fengraphen manifestieren. Diese werden zua¨chst regularisiert, d.h. ihnen werden
konvergente Werte zugeordnet und der divergente Anteil mathematisch fassbar
gemacht. Wir nutzen dazu die dimensionelle Regularisierung [tHV 72, Mut 87,
Zin 02]. Fu¨r die Dimension setzen wir
D = 4− 2ǫ . (1.33)
Damit kann man zur Auswertung (divergenter) Impulsintegrale die Formel∫
dDq
(2π)D
q2m
(q2 +K2)n
=
1
(4π)D/2
Γ(D/2 +m)Γ(n−m−D/2)
Γ(D/2)Γ(n)
(K2)m−n+D/2
(1.34)
verwenden und die folgende Entwicklung der Γ-Funktion benutzen.
Γ(ǫ) =
1
ǫ
− γE +O(ǫ) (1.35)
Danach mu¨ssen die so fassbar gemachten Divergenzen aus der Theorie ent-
fernt werden. Dazu kann man entweder eine multiplikative Renormierung der
Felder und Kopplungen durchfu¨hren oder Gegenterme in die Lagrangedichte
einfu¨hren, die die Divergenzen subtrahieren. Da diese Verfahren fu¨r renormier-
bare Theorien a¨quivalent sind [Kug 97], werden sie meist parallel genutzt. Wir
geben hier kurz die Renormierung der Felder und Kopplungen an.
Aaµ = (Z3)
1/2Aar µ (1.36)
ca = (Z˜3)
1/2car (1.37)
Ψi = (Z¯2F )
1/2Ψir (1.38)
g0 = Zggr (1.39)
ξ = Z3ξr (1.40)
mf = Zmmr (1.41)
Diese kombinieren sich zu weiteren Renormierungskonstanten fu¨r die Wechsel-
wirkungs-Vertizes.
Z1 = Zg(Z3)
3/2 (1.42)
Z˜1 = ZgZ˜3(Z3)
1/2 (1.43)
Z¯1F = ZgZ¯2F (Z3)
1/2 (1.44)
Z4 = (Zg)
2(Z3)
2 (1.45)
Dabei gehen wir – wie schon bei der Formulierung der Wirkung im Impuls-
raum – davon aus, dass die Kopplungskonstanten fu¨r die einzelnen Vertizes
identisch sind und demzufolge auch mit einer gemeinsamen Renormierungskon-
stante behandelt werden mu¨ssen. Dies hat als unmittelbare Folge die Slavnov-
Taylor-Identita¨ten (STI) [Mut 87].
Z1
Z3
=
Z˜1
Z˜3
=
Z¯1F
Z¯2F
=
Z4
Z1
(1.46)
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Um die STI zu beweisen, greift man auf die BRS-Symmetrie zuru¨ck. Im Rahmen
der Pfadintegraldarstellung ergeben sich aus der globalen BRS-Symmetrie die
Ward-Takahashi-Identita¨ten [Kug 97, Mut 87], die als Spezialfall die STI bein-
halten. Im Anhang I ﬁnden sich die fu¨nf linear unabha¨ngigen perturbativen
Renormierungskonstanten der QCD in 1-Schleifen-Ordnung.
Mit der Gegenterm-Renormierung wird durch das BPHZ-Verfahren [Mut 87,
Wei 96, Kug 97, Zin 02] sichergestellt, dass aus der Theorie sa¨mtliche Divergen-
zen widerspruchsfrei entfernt werden.
1.2.1 Die Renormierungsgruppe
Durch den Prozess der Renormierung werden nur die divergenten Teile der Re-
normierungskonstanten eindeutig festgelegt. Dabei muss fu¨r den U¨bergang zwi-
schen zwei Renormierungsschemata fu¨r die renormierten Vertizes die folgende
Relation gelten.
Γr′ = Z(r
′, r)Γr (1.47)
Dies motiviert die Bezeichnung Renormierungsgruppe. Erst die Festlegung der
endlichen Teile deﬁniert ein bestimmtes Renormierungsschema. Wir nutzen in
dieser Arbeit dasMS-Schema,8 bei dem die in (1.35) auftretende Divergenz sub-
trahiert wird [Mut 87, Kug 97, Zin 02]. Innerhalb eines Renormierungsschemas
muss zusa¨tzlich eine Renormierungsmasse bzw. -skala gewa¨hlt werden. In den
Schemata, die dimensionelle Regularisierung verwenden, geschieht dies durch
das in Gleichung (1.49) unten deﬁnierte ν. Da diese Renormierungsmasse ν
notwendig willku¨rlich ist, mu¨ssen physikalische Gro¨ßen von ihrem Wert un-
abha¨ngig sein. Damit lassen sich im Allgemeinen vom Renormierungsschema
abha¨ngige Beziehungen, die Renormierungs-Gruppen-Gleichungen (RGG), her-
leiten. Wir geben hier die wesentlichen Gleichungen und Resultate fu¨r dasMS-
(und das MS-) Schema an.
Zuna¨chst wollen wir die Kopplungskonstante einheitenfrei deﬁnieren und
setzen daher
g˜ = g0ν
ǫ
0 , (1.48)
g˜r = grν
ǫ . (1.49)
Daraus folgt unmittelbar
gr(ν) = Zg(ν)
−1g0 . (1.50)
Da die nackten Gro¨ßen von ν unabha¨ngig sind, kann man unmittelbar die β-
Funktion und die anomalen Dimensionen deﬁnieren [Mut 87].
β(gr, ξr) = ν
∂gr
∂ν
= −ǫgr − ν
Zg
∂Zg
∂ν
gr (1.51)
γm(gr, ξr) = − ν
mr
dmr
dν
=
ν
Z
1/2
m
dZ
1/2
m
dν
(1.52)
8Fu¨r die in dieser Arbeit vorkommenden theoretischen Rechnungen kann ohne jede A¨nde-
rung auch das verwandte MS-Schema angenommen werden, da die beiden Verfahren sich nur
in konvergenten Termen unterscheiden.
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δ(gr, ξr) = ν
∂ξr
∂ν
= −2ξrγG (1.53)
γG(gr, ξr) =
ν
2Z3
∂Z3
∂ν
(1.54)
γ¯F (gr, ξr) =
ν
2Z¯2F
∂Z¯2F
∂ν
(1.55)
γ˜(gr, ξr) =
ν
2Z˜3
∂Z˜3
∂ν
(1.56)
Damit la¨sst sich schließlich die folgende RGG aufstellen.[
ν∂ν + ν
∂gr
∂ν
gr + ν
∑
f
∂mf,r
∂ν
∂mf,r + ν
∂ξr
∂ν
∂ξr
− ν
ZΓ
dZΓ
dν
]
Γ(n)r ({p}, gr , ξr, {mr}; ν) = 0 (1.57)
Durch die gleichfo¨rmige Impulsskalierung der Vertizes erha¨lt man eine weitere
Diﬀerenzialgleichung [GW 73, Kug 97].
[λ∂λ +
∑
f
mf,r∂mf,r + ν∂ν − dΓ]Γ(n)r (λ{p}, . . . ; ν) = 0 (1.58)
Dabei ist dΓ die Massendimension des Vertex, dG und d˜ sind die Massendimen-
sionen des Gluon- bzw. Geist-Feldes, d¯F die des Fermion-Feldes.
dΓ(ǫ) = 4− 2ǫ− dGnG − d¯F n¯F − d˜n˜ (1.59)
dG = d˜ = 1− ǫ (1.60)
d¯F =
3− 2ǫ
2
(1.61)
Zusammen fu¨hren beide Gleichungen zur t’Hooft-Weinberg-Gleichung [Kug 97]
(t = lnλ).
[
− ∂t + β∂
∂gr
− (1 + γm)mr∂
∂mr
− ω
]
Γ(n)(λ{p}; g,m, ν) = 0 (1.62)
ω(gr) = nγG + n˜γ˜ − dΓ (1.63)
Zur Lo¨sung der t’Hooft-Weinberg-Gleichung deﬁniert man die sogenannte lau-
fende Kopplung g¯.
dg¯
dt
= β(g¯) (1.64)
g¯(0) = gr (1.65)
In 1-Schleifen-Ordnung ist die bekannte Lo¨sung [Mut 87]
g¯2 =
g2r
1 + 2 β0
(4π)2
g2r t
. (1.66)
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Mit t = 12 ln
(
p2
ν2
)
kann man eine neue Massen- (bzw. Impuls-) Skala Λ einfu¨h-
ren.
g¯2 =
(4π)2
β0 ln(p2/Λ2)
(1.67)
Der fu¨hrende Koeﬃzient der β-Funktion ist RG-invariant und lautet
β0 =
33− 2nf
3
. (1.68)
In 2-Schleifen-Ordnung ergibt sich schließlich der folgende Ausdruck fu¨r den
RG-invarianten9 Skalenparameter Λ.
Λ = νe
− (4π)
2
2β0g
2
r
(
1 + β1g
2
r/β0
β0g2r
)β1/2β0
(1.69)
Da die Λ-Skala bezu¨glich g2r in 0 u¨ber eine unendliche Laurent-Reihe verfu¨gt
und daher mit perturbativen Methoden nicht beschrieben werden kann, wird
sie in dem in dieser Arbeit verfolgten erweiterten Ansatz eine besondere Rolle
spielen.
Besonders erwa¨hnenswert ist daru¨ber hinaus die asymptotische Freiheit der
QCD [GW 73], die sich in (1.66) zeigt. Da g¯ → 0 fu¨r t → +∞ eine stabile
nichttriviale Nullstelle als UV-Fixpunkt ergibt, sofern β0 > 0 ist, verschwindet
die laufende Kopplung fu¨r große Impulse, d.h. im perturbativen Limes.
Betrachtet man massive Quarks muss man das Entkopplungs-Theorem von
Applequist und Carazzone [LP 96b] beachten, wonach nur die Quarks mit re-
normierten Massen, die kleiner als die betrachtete Massenskala sind, zu den
Koeﬃzienten der β-Funktion beitragen. Damit ha¨ngt auch Λ von den sogenann-
ten aktiven Quarks-Flavours, n⋆f , ab. Das von der Fermionzahl nf abha¨ngende
β0(nf ) in (1.69) muss also durch β0(n
⋆
f ) ersetzt werden.
10 Daher sollte man je
nach betrachtetem Massebereich genauer von Λ(n
⋆
f
) sprechen.
Wir befassen uns in Abschnitt 9.2 mit den daraus resultierenden Konse-
quenzen fu¨r die numerischen Lo¨sungen.
1.2.2 Basisvertizes der QCD
Da der Γ˜3-Vertex nur auf der auslaufenden Geist-Linie einen Impulsfaktor hat,
mu¨ssen externe Geist-Linien bei der Bestimmung des oberﬂa¨chlichen Diver-
genzgrades von Feynmandiagrammen wie Fermionen behandelt werden. Damit
berechnet sich der oberﬂa¨chliche Divergenzgrad von Feynman-Diagrammen in
der QCD nach der folgenden Formel.
dΓ = 4− nG − 3
2
(n¯F + n˜) (1.70)
Damit ko¨nnen wir die sieben oberﬂa¨chlich divergenten Basisvertizes der QCD
bestimmen:
{Γod} = {Γ2, Γ¯2,f , Γ˜2,Γ3, Γ¯3,f , Γ˜3,Γ4} . (1.71)
9RG-Invarianz wird hier so verstanden, dass Λ nicht von der Renormierungs-Massenskala
ν abha¨ngt. Λ ist dagegen nicht unabha¨ngig vom Renormierungsschema.
10Es ist β1(n
⋆
f ) = 51−
19
3
n⋆f ebenfalls von der Zahl aktiver Fermionen abha¨ngig [Wei 96].
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Im Rahmen der perturbativen QCD kann man alle anderen, oberﬂa¨chlich kon-
vergenten Vertizes als {Γok} zusammenfassen. Sie ko¨nnen in einer sogenannten
Skelettgraphenentwicklung [Zin 02] durch Schleifengraphen in den {Γod} per-
turbativ dargestellt werden. Die divergenten Anteile der oberﬂa¨chlich konver-
genten Vertizes kommen aus den divergenten Subgraphen der Skelettgraphen-
entwicklung, so dass im Rahmen der perturbativen Theorie fu¨r diese Vertizes
keine eigenen Renormierungskonstanten deﬁniert werden mu¨ssen. Damit ist die
Renormierung der QCD auf die Renormierung der oberﬂa¨chlich divergenten Ba-
sisvertizes beschra¨nkt,11 wie mit der BPHZ-Methode bewiesen wird. Fu¨r den in
Kapitel 2 entwickelten erweiterten Ansatz folgt aus der Divergenzstruktur der
oberﬂa¨chlich konvergenten Vertizes, dass sie keine quasiperturbativen Modiﬁka-
tionen der nullten Ordnung entwickeln ko¨nnen und das Selbstkonsistenzproblem
auf die Basisvertizes beschra¨nkt bleibt.
1.3 Dyson-Schwinger-Gleichungen
In dieser Arbeit werden wir die Dyson-Schwinger-Gleichungen (DSG), die ur-
spru¨nglich in der QED hergeleitet wurden [Dys 49, Sch 51], nutzen, um die Di-
vergenzstruktur des erweiterten Ansatzes zu untersuchen und Selbstkonsistenz-
Gleichungen zu formulieren. Wir geben an dieser Stelle eine kurze Zusammen-
fassung ihrer Herleitung an.
Grundlegend ist die Beobachtung, dass das Integral u¨ber eine Ableitung
nach einem Feld verschwindet. Wir wa¨hlen als Beispiel das Gluon-Feld.
1
ZE[0]
∫
DADc¯DcDΨ¯DΨ δ
δA(−p1)e
−SE−jE = 0 (1.72)
Dies wird zu der sogenannten Master-DS-Gleichung im Gluon-Kanal.12
0 = −
[
Γ
(0)
2
δ
δJ(−p1) +
g
2
∫
−dDqΓ
(0)
3
δ
δJ(−q)
δ
δJ(q − p1)
+
g2
6
∫
−dDq
∫
−dDkΓ
(0)
3
δ
δJ(−q)
δ
δJ(−k)
δ
δJ(q + k − p1)
−g
∫
−dDqΓ˜
(0)
3
δ
δc(−q)
δ
δc¯(q − p1)
−g
Nf∑
f
∫
−dDq
δ
δη(−q) Γ¯
(0)
3,f
δ
δη¯(q − p1)
+
1
(2π)D
J(p1)
]
ZE [J, Jc¯, Jc, η, η¯] (1.73)
Leitet man diese Gleichung wiederholt nach den Quellen ab, setzt letztere an-
schließend Null und spaltet die δ-Funktionen der Impulserhaltung ab, kann man
11Durch diese Eigenschaft ist eine renormierbare (aber nicht superrenormierbare) Theorie
deﬁniert [Wei 96, Kug 97].
12Wir unterdru¨cken zur Vereinfachung der Notation Indizes und die Impulsabha¨ngigkeit der
Vertizes.
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so die DSG fu¨r beliebige Vertizes im Gluon-Kanal berechnen. Die Herleitung
der DSG im fermionischen und im Geist-Kanal erfolgt analog.
An (1.73) kann man insbesondere erkennen, dass der in unserer Notation
linke a¨ußere Impuls der DSG immer in einen nackten Vertex einla¨uft [Dri 97].
Die anderen in den Schleifengraphen der DSG auftretenden Vertizes und Pro-
pagatoren sind hingegen volle, nicht-perturbative Gro¨ßen. Dennoch zeigen die
DSG, wenn sie nicht-sto¨rungstheoretisch und exakt behandelt werden, die volle
Symmetrie der ihnen zu Grunde liegenden vollen Vertizes. In Kapitel 3 werden
wir eine Mo¨glichkeit kennen lernen, diese immanente Symmetrie auch fu¨r eine
sto¨rungstheoretische Behandlung sta¨rker herauszuarbeiten, indem ein Teil der
perturbativen Vertizes durch Resummation in volle Vertizes u¨berfu¨hrt wird. In
Kapitel 5 und im Anhang H ﬁnden sich die DSG fu¨r die Basis-Vertizes.
Die DSG fu¨r alle Vertizes stellen ein gekoppeltes System von Integro-Diﬀe-
renzialgleichungen dar, das die Dynamik der Theorie beschreibt [IZ 80, Sti 96].
Formal hat es die folgende Gestalt.
Γ(n) = Γ
0,pert
(n) +
g20
(4π)2
Φn
[
{Γ(2)}, . . . , {Γ(n+2)}; {Γ0,pert(2) }, . . . , {Γ0,pert(n+2)}
]
(1.74)
Dabei sind die Γ(n) die vollen Vertizes und {Γ(n)} bezeichnet den Satz aller Ver-
tizes mit n Beinen. Im Rahmen der Sto¨rungstheorie werden die vollen Vertizes
durch ihre perturbativen Na¨herungen Γpert(n) ersetzt.
Γpert(n) = limp→∞
Γ
[p],pert
(n) (1.75)
Γ
[p],pert
(n) = Γ
0,pert
(n) +
p∑
l=1
( g0
4π
)2l
Γl,pert(n) (1.76)
1.4 Bethe-Salpeter-Gleichungen
Fu¨r die amputierten Green’schen Funktionen ab den 4-Punkt-Amplituden kann
man Zerlegungen nach dem Grad der Reduzibilita¨t vornehmen. Die klassische
Form dieser U¨berlegung [IZ 80, Sti 90] zerlegt eine 1-Teilchen-irreduzible 4-
Punkt-Amplitude in einen 2-Teilchen-irreduzibeln Kern und einen Schleifen-
Graphen. Die so gewonnene Gleichung heißt Bethe-Salpeter-Gleichung (BSG).
Wir geben hier als Beispiel die BSG fu¨r einen 1PI Fermion-Gluon-Vertex (V¯2,2f ).

=

+g˜2
 (1.77)
Wir haben hier eine BSG im sogenannten s-Kanal angegeben. Dies beruht auf
der Deﬁnition der Mandelstam-Variablen s, t und u.13
P := p1 + p2, s := P
2 (1.78)
13Die hier verwendete Deﬁnition unterscheidet sich in der Reihenfolge von t und u von der
in der Literatur gebra¨uchlichen.
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Q := p1 + p3, t := Q
2 (1.79)
R := p1 + p4, u := R
2 (1.80)
Auch in den anderen Kana¨len ist es mo¨glich, BSG aufzustellen. Wird sukzessive
die BSG fu¨r die verschiedenen Kana¨le formuliert und dies genutzt, um zu einem
vollsta¨ndig 2PI BS-Kern zu gelangen, erha¨lt man ein manifest nichtlineares
Gleichungssystem.
Wir werden in dieser Arbeit die BSG zum einen gebrauchen, um zu einer
resummierten Form der DSG zu gelangen. Zum anderen werden wir die BSG des
vollen 4-Gluon-Vertex verwenden, um einfachere Bestimmungsgleichungen fu¨r
die Parameter des erweiterten Ansatzes herzuleiten, als das mit der DSG fu¨r den
Γ4-Vertex mo¨glich wa¨re. Eine U¨bersicht u¨ber die in dieser Arbeit verwendeten
BSG ﬁndet sich in Anhang D.
1.5 Die Operator-Produkt-Entwicklung
Die Operator-Produkt-Entwicklung (OPE) nach Wilson gestattet es, das Pro-
dukt von Feldern am gleichen Raumzeit-Punkt (zusammengesetzte Felder bzw.
Operatoren) zu deﬁnieren. Fu¨r den zusammengesetzten Operator Aˆ(x)Bˆ(y) gilt
Aˆ(x)Bˆ(y)
x→y∼
∞∑
i=0
Ci(x− y)Oˆi
(x+ y
2
)
. (1.81)
Dabei sind die Oˆi wohldeﬁnierte lokale Operatoren und die Ci komplexwertige
Koeﬃzientenfunktionen, die das Divergenzverhalten fu¨r x→ y beschreiben. Die
OPE gilt allgemein auch u¨ber die Sto¨rungstheorie hinaus [Kug 97].
Zur Motivation des erweiterten Ansatzes geben wir hier ein Resultat der
OPE an. Behandelt man den Gluonpropagator als Vakuumserwartungswert ei-
nes Operatorprodukts des Eichfeldes, erha¨lt man die folgende Entwicklung14
[Sti 96].
−Γ(p2, g(ν); ν) = p2
[
1 +
∞∑
n=1
g2n  L0,n
(
p2
ν2
)]
+
∞∑
l=1
Λ2l
p2(l−1)
[
Ll,0 +
∞∑
n=1
g2n  Ll,n
(
p2
ν2
)]
(1.82)
Dabei sind die  Ll,n Polynome in ln
(
p2
ν2
)
vom Grad n, die Ll,0 (komplexe) Zah-
len.15
Wegen der Gestalt von Λ in (1.69) hat (1.82) die Form eines resurgenten
Symbols (Doppelentwicklung). Die im folgenden Kapitel deﬁnierten erweiterten
Ansa¨tze werden von formal a¨hnlicher Gestalt sein.
14Aus technischen Gru¨nden werden eventuelle Fermionen als masselos angesehen.
15Dass L0,0 hier auf 1 gesetzt ist, entspricht dem spa¨ter deﬁnierten strikten perturbativen
Limes.
Kapitel 2
Der nicht-perturbativ
erweiterte Ansatz
2.1 Grundlegende Ideen
Sto¨rungstheoretische Berechnungen im Rahmen der QCD fu¨hren zu allgemeinen
Potenzreihen in der Kopplungskonstante gr.
T =
∞∑
i=0
ai(g
2
r )
i (2.1)
Da die laufende Kopplung einen UV-Fixpunkt hat [GW 73, Pol 73], wird die
Kopplung zumindest im Limes sehr großer Impulse klein. Daher wird die Po-
tenzreihe ha¨uﬁg als zumindest semikonvergent angesehen und mit den fu¨hren-
den Gliedern eine na¨herungsweise Berechnung von Resultaten im Hochenergie-
Limes durchgefu¨hrt. Die Fehlerabscha¨tzung fu¨r diese Art der Entwicklung ist
von der Gestalt [Zin 02, Sti 01a]
min
{p}
∣∣∣∣Γ(g2r )−
p∑
n=0
(
gr
4π
)2n
Γ
(n)
pert
∣∣∣∣ gr≈0∼ e− constg2r . (2.2)
Zudem ist fu¨r renormierbare, aber nicht superrenormierbare Theorien wie die
QCD bekannt, dass die perturbative Entwicklung unvollsta¨ndig ist und man
damit aus der perturbativen Entwicklung die eigentliche Funktion durch eine
Borel-Transformation nicht eindeutig rekontruieren kann. Die fehlenden Terme
haben nach (2.2) eine Betragsschranke der funktionalen Form ∼ e−c/g2 . Erwei-
tert man die Potenzreihe (2.1) so, dass sie auch derartige Terme beschreiben
kann, erha¨lt man ein sogenanntes resurgentes Symbol [Eca 81]. An Hand von
Modellamplituden kann man zeigen, dass die Behandlung feldtheoretischer Am-
plituden mit den Mitteln der Theorie resurgenter Funktionen wesentliche Vor-
teile bietet [Sti 01a]. Insbesondere la¨sst sich eine eindeutige Borel-Resummation
der nicht-perturbativ erga¨nzten semikonvergenten Reihe durchfu¨hren und das
Problem der t’Hooft-Singularita¨ten1 [tHo 79, Sti 01a] umgehen.
1Die mathematische Bedingung fu¨r eine eindeutige Rekonstruktion der gesuchten Funkti-
on aus der semikonvergenten Sto¨rungsreihe im Rahmen eines Borel-Prozesses ist ein endlicher
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Ein Vergleich mit der funktionalen Gestalt von Λ in (1.69) legt zusammen
mit der aus der OPE stammenden Entwicklung in (1.82) nahe, fu¨r die Vertizes
der QCD einen mit Blick auf die resurgenten Funktionen erweiterten Ansatz zu
wa¨hlen. Dazu fassen wir die Kopplungskonstante gr und die Λ-Skala formal als
unabha¨ngige Parameter auf. Damit erhalten wir
Γ = Γ(p, gr(ν),Λ; ν) . (2.3)
Dies la¨sst sich durch eine formale Doppelentwicklung in gr und Λ analog zu
(1.82) beschreiben.2
Γ(p, gr(ν),Λ; ν) = I(p
2)
{[
L0,0(p) +
∞∑
n=1
g2n  L0,n
(p
ν
) ]
+
∞∑
l=1
Λ2l
p2l
[
Ll,0(p) +
∞∑
n=1
g2n  Ll,n
(p
ν
)]}
(2.4)
Wir interessieren uns nun zuna¨chst ausschließlich fu¨r die Terme ∼ g0r und ∼ Λn
mit n ≥ 0, die nicht-perturbativ erweiterten oder quasiperturbativen Terme
der nullten Ordnung, die die erweiterten Feynman-Regeln deﬁnieren. Fu¨r die
funktionale Form des Ansatzes lassen wir uns von den folgenden Grundsa¨tzen
leiten [Sti 96, DKS 99, DS 99, Ewe 04].
• Im formalen Limes Λ → 0 soll der erweiterte Ansatz bis auf eine noch
mo¨gliche multiplikative Konstante (entsprechend einer endlichen Renor-
mierung) in den perturbativen u¨bergehen, also Γerw
Λ→0−→ cΓ · Γpert. Mit
dem strikten perturbativen Limes meinen wir die Forderung, dass cΓ ≡ 1
sein muss. In den bisherigen Arbeiten zum erweiterten Ansatz (mit Aus-
nahme von [Ewe 04]) wurde bisher stets der strikte perturbative Limes
gefordert. Wie in [Sti 01a] dargestellt, werden mit den weiter unten de-
ﬁnierten Ansa¨tzen (z.B. (2.5)) die ho¨heren perturbativen Anteile (mit
Entwicklungen in k2/ν2 z.B. bei den sogenannten leading logs) im glei-
chen Formalismus wie die nicht-perturbativen Terme (mit Entwicklungen
in k2/Λ2) behandelt. Dies entspricht einer LL-a¨hnlichen Resummation,
die den strikten perturbativen Limes im Allgemeinen zersto¨rt.
• Im Limes großer Impulse sollen die erweiterten Vertizes ebenfalls in ihre
perturbativen Partner modulo einer Konstante u¨bergehen. Diese Kon-
stante soll sich von der oben schon deﬁnierten nicht unterscheiden, also
Γerw(λ{p}, . . .) λ→∞−→ cΓ · Γpert(λ{p}, . . .).
• Der Divergenzgrad der Vertizes – und damit auch der Divergenzgrad der
Schleifenintegrale – soll sich nicht a¨ndern. Diese Bedingung muss gestellt
werden, damit die Theorie renormierbar bleibt.
O¨ﬀnungswinkel um die positive reelle Achse im Ursprung der komplexen Ebene fu¨r den Kon-
vergenzbereich der Potenzreihe. Wie von t’Hooft gezeigt, sind die Singularita¨ten der pertur-
bativen Entwicklung der QCD gerade von einer Gestalt, die keinen endlichen O¨ﬀnungswinkel
zula¨sst.
2Die Impulsabha¨ngigkeit von Ll,0 und  Ll,n beschra¨nkt sich dabei auf tensorielle Strukturen
wie die Lorentz-Tensoren. Die Polynome in den Impulsquadraten sind in (2.4) schon explizit
notiert.
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Da in der QCD wegen des faktoriellen Anwachsens der Diagrammanzahl mit der
Schleifenzahl nur eine sehr begrenzte Zahl an Parametern fu¨r die Potenzreihe
praktisch zuga¨nglich ist, erscheint es als legitim, fu¨r konkrete Rechnungen einen
einfacheren und handhabbareren Ansatz zu wa¨hlen. Daher verwenden wir eine
Approximation der nicht-perturbativ modiﬁzierten Vertizes nullter quasipertur-
bativer Ordnung durch rationale Funktionen in den Impulsen und in Λ. Diese
verallgemeinerten Pade´-Approximanten3 haben u¨berdies den Vorteil, dass mit
ihnen eine Berechnung von Schleifenintegralen mit den aus dem perturbativen
Zugang bekannten Methoden mo¨glich ist. Fu¨r eine ausfu¨hrliche Diskussion der
hier kurz dargestellten Argumente verweisen wir auf [Sti 01a].
Wenn wir mit r den (Nenner-) Grad der Approximation bezeichnen, hat ein
bosonischer Propagator die folgende Gestalt.4
−(Γ(r)2 )−1 ≈
r∑
i=0
ai(p
2)r−iΛ2i
r+1∑
j=0
bj(p2)r+1−jΛ2j
(2.5)
Betrachtet man die Entwicklung fu¨r Γ
(r)
2 , fa¨llt sofort ihre strukturelle A¨hnlich-
keit mit (1.82) auf. In a¨hnlicher Weise ergeben sich die nullten Ordnungen der
weiteren Vertizes. Insbesondere wird durch die Gestalt des Propagators die Pol-
struktur der zugeordneten Wechselwirkungsvertizes festgelegt. Das wesentliche
Problem ist nun, wie die zusa¨tzlichen Parameter fu¨r die erweiterten Vertizes zu
bestimmen sind.
Damit der erweiterte Ansatz wohldeﬁniert ist, mu¨ssen sich die zusa¨tzlichen
Parameter selbstkonsistent aus der Theorie berechnen lassen. Hierbei hilft die
folgende Beobachtung [Sti 96].
Π(ǫ) =
g20
(4π)2
1
ǫ
(
Λ
ν0
)−2ǫ
=
1
β0
(1 +O(ǫ, ǫ ln ǫ)) (2.6)
Diese Gleichung folgt aus den exakten Integraldarstellungen von Zg und Λ.
Sie ist insbesondere unabha¨ngig von der Kopplungskonstanten und im Limes
ǫ→ 0 endlich. Fu¨r unsere Zwecke ist vor allem interessant, dass es mit diesem
Mechanismus mo¨glich ist, divergente Beitra¨ge der Ordnung g20 zur Modiﬁkation
der nullten Ordnung, also der Parameter der erweiterten Ansa¨tze, nutzen zu
ko¨nnen.
Das in (1.74) deﬁnierte DSG-System erlaubt es, Beziehungen zwischen den
Parametern herzuleiten. Fu¨r die Basisvertizes lautet es schematisch folgender-
maßen.
Γod = Γ
0,pert +
g˜2
(4π)2
ΦΓ
[
{Γ0,pert}, {Γod}, {Γok}
]
(2.7)
3Die Bestimmung der Koeﬃzienten des Ansatzes erfolgt in unserem Schema nicht durch
Taylor-Entwicklung, sondern durch das direkte Ablesen an den Vorfaktoren der jeweiligen
p2i -Monome.
4Alle Tensorstrukturen sind unterdru¨ckt.
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Dabei werden die Γok ihrerseits durch Skelettgraphenentwicklung auf die {Γod}
zuru¨ckgefu¨hrt, so dass das System abgeschlossen ist.5 Mit (2.6) werden nun die
fu¨hrenden 1ǫ -Divergenzen aus (2.7) endlich und zugleich zu Beitra¨gen nullter
quasiperturbativer Ordnung. Dies erlaubt die Konstruktion von SKG.
Der bekannte perturbative Ansatz stellt einen Versuch dar, fu¨r die Am-
plituden der QCD Lo¨sungen im Raum der summierbar-divergenten Reihen in
der Kopplung g2r zu ﬁnden. Mit dem hier vorgestellten erweiterten Ansatz ver-
suchen wir mit einer den bekannten perturbativen Methoden vergleichbaren
Systematik Lo¨sungen im umfassenderen Raum der resurgenten Funktionen von
g2r zu berechnen, die im Limes g
2
r → 0 durch eine Entwicklung mit der formalen
Gestalt von (1.82) beschrieben werden.
2.2 Erweiterte Feynman-Regeln
Wir formulieren nun die erweiterten Feynmanregeln im Approximationsgrad r.
Dazu deﬁnieren wir noch die folgende Abku¨rzung.
Πi({p}) =
i∏
j=1
r∏
s=1
(p2j + ur,sΛ
2) (2.8)
Ausfu¨hrliche Argumentationen hierzu ﬁnden sich in [Sti 96, DKS 99, DS 99]. Da
wir in Landau-Eichung (ξ = 0) arbeiten, wodurch die longitudinalen Anteile
abgekoppelt sind, formulieren wir nur den vollsta¨ndig transversalen Teil der
Feynman-Regeln fu¨r Gluon-Vertizes.
• Der Gluon-Propagator
D[r,0]µ1µ2a1a2 (~p)
= δa1a2t
µ1µ2(~p)
1
b
r∏
s=1
(p2 + ur,sΛ
2)
(r+1)/2∏
s=1
(p2 + ur,s+Λ2)(p2 + ur,s−Λ2)
=

(2.9)
Weil die Propagator-Pole aus physikalischen Gru¨nden6 paarweise komplex
konjugiert sein sollten, haben wir hier eine gegenu¨ber (2.5) vera¨nderte
Deﬁnition der Parameter gewa¨hlt.
ur,s+ = u
∗
r,s− (2.10)
5Genauer gesagt wird nur der in den externen Impulsen faktorisierende Teil der Γok durch
die Basisvertizes ausgedru¨ckt. Die Teile der Vertizes, die in Impulskombinationen wie den
Mandelstam-Variablen faktorisieren, ko¨nnen (und mu¨ssen) noch eigene Ansa¨tze haben. Diese
werden jedoch mit dem Mechanismus der kompensierenden Pole (MKP, siehe Abschnitt 2.5)
eindeutig festgelegt.
6Wie in [Sti 96, Sti 01a] dargestellt, bilden die Pole den Schnitt (bzw. die Schnitte) in
der komplexen Ebene des Impulsquadrates nach. Daher erwartet man, dass sie zueinander
komplex konjugiert sind. Damit ist in die Parameter die fu¨r diese Beschreibung geltende
Conﬁnement-Bedingung integriert. Wir fu¨hren dieses Thema in Abschnitt 9.3 weiter aus.
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Diese Schreibweise ist jedoch insbesondere fu¨r die in Schleifenrechnungen
notwendige Partialbruchzerlegung (PBZ) ungu¨nstig. Daher verwenden wir
mit oﬀensichtlichen Gleichsetzungen die folgende Deﬁnition.7
D[r,0] ∼ 1
b
r∏
s=1
(p2 + ur,sΛ
2)
r+1∏
s=1
(p2 + uˆr,sΛ2)
(2.11)
• Der Fermion-Propagator
S[r,0]ijf (~p) = δ
ij 1
b¯
r∏
s=1
(/p + κ
(f)
r,s )
(r+1)/2∏
s=1
(/p+ κ
(f)
r,s+)(/p + κ
(f)
r,s−)
=

(2.12)
Es zeigt sich bei der Analyse der DSG fu¨r Sf , dass b¯ ≡ 1 bleibt. Wie beim
Gluon-Propagator setzen wir aus physikalischen Gru¨nden8 auch hier die
Propagator-Pole jeweils paarweise komplex konjugiert an.
κr,s+ = κ
∗
r,s− (2.13)
Auch hier wird in den Rechnungen analog zu (2.11) die folgende Konven-
tion verwendet.9
S[r,0] ∼
r∏
s=1
(/p+ κ
(f)
r,s )
r+1∏
s=1
(/p+ κˆ
(f)
r,s )
(2.14)
• Der Geist-Propagator
Nach [Dri 97] bleibt der Geist-Propagator in Landau-Eichung perturba-
tiv, wenn man den strikten perturbativen Limes fordert. Da wir weniger
strenge Anforderungen haben, kann D˜ einen multiplikativen Faktor aus-
bilden [Ewe 04].
D˜[r,0]a1a2(~p) = −δa1a2
1
b˜
1
p2
=

(2.15)
7In den Vorga¨ngerarbeiten wurde ur,s als ur,2s parametrisiert.
8Siehe dazu auch Abschnitt 9.3.
9Die κ’s sind wieder matrixwertig. In den Vorga¨ngerarbeiten wurde κ
(f)
r,2s statt κ
(f)
r,s ver-
wendet.
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• Der Γ3-Vertex
Γ
[r,0]
3
µ1µ2µ3
a1a2a3 (p1, p2, p3)
= ifa1a2a3t
µ1µ′1(~p1)t
µ2µ′2(~p2)t
µ3µ′3(~p3)
Π−13
r∑
k1k2k3=0
(p21)
k1(p22)
k2(p23)
k3(Λ2)3r−(k1+k2+k3)
(
δµ
′
1µ
′
2(p1 − p2)µ′3Crk1k2;k3 + δµ
′
2µ
′
3(p2 − p3)µ′1Crk2k3;k1
+δµ
′
3µ
′
1(p3 − p1)µ′2Crk3k1;k2
)
=

Γ3 (2.16)
Dabei folgt aus der Bose-Symmetrie fu¨r die Vertex-Parameter Crij;k die
Symmetriebeziehung
Crij;k = C
r
ji;k . (2.17)
• Der Γ¯3,f -Vertex
Γ¯
[r,0]
3
i1i2 µ3
f a3
(−p1, p2, p3)
= T i1i2a3
1
r∏
s=1
(/p1 + κ
f
r,s)
1
r∏
s=1
(p23 + ur,sΛ
2)
r∑
n1n2m=0
/pn11 γ
µ/pn22 (p
2
3)
mC¯r,fm;n1n2
1
r∏
s=1
(/p2 + κ
f
r,s)
=

Γ¯3 (2.18)
Nur mit der hier gewa¨hlten Reihenfolge der matrixwertigen Faktoren fu¨r
den fermionischen Beitrag zum Vertex ist der Vertexparameter in seinen
hinteren beiden Indizes symmetrisch.
C¯fm;n1n2 = C¯
f
m;n2n1 (2.19)
Bei der Analyse der DSG fu¨r den Γ¯3,f zeigt sich, dass C¯
r,f
r;rr ≡ 1 wie beim
strikt perturbativen Limes ist, da sich diese Konstante nicht selbstkon-
sistent reproduzieren kann. Gegenu¨ber anderen Arbeiten, beispielweise
[Kuh 97], wurde der Γ¯3,f -Vertex hier ohne eine explizite Abha¨ngigkeit
von den Strommassen mf angesetzt.
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• Der Γ˜3-Vertex
Wie die Analyse der DSG fu¨r diesen Vertex zeigt, verschwindet der einzige
1-Schleifen-Beitrag zur Divergenzstruktur der DSG in Landau-Eichung
exakt. Daher ko¨nnen sich hier keine nicht-perturbativen Erweiterungen
etablieren. Der Γ˜3-Vertex bleibt perturbativ.
• Der Γ4-Vertex
Die Ansa¨tze fu¨r den Γ4-Vertex werden im na¨chsten Abschnitt behandelt.
Im Vorgriﬀ auf den in Abschnitt 2.5 zu besprechenden Mechanismus der
kompensierenden Pole (MKP) notieren wir hier nur die generelle Gestalt
des vollen, auch von Mandelstam-Variablen abha¨ngigen Vertex.
T r,04 (s, t, u, {p2i },Λ) = Γr,04 ({p2i },Λ2) +Rr,0s (s, {p2i },Λ)
Rr,0t (t, {p2i },Λ) +Rr,0u (u, {p2i },Λ)
(2.20)
Dabei haben die Rx jeweils Pole in der Mandelstam-Variable x.
Damit haben wir die erweiterten Feynman-Regeln bereits vollsta¨ndig auf-
geza¨hlt.10 Denn die noch verbleibenden oberﬂa¨chlich konvergenten Vertizes Γok
ko¨nnen in den Schleifenintegralen der DSG und BSG keine quasiperturbativen
Korrekturen der nullten Ordnung ausbilden. Verfolgt man die Herkunft der Di-
vergenzen aus Schleifenintegralen, dann ko¨nnen in den Amplituden fu¨r die ober-
ﬂa¨chlich konvergenten Vertizes die Divergenzen nur aus Subgraphen stammen.
Aus dimensionellen Gru¨nden muss dann mindestens ein konvergentes Schleifen-
integral vorhanden sein. Damit u¨bersteigt aber die Zahl der Potenzen von g˜2
immer die der Potenzen von 1ǫ und ein Beitrag ∼ g˜0 nach Anwendung von (2.6)
ist ausgeschlossen.
2.3 Der Γ4-Vertex
Das vollsta¨ndig systematische Verfahren zur Bestimmung der nullten quasiper-
turbativen Ordnung des 4-Gluon-Vertex kann man wie folgt zusammenfassen.
Man multipliziert sa¨mtliche mo¨glichen Lorentz-Farb-Tensorstrukturen mit pas-
senden, die Bose-Symmetrie herstellenden invarianten Funktionen von p21 . . . p
2
4.
Dabei sind die Nenner der rationalen Approximanten durch die Forderung der
Selbstkonsistenz auf Π4 gema¨ß (2.8) festgelegt. Die Za¨hler werden mit geeigne-
ten reellen Koeﬃzienten parametrisiert, deren Symmetrieeigenschaften aus der
Forderung der Bose-Symmetrie folgen und damit die Symmetrie der invarianten
Funktionen festlegen (f(p21, . . . , p
2
4) ∼ Xabcdp2a1 p2b1 p2c1 p2d1 ). Dieses Vorgehen ist
jedoch in seiner vollen Allgemeinheit wenig zweckma¨ßig, da die BSG auch auf
10Im Rahmen des in Abschnitt 2.5 vorgestellten Mechanismus der kompensierenden Pole
wird deutlich, dass man fu¨r die {Γok} Terme in den verallgemeinerten Mandelstam-Variablen
wie in (2.20) zulassen muss. Diese sind jedoch mit den Ansa¨tzen fu¨r die Vertizes niedrigerer
Stufe schon eindeutig bestimmt und haben auf das SKG-System keine Auswirkungen [Dri 97,
Kuh 97, DS 99].
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1-Schleifen-Niveau nichtlinear in Γ4 ist.
11 Dadurch entsteht bei den Schleifen-
rechnungen eine große Zahl von Termen. Zugleich wird eine numerische Auswer-
tung der SKG erschwert, da die Laufzeit der Programme nach den Erfahrungen
dieser Arbeit stark von der Anzahl der Terme in der BSG abha¨ngt. Man muss
sich daher auf die Betrachtung sinnvoller und eﬃzient handhabbarer Strukturen
beschra¨nken, so dass ein Mindestmaß an Selbstkonsistenz gewahrt bleibt. Trotz
dieser Nachteile ist die Verwendung der BSG einer Behandlung mit der DSG
des Γ4-Vertex vorzuziehen. Wie schon erwa¨hnt, kann die DSG auf 1-Schleifen-
Niveau die fundamentale Nichtlinearita¨t des Selbstkonsistenzproblems fu¨r den
Γ4-Vertex nicht beschreiben. Zudem kommen in ihr notwendig tadpole-artige
Terme vor, die eine triviale Symmetrisierung notwendig machen. DSG und BSG
unterscheiden sich lediglich in diesen, die Symmetrie einer exakten Behandlung
der DSG brechenden Terme. Man erha¨lt aus der resummierten DSG auf 1-
Schleifen-Niveau die entsprechende BSG, indem man den perturbativen Vertex
der tadpole-artigen Terme durch einen vollen Γ4-Vertex ersetzt.
Wir werden im Folgenden exploratorisch vorgehen und hinnehmen, dass die
erweiterten Ana¨tze nur partiell selbstkonsistenzfa¨hig sind. Dies bedeutet, dass
in den Schleifenrechnungen u¨berza¨hlige Strukturen entstehen ko¨nnen, die nicht
im Ansatz vorkommen. Fordert man das selbstkonsistente Verschwinden die-
ser Strukturen, ergeben sich Nebenbedingungen, die leicht dazu fu¨hren ko¨nnen,
dass das SKG-System unlo¨sbar wird. Nach den Erfahrungen dieser Arbeit ist es
daher sinnvoll, diese Nebenbedingungen erst nachtra¨glich numerisch zu u¨ber-
pru¨fen.
Wir werden in den folgenden Abschnitten drei sukzessive allgemeiner wer-
dende Ansa¨tze untersuchen. Als Minimalanforderung an einen erweiterten An-
satz fu¨r den Γ4-Vertex ist selbstversta¨ndlich, dass die perturbative Lorentz-
Farb-Tensorstruktur im Ansatz enthalten sein muss. In den folgenden Abschnit-
ten wird unsere Auswahl der Tensorstrukturen noch weiter erla¨utert und be-
gru¨ndet.
2.3.1 Die Lorentz-Tensorstruktur
Um unter den vielen Mo¨glichkeiten vernu¨nftig eingeschra¨nkte Tensorstruktu-
ren auswa¨hlen zu ko¨nnen, mu¨ssen wir die folgenden U¨berlegungen beachten.
In die SKG gehen in Landau-Eichung nur die transversal projizierten Anteile
der gluonischen Amplituden ein. Explizit zum zugeordneten externen Impuls kµ
proportionale Terme auf Gluonlinien verschwinden durch Transversalprojekti-
on12 und scheiden damit fu¨r den erweiterten Ansatz aus. Die Skalarprodukte
von Impulsen geho¨ren zu den Mandelstam-Variablen der T4-Amplitude. Mit Po-
len in diesen Kana¨len sorgt der MKP [DKS 99, DS 99] fu¨r die Subtraktion der
unphysikalischen Pole bei Schleifengraphen mit erweiterten Vertizes und damit
fu¨r die Wohldeﬁniertheit des erweiterten Ansatzes. Der Wert der entsprechen-
den Polpositionen in diesen Kana¨len ist daher schon aus den Vertizes niedrigerer
11Die in [Dri 97] verwendete DSG ist auf 1-Schleifen-Niveau linear in den Parametern des
Γ4-Vertex, weswegen eine gro¨ßere Zahl von Tensorstrukturen betrachtet werden konnte.
12Der Transversalprojektor (B.1) bildet mit dem Longitudinalprojektor (B.3) eine
vollsta¨ndige Zerlegung der zweiparametrigen, dimensionslosen Lorentz-Tensorstruktur.
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Stufe festgelegt. Somit sind auch Terme ∼ pi·pj|pi||pj| ausgeschlossen. Der perturba-
tive Vertex ist – entsprechend seinem Divergenzgrad – konstant bezu¨glich der
Impulse und proportional zu den dimensionslosen Lorentz-Tensorstrukturen.
Damit verfu¨gen wir in jedem Fall u¨ber die drei dimensionslosen Basistensoren13
Γ1 = δ
12δ34 , (2.21)
Γ2 = δ
13δ24 , (2.22)
Γ3 = δ
14δ23 (2.23)
und die aus ihnen gebildete vollsta¨ndig symmetrische Summe S4 sowie die drei
partiell antisymmetrischen Linearkombinationen Γ4, Γ5 und Γ6 (siehe Anhang
B.1). Daru¨ber hinaus ko¨nnten noch Lorentz-Tensoren ho¨herer Impulspotenz
vorkommen. Da diese unter Wirkung des MKP jedoch nicht in die Partialbruch-
zerlegung im Sinne von (2.63) eingehen, mu¨ssen sie eﬀektiv zu einer Erho¨hung
des perturbativen Divergenzgrades fu¨hren und verstoßen so gegen unsere Vor-
aussetzungen.
Auch ohne formalen Beweis ist somit hinreichend begru¨ndet, sich bei der
Konstruktion des erweiterten Ansatzes auf die dimensionslosen Lorentz-Struk-
turen zu beschra¨nken und damit eine vollsta¨ndige Beschreibung des Lorentz-
Sektors fu¨r den quasiperturbativen Vertex nullter Ordnung durchfu¨hren zu
ko¨nnen [Dri 97].
2.3.2 Die Farbstruktur
Aus den drei Basisstrukturen der SU(3), δab, fabc und dabc, lassen sich insge-
samt 15 verschiedene Farbtensoren vierter Stufe bilden. In Anhang A.3.2 sind
die entsprechenden Abku¨rzungen deﬁniert. Zwischen den C(i) bestehen aber
vielfa¨ltige Abha¨ngigkeiten, so dass nur acht linear unabha¨ngig sind [PT 80].
Eine mo¨gliche Wahl einer Basis ist [Sch 03]
C(1), C(2), C(3), C(4), C(5−6), C(13), C(14), C(15) . (2.24)
2.3.3 Bose-symmetrische Tensorstrukturen
Zur Konstruktion Bose-symmetrischer Tensorstrukturen ist die Transformation
der Basistensoren fu¨r die Lorentz- und die Farb-Tensoren unter der verlangten
Bose-Symmetrie zu untersuchen. Entsprechende Permutationstabellen ﬁnden
sich in Anhang A.3.2 und B.4.2. Die Analyse ergibt, dass sich die Farb-Tensoren
C(1) bis C(6) mit den obigen Lorentz-Tensoren zu Bose-symmetrischen Struk-
turen kombinieren lassen. Bei den Farb-Tensoren C(10) bis C(15) gelingt dies
nicht, wie man an Tabelle 2.1 ablesen kann. Oﬀensichtlich bilden diese Ten-
soren eine sechsdimensionale Permutationsgruppe. Die Lorentz-Basistensoren
bilden dagegen eine nur dreidimensionale Permutationsgruppe.
Damit verbleiben wir bei der in Tabelle 2.2 notierten Bose-symmetrisierba-
ren Tensor-Basis14 fu¨r den Γ4-Vertex.
13Die hier deﬁnierten Γ’s haben nichts mit den Vertizes zu tun. Die Indexzahlen i stehen
symbolisch fu¨r die Vektorindizierung µi.
14Wegen (A.54) sind von den 18 Tensoren nur 15 linear unabha¨ngig, es handelt sich also
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{abcd} {dabc} {cabd} {dacb}
C(10) −C(12) −C(11) −C(12)
C(11) C
(14) −C(15) −C(13)
C(12) −C(13) C(13) C(14)
C(13) C
(15) −C(14) −C(15)
C(14) −C(11) −C(12) −C(10)
C(15) C
(10) C(10) C(11)
Tabelle 2.1: Permutationen der nicht selbstkonsistenzfa¨higen Farb-Tensoren
C(4)Γ1 C
(4)Γ2 C
(4)Γ3 C
(1)Γ1 C
(1)Γ2 C
(1)Γ3
C(5)Γ1 C
(5)Γ2 C
(5)Γ3 C
(2)Γ1 C
(2)Γ2 C
(2)Γ3
C(6)Γ1 C
(6)Γ2 C
(6)Γ3 C
(3)Γ1 C
(3)Γ2 C
(3)Γ3
Tabelle 2.2: Γ4-Basistensoren
2.3.4 Zur Konstruktion der erweiterten Ansa¨tze
Nach den obigen Ausfu¨hrungen zur Lorentz-Tensorstruktur ko¨nnen wir uns
hier auf die Ansa¨tze beschra¨nken, die Polynome in den vier Impulsquadraten
p21, p
2
2, p
2
3 und p
2
4 sind [Dri 97]. Wir betrachten nun zwei Mo¨glichkeiten, wie
man die Bose-Symmetrie der Za¨hlerapproximanten realisieren kann. Zuna¨chst
fordern wir, dass die Vertexparameter im Za¨hler vollsta¨ndig symmetrisch unter
Permutationen der vier Indizes sind. Anschließend betrachten wir, angeregt
von den Erfahrungen aus dieser Arbeit, Ansa¨tze mit Mandelstam-Symmetrie,15
d.h. mit nur noch partieller Symmetrie in den Indizes der Vertex-Parameter.
Der Ansatz mit vollsta¨ndig symmetrischen Parametern ist als Spezialfall in den
Mandelstam-symmetrischen Parametern enthalten.
2.3.5 Vollsta¨ndig symmetrische Parameter
Die oﬀensichtlichste Mo¨glichkeit, eine Bose-symmetrische Tensorstruktur zu de-
ﬁnieren, ist die perturbative Struktur aus (1.29). Wir ku¨rzen diese Struktur mit
T4 ab und notieren sie als
T4 =
3
2
C(4)Γ4 +
1
2
C(5−6)Γ5−6 . (2.25)
um keine Basis im mathematischen Sinn. In der vorliegenden Darstellung la¨sst sich die Bose-
Symmetrie jedoch besonders einfach diskutieren.
15Die Deﬁnition der Symmetriebedingungen ﬁndet sich in (2.36).
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Zwei weitere Strukturen lassen sich mit den Farbtensoren C(1) bis C(3) bilden,16
D4 und E4.
D4 = S
(4)S4 (2.26)
E4 = C
(1)Γ1 + C
(2)Γ2 + C
(3)Γ3 (2.27)
Diese drei Strukturen haben die Eigenschaft, unter Permutation der Indizes
vollsta¨ndig symmetrisch zu sein, wie man an den Permutationstabellen A.3
und B.2 ablesen kann.
Weitere Strukturen lassen sich auf diese drei Basisstrukturen zuru¨ckfu¨hren.
Die entsprechenden Deﬁnitionen ﬁnden sich in Anhang A.3.2
F4 = C
(16)Γ4 + C
(17)Γ5 + C
(18)Γ6
= 3E4 −D4 (2.28)
G4 = (C
(7) + C(8) + C(9))S4
=
1
3
D4 (2.29)
H4 = C
(7)Γ1 + C
(8)Γ2 + C
(9)Γ3
= −1
3
T4 +
2
3
E4 − 1
3
D4 (2.30)
Wie man an der Tabelle 2.2 ablesen kann, wa¨re eine mo¨gliche weitere Struk-
tur das aus den Diagonalelementen gebildete A4.
A4 = C
(4)Γ1 + C
(5)Γ2 + C
(6)Γ3 (2.31)
An den Permutationstabellen kann man aber ablesen, dass die Bose-Symmetrie
dafu¨r Vertexparameter erfordert, die antisymmetrisch unter jeder Vertauschung
von zwei Indizes sind. Diese ko¨nnen aber nicht zur Selbstkonsistenz der nullten
Ordnung beitragen, da sie in Schleifenintegralen den Divergenzgrad immer um
2 reduzieren, so dass sa¨mtliche Schleifenintegrale proportional zur A4-Struktur
konvergent werden.
Damit gelangen wir zu dem folgenden erweiterten Ansatz fu¨r den Γ4-Vertex.
Γ4 = Π
−1
4
r∑
k1k2k3k4
(p21)
k1(p22)
k2(p23)
k3(p41)
k4(Λ2)4r−
P
ki
{T4Tk1k2k3k4 +D4Dk1k2k3k4 + E4Ek1k2k3k4} (2.32)
Fu¨r D4 und E4, die im perturbativen Limes nicht existieren, muss der entspre-
chende Limes verschwinden, also
Drrrr = Errrr = 0 . (2.33)
Die Parametersa¨tze {T}, {D} und {E} sind vollsta¨ndig symmetrisch. Wir mu¨s-
sen wieder zwei Fa¨lle unterscheiden. Der einfachste Ansatz fu¨r einen erweiterten
16S(4) ist in (A.51) und S4 in (B.11) deﬁniert.
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Γ4-Vertex ist eine Beschra¨nkung auf die T4-Struktur. In der Tat ist es mo¨glich,
diesen Ansatz selbstkonsistent zu formulieren. Sobald man u¨ber die perturbati-
ve Struktur hinausgehen mo¨chte, muss man fu¨r eine konsistente Formulierung
sowohl D4 als auch E4 hinzunehmen.
2.3.6 Mandelstam-symmetrische Parameter
Wie schon bei den vollsta¨ndig symmetrischen Parametern ko¨nnen wir uns auf
die sogenannten Basistensoren in Tabelle 2.2 beschra¨nken. Das Transformati-
onsverhalten der Basistensoren unter Vertauschungen, das in den Tabellen A.3
und B.2 notiert ist, fu¨hrt zu dem folgenden Ansatz, der an die drei Mandelstam-
Kana¨le der BSG angepasst ist.
Γ4 =
1
Π4(p1, p2, p3, p4)
∑
k1k2k3k4
p2k11 p
2k2
2 p
2k3
3 p
2k4
4 Λ
8r−2
P
ki
{
C(4)(Γ3 − Γ2)Tk1k2;k3k4 + C(5)(Γ1 − Γ3)Tk1k3;k2k4
C(6)(Γ2 − Γ1)Tk1k4;k2k3
C(1)Γ1Ek1k2;k3k4 + C
(1)(Γ3 + Γ2)Dk1k2;k3k4
C(2)Γ2Ek1k3;k2k4 + C
(2)(Γ1 + Γ3)Dk1k3;k2k4
C(3)Γ3Ek1k4;k2k3 + C
(3)(Γ2 + Γ1)Dk1k4;k2k3
}
(2.34)
Wir mu¨ssen wieder fordern, dass
Drr;rr = Err;rr = 0 (2.35)
gilt. Die Symmetrie der Vertexparameter muss an die Symmetrie der Basisten-
soren angepasst sein. Aus den Vertauschungen a↔ b, c↔ d und (a, b)↔ (c, d)
(im s-Kanal) kann man die folgenden Bedingungen an die Parameter ablesen.
Xab;cd = Xba;cd = Xab;dc = Xcd;ab, (X = T,E,D) (2.36)
Durch diese Mandelstam-symmetrischen Parameter wird gleichzeitig der Ansatz
mit minimalen Einschra¨nkungen (und damit maximaler Anzahl der Variablen)
deﬁniert, der ohne die Bose-Symmetrie zu verletzen mit drei verschiedenen Pa-
rametersa¨tzen formuliert werden kann. Als Spezialfall ist zudem der vorherge-
hende Ansatz (2.32) in (2.34) enthalten.
Geht man an dieser Stelle systematisch vor, muss man jedem Tensor aus der
15-dimensionalen Tensorbasis einen eigenen Parameter mit passenden Symme-
triebedingungen zuordnen. Wir diskutieren die Konsequenzen dieses Ansatzes
wieder an Hand der 18 oben vorgestellten Basistensoren.
Zuna¨chst betrachten wir die Koeﬃzienten, die den Elementen aus der A4-
Struktur, C(4)Γ1 (und symmetrische) aus Tabelle 2.2, zugeordnet werden mu¨s-
sen. Aus den Vertauschungen im s-Kanal erhalten wir die folgenden Symme-
triebedingungen.
Aab;cd = −Aba;cd = −Aab;dc = Acd;ab (2.37)
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Die partielle Antisymmetrie der Parameter hat jedoch zur Folge, dass eine große
Zahl der Koeﬃzienten identisch verschwinden muss. Fu¨r den Approximations-
grad r = 1 verbleibt sogar nur eine von 0 verschiedene Parameterklasse, A10;10,
alle anderen mu¨ssen gleich Null sein. Fu¨r den allgemeinen Approximationsgrad
r sichert nur die Tatsache, dass Arr−1;rr−1 6= 0 ist, die Existenz von quasipertur-
bativen Termen der nullten Ordnung. Auch wenn die Terme aus der A4-Struktur
fu¨r eine selbstkonsistente Reproduktion des Ansatzes ohne Nebenbedingungen
zugelassen werden mu¨ssen, erscheint es aus praktischen Erwa¨gungen zur Be-
grenzung des Rechenaufwands, der Laufzeit des numerischen Lo¨sungsalgorith-
mus und nach den Erfahrungen aus dieser Arbeit als eﬃzienter, diese Terme
wegzulassen.
Bei den Tensoren aus der T4- und D4- Struktur muss bei dem systemati-
schen Ansatz jeweils ein eigener Koeﬃzient fu¨r jeden der beiden Summanden
in (2.34) deﬁniert werden. Wir erhalten also zwei weitere Parametersa¨tze, {T ′}
und {D′}. Damit ko¨nnen wir das folgende Beispiel fu¨r diesen systematischen
Ansatz angeben.17
Γ4 ∼ C(4)Γ3Tab;cd − C(4)Γ2T ′ab;cd
+C(1)Γ3Dab;cd + C
(1)Γ2D
′
ab;cd (2.38)
Wegen der Vertauschungen im s-Kanal gelten die folgenden Beziehungen zwi-
schen {T} und {T ′} sowie {D} und {D′}.
Xab;cd = X
′
ba,cd = X
′
ab,dc = Xcd;ab fu¨r (X = T,D) (2.39)
Man kann (2.38) jedoch in einfacher Weise in einen Mandelstam-symmetrischen
und einen partiell antisymmetrischen Teil mit den Parametern Tmand und T anti
bzw. Dmand und Danti umschreiben.
(2.38) =
1
2
C(4)(T − T ′)ab;cd(Γ3 + Γ2) + 1
2
C(4)(T + T ′)ab;cd(Γ3 − Γ2)
+
1
2
C(1)(D +D′)ab;cd(Γ3 + Γ2) +
1
2
C(1)(D −D′)ab;cd(Γ3 − Γ2)
= C(4)T antiab;cd(Γ3 + Γ2) + C
(4)Tmandab;cd (Γ3 − Γ2)
+C(1)Dmandab;cd (Γ3 + Γ2) +
1
2
C(1)Dantiab;cd(Γ3 − Γ2) (2.40)
Fu¨r die antisymmetrischen Parameter gelten die gleichen Argumente, die wir
schon fu¨r die antisymmetrischen Parameter aus der A4-Struktur angefu¨hrt ha-
ben. Daher erscheint es aus praktischen Gru¨nden gerechtfertigt, diese Struktu-
ren wegzulassen.
Damit haben wir die Konsequenzen eines systematischen Ansatzes mit den
15 linear unabha¨ngigen Basistensoren fu¨r den Γ4-Vertex untersucht. Im Rest
dieser Arbeit werden wir uns auf den in (2.34) deﬁnierten Mandelstam-symme-
trischen Teil beschra¨nken und den partiell antisymmetrischen vernachla¨ssigen.
Auch wenn damit keine vollsta¨ndig selbstkonsistente Reproduktion der Tensor-
strukturen in der Γ4-BSG erreicht werden kann, ist diese Wahl wegen der oben
angefu¨hrten U¨berlegungen geboten.
17Dieser Ansatz entspricht dem in [Dri 97] diskutierten.
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Mit (2.34) haben wir damit den hinreichend allgemeinen Ansatz gefunden,
mit dem eine eﬀektive exploratorische Untersuchung der Γ4-BSG mo¨glich ist.
Zugleich haben wir eine systematische Erweiterung fu¨r den in [Dri 97] erstmals
diskutierten Ansatz fu¨r den Γ4-Vertex auf einen allgemeinen Approximations-
grad r angegeben. Auch wenn mit Mandelstam-symmetrischen Parametern eine
konsistente Theorie ohne die aus der D4- und E4-Struktur stammenden Tenso-
ren formuliert werden kann, betrachten wir diesen Fall in dieser Arbeit wegen
seiner notwendig starken Einschra¨nkungen an die T -Parameter nicht.
Um in den folgenden Rechnungen eine kondensierte Schreibweise nutzen zu
ko¨nnen, teilen wir die Vertexparameter in drei Mandelstam-Symmetrieklassen
ein.
Xs = [Xab;cd]
Xt = [Xac;db]
Xu = [Xad;bc] (2.41)
2.4 Renormierung
Obwohl sich im nicht-perturbativ erweiterten Ansatz eine Gegenterm-Renor-
mierung [Kug 97] formal in bekannter Weise durchfu¨hren la¨sst (die erweiterten
Ansa¨tze greifen erst auf der Ebene der Feynman-Graphen), so ergeben sich
dennoch einige Probleme bei der konkreten Wahl eines Renormierungsschemas.
Dies liegt insbesondere darin begru¨ndet, dass der erweiterte Ansatz zu Ergebnis-
sen fu¨r die divergenten Anteile der Amplituden fu¨hrt, die in der perturbativen
Theorie nicht vorkommen. Daher lassen sich einige Resultate der perturbativen
Renormierung nicht ohne Weiteres u¨bertragen.
Konkret sind zwei Probleme zu lo¨sen. Zuna¨chst muss eine Renormierungs-
vorschrift gefunden werden, die mit der resurgenten Doppelentwicklung kor-
respondiert. Wir illustrieren dies anhand eines bosonischen Zweipunktvertex
[Sti 01a].
−Γ2(k2) = k2{L00 +  L01(t)g¯2 +  L02(t)g¯4 + . . .}
+Λ2{L10 +  L11(t)g¯2 +  L12(t)g¯4 + . . .}
+
Λ4
k2
{L20 +  L21(t)g¯2 +  L22(t)g¯4 + . . .}
+
Λ6
k4
{L30 + . . .}+ . . . (2.42)
Hierbei sind die  Lnp-Koeﬃzienten fu¨r p ≥ 1 ein Polynom p-ten Grades in
t =
1
2
log
(
k2
ν2
)
. (2.43)
Sofern L00 = 1 wie in (1.82) ist, spricht man von der Erhaltung des strikten
perturbativen Limes. Diese Struktur reproduziert sich (in der regularisierten
Version mit ǫ 6= 0) bei Verwendung in den DSG konsistent und liefert im Allge-
meinen in den Ln0 und  Lnp divergente Beitra¨ge fu¨r alle n. Im Unterschied zur
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perturbativen Situation, wo man zeigen kann, dass sich sa¨mtliche Divergenzen
proportional zu k2 mit einem Gegenterm beseitigen lassen, muss man hier je-
doch mindestens fu¨r jede Potenz von Λ2 mit einem unabha¨ngigen Gegenterm
rechnen. Zudem sind die fu¨r n ≥ 2 entstehenden Divergenzen vom Typ
Λ4
k2
1
ǫ
,
Λ6
k4
1
ǫ
, . . . (2.44)
resummierbar zu Approximanten von der Form
Λ4
k2 + u2sΛ2
1
ǫ
, . . . (2.45)
und fu¨hren so auf zwei Probleme. Erstens ist nicht a priori klar, dass zur Re-
normierung dieses einen Vertex eine endliche Zahl an Gegentermen ausreicht.
Damit wu¨rde aus einer prinzipiell renormierbaren Theorie eine unrenormierba-
re, was den gesamten Ansatz in Frage stellte. Zweitens sind die fu¨r diese Art
von Divergenz notwendigen Gegenterme von der grundsa¨tzlichen Struktur
1
ǫ
Λ4
∫
d4xA(x)−1A(x) (2.46)
usw. und damit nichtlokal, was den Charakter der lokalen Eichtheorie grund-
legend a¨nderte. Vor diesem Hintergrund erscheint es als zwingend, von dem
Renormierungsschema zu fordern, dass es mindestens die Terme proportional
zu Λ2n (n ≥ 2) schon aus der Renormierung der Anteile proportional zu k2
und Λ2 endlich etablieren muss.18 Damit ist aber auch begru¨ndet, dass man
die (perturbativen) Anteile mit n = 0 anders behandelt als die zu Λ2 geho¨rigen.
Fu¨r den hier verfolgten nicht-perturbativ erweiterten Ansatz nach [Sti 96]
ist weiterhin wichtig, dass die β-Funktion der renormierten Theorie invariant
und auf ihrem perturbativen Wert bleibt. Dies muss insbesondere fu¨r β0, den
im Limes ǫ→ 0 fu¨hrenden Term der Entwicklung nach gr, gelten.
β(gr) = −ǫgr − β0 g
3
r
(4π)2
− . . . (2.47)
Genau diese Bedingung geht in den Beweis der besonderen Eigenschaften von
Π(ǫ) ein.19 Damit darf sich u¨ber die Wahl des Renormierungsschemas mit der
Deﬁnition der β-Funktion durch
β(gr) = ν
dgr
dν
(2.48)
hier keine A¨nderung ergeben. Dies stellt ebenfalls eine starke Einschra¨nkung an
die Wahl der Renormierung dar.
18Dabei ist keineswegs sicher, dass ein solches Schema existiert. Daher ist es sehr bemerkens-
wert, dass das im Folgenden diskutierte Selbstkonsistenzverfahren diese Mo¨glichkeit ero¨ﬀnet.
19Die Invarianz der β-Funktion wird auch bei Gitterrechnungen verwendet [MM 94]
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2.4.1 Renormierungsschemata
Im Rahmen des nicht-perturbativ erweiterten Ansatzes ist es eine Grundan-
nahme, dass man die perturbativen Techniken wegen der asymptotisch freien
Form der Erweiterung an den Vertizes weitgehend u¨bernehmen kann. Daher
liegt es nahe, das gesuchte Renormierungsschema durch U¨bertragung der per-
turbativen Renormierung zu erhalten, wobei wir insbesondere dimensionelle
Regularisierung voraussetzen wollen. Wir nehmen an, dass die Renormierung
durch Gegenterme zu einer multiplikativen Renormierung a¨quivalent ist. We-
gen der besonderen Stellung der Terme in der ersten Zeile von (2.42) mu¨ssen
wir allerdings erwarten, dass eine unterschiedliche Behandlung der Terme ∼ Λ0
und der Terme ∼ Λ2n mit n ≥ 1 notwendig ist. In diesem Zusammenhang gehen
wir zuna¨chst von einer nicht resummierten Theorie aus, d.h. dass die fu¨hren-
den Koeﬃzienten der Vertizes auf den perturbativen Wert (d.h. 1) gesetzt sind.
Betrachten wir zuna¨chst die naive U¨bertragung des perturbativen Vorgehens.
Dies hat die folgenden Konsequenzen.
• Die Renormierungskonstanten ergeben sich aus den divergenten Anteilen
der DSG bzw. BSG.
• Die neuen impulsabha¨ngigen Renormierungskonstanten20 mu¨ssen die glei-
che Impulsstruktur wie die Divergenzen der sto¨rungstheoretischen Schlei-
fenintegrale aufweisen, um diese kompensieren zu ko¨nnen. Daher kommen
zur Abha¨ngigkeit der perturbativen Renormierungskonstante von ǫ noch
Abha¨ngigkeiten von den a¨ußeren Impulsen und von Λ-Potenzen.
• Die Renormierung sorgt dafu¨r, dass die divergenten Anteile der Schleifen-
integrale kompensiert werden, so dass nur konvergente Anteile zuru¨ckblei-
ben. Damit wa¨re der Π(ǫ)-Mechanismus zur Erzeugung von SKG in der
nullten quasiperturbativen Ordnung in g2 zur Konstruktion von Selbst-
konsistenzgleichungen, so wie in [Sti 96] vorgestellt, nicht mehr anwend-
bar. SKG fu¨r die DSG ließen sich allenfalls noch aus den konvergenten
Beitra¨gen gewinnen. Da jedoch endliche Renormierungen immer noch
mo¨glich sind, mu¨sste man diese SKG immer an physikalische Werte anpas-
sen, welche entweder nicht bekannt oder aus prinzipiellen Gru¨nden (wie
bei Geist-Parametern) gar nicht messbar sind.
• Die STI ga¨lten in diesem Fall fu¨r sa¨mtliche Impulskombinationen in den
Renormierungskonstanten und mu¨ssten an die Stelle der SKG aus dem
Π(ǫ)-Mechanismus treten.
Dieses Vorgehen bereitet einige Probleme. Erstens gelingt auf diese Weise
keine Lo¨sung der das dynamische Verhalten der Theorie beschreibenden DSG.
Deren Lo¨sung verbleibt unklar. Doch gerade Konsequenzen des dynamischen
Verhaltens sind das Ziel unserer Untersuchungen. Zweitens muss dann jede
Fourier-Komponente renormiert werden. Anstelle einer Renormierungskonstan-
te erha¨lt man eine von den Impulsen abha¨ngige Renormierungsfunktion. Es ist
20Diese Bezeichnung ist der Analogie zum perturbativen Fall geschuldet.
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unklar, ob diese von Gegentermen mit einer fu¨r beliebiges r endlichen Anzahl
von Parametern geliefert werden kann. Drittens erha¨lt man auf 1-Schleifen-
Niveau eine unzureichende Zahl von Bestimmungsgleichungen fu¨r die Parame-
ter des erweiterten Ansatzes, so dass nicht sicher gestellt werden kann, dass eine
selbstkonsistente Bestimmung aller Parameter aus diesen Gleichungen mo¨glich
ist. In der Tat gibt es aus den STI in Landau-Eichung [Mut 87] nur vier line-
ar unabha¨ngige Gleichungen. Auf 1-Schleifen-Niveau gelten dann die folgenden
Gleichungen.
Z1 = Z˜1 + Z3 − Z˜3 +O( g
2
ǫ ln(ǫ)
,
g4
ǫ
) (2.49)
Z1 = Z1F + Z3 − Z2 +O( g
2
ǫ ln(ǫ)
,
g4
ǫ
) (2.50)
Z˜1 = Z1F + Z˜3 − Z2 +O( g
2
ǫ ln(ǫ)
,
g4
ǫ
) (2.51)
Z4 = 2Z1 − Z3 +O( g
2
ǫ ln(ǫ)
,
g4
ǫ
) (2.52)
Verglichen damit erlauben die DSG und die BSG des 4-Punkt-Vertex selbst
ohne die Geist-Vertizes die Konstruktion der SKG aus fu¨nf linear unabha¨ngi-
gen Gleichungen. Sofern wir weiterhin bei der Bestimmung von SKG aus den
DSG bleiben wollen, mu¨ssen wir daher einen anderen Weg ﬁnden, wie wir eine
konsistente Renormierung durchfu¨hren ko¨nnen.
• Eine wichtige Beobachtung ist, dass der Π(ǫ)-Mechanismus selbst eine
Renormierungsmo¨glichkeit fu¨r divergente Terme darstellt: Die divergen-
ten Terme proportional zu g˜
2
ǫ Λ
−2ǫ werden in konvergente Terme nullter
Ordnung u¨berfu¨hrt. In der Tat gilt:
lim
ǫ→0
(
g˜2
ǫ
Λ−2ǫ
)p
= lim
ǫ→0
Π(ǫ)p =
1
βp0
. (2.53)
So la¨sst sich in einfacher Weise auch eine Renormierung der Subdivergen-
zen motivieren.
lim
ǫ→0
(
g˜2Λ−2ǫ
)p 1
ǫp−n
= lim
ǫ→0
((
g˜2
ǫ
Λ−2ǫ
)p
ǫn
)
= lim
ǫ→0
[Π(ǫ)p · ǫn]
=
1
βp0
· 0 = 0, (n ≥ 0) (2.54)
Damit hat man ein Schema gefunden, das sich auf alle divergenten Tei-
le der Schleifengraphen anwenden la¨sst. Dann ist allerdings unklar, auf
welche Weise man an dieser Stelle die β-Funktion dieser Renormierung
berechnen soll. Gelten die Slavnov-Taylor-Identita¨ten (und gibt es damit
eine eindeutige Kopplungskonstante), la¨sst sich die β-Funktion aus der
Kopplungsrenormierung z.B. u¨ber
Zg = Z1Z
− 3
2
3 (2.55)
34 KAPITEL 2. DER NICHT-PERTURBATIV ERWEITERTE ANSATZ
berechnen. In diesem Schema bleibt dagegen unklar, wie man die β-
Funktion ausrechnen kann. Vor allem aber ist nicht sicher gestellt, dass
sie auf ihrem perturbativen Wert bleibt, so wie wir das fu¨r die Anwen-
dung des Π(ǫ)-Mechanismus voraussetzen mu¨ssen. Damit scheidet dieser
Ansatz zuna¨chst aus.
• Da die mit Π(ǫ) zu gewinnenden SKG ihrer Natur nach Gleichungen
zwischen endlichen Gro¨ßen sind, ko¨nnte man den Beitrag der Schleifen-
Diagramme u¨ber Π(ǫ) als endliche Renormierung begreifen. Wa¨hrend die
Renormierung also u¨ber Gegenterme erfolgt (nach Regularisierung z.B.
im MS-Schema), wird das SKG-System durch die endliche Renormierung
erzeugt, die sich aus der Anwendung des Π(ǫ)-Schemas auf die gleichen
Schleifen ergibt, durch die auch die Renormierung festgelegt wird. Notie-
ren wir die Renormierung z.B multiplikativ, dann wird der aus Gegenter-
men stammende Teil
ZMS = 1 + zMS1
g2Λ−2ǫ
(4π)2ǫ
(2.56)
durch eine – in gewisser Weise willku¨rliche – endliche Renormierung (also
einen Wechsel des Renormierungsschemas) erweitert zu
ZΠ(ǫ) = ZMS +
1
β0
zMS1 . (2.57)
Damit erha¨lt man zumindest aus den DSG ein SKG-System, jedoch sind
die hierfu¨r no¨tigen Renormierungkonstanten immer noch von den a¨uße-
ren Impulsen abha¨ngige Renormierungsfunktionen.21 Ebensowenig ist ge-
sichert, dass die β-Funktion invariant bleibt. Schließlich fu¨hrt die Anwen-
dung der STI auf diese Funktionen zu starken Einschra¨nkungen. Schon
die Frage, wie man die von drei a¨ußeren Impulsen abha¨ngige Renormie-
rungsfunktion des Γ4-Vertex mit der von einem a¨ußeren Impuls abha¨ngi-
gen Renormierungsfunktion der Propagatoren vergleicht, ist intuitiv nicht
befriedigend zu beantworten.
• Wie schon ausgefu¨hrt, ist bei der Renormierung des erweiterten Ansat-
zes eine unterschiedliche Behandlung der perturbativen und der zu Po-
tenzen von Λ proportionalen Terme zu erwarten. Ein weiterer Versuch
besteht daher darin, die Gegenterm-Renormierung lediglich an die Terme
fu¨hrender Impulspotenz (∼ Λ0) anzupassen. Der andere Teil der Diver-
genzen wu¨rde dann direkt durch den Π(ǫ)-Mechanismus renormiert. Doch
auch diese Vorschrift umgeht nicht das Problem der Impulsabha¨ngigkeit
der Renormierung. Damit bleiben sa¨mtliche Probleme mit den Renormie-
rungsfunktionen und auch mit der Invarianz der β-Funktion bestehen.
• Die letzte Mo¨glichkeit ist schließlich, die perturbative Renormierung in
allen Ordnungen zu u¨bernehmen und die dann noch u¨brigbleibenden Di-
vergenzen mit Π(ǫ) zu beseitigen. Diese Renormierungvorschrift erlaubt es
21In z1 ist zur Illustration der Analogie die Impulsabha¨ngigkeit nicht notiert.
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tatsa¨chlich – auch wenn das Vorgehen sehr radikal erscheint – die Renor-
mierung konsistent durchzufu¨hren. Die perturbativen Renormierungskon-
stanten erfu¨llen bekanntlich die STI und mit der BPHZ-Renormierung ist
auch das Problem u¨berlappender Divergenzen gelo¨st. Die Invarianz der
β-Funktion ist trivial gegeben. Wir beno¨tigen oﬀensichtlich auch keine
erweiterten Ansa¨tze fu¨r die Gegenterme – diese bleiben auf ihren per-
turbativen Werten. Zudem hat die oben erwa¨hnte Eigenschaft des Π(ǫ)-
Mechanismus, nicht-fu¨hrende Divergenzen verschwinden zu lassen, die
Konsequenz, dass das Selbstkonsistenz-Problem der nullten quasipertur-
bativen Ordnung nur von den Divergenzen ho¨chster 1ǫ -Potenz bestimmt
wird und damit abgeschlossen ist.22 Wir verwenden daher diese Renor-
mierungsvorschrift bei der Konstruktion der Selbstkonsistenzgleichungen.
Ein an dieser Stelle noch ungekla¨rtes Problem ist, ob die Renormierung
mit Π(ǫ) sich mit einer endlichen Anzahl von Gegentermen beschreiben
la¨sst. Da sich die Eigenschaften von Π(ǫ) aber schon auf rein perturbati-
ver Ebene herleiten lassen, ist zu vermuten, dass zur Anwendung dieses
Mechanismus gerade nur die perturbativen Gegenterme beno¨tigt werden.
2.5 Schattenpole und punktierte Graphen
Bei der Auswertung von Schleifengraphen in den 3- und 4-Punkt-Vertizes tritt
das Problem auf, dass z.B. in der Kombination Γ3(q
2, . . .)D(q2)Γ3(q
2, . . .) auf
der inneren Gluonlinie nur ein Faktor in den Vertex-Polen vom Gluon-Propa-
gator kompensiert werden kann und so unphysikalische Pole auf der D(q2)
zugeordneten inneren Linie auftauchen. In [DKS 99, DS 99] wird ein Mecha-
nismus vorgestellt, der diese unphysikalischen Pole, die ein Artefakt des von
uns gewa¨hlten Ansatzes sind, konsistent aus den Graphen entfernt, indem die
Mandelstam-Kana¨le der 1PI Vertexfunktionen (ab n = 4) entsprechende Ge-
genterme liefern. Wir geben eine kurze Illustration des Arguments [Kuh 97].
Fu¨r den inversen Fermion-Propagator gilt unter Ausnutzung der entspre-
chenden DSG die folgende Beziehung.
−cfr,t = g˜2



Γ¯3 · (/p+ κfr,t)


/p=−κfr,t
(2.58)
Dabei ist cfr,t ein Parameter der reellwertigen Parametrisierung des Γ¯2-Vertex.
22Die nicht-fu¨hrenden Divergenzen tragen in dem hier verwendeten Schema zu den ho¨heren
quasiperturbativen Ordnungen bei. Diese mu¨ssen sich aus den Lo¨sungen fu¨r die nullte qua-
siperturbative Ordnung rekursiv ergeben. Auch wenn konvergente Terme in der Entwicklung
nach ǫ in enger Beziehung zu Messgro¨ßen stehen, ist eine direkte Bestimmung u¨ber letztere
nicht zula¨ssig. Ein Ziel des SKG-Verfahrens ist es gerade, die Parameter der Theorie aus sich
selbst zu bestimmen und damit dann die Messgro¨ßen zu berechnen.
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Das Residuum des Γ¯3-Vertex in /p = −κfr,t ergibt analog die folgende Relation.

t
=

(/p+ κ(f)r,t )

Γ¯3


/p=−κ
(f)
r,t
= g˜2

(/p+ κ(f)r,t )

T¯4s


/p=−κ
(f)
r,t
(2.59)
Die zweite Gleichung ist dabei als Bedingung an den s-Kanal von T¯4s zu inter-
pretieren, der dort einen Polterm ∼ (/p + κfr,t)−1 haben muss.23 Dieser Polterm
wiederum ist durch die obige Gleichung eindeutig festgelegt. Zugleich haben wir
auch eine diagrammatische Repra¨sentation des Schattenpols eingefu¨hrt. Zusam-
men fu¨hren die beiden Gleichungen zu

t
(2.60)
= g˜
2
[

t ·
(
− 1
c
(f)
r,t
)
·

t
]
/p=−κ
(f)
r,t
.
Dadurch wird der kompensierende Pol (oder Schattenpol) in T¯4s festgelegt.
Wir deﬁnieren nun eine explizite diagrammatische Repra¨sentation fu¨r sa¨mtliche
kompensierenden Pole in diesem Kanal, auch Schattengraph genannt.

=
r∑
t=1

t ·
(
−(c
(f)
r,t )
−1
/p+κ
(f)
r,t
)
·

t
(2.61)
Man kann nun zeigen [DKS 99, DS 99], dass der hier gewonnene Term genau zur
Entfernung der u¨berza¨hligen und damit unphysikalischen Pole auf der inneren
Linie des entsprechenden Austauschgraphen fu¨hrt und dass sich auf diese Weise
ein konsistenter Formalismus zur Entfernung sa¨mtlicher derartiger Artefakte
u¨ber eine passende Deﬁnition entsprechender Mandelstam-Pol-Terme in den
ho¨heren T -Amplituden der QCD erreichen la¨sst. Mit diesen Ergebnissen kann
man nun einen entscha¨rften (oder punktierten) Austauschgraphen deﬁnieren.

•
•• • :=

Γ¯3 Γ¯3 +

(2.62)
23T¯4s ist die im s-Kanal 1PI Amplitude.
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Die Wirkung des entscha¨rften Graphen sieht man in der Partialbruchzerlegung
fu¨r den Austauschgraphen, die nur noch die physikalischen Propagatorpole auf-
weist.

•
•• •
=
r+1∑
t=1
Γ¯
[r,0]
3,f (−p1,−κˆfr,t, k1)
1
/q + κˆfr,t
(
(/q + κˆfr,t)S
[r,0]
f (q)
)∣∣∣
/q=−κˆfr,t
Γ¯
[r,0]
3,f (−κˆfr,t, p2, k2) (2.63)
Im Rahmen dieser Arbeit werden wir – anders als z.B. in [Kuh 97] – immer
direkt mit dieser partialbruchzerlegten Form des erweiterten Ansatzes arbei-
ten. Somit ko¨nnen wir uns auf den Standpunkt stellen, dass die punktierten
Vertizes und Propagatoren die eigentlich physikalischen sind. Damit ist es auch
nicht la¨nger notwendig, Ansa¨tze fu¨r die Schattengraphen anzugeben und die
Lo¨sung der ihnen zugeordneten DSG [Dri 97, Kuh 97] auszurechnen. Die dafu¨r
notwendige selbstkonsistente Reproduktion von Poltermen der Form (2.61) in
den DSG fu¨r z.B. T¯4s wurde in [Dri 97] exemplarisch fu¨r die 4-Gluon-T-Matrix
bewiesen.
Die entscha¨rften inneren Propagator-Linien geben außerdem Anlass zu ei-
nem erweiterten Begriﬀ von Reduzibilita¨t bezu¨glich gepunkteter Linien, was bei
den weiteren U¨berlegungen hilfreich sein wird. Wir verstehen darunter die naive
U¨bertragung des bekannten Konzeptes der Reduzibilita¨t auf gepunktete Lini-
en, also auch eine entsprechende Reduzibilita¨t in sogenannten Schattenpolen.
Hierbei muss man allerdings beachten, dass letztere aus den entsprechenden
Kana¨len der erweiterten T -Amplituden stammen.
2.6 Bethe-Salpeter-Gleichungen
Fu¨r den erweiterten Ansatz mu¨ssen die BSG mit entscha¨rften inneren Linien
formuliert werden. Dies gelingt problemlos [Kuh 97], indem wir von den BS-
Kernen die erweiterte Reduzibilita¨t verlangen. Wir formulieren dies kurz fu¨r
das schon bekannte Beispiel aus (1.77).

=

K¯f2,2 +g20ν
2ǫ
0

•
•
•
•
••••
(2.64)
Dabei muss der hier verwendete BS-Kern K¯2,2f im erweiterten Sinne reduzi-
bel sein, d.h. insbesondere, dass er keine expliziten Terme entha¨lt, die einen
kompensierenden Pol fu¨r Fermion-Linien (bzw. im allgemeinen Fall auch fu¨r
Gluon-Linien) im s-Kanal liefern.24 Auch in seiner Skelettgraphen-Zerlegung
24Die kompensierenden Pole fu¨r die punktierte Schleife der BSG werden damit notwendig
der verbleibenden T¯2,2f -Amplitude erzeugt.
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darf dieser Fall nicht vorkommen. Dies ist jedoch schon durch die gewo¨hnliche
Reduzibilita¨tsbedingung an K¯2,2f gesichert.
In gleicher Weise la¨sst sich die BSG natu¨rlich auch im gluonischen Kanal for-
mulieren. Dabei treten allerdings mehr Diagramme auf, da es drei Schleifengra-
phen gibt. Eine U¨bersicht u¨ber typische BSG, wie wir sie fu¨r die Resummation
der DSG beno¨tigen, ﬁndet sich im Anhang D.
2.7 Selbstkonsistenz-Gleichungen
Die grundlegenden Ideen zur Konstruktion der Selbstkonsistenz-Gleichungen
wurden schon in Abschnitt 2.4 vorgestellt. Wir fassen hier das Vorgehen auf
1-Schleifen-Niveau kurz zusammen.
Wir werden fu¨r die im Folgenden vorgestellten resummierten DSG der QCD
die 1-Schleifen-Graphen berechnen. Nachdem jeweils der perturbative Anteil
dieser Graphen subtrahiert worden ist, wird mit dem Π(ǫ)-Mechanismus der
verbleibende Teil der Divergenzstruktur in eine Modiﬁkation der nullten Ord-
nung verwandelt. Danach wird die gesamte Gleichung mit dem Nenner des
entsprechenden Vertex durchmultipliziert, um sie in eine im Wesentlichen poly-
nomiale Gleichung verwandeln zu ko¨nnen. Aus dieser erha¨lt man die SKG dann
durch Koeﬃzientenvergleich bezu¨glich der Monome in den p2i bzw. /pi.
25 Da die
resultierenden Gleichungen von einheitlicher Massendimension sind, kann man
die Λ-Skala aus den Gleichungen entfernen, wenn man sa¨mtliche Parameter mit
der fu¨r die jeweilige SKG typischen Λ-Potenz dividiert und eventuelle dimen-
sionsbehaftete Parameter wie z.B. mˆf oder κ
f
r,s passend umskaliert. In einer
masselosen Theorie bereitet dies keine Probleme. Anders als [Kuh 97] gehen
wir davon aus, dass auch in einer Theorie mit massiven Fermionen eine forma-
le Skalierung der Strommassen mit der Λ-Skala zula¨ssig ist und entsprechende
Terme daher gleichfalls mit dem Π(ǫ)-Mechanismus behandelt werden du¨rfen.
Daher weisen unsere erweiterten Ansa¨tze keine explizite Abha¨ngigkeit von den
externen Strommassen auf. Diese gehen lediglich u¨ber die perturbativen Gro¨ßen
in die SKG ein und treiben sie so an.
Ein weiterer wesentlicher Unterschied zu a¨lteren Arbeiten ist die Behand-
lung der nicht-perturbativen Korrekturen des nackten Vertex. Da wir den strik-
ten perturbativen Limes aufgegeben haben, du¨rfen auch die Monome mit der
ho¨chsten Impulspotenz u¨ber den Π(ǫ)-Mechanismus jeweils eine SKG liefern.26
Die DSG des Γ4-Vertex hat die unangenehme Eigenschaft, auf 1-Schleifen-
Niveau nicht die Γ4Γ4-Schleife zu entwickeln, die ein wesentlicher Bestandteil
fu¨r die selbstkonsistente Reproduktion der Tensorstrukturen ist. Daher ist sie
fu¨r unsere Zwecke weniger geeignet. In der Tat ist gerade dieser fu¨r die Renor-
mierungskonstante Z4 wichtige Graph nur tadpole-artig in der DSG enthalten.
Viel geeigneter ist die BSG fu¨r diesen Vertex. Die Konstruktion der SKG erfolgt
25In fru¨heren Arbeiten [DKS 99, DS 99] wurde eine Residuenbildung an den Polen der DSG
vorgenommen. Das hier verwendete Schema ist dazu a¨quivalent, wie in Anhang F anhand
einer Modellamplitude vorgefu¨hrt wird.
26Auf den Sonderfall der Geistschleifen in der DSG des Gluon-Propagators und des Γ3-
Vertex bzw. der BSG des Γ4-Vertex gehen wir spa¨ter ein.
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in der gleichen Weise wie bei den DSG. Eine gesonderte Resummation der BSG
ist nicht erforderlich, weil diese keine expliziten nackten Vertizes aufweist.
Eine weitere fu¨r die mathematische Analyse der SKG wichtige Technik ist
die Ru¨cknahme der Partialbruchzerlegung, wie sie im Anhang G dargestellt ist.
Dadurch werden die zuna¨chst noch in den Parametern scheinbar gebrochen-
rationalen Gleichungen zu einem manifest multinomialen Gleichungssystem.
Kapitel 3
Resummierte DSG
Wir werden in diesem Kapitel darlegen, wie man durch eine Resummation mit
entsprechend angepassten BSG die 3-Punkt-Gleichungen so a¨ndern kann, dass
in den nicht-tadpole-artigen Diagrammen nur noch volle Vertizes vorkommen.
Dies hat den Vorteil, dass die in den DSG nicht manifeste grundsa¨tzliche Sym-
metrie der Vertizes bezu¨glich gleichartiger a¨ußerer Beine schon mit niedrigem
Approximationsgrad r besser dargestellt werden kann Auf 1-Schleifen-Niveau
erwartet man deshalb verbesserte Bestimmungsgleichungen fu¨r die erweiterten
Parameter.
Die Resummation von DSG ist z.B. fu¨r den fermionischen Kanal des Γ¯3-
Vertex lange bekannt [Dys 49, Kuh 97] und einfach durchzufu¨hren. Mit (1.77)
erha¨lt man aus der unresummierten DSG zuna¨chst die folgende Gleichung.

Γ¯3 =

+g˜2

Γ¯3 K¯4t
(3.1)
Entscheidend ist nun die Frage, ob sich diese Art der Resummierung mit dem
oben eingefu¨hrten Mechanismus der kompensierenden Pole vertra¨gt, so dass sie
auch mit dem von uns genutzten erweiterten Ansatz verwendet werden kann.
Stellt man sich auf den Standpunkt, dass die punktierten Graphen die eigent-
liche physikalische Umsetzung der erweiterten Feynman-Regeln sind, erledigt
sich diese Frage in trivialer Weise. Man kann aber daru¨ber hinaus gute Argu-
mente fu¨r die Konsistenz dieser Formulierung der DSG mit unserem erweiterten
Ansatz ﬁnden.
Fu¨r den von uns gefu¨hrten diagrammatischen Beweis der Resummation im
erweiterten Schema ist es wichtig zu kla¨ren, wie punktierte innere Linien in
Verbindung mit einem perturbativen Vertex zu behandeln sind. Betrachtet man
die Interpretation eines punktierten Graphen in (2.63), so geht eine punktierte
Linie bei einem perturbativen Vertex in ihr unpunktiertes Gegenstu¨ck u¨ber.
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Vor diesem Hintergrund kann man die folgende Identita¨t angeben.

X =

•
•
•
•
X•
•
(3.2)
Verfolgt man die Herkunft der kompensierenden Pole aus den Mandelstam-
Kana¨len der Vertizes ho¨herer Stufe, begru¨ndet sich diese Gleichung aus der
Tatsache, dass ein solcher Vertex X, kombiniert mit einem nackten Vertex und
den vollen Propagatoren, die u¨berﬂu¨ssigen Pole auf den inneren Linien gar nicht
erst ausbildet. Daher kann ein solches Diagramm keine kompensierenden Terme
fu¨r die Schleife liefern. Anders gesagt: eine entsprechende Residuenbildung an
den Anteilen aus den Mandelstam-Polen von X liefert keine Beitra¨ge.
Die Resummation der DSG mit der punktierten BSG (2.64) resultiert dann
in der folgenden Rechnung [Kuh 97].

Γ¯3
=

+g˜2

•
•
•
•
•
•
+g˜4

•
•
•
•
•
•
•
•
• •
••
•
•
=

+g˜2

•
•
•
•
•• •
•
(3.3)
Dabei darf die letzte Gleichung nur im Sinne der Partialbruchzerlegung gema¨ß
(2.63) gelesen werden.1
Fu¨r den Γ˜3-Vertex im Geist-Kanal la¨sst sich eine analoge Gleichung auf-
stellen. Die Resummation im gluonischen Kanal la¨sst sich dagegen mit den
etablierten BSG nicht erreichen. Kern des Problems ist hierbei die Pra¨senz des
Γ4-Vertex in den DSG, die notwendig auf 2-Schleifen-Graphen fu¨hrt.
1Der volle Γ¯3-Vertex kann nach Konstruktion des erweiterten Ansatzes keine kompensieren-
den Pole aus Mandelstam-Kana¨len entwickeln. Ebensowenig ko¨nnen nach der Deﬁnition der
im erweiterten Sinne reduziblen BS-Kerne in Abschnitt 2.5 von diesen die kompensierenden
Pole geliefert werden. In der zweiten Zeile von (3.3) stellt dies noch kein Problem dar, da die
kompensierenden Pole dort von der T -Amplitude erzeugt werden. In der partialbruchzerlegten
Form sind Terme fu¨r kompensierende Pole dagegen nicht mehr explizit no¨tig.
3.1. ANGEPASSTE BSG 43
3.1 Angepasste BSG
Die wesentliche Idee zur Resummation der DSG auch im gluonischen Kanal
ist die U¨berlegung, dass die u¨bliche Art der Reduzibilita¨tsanalyse in den BSG
keine gluonischen 2-Schleifen-Terme erzeugen kann. Diese sind fu¨r eine Resum-
mation aber unabdingbar. Wir mu¨ssen die BSG daher mit einem modiﬁzier-
ten Reduzibilita¨tsbegriﬀ aufstellen und fordern daher von den BS-Kernen 1-
und 2-Teilchen-irreduzibel in einem Kanal2 zu sein und in diesem zusa¨tzlich
3-Gluonlinien-Irreduzibilita¨t aufzuweisen. Diese Forderung la¨sst wegen der Er-
haltung der Fermionenzahl insbesondere die oben verwendete gewo¨hnliche BSG
im fermionischen Kanal invariant. Wir geben an dieser Stelle als Beispiel fu¨r
eine so erhaltene BSG die der T2,2s-Amplitude im s-Kanal an. Dabei verzich-
ten wir im Sinne einer u¨bersichtlicheren Darstellung bei den Graphen auf die
Punkte, die U¨bertragung ist trivial.

=

+
1
2
g˜2

+
1
6
g˜4

−g˜2

−g˜2
∑
f

(3.4)
Strukturell a¨hnliche Gleichungen ﬁnden sich fu¨r die u¨brigen Amplituden mit 2
linken Beinen. Daru¨ber hinaus beno¨tigen wir noch die BSG fu¨r Amplituden mit
3 linken Gluonbeinen. Diese unterscheiden sich von (3.4) durch das Auftauchen
von zusa¨tzlichen strukturellen Termen. In der BSG zu T3,2s erscheinen z.B.
Terme von der Struktur 32Γ3DK2,2s und
1
2T2,2sDDK3,2s. Die entsprechende
Gleichung sowie die Erkla¨rung der Vorfaktoren ﬁnden sich im Anhang D.
3.2 DSG im gluonischen Kanal
Mit den oben hergeleiteten modiﬁzierten BSG kann man nun wie in (3.3) durch
Einsetzen in die unresummierten DSG und symbolisches Umklammern der Un-
tergraphen die gluonischen Kana¨le der Basis-Vertizes resummieren [Wie 01a].
2Wir verwenden in unseren Beispielen stets den s-Kanal.
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Wir notieren hier abschließend als Beispiel die DSG des Γ¯3-Vertex.
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(3.5)
Kapitel 4
BSG des Γ4-Vertex
Da die DSG des Γ4-Vertex fu¨r 1-Schleifen-Rechnungen weniger geeignet ist,
verwenden wir die entsprechenden BSG. Um die dem Γ4-Vertex inha¨rente Sym-
metrie zu erhalten, werden wir eine BSG aufstellen mu¨ssen, die Reduzibilita¨t in
allen drei Mandelstam-Kana¨len betrachtet, so dass wir eine Gleichung fu¨r die
1PI Amplitude Γ4 bekommen. Wir arbeiten bei unserer Darstellung wiederum
mit allgemeinen, unpunktierten Graphen.
Die BSG fu¨r die im s-Kanal 1PI T s2,2-Amplitude haben wir bereits in verku¨rz-
ter Notation in (3.4) gegeben. Da wir hier mit 2-Teilchen-irreduziblen (2PI) BS-
Kernen arbeiten, wiederholen wir sie an dieser Stelle mit passender Benennung
der Vertizes und unter Beru¨cksichtigung der modiﬁzierten Reduzibilita¨tsanfor-
derungen an die BS-Kerne.

T s2,2 =

Ls2,2 +
1
2
g˜2

T s2,2 L
s
2,2
−g˜2

T˜ s
2,2˜
L˜s
2˜,2
−g˜2
∑
f

T¯ s
2,2¯
L¯s
2¯,2 (4.1)
Hierbei bedeutet der Index s bei den T -Amplituden die u¨bliche 1PI im s-Kanal,
bei den BS-Kernen L dagegen 1PI und 2PI im s-Kanal. Der hier auftretende
Kern Ls2,2 entha¨lt nach Konstruktion noch die Austauschgraphen im t- und
u-Kanal und ist in diesen daher lediglich zusammenha¨ngend. Wir interessie-
ren uns nun fu¨r die BSG dieses Kerns im u-Kanal.1 Dazu fu¨hren wir bei den
1Wir weisen nochmals darauf hin, dass die Rolle der Mandelstam-Variablen t und u ge-
genu¨ber der in der Literatur u¨blichen vertauscht ist.
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BS-Kernen den unteren Index ein, der 1PI in den jeweiligen Kana¨len anzeigt.
Nachdem der u-Kanal-Austauschgraph aus Ls2,2s entfernt wurde (er wird durch
den entsprechenden Beitrag aus T s2,2 kompensiert und erzeugt so T
su
2,2), mu¨ssen
wir die BSG fu¨r Ls2,2su aufstellen [BL 77].
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− g˜2
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−g˜2
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f
f ′ f ′
f
+
umgekehrte
Pfeilrichtung
(4.2)
Dabei sind die letzten drei Diagramme 2PR im s-Kanal. Sie kompensieren so die
Terme, die in den ersten drei Schleifengraphen durch die Pra¨senz der Austausch-
graphen im s-Kanal in den T -Amplituden und BS-Kernen erzeugt werden, ob-
wohl sie aus Lss schon eliminiert wurden. Die Erzeugung dieser sogenannten
U¨berza¨hlungskorrekturen ist auch der wesentliche Vorteil der Beschra¨nkung auf
2PI BS-Kerne. Na¨hme man die 3-Gluonlinien-Irreduzibilita¨t mit hinzu, mu¨sste
man Korrekturterme von der Struktur {Γ3DΓ3}DD{T2,2sDDT2,2s} im u-Kanal
betrachten. Dies wa¨re mit einigem Aufwand verbunden, lieferte aber nur Bei-
tra¨ge zur 2-Schleifen-Ordnung, die wir bei unseren weiteren Rechnungen igno-
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rieren werden. Der Preis dafu¨r ist eine neuer Satz BS-Kerne. Weil wir diese
ebenfalls durch Skelettgraphenentwicklung behandeln ko¨nnen, hat dies keine
weiteren Konsequenzen.
Stellt man nun noch die BSG fu¨r den Lsusut-Kern auf und kombiniert man
die Gleichungen, erha¨lt man das folgende Ergebnis. Dabei ist M4 der in allen
Kana¨len 1PI und 2PI BS-Kern. Fu¨r T stu setzen wir Γ4 ein, den vollen 4-Gluon-
Vertex, fu¨r den wir den quasiperturbativen Ansatz nullter Ordnung bestimmen
wollen.
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−g˜2
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(4.3)
Die hier auftretenden Korrekturterme wie der Boxgraph {Γ3DΓ3DΓ3DΓ3D}
entstehen dadurch, dass die nur in einem Kanal reduziblen Kerne und Am-
plituden der BSG u¨berza¨hlige Graphen produzieren, die in dieser Form der
BSG explizit subtrahiert werden mu¨ssen. Ha¨tten wir von Anfang an mit 3-
Gluonlinien-Irreduzibilita¨t gearbeitet, wa¨ren an dieser Stelle eine Vielzahl sol-
cher U¨berza¨hlungskorrekturen zu beachten.
Es ist nicht selbstversta¨ndlich, dass diese Gleichung forminvariant beim
U¨bergang zu der in Abschnitt 2.5 deﬁnierten erweiterten Irreduzibilita¨t ist,
d.h beim Ersetzen der partiell 1PI Amplituden durch sogenannte 1PI und 1-
Schatten-irreduzible Amplituden auf beiden Seiten der Gleichung. Diese Eigen-
schaft wurde in [DS 99] fu¨r den vergleichbaren Fall der Γ4-DSG bewiesen. Daher
kann (4.3) unvera¨ndert fu¨r das nicht-perturbativ erweiterte Schema u¨bernom-
men werden und wird so in Kapitel 6 fu¨r die nullte quasiperturbative Ordnung
ausgewertet. Dabei werden wir zur Vereinfachung die Bezeichungen aus (4.3)
auch fu¨r die erweitert irreduziblen Amplituden u¨bernehmen.
Auch fu¨r den in (4.3) vorkommenden 1PI und 2PI BS-KernM4 ko¨nnte man
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noch eine BSG aufstellen. Diese involvierte dann partiell 3PI BS-Kerne. Zudem
tragen die Terme aus der M4-BSG nur zu den 2-Schleifen-Graphen bei. Daher
verzichten wir auf eine Ausformulierung. Fu¨rM4 ko¨nnen wir in nullter quasiper-
turbativer Na¨herung auf Grund der hohen Reduzibilita¨tsvoraussetzungen den
nackten 4-Gluon-Vertex Γ
(0,pert)
4 ansetzen. Denn die daru¨ber hinausgehenden
Terme haben, wie von Baker und Lee gezeigt [BL 77], einerseits sogar mindes-
tens drei Schleifen, andererseits aber nur eine sogenannte Overall-Divergenz.
Das bedeutet, dass sie nur einen Faktor 1ǫ entwickeln ko¨nnen und so u¨ber den
Π(ǫ)-Mechanismus ho¨chstens Terme der Ordnung g˜4, jedoch keine ∼ g˜0 erzeu-
gen. Mit anderen Worten: M
(0)
4 = Γ
(0,pert)
4 ist exakt. Damit haben wir fu¨r die
Bestimmung der nullten quasiperturbativen Ordnung eine Gleichung, die in ih-
rer Struktur der Γ4-DSG a¨hnlich, aber voll crossing-symmetrisch ist und mit
den fu¨r die DSG entwickelten Methoden behandelt werden kann.
Kapitel 5
Die
Dyson-Schwinger-Gleichungen
der QCD
Mit den Dyson-Schwinger-Gleichungen der QCD ko¨nnen die vollen, nicht-per-
turbativen Amplituden untersucht werden. Die Vertizes bis zur ersten Schlei-
fenordnung werden sowohl perturbativ als auch resummiert nicht-perturbativ
vorgestellt und ihre fu¨hrenden divergenten Teile berechnet. Bei der Pra¨sentation
dieser Gleichungen werden die Symmetrie-Faktoren aus den Feynman-Regeln
explizit angegeben, ebenso Vorzeichen aus der Fermi-Statistik.
5.1 Die DSG des Gluon-Propagators
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Perturbative Ergebnisse
Aus den perturbativen 1-Schleifen-Rechnungen sind die Divergenzen des Gluon-
Propagators gut bekannt. Wir fu¨hren hier nur die transversalen Anteile auf, da
in Landau-Eichung die longitudinalen Anteile verschwinden mu¨ssen.
• Gluonschleife
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g˜2

∼ 25
4
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µν(k)
g˜2
(4π)2
1
ǫ
k2 (5.2)
• Tadpole
1
2
g˜2

∼ 0 (5.3)
Dieses Resultat entsteht durch das bekannte Verschwinden skalenfreier
Integrale in dimensioneller Regularisierung.
• Geistschleife
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Die Gluonschleife
Nichtperturbativ ist zu lo¨sen:
g˜2
2

Γ3
=
g˜2
2
∫
−dDqifam1n1t
µµ′(k)[(−k − b)β1δµ′α1 + (b− a)µ′δα1β1 + (a+ k)α1δµ′β1 ]
×Dβ1β2m1m2(b)Dα1α2n1n2 (a)ifbn2m2tνν
′
(k)
[
(k + a)α2δν
′β2F r(k2, a2; b2)
+(b− a)ν′δβ2α2F r(a2, b2; k2) + (−b− k)β2δα2ν′F (b2, k2; a2)
]
. (5.6)
Es ergibt sich hier fu¨r die Kontraktion der Farbindizes:
ifamnifbnm = 3δab . (5.7)
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Fu¨r das Schleifenintegral erha¨lt man damit (cf. [Wie 01]):
I ∼ 1
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g˜2Λ−2ǫ
(4π)2−ǫ
1
b2
δabt
µν(k)
[ r∏
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(k2 + ur,sΛ
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]−1
×
r∑
m=0
{
Λ2(r−m)k2(m+1)
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]
−9Λ2(r+1−m)k2m
(
− Crr−1r;m + Crrr;mς1
)}
. (5.8)
Zur Deﬁnition von ςr siehe Anhang B.2.
Der Tadpole
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(5.9)
Kontraktion der Farbindizes und der Lorentztensoren fu¨hrt auf
I ∼ 1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
δabt
µν(k)
1
b
27
4
Λ2(ς1 − σ1) . (5.10)
Die σr sind in Anhang B.2 deﬁniert.
Die Geistschleife
Dieser Graph la¨sst sich besonders einfach berechnen.
g˜2
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4
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Das ist bis auf die Modifkation aus dem nicht-perturbativen Limes des Geist-
Propagators das perturbative Resultat. Dabei haben wir hier passend mit Λ2ǫ
erweitert, um die fu¨r die Anwendung des Π(ǫ)-Mechanismus notwendige Λ-
Potenz einzufu¨gen. Damit auch die Geistschleife zu den quasiperturbativen
Termen nullter Ordnung beitragen kann, muss man die folgende Entwicklung
durchfu¨hren
Λ2ǫ = 1 + ǫ ln(Λ2) +O(ǫ, ln ǫ) (5.12)
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und nach dem ersten Term abbrechen. Dies erscheint auf den ersten Blick als
recht willku¨rlich, ist aber aus zwei Gru¨nden gerechtfertigt. Erstens haben wir ei-
ne nicht-perturbative Modiﬁkation fu¨r den Geist-Propagator zugelassen. Daher
kann man durchaus den multiplikativen Faktor b˜ mit dem notwendigen Faktor
Λǫ versehen.1 Zweitens verschwinden die Polfaktoren des Geist-Propagators nur
in Landau-Eichung, d.h. in allen anderen Eichungen entwickelt die Geistschleife
ohne weiteres die fu¨r den Π(ǫ)-Mechanismus no¨tigen Terme.
Die Fermionschleife
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Fu¨r die Kontraktion der Farbtensorstruktur gilt:
T ija δ
ilT klb δ
kj =
1
2
δab . (5.14)
Auch hier sei fu¨r die Berechnung des Impulsintegrals auf [Wie 01a] verwiesen.
Weitere Details ﬁnden sich auch bei [Pot 00, Kuh 97]. Man erha¨lt das folgende
Ergebnis.2
I ∼ 21
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]
(5.15)
Die Deﬁnition fu¨r ̟fr kann in Anhang B.2 nachgelesen werden.
5.2 Die DSG des Fermion-Propagators
Die DS-Gleichung des Fermion-Propagators lautet.
−
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Γ¯3
(5.16)
1Bei dem Gluon-Faktor b wird dieser Faktor dann immer gema¨ß (5.12) entwickelt.
2Man beachte, dass gegenu¨ber den genannten Arbeiten die explizite Abha¨ngigkeit des Γ¯3-
Vertex von den Fermion-Strommassen eleminiert wurde.
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Damit ist die DSG schon auf 1-Schleifen-Niveau exakt.
Perturbative Ergebnisse
g˜2

∼ −41
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g˜2Λ−2ǫ
(4π)2−ǫ
δijmˆf (5.17)
Dass hier kein Term ∼ /p auftaucht, ist eine Besonderheit der Landau-Eichung.
Nicht-perturbative Ergebnisse
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Die Kontraktion der Farbindizes ergibt:
T ika δ
klT ljb δab =
4
3
δij . (5.19)
Mit der Lo¨sung des Impulsintegrals, die sich wiederum detailliert in [Wie 01a]
und [Kuh 97] ﬁndet, erha¨lt man das folgende Resultat.
I ∼ 41
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
1
b
δij
[ r∏
s=1
/k + κ(f)r,s
]−1 r∑
n=0
/kn(C¯f,rr;r−1,n − C¯f,rr;rn̟f1 ) (5.20)
5.3 Die DSG des Geist-Propagators
Die Gleichung des Geist-Propagators ist strukturell gleich der vorher behandel-
ten Gleichung fu¨r den Fermion-Propagator.
−
[

]−1
= −
[

]−1
+ g˜2

Γ˜3
(5.21)
Auch diese Gleichung ist damit auf 1-Schleifen-Niveau exakt.
Perturbative Ergebnisse
g˜2

= −9
4
1
ǫ
g˜2δabk
2 (5.22)
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Nicht-perturbative Ergebnisse
Fu¨r den einzigen divergenten Graphen ﬁndet man:
g˜2

Γ˜3 ∼ −
9
4
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
1
b
δabk
2 . (5.23)
Dieses Ergebnis entspricht in erster Na¨herung in ǫ bis auf die den perturbativen
Limes modiﬁzierende Konstante aus dem Gluonpropagator dem perturbativen
Ergebnis. Dies ist der Grund, warum eine Einfu¨hrung einer ebensolchen Modi-
ﬁkation auch fu¨r den Geist-Propagator notwendig ist.
5.4 Der 3-Gluon-Vertex
Die DS-Gleichung des 3-Gluon-Vertex lautet wie folgt.

Γ3
=

+
1
2
g˜2

•
•
•
•
•• •
•
+
1
2
g˜2

Γ3
+
1
2
g˜2

Γ3
+
1
6
g˜4

•
•
•
•
•
•
••• ••
• −g˜2
•
•
•
•
•• •
•
−g˜2
∑
f
•
•
•
•
•• •
•
(5.24)
Wir berechnen nacheinander die Divergenzen der fu¨hrenden 1-Schleifen-Terme.
Diese entstehen durch das Entwickeln der im s-Kanal irreduziblen Kerne be-
zu¨glich der vollen Basisvertizes der Theorie. Da diese vollsta¨ndig punktierten
Graphen noch in keiner Publikation ausfu¨hrlich berechnet wurden, werden wir
auf die wichtigsten Details der Rechnung eingehen.
5.4. DER 3-GLUON-VERTEX 57
Perturbative Ergebnisse
Die Ergebnisse fu¨r die Divergenzen der perturbativen Schleifen sind wohl be-
kannt [PT80].
• Gluon-Dreiecks-Schleife
g˜2

∼ i3
2
fa1a2a3
1
ǫ
g˜2
(4π)2
{
δµ
′
1µ
′
2(p1 − p2)µ′3 + δµ′1µ′3(p3 − p1)µ′2
+δµ
′
2µ
′
3(p2 − p3)µ′1
}
(5.25)
• Tadpole-artige Terme
g˜2

∼ i45
4
fa1a2a3
1
ǫ
g˜2
(4π)2
{
δµ
′
1µ
′
3p
µ′2
1 − δµ
′
1µ
′
2p
µ′3
1
}
(5.26)
g˜2

∼ i45
4
fa1a2a3
1
ǫ
g˜2
(4π)2
{
δµ
′
3µ
′
2p
µ′1
3 − δµ
′
3µ
′
1p
µ′2
3
}
(5.27)
g˜2

∼ i45
4
fa1a2a3
1
ǫ
g˜2
(4π)2
{
δµ
′
2µ
′
1p
µ′3
2 − δµ
′
2µ
′
3p
µ′1
2
}
(5.28)
• Geist-Dreiecks-Schleife
g˜2

+ (p2 ↔ p3)
∼ −i1
8
fa1a2a3
1
ǫ
g˜2
(4π)2
{
δµ
′
1µ
′
2(p1 − p2)µ′3 + δµ′1µ′3(p3 − p1)µ′2
+δµ
′
2µ
′
3(p2 − p3)µ′1
}
(5.29)
58 KAPITEL 5. DIE DSG DER QCD
• Fermion-Dreiecks-Schleife
g˜2

+ (p2 ↔ p3)
∼ −i
∑
f
2
3
fa1a2a3
1
ǫ
g˜2
(4π)2
{
δµ
′
1µ
′
2(p1 − p2)µ′3 + δµ′1µ′3(p3 − p1)µ′2
+δµ
′
2µ
′
3(p2 − p3)µ′1
}
(5.30)
5.4.1 Die Gluon-Dreiecks-Schleife
g˜2

••
••
•••
•
•
•
•
•
= g˜2
∫
−dDqifa1k1m1t
µ1µ′1(p1)[δ
µ′1α1(p1 +A)
γ1F (p21, A˙
2; C˙2)
+δα1γ1(−A− C)µ′1F (A˙2, C˙2; p21) + δγ1µ
′
1(C − p1)α1F (C˙2, p21; A˙2)]
×Dα1α2k1k2 (A˙)ifk2a2l2tµ2µ
′
2(p2)[δ
α2µ′2(A− p2)β2F (A˙2, p22; B˙2)
+δµ
′
2β2(p2 +B)
α2F (p22, B˙
2; A˙2) + δβ2α2(−B −A)µ′2F (B˙2, A˙2; p22)]
×Dβ2β3l2l3 (B˙)ifl3a3m3tµ3µ
′
3(p3)[δ
β3µ′3(B − p3)γ3F (B˙2, p23; C˙2)
+δµ
′
3γ3(p3 + C)
β3F (p23, C˙
2; B˙2) + δγ3β3(−C −B)µ′3F (C˙2, B˙2; p23)]
×Dγ1γ3m3m1(C˙) (5.31)
Hierbei bedeuten die Punkte u¨ber den Variablen A2, B2 und C2, dass bezu¨glich
dieser noch eine Partialbruchzerlegung vorgenommen werden muss und dann
die u¨berza¨hligen unphysikalischen Pole aus dem Integral zu entfernen sind
(vgl. (2.63)).
Fu¨r die Kontraktion der Farbtensoren ﬁndet man:
ifa1k1m1δk1k2ifk2a2l2δl2l3ifl3a3m3δm1m3 = i
3
2
fa1a2a3 . (5.32)
Die Kontraktion der Lorentzstruktur und die Berechnung des Impulsintegrals
kann an dieser Stelle nicht ausfu¨hrlich pra¨sentiert werden. Man macht sich
dabei zu Nutze, dass das Diagramm maximal linear divergent ist. Dies bedeu-
tet, dass alle Terme, die nach einer PBZ mindestens eine quadratische Potenz
in den a¨ußeren Impulsen haben, nicht zu den divergenten Termen beitragen
ko¨nnen. Außerdem kann man fu¨r die Vereinfachung der Integration die Bezie-
hung (B.2) und die Ergebnisse aus Anhang B.5 nutzen. So sieht man ohne ex-
plizite Ausfu¨hrung der Impulsverschiebung, dass von den mo¨glichen 27 Termen
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nur 7 zum divergenten Teil der Amplitude beitragen ko¨nnen. Deren Tensor-
strukturen seien hier noch kurz aufgeschrieben.
1
3q
6qµ
′
2qµ
′
3(5p1 − p2 − p3)µ′1E9 (5.33)
1
3q
6qµ
′
1qµ
′
3(−5p2 + p1 + p3)µ′2E12 (5.34)
1
3q
6qµ
′
1qµ
′
3(5p2 − p1 − p3)µ′2E15 (5.35)
1
3q
6qµ
′
1qµ
′
2(−5p3 + p1 + p2)µ′3E16 (5.36)
1
3q
6qµ
′
1qµ
′
2(5p3 − p1 − p2)µ′3E17 (5.37)
1
3q
6qµ
′
2qµ
′
3(−5p1 + p2 + p3)µ′1E27 (5.38)
−43(D − 1)q6
[
qµ
′
1qµ
′
2(p2 − p1)µ′3
+qµ
′
1qµ
′
3(p1 − p3)µ′2
+qµ
′
2qµ
′
3(p3 − p2)µ′1
]
E18 (5.39)
Die hier auftretenden Ei sind Kombinationen aus Vertex- und Propagatorpa-
rametern und den a¨ußeren Impulsen. E18 ist das in (B.27) deﬁnierte ΣS. Der
Vollsta¨ndigkeit halber sei noch die sich bei Feynmanparametrisierungen des
Nenners ergebende Impulsverschiebung
q → q − 1
3
(p1(1− 3z)− p2 − 3zyp3) (5.40)
angegeben. Der linear divergente Teil in (5.39) darf wegen der symmetrischen
Integration vernachla¨ssigt werden. Oﬀensichtlich unterscheiden sich die Terme
(5.33) und (5.38), (5.34) und (5.35) sowie (5.36) und (5.37) in ihrer Tensorstruk-
tur jeweils nur durch ein Vorzeichen. Die wesentliche Beobachtung ist nun, dass
diese Terme sich in der Tat gegeneinander wegheben. Nach passender Umbe-
nennung der Summationsvariablen in den Ei zeigt man dies durch Anwendung
von (B.83) bei der Ru¨cknahme der PBZ. Somit bleibt nur Term (5.39) u¨brig,
der zur Divergenz des Graphen noch einen Beitrag leisten kann. Fu¨r eben diesen
Term ko¨nnen wir nun das Impulsintegral notieren.
Iimp =
∫
−dDq
1
(q2 +K2)6
× {Tensor von (5.39)}
∼ −1
ǫ
Λ−2ǫ
(4π)2−ǫ
[
δµ
′
1µ
′
2(p2 − p1)µ′3
+δµ
′
1µ
′
3(p1 − p3)µ′2 + δµ′2µ′3(p3 − p2)µ′1
]
(5.41)
Damit ﬁnden wir das folgende Gesamtergebnis. Fu¨r die Deﬁnition der ∆r ver-
weisen wir auf Anhang B.2.
I ∼ i3
2
fa1a2a3t
µ1µ′1(p1)t
µ2µ′2(p2)t
µ3µ′3(p3)
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ{
δµ
′
1µ
′
2(p1 − p2)µ′3 + δµ′1µ′3(p3 − p1)µ′2 + δµ′2µ′3(p2 − p3)µ′1
}
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×
{ r∏
s=1
(p21 + ur,sΛ
2)
r∏
s=1
(p22 + ur,sΛ
2)
r∏
s=1
(p23 + ur,sΛ
2)
}−1
×
r+1∑
t1t2t3=1
r∑
k1k2k3=0
r∑
l1l2l3=0
r∑
m1m2m3=0
{∆r(u, t1)∆r(u, t2)∆r(u, t3)}−1
×Crk1k2;k3Crl1l2;l3Crm1m2;m3(p21)k3(p22)l3(p23)m3(−uˆr,t1)k1+l2(−uˆr,t2)l1+m2
×(−uˆr,t3)m1+k2(Λ2)9r−k3−l3−m3 (5.42)
Zu dieser Schleife geho¨rt noch ein Diagramm, bei dem lediglich p2 und p3 ver-
tauscht sind. Hier macht man sich mit obigem Ergebnis schnell klar, dass dies
auf die Rechnung keinerlei Einﬂuss hat, so dass sich beide Amplituden addieren.
Dies kompensiert genau den Symmetriefaktor aus der DS-Gleichung.
5.4.2 Die tadpole-artigen Terme
In der DS-Gleichung (5.24) treten an der dritten und vierten Stelle schon
die Terme auf, die dem Tadpole-Graphen in der DS-Gleichung des Gluon-
Propagators entsprechen. Kennzeichnend ist hier, dass sie auch in den voll-
sta¨ndig resummierten und schattenreduzierten Amplituden einen nackten Ver-
tex behalten. Zusa¨tzlich zu diesen tritt in der von uns benutzten Na¨herung noch
ein weiterer Term auf. Dieser entsteht aus dem resummierten K2,2s-BS-Kern.
Diesen ko¨nnen wir auf 1-Schleifen-Niveau durch den Γ4-Vertex approximieren.
Wir stellen hier zuna¨chst das Ergebnis vor, das sich aus dem zur perturbativen
Farb- und Tensorstruktur proportionalen Ansatz ergibt.
g˜2

••
••
• •• •
=
∫
−dDq ifa1k1l1t
µ1µ′1(p1)
[
δµ
′
1κ1(p1 + b)
λ1F r(p21, b˙
2; c˙2)
+δκ1λ1(−b+ c)µ′1F r(b˙2, c˙2; p21) + δλ1µ
′
1(−c− p1)κ1F r(c˙2, p21; b˙2)
]
×Dκ1κ2k1k2 (b)
{3
2
C
(4)
l2k2a2a3
(Γ4)
λ2κ2µ′2µ
′
3 +
1
2
C
(5−6)
l2k2a2a3
(Γ5−6)
λ2κ2µ′2µ
′
3
}
(Π4(b˙
2, c˙2, (p2)
2, (p3)
2))−1
r∑
n1n2n3n4=0
T 4n1n2n3n4(c˙
2)n1(b˙2)n2((p2)
2)n3((p3)
2)n4(Λ2)4r−Σni
Dλ1λ2l1l2 (c)t
µ2µ′2(p2)t
µ3µ′3(p3) (5.43)
Die Kontraktion der Farbstruktur la¨sst sich mit den im Anhang A.3 angegebe-
nen Tabellen einfach durchfu¨hren.
ifa1k1l1 ×
[3
2
C(4)Γ4 +
1
2
C(5−6)Γ(5−6)
]∣∣∣
l1k1a2a3
= −i9
2
fa1a2a3Γ4 (5.44)
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Die Ausfu¨hrung der nun vereinfachten Lorentzkontraktionen und Berechnung
des Schleifenintegrals mit den Formeln aus Anhang B.5 liefert dann das folgende
Endergebnis.
I ∼ i9fa1a2a3tµ1µ
′
1(p1)t
µ2µ′2(p2)t
µ3µ′3(p3)
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
{
δµ
′
1µ
′
3p
µ′2
1 − δµ
′
1µ
′
2p
µ′3
1
}
×
r∑
k1k2k3=0
ΣΓT (k1; k2, k3)((p1)
2)k1((p2)
2)k3((p3)
2)k3(Λ2)3r−Σki
[
Π3((p1)
2), (p2)
2), (p3)
2)
]−1
(5.45)
Dabei ist ΣΓT wie folgt deﬁniert.
ΣΓT (a; b, c) =
r+1∑
t1t2=1
r∑
k2k3=0
r∑
yx=0
(−uˆr,t1)k3+y(−uˆr,t2)k2+x
∆r(u, t1)∆r(u, t2)
{Crak2;k3 +
1
4
Crk2k3;a}T r,4yxbc (5.46)
Es gilt oﬀensichtlich
ΣΓT (a; b, c) = ΣΓT (a; c, b) . (5.47)
Die beiden anderen in der DS-Gleichung vorkommenden tadpole-artigen Gra-
phen unterscheiden sich von diesem nur durch den perturbativen Γ4-Vertex an-
stelle des vollen Vertex. Dies fu¨hrt dazu, dass mit dem MKP keine u¨berza¨hligen
Pole entfernt werden mu¨ssen. Daher kann die PBZ einfach zuru¨ckgenommen
werden. Man erha¨lt die entsprechenden Diagramme durch passende Vertau-
schung der Impulse und Indizes.
g˜2

Γ3
∼ i9fa1a2a3tµ1µ
′
1(p1)t
µ2µ′2(p2)t
µ3µ′3(p3)
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
{
δµ
′
3µ
′
2p
µ′1
3 − δµ
′
3µ
′
1p
µ′2
3
}
×
r∑
k=0
(Crkr;r +
1
4
Crrr;k)(Λ
2)r−k(p23)
k
[ r∏
s=1
(p23 + ur,sΛ
2)
]−1
(5.48)
und
g˜2

Γ3
∼ i9fa1a2a3tµ1µ
′
1(p1)t
µ2µ′2(p2)t
µ3µ′3(p3)
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
{
δµ
′
2µ
′
1p
µ′3
2 − δµ
′
2µ
′
3p
µ′1
2
}
×
r∑
k=0
(Crkr;r +
1
4
Crrr;k)(Λ
2)r−k(p22)
k
[ r∏
s=1
(p22 + ur,sΛ
2)
]−1
(5.49)
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5.4.3 Die Geist-Dreiecks-Schleife
Abgesehen von einem multiplikativen Faktor, der aus dem Geist-Propagator
stammt, entwickelt dieser Vertex in Landau-Eichung keine nicht-perturbativen
Korrekturen. Wir verzichten daher auf eine ausfu¨hrliche Rechnung und geben
gleich das Ergebnis an.
g˜2

+ (p2 ↔ p3)
∼ −i1
8
fa1a2a3
1
ǫ
g˜2
(4π)2
1
b˜3
{
δµ
′
1µ
′
2(p1 − p2)µ′3 + δµ′1µ′3(p3 − p1)µ′2
+δµ
′
2µ
′
3(p2 − p3)µ′1
}
(5.50)
Auch hier muss man wie bei der Geistschleife in der DSG des Gluon-Propagators
mit Λ2ǫ erweitern und nach (5.12) geeignet entwickeln, damit man u¨ber den
Π(ǫ)-Mechanismus Beitra¨ge zu den quasiperturbativen Korrekturen der null-
ten Ordnung erhalten kann. Die dazu geho¨rende Argumentation ﬁndet sich in
Abschnitt 5.1.
5.4.4 Die Fermion-Dreiecks-Schleife
Dies Diagramm ist das letzte, das fu¨r die DS-Gleichung des 3-Gluon-Vertex
beno¨tigt wird. Die Punkte u¨ber den Variablen bedeuten hier wieder, dass in
dem Integral noch eine Partialbruchzerlegung mit anschließender Entfernung
der unphysikalischen Pole durchzufu¨hren ist.
g˜2

••
•
••
••
•
•
•
•
•
=
∫
−dDqTr
{
T k1m1a1
1
r∏
s=1
/˙A+ κfr,s
N r,µ1(/˙A, /˙C, p1)
r∏
s=1
p21 + ur,sΛ
2
1
r∏
s=1
/˙C + κfr,s
Sm1m3f (/˙C)
×Tm3l3a3
1
r∏
s=1
/˙C + κfr,s
N r,µ3(/˙C, /˙B, p3)
r∏
s=1
p23 + ur,sΛ
2
1
r∏
s=1
/˙B + κfr,s
Sl3l2f (/˙B)
×T l2k2a2
1
r∏
s=1
/˙B + κfr,s
N r,µ2(/˙B, /˙A, p2)
r∏
s=1
p22 + ur,sΛ
2
1
r∏
s=1
/˙A+ κfr,s
Sk2k1f (/˙A)
}
(5.51)
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Wir haben hier Transversalprojektoren bezu¨glich der a¨ußeren Beine aus Gru¨n-
den der U¨bersichtlichkeit vernachla¨ssigt. Die Kontraktion der Fermion-Indizes
ergibt
T k1m1a1 δ
m1m3Tm3l3a3 δ
l3l2T l2k2a2 δ
k2k1 =
1
4
(da1a2a3 − ifa1a2a3) . (5.52)
Die Berechnung des Schleifenintegrals dieser linear divergenten Amplitude lie-
fert dann das folgende Endergebnis.
I ∼ da1a2a3 − ifa1a2a3
4
{ r∏
s=1
p21 + ur,sΛ
2
r∏
s=1
p22 + ur,sΛ
2
r∏
s=1
p23 + ur,sΛ
2
}−1
r∑
t1t2t3=1
{
∆r(κ(f), t1)∆
r(κ(f), t2)∆
r(κ(f), t3)
}−1 r∑
m1n1n′1=0
r∑
m2n2n′2=0
r∑
m3n3n′3=0
×1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
4
3
{
δµ1µ2(p1 − p2)µ3 + δµ2µ3(p2 − p3)µ1 + δµ3µ1(p3 − p1)µ2
}
×C¯f,r
m1;n1n′1
C¯f,r
m2;n2n′2
C¯f,r
m3;n3n′3
(p21)
m1(p22)
m2(p23)
m3(−κˆfr,t1)n1+n
′
2
×(−κˆfr,t2)n2+n
′
3(−κˆfr,t3)n3+n
′
1 (5.53)
Des weiteren bekommt man aus der DS-Gleichung noch einen weiteren Gra-
phen, bei dem die Reihenfolge von p2 und p3 (und der zugeho¨rigen Indizes)
vertauscht ist. Vollzieht man die relevanten Schritte nach, erkennt man, dass
aus der Lorentz-Tensorstruktur ein Faktor von −1 kommt. Da da1a2a3 invariant
unter Vertauschung ist und fa1a2a3 einen Faktor von −1 liefert, tragen nur die
Terme porportional zu den antisymmetrischen Strukturkonstanten bei. Wir er-
halten somit fu¨r die Summe u¨ber beide Diagramme und u¨ber die Fermionsorten
das Folgende.
I ∼ −
∑
f
2
3
ifa1a2a3
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
{
δµ1µ2(p1 − p2)µ3 + δµ2µ3(p2 − p3)µ1
+δµ3µ1(p3 − p1)µ2
}{ r∏
s=1
p21 + ur,sΛ
2
r∏
s=1
p22 + ur,sΛ
2
r∏
s=1
p23 + ur,sΛ
2
}−1
r∑
t1t2t3=1
{
∆r(κ(f), t1)∆
r(κ(f), t2)∆
r(κ(f), t3)
}−1 r∑
m1n1n′1=0
r∑
m2n2n′2=0
r∑
m3n3n′3=0
×C¯f,r
m1;n1n′1
C¯f,r
m2;n2n′2
C¯f,r
m3;n3n′3
(p21)
m1(p22)
m2(p23)
m3(−κˆfr,t1)n1+n
′
2
×(−κˆfr,t2)n2+n
′
3(−κˆfr,t3)n3+n
′
1 (5.54)
Dies ist im Wesentlichen das in (B.28) deﬁnierte Σ¯f,r.
Die Fermion-Schleife hat, wenn sie mit γ5 enthaltenden Vertizes ausgewer-
tet wird, eine enge Beziehung zur Anomalie [Kug 97] der QCD. Daher wa¨re es
interessant zu untersuchen, ob die mit unseren Ansa¨tzen gewonnenen Ergeb-
nisse mit der Anomaliefreiheit der QCD vereinbar sind. Diese Frage liegt aber
außerhalb unserer Themenstellung.
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5.5 Der Fermion-Antifermion-Gluon-Vertex
Die resummierte DS-Gleichung lautet hier:

Γ¯3 =

+ g˜2

•
•
•
•
•• •
•
. (5.55)
Diese Gleichung ist schon verschiedentlich berechnet worden. Details ﬁndet man
in [Kuh 97, Wie 01a]. Wie schon bei der Gleichung fu¨r den Fermion-Propagator
tra¨gt auch hier nur ein Graph zu den Divergenzen bei. Zudem kann man sich
durch einfache Symmetrieu¨berlegungen an den resummierten Graphen schnell
klar machen, dass auf 1-Schleifen-Niveau der Fermion- und der Gluon-Kanal
identische Ergebnisse liefern mu¨ssen. Es reicht daher, den Fermion-Kanal zu
berechnen.
Perturbative Ergebnisse
g˜2

∼ 9
4
T ija3
1
ǫ
g˜2
(4π)2
(5.56)
5.5.1 Die Fermion-Fermion-Gluon-Schleife
g˜2

••
••
•••
•
•
•
•
•
=
∫
−dDqT i1j1a1
1
r∏
s=1
/p1 + κ
f
r,s
N r,ν1(/p1, /˙A, C˙2)
r∏
s=1
C˙2 + ur,sΛ2
1
r∏
s=1
/˙A+ κfr,s
Sj1j2f (A˙)
T j2i2a2
1
r∏
s=1
/˙A+ κfr,s
N r,ν2(/˙A, /p2, B˙2)
r∏
s=1
B˙2 + ur,sΛ2
1
r∏
s=1
/p2 + κ
f
r,s
Dν2ν3a2b3 (B˙)
ifa3c3b3
{
δµ3ν4(p3 − C)ν5F (p23, C˙2; B˙2) + δν4ν5(C +B)µ3F (C˙2, B˙2; p23)
+δν5µ3(−B − p3)ν4F (B˙2, p23; C˙2)
}
Dν1ν4c3a1 (C˙) (5.57)
Die Kontraktion der Farbtensoren und der Fermiindizes ergibt:
T i1j1a1 δ
j1j2T j2i2a2 δa2b3ifa3c3b3δc3a1 = −
3
2
T i1i2a3 . (5.58)
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Nach der Lorentzkontraktion und Berechnung des Impulsintegrals sowie Addi-
tion mit dem Diagramm mit vertauschten Impulsen p2 und p3 erhalten wir das
folgende Ergebnis.
I ∼ 9
4
T i1i2a3
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
[ r∏
s=1
/p1 + κ
f
r,s
]−1 r∑
n1n′2k3=0
(/p1)
n1γµ3
r+1∑
t1t2t3=1
r∑
m1n′1=0
r∑
m2n2=0
r∑
k1k2=0
{∆r(κ(f), t1)∆r(u, t2)∆r(u, t3)}−1(−uˆr,t3)m1+k1
(−uˆr,t2)m2+k2(−κˆfr,t1)n
′
1n2C¯f,r
m1;n1n′1
C¯f,r
m2;n2n′2
Crk1k2;k3(Λ
2)3r−m1−m2−k3
(p23)
k3(/p2)
n′2
[ r∏
s=1
p23 + ur,sΛ
2
r∏
s=1
/p2 + κ
f
r,s
]−1
(5.59)
5.6 Der Geist-Antigeist-Gluon-Vertex
Die resummierte DS-Gleichung lautet hier wie folgt.

Γ˜3 =

+ g˜2

•
•
•
•
•• •
•
(5.60)
Ebenso wie bei der Γ¯3-Gleichung macht man sich schnell klar, dass auf 1-
Schleifen-Niveau nur ein Diagramm zu den Divergenzen beitragen kann. Es
la¨sst sich jedoch einfach zeigen, dass der divergente Anteil dieses Diagramms
wie der des perturbativen Diagramms in Landau-Eichung exakt verschwindet,
weshalb wir nur das letztere betrachten. Durch die Γ˜3-Gleichung wird trotz ei-
nes multiplikativen Faktors beim Geist-Propagator der perturbative Wert fu¨r
diesen Vertex erzwungen.
Perturbative Ergebnisse
g˜2

∼ 0 (5.61)
Kapitel 6
Die Bethe-Salpeter-Gleichung
des Γ4-Vertex
Nachdem wir in Kapitel 4 die BSG des Γ4-Vertex hergeleitet haben, mu¨ssen
wir nun die auf 1-Schleifen-Niveau beitragenden Terme identiﬁzieren und be-
rechnen. Zudem stehen wir vor dem Problem, dass die verschiedenen Ansa¨tze
fu¨r den Γ4-Vertex manche Diagramm-Berechnung mehrmals no¨tig machen. Wir
wenden uns zuerst der Bestimmung der 1-Schleifen-Terme zu.
6.1 Die BSG auf 1-Schleifen-Niveau
Ersetzt man den 2PI Kern M4 der BSG durch den perturbativen Γ
(0,pert)
4 -
Vertex, erha¨lt man eine der DSG sehr a¨hnliche Gleichung. In ihrer Skelett-
graphenentwicklung in den nackten Vertizes sind die beiden Gleichungen auf
1-Schleifen-Niveau sogar identisch. Damit la¨sst sich aus beiden die perturbative
Renormierungskonstante bestimmen [PT80]. Alle BS-Kerne außer M4 werden
durch die Austauschgraphen in den Kana¨len, fu¨r die nicht 2PI gefordert ist,
bzw. durch den vollen Γ4-Vertex ersetzt.

Γ4
=

+
1
2
g˜2

•
•
•
•
• •
• • +
1
2
g˜2

••••
•
•
•
•
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+
1
2
g˜2

••••
•
•
•
•
+ g˜2

• •
••
•••
•
•
•
•
•
+g˜2

• • • •
••
•
• ••
•
•
+ g˜2

• • • •
••
•
• ••
•
•
+ 3 symm. Diagramme + g˜2

••
••
••
• •
•
•
•
•
•
•
•
•
+g˜2

••
••
••
• •
•
•
•
•
•
•
•
•
+ g˜2

••
••
••
• •
•
•
•
•
•
•
•
•
−g˜2

−


2 symm. Diagramme
+ 3 mit umgekehrter Pfeil-
richtung


−
∑
f
g˜2

••
••
••
• •
•
•
•
•
•
•
•
•
−


2 symm. Diagramme
+ 3 mit umgekehrter Pfeil-
richtung

 (6.1)
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6.2 Perturbative Ergebnisse
Zur Notation der Ergebnisse werden die Abku¨rzungen aus den Anha¨ngen A.3.2
und B.1 verwendet. Fu¨r die im Folgenden pra¨sentierten Diagramme gilt da-
bei, dass die Impulse von links oben gegen den Uhrzeigersinn von p1 bis p4
zugewiesen werden.
In der BSG kommen die hier im s-Kanal berechneten Diagramme grundsa¨tz-
lich auch in den beiden anderen Kana¨len vor. Daher mu¨ssen die gewonnenen Er-
gebnisse symmetrisiert werden. Dies ist jedoch durch einen einfachen Austausch
der Impulse und der zugeho¨rigen Farb- und Lorentz-Tensorindizes mo¨glich. Die
so gewonnenen Ergebnisse mu¨ssen dann noch auf die kanonische Reihenfolge der
Parameter umgeschrieben werden. Entsprechende Permutationstabellen ﬁnden
sich in Anhang A.3.2 und B.4.2. Damit entfa¨llt eine explizite Berechnung der
Diagramme fu¨r andere Kana¨le.
• Die Γ4Γ4-Schleife
g˜2

∼ [− 27
4
C(4)Γ4 +
15
4
S(4)Γ1 +
7
8
S(4)S4
−5
4
C(5−6)Γ1 − 7
24
C(5−6)S4
] g˜2
(4π)2ǫ
(6.2)
Symmetrisierte Ergebnisse
Die Summe der drei Kana¨le ergibt
I ∼ [−8T4 + 51
8
D4]
g2µ
(4π)2ǫ
. (6.3)
• Die Γ4Γ3Γ3-Schleife
g˜2

∼ [− 3S(4)Γ1 + C(5−6)Γ1 − 1
4
S(4)S4 +
1
12
C(5−6)S4
] g˜2
(4π)2ǫ
(6.4)
Symmetrisierte Ergebnisse
Die Summe der drei Kana¨le – also u¨ber 6 Diagramme – ergibt
I ∼ [2T4 − 15
2
D4]
g2µ
(4π)2ǫ
. (6.5)
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• Die 4-Gluonen-Box
g˜2

∼ [3
2
S(4) − 3
2
C(4) − 1
2
C(5−6)
]
S4
g˜2
(4π)2ǫ
(6.6)
Symmetrisierte Ergebnisse
Die Summe der drei Kana¨le ergibt
I ∼ [9
2
D4]
g2µ
(4π)2ǫ
. (6.7)
• Die 4-Geister-Box
g˜2

∼ 1
24
[3
4
S(4) − 3
4
C(4) − 1
2
C(5−6)
]
S4
g˜2
(4π)2ǫ
(6.8)
Symmetrisierte Ergebnisse
Die Summe der drei Kana¨le und u¨ber die Diagramme mit umgekehrter
Pfeilrichtung ergibt
I ∼ [ 3
16
D4]
g2µ
(4π)2ǫ
. (6.9)
• Die 4-Fermionen-Box
g˜2

+
Diagramm mit umgekehrten
Pfeilen
∼
∑
f
[− 1
9
S(4)Γ6−4 +
2
9
[− 2T4 + 3C(5)Γ5]] g˜2
(4π)2ǫ
(6.10)
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Symmetrisierte Ergebnisse
Die Summe der drei Kana¨le ergibt
I ∼
∑
f
[−2
3
T4]
g2µ
(4π)2ǫ
. (6.11)
Durch Einsetzen in die BSG la¨sst sich nun zeigen, dass sich fu¨r die pertur-
bative Gleichung die Bestimmung der Renormierungskonstanten ergibt.
Γp4 = T4(1 +
g˜2
(4π)2
1
ǫ
[− 2 + 2
3
Nf
]
) (6.12)
Dies bedeutet, dass sich die nicht zu T4 proportionalen Farb- und Tensorstruktu-
ren genau herausheben. Hier zeigt sich die besondere Stellung der perturbativen
Struktur T4.
6.3 Graphen ohne Γ4
Die 4-Gluonen-Box
g˜2

••
••
••
• •
•
•
•
•
•
•
•
•
∼ [3
2
S(4) − 3
2
C(4) − 1
2
C(5−6)
]
S4
(Π4(p
2
1, p
2
2, p
2
3, p
2
4))
−1
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4(Λ2)4r−
P
ki
g˜2(Λ2)−ǫ
(4π)2ǫ
1
b4
Σ4Γ(k1, k2, k3, k4) (6.13)
mit
Σ4Γ(a, b, c, d)
=
r+1∑
t1t2t3t4=1
r∑
k2k3l2l3m2m3n2n3=0
×(−uˆt1Λ
2)k2+l3(−uˆt2Λ2)l2+m3(−uˆt3Λ2)m2+n3(−uˆt4Λ2)n2+k3
∆(u, t1)∆(u, t2)∆(u, t3)∆(u, t4)
×C3,ra,k2k3C
3,r
b,l2l3
C3,rc,m2m3C
3,r
d,n2n3
(Λ2)6r−
P
ki+li+mi+ni (6.14)
Wie man sieht, ist Σ4Γ vollsta¨ndig symmetrisch unter Vertauschung der Argu-
mente.
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Symmetrisierte Ergebnisse
Fu¨r die Summe der drei Kana¨le erha¨lt man:
I ∼ 1
Π4(p21, p
2
2, p
2
3, p
2
4)
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4(Λ2)4r−
P
ki
9
2
D4
g˜2(Λ2)−ǫ
(4π)2ǫ
1
b4
Σ4Γ(k1, k2; k3, k4) . (6.15)
Die 4-Geister-Box
Es ergibt sich das perturbative Resultat erga¨nzt um die Skalierung des Geist-
Propagators.
g˜2

∼ 1
24
[3
4
S(4) − 3
4
C(4) − 1
2
C(5−6)
]
S4
1
b˜4
g˜2
(4π)2ǫ
(6.16)
Damit dieses Diagramm trotz der in Landau-Eichung perturbativen Struktur
der Geist-Vertizes zu den quasiperturbativen Korrekturen nullter Ordnung bei-
tragen kann, mu¨ssen wir wie bei der Geist-Schleife in der Gluon-Propagator-
DSG mit Λ2ǫ erweitern und geeignet entwickeln. Die auch hier zutreﬀende Ar-
gumentation ﬁndet sich in Abschnitt 5.1.
Symmetrisierte Ergebnisse
Fu¨r die Summe der drei Kana¨le mit je zwei Pfeilrichtungen ﬁndet man
I ∼ 3
16
D4
1
b˜4
g˜2
(4π)2ǫ
. (6.17)
Die 4-Fermionen-Box
∑
f
g˜2

••
••
••
• •
•
•
•
•
•
•
•
•
+
Diagramm mit umgekehrter
Pfeilrichtung
∼ [− 1
9
S(4)Γ6−4 +
2
9
(−2T4 + 3C(5)Γ5
]
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(Π4(p
2
1, p
2
2, p
2
3, p
2
4))
−1
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4(Λ2)4r−
P
ki
g˜2(Λ2)−ǫ
(4π)2ǫ
Σ¯4Γ¯(k1, k2, k3, k4) (6.18)
mit
Σ¯4Γ¯(a, b, c, d)
=
∑
f
r+1∑
t1t2t3t4=1
r∑
k2k3l2l3m2m3n2n3=0
(−κˆt1Λ2)k2+l3(−κˆt2)l2+m3(−κˆt3)m2+n3(−κˆt4)n2+k3
∆(κ, t1)∆(κ, t2)∆(κ, t3)∆(κ, t4)
C¯f,ra,k2k3C¯
f,r
b,l2l3
C¯f,rc,m2m3C¯
f,r
d,n2n3
(Λ)6r−
P
ki+li+mi+ni (6.19)
Wie man sieht, ist auch Σ¯4Γ¯ vollsta¨ndig symmetrisch unter Vertauschung der
Argumente.
6.4 Graphen mit Γ4
6.4.1 Symmetrische Vertexparameter – T4
Da die Farb- und Lorentz-Tensorstruktur des vollen Γ4-Vertex sich hier wie die
perturbative verha¨lt, kommt man leicht auf die entsprechenden Ergebnisse.
Die Γ4Γ4-Schleife
g˜2

•
•
•
•
• •
• •
∼ [− 27
4
C(4)Γ4 +
15
4
S(4)Γ1 +
7
8
S(4)S4 − 5
4
C(5−6)Γ1 − 7
24
C(5−6)S4
]
1
Π4(p21, p
2
2, p
2
3, p
2
4)
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4(Λ2)4r−
P
ki
g˜2(Λ2)−ǫ
(4π)2ǫ
1
b2
ΣTT (k1, k2; k3, k4) (6.20)
mit
ΣTT (a, b; c, d) =
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
T ra,b,k3k4T
r
l1l2c,d(Λ
2)4r−
P
ki+li
= ΣTT (b, a; c, d) = ΣTT (a, b; d, c)
= ΣTT (c, d; a, b) (6.21)
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ΣTT ist also bis auf eine Vertauschung eines Elementes aus {a, b} mit einem aus
{c, d} symmetrisch und damit Mandelstam-symmetrisch im s-Kanal.
Symmetrisierte Ergebnisse
Auf perturbativem Niveau war die Symmetrisierung der Ergebnisse im s-
Kanal auf direktem Weg durchfu¨hrbar. Bei der Rechnung mit vollem Γ4-Vertex
entsteht zum ersten Mal das Problem, dass mit ΣTT ein nicht vollsta¨ndig sym-
metrischer Parameter auftritt. Dennoch muss die Summe u¨ber die Graphen aller
Kana¨le ein Bose-symmetrisches Ergebnis liefern. Dabei kann aber nicht gefor-
dert werden, dass sich fu¨r eine selbstkonsistente Formulierung der BSG nur die
Farb- und Lorentz-Tensorstrukturen reproduzieren, die auch in den Ansa¨tzen
vorkommen. In der Tat werden wir sehen, dass Strukturen auftreten, die bei
vollsta¨ndig symmetrischen Vertexparametern identisch verschwinden. Erst im
Rahmen des Selbstkonsistenzmechanismus ko¨nnen wir Nebenbedingungen for-
mulieren, die zum Verschwinden dieser Strukturen fu¨hren.
Damit la¨sst sich die Summe der drei Kana¨le kondensiert notieren.
Summe der drei Kana¨le
=
1
Π4(p
2
1, p
2
2, p
2
3, p
2
4)
r∑
k1k2k3k4=0
(Λ2)4r−
P
ki
g˜2(Λ2)−ǫ
(4π)2ǫ
1
b2{[− 27
4
C(4)Γ4 +
15
4
S(4)Γ1 +
7
8
S(4)S4 − 5
4
C(5−6)Γ1 − 7
24
C(5−6)S4
]
ΣTT (k1, k2; k3, k4)p
2k1
1 p
2k2
2 p
2k3
3 p
2k4
4 }
}
+
[− 27
4
C(6)Γ6 +
15
4
S(4)Γ3 +
7
8
S(4)S4 − 5
4
C(4−5)Γ3 − 7
24
C(4−5)S4
]
ΣTT (k1, k2; k3, k4)p
2k1
4 p
2k2
1 p
2k3
2 p
2k4
3 }
}
+
[− 27
4
C(5)Γ5 +
15
4
S(4)Γ2 +
7
8
S(4)S4 − 5
4
C(6−4)Γ2 − 7
24
C(6−4)S4
]
ΣTT (k1, k2; k3, k4)p
2k1
3 p
2k2
1 p
2k3
2 p
2k4
4 }
}
(6.22)
Nur an vollsta¨ndig symmetrischen Punkten im p2i -Raum manifestiert sich die
perturbative Struktur
−8T4 + 51
8
D4 . (6.23)
Dennoch ist dieses Ergebnis Bose-symmetrisch. Bei Vertauschung der Impulse
am Γ4-Vertex bleibt dieser Ausdruck invariant.
Besonders bemerkenswert sind hierbei die Terme proportional zu C(5−6)S4
usw., denn diese Struktur, die Terme ∼ C(5)Γ2 entha¨lt, verschwindet auf per-
turbativem Niveau identisch. Dies ist ein Hinweis darauf, welche Strukturen bei
einem erweiterten Ansatz mit nicht vollsta¨ndig symmetrischen Vertex-Parame-
tern noch betrachtet werden ko¨nnen.
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Die Γ4Γ3Γ3-Schleife
g˜2

• •
••
•••
•
•
•
•
•
∼ [C(5−6)Γ1 − 3S(4)Γ1 − 1
4
S(4)S4 − 1
12
C(5−6)S4
]
(Π4(p
2
1, p
2
2, p
2
3, p
2
4))
−1
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4(Λ2)4r−
P
ki
g˜2(Λ2)−ǫ
(4π)2ǫ
1
b3
ΣTΓΓ(k1, k2; k3, k4) (6.24)
mit
ΣTΓΓ(a, b; c, d)
=
r+1∑
t1t2t3=1
r∑
k3k4l1l2m1m2=0
(−uˆt1Λ2)k3+m2(−uˆt2Λ2)k4+l1(−uˆt3Λ2)l2+m1
∆(u, t1)∆(u, t2)∆(u, t3)
T ra,b,k3k4C
3,r
m1m2,cC
3,r
l1l2,d
(Λ2)6r−
P
ki+li+mi (6.25)
Dabei hat ΣTΓΓ nur zwei Symmetrien.
ΣTΓΓ(a, b; c, d) = ΣTΓΓ(b, a; c, d) (6.26)
= ΣTΓΓ(a, b; d, c) (6.27)
Das zweite Diagramm des s-Kanals, das durch die Vertauschung des Γ4-Vertex
mit den beiden Γ3-Vertizes mit den Parametern ΣΓΓT entsteht, la¨sst sich in
einfacher Weise durch das bekannte ΣTΓΓ ausdru¨cken.
ΣΓΓT (a, b; c, d) = ΣTΓΓ(c, d; a, b) (6.28)
So kann man einen im s-Kanal Mandelstam-symmetrischen Term deﬁnieren.
ΣsymTΓΓ(a, b; c, d) = ΣTΓΓ(a, b; c, d) + ΣTΓΓ(c, d; a, b) (6.29)
Oben an Stelle von ΣTΓΓ eingesetzt, erha¨lt man die Summe u¨ber die beiden
Diagramme des s-Kanals.
Symmetrisierte Ergebnisse
Hier gilt das oben fu¨r die Symmetrisierung von ΣTT gesagte in gleicher Weise.
Summe u¨ber 6 Diagramme
∼ g˜
2(Λ2)−ǫ
(4π)2ǫ
1
b3
1
Π4(p21, p
2
2, p
2
3, p
2
4)
r∑
k1k2k3k4=0
(Λ2)4r−
P
ki
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{[
C(5−6)Γ1 − 3S(4)Γ1 − 1
4
S(4)S4 − 1
12
C(5−6)S4
]
ΣsymTΓΓ(k1, k2; k3, k4)(p
2
1)
k1(p22)
k2(p23)
k3(p24)
k4
+
[
C(4−5)Γ3 − 3S(4)Γ3 − 1
4
S(4)S4 − 1
12
C(4−5)S4
]
ΣsymTΓΓ(k1, k2; k3, k4)(p
2
4)
k1(p21)
k2(p22)
k3(p23)
k4
+
[
C(6−4)Γ2 − 3S(4)Γ2 − 1
4
S(4)S4 − 1
12
C(6−4)S4
]
ΣsymTΓΓ(k1, k2; k3, k4)(p
2
3)
k1(p21)
k2(p22)
k3(p24)
k4
}
(6.30)
Von den Graphen mit Beitra¨gen des Γ4-Vertex fehlt nun noch die Γ4Γ3-
Schleife aus der Γ3-DSG. Diese ist in Kapitel 5 schon berechnet worden.
Wir untersuchen die selbstkonsistente Reproduktion des Ansatzes in Kapi-
tel 8. Dabei zeigen wir, dass die Nebenbedingungen, die fu¨r das Verschwinden
der zusa¨tzlichen Tensorstrukturen sorgen, zu wenig plausiblen Einschra¨nkungen
fu¨r die Vertexparameter fu¨hren.
6.4.2 Erweiterte Strukturen – D4 und E4
Wie wir oben gezeigt haben, ist man mit der T4-Struktur allein nicht in der Lage,
einen konsistenten Ansatz unter plausiblen Nebenbedingungen zu formulieren.
Daher erweiteren wir den Ansatz fu¨r den Γ4-Vertex und verwenden (2.32). In
der Γ4-Gleichung gehen die erweiterten Strukturen D4 und E4 nur in zwei Dia-
grammklassen ein. Dazu kommt noch die Γ4Γ3-Schleife aus der Γ3-DSG. Diese
sind im Folgenden notiert.
Die Γ4Γ4-Schleife
g˜2

•
•
•
•
• •
• •
∼ (Π4(p21, p22, p23, p24))−1
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4 1
b2
(Λ2)4r−
P
ki
g˜2(Λ2)−ǫ
(4π)2ǫ
{[− 27
4
C(4)Γ4 +
15
4
S(4)Γ1 +
7
8
S(4)S4 − 5
4
C(5−6)Γ1
− 7
24
C(5−6)S4
]
ΣTT (k1, k2; k3, k4)
+
[
50C(1)Γ1 + 10S
(4)Γ1 +
35
3
C(1)S4 − 7
3
S(4)S4
]
ΣDD(k1, k2; k3, k4)
+
[
27C(1)Γ1 + C
(2)Γ3 + C
(3)Γ2
]
ΣEE(k1, k2; k3, k4)
+
[− 51
2
C(1)Γ1 +
7
2
C(1)S4 − 17
2
C(5−6)Γ1
−7
6
C(5−6)S4
]
ΣsymTD (k1, k2; k3, k4)
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+
[3
2
C(4)Γ4 − 27
2
C(1)Γ1 + 2C
(5−6)Γ1
− 7
12
C(5−6)S4
]
ΣsymTE (k1, k2; k3, k4)
+
[
45C(1)Γ1 +
7
6
S(4)S4 + S
(4)Γ1
]
ΣsymDE (k1, k2; k3, k4)
}
(6.31)
mit
ΣDD(a, b; c, d) =
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
Dra,b,k3k4D
r
l1l2c,d(Λ
2)4r−
P
ki+li
= ΣDD(b, a; c, d) = ΣDD(a, b; d, c)
= ΣDD(c, d; a, b) (6.32)
und
ΣEE(a, b; c, d) =
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
Era,b,k3k4E
r
l1l2c,d(Λ
2)4r−
P
ki+li
= ΣEE(b, a; c, d) = ΣEE(a, b; d, c)
= ΣEE(c, d; a, b) (6.33)
sowie
ΣsymTD (a, b; c, d) =
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
(T ra,b,k3k4D
r
l1l2c,d +D
r
a,b,k3k4T
r
l1l2c,d)(Λ
2)4r−
P
ki+li(6.34)
ΣsymTE (a, b; c, d) =
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
(T ra,b,k3k4E
r
l1l2c,d + E
r
a,b,k3k4T
r
l1l2c,d)(Λ
2)4r−
P
ki+li (6.35)
ΣsymDE (a, b; c, d) =
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
(Dra,b,k3k4E
r
l1l2c,d + E
r
a,b,k3k4D
r
l1l2c,d)(Λ
2)4r−
P
ki+li(6.36)
(6.37)
Die hier zusa¨tzlich deﬁnierten Gro¨ßen sind wie ΣTT Mandelstam-symmetrisch.
Symmetrisierte Ergebnisse
Die Summe der Kana¨le wird zu einem sehr umfangreichem Ergebnis und ﬁndet
sich im Anhang in (E.1).
78 KAPITEL 6. DIE BSG DES Γ4-VERTEX
Die Γ4Γ3Γ3-Schleife
g˜2

••
••
•••
•
•
•
•
•
+ gespiegeltes Diagramm
∼ (Π4(p21, p22, p23, p24))−1
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4(Λ2)4r−
P
ki
1
b3{[
C(5−6)Γ1 − 3S(4)Γ1 − 1
4
S(4)S4 − 1
12
C(5−6)S4
]
ΣsymTΓΓ(k1, k2; k3, k4)
+
[
15C(1)Γ1 − 5C(5−6)Γ1 − C(1)S4 + 1
3
C(5−6)S4
]
ΣsymDΓΓ(k1, k2; k3, k4)
+
[
9C(1)Γ1 − C(5−6)Γ1 + 1
6
C(5−6)S4
]
ΣsymEΓΓ(k1, k2; k3, k4)
}
g˜2(Λ2)−ǫ
(4π)2ǫ
(6.38)
mit
ΣsymDΓΓ(a, b; c, d) =
r+1∑
t1t2t3=1
r∑
k3k4l1l2m1m2=0
(Λ2)6r−
P
ki+li+mi
(−uˆt1Λ2)k3+m2(−uˆt2Λ2)k4+l1(−uˆt3Λ2)l2+m1
∆(u, t1)∆(u, t2)∆(u, t3)
(Dra,b,k3k4C
3,r
m1m2,cC
3,r
l1l2,d
+Drc,d,k3k4C
3,r
m1m2,aC
3,r
l1l2,b
)
(6.39)
ΣsymEΓΓ(a, b; c, d) =
r+1∑
t1t2t3=1
r∑
k3k4l1l2m1m2=0
(Λ2)6r−
P
ki+li+mi
(−uˆt1Λ2)k3+m2(−uˆt2Λ2)k4+l1(−uˆt3Λ2)l2+m1
∆(u, t1)∆(u, t2)∆(u, t3)
(Era,b,k3k4C
3,r
m1m2,cC
3,r
l1l2,d
+Erc,d,k3k4C
3,r
m1m2,aC
3,r
l1l2,b
)
(6.40)
Dabei erfu¨llen die hier neu hinzukommenden ΣsymDΓΓ und Σ
sym
EΓΓ ebenfalls die
Mandelstam-Symmetrie im s-Kanal.
Symmetrisierte Ergebnisse
Die symmetrisierten Ergebnisse aus den sechs Diagrammen ﬁndet sich in (E.2).
Selbstkonsistenzfa¨higkeit
In Kapitel 8 werden die Nebenbedingungen untersucht, die sich aus der Γ4-
BSG mit vollsta¨ndig symmetrischen Parametern ergeben. Dort werden sich
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zwei Konsequenzen zeigen. Erstens produziert auch der erweiterte Parameter-
satz Tensorstrukturen, die zu A4 geho¨ren und daher unmittelbar Nebenbedin-
gungen erzeugen. Zweitens sind die zur Notation unserer Ergebnisse genutz-
ten Σ-Parameter lediglich Mandelstam-symmetrisch, so dass zur Erhaltung der
vollsta¨ndigen Symmetrie der Vertexparameter weitere Nebenbedingungen ge-
fordert werden mu¨ssen.
Die Γ3Γ4-Schleife
Die Γ3Γ4-Schleife ist ein tadpole-artiger Term aus der DSG fu¨r den Γ3-Vertex,
u¨ber den der volle Γ4-Vertex in die Gleichungen der niedrigeren Vertizes zuru¨ck-
koppelt. Dabei tragen insbesondere auch Terme proportional zu D4 und E4 zu
den SKG bei.
g2µ

••
••
• •• •
∼ tµ1µ′1(p1)tµ2µ′2(p2)tµ3µ′3(p3)1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
1
Π3((p1)2, (p2)2, (p3)2)
ifa1a2a3
{
δµ
′
1µ
′
3p
µ′2
1 − δµ
′
1µ
′
2p
µ′3
1
} r∑
k1k2k3=0
(p1)
2k1(p2)
2k3(p3)
2k3(Λ2)3r−Σki
1
b2
{9ΣΓT (k1; k2, k3)− 2ΣΓE(k1; k2, k3)}
(6.41)
Dabei ist ΣΓE analog zu (5.46) deﬁniert.
Symmetrisierte Ergebnisse
Die SKG des Γ3-Vertex muss zur Konstruktion der SKG trivial symmetri-
siert werden. Dazu summieren wir u¨ber die Ergebnisse, die man erha¨lt, wenn
jeweils einer der drei Impulse in einen nackten Γ4-Vertex in der DSG hineinla¨uft.
Summe u¨ber drei Kana¨le
∼ ifa1a2a3
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
1
b2
1
Π3((p1)2, (p2)2, (p3)2)
r∑
k1k2k3=0
(p1)
2k1(p2)
2k3(p3)
2k3(Λ2)3r−Σki
({
δµ
′
1µ
′
3p
µ′2
1 − δµ
′
1µ
′
2p
µ′3
1
}[45
4
ΣΓT (k1; k2, k3)− 5
2
ΣΓE(k1; k2, k3)
]
+
{
δµ
′
1µ
′
2p
µ′3
2 − δµ
′
2µ
′
3p
µ′1
2
}[45
4
ΣΓT (k2; k3, k1)− 5
2
ΣΓE(k2; k3, k1)
]
+
{
δµ
′
2µ
′
3p
µ′1
3 − δµ
′
3µ
′
1p
µ′2
3
}[45
4
ΣΓT (k3; k1, k2)− 5
2
ΣΓE(k3; k1, k2)
])
(6.42)
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6.4.3 Mandelstam-symmetrischer Γ4-Vertex
Nachdem sich gezeigt hat, dass die fu¨r eine selbstkonsistente Formulierung des
Ansatzes mit vollsta¨ndig symmetrischen Vertexparametern notwendigen Ne-
benbedingungen (siehe Kapitel 8) zu sehr starken und wenig plausibeln Ein-
schra¨nkungen fu¨hren, untersuchen wir hier den allgemeineren Ansatz mit Man-
delstam-symmetrischen Parametern. Fu¨r den Γ4-Vertex nutzen wir also nun-
mehr den Ansatz (2.34).
Zur vereinfachten Notation der Ergebnisse nutzen wir die folgenden Kon-
ventionen:
• Die Ordnung der Indizes an den Mandelstam-symmetrischen Vertexpara-
metern wird entsprechend der Deﬁnition in (2.41) angegeben und auch in
den Σ-Parametern verwendet.
• Die Ordnung der Impulsindizes, von denen die Σ-Parameter abha¨ngen,
wird durch einen Strich mit tiefgestellter Indexanordnung bzw. Kanal-
Bezeichnung angegeben.
Σ|klmn := Σ(k, l;m,n) (6.43)
Σ|s
(E.6)
:= Σ(k, l;m,n) (6.44)
Damit ko¨nnen wir im Folgenden die drei neu zu berechnenden Diagramme no-
tieren.
Die Γ4Γ4-Schleife
Fu¨r den s-Kanal erhalten wir das folgende Ergebnis.

•
•
•
•
• •
• •
∼ 1
Π4(p21, p
2
2, p
2
3, p
2
4)
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4 1
b2
(Λ2)4r−
P
ki
g˜2(Λ2)−ǫ
(4π)2ǫ
{
− 3C(4)(Γ3 − Γ2)ΣssTT −
3
4
C(4)(Γ3 − Γ2){Σsym stTT +ΣsymsuTT }
+
[
3
4
S(4) − 3
4
C(4) − 1
4
(C(5) − C(6))
][
2Γ1 − 1
2
(Γ1 − Γ3) + 1
24
S4
]
{ΣttTT +ΣuuTT }
+
[
− 3
4
S(4) − 3
4
C(4) +
1
4
(C(5) − C(6))
][
− 2Γ1 − 1
2
(Γ2 − Γ1)− 1
24
S4
]
Σsym tuTT
+24C(1)Γ1Σ
ss
EE + C
(2)(
1
2
Γ3 +
1
24
S4){ΣttEE +ΣuuEE}
+
3
4
C(1)Γ1{ΣsymstEE +ΣsymsuEE }+ C(3)(
1
2
Γ2 +
1
24
S4)Σ
sym tu
EE
+8C(1)(
7
6
S4 − Γ1)ΣssDD + C(2)(
9
2
Γ1 +
9
2
Γ3 +
1
24
S4){ΣttDD +ΣuuDD}
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+C(1)(Γ1 − 7
12
S4){Σsym stDD +ΣsymsuDD }+ C(3)(
9
2
Γ1 +
1
2
Γ2 +
1
24
S4)Σ
sym tu
DD
−1
2
C(4)(Γ2 − Γ3){ΣsymstsymTE +ΣsymsusymTE} −
27
4
C(1)Γ1{Σsym tssymTE +ΣsymussymTE}
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4
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2
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24
S4)Σ
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4
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S4)Σ
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1
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symut
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1
2
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4
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1
24
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symuu
symTE
−1
2
C(4)(Γ3 − Γ2){ΣsymstsymTD +ΣsymsusymTD} − 3C(1)(2Γ1 −
7
12
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sym ts
symTD
−C(6)(3Γ1 − 1
2
Γ3 − 1
24
S4)Σ
sym tt
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2
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24
S4)Σ
sym tu
symTD
−3C(1)(2Γ1 − 7
12
S4)Σ
symus
symTD + C
(5)(3Γ1 − 1
2
Γ2 − 1
24
S4)Σ
symut
symTD
−C(6)(3Γ1 − 1
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24
S4)Σ
symuu
symTD + 12C
(1)Γ1Σ
symss
symDE
+
1
2
C(1)(Γ2 + Γ3 +
1
24
S4){ΣsymstsymDE +ΣsymsusymDE}+
15
4
C(1)Γ1{Σsym tssymDE
+ΣsymussymDE}+C(2)(
3
4
Γ1 +
1
2
Γ2 +
1
24
S4){Σsym ttsymDE +ΣsymuusymDE}
+C(3)(
3
4
Γ1 +
1
2
Γ3 +
1
24
S4){Σsym tusymDE +ΣsymutsymDE}
}∣∣∣∣
k1k2k3k4
(6.45)
Im Vergleich zum vorhergehenden Kapitel ist an den Parametern noch die
Mandelstam-Struktur der Vertex-Parameter angegeben, so dass sich auch die
Deﬁnition der Σ-Parameter entsprechend a¨ndern muss. Es gilt:
Σsym ijsymXY ∼ XiabyxY jxycd + Y jabyxXixycd . (6.46)
Die Reihenfolge der Kanal-Indizes ist also in der Regel nicht beliebig.
Symmetrisierte Ergebnisse
Durch Symmetrisierung erhalten wir nun ohne weitere Rechnung auch die
Ergebnisse des t- und des u-Kanals, die wir in (E.4) notieren.
Die Γ4Γ3Γ3-Schleife
Hier erha¨lt man fu¨r den Beitrag der beiden Schleifen im s-Kanal das folgende
Ergebnis.

• •
••
•••
•
•
•
•
•
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∼ 1
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C(4) − 3
4
S(4))(2Γ1 +
1
6
S4)Σ
sym t
TΓΓ
−(1
2
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1
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(6.47)
Symmetrisierte Ergebnisse
Dieses Ergebnis la¨sst sich in (E.5) nachlesen.
Selbstkonsistenzfa¨higkeit
Die beiden Schleifengraphen aus der Γ4-BSG zeigen das nach der Analyse der
Tensorstrukturen in Kapitel 2 zu erwartende Verhalten: Alle 18 sogenannten
Basistensoren aus Tabelle 2.2 werden erzeugt. Wie die Diskussion in Kapitel 8
zeigen wird, ist der Mandelstam-symmetrische Ansatz ohne zusa¨tzliche Neben-
bedingungen nicht selbstkonsistenzfa¨hig. Erst mit partiell antisymmetrischen
Vertexparametern entstehen keine unmittelbaren Nebenbedingungen aus der
Tensor-Struktur mehr. Anders als in den beiden vorher betrachteten Fa¨llen
sind die Nebenbedingungen aber nicht mehr so stark, dass eine selbstkonsisten-
te Lo¨sung des Mandelstam-symmetrischen Ansatz als ausgeschlossen erscheint.
Die Γ4Γ3-Schleife in der Γ3-DSG
Als letzter Graph ist noch der tadpole-artige Term in der Γ3-DSG neu zu be-
rechnen.
g2µ

••
••
• •• •
∼ tµ1µ′1(p1)tµ2µ′2(p2)tµ3µ′3(p3)1
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∣∣∣
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(6.48)
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Dabei ist
ΣiΓX(a; b, c) =
r+1∑
t1t2=1
r∑
klmn=0
(Λ2)4r−(k+l+m+n)
(−uˆr,t1)k+n(−uˆr,t2)l+m
∆(u, t1)∆(u, t2)
(Cral;k +
1
4
Crlk;a)X
i
mnbc . (6.49)
Symmetrisierte Ergebnisse
Fu¨r die triviale Symmetrisierung der Γ3-Vertex-DSG beno¨tigt man noch die
symmetrisierte Variante dieser Schleife.
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(6.50)
Kapitel 7
Kondensate der
Bewegungsgleichungen
Fu¨r die numerische Bestimmung der Parameter des erweiterten Ansatzes greift
man in der Regel auf Varianten des mehrdimensionalen Newton-Verfahrens
zuru¨ck. Um diese Verfahren anwenden zu ko¨nnen, sind die Bedingungen wie
fu¨r ein eindeutig lo¨sbares lineares Gleichungssystem zu erfu¨llen, d.h. die De-
terminante der numerischen Jacobi-Matrix muss von 0 verschieden sein. Das
bedeutet insbesondere, dass man fu¨r n Variablen auch n linear unabha¨ngige
Gleichungen beno¨tigt. Wie in Kapitel 8 diskutiert, liefern die DSG und die
BSG der Vertizes Gleichungen entsprechend der Parameterzahl dieser Vertizes.
Aus den DSG der Propagatoren erhalten wir Gleichungen entsprechend der
Anzahl der Propagator-Pole sowie fu¨r den multiplikativen Faktor. Diese letzte
Gleichung fehlt wieder, wenn man auf Terme ohne ganze Λ-Potenz verzichtet.
Damit beno¨tigt man fu¨r jeden Propagator jeweils r weitere Gleichungen.
Die bisher in den Arbeiten zum erweiterten Ansatz verwendete Strategie
[Str 96, Dri 97, Gru¨ 02, Ewe 04] bestand darin, vollsta¨ndige Kondensate der
Propagatoren und Vertizes zur Bestimmung der zur Anwendung eines Newton-
Verfahrens fehlenden Gleichungen zu berechnen.1 Dabei betrachtet man die
DSG der QCD an einem Ort x – ganz im Sinne der Wilson’schen OPE. Im
Impulsraum resultiert daraus eine Integration u¨ber die a¨ußeren Impulse oh-
ne Kontraktion der Tensorstruktur. Problematisch an diesem Verfahren ist die
Tatsache, dass jede derart vollsta¨ndig kontrahierte Bewegungsgleichung (d.h. je-
des Kondensat eines der Basis-Vertizes) nur genau eine Bestimmungsgleichung
liefert. Zur Konstruktion eines fu¨r allgemeine Approximationsstufe r anwend-
baren Verfahrens ist dieses Vorgehen daher ungeeignet, da man sukzessive die
Kondensate der oberﬂa¨chlich konvergenten Vertizes berechnen muss und kein
abgeschlossenes Gleichungssystem erha¨lt.
Statt mit vollsta¨ndig kontrahierten Bewegungsgleichungen zu rechnen, kann
man jedoch auch – ganz im Sinne der allgemeinen Form der OPE [Wei 96,
Kug 97] – lediglich zwei a¨ußere Beine auf den gleichen Ort setzen bzw. im Im-
pulsraum u¨ber zwei a¨ußere Beine integrieren und so partielle Kondensate aus-
1Da dort nur der Approximationsgrad r = 1 explizit berechnet wurde, reichte diese Stra-
tegie aus.
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rechnen. Dies liefert bei den Kondensaten der Propagatoren keinen Unterschied,
bei den Kondensaten der 3-Punkt-Vertizes verbleibt aber ein Bein unintegriert.2
Dieses Bein hat r Pole entsprechend der Zahl der Propagator-Nullstellen. Da-
mit eignen sich die partiellen Kondensate fu¨r eine geschlossene Deﬁnition eines
fu¨r Newton-Verfahren vollsta¨ndig bestimmten Gleichungssystems. Um mit den
Rechnungen zu den DSG und der BSG konsistent zu bleiben, beschra¨nken wir
uns auf die Kontraktion der Terme aus der 1-Schleifen-Entwicklung.
Verzichtet man darauf, die Gleichungen fu¨r die fu¨hrende Impulspotenz auch
zu den SKG heranzuziehen, damit der perturbative Limes mit fu¨hrenden Vertex-
Parametern identisch 1 nicht strukturell ausgeschlossen wird,3 fehlt fu¨r je-
den Basisvertex jeweils eine Gleichung. Um sich bei der Analyse der SKG die
Mo¨glichkeit zu erhalten, die Terme ohne ganze Λ-Potenz nicht zu verwenden,
muss man u¨ber die partiellen Vertex-Kondensate hinaus auch die vollsta¨ndi-
gen Kondensate der Propagatoren berechnen. Die eigentlich ebenfalls notwen-
digen vollsta¨ndigen Kondensate der 3-Punkt-Vertizes und von Γ4 betrachten
wir nicht, da dazu 3-Schleifen-Graphen zu berechnen wa¨ren. Wir verwenden
statt dessen die aus der A4-Struktur des Γ4-Vertex stammenden SKG bzw.
Nebenbedingungen.4
Die folgenden Kondensatberechnungen erfordern die richtige Extraktion der
fu¨hrenden 1
ǫ2
-Divergenzen fu¨r die 2-Schleifen-Graphen. Die hierfu¨r beno¨tigte
Technik, alle mo¨glichen Deﬁnitionen von divergenten Subgraphen zu untersu-
chen, beruht auf einer Kombination der Waldformel [PT 84, Mut 87, Kug 97,
Zin 02] mit dem Prinzip der Kompensation nicht-lokaler Divergenzen. Da sie
schon in fru¨heren Arbeiten dargelegt bzw. benutzt wurde [Ha¨b 89, Str 96], ver-
zichten wir auf eine Diskussion.
7.1 Propagator-Kondensate
7.1.1 Gluon-Propagator
Fu¨r den Gluon-Propagator wird das Kondensat mit einem perturbativen und ei-
nem vollen zusa¨tzlichen Propagator gebildet. Daher erhalten wir auf 2-Schleifen-
Niveau die folgende Gleichung fu¨r das Kondensat.
g˜2

1
2In der QCD kommen 1-Punkt-Amplituden nicht vor. Sie sind aber aus anderen Theorien,
z.B. skalare φ3-Theorie [Gru¨ 02], bekannt.
3In [Sti 01a] wird ein starkes Argument dafu¨r angegeben, dass die Einbeziehung der ma-
nifest quasi-perturbativen Terme ohne ganzzahlige Λ-Potenz in die SKG eine Verletzung des
perturbativen Limes erzwingt. Man kann dies an der SKG des Geist-Propagators ablesen.
4Aus der A4-Struktur kommen hinreichend viele Gleichungen, um sogar das partielle Γ3-
Kondensat weglassen zu ko¨nnen.
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= g˜2

1
+
1
2
g˜4

1
+12 g˜
4

1 − g˜4

1
−g˜4
∑
f

1
(7.1)
Da der perturbative Gluon-Propagator keine Skalen aufweist, ko¨nnen Beitra¨ge
zum perturbativen Gluon-Kondensat nur aus der Fermion-Schleife kommen.
In den ho¨heren Schleifenordnungen sind auch nur jene mit Fermion-Schleifen
relevant, da alle anderen Graphen auf perturbativem Niveau skalenfrei sind. Im
Fall chiraler Fermionen verschwindet das Gluon-Kondensat.
Perturbative Fermion-Schleife
Die Divergenz-Analyse der Subgraphen ergibt, dass nur die Integration u¨ber
die Fermion-Schleife einen divergenten Subgraphen liefern kann und so zu den
gesuchten Termen ∼ 1
ǫ2
beitra¨gt. Weil die in (5.5) berechnete perturbative
Fermion-Schleife in Landau-Eichung ein skalenfreies Ergebnis aufweist, ver-
schwindet das Kondensat dann sogar bei massiven Fermionen.

1
∼ 0 (7.2)
Gluon-Propagator
Da der erweiterte Gluon-Propagator nicht mehr skalenfrei ist, liefert die Be-
rechnung des Kondensats einen nicht-verschwindenden Term ∼ Λ2.
g˜2

1
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= δab
∫
−dDqtµν(q)
r∏
s=1
q2 + ur,sΛ
2
b
r+1∏
s=1
q2 + uˆr,sΛ2
= δab
1∫
0
dx
∫
−dDq
r+1∑
t=1
r∏
s=1
(ur,s − uˆr,t)
b
r+1∏
s=1
s6=t
(uˆr,s − uˆr,t)
q2δµν − qµqν
(q2 + xuˆr,tΛ2)2
∼ −3
4
δabδµν
g˜2
(4π)2
(Λ2)−ǫ
ǫ
r+1∑
t=1
r∏
s=1
(ur,s − uˆr,t)
b
r+1∏
s=1
s6=t
(uˆr,s − uˆr,t)
uˆr,tΛ
2
= − 3
4b
δabδµν
g˜2
(4π)2
(Λ2)−ǫ
ǫ
(ς1 − σ1)Λ2 (7.3)
Gluon-Schleife
g˜4
2

1
∼ I (7.4)
In diesem Graphen sind alle drei Subgraphen divergent. Die quadratisch diver-
gente Gluon-Schleife ist schon in (5.8) berechnet worden. Wir erhalten ihren
Beitrag zu den Kondensatgleichungen, IDSG, durch eine weitere Integration.
Die Subgraphen vom Typ DpertΓpert3 DΓ3D sind logarithmisch divergent, die
verbleibende Integration u¨ber einen vollen Propagator ist dagegen quadratisch
divergent. Wir berechnen zuna¨chst die entsprechenden Subgraphen, IS1 und
IS2.
IS1 ∼ −faxy1fby2x
Λ−2ǫ
b2(4π)2ǫ
r∑
m=0
C3,rrr;mq2m
r∏
s=1
(q2 + ur,sΛ2)(
δµνδλ1λ2 − 1
6
Sµνλ1λ24
)
∼ IS2 (7.5)
Aus Symmetriegru¨nden muss IS2 das gleiche Resultat wie IS1 liefern. Die Inte-
gration u¨ber den verbliebenen Gluon-Propagator ergibt dann fu¨r den gemein-
samen Beitrag zu den Kondensatgleichungen, IK , das folgende Ergebnis.
IK ∼ − 29
2b3
δabδ
µν g˜
4
(4π)4
Λ−4ǫ
ǫ2
(Crrr;rς1 − Crrr;r−1)Λ2 (7.6)
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Damit keine perturbativen Korrekturen in die SKG dieses Kondensats eingehen,
mu¨ssen wir von diesem Ergebnis noch den Teil abziehen, der bei der Integra-
tion der nackten Subschleife DpertΓpert3 D
pertΓpert3 D
pert mit dem vollen Gluon-
Propagator entsteht. Mit den Ergebnissen der vorigen Rechnung ko¨nnen wir
IK,pert einfach notieren.
IK,pert ∼ −29
2b
δabδ
µν g˜
4
(4π)4
Λ−2ǫ
ǫ2
(ς1 − σ1)Λ2 (7.7)
Fu¨r den Anteil aus der DSG (d.h. denjenigen, bei dem der in der DSG auftre-
tende Subgraph als erster berechnet wurde) ﬁnden wir das Folgende.
IDSG ∼ 3
4b3
δabδ
µν g˜
4
(4π)4
Λ−4ǫ
ǫ2(
− 61
4
Crrr;rς1 +
33
2
Crr−1r;r −
5
4
C3,rrr;r−1
)
Λ2 (7.8)
Zuletzt beno¨tigen wir noch das Ergebnis der zugeho¨rigen perturbativen Kor-
rekturen IDSG,pert. Mit (5.2) ﬁnden wir das folgende Resultat.
IDSG,pert ∼ − 3
4b
δabδ
µν g˜
4
(4π)4
Λ−2ǫ
ǫ2
25
4
(ς1 − σ1)Λ2 (7.9)
Damit haben wir fu¨r das Gesamtergebnis
I = IK + IDSG (7.10)
und fu¨r die perturbativen Korrekturen
Ipert = IK,pert + IDSG,pert . (7.11)
Tadpole-Schleife
Da der Γpert4 -Vertex keine Impulsabha¨ngigkeiten hat, sind die beiden Gluon-
Schleifen voneinander unabha¨ngig und ko¨nnen getrennt begerechnet werden.
Man erha¨lt das Ergebnis fu¨r die Kondensatgleichung aus der Integration des
Tadpoles in (5.10).
g˜4
2

1 ∼ 1
ǫ2
g˜4Λ−4ǫ
(4π)4
δabδ
µν 1
b3
81
16
Λ2(ς1 − σ1) (7.12)
Wegen der Skalenfreiheit der perturbativen Integrale entwickelt dieser Graph
keine Korrekturen der perturbativen Terme.
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Geist-Schleife
Die beiden Subgraphen vom Typ DpertΓ˜pert3 D˜Γ˜
pert
3 D sind nach Abza¨hlen der
Vertex-Dimensionen logarithmisch divergent. Der Impulsbeitrag aus dem Γ˜3-
Vertex tra¨gt jedoch den Impuls der auslaufenden Geist-Linie. Weil außerdem die
Wirkung des Transversalprojektors auf den Gluonlinien derart ist, dass jeweils
eine Potenz des Integrationsimpulses des Subgraphen vernichtet wird, sind beide
Subgraphen konvergent. Man kann also nur Beitra¨ge ∼ 1
ǫ2
aus der in (5.11)
berechneten Geist-Schleife der DSG erhalten. Damit ko¨nnen wir das folgende
Ergebnis notieren.

1
∼ 3
16bb˜2
δabδµν
g˜4
(4π)4
(Λ2)−ǫ
ǫ2
(ς1 − σ1)Λ2 (7.13)
Da die Geist-Schleife in (5.11) jedoch unabha¨ngig von Λ ist, fehlt ein Faktor
Λ−2ǫ fu¨r die zweifache Anwendung des Π(ǫ)-Mechanismus. Daher geho¨rt dieser
Graph formal zu den Korrekturen der perturbativen Terme.
Fermion-Schleife
Wie bei der perturbativen Rechnung entwickelt die Fermion-Schleife nur bei
Integration der Ergebnisse aus der DSG eine Divergenz ∼ 1ǫ2 . Mit (5.15) erha¨lt
man das folgende Resultat.
g˜4

1
∼ 3
2b
1
ǫ2
g˜4Λ−4ǫ
(4π)4
δabδ
µν
∑
f
{[
− C¯r,fr;r−1,r−1 + C¯r,fr;r−2,r + C¯r,fr;r−1,r̟f1
−C¯r,fr;rr̟f2
]
+
[
− 1
3
C¯r,fr;rrς1 +
1
3
C¯r,fr−1;rr
]
Λ2
}
(7.14)
Fu¨r die Korrektur der perturbativen Terme ﬁndet man mit (5.5) schnell das
folgende Ergebnis.
Ipert ∼ − 1
2b
1
ǫ2
g˜4Λ−2ǫ
(4π)4
δabδ
µν
∑
f
(ς1 − σ1)Λ2 (7.15)
7.1.2 Fermion-Propagator
Das Kondensat des Fermion-Propagators hat Massendimension 3. Bei der Be-
rechnung des 2-Schleifen-Graphen kommen daher nur divergente Subgraphen
vor.
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g˜2

1
= g˜2

1
+ g˜4

1
(7.16)
Da im Lauf der weiteren Rechnung die symmetrischen Produktsummen der
κˆ-Parameter eine wichtige Rolle spielen werden, ku¨rzen wir diese mit ̺fn ab.
̺f1 = ̟
f
1 (7.17)
̺f2 =
r+1∑
t1t2=1
t1≤t2
κˆft1 κˆ
f
t2 (7.18)
̺f3 =
r+1∑
t1t2t3=1
t1≤t2≤t3
κˆft1 κˆ
f
t2 κˆ
f
t3 (7.19)
Perturbativer Fermion-Propagator
g˜2

1
∼ −δij 1
ǫ
g˜2
(4π)2
mˆ3f (7.20)
Fermion-Propagator
g˜2

1
(7.21)
∼ −δijΛ
−2ǫ
ǫ
g˜2
(4π)2
(
̺f3 − πf1̺f2 +̟f1πf2 − πf3
)
Dabei haben wir im Vorgriﬀ auf eine Skalierung auch der fermionischen Para-
meter – insbesondere der Vertex-Pole – mit Λ den Faktor Λ−2ǫ fu¨r den Π(ǫ)-
Mechanismus aus dem Integral herausgezogen.
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Schleifen-Graph
g˜4

1
(7.22)
Hier sind alle drei Subgraphen divergent und getrennt zu berechnen. Wir be-
rechnen zuna¨chst das Ergebnis fu¨r den Subgraphen SpertΓ¯pert3 SΓ¯3S, IS1.
IS1 ∼
∫
−dDq
tλ1λ2(q)
b
r+1∏
s=1
(q2 + uˆsΛ2)
4
3
δij
g˜4
(4π)2
Λ−2ǫ
ǫ
1
4
r∑
m=0
q2mΛ2r−2m
[
(−1
3
/qγλ1γσγλ2γσ +
2
3
γσγλ1/qγλ2γσ − 1
3
γσγλ1γσγλ2/q)C¯fm;rr
+mˆfγ
λ1γσγλ2γσC¯fm;rr + (γ
σγλ1γλ2γσ
+γσγλ1γσγλ2)(C¯fm;rr̟
f
1 − C¯fm;rr−1)
]
∼ −δij g˜
4
(4π)4
Λ−4ǫ
ǫ2
2
b
Λ2
[
C¯fr;rrς1(̟
f
1 − mˆf )− C¯fr−1;rr(̟f1 − mˆf )
−C¯fr;rr−1ς1 + C¯fr−1;rr−1
]
(7.23)
Hierfu¨r sind noch die perturbativen Korrekturen zu berechnen, die aus dem
Subgraphen SpertΓ¯pert3 S
pertΓ¯pert3 S
pert stammen. Dies ist mit dem obigen Ergeb-
nis einfach mo¨glich.
IS1,pert ∼ 0 (7.24)
Der zweite Subgraph ist SpertΓ¯pert3 DΓ¯3S, der logarithmisch divergent ist.
Wir notieren das Ergebnis in IS2.
IS2 ∼
∫
−dDq
4
3
δij
g˜4
(4π)2
Λ−2ǫ
ǫ
1
4b
r∑
n=0
γσγλ1
1
r+1∏
s=1
(/q + κˆs)
/qnC¯fr;nr
(
δσσ
′
δλ1λ2 − 1
6
Sσσ
′λ1λ2
4
)
γλ
2
γσ
′
∼ −28
9b
δij
g˜4
(4π)4
Λ−4ǫ
ǫ2
[
C¯fr;rr̺
f
3
−C¯fr;rr−1̺f2 + C¯fr;rr−2̟f1 − C¯fr;rr−3
]
(7.25)
Die perturbative Korrektur ergibt sich in der bekannten Weise.
IS2,pert ∼
∫
−dDq
4
3
δij
g˜4
(4π)2
1
ǫ
1
4
γσγλ1
r∏
s=1
(/q + κ
(f)
s )
r+1∏
s=1
(/q + κˆs)
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(
δσσ
′
δλ1λ2 − 1
6
Sσσ
′λ1λ2
4
)
γλ
2
γσ
′
∼ −28
9
δij
g˜4
(4π)4
Λ−2ǫ
ǫ2
[
̺f3
−πf1̺f2 + πf2̟f1 − πf3
]
(7.26)
Weitere Korrekturterme kommen nicht vor, da sie zu anderen Divergenzregio-
nen als der hier betrachteten geho¨ren.5
Damit muss noch der Subgraph aus der DSG berechnet werden. Da sich in
Landau-Eichung dafu¨r keine Terme ∼ /q entwickeln, kann man mit dem Resultat
aus (5.20) das folgenden Ergebnis fu¨r IDSG notieren.
IDSG ∼ 4
b
δij
g˜4
(4π)4
Λ−4ǫ
ǫ2
[
(C¯fr;rr−1 − C¯fr;rr̟f1 )(mˆf̟f1 + mˆ2f + ̺f2 )
−(mˆf +̟f1 )(C¯fr;r−1r−1 − C¯fr;rr−1̟f1 )
+(C¯fr;r−1r−2 − C¯fr;rr−2̟f1 )
]
(7.27)
Mit dem perturbativen Beitrag zur DSG aus (5.17) gelangt man zu dem folgen-
den Resultat fu¨r die perturbative Korrektur.
IDSG,pert ∼ −4δij g˜
4
(4π)4
Λ−2ǫ
ǫ2
[
(̟f1 − πf1 + mˆf )mˆ2f
+mˆf
(
̺f2 − πf1̟f1 + πf2
)]
(7.28)
Mit diesen Rechnungen kann man nun auch die fu¨hrende Divergenz fu¨r das rein
perturbative Kondensat angeben.
g˜4

1
∼ − 1
ǫ2
g˜4
(4π)4
mˆ3f
{28
9
+ 12
}
(7.29)
Damit sind sa¨mtliche fu¨r die weitere Diskussion wichtigen Terme des Fermion-
Kondensats berechnet. Die weitere Behandlung der aus dem Kondensat resul-
tierenden Gleichungen wird in Kapitel 8 diskutiert.
7.1.3 Geist-Propagator
Da der Geist-Propagator schon in der DSG keine Beitra¨ge jenseits der quasi-
perturbativen Korrekturen zu den perturbativen Termen der nullten Ordnung
entwickelt und bis auf den multiplikativen Faktor auf seinem perturbativenWert
5Ersetzt man die Fermion-Propagatoren aus der Kondensatbildung durch nackte, muss
man auch einen nackten Γ¯3-Vertex einsetzen und beﬁndet sich damit in der perturbativen
Korrektur fu¨r einen anderen Subgraphen.
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bleibt, ist nicht zu erwarten, dass diese Kondensat-Gleichung daru¨ber hinaus-
gehende Terme entwickeln kann. Dies besta¨tigt man durch eine kurze Analyse
der folgenden Gleichung.
g˜2

1
= g˜2

1
+ g˜4

1
(7.30)
In der Tat ist der einzige Graph, der nicht wegen seiner Skalenfreiheit verschwin-
det, die Geist-Gluon-Schleife. In diesem Graphen entwickelt nur der Subgraph
D˜pertΓ˜pert3 D˜Γ˜3D˜ Divergenzen, die nicht durch eine folgende skalenfreie Integra-
tion verschwinden.
g˜4

1
∼ − 9
4bb˜2
δab
g˜4
(4π)4
Λ−2ǫ
ǫ2
(ς1 − σ1)Λ2 (7.31)
Die zugeordnete perturbative Korrektur ist damit leicht abzulesen.
Ipert ∼ − 9
4b
δab
g˜4
(4π)4
Λ−2ǫ
ǫ2
(ς1 − σ1)Λ2 (7.32)
7.2 Partielle Kondensate
7.2.1 Γ3-Vertex
Aus der Γ3-DSG erhalten wir die folgende Kondensatgleichung auf 2-Schleifen-
Niveau.
g˜2

1
= g˜2

1 + g˜4

••
••
•••
•
•
1
•
•
•
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g˜4

••
••
1• •• • +
1
2
g˜4

1
+
1
2
g˜4

1
−g˜4
∑
f

••
• •
••
•
•
•
1
•
•
•
− (p2 ↔ p3)
−g˜4

1 − (p2 ↔ p3) (7.33)
Perturbative Kondensate
Um den perturbativen Limes der einzelnen Diagramme bestimmen zu ko¨nnen,
muss zuna¨chst das rein perturbative Ergebnis berechnet werden.
• Γpert3 -Vertex

1 =
5
4
1
(4π)2
1
ǫ
ifa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 } (7.34)
• Drei-Gluon-Schleife

1+ (p2 ↔ p3) = 15
4
1
(4π)2
1
ǫ2
ifa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 }
(7.35)
• Hantelgraph

1= −45
8
1
(4π)2
1
ǫ2
ifa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 } (7.36)
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• Tadpole-artige Graphen

1 +

1
= −135
16
1
(4π)4
1
ǫ2
ifa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 } (7.37)
• 3-Geister-Schleife
g˜4

1 + (p2 ↔ p3)
∼ −i 5
32
1
(4π)4
1
ǫ2
fa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 } (7.38)
• 3-Fermion-Schleife

1 + (p2 ↔ p3)
= −
∑
f
5
6
1
(4π)2
1
ǫ2
ifa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 } (7.39)
Der Γpert3 -Vertex mit nicht-perturbativen Propagatoren

1
= ifa1a′2a′3
∫
−dDk
{
δµ1µ
′
2
[3
2
p1 + k
]µ′3 − 2δµ′2µ′3kµ1 + δµ′3µ1[k − 3
2
p1
]µ′2}
×Dµ′2µ2
a′2a2
(−p1
2
− k)Dµ′3µ3
a′3a3
(−p1
2
+ k) (7.40)
Kontraktion der Lorentzindizes und Ausfu¨hrung des Impulsintegration die-
ses linear divergenten Integrals liefern das erwartete Ergebnis.
I ∼ 5
4
1
ǫ
Λ−2ǫ
(4π)2
ifa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 } (7.41)
Damit erha¨lt man hieraus keine Anteile zu den nicht-perturbativen Selbstkon-
sistenzgleichungen der nullten Ordnung.
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Das volle Γ3-Kondensat

1
= ifa1a′2a′3
∫
−dDk
{
δµ1µ
′
2
[3
2
+ k
]µ′3F (p21, (p12 + k)2; (k − p12 )2)
−2δµ′2µ′3kµ1F ((p1
2
+ k)2, (k − p1
2
)2; p21)
+δµ
′
3µ1
[
k − 3
2
p1
]µ′2F ((k − p1
2
)2, p21; (
p1
2
+ k)2)
}
×Dµ2µ′2
a′2a2
(−p1
2
− k)Dµ3µ′3
a′3a3
(−p1
2
+ k) (7.42)
Die Kontraktion der Lorentztensoren und Berechnung des Impulsintergrals lie-
fern nach Ru¨cknahme der dazu beno¨tigten Partialbruchzerlegung das folgende
Ergebnis.
I =
1
ǫ
Λ−2ǫ
b(4π)2
ifa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 }
[ r∏
s=1
p21 + ur,sΛ
2
]−1
×
r∑
k=0
(Λ2)r−k(p21)
k
[
Crkr;r +
1
4
Crrr;k
]
(7.43)
Kondensat der 3-Gluon-Schleife
g˜4

••
••
•••
•
•
1
•
•
•
+ (p2 ↔ p3)
Dieser Vertex entha¨lt formal drei Subdivergenzen. Hier interessiert nur die
fu¨hrende Divergenz proportional zu 1
ǫ2
, da die anderen nicht zu den SK-Gleich-
ungen der nullten Ordnung beitragen. Man erkennt durch einfaches Abza¨hlen
der Impulspotenzen, dass das Integral u¨ber die vier a¨ußeren Gluonlinien kon-
vergent ist, weshalb diese Subdivergenz nicht beitragen kann und vernachla¨ssigt
wird. Die beiden anderen Subdivergenzen mu¨ssen jedoch separat berechnet wer-
den.
Dazu betrachten wir zuna¨chst die linke 3-Gluon-Schleife des Graphen. Diese
wurde schon berechnet, so dass wir (5.42) nutzen ko¨nnen. Zur Berechnung der
ersten Subdivergenz mu¨ssen wir also nur noch die Kontraktion u¨ber den Im-
puls und zwei zusa¨tzliche volle Propagatoren berechnen. Da das verbleibende
Teilintegral linear divergent ist, bereitet dies keine gro¨ßeren Probleme.
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IS1 ∼ 15
4b5
ifa1a2a3
[1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
]2
{δµ1µ2pµ31 − δµ1µ3pµ21 }
[ r∏
s=1
p21 + ur,sΛ
2
]−1
r+1∑
t1t2t3=1
r∑
k1k2k3=0
r∑
l1l2=0
r∑
m1m2=0
[
∆r(u, t1)∆
r(u, t2)∆
r(u, t3)
]−1
Crk1k2;k3C
r
l1l2;rC
r
m1m2;r(p
2
1)
k3(−uˆr,t1)k1+l2(−uˆr,t2)l1+m2
×(−uˆr,t3)m1+k2(Λ2)7r−k3 (7.44)
Die perturbative Korrektur dieses divergenten Anteils erha¨lt man aus dem fol-
genden Graphen, der mit der gleichen Integrationsreihenfolge zu rechnen ist.
g˜4

1+ (p2 ↔ p3) (7.45)
Damit ﬁnden wir mit den Ergebnissen der obigen Rechnung den folgenden Aus-
druck.
IS1,pert ∼ 15
4b2
ifa1a2a3
1
ǫ2
g˜4Λ−2ǫ
(4π)4
{δµ1µ2pµ31 − δµ1µ3pµ21 } (7.46)
Dies unterscheidet sich lediglich durch einen nicht-perturbativen Faktor von
dem perturbativen Ergebnis (5.25).
Fu¨r den zweiten Divergenzanteil wird zuerst die Subschleife DΓ3DΓ3D be-
rechnet.
IS2 =
∫
−dDqΓµ1βγ3 (p1, B˙, A˙)D
γγ2(A˙)Dββ1(B˙)
1
ǫ
g˜2Λ−2ǫ
(4π)2−ǫ
{
δβ1γ2δµ2µ3 − 1
6
Sβ1γ2µ2µ3
}[ r∏
s=1
A˙2 + ur,sΛ
2
]−1
×
r+1∑
t3=1
(∆r(u, t3))
−1
r∑
k2k3=0
r∑
l1l3=0
Crrk2;k3C
r
l1r;l3(−uˆr,t3)k2+l1(A˙2)l3
×(B˙2)k3(Λ2)2r−k3−l3
[ r∏
s=1
B˙2 + ur,sΛ
2
]−1
(7.47)
Fu¨hrt man dann die Lorentzkontraktionen aus, erkennt man leicht, dass sich
in dem linear divergenten Integral keine divergenten Terme fu¨hrender Ordnung
ausbilden. Daher ist der obige Beitrag der einzige zur fu¨hrenden Divergenz des
Kondensates.
7.2. PARTIELLE KONDENSATE 99
Der Hantelgraph
g˜4

••
••
1• •• • (7.48)
Im Gegensatz zum vorherigen Graphen gibt es hier nur eine Mo¨glichkeit, ein
divergentes Integral zu parametrisieren. Beide Schleifen mu¨ssen separat berech-
net werden, wobei wir von vollsta¨ndig symmetrischen Γ3-Parametern ausgehen.
Dabei ist die Integrationsreihenfolge unerheblich, da u¨ber den Γ4-Vertex keine
Impulskopplung erfolgt. Wir geben zuna¨chst das Ergebnis fu¨r den erweiterten
Γ4-Vertex mit vollsta¨ndig symmetrischen Parametern an.
Ie = − 5
4b4
ifa1a2a3
1
ǫ2
g˜2Λ−4ǫ
(4π)4
{δµ1µ2pµ31 − δµ1µ3pµ21 }
1
r∏
s=1
p21 + ur,sΛ
2
r∑
k1=0
r+1∑
t1t2=1
r∑
lmxy=0
(p21)
k1(Λ2)r−k1
(−uˆr,t1)l+x(−uˆr,t2)m+y
∆r(u, t1)∆(u, t2)
Crk1l;m
{9
2
Tyx;rr − Eyx;rr
}
(7.49)
Fu¨r Mandelstam-symmetrische Parameter lautet dies wie folgt.
Im = − 5
8b4
ifa1a2a3
1
ǫ2
g˜2Λ−4ǫ
(4π)4
{δµ1µ2pµ31 − δµ1µ3pµ21 }
1
r∏
s=1
p21 + ur,sΛ
2
r∑
k1=0
r+1∑
t1t2=1
r∑
lmxy=0
(p21)
k1(Λ2)r−k1
(−uˆr,t1)l+x(−uˆr,t2)m+y
∆r(u, t1)∆(u, t2)
Crk1l;m
{
6T syx;rr +
3
2
(T tyx;rr + T
u
yx;rr) +D
t
yx;rr +D
u
yx;rr
−Etyx;rr − Euyx;rr
}
(7.50)
Die perturbative Korrektur ist fu¨r beide Terme identisch und ergibt sich, indem
man zuna¨chst die Subschleife Γpert3 D
pertΓpert4 D
pert berechnet.
Ipert ∼ − 45
8b2
ifa1a2a3
1
ǫ2
g˜2Λ−2ǫ
(4π)4
{δµ1µ2pµ31 − δµ1µ3pµ21 } (7.51)
Kondensate der tadpole-artigen Terme
Auch bei diesen Kondensaten kann man sich analog zu dem obigen Graphen
schnell u¨berlegen, dass nur die Integration u¨ber das Ergebnis der DSG-Rech-
nungen Beitra¨ge zur fu¨hrenden Divergenz liefern kann. Dies geschieht wieder
durch einfaches Abza¨hlen der Impulspotenzen bei den mo¨glichen Parametrisie-
rungen.
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g˜4

1
=
45
8b4
ifa1a2a3
1
ǫ2
g˜4Λ−4ǫ
(4π)4
Crr;r
{
δµ1µ3pµ21 +
1
12
pβ1S
βµ1µ2µ3
4 −
3
4
δµ2µ3pµ11
+
1
4
(δµ1µ3pµ21 − δµ1µ2pµ31 )
}
(7.52)
Dabei haben wir den in B.11 deﬁnierten vollsta¨ndig symmetrischen Tensor S4
benutzt.
g˜4

1
=
45
8b4
ifa1a2a3
1
ǫ2
g˜4Λ−4ǫ
(4π)4
Crr;r
{
− δµ1µ2pµ31 −
1
12
pβ1S
βµ1µ2µ3
4 +
3
4
δµ2µ3pµ11
+
1
4
(δµ1µ3pµ21 − δµ1µ2pµ31 )
}
(7.53)
Die Summe der beiden Graphen zeigt dann das erwartete Verhalten.
I ∼ − 135
16b4
ifa1a2a3
1
ǫ2
g˜4Λ−4ǫ
(4π)4
Crr;r
{
δµ1µ2pµ31 − δµ1µ3pµ21
}
(7.54)
Die perturbative Korrektur entsteht hier, indem man wiederum die Subschleife
Γpert3 D
pertΓpert4 D
pert betrachtet.
Ipert ∼ − 135
16b2
ifa1a2a3
1
ǫ2
g˜4Λ−2ǫ
(4π)4
{
δµ1µ2pµ31 − δµ1µ3pµ21
}
(7.55)
Kondensat der Geisterschleife
g˜4

1 + (p2 ↔ p3) (7.56)
Wir geben das wegen der Erkenntnisse u¨ber Geist-Vertizes in Landau-Eichung
vorhersehbare Resultat hier der Vollsta¨ndigkeit halber an. Die Geist-Schleife
entwickelt – wie die 3-Gluon-Schleife – nur in einem Subgraphen zu der fu¨hren-
den Divergenz beitragende Terme. Der wesentliche Grund ist, dass in dem loga-
rithmisch divergenten Subgraphen DΓ˜3D˜Γ˜3D der Impulsbeitrag auf dem aus-
laufenden Bein eines Γ˜3-Vertex nicht vom Integrationsimpuls abha¨ngt, wodurch
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das erste Integral konvergent wird.
I ∼ −i 5
32b2b˜3
fa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 }
1
ǫ2
g˜4Λ−2ǫ
(4π)4
(7.57)
Die perturbative Korrektur kann man daran einfach ablesen.
Ipert ∼ −i 5
32b2
fa1a2a3{δµ1µ2pµ31 − δµ1µ3pµ21 }
1
ǫ2
g˜4Λ−2ǫ
(4π)4
(7.58)
Kondensat der Fermionschleife
g˜4

••
• •
••
•
•
•
1
•
•
•
+ (p2 ↔ p3)
Wie man durch einfaches Abza¨hlen der Impulspotenzen zeigen kann, entwickelt
auch dieser Graph nur bei einer Parametrisierung fu¨hrende Divergenzen. Diese
ist gerade die, in der man die Ergebnisse der DS-Rechnungen nutzen kann.
I = −
∑
f
5
6b2
ifa1a2a3
1
ǫ2
g˜4Λ−4ǫ
(4π)4
{
δµ1µ2pµ31 − δµ1µ3pµ21
}[ r∏
s=1
p21 + ur,sΛ
2
]−1
×
r+1∑
t1t2t3=1
r∑
m1=0
r∑
n1n2n3=0
r∑
n′1n
′
2n
′
3=0
[∆r(κ(f), t1)∆
r(κ(f), t2)∆
r(κ(f), t3)]
−1
×C¯f,r
m1;n1n′1
C¯f,r
r;n2n′2
C¯f,r
r;n3n′3
(−κ(f)r,t1)n1+n
′
2(−κ(f)r,t2)n2+n
′
3(−κ(f)r,t3)n3+n
′
1 (7.59)
Fu¨r die perturbative Korrektur mu¨ssen wir den Graphen
g˜4
∑
f

1 + (p2 ↔ p3) (7.60)
berechnen. Mit obiger Rechnung ﬁnden wir leicht das folgende Resultat.
Ipert ∼ −
∑
f
5
6b2
ifa1a2a3
1
ǫ2
g˜4Λ−2ǫ
(4π)4
{
δµ1µ2pµ31 − δµ1µ3pµ21
}
(7.61)
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7.2.2 Γ¯3-Vertex
Fu¨r den Γ¯3-Vertex gibt es zwei Mo¨glichkeiten, ein partielles Kondensat zu de-
ﬁnieren. Integriert man u¨ber ein Gluon- und ein Fermion-Bein, entwickelt das
so deﬁnierte Kondensat lediglich lineare Subdivergenzen. Die Bestimmung der
SKG geschieht bezu¨glich der fermionischen Parameter. Eine anschauliche In-
terpretation dieses Kondensats ist jedoch schwierig. Der wichtigste Nachteil
ist jedoch, dass das Kondensat eine fundamentale Asymmetrie in der Tensor-
und Matrixstruktur aufweist, so dass die Bestimmung eindeutiger SKG schwie-
rig wird. Daher ist diese Kondensatbildung weniger geeignet und wird in die-
ser Arbeit nicht weiter betrachtet. Integriert man dagegen u¨ber die beiden
Fermion-Beine, ist es leichter dieses Kondensat anschaulich zu interpretieren
(z.B. als Aussendung eines Gluons aus einem sozusagen gebundenen Fermion-
Antifermion-Zustand). Außerdem zeigt dieses Kondensat besser die geforderte
Symmetrie, wenn man die abschließende Transversalprojektion an dem Gluon-
Bein beru¨cksichtigt. Dafu¨r entwickelt es eine quadratische Subdivergenz und die
Bestimmung der SKG erfolgt bezu¨glich der gluonischen Parameter. Es ist da-
her besser fu¨r unsere Zwecke zu gebrauchen und wird in der weiteren Rechnung
analysiert.
Auf 2-Schleifen-Niveau ﬁndet man fu¨r das partielle Kondensat des Γ¯3-Vertex
die folgenden Gleichung.
g˜2

1
= g˜2

1 +
g˜4
2

••
••
•••
•
•
1
•
•
•
+(p2 ↔ p3) (7.62)
Perturbative Resultate
Wir berechnen zuna¨chst die perturbativen Ergebnisse fu¨r dieses partielle Kon-
densat.
• Γ¯pert3 -Vertex
g˜2

1 ∼ T aij
g˜2
(4π)2ǫ
[
− mˆf 1
2
(/pγµ − γµ/p)
−1
6
(/pγµ/p+ p2γµ)
]
(7.63)
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• Schleifen-Graph
g˜4

1
∼ T aij
g˜4
(4π)4ǫ2
{
− 3
8
[
4mˆf (γ
µ/k − γµ/k)− 49
45
γµk2
]
+
9
4
[1
2
mˆf (γ
µ/k − γµ/k)− 1
12
γµk2
]}∣∣∣∣
trans
=
{ 71
144
γµk2 − 3
8
mˆf (γ
µ/k − γµ/k)
}
T aij
g˜4
(4π)4ǫ2
(7.64)
Γ¯pert3 -Vertex
g˜2

1 ∼ T aij
g˜2
(4π)2
Λ−2ǫ
ǫ
{
γµ
[
(̟f1 )
2 − πf1̟f1 − ̺f2
]
−1
2
(/pγµ − γµ/p)[̟f1 − πf1 ]−
1
6
(/pγµ/p+ p2γµ)
}
(7.65)
Die perturbativen Korrekturen bestimmen sich aus dem Graphen mit nur nack-
ten Vertizes.
Γ¯3-Vertex
g˜2

1 ∼ T aij
g˜2
(4π)2
Λ−2ǫ
ǫ
r∑
m=0
p2mΛ2r−2m
r∏
s=1
(p2 + ur,sΛ2){
γµ
[
C¯fmrr
(
(̟f1 )
2 − ̺f2
)
− C¯fmrr−1̟f1
]
−1
2
(/pγµ − γµ/p)
[
C¯fmrr̟
f
1 − C¯fmrr−1
]
−1
6
C¯fmrr(/pγ
µ/p+ p2γµ)
}
(7.66)
Die perturbative Korrektur dieses Graphen ist auch hier der Graph mit nur
nackten Vertizes, der oben berechnet wurde.
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Schleifen-Graph
g˜4

••
••
•••
•
•
1
•
•
•
(7.67)
Dieses partielle Kondensat hat zwei Subgraphen, die nicht-verschwindende Di-
vergenzen liefern ko¨nnen. Wir berechnen zuna¨chst den Subgraphen SΓ¯3SΓ¯3S.
Im Lauf der Rechnung stellt man fest, dass der Beitrag des Graphen mit p2 ↔ p3
exakt einen Faktor 2 fu¨r die divergenten Anteile bedeutet und somit den sta-
tistischen Faktor aus der DSG kompensiert.
IS1 ∼ −3
2
T ija
g˜4Λ−2ǫ
4b2(4π)2ǫ
∫
−dDq
r+1∑
t3=1
r∑
mnn′=0
r∑
vww′=0
Γµ1β
′α′
3 (k,−B˙, A˙)Dββ
′
(B˙2)Dαα
′
(A˙2)
B˙2mΛ2r−2m
r∏
s=1
(B˙2 + ur,sΛ2)
A˙2vΛ2r−2v
r∏
s=1
(A˙2 + ur,sΛ2)
(−κˆft3)n
′+w
∆r(κ(f), t3)
{
2C¯fv;wr
[
C¯fm;n′r
(
̟f1 −
1
2
/k − 1
3
/q
)
− C¯fm;r−1n′
]
γβγα
+C¯fm;n′rC¯
f
v;wrγ
xγβ(κˆft3 +
2
3
/q)γαγx
+2γβγαC¯fm;n′r
[
C¯fv;wr
(
̟f1 +
1
2
/k − 1
3
/q
)
− C¯fv;wr−1
]}
(7.68)
Dabei stehen die punktierten Variablen wieder fu¨r die noch vorzunehmenden
PBZ. Rechnet man das verbliebene, maximal quadratisch divergente Schleifen-
integral aus, erha¨lt man das folgende Ergebnis, wobei die aus der DSG des
Γ3-Vertex folgende vollsta¨ndige Symmetrie der C
3,r-Parameter explizit voraus-
gesetzt wird.
IS1 ∼ −3
2
T ija
g˜4Λ−4ǫ
4b2(4π)4ǫ2
1
r∏
s=1
(k2 + ur,sΛ2)
r+1∑
t1t2t3=1
r∑
k1k2k3=0
r∑
mn′=0
r∑
vw=0
(−uˆt1)k2+m(−uˆt2)k3+v(−κˆft3)n
′+wk2k1Λ10r−2k1
∆r(u, t1)∆r(u, t2)∆r(κ(f), t3)
{
C¯fm;rnC¯
f
vwr{
4γµCk3k2;k1
[
(uˆt1 + uˆt2)Λ
2 +
4
5
k2
]
− 2Ck1k2;k3(/kγµ/k + γµk2)
+4Ck1k2;k3̟
f
1 (γ
µ/k − /kγµ) + Ck3k2;k1
[
− 17
18
γµk2 + 2kµ/k +
7
18
/kγµ/k
]
+Ck3k2;k1
[ 4
15
γµk2 +
31
30
kµ/k)
]}
−4Ck1k2;k3C¯fm;rnC¯fvwr−1(γµ/k − /kγµ)
}
(7.69)
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Man beachte hierbei, dass der Term mit einem zua¨tzlichen κˆft3 verschwindet. Da
die Terme ∼ /kkµ durch den obligatorischen Transversalprojektor an das ver-
bliebene gluonische Bein verschwinden, erhalten wir die folgende Darstellung,
wobei wir die longitudinalen Terme vernachla¨ssigen.
ItransS1 ∼ −
3
8b2
T ija
g˜4Λ−4ǫ
(4π)4ǫ2
1
r∏
s=1
(k2 + ur,sΛ2)
r+1∑
t1t2t3=1
r∑
k1k2k3=0
r∑
mn′=0
r∑
vw=0
(−uˆt1)k2+m(−uˆt2)k3+v(−κˆft3)n
′+wk2k1Λ10r−2k1
∆r(u, t1)∆r(u, t2)∆r(κ(f), t3)
Ck3k2;k1C¯
f
m;rn{
C¯fv;wr
{
4γµ(uˆt1 + uˆt2)Λ
2 + 4̟f1 (γ
µ/k − /kγµ)− 49
45
γµk2
}
−4C¯fv;wr−1(γµ/k − /kγµ)
}
(7.70)
Fu¨r die perturbativen Korrekturen ist der folgende Graph mit der gleichen
Integrationsreihenfolge zu berechnen.
+
g˜4
2

1 + (p2 ↔ p3) (7.71)
Mit den obigen erhaltenen Ergebnissen ﬁnden wir fu¨r fu¨r die perturbative Kor-
rektur im transversalen Sektor das folgende Ergebnis.
ItransS1,pert ∼ −
3
8b2
T ija
g˜4Λ−2ǫ
(4π)4ǫ2
1
r∏
s=1
(k2 + ur,sΛ2)
r∑
k1=0
Crr;k1(k
2)k1Λ2r−2k1
{
8γµ(ς1 − σ1)Λ2 + 4mˆf (γµ/k − /kγµ)− 49
45
γµk2
}
(7.72)
Der letzte divergente Subgraph ist der in der DSG berechnete. Mit (5.59)
ko¨nnen wir daher direkt die verbleibende Integration ausfu¨hren und erhalten
das folgende Resultat.
IS2 =
9
4b2
T ija
1
ǫ2
g˜4Λ−4ǫ
(4π)4
1
r∏
s=1
(k2 + ur,sΛ2)
r+1∑
t1t2t3=1
r∑
k1k2k3=0
r∑
mn′=0
r∑
vw=0
(−uˆt1)k2+m(−uˆt2)k3+v(−κˆft3)n
′+wk2k1Λ10r−2k1
∆r(u, t1)∆r(u, t2)∆r(κ(f), t3)
Ck3k2;k1
{
C¯fm;rnC¯
f
v;wr{[
(̟f1 )
2 − ̺f2
]
γµ − 1
6
k2γµ +
1
12
/kγµ/k +
1
2
̟f1 (γ
µ/k − /kγµ)
}
−γµ̟f1 C¯fm;r−1nC¯fv;wr + C¯fm;r−1nγµC¯fv;wr−1 +
1
2
/kγµC¯fm;rnC¯
f
v;wr−1
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−1
2
γµ/kC¯fm;r−1nC¯
f
v;wr −
1
2
γµ
[
C¯fm;rnC¯
f
v;wr−2 + C¯
f
m;r−2nC¯
f
v;wr
]}
(7.73)
Die perturbative Korrektur ergibt sich hier aus dem folgenden Graphen, der in
derselben Reihenfolge der Impulsintegrationen zu berechnen ist.
g˜4
2

1 + (p2 ↔ p3) (7.74)
Mit den Ergebnissen der obigen Rechnung ﬁnden wir dafu¨r den folgenden Aus-
druck.
IS2,pert ∼ 9
4
T ija
1
ǫ2
g˜4Λ−2ǫ
(4π)4
{[
(̟f1 )
2 − ̺f2
]
γµ − 1
6
k2γµ +
1
12
/kγµ/k
+
1
2
(̟f1 − πf1 )(γµ/k − /kγµ) + γµ(πf1 )2 − γµ̟f1πf1 − γµπf2
}
(7.75)
7.2.3 Γ˜3-Vertex
Das partielle Kondensat des Γ˜3-Vertex entwickelt u¨ber die Divergenz aus der
DSG hinaus keine weitere nicht-logarithmische Divergenz. Zudem treten keine
Terme auf, die eine Ru¨cknahme der PBZ verhindern ko¨nnen. Weil der Γ˜3-Vertex
in Landau-Eichung aber keine Divergenz entwickeln kann (das ist der Grund,
warum er auf seinem perturbativen Wert bleibt), kann auch das partielle Kon-
densat keine fu¨hrenden Divergenzen ∼ 1
ǫ2
entwickeln. Daher ko¨nnen wir auf
eine explizite Berechnung verzichten.
7.3 Volle Kondensate
Sofern man auf Terme der fu¨hrenen Impulspotenz bei der Konstruktion der
SKG verzichten mo¨chte, beno¨tigt man auch die vollsta¨ndigen Kondensate der
Wechselwirkungsvertizes, um eine der Variablenanzahl entsprechende Zahl von
SKG erhalten zu ko¨nnen. Bildet man die Kondensatgleichungen wie im vorher-
gehenden Abschnitt an den DSG auf 1-Schleifen-Niveau, muss man notwendig
auch bis zu 3-Schleifen-Graphen betrachten. Wie oben erwa¨hnt haben wir mit
den zusa¨tzlichen Gleichungen aus der A4-Struktur des Γ4-Vertex hinreichend
zusa¨tzliche Bedingungen, um die noch fehlenden vier vollsta¨ndigen Kondensa-
te nicht betrachten zu mu¨ssen. Daher verzichten wir in dieser Arbeit auf die
Berechnung der vollen Vertexkondensate.
Kapitel 8
Selbstkonsistenzgleichungen
Die Konstruktion der SKG erfolgt wie in Abschnitt 2.7 beschrieben. Wir geben
im folgenden die SKG an, die sich aus den 1-Schleifen-Rechnungen ergeben,
wenn als Approximationsstufe fu¨r die erweiterten Vertizes r = 1 gewa¨hlt wird.
Wir formulieren die Gleichung ohne explizite Λ-Abha¨ngigkeit, d.h. die externen
Strommassen mf sind mit Λ skaliert, so dass wir ein Gleichungssystem mit
dimensionslosen Zahlen erhalten. Dieses stark nichtlineare Gleichungssystem
notieren wir im Selbstkonsistenzvektor ~S, die einzelnen Elemente des Vektors
werden im Folgenden deﬁniert. Eine Lo¨sung der SKG erfordert
~S ≡ 0 . (8.1)
Die Deﬁnitionen der in den folgenden Abschnitten auftauchenden Abku¨rzungen
sind in Anhang B.2 zusammengefasst.
8.1 SKG der Propagatoren
8.1.1 SKG des Gluon-Propagators
Zur Beschreibung der SKG aus dem Gluon-Propagator mu¨ssen wir die Ergeb-
nisse der Schleifenrechnungen in zwei Anteile zerlegen. Nur der erste entwi-
ckelt die maximale Impulspotenz und wird mit Υ2 bezeichnet. Dieser Teil der
Integrale tra¨gt auch im perturbativen Limes bei. Der zweite Teil, mit Ω2 ab-
geku¨rzt, tra¨gt dagegen zur maximalen Λ-Potenz bei und hat manifest nicht-
perturbativen Charakter.
Υ2(a+ 1) =
15
2b2β0
Crar;r −
5
4b2β0
Crrr;a +Φ2(a)−
2
3β0
∑
f
C¯r,fa;rr
(8.2)
Ω2(a) = − 9
b2β0
(ς1C
r
rr;a − Crr−1r;a) +
27
4bβ0
(ς1 − σ1)σr−a
−
∑
f
2
β0
(−C¯r,fa;r−1r−1 + C¯r,fa;r−2r + C¯r,fa;r−1r̟f1 − C¯r,fa;rr̟f2 )
(8.3)
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Dabei haben wir fu¨r den Anteil aus der Geist-Schleife die Abku¨rzung Φ2 ver-
wendet.
Φ2(a) =
{ − 1
4b˜2β0
σr−a, quasipert.
− 14β0σr−a pert.
(8.4)
Je nachdem ob man fu¨r diesen Terme eine Behandlung nach (5.12) durchfu¨hrt
oder nicht, muss die Divergenz aus der Geist-Schleife entweder zu den quasi-
perturbativen Termen nullter Ordnung oder zur perturbativen Renormierung
bzw. einer LL-resummierten Variante1) zugeordnet werden. Damit erhalten wir
die folgenden SKG.
S2(r + 1) = −b+ 1 + 13
2β0
− 2
3β0
Nf −Υ2(r + 1) (8.5)
S2(a) = −bςr+1−a + σr+1−a(1 + 13
2β0
− 2
3β0
Nf )
−Υ2(a)− Ω2(a) (8.6)
S2(0) = −bςr+1 − Ω2(0) (8.7)
Bedingt durch die Struktur der Gluon-Propagator-DSG auf 1-Schleifen-Niveau
(die linke nackte Vertizes entha¨lt und nicht resummierbar ist), sind diese Glei-
chungen nichtlinear in den Propagator-Parametern aber linear in den Vertex-
Parametern. Eine strukturelle Besonderheit dieser SKG ist auch, dass sie aus
zwei Beitra¨gen – Υ2 und Ω2 – zusammengesetzt ist. Dadurch nehmen die Glei-
chungen S2(r+1) und S2(0) eine besondere Stellung ein. Die Erfahrungen dieser
Arbeit zeigen, dass zumindest fu¨r Approximationsgrad r = 1 die besondere Ge-
stalt dieser SKG ein wesentliches Hindernis bei der numerischen Bestimmung
von Lo¨sungen des SKG-Systems ist.
8.1.2 SKG des Geist-Propagators
Wir erhalten aus der Gleichung fu¨r den Geist-Propagator unabha¨ngig vom Ap-
proximationsgrad r genau die eine Bestimmungsgleichung, die wir fu¨r den mul-
tiplikativen Faktor b˜ beno¨tigen.
S˜2 = −b˜+ 1− 9
4
1
β0
(
1
bb˜
− 1) (8.8)
Diese Gleichung ist verglichen mit den anderen SKG recht einfach, da b˜ hier
nur u¨ber den multiplikativen Faktor des Gluon-Propagators in das Gleichungs-
system zuru¨ckkoppelt. Bemerkenswert ist insbesondere, dass ein strikt pertur-
bativer Geist-Propagator (b˜=1) notwendig auch b = 1 erfordert.
Sofern man fu¨r Terme ohne mindestens eine ganzzahlige Potenz von Λ die
Anwendung des Π(ǫ)-Mechanismus nicht zula¨sst, kann man aus dieser DSG
keine SKG ableiten.
1Durch Resummation der leading logarithms von lnp
“
k2
ν2
”
auf lnp
“
k2
Λ2
”
entsteht in den
rein perturbativen Termen eine Konstante wie b˜2.
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8.1.3 SKG des Fermion-Propagators
Da die fu¨hrende Impulspotenz des Schleifenintegrals in Landau-Eichung ver-
schwindet und daher keine SKG liefert, gibt es hier eine Gleichung weniger. Wie-
der ko¨nnen den Propagator-Nullstellen keine Gleichungen zugeordnet werden.
Wir erhalten dabei strukturell identische Gleichungen entsprechend der betrach-
teten Fermionenzahl. Bei massiven Fermionen unterscheiden sie sich durch den
Wert der Strommassen, die u¨ber die perturbativen Ergebnisse in die SKG einge-
hen. Aber auch bei chiralen Fermionen ko¨nnen wir die Gleichungen nicht durch
eine einzige Gleichung ohne Fermion-Index f ersetzen. Ebensowenig kann man
die Fermion-Summen in den gluonischen DSG durch einen Faktor Nf ersetzen.
Der Grund dafu¨r ist, dass das nichtlineare SKG-System durchaus verschiedene
Werte fu¨r die fermionischen Parameter und insbesondere verschiedene nichtver-
schwindende Werte fu¨r die Polpositionen der Fermion-Propagatoren, d.h. der
Fermionmassen, zulassen kann. Eine derartige spontane Symmetriebrechung in
den Parametern allein auf Grund der dynamischen Eigenschaften der DSG wa¨re
ein ho¨chst bemerkenswertes Pha¨nomen.
Wir deﬁnieren fu¨r den Schleifenbeitrag die folgende Abku¨rzung.
Υ¯f2(a) =
4
bβ0
(C¯f,rr;r−1,a −̟f1 C¯f,rr;ra) (8.9)
Dann lassen sich die SKG folgendermaßen schreiben.
S¯f2 (a) = −̟fr+1−a + πfr+1−a + πfr−amˆf (1−
4
β0
)− Υ¯f2(a) (8.10)
Dabei muss man beachten, dass πfr+1 = 0 ist, weil es nur r Propagator-Null-
stellen gibt. Eine Gleichung fu¨r a = r+1 fehlt, da die DSG in Landau-Eichung
keinen Beitrag zur ho¨chsten Impulspotenz liefern kann.
8.2 SKG der Vertizes
8.2.1 SKG des Γ3-Vertex
Da in der DSG des Γ3-Vertex tadpole-artige Terme vorkommen, die nicht re-
summierbar sind, ist die Symmetrie von Γ3 in der DSG nicht manifest.
2 Damit
die SKG und die Parameter diese Symmetrie beru¨cksichtigen, fu¨hren wir ei-
ne triviale Symmetrisierung durch. Das hat zudem den Vorteil, dass auf diese
Weise stark einschra¨nkende Nebenbedingungen abgeschwa¨cht werden. Gleich-
zeitig sind aber nur noch vollsta¨ndig symmetrisierte Kombinationen der Γ3-
Parameter zuga¨nglich. In der Tat werden vollsta¨ndig symmetrische Parameter
sogar erzwungen, wenn man die tadpole-artigen Terme nicht modiﬁziert.
Bei dem Term aus der Geist-Dreiecks-Schleife fehlt der fu¨r die Konstruktion
der SKG notwendige Faktor Λ−2ǫ, so dass man passend erweitert muss, wenn
man den Π(ǫ)-Mechanismus anwenden will. Der dann u¨berza¨hlige Faktor Λ+2ǫ
ersetzt in den Gleichungen die willku¨rliche Renormierungsskala ν2ǫ0 .
2Eine exakte Lo¨sung der DSG wu¨rde diese Symmetrie wieder aufweisen.
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Wir formulieren die SKG wieder fu¨r allgemeine Approximationsstufe r und
beno¨tigen dafu¨r Θ3abc.
Θ3abc = σr−aσr−bσr−c (8.11)
Nun deﬁnieren wir den vollsta¨ndig symmetrischen Teil der SKG, Υ3.
Υ3(a; b, c) =
3
2b3β0
ΣrS(a, b, c) +
2
3β0
∑
f
Σ¯f,r(a, b, c)
+Φ3(a, b, c) (8.12)
Dabei wird fu¨r den von der 3-Geister-Schleife abha¨ngigen Teil die Abku¨rzung
Φ3(a, b, c) =
{ − 1
8b˜3β0
Θ3abc, quasipert.
− 18β0Θ3abc pert.
(8.13)
verwendet, entsprechend der mo¨glichen unterschiedlichen Behandlung dieses
Terms im SKG-Mechanismus. Dazu kommt noch der partiell symmetrische An-
teil aus den tadpole-artigen Termen mit Beteiligung des Γ4-Vertex, den wir
in Ωk3 zusammenfassen. Der Index k steht bezeichnet dabei die verschiedenen
Ansa¨tze fu¨r Γ4. Wir bilden Ω
k
3 bezu¨glich der Tensorkomponente δ
µ1µ2pµ31 .
Ωt3(a; b, c) = −
1
3
9
2b2β0
ΣΓT (a; b, c) − 2
3
9
2b2β0
Θ3rbc(C
r
ar;r +
1
4
Crrr;a)(8.14)
Ωe3(a; b, c) = −
1
3
9
2b2β0
ΣΓT (a; b, c) − 1
3
1
b2β0
ΣΓE(a; b, c)
−2
3
9
2b2β0
Θ3rbc(C
r
ar;r +
1
4
Crrr;a) (8.15)
Ωm3 (a; b, c) = −
1
3
1
2b2β0
{6ΣsΓT +
3
2
Σt+uΓT +Σ
t+u
ΓD − Σt+uΓE }
∣∣∣
a;bc
−2
3
9
2b2β0
Θ3rbc(C
r
ar;r +
1
4
Crrr;a) (8.16)
Dazu kommt fu¨r denselben Vertex-Parameter Crab;c noch eine Gleichung aus der
Tensorstruktur δµ1µ3pµ21 mit Ω
k
3(b; c, a). Schon hier sieht man, dass die Symme-
trie der Vertex-Parameter des Γ3-Vertex von Ω
k
3 nicht eingehalten wird, was zu
starken Einschra¨nkungen an die zula¨ssigen Parameter fu¨hrt.
Die SKG aus dem Γ3-Vertex ergeben sich damit wie folgt.
Sk3 (a; b, c) = C
r
ab;c −Θ3abc(1−
34
4β0
− 2
3β0
Nf )
−Υ3(a, b, c) − Ωk3(a; b, c) (8.17)
Wegen der Tensorstruktur der symmetrisierten tadpole-artigen Terme entsteht
allerdings noch eine weitere Gleichung, die sich von dieser nur durch den Vertex-
Parameter unterscheidet.
Sˆk3 (a; b, c) = C
r
ac;b −Θ3abc(1−
34
4β0
− 2
3β0
Nf )
−Υ3(a, b, c) − Ωk3(a; b, c) (8.18)
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Daraus folgt dann, dass
Crab;c = C
r
ac;b, ∀{a, b, c} . (8.19)
Damit mu¨ssen die Vertex-Parameter des Γ3-Vertex unabha¨ngig von der Appro-
ximationsordnung r vollsta¨ndig symmetrisch sein. Eine explizite Untersuchung,
ob dies auch fu¨r alle Schleifenordnungen gilt, liegt außerhalb unserer Mo¨glich-
keiten. Es gibt allerdings starke Argumente fu¨r diese These. Auch in ho¨her-
en Schleifenordnungen mu¨ssen die Graphen eine Lorentz-Tensorstruktur entwi-
ckeln, die mit der perturbativen Tensorstruktur vertra¨glich ist, also aus den ins-
gesamt sechs Basistensoren fu¨r den Γ3-Vertex (δ
µiµjpµki ) zusammengesetzt ist.
Dazu gibt es im Wesentlichen drei Mo¨glichkeiten. Erstens kann kann ein Graph
wie die Gluon-Dreiecks-Schleife in die perturbative Tensorstruktur und die Di-
vergenz faktorisieren. Zweitens kann der Graph wie die tadpole-artigen Terme
nur einen Teil der Struktur, proportional zu jeweils einem der a¨ußeren Impulse
pµik , entwickeln. Drittens ko¨nnte der Graph nur mit einem der sechs Basisten-
soren in die DSG eingehen, was aber wegen der Vertauschbarkeit der beiden
rechten Beine nicht mo¨glich sein sollte. Wir schließen diesen Fall daher aus.3
Terme mit einer tadpole-artigen Tensorstruktur mu¨ssen wegen der Vertausch-
barkeit der rechten Beine aber ebenso – wie oben gesehen – in den zugeho¨rigen
Σ-Parametern den linken a¨ußeren Impuls auszeichnen. Die einzige Mo¨glichkeit,
eine Gleichung wie (8.18) zu vermeiden, ist daher eine vollsta¨ndige Kompen-
sation aller Terme mit tadpole-artiger Tensorstruktur. Dann aber wa¨ren die
resultierenden SKG vollsta¨ndig symmetrisch. Damit sind partiell symmetrische
Γ3-Parameter nicht mit der Struktur der SKG zu vereinbaren.
Eine mindestens ebenso gravierende Beschra¨nkung folgt ebenso unmittelbar
aus den SKG. Auch Ωk3 muss symmetrisch sein.
Ωk3(a; b, c) = Ω
k
3(b; c, a) (8.20)
Mit dieser Gleichung werden die Parameter von Γ3- und Γ4-Vertex in manifest
asymmetrischer Weise miteinander verknu¨pft, was sie sehr stark einschra¨nkt.
Im Hinblick auf eine Lo¨sung der SKG und damit eine selbstkonsistente For-
mulierung der Theorie sind derartige Beziehungen hinderlich. Man kann aber
nicht ausschließen, dass sich unter anderem in dieser Beziehung eine wesentliche
Eigenschaft der DSG zeigt: Zwar wird durch sie ein Impuls ausgezeichnet, bei
einer exakten Behandlung (d.h. nicht beschra¨nkt auf eine endliche Schleifen-
ordnung) weist die DSG dennoch die volle Symmetrie der zugeho¨rigen Vertizes
auf. Es sei an dieser Stelle noch angemerkt, dass auch die Einbeziehung partiell
antisymmetrischer Parameter fu¨r den Γ4-Vertex die Situation nicht verbesserte.
Ebensowenig sind diese Beziehungen ein Artefakt der BS-Resummation. Aus ei-
ner trivial symmetrisierten nicht-resummierte DSG folgen analoge Relationen.
Daher ist die einzige Mo¨glichkeit, dieses Problem zu vermeiden, den Ansatz
fu¨r den Γ3-Vertex abzua¨ndern – im Gegensatz zu den bisherigen Erkenntnissen
3Wenn sich dennoch Graphen mit dieser Eigenschaft ﬁnden lassen, dann mu¨ssten sie sich –
mitsamt der ihnen zugeordneten Σ-Parameter – zu einer der beiden anderen Symmetrieklassen
kombinieren lassen. Eﬀektiv kann sich diese Struktur damit nicht etablieren.
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[Kuh 97, DKS 99, DS 99]. Falls man dennoch Lo¨sungen bzw. Na¨herungslo¨sun-
gen der SKG ﬁnden ko¨nnte, die (8.20) genu¨gen, so wa¨re dies ein sehr bemer-
kenswertes Ergebnis.
Der Γ3-Vertex liefert
(r+1)2(r+2)
2 SKG, die den Vertex-Parametern zugeord-
nen werden ko¨nnen.
8.2.2 Die SKG des Γ¯3-Vertex
Wie schon beim Fermion-Propagator gibt es fu¨r jede Fermionsorte einen eigenen
Satz von SKG, die selbst bei chiralen Fermionen nicht in einer Gleichung ohne
Fermion-Index f zusammengefasst werden du¨rfen. Anders als beim Γ3-Vertex
fehlen hier tadpole-artige Terme. Daher sind die SKG strukturell identisch und
es gibt keine einschra¨nkenden Nebenbedingungen. Wir formulieren sie hier fu¨r
allgemeinen Approximationsgrad r. Um die bei den anderen Vertizes genutzten
Konventionen zu respektieren, formulieren wir zuna¨chst den der Symmetrie des
C¯f -Parameter entsprechenden Schleifenbeitrag.
Υ¯f3(a; b, c) =
9
4b2β0
Σf,rA (a; b, c) (8.21)
Mit der Deﬁnition
Θ¯f,3a;bc = π
(f)
r−bπ
(f)
r−cσr−a (8.22)
ergeben sich die folgenden SKG.
S¯f3 (a; b, c) = C¯
f,r
a;b,c − Θ¯f,3a;bc(1 +
9
4β0
)
−Υ¯f3(a; b, c) (8.23)
Dies sind fu¨r jede Fermionsorte (r+1)
2(r+2)
2 Gleichungen, die wir den ent-
sprechenden Vertex-Parametern von Γ¯3 zuordnen ko¨nnen.
8.3 Die SKG fu¨r den Γ4-Vertex
Bei der Konstruktion der SKG zeigt sich der Grund, warum die BSG (6.1)
der entsprechenden DSG vorzuziehen ist. Da tadpole-artige Terme hier feh-
len, mu¨ssen wir nicht a priori mit zusa¨tzlichen, einschra¨nkenden Nebenbedin-
gungen rechnen. Wir werden jedoch unten sehen, dass die Eigenschaften der
Bose-symmetrischen Tensorstrukturen und die drei verschiedenen Mandelstam-
Kana¨le mit den von uns verwendeten Ansa¨tzen fu¨r den Γ4-Vertex notwendig
zusa¨tzliche Einschra¨nkungen produzieren.
Wir gewinnen die SKG aus den Ergebnissen von Kapitel 4 dadurch, dass
wir aus ihnen den Beitrag in s-Kanal-Ordnung ablesen. Die beiden anderen
Kana¨le erha¨lt man durch passende Permutation der den a¨ußeren Impulsen zu-
geordenten Indizes bzw. Exponenten. Die dazu notwendigen Permutationen fu¨r
die Tensorstrukturen ﬁnden sich in Tabelle A.3 bzw. Tabelle B.2.
Zuna¨chst notieren wir den Teil der Gleichungen, der unaba¨ngig von den
Γ4-Vertex-Parametern ist. Er stammt aus den Diagrammen Nr. 2 bis 7 aus
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Gleichung (6.1). Dieser Teil hat in allen SKG die gleiche Struktur und ist ma-
nifest vo¨llig symmetrisch bezu¨glich der a¨ußeren Impulse. Wir verwenden dafu¨r
die Abku¨rzung Υi, wobei der Index i fu¨r die vier mo¨glichen Basis-Strukturen
steht:
1. i = E: C(1)Γ1 sowie die beiden anderen zur E4-Struktur geho¨renden ”
Dia-
gonalelemente“ aus Tabelle 2.2,
2. i = D: C(1)Γ2 sowie die fu¨nf anderen Basis-Tensoren (aus D4 −E4),
3. i = T : C(4)Γ3 sowie die fu¨nf anderen zu T4-Struktur
4 geho¨renden Tenso-
ren, davon drei mit umgekehrtem Vorzeichen ,
4. i = A: C(4)Γ1 sowie die beiden anderen zur A4-Struktur geho¨renden Ten-
soren.
Diese Benennung ist insbesondere dem Fall Mandelstam-symmetrischer Vertex-
Parameter angepasst. In der T4-Struktur mu¨ssen wir die alternierenden Vorzei-
chen fu¨r die Bose-Symmetrie beachten.
ΥE(a, b, c, d) =
9
2β0b4
Σ4Γ +Φ4(a, b, c, d) (8.24)
ΥD(a, b, c, d) = ΥE (8.25)
ΥT (a, b, c, d) = −
∑
f
2
3β0
Σ¯4Γ¯ (8.26)
ΥA(a, b, c, d) = 0 (8.27)
Dabei haben wir den Anteil aus der 4-Geister-Schleife mit Φ4 abgeku¨rzt, da
dieser Term je nach Behandlung der Geist-Terme verschiedene Werte haben
muss – je nachdem, ob die Geist-Terme den perturbativen Logarithmen oder
den quasiperturbativen Korrekturen zugeschlagen werden.
Φ4(a, b, c, d) =
{ 3
16b˜4β0
Θ4abcd, quasipert.
3
16β0
Θ4abcd pert.
(8.28)
Bei den von Γ4 abha¨ngigen Teilen der SKG notieren wir zuna¨chst nur den Teil,
der im s-Kanal entsteht, d.h. die Anteile proportional zu C(1)Γ1, C
(1)Γ2, C
(4)Γ3
und C(4)Γ1. Die anderen SKG entstehen daraus durch passende Permutationen
(Crossing-Symmetrien) bezu¨glich der externen Parameter.
8.3.1 Vollsta¨ndig symmetrische Vertexparameter
Wir notieren den Anteil der beiden von Γ4 abha¨ngigen Graphenklassen zu den
SKG mit der Abku¨rzung Ωki , wobei der Index k die beiden hier betrachteten
Ansa¨tze fu¨r den Γ4-Vertex unterscheidet und i wie oben zur Klassiﬁkation der
Tensorstruktur gebraucht wird. Aus der Deﬁnition der Σ-Parameter in Ab-
schnitt 6.4 wissen wir, dass Ωki Mandelstam-symmetrisch im s-Kanal sein muss,
4Man beachte (B.8) und die beiden folgenden Deﬁnitionen.
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aber nicht notwendig vollsta¨ndig symmetrisch ist. Wir betrachten zuna¨chst den
Fall, dass nur die perturbative Tensorstruktur T4 aus (2.32) im Ansatz fu¨r Γ4
verwendet wurde.
T4-Struktur
Mit den abku¨rzenden Schreibweisen aus Anhang E.2.3 und B.2 erhalten wir das
folgende Ergebnis fu¨r die Beitra¨ge zu den SKG.
ΩtE(a, b; c, d) =
37
16β0
ΣTT
∣∣∣
s
+
7
16β0
ΣTT
∣∣∣
t+u
− 10
4β0
ΣsymTΓΓ
∣∣∣
s
− 1
4β0
ΣsymTΓΓ
∣∣∣
t+u
(8.29)
ΩtD(a, b; c, d) =
37
16β0
ΣTT
∣∣∣
t
+
7
16β0
ΣTT
∣∣∣
s+u
− 10
4β0
ΣsymTΓΓ
∣∣∣
t
− 1
4β0
ΣsymTΓΓ
∣∣∣
s+u
(8.30)
ΩtT (a, b; c, d) = −
27
8β0
ΣTT
∣∣∣
s
− 37
48β0
ΣTT
∣∣∣
u
+
7
48β0
ΣTT
∣∣∣
t
+
1
β0
ΣsymTΓΓ
∣∣∣
t
+
1
12β0
ΣsymTΓΓ
∣∣∣
t−u
(8.31)
ΩtA(a, b; c, d) =
7
48β0
ΣTT
∣∣∣
t−u
+
1
12β0
ΣsymTΓΓ
∣∣∣
t−u
(8.32)
Dazu kommen jeweils noch die Gleichungen der permutierten Basistensoren,
die u¨ber die Permutationstabellen A.3 und B.2 einfach ableitbar sind, wenn man
beachtet, dass sich dann auch die Reihenfolge der externen Variablen an den
Σ-Parametern a¨ndert. So gewinnt man z.B. den Beitrag proportional zu C1Γ3
aus ΩtD dadurch, dass man t → u und u → t durchfu¨hrt.5 Diese Gleichungen
fu¨hren zu einer großen Zahl an Nebenbedingungen. Wir notieren zuna¨chst die
strukturellen SKG fu¨r beliebige Approximationsstufe r.
StE(a, b, c, d) = −ΥtE(a, b, c, d) − ΩtE(a, b; c, d) (8.33)
StD(a, b, c, d) = −ΥtD(a, b, c, d) − ΩtD(a, b; c, d) (8.34)
StT (a, b, c, d) = Tabcd −Θ4abcd(1 +
1
β0
(−2 + 2
3
Nf ))
−ΥtD(a, b, c, d) − ΩtD(a, b; c, d) (8.35)
StA(a, b, c, d) = −ΩtA(a, b; c, d) (8.36)
Dabei haben wir
Θ4abcd = σr−aσr−bσr−cσr−d (8.37)
genutzt.
5Siehe dazu auch Anhang E.2.3.
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Nebenbedingungen Bisher haben wir die SKG nur fu¨r jeweils einen Re-
pra¨sentanten der verschiedenen Tensorstrukturen formuliert. Fu¨hrt man den
oben geschilderten Prozess fu¨r die anderen Basistensoren durch, erha¨lt man
weitere Einschra¨nkungen an die Parameter. Da eine Lo¨sung der SKG durch
~S = 0 beschrieben ist und sa¨mtliche anderen Terme der Γ4-SKG, insbesondere
die Vertex-Parameter selbst, vollsta¨ndig symmetrisch sind, folgt die vollsta¨ndige
Symmetrie der Ω-Parameter.
Ωti(a, b; c, d) = Ω
t
i(π(a), π(b);π(c), π(d)), ∀i, π ∈ Perm{a, b, c, d} (8.38)
Analysiert man die Ω-Parameter auf ihre Symmetrie-Eigenschaften im s-Kanal,
stellen sich nur (8.29) und (8.32) als symmetrisch unter den Vertauschungen
a↔ b und c↔ d heraus. Damit erhalten wir im allgemeinen Fall je 2 linear un-
abha¨ngige Gleichungen aus ΩtE und Ω
t
A und je 3 linear unabha¨ngige aus Ω
t
D und
ΩtT . Betrachtet man die Σ-Parameter als unabha¨ngige Variablen, gibt es im all-
gemeinen Fall 6 linear unabha¨ngige. Da vollsta¨ndig symmetrische Σ-Parameter
(8.38) erfu¨llen, mu¨ssen sie die Lo¨sung maximaler Dimension fu¨r dieses LGS
sein.
ΣTT
∣∣∣
s
= ΣTT
∣∣∣
t
= ΣTT
∣∣∣
u
(8.39)
ΣTΓΓ
∣∣∣
s
= ΣTΓΓ
∣∣∣
t
= ΣTΓΓ
∣∣∣
u
(8.40)
Das hat wiederum sehr starke Einschra¨nkungen an die Vertex-Parameter zur
Folge. Besondere die zweite Gleichung erfordert die Gleichsetzung von Γ3- und
Γ4-Vertex-Parametern, was in gewisser Weise eine unnatu¨rliche Einschra¨nkung
des Lo¨sungsraumes bedeutet, vor allem da (8.20) schon a¨hnliche, aber nicht
gleiche Beziehungen zwischen den Parametern des Γ3- und des Γ4-Vertex be-
schreibt. Dies weist darauf hin, dass dieser Ansatz zu restriktiv gewa¨hlt war.
Erweiterte Struktur - D4 und E4
Nachdem die perturbative Tensorstruktur allein zu stark einschra¨nkenden Ne-
benbedingungen fu¨hrt, untersuchen wir nun die SKG fu¨r die erweiterte Ten-
sorstruktur gema¨ß (2.32). Da die Υi unvera¨ndert bleiben, mu¨ssen wir nur die
Ω-Parameter neu deﬁnieren. Wir benutzen zur Notation wieder die Konventio-
nen aus Anhang E.2.3 und B.2.
ΩeE(a, b; c, d) =
1
b2β0
{37
16
ΣTT
∣∣∣
s
+
7
16
ΣTT
∣∣∣
t+u
+
104
3
ΣDD
∣∣∣
s
− 7
6
ΣDD
∣∣∣
t+u
+
27
2
ΣEE
∣∣∣
s
− 11ΣsymTD
∣∣∣
s
− 27
4
ΣsymTE
∣∣∣
s
+
283
12
ΣsymDE
∣∣∣
s
+
7
12
ΣsymDE
∣∣∣
t+u
}
+
1
b3β0
{
− 13
4
ΣsymTΓΓ
∣∣∣
s
− 1
4
ΣsymTΓΓ
∣∣∣
t+u
+ 14ΣsymDΓΓ
∣∣∣
s
+9ΣsymEΓΓ
∣∣∣
s
}
(8.41)
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ΩeD(a, b; c, d) =
1
b2β0
{37
16
ΣTT
∣∣∣
t
+
7
16
ΣTT
∣∣∣
s+u
+
14
3
ΣDD
∣∣∣
s
+
23
6
ΣDD
∣∣∣
t
− 7
6
ΣDD
∣∣∣
u
+
1
2
ΣEE
∣∣∣
u
+
7
4
ΣsymTD
∣∣∣
s
+
7
12
ΣsymDE
∣∣∣
s+u
+
13
12
ΣsymDE
∣∣∣
t
}
+
1
b3β0
{
− 1
4
ΣsymTΓΓ
∣∣∣
s+u
− 13
4
ΣsymTΓΓ
∣∣∣
t
− ΣsymDΓΓ
∣∣∣
s
}
(8.42)
ΩeT (a, b; c, d) =
1
b2β0
{
− 27
8
ΣTT
∣∣∣
s
− 5
8
ΣTT
∣∣∣
u
+
7
48
ΣTT
∣∣∣
t−u
− 17
4
ΣsymTD
∣∣∣
u
+
7
12
ΣsymTD
∣∣∣
t−u
− 3
4
ΣsymTE
∣∣∣
s
+ΣsymTE
∣∣∣
u
+
7
24
ΣsymTE
∣∣∣
t−u
}
+
1
b3β0
{
ΣsymTΓΓ
∣∣∣
u
+
1
12
ΣsymTΓΓ
∣∣∣
t−u
− 5ΣsymDΓΓ
∣∣∣
u
− 1
3
ΣsymDΓΓ
∣∣∣
t−u
−ΣsymEΓΓ
∣∣∣
u
− 1
6
ΣsymEΓΓ
∣∣∣
t−u
}
(8.43)
ΩeA(a, b; c, d) =
1
b2β0
{ 7
48
ΣTT
∣∣∣
t−u
+
7
12
ΣsymTD
∣∣∣
t−u
+
7
24
ΣsymTE
∣∣∣
t−u
}
1
b3β0
{ 1
12
ΣsymTΓΓ
∣∣∣
t−u
− 1
3
ΣsymDΓΓ
∣∣∣
t−u
− 1
6
ΣsymEΓΓ
∣∣∣
t−u
}
(8.44)
Damit ko¨nnen wir die SKG in gewohnter Weise notieren.
SeE(a, b, c, d) = Eabcd +Dabcd −ΥE(a, b, c, d) − ΩeE(a, b; c, d) (8.45)
SeD(a, b, c, d) = Dabcd −ΥD(a, b, c, d) − ΩeD(a, b; c, d) (8.46)
SeT (a, b, c, d) = Tabcd −Θ4abcd(1 +
1
β0
(−2 + 2
3
Nf ))
−ΥD(a, b, c, d) − ΩeD(a, b; c, d) (8.47)
SeA(a, b, c, d) = −ΩeA(a, b; c, d) (8.48)
Nebenbedingungen Hier wird untersucht, ob man mit den zusa¨tzlichen Ten-
sorstrukturen im Γ4-Vertex die im obigen Absatz geschilderten Probleme ver-
meiden kann. Wiederum muss gelten, dass die Ω-Parameter vollsta¨ndig sym-
metrisch sind.
Ωei (a, b; c, d) = Ω
e
i (π(a), π(b);π(c), π(d)), ∀i, π ∈ Perm{a, b, c, d} (8.49)
Wie oben sind nur ΩeE und Ω
e
A symmetrisch unter den Vertauschungen im s-
Kanal. Aus den insgesamt 18 Basis-Tensoren erhalten wir 14 linear unabha¨ngige
Gleichungen. Es gibt 9 verschiedene Σ-Parameter, die in den 3 Kana¨len vorkom-
men, insgesamt sind das 27 verschiedene Σ-Parameter. Fasst man die durch
(8.49) deﬁnierten Nebenbedingungen ebenfalls als LGS in den Σ-Parametern
auf, erhalten wir noch genau 13 freie Parameter. Das entsprechende Gleichungs-
system ﬁndet sich in Anhang E.3.1. Diese Einschra¨nkungen sind immer noch
sehr stark, da vollsta¨ndig symmetrische Σ-Parameter 9 freie Parameter bedeu-
teten.6 Da außerdem die verschiedenen Σ-Parameter nicht unabha¨ngig sind,
6Mit vollsta¨ndig symmetrischen Σ-Parametern ist unter den gemachten Annahmen gerade
die Lo¨sung minimaler Dimension fu¨r das LGS deﬁniert, wenn man nicht die noch weniger
plausible Mo¨glichkeit zula¨sst, dass zu verschiedenen Parameterkombinationen geho¨rende Σ-
Parameter linear abha¨ngig sind.
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ist unklar, ob das Gleichungssystem nicht doch die vollsta¨ndige Symmetrie er-
zwingt. In jedem Fall kann der hier betrachtete Ansatz der grundsa¨tzlichen
Komplexita¨t des Γ4-Vertex nicht hinreichend Rechnung tragen.
8.3.2 Mandelstam-symmetrische Parameter
Da sich an den Υ-Parametern nichts a¨ndert, formulieren wir wie im letzten
Abschnitt zuna¨chst die Ω-Parameter, die sich mit Mandelstam-symmetrischen
Vertex-Parametern aus dem Ansatz (2.34) ergeben. Diese haben wir aus Gru¨n-
den der U¨bersichtlichkeit in Anhang E.2.4 notiert.
Die SKG fu¨r Mandelstam-symmetrische Vertex-Parameter haben nun die
folgende Form, die wir wie oben besprochen im s-Kanal gewonnen haben.
SmE (a, b, c, d) = Eab;cd −ΥE(a, b, c, d) − ΩmE (a, b; c, d) (8.50)
SmD (a, b, c, d) = Dab;cd −ΥD(a, b, c, d) − ΩmD(a, b; c, d) (8.51)
SmT (a, b, c, d) = Tab;cd −Θ4abcd(1 +
1
β0
(−2 + 2
3
Nf ))
−ΥD(a, b, c, d) − ΩmD(a, b; c, d) (8.52)
SmA (a, b, c, d) = −ΩmA (a, b; c, d) (8.53)
Selbstversta¨ndlich liefern auch die anderen Basistensoren eigene SKG. Aber
nur die Tensoren C(1)Γ3 und −C(4)Γ2 liefern Beitra¨ge, die nicht durch Permu-
tation der a¨ußeren Parameter zu erhalten sind.
Nebenbedingungen Die Mandelstam-symmetrischen Vertex-Parameter er-
zwingen fu¨r eine Lo¨sung der SKG die Mandelstam-Symmetrie der Ω-Parameter.
Ωmi (a, b; c, d) = Ω
m
i (b, a; c, d) = Ω
m
i (a, b; d, c) (8.54)
Wir u¨berpru¨fen die Existenz von Nebenbedingungen durch die Vertauschung
a ↔ b. Mit den Ergebnissen von Abschnitt E.2.3 ﬁnden wir die folgenden Re-
lationen.
ΩmE (b, a; c, d) = Ω
m
E (a, b; c, d) (8.55)
ΩmA (b, a; c, d) = −ΩmA (a, b; c, d) (8.56)
Fu¨r die anderen beiden SKG ergibt sich je eine Nebenbedingung. Diese sind in
Anhang E.3.2 notiert. Damit ist die Zahl der Nebenbedingungen pro Kombina-
tion der a¨ußeren Parameter fu¨r die symmetrischen Vertex-Parameter von 14 auf
2 gesunken.7 Dies schra¨nkt den Lo¨sungsraum nicht so stark ein, als dass weitere
Symmetriebedingungen an die Σ-Parameter gestellt werden mu¨ssten. Dennoch
ko¨nnen diese Nebenbedingungen sozusagen zu einer U¨berbestimmung des Glei-
chungssystems fu¨hren, so dass die SKG keine Lo¨sung mehr haben. Wenn man
das Problem der Nebenbedingungen grundsa¨tzlich vermeiden will, muss man
auf den in Kapitel 2 vorgestellten Ansatz mit zusa¨tzlichen partiell antisymme-
trischen Parametersa¨tzen zuru¨ckgreifen. Nach den U¨berlegungen in Kapitel 2
7Fu¨r die Kombinationen (a, a, a, a) sind die Nebenbedingungen trivial erfu¨llt, so dass sich
fu¨r das gesamte SKG-System eine geringere Zahl ergibt.
118 KAPITEL 8. SELBSTKONSISTENZGLEICHUNGEN
und den Erfahrungen mit den numerischen Lo¨sungen der SKG hat dies jedoch
wahrscheinlich keine Auswirkung auf die Lo¨sbarkeit. Daher fu¨hrte es lediglich
zu umfangreicheren Ergebnissen und la¨ngeren Laufzeiten der Programme.
8.4 SKG aus den Kondensaten
Aus den in Kapitel 7 berechneten BGK lassen sich weitere Bestimmungsglei-
chungen ableiten. Die vollsta¨ndigen Kondensate der Propagatoren liefern je-
weils eine zusa¨tzliche Gleichung, die partiellen Kondensate der Vertizes jeweils
r Gleichungen.
8.4.1 Propagator-Kondensate
Gluon-Propagator
Fu¨r den Gluon-Propagator ergibt sich mit den Ergebnissen aus Abschnitt 7.1.1
die folgende Gleichung.
SK2 =
3
4
(ς1 − σ1)− 29
2bβ0
[ 1
b2
(Crr;rς1 − Crr;r−1)− (ς1 − σ1)
]
+
3
4bβ0
[ 1
b2
(
− 61
4
Crr;rς1 +
33
2
Cr−1r;r − 5
4
Crr;r−1
)
+
25
4
(ς1 − σ1)
]
+
81
16b3β0
(ς1 − σ1)− ΦK2
− 2
3bβ0
∑
f
[
− C¯fr;r−1r−1 + C¯fr;rr−2 + C¯fr;rr−1̟f1 − C¯fr;rr̟f2
−1
3
(C¯fr;rrσ1 − C¯fr−1;rr) +
1
3
(ς1 − σ1)
]
(8.57)
Fu¨r den Anteil aus der Geist-Schleife, ΦK2 , gilt die folgende Beziehung, je nach-
dem, ob man den Beitrag dieser Schleife zu den perturbativen Termen rechnet
oder durch passende Erweiterung und Entwicklung doch in die quasiperturba-
tiven Terme nullter Ordnung einbezieht.
ΦK2 =
{
3
16bβ0
(
1
b˜2
− 1
)
(ς1 − σ1), quasipert.
0, pert.
(8.58)
Fermion-Propagator
Mit den Ergebnissen aus Abschnitt 7.1.2 ﬁndet man die folgende Gleichung fu¨r
das Kondensat des Fermion-Propagators.
S¯K2 = ̺
f
3 − πf1̺f2 +̟f1πf2 − πf3 − mˆ3f
+
1
β0
{
− 2
b
[
(C¯fr;rrς1 − C¯fr−1;rr)(̟f1 − mˆf )− C¯fr;rr−1ς1 + C¯fr−1;rr−1
]
−28
9
[1
b
(
C¯fr;rr̺
f
3 − C¯fr;rr−1̺f2 + C¯fr;rr−2̟f1 − C¯fr;rr−3
)
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−
(
̺f3 − ̺f2πf1 +̟f1πf2 − πf3
)]
+4
[1
b
(
(C¯fr;rr−1 − C¯fr;rr̟f1 )(mˆf̟f1 + mˆ2f + ̺f2 )
−(mˆf +̟f1 )(C¯fr;r−1r−1 − C¯fr;rr−1̟f1 ) + C¯fr;r−2r−1 − C¯fr;r−2r̟f1
)
−
(
mˆ2f (mˆf +̟
f
1 − πf1 ) + mˆf (̺f2 −̟f1πf1 + πf2 )
)]}
(8.59)
Geist-Propagator
Der Vollsta¨ndigkeit halber geben wir hier auch die Kondensatgleichung fu¨r den
Geist-Propagator an. Da dieser in Landau-Eichung im Wesentlichen in seiner
perturbativen Gestalt bleibt, gibt es nur dann Beitra¨ge zur nullten quasiper-
turbativen Ordnung, wenn man das Ergebnis aus Abschnitt 7.1.3 passend mit
Λ−2ǫ erweitert und entwickelt.
S˜K2 = Φ˜
K
2 (8.60)
Dabei ist
Φ˜K2 =
{
− 9
4bβ20
(
1
b˜2
− 1
)
(ς1 − σ1), quasipert.
0, pert.
(8.61)
8.4.2 Partielles Γ3-Kondensat
Um die Gleichungen aus dem partiellen Gluon-Kondensat notieren zu ko¨nnen,
deﬁnieren wir zuna¨chst den Beitrag aus der Geist-Schleife.
ΦK3 (a) =
{
− 5
32b2β0
(
1
b˜3
− 1
)
σr−a, quasipert.
− 532β0σr−a, pert.
(8.62)
Danach fassen wir den Anteil aus den nicht-perturbativen Schleifen inklusive
der perturbativen Korrekturen der Subgraphen in ΥK3 zusammen. Dabei for-
mulieren wir wegen der beiden Ansa¨tze fu¨r den nicht-perturbativ erweiterten
Γ4-Vertex zwei Varianten: eine fu¨r den Ansatz mit vollsta¨ndig symmetrischen
Parametern, eine fu¨r Mandelstam-symmetrische Parameter.
ΥK,e3 (a) = −
5
4b
(Car;r − σr−a) + 1
b2β0
{ 15
8b3
ΣS(a, r, r) − 9
4b2
ΣΓT (a; r, r)
+
1
2b2
ΣΓE(a; r, r) − 135
32b2
Crr;rσr−a +
5
6
∑
f
Σ¯f (a, r, r)
−σr−a(−5− 5
32
+
5
6
Nf )
}
(8.63)
ΥK,m3 (a) = −
5
4b
(Car;r − σr−a) + 1
b2β0
{ 15
8b3
ΣS(a, r, r) − 1
4b2
[
6ΣsΓT (a; r, r)
+
3
2
Σt+uΓT (a; r, r) + Σ
t+u
ΓD (a; r, r) − Σt+uΓE (a; r, r)
]
− 135
32b2
Crr;rσr−a
+
5
6
∑
f
Σ¯f (a, r, r) − σr−a(−5− 5
32
+
5
6
Nf )
}
(8.64)
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Damit ko¨nnen wir die Kondensatgleichungen notieren.8
SK,i3 (a) = Υ
K,i
3 (a)− ΦK3 (a) (8.65)
Das Standardmodell geht in U¨bereinstimmung mit den experimentellen Er-
gebnissen davon aus, dass es insgesamt sechs Quarkﬂavours gibt [LP 96b]. Vor
diesem Hintergrund ist es besonders bemerkenswert, dass der perturbative Li-
mes des partiellen Kondensats, der sich mit dem Beitrag der Geist-Schleife zu
SK,pert3 = −5 +
5
6
Nf (8.66)
ergibt, fu¨r Nf = 6 exakt verschwindet.
8.4.3 Partielles Γ¯3-Kondensat
Mit den Ergebnissen aus Kapitel 7 kann man die Gleichungen fu¨r das partielle
Γ¯3-Kondensat in der folgenden Weise zusammenfassen. Wie bei der DSG des
Gluon-Propagators kommen in dieser Kondensatgleichung quadratisch diver-
gente Integrale vor, so dass sich beim Koeﬃzientenvergleich zwei grundlegende
Strukturen ausbilden. Mit der zusa¨tzlichen Abku¨rzung
ΣK,fA (a) =
r+1∑
t1t2t3=1
r∑
k2k3=0
r∑
mn′=0
r∑
vw=0
(−uˆt1)k2+m(−uˆt2)k3+v(−κˆft3)n
′+w
∆r(u, t1)∆r(u, t2)∆r(κ(f), t3)
(uˆt1 + uˆt2)Ck3k2;aC¯
f
m;rn′C¯
f
v;wr (8.67)
kann man diese folgendermaßen notieren.
Υ¯K3 (a+ 1) =
1
3
(C¯fa;rr − σr−a) +
1
8β0
{ 49
15b2
(
Σf,rA (a; r, r) − Crrr;a
)
−3
2
( 1
b2
Σf,rA (a; r, r) − σr−a
)}
(8.68)
Ω¯K3 (a) = σr−a[(̟
f
1 )
2 − πf1̟f1 − ̺f2 ]− C¯fa;rr[(̟f1 )2 − ̺f2 ] + C¯fa;rr−1̟f1
+
1
4β0
{
− 6
b2
(
ΣK,fA (a)− 2Crrr;a(ς1 − σ1)
)
+9
( 1
b2
[
ΣfA(a; r, r)[(̟
f
1 )
2 − ̺f2 ]−ΣfA(a; r, r − 1)̟f1
+ΣfA(a; r − 1, r − 1)− ΣfA(a; r, r − 2)
]
−σr−a[(̟f1 )2 − ̺f2 + (πf1 )2 −̟f1πf1 − πf2 ]
)}
(8.69)
Wie auch beim Gluon-Propagator mu¨ssen wir hier die zwei Sonderfa¨lle a = r+1
und a = 0 betrachten, in denen jeweils nur eine Struktur zu den Kondensat-
gleichungen beitra¨gt.
S¯K3 (r + 1) = Υ¯
K
3 (r + 1) (8.70)
S¯K3 (a) = Υ¯
K
3 (a) + Ω¯
K
3 (a) (8.71)
S¯K3 (0) = Ω¯
K
3 (0) (8.72)
8Wir haben hier fu¨r die Kondensatgleichung keine triviale Symmetrisierung durchgefu¨hrt,
da die unsymmetrisierte DSG ebenso wie die Kondensatbildung den Impuls p1 in gleicher
Weise auszeichnet.
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Damit liefert diese Kondensatgleichung trotz der lediglich r Vertex-Polstellen
insgesamt r + 1 Gleichungen.
Nebenbedingungen
In den Kondensatgleichungen in Abschnitt 7.2.2 kommt eine weitere Tensor-
struktur, /kγµ − γµ/k, vor. Diese geho¨rt nicht zu den dimensionslosen Lorentz-
Tensoren, die wir im erweiterten Ansatz fu¨r den Gluon-Propagator verwendet
haben. Dennoch darf diese Struktur wegen der Besonderheiten eines partiellen
Kondensates nicht ausgeschlossen werden. Daher liefert sie durch den u¨blichen
Koeﬃzientenvergleich einen weiteren vollsta¨ndigen Satz von r Gleichungen, die
wir hier als Nebenbedingungen auﬀassen wollen.
N¯K3 = C¯
f
a;rr̟
f
1 − C¯fa;rr−1 − σr−a(̟f1 − πf1 )
+
1
β0
{3
2
(
ΣfA(a; r, r)̟
f
1 − ΣfA(a; r, r − 1)− Crrr;amˆf
)
−9
4
(
ΣfA(a; r, r)̟
f
1 − ΣfA(a; r, r − 1)− σr−a(̟f1 − πf1 )
)}
(8.73)
Kapitel 9
Numerische Lo¨sungen
Nachdem wir im letzten Kapitel die SKG formuliert haben, stehen wir nun
vor dem Problem, Lo¨sungen fu¨r dieses nichtlineare Gleichungssystem zu ﬁnden.
Durch mathematische Untersuchungen ist wohl bekannt, dass sich nichtlineare
Gleichungssysteme (NLGS) in ihrem Lo¨sungsverhalten fundamental von linea-
ren Gleichungssystem (LSG) unterscheiden [SK 04, Cry 94, Stu 02]. Da der
n-dimensionale Lo¨sungsraum durch jede Gleichung auf eine allgemeine Hyper-
ﬂa¨che (anstatt einer Ebene) eingeschra¨nkt wird, ko¨nnen schon weniger als n
Gleichungen die Lo¨sungsmannigfaltigkeit auf die Dimension 0 einschra¨nken –
oder gar ein unlo¨sbares System deﬁnieren.1 Umgekehrt sind auch (mehrdimen-
sionale) Lo¨sungsmannigfaltigkeiten mo¨glich – obwohl alle Gleichungen linear
unabha¨ngig sind. Selbst fu¨r den Fall, dass man ein System gefunden hat, das
eine Lo¨sungsmannigfaltigkeit der Dimension 0 deﬁniert, muss man allgemein
mit mehreren diskreten Lo¨sungen rechnen. Weil wir in dieser Arbeit die Neben-
bedingungen an die Parameter des erweiterten Ansatzes nach physikalischen
Gesichtspunkten gewa¨hlt haben, ko¨nnen wir die SKG mit rein reellen Gro¨ßen
parametrisieren, weshalb wir nur reelle Lo¨sungen des Gleichungssystems be-
trachten. Die algebraische Lo¨sungstheorie betrachtet NLGS fu¨r gewo¨hnlich nur
u¨ber den komplexen Zahlen. Da man erwarten muss, dass komplexe Lo¨sungen –
wenn u¨berhaupt Lo¨sungen existieren – dominieren und so numerische Lo¨sungs-
verfahren vor allem in unphysikalischen Bereichen konvergieren, ist die reelle
Parametrisierung fu¨r diese Arbeit dennoch vorzuziehen.
9.1 Lo¨sungsverfahren
Die numerische Lo¨sung eines NLGS erfolgt in der Regel durch ein – modiﬁzier-
tes – mehrdimensionales Newton-Verfahren. Eine notwendige Voraussetzung
fu¨r ein Newton-Verfahren ist aber, dass die Zahl der linear unabha¨ngigen Glei-
chungen der der Variablen entspricht [Pr+ 92, SK 04, Cry 94]. Daher sind wir
gezwungen, die Situation fu¨r LGS wiederherzustellen und u¨ber die aus den DSG
stammenden Gleichungen weitere hinzuzunehmen.
1Fu¨r LGS entsteht diese Situation nur bei u¨berbestimmten, vom Rest der Variablen un-
abha¨ngigen Subsystemen.
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Entscheidend fu¨r die numerische Behandlung ist damit die Gesamtzahl der
unabha¨ngigen Variablen aus dem nicht-perturbativ erweiterten Ansatz. Wir
mu¨ssen hier zwischen den beiden Ansa¨tzen fu¨r den Γ4-Vertex unterscheiden und
benutzen zur Unterscheidung wieder die gleichen Abku¨rzungen wie in Kapitel 8.
Die Variablenanzahl berechnet sich in Abha¨ngigkeit von der Zahl der Fermionen
und dem Approximationsgrad r dann wie folgt.
N eV = (Nf + 1)
[
2r + 1 +
(r + 1)2(r + 2)
2
]
+ 3
(
r + 4
4
)
(9.1)
NmV = (Nf + 1)
[
2r + 1 +
(r + 1)2(r + 2)
2
]
+3
(r + 1)(r + 2)[(r + 2)(r + 2) + 2]
8
(9.2)
Wir geben in Tabelle 9.1 und Tabelle 9.2 einen kurzen U¨berblick u¨ber das
Wachstum der Variablenzahl mit dem Approximationsgrad.
r Nf = 0 Nf = 2 Nf = 6
1 24 42 78
3 152 246 434
5 515 789 1337
7 1293 1899 3111
Tabelle 9.1: Variablenanzahl N eV
r Nf = 0 Nf = 2 Nf = 6
1 27 45 81
3 212 306 494
5 830 1104 1652
7 2301 2907 4119
Tabelle 9.2: Variablenanzahl NmV
Fu¨r die numerische Lo¨sung nutzen wir das in der GNU Standard Library
[Ga+ 03] implementierte Hybrid-Verfahren mit Diﬀerenzenapproximation fu¨r
die Jacobi-Matrix des Gleichungssystems. Die zumindest theoretisch genaueren
Verfahren mit expliziter Berechnung der Jacobi-Matrix verwenden wir nicht,
da die manuelle Ableitung der SKG derart kompliziert und fehleranfa¨llig ist,
dass eine numerische Berechnung eﬃzienter ist und der geringfu¨gige Verlust an
Konvergenzgeschwindigkeit mehr als kompensiert wird. Fu¨r weitere Details zu
den verwendeten Lo¨sungsmethoden siehe [Ga+ 03] und [Pr+ 92] und die darin
angegebenen Referenzen.
Wichtig sind auch Abscha¨tzungen zur Laufzeit des Programms. Wie man
an der Deﬁnition der Σ-Parameter ablesen kann, ist jede Berechnung dieser
Parameter etwa O((r + 1)4). Die Zahl dieser Parameter steigt etwa so schnell
wie die Zahl der Variablen NV , die O((r+1)4) ist. Das verwendete numerische
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Lo¨sungsverfahren beno¨tigt mindestens eine Berechnung der Jacobi-Matrix –
diese istO((NV )2)) – und deren Invertierung – von der OrdnungO(NV log(NV ))
[Pr+ 92]. Die numerischen Verfahren sind insgesamt in der Regel O((NV )2)
[Pr+ 92]. Wir verwenden dies auch als Abscha¨tzung fu¨r den GSL-Algorithmus.
Damit haben wir fu¨r die Laufzeit des Programms in Abha¨ngigkeit vom Appro-
ximationsgrad r die folgende untere Abscha¨tzung.
TP (r) ≥ O((r + 1)16) (9.3)
Damit ist das Problem zwar in polynomialer Zeit lo¨sbar, der hohe Exponent
bedeutet aber fu¨r praktische Rechnungen, dass gro¨ßere Approximationsgrade
als etwa r = 5 numerisch nicht oder nur mit großem Aufwand zuga¨nglich sind.
Benutzt man die Formeln zur Ru¨cknahme der PBZ in den Σ-Parametern,
kann man die Komplexita¨t der Σ-Berechnung etwa um zwei Gro¨ßenordnungen
herabsetzen, insbesondere deshalb, weil dann fru¨her mit rein reellen Werten
gerechnet werden kann. Gleichzeitig hat dies den Nachteil, dass sich die not-
wendigen Berechnungen nicht mehr fu¨r allgemeines r programmieren lassen, da
eine allgemeine Formel zur Berechnung der Ru¨cknahme der PBZ nicht vorhan-
den ist.2
Wie in Anhang G gezeigt, fu¨hrt die Ru¨cknahme der PBZ – explizite Formeln
dafu¨r sind allerdings nur fu¨r r ≤ 3 bekannt – auf ein polynomiales Gleichungs-
system. Fu¨r dieses sind in der Literatur alternative Lo¨sungsverfahren bekannt.
Bevor wir mit der Diskussion fortfahren, werden wir einen kurzen Blick auf
diese Verfahren werfen.
Eine Mo¨glichkeit zur Bestimmung einer Lo¨sung sind Homotopie-Verfahren
[MS 87, Zul 88], die ausgehend von einer geschickt gewa¨hlten Startlo¨sung (z.B.
eines geeignet vereinfachten Systems) prinzipiell sa¨mtliche diskreten Lo¨sungen
ﬁnden ko¨nnen. Dabei ha¨ngt die Komplexita¨t dieser Verfahren stark von der
Qualita¨t der Startlo¨sung ab. Die bisherigen Erfahrungen weisen aber darauf
hin, dass die Komplexita¨t mit n stark zunimmt. Versuche mit dieser Metho-
de an einem weniger komplizierten SKG-System fu¨hrten nicht zu Ergebnissen
[Gru¨ 01]. Und auch das von Ewering in [Ewe 04] hergeleitete SKG-System fu¨r
erweiterte Ansa¨tze im elektroschwachen Sektor konnte bisher nicht erfolgreich
gelo¨st werden [Sti 04].
Fu¨r polynomiale NLGS existiert auch eine weit ausgebaute algebraische
Lo¨sungstheorie. Dabei bestimmt man die Lo¨sungsmannigfaltigkeit u¨ber die Be-
rechnung der zugeho¨rigen Gro¨bner-Basen [BV 93, CLO 92, Stu 02].3 Mit der
Ermittlung der Gro¨bner-Basis wa¨re auf vo¨llig systematischem Weg die Bestim-
mung (und Parametrisierung) der Lo¨sungsmannigfaltigkeit mo¨glich. U¨berdies
ließen sich die Lo¨sungen auch algebraisch klassiﬁzieren und es wa¨ren Aussa-
gen u¨ber die Vertra¨glichkeit der SKG untereinander mo¨glich. Auch wenn die
Bestimmung einer Gro¨bner-Basis durchaus auch mit Computer-Programmen
durchgefu¨hrt werden kann (vgl. z.B. die entsprechenden Abschnitte in den
Handbu¨chern [Wol 03, Hec 03, CGO 04]), muss angesichts der Komplexita¨t der
2Damit bedeutet die Ru¨cknahme der PBZ ein erho¨htes Risiko von Programmierfehlern.
3Es gibt auch andere Deﬁnitionen entsprechender Basen zur Bestimmung des Ideals fu¨r
das NLGS [GBY 01].
126 KAPITEL 9. NUMERISCHE LO¨SUNGEN
hier diskutierten SKG und des Umfangs einer Gro¨bner-Basis fu¨r strukturell
wesentlich einfachere Probleme [Stu 02] bezweifelt werden, ob dieses Verfahren
wirkliche Vorteile bo¨te.
In der Tat gibt [GG 03] die folgende Abscha¨tzung fu¨r die Komplexita¨t der
Berechnung einer Gro¨bner-Basis bei der Lo¨sung eines Problems mit n Unbe-
kannten.
TGr ≈ O(2(2n)) (9.4)
In dem gleichen Verha¨ltnis steigt auch der maximale Polynom-Grad zumin-
dest in Zwischenschritten an. Vielleicht noch viel gravierender ist dagegen,
dass auch die Zahl der in der Gro¨bner-Basis auftretenden Polynome wie 2(2
n)
anwa¨chst [GG 03, Sti 05], was einen doppelt-exponentiellen Anstieg auch des
Speicherplatz-Bedarfs bedeutet. Fu¨r die in dieser Arbeit deﬁnierten SKG ist n
schon fu¨r r = 1 mindestens von der Gro¨ßenordnung 20. Solange keine Mo¨glich-
keit gefunden wurde, die Komplexita¨t der SKG drastisch zu erniedrigen, besteht
daher keinerlei Aussicht, jemals eine solche vollsta¨ndige Lo¨sung zu erreichen.
9.2 Externe Parameter
9.2.1 Gluonische Theorie
Betrachtet man die SKG fu¨r die rein gluonische Theorie, sind die Gleichungen
skalenfrei. Daher kann man (willku¨rlich) einen der Parameter auf den Wert
1 setzen. Das bedeutet gleichzeitig, dass das zu lo¨sende Gleichungssystem ei-
ne Variable weniger umfasst, man also eine Gleichung weglassen ko¨nnte. In der
Tat wurde dieses Verfahren in fru¨heren Arbeiten [Ewe 04] angewendet und auch
wir werden in einem Teil der Auswertung diesem Vorgehen folgen. Allerdings
hat dies einen bedeutenden Nachteil: Es ist unklar, welche der Gleichungen
weggelassen werden kann. Daher ist zu pru¨fen, ob die Auswahl der weggelasse-
nen Gleichung Einﬂuss auf die Lo¨sungen hat bzw. ob der als Lo¨sung erhaltene
Parametersatz die weggelassene Gleichung minimiert.
9.2.2 Fermionen
Sobald man die QCD mit massiven Fermionen betrachtet, sind die SKG nicht
la¨nger skalenfrei, d.h. dass keine weiteren Gleichungen eliminiert werden ko¨nnen.
Stattdessen beno¨tigt man Werte fu¨r die Strom-Massen der Fermionen in Ein-
heiten der Λ-Skala. Da das in dieser Arbeit hergeleitete SKG-System sowohl fu¨r
das MS- wie fu¨r das MS-Schema gilt,4 ko¨nnen wir die u¨blicherweise fu¨r das
MS-Schema angegebenen experimentellen Werte nutzen. In Tabelle 9.3 geben
wir einen kurzen U¨berblick u¨ber die renormierten Fermion-Massen mf fu¨r eine
Renormierungsskala von ν = 2GeV [Ei+ 04]. Bei der Festlegung der Werte fu¨r
die numerische Rechnung sind vor allem die Verha¨ltnisse zwischen den leichten
Quarks (u, d und s) zu beachten. Diese sind in Tabelle 9.4 notiert [Ei+ 04].
4Die endliche A¨nderung der Renormierung beim Schemawechsel hat keinen Einﬂuss auf
die fu¨hrende Divergenzstruktur.
9.2. EXTERNE PARAMETER 127
Flavour Ladung Massenbereich
u 2
3e 1.5 bis 4.0 MeV
d −13e 4.0 bis 8.0 MeV
s −13e 80 bis 130 MeV
c 2
3e 1150 bis 1350 MeV
b −13e 4.1 bis 4.4 GeV
t 23e
174.3 ± 5.1 GeV
bis 178.110.4−8.3 GeV
Tabelle 9.3: Strom-Massen der Quarks
Verha¨ltnis Wert
mu
md
0.3 bis 0.7
ms
md
17 bis 22
Tabelle 9.4: Massenverha¨ltnisse
Fu¨r Betrachtungen bei endlicher Energie ist ebenso wichtig, dass Λ von der
Zahl der sozusagen zur Verfu¨gung stehenden Fermionen abha¨ngig ist. Betrach-
tet man die QCD bei Energien unterhalb z.B. der c-Schwelle, tragen die so
genannten schweren Quarks eﬀektiv nicht zu den Wechselwirkungen bei, die
Λ-Skala berechnet sich (obwohl physikalisch alle sechs Quarks existieren) nur
mit den drei sogenannten aktiven Quarks [Wei 96, Ca+ 98].5 Wir geben daher
in Tabelle 9.5 die an die entsprechenden Fermion-Zahlen angepassten Werte fu¨r
die Λ-Skalen im MS-Schema an [Ca+ 98, BBG 04, Bet 04]. Eine Bestimmung
von Λ(6) scheint noch nicht vorgenommen worden zu sein.
In den numerischen Rechnungen werden wir fu¨r den Fall leichter Quarks –
insbesondere auch fu¨r chirale (masselose) Quarks – einen Wert von
Λl ≈ 250MeV (9.5)
verwenden. Dies ist wegen der großen Unsicherheiten bei den Strom-Massen
gerechtfertigt. Fu¨r schwere Quarks werden wir dagegen
Λ(4)s ≈ 300 MeV (9.6)
Λ(5)s ≈ 210MeV (9.7)
benutzen. Auch spielen die Unsicherheiten bei den Strom-Massen eine gro¨ßere
Rolle als der genaue Wert von Λ(n).
5Man sagt auch, die anderen drei Quark-Freiheitsgrade bleiben eingefroren. Siehe auch die
entsprechenden Ausfu¨hrungen in Abschnitt 1.2.1.
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Nf Λ
(n)
MS
Quelle
0 259± 1± 20 MeV [Go¨c 05]
2 261 ± 17± 26 MeV [Go¨c 05]
3 260 ± 12± 26 MeV [Go¨c 05]
4 294+41−39 MeV [Bet 04]
4 305 ± 25± 50 MeV [Ca+ 98]
5 217+25−23 MeV [Ei+ 04]
Tabelle 9.5: Werte fu¨r Λ(n)
9.3 Physikalische Randbedingungen
Wie schon bei der Deﬁnition der erweiterten Ansa¨tze in Kapitel 2 erwa¨hnt,
mu¨ssen diese zusa¨tzlichen physikalischen Randbedingungen genu¨gen.
9.3.1 Confinement
Bei der Formulierung der Ansa¨tze insbesondere fu¨r die Propagatoren haben
wir eine Parametrisierung gewa¨hlt, die insbesondere geeignet ist, Lo¨sungen zu
beschreiben, in denen die Propagatoren Confinement zeigen.
Wir sagen, dass ein Propagator Conﬁnement zeigt, wenn er abseits der reel-
len euklidischen Achse u¨ber Pole in der Ebene des komplexen Impulsquadrates
verfu¨gt. Diese Pole beschreiben kurzlebige Elementaranregungen und fu¨hren
dazu, dass die Elementaranregungen des betreﬀenden Feldes nicht als asympto-
tisch detektierbare Teilchen auftreten, d.h. dass S-Matrixelemente6 fu¨r diese
Anregungen verschwinden [DKS 99]. Die Lebensdauer der Zusta¨nde ist dabei
invers proportional zur Gro¨ße des Imagina¨rteils von uˆ bzw. κˆ. Verglichen mit der
Λ-Skala kleine Werte fu¨r z.B. ℑ(uˆ) weisen daher auf ein wenig ausgepra¨gtes Con-
ﬁnement und damit vergleichsweise langreichweitige Wechselwirkungen hin. Die
experimentelle Situation insbesondere durch Jet-Experimente [Mut 87, LP 96b]
weist jedoch auf kurze Lebensdauern und kurzreichweitige Wechselwirkungen
im Rahmen der QCD hin. Wir ko¨nnen daher von den numerischen Lo¨sungen
fordern, dass sie starkes Confinement beschreiben, also Werte fu¨r ℑ(uˆ) bzw.
ℑ(κˆ) haben, die in etwa in der Gro¨ßenordnung der Λ-Skala sind. Eine Lo¨sung
ohne Conﬁnement (Non-Confinement-Lo¨sung) zeichnet sich dagegen dadurch
aus, dass mindestens ein Pol auf der reellen Achse liegt.7
6Zur Deﬁnition der S-Matrix siehe z.B. [IZ 80, Mut 87, MM 94, Zin 02].
7Damit beschreibt sie als freie Teilchen detektierbare Elementaranregungen.
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9.3.2 Tachyon-Freiheit
Die zweite wesentliche physikalische Randbedingung ist, dass die Propagatoren
keine tachyonischen Zusta¨nde [DKS 99, AS 01] beschreiben du¨rfen.8 Ein Propa-
gator beschreibt dann einen tachyonischen Zustand, wenn er u¨ber einen Pol auf
der positiven rellen euklidischen Impulsquadrat-Achse verfu¨gt. Dagegen liegen
die Pole physikalischer Teilchen grundsa¨tzlich auf der negativen euklidischen
Achse. Fu¨r die Pole in der komplexen Ebene ist die Situation weniger eindeu-
tig. Zwar beschreibt ein Pol in der positiv reellen euklidischen Halbebene eine
kurzlebige tachyonische Elementaranregung, man kann aber nicht ausschließen,
dass auf diese Weise zumindest bei niedrigen Approximationsstufen r ein phy-
sikalischer Pol in der negativen Halbebene approximiert wird. Im Rahmen die-
ser Arbeit werden wir dennoch fordern, dass sa¨mtliche Pole eines Propagators
in der sogenannten minkowskischen (negativ reellen) Halbebene liegen mu¨ssen
[DKS 99].
9.3.3 Reflexionspositivita¨t
Schließlich muss man von den Propagatoren noch Reflexionspositivita¨t [MM 94,
AS 01] fordern, die als wesentlicher Teil der Osterwalder-Schrader-Bedingungen
die positive Deﬁnitheit der Norm im Hilbert-Raum fu¨r physikalische Zusta¨nde in
die euklidische Theorie u¨bertra¨gt [AS 01]. Wa¨hrend es schwer ist, fu¨r eine Theo-
rie allgemein die Einhaltung der Reﬂexionspositivita¨t zu beweisen, kann man
fu¨r konkrete Beispiele wie z.B. die Propagatoren einfache Bedingungen ange-
ben, wann die Reﬂexionspositivita¨t verletzt ist. Fu¨r die Propagatoren muss man
daher fordern, dass sie entlang der positiven reellen Achse keine negativen Wer-
te annehmen du¨rfen [DKS 99, AS 01].9 Damit mu¨ssen auch die Nullstellen der
Propagatoren auf der negativen rellen Halbachse liegen. Fu¨r ho¨here Approxi-
mationsstufen erwartet man gleichermaßen, dass auch die komplex-konjugierten
Nullstellen (die Pole des 2-Punkt-Vertex) in der negativen reellen Halbebene
liegen.
Damit erha¨lt man fu¨r die qualitative Anordnung der Pole und Nullstellen
z.B. eines Gluon-Propagators mit allgemeinem Approximationsgrad r > 1 eine
Darstellung wie in Abbildung 9.1 [Sti 96].
9.3.4 Bedingungen an die Parameter
Durch die unterschiedliche Art der Parametrisierung fu¨r den Gluon- und den
Fermion-Propagator ergeben sich auch unterschiedliche Bedingungen an die je-
weiligen erweiterten Parameter.
8Es ist unmittelbar klar, dass diese das Kausalita¨tsprinzip verletzen.
9Der perturbative Geist-Propagator verletzt mit seinem negativen Vorzeichen diese Bedin-
gung oﬀensichtlich. Da Geister Artefakte der Eichung (bzw. der BRS-Symmetrie) sind, mu¨ssen
sie keine physikalischen Randbedingungen erfu¨llen.
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Abbildung 9.1: Nullstellen und Polpositionen eines allgemeinen Gluonpropaga-
tors in der komplexen k2-Ebene. (× bedeutet Nullstellen, + bedeutet Polposi-
tionen.)
Gluon-Propagator
Die physikalischen Randbedingungen an den Gluon-Propagator lassen sich ein-
fach ablesen.
b > 0 (9.8)
ℜ(ur,s) > 0 (9.9)
ℜ(uˆr,s) > 0 (9.10)
Fermion-Propagator
Die physikalischen Randbedingungen an den Fermion-Propagator sind wegen
der γ-Matrizen nicht direkt ablesbar. Daher ist der Propagator (2.14) so um-
zuschreiben, dass der Nenner eine skalare Funktion wird. Dazu betrachten wir
den Propagator fu¨r r = 1.10
/p+ κ1,1
(/p+ κˆ1,1)(/p + κˆ1,2)
= −/p p
2 + 2κ1,1ℜ(κˆ1,1)− κˆ1,1κˆ1,2
(p2 + κˆ21,1)(p
2 + κˆ21,2)
+1 · κ1,1(κˆ1,1κˆ1,2 − p
2) + 2p2ℜ(κˆ1,1)
(p2 + κˆ21,1)(p
2 + κˆ21,2)
(9.11)
Die Forderung nach Conﬁnement und Tachyon-Freiheit fu¨hren unmittelbar
zu der Bedingung
|ℜ(κˆ1,1/2)| > |ℑ(κˆ1,1/2)| > 0 . (9.12)
10Der Flavour-Index ist unterdru¨ckt.
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Die Bedingungen zur Reﬂexionspositivita¨t sind fu¨r den Fermion-Propagator
nicht in einfacher Weise nachzurechnen. Wir nutzen an dieser Stelle die Analo-
gie zum perturbativen Propagator, der die entsprechenden Bedingungen erfu¨llen
muss. Damit fordern wir, dass die Koeﬃzientenfunktionen der Anteile propor-
tional zu −/p und 1 jeweils auf der positiven reellen euklidischen Achse gro¨ßer als
Null sind. Damit kann man fu¨r r = 1 die folgenden zusa¨tzlichen Einschra¨nkun-
gen herleiten.
ℜ(κ1,1)ℜ(κˆ1,1/2) > 0 (9.13)
2ℜ(κ1,1)ℜ(κˆ1,1/2) > κˆ1,1κˆ1,2 (9.14)
2ℜ(κˆ1,s) > ℜ(κ1,1) > 0 (9.15)
Mo¨chte man fu¨r den Fermion-Propagator in allgemeiner Approximationsstu-
fe r Bedingungen fu¨r Reﬂexionspositivita¨t herleiten (Conﬁnement und Tachyon-
Freiheit sind mit der Verallgemeinerung von (9.12) auf allgemeines κˆr,s gewa¨hr-
leistet), erkennt man schnell, dass die Parametrisierung des Fermion-Propaga-
tors an diese Fragestellung nicht optimal angepasst ist. Daher muss die Reﬂe-
xionspositivita¨t fu¨r jedes r getrennt untersucht werden.
Vertizes
Die Osterwalder-Schrader-Bedingungen (OSB) betreﬀen nicht nur die Propaga-
toren, sondern gelten allgemein fu¨r die Green’schen Funktionen [AS 01]. Eine
U¨berpru¨fung sa¨mtlicher Bedingungen liegt aber außerhalb der Mo¨glichkeiten
dieser Arbeit. Dazu wa¨re eine Untersuchung des gekoppelten Γ2-Γ3-Γ4-Systems
notwendig, wobei die jeweiligen Teilamplituden reﬂexionspositiv sein mu¨ssen.
Dennoch wa¨ren Untersuchungen dazu, ob der erweiterte Ansatz die OSB fu¨r
sa¨mtliche Green’schen Funktionen respektiert, sehr interessant und ko¨nnten zu
neuen Einschra¨nkungen fu¨r die Parameter des Ansatzes und zu Hinweisen fu¨r
eine geschickte Formulierung eines selbstkonsistenten Ansatzes fu¨hren. Wir wer-
den in dieser Arbeit nur eine Bedingung an die erweiterten Vertizes stellen. Da
die fu¨hrenden Koeﬃzienten der erweiterten Vertizes den perturbativen Limes
beschreiben und fu¨r diesen die OSB gelten sollten, fordern wir, dass die fu¨hren-
den Koeﬃzienten zumindest in ihrem Vorzeichen mit den perturbativen Werten
u¨bereinstimmen.
b˜ > 0 (9.16)
Crrr;r > 0 (9.17)
C¯fr;rr > 0 (9.18)
Trr;rr > 0 (9.19)
Zudem werden wir Lo¨sungen bevorzugen, die sich dem strikten perturbativen
Limes (alle Koeﬃzienten gleich 1) zumindest anna¨hern.
9.4 Implementierung
Zur Bestimmung der Startwerte fu¨r den Lo¨sungsalgorithmus nutzen wir die
in der GSL enthaltenen stochastischen Standardfunktionen. Der Zufallszahlen-
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generator wird u¨ber die Systemzeit initialisiert. Die Startwerte liegen fu¨r alle
Parameter etwa im Bereich
−20 ≤ xi ≤ 20, (9.20)
wobei beide Vorzeichen gleich ha¨uﬁg vorkommen. Fu¨r die Gro¨ßenordnung der
Startwerte gilt, dass sie geha¨uft in dem Intervall
−6 ≤ ln(|xi|) ≤ +2 (9.21)
vorkommen. Wesentlich kleinere Werte sind weniger wahrscheinlich.
Das Programm versucht nun fu¨r jeden zufa¨llig bestimmten Satz von Start-
werten eine Lo¨sung zu ﬁnden. Bricht der GNU-Lo¨sungsalgorithmus ab (weil
entweder eine numerische Lo¨sung gefunden wurde oder keine weitere Konver-
genz festgestellt wurde), wird der aktuelle Variablensatz nur dann verworfen,
wenn sein Fehlerbetrag χ gro¨ßer als eine bestimmte Schwelle sχ ist. Auf diese
Weise wird der Raum der Variablen, RNV , sozusagen stochastisch abgetastet.
Im Programm sind die SKG so formuliert, dass sie fu¨r allgemeinen ungeraden
Approximationsgrad r lauﬀa¨hig sind. Wegen der verschiedenen Mo¨glichkeiten,
aus den SKG in Kapitel 8 eine Auswahl zu treﬀen, sollten die SKG fu¨r jedes r
manuell festgelegt werden. Wesentlich zur Reduktion der Rechenzeit ist hier die
Beobachtung, dass die Σ-Parameter sich aus kleineren Bausteinen, ΩX(a, t1, t2)
zusammensetzen.11 Formal kann man schreiben:
ΣXY (a, b) ∼
∑
t1t2
ΩX(a, t1, t2)ΩY (b, t2, t1)
∆(x, t1)∆(y, t2)
(9.22)
mit
ΩX(a, t1, t2) ∼
∑
mn
Xamn(−xt1)m(−yt2)n . (9.23)
Dieses Vorgehen verringert die Laufzeit erheblich, sorgt aber fu¨r einen erhebli-
chen Anstieg des Speicherplatzbedarfs.
Fu¨r den Fall r = 1 kann man mit den Formeln aus Anhang G die PBZ
zuru¨cknehmen. Damit erha¨lt man ein wesentlich polynomiales SKG-System,
das nur noch Pole in 0 fu¨r die Propagatorkonstanten b und b˜ hat,12 wohin-
gegen die anderen Pole (die aus den ∆-Faktoren stammen) entfernt wurden.
Dies sorgt fu¨r eine ho¨here numerische Stabilita¨t und sollte die Konvergenzge-
schwindigkeit verbessern. Zudem verringert sich die Laufzeit wegen der schon
ausgefu¨hrten Summationen u¨ber die ti um mindestens eine Gro¨ßenordnung. Da
fu¨r die Ru¨cknahme der PBZ in dem hier notwendigen speziellen Fall keine all-
gemeinen Formeln bekannt sind, ist diese Option nur fu¨r r = 1 implementiert.
9.5 Zur Bewertung numerischer Lo¨sungen
Zur Interpretation und Bewertung der erhaltenenen numerischen Lo¨sungen nut-
zen wir die folgenden Bedingungen.
11Diese Ω-Parameter haben nichts mit den in Kapitel 8 deﬁnierten gemein.
12Diese Deﬁnition der Parameter verhindert, dass das numerische Verfahren gegen die tri-
viale (Pseudo-) Lo¨sung der dann polynomialen SKG konvergiert.
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1. Wir benutzen als erstes Kriterium zur Klassiﬁkation der Na¨herungslo¨sun-
gen die La¨nge des Selbstkonsistenzvektors ~S pro Variable.
χ =
1
NV
∣∣∣~S∣∣∣ (9.24)
Wir unterscheiden nun zwischen zwei verschiedenen Arten von Lo¨sungen.
Fu¨r numerische Lo¨sungen gilt, dass sie
log10(χ) ≈ −17± 1 (9.25)
erreichen, was in etwa den Grenzen der benutzten Lo¨sungsroutinen ent-
spricht. Wir gehen davon aus, dass eine derartige numerische Lo¨sung ei-
ne algebraische Lo¨sung des betrachteten NLGS gut approximiert.13 Man
muss allerdings betonen, dass der Fehlervektor eines NLGS beliebig klein
werden kann, ohne dass sich das System auch nur in der Na¨he einer alge-
braischen Lo¨sung in den komplexen Zahlen beﬁndet, wie man sich an der
Funktion f(z) = zz⋆ + δ, δ > 0 schnell klar macht.
Fu¨r numerische Pseudo-Lo¨sungen gilt dagegen, dass sie als Resultat der
Fehlerminimierung im Hybrid-Algorithmus Werte von
log10(χ) ≈ −3± 3 (9.26)
liefern.14 In einem Plot, der die Werte einer Variable gegen χ auftra¨gt,
bilden sie ein
”
Kontinuum“. Fu¨r die Existenz dieser Pseudo-Lo¨sungen
kann es mehrere Gru¨nde geben.
(a) Der Hybrid-Algorithmus kann wegen numerischer Instabilita¨ten eine
algebraische Lo¨sung nicht besser approximieren.
(b) Es existiert eine Lo¨sung fu¨r allgemeine, komplexwertige Parameter,
deren Imagina¨rteile genu¨gend klein sind, dass sie in der Na¨he der
Pseudo-Lo¨sung liegen. Gerade fu¨r die Propagatoren sind (bei glei-
chem Approximationsgrad r) auch rein reellwertige Propagator-Pole
(also z.B. uˆr,s) mo¨glich, so dass Pseudo-Lo¨sungen mit vergleichsweise
kleinem Imagina¨rteil diese approximieren ko¨nnen.
(c) Es handelt sich um ein lokales Minimum von χ, das der Hybrid-
Algorithmus nicht verlassen konnte. Die Pseudo-Lo¨sung approximiert
keine algebraische Lo¨sung.
Ein Resultat dieser Arbeit ist, dass das in Kapitel 8 deﬁnierte SKG-System
(sofern man mindestens alle Gleichungen aus den DSG und BSG betrach-
tet) fu¨r r = 1 keine allen Bedingungen genu¨genden numerischen Lo¨sungen
liefert. Daher werden wir auch die Pseudo-Lo¨sungen auf physikalisch sinn-
volle Ergebnisse hin untersuchen. Dabei stellt sich heraus, dass viele dieser
Pseudo-Lo¨sungen auch die SKG und Nebenbedingungen gut minimieren,
die zu ihrer Bestimmung nicht herangezogen wurden.
13Allerdings ha¨ngt die theoretische Genauigkeit, mit der eine tatsa¨chliche Lo¨sung approxi-
miert wird, zusa¨tzlich von der Komplexita¨t des Algorithmus ab. Daher du¨rfte sie nicht in der
Gro¨ßenordnung von χ liegen [Cry 94].
14In der Regel werden Lo¨sungen mit χ > 0.1 nicht ausgewertet.
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2. Wesentlich fu¨r die Beurteilung einer numerischen Lo¨sung ist ihre physi-
kalische Plausibilita¨t. Mit den Ergebnissen aus Abschnitt 9.3 verlangen
wir, dass die numerischen Lo¨sungen die Bedingungen fu¨r Conﬁnement,
Tachyon-Freiheit und Reﬂexionspositivita¨t erfu¨llen. Zusa¨tzlich ko¨nnen wir
– zumindest so lange keine schweren Quarks (c,b und t) beteiligt sind –
verlangen, dass die Parameter der erweiterten Ansa¨tze maximal etwa von
der Gro¨ßenordnung der Λ-Skala sind. Fu¨r sehr viel gro¨ßere Parameter
erwartete man Eﬀekte, die auch im sogenannten perturbativen Regime
großer Impulse noch ausgepra¨gt sind.
3. Eine physikalisch interessante Lo¨sung sollte alle SKG erfu¨llen. Wir ko¨nnen
– gerade bei niedrigem Approximationsgrad r – nicht erwarten, dass wir
eine solche Lo¨sung ﬁnden. Daher mu¨ssen wir eine Reihenfolge der SKG
aufstellen.
(a) Zuna¨chst sollen die SKG aus den DSG erfu¨llt sein.
(b) Danach betrachten wir die SKG aus der Γ4-BSG.
(c) Danach kommen die SKG aus den Propagator-Kondensaten.
(d) Zuletzt ziehen wir die SKG aus den Teil-Kondensaten der Vertizes
heran.
Sofern bestimmte (ho¨herrangige) SKG durch andere ersetzt werden, ist
bei den Lo¨sungen zu u¨berpru¨fen, in wie weit die ersetzte SKG verletzt ist.
4. Wir setzen fu¨r die Vertex-Parameter bestimmte Symmetrien voraus. Die-
se fu¨hren wegen des eingeschra¨nkten Ansatzes fu¨r den Γ4-Vertex zu Ne-
benbedingungen. Daher ist zu pru¨fen, ob die erhaltenen Parameter des
Γ4-Vertex die geforderte Symmetrie zeigen und ob die daraus folgenden
Nebenbedingungen auch erfu¨llt sind.
Bei der Auswertung der erhaltenen numerischen Lo¨sungen und Pseudo-
Lo¨sungen gehen wir daher wie folgt vor. Zuna¨chst u¨berpru¨fen wir, ob die Para-
meter die physikalischen Randbedingungen Conﬁnement, Tachyon-Freiheit und
Reﬂexionspositivita¨t erfu¨llen. Alle anderen Parametersa¨tze werden aussortiert.
Aus den dann u¨berbleibenden mo¨glichen Lo¨sungen werden die NA Parame-
tersa¨tze(NA liegt zwischen 500 und 2500) mit dem geringsten Fehlerbetrag χ
bestimmt. Fu¨r diese Parametersa¨tze wird eine Bewertungszahl ζP errechnet, die
sich aus der Erfu¨llung von ausgewa¨hlten SKG und Randbedingungen und dem
zugeordneten Minimierungsfehler χ ergibt. An dieser Stelle wird auch die For-
derung nach starkem Conﬁnement in die Bewertung der Lo¨sungen einﬂießen.
Die genaue Deﬁnition von ζP ﬁndet sich in Anhang C. Wir werden bei der Dis-
kussion der numerischen Lo¨sungen und Pseudo-Lo¨sungen den Parametersatz
pra¨sentieren, der nach der Deﬁnition von ζP die vorgegebenen Bedingungen am
besten erfu¨llt.15
15In der Regel existieren weitere Parametersa¨tze mit vergleichbarem ζP , die ebenso als
Lo¨sungen in Frage kommen. Die Beschra¨nkungen dieser Arbeit lassen eine Pra¨sentation nicht
zu.
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9.6 Ergebnisse fu¨r r = 1
Wir geben zuna¨chst die Ergebnisse fu¨r eine rein gluonische Theorie an. Hier
untersuchen wir, in wie weit die Einbeziehung der Geist-Schleifen in die quasi-
perturbativen Terme einen Einﬂuss auf die numerischen Lo¨sungen hat. Zudem
kann man hier den Eﬀekt untersuchen, der durch das Weglassen einer SKG
entsteht. Anschließend wenden wir uns den Termen mit Fermionen zu, wobei
wir sowohl chirale wie massive Fermionen betrachten.
Bei den im Folgenden pra¨sentierten Werten fu¨r die Parameter des erweiter-
ten Ansatzes ist zu beachten, dass schon die Rundung auf Zahlen mit sieben-
stelliger Genauigkeit eine Vergro¨ßerung von χ um mehrere Gro¨ßenordnungen
bedeuten kann. Dies ist auch eine Folge des stark nichtlinearen Charakters des
betrachteten Gleichungssystems. Zugleich zeigt sich darin, dass das hier be-
trachtete Selbstkonsistenzproblem schlecht konditioniert ist. Weil die gerunde-
ten Werte fu¨r die Berechnung der Nebenbedingungen genutzt werden, ko¨nnen
einzelne SKG Abweichungen entwickeln, die mit der Gro¨ßenordnung von χ nicht
vereinbar sind. Dennoch kann man diese SKG sinnvoll als zusa¨tzliche Nebenbe-
dingung zur Auswahl der besten Lo¨sungen nutzen.
9.6.1 Rein gluonische Theorie
Da die Theorie keine Massenskala außer der Λ-Skala entha¨lt, besteht noch die
zusa¨tzliche Freiheit, einen Parameter auf 1 zu setzen. Um mit anderen Arbeiten
zu diesem Thema vergleichbar zu bleiben, wa¨hlen wir den Realteil von u1,1. Es
wird sich zeigen, dass wir keine numerischen Lo¨sungen ﬁnden ko¨nnen, wenn wir
sa¨mtliche SKG aus den DSG einbeziehen, die nicht durch Symmetrien verein-
facht werden ko¨nnen. Erst wenn man eine SKG durch die Bedingung ℜ(u1,1) = 1
ersetzt, kann man numerische Lo¨sungen ﬁnden.
Perturbative Geist-Schleifen
Wir betrachten hier die Konsequenzen, die sich ergeben, wenn man die Geist-
Schleifen zu den perturbativen Korrekturen za¨hlt. Abbildung 9.2 zeigt die bes-
ten numerischen Pseudo-Lo¨sungen, die den physikalischen Randbedingungen
entsprechen. Dies sind etwa vier Prozent der insgesamt erhaltenen numeri-
schen Pseudo-Lo¨sungen. Die minimalen Werte von χ liegen hier etwa eine halbe
Gro¨ßenordnung u¨ber denen, die sich bei Verletzung der physikalischen Randbe-
dingungen ergeben. An dieser Stelle zeigt sich deutlich, dass das SKG-System
nicht im Hinblick auf physikalische Randbedingungen konstruiert wurde. Wei-
terhin sind die starken Abweichungen der Propagator-Nullstelle vom Wert 1
auﬀa¨llig. Dies ist ein Indiz dafu¨r, dass die Qualita¨t der numerischen Pseudo-
Lo¨sungen nicht besonders gut ist. Dieses Lo¨sungsverhalten legt nahe, dass die
SKG miteinander unvereinbar sind und u¨ber keine der gesuchten reellen Lo¨sun-
gen verfu¨gen.
Zur Ermittlung der nach unseren Kriterien besten Pseudo-Lo¨sung berech-
nen wir ζP . Wir pra¨sentieren den so erhaltenen Parametersatz in Tabelle C.5 in
Anhang C. Es ist bemerkenswert, dass die Nebenbedingungen an die Lo¨sung mit
136 KAPITEL 9. NUMERISCHE LO¨SUNGEN
-3
-2.5
-2
-1.5
-1
-0.5
 0  0.5  1  1.5  2  2.5  3
lo
g
1
0
(χ
))
ℜ(u1,1)
Abbildung 9.2: Der Realteil der Propagator-Nullstelle aufgetragen gegen den
Fehler log10(χ) (nf = 0, Geist-Schleifen perturbativ, 1272 Werte).
einer Genauigkeit erfu¨llt werden, die in der Gro¨ßenordnung des Minimierungs-
fehlers liegt.16 Dabei fa¨llt auf, dass sich mit guter Genauigkeit Mandelstam-
symmetrische Lo¨sungen fu¨r die Γ4-Parameter etablieren lassen, wie man an
den Werten von Ξ7 und Ξ8 in der Tabelle erkennen kann. Dies rechtfertigt un-
ser Vorgehen, keine Terme mit partiell antisymmetrischen Vertex-Parametern
zuzulassen. Dagegen wird die geforderte Symmetrie fu¨r den Γ3-Vertex wesent-
lich schlechter erfu¨llt. Außerdem ist der perturbative Limes fu¨r den Gluon-
Propagator relativ stark verletzt: Ein Wert von b ≈ 1.46 bedeutet eine signiﬁ-
kante Abweichung.
Fasst man die Forderung ℜ(u1,1) = 1 als zusa¨tzliche SKG auf, kann man
willku¨rlich eine der SKG aus den DSG weglassen. Wir untersuchen zuna¨chst,
welche Konsequenzen die Ersetzung von S2(0) = 0 hat. Es ist bemerkenswert,
dass sich fu¨r das so reduzierte SKG-System numerische Lo¨sungen ﬁnden lassen.
In Abbildung 9.3 zeigen wir den Realteil der Propagator-Nullstelle, ℜ(u1,1),
fu¨r die alle physikalischen Randbedingungen erfu¨llenden Parametersa¨tze. Diese
umfassen hier nur etwa fu¨nf Prozent der insgesamt erhaltenen Lo¨sungen aus
den numerischen Rechnungen. Auch die Mehrzahl der numerischen Lo¨sungen
der modiﬁzierten SKG ist unphysikalisch.
Wir pra¨sentieren den nach unserem Bewertungssystem besten Parameter-
satz in Tabelle C.6. Gegenu¨ber der Lo¨sung mit unmodiﬁzierten SKG fa¨llt auf,
dass die grundlegenden Symmetrien zwar exakt erfu¨llt werden, dafu¨r aber die
Randbedingungen aus dem Γ4-Vertex und insbesondere die aus dem Γ3-Vertex
verletzt werden. Wie an Ξ4 abzulesen, wird zudem die weggelassene SKG S2(0)
nur relativ schlecht minimiert, was in a¨hnlicher Weise auch fu¨r die anderen
erhaltenen numerischen Lo¨sungen gilt. Das unterstreicht die Vermutung, dass
das SKG-System mit allen Gleichungen aus den DSG nicht lo¨sbar ist. Weiter-
16Bei einem Vergleich zwischen den Nebenbedingungen und χ ist Vorsicht geboten, da die
Werte der Nebenbedingungen mit den gerundeten Werten berechnet werden.
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Abbildung 9.3: Der Realteil der Propagator-Nullstelle aufgetragen gegen den
Fehler log10(χ) (nf = 0, Geist-Schleifen perturbativ, 3416 Werte).
hin fa¨llt an den in Tabelle C.6 notierten Parametern der Vertizes auf, dass sie
wesentlich gro¨ßer als die in Tabelle C.5 notierten sind. Auch diese Eigenschaft
kann man bei den anderen numerischen Lo¨sungen wiederﬁnden.
Das Weglassen anderer SKG fu¨hrt ebenfalls auf numerische Lo¨sungen. Gibt
man die Bedingung Cr11;0 − Cr01;1 = 0 auf, wird die fu¨r den Γ3-Vertex auf 1-
Schleifen-Niveau bewiesene Symmetrie der Vertex-Parameter verletzt. Auch fu¨r
diese Variante genu¨gt nur ein geringer Prozentsatz der Parametersa¨tze den phy-
sikalischen Randbedingungen. Dabei sind die Parameter von einer vergleichba-
ren Gro¨ßenordnung wie die Parameter fu¨r die unmodiﬁzierten SKG. Man kann
daraus schließen, dass diese Lo¨sungen aus physikalischer Sicht interessanter
sind. Wir notieren sie in Tabelle C.7. Besonders bemerkenswert ist die Tat-
sache, dass die Parameter der T4-Struktur im Γ4-Vertex sehr a¨hnliche Werte
haben. Zusammen mit den sehr gut erfu¨llten Nebenbedingungen aus dem Γ4-
Vertex spricht dies fu¨r die Mo¨glichkeit eines Mandelstam-symmetrischen oder
sogar vollsta¨ndig symmetrischen Ansatzes zumindest fu¨r diese Struktur. Die
Verletzung der Nebenbedingungen aus dem Γ3-Vertex in Ξ6 ist sogar kleiner als
in den anderen Varianten mit einer ersetzten SKG. Daher spricht vieles dafu¨r,
dass die DSG auf 1-Schleifen-Niveau eine zu starke Symmetrie fu¨r den Γ3-Vertex
fordern. Wir werden in Kapitel 10 die Mo¨glichkeit diskutieren, wie man durch
einen modiﬁzierten Ansatz fu¨r den Γ3-Vertex dieses Problem beheben ko¨nnte.
In Abbildung 9.4 pra¨sentieren wir die aus den drei besprochenen SKG-
Varianten resultierenden Gluon-Propagatoren entlang der reellen euklidischen
Achse. Bei dem Graphen, der aus der Bestimmung mit allen SKG resultiert,
zeigt sich in der verschobenen Nullstelle deutlich, dass er aus einer numerischen
Pseudo-Lo¨sung resultiert. Bemerkenswert ist, dass der Gluon-Propagator, der
ohne vollsta¨ndige Symmetrie der Γ3-Vertex-Parameter gewonnen wurde, mit
dem aus dem nicht modiﬁzierten System relativ gut u¨bereinstimmt. Allen drei
Propagatoren ist jedoch gemeinsam, dass ihre Pole relativ nahe an der positiven
reellen euklidischen Halbebene liegen.
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Abbildung 9.4: Transversale Gluon-Propagatoren der besten Parametersa¨tze
entlang der rellen euklidischen Achse, skaliert mit ℜ(u1,1)Λ2 in Einheiten von
ℜ(u1,1) (nf = 0, Geist-Schleifen perturbativ).
Mit Termen der Geist-Schleifen
Betrachtet man sa¨mtliche SKG aus den DSG, ﬁndet der Algorithmus fu¨r diese
Variante ebenfalls nur numerische Pseudo-Lo¨sungen. In Tabelle C.8 pra¨sentie-
ren wir den Parametersatz mit dem geringsten ζp. Die Unterschiede zu den
Parametern mit Geist-Schleife liegen im Detail. Dabei sind vor allem die Para-
meter des erweiterten Γ4-Vertex betroﬀen. Weil in beiden Fa¨llen jeweils nume-
rische Pseudo-Lo¨sungen betrachtet werden mussten, kann man zwischen beiden
Varianten keinen qualitativen Unterschied feststellen.
Berechnet man Lo¨sungen ohne die Gleichung S2(1), ﬁndet man wiederum
numerische Lo¨sungen. Es stellt sich aber heraus, dass alle numerischen Lo¨sun-
gen, die den physikalischen Randbedingungen genu¨gen, eine starke Verletzung
von S2(1) von der Gro¨ßenordnung 1.0 bedeuten. Dies ist wesentlich schlech-
ter als das in Tabelle C.8 gefundene χ. Daher entsprechen die so bestimmten
Parametersa¨tze nicht den Anforderungen an physikalisch signiﬁkante Lo¨sungen.
Das Weglassen von S2(0) ergibt gegenu¨ber der in Abschnitt 9.6.1 besproche-
nen Situation keine wesentliche Vera¨nderung. Schließlich untersuchen wir noch,
welche Konsequenzen sich fu¨r die Lo¨sungen ergeben, wenn man nicht la¨nger
C11;0 = C01;1 fordert. Die daraus resultierenden Parameterwerte sind in Tabel-
le C.9 notiert. Ebenso wie in dem Fall mit perturbativen Geist-Schleifen wird
die Nebenbedingung Ξ6 besonders gut erfu¨llt.
Zur Illustration zeigen wir die vier Gluon-Propagatoren fu¨r die betrachteten
Varianten der SKG in Abbildung 9.5. Dabei kann man die drei auch in Abbil-
dung 9.4 dargestellten Fa¨lle jeweils miteinander vergleichen. Die Unterschiede
sind angesichts der Freiheiten bei der Wahl der Nebenbedingungen und der Be-
stimmung der besten Lo¨sung nicht so groß, als dass man ein qualitativ anderes
Verhalten der Lo¨sungen konstatieren ko¨nnte.
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Abbildung 9.5: Transversale Gluon-Propagatoren der besten Parametersa¨tze
entlang der rellen euklidischen Achse, skaliert mit ℜ(u1,1)Λ2 in Einheiten von
ℜ(u1,1) (nf = 0, Geist-Schleifen nicht-perturbativ)
.
Insgesamt mu¨ssen wir fu¨r die rein gluonische Theorie feststellen, dass ei-
ne Lo¨sung des SKG-Systems nur dann mo¨glich ist, wenn man wichtige SKG
aus den DSG wegla¨sst. Dann lassen sich zwar physikalisch sinnvolle Lo¨sungen
ﬁnden, es zeigt sich jedoch, dass je nach ersetzter SKG die Parameter der nu-
merischen Lo¨sungen zum Teil stark unterschiedlich ausfallen. Dies verdeutlicht
noch einmal die Unlo¨sbarkeit des vorher betrachteten SKG-Systems. Auch wird
deutlich, dass der numerische Algorithmus trotz der starken, physikalisch mo-
tivierten Einschra¨nkungen an die Parameter vor allem zu Lo¨sungen in unphy-
sikalischen Bereichen konvergiert. Dies kann man als ein Zeichen dafu¨r werten,
dass die hier untersuchten erweiterten Ansa¨tze noch nicht optimal an die phy-
sikalischen Randbedingungen angepasst sind. In Kapitel 10 werden wir dieses
Problem aufgreifen.
9.6.2 SKG mit zwei Fermionen
In diesem Abschnitt betrachten wir die QCD mit zwei Fermion-Sorten. Die-
se entsprechen physikalisch dem u- und d-Quark. Durch die Einbeziehung der
Fermionen tragen mit S¯f2 (a) und S¯
f
3 (a, b, c) zwei gegenu¨ber der rein gluoni-
schen Theorie neue Typen zum SKG-System bei. Gleichzeitig erhalten die Glei-
chungen der gluonischen Parameter neue Freiheiten. U¨ber die experimentell be-
stimmten Strom-Massen der Quarks ist eine externe Massenskala fu¨r die Quarks
gesetzt, so dass es nicht mehr notwendig ist, einen Parameter willku¨rlich auf den
Wert 1 festzulegen. Es ist jedoch mo¨glich – und fu¨r die leichten Quarks u und
d auch physikalisch sinnvoll – den Fall chiraler Fermionen zu betrachten. Dann
wird wie in der rein gluonischen Theorie wieder ℜ(u1,1) auf den Wert 1 gesetzt.
Zudem besteht so wiederum die Mo¨glichkeit, eine der SKG wegzulassen.
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Perturbative Geist-Schleifen
Wir betrachten zuna¨chst den Fall massiver Fermionen. Man kann die hier be-
stimmten Lo¨sungen fu¨r ℜ(u1,1) dazu nutzen, um die Gro¨ßenordnung dieser Null-
stelle fu¨r die rein gluonische Theorie zu bestimmen. Wiederum ﬁnden wir keine
numerischen Lo¨sungen. Die Qualita¨t der numerischen Pseudo-Lo¨sungen ent-
spricht in etwa denen der rein gluonischen Theorie. Allerdings sinkt der Anteil
der allen physikalischen Randbedingungen genu¨genden Parametersa¨tze auf un-
ter ein Promille. Wir pra¨sentieren in Tabelle C.10 den Satz mit dem geringsten
ζp. Zusa¨tzlich zeigen wir in Abbildung 9.6 den transversalen Anteil des Gluon-
Propagators sowie die Anteile der Fermion-Propgatoren proportional zu −/p.
Man erkennt deutlich, dass nur das d-Quark ein starkes Conﬁnement aufweist.
Das u-Quark zeigt ein wesentlich schwa¨cheres Conﬁnement.17
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Abbildung 9.6: Transversaler Gluon-Propagator und zu −/p proportionaler An-
teil der Fermion-Propagatoren des besten Parametersatzes entlang der rellen
euklidischen Achse (nf = 2, massive Fermionen, Geist-Schleifen perturbativ).
Fu¨r die Fermion-Propagatoren gilt die rechte Skala.
Betrachtet man chirale Fermionen und la¨sst S2(0) bei der Bestimmung der
SKG weg, werden nur 4 Lo¨sungen gefunden, die den physikalischen Randbedin-
gungen genu¨gen. Die beste so erhaltene Lo¨sung hat einen wesentlich ho¨heren
Minimierungsfehler χ als der mit massiven Fermionen bestimmte Parameter-
satz. Die Propagatoren verhalten sich qualitativ nicht anders als die in Abbil-
dung 9.6. Wir verzichten daher auf eine Pra¨sentation dieser Parameter.
La¨sst man bei chiralen Fermionen stattdessen die Forderung C11;0 = C01;1
weg, ﬁndet sich in der zur Verfu¨gung stehenden Rechenzeit genau eine numeri-
sche Pseudo-Lo¨sung, die den physikalischen Randbedingungen genu¨gt. Fu¨r die
damit beschriebenen Fermion-Propagatoren ﬁndet sich die bemerkenswerte Ei-
genschaft, dass beide Fermionen ein wesentlich sta¨rkeres Conﬁnement aufweisen
als dies bei den anderen besten Lo¨sungen der Fall war. Allerdings zeigt dafu¨r
17Das Maximum des u-Quark-Propagators liegt bei etwa 5400.
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der Gluon-Propagator ein sehr schwaches Conﬁnement. Wir verzichten daher
darauf, die Parameter dieser Lo¨sung anzugeben.
Mit Termen der Geist-Schleifen
Auch hier werden in allen betrachteten Varianten keine numerischen Lo¨sungen
gefunden. Betrachtet man massive Fermionen, erha¨lt man numerische Pseudo-
Lo¨sungen, deren χ mit dem Minimierungsfehler vergleichbar ist, den das rein
gluonische System fu¨r die unmodiﬁzierten SKG hat. Wir notieren den Parame-
tersatz mit dem geringsten ζp in Tabelle C.11. Fu¨r die Randbedingungungen
gilt, dass sie mit Ausnahme des starken Conﬁnements in einer Gro¨ßenordnun-
gen von 10−4 bis 10−1 verletzt werden. Die Abweichungen vom perturbativen
Limes bewegen sich im Bereich der Lo¨sungen fu¨r die rein gluonische Theorie.
Betrachtet man chirale Fermionen, kann man wie in der rein gluonischen
Theorie eine Gleichung ersetzen. Wa¨hlt man dafu¨r S2(0), muss man feststel-
len, dass sich das Lo¨sungsverhalten nicht verbessert sondern sogar verschlech-
tert. Die numerischen Pseudo-Lo¨sungen, die den physikalischen Randbedingun-
gen entsprechen, haben einen wesentlich ho¨heren Minimierungsfehler als in der
massiven Theorie mit dem unmodiﬁzierten SKG-System. Ersetzt man S2(1),
ist das Lo¨sungsverhalten a¨hnlich dem der Variante mit massiven Fermionen.
Von allen numerischen bestimmten Parametersa¨tzen genu¨gen nur etwa 6 Pro-
mille den physikalischen Randbedingungen. Die Lo¨sung mit dem besten ζp be-
schreibt Fermion-Propagatoren mit schwach ausgepra¨gtem Conﬁnement, die
sich sehr stark dem perturbativen Limes anna¨hern. Damit sind beide Fermion-
Propagatoren fast identisch. Man kann also nur eine sehr schwache spontane
Symmetriebrechung feststellen. Da sich dieses Pha¨nomen an diesem Parame-
tersatz gut darstellen la¨sst, sind in Abbildung 9.7 die jeweiligen Anteile des
Gluon-Propagators und der Fermion-Propagatoren aufgetragen. Fu¨r die Lo¨sung
mit massiven Fermionen ergibt sich ein qualitativ a¨hnliches Bild, jedoch sind
die beiden Fermion-Propagatoren noch schwerer graphisch zu trennen.
Zusammenfassend muss man fu¨r die Theorie mit zwei Fermionen konstatie-
ren, dass die schon fu¨r die rein gluonische Theorie festgestellten Probleme bei
der Bestimmung numerischer Lo¨sungen nicht gemildert werden konnten. Das
Weglassen einer SKG ist nicht mehr ausreichend, um noch numerische Lo¨sungen
zuzulassen. Gleichzeitig wird es im Rahmen der zur Verfu¨gung stehenden Re-
chenzeit schwieriger, eine statistisch signiﬁkante Zahl von physikalischen Lo¨sun-
gen zu ﬁnden. Auch wenn die numerischen Pseudo-Lo¨sungen im Rahmen der
Erwartungen gute Na¨herungen fu¨r die restlichen Nebenbedingungen darstellen,
werden keine Lo¨sungen bevorzugt, die fu¨r den Gluon- wie fu¨r beide Fermion-
Propagatoren starkes Conﬁnement beschreiben. U¨blicherweise zeigt immer einer
der Fermion-Propagatoren ein relativ schwaches Conﬁnement. Damit entspricht
ein solcher Propagator im Wesentlichen einem perturbativen Fermion.18 Wie bei
der rein gluonischen Theorie konvergiert der numerische Algorithmus vor allem
gegen tachyonische Lo¨sungen. Dies besta¨tigt die These, dass die betrachteten
SKG den physikalischen Randbedingungen nur ungenu¨gend angepasst sind.
18Es muss sich dabei jedoch, anders als bei den abgebildeten Propagatoren, nicht immer um
das u-Quark handeln.
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Abbildung 9.7: Transversaler Gluon-Propagator und zu −/p proportionaler An-
teil der Fermion-Propagatoren des besten Parametersatzes entlang der rellen
euklidischen Achse (nf = 2, chirale Fermionen, mit Geist-Schleifen, ohne S2(0)).
Fu¨r die Fermion-Propagatoren gilt die rechte Skala.
9.6.3 SKG mit vier und sechs Fermionen
Die Hinzunahme von zwei weiteren Fermionen, die physikalisch dem s- und
c-Quark entsprechen, fu¨hrt nicht zu einem verbesserten Lo¨sungsverhalten. Da
das c-Quark u¨ber eine verglichen mit der Λ-Skala große Strom-Masse verfu¨gt,
kann man an dieser Stelle auch den Einﬂuss schwerer Quarks auf die Lo¨sungen
der SKG untersuchen.
Zwar werden auch fu¨r vier massive Fermionen Parametersa¨tze mit χ < 1
bestimmt, diese genu¨gen jedoch nicht den physikalischen Randbedingungen.
Und auch fu¨r chirale Fermionen konnte bei Ersetzung der SKG S2(0) keine
physikalische Lo¨sung gefunden werden. Dies besta¨tigt die Beobachtung, dass
sich durch die Fermionen das Lo¨sungsverhalten verschlechtert. Wir verzichten
daher auf eine ausfu¨hrliche Diskussion.
Fu¨r den physikalisch relevanten Fall mit sechs Fermionen wurde eine Rech-
nung mit chiralen Fermionen durchgefu¨hrt. Der numerische Algorithmus kon-
vergierte nicht gegen Lo¨sungen mit Minimierungsfehler χ < 1. Wir mu¨ssen
also feststellen, dass die Addition weiterer Fermionen die Lo¨sbarkeit des SKG-
Systems noch zusa¨tzlich verschlechtert hat.
Eine Untersuchung der Lo¨sungen mit χ > 1 ko¨nnte Parametersa¨tze liefern,
die formal den physikalischen Randbedingungen genu¨gen. Es stellt sich bei nu-
merischen Pseudo-Lo¨sungen mit einem derart hohen Minimierungsfehler jedoch
immer mehr die Frage, in wie weit die so erhaltenen Werte noch physikalisch in-
terpretierbar sind. Die Wahrscheinlichkeit, zufa¨llige Artefakte des numerischen
Algorithmus zu erhalten, die mit einer Lo¨sung des SKG-Systems nichts zu tun
haben, nimmt stark zu. Daher mu¨ssen wir uns mit der Feststellung begnu¨gen,
keine unseren Anspru¨chen genu¨genden Lo¨sungen fu¨r vier und sechs Fermionen
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gefunden zu haben.
9.6.4 Weitere Varianten der SKG
Fu¨r den physikalisch weniger interessanten Fall mit nur einem chiralen Fermi-
on19 wurde untersucht, ob man wie bei dem gluonischen System numerische
Lo¨sungen erhalten kann. Der Algorithmus kann Lo¨sungen mit einem Mini-
mierungsfehler χ in der Gro¨ßenordnung von 10−10 bestimmen. Diese Lo¨sun-
gen stehen zwischen numerischen Lo¨sungen und numerischen Pseudo-Lo¨sun-
gen. Es stellt sich jedoch heraus, dass die allen physikalischen Randbedingungen
genu¨genden Lo¨sungen lediglich einen Minimierungsfehler in der Gro¨ßenordnung
von 10−4 haben und damit zu den Pseudo-Lo¨sungen geho¨ren. Wiederum sind
Lo¨sungen mit schwachem Conﬁnement fu¨r den Fermion-Propagator bevorzugt.
Es gelingt zwar eine Lo¨sung zu ﬁnden, in der beide Propagatoren starkes Con-
ﬁnement zeigen, diese hat jedoch nur noch einen Minimierungsfehler von 10−2.
Diese Ergebnisse unterstreichen nochmals, dass die Einbeziehung von Fermio-
nen die Lo¨sbarkeit des SKG-Systems stark verschlechtert.
Im Verlauf dieser Arbeit konnte weitere Erfahrungen mit dem Lo¨sungsver-
halten des SKG-Systems gemacht werden. Wir haben in den bisher diskutier-
ten Rechnungen stets nur Mandelstam-symmetrische Parameter fu¨r den Γ4-
Vertex genutzt. Fordert man vollsta¨ndig symmetrische Parameter, a¨ndert sich
das Lo¨sungsverhalten des SKG-Systems nicht wesentlich. Wie oben diskutiert,
erha¨lt man keine numerischen Lo¨sungen fu¨r das unmodiﬁzierte SKG-System.
Dagegen sind modiﬁzierte Systeme numerisch lo¨sbar. Da sich qualitativ am
Lo¨sungsverhalten nichts a¨ndert, verzichten wir auf eine weitere Diskussion. Ge-
nau dieses Verhalten des SKG-System ergibt sich auch, wenn man sich auf einen
rein perturbativen Γ4-Vertex beschra¨nkt. Man kann daher feststellen, dass die
Betrachtung des nicht-perturbativ erweiterten Γ4-Vertex die grundsa¨tzlichen
Probleme bei der Bestimmung von numerischen Lo¨sungen fu¨r die resummier-
ten DSG nicht lo¨sen konnte.
9.6.5 Zusammenfassung
Die durchgefu¨hrten numerischen Rechnungen zeigen, dass das in dieser Ar-
beit hergeleitete vollsta¨ndige System von SKG fu¨r den Approximationsgrad
r = 1 unter den physikalischen Bedingungen fu¨r die Parameter der erweiterten
Ansa¨tze nicht lo¨sbar ist. Betrachtet man die rein gluonische Theorie, ﬁndet man
jedoch schon bei der Ersetzung einer Gleichung numerische Lo¨sungen. Daraus
darf man schließen, die hier hergeleiteten SKG sich sozusagen in der Na¨he eines
lo¨sbaren Systems beﬁnden.
Sobald man auch Fermionen zula¨sst, erha¨lt man keine numerischen Lo¨sun-
gen mehr. Dabei ist es unerheblich, ob man massive oder chirale Fermionen
betrachtet. Anscheinend hat die Strom-Masse der Fermionen keinen wesent-
lichen Einﬂuss auf die Lo¨sbarkeit des SKG-Systems. Viel entscheidender ist
19Fermionen kommen stets paarweise in Generationen vor. Der Fall wird durch die empi-
rischen Daten ausgeschlossen und wu¨rde unter anderem zur Verletzung der Anomaliefreiheit
fu¨hren.
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nach den numerischen Ergebnissen die reine Anzahl der Fermionen. Dies gilt in
gleicher Weise auch fu¨r die betrachteten numerischen Pseudo-Lo¨sungen, deren
Qualita¨t mit der Zahl der Fermionen abnimmt. Dies muss man als starken Hin-
weis darauf werten, dass durch die fermionischen Terme in dem SKG-System
unvereinbare Terme produziert werden. Um dieses Problem zu beheben, muss
man sehr wahrscheinlich die erweiterten Ansa¨tze modiﬁzieren. Wir gehen auf
diese Fragestellung im folgenden Kapitel weiter ein.
Schließlich kann man die hier erhaltenen Lo¨sungen mit denen in [Dri 97] und
[Kuh 97] bestimmten vergleichen. Wegen den in dieser Arbeit vorgenommenen
technischen Verbesserungen bei der Formulierung der DSG und den modiﬁzier-
ten erweiterten Ansa¨tzen ist dieser Vergleich nicht in direkter Weise mo¨glich.
Zusa¨tzlich sind die Ergebnisse in [Dri 97] und [Kuh 97] fu¨r eine linear transfor-
mierte Form der Parameter angegeben, die fu¨r die dort hergeleitete Form der
DSG speziﬁsch ist. Außerdem fehlen insbesondere Angaben u¨ber die Gro¨ße der
numerischen Fehler fu¨r den jeweiligen Parametersatz. Wir ko¨nnen dennoch fest-
stellen, dass wir in der gluonischen Theorie qualitativ a¨hnliche Ergebnisse wie
in [Dri 97] erhalten haben. Fu¨r die Lo¨sungen mit Fermionen aus [Dri 97] kann
man jedoch folgern, dass in beiden betrachteten Fa¨llen der Fermion-Propagator
die damals nicht betrachteten OSB verletzt. Dies gilt ebenso fu¨r die Lo¨sungen
mit massiven Quarks, die in [Kuh 97] hergeleitet wurden. Insofern widerspre-
chen die hier gefundenen Ergebnisse den damaligen Resultaten nicht. Derartige
Lo¨sungen konnten auch fu¨r das in dieser Arbeit betrachtete System gefunden
werden. Wir pra¨sentieren sie jedoch wegen ihres unphysikalischen Charakters
nicht.
Kapitel 10
Zusammenfassung und
Ausblick
In dieser Arbeit konnten wir fu¨r die Renormierung des nicht-perturbativ erwei-
terten Ansatzes eine eindeutige Vorschrift angeben. Daraus wurde ein Verfahren
zur Konstruktion der SKG aus den quasiperturbativen Termen nullter Ordnung
abgeleitet. Damit konnte die in den bisherigen Arbeiten zum erweiterten An-
satz nicht eindeutig beantwortete Frage, wie Terme mit nicht mindestens einer
ganzen Potenz von Λ hinsichtlich der SKG zu behandeln sind, gelo¨st werden.
Mit der Formulierung einer in allen Mandelstam-Kana¨len crossing-symme-
trischen BSG fu¨r den 4-Gluon-Vertex wurde eine Gleichung gefunden, die die
entsprechende DSG ersetzen kann und eine nichtlineare Behandlung des 4-
Gluon-Vertex im erweiterten Ansatz schon auf 1-Schleifen-Niveau erlaubt. Zu-
dem hat diese BSG den Vorteil, keine tadpole-artigen Terme zu erzeugen, so
dass anders als bei der DSG des 3-Gluon-Vertex keine triviale Symmetrisierung
vorgenommen werden muss.
Die Berechnungen der DSG und BSG konnten erstmals fu¨r die QCD fu¨r
allgemeinen Approximationsgrad r durchgefu¨hrt werden. Die BS-resummierte
Form der 3-Punkt-DSG tra¨gt den Symmetrien der nicht-perturbativ erweiterten
Feynman-Regeln besser Rechnung und erlaubt eine verbesserte Bestimmung der
quasiperturbativen Terme schon fu¨r einen niedrigen Approximationsgrad.
Die Bewegungsgleichungskondensate (BGK) der Propagatoren konnten erst-
mals auf 2-Schleifen-Niveau berechnet und damit ohne Ru¨ckgriﬀ auf empirische
oder semi-empirische Daten ausgewertet werden. Zusa¨tzlich erfolgte erstmals
die Formulierung und Berechnung der partiellen BGK auf 2-Schleifen-Niveau.
Die SKG der QCD wurden erstmals fu¨r allgemeinen Approximationsgrad r
formuliert und die daraus resultierenden Nebenbedingungen abgeleitet. Dabei
konnten wir als ein Resultat dieser Arbeit zeigen, dass durch den betrachte-
ten Ansatz die vollsta¨ndige Symmetrie der Parameter des 3-Gluon-Vertex er-
zwungen wird. Fu¨r den 4-Gluon-Vertex konnten wir zeigen, dass dieser mit
Mandelstam-symmetrischen Parametern selbstkonsistenzfa¨hig ist. Das Fehlen
von partiell antisymmetrischen Termen im Ansatz fu¨hrt zu erfu¨llbaren Neben-
bedingungen. Daru¨ber hinaus konnten aus den BGK zusa¨tzliche SKG gewonnen
werden, die die sogenannte Unterbestimmtheit des SKG-Systems, wenn man es
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als LGS betrachtet, in systematischer Weise kompensieren ko¨nnen.
Weiterhin wurden die physikalischen Randbedingungen fu¨r die Lo¨sungen des
SKG-Systems untersucht. Dabei wurden erstmals auch die OSB fu¨r die Propa-
gatoren untersucht. Fu¨r den Gluon-Propagator konnten bei allgemeinen Appro-
ximationsgrad r Bedingungen fu¨r die Reﬂexionspositivita¨t angegeben werden,
wohingegen dies beim Fermion-Propagator nur fu¨r Approximationgrad r = 1
durchgefu¨hrt wurde.
Abschließend haben wir nach numerischen Lo¨sungen fu¨r die SKG gesucht.
Diese Suche wurde fu¨r die QCD erstmals gleichzeitig bezu¨glich aller Parameter
des erweiterten Ansatzes durchgefu¨hrt.
Wie die Analyse des rein gluonischen SKG-Systems zeigt, ist das vollsta¨ndi-
ge SKG-System aus den DSG numerisch nicht lo¨sbar. Das Entfernen einzelner,
ausgewa¨hlter Gleichungen erlaubt jedoch numerische Lo¨sungen zu erhalten. Die
Lo¨sungen der gluonischen SKG zeigen konsistent, dass zwar die Bedingungen
an Mandelstam-symmetrische Γ4-Vertex-Parameter erfu¨llbar sind, jedoch die
vollsta¨ndige Symmetrie der Γ3-Parameter weitaus schlechter realisiert werden
kann. Dies ist ein Hinweis darauf, dass der Ansatz fu¨r den Γ3-Vertex zu stark
eingeschra¨nkt gewa¨hlt war.
Die Einbeziehung von Fermionen kann dieses Bild nicht verbessern. Es ge-
lingt wiederum nicht, numerische Lo¨sungen fu¨r die von uns betrachteten SKG-
Systeme zu ﬁnden. Die Fermionen sind also nicht geeignet, die Probleme der
rein gluonischen Theorie zu beheben. Daru¨ber hinaus muss man feststellen,
dass es besonders schwer ist, physikalisch sinnvolle Fermion-Propagatoren zu
erhalten. Neben der Tendenz der SKG, tachyonische Zusta¨nde zu bevorzugen,
macht auch das gewu¨nschte und physikalisch sinnvolle starke Conﬁnement der
Fermionen Probleme. Schon bei zwei Fermionen bildet in der Regel mindestens
eines lediglich schwaches Conﬁnement aus. Auch dies kann man als starken
Hinweis darauf werten, dass der betrachtete Ansatz die physikalische Situation
nicht hinreichend gut beschreibt.
Ein weiteres wesentliches Problem bei der Identiﬁkation der den physikali-
schen Randbedingungen genu¨genden Lo¨sungen sind die Osterwalder-Schrader-
Bedingungen. Wie in Kapitel 9 festgestellt, sind die Ansa¨tze fu¨r die Fermion-
Propagatoren und damit auch die fu¨r die Γ¯3-Vertizes nicht so formuliert, dass
eine einfache U¨berpru¨fbarkeit der OSB gewa¨hrleistet ist.
Da die Gu¨ltigkeit der OSB fu¨r die Beschreibung physikalischer Zusta¨nde
in der euklidischen Formulierung der QCD notwendig ist, sind an dieser Stel-
le weitere Untersuchungen von No¨ten. Insbesondere ist zu untersuchen, welche
Einschra¨nkungen aus den OSB fu¨r die Wechselwirkungsvertizes folgen. Eine
Mo¨glichkeit wa¨re an dieser Stelle, dass die Vertizes u¨ber den ganzen Impulsbe-
reich das gleiche Vorzeichen wie ihre perturbativen Grenzwerte haben mu¨ssen.
Fu¨r diesen Fall sind von den in Anhang C vorgestellten Lo¨sungen einige als
unphysikalisch zu identiﬁzieren. Die aus den OSB folgenden Einschra¨nkungen
sollten dann zu einer Neuformulierung der Ansa¨tze genutzt werden.
Zur Einbeziehung der OSB ist insbesondere eine Modiﬁkation der fermio-
nischen Vertizes no¨tig. Nach den Erfahrungen dieser Arbeit sollte man den
Ansatz fu¨r den Fermion-Propagator dahingehend modiﬁzieren, dass er neben
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der perturbativen Struktur 1/p+mf mit einer skalaren Funktion in p
2 erweitert
wird. Damit gelangen wir zum folgenden modiﬁzierten Ansatz fu¨r den Fermion-
Propagator.
Sr,f ;modi,j (p) = δij
1
/p+mf
r∏
s=0
(p2 + κ
(f)
r,sΛ2)
r∏
s=0
(p2 + κ¯
(f)
r,sΛ2)
(10.1)
Es bleibt zu kla¨ren, ob die matrixwertige Polstelle auf ihrem perturbativen Wert
bleibt oder ob auch hier nicht-perturbative Korrekturen vorgenommen werden
mu¨ssen. Außerdem muss fu¨r eine selbstkonsistente Formulierung ein entspre-
chend modiﬁzierter Ansatz fu¨r den Fermion-Gluon-Vertex gefunden werden.
Eine weitere wesentliche Modiﬁkation betriﬀt den Γ3-Vertex. Wir haben,
wie oben erwa¨hnt, fu¨r das rein gluonische System starke Indizien zusammen-
getragen, dass sich schon dort die erweiterten Ansa¨tze nicht selbstkonsistent
reproduzieren. Wie in Kapitel 8 gezeigt, mu¨ssen die Parameter des in dieser
Arbeit betrachteten Ansatzes fu¨r den Γ3-Vertex vollsta¨ndig symmetrisch sein,
um die DSG erfu¨llen zu ko¨nnen. Die starke Verletzung der daraus erhaltenen
Nebenbedingung in den numerischen Ergebnissen ist ein Hinweis darauf, dass
der Ansatz fu¨r den Γ3-Vertex erweitert werden sollte. Da alternative Lorentz-
Tensoren im transversalen Sektor nicht zur Verfu¨gung stehen,1 muss man eine
alternative Farbstruktur wa¨hlen. Die Darstellungtheorie der SU(3) legt dazu
die symmetrischen dabc-Tensoren nahe. Dann erweitert sich der Ansatz fu¨r den
Γ3-Vertex in der folgenden Weise
Γ3 = ifa1a2a3Π
−1
3
∑
k1k2k3
((p1)
2)k1((p2)
2)k2((p3)
2)k3Λ6r−2
P
ki
[
Crk1k2;k3δ
µ1µ2(p1 − p2)µ3 + Crk2k3;k1δµ2µ3(p2 − p3)µ1
+Crk3k1;k2δ
µ3µ1(p3 − p1)µ2
]
+da1a2a3Π
−1
3
∑
k1k2k3
((p1)
2)k1((p2)
2)k2((p3)
2)k3Λ6r−2
P
ki
[
Brk1k2;k3δ
µ1µ2(p1 − p2)µ3 +Brk2k3;k1δµ2µ3(p2 − p3)µ1
+Brk3k1;k2δ
µ3µ1(p3 − p1)µ2
]
(10.2)
Dabei sind die neuen Parameter Brab;c partiell antisymmetrisch.
Brab;c = −Brba;c (10.3)
Dies ist zugleich die einzige Mo¨glichkeit, ohne divergenzerho¨hende Tensorstruk-
turen einen erweiterten Ansatz im transversalen Sektor zu formulieren. Wegen
der partiellen Antisymmetrie der Brab;c verschwinden viele davon abha¨ngige di-
vergente Anteile identisch, wie mit Beispielrechnungen in Anhang B.6 bewiesen
1In [DKS 99] wird zusa¨tzlich auch die Tensorstruktur (p1 − p2)
µ3(p2 − p3)
µ1(p3 − p1)
µ2
betrachtet. Diese erho¨ht jedoch in Schleifenintegralen nach einer PBZ den Divergenzgrad und
kann daher ausgeschlossen werden.
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wird. Daher kann der erweiterte Ansatz fu¨r den Γ3-Vertex sinnvoll nur mit
einem Ansatz fu¨r den Γ4-Vertex betrachtet werden, der ebenfalls partiell anti-
symmetrische Parameter zula¨sst.
Fu¨r weitere Untersuchungen u¨ber den nicht-perturbativ erweiterten Ansatz
bieten sich in der QCD mehrere Problemstellungen an. Als erste ist hier die
Untersuchung der OSB fu¨r das gekoppelte System der Green’schen Funktionen
zu nennen. Hieraus wa¨ren dann Bedingungen fu¨r die erweiterten Ansa¨tze ab-
zuleiten, die die Identiﬁkation physikalischer Lo¨sungen des SKG-Systems erlau-
ben. In diesem Zusammenhang sollte auch der modiﬁzierte Fermion-Propagator
(10.1) betrachtet werden. Dieser ko¨nnte eine einfachere Untersuchung der OSB
auch im fermionischen Sektor zulassen. Eine weitere wichtige Fragestellung ist,
welche Konsequenzen die Erweiterung des 3-Gluon-Vertex und die Einbeziehung
von partiell antisymmetrischen Termen fu¨r den 4-Gluon-Vertex haben und ob
so physikalische Lo¨sungen fu¨r die SKG bei Approximationsgrad r = 1 erhalten
werden ko¨nnen. Zuletzt ist die Bestimmung der Bindungspole von Green’schen
Funktionen wie z.B. des 4-Fermion-Vertex zu nennen. Hier wa¨re zu u¨berpru¨fen,
ob mit den Modiﬁkationen des erweiterten Ansatzes und den selbstkonsistent
bestimmten Parameterwerten Vorhersagen fu¨r die Massen von z.B. leichten Me-
sonen wie ρ, π0 und π± gemacht werden ko¨nnen, die mit den empirischen Daten
u¨bereinstimmen .
Anhang A
Mathematischer Anhang
A.1 Variablenzahl
Fu¨r die Programmierung ist die Zahl der unabha¨ngigen Variablen, die sich aus
den Parametern des erweiterten Ansatzes ergibt, von großem Interesse. Zudem
kann man aus den vorgestellten Formeln unmittelbar eine Parametrisierung
ablesen.
Fu¨r die Propagator-Parameter ist unmittelbar klar, dass sich jeweils
np = 2r + 1 (A.1)
Variablen ergeben. (Bei Nf Fermionen sind das also insgesamt (Nf +1)(2r+1)
Parameter aus den Propagatoren.) Dazu kommt noch je ein multiplikativer
Faktor fu¨r den Gluon- und Geist-Propagator.
Die Γ3-Vertexparameter sind in den vorderen beiden Indizes symmetrisch,
daher gibt es insgesamt
n3 =
1
2
(r + 1)2(r + 2) (A.2)
Parameter. Da die Parameter des Γ¯3-Vertex die gleiche Art der Symmetrie
aufweisen (die Parameter sind in den hinteren beiden Indizes symmetrisch), gilt
dieses Ergebnis auch fu¨r sie. Setzte man vollsta¨ndig symmetrische Parameter
fu¨r den Γ3-Vertex an – was als ein Ergebnis dieser Arbeit aus den SKG folgt –,
erha¨lt man mit Standardformeln der Kombinatorik
n′3 =
(
r + 3
3
)
=
1
6
(r + 1)(r + 2)(r + 3) (A.3)
Fu¨r die Mandelstam-symmetrischen Parameter des Γ4-Vertex gelten die fol-
genden Beziehungen.
Xab;cd = Xba;cd = Xab;dc = Xcd;ab (A.4)
Damit ergibt sich fu¨r die Zahl der Parameter das folgende.
n4 =
r∑
i=0
i∑
j=0
[
i−1∑
k=0
k∑
l=0
(1) +
j∑
l=0
(1)]
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=
r∑
i=0
i∑
j=0
(
1
2
i(i+ 1) + j + 1)
=
r∑
i=0
1
2
(i+ 1)[i(i + 1) + i+ 2]
=
r+1∑
s=1
1
2
s(s2 + 1)
=
1
8
(r + 1)(r + 2)[(r + 1)(r + 2) + 2] (A.5)
Fu¨r vollsta¨ndig symmetrische Parameter folgt das Ergebnis aus der gleichen
Standardformel wie in (A.3).
n′4 =
(
r + 4
4
)
=
1
24
(r + 1)(r + 2)(r + 3)(r + 4) (A.6)
A.1.1 Potenzsummen
n∑
k=1
k =
1
2
n(n+ 1) (A.7)
n∑
k=1
k2 =
1
6
n(n+ 1)(2n + 1) (A.8)
n∑
k=1
k3 =
1
4
n2(n+ 1)2 (A.9)
n∑
k=1
k4 =
1
30
n(n+ 1)(2n + 1)(3n2 + 3n− 1) (A.10)
A.2 Clifford-Algebra im Euklidischen
{γa, γb} = −2δab · 1 (A.11)
γxγx = −D · 1 (A.12)
γxγaγx = (D − 2)γa (A.13)
γxγaγbγx = −(D − 4)γaγb + 4δab · 1 (A.14)
γxγaγbγcγx = (D − 4)γaγbγc + 2γcγbγa (A.15)
tr{1} = 4 (A.16)
tr{γaγb} = −4δab (A.17)
tr{γaγb} = −4δab (A.18)
tr{γaγbγcγd} = 4(δabδcd − δacδbd + δadδbc) (A.19)
A.3. DIE SU(3) 151
A.3 Die SU(3)
Wir geben im folgenden die fu¨r diese Arbeit wesentlichen Ergebnisse aus der
Darstellungstheorie der SU(3) [PT 80, LP 96b, Dri 97] an.
A.3.1 Adjungierte Darstellung
Fu¨r die adjungierte Darstellung der SU(3) sind die folgenden Formeln wichtig
[PT 80, LP 96b, Dri 97]. Zusammen mit mit Deﬁnitionen aus Abschnitt A.3.2
geben sie alle in dieser Arbeit beno¨tigten Ergebnisse der Darstellungstheorie
wieder.
(T a)bc := −ifabc (A.20)
dabc = dacb (A.21)
dabb = 0 (A.22)
dab,cd := dabndcdn (A.23)
S(4) = 3{dab,cd + dac,bd + dad,bc} (A.24)
faxydbxy = 0 (A.25)
0 = fabndcdn + fcbndadn + fdbndacn (A.26)[
T a, T b
]
= ifabcT
c (A.27)
{T a, T b} = 1
NC
δab + d
abcT c (A.28)
T aijT
b
jk =
1
2NC
δabδik +
1
2
dabcT cik +
i
2
fabcT
c
ik (A.29)
Tr(T a) = 0 (A.30)
Tr(T aT b) =
1
2
δab (A.31)
Tr(T aT bT c) =
1
4
dabc +
i
4
fabc (A.32)
Tr(T aT bT cT d) =
1
4NC
δabδcd +
1
8
(dab,cd − fab,cd)
+
i
8
(dabxfcdx + fabxdcdx) (A.33)
=
3
4
S(4) +
NC
6
C(5) +
NC
3
C(6) (A.34)
T aijT
a
jk =
N2C − 1
2NC
δik (A.35)
T aijT
b
jkfabc = i
NC
2
T cik (A.36)
A.3.2 Fundamentale Darstellung
Fu¨r die Gell-Mann-Matrizen ta gilt
ta =
1
2
λa , (A.37)
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wobei die λa die Generatoren der SU(3) sind und die folgende Kommutatorre-
lation die Strukturkonstanten der SU(3) deﬁniert.
[ta, tb] = ifabct
c (A.38)
fabc = −facb (A.39)
faab = 0 (A.40)
faxyfbxy = NCδab (A.41)
faxyfbyzfczx =
NC
2
fabc (A.42)
fab,cd := fabnfcdn (A.43)
dab,cd := dabndcdn (A.44)
C
(1)
abcd := δ
abδcd (A.45)
C
(2)
abcd := δ
acδbd (A.46)
C
(3)
abcd := δ
adδbc (A.47)
C
(4)
abcd := fab,cd (A.48)
C
(5)
abcd := fac,db (A.49)
C
(6)
abcd := fad,bc (A.50)
S
(4)
abcd := C
(1) + C(2) +C(3) (A.51)
fam,bnfcn,dm =
3
4
S(4) +
NC
6
C(5) +
NC
3
C(6) (A.52)
C(i−j) = C(i) − C(j) (A.53)
0 = C(4) + C(5) +C(6) (A.54)
fab,cd =
2
3
(C(2) − C(3)) + dac,bd − dbc,ad (A.55)
dax,bx =
5
3
δab (A.56)
daxyfbyzfczx =
3
2
dabc (A.57)
daxydbyzfczx = −5
6
fabc (A.58)
daxydbyzdczx = −1
2
dabc (A.59)
(A.60)
Multiplikationstabelle I
In Tabelle A.1 geben wir die Ergebnisse fu¨r die Kontraktionen der Farbtensoren
in der Γ4-BSG an. Analoge Tabellen ﬁnden sich auch bei [Dri 93, Sch 03].
A
.3.
D
IE
S
U
(3)
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C
(i)
abyxC
(j)
xycd C
(1) C(2) C(3) C(4) C(5) C(6) S(4) C(5−6)
C(1) 8C(1) C(1) C(1) 0 −3C(1) 3C(1) 10C(1) −6C(1)
C(2) C(1) C(2) C(3) −C(4) −C(6) −C(5) S(4) C(5−6)
C(3) C(1) C(3) C(2) C(4) C(5) C(6) S(4) C(5−6)
C(4) 0 −C(4) C(4) −3C(4) 32C(4) 32C(4) 0 0
C(5) −3C(1) −C(6) C(5) 32C(4)
3
4S
(4) − 34C(4)
−14C(5−6)
−34S(4)− 34C(4)
+14C
(5−6)
−3C(1)
+C(5−6)
3
2S
(4)
−12C(5−6)
C(6) 3C(1) −C(5) C(6) 32C(4)
−34S(4)− 34C(4)
+14C
(5−6)
3
4S
(4) − 34C(4)
−14C(5−6)
3C(1)
−C(5−6)
−32S(4)
+12C
(5−6)
S(4) 10C(1) S(4) S(4) 0 −3S(1)
+C(5−6)
3S(1)
−C(5−6)
10C(1)
+2S(4)
−6C(1)
+2C(5−6)
C(5−6) −6C(1) C(5−6) C(5−6) 0
3
2S
(4)
−12C(5−6)
−32S(4)
+12C
(5−6)
−6C(1)
+2C(5−6)
3S(4)
− C(5−6)
T
ab
elle
A
.1:
M
u
ltip
likation
stab
elle
I
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Multiplikationstabelle II
In Tabelle A.2 notieren wir die Kontraktionen der Farbtensoren, wie sie in der
Γ3-DSG vorkommen sowie die Kontraktion der Tensoren mit δxy.
C
(i)
abyxF
(j)
xy fxyc δxy
C(1) 0 8δab
C(2) −fabc δab
C(3) fabc δab
S(4) 0 10δab
C(4) −3fabc 0
C(5)
3
2fabc −NCδab
C(6)
3
2fabc NCδab
Tabelle A.2: Multiplikationstabelle II
Permutationen
In Tabelle A.3 sind die Permutationen der Farbtensoren unter ausgewa¨hlten
Vertauschungen, insbesondere denen im u- und t-Kanal notiert.
abcd cabd dacb bacd
C
(i)
abcd
C
(j)
abcd C
(k)
abcd C
(l)
abcd
C(1) C
(2) C(3) C(1)
C(2) C
(3) C(1) C(3)
C(3) C
(1) C(2) C(2)
C(4) C
(5) C(6) −C(4)
C(5) C
(6) C(4) −C(6)
C(6) C
(4) C(5) −C(5)
C(5−6) C(6−4) C(4−5) −C(5−6)
S(4) S
(4) S(4) S(4)
Tabelle A.3: Permutationen der Farbtensoren
Anhang B
Impulsintegrale
B.1 Tensorstrukturen
t12(q) := δ12 − q
(1)q(2)
q2
(B.1)
t1x(q − p)qx := t1x(q − p)px (B.2)
l12(q) :=
q(1)q(2)
q2
(B.3)
δ12,34 := δ12δ34 (B.4)
(Γ1)
1234 := δ12,34 (B.5)
(Γ2)
1234 := δ13,24 (B.6)
(Γ3)
1234 := δ14,23 (B.7)
(Γ4)
1234 := Γ3 − Γ2 (B.8)
(Γ5)
1234 := Γ1 − Γ3 (B.9)
(Γ6)
1234 := Γ2 − Γ1 (B.10)
(S4)
1234 := Γ1 + Γ2 + Γ3 (B.11)
0 = Γ4 + Γ5 + Γ6 (B.12)
B.2 Abku¨rzungen
Zur kompakten Notation der Ergebnisse in dieser Arbeit nutzen wir die folgen-
den Abku¨rzungen.
B.2.1 Kombinationen der Propagator-Parameter
Auf punktierten Linien entwickeln sich sogenannte Residuenfaktoren. Wir ku¨r-
zen sie mit ∆ ab. Sofern es sich um mit Λ skalierte Gleichungen handelt, wird
das hier noch auftauchende Λ entfernt.
∆r(u, t) :=
r+1∏
s=1
s6=t
Λ2(uˆr,s − uˆr,t)
r∏
s¯=1
Λ2(ur,s − uˆr,t), (B.13)
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∆r(κ(f), t) :=
r+1∏
s=1
s6=t
(κˆ(f)r,s − κˆ(f)r,t )
r∏
s¯=1
(κ(f)r,s − κˆ(f)r,t ). (B.14)
Wir nutzen die symmetrischen Funktionen.
σ1 :=
r∑
s=1
ur,s (B.15)
σ2 :=
r∑
i,j=1
i<j
ur,iur,j (B.16)
σn :=
r∑
i1,i2,...,in=1
i1<i2<...<in
ur,i1ur,i2 · · · ur,in (B.17)
ς1 :=
r+1∑
i=1
uˆr,i (B.18)
ςn :=
r+1∑
i1,...,in=1
i1<...<in
uˆr,i1 · · · uˆr,in (B.19)
πf1 :=
r∑
s=1
κfr,s (B.20)
πfn :=
r∑
i1,i2,...,in=1
i1<i2<...<in
κfr,i1 · · ·κ
f
r,in
(B.21)
̟f1 :=
r+1∑
i=1
κˆfr,i (B.22)
̟fn :=
r+1∑
i1,...,in=1
i1<...<in
κˆfr,i1 · · · κˆ
f
r,in
(B.23)
̺f1 := ̟
f
1 (B.24)
̺f2 :=
r+1∑
t1t2=1
t1≤t2
κˆft1 κˆ
f
t2 (B.25)
̺f3 :=
r+1∑
t1t2t3=1
t1≤t2≤t3
κˆft1 κˆ
f
t2 κˆ
f
t3 (B.26)
B.2.2 Σ-Parameter
Wir geben einen U¨berblick u¨ber die in dieser Arbeit verwendeten Σ-Faktoren.
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Γ3-Vertex
ΣrS(a, b, c) :=
r+1∑
t1t2t3=1
r∑
k1k2=0
r∑
l1l2=0
r∑
m1km2=0
[∆r(u, t1)∆
r(u, t2)∆
r(u, t3)]
−1
×(Λ2)9r−(a+b+c)Crk1k2;aCrl1l2;bCrm1m2;c
×(−uˆr,t1)k1+l2(−uˆr,t2)l1+m2(−uˆr,t3)m1+k2 (B.27)
Σ¯f,rS (a, b, c) :=
r+1∑
t1t2t3=1
r∑
n1n2n3=0
r∑
n′1n
′
2n
′
3=0
[∆r(κ(f), t1)∆
r(κ(f), t2)∆
r(κ(f), t3)]
−1
×C¯f,r
a;n1n′1
C¯f,r
b;n2n′2
C¯f,r
c;n3n′3
×(−κˆ(f)r,t1)n1+n
′
2(−κˆ(f)r,t2)n2+n
′
3(−κˆ(f)r,t3)n+n
′
1 (B.28)
Γ¯3-Vertex
Σf,rA (a; b, c) :=
r+1∑
t1t2t3=1
r∑
m1m2=0
r∑
n′1n2=0
r∑
k1k2=0
[∆r(κ(f), t1)∆
r(u, t2)∆
r(u, t3)]
−1
×(Λ2)2r−aCrk1k2;aC¯f,rm1;bn′1C¯
f,r
m2;n2c
×(−uˆr,t3)m1+k1(−uˆr,t2)m2+k2(−κˆ(f)r,t1)n
′
1+n2 (B.29)
Es ist oﬀensichtlich, dass ΣrS(a, b, c) und Σ¯
f,r
S (a, b, c) invariant unter allen Per-
mutationen von (a, b, c) sind, wohingegen Σf,rA (a, b, c) nur unter Vertauschung
von b und c invariant ist.
Γ4-Vertex
Unabha¨ngig vom Ansatz fu¨r den Γ4-Vertex sind die folgenden Σ-Parameter.
Σ4Γ(a, b, c, d)
:=
r+1∑
t1t2t3t4=1
r∑
k2k3l2l3m2m3n2n3=0
×(−uˆt1Λ
2)k2+l3(−uˆt2Λ2)l2+m3(−uˆt3Λ2)m2+n3(−uˆt4Λ2)n2+k3
∆(u, t1)∆(u, t2)∆(u, t3)∆(u, t4)
×C3,ra,k2k3C
3,r
b,l2l3
C3,rc,m2m3C
3,r
d,n2n3
(Λ2)6r−
P
ki+li+mi+ni (B.30)
Σ¯4Γ¯(a, b, c, d)
:=
∑
f
r+1∑
t1t2t3t4=1
r∑
k2k3l2l3m2m3n2n3=0
(−κˆt1Λ2)k2+l3(−κˆt2)l2+m3(−κˆt3)m2+n3(−κˆt4)n2+k3
∆(κ, t1)∆(κ, t2)∆(κ, t3)∆(κ, t4)
C¯f,ra,k2k3C¯
f,r
b,l2l3
C¯f,rc,m2m3C¯
f,r
d,n2n3
(Λ)6r−
P
ki+li+mi+ni (B.31)
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Die anderen Σ-Parameter ha¨ngen von Ansatz fu¨r Γ4 ab. Zuna¨chst deﬁnieren
wir die Σ-Parameter fu¨r vollsta¨ndig symmetrische Vertex-Parameter. Wir for-
mulieren hier fu¨r allgemeine Strukturen X und Y , X,Y = (T,D,E), X 6= Y .
ΣXX(a, b; c, d) :=
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
Xa,b,k3k4Xl1l2c,d(Λ
2)4r−
P
ki+li (B.32)
ΣsymXY (a, b; c, d)
:=
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
(Xa,b,k3k4Yl1l2c,d + Ya,b,k3k4Xl1l2c,d)(Λ
2)4r−
P
ki+li (B.33)
ΣXΓΓ(a, b; c, d)
:=
r+1∑
t1t2t3=1
r∑
k3k4l1l2m1m2=0
(−uˆt1Λ2)k3+m2(−uˆt2Λ2)k4+l1(−uˆt3Λ2)l2+m1
∆(u, t1)∆(u, t2)∆(u, t3)
Xa,b,k3k4C
3,r
m1m2,cC
3,r
l1l2,d
(Λ2)6r−
P
ki+li+mi (B.34)
Fu¨r den Ansatz mit Mandelstam-symmetrischen Parametern bleibt die Struk-
tur der entsprechenden Σ-Faktoren ungea¨ndert. Es mu¨ssen lediglich die Kanal-
Indizes i und j, (i, j = (s, t, u), i 6= j), passend verteilt werden.
ΣiiXX(a, b; c, d) :=
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
Xia,b,k3k4X
i
l1l2c,d(Λ
2)4r−
P
ki+li (B.35)
Σsym ijXX (a, b; c, d)
:=
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
(Xia,b,k3k4X
j
l1l2c,d
+Xja,b,k3k4X
i
l1l2c,d)(Λ
2)4r−
P
ki+li (B.36)
In der folgenden Gleichung darf auch i = j gesetzt werden.
Σsym ijsymXY (a, b; c, d)
:=
r+1∑
t1t2=1
r∑
k3k4l1l2=0
(−uˆt1Λ2)k3+l2(−uˆt2Λ2)k4+l1
∆(u, t1)∆(u, t2)
(Xia,b,k3k4Y
j
l1l2c,d
+ Y ja,b,k3k4X
i
l1l2c,d)(Λ
2)4r−
P
ki+li (B.37)
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ΣiXΓΓ(a, b; c, d)
:=
r+1∑
t1t2t3=1
r∑
k3k4l1l2m1m2=0
(−uˆt1Λ2)k3+m2(−uˆt2Λ2)k4+l1(−uˆt3Λ2)l2+m1
∆(u, t1)∆(u, t2)∆(u, t3)
Xia,b,k3k4C
3,r
m1m2,cC
3,r
l1l2,d
(Λ2)6r−
P
ki+li+mi (B.38)
und
ΣsymiXΓΓ (a, b; c, d) := Σ
i
XΓΓ(a, b; c, d) + Σ
i
XΓΓ(c, d; a, b) (B.39)
B.3 Integrationsformeln
B.3.1 Dimensionelle Regularisierung
D := 4− 2ǫ (B.40)
−dDq :=
dDq
(2π)D
(B.41)
Sofern bei divergenten Integralen ∼ verwendet wird, geschieht dies in dem Sinne,
dass nur die fu¨hrende Divergenz in ǫ berechnet wird.
I ∼ c
ǫn
:= I =
c
ǫn
+O
(
1
ǫn−1
)
(B.42)
Zur Auswertung der Impulsintegral wird die folgende Standardformel verwen-
det.∫
−dDq
(q2)m
(q2 +M2)n
=
1
(4π)D/2
Γ(D/2 +m)Γ(n−m−D/2)
Γ(D/2)Γ(n)
(M2)n−m−D/2
(B.43)
Ist f eine beliebige nichtsingula¨re Funktion in q2, gilt:∫
−dDq qµ1 · · · qµmf(q2) = 0 (B.44)
fu¨r m ungerade und∫
−dDq qµ1qµ2f(q2) =
δµ1µ2
D
∫
−dDq q2f(q2) (B.45)∫
−dDq qµ1qµ2qµ3qµ4f(q2) =
Sµ1µ2µ3µ44
D(D + 2)
∫
−dDq q2f(q2) (B.46)
fu¨r m gerade.
Wir nutzen die folgenden Entwicklungen der Γ-Funktion fu¨r kleine ǫ > 0
[Mut 87].
Γ(ǫ) =
1
ǫ
− γE +O(ǫ) (B.47)
Γ(−1 + ǫ) = −1
ǫ
+ γE +O(ǫ) (B.48)
mit der Euler-Konstante [BS+ 95]
γE ≈ 0.57722 (B.49)
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Feynmanparametrisierung
1
AαBβ
=
Γ(α+ β)
Γ(β)Γ(β)
∫ 1
0
dx
xα−1(1− x)β−1
(xA+ (1− x)B)α+β (B.50)
B.3.2 Symmetrische Schleifenintegrale
Durch ein symmetrische Wahl fu¨r die Parametrisierung der Schleifenintegra-
le gelingt eine wesentliche rechentechnische Erleichterung. Diese besteht darin,
dass die formal notwendige Verschiebung des Integrationsimpulses nach Ausin-
tegration der Parameterintegrale bei maximal linear divergenten Schleifeninte-
gralen keine Beitra¨ge liefert und so die schon vor der Verschiebung vorhandenen
Strukturen reproduziert werden. Bei quadratisch divergenten Integralen la¨sst
sich der Beitrag aus der Impulsverschiebung in einfacher Weise ausrechnen.
Eine 2-Vertizes-Schleife
Die symmetrische Parametrisierung lautet hier
~a = ~q − 1
2
~p , (B.51)
~b = ~q +
1
2
~p . (B.52)
Dies fu¨hrt auf das folgende Schleifenintegral.
I2 =
∫
−dD
f(q)
(a2 +M)n · (b2 +N)n (B.53)
=
1∫
0
dx
∫
−dDq
1
(xa2 + (1− x)b2 +N + x(M −N))2n
=
Γ(2n)
Γ(n)Γ(n)
1∫
0
dx
∫
−dDq
f(q)xn−1(1− x)n−1
(q2 + ~q · ~p(1− 2x) + 14p2 + M˜)2n
(B.54)
Die Impulsverschiebung ist also
~q → ~q′ = ~q − 1
2
~p(1− 2x) . (B.55)
Wir betrachten die interessanten Fa¨lle quadratischer, linearer und logarithmi-
scher Divergenz, also machen wir den folgenden Ansatz fu¨r f(q).
f(q) = c1(q
2)2n−1 + c2(q
2)2n−2~q · ~p+ c3(q2)2n−2 (B.56)
Weiterhin nutzen wie die folgende Abku¨rzung.
N˜ =
1
4
p2(1− (1− 2x)2) + M˜ (B.57)
=
1
4
p2(1− (1− 2x)2) + x(M −N) +N (B.58)
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Damit erhalten wir das folgende Ergebnis.
I2 =
Γ(2n)
Γ(n)Γ(n)
1∫
0
dx
∫
−dDq′
f(q′)xn−1(1− x)n−1
(q′2 + N˜)2n
∼ Γ(2n)
Γ(n)Γ(n)
1∫
0
dxxn−1(1− x)n−1
{
c3
∫
−dDq
q2n−2
(q2 + N˜)2n
+c2
∫
−dDq
(q2)2n−2~q · ~p− (q2)2n−2(12 (1− 2x)p2)
(q2 + N˜)2n
+c1
∫
−dDq
((q2)2n−1 − (q2)2n−2~q · ~p(12 (1− 2x) + (q2)2n−2(14(1− 2x)2p2)
(q2 + N˜)2n
}
∼ 1
(4π)2
Γ(2n)
Γ(n)Γ(n)
1∫
0
dxxn−1(1− x)n−1
{
c1
[− 2nN˜
ǫ
+
1
4ǫ
(1− 2x)2p2]+ c2[− 1
2ǫ
(1− 2x)p2]+ c3 1
ǫ
}
(B.59)
Es gilt:
Γ(2n)
Γ(n)Γ(n)
1∫
0
dxxn−1(1− x)n−1 = 1 (B.60)
1
2
Γ(2n)
Γ(n)Γ(n)
1∫
0
dxxn−1(1− x)n−1(1− 2x) = 0 (B.61)
Γ(2n)
Γ(n)Γ(n)
1∫
0
dxxn−1(1− x)n−1x = 1
2
(B.62)
1
4
Γ(2n)
Γ(n)Γ(n)
1∫
0
dxxn−1(1− x)n−1(1− 2x)2
=
1
4
Γ(2n)
Γ(n)Γ(n)
1
2∫
− 1
2
dx (
1
4
− x2)n−14x2
=
Γ(2n)
Γ(n)Γ(n)
n−1∑
i=0
(
n− 1
i
)
(−1)i
2i+ 3
1
4n
=: ζn (B.63)
n = 1 :
1
2∫
− 1
2
dxx2 =
1
12
= ζ1 (B.64)
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n = 2 : 6
1
2∫
− 1
2
dx (
1
4
− x2)x2 = 1
20
= ζ2 (B.65)
n = 3 : 30
1
2∫
− 1
2
dx (
1
4
− x2)2x2 = 1
28
= ζ3 (B.66)
Damit ﬁnden wir fu¨r den divergenten Anteil von I2 das folgende Ergebnis.
I2 ∼ 1
(4π)2ǫ
{
c1
[
− n(M +N)− np2
(1
2
− 2ζn
)
+ ζnp
2
]
+ c3
}
(B.67)
Eine 3-Vertizes-Schleife
Die symmetrische Parametrisierung lautet hier
~A = ~q +
1
3
(~p1 − ~p2) , (B.68)
~B = ~q +
1
3
(~p2 − ~p3) , (B.69)
~C = ~q +
1
3
(~p3 − ~p1) , (B.70)
0 = pσ1 + p
σ
2 + p
σ
3 . (B.71)
Dies fu¨hrt auf∫
−dDq
f(q)
(A2 +M1)n(B2 +M2)n(C2 +M3)n
(B.72)
=
Γ(3n)
Γ(n)3
1∫
0
dxdy
∫
−dDq
xn−1(1− x)n−1y2n−1(1− y)n−1f(q)
(y(xA2 + (1− x)B2) + (1− y)C2 +N)3n .
Die Impulsverschiebung ist
~q → ~q′ = ~q − 2
3
(~p3 − ~p1 − 3y~p3 − 3xy~p2) . (B.73)
Da bei diesem Schleifentypus u¨blicherweise nur linear divergente Integrale vor-
kommen, beschra¨nken wir uns hier auf diesen Fall und untersuchen lediglich den
aus der Impulsverschiebung stammenden Term des logarithmisch divergenten
Beitrags in der Parameterintegration. Die entsprechenden Integrale kann man
fu¨r n = 1 und n = 2 ausrechnen.
−2
3
1∫
0
dxdy y
[
~p3 − ~p1 − 3y~p3 − 3xy~p2
]
= −2
3
[1
2
(~p3 − ~p1)− ~p3 − 1
2
~p2
]
=
1
3
[
~p1 + ~p3 + ~p2
]
= 0 (B.74)
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und
−2
3
1∫
0
dxdy x(1− x)y3(1− y)[~p3 − ~p1 − 3y~p3 − 3xy~p2]
= −2
3
[ 1
120
(~p3 − ~p1)− 1
60
~p3 − 1
120
~p2
]
=
1
180
[
~p1 + ~p3 + ~p2
]
= 0 (B.75)
und ebenso fu¨r n = 3.
B.4 Integrationen fu¨r den Γ4-Vertex
Das folgende Integral ﬁndet Verwendung bei der Berechnung der logarithmisch
divergenten Diagramme fu¨r den Γ4-Vertex. Dabei wird wesentlich die verein-
fachte Berechnung der fu¨hrenden divergenten Terme dieser Diagramme ausge-
nutzt.
I(Γi,Γj) = (4π)
2ǫ
∫
−dDq
(Γi)
12yxtyy
′
(q)txx
′
(q)(Γj)
xy34
(q2 +M2)2
∣∣∣∣
ǫ=0
(B.76)
B.4.1 Integrationstabelle I
In Tabelle B.1 sind die fu¨r die Berechnung der Diagramme notwendigen Ergeb-
nisse notiert.
B.4.2 Permutationen
In Tabelle B.2 sind die Permutationen der Farbtensoren unter ausgewa¨hlten
Vertauschungen, insbesondere denen im u- und t-Kanal notiert.
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L
S
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G
R
A
L
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I(Γi,Γj) Γ1 Γ2 Γ3 Γ4 Γ5 Γ6 S4
4
q2
δxyq(3)q(4)
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3
4Γ1
3
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4Γ1 −94Γ1 92Γ1 3Γ1
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4Γ1
1
2Γ3 +
1
24S4
1
2Γ2 +
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4Γ1 − 12Γ6
− 124S4
-14Γ1− 12Γ5
+ 124S4
1
4Γ1 +
7
12S4 Γ1 − 16S4
Γ3
3
4Γ1
1
2Γ2 +
1
24S4
1
2Γ3 +
1
24S4
1
2Γ4
1
4Γ1 +
1
2Γ5
− 124S4
-14Γ1+
1
2Γ6
+ 124S4
1
4Γ1 +
7
12S4 Γ1 − 16S4
Γ4 0 −12Γ4 12Γ4 Γ4 −12Γ4 −12Γ4 0 0
Γ5
9
4Γ1
1
4Γ1 − 12Γ6
− 124S4
1
4Γ1 +
1
2Γ5
− 124S4
-12Γ4
2Γ1 − 12Γ5
+ 124S4
−2Γ1 −
1
2Γ6
− 124S4
17
4 Γ1 − 712S4 2Γ1 + 16S4
Γ6 −94Γ1
−14Γ1 −
1
2Γ5
+ 124S4
−14Γ1 +
1
2Γ6
+ 124S4
-12Γ4
−2Γ1 −
1
2Γ6
− 124S4
2Γ1 − 12Γ5
+ 124S4
−174 Γ1 + 712S4 −2Γ1 − 16S4
S4
9
2Γ1
1
4Γ1 +
7
12S4
1
4Γ1 +
7
12S4 0
17
4 Γ1 − 712S4 −174 Γ1 + 712S4 5Γ1 + 76S4 5Γ1 − 13S4
4
q2
δxyq(1)q(2) 3Γ1 Γ1 − 16S4 Γ1 − 16S4 0 2Γ1 + 16S4 −2Γ1 − 16S4 5Γ1 − 13S4 2S4
Γ5−6
9
2Γ1 2Γ1− 712S4 2Γ1− 712S4 0 52Γ1 + 712S4 −52Γ1 − 712S4 172 Γ1 − 76S4 4Γ1 + 13S4
T
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1234 3124 4132 2134
(Γi)
1234 (Γj)
1234 (Γk)
1234 (Γl)
1234
Γ1 Γ2 Γ3 Γ1
Γ2 Γ3 Γ1 Γ3
Γ3 Γ1 Γ2 Γ2
Γ4 Γ5 Γ6 −Γ4
Γ5 Γ6 Γ4 −Γ6
Γ6 Γ4 Γ5 −Γ5
Γ5−6 Γ6−4 Γ4−5 Γ5−6
S4 S4 S4 S4
Tabelle B.2: Permutationen der Lorentz-Tensoren
B.5 Integrationen fu¨r den Γ3-Vertex
B.5.1 Vollsta¨ndig symmetrische Γ3-Vertex-Parameter
Das folgende Integral tritt bei der Berechnung der tadpoleartigen Γ3Γ4-Schleife
in der DSG des Γ3-Vertex auf, wenn die Γ3-Vertex-Parameter vollsta¨ndig sym-
metrisch angesetzt sind.
F xy = (4π)2ǫ
∫
−dDq
tyy
′
(A)txx
′
(B)
(q2 +M2)2
(δµ3x
′
(p3 −B)y′
+δx
′y′(B +A)µ3 + δy
′µ3(−A− p3)x′)
∣∣∣∣
ǫ=0
=
5
4
(p
(y)
3 δxµ3 − p(x)3 δyµ3) (B.77)
Dies ist in symmetrischer Parametrisierung zu rechnen mit
p3 +B −A = 0. (B.78)
Die Ergebnisse fu¨r die Tensoren aus dem Γ4-Vertex ﬁnden sich in Tabelle B.3.
Zusa¨tzlich ﬁnden sich dort die Ergebnisse der Kontraktion Γ4 mit δ
xy statt F xy.
Bei umgekehrter Reihenfolge der Vertizes ist das folgende Integral zu ver-
wenden.
F yx = (4π)2ǫ
∫
−dDq
tyy
′
(A)txx
′
(B)
(q2 +M2)2
(δµ1y
′
(p1 +A)
x′
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Γ12yxi F
xy
j
5
4 (p
(y)
3 δ
x3 − p(x)3 δy3) δxy
Γ1 0 4δ
12
Γ2
5
4(p
(1)
3 δ
23 − p(2)3 δ13) δ12
Γ3
5
4(p
(2)
3 δ
13 − p(1)3 δ23) δ12
Γ4
5
2(p
(2)
3 δ
13 − p(1)3 δ23) 0
Γ5
5
4(p
(1)
3 δ
23 − p(2)3 δ13) 3δ12
Γ6
5
4(p
(1)δ23 − p(2)δ13) −3δ12
S4 0 6δ
12
Tabelle B.3: Integrationstabelle IIa
F yxi Γ
xy23
j Γ1 Γ2 Γ3
5
4(p
(x)
1 δ
y1 − p(y)1 δx1) 0 54(p
(2)
1 δ
31 − p(3)1 δ21) 54(p
(3)
1 δ
21 − p(2)1 δ31)
Tabelle B.4: Integrationstabelle IIb
+δy
′x′(−A−B)µ1 + δx′µ3(B − p1)y′)
∣∣∣∣
ǫ=0
=
5
4
(p
(x)
1 δyµ1 − p(y)1 δxµ1) (B.79)
Die entsprechenden Ergebnisse fu¨r die Kontraktion mit den Tensoren des Γ4-
Vertex sind in Tabelle B.4 notiert.
B.5.2 Partiell symmetrische Γ3-Vertex-Parameter
Bei dem partiell symmetrischen Ansatz fu¨r die Γ3-Vertex-Parameter muss das
folgende Integral betrachtet werden.
F yx = (4π)2ǫ
∫
−dDq
tyy
′
(A)txx
′
(B)
(q2 +M2)2
(δµ1y
′
(p1 +A)
x′Cmky;kx
+δy
′x′(−A−B)µ1Ckykx;m + δx
′µ1(B − p1)y′Ckxm;ky)
∣∣∣∣
ǫ=0
= p
(x)
1 δyµ1Cmky ;kx − p(y)1 δxµ1Ckxm;ky
+
1
12
Sµ1σxyp
(σ)
1 (Cmky ;kx −Ckxm;ky)
+
1
4
(p
(x)
1 δyµ1 − p(y)1 δxµ1)Ckykx;m (B.80)
Dies ist in symmetrischer Parametrisierung zu rechnen mit
p3 +B −A = 0. (B.81)
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Zudem ist an dieser Stelle eine weitere Beobachtung wichtig. Verschwindet in
den ΣΓX-Parametern der Term proportional zu Cmky ;kx − Ckxm;ky , la¨sst sich
eine vereinfachte Lo¨sung angeben.
F yx = (p
(x)
1 δ
yµ1 − p(y)1 δxµ1)(Cmky ;kx +
1
4
Ckykx;m) (B.82)
Und in der Tat darf man diese vereinfachte Darstellung verwenden, weil allge-
mein fu¨r Terme proportional zu Cmky ;kx − Ckxm;ky gilt:
r+1∑
t1t2=1
r∑
yxkl=0
(Cay;x − Cxa;y)f(t1)y+lf(t2)x+kXiklcd
=
r+1∑
t1t2=1
r∑
yx=0
y<x
ω(y, x)(f(t1)
x−y − f(t2)x−y)
r∑
kl=0
f(t1)
y+lf(t2)
y+kXiklcd
=
r∑
yx=0
y<x
ω(y, x)
r+1∑
t1t2=1
(f(t1)
x−y − f(t2)x−y)η(t1, t2)
=
r∑
yx=0
y<x
ω(y, x) · 0 = 0, (B.83)
da oﬀensichtlich η(t1, t2) = η(t2, t1).
B.6 Erweiterter Γ3-Vertex
Werden in den Σ-Parametern des erweiterten Γ3-Vertex die partiell antisymme-
trischen Parameter mit in den beiden relevanten Indizes symmetrischen Para-
metern kombiniert, kann man zeigen, dass ein Teil dieser Σ-Parameter identisch
verschwindet.
ΣBX ∼
r+1∑
t1t2=1
r∑
klxy=0
Ba;xyf(t1)
x+lf(t2)
y+kXkl;...
=
r∑
xy=0
x<y
r+1∑
t1t2=1
r∑
kl=0
(Ba;xyf(t1)
y−x +Ba;yxf(t2)
y−x)f(t1)
x+lf(t2)
x+kXkl;...
=
r∑
xy=0
x<y
ω(x, y)
r+1∑
t1t2=1
(f(t1)
y−x − f(t2)y−x)η(t1, t2) (B.84)
= 0 (B.85)
Außerdem kann noch die folgenden Kombination vorkommen.
r∑
xy=0
(Bx;ay +By;xa)
r+1∑
t1t2=1
r∑
kl=0
f(t1)
x+lf(t2)
y+kXkl;...
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=
r∑
xy=0
(Bx;ay +Bx;ya)
r+1∑
t1t2=1
r∑
kl=0
f(t1)
x+lf(t2)
y+kXkl;... (B.86)
= 0 (B.87)
Diese verschwindet fu¨r Xkl;... = Xlk;... ebenfalls. Kombiniert man dies mit den
Ergebnissen der bisherigen Rechnungen zum Γ3-Vertex, sieht man, dass die
meisten Kombinationen partiell antisymmetrischer Parameter mit symmetri-
schen Parametern keine Beitra¨ge zu den DSG liefern werden. Daraus kann man
insbesondere folgern, dass eine Betrachtung der zusa¨tzlichen Γ3-Struktur nur
sinnvoll geschehen kann, wenn auch partiell antisymmetrische Terme im Γ4-
Ansatz beru¨cksichtigt werden.
Anhang C
Erga¨nzungen zu numerischen
Lo¨sungen
C.1 Λ-skalierte Strom-Massen
Flavour skalierte Masse
mˆu 0.012
mˆd 0.024
mˆs 0.52
Tabelle C.1: Strom-Massen fu¨r leichte Quarks
Flavour skalierte Masse
mˆu 0.01
mˆd 0.02
mˆs 0.4
mˆc 4.0
Tabelle C.2: Strom-Massen mit c-Quark
Flavour skalierte Masse
mˆu 0.0143
mˆd 0.0286
mˆs 0.571
mˆc 5.71
mˆb 20.2
mˆt 833.0
Tabelle C.3: Strom-Massen ab b-Quark
Wir verzichten hier auf die Angabe von Unsicherheits-Intervallen. Wegen der
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nichtlinearen Natur der SKG mu¨sste man die Auswirkungen von A¨nderungen
an mˆf jeweils gesondert u¨berpru¨fen.
C.2 Transformationen fu¨r skalenfreie SKG
In der rein gluonischen Theorie oder bei chiralen Fermionen sind die SKG ska-
lenfrei. Dies bedeutet eine zusa¨tzliche Freiheit in der Wahl der Parameter. Es
ist daher zweckma¨ßig, in diesen Fa¨llen einen der Parameter auf den Wert 1 zu
setzen. Wir wa¨hlen dafu¨r jeweils ℜ(u1,1). Damit erfu¨llt die Nullstelle des Gluon-
Propagators in diesen Fa¨llen immer die physikalischen Randbedingungen. Wir
notieren in Tabelle C.4 die Transformation der Parameter. Dabei fu¨hren wir
keine neue Notation fu¨r die transformierten Gro¨ßen ein, weil die Unterschei-
dung zwischen den beiden Fa¨llen in dieser Arbeit stets aus dem Kontext klar
wird.
Parameter Transformation
ℜ(ur,1) 1
ur,s
ur,s
ℜ(ur,1)
fu¨r s > 1
uˆ1,1)
uˆr,s)
ℜ(ur,1)
Crk1k2;k3
Cr
k1k2;k3
(ℜ(ur,1))k1+k2+k3
Xk1k2;k3k4
Xk1k2;k3k4
(ℜ(ur,1))k1+k2+k3+k4
κ
(f)
r,s
κ
(f)
r,s√
ℜ(ur,1)
κˆfr,s
κˆfr,s√
ℜ(ur,1)
C¯f,rm,n1n2
C¯f,rm,n1n2
(ℜ(ur,1))m
√
ℜ(ur,1)
n1+n2
Tabelle C.4: Transformation der Parameter fu¨r skalenfreie SKG
C.3 Bewertungsschema fu¨r numerische Lo¨sungen
Bei der numerischen Suche nach Lo¨sungen werden in der Regel nur NV der
SKG verwendet. Mit den Ausfu¨hrungen aus Abschnitt 9.5 beno¨tigt man daher
jenseits des Minimierungsfehlers χ ein System zur Bewertung der numerischen
(Pseudo-) Lo¨sungen. Wir deﬁnieren dazu eine Reihe von Nebenbedingungen,
Ξi fu¨r gluonische Parameter bzw. Ξ
f
i fu¨r fermionische Parameter.
Ξ1 = S
K
3 (0) (C.1)
Ξ2 = S
K
3 (r) (C.2)
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Ξ3 = S
K
2 (C.3)
Ξ4 = S2(0) (C.4)
Ξ5 = S2(r) (C.5)
Ξ6 = 1 + 100 · |Ω3(r; r, r − 1)− Ω3(r − 1, r, r)| (C.6)
Ξ7 = 1 + 100 · |Ωm4E(r, r − 1, r, r) − Ωm4E(r − 1, r, r, r)| (C.7)
Ξ8 = 1 + 100 · |Ωm4A(r, r − 1, r, r) + Ωm4E(r − 1, r, r, r)| (C.8)
Ξ9 = 1 + |1− b| (C.9)
Ξ10 = 1 + |1− b˜| (C.10)
Ξ11 = 1 + |1− Crrr;r| (C.11)
Ξ12 = 1 + |1− Trr;rr| (C.12)
Ξ′13 = 1 + 100 · |C111;0 − C101;1| (C.13)
Die letzten vier Bedingungen erkla¨ren sich dadurch, dass wir Lo¨sungen be-
vorzugen, die den strikten perturbativen Limes (siehe Kapitel 2) anna¨hern.
Mit Ξ4 und Ξ5 gehen hier zusa¨tzlich Bedingungen aus der SKG des Gluon-
Propagators ein. Ziel ist, besonders gut an die DSG des Gluon-Propagators
angepasste Lo¨sungen besser zu bewerten. Fu¨r die Forderung nach maximalem
Conﬁnement kommt dazu noch der Term ΞC , der Lo¨sungen aussortieren hilft,
bei denen der Imagina¨rteil von uˆr,s sehr klein ist.
Sobald man Fermionen betrachtet, kommen dazu noch die Nebenbedingun-
gen aus dem fermionischen Sektor. Auch hier u¨berpru¨fen wir wieder – um be-
sonders an die DSG des Fermion-Propagators angepasste Lo¨sungen zu erhalten
– zwei exemplarische Gleichungen aus dessen SKG.
Ξ¯f1 = S¯
f,K
3 (0) (C.14)
Ξ¯f2 = S¯
f,K
3 (r) (C.15)
Ξ¯f3 = S¯
f,K
2 (C.16)
Ξ¯f4 = S¯
f
2 (0) (C.17)
Ξ¯f5 = S¯
f
2 (r) (C.18)
Ξ¯f6 = N
f,K
3 (0) (C.19)
Ξ¯f7 = N
f,K
3 (r) (C.20)
Ξ¯f8 = 1 + |1− C¯f,rrr;r| (C.21)
(C.22)
Wir bestimmen damit dann die Kennzahl ζP fu¨r jeden Parametersatz mit
der folgenden Formel.
ζP =
12∑
n=0
log10(Ξn) + log10(ΞC) +
nf∑
f=1
kmax∑
n=0
log10(Ξ¯
f
n)
+4 · log10(χ) (C.23)
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Hierbei ist der Minimierungsfehler χ besonders stark gewichtet, um so seine
besondere Bedeutung bei der Ermittlung der numerischen Lo¨sungen und die
besondere Gewichtung der SKG aus den DSG und BSG abzubilden.
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C.4 Parametersa¨tze
C.4.1 Rein gluonische Theorie
Ohne Geist-Schleife
Parameter Wert Parameter Wert
b 1.458653 D00;00 -2.154732·10−2
ℜ(u1,1) 0.4709820 D10;00 -5.939041·10−2
uˆ1,1 (6.481604·10−2 , 0.3981536) D11;00 2.851029·10−3
b˜ 0.9296052 D10;01 -4.370898·10−2
C00;0 -0.5749366 D11;01 8.752355·10−2
C00;1 -0.1484305 E00;00 0.1212799
C10;0 -0.2114374 E10;00 -4.325328·10−2
C11;0 1.773678 E11;00 -0.5766192
C10;1 1.769279 E10;01 8.357253·10−2
C11;1 0.8713625 E11;01 0.3524685
T00;00 -5.969437·10−2 χ 2.173·10−2
T10;00 2.378296·10−2 ζP -31.51
T11;00 6.902260·10−2 Ξ1 -4.134·10−2
T10;10 8.623752·10−2 Ξ2 0.7790028
T11;01 0.3727467 Ξ3 -0.2221
T11;11 0.7431978 Ξ6 27.42
Ξ7 1.002
Ξ8 1.003
Tabelle C.5: Numerische Lo¨sung fu¨r r = 1 und Nf = 0, ohne Geist-Schleife
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Parameter Wert Parameter Wert
b 1.437116 D00;00 1.061427
ℜ(u1,1) 1.0 D10;00 0.9390718
uˆ1,1 (0.1837981, 0.9596855) D11;00 0.8691458
b˜ 1.071743 D10;01 -6.142000
C00;0 -6.024788 D11;01 18.50552
C00;1 -2.285497 E00;00 0.7135424
C10;0 -2.285497 E10;00 -0.5524056
C11;0 3.725636 E11;00 2.934383
C10;1 3.725636 E10;01 3.034508
C11;1 0.6309506 E11;01 -6.796741
T00;00 1.315516 χ 2.353214·10−16
T10;00 -0.3200810 ζP -154.2
T11;00 0.3282300 Ξ1 -0.4025203
T10;10 1.185735 Ξ2 1.089880
T11;01 -1.273014 Ξ3 1.169815·10−2
T11;11 4.107178 Ξ4 0.3458647
Ξ6 138.7508
Ξ7 2.467878 Ξ8 4.955902
Tabelle C.6: Numerische Lo¨sung fu¨r r = 1 und Nf = 0, berechnet ohne S2(0).
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Parameter Wert Parameter Wert
b 1.231239 D00;00 0.6474155
ℜ(u1,1) 1.0 D10;00 -0.3499309
uˆ1,1 (9.239685·10−2 , 0.5827784 ) D11;00 0.1283736
b˜ 1.045672 D10;01 0.6529875
C00;0 -0.3677721 D11;01 -0.1788037
C00;1 -4.075380·10−2 E00;00 -0.2044354
C10;0 -4.075380·10−2 E10;00 0.1971431
C11;0 3.933481·10−3 E11;00 -3.811153·10−2
C10;1 2.372001 E10;01 0.3437441
C11;1 1.015082 E11;01 0.1006127
T00;00 0.6352899 χ 4.781·10−18
T10;00 0.6925588 ζP -181.2
T11;00 0.7585279 Ξ1 -0.7651
T10;10 0.7308674 Ξ3 -2.607
T11;01 0.7413454 Ξ5 -1.251·10−7
T11;11 0.7241628e Ξ
′
13 237.8
Ξ6 21.81
Ξ7 1.025
Tabelle C.7: Numerische Lo¨sung fu¨r r = 1 und Nf = 0, Geist-Schleifen pertur-
bativ, C111;0 6= C101;1
176 ANHANG C. ERGA¨NZUNGEN ZU NUMERISCHEN LO¨SUNGEN
Mit Geist-Schleife
Parameter Wert Parameter Wert
b 1.337674 D00;00 7.882593·10−3
ℜ(u1,1) 0.5677323 D10;00 7.120270·10−3
uˆ1,1 (0.1378170, 0.5938486 ) D11;00 1.441842·10−2
b˜ 1.061614 D10;01 2.674163·10−2
C00;0 -1.008752 D11;01 7.324296·10−2
C00;1 -0.3576470 E00;00 3.910559·10−2
C10;0 -0.4032281 E10;00 1.166079·10−2
C11;0 1.877719 E11;00 1.397900·10−3
C10;1 1.929849 E10;01 -1.319368·10−3
C11;1 0.9399603 E11;01 4.590266·10−2
T00;00 1.161555·10−2 χ 1.692·10−2
T10;00 0.1656320 ζp -36.51
T11;00 0.2127592 Ξ1 -2.501·10−5
T10;10 0.2177747 Ξ2 0.8669
T11;01 0.4153831 Ξ3 0.3057
T11;11 0.7370246 Ξ6 45.77
Ξ7 1.684
Ξ5 3.877·10−2 Ξ8 1.338
Tabelle C.8: Numerische Lo¨sung fu¨r r = 1 und Nf = 0, mit Geist-Schleifen
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Parameter Wert Parameter Wert
b 1.221626 D00;00 0.2604543
ℜ(u1,1) 1.0 D10;00 1.610695·10−2
uˆ1,1 (0.1048387, 0.5833589 ) D11;00 8.002259·10−2
b˜ 1.044195 D10;01 0.1717764
C00;0 -0.4126905 D11;01 -3.652401·10−2
C00;1 -4.045645·10−2 E00;00 7.728340·10−2
C10;0 -4.045645·10−2 E10;00 0.1455289
C11;0 8.688523·10−2 E11;00 9.707027·10−2
C10;1 2.379583 E10;01 1.235066
C11;1 1.029643 E11;01 -1.266093
T00;00 0.8165166 χ 6.160738·10−18
T10;00 0.6512880 ζP -179.3
T11;00 0.6902173 Ξ1 -0.7232
T10;10 0.7453249 Ξ2 1.002
T11;01 0.6552262 Ξ3 -2.451
T11;11 0.7480135 Ξ
′
13 230.3
Ξ6 24.12
Ξ7 1.015
Tabelle C.9: Numerische Lo¨sung fu¨r r = 1 und Nf = 0, mit Geist-Schleifen,
C111;0 6= C101;1
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C.4.2 Zwei Fermionen
Parameter Wert Parameter Wert
b 1.387260 T00;00 2.265236·10−4
ℜ(u1,1) 6.960854·10−2 T10;00 -8.444960·10−4
uˆ1,1 (5.362237·10−3 , 0.1049411) T11;00 6.592655·10−3
b˜ 1.077686 T10;10 -7.948074·10−3
ℜ(κf=u1,1 ) 0.4500362 T11;01 3.805970·10−2
κˆf=u1,1 (0.2391376, 9.007098·10−3) T11;11 0.8043992
ℜ(κf=d1,1 ) 0.3775897 D00;00 -4.053941·10−4
κˆf=d1,1 (0.4128999, 0.1953736) D10;00 -1.717685·10−3
C00;0 1.726555·10−3 D11;00 7.244433·10−3
C00;1 -1.772785·10−2 D10;01 5.130162·10−4
C10;0 -1.813734·10−2 D11;01 4.402626·10−2
C11;0 9.124362·10−2 E00;00 3.453427·10−4
C10;1 9.008693·10−2 E10;00 6.221645·10−4
C11;1 1.851390 E11;00 5.904457·10−3
C¯f=u0;00 2.453282·10−2 E10;01 -2.904073·10−3
C¯f=u0;01 4.743378·10−2 E11;01 5.847458·10−2
C¯f=u0;11 8.813084·10−2
C¯f=u1;00 0.4438828 χ 1.374·10−3
C¯f=u1;01 0.9818207 ζp -43.28
C¯f=u1;11 2.123375
C¯f=d0;00 -0.1512512
C¯f=d0;01 -0.2266342
C¯f=d0;11 -0.3300068
C¯f=d1;00 1.296591
C¯f=d1;01 2.395136
C¯f=d1;11 4.658441
Tabelle C.10: Numerische Lo¨sung fu¨r r = 1 und Nf = 2, Geist-Schleifen per-
turbativ, massive Fermionen
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Parameter Wert Parameter Wert
b 1.339910 T00;00 -1.758336·10−2
ℜ(u1,1) 0.1450104 T10;00 -5.330716·10−3
uˆ1,1 (2.469248·10−2 , 0.2481525) T11;00 9.874980·10−3
b˜ 1.070485 T10;10 1.039002·10−2
ℜ(κf=u1,1 ) 0.1574736 T11;01 0.1064558
κˆf=u1,1 (8.659818·10−2 , 1.035822·10−2) T11;11 0.8050438
ℜ(κf=d1,1 ) 0.1449813 D00;00 2.697496·10−3
κˆf=d1,1 (8.431480·10−2 , 5.475873·10−2) D10;00 5.271706·10−3
C00;0 -8.065879·10−2 D11;00 6.719000·10−3
C00;1 -0.1249672 D10;01 3.549319·10−3
C10;0 -0.1270091 D11;01 2.954399·10−2
C11;0 0.4182377 E00;00 2.521776·10−2
C10;1 0.4176892 E10;00 3.480055·10−2
C11;1 1.283301 E11;00 -4.417395·10−2
C¯f=u0;00 -1.560174·10−5 E10;01 4.508214·10−2
C¯f=u0;01 -3.600838·10−3 E11;01 -4.463196·10−2
C¯f=u0;11 -2.508773·10−2
C¯f=u1;00 4.349557·10−2 χ 3.025·10−4
C¯f=u1;01 0.2732196 ζP -93.81
C¯f=u1;11 1.739012
C¯f=d0;00 -1.085194·10−3
C¯f=d0;01 -3.549449·10−3
C¯f=d0;11 -3.344137·10−2
C¯f=d1;00 3.578254·10−2
C¯f=d1;01 0.2508402
C¯f=d1;11 1.710501
Tabelle C.11: Numerische Lo¨sung fu¨r r = 1 und Nf = 2, mit Geist-Schleifen
Anhang D
Bethe-Salpeter-Gleichungen
Fu¨r die Resummation der DSG werden die folgenden BSG im s-Kanal beno¨tigt.
Fermion- bzw. Geist-Kanal

=

+g˜2

(D.1)

=

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.
(D.2)
Gluon-Kanal
Die Struktur der Gleichungen bleibt gleich auch bei den Amplituden, die rechts
Fermion- oder Geist-Beine bzw. drei Gluonbeine haben.
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. (D.6)
Fu¨r die Resummation der DSG ist es wichtig, den Faktor 32 vor dem zwei-
ten bzw. dritten Graphen der rechten Seite von D.6 zu erkla¨ren. Im graphischen
Formalismus werden innere Crossing-Symmetrien u¨ber die statistischen Vorfak-
toren der Graphenklassen verarbeitet. Daher muss man die eigentlichen sechs
Graphen mit Blick auf die anschließende Verwendung in einer inneren zweifa-
chen Gluonschleife wie in der DSG des Γ4-Vertex zu zwei A¨quivalenzklassen
zusammenfassen. Wir notieren im folgenden die sechs Ursprungsgraphen. Der
183
Vorfaktor 12 erscheint, weil hier explizit auch innere Crossing-Symmetrien auf-
gefu¨hrt werden.
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Anhang E
Ergebnisse fu¨r den Γ4-Vertex
Wir notieren hier die umfangreichen Ergebnisse, die sich aus der Symmetrisie-
rung der im s-Kanal berechneten Schleifen-Diagramme ergeben.
E.1 Symmetrische Parameter
E.1.1 Γ4Γ4-Schleife
Summe der drei Kana¨le
∼ 1
Π4(p21, p
2
2, p
2
3, p
2
4)
r∑
k1k2k3k4=0
(Λ2)4r−
P
ki
g˜2(Λ2)−ǫ
(4π)2ǫ
1
b2{
ΣTT (k1, k2; k3, k4)
([− 27
4
C(4)Γ4 +
15
4
S(4)Γ1 +
7
8
S(4)S4 − 5
4
C(5−6)Γ1
− 7
24
C(5−6)S4
]
(p21)
k1(p22)
k2(p23)
k3(p24)
k4 +
[− 27
4
C(6)Γ6 +
15
4
S(4)Γ3
+
7
8
S(4)S4 − 5
4
C(4−5)Γ3 − 7
24
C(4−5)S4
]
(p24)
k1(p21)
k2(p22)
k3(p23)
k4
+
[− 27
4
C(5)Γ5 +
15
4
S(4)Γ2 +
7
8
S(4)S4 − 5
4
C(6−4)Γ2
− 7
24
C(6−4)S4
]
(p23)
k1(p21)
k2(p22)
k3(p24)
k4
)
+ΣDD(k1, k2; k3, k4)
([
50C(1)Γ1 + 10S
(4)Γ1 +
35
3
C(1)S4 − 7
3
S(4)S4
]
(p21)
k1(p22)
k2(p23)
k3(p24)
k4 +
[
50C(3)Γ3 + 10S
(4)Γ3 +
35
3
C(3)S4
−7
3
S(4)S4
]
(p24)
k1(p21)
k2(p22)
k3(p23)
k4 +
[
50C(2)Γ2 + 10S
(4)Γ2 +
35
3
C(2)S4
−7
3
S(4)S4
]
(p23)
k1(p21)
k2(p22)
k3(p24)
k4
)
+ΣEE(k1, k2; k3, k4)
([
27C(1)Γ1 + C
(2)Γ3 + C
(3)Γ2
]
(p21)
k1(p22)
k2(p23)
k3(p24)
k4 +
[
27C(3)Γ3 + C
(2)Γ1 + C
(1)Γ2
]
(p24)
k1(p21)
k2(p22)
k3(p23)
k4 +
[
27C(2)Γ2 + C
(3)Γ1 + C
(1)Γ3
]
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(p23)
k1(p21)
k2(p22)
k3(p24)
k4
)
+ΣsymTD (k1, k2; k3, k4)
([− 51
2
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7
2
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2
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6
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]
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2
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7
2
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6
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2
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7
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C(6−4)Γ2 − 7
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k4
)
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(E.1)
E.1.2 Γ4Γ3Γ3-Schleife
Summe der 6 Diagramme
∼ 1
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E.2 Mandelstam-symmetrische Parameter
E.2.1 Γ4Γ4-Schleife
Zur notatorischen Vereinfachung unterdru¨cken wir an den Σ-Parametern wie-
der die Impulsabha¨ngigkeit. Da es aber keine einfache Symmetrietransformation
bezu¨glich der Mandelstam-Kana¨le unter den Σix gibt, notieren wir die Vertau-
schung der Impulse in der Form
Σ(a, b, c, d) = Σ
∣∣
abcd
(E.3)
fu¨r den gesamten Beitrag eines Kanals. Damit erhalten wir das folgende Ergeb-
nis.
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+
3
4
C(3)Γ3{ΣsymstEE +ΣsymsuEE }+ C(2)(
1
2
Γ1 +
1
24
S4)Σ
sym tu
EE
+8C(3)(
7
6
S4 − Γ3)ΣssDD + C(1)(
9
2
Γ3 +
1
2
Γ2 +
1
24
S4){ΣttDD +ΣuuDD}
+C(3)(Γ3 − 7
12
S4){Σsym stDD +ΣsymsuDD }+ C(2)(
9
2
Γ3 +
1
2
Γ1 +
1
24
S4)Σ
sym tu
DD
−1
2
C(6)(Γ1 − Γ2){ΣsymstsymTE +ΣsymsusymTE} −
27
4
C(3)Γ3{Σsym tssymTE +ΣsymussymTE}
−C(5)(3
4
Γ3 − 1
2
Γ1 − 1
24
S4)Σ
sym tt
symTE + C
(4)(
3
4
Γ3 − 1
2
Γ2 − 1
24
S4)Σ
sym tu
symTE
−C(4)(1
2
Γ2 − 3
4
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24
S4)Σ
symuu
symTE
−1
2
C(6)(Γ2 − Γ1){ΣsymstsymTD +ΣsymsusymTD} − 3C(3)(2Γ3 −
7
12
S4)Σ
sym ts
symTD
−C(5)(3Γ3 − 1
2
Γ2 − 1
24
S4)Σ
sym tt
symTD + C
(4)(3Γ3 − 1
2
Γ1 − 1
24
S4)Σ
sym tu
symTD
−3C(3)(2Γ3 − 7
12
S4)Σ
symus
symTD + C
(4)(3Γ3 − 1
2
Γ1 − 1
24
S4)Σ
symut
symTD
−C(5)(3Γ3 − 1
2
Γ2 − 1
24
S4)Σ
symuu
symTD
+12C(3)Γ3Σ
symss
symDE +
1
2
C(3)(Γ1 + Γ2 +
1
24
S4){Σsym stsymDE +ΣsymsusymDE}
+
15
4
C(3)Γ3{Σsym tssymDE +ΣsymussymDE}+ C(1)(
3
4
Γ3 +
1
2
Γ1 +
1
24
S4){Σsym ttsymDE
+ΣsymuusymDE}+C(2)(
3
4
Γ3 +
1
2
Γ2 +
1
24
S4){Σsym tusymDE +ΣsymutsymDE}
}∣∣∣∣
k4k1k2k3
]
(E.4)
E.2.2 Γ4Γ3Γ3-Schleife
Wir nutzen die gleiche Konvention wie oben, um die Impulsabha¨ngigkeit der
Σ-Parameter zu notieren. Dann erha¨lt man das folgende Ergebnis.
Summe der 3 Kana¨le
∼ 1
Π4(p21, p
2
2, p
2
3, p
2
4)
r∑
k1k2k3k4=0
(p21)
k1(p22)
k2(p23)
k3(p24)
k4
1
b3
(Λ2)4r−
P
ki
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g˜2(Λ2)−ǫ
(4π)2ǫ
[{
(
1
2
C(5) − 1
2
C(4) − 3
4
S(4))(2Γ1 +
1
6
S4)Σ
sym t
TΓΓ
−(1
2
C(6) − 1
2
C(4) +
3
4
S(4))(2Γ1 +
1
6
S4)Σ
symu
TΓΓ
+9C(1)Γ1Σ
syms
EΓΓ − C(5)(Γ1 −
1
6
S4)Σ
sym t
EΓΓ + C
(6)(Γ1 − 1
6
S4)Σ
symu
EΓΓ
+3C(1)(2Γ1 − 1
3
S4)Σ
syms
DΓΓ − C(5)(4Γ1 −
1
6
S4)Σ
sym t
DΓΓ
+C(6)(4Γ1 − 1
6
S4)Σ
symu
DΓΓ
}∣∣∣∣
k1k2k3k4
+
{
(
1
2
C(6) − 1
2
C(5) − 3
4
S(4))(2Γ2 +
1
6
S4)Σ
sym t
TΓΓ
−(1
2
C(4) − 1
2
C(5) +
3
4
S(4))(2Γ2 +
1
6
S4)Σ
symu
TΓΓ
+9C(2)Γ2Σ
syms
EΓΓ − C(6)(Γ2 −
1
6
S4)Σ
sym t
EΓΓ + C
(4)(Γ2 − 1
6
S4)Σ
symu
EΓΓ
+3C(2)(2Γ2 − 1
3
S4)Σ
syms
DΓΓ − C(6)(4Γ2 −
1
6
S4)Σ
sym t
DΓΓ
+C(4)(4Γ2 − 1
6
S4)Σ
symu
DΓΓ
}∣∣∣∣
k3k1k2k4
+
{
(
1
2
C(4) − 1
2
C(6) − 3
4
S(4))(2Γ3 +
1
6
S4)Σ
sym t
TΓΓ
−(1
2
C(5) − 1
2
C(6) +
3
4
S(4))(2Γ3 +
1
6
S4)Σ
symu
TΓΓ
+9C(3)Γ3Σ
syms
EΓΓ − C(4)(Γ3 −
1
6
S4)Σ
sym t
EΓΓ + C
(5)(Γ3 − 1
6
S4)Σ
symu
EΓΓ
+3C(3)(2Γ3 − 1
3
S4)Σ
syms
DΓΓ − C(4)(4Γ3 −
1
6
S4)Σ
sym t
DΓΓ
+C(5)(4Γ3 − 1
6
S4)Σ
symu
DΓΓ
}∣∣∣∣
k4k1k3k2
(E.5)
E.2.3 Symmetrie der Σ-Parameter
Fu¨r die Analyse der SKG ist es wichtig, die Symmetrie der Σ-Parameter un-
ter Permutationen zu untersuchen. Wir wiederholen die Abku¨rzungen fu¨r die
Mandelstam-symmetrischen Parameterklassen.
s ≃ 1, 2, 3, 4 ∼ a, b, c, d
t ≃ 1, 3, 4, 2 ∼ 3, 1, 2, 4 ∼ a, c, d, b
u ≃ 1, 4, 2, 3 ∼ 4, 1, 3, 2 ∼ a, d, b, c (E.6)
Wir betrachten zuna¨chst die Ergebnisse der Γ4Γ4-Schleife. Dort lautet die all-
gemeine Definition der Σ-Parameter wie folgt.
ΣsymijsymXY
∣∣∣
abcd
∼ XiabyxY jxycd + Y jabyxXixycd (E.7)
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Wie man sich schnell u¨berzeugt, gelten die folgenden Identita¨ten.
ΣsymijsymXY
∣∣∣
abcd
= Σsym ijsymXY
∣∣∣
cdab
(E.8)
ΣsymstsymXY
∣∣∣
i
= Σsym tssymXY
∣∣∣
i
(E.9)
Σsym tusymXY
∣∣∣
i
= ΣsymutsymXY
∣∣∣
i
(E.10)
Σsym ttsymXY
∣∣∣
i
= ΣsymuusymXY
∣∣∣
i
(E.11)
(E.12)
Fu¨r Nebenbedingungen aus den SKG muss man die Konsequenzen einer Ver-
tauschung, z.B. a↔ b, betrachten.
1. s→ (b, a, c, d)
ΣsymsisymXY
∣∣∣
bacd
= ΣsymsisymXY
∣∣∣
s
∀i ∈ {s, t, u} (E.13)
ΣsymtusymXY
∣∣∣
bacd
= Σsym ttsymXY
∣∣∣
s
(E.14)
ΣsymuusymXY
∣∣∣
bacd
= ΣsymutsymXY
∣∣∣
s
(E.15)
(E.16)
2. t→ (b, c, d, a)
ΣsymsisymXY
∣∣∣
bcda
= ΣsymsisymXY
∣∣∣
u
∀i ∈ {s, t, u} (E.17)
ΣsymttsymXY
∣∣∣
bcda
= Σsym tusymXY
∣∣∣
u
(E.18)
ΣsymtusymXY
∣∣∣
bcda
= Σsym ttsymXY
∣∣∣
u
(E.19)
(E.20)
3. u→ (b, d, a, c)
ΣsymsisymXY
∣∣∣
bdac
= ΣsymsisymXY
∣∣∣
t
∀i ∈ {s, t, u} (E.21)
Σsym ttsymXY
∣∣∣
bdac
= Σsym tusymXY
∣∣∣
t
(E.22)
Σsym tusymXY
∣∣∣
bdac
= Σsym ttsymXY
∣∣∣
t
(E.23)
(E.24)
Fu¨r die ΣsymiXΓΓ-Parameter finden wir das folgenden Verhalten unter der Trans-
formation a↔ b.
ΣsymsXΓΓ
∣∣∣
t
↔ ΣsymsXΓΓ
∣∣∣
u
(E.25)
Σsym tXΓΓ
∣∣∣
s
↔ ΣsymuXΓΓ
∣∣∣
s
(E.26)
ΣsymuXΓΓ
∣∣∣
t
↔ ΣsymtXΓΓ
∣∣∣
u
(E.27)
ΣsymuXΓΓ
∣∣∣
u
↔ ΣsymtXΓΓ
∣∣∣
t
(E.28)
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E.2.4 Ω-Parameter
Wir notieren hier die unu¨bersichtlichen Ω-Parameter fu¨r die SKG, die sich mit
Mandelstam-symmetrischen Γ4-Vertex-Parametern ergeben.
ΩmE (a, b; c, d) =
1
b2β0
{[37
64
Σtt+uuTT +
37
64
ΣsymtuTT + 12Σ
ss
EE
+
3
8
Σsymst+suEE +
2
3
ΣssDD +
5
24
Σsymst+suDD
−27
8
Σsymts+ussymTE −
17
8
Σsym ts+ussymTD
+6ΣsymsssymDE +
1
96
Σsymst+susymDE +
15
8
Σsym ts+ussymDE
]∣∣∣
s
+
[13
64
Σtt+uuTT +
1
64
ΣsymtuTT +
1
48
Σsym tuEE
+
1
48
ΣsymtuDD +
13
48
Σsym tu+utsymDE
]∣∣∣
t
+
[ 1
64
Σtt+uuTT +
13
64
ΣsymtuTT +
1
48
Σtt+uuEE
+
1
48
Σtt+uuDD +
13
48
Σsym tt+uusymDE
]∣∣∣
u
}
+
1
b3β0
{[
− 13
8
Σsym t+uTΓΓ + 9Σ
sym s
EΓΓ − 5Σsym sDΓΓ
]∣∣∣
s
−1
8
Σsym t+uTΓΓ
∣∣∣
t
− 1
8
Σsymt+uTΓΓ
∣∣∣
u
}
(E.29)
ΩmD(a, b; c, d) =
1
b2β0
{[ 1
64
Σtt+uuTT +
13
64
ΣsymtuTT +
14
3
ΣssDD
− 7
24
Σsymst+suDD +
7
8
Σsymts+ussymTD +
25
96
Σsymst+susymDE
]∣∣∣
s
+
[37
64
Σtt+uuTT +
37
64
ΣsymtuTT +
1
48
Σsym tuEE
+
109
48
Σsym tuDD +
19
48
Σsym tu+utsymDE
]∣∣∣
t
+
[13
64
Σtt+uuTT +
1
64
ΣsymtuTT +
13
48
Σtt+uuEE
+
1
48
Σtt+uuDD +
13
48
Σsym tt+uusymDE
]∣∣∣
u
}
+
1
b3β0
{[
− 1
8
Σsymt+uTΓΓ − ΣsymsDΓΓ
]∣∣∣
s
−13
8
Σsym t+uTΓΓ
∣∣∣
t
− 1
8
Σsym t+uTΓΓ
∣∣∣
u
}
(E.30)
ΩmT (a, b; c, d) =
1
b2β0
{[
− 3
2
ΣssTT −
3
8
Σsymst+suTT −
13
64
Σtt+uuTT +
1
64
ΣsymtuTT
+
1
4
Σsymst+susymTE −
1
4
Σsymst+susymTD
]∣∣∣
s
+
[ 1
192
Σtt+uuTT +
13
192
ΣsymtuTT +
13
48
Σsym tt+uusymTE
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+
1
48
Σsymtt+uusymTD
]∣∣∣
t
+
[
− 37
192
Σtt+uuTT −
37
192
ΣsymtuTT +
17
48
Σsym tu+utsymTE
−71
48
Σsymtu+utsymTD
]∣∣∣
u
}
+
1
b3β0
{
− 1
12
Σsym t−uTΓΓ
∣∣∣
s
+
[
− 1
12
ΣsymuTΓΓ −
1
6
ΣsymuEΓΓ
−1
6
ΣsymuDΓΓ
]∣∣∣
t
+
[13
12
ΣsymtTΓΓ −
23
6
Σsym tEΓΓ
−23
6
ΣsymtDΓΓ
]∣∣∣
u
}
(E.31)
ΩmA (a, b; c, d) =
1
b2β0
{[
− 37
64
Σtt+uuTT +
37
64
ΣsymtuTT
]∣∣∣
s
+
[ 13
192
Σtt+uuTT
+
1
192
Σsym tuTT +
1
48
Σsym tt+uusymTE +
13
48
Σsymtt+uusymTD
]∣∣∣
t
+
[
− 1
192
Σtt+uuTT −
13
192
ΣsymtuTT −
1
48
Σsym tu+utsymTE
−13
48
Σsymtu+utsymTD
]∣∣∣
u
+
1
b3β0
{
− 13
12
Σsym t−uTΓΓ
∣∣∣
s
+
[
− 1
12
ΣsymuTΓΓ −
1
6
ΣsymuEΓΓ
−1
6
ΣsymuDΓΓ
]∣∣∣
t
+
[ 1
12
ΣsymtTΓΓ +
1
6
ΣsymtEΓΓ
+
1
6
Σsym tDΓΓ
]∣∣∣
u
}
(E.32)
E.3 Nebenbedingungen
E.3.1 Symmetrische Parameter
0 = [(ΣTT (ca; bd) −ΣTT (da; bc)) + 4(ΣsymTD (ca; bd) − ΣsymTD (da; bc))]
+2(ΣsymTE (ca; bd) − ΣsymTE (da; bc)) (E.33)
0 =
b
2
[+
7
2
(ΣsymTD (ca; bd) − ΣsymTD (da; bc)) − 12(ΣsymTE (ca; bd) − ΣsymTE (da; bc))]
−5
6
(ΣsymTΓΓ(ca; bd) − ΣsymTΓΓ(da; bc)) +
13
3
(ΣsymDΓΓ(ca; bd) − ΣsymDΓΓ(da; bc))
+
2
3
(ΣsymEΓΓ(ca; bd) − ΣsymEΓΓ(da; bc))] (E.34)
0 =
b
2
[
27
4
(ΣTT (ca; bd) − ΣTT (ab; cd)) − 3
2
(ΣsymTE (ca; bd) − ΣsymTE (ab; cd))]
+
1
12
(ΣsymTΓΓ(ca; bd) − ΣsymTΓΓ(ab; cd)) −
1
3
(ΣsymDΓΓ(ca; bd) − ΣsymDΓΓ(ab; cd))
−1
6
(ΣsymEΓΓ(ca; bd) − ΣsymEΓΓ(ab; cd))] (E.35)
0 =
b
2
[76(ΣsymTD (ab; cd) − ΣsymTD (da; bc))]
−14(ΣsymDΓΓ(ab; cd) − ΣsymDΓΓ(da; bc))
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+9(ΣsymEΓΓ(ab; cd) − ΣsymEΓΓ(da; bc)) (E.36)
0 =
b
2
[
15
4
(ΣTT (ca; bd) − ΣTT (da; bc)) − (ΣEE(ca; bd) − ΣEE(da; bc))
+(ΣsymDE (ca; bd) −ΣsymDE (da; bc))]
−3ΣsymTΓΓ(ca; bd) − ΣsymTΓΓ(da; bc)) (E.37)
0 =
b
2
[−(ΣEE(ca; bd) − ΣEE(da; bc)) + 7
2
(ΣsymTD (ca; bd) −ΣsymTD (da; bc))]
−(ΣsymDΓΓ(ca; bd) − ΣsymDΓΓ(da; bc)) (E.38)
0 = (ΣDD(da; bc) − ΣDD(ab; cd)) (E.39)
Dazu kommen noch je zwei zyklische Gleichungen, davon je eine linear un-
abha¨ngige.
E.3.2 Mandelstam-symmetrische Parameter
0 =
1
b2β0
{ 3
16
(Σsym tuTT −Σtt+uuTT )
∣∣∣
s
+
[ 9
16
Σtt+uuTT +
3
8
Σsym tuTT
−1
4
ΣsymtuEE +
9
4
Σsym tuDD +
1
8
Σsym tu+utsymTD
]∣∣∣
t
−
[ 9
16
Σsym tuTT
+
3
8
Σtt+uuTT −
1
4
Σtt+uuEE +
9
4
Σtt+uuDD +
1
8
Σsym tt+uusymTD
]∣∣∣
u
}
+
1
b3β0
{
− 3
2
Σsym t+uTΓΓ
∣∣∣
t−u
}
(E.40)
0 =
1
b2β0
{ 7
32
(Σsym tuTT −Σtt+uuTT )
∣∣∣
s
+
[19
96
Σtt+uuTT +
25
96
Σsym tuTT −
1
12
Σsymtt+uusymTE +
3
2
Σsym tt+uusymTD
]∣∣∣
t
−
[19
96
Σsym tuTT +
25
96
Σtt+uuTT −
1
12
ΣsymtusymTE +
3
2
Σsym tusymTD
]∣∣∣
u
}
+
1
b3β0
{
− 1
6
Σsym t−uTΓΓ
∣∣∣
s
+
[
− 7
6
ΣsymuTΓΓ + 4Σ
symu
EΓΓ + 4Σ
symu
DΓΓ
]∣∣∣
t
−
[
− 7
6
ΣsymtTΓΓ + 4Σ
sym t
EΓΓ + 4Σ
sym t
DΓΓ
]∣∣∣
u
}
(E.41)
Anhang F
Selbstkonsistenzgleichungen
F.1 Residuenbildung und Koeffizientenvergleich
Wir nutzen hier eine skalare Modellamplitude mit zwei Polen, die in der Sys-
tematik des erweiterten Ansatzes formuliert worden sein soll. Aus einer 1-
Schleifen-Rechnung soll ein Ergebnis kommen, dass mit dem Π(ǫ)-Mechanismus
behandelt wurde. Ohne Beschra¨nkung der Allgemeinheit nehmen wir fu¨r den
perturbativen Wert 1 an. Dann erhalten wir die folgende Gleichung, die den
DSG bzw. BSG der QCD entspricht.
c0p
4 + c1p
2Λ2 + c2Λ
4
(p2 + u1Λ2)(p2 + u2Λ2)
= 1 +
1
β0
I0p
4 + I1p
2Λ2 + I2Λ
4
(p2 + u1Λ2)(p2 + u2Λ2)
(F.1)
Um daraus mit Residuenbildung SKG gewinnen zu ko¨nnen, mu¨ssen entspre-
chende Partialbruchzerlegungen vorgenommen werden. Mit σ1 = u1 + u2 und
σ2 = u1u2 erhalten wir fu¨r die linke Seite von (F.1) den folgenden Ausdruck.
(F.1) = c0 +
−(c1 − c0σ1)u1Λ4 + (c2 − c0σ2)Λ4
p2 + u1Λ2
+
−(c1 − c0σ1)u2Λ4 + (c2 − c0σ2)Λ4
p2 + u2Λ2
(F.2)
Eine analoge Gleichung fu¨r die PBZ von I(p2) erha¨lt man durch den Austausch
ci ↔ Ii. Damit erhalten wir durch Residuenbildung an den Polen das folgende
SKG-System.
c0 = 1 +
1
β0
I0 (F.3)
−(c1 − c0σ1)u1 + (c2 − c0σ2) = 1
β0
[−(I1 − I0σ1)u1 + (I2 − I0σ2)] (F.4)
−(c1 − c0σ1)u2 + (c2 − c0σ2) = 1
β0
[−(I1 − I0σ1)u2 + (I2 − I0σ2)] (F.5)
Bildet man die SKG dagegen durch Koeffizientenvergleich aus (F.1), erha¨lt man
das folgende Gleichungssystem.
c0 = 1 +
1
β0
I0 (F.6)
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c1 = σ1 +
1
β0
I1 (F.7)
c2 = σ2 +
1
β0
I2 (F.8)
Diese beiden Gleichungssysteme kann man ineinander u¨berfu¨hren. Bildet man
−(F.7)u1 + (F.8), findet man
−(c1 − σ1)u1 + c2 − σ2 = 1
β0
[−I1u1 + I2] . (F.9)
Setzt man in diese Gleichung noch (F.6) ein, ergibt sich (F.4). Die noch feh-
lende Gleichung (F.5) erha¨lt man analog mit u2 statt u1. Damit sind beide
Darstellungen a¨quivalent.
Dieses Verfahren la¨sst sich prinzipiell auch fu¨r beliebiges r durchfu¨hren, neue
Einsichten abseits umfangreicher Formeln lassen sich aber nicht gewinnen. Da-
mit ist gezeigt, dass beide Verfahren zur Bildung der SKG in der Tat a¨quivalent
sind. Wie man oben sieht, hat das Koeffizientenverfahren den wesentlichen Vor-
teil
”
einfachere“ Bestimmungsgleichungen zu liefern.
Anhang G
Partialbruchzerlegungen
Bei der Partialbruchzerlegung einer gebrochenrationalen Funktion wird immer
angenommen, dass der Nennergrad gro¨ßer als der Za¨hlergrad ist und dass keine
mehrfachen Polstellen vorkommen. Dann gilt:
f(x)
r+1∏
t=1
(x+ at)
=
r+1∑
t=1
1
x+ at
f(−at)
r+1∏
s=1
s6=t
(as − at)
. (G.1)
G.1 Ru¨cknahme der PBZ ohne Insertionen
Fu¨r die Ru¨ckname der PBZ ohne weitere Insertionen wie (G.5) wie sie bei
punktierten Graphen vorkommen, sind allgemeine Formeln bewiesen worden
[Gru¨ 02, Wie 01b]. Wir geben hier die Resultate1 an.
r+1∑
t=1
(−at)n
r+1∏
s=1
s6=t
(as − at)
= 0 (G.2)
fu¨r n < r,
r+1∑
t=1
(−at)r
r+1∏
s=1
s6=t
(as − at)
= 1, (G.3)
r+1∑
t=1
(−at)r+n
r+1∏
s=1
s6=t
(as − at)
= (−1)n
∑
t1,...,tn
t1≤...≤tn
at1 · . . . · atn (G.4)
fu¨r n > 0.
1Der Beweis fu¨r n > r erfolgt durch partielle Diﬀerentiation nach ak und Induktion. Der
Beweis fu¨r n ≤ r ﬁndet sich in [Pot 00].
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G.2 Ru¨cknahme der PBZ mit Insertionen
Bei der Berechnung
”
punktierter“ Graphen treten in der allgemeinen Form der
PBZ aus (G.1) zusa¨tzlich Insertionen von der Form
∆r(−at) =
r∏
s=1
(bs − at) (G.5)
auf. Man betrachtet nun den folgenden Ausdruck.
Σrm =
r+1∑
t=1
(−at)m
r+1∏
s=1
s6=t
(as − at)∆r(−at)
(G.6)
Mit den Definitionen
δr =
r+1∏
i,j=1
i<j
(ai − aj) (G.7)
und
βr =
r∏
s=1
r+1∏
t=1
(bs − at) (G.8)
folgt:
(G.6) = (δr)
−1
r+1∑
t=1
(−at)m
r+1∏
i,j=1
i<j; i,j 6=t
(ai − aj)(−1)r+1−t
∆r(−at) (G.9)
= (δrβr)
−1
r+1∑
t=1
(−at)m
r+1∏
i,j=1
i<j; i,j 6=t
(ai − aj)(−1)r+1−t
r∏
s=1
r+1∏
l=1
l6=t
(bs − al)
(G.10)
Definiere nun die symmetrischen Funktionen.
σr0 = 1 (G.11)
σr1 =
r∑
l=1
bl (G.12)
σrn =
r∑
l1,...,ln=1
l1<...<ln
bl1 · . . . · bln (G.13)
σrr =
r∏
l=1
bl (G.14)
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G.2.1 Allgemeine Betrachtungen
Fu¨r praktische Rechnungen wa¨ren Formeln zur Ru¨cknahme fu¨r allgemeines r
wu¨nschenswert.
(G.10) = (δrβr)
−1
r+1∑
t=1
(−at)m
r+1∏
i,j=1
i<j; i,j 6=t
(ai − aj)(−1)r+1−t
r+1∏
l=1
l6=t
r∑
s=0
σrs(−al)r−s (G.15)
= (δrβr)
−1
r+1∑
t=1
(−at)m
r+1∏
i,j=1
i<j; i,j 6=t
(ai − aj)(−1)r+1−t
×
r∑
s1,...,sr=0
s1≤...≤sr
σrs1 · . . . · σrsr
∑
π∈Permr(r−s1,...,r−sr)
(G.16)
×(−a1)π(1) · . . . · (−at−1)π(t−1)(−at+1)π(t) · . . . · (−ar+1)π(r)
Nun hilft einem die folgende Beobachtung weiter.
r+1∏
i,j=1
i<j
(ai − aj) =
∑
σ∈Permr+1(0,1,...,r)
(a1)
σ(0) · . . . · (ar+1)σ(r+1)
× sign(σ) sign(r, r − 1, . . . , 0), (G.17)
r+1∏
i,j=1
i<j; i,j 6=t
(ai − aj) =
∑
σ∈Permr(0,1,...,r−1)
(a1)
σ(0) · . . . · (at−1)σ(t−2)
×(at+1)σ(t−1) · . . . · (ar+1)σ(r−1)
× sign(σ) sign(r − 1, r − 2, . . . , 0) (G.18)
Dabei bezeichnen π und σ die Permutationen der entsprechenden Zahlentupel,
die Summen gehen also u¨ber alle Permutationen der Exponenten verteilt auf
die jeweiligen Basen, die Menge aller Permutationen von n Elementen wird
abgeku¨rzt mit Permn. Mit sign(σ) ist das Vorzeichen der jeweiligen Permutation
gemeint; fu¨r eine zyklische Vertauschung von (0, 1, . . . , n) ergibt sich 1, fu¨r eine
antizyklische −1. Einsetzen ergibt.
(G.17) = (δrβr)
−1
r+1∑
t=1
(−at)m
∑
σ∈Permr(0,1,...,r−1)
(a1)
σ(0) · . . . · (at−1)σ(t−2)
(at+1)
σ(t−1) · . . . · (ar+1)σ(r−1) sign(σ) sign(r − 1, . . . , 0)(−1)r+1−t
×
r∑
s1,...,sr=0
s1≤...≤sr
σrs1 · . . . · σrsr
∑
π∈Permr(r−s1,...,r−sr)
(−a1)π(1) · . . . ·
×(−at−1)π(t−1)(−at+1)π(t) · . . . · (−ar+1)π(r) (G.19)
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= (δrβr)
−1
r∑
s1,...,sr=0
s1≤...≤sr
σrs1 · . . . · σrsr
r+1∑
t=1
∑
σ∈Permr(0,1,...,r−1)
(G.20)
∑
π∈Permr(r−s1,...,r−sr)
(a1)
σ(0)+π(1) · . . . · (at−1)σ(t−2)+π(t−1)(at)m
(at+1)
σ(t−1)+π(t) · . . . · (ar+1)σ(r−1)+π(r)
×sign(σ) sign(r − 1, r − 2, . . . , 0)(−1)
m+t+1−
rP
i=1
si
(G.21)
Das Problem besteht nun darin, aus diesem Ausdruck (G.17) auszuklammern.
Dies ist uns leider nicht in voller Allgemeinheit mo¨glich. Daher mu¨ssen wir
uns auf das Studium der Fa¨lle mit r = 1, 2 und 3 beschra¨nken, in denen diese
Prozedur explizit ausfu¨hrbar ist.
G.2.2 Ru¨cknahme fu¨r kleine r
Fu¨r kleine r kann man die Ru¨cknahme der PBZ explizit durchfu¨hren, wobei
Computer-Algebra-Systeme wie Mathematica c© [Wol 03] hilfreich sind. Trotz
allgemeinemm ist die Ru¨cknahme ein endliches Problem, was durch die folgende
Beobachtung [Sti 01b], die eine Rekursionsformel zur Bestimmung beliebiger m
darstellt, deutlich wird.
Sei m ≥ r. Es folgt.
(−at)m
r+1∏
s=1
s6=t
(as − at)∆r(−at)
= (−at)m−r∆
r(−at) + (−at)r −∆r(−at)
r+1∏
s=1
s6=t
(as − at)∆r(−at)
=
(−at)m−r
r+1∏
s=1
s6=t
(as − at)
−
r∑
l=1
σrl
(−at)m−l
r+1∏
s=1
s6=t
(as − at)∆r(−at)
(G.22)
Fu¨r den ersten Term kann man die oben vorgestellten Formeln zur Zuru¨cknahme
der Partialbruchzerlegung ohne Insertionen nutzen. Insgesamt findet man also:
Σrm≥r =
r+1∑
t=1
(−at)m−r
r+1∏
s=1
s6=t
(as − at)
−
r∑
l=1
σrl Σ
r
m−l . (G.23)
Damit ko¨nnen wir fu¨r die niedrigsten Werte von r die notwendigen Summen
explizit ausrechnen.
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Formeln fu¨r r = 1
Fu¨r r = 1 ergibt sich:
Σ1m =
2∑
t=1
(−at)m
2∏
s=1
s6=t
(as − at)∆1(−at)
= (δ1β1)
−1{(−a1)ma2 − (−a2)ma1 + b1(−(−a1)m + (−a2)m)}(G.24)
Nun findet man fu¨r m = 0 als einzigem relevanten Term:
Σ10 = (δ1β1)
−1{a2 − a1 + b1(−1 + 1)} = −(β1)−1 , (G.25)
alle ho¨heren Terme ergeben sich durch Anwendung der Rekursionsformel.
Formeln fu¨r r = 2
Fu¨r r = 2 ergibt sich:
Σ2m = (δ2β2)
−1(ζm0 − σ21ζm1 + (σ21)2ζm2 + σ22ζm3
−σ21σ22ζm4 + (σ22)2ζm5 ) (G.26)
mit den implizit aus (G.21) definierten ζmi :
ζm0 = (−a1)m(−(a2)2(a3)3 + (a2)3(a3)2)− (−a2)m(−(a1)2(a3)3 + (a1)3(a3)2)
+(−a3)m(−(a1)2(a2)3 + (a1)3(a2)2) , (G.27)
ζm1 = (−a1)m(−a2(a3)3 + (a2)3a3)− (−a2)m(−a1(a3)3 + (a1)3a3))
+(−a3)m(−a1(a2)3 + (a1)3a2) , (G.28)
ζm2 = (−a1)m(−a2(a3)2 + (a2)2a3)− (−a2)m(−a1(a3)2 + (a1)2a3)
+(−a3)m(−a1(a2)2 + (a1)2a2) , (G.29)
ζm3 = (−a1)m(−(a2)2a3 − (a3)3 + (a2)3 + a2(a3)2)
−(−a2)m(−(a1)2a3 − (a3)3 + (a1)3 + a1(a3)2)
+(−a3)m(−(a1)2a2 − (a2)3 + (a1)3 + a1(a2)2) , (G.30)
ζm4 = (−a1)m(−(a3)2 + (a2)2)− (−a2)m(−(a3)2 + (a1)2)
+(a3)
m(−(a2)2 + (a1)2) , (G.31)
ζm5 = (−a1)m(−a3 + a2)− (−a2)m(−a3 + a1) + (−a3)m(−a2 + a1) (G.32)
Man findet fu¨r m = 0:
ζ00 = (a1 − a2)(a1 − a3)(a2 − a3)(a1a2 + a1a3 + a2a3) , (G.33)
ζ01 = (a1 − a2)(a1 − a3)(a2 − a3)(a1 + a2 + a3) , (G.34)
ζ02 = (a1 − a2)(a1 − a3)(a2 − a3) , (G.35)
ζ03 = −(a1 − a2)(a1 − a3)(a2 − a3) , (G.36)
ζ04 = 0 , (G.37)
ζ05 = 0 (G.38)
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und fu¨r m = 1:
ζ10 = −(a1 − a2)(a1 − a3)(a2 − a3)a1a2a3 , (G.39)
ζ11 = 0 , (G.40)
ζ12 = 0 , (G.41)
ζ13 = (a1 − a2)(a1 − a3)(a2 − a3)(a1 + a2 + a3) , (G.42)
ζ14 = (a1 − a2)(a1 − a3)(a2 − a3) , (G.43)
ζ15 = 0 (G.44)
Daraus folgt:
Σ20 = (β2)
−1{a1a2 + a1a3 + a2a3 − σ21(a1 + a2 + a3)
+(σ21)
2 − σ22} (G.45)
Σ21 = (β2)
−1{−a1a2a3 + σ22(a1 + a2 + a3)− σ21σ22} (G.46)
Formeln fu¨r r = 3
Fu¨r r = 3 findet man die folgende Aufteilung:
Σ3m = (δ3β3)
−1{ζm1 − σ31ζm2 + (σ31)2ζm3 − (σ31)3ζm4 + σ32ζm5 − σ31σ32ζm6
+(σ32)
2ζm7 + (σ
3
1)
2σ32ζ
m
8 − σ31(σ32)2ζm9 + (σ32)3ζm10 − σ33ζm11 + σ31σ33ζm12
−σ32σ33ζm13 − (σ31)2σ33ζm14 + σ31σ32σ33ζm15 − (σ32)2σ33ζm16 − σ31(σ33)2ζm17
+σ32(σ
3
3)
2ζm18 − (σ33)3ζm19 , (G.47)
wobei die Parameter ζmi implizit aus (G.21) definiert sind.
Es ergibt sich fu¨r m = 0:
ζ01 = −δ3{a21a22a23 + a21a22a3a4 + a21a2a23a4 + a1a22a23a4 + a21a22a24
+a21a2a3a
2
4 + a1a
2
2a3a
2
4 + a
2
1a
2
3a
2
4 + a1a2a
2
3a
2
4 + a
2
2a
2
3a
2
4} , (G.48)
ζ02 = −δ3{a21a22a3 + a21a2a23 + a1a22a23 + a21a22a4 + 2a21a2a3a4 + 2a1a22a3a4
+a21a
2
3a4 + 2a1a2a
2
3a4 + a
2
2a
2
3a4 + a
2
1a2a
2
4 + a1a
2
2a
2
4 + a
2
1a3a
2
4
+2a1a2a3a
2
4 + a
2
2a3a
2
4 + a1a
2
3a
2
4 + a2a
2
3a
2
4} , (G.49)
ζ03 = −δ3{a21a2a3 + a1a22a3 + a1a2a23 + a21a2a4 + a1a22a4 + a21a3a4 + 3a1a2a3a4
+a22a3a4 + a1a
2
3a4 + a2a
2
3a4 + a1a2a
2
4 + a1a3a
2
4 + a2a3a
2
4} , (G.50)
ζ04 = −δ3{a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4} , (G.51)
ζ05 = −δ3{a21a22 + a21a23 + a22a23 − a1a2a3a4 + a21a24 + a22a24 + a23a24} , (G.52)
ζ06 = −δ3{a21a2 + a1a22 + a21a3 + a22a3 + a1a23 + a2a23 + a21a4 + a22a4
+a23a4 + a1a
2
4 + a2a
2
4 + a3a
2
4} , (G.53)
ζ07 = −δ3{a21 + a22 + a23 + a24} , (G.54)
ζ08 = −δ3{a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4} , (G.55)
ζ09 = −δ3{a1 + a2 + a3 + a4} , (G.56)
ζ010 = −δ3 , (G.57)
ζ011 = δ3{a21a2 + a1a22 + a21a3 + a1a2a3 + a22a3 + a1a23 + a2a23 + a21a4
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+a1a2a4 + a
2
2a4 + a1a3a4 + a2a3a4 + a
2
3a4 + a1a
2
4
+a2a
2
4 + a3a
2
4} , (G.58)
ζ012 = δ3{a1 + a2 + a3 + a4}2 , (G.59)
ζ013 = δ3{a1 + a2 + a3 + a4} , (G.60)
ζ014 = δ3{a1 + a2 + a3 + a4} , (G.61)
ζ015 = 2δ3 , (G.62)
ζ016 = 0 , (G.63)
ζ017 = 0 , (G.64)
ζ018 = 0 , (G.65)
ζ019 = 0 (G.66)
und fu¨r m = 1:
ζ11 = δ3a1a2a3a4{a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4} , (G.67)
ζ12 = δ3a1a2a3a4{a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4} , (G.68)
ζ13 = δ3a1a2a3a4{a1 + a2 + a3 + a4} , (G.69)
ζ14 = δ3a1a2a3a4 , (G.70)
ζ15 = −δ3a1a2a3a4{a1 + a2 + a3 + a4} , (G.71)
ζ16 = −2δ3a1a2a3a4 , (G.72)
ζ17 = 0 , (G.73)
ζ18 = 0 , (G.74)
ζ19 = 0 , (G.75)
ζ110 = 0 , (G.76)
ζ111 = 0 , (G.77)
ζ112 = −δ3{a21a22 + a21a2a3 + a1a22a3 + a21a23 + a1a2a23 + a22a23 + a21a2a4
+a1a
2
2a4 + a
2
1a3a4 + a1a2a3a4 + a
2
2a3a4 + a1a
2
3a4 + a2a
2
3a4
+a21a
2
4 + a1a2a
2
4 + a
2
2a
2
4 + a1a3a
2
4 + a2a3a
2
4 + a
2
3a
2
4} , (G.78)
ζ113 = −δ3{a21a2 + a1a22 + a21a3 + 2a1a2a3 + a22a3 + a1a23 + a2a23 + a21a4
+2a1a2a4 + a
2
2a4 + 2a1a3a4 + 2a2a3a4 + a
2
3a4 + a1a
2
4
+a2a
2
4 + a3a
2
4} , (G.79)
ζ114 = −δ3{a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4} , (G.80)
ζ115 = −δ3{a1 + a2 + a3 + a4} , (G.81)
ζ116 = −δ3 , (G.82)
ζ117 = δ3 , (G.83)
ζ118 = 0 , (G.84)
ζ118 = 0 , (G.85)
und schließlich fu¨r m = 2:
ζ21 = −δ3a21a22a23a24 , (G.86)
ζ22 = 0 , (G.87)
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ζ23 = 0 , (G.88)
ζ24 = 0 , (G.89)
ζ25 = δ3a1a2a3a4{a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4} , (G.90)
ζ26 = δ3a1a2a3a4{a1 + a2 + a3 + a4} , (G.91)
ζ27 = −δ3a1a2a3a4 , (G.92)
ζ28 = δ3a1a2a3a4 , (G.93)
ζ29 = δ3a1a2a3a4 , (G.94)
ζ210 = 0 , (G.95)
ζ211 = 0 , (G.96)
ζ212 = δ3{a21a22a3 + a21a2a23 + a1a22a23 + a21a22a4 + a21a2a3a4 + a1a22a3a4
+a21a
2
3a4 + a1a2a
2
3a4 + a
2
2a
2
3a4 + a
2
1a2a
2
4 + a1a
2
2a
2
4 + a
2
1a3a
2
4
+a1a2a3a
2
4 + a
2
2a3a
2
4 + a1a
2
3a
2
4 + a2a
2
3a
2
4} , (G.97)
ζ213 = δ3{a21a2a3 + a1a22a3 + a1a2a23 + a21a2a4 + a1a22a4 + a21a3a4
+2a1a2a3a4 + a
2
2a3a4 + a1a
2
3a4 + a2a
2
3a4 + a1a2a
2
4 + a1a3a
2
4
+a2a3a
2
4} , (G.98)
ζ214 = δ3{a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4} , (G.99)
ζ215 = 0 , (G.100)
ζ216 = 0 , (G.101)
ζ217 = −δ3{a1 + a2 + a3 + a4} , (G.102)
ζ218 = −δ3 , (G.103)
ζ219 = 0 . (G.104)
(G.105)
Damit erhalten wir die folgenden Ausdru¨cke fu¨r die Σ3m.
Σ30 = (β3)
−1
{
− {a21a22a23 + a21a22a3a4 + a21a2a23a4 + a1a22a23a4 + a21a22a24
+a21a2a3a
2
4 + a1a
2
2a3a
2
4 + a
2
1a
2
3a
2
4 + a1a2a
2
3a
2
4 + a
2
2a
2
3a
2
4}
+σ31{a21a22a3 + a21a2a23 + a1a22a23 + a21a22a4 + 2a21a2a3a4 + 2a1a22a3a4
+a21a
2
3a4 + 2a1a2a
2
3a4 + a
2
2a
2
3a4 + a
2
1a2a
2
4 + a1a
2
2a
2
4 + a
2
1a3a
2
4
+2a1a2a3a
2
4 + a
2
2a3a
2
4 + a1a
2
3a
2
4 + a2a
2
3a
2
4}
−(σ31)2{a21a2a3 + a1a22a3 + a1a2a23 + a21a2a4 + a1a22a4 + a21a3a4
+3a1a2a3a4 + a
2
2a3a4 + a1a
2
3a4 + a2a
2
3a4 + a1a2a
2
4
+a1a3a
2
4 + a2a3a
2
4}
+(σ31)
3{a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4}
−σ32{a21a22 + a21a23 + a22a23 − a1a2a3a4 + a21a24 + a22a24 + a23a24}
+σ31σ
3
2{a21a2 + a1a22 + a21a3 + a22a3 + a1a23 + a2a23 + a21a4 + a22a4
+a23a4 + a1a
2
4 + a2a
2
4 + a3a
2
4}
−(σ32)2{a21 + a22 + a23 + a24}
−(σ31)2σ32{a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4}
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+σ31(σ
3
2)
2{a1 + a2 + a3 + a4} − (σ32)3
−σ33{a21a2 + a1a22 + a21a3 + a1a2a3 + a22a3 + a1a23 + a2a23
+a21a4 + a1a2a4 + a
2
2a4 + a1a3a4 + a2a3a4 + a
2
3a4 + a1a
2
4
+a2a
2
4 + a3a
2
4}
+σ31σ
3
3{a1 + a2 + a3 + a4}2 − (σ32σ33 + (σ31)2σ33){a1 + a2 + a3 + a4}
+2σ31σ
3
2σ
3
3
}
(G.106)
Σ31 = (β3)
−1
{
a1a2a3a4{a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4}
−σ31a1a2a3a4{a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4}
+((σ31)
2 − σ32)a1a2a3a4{a1 + a2 + a3 + a4} − (σ31)3 + 2σ31σ32
−σ31σ33{a21a22 + a21a2a3 + a1a22a3 + a21a23 + a1a2a23 + a22a23 + a21a2a4
+a1a
2
2a4 + a
2
1a3a4 + a1a2a3a4 + a
2
2a3a4 + a1a
2
3a4 + a2a
2
3a4
+a21a
2
4 + a1a2a
2
4 + a
2
2a
2
4 + a1a3a
2
4 + a2a3a
2
4 + a
2
3a
2
4}
+σ32σ
3
3{a21a2 + a1a22 + a21a3 + 2a1a2a3 + a22a3 + a1a23 + a2a23
+a21a4 + 2a1a2a4 + a
2
2a4 + 2a1a3a4 + 2a2a3a4 + a
2
3a4 + a1a
2
4
+a2a
2
4 + a3a
2
4}
+(σ31)
2σ33{a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4}
−σ31σ32σ33{a1 + a2 + a3 + a4}+ (σ32)2σ33 − σ31(σ33)2
}
(G.107)
Σ32 = (β3)
−1
{
− a21a22a23a24 + σ32a1a2a3a4{a1a2 + a1a3 + a2a3 + a1a4
+a2a4 + a3a4} − σ31σ32a1a2a3a4{a1 + a2 + a3 + a4}
+((σ31)
2σ32 − (σ32)2 − σ31(σ32)2)a1a2a3a4
+σ31σ
3
3{a21a22a3 + a21a2a23 + a1a22a23 + a21a22a4 + a21a2a3a4 + a1a22a3a4
+a21a
2
3a4 + a1a2a
2
3a4 + a
2
2a
2
3a4 + a
2
1a2a
2
4 + a1a
2
2a
2
4 + a
2
1a3a
2
4
+a1a2a3a
2
4 + a
2
2a3a
2
4 + a1a
2
3a
2
4 + a2a
2
3a
2
4}
−σ32σ33{a21a2a3 + a1a22a3 + a1a2a23 + a21a2a4 + a1a22a4 + a21a3a4
+2a1a2a3a4 + a
2
2a3a4 + a1a
2
3a4 + a2a
2
3a4 + a1a2a
2
4 + a1a3a
2
4
+a2a3a
2
4} − (σ31)2σ33{a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4}
+σ31(σ
3
3)
2{a1 + a2 + a3 + a4} − σ32(σ33)2
}
(G.108)
Anhang H
Die DSG fu¨r den Γ4-Vertex
Wir notieren hier noch kurz die (in dieser Arbeit nicht benutzte) DSG fu¨r den
Γ4-Vertex. Die anderen DSG finden sich in dem entsprechenden Kapitel.

Γ4 =

+
1
2
g˜2

•
•
•
•
•• •
•
+
1
2
g˜2

T4s
+2 zykl. Perm. (2, 3, 4)
+
1
6
g˜4

•
•
•
•
•
•
••• ••
• −g˜2
•
•
•
•
•• •
•
−g˜2
∑
f
•
•
•
•
•• •
•
(H.1)
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Anhang I
Perturbative
Renormierungskonstanten
Zg = 1− g
2
R
(4π)2
1
ǫ
11CG − 4TRNf
6
+O(g4R), (I.1)
Zm = 1− g
2
R
(4π)2
3CF
ǫ
+O(g4R), (I.2)
Z¯2F = 1− g
2
R
(4π)2
CF ξR
ǫ
+O(g4R), (I.3)
Z3 = 1 +
g2R
(4π)2
1
ǫ
[
1
2
CG
(
13
3
− ξR
)
− 4
3
TRNf
]
+O(g4R), (I.4)
Z˜3FP = 1 +
g2R
(4π)2
CG
ǫ
3− ξR
4
+O(g4R), (I.5)
(I.6)
wobei fu¨r die Eichgruppe SU(NC) gilt:
CG = NC , TR =
1
2
, CF =
N2C − 1
2NC
. (I.7)
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