ABSTRACT. We study GIT semistability of Hilbert points of Milnor algebras of homogeneous forms. Our first result is that a homogeneous form F in n variables is GIT semistable with respect to the natural SL(n)-action if and only if the gradient point of F, which is the first non-trivial Hilbert point of the Milnor algebra of F, is semistable. We also prove that the induced morphism on the GIT quotients is finite, and injective on the locus of stable forms. Our second result is that the associated form of F, also known as the Macaulay inverse system of the Milnor algebra of F, and which is apolar to the last non-trivial Hilbert point of the Milnor algebra, is GIT semistable whenever F is a smooth form. These two results answer questions of Alper and Isaev.
INTRODUCTION
The main results of this paper are the following two theorems: 
. , x n ] d is semistable with respect to the SL(n)-action on the Grassmannian. Furthermore, if F is stable, then ∇(F) is polystable, and stable if and only if F is not a non-trivial sum of two polynomials in disjoint sets of variables.
This theorem answers in affirmative the semistability part of [AI15, Question 3.3]. In Proposition 2.0.4, we apply this result to deduce that the morphism on GIT quotients induced by ∇ is finite and generically injective, giving a partial answer to the rest of [AI15, Question 3.3].
The second result deals with the associated forms of homogeneous regular sequences, as defined by Alper and Isaev [AI14, AI15] . We refer the reader to Subsection 1.2 for the definitions. is semistable with respect to the SL(n)-action. In particular, for every smooth form F, the associated form of the regular sequence ∂F/∂x 1 , . . . , ∂F/∂x n is semistable.
This answers in affirmative the semistability part of [AI15, Question 3.1].
Notation. We work over the complex numbers, characteristic 0 hypothesis being essential. Given a vector space V, we let PV = Proj Sym V ∨ denote the space of lines in V. We denote by Grass k, V the Grassmannian of k-dimensional subspaces of V. We generally keep the notation of [AI15] , with the following exceptions: (i) our V is the dual of their V, and (ii) our default degree of a homogeneous form is d + 1, and not d. We call a hypersurface semistable if it is defined by a semistable form. The GIT quotient P Sym d+1 V ss // SL(V) parameterizes orbits of semistable hypersurfaces that are closed in the semistable locus. Concretely, this moduli space is given by the projective spectrum of the graded algebra of SL(V)-invariant forms on Sym d+1 V:
(1. 
is empty in PV ∨ (Hilbert's Nullstellensatz) if and only if S W is Artinian. Moreover, if any of the above equivalent conditions hold, then S W is a graded local Artinian Gorenstein C-algebra with socle in degree n(d − 1). The formula for the socle degree can be obtained by using adjunction to compute the dualizing module of S W :
or by noting (cf. [AM69, Theorem 11.1]) that the Hilbert function of S W is
Recall that the locus given by 
where we have used dim(S W ) n(d−1) = 1 to identify A(W) with a point in the space of lines in Sym
given by the polar pairing, we can identify A(W) with an element of P(Sym
This gives an element in Sym The Jacobian ideal of F ∈ Sym d+1 V is the ideal generated by the elements of ∇F:
and the Milnor algebra of F is
Concretely, if we choose a basis {x 1 , . . . , x n } of V and take the dual basis ∂/∂x 1 , . . . , ∂/∂x n of V ∨ , then ∇F = span ∂F/∂x 1 , . . . , ∂F/∂x n , and the Milnor algebra of F can be written explicitly as
As we have already discussed, ∂F/∂x 1 , . . . , ∂F/∂x n form a regular sequence in S if and only if the locus given by
is empty in PV ∨ if and only if F is smooth (the Jacobian Criterion). In particular, if F is smooth, then M F is a graded local Artinian Gorenstein C-algebra with socle in degree ν := n(d − 1). As discussed in §1.2, the interesting Hilbert points of M F occur only for
As also discussed in §1.2, if F is smooth, the ν th Hilbert point of M F is a 1-dimensional quotient of Sym ν V, and so is an element of
The corresponding element of P Sym ν V ∨ is a line generated by the associated form of Summarizing the above discussion, we have the following commutative diagram . Hence ∇ preserves semistability on the locus of smooth forms. We will prove that ∇ always preserves semistability. More precisely, we have: 
In the case of binary forms (i.e., n = 2), the above result was established by Alper and Isaev [AI15, Proposition 5.2]; in the case of ternary forms (i.e., n = 3) of degree d + 1 ≤ 9, the result was established by David Benjamin Lim (unpublished).
Remark 1.4.2.
It is easy to see that ∇ does not preserve stability. Indeed, the gradient point of the stable Fermat hypersurface
n , which is only strictly semistable.
is fixed by the one-parameter subgroup of SL(n) acting with weights (−(n − r), . . . , −(n − r), r, . . . , r) on {x 1 , . . . , x n }. In particular, ∇(F) is strictly semistable even when F is stable.
GIT QUOTIENT OF THE GRADIENT MORPHISM
In this section, we describe the applications of Theorem 1.4.1, deferring its proof to Section 3. The main theorem implies that we have a cartesian diagram of SL(V)-morphisms
where the vertical arrows are saturated open inclusions of affines. After forming the GIT quotients, we obtain a cartesian diagram
where the top arrow ∇ := ∇ / SL(V) is a projective morphism on the GIT quotients induced by ∇, and the bottom arrow ∇ is a morphism of affine GIT quotients. In what follows, we show that ∇ is finite and birational onto its image, while ∇ is finite and injective.
Recall that by a result of Donagi [Don83, Proposition 1.1], two hypersurfaces are projectively equivalent if and only if their gradient points are projectively equivalent. This however does not immediately imply that ∇ is injective because distinct SL(V)-orbits can be identified when passing to a GIT quotient. In Proposition 2.0.4 below, we prove that our main theorem does imply injectivity of ∇ on the stable locus.
Alper and Isaev asked whether ∇ is in fact a closed embedding [AI15, Question 3.3]. They note that establishing that ∇ is a closed embedding is one of the two steps sufficient to prove their main conjecture (namely, [AI15, Conjecture 1.1]). Proposition 2.0.4 implies that ∇ is a composition of a closed embedding and a bijective normalization morphism.
We introduce the following notation. Given F ∈ P Sym d+1 V , we denote by T F the tangent space at F and by N F the normal space to the SL(V)-orbit at F. Let T ∇F be the tangent space at ∇F ∈ Grass n, Sym d V and N ∇F be the normal space to the SL(V)-orbit at ∇F. ( Proof.
(1) The fact that the morphism exists follows from Theorem 1.4.1. By Kempf's descent lemma, both GIT quotients are projective varieties of Picard number 1. Hence ∇ is a finite morphism. The normality of the domain and target follows from the preservation of normality under GIT quotients.
(2) We now establish injectivity of ∇ on the stable locus. Suppose ∇(F 1 ) = ∇(F 2 ) for two stable hypersurfaces F 1 and F 2 . By Theorem 1.4.1, the SL(V)-orbits of ∇F 1 and ∇F 2 are closed in the semistable locus of the Grassmannian. Since they are identified in the GIT quotient, the two orbits must be equal. Acting by an element of SL(V), we thus can assume that ∇F 1 = ∇F 2 . It is easy to see then that In what follows, we always let λ be a one-parameter subgroup (1-PS) of SL(V) acting diagonally on a basis {x 1 , . . . , x n } with weights
3.1.1. λ-ordering on monomials. The λ-weight of a monomial x a 1 1 · · · x a n n ∈ Sym V is defined to be
The λ-weight induces a monomial ordering < λ on the monomials in Sym m V given by the λ-weight, with ties broken lexicographically. Precisely, for two degree m monomials with multi-degrees (a 1 , . . . , a n ) and (b 1 , . . . , b n ), we set
if and only if Given F ∈ Sym m V, the initial monomial of F with respect to λ, denoted in λ (F), is the smallest, with respect to < λ , monomial appearing with a non-zero coefficient in the expansion of F in terms of the monomials X 1 , . . . , X N .
3.1.2. λ-ordering on wedges. The monomial ordering < λ induces an ordering on the decomposable elements of the form
Next, for two multi-indices i 1 < · · · < i k and j 1 < · · · < j k , we set
if and only if We will need the following observation: 
Then 
It follows that the matrix A ′ of {g ′ 1 , . . . , g ′ k } is obtained from A by the following column operations:
• a multiple of the i th column is added to the j th column only if i < j.
Evidently, the initial Plücker coordinate remains unchanged under these column operations and the claim follows.
3.2. Proof of Theorem 1.4.1. It is straightforward to see that unstable polynomials have unstable gradient points. Indeed, suppose F is destabilized by a 1-PS acting diagonally on a basis x 1 , . . . , x n with weights
Then all monomials of F(x 1 , . . . , x n ) have positive λ-weight. It follows that all monomials of ∂F/∂x i have weight greater than −λ i . Hence all non-zero Plücker coordinates of ∇F have weight greater than
This shows that ∇F is also destabilized by λ.
We now proceed to prove the reverse implication, which is the heart of the theorem. To begin, if ∇F is not n-dimensional, then in some coordinate system we have ∂F/∂x 1 = 0. It follows that F is a polynomial in x 2 , . . . , x n and so is destabilized by the 1-PS with weights (−(n − 1), 1, . . . , 1).
Suppose ∇F is an unstable point in Grass n, Sym d V . Let λ be a destabilizing 1-PS acting diagonally on a basis x 1 , . . . , x n of V with weights
The following is the first of the two key results used in our proof of Theorem 1. • For a < b, add a multiple of the a th column to the b th column.
• For c < d, add a multiple of the c th row to the d th row.
The point of the present lemma is that by choosing a sequence of the above operations carefully, we can ignore column operations and choose row operations so that the initial monomials of the n rows become distinct. For the lack of imagination needed to explain how to do so, we proceed to prove the claim formally.
Suppose X i 1 ∧ · · · ∧ X i n is the initial Plücker coordinate of ∇F with respect to λ, where 1 ≤ i 1 < · · · < i n ≤ N. Note that by Lemma 3.1.3, the initial Plücker coordinate of ∇F remains constant under the change of coordinates (3.1.4).
For r ≤ n, we are going to prove that there exist indices {j 1 , . . . , j r } ⊂ {1, . . . , n} and an upper-triangular change of coordinates (3.1.4) such that:
The base case of r = 0 is vacuous. Suppose the claim has been established for some r. Then the smallest (with respect to < λ ) initial monomial of span F j | j ∈ {1, . . . , n} \ {j 1 , . . . , j r } is X i r+1 . In particular, there exists the smallest index j r+1 ∈ {1, . . . , n} \ {j 1 , . . . , j r } such that
Without loss of generality, we can assume that X i r+1 occurs in F j r+1 with coefficient 1. For every j > j r+1 , let c j r+1 j be the coefficient of X i r+1 in F j .
Consider the change of variables
c j r+1 j x j , . . . , x n ), and
c j r+1 j x j , . . . , x n ), for i = 1, . . . , n.
Note using (3.1.6) that in λ ( F i ) = in λ (F i ) for all i = 1, . . . , n. We compute
and
Note that the initial monomial of ∂G/∂x j s is still X i s , for all s = 1, . . . , r, because
Clearly, we still have
The coefficient of X i r+1 in ∂G/∂x j remains 0 for all j < j r+1 such that j / ∈ {j 1 , . . . , j r }, and, by the choice of the scalars c j r+1 j , the coefficient of X i r+1 in ∂G/∂x j becomes 0 for all j > j r+1 such that j / ∈ {j 1 , . . . , j r }. This means that in λ (∂G/∂x j ) / ∈ {X i 1 , . . . , X i r+1 } for all j ∈ {1, . . . , n} \ {j 1 , . . . , j r+1 }. The induction step follows.
Applying Lemma 3.2.1, we continue with the proof of Theorem 1.4.1 under the assumption that in λ (F i ) are all distinct. In this case, the initial Plücker coordinate of ∇F is precisely
Since, by assumption, λ destabilizes ∇F in Grass n, Sym d V , we have by Lemma 3.1.2
We can choose rational numbers
Equivalently, the λ-weight of every monomial in ∂F/∂x i is greater than µ ′ i . It follows that for every monomial x 
Hence, for every i, either d i = 0 or
The following key lemma now implies that the T-state of F, with respect to the torus T in SL(n) acting diagonally on {x 1 , . . . , x n }, lies to one side of a hyperplane passing through the barycenter and hence is T-unstable. This finishes the proof of the first part of Theorem 1.0.1 (namely, the fact that ∇F is semistable if and only if F is).
Lemma 3.2.2. Suppose L(z 1 , . . . , z n ) is a Q-linear function that vanishes at the barycenter of the n-simplex
Then there exists a Q-linear function that vanishes at the barycenter and that assumes positive values at all points of S
Proof of Lemma 3.2.2. We have that
for every (z 1 , . . . , z n ) ∈ S i . Moreover, the inequality is strict if z i > 0. It follows that
Clearly,
is the requisite linear functional.
Finally, suppose F is stable but ∇F is strictly semistable with respect to some 1-PS λ. The argument above in the case when λ is a destabilizing 1-PS of ∇F goes through after all strict inequalities are replaced by non-strict inequalities. In particular, after applying Lemma 3.2.1, we can use Lemma 3.2.2 to conclude that the state of F lies in the nonnegative half-space with respect to the linear function
Since F is stable, we must have M ≡ 0, or, equivalently, µ ′ i = dλ i for every i = 1, . . . , n.
Suppose r is the smallest index such that λ r+1 = · · · = λ n . We claim that F(x 1 , . . . , x n ) = 
is stabilized by every 1-PS such that W i 's are its eigenspaces. Choose a 1-PS λ such that W i 's are distinct eigenspaces of λ. Then the centralizer of λ in SL(V) is 
The renormalized µ is a 1-PS of SL(W 1 ) × · · · × SL(W r ). 
SEMISTABILITY OF THE ASSOCIATED FORM
We keep notation of Subsections 1.1 and 1.2, but recall the necessary definitions for the reader's convenience: As before, V is a C-vector space of dimension n and S = Sym V is the algebra of polynomials on V ∨ . If W = span g 1 , . . . , g n is generated by a regular sequence of n elements in Sym d V, then the ideal I W = (g 1 , . . . , g n ) defines a graded local Artinian Gorenstein C-algebra
The socle degree of S W is ν = n(d − 1). Regarding the degree ν graded piece of S W as an element of
we obtain the associated form of (g 1 , . . . , g n ) as the corresponding element Proof. Set r = dim L and n = dim W. Assume r > n. Consider the incidence correspondence
Since L is base-point-free, the projection I → P n−1 is a C r−1 -bundle. As long as the hyperplane H ⊂ L is not one of these fibers, we are done. The claim follows by dimension count: n − 1 = dim P n−1 < r − 1 = dim Grass(r − 1, L). 
and such that at least one of the above inequalities is strict. Repeating this process, we obtain an infinite sequence of monomials m 1 , m 2 , . . . such that the exponents of x 1 , . . . , x n for any two successive monomials satisfy the inequalities (4.0.7) (possibly with a different i each time), with at least one inequality strict. This is however absurd: Clearly, d n has to stabilize, which forces i to be less than n from then on, which forces d n−1 to stabilize, etc.
