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INVERSE RESONANCE SCATTERING ON ROTATIONALLY
SYMMETRIC MANIFOLDS
HIROSHI ISOZAKI AND EVGENY KOROTYAEV
Abstract. We discuss inverse resonance scattering for the Laplacian on a rotationally sym-
metric manifold M = (0,∞) × Y whose rotation radius is constant outside some compact
interval. The Laplacian on M is unitarily equivalent to a direct sum of one-dimensional
Schro¨dinger operators with compactly supported potentials on the half-line. We prove
• Asymptotics of counting function of resonances at large radius.
• Inverse problem: The rotation radius is uniquely determined by its eigenvalues and
resonances. Moreover, there exists an algorithm to recover the rotation radius from its
eigenvalues and resonances.
The proof is based on some non-linear real analytic isomorphism between two Hilbert spaces.
1. Introduction and main results
1.1. Geometry. We consider a rotationally symmetric manifold M = R+×Y equipped with
a warped product metric
g = (dx)2 + r2(x)gY , x > 0. (1.1)
Here (Y, gY ) is a compact m-dimensional Riemannian manifold (with or without boundary),
called tranversal manifold, and r(x) > 0 is the rotation radius satisfying
r(x) = ro = const > 0 for x > 1. (1.2)
We introduce q(x) by
r = ro e
2
m
Q, Q(x) = −
∫ 1
x
q(t)dt, x ∈ R+ = [0,∞), (1.3)
and assume that the real function q belongs to the class P1, where Pj is defined by
Pj =
{
g ; g(j) ∈ L1real(R+), supp g ⊂ [0, 1], sup supp g = 1
}
, j > 0. (1.4)
As will be seen below, the geometry (i.e., the rotation radius r and hence all derived quantities
up to two integration constants) is determined by q. The Laplacian ∆M on M has the form
−∆M = −
1
rm
∂x
(
rm∂x
)
−
∆Y
r2
,
where ∆Y is the Laplacian on Y . We assume the Dirichlet boundary condition, i.e. the domain
of ∆M consists of the functions f = f(x, y), (x, y) ∈ M = R+ × Y , satisfying the following
boundary condition
f |∂M = 0, ∂M = {0} (1.5)
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The negative Laplacian −∆Y on Y (with suitable boundary conditions when Y has a bound-
ary) has a discrete spectrum, 0 6 E1 6 E2 6 · · · , with corresonding orthonormal family of
eigenfunctions Ψν , ν > 1, in L
2(Y ).
Let us reacll simple examples.
(1) The case when Y has no boundary. For example, if Y = S1, then E1 = 0, E2 = π
2, · · · .
(2) The case when Y has a boundary. For example, if Y is a compact interval in R1 e.g.
[0, 1], then E1 = 0, E2 = π
2, · · · , for the Neumann boundary condition, and E1 = π2, E2 =
(2π)2, · · · , for the Dirichlet boundary condition.
Introduce the Hilbert spaces
L2ν(M) =
{
h(x, y) = f(x)Ψν(y) : (x, y) ∈M = R+ × Y,
∫ ∞
0
|f(x)|2dx <∞
}
, ν > 1.
By the spectral decomposition of−∆Y , the Laplacian on (M, g) acting in L2(M) = ⊕ν>1L2ν(M)
is unitarily equivalent to a direct sum of one-dimensional Schro¨dinger operators Hν , namely,
−∆M ⋍ ⊕
∞
ν=1 (Hν + uν,0). (1.6)
Here the operator Hν acts on L
2(R+) under the Dirichlet boundary condition and is given by
Hνf = −f
′′ + pνf, f(0) = 0, (1.7)
and the potential pν(x) is defined by
pν(x) = q
′(x) + q2(x) + uν(x)− uν,0,
uν(x) = uν,0e
− 4
m
Q(x), Q(x) = −
∫ 1
x
q(t)dt,
uν,0 =
Eν
r2(1)
.
(1.8)
Note that
supp pν ⊂ [0, 1], pν ∈ L
1(0, 1).
Below we fix an index ν arbitrarily, and omit it. We consider the operator Hf = −f ′′+ pf ,
where the potential p = pν is given by (1.8). It is well-known (see [F59]) that H has purely
absolutely continuous spectrum [0,∞) and a finite number N > 0 of bound states E1 < ... <
EN < 0 below the continuum. The Jost solution f+(x, k) is a solution to the equation
− f ′′+ + pf+ = k
2f+, x > 0, k ∈ C \ {0} (1.9)
satisfying the condition f+(x, k) = e
ixk, x > 1. The Jost function ψ(k) is defined by ψ(k) =
f+(0, k). Let n+(f) be the number of zeros of f analytic in C+, each zero being counted
according to its multiplicity. For an analytic function f defined in a neighborhood of 0, we
define no(f) = m, if f(z) = z
mg(z) where g(0) 6= 0. The Jost function ψ(k) has the following
standartd properties
• The Jost function ψ(k) is entire on C and has the following asymptotics uniformly in
arg k ∈ [0, π]:
ψ(k) = 1 +O(1/k) as |k| → ∞. (1.10)
• The S-matrix is defined by
S(k) =
ψ(−k)
ψ(k)
= e−i2φsc(k), φsc(k) = argψ(k), k ∈ R. (1.11)
We call φsc phase shift. Note that S(k) is meromorphic on C. We define a resonance of H to
be a pole of S(k) in C−.
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• The zeros of ψ in C+ are given by
k1 = i|E1|
1
2 , . . . kn+ = i|EN |
1
2 ∈ iR+, N = n+(ψ). (1.12)
There may be a simple zero of ψ at 0, hence no(ψ) = 0 or 1. The number of zeros in C− ∪{0}
are infinite, and arranged so that 0 6 |kN+1| 6 |kN+2| 6 . . . (counted with multiplicities). If
kN+1 = 0, then 0 < |kN+2|. The zeros of ψ in C− coincide with the resonances.
• Due to (1.10) we define the branch logψ(k), k ∈ C+\ [0, k1] by the condition logψ(iv) = o(1)
as v → ∞. Since ψ(k) is real on iR+ and has n+ zeros in C+, the function φsc is odd, i.e.
φsc(−k) = −φsc(k) for k > 0, continuous on (0,∞), φsc(k) = o(1) as k →∞ and
φsc(±0) = ∓π
(
n+ +
n0
2
)
, n0 = n0(ψ) = 0 or 1. (1.13)
Then, as a preliminary result, we have
Theorem 1.1. i) Let q ∈ P1 and p be given by (1.8). Then p ∈ P0.
ii) If r(x) 6 r(1) for all x ∈ [0, 1], then the Laplacian −∆M has no eigenvalues.
iii) There exists a radius r(x) > ro for all x ∈ (0, 1) and νo large enough such that each
operator ∆ν , ν > νo has eigenvalues and the Laplacian ∆M has infinite number of eigenvalues.
✻
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Figure 1. (a) ∆ has eigenvalues, (b) ∆ has not eigenvalues
We consider the distribution of resonances of −∆M . For an analytic function f on C, let
Nr(f) be the number of zeros of f counted with multiplicities in the disc of radius r centered
at the origin. By virtue of Theorem 1.1, i) and the well-known result of Zwoski [Z87] for the
distribution of resonances, we obtain
Corollary 1.2. Let q ∈ P1. Then
Nr(ψ) =
2r
π
(1 + o(1)) as r →∞. (1.14)
Let n+(f) be the number of zeros of f in C+ counted with multiplicities.
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Corollary 1.3. Let q ∈ P1. Then the Jost function ψ(k) is represented as
ψ(k) = kn0ψ(n0)(0)eik lim
r→∞
∏
|kn|6r,kn 6=0
(
1−
k
kn
)
, k ∈ C, (1.15)
uniformly on any compact subset of C, where no = no(ψ) = 0 or 1. Moreover, the S-matrix
has the form S(k) = e−2iφsc(k), where φsc is given by
φsc(k) = −π
(
n+ +
no
2
)
+
∫ k
0
φ′sc(t)dt,
φ′sc(k) = 1 +
∞∑
n=1,kn 6=0
Im kn
|k − kn|2
, k > 0,
(1.16)
uniformly on any compact subset of R+, where n+ = n+(ψ). Moreover, the following trace
formula holds true:
− 2kTr
(
R(k)−R0(k)
)
=
no
k
+ i+ lim
r→∞
∑
kn 6=0,|kn|<r
1
k − kn
, (1.17)
1.2. Inverse problem. We sometimes write ψ(k, q), kn(q), · · · instead of ψ(k), kn, · · · , when
several potentials are dealt with. We introduce the Sobolev space of real functions
W 01 =
{
q ∈ L2real(0, 1) ; q
′ ∈ L2(0, 1), q(0) = q(1) = 0
}
, (1.18)
equipped with norm ‖q‖2
W 0
1
= ‖q′‖2 =
∫ 1
0
|q′(x)|2dx. The main result of this paper is the
following inverse problem.
Theorem 1.4. i) Let ψj be the Jost function for qj ∈ W
0
1 ∩ P1, j = 1, 2. If ψ1 = ψ2, then
q1 = q2.
ii) Let Sj be the S-matrix for qj ∈ W 01 ∩ P1, j = 1, 2. If S1 = S2, then q1 = q2.
iii) Any q ∈ W 01 ∩ P1 is uniquely determined by its eigenvalues and resonances. Moreover,
there exists an algorithm to recover q from its eigenvalues and resonances.
1.3. Historical review. There is an abundance of works devoted to the spectral theory and
inverse problems for the surface of revolution from the view points of classical inverse Strum-
Liouville theory, integrable systems, micro-local analysis, see [AA07], [E98] and references
therein. For integrable systems associated with surfaces of revolution, see e.g. [KT96], [T97],
[SW03] and references therein.
Isozaki-Korotyaev [IK17], [IK17x] solved the inverse spectral problem for rotationally sym-
metric manifolds (finite perturbed cylinders), which includes a class of surfaces of revolution,
by giving an analytic isomorphism from the space of spectral data onto the space of functions
describing the radius of rotation. An analogue of the Minkowski problem was also solved. In
another paper [IK19] Isozaki-Korotyaev studied inverse problems for Laplacian on the torus.
Moreover, they obtained stability estimates: the spectral data in terms of the profile (the
radius of the rotation) and conversely, the profile in term of the spectral data.
In our paper we use inverse resonance theory for Schro¨dinger operators with compactly
supported potentials on the half-line [K04]. We use also results on perturbed Riccati mappings
from [K02], [K03], [IK17x].
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A lot of papers are devoted to resonances of one-dimensional Schro¨dinger operators. See
Froese [F97], Hitrik [H99], Korotyaev [K04], Simon [S00], Zworski [Z87] and references therein.
Inverse problems (uniqueness, reconstruction, characterization) in terms of resonances were
solved by Korotyaev for a Schro¨dinger operator with a compactly supported potential on
the real line [K05] and the half-line [K04]. See also Zworski [Z02], Brown-Knowles-Weikard
[BKW03] concerning the uniqueness. The resonances for one-dimensional operators − d
2
dx2
+
Vpi + V , where Vpi is periodic and V is a compactly supported potential were considered by
Firsova [F84], Korotyaev [K11], Korotyaev-Schmidt [KS12]. Christiansen [C06] considered
resonances for steplike potentials. The ”local resonance” stability problems were considered
in [Ko04], [MSW10].
Resonances for specific cases of surfaces of revolution are discussed in [C04], [DKK15],
[DH13], [D16]. As far as the authors know, the results in this paper about resonances for
Laplacian on surfaces of revolution for the case (1.1)-(1.4) are new.
2. Preliminaries
2.1. Entire functions. We recall some well-known facts about entire functions (see [Ko88]).
An entire function f(k) is said to be of exponential type if there is a constant α such that
|f(k)| 6 const. eα|k| everywhere on C. An enitire function f is said to belong to the Cartwright
class ECart, if f(k) is of exponential type, and the following conditions hold true:∫
R
log+ |f(x)|dx
1 + x2
<∞,
̺+(f) = 0, ̺−(f) = 2, where ̺±(f) = lim sup
t→∞
log |f(±it)|
t
.
(2.1)
Denote by (zn)
∞
n=1 the sequence of zeros 6= 0 of f (counted with multiplicities), arranged so
that 0 < |k1| 6 |k2| 6 · · · . Then f ∈ ECart has the Hadamard factorization
f(k) = zmCeiz lim
R→+∞
∏
|kn|6R
(
1−
k
kn
)
, C =
f (m)(0)
m!
, (2.2)
for some integerm > 0, where the product converges uniformly on any compact set. Moreover,
we have
∞∑
1
| Im kn|
|kn|2
<∞. (2.3)
Hence we obtain
f ′(k)
f(k)
= i+
m
k
+ lim
R→∞
∑
|kn|6R
1
k − kn
(2.4)
uniformly on any compact subset of C\
(
{0}∪
⋃
{kn}
)
. In this paper, we make use of a simple
class of functions in ECart. Let g ∈ P0. Then 1 + ĝ belongs to ECart:
1 + ĝ ∈ ECart, where ĝ(k) =
∫ 1
0
g(t)e2ikt. (2.5)
Let us recall the Levinson Theorem (see [Ko88]): Let f ∈ ECart. Then
N (r, f) =
2
π
r + o(r) as r →∞. (2.6)
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2.2. Unitary transformations. Recall that the Laplacian on (M, g) acting in L2(M) =
⊕ν>1L 2ν (M) is unitarily equivalent to a direct sum (1.6) of one-dimensional operators ∆ν .
Here the operator ∆ν acts in the space L
2(R+, r
m(x)dx) under the Dirichlet boundary condi-
tion and is given by
−∆νf = −
1
rm
(rmf ′)′ + uνf, f(0) = 0,
uν =
Eν
r2
= uν,0e
− 4
m
Q, uν,0 = un(1), r = roe
2
m
Q, Q = −
∫ 1
x
q(t)dt.
(2.7)
The function ̺ = r
m
2 > 0 is called an impedance function. We define a unitary transformation
U by
U : L2(R+, ̺dx)→ L
2(R+, dx), U f = ̺f, ̺ = r
m
2 = ̺0e
Q.
We transform the operator −∆ν into a Schro¨dinger oprtator Hν by
U (−∆ν)U
−1 = −̺−1∂x̺
2∂x̺
−1 + uν = D
∗D + u = Hν + uν,0, (2.8)
where Hν acts on L
2(R+) and is given by
Hν = −
d2
dx2
+ pν , pν = q
′ + q2 + uν − uν ,0, (2.9)
and where the potential pν ∈ L1(R+) has a compact support ⊂ [0, 1]. Here we have used the
identities
D = ̺∂x ̺
−1 = ∂x − q, D
∗ =
(
̺ ∂x̺
−1
)∗
= −∂x − q,
D∗D = −(∂x + q)(∂x − q) = −∂
2
x + q
′ + q2.
(2.10)
The following support property of the non-linear mappings q → pν in (2.9) plays a key role.
Lemma 2.1. Let q, q′ ∈ L1(Ω) for Ω = (1 − τ, 1) for some τ > 0 and q(1) = 0. Assume that
q satisfies on Ω the following equation
q′ + q2 + u− u0 = 0, (2.11)
where u = u0e
βQ with β, u0 > 0. Then q = 0 on ω = (1− ε2, 1) for ε > 0 small enough.
Proof. Define the norm in Lr(ω), r > 1 by ‖q‖rr =
∫
ω
|q(t)|rdt. We have for x ∈ ω
q(x) = −
∫ 1
x
q′(t)dt, |q(x)| 6 ‖q′‖rε, ‖q‖ 6 ε‖q
′‖1, (2.12)
where ‖q‖ = ‖q‖2. Let q 6= 0. Then for ε > 0 small enough this yields
‖q‖ 6 1, |Q(x)| 6
∫ 1
x
|q(t)|dt 6 ε‖q‖ 6 ε,
|eβQ(x) − 1| =
1
β
∣∣∣∣ ∫ 1
x
q(t)eβQ(t)dt
∣∣∣∣ 6 eβεβ
∫ 1
x
|q(t)|dt 6
ε
β
‖q‖eβε,
(2.13)
for all x ∈ ω. Using these estimates for (2.11), we have
q(x) = −
∫ 1
x
(q2 + u− u0)dt,
|q(x)| 6
∫ 1
x
(|q(t)|2 + u0|e
βQ(x) − 1|)dt 6 ‖q‖2 +
ε‖q‖ωu0
β
eβε 6 ‖q‖C,
(2.14)
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where C = 1+ εu0
β
eβε. This gives ‖q‖ 6 ε‖q‖C, which yields a contradiction, since εC < 1 for
ε > 0 small enough.
3. Proof of main theorems
3.1. Eigenvalues and resonances. Proof of Theorem 1.1. i) Let q ∈ P1. We show that
p = pν given by (1.8) belongs to P0. Assume that p /∈ P0 and p = 0 on Ω = (1 − τ, 1) for
some τ > 0. Then by Lemma 2.1, we have q = 0 on Ω = (1 − τ1, 1) for some small τ1 > 0,
which gives the contradiction, since q ∈ P1. Thus we have p ∈ P0.
ii) The Schro¨diger operator Hν = H0+Uν , where H0 = −
d2
dx2
+X0 > 0, X0 = q
′+ q2, and
the potential Uν has the form:
Uν = uν − uν ,0 = Eν
(
1
r2
−
1
r2o
)
= Eν
r2o − r
2
r2or
2
, suppUν ⊂ [0, 1]. (3.1)
Recall that u = u
ν ,0e
− 4Q
m and Q = −
∫ 1
x
q(t)dt. Roughly speaking we have two cases:
1) r < ro on the interval [0, 1] and Uν > 0, recall that ro = r(1),
2) r > ro on the interval [0, 1] and Uν < 0.
Consider the case r(x) 6 ro for all x ∈ [0, 1]. Then the potential Uν > 0 and the operator
Hν > H0 > 0 and Hν has no eigenvalues. Note that H0 > 0 and the operator H0 has only
absolutely continuous spectrum.
iii) Consider the second case r(x) > ro = 1 for all x ∈ (0, 1). We take r(x) = 1 +
(x−1)2
2
for
x ∈ [0, 1]. Then we obtain 1 6 r 6 3
2
and r′ = x− 1, r′′ = 1, and the identity ̺ = r
m
2 gives
q =
̺′
̺
=
m
2
r′
r
=
m
2
(x− 1)
r
,
q′ =
m
2
r′′
r
−
m
2
r′2
r2
=
m
2r
−
2
m
q2 =
m
2
−
r
m
q2 −
2
m
q2 =
m
2
−
r + 2
m
q2,
X0 = q
′ + q2 =
m
2
−
r + 2−m
m
q2
(3.2)
and
Uν = Eν
1− r2
r2
= −Eν
(1 + r)(x− 1)2
2r2
= −2Eν
(1 + r)
m2
q2.
Let χω be the characteristic function of the interval ω = (0,
1
2
). We have q2 > 1
4
χω. This and
p = X0 + Uν yield
p =
m
2
−
r + 2−m
m
q2 − 2Eν
(1 + r)
m2
q2 =
m
2
− vν ,
vν = 2Eνq
2v˜ν , v˜ν =
1 + r
m2
+
r + 2−m
m2Eν
,
1
m2
6 v˜ν 6
6
m2
.
(3.3)
For Eν large enough we obtain vν = 2Eνq
2v˜ν > v
0
ν :=
Eν
2m2
χω. Define the operators hν , h
0
ν on
R+ by
hνy = −y′′ + (
m
2
− vν)y, h0νy = −y
′′ + (m
2
y − v0ν)y, y(0) = 0.
It is well-known that the operator h0ν has a large number of negative eigenvalues for Eν large
enough. Then the operator Hν has also a large number of eigenvalues for Eν large enough,
since Hν+1 6 Hν 6 hν 6 h
0
ν . This yields iii).
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Proof of Corollary 1.2. Theorem 1.1, i) gives that p ∈ P0. In this case Zworski [Z87]
proved the asymptotics (1.14) holds true.
Proof of Corollary 1.3. Theorem 1.1, i) gives that p ∈ P0. Thus all results of Corollary
1.3 follow from Theorem 4.2 and (4.16).
3.2. Inverse problem. We introduce the Sobolev spaces of real functions
H0 =
{
q ∈ L2real(0, 1) :
∫ 1
0
q(x)dx = 0
}
Hα =
{
q, q(α) ∈ H0,
}
, α > 0, (3.4)
equipped with norm ‖q‖2
Hα
= ‖q(α)‖2 =
∫ 1
0
|q(α)(x)|2dx.
We rewrite (1.8) in the form, omitting ν for simplicity,
p = v + v0, v = q
′ + q2 + u− u0 − v0 = q
′ + q2 + u− c0,
v0 =
∫ 1
0
(q′ + q2 + u− u0)dx =
∫ 1
0
(q2 + u− u0)dx,
c0 = u0 + v0 =
∫ 1
0
(q2 + u)dx.
(3.5)
Thus we can consider the mapping V :W 01 → H0 given by
v = V (q) = q′ + q2 + u− c0,
u(Q) = u0e
−βQ, Q(x) = −
∫ 1
x
q(t)dt, c0 =
∫ 1
0
(q2 + u)dx, β =
4
m
,
(3.6)
where u0 =
Eν
r2o
. The following result on the mapping q → v = V (q) is proven in [IK17].
Theorem 3.1. The mapping V : W 01 → H0, given by (3.6) is a real analytic isomorphism
between the Hilbert spaces W 01 and H0 and satisfies:
‖q′‖2 6 ‖v‖2 6 ‖q′‖2 + 2‖q‖3‖q′‖+ C∗‖q‖
2e2β‖q‖, (3.7)
where the constant C∗ = u0(β + 1)(2 + βu0).
We consider the inverse problem: to determine a coefficient q ∈ W 10 , if the resonances of
the operator ∆ν are given. Due to Theorem 3.1 it is equivalent to know the resonance of the
operator Hν , pν ∈ H0.
Proof of Theorem 1.4. i) Let ψj(·) be the Jost function for some qj ∈ W
0
1 ∩ P, j = 1, 2.
Assume that ψ1 = ψ2. Then Theorem 4.2 gives that p1 = p2. Thus Theorem 3.1 implies that
q1 = q2.
ii) Let Sj be the S-matrix for some qj ∈ W 01 ∩P, j = 1, 2. Assume that S1 = S2. Let ψj be the
associated Jost function. Let Z(ψ) be the sequence of zeros of ψ counted with multiplicity.
From the identity S1(k) =
ψ1(−k)
ψ1(k)
and (4.6) we have Z(ψ1) = Z(ψ2). Then from (4.13) we
obtain ψ1 = ψ2. Then, i) gives p1 = p2. Thus Theorem 3.1 implies q1 = q2.
iii) Let Z(ψ) be the set of all eigenvalues and resonances for the Jost function ψ(k, q) for some
q ∈ W 01 and the corresponding potential p. Then we can recover the Jost function ψ by the
Hadamard factorization (1.15). Thus using the Jost function ψ and the Marchenko equation
(see (4.9)-(4.12)), we can recover the potential p. If we know the potential p, then we can
recover the unique function q ∈ W 01 ∩ P by the perturbed Riccati equation using Theorem
3.1.
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4. Inverse resonance scattering on the half-line
4.1. Resonance scattering. We consider the Schro¨dinger operator on L2(R+) given by
Hy = −y′′ + p(x)y, y(0) = 0, (4.1)
where the potential p ∈ P0. It is well-known (see [F59]) that H has purely absolutely con-
tinuous spectrum [0,∞) plus a finite number n+ > 0 of bound states E1 < ... < En+ < 0.
Introduce the Jost solution f+(x, k) and the regular solution ϕ(x, k) of the equation
− y′′ + py = k2y, x > 0, k ∈ C \ {0}, (4.2)
with the conditions f+(x, k) = e
ixk, x > 1 and ϕ(0, k) = 0, ϕ′(0, k) = 1. Outside the support
of p they are linear combinations of e±ikx. We define the Jost function ψ by
ψ(k) = f+(0, k) = 1 +
∫ 1
0
sin kx
k
p(x)f+(x, k)dx, k ∈ C. (4.3)
This ψ(k) has the well known properties, which we summarize here.
Lemma 4.1. If p ∈ P0, the Jost function ψ(k) for the operator −y′′+py on the half-line with
condition y(0) = 0 has the form
ψ(k) = 1 +
Fˆ (k)− Fˆ (0)
2ik
, ∀ k ∈ C, (4.4)
for some F ∈ P0. Moreover, the function ψ satisfies
1) ψ(k) = 1 + O(1)
|k|
as |k| → ∞, k ∈ C+, uniformly in arg k ∈ [0, π].
2) ψ(k) is real on iR+,
3) ψ(k) has n+ simple zeros in C+, which belong to iR+,
4) the function φsc is odd φsc(−k) = −φsc(k), k > 0, and is continuous on (0,∞)
5) φsc(k) = o(1) as k →∞ and
φsc(±0) = ∓π
(
n+ +
no
2
)
, as no = no(ψ) = 0, 1. (4.5)
6) Let Z(f) be the set of zeros of an entire function f . The zeros of ψ satisfies
Z(ψ) ∩ Z(ψ(−·)) =
{
{0} if ψ(0) = 0,
∅ if ψ(0) 6= 0.
(4.6)
Introduce the set J of all possible Jost functions from [K04].
Definition J . By J we mean the class of all entire functions f having the form
f(k) = 1 +
1
2ik
(
Fˆ (k)− Fˆ (0)
)
, k ∈ C, (4.7)
where Fˆ (k) =
∫ 1
0
F (x)e2ixkdx and F ∈ P0. In addition the sequence (kn)∞n=1 of zeros of f
satisfies:
i) only one f(k) 6= 0 for any k ∈ R \ {0} and no(f) 6 1,
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ii) all zeros k1, .., kn+, n+ = n+(f) of the function f in C+ are simple, belong to iR+ and
satisfy
|k1| > |k2| > ... > |kn+| > 0,
(−1)jf(−kj) > 0, j = 1, ..., n+.
(4.8)
We recall the well-known Marchenko result [M86] about the inverse problems for our case
p ∈ P0. Define the functions
G0(x) =
1
2π
∫ ∞
−∞
(1− S(k))eixkdk, G(x) = G0(x) +
∑
kj∈C+
e−x|kj |
cj
, (4.9)
and the norming constants
cj =
∫
R+
|ψ(x, kj)|
2dx <∞, kj ∈ C+, j = 1, .., n+, (4.10)
where ψ(·, kj) ∈ L2(R+), kj ∈ C+ is an eigenfunction of H . For each x > 0 the Marchenko
equation
K(x, t) = −G(x+ t)−
∫ ∞
x
G(t+ s)K(x, s)ds, t > x, (4.11)
has the unique solution K(x, t), which satisfies (??), (??). It is important that the potential
p has the form
p(x) = −2
d
dx
K(x, x), x > 0. (4.12)
Below we use the fact: if G(x) = 0 for x > 2d, then p(x) = 0 for x > d.
Now we consider the mapping p → J(p) = ψ(·, p) ∈ J , i.e., for each p ∈ P0 we have the
Jost function J(p) = ψ(k, p). We are now in a position to formulating the main result on the
inverse resonance scattering from [K04] including characterization.
Theorem 4.2. i) The mapping J : P0 → J given by p → J(p) = ψ(·, p) is one-to-one and
onto.
ii) For any p ∈ P0 the Jost function ψ(k) = ψ(k, p) is given by
ψ(k) = knoψ(no)(0)eik lim
r→∞
∏
|kn|6r,kn 6=0
(
1−
k
kn
)
, k ∈ C, no = no(ψ) = 0, 1, (4.13)
where the product is uniformly convergent on any compact subset of C. Moreover, the potential
p is uniquely determined by the Marchenko equations (4.9)-(4.12) (in terms of its bound states
and resonances), where S(k) = e−2iφsc(k) and φsc is represented as
φsc(k) = −π
(
n+(ψ) +
no
2
)
+
∫ k
0
φ′sc(t)dt,
φ′sc(k) = 1 +
∞∑
n=1,kn 6=0
Im kn
|k − kn|2
, k > 0,
(4.14)
and the norming constant cj (see (4.10)) is given by
cj = (−1)
σ e
−2|kj |
2|kj|
∞∏
n 6=j,n>1,kn 6=0
(
1− kj
kn
1 +
kj
kn
)
, j = 1, ..., n+(ψ). (4.15)
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Remark. 1) The series (4.14) converges absolutely (see (2.8)).
2) Moreover, the following trace formula holds true:
− 2kTr
(
R(k)−R0(k)
)
=
no
k
+ i+ lim
r→∞
∑
kn 6=0,|kn|<r
1
k − kn
, (4.16)
uniformly on compact subsets of C \
(
{0} ∪
⋃
{kn}
)
.
We divide the inverse problem for the mapping k• : p→ k•(p) = (kn(p))∞1 into three parts:
I. Uniqueness. Do the eigenvalues and the resonances determine uniquely p?
II. Reconstruction. Give an algorithm for recovering p from the sequence k•(p) = (kn(p))
∞
1
only.
III. Characterization. Give necessary and sufficient conditions for the sequence k• = (kn)
∞
1 to
be the eigenvalues and the resonances for some p ∈ P0.
Theorem 4.2 gives the solution of I and II. Moreover, it gives a characterization of p ∈ P0
in terms of functions from J through the mapping J : P0 → J . The proof of Theorem 4.2
is based on the entire function theory and the Marchenko results about the inverse scattering
on the half-line.
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