Abstract -We consider two-point boundary value problems for systems of firstorder nonlinear ordinary differential equations. Under natural conditions we show that on an arbitrary grid there exists a unique two-point exact difference scheme (EDS), i.e., a difference scheme whose solution coincides with the projection onto the grid of the exact solution of the corresponding system of differential equations. A constructive algorithm is proposed in order to derive from the EDS a so-called truncated difference scheme of an arbitrary rank m (m-TDS) possessing the order of accuracy O(|h| m ) with respect to the maximal step size |h|. The m-TDS represents a system of nonlinear algebraic equations with respect to the approximate values of the exact solution on the grid. Iterative methods for its numerical solution are discussed. Analytical and numerical examples are given which illustrate the theorems proved. Keywords: systems of nonlinear ordinary differential equations, difference scheme, exact difference scheme, truncated difference scheme of an arbitrary order of accuracy, fixed point iteration.
Introduction
In the Finite-Difference-Method (FDM) for the numerical treatment of boundary value problems (BVPs) for ordinary differential equations (ODEs) the ODEs which are changed into difference equations which together with the approximations of the boundary conditions form a difference scheme (DS). The difference scheme approximating differential equations of order k is called compact (CDS) or a (k + 1)− point DS if k + 1 neighboring grid points are involved.
In order to get the solution of a nonlinear DS various iterative procedures are used, for example, the Newton method, where a system of linear algebraic equations must be solved in each iteration step. Since in the case of a compact DS the matrix of this system possesses the minimal number of non-zero diagonals, its solution can be found using a minimal number of arithmetic operations. In order to get an approximate solution of a high accuracy one has to choose a step size small enough. This leads to high matrix dimensions. Difference schemes of a high order of accuracy allow to reduce the matrix dimensions. Besides, it was shown in [12] that a DS is stable provided that it is compact. Thus, an efficient DS must to be compact and possess a high order of accuracy. The simple structure and with the high order of accuracy are important features of such a DS for BVPs for systems of ordinary differential equations.
Three-point difference schemes of arbitrary order m (the so-called truncated difference schemes of rank m or, briefly, m-TDS) for linear BVPs for systems of second-order differential equations with piecewise continuous coefficients were constructed in [17, 18, 20, 24, 26, 27] using the exact difference schemes (EDS). The solution of these schemes coincides with the projection onto the grid of the exact solution of the corresponding differential equation. An approach for the construction of exact three-point difference schemes for nonlinear secondorder differential equations was proposed for the first time in 1990 in [19] . Constructive three-point difference schemes of an arbitrary order of accuracy were proposed in the same paper as well. These results were generalized in [13] [14] [15] [16] for nonlinear problems.
Exact difference schemes and difference schemes of an arbitrary order of accuracy for generalized one-dimensional third-order boundary value problems were proposed and justified in [3] . These schemes were applied to a class of one-dimensional variational inequalities in [2] . Note that the recently published paper [22; p. 1929] contains the assertion that no EDS exist for nonlinear differential equations, in particular, there are no EDS for the Fisher equation. This assertion was refuted in [13-20, 26, 27] and in our paper.
Since an arbitrary nonlinear differential equation of order k can be rewritten as a system of first-order differential equations, it is quite natural to consider the question of the existence of exact two-point (compact) difference schemes for such systems with two-point boundary conditions (separated and non-separated).
In this paper we prove the existence of two-point exact difference schemes for systems of first-order differential equations under the assumption that a unique solution of the corresponding BVP exists. As a "proof tool", we use Banach's fixed point theorem which is usually used in many other techniques as well (cf. waveform relaxation techniques), but we develop and modify this tool for our main goal, namely, to develop and justify a new numerical algorithm. We propose an algorithmical realization of these schemes using the so-called truncated difference schemes of an arbitrary order of accuracy m that demand for each grid node x j , j = 1, 2, . . . , N , the solution of two Cauchy problems over a small interval [x j−1 , x j ]. Each of these Cauchy problems can be solved explicitly using, for example, the Taylor expansion with m terms. Since for nonlinear BVPs the TDS is a system of nonlinear algebraic equations, an iterative method is used. Note that the local Cauchy problems can also be solved by other one-step methods, e.g., by the Runge-Kutta methods (see [4, 5, 25] ). Moreover, the local Cauchy solver can be chosen so that it preserves other important properties of the exact solution (monotonicity, convexity, etc.). To solve the nonlinear difference scheme, Newton's method can be used with allowance for the special form of the boundary conditions (for example, particularly separated end conditions) [9] .
The given BVP. Existence and uniqueness of the solution
Let us consider the following first-order BVP:
where
The linear part of the differential equation in (1) defines the fundamental matrix (or the evolution operator) U (x, ξ) ∈ R d×d which satisfies the matrix initial value problem (IVP)
where I ∈ R d×d is the identity matrix. In what follows we denote by u ≡ √ u T u the Euklidian norm of u ∈ R d and we will use the subordinate matrix norm generated by this vector norm.
Let us make the following assumptions:
(PI) The linear homogeneous problem corresponding to (1) possesses only the trivial solution.
(PII) For the elements of the matrix
The last condition implies the existence of a constant c 1 such that
It is easy to show that condition (PI) guarantees the nonsingularity of the matrix Q ≡ B 0 + B 1 U (1, 0), i.e., the following auxiliary statement holds. Some sufficient conditions which guarantee that the linear homogeneous BVP corresponding to (1) has only the trivial solution are given in the following two lemmas. 
Proof. Assumption (PII) guarantees the existence and uniqueness of the solution to the Cauchy problem (2) . From the homogeneous ODE we derive
This yields under the assumptions of the lemma
Thus
For the statement a) we have
Then, u(0) = 0 and problem (1) with f (x, u) = 0, d = 0 has only the trivial solution.
For the statement b) we have
Then it follows from (4) that
from where we get u(0) = 0. Thus, the statement b) is proved. We now show the statement c). The consequences of the homogeneous boundary conditions are
Let us denote
and it follows from (4) that
This implies
From the last inequality we get v = 0, i.e., u(0) = u(1), which together with (5) implies u(0) = u(1) = 0. Now, using (3), the claim u(x) = 0 is proved. 
holds. Then the matrix Q is nonsingular and the linear homogeneous BVP corresponding to (1) possesses only the trivial solution.
Proof. We write the homogeneous equation corresponding to (1) in the following equivalent form:
from where we get
Satisfying the boundary condition, we obtain
which yields
Substituting this into (8), we see that the solution of problem (1) satisfies the integral equation
This equation implies the estimate
from where the assertion of the lemma follows.
Let us introduce the vector-function
(which exists due to assumption (PI) for all x ∈ [0, 1]) and the set
where D ⊆ [0, 1] is a closed set. Due to assumption (PI) problem (1) is equivalent to the integral equation
where G(x, ξ) is Green function of the corresponding linear differential operator (see, e.g., [1; p. 226]), which can be written in the form
where H ≡ Q 
Proof. In order to prove (16) , let us rewrite the IVP (2) in the equivalent form
Now due to Gronwall's lemma (see, e.g., [6; p. 24]) we get (16) . Estimate (17) is due to (15) and (16) .
Further, we assume
Now, we discuss the sufficient conditions which guarantee the existence and uniqueness of a solution of problem (1) . We will use these conditions below to prove the existence of the exact two-point difference scheme and justify the schemes of an arbitrary order of accuracy.
We begin with the following statement.
problem ( 
with the error estimate
Proof. Let us show that the operator
transforms the set Ω ([0, 1], r(x)) into itself. Taking into account the assumptions of the theorem and estimate (17), we get
and due to (21) we have q < 1. Thus, all conditions of the Banach Fixed Point Theorem are fulfilled and we can conclude that equation (14) or problem (1) has a unique solution being the fixed point of the iteration procedure (22) with the error estimate (23) (we omit the standard proof of (23) and refer, e.g., to [21; Theorem 5.1.3]).
In the case of scalar second-order ODEs, it is possible to formulate the statement of Theorem 2.1 in a stronger version. More precisely, let us consider the problem
where q(x) is a given piecewise continuous function and
Let us write problem (24) in the form of (1)
with
Note, that the frequently used Theorem 7.3.3.4 on p. 191 in [25] (for linear boundary conditions this statement was proved in [11] ) cannot be applied to problem (24) , since the corresponding assumptions are violated. There, a boundary condition of the form
is considered and one of the assumptions of Theorem 7.3.3.4 is that the matrix
possesses for all u, v ∈ R d the representation
with a constant nonsingular matrix P 0 . In our case, this matrix corresponds to the matrix B 0 which is singular. For the matrix M = m 11 m 12 m 21 m 22 and the vector-function
It is easy to check that
This yields and due to (14) , (15) we get
where G i,j (x, ξ), i, j = 1, 2 are the components of the Green function G(x, ξ), for which in this case it holds that
and U ij (x, ξ), i, j = 1, 2 are the elements of the matrix U (x, ξ). It is not favorable to use estimates (16) and (17) since the integral equation for u(x) contains only two components of the matrix G(x, ξ). Moreover, this integral equation decomposes into two independent equations
The first equation coincides with the equation
where G(x, ξ, q(·)) is the Green function corresponding to the homogeneous part of ODE (24) . Let us now investigate this equation. It is well known that
We introduce the set
and formulate an appropriate condition with respect to the right hand side of ODE (24) .
holds and these functions satisfy
}. Now we have the following Proof. Under the assumptions formulated above the operator
transforms the set Ω ([0, 1], p(x), r(x)) into itself and is contractive. Banach's Fixed Point Theorem yields the claim of the theorem.
Let us illustrate this theorem by examples.
Example 2.1. We consider the problem (see, e.g., [25; p. 169 
Here
We can also write this problem in the form of (26), with
Note that for this case estimates (16), (17) take the form
and are rough. Now Theorem 2.1 says that the operator (x, u(·)) is a contractive mapping on the set Ω ([0, 1], 0, 4 − 3x) which transforms Ω into itself. Problem (42) possesses in Ω a unique solution which can be determined by the fixed point iteration.
Example 2.2. The next example goes back to B. A. Troesch (see, e.g., [28] ) and represents the well-known test problem for numerical software (see, e.g., [7; pp. 17-18 
We can formulate this problem in the form of (26) 
Existence of an exact two-point difference scheme (EDS)
Let us define the following grid on the interval [0, 1]:
and U (x, x j−1 ) is the fundamental matrix of the homogeneous part of ODEs (48). The existence of a unique solution of (48) is postulated in Proof. The question of the existence and uniqueness of a solution to (48), (49) is equivalent to the same question for the integral equation
We define the nth power of the operator (
Using this estimate, we get
.
If we continue to determine such estimates, we get by induction
n /(n!) < 1, which yields that the nth power of the operator
∈ Ω ω h , r(x) problem (50) (or problem (48), (49), resp.) has a unique solution.
We are now in the position to prove the main result of this section. 
Proof. It is easy to see that
Due to Lemma 3.1 the solvability of the last problem is equivalent to the solvability of problem (1). Thus, the solution of problem (1) can be represented by
Substituting here x = x j , we get the two-point EDS (51)-(53).
For the further investigation of the two-point EDS we need the following lemma.
Lemma 3.2. Let the assumptions of Lemma 3.1 be satisfied. Then, for the grid functions
Proof. When proving Lemma 3.1 it was shown that Y
Now, Gronwall's Lemma implies (55).
We can now prove the uniqueness of the solution of the two-point EDS (51)-(53). ∈ Ω ω h , r(x) which can be determined by the fixed point iteration
The corresponding error estimate is
Proof. Taking into account that the fundamental matrix U is a Wronskian matrix satisfying the group property U (x, ξ)U (ξ, η) = U (x, η), we apply successively formula (51) and get
Substituting (58) into the boundary condition (52), we obtain
Thus,
where the difference Green function G h (x, ξ) of problem (51), (52) is the projection onto the grid ω h of the Green function G(x, ξ) (15) . Due to
Next we show that operator (60) transforms the set Ω ω h , r(x) into itself.
∈ Ω ω h , r(x) , then we have (see the proof of Lemma 3.1)
Besides, the operator
) is on Ω ω h , r(x) a contraction, since due to Lemma 3.2 and estimate (17) relation (59) implies
Since (21) implies q < 1, we have q 1 < 1 for h 0 small enough and the operator h (
∈ Ω ω h , r(x) . Then the Banach Fixed Point Theorem says that the two-point EDS (51),(52) has a unique solution which can be determined by the fixed point iteration (56) with the error estimate (57).
Implementation of the two-point EDS
In order to get a constructive compact two-point difference scheme from the two-point EDS we replace (51), (52) by the so-called truncated difference scheme of rank m (m-TDS)
where the difference operator and the right hand side are given by
Here we have used a Taylor expansion of the solutions of (2) Note that to solve (2), (48) numerically, we can also carry out one step of a Runge-Kutta or another one-step method instead of the Taylor expansion.
In order to prove the existence and uniqueness of a solution of the m-TDS (61), (62) and to investigate its accuracy, the following assertion is needed. 
∈ Ω ω h , r(x) + ∆ and the constant M is independent of h j .
Proof. In what follows we denote by M various constants that are independent of h ≡ max 1 j N h j .
Note that inequalities (64), (65) follow from the Taylor expansions of the functions U (x, x j−1 ) and w j (x, u j−1 ) at the point x j , using the integral representation of the remainder terms
and taking into account the assumptions of the lemma. It is worth mentioning that when estimating the remainder terms in (68) one has to estimate the mixed derivatives of the vector-function f (t, Y(t, u)) in accordance with (48),(49).
To this end it is necessary that Y(t, u) ∈ Ω ([x j−1 , x j ], r(x)), which is provided by our standard assumption (u j ) N j=0 ∈ Ω ω h , r(x) . Inequality (66) follows from formula (63) since all mixed derivatives of the vector-function f (t, v) in the expression
, are evaluated at the point (x j−1 , v j−1 ), with
Let us prove inequality (67). We have
which completes the proof.
For the simple case p = 2, let us illustrate the meaning of the constants M p used in the proof of Lemma 4.1. We have
. Now, we are in the position to prove the main result of this section. 
where the constant M does not depend on |h| and q 2 ≡ q + M |h| < 1.
Proof. From equations (61) we deduce successively
We substitute y 
In (71), the matrix in square brackets is regular. In order to show this property, we use the inequality
which can be derived with estimate (64). Now, we have
i.e.,
for h 0 small enough. Here we have used the inequality 0) ] is nonsingular, it follows from (73) that
exists and the following estimate holds:
Further we have
is the Green function of problem (61), (62) given by
It follows from (72), (74) that
Further we use the Banach Fixed Point Theorem. First of all we show that the operator
Now it remains to show that
) is a contractive operator. Due to (67), (75) we have
) is a contractive operator. Thus, scheme (61), (62) has a unique solution which can be determined by the fixed point iteration (69) with the error estimate y
The error of the solution of scheme (61), (62), z
where the residuum (the approximation error) ψ
We rewrite problem (77) in the equivalent form
Then (75) and Lemma 4.1 imply
The last inequality yields z
Now, from (76) and (78) we get the error estimate for the method (70)
Above we have shown that the corresponding nonlinear systems of equations can be solved by the fixed point iteration. But actually Newton's method is used due to its higher convergence rate. The Newton method applied to system (61), (62) has the form
where ). Here we have to compute the matrix
where U p satisfies the recurrence equation 
system (79) can be written in the following equivalent form:
where (79) is then computed by
Remark 4.1. Truncated difference schemes of various orders of accuracy can be used to construct an a posteriori error estimators and then adaptive grid generators. Another classical possibility to do it is the Runge principle which is based on the assumption
where ζ(x, h) is a numerical algorithm on a uniform grid with a discretization parameter h to calculate some functional z(x). This assumption implies that (see, e.g., [4, 5, 10, 25] ) on two grids with parameters h and rh we have
with the a posteriori error estimate for the solution on the refined grid
Using three various grids, one can determine the order of accuracy p of the numerical method. The Runge method can also be generalized for some nonuniform grids, namely, for so-called quasi-uniform grids. A grid is called quasi-uniform if there exists a mapping x = ξ(t) which maps the interval 0 t 1 onto the interval a x b under consideration so that each grid ω x,N = {x 
Let us describe the algorithm to compute ϕ
j−1 ) for Troesch's problem based on the third formula from (63). Denoting
, we get
and one can see that in order to compute the vectors
it is sufficient to find w 1,p as the Taylor coefficients of the function w
j−1 ) at the point x = x j−1 . This function satisfies the Cauchy problem
where y
then, substituting this series into the differential equation (91), we get
Performing the following simple transformationsr = cosh {p}p =p s,s = sinh {p}p =p r, and applying formula (8.20b) from [5] , we arrive at the recurrence equations
with the initial conditions
The Jacobian is + 1)w 1,p+1,y 1 (p + 1)w 1,p+1,y 2 ,
Since the functions w 1,y l (x, y
for the computation of w 1,p,y l we get the recurrence algorithm
Taking into account the behavior of the solution, we choose the grid
with α < 0 which becomes dense for x → 1 . The step sizes of this grid are given by
Note that the use of the formula
. . , N , for j → N and |α| large enough (α = −26) implies a large absolute roundoff error, since some of x j , x j−1 lie very close to one another. The a posteriori Runge estimator was used to arrive at the right boundary with a given tolerance ε: the tolerance was assumed to be achieved if the following inequality is fulfilled:
otherwise a doubling of the number of the grid points was made. Here y 
where n = 1, 2, . . . , 10 denotes the iteration number. Setting the value of the unknown first derivative at the point x = 0 equal to s, we get the solution of Troesch's test problem in the form (see, for example, [25] ) The numerical experiments were carried out with double precision in Fortran on a PC with an Intel Pentium (R) 4 CPU 1700 MHz processor and a RAM of 512 MB. To calculate the Jacobi functions sn(x, k), cn(x, k) for large |x|, the computer algebra tool Maple VII with Digits=80 was used. Then, the exact solution on the gridω h and an approximation for the parameter s, namely s = 0.2577072228793720338185 · 10 were calculated. The numerical results for λ = 61, 62 computed with the difference scheme of order of accuracy 10 on the grid with α = −26 are given in Table 2 . To compare the results, we have solved problem (47) with the RWPM multiple shooting code (see, e.g., [8] or [29] ). The corresponding experiments were carried out with double precision in FORTRAN on a PC with an AMD Athlon 1800+ proceessor and a RAM of 512 MB. For the parameter values λ = 10 . . . 40 the numerical IVP-solver used was the RKEX78 code, an implementation of the Dormand-Prince embedded Runge-Kutta method 7(8), whereas for λ = 45 we have used the BGSEXP code, an implementation of the well-known Bulirsch-Stoer-Gragg extrapolation method. In Table 3 , m is the number of automatically determined shooting points, #ODE is the number of ODE calls, it is the number of iterations and CP U the CPU time used.
One can observe that the accuracy characteristics of our method are better than those of RWPM ones. Besides, our method possesses a priori error estimates which yields that the inside Cauchy problems must be solved only once when calculating the algebraic system for the Newton method. The Cauchy problem solvers in the multiple shooting methods use, as a rule, a posteriori error estimators which can require multiple solving of these problems on each subinterval in order to keep the accuracy.
