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Introduction 
The boundary element method (BEM) has become an 
alternative technique to domain methods such as the 
finite difference and finite element methods for solving 
partial differential equations. The method has proven 
to be particularly conducive for a wide class of linear 
elliptic boundary value problems because of the in- 
herent reduction in the dimensionality of the problem. 
In fact, in many cases the BEM requires only the dis- 
cretization of the boundary of the domain. This can be 
particularly advantageous in a design setting where the 
creation of a solid model often represents the major 
portion of the overall effort. Unfortunately, this ad- 
vantage is generally lost for nonelliptic problems. 
Several boundary element formulations have pre- 
viously been developed to solve parabolic equations. 
These formulations generally fall into one of three cat- 
egories: the Laplace transform method,‘+* the total 
Green’s function method,2-4 and the method of dis- 
cretization in time.5,6 There are some advantages as- 
sociated with boundary element methods based on dis- 
cretization in time. In particular for these methods, 
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cumbersome inverse transforms are not required, as 
in the Laplace transform methods, and integrations are 
performed only for the spatial variables, unlike in the 
total Green’s function methods. These advantages be- 
come amplified as the time step is reduced because of 
numerical problems associated with performing the in- 
verse Laplace transform* or integrating time-depen- 
dent Green’s functions for small time steps.5 However, 
a disadvantage of boundary element methods based on 
discretization in time is the necessity of performing a 
domain integration. 
Several techniques for eliminating domain integrals 
associated with boundary element methods have also 
been developed. Nardini and Brebbia’ proposed a gen- 
eralization of the concept of particular integrals, which 
they interpreted as a localized particular solution ap- 
proach in order to eliminate the domain integral in a 
free vibration problem. The method, which they called 
the dual reciprocity method (DRM), was extended to 
parabolic problems by Wrobel and Brebbia.8,9 Ahmad 
and Banerjee’O used a closed form representation of a 
particular solution, again to eliminate a domain integral 
in a free vibration problem. Herry and Banetjee’1~12 
extended this technique to some problems in elasticity. 
Brebbiai3 developed a technique in which the domain 
integral was replaced by an infinite series of boundary 
integrals involving higher-order fundamental solutions. 
He showed in his method, which he called the multiple 
reciprocity method (MRM), that the convergence rate 
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ference approximation for the time derivative is given 
by 
his series of integrals converged quickly and could be 
evaluated efficiently. Most recently, Zheng et a1.l4 de- 
veloped a method to solve nonhomogeneous potential 
problems in which they determined approximate par- 
ticular solutions by expressing the source distribution 
in terms of a linear combination of radial basis func- 
tions. 
In this paper, two boundary element methods are 
proposed which use particular solutions to eliminate 
the need to discretize the interior of the domain for a 
class of parabolic differential equations. The particular 
solutions are chosen so that “generalized” forcing 
functions can be expressed in terms of radial basis 
functions. In the first method the time derivative term 
and the forcing function are combined into a general- 
ized forcing function. Using a transformation of vari- 
ables involving an approximate particular solution, the 
original problem can be transformed into solving a se- 
quence of Laplace equations. In the second method, 
only the discretized portion of the time derivative term 
containing values of the dependent variable at the pre- 
vious time step is combined with the forcing function 
into a generalized forcing function. In this case the 
problem can be transformed into solving a sequence 
of modified Bessel equations. The advantages, disad- 
vantages, and practical considerations of the two meth- 
ods are examined by considering two example prob- 
lems and comparing the performance of these methods 
to a more traditional method in which the domain in- 
tegration is performed. 
Formulation 
The class of problems under consideration can be writ- 
ten as follows: 
1 du(x, t) 
-___ + g(x, t) = VZu(x, t) k at 
XECl t>O (1) 
with boundary conditions 
u(x, t) = f,(x, 0 XE r, t>O 
2(x, t) = f*(x, t) x E rz t>O (2) 
4% 04x, tl + Pb, t) $ (x, d = Yb, 6 
x E r-3 t>O 
and initial condition 
u(x, 0) = f?(X) XEO (3) 
where R denotes the domain in R2, r = rl + r2 + 
IT3 is the boundary of the domain a, n is the coordinate 
direction of the unit outward normal vector at the 
boundary, and k is a positive constant. 
We employ the method of discretization in time, 
whereby the spatial variables are discretized using the 
boundary element method and time is discretized using 
the finite difference method. The first-order finite dif- 




where Ar is the time step and u(“) = u(x, n At). We 
consider only first-order finite difference approxima- 
tions for the time derivative in this paper, but higher- 
order approximations can also be used without further 
complication to the algorithmic formulation. Inserting 
(4)into (1) yields 
v2u"=!u" - lc-' 
k At +g” (3 
where g” = g(x, n At). 
There are two different boundary element formu- 
lations that we will consider. In the first formulation, 
which we designate as method 1 (Ml), we approximate 
the right-hand side of (5) in the interior of the domain, 
using radial basis functions as discussed below. This 
approximation cannot be performed explicitly, be- 
cause u” is unknown in the interior of the domain. 
However, with the interior approximation the problem 
can be reduced to that of essentially solving a sequence 
of Laplace equations. In the second formulation, which 
we designate as method 2 (M2), the term u”lk At is 
taken to the left-hand side of (5). The remaining terms 
on the right-hand side of the equation are then ap- 
proximated in the interior of the domain, using radial 
basis functions. Unlike method 1 this approximation 
can be performed explicitly. In this case the problem 
can be reduced to solving a sequence of modified Bes- 
sel equations. 
Method I (Ml) 
In method 1 we consider the right-hand side of (5) 
to be simply a nonhomogeneous forcing term. Follow- 
ing standard formulation procedures for the BEM (see, 
e.g., Brebbia et a1.15). u” mav be renresented in terms 
of a boundary integral as fofiows: * 
s(x)u’W = I [G’h, 5WW - G(x, Ou”‘(5) dY0 I- 
+ 
1 e9 - Lf”- ‘(5) 
k At + g(O G(x, 5) dfW3 I 
(6) 
where G(x, 5) is the Green’s function given by G(x, 
5) = log Ix - 51, the prime denotes the derivative in 
the direction of the outward normal to the boundary 
at the point 5, and the coefficient q(x) can be deter- 
mined from the integral 
(7) 
A major difficulty with traditional boundary element 
formulations has been the evaluation of the domain 
integral, which is very time consuming. In fact, the 
evaluation of the domain integral can sometimes con- 
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sume more than 60% of the total CPU time. In order 
to eliminate the domain integral we approximate 
f@) = Au” - /f-’ 
k At 
where the functions fii have the form 
44(r) = ((/()r - rillPi) (9) 
where ri and pi are constants. The @is are called radial 
basis functions. 
There is a wide variety of possibilities for the func- 
tional form of the radial basis functions and the pa- 
rameters CX;, pi, and ri. In this paper we choose 
&(r) = (1 + r2)-1’2 (10) 
where Y = jr - rrl/Pi. The ri values are chosen to be 
fairly evenly distributed points within the interior of 
the domain, R, and the pi values are chosen to be of 
the same order of magnitude as the distance of the 
closest neighbors to ri. These choices for the param- 
eters lead to a good interior approximation for f(r), 
which can be determined from a well-conditioned lin- 
ear-algebraic equation for the ais.i4 We refer to the 
work of Powelli and Zheng et al.14 for a more detailed 
discussion of the theory of radial basis functions and 
the selection of these parameters. 
Collocating (8) at each of the M interior points, ri 
yields a set of equations which can be written in matrix 
form as 
(11) 
where ti; and g”, represent the value of u and g, re- 
spectively, at the mth interior node rm at the nth time 
step. The tilde is used to distinguish u in the interior 
from u on the boundary in the subsequent discussion. 
This equation can be rearranged into the following form: 
{tiz} = k At[$mi]{$} + {c;} 
where 
(12) 
{cy} = {a;- ‘} - k A tg; (13) 
These M interior equations represent the approxima- 
tion of the right-hand side of (5) in the interior of the 
domain. 
Associated with the radial basis function, +(r), is a 
particular solution 4(r) such that 
The particular solution is given by 
4)(r) = (r* + 1)“2 - ln(1 + (r* + l)r’*) (15) 
Hence an approximate particular solution, u;(r), of (5) 
at the nth time step is given by 
U;(r) = $ @$i(r) (16) 
i=I 
We now consider the change of variables 
u;: = z4” - u;: (17) 
The discretized (in time) governing equation (equation 
(5)) is transformed into 
VQ4” = 0 g XEC! (181 
with boundary conditions 
u; = f; - up” x E r, 
4; = fs - 4;: x E r2 (19) 
all; + pq; = y - cuu;: - pq; x E I73 
where in all cases the superscript n represents the nth 
time step and the qs represent the normal derivatives 
of the associated us. The boundary integral equation 
associated with the transformed problem no longer 
contains a domain integral term as in (6). That is, 
“11(x)$Xx) = I [ G’k 04X51 
I- 
- Gb, Ou;‘E’N fl(O (20) 
Collocating (20) at each of the boundary element nodes 
yields a set of n linear equations, which can be written 
in matrix form as 
Mijl{u;l,) =Wijl&l (21) 
where u;5 represents the value of the general solution, 
u,, at the nth time step at the jth boundary element 
node and qX represents the corresponding flux (normal 
derivative). The boundary conditions for the trans- 
formed problem are related to the particular solution, 
which in turn can be related to the coefficients oi of 
the interior approximation by 
{$,) = [@jil{all l&J = [@hl{d> (22) 
where @ji represents the value of +i at the jth boundary 
element node and @ji represents the value of the normal 
derivative of +i at the jth boundary element node. In- 
serting (17) and (22) into (21) yields 
[&I{$) - [A~l[@j~l{G} 
= W,l{q;~ - [~,l[~JJbZ~ (23) 
Since the interior approximation given by (8) is in- 
determinate, the als have been introduced into (23) as 
additional unknowns. Therefore it is necessary to in- 
troduce additional equations in order to close the al- 
gebraic equations. This can be accomplished by col- 
locating (20) at the M interior points ri associated with 
the radial basis functions. The resulting equations can 
be written as 
@J + [C,l@$l = [&l{q;j (24) 
where 6gi represents the general solution, ug, at the 
interior point ri. In the interior the transformed variable 
is given by 
6ii = iiT - fi;, (25) 
where tiy and L7;, represent the values of u and the 
associated particular solution for u, respectively, at ri 
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at the nth time step. Again, tizi can be related to the 
CY$ through the equation 
Pq%4 = @;)I (26) 
where @$ represents the value Of 4i at rj. Inserting (12), 
(29, and (26) into (24) yields 
The iterative system of equations given by (23) and 
(27) can now be solved by standard techniques to trace 
the time history of the boundary element solution. As 
a practical consideration, the only quantity (outside 
the unknowns) in (23) and (27) that is a function of 
time is the vector {c;}. Hence all matrices can be de- 
termined outside the time loop. Further, an LU de- 
composition can also be performed outside the time 
loop. The only operations performed within the time 
loop are back-substitution, updating the vector {cr}, 
and output. 
Method 2 (M2) 
On first inspection the biggest objection to method 
1 might be that it has not reduced the dimensionality 
of the problem because of the introduction of the un- 
known af values associated with the interior approx- 
imation, even though the method does not require the 
discretization of the interior of the domain. It is pos- 
sible to formulate a method that truly does reduce the 
dimensionality of the problem by one. This is accom- 
plished by rewriting (5) as 
v2u” _ KZU” = x” _ K2/J- I 
(28) 
where K~ = IlkAt. This equation is of the form of a 
nonhomogeneous modified Bessel’s equation. As in 
method 1, in order to avoid the domain integration, we 
approximate the right-hand side of equation (28) using 
radial basis functions. That is, we let 
f(r) = g” - ,&-] Z ,z &%(r) (2% 
where the I@ are chosen to be the identical radial basis 
functions as in method 1. However, in this case, we 
can immediately determine the cays ince f(r) is known 
explicitly. Rather than using collocation, it is more 
efficient to determine values of (Y; in the least-squares 
sense.14 That is, we minimize the sum of squares 
s = E ( fcGn,Ym) - 2 WhmYm) ) 
2 
(30) 
m=l i= 1 
where (x,, y,,,) = r,,,. In general, choosing M = N/4 
yielded a good interior approximation in the example 
problems considered in the next section. 
In order to find an approximate particular solution 
for equation (28), it suffices to determine a particular 
solution 4(r) for the equation 
- K24 = +(r) (31) 
where I&-) is the radial basis function given in equation 
(10) (with the origin shifted to ri). We use the change 
of variables z = KT, which transforms equation (31) 
into 
(32) 
This equation is the modified Bessel’s equation of or- 
der zero. The solutions to the homogeneous problem 
are linear combinations of the modified Bessel func- 
tions Z, and Ii,. One can get a particular solution by 
using the classical variation of parameters technique. 
That is, 
4(z) = C,(z)&(z) + C2(z)&(z) (33) 
The coefficient functions C, and C, are determined by 
c;z, + C$K, = 0 
C;r:, + C;K:, = +/K’ (34) 
Solving for C, and CZ yields 
As in method 1, by using the change of variables 
u, = u - up (36) 
the original problem is transformed into 
v2u” - K2U” = 0 
R x (37) 
The boundary conditions are identical to those shown 
in (19). We have thus reduced the problem to solving 
the modified Bessel equation, which can be accom- 
plished by using standard BEM techniques. As a prac- 
tical consideration, since the functions C, and C2 need 
to be evaluated many times and their accurate evalu- 
ation can be time consuming, it is efficient to calculate 
them outside the BEM program and input their values 
via a table look-up function. As in method 1, most of 
the work is performed outside the time loop, such as 
determining the system matrices and performing the 
LU decomposition. Again, back-substitution, updating 
the load vector, and output are the only operations 
performed within the time loop. 
Numerical examples 
We show the capabilities and limitations of the two 
methods, Ml and M2, formulated above by considering 
two example problems. In order to evaluate the meth- 
ods vis-d-vis traditional boundary element methods, 
which perform the domain integration as shown in (6), 
we also consider the method described by Ingber.6 This 
method, which we will refer to as the domain integra- 
tion method (DIM), solves parabolic differential equa- 
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tions using discretization in time similar to Ml except 
that the DIM performs the domain integration. The first 
example problem contains a time-dependent forcing 
function and time-dependent boundary conditions. This 
problem shows the versatility of methods using par- 
ticular solutions. The second example problem has ini- 
tial and boundary conditions that are discontinuous 
with each other. This discontinuity makes the second 
problem more difficult than the first problem from a 
numerical point of view. 
Example 1 
The governing equation for this example is given by 
du CPU 
dt - ax2 - - + $j + &Ax, Y, t) 
to be solved in the domain 0 5 x 5 1, 0 5 y 5 1. The 
forcing function is given by 
g(x, y, t) = sin x sin y(2 sin t + cos t) 
The initial and boundary conditions are appropriate to 
the solution 
u = sinxsinysint 
For all methods, three-node quadratic boundary ele- 
ments are used for the boundary discretization. The 
meshes considered for MI and M2 in this example are 
shown in Figures I(a) and l(b). The crosses represent 
the interior nodes ri at which the radial basis functions 
are centered. For M2, only those nodes indicated by 
a circled cross are used in determining the least squares 
fit for the interior approximation. The mesh used for 
the DIM contains both boundary elements and interior 
finite elements for performing the domain integrations 
as shown in Figure I(c). 
Results for Ml and M2 at the interior point x = 0.8, 
y = 0.8 for the coarse and the line mesh using a time 
step of 0.25 are displayed in Table 1. For Ml the results 
determined using the coarse mesh were generally within 
2.3% of the exact values (except when the analytic 
solution went through a zero, in which case the ab- 
solute errors were small), and the results determined 
using the tine mesh were generally within 0.8% of the 
exact values. For M2 the results determined using the 
coarse mesh were generally within 1.6% of the exact 
values, and the results determined using the fine mesh 
were generally within 0.7%. For this example the re- 
sults generated using M2 were slightly more accurate 
than the results generated using Ml, even though the 
interior approximation for M2 was determined by using 
a least squares approximation as opposed to the col- 
location method of Ml. Good convergence is seen for 
both methods from the coarse to the fine mesh. Results 
for Ml and M2 at the interior point x = 0.3, y = 0.7 
generated using the fine mesh but for two different time 
steps are displayed in Table 2. The results using the 
smaller time steps are seen to be more accurate. In 
this case, M2 slightly outperformed Ml for the smaller 
time step, while the opposite was true for the larger 
time step. Similar results showing the improvement in 
Figure 1. Discretizations for example 1. The triangles represent 
boundary element edge nodes. The squares represent boundary 
element midside nodes. The diamonds represent interior nodes 
associated with the radial basis functions for Ml and M2. The 
circled crosses represent the interior nodes used in determining 
the least squares fit for the interior approximation for M2 
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Table 1. Example 1 results for the interior pointx = 0.8, y = 0.8 
Method Ml Method M2 
Time Coarse mesh Fine mesh Coarse mesh Fine mesh Analytic 
0.25 0.1252 0.1266 0.1259 0.1268 0.1273 
0.50 0.2420 0.2450 0.2435 0.2453 0.2467 
0.75 0.3437 0.3481 0.3460 0.3485 0.3508 
1.00 0.4241 0.4296 0.4269 0.4300 0.4330 
1.25 0.4780 0.4843 0.4812 0.4848 0.4883 
1.50 0.5022 0.5089 0.5056 0.5094 0.5133 
1.75 0.4952 0.5019 0.4986 0.5024 0.5064 
2.00 0.4575 0.4636 0.4606 0.4641 0.4679 
2.25 0.3912 0.3966 0.3940 0.3970 0.4004 
2.50 0.3007 0.3048 0.3028 0.3052 0.3080 
2.75 0.1914 0.1942 0.1928 0.1944 0.1964 
3.00 0.0703 0.0714 0.0709 0.0715 0.0726 
3.25 -0.0553 -0.0558 -0.0550 -0.0558 -0.0557 
3.50 -0.1773 -0.1795 -0.1784 -0.1797 -0.1805 
3.75 -0.2884 -0.2920 -0.2902 -0.2923 -0.2941 
4.00 -0.3815 -0.3864 -0.3840 -0.3868 -0.3895 
At = 0.25. 
Table 2. Example 1 results for the interior point x = 0.3, y = 0.7 
Method Ml Method M2 
Time At = 0.5 At = 0.25 At = 0.5 At = 0.25 Analytic 
0.50 0.0900 0.0906 0.0890 0.0907 0.0913 
1.00 0.1571 0.1585 0.1549 0.1588 0.1602 
1.50 0.1855 0.1877 0.1830 0.1881 0.1899 
2.00 0.1685 0.1709 0.1663 0.1712 0.1731 
2.50 0.1103 0.1122 0.1085 0.1125 0.1139 
3.00 0.0250 0.0261 0.0246 0.0262 0.0269 
3.50 -0.0664 -0.0664 -0.0655 -0.0665 -0.0668 
4.00 -0.1415 -0.1427 -0.1397 -0.1429 -0.1441 
4.50 -0.1820 -0.1840 -0.1793 -0.1844 -0.1861 
5.00 -0.1779 -0.1803 -0.1755 -0.1806 -0.1826 
5.50 -0.1303 -0.1324 -0.1285 -0.1327 -0.1343 
6.00 -0.0507 -0.0521 -0.0501 -0.0523 -0.0532 
6.50 0.0412 0.0409 0.0406 0.0410 0.0410 
7.00 0.1231 0.1239 0.1213 0.1242 0.1251 
7.50 0.1748 0.1766 0.1721 0.1770 0.1786 
8.00 0.1838 0.1861 0.1813 0.1864 0.1884 
the solution with either the enrichment of the spatial 
discretizations or the reduction in the time step for the 
DIM can be found in the paper by Ingber.6 
Because of the differences in the way the interior 
of the domains are discretized for Ml, M2, and the 
DIM, direct comparisons between the methods at in- 
terior points can be misleading. The interior solutions 
are generally most accurate at interior nodes within 
the domain that are not coincident for the three meth- 
ods. In order to perform a fair comparison we consider 
the interior results at the radial node x = 0.8, y = 0.2 
for Ml and M2 and at the collocation node x = 0.7619, 
y = 0.1905 for the DIM. In this comparison we use 
the fine mesh for Ml and M2 (Figure Z(6)) and a similar 
mesh (Figure Z(c)) for the DIM. Notice that all three 
meshes contain 32 boundary elements and 68 boundary 
element nodes. (Double nodes are placed at all geo- 
metric comers.“) For Ml there are 81 interior points 
at which u is calculated. For M2 the interior approx- 
imation is accomplished using 81 radial basis functions 
evaluated at 16 interior points. For the DIM there are 
98 interior finite elements. Although the three methods 
are different, qualitatively the interior discretizations 
for the three problems are similar, with possibly the 
DIM possessing the finest interior discretization, since 
u is calculated at 98 interior points for the DIM. The 
time step for all methods is given by At = 0.25. Results 
for the three methods at the interior points in question 
are shown in Figure 2. It is seen in the figure that Ml 
and M2 provide essentially the same results and are in 
good agreement with the analytic solution. The DIM 
also shows good agreement with the analytic solution. 
The results shown in the figure are typical of other 
locations. The maximum error for each method oc- 
curred at the peak amplitudes. For Ml and M2 the 
maximum error at the point x = 0.8, y = 0.2 is 1.9%. 
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Analytic, X=.8. Y=O.Z 
X Ml, x=0.8, y=O.2 
0 MZ. x=0.8. y=O.Z 
Analytic. x=0.7619. y=O.1905 ___ __________________ 
A DIM. x=0.7619. y=O.l905 
/ I , I 1 I 1 
1 2 3 4 5 6 7 8 
Time 
Figure 2. Analytic and numerical solutions at selected interior points for example 1, At = 0.25 
For the DIM the maximum error at the point x = 
0.7619, y = 0.1905 is 3.9%. There is no noticeable 
phase lag with any of the methods. 
We now consider the relative computational costs 
of the three methods. We list in Table 3 the number 
of CPU seconds associated with 1, 2, 4, and 40 time 
steps for each of the three methods. These CPU times 
were measured on a DECstation 3100. It is evident 
from the table that the major computational effort of 
all three methods lies outside the time loop. As dis- 
cussed above, the operations performed outside the 
time loop include carrying out the integrations, deter- 
mining the matrices associated with the interior ap- 
proximations, forming the system matrices, and per- 
forming the LU decomposition. The operations 
performed within the time loop include executing the 
back-substitution, updating the load vector, and out- 
putting the results. It is seen in Table 3 that the com- 
putational effort in performing additional time steps is 
very small compared to the computational effort per- 
formed outside the time loop. The cost within the time 
loop is comparable for all three methods. However, 
the cost outside the time loop is considerably more for 
the DIM. This additional computational cost is asso- 
ciated with performing the domain integrations. The 
cost differential between Ml and M2 is small. We had 
initially thought that M2 would be less expensive than 
Table 3. CPU costs associated with the three methods for 
example 1 
CPU seconds 
Number of time steps Ml M2 M3 
1 10.0 10.8 21.4 
2 10.1 11.0 21.6 
4 10.6 11.6 22.1 
40 17.7 20.9 30.4 
M 1, since M2 had fewer unknowns and was more ef- 
ficient in performing the interior approximation. For 
example 1 the opposite was true; that is, Ml was slightly 
less expensive than M2. There are several possible 
explanations, including the cost of evaluating the mod- 
ified Bessel functions, the cost of performing the table 
look-ups, and the programming efficiency of both 
methods. It is also possible that for problems with a 
large number of interior nodes M2 would indeed be 
less expensive than Ml. However, the main point we 
would like to make is that both Ml and M2 require 
less computational effort than the DIM. At the same 
time, Ml and M2 significantly reduce the preprocess- 
ing effort compared to the DIM, since neither method 
requires a complete domain discretization. 
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of their numerical problems which precluded conver- 
gence. For our problem we believe that the main source 
of our numerical difficulties is in the evaluation of the 
particular solution in terms of the r$ values. Because 
of the discontinuity in the initial and boundary con- 
ditions the solution gradients are very large initially. 
To resolve these large gradients, a small time step is 
required. Hence the factor Il(k At) is very large, caus- 
ing the arguments upplied to the modified Bessel func- 
tions (Z, and K,) and the functions C1 and C2 (see 
equation (35)) also to become large. Although the mag- 
nitude of the CF, values does not vary greatly over the 
interior of the domain, the magnitude of the $J values 
can change by several orders of magnitude over the 
interior of the domain. Therefore the approximation of 
the particular solution in terms of 4 becomes a stiff 
numerical problem. Although the size of the arguments 
supplied to the 4 values can be reduced by increasing 
the parameters pi, the end result is that the interior 
approximation effected by the k values is then poor. 
It is possible that there may be a more suitable selec- 
tion for the radial basis functions that would allow this 
problem to become tractable using the current tech- 
nique. 
We compare the results generated by Ml and the 
DIM at three separate points in the interior of the do- 
main using the time step At = 2 in Figure 3. In general, 
Example 2 
This example considers a square region 0 % x I 0.5, 
0 I y 5 0.5, which is initially at 1°C. For times t > 0 
the boundary is considered to be isothermal at 0°C. 
The coeffkient of thermal conductivity, k, is given by 
k = 10e4. Because of the problem symmetry, only one 
fourth of the domain is discretized. The lines of sym- 
metry are treated as adiabatic boundaries. 
The mesh used for Ml contained 32 boundary ele- 
ments and 64 interior nodes. The mesh used for the 
DIM contained 32 boundary elements and 72 interior 
finite elements. Several different meshes were consid- 
ered for M2. However, the results derived using M2 
were inaccurate for all the different combinations of 
spatial and temporal discretizations considered. In some 
cases, if a large time step was taken, reasonable (but 
not very accurate) results could be obtained with M2 
for the first couple of time steps, but because of a 
numerical instability the results for subsequent time 
steps were highly inaccurate. In any case the large time 
step would preclude being able to resolve most of the 
transient solution. Curran, et a1.5 considered a similar 
BEM approach for solving a one-dimensional test 
problem with discontinuous initial and boundary con- 
ditions. They reported similar behavior with their method 
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Figure 3. 
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Analytic and numerical solutions at points A (0.1389, 0.2222), B (0.0556, 0.1389), and C (0.0278, 0.1111) for example 2, At 
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the numerical results were more accurate for points 
farther from the boundary, especially for small times. 
This can be attributed to the discontinuity between the 
initial and boundary data causing large fluxes near the 
boundary. Ml was slightly more accurate than the DIM. 
Similar to example 1, Ml required less CPU time than 
the DIM outside the time loop where the system ma- 
trices are calculated and the LU decomposition is per- 
formed. In particular, to complete one time step, Ml 
required 7.7 CPU seconds, while the DIM required 
16.4 CPU seconds on a DECstation 3100. 
Discussion 
Two new boundary element approaches for solving 
parabolic differential equations have been presented. 
Both methods eliminate the need for evaluating domain 
integrals. It was demonstrated in the example problems 
that the new methods could provide a substantial sav- 
ings in the computational cost. However, there is an 
additional savings in cost that is harder to quantify. 
The additional savings comes from the reduction in the 
time necessary to generate an input file because the 
interior of the domain no longer requires a full discre- 
tization. That is, there can be a substantial savings in 
the preprocessing cost. 
Of the two methods described in the paper, only M2 
truly reduced the dimensionality of the problem. Un- 
fortunately, because of the complexity of the associ- 
ated approximate particular solution, M2 was unable 
to resolve the example problem in which there was a 
discontinuity in the initial and boundary conditions. It 
is possible that with a judicious selection of the radial 
basis functions this method could resolve as wide a 
class of problems as Ml. The selection of the radial 
basis functions is a current topic of research. Never- 
theless, Ml provided a reliable and efficient means of 
solving parabolic equations. 
The methods described in this paper can easily be 
extended to three-dimensional problems since both the 
radial basis functions $; and the associated particular 
solutions pi are identical to the ones used in this current 
work. The methods can also be extended to hyperbolic 
differential equations by simply inserting the appro- 
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