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RATIONAL ERGODICITY OF STEP FUNCTION SKEW
PRODUCTS.
JON. AARONSON , MICHAEL BROMBERG & NISHANT CHANDGOTIA
Abstract. We study rational step function skew products
over certain rotations of the circle proving ergodicity and bounded
rational ergodicity when rotation number is a quadratic irrational.
The latter arises from a consideration of the asymptotic tempo-
ral statistics of an orbit as modelled by an associated affine
random walk.
§0 Introduction
A rational step function is a right continuous, step function on the
additive circle T ∶= R/Z ≅ [0,1) taking values in Rd, whose discontinuity
points are rational.
Let ϕ ∶ T→ Rd be a rational step function.
The skew products Tα,ϕ = Tα ∶ T × Rd → T × Rd (α ∈ T) defined by
Tα,ϕ(x, y) ∶= (x + α, y +ϕ(x))
are conservative if and only if
∫
T
ϕ(t)dt = 0.
Necessity follows from the ergodic theorem and sufficiency follows
from the Denjoy-Koksma inequality (see below).
Consider the collections of badly approximable irrationals
BAD ∶= {α ∈ R ∖Q ∶ ∃ θ > 0, ∣α − p
q
∣ ≥ θ
q2
}
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2 Step function Skew Products.
and of quadratic irrationals
QUAD ∶= {α ∈ R ∖Q ∶ α quadratic}.
It is known that QUAD ⊂ BAD and that BAD has Lebesgue measure zero
(see e.g. [8]).
Denominator of a rational step function.
Fix d, Q ∈ N, Q ≥ 2 and Φ ∶ ZQ → Rd.
The rational step function with denominator Q and values Φ is the
step function ϕ = ϕ(Φ) ∶ T→ Rd defined by
ϕ(x) = Φ(κ(x)),
where κ ∶ [0,1) → ZQ is defined by κ(x) ∶= ⌊Qx⌋. Every rational step
function is of this form for some Q ≥ 2 and Φ ∶ ZQ → Rd.
If ϕ ∶ T→ Rd is a rational step function with denominator Q, then
∫
T
ϕ(x)dx = 1
Q
Q−1
∑
k=0
Φ(k).
We prove, for ϕ ∶ T → Rd a rational step function with denominator Q
and values Φ and which is centered in the sense that ∫Tϕ(x)dx = 0:
Theorem 1’: Ergodicity
There is a collection SBAD ⊂ R ∖ Q of full Lebesgue measure so that
SBAD ⊃ BAD and so that if α ∈ SBAD, then (T×Γ,B(T×Γ),mT×mΓ, Tα,ϕ)
is a CEMPT where Γ ∶= ⟨ϕ(T)⟩ is the closed subgroup of Rd generated by
Φ(ZQ).
Here and throughout, CEMPT means conservative, ergodic, measure
preserving transformation, mG denotes Haar measure on the locally
compact, Polish, Abelian group G, normalized if G is compact. Also,
ϕ ∶ T→ Rd is always going to mean a centered rational step function.
Theorem 1’ will follow from the stronger theorem 1 (see below).
The technique of the proof of theorem 1 is not new. For older, related
results, see [6], [16] and references therein.
Theorem 2: Temporal CLT
If α ∈ QUAD and dimspanRϕ(T) = d, then ∃ ℓk ∈ N, ℓk ↑ & ℓk ∝ λk
for some λ > 1 and µ(0) ∈ Rd so that for any box I ⊂ Rd,
1
ℓk
#{1 ≤ n ≤ ℓk ∶ ϕn(0) − kµ(0)√
k
∈ I}ÐÐ→
k→∞
∫
I
fZ(t)dt
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where Z is a globally supported, centered, normal random variable on
Rd and fZ is its probability density function.
Here and throughout ϕn(x) ∶=∑n−1k=0 ϕ(x + kα) and # denotes counting
measure.
For an introduction to temporal statistics in dynamics see [7]. The-
orem 2 here is a generalization of a subsequence version of theorem 1.1
in [3], which in turn has been recently strengthened in [4].
Theorem 3: Rational ergodicity
Suppose that α ∈ QUAD and that ⟨ϕ(T)⟩ = Zd, then
(T ×Zd,B(T ×Zd),mT ×#, Tα,ϕ)
is boundedly rationally ergodic and an(Tα,ϕ) ≍ n
(logn)
d
2
.
See [2] for a definition of bounded rational ergodicity. Bounded
rational ergodicity of Tα,ϕ for ϕ = 1[0, 1
2
) − 1[ 1
2
,1) was established in [2]
for α ∈ QUAD and in [1] for α ∈ BAD.
Notations. Here and throughout, for an, bn > 0:
an ≪ bn means ∃ M > 0 so that an ≤Mbn for each n ≥ 1,
an ≍ bn means an ≪ bn and bn ≪ an,
an ∝ bn means ∃ limn→∞
an
bn
∈ R+ ∶= (0,∞) and
an ∼ bn means anbn ÐÐ→n→∞ 1.
Outline of the rest of the paper.
In §1 we prove theorem 1, a stronger version of theorem 1’. The rest
of the paper is devoted to the proofs of theorems 2 and 3.
As in [2] , [1], proofs rely on recursive properties of the tuples(ϕn (0) ∶ 1 ≤ n ≤ ℓk), for a suitably chosen sequence ℓk ↑∞.
To study the temporal statistics of these tuples, we consider the
“temporal random variables” xk ∶ {1, ..., ℓk} → Rd, defined by xk (n) =
ϕn (0), where n is a uniformly distributed random variable with values
in {1, ..., ℓk}. In other words,
Prob (xk ∈ I) = 1
ℓk
#{1 ≤ n ≤ ℓk ∶ ϕn (0) ∈ I} .
The recursive properties of the tuples (see §2), allow us to construct
an associated affine random walk (ARW) which models the distribution
of the “temporal random variables” (see §3).
4 Step function Skew Products.
In §4 we show that when α is quadratic, the sequence of expectations
E (xk) is asymptotically linear. This culminates in the approximation
of the distribution of xk −E (xk) by an affine random walk generated
by a sequence of centered, independent, identically distributed affine
transformations (see the ARW centering lemma).
This enables proof in §5 of theorem 2 which is a central limit theorem
for (xk ∶ k ≥ 1). The proof of theorem 3 in §6 is based on a “weak,
rough local limit theorem” for (xk ∶ k ≥ 1). Both proofs use a spectral
theory of ARWs based on perturbation theory of stochastic matrices (as
in [9]).
§1 Ergodicity
Regular continued fractions.
Recall that the regular continued fraction expansion of α ∈ (0,1) ∖Q
is
α =
1
a1 +
1
a2+⋱+ 1an+⋱
=∶
1∣
∣a1 +
1∣
∣a2 + ⋅ ⋅ ⋅ +
1∣
∣an +⋯
= (a1, a2, . . . )
where an ∶= a(Gn−1α) ∈ N with a(α) ∶= ⌊ 1α⌋ & G(α) ∶= { 1α} = α − ⌊ 1α⌋ for
α ∈ T ∖Q.
Recall that G((0,1)∖Q) ⊂ (0,1)∖Q and so every irrational in (0,1)
indeed has an infinite regular continued fraction expansion. On the
other hand, if α ∈ (0,1) ∩ Q then ∃ n ≥ 1, Gn(α) = 0 and α has only a
finite regular continued fraction expansion. In the sequel, we’ll consider
modified continued fractions where the situation is different.
Fix α = (a1, a2, . . . ) ∈ (0,1) ∖ Q and n ≥ 1 and define the principal
convergents pn
qn
, pn, qn ∈ N0, gcd (pn, qn) = 1 by
pn
qn
∶= 1∣∣a1 +
1∣
∣a2 + ⋅ ⋅ ⋅ +
1∣
∣an.
Here, and throughout, for k ∈ Z, k ≥ 0, we denote
Nk ∶= {n ∈ Z ∶ n ≥ k}.
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The principal denominators qn of α are given by
q0 = 1, q1 = a1, qn+1 = an+1qn + qn−1;
the numerators pn are given by
p0 = 0, p1 = 1, pn+1 = an+1pn + pn−1
and the principal convergents pn
qn
satisfy
1
qn(qn + qn+1) < ∣α −
pn
qn
∣ < 1
qnqn+1
.
We’ll also need theorems 16, 17 and 19 in [13]:
Proposition For α ∈ T ∖Q,
If for some 0 ≤ a ≤ b(b ∈ N), ∣bα−a∣ < ∣dα−c∣ for all 0 < d < b then b = qk
for some k ∈ N.
For 0 ≤ a ≤ b < qk (b, k ∈ N), ∣bα − a∣ > ∣qkα − pk∣.
If p, q ∈ N, (p, q) = 1 and ∣α − p
q
∣ < 1
2q2
, then q ∈ {qk ∶ k ≥ 1}.
The following is also well known (see e.g. [8], [13]):
Proposition Let α = (a1, a2, . . . ) ∈ (0,1) ∖Q, then
(i) α ∈ QUAD iff ∃ K, L ≥ 1 so that ak+L = ak ∀ k ≥K;
(ii) α ∈ BAD iff supk≥1 ak <∞.
For Q ≥ 2, we’ll also need the collection
SBADQ ∶= {α ∶ lim
n→∞
qn′
qn+1
> 0 where n′ ∶=max{1 ≤m < n ∶ qm
qn
< 1
Q
}}.
Evidently, BAD ⊂ SBAD ∶= ⋂Q≥2 SBADQ and it is not hard to show that
SBAD has full Lebesgue measure.
In the following, ϕ = ϕ(Φ) ∶ T → Rd is a rational step function with
denominator Q ≥ 2.
Theorem 1
Suppose that either (i) α ∈ SBADQ, or (ii) α ∉ Q & Q is prime, then(T × Γ,B(T × Γ),mT ×mΓ, Tα,ϕ) is a CEMPT.
The rest of this section is devoted to the proof of theorem 1.
Essential values and Periods. Let (X,B,m) be a standard prob-
ability space, and let T ∶ X → X be an invertible, ergodic, probability
preserving transformation and B+ ∶= {A ∈ B ∶m(A) > 0}.
Suppose that G is a locally compact, Polish, Abelian group equipped
with the translation invariant metric ρ (e.g. ρ(x, y) = ∥x−y∥ if G ≤ Rd).
6 Step function Skew Products.
Let ϕ ∶ X → G be measurable and define ϕn ∶X Ð→ G by
ϕn ∶=
n−1
∑
k=0
ϕ ○ T k.
The collection of essential values of ϕ (as in [17]) is
E(ϕ) ∶= {a ∈ G ∶ ∀ A ∈ B+, ǫ > 0, ∃ n ∈ Z, m(A∩T −nA∩[ρ(ϕn, a) < ǫ]) > 0}.
The skew product Tϕ ∶X ×G→ X ×G is defined by
Tϕ(x, y) ∶= (Tx, y +ϕ(x))
and preserves the measure m ×mG.
Define the collection of periods for Tϕ-invariant functions:
Per (ϕ) = {a ∈ G ∶ τaA = A mod m ×mG ∀ A ∈ B(X ×G), Tϕ(A) = A}
where τa(x, y) = (x, y + a).
It is not hard to see that Tϕ is ergodic iff T is ergodic & Per (ϕ) = G.
Schmidt’s Theorem [17]
E(ϕ) is a closed subgroup of G and E(ϕ) = Per (ϕ).
In view of this, the conclusion of theorem 1 is equivalent to
Γ ∶= Φ(ZQ) = E(ϕ).(w)
We prove this first in the case that Φ(ZQ) is countable and then
deduce the uncountable case.
Let
D(α) ∶= {q ∈ N ∶ ∃ p ∈ N, ∣α − p
q
∣ < 1
q2
}.
We’ll need
Denjoy-Koksma inequality ([11], [10])
∥ϕq∥∞ ≤⋁
T
ϕ ∀ q ∈ D(α),
where ⋁Tϕ denotes the total variation of ϕ.
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Remark. Consequently, when Γ = ⟨Φ(ZQ)⟩ is countable, there is a
finite set F ⊂ Γ such that ϕq(x) ∈ F for every x ∈ T & q ∈ D(α).
Given an Abelian group G and g0 ∈ G, let rg0 ∶ G Ð→ G denote the
group rotation on G given by rg0(g) ∶= g + g0.
Proof of theorem 1 in the countable case
Sublemma 1 For theorem 1 in the countable case, it suffices that
Φ(ǫ + 1) −Φ(ǫ) ∈ Per (ϕ) ∀ ǫ ∈ ZQ.(x)
Proof
Let Γ0 ⊂ Γ be the group generated by {Φ(ǫ + 1) − Φ(ǫ) ∶ ǫ ∈ ZQ},
that is,
Γ0 ∶= ⟨{Φ(ǫ + 1) −Φ(ǫ) ∶ ǫ ∈ ZQ}⟩ ≤ Γ.
Evidently, Φ(ǫ) + Γ0 = Φ(0) + Γ0 ∀ ǫ ∈ ZQ whence ϕ + Γ0 ≡ Φ(0) + Γ0
and Γ/Γ0 is cyclic.
We claim moreover that #Γ/Γ0 ≤ Q. To see this, using ∑ǫ∈ZQ Φ(ǫ) =
0, we have
Γ0 ∋ ∑
ǫ∈ZQ
(Φ(0) −Φ(ǫ)) = QΦ(0)
whence indeed #Γ/Γ0 ≤ Q.
By (x), Γ0 ⊂ Per (ϕ).
By Schmidt’s theorem, if h ∈ L∞(T×Γ) and h○Tα,ϕ = h, then h○τa = h
a.e. ∀ a ∈ Γ0 and ∃ H ∈ L∞(T × Γ/Γ0) so that
h(x, γ) =H(x, γ + Γ0) for a.e. (x, γ) ∈ T × Γ.
Evidently
H ○ Tα,ψ =H a.e.
where ψ ∶ T→ Γ/Γ0, ψ ∶= ϕ + Γ0 ≡ Φ(0) + Γ0 (as before).
Defining Tα,ψ ∶ T× Γ/Γ0 → T × Γ/Γ0 as usual, we have
Tα,ψ ≅ rα × rΦ(0)+Γ0 ∶ T × Γ/Γ0 → T × Γ/Γ0.
which is ergodic, being a product of two ergodic group rotations with
disjoint spectra.
Thus H is constant a.e., whence also h, and Tα,ϕ is ergodic. 2
Sublemma 2
Φ(ǫ + 1) −Φ(ǫ) ∈ Per (ϕ) ∀ ǫ ∈ ZQ.(x)
Proof
We’ll prove the sublemma using
8 Step function Skew Products.
Oren’s Lemma [16] If there exist nk ∈ N and Ak ⊂ T such that ϕnk is
constant on Ak and ϕnk ∣Ak Ð→ a, infmT(Ak) > 0 and limkÐ→∞ ∣∣∣nkα∣∣∣ =
0 then a ∈ Per (ϕ).
Here and and throughout, ∣∣∣x∣∣∣ ∶=mink∈Z ∣x − k∣.
Note that a version of Oren’s lemma is implicit in [5].
Next, we claim that for (x), it suffices to show
, For any ǫ ∈ ZQ there are sequences of measurable sets (Ak), (Bk) ⊂
T and positive integers nk ∈ N such that ϕqnk is constant on Ak and Bk,
ϕqnk ∣Bk − ϕqnk ∣Ak = Φ(ǫ + 1) −Φ(ǫ)
and m(Ak),m(Bk) > c > 0 where c does not depend on k.
Indeed, by the remark after Denjoy-Koksma inequality, there is a
finite set F so that ϕqnk (x) ∈ F ∀ k ≥ 1, x ∈ T.
Thus ∃ f ∈ F & kℓ → ∞ such that ϕqnkℓ ∣Ak = f ∀ ℓ ≥ 1 whence
ϕqnkℓ
∣Bk = f +Φ(ǫ + 1) −Φ(ǫ) ∀ ℓ ≥ 1.
By Oren’s lemma, f, f + Φ(ǫ + 1) − Φ(ǫ) ∈ Per (ϕ), whence, since
Per (ϕ) is a group, Φ(ǫ + 1) − Φ(ǫ) ∈ Per (ϕ) and sufficiency of , is
established.
Finally, we construct the sequences of measurable sets Ak,Bk ⊂ T as
in ,.
To this end, we prove first that the discontinuities of ϕ are “dynam-
ically separated”.
Let q ∈ N. Since ϕ is a step function with the set of discontinuities
contained in { ℓ
Q
∶ 0 ≤ ℓ ≤ Q − 1} the set of discontinuities of ϕq is
contained in the set
{ ℓ
Q
− jα ∶ 0 ≤ ℓ ≤ Q − 1 and 0 ≤ j ≤ q − 1} ⊂ T.
Hence the distance between the discontinuities is bounded below by
disc(q) = min
∣ℓ∣≤Q−1,∣j∣≤q−1, (ℓ,j)≠(0,0)
∣∣∣ ℓ
Q
− jα∣∣∣.
Claim
∃ nk ↑∞ & θ > 0 s.t. disc(qnk) ≥ θqnk ∀ k ≥ 1.(y)
Proof of (y) when α ∈ SBAD
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By definition of SBAD, there exist a sequence (mk) ∈ N, ν ∈ N and
ε > 0 such that
ε <
qmk−ν
qmk+1
<
qmk−ν
qmk
<
1
Q
whence for all r ∈ Z and ∣l∣ ≤ qmk−ν < qmkQ , since qmk is a principal
denominator,
∣ r
Q
− lα∣ = 1
Q
∣r −Qlα∣ > 1
Q
∣pmk − qmkα∣ > 1Q(qmk+qmk+1) > 12Qqmk+1 > ε2Qqmk−ν .
(y) follows. V
Proof of (y) when Q is prime This further splits into two separate
cases.
(i) There are only finitely many n’s such that qn = 0 mod Q: Choose N
large enough such that qn ≠ 0 mod Q for n ≥ N . For n > N ,
disc(qn) ≥ 1
Q
min
0<j<qn
{∣∣∣jQα∣∣∣, ∣∣∣jα∣∣∣}.
As before, we have
min
0<j<qn
∣∣∣jα∣∣∣ > 1
2qn
.
Since qh is prime to Q for all h ≥ n, for 0 < j < qn, jQ is not a
multiple of qn+r for r ≥ 0. Thus by [13, theorem 19] if
∣∣∣Qjα∣∣∣ ≤ 1
2Qj
then Qj is a multiple of qr for some r < n; in this case
∣∣∣Qjα∣∣∣ ≥ 1
2qr+1
≥
1
2qn
.
Therefore
min
0<j<qn
∣∣∣Qjα∣∣∣ ≥min(∣∣∣qn−1α∣∣∣, 1
2Qqn
) = 1
2Qqn
implying disc(qn) ≥ 1
2Q2qn
.
(ii)There are infinitely many n’s such that qn = 0 mod Q: Let (nk) be
the subsequence such that qnk = 0 mod Q. Let the ν-th term of the
continued fraction expansion of α be given by aν ; we know
(an 1
1 0
)(an−1 1
1 0
)⋯(a1 1
1 0
)(1
0
) = ( qn
qn−1
) .
Since det ( aν 11 0 ) = −1 for all ν, there determinant of the product is
either 1 or −1. Thus qnk+1 ≠ 0 mod Q.
10 Step function Skew Products.
By the recursion formula for the principal denominators, we have
that qnk+r+1 =M(r)qnk + S(r)qnk+1 for some M(r), S(r) ∈ N. Again,
min
0<j<qnk+1
∣∣∣jα∣∣∣ > 1
2qnk+1
.
If
∣∣∣jQα∣∣∣ < 1
2jQ
for some 0 < j < qnk+1
then by [13, theorem 19], jQ is a multiple of qν for some ν.
Since qnk+1 ≠ 0 mod Q, if jQ = iqnk+1 for some i ∈ N then j ≥ qnk+1;
it follows that jQ is not a multiple of qnk+1. Therefore i ≠ nk +1. Since
qnk = 0 mod Q if
jQ = iqnk+r+1 = iM(r)qnk + iS(r)qnk+1 = 0 mod Q for some i
then iS(r) is multiple of Q implying j ≥ qnk+1; thus the number jQ
cannot be a multiple of qnk+r+1 for any r ∈ N and it follows that i ≤ nk.
Hence by [13, theorem 16] we have
min
0<j<qnk+1
∣∣∣Qjα∣∣∣ ≥min(∣∣∣qnkα∣∣∣, 12Qqnk+1) =
1
2Qqnk+1
implying disc(qnk+1) ≥ 12Q2qnk+1 .
This proves (y). V
Construction of measurable sets as in ,
By (y) there exist a subsequence (nk) ↑ ∞ and θ > 0 such that
disc(qnk) > θqnk and such that qnk is sufficiently large compared to ∣F ∣2,
where F is the finite set of values taken by ϕqnk as in the remark after
the Denjoy-Koksma inequality.
Fix 0 ≤ ǫ ≤ Q− 1. To obtain the periodicity Φ(ǫ+ 1)−Φ(ǫ), we build
sequences of measurable sets (Ak), (Bk) ⊂ T such that
● ϕqnk is constant on Ak and Bk,
● ϕqnk ∣Bk − ϕqnk ∣Ak = Φ(ǫ + 1) −Φ(ǫ) and
● mT(Ak),mT(Bk) > c > 0.
Fix k and let ∂ be the partition of T by the discontinuities { ǫ
Q
−hα ∶
0 ≤ h ≤ qnk − 1} of the step function ϕqnk .
For 0 ≤ h < qnk , let I
−
h ∈ ∂ be the interval with right endpoint
ǫ
Q
− hα
and I+h ∈ ∂ be the interval with left endpoint
ǫ
Q
− hα.
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We can choose 0 < h1, h2, . . . , h⌊ qnk
∣F ∣2
⌋ < qnk such that ϕqnk is constant
on
Ak ∶=
⌊ qnk
∣F ∣2
⌋
⋃
u=1
I−hu and Bk =
⌊ qnk
∣F ∣2
⌋
⋃
u=1
I+hu .
Evidently,
ϕqnk ∣Bk − ϕqnk ∣Ak = Φ(ǫ + 1) −Φ(ǫ)
and by (y)
m(Ak),m(Bk) ≥ disc(qnk)⌊ qnk∣F ∣2⌋ ≥
θ
2∣F ∣2 .
These sets are as in , and the proof of theorem 1 in the countable
case is now complete.
Proof of theorem 1 in the uncountable case
Let
V ∶= SpanQΦ(ZQ) ⊂ Rd,
let K ∶= dim V and let {ek ∶ 1 ≤ k ≤K} be a basis for V so that each
Φ(ǫ) = K∑
k=1
φk(ǫ)ek with φk(ǫ) ∈ Z (1 ≤ k ≤K, ǫ ∈ ZQ).
Consider the cocycle Ψ ∶ T→ ZK defined by
Ψ(x) ∶= φ(⌊Qx⌋) where φ(ǫ) ∶= (φ1(ǫ), . . . , φK(ǫ)) (ǫ ∈ ZQ).
It follows that ⟨Ψ(T)⟩ = ZK . We claim that
∫
T
Ψ(x)dx = 1
Q ∑
ǫ∈ZQ
φ(ǫ) = 0.
To see this,
0 = Q∫
T
ϕ(x)dx
= ∑
ǫ∈ZQ
Φ(ǫ)
=
K
∑
k=1
⎛
⎝∑ǫ∈ZQ φk(ǫ)
⎞
⎠ ek.
By linear independence of {ek ∶ 1 ≤ k ≤ K}, for each 1 ≤ k ≤ K
∑ǫ∈ZQ φk(ǫ) = 0 showing that indeed ∫TΨ(x)dx = 0.
Thus, by (w) as on page 6 in the countable case, and Schmidt’s
theorem, ⟨φ(ZQ)⟩ ⊂ Per (Ψ) = E(Ψ).
12 Step function Skew Products.
It follows that Φ = L○φ (and φ = L○Ψ) where L ∶ ZK → V ⊂ Rd is given
by
L(z1, . . . , zK) ∶= K∑
k=1
zkek.
By linearity of L,
L(E(Ψ)) ⊂ E(L ○Ψ) = E(ϕ)
and
Φ(ZQ) = L(φ(ZQ)) ⊂ E(ϕ). 2
§2 The orbit sequence
Theorems 2 and 3 both depend on the modeling of the orbit sequence
(ϕn(0) ∶ n ≥ 1)
by an associated affine random walk. To extract this affine random
walk we first obtain a sequential substitution construction of the jump
sequence
(ϕ({nα}) ∶ n ≥ 1) for α ∈ (0,1) ∖Q.
To this end, let β = {Qα}& P ∶= ⌊Qα⌋ so that α = P+β
Q
.
Define the map π ∶ [0,1)→ [0,1) ×ZQ by
π(x) ∶= ({Qx}, ⌊Qx⌋),
the transformation τ ∶ [0,1) ×ZQ → [0,1) ×ZQ by τ ∶= π ○ rα ○ π−1 and
k ∶ [0,1) ×ZQ → ZQ by
k(x, k) ∶= κ ○ π−1(x, k) = k;
then
τ(y, k) = π({y+k
Q
+α})
= π({y+k+P+β
Q
})
= (rβ(y), ⌊k +P + y + β⌋ mod Q)
= (rβ(y), k +P + 1[1−β,1)(y) mod Q).
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Thus
κ({nα}) = κ ○ rnα(0) = k ○ π ○ rnα(0)(¯)
= k ○ τnπ(0)
= nP +
n−1
∑
k=0
1[1−β,1)({kβ})
= nP +
n
∑
k=1
ψk mod Q
where ψk ∶= 1[1−β,1)({(k−1)β}). The sequence (ψk ∶ k ≥ 1) is generated
as follows.
The modified continued fraction expansion of β ∈ (0,1) is
β =
1
n1 − 1n2−⋱− 1nk−⋱
=∶ 1∣∣n1 −
1∣
∣n2 − ⋅ ⋅ ⋅ −
1∣
∣nk −⋯
= [n1, n2, . . . ]
where nk(β) ∶= n(sk−1(β)) with n(β) ∶= ⌈ 1β ⌉ and s(β) ∶= 1 − { 1β} =
n(β) − 1
β
.
See [12] & [14].
The quadratic case. If α ∈ QUAD, then so does β = {Qα} and there
exist (n1, n2, . . . , nK) ∈ NK2 & (m1, . . . ,mL) ∈ NL2 ∖ {21}
such that
β = [n1, n2, . . . , nK ,m1, . . . ,mL].
Here and throughout,
● 1 denotes a vector all of whose coordinates are 1,
● b0 ⊙ b1 denotes the concatenation of the finite sequences b0 and b1,
● and b⊙n0 denotes the concatenation of n copies of b0.
Theorem 2.1 in [2] For β = [n1, n2, . . . ], let b0(0) = 0, b0(1) = 1 &
bk+1(0) = bk(0)⊙(nk+1−1) ⊙ bk(1) & bk+1(1) = bk(0)⊙(nk+1−2) ⊙ bk(1),
then (ψ1, . . . , ψℓk(i)) = bk(i) (k ≥ 1)
if the last symbol in bk(1) is changed from “1” to “0”.
Here ℓk(i) = ∣bk(i)∣ (i = 0,1) are the block lengths.
14 Step function Skew Products.
Block lengths.
Let ℓk ∶= (ℓk(0)ℓk(1)), then
ℓ0 = (11) & ℓk+1 = (nk+1 − 1 1nk+1 − 2 1) ℓk.
Parities, Jumps & Orbits. Next, we compute the jump blocks.
We call κ(x) = ⌊Qx⌋ ∈ ZQ the parity of x and we begin by calculating
the parity blocks with a generalization of [2, theorem 2.2].
For β = {Qα} = [n1, n2, . . . ], ǫ ∈ ZQ, i = 0,1, define
Bk(i, ǫ) ∶= (ǫ + κ({(n − 1)α}) ∶ 1 ≤ n ≤ ℓk(i)),
then by (¯) as on page 13 and [2, theorem 2.1] respectively,
Bk(i, ǫ) = (ǫ + (n − 1)P + n−1∑
ν=1
1[1−β,1)({(ν − 1)β}) ∶ 1 ≤ n ≤ ℓk(i))(ý)
= (ǫ + (n − 1)P + n−1∑
ν=1
bk(i)ν ∶ 1 ≤ n ≤ ℓk(i))
where the addition is mod Q and ∑ν∈∅ ∶= 0. Note that B0(i, ǫ) = (ǫ).
Theorem 5.1 (Parity recursions)
Bk+1(i, ǫ) =(K)
nk+1−1−i
⊙
j=1
Bk(0, ǫ + (j − 1)ǫk)⊙Bk(1, ǫ + (nk+1 − 1 − i)ǫk).
with ǫk ∶= ∑ℓk(0)j=1 (bk(0))j + ℓk(0)P mod Q and ⊙j∈∅Hj ⊙ B ∶= B for
finite sequences (Hj) and B. Here (as before) the addition is mod Q.
It follows that
B1(i, ǫ) = (ǫ, ǫ +P, . . . , ǫ + (n1 − 1 − i)P ) mod Q.
Proof Fix i = 0,1, ǫ ∈ ZQ, k ≥ 1 and 1 ≤ n ≤ ℓk+1(i), then n = qℓk(0)+r
where 0 ≤ q ≤ nk+1 − i − 1 and 1 ≤ r ≤ ℓk(jq) with jnk+1−i−1 = 1 & jq = 0
for q < nk+1 − i − 1.
Aaronson, Bromberg, & Chandgotia 15
Using [2, theorem 2.1] and (ý) as on page 14, we have mod Q,
Bk+1(i, ǫ)n = ǫ + (n − 1)P + n−1∑
ν=1
bk+1(i)ν
= ǫ + (qℓk(0) + r − 1)P + qℓk(0)+r−1∑
ν=1
bk+1(i)ν
= ǫ + qǫk + (r − 1)P + r−1∑
ν=1
bk(jq)ν
= (nk+1−1−i⊙
j=1
Bk(0, ǫ + (j − 1)ǫk)⊙Bk(1, ǫ + (nk+1 − 1 − i)ǫk))
n
. 2
Parity states and transition algorithm.
The kth parity states are ǫk(i) (i = 0,1) where
ǫk(i) ∶= ℓk(i)∑
j=1
(bk(i))j + ℓk(i)P mod Q.
In (K) as on page 14, ǫk = ǫk(0).
The parity states are given by ǫ0(i) = P + i mod Q and
ǫk+1(i) = (nk+1 − i − 1)ǫk(0) + ǫk(1) mod Q (i = 0,1, k ≥ 1).()
Parity proposition For every k ≥ 1, ⟨{ǫk, ǫk+1}⟩ = ZQ.
Proof Define ζk = (ζk(0), ζk(1)) by
ζ0(i) = P + i & ζk+1(i) = (nk+1 − i)ζk(0) + ζk(1).
It follows that
● ǫk(i) = ζk(i) mod Q;
● gcd {ζk(0), ζk(1)} = 1 ∀ k ≥ 1;
● gcd {ζk(0), ζk+1(0)} = 1 ∀ k ≥ 1;
● ⟨{ζk(0), ζk+1(0)}⟩ = Z ∀ k ≥ 1;
● ⟨{ǫk, ǫk+1}⟩ = ZQ. V
Jump blocks.
Next, for k ≥ 1, ǫ ∈ ZQ & i = 0,1, define the auxiliary jump blocks
Jk(i, ǫ) ∶= Φ(Bk(i, ǫ))
where
Φ((a1, . . . , an)) ∶= (Φ(a1), . . . ,Φ(an)).
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It follows from (K) that for i = 0,1:
Jk+1(i, ǫ) = nk+1−1−i⊙
j=1
Jk(0, ǫ + (j − 1)ǫk)⊙ Jk(1, ǫ + (nk+1 − 1 − i)ǫk);(*)
where addition is mod Q and that the jump block
(ϕ({jα}))ℓk(0)−1j=0 = Jk(0,0).(☼)
Orbit blocks.
Define the auxiliary orbit blocks
Σk(i, ǫ) ∶= ( j∑
ν=1
Jk(i, ǫ)ν ∶ 1 ≤ j ≤ ℓk(i)).
In particular by (☼)
Σk(0,0) = (ϕ1(0), ϕ2(0), . . . , ϕℓk(0)(0)).
Our goal here is to obtain the transition between auxiliary orbit
blocks.
Orbit block transitions.
The simple displacement over the auxiliary jump block Jk(i, ǫ) is
σk(i, ǫ) ∶= Σk(i, ǫ)ℓk(i) =
ℓk(i)
∑
j=1
Jk(i, ǫ)j .
The cumulative displacements over the concatenation jump blocks
⊙Kj=1 Jk(0, ǫ + (j − 1)ǫk mod Q) (K ≥ 0) are
sk(K,ǫ) ∶= K∑
j=1
σk(0, ǫ + (j − 1)ǫk mod Q).
By (*), for k ≥ 1, ǫ ∈ ZQ, i = 0,1,
Σk+1(i, ǫ) = nk+1−1−i⊙
j=1
(Σk(0, ǫ + (j − 1)ǫk mod Q) + sk(j − 1, ǫ)1)⊙
⊙ (Σk(1, ǫ + (nk+1 − i − 1)ǫk mod Q) + sk(nk+1 − i − 1, ǫ)1).
Generating functions of orbit blocks.
For k ≥ 1 define the functions xk(i, ǫ) ∶ Ωk(i) = [1, ℓk(i)] → Rd by
xk(i, ǫ)(ω) ∶= Σk(i, ǫ)ω (ω ∈ Ωk(i))(h)
and their generating functions
Uk(i, ǫ, θ) ∶= ∑
ω∈Ωk(i)
e2πi⟨θ,xk(i,ǫ)(ω)⟩ (θ ∈ Td).
Here and throughout, i ∶=√−1.
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Transition matrices. Noting that
Ωk+1(i) = ⊙nk+1−i−1j=1 (Ωk(0)+ (j − 1)ℓk(0))⊙ (Ωk(1)+ (nk+1 − i− 1)ℓk(0)),
we have
Uk+1(i, ǫ, θ) = ∑
ω∈Ωk+1(i)
e2πi⟨θ,xk+1(i,ǫ)(ω)⟩
= (
nk+1−i−1
∑
j=1
∑
ω∈Ωk(0)+(j−1)ℓk(0)
+ ∑
ω∈Ωk(1)+(nk+1−i−1)ℓk(0)
)e2πi⟨θ,xk+1(i,ǫ)(ω)⟩
=
nk+1−i−1
∑
j=1
∑
ω∈Ωk(0)
e2πi⟨θ,(xk(0,ǫ+(j−1)ǫk)(ω)+sk(j−1,ǫ))⟩ + ∑
ω∈Ωk(1)
e2πi⟨θ,(xk(1,ǫ+(nk+1−i−1)ǫk)(ω)+sk(nk+1−i−1,ǫ))⟩
=
nk+1−i−1
∑
j=1
e2πi⟨θ,sk(j−1,ǫ)⟩Uk(0, ǫ + (j − 1)ǫk, θ) + e2πi⟨θ,sk(nk+1−i−1,ǫ)⟩Uk(1, ǫ + (nk+1 − i − 1)ǫk, θ)
= ∑
∆∈ZQ
∑
j∈m(ǫk,∆)∩[1,nk+1−i−1]
e2πi⟨θ,sk(j−1,ǫ)⟩Uk(0, ǫ +∆, θ) + e2πi⟨θ,sk(nk+1−i−1,ǫ)⟩Uk(1, ǫ + (nk+1 − i − 1)ǫk, θ)
where for ǫ, ∆ ∈ ZQ,
m(ǫ,∆) ∶= {j ∈ N ∶ (j − 1)ǫ =∆ mod Q}
(with ∑ω∈∅ ∶= 0 as before).
Equivalently,
Uk+1(θ) = A(k+1)(θ)Uk(θ)
where S ∶= {0,1} ×ZQ and Uk ∶ Td → CS is given by
Uk(θ)(i,ǫ) ∶= Uk(i, ǫ, θ) for (i, ǫ) ∈ S &
A(k+1) ∶ Td →MS×S(C) ∶= {a ∶ S × S → C}
is given by:
A
(k+1)
(i,ǫ),(0,ǫ+∆)(θ) = ∑
j∈m(ǫk,∆)∩[1,nk+1−i−1]
e2πi⟨θ,sk(j−1,ǫ)⟩ if (nk+1, i) ≠ (2,1),
A
(k+1)
(i,ǫ),(0,ǫ+∆)(θ) = 0 if (nk+1, i) = (2,1),
A
(k+1)
(i,ǫ),(1,ǫ+∆)(θ) = e2πi⟨θ,sk(nk+1−i−1,ǫ)⟩1{∆}((nk+1 − i − 1)ǫk).
It follows that
A
(k+1)
(i,ǫ),(0,ǫ+∆)(0) = Nk+1(i,∆) & A(k+1)(i,ǫ),(1,ǫ+∆)(0) = 1{∆}((nk+1 − i − 1)ǫk)
where Nk+1(i,∆) ∶=#m(ǫk,∆) ∩ [1, nk+1 − i − 1].
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§3 The random affine model
Probabilities. Here, we consider the probabilities
P
(i)
k ∶=
#
ℓk(i) ∈ P(Ωk(i))
and each xk(i, ǫ) ∈ Rd as a random variable with sample space (Ωk(i), P (i)k ),
and understand the transitions of the resulting stochastic processes
(xk(i, ǫ) ∶ k ≥ 1) ((i, ǫ) ∈ S)
in the RAT lemma.
Let
Ξk(i, ǫ, θ) ∶= E(e2πi⟨θ,xk(i,ǫ)⟩) = 1
ℓk(i)Uk(i, ǫ, θ),
then
Ξk+1(θ) = Π(k+1)(θ)Ξk(θ)(J)
where Ξk ∶= (Ξk(i, ǫ) ∶ (i, ǫ) ∈ S) & Π(k+1)(θ) ∶ S × S → C is given by
Π
(k+1)
(i,ǫ),(j,∆)(θ) = ℓk(j)ℓk+1(i)A
(k+1)
(i,ǫ),(j,∆)(θ).
Random variables.
We denote by RV (Z), for Z a measurable space the collection of Z-
valued random variables.
Consider any sequence of independent, random vectors
(L(k+1)s , W (k+1)s,t ∶ s, t ∈ S) ∈ RV (SS × (Rd)S×S) (k ≥ 0)(Ý)
whose marginals satisfy
P (L(k+1)(i,ǫ) = (0, ǫ +∆)) = ℓk(0)Nk+1(i,∆)ℓk+1(i) ,
P (L(k+1)(i,ǫ) = (1, ǫ +∆)) = ℓk(1)ℓk+1(i)1{∆}((nk+1 − i − 1)ǫk);
P ([W (k+1)(i,ǫ),(0,ǫ+∆) = sk(J − 1, ǫ)]∣[L(k+1)(i,ǫ) = (0, ǫ +∆)]) =
=
#{j ∈ m(ǫk,∆) ∩ [1, nk+1 − i − 1] ∶ sk(j − 1, ǫ) = sk(J − 1, ǫ)}
Nk+1(i,∆) ;
for J ∈ m(ǫk,∆) ∩ [1, nk+1 − i − 1] &
P ([W (k+1)(i,ǫ),(1,ǫ+∆) = sk(nk+1 − i − 1, ǫ)]∣[L(k+1)(i,ǫ) = (1, ǫ +∆)]) = 1.
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Note that when nk+1 = 2, then L(k+1)(1,ǫ) = (1, ǫ + (nk+1 − i − 1)ǫk) a.s.
∀ ǫ ∈ ZQ and that W (k+1)s,t is defined when and only when P (L(k+1)s =
t) > 0.
Random affine transformations.
Given a random vector
(L,W ) ∈ RV(SS × (Rd)S×S),
the associated random affine transformation (RAT) F ∈ RV (MS×S(Z) ×(Rd)S) defined by
F (x)s ∶= xLs +Ws,Ls =∶ (a(F )x)s + b(F )s for x ∈ (Rd)S.(Ü)
This RAT is of flip-type in the sense of [1].
Throughout this paper we’ll often denote a flip-type RAT
F = (a(F ), b(F )) ∈ RV (MS×S({0,1}) × (Rd)S)
by
F = (L,W ) = (L(F ),W (F )) ∈ RV (SS × (Rd)S×S).
Here
as,t = δt,Ls & bs =Ws,Ls.
Given a sequence (L(k+1)s , W (k+1)s,t ∶ s, t ∈ S) (k ≥ 0) of independent
random vectors as before, consider the associated RAT sequence
(Fk ∶ k ≥ 1) ∈ RV (MS×S({0,1}) × (Rd)S)N
of independent RATs defined by (Ü).
RAT characteristic function.
The characteristic function of the RAT F = (L,W ) ∈ RV (SS×(Rd)S×S)
( RAT-CF) is ΠF ∶ Rd →MS×S(C) defined by
ΠF (θ)s,t = P (Ls = t)E(e2πi⟨θ,Ws,t⟩) (s, t ∈ S).(L)
Note that Π(k+1) in (J) on page 18 is the RAT-CF of the RAT (L(k+1),W (k+1))
where L(k+1) & W (k+1) are as in (Ý) on page 18.
RAT lemma
For each k ≥ 1, s ∈ S:
distF k1 (0)s = distxk(s)
where xk(s) is as in (h) as on 16.
Here and throughout for K ≤ L & RATs (Fj ∶ K ≤ j ≤ L)
FLK ∶= FL ○ FL−1 ○ ⋅ ⋅ ⋅ ○ FK+1 ○ FK .
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Proof For k ≥ 1, define
X(k) ∶= Fk ○ Fk−1 ○ ⋅ ⋅ ⋅ ○F1(0)
and
Ξ̂k ∶= (E(e2πi⟨θ,X(k)(i,ǫ)⟩) ∶ (i, ǫ) ∈ S).
By construction,
Ξ̂k+1(θ) = Π(k+1)(θ)Ξ̂k(θ).
By (J) as on page 18,
Ξk+1(θ) = Π(k+1)(θ)Ξk(θ).
The result follows by induction since Ξ0 = Ξ̂0 ≡ 1. V
Associated affine random walks.
We associate to a sequence
(Fk ∶ k ≥ 1) ∈ RV (MS×S({0,1}) × (Rd)S)N
of independent RATs an affine random walk (ARW).
This is the (Rd)S-valued stochastic process
(X(k) = (X(k)s ∶ s ∈ S) ∶ k ≥ 1)
defined by
X(k) ∶= F k1 (0).
Elementary presentation.
We now split the random vectors (L(k+1)s , W (k+1)s,t ∶ s, t ∈ S) (k ≥ 0)
into more elementary components.
Write L(k+1)(i,ǫ) =∶ (r(k+1)(i,ǫ) , s(k+1)(i,ǫ) ),
then r
(k+1)
(i,ǫ) = r
(k+1)
i is a {0,1}-valued random variable where
P (r(k+1)i = 0) = ℓk(0)(nk+1 − i − 1)ℓk+1(i) & P (r
(k+1)
i = 1) = ℓk(1)ℓk+1(i)
and
s
(k+1)
(i,ǫ) = ǫ + e(k+1)i mod Q
where s
(k+1)
(i,ǫ) and e
(k+1)
i are ZQ-valued random variables; the latter is
given by
P (e(k+1)i =∆∥r(k+1)i = 0) = Nk+1(i,∆)nk+1 − i − 1 (∆ ∈ ZQ)
Aaronson, Bromberg, & Chandgotia 21
and
P (e(k+1)i = (nk+1 − i − 1)ǫk∥r(k+1)i = 1) = 1.
Next define random variables u(k+1)(i) (k ≥ 1, i = 0,1) by
u(k+1)(i) ⎧⎪⎪⎨⎪⎪⎩
uniform on m(ǫk, e(k+1)i ) ∩ [1, nk+1 − i − 1] if r(k+1)i = 0
≡ nk+1 − i if r(k+1)i = 1.
Now we define random variables W
(k)
s (k ≥ 1, s ∈ S) by
W
(k+1)
(i,ǫ) ∶= sk(u(k+1)(i) − 1, ǫ).
It is not hard to see that
P (W (k+1)(i,ǫ),(j,ǫ+∆) = J∥L(k+1)(i,ǫ) = (j, ǫ+∆)) = P (W (k+1)(i,ǫ) = J∥r(k+1)i = j, e(k+1)i = ∆).
In the sequel, we’ll have recourse to the elementary random vector
sequence (x(k) ∶ k ≥ 1) ∈ RV (({0,1} ×ZQ ×N0){0,1})N where
x(k) ∶= (r(k)i , e(k)i , u(k)(i) ∶ i = 0,1).
The RAT Fk is constructed from x(k) & the (deterministic) cumulative
displacements sk−1.
§4 The RAT sequence in the quadratic case
We assume that α ∈ QUAD; thus β = {Qα} ∈ QUAD. These hold if and
only if there exist
(n1, n2, . . . , nK) ∈ NK2 & (m1, . . . ,mL) ∈ NL2 ∖ 21
such that
β ∶= [n1, n2, . . . ] =∶ [n1, . . . , nK ,m1, . . . ,mL].o
We next establish that the centered RAT sequence (as in [1]) cor-
responding to a quadratic irrational and a rational step function is
“asymptotically eventually periodic”.
The proofs of theorems 2 & 3 rely on this fact.
This asymptotic eventual periodicity is obtained via centering. We’ll
see that elementary random vector sequence is always asymptotically
eventually periodic, however, the cumulative displacements may have
linear growth. The centering is needed to offset this possibility.
In this section, we’ll often “possibly extend the period in o”
to demonstrate eventual periodicity of related sequences.
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This means that for some M ∈ N, we’ll modify o to
[n1, n2, . . . ] = [n1, . . . , nK ,m1, . . . ,mL, . . . ,m1, . . . ,mL´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
M -times
].
Recall (() on page 15) that the parity state transitions are given by
ǫk+1(i) = (nk+1 − i − 1)ǫk(0) + ǫk(1) mod Q.
In the quadratic case, these transitions form an eventually periodic
sequence, whence
((ǫk(0), ǫk(1)) ∶ k ≥ 1)
is also eventually periodic.
These parity transitions only depend on α ∈ T∖Q & Q ≥ 2.
If α ∈ QUAD, then by possibly extending the period in o, we may
assume that (ǫk+L(0), ǫk+L(1)) = (ǫk(0), ǫk(1)) ∀ k >K.
Simple displacement transitions.
Consider the simple displacement vectors
σk ∶= (σk(i, ǫ) ∶ (i, ǫ) ∈ S) ∈ (Rd)S.
By theorem 5.1, for i = 0,1 and (nk+1, i) ≠ (2,1):
σk+1(i, ǫ) = nk+1−1−i∑
j=1
σk(0, ǫ + (j − 1)ǫk) + σk(1, ǫ + (nk+1 − 1 − i)ǫk);
where ǫk = ǫk(0) as before.
Thus there exist matrices M (k+1) ∶ S × S → Z such that
σk+1 =M
(k+1)σk
for each k ≥ 1.
The simple displacement transformations also only depend on α ∈
T∖Q & Q ≥ 2.
Seeing σk = (σk(s) ∶ s ∈ S) ∈ (Rd)S as
σk = ((σ(j)k (s) ∶ s ∈ S) ∶ 1 ≤ j ≤ d) ∈ (RS)d,
we note that each σ
(j)
k ∈ R
S is a linear image of Φ(j) ∈ RQ (the jth
coordinate of Φ) and σ
(j)
k+1 =M
(k+1)σ(j)k for each 1 ≤ j ≤ d.
Displacement lemma Suppose that α ∈ QUAD, then there exist K, L ∈
N and c, d ∈ (Rd)S so that
σK+Ln = c + nd.
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For α ∈ QUAD, the simple displacement transitions are eventually pe-
riodic and the proof of the displacement lemma rests on the Denjoy-
Koksma inequality and a spectral analysis of the simple displacement
transformations on CS over a period (as in the “eigenvalue lemma”
below).
Subspace decomposition & eigenvalues.
For α ∈ QUAD, the parity sequence (ǫk ∶ k ≥ 1) is eventually periodic,
whence the above sequence of matrices (M (k) ∶ k ≥ 1) giving the
displacement transitions is also eventually periodic.
Suppose that
[n1, n2, . . . ] = [n1, . . . , nK ,m1, . . . ,mL];
(ǫk ∶ k ≥ 1) = (ǫ1, . . . , ǫK , η1, . . . , ηL);
(M (k) ∶ k ≥ 1) = (M (1), . . . ,M (K),E1, . . . ,EL).
Thus
σK+Ln = B
nσK where B = EL⋯E1.
Next, write CS = (CQ){0,1} and z ∈ CS as z = (z(0), z(1)) ∈ (CQ){0,1}.
The parity state transitions can now be rewritten as
σk+1 =M
(k+1) (σ(0)k
σ(1)k)
where
σ(i)k(ǫ) = σk(i, ǫ) for ǫ ∈ ZQ
and
M (k+1) =P(k+1)(ρǫk)(Z)
=
⎛
⎝
P
(k+1)
(0,0) (ρǫk) P(k+1)(0,1) (ρǫk)
P
(k+1)
(1,0) (ρǫk) P(k+1)(1,1) (ρǫk)
⎞
⎠
= ( pnk+1(ρǫk) qnk+1(ρǫk)
pnk+1−1(ρǫk) qnk+1−1(ρǫk))
with ρǫ ∈MZQ×ZQ(C) defined by
ρǫ z(δ) ∶= z(δ + ǫ)
and
P
(k+1)
(0,0) ,P
(k+1)
(0,1) ,P
(k+1)
(1,0) ,P
(k+1)
(1,1) , pν , qν
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are polynomials given by
pν(x) ∶= ν−1∑
j=1
xj−1,
qν(x) ∶= xν−1 and
P(k+1)(x) ∶= ⎛⎝
P
(k+1)
(0,0) (x) P(k+1)(0,1) (x)
P
(k+1)
(1,0) (x) P(k+1)(1,1) (x)
⎞
⎠ ∶= (
pnk+1(x) qnk+1(x)
pnk+1−1(x) qnk+1−1(x)) .
Set γr = e
2πir
Q and let e⃗r ∈ CQ be given by
(e⃗r)s ∶= γrs
for 0 ≤ r ≤ Q − 1 and 1 ≤ s ≤ Q.
Since e⃗s ⊥ e⃗t ∀ s, t ∈ ZQ, s ≠ t, we have that (e⃗r ∶ 0 ≤ r ≤ Q−1) form
an orthogonal basis for CQ and
Span {e⃗r ∶ 1 ≤ r ≤ Q − 1} = 1⊥ =∶ {v⃗ = (vh) ∈ CQ ∶ Q−1∑
h=0
vh = 0}.
Moreover,
(T) ρǫe⃗r = γrǫe⃗r.
Next, define the bracket [⋅, ⋅] ∶ C{0,1} ×CQ → CS = (CQ){0,1} by
[c⃗, z⃗] ∶= (c0z⃗
c1z⃗
)
where c⃗ = (c0, c1).
It follows from (T) that
M (k+1)[c⃗, e⃗r] =P(k+1)(ρǫk)[c⃗, e⃗r] = [P(k+1)(γǫkr)c⃗, e⃗r].
To summarize, letting for 0 ≤ r ≤ Q − 1,
Vr ∶= {[c⃗, e⃗r] ∶ c⃗ ∈ C{0,1}},
then
⊕Q−1r=0 Vr = (CQ){0,1} and BVr = Vr (0 ≤ r ≤ Q − 1).
Eigenvalue lemma
For 1 ≤ r ≤ Q − 1, all the eigenvalues of B∣Vr are roots of unity.
Proof
We have that B∣V0 is a product of integer matrices of the form
( N 1
N − 1 1) with N ∈ N; we have N ≥ 2 for at least one of these ma-
trices. Therefore B∣V0 is a positive matrix with integer coefficients and
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unit determinant. It follows that the characteristic polynomial of B∣V0
is an integer polynomial of form z2 − Jz + 1 for some J ∈ N (and that
B∣V0 is hyperbolic).
For each 1 ≤ r ≤ Q − 1,
∣detB∣Vr ∣ = ∣detP(k+1)(γǫkr)∣ = 1.
We claim first that no B∣Vr (1 ≤ r ≤ Q − 1) is hyperbolic. If this
were not the case for 1 ≤ r ≤ Q− 1, there would be λ > 1 and a rational
cocycle Φ(≠ 0) ⊥ 1 with ⟨Φ, e⃗r⟩ ≠ 0 giving rise to either
● ∥σK+Ln∥≫ λn which is impossible by the Denjoy-Koksma estimate;
or
● ∥σK+Ln∥≪ 1λn which is impossible by theorem 1.
To continue, since B is an integer matrix, det(B − zId) is a polyno-
mial with integer coefficients.
It follows that
det(B − zId)∣V ⊥
0
=
det(B − zId)
det(B − zId)∣V0
is also a polynomial with integer coefficients. As shown above, all its
roots are of unit modulus. By Kronecker’s theorem ([15]), all these
roots are roots of unity. 2
Proof of the displacement lemma
Let {γj ∶ j ∈ J } be the collection of eigenvalues of B∣V ⊥
0
counting
multiplicity which are all roots of unity. Let Vj be the corresponding
Jordan subspace, then by the above,
dim Vj = 2.
We may extend the period in o as on page 21 so that γj = 1 ∀ j ∈ J .
For each j ∈ J let (ej(j) ∶ j = 1,2) be the Jordan basis of Vj.
For j ∈ J , x = x1e1(j) + x2e2(j) and N ≥ 1, we have that
BNx = Nx1e1(j) + x2e2(j).
Thus for Φ ∶ ZQ → Rd & 1 ≤ k ≤ d,
σ
(k)
K+Ln = B
Nσ
(k)
K
=∑
j∈J
N⟨σ(k)K , e1(j)⟩e1(j) + ⟨σ(k)K , e2(j)⟩e2(j)
=∶ c(k) +Nd(k).
This proves the displacement lemma. V
In the sequel, we’ll also need the following.
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Positivity proposition By possibly extending the period in o as on
Page 21, we may ensure that Bs,t > 0 ∀ s, t ∈ S.
Remark. Evidently E(a(FK+LK+1 )s,t) = ΠFK+LK+1 (0) > 0 iff Bs,t > 0. Recall
the assumption as in the subsection on subspace decompositions and
eigenvalues, that, the parity sequence (ǫk ∶ k ≥ 1) is given by:
(ǫk ∶ k ≥ 1) = (ǫ1, . . . , ǫK , η1, . . . , ηL).
Proof
It follows from (Z) as on page 23 that
Ek+1 = (∑mk+1−1j=1 ρ
j−1
ηk ρ
mk+1−1
ηk
∑mk+1−2j=1 ρj−1ηk ρmk+1−2ηk ) .
Choose 1 ≤ r ≤ L such that mr ≠ 2. A direct calculation shows
B2 > Er+1Er ≥ (ρ0 + ρηr + ρηr−1 D1D2 D3)
where D1,D2,D3 ∈MQ×Q(N0) are matrices where each row and column
has at least one non-zero entry.
By the parity proposition, ηk and ηk+1 generate the group ZQ.
Applying this to k = r−1, we get that there exists an N such that for
all n ≥ N , (ρ0 + ρηr + ρηr−1)n > 0, meaning all of its entries are positive.
Thus BN+2 > 0. This proves that B is aperiodic and irreducible and
that by extending the period, we can ensure that B is a positive matrix.
V
Asymptotic eventual periodicity & centering.
Let α ∈ QUAD and ϕ be a step function with rational discontinuities
with associated RAT sequence (Fk ∶ k ≥ 1) and ARW (X(k) ∶ k ≥ 1).
By the displacement lemma, we may suppose that
[n1, n2, . . . ] = [n1, . . . , nK ,m1, . . . ,mL];
(ǫk ∶ k ≥ 1) = (ǫ1, . . . , ǫK , η1, . . . , ηL), σk+1 =M (k+1)σk;
(M (k) ∶ k ≥ 1) = (M (1), . . . ,M (K),E1, . . . ,EL) & σK+Ln = e + nd.
Next, we examine the asymptotic, distributional periodicity of the
RAT sequence and, in particular, that of the elementary random vector
sequence:
(x(k)) = ((r(k)i , e(k)i , u(k)(i) ∶ i = 0,1))
as on page 20.
Elementary periodic approximation lemma
Aaronson, Bromberg, & Chandgotia 27
There are constants λ, M > 1 and, for each 1 ≤ r ≤ L there is a
random vector
X(r) ∶= (R(r)i , E(r)i , U(r)(i) ∶ i = 0,1) ∈ RV (({0,1} ×ZQ ×N0)2)
so that
dist (e(K+Ln+r)i , u(K+Ln+r)(i) ∶ i = 0,1∥r(K+Ln+r)0 , r(K+Ln+r)1 ) =
dist (E(r)i , U(r)(i) ∶ i = 0,1∥R(r)0 ,R(r)1 ) and
∣P (x(K+Ln+r) = Z) −P (X(r) = Z)∣ ≤ M
λn
∀ n ≥ 1, Z ∈ ({0,1} ×ZQ ×N0)2.
Proof We have that
ℓK+Ln+r = B(mr)B(mr−1)⋯B(m1)CnℓK
where
B(m) ∶= (m − 1 1
m − 2 1) & C ∶= B(mL)B(mL−1)⋯B(m1).
Now detC =∏Lr=1 detB(mr) = 1 and each Ci,j ∈ N, so C is hyperbolic,
with eigenvalues λ > 1 and 1
λ
.
Moreover, there exists cr(i) (i = 0,1 & 0 ≤ r ≤ L) with cL = λc0 so
that
ℓK+Ln+r(i) = cr(i)λn +O( 1λn ),
whence
cr+1(i) = ℓK+Ln+r+1(i)
λn
+O( 1
λn
)
=
1
λn
[(mr+1 − i − 1)ℓK+Ln+r(0) + ℓK+Ln+r(1)] +O( 1λn )
= (mr+1 − i − 1)cr(0) + cr(1) +O( 1λn ).
Define random variables R
(r)
i (i = 0,1, 1 ≤ r ≤ L) by
P (R(r+1)i = 0) = (mr+1−i−1)cr(0)cr+1(i) & P (R(r+1)i = 1) = cr(1)cr+1(i) = 1−P (R(r+1)i = 0).
It follows that for i, j = 0,1 & 1 ≤ r ≤ L,
P (r(K+Ln+r)i = j) = P (R(r)i = j) +O( 1λn ).
Next, we observe that for n ≥ 1, 1 ≤ r ≤ L, j = 0,1, the distribution of
e
(K+Ln+r)
i given r
(K+Ln+r)
i does not depend on n ≥ 1 and define:
P ([E(r+1)i = ∆]∥[R(r+1)i = 0]) = #m(ηr,∆) ∩ [1,mr+1 − i − 1]mr+1 − i − 1 (∆ ∈ ZQ)
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and
P ([E(r+1)i = (mr+1 − i − 1)ηr]∥[R(r+1)i = 1]) = 1.
Analogously, u(L+Ln+r+1)(i) has a conditional distribution independent
of n and we define
U(r+1)(i) ∶= ⎧⎪⎪⎨⎪⎪⎩
uniform on m(ηr,E(r+1)i ) ∩ [1,mr+1 − i − 1] if R(r+1)i = 0
mr+1 − i if R(r+1)i = 1.
The random vectors X(r) ∈ RV (({0,1} ×ZQ ×N0)2) 1 ≤ r ≤ L where
X(r) ∶= (R(r)i , E(r)i , U(r)(i) ∶ i = 0,1)(G)
are as advertised by construction. V
RAT periodic approximation lemma
There are random variables a ∈ RV (MS×S(Z)), v, w ∈ RV ((Rd)S) so
that if
H(n)(x) = ax + v + nw for x ∈ (Rd)S,
then ∃ M > 0 so that ∀ n ≥ 1, f ∈MS×S(Z) × (Rd)S,
∣P (F̃n = f) − P (H(n) = f)∣ ≤ M
λn
(®)
P (F̃n = f) > 0 ⇔ P (H(n) = f) > 0(m)
where
F̃n ∶= FK+Ln+LK+Ln+1 .
Proof
Let X(r) (1 ≤ r ≤ L) be independent, each distributed as in (G).
Define
l
(r+1)
(i,ǫ) ∶= (R(r+1)i , ǫ +E(r+1)i ),
then, since
L(K+Ln+r+1)(i,ǫ) = (r(K+Ln+r+1)i , ǫ + e(K+Ln+r+1)i ),
we have by the elementary periodic approximation lemma,
sup
s,t∈S
∣P (l(r+1)s = t) −P (L(K+Ln+r+1)s = t)∣ = O( 1λn ).
To study the random variables W
(K+Ln+r)
s , we’ll need formulae for
the cumulative displacements.
Using the displacement lemma, for 1 ≤ r ≤ L,
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sK+Ln+r(K,ǫ) = K∑
ν=1
σK+Ln+r(0, ǫ + (ν − 1)ǫK+Ln+r)
=
K
∑
ν=1
(cr + ndr)(0, ǫ + (ν − 1)ηr)
= Cr(K,ǫ) + nDr(K,ǫ)
where
Cr(K,ǫ) ∶= K∑
ν=1
cr(0, ǫ + (ν − 1)ηr)
Dr(K,ǫ) ∶= K∑
ν=1
dr(0, ǫ + (ν − 1)ηr).
It follows that
dist (W(i,ǫ)(K+Ln+r+1)∥r(K+Ln+r+1)i )
= dist (sK+Ln+r+1(u(K+Ln+r+1)(i) − 1, ǫ)∥r(K+Ln+r+1)i )
= dist (sK+Ln+r+1(U(r+1)(i) − 1, ǫ)∥R(r+1)i )
= dist (Cr+1(U(r+1)(i) − 1, ǫ) + nDr+1(U(r+1)(i) − 1, ǫ)∥R(r+1)i ).
Now let G
(n)
r (1 ≤ r ≤ L, n ≥ 1) be the RATs defined by
G
(n)
r (x)(i,ǫ) ∶= xl(r)
(i,ǫ)
+ Cr(U(r)(i) − 1, ǫ) + nDr(U(r)(i) − 1, ǫ),
for all x ∈ (Rd)S then there is a constantM > 0 so that ∀ f ∈MS×S(Z)×(Rd)S,
∣P (FK+Ln+r = f) − P (G(n)r = f)∣ ≤ M
λn
.(‡)
Finally, let
H(n) ∶= G(n)L ○G(n)L−1⋯ ○G(n)2 ○G(n)1 .
This has the form
H(n)(x) = ax + v + nw
for all x ∈ (Rd)S where a ∈ RV (MS×S(Z)), v, w ∈ RV ((Rd)S).
It follows from (‡) that H(n) satisfies (®) and (m). V
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Coupling.
It follows that there exists a probability space (Ω,A, P ) on which
the independent random vectors (H(n), F̃n) ( n ≥ 1) can be defined so
that
P (H(n) ≠ F̃n) ≤ M
λn
.
Consider the ARW
Y
(n)
J ∶=HnJ+1(X(K+LJ)) (n > J).
ARW periodic approximation lemma
There is a constant M > 1 so that for all n > J ,
∣P (Y (n)J ≠X(K+Ln))∣ ≤ MλJ ;(c)
and
sup
n>J
∣E(Y (n)νJ ) −E(X(K+Ln)ν)∣ÐÐ→
J→∞
0 ∀ ν ≥ 1.(H)
Proof of (c)
P (Y (n)J ≠X(K+Ln)) ≤ P (F̃ nJ ≠ HnJ )
≤
n
∑
j=J
P (H(t) ≠ F̃j)
≤
n
∑
j=J
M
λj
= O( 1
λJ
). 2
Proof of (H) For fixed ν ≥ 1 and a measurable function g ∶ Ω → RS,
for which ∣g∣ν is integrable, let
∥g∥ν ∶= E(∣g∣ν) 1ν ,
then ∥ ⋅ ∥ν is a norm.
Next, it follows from the RAT periodic approximation lemma that
∥b(F̃n)∥∞, ∥b(H(n))∥∞ = O(n),
whence
∥Y (n+1)J ∥∞, ∥X(K+L(n+1))∥∞ = O(n2).
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Thus, for some M ′ > 0,
∥Y (n+1)J − X(K+L(n+1))∥ν = ∥H(n+1)(Y (n)J ) − F̃n+1(X(K+Ln))∥ν
≤ ∥b(H(n+1)) − b(F̃n+1)∥ν + ∥(a(H(n+1)) − a(F̃n+1))X(K+Ln)∥ν+
+ ∥a(H(n+1))(Y (n)J − X(K+Ln))∥ν
≤ ∥Y (n)J − X(K+Ln)∥ν + M ′n2
λ
n
ν
.
Thus possibly increasing M ,
∥Y (n)J − X(K+Ln))∥ν ≤∑
j≥J
Mj2
λ
j
ν
ÐÐ→
J→∞
0
and (H) follows. V
Corollary There are constant vectors µ, ξ, ξJ ∈ (Rd)S (J ≥ 1) and
0 < ρ < 1 so that
E(Y (n)J ) = nµ + ξJ +O(ρn) ∀ J ≥ 1, ξJ ÐÐ→
J→∞
ξ,
& E(X(K+Ln)) = nµ + ξ +O(ρn).
Proof We have
Y
(n+1)
J =H
(n+1)(Y (n)J )
where
H(n)(x) = a(n)x + v(n) + nw(n)
and (a(n),v(n),w(n) ∶ n ≥ 1) are independent and identically dis-
tributed.
It follows as in [1] that
E(Y (n)J ) = E(a)nE(X(K+LJ)) +
n
∑
k=1
E(a)n−kE(v + kw)(C)
By the positivity proposition, by possibly extending the period in o
as on page 21, we may ensure that E(a(H(n))) = ΠH(n)(0) is an aperi-
odic stochastic matrix whence 1 is a simple, dominant eigenvalue with
eigenvector 1 ∈ CS.
Suppose that π ∈ RS+ satisfies ⟨π,1⟩ = 1 & E(a)∗π = π (where A∗ is
the transpose of the matrix A).
Let N ∶ CS → C ⋅ 1, N(x) ∶= ⟨π,x⟩1, then
E(a)nx = N(x)1 +Rnx
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where Rx ∶= E(a)(x −N(x)) and ∃ 0 < ρ < 1 so that ∥Rn∥ = O(ρn).
We claim next that ∃ µ, ξJ ∈ (Rd)S so that
E(Y (n)J ) = n(n + 1)2 N(E(w)) + nµ + ξJ +O(tρn).(j)
Proof of (j)
By (C) as on page 31,
E(Y (n)J ) = E(a)nE(X(K+LJ)) +
n
∑
k=1
E(a)n−kE(v + kw)
= N(E(X(K+LJ))) + (n − 1)N(E(v)) + n(n − 1)
2
N(E(w)) + E(n)
where
E(n) ∶= RnE(X(K+LJ)) + n∑
k=1
Rn−kE(v + kw)
=
n
∑
n=1
Rn−kE(v + kw) +O(ρn)
=
k−1
∑
n=0
(n − k)Rk(w) + n−1∑
k=0
RkE(v) +O(ρn)
= t
∞
∑
k=0
Rk(w) − ∞∑
k=0
kRkE(w) + ∞∑
k=0
RkE(v) +O(nρn). 2 (j)
To obtain the expansion for E(Y (n)J ) from (j) (with enlarged ρ), it
suffices to show that N(E(w)) = 0.
This will follow from the Denjoy-Koksma estimate.
By (H) as on page 30, we have
∣E(X(K+Ln)) −E(Y (n)J )∣ = O(1).
Thus, if N(E(w)) ≠ 0, then by (j), ∣E(X(K+Ln))∣ ≍ n2 contradicting
the Denjoy-Koksma estimate that ∣E(X(K+Ln))∣ = O(n). The expan-
sion for E(X(K+Ln)) follows. V
Centering. As in [1], set (X̂(n) ∶ n ≥ 1) be the centered ARW defined
by
X̂(n) ∶=X(n) −E(X(n))
and let (Fn ∶ n ≥ 1) be the independent RAT sequence so that
X̂(K+Ln) = Fn1 (X̂(K)).
ARW centering lemma
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There is a centered, independent, identically distributed RAT sequence
(Hn ∶ n ≥ 1) and 0 < ρ < r < 1 so that if for J ≥ 1, (Z(n)J ∶ n > J) is
defined by
Z
(n)
J ∶=HnJ+1(X̂(K+LJ)),
then
sup
n>J
∣E(Z(n)νJ ) −E(X̂(K+Ln)ν)∣ÐÐ→
J→∞
0 ∀ ν ≥ 1;(i)
P (∃ n ≥ J, ∣Z(n)J − X̂(K+Ln)∣ ≥ rn) = O(ρJ) as J →∞.(ii)
Proof
Define
Ŷ
(n)
J ∶= Y (n)J −E(Y (n)J ) =∶ Y (n)J − cn.
As in [1], (Ŷ (n)J ∶ n ≥ 1) is given by the centered RAT sequence (Gn ∶
n ≥ 1) where a(Gn) = a(n) and
b(Gn+1) = a(n+1)cn − cn+1 + v(n+1) + nw(n+1)
= (a(n+1) − I)ξJ + v(n+1) − µ + n[(a(n+1) − I)µ +w(n+1)] +O(ρn)
=∶ v′(n+1) + nw′(n+1) +O(ρn)
where (a(n),v(n),w(n)) are independent, identically distributed random
variables and I is the identity matrix.
By the remark after the positivity proposition, E(a) is irreducible
and aperiodic.
Thus, by the variance lemma in [1], for each s ∈ S,
E((Ŷ (n)2J )s) ≍
n
∑
k=1
E(b(Gk)2s)
=
n
∑
k=1
E((v′s + kw′s +O(ρk))2)
∼ nE(v′2s ) + n2E(w′sv′s) + n33 E(w′2s ).
By (H) as on page 30,
∣E((Ŷ (n)2J )s) −E((X̂(K+Ln)2)s)∣ = O(1)
whence, by the Denjoy-Koksma estimate, E((Ŷ (n)2J )s)≪ n2 andw′(n+1) ≡
0.
Thus
b(Gn+1) = (a(n+1) − I)ξJ + v(n+1) − µ +O(ρn).
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Accordingly, define Hn by
a(Hn) ∶= a(n) & b(Hn) ∶= (a(n) − I)ξJ + v(n) − µ.
The lemma follows. V
§5 Spectral theory and theorem 2
By the Perron-Frobenius theorem, 1 is a simple, dominant eigenvalue
of ΠH(0) (where H ∶= H1 and ΠH is the RAT-CF as defined by (L) on
page 19) with right eigenvector 1 ∈ RS+ and left eigenvector π ∈ R
S
+
satisfying ⟨π,1⟩ = 1.
By the implicit function theorem ∃ r = rH > 0 and smooth functions
λ ∶ (−r, r)d → C, v ∶ (−r, r)d → CS, π ∶ (−r, r)d → CS
so that
● ⟨π(0), v(θ)⟩ = ⟨π(θ), v(θ)⟩ = 1;
● λ(0) = 1, v(0) = 1 & π(0) = π;
● for each 1 ≤ k ≤∞, θ ∈ (−r, r)d, λ(θ) is a simple, dominant eigenvalue
of ΠH(θ) with eigenvector v(θ) and left eigenvector π(θ).
As in [9], consider the principal projections N(θ) ∶ CS → CS defined
by
N(θ)x ∶= ⟨π(θ), x⟩v(θ)
then possibly reducing rH > 0, we ensure ∃ 0 < ρ < 1 so that
ΠH(θ)n − λ(θ)nN(θ) = R(θ)n = O(ρn) uniformly in ∣θ∣ ≤ rH
where R(θ) ∶= ΠH(θ)(I − λ(θ))N(θ).
The proofs of our limit theorems in the sequel use the following
lemma.
Lemma: Taylor expansion of the eigenvalue Under the assump-
tions of Theroem 2,
λ(θ) = 1 − ⟨Dθ, θ⟩ + o(∥θ∥2)
as θ → 0 where D ∈Md×d(C) is positive definite.
Proof We have
λ(θ) = 1 + ⟨∇λ(0), θ⟩ + ⟨d2λ(0)θ, θ⟩ + o(∥θ∥2)
where d2λ(θ) is the matrix of second partial derivatives:
d2λ(θ)h,j ∶= ∂2λ
∂θh∂θj
(θ).
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and we must show that ∇λ(0) = 0 and that D ∶= −d2λ(0) is positive
definite.
Fix σ ∈ Rd, ∥σ∥ = 1 and write, for differentiable f ∶ Rd → C,
Dkσf(θ) ∶= dkdtk f(θ + tσ)∣t=0,
then
Dσf(θ) = ⟨σ,∇f(θ)⟩ & D2σf(θ) = ⟨d2f(θ)σ,σ⟩.
Accordingly, it suffices to show that for each σ ∈ Rd, ∥σ∥ = 1,
(i) Dσλ(0) = ddtλ(tσ)∣t=0 = 0 and (ii) D2σλ(0) = d2dt2λ(tσ)∣t=0 < 0.
¶1 Dσ(ΠH)(0)1 = 0.
Proof of ¶1 For fixed s ∈ S:
(Dσ(ΠH)(0)1)s = i∑
t∈S
P (Ls(H) = t)E(⟨σ, bs(H)⟩∥Ls(H) = t)
= iE(⟨σ, bs(H)⟩)
= 0 ∵ H is centered. V ¶1
Proof of (i)
Since ⟨π(0), v(θ)⟩ ≡ 1, we have that Dσv(θ) ⊥ π(0). Also
Dσ(ΠHv)(θ) =Dσ(ΠH)(θ)v(θ) +ΠH(θ)Dσv(θ),
Dσ(λv)(θ) =Dσλ(θ)v(θ) + λ(θ)Dσv(θ)
whence
0 =Dσ(ΠHv − λv)(θ)
=Dσ(ΠH − λ)(θ)v(θ) + (ΠH − λ)(θ)Dσv(θ)
and in particular
0 = ⟨π(0),Dσ(ΠHv − λv)(0)⟩
= ⟨π(0),Dσ(ΠH − λ)(0)1⟩ + ⟨π(0), (ΠH(0) − 1)Dσv(0)⟩
= ⟨π(0),Dσ(ΠH − λ)(0)1⟩ ∵ ΠH(0)∗π(0) = π(0).
Thus
Dσλ(0) = ⟨π(0),Dσ(ΠH)(0)1⟩ = 0 by ¶1. V (i)
¶2 Dσv(0) = 0.
Proof Differentiating ΠH(θ)v(θ) = λ(θ)v(θ) at 0:
Dσ(ΠH)1 +ΠH(0)Dσv(0) = Dσλ(0)1 +Dσv(0).
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By ¶1 & (i),
ΠH(0)Dσv(0) = Dσv(0).
Thus Dσv(0) = c1 for some c ∈ C. But Dσv(0) ⊥ π(0), and so
c = ⟨π(0),Dσv(0)⟩ = 0. 2 ¶2
¶3 D2σ(λ)(0) = ⟨π(0),D2σ(ΠH)(0)1⟩.
Proof Differentiating ΠH(θ)v(θ) = λ(θ)v(θ) twice at 0 in direction
σ:
D2σ(ΠH)(0)1 + 2Dσ(ΠH)(0)Dσv(0) +ΠH(0)D2σv(0)
=D2σ(λ)(0)1 + 2Dσ(λ)(0)Dσv(0) +D2σv(0).
By (i) & ¶2
D2σ(ΠH)(0)1 +ΠH(0)D2σv(0) =D2σ(λ)(0)1 +D2σv(0)
and in particular
D2σ(λ)(0) = ⟨π(0),D2σ(λ)(0)1⟩
= ⟨π(0),D2σ(ΠH)(0)1⟩ + ⟨π(0),ΠH(0)D2σv(0)⟩ − ⟨π(0),D2σv(0)⟩
= ⟨π(0),D2σ(ΠH)(0)1⟩ ∵ ΠH(0)∗π(0) = π(0). 2 ¶3
Proof of (ii) For fixed s ∈ S:
(D2σ(ΠH)(0)1)s = −∑
t∈S
P (Ls(H) = t)E(⟨σ, bs(H)⟩2∥Ls(H) = t)
= −E(⟨σ, bs(H)⟩2)
whence by ¶3,
D2σ(λ)(0) = ⟨π(0),D2σ(ΠH)(0)1⟩
= −∑
s∈S
πs(0)E(⟨σ, bs(H)⟩2) ≤ 0
with equality iff ⟨σ, bs(H)⟩ = 0 ∀ s ∈ S.
Next recall that Z(n) ∶=Hn1(0) =X(K+Ln) − nµ +O(1).
If ⟨σ, bs(H)⟩ = 0 ∀ s ∈ S, then, taking s = (0,0) we have
sup
n
∣⟨σ,Z(n)s ⟩∣ <∞ Ô⇒ sup
n
∣⟨σ,X(K+Ln)s − nµs⟩∣ =∶W <∞
whence
∣⟨σ,ϕj(0) − nµs⟩∣ ≤W ∀ n ≥ 1, 1 ≤ j ≤ ℓK+Ln(0).
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It follows from this that µs = 0 and that ⟨σ,ϕ⟩ is a coboundary.
In view of the assumption that spanRϕ(T) has full dimension, this
contradicts theorem 1 and completes the proof of the lemma. V (ii) 
Proof of theorem 2 It suffices to prove that for fixed s ∈ S, θ ∈ Rd
E(exp[2πi⟨θ,X(K+Ln)s −nµs√
n
])ÐÐ→
n→∞
exp[− ⟨θ,Dθ⟩
2
].(R)
By asymptotic, eventual periodicity ∃ ρ ∈ (0,1) so that for any fixed
J, s ∈ S and all n ≥ 1,
E(exp[2πi⟨θ,X(K+L(J+n))s −(J+n)µs√
n
⟩]) = E(exp[2πi⟨θ, (ZJ (n))s√
n
⟩]) +On(ρJ)
= λ( θ√
n
)nE(exp[2πi⟨θ, X(K+LJ)s −Jµs√
n
⟩]) +On(ρJ)
where ∣On(ρJ)∣ ≤ MρJ for a constant M independent of n. By the
Taylor expansion of the eigenvalue,
λ( θ√
n
)nE(exp[2πi⟨θ, X(K+LJ)s −Jµs√
n
⟩])ÐÐ→
n→∞
exp[− ⟨θ,Dθ⟩
2
] ∀ J ≥ 1.
To deduce (R) from this, let ε > 0 and choose J = Jε ≥ 1 so that
∣E(exp[2πi⟨θ, X(K+L(J+n))s −(J+n)µs√
n
⟩])−λ( θ√
n
)nE(exp[2πi⟨θ, X(K+LJ)s −Jµs√
n
⟩])∣ < ε
2
∀ n ≥ J
and then choose N = NJ,ε > J so that
∣λ( θ√
n
)nE(exp[2πi⟨θ, X(K+LJ)s −Jµs√
n
⟩]) − exp[− ⟨θ,Dθ⟩
2
]∣ < ε
2
∀ n > N.
This implies (R). 
§6 The WRLLT and theorem 3
Visits to zero and RATs. Recall that we assume Q ≥ 1, α ∈ [0,1)∖Q,
with {Qα} = [n1, n2, . . . ].
Let Φ ∶ ZQ → Zd satisfy ∑k∈ZQ Φ(k) = 0 & ⟨Φ(ZQ)⟩ = Zd and define
ϕ ∶ T→ Zd by
ϕ(x) ∶= Φ(⌊Qx⌋)
and T = Tα,Φ ∶ T ×Zd → T ×Zd by
T (x, z) ∶= ({x + α}, z +ϕ(x)).
Let ΨN(x) ∶=#{1 ≤ n ≤ N ∶ ϕn(x) = 0}.
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Visit lemma Let (X(k) ∶ k ≥ 1) be the associated ARW, then
∫
1
0
Ψℓk(0)(x)dx ≥ ℓk(1)23ℓk(0) minǫ∈ZQ ∫Td ∣E(e2πi⟨θ,X
(k)(1,ǫ)⟩)∣2dθ − 1
2
(a)
∥Ψℓk(1)∥∞ ≤ 2ℓk(0)max
ǫ∈ZQ
∫
Td
∣E(e2πi⟨θ,X(k)(0,ǫ)⟩)∣dθ.(b)
Visit sets.
The visit set to ν ∈ Zd is
Kν ∶= {n ≥ 1 ∶ ϕn(0) = ν}
and the visit distributions are the discrete measures U
(i)
k on Z
d defined
by
U
(i)
k (ν) ∶=#(Kν ∩ [1, ℓk(i)]) (k ≥ 1, i = 0,1).
The auxiliary visit sets to ν ∈ Zd are
Kk(i, ǫ, ν) ∶= {1 ≤ j ≤ ℓk(i) ∶ Σk(i, ǫ)j = ν}.
and the auxiliary visit distributions are the discrete measures Vk(i, ǫ)
on Zd defined by
Vk(i, ǫ)(ν) ∶=#(Kk(i, ǫ, ν)) (k ≥ 1, i = 0,1).
As above,
Kk(0,0, ν) =Kν ∩ [1, ℓk(0)] & U (0)k = Vk(0,0).
Visit sublemma
∫
1
0
Ψℓk(0)(x)dx ≥ 13ℓk(0) minǫ∈ZQ ∑ν∈Zd Vk(1, ǫ)(ν)
2 − 1
2
;(4.1)
∫
1
0
Ψℓk(1)(x)Ndx ≤ 2Nℓk(1)maxǫ∈ZQ ∑ν∈Zd Vk(0, ǫ)(ν)
N+1 ∀ N ≥ 1.(4.2)
Proof Fix N, k ≥ 1 & i = 0,1, ΨN
ℓk(i) is a step function on T, whence
Riemann integrable. Using the unique ergodicity of x ↦ x +α,
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ℓk+r(0)∫ 1
0
Ψℓk(i)(x)NdxY
∼
r→∞
ℓk+r(0)
∑
j=1
Ψℓk(i)({jα})N
=
ℓk+r(0)
∑
j=1
#({1 ≤m ≤ ℓk(i) ∶ ϕm({jα}) = 0})N
=
ℓk+r(0)
∑
j=1
#({1 ≤m ≤ ℓk(i) ∶ ϕm+j(0) = ϕj(0)})N
=
ℓk+r(0)
∑
j=1
#({j + 1 ≤m ≤ ℓk(i) + j ∶ ϕm(0) = ϕj(0)})N
= ∑
ν∈Zd
∑
j∈[1,ℓk+r(0)]∩Kν
# (Kν ∩ [j + 1, j + ℓk(i)])N .
By [2, Theorem 2.1] and the orbit block transitions, for r ≥ 1, ∃ J =
Jr,k ≥ 1, 0 = m1 < ⋅ ⋅ ⋅ < mJ = ℓk+r(0) and η1, . . . ηJ−1 ∈ ZQ, i1, . . . , iJ−1 =
0,1 so that
mj+1 −mj = ℓk(ij) ∀ j, [1, ℓk+r(0)] = J−1⊍
j=1
(mj ,mj+1]
and
(ϕmj+1(0), ϕmj+2(0), . . . , ϕmj+1(0)) = ϕmj(0) +Σk(ij , ηj).(X)
Since mj+1 −mj = ℓk(ij), it follows that
ℓk+r(0) ∈ [Jℓk(1), Jℓk(0)].
Also by (X), for fixed ν ∈ Zd,
Kν ∩ (mj ,mj+1] =mj +Kk(ij , ηj , ν − ϕmj(0)).
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Proof of (4.1) We have for fixed ν ∈ Zd
∑h∈[1,ℓk+r(0)]∩Kν# (Kν ∩ [h + 1, h + ℓk(0)])
=
J−1
∑
j=1
∑
h∈(mj ,mj+1]∩Kν
# (Kν ∩ [h + 1, h + ℓk(0)])
≥
J−1
∑
j=1
∑
h∈(mj ,mj+1]∩Kν
# (Kν ∩ [h + 1,mj+1]) ∵ ∀ h, j ∶ h + ℓk(0) ≥ h + ℓk(ij) ≥mj+1
≥
J−1
∑
j=1
Lj−1
∑
k=1
k where Lj ∶=#((mj ,mj+1] ∩Kν) = Vk(ij , ηj)(ν −ϕmj(0))
=
J−1
∑
j=1
t(Lj) where t(x) ∶= x(x − 1)
2
=
J−1
∑
j=1
t(Vk(ij , ηj)(ν − ϕmj(0))).
Thus
∑
ν∈Zd
∑
j∈[1,ℓk+r(0)]∩Kν
# (Kν ∩ [j + 1, j + ℓk(0)])
≥ ∑
ν∈Zd
J−1
∑
j=1
t(Vk(ij , ηj)(ν − ϕmj(0)))
≥ (J − 1)min
ǫ∈ZQ
∑
ν∈Zd
t(Vk(1, ǫ)(ν)) since t ↑ on N0
=
J − 1
2
min
ǫ∈ZQ
∑
ν∈Zd
Vk(1, ǫ)(ν)2 − (J − 1)ℓk(1)
2
and using Y as on page 39 with N = 1 & i = 0
∫
1
0
Ψℓk(0)(x)dx ←ÐÐr→∞ 1ℓk+r(0)
ℓk+r(0)
∑
j=1
Ψℓk(0)({jα})
≥
J − 1
2ℓk+r(0) minǫ∈ZQ ∑ν∈Zd Vk(1, ǫ)(ν)
2 − Jℓk(1)
2ℓk+r(0)
≥
1
3ℓk(0) minǫ∈ZQ ∑ν∈Zd Vk(1, ǫ)(ν)
2 − 1
2
by . V (4.1).
Proof of (4.2)
Using Y as on page 39 with k, N ≥ 1 arbitrary and fixed & i = 1
we have
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ℓk+r(0)∫ 1
0
Ψℓk(1)(x)Ndx ∼r→∞ ∑
ν∈Zd
∑
j∈[1,ℓk+r(0)]∩Kν
# (Kν ∩ [j + 1, j + ℓk(1)])N .
Similar to (X) as on page 39,
(ϕmj+1(0), ϕmj+2(0), . . . , ϕmj+1+ℓk(1)(0)) = [ϕmj(0)1 +Σk(ij , ηj)]⊙ [ϕmj+1(0)1 +Σk(1,∆j)].
for some ∆j ∈ ZQ.
We have as before, for fixed ν ∈ Zd,
∑
h∈[1,ℓk+r(0)]∩Kν
# (Kν ∩ [h + 1, h + ℓk(1)])N = J−1∑
j=1
∑
h∈(mj ,mj+1]∩Kν
# (Kν ∩ [h + 1, h + ℓk(1)])N
≤
J−1
∑
j=1
∑
h∈(mj ,mj+1]∩Kν
# (Kν ∩ [h + 1,mj+1 + ℓk(1)])N .
Fix j. For fixed h ∈ (mj ,mj+1],
# (Kν ∩ [h + 1,mj+1 + ℓk(1))]) =# (Kν ∩ [h + 1,mj+1]) +# (Kν ∩ [mj+1 + 1,mj+1 + ℓk(1))])
=# (Kν ∩ [h + 1,mj+1]) + Vk(1,∆j)(ν −ϕmj+1(0)).
Thus
∑
h∈(mj ,mj+1]∩Kν
# (Kν ∩ [h + 1,mj+1 + ℓk(1)])N =
= ∑
h∈(mj ,mj+1]∩Kν
# (Kν ∩ [h + 1,mj+1]) + Vk(1,∆j)(ν − ϕmj+1(0))N
=
N
∑
n=0
(N
n
)( ∑
h∈(mj ,mj+1]∩Kν
# (Kν ∩ [h + 1,mj+1])n)Vk(1,∆j)(ν −ϕmj+1(0))N−n
≤
N
∑
n=0
(N
n
)Vk(ij , ηj)(ν −ϕmj(0))n+1Vk(1,∆j)(ν − ϕmj+1(0))N−n
≤
N
∑
n=0
(N
n
)Vk(0, ηj)(ν −ϕmj(0))n+1Vk(0,∆j)(ν −ϕmj+1(0))N−n.
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Using this and Ho¨lder’s inequality,
∑
ν∈Zd
∑
j∈[1,ℓk+r(0)]∩Kν
# (Kν ∩ [j + 1, j + ℓk(1)])N ≤
≤
J
∑
j=1
N
∑
n=0
(N
n
) ∑
ν∈Zd
Vk(0, ηj)(ν − ϕmj(0))n+1Vk(0,∆j)(ν − ϕmj+1(0))N−n
≤
J
∑
j=1
N
∑
n=0
(N
n
)(∑
ν∈Zd
Vk(0, ηj)(ν − ϕmj(0))N+1)
n+1
N+1(∑
ν∈Zd
Vk(0,∆j)(ν − ϕmj+1(0))N+1)
N−n
N+1
= 2NJmax
ǫ∈ZQ
∑
ν∈Zd
Vk(0, ǫ)(ν)N+1
whence
∫
1
0
Ψℓk(1)(x)Ndx←ÐÐr→∞ 1ℓk+r(0) ∑ν∈Zd ∑j∈[1,ℓk+r(0)]∩Kν # (Kν ∩ [j + 1, j + ℓk(1)])
N
≤
2NJ
ℓk+r(0) maxǫ∈ZQ ∑ν∈Zd Vk(0, ǫ)(ν)
N+1
≤
2N
ℓk(1) maxǫ∈ZQ ∑ν∈Zd Vk(0, ǫ)(ν)
N+1. 2(4.2)
Proof of the Visit Lemma
Let
V̂k(i, ǫ)(θ) ∶= ∑
ν∈Zd
Vk(i, ǫ)(ν)e2πi⟨θ,ν⟩ (ǫ ∈ ZQ, i = 0,1, θ ∈ Td),
then
V̂k(i, ǫ)(θ) = ℓk(i)E(e2πi⟨θ,X(k)(i,ǫ)⟩).
Using (4.1) in the sublemma and the Riesz-Fischer theorem, we see
that
∫
1
0
Ψℓk(0)(x)dx ≥ 13ℓk(0) minǫ∈ZQ ∫Td ∣V̂k(1, ǫ)(θ)∣2dθ −
1
2
=
ℓk(1)2
3ℓk(0) minǫ∈ZQ ∫Td ∣E(e2πi⟨θ,X
(k)(1,ǫ)⟩)∣2dθ − 1
2
.
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This is (a). To see (b),
∥Ψℓk(1)∥∞ ←ÐÐÐ
N→∞
(∫ 1
0
Ψℓk(1)(x)Ndx)
1
N
≤ ( 2N
ℓk(1)maxǫ∈ZQ ∑ν∈Zd Vk(0, ǫ)(ν)
N+1)
1
N
by (4.2)
=
2
ℓk(1) 1N maxǫ∈ZQ(∑ν∈Zd Vk(0, ǫ)(ν)
N+1)
1
N
≤
2
ℓk(1) 1N maxǫ∈ZQ ∫Td ∣V̂k(0, ǫ)(θ)∣
1+ 1
N dθ by the Hausdorff-Young theorem
ÐÐÐ→
N→∞
2max
ǫ∈ZQ
∫
Td
∣V̂k(0, ǫ)(θ)∣dθ
= 2ℓk(0)max
ǫ∈ZQ
∫
Td
∣E(e2πi⟨θ,X(k)(0,ǫ)⟩)∣dθ.
This is (b). 2
Adaptedness. As in [1], the norm of a matrix A ∈MS×S is given by
∥A∥ ∶= sup {∥Ax∥∞ ∶ x ∈ RS, ∥x∥∞ = 1}
where ∥(xs ∶ s ∈ S)∥∞ ∶= sups∈S ∣xs∣.
We’ll call the RAT F ∈ RV(MS×S(R) × (Rd)S) adapted if ∃ a discrete
subgroup Γ = ΓF ≤ Rd (called the adaptivity group) so that
θ ∈ Rd & ∥ΠF (θ)∥ = 1 Ô⇒ θ ∈ Γ.
Equivalently, for some r > 0,
∥ΓF (θ)∥ < 1 ∀ θ ∈ B(0, r) ∖ {0}.
Now, writing F = (L,W ) ∈ RV (SS, (Rd)S×S), we have as θ → 0
∥ΓF (θ)∥ =max
s∈S
∑
t∈S
P (Ls = t)∣E(e2πi⟨θ,Ws,t⟩)∣
= 1 −min
s∈S
∑
t∈S
P (Ls = t)⟨Cov (Ws,t)θ, θ⟩ + o(∥θ∥)
where for V = (V1, V2, . . . , Vd) a Rd-valued L2 random variable, the
covariance matrix Cov (V ) ∈Md×d(R) is defined by
Cov (V )k,ℓ ∶= E((Vk −E(Vk))(Vℓ −E(Vℓ))).
A covariance matrix is non-negative definite in the sense that
⟨Cov (V )θ, θ⟩ = E (( d∑
k=1
θk(Vk −E(Vk)))2) ≥ 0 ∀ θ ∈ Rd
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and is called positive definite if it is invertible. Equivalently, for some
ǫ > 0 (the minimum eigenvalue modulus)
⟨Cov (V )θ, θ⟩ ≥ ǫ∥θ∥2 ∀ θ ∈ Rd.
Thus, F is adapted iff
∀ s ∈ S, ∃ t ∈ S such that P (Ls = t) > 0 &
Cov (Ws,t) is strictly positive definite.
It follows as in [1] that if F is adapted, then ∀ ǫ > 0 &M > 0, ∃ δ > 0
so that
∥ΓF (θ)∥ ≤ 1 − δ ∀ n ≥ 1 and θ ∈ B(0,M) ∖B(Γ, ǫ).
The following lemma gives a sequence version of adaptedness similar
to that in [1].
Adaptedness lemma For N, J, M ≥ 1 large, ∃ a discrete subgroup
Γ ≤ Rd and ǫ, b, c > 0, r ∈ (0,1) so that
∥ΠEn(θ + γ)∥ ≤ 1 − c∥θ∥2 ∀ γ ∈ Γ ∩B(0,M), θ ∈ B(0, r);(i)
∥ΠEn(θ)∥ ≤ 1 − ǫ ∀ θ ∈ B(0,M) ∖ B(Γ, r);(ii)
⟨Cov (Ws,t(En))θ, θ⟩ ≥ ǫ∥θ∥2 ∀ θ ∈ Rd;(iii)
where En ∶= FK+L(J+n+1)K+L(J+n)+1 where (Fn ∶ n ≥ 1) is the independent RAT
sequence as on page 32.
The proof is in a series of steps, the first two of which are as in [18].
¶1 If θ ∈ Rd, ξ ∈ C & v ∈ CS satisfy ΠH(θ)v = ξv, then ∣ξ∣ ≤ 1 with
equality iff
v ∈ (S1)S & (ΠH(θ))s,t = ξvsvt(ΠH(0))s,t ∀ s, t ∈ S(a)
where S1 ∶= {z ∈ C ∶ ∣z∣ = 1} is the multiplicative circle.
Proof Write Π ∶= ΠH(θ) & P ∶= ΠH(0). Evidently (a) Ô⇒ Πv = ξv.
Now suppose that Πv = ξv with J ∈ S, ∣vJ ∣ = ∥v∥∞ = 1, then
∣ξ∣ = ∣ξvJ ∣ = ∣∑
t∈S
ΠJ,tvt∣ ≤∑
t∈S
∣ΠJ,t∣ ∣vt∣
≤∑
t∈S
PJ,t ∣vt∣ ≤ 1.
If ∣ξ∣ = 1, then v ∈ (S1)S and
∣∑
t∈S
Πs,tvt∣ = 1 ∀ s ∈ S
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and ∃ z ∈ (S1)S so that
Πs,tvt = zsPs,t ∀ s, t ∈ S.
Thus, for s ∈ S,
ξvs =∑
t∈S
Πs,tvt =∑
t∈S
zsPs,t = zs
which is (a). V
Next, for θ ∈ Rd, let
µ(θ) ∶=max{∣ξ∣ ∶ ξ ∈ C & ∃ v ∈ CS, ΠH(θ) = ξv}.
By ¶1, µ(θ) ≤ 1. Set Γ ∶= {γ ∈ Rd ∶ µ(γ) = 1}.
¶2 Γ is a discrete subgroup of Rd and
µ(γ + θ) = ∣λ(θ)∣ ∀ γ ∈ Γ, ∥θ∥∞ ≤ rH.(b)
Proof Since P (Ls = t) > 0 ∀ s, t ∈ S,
Γ = {γ ∈ Rd ∶ ∃ x ∈ R, ⟨γ,Ws,t⟩ + x ∈ 2πZ a.s. ∀ s, t ∈ S}
which is evidently a subgroup of Rd.
Now suppose that γ ∈ Γ with ΠH(γ)v = ξv where ∣vs∣ = ∣ξ∣ = 1 ∀ s ∈ S.
By ¶1,
(ΠH(θ))s,t = ξvsvt(ΠH(0))s,t ∀ s, t ∈ S.
Equivalently ∀ s, t ∈ S,
E(e2πi⟨γ,Ws,t⟩) = ξvsvt Ô⇒ E(e2πi⟨(γ+θ),Ws,t⟩) = ξvsvtE(e2πi⟨θ,Ws,t⟩) ∀ θ ∈ Rd
whence
(ΠH(θ + γ))s,t = ξvsvt(ΠH(θ))s,t ∀ s, t ∈ S, θ ∈ Rd.
Statement (b) follows from this, whence ¶2 via the Taylor expansion
of λ. V
¶3 For N ≥ 1 sufficiently large, HN1 is an adapted RAT with adaptivity
group Γ.
Proof Fix 0 < q < 1 and N ≥ 1 so that
∥Q(θ)N∥ < q for θ ∈ B(0, rH) & hence for θ ∈ B(Γ, rH); &
µ(θ)N < q ∀ θ ∈ Rd ∖B(Γ, rH).
It follows that HN1 is adapted with adaptivity group Γ. V
To complete the proof of the lemma, fix J ≥ 1 and let
(En ∶= FJ+N(n+1)J+Nn+1 ∶ n ≥ 1).
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Statements (i) and (ii) follow because for each M > 0,
sup
∥θ∥≤M
∥ΠEn(θ) −ΠHN
1
(θ)∥ÐÐ→
n→∞
0
and statement (iii) follows from
Ws,t(En) RV (Rd)ÐÐÐ→
n→∞
Ws,t(HN1 ) ∀ s, t ∈ S. 2
To establish theorem 3, we use the following.
Weak, rough local limit theorem
For each s ∈ S and 1 ≤ p ≤ 2,
∫
Td
∣E(e2πi⟨θ,X(J+Ln)s ⟩)∣pdθ ≍ 1
n
d
2
.(WRLLT)
The proof is a multidimensional version of the proof of the WRLLT in
[1].
Proof of ≫
By theorem 6.1 in [1], for each 1 ≤ k ≤ d, we have
n
∑
ν=1
min
s∈S
E([(bs(Eν))k]2) ≤ E([(X(J+Ln)s )k]2) ≤ n∑
ν=1
max
s∈S
E([(bs(Eν))k]2).
Thus, by the Adaptedness lemma,∃ G > 0 so that
E(∥X(J+Ln)s ∥2) ≤ Gn.
Next, fix M = 2
√
G, then by Chebyshev’s inequality,
P ([∥X(J+Ln)s ∥ ≤M√n]) ≥ 3
4
.
Now fix ∆ > 0 so that
∣1 − e2πix∣ < 1
4
∀ ∣x∣ < ∆.
We have
n
d
2 ∫[−π,π]d ∣E(e2πi⟨θ,X
(J+Ln)
s ⟩)∣2dθ = ∫[−π√n,π√n]d ∣E(exp[2πi⟨θ,
X
(J+Ln)
s√
n
⟩])∣2dθ
≥ ∫[− ∆
M
, ∆
M
]d ∣E(exp[2πi⟨θ,
X
(J+Ln)
s√
n
⟩])∣2dθ.
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For ∥θ∥ < ∆
M
, we have
∣E(exp[2πi⟨θ,X(J+Ln)s√
n
⟩])∣
≥ ∣E(exp[2πi⟨θ, X(J+Ln)s√
n
⟩])1[∥X(J+Ln)s ∥<M√n])∣ −P ([∥X(J+Ln)s ∥ ≥M√n]
≥
3
4
⋅ 3
4
− 1
4
=
5
16
whence
n
d
2 ∫[−π,π]d ∣E(e2πi⟨θ,X
(J+Ln)
s ⟩)∣2dθ ≥ ∫[− ∆
M
, ∆
M
]d ∣E(exp[2πi⟨θ,
X
(J+Ln)
s√
n
⟩])∣2dθ
≥ (2∆
M
)d ⋅ 25
256
. 2 ≫
Proof of ≪
We have
∣E(e2πi⟨θ,X(J+Ln)s ⟩)∣ = ∣(ΠEn(θ)ΠEn−1(θ)⋯ΠE1(θ)Ξ̂J(θ))s∣
≤
n
∏
k=1
∥ΠEk(θ)∥.
Fix M > 0 so that [−π,π]d ⊂ B(0,M). By the Adaptedness lemma, for
n ≥ 1, γ ∈ Γ we have
∥ΠEn(γ + θ)∥ ≤ 1 − c∥θ∥2 ∀ ∣θ∣ < r
and
∥ΠEn(θ)∥ ≤ 1 − ǫ ∀ θ ∈ B(0,M) ∖B(Γ, r).
∫[−π,π]d ∣E(e2πi⟨θ,X
(J+Ln)
s ⟩)∣dθ
≤ (∫
B(0,M)∩B(Γ,r) +∫B(0,M)∖B(Γ,r))
n
∏
k=1
∥ΠEk(θ)∥dθ
≤ ∑
γ∈B(0,M)∩Γ
∫
B(0,r)
n
∏
k=1
∥ΠEk(γ + θ)∥dθ + ∫
B(0,M)∖B(Γ,r)
n
∏
k=1
∥ΠEk(θ)∥dθ
≤# (B(0,M) ∩ Γ)∫
B(0,r)(1 − c∥θ∥2)ndθ +O((1 − ǫ)n)
≪
1
n
d
2
. 2 ≪ & WRLLT
48 Step function Skew Products.
Proof of theorem 3
Set νk(i) ∶= ℓK+Lk(i) (i = 0,1). The Visit lemma and the WRLLT
show that
Ψνk(i)(x)≪ νk(0)∫
Td
∣E(e2πi⟨θ,X(J+Lk)(0,i) ⟩)∣dθ
≍
νk(0)
k
d
2
≪ νk(0)∫
Td
∣E(e2πi⟨θ,X(J+Lk)s ⟩)∣2dθ
≍ ∫
Td
Ψνk(i)(x)dx
≪
νk(0)
k
d
2
Next, ∃ Λ > 1 so that νk(i) ∝ Λk (i = 0,1) whence for
νk(0) ≤ n ≤ νk+1(0),
∫
Td
Ψn(x)dx ≥ ∫
Td
Ψνk(0)(x)dx
≫
νk(1)
k
d
2
≫
νk+1(0)
k
d
2
≫
n
(logn)d2
and for νk(1) ≤ n ≤ νk+1(1),
∥Ψn(x)∥L∞(Td) ≪ νk+1(1)
k
d
2
≪
νk(0)
k
d
2
≪
n
(logn)d2 . 2
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