Abstract: We study so-called augmented GARCH sequences, which include many submodels of considerable interest, such as polynomial and exponential GARCH. To model the returns of speculative assets, it is particularly important to understand the behaviour of the squares of the observations. The main aim of this paper is to present a strong approximation for the sum of the squares. This will be achieved by an approximation of the volatility sequence with a sequence of blockwise independent random variables. Furthermore, we derive a necessary and sufficient condition for the existence of a unique (strictly) stationary solution of the general augmented GARCH equations. Also, necessary and sufficient conditions for the finiteness of moments are provided.
Introduction
Starting with the fundamental paper of Engle (1982) , autoregressive conditionally heteroskedastic ARCH processes and their generalizations have played a central role in finance and macroeconomics. One important class of these generalizations can be subsumed under the notion of augmented GARCH(1,1) processes introduced by Duan (1997) . He studied random variables {y k : −∞ < k < ∞} satisfying the equations y k = σ k ε k (1.1) and Λ(σ Throughout the paper we assume that {ε k : −∞ < k < ∞} is a sequence of independent, identically distributed random variables.
(1.4)
We start by giving a variety of examples which are included in the framework of the augmented GARCH model. Since all submodels must satisfy (1.1), only the corresponding specific equations (1.2) are stated. Moreover, it can be seen that (1.3) always holds true. 
Example 1.6 (TSGARCH)
This is a modification of Example 1.1 studied by Taylor (1986) . The special case of δ = 1 was proposed by Taylor (1986) and Schwert (1989) and includes the threshold model of Zakoian (1994) .
In Examples 1.1-1.8, Λ(x) = x δ , so these models are usually referred to as polynomial GARCH. Next, we provide two examples for exponential GARCH. Carrasco and Chen (2002) studied the existence of solutions in the general framework of (1.1) and (1.2). Since they were also interested in the mixing properties of the sequences {y k } and {σ 2 k }, they assumed that |c(0)| < 1, E|c(ε 0 )| < ∞ and E|g(ε 0 )| < ∞. We show that these conditions can be weakened to logarithmic moment conditions. The verification of the mixing property of solutions to (1.1) and (1.2) is based on the theory of hidden Markov models and geometric ergodicity, and it is also assumed that ε 0 has a continuous density which is positive on the whole real line. The exponential mixing proved by Carrasco and Chen (2002) yields the weak convergence as well as the approximation of partial sums of y 2 i with Brownian motion. However, for these results to hold true it should not be required to assume either the existence or smoothness of the density of ε 0 .
The main aim of this paper is to provide a general method on how to obtain strong invariance principles for partial sums of GARCH-type sequences. To this end, we show that {σ 2 k } can be approximated with a sequence of random variables {σ 2 k } which are defined in a way thatσ 2 i andσ 2 j are independent if the distance |i − j| is appropriately large. This is a generalization of the observation in Berkes and Horváth (2001) that the volatility in GARCH(p, q) models can be approximated with random variables which are blockwise independent. It is also known that the general theory of mixing provides a poor bound for the rate of convergence to Brownian motion. We connect this rate of convergence to the finiteness of moments of ε 0 . The general blocking method used throughout the proofs yields strong invariance for the partial sums of the random variables {y 2 k − Ey 2 k } with very sharp rates. Our method can, however, also be used to obtain strong approximations for other functions of y 1 , . . . , y n . Additionally, while we are focusing on processes of order (1,1) for the sake of presentation, adaptations of our methods work also for sequences of arbitrary order (p, q).
Strong approximations of partial sums play an important role in, for instance, deriving results in asymptotic statistics. So, it has been pointed out by Horváth and Steinebach (2000) that limit results for so-called CUSUM and MOSUM-type test procedures, which are used to detect mean and variance changes, can be based on strong invariance principles. Theorem 2.4, in particular, might be used to test for the stability of the observed volatilities. In addition, strong approximations can also be used to develope sequential The paper is organized as follows. First, we discuss the existence of a unique stationary solution of the augmented GARCH model (1.1) and (1.2). We also find conditions for the existence of the moments of Λ(σ 2 0 ) (cf. Theorems 2.1-2.3 below). These results will be utilized to provide strong approximations for the partial sums of {y 2 k } in Theorem 2.4. The proofs of Theorems 2.1-2.3 are given in Section 4, while the strong approximation of Theorem 2.4 is verified in Section 5. In Section 3, we deal with applications of Theorem 2.4 in the field of change-point analysis.
Main results
Solving (1.1) and (1.2) backwards, we get that, for any N ≥ 1,
This suggests that the general solution of (1.1) and (1.2) is given by
Our first result gives a necessary and sufficient condition for the existence of the random variable
Let log + x = log(max{x, 1}).
then the sum in (2.3) is absolutely convergent with probability one.
(ii) If P {g(ε 0 ) = 0} < 1 (2.6) and the sum in (2.3) is absolutely convergent with probability one, then (2.5) holds.
We note that in (2.5) we allow that E log |c(ε 0 )| = −∞. The result bears some resemblence with Theorem 1.3 in Bougerol and Picard (1992) , who concentrate, however, on positive processes and put more emphasis on the problem of irreducibility. The proof of Theorem 2.1 is given in Section 4.
Since under stationarity Λ(σ 
(ii) If (2.6) and (2.9) are satisfied,
We note that in Examples 1.1-1.8 the left-hand side of the equations defining Λ(σ 2 k ) is always positive, so the right-hand side of those equations must also be positive. This requirement restricts the values of possible parameter choices such that (2.10) always holds in these examples. We also point out that Theorem 2.2 is an extension of the results in Nelson (1990) on the existence of the moments of a GARCH(1,1) sequence.
The next result shows that (2.2) is the only solution of (1.1) and (1.2). We say that a strictly stationary solution of (1.1) and (1.2) is nonanticipative if, for any k, the random variable y k is independent of {ε i : i > k}. According to Brandt (1986) , the strictly stationary solution of (1.1) and (1.2) in part (i) of the following theorem is always nonanticipative. The same is true under the assumptions of part (ii) of the same theorem. (ii) If in addition (2.6), (2.10) hold and (1.1), (1.2) has a stationary, nonnegative solution, then (2.5) must be satisfied. Theorem 2.3 gives, in particular, a necessary and sufficient condition for the existence of polynomial GARCH(1,1) and thus generalizes the result of Nelson (1990 (2005)). Now, we consider approximations for
Towards this end, we need that Λ −1 (x) is a smooth function. We assume that
exists and is nonnegative, and there are C, γ such that
Assumptions (2.11) and (2.12) hold for the processes in Examples 1.1-1.8, but fail for the remaining Examples 1.9 and 1.10. Thus, more restrictive moment conditions are needed in the exponential GARCH case (cf. Theorem 2.4(ii) below). Set
(i) If (2.11) and (2.12) are satisfied and (2.7) holds for some ν > 4(1 + max{0, γ}), then there is a Wiener process {W (t) : t ≥ 0} such that
for any ε > 0.
(ii) If Λ(x) = log x, we assume that E exp(t|g(ǫ 0 )|) exists for some t > 4 and there is 0 < c < 1 such that |c(x)| < c, (2.16) then (2.15) holds.
The method of the proof of Theorem 2.4 can be used to establish strong approximations for the sums of functionals of the y i , too. For example, approximations can be derived for 1≤i≤n
where k is a fixed integer. Examples of strong approximations for dependent sequences other than augmented GARCH processes may be found in Eberlein (1986) and Kuelbs and Philipp (1980) . While we are using a blocking argument, the methods in the afore mentioned papers are based on examining conditional expectations and variances, and mixing properties, respectively.
Applications
In this section, we illustrate the usefulness of Theorem 2.4 with some applications coming from change-point analysis. One of the main concerns in econometrics is to decide whether the volatility of the underlying variables is stable over time or if it changes in the observation period. While, in general, this allows to include larger classes of random processes, we will focus on augmented GARCH sequences here. To accomodate the setting, we assume that the volatilities {σ 
Under the assumption of no change in the volatility it holds
where {B(t) : 0 ≤ t ≤ 1} denotes a Brownian bridge. Theorem 2.4 not only gives an alternative way to prove (3.17) , but also provides the strong upper bound O(n −1/12+ε ) for the rate of convergence.
Application 3.2 A modification of Application 3.1 is given by the so-called MOSUM procedure. (Therein, MOSUM is the abbreviation for moving sum.) Its basic properties have been collected in Csörgő and Horváth (1997, p. 181 ). In our case, the test statistic becomes
Let, in addition to the assumptions of Theorem 2.4, the conditions
and a(n)/n → 0, as n → ∞, be satisfied. Then, we obtain the following extreme value asymptotic for V n :
for all t, where
We shall give a proof of (3.19) now. Indeed, on using Theorem 2.4, we obtain
as n → ∞. The moduli of continuity of the Wiener process (cf. Csörgő and Révész (1981, p. 30) yield, as n → ∞,
By the scale transformation we obtain for the functional of the Wiener process on the right-hand side of the latter equation
Hence, Theorem 7.2.4 of Révész (1990, p. 72) gives the following extreme value asymptotic for the Wiener process. It holds,
On combining (3.20)-(3.22) with condition (3.18), we arrive at
so that (3.19) follows from (3.23).
Application 3.3 It has been pointed out by Csörgő and Horváth (1997) that weighted versions of the CUSUM statistics have a better power for detecting changes that occur either very early or very late in the observation period. Therefore, T n from Application 3.1 can be transformed to the weighted statistics
where 0 ≤ α < 1/2. Under the assumptions of Theorem 2.4 it holds
where {B(t) : 0 ≤ t ≤ 1} is a Brownian bridge. Theorem 2.4 and the moduli of continuity of the Wiener process (cf. Csörgő and Révész (1981, p. 30) 
a.s. (3.25) as t → ∞. Hence,
giving that
By the almost sure continuity of t −α W (t), we obtain
Since {W (t) − tW (1) : 0 ≤ t ≤ 1} and {B(t) : 0 ≤ t ≤ 1} have the same distribution (3.24) holds.
Application 3.4 Instead of the weighted sup-norm, also weighted L 2 functionals can be used. Let
Under the conditions of Theorem 2.4 we have that
where {B(t) : 0 ≤ t ≤ 1} denotes a Brownian bridge. Using (3.25), we conclude
So, with B(t) = n −1/2 (W (nt) − tW (n)), we immediately get (3.26).
For on-line monitoring procedures designed to detect changes in volatility confer . All applications contain the parameterσ, which is in general unknown and so it has to be estimated from the sample data y 1 , . . . , y n . This can be achieved easily by imposing the method developed by Lo (1991) 
Proofs of Theorems 2.1-2.3
Proof of Theorem 2.1. Part (i) is an immediate consequence of Brandt (1986) .
The first step in the proof of (ii) is the observation that by (2.6) there is a constant a > 0 such that P {|g(ε 0 )| > a} > 0. Define the events
We introduce the σ-algebras
Clearly, A i ∈ F i for all i ≥ 1. Also, by standard arguments,
We claim that
If E log |c(ε 0 )| > 0, then this follows from the strong law of large numbers, while the Chung-Fuchs law (cf. Chow and Teicher (1988, p. 148)) applies if E log |c(ε 0 )| = 0. Hence, Corollary 3.2 of Durrett (1986, p. 240) gives P {A i infinitely often } = 1, and therefore
This contradicts that the sum in (2.3) is finite with probability one. 
by assumptions (2.7) and (2.8). If 0 < ν < 1, then (cf. Hardy, Littlewood and Pólya (1959))
completing the proof of the first part of Theorem 2.2. If ν ≥ 1, then by the lower bound in the Minkowski inequality (cf. Hardy, Littlewood and Pólya (1959)) and (2.10) we get
Since by (2.6) and (2.7) we have 0 < E[g(ε 0 )] ν < ∞, we get (2.8).
Similarly, if 0 < ν < 1, then
and therefore (2.8) holds. 2
Proof of Theorem 2.3. The first part is an immediate consequence of Brandt (1986) .
The second part is based on (2.1) with k = 0. Since by (2.10) all terms in (2.1) are nonnegative, we get for all N ≥ 1 that
Proof of Theorem 2.4
Since the proof of Theorem 2.4 is divided into a series of lemmas, we will first outline its structure. The main ideas can be highlighted as follows.
• First goal of the proof is to show that the partial sums of {y 2 k } can be approximated by the partial sums of a sequence of random variables {ỹ 2 k } which are independent at sufficiently large lags. To do so, we establish exponential inequalities for the distance between the volatilities {σ 2 k } and a suitably constructed sequence {σ 2 k }. Consequently, lettingỹ k =σ k ε k , it suffices to find an approximation for the partial sums Theorem A. Let {Z i } be a sequence of independent centered random variables and let 0 < κ < 1. If
then there is a Wiener process {W (t) : t ≥ 0} such that
Lemmas 5.5-5.9 help proving that the assumptions of Theorem A are satisfied, while the actual approximations are given in Lemmas 5.10-5.12.
Let 0 < ρ < 1 and defineσ 2 k as the solution of
First, we obtain an exponential inequality for Λ(σ 
Proof. Observe that
Using Theorem 2.7 of Petrov (1995) yields
where E log |c(ε 0 )| = a < 0 and 0 < C 1,4 < −a. Theorem 2.2 implies
This completes the proof. 
Proof. By the mean-value theorem,
where ξ k is between Λ(σ 2 k ) and Λ(σ 2 k ). By (2.12), 
finishing the proof. .7), (2.8) hold and Λ(x) = log x, then there are constants C 3,1 and C 3,2 such that
, where ξ k is between log σ 2 k and logσ 2 k . Hence,
On the set −1 < log σ 
This completes the proof. 2
It is clear thatỹ i andỹ j are independent if i < j − j ρ . The next result shows that it is enough to approximate the sum of theỹ 
a.s.
Proof. Condition (2.14) implies
as k → ∞. By Lemmas 5.2 and 5.3 we get
Thus we conclude max 1≤k<∞ 1≤i≤k
and the proof is complete. 2
We note that under the conditions of Theorem 2.4 we have
where µ = ρν when Λ(x) = log x while µ can be chosen arbitrarily when (2.11) and (2.12) hold. In both cases µ can be chosen arbitrarily large. 
where µ is defined in (5.3) .
Proof. We first show that E|σ
. Assume first that (2.11) and (2.12) are satisfied. Using (5.1), we get in case of γ > 0 that
It follows from our assumptions that E|Λ(σ 
Similarly,
and therefore E|Λ(σ
. The same argument implies in a similar
. If γ < 0, then (5.1) and (2.11) yield
and similar as before E|Λ(σ
If Λ(x) = log x, then by (5.2) we have
So, it is enough to prove that
and Ee
with some η > 4 and
Now M(t) = E exp(t|g(ε 0 )|) exists for some t > 4 and therefore
Since 0 < c < 1, we see that tc i → 0 as i → ∞. For any x > 0, log(1 + x) ≤ x and M(x) = 1 + O(x) as x → 0, so we get the first part of (5.5). A similar argument applies to the second statement. For k ≥ 1, define the events
Clearly,
Applying (5.3), (5.4) and the Cauchy-Schwarz inequality, we arrive at
completing the proof of Lemma 5.5. is absolutely convergent.
Proof. Since y 0 andỹ k are independent for all k > 1, we obtain
Since 
It is easy to see that
Lemma 5.5 and Cauchy's inequality imply
By the stationarity of {ξ k : −∞ < k < ∞}, we have 
for all n ≥ n 0 and m ≥ m 0 .
Proof. Following the proof of Lemma 5.7, we get
the proof is complete. 2
Lemma 5.9 If the conditions of Theorem 2.4 are satisfied, then there is a constant C 9,1 such that
for all n, m ≥ 1.
Proof. We prove (5.6) using induction. If m = 1, then by (5.4) we have E(ỹ
, for all k ≥ 1. We assume that (5.6) holds for m and for all n. We have to show that
Towards this end, let ⌊·⌋ denote integer part, m ± (ρ) = m/2 ± 2m ρ and set
By the triangle inequality, we have
Also, by (5.4),
It follows from the definition of the A k that
Moreover, by (5.4), (5.3) and Minowski's and Hölder's inequalities we obtain that
Observe that by the stationarity of the ξ k ,
Arguing as before, we estimate
Since the partial sums with some m 0 and Eξ k = 0, we obtain that
Using the induction assumption we get
Lemma 5.7 yields
Since we can assume that C 9,1 ≥ 6C 2 7,1 , we conclude
thus completing the proof. 2
Lemmas 5.7-5.9 contain upper and lower bounds for the second and fourth moments of the increments of the partial sums of theỹ 
Then {X k } and {Y k } are sequences each consisting of independent random variables. To show that X k and X k+1 are independent, consider the closest lag, i.e. the index difference of the firstξ i in X k+1 and of the lastξ i in X k . We obtain that (k + 1)
ηρ which implies the assertion. Similar arguments apply to {Y k }. Finally, let
Lemma 5.10 If the conditions of Theorem 2.4 are satisfied, then there is a Wiener process {W 1 (t) : t ≥ 0} such that
for any (2η − 1)/(2η) < κ < 1.
Proof. It follows from the definition ofξ i that X 1 , X 2 , . . . are independent random variables with mean 0. By Lemmas 5.7 and 5.8, there are C 10,1 and C 10,2 such that
Using Lemma 5.9, we can find C 10,3 such that for any (2τ + 1)/(2(1 + τ )) < κ * < 1.
Proof. Following the proof of Lemma 5.10, we have EY
Hence,
so the assertion follows from Theorem A. 2
The next lemma gives an upper bound for the increments of i≤n (ỹ
Lemma 5.12 If the conditions of Theorem 2.4 are satisfied, then
where κ is specified in Lemma 5.10.
Proof. 
Since (η − 1)/η < (2η − 1)/(2η) < κ, we obtain that
and therefore using the Borel-Cantelli lemma the proof is complete. 2
For any real n ≥ 1 (not necessarily an integer), we introduce the notations
The final lemma contains certain properties of the quantities T n andT n .
Lemma 5.13 Let N k = (k + 1) η . Then we have, with some constant C > 0,
for N k < n ≤ N k+1 , (iii) |T n −T n | ≤ C √ n for n ≥ 1.
Proof. By Minkowski's inequality, we have |T 
proving (i). The proof of (ii) is similar, using Lemma 5.7. Finally, to prove (iii) we apply Minkowski's inequality again to get and, using the independence of ε k and σ In the last step we expressed the remainder terms with n, using the fact that k ≈ n 1/η .
Choose now η = 3/2, τ near 0 and κ very near to, but larger than, 2/3. In this case the relations (5.12) are satisfied and hence (5.13) yields
a.s. (5.14)
for any ε > 0. Now {ξ k } is a stationary sequence with zero mean and covariances E(ξ 0 ξ k ) = O(k −µ ) for any µ > 0, from which easily follows that 
