Abstract. The tensor decomposition addressed in this paper may be seen as a generalisation of Singular Value Decomposition of matrices. We consider general multilinear and multihomogeneous tensors. We show how to reduce the problem to a truncated moment matrix problem and give a new criterion for flat extension of Quasi-Hankel matrices. We connect this criterion to the commutation characterisation of border bases. A new algorithm is described. It applies for general multihomogeneous tensors, extending the approach of J.J. Sylvester to binary forms. An example illustrates the algebraic operations involved in this approach and how the decomposition can be recovered from eigenvector computation.
Introduction
Tensors are objects that appear in various contexts and applications. Matrices are tensors of order two, and are better known than tensors. But in many problems, higher order tensors are naturally used to collect information which depend on more than two variables. Typically, these data could be observations of some experimentation or of a physical phenomenon that depends on several parameters. These observations are stored in a structure called tensor, whose dimensional parameters (or modes) depend on the problem.
The tensor decomposition problem consists of decomposing a tensor (e.g. the set of observations) into a minimal sum of so-called decomposable tensors (i.e. tensors of rank 1). Such a decomposition which is independent of the coordinate system allows to extract geometric or invariant properties associated with the observations. For this reason, the tensor decomposition problem has a large impact in many applications. The first well known case is encountered for matrices (i.e. tensors of order 2), and is related to Singular Value Decomposition with applications e.g. to Principal Component Analysis. Its extension to higher order tensors appears in Electrical Engineering [56] , in Signal processing [25] , [19] , in Antenna Array Processing [29] [16] or Telecommunications [58] , [15] , [53] , [32] , [28] , in Chemometrics [10] or Psychometrics [38] , in Data Analysis [21] , [13] , [30] , [37] , [54] , but also in more theoretical domains such as Arithmetic complexity [39] [8] [55] [40] . Further numerous applications of tensor decompositions may be found in [19] [22] [54] .
From a mathematical point of view, the tensors that we will consider are elements of T := S δ1 (E 1 ) ⊗ · · · ⊗ S δ k (E k ) where δ i ∈ N, E i are vector spaces of dimension n i + 1 over a field K (which is of characteristic 0 and algebraically closed), and S δi (E i ) is the δ th i symmetric power of E i . The set of tensors of rank 1 form a projective variety which is called the Veronese variety when k = 1 or the Segre variety when δ i = 1, i = 1, . . . , k. We will call it hereafter the Segre-Veronese variety of P(T ) and denote it Ξ(T ). The set of tensors which are the linear combinations of r elements of the Segre-Veronese variety are those which admit a decomposition with at most r terms of rank 1 (i.e. in Ξ(T )). The closure of this set is called the r-secant variety and denoted Ξ r (T ). More precise definitions of these varieties will be given in Sec. 2.3.
Decomposing a tensor T consists of finding the minimal r such that this tensor is a sum of r tensors of rank 1. This minimal r is called the rank of T . By definition, a tensor of rank r is in the secant variety Ξ r (T ). Thus analysing the properties of these secant varieties and their characterisation helps determining tensor ranks and decompositions.
The case where k = 2 and δ 1 = δ 2 = 1 corresponds to the matrix case, which is well known. The rank of a matrix seen as a tensor of order k = 2 is its usual rank. The case where k = 1 and δ 1 = 2 corresponds to the case of quadratic forms and is also well understood. The rank of the symmetric tensor is the usual rank of the associated symmetric matrix. The case where k = 1, δ 1 ∈ N and n 1 = 1 corresponds to binary forms, which has been analyzed by J.J. Sylvester in [57] . A more complete description in terms of secant varieties is given in [44] .
On our knowledge if k > 1 and if at least one of the δ i 's is larger than 1, then there is no specific result in the literature on the defining ideal of secant varieties of Segre-Veronese varieties Ξ(S δ1 (E 1 ) ⊗ · · · ⊗ S δ k (E k )) except for [14] where the authors conjecture that when Ξ r (S δ1 (E 1 ) ⊗ S δ2 (E 2 ))) is a defective hypersurface, then its defining equation is a determinantal equation.
In the case of the secant varieties of Veronese varieties (i.e. if k = 1 and δ 1 > 1), the knowledge of their ideal is sparse. Beside the classical results (see one for all [36] ) we quote [43] as the most up-to-date paper on that subject. We also quote [44] for a modern approach to equations of secant varieties in general using representation theory.
About the case of secant varieties of Segre varieties (i.e. δ i = 1 for i = 1, . . . , k) the only obvious case is the 2 factors Segre. For some of the non trivial cases in which equations of secant varieties of Segre varieties are known we refer to [41] , [45] , [2] , [14] .
The first method to compute such a decomposition, besides the case of matrices or quadratic forms which may go back to the Babylonians, is due to Sylvester for binary forms [57] . Using apolarity, kernels of catalecticant matrices are computed degree by degree until a polynomial with simple roots is found. See also [20] , [36] . An extension of this approach for symmetric tensors has been analyzed in [36] , and yields a decomposition method in some cases (see [36] [p. 187]). Some decomposition methods are also available for specific degrees and dimensions, e.g. using invariant theory [24] . In [7] , there is a simplified version of Sylvester's algorithm, which uses the mathematical interpretation of the problem in terms of secant varieties of rational normal curves. The same approach is used in [7] to give algorithms for the decompositions of symmetric tensors belonging to Ξ 2 (S d (E)) and to Ξ 3 (S d (E)). In [4] a complete rank stratification of Ξ 4 (S d (E)) is given. In [9] , Sylvester's approach is revisited from an affine point of view and a general decomposition method based on a flat extension criterion is described. The main contribution of the current paper is to extend this method to more general tensor spaces including classical multilinear tensors and multihomogeneous tensors. In particular we give a new and more flexible criterion for the existence of a decomposition of a given rank, which extends non trivially the result in [47] and the characterization used in [9] . This criterion is a rank condition of an associated Hankel operator. Moreover we use that criterion to write a new algorithm which checks, degree by degree, if the roots deduced from the kernel of the Hankel operator are simple. This allows to compute the rank of any given partially symmetric tensor. This paper is an extended version of [6] , with the complete proofs and with detailed examples.
In Sec. 2, we recall the notations, the geometric point related to secants of Segre and Veronese varieties, and the algebraic point of view based on moment matrices. In Sec. 3, we describe the algorithm and the criterion used to solve the truncated moment problem. In Sec. 4, an example of tensor decompositions from Antenna Array Processing illustrates the approach.
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2. Duality, moment matrices and tensor decomposition 2.1. Notation and preliminaries. Let K be an algebraically closed field (e.g. K = C the field of complex numbers). We assume that K is of characteristic 0. For a vector space E, its associated projective space is denoted P(E). For v ∈ E − {0} its class in P(E) is denoted v. Let P n be the projective space of E := K n+1 . For a subset F = {f 1 , . . . , f m } of a vector-space (resp. ring) R, we denote by F (resp. (F )) the vector space (resp. ideal) generated by F in R.
We consider hereafter the symmetric δ-th power S δ (E) where E is a vector space of basis x 0 , . . . , x n . An element of S δ (E) is a homogeneous polynomial of degree δ ∈ N in the variables x = (x 0 , . . . , x n ). For
is the vector space of polynomials multihomogeneous of degree δ i in the variables x i .
Hereafter, we will consider the deshomogeneisation of elements in S δ1 (E 1 )⊗· · ·⊗S δ k (E k ), obtained by setting x 0,i = 1 for i = 1, . . . , k. We denote by R δ1,...,δ k this space, where R = K[x 1 , . . . , x k ] is the space of polynomials in the variables
For
, and
We define the apolar inner product on R δ1,...,δ k by
It is the set of Klinear forms from E to K. A basis of the dual space R * δ , is given by the set of linear forms that compute the coefficients of a polynomial in the monomial basis (x α ) α∈N n 1 ×···×N n k ;|αi|≤δi . We denote it by (d α ) α∈N n 1 ×···×N n k ;|αi|≤δi . We identify R * with the (vector) space of formal power series
Typical elements of R * are the linear forms that correspond to the evaluation at a point
The decomposition of 1 ζ in the basis {d α } α∈N n 1 ×···×N n k is
We recall that the dual space R * has a natural structure of R-module [31] which is defined as follows: for all p ∈ R, and for all Λ ∈ R * consider the linear operator
In particular, we have (1) [T ] = (T α1,...,α k ) αi∈N n i +1 ;|αi|=δi .
. ., α ni,i ) and, with an abuse of notation, we identify T α1,...,α k := T α1,...,α k .
Such a tensor is naturally associated with a (multihomogeneous) polynomial in the variables
or to an element T (x) ∈ R δ1,...,δ k obtained by substituting x 0,i by 1 in T (x) (for i = 1, . . . , k):
can also be associated naturally with T :
The decomposition of tensor T can be stated as follows:
, find a decomposition of T (x) as a sum of products of powers of linear forms in x j :
x j,nj and r is the smallest possible integer for such a decomposition.
Definition 2.1. The minimal number of terms r in a decomposition of the form (2) is called the rank of T .
We say that T (x) has an affine decomposition if there exists a minimal decomposition of T (x) of the form (2) where r is the rank of T and such that l 0,j,i = 0 for i = 1, . . . , r. Notice that by a generic change of coordinates in E i , we may assume that all l 0,j,i = 0 and thus that T has an affine decomposition. Suppose that T (x) has an affine decomposition. Then by scaling l j,i (x j ) and multiplying γ i by the inverse of the δ th j power of this scaling factor, we may assume that l 0,j,i = 1. Thus, the polynomial
The decomposition problem can then be restated as follows: Interpolation problem. Given T * ∈ R * δ1,...,δ k which admits an affine decomposition, find the minimal number of non-zero vectors ζ 1 , . . . , ζ r ∈ K n1 × · · · × K n k and non-zero scalars γ 1 , . . . , γ r ∈ K − {0} such that
Decomposable tensors.
In this section, we analyze the set of tensors of rank 1, also called decomposable tensors [1] . They naturally form projective varieties, which we are going to describe using the language of projective geometry. We begin by defining two auxiliary but very classical varieties, namely Segre and Veronese varieties.
Definition 2.2. The image of the following map
From Definition 2.1 of the rank of a tensor and from the Interpolation Problem point of view (3) we see that a Segre variety parametrizes projective classes of rank 1 tensors
Let E J1 ⊗ E J2 be any flattening of E 1 ⊗ · · · ⊗ E k as in Definition 2.3 and let f J1,J2 : P(E 1 ⊗· · ·⊗E k ) → P(E J1 ⊗E J2 ) be the obvious isomorphism. Let [T ] be an array associated with a tensor It is a classical result due to R. Grone (see [34] ) that a set of equations for a Segre variety is given by all the 2-minors of a generic array. In [35] it is proved that, if [A] is a generic array in R of size (n 1 + 1) × · · · × (n k + 1) and
) is a prime ideal, therefore:
We introduce now the Veronese variety. Classically it is defined to be the d-tuple embedding of P n into P ( Let E be an n+ 1 dimensional vector space. With the notation S d (E) we mean the vector subspace of E ⊗d of symmetric tensors.
The image of the following map
is the so called Veronese variety. We indicate it with Ξ(S d (E)).
With this definition it is easy to see that the Veronese variety parametrizes symmetric rank 1 tensors.
Observe that if we take the vector space E to be a vector space of linear forms x 0 , . . . , x n then the image of the map ν d above parametrizes homogeneous polynomials that can be written as d-th powers of linear forms.
The Veronese variety Ξ(
be a generic symmetric array. It is a known result that:
See [59] for the set theoretical point of view. In [52] the author proved that I(Ξ(S d (E))) is generated by the 2-minors of a particular catalecticant matrix (for a definition of "Catalecticant matrices" see e.g. either [52] or [33] ). A. Parolin, in his PhD thesis ( [51] ), proved that the ideal generated by the 2-minors of that catalecticant matrix is actually
We are now ready to describe the geometric object that parametrizes partially symmetric
Let us start with the rank 1 partially symmetric tensors.
, given by sections of the sheaf O(δ 1 , . . . , δ k ).
is the image of the composition of the following two maps:
and P (
) and Im(s) is the Segre variety of k factors. Therefore the Segre-Veronese variety is the Segre re-embedding of the product of k Veronese varieties.
If (δ 1 , . . . , δ k ) = (1, . . . , 1) then the corresponding Segre-Veronese variety is nothing else than the classical Segre variety of
If k = 1 then the corresponding Segre-Veronese variety is nothing else than the classical Veronese variety of P(
can be viewed as the intersection with the Segre
) that parametrizes rank one tensors and the projective subspace
. In [5] it is proved that if [A] is a generic array of indeterminates associated with the multihomogeneous polynomial ring
it is a generic partially symmetric array), the ideal of the Segre-Veronese variety Ξ(
with δ i > 0 for i = 1, . . . , k. Now if we consider the vector spaces of linear forms
. . , k. From this observation we understand that the tensor decomposition problem of finding a minimal decomposition of type (2) 
is equivalent to finding the minimum number of elements belonging to the Segre-Veronese variety
. The natural geometric objects that are associated with this kind of problems are the higher secant varieties of the Segre-Veronese varieties that we are going to define. Definition 2.6. Let X ⊂ P N be any projective variety and define
The s-th secant variety X s ⊂ P N of X is the Zariski closure of X 0 s . Observe that the generic element of X s is a point P ∈ P N that can be written as a linear combination of s points of X, in fact a generic element of X s is an element of X 0 s . Therefore if X is the Segre-Veronese variety, then the generic element of 
) then the rank of T is strictly bigger than s.
In order to find the border rank of a tensor
The knowledge of the generators of the ideals of secant varieties of homogeneous varieties is a very deep problem that is solved only in very particular cases (see eg. [50] , [45] , [42] , [43] , [11] , [44] ).
From a computational point of view, there is a very direct and well known way of getting the equations for the secant variety, which consists of introducing parameters or unknowns for the coefficients of l i,j and γ i in (2), to expand the polynomial and identify its coefficients with the coefficients of T . Eliminating the coefficients of l i,j and γ i yields the equations of the secant variety.
Unfortunately this procedure is far from being computationally practical, because we have to deal with high degree polynomials in many variables, with a lot of symmetries. This is why we need to introduce moment matrices and to use a different kind of elimination.
Moment matrices.
In this section, we recall the algebraic tools and the properties we need to describe and analyze our algorithm. Refer e.g. to [9] , [31] , [49] for more details.
For any Λ ∈ R * , define the bilinear form
, where α, β ∈ N n . Similarly, for any Λ ∈ R * , we define the Hankel operator H Λ from R to R * as
The matrix of the linear operator H Λ in the monomial basis, and in the dual basis, {d α }, is H Λ = (Λ(x α+β )) α,β , where α, β ∈ N n . The following relates the Hankel operators with the bilinear forms. For all a, b ∈ R, thanks to the R-module structure, it holds
In what follows, we will identify H Λ and Q Λ .
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as the restriction of H Λ to the vector space B and inclusion of R [36] correspond to the case where B and B ′ are respectively the set of monomials of degree ≤ k and
From the definition of the Hankel operators, we can deduce that a polynomial p ∈ R belongs to the kernel of H Λ if and only if p ⋆ Λ = 0, which in turn holds if and only if for all q ∈ R, Λ(pq) = 0. Proposition 2.9. Let I Λ be the kernel of H Λ . Then, I Λ is an ideal of R.
If p ∈ I Λ and p ′ ∈ R, then for all q ∈ R, it holds Λ(pp ′ q) = 0. Thus pp ′ ∈ I Λ and I Λ is an ideal.
Let A Λ = R/I Λ be the quotient algebra of polynomials modulo the ideal I Λ , which, as Proposition 2.9 states is the kernel of H Λ . The rank of H Λ is the dimension of A Λ as a K-vector space.
Proposition 2.11. Assume that rank(H Λ ) = r < ∞ and let
Λ is invertible, this implies that p = 0 and p = 0. As a consequence, we deduce that b 1 ⋆ Λ, . . . , b r ⋆ Λ are linearly independent elements of R * . This is so, because otherwise there exists
Consequently, {b 1 ⋆ Λ, . . . , b r ⋆ Λ} span the image of H Λ . For any p ∈ R, it holds that If 1 ∈ B , the ideal I Λ is generated by the relations
Moreover the multiplicity of ζ i is the dimension of the vector space spanned the inverse system generated by 1 ζi • p i (∂).
Proof. Since rank(H Λ ) = r, the dimension of the vector space A Λ is also r. 
In characteristic 0, the inverse system of 1 ζi • p i (∂) by p i is isomorphic to the vector space generated by p i and its derivatives of any order with respect to the variables ∂ i . In general characteristic, we replace the derivatives by the product by the "inverse" of the variables [49] , [31] . Definition 2.13. For T * ∈ R * δ1,...,δ k , we call generalized decomposition of T * a decompo- This definition extends the definition introduced in [36] for binary forms. The length of T * is the rank of the corresponding Hankel operator H Λ .
Theorem 2.14. Let Λ ∈ R * such that Λ = r i=1 γ i 1 ζi with γ i = 0 and ζ i distinct points of K n , iff rank H Λ = r and I Λ is a radical ideal.
Proof. If Λ = r i=1 γ i 1 ζi , with γ i = 0 and ζ i distinct points of K n . Let {e 1 , . . . , e r } be a family of interpolation polynomials at these points: e i (ζ j ) = 1 if i = j and 0 otherwise. Let I ζ be the ideal of polynomials which vanish at ζ 1 , . . . , ζ r . It is a radical ideal. We have clearly I ζ ⊂ I Λ . For any p ∈ I Λ , and i = 1, . . . , r, we have p ⋆ Λ(e i ) = Λ(p e i ) = p(ζ i ) = 0, which proves that I Λ = I ζ is a radical ideal. As the quotient A Λ is generated by the interpolation polynomials e 1 , . . . , e r , H Λ is of rank r.
Conversely, if rank H Λ = r, by Proposition 2.12 Λ = r i=1 1 ζi • p i (∂) with a polynomial of degree 0, since the multiplicity of ζ i is 1. This concludes the proof of the equivalence.
In the binary case this also corresponds to the border rank of T * , therefore the r-th minors of the Hankel operator give equations for the r-th secant variety to the rational normal curves [36] .
In order to compute the zeroes of an ideal I Λ when we know a basis of A Λ , we exploit the properties of the operators of multiplication in A Λ : M a : A Λ → A Λ , such that ∀b ∈ A Λ , M a (b) = a b and its transposed operator M Proposition 2.15. For any linear form Λ ∈ R * such that rank H Λ < ∞ and any a ∈ A Λ , we have
We have the following well-known theorem:
. . , ∂ n ] and • the eigenvalues of the operators M a and M t a , are given by {a(ζ 1 ), . . . , a(ζ r )}.
• the common eigenvectors of the operators (M t xi ) 1≤i≤n are (up to scalar) 1 ζi . Using the previous proposition, one can recover the points ζ i ∈ K n by eigenvector computation as follows. Assume that B ⊂ R with |B| = rank(H Λ ), then equation (6) 
Notice that it is sufficient to compute the common eigenvectors of (
, then the roots are simple, and one eigenvector computation is enough: for any a ∈ R, M a is diagonalizable and the generalized eigenvectors H B Λ v are, up to a scalar, the evaluation 1 ζi at the roots.
Coming back to our problem of partially symmetric tensor decomposition, T * ∈ R * δ1,...,δ k admits an affine decomposition of rank r iff T * coincide on R δ1,...,δ k with
for some distinct ζ 1 , . . . , ζ r ∈ K n1 × · · · × K n k and some γ i ∈ K − {0}. Then, by theorem 2.14, H Λ is of rank r and I Λ is radical.
Conversely, given H Λ of rank r with I Λ radical which coincides on R δ1,...,δ k with T * , by proposition 2.12, Λ = r i=1 γ i 1 ζi and extends T * , which thus admits an affine decomposition.
Therefore we can say that if the border rank of T is r then also rank(H Λ ) = r. Conversely if rank(H Λ ) = r, we can only claim that the border rank of T is at least r.
We say that Λ ∈ R * extends T * ∈ R * δ1,...,δ k , if Λ * |R δ 1 ,...,δ k = T * . The problem of decomposition of T * can then be reformulated as follows: Truncated moment problem. Given T * ∈ R * δ1,...,δ k , find the smallest r such that there exists Λ ∈ R * which extends T * with H Λ of rank r and I Λ a radical ideal. In the next section, we will describe an algorithm to solve the truncated moment problem.
Algorithm
In this section, we first describe the algorithm from a geometric point of view and the algebraic computation it induces). Then we characterize which conditions T * can be extended to Λ ∈ R * with H Λ is of rank r. The algorithm is described in 3.1. It extends the one in [9] which applies only for symmetric tensors. The approach used in [7] for the rank of tensors in Ξ 2 (S d (E)) and in Ξ 3 (S d (E)) allows to avoid to loop again at step 4: if one doesn't get simple roots, then it is possible to use other techniques to compute the rank. Unfortunately the mathematical knowledge on the stratification by rank of secant varieties is nowadays not complete, hence the techniques developped in [7] cannot be used to improve algorithms for higher border ranks yet.
Algorithm 3.1: Decomposition algorithm
(1) Determine if T * can be extended to Λ ∈ R * with rank H Λ = r; (2) Find if there exists r distinct points
Equivalently compute the roots of ker H Λ by generalized eigenvector computation (7) and check that the eigenspaces are simple; (3) If the answer to 2 is YES, then it means that
; therefore the rank of T is actually r and we are done; (4) If the answer to 2 is NO, then it means that T ∈ Ξ o r (S δ1 (E 1 ) ⊗ · · · ⊗ S δ k (E k )) hence its rank is bigger than r; Repeat this procedure from step 2 with r + 1.
We are going to characterize now under which conditions T * can be extended to Λ ∈ R * with H Λ of rank r (step 1). We need the following technical property on the bases of A Λ , that we will consider:
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..,δ k and h α ∈ K otherwise. Then, Λ(h) admits an extensionΛ ∈ R * such that HΛ is of rank r with B and B ′ basis of AΛ iff
Λ(h) ) = 0. Moreover, such aΛ is unique.
Proof. If there existsΛ ∈ R * which extends Λ(h), with HΛ of rank r and B and B ′ basis of
Λ(h) is invertible and the tables of multiplications by the variables x i,l :
Conversely suppose that these matrices commute and consider them as linear operators on B . Then by [48] , we have such a decomposition R = B ⊕ I where I is an ideal of R. As a matter of fact, using commutation relation and the fact that B is connected to 1, one can easily prove that the following morphism:
is a projection on B whose kernel is an ideal I of R (note that for any p ∈ B , p(M )(1) = p).
We defineΛ ∈ R * as follows: ∀p ∈ R,Λ(p) = Λ(p(M)(1)) where p(M) is the operator obtained by substitution of the variables x i,l by the commuting operators M i,l . Notice that p(M) is also the operator of multiplication by p modulo I.
Let us prove by induction on the degree of b ′ ∈ B ′ that for all b ∈ B :
and thus by linearity that
The property is obviously true for b ′ = 1. Suppose now that b ′ ∈ B ′ is a monomial of degree strictly greater than zero. (9) is proved. Let us deduce now thatΛ extends Λ(h) i.e that for all b + ∈ B + ans b ′ ∈ B ′ we have:
Finally we have that Λ(h)(b
Indeed, from (10) we have:
Thus, we have
We eventually need to prove that IΛ = I := Ker(π). By the definition ofΛ we obviously have that I ⊂ IΛ. Let us prove that IΛ ⊂ I: assume p belongs to IΛ, then from (11)
)(h) = 0, we deduce that p(M)(1) = 0 and that p belongs to I. Thus we have IΛ ⊂ I.
Eventually,Λ extends Λ(h) with IΛ = I := Ker(π) and AΛ equal to R/I ≃ B which is a zero dimensional algebra of multiplicity r with basis B.
If there exists another Λ ′ ∈ R * which extends Λ(h) ∈ B ′ · B + * with rank H Λ ′ = r, by proposition 2.11, ker H Λ ′ is generated by ker H
and thus coincides with ker HΛ. As Λ ′ coincides withΛ on B, the two elements of R * must be equal. This ends the proof of the theorem.
The degree of these commutation relations is at most 2 in the coefficients of the multiplications matrices M i,l . A direct computation yields the following, for m ∈ B:
• If x i,l , m ∈ B, and x j,q m ∈ B then (M
We are going to give an equivalent characterization of the extension property, based on rank conditions: (12) Λ(h)(
for all b ∈ B and b ′ ∈ B ′ . As the rank of H
is equal to the rank of H B ′ ,B
Λ(h) we easily deduce that (12) is also true for b ′ ∈ B ′+ . Thus we have
Finally, we conclude the proof by using Theorem 3.2
r } be two sets of monomials of in R δ1,...,δ k , connected to 1 and Λ be a linear form on B ′ + * B + . Then, Λ admits an extensionΛ in R * such that HΛ is of rank r with B (resp. B') a basis of AΛ iff
Proof. According to Theorem 3.3, Λ ∈ B ′ + * B + * admits a (unique) extensionΛ ∈ R * such that HΛ is of rank r with B (resp. B') a basis of AΛ, iff H
is of rank r. Let us decompose H + Λ as (13) with
is clearly of rank ≤ rank H. Conversely, suppose that rank H + = rank H. This implies that the image of G ′ is in the image of H. Thus, there exists , we obtain a new set of equations, bilinear in w, w ′ , which characterize the existence of an extension Λ on R * . This leads to the following system in the variables h and the coefficients w of matrix W. It characterizes the linear forms Λ ∈ R * δ1,...,δ k that admit an extensionΛ ∈ R * such that HΛ is of rank r with B a basis of AΛ.
is a quasi-Hankel matrix [49] , whose structure is imposed by equality (linear) constraints on its entries. If H is known (i.e. B × B ⊂ R δ1,...,δ k , the number of independent parameters in H B,B + Λ (h) or in W is the number of monomials in B × ∂B − R δ1,...,δ k . By Proposition 3.4, the rank condition is equivalent to the quadratic relations J − W t H t W = 0 in these unknowns. If H is not completely known, the number of parameters in H is the number of monomials in B × B − R δ1,...,δ k . The number of independent parameters in H
The system (15) is composed of linear equations deduced from quasi-Hankel structure, quadratic relations for the entries in B × ∂B and cubic relations for the entries in B × ∂B in the unknown parameters h and w.
We are going to use explicitly these characterizations in the new algorithm we propose for minimal tensor decomposition.
Examples and applications
There exist numerous fields in which decomposing a tensor into a sum of rank-one terms is useful. These fields range from arithmetic complexity [12] to chemistry [54] . One nice application is worth to be emphasized, namely wireless transmissions [53] : one or several signals are wished to be extracted form noisy measurements, received on an array of sensors and disturbed by interferences. The approach is deterministic, which makes the difference compared to approaches based on data statistics [22] . The array of sensors is composed of J subarrays, each containing I sensors. Subarrays do not need to be disjoint, but must be deduced from each other by a translation in space. If the transmission is narrow band and in the far field, then the measurements at time sample t recorded on sensor i of subarray j take the form:
T (i, j, t) = r p=1 A ip B jp C tp if r waves impinge on the array. Matrices A and B characterize the geometry of the array (subarray and translations), whereas matrix C contains the signals received on the array. An example with (I, J) = (4, 4) is given in Figure 1 . Computing the decomposition of tensor T allows to extract signals of interest as well as interferences, all included in matrix C. Radiating sources can also be localized with the help of matrix A if the exact location of sensors of a subarray are known. Note that this framework applies in radar, sonar or telecommunications.
4.1. Best approximation of lower multilinear rank. By considering a kth order tensor as a linear map from one linear space onto the tensor product of the others, one can define the ith mode rank, which is nothing else but the rank of that linear operator. Since there are k distinct possibilities to build such a linear operator, one defines a k-uplet of ranks (r 1 , . . . r k ), called the multilinear rank of the kth order tensor. It is known that tensor rank inria-00590965, version 3 -20 Oct 2011 is bounded below by all mode ranks r i :
This inequality gives us an easily accessible lower bound. Let's turn now to an upper bound.
Proposition 4.1.
[3] The rank of a tensor of order 3 and dimensions n 1 × n 2 × n 3 , with n 1 ≤ n 2 , is bounded by
This bound on maximal rank has not been proved to be always reached, and it is likely to be quite loose for large values of n i . Nevertheless, it is sufficient for our reasoning.
There are two issues to address. First, the algorithm we have proposed is not usable in large dimensions (e.g. significantly larger than 10). The idea is then to reduce dimensions n i down to r i before executing the algorithm, if necessary. Second, another problem in practice is the presence of measurement errors or modeling inaccuracies, which increase the tensor rank to its generic value. We do not know how to reduce tensor rank back to its exact value. The practical solution is then to compute the best approximate of lower multilinear rank (r 1 , . . . r k ), as explained in [23] . This best approximate always exists, and inequality (17) shows that reducing dimensions will indirectly reduce tensor rank. To compute it, it suffices to minimize ||T − (U (1) , U (2) , U (3) ) · C|| with respect to the three matrices U (i) , each of size n i × r i , under the constraint U (1)H U (1) = I. If properly initialized by a truncated HOSVD, a few iterations of any iterative algorithm will do it [46] . The tensor of reduced dimensions is then given by C = (
4.2. Number of solutions. In the above mentioned applications, it is necessary to have either a unique solution, or a finite set of solutions from which the most realistic one can be picked up. For this reason, it is convenient to make sure that the tensor rank is not too large, as pointed out by the following propositions.
Proposition 4.2. [17]
A generic symmetric tensor of order k ≥ 3 and rank r admits a finite number of decompositions into a sum of rank one terms if r < r E (k, n), where:
Rank r E is usually referred to as the expected rank of order k and dimension n.
Note that this result is true for generic tensors of rank r, which means that there exists a set of exceptions, of null measure.
This proposition has not yet been entirely extended to unconstrained tensors, which we are interested in. However, some partial results are available in the literature [1] , and the following conjecture is generally admitted * & J. BRACHAT
A generic tensor of order k ≥ 3 and rank r admits a finite number of decompositions into a sum of rank one terms if r < r E (k, n), where:
On the other hand, a sufficient condition for uniqueness has been proposed by Kruskal [39] , but the bound is more restrictive:
[39] A tensor of order k ≥ 3 and rank r admits a finite number of decompositions into a sum of rank one terms if:
where κ i denote the so-called Kruskal's ranks of loading matrices, which generically equal the dimensions n i if the rank r is larger than the latter.
4.3.
Computer results. If we consider a 4 × 4 × 7 unconstrained tensor, it has an expected rank equal to 9, whereas Kruskal's bound generically equals 6. So it is interesting to consider a tensor with such dimensions but with rank 6 < r < 9. In such conditions, we expect that there are almost surely a finite number of solutions. This tensor would correspond to measurements received on the array depicted in Figure 
We deduce that the coordinates (a 1 , a 2 , a 3 , b 1 , b 2 , b 3 , c 1 , c 2 , c 3 ) of the 4 points of evaluation are:
Then, computing the same way the operators of multiplication
and their common eigenvectors, we deduce:
Finally, we have to solve the following linear system in (γ 1 , γ 2 , γ 3 , γ 4 ): a 1 a 2 , a 1 a 3 , a 1 b 1 , a 1 b 2 } by the computed relations: 
