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In order to reduce the carbon footprint and the cost of electric energy, the owners 
of electric power utilities today are faced with the task of reducing the use of expensive 
and carbon intensive fossil fuels and significantly increasing the amount of energy from 
renewable sources in their grids while meeting an increase in electricity demand. To deal 
with increase in demand, electric utilities operate very close to their maximum capacities 
and this sometimes results in violating security limits. Therefore, the integration of 
intermittent renewable energy into the utility grids poses serious concerns that must be 
addressed to ensure grid stability. 
In order to improve monitoring of their system, utilities are increasing the number 
of measurement devices in the system. However, not all collectible data contain 
important, necessary or unique information about the system, so storing and analyzing 
them comes at a considerable financial cost to the company. Therefore, identifying parts 
of the system whose measurements provide information that reflects the general state of 
the system would help utilities smartly utilize resources. 
  
In this dissertation, a methodology for the identification of critical variables of 
power systems and their locations using eigenvalue analysis of the measurements of the 
system variables is developed. This analysis is based on principal component analysis 
(PCA). The effectiveness of monitoring critical locations of a power system in ensuring 
steady state system security is demonstrated.  
Also, an artificial neural network-based state estimator that utilizes data from 
regular measurement units and phasor measurement units (PMUs) placed at the critical 
locations is developed. A technique called state estimation is used to estimate measured 
and unmeasured electrical quantities. Conventional state estimation techniques require 
availability of many measurements. The proposed state estimator utilizes fewer 
measurements, leading to a reduction in the number of expensive PMUs needed and 
reduction in the cost of electric grid operation. Thus, electric power utilities would be 
able to assess the state of their grid efficiently and improve their ability to integrate 
renewable energy without violating the grid’s security constraints. 
 
  
 iv 
 
DEDICATION 
 
TO MY FAMILY AND MY LOVELY WIFE. 
I LOVE YOU ALL DEARLY. 
 
  
 v 
 
ACKNOWLEDGMENTS 
I would like to thank all the individuals who have contributed to my research at 
the University of Maine. Firstly, I want to thank my advisor Prof. Mohamad Musavi for 
making my PhD experience productive and inspiring through his priceless contributions 
of time, ideas, fatherly advice and financial support. 
I would also like to thank my committee members, Mr. Carroll Lee, Mr. Paul 
Lerley, Professor Bruce Segee, Professor Paul Villeneuve and Professor Yifeng Zhu for 
their brilliant comments, ideas and suggestions. I greatly appreciate other faculty and 
staff in the Electrical and Computer Engineering Department and the Graduate School for 
their support and encouragement during my study. 
I am very thankful to the entities that provided financial and technical support that 
made my research feasible. Many thanks to Iberdrola USA-Central Maine Power for 
providing an avenue for feedback on the quality and value of my research, and to 
Underground Systems Inc and the US Department of Energy for funding the initial stages 
of my PhD work. I gratefully acknowledge RLC Engineering, LLC, for helping me 
develop a sound knowledge and understanding of the power system, for providing 
logistic support and funding for most part of my research. Special thanks to Paul Lerley, 
Mike Poulin and Rick Conant of RLC Engineering for their generous contribution of 
their time and wealth of experience. My sincere thanks to the Graduate Student 
Government (GSG) for providing travel funds to present my research at conferences. 
Past and present Maine Smart Grid Lab members at the University of Maine were 
very supportive during the course of my study. I am grateful to Shengen Chen, Yunhui 
 vi 
 
Wu, Aseem Rambani, Matthew Edwards and Qi Li for sharing their knowledge and 
experience. I also want to thank my friends for providing me with the emotional support I 
needed to get through the difficult periods of my research. Special thanks to Matthew 
Valles, Tesfahiwet Zerayesus, Mussie Beyene, Fidel Odunze, Amma Amponsah, Tega 
Dibie and Ruona Dibie. 
My time at the University of Maine was greatly enriched by the Newman Center, 
National Society of Black Engineers (NSBE), GSG, International Student Association 
(ISA) and African Student Association (AFSA). I will be forever grateful for the 
opportunities provided by these organizations to acquire and develop strong leadership 
and professional skills. 
I want to express my warmest appreciation to my family for all their love and 
encouragement, especially my mom Rosemary for her unwavering support and 
encouragement all through my study. I am grateful in a special way to my loving, 
supportive and patient wife Chinonye for her support and encouragement during the final 
stages of my PhD. 
Finally, I am immensely grateful to Almighty God for his faithfulness, for guiding 
me through all my difficulties and for making my dream come true. 
  
 vii 
 
TABLE OF CONTENTS 
DEDICATION    ................................................................................................................ iv 
ACKNOWLEDGMENTS ...................................................................................................v 
LIST OF TABLES ...............................................................................................................x 
LIST OF FIGURES .......................................................................................................... xii 
 
Chapter 
1. INTRODUCTION ...........................................................................................................1 
1.1. Motivation ............................................................................................................ 1 
1.2. Goal ...................................................................................................................... 4 
1.3. Major Contributions ............................................................................................. 5 
1.4. Power Systems in the Dissertation ....................................................................... 6 
1.5. Definition of Terms used in the Dissertation ....................................................... 7 
1.6. Dissertation Organization ..................................................................................... 8 
2. BACKGROUND ...........................................................................................................10 
2.1. State Estimation and Observability Analysis ..................................................... 10 
2.2. Artificial Neural Networks ................................................................................. 16 
2.3. Comparison of Conventional State Estimation and Artificial Neural      
Networks  ........................................................................................................... 19 
2.4. Load Variation.................................................................................................... 21 
3. STATE ESTIMATION USING UNDERDETERMINED SYSTEM OF   
EQUATIONS ..........................................................................................23 
3.1. ANN-Based State Estimation ............................................................................. 27 
 viii 
 
3.1.1. ANN-Based State Estimation for 6-bus System .................................... 27 
3.1.2. ANN-Based State Estimation for IEEE 14-Bus System ........................ 33 
4. DETERMINATION OF CRITICAL LOCATIONS .....................................................39 
4.1. Principal Component Analysis ........................................................................... 42 
4.2. Identification of Critical Locations .................................................................... 47 
4.2.1. Identification of Critical Variables using the Threshold Method .......... 48 
4.2.2. Identification of Critical Variables using the R-squared Method .......... 49 
5. IMPLEMENTATION ON A SMALL SYSTEM ..........................................................50 
5.1. Principal Component Analysis on IEEE 14-Bus System ................................... 50 
5.1.1. Critical Locations of the IEEE 14-Bus System...................................... 52 
5.1.2. ANN-Based State Estimation with Critical Variables ........................... 52 
6. IMPLEMENTATION ON A LARGE SYSTEM ..........................................................59 
6.1. Data Generation for IEEE 118-Bus System ....................................................... 59 
6.2. Principal Component Analysis on IEEE 118-Bus System ................................. 61 
6.3. Identification of Critical Locations using the Threshold Method ...................... 63 
6.4. Identification of Critical Locations using the R-Squared Method ..................... 68 
6.5. Comparison of Threshold and R-Squared Methods ........................................... 74 
6.6. Effectiveness of Monitoring the Critical Locations ........................................... 76 
6.7. ANN-Based State Estimation on the IEEE 118-Bus System ............................. 82 
7. CONCLUSION ..............................................................................................................87 
REFERENCES   ................................................................................................................89 
APPENDIX A: DIAGRAM OF THE IEEE 118-BUS SYSTEM .....................................98 
 ix 
 
APPENDIX B: ADDITIONAL RESULTS FOR BUS VOLTAGE VIOLATIONS     
FOR THE IEEE 118-BUS SYSTEM .....................................................99 
APPENDIX C: INDEPENDENT SYSTEM OPERATOR OF NEW ENGLAND       
(ISO-NE) REPORT SUBMITTED TO FEDERAL ENERGY 
REGULATORY COMMISSION (FERC) ...........................................119 
APPENDIX D: R-SQUARED VALUES OF THE IEEE 118-BUS SYSTEM ...............120 
BIOGRAPHY OF THE AUTHOR ..................................................................................122  
 x 
 
LIST OF TABLES 
Table 3.1. R-Squared Values for GE 6-Bus System ......................................................... 32 
Table 3.2. R-Squared Values for IEEE 14-Bus System Using Only Load     
Measurements ................................................................................................... 35 
Table 5.1. Three Dispatches Used .................................................................................... 50 
Table 5.2. First 10 Principal Components for the Three Dispatches ................................ 51 
Table 5.3. Critical Variables in the IEEE 14-bus System ................................................. 52 
Table 5.4. R-Squared Values for IEEE 14-Bus System Using Critical Variables’ 
Measurements ................................................................................................... 54 
Table 6.1. Dispatches Used for the IEEE 118-bus system ............................................... 60 
Table 6.2. Real Power Output of Generators in Dispatch 1 .............................................. 61 
Table 6.3. First 15 Principal Components ........................................................................ 63 
Table 6.4. Critical Variables Identified using the Threshold Method .............................. 64 
Table 6.5. Critical Locations Identified using the Threshold Method .............................. 68 
Table 6.6. Critical Variables Identified using the R-squared Method .............................. 73 
Table 6.7. Critical Locations Identified using the R-squared Method .............................. 74 
Table 6.8. Comparison of Results Obtained Using the Threshold and R-squared   
Methods ............................................................................................................ 75 
Table 6.9. Voltage Violations in the IEEE 118-Bus System: Dispatch 1 ......................... 79 
Table 6.10. Voltage Violations in the IEEE 118-Bus System: Dispatch 1a ..................... 79 
Table 6.11. Voltage Violations in the IEEE 118-Bus System: Dispatch 1b ..................... 80 
Table 6.12. Voltage Violations in the IEEE 118-Bus System: Dispatch 1c ..................... 80 
Table 6.13. Voltage Violations in the IEEE 118-Bus System: Dispatch 1d ..................... 81 
 xi 
 
Table 6.14. Voltage Violations in the IEEE 118-Bus System: Dispatch 1e ..................... 81 
Table B.1. Base Case Bus Voltage Magnitudes of the IEEE 118-Bus System and           
the Minimum (95%) and Maximum (105%) Allowable Voltage Levels ....... 99 
Table B.2. Dispatch 1 High and Low Voltage Violations .............................................. 101 
Table B.3. Dispatch 1a High and Low Voltage Violations ............................................ 104 
Table B.4. Dispatch 1b High and Low Voltage Violations ............................................ 107 
Table B.5. Dispatch 1c High and Low Voltage Violations ............................................ 110 
Table B.6. Dispatch 1d High and Low Voltage Violations ............................................ 113 
Table B.7. Dispatch 1e High and Low Voltage Violations ............................................ 116 
Table D.1. R-Squared Values of the IEEE 118-Bus System .......................................... 120 
 
  
 xii 
 
LIST OF FIGURES 
Figure 2.1. A sample measurement set ............................................................................. 13 
Figure 2.2. Multilayer ANN .............................................................................................. 18 
Figure 2.3. Typical daily load cycle in ISO-NE territory ................................................. 22 
Figure 3.1. A simple 3-bus system.................................................................................... 24 
Figure 3.2. Diagram of the GE 6-bus power system......................................................... 28 
Figure 3.3. Plots of the actual voltage magnitudes (vertical axes) vs. the calculated 
voltage magnitudes for the 6-bus system (horizontal axes) ............................ 30 
Figure 3.4. Plots of the actual voltage phase angles (vertical axes) vs. the calculated 
voltage phase angle for the 6-bus system (horizontal axes) ........................... 31 
Figure 3.5. Diagram of the IEEE 14-bus system .............................................................. 33 
Figure 3.6. Plots of the actual voltage magnitudes (vertical axes) vs. the calculated 
voltage magnitudes for the IEEE 14-bus system (horizontal axes) ................ 36 
Figure 3.7. Plots of the actual voltage phase angles (vertical axes) vs. the calculated 
voltage phase angle for the IEEE 14-bus system (horizontal axes) ................ 37 
Figure 4.1. Flowchart of the methodology........................................................................ 41 
Figure 5.1. Plots of the actual voltage magnitudes (vertical axes) vs. the calculated 
voltage magnitudes for IEEE 14-bus system (horizontal axes) ...................... 56 
Figure 5.2. Plots of the actual voltage phase angles (vertical axes) vs. the calculated 
voltage phase angles for the 14-bus system (horizontal axes) ........................ 57 
Figure 6.1. Coefficients of the critical variables ............................................................... 65 
Figure 6.2. Impact of a cumulative loss of measurements of the critical variables .......... 67 
 xiii 
 
Figure 6.3. Impact of the loss of measurements of individual variables on the          
system ............................................................................................................. 70 
Figure 6.4. Loss of all measurements starting from the least critical to the most       
critical ............................................................................................................. 72 
Figure 6.5. Plots of the actual voltage magnitudes (vertical axes) vs. the calculated 
voltage magnitudes for IEEE 118-bus system (horizontal axes) .................... 85 
Figure 6.6. Plots of the actual voltage phase angles (vertical axes) vs. the calculated 
voltage phase angles for IEEE 118-bus system (horizontal axes) .................. 86 
Figure A.1. Diagram of the IEEE 118-bus system ........................................................... 98 
Figure C.1. ISO-NE daily report submitted to FERC ..................................................... 119 
 
  
 1 
 
CHAPTER 1 
INTRODUCTION 
1.1. Motivation 
Electrical power systems comprise of a network of electrical components 
designed for supplying, transmitting and using electric energy. These components include 
electric power generators, transmission lines and loads. Over the years, smaller systems 
have found it more beneficial to interconnect with neighboring systems. Some of the 
benefits of interconnection of neighboring utilities are improvement in system security 
and economy of operation [1]. Improved security stems from the mutual emergency 
assistance that the utilities can communally provide, while improved economy comes 
from the need to have less generating reserve capacity on each system. As the number of 
interconnections continues to grow, the size of the interconnected system expands. The 
power system becomes more complex and the monitoring and control of such a system 
becomes more challenging. 
In order to rise up to the challenge of monitoring and controlling complex power 
systems, analytical tools such as power system state estimation and observability analysis 
were developed starting in the 1970’s. These tools are highly valuable today, especially 
given that some of the major blackouts in recent history, such as the New York power 
outage of 1987, might have been prevented had state estimation been employed in those 
systems at that time [2]. Today, state estimation is the foundation on which modern 
power system control centers are built. Besides, it is the basis for the creation and 
operations of all markets, real time and otherwise, in electric power systems. The 
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theoretical background on Power System State Estimation and Observability Analysis 
will be provided in Section 2.1 below.  
Power systems encounter outages quite frequently. Some of these disturbances are 
initiated locally in one area and cascade over to large geographic areas far away from the 
initial starting point of the disturbance. Although system-wide disturbances that affect 
numerous customers in a large geographic area rarely take place, they are more common 
than a normal distribution of probabilities would predict. Approximately 10 significant 
outages have occurred in North America since 1965 and with the benefit of hindsight 
many of the blackouts could have been prevented. One of the factors recognized to be 
prevalent in these major outages is the inability of system operators to visualize events on 
the entire system [3]. 
In order to improve visualization of the system, utility companies increase the 
number of measurement devices such as conventional metering devices and phasor 
measurement units (PMUs) in their systems. In fact, PMU deployment has received 
unprecedented momentum due to recent high profile blackouts [4]. Installing more 
measurement devices in the system means more financial commitment for procurement, 
calibration and maintenance of devices; more data for a system operator to decipher, 
especially during an emergency; and more long term storage resources requirements.  
However, not all collectible data contain important, necessary or unique 
information about the system, so storing and analyzing them comes at a considerable 
financial cost to the utility in the long run. This problem can be mitigated by identifying 
parts of the system whose measurements provide information that reflect the general state 
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of the system. Identifying these critical locations of the power system will enable the 
utility to smartly utilize resources. This includes: prioritization of the measurement units 
in these areas for maintenance and calibration; procurement of backup units for these 
locations in case of failure; prioritization of measurements from the units in these 
locations for steady state monitoring and control of the system; and prioritization of these 
locations for PMU deployment (for systems without PMUs).  
It is noteworthy that a number of factors could influence the citing of PMUs [5] 
but many PMU placement methods focus on a specific power system application. In 
reference [6] a method for line parameter estimation was discussed, references [7] and [8] 
examined approaches tailored for dynamic vulnerability assessment, whereas references 
[9] and [10] reported techniques focused on state estimation. Algorithms based on 
economic concerns were considered in references [11] and [12]. Deese et al [12] 
compared several optimal PMU placement algorithms designed to minimize 
implementation cost. They project a continued combined use of PMUs and other 
measurement devices (smart meters), so long as the cost of PMUs remains considerably 
higher than that of other meters. The authors in reference [13] discussed an approach 
useful in the identification of multiple power line outages.  
However, some PMU placement algorithms in recent literature consider multiple 
objectives. For example, reference [14] proposed a multi-criteria approach considering 
fault analysis, voltage control and state estimation. This approach was implemented using 
an integer linear programming method. The authors used “a fixed and exclusive” method 
to create multiple solutions in order to accommodate several applications with a minimal 
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number of PMUs. Another approach in reference [15] is tailored to observability analysis 
and bad data detection.  
Although some of these algorithms have similar objectives to the proposed 
methodologies in this dissertation, they do not consider that measurements in certain 
(critical) locations in the system are more reflective of the changes occurring in the whole 
system. 
Experienced power systems engineers or system operators might be able to 
identify the critical parts of a particular system due to their experience and knowledge of 
the system. However, the addition / retirement of certain elements of the system could 
cause previously critical parts of the system to be less critical or even unimportant, and 
vice versa. So relying solely on experience to identify critical parts of a system could 
undermine the accuracy of such an exercise. Furthermore, an engineer who has no prior 
knowledge of a power system will be unable to identify the critical locations.  
 
1.2. Goal 
The main goal of this research is to identify critical locations of power systems in 
order to assess the steady state security status of the systems using synchrophasor and / or 
regular measurements placed at the critical locations. To achieve this, the specific 
objectives are: 
a) The development of a systematic methodology for identifying the critical 
variables, and hence, the critical locations, of any given power system. 
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b) The demonstration of the effectiveness of monitoring the critical locations of the 
power system in ensuring system security. 
c) The development of an artificial neural network (ANN) based reduced model 
state estimation tool for power system analysis using the identified critical 
variables.  
 
1.3. Major Contributions 
The main contributions of this dissertation are: 
a) A scientific method for the identification of critical variables and their 
locations in a power system. The only existing option in the power system 
industry for determination of critical locations of power systems is the 
intuition of experienced power system engineers or system operators. 
However, when elements are added to or retired from the system previously 
critical parts of the system may become less critical or even unimportant, and 
vice versa. The proposed method introduces a systematic methodology and 
eliminates the errors that could result from guess work, especially by 
inexperienced engineers. This approach is based on eigenvalue analysis of the 
power system. 
b) The effectiveness of monitoring the critical locations of the power system. 
The main aim of identifying critical locations of a system is to provide the 
system operator a concise number of locations that reflect the security status 
of the entire power system. This dissertation proposes monitoring just the 
identified set of critical locations and demonstrates its effectiveness. This 
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makes it easier for the system operator to focus on important information, 
especially during an emergency. 
c) Identification of locations for phasor measurement unit (PMU) placement for 
steady state monitoring and control. PMUs are state of the art measurement 
devices used in the power system industry. Given the effectiveness of 
monitoring the critical locations described in b) above this dissertation 
proposes prioritizing the identified critical locations of a system for PMU 
placement (for utilities that have not yet installed PMUs in their systems), 
prioritization of the measurement units in these areas for maintenance and 
calibration, and procurement of backup units for these locations in case of 
failure. 
d) An ANN-based state estimation tool. Conventional state estimators require a 
lot of measurements to be made, and hence, a lot of computation resources, 
and the unavailability of data can have a significant impact on accuracy of the 
state estimation solution. This dissertation proposes an ANN-based state 
estimator that uses measurements from the critical variables of the system to 
estimate the rest of the power system variables. This state estimator uses 
fewer measurements, and hence requires much less computational resources.  
 
1.4. Power Systems in the Dissertation  
The power systems used in this dissertation are a General Electric (GE) 6-bus 
system and IEEE test systems. IEEE test systems are standardized systems that provide a 
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benchmark for comparing results of different methodologies or algorithms. The IEEE 
systems used in this dissertation are the 14-bus and 118-bus systems.  
 
1.5. Definition of Terms used in the Dissertation 
Base case: this is the original mathematical model of a given system developed 
for a specific study. Load flow cases for scenarios investigated in the study are derived 
from this base case. 
Dispatch: a dispatch is a variation of the combination of generators that are 
online or offline in a given load flow case. Every dispatch must observe the law of 
conservation of energy, that is, if a generator or group of generators’ output changes, 
another generator or group of generators must be adjusted to accommodate this change 
provided load is constant. For instance, if a generator is taken offline, another generator 
or group of generators must supply the total amount of power output previously supplied 
by the offline generator. 
Mathematical model: a mathematical model of a system is a numerical 
representation of the system. It is the set of data comprising of the values of elements of 
the system such as the impedance of transmission lines, the voltage magnitudes and phase 
angles of each bus in the system, the real and reactive power of generators and loads. It 
also contains information on the connections within the system, the subdivisions (areas) 
in the system, and an equivalent representation of neighboring systems, if applicable. 
Regional system coordinating body: this is usually a non-profit organization that 
coordinates the activities of utility companies within a defined territory. It is responsible 
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for facilitating the buying and selling of electric power and ensuring the reliability of 
electric power supply in its territory. Examples are the Independent System Operator of 
New England (ISO-NE) and the New York Independent System Operator (NYISO). 
Regional system coordinating bodies in North America are often called regional 
transmission organizations (RTOs) or independent system operators (ISOs). 
Substation: a substation is a basic part of the power system, where voltage is 
transformed from high to low, or vice-versa. At distribution substations, voltage is 
transformed from high to low and distributed to consumers. At sub-transmission and 
transmission substations, voltage is transformed from low to high and transmitted to other 
areas where the energy may be needed. 
System security: a system is secure if there are no violations on any of its 
operational constraints. The operational constraints of an electric power system are upper 
and lower limits of bus voltage magnitudes, and limits on transmission line flows. 
Utility company: utility companies may generate, transmit or distribute 
electricity. Most utilities perform only one of the above functions due to deregulation of 
the electric utility industry. Examples are Bangor Hydro-Electric Company (BHE) and 
Central Maine Power (CMP). 
 
1.6. Dissertation Organization 
Chapter 2 introduces the concepts used in this dissertation. These include state 
estimation and artificial neural networks.  
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Chapter 3 offers a proof of concept of state estimation using underdetermined 
system of equations, and provides preliminary results for the presented aspects of the 
methodology.  
In Chapter 4, the methodology for identification of critical variables and their 
locations is presented.  
Chapter 5 contains the implementation of the proposed methodology on a small 
power system.  
Chapter 6 features the implementation of the proposed methodologies on a large-
scale power system; it illustrates the effectiveness of monitoring critical locations of 
power systems and the capability of the ANN-based state estimator to estimate the values 
of the voltage magnitude and phase angles of all the buses of the system using the 
identified critical variables.  
Chapter 7 draws conclusions to the major contributions of this dissertation. 
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CHAPTER 2 
BACKGROUND 
2.1. State Estimation and Observability Analysis 
Prior to the introduction of state estimation in the 1970’s power systems were 
monitored only by supervisory control systems [2]. These systems monitored and 
controlled the status of circuit breakers at the substations. These systems were later 
upgraded with real-time system-wide data acquisition capabilities that allowed the control 
centers to obtain analog measurements and circuit breaker status data from the power 
system. These were called Supervisory Control and Data Acquisition (SCADA) Systems 
[2]. Knowledge of the real-time operating conditions of the power system facilitated the 
execution of application functions like contingency analysis, and corrective real and 
reactive power dispatch. 
However, the information provided by SCADA systems was not always reliable 
as a result of errors in the measurements, telemetry failures, or communication noise. 
Also, the collected information may not allow for directly extracting the corresponding 
alternating current (AC) operating state of the system. In addition to the aforementioned 
issues, it was often cost prohibitive to telemeter all possible measurements even when 
they were available at the substations. 
With the advent of state estimation the capabilities of SCADA system computers 
expanded and this led to the establishment of Energy Management Systems (EMS) [2]. 
State estimators enable accurate and efficient monitoring of operational constraints on 
quantities like bus voltage magnitude or transmission line power flow. They ensure a 
reliable real-time data base of the system including the existing state. 
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State estimators often include a range of functions some of which are briefly 
described here. A topology processor gathers status data about the circuit breakers and 
switches and configures the system diagram. Network observability analysis is used to 
determine if a state estimation solution for the entire system can be obtained using the 
available set of measurements. State estimation solution derives the optimal estimate of 
the system state based on the network model and obtained measurements from the 
system; the system state variables are the voltage magnitudes and phase angles. A bad 
data processor detects the existence of gross errors in the measurement set, identifies the 
bad measurement and may eliminate them given enough redundancy in the measurement 
set [2]. 
State estimation plays a very important role in enabling continuous monitoring of 
the power system. Its major function is to provide a clean set of data for use by various 
application functions such as contingency and power flow analysis. Traditionally, to 
ensure that a state estimation solution is obtainable observability analysis of the entire 
system needs to be done [2]. Network observability analysis relies heavily on the number, 
type and relative positions of the available measurements in the system. 
Network observability analysis is a means of determining if a given set of 
available measurements is sufficient to obtain a unique estimate for the power system 
state [2]. This analysis is usually carried out during the planning and/or upgrade stages of 
the power system, or just before running the state estimator. It is largely dependent on the 
topology of the system and on the type and location of the available measurements. A 
power system is said to be observable if, given a set of measurements, the state estimator 
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is able to determine all the system state variables, typically the voltage magnitudes and 
phase angles of all the buses in the system. Otherwise, the system is not observable. 
Static state estimation constitutes the use of redundant measurements to minimize 
measurement errors thereby obtaining an optimum estimate of the system state. The most 
commonly used function for state estimation is the weighted least square method. Given 
that the measurement model is: 
𝑧 =  ℎ(𝑥) +  𝑒
[
𝑧1
𝑧2
⋮
𝑧𝑚
] = [
ℎ1(𝑥1, 𝑥2, … , 𝑥𝑁)
ℎ2(𝑥1, 𝑥2, … , 𝑥𝑁)
⋮
ℎ𝑚(𝑥1, 𝑥2, … , 𝑥𝑁)
] + [
𝑒1
𝑒2
⋮
𝑒𝑚
]
      (1) 
𝑥 = [𝑉, 𝜃]      (2) 
where z is the measurement vector, h(x) is the vector of the non-linear relationship 
between measurements and state variables, x is the vector of the state variables, e is the 
vector of measurement errors, m is the number of measurements, N is the number of 
buses in the system and V and θ represent the voltage magnitudes and phase angles of all 
the buses in the system.  In the most general case, the measurement vector comprises the 
following types of measurements: 
 𝑧 = [𝑃𝑖𝑛𝑗 , 𝑃𝑓𝑙𝑜𝑤, 𝑄𝑖𝑛𝑗, 𝑄𝑓𝑙𝑜𝑤, 𝐼𝑚𝑎𝑔, V]
𝑇
= 𝑣(𝑥)                                  (3)
where 𝑃𝑖𝑛𝑗 is the real power injection at a given bus, 𝑄𝑖𝑛𝑗 is the reactive power injection 
at a given bus, 𝑃𝑓𝑙𝑜𝑤 is the real power flow between two buses, 𝑄𝑓𝑙𝑜𝑤 is the reactive 
power flow between two buses, 𝐼𝑚𝑎𝑔 is the line current flow magnitude between two 
buses, V is the voltage magnitude at a given bus, and v(x) is a matrix of nonlinear 
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functions (comprising an over-determined system of equations) mapping measurements 
to state variables. A sample measurement set for a 3-bus system is shown in Figure 2.1. 
Note that measurements are placed at the buses and transmission lines that guarantee 
observability of the system, that is, not at every bus and transmission line in the system. 
Oftentimes variables in the measurement vector (z) are also a subset of the state variables 
(x), for instance, the bus voltage magnitude (V). 
 
Figure 2.1. A sample measurement set 
The objective of the Weighted Least Square (WLS) estimation is to find x such 
that the cost function below is minimized [2]. 
 𝐸(𝑥)  =  (𝑧 –  ℎ(𝑥))𝑇 𝑾 (𝑧 –  ℎ(𝑥))     (4)
where W is a matrix of weights consisting of the reciprocal of the covariance matrix of 
measurement errors. This objective is achieved by expanding the derivative of the cost 
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function into a Taylor series with the vector of the state variables as the operation point 
[2]. 
 𝑔(𝑥) =  
𝜕𝐸(𝑥)
𝜕𝑥
= 
𝜕ℎ(𝑥)
𝜕𝑥
𝑇
𝑾 (𝑧 − ℎ(𝑥)) = 0                                         (5)
 𝑔(𝑥) = 𝑔(𝑥𝑜) +
𝜕𝑔(𝑥𝑜)
𝜕𝑥
(𝑥 − 𝑥𝑜) + ⋯ = 0                                          (6)
The optimal state estimate is then obtained by solving equation (6) through the iterative 
Gauss-Newton method [2]. A suitable result is found when the change in the state 
variable values ∆x is within a preset tolerance. Equation (7) shows the iterative process. 
∆𝑥𝑘+1 = [𝑯(𝑥𝑘)]−1𝑱𝑻(𝑥𝑘)𝑾[𝑧 − ℎ(𝑥𝑘)] = [𝑯(𝑥𝑘)]−1𝑔(𝑥𝑘)  (7)
where J(x) is the measurement Jacobian matrix, which is composed of an over-
determined set of equations and in the most general case can be represented thus: 
 
𝑱(𝑥) =
𝜕ℎ(𝑥)
𝜕𝑥
𝑱(𝑥) =
[
 
 
 
 
 
 
 
 
 
𝜕𝑃𝑖𝑛𝑗
𝜕𝑉
𝜕𝑃𝑖𝑛𝑗
𝜕𝜃
𝜕𝑃𝑓𝑙𝑜𝑤
𝜕𝑉
𝜕𝑃𝑓𝑙𝑜𝑤
𝜕𝜃
𝜕𝑄𝑖𝑛𝑗
𝜕𝑉
𝜕𝑄𝑖𝑛𝑗
𝜕𝜃
𝜕𝑄𝑓𝑙𝑜𝑤
𝜕𝑉
𝜕𝑄𝑓𝑙𝑜𝑤
𝜕𝜃
𝜕𝐼𝑚𝑎𝑔
𝜕𝑉
𝜕𝐼𝑚𝑎𝑔
𝜕𝜃
𝜕𝑉𝑚𝑎𝑔
𝜕𝑉
0 ]
 
 
 
 
 
 
 
 
 
     (8),
H(x) is the gain matrix defined by: 
 𝑯(𝑥) =
𝜕𝑔(𝑥)
𝜕𝑥
= 𝑱𝑇(𝑥)𝑾𝑱(𝑥)     (9)
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 ∆𝑥𝑘+1 = 𝑥𝑘+1 − 𝑥𝑘   (10),
and k is the iteration index.  More details on this method are given in [2]. 
For over four decades much research work has been done in state estimation, 
notable among which are references [16], [17], [18], [19], [20] and [21]. In what shall be 
called the “2N approach” in this dissertation, two of the four variables (P, Q, V and θ) of 
a bus in a power system with N buses are used to find the remaining two. The 
disadvantages of using this approach are 1) cost-intensiveness since many measurements 
need to be made and 2) significant impact that potential data unavailability can have on 
accuracy of the state estimation solution [2]. As a result of the large number of 
measurements required for state estimation, which is often based on the iterative 
weighted least square method, significant computation resources, including time and 
memory, are needed.  This is one reason state estimation is run in intervals of roughly 15 
minutes [22], hence, making it unsuitable for smart grid applications where it is desirable 
to have an estimate of the system state at intervals in the order of a few seconds. 
In this dissertation an approach that reduces the number of measurements used in 
estimating the state of a power system shall be introduced.  The number of measurements 
is less than the minimum 2N-1 variables that are required in a conventional state 
estimation approach. For the IEEE 14-bus system in CHAPTER 5 the number of 
measurements used in the proposed approach is 78% of the minimum 27 measurements 
required by conventional state estimators, whereas for the IEEE 118-bus system in 
CHAPTER 6 the number of measurements used in the proposed approach is 64% of the 
minimum 235 measurements required by conventional state estimators. 
 16 
 
2.2. Artificial Neural Networks 
The concept of artificial neural networks (ANNs) is modeled after the 
information-processing system of the human brain, which has been described as a 
complex, nonlinear and parallel computer [23]. ANNs are roughly analogous to a brain in 
many ways. Just like a brain has neurons, ANNs have processing units – a massive 
interconnection of simple computing cells – that can store experiential knowledge and 
make this knowledge available for later use. This knowledge is acquired by the network 
from its environment through a learning process. Interneuron connection strengths, 
known as synaptic weights are used to store the acquired knowledge. 
The learning process for a neural network is performed using a procedure known 
as a learning algorithm. The function of a learning algorithm is to orderly modify the 
synaptic weights of the network for the purpose of achieving a desired objective. One 
such approach is analogous to linear adaptive filtering. 
ANNs capable of generalization, which is the ability of the network to produce 
reasonable results for inputs not encountered during the training (learning) stage. These 
qualities help ANNs to solve complex and intractable problems. 
The use of ANNs provides numerous benefits. Given that neural networks could 
be nonlinear and this nonlinearity is distributed throughout the network, they are able to 
operate with nonlinear functions. They are also able to adapt their synaptic weights to 
changes in the surrounding environment, i.e., a neural network trained to operate in a 
specific environment can be easily retrained to handle minor changes in the operating 
environmental conditions.  
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ANNs have been applied to state estimation in the past: [24], [25] and [26]. 
However, these approaches are essentially similar to the 2N approach.   ANNs provide an 
excellent tool for inexpensively – in terms of memory and time – implementing this 
minimized state estimation procedure.  This makes ANN an ideal candidate for state 
estimation since it can accurately map the relationship between the measured variable and 
other state variables of the power system. 
A multilayer ANN was used in this application in order to accurately capture the 
nonlinearity in power system parameters data. As shown in Figure 2.2, an ANN 
comprises of input variables, hidden layers and an output layer. The most commonly used 
algorithm employed to train this network is the error back-propagation (BP) algorithm, 
which is an adaptive filtering algorithm [23]. This algorithm consists of two data passes, 
1) the forward pass during which the synaptic weights of the network are fixed, and 2) 
the backward pass when the weights are changed according to an error-correction rule. 
The weights of the network are updated in such a way as to follow the negative of the 
gradient of the error between the actual output (target values) and the calculated output of 
the network with respect to the network weights and biases. 
 18 
 
 
Figure 2.2. Multilayer ANN 
The output error signal of the ith neuron during the kth iteration is given by: 
𝑒𝑖(𝑘) = 𝑑𝑖(𝑘) − 𝑥𝑖(𝑘)                                            (11) 
where di(k) is the desired value for the output signal and xi(k) is the output value 
computed by the ANN. The instantaneous value of the error energy for each neuron is 
one-half of the square of the error value. The system total error energy is therefore 
defined as: 
𝐸(𝑘) =
1
2
∑𝑒𝑖
2(𝑘)                                                          (12) 
 𝐸𝑎𝑣 =
1
𝑁
∑ 𝐸(𝑘)𝑁𝑘=1                                                          (13) 
where N is the total number of patterns in the training data set. Since the error surface of 
a multilayer perceptron is a highly non-linear function of the synaptic weight vector w, 
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the cost function Eav(w) is expanded about the operating point w(k) using the Taylor 
series: 
𝐸𝑎𝑣(𝑤(𝑘) + Δ𝑤(𝑘)) = 𝐸𝑎𝑣(𝑤(𝑘)) + 𝑔
𝑇(𝑘)Δ𝑤(𝑘) +
1
2
Δ𝑤𝑇(𝑘)𝑯(𝑘)Δ𝑤(𝑘) + ⋯         
(14) 
where g(k) is the local gradient vector given as: 
𝑔(𝑘) =
𝜕𝐸𝑎𝑣(𝑤)
𝜕𝑤
|
𝑤=𝑤(𝑘)
                                                     (15) 
and H(k) is the local Hessian matrix defined as: 
𝑯(𝑘) =
𝜕𝑔(𝑘)
𝜕𝑤
=
𝜕2𝐸𝑎𝑣(𝑤)
𝜕𝑤2
|
𝑤=𝑤(𝑘)
                                               (16) 
The optimum value of the increment Δw(k) added to the weight vector w(k) can be found 
using 
∆𝑤(𝑘) = 𝑯−1(𝑘)𝑔(𝑘)                                               (17). 
More details on this method can be found in [23].  
 
2.3. Comparison of Conventional State Estimation and Artificial Neural 
Networks 
Equation (17) is very similar to equation (7); this is attributable to the fact that 
both approaches are optimization methods that make use of the first and second 
derivatives of the cost function to minimize errors. However, the conventional state 
estimation (CSE) is only applicable to systems whose measurement Jacobians are fully 
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determined or over-determined, whereas ANNs are applicable to fully determined, over-
determined and more importantly, under-determined systems, with a very high accuracy 
level. State estimation using underdetermined system of equations shall be presented in 
CHAPTER 3. 
In the particular problem of determining the estimates of a power system’s states 
for the preliminary case studies presented in Section 3.1, inputs to the neural network 
consist of only the load buses’ real and reactive powers while the outputs are the voltage 
magnitude and phase angles of all the buses.  The ANN maps the nonlinear function 
described by equation (25) and directly finds state variables as functions of load real and 
reactive powers. However, CSE must have as inputs a measurement vector (z) composed 
of at least 2N-1 measurements located at specific points in the system, and the 
measurement Jacobian matrix (J(x)). These measurement locations for the CSE are 
determined using observability analysis, a process described in Section 2.1. The 
measurement Jacobian matrix is composed of the first derivative of the vector of the non-
linear relationship between measurements and state variables (h(x)). 
In addition to using a lower number of variables, there are other significant 
differences between the approach proposed here and the conventional weighted least 
square (WLS) approach. First, WLS is based on the minimization of the measured 
variables (z) to arrive at an accurate approximation of the states (x), hence, the reason for 
requiring many observations (an over-determined system) to achieve a reasonable 
accuracy.  While in the ANN, the minimization is over the states (x) for developing the 
mapping functions between the required minimum number of variables and states, hence, 
contributing to an under-determined case.    
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Secondly, WLS is an iterative process for each time that the states have to be 
estimated.  While ANN is iterative only in the training phase, during the testing it is a 
feed-forward straight operation, hence, providing a much faster response time.   
Finally, WLS is static, while given sufficient training data ANN can provide a 
time trajectory of the states, and hence provide a dynamic response. 
 
2.4. Load Variation 
The amount of energy consumed (load) varies at different periods of the day. This 
follows a certain daily cycle and varies from customer to customer and from area to area. 
Even though the amount of energy consumed by individual customers varies, the trend of 
the total energy consumed by customers at specific substations is fairly predictable. 
Therefore, the trend of the load cycle for geographical areas, large or small, can be 
observed and assessed. It has been observed that the load cycle trends in the different 
areas that make up large geographical regions like New England tend to be similar. This 
is shown in Figure 2.3, which is a snapshot of the Independent System Operator of New 
England (ISO-NE) report submitted to Federal Energy Regulatory Commission (FERC). 
This report was obtained from reference [27]. In this dissertation the load cycle trends in 
all the areas in each of the power systems used are assumed to be similar. 
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Figure 2.3. Typical daily load cycle in ISO-NE territory
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CHAPTER 3 
STATE ESTIMATION USING UNDERDETERMINED SYSTEM OF 
EQUATIONS  
The changes in power generations are driven by the changes in load power 
demand.  In other words, power systems are structured in such a way as to track changes 
in load in order to provide sufficient generation to balance this demand, such that the 
system is stable. Thus knowledge of the load behavior (parameters) at any given point in 
time should be sufficient to obtain an accurate estimate of the system state at that given 
point, assuming no generation outages and topology changes.  
The real power injection PGi(t) of the ith bus at time t as a function of changes in 
load real powers can be expressed as: 
 𝑃𝐺𝑖(𝑡) = 𝑃𝐺𝑖(𝑡 − 1) + 𝜆𝑖 ∑𝛥𝑃𝐿𝑗(𝑡)     (18)
 ∆𝑃𝐿(𝑡) = 𝑃𝐿(𝑡) − 𝑃𝐿(𝑡 − 1)     (19)
where PGi and PLj  present the real power at the generator and load  buses respectively and 
λi is the fraction of the load change picked up by the ith generator (0≤ λi ≤1). 
Consider the simple system shown in Figure 3.1. In the following analysis, P and 
Q represent real and reactive power, V and θ represent voltage and phase angle, G and B 
represent admittance parameters of a transmission line, and subscripts Gj and Li refer to 
the jth generator bus and ith load bus. From equations (18) and (19), it is obvious that 
using the real and reactive power measurements of the load bus (P3 and Q3, respectively) 
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it is possible to find an estimate of the system state. P3 and Q3 can be expressed as 
follows: 
𝑃3 = 𝑉3𝑉1(𝐺31𝑐𝑜𝑠(𝜃3 − 𝜃1) + 𝐵31𝑠𝑖𝑛(𝜃3 − 𝜃1)) + 𝑉3𝑉2(𝐺32𝑐𝑜𝑠(𝜃3 − 𝜃2) +
𝐵32𝑠𝑖𝑛(𝜃3 − 𝜃2))             (20)
Q3 = V3V1(G31sin(θ3 − θ1) − B31cos(θ3 − θ1)) + V3V2(G32sin(θ3 − θ2) −
B32cos(θ3 − θ2))          (21) 
 
Figure 3.1. A simple 3-bus system 
Considering bus 1 to be the slack bus (θ1 = 0), equations (20) and (21) can be written in 
the following shortened form: 
(
𝑃3
𝑄3
) = 𝑓(𝑥)       where   𝑥 = [𝑉1, 𝑉2, 𝑉3, 𝜃2, 𝜃3]
𝑇                        (22). 
Generally, for an N-bus system, assuming bus 1 to be the slack bus, the load real and 
reactive power measurements in equations (20) and (21) can be expressed as: 
𝑃𝐿𝑖 = 𝑉𝐿𝑖 ∑ 𝑉𝑗(𝐺𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝐵𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗)
𝑁
𝑗≠𝑖                                    (23) 
 𝑄𝐿𝑖 = 𝑉𝐿𝑖 ∑ 𝑉𝑗(𝐺𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗 − 𝐵𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗)
𝑁
𝑗≠𝑖                                (24) 
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and in a shortened form, 
[
𝑃𝐿
𝑄𝐿
] = 𝑓(𝑥)
𝑃𝐿 = [𝑃𝐿1, 𝑃𝐿2, … , 𝑃𝐿𝑀 ]
𝑇
𝑄𝐿 = [𝑄𝐿1, 𝑄𝐿2, … , 𝑄𝐿𝑀 ]
𝑇
𝑥 = [𝑉1, 𝑉2, … , 𝑉𝑁 , 𝜃2, 𝜃3, … , 𝜃𝑁 ]
𝑇
                                         (25) 
where M = number of load buses, N = total number of buses, and f(x) is a vector of 2M 
nonlinear functions, comprising an under-determined system of equations (M<N), 
mapping load power measurements to state variables. 
The function of a state estimator is to find the estimate of the state (x) of the 
system given certain measurements. This process is described in Section 2.1. From 
equation (25), assuming f 
-1
 exists, we have: 
 𝑥 = [𝑉1, 𝑉2, … , 𝑉𝑁 , 𝜃2, 𝜃3, … , 𝜃𝑁 ]
𝑇 = 𝑓−1(𝑃𝐿 , 𝑄𝐿)                                (26) 
where f 
-1
 is a nonlinear function mapping the load power measurements to the state 
variables.   
Applying the conventional state estimation model outlined in equation (1) to the 
above example, the measurement vector z, and the vector of the non-linear relationship 
between measurements and state variables h(x) become 
 
𝑧 = [
𝑃𝐿
𝑄𝐿
]
ℎ(𝑥) = 𝑓(𝑥)
       (27) 
and the error vector e is the difference between the actual values and the measurements of 
PL and QL.  
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𝑧 = ℎ(𝑥) + 𝑒 ↔ [
𝑃𝐿
𝑄𝐿
] = 𝑓(𝑉, 𝜃) + 𝑒     (28) 
The measurement Jacobian J(x) matrix in equation (8) becomes 
𝑱(𝑥) =
𝜕𝑓(𝑥)
𝜕𝑥
𝑱(𝑥) = [
𝜕𝑃𝐿
𝜕𝑉
𝜕𝑃𝐿
𝜕𝜃
𝜕𝑄𝐿
𝜕𝑉
𝜕𝑄𝐿
𝜕𝜃
]
      (29), 
Note that when the measurement set is composed of only load bus measurements the 
Jacobian is underdetermined, for instance, for the system in Figure 3.1 it is composed of 
two sets of equations with five unknown variables. In state estimation problems, the only 
known quantities are the measurements and the admittance. Admittance comprises of the 
conductance (G) and susceptance (B). The process of state estimation in alternating 
current (AC) circuits is iterative because of the non-linear nature of the equations, so 
initial guesses need to be made for the state vector x. The typical initial guess is a flat 
start [2], which means the voltage magnitudes V are given a value of 1 and the phase 
angles θ a value of 0. 
In all the case studies undertaken in this research, it was impossible to determine 
the states of the systems using conventional state estimation. In all cases the iterative 
state estimation process was unable to converge. This is due to the fact that the 
measurement Jacobian was underdetermined in all the cases. Conventional state 
estimators require at least a fully determined measurement Jacobian, which means that a 
minimum of 2N-1 measurements must be available. But typically, an overdetermined 
system of equations is used. 
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As a result, no existing approach for power systems state estimation is able to 
accurately model the f 
-1
 function. However, in this research, the ability of neural 
networks to accurately map non-linear patterns is exploited to model it. A brief 
introduction of artificial neural networks (ANNs) is presented in Section 2.2. The ability 
of ANNs to accurately model the f 
-1
 function is demonstrated in the following sections. 
 
3.1. ANN-Based State Estimation 
This section shows the application of ANN as a state estimator. The GE 6-bus 
power system and IEEE 14-bus have been successfully trained using the BP neural 
network, for state estimation analysis. The bus injection powers and voltages (magnitudes 
and phase angles) observations were generated from the base cases using the GE Power 
System Load Flow (PSLF) software and divided into testing and training patterns. 
 
3.1.1. ANN-Based State Estimation for 6-bus System 
The diagram of the 6-bus power system is shown in Figure 3.2. For ANN-based 
state estimation application on the 6 bus power system, there are 4 inputs as the 
measurement set representing the real and reactive power of the two load buses and 12 
outputs as the variable set representing the magnitude and phase angle of voltages of all 
the buses. Forty (40) observations (patterns) were generated with PLSF software. Each 
observation comprises 4 data points for the inputs and 12 data points for the outputs, a 
total of 16 data points. The variation ranges of the 4 inputs are around ±40% of the base 
case (see Section 1.5 for definition of base case) values of the loads. This is within the 
normal (stable) range of the power system. It is assumed that the load cycle at all the load 
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buses is similar. Out of the 40 patterns, 20 patterns are used for training and the other 20 
are used for testing. A neural network with three processing layers is used: two hidden 
layers with 3 neurons and 6 neurons, respectively and one output layer with 12 neurons. 
The BP network is designed using MATLAB Neural Network Toolbox. 
 
Figure 3.2. Diagram of the GE 6-bus power system 
 
The performance of the proposed ANN state estimator on the 6-bus system is 
measured by using the Mean Square Error (MSE) of the training and testing results, 
which is 1.46 × 10-5 for the training data and is 6.81 × 10-5 for the testing data. The plots 
of the ANN calculated voltage magnitudes (shown in dots) with respect to the actual 
voltage magnitudes (shown in connected lines) for each bus of the 6 bus system are 
shown in Figure 3.3 and the plots of the ANN calculated voltage phase angles (shown in 
dots) with respect to the actual voltage phase angles (shown in connected lines) for each 
bus of 6 bus system is shown in Figure 3.4.  Note that the actual values were obtained 
from GE PSLF software. 
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In the voltage magnitude plots, it might seem that the state estimator has a low 
accuracy, because the calculated values seem far from the actual values. This is due to the 
high resolution of the plot values. This resolution is necessary because the voltage 
magnitude values are in per unit (pu) and so do not have a wide range. Nevertheless, the 
error in predicting the values is very low. For instance, the farthest value from the 
diagonal line for the Vmag Bus 6 plot has the ANN (calculated) value of 1.025 pu, while 
the actual (target) value is 1.0325 pu. This translates to an error of 0.0075 pu, which is 
about 0.7% error. Note that the R-squared calculation takes into consideration all the 
plotted data points for the variable. 
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Figure 3.3. Plots of the actual voltage magnitudes (vertical axes) vs. the calculated 
voltage magnitudes for the 6-bus system (horizontal axes) 
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Figure 3.4. Plots of the actual voltage phase angles (vertical axes) vs. the calculated 
voltage phase angle for the 6-bus system (horizontal axes) 
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The performance of the ANN-based state estimator on the GE 6-bus system was 
also measured using the coefficient of determination (R-squared values) of the voltage 
magnitudes and phase angles from the testing results. The R-squared values ranged from 
between 98.19% to 100%. 4 buses (1, 2, 3 and 4) showed the highest R-squared value 
(100%) whereas bus 6 showed the lowest R-squared value (98.19%) for the voltage 
magnitudes, and bus 3 showed the highest R-squared value (100%) whereas bus 4 
showed the lowest R-squared value (99.9997%) for phase angles. The R-squared values 
are shown in Table 3.1. The voltage magnitudes of buses 1, 2 and 4 were fairly constant 
and so ANN could estimate their values with very high accuracy. The constancy of these 
values is due to the generators on these buses. Generators maintain the voltage 
magnitudes of their buses at a certain value as long as they have sufficient reactive 
power. Bus 3 is the slack bus, hence its voltage magnitude and phase angle are constant at 
1.04 per unit (pu) and 0 degrees, respectively. This is why ANN could estimate their 
values with very high accuracy. 
Table 3.1. R-Squared Values for GE 6-Bus System 
Bus number 
Voltage magnitude 
R-squared value 
Phase angle R-
squared value 
1 1 0.999999972 
2 1 0.999999983 
3 1 1 
4 1 0.999997293 
5 0.999867919 0.999999906 
6 0.981884377 0.999997454 
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3.1.2. ANN-Based State Estimation for IEEE 14-Bus System 
The diagram of the IEEE 14-bus power system is shown in Figure 3.5. There are 
16 inputs as the measurement set representing the real and reactive powers of the 8 load 
buses (4, 5, 9, 10, 11, 12, 13 and 14) and 28 outputs representing the voltage magnitudes 
and phase angles of all the buses in the system. 112 observations (patterns) were 
generated using GE’s PSLF software and divided into 56 patterns for training and the rest 
for testing. Each observation comprises 16 data points for the inputs and 28 data points 
for the outputs, a total of 44 data points. The variation ranges of the 16 inputs are ±60% 
of around the base case (see definition in Section 1.5) values of the load buses. This is 
within the normal (stable) range of the power system. A neural network with three layers 
is used for training: two hidden layers with 10 neurons and 8 neurons, respectively, and 
one output layer with 28 neurons. 
 
Figure 3.5. Diagram of the IEEE 14-bus system 
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The performance of the ANN-based state estimator on the IEEE 14-bus system is 
measured using the Mean Square Error (MSE) of the training and testing results, which is 
2.49 × 10-5 for the training data and 2.33 × 10-3 for the testing data. The plots of the ANN 
calculated voltage magnitudes (shown in dots) with respect to the actual voltage 
magnitudes (shown in connected lines) for buses 2, 3, 6, 9, 11 and 14 are shown in Figure 
3.6 and the plots of the ANN calculated voltage phase angles (shown in dots) with respect 
to the actual voltage phase angles (shown in connected lines) for the above-listed buses is 
shown in Figure 3.7. Note that the actual values were obtained from GE PSLF software.  
The performance of the ANN-based state estimator on the IEEE 14-bus system 
was also measured using the coefficient of determination (R-squared values) of the 
voltage magnitudes and phase angles from the testing results. The R-squared values 
ranged from between 94.54% to 100%. 3 buses (1, 2 and 3) showed the highest R-
squared value (100%) whereas bus 8 showed the lowest R-squared value (99.74%) for the 
voltage magnitudes, and bus 1 showed the highest R-squared value (100%) whereas bus 2 
showed the lowest R-squared value (94.54%) for phase angles. The R-squared values are 
presented in Table 3.2. The voltage magnitudes of buses 1, 2 and 3 were fairly constant 
and so ANN could estimate their values with very high accuracy. The constancy of these 
values is due to their remoteness with respect to the load center – the farther a bus is from 
the load center, the lesser the variation in its voltage magnitude. 
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Table 3.2. R-Squared Values for IEEE 14-Bus System Using Only Load Measurements 
Bus number 
Voltage magnitude 
R-squared value 
Phase angle R-
squared value 
1 1 1 
2 1 0.945405 
3 1 0.982143 
4 0.999673 0.988412 
5 0.999986 0.984879 
6 0.998921 0.994684 
7 0.998891 0.993981 
8 0.997405 0.993981 
9 0.998309 0.995899 
10 0.998216 0.996002 
11 0.998385 0.995947 
12 0.998257 0.996084 
13 0.999246 0.99539 
14 0.998176 0.996939 
 
 
In the voltage magnitude plots, it might seem that the state estimator has a low 
accuracy, because the calculated values seem far from the actual values. This is due to the 
high resolution of the plot values. This resolution is necessary because the voltage 
magnitude values are in per unit (pu) and so do not have a wide range. Nevertheless, the 
error in predicting the values is very low. For instance, the farthest value from the 
diagonal line for the Vmag Bus 14 plot has the ANN (calculated) value of 1.009 pu, 
while the actual (target) value is 0.991 pu. This translates to an error of 0.018 pu, which 
is about 1.8% error. Note that the R-squared calculation takes into consideration all the 
plotted data points for the variable. 
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Figure 3.6. Plots of the actual voltage magnitudes (vertical axes) vs. the calculated 
voltage magnitudes for the IEEE 14-bus system (horizontal axes) 
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Figure 3.7. Plots of the actual voltage phase angles (vertical axes) vs. the calculated 
voltage phase angle for the IEEE 14-bus system (horizontal axes) 
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The preliminary results shown above serve as a proof of concept that it is possible 
to implement a state estimator having a Jacobian with an underdetermined system of 
equations.  
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CHAPTER 4 
DETERMINATION OF CRITICAL LOCATIONS  
Critical variables of a system are those variables that invariably capture the 
changes occurring in that system; in other words, they significantly reflect changes of 
other variables in the system. The methodology proposed in this dissertation is based on 
the eigenvalues of the measurable variables of the system, including the real and reactive 
power injections at buses (generators, synchronous condensers and loads), the real and 
reactive power flows on the lines and the voltage magnitudes and phase angles of all the 
buses. The eigenvalues of the given system are determined using principal component 
analysis (PCA). The reduced model state estimation tool is developed using artificial 
neural networks (ANNs). Figure 4.1 gives the flowchart for the identification of critical 
variables developed in this research. The flowchart is more specific to the threshold 
method discussed in Section 4.2.1. 
The methodology comprises the following steps: 
1) Data generation  
Mathematical models (see definition in Section 1.5) of the system under study are 
used to generate data samples by simulation as it is difficult to obtain historical 
data containing every desired measurable variable. Simulations covering the 
normal operating range of the system are run using a load flow program like 
Siemens Power System Simulator for Engineering (PSS/E). Typically, in system 
planning studies, the utility company or regional system operator provides the 
base cases (see definition in Section 1.5) and advises on the typical generator 
dispatches and configurations of the system. 
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2) Selection of principal components  
Eigenvalues of the variables of the system are calculated from the generated data 
and ranked in order of magnitude into principal components. The principal 
components contributing a certain percentage of the total sum of the eigenvalues 
are selected for further analysis. 
3) Identification of critical variables and their locations  
Critical variables of the system are identified using a predetermined threshold. 
Coefficients (elements) of the eigenvector matrix that correspond to the selected 
principal components are compared against the threshold. Variables with 
coefficients greater than the threshold are identified as critical. Buses 
corresponding to the identified variables are classified as the critical locations of 
the system. 
4) State Estimation 
Measurements of the identified critical variables of the system are used to train an 
ANN-based state estimator, as explained in CHAPTER 3. This state estimator 
utilizes a fewer number of measurements than conventional state estimators. 
These processes are described in more detail below. 
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Figure 4.1. Flowchart of the methodology 
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4.1. Principal Component Analysis 
This dissertation proposes a method for identification of critical variables of a 
power system and their locations using eigenvalue analysis. The most readily available 
and easily understandable technique for eigenvalue analysis is the principal component 
analysis (PCA).  
PCA is a fundamental aspect in the study of multivariate data and a standard tool 
in modern data analysis. It is a non-parametric statistical method for converting 
observations of possibly correlated variables into a set of uncorrelated variables through 
orthogonal transformation. The goal of PCA is to find the most meaningful basis to 
present a data set with the hope that the new basis will eliminate the noise and uncover 
hidden structure.  
PCA operates using three major assumptions which include: linearity, large 
variances representing interesting and important structure and the orthogonality of 
principal components. Linearity vastly simplifies the problem of re-expressing the data 
set by restricting the number of potential bases; therefore PCA is limited to expressing 
the data as a linear combination of its basis vectors. The directions with the largest 
variances in the measurement space contain the dynamics of interest and are presumed to 
be directions with the highest signal-to-noise ratio (SNR), while those with lower 
variances represent noise. The assumption that the principal components are orthogonal 
provides an intuitive simplification that makes it possible for PCA to exploit linear 
algebra decomposition techniques [28]. Such techniques include eigenvector 
decomposition and singular value decomposition. 
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PCA is gradually gaining popularity in the analysis of power systems. Some 
works use an extension of PCA to solve peculiar problems, for instance, reference [29] 
combines radial basis function with PCA to handle non-Gaussian distributed variables, 
whereas in reference [30] PCA is used to eliminate colored measurement noise in order to 
improve the accuracy of the Kalman state estimator. Other works employ PCA directly. 
In references [31] and [32] PCA is used to reduce the dimensions of measurement data in 
order to speed up the computation process. PCA has likewise been used to detect and 
visualize power system disturbances [33], to identify coherent generators in large power 
systems [34], and to detect islands for distributed generation systems [35]. 
In this dissertation, PCA is used to generate the eigenvalues for data comprising 
observations of measurable system variables, such as real and reactive power flows and 
injections, and voltage magnitudes and phase angles. Further analysis is done on a subset 
of the data corresponding to the most prominent eigenvalues. This data subset is used to 
identify the system critical variables and their locations. The effectiveness of monitoring 
these critical locations is demonstrated on the IEEE 118-bus system. 
The algorithm for PCA is simple and can be summarized in three steps for 
multidimensional data: 
a) Choose a normalized direction in m-dimensional space along which the variance 
in the data Y is maximized. Save this as vector p1. (m is the number of basis 
vectors.) 
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b) Identify another direction along which the variance is maximized. Because of the 
orthonormality conditions, restrict the search to all directions orthogonal to all 
previous selected directions. Save this as vector pi. 
c) Repeat steps a) and b) until m vectors are selected. 
The resulting ordered set of the vectors in P = {p1,…,pi,…,pm} are the principal 
components of Y. 
Assuming n observations are generated for a system with m measurable variables, 
the n × m data matrix Y has a symmetric m × m correlation matrix C.  
𝒀 = [
𝑦11 … 𝑦1𝑚
⋮ ⋱ ⋮
𝑦𝑛1 … 𝑦𝑛𝑚
]
𝑪 = [
𝑐11 … 𝑐1𝑚
⋮ ⋱ ⋮
𝑐𝑚1 … 𝑐𝑚𝑚
]
       (30) 
Premultiplying and postmultiplying C by a certain orthonormal matrix O converts it to a 
diagonal matrix 𝚲 [36] such that 
𝑶𝑻𝑪𝑶 = 𝚲      (31) 
𝑶 = [
𝑜11 … 𝑜1𝑚
⋮ ⋱ ⋮
𝑜𝑚1 … 𝑜𝑚𝑚
]
𝚲 =
[
 
 
 
 
𝜆1 0 0 0 0
0 ⋱ 0 0 0
0 0 𝜆𝑖 0 0
0 0 0 ⋱ 0
0 0 0 0 𝜆𝑚]
 
 
 
                   (32) 
The eigenvalues (characteristic roots) 𝜆 of C form the diagonal elements of 𝚲 and are 
calculated by finding the determinant of the characteristic equation for C: 
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|𝑪 − 𝜆𝑰| = 0          (33) 
where 𝜆 is an mth degree polynomial and I is the identity matrix of size m. Practically, 
the eigenvalues are obtained using iterative procedures, and they can be scaled such that 
they sum up to 1. 
The eigenvalues 𝜆1, 𝜆2, 𝜆i,…, 𝜆m are sample variances of the principal components 
(PCs), which are obtained through a principal transformation of the original m coordinate 
axes such that the new variables are uncorrelated and each new axis is selected to 
represent as much of the variance in Y as possible [37]. Therefore, the first PC accounts 
for more variability than the second, the second PC accounts for more variability than the 
third, and so on. Essentially, the m × n PCs matrix P is found by: 
𝑷 = 𝑭𝑻[𝒀 − ?̅?]𝑻      (34) 
where F is the matrix whose columns (f1, f2,…, fm) are the eigenvectors of C and ?̅? is the 
mean of Y [36].  
𝑷 = [
PC1
⋮
PCm
] = [
𝑝11 … 𝑝1𝑛
⋮ ⋱ ⋮
𝑝𝑚1 … 𝑝𝑚𝑛
]         (35) 
𝑭 = [𝑓1 ⋯ 𝑓𝑖 ⋯ 𝑓𝑚] =
[
 
 
 
 
𝑎11 ⋯ ⋯ ⋯ 𝑎1𝑚
⋮ ⋱ ⋯ ⋯ ⋮
⋮ ⋯ 𝑎𝑘𝑖 ⋯ ⋮
⋮ ⋯ ⋯ ⋱ ⋮
𝑎𝑚1 ⋯ ⋯ ⋯ 𝑎𝑚𝑚]
 
 
 
 
     (36) 
The trace of F (tr(F)) is equal to the trace of C (tr(C)). The rows of P correspond to the 
PCs and are arranged in order of decreasing principality (PC1 is more important than 
PC2). The eigenvectors are determined by solving: 
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{
[𝑪 − 𝜆𝑰]𝑔𝑖 = 0
𝑓𝑖 =
𝑔𝑖
√𝑔𝑖
𝑇𝑔𝑖
}        (37) 
where g is an intermediate variable used for solving the set of equations in (37). 
The proportion of the variance explained by each PC is given by: 
𝑆𝑖 =
𝜆𝑖
𝑡𝑟(𝑪)
=
𝜆𝑖
∑ 𝜆𝑖
𝑚
𝑖
       (38) 
where tr(C) is the trace of C. The selection of PCs retained for further computations was 
based on the values of the vector S. The ith PC is retained if  
𝑆𝑖 ≥
1
𝑚
      (39) 
where 1 is the sum of the scaled values of the eigenvalues. This quick technique is 
derived from the Average Root technique described along with other PC significance 
tests in [36] and [37]. 
The P and F matrices can then be expressed thus:  
𝑷 = [
𝑷𝑟𝑒𝑡
− −
𝑷𝑑𝑖𝑠
] =
⌈
  𝑝11   …   𝑝1𝑛   
⋮ ⋱ ⋮
  𝑝𝑟1   …   𝑝𝑟𝑛   
⌉}    𝑟𝑒𝑡𝑎𝑖𝑛𝑒𝑑
− − − − − − − − − − − − − −
⌊
𝑝𝑟+1,1 … 𝑝𝑟+1𝑛
⋮ ⋱ ⋮
𝑝𝑚1 … 𝑝𝑚𝑛
⌋}  𝑑𝑖𝑠𝑐𝑎𝑟𝑑𝑒𝑑
         (40) 
𝑭 = [𝑭𝑟𝑒𝑡 | 𝑭𝑑𝑖𝑠] = [
𝑎11 ⋯ 𝑎1𝑟
⋮ ⋱ ⋮
𝑎𝑚1 ⋯ 𝑎𝑚𝑟
|
|
|
𝑎1,𝑟+1 ⋮ 𝑎1𝑚
⋮ ⋱ ⋮
𝑎𝑚,𝑟+1 ⋯ 𝑎𝑚𝑚
]     (41) 
where Pret and Fret represent the matrices of the retained PCs and eigenvectors whereas 
Pdis and Fdis represent the matrices of the discarded PCs and eigenvectors. 
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4.2. Identification of Critical Locations 
From equation (34) the matrix Y can be reconstructed thus: 
𝒀 = 𝑷𝑻𝑭𝑻 + ?̅?      (42) 
and 
?̂? = 𝑷𝒓𝒆𝒕
𝑻 𝑭𝒓𝒆𝒕
𝑻 + ?̅? = [
  𝑝11   …   𝑝1𝑛   
⋮ ⋱ ⋮
  𝑝𝑟1   …   𝑝𝑟𝑛   
]
𝑇
[
𝑎11 ⋯ 𝑎1𝑟
⋮ ⋱ ⋮
𝑎𝑚1 ⋯ 𝑎𝑚𝑟
]
𝑇
+ ?̅?     (43) 
where ?̂? is n × m matrix of the reconstructed data. However, from observation, some 
variables in the power system are more critical than others. The critical variables have 
more influence in the reconstruction of ?̂? than the others. The variable Vk is considered to 
be critical if it is significantly representative of the changes of other variables in the 
system: 
∀𝑉𝑖: 𝜕𝑉𝑗 → ∆𝑉𝑘; 𝑖, 𝑗 = 1,𝑚; 𝑉𝑘 ∈ 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠   (44) 
where 𝜕 represents any change in the network variables, Δ represents a substantial 
expression of the critical variable Vk. Critical variables are identified using the 
coefficients of the eigenvectors corresponding to the retained PCs. Two approaches 
(threshold and R-squared methods) are investigated in this dissertation for the 
identification of critical variables. The critical locations of the power system are 
determined by the locations of the critical variables. Figure 4.1 illustrates the process of 
the identification of critical variables and locations using the threshold method. In the 
diagram x represents 1/m. 
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4.2.1. Identification of Critical Variables using the Threshold Method 
The criticality of each of the m variables of the system can be determined through 
the coefficients (elements) of the retained eigenvector matrix Fret. The variable 
corresponding to the highest absolute coefficient value in the retained eigenvector matrix 
Fret is the most critical and the minimum absolute coefficient value relates to the least 
critical variable in the system. Although this variable selection technique is novel, it is 
similar in philosophy to the principal component methods presented in references [38] 
and [39]. 
For practical purposes, a threshold is used to set a cut-off value for selecting 
critical variables. Therefore, Vk is considered critical if 
|𝑎𝑘𝑖| ≥ 𝜀;      𝑖 = 1, 𝑟; 𝑘 = 1,𝑚      (45) 
where aki is an element in F as shown in equation (36) and the kth coefficient of the ith 
column, ε is the specified threshold and r is the number of retained eigenvectors. Note 
that the number of retained eigenvectors equals the number of retained PCs. A suitable 
threshold ε for determining the criticality of a variable is given by: 
𝜀 =
2
3
𝑒 ∑ 𝑠𝑘
𝑚
𝑘=1        (46) 
𝑠 = √
1
𝑚
∑ (𝑎𝑖 − ?̅?)2
𝑚
𝑖=1                  (47) 
where e is Euler’s number, ai is the coefficient of the ith variable, ?̅? is the mean of the 
coefficients for each variable. If multiple coefficients of the same variable are greater 
than the threshold, only one instance of the variable is recorded as critical. 
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The formulas in equations (46) and (47) are derived from observation of the 
eigenvector (F) matrices of the IEEE 14-bus system analyzed in CHAPTER 5. The 
formulas are developed by judiciously analyzing the statistical composition (means, 
variances, standard deviations, etc.) of the matrices and correlating them to the threshold 
determined hitherto by trial and error. As observed in that chapter, 21 critical variables 
were observed for each of the three dispatches analyzed and these 21 variables were 
exactly the same for all three dispatches. These derived formulas will be used in 
subsequent determination of critical variables of power systems. 
 
4.2.2. Identification of Critical Variables using the R-squared Method 
This entails simulating the loss of the measurement for each variable individually 
and determining the effect of this loss on the system. To simulate the loss of the 
measurement for a variable, all the elements of the retained eigenvector matrix (Fret) 
related to that variable are set to zero. Then, a reconstruction of the data matrix (?̂?) is 
done using equation (43). The measure of the impact of the loss of each variable on the 
system is the coefficient of determination (R-squared): 
𝑅2 = 1 −
∑(𝑦𝑛𝑚−?̂?𝑛𝑚)
2
∑(𝑦𝑛𝑚−?̅?𝑛𝑚)2
    (48) 
𝑦𝑛𝑚 ∈ 𝒀; ?̂?𝑛𝑚 ∈ ?̂?; ?̅?𝑛𝑚 ∈ ?̅?     (49) 
The variables are then ranked in order of increasing R-squared values. The most critical 
variable is the variable with the minimum R-squared value because a lower value means 
a loss of the variable’s measurement would have a significant impact on the system.  
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CHAPTER 5 
IMPLEMENTATION ON A SMALL SYSTEM 
In this chapter the concept of the identification of critical variables of the IEEE 
14-bus system and their locations and the use of the identified critical variables in 
estimating the state of the system is presented. The IEEE 14-bus system was a segment of 
the American Electric Power System (AEP) around February 1962 [40]. AEP served the 
Midwestern US. The original test case as obtained from reference [40] does not have line 
limits, and has low base voltages and too much voltage control capability compared to 
the power systems of the 1990’s. The diagram of the IEEE 14-bus power system is shown 
in Figure 3.5. 
 
5.1. Principal Component Analysis on IEEE 14-Bus System 
Firstly, bus injection powers, line flows and complex voltage observations were 
generated from three different generation dispatches (Table 5.1) of the system using the 
GE Power System Load Flow (PSLF) software. This was done in the range within which 
the system is in the normal (stable) state. The observations were created by varying loads 
at all load buses at ±60% of the base case value. 
Table 5.1. Three Dispatches Used 
Dispatch # Gen 1 Gen 2 
1 Slack bus 40 MW 
2 Slack bus 60 MW 
3 Slack bus 50 MW 
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The measurable variables in the IEEE 14-bus system include 40 real and reactive 
power flow measurements, 32 real and reactive power injection (for loads, generators and 
synchronous condensers) measurements, and 28 voltage magnitude and phase angle 
measurements – a total of 100 measurements. After generating the observations as 
described above, PCA was run on each of the dispatches. From a total of 100 PCs the 
first six PCs were selected in each case. The total contribution of the six PCs in each case 
was about 96% of the system power. The values of the first 10 PCs for each of the three 
dispatches are presented in Table 5.2. Using a threshold of ε = 0.18, 21 critical variables 
were identified for each of the three dispatches. The same exact 21 variables were 
identified for all the dispatches. The results are presented in Table 5.3. For power 
injections, p and q stand for real and reactive power injection, and the number behind 
them is the bus number. For power flows, the first number stands for the “from bus” bus 
number, whereas the second number stands for the “to bus” bus number. 
Table 5.2. First 10 Principal Components for the Three Dispatches 
 Dispatch 1 Dispatch 2 Dispatch 3 
PC 
# 
Contribution, 
% 
Cumulative 
Total, % 
Contribution, 
% 
Cumulative 
Total, % 
Contribution, 
% 
Cumulative 
Total, % 
1 52.6748 - 63.6569 - 59.7645 - 
2 20.9395 73.6143 13.8658 77.5227 16.9066 76.6711 
3 10.9705 84.5848 8.4681 85.9908 8.1347 84.8058 
4 5.2002 89.7850 4.6442 90.6350 5.0801 89.8859 
5 3.8218 93.6068 3.6778 94.3128 3.8967 93.7826 
6 2.0643 95.6711 1.8318 96.1447 2.0043 95.7869 
7 1.1539 N/A 1.0290 N/A 1.1242 N/A 
8 0.8206 N/A 0.7313 N/A 0.7991 N/A 
9 0.6450 N/A 0.5733 N/A 0.6263 N/A 
10 0.4827 N/A 0.4284 N/A 0.4688 N/A 
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Table 5.3. Critical Variables in the IEEE 14-bus System 
Power Injections 
p1, p2, q2, p4, p9, q9, p13, p14 
Power Flows 
p1-2, p1-5, p2-4, p4-5, p4-7, q4-7, p5-6, q5-6, p6-13, p7-9, q7-9, p9-14, p13-14 
 
 
5.1.1. Critical Locations of the IEEE 14-Bus System 
Nine critical locations (buses) of the IEEE 14-bus system corresponding to the 
locations of the critical variables were identified. These locations are represented by the 
bus numbers: 1, 2, 4, 5, 6, 7, 9, 13 and 14. For example, critical variables p1, p2 and p1-2 
identify buses 1 and 2 as critical locations. Other critical locations were identified in a 
similar manner. From the foregoing, the number of monitored nodes for the IEEE 14-bus 
system is about 64% of the total available nodes in the system. 
 
5.1.2. ANN-Based State Estimation with Critical Variables 
The IEEE 14-bus was successfully trained, using the BP neural network, for state 
estimation analysis. The inputs to the ANN are the 21 critical variables identified above. 
The outputs are the 28 voltage magnitudes and phase angles of all buses in the system. A 
total of 112 observations (patterns) were generated from Dispatch #3. Each observation 
comprises 21 data points for the inputs and 28 data points for the outputs, a total of 49 
data points.  From these, half of the patterns were used in training the ANN and the rest 
for testing. The neural network has three processing layers: two hidden layers with 10 
neurons and 8 neurons, respectively and one output layer with 28 neurons. The BP 
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network is designed using MATLAB Neural Network Toolbox. The performance of the 
proposed ANN state estimator could be measured using the Mean Square Error (MSE). 
The MSE for the training data is 2.81 × 10-5. The MSE for the testing data for this 
scenario is 1.38 × 10-4. The plots of the ANN calculated voltage magnitudes (shown in 
dots) with respect to the actual voltage magnitudes (shown in connected lines) for 6 buses 
selected at random (buses 2, 3, 6, 9, 11 and 14) are shown in Figure 5.1 and the plots of 
the ANN calculated voltage phase angles with respect to the actual voltage phase angles 
for the same buses are shown in Figure 5.2. Note that the actual values were obtained 
from GE PSLF software. 
The performance of the ANN-based state estimator on the IEEE 14-bus system 
was also measured using the coefficient of determination (R-squared values) of the 
voltage magnitudes and phase angles from the testing results. The R-squared values 
ranged from between 99.66% to 100%. 3 buses (1, 2 and 3) showed the highest R-
squared value (100%) whereas bus 5 showed the lowest R-squared value (99.66) for the 
voltage magnitudes, and bus 1 showed the highest R-squared value (100%) whereas bus 
12 showed the lowest R-squared value (99.98%) for phase angles. The R-squared values 
are presented in Table 5.4. The voltage magnitudes of buses 1, 2 and 3 were fairly 
constant and so ANN could estimate their values with very high accuracy. The constancy 
of these values is due to their remoteness with respect to the load center – the farther a 
bus is from the load center, the lesser the variation in its voltage magnitude.  
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Table 5.4. R-Squared Values for IEEE 14-Bus System Using Critical Variables’ 
Measurements 
Bus number 
Voltage magnitude 
R-squared value 
Phase angle R-
squared value 
1 1 1 
2 1 0.999919 
3 1 0.999966 
4 0.996984 0.999938 
5 0.996573 0.999847 
6 0.999954 0.999876 
7 0.999512 0.999908 
8 0.999637 0.999908 
9 0.999905 0.999917 
10 0.999787 0.999852 
11 0.999797 0.999912 
12 0.999261 0.999831 
13 0.999906 0.99991 
14 0.999389 0.999999 
 
 
In the voltage magnitude plots, it might seem that the state estimator has a low 
accuracy, because the calculated values seem far from the actual values. This is due to the 
high resolution of the plot values. This resolution is necessary because the voltage 
magnitude values are in per unit (pu) and so do not have a wide range. Nevertheless, the 
error in predicting the values is very low. For instance, the farthest value from the 
diagonal line for the Vmag Bus 14 plot has the ANN (calculated) value of 1.009 pu, 
while the actual (target) value is 0.991 pu. This translates to an error of 0.018 pu, which 
is about 1.8% error. Note that the R-squared calculation takes into consideration all the 
plotted data points for the variable. 
The critical variables identified for this IEEE 14-bus system make up about 96% 
of the power of the system as shown in Table 5.2. However, the minimum R-squared 
value from the ANN-based state estimation is 99.66%. This level of accuracy is 
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achievable because only the values of the voltage magnitudes and phase angles, which 
make up only 28% of the variables, were estimated. 
The proposed ANN state estimator program was coded in MATLAB and run on 
Intel i7 64-bit Dell Precision T1500 machine running a Windows 7 operating system. 
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Figure 5.1. Plots of the actual voltage magnitudes (vertical axes) vs. the calculated 
voltage magnitudes for IEEE 14-bus system (horizontal axes) 
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Figure 5.2. Plots of the actual voltage phase angles (vertical axes) vs. the calculated 
voltage phase angles for the 14-bus system (horizontal axes) 
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Conventional state estimators require a minimum of 2N-1 input variables 
(measurements) in order to function. Here N refers to the number of buses in the system. 
The minimum number of measurements required for conventional state estimation for the 
IEEE 14-bus system is 27. However, by using only 21 measurements, the results of this 
methodology have proved that it is possible to estimate the state of a system with a 
number of input variables fewer than 2N-1. The difference in the number of input 
variables may not be much in this small 14-bus system but it is significant in larger 
systems as documented in CHAPTER 6.  
In this chapter the number of critical variables picked up by principal component 
analysis (PCA) was determined by trial and error. However, the results of the analysis on 
the IEEE 14-bus system in this chapter form the basis for the derivation of the threshold 
equation used in the threshold method for identification of critical variables of power 
systems presented in CHAPTER 4. 
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CHAPTER 6 
IMPLEMENTATION ON A LARGE SYSTEM 
The results presented in CHAPTER 5 are the implementation of the methodology 
on relatively small systems. This chapter will be devoted to implementation of the 
methodology on IEEE 118-bus system. This is a fairly large standardized test system 
composed of 186 branches (including transformers), 91 loads and 54 generators. This 
system represents a portion of the American Electric Power System in the Midwestern 
US as of December 1962.  Even though it has a lot of voltage control devices, and the 
base KV (kilovolt) levels and line MVA (Megavolt Amperes) limits were made up, the 
test case is quite robust and converges in about 5 iterations with a fast decoupled power 
flow [40].   Using a standardized system makes it easier to verify and compare results for 
different approaches and methodologies in power system analyses. The base case (see 
definition in Section 1.5) of the system was obtained from reference [40] in the IEEE 
common data format (CDF). 
 
6.1. Data Generation for IEEE 118-Bus System 
The base case (see definition in Section 1.5) of the IEEE 118-bus system was 
converted from the CDF format into a Power System Simulator for Engineering (PSS/E) 
case format. Given that the format in which the system data is available does not contain 
details about the system load level, it was assumed that the system load was at a shoulder 
level (70% of the peak value). Therefore, the minimum and maximum generation 
capacities (Pmin and Pmax) of the generators were adjusted to accommodate system loading 
at light load and peak load levels using the “Load Modeling Guide for ISO New England 
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Network Model” [41]. The light load level is 45% of the peak load level. Thus, the light 
load level used is 60% (≈45/70) of the base case loading, whereas the peak load level 
used is 140% (≈100/70). Also, since no utility company or regional system coordinating 
body can provide information on typical system dispatches for the IEEE 118-bus system, 
the following dispatches documented in Table 6.1 were assumed. Dispatch 1 is the base 
dispatch with all generators online as shown in Table 6.2 (motors and synchronous 
condensers are not included because they do not generate real power). In the remaining 
dispatches, one generator is switched offline (Generator Offline column) while another 
(Pickup Generator column) picks up the real power (MW Redispatched column) 
previously generated by the offline generator. 
Table 6.1. Dispatches Used for the IEEE 118-bus system 
Dispatch Generator Offline Pickup Generator MW Redispatched 
1 - - - 
1a Bus 12 Bus 10 85 
1b Bus 61 Bus 65 160 
1c Bus 49 Bus 89 204 
1d Bus 25 Bus 80 220 
1e Bus 103 Bus 100 40 
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Table 6.2. Real Power Output of Generators in Dispatch 1 
Generator Bus 
Number 
Real Power Output 
(MW) 
Generator Bus 
Number 
Real Power Output 
(MW) 
10 450 65 391 
12 85 66 392 
25 220 69 513.4 
26 314 80 697 
31 7 87 4 
46 19 89 607 
49 204 100 252 
54 48 103 40 
59 155 111 36 
61 160   
 
 
Data samples were generated for each of the dispatches outlined above by varying 
all the loads simultaneously within the margins described at the beginning of this section 
(±40% of the original value in the load flow case) and adjusting the online generators as 
necessary to accommodate the permutations. This is due to the assumption that the 
system loading level as obtained from reference [40] is at shoulder level. This 
permutation range covers the light load and peak load levels, which correspond to the 
normal operating range of power systems. Load flow simulations were run using Python 
and PSS/E, and the values of the measurable system variables, such as real and reactive 
power flows and injections, and voltage magnitudes and phase angles, were recorded. A 
total of 1506 observations were recorded. 
 
6.2. Principal Component Analysis on IEEE 118-Bus System 
The measurable variables considered for the IEEE 118-bus system include 372 
real and reactive power flow measurements, 290 real and reactive power injection 
measurements (for loads, generators and synchronous condensers), and 236 voltage 
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magnitude and phase angle measurements – a total of 898 measurements. Given that the 
number of observations is 1506, a 1506 × 898 data matrix Y is obtained.  
The 898 × 898 covariance matrix C has 898 eigenvalues, which are scaled such 
that they sum up to 1. The scaled values range from 0 to 0.7999. From equation (39) the 
PCs retained must fulfill the condition: Si ≥
1
m
=
1
898
 = 0.001113 = 0.1113%.  
The PCA investigation for this experiment was done using MATLAB [42] and 
[43], and the singular value decomposition algorithm in MATLAB was employed for the 
eigenvalue calculation. 
Out of the original 898 PCs, the first 11 PCs, with values ranging from 0.1160% 
to 79.9943% are greater than 0.1113%; thus they satisfied the PC retention condition in 
equation (39) and were retained. The values of the first 15 PCs are presented in Table 6.3. 
The sum of the contributions of the retained PCs equals 99.76%. The discarded 887 PCs 
had contributions ranging from 0 to 0.0614%. 
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Table 6.3. First 15 Principal Components 
PC # Contribution, % Cumulative Total, % 
1 79.9943 - 
2 8.1245 88.1188 
3 6.1586 94.2774 
4 2.6551 96.9325 
5 1.1696 98.1021 
6 0.5996 98.7017 
7 0.3552 99.0569 
8 0.2342 99.2911 
9 0.2220 99.5131 
10 0.1292 99.6423 
11 0.1161 99.7584 
12 0.0614 N/A 
13 0.0504 N/A 
14 0.0411 N/A 
15 0.0293 N/A 
 
 
6.3. Identification of Critical Locations using the Threshold Method 
From equations (46) and (47) the threshold for determining the criticality of 
variables ε was calculated and found to be 0.06. Based on this threshold 151 unique 
variables were classified as critical because the absolute value of their coefficients is 
greater than the threshold. The coefficients are elements of the matrix of the retained 
eigenvectors (𝑭𝑟𝑒𝑡). The critical variables include 54 real and reactive power injections 
and 97 real and reactive power flows. These variables are presented in Table 6.4. For 
power injections, PG and QG stand for generator real and reactive power, PL and QL stand 
for load real and reactive powers, and the number behind them is the bus number. For 
power flows, the first number stands for the “from bus” bus number, whereas the second 
number stands for the “to bus” bus number. A plot of the coefficients of the identified 
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critical variables is presented in Figure 6.1. The coefficient of the least critical variable 
was 0.06, whereas the most critical variable’s coefficient was 0.534. 
Table 6.4. Critical Variables Identified using the Threshold Method 
 
Power injections 
 
PG65, PG49, PG25, PG80, PG100, PG89, PG69, QG12, PG61, QG4, 
QG49, QG80, QG77, PG12, QG66, QG100, PG10, PG66, QG69, QG85, 
PG26, QG34,  QG32, QG105, QG15, PL59, QG8, QG54, QG19, QG36, 
QG104, QG76, QG46, QG18, QG10, QG6, QG40, QG110, QG74, 
QG89, QG56, PG59, QG26, QG59, QG1, QG92, QG65, PL80, QG42, 
QG113, QG70, PL54, QL59, QG73 
 
Power flows 
 
P64-65, P61-64, P100-103, P65-68, P80-81, P68-81, P9-10, Q100-
103, P8-9, P26-30, Q4-5, P65-66, P30-38, P8-30, P25-26, P23-25, 
Q34-37, P38-65, P5-8, P68-69, Q11-12, P89-92, P11-12, P23-24, 
P49-66, P49-66, Q37-38, Q6-7, Q7-12, Q77-80, Q5-6, P17-30, 
Q18-19, P82-83, P69-77, Q8-9, P37-38, P77-82, Q15-17, P61-62, 
P60-61, P25-27, Q4-11, Q103-110, Q103-104, P59-63, P63-64, 
Q15-19, Q54-56, P24-70, P71-72, P92-94, P92-93, Q25-26, P62-
66, Q5-11, P24-72, P93-94, P62-67, Q38-65, P7-12, P69-70, Q70-
71, Q103-105, P80-97, Q69-75, P80-96, P83-85, Q34-36, P96-97, 
Q69-77, P77-80, Q75-118, P6-7, P94-96, Q76-118, P88-89, Q61-
64, P80-98, Q35-36, Q35-37, P47-49, Q76-77, Q77-78, P80-99, 
P85-88, P85-89, P99-100, Q77-80, Q49-66, Q49-66, Q78-79, P95-
96, P98-100, Q79-80 
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Figure 6.1. Coefficients of the critical variables 
 
In order to visualize the impact of the critical variables on the system, a 
simulation of the cumulative loss of all the critical variable measurements, starting from 
the most critical to the least, was carried out.  A cumulative loss of all the critical variable 
measurements involves several iterations. The number of iterations equals 151, which is 
the number of critical variables in this experiment with the IEEE 118-bus system. At the 
first iteration all the elements of the retained eigenvector matrix (Fret) related to the most 
critical variable is set to zero. At the second iteration all the elements of the retained 
eigenvector matrix (Fret) related to the most critical and second most critical variables are 
set to zero, and so on. At the final iteration all the elements of the retained eigenvector 
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matrix (Fret) relating to all the critical variables are set to zero. At each iteration a 
reconstruction of the data matrix (?̂?) is done using equation (43) and the R-squared value 
of matrix ?̂? with respect to matrix Y is used as a measure of the impact of the cumulative 
loss of the measurements involved in that iteration. The graph of the impact of the 
cumulative loss of all the critical variable measurements is presented in Figure 6.2. From 
the graph it could be observed that before any critical variable was lost, the R-squared 
value was 99.76%. The reason why the R-squared value is not 100% is because only the 
retained PCs are used for the computations. With the loss of the most critical variable, the 
R-squared value decreased to 95.27%. As more measurements of critical variables are 
cumulatively lost the R-squared value progressively reduces. When all the critical 
variables are lost the R-squared value drops to 12.71% and this demonstrates the massive 
impact that critical variables have on the system. This exercise of examining the 
cumulative impact of losing all the identified critical variables was done to verify the 
criticality of the identified set. 
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Figure 6.2. Impact of a cumulative loss of measurements of the critical variables 
 
Also, the impact of the loss of all non-critical variables’ measurements was 
assessed. The loss of the measurements for all the non-critical variables was simulated by 
setting to zero all the elements of the retained eigenvector matrix (Fret) related to these 
variables. Then a reconstruction of the data matrix (?̂?) was done using equation (43) and 
the R-squared value of matrix ?̂? with respect to matrix Y is used as a measure of the 
impact of the loss of the measurements of the non-critical variables. The R-squared value 
was found to be 87.05% and this demonstrates that the non-critical variables do not have 
as much impact on the system as the critical variables do.  
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76 critical locations of the IEEE 118-bus system corresponding to the locations of 
the critical variables were identified. These locations are represented by their bus 
numbers and are presented in Table 6.5. Critical locations are candidate locations for 
PMU placement (for utilities that have not yet installed PMUs in their systems), 
prioritization of the measurement units in these areas for maintenance and calibration, 
and procurement of backup units for these locations in case of failure. The effectiveness 
of using critical locations for steady state monitoring and control of the IEEE 118-bus 
system is demonstrated in Section 6.6. 
Table 6.5. Critical Locations Identified using the Threshold Method 
 
1, 4, 5, 6, 7, 8, 9, 10, 11, 12, 15, 17, 18, 19, 23, 24, 25, 26, 27, 30, 32, 34, 35, 36, 37, 38, 
40, 42, 46, 47, 49, 54, 56, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 
75, 76, 77, 78, 79, 80, 81, 82, 83, 85, 88, 89, 92, 93, 94, 95, 96, 97, 98, 99, 100, 103, 
104, 105, 110, 113, 118 
 
 
 
6.4. Identification of Critical Locations using the R-Squared Method 
This is an alternative method for identifying critical variables and involves two 
rounds of simulation of the loss of measurements. The first round comprises simulating 
the impact of the loss of the measurement of each variable on the system, whereas the 
second round involves the simulation of a cumulative loss of measurements of all the 
variables.  
To simulate the loss of the measurement for a variable, all the elements of the 
retained eigenvector matrix (Fret) related to that variable is set to zero. Then a 
reconstruction of the data matrix ?̂? is done using equation (43) and the R-squared value 
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of matrix ?̂? with respect to matrix Y is used as a measure of the impact of the loss of the 
measurement of the variable.  
After the first round of simulations, the variables are ranked in descending order 
of criticality based on the R-squared value corresponding to the loss of their 
measurement. The least R-squared value corresponds to the most critical variable, 
whereas the largest R-squared value corresponds to the least critical variable. A plot of 
the impact of each variable on the system is presented in Figure 6.3. The R-square value 
for the loss of the most critical variable was 89.26%, whereas the R-square value for the 
loss of the least critical variable was 99.76%. This implies that the least critical variable 
has minimal impact on the system. For the 25 most critical variables a loss of their 
measurement individually yielded an R-square value less than 99% (ranged between 
89.26% and 98.92%).  
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Figure 6.3. Impact of the loss of measurements of individual variables on the system 
 
 
In the second round, the simulation of a cumulative loss of measurements of all 
the variables in the system was done. A cumulative loss of measurements of all the 
variables on the system involves several iterations. The number of iterations equals 898, 
which is the number of variables in this experiment with the IEEE 118-bus system. At the 
first iteration all the elements of the retained eigenvector matrix (Fret) related to the first 
variable is set to zero. At the second iteration all the elements of the retained eigenvector 
matrix (Fret) related to the first and second variables are set to zero, and so on. At the 
final iteration all the elements of the retained eigenvector matrix (Fret) are set to zero, that 
is, the Fret matrix the becomes a zero matrix. At each iteration a reconstruction of the data 
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matrix (?̂?) was done using equation (43) and the R-squared value of matrix ?̂? with respect 
to matrix Y is used as a measure of the impact of the cumulative loss of the measurements 
involved in that iteration. Starting from the least significant variables, the cumulative loss 
of the measurements of all the variables was simulated and the R-squared values were 
calculated. Figure 6.4 presents a graph of the impact of a cumulative loss of 
measurements of all the variables on the system.  
This method allows a system planner to visually locate a cutoff position for the 
classification of critical variables. Also, if a confidence value, say 95%, is preferred for 
the selection of critical variables this method allows for easy identification of the cutoff 
point. In Figure 6.4 the straight horizontal line corresponds to the 95% R-square line. 214 
variables lie below this line. This means that at least 214 most critical variables need to 
be retained to attain a 95% confidence value. 
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Figure 6.4. Loss of all measurements starting from the least critical to the most critical 
 
In line with the number of critical variables identified in Section 6.3 the most 
critical 151 variables in the R-squared method were selected for further analysis. These 
variables include 68 real and reactive power injections and 83 real and reactive power 
flows. These are presented in Table 6.6. 
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Table 6.6. Critical Variables Identified using the R-squared Method 
Power injections 
 
PG89, PG80, PG10, PG65, PG66, PG26, PL59, PG100, QG8, PG25, 
PG49, PG59, QG77, QG59, PG61, QG80, QG54, PL80, QG100, 
QG49, QG66, PL54, QL59, QG12, PG69, QG4, QG10, QG46, QG18, 
QG40, PL15, QG27, PL49, PL56, QG26, PG12, QG65, PL60, PL90, 
PL62, QG90, QG15, PL78, PL11, PL74, PL76, QG70, QG31, PL70, 
PL92, QG42, PL55, PL27, QG6, PL77, QG69, PL18, PL32, PL34, 
QG76, QG85, QG36, PL82, PL45, QG89, QG104, PL6, PL1 
 
Power flows 
 
P9-10, P8-9, P5-8, P64-65, P26-30, P89-92, P17-30, P65-68, 
P80-81, P68-81, P37-38, P38-65, P23-25, P25-26, P30-38, Q8-9, 
P61-64, P59-63, P63-64, P25-27, P49-66, P49-66, P77-80, P68-
69, P65-66, P88-89, P60-61, P82-83, P23-24, P15-17, P4-5, P34-
37, P8-30, P85-89, P100-103, P5-6, P77-82, P69-70, P92-93, 
P92-94, P5-11, P23-32, P79-80, P94-95, P17-18, P85-88, P93-94, 
P89-92, P83-85, P76-77, P69-77, P69-75, Q77-82, P4-11, P11-
12, Q11-12, P94-96, P3-5, P89-90, P49-51, P77-80, Q4-5, P84-
85, P66-67, P75-77, Q17-30, Q94-100, P92-102, P74-75, P98-
100, P59-61, P24-70, Q25-26, P70-71, P49-50, P71-72, Q37-38, 
P101-102, P47-69, P22-23, P24-72, P83-84, Q38-65 
 
 
 
77 critical locations of the IEEE 118-bus system corresponding to the locations of 
the critical variables were identified. These locations are represented by their bus 
numbers and are presented in Table 6.7. Critical locations are candidate locations for 
PMU placement (for utilities that have not yet installed PMUs in their systems), 
prioritization of the measurement units in these areas for maintenance and calibration, 
and procurement of backup units for these locations in case of failure.  
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Table 6.7. Critical Locations Identified using the R-squared Method 
 
1, 3, 4, 5, 6, 8, 9, 10, 11, 12, 15, 17, 18, 22, 23, 24, 25, 26, 27, 30, 31, 32, 34, 36, 37, 
38, 40, 42, 45, 46, 47, 49, 50, 51, 54, 55, 56, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 
70, 71, 72, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 88, 89, 90, 92, 93, 94, 95, 96, 
98, 100, 101, 102, 103, 104 
 
 
 
6.5. Comparison of Threshold and R-Squared Methods 
The threshold and R-squared methods offer two avenues for identifying critical 
variables and locations of a power system. They have their pros and cons. With the 
threshold method, the number of monitored nodes (76) is 64% of the total available nodes 
(118) in the system, whereas with the R-squared method it is 65% (77/118). The major 
differences between the two methods are outlined below.  
The threshold method is fairly easy and fast to implement; it took 28.3 seconds to 
run in MATLAB. Whereas the R-squared method takes a longer time because it requires 
two rounds of simulations in order to identify the critical variables. The first round of 
simulations took a total of 201.5 seconds, while the second round was done in 201 
seconds in MATLAB. This total of 402.5 seconds observed runtime of the R-squared 
method does not include the time needed to rank the variables in order of criticality. 
The threshold method considers the values of individual coefficients of a variable 
in the matrix of the retained eigenvectors 𝑭𝑟𝑒𝑡 as in equation (45), whereas the R-squared 
method involves all the coefficients of a variable in the matrix of the retained 
eigenvectors 𝑭𝑟𝑒𝑡 (via matrix multiplication), as shown in equation (43). 
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The R-squared method is more flexible to the system planner and allows the 
arbitrary selection of a cutoff point (confidence value or number of desired variables) in 
the identification of critical variables, whereas the threshold method does not allow the 
system planner that level of flexibility. 
Table 6.8 presents a comparison of the results described in Sections 6.3 and 6.4. 
the critical variables match row describes how many of the critical variables classified 
using that method are also found in the set classified using the other method. The same 
goes for the critical locations match row. About 64% of the variables classified using the 
threshold method are also found in the set classified using the R-squared method, and 
vice versa, whereas for critical locations the values are greater than 85%. 
Table 6.8. Comparison of Results Obtained Using the Threshold and R-squared Methods 
 
Method Threshold R-squared 
Number of variables 151 151 
Critical variables match 63.58% 63.58% 
Critical locations match 86.84% 85.71% 
 
 
However, about 87% of the critical locations found using the threshold method 
belong to the set found using the R-squared method. The reason for this disparity is that 
the two methods may identify different variables from the same location as critical 
variables, for instance, the threshold method identified QG1 as critical whereas the R-
squared method identified PL1 as critical. These two variables belong to bus 1. The 
reason why neither the critical variables nor the locations matched at 100% is because in 
determining the criticality of a variable the threshold method compares individual 
coefficients with the calculated threshold whereas the R-squared method uses all the 
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coefficients (via matrix multiplication) in 𝑭𝑟𝑒𝑡. This means that in the R-squared method, 
a variable with relatively smaller coefficients that add up to a larger value will be selected 
ahead of a variable with coefficients that add up to a smaller value even if the latter 
variable has one very large coefficient.  
Given the comparable match ratios of the two methods presented above, they 
could be used interchangeably. The choice, ultimately, may be driven by the level of 
flexibility or the ease of implementation desired by the system planner. 
 
6.6. Effectiveness of Monitoring the Critical Locations 
One of the main objectives of this dissertation is the identification of critical 
locations of a power system so that these locations can be monitored more closely and 
used for real-time assessment of system security. These critical locations are necessary 
and should be priority for steady state monitoring because they are sensitive to changes 
happening in the system and indicate when the system is not secure in the steady state. A 
power system is secure in the steady state if the variables of the system are within the 
normal operation range of the system. In the steady state, the bus voltage magnitude is a 
necessary measure for determining the security status of a power system and it is used in 
this verification exercise because voltage level criteria are straightforward. Many utilities 
use 95% as the normal minimum voltage level and 105% as the normal maximum. The 
values of the bus voltage magnitudes in the base case of the IEEE 118-bus system were 
considered to be the nominal values for the respective buses and the minimum (95%) and 
maximum (105%) voltage levels were calculated based on these values. 
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The thermal limit of transmission and distribution lines is another measure of 
steady state system security but it varies with season and / or time of day. It depends on 
real time weather conditions such as temperature and wind speed. As a result, it was not 
considered in this assessment. 
To demonstrate the effectiveness of monitoring the critical locations of a power 
system using the IEEE 118-bus system, 48 scenarios, eight for each dispatch, were 
investigated. The eight scenarios for each dispatch investigated were created by varying 
the loads outside the assumed normal load levels (±40% of the shoulder load level) of the 
system. The generators were allowed to adjust their real power output to accommodate 
the changes until they reach their maximum or minimum limits. The reactive devices 
(generators, synchronous condensers and switched shunts) were also allowed to vary until 
they ran out of range. These load flows were run using PSS/E. 
The bus voltage magnitudes of all the buses in the system were inspected to 
determine if they violated security limits (were less than the minimum voltage level or 
greater than the maximum level). It was observed that if no critical location bus voltage 
magnitude violates the security margin, the system was secure. That is, in all the 
scenarios where violations were detected through inspection of all the bus voltages in the 
load flow cases, buses of critical locations of the system were always present in the set of 
buses with the voltage violations. This illustrates the effectiveness of identifying and 
monitoring the critical locations of power systems. The results of this investigation are 
presented in Table 6.9 – Table 6.14. The # Violations column represents the total number 
of violations detected through the inspection of all the load flow case voltages for the 
given scenario, the # CLT column represents the number of violations at critical locations 
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present in the total set identified using the threshold method, whereas the # CLR column 
represents the number of violations at critical locations present in the total set identified 
using the R-squared method. 
In Dispatch 1, violations at critical locations identified using the threshold method 
(# CLT) consisted 57%, 100%, 100%, 100%, 78% and 56% of the total violations for the 
0.2, 0.3, 0.4, 1.5, 1.6, 1.7 and 1.8 load levels, respectively. Violations at critical locations 
identified using the R-squared method (# CLR) comprised 43%, 67%, 50%, 50%, 67% 
and 67% of the total violations for the 0.2, 0.3, 0.4, 1.5, 1.6, 1.7 and 1.8 load levels, 
respectively. No violations were observed for the 0.5 and 1.5 load levels for both 
methods in Dispatch 1. The average percentage value for critical locations identified 
using the threshold method for all the dispatches is 78% whereas for the R-squared 
method the average is 60%. 
Essentially, while monitoring only the critical locations of its system, once the 
utility company observes a voltage violation at a critical location, it could use a load flow 
program to identify all the remaining locations with violations and use appropriate system 
operation procedures to correct the violations. Also, all the non-critical locations in the 
set with violations are connected to the critical locations: most are one bus away (in 
Dispatch 1, 6 unique locations out of 8 for # CLT and 3 unique locations out of 5 for # 
CLR) and a few are two buses away (in Dispatch 1, 2 unique locations out of 8 for # CLT 
and 2 unique locations out of 5 for # CLR) from the nearest critical location. 
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Table 6.9. Voltage Violations in the IEEE 118-Bus System: Dispatch 1 
 
Load Level # Violations  # CLT # CLR 
High Voltage Violations 
0.2 7 4 3 
0.3 3 3 2 
0.4 2 2 1 
0.5 0 0 0 
 
0.6 - 1.4 Normal Load Levels 
Low Voltage Violations 
1.5 0 0 0 
1.6 2 2 1 
1.7 9 7 6 
1.8 18 10 12 
 
 
 
Table 6.10. Voltage Violations in the IEEE 118-Bus System: Dispatch 1a 
 
Load Level # Violations  # CLT # CLR 
High Voltage Violations 
0.2 8 4 3 
0.3 3 3 2 
0.4 2 2 1 
0.5 0 0 0 
 
0.6 - 1.4 Normal Load Levels 
Low Voltage Violations 
1.5 4 2 2 
1.6 11 5 5 
1.7 23 11 11 
1.8 28 14 16 
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Table 6.11. Voltage Violations in the IEEE 118-Bus System: Dispatch 1b 
 
Load Level # Violations  # CLT # CLR 
High Voltage Violations 
0.2 7 4 3 
0.3 3 3 2 
0.4 2 2 1 
0.5 0 0 0 
 
0.6 - 1.4 Normal Load Levels 
Low Voltage Violations 
1.5 0 0 0 
1.6 2 2 1 
1.7 9 7 6 
1.8 18 10 12 
 
 
 
Table 6.12. Voltage Violations in the IEEE 118-Bus System: Dispatch 1c 
 
Load Level # Violations  # CLT # CLR 
High Voltage Violations 
0.2 6 4 3 
0.3 3 3 2 
0.4 2 2 1 
0.5 0 0 0 
 
0.6 - 1.4 Normal Load Levels 
Low Voltage Violations 
1.5 10 8 10 
1.6 21 14 17 
1.7 37 23 27 
1.8 49 31 34 
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Table 6.13. Voltage Violations in the IEEE 118-Bus System: Dispatch 1d 
 
Load Level # Violations  # CLT # CLR 
High Voltage Violations 
0.2 6 4 3 
0.3 3 3 2 
0.4 1 1 1 
0.5 0 0 0 
 
0.6 - 1.4 Normal Load Levels 
Low Voltage Violations 
1.5 2 2 1 
1.6 6 4 3 
1.7 13 9 9 
1.8 30 21 22 
 
 
 
Table 6.14. Voltage Violations in the IEEE 118-Bus System: Dispatch 1e 
 
Load Level # Violations  # CLT # CLR 
High Voltage Violations 
0.2 7 4 3 
0.3 3 3 2 
0.4 2 2 1 
0.5 0 0 0 
 
0.6 - 1.4 Normal Load Levels 
Low Voltage Violations 
1.5 0 0 0 
1.6 2 2 1 
1.7 13 11 10 
1.8 23 13 15 
 
 
Details of the voltage violations observed in this experiment are presented in 
APPENDIX B. 
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6.7. ANN-Based State Estimation on the IEEE 118-Bus System 
The IEEE 118-bus was successfully trained for one million epochs, using the BP 
neural network, for state estimation analysis. The inputs to the ANN are the 151 critical 
variables identified above using the threshold method. The outputs are the 236 voltage 
magnitudes and phase angles of the buses of the system. As described above, the loads 
were varied within the range of ±40% of the shoulder level of the power system. This 
permutation range covers the light load and peak load levels, which correspond to the 
normal operating range of power systems. A total of 1506 observations (patterns) were 
generated using PSS/E. Each observation comprises 151 data points for the inputs and 
236 data points for the outputs, a total of 387 data points. From these, 502 patterns were 
used in training the ANN and 167 patterns from Dispatch 1 were used in the testing stage. 
An ANN with three processing layers was used: two hidden layers with 60 and 40 
neurons, respectively and one output layer with 236 neurons. The BP network is designed 
using MATLAB Neural Network Toolbox. 
The performance of the proposed ANN state estimator on the IEEE 118-bus 
system was measured by using the Mean Square Error (MSE) of the training and testing 
results, which is 2.27 × 10-6 for the training data and is 2.04 × 10-6 for the testing data. 
The plots of the ANN calculated voltage magnitudes and phase angles with respect to the 
actual voltage magnitudes and phase angles for buses 1, 10, 36, 67, 91, 118 of the IEEE 
118-bus system are shown in Figure 6.5 and Figure 6.6, respectively. These buses were 
chosen randomly. The calculated values are shown in dots whereas the actual (target) 
values are shown in connected lines (diagonal lines). Note that the actual values were 
obtained from PSS/E software.  
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In the phase angle plots it might be difficult to differentiate between the two sets 
of values because the calculated values are practically equal to their calculated 
counterparts. In the voltage magnitude plots, it might seem that the state estimator has a 
low accuracy, because the calculated values seem far from the actual values. This is due 
to the high resolution of the plot values. This resolution is necessary because the voltage 
magnitude values are in per unit (p.u.) and so do not have a wide range. Nevertheless, the 
error in predicting the values is very low. For instance, the farthest value from the 
diagonal line for the Vmag Bus 36 plot has the ANN (calculated) value of 0.9925 p.u., 
while the actual (target) value is 1 p.u. This translates to an error of 0.0075 p.u., which is 
about 0.75% error. Note that the R-squared calculation takes into consideration all the 
plotted data points for the variable. Therefore, the state estimator is very accurate. 
 The performance of the proposed state estimator on the IEEE 118-bus system 
was also measured using the coefficient of determination (R-squared values) of the 
voltage magnitudes and phase angles from the testing results. The R-squared values 
ranged from between 85.71% to 100%. 63 buses (2, 4, 5, 6, 7, 8, 10, 11, 13, 16, 23, 24, 
25, 26, 27, 30, 31, 40, 42, 44, 46, 48, 49, 50, 51, 53, 54, 57, 58, 59, 60, 61, 62, 63, 64, 65, 
66, 67, 68, 69, 72, 73, 80, 81, 87, 88, 89, 90, 91, 92, 96, 97, 98, 99, 100, 101, 102, 107, 
111, 112, 113, 116 and 117) showed the highest R-squared value (100%) whereas bus 18 
showed the lowest R-squared value (85.71%) for the voltage magnitudes. The values for 
the 63 buses with the highest R-squared values were fairly constant; therefore ANN could 
estimate them with high accuracy. 37 buses (4, 5, 8, 9, 15, 23, 28, 29, 33, 34, 39, 42, 43, 
45, 49, 50, 53, 54, 57, 60, 62, 63, 69, 70, 72, 73, 80, 82, 86, 87, 91, 96, 99, 101, 106, 108 
and 117) showed the highest R-squared value (100%) whereas bus 67 showed the lowest 
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R-squared value (99.9987%) for phase angles. The values for the 37 buses with the 
highest R-squared values have a nearly linear relationship with the input variables (phase 
angle relationship with real power); therefore ANN could estimate them with high 
accuracy. The R-squared values for all the buses are shown in Table D.1 in APPENDIX 
D. 
The proposed ANN state estimator program was coded in MATLAB and run on 
Intel i7 64-bit Dell Precision T1500 machine running a Windows 7 operating system. 
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Figure 6.5. Plots of the actual voltage magnitudes (vertical axes) vs. the calculated 
voltage magnitudes for IEEE 118-bus system (horizontal axes) 
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Figure 6.6. Plots of the actual voltage phase angles (vertical axes) vs. the calculated 
voltage phase angles for IEEE 118-bus system (horizontal axes) 
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CHAPTER 7 
CONCLUSION 
In this dissertation, two novel concepts are introduced. These include the 
identification of critical variables and locations of a power system, and an ANN-based 
technique for power systems state estimation. Critical locations are parts of the system 
whose measurements provide information that reflect the general state of the system. 
Two methods for the identification of critical locations in the system were presented and 
the results from these methods were analyzed and compared.  
Identification of critical locations would enable utility companies to smartly 
utilize limited resources, for instance, putting the identified critical locations ahead on the 
priority list for maintenance and calibration of measurement units; installation of backup 
units at these locations in case the main units fail; prioritization of measurements from 
the units in these locations for steady state monitoring and control of the system; and 
prioritization of these locations for PMU deployment (for utilities that have not yet 
installed PMUs in their systems).  
The effectiveness of monitoring the critical locations of the system was 
demonstrated on the IEEE 118-bus system using 48 scenarios. Bus voltage magnitudes of 
critical locations of the system were in each of the scenarios where voltage violations 
were detected; that is, if no critical location bus voltage magnitude violates the security 
margin, the system was observed to be secure. This illustrates the effectiveness of 
identifying and monitoring the critical locations of power systems in ensuring power 
system steady state security. Also, the concept proposed in this paper presents the 
additional benefit of having the minimum number of monitored nodes reduced; for the 
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IEEE 14-bus and 118-bus systems the number of monitored nodes is reduced to about 
64% of the total available nodes in the respective systems. And this will potentially help 
reduce the financial costs of running power systems. 
Additionally, the proposed ANN-based state estimator uses the identified critical 
variables of the system, and hence, employs fewer measurements than conventional 
approaches. The main advantage of this approach is that it is very accurate. Additionally, 
it is robust and eliminates the need for running observability analysis prior to executing 
state estimation; the ANN does this in one pass. The reduced number of measurements 
would make the system data more manageable, and also allow a more efficient 
monitoring and control of the system by the system operator. Therefore, the proposed 
technique provides a great alternative to the conventional methods and is ideal for smart 
grid applications.  
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APPENDIX A: DIAGRAM OF THE IEEE 118-BUS SYSTEM 
 
Figure A.1. Diagram of the IEEE 118-bus system 
This diagram was obtained from reference [44]. 
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APPENDIX B: ADDITIONAL RESULTS FOR BUS VOLTAGE VIOLATIONS 
FOR THE IEEE 118-BUS SYSTEM 
Table B.1. Base Case Bus Voltage Magnitudes of the IEEE 118-Bus System and the 
Minimum (95%) and Maximum (105%) Allowable Voltage Levels 
Bus 
Number 
Voltage 
Magnitude 
95% 105% 
Bus 
Number 
Voltage 
Magnitude 
95% 105% 
1 0.955 0.90725 1.00275 45 0.9867 0.937365 1.036035 
2 0.9714 0.92283 1.01997 46 1.005 0.95475 1.05525 
3 0.9677 0.919315 1.016085 47 1.0171 0.966245 1.067955 
4 0.998 0.9481 1.0479 48 1.0206 0.96957 1.07163 
5 1.002 0.9519 1.0521 49 1.025 0.97375 1.07625 
6 0.99 0.9405 1.0395 50 1.0011 0.951045 1.051155 
7 0.9893 0.939835 1.038765 51 0.9669 0.918555 1.015245 
8 1.015 0.96425 1.06575 52 0.9568 0.90896 1.00464 
9 1.0429 0.990755 1.095045 53 0.946 0.8987 0.9933 
10 1.05 0.9975 1.1025 54 0.955 0.90725 1.00275 
11 0.9851 0.935845 1.034355 55 0.952 0.9044 0.9996 
12 0.99 0.9405 1.0395 56 0.954 0.9063 1.0017 
13 0.9683 0.919885 1.016715 57 0.9706 0.92207 1.01913 
14 0.9836 0.93442 1.03278 58 0.959 0.91105 1.00695 
15 0.97 0.9215 1.0185 59 0.985 0.93575 1.03425 
16 0.9839 0.934705 1.033095 60 0.9932 0.94354 1.04286 
17 0.9951 0.945345 1.044855 61 0.995 0.94525 1.04475 
18 0.973 0.92435 1.02165 62 0.998 0.9481 1.0479 
19 0.9634 0.91523 1.01157 63 0.9687 0.920265 1.017135 
20 0.9581 0.910195 1.006005 64 0.9837 0.934515 1.032885 
21 0.9586 0.91067 1.00653 65 1.005 0.95475 1.05525 
22 0.9696 0.92112 1.01808 66 1.05 0.9975 1.1025 
23 0.9997 0.949715 1.049685 67 1.0197 0.968715 1.070685 
24 0.992 0.9424 1.0416 68 1.0032 0.95304 1.05336 
25 1.05 0.9975 1.1025 69 1.035 0.98325 1.08675 
26 1.015 0.96425 1.06575 70 0.984 0.9348 1.0332 
27 0.968 0.9196 1.0164 71 0.9868 0.93746 1.03614 
28 0.9616 0.91352 1.00968 72 0.98 0.931 1.029 
29 0.9632 0.91504 1.01136 73 0.991 0.94145 1.04055 
30 0.9855 0.936225 1.034775 74 0.958 0.9101 1.0059 
31 0.967 0.91865 1.01535 75 0.9673 0.918935 1.015665 
32 0.9636 0.91542 1.01178 76 0.943 0.89585 0.99015 
33 0.9716 0.92302 1.02018 77 1.006 0.9557 1.0563 
34 0.9859 0.936605 1.035195 78 1.0034 0.95323 1.05357 
35 0.9807 0.931665 1.029735 79 1.0092 0.95874 1.05966 
36 0.98 0.931 1.029 80 1.04 0.988 1.092 
37 0.992 0.9424 1.0416 81 0.9968 0.94696 1.04664 
38 0.962 0.9139 1.0101 82 0.9887 0.939265 1.038135 
39 0.9705 0.921975 1.019025 83 0.9845 0.935275 1.033725 
40 0.97 0.9215 1.0185 84 0.9798 0.93081 1.02879 
41 0.9668 0.91846 1.01514 85 0.985 0.93575 1.03425 
42 0.985 0.93575 1.03425 86 0.9867 0.937365 1.036035 
43 0.9785 0.929575 1.027425 87 1.015 0.96425 1.06575 
44 0.985 0.93575 1.03425 88 0.9875 0.938125 1.036875 
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Table B.1. continued 
Bus 
Number 
Voltage 
Magnitude 
95% 105% 
Bus 
Number 
Voltage 
Magnitude 
95% 105% 
89 1.005 0.95475 1.05525 104 0.971 0.92245 1.01955 
90 0.985 0.93575 1.03425 105 0.966 0.9177 1.0143 
91 0.98 0.931 1.029 106 0.9618 0.91371 1.00989 
92 0.9923 0.942685 1.041915 107 0.952 0.9044 0.9996 
93 0.9869 0.937555 1.036245 108 0.9668 0.91846 1.01514 
94 0.9906 0.94107 1.04013 109 0.9675 0.919125 1.015875 
95 0.9809 0.931855 1.029945 110 0.973 0.92435 1.02165 
96 0.9927 0.943065 1.042335 111 0.98 0.931 1.029 
97 1.0114 0.96083 1.06197 112 0.975 0.92625 1.02375 
98 1.0235 0.972325 1.074675 113 0.993 0.94335 1.04265 
99 1.01 0.9595 1.0605 114 0.9604 0.91238 1.00842 
100 1.017 0.96615 1.06785 115 0.9603 0.912285 1.008315 
101 0.9924 0.94278 1.04202 116 1.005 0.95475 1.05525 
102 0.991 0.94145 1.04055 117 0.9738 0.92511 1.02249 
103 1.0007 0.950665 1.050735 118 0.9494 0.90193 0.99687 
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Table B.2. Dispatch 1 High and Low Voltage Violations 
Highlighted numbers indicate violation. Load levels indicate percentage of the base case 
load. 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
1 0.9864 0.9825 0.9786 0.9746 0.9393 0.9297 0.9197 0.9079 
2 0.9882 0.9862 0.9841 0.982 0.9571 0.9486 0.9398 0.9294 
3 0.9907 0.9879 0.9851 0.9822 0.9535 0.9456 0.9373 0.9274 
4 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 
5 1.0015 1.0016 1.0017 1.0018 1.0011 1 0.9988 0.996 
6 0.9905 0.99 0.99 0.99 0.9889 0.9838 0.9785 0.9717 
7 0.9903 0.9899 0.9898 0.9897 0.9852 0.9794 0.9734 0.966 
8 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.0084 
9 1.0514 1.051 1.0504 1.0496 1.0314 1.0285 1.0253 1.0183 
10 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
11 0.9931 0.9921 0.9911 0.9901 0.9748 0.9691 0.9632 0.9561 
12 0.99 0.99 0.99 0.99 0.9818 0.9753 0.9684 0.9601 
13 0.9946 0.9912 0.9877 0.9842 0.9494 0.9411 0.9324 0.9222 
14 0.9947 0.9931 0.9914 0.9897 0.9732 0.9656 0.9576 0.9481 
15 1.0029 0.998 0.9928 0.9875 0.9595 0.9502 0.9404 0.929 
16 0.9959 0.9943 0.9926 0.9909 0.9712 0.9639 0.9564 0.9474 
17 1.0083 1.0063 1.0041 1.0018 0.9887 0.9837 0.9783 0.9716 
18 0.999 0.9937 0.9882 0.9825 0.9646 0.9555 0.9458 0.9346 
19 1.002 0.996 0.9899 0.9835 0.9545 0.9442 0.9333 0.9208 
20 1.0056 0.9991 0.9924 0.9854 0.9369 0.9256 0.9138 0.9002 
21 1.0072 1.0011 0.9946 0.9878 0.9324 0.9214 0.9097 0.8965 
22 1.0091 1.0044 0.9994 0.9941 0.9455 0.9366 0.9271 0.9163 
23 1.0095 1.0087 1.0076 1.0065 0.992 0.9897 0.9872 0.984 
24 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 
25 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
26 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
27 0.968 0.968 0.968 0.968 0.968 0.968 0.968 0.968 
28 0.9675 0.9668 0.9661 0.9654 0.9576 0.9567 0.9559 0.955 
29 0.967 0.9665 0.9661 0.9656 0.9608 0.9603 0.9598 0.9592 
30 1.0037 1.0018 0.9996 0.9972 0.9722 0.9668 0.961 0.9524 
31 0.967 0.967 0.967 0.967 0.967 0.967 0.967 0.967 
32 0.976 0.9747 0.9732 0.9717 0.963 0.963 0.963 0.9611 
33 1.0144 1.0088 1.0029 0.9967 0.9556 0.9452 0.9341 0.9213 
34 1.0261 1.0212 1.0161 1.0107 0.9766 0.9671 0.9568 0.9446 
35 1.024 1.0187 1.0131 1.0072 0.9712 0.9611 0.9502 0.9375 
36 1.0237 1.0183 1.0126 1.0066 0.9715 0.9613 0.9503 0.9375 
37 1.027 1.0229 1.0184 1.0137 0.9824 0.9736 0.9641 0.9529 
38 0.9918 0.9885 0.985 0.9812 0.9456 0.9377 0.9291 0.9184 
39 0.9899 0.9876 0.9852 0.9826 0.9626 0.9584 0.9539 0.9488 
40 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
41 0.9732 0.9724 0.9717 0.9709 0.9627 0.9618 0.9609 0.9601 
42 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
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Table B.2. Continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
43 1.033 1.0265 1.0198 1.0128 0.9537 0.9427 0.9304 0.9166 
44 1.0361 1.0301 1.0239 1.0176 0.9541 0.9448 0.9338 0.9218 
45 1.0264 1.0218 1.017 1.0121 0.9607 0.9536 0.9449 0.9355 
46 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
47 1.0211 1.0207 1.0203 1.0198 1.0136 1.0124 1.0093 1.0058 
48 1.0267 1.026 1.0252 1.0245 1.0166 1.0154 1.0115 1.0073 
49 1.025 1.025 1.025 1.025 1.025 1.0245 1.0208 1.0166 
50 1.0095 1.0086 1.0075 1.0065 0.995 0.9932 0.9887 0.9837 
51 0.9888 0.9862 0.9836 0.9809 0.9514 0.9476 0.942 0.9359 
52 0.9831 0.98 0.9769 0.9736 0.9385 0.9343 0.9284 0.9221 
53 0.9671 0.9646 0.962 0.9594 0.9317 0.9285 0.9246 0.9206 
54 0.955 0.955 0.955 0.955 0.955 0.955 0.955 0.955 
55 0.9586 0.9575 0.9564 0.9553 0.95 0.9487 0.9468 0.9447 
56 0.9594 0.9586 0.9578 0.957 0.9519 0.9509 0.9494 0.9478 
57 0.9811 0.9799 0.9785 0.9772 0.9638 0.9618 0.9583 0.9545 
58 0.9765 0.9744 0.9722 0.97 0.9475 0.9446 0.9403 0.9358 
59 0.985 0.985 0.985 0.985 0.985 0.985 0.9814 0.9764 
60 0.9953 0.995 0.9946 0.9943 0.9918 0.9913 0.9906 0.9898 
61 0.995 0.995 0.995 0.995 0.995 0.995 0.995 0.995 
62 1.0007 0.9999 0.999 0.9982 0.997 0.996 0.9949 0.9937 
63 0.9726 0.9722 0.9718 0.9714 0.9649 0.964 0.9613 0.9579 
64 0.9861 0.986 0.9857 0.9855 0.9811 0.9805 0.979 0.9773 
65 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
66 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
67 1.0273 1.0262 1.0251 1.0239 1.0146 1.0131 1.0116 1.01 
68 1.0032 1.0032 1.0033 1.0033 1.0032 1.0032 1.0032 1.0027 
69 1.035 1.035 1.035 1.035 1.035 1.035 1.035 1.035 
70 1.0071 1.0037 1 0.9963 0.9731 0.9674 0.9614 0.9539 
71 0.9985 0.9967 0.9949 0.993 0.9813 0.9785 0.9754 0.9716 
72 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
73 0.991 0.991 0.991 0.991 0.991 0.991 0.991 0.991 
74 1.0158 1.0083 1.0006 0.9927 0.9297 0.9181 0.9059 0.8905 
75 1.0188 1.0121 1.0053 0.9981 0.939 0.9282 0.9168 0.902 
76 1.0134 1.0038 0.9938 0.9834 0.9051 0.8898 0.8736 0.8519 
77 1.0328 1.0292 1.0254 1.0214 0.993 0.9868 0.9805 0.9676 
78 1.0338 1.0298 1.0256 1.0212 0.9874 0.981 0.9744 0.9609 
79 1.038 1.0343 1.0304 1.0264 0.993 0.9874 0.9815 0.9682 
80 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.0317 
81 0.9959 0.9961 0.9962 0.9964 0.997 0.9971 0.9971 0.9938 
82 1.035 1.0299 1.0244 1.0187 0.9573 0.9469 0.9361 0.9198 
83 1.0326 1.0274 1.0219 1.0161 0.9527 0.9418 0.9304 0.9143 
84 1.021 1.0168 1.0123 1.0074 0.9555 0.9458 0.9355 0.9221 
85 1.0157 1.0127 1.0095 1.0058 0.9703 0.9625 0.9542 0.9437 
86 1.0159 1.0129 1.0096 1.0061 0.9709 0.9645 0.9578 0.9496 
87 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
88 1.0088 1.0067 1.0045 1.002 0.9736 0.9686 0.9633 0.957 
89 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
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Table B.2. Continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
90 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
91 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
92 1.0076 1.0063 1.0048 1.0031 0.9783 0.973 0.9674 0.9604 
93 1.0142 1.0115 1.0086 1.0055 0.9625 0.9542 0.9452 0.9337 
94 1.02 1.0169 1.0136 1.0101 0.9648 0.9556 0.9459 0.9326 
95 1.0228 1.0182 1.0134 1.0083 0.9478 0.9373 0.9263 0.9107 
96 1.0305 1.0264 1.022 1.0174 0.9643 0.9553 0.9459 0.931 
97 1.035 1.0324 1.0296 1.0267 0.994 0.9887 0.9833 0.9709 
98 1.0312 1.0303 1.0294 1.0285 1.0154 1.0117 1.0078 0.9977 
99 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
100 1.017 1.017 1.017 1.017 1.0102 1.0036 0.9966 0.9873 
101 1.0128 1.0106 1.0083 1.006 0.9724 0.9641 0.9552 0.9443 
102 1.0099 1.0081 1.0061 1.004 0.9733 0.9666 0.9595 0.9507 
103 1.01 1.01 1.01 1.01 0.9892 0.9811 0.9725 0.9617 
104 0.9957 0.9925 0.9893 0.986 0.9609 0.9512 0.9408 0.9286 
105 0.9921 0.989 0.9858 0.9826 0.9574 0.9488 0.9395 0.9287 
106 0.9883 0.9852 0.982 0.9788 0.9482 0.9398 0.9309 0.9204 
107 0.952 0.952 0.952 0.952 0.952 0.952 0.952 0.952 
108 0.9891 0.9864 0.9836 0.9807 0.9585 0.9514 0.944 0.9353 
109 0.9878 0.9852 0.9826 0.98 0.9595 0.9532 0.9466 0.9389 
110 0.9841 0.9825 0.981 0.9793 0.9685 0.9648 0.9608 0.9562 
111 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
112 0.975 0.975 0.975 0.975 0.975 0.975 0.975 0.975 
113 0.993 0.993 0.993 0.993 0.993 0.993 0.993 0.993 
114 0.9722 0.9709 0.9695 0.968 0.9572 0.9566 0.956 0.9543 
115 0.9716 0.9703 0.9689 0.9676 0.9569 0.9562 0.9556 0.954 
116 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
117 0.9889 0.987 0.9852 0.9833 0.9555 0.9466 0.9374 0.9266 
118 1.0153 1.0066 0.9976 0.9882 0.9128 0.899 0.8844 0.8653 
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Table B.3. Dispatch 1a High and Low Voltage Violations 
Highlighted numbers indicate violation. Load levels indicate percentage of the base case 
load. 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
1 0.9922 0.9845 0.9776 0.9709 0.9039 0.8904 0.876 0.8867 
2 0.9955 0.9886 0.9826 0.977 0.9136 0.9013 0.8882 0.8987 
3 0.9958 0.9897 0.9843 0.9791 0.9225 0.9109 0.8985 0.9108 
4 0.998 0.998 0.998 0.998 0.998 0.998 0.998 1.0178 
5 1.0026 1.0021 1.0018 1.0017 0.9947 0.9909 0.9867 1.006 
6 0.9952 0.9911 0.99 0.99 0.9613 0.9529 0.9439 0.958 
7 0.9963 0.9916 0.9892 0.9876 0.9498 0.9407 0.9309 0.9437 
8 1.015 1.015 1.015 1.015 1.0127 1.0026 0.9913 1.0148 
9 1.0513 1.0507 1.0498 1.0487 1.0213 1.0112 1 1.0439 
10 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.1099 
11 0.9983 0.9938 0.99 0.9865 0.943 0.9344 0.9252 0.938 
12 0.9981 0.9927 0.9883 0.9843 0.934 0.9238 0.9129 0.924 
13 0.9991 0.9927 0.9868 0.9811 0.9215 0.9102 0.8982 0.9061 
14 1.0011 0.9952 0.9901 0.9852 0.9347 0.9238 0.9121 0.9193 
15 1.0048 0.9987 0.9926 0.9863 0.9473 0.9357 0.9232 0.9207 
16 1.0017 0.9962 0.9914 0.9868 0.9353 0.9248 0.9136 0.9203 
17 1.0094 1.0067 1.0041 1.0013 0.982 0.975 0.9673 0.9673 
18 1.0002 0.9942 0.9881 0.9818 0.9563 0.945 0.9328 0.9289 
19 1.0034 0.9966 0.9897 0.9826 0.9448 0.9322 0.9188 0.9141 
20 1.0067 0.9996 0.9923 0.9847 0.9288 0.9156 0.9014 0.8942 
21 1.0081 1.0014 0.9944 0.9872 0.9256 0.913 0.8993 0.8912 
22 1.0097 1.0046 0.9993 0.9937 0.9407 0.9306 0.9197 0.9124 
23 1.0096 1.0087 1.0076 1.0064 0.9912 0.9887 0.9859 0.9832 
24 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 
25 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
26 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
27 0.968 0.968 0.968 0.968 0.968 0.968 0.968 0.968 
28 0.9675 0.9668 0.9661 0.9654 0.9576 0.9567 0.9559 0.955 
29 0.967 0.9665 0.9661 0.9656 0.9608 0.9603 0.9598 0.9592 
30 1.0042 1.0019 0.9995 0.9968 0.9675 0.958 0.9476 0.951 
31 0.967 0.967 0.967 0.967 0.967 0.967 0.967 0.967 
32 0.9761 0.9747 0.9732 0.9717 0.963 0.963 0.963 0.9607 
33 1.0157 1.0092 1.0027 0.9959 0.9469 0.9342 0.9205 0.9152 
34 1.0267 1.0215 1.016 1.0103 0.9721 0.9606 0.9479 0.9415 
35 1.0246 1.0189 1.013 1.0069 0.9667 0.9546 0.9413 0.9343 
36 1.0242 1.0185 1.0125 1.0063 0.967 0.9548 0.9414 0.9344 
37 1.0276 1.0231 1.0184 1.0134 0.978 0.9673 0.9555 0.9499 
38 0.9922 0.9887 0.9849 0.9809 0.9413 0.9309 0.9194 0.9156 
39 0.9901 0.9877 0.9852 0.9825 0.961 0.9561 0.9508 0.9478 
40 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
41 0.9732 0.9724 0.9717 0.9709 0.9626 0.9618 0.9609 0.96 
42 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
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Table B.3. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
43 1.0334 1.0267 1.0197 1.0125 0.95 0.9372 0.923 0.9136 
44 1.0362 1.0301 1.0239 1.0175 0.9521 0.9417 0.9296 0.9197 
45 1.0265 1.0218 1.017 1.0121 0.9595 0.9517 0.9423 0.934 
46 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
47 1.0211 1.0207 1.0202 1.0198 1.0134 1.0118 1.0084 1.0051 
48 1.0267 1.026 1.0252 1.0245 1.0166 1.0149 1.0108 1.0067 
49 1.025 1.025 1.025 1.025 1.025 1.0239 1.0198 1.0159 
50 1.0095 1.0086 1.0075 1.0065 0.995 0.9927 0.988 0.9832 
51 0.9888 0.9862 0.9836 0.9809 0.9514 0.9473 0.9416 0.9356 
52 0.9831 0.98 0.9769 0.9736 0.9385 0.934 0.928 0.9219 
53 0.9671 0.9646 0.962 0.9594 0.9317 0.9284 0.9245 0.9205 
54 0.955 0.955 0.955 0.955 0.955 0.955 0.955 0.955 
55 0.9586 0.9575 0.9564 0.9553 0.95 0.9487 0.9468 0.9446 
56 0.9594 0.9586 0.9578 0.957 0.9519 0.9509 0.9494 0.9477 
57 0.9811 0.9799 0.9785 0.9772 0.9638 0.9616 0.958 0.9543 
58 0.9765 0.9744 0.9722 0.97 0.9476 0.9444 0.9401 0.9356 
59 0.985 0.985 0.985 0.985 0.985 0.985 0.9813 0.9763 
60 0.9953 0.995 0.9946 0.9943 0.9918 0.9913 0.9906 0.9898 
61 0.995 0.995 0.995 0.995 0.995 0.995 0.995 0.995 
62 1.0007 0.9999 0.999 0.9982 0.997 0.996 0.9949 0.9937 
63 0.9726 0.9722 0.9718 0.9714 0.9649 0.9639 0.9612 0.9578 
64 0.9861 0.986 0.9857 0.9855 0.9811 0.9804 0.979 0.9773 
65 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
66 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
67 1.0273 1.0262 1.0251 1.0239 1.0146 1.0131 1.0116 1.0101 
68 1.0032 1.0032 1.0033 1.0033 1.0032 1.0032 1.0032 1.0028 
69 1.035 1.035 1.035 1.035 1.035 1.035 1.035 1.035 
70 1.0071 1.0036 1 0.9962 0.9725 0.9667 0.9604 0.953 
71 0.9985 0.9967 0.9949 0.993 0.981 0.9781 0.9749 0.9712 
72 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
73 0.991 0.991 0.991 0.991 0.991 0.991 0.991 0.991 
74 1.0158 1.0083 1.0006 0.9926 0.9292 0.9174 0.905 0.8896 
75 1.0188 1.0121 1.0052 0.9981 0.9385 0.9276 0.916 0.9012 
76 1.0134 1.0038 0.9938 0.9834 0.9047 0.8893 0.873 0.8512 
77 1.0328 1.0292 1.0254 1.0214 0.9929 0.9867 0.9803 0.9673 
78 1.0338 1.0298 1.0256 1.0212 0.9873 0.9809 0.9743 0.9606 
79 1.038 1.0343 1.0304 1.0264 0.993 0.9873 0.9814 0.968 
80 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.0314 
81 0.9959 0.9961 0.9962 0.9964 0.9971 0.9971 0.9971 0.9938 
82 1.035 1.0299 1.0244 1.0187 0.9573 0.9469 0.936 0.9196 
83 1.0326 1.0274 1.0219 1.0161 0.9527 0.9418 0.9303 0.9142 
84 1.021 1.0168 1.0123 1.0074 0.9555 0.9458 0.9355 0.922 
85 1.0157 1.0127 1.0095 1.0058 0.9703 0.9625 0.9542 0.9436 
86 1.0159 1.0129 1.0096 1.0061 0.9709 0.9645 0.9578 0.9496 
87 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
88 1.0088 1.0067 1.0045 1.002 0.9736 0.9686 0.9633 0.957 
89 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
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Table B.3. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
90 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
91 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
92 1.0076 1.0063 1.0048 1.0031 0.9783 0.973 0.9673 0.9603 
93 1.0142 1.0115 1.0086 1.0055 0.9625 0.9541 0.9452 0.9337 
94 1.02 1.0169 1.0136 1.0101 0.9648 0.9556 0.9459 0.9325 
95 1.0228 1.0182 1.0134 1.0083 0.9478 0.9373 0.9262 0.9106 
96 1.0305 1.0264 1.022 1.0174 0.9643 0.9553 0.9458 0.9309 
97 1.035 1.0324 1.0296 1.0267 0.994 0.9887 0.9833 0.9707 
98 1.0312 1.0303 1.0294 1.0285 1.0154 1.0117 1.0078 0.9975 
99 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
100 1.017 1.017 1.017 1.017 1.0102 1.0036 0.9966 0.9872 
101 1.0128 1.0106 1.0083 1.006 0.9724 0.9641 0.9552 0.9442 
102 1.0099 1.0081 1.0061 1.004 0.9733 0.9666 0.9594 0.9506 
103 1.01 1.01 1.01 1.01 0.9892 0.9811 0.9724 0.9617 
104 0.9957 0.9925 0.9893 0.986 0.9609 0.9512 0.9408 0.9286 
105 0.9921 0.989 0.9858 0.9826 0.9574 0.9488 0.9395 0.9287 
106 0.9883 0.9852 0.982 0.9788 0.9482 0.9398 0.9309 0.9203 
107 0.952 0.952 0.952 0.952 0.952 0.952 0.952 0.952 
108 0.9891 0.9864 0.9836 0.9807 0.9585 0.9514 0.944 0.9353 
109 0.9878 0.9852 0.9826 0.98 0.9595 0.9532 0.9466 0.9388 
110 0.9841 0.9825 0.981 0.9793 0.9685 0.9648 0.9608 0.9562 
111 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
112 0.975 0.975 0.975 0.975 0.975 0.975 0.975 0.975 
113 0.993 0.993 0.993 0.993 0.993 0.993 0.993 0.993 
114 0.9722 0.9709 0.9695 0.968 0.9572 0.9566 0.956 0.9541 
115 0.9716 0.9703 0.9689 0.9676 0.9569 0.9562 0.9556 0.9538 
116 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
117 0.997 0.9897 0.9835 0.9775 0.9059 0.893 0.8794 0.8889 
118 1.0153 1.0066 0.9976 0.9882 0.9123 0.8984 0.8836 0.8645 
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Table B.4. Dispatch 1b High and Low Voltage Violations 
Highlighted numbers indicate violation. Load levels indicate percentage of the base case 
load. 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
1 0.9864 0.9825 0.9786 0.9746 0.9393 0.9297 0.9196 0.9077 
2 0.9882 0.9862 0.9841 0.982 0.9571 0.9486 0.9397 0.9291 
3 0.9907 0.9879 0.9851 0.9822 0.9534 0.9455 0.9373 0.9272 
4 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 
5 1.0015 1.0016 1.0017 1.0018 1.0011 1 0.9988 0.9959 
6 0.9905 0.99 0.99 0.99 0.9889 0.9838 0.9785 0.9716 
7 0.9903 0.9899 0.9898 0.9897 0.9851 0.9794 0.9734 0.9658 
8 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.0081 
9 1.0514 1.051 1.0504 1.0496 1.0314 1.0285 1.0253 1.0181 
10 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
11 0.9931 0.9921 0.9911 0.9901 0.9747 0.9691 0.9632 0.9559 
12 0.99 0.99 0.99 0.99 0.9818 0.9752 0.9683 0.9599 
13 0.9946 0.9912 0.9877 0.9842 0.9494 0.941 0.9322 0.9219 
14 0.9947 0.9931 0.9914 0.9897 0.9732 0.9655 0.9575 0.9477 
15 1.0029 0.998 0.9929 0.9875 0.9593 0.95 0.9401 0.9283 
16 0.9959 0.9943 0.9926 0.9909 0.9711 0.9639 0.9563 0.9471 
17 1.0083 1.0063 1.0041 1.0018 0.9885 0.9835 0.9781 0.9711 
18 0.999 0.9937 0.9882 0.9825 0.9645 0.9553 0.9456 0.9339 
19 1.002 0.996 0.9899 0.9835 0.9543 0.944 0.933 0.92 
20 1.0056 0.9992 0.9924 0.9855 0.9367 0.9254 0.9134 0.8995 
21 1.0072 1.0011 0.9946 0.9878 0.9322 0.9211 0.9094 0.8958 
22 1.0091 1.0044 0.9994 0.9941 0.9454 0.9364 0.9269 0.9158 
23 1.0095 1.0086 1.0076 1.0065 0.992 0.9897 0.9871 0.9839 
24 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 
25 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
26 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
27 0.968 0.968 0.968 0.968 0.968 0.968 0.968 0.968 
28 0.9675 0.9668 0.9661 0.9654 0.9576 0.9567 0.9559 0.955 
29 0.967 0.9665 0.9661 0.9656 0.9608 0.9603 0.9598 0.9592 
30 1.0037 1.0018 0.9996 0.9972 0.972 0.9665 0.9606 0.9514 
31 0.967 0.967 0.967 0.967 0.967 0.967 0.967 0.967 
32 0.976 0.9747 0.9732 0.9717 0.963 0.963 0.963 0.961 
33 1.0145 1.0088 1.0029 0.9967 0.9553 0.9448 0.9337 0.92 
34 1.0262 1.0213 1.0161 1.0107 0.9763 0.9666 0.9561 0.9429 
35 1.0241 1.0187 1.0131 1.0072 0.9708 0.9606 0.9495 0.9356 
36 1.0237 1.0183 1.0126 1.0066 0.9711 0.9608 0.9496 0.9357 
37 1.0271 1.0229 1.0185 1.0138 0.982 0.9731 0.9635 0.9511 
38 0.9918 0.9885 0.985 0.9812 0.9449 0.9368 0.928 0.9156 
39 0.9899 0.9876 0.9852 0.9826 0.9623 0.9581 0.9536 0.948 
40 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
41 0.9732 0.9724 0.9717 0.9709 0.9627 0.9619 0.961 0.9601 
42 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
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Table B.4. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
43 1.0331 1.0266 1.0199 1.0129 0.9539 0.9426 0.9303 0.9156 
44 1.0361 1.0302 1.024 1.0177 0.9547 0.945 0.9341 0.9216 
45 1.0265 1.0218 1.0171 1.0123 0.9612 0.9538 0.945 0.9353 
46 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
47 1.0211 1.0207 1.0202 1.0197 1.0131 1.0111 1.0077 1.0037 
48 1.0267 1.026 1.0252 1.0245 1.0167 1.0145 1.0103 1.0057 
49 1.025 1.025 1.025 1.025 1.025 1.0233 1.0192 1.0145 
50 1.0095 1.0085 1.0075 1.0064 0.9944 0.9914 0.9863 0.9806 
51 0.9888 0.9862 0.9835 0.9808 0.9503 0.9456 0.9394 0.9325 
52 0.9831 0.98 0.9768 0.9735 0.9374 0.9323 0.9259 0.9189 
53 0.9671 0.9645 0.9619 0.9593 0.9311 0.9276 0.9235 0.9191 
54 0.955 0.955 0.955 0.955 0.955 0.955 0.955 0.955 
55 0.9586 0.9575 0.9564 0.9552 0.95 0.9484 0.9459 0.943 
56 0.9594 0.9586 0.9578 0.957 0.9519 0.9506 0.9487 0.9465 
57 0.9811 0.9798 0.9785 0.9771 0.9631 0.9604 0.9563 0.9517 
58 0.9765 0.9743 0.9722 0.9699 0.9468 0.9432 0.9384 0.9331 
59 0.985 0.985 0.985 0.985 0.985 0.9827 0.9745 0.9639 
60 1.0042 1.003 1.0018 1.0005 0.9897 0.9859 0.9788 0.969 
61 1.0049 1.004 1.003 1.0019 0.9928 0.9892 0.9826 0.9731 
62 1.0086 1.0071 1.0054 1.0036 0.9938 0.9897 0.983 0.9738 
63 0.9751 0.9744 0.9736 0.9727 0.9609 0.9575 0.9504 0.9401 
64 0.9901 0.9894 0.9885 0.9876 0.9756 0.9724 0.9667 0.9575 
65 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.0009 
66 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
67 1.031 1.0295 1.0279 1.0262 1.011 1.0078 1.0033 0.9976 
68 1.0032 1.0032 1.0033 1.0033 1.0032 1.0032 1.0032 1.002 
69 1.035 1.035 1.035 1.035 1.035 1.035 1.035 1.035 
70 1.0071 1.0036 1 0.9962 0.973 0.9673 0.9612 0.9537 
71 0.9985 0.9967 0.9949 0.993 0.9813 0.9784 0.9753 0.9715 
72 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
73 0.991 0.991 0.991 0.991 0.991 0.991 0.991 0.991 
74 1.0158 1.0083 1.0006 0.9927 0.9296 0.918 0.9057 0.8902 
75 1.0188 1.0122 1.0053 0.9981 0.9389 0.9281 0.9167 0.9017 
76 1.0134 1.0038 0.9938 0.9834 0.905 0.8897 0.8735 0.8515 
77 1.0328 1.0292 1.0254 1.0214 0.9929 0.9868 0.9804 0.9673 
78 1.0338 1.0298 1.0256 1.0213 0.9874 0.981 0.9743 0.9606 
79 1.038 1.0343 1.0304 1.0264 0.993 0.9873 0.9815 0.9679 
80 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.0313 
81 0.9959 0.9961 0.9962 0.9963 0.997 0.9971 0.9971 0.9933 
82 1.035 1.0299 1.0244 1.0187 0.9573 0.9469 0.936 0.9196 
83 1.0326 1.0274 1.0219 1.0161 0.9527 0.9418 0.9303 0.9141 
84 1.021 1.0168 1.0123 1.0074 0.9555 0.9458 0.9355 0.922 
85 1.0157 1.0127 1.0095 1.0058 0.9703 0.9625 0.9542 0.9436 
86 1.0159 1.0129 1.0096 1.0061 0.9709 0.9645 0.9578 0.9496 
87 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
88 1.0088 1.0067 1.0045 1.002 0.9736 0.9686 0.9633 0.9569 
89 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
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Table B.4. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
90 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
91 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
92 1.0076 1.0063 1.0048 1.0031 0.9783 0.973 0.9674 0.9603 
93 1.0142 1.0115 1.0086 1.0055 0.9625 0.9542 0.9452 0.9336 
94 1.02 1.0169 1.0136 1.0101 0.9648 0.9556 0.9459 0.9325 
95 1.0228 1.0182 1.0134 1.0083 0.9478 0.9373 0.9263 0.9105 
96 1.0306 1.0264 1.022 1.0174 0.9643 0.9553 0.9458 0.9308 
97 1.035 1.0324 1.0296 1.0267 0.994 0.9887 0.9833 0.9706 
98 1.0312 1.0303 1.0294 1.0285 1.0154 1.0117 1.0078 0.9975 
99 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
100 1.017 1.017 1.017 1.017 1.0102 1.0036 0.9966 0.9872 
101 1.0128 1.0106 1.0083 1.006 0.9724 0.9641 0.9552 0.9442 
102 1.0099 1.0081 1.0061 1.004 0.9733 0.9666 0.9595 0.9506 
103 1.01 1.01 1.01 1.01 0.9892 0.9811 0.9725 0.9617 
104 0.9957 0.9925 0.9893 0.986 0.9609 0.9512 0.9408 0.9286 
105 0.9921 0.989 0.9858 0.9826 0.9574 0.9488 0.9395 0.9287 
106 0.9883 0.9852 0.982 0.9788 0.9482 0.9398 0.9309 0.9203 
107 0.952 0.952 0.952 0.952 0.952 0.952 0.952 0.952 
108 0.9891 0.9864 0.9836 0.9807 0.9585 0.9514 0.944 0.9353 
109 0.9878 0.9852 0.9826 0.98 0.9595 0.9532 0.9466 0.9388 
110 0.9841 0.9825 0.981 0.9793 0.9685 0.9648 0.9608 0.9562 
111 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
112 0.975 0.975 0.975 0.975 0.975 0.975 0.975 0.975 
113 0.993 0.993 0.993 0.993 0.993 0.993 0.993 0.993 
114 0.9722 0.9709 0.9695 0.968 0.9572 0.9566 0.956 0.9542 
115 0.9716 0.9703 0.9689 0.9676 0.9569 0.9562 0.9556 0.9539 
116 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
117 0.9889 0.987 0.9852 0.9833 0.9555 0.9465 0.9373 0.9264 
118 1.0153 1.0066 0.9976 0.9882 0.9127 0.8988 0.8842 0.8649 
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Table B.5. Dispatch 1c High and Low Voltage Violations 
Highlighted numbers indicate violation. Load levels indicate percentage of the base case 
load. 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
1 0.9864 0.9825 0.9786 0.9746 0.9391 0.9293 0.9192 0.9068 
2 0.9882 0.9862 0.9841 0.982 0.9568 0.9482 0.9392 0.9281 
3 0.9907 0.9879 0.9851 0.9822 0.9532 0.9452 0.9369 0.9263 
4 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 
5 1.0015 1.0016 1.0017 1.0018 1.0011 0.9999 0.9987 0.9954 
6 0.9905 0.99 0.99 0.99 0.9887 0.9835 0.9782 0.9708 
7 0.9903 0.9899 0.9898 0.9897 0.9849 0.9791 0.973 0.9649 
8 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.0066 
9 1.0514 1.051 1.0504 1.0496 1.0314 1.0285 1.0253 1.0172 
10 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
11 0.9931 0.9921 0.9911 0.9901 0.9744 0.9687 0.9627 0.955 
12 0.99 0.99 0.99 0.99 0.9815 0.9748 0.9677 0.9588 
13 0.9946 0.9912 0.9877 0.9841 0.9488 0.9402 0.9312 0.9202 
14 0.9946 0.993 0.9914 0.9897 0.9725 0.9646 0.9563 0.9459 
15 1.0029 0.998 0.9928 0.9874 0.9578 0.9481 0.9376 0.9245 
16 0.9958 0.9942 0.9926 0.9909 0.9705 0.9631 0.9553 0.9455 
17 1.0083 1.0063 1.0041 1.0017 0.9875 0.9822 0.9764 0.9685 
18 0.9989 0.9936 0.9881 0.9824 0.9631 0.9535 0.9431 0.9303 
19 1.0019 0.996 0.9898 0.9834 0.9526 0.9418 0.9301 0.9157 
20 1.0055 0.9991 0.9923 0.9852 0.9343 0.9225 0.9097 0.8944 
21 1.0072 1.0009 0.9944 0.9876 0.9297 0.918 0.9055 0.8906 
22 1.009 1.0043 0.9992 0.9939 0.9431 0.9337 0.9235 0.9114 
23 1.0095 1.0086 1.0075 1.0064 0.9915 0.9891 0.9865 0.9829 
24 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 
25 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
26 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
27 0.968 0.968 0.968 0.968 0.968 0.968 0.968 0.968 
28 0.9675 0.9668 0.9661 0.9654 0.9575 0.9567 0.9559 0.955 
29 0.967 0.9665 0.9661 0.9656 0.9608 0.9603 0.9598 0.9592 
30 1.0037 1.0017 0.9995 0.997 0.9702 0.9644 0.9578 0.947 
31 0.967 0.967 0.967 0.967 0.967 0.967 0.967 0.967 
32 0.976 0.9746 0.9732 0.9717 0.963 0.963 0.9629 0.9603 
33 1.0144 1.0087 1.0028 0.9966 0.9529 0.9416 0.9291 0.9134 
34 1.0261 1.0212 1.0159 1.0104 0.9726 0.9616 0.9489 0.9325 
35 1.024 1.0186 1.013 1.007 0.9672 0.9557 0.9425 0.9254 
36 1.0236 1.0182 1.0125 1.0064 0.9674 0.9558 0.9426 0.9254 
37 1.027 1.0228 1.0184 1.0136 0.9786 0.9685 0.9569 0.9414 
38 0.9917 0.9883 0.9847 0.9807 0.9407 0.9315 0.9208 0.9055 
39 0.9899 0.9876 0.9851 0.9825 0.9605 0.9557 0.9503 0.9434 
40 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
41 0.9732 0.9724 0.9717 0.9709 0.9628 0.962 0.9611 0.9603 
42 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
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Table B.5. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
43 1.032 1.0253 1.0183 1.011 0.9449 0.9301 0.9123 0.8894 
44 1.0336 1.0271 1.0203 1.0133 0.9381 0.9219 0.9009 0.8737 
45 1.0234 1.0181 1.0126 1.0068 0.9416 0.9266 0.9066 0.8801 
46 1.005 1.005 1.005 1.005 1.005 0.9959 0.9803 0.9592 
47 1.0158 1.014 1.012 1.0098 0.9764 0.9674 0.9551 0.9376 
48 1.0198 1.0174 1.0149 1.0121 0.9737 0.9646 0.9525 0.9349 
49 1.0163 1.0142 1.0119 1.0095 0.9716 0.9638 0.9539 0.9389 
50 1.0029 1.0003 0.9976 0.9946 0.9542 0.9467 0.9373 0.9238 
51 0.9848 0.9812 0.9776 0.9737 0.9266 0.9192 0.9104 0.8989 
52 0.9798 0.9759 0.9719 0.9677 0.918 0.9107 0.9022 0.8913 
53 0.9657 0.9628 0.9599 0.9569 0.9228 0.9183 0.9133 0.9072 
54 0.955 0.955 0.955 0.955 0.955 0.955 0.955 0.955 
55 0.9583 0.9571 0.956 0.9547 0.9478 0.9458 0.9432 0.9402 
56 0.959 0.9581 0.9572 0.9563 0.9493 0.9476 0.9455 0.943 
57 0.9781 0.9761 0.974 0.9718 0.9455 0.9407 0.9349 0.927 
58 0.974 0.9713 0.9685 0.9656 0.9322 0.9269 0.9206 0.9125 
59 0.985 0.985 0.985 0.985 0.985 0.9821 0.9761 0.9688 
60 0.9953 0.995 0.9946 0.9943 0.9917 0.991 0.9901 0.9888 
61 0.995 0.995 0.995 0.995 0.995 0.995 0.995 0.995 
62 1.0007 0.9999 0.9991 0.9982 0.9971 0.996 0.9949 0.9924 
63 0.9724 0.972 0.9716 0.971 0.9623 0.9596 0.955 0.9485 
64 0.9861 0.9858 0.9855 0.9852 0.979 0.9775 0.9746 0.9698 
65 1.005 1.005 1.005 1.005 1.005 1.005 1.0033 0.9977 
66 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.0434 
67 1.0273 1.0262 1.0251 1.0239 1.0149 1.0135 1.0119 1.0061 
68 1.0032 1.0033 1.0033 1.0033 1.0026 1.0019 1.0008 0.9985 
69 1.035 1.035 1.035 1.035 1.035 1.035 1.035 1.035 
70 1.0071 1.0035 0.9998 0.9959 0.969 0.9612 0.9525 0.9416 
71 0.9984 0.9966 0.9948 0.9928 0.9792 0.9752 0.9708 0.9653 
72 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
73 0.991 0.991 0.991 0.991 0.991 0.991 0.991 0.991 
74 1.016 1.0085 1.0007 0.9926 0.9226 0.9062 0.8882 0.8653 
75 1.019 1.0124 1.0054 0.9981 0.9313 0.9151 0.8973 0.8742 
76 1.0137 1.0041 0.9939 0.9833 0.8921 0.8677 0.8408 0.8057 
77 1.0331 1.0295 1.0255 1.0212 0.9783 0.9604 0.9407 0.912 
78 1.0341 1.0301 1.0257 1.0212 0.9732 0.9546 0.9342 0.9044 
79 1.0382 1.0345 1.0305 1.0263 0.9801 0.9615 0.9411 0.9112 
80 1.04 1.04 1.04 1.04 1.0316 1.0177 1.0024 0.9781 
81 0.9963 0.9965 0.9967 0.9969 0.9936 0.988 0.9816 0.9712 
82 1.0358 1.0304 1.0244 1.0178 0.9201 0.8953 0.8678 0.8238 
83 1.0333 1.028 1.0218 1.0148 0.9096 0.8844 0.8563 0.8097 
84 1.0222 1.018 1.013 1.0072 0.918 0.8968 0.8731 0.8298 
85 1.0171 1.0143 1.0108 1.0066 0.9411 0.9244 0.9057 0.868 
86 1.0168 1.0138 1.0104 1.0066 0.952 0.9398 0.9263 0.9003 
87 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
88 1.0093 1.0072 1.0047 1.0018 0.9559 0.9463 0.9356 0.906 
89 1.005 1.005 1.005 1.005 1.005 1.005 1.005 0.9883 
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Table B.5. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
90 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
91 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
92 1.0078 1.0063 1.0044 1.0021 0.9526 0.9408 0.9276 0.8967 
93 1.0144 1.0114 1.0079 1.0039 0.9254 0.9067 0.8856 0.8455 
94 1.0202 1.0168 1.0131 1.0089 0.9287 0.9079 0.8847 0.8434 
95 1.023 1.0182 1.0128 1.007 0.9107 0.8871 0.8608 0.8165 
96 1.0308 1.0263 1.0213 1.0159 0.9293 0.9064 0.881 0.8394 
97 1.0352 1.0325 1.0294 1.0261 0.9712 0.9519 0.9305 0.8962 
98 1.0315 1.0307 1.0298 1.0288 0.9991 0.9834 0.9659 0.9367 
99 1.01 1.01 1.01 1.01 1.01 1.01 1.01 0.9932 
100 1.017 1.017 1.017 1.017 0.9879 0.9741 0.9586 0.9276 
101 1.0128 1.0104 1.0078 1.005 0.941 0.9241 0.905 0.8674 
102 1.01 1.0079 1.0055 1.0027 0.9432 0.9287 0.9125 0.8777 
103 1.01 1.01 1.01 1.01 0.9722 0.9584 0.9428 0.9144 
104 0.9957 0.9925 0.9893 0.986 0.9464 0.9317 0.9153 0.8874 
105 0.9921 0.989 0.9858 0.9826 0.9455 0.9327 0.9184 0.8945 
106 0.9883 0.9852 0.982 0.9788 0.9364 0.9239 0.91 0.8867 
107 0.952 0.952 0.952 0.952 0.952 0.952 0.952 0.952 
108 0.9891 0.9864 0.9836 0.9807 0.9495 0.9394 0.9281 0.9096 
109 0.9878 0.9852 0.9826 0.98 0.9519 0.9429 0.9329 0.9168 
110 0.9841 0.9825 0.981 0.9793 0.9643 0.959 0.9532 0.944 
111 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
112 0.975 0.975 0.975 0.975 0.975 0.975 0.975 0.975 
113 0.993 0.993 0.993 0.993 0.993 0.993 0.993 0.993 
114 0.9722 0.9708 0.9694 0.968 0.9572 0.9566 0.9559 0.9538 
115 0.9716 0.9703 0.9689 0.9675 0.9569 0.9562 0.9556 0.9536 
116 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
117 0.9889 0.987 0.9852 0.9833 0.9551 0.9461 0.9367 0.9252 
118 1.0156 1.0069 0.9978 0.9882 0.9025 0.8815 0.8583 0.8283 
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Table B.6. Dispatch 1d High and Low Voltage Violations 
Highlighted numbers indicate violation. Load levels indicate percentage of the base case 
load. 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
1 0.9864 0.9825 0.9786 0.9746 0.9391 0.9294 0.9192 0.907 
2 0.9882 0.9862 0.9841 0.982 0.9568 0.9482 0.9392 0.9284 
3 0.9907 0.9879 0.9851 0.9822 0.9533 0.9453 0.9369 0.9266 
4 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 
5 1.0015 1.0016 1.0017 1.0018 1.0011 0.9999 0.9987 0.9956 
6 0.9905 0.99 0.99 0.99 0.9888 0.9836 0.9782 0.971 
7 0.9903 0.9899 0.9898 0.9897 0.9849 0.9791 0.973 0.9651 
8 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.0075 
9 1.0514 1.051 1.0504 1.0496 1.0314 1.0285 1.0253 1.0178 
10 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
11 0.9931 0.9921 0.9911 0.9901 0.9745 0.9687 0.9627 0.9552 
12 0.99 0.99 0.99 0.99 0.9815 0.9748 0.9678 0.959 
13 0.9945 0.9911 0.9876 0.9841 0.9488 0.9402 0.9312 0.9204 
14 0.9946 0.993 0.9913 0.9896 0.9725 0.9646 0.9562 0.946 
15 1.0026 0.9976 0.9924 0.9871 0.9576 0.9476 0.9369 0.9241 
16 0.9958 0.9942 0.9926 0.9909 0.9709 0.9635 0.9557 0.9461 
17 1.0082 1.0062 1.0041 1.0018 0.9884 0.9831 0.9773 0.9696 
18 0.9986 0.9933 0.9878 0.9821 0.9634 0.9538 0.9434 0.9309 
19 1.0014 0.9954 0.9891 0.9827 0.9519 0.9408 0.9289 0.9148 
20 1.0039 0.9975 0.9909 0.984 0.9373 0.926 0.9138 0.8996 
21 1.0048 0.9987 0.9924 0.9858 0.9344 0.9237 0.9122 0.8988 
22 1.0058 1.0011 0.9963 0.9913 0.9477 0.9393 0.9303 0.9197 
23 1.0046 1.0038 1.0028 1.0018 0.9897 0.9876 0.9852 0.9821 
24 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 
25 1.0347 1.0351 1.0354 1.0356 1.0327 1.0316 1.0304 1.0289 
26 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
27 0.968 0.968 0.968 0.968 0.968 0.968 0.968 0.968 
28 0.9675 0.9667 0.966 0.9653 0.9577 0.9569 0.9561 0.9553 
29 0.9669 0.9664 0.966 0.9655 0.9606 0.9601 0.9596 0.9591 
30 1.0036 1.0016 0.9994 0.9971 0.9723 0.9664 0.9599 0.9497 
31 0.967 0.967 0.967 0.967 0.967 0.967 0.967 0.967 
32 0.975 0.9736 0.9722 0.9707 0.963 0.963 0.963 0.9607 
33 1.014 1.0082 1.0021 0.9957 0.948 0.9357 0.9222 0.906 
34 1.0256 1.0204 1.0149 1.0091 0.9651 0.9527 0.9388 0.922 
35 1.0235 1.0179 1.0119 1.0056 0.9596 0.9466 0.9321 0.9146 
36 1.0231 1.0174 1.0114 1.005 0.9598 0.9468 0.9322 0.9146 
37 1.0265 1.022 1.0173 1.0121 0.9709 0.9593 0.9463 0.9304 
38 0.9911 0.9874 0.9834 0.979 0.9296 0.9179 0.9045 0.8875 
39 0.9898 0.9874 0.9848 0.9822 0.959 0.9538 0.9482 0.9414 
40 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
41 0.9732 0.9724 0.9716 0.9708 0.9622 0.9612 0.9603 0.9592 
42 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
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Table B.6. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
43 1.0322 1.0253 1.0181 1.0105 0.938 0.9232 0.9067 0.8873 
44 1.0354 1.029 1.0224 1.0155 0.9397 0.9265 0.912 0.8954 
45 1.0259 1.021 1.0159 1.0106 0.9504 0.9402 0.929 0.9164 
46 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
47 1.021 1.0205 1.02 1.0195 1.0102 1.0065 1.0022 0.9972 
48 1.0267 1.026 1.0252 1.0245 1.0144 1.01 1.005 0.9994 
49 1.025 1.025 1.025 1.025 1.0224 1.018 1.013 1.0072 
50 1.0095 1.0086 1.0076 1.0065 0.9933 0.9884 0.9828 0.9766 
51 0.9888 0.9863 0.9836 0.981 0.9505 0.9449 0.9385 0.9317 
52 0.9831 0.9801 0.9769 0.9737 0.9379 0.932 0.9256 0.9186 
53 0.9671 0.9646 0.962 0.9594 0.9314 0.9276 0.9234 0.9191 
54 0.955 0.955 0.955 0.955 0.955 0.955 0.955 0.955 
55 0.9586 0.9575 0.9564 0.9553 0.9499 0.9485 0.9463 0.9439 
56 0.9594 0.9586 0.9578 0.957 0.9518 0.9506 0.9489 0.947 
57 0.9811 0.9799 0.9785 0.9772 0.9631 0.9597 0.9557 0.9513 
58 0.9765 0.9744 0.9722 0.97 0.947 0.9429 0.9382 0.933 
59 0.985 0.985 0.985 0.985 0.985 0.985 0.9797 0.9738 
60 0.9953 0.995 0.9946 0.9943 0.9917 0.9913 0.9904 0.9895 
61 0.995 0.995 0.995 0.995 0.995 0.995 0.995 0.995 
62 1.0007 0.9999 0.999 0.9982 0.997 0.996 0.9949 0.9937 
63 0.9725 0.9722 0.9718 0.9714 0.9644 0.9629 0.9585 0.9535 
64 0.9861 0.9859 0.9857 0.9854 0.9807 0.9792 0.9762 0.9726 
65 1.005 1.005 1.005 1.005 1.005 1.0029 0.9996 0.9954 
66 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
67 1.0273 1.0262 1.0251 1.0239 1.0147 1.0132 1.0117 1.0101 
68 1.0033 1.0033 1.0033 1.0033 1.0029 1.0024 1.0015 1 
69 1.035 1.035 1.035 1.035 1.035 1.035 1.035 1.035 
70 1.006 1.0018 0.9974 0.9929 0.9558 0.9475 0.9376 0.9254 
71 0.9978 0.9957 0.9934 0.9911 0.9716 0.9672 0.962 0.9556 
72 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
73 0.991 0.991 0.991 0.991 0.991 0.991 0.991 0.991 
74 1.0152 1.0073 0.9991 0.9904 0.913 0.8983 0.8809 0.8591 
75 1.0184 1.0114 1.0041 0.9963 0.9236 0.9099 0.8934 0.8722 
76 1.0133 1.0034 0.993 0.9821 0.8889 0.8705 0.8477 0.8179 
77 1.033 1.0293 1.0254 1.0212 0.9868 0.9795 0.9681 0.9497 
78 1.034 1.03 1.0257 1.0212 0.9819 0.9744 0.9626 0.9435 
79 1.0381 1.0344 1.0305 1.0263 0.9884 0.9819 0.9707 0.9516 
80 1.04 1.04 1.04 1.04 1.04 1.04 1.035 1.0215 
81 0.9963 0.9966 0.9968 0.997 0.9965 0.9961 0.9934 0.9873 
82 1.0352 1.0301 1.0246 1.0188 0.9542 0.9432 0.9287 0.9085 
83 1.0327 1.0276 1.0221 1.0162 0.9499 0.9385 0.924 0.9046 
84 1.0211 1.0169 1.0124 1.0074 0.9536 0.9435 0.9312 0.9156 
85 1.0158 1.0128 1.0096 1.0059 0.9689 0.9608 0.9511 0.939 
86 1.016 1.0129 1.0097 1.0062 0.97 0.9634 0.9558 0.9466 
87 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
88 1.0088 1.0068 1.0045 1.002 0.9729 0.9677 0.9618 0.9548 
89 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
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Table B.6. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
90 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
91 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
92 1.0076 1.0063 1.0048 1.0031 0.9784 0.973 0.9668 0.9591 
93 1.0143 1.0116 1.0087 1.0055 0.9623 0.9538 0.9436 0.9307 
94 1.02 1.017 1.0137 1.0102 0.9643 0.955 0.9433 0.9279 
95 1.0229 1.0183 1.0135 1.0084 0.947 0.9362 0.9226 0.9042 
96 1.0307 1.0265 1.0221 1.0175 0.9631 0.9538 0.941 0.9227 
97 1.0351 1.0324 1.0296 1.0267 0.9933 0.9879 0.9783 0.9615 
98 1.0312 1.0303 1.0294 1.0285 1.0154 1.0117 1.0042 0.9904 
99 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
100 1.017 1.017 1.017 1.017 1.0102 1.0036 0.9954 0.9849 
101 1.0128 1.0106 1.0084 1.006 0.9725 0.9642 0.9544 0.9424 
102 1.0099 1.0081 1.0061 1.004 0.9734 0.9667 0.9588 0.9493 
103 1.01 1.01 1.01 1.01 0.9892 0.9811 0.9715 0.9599 
104 0.9957 0.9925 0.9893 0.986 0.9609 0.9511 0.94 0.927 
105 0.9921 0.989 0.9858 0.9826 0.9574 0.9487 0.9389 0.9274 
106 0.9883 0.9852 0.982 0.9788 0.9482 0.9397 0.9302 0.919 
107 0.952 0.952 0.952 0.952 0.952 0.952 0.952 0.952 
108 0.9891 0.9864 0.9836 0.9807 0.9585 0.9514 0.9435 0.9343 
109 0.9878 0.9852 0.9826 0.98 0.9595 0.9532 0.9462 0.938 
110 0.9841 0.9825 0.981 0.9793 0.9685 0.9647 0.9605 0.9557 
111 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
112 0.975 0.975 0.975 0.975 0.975 0.975 0.975 0.975 
113 0.993 0.993 0.993 0.993 0.993 0.993 0.993 0.993 
114 0.9716 0.9703 0.9689 0.9675 0.9572 0.9566 0.956 0.9541 
115 0.9711 0.9698 0.9684 0.9671 0.9569 0.9563 0.9557 0.9539 
116 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
117 0.9889 0.987 0.9852 0.9833 0.9552 0.9462 0.9367 0.9255 
118 1.015 1.0061 0.9966 0.9867 0.8969 0.88 0.8595 0.8331 
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Table B.7. Dispatch 1e High and Low Voltage Violations 
Highlighted numbers indicate violation. Load levels indicate percentage of the base case 
load. 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
1 0.9864 0.9825 0.9786 0.9746 0.9393 0.9297 0.9197 0.9079 
2 0.9882 0.9862 0.9841 0.982 0.9571 0.9486 0.9398 0.9294 
3 0.9907 0.9879 0.9851 0.9822 0.9535 0.9456 0.9373 0.9274 
4 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 
5 1.0015 1.0016 1.0017 1.0018 1.0011 1 0.9988 0.996 
6 0.9905 0.99 0.99 0.99 0.9889 0.9838 0.9785 0.9717 
7 0.9903 0.9899 0.9898 0.9897 0.9852 0.9794 0.9734 0.966 
8 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.0084 
9 1.0514 1.051 1.0504 1.0496 1.0314 1.0285 1.0253 1.0183 
10 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
11 0.9931 0.9921 0.9911 0.9901 0.9748 0.9691 0.9632 0.9561 
12 0.99 0.99 0.99 0.99 0.9818 0.9753 0.9684 0.9601 
13 0.9946 0.9912 0.9877 0.9842 0.9494 0.9411 0.9324 0.9222 
14 0.9947 0.9931 0.9914 0.9897 0.9732 0.9656 0.9576 0.9481 
15 1.0029 0.998 0.9928 0.9875 0.9595 0.9502 0.9404 0.929 
16 0.9959 0.9943 0.9926 0.9909 0.9712 0.9639 0.9564 0.9474 
17 1.0083 1.0063 1.0041 1.0018 0.9887 0.9837 0.9783 0.9716 
18 0.999 0.9937 0.9882 0.9825 0.9646 0.9555 0.9458 0.9346 
19 1.002 0.996 0.9899 0.9835 0.9545 0.9442 0.9333 0.9208 
20 1.0056 0.9991 0.9924 0.9854 0.9369 0.9256 0.9138 0.9002 
21 1.0072 1.0011 0.9946 0.9878 0.9324 0.9214 0.9097 0.8965 
22 1.0091 1.0044 0.9994 0.9941 0.9455 0.9366 0.9271 0.9163 
23 1.0095 1.0087 1.0076 1.0065 0.992 0.9897 0.9872 0.984 
24 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 
25 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
26 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
27 0.968 0.968 0.968 0.968 0.968 0.968 0.968 0.968 
28 0.9675 0.9668 0.9661 0.9654 0.9576 0.9567 0.9559 0.955 
29 0.967 0.9665 0.9661 0.9656 0.9608 0.9603 0.9598 0.9592 
30 1.0037 1.0018 0.9996 0.9972 0.9722 0.9668 0.961 0.9524 
31 0.967 0.967 0.967 0.967 0.967 0.967 0.967 0.967 
32 0.976 0.9747 0.9732 0.9717 0.963 0.963 0.963 0.9611 
33 1.0144 1.0088 1.0029 0.9967 0.9556 0.9452 0.9341 0.9213 
34 1.0261 1.0212 1.0161 1.0107 0.9767 0.9671 0.9568 0.9447 
35 1.024 1.0187 1.0131 1.0072 0.9712 0.9611 0.9502 0.9375 
36 1.0237 1.0183 1.0126 1.0066 0.9715 0.9613 0.9503 0.9375 
37 1.027 1.0229 1.0184 1.0137 0.9824 0.9736 0.9641 0.9529 
38 0.9918 0.9885 0.985 0.9812 0.9456 0.9377 0.9291 0.9185 
39 0.9899 0.9876 0.9852 0.9826 0.9626 0.9584 0.9539 0.9488 
40 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
41 0.9732 0.9724 0.9717 0.9709 0.9627 0.9618 0.9609 0.9601 
42 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
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Table B.7. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
43 1.033 1.0265 1.0198 1.0128 0.9537 0.9427 0.9304 0.9166 
44 1.0361 1.0301 1.0239 1.0176 0.9541 0.9448 0.9338 0.9218 
45 1.0264 1.0218 1.017 1.0121 0.9607 0.9536 0.9449 0.9355 
46 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
47 1.0211 1.0207 1.0203 1.0198 1.0136 1.0124 1.0093 1.0057 
48 1.0267 1.026 1.0252 1.0245 1.0166 1.0154 1.0115 1.0073 
49 1.025 1.025 1.025 1.025 1.025 1.0245 1.0207 1.0165 
50 1.0095 1.0086 1.0075 1.0065 0.995 0.9932 0.9886 0.9836 
51 0.9888 0.9862 0.9836 0.9809 0.9514 0.9476 0.942 0.9359 
52 0.9831 0.98 0.9769 0.9736 0.9385 0.9342 0.9283 0.9221 
53 0.9671 0.9646 0.962 0.9594 0.9317 0.9285 0.9246 0.9206 
54 0.955 0.955 0.955 0.955 0.955 0.955 0.955 0.955 
55 0.9586 0.9575 0.9564 0.9553 0.95 0.9487 0.9468 0.9447 
56 0.9594 0.9586 0.9578 0.957 0.9519 0.9509 0.9494 0.9478 
57 0.9811 0.9799 0.9785 0.9772 0.9638 0.9618 0.9583 0.9545 
58 0.9765 0.9744 0.9722 0.97 0.9475 0.9446 0.9403 0.9357 
59 0.985 0.985 0.985 0.985 0.985 0.985 0.9814 0.9764 
60 0.9953 0.995 0.9946 0.9943 0.9918 0.9913 0.9906 0.9898 
61 0.995 0.995 0.995 0.995 0.995 0.995 0.995 0.995 
62 1.0007 0.9999 0.999 0.9982 0.997 0.996 0.9949 0.9937 
63 0.9726 0.9722 0.9718 0.9714 0.9649 0.964 0.9613 0.9579 
64 0.9861 0.986 0.9857 0.9855 0.9811 0.9805 0.979 0.9773 
65 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
66 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 
67 1.0273 1.0262 1.0251 1.0239 1.0146 1.0131 1.0116 1.01 
68 1.0032 1.0032 1.0033 1.0033 1.0032 1.0032 1.0032 1.0026 
69 1.035 1.035 1.035 1.035 1.035 1.035 1.035 1.035 
70 1.0071 1.0037 1 0.9963 0.973 0.9673 0.9613 0.9536 
71 0.9985 0.9967 0.9949 0.993 0.9813 0.9784 0.9754 0.9715 
72 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
73 0.991 0.991 0.991 0.991 0.991 0.991 0.991 0.991 
74 1.0158 1.0083 1.0006 0.9927 0.9296 0.918 0.9057 0.8897 
75 1.0188 1.0121 1.0053 0.9981 0.9389 0.9281 0.9166 0.9012 
76 1.0134 1.0038 0.9938 0.9834 0.9049 0.8896 0.8734 0.8506 
77 1.0328 1.0292 1.0254 1.0214 0.9927 0.9866 0.9801 0.9657 
78 1.0338 1.0298 1.0256 1.0212 0.9872 0.9808 0.9741 0.959 
79 1.038 1.0343 1.0304 1.0264 0.9929 0.9872 0.9813 0.9662 
80 1.04 1.04 1.04 1.04 1.04 1.04 1.0399 1.0295 
81 0.9959 0.9961 0.9962 0.9963 0.997 0.9971 0.9971 0.993 
82 1.035 1.0299 1.0244 1.0187 0.9557 0.9452 0.9342 0.9166 
83 1.0326 1.0274 1.0219 1.0161 0.9514 0.9404 0.9288 0.9117 
84 1.021 1.0168 1.0123 1.0074 0.9547 0.9449 0.9346 0.9205 
85 1.0157 1.0127 1.0095 1.0058 0.9697 0.9619 0.9536 0.9425 
86 1.0159 1.0129 1.0096 1.0061 0.9705 0.9641 0.9574 0.9489 
87 1.015 1.015 1.015 1.015 1.015 1.015 1.015 1.015 
88 1.0088 1.0067 1.0045 1.002 0.9734 0.9683 0.963 0.9565 
89 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
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Table B.7. continued 
Load 
Levels 
20% 30% 40% 50% 150% 160% 170% 180% 
Bus 
Number 
High Voltage Violations Low Voltage Violations 
90 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 
91 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
92 1.0076 1.0063 1.0048 1.0031 0.9758 0.9703 0.9644 0.9569 
93 1.0142 1.0115 1.0086 1.0055 0.9586 0.9499 0.9406 0.9281 
94 1.02 1.0169 1.0136 1.0101 0.9596 0.9501 0.9399 0.9253 
95 1.0228 1.0182 1.0134 1.0083 0.9436 0.9328 0.9214 0.9043 
96 1.0305 1.0264 1.022 1.0174 0.9615 0.9523 0.9426 0.9262 
97 1.035 1.0324 1.0296 1.0267 0.9925 0.9872 0.9815 0.9674 
98 1.0312 1.0303 1.0294 1.0285 1.0116 1.0077 1.0034 0.9914 
99 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
100 1.017 1.017 1.017 1.017 1.0003 0.9931 0.9852 0.9744 
101 1.0128 1.0106 1.0083 1.006 0.9655 0.9566 0.9472 0.935 
102 1.0099 1.0081 1.0061 1.004 0.9693 0.9623 0.9548 0.9452 
103 1.0032 1.0006 0.9979 0.9951 0.9604 0.9508 0.9403 0.9271 
104 0.9927 0.9884 0.984 0.9795 0.9445 0.9337 0.922 0.9078 
105 0.9895 0.9854 0.9812 0.9769 0.9435 0.9339 0.9235 0.911 
106 0.9866 0.9828 0.9789 0.975 0.9366 0.9273 0.9173 0.9052 
107 0.952 0.952 0.952 0.952 0.952 0.952 0.952 0.952 
108 0.987 0.9835 0.9798 0.9761 0.9475 0.9396 0.9313 0.9213 
109 0.9859 0.9826 0.9792 0.9758 0.9498 0.9428 0.9353 0.9265 
110 0.9828 0.9807 0.9786 0.9764 0.9622 0.9581 0.9536 0.9484 
111 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
112 0.975 0.975 0.975 0.975 0.975 0.975 0.975 0.975 
113 0.993 0.993 0.993 0.993 0.993 0.993 0.993 0.993 
114 0.9722 0.9709 0.9695 0.968 0.9572 0.9566 0.956 0.9543 
115 0.9716 0.9703 0.9689 0.9676 0.9569 0.9562 0.9556 0.954 
116 1.005 1.005 1.005 1.005 1.005 1.005 1.005 1.005 
117 0.9889 0.987 0.9852 0.9833 0.9555 0.9466 0.9374 0.9266 
118 1.0153 1.0066 0.9976 0.9882 0.9126 0.8988 0.8842 0.8642 
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APPENDIX C: INDEPENDENT SYSTEM OPERATOR OF NEW ENGLAND 
(ISO-NE) REPORT SUBMITTED TO FEDERAL ENERGY             
REGULATORY COMMISSION (FERC)  
  
Figure C.1. ISO-NE daily report submitted to FERC  
This report was obtained from reference [27]. 
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APPENDIX D: R-SQUARED VALUES OF THE IEEE 118-BUS SYSTEM 
Table D.1. R-Squared Values of the IEEE 118-Bus System 
Bus 
Number 
R-Squared 
Values for 
Voltage 
Magnitudes 
R-Squared 
Values for 
Phase 
Angles 
Bus 
Number 
R-Squared 
Values for 
Voltage 
Magnitudes 
R-Squared 
Values for 
Phase Angles 
1 0.998284 1 38 0.99988 1 
2 1 1 39 0.999264 1 
3 0.999201 1 40 1 1 
4 1 1 41 0.998328 1 
5 1 1 42 1 1 
6 1 1 43 0.999802 1 
7 1 1 44 1 1 
8 1 1 45 0.999955 1 
9 0.999662 1 46 1 1 
10 1 1 47 0.997006 1 
11 1 1 48 1 1 
12 0.966292 1 49 1 1 
13 1 1 50 1 1 
14 0.996661 1 51 1 1 
15 0.992516 1 52 0.999906 1 
16 1 1 53 1 1 
17 0.99169 1 54 1 1 
18 0.857143 1 55 0.90566 1 
19 0.991038 1 56 0.989011 1 
20 0.999707 1 57 1 1 
21 0.999658 1 58 1 1 
22 0.999823 1 59 1 1 
23 1 1 60 1 1 
24 1 1 61 1 1 
25 1 1 62 1 1 
26 1 1 63 1 1 
27 1 1 64 1 1 
28 0.99262 1 65 1 1 
29 0.976077 1 66 1 1 
30 1 1 67 1 0.999987 
31 1 1 68 1 1 
32 0.995772 1 69 1 1 
33 0.998447 1 70 0.993062 1 
34 0.99628 1 71 0.986159 1 
35 0.994107 1 72 1 1 
36 0.993392 1 73 1 1 
37 0.996292 1 74 0.998264 1 
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Table D.1. continued 
Bus 
Number 
R-Squared 
Values for 
Voltage 
Magnitudes 
R-Squared 
Values for 
Phase 
Angles 
Bus 
Number 
R-Squared 
Values for 
Voltage 
Magnitudes 
R-Squared 
Values for 
Phase 
Angles 
75 0.998894 1 97 1 1 
76 0.997662 1 98 1 1 
77 0.993934 1 99 1 1 
78 0.998248 1 100 1 1 
79 0.999264 1 101 1 1 
80 1 1 102 1 1 
81 1 1 103 0.969565 1 
82 0.999874 1 104 0.980354 1 
83 0.99996 1 105 0.991686 1 
84 0.999609 1 106 0.998564 1 
85 0.999168 1 107 1 1 
86 0.999726 1 108 0.993753 1 
87 1 1 109 0.990215 1 
88 1 1 110 0.968182 1 
89 1 1 111 1 1 
90 1 1 112 1 1 
91 1 1 113 1 1 
92 1 1 114 0.999156 1 
93 0.999845 1 115 0.99646 1 
94 0.999784 1 116 1 1 
95 0.999924 1 117 1 1 
96 1 1 118 0.998503 1 
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