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Resumen En este trabajo presentamos un programa de ajedrez capaz
de adaptar su estrategia al usuario al que se enfrenta y de refinar la
funcio´n de evaluacio´n que gu´ıa el proceso de bu´squeda en base a su
propia experiencia de juego. La capacidad adaptativa y de aprendizaje
se ha implementado mediante redes bayesianas. Mostramos el proceso
de aprendizaje del programa mediante una experimentacio´n consistente
en una serie de partidas que evidencian una mejora en los resultados
despue´s de la fase de aprendizaje.
1. Introduccio´n
Las redes bayesianas se han mostrado en los u´ltimos an˜os como una herra-
mienta adecuada para la modelizacio´n de situaciones en las que interviene un
gran nu´mero de variables y existe incertidumbre asociada al valor de las mis-
mas en un momento dado [5,7]. Uno de los problemas en los que esta´ cobrando
especial importancia el uso de redes bayesianas es en la clasificacio´n o recono-
cimiento de patrones, que consiste en predecir la clase a la que pertenece un
objeto dado que se conoce el valor de algunos atributos del mismo. El problema
de la clasificacio´n esta´ presente en la construccio´n de sistemas que se adapten al
usuario, desde el momento en que el sistema tiene que determinar de que´ tipo
de usuario se trata y actuar en consecuencia.
En este trabajo describimos un programa de ajedrez capaz de adaptarse al
usuario y ajustar su estrategia de juego segu´n el estilo del usuario, siendo adema´s
capaz de aprender de su propia experiencia en el sentido de refinar la funcio´n
de evaluacio´n o heur´ıstica de bu´squeda que se emplea para explorar el a´rbol
de jugadas. Esta funcionalidad adaptativa y de aprendizaje automa´tico se ha
implementado usando redes bayesianas. Ma´s concretamente, hemos empleado
redes bayesianas orientadas a la clasificacio´n, basa´ndonos en la estructura Nai-
ve Bayes, especialmente adecuada en problemas en los que interviene un gran
nu´mero de variables y la base de datos de aprendizaje es de taman˜o limitado [6].
Hemos adoptado el nombre BayesChess por ser su particularidad el empleo de
redes bayesianas.
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El objetivo no es conseguir un programa de ajedrez realmente competitivo con
programas de la talla de Deep Blue [9] o Fritz [8], sino comprobar la viabilidad
de construir sistemas adaptativos empleando redes bayesianas. Hemos elegido el
ajedrez por considerar que e´ste presenta una serie de caracter´ısticas que hacen
apropiado el empleo de sistemas adaptativos:
El programa interactu´a constantemente con el usuario y ha de responder a
las acciones del mismo.
La imposibilidad de calcular todas las jugadas posibles hacen necesario el
uso de una heur´ıstica.
La validez de la heur´ıstica empleada puede contrastarse en base a los resul-
tados obtenidos.
Existen diferentes estilos de juego o estrategias que tanto el usuario como el
programa pueden adoptar.
Por tanto, el objetivo de este trabajo es el uso de redes bayesianas para
dotar de adaptatividad a un programa de ajedrez. En ese sentido, nos hemos
concentrado en lo siguiente:
1. Refinamiento de la heur´ıstica de bu´squeda, en base a la experiencia de juego
del programa, mediante una red bayesiana.
2. Uso de una red bayesiana para clasificar el comportamiento del usuario y
adoptar una estrategia en funcio´n del mismo.
El resto del trabajo se organiza como sigue: en la seccio´n 2 revisamos algunos
conceptos de redes bayesianas y clasificacio´n. Continuamos exponiendo el disen˜o
del motor de juego y la heur´ıstica de bu´squeda en la seccio´n 3. La actualiza-
cio´n automa´tica de dicha heur´ıstica se explica en la seccio´n 4, mientras que la
adaptacio´n al comportamiento del usuario es el objeto de la seccio´n 5. La expe-
rimentacio´n llevada a cabo para evaluar el proceso de aprendizaje se describe en
la seccio´n 6, y el trabajo finaliza con las conclusiones en la seccio´n 7.
2. Redes bayesianas y clasificacio´n
Consideremos un problema caracterizado por un conjunto de variables X =
{X1, . . . , Xn}. Una red bayesiana [7,12] es un grafo dirigido ac´ıclico donde cada
nodo representa una variable del problema, y tiene asignada una distribucio´n
de probabilidad condicionada a sus padres. La presencia de un arco entre dos
variables expresa la existencia de dependencia entre ambas, cuantificada por la
distribucio´n de probabilidad asignada a los nodos. En te´rminos computacionales,
una importante propiedad de las redes bayesianas es que la distribucio´n conjunta
sobre todas las variables de la red se factoriza de acuerdo con el concepto de d-
separacio´n [12] como sigue:




donde Pa(Xi) denota el conjunto de padres de la variable Xi y pa(xi) una
configuracio´n concreta de valores de los mismos. Esta factorizacio´n implica que
se puede especificar la distribucio´n conjunta sobre todas las variables de la red
con un importante ahorro de espacio. Por ejemplo, la distribucio´n conjunta sobre
las variables de la red de la figura 1, suponiendo que todas las variables son
binarias, requerir´ıa almacenar 25 − 1 = 31 valores, mientras que haciendo uso
de la factorizacio´n se puede representar la misma informacio´n usando so´lo 11




Figura 1. Ejemplo de red Bayesiana
Cuadro 1. Ejemplo de distribucio´n factorizada para la red de la figura 1
p(X1 = 0) = 0, 20 p(X2 = 0|X1 = 0) = 0, 80
p(X2 = 0|X1 = 1) = 0, 80 p(X3 = 0|X1 = 0) = 0, 20
p(X3 = 0|X1 = 1) = 0, 05 p(X4 = 0|X2 = 0, X3 = 0) = 0, 80
p(X4 = 0|X2 = 1, X3 = 0) = 0, 80 p(X4 = 0|X2 = 0, X3 = 1) = 0, 80
p(X4 = 0|X2 = 1, X3 = 1) = 0, 05 p(X5 = 0|X3 = 0) = 0, 80
p(X5 = 0|X3 = 1) = 0, 60
Una red bayesiana puede usarse como clasificador si esta´ compuesta por una
variable clase, C, y un conjunto de variables predictoras X1, . . . , Xn, de forma
que un individuo con caracter´ısticas observadas x1, . . . , xn sera´ clasificado como
perteneciente a la clase c∗ obtenida como
c∗ = arg ma´x
c∈ΩC
p(c|x1, . . . , xn) , (2)
donde ΩC denota el conjunto de posibles valores de la variable clase C.
Obse´rvese que p(c|x1, . . . , xn) es proporcional a p(c)× p(x1, . . . , xn|c), y por
tanto, resolver el problema de clasificacio´n requerir´ıa especificar una distribucio´n
sobre las n variables predictoras para cada valor de la clase. El coste asociado
puede ser muy elevado. Sin embargo, usando la factorizacio´n determinada por la
red este coste se reduce. El caso extremo es el clasificador conocido como Naive
Bayes (ver, por ejemplo [3]), que supone que todas las variables predictoras son
independientes entre s´ı dada la clase. Esto se traduce en una estructura como la
representada en la figura 2.
Clase
Atributo 1 Atributo 2 Atributo n· · ·
Figura 2. Topolog´ıa de un clasificador Na¨ıve Bayes
La fuerte suposicio´n de independencia que hace este modelo se compensa con
el reducido nu´mero de para´metros que hay que estimar, dado que en este caso
se verifica que




3. Disen˜o del motor de juego de ajedrez
El juego del ajedrez ha sido estudiado en profundidad por la Inteligencia
Artificial, dentro de los llamados juegos de informacio´n completa (ver, por ejem-
plo, [11]). En este trabajo hemos considerado un motor de juego basado en el
algoritmo mini-max con poda alfa-beta. Existen refinamientos en los algoritmos
de bu´squeda orientados a ajedrez, pero quedan fuera del a´mbito de este trabajo.
S´ı es relevante la heur´ıstica utilizada para guiar el proceso de bu´squeda pues,
como describiremos ma´s adelante, sera´ actualizada mediante una red bayesiana
aprendida en base a la experiencia de juego del programa.
La heur´ıstica que hemos considerado se basa en dos aspectos: material (piezas
de cada jugador en el tablero) y situacio´n de cada pieza (dependiendo de la casilla
que ocupen en un momento dado, las piezas pueden ser ma´s o menos valiosas).
De forma adicional, hemos dado importancia tambie´n al hecho de dar jaque al
rey adversario.
La evaluacio´n del material se realiza asignando una puntuacio´n a cada pieza.
Hemos elegido la puntuacio´n habitual en programas de ajedrez, mostrada en el
cuadro 2. El rey no tiene puntuacio´n, pues no es necesario al estar prohibida la
captura del mismo.
En cuanto a la valoracio´n de la posicio´n de cada pieza, hemos empleado una
matriz de 8× 8 para cada ficha, de forma que cada celda contiene la puntuacio´n
Cuadro 2. Puntuacio´n de las piezas en la heur´ıstica empleada
Pieza Peo´n Alfil Caballo Torre Dama
Puntuacio´n 100 300 300 500 900
an˜adida al valor de la heur´ıstica en caso de que la pieza este´ situada en ella. En
el cuadro 3 puede verse un ejemplo de estas matrices, para el caso del caballo
blanco. No´tese como se favorece la colocacio´n del caballo en casillas centrales,
donde tiene mayor capacidad de accio´n.
Cuadro 3. Pesos asociados a la posicio´n del caballo blanco
-10 -10 -10 -10 -10 -10 -10 -10
-10 0 0 0 0 0 0 -10
-10 0 5 5 5 5 0 -10
-10 0 5 10 10 5 0 -10
-10 0 5 10 10 5 0 -10
-10 0 5 5 5 5 0 -10
-10 0 0 0 0 0 0 -10
-10 -30 -10 -10 -10 -10 -30 -10
En total, la funcio´n heur´ıstica esta´ definida por 838 para´metros ajustables,
que son el valor de cada pieza, el valor de dar jaque y el nu´mero almacenado en
cada celda de cada una de las matrices 8× 8 definidas anteriormente.
4. Actualizacio´n automa´tica de la heur´ıstica
En esta seccio´n describimos el proceso de aprendizaje, o ma´s precisamente
de refinamiento de los para´metros de la heur´ıstica descrita en la seccio´n 3. Con
el auge de las te´cnicas de aprendizaje automa´tico en los an˜os 80, se considero´ la
aplicacio´n de las mismas al ajedrez por computador, concluye´ndose que so´lo
ser´ıan aplicables de forma marginal, como v´ıas de extraccio´n de patrones de
libros de aperturas [13]. Sin embargo, ma´s adelante surgieron aplicaciones de
te´cnicas de clasificacio´n, principalmente para la evaluacio´n de posiciones de la
fase final del juego [4].
Para el ajuste de los para´metros de la heur´ıstica, hemos considerado una red
bayesiana con estructura tipo Naive Bayes con la salvedad de que en lugar de
una variable clase hay dos: la fase actual de la partida (apertura, medio juego o
final) y el resultado de la partida (ganar, perder, tablas). Como variables predic-
toras, se han empleado todos los parametros ajustables de la heur´ıstica descrita
en la seccio´n 3, lo que significa que la red cuenta con un total de 776 variables
con la estructura mostrada en la figura 3. El elevado nu´mero de variables viene
dado principalmente porque hay una variable por cada una de las 64 posibles
ubicaciones de cada una de las piezas en el tablero. La razo´n por la que se ha
usado una estructura de red tipo Naive Bayes es precisamente el alto nu´mero
de variables, ya que el uso de una estructura ma´s compleja aumentar´ıa dra´sti-
camente el tiempo necesario para evaluarla, lo que ralentizar´ıa la evaluacio´n de
las posiciones durante la exploracio´n del a´rbol de bu´squeda.
Fase partida Resultado
Peo´n Caballo Dama Jaque Peo´n b. en a8· · · · · ·
Figura 3. Estructura de la red bayesiana para el aprendizaje automa´tico de la heur´ısti-
ca
Los para´metros de la red bayesiana se estiman inicialmente a partir de una
base de datos generada enfrentando a BayesChess contra e´l mismo, usando uno
de los dos bandos la heur´ıstica tal y como se ha descrito anteriormente, y el
otro una versio´n perturbada aleatoriamente, donde el valor de cada variable se
incrementaba o decrementaba en un 20%, 40% o se manten´ıa a su valor inicial
de forma aleatoria. En el cuadro 4 se puede ver el formato de dicha base de
datos con unos casos de ejemplo. Vemos co´mo para cada etapa de cada partida
se ha generado una configuracio´n de para´metros aleatorios que sera´n los que
utilizara´ la heur´ıstica en la etapa concreta de la partida en juego. Al final de
cada caso aparece el resultado de la misma. Evidentemente el resultado en cada
caso de la base de datos perteneciente a una misma partida es el mismo, de
ah´ı que aparezca repetido de forma consecutiva.
Cuadro 4. Ejemplo de casos de la base de datos de partidas
Fase partida Peon Caballo Alfil Torre Dama Jaque Peo´n a8 Peon b8 ... Resultado
APERTURA 120 180 240 700 540 42 -6 0 ... PIERDEN
MEDIO 120 360 360 600 1260 36 3 0 ... PIERDEN
FINAL 120 420 180 400 720 42 -3 3 ... PIERDEN
APERTURA 140 360 420 300 1080 18 0 6 ... GANAN
MEDIO 100 300 360 500 1260 42 3 0 ... GANAN
FINAL 80 180 240 400 900 42 6 6 ... GANAN
APERTURA 120 420 420 400 720 18 -6 3 ... TABLAS
MEDIO 140 300 360 500 1260 42 3 0 ... TABLAS
FINAL 120 420 180 600 900 30 0 6 ... TABLAS
Cada una de las tablas de probabilidad en esta red bayesiana requiere la
estimacio´n de 45 valores, ya que para cada uno de los 5 posibles valores de una
variable habra´ que diferenciar la fase de la partida y el resultado conseguido. En
el cuadro 5 podemos observar un ejemplo de la tabla de probabilidad condicio-
nada de la variable Peo´n. Se han usado las abreviaturas A, M y F para las fases
de partida y G, P y T para el resultado.
Cuadro 5. Ejemplo de tabla de probabilidad de la variable Peo´n
FASE PARTIDA A A A M M M F F F
PEO´N RESULTADO G P T G P T G P T
60 0,2 0,1 0,3 0,3 0,2 0,3 0,2 0,3 0,2
80 0,3 0,1 0,1 0,1 0,2 0,1 0,2 0,1 0,2
100 0,1 0,1 0,2 0,4 0,2 0,1 0,1 0,1 0,2
120 0,1 0,2 0,4 0,1 0,3 0,1 0,3 0,2 0,3
140 0,3 0,5 0,1 0,2 0,1 0,4 0,2 0,3 0,1
El proceso de aprendizaje del juego no tiene l´ımite, ya que dependera´ del
nu´mero de partidas existente en la base de datos. Por tanto, cuantas ma´s par-
tidas se hayan jugado ma´s se refinara´n los para´metros de la heur´ıstica, y por
tanto mejor sera´ el juego de la ma´quina, como veremos en la seccio´n 6. Una
vez concluido el entrenamiento inicial, BayesChess puede adoptar la heur´ıstica
aprendida y a partir de ah´ı refinarla con nuevas partidas, ya contra oponentes
humanos.
Una vez construida la red bayesiana, BayesChess la utiliza para elegir los
para´metros de la heur´ıstica. El proceso de seleccio´n es consiste en instanciar las
dos variables clase (fase de partida y resultado) y a partir de ah´ı se obtiene la
configuracio´n de para´metros que maximiza la probabilidad de los valores instan-
ciados de las variables Fase de partida y Resultado. Para poder conocer siempre
en que´ fase de partida se encuentra el juego, hemos considerado que la apertura
la forman las 10 primeras jugadas y el final de juego es cuando no hay damas
o el nu´mero de piezas es inferior a 10. En otro caso, entendemos que la partida
esta´ en fase de medio juego. En cuanto a la otra variable a instanciar (resultado)
obviamente no se conoce en el momento del juego, pero se puede usar para deter-
minar el estilo de juego de BayesChess. Por ejemplo, si instanciamos la variable
resultado a ganar, elegira´ la configuracio´n de para´metros que maximizan la pro-
babilidad de ganar, aunque e´sta sea menor que la suma de las probabilidades de
perder y hacer tablas. Esto puede ser equivalente a considerar que BayesChess
adopta una estrategia agresiva. Por contra, puede optarse por minimizar la pro-
babilidad de perder, o lo que es lo mismo, maximizar la de ganar o hacer tablas.
Esto puede derivar en una estrategia de juego ma´s conservadora. La forma de
elegir estas configuraciones es mediante inferencia abductiva [2,10]. En el caso
concreto de la red bayesiana empleada por BayesChess, el ca´lculo es sencillo,
pues la configuracio´n que maximiza la probabilidad de una instanciacio´n dada,
es la que se obtiene de maximizar cada tabla de probabilidad por separado para
dicha instanciacio´n, debido a la factorizacio´n expresada en la ecuacio´n (3).
5. Adaptacio´n a la situacio´n del oponente
En esta seccio´n se describe co´mo hacer que la heur´ıstica aprendida se adapte,
en cada momento, a la estrategia de juego del usuario al que se enfrenta. Para
ello hemos considerado tres posibles estrategias que puede adoptar el usuario:
atacante, posicional y mixta.
Hemos implementado un clasificador Na¨ıve Bayes para determinar la estrate-
gia de juego de un usuario tomando como referencia una serie de caracter´ısticas
que sera´n las variables de dicho clasificador. Dichas caracter´ısticas son: el primer
movimiento, la situacio´n de los enroques (opuestos o no), nu´mero de piezas ma´s
alla´ de la tercera fila (excepto peones) y nu´mero de peones avanzados sobre la




Peones amenazando al rey
Figura 4. Estructura del clasificador de la estrategia del oponente
El entrenamiento del clasificador se ha realizado a partir de una base de
datos de partidas de cuatro destacados jugadores profesionales conocidos por
corresponderse con los tres estilos citados. En esas partidas, se han medido las
variables anteriores y los valores obtenidos se han incluido en la base de datos de
entrenamiento. En concreto, hemos seleccionado 2708 partidas de Robert Fischer
y Gary Kasparov como modelo de juego atacante, 3078 de Anatoli Karpov como
modelo de juego posicional o defensivo y, por u´ltimo, 649 de Miguel Illescas como
modelo de juego mixto. En el cuadro 6 se puede ver el formato de dicha base de
datos con unos casos de ejemplo.
Cuadro 6. Ejemplo de casos de la base de datos de entrenamiento del clasificador de
estrategias
1er movimiento Enroque Piezas adelantadas Peones amenazando rey Estrategia
e4 iguales 2 1 Atacante
Cf6 opuestos 0 2 Atacante
Cf3 iguales 0 1 Mixta
d4 iguales 1 0 Defensiva
c5 iguales 0 0 Atacante
c4 opuestos 1 2 Defensiva
otro n iguales 1 1 Mixta
Usando este clasificador, BayesChess determina la estrategia del oponen-
te instanciando las cuatro variables predictoras y calculando, para los valores
instanciados, cua´l es el valor de la variable Situacio´n del oponente con mayor
probabilidad.
5.1. Proceso de adaptacio´n al oponente
Una vez que determinado el tipo de juego que esta´ desarrollando el oponente,
BayesChess decide su propia estrategia usando la red bayesiana de ajuste de los
para´metros de la heur´ıstica como sigue:
Cuando la estrategia del oponente es atacante, elige aquellos para´metros
que minimizan la probabilidad de perder.
Cuando la estrategia del oponente es defensiva, elige aquellos para´metros
que maximizan la probabilidad de ganar.
Cuando la estrategia del oponente se clasifique como mixta, elige aleatoria-
mente una de las dos opciones anteriores.
Figura 5. Evolucio´n de los resultados entre la heur´ıstica aprendida y la fija
6. Experimentacio´n
Hemos realizado dos experimentos para evaluar el proceso de aprendizaje de
la heur´ıstica, en ambos casos usando una base de datos con 200 partidas jugadas
entre la heur´ıstica inicial y una aleatoria.
El primer experimento consistio´ en realizar 7 torneos de 15 partidas entre
BayesChess con la heur´ıstica fija y e´l mismo con la heur´ıstica aprendida con
subconjuntos de ma´s o menos partidas de la base de datos. En la figura 5 se
observa co´mo la heur´ıstica aprendida mejora sus resultados conforme crece el
nu´mero de partidas jugadas.
El segundo experimento consistio´ en evaluar la puntuacio´n asignada por la
heur´ıstica a una posicio´n determinada, concretamente a la mostrada en la figura
6, con distinto nu´mero de partidas en la base de datos. Se observa que en la
posicio´n de la figura 6, las blancas cuentan con un caballo y dos peones de
ventaja, con lo que la valoracio´n debe estar alrededor de -500 puntos (medidos
desde el punto de vista de las negras). En la figura 7 puede observarse co´mo
efectivamente la heur´ıstica se acerca a dicho valor conforme crece el taman˜o de









Figura 6. Tablero ejemplo para el segundo experimento
7. Conclusiones
En este hemos presentado BayesChess, un programa de ajedrez que adapta
su comportamiento al enemigo al que se enfrenta y a su propia experiencia de
juego. Los resultados de la experimentacio´n indican que el aprendizaje conlleva
una mejora pra´ctica de los resultados y que la heur´ıstica ajusta sus para´metros
hacia valores ma´s precisos.
Pensamos que el uso de redes bayesianas aporta un valor an˜adido en la cons-
truccio´n de sistemas adaptables al usuario. En casos como BayesChess, donde el
nu´mero de variables a tener en cuenta es muy alto, permiten hacer inferencias
de forma eficiente utilizando topolog´ıas de red restringidas como el Naive Bayes.
Figura 7. Evolucio´n del valor de utilidad conforme aumenta el taman˜o de la base de
datos
No solamente el ajedrez, sino otros juegos de ordenador que requieran toma
de decisiones por parte de la ma´quina, pueden beneficiarse del uso de redes
bayesianas en la misma forma en que se propone en este trabajo. Un ejemplo
inmediato son las damas, pero hay que tener en cuenta que en este caso la
complejidad del juego es muy inferior, y por tanto la heur´ıstica, al menos a
priori, no habra´ de tener en cuenta tantas variables.
En un futuro esperamos mejorar el comportamiento puramente ajedrec´ıstico
de BayesChess refinando la implementacio´n del algoritmo mini-max e introdu-
ciendo un nuevo clasificador que se emplee en los finales de juego. En este sentido,
existen bases de datos con posiciones t´ıpicas de finales de torres y peones clasi-
ficadas como ganadoras, perdedoras o de tablas, que pueden ser utilizadas para
entrenar el citado clasificador [1].
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