Abstract. We prove that we can uniquely recover the coefficient of a one dimensional heat equation from a finite set of measurements and provide a constructive procedure for its recovery. The algorithm is based on the well known Gelfand-Levitan-Gasymov inverse spectral theory of Sturm-Liouville operators. By using a hot spot, as a first initial condition, we determine nearly all except maybe a finite number of spectral data. A counting procedure helps detect the number of missing data which is then unraveled by a finite number of measurements.
Introduction
Consider the one-dimensional heat process in a finite rod of the length, say π, where the heat source is proportional to the temperature distribution u(x, t),
x, t) = u xx (x, t) − q(x)u(x, t),
0 ≤ x ≤ π, t ≥ 0, u(0, t) − hu x (0, t) = 0, u(π, t) + Hu x (π, t) = 0, u(x, 0) = f (x).
We are concerned with the recovery of the coefficient q from the measurements of u(0, t), which is the heat released at one end of the rod. The constants h and H in the lateral boundary conditions correspond to the insulation parameters at both ends, and 1/h is called the convective heat transfer coefficient. These parameters basically control the amount of heat released through the end points. To express the dependence of u on the initial temperature f and the convective heat transfer coefficient h, we sometimes use the notation u = u f and u = u h interchangeably when needed.
It is well known that by the maximum principle and variational arguments, q is uniquely determined by the full lateral Dirichlet-to-Neumann map, u f (0, t) → u f x (0, t) , that is, all possible lateral boundary conditions, [12, 13, 8, 5, 7] . In [18] , the strategy is to introduce another family of source terms ψ j , independent of the temperature distribution u(x, t), and then solve the countable family of equations u t = u xx (x, t) − q(x)u(x, t) + ψ j (x) with Dirichlet boundary and initial conditions, i.e. u(x, 0) = u(0, t) = u(π, t) = 0. It is shown that if the sequence {ψ j } j≥0 is complete in L 2 (0, π), then q can be uniquely determined by the sequence
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∂ ∂x u(0, t * ) when q is small enough and t * is large enough. The use of the full Dirichlet-to-Neumann map is an idealized setting and is not applicable in real life.
We show that for any q ∈ L 1 (0, π) there exists N such that q is uniquely determined by a finite number of measurements
Our approach is new since we neither add internal sources ψ j (x) nor use the full Dirichlet-to-Neumann map u(0, t) → u x (0, t), but we base our recovery algorithm of q only on a finite number of measurements {u f k (0, t)}. To this end we use the classical method of separation of variables to describe how an inverse Sturm-Liouville problem can be used to solve an inverse problem for the heat equation. This is crucial in applied mathematics since some useful methods are available for the numerical solution of inverse Sturm-Liouville problems, [1, 9] , but there are less numerical methods available for inverse problems involving PDEs.
The main issue is to extract a countable and complete set of eigenvalues associated with q from a finite number of measurements u f (0, t) . Fourier analysis then shows that the special initial condition, f (x) = x α , with −1/2 < α < 0 guarantees the presence of all large eigenvalues in u f (0, t). The next key step in the algorithm uses a counting argument to determine the number of missing eigenvalues from the first measurement u Once a complete set of spectral data has been obtained, we then repeat the same procedure with a different value of h in (1) to get a second complete set of eigenvalues. Then q can be uniquely recovered from the two sets of spectral data [14, 15] .
Our main contribution here is to describe an algorithm on how to recover q uniquely from a finite number of measurements, and so there is no need for the full Dirichlet-to-Neumann map. A future work is the numerical implementation of our algorithm, where one needs to overcome the ill-posedness and the usual scarcity of data in real world.
Notation
Before we start the inverse problem we first work out the direct problem to characterize the solution u in (1). Let λ n and ϕ n be the eigenvalues and associated eigenfunctions of the Sturm-Liouville problem
Given a potential q, the general solution u h 1 = u of (1) can be obtained by a separation of variables
where ϕ n are normalized by ϕ n (0) = 1. Obviously, each c n depends on the initial condition only,
c n e −λ n t ,
Observe that the last representation in (4) is unique, which means that given the function u(0, t) one can recover the sequence of eigenvalues λ n whenever c n = 0. In Section 3 we explain how to extract these eigenvalues λ n , when c n = 0. The novelty here is the condition that guarantees c n = 0 and for such n that c n = 0 we are missing the corresponding eigenvalue λ n (and with it the knowledge of the n th generalized Fourier mode ϕ n (x) of q(x)). In Sections 4 and 5 we propose a way around this. First, an input function of the form f (x) = x α for − 1 2 < α < 0 is used. It is shown that this prevents c n = 0 for all n > N for N sufficiently large. Although there is no way to explicitly determine the value of N , as it depends only on the unknown q, we can estimate N by using the counting principle. Next, the lower eigenvalues are sought by successive inputs of the family f k (x) = x k for k = 0, 1, ..., N − 1. Thus we can determine the full set of eigenvalues {λ n } n≥0 , associated with q, h 1 , H. To proceed to the next step assume that the complete set of eigenvalues {λ n } n≥0 has been recovered. Recall that to determine a potential q we need two sets of eigenvalues, which is one of the main results of the Gelfand-LevitanGasymov theory [15, 14, 11, 16, 17] 
has an infinite sequence of eigenvalues {λ n } n≥0 , where λ n ↑ ∞. By choosing two different constants h 1 = h 2 , for the boundary condition at x = 0, while keeping the same potential q and constant H, we obtain two interlacing sequences of eigenvalues
For convenience the eigenfunctions are normalized by ϕ n (0) = ψ n (0) = 1. We now recall the Gasymov-Levitan Theorem [15] , [14, Theorem 3.3.1], which uses the following properties of the eigenvalues of problems (7):
with a 0 = a 0 .
Theorem 1 (Gasymov-Levitan).
Let two sequences of real numbers, {λ n } n≥0 and {μ n } n≥0 , satisfy (8) and (9) . Then there exist a unique function q, constants h 1 , h 2 and H such that q ∈ L 1 (0, π), and the sequences {λ n } n≥0 and {μ n } n≥0 are the eigenvalues of the Sturm-Liouville problems in (7).
Obviously given q, and changing h 1 to h 2 , yields a similar solution
from which we can determine a second set of eigenvalues {μ n } n≥0 associated with q, h 2 , H. Algorithms that recover q from two spectra {λ n } n≥0 and {μ n } n≥0 are given in [1, 9] .
Observe that only the eigenvalues λ n and μ n , which are buried in u h 1 (0, t) and u h 2 (0, t), respectively, are required for the recovery of q. Thus the knowledge of c n , or equivalently f (x), is not used. This feature makes the algorithm different from the usual Dirichlet-to-Neumann map approach.
Extracting eigenvalues
In practice the problem of recovering the frequencies of a function from its values is known as spectral estimation, and their extraction depends on the available data u(0, t). Thus assume that g is a function known to have the following representation:
c n e −λ n t , where
λ n ↑ ∞ and c n ∈ R . We now outline several ways to recover its "frequencies" λ n . Recall that when the frequencies are purely complex, sampling the function at t k leads to a linear system that can be solved by methods of linear algebra [21] . Also, classical techniques from almost periodic functions recover the Bohr spectrum defined by supp σ = {iλ n } n≥0 , where σ(λ) := lim
dt. However, since in our case the frequencies are real numbers, we give different algorithms. Proof. We have that
the series converges to an analytic function on (s) > −λ 0 and is meromorphic over the complex plane. Observe that since the eigenvalues {−λ n } n≥0 coincide with the poles of the meromorphic function L(g)(s), they are the zeros of 1
L(g)(s)
. Standard root-finding methods can be used to detect λ n .
3.2.
The method of limits. We now assume that only the sequence of values {g(k)} k≥0 is known. The argument can easily be extended to {g (t k )} k≥0 , where t k is an arbitrary increasing sequence approaching infinity.
Proposition 2.
Assume that a function g has the representation (11). Then we can recover the sequence {λ n } n≥0 from {g(k)} k≥0 by taking lim
Proof. Since the eigenvalues are increasing, λ 0 < λ 1 < ... < λ n < .... Then for large k, we have g(k) ∼ c 0 e −λ 0 k , and so the limit
.
We can compute c 0 by another limit,
lim
By removing the first term c 0 e −λ 0 t from the series defining the original g, we obtain a new function,
To recover the next pair (λ 1 , c 1 ) we only need to repeat steps (13) and (14) to the function g 1 . By doing so we can eventually determine all the sequence {λ n } n≥0 .
Boundary control methods. Assume that we can choose u(x, 0) = f (x), so that u(0, t) = g(t) =
N n=0 c n e −λ n t is now a finite sum of exponentials, or we truncate the series in g to get only a finite sum. In this case the Boundary Control method applies [5, 6, 8] . If we denote by A and B the N × N matrices defined by A ij = g (i + j − 1) and B ij = g (i + j − 2) , then it is shown that λ n are precisely the eigenvalues of the pencil ( 
15)
A − λB.
The same result (15) is also obtained through a different approach which takes into account noise; see [20, 21] . The problem considered here is idealized; namely, u(0, t) is assumed to be known for all t > 0 or, at least, for a sequence t k approaching infinity. In a practical situation, measurements must be taken over a finite time. This leads to the classical challenge in the practical numerical solution of inverse Sturm-Liouville problems, namely, how to obtain the best possible information when only finitely many eigenvalues are known with some level of accuracy. We will not go into detail here, but refer the reader to [19] , where the problem of dealing with limited data in the inverse Sturm-Liouville problem is considered. Further related references are given (with some discussion) in [1, 2, 10].
The hot spot method
Now that we know how to extract the λ n from the measurement u(0, t), we face the question of their completeness. Thus given any f ∈ L 2 (0, π), we have f (x) = n≥0 c n ϕ n (x), and to retrieve all eigenvalues λ n from (11) we need to ensure that c n = 0 for all n ≥ 0. The main difficulty here is that since the system ϕ n is unknown, the condition c n = 0 cannot be checked out. The key idea is to use a special initial condition, with a hot spot, i.e. lim x→0 + f (x) = ∞, to ensure that its expansion contains nearly all eigenfunctions. We start with the following proposition.
Proposition 3 (Hot spot). Let q ∈ L
1 (0, π), ϕ n be defined by (7) and f (x) = x α , where α ∈ (−1/2, 0). Then there is N > 0 such that c n = 0 for n ≥ N.
Proof. We first recall the existence of a kernel K whose first derivatives are locally integrable such that
In this case
We now use the asymptotic of λ n in (9) to deduce the asymptotics of the integrals in (16) . By the mean value theorem,
where ξ n is between √ λ n and n.
Since α ∈ (−1/2, 0), the cosine integral is convergent:
and so
Thus we have proved that when α ∈ (−1/2, 0), we have
In the same way, we can split the second integral:
To estimate the first integral we use the fact that
where
Since K is a continuous function and
we deduce that
, and so
α dt is absolutely continuous and its Fourier coefficients satisfy
In this case, combining (17) and (18) yields
and we finally obtain that
and the result follows.
We have shown that the choice f (x) = x α , −1/2 < α < 0, guarantees the existence of N such that c n = 0 for n ≥ N. The actual value N follows from the constant in O. Section 3 gave us the method for extracting λ n from u x α (0, t) for n ≥ N . In the next section we show how to find the number of missing eigenvalues and choose f so that the first c n , n = 0, ..., N − 1, are also nonzero.
Recovering the missing eigenvalues
To proceed further we need to find out the number of missing eigenvalues and then recover them before we can use the Gasymov-Levitan theorem. Although we know the existence of N from the previous section, its actual value remains unknown and cannot be utilized directly in the counting argument. Instead, let M be the number starting from which all recovered eigenvalues larger than (M − 1/2) 2 fall in enclosures of the form
, where k ≥ M, and more importantly each of these intervals contains exactly one recovered eigenvalue. The existence of such a value M comes from (9) and Proposition 3, which says that after a certain N, no eigenvalue is missing. Therefore we can tentatively rank the eigenvalue contained in ((k − 1/2) 2 , (k + 1/2) 2 ), k ≥ M , as λ k , and this ranking is true for k ≥ P = max (N, M ). Now suppose there are only L eigenvalues recovered on (−∞, λ M ). Since [λ M , λ P ) contains P − M eigenvalues {λ M , ..., λ P −1 }, the actual number of recovered eigenvalues in (−∞, λ P ) is L + (P − M ). From λ P and up the ranking is true, and therefore there must be P eigenvalues before λ P . Hence, M − L eigenvalues are missing. Thus by knowing M, we also know the number of missing eigenvalues.
For example, starting from k = 100, each of the intervals
2 ) contains exactly one recovered eigenvalue, and none falls outside. Then the eigenvalue inside
, k ≥ 100, can be ranked tentatively as λ k . If by counting we have found only 80 eigenvalues less than λ 100 , it means that we are missing only 20 eigenvalues. The difficulty in ranking here is that the missing eigenvalues are not necessarily below λ 100 . That is why it is important to first recover all the missing eigenvalues; only after that can the ranking be finalized.
To this end we propose a way to dig out all the missing eigenvalues in {λ 0 , ..., λ P −1 } by choosing appropriate initial conditions to ensure that the missing eigenvalues are necessarily embedded in the response u f (0, t). In other words we need to find initial conditions that would guarantee c n = 0 for n = 0, ..., P − 1. We start with the following observation.
Proof. Let us assume that (19) c j (k) = 0 for all k = 0, ..., j.
Recall that the j th eigenfunction of (7) has j simple zeroes, say a jk , and so ϕ j (a jk ) = 0 for k = 0, ..., j. Given the zeros a jk we can, by interpolation, construct the polynomial
where ε j is chosen so that P j (0) = 1. Since P j and ϕ j have similar zeros and both satisfy P j (0) = ϕ j (0) = 1, they must have the same sign for all x ∈ [0, π]; that is,
Therefore we conclude that
and at the same time by (19) and (20) we have
which contradicts (21).
The above result says that the family u
will deliver the first P eigenvalues, but unfortunately the number P is unknown. Nevertheless, we can still use the knowledge of the number of missing eigenvalues, i.e. M − L, as a stopping rule.
Thus we start by reading u 0, t) ). After that we can finally rearrange and update the previous ranking.
The algorithm
We now summarize the algorithm, which reconstructs q in finite steps.
Step 1. Fix the value h 1 in (1) and start with a hot spot u(x, 0) = x α where α ∈ (−1/2, 0). Read the temperature u(0, t) and then extract the frequencies λ k j . Proposition 3 guarantees that all λ k are recovered after a certain λ N .
Step 2. Find the smallest M such that starting from M in each of the intervals ((k − 1/2) 2 , (k + 1/2) 2 ), k ≥ M, there is exactly one eigenvalue recovered in Step 1, and none falls outside. Tentatively rank it as λ k .
Step 3. Count the number of eigenvalues obtained from Step 1 in the interval (−∞, λ M ), say L. It will be less than or equal to M . Then M − L is the number of eigenvalues not recovered in Step 1. All the missing M − L eigenvalues can now be recovered by trying u Step 4. Change the boundary condition from h 1 to h 2 and repeat Steps 1-3 to find another set of eigenvalues {μ k }.
Step 5. Knowing the sequences {λ n } and {μ k } , use an algorithm and code that would recover q from two spectra; see [1, 2, 9, 14, 16 ].
The uniqueness
Now we show that the measurements determine q uniquely. More precisely, we have for h = h 1 . Let {λ n } and {ϕ n (x)} be the set of eigenvalues, numbered in increasing order, and the set of normalized eigenfunctions (ϕ n (0) = 1) associated with q. Similarly, let {λ n } and {φ n (x)} be the set of eigenvalues and the set of normalized eigenfunctions associated withq. Thus, any f ∈ L 2 (0, π) can be expanded into two Fourier series, f (x) = n≥0 c n ϕ n (x) = n≥0c nφn (x).
