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Abstract
This paper is concerned with an optimal control problem for some semilinear evolutionary vari-
ational inequalities associated with bilateral constraints. The control domain is a general separable
metric space and has no algebraic structure, in particular, it is not necessarily convex. Existence and
optimality conditions of optimal pairs are established.
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1. Introduction
This paper deals with an optimal control problem in which the state y is governed by a
controlled semilinear evolutionary bilateral variational inequality


y ∈W 2,12 (Q)∩L2
(
0, T ;H 10 (Ω)
)
, y|t=0 = y0 in Ω,
ϕ  y ψ in Q,(
yt −∆y − f (x, t, y,u)
)
(y − ϕ) 0 in Q,(
yt −∆y − f (x, t, y,u)
)
(y −ψ) 0 in Q.
(1.1)
Our goal is to minimize the following cost functional:
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J (y,u)=
∫
Q
L
(
x, t, y(x, t), u(x, t)
)
dx dt (1.2)
where (y,u) is a pair of state and control satisfying (1.1).
In this paper, the standard notations Q = Ω × (0, T ), Σ = ∂Ω × (0, T ), etc., are
adopted, and
W
2,1
2 (Q)=
{
z ∈ L2(Q) | zt , zx, zxx ∈L2(Q)
}
,
L2
(
0, T ;H 10 (Ω)
)=
{
z : (0, T )→H 10 (Ω)
∣∣ T∫
0
∥∥z(· , t)∥∥2
H 10 (Ω)
dt <∞
}
are Sobolev spaces as usual.
Optimal control problems for variational inequalities have been discussed by many
authors in different aspects. See [1–4,7,8,11,12,17,19,25], for examples. Some standard
results for variational inequalities can be found in [10,14,20,23].
Also, the optimal control problems with state constraints have been investigated by
several authors and some optimality conditions (such as Pontryagin’s maximum principle,
etc.) have been derived by assuming the constraint set finite codimensional (cf. [17] and
references therein). Here we should note that in our problem ϕ  y  ψ is a part of the
state equation, not a state constraint. From this point of view, our state constraint is of
whole space and therefore it is of finite codimension (actually, codimension is 0).
We point out that the above problem (i.e., state equation (1.1) with cost functional (1.2))
is different from the problem with the same cost functional (1.2) and (1.1) replaced by
yt −∆y = f (x, t, y,u) (1.3)
together with the state constraint
ϕ  y ψ. (1.4)
The reason is that in (1.1), on the set {y = ϕ} ∪ {y = ψ}, y does not necessarily satisfy
(1.3). However, in (1.3) and (1.4), (1.3) is required even on {y = ϕ} ∪ {y =ψ}. Hence, the
problem with (1.2)–(1.4) and that with (1.1) and (1.2) are rather different.
There are many contributions devoted to the optimal control problems for evolutionary
systems. See, for examples, [2,3,16–18,24,26] and references therein, in most of which
an abstract evolution equation setting was commonly used and/or the convexity of
control domain was usually assumed. We note that by using the abstract framework for
evolutionary systems people treat the time variable t and the spatial variable x unequally,
in the sense that the variable x is “averaged” and does not appear explicitly in the whole
process. And consequently, some pointwise information on the state is lost. The optimal
control for semilinear parabolic equations with pointwise state constraints has been studied
in [13] (and recently in [5] for boundary control problems) without using the abstract
evolution equations. However, both of them have not contained the case in which the
nonlinear term is multivalued. We also note that in many practical problems the control
domain usually is not necessarily convex. In this paper, the framework of partial differential
equation is used instead of the abstract framework, and the control domain is assumed
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to be a general separable metric space without algebraic structure, in particular, it is not
necessarily convex.
The rest of the paper is organized as follows. In Section 2, we make some state analysis,
obtain a W 2,1p -estimate for the state, and prove the continuity of the state with respect to
the control variable. Section 3 is devoted to the existence of optimal pairs. We study the
approximate problems in Section 4 and derive Pontryagin’s principle in Section 5.
2. State analysis
2.1. Assumptions and problem formulation
With respect to the control domain and the data involved, we make the following as-
sumptions:
(A1) Ω ⊂Rn is a bounded region with C1,1 boundary ∂Ω ,U is a Polish space (a separable
complete metric space) and
U = {u :Q→ U | u(· , ·) is measurable}.
(A2) For some α ∈ (0,1) and any p > 1,
y0 ∈ Cα0 (Ω)∩W 2−1/p,p(Ω).
(A3) The function f :Ω×[0, T ]×R×U →R has the following properties: f (· , · , y,u)
is measurable on Ω × [0, T ], f (x, t, · , u) is in C1(R) with f (x, t, · , ·), and
fy(x, t, · , ·) continuous on R × U . Moreover, there exists a constant K > 0, such
that
|fy |K on Ω × [0, T ] ×R×U
and ∣∣f (x, t,0, u)∣∣K on Ω × [0, T ] ×U.
(A4) The function L :Ω × [0, T ] × R × U → R satisfies the following: L(· , · , y,u) is
measurable on Ω×[0, T ], L(x, t, · , u) is in C1(R) with L(x, t, · , ·) and Ly(x, t, · , ·)
continuous on R×U , and for any R > 0, there exists a constant KR > 0, such that
|L| + |Ly |KR on Ω × [0, T ] × [−R,R] ×U.
Let
W = {y ∈L2(0, T ;H 10 (Ω)) ∣∣ yt ∈ L2(0, T ;H−1(Ω))}.
By [22, Lemma 3.2, Chapter II] we know that if y ∈W then y is almost every where equal
to a function that is continuous from [0, T ] into L2(Ω). Hence, our initial condition is
meaningful for any y ∈W .
Given ϕ,ψ ∈ W 2,1p (Q) (∀p  2) with ϕ  ψ in Q, ϕ  0  ψ on Σ and ϕ|t=0 =
ψ|t=0 = y0 in Ω . Set
K = {w ∈W | ϕ w ψ a.e. in Q and w|t=0 = y0 a.e. in Ω}. (2.1)
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Clearly, K is a nonempty convex and closed subset of W .
If y solves (1.1), then
y ∈K (2.2)
and, for any w ∈ K, (w − y)+ ((w − y)−, respectively) can differ from 0 only when
y − ψ < 0 (y − ϕ > 0) and therefore yt − ∆y − f  0 (yt − ∆y − f  0). Thus, by
the divergence theorem,∫
Q
[
yt (w− y)+∇y · ∇(w− y)− f (x, t, y,u)(w− y)
]
dx dt
=
∫
Q
(yt −∆y − f )(w− y) dx dt
=
∫
Q
(yt −∆y − f )(w− y)+ dx dt −
∫
Q
(yt −∆y − f )(w− y)− dx dt
 0 ∀w ∈K. (2.3)
On the other hand, any y ∈W 2,12 (Q)∩L2(0, T ;H 10 (Ω)) satisfying (2.2) and (2.3) must be
a solution of (1.1). In fact, fix any D ⊂⊂Q and denote by {χn} a sequence of functions
from C∞c (Q) satisfying 0 χn  1, χn → χD (characteristic function of D) a.e. in Q, we
can insert w = y + χn(ϕ − y) and w = y + χn(ψ − y) in (2.3) in turn and obtain∫
Q
(yt −∆y − f )χn(ϕ − y) dx dt  0 and
∫
Q
(yt −∆y − f )χn(ψ − y) dx dt  0;
hence also∫
D
(yt −∆y − f )(ϕ− y) dx dt  0 and
∫
D
(yt −∆y − f )(ψ − y) dx dt  0
after passing to the limit as n→∞. By the arbitrariness of D, we arrive at (1.1).
The above discussion yields a weak formulation of variational bilateral problem (1.1).
Definition 2.1. Given u ∈ U . A function y ∈W is called a weak solution of evolutionary
bilateral variational inequality (1.1), if

y ∈ K,∫
Q
[
yt (w− y)+∇y · ∇(w− y)
]
dx dt

∫
Q
f (x, t, y,u)(w− y) dx dt ∀w ∈ K.
(2.4)
Any element u ∈ U is referred to as a control. Any pair (y,u) ∈W × U satisfying (2.4)
is called a feasible pair and the corresponding y and u will be referred to as a feasible state
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and a feasible control, respectively. The set of all feasible pairs is denoted by F . It is seen
that under (A1)–(A4) U coincides with the set of all feasible controls and for each u ∈ U
there corresponds a unique feasible state y ∈W ∩ C(Q) and the cost functional (1.2) is
well-defined. Throughout this paper, we keep assumptions (A1)–(A4). Thus, we can write
J (y,u) as J (u) without any ambiguity.
Now, we state our optimal control problem as follows:
Problem (C). Find a feasible control u ∈ U , such that
J (u)= inf
u∈U
J (u).
Such a u ∈ U , if it exists, is called an optimal control; the corresponding state y and the
feasible pair (y,u) ∈F will be called an optimal state and an optimal pair, respectively.
In what follows, our main purpose is to establish the existence theorem and derive some
necessary conditions for Problem (C). Our approach applies to more general cases, namely,
the Laplacian in (1.1) may be replaced by a general second order elliptic operator with
smooth coefficients.
2.2. W 2,1p -estimate for state
Let us start with a W 2,1p -estimate of state which is essential in sequel.
Proposition 2.2. Let (A1)–(A3) hold and let (y,u) ∈F . Then for any p  2,
‖y‖
W
2,1
p (Q)
 Cp, (2.5)
where Cp is a constant independent of the control variable u.
Proof. Let us define
β(r)=


0, 0 r <+∞,
−r2, −1/2 r < 0,
r + 1/4, −∞< r <−1/2,
γ (r)=


0, −∞< r < 0,
r2, 0 r < 1/2,
r − 1/4, 1/2 r <+∞,
and introduce a family of approximation to the state equation (2.4):{
yεt −∆yε + 1ε
[
β(yε − ϕ)+ γ (yε −ψ)
]= f (x, t, yε, u) in Q,
yε|Σ = 0, yε|t=0 = y0.
(2.6)ε
Obviously, for any given u ∈ U and ε > 0, Eq. (2.6)ε is uniquely solvable in W . The set
of all pairs (yε, u) ∈W × U satisfying (2.6)ε will be denoted by Fε .
To obtain (2.5), it suffices to prove the following two lemmas.
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Lemma 2.3. Let (A1)–(A3) hold and let (yε, u) ∈Fε . Then for any p  2,∥∥β(yε − ϕ)∥∥Lp(Q)  εCp, (2.7)∥∥γ (yε −ψ)∥∥Lp(Q)  εCp, (2.8)
and consequently,
‖yε‖W 2,1p (Q) Cp, (2.9)
where Cp is a constant independent of ε > 0 and u ∈ U .
Proof. Define, for r ∈ R, B(r) = |β(r)|p−2β(r) and Γ (r) = |γ (r)|p−2γ (r). Then we
have
B(r) 0 and Γ (r) 0 ∀r ∈R, (2.10)
B(r)= 0 ∀r  0 and Γ (r)= 0 ∀r  0, (2.11)
B ′(r)= (p− 1)∣∣β(r)∣∣p−2β ′(r) 0 and
Γ ′(r)= (p− 1)∣∣γ (r)∣∣p−2γ ′(r) 0. (2.12)
Let
Φ(r)=
r∫
0
B(τ) dτ.
By (2.10)–(2.12) we further have
Φ(r) 0, Φ ′(r)= β(r) 0 in R; Φ(r)= 0 in R+.
Thus, we easily get∫
Q
[
(yε − ϕ)tB(yε − ϕ)+∇(yε − ϕ) · ∇B(yε − ϕ)
]
dx dt
=
∫
Ω
Φ(yε − ϕ)|t=T dx +
∫
Q
B ′(yε − ϕ)
∣∣∇(yε − ϕ)∣∣2 dx dt  0. (2.13)
By (A3), using a change of variable Y = e−Kty if necessary, we may assume without
loss of generality that
fy  0. (2.14)
This, together with (2.10) and (2.11), yields∫
Q
f (x, t, yε, u)B(yε − ϕ)dx dt 
∫
Q
f (x, t, ϕ,u)B(yε − ϕ)dx dt. (2.15)
Multiplying (2.6)ε by εB(yε−ϕ) and integrating overQ, noting also that (2.11) implies
β(yε − ϕ)γ (yε −ψ)= 0 a.e. in Q,
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we obtain
ε
∫
Q
[
yεtB(yε − ϕ)+∇yε · ∇B(yε − ϕ)
]
dx dt +
∫
Q
∣∣β(yε − ϕ)∣∣p dx dt
= ε
∫
Q
f (x, t, yε, u)B(yε − ϕ)dx dt. (2.16)
Then, using (2.13), (2.15) and Hölder’s inequality, we can deduce from (2.16) that∥∥β(yε − ϕ)∥∥pLp(Q)
 ε
∫
Q
{
f (x, t, ϕ,u)B(yε − ϕ)−
[
ϕtB(yε − ϕ)+∇ϕ · ∇B(yε − ϕ)
]}
dx dt
= ε
∫
Q
[
f (x, t, ϕ,u)− ϕt +∆ϕ
]
B(yε − ϕ)dx dt
 ε
[∥∥f (· , · , ϕ(· , ·), u(· , ·))∥∥
Lp(Q)
+ ‖ϕ‖
W
2,1
p (Q)
]∥∥β(yε − ϕ)∥∥p−1Lp(Q).
By (A3) we know that the function f (· , · , ϕ(· , ·), u(· , ·)) has a uniform bound independent
of u. This means∥∥f (· , · , ϕ(· , ·), u(· , ·))∥∥
Lp(Q)
 Cp
with Cp being independent of ε > 0 and u ∈ U . Thus, (2.7) follows.
The estimate (2.8) can be obtained similarly, and (2.9) follows immediately from (2.7),
(2.8), and the standard parabolic LP -estimate (cf. [15]). ✷
Lemma 2.4. Let (A1)–(A3) hold and let (yε, u) ∈ Fε , (y,u) ∈ F . Then, for any p >
(n+ 2)/2, as ε→ 0,
yε → y weakly in W 2,1p (Q) and strongly in Cθ,θ/2(Q)∩L2
(
0, T ;H 10 (Ω)
)
for some θ ∈ (0,1).
Proof. First, by Simon’s compactness lemma (cf. [21]), we know that if p > (n + 2)/2
then any bounded subset ofW 2,1p (Q) is compact in Cθ,θ/2(Q)∩L2(0, T ;H 10 (Ω)) for some
θ ∈ (0,1). Thus, by virtue of estimate (2.9), we can extract a subsequence (still denoted by
itself), such that
yε → y∗ weakly in W 2,1p (Q) and strongly in Cθ,θ/2(Q)∩L2
(
0, T ;H 10 (Ω)
)
for some θ ∈ (0,1).
For any η ∈L2(0, T ;H 10 (Ω)) with η  0 a.e. in Q, it follows from (2.6)ε that∫
Q
[
β(yε − ϕ)+ γ (yε −ψ)
]
η dx dt
= ε
∫
Q
[
f (x, t, yε, u)η− yεtη−∇yε · ∇η
]
dx dt → 0.
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Then, by Lebesgue’s dominated convergence theorem, we have∫
Q
[
β(y∗ − ϕ)+ γ (y∗ −ψ)]η dx dt = 0
∀η ∈ L2(0, T ;H 10 (Ω)) with η 0 a.e. in Q.
This implies that
β(y∗ − ϕ)+ γ (y∗ −ψ)= 0 a.e. in Q
and, by the definition of β(·) and γ (·),
ϕ(x, t) y∗(x, t)ψ(x, t) a.e. in Q.
Clearly, y∗|t=0 = y0. Hence, y∗ ∈K.
For any w ∈K, since β(yε−ϕ) can differ from 0 only when yε < ϕ w and γ (yε−ψ)
can differ from 0 only when yε > ψ w, we deduce from (2.6)ε that∫
Q
[
yε t (w− yε)+∇yε · ∇(w− yε)
]
dx dt
=−1
ε
∫
Q
[
β(yε − ϕ)+ γ (yε −ψ)
]
(w− yε) dx dt
+
∫
Q
f (x, t, yε, u)(w− yε) dx dt

∫
Q
f (x, t, yε, u)(w− yε) dx dt. (2.17)
Taking the limit in (2.17) we see that y∗ is a weak solution of (2.4).
By uniqueness we must have that y∗ = y and the whole sequence {yε} converges
to y . ✷
2.3. Continuous dependence of state on control
Recall that, in the control set U , Ekeland’s distance is defined as
d(u, v)=m({(x, t) ∈Q | u(x, t) = v(x, t)}) ∀u,v ∈ U
where m denotes the Lebesgue measure on Rn+1. It is easy to check that (U, d) is a
complete metric space.
The following result gives the continuity of the state y with respect to the control u
under the above metric.
Proposition 2.5. Let (A1)–(A3) hold and let (y,u), (yk, uk) ∈ F (k = 1,2, . . .). If
d(uk,u)→ 0, then
lim
k→∞‖yk − y‖Cθ,θ/2(Q)∩L2(0,T ;H 10 (Ω)) = 0
( for some θ ∈ (0,1)).
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Proof. From Proposition 2.2 and Simon’s compactness lemma, we conclude that, for some
subsequence,
yk → y∗ weakly in W 2,1p (Q) and strongly in Cθ,θ/2(Q)∩L2
(
0, T ;H 10 (Ω)
)
for some θ ∈ (0,1). Clearly,
y∗|t=0 = y0 (2.18)
and
ϕ(x, t) y∗(x, t)ψ(x, t) a.e. in Q. (2.19)
Note that∥∥f (· , · , yk(· , ·), uk(· , ·))− f (· , · , y∗(· , ·), u(· , ·))∥∥L2(Q)

∥∥f (· , · , yk(· , ·), uk(· , ·))− f (· , · , y∗(· , ·), uk(· , ·))∥∥L2(Q)
+ ∥∥f (· , · , y∗(· , ·), uk(· , ·))− f (· , · , y∗(· , ·), u(· , ·))∥∥L2(Q)
 C
{‖yk − y∗‖L2(Q) + d(uk,u)1/2}→ 0.
Passing to the limit in (2.4), in which u and y are replaced by uk and yk , respectively, we
obtain∫
Q
[
y∗t (w− y∗)+∇y∗ · ∇(w− y∗)
]
dx dt 
∫
Q
f (x, t, y∗, u)(w− y∗) dx dt
∀w ∈ K.
This, combined with (2.18) and (2.19), means that y∗ is a solution of (2.4).
Finally, the uniqueness ensures that y∗ = y and the convergence of the whole state
sequence {yk}. ✷
The following is a direct consequence of the above result:
Corollary 2.6. Let (A1)–(A4) hold. Then J (u) is continuous on (U, d).
3. Existence
3.1. Cesari property and measurable selection theorem
Let us first recall the following
Definition 3.1 (cf. [6,17]). Let Y be a Banach space and Z be a metric space. We say a
multifunction Λ :Z→ 2Y has the Cesari property at z ∈Z if⋂
δ>0
coΛ
(
Oδ(z)
)=Λ(z),
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where coE stands for the closed convex hull of the set E and Oδ(z) is the δ-neighborhood
of the point z. If Λ has the Cesari property at every point z ∈ Z, we simply say that Λ has
the Cesari property on Z.
Definition 3.2. Let D ⊂ Rd be some Lebesgue measurable set and U be a Polish space.
Let M :D→ 2U be a multifunction. Function u :D→U is called a selection of M(·) if
u(s) ∈M(s) a.e. s ∈D.
If such a u is measurable, then u is called a measurable selection of M(·).
The following gives the existence of measurable selections.
Lemma 3.3. Let M :D→ 2U be measurable taking closed set values. Then M(·) admits a
measurable selection.
We refer the readers to [17, pp. 100, 101] for the proof of Lemma 3.3.
3.2. Existence of optimal controls
To establish the existence for Problem (C), we first introduce the following set:
Λ(x, t, y)= {(ξ, η) ∈R2 | ξ  L(x, t, y,u), η= f (x, t, y,u),u∈ U}
and make the following assumption:
(A5) For almost all (x, t) ∈Q, the mapping y →Λ(x, t, y) has the Cesari property on R.
Then we have
Theorem 3.4 (Existence theorem). Let (A1)–(A4) and (A5) hold. Then Problem (C) admits
at least one optimal control u ∈ U .
Proof. Let {uk} ⊂ U be a minimizing sequence satisfying
J (uk) inf
u∈U
J (u)+ 1
k
. (3.1)
Take p > max{(n+ 2)/2,2}. By Proposition 2.2 we know that the corresponding state yk
satisfies
‖yk‖W 2,1p (Q)  Cp (3.2)
with Cp independent of k. Thus, we may let, extracting some subsequence if necessary,
yk → y weakly in W 2,1p (Q) and strongly in Cθ,θ/2(Q)∩L2
(
0, T ;H 10 (Ω)
) (3.3)
for some θ ∈ (0,1) and some y ∈W 2,1p (Q) ∩L2(0, T ;H 10 (Ω)).
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By (3.2) and (A3), the function f (· , · , yk(· , ·), uk(· , ·)) is uniformly bounded. Hence
we may further assume
f
(· , · , yk(· , ·), uk(· , ·))→ f (· , ·) weakly in Lp(Q) (3.4)
for some f ∈ L∞(Q). Then, by Mazur theorem, we can find αij  0, ∑i1 αij = 1 ∀j ,
such that
ηj (· , ·)=
∑
i1
αij f
(· , · , yi+j (· , ·), ui+j (· , ·))→ f (· , ·) strongly in Lp(Q).
Set
ξj (· , ·)=
∑
i1
αijL
(· , · , yi+j (· , ·), ui+j (· , ·)) (3.5)
and
L(x, t)= lim
j→∞
ξj (x, t) a.e. (x, t) ∈Q. (3.6)
The convergence (3.3) implies that, for any δ > 0, there exists a j0, such that for j  j0,(
ξj (x, t), ηj (x, t)
) ∈ coΛ(x, t,Oδ(y(x, t))) a.e. (x, t) ∈Q.
Thus, for any δ > 0, we have(
L(x, t), f (x, t)
) ∈ coΛ(x, t,Oδ(y(x, t))) a.e. (x, t) ∈Q
and then, by (A5),(
L(x, t), f (x, t)
) ∈Λ(x, t, y(x, t)) a.e. (x, t) ∈Q.
Now consider a multifunction M :Q→ 2U defined as follows:
M(x, t)= {u ∈U ∣∣L(x, t)L(x, t, y(x, t), u), f (x, t)= f (x, t, y(x, t), u)}
(x, t) ∈Q.
By (A3) and (A4) we see that M is closed set valued. Then, making use of Lemma 3.3, we
can find a u ∈ U such that{
L(x, t)L
(
x, t, y(x, t), u(x, t)
)
,
f (x, t)= f (x, t, y(x, t), u(x, t)) a.e. (x, t) ∈Q. (3.7)
We claim that y is the state corresponding to u, i.e.,
(y,u) ∈F . (3.8)
In fact, since (yk, uk) ∈F , from the convergence (3.3) we have
y|t=0 = y0 (3.9)
and
ϕ(x, t) y(x, t)ψ(x, t) a.e. (x, t) ∈Q. (3.10)
Moreover, for any k, the feasibility of (yk, uk) gives
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∫
Q
[
yk t (w− yk)+∇yk · ∇(w− yk)
]
dx dt

∫
Q
f (x, t, yk, uk)(w− yk) dx dt ∀w ∈ K,
and the convergence (3.3), (3.4), combined with (3.7) yields∫
Q
[
yt (w− y)+∇y · ∇(w− y)
]
dx dt

∫
Q
f (x, t, y,u)(w− y) dx dt ∀w ∈ K. (3.11)
Thus, by (3.9)–(3.11), the feasibility (3.8) is verified.
Finally, we can deduce from (3.7), (3.6), (3.5), (3.1) and Fatou’s lemma, that
J (u)=
∫
Q
L
(
x, t, y(x, t), u(x, t)
)
dx dt

∫
Q
L(x, t) dx dt =
∫
Q
lim
j→∞
ξj (x, t) dx dt
 lim
j→∞
∫
Q
ξj (x, t) dx dt = lim
j→∞
∑
i1
αij J (ui+j )
 lim
j→∞
∑
i1
αij
(
inf
u∈U
J (u)+ 1
j
)
= lim
j→∞
(
inf
u∈U
J (u)+ 1
j
)
= inf
u∈U
J (u).
Hence, u is an optimal control of Problem (C). ✷
4. Analysis of approximation
4.1. Continuity of approximate functional
Let us consider the following approximate functional:
Jε(u)=
∫
Q
L
(
x, t, yε(x, t), u(x, t)
)
dx dt (4.1)
where (yε, u) ∈Fε .
The following result gives the continuity of Jε(·) on (U, d) and the convergence of Jε
as ε→ 0.
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Proposition 4.1. Let (A1)–(A4) hold. Then we have the following:
(i) For any fixed ε > 0, Jε(u) is continuous on (U, d);
(ii) For any given u ∈ U , limε→0 Jε(u)= J (u).
Proof. (i) It suffices to prove the continuous dependence of yε on u. Let (yε, u), (yε,k, uk)
∈Fε (k = 1,2, . . .) with d(uk,u)→ 0. Applying the parabolicLp-estimate to the equation
satisfied by the difference yε,k − yε , we can obtain
‖yε,k − yε‖W 2,1p (Q) C
∥∥f (· , · , yε(· , ·), uk(· , ·))− f (· , · , yε(· , ·), u(· , ·))∥∥Lp(Q)
Cd(uk,u)1/p.
Thus, we have
lim
k→∞‖yε,k − yε‖W 2,1p (Q) = 0.
(ii) is immediately obtained from Lemma 2.4 and (A4). ✷
4.2. Variation of approximate state and functional
Since the control domain U is merely a metric space and there is no convexity in
general, only the spike perturbation of the control is allowed when we derive the necessary
conditions. Note that for each (yε, u) ∈Fε , yε solves semilinear parabolic equation (2.6)ε.
Thus, using an argument similar to that in [13], we can present the following “Taylor
expansion” formula for the approximate state yε and functional Jε(u).
Proposition 4.2. Let (A1)–(A4) hold and let (yε, u) ∈Fε and v ∈ U be fixed. Then, for any
ρ ∈ (0,1), there exists a measurable set Eρ ⊂ Q with m(Eρ) = ρm(Q) such that if we
define uρ ∈ U by
uρ(x, t)=
{
u(x, t) if (x, t) ∈Q \Eρ,
v(x, t) if (x, t) ∈Eρ,
and let (yρε , uρ) ∈Fε , then there holds{
y
ρ
ε = yε + ρz+ rρ,
limρ→0 1ρ ‖rρ‖Cθ,θ/2(Q) = 0
for some θ ∈ (0,1), and{
Jε(u
ρ)= Jε(u)+ ρj + eρ,
limρ→0 1ρ |eρ| = 0
where z and j satisfy the following:

zt −∆z+
{ 1
ε
[
β ′(yε − ϕ)+ γ ′(yε −ψ)
]− fy(x, t, yε, u)}z
= f (x, t, yε, v)− f (x, t, yε, u) in Q,
z|∂pQ = 0,
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and
j =
∫
Q
[
Ly(x, t, yε, u)z+L(x, t, yε, v)−L(x, t, yε, u)
]
dx dt.
In the above, ∂pQ=Σ ∪ (Ω × {0}) is the so called parabolic boundary of Q.
4.3. Convergence of approximate state
This subsection is devoted to some convergence results for approximate state which can
be regarded as some improvements of Lemma 2.4.
Proposition 4.3. Let (A1)–(A3) hold and let {uε} ⊂ U be any sequence, (yε, uε) ∈Fε and
(yε, uε) ∈F . Then
lim
ε→0‖yε − y
ε‖Cθ,θ/2(Q)∩L2(0,T ;H 10 (Ω)) = 0 (4.2)
for some θ ∈ (0,1).
Proof. By Proposition 2.2 and Lemma 2.3, we have that, for any p  2,
‖yε‖W 2,1p (Q)+ ‖y
ε‖
W
2,1
p (Q)
 Cp
with Cp independent of ε > 0. Thus, recalling Simon’s compactness lemma, we may as-
sume that, for some subsequence and some γ ∈ (0,1),
yε → y strongly in Cγ,γ /2(Q)∩L2
(
0, T ;H 10 (Ω)
)
and
‖yε‖
W
2,1
2 (Q)∩Cγ,γ/2(Q)  C with C independent of ε > 0. (4.3)
An argument similar to that in the proof of Lemma 2.4 yields
ϕ(x, t) y(x, t)ψ(x, t) a.e. in Q.
Then, letting zε = yε ∨ ϕ ∧ψ , we have
zε → y strongly in L2
(
0, T ;H 10 (Ω)
)
and, consequently,
‖zε − yε‖L2(0,T ;H 10 (Ω))→ 0. (4.4)
Recalling that yε and yε solve (2.6)ε and (2.4), respectively, we have∫
Q
{
yεt(yε − yε)+∇yε · ∇(yε − yε)
+ 1
ε
[
β(yε − ϕ)+ γ (yε −ψ)
]
(yε − yε)
}
dx dt
=
∫
Q
f (x, t, yε, uε)(yε − yε) dx dt (4.5)
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and ∫
Q
[
yεt (zε − yε)+∇yε · ∇(zε − yε)
]
dx dt

∫
Q
f (x, t, yε, uε)(zε − yε) dx dt (4.6)
(noting that zε ∈K).
By the monotonicity of β(·), γ (·) and f (x, t, · , u) (cf. (2.14)), we see that∫
Q
[
f (x, t, yε, uε)− f (x, t, yε, uε)
]
(yε − yε) dx dt  0, (4.7)
∫
Q
β(yε − ϕ)(yε − yε) dx dt  0, (4.8)
and ∫
Q
γ (yε −ψ)(yε − yε) dx dt  0. (4.9)
Here we have used the fact that yε  ϕ > yε when yε < ϕ and yε ψ < yε when yε > ψ .
From (4.3)–(4.9) we may deduce that∫
Q
∣∣∇(yε − yε)∣∣2 dx dt

∫
Q
[
yεt (zε − yε)+∇yε · ∇(zε − yε)− f (x, t, yε, uε)(zε − yε)
]
dx dt
 C‖zε − yε‖L2(0,T ;H 10 (Ω)) → 0
and hence, by an interpolation result (see Lemma 4.4 below), we have
‖yε − yε‖Cθ,θ/2(Q) → 0
for some 0 < θ < γ < 1. ✷
Lemma 4.4. Suppose that ∂Ω is Lipschitz continuous. Then there exists a constant C,
depending only on Ω and T such that, for any 0 θ < γ < 1 and 0 <p ∞,
‖η‖Cθ,θ/2(Q)  4δ‖η‖Cγ,γ/2(Q) +
3C1/p
δκ
‖η‖Lp(Q) ∀0 < δ  1, η ∈Cγ,γ /2(Q)
where
κ = θ
γ − θ +
n+ 2
(γ − θ)p .
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We refer the readers to [13] for its proof.
Proposition 4.3, combined with Proposition 2.5, yields
Proposition 4.5. Let (A1)–(A3) hold and let {uε} ⊂ U be any sequence, u ∈ U , (yε, uε) ∈
Fε , and (y,u) ∈F . If d(uε,u)→ 0, then
lim
ε→0‖yε − y‖Cθ,θ/2(Q)∩L2(0,T ;H 10 (Ω)) = 0
for some θ ∈ (0,1).
4.4. Convergence theorem
Now we can establish the following convergence theorem which is crucial in applying
Ekeland’s variational principle later.
Theorem 4.6. Let (A1)–(A4) hold and denote
J ε = inf
u∈U
Jε(u), J = inf
u∈U
J (u). (4.10)
Then
lim
ε→0J ε = J . (4.11)
To prove Theorem 4.6 we need the following lemma which can be easily obtained from
Proposition 4.3.
Lemma 4.7. Let (A1)–(A4) hold. Then, for any sequence {uε} ⊂ U ,
lim
ε→0
[
Jε(uε)− J (uε)
]= 0.
Proof of Theorem 4.6. For any ε > 0 one can find uε ∈ U , such that
Jε(uε) < Jε + ε.
Then, by Lemma 4.7, we have
lim
ε→0
J ε  lim
ε→0
Jε(uε)= lim
ε→0
[
J (uε)+ Jε(uε)− J (uε)
]= lim
ε→0
J (uε) J . (4.12)
On the other hand, let uδ ∈ U be such that
J (uδ) < J + δ.
Then, using Lemma 4.7 again, we have
lim
δ→0J δ  limδ→0Jδ(uδ)= limδ→0
[
J (uδ)+ Jδ(uδ)− J (uδ)
]= lim
δ→0J (uδ) J . (4.13)
Hence, (4.11) follows from (4.12) and (4.13). ✷
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5. Pontryagin’s principle
Now we are in a position to derive Pontryagin’s principle for Problem (C) by applying
Ekeland’s variational principle which is reviewed below for convenience’ sake.
Theorem 5.1 (Ekeland’s variational principle, cf. [9]). Let (V , d) be a complete metric
space and J :V → (−∞,+∞] be a proper lower semicontinuous function bounded from
below. Let α > 0, v ∈ V such that
J (v) inf
v∈V J (v)+ α
2.
Then there exists a vα ∈ V satisfying
J (vα) J (v), d(vα, v) α,
−αd(v, vα) J (v)− J (vα) ∀v ∈ V.
Theorem 5.2 (Pontryagin’s principle). Let (A1)–(A4) hold and (y,u) ∈ F be an optimal
pair for Problem (C). Then there exist p ∈ L2(0, T ;H 10 (Ω)) and µ ∈M0(Q) satisfying
(in some weak sense)

−pt −∆p− fy(x, t, y, u)p = Ly(x, t, y,u)−µ in Q,
p|Σ = 0,
p|t=T = 0
(5.1)
and
suppµ⊂ {(x, t) ∈Q | y(x, t)= ϕ(x, t) or y(x, t)= ψ(x, t)} (5.2)
such that
H
(
x, t, y(x, t), u(x, t),p(x, t)
)= min
u∈U H
(
x, t, y(x, t), u,p(x, t)
)
a.e. (x, t) ∈Q (5.3)
where
H(x, t, y,u,p)= pf (x, t, y,u)+L(x, t, y,u)
for any (x, t, y,u,p) ∈Ω × [0, T ] ×R×U ×R.
Remark. In the above, M0(Q) = C0(Q)∗ (where C0(Q) = {η ∈ C(Q)|η|Σ = 0}) is the
set of all Radon measures on Q with the support contained in Q ∪ (Ω × {0, T }). (5.1)
and (5.3) are referred to as the adjoint equation (along the given optimal pair) and the
Pontryagin’s condition, respectively. The condition (5.2) is understood as the following:
For any η ∈ C0(Q) with suppη⊂Q′ = {(x, t) ∈Q | ϕ(x, t) < y(x, t) < ψ(x, t)},
〈µ,η〉M0(Q),C0(Q) = 0.
Proof. Let (y, u) be an optimal pair, given ε > 0 and
αε =
(
Jε(u)− J ε + ε
)1/2
> 0.
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From Proposition 4.1(ii) and Theorem 4.6 we see that
Jε(u)− J ε → J (u)− J = 0 (ε→ 0)
and therefore
αε → 0 (ε→ 0). (5.4)
Since Jε(u) is continuous on (U, d) and
Jε(u) J ε + α2ε = inf
u∈U
Jε(u)+ α2ε ,
by Ekeland’s variational principle there exists a uε ∈ U , such that
d(uε, u) αε, (5.5)
−αεd(u,uε) Jε(u)− Jε(uε) ∀u ∈ U . (5.6)
Let (yε, uε) ∈ Fε and v ∈ U be fixed. By Proposition 4.2 we know that, for any ρ ∈
(0,1), there exists a measurable set Eρ ⊂Q with m(Eρ)= ρm(Q), such that if we define
uρε (x, t)=
{
uε(x, t) if (x, t) ∈Q \Eρ,
v(x, t) if (x, t) ∈Eρ,
and let (yρε , uρε ) ∈Fε , then{
y
ρ
ε = yε + ρzε + rρε ,
Jε(u
ρ
ε )= Jε(uε)+ ρjε + eρε ,
where zε and jε satisfy the following:

zεt −∆zε +
{ 1
ε
[
β ′(yε − ϕ)+ γ ′(yε −ψ)
]− fy(x, t, yε, uε)}zε
= f (x, t, yε, v)− f (x, t, yε, uε) in Q,
zε|∂pQ = 0
(5.7)
and
jε =
∫
Q
[
Ly(x, t, yε, uε)zε +L(x, t, yε, v)−L(x, t, yε, uε)
]
dx dt (5.8)
with
lim
ρ→0
1
ρ
∥∥rρε ∥∥Cθ,θ/2(Q) = limρ→0 1ρ
∣∣eρε ∣∣= 0
for some θ ∈ (0,1).
Now we take u= uρε in (5.6). It follows that
−αεm(Q) 1
ρ
[
Jε
(
uρε
)− Jε(uε)]→ jε (ρ→ 0). (5.9)
Let pε ∈W be the unique solution of the following equation:

−pεt −∆pε +
{ 1
ε
[
β ′(yε − ϕ)+ γ ′(yε −ψ)
]− fy(x, t, yε, uε)}pε
= Ly(x, t, yε, uε) in Q,
pε|Σ = 0,
pε|t=T = 0.
(5.10)
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Then we may deduce from (5.7)–(5.10) that∫
Q
[
H(x, t, yε, v,pε)−H(x, t, yε, uε,pε)
]
dx dt −αεm(Q). (5.11)
In what follows, we are going to take the limits to get the final result.
First, by (5.4), (5.5), and Proposition 4.5 we have, for some θ ∈ (0,1),
lim
ε→0‖yε − y‖Cθ,θ/2(Q)∩L2(0,T ;H 10 (Ω)) = 0. (5.12)
Noting that β ′  0, γ ′  0, and fy  0 (cf. (2.14)), we can easily get the following
estimate from Eq. (5.10):
‖pε‖L2(0,T ;H 10 (Ω))  C. (5.13)
Moreover, let Sδ(·) ∈ C1(R) be a family of smooth approximation to the sign function,
satisfying the following:
S′δ(r) 0, ∀r ∈R
and
Sδ(r)=


1 if r > δ,
0 if r = 0,
−1 if r <−δ.
Multiplying Eq. (5.10) by εSδ(pε) and integrating it over Q we can get∫
Q
[
β ′(yε − ϕ)+ γ ′(yε −ψ)
]
pεSδ(pε) dx dt  Cε.
Letting δ→ 0 we have∥∥[β ′(yε − ϕ)+ γ ′(yε −ψ)]pε∥∥L1(Q)  Cε. (5.14)
In estimates (5.13) and (5.14), the constant C is independent of ε > 0. Hence we may
let, extracting some subsequence if necessary,{
pε → p weakly in L2
(
0, T ;H 10 (Ω)
)
,
1
ε
[
β ′(yε − ϕ)+ γ ′(yε −ψ)
]
pε →µ weakly star inM0(Q).
Passing to the limit in (5.10) and (5.11), we obtain (5.1) and∫
Q
H
(
x, t, y(x, t), v(x, t), p(x, t)
)
dx dt

∫
Q
H
(
x, t, y(x, t), u(x, t),p(x, t)
)
dx dt ∀v ∈ U . (5.15)
Consequently, Pontryagin’s condition (5.3) follows from (5.15) in virtue of the separability
of U and the continuity of the Hamiltonian H in the variable v.
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For any η ∈ C0(Q) with suppη ⊂ Q′ = {(x, t) ∈ Q | ϕ(x, t) < y(x, t) < ψ(x, t)},
the convergence (5.12) combined with the compactness of suppη ensures that, for some
ε0 > 0,
ϕ(x, t) < yε(x, t) < ψ(x, t) ∀(x, t) ∈ suppη, 0< ε < ε0,
which yields
〈µ,η〉M0(Q),C0(Q) = limε→0
∫
Q
1
ε
[
β ′(yε − ϕ)+ γ ′(yε −ψ)
]
pεη dx dt
= lim
ε→0
∫
suppη
1
ε
[
β ′(yε − ϕ)+ γ ′(yε −ψ)
]
pεη dx dt = 0.
Thus (5.2) holds. The proof is complete. ✷
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