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Abstract. The effect of a zero flux boundary on the linear stability of steady states arising in a 
problem of self-activation and inhibition is examined. The effect of the boundary considerably 
complicates the nature of solution trajectories in the complex Laplace parameter plane. 
In a recent note [l] a simple nonlinear model for the diffusion of tumor growth factor (TGF) 
was presented. Here it is shown that the presence of a zero flux boundary significantly 
increases the complexity of the (linear) stability problem. The notation used is identical to 
that in [l]. Specifically, the governing equation for TGF concentration c(z, t) produced at a 
site 2 = 21 is 
$+yc-DE =xf(c)@r-tr), O~t~oo, (I) 
where f(c) is as indicated in Figure (1) of [l]. The b oundary conditions are c’(O,t) = 0, 
p% 4x, t), c’(x, q --) 0. The steady state problem has solution 
J 
00 c(x) = G(z, x’) S(d) dx’, 
0
where 
G(x, x’) = _& e-* k--x’1 + e-akfz’l , [ 1 
and a2 = -y/D. 
Hence 
C(Xl) = & [l + eqzarl 1 f(c(m)) = Pf(c(r1)). 
As in [l], three steady states will exist if and only if, for f(0) > 0, 
Pf’(4 > I, 
where cb is a fixed point of the mapping B(y) = Pf(y). Otherwise a 
occurs. The “S” shaped bifurcation curve is similar to that in [l]. Note 
(Y, p increases as xi 4 0. 
For the linear stability problem, consider 
c(x, t> = co(x) + c(x, t>. 
(2) 
(3) 
(4 
(5) 
unique steady state 
that for given f and 
(6) 
Let Z(x, s) be the Laplace transform of c(x,t). To first order in e(z,t), E satisfies equation 
(1) with right hand side Xm~6(a: - zr), where m = f’(c)I,,(,l). 
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Therefore t 00 03 c(z,t) = JJ G(x,t, x’, t’) A rn 6(x’, t’) 6(x’ - x1) dx’ dt’ f G(x, t, x’, 0) 6(x’, 0) dx’, 0 0 J 0
(7) 
where 
G(x,t,x’,t’) = J. } {exp [7.&r’;:)] +exp [-&;$]}. (8) 
Hence t 6(X1,1) = Am J G(x~,t,x~,t’)~(xl,t’)dt’+ 0 J 
Co 
G(xI, t, x’, 0) c(x’, 0) dx’. (9) 
0
Using the convolution theorem in (9) we find 
E(Xi, s) = 
a(xl,s) 
{l- xm~(xlrs)}’ 
where j(xr,s) is the Laplace transform of the spatial integral in (9), and 
(10) 
(11) 
For reasons discussed in [l], the stability of the system is determined by the zeros of the 
denominator in (10). If the following changes of variable are made: 
(where s = sgn m), n = 2x1 &i, 
and t = 
4-a 
7 , then the equation 
1- Arn~(Xi,S) = 0 
can be written 
z-<(l+e-VZ) =O. (12) 
Ifr-<=re ie, then it can be seen that 
lnr = -q(<+ rcosB), (13) 
and 
B=-nrsinBf~rr(lll+l-t), (14) 
n=0,1,2 ,.*., where the f signs locate the root in the upper or lower half-plane, respec- 
tively. t = 1 (m > 0) corresponds to self-activation and e = -1 (m < 0) corresponds to 
self-inhibition of TGF. Choosing --?r 5 0 5 z, the case n = 0, < = 1 implies, from (14), that 
0 = 0. From (13), I = 1 + r, where P = e -q (l+r), obviously a real root. If n + 1 - < # 0, 11 
can be eliminated between (13) and (14) to give the implicit equation of the trajectories: 
In?=- k;(4n+1-c)-e] (de+t*). (15) 
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Thus, for example, the trajectory for n = 0, < = -1, turns out to be nearly circular, with 
Re(z) < 0 nearly everywhere. As 0 -+ a, lnr -t (1 + l/r), i.e., r % 3.5. (For a comparison 
with other trajectories in a spatial switching problem, see [2].) 
We return briefly to the case of self-activation in (12) for which < = 1. We rewrite (12) as 
z = (1 + eB2*=l) A(z), (16) 
where A(Z) = (1 + es2fis1 “)/( 1 + e-2a $I). Hence 4 z/o A = p m. But z/A is monotoni- 
cally increasing in z; and when Jirr = o, the left-hand side of this equation equals 1, so if 
p m > 1, it follows that the inequality 
fiz=-a (17) 
must be satisfied. The condition pm > 1 is just inequality (5) for the existence of three 
steady states. Now the asymptotic time behavior of c(z,t) is given by 
6 - e-r (l-P&4 t 
, (18) 
where z. is the solution of equation (12) which if farthest to the right in the complex z-plane. 
The condition for instability is therefore 
pg > (Y2. (19) 
This is just condition (17) when < = 1, n = 0, and since for increasing n the maximum 
positive real part attained is smaller than for the previous value of n by an exponential 
factor, the case n = 0 need only be examined. As in [l], where (17) or its equivalent is 
satisfied, it is the central branch of the bifurcation curve that gives unstable steady states: 
the remaining steady states are stable. 
As in [2], the case of e = -1 is less accessible analytically. The n = 0 and higher order 
trajectories lie off the line Im(r) = 0. 
Finally, note that a biologically less interesting problem (for which c(O,t) = 0) is also 
accessible from the above analysis. The changed boundary condition changes the exponential 
term in (11) from positive to negative, with (12) becoming z-t (1 --e+‘l) = 0. Since t = fl, 
all that is required is to change the corresponding < values (i.e., 5 = 1 corresponds to t = -1, 
etc.). 
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