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Abstract
Modeling the progression of damage in composites materials is a challenge mainly due to
the uncertainty in the multi-scale physics of the damage process and the large variability
in behavior that is observed, even for tests of nominally identical specimens. As a result,
there is much uncertainty related to the choice of the class of models among a set of possible
candidates for predicting damage behavior. In this paper, a Bayesian prediction approach
is presented to give a general way to incorporate modeling uncertainties for inference about
the damage process. The overall procedure is demonstrated by an example with test data
consisting of the evolution of damage in glass-fiber composite coupons subject to tension-
tension fatigue loads. Results are presented for the posterior information about the model
parameters together with the uncertainty associated with the model choice from a set of
plausible fatigue models. This approach confers an efficient way to make inference for damage
evolution using an optimum set of model parameters and, in general, to treat cumulative
damage processes in composites in a robust sense.
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1. Introduction
In composite materials, fatigue damage represents one of the most important sources of
uncertainty for in-service behavior. This leads to conservative designs and higher costs in
manufacture and maintenance [1]. Throughout decades of investigation, numerous fatigue
models have been proposed [2–5] and a large amount of data has been derived from expensive
experimental programs. The vast majority of these models are deterministic semi-empirical
formulations calibrated for a particular material configuration under some specific testing
conditions. Therefore, they not only neglect the modeling uncertainty coming from the
adoption of a single value for model parameters, but also from the selection of a particular
model class (e.g., the parameterized mathematical structure of the model for the damage
behavior).
Some researchers have addressed uncertainty in fatigue modeling using Bayesian meth-
ods, mostly focused on crack propagation in metals [6–11]. However the application of a full
Bayesian inverse-problem framework for assessing the modeling uncertainty still remains
very limited for the study of the fatigue degradation of composite materials, precisely where
the benefits of this framework can be fully exploited to deal with the well-known uncertainty
of the fatigue damage process.
In this work, a full Bayesian prediction and updating framework is presented in appli-
cation to the problem of fatigue damage progression in composite materials. To this end,
Bayes’ Theorem is applied for two levels: first, to deal with the posterior information about
the model parameters for a specific model class, and second, to assess a degree of plausibility
of each model class within a candidate set of models [12]. Here, probability is interpreted
as a multi-valued logic that expresses the degree of plausibility of a proposition conditioned
on the given information, because this interpretation provides a rigorous foundation for the
Bayesian approach [13, 14]. Consequently, the approach has the advantage of being able
to quantify the uncertainties associated with (1) model parameters and (2) model choice
for the damage behavior, and then to further make robust response predictions of fatigue
degradation that incorporate all the modeling uncertainty in a quantitative way. Figure 1
2
provides a conceptual scheme of the proposed Bayesian framework for damage prediction.
A cumulative damage model based on the theory of Markov chains [15] is used to infer a
complete damage process from batch sequences of damage data. The proposed framework is
not limited to this model choice, but Markov chains damage models [16] are of major interest
due to their versatility and efficiency. Markov chains were first applied to fatigue modeling
in composites by Rowatt et al. [17] as an extension of the pioneering work of Bogdanoff et
al. [16]. Other relevant examples of Markov chains models for fatigue in composites are
found in [18–21] while for metals in [22–28]. More applications and theoretical insight about
stochastic cumulative damage models are provided in [29–31]. As a novelty, a new model
parameterization is introduced to account for the nonstationarity based on a generalization
of the time transformation-condensation method first developed by Bogdanoff et al. [16].
As an example, the full Bayesian framework is applied to damage data for sixteen quasi-
isotropic open-hole S2-glass laminates subject to constant amplitude tension-tension fatigue
loading. The results show that accounting for the underlying uncertainty in stochastic fatigue
models allows one to obtain a more robust data-based model of the fatigue process, in the
sense of a trade-off between data fitting and model complexity to avoid the extremes of
over-fitting or under-fitting the data. For the same reason, this framework can be used to
select a parsimonious number of parameters to represent the fatigue process degradation
within the context of the stochastic model presented in this work.
Section 2 of this paper is devoted to providing the basis and main assumptions about the
proposed Markov chain damage model and also to defining the stochastic model classes to
be considered. In Section 3, the problem of inference of a Markov chain model is formulated
using a Bayesian inverse problem framework. This section also gives the basis of Bayesian
model class selection and the corresponding computational issues that must be addressed
for our needs. In Section 4, our framework is applied to a set of fatigue data to serve as an
example. Section 5 gives concluding remarks.
3
2. Forward prediction problem
2.1. Markov chain forward model
The starting point of our fatigue modeling approach is to model the evolution of fa-
tigue damage as a discrete-state Markov chain [15]. This approach models the damage as
a nondecreasing stochastic process {xn, n ∈ N} taking values in X = [0, 1] ⊂ R, where
xn at fatigue cycle n is the macroscopic relative stiffness reduction at one specific point,
section or element [32, 33]. Damage passes monotonically through a finite set of damage
states, Xi ⊂ X where i ∈ I = {0, . . . , s} ⊂ N, until the “absorbing” state Xs is reached
[16]. The no-damage state corresponds to i = 0. Each damage state Xi ⊂ X is a subinterval
represented by its center x¯in = 2i+ 1/2s+ 2 such that p
i
n , p(x¯
i
n) , P [xn ∈ Xi] > 0. Once the
damage at cycle n is at a certain state x¯in, it may go only to the next state in one cycle
x¯i+1n+1 with probability p
i,i+1
n , p(x¯
i+1
n+1|x¯
i
n), and remain in the same state with probability
pi,in , p(x¯
i
n+1|x¯
i
n) = 1−p
i,i+1
n . Additionally, this approach assumes that the set of load cycles
is divided into N disjoint subsets or “duty cycles” (DC), T = {1, . . . , n, . . . , N} ⊂ N, in
which damage can be accumulated.
From the last remarks it follows that the damage at a certain DC n is entirely defined
by means of the probabilities of all possible damage states {x¯0n, x¯
1
n . . . , x¯
s
n}, summarized by
the probability mass function (PMF) pn = [p
0
n, p
1
n, . . . , p
s
n]. By Markov chain theory, the
probability of damage at DC n+ 1 can be obtained as
pn+1 = pn ·Pn (1)
with Pn the “one-step” probability transition matrix for DC n [16], and for general m > n,
pm = pn ·
m−1∏
j=n
Pj (2)
For a certain DC n, the matrixPn stores in its (i+1, j+1) element the conditional probability
of transition p(x¯jn+1|x¯
i
n) = p
i,j
n from state x¯
i
n to x¯
j
n+1 in one DC. The one-step assumption
4
restricts the structure of Pn to a bi-diagonal (s+ 1)× (s+ 1) matrix with p
s,s
n = 1, then:
Pn =


p
0,0
n p
0,1
n
p
1,1
n p
1,2
n
... ...
p
s−1,s−1
n p
s−1,s
n
1

 (3)
where
pi,in + p
i,i+1
n = 1; i ∈ {0, . . . , s− 1} (4)
If the transition probabilities pi,jn do not depend on the duty cycle n, then Pn = P ∀n ∈
N and the process is termed stationary. Otherwise, in the more general case where the
transition probabilities may change with time (i.e. with load cycles), the process is non-
stationary. More details about Markov chain models of cumulative damage are given in [16].
2.2. Parameterization for non-stationarity
For the purpose of inference, a parameterization strategy is needed to avoid a high
dimensional problem for characterizing the non-stationary Markov chain model described
above. The strategy consists of adopting the same value of the one-step probability of tran-
sition along the process for every state i ∈ {0, . . . , s− 1}, except for the absorbing state in
which ps,sn = 1. This allows us to have a single probability transition matrix, now called Q,
that remains invariant during the process, defined as:
Q =


1−p p
1−p p
... ...
1−p p
1

 (5)
To account for the non-stationarity, an ad-hoc modification of the “natural” time scale n
into a transformed time scale n′ = g′(n) is introduced such that any probability transition
matrix from step n to step m can be calculated as Qg
′(m)−g′(n), satisfying:
m−1∏
j=n
Pj = Q
g′(m)−g′(n); m,n ∈ N (6)
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where g′(n) is a nonlinear function of n, that is given below. This procedure is based on
the time transformation-condensation method (TTCM) first proposed by Bogdanoff and
Kozin [16] by using undefined polynomials. Instead, we express g′(n) in terms of a continuous
monotonic function g(θ) : [0, 1]→ [0, 1] as follows:
g′(n) = N ·
(
g(n/N)
)
(7)
where the function g is suitably defined as an interpolating monotonic cubic spline [34] for a
given set of j ∈ N interpolation points {θ1, θ
′
1, . . . , θj, θ
′
j} and N is a sufficiently large amount
of duty cycles along which damage is completely developed. In this work, N is chosen as the
maximum length of the observed damage sequences. Notice also that to maintain the matrix
structure of the model, the exponent g′(m) − g′(n) in Equation 6 must be an integer after
the transformation, to which an approximation to the nearest integer is applied, otherwise
a condensation technique as proposed in [16] must be considered.
The transformation in Equation 7 distorts the natural time scale by using a nonlinear
mapping over the unit interval, which has the double benefit over the TTCM of (1) having a
bounded and defined searching space, and (2) keeping a fixed number of parameters. Figure
2 illustrates this concept. Each interpolation point is defined by its cartesian coordinates
[θj, θ
′
j] in the unit time scale, and together with p, act as model parameters for the Markov
chain model that allows for a complete description of the fatigue damage process. Then the
Markov chain damage model can be reformulated by replacing Equation 2 with:
pm = pn ·Q
g′(m)−g′(n) (8)
2.3. Model class definition
We denote by Mj the j
th Bayesian model class [12] that incorporates the Markov chain
forward model with θj = {θ1, θ
′
1, . . . , θj, θ
′
j, p} ∈ Θj as model parameters along with the
prior PDF p(θj|Mj), that gives the initial relative plausibility of each value of θj before
the information from measurements is incorporated. Henceforth, we drop the subscript j
on θ since conditioning on Mj is sufficient to indicate which parameter vector is being
considered. Based on this definition, a discrete set of possible candidate model classes
6
M = {Mj, j : 1, 2, . . . , NM}, NM ∈ N, is obtained. See Table 1 for a summary of the
parameterization of the set of model classes M.
3. Bayesian inverse problem
A rigorous foundation for the Bayesian approach to inverse problems is given by the Cox-
Jaynes theory of probability as a multi-valued logic for plausible inference [14, 35, 36]. The
focus in Bayesian inversion [37] is to investigate the posterior probability density function
of the model parameters θ over the set Θ ⊂ Rd of possible values, which is given by Bayes’
Theorem. This PDF is interpreted as a measure of the relative plausibility of the values
of θ conditional on the available information. It is a measure of the uncertainty about the
parameter values and not an inherent property of the real system. The available information
is based on a set of data D from measurements on the system together with any relevant
prior information that can be utilized.
We denote the likelihood function for model class Mj ∈ M by p(D|θ,Mj). It provides
a measure of how well the model specified by θ predicts the actual data D. It is given by
the PDF defined by the stochastic forward model parameterized by θ when it is evaluated
at data D. Bayes’ Theorem gives the posterior PDF p(θ|D,Mj) for the model specified by
θ in the class Mj, as:
p(θ|D,Mj) = c
−1p(D|θ,Mj)p(θ|Mj) (9)
where c is a normalizing constant, so that:∫
Θ
p(θ|D,Mj)dθ = c
−1
∫
Θ
p(D|θ,Mj)p(θ|Mj)dθ = 1 (10)
Notice that Bayes’ Theorem takes the initial quantification of the plausibility of each model
specified by θ in the model classMj, which is expressed by the prior probability distribution,
and updates this plausibility by using the information in the data D expressed through the
likelihood function. Note also that the normalizing constant c in Bayes’ Theorem does not
affect the shape of the posterior distribution. The difficulty in applying Bayes’ Theorem
is that c cannot usually be evaluated analytically nor it is readily calculated by numerical
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integration methods, if the dimension d is not small. However, stochastic simulation based
on MCMC methods can be used to obtain samples from the posterior without knowing c in
Equation 9, as done in Section 3.2.
3.1. Formulation of the likelihood function
In our problem, data D consist of a set of K experimental sequences of fatigue-based
damage fromK nominally-identical specimens, Yˆ = {Yˆ (1), . . . , Yˆ (k), . . . , Yˆ (K)} where Yˆ (k) =[
yˆ
(k)
n1 , yˆ
(k)
n2 , . . . , yˆ
(k)
nN
]
, is the measured relative stiffness reduction at a discrete set of reg-
ularly scheduled or even opportunistically staggered duty cycles TD = {n1, n2, . . . , nN},
such that TD ⊆ T . A correspondence between the observed damage sequence Yˆ
(k) =[
yˆ
(k)
n1 , yˆ
(k)
n2 , . . . , yˆ
(k)
nN
]
and the latent sequence of damage states
[
x¯
i,(k)
n1 , x¯
j,(k)
n2 , . . . , x¯
l,(k)
nN
]
, with
i, j . . . , l ∈ I, can be established based on the defined set {x¯0n, x¯
1
n, . . . , x¯
s
n} in Section 2.1, by
taking x¯
i,(k)
n when yˆ
(k)
n ∈ Xi. See Figure 3 for further details.
The likelihood function can be formulated as follows. First, the probability to observe
a sequence of damage states {x¯i,(k)n1 , x¯
j,(k)
n2 , . . . , x¯
l,(k)
nN } in the k
th specimen at the given set of
duty cycles TD = {n1, n2, . . . , nN}, TD ⊆ T , is modeled as a Markov chain parameterized by
θ. By means of the Markov property, this probability can be obtained as follows:
p(x¯in1 , x¯
j
n2
, . . . , x¯lnN |θ) = p(x¯
i
n1
|θ)p(x¯jn2 |x¯
i
n1
,θ) · · · p(x¯lnN |x¯
k
nN−1
,θ) (11)
where the superscript (k) denoting the kth specimen is not used in the last equation, and
furthermore, the conditioning on the model class Mj is omitted. The likelihood function is
then the product of probabilities as in Equation 11 over all K specimen test sequences.
The structure of this likelihood function can be clarified by introducing the matrix fnh ,
called the transition count matrix, that accounts for the number of observed transitions
x¯inh → x¯
j
nh+1
, i.e., the number of times for which the damage reaches the state j at DC nh+1,
given that it previously was in state i at DC nh [38, 39]. In mathematical terms, the (i, j)
element of this matrix can be expressed as:
f i,jnh =
K∑
k=1
s∑
i∗,j∗=0
I
(
x¯i
∗=i,(k)
nh
, x¯j
∗=j,(k)
nh+1
)
(12)
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with i∗, j∗ = 0, . . . , s ∈ I and x¯i(k)nh the damage state i at duty cycle nh, for the k
th speci-
men. In the last expression, I
(
x¯
i∗=i,(k)
nh , x¯
j∗=j,(k)
nh+1
)
is an indicator function which assigns the
value of 1 when the transition x¯inh → x¯
j
nh+1
holds, and 0 otherwise. See Figure 3 for a de-
tailed example about the construction of fnh considering two hypothetical curves of stiffness
reduction from two specimens. The likelihood function can then be formulated as:
p(D|θ,Mj) = p(x¯
i
n1
|θ)
nN−1∏
nh=n1
s∏
i,j=0
(
p(x¯jnh+1 |x¯
i
nh
,θ)
)f i,jnh
(13)
where p(x¯jnh+1 |x¯
i
nh
,θ) is the probability transition between damage states i and j at DC nh
and nh+1 respectively, corresponding to the (i+1, j+1) element of the matrixQ
g′(nh+1)−g
′(nh),
which is obtained by the model parameterization θ ∈Mj.
Finally, we remark that in constructing the likelihood function in Equation 13, any
measurement error when assigning the ith damage state based on the observed value yˆn ∈ Xi
at duty cycle n is subsumed by the uncertainty in the damage states described by the Markov
chain model, and so it is not explicitly modeled.
3.2. Stochastic simulation
The goal of stochastic simulation methods in Bayesian updating is to generate sam-
ples which are distributed according to the posterior probability density function (PDF)
in Equation 9. For this task, several algorithms have been proposed in the literature such
as the Metropolis-Hastings, Gibbs Sampler and Hybrid Monte Carlo algorithms. A recent
comprehensive overview of MCMC algorithms is given by Liang et al. [40].
Among them, the Metropolis-Hastings (M-H) algorithm is widely used for its versatility
and implementation simplicity [41, 42]. This algorithm generates samples from a specially
constructed Markov chain whose stationary distribution is any specified target PDF, known
up to a scaling constant. By sampling a candidate vector θ
′
from a proposal distribution
q(θ
′
|θ), the M-H algorithm obtains the state of the chain at ζ + 1, given the state at ζ,
specified by θ(ζ). The candidate θ
′
is accepted as the next state of the chain with probability
min {1, r}, where:
r =
p(θ
′
|D,M)q(θ(ζ)|θ
′
)
p(θ(ζ)|D,M)q(θ
′
|θ(ζ))
(14)
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If θ
′
is rejected, the previous state is repeated, θ(ζ+1) = θ(ζ).
An important consideration is the specification of the variance σ2q for the proposal dis-
tribution, which has a significant impact on the speed of convergence of the algorithm
[42]. Small values tend to produce candidate samples that are accepted with high probabili-
ties, but may result in highly dependent chains that explore the state space very slowly. In
contrast, large values of σ2q tend to produce large steps in state space, but result in small
acceptance rates 1. Thus, it is often worthwhile to select appropriate proposal variances by
controlling the acceptance rates in a certain range, depending on the dimension d of the
proposal PDF, via some pilot runs [43, 44]. The interval [20% − 40%] is suggested for the
acceptance rate in low dimensional spaces, say d 6 10, as in our case.
3.3. Model-class assessment
Following the model class definition given in Section 2.3, different model classes can be
formulated and hypothesized to idealize the experimental system, and the previous Bayesian
theory can be applied to each of them. Then, to select among a set of candidate model classes
M = {Mj, j = 1, . . . , NM}, a rigorous procedure is used to Bayesian model class assessment
that judges the relative plausibility of each candidate model class based on their probabilities
p(Mj|D,M) conditional on data [12, 45, 46], where the probabilities can be obtained by
Bayes’ Theorem at the model class level:
p(Mj|D,M) =
p(D|Mj)p(Mj|M)∑NM
i=1
p(D|Mi)p(Mi|M)
(15)
In the last equation, p(Mj|M) is the prior probability of each Mj, that expresses the
user’s judgement on the initial relative plausibility ofMj. The factor p(D|Mj) is called the
evidence (or marginal likelihood) for the model class Mj provided by the observed data
D. It expresses how likely these data are according to the model class Mj, and it can be
obtained as follows:
p(D|Mj) =
∫
Θ
p(D|θ,Mj)p(θ|Mj)dθ (16)
1Defined as the relation between the number of accepted samples over the total amount of candidate
samples.
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Notice also that the evidence is equal to the normalizing constant c in establishing the
posterior PDF in Equations 9 and 10.
Once the evidence p(D|Mj) is computed for each model class, their values allow us to
rank the model classes according to how plausible they are based on observations. In certain
cases, more than one model class may have significant posterior probability in comparison
with the rest of the set M. Then, posterior model class averaging provides a coherent mech-
anism to account all these model classes for response prediction [12, 45, 47], as is shown in
Section 4.
3.3.1. Interpretation of model class evidence
From the perspective of forward modeling problems, more complex models may be pre-
ferred over simpler models because they are considered more realistic. For inverse problems,
however, this may lead to over-fitting of the data where the model is unnecessarily adjusted
to fit the specific set of data used. Then the model does not generalize well when mak-
ing predictions. The Bayesian approach to model class assessment shows that the posterior
probability of each model class (or directly the evidence when p(Mj|M) = 1/NM) automat-
ically enforces a quantitative expression of a Principle of Model Parsimony or Ockham’s
razor [14, 48], by which simpler models that are reasonably consistent with data should be
preferred over more complex models that lead to only slightly better agreement with the
data. In the case of globally identifiable model classes [49, 50] based on the data, the pos-
terior PDF in Equation 9 may be accurately approximated by a Gaussian distribution, and
the evidence term can be obtained by Laplace’s approximation [46, 49, 51].
In the more general case where the posterior PDF may not be approximated well by a
Gaussian distribution, Muto and Beck [52] proposed an information theoretic point of view
for the interpretation of the evidence for a model class, as follows:
log p(D|Mj) =
∫
Θ
[log p(D|θ,Mj)] p(θ|D,Mj)dθ −
∫
Θ
[
log
p(θ|D,Mj)
p(θ|Mj)
]
p(θ|D,Mj)dθ
(17)
This expression is obtained by strategically multiplying the logarithm of the evidence by a
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factor of one:
log p(D|Mj) =
(
log p(D|Mj)
) ∫
Θ
p(θ|D,Mj)dθ︸ ︷︷ ︸
= 1
(18)
and then making substitutions according to Bayes’ Theorem in Equation 9 to expand the
evidence.
The first term of the right side of Equation 17 is the posterior mean of the log-likeli-
hood function, which is a measure of the average goodness of fit of the model class Mj
to the data D. It accounts for the goodness of fit for different combinations of the model
parameters, weighted by their posterior probabilities [12, 52]. The second term is the relative
entropy between the posterior and prior PDF of the model parameters. It can be interpreted
as the expected information gain [EIG] about the model parameters from the data D and
it will usually be larger for more complex models with more parameters. Applying Equa-
tion 15 therefore provides an automatic trade-off between model simplicity and fitting to
observations, which explicitly reveals a quantitative Ockham’s razor [12].
3.3.2. Computation of the evidence for a model class
The calculation of the evidence given in Equation 16 is not a trivial task. If the conditions
cited in the last section for analytically approximating the posterior do not apply, or if
the amount of data is small [46], then stochastic simulation methods are required. One
straight-forward way to approximate the evidence is by considering the probability integral
in Equation 16 as a mathematical expectation of the likelihood p(D|θ,Mj) with respect to
the prior p(θ|Mj). This approach leads to the direct Monte Carlo method as follows,
p(D|Mj) ≈
1
N1
N1∑
k=1
p(D|θ(k),Mj) (19)
where the θ(k) are N1 samples drawn from the prior. Although this calculation can be easily
implemented, it results in a computationally inefficient method (large-variance estimator),
since the region of probability content of p(θ|Mj) is usually very different from the region
where the likelihood p(D|θ,Mj) has its largest values. To overcome this problem, some
techniques for calculating the evidence based on samples from the posterior p(θ|D,Mj)
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have received attention, although with known drawbacks of instability [53]. In this paper,
a recent stable technique based on an analytical approximation of the posterior is used
[54]. The relevant details from [54] are presented here in a concise way with special focus on
the Metropolis-Hastings algorithm, which is the algorithm used in this work.
LetK(θ|θ∗) be the transition PDF of any MCMC algorithm with stationary PDF pi(θ) =
p(θ|D,Mj). The stationarity condition for the MCMC algorithm satisfies the following
relation:
pi(θ) =
∫
K(θ|θ∗)pi(θ∗)dθ∗ (20)
A general choice of K(θ|θ∗) that applies to many MCMC algorithms, can be defined as:
K(θ|θ∗) = T (θ|θ∗) + (1− a(θ∗))δ(θ − θ∗) (21)
where T (θ|θ∗) is a smooth function that does not contain delta functions and a(θ∗) is
the acceptance probability which must satisfy a(θ∗) =
∫
T (θ|θ∗)dθ 6 1. By substituting
Equation 21 into 20, an analytical approximation of the posterior results as follows:
pi(θ) = p(θ|D,Mj) =
∫
T (θ|θ∗)pi(θ∗)dθ∗
a(θ)
≈
1
a(θ)N1
N1∑
k=1
T (θ|θ(k)) (22)
where the θ(k) are N1 samples distributed according to the posterior. For the special case of
the Metropolis-Hastings algorithm, T (θ|θ∗) = r(θ|θ∗)q(θ|θ∗), where q(θ|θ∗) is the proposal
PDF, and r(θ|θ∗) is given by:
r(θ|θ∗) = min
{
1,
p(D|θ,Mj)p(θ|Mj)q(θ
∗|θ)
p(D|θ∗,Mj)p(θ
∗|Mj)q(θ|θ
∗)
}
(23)
Additionally, for this algorithm, the denominator in Equation 22 can be approximated by
an estimator that uses samples from the proposal distribution as follows:
a(θ) =
∫
r(θ˜|θ)q(θ˜|θ)dθ˜ ≈
1
N2
N2∑
k=1
r(θ˜
(k)
|θ) (24)
where the θ˜
(k)
are N2 samples from q(θ˜|θ), when θ is fixed. Once the analytical approxi-
mation to the posterior in Equation 22 is set, then Equation 9 can be used to evaluate the
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evidence,
log p(D|Mj) ≈ log p(D|θ,Mj) + log p(θ|Mj)− log p(θ|D,Mj)︸ ︷︷ ︸
Analytical approx.
(25)
Bayes’ Theorem ensures that the last equation is valid for all θ ∈ Θ, so it is possible to use
only one value for this parameter. However a more accurate estimate for the log-evidence can
be obtained by averaging the results from Equation 25 using different values for θ [54]. In
this work, three different values of θ from the peak region of p(θ|D,M) are employed for
the evidence calculation. Once the evidence is obtained, the data-fit term in Equation 17
can also be estimated based on the N1 samples from the posterior, and then the EIG term
in this equation can be approximated by:
E
[
log
p(θ|D,Mj)
p(θ|Mj)
]
≈
1
N1
N1∑
k=1
log p(D|θ(k),Mj)− log p(D|Mj) (26)
4. Application of methodology to fatigue test data
To illustrate the proposed framework, a set of data taken from literature [20] is se-
lected. These data are based on experimental sequences of damage corresponding to sixteen
quasi-isotropic glass fiber notched laminates S2-Glass/E733FR, that were subjected to iden-
tical and independent tension fatigue tests. See Figure 4 for a graphical representation of
the damage series. The tests were conducted under load-controlled fatigue loadings with a
frequency of f = 5Hz, a maximum applied tension of 50% of their ultimate stress, and a
stress ratio R = 0.1 (relation between the minimum and maximum stress for each cycle).
Some pilot tests revealed that the most suitable value for duty cycle DC for these data
is 500 load cycles with a Markov chain assembly of s = 30 states. Hence, the total number
of duty cycles is N = 213900/500 = 428. In the experiment, some measurements were taken
outside of the [0, 1] interval because of experimental error in measuring stiffness. Hence, to
ensure the existence of an absorbent state for the stochastic process, it is re-defined as the
state corresponding to the first measurement that fulfills x¯nh > 1. This definition only affects
a small portion of measurements near the absorbent state where transition probabilities are
close to value of 1 and hence the likelihood function p(D|θ,M) is barely affected.
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Four model classes are considered sufficient for the inference, so NM = 4. This implies
that a maximum of 9 parameters are employed for the modeling: from 3 parameters forM1 to
9 forM4 (see Table 1). For each model class, the prior is chosen as the product of independent
uniform distributions2 for each model parameter, p(θi|Mj) = U(0, 1), i = 1, . . . , d, where
θ ∈ Rd. Therefore the posterior is given by:
p(θ|D,Mj) = c2p(D|θ,Mj) (27)
over the unit hypercube of dimension d and it is zero outside of it, where the likelihood
function is given by Equation 13. For all test specimens, we consider the fatigue process
starting from the no-damage state x¯0n1 , so the probability p(x¯
0
n1
|θ) in Equation 13 is equal
to 1.
The M-H algorithm is applied with a multivariate Gaussian for the proposal PDF with
identical standard deviation in each dimension, which corresponds to the Random Walk ver-
sion of the algorithm [55]. See the algorithm configuration in Table 2. CPU times of 1800 [s],
1800 [s], 1950 [s] and 2100 [s] are required on average to complete the N1 = 10
4 simulations
for model classes M1 to M4 respectively, using a 2.6 GHz double-core system. Note from
Table 2 that the more parameters that are included in the model definition, the smaller the
value of σq that is required to achieve an acceptance rate within the recommended interval
of [20%−40%] for a given number of simulations, which agrees with [43, 44]. It is noted that
choosing the first sample of the θi and θ
′
i parameters with values close to the diagonal in
Figure 2, reduces significantly the burn-in period and so the time to convergence. Mathemat-
ically: (θ1 ≈ θ
′
1) < (θ2 ≈ θ
′
2) . . . < (θNM ≈ θ
′
NM
). In fact, this selection for the first sample is
consistent with the non-stationarity of the fatigue processes of composite materials, where
degradation is not abrupt but gradual in time [56].
The posterior results for the parameters are summarized in Table 3 for models M1 to
M4. In Figures 5 to 7, all two-dimensional projections of the posterior samples are plotted
2A rational way to define a probability model for the prior PDF is to select it such that it produces the
largest uncertainty (largest Shannon entropy) [14, 36]. The maximum-entropy PDF for a bounded variable
is the uniform distribution.
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for model classes M1 to M3, respectively. The plot for model class M4 is avoided because
its contribution to the inference is negligible and the required space for printing purposes
is high. Observing the posterior information for model M1 in Figure 5, it is noted that
θ1 and θ
′
1 are highly correlated along the straight line from (0, 0) to (1, 1), but they are
practically uncorrelated with p, which has a narrow range of plausible values between about
0.87 and 0.92. This means that given our data D, modelM1 will produce stochastic damage
predictions very close to a stationary model, where the transition probability p is the only
model parameter.
4.1. Assessment of model classes
In order to choose which model class or set of model classes are more plausible based on
data D, the results in Table 3 are not enough. In accordance with the theory in Section 3.3,
the best choice among model classes will be those with the higher evidence values, leading
to higher posterior probabilities.
In Table 4 the results of the model class assessment are presented for Mj, j = 1, . . . , 4
with a uniform prior p(Mj|M) = 1/4. This model class assessment shows that accounting
for the non-stationarity greatly increases the posterior probability of the stochastic models,
since the results in Figure 5 show that modelM1 is similar to a stationary model with only
p as model parameter such as that employed in [20]. Table 4 also shows that M1 and M4
have negligible posterior probability, with the other model classes, M2 and M3, showing
the best trade-off between the data and model complexity, leading to posterior probabilities
of 0.83 and 0.17, respectively.
Note also in Table 4 that models M2 to M4 have increasingly higher values of the data
fit in comparison with model M1. A possible reason for this can be inferred by observing
Figure 8, in which the interpolation curves of unit time transformation are displayed using
the MAP parameters values for the interpolation points definition. For models M2 to M4,
the first two interpolation points are dedicated to capturing a significant source of non-
stationarity of data D within the first stage of fatigue, leading to a marked improvement in
the data fit compared withM1. ModelsM3 andM4 include additional interpolation points
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that capture the transformation of unit time in the middle-end of the fatigue process, where
the modulus reduction data are appreciably dispersed, as shown in Figure 4. This markedly
improves the data fit of modelsM3 andM4. ModelM4, which has the most parameters, fits
the data the best but also implies less robustness, in the sense of a small variation of model
parameters may confer a significant change in the model prediction. This fact is reflected in
the increasing value of the EIG.
In addition, the performance of the most probable non-stationary modelM2 is compared
with a standard non-stationary Bogdanoff and Kozin model (B-K model) [16], denoted
M0 here. To account for the non-stationarity of the process when using M0, a quadratic
polynomial n′ = an+ bn2, (a, b) ∈ R, is used to distort the natural time scale n, following
the TTCM method by [16]. The posterior PDF of the B-K model parameters (i.e., the
one-step transition probability p and polynomial coefficients a and b) is obtained using the
Bayesian methodology proposed in this work. To this end, the M-H algorithm is used with
N = 104 samples, and lognormal distributions lnN ((µa, µb), diag (σ
2
a, σ
2
b )) with parameters
(µa, µb) = (0,−6) and (σ
2
a, σ
2
b ) = (0.4, 0.4) are adopted as prior PDFs for model parameters
a and b, respectively. Then, samples from the posterior for the parameters are further used
to simulate sequences of predicted damage from the Markov chain following the standard
procedure of conditional sampling [57]. The same procedure to obtain simulated sequences
of damage is repeated using posterior samples from model class M2. The posterior means
and standard deviations of the predicted damage sequences are shown for M0 and M2
in Figure 9. Note that M2 is able to better reproduce the non-stationarity of the process
from the first stage of fatigue damage. We also compute the posterior probabilities of M0
and M2 by computing the log evidence for M0 in the same way as for M2 and find that
P (M0|D,M0 ∪M2) = 0.007 whereas P (M2|D,M0 ∪M2) = 0.993.
4.2. Minimum required set of data
One of the relevant issues when making inference of fatigue models with a dataset based
on repeated testing of specimens is to assess the minimum required amount of test specimens
to update the model classes and their predictions. From an information point of view, this
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is equivalent to determining the size of the dataset by which the information gain from new
test data becomes relative small. This can be done by computing the relative entropy [58]
between the posterior from adding the kth dataset and its prior, which is the posterior based
on the previous (k − 1) datasets. To this end, let consider the model class Mj with model
parameters θ, which are updated with data Dk consisting of k experimental sequences of
fatigue-damage:
{
Yˆ (1), . . . , Yˆ (k)
}
, k = 1, . . . , K, such that Dk−1 ⊂ Dk and DK ≡ D. The rel-
ative entropy (also called cross-entropy and Kullback-Liebler distance) between the posterior
PDFs p
(
θ|Dk,Mj
)
and p
(
θ|Dk−1,Mj
)
is defined as:∫
Θ
p
(
θ|Dk,Mj
)
log2
[
p
(
θ|Dk,Mj
)
p
(
θ|Dk−1,Mj
)] dθ (28)
Observe that the relative entropy is the expected information gain (in bits) about θ from Dk
relative to Dk−1, so hereinafter we refer to it as the relative information gain (RIG). By the
fact that in our framework the posterior PDF p
(
θ|Dk,Mj
)
is presented by the set of posterior
samples
{
θ
(t)
k
}N1
t=1
, then the relative information gain of this set can be approximated by 3:
RIG ≈
N1∑
t=1
p
(
Dk|θ
(t)
k ,Mj
)
p
(
θ
(t)
k |Mj
)
p
(
Dk|Mj
) log2
[
p
(
Dk|θ
(t)
k ,Mj
)
p
(
θ
(t)
k |Mj
)
p
(
Dk−1|Mj
)
p
(
Dk−1|θ
(t)
k−1,Mj
)
p
(
θ
(t)
k−1|Mj
)
p
(
Dk|Mj
)
]
(29)
Notice that in the last equation, the posterior PDFs p
(
θ|Dk,Mj
)
and p
(
θ|Dk−1,Mj
)
are
expanded by making substitutions according to Bayes’ Theorem.
Figure 10 shows the plots of the cumulative sum of values of RIG from a sequence of
specimen fatigue tests for model classes M1 to M4. The numbering of the specimen tests
is the actual order in which the experiments were performed. These plots clearly show that
there exist a specific size of the dataset, expressed as a number of test specimens, after which
the inference does not gain significant information. Based on these results, we choose the
value of 11, as the minimum required number of test specimens for adequate inference in
our problem, although this value actually depends on each of model classes. In fact, observe
that the more complex the model is (in the sense of the number of model parameters, as
explained in Section 3.3), the bigger the size of the required dataset, resulting in an optimal
3The burn-in period must be discarded.
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number of specimens from 8 to 11 for model classesM1 toM4, respectively. Notice also that
more complex models acquire more information from each test. Both of these experimental
observations make sense with the results obtained for the complexity of model classes in the
last section.
4.3. Posterior robust predictive model
As an alternative to selecting a single model class based on the evidence values, a dam-
age model can be obtained based on the complete set of models M through the posterior
hyper-robust predictive PDF of damage [12]. Based on the Total Probability Theorem, this
definition allows us to account for all the probabilistic information in terms of the uncer-
tainty related to both parameters and model class choice for the prediction of damage, as
follows:
p(xn|D,M) =
NM∑
j=1
p(xn|D,Mj)p(Mj|D,M) (30)
where p(xn|D,Mj) is the posterior robust prediction of damage including the parameter
uncertainty for model class Mj:
p(xn|D,Mj) =
∫
Θ
p(xn|θ,D,Mj)p(θ|D,Mj)dθ (31)
If the posterior probabilities p(Mj|D,M) given in Table 4 and based on the uniform
prior p(Mj|M) = 1/4 (so that all model classes are considered equally plausible a priori) are
substituted into Equation 30, it is clear that the contributions of modelsM1 andM4 to the
hyper-robust predictive model in Equation 30 are negligible, and it can be approximated by:
p(xn|D,M) ∼= 0.826p(xn|D,M2) + 0.174p(xn|D,M3) (32)
The cumulative distribution function (CDF) F (xn|D,M) based on Equation 32 is plotted
in Figure 11 where it is compared with the empirical CDF based on the data D, showing
good agreement between these data and the posterior predictions based on models M2 and
M3.
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5. Concluding remarks
A new modeling approach based on Markov chains is proposed to deal with the uncertain
physical process and variability of fatigue-based damage in composites. A Bayesian frame-
work is used to quantify and post-process the uncertainty and also to select the optimum
model parameterization for fatigue damage modeling. The overall procedure is demonstrated
using real data for the evolution of damage for glass-fiber composite coupons subject to
tension-tension fatigue.
The following general conclusions are made:
• Accounting for the non-stationarity of the fatigue-damage evolution improves signifi-
cantly the model predictions;
• Based on the posterior information about a set of model classes, a hyper-robust pre-
dictive damage model can be obtained as a multi-model probability density function
that gives a higher level of robustness to modeling uncertainty than just taking the
most probable model in the set of model classes;
• This Bayesian updating framework can also be used in conjunction with a measure of
the information gain from a specimen test to select a minimum set of specimens for
damage characterization and prediction, with the ultimate benefit being the avoidance
of unnecessary costs in fatigue experimental programs;
• Other phenomena in composites like matrix-crack density, delamination area, etc.,
that imply cumulative damage processes, can benefit by applying a similar Bayesian
framework to Markov chain models of the phenomena.
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DAMAGE MODEL
Markov chain
PARAMETERIZATION
θ = {p, θi, θ
′
i, . . . }
DAMAGE PREDICTION
CDF : F (xnk |θ,D); ∀nk ∈ TD
STOCHASTIC MODELING
BAYESIAN INFERENCE
MODEL CLASS DEFINITION
M : {M1 M2 M3 . . . MNM }
DATA (D)
K repetitions of
fatigue-damage manifestation
POSTERIOR OF PARAMETERS
(Bayes’ Theorem
within each model class)
PRIOR PDF FOR MODEL
User’s judgement
MODEL CLASS ASSESSMENT
(Bayes’ Theorem at model classes level)
Evidence Computation
ROBUST INFERENCE
(Total Probability Theorem)
p(xn|D,Mj) j : 1, . . . , NM
HYPER-ROBUST INFERENCE
(Total Probability Theorem)
p(xn|D,M)
Figure 1: Bayesian framework for fatigue-based damage prediction.
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Figure 2: Spline transformation θ′ = g(θ) of the unit time scale θ controlled by the set of interpolation
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Figure 3: Toy example for obtaining fn=n4 when a Markov chain with 6-states is studied with data from
two specimens. The damage states are represented on the vertical axis. The set of DC are represented on
the horizontal axis. Observe that a transition between states 1 (for n = n3) and 3 (for n = n4) occurs in
specimen 1, so f1,3n=n4 = 1. Notice that in specimen 2, damage remains in the same state for n = n3 and
n = n4, so f
1,1
n=n4
= 1. See the example transition count matrix fn=n4 in the upper-left side of this figure.
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Figure 4: Experimental sequences of damage for quasi-isotropic notched S2-Glass/E733FR laminates taken
from [20].
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Figure 5: Plots of 104 posterior samples in the θ space when updating model class M1 with fatigue data D
[20]. On the diagonal, kernel density estimates are shown for the marginal posterior PDFs of the respective
parameters.
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Figure 6: Plots of 104 posterior samples in the θ space when updating model class M2 with fatigue data D
[20]. On the diagonal, kernel density estimates are shown for the marginal posterior PDFs of the respective
parameters.
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Figure 7: Plots of 104 posterior samples in the θ space when updating model class M3 with fatigue data D
[20]. On the diagonal, kernel density estimates are shown for the marginal posterior PDFs of the respective
parameters.
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Figure 8: Plots of interpolation curves of unit time transformation for model classes M1 to M4. The
interpolation points are the MAP values of (θi, θ
′
i), which are drawn from left to right in increasing order
within their respective curve.
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Figure 9: Monte Carlo mean and standard deviation of simulated sequences of damage by using a B-K
model (left) and model class M2 (right), in comparison with the mean and standard deviation of experi-
mental sequences.
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Figure 10: Plots of the cumulative sum of values of the RIG between consecutive posteriors p(θ|Dk,Mj),
k = 1, . . . ,K, for models classes M1 to M4. When k = 1, the RIG about θ is computed from D1 relative
to the prior PDF.
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Figure 11: Plots of CDF of the posterior hyper-robust predictive damage model for 16 duty cycles covering
the full fatigue time (dark dotted curves). The empirical CDF of damage based on the same data D from
[20], are given as the grey solid curves.
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Model Class Parameters
M1 θ1 θ
′
1 - - - - - p
M2 θ1 θ
′
1 θ2 θ
′
2 - - - p
...
. . .
MNM θ1 θ
′
1 θ2 θ
′
2 . . . θNM θ
′
NM
p
Table 1: Parameterization scheme for the set M of Nm model classes
M1 M2 M3 M4
σq 0.007 0.005 0.005 0.0035
N1 10
4 104 104 104
Burn-in 400 400 500 700
Acc-rate 23% 34% 37% 40%
Table 2: Metropolis-Hastings algorithm configuration together with results of the acceptance rate for the
stochastic simulation used for inferring models M1 to M4.
θ1 θ
′
1 θ2 θ
′
2 θ3 θ
′
3 θ4 θ
′
4 p
MAP 0.1083 0.1080 – – – – – – 0.89
M1 c.o.v. (%) 45.31 48.76 – – – – – – 0.75
std 0.0514 0.0569 – – – – – – 0.0068
MAP 0.0593 0.0618 0.2042 0.4207 – – – – 0.8516
M2 c.o.v. (%) 28.67 31.54 09.84 05.27 – – – – 0.13
std 0.0167 0.0213 0.0194 0.0223 – – – – 0.0110
MAP 0.1573 0.1898 0.2051 0.3212 0.4587 0.5454 – – 0.89
M3 c.o.v. (%) 13.64 13.73 09.65 04.91 09.36 03.22 – – 0.97
std 0.0219 0.0264 0.0202 0.0161 0.0428 0.0174 – – 0.0087
MAP 0.1254 0.1719 0.1652 0.3715 0.4131 0.5941 0.7137 0.9353 0.8762
M4 c.o.v. (%) 30.06 33.05 10.62 05.07 07.27 05.80 10.40 01.61 02.09
std 0.0312 0.0449 0.0188 0.0173 0.0308 0.0348 0.0721 0.0152 0.0180
Table 3: Posterior results for model parameters. MAP means maximum a posteriori estimate and corresponds
to the parameter value that maximize the probability p(θ|D,M). c.o.v. is the posterior coefficient of variation
and std is the posterior standard deviation of each parameter.
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Log evidence Datafit EIG Posterior Probability
M1 -183.43 -180.31 3.11 3.5 · 10
−18
M2 -166.13 -161.61 4.52 0.826
M3 -166.73 -157.05 9.68 0.174
M4 -170.73 -156.25 14.47 1.74 · 10
−5
Table 4: Results of the terms in Equation 17 for each model class. The 2nd column is the difference of the
next two columns (EIG= Expected Information Gain). The 5th column is the probability of each model class
within the set of candidates M, conditional on the data D and choosing a uniform prior p(Mj |M) = 1/4.
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