In order for primal-dual methods to be applicable to a constrained minimization problem, it is necessary that restrictive convexity conditions are satisfied. In this paper, we consider a procedure by means of which a nonconvex problem is convexified and transformed into one which can be solved with the aid of primal-dual methods. Under this transformation, separability of the type necessary for application of decomposition algorithms is preserved. This feature extends the range of applicability of such algorithms to nonconvex problems. Relations with multiplier methods are explored with the aid of a local version of the notion of a conjugate convex function.
Introduction
Consider a constrained minimization problem of the form minimize f(x), Subsequently, a dual functional q is defined [perhaps, locally in a neighborhood of a Lagrange multiplier a* of problem (1) ] by means of
x where the minimization is perhaps understood to be local in a neighborhood of a local minimum x* of problem (1) . Then, one may employ a steepest ascent iferation of the form hk+l = hk + akVq(hk),
where ak > 0 is a scalar stepsize, or a Newton iteration of the form Xk+I = Ak --[V2q(Ak)]-lVq(ak) (4) in order to maximize the dual functional q. The gradient Vq(itk) with considerable simplification resulting. This decomposition approach has been pioneered by Everett (Ref. 5) and has found considerable application in the solution of large-scale problems with separable structure. One of the major drawbacks of primal-dual methods, which limits considerably their range of applicability, lies in the fact that the problem must have a convex structure (at least locally--near a solution), for otherwise it is either impossible to define a dual functional by means of (2) or else the maximal value of the dual functional is not equal to the optimal value of the original problem (i.e., a duality gap is present). Thus, in local versions of the theory for problem (1) In global versions of the theory for problem (5) , it is necessary to assume that X is a convex set and f and gi are convex functions over X, and to make additional assumptions which ensure that there is no duality gap and that the dual functional is sufficiently differentiable in order for gradient-type methods to be applicable. Now, it is possible to convexify problem (1) by considering the equivalent problem minimize f(x)+(c/2)Jh(x)l 2,
where c > 0 is a scalar penalty parameter and [ • ] denotes the usual Euclidean norm. It is well known that, for c sufficiently large, problem (6) has a locally convex structure provided (x*,)t*) satisfy the second-order sufficiency assumptions. This follows from a lemma due to Debreu (Ref. 6) . The well-known methods of multipliers may be viewed as primal-dual iterations of the form (3) or (4) applied to problem (6) . We refer to Refs. 7 and 8 for analysis related to this viewpoint. While the convexification procedure described above has led to very useful general-purpose algorithms, it has the drawback that it precludes the straightforward application of decomposition algorithms for solving the corresponding dual problem, since the penalty term (c/2)lh(x)l 2 does not have a separable structure even if the constraint function h is separable. We mention, however, that the convexification procedure described above has been utilized in a recent paper by Stephanopoulos and Westerberg (Ref. 9) to construct a primal-dual method for separable nonconvex problems. No specific convergence and rate of convergence results have been given for the algorithm proposed in Ref. 9 . The purpose of this paper is to consider and analyze a different convexification procedure than the one above, which has the advantage that it preserves separable structure whenever it is already present. A simple way to describe our procedure for the case of the problem
is as follows. We consider the problem
where c > 0 is some fixed scalar and y represents a vector of additional variables. Clearly, a vector x* is a local minimum of the original problem (7) iff (x*, x*) is a local minimum for problem (8) . Now we may write problem (8) as minimize pc(y), subject to y ~ R~, where the function (¢c is defined by
h(x)=O g(x)~--O and the minimization above is understood to be local in a neighborhood of a local minimum x* of problem (7) . It is easy to show that the minimization problem in (9) has a locally convex structure for c small enough provided suitable second-order sufficiency conditions are satisfied at x*. Thus, problem (9) may be solved by primal-dual methods. Furthermore, if the original problem (7) has separable structure, the same is true for the problem (9) . Now, the function ~c of (9) has x* as a local minimum and may be minimized by means of a steepest descent method, such as
where ak is a stepsize parameter, or by means of Newton's method
It turns out that, under second-order sufficiency assumptions for x*, both V~oc and vaq~c exist within a sphere centered at x* for every c > 0. Furthermore, this sphere can be made arbitrarily large by taking c sufficiently large.
These facts will be shown in the next section. At the same time, we will obtain convergence and rate of convergence results for iterations such as (10) and (11) .
It is important to note that our approach bears a close relation to the method of multipliers. This relation is direct and easy to obtain whenever the function q~ : R" -* ( -c~, + oo] defined by
is convex and lower semicontinuous. Under these circumstances, ~p may be viewed as the ordinary dual functional of the concave programming problem maximize -~*(u), (12) subject to -u = 0 , where ~p* is the conjugate convex function of ~0 given by
By applying Fenchel's duality theorem and using (9) , (12) , it is easy to show that
Thus ¢c is the penalized dual functional which is optimized in the quadratic method of multipliers (see Refs. 10, 11) applied to problem (12) . Furthermore, iterations (10) and (11) In the nonconvex case considered in this paper, the results available for multiplier methods cannot be directly invoked, since we do not have a conjugate convex function ¢* and problem (12) to work with. We bypass this difficulty by introducing in the Appendix the notion of a local conjugate convex function. Using this notion, we construct a problem similar to (12) . Our algorithms are then shown to be multiplier methods for this problem, and their convergence properties follow from known results for these methods.
The analysis throughout the paper is conducted in n-dimensional Euclidean space, denoted by R ~, and equipped with the usual norm, denoted by I" I, i.e., for x = (xl . . . . . x , ) '~ R n.
In our notation, all vectors will be considered as column vectors. A prime denotes transposition. For E > 0 and x ~ R", we denote by S(x; e) the open space centered at x with radius ~. For any function h: R " ~ R, we denote by Vh and V2h the gradient and Hessian matrix of h. For h: R " ~R m, h = (h~ . . . . . hm)', we denote by Vh the n x m matrix having as columns the gradients ~7 h l , . . . , Vhm. For any x ~ R ~, the notation x --0 or x -0 means that all coordinates of x are nonnegative or nonpositive, respectively. We refer to (x, A, ~) as a local minimum-Lagrange multiplier pair of a problem of the form (7) if x is a local minimum and, together with A, ~, satisfies the first-order Kuhn-Tucker conditions for optimality (see Assumption 2.2 in the next section).
Convergence Analysis
Let x* be a local minimum of the problem minimize f ( x ) , For any fixed y ~ R n and c > O, consider the problem
The necessary conditions for optimality for this problem are 
Vj~A(x*),
for each fixed c > 0 and each y in a sufficiently small neighborhood of x*. This neighborhood depends on c. Furthermore, for y sufficiently close to x*, it can be seen that the vectors x(y, c), h(y, c),/z(y, c) satisfy second-order sufficiency conditions for optimality for problem (14) , and hence x(y, c) is a strict local minimum for problem (14) . Thus, we may define for y ~ S(x*; e), where • > 0 is some scalar, the function
where the minimization is local in the sense described above. The vector x* is clearly a local minimum of ¢~. Furthermore, we will show in Propositions 2.1 and 2.2 which follow that ¢c is twice continuously differentiable in S(x*; •) and that V~c, V2q~c can be expressed in closed form in terms of x(y, c), y, c. Thus, one may employ the steepest descent iteration
where ak > 0 is a scalar stepsize parameter, or Newton's iteration
for minimizing ~c locally within a neighborhood of the local minimum y=x*.
It is possible to show that iterations (18) and (19) yield in the limit the vector x* provided the starting point yo is sufficiently close to x* and (in the case of steepest descent) the stepsize ak is sufficiently small. These properties follow from well-known facts on gradient-type algorithms for unconstrained minimization and provide justification for employment of iterations (18) and (19). However, we can obtain considerably stronger algorithms and results by broadening our framework to include the possibility of changing the parameter c from one iteration to the next and by allowing starting points y0 which are arbitrarily far from x*. The main results are described in the following two propositions, the proofs of which will be given in the next section. In each proposition, the function ~pc of (17) is redefined appropriately. Since we essentially deal with the same function in each proposition, we shall use a common notation for ¢~ and x(y, c). Hopefully, this will not create any confusion to the reader. is twice continuously differentiable in S(x*; e) and has x* as its unique minimum. The gradient of ~pc is given by
The Hessian of ¢~ is the positive-definite matrix given by
where I is the n × n identity and P(y, c) is the positive-semidefinite matrix given by
The matrix F above is the matrix having as columns the vectors
whenever L(y, c) is invertible. Otherwise, N equals any invertible matrix such that
Note that, as shown in the proof, the matrix P(y, c) is uniqely defined in this way.
(ii) Let {ck} be a sequence satisfying yl -< Ck --< "Y2 for all k, and let 6 be any scalar such that 0 < ~ -1. Consider the steepest descent iteration
where o~k satisfies for all k 6ck -< ak -< (2 -8)ck.
Then, for every starting point Y0 ~ S(x*; e), the sequence {yk} generated by (25) satisfies for all k
where 
Then, there exists a scalar G with 0<g-<e, such that, for every y0c S(x*; g), the sequence {Yk} generated by (28) remains in S(x*; g) and (31) Propositions 2.1 and 2.2 provide related but different sets of results. In Proposition 2.1, essentially no restriction is made on the choice of the parameter c, since 71 and 3'2 are arbitrary positive scalars. However, the construction of ¢c and the algorithmic results are local in nature, since y is restricted within the sphere S(x*; e) or S(x*;f), the radius of which depends on the choice of c. In Proposition 2.2, the situation is reversed. The domain of definition of q~c is the set Y which can be taken arbitrarily large. However, both the construction of (¢c and the algorithmic estimates (29)-(31) are valid only for c greater than the threshold value 3" which depends on the set Y.
Proposition 2.1 yields local convergence and rate of convergence results for the steepest descent and Newton iterations [parts (ii) and (iii)]. These results are valid for any sequence {ck} bounded above and bounded away from zero. In particular, {ck} can be taken so that problem (14) has a locally convex structure for every k. On the other hand, the iterations need not converge to x* if a starting point y0 sufficiently close to x* is not available.
Part (ii) of Proposition 2.2 yields global convergence and rate of convergence results for both steepest descent and Newton iterations. Thus, the iteration yk+l = x(yk, ck)
converges to x* for an arbitrary starting point y0 ~ Y, provided ck ~ ~ for all k, where ~ is some scalar with Thus, the region of convergence for both steepest descent and Newton's method can be arbitrarily enlarged at the cost of having to take c sufficiently large. This cost may be significant indeed, since, in order to convexify problem (14) , small values of c may be needed.
The conclusions from our results may be summarized by saying loosely that, if the amount of convexification induced is increased (i.e., c is reduced), the region of convergence of iterations (25) and (28) becomes smaller. The estimates (26), (27), (29)- (31) show also that the rate of convergence deteriorates as c is decreased. On the other hand, one can see that the conditioning of problem (14) is improved for small values of c. Thus, problem (14) becomes easier to solve algorithmicaIly as c is decreased. The convergence behavior described above is reminiscent of the method of multipliers and has been verified in several computational examples, some of which will be presented in Section 4.
Proofs of the Propositions
In order to simplify the presentation of the proofs, we restrict ourselves to the case where there are no inequality constraints and the problem is of the form minimize f ( x ) , (33) subject to h(x) = 0.
The modifications required to prove the results for the general case are simple and are left to the reader.
We first note that, by Assumptions 2.1-2.4 and Definition 5.1 (see the Appendix), f is h -locally convex at x*. Let p be the h-local conjugate of f at (x*, A *). Then, p is defined in a sphere S(0; 6), 6 > 0, and has the properties specified in Proposition 5.1. We have from the definition of p [see (55)] that, for all u c S(0; 8), 
Vu ~ S(0; 8).
Consider the problem
subject to -u = 0 , u~S(0;8).
By (35) and (36), the optimal value of this problem is -f(x*); and by (35) and (37), the associated Lagrange multiplier is
We will show that the algorithms proposed are multiplier methods for solving problem (38) , of the type considered in Refs. 7, 8, 16 . The following lemma plays a key role in this respect. 
has a unique minimizing point, denoted by u(y, c), then the problem 
Computational Aspects and Results
We now consider a number of topics of computational nature related to our methods.
Stepsize Selection for Steepest Descent. As 
={'-fo [I + (1/ck )P[Yk + I[X (yk' Ck ) --Yk ]' Ck ]] t dr}
x V~(yk).
Since the matrix P is positive semidefinite, it follows that the matrix within braces above is also positive semidefinite. Hence, from (44), (45), we obtain
d~k(ck)/da <-0.
Since ~k (ce) is also convex within the region of its definition and
d~k(O)/da <-O,
it follows that the stepsize ~k which minimizes d~k (a) is always greater or equal to ck. We note that a similar result has been proved for multiplier methods (see Ref. 7, Section 5). Since it is computationally inconvenient to perform a one-dimensional minimization of q~c (Y) along the steepest descent direction, an alternative is to minimize f over the set of points which correspond to stepsizes in the interval [ck, 2ck-8] and in addition are feasible. In other words, we propose to determine ak from We provide in Table 1 the results of the steepest descent iteration
corresponding to the stepwise ak = Ck for the cases where ck -1 and Ck =--10.
In Table 2 , we show the results of the steepest descent iteration, where the stepsize ak was chosen via the minimization rule of (69), (70), where 6 = 10 -s. These results are considerably more favorable than those of Table 1 . We note however that, when the feasible set is a one-dimensional manifold, as it is in this problem, the minimization stepsize rule is much more effective than in problems where the feasible set is of dimension greater than one. Our next example is of this type. T h e minimizing stepsize can be calculated to be ak = (tyk ~ (iy
F o r the values of Ck and Y0 used, there holds ak ~ [Ck, 1.9Ck] . Tables 3 and 4 b e l o w show the sequences {f(Yk)} g e n e r a t e d for ck --= 1, ck --10, n = 3, 10, Very similar results were also obtained for
S e q u e n c e s { f ( y k ) } g e n e r a t e d b y s t e e p e s t d e s c e n t w i t h ak--=Ck a n d c~k
Newton Iteration for Separable Problems. Since a primary motivation of our algorithms has been the solution of large-scale separable problems, it is worthwhile to point out that the Newton iteration for such problems can often be carried out in a computationally efficient manner. Indeed, consider the separable problem 
where P(y, c) is given by (23)-(25), i.e.,
P(y, c) = N -1 -N -1 F ( F ' N -1 F ) -I F ' N -1.
The matrix N can be taken to be equal to L(y, c), the Hessian of the Lagrangian function, whenever L(y, c) is invertible. Let us assume that L(y, c) is indeed invertible. Then, the computation in (49) is greatly facilitated, since L(y, c) is diagonal, and hence N -1 is immediately available. The main computational difficulty in (49) is to compute
This can be done by solving the system of m linear equations
The dimension of this system is m and is often small, even if the dimension n of the problem is very large.
Frequently separable problems are of the form
During the algorithm, we generate sequences {Yk} and {x (yk, ck)}. According to Propositions 2.1 and 2.2, the inequality constraints that are active at x(yk, Ck) are the same as those that are active at x*. Let A [ x ( y k , Ck)] be the set of indices of coordinates of x (Yk, ck) which equal either the corresponding lower bound or the corresponding upper bound, i.e.,
Then, it is possible to prove that the rows and columns of P(yk, ck) corresponding to indices in A[x(yk, Ck)] are zero. Thus, if indices are reordered so that, for some index s, we have In view of these facts, it can be seen that the Newton iteration (49) can be carried out quite easily and involves again the solution of a system of m linear equations (rather than n), where m is the number of equality constraints in problem (50). Similar simplifications occur when problem (50) involves in addition separable inequality constraints of the form where {'/k} is a nonincreasing nonnegative sequence converging to zero. In this way, the minimization is inexact, but becomes progressively more accurate. While we expect that algorithms employing a judicious scheme for inexact minimization should be computationalty more efficient than algorithms with exact minimization, we have conducted no computational experiments to test this conjecture. 
Consider also, for fixed u, the problem
subject to h(x) = 0,
The standard second-order sufficiency conditions for this problem (see
The vectors a, 2, ,( satisfy conditions (54). From the implicit function theorem, it follows that there exist scalars 6 > 0 and o-> 0 such that, for every u ~ S(a; 6), problem (53) has a unique local maximum within a sphere S(£; o-), denoted by x(u), and a unique associated Lagrange multiplier vector within S(/Q cr), denoted by A (u), and satisfying, for all u s S(~; 6),
Furthermore, the vectors Vhi[x (u)], i = 1,..., m, are linearly independent for all u c S(~; 8). We define the h-local convex conjugate off at (if, A) by
Vu ~ S(~; 6).
In order to gain better understanding of the nature of the local convex conjugate function, consider the set S of alI u ~ R n around which a conjugate can be defined locally: 
for all u e & and (x,)t) satisfying (54). This completely specifies the local conjugate for all points where it can be defined. In our definition (56), the dependence on (x, 9~) is suppressed, since p is defined only locally within S(t7; 3), rather than over the whole set & In the case where to each u ~ $ there corresponds a unique pair [x(u), A (u)] satisfying (55), we have
and specification of u determines x(u), and hence also p(u). We give two examples that may be helpful in clarifying this situation. Hence, the domain of definition of p is the set S = {(Ul, u2) l u l > 0 , u 2 < 0}w{(u,, u2)]/gl < 0 , U 2 > 0 }.
Notice that this set is nonconvex and disconnected. To each u e S, there corresponds a unique pair (x, dr) satisfying (55). Straightforward calculation yields 
Thus, a local conjugate can be defined at any point in the set S = {(ul, u2)1 l u l -11 < l u 2 -11}.
However, to each u e S, there corresponds more than one pair (2, h) satisfying (58). For example, if a = (1/2, 2), then (58) is satisfied for = -1, 21 = 2k~r -~-/6, k = integer, 2z = ~/3/2.
We have, for the local conjugate at (2krr -ir/6, x/3/2, -1), p (ti) = t7'2 -f ( 2 ) = (1/2)(2kcr -zr/6) + , J 3 -(2kcr -7 r / 6 ) -~/3/2, or p(1/2, 2) = ~/3/2 -k~r + 7r/12, and thus the value o f p depends on the integer k, i.e., the point (2, h), which is used in the local definition of p.
The following proposition provides essential characterizations of the function p. Part (ii) in particular shows that, by conjugation on p, one obtains the original function f for points near Y~ which lie on the manifold {x[h(x) = 0}. Proposition 5.1. Let f be an h-locally convex function at 2. Consider a vector h satisfying (51), and let p be the h-local convex conjugate of f at (2, h) defined by (56). Then, (i) p is convex and twice contin.uously differentiable in S(ti; 8) where a is given by (52) and, for all u ~S(a; 6), we have
where/~(u) equals any symmetric invertible matrix such that 
i=1
Note that we show that VZp(u) is uniquely defined in this manner. In particular, one may take i(u) equal to L(u), whenever L(u) is invertible.
(ii) Let )~: R" ~ R be defined by /~(x)= sup {x'u-p(u)). 
u -V fix(u)]-Vh[x(u)]A (u) = O, h[x(u)] = O,
where the n xm matrix Vx(u) has as columns the gradients of the coordinates of x with respect to u. From (65), we obtain
Vx(u){u -Vf[x(u)]} = Vx(u)Vh[x(u)]A(u),
while from (66) we have by differentiation
Combining (67)- (69), we obtain Vp(u) = x(y), and (59) is proved. From the above equality, we also obtain V2p(u) = Vx(u).
Differentiating (65) with respect to u, we obtain
where I is the n x n identity matrix, 7A (u) is the n x m matrix having as 
and we can write (71) as 
V• (u) = [L,(u)]-lVh[x(u)]{Vh[x(u)]'[I~(u)]-lVh[x(u)]} -1.

