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CYCLE REVERSIONS AND DICHROMATIC NUMBER IN
TOURNAMENTS
PAUL ELLIS AND DA´NIEL T. SOUKUP
Abstract. We show that if D is a tournament of arbitrary size then D has finite strong
components after reversing a locally finite sequence of cycles. In turn, we prove that any
tournament can be covered by two acyclic sets after reversing a locally finite sequence of
cycles. This provides a partial solution to a conjecture of S. Thomasse´.
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1. Introduction
We are motivated by the following universal question: how regular can we make a compli-
cated/random structure by a simple operation? A prime example in the setting of digraphs
is the well-studied problem of finding feedback arc sets (FAS, in short) [7]. A feedback arc
set of a digraph D (with arc set A(D)) is a set F ⊆ A(D) so that removing F from A(D)
makes the resulting digraph acyclic i.e. A(D) ∖ F contains no directed cycles. Finding
some feedback arc set is easy, because one can linearly order the vertices and take all the
backward pointing arcs. On the other hand, finding an FAS with the smallest possible size
is hard: this appears in Karp’s famous list of NP-complete problems as number 8 [11] and
the problem is still NP-hard even restricted for tournaments [5].
Now, it is easy to see that if F is an FAS which is minimal with respect to inclusion then
it has the additional property that if one reverses the arcs in F , instead of removing F , then
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D becomes acyclic i.e. A(D) ∖F ∪ {vu ∶ uv ∈ F} is acyclic. The interested reader is referred
to [1] and [12] for related discussions.
Instead of reversing an arbitrary set of arcs, we consider the following operation: given
a digraph D, we take a directed cycle and reverse the orientation of arcs along this cycle.
That is, if C(D) denotes the directed cycles of a digraph D and C ∈ C(D) then we let
D⤿ C
denote the digraph on vertices V (D) and arcs (A(D) ∖A(C)) ∪ {vu ∶ uv ∈ A(C)}. This is
a rather benign operation compared to reversing an arbitrary set of arcs: the in-and out-
degrees of any vertex in D and D⤿ C are the same, as well as the strong components of D
and D⤿ C, and D⤿ C is definitely not acyclic.
Naturally, one can repeatedly turn cycles one after the other, always working in the
resulting graph; we dubbed this operation sequential cycle reversion. In the case of infinite
graphs and infinitely many cycles, we require that each edge appears in only finitely many
arcs in the sequence i.e. the sequence is locally finite. This ensures that at each limit step
we have a well-defined graph. How do we define limits of digraphs in this setting? Suppose
that ⟨Dξ ∶ ξ < ζ⟩ is a sequence of digraphs on the same vertex set V and edge set E so that
for each uv ∈ E there is a ν < ζ so that either uv ∈ A(Dξ) or vu ∈ A(Dξ) for all ν < ξ < ζ
(i.e. each arc stabilizes eventually). Then let D = limξ<ζ Dξ be the digraph with vertex set
V and edge set E so that uv ∈ A(D) iff for some ν < ζ, uv ∈ A(Dξ) for all ν < ξ < ζ.
To be completely precise, we can define RS(D), the reversal sequences of D, and the
reversed digraph D⤿C for C ∈ RS(D) simultaneously as follows:
(1) ∅ ∈ RS(D) and D⤿∅ =D,
(2) if C ∈ RS(D) and C∗ is a directed cycle in D⤿ C then C∗ = C⌢⟨C∗⟩ ∈ RS(D) and
D⤿C∗ = (D⤿C)⤿ C∗, and
(3) if Cξ ∈ RS(D) for ξ < ζ is an increasing sequence so that C = ⋃{Cξ ∶ ξ < ζ} is
locally finite (i.e. each arc appears in only finitely many cycles in the sequence)
then C ∈ RS(D) and D⤿C = limξ<ζ(D⤿Cξ).
Now we are interested in the following problem: given a complicated digraph D, how
simple D⤿ C can be for some C ∈ RS(D)? In particular, our main motivation is the
following beautiful conjecture of S. Thomasse´:
Conjecture 1.1. [18] Given a (finite or infinite) digraph D, there is a C ∈ RS(D) so that
D⤿C is covered by two acyclic subgraphs.
If we let Ð→χ (D) denote the dichromatic number of D, that is, the least number of acyclic
subgraphs needed to cover D then the above question becomes the following: can we find
C ∈ RS(D) so that Ð→χ (D⤿ C) is at most 2? Note that a digraph is acyclic iff there is a linear
order on the vertices so that arcs only point backward with respect to this order; these are
in some sense structurally simple digraphs. In turn, the dichromatic number measures how
far we are from such a linear order. For the interested reader, finite digraphs with large
dichromatic number (and large digirth) can be constructed by various methods [14, 2]; for
the infinite counterparts, see [17]. We also outline a very simple construction in Section 7.
The above conjecture for finite digraphs was already resolved by Thomasse´ 1 and a very
elegant proof is presented by P. Charbit as well:
Theorem 1.2. [4] For any finite digraph D, there is some C ∈ RS(D) so that Ð→χ (D⤿ C) ≤ 2.
1Personal communication.
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Theorem 1.2 for finite tournaments is discussed in detail in a paper of B. Guiduli, A.
Gya´rfa´s, S. Thomasse´ and P. Weidl [8], with a focus on reversing 3-cycles2. In part, their
motivation comes from looking at tournaments with the same score sequence i.e. sequence
of out-degrees; since each vertex has the same out-degree in D and D⤿ C (if C is finite),
reversing cycles is a way of realizing the same score sequence in different digraphs. Indeed,
if D and D′ have the same score sequence then there is a C ∈ RS(D) so that D′ =D⤿ C (a
result attributed to H. J. Ryser [16] in [8]). See [3] for a more recent discussion on the topic
of score sequences and dichromatic number in tournaments.
Now, our main goal will be to show the following rather unexpected result:
Main Theorem. If D is a tournament of arbitrary size then there is C ∈ RS(D) so that
the strong components of D⤿ C are finite.
So no matter how random the initial tournament D is, we can transform D into a linear
order modulo finite blocks by cycle reversions. Also, note that the strong components of
D⤿ C must be contained in the strong components of D and that a directed cycle must
be contained in a strong component. Hence the algorithm given by the the Main Theorem
is not invertible: any further cycle reversion will only effect the finite blocks. This again
is in stark contrast to the finite case where all cycle reversions are reversible, and strong
components remain unchanged.
Let us point out that along the proof of the Main Theorem, we uncover several auxilliary
results about the structure of infinite tournaments which are of independent interest; we
outline these results in Section 2 as well.
Since Theorem 1.2 says that finite digraphs can be made to have dichromatic number at
most 2 via cycle reversions, we get the following corollary to our Main Theorem:
Corollary 1.3. For any (finite or infinite) tournament D, there is some C ∈ RS(D) so that
Ð→χ (D⤿ C) ≤ 2.
This corollary is again quite surprising: if D is an infinite digraph of size κ then D might
not be covered by < κ many acyclic sets i.e. Ð→χ (D) = κ can hold for a digraph or tournament
of size κ for any infinite κ [17]. Still, after reversing a locally finite sequence of cycles, the
dichromatic number can be lowered to 2.
Our paper is structured as follows: first, in Section 2, we outline the plan of proving the
Main Theorem and in Section 3, we present some preliminary results which will be applied
later multiple times. Next, Sections 4-6 contain all the details of proving the Main Theorem.
We only use rather basic set theoretic tools and technical complications only arise when
dealing with digraphs of singular cardinality. In particular, the case of countably infinite
tournaments is perfectly accessible for anyone without practice in infinite combinatorics.
We end our paper with three appendices: in Section 7, we prove a strengthening of
Theorem 1.2 for finite tournaments. Furthermore, we will reflect on Charbit’s argument and
review [8] to see how many cycles are required to lower the chromatic number and how fast
an algorithm can be to carry this out. In Section 8, we show that any reversal sequence
(no matter how large) is the composition of edge-disjoint countable reversal sequences, and
finally, in Section 9, we see if an arbitrary cycle reversion is equivalent to reversing a sequence
of 3-cycles only.
2Acylic sets in the setting of tournaments are often called transitive.
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Finally, we would like to emphasize that Thomasse´’s conjecture remains unresolved in
general, even for countably infinite digraphs. We included further questions and remarks on
finite and infinite digraphs at the end of our paper.
Notations and terminology. In this paper, when we write digraph, we always mean an
oriented simple graph, that is, one with no loops or parallel arcs. If u, v are vertices, then
we use the word arc to refer to the directed edge uv, and the word edge to refer to the
unordered edge {u, v}. Let E(D) denote the set of edges of D, A(D) denote the set of
arcs of D, and d+(v), d−(v) denote the outdegree and indegree of v, respectively. Our paper
mostly concerns tournaments i.e. exactly one of uv, vu is an arc of D whenever u ≠ v ∈ V (D).
If A,B ⊂ V (D) then let
Ð→
AB denote {uv ∈ A(D) ∶ u ∈ A,v ∈ B}. We use D ↾ A to
denote the induced subdigraph on A. A digraph D is strongly connected or just strong if
any two distinct points are connected by a directed path. The strong components of D are
the maximal strong induced subdigraphs of D; the strong components form a partition of
D.
Throughout the paper we will use standard notations and facts from set theory which
can be found in [10]. In particular, we identify a number (or ordinal) n with the set of all
smaller ordinals {0,1 . . . n − 1}.
Acknowledgements. We would like to thank C. Laflamme, A. A. Lopez, N. Sauer and R.
Woodrow for communicating Thomasse´’s conjecture and for inspiring discussions while the
second author was a PIMS postdoctoral fellow at the University of Calgary.
The second named author was supported in part by PIMS and the FWF Grant I1921.
2. An outline of the main theorem
Our proof of the Main Theorem breaks down into three major parts which we outline
first before presenting the details.
We will proceed by induction on the size of the infinite tournament D, denoted by κ in
what follows. So, it suffices to show that strong components of D can be made of size < κ
by cycle reversion; then the induction applies to these components and we have finite strong
components in the end.
Part I - outline. Let Tκ denote the class of tournaments of size κ. The first structural
result we prove is the following: if D ∈ Tκ then V = V (D) can be partitioned into pieces
{Vx ∶ x ∈ Γ} where (Γ,⊲) is a linear order so that
(1) D ↾ Vx is κ-uniform i.e.
∣(N+(v)∆N+(v′)) ∩ Vx∣ < κ and ∣(N
−(v)∆N−(v′)) ∩ Vx∣ < κ
for all v, v′ ∈ Vx3, and
(2) each arc uv ∈
ÐÐ→
VyVx such that x ⊲ y is κ-reversible i.e. there are κ many paths from
v to u which are pairwise edge disjoint.
In turn, we will deduce that if D ∈ Tκ then there is C ∈ RS(D) so that strong components
of D⤿ C are κ-uniform.
Let UTκ denote the class of κ-uniform tournaments of size κ. Part I implies that we can
focus solely on D ∈ UTκ instead of arbitrary tournaments.
3Recall that A∆B denotes A ∖B supB ∖A.
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Part II - outline. We deal with a special type of κ-uniform tournaments first: when all in
or all out-degrees are small i.e. less than κ.
We show that if all out-degrees are < κ in D then after an appropriate sequential cycle
reversion D has a well ordered block structure with arcs between the blocks pointing back-
ward. More precisely, there is C ∈ RS(D) so we can write V (D) as ⊔{Vξ ∶ ξ < µ} where
∣Vξ ∣ < κ and in D⤿ C, all arcs between the blocks Vζ and Vξ for ζ < ξ point into Vζ . Figure
1 shows how D⤿ C resembles the simplest tournament with out-degrees < κ where the
vertices are ordered in type κ and all arcs point backward.
VξVζ
V
b b
ζ ξ
κ
Figure 1. Tournaments with small outdegree
Similarly, if all in-degrees are < κ in D then we can write V (D) as ⊔{Vξ ∶ ξ < µ} so that
∣Vξ ∣ < κ and in D⤿ C, all arcs between blocks point forward.
We remark that if κ is uncountable and regular then we actually don’t need to reverse any
cycles to construct our blocks. The countable and the singular uncountable cases, however,
are more tricky and require cycle reversions. This is our second structural result.
Ultimately, the strong components of D⤿ C must be contained in these Vξ blocks in
both cases.
Part III - outline. Now, suppose that D ∈ UTκ is arbitrary. We show how to make the
strong components have size < κ building on Part II.
We first show that V (D) can be partitioned into V + ∪ V − so that in-degrees are < κ in
D ↾ V +, out-degrees are < κ in D ↾ V −, and either (a) each arc in
ÐÐÐ→
V −V + is κ-reversible, or
(b) there is a vertex set W ⊆ V of size < κ which meets all arcs in
ÐÐÐ→
V +V −.
If (a) holds, then using Lemma 3.3, we can turn all the arcs in
ÐÐÐ→
V −V + without changing
anything else and so strong components will be either inside V + or V −. In V + or V −, all in
or all out-degrees are < κ so we can make the strong components have size < κ by Part II.
If (b) holds, we will turn some cycles and modify V + and V − a bit further to cover V ,
so that all arcs across the new partition will point in the same direction, while the modified
V + and V − satisfy the conditions of Part II. Hence, strong components can be made small
again. Difficulties only arise really if κ is singular.
3. Further preliminaries
Let us present a few simple results which will play a crucial role in proving the Main
Theorem. First, note that if D is a digraph and C ∈ RS(D) is finite then
(1) if D was not acyclic then D⤿ C is not acyclic either, and
(2) d+D(v) = d
+
D⤿C
(v) and d−D(v) = d
−
D⤿C
(v).
The infinite case is completely different and, in particular, both of the above observations
fail in general.
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Observation 3.1. Suppose that uv ∈ A and there are infinitely many edge-disjoint paths
from v to u in D. Then there is C ∈ RS(D) so that A(D⤿ C) = (A(D) ∖ {uv}) ∪ {vu}.
In other words, we can reverse uv by cycle reversions without changing any other arc.
We use the following notation: if P is a sequence of vertices v0v1 . . . vk (e.g. a path) then
let
←Ð
P denote vkvk−1 . . . v0. So if C ∈ C(D), u ≠ v ∈ V (C) and P = uCv (i.e. P is the unique
subpath of C from u to v) then
←Ð
P is a path in D⤿ C.
Proof. Let {Pn ∶ n ∈ ω} be edge-disjoint paths from v to u and define Cn as follows: C0 =
uvP0, C1 =
←Ð
P 0P1, C2 =
←Ð
P 1P2. . . and Cn+1 =
←Ð
P nPn+1 in general (see Figure 2). It is clear
that C = ⟨Cn⟩n∈ω is as desired.
bbb
b
bb
b
D
b b b
D⤿ C0
D⤿ C0⤿ C1
bbb
b
b
bbb
b
b
D⤿ C0⤿ C1⤿ C2
u
v
u
v
Figure 2. The dashed paths mark the next cycle to be reversed.

The above observation motivates the next definition.
Definition 3.2. An arc uv in a digraph D is κ-reversible iff there are κ many paths from
v to u which are pairwise edge disjoint.
It is easy to see that one can simultaneously reverse κ many κ-reversible arcs:
Lemma 3.3. Suppose that D is a digraph and F is a set of at most κ many κ-reversible
arcs (where κ is an infinite cardinal). Then there is C ∈ RS(D) so that A(D⤿ C) =
(A(D) ∖F ) ∪ {vu ∶ uv ∈ F}.
Proof. List F as {uξvξ ∶ ξ < κ}. For each ξ < κ and each n < ω, choose a path Pnξ from vξ to
uξ in such a way so that the set of all these paths is pairwise edge disjoint. Then let Cξ be
the reversal sequence given by Observation 3.1 with respect to the arc uξvξ and the paths
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{Pnξ ∣ n < ω}. While uξvξ may occur in some P
n
ξ′ , it can only appear in one such path, so
⟨Cξ⟩ξ<κ is locally finite, and thus reverses exactly the arcs in F . 
Corollary 3.4. If D is a digraph of size κ and each arc of D is κ-reversible then for any
other digraph D∗ on the same vertex and edge set there is a C ∈ RS(D) so that D∗ =D⤿ C.
In particular, we can make D acyclic by cycle reversions if each arc is κ-reversible. This is
the case for a good number of natural examples e.g. the random digraph for κ = ℵ0, and for
various uncountable digraphs with large dichromatic number which are defined by forcing
or using strong colourings [17].
Now, we proceed by a similar example to Observation 3.1 but we will reverse the arcs
along an infinite path instead of a single arc:
Observation 3.5. Suppose that v0v1 . . . is a one-way infinite directed path in D i.e. vivi+1 ∈
A(D) for all i < ω, and N−(v0) ∩ {vn ∶ n < ω} is infinite. Then there is a C ∈ RS(D) so that
A(D⤿ C) = (A(D) ∖ {vivi+1 ∶ i < ω}) ∪ {vi+1vi ∶ i < ω}.
bbbbbbbb
bbbbbbbb
D
D⤿ C0
b
D⤿ C0⤿ C1
bbbbbbbb
D⤿ C0⤿ C1 . . .
bbbbbbb
b
b
b
Figure 3. The dashed arcs mark the next cycle to be reversed.
Proof. Let {nk ∶ k < ω} be an increasing enumeration of {n < ω ∶ vn ∈ N−(v0)}. Define
C0 = v0v1 . . . vn0 , C1 = v0vn0vn0+1 . . . vn1 , and Ck+1 = v0vnkvnk+1 . . . vnk+1 in general (see
Figure 3). It is clear that C = ⟨Ck⟩k<ω ∈ RS(D) is as required.

Both Observation 3.1 and 3.5 will play an important role later in the proof of the Main
Theorem.
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4. Part I: partition trees and uniformity
Our first goal is to show that one can make the strong components of a tournament
D ∈ Tκ uniform in some sense by cycle reversions:
Theorem 4.1. Suppose D ∈ Tκ. Then V = V (D) can be partitioned into pieces {Vx ∶ x ∈ Γ}
where (Γ,⊲) is a linear order so that
(1) D ↾ Vx is κ-uniform i.e.
∣(N+(v)∆N+(v′)) ∩ Vx∣ < κ and ∣(N
−(v)∆N−(v′)) ∩ Vx∣ < κ
for all v, v′ ∈ Vx, and
(2) each arc uv ∈
ÐÐ→
VyVx such that x ⊲ y is κ-reversible.
Proof. Fix D ∈ Tκ. We say that ⟨Vx⟩x∈T is a partition tree if
(1) T is a downward closed subtree of sequences of ordinals,
(2) x ⊥ y implies Vx ∩ Vy = ∅,
(3) x ⊏ y (i.e. x is an initial segment of y) implies Vy ⊂ Vx,
(4) V = ⋃{Vx ∶ x ∈ T is terminal}, and
(5) any arc a ∈
ÐÐ→
VyVx so that x <lex y is κ-reversible.
Note that if V∅ = V then ⟨V∅⟩ is a partition tree. We say that a partition tree ⟨Vx⟩x∈T
extends ⟨V ′y⟩y∈S if T is an end extension of S, and for all y ∈ S, Vy = V
′
y .
Our first lemma explains why we made this definition.
Lemma 4.2. If ⟨Vx⟩x∈T is a maximal partition tree then Vx is κ-uniform if x is terminal
in T .
We need the following definition: a κ-uniform ultrafilter U on a set I (of size κ) is a set
of subsets of I so that the following holds
(i) ∣W ∣ = κ for all W ∈ U ,
(ii) I ∈ U and U is closed under taking supersets, finite unions and finite intersections,
(iii) if I =W ∪W ′ then W ∈ U or W ′ ∈ U .
The best to think of U as a measure of largeness among subsets of I. Recall that given I
and W ⊂ I of size κ, there is a κ-uniform ultrafilter U on I with W ∈ U .
Proof. Suppose that Vz is not κ-uniform for some terminal z ∈ T and so without loss of
generality, we can suppose that (N+(v) ∖N+(v′)) ∩ Vz has size κ for some v, v′ ∈ Vz . Since
D ↾ Vz is a tournament, (N+(v)∖N+(v′)) = (N+(v)∩N−(v′)). Take a κ-uniform ultrafilter
U on Vz containing (N+(v) ∩ N−(v′)) ∩ Vz . Let Vz⌢0 = {u ∈ Vz ∶ N+(u) ∩ Vz ∈ U} and
Vz⌢1 = {u ∈ Vz ∶ N−(u) ∩ Vz ∈ U}. Note that v ∈ Vz⌢0, v′ ∈ Vz⌢1 and Vz = Vz⌢0 9∪Vz⌢1. Figure 4
below shows how the block Vz can be split to separate v and v
′.
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b b
bb
w w
′
Vzw w′
Vz⌢1Vz⌢0
N+(w) ∩N−(w′) ∈ U
Vx Vy
Figure 4. The partition tree with a backward arc
Then S = T ∪{z⌢0, z⌢1} is an end extension of T and we claim that ⟨Vx⟩x∈S is a partition
tree properly extending ⟨Vx⟩x∈T . Indeed, every arc from Vz⌢1 to Vz⌢0 is κ-reversible: Let
w′ ∈ Vz⌢1 and w ∈ Vz⌢0. Then (N+(w) ∩N−(w′)) ∩ Vz ∈ U , and so there are κ many disjoint
paths (of length 2) from w to w′.
However, this contradicts the maximality of ⟨Vx⟩x∈T . 
In turn, the terminal nodes of a maximal partition tree give the desired decomposition,
with ⊲ defined by the lexicographic order of the corresponding tree.
Thus we only need to show that there are maximal partition trees. To this end, note that
Zorn’s lemma can be applied immediately once we proved the following.
Lemma 4.3. Any increasing chain of partition trees has an upper bound.
Proof. Given the increasing chain ⟨Vx⟩x∈Ti of partition trees with i ∈ I, we can first form
T ∗ = ⋃{Ti ∶ i ∈ I}. ⟨Vx⟩x∈T ∗ satisfies each condition above except (4). So, for each unbounded
chain b ⊆ T ∗ so that ⋂{Vx ∶ x ∈ b} ≠ ∅ we add ∪b to T ∗ with V∪b = ⋂{Vx ∶ x ∈ b}. This defines
a tree T together with the sets ⟨Vx⟩x∈T . All conditions except (4) are clearly satisfied.
Lets check that (4) holds for ⟨Vx⟩x∈T . Given v ∈ V , we can find xi ∈ Ti terminal so that
v ∈ Vxi . In turn, v ∈ ⋂{Vxi ∶ i ∈ I} = V∪b for the chain b generated by {xi ∶ i ∈ I} ⊆ T
∗.

This finishes the proof of the theorem.

Corollary 4.4. If D ∈ Tκ then there is C ∈ RS(D) so that strong components of D⤿ C are
κ-uniform.
Proof. Suppose that {Vx ∶ x ∈ Γ} is as in Theorem 4.1. Let F = {uv ∶ uv ∈
ÐÐ→
VyVx such that
x ⊲ y}. Each arc in F is κ-reversible and ∣F ∣ ≤ κ so Lemma 3.3 applies: there is C ∈ RS(D)
so that reversing C reverses exactly the arcs in F . Now, each strong component of D⤿ C
must be contained in some Vx, and each such set is κ-uniform. 
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5. Part II: tournaments with small in-or out-degrees
In this section, we wish to better understand a restricted class of κ-uniform tournaments:
we suppose that either all in-degrees or all out-degrees are less than κ. Let ∆+(D) denote
the minimal cardinal ν so that d+(v) < ν for all v ∈ V (D), and define ∆−(D) similarly. So,
we write ∆+(D) ≤ κ iff all out-degrees in D are < κ and ∆−(D) ≤ κ iff all in-degrees in D
are < κ.
A canonical example of a tournament with ∆+(D) ≤ κ is defined on the ordinal κ with
arcs {ξζ ∶ ζ < ξ < κ}. Now, if each vertex ξ is blown up into an arbitrary tournament of size
< κ then the resulting tournament still satisfies ∆+(D) ≤ κ. Our second structural result
says that, after appropriate cycle reversions, any tournament D with ∆+(D) ≤ κ looks like
this.
We start with a lemma which will also play a key role in later sections. The lemma says
that if we have a small set of vertices W with (say) all out-degrees small then W can be
enlarged to a still small W ∗ such that, after reversing a small number of cycles, all arcs
point into W ∗ from V ∖W ∗.
Lemma 5.1. Suppose that D ∈ Tκ and W ∈ [V ]<λ for some ℵ0 ≤ λ ≤ κ with cf(λ) = λ. Also,
fix a set F of < λ many edges.
If d+(v) < λ for all v ∈W then there is C ∈ RS(D) and W ⊆W ∗ so that ∣W ∗∣ < λ and all
arcs point into W ∗ from V ∖W ∗ in D⤿ C.
If d−(v) < λ for all v ∈W then there is C ∈ RS(D) and W ⊆W ∗ so that ∣W ∗∣ < λ and all
arcs point from W ∗ to V ∖W ∗ in D⤿ C.
Furthermore, if λ is uncountable then we can also ensure that ∣C∣ < λ and E(C) ∩F = ∅.
We let
(i) N+0D (v) = {v}, N
+1
D (v) = {v} ∪N
+
D(v),
(ii) in general, for ℓ ≥ 1, let
N
+(ℓ+1)
D (v) = N
+ℓ
D (v) ∪⋃{N
+
D(u) ∶ u ∈ N
+ℓ
D (v)},
(iii) N+ωD (v) = ⋃ℓ<ωN
+ℓ
D (v).
We let N+ℓ(W ) = ⋃{N+ℓ(v) ∶ v ∈W} for ℓ ≤ ω.
Proof. Suppose d+(v) < λ for all v ∈W . First, we define a sequence Cn ∈ RS(D) so that
(a) ∣Cn∣ < λ, E(Cn) ∩E(Ck) = ∅ for all n < k < ω, and
(b) d+
D⤿C≤n
(v) < λ for all v ∈ N+n
D⤿C≤n
(W ).
Here, we let C≤n denote C0⌢C1⌢ . . . ⌢Cn.
Clearly, C0 = ∅ is a good choice to start with. In order to continue the induction, suppose
that u ∈ N+n
D⤿C≤n
(W ) and v ∈ N+(u) with d+(v) ≥ λ. Then since ∣N+n
D⤿C≤n
(W )∣ < λ, v has at
least λ out-neighbors in V ∖(N+n
D⤿C≤n
(W )), each of which, by construction, are in-neighbors
of u. Hence the arc uv is λ-reversible.
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b
d+(u) < λ
d+(v) ≥ λ
W
W ∗
W
b
u v
b
u v
b
D D⤿C
Figure 5. Reversing the uv arcs when d+(v) is too large.
Furthermore, there are less than λ many such uv arcs (since v ∈ N
+(n+1)
D⤿C≤n
(W ) and
∣N
+(n+1)
D⤿C≤n
(W )∣ < λ). Finally, there are < λ many arcs from C≤n to avoid. Hence we can
proceed by applying Lemma 3.3 to find Cn+1 which reverses all these uv arcs while avoiding
C≤n (and arcs in F , if needed).
Now W ∗ = N+ω
D⤿C<ω
(W ) will have size < λ and ∣C<ω ∣ < λ if λ > ℵ0 and we are done.
If λ = ℵ0 then N+ωD⤿C<ω(W ) can have size ℵ0 but all out-degrees are finite in N
+ω
D⤿C<ω
(W ).
So, it suffices to prove the following:
Lemma 5.2. Suppose that D is a tournament and W ⊆ V is finite. If ∆+(D) ≤ ℵ0 then
there is C ∈ RS(D) so that N+ω
D⤿C
(W ) is finite and ∆+(D⤿ C) ≤ ℵ0 still holds.
If ∆−(D) ≤ ℵ0 then there is C ∈ RS(D) so that N−ωD⤿C(W ) is finite and ∆
−(D⤿ C) ≤ ℵ0
still holds.
Proof. First, suppose that W = {v}. Suppose ∆+(D) = ℵ0 and find C ∈ RS(D) which
minimizes N+
D⤿C
(v) while keeping ∆+(D⤿ C) ≤ ℵ0. We claim that N+ωD⤿C(v) is finite.
Otherwise, Ko˝nig’s lemma implies that there are v = v0, v1, v2 . . . so that vnvn+1 ∈ A(D⤿
C). (To apply Ko˝nig’s lemma we need ∆+(D) ≤ ℵ0, the assumption that v has finite degree
is not enough.) Furthermore, note that vnv0 ∈ A(D⤿ C) for all but finitely many n since
d+
D⤿C
(v) is finite. So, we can apply Observation 3.5 to find ⟨Cn⟩n∈ω ∈ RS(D⤿ C) so that
vn+1vn ∈ A(D⤿ C∗) for all n ∈ ω where C∗ = C⌢⟨Cn⟩n∈ω and no other arcs from D⤿ C are
changed.
It is clear that d+
D⤿C∗
(v) = d+
D⤿C
(v) − 1 while d+
D⤿C∗
(v′) = d+
D⤿C
(v′) for all v′ ∈ V ∖ {v}.
This contradicts the choice of C.
Now, proceed by induction on ∣W ∣. Let v ∈W and find C0 so that N = N+ωD⤿C0(W ∖ {v})
is finite and each vertex still has finite out-degree in D⤿ C0. If v ∈ N then we are done.
Otherwise, apply the singleton case in D1 = (D⤿ C0) ↾ (V ∖N) for v. Let C1 ∈ RS(D1)
be such that N ′ = N+ω
D1⤿C1
(v) is finite and still each vertex has finite in-degree. Now
N+ω
D⤿(C0⌢C1)
(W ) ⊆N ∪N ′ is finite. Clearly,∆+(D⤿ (C0⌢C1)) ≤ ℵ0. 
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
Now, the main result of this section is the following:
Theorem 5.3. Suppose that D ∈ Tκ and µ = cf(κ).
If ∆+(D) ≤ κ then there is C ∈ RS(D) and a partition ⊔{Vξ ∶ ξ < µ} of V (D) so that
∣Vξ ∣ < κ and uv ∈ A(D⤿ C) for all u ∈ Vξ, v ∈ Vζ with ζ < ξ.
If ∆−(D) ≤ κ then there is C ∈ RS(D) and a partition ⊔{Vξ ∶ ξ < µ} of V (D) so that
∣Vξ ∣ < κ and uv ∈ A(D⤿ C) for all v ∈ Vξ, u ∈ Vζ with ζ < ξ.
Proof. We prove for ∆+(D) ≤ κ.
First, if κ = ℵ0 then we can simply apply Lemma 5.1 to define the finite blocks inductively
in ω steps. Let ≺ be an enumeration of V of type ω. Given finite V0, V1 . . . Vn and (possibly
infinite) C0 . . .Cn, take vn+1 = min≺ V ∖ (V0 ∪ ⋅ ⋅ ⋅ ∪ Vn) and apply Lemma 5.1 to {vn+1} in
D⤿ C≤n ↾ V ∖ (V0 ∪ ⋅ ⋅ ⋅ ∪ Vn). Now we have Cn+1 and Vn+1 ⊇ {vn+1} so that all arcs point
into Vn+1 from V ∖ (V0 ∪ ⋅ ⋅ ⋅ ∪ Vn+1). It is clear that C = ⟨Cn⟩n∈ω ∈ RS(D) is as desired.
Second, if κ > ℵ0 is regular, then we don’t need to reverse any cycles. Indeed, if W has
size < κ then N+ω(W ) still has size < κ. So again, an easy induction gives the result.
Finally, suppose that κ > cf(κ) = µ; let ⟨κξ⟩ξ<µ be a continuous, increasing, and cofinal
sequence of cardinals in κ.
Write V = ⊔{Wξ ∶ ξ < µ} where W0 = {v ∈ V ∶ d+(v) ≤ κ0} and Wξ = {v ∈ V ∶ sup{κζ ∶ ζ <
ξ} < d+(v) ≤ κξ}.
Lemma 5.4. ∣Wξ ∣ ≤ κ+ξ for all ξ < µ.
Proof. Let us recall the following weak consequence of A. Hajnal’s Set Mapping Theorem
[9]: if λ is an infinite cardinal and f ∶ X → P(X) so that ∣X ∣ ≥ λ++ but ∣f(x)∣ ≤ λ for all
x ∈ X then there is x ≠ y ∈ X so that x ∉ f(y) and y ∉ f(x). Indeed, find a Y ⊆ X of size
≤ λ+ so that y ∈ Y implies f(y) ⊆ Y . Now, if x ∈ X ∖ Y and y ∈ Y ∖ f(x) then x ∉ f(y) and
y ∉ f(x) as desired.
Now, ifWξ has size at least κ
++
ξ then we can consider the map f ∶Wξ → P(Wξ) defined by
f(v) = N+(v) ∩Wξ for v ∈Wξ. ∣f(v)∣ ≤ κξ by assumption so there must be some x ≠ y ∈Wξ
so that x ∉ N+(y) and y ∉ N+(x). However, this contradicts that D was a tournament i.e.
either xy or yx is an arc. 
Now, define W ∗ξ and Cξ as follows: apply Lemma 5.1 to W0 with λ = κ
++
0 to find W
∗
0 of
size ≤ κ+0 which contains W0 so that all arcs point into W
∗
0 from V ∖W
∗
0 after reversing C0
(at most κ+0 many cycles). In general, let W
∗
<ξ = ⋃{W
∗
ζ ∶ ζ < ξ} and if Wξ ∖W
∗
<ξ is not empty
then we apply Lemma 5.1 to Wξ ∖W
∗
<ξ in V ∖W
∗
<ξ with λ = κ
++
ξ and F = ⋃{A(Cζ) ∶ ζ < ξ}.
Since supζ<ξ κ
+
ζ < κ
++
ξ , it is not an issue to avoid all previously used arcs when finding Cξ
and W ∗ξ ⊇Wξ ∖W
∗
<ξ. So, Vξ =W
∗
ξ for ξ < µ is as desired.

In particular, we get the next corollary:
Corollary 5.5. Suppose that D ∈ Tκ and ∆+(D) ≤ κ or ∆−(D) ≤ κ. Then there is C ∈
RS(D) so that strong components of D⤿ C have size < κ.
6. Part III: uniform tournaments in general
Now, we return to the class UTκ i.e. arbitrary κ-uniform tournaments: our aim is to
show that, after appropriate cycle reversions, in each strong components of D either the
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in-degrees are < κ or the out-degrees are < κ. Once we achieved this, we can make each
strong component small in size by Part II.
Theorem 6.1. Suppose that D ∈ UTκ. Then there is C ∈ RS(D) and V = V + ∪ V − so that
(1) ∆−((D⤿ C) ↾ V +) ≤ κ,
(2) ∆+((D⤿ C) ↾ V −) ≤ κ, and
(3) each strong component of D⤿ C is contained either in V + or V −.
It will be clear immediately that (1) and (2) are very easily satisfied while we need to
work for (3) more.
Proof. First, we need the following:
Lemma 6.2. Suppose that D ∈ UTκ. Then there is a partition V = V +∪V − so that in-degrees
are < κ in D ↾ V + and out-degrees are < κ in D ↾ V −. Moreover, either
(a) any arc a ∈
ÐÐÐ→
V −V + is κ-reversible, or
(b) there is W ∈ [V ]<κ so that any arc a ∈
ÐÐÐ→
V +V − meets W .
Proof. Pick any v0 ∈ V and let V + = {v0}∪N+(v0) and V − = N−(v0). Then ∆−(D ↾ V +) = κ
and ∆+(D ↾ V −) = κ by κ-uniformity: If (say) u ∈ D ↾ V +, then ∣N+(v0)∆N+(u)∣ < κ, and
since D is a tournament, this means ∣N+(v0) ∩N
−(u)∣ < κ and ∣V + ∩N−(u)∣ < κ.
If (b) fails then we can find κ many vertex disjoint arcs uξvξ ∈
ÐÐÐ→
V +V −. Suppose that
uv ∈
ÐÐÐ→
V −V +. All but < κ many uξ are contained in N+(v) and all but < κ many vξ are in
N−(u). So, vuξvξu is a path for κ many ξ. In turn, (a) holds.

Now, fix V = V + ∪ V − as in Lemma 6.2.
If (a) holds, then we can simply reverse all the arcs from
ÐÐÐ→
V −V + without changing D ↾ V +
or D ↾ V − using Lemma 3.3. Now, strong components are contained in either V + or V −,
and Theorem 6.1 is proved.
Suppose (b) holds and W ∈ [V ]<κ pins down all arcs in
ÐÐÐ→
V +V −. If cf(κ) = κ then we can
apply Lemma 5.1 in D ↾ (V − ∪W ) for the set W with λ = κ to find W ⊆W ∗ ⊆ W ∪ V − so
that W ∗ has size < κ and all arcs point into W ∗ from V − ∖W ∗ after reversing < κ many
cycles.
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V + V
−
W
W ∗
bb
Figure 6. The modified partition from V + and V −.
Now, note that all arcs point into V + ∪W ∗ from V − ∖W ∗. So, each strong component is
either in V + ∪W ∗ or V − ∖W ∗. In the first set, all in-degrees are < κ and in the second set,
all out-degrees are < κ. This is true because ∣W ∗∣ < κ and we only reversed < κ many cycles
so no in-degree or out-degree was raised to κ.
Finally, suppose that κ > cf(κ) = µ. Apply Theorem 5.3 first to D ↾ V + ∪W and then to
D ↾ V − ∪W to get ⟨V +ξ ⟩ξ<µ and ⟨V
−
ξ ⟩ξ<µ. Note that in the second reversion, we might make
some arcs of W point backward with respect to the ⟨V +ξ ⟩ξ<µ decomposition but this will not
really matter.
We distinguish two cases.
Case 1. Suppose that, for each ξ < µ and λ < κ, there is w ∈ (V + ∪W ) ∖ V +<ξ so that
∣N+(w) ∩ V −∣ ≥ λ.
Claim 6.3. Each arc uv ∈
ÐÐÐ→
V −V + is κ-reversible.
Proof. Suppose that we fix an arc uv ∈
ÐÐÐ→
V −V + and λ < κ. Let ξ < µ be large enough
so that ∣V +ξ ∣ ≥ max{λ, ∣W ∣
+}, v ∈ V +<ξ, u ∈ V
−
<ξ. Now select w ∈ (V
+
∪W ) ∖ V +<ξ so that
(N+(w) ∩ V −) ∖ V −<ξ has size at least λ.
The above choices make sure that vxwyu is a path for all x ∈ V +ξ ∖W and y ∈ (N
+(w) ∩
V −) ∖ V −<ξ; see Figure 7. Distinct choices of x and y give edge-disjoint paths from v to u so
we can find λ many of these. Finally, since uv is λ-reversible for cofinally many λ < κ, then
uv is also κ-reversible. 
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W
V −V +
bb
uv
V −
<ξV +
<ξ
b
b
x
w
V +ξ
b
y
Figure 7. Constructing the v → u paths in Case 1.
Now, we can again make each arc between V + and V − point into V − without changing
anything in D ↾ V + or D ↾ V − via Lemma 3.3. So strong components will be contained in
V + or V −.
Case 2. If Case 1 fails, then there is some ξ0 < µ and λ < κ so that ∣N
+(v) ∩ V −∣ ≤ λ for
all v ∈ (V + ∪W ) ∖ V +<ξ0 . We can suppose that λ is regular and bigger than ∣W ∣ and ∣V
+
ξ0
∣.
Consider the set V ∗ = V − ∪W ∪ V +<ξ0 . We can apply Lemma 5.1 in D ↾ V
∗ for W ∖ V +<ξ0
and λ. So, we can find a set W ∗ of size < λ with W ∖ V +<ξ0 ⊆W
∗ ⊆ V ∗ so that all arcs point
into W ∗ from V ∗ ∖W ∗ after reversing < λ many cycles C∗.
We claim that now all arcs point from V −− = V ∗ ∖ W ∗ to V ++ = V ∖ (V ∗ ∖ W ∗) =
(V + ∖ V +<ξ0)∪W
∗. Indeed, suppose u ∈ V −− and v ∈ V ++. If v ∈W ∗ then uv is an arc by the
construction of W ∗.
On the other hand, suppose v ∈ V + ∖ (W ∗ ∪ V +<ξ0) so in particular, v ∉ W and v ∉ V
+
<ξ0
.
Note that V −− ⊆ (V − ∖W ) ∪ V +<ξ0 . If u ∈ V
−
∖W then u, v ∉ W and so uv is an arc since
W pinned down all arcs from V + to V − and arcs meeting v were not used in C∗ (Since each
cycle in C∗ is contained in D ↾ V ∗). Finally, if u ∈ V +<ξ0 then uv is an arc by the definition of
the ⟨V +ξ ⟩ξ<µ decomposition (this again was not changed when reversing the cycles of C
∗).
Hence, we showed that all arcs point from V −− to V ++ and so strong components are
either in V −− or V ++. Note that ∣V −∆V −−∣ < κ and ∣V +∆V ++∣ < κ and reversing C∗ only
changed < κ many arcs. So out-degrees are < κ in V −− since out-degrees were < κ in V −.
Similarly, in-degrees are < κ in V ++ since in-degrees were < κ in V +.

Corollary 6.4. If D ∈ UTκ then there is C ∈ RS(D) so that strong components of D⤿ C
have size < κ.
Proof. Apply Theorem 6.1 first and then Corollary 5.5. 
Corollary 6.5. If D ∈ Tκ then there is C ∈ RS(D) so that strong components of D⤿ C
have size < κ.
Proof. Apply Corollary 4.4 first and then Corollary 6.4. 
Now, the Main Theorem follows from Corollary 6.5 by induction on κ.
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7. Appendix A: finite tournaments and the dichromatic number
As we mentioned, Thomasse´ and Charbit already had different arguments to show that
Ð→χ (D⤿ C) ≤ 2 for some C ∈ RS(D) whenever D is a finite digraph. Furthermore, in [8], the
authors proved that if D is a finite tournament on vertices v1, v2 . . . vn then one can find
C ∈ RS(D) so that both {vi ∶ 1 ≤ i ≤ n is even} and {vi ∶ 1 ≤ i ≤ n is odd} are acyclic in
D⤿ C.
Now, we present yet another variation.
Theorem 7.1. Suppose that D is a finite tournament and W0 is an acylic set of vertices.
Then there is a W ⊇W0 and C ∈ RS(D) so that both W and V ∖W are acyclic in D⤿ C.
Proof. Fix D = (V,A) and consider
W = {W ⊆ V ∶W0 ⊆W and (D⤿ C) ↾W is acyclic for some C ∈ RS(D)}.
Select a maximal W ∈ W and fix C0 ∈ RS(D) so that (D⤿ C0) ↾W is acyclic. In turn, any
further cycle reversion which keeps W acyclic also preserves its maximality. Our goal will
be to make the complement of W acyclic by further cycle reversions.
Now, let ⊲W be a linear order on W so that all arcs uv in (D⤿ C0) ↾W satisfy u ⊲W v.
Also, find a linear order ⊲ on V ∖W and C1 ∈ RS(D⤿ C0) so that
(1) (D⤿ C) ↾W is still acyclic,
(2) the size of the set of ⊲-backward arcs
F⊲,C = {yx ∈ A((D⤿ C) ↾ V ∖W ) ∶ x ⊲ y}
is minimal, and
(3) the size k = k⊲,C of the smallest sequence of ⊲-successors x = x0 ⊲ x1 ⊲ . . . ⊲ xk = y
for some arc yx ∈ F⊲,C is also minimal
where C = C0⌢C1.
We would like to show that F = F⊲,C = ∅ which in turn yields that (D⤿ C) ↾ V ∖W
is also acyclic. Suppose that F ≠ ∅ and let yx ∈ F so that the sequence of ⊲-successors
x = x0 ⊲ x1 ⊲ . . . ⊲ xk = y between x and y is minimal.
First, if k = 1 i.e. y is the ⊲-successor of x then we can modify ⊲ into ⊲∗ by switching
the order of x and y. That is, ⊲∗=⊲ ∖{(x, y)} ∪ {(y, x)} and it is easy to see that F⊲∗,C =
F⊲,C ∖ {yx}. This contradicts the minimality of F .
Second, suppose that k > 1; in turn, xxk−1 and xk−1y are arcs in D⤿ C. Since W is
maximal acyclic in D⤿ C as well, we can find ⊲W -successors u ⊲W v ∈W so that yuv is a
directed 3-cycle.
Claim 7.2. xk−1u ∈ A(D⤿ C).
Proof. Indeed, otherwise, we can
(i) define C∗ by adding the directed 3-cycle yuxk−1 to C,
(ii) define ⊲∗=⊲ ∖{(xk−1, y)} ∪ {(y, xk−1)}.
Now, it is easy to see that F⊲∗,C∗ = F⊲,C but k⊲∗,C∗ = k − 1 which contradicts the minimality
of k. 
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W
V ∖W
b b
u v
b b
⊲W
⊲
b
y = xk
xk−1x = x0
Figure 8. How to make V ∖W acyclic
Finally, consider the directed 5-cycle C∗ = yxxk−1uv and let C∗ = C⌢⟨C∗⟩. On one hand,
W remains acyclic in D⤿ C∗ since u, v were ⊲W -successors. Furthermore,
F⊲,C∗ = (F⊲,C ∖ {yx}) ∪ {xk−1x}
however k⊲,C∗ = k − 1 which again contradicts the minimality of k.
This contradiction proves that F = ∅ to start with, and so D⤿ C is covered by the two
acyclic sets W and V ∖W .

On the number of cycles. Now, let us recall Charbit’s elegant argument for proving
Theorem 1.2 [4]; we do this in part so that we can reflect on the number of cycles required
in such a reversal sequence for arbitrary digraphs too.
Given a finite digraphD, let us arrange the vertices of D evenly along a circle of perimeter
1. Now, each arc a of D has a length ℓ(a) i.e. the length of the arc on the circle connecting
two vertices, and each arc either points forward or backward. Let σ(D) = ∑a∈A ℓ(a) and
note that m
n
≤ σ(D) ≤m.
Now, we will say that a cycle C ∈ D is good if C has at least as many forward arcs as
backward arcs. First, if C ∈ D is not good than reversing C lowers σ(D) by at least 1
n
, that
is, σ(D⤿ C) ≤ σ(D)− 1
n
. Since this reduction is only possible (m− m
n
)/ 1
n
= (n−1)m times,
there is some C ∈ RS(D) of size at most (n − 1)m so that all cycles of D⤿ C are good.
The final piece of the proof is the following theorem.
Theorem 7.3. [4, Theorem 4.4] If each cycle of D is good then Ð→χ (D) ≤ 2.
We make the next definition: let
r(D) =min{∣C∣ ∶ C ∈ RS(D) and Ð→χ (D⤿ C) ≤ 2}.
Corollary 7.4. r(D) ≤ (n − 1)m for any digraph D with n vertices and m arcs.
For finite tournaments, our Theorem 7.1 gives a similar bound, but the situation was
analysed in [8] and one can say more.
Theorem 7.5 ([8]). r(D) ≤ (n−1)(n−2)
2
for any tournament D on n vertices (and this is
witnessed by a sequence of 3-cycles).
Furthermore, there is a lower bound for the number of 3-cycles required in such a reversal:
ifD is the Paley tournament on n vertices then we need the reversal of at least (1−o(1))n2/32
many 3-cycles to lower the dichromatic number to 2 [8, Theorem 8]. We are not aware of a
lower bound for r(D) though.
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Let us present now a simple iterative process to produce a digraph with large dichromatic
number which could serve as another test case. Given a digraph D = Dc with dichromatic
number c and digirth ℓ one can construct a digraph Dc+1 with chromatic number ≥ c + 1
and digirth ℓ. Indeed, take disjoint copies {Di ∶ i < ℓ} of D and let D
c+1 be the union of
{Di ∶ i < ℓ} with the additional edges uv where u ∈ V (Di), v ∈ V (Di+1) for i < ℓ − 1 and
u ∈ V (Dℓ−1), v ∈ V (D0). If there is an acyclic colouring of D
c+1 with c colours then each
colour must appear in each copy of Dc; however, this means that there are monochromatic
cycles of length ℓ+1 with meet each Di in exactly one vertex. It would be interesting to see
the values of r(Dc) calculated when starting from a 3-cycle with ℓ = 3.
Complexity considerations. Regarding complexity, whether Charbit’s proof can be car-
ried out in polynomial time comes down to the question if we can find, in polynomial time,
a cycle in D which is not good. Define the weight function w ∶ A → {−1,1} as w(a) = 1 if
a is forward and w(a) = −1 if a is backward. Now, C is good iff ∑a∈A(C)w(A) ≥ 0 so we
look for an algorithm which finds negative cycles in polynomial time: this is done by the
Bellman-Ford algorithm in O(nm) time [19]. So we can find a reversal sequence C ∈ RS(D)
in polynomial time such that Ð→χ (D⤿ C) ≤ 2.
Regarding tournaments, one can find a sequence of 3-cycles C ∈ RS(D) in O(n2) time
such that Ð→χ (D⤿ C) ≤ 2 [8, Theorem 9].
At this point, we don’t know how hard it is to calculate r(D) i.e. if one can decide if
r(D) ≤ k in polynomial time for a fixed k (even for tournaments).
8. Appendix B: the structure of reversal sequences
Next, we would like to better understand an infinite reversal sequence. If C ∈ RS(D) and
e ∈ E(D) then let
St(C, e) = {C ∈ ran(C) ∶ e ∈ E(C)}.
Now, let C(e) be the minimal E ⊆ ran(C) so that
(1) St(C, e) ⊆ E , and
(2) if f ∈ E(C) for some C ∈ E then St(C, f) ⊆ E as well.
Observation 8.1. C(e) is countable and E(C(e))∩E(C(f)) = ∅ or C(e) = C(f) for all e, f ∈ E.
Proof. Indeed, ∣C(e)∣ ≤ ℵ0 follows from C being locally countable.
The second statement is an immediate corollary of the following observation: g ∈ E(C(e))
iff there is a finite sequence of cycles C′0 . . . C
′
n ∈ ran(C) so that e ∈ C
′
0, g ∈ C
′
n and E(C
′
i) ∩
E(C′i+1) ≠ ∅ for all i < n.

At this point, C(e) is only a set but it inherits a well order from C, in some countable
order type.
Observation 8.2. C(e) ∈ RS(D) for all e ∈ E.
Proof. The proof is an easy induction on the length of C(e). 
Actually, we can say even more: if C(e) ≠ C(f) then both C(e)⌢C(f) and C(f)⌢C(e) are
reversal sequences in D and D⤿ (C(e)⌢C(f)) =D⤿ (C(f)⌢C(e)).
Now, the next corollary easily follows.
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Corollary 8.3. If C ∈ RS(D) and C∗ is any enumeration of {C(e) ∶ e ∈ E(D)} then C∗ ∈
RS(D) and D⤿ C =D⤿ C∗.
Ultimately, Corollary 8.3 tells us that the effect of reversing C can be reproduced by
reversing countable sets of cycles independently and in any order we choose. For these
reasons, we will call ⟨C(e)⟩e∈E the canonical decomposition of C.
Corollary 8.3 also implies that if ∣C∣ = κ > ω then there is a rearrangement C∗ of C of type
κ so that D⤿ C = D⤿ C∗. How about countable sequences? The next theorem further
simplifies the picture: the countable reversal sequences can be rearranged into type ω cycle
reversions.
Theorem 8.4. Suppose that C ∈ RS(D) is countable. Then there is a rearrangement C∗ ∈
RS(D) of C of type ≤ ω so that D⤿ C =D⤿ C∗.
By a rearrangement we simply mean that the sequences C and C∗ contain the same cycles
(with the same multiplicity).
Proof. We will prove by induction on the length ξ of C. If ξ ≤ ω then we can take C∗ = C.
Suppose that we proved the statement for ξ and we would like to step up to ξ + 1. Let ξ0
be the largest limit ordinal ≤ ξ. Now, there is a type ≤ ω sequence C∗ which is equivalent to
C ↾ ξ0. There is an ℓ < ω so that no edge from the cycles C ↾ (ξ+1∖ξ0) appears in C∗ ↾ ω∖ℓ; this
is because C ↾ (ξ+1∖ξ0) is finite. So we define C∗∗ = (C∗ ↾ ℓ)⌢(C ↾ (ξ+1∖ξ0))⌢(C∗ ↾ (ω∖ℓ)).
It is easy to see that C∗∗ ∈ RS(D), C∗∗ has type ω and D⤿ C =D⤿ C∗∗.
Now the limit stages: let ξn denote a type ω cofinal sequence in ξ. Let C0 ∈ RS(D) be of
type ≤ ω equivalent to C ↾ ξ0, and inductively find Cn+1 ∈ RS(D⤿ C≤n) of type ≤ ω equivalent
to C ↾ ξn+1∖ξn. So ⟨Cn⟩n∈ω has type ≤ ω ⋅ω and is equivalent to C, i.e., D⤿ ⟨Cn⟩n∈ω =D⤿ C.
To make notation more simple, we assume that C = ⟨Cn⟩n∈ω .
Start by listing the countably many edges that appear in the cycles of C in type ω as
{ak ∶ k ∈ ω}. Our first goal is to find a finite C∗0 ∈ RS(D), and some D0 ∈ RS(D⤿ C
∗
0 ) of
type ≤ ω ⋅ ω so that
(1) both C∗0 ,D0 are subsequences of C,
(2) C∗0
⌢D0 is equivalent to C, and
(3) a0 does not appear in cycles from D0.
Then we look at a1 in D⤿ C∗0 and repeat the process to find a finite subsequence C
∗
1 of D0
and D1 subsequence of D0 so that C∗1
⌢D1 is equivalent to D0 but a1 (or a0) does not appear
in D1 any more. In the end, the sequence C∗ = ⟨C∗k ∶ k < ω⟩ has type ≤ ω and is equivalent to
C.
We present the construction of C∗0 and D0 in detail; the rest is strictly analoguous.
Let n0 be the maximal index so that a0 appears in some cycle from Cn. Let Fn0 be the
finite initial segment of Cn0 so that a0 does not appear in Cn0 ∖Fn0 . Let Fn0−1 be the finite
initial segment of Cn0−1 so that edges from Fn0 do not appear in cycles from Cn0−1 ∖Fn0−1.
Given Fn0 ,Fn0−1 . . .Fn0−k+1, we let Fn0−k be the smallest finite initial segment of Cn0−k
so that edges from Fn0 ,Fn0−1 . . .Fn0−k+1 do not appear in Cn0−k ∖ Fn0−k. This defines
F0,F1 . . .Fn0 and we let
C∗0 = F0
⌢F1
⌢ . . . ⌢Fn0
and
D0 = (C0 ∖F0)
⌢(C1 ∖F1)
⌢ . . . ⌢(Cn0 ∖Fn0)
⌢Cn0+1
⌢Cn0+2
⌢ . . .
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First, a simple induction on k = 0,1 . . . n0 proves that F0⌢F1⌢ . . . ⌢Fk ∈ RS(D) and so
C∗0 ∈ RS(D) as well. Similarly, (C0 ∖ F0)
⌢(C1 ∖ F1)⌢ . . . ⌢(Ck ∖ Fk) ∈ RS(D⤿ C∗0 ) is proved
by induction k = 0,1 . . . n0 and in turn D0 ∈ RS(D⤿ C∗0) follows.
The only thing left to show is that C∗0
⌢D0 is equivalent to C. However this is trivial: C∗ is
a rearrangement of C and the direction of an arc after reversing by either sequence is simply
decided by the number cycles the arc appears in. 
Finally, let us mention the following corollary:
Corollary 8.5. If C ∈ RS(D) is arbitrary and F ⊆ A(D⤿ C) is finite then there is a finite
CF ∈ RS(D) so that F ⊆ A(D⤿ CF ) already.
9. Appendix C: reversing triangles versus reversing arbitrary cycles
It is an easy exercise (already noted in [8]) that in any tournament D, the reversal of a
cycle of length k is equivalent to the reversion of k − 2 many 3-cycles. In particular, the
following holds.
Observation 9.1. Suppose that D is a tournament and C ∈ RS(D) is finite. Then there is
sequence of 3-cycles C∆ ∈ RS(D) so that D⤿ C =D⤿ C∆.
Now, what can we say about infinite sequences? In particular, can we make sure that
when we substitute a cycle by a sequence of 3-cycles the new sequence remains locally finite?
We claim that the answer is yes, at least for countable sequences.
First, we need a slightly technical but easy statement.
Proposition 9.2. Suppose that D is a tournament and C ∈ C(D). Then for any vertex
v ∈ V (C) there is a sequence of 3-cycles Cv so that D⤿ C =D⤿ Cv and any edge e ∈ E(Cv)
either contains v or e ∈ E(C).
Proof. We prove by induction on k = ∣C ∣ for all tournaments D simultaneously. If k = 3 then
we can trivially take C = ⟨C⟩.
Suppose that k > 3 now and we distinguish two cases: first, suppose that v0v2 ∈ A(D)
where C is on vertices v0v1 . . . vk−1. Now, C0 = v0v2v3 . . . vk−1 is a k − 1-cycle so there is a
sequence C0 ∈ RS(D) of 3-cycles (by the inductive hypothesis) so that D⤿ C0 = D⤿ C0.
Let C1 = v0v1v2 and note that C1 ∈ C(D⤿ C0) and
D⤿ C =D⤿ ⟨C0,C1⟩ =D⤿ (C0
⌢⟨C1⟩).
In turn, C = C0⌢⟨C1⟩ is the desired sequence of 3-cycles.
Second, suppose that v2v0 ∈ A(D). Now, we reverse C0 = v0v1v2 first and note that
C1 = v0v2 . . . vk−1 is a k − 1-cycle in D⤿ C0. In turn, the induction applies and we can find
a sequence of 3-cycles C1 ∈ RS(D⤿ C0) so that
D⤿ C =D⤿ ⟨C0,C1⟩ =D⤿ (⟨C0⟩
⌢C1).
So C = ⟨C0⟩⌢C1 is the desired sequence of 3-cycles. 
Corollary 9.3. If D is a tournament and C ∈ RS(D) is countable then there is a type ≤ ω
sequence of 3-cycles C∆ ∈ RS(D) so that D⤿ C =D⤿ C∆.
We already proved this for finite C; the slight difficulty now comes from arranging that
the sequence of triangles provided by Proposition 9.2 remains locally finite.
Proof. First, we can suppose that C has type ω by Theorem 8.4 i.e. C = ⟨Cn⟩n∈ω.
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Claim 9.4. There are finite sets of vertices W0 ⊆W1 ⊆ . . . and n0 < n1 < . . . in N so that
(1) ⋃V (C) = ⋃{Wi ∶ i < ω}, and
(2) A(C) ∩W 2i = ∅ for any C ∈ ran(C ↾ ω ∖ ni) and i < ω.
This is easily done using the local finiteness and countable size of C.
Now, note that (2) implies that if ni ≤ n < ni+1 then we can fix a vertex vn ∈ V (Cn)∖Wi.
Next, let Dn denote the sequence of 3-cycles on vertex vn given by Proposition 9.2 equivalent
to Cn in D⤿ C ↾ n. Keep in mind that any edge e of a 3-cycle from Dn is either an edge of
Cn or contains vn.
We claim that C∆ = ⟨Dn⟩n∈ω ∈ RS(D) and D⤿ C = D⤿ C∆. The fact that ⟨Dn⟩n<m ∈
RS(D) and D⤿ C ↾m =D⤿ ⟨Dn⟩n<m easily follows from the choice of Dn.
So, we need that C∆ is locally finite. If e ∈ E(C∆) then there is an i so that e ∈ [Wi]2. If
n ≥ ni then e ∉ E(Cn) and vn ∉ e. In particular, no triangle from Dn contains e. This proves
that e can only appear in ⟨Dn⟩n<ni , and so C∆ is locally finite.

We do not know if the above corollary extends to uncountable sequences. However, note
that simply applying Proposition 9.2 will not suffice in the uncountable case: let D be a
tournament of vertices ω1 and suppose that Cα,n = (α,2n,α + 1,2n + 1) is a 4-cycle for all
limit α ∈ ω1 and n < ω. The sequence C = ⟨Cα,n⟩α∈lim(ω1),n∈ω consists of edge-disjoint cycles
so C ∈ RS(D).
If we triangulate using Proposition 9.2, then we select a diagonal of the cycles with each
triangle. However, if eα,n is a diagonal of Cα,n then {eα,n ∶ α ∈ lim(ω1), n ∈ ω} is not locally
finite. Indeed, if there are uncountably many α so that eα,n ∈ [ω]2 for some n ∈ ω then there
is a single e ∈ [ω]2 so that e = eα,n for uncountably many α. So, for almost all α, we selected
eα,n = {α,α + 1} for all n ∈ ω.
10. Open problems
In our (biased) opinion, the two main questions which remained open are whether the
Main Theorem extends to all digraphs and if Thomasse´’s conjecture holds for arbitrary
digraphs.
Problem 10.1. Suppose that D is an arbitrary digraph. Is there a C ∈ RS(D) so that
D⤿ C has finite strong components?
Problem 10.2. Suppose that D is an arbitrary digraph. Is there a C ∈ RS(D) so that
D⤿ C has dichromatic number ≤ 2?
Both questions are open even for countably infinite digraphs.
Now, regarding finite digraphs, it would be very interesting to learn more about the
reversal sequences that are used to lower the dichromatic number.
Problem 10.3. Suppose that D is a finite digraph. Find a lower bound for r(D) i.e. the
minimal length of a sequence C ∈ RS(D) so that Ð→χ (D⤿ C) ≤ 2.
Problem 10.4. Is the bound r(D) ≤ (n − 1)m from Corollary 7.4 sharp?
Regarding the complexity of finding r(D) the obvious problem is NP-hardness.
Problem 10.5. Given a digraph (or tournament) D and k ∈ N, is the problem of deciding
if r(D) ≤ k NP-hard?
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As we mentioned in Appendix C, we could not answer the next question for arbitrary
uncountable reversal sequences.
Problem 10.6. Suppose that D is a tournament and C ∈ RS(D) is arbitrary. Is there a
sequence of 3-cycles C∆ ∈ RS(D) so that D⤿ C =D⤿ C∆?
It is also reasonable to ask if the proof of the Main Theorem can be carried out using
3-cycles only.
Finally, we would like to mention two old and well known open problems from the theory
of dichromatic number (independent of cycle reversions). The first is due to V. Neumann-
Lara:
Conjecture 10.7. Ð→χ (D) ≤ 2 for any planar digraph D.
Quite recently, Z. Li and B. Mohar [13] showed that the conjecture holds for digraphs of
digirth at least 4.
The second question is from P. Erdo˝s and Neumann-Lara [6, 15]:
Conjecture 10.8. There is a function f ∶ N→ N so that χ(G) ≥ f(k) implies that Ð→χ (D) ≥ k
for some orientation D of G.
Note that any graph G with χ(G) ≥ 3 must contain a cycle and hence there is an orienta-
tion D of G with a directed cycle i.e. Ð→χ (D) ≥ 2. In turn f(2) = 3 but no other value of the
function f is currently known. Somewhat surprisingly, for graphs with chromatic number
and size ℵ1, one can say more about possible orientations and the dichromatic number [17].
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