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This paper investigates the application of optimal control results to the experimental
ight of a Single Coaxial Rotor (SCR) Unmanned Aerial Vehicle (UAV) conducted in the
indoor ight facility of the National Defense Academy of Japan (NDA). The optimal control
problem is prescribed as a minimum-time hover-to-hover maneuver of the SCR UAV and it
is solved using pseudospectral (PS) optimal control theory. The computed optimal results
are applied as open-loop commands to the real UAV system. Additionally, a PID control
is used for hovering ight before and after the minimum-time maneuver. Preliminary
experimental results demonstrate the feasibility of commanding the UAV with open-loop
optimal solutions generated oine.
I. Introduction
Technological advances in electronics miniaturization and manufacturing processes have facilitated the
rapid development of numerous varieties of UAV systems. These UAVs are welcoming a plethora of research
as they lend themselves to cost-eective testbeds for mission-specic scenarios in addition to general and
advanced algorithm development. Rotor UAVs have been an increasingly popular research platform in
recent years due to their ability to hover and ease of take o and landing compared to xed-wing UAVs.1{10
Small-rotor UAVs (e.g.1/2 m) are particularly attractive since they can be operated indoors - an ideal test
environment for generating baseline ight conditions.4,11
Unfortunately, small-rotor UAVs have the disadvantage of low payload capability. This problem limits
their endurance performance and consequently impacts mission utility if transitioned to operational pro-
grams. Related to endurance, some UAV missions may require the capability to rapidly acquire, identify,
and track a target while maintaining ight in a predened loitering area. Such a scenario may require the
ability to minimize fuel consumption to improve mission endurance12{14 and/or to minimize the time it takes
to approach the loitering area or to circle a predened area of interest.10,15 It has repetitively been shown
that applying optimal control theory16,17 to improve mission performance is an eective approach.
For example, there have been substantial developments in numerical optimization methods for the pur-
pose of obtaining optimal control trajectories.18{20 Furthermore, there exists experimental research to verify
the adaptability of oine optimal solutions to the real applications. For example, a historical ight experi-
ment for the minimum time-to-climb of the jet ghter was performed in 1962.21 Research groups conducted
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ight experiments using both aircraft and helicopters to conrm the eectiveness of using oine optimal
solutions.22{24 Other prominent examples were the successful demonstration on March 3, 2007 of the Zero
Propellant Maneuver (ZMP)25,26 of the International Space Station (ISS) and the design and ight imple-
mentation of time-optimal attitude maneuvers performed onboard NASA's Transition Region and Coronal
Explorer spacecraft,27 whereby implementing the pseudospectral optimal control.20 Also, a new approach for
a real-time optimal control method was proposed and demonstrated by a successful experimental application
of the theory that involved slewing NPSAT1 spacecraft in a laboratory.28
Motivated by this research, this paper investigates a similar approach of applying a numerically optimized
control law to a real system. First, the minimum-time hover-to-hover maneuver of a single coaxial rotor
(SCR) UAV is computed oine employing pseudospectral optimization. Then, the obtained optimal results
are applied as open-loop commands to the real system in the indoor ight facility of the National Defense
Academy of Japan (NDA).
II. Problem Formulation
II.A. Indoor ight facility














Figure 2. System conguration of the indoor ight facility.
Fig.1 shows the indoor ight facility at the Measurement & Control Laboratory of NDA. Fig.2 shows the
system conguration. The vehicle's ight states are measured by the Motion Analysis motion capture system.
The system can be run at or below 240Hz. In the Control System, the feedback (FB) Controller calculates
the control inputs from the measured states, and the open-loop signal is supplied by the feedforward (FF)
Controller. The computed control signal is processed by the RC Controller System to generate UAV input
commands.
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Figure 4. Linearized model of x-axis motion of the Single Coaxial Rotor UAV
The nonlinear dynamical model of the SCR UAV including stabilizer bar dynamics were adapted from the
literature.8,9 For the purpose of brevity, only translational motion of the inertial axis (x,y,z) and the yawing
motion  are considered independently in this paper. Suppose that the SCR UAV is hovering with heading
angle  = 0, Fig.3. Fig.4 shows a linearized model of the x-axis motion which includes the second-order
system delay between the cyclic control input x of the RC Controller and the force fx. Parameters for the
following simulations are estimated by an unscented Kalman lter (UKF)29,30 using ight data, Table 1.





Kx [N ] 0.48
II.C. Optimal control problem
For the initial optimal control problem formulation, we assume that the minimum-time hover-to-hover ma-
neuver is a ight in the x direction only. If the y,z and  motions are stabilized well, the equations of motion
can be simplied to reect only motion about the x-direction. Referring to Fig.4, we dene the state vector
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as X = [x vx ax bx]
T 2 X  R4 and the control vector, a cyclic stick input, as U = [x]T 2 U  R. Thus,
the set of rst order dierential equations describing the system dynamics is given as Eq.(1),












where bx(t) = _ax(t) is a jerk, a rate of acceleration ax(t). Based on the limitation of the RC Controller
System in Fig.2, the control variables must satisfy the boundary limits given by Eq.(2) as
xmin  x  xmax (2)
For the hover-to-hover maneuver, the initial condition assumes perfect stabilization (i.e. zero motion) and














If there is no constraint set for the acceleration endpoint condition ax(tf ) and/or jerk bx(tf ), it causes
a stability disturbance right after the open-loop control. For this reason and to explore the eects of
increasing complexity by incrementally specifying additional boundary constraints, the following three cases














efB [X(tf )] =
























Minimize J [X();U(); tf ] = tf
Subject to Eqs:(1)  (3)
Eq:(4)orEq:(5)orEq:(6)
Now, with the problem posed as a standard optimal control formulation, it is readily solvable employing a
nonlinear optimization tool.
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II.D. Optimality of the problem
To gain insight into the problem and to verify the optimality of the obtained numerical solution, the opti-
mality conditions are analyzed.31 The control Hamiltonian H for the problem B is given by
H = xvx + vxax + axbx + bx









The Lagrangian of the Hamiltonian, H, is given by
H = H + x (8)










+  = 0 (9)
The KKT multiplier  must satisfy the complementary conditions:8><>:
bx > 0  < 0 x = xmin
bx = 0  = 0 xmin < x < xmax
bx < 0  > 0 x = xmax
















=  ax + 2x!xbx (13)
It is clear that x takes a constant value and vx is a linear function. For the case of CASE C, the Endpoint
Lagrangian is given by Eq.(14).
E = tf + 1x(0) + 2vx(0) + 3ax(0) + 4bx(0) + 5x(tf ) + 6vx(tf ) + 7ax(tf ) + 8bx(tf ) (14)
From the Hamiltonian value condition H(tf ) =  @ E=@tf =  1 and the Hamiltonian evolution equation
_H = 0, a necessary condition for time optimality is that the lower Hamiltonian H must be a constant and
numerically equal to  1 over the period of interest.
H(t) =  1 (15)
III. Example: Numerical Results and Experimental Results
III.A. Performance of hovering using PID control
A standard PID control is used for hovering ight before and after the minimum-time maneuver. Feedback
gains were tuned by trial-and-error of real ight maneuvers. Fig.6 shows one of the results of the hovering
ight by PID control at [x; y; z] = [0; 0; 0:7]m. Even for this indoor ight, the UAV's attitude varies due to
the inherent feature of its nonlinear dynamics. From the results, the position error is approximately 0:1 m
and the velocity error is approximately 0:1 m/s for each x,y and z directions.
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Figure 6. Hovering trajectory and velocity of PID control.
III.B. Numerical results
The initial location of the SCR UAV in the inertial frame is [x(0); y(0); z(0)] = [ 0:5; 0; 0:7]m and the
desired nal location is specied as [x(tf ); y(tf ); z(tf )] = [0; 0; 0:7]m, hovering at the boundary points. The
constraint for the control input into the RC Controller is  0:3  x  0:3.
The optimal control problem is solved by a modied method based on a Jacobi pseudospectral collocation
technique.32 In order to obtain the open-loop solutions as quickly as possible, the problem is scaled and
balanced for use in the numerical computation. Optimality of the solutions is veried by ensuring that the
Hamiltonian conditions are satised,20 Eq.(15), but omitted here for brevity.
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Figure 9. CASE C : Optimal input x and 
Fig.7,8 and 9 are the obtained optimal control inputs and the corresponding multiplier . It is clear that
switching between the maximum value and the minimum value of the control input occurs at the point where
the sign of  changes, thus verifying the complementary condition of optimality. This switching structure
is indicative of the minimum-time problems and commonly referred to as bang-bang control. Maneuvering
times tf for each cases are 1.67, 1.74, 1.85 s, respectively. The maneuver time for CASE A is faster than
the others because it has less constraints, albeit this is not always the case for constrained optimization
problems. Note that frequent switching causes severe motion of the vehicle.
III.C. Experimental results
The computed optimal results in Fig.7, 8 and 9 are applied as open-loop commands to the real UAV system.
During the minimum-time maneuver, x-direction motion is only augmented by the open-loop control and y,z
and  motions are compensated by PID controls similar to the hovering ight.
Fig.10, 11 and 12 show the results for each case with all initial times set to zero. Note that the initial
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Figure 10. CASE A : Numerical result and experimental results.
states of the experimental data are dierent from the numerical computation due to the disturbances during
hovering. Consequently, to compare the results easily, all x data are shifted until the initial value ts the
numerical data. For experimental data, both the acceleration and the jerk are obtained from derivation of
the velocity and ltered by the zero-phase moving average lter.
In all three test cases, the state variables have a similar response to the numerical data and the end-point
value for the position and the velocity converge within the error of hovering. However, for CASE A and
CASE B where the acceleration and/or the jerk are unconstrained at the nal time, the maneuver response
is disturbed as expected. On the other hand, CASE C exhibits a more stable response after the open-loop
maneuver.
IV. Conclusions
This paper presented the results of a preliminary investigation into the adaptability of numerical optimal
controls applied to a real UAV ight demonstration. As shown, the computed bang-bang controls drove the
SCR UAV to successfully perform a minimum-time hover-to-hover maneuver inside the NDA ight facility.
This ight demo, albeit simplistic, validated the feasibility of the approach. Future work will explore motion
in each axis and perhaps an online optimal command generation approach or optimal closed-loop control.
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Figure 12. CASE C : Numerical result and experimental results.
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