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Abstract of the Dissertation
Electronic and Thermal Properties of Puckered Orthorhombic Materials
by
Ruixiang Fei
Doctor of Philosophy in Physics
Washington University in St. Louis, 2017
Professor Li Yang, Chair

Puckered orthorhombic crystals, such as black phosphorus and group IV monochalcogenides, are
attracting tremendous attention because of their new exotic properties, which are of great
interests for fundamental science and novel applications. Unlike those well-studied layered
hexagonal materials such as graphene and transition metal dichalcogenides, the puckered
orthorhombic crystals possess highly asymmetrical in-plane crystal structure. Understanding the
unique properties emerging from their low symmetries is an intriguing and useful process, which
gives insight into experimental observation and sheds light on manipulating their properties. In
this thesis, we study and predict various properties of orthorhombic materials by using
appropriate theoretical techniques such as first-principles calculations, Monte-Carlo simulations,
and 𝑘 ∙ 𝑝 models.
In the first part of the thesis, we deal with the anisotropic electric and thermal properties of a
typical puckered orthorhombic crystal, black phosphorus. We first study the electric properties in
monolayer and few-layer black phosphorus, where the unique, anisotropic electrical conductance
is founded. Furthermore, we find that the anisotropy of the electrical conductance can be rotated
by 90° through applying appropriate uniaxial or biaxial strain. Beyond electrical conductance,
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we, for the first time, predict that the thermal conductance of black phosphorus is also
anisotropic and, particularly, the preferred conducting direction is perpendicular to the preferred
electrical conducting direction. Within the reasonable estimation regime, the thermoelectric
figure of merit (ZT) ultimately reaches 1 at room temperature using only moderate doping
(~2x1012 cm-2).
The second part of this thesis focuses on the electronic polarization of non-centrosymmetric
puckered materials-group IV monochalcogenide. We propose that monolayer group IV
monochalcogenides are a new class of two-dimensional (2D) ferroelectric materials with
spontaneous in-plane polarization. We have developed an effective mean-field method for Monte
Carlo simulations to calculate the phase transition of ferroelectricity. Moreover, we point out that
the piezoelectric effect of these monolayer materials is dramatically enhanced, and the
piezoelectric coefficient is about two orders of magnitude larger than that of other 2D and bulk
materials.
In the last part of thesis, we study the topological phase transition in compressed black
phosphorus. In this study, we use the 𝑘 ∙ 𝑝 model to figure out the quantum phase transition of
black phosphorus from a normal insulator to a Dirac nodal line semimetal. Via the low-energy
effective Hamiltonian, a novel “pseudo-spin-orbit” coupling mechanism is proposed to explain
such a phase transition in this material with the mirror symmetry. By first principles simulations,
we predict that applying a moderate uniaxial or hydrostatic pressure (>0.6 GPa) on bulk or
multilayer black phosphorus can diminish its bandgap and produce two-dimensional Dirac cones,
which has been confirmed by recent experiments.
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Chapter 1: Introduction
1.1 Low-symmetry puckered orthorhombic materials
Symmetry is a fundamental concept in modern physics, which provides a very useful method for
systematizing the description of physical systems in terms of their energy and momentum [1-4].
In comparison, many of the texture of the world is due to mechanisms of symmetry breaking [26]. In condensed matter physics, many phases of matters can be understood through the lens of
spontaneous symmetry breaking. For example, the spontaneous breaking of spatial-inversion
symmetry in matter may result in the appearance of a ferroelectric order [7,8], and the
spontaneous breaking of time-reversal symmetry in matter leads to the appearance of a
ferromagnetic order [6,9].
Compared with bulk materials (i.e. three-dimensional (3D) structures), the reduceddimensional materials (i.e. two-dimensional (2D) and one-dimensional (1D) structures), which
have been fabricated in experiments with the technology advance, probably have different
symmetries [10-17]. A simple example is that the point group symmetry of graphite is D 3h, while
the symmetry of the 2D monolayer graphene is the point group D6h [18, 19]. Many novel
physical properties emerge due to the changes of symmetry, particularly the symmetry breaking
in the reduced-dimensional structures. For example, because of the lack of inversion symmetry,
the piezoelectric response (i.e. the electronic polarization in response to the strain or stress) could
be observed in the 2D monolayer Molybdenum disulfide (MoS2) while disappeared in its bulk
case [20-22]. Another example is that the inversion symmetry breaking together with spin-orbit
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coupling (SOC) leads to coupled spin and valley physics in monolayer MoS2 and other group-VI
dichalcogenides, making possible controls of spin and valley in these 2D materials [23-26].

Figure 1.1: The atomic structures for (a) hexagonal honeycomb structure, and (b)
puckered orthorhombic structure.
To date, the well-studied layered hexagonal-lattice materials (Figure 1.1a), such as group-VI
dichalcogenides [12, 13], silicene [27, 28], and hexagonal boron nitride (hBN) [29, 30], have
attracted fast-growing interest in exploring their remarkably varied and exotic properties, since
the discovery of intriguing low-dimensional physics in monolayer graphene [10, 11]. However,
these high symmetrical 2D materials at least hold three-fold rotation symmetry, resulting in
mostly isotropic in-plane physical properties. In other words, the electronical, thermal,
mechanical, and optical properties of these materials are not dependent on the in-plane crystal
directions. For example, field effect transistor built along different crystal directions on the wafer
will have the same electrical, thermal, and optical performance, which is beneficial for
controlling the uniformity of the device performance [25, 26,31, 32].
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Given the guidance of the symmetry breaking mechanism mentioned above, the novel
physical properties would emerge if the in-plane three-fold rotation symmetry is broken.
Recently, a selected group of emerging 2D asymmetrical in-plane materials provide a good
platform for exploring novel applications in 2D systems. Such layered materials include black
phosphorus and its arsenic alloys [14, 15, 33-37], as well as compounds with the isoelectronic
structure as black phosphorus, which include the monochalcogenides of group IV elements like
Ge, Sn [38-40]. As schematically shown in Figure 1.1 (b), these emerging 2D materials possess
the puckered honeycomb orthorhombic structure, which only has the mirror symmetry. As a
result, they exhibit unique, anisotropic characteristics. This new degree of freedom in their
physical properties, together with other unique features arising from their low symmetry crystal
lattice, can provide a previously unexplored tunability on the characteristics of electrical, optical,
thermal, and mechanical devices, hence opening the door to a wide range of opportunities for
developing conceptually new applications.
Moreover, these puckered orthorhombic structures provide a good platform for researching
new physics in 2D systems because of their low in-plane symmetries. For example, the electronic
polarization order might emerge in such materials because of the broken spatial-inversion
symmetry [41]. Due to the flexibility of the puckered structure, the polarization direction could
be converted by a moderate electrical field, resulting the ferroelectricity in such materials [41,
42]. In consequence, the spontaneous in-plane polarization in such structures can drive a shift
photocurrent, which named the bulk photovoltaic effect (BPV) [43]. Compared with the
traditional photovoltaic effect in p-n junctions, the open-circuit voltage of BPV effect is not
limited by the bandgap due to the electronic polarization [44, 45]. More interestingly, these
puckered 2D materials could be used as a platform to investigate the topological phase such as
3

the quantum Hall effect [46, 47] and the quantum spin Hall effect [48]. In our thesis, we will not
only study the anisotropic properties and novel spontaneous polarization effect, but also discuss
the novel topological phase transition in these puckered orthorhombic materials. [33, 41, 47, 4952]

1.2 First-principles simulation base on band theory
The band-structures [53] of these materials provide basic information of interesting physics in
these puckered orthorhombic materials. However, it is a big challenge to theoretically deal with
the electronic structure in a given material, because such a system consists a macroscopically
substantial number of electrons and nuclei. The most generic Hamiltonian of both 3D and
reduced-dimensional systems include the kinetic energy of electrons and nuclei, the electronelectron (e-e) and electron-nuclei (e-n) Coulomb interactions, as well as the spin-orbit coupling
as a relativistic effect in systems with heavy elements. As a first step, one can employ the BornOppenheimer (BO) approximation because the characteristic time scale of nuclear dynamics is
much slower than that of electrons [54]. Such an approximation is to isolate the nuclear
dynamics from the electrons by freezing the nuclear degrees of freedom and consider a static
periodic lattice structure. This approximation dramatically reduces the degrees of freedom and
the complexity involved in our study.
The drastic approximation about the single-particle picture of electrons has to be developed to
deal with the many-electron system. Specifically, the complicated e-e Coulomb interaction of
many-electron is approximated as single electron moving in an effective static field generated
self-consistently by other electrons, resulting in reducing the many-electron correlated system to
a non-interacting electrons system. On the other hand, for crystal structures which have the
4

translational symmetry and periodical boundary condition, the Bloch theorem makes it possible
to calculate the electronic states within the smallest unit cell commensurate with the period
boundary condition and subsequently obtain all quantum states by adding an extra phase
modulation [54].
To date, the complicated problem is reduced to a simpler problem of solving for many noninteracting electrons obeying Pauli exclusion principle and moving in an effective static field
with lattice periodicity. The eigenstates of such a mean-field effective Hamiltonian are known as
Bloch states 𝜓𝑛𝑘 (𝑟), where k is the wave vector which is periodic in the Brillouin zone, and n is
the band index. The corresponding eigen energies 𝐸𝑛𝑘 give us the band structure. Such a theory
is known as the band theory, which lays the foundation for modern solid-state physics. The band
structure and Bloch states of a given materials typically act as the cornerstone of the most
interesting physics in solids, such as electrical transport [53], and optical properties [54], as well
as the phase transition problems described by Landau symmetry breaking theory [7, 8].
One of the efficient method based on band theory to study the electronic structure in solids is
the first-principles technique, such as density functional theory (DFT). The key point is that there
is a universal density functional in the expression of the total energy, which is sufficient to
determine the ground state of electrons in the presence of a given external potential. In 1965,
Kohn and Sham proposed a self-consistent procedure to apply DFT to atomic and solid-state
calculations [55]. They included all the many-body effects into the exchange-correlation energy
functional and minimized the energy functional to derive the Kohn-Sham single particle
equations. The many-body effect created a new local exchange-correlation potential term 𝑉𝑥𝑐 in
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addition to the Hartree term. Using such methodology, it becomes feasible to calculate properties
of realistic materials in an accurate and “parameter-free” way.
Based on the state-of-the-art first-principles method, many accurate DFT-based techniques
have been developed to study complex problems in realistic systems. To name a few, the DFTbased linear response method is developed to calculate the phonon in solid, which comprises of
perturbations on ions from equilibrium positions [56]; the onsite Hubbard Coulomb interaction
on the Hartree-Fock level is added in DFT to study the strong correlated interaction in transition
metal oxides [57]; the first-principles based many-body perturbation methods such as so-called
GW approximation is developed to solve the underestimated band-gap problem [58, 59]; the
electronic polarization can be evaluated with great accuracy by using the Berry phase
polarization theory based on first principles Bloch functions, which also is called the modern
theory of polarization [60, 61]; and one can study the topological properties such as the
topological index in crystals by using the first-principles maximally localized Wannier functions
[62]. These DFT-based techniques have well promoted theoretical explanation and prediction of
the novel properties in materials. In Chapter 2, we will give the details about the basic
conceptions of DFT methods, the Berry phase polarization theory, and the linear response
method for phonon calculation, which are relevant to our topics.

1.3 Electric polarization and Berry phase
In the thesis, one of the main topics is the electric polarization in non-centrosymmetric puckered
orthorhombic materials. The concept of electric polarization is the key to understand
ferroelectricity, and the Berry phase theory of polarization provides the numerical tool to study
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polarization in periodic crystal structures. In this section, only a simple introduction about the
Berry phase polarization theory is presented and the details will be given in Chapter 2.
Before the development of the modern theory of polarization, the macroscopic polarization
does not have microscopic understanding, not only at the first-principles level, but even at the
level of sound microscopic models. It is obscure to understand the picture of a ferroelectric and,
more generally, inside a polarized dielectric [63]. The central problem is with the definition of
bulk polarization in a periodic crystal. A classical picture is the Clausius-Mossotti (CM) model,
in which each unit cell provides a localized electric dipole [63]. In a crystalline system, the CM
macroscopic polarization PCM is defined as the sum of the dipole moments in a given cell divided
by the cell volume. The problem with the CM model is that the electronic charge density in a
crystal has a periodic continuous distribution, so it is ambiguous to partition the charge
distribution into localized contributions. Even more importantly, no matter which reasonable cell
one adopts, the magnitude of polarization PCM is at least an order of magnitude smaller than the
actual polarization value P measured in silicon [63].
As the local electric dipole picture fails, it is tempting to use the continuous distributed charge
density ρ(r) to define the electric dipole in a bulk crystal. There are many attempts to give a welldefined polarization. One is to define it as the polarization of a macroscopic sample divided by
the its volume, 𝑃𝑠𝑎𝑚𝑝 = 𝑉

1

𝑠𝑎𝑚𝑝

∫𝑠𝑎𝑚𝑝 𝑑𝒓 𝒓𝜌(𝒓). This definition works well for finite systems such

as molecules. However, for a bulk crystal, the above definition cannot distinguish between the
polarization from the surface charges and the bulk polarization. Moreover, the surface
polarization depends on the specific experimental environment in which the sample is prepared
and the surface charge density is difficult to control. Another attempt is via 𝑃𝑐𝑒𝑙𝑙 =
7

1
∫ 𝑑𝒓
𝑉𝑐𝑒𝑙𝑙 𝑐𝑒𝑙𝑙

𝒓𝜌(𝒓), where the integration is carried out over one unit cell deep in the interior of

the sample. However, this definition is still ambiguous, because the polarization depends on the
shape and location of the unit cell used.
From the above discussion, we should have the conclusion that the periodic electronic charge
distribution in a polarized crystalline solid cannot, even in principle, be used to construct a
meaningful definition of bulk polarization because of their periodic lattice [63, 64]. This problem
was finally solved in 1992 by Resta [60], and King-Smith and Vanderbilt [61], and this
development is known as the “modern theory of polarization.” As the electric polarization is
expressed in terms of Berry phase, this theory is also called “Berry phase theory of polarization”.
In the past twenty years, Berry phases have been found to manifest themselves in many solidstate physics observables such as the electronic polarization [60-64], quantum Hall effect [65],
and topological insulator [66]. In crystals, the Berry geometric phase could be defined for a
Bloch function which varies adiabatically on a k path in the Brillouin zone (BZ). Such a Berry
phase accumulated by varying Bloch functions in the BZ was first discussed by Zak, and
sometimes known as Zak’s phase [67]. Berry phase is a crucial physical concept for
understanding various interesting phenomena in solids, from the Landau’s symmetry breaking
phase to the topological phase. For example, electric polarizations in non-polar ferroelectrics
stems from the Berry phase of Bloch functions in the BZ [61, 63], the intrinsic contribution to
the anomalous Hall effect in 2D systems originates from the Berry phase of the Bloch function
around the Fermi loop [68].
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1.4 Topological materials
Landau symmetry-breaking theory has been a very successful theory [69-71], which is believed
to be the universal transition mechanism of all possible orders and phase transition in materials
for a long time. However, since the late 1980s, it has become gradually apparent that Landau
symmetry-breaking theory may not describe all possible orders.

There are also "exotic"

continuous phase transitions between states with the same symmetry, or states with very different
symmetry breaking [72, 73].
The reduced dimensional systems play an important role in recognizing the phase transition
violating the Landau symmetry-breaking theory. The best-known examples are the KosterlitzThouless (KT) transition in the classical 2D XY-model [72], and the Haldane phase in 1D integer
antiferromagnetic spin chain [73]. After the SO(3) rotation symmetry protected Haldane phase
was proposed, many symmetry-protected topological (SPT) phases in 2D systems have been
clarified or proposed, such as quantum Hall, quantum spin Hall, and Chern insulator[65, 74, 75].
Many topological materials in 3D form have also been found recently, such as topological
insulator [66, 76-78], Dirac semimetal [79], and Weyl semimetal [80]. Topological insulators are
the typical SPT state protected by the U(1) and time reversal symmetry. The most famous one
may be the Bi2Se3-class materials [78, 79], including Bi2Se3, Bi2Te3 and Sb2Te3. They were first
theoretically proposed as candidates of TIs in 2009 [77], and then were experimentally verified
by the angle resolved photoelectron spectroscopy (ARPES) [78].
The most well-studied 3D topological insulators such as Bi2Se3-class materials [77] and
quantum spin Hall materials such as graphene [74] have the 3-fold or higher crystalline
symmetry. Beyond these materials, there are few topological phase studies performed on the low
9

crystalline symmetry materials such as previous discussed puckered orthorhombic structural
materials. Since the topological insulator or quantum spin Hall materials are the SPT states not
protected by the discrete crystalline symmetry, it is not forbidden to reveal some topological
phases in these low-symmetry puckered orthorhombic structural materials.

1.5 Outline of the present work
The present work is devoted to using first-principle methods for calculating electronic and
thermal properties of puckered orthorhombic lattice structure materials, such as black
phosphorus and group IV monochalcogenide. Chapter 2 describes the theoretical basis for our
study, including density-functional theory, density-functional perturbation theory for phonon
calculation. I will also describe the basis concept of Berry phase and its application- Berry phase
theory of polarization, which provides a formalism suitable for infinite periodic crystals. In
addition to the fundamental theories, approximations that are necessary to carry out practical
applications are also discussed in this chapter.
After Chapter 2, the thesis is divided into three parts. The first part is focused on the
electronic and thermal properties of centrosymmetric puckered material- black phosphorus. In
Chapter 3, we present the unique, anisotropic electrical conductance in monolayer and few-layer
black phosphorus. The electrical mobility by using deformation potential approximation in this
no-polar material will be analyzed. Chapter 4 will describe the phonon structures, the anisotropic
thermal properties, and the enhanced thermoelectric effect in monolayer black phosphorus.
The second part is focused on the electronic polarization of non-centrosymmetric puckered
materials-group IV monochalcogenide. In Chapter 5, we present the monolayer and odd-number
layer group IV monochalcogenide are spontaneously polarized and ferroelectric materials due to
10

the spontaneous breaking of spatial-inversion symmetry. The revealed mechanism of the
ferroelectric phase transition, explained by the Landau theory, takes us closer to understand the
universal critical properties of 2D materials. In Chapter 6, we will describe the giant
piezoelectric response of those in-plane ferroelectric materials through first-principle
calculations. The characteristic piezoelectric coefficients of these materials are predicted to be
about two orders of magnitude of those of previously known piezoelectric materials, such as
quartz and AlN.
In the third part, we study the topological phase transition in compressed black phosphorus,
which cannot be described by the conventional Landau phase transition theory. In this study, we
use the first-principles simulations and the 𝑘 ∙ 𝑝 theory to figure out the insulator to Dirac
semimetal phase transition. With the detail study of the low-energy effective Hamiltonian, a
novel “pseudo-spin-orbit” coupling mechanism is proposed in this mirror symmetry materials.
Consequently, the Dirac semimetal state of compressed black phosphorus is the interstate
between normal insulator and 3D topological insulators. In this Chapter, we will also discuss the
critical pressure of topological phase transition and the corresponding Landau levels in black
phosphorus by using first principles calculations and numerical analysis.

11
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Chapter 2: Computational Methods
We briefly know the powerful of the band theory first-principles methods for solving the
Schrodinger’s equation in the previous Chapter. In this chapter, I will give a brief review of the
first-principles methods that I used in my studies of low symmetry puckered orthorhombic
structures. This chapter is organized as follows. The first section is an introduction of density
function theory (DFT), which the foundation of electronic-structure calculations and the
geometric phase calculations in solids. The pseudopotential method is discussed as well because
they are essential ingredients of modern first-principles simulations based on DFT. The second
section is about the first-principles calculation of phonons and we specially focus on the linear
response theory, in which the dynamical matrix (DM) is calculated through the perturbation of
the linear-order variations of the electron charge density. The last section is about Berry’s
geometric phase and “modern theory of polarization”. we will first introduce the concept of
Berry phase, and discuss the Berry phase in Bloch bands. Then, we will discuss its important
applications in solids such as “modern theory of polarization” in crystals.

2.1 Density functional theory
2.1.1 Hohenberg-Kohn theorems and Kohn-Sham equation
The foundation of density functional theory is laid on the two Hohenberg-Kohn theorems [81]
published in 1964. The first Hohenberg-Kohn theorem states that in principles the ground-state
electron density n(r) of the many-electron system uniquely determines the external potential
Vext(r) and hence the Hamiltonian of the system. This means that the Hamiltonian can be written
as a functional of the ground-state electron density. As a result, the N-electron many-body
problem with 3N spatial coordinates is reduced to a 3-coordinate problem by using the functional
13

of electron density instead of the many-body wavefunction. The second Hohenberg-Kohn
theorem defines a general form of the energy functional and proves that the correct ground state
electron density minimizes this energy functional.
In 1965, a year after the Hohenberg-Kohn’s paper, Kohn and Sham published their work in
the development of density functional theory [12]. Their original idea is to map the interacting
many-body system into a fictitious non-interaction system, the Kohn-Sham system, that has the
same ground-state electron density as the interacting one. From the Hohenberg-Kohn theorem,
the ground-state energy of an interacting electron gas in a static external potential v(r) can be
written in the form
𝐸 = ∫ 𝑣(𝒓)𝑛(𝒓)𝑑𝒓 + 𝐹[𝑛(𝒓)] .

(2.1)

It is obvious that the universal function F[n(r)] includes the classical Coulomb energy
1

𝐹[𝑛(𝒓)] = ∫
2

𝑛(𝒓)𝑛(𝒓′)
|𝒓−𝒓′|

𝑑𝒓𝑑𝒓′ + 𝐺[𝑛(𝒓)]

(2.2)

Where 𝐺[𝑛(𝒓)] is a universal functional consisting of the kinetic energy of the noninteracting electrons 𝑇[𝑛(𝒓)] and the exchange-correlation energy 𝐸𝑥𝑐 [𝑛(𝒓)]
𝐺[𝑛(𝒓)] = 𝑇[𝑛(𝒓)] + 𝐸𝑥𝑐 [𝑛(𝒓)] .

(2.3)

Under the constraints of ∫ 𝛿𝑛(𝒓)𝑑𝒓 = 0, the stationary property is
𝑛(𝒓′ )

∫ 𝛿𝑛(𝒓){𝑣 + ∫ |𝒓−𝒓′| 𝑑𝒓′ +

𝛿𝑇[𝑛(𝒓)]
𝛿𝑛(𝒓)

+

𝐸𝑥𝑐 [𝑛(𝒓)]
𝛿𝑛(𝒓)

}𝑑𝒓 = 0 .

(2.4)

This is equivalent to solving the following Schrӧdinger-like partial differential equation,

[−

ћ2 ∇2
2𝑚

+ 𝑣𝑒𝑓𝑓 (𝒓)] 𝜓𝑖 (𝒓) = [−

ћ2 ∇2
2𝑚

+ 𝑣(𝒓) + 𝑣𝐻 (𝒓) + 𝑣𝑥𝑐 (𝒓)] 𝜓𝑖 (𝒓) = 𝜖𝑖 𝜓𝑖 (𝒓)
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(2.5)

Where m is the mass of electron, 𝑣𝑒𝑓𝑓 (𝒓) is an effective and local potential, 𝜓𝑖 (𝒓) is the 𝑖th
Kohn-Sham orbital, and 𝜖𝑖 is the eigenvalue of 𝑖th Kohn-Sham orbital. The effective potential
𝑣𝑒𝑓𝑓 (𝒓), the most vital component in the Kohn-Sham equation, is defined as follows:
𝑍

𝑣(𝒓) = − ∑𝐼 |𝒓−𝑹𝐼 |
𝑰

𝑣𝐻 (𝒓) = ∫ d𝐫′

𝑣𝑥𝑐 (𝒓) =

𝑛(𝒓′)
|𝒓−𝒓′|

𝛿𝐸𝑥𝑐 [𝑛(𝒓)]
𝛿𝑛(𝒓)

𝑛(𝒓) = ∑𝒊 |𝜓𝑖 (𝒓)|𝟐

(2.6)

(2.7)

(2.8)

(2.9)

The Kohn-Sham equation describes an electron moving in an effective potential produced by
other electrons, which can be solved by a self-consistent computational scheme. It significantly
simplifies the many-body problem by including exchange and correlation as approximated
functional and reducing to independent-particle equations with new effective potentials.

2.1.2 Approximations for exchange-correlation energy
Unfortunately, the Hohenberg-Kohn theorems only give an existence proof of the density
functional but did not give any hint on how to obtain the exact form of the exchange correlation
functional. Therefore, different approximations of the exchange-correlation functional have been
developed for practical calculations. To date there are two popular approximations, the local
density approximation (LDA) and the generalized gradient approximation (GGA).
For a slowly varying 𝑛(𝒓), the exchange-correlation energy can be assumed to has the
localized form, which is written as
15

𝐸𝑥𝑐 = ∫ 𝑑𝒓 𝑛(𝒓)𝜀𝑥𝑐 (𝑛(𝒓))

(2.10)

𝜀𝑥𝑐 (𝑛(𝒓) is the exchange-correlation energy per electron of a uniform electron gas of density
𝑛(𝐫). This is called the local density functional approximation (LDA), in which the exchangecorrelation energy is determined by the corresponding term 𝜀𝑥𝑐 (𝑛(𝐫) from the homogeneous
electron gas. One of the most commonly LDA functional is the Perdew and Zunger (PZ)
𝑟

proposed in 1981 [82]. It becomes exact in two limiting cases: the slowly varying case 𝑟𝑠 ≪ 1, or
0

𝑟

3

the hight-density case 𝑎𝑠 ≪ 1, where𝑟𝑠 = (4 𝜋𝑛)1/3 is the Wigner-Seitz radius and 𝑟0 is a typical
0

length over which charge density changes considerably. Despite the fact that neither condition is
well satisfied for most real materials, this simple approximation turned out to be very successful
in practical calculation of metals and semiconductors.
Besides LDA, another widely used approximated functional is the generalized gradient
approximation (GGA), which includes the gradient term of the local density and could improve
the approximation for some materials with rapidly varying charge density [83, 84]. The GGA
makes use of both charge density 𝑛(𝒓) and its gradient ∇𝑛(𝒓) , improving total energies,
atomization energies and structural energy differences. Its exchange-correlation energy
functional takes the form
𝐺𝐺𝐴
𝐸𝑥𝑐
= ∫ 𝑑𝒓 𝑓(𝑛(𝒓), ∇𝑛(𝒓) )

(2.11)

The GGA form proposes a more accurate way to include the gradient term of the local
density. A few forms of the expansion have been proposed, such as Perdew, Burke and Enzerhof
(PBE) [84], Perdew and Wang (PW91) [85], and Becke(B88) [86].
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Despite its simplicity, the LDA and GGA successfully describe the ground-state properties
of atoms, molecules, and solids. Structural properties of solids such as the lattice constant, the
bulk modulus, and the cohesive energy are generally determined to within a few percent of the
experimental values.

2.1.3 Plane-wave pseudopotential method
To facilitate solving the Kohn-Sham equations, good basis functions must be used. The
orthogonal plane wave method is one of the most commonly used basis functions in the early
calculations. However, the deep and sharp nuclei attractive potential make the number of plane
waves in orthogonal plane wave very large and slows the calculation speed extremely. To avoid
this difficulty, people suggest many models, and the pseudopotential is one of the successful
solutions.
The key idea is to replace the true atomic potential by a pseudopotential that effectively
reproduces the effects of the core electrons. The main contribution of the core electron states is
to make the valence electron orthogonal to them. Thus, we can model this effect as a potential,
which is repulsive because of the orthogonality. This repulsive potential can cancel part of the
sharp and deep nuclei ionic potential and decreases the number of plane waves needed to expand
the electronic states in solids. the pseudopotential directly determined from the atomic
configuration has both local and non-local components. If we project them into the spherical
harmonic basis, it has the form as
𝑉𝑃𝑆 = 𝑉𝑙𝑜𝑐𝑎𝑙 + ∑𝑙𝑚|𝑌𝑙𝑚 ⟩𝑉𝑛𝑜𝑛−𝑙𝑜𝑐𝑎𝑙 ⟨𝑌𝑙𝑚 |

(2.12)

This is not efficient for computations. It is proposed by Kleinman and Bylander (KB) that
there is a projecting process which can transfer the above pseudopotential form into a complete
17

non-local form [87]. This scheme is widely used in today’s calculation and saves much of the
computation time.

2.2 Linear Response Theory for Phonon Calculation
2.2.1 Phonons
Phonons are collective vibrations of atoms at certain frequencies in a solid, and the oscillation
mode is called the normal mode. The normal modes are determined by the mass matrix 𝑀𝑖𝛼,𝑗𝛽 =
√𝑀𝑖 𝑀𝑗 and the force-constant matrix

𝐾𝑖𝛼,𝑗𝛽 = 𝜕𝑢

𝜕2 𝐸

𝑖𝛼 𝜕𝑢𝑗𝛽

(2.13)

which is the second derivative of the total energy with respect to the displacement 𝑢. In the
notation, i and j are atomic labels, while 𝛼 and 𝛽 indicate the three Cartesian direction. For the
phonon with oscillation mode 𝒖(𝑡), the force on the mode is −𝑲 ∙ 𝒖(𝑡). As a result, the equation
of motion is expressed as
𝑀 ∙ 𝒖̈ (𝑡) = −𝑲 ∙ 𝒖(𝑡)

(2.14)

We choose the harmonic oscillation 𝒖(𝑡) = 𝑢0 𝑒 −𝒊𝝎𝑡 , one can get the phonon frequency 𝜔,
𝐾

𝜔 = √𝑀
𝐾

(2.15)

and the 𝑢0 is the normal mode. If the 𝑀 < 0, and the phonon frequency would be imaginary,
which means the structure is unstable.
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2.2.2 Linear response theory
There are mainly two kinds of phonon calculation methods based on DFT. The first one is
referred as the “direct” method [88, 89]. Through this method, the perturbed system is handled
on the same footing as the unperturbed one, and the response is obtained by comparing the
properties of these two systems, such as the total energy difference or the force difference acted
on each ion. This “direct” method is rather straightforward computationally, and it can be
implemented into the total energy code easily. In addition, this method allows us to study both
linear and nonlinear effects directly. However, when we deal with the systems containing a large
number of atoms per unit cell, this method is expensive in numerical simulations.
The other DFT-based phonon calculation method is the linear response method [90]. The
original linear response method calculates the dielectric function (DM) that is the linear response
of the electronic charge density to the external perturbation. Combined with the local density
approximation (LDA), the linear perturbation term of the total energy is evaluated. We assume
that the total energy 𝐸𝛼 depends on a parameter 𝛼 in the external potential. The HellmannFeynman theorem states that the force associated with the variation of the external parameters 𝛼
is given by the ground-state expectation value of the derivative of the external potential 𝑉𝛼
𝜕𝐸𝛼
𝜕𝛼

= ∫ 𝑛𝛼 (𝒓)

𝜕𝑉𝛼 (𝒓)
𝜕𝛼

𝑑𝒓

(2.16)

The charge density 𝑛𝛼 can be expanded in terms of the parameter 𝛼 as
𝑛𝛼 (𝒓) = 𝑛0 (𝒓) +

𝜕𝑛𝛼 (𝒓)
𝜕𝛼

𝛼+⋯

where 𝑛0 is the charge density without the external perturbation, i.e. 𝛼 = 0.
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(2.17)

Then, the energy in Eq. (2.16) can be written as

𝐸𝛼 = 𝐸0 + 𝛼 ∫ 𝑛0 (𝒓)

𝜕𝑉𝛼 (𝒓)
𝜕𝛼

𝟏

𝑑𝒓 + 𝟐 𝜶𝟐 ∫(

𝜕𝑛𝛼 (𝒓) 𝜕𝑉𝛼 (𝒓)
𝜕𝛼

𝜕𝛼

+ 𝑛0 (𝒓)

𝜕2 𝑉𝛼 (𝒓)
𝜕𝛼2

) 𝑑𝒓 + ⋯

(2.18)

Consider the case of lattice vibrations, the parameter 𝛼 is regarded as the displacement of ions
from the equilibrium position. Then, the second term of Eq. (2.18) is the harmonic energy term.
We define the force matrix as
𝛼𝛽
𝛼𝛽
𝛼𝛽
𝐹𝜇𝜈 (𝑹 − 𝑹′ ) = [𝐹𝜇𝜈 (𝑹 − 𝑹′)]𝑖𝑜𝑛 + [𝐹𝜇𝜈 (𝑹 − 𝑹′)]𝑒𝑙𝑒𝑐

(2.19)

𝛼𝛽

where the ion part [𝐹𝜇𝜈 (𝑹 − 𝑹′)]𝑖𝑜𝑛 is the second derivation of the Ewald Coulombic energy
[91]. The electronic part is the most difficult part to be evaluated in the formula above, which has
the form
𝛼𝛽

[𝐹𝜇𝜈 (𝑹 − 𝑹′)]𝑒𝑙𝑒𝑐 = ∫(

𝜕𝑛(𝒓) 𝜕𝑉𝑖𝑜𝑛 (𝒓)
𝛽
𝛼 (𝑹)
𝜕𝑢𝜇
𝜕𝑢𝜈 (𝑹′ )

+ 𝑛0 (𝒓)

𝜕2 𝑉𝑖𝑜𝑛 (𝒓)
𝛽
𝛼
𝜕𝑢𝜇 (𝑹)𝜕𝑢𝜈 (𝑹′ )

) 𝑑𝒓

(2.20)

where 𝑉𝑖𝑜𝑛 (𝒓) is the ionic potential. In the DFT calculation, the ionic potentials is the sum of
pseudopotentials acting on electrons.
In reciprocal space, the matrix in the above equation is represented as
𝛼𝛽

𝜕𝑛(𝒓) 𝜕𝑉𝑖𝑜𝑛 (𝒓)

[𝐹𝜇𝜈 (𝒒)]𝑒𝑙𝑒𝑐 = ∫(𝜕𝑢𝛼 (𝒒)
𝜇

𝛽
𝜕𝑢𝜈 (𝒒)

+ 𝑛0 (𝒓)

𝜕2 𝑉𝑖𝑜𝑛 (𝒓)
𝛽

) 𝑑𝒓

𝛼 (𝒒)𝜕𝑢 (𝒒)
𝜕𝑢𝜇
𝜈

(2.21)

where 𝑢𝜇𝛼 (𝒒) is the Fourier transform of the displacement of ion. In practical first-principles
calculations, we choose the displacement of ions according to the vibrational modes.
Then, the dynamical matrix is defined as

20

𝛼𝛽

𝛼𝛽

𝐷𝜇𝜈 (𝒒) =

𝐹𝜇𝜈 (𝒒)

(2.22)

√𝑀𝛼 𝑀𝛽

Considering the Eq. (2.21), the key point to get the dynamical matrix is the linear response of
𝜕𝑛(𝒓)

the charge density to lattice perturbations 𝜕𝑢𝛼 (𝒒). Combined with the density functional theory
𝜇

method, an efficient self-consistent way was developed by Baroni, et al [92, 93]. Within the
single-particle picture, the external potential of the particle has the form as
𝑛(𝒓′)

𝑉𝑆𝐶𝐹 (𝑟) = 𝑉𝑖𝑜𝑛 (𝑟) + 𝑒 2 ∫ |𝒓−𝒓′| 𝑑𝒓 + 𝑣𝑋𝐶 (𝑛(𝒓))

(2.23)

With a perturbation of ions ∆𝑉𝑖𝑜𝑛 imposed into the potential, 𝑉𝑆𝐶𝐹 becomes 𝑉𝑆𝐶𝐹 + ∆𝑉𝑆𝐶𝐹 .
The above perturbation can be treated by the same procedure as in one-particle quantum
mechanics. The linear term of the change of the density can be derived as

4

∆𝑛(𝒒 + 𝑮) = 𝑁Ω ∑𝑘 ∑𝑐,𝑣

⟨𝜓𝑣,𝑘 |∆𝑉𝑆𝐶𝐹 |𝜓𝑐,𝑘+𝑞 ⟩
𝜀𝑣,𝑘 −𝜀𝑐,𝑘+𝑞

⟨𝜓𝑣,𝑘 |𝑒 −𝑖(𝒒+𝑮)∙𝑟 |𝜓𝑐,𝑘+𝑞 ⟩

(2.24)

where ∆𝑛(𝒒 + 𝑮) is the Fourier transform of ∆𝑛(𝒓), and G is the unit vector of the reciprocal
lattice. 𝜓 and ε are the wave function and eigenvalue obtained from LDA calculations without
the perturbation. The indices 𝑣 and 𝑐 stand for the valence and the conduction bands,
respectively. The vector k is sampled from a k-grid in the first Brillouin zone, and Ω is the
volume of one unit cell.
Replacing the density in Eq. (2.23) and keeping the linear term, we find
∆𝑛(𝒓′)

∆𝑉𝑆𝐶𝐹 (𝑟) = ∆𝑉𝑖𝑜𝑛 (𝑟) + 𝑒 2 ∫ |𝒓−𝒓′| 𝑑𝒓 + ∆𝑛(𝒓)
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𝒅𝒗𝒙𝒄
𝒅𝒏

(2.25)

Eqs. (2.24) and (2.25) consist of a self-consistent loop. The efficiency is improved by the selfconsistent procedure outlined above that contains only the charge density and the potential. As a
result, solving the Kohn-Sham equation is not required, which saves computing time. In practical
calculations, we perturb the atomic positions with the lattice vibrational mode, and the selfconsistency will produce the final change of the charge density. The dynamical matrix in Eq.
(2.22) can be calculated with this linear response method based on DFT.

2.3 Berry phase and modern theory of polarization
Michael Berry wrote a paper about the adiabatic evolution of an eigenenergy state when the
external parameters of a quantum system change slowly and make up a loop in the parameter
space in 1984 [13]. In the absence of degeneracy, the eigenstate will surely come back to itself
when finishing the loop, but there will be a phase difference equal to the time integral of the
energy plus an extra, which is now commonly known as the Berry phase.

2.3.1 Basic concept of Berry phase
Consider a physical system described by a Hamiltonian 𝐻(𝑹) that depends on time through a set
of parameters, denoted by 𝑹(𝑡) = {𝑅1 (𝑡), 𝑅2 (𝑡), … , 𝑅𝑁 (𝑡)}. The parameter R is allowed to vary
as a function of time t, and we assume that the time evolution is slow enough compared with any
intrinsic dynamics of the quantum system. We are interested in the adiabatic evolution of the
system as 𝑹(𝑡) moves slowly along a path in the parameter space. For this purpose, it is useful to
introduce an instantaneous orthonormal basis from the eigenstates of 𝐻(𝑹(𝑡)) at each value of
the parameter 𝑹(𝑡),
𝐻(𝑹(𝑡))|𝑛(𝑹(𝑡))⟩ = 𝐸𝑛 (𝑹(𝑡))|𝑛(𝑹(𝑡))⟩
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(2.26)

it still allows an arbitrary 𝑹 dependent phase factor of |𝑛(𝑹(𝑡))⟩. One can make a phase choice,
also known as a gauge, to remove this arbitrariness. Here we require that the phase of the basis
function is smooth and single valued along the path in the parameter space. Then we study the
time evolution of an initial state at 𝑡 = 0 in response to the variation of the external parameters
in a periodic cycle from 𝑹(𝟎) to 𝑹(𝝉) = 𝑹(𝟎).
Let us consider the system starts from one of its eigenstates |𝜓(0)⟩ = |𝑛(𝑹(0))⟩, then if the
time evolution is slow enough, we can make the approximation that it remains in the
corresponding instantaneous eigenstate |𝑛(𝑹(𝑡))⟩ throughout the evolution process. Such
approximation is so called adiabatic approximation. In other words, in the adiabatic
approximation,
|𝜓(𝑹(𝑡))⟩ = 𝑐𝑛 (𝑡) |𝑛(𝑹(𝑡))⟩

(2.27)

where 𝑐𝑛 (𝑡) is a phase factor determined by the path of time evolution, with 𝑐𝑛 (0) = 1. The
adiabatic approximation is valid when the variation of 𝑹(𝑡) is much smaller than typical energy
gaps of the system.
Inserting Eq. (2.27) into the time-dependent Schrӧdinger equation
𝜕

𝑖ħ 𝜕𝑡 |𝜓(𝑹(𝑡))⟩ = 𝐻(𝑹(𝑡))|𝜓(𝑹(𝑡))⟩

(2.28)

and multiplying it from the left by ⟨𝑛(𝑹(𝑡))|, one can obtain the following equation for 𝑐𝑛 (𝑡)，
𝑑𝑐𝑛 (𝑡)
𝑑𝑡

𝑑

= −𝑐𝑛 (𝑡)(𝑖𝐸𝑛 (𝑡) + ⟨𝑛(𝑹(𝑡))| 𝑑𝑡 |𝑛(𝑹(𝑡))⟩
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(2.29)

Dividing both sides of Eq. (2.29) by 𝑐𝑛 (𝑡), and integrating over time from 0 to t, we write the
phase factor at time t as
𝑡

𝑐𝑛 (𝑡) = 𝑒 −𝑖 ∫0 𝐸𝑛(𝑅(𝑡

′ ))𝑑𝑡 ′

𝑒 𝑖𝛽𝑛(𝑡)

(2.30)

where the first exponential is known as the dynamical phase factor, and the second exponential is
𝑡

𝑑

𝛽𝑛 (𝑡) = ∫0 𝑖 ⟨𝑛(𝑹(𝑡′))| 𝑑𝑡′ |𝑛(𝑹(𝑡′))⟩𝑑𝑡′

(2.31)

Furthermore, one finds that 𝛽𝑛 (𝑡) can be expressed as a path integral in the parameter space
𝑹(𝑡)

𝑹(𝑡)

𝜕

𝛽𝑛 (𝑡) = ∫𝑹(0) 𝐴𝑛 (𝑹) 𝑑𝑹 = ∫𝑹(0) 𝑖 ⟨𝑛(𝑹(𝑡′))| 𝜕𝑹 |𝑛(𝑹(𝑡′))⟩𝑑𝑹

(2.32)

where 𝐴𝑛 (𝑹) is called the Berry connection or the Berry vector potential. It was argued that
𝐴𝑛 (𝑹) is gauge dependent, and it vanishes if a proper gauge choice is made [94, 95]. Then the
only gauge-invariant phase factor is the dynamic phase. Because of this, the phase 𝛽𝑛 (𝑡) has
long been deemed unimportant and it was usually neglected in the theoretical treatment of timedependent problems [94].
In 1984, Berry reconsidered the cyclic evolution of the system along a closed path ς with
𝑹(𝜏) = 𝑹(0). From Eq. (2.32) we know the phase 𝛽𝑛 can be expressed as
𝛽𝑛 = ∮𝜍 𝐴𝑛 (𝑹)𝑑𝑹 = ∮𝜍 𝑖 ⟨𝑛(𝑹)|

𝜕
𝜕𝑹

|𝑛(𝑹)⟩ ∙ 𝑑𝑹

(2.33)

Suppose a 𝑈(1) gauge transformation is made to |𝑛(𝑹)⟩ such that
|𝑛(𝑹)⟩ → 𝑒 𝑖𝜁(𝑹) |𝑛(𝑹)⟩
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(2.34)

with 𝑒 𝑖𝜁(𝑹) an arbitrary smooth function and single-valued in the R space. Then 𝐴𝑛 (𝑹) and 𝛽𝑛
transform according to

𝐴𝑛 (𝑹) → 𝐴𝑛 (𝑹) −

𝜕𝜁(𝑹)
𝜕𝑹

𝛽𝑛 → 𝛽𝑛 − 𝜁(𝑹(𝝉)) + 𝜁(𝑹(𝟎))

(2.35)

Since the 𝑒 𝑖𝜁(𝑹) is single-valued, which require 𝜁(𝑹(𝝉)) + 𝜁(𝑹(𝟎)) = 2𝜋𝑛 with 𝑛 to be an
arbitrary integer. Thus, the phase 𝛽𝑛 is gauge invariant modulo 2𝜋, now known as the geometric
phase or Berry phase in general.
By applying Stoke’s theorem to the loop integral in Eq. (2.34), one obtains

𝛽𝑛 = ∮ 𝑨𝑛 (𝑹) ∙ 𝑑𝑹 = ∮ ∑ 𝐴𝑛 (𝑅𝑖 )𝒅𝑅𝑖
𝜍

𝜍

𝑖

1

𝜇𝜈
= ∫𝑆 ∑𝜇,𝜈 2 𝛺𝑛 (𝑹)𝑑𝑅𝜇 ∧ 𝑑𝑅𝜈

(2.36)

where 𝑆 is an arbitrary surface enclosed by the path 𝜍 in the multi-dimensional parameter space
𝜇𝜈

R. 𝛺𝑛 is Berry curvature defined as
𝜇

𝜕𝐴𝜈

𝜕𝐴

𝜇𝜈
𝛺𝑛 (𝑅) = 𝜕𝑅𝑛 − 𝜕𝑅𝑛
𝜇

𝜈

𝜕

𝜕

𝜕

𝜕

= 𝑖 ⟨𝜕𝑹 𝑛(𝑹)| 𝜕𝑹 𝑛(𝑹)⟩ − 𝑖 ⟨𝜕𝑹 𝑛(𝑹)| 𝜕𝑹 𝑛(𝑹)⟩
𝝁

𝝂

𝝂

𝝁

(2.37)

As a simplest example, in 2D parameter space, 𝑹 = (𝑅1 , 𝑅2 ), using Eq. (2.36) and Eq. (2.37)
1

𝜇𝜈
𝛽𝑛 = ∫𝑆 ∑𝜇,𝜈 2 𝛺𝑛 (𝑹)𝑑𝑅𝜇 ∧ 𝑑𝑅𝜈
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= ∫𝑆

1
2

(𝛺𝑛12(𝑹)𝑑𝑅1 ∧ 𝑑𝑅2 + 𝛺𝑛21 (𝑹)𝑑𝑅2 ∧ 𝑑𝑅1 )

= ∫𝑆 𝛺𝑛12 (𝑹)𝑑𝑅1 ∧ 𝑑𝑅2

(2.38)

If the parameter space is three dimensional, Eqs. (2.36) and (2.37) can be recast into a vector
form
𝛺𝑛 (𝑹) = 𝜵×𝑨𝑛 (𝑹)
𝛽𝑛 = ∫𝑆 𝑑𝑺 ∙ 𝛺𝑛 (𝑹)

(2.39)

where the 𝑖th component of the vector 𝛺𝑛 (𝑹) is defined as
𝑗𝑘

𝛺𝑛 (𝑅𝑖 ) = 𝜖𝑖𝑗𝑘 𝛺𝑛

(2.40)

𝑗𝑘

here 𝛺𝑛 is Berry curvature defined in Eq. (2.37), and 𝜖𝑖𝑗𝑘 is Levi-Civta antisymmetric tensor.
Therefore, the Berry curvature can be considered as the “magnetic field” in the parameter space
R, with 𝐴𝑛 (𝑹) being the corresponding gauge field.
Compared to the Berry phase which is always associated with a closed path, the Berry
curvature is truly a local quantity. It provides a local description of the geometric properties of
the parameter space. The adiabatic parameters can be regarded as dynamical variables and the
Berry curvature will directly participate in the dynamics of the adiabatic parameters [96]. In this
sense, the Berry curvature is a more fundamental quantity than the Berry phase.

2.3.2 Berry phase in Bloch bands
We now consider its realization in crystalline solids, which usually obey the periodic boundary
condition. As introduced in Chapter 1, the eigenstates of a single-body effective Hamiltonian in a
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periodic potential obey the Bloch theorem |𝜓𝑛𝑘 ⟩ = 𝑒 𝑖𝒌∙𝒓 |𝜇𝑛𝑘 ⟩, where the |𝜇𝑛𝑘 ⟩ is the Bloch state
and k is the wavevector defined in reciprocal space. People usually define the Wigner-Seitz cell
in reciprocal space as the first Brillouin zone, or simply as the Brillouin zone (BZ). If we adopt a
“periodic gauge” for the Bloch states in the BZ, then the BZ naturally acts as a cyclic parameter
space for the Bloch states. Thus, the band structure of crystals provides a natural platform to
investigate the occurrence of the Berry phase effect in crystals.
Let us now derive an express for the Berry phase of Bloch stats in crystalline solids [67, 94].
To simply the problem, we consider a weak time-dependent potential 𝑣(𝑥, 𝑡) (for example, lowfrequency electric field) is applied to a one dimensional (1D) solid with periodic boundary
condition. The single particle Hamiltonian is then
1

𝐻(𝑡) = − 2 ħ2 𝜕𝑥2 + 𝑉(𝑥) + 𝑣(𝑥, 𝑡)

(2.41)

where V(x) is periodic in units of lattice constant a. For a weak potential 𝑣(𝑥, 𝑡) varies slowly as
time, we can assume that there are a set of orthonormal instantaneous eigenfunctions at each time
t for 𝐻(𝑡)
𝐻(𝑡)|𝜑𝑛𝑘(𝑡) ⟩ = 𝐸𝑛𝑘(𝑡) |𝜑𝑛𝑘(𝑡) ⟩
and |𝜑𝑛𝑘(𝑡) ⟩ = 𝑒 𝑖𝑘(𝑡)𝑥 |𝜇𝑛𝑘(𝑡) ⟩

(2.42)

Plugging the |𝜑𝑛𝑘(𝑡) ⟩ into the Schrodinger equation Eq. (2.42), we could get the
Schrodinger equation for the periodic part of the Bloch state 𝜇𝑛𝑘
𝐻𝑘 (𝑡)|𝜇𝑛𝑘(𝑡) ⟩ = 𝐸𝑛𝑘(𝑡) |𝜇𝑛𝑘(𝑡) ⟩
where
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(2.43)

1

𝐻𝑘 (𝑡) = 𝑒 −𝑖𝑘𝑥 𝐻(𝑡) 𝑒 𝑖𝑘𝑥 = 2 (−𝑖ћ𝜕𝑥 + ћ𝑘)2 + 𝑉(𝑥) + 𝑣(𝑥, 𝑡)

(2.44)

In the adiabatic approximation, as time increases from 0 to t, an electron starting in one of
the Bloch states would remain in the corresponding instantaneous eigenstate, but the wavevector
k(t) varies in the BZ. Once k(t) hits the boundary of the BZ, the time-evolved wavefunction
|𝜑𝑛𝑘(𝑡) ⟩ returns to the original eigenstate at k(0) and picks up an extra Berry phase. Using Eq.
𝑡

′

(2.28) and Eq. (2.31), one obtains the 𝜓(t) = 𝑒 −𝑖 ∫0 𝐸𝑛𝑘(𝑡)𝑑𝑡 𝑒 𝑖𝛽𝑛(𝑡) |𝜑𝑛𝑘(𝑡) ⟩ for some arbitrary
time t. Plugging this wave function into the time-dependent Schrodinger equation, and using Eq.
(2.44), we obtain the following equation for 𝛽𝑛 (𝑡)
𝜕
𝜕𝑡

𝜕

𝛽𝑛 (𝑡) = 𝑖 ⟨𝜇𝑛𝑘(𝑡) | 𝜕𝑡 𝜇𝑛𝑘(𝑡) ⟩

(2.45)

Obviously, we easily get the Berry phase 𝛽𝑛 (𝜏) for an adiabatic cycle with period 𝜏,
𝜏

𝜕

𝛽𝑛 (𝜏) = ∫0 𝑑𝑡 𝑖 ⟨𝜇𝑛𝑘(𝑡) | 𝜕𝑡 𝜇𝑛𝑘(𝑡) ⟩

(2.46)

Moreover, we could obtain the Berry phase 𝛽𝑛 (𝜍) for an adiabatic cycle in the 1D Brillouin
zone,
2𝜋/𝑎

𝛽𝑛 (𝜏) = ∫0

𝜕

𝑑𝑘 𝑖 ⟨𝜇𝑛𝑘 | 𝜕𝑘 𝜇𝑛𝑘 ⟩

(2.47)

Such Berry phase across the Brillouin zone is called Zak’s phase [67]. The general
expression of Zak’s phase in 2D or 3D crystalline solids is
𝛽𝑛 (𝜏) = ∮𝜍 𝑑𝒌 ∙ ⟨𝜇𝑛𝑘 |𝜵𝒌 𝜇𝑛𝑘 ⟩
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(2.48)

here the path 𝜍 is an arbitrary loop in the 2D or 3D Brillouin zone. This phase is entirely due to
the torus topology of the Brillouin zone.

2.3.3 Modern theory of polarization
By analyzing the symmetry properties of Wannier functions of a one-dimensional crystal, Zak
showed that 𝛽𝑛 is either 0 or 𝜋 in the presence of inversion symmetry [67]. Zak’s phase is also
related to macroscopic polarization of an insulator [60, 61]. Next, we would like to discuss the
Berry phase polarization theory, which also is called the modern theory of polarization [63]
As discussed in previous Chapter, the main difficulty lies in the fact that in crystals the
charge distribution is periodic in space, for which the electric dipole operator is not well defined.
For example, simple integration over charge density would give arbitrary values depending on
the choice of the unit cell. This problem was finally solved in the early 1990s by a series of
papers by Resta [60], and King-Smith and Vanderbilt [61], and this development is known as the
“modern theory of polarization”. This theory shown that only the change in polarization has
physical meaning and it can be quantified using the Berry phase of the electronic wave function,
so it is also called “Berry-phase theory of polarization”. So far, the Berry-phase approach has
been widely implemented in first-principles calculation packages such as Quantum Espresso [97]
and VASP [98], and the resulting Berry phase formula has been very successful in firstprinciples studies of ferroelectric materials and other dielectric responses in weakly correlated
materials.
Following the discussion by Resta and Vanderbilt [63], let us now derive an expression for the
Berry-phase theory polarization of crystalline solids. As pointed out by Resta [60], only the
change of the polarization through an adiabatic process is an experimentally measurable
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quantity. Therefore, it is more appropriate to define the electric polarization from the charge
current instead of the charge density. Let us learn how the polarization is measured in experiment
in order to find a practical definition of bulk polarization. A cartoon is depicted in Figure 2.1 to
show the experimental setup to measure the spontaneous polarization in ferroelectric. In Figure
2.1(a), the bulk polarization points up and free charges in the metal electrodes are accumulated at
the top and bottom surfaces to screen out the polarization bound charges.

Figure 2.1: An experimental setup to measure the spontaneous polarization in
ferroelectric. When the bulk polarization is reversed from (a) to (b) by an electric field,
current flows through the ammeter in the shorted wire to re-screen the bulk polarization.
(c) shows the typical hysteresis loop, the magnitude of the spontaneous polarization 𝑃𝑠
is also shown. Notice that spontaneous polarization is a zero-field property.

When a downward electric field is applied, the bulk polarization reverses direction as shown
in Fig. 2.1(b). Meanwhile, the free charges flow through the shorted wire and the ammeter to rescreen the downward bulk polarization. Then we could define the electric polarization from the
charge current
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𝑑𝑷(𝑡)
𝑑𝑡

= 𝒋(𝑡)

(2.49)

where j is the macroscopic current density, implies
∆𝜏

∆𝑷 = 𝑃(∆𝜏) − 𝑃(0) = ∫0 𝒋(𝑡)𝑑𝑡

(2.50)

∆𝑷 turns out to be the measurable quantity without ambiguity. Actually, the experiment
measures the current flow 𝑱 during the polarization switching, and the hysteresis loop is in fact
the primary experimental output, as shown in Figure 2.1(b). Then the spontaneous polarization is
1

1

determined by 𝑷𝒔 = 2 (𝑷𝑨 − 𝑷𝑩 ) = 2 ∆𝑷.
The above idea motivated the development of the “modern theory of electric polarization”
[xx, xx]. In 1993, King-Smith and Vanderbilt showed that during an adiabatic process
parameterized by λ, the instantaneous polarization can be expressed as the Berry phase of the
1

occupied Bloch functions. We start from a mean field Hamiltonian 𝐻 = − 2𝑚 ħ2 𝛁 2 + 𝑉(𝒓) such
as the Kohn-Sham one, where the self-consistent potential 𝑉(𝑟) is periodic. Similar to the
derivation from Eq. (2.41) to Eq. (2.43), the eigenvalue problem can be rewritten as 𝐻𝑘 |𝜇𝑛𝑘 ⟩ =
𝐸𝑛𝑘 |𝜇𝑛𝑘 ⟩, where
1

𝐻𝑘 = 2𝑚 (ħ𝜵 + ħ𝒌)2 + 𝑉

(2.51)

All of these quantities depend implicitly on a parameter λ that changes slowly in time. Using
the adiabatic perturbation theory, the first-order correction to the wavefunction is
⟨𝜓
|𝜕𝜆 𝜓𝑛𝑘 ⟩
|𝛿𝜓𝑛𝑘 ⟩ = −𝑖ħ𝜆̇ ∑𝑚≠𝑛 𝑚𝑘
|𝜓𝑚𝑘 ⟩
𝐸 −𝐸
𝑛𝑘

𝑚𝑘

31

(2.52)

𝜕

where 𝜕𝜆 ≡ 𝜕𝜆 and 𝜆̇ =

𝑑𝜆
𝑑𝑡

. The change in wavefunction is accompanied by a current flow, and

the first-order correction to the current from the nth band is
𝑗𝑛 =

𝑑𝑷𝒏 (𝑡)
𝑑𝑡

= 𝜆̇

𝑑𝑷𝒏 (𝜆)
𝑑𝜆

𝑒

= − 𝑚 (⟨𝜓𝑛𝑘 + 𝛿𝜓𝑛𝑘 |𝑝̂ |𝜓𝑛𝑘 + 𝛿𝜓𝑛𝑘 ⟩ − ⟨𝜓𝑛𝑘 |𝑝̂ |𝜓𝑛𝑘 ⟩)
𝑒

=−

𝑒
𝑚𝑒

(⟨𝜓𝑛𝑘 |𝑝̂ |𝜓𝑛𝑘 + 𝛿𝜓𝑛𝑘 ⟩ + 𝑐. 𝑐. )

𝑖ħ𝑒𝜆̇

= (2𝜋)3 𝑚 ∑𝑚≠𝑛 ∫ 𝑑𝒌
𝑒

⟨𝜓𝑚𝑘 |𝜕𝜆 𝜓𝑛𝑘 ⟩
𝐸𝑛𝑘 −𝐸𝑚𝑘

⟨𝜓𝑚𝑘 |𝑝̂ |𝜓𝑛𝑘 ⟩ + 𝑐. 𝑐.

(2.53)

where “c.c.” denotes the complex conjugate and 𝑚𝑒 is the mass of electron. Then, making use of
ordinary perturbation theory applied to the dependence of 𝐻𝑘 up on k, one obtains,
𝑑𝑃𝑛
𝑑𝜆

𝑖𝑒

= (2𝜋)3 ∫ 𝑑𝒌 ⟨∇𝑘 𝜇𝑛𝑘 |𝜕𝜆 𝜇𝑛𝑘 ⟩ + 𝑐. 𝑐.
𝑒

= (2𝜋)3 ∫ 𝑑𝒌 𝜕𝜆 (𝑖⟨𝜇𝑛𝑘 |∇𝑘 𝜇𝑛𝑘 ⟩)

(2.53)

Then, the instantaneous electric polarization during an adiabatic process parameterized by 𝜆
for the all the occupied bands is
𝑒

𝑃𝑒𝑙𝑒 (𝜆) = (2𝜋)3 ∑𝑜𝑐𝑐
𝑖=1 ∫ 𝑑𝒌 𝑖⟨𝜇𝑛𝑘 (𝜆)|∇𝑘 𝜇𝑛𝑘 (𝜆)⟩

(2.54)

Equation (2.54) is the central result of the modern theory of polarization. As discussed
previous, we will recognize 𝑨(𝒌) = 𝑖⟨𝜇𝑛𝑘 (𝜆)|∇𝑘 𝜇𝑛𝑘 (𝜆)⟩ in Eq. (2.54) is the Berry connection or
Berry vector potential, which integral over a closed manifold (here the Brillouin zone) is known
as a Berry phase.
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To obtain the total polarization, the ionic contribution must be added to Eq. (2.54). The total
polarization is then
𝑃 = 𝑃𝑒𝑙𝑒 + 𝑃𝑖𝑜𝑛
𝑒

𝑒

𝑖𝑜𝑛
= (2𝜋)3 ∑𝑜𝑐𝑐
𝑛=1 ∫ 𝑑𝒌 𝑖⟨𝜇𝑛𝑘 (𝜆)|∇𝑘 𝜇𝑛𝑘 (𝜆)⟩ + Ω ∑𝑠 𝑍𝑠 𝑟𝑠

(2.55)

the second is 𝑃𝑖𝑜𝑛 , the contribution arising from positive point charges 𝑒𝑍𝑠𝑖𝑜𝑛 located at
atomic positions 𝑟𝑠 , and Ω is the volume of the unit cell. In principle, the band index 𝑛 should run
over all bands, including those made from core states, and 𝑍𝑠𝑖𝑜𝑛 should be the bare nuclear
charge. However, in the frozencore approximation that underlies pseudopotential theory, we let 𝑛
run over valence bands only, and 𝑍𝑠𝑖𝑜𝑛 is the net positive charge of the nucleus plus core. Since
the Berry phase is only well-defined modular 2π, the formal polarization in Eq. (2.55) is also
defined modular a polarization vector quantum 𝑷𝑄 = 𝑒𝑹/Ω, where 𝑹 is the primitive lattice
vector.
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Chapter 3: Tunable Anisotropic Electrical
Conductance of Black Phosphorus
3.1 Introduction
Black Phosphorus is the thermodynamically stable form of phosphorus at room temperature and
pressure. The bulk black phosphorus could be synthesized under a constant pressure of 10 kbar
by heating red phosphorus to 1,000 ℃ and slowly cooling to 600 ℃ at a cooling rate of 100 ℃
per hour [14, 15]. It is a layered material in which individual atomic layers are stacked together
by van der Waals interactions, much like bulk graphite [14, 15, 34]. Recently, the twodimensional (2D) form of black phosphorus, few-layer black phosphorus (phosphorene), was
successfully fabricated [14, 15]. Unlike the widely studied semi-metallic graphene, phosphorene
exhibits a finite and direct band gap within an appealing energy range [99, 100], and its
measured free-carrier mobility (around 1000 𝑐𝑚2 /𝑣 ∙ 𝑠) [14] is better than other typical 2D
semiconductors, such as MoS2 (around 200 𝑐𝑚2 /𝑣 ∙ 𝑠) [101]. These suitable properties of the
black phosphorus thin crystals are useful for applications in nanoelectronics devices.
Besides the direct bandgap and high free carrier mobility, the notable features of
phosphorene include its anisotropic electric conductance and optical responses, [100]
distinguishing this material from many other isotropic 2D crystals, that is, graphene and
molybdenum and tungsten chalcogenides. To date, various approaches can be applied to engineer
electronic structures of 2D materials. For example, electrical gating, molecular adsorption, and
strain engineering have been widely applied to control the electronic structure of monolayer
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graphene and MoS2 [102,103]. In this regard, it will be extremely exciting if we can further
manipulate the anisotropies of black phosphorus.
Particularly, strain has been known as an effective mechanism for controlling electronic,
transport, and optical properties of semiconductors for decades [104-106]. This tool is
particularly useful when engineering one-dimensional (1D) and two-dimensional (2D) crystals
because these reduced-dimensional structures can sustain much larger strains than bulk crystals.
For example, monolayer graphene and MoS2 have been reported to be strained up to their
intrinsic limit (∼15% for graphene and ∼11% for MoS2) without substantially damaging their
crystal structures [107, 108], providing a dramatically wide range for tuning their mechanical
and electronic performances. Furthermore, beyond device applications, spatially modulated
strain can even mimic gauge fields that are crucial for studying more fundamental phenomena in
2D structures, for example, realizing ultra-strong magnetic fields and associated zero-field
quantum Hall effects as observed in graphene [109].
Considering that all electronic and optical anisotropies are essentially decided by geometries
of atomistic structures and that strain is the most direct way to change the atomistic and
electronic structures of phosphorene [110], it is obvious to attempt to use strain to control those
appealing anisotropies of phosphorene. In this chapter, we predict that strain can serve as an
efficient tool for controlling the anisotropic electrical conductance of phosphorene. As shown in
Figure 3.1(a), the spatial preference of conductance can be rotated by 90° in plane through either
uniaxial (less than 6%) or biaxial strain (less than 4%), which are well achievable given current
experimental capabilities [107, 108]. Moreover, our calculated mobilities of electrons and holes
exhibit different responses to the external strain; only the anisotropy of the electron conductance
can be tuned by the strain. Quantum-mechanics calculations further show that this change of
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electron conducting anisotropy is a result of a switch in the energy order of the first and second
lowest-energy conduction bands, which is induced by strain. Our observed strain-engineered
anisotropic conductance provides many opportunities for novel mechanical-electronic device
applications and unusual quantum Hall effects related to strongly anisotropic effective masses of
2D semiconductors.

Figure 3.1: (a) Schematic of strain-induced rotation of electrical conductance in
monolayer phosphorene. The color contours are those of 2D electron and hole band
structures according to energy. (b) Top view of monolayer phosphorene. (c,d) Side
views of monolayer and bilayer phosphorene, respectively.
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3.2 Simulation setup
The studied structures of monolayer and bilayer phosphorene are presented in Figure 3.1(a)-(d).
Each phosphorus atom is covalently bonded with three neighboring phosphorus atoms to form a
puckered 2D honeycomb structure. The first-principles calculation is performed with the
Quantum Espresso package [97]. We fully relax these structures according to the force and stress
calculated by density functional theory (DFT) with the Perdew, Burke, and Ernzerhof (PBE)
functional [84]. The band energy is obtained by solving the Kohn-Sham equation under planewave basis with normal-conserving pseudopotentials [xx]. The plane-wave energy cutoff is set to
be 25 Ry and the k-point sampling grid is 14×10× 1 , producing converged results. The vacuum
spacing between neighboring supercells is set to be 2.5 nm to avoid artificial interactions. Our
calculated in-plane lattice constants and geometries are similar to previous works on monolayer
and few-layer phosphorene, as concluded in Table 3.1 [14, 15, 34, 112, 113]. We also checked
the phonon dispersions of strained phosphorene to show that our considered structures are stable.
Table 3.1 The Lattice constants of monolayer and bilayer phosphorene calculated from our simulations
and previous works. The in-plane lattice constants (a1 and a2) are defined in Figure 3.1 (b) and the
interlayer lattice constant d is defined in Figure 3.1 (d).


𝑎1 (Å)

𝑎2 (Å)

3.35 [14]

4.62 [14]

3.32 [112]

4.58 [112]

3.298 [113]

4.627 [113]

3.297 (our results)

4.64 (our results)

3.33 [112]

4.52 [112]

3.302 (our results)

4.60 (our results)

Monolayer

𝑑 (Å)

-

5.0 [15]
Bilayer

5.3 [34]
5.448 (our results)
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3.3 Results and discussions
3.3.1 Monolayer black phosphorus
We start from the electronic band structure of intrinsic monolayer phosphorene presented in
Figure 3.2(a). In addition to the direct band gap located at the Γ point, an impressive feature of
phosphorene is its highly anisotropic band dispersion around the band gap. Both the top of
valence bands and the bottom of conduction bands have much more significant dispersions along
the Γ-Y direction, which is the armchair direction in real space as indicated in Figure 3.2(a);
however, these bands are nearly flat along the Γ-X direction, which is the zigzag direction in real
space. Therefore, the corresponding effective mass of electrons and holes are also highly
anisotropic because it is proportional to the inverse of the curvature of the band dispersion. The
anisotropic effective mass of electrons of intrinsic monolayer phosphorene is illustrated in real
space in Figure 3 (a), which is an approximately “8” shape. For different directions, these values
can differ by an order of magnitude. For example, the effective mass is 0.146 me (me is the bare
electron mass) along the armchair direction, and it is 1.246 me along the zigzag direction. This
anisotropic effective mass or band dispersion is responsible for the recently-observed anisotropic
electric conductance in phosphorene [14].
Interestingly, beyond the first conduction band (red-color marked one in Figure 3.2 (a)), there
is another unique conduction band nearby, which is marked by blue color in Figure 3.2 (a) as
well. Excitingly, the dispersion of this blue-colored band is also highly anisotropic, but its spatial
dispersive isotropy is orthogonal to that of the first conduction band (red-colored one); it is
highly dispersive along the Γ-X (zigzag) direction while almost flat along the Γ-Y (armchair)
direction. To understand the above differently anisotropic band dispersion and conductance, we
have plotted the real-space wave functions of the first and second conduction bands at the Γ
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point in Figures 3.2 (d) and (e), respectively. It is easy to see the spatial continuity of the wave
function along the armchair direction in Figure 3.2 (d), which hints a sizable mobility along this
direction of the red-colored band. In Figure 3.2 (e), the wave function is isolated within each unit
cell with a negligible overlap between each other, indicating low mobility along the armchair
direction of the blue colored band.

Figure 3.2: Band structures of: (a) intrinsic monolayer phosphorene, (b) phosphorene
with a 5% biaxial strain, and (c) phosphorene with a 6% zigzag uniaxial strain. (d) The
side view of the electronic wave function of the lowest-energy conduction band (redcolor band in (a)) at the Γ point. (e) That of the second-lowest-energy conduction band
(blue-colored band in (a)) at the Γ point.
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Figure 3.3: The bandstructure of 3% bi-axial (a) and 4% bi-axial (b) strained monolayer
phosphorene monolayer. The bandstructure of 5% zigzag (c) and 4% zigzag (d) strained
monolayer phosphorene monolayer. The first conduction band (lowest conduction band
in intrinsic phosphorene) is labeled as C1, and the second conduction band (second
lowest conduction band in intrinsic phosphorene) is labeled as C2.
Since the electrical transport behavior is usually decided by the lowest-energy band edge, if
we can switch the energy order of the red-colored and blue-colored conduction bands of
phosphorene, the anisotropic electrical conductance will change accordingly. Applying external
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strain proves to be an appealing way to achieve this switch in band order. Let us first focus on
the uniform biaxial strain. We do find that this strain lowers the second (blue-colored)
conduction band while increases the first (red-colored) conduction band. In particular, the critical
switch of the band order can be realized by biaxial strain between 3% and 4% (See Figure 3.3).
As an example to show this effect, in Figure 3.2(b), for a large enough biaxial strain (5%), the
energy order of these two conduction bands is switched at the Γ point. Correspondingly, the
effective mass of free electrons, which is shaped by the bottom of the conduction band, also
rotates its spatial isotropy. As concluded in Figure 3.4 (b), the spatial anisotropy of free electrons
is rotated by exactly 90 degrees, while keeping the approximate “8” shape; now the electrons
have a very small effective mass along the Γ-X (armchair) direction and a large effective mass
along the Γ-Y (zigzag) direction.

Figure 3.4: Electron effective mass according to the spatial direction. (a) That of
intrinsic phosphorene and (b) that of 5% biaxially strained phosphorene. The length of
the blue arrow represents the absolute value of effective mass.
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In addition to biaxial strain, we also observe the similar rotation of the electric effective mass
tensor for uniaxial strain along the zigzag direction of phosphorene. As shown in Figure 3.2 (c),
the energy order of the first two conduction bands can be switched by applying uniaxial strain
along the zigzag direction. The actual critical strain magnitude is between 5% and 6% for
realizing such a switch. On the other hand, applying uniaxial strain along the armchair direction
does not produce such a band switch and thus there is no rotation of the electrical conductance.
In order to directly connect the anisotropic band dispersion to the electrical conductance, we
have further estimated the electrical mobility of electrons along specific but the most interesting
directions (zigzag and armchair directions). At finite temperature (T), we calculate the anisotropy
free-carrier mobility by the deformation energy approximation approach for this non-polar
material. We adopt this approximation according to the following formula because that the
electron-optical phonon scattering contribution to the non-polar material could be neglected
[114, 115]

𝜇𝑥 =

𝑒ℎ3
2𝜋3

𝐶𝑥
∗
2
𝑘𝐵 𝑇𝑚𝑒𝑥 𝑚𝑑 𝐸1𝑥

(3.1)

∗
Here 𝑚𝑒𝑥
is the effective mass along the transport direction, and the density-of-state mass 𝑚𝑑 is

∆𝐸⁄
∗ 𝑚 ∗ . The deformation potential constant 𝐸
determined by 𝑚𝑑 = √𝑚𝑒𝑥
𝑒𝑦
1𝑥 =
(∆𝑙𝑥 /𝑙𝑥 ) is
obtained by varying the lattice constant along the transport direction ∆𝑙𝑥 (𝑙𝑥 is the lattice constant
along the transport direction, here is x direction) and checking the change of band energy under
the lattice compression and strain. The elastic module 𝐶𝑥 is obtained by

∆𝑙
𝐶𝑥 ( 𝑥 )
𝑙𝑥

2

2

= (𝐸 − 𝐸0 )/𝑆0

where 𝐸 − 𝐸0 is obtained by varying the lattice constant by small amount (∆𝑙𝑥 /𝑙𝑥 ~ 0.5%) to
obtain the change of the total energy, and 𝑆0 is the lattice area in the xy plane. Obviously, the
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Figure 3.5: (a) and (b) Electron mobilities of monolayer phosphorene along the zigzag
(x) and armchair (y) directions for biaxial strain and uniaxial strain along the zigzag
direction at low temperature (T=4K), respectively. (c) and (d) Electron mobilities of
monolayer phosphorene for biaxial strain and uniaxial strain along the zigzag direction
at room temperature (T=300K), respectively. The black diamond and red hollow circle
indicate the x-direction electron mobility and y-direction electron mobility,
respectively.
accurate calculation of electrical conductance is extremely complicated. The above estimation
only considers the simplest electron acoustic-phonon coupling and gives the upper limit of the
mobility of realistic cases, in which many other extrinsic factors will further decrease these
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overestimated mobility values. However, this formula is sophisticated enough to capture the
nature of the anisotropic conductance of this system.
The calculated electron mobility of monolayer phosphorene at low temperature T  4 K
according to the biaxial strain and zigzag uniaxial strain is shown in Figures 3.5 (a) and (b). First,
for intrinsic phosphorene, the mobility of electron along the armchair (Y) direction is impressive,
around 105 𝑐𝑚2 /𝑣 ∙ 𝑠, which is much larger than those observed in other 2D semiconductors,
such as MoS2. This is also consistent with previous predictions, which claim that phosphorene
may be a promising material for various high-performance devices [14, 15]. Second, for different
percentages of strain, the critical transition between anisotropic mobilities occurs at a biaxial
strain between 3% and 4% or uniaxial strain between 5% and 6%, which are well within current
experimental capabilities. After the switch, the mobility along the zigzag direction is around 10
times of magnitude larger than that along the armchair direction, directly showing the rotation of
the anisotropic electrical conductance.
Temperature effects are important to consider the mobility and conductance of semiconductors
[116]. In addition to the temperature factor in Eq. (3.1), the thermal excitations will impact the
occupation number of free carriers at different conduction bands. When temperature is very low
(T=4K), we may not need consider the thermal occupation factor. However, for the roomtemperature case (T=300K), we have to include the occupation numbers of free carriers at
different bands and their contributions to the averaged mobility. Except for heavily doped cases,
the Boltzmann distribution is applied to average the mobility at room temperature. As shown in
Figures 3.5 (c) and (d), the similar transitions of anisotropic mobility are observed at room
temperature although the mobility values are much smaller, e.g., the mobility along the y
direction is around 2200 𝑐𝑚2 /𝑣 ∙ 𝑠, which is smaller than that of phosphorene at 4K (1.6x105
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𝑐𝑚2 /𝑣 ∙ 𝑠). However, these values are still significant enough for experimental measurements
[14, 15]. Therefore, we expect that our predicted switch of the anisotropic conductance in
phosphorene shall be observed in near-future studies.

3.3.2 Structure stability of the strained monolayer black phosphorus
In order to check whether the phosphorene is stability at small strains, we calculate the phonon
dispersion of intrinsic and strained black phosphorous. In Figure 3.6, we present the phonon
spectrum of intrinsic and uniaxial 4% strain monolayer black phosphorus with convergence
within 4 cm-1 for the phonon frequency. there are no negative modes in intrinsic phosphorene
and even 4% uniaxial strain phosphorene, in which we could see the band conversion. Thus,
although phosphorene is clearly substantially different than the traditional monolayers, it still
stability at small strain.

Figure 3.6: The phonon dispersion of monolayer phosphorene (a), and of 4% uni-axial strain
monolayer phosphorene (b).
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3.3.3 Bilayer black phosphorus

Figure 3.7: (a) and (b) Electron mobilities of bilayer phosphorene at low temperature
(4K) along the zigzag (x) and armchair (y) directions for biaxial strain and uniaxial
strain along the zigzag direction, respectively. (c) and (d) Electron mobilities of bilayer
phosphorene at room temperature (300K) for biaxial strain and uniaxial strain along the
zigzag direction, respectively. The black diamond and red hollow circle indicate the xdirection electron mobility and y-direction electron mobility, respectively.
We observe a similar rotation of the anisotropy of electrical conductance for bilayer
phosphorene as well. In Figures 3.6(a) to (d), the electron mobility values along the zigzag and
armchair directions switch for external uniaxial strains above 5%, or for biaxial strains larger
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than 3%, which are similar to those in monolayer structures. The variation of temperature does
not change this transition in bilayer phosphorene although the absolute values of mobilities are
very different. Therefore, this strain-tunable anisotropy of the electrical conductance can also be
realized in multi-layer phosphorene structures.

3.3.3 Experimental realization
Here we realize strain by directly tune the in-plane lattice constants of 2D crystal structures. For
realistic experiments, various techniques can be employed. For example, the beam bending
apparatus could be used to strain phosphorene, which was used to strain MoS2 [117]. Another
approach is to use STM tips for tensile strain [107]. The main difference between theory and
experiment may be from two factors; one is about those extrinsic defects, which reduce the
anisotropic conductance and the other one may be from the challenge for realizing uniform
strain.
Finally, all our results are based on the DFT/PBE simulations, which are known for their
underestimated-band-gap problem.32 Fortunately, our conclusion of the tunable anisotropic
conductance only depends on the energy spacing between the two lowest-energy conduction
bands, as shown in Figures 2 (a), (b), and (c). A recently study [118] on quasiparticle band gap of
phosphorene with the more accurate GW approach shows that many-electron self-energy mainly
enlarges the band gap without changing the energy spacing between conduction bands
significantly. Therefore, our DFT/PBE predicted the switch of the energy order of conduction
bands under strain shall be reliable.

48

3.4 Summary
In conclusion, we have demonstrated a novel mechanism for engineering the unique, anisotropic
electrical conductance in monolayer and few-layer black phosphorus. By applying appropriate
uniaxial or biaxial strain, the anisotropy of the electron effective mass and corresponding
mobility direction can be rotated by 90° while the anisotropy of holes is not perturbed at all.
First-principles simulations reveal that this is a result of a switch in the energy order of the
lowest two conduction bands. This prediction is true even after considering temperature effects.
This strain-engineered anisotropic conductance has not been proposed before and this discovery
for controlling the exotic anisotropies of phosphorene makes this material even more promising
for mechanical and electronic applications, such as stretchable electrical devices, mechanically
controlled logical devices, and nano-sized mechanical sensors [119].
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Chapter 4: Anisotropic Thermal Conductance
and Enhanced Thermoelectric Efficiency in
Monolayer Black Phosphorus
4.1 Introduction
The task of designing practical and efficient thermoelectric materials is a decades-old problem
that has spurred diverse and creative material engineering efforts for its purpose [120, 121].
Thermoelectric devices that utilize the Seebeck effect convert heat flow into electrical energy
and are highly desirable for the development of portable, solid state, passively powered
electronic systems. The conversion efficiencies of such devices are quantified by the
dimensionless thermoelectric figure of merit 𝑍𝑇 = 𝑆 2 (𝜎⁄𝜅)𝑇 , where S is the Seebeck
coefficient, σ is the electrical conductivity, κ is the thermal conductivity, and T is the
temperature. The forefront of all-scale electronic and atomistic structural engineering techniques
has served to enhance the ratios of third-generation thermoelectric materials, such as Cubic
AgPbmSbTe2+m, PbTe-SrTe and In4Se3-δ, [122-124] achieving ZT values near 2 (around a 15%
conversion efficiency) within a temperature range of 700 K to 900K [125]. Alternatively,
promising simple structures exhibit intrinsically low thermal conductance, without requiring
sophisticated structural engineering, and achieve excellent thermoelectric performances [126,
127]. For example, SnSe crystal can reach a ZT of 2.6 at T= 923K [127], although this value falls
quickly for lower temperatures.
Graphene-inspired 2D materials also possess unusual thermal properties in addition along
with optical and mechanical advantages [128, 129], yet little progress has been made toward
harnessing them for thermoelectric applications. Recently, a newly-fabricated direct band gap
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semiconductor, few-layer black phosphorous (phosphorene) [14, 15], stands out as a possible
intrinsically-efficient thermoelectric material. Along with possessing promising free-carrier
mobility, it exhibits highly anisotropic electrical and optical responses [34]. It is natural to check
if the thermal conductance is also anisotropic. If this is the case, it is desirable for the preferred
direction of electrical conductance in phosphorene to coincide with one of poor thermal
conductance; such an alignment would significantly enhance phosphorene’s thermoelectric
performance, as shown in Figure 4.1.

Figure 4.1: Schematic of orthogonal electrical conductance and thermal conductance in
monolayer phosphorene.
In this chapter, first-principles simulations and model calculations of monolayer phosphorene
are used to study its electrical conductance, thermal conductance, Seebeck coefficient, and
thermoelectric figure of merit (ZT). Excitingly, the electrical and thermal conductance are shown
not only to be anisotropic, but to exhibit respectively orthogonal preferred conducting directions,
suggesting that a large ratio can be achieved in this material. These results are illustrated in
Figure 4.1. Additionally, the Seebeck coefficient is calculated using the Boltzmann transport
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equation (BTE) [130]. Within the reasonable estimation regime, ZT may ultimately reach 1 at
room temperature and even higher values at T=500 K using only moderate doping (~2 x 1016
𝑚−2 ). Therefore, monolayer phosphorene may stand out as a mechanically-flexible
thermoelectric material that can operate at room temperature, and does not require extensive
structural engineering.

4.2 Computational methods
In present calculations, the atomic structure and electronic structure are calculated by density
functional theory (DFT) with the Perdew, Burke, and Ernzerhof (PBE) functional [96]. The
Quantum Espresso computing package is used to solve the Kohn-Sham equations, producing the
electronic band structure [97]. The band gap is then refined to account for many-body
interactions, using the GW approximation via BerkeleyGW [59]. The electrical conductance is
calculated using Bardeen and Shockley’s theory, including electron-acoustic phonon coupling.
This method predicts reasonable mobility values [114] and does not require the electron
relaxation time, a quantity that is needed by most simulation packages. The phonon and thermal
conductance calculations are performed in the framework of the linear response theory base on
density functional perturbation theory (DFPT), discussed in Chapter 2. Finally, the Seebeck
coefficient is calculated using the BTE implemented in the BolzTrap package [131] without
needing to estimate the electron relaxation time. Based on the results from the packages, we next
give theoretical formula used in this Chapter.

4.2.1 Electrical conductance
According to the Drude model [54], the electrical conductance can be calculated by
𝜎 = (𝜇𝑒 𝑒𝑛 + 𝜇ℎ 𝑒𝑝)/𝐿𝑧
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(4.1)

where e is the absolute value of an electron charge, 𝜇𝑒 and 𝜇𝑝 are the mobility of electrons and
holes. n and p are the electron and hole densities obtained by the Dirac-Fermi distribution with a
given Fermi level (chemical potential). We will calculate the above quantities step by step.
Carrier density: At a finite temperature (T), the carrier density (n and p) can be calculated by
∞ 4𝜋 𝑚𝑒∗

𝑛 = ∫𝜀
𝜀

𝑣
𝑝 = ∫−∞

𝑐

ℎ2

4𝜋 𝑚𝑒∗
ℎ2

𝜀 − 𝜀𝐹
⁄𝑘 𝑇) + 1]−1 𝑑𝜀
𝐵

(4.2)

(𝜀 − 𝜀𝐹 )
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Here, ℎ and 𝑘𝐵 are the Planck constant and Boltzmann constant, respectively. 𝑚𝑒∗ is average
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effective mass, e.g., 𝑚𝑒∗ = 2(𝑚 + 𝑚 )−1 and 𝑚ℎ∗ = 2(𝑚

1

+ 𝑚 )−1 . 𝜀𝐹 , 𝜀𝑐 , and 𝜀𝑣 are the
ℎ𝑦

Fermi level, the energy of the bottom of conductance band and that of the top of valance band,
respectively.
Electric Mobility calculated by deformation energy theory: At finite temperature (T), we
calculate the anisotropy free-carrier mobility by the deformation energy approximation approach
for our non-polar black phosphorus. We adopt this approximation because that the electronoptical phonon scattering contribution to the non-polar material could be neglected [114, 115],

𝜇𝑥 =

𝑒ℎ3

𝐶𝑥

∗ 𝑚 𝐸2
2𝜋 3 𝑘𝐵 𝑇𝑚𝑒𝑥
𝑑 1𝑥

Eq. (4.4) is same as Eq. (3.1) in Chapter3, in which we give the details about calcultions.
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(4.4)

4.2.2 Grüneisen parameter, phonon lifetime, and heat capacity

Figure 4.2: The Grüneisen parameters of out-of-plane acoustic (ZA) (a), (b) in-plane
transverse acoustic (TA), and (c) in-plane longitudinal acoustic (LA) modes under
different perturbations. (d) Phonon lifetime of LA and TA modes. (e) Heat capacity of
LA and TA modes
Grüneisen parameter: For a specific branch (λ) of phonons, the corresponding Grüneisen
parameter reflecting anharmonic effects is defined as [132, 133]
𝐴 𝜕𝜔𝜆
𝜆 𝜕𝐴

𝛾𝜆 = − 𝜔

(4.5)

where A is the area of a unit cell of 2D black phosphorus, and 𝜔𝜆 is the angular frequency of a
specific phonon branch 𝜆 . In practical, we compress and stretch the unit cell for canceling the
first-order error, obtaining reliable Grüneisen parameters. As shown in Figure 4.2, we have
checked the different amounts (+/-2% and +/-4%) of perturbations for calculating Grüneisen
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parameters. We choose the finally averaged one for further calculations. In particular, the
Grüneisen parameter of the ZA mode diverges when its momentum approaches zero, as shown in
Figure 4.2 (a). This is due to the unique quadratic band dispersion of the ZA mode, which was
also observed in graphene [133].
Phonon lifetime: For a specific phonon branch (λ), its lifetime can be estimated by

𝜏𝜆 = −

𝜔𝑚

1

𝑀𝑣 2

(4.6)

𝜔 2 2𝛾𝜆 2 𝑘𝐵 𝑇

where 𝑀 is the 𝜔𝑚 is the Debye frequency, 𝑘𝐵 is Boltzmann constant, and 𝛾𝜆 is the Grüneisen
parameters discussed above. For simplicity, the average velocity ν for a 2D phonons consisting
2

of LA and TA modes is approximated by the relation 𝑣2 =

1
𝑣𝐿𝐴 2

+𝑣

1

𝑇𝐴

2

in the long-wave length

limit [133].
At the lone-wave limit of acoustic phonons, the frequency (𝜔) approaches to zero and the
lifetime based on Eq. (4.6) will diverge as shown in Figure 4.2 (d). To avoid this, we need to use
a truncation, which is usually based on experimental data. Here we align our results to
experimentally measured thermal conductance of bulk Phosphorus (11.8 W/(K ∙ m)) by a selfconsistent way. We vary the long-wave life time (𝜏), and insert it into the integral for the thermal
conductance along the armchair direction, which is the small thermal conducting direction. We
stop until getting the same thermal conductance. Since we don’t know the realistic bulk
condition (maybe bulk is consistent of many layers with different orientations), we fit it to the
small conducting direction (armchair). Therefore, our estimated conductance is the upper limit of
the conductance. This will give the lower limit of the final thermoelectric efficiency.
Heat capacity: For a specific phonon (λ), its heat capacity can be calculated by
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For example, we show the heat capacity of TA and LA modes for monolayer black phosphorus
in Figure 4.2 (e).

4.2.3 Seebeck coefficient
We start from the electronic band structure We use the relaxation time approximation to the
Boltzmann transport theory (BTE) to calculate the Seebeck coefficient S. This is implemented in
BoltzTraP code that uses Fourier interpolation of the calculated energy bands. We derive the
following semi-classic nests equations that enable us to determine the Seebeck coefficient S.
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(4.9)
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(4.11)

(4.12)

here, (𝑖, 𝑘) denotes the eigenvalue-band index, and k is wave vector. α and β denote the
directional coordinates. N is the number of k point, δ is the unit Kronecker delta function, Ω is
the volume of the primitive cell, εF is Fermi level, and 𝑓𝜀𝐹 (𝑇, 𝜀) is the Fermi-Dirac distribution.
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In BTE calculations, we assume that the relax time  i,k is direction independent and constant,
that is 𝜏𝑖,𝑘 = 𝜏 .

4.3 Results and discussions
4.3.1 Anisotropic electrical conductance

Figure 4.3: (a) Atomic structure of monolayer phosphorene. (b) GW-calculated electronic
bandstructure of suspended monolayer phosphorene. (c) and (d) Effective mass of electrons and
holes according to spatial directions. (e) Electrical conductance of monolayer phosphorene by
the Drude model. The scale of conductance is a logarithmic scale. The minus sign of the Fermi
level means hole p-doping and the plus sign means electron n-doping.
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Similar previous chapter, the atomic structure of monolayer phosphorene is also presented in
Figure 4.3 (a). Each phosphorous atom is covalently bonded with its three neighboring
phosphorous atoms to form a puckered 2D honeycomb structure. The electronic band structure of
suspended monolayer phosphorene is presented in Figure 4.3 (b). The Г point hosts a 2.0 eV
direct band gap. The band dispersion about the Г point is highly anisotropic; both the valence
and conduction bands are significantly dispersive along the armchair lattice direction (Г-Y) but
are nearly flat along the perpendicular zigzag lattice direction (Г-X). Accordingly, the effective
masses of the free carriers in phosphorene, and thus its electrical conductance, are all highly
anisotropic. Figures 4.3 (c) and (d) detail these anisotropies with an “8” shape; the effective mass
along the armchair direction is about an order of magnitude smaller than that along the zigzag
direction.
The electrical conductance in monolayer phosphorene is use the Drude model Eq. (4.1). Since
the layer thickness is not well-defined parameter, we choose the vertical thickness for
monolayer, Lz, to be 0.55 nm, which is the average interlayer distance of multilayer phosphorene
[15, 34]. For the free carrier mobilities in Eq. (4.1), we use Eq. (4.2) which adopts the
deformation energy approximation. Unlike in widely used transport-simulation packages, such as
BTE [131], the approach discussed above does not require a free-carrier lifetime, which is
unknown for phosphorene. our calculation proves to produce surprisingly good results when
comparing with available experiments. At room temperature, the calculated electron and hole
mobilities along the armchair direction are 1800 cm2/v·s and 2300 cm2/v·s, respectively. Recent
experimental results support this simple model calculation, finding that the holes are the more
mobile of the carriers and reporting the hole mobility around 1000 cm2/v·s [14, 15]. In practice,
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an improved sample quality will bolster the measured mobility and yield results that are in better
agreement with the calculated ones.

The electrical conductance is presented in Figure 4.3 (e). It depends exponentially on the
Fermi level, because of the nearly-constant mobility of the free carriers in the Drude model. In
accordance with the above discussion of the effective masses, the conductance is spatially
anisotropic (Figures 4.3 (c) and (d)); the conductance along the armchair direction is about an
order of magnitude larger than it is along the zigzag direction, across all doping levels. For a pdoping density of 2 x 1012 𝑐𝑚−2, the conductance along the armchair and zigzag directions is
calculated to be 1.33 x 106 S/m and 1.04 x 105 S/m, respectively.

4.3.2 Anisotropic thermal conductance
The thermal conduction in most semiconductors is mediated chiefly by lattice vibrations
(phonons) [135], and the free-carrier contributions may be much smaller in monolayer
phosphorene. Given this approximation, the thermal conductivity κ of phosphorene at a finite
temperature T can be comprised of the phonon mode contributions: 𝜅 = ∑𝜆 𝜅𝜆 , where the sum is
taken over all phonon branches. The contribution from each mode is given by [132, 133, 136]

𝜅𝜆 = 𝐿

1
𝑥 𝐿𝑦 𝐿𝑧

∑𝜆,𝒒 𝜏𝜆 (𝒒)𝐶𝑝ℎ (𝜔𝜆 )(𝑣𝜆 (𝒒) ∙ 𝑛̂)2

(4.13)

where 𝜏𝜆 is the phonon relaxation time, 𝐶𝑝ℎ (𝜔𝜆 ) is the specific heat contribution of the mode,
and 𝑣𝜆 is the phonon sound velocity with wave vector. 𝑛̂ is the unit vector that points along the
thermal gradient T .
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The phonon dispersion of monolayer phosphorene, as calculated by first-principles linear
response theory, is detailed in Figure 4.4 (a), which is consistent with previous result in Chapter
3. Optical phonons have smaller sound speed (𝑣𝜆 (𝒒)) and much smaller contributions to the heat
capacity (𝐶𝑝ℎ (𝜔𝜆 )) , which is discussed in the calculation methods of this Chapter. Therefore,
according to Eq. (4.13), we neglect those optical-phonon contributions to the thermal
conductance, which is similar to the simplification employed in the case of graphene [137].

Figure 4.4: (a) Phonon dispersion and DOS of monolayer phosphorene. (b) Thermal
conductance of monolayer phosphorene along the armchair and zigzag directions,
respectively. The solid symbols are estimation based on the long-wave relaxation time
(60 ps) derived from experimental data of bulk black phosphorus [134]. Different
curves are using different long-wave relaxation time to cover the possible range in
monolayer phosphorene.
Two in-plane acoustic modes, the transverse acoustic mode (TA), and the longitudinal
acoustic mode (LA) all exhibit linear dispersions, while the off-plane acoustic mode (ZA)
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exhibits a parabolic dispersion – in accordance with phosphorene’s 2D geometry. The LA
phonon stands out for exhibiting an anisotropic speed of sound. The lattice structure of
phosphorene decides that the sound speed of the LA branch is larger along the zigzag direction
than it is along the armchair direction. The longitudinal vibrations can easily distort the puckered
armchair structure, whereas the zigzag lattice is more robust and more difficult to excite.
Therefore, the LA branch’s speed of sound along the zigzag direction is 8397 m/s, which is
almost twice the speed along the armchair direction 4246 m/s. According to Eq. (4.13), the
thermal conductance is proportional to the squares of these speeds. Phosphorene’s preferred
direction of thermal conduction will thus be enhanced along the zigzag lattice direction,
orthogonal to the preferred direction of electrical conduction.
An outstanding issue arises when considering only the above two-phonon scattering
mechanism: Eq. (4.13) predicts diverging acoustic phonon lifetimes at the long-wave limit. It is
necessary to include three-phonon Umklapp scatterings or scattering with rough boundaries
when ω approaches zero. In practice, a truncation scheme is typically implemented in which the
long wavelength lifetime is estimated from experimental data. Because there is no such data for
monolayer phosphorene, the relevant thermal conductance value used in the present calculation
is obtained from data regarding bulk black phosphorous (60 ps) [134]. It is assumed that the van
der Waals interactions between phosphorene layers are weak and thus will not dramatically
change the long wavelength phonon scatterings within a single layer. This is a reasonable
approximation. For instance, the measured thermal conductivity of suspended monolayer
hexagonal Boron Nitride (h-BN) is only about 1.4 times greater than that of its few-layer
structure versions [138]. For the sake of being systematic, we choose a wide range of long-wave
lifetimes to account for a broad window of possible relaxation times (45 ~ 150 ps); this approach
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is widely used in theoretical studies of thermoelectric materials [139, 140], and it is found that
the final results are robust in this regard.
Given the above calculations and approximations, the lattice thermal conductances are plotted
versus temperature in Figure 4.4 (b). The multiple curves, corresponding to different long-wave
lifetimes, are plotted. The thermal conductance is consistently larger along the zigzag direction
than it is along the armchair direction. That is, the preferred direction for thermal conductance in
monolayer phosphorene lies perpendicular to the direction of preferred electrical conductance, as
presented in Figure 1.

4.3.3 Enhance thermoelectric efficiency

Figure 4.5: (a) and (b) Seebeck coefficient according to the doping density, calculated
by the BTE at T=300K and 500K, respectively. (c) and (d) The thermoelectric figure of
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merit according to the doping density under T=300K and 500K, respectively. Different
long-wave relaxation times of phonons are included.
The Seebeck coefficient (S) of monolayer phosphorene is calculated using BTE discussed in
section 4.2.3. Figures 5 (a) and (b) show the S for monolayer phosphorene at room temperature
and 500K with different free carrier doping densities. The coefficient varies dramatically with
doping density, indicating that optimizing the density is crucial for achieving efficient
thermoelectric performance. Unlike many of the other features of phosphorene, the Seebeck
coefficient is nearly isotropic.
Finally, we can get the thermoelectric figure of merit of monolayer black phosphorus. Figure
4.5(c) depicts as a function of free-carrier density along the zigzag and armchair lattice
directions, respectively, at room temperature. As expected, given the above observations and
discussions, ZT exhibits a strong spatial anisotropy in monolayer phosphorene. The armchair
direction fosters a larger ZT than does the zigzag direction. Given the orthogonal preferred
directions of the electrical and thermal conductance, the values of ZT along the armchair
direction can be enhanced well above the figures of merit of typical materials[122-124]. A
doping density of ~ 2 x 1012 cm-2 yields a figure of merit well above 1 for reasonable relaxation
time (60 ps). Even with the most conservative estimation of the phonon relaxation, ZT is still
around 0.6 (Figure 4.5 (c)), which is extremely attractive for applications. For a higher
temperature (T=500K), the figure of merit is even better as shown in Figure 4.5 (d); it is larger
than 1.7 and can even reach 2.5 under the same doping density.
Our calculated phosphorene’s ZT is promising for applications. According to the Carnot
efficiency for heat conversion, phosphorene based thermoelectric devices are poised to reach an
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energy conversion efficiency of 15~20% [135], surpassing the criterion for commercial
deployment. Outstandingly, unlike most thermoelectric materials whose ZT are meager at lower
temperatures, the ZT of phosphorene is still substantial at room temperature, as shown in Figure
4.5 (c). This feature, plus phosphorene’s environment-friendly composition and exceptional
mechanical elastic properties, distinguishes it as an exceptional candidate for thermoelectric
applications at room temperature.

4.3.4 Reliability of the calculations
It is imperative to consider factors that may, in practice, affect the value of ZT in phosphorene.
First, the role of doping free carriers as conduits of thermal conduction has not been considered.
Recent studies of electron-induced thermal conductance show that a p-doping density of 6 x 1012
cm-2 would lead to a thermal conductance around 1.5 W/K·m [141]. This is an order of
magnitude smaller than the predicted conductance along the armchair direction (11.8 W/K·m), as
seen in Figure 4.4 (b). Therefore, the contributions of the dopants to the thermal conductance
will not significantly modify ZT. Second, the calculations and simulations pertain to suspended
monolayer phosphorene. Realistically, defects will act to reduce the conductance and diminish
the anisotropies. To this end, modulation doping of 2D structures based on charge transfer [142]
may act to diminish the effect of scattering defects and preserve the high ZT. Third, the band gap
of phosphorene may vary across different environments. This band gap effect is discussed in the
Supplementary Document. Ultimately it does not significantly impact our conclusions. Fourth,
we must emphasize that the thermoelectric performance of realistic phosphorene results from the
culmination of many complicated physical processes; here, we can only focus on the most
important intrinsic contributions and provide only conservative predictions of the material’s
properties in an effort to account for these necessary simplifications. Finally, we estimate the
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thermoelectric performance of monolayer phosphorene at room temperature and 500K,
respectively. Although bulk black phosphorus is stable even heated up to 700 K, monolayer
structures may not be stable for this high temperature and the phosphorene may experience phase
transition to transfer to other possible allotropies [143].

Substrates or encapsulations are another type of important extrinsic factors to impact the
thermoelectric performance of phosphorene. They will directly affect both thermal and electric
conductances. For example, the phonon and carrier scattering between phosphorene and
substrate can change the conductance by an order of magnitude. Moreover, as shown in other 2D
materials, encapsulating high-K dielectrics can effectively enhance the screening and reduce CI
scattering [144]. Therefore, state-of-the-art experiments in the near future are crucial to draw
conclusive answers.

4.4 Summary
Monolayer phosphorene was assessed for its intrinsic thermoelectric capabilities. Accordingly,
the electrical conductance, thermal conductance, and Seebeck coefficient of were calculated and
used to determine ZT. It was found that the electrical and thermal conductances exhibit strong
spatial anisotropies such that their respective preferred directions of conductance are orthogonal
to one another, resulting in an anisotropic thermoelectric figure of merit that is large along the
armchair direction. Promising thermoelectric figures of merit can be achieved at relatively low
temperatures using moderate doping. Monolayer phosphorene is thus an attractive candidate for
energy applications based on inexpensive and flexible thermoelectric materials that may operate
near room temperature.
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Chapter 5: Ferroelectricity and Phase
Transitions in Monolayer Group-IV
Monochalcogenides

From the previous chapters, we learned that the unique anisotropic electric and thermal
properties of the non-polar orthorhombic semiconductor-black phosphorus. These anisotropic
properties are usually associated with the low-symmetry atomic structure, which cause the
tunable anisotropic electric or thermal properties. In the following two chapters, we deal with the
similar atomic structure materials, monolayer group-IV Monochalcogenides, in which the
inversion symmetry is broken. As discussed in the Chapter 2, the Zak’s phase could be non-zero,
making these materials have some unique electric properties such as the in-plane ferroelectricity
and giant piezoelectricity.
In this Chapter, we first show that the intrinsic monolayer group-IV Monochalcogenides MX
(M =Ge, Sn; X=S, Se) monolayers are a new family of 2D ferroelectric vdW materials. Using the
“modern theory of polarization” discussed in Chapter 2, we identify two degenerate structures
exhibiting spontaneous in-plane polarization. Moreover, we develop an effective mean-field
method for Monte Carlo (MC) simulations to calculate the phase transition. We further
demonstrate that this 2D ferroelectric phase transition obeys the fourth-order Landau theory but
with different critical exponents from those of the typical second-order phase transition [145].
Then, we argue that the unexpected high Curie temperature in SnSe and GeSe could still be
explained by the Ginsberg-Landau phase transition theory. Finally, using the Landau theory and
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MC simulation, the phase diagram of monolayer SnSe is obtained, showing that minor strain can
dramatically tune transition temperature.

5.1 Introduction of ferroelectricity in 2D materials

Figure 5.1: (a) Schematic of FE in the closed boundary condition (a), and open circuit
boundary condition (b). The Ed is depolarization field.

Ferroelectricity (FE) shares similarities with ferromagnetism, as both have polarization-field
hysteresis loops and large susceptibilities. Therefore, the effect got the same prefix “ferro” as
ferromagnetism, meaning iron, even though most FEs do not contain iron. On the other hand, the
microscopic origins of ferroelectricity and ferromagnetism are radically different. FEs exhibit
many physical properties that are both interesting for fundamental research and industrial
applications. In most experiments, FEs are in contact with metallic electrodes with an
experimental setup similar to the sketch shown in Fig. 5.1 (a). Since the surface bound charges
are screened by free electrons in metals, the macroscopic electric field is absented in the sample,
68

which corresponds to the ε = 0 boundary condition. However, if the sample is isolated in an
insulating environment where free charges are not available, as shown in Fig. 5.1(b), the
boundary condition is D = 0, and the surface bound charges in FEs generate a depolarization
field Ed. Normally, the spontaneous polarization will decade to zero because of the
depolarization field.
Even in the closed boundary condition, the surface bound charges in thin-film form Fes are
could not fully screened by free electrons in metals. As a result, the critical thickness in proper
ferroelectric materials, such as perovskite ones, is limited between 12 and 24 Å [146-148]. As
we know that the thin-film form of FEs is most commonly needed for modern devices, lead us to
make a heroic effort to find thin film FEs. New mechanisms such as hyperferroelectrics are
proposed to keep the polarization even in a single layer of ABC hexagonal semiconductors
[149], but these materials have yet to be synthesized. Layered van der Waals (vdW) materials
may provide another way to overcome this challenge. For example, two-dimensional (2D) MoS2
was predicted to be a potentially ferroelectric material [150]. However, its ferroelectric 1T
structure is not thermally stable compared to the observed 2H phase.
Bulk SnSe, a high-performance thermoelectric material [38], exhibits giant anharmonic and
anisotropic phonons [39], which are usually the signs of spontaneous symmetry breaking. This
clue motivates us to investigate if these materials are spontaneously polarized and ferroelectric.
From the point of view of fabrication, ultrathin tri-layers of these materials have been
successfully fabricated [40], making the study of monolayers of immediate interest. Last, but not
least, the relation between phase transitions and dimensionality has been a century-long topic
[151, 152]. Beyond intensive studies on bulk ferroelectric phase transitions [153, 154],
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ferroelectric phase transitions in 2D materials and their critical phenomena are obviously of
fundamental importance.

5.2 In-plane spontaneous ferroelectricity
Bulk MX (M= Ge, Sn; X = S, Se) adopts a layered orthorhombic structure (space group Pnma) at
room temperature, which is derived from a three-dimensional distortion of the NaCl structure
(space group Cmcm) [38]. Their monolayer structures keep this symmetry but the difference is
the symmorphic two fold rotation symmetry, resulting inversion symmetry breaking, as shown in
Figure 5.2(a). From the side view, we define the angles θ1 and θ2 measured along the x
(armchair) direction shown in Figure 5.2(b), which describes the geometric distortion. When θ1 =
θ2= 0, the structure converts back to the nonpolar Cmcm (phase A) with the inversion symmetry,
which is the structure of the crystalline insulator materials, SnTe and PbTe, etc. [155]. For
monolayer MXs, there are two stable structures which are related by a spatial inversion,
characterized by having both θ1 and θ2 positive or both negative. These structures, labeled by
phases B and B0. Taking monolayer SnSe as an example, the free-energy contour obtained using
first-principles calculations is presented in Figure 5.2(c), which confirms these stable structures
(B and B0) are connected through a saddle point (A). This anharmonic double-well potential
strongly hints the existence of ferroelectricity.
Importantly, both B and B0 structures are non-centrosymmetric polar, and they can be
transformed into another by a spatial inversion. Therefore, if there is a polarization (P) in the B
phase, that of the B0 phase must be the inverse (−P). Our Berry-phase calculation based on
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Figure 5.2: (a) Top view of the structure of monolayer group-IV monochalcogenides.
The black line rectangle is the first Brillouin zone, a is the lattice constant along the
armchair direction (x), and b is that along the zigzag direction (y). (b) The schematic
side views of the two distorted degenerate polar structures (B and B0) and the high
symmetry nonpolar phase (A). (c) The free-energy contour plot of monolayer SnSe
according to the tilting angles (θ1 and θ2). The phases A, B, and B0 are marked.

density functional theory (DFT) confirms this symmetry analysis: these two stable structures (B
and B0) have significant spontaneous polarization with opposite polarizing directions. The
spontaneous polarization at zero temperature (Ps) are listed in Table 5.1. If we estimate the
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thickness of each layer to be 0.5 nm [15], their average bulk values of the polarization are around
0.3-1.0 C/m2, which are similar to those of traditional ferroelectric materials such as BaTiO3 and
Lead zirconate titanate (PZT) [156, 157].

Table 5.1 The ground-state free energy (potential barrier) EG (meV), the spontaneous polarization Ps (10−10
C/m) at zero temperature, and fitted parameters in Eq. (5.1). A, B, and C are used to describe the doublewell potential. D is the constant representing the mean-field approximation interaction between the nearest
neighbors.

Material

EG

Ps

A

B

C

D

SnSe

-3.758

1.51

-5.785

1.705

0.317

10.16

SnS

-38.30

2.62

-19.127

1.053

0.275

8.49

GeSe

-111.99

3.67

-15.869

-3.540

0.378

9.74

GeS

-580.77

5.06

-37.822

-5.422

0.280

10.59

Soft optical modes correspond to displacive instabilities and have been assigned to be the
driving mechanism for spontaneous symmetry breaking in bulk ferroelectrics [153]. As
temperature decreases below TC, the frequency of the soft mode will evolve to be imaginary,
driving the high symmetry structure to a symmetry-broken phase. We have observed the similar
phenomenon. For example, in monolayer SnSe, we plot the phonon dispersions for both the
nonpolar phase A and polar phase B [Figure 5.3(a) and 5.3(b)]. Clearly there is an imaginary, soft
optical mode (λ) presenting, and it is corresponding to the symmetry breaking below TC.
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Figure 5.3: (a) and (b) Phonon spectra of the structures A and B of monolayer SnSe,
respectively. (c) Double-well potential of monolayer SnSe. Red points are the DFTcalculated total energy and the blue line is from the model. (d) Double-well potential vs
polarization. EG is the ground-state energy (potential barrier) and Ps is the spontaneous
polarization.

Beyond the calculation of ferroelectricity at zero temperature, a more fundamental question
is the corresponding ferroelectric phase transition, which has been intensively studied for
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decades in bulk materials [158, 159]. This is an open question for monolayer monochalcogenides
because of their 2D nature. Dimensionality is a key factor deciding phase transitions. In
particular, lower dimensionality usually enhances fluctuations, decreasing or even diminishing
phase transitions. Therefore, even with a finite configurational potential barrier [Figure 5.3(c)], it
is unknown if such a ferroelectric order can survive (robust) at finite temperature in 2D
materials. This is also crucial for potential devices working at room temperature. In the
following, we build a quantitative approach to study the 2D ferroelectric phase transition beyond
zero-temperature DFT calculations.
Although the aforementioned soft optical mode is the driving mechanism for the ferroelectric
phase transition, it is not easy to describe these modes at finite temperature. Moreover,
techniques for treating higher-order anharmonic phonons, which are crucial to induce phase
transitions, are limited. One approximation of investigating the imaginary modes is to employ
the so-called renormalization scheme to calculate the effective harmonic frequencies at finite
temperature. However, in that scheme, it is hard to distinguish different dimensionalities, which
is the essential feature for 2D ferroelectric phase transition.

5.3 Landau theory and transition temperature
Alternatively, we describe our system by the Landau theory. The polarization P is the order
parameter. Then we need to map the two-component (θ1, and θ2) free-energy surface [Figure
5.2(c)] to a function of the order parameter P. However, a brute-force 2D mapping will result in
formidable simulation. Fortunately, we observe that due to the steep gradient of the energy
surface along the perpendicular direction to the dashed diagonal line in Figure 5.2(c), the
structure prefers to stay as the so-called angle-covariant phase (θ1 = θ2), marked by the dashed
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line in Figure 5.2(c). This makes it possible to only consider a 1D subset of configurations and
greatly simplifies the parameter space.
In Figure 5.3(c), we show the energy along this angle covariant line, θ1 = θ2= θ, for
monolayer SnSe. Its double-well shape suggests the known form of the 𝜙 4 potential, which has
been widely used to study bulk ferroelectric materials [154, 160]. By calculating the polarization
for each value of θ, we can connect the free energy E to the polarization P.
The potential energy is expressed in the Landau-Ginzburg expansion
𝐴

𝐵

𝐶

𝐷

𝐸 = ∑𝑖 2 𝑃𝑖2 + 2 𝑃𝑖4 + 2 𝑃𝑖6 + 2 ∑<𝑖,𝑗>(𝑃𝑖 − 𝑃𝑗 )2

(5.1)

which can be viewed as the Taylor series of local structural distortions with a certain polarization
defined at each cell 𝑃𝑖 . As shown in Figure 5.3(d), the first three terms are associated with the
energy contribution from the local modes up to the sixth order and they well describe the
anharmonic double-well potential. The last term captures the coupling between the nearest local
modes and includes the 2D geometry that is crucial for differentiating this work from previous
bulk studies. Compared with the results of mean-field theory within the nearest-neighbor
approximation [Figure 5.4(a)], the first-principles calculations of supercells show that the
coupling is harmonic, confirming the validity of keeping the second-order interactions in Eq.
(5.1). The values of the parameters A–D are listed in Table 5.1. Interestingly, the value for D,
describing the average dipole-dipole interaction, is almost the same across these four materials.
This is from the similar local structures of these materials.
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Figure 5.4 (a) The dipole-dipole interaction of monolayer SnSe by using mean-field
theory. The red points are the DFT-calculated total energy of different (𝑃𝑖 −< 𝑃𝑗 >) .
The blue line is fitted by the harmonic approximation. (b) Temperature dependence of
polarization obtained from MC simulations of monolayer SnSe.

With this effective Hamiltonian and parameters, we can employ the MC simulation to
investigate the phase transition. In Figure 5.4(b), take monolayer SnSe as an example, we show
there is an abrupt transition at TC ≈ 325 K. To obtain the critical exponents and understand
universal critical phenomena, we employ a fitting procedure that assumes a heuristic form for
P(T) :

𝑃 (𝑇 ) = {

𝜇(𝑇𝐶 − 𝑇)𝛿
0

𝑇 < 𝑇𝐶
𝑇 > 𝑇𝐶

(5.2)

where TC is the Curie temperature, δ is the critical exponent, and μ is a constant. These fitted
results of monolayer MX are summarized in Table 5.2. The critical exponents are around 0.25
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and 0.35, which are significantly below the ideal value (0.5) based on the 2D ferromagnetic Ising
model [145]. This is similar to the conclusion from bulk ferroelectric perovskites [154]. In this
sense, our study is still not enough to identify the type of this phase transition and it is an
extremely interesting question for future studies by further observing the hysteresis in heating
and cooling.
Table 5.2 The Curie temperature (TC) and critical exponents in Eq. (5.2).

Material

TC (K)

μ

δ

SnSe

326

0.34

0.25

SnS

1200

0.21

0.35

GeSe

2300

0.48

0.26

GeS

6400

0.75

0.22

In Table 5.2, the Curie temperature TC of monolayer GeS and GeSe are rather large; this is
consistent with their higher configurational energy barriers (EG in Table 5.1), indicating that
GeSe and GeS have strong ferroelectric instability. On the other hand, the smaller TC of
monolayer SnSe and SnS show they have weak ferroelectric instability, which can be easily
tuned by external field or strain.
It is important to point out that the Curie temperature TC cannot be simply estimated by the
configurational energy barriers. For example, the barrier of the double-well potential |EG| of
SnSe (3.758 meV) is much smaller than its kBTC (28.02 meV). This can be explained by the
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fourth-order Landau theory, which has been used to understand the ferroelectricity of perovskites
[161]. In this scheme, the free energy can be written as
𝐹 = 𝛼(𝑇−𝑇𝐶 )𝑃2 + 𝛽𝑃4
with 𝛼, 𝛽 > 0 . The equilibrium polarization is given by

(5.3)
𝑑𝐹
𝑑𝑃

= 0 , resulting in the Curie

temperature
𝑇𝐶 =

2𝛽
𝛼

𝑃𝑠 2

(5.4)

Excitingly, we fit the calculated spontaneous polarization of monolayer SnSe and find
𝑇𝐶 ~𝑃𝑠 2 , which perfectly matches the Landau theory, similar to traditional perovskite ferroelectric
materials [154]. More precisely, the coefficient

2𝛽
𝛼

is about 11.09 meV/(10−10 C/m)2, which is

very close to the interaction constant D of monolayer SnSe listed in Table 5.1. Therefore, a
material with weak instability may nevertheless display relatively high TC determined by high
values of dipole-dipole coupling D and the spontaneous polarization Ps. This may be particularly
interesting for suspended 2D ferroelectric materials because the surrounding vacuum cannot
efficiently screen the dipole-dipole interaction, enhancing the coefficient in Eq. (5.4) and further
increasing the Curie temperature.

5.4 Phase diagram
Phase diagrams are particularly important for completely describing ferroelectricity in
monolayers because the 2D materials are easily affected by charge transfer or strain induced by
substrates [162], fabrications, and temperature [163]. For monolayers, it is hard to define the inplane pressure. Equivalently, we provide a phase diagram, in which we vary the two orthogonal
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lattice constants (a and b) that can be related to strain and calculate the corresponding Curie
temperature. As an example, the phase

Figure 5.5 (a) Curie temperature vs the spontaneous polarization. The blue points and
error bars are MC simulations and the red line is the fitted result using the model
function in Eq. (4). (b) Phase diagram of monolayer SnSe under strain. (c) M-X bond
covalency CM; X vs cophonicity Cph(M–X) with different covariant angles. (d) Curie TC
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and spontaneous polarization Ps vs M-X bond covalency CM;X. (e) Polarization at zero
temperature vs the layer number of MXs.
diagram of monolayer SnSe is presented in Figure 5.5(b). Interestingly, the ferroelectric
transition temperature could be tuned in a wide range (a few hundred Kelvins) by very small
strain (within 1%) along the x (armchair) direction. This widely tunable range, without insulatormetal transition [45], suggests potential deviations for experimental measurements and it is also
promising for the engineering ferroelectricity.
Understanding the correlation between structure distortions, spontaneous polarization, and the
chemical bonding nature is important for predicting new ferroelectric materials. Here we
investigate covalency and cophonicity metricsproposed by Cammarata et al. [164, 165], which
are useful tools for analyzing structural distortions and ferroelectricity. We show the M-X bond
covalency CM; X vs the MX cophonicity Cph(M–X) in Figure 5.5(c). Although the covalencies
have different monotonic behaviors with respect to the cophonicity Cph(M–X), the cophonicity
approaches a perfect cophonocity [Cph(M–X) = 0] when the phase is varied from the structure A
to the more stable and polar structure B. Thus, cophonicity may be a useful quantity for
predicting stable ferroelectric structures. In Figure 5.5(d), we show the covalency CM; X
according to the polarization and the critical temperature. Interestingly, we find that the more
ionic material (smaller CM; X) has smaller Ps and lower TC. This rule is consistent with the fact
that the heavy compound SnTe (ionic NaCl type structure) is not a spontaneous polarization
material. According to this rule, we expect that the less covalent MX, such as the monolayer SiS
[166] and As1−xPx compound [37] may have higher spontaneous polarization and Curie
temperatures.
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Finally, beyond monolayers, it is necessary to mention few-layer monochalcogenides, given
the fact that trilayer SnSe have been fabricated [41]. Because of the restored inversion symmetry,
the polarization of even-number-layer MXs is always zero. In Figure 5.5(d) we show the
spontaneous polarization of odd-number-layer MXs, in which the 2D polarization (C/m) is
renormalized to bulk values (C/m2). Interestingly, although polarization of the odd-number layers
MXs decays with the increasing thickness, the Ps of five layers SnSe is still around 0.08 C/m2
(μC/cm2), which is comparable to those of paraelectric barium titanate [167] and BaTiO3
multiferroic nanostructures [168]. Thus, it is possible to observe the ferroelectricity in currently
available few-layer monochalcogenides [40].

5.5 Summary
In conclusion, we predict that monolayer–odd-numberlayer group-IV monochalcogenides are
ferroelectric materials with in-plane spontaneous polarization. The Curie temperatures are
significantly higher than their configurational energy barriers between their degenerated
groundstate structures. These properties indicate that monolayer MXs are robust ferroelectric
materials, which could be useful for devices. The revealed mechanism of the ferroelectric phase
transition, explained by the Landau theory, takes us closer to understand the universal critical
properties of 2D materials. Furthermore, the widely tunable Curie temperature of these
monolayers under small strain gives more freedom for engineering ferroelectric devices. Finally,
based on our covalency analysis, new materials, such as SiS [48] and As1-x Px, are predicted to be
higher Ps and TC.
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Chapter 6: Giant Piezoelectricity of
Monolayer Group-IV Monochalcogenides
6.1 Introduction
6.1.1 Piezoelectric
If inversion symmetry is absenting in the crystal, polarization can also be induced by a
mechanical stress, as shown in Figure 6.1(a) and (b). This effect is called piezoelectricity, which
convert mechanical energy to electrical energy, have the advantages of large power densities and
ease of application in sensors and energy harvesting. Theoretically, the piezoelectric is allowed
in all non-centrosymmetric point groups except the cubic point group 432 in Hermann-Mauguin
notation, whose high symmetry enforces the piezoelectric tensor to be zero.
The direct piezoelectric effect was first seen in 1880, and was initiated by the brothers Pierre
and Jacques Curie. By combining their knowledge of pyroelectricity with their understanding of
crystal structures and behavior, the Curie brothers demonstrated the first piezoelectric effect by
using crystals of tourmaline, quartz, topaz, cane sugar, and Rochelle salt [169 73]. Their initial
demonstration showed that quartz and Rochelle salt exhibited the most piezoelectricity ability at
the time. Until now, there are still many limitations for the widely used piezoelectric materials.
For example, a widely used piezoelectric material is lead zirconate titanate Pb[ZrxTi1-x]O3, a
piezoceramic known as PZT [169, 170]. However, the piezoceramic’s brittle nature causes
limitations in the sustainable strain. Meanwhile, non-centrosymmetric wurtzite-structured
semiconductors, such as ZnO, GaN and InN, are materials wildly used in piezotronic and piezophototronic devices [171, 172], but their piezoelectric constants are rather small.
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Figure 6.1: Schematic of centrosymmetric material (a), and non-centrosymmetric
material (b) in response to the strain. (c) Relationship between dielectric, piezoelectric,
pyroelectric and ferroelectric.
During World War II, research groups in the US, Russia and Japan discovered a new class of
man-made materials, called ferroelectrics, which exhibited piezoelectric constants many times
higher than natural piezoelectric materials. Nowadays, we know that the ferroelectrics are
simultaneously piezoelectric. The relationship between dielectric, piezoelectric, pyroelectric, and
ferroelectric is summarized in Figure 6.1(c). If the materials not only break the inversion
symmetry but also have a unique polar axis, a nonzero polarization exists even without an
external field, and the polarization is called “spontaneous polarization” with symbol PS. In such
materials, the polarization changes with temperature, and therefore these materials are called
pyroelectrics. Of the 32 crystallographic point groups, the 10 polar point groups 6mm, 6, 3m, 3,
4mm, 4, mm2, m, 2, and 1 allow pyroelectricity. If the material is able to switch reversibly
between these states in an applied electric field, this material is ferroelectric (FE) [8].
In previous Chapter, we discussed the spontaneous inversion symmetry is broken, resulting
ferroelectricity in 2D monolayer orthorhombic group-IV monochalcogenides. Thus, we know
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that the group-IV monochalcogenide is piezoelectric because of its ferroelectricity. Furthermore,
it is an interesting question that whether the group-IV monochalcogenides exhibited piezoelectric
constants many times higher than natural piezoelectric materials and the other 2D
semiconductors.

6.1.2 Symmetries
semiconductors.

in

group-IV

monochalcogenides

and

other

2D

Figure 6.2: The ball-stick atomic structure of D3h hexagonal and C2v orthorhombic
monolayers. (a) and (b) The side top and side views of the hexagonal monolayer. (c)
and (d) The top and side views of the orthorhombic monolayer. The armchair direction
and zigzag direction are defined as the x and y directions, respectively.
For those hexagonal structures with a D6h point group, such as boron nitride (h-BN) and
many transition-metal dichalcogenides (TMDCs), as well as layered orthorhombic structure with
a D4h point group, such as group-III monochalcogenides, their symmetry is reduced to the D3h
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group when thinned down to monolayer. This breaks the inversion symmetry, as shown in Figure
6.2, giving rise to piezoelectricity. They were predicted to be intrinsically piezoelectric [173],
and this idea has been demonstrated by experiments on the MoS2 monolayer [20-22].
Unfortunately, the piezoelectric effect is rather small, e.g., the measured piezoelectric coefficient
e11 of monolayer MoS2 is only around 2.9x1010 C/m [21], and the mechanical-electrical energy
conversion rate is limited to be about 5%. [20]
Therefore, finding flexible, stable, and efficient 2D piezoelectric materials is crucial. This
motivates us to study another family of 2D semiconductors, group IV monochalcogenides, i.e.,
SnSe, SnS, GeSe, and GeS. Their atomic structure is presented in Figures. 6.1(c) and (d), which
exhibit a C2v point group. We expect an enhanced piezoelectricity due to the following reasons:
(1) As shown in Figure 1(c), their stable monolayer structures are non-centrosymmetric, allowing
them to be piezoelectric. (2) Their puckered C2v symmetries are much more flexible (softer)
along the armchair direction. This can further enhance the piezoelectric. (3) Significant advances
in fabrication techniques have been achieved. For example, few-layer SnSe has been fabricated
recently.
In this Chapter, we employ the first-principles density functional theory (DFT) simulations to
calculate the piezoelectric effects of monolayer group-IV monochalcogenides. The piezoelectric
effect of these monolayer materials is dramatically enhanced and anisotropic, and the most
important piezoelectric coefficient d11 is about two orders of magnitude larger than that of 2D
and bulk materials [171, 20-22], which have been widely used in the industry. These anisotropic,
giant piezoelectric materials represent a new class of nanomaterials that will allow for the next
generation of ultra-sensitive mechanical detectors, energy conversion devices, and consumertouch sensors.
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6.2 Preliminary
6.2.1 First-principles methodology
The DFT calculations with the Perdew-Burke-Ernzerh (PBE) functional [84] have been carried
out by using the Vienna Ab initio Simulation Package (VASP) with a plane wave basis set and
the projector-augmented wave method [98]. The Brillouin zone integration is obtained by a
14x14x1 k-point grid. The convergence criteria for electronic and ionic relaxations are 10-6 eV
and 10-3 𝑒𝑉/Å , respectively. We use the “Berry-phase” theory of polarization to directly
compute the electric polarization discussed in Chapter 2. The change of polarization (∆𝑃) occurs
upon making an adiabatic change in the Kohn-Sham Hamiltonian of the crystal.
Piezoelectric properties are ground-state properties associated with polarization. Thus, DFT
calculations are a suitable tool shown to reliably predict values. For example, the DFT calculated
piezoelectric coefficients are in excellent agreement with experimental values for bulk GaN
[171] and nanostructure. Very recently, experiments measured the piezoelectric coefficient
e11=2.9x10-10 C/m for monolayer MoS2, which is close to the DFT results (3.6x10-10 C/m) [174].
Therefore, we employ the same theoretical approach in this work.

6.2.2 Atomic structure parameters and band-structure
The DFT-optimized monolayer and bulk structure parameters, i.e., the in-plane lattice constants a
and b, are listed in Table 6.1. The corresponding experimental or the previous DFT results of the
bulk phase are listed as well [175-181]. We observe a similar trend as that in Ref. 182, in which
the lattice constant a increases and the constant b decreases with increasing the number of layers
for most group IV monochalcogenides, except for GeS. These monolayers are stable. This is
evidenced by recent experimental fabrications [40] and theoretical phonon calculations.
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Figure 6.3: The band structures of GeS, GeSe, SnS and SnSe. The red lines and blue
lines represent the valence bands and conduction bands, respectively. The Brillouin
zone of this class material is shown in (a).
The electronic structure of group IV monochalcogenides are given in Figure 6.3. All these
materials exhibit an indirect band gap at the DFT level. We list the values of band gaps in Table
6.1. These DFT gap values are for reference purposes only, as excited-state calculations are
needed to get the reliable band gap of MXs. According to our experience [118], the quasiparticle
band gaps of MX range from 1.2 eV to 2.7 eV, which are within a very useful range for
electronic applications. Moreover, huge excitonic effects are expected, which can substantially
lower the optical absorption edge, promising for solar energy applications.
88

Table 6.1 Experimental and DFT-PBE calculated structural parameters and bandgap for bulk and
monolayer MX. The values of monolayer lattice constants a and b, direct and indirect bandgap are listed.
The bulk data is from Refs. 175-181

Material

monolayer DFT calculation

bulk experiment or DFT calculation

GeS

a (Å)
4.48

b(Å)
3.62

Indirect
gap (eV)
1.23

direct
gap (eV)
1.36

GeSe

4.27

3.93

1.04

1.10

SnS

4.26

4.03

1.37

1.51

SnSe

4.35

4.24

0.77

0.92

a(Å)
4.30
exp.
4.38
exp.
4.33
exp.
4.44
exp.

b(Å)
3.64
exp.
3.82
exp.
3.99
exp.
4.14
exp.

Indirect
gap (eV)
1.58
exp.
1.16
exp.
1.07
theory
0.86
exp.

direct gap
(eV)
1.61
exp.
1.53
exp.
1.3
exp.
1.30
theory

6.3 Results and discussion
6.3.1 Elastic stiffness
We first obtained the planar elastic stiffness coefficients C11, C22 and C12 of MX monolayer by
fitting the DFT-calculated unit-cell energy 𝑈 to a series of 2D strain states (𝜀11, 𝜀22), based on the
formula
1 ∂2 U

𝐶11 = A

2
0 ∂𝜀11

1 ∂2 U

, 𝐶22 = A

2
0 ∂𝜀22

1

, 𝐶12 = A

0

∂2 U
∂𝜀11 ∂𝜀22

(6.1)

where 𝐴0 is the unit-cell area at the zero strain. Due to the existence of mirror symmetry along
the zigzag direction (y direction) in MX structures, at the small strain limit, we can write
1

1

2
2
△ 𝑢(𝜀11 , 𝜀22 ) = 2 𝐶11 𝜀11
+ 2 𝐶22 𝜀22
+ 𝐶12 𝜀11 𝜀22

(6.2)

where Δ𝑢(𝜀11, 𝜀22) = [𝑈(𝜀11, 𝜀22) − 𝑈(𝜀11 = 0, 𝜀22 = 0)]/𝐴0 is the change of unit-cell energy per
area. We carry out the strain energy calculation on an 11×11 grid with 𝜀11 and 𝜀22 ranging from 89

0.005 to 0.005 in steps of 0.001. The atomic positions in the strained unit cell are allowed to be
fully relaxed. Following definitions of previous works [21], the coefficients, C11, C22, and C12,
which are calculated using a fully relaxed final atomic configuration, are called relaxed-ion
stiffness coefficients, which are experimentally relevant. In contrast, if the atomic positions are
held fixed when applying unit-cell strain, the so-called clamped-ion coefficients, which are of
theoretical interest, can be calculated as well.
Table 6.2 DFT-PBE calculated in-plane elastic stiffness C11, C22 and C12 of monolayer Group IV
Monochalcogenides. The Poisson ratio 𝜈⊥ is calculated for the relaxed ion case. The data of a typical
TCMD monolayer material, MoS2, and a typical group III monochalcogenide, GaSe, are listed for
reference as well.

Champ-ion

Relax-ion

Material
C11 (N/m)

C22 (N/m)

C12 (N/m)

C11 (N/m)

C22 (N/m)

C12 (N/m)

𝜈⊥

GeS

48.90

58.19

32.92

20.87

53.40

22.22

0.32

GeSe

43.76

56.16

31.18

13.81

46.62

17.49

0.35

SnS

45.79

52.49

33.46

14.91

35.97

15.22

0.36

SnSe

43.96

47.60

30.66

19.88

44.49

18.57

0.42

MoS2
[174]

153

153

48

130

130

32

0.34

GaSe
[183]

108

108

32

83

83

18

0.39

Table 6.2 summarizes the clamped and relaxed-ion stiffness coefficients for the four types
of D2h symmetry MX monolayers. Additionally, we have also listed the elastic stiffness of
another two typical D3h symmetry piezoelectric materials, MoS2 [174] and GaSe [183], which
belong to the TMDC and group-III monochalcogenide classes, respectively. According to the
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structures shown in Figuire 6.2 (c) and (d), the group IV monochalcogenide are soft along the
armchair (x) direction. This is consistent with our DFT results in Table 6.2. In particular, for both
clamped and relax-ion cases, the elastic stiff nesses (C11) of group-IV monochalcogenide is about
4~6 times smaller than that of MoS2 and GaSe. This will significantly enhace the piezoelectric
effects. An unexpected result from Table 6.2 is that the elastic stiffness (C22) along the zigzag (y)
direction is also substantially smaller (around 2~3 times) than that of MoS2 and GaSe. This is
attributed to the intrinsic electronic properties of group IV monochalcogenides, whose covalence
bonds are weaker than those of hexagonal TMDCs and group III monochalcogenides. This is
also reflected in the longer bond lengths (2.50 ~2.89 Å) of our studied structures, compared with
those of GaSe (2.47 Å) and MoS2 (1.84 Å) [174, 183].
Recently, puckered 2D structures, such as few-layer black phosphorus (phosphorene) and
similar isoelectronic materials, have attracted significant research interests. Due to their novel
structure, unexpected mechanical properties have been shown to exist. In particular, phosphorene
exhibits an unusually negative Poisson ratio [184] . Here we have calculated the Poisson ratio 𝜈⊥
obtained directly from relaxed ion coordinates by evaluating the change of layer thickness in
response to in-plane hydrostatic strain ∆ℎ/ℎ= −𝜈⊥(𝜀11 + 𝜀22). The Poisson ratio 𝜈⊥ is investigated
by averaging the results of the armchair direction and zigzag direction for very small stress (0.8% ~0.8%). Interestingly, our calculated value is positive and similar to those of TMDCs and
group III monochalcogenides. This differs from the results of phosphorene, in which the Poisson
ratio is evaluated by the value only from the armchair direction within a much larger stress range
(-5% to 5%).
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6.3.2 Piezoelectric coefficients
Next, we calculate the linear piezoelectric coefficients of the group IV MX monolayers by
evaluating the change of unit-cell polarization after imposing uniaxial strain on the system. This
approach is based on the modern theory of polarization [60, 61] implemented in VASP. The
linear piezoelectric coefficients 𝑒𝑖𝑗𝑘 and 𝑑𝑖𝑗𝑘 are third-rank tensors as they relate polarization
vector 𝑃𝑖, to strain 𝜀𝑗𝑘 and stress 𝜎𝑗𝑘 respectively, which are second-rank tensors:
𝜕𝑃

𝑒𝑖𝑗𝑘 = 𝜕𝜀 𝑖

𝑗𝑘

𝜕𝑃

𝑑𝑖𝑗𝑘 = 𝜕𝜎 𝑖

𝑗𝑘

(6.3)

(6.4)

Because of the existence of a mirror symmetry along the zigzag (y) direction in MX
structures, the independent piezoelectric coefficients are {e111, e122, e212=e221} and {d111, d122, d212
= d221}. The indices 1 and 2 correspond to the x and y directions, respectively. The reason that
e212 = e221 and d212 = d221 is because strain tensor is usually defined to be symmetric, namely 𝜀𝑗𝑘
= 𝜀kj. The piezoelectric coefficients e212 and d212 describe the response of polarization to shear
strain 𝜀12 and may be of less practical interest. Thus, we will particularly focus on {e111, e122} and
{d111, d122}, as well as the relationship between the eijk and dijk.
By definition, the tensors are related by
𝜕𝑃

𝜕𝑃𝑖 𝜕𝜎𝑚𝑛

𝑒𝑖𝑗𝑘 = 𝜕𝜀 𝑖 = 𝜕𝜎
𝑗𝑘

𝑚𝑛

𝜕𝜀𝑗𝑘

= 𝑑𝑖𝑚𝑛 𝐶𝑚𝑛𝑗𝑘

(6.5)

where Cmnjk are elastic constants. Einstein summation is implied for repeated indices. In 2D
structures, an index can be either 1 or 2. Therefore,
𝑒111 = 𝑑111 𝐶1111 + 𝑑122 𝐶2211
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(6.6)

𝑒122 = 𝑑111 𝐶1122 + 𝑑122 𝐶2222

(6.7)

Figure 6.4: Change of unit-cell polarization per area of the MX monolayers along the x
direction after applying uniaxial strain 𝜺11 (a, c) and 𝜺22 (b, d). Ionic positions within the
unit cells were relaxed after imposing strain to the unit cell in the relaxed-ion case (c,
d). The piezoelectric coefficients 𝒆𝟏𝟏 and 𝒆𝟏2 correspond to the slope of lines obtained
through linear fitting of polarization change with respect to 𝜺𝟏𝟏 and 𝜺22.
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Using the Voigt notation, we simplify it as e11 = e111, e12 = e122, d11 = d111, d12 = d122, C11 =
C1111, C12 = C1122 = C2211. Then we can rewrite Eq. 6.6 and Eq. 6.7 as
𝑒11 = 𝑑11 𝐶11 + 𝑑12 𝐶12
𝑒12 = 𝑑11 𝐶12 + 𝑑12 𝐶22

(6.8)
(6.9)

Furthermore, we can calculate d11 and d12 by e11 and e12 as
𝑑11 =

𝑑12 =

𝑒11 𝐶22 −𝑒12 𝐶12
2
𝐶11 𝐶22 −𝐶12

𝑒12 𝐶11 −𝑒11 𝐶12
2
𝐶11 𝐶22 −𝐶12

(6.10)

(6.11)

We have directly calculated the polarization of the MX monolayers by applying uniaxial strain
𝜀11 and 𝜀22 to the orthorhombic unit cell along the x direction and y direction, respectively. The
change of polarization along y direction is zero because the mirror symmetry still remains under
uniaxial strain for the D2h point group symmetric MXs. The values of e11 and e12 are evaluated
by a linear fit of 2D unit-cell polarization change along x direction (Δ𝑃1) with respect to 𝜀11 and
𝜀22. In Figures 6.4(a) and 6.4(b), we use 𝜀11 and 𝜀22 ranging from -0.005 to 0.005 in steps of
0.001 in the champed-ion case and -0.01 to 0.01 in steps of 0.002 in the relax-ion case. The
dense steps of 0.001 are required for monolayer SnSe and SnS because their linear polarization
changes occurring in the strain region is very small, less than ±0.004, as shown in Figures 6.4(c)
and 6.4(d). The relaxed-ion (or clamped-ion) 𝑑11 and d12 coefficients are finally calculated by the
corresponding 𝑒11, 𝑒12 coefficients and elastic stiffness coefficients C11, C22 and C12 based on Eq.
6.10 and Eq. 6.11.
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We have summarized the calculated e11, e12, d11, and d12 coefficients in table 6.3. The most
useful piezoelectric coefficients (relaxed-ion d11 and d12), which reflect how much polarization
charge can be generated with a fixed force and thus decide the mechanic-electrical energy
converting ratio, are about 75 to 300 pm/V. Compared with those in frequently used bulk
piezoelectric materials, such as α-quartz, wurtzite AlN, and ZnO, [171, 174, 185-187] and newly
emerging 2D piezoelectric materials, such as MoS2 and GaSe, [21, 174, 183] these values are
about one to two orders of magnitude larger.

Figure 6.5: Trends of relaxed-ion structural, elastic, and piezoelectric properties of
group IV MX monochalcogenides. The most practical interested relaxed-ion d11 and d12
coefficient values are listed.
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Finally, we find that the relaxed-ion d11 and d12 coefficients in the MX monolayers obey a
periodic trend, as shown in Figure 6.5. GeS possesses the smallest piezoelectric effect (d11=
75.43 pm/V and d12 = -50.42 pm/V), and moving upward in group 14 (crystallogens) and 16
(chalcogenide) enhances the magnitude of the effect until SnSe, which has the largest coefficient
(d11= 300.47 pm/V, d12 = -133.73 pm/V), is reached. Interestingly, this trend is similar to that
discovered in hexagonal TMDCs [174].
Table 6.3 Calculated clamped-ion and relaxed-ion piezoelectric coefficients, e11, e12, d11, and d12. The
theoretical or experiment data of bulk α-quartz, bulk AlN, ZnO, MoS2, and GaSe are from Refs [21, 171, 174,
185-187]
Clamp-ion

Relax-ion

Material
e11
10−10 𝐶/𝑚

e12
10−10 𝐶/𝑚

d11
(pm/V)

d12
(pm/V)

e11
10−10 𝐶/𝑚

e12
10−10 𝐶/𝑚

d11
(pm/V)

d12
(pm/V)

GeS

-1.62

-11.6

16.39

-29.21

4.6

-10.1

75.43

-50.42

GeSe

-0.62

-11.0

20.75

-31.11

12.3

-8.2

212.13

-97.17

SnS

0.36

-7.9

22.07

-29.12

18.1

13.8

144.76

-22.89

SnSe

0.65

-6.68

20.46

-27.21

34.9

10.8

250.58

-80.31

bulk αquartz

2.3
exp.

bulk AlN
(wurtzite)

5.1 (d33)
exp.

ZnO

0.89 (e33)
theory

MoS2

3.64 theory
2.9 exp.

3.73
theory

1.47
theory

2.3
Theory

GaSe

5.22
theory

9.67
theory
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-0.51 (e31)
theory

9.93 (d33)
exp.

These group IV monochalcogenide have highly desirable properties useful for a broad range
of applications. On the other hand, for realistic devices, many other factors, in addition to the
piezoelectric coefficients, will need to be considered. For instance, substrate effects and carrier
mobilities are important for deciding the converting ratio in energy capture devices and the
mechanical fatigue of these flexible materials has not been tested yet. It is also known that the
layer number may dramatically impact the piezoelectric effect. These are beyond the scope of
this Chapter, but further research is expected.

6.4 Summary
We have computationally demonstrated, for the first time, that monolayer group IV
monochalcogenides MX, specifically GeS, GeSe, SnS, and SnSe, are intrinsically piezoelectric.
Furthermore, the piezoelectric coefficients of this class materials are surprisingly two orders of
magnitude larger than other frequently used piezoelectric materials. Encouraged by experimental
achievements of monolayer samples, we expect that the piezoelectric properties of these
materials to provide new platforms for electronic and piezotronic devices, and enable previously
inaccessible avenues for sensing and control at the nanoscale.
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Chapter 7: Topological Phase TransitionSemiconductor to Dirac Nodal Line
Semimetal Transition in Compressed Black
Phosphorus

In the previous two Chapters (Chapters 5 and 6) we discussed the electronic polarization
properties such as ferroelectricity and piezoelectricity in group-IV Monochalcogenides.
Interestingly, the ferroelectric phase transition in group-IV Monochalcogenides could be
explained by the Landau symmetry breaking phase transition theory. So far, there is no
discussion about the possible topological phase transition, which is beyond the symmetry
breaking phase transition theory, in the low symmetry orthodromic structure materials. In this
Chapter, we will discuss the topological phase transition (i.e. semiconductor to Dirac nodal line
semimetal transition) in compressed black phosphorus.

7.1 Introduction
7.1.1 Topological materials
To date, topological materials, such as topological insulators (TIs) [66, 76], 2D quantum spin
Hall insulators (QSHIs) [74, 75], topological crystalline insulators (TCIs) [188], Dirac
semimetals (DSMs) [79, 189], and Weyl semimetals (WSMs) [80, 190], have drawn tremendous
research interest. In the Figure 7.1, we present the schematically band-structures of TIs, QSHIs,
DSs, and WSs. As shown in Figure 7.1(a), TIs are materials with a bulk energy gap but possess
gapless 2D Dirac surface states protected by U(1) and time-reversal symmetry [66, 76]; QSHIs
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are materials with a 2D energy gap but possess gapless 1D chiral Dirac surface states protected
by U(1) and spin-Sz conserve symmetry (Figure 7.1(b)). TCIs exhibit metallic surface states
protected by the mirror symmetry [188]; DSMs are metals, hosting two-dimensional or threedimensional Dirac fermions [79] (Figure 7.1(c)); WSMs, which are protected by crystal
symmetries, exhibit energy overlaps that occur at isolated points in momentum space where the
linear bands cross at the Fermi level [80, 190] (Figure 7.1(d)). The impact and implications of
these materials are difficult to overstate. The discovery of the anomalous Hall effect [191, 192],
the fractional Hall effect [193], chiral anomaly [194, 195], and Majorana fermions [196, 197], to
name a few, have inspired enormous efforts in the search for new topological materials.

Figure 7.1: Schematic band structure of topological insulator (a), quantum spin Hall
insulator (b), Dirac semimetal (c), and Weyl semimetal (d).
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7.1.2 Topological gapped materials
In a topological gapped phase, such as TIs in 3D system, or QSH insulator and Chern insulator in
2D system, the nontrivial topology of the bands can be characterized by a topological invariant, a
quantum number that depends on the Bloch wave functions of the valence bands as a whole. The
form of the topological invariant is determined by only two factors: dimension and symmetry.
Given the dimension of the node and the symmetry group that protects it, one or several
topological invariants can be found, and these quantum numbers provide a full topological
classification of the nodes.
On example in 2D is the Chern number or Thouless, Kohmoto, Nightingale, and den Nijs
(TKNN) number in Quantum Hall system. In 1982, it was recognized by Thouless, Kohmoto,
Nightingale, and den Nijs [65] that this phenomenon not only is quantum mechanical but also is
topological. They showed that in the quantum Hall system the k-space topology can be specified
by an integer topological invariant called TKNN invariant, and the Hall conductance 𝜎𝑥𝑦 = 𝑒 2 /
ℎ. The TKNN invariant is also called the first Chern number or the winding number, and it is
equal to the Berry phase of the Bloch wave function calculated around the Brillouin zone (BZ)
boundary divided by 2𝜋.
Another example is Z2 index. In 2005, Kane and Mele recognized that the electronic states of
the QSH insulator is characterized by a novel topology specified by a Z2 index, which expresses
whether the number of times the 1D edge state crosses the Fermi level in the half-BZ is even or
odd. Without waiting for experimental verification of the Z2 topology in 2D, theorists noticed
that this topological classification of insulators can be extended to 3D systems, where there are
four Z2 invariants to fully characterize the topology [198, 199]. For 3D TIs, Fu and Kane predict
that the Bi1-xSbx alloy in the insulating composition should be a TI, and they further proposed
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that the nontrivial topology can be verified by looking at the surface states using the angleresolved photoemission spectroscopy (ARPES), which was confirmed by Hsieh et al. [200].

7.1.3 Topological semimetals

Figure 7.2: Schematic illustrations for two classes of the band evolution in an inversionasymmetric semiconductor: (a) a WSM or DSM with gap closing at discrete points, and
(b) a nodal-line semimetal with a gap closing along a loop. Here is the 2D band
structure, the band is gapped along the third direction of BZ.
Topological semimetals (TSM) are defined as systems where the conduction and the valence
bands cross each other in the Brillouin zone, and the crossing is nonaccidental, i. e., cannot be
removed by perturbations on the Hamiltonian without breaking any of its symmetries. In three
dimensions system, the bands can cross each other either at discrete points or along a closed
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curve. In the Figure 7.2, we schematic illustrate the band evolution from semiconductor to
semimetals. The third direction band is gapped protected by certain symmetry, we plot the 2D
band-structure in Figure 7.2. In the case described by Figure 7.2(a), there are WSs or DSs, as
described previously, that have been intensively studied in theory as well as in experiment. In the
latter case, the curve where the bands cross is called a nodal line [201], which may either take the
form of an extended line running across the Brillouin zone (BZ), whose ends meet the at the BZ
boundary, or wind into a closed loop inside the BZ, or even form a chain consisting of several
connected loops (nodal chain) [202]. Topological semimetals with such line band crossings are
called Dirac nodal line semimetals (DNLSM).
Up to this day, unlike the gapped topological materials, the classification of DNLSM is yet to
be complete. Theoretically, people have found: mirror reflection protected nodal lines with a Zinvariant, nodal line protected by inversion, time-reversal and spin rotation symmetries with two
Z2-invariants, screw rotation protected double nodal lines with a Z-invariant [203]. Our system (i.
e. the compressed black phosphorus) belongs to the case that the mirror reflection protected
nodal lines with a Z-invariant

7.1.4 Black phosphorus
The black phosphorus exhibits promising carrier mobilities and unique anisotropic transport,
optical, thermal properties, and electronic polarization, as discussed in previous four chapters. In
particular, few-layer black phosphorus possesses a unique band structure, whose dispersion is
nearly linear along the armchair direction but parabolic along other directions [33]. An obvious
idea follows from this unique structure: if one can significantly reduce the bandgap or even
achieve the band inversion, novel features may result, e.g., the formation of Dirac cones.
However, the bandgap of monolayer and few-layer black phosphorus is significant (up to 2.2 eV)
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[118], making it impractical to close. Alternatively, bulk black or thick multilayer phosphorus
has a much smaller bandgap, only around 300 meV [118], which is more tractable.
In this Chapter, we show that the 𝑘 ∙ 𝑝 Hamiltonian of bulk black phosphorus can be written
as the free-electron one with off-diagonal terms which take on the same form as the Rashba and
Dressehaus spin-orbit coupling (SOC). Thus, we deem this off-diagonal interaction “pseudospin-orbit” coupling (PSOC). If the band inversion is realized, PSOC tends to open a gap.
However, similar to TIs, the band symmetry requires a gapless spectrum. The competition
between PSOC and band symmetry causes the Fermi surface to undergo a topological transition
from a sphere to a ring of two dimension (2D) Dirac cones. Using first-principles simulations,
we show that pressure can be an efficient tool to realize these 2D and even 1D Dirac cones. We
further find that the intensity of PSOC is more than an order of magnitude larger than typical
SOC, making it promise to realize extremely enhanced SOC effects in light-element materials.
On the other hand, unlike TIs, because our predicted Dirac cones do not require the time-reversal
symmetry, they are robust in the presence of magnetic fields. Thus, this unique electronic
structure can be verified by the unusual energy scaling law exhibited by Landau levels.

7.2 Structure and structure stability
7.2.1 Atomic structure
The atomic structure of bulk black phosphorus is plotted in Figures 7.3(a) and (b). Here we use a
simple orthorhombic conventional unit cell, which is twice the size of the primitive cell. The
corresponding first Brillouin zone (BZ) is shown in Figure 7.3(c). The double-cell procedure
simply folds the first BZ and this is convenient for the following presentation. The bulk black
phosphorus atomic structures are fully relaxed according to density functional theory (DFT) with
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the Perdew, Burke, and Ernzerhof (PBE) functional associated with van der Waals corrections
[84]. Because DFT underestimates bandgaps, we use a hybrid functional theory (HFT), HSE06
[204], to calculate band structures, which is in good agreement with the GW calculations and
experiments of bulk black phosphorus [118, 205].

Figure 7.3: (a) Top view of the atomic structure of bulk black phosphorus. The unit cell
and lattice vectors are marked. The zigzag and armchair directions are illustrated as
well. (b) Side view of black phosphorus. (c) The first BZ.

7.2.2 Structure stability under distortion
We have performed different atomics distortions in the bulk black phosphorus by using super
cell. For example, the one atomic distortion, two atomic distortions and three atomic distortions
are performed fully relaxation in √2×√2 super cell structure. All the distortion structures are
relaxed to high symmetry structure. As shown in Figure 7.4, two kind of one atom distortion
structure (a,b) under 5% armchair compress are fully relaxed to high symmetry structure (d),
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Figure 7.4: (a-c) two kinds of atoms distortion: one atom distortion (a, b) and three atoms
distortion(c) under 5% armchair compress. The distortion atoms are labeled as yellow atoms. (d)
The finally relaxed stable structure.

which have the semi-metal band structure. Increasing the quantity of distorting atoms does not
affect the finally relaxed structure. For example, three atoms distorting black phosphorus are
fully relaxed to high symmetry structure (d) as well. This shows that the high symmetry black
phosphorus structure is highly robust against the disorder.
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7.3 The effective Hamiltonian model and pseudo-spin orbit
coupling
We begin with the widely used the 𝑘 ∙ 𝑝 model to capture the electronic structure of the black
phosphorus. The D2h point group invariance allows us to describe the black phosphorus’s using a
two-band model [110]. The low-energy effective Hamiltonian is

𝐻=(

𝐸𝑐 + 𝛼𝑘𝑥2 + 𝛽𝑘𝑦2 + 𝛾𝑘𝑧2
𝑣𝑓 𝑘𝑦

𝐸𝑣 −

𝑣𝑓 𝑘𝑦
)
+ 𝜇𝑘𝑦2 + 𝜈𝑘𝑧2

𝜆𝑘𝑥2

(7.1)

where 𝑘𝑥 , 𝑘𝑦 , and 𝑘𝑧 are components of the crystal momentum along the x, y, and z directions,
respectively. The conduction and valance band energies, 𝐸𝑐 = 0.15 𝑒𝑉 and 𝐸𝑣 = −0.15 𝑒𝑉, are
set to fit the bulk bandgap ( 300 𝑚𝑒𝑉 ). 𝛼 = 0.036 𝑒𝑉 ∙ 𝑛𝑚2 , 𝛽 = 0.253 𝑒𝑉 ∙ 𝑛𝑚2 ,

𝛾=

0.131 𝑒𝑉 ∙ 𝑛𝑚2 , 𝜆 = 0.054 𝑒𝑉 ∙ 𝑛𝑚2 , 𝜇 = 0.313 𝑒𝑉 ∙ 𝑛𝑚2 , and 𝜈 = 0.063 𝑒𝑉 ∙ 𝑛𝑚2 are fitted
parameters that describe the band edge curvature. The 𝑣𝑓 = 3.5×105 𝑚/𝑠 is the Fermi
velocity of the nearly linear band along the armchair (y) direction. By fitting these parameters, as
shown in Figures 7.5(a) and (b), the 𝑘 ∙ 𝑝 result nearly perfectly matches that of the firstprinciples HSE06 calculations.
The special characteristics of Eq. (7.1) are the off-diagonal terms, which produce the linear
dispersion along the armchair (y) direction, as shown in Figure 7.3(a). In fact, this off-diagonal
interaction can be split into two terms,

𝐻𝑜𝑓𝑓 = 𝐻𝐷𝑆𝑂𝐶 + 𝐻𝑅𝑆𝑂𝐶
1

1

2

2

= 𝑣𝑓 (𝑘𝑥 𝜎𝑦 + 𝑘𝑦 𝜎𝑥 ) − 𝑣𝑓 (𝑘𝑥 𝜎𝑦 − 𝑘𝑦 𝜎𝑥 )
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(7.2)

Figure 7.5: (a) and (b) are the band structures of intrinsic the black phosphorus. The red
dots are from the HSE06 simulation and the blue line is from 𝑘 ∙ 𝑝 calculations. (c) and
(d) are the band structures calculated from the 𝑘 ∙ 𝑝 calculations under the bandinversion condition. The dashed lines in (c) are the 𝑘 ∙ 𝑝 result without including the
PSOC interaction [the off-diagonal term in Eq. (7.1)]. The parities (+/−) are marked as
well.
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where 𝜎𝑥 and 𝜎𝑦 are Pauli matrices. Interestingly, these two terms (𝐻𝐷𝑆𝑂𝐶 and 𝐻𝑅𝑆𝑂𝐶 ) have the
forms of the Dressehaus and Rashba SOCs, respectively. Realistically, Dressehaus and Rashba
SOCs cannot exist in intrinsic bulk black phosphorus because of the inversion symmetry. Hence,
we call these interactions PSOC. Impressively, the PSOC strength parameter 𝑣𝑓 of black
phosphorus is one to two orders of magnitude larger than that of typical SOC. It is thus attractive
to mimic super-strong SOC effects in light-element materials with this PSOC. This is similar to
the work about the strain-induced pseudomagnetic field in graphene [109]. Furthermore,
considering the dramatic effect of SOC in TIs, it is natural to expect that diminishing or inverting
the bandgap in bulk black phosphorus with PSOC will produce novel electronic characteristics.
More insightful studies on PSOC will be important for further studies of black phosphorus and
many other 2D materials.

7.4 Band inversion and the formation of Dirac nodal lines
It is easy to mimic the band inversion in the 𝑘 ∙ 𝑝 model: one simply assigns the valence band
edge energy 𝐸𝑣 a higher value than the conduction band edge energy 𝐸𝑐 in Eq. (7.1).
Surprisingly, instead of producing simple band overlaps, we observe an unusual topological
transition at the Fermi surface. In Figures 5(c) and 5(d), the band crossing at the 𝛤 − 𝑌 axis is
opened by the PSOC, while the band crossing is preserved at the K point along the 𝛤 − 𝑋
direction. As a result, 2D graphenelike Dirac cones are formed and the schematic 3D plots are
presented in Figures 6(a)-(c) for three specific cutting planes, 𝑋 − 𝑌 , 𝑌 − 𝑍 , and 𝑋 − 𝑍 ,
respectively. The linear band dispersions and Dirac cones are observed in both X-Y and Y -Z
planes and a ring-like band crossing occurs in the 𝑋 − 𝑍 plane. Actually, any point on the ring of
Figure 6(c) corresponds to a Dirac cone in other 2D planes. In Figure 6(d), we show that this
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ring-like band crossing continuously evolves to a pair of Dirac cones by varying the tilting
angles from the 𝑋 − 𝑍 plane to the 𝑌 − 𝑍 plane. In other words, the set of tilting angles that do
not exhibit these Dirac cones is of measure zero.

Figure 7.6: The 3D band structures of black phosphorus of the X-Y plane (a), the Y -Z
plane (b), and the X-Z plane (c). The band overlap in (c) forms a ring structure. (d) The
schematic evolution of the band structure and band slope from the X-Z plane to the X-Y
plane via changing of the tilted angle.
The mechanisms responsible for forming the ring of Dirac cones are similar to those in TIs,
but there are crucial differences. First, similar to the band inversion and gap opening that occurs
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in TIs due to SOC, the gap opening in Figure 5(c) is from the PSOC. For comparison, the dashed
lines in Figure 5(c) exclude PSOC and thus the bands trivially cross each other as marked by the
square. Second, the gap of black phosphorus is not completely opened: the valence and
conduction bands still touch at the K point [Figure 7.5(c)] or by the ring [Figure 7.6(c)]. This
gapless feature is guaranteed by a symmetry constraint based on two facts: the bottom
conduction band is formed by what was originally the top valence band prior to the band
inversion and the parity symmetries of the top of the valence band and the bottom of the
conduction band are inverse to each other, as shown in Figure 7.5. Therefore, contact between
the conduction and valence bands is required to provide a continuous symmetry evolution. This
mechanism is similar to the one responsible for forming gapless surface states in TIs [66].
However, there are no surface states in our calculated bulk black phosphorus, thus it is the bulk
valence and conduction bands that must touch, resulting a Dirac nodal line semimetal instead of
insulators.

7.5 Topological insulator if considering SOC
Further symmetry analysis shows that compressed black phosphorus can be a promising, strong
TI if considering the real SOC. In our centrosymmetric structure, there are eight distinct timereversal invariant momenta (TRIM), which can be expressed in terms of primitive reciprocal
lattice vectors as 𝐾𝑖=𝑛1 𝑛2 𝑛3 = (𝑛1 𝑏1 + 𝑛2 𝑏2 + 𝑛3 𝑏3 )/2 , with 𝑛𝑗 = 0 𝑜𝑟 1 . Following the
definition of Ref. [199], because the band inversion is induced by PSOC only at the 𝛤 point, not
at the other TRIM, we find that four Z2 indices of compressed black phosphorus are 1; (100),
which is the sign for potentially strong TIs. This is evidenced by a recent work, in which
breaking the inversion symmetry in few-layer black phosphorus produces 2D topological
insulator or quantum spin Hall insulator [48].
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Following the above analysis of the k · p model, 3D Weyl points can exist if the x direction
also exhibits an off-diagonal linear term. We found that the lack of linear band dispersion along
the 𝛤 − 𝑋 direction is protected by the mirror symmetry across the 𝑌 − 𝑍 plane in black
phosphorus crystal structure. One may search for WSs by looking for structures without that
mirror symmetry. Since more solid theoretical proof is beyond our studies, we encourage more
theoretical work to check this possibility.

7.6 First principles calculations
Beyond the 𝑘 ∙ 𝑝 model, an obvious question is how one can practically achieve band inversion
in black phosphorus. Towards this end, we turn to the first-principles simulations for quantitative
answers. Our HSE06 calculations show that applying an external pressure along the y (armchair)
or x (zigzag) direction produces promising effects, as shown in Figure 7.7. Note that black
phosphorus is much softer along the y (armchair) direction because of its anisotropic atomic
structure [33]. We also find that the armchair pressure is more efficient to tune the bandgap.
Combining these two factors, we focus on the armchair uniaxial pressure. However, for
experiments, a similar effect will be observed for hydrodynamic pressure because of the much
softer modulus along the armchair direction.
First, an applied critical armchair pressure (0.6 GPa) diminishes the bandgap and produces a
1D Dirac cone along the 𝛤 − X direction. This pressure is well within the capability of current
experiments. Under this pressure, black phosphorus simultaneously contains both classical mass
carriers and Dirac fermions, making it interesting for observation of many unusual phenomena,
such as unconventional Landau levels and unique plasmon behaviors. Moreover, as discussed in
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supplementary information, the effective mass is significantly reduced by forming Dirac cones,
giving hope to higher carrier mobility and device applications.

Figure 7.7: The band structure of black phosphorus by applying Armchair compress (ac) and Zigzag compress (d-f).
Second, larger pressures can create a band inversion. Similar to the 𝑘 ∙ 𝑝 theory predictions, a
pressure of 0.9 GPa yields a band crossing at the 𝛤 point and 2D Dirac cones are formed, as
shown in Figure 7.8 (b). The corresponding density of states (DOS) is shown in Figure 7.8(c).
We can clearly see a linear DOS in the low-energy regime, which is similar to graphene and can
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be identified by a constant optical absorbance. Obviously, the Fermi velocities of compressed
black phosphorus must be anisotropic as well and can be efficiently tuned by varying the applied
pressure, as concluded in Figure 7.8(d).

Figure 7.8: (a) The HSE06-calculated band structure of black phosphorus under the
critical armchair pressure (0.6 GPa). (b) The HSE06-calculated band structure of black
phosphorus under 0.9 GPa armchair pressure. The black dashed line represents the
Fermi velocity. (c) The density of state (DOS) of black phosphorus under 0.9 GPa
armchair pressure. (d) The anisotropic fermi velocity of electrons and holes of 2D Dirac
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cones varied with the armchair pressure; the zigzag direction Fermi velocities Vx1, Vx2
are shown in (b).

7.7 Landau levels in compressed black phosphorus

Figure 7.9: (a) The energy spectrum of Landau levels (index n) of intrinsic black
phosphorus with magnetic field; (b) that under the critical pressure (0.6 GPa), in which
the 1D Dirac cone is formed; (c) that under a pressure of 0.9 GPa, in which 2D Dirac
cones are formed.

Because Dirac cone states in black phosphorus are robust even in the face of broken timereversal symmetry, we propose that the evolution of the electronic structure from conventional
semiconductors to one possessing 1D Dirac cones and 2D Dirac cones can be observed by
measuring the energy spectrum of Landau levels. For example, considering the X-Y plane,
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before reaching the critical point for closing the bandgap, the energy spectrum of the Landau
levels is that of a typical semiconductor, i.e., it is linear with the level index, as shown in Figure
7.9(a):
1
𝐸 = 𝐸𝑐 + (𝑛 + ) ℏ𝜔𝑐
2
1

𝐸 = 𝐸𝑣 − (𝑛 + 2) ℏ𝜔𝑣

(7.3)

where 𝜔𝑐 and 𝜔𝑣 are the cyclotron frequencies of electrons and holes, respectively. Importantly,
there is no zero-energy solution for this case.
At the critical pressure (0.6 GPa), because of the perfectly 1D linear band dispersion along
the Γ − 𝑌 direction [Figure 7.8(a)], the effective Hamiltonian with the magnetic field introduced
by the Landau gauge 𝑨 = (−𝐵𝑦, 0, 0) is

1
𝑑
(ℏ𝑘𝑥 − 𝑒𝐵𝑦)2 𝜙𝐴 − 𝑖ℏ𝑣𝑓
𝜙 = 𝐸𝜙𝐴 ,
2𝑚𝑐
𝑑𝑦 𝐵
−

where 𝑣𝑓 = 3.5

× 105 𝑚
𝑠

1
2𝑚𝑣

(ℏ𝑘𝑥 − 𝑒𝐵𝑦)2 𝜙𝐵 − 𝑖ℏ𝑣𝑓

𝑑
𝑑𝑦

𝜙𝐴 = 𝐸𝜙𝐵 ,

(7.4)

is the Fermi velocity obtained from HSE06 functional calculation results.

The corresponding energy spectrum of Landau levels in a magnetic field is presented in Figure
7.9(b), which deviates from the linear relation of Figure 7.9 (a). Finally, for higher pressures that
form 2D Dirac cones, the Landau levels follow the well-known square-root dependence,
𝐸n ~√𝑛 , and exhibit a unique zero-energy solution, as shown in Figure 7.9(c).
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7.8 Summary
In conclusion, we predict that applying a moderate pressure (>0.6 GPa) on bulk black
phosphorus can dramatically reshape its band structure. Namely, its bandgap will close and band
inversion will induce a topological semimetal via the so-called PSOC interaction. The formed 1D
or 2D Dirac cones exhibit tunable anisotropic Fermi velocities and compressed black phosphorus
thus may uniquely integrate both massless Dirac Fermions and massive classical carriers. Our
proposed PSOC can realize enhanced SOC effects in many structures without heavy elements.
Furthermore, these bulk Dirac-cone states are robust even under broken time-reversal symmetry
and they can be identified by our calculated unusual Landau levels.
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