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Nikša Jakovljevic´: Primena retke reprezentacije na modelima Gausovih mešavina koji
se koriste za automatsko prepoznavanje govora, Doktorska disertacija, c© 19.11.2013
S A Ž E TA K
U automatskom prepoznavanju govora dominira statisticˇki pristup koji je
zasnovan na skrivenim Markovljevim modelima u kombinaciji sa modelom
mešavina Gausovih raspodela. Skup parametara ovog modela cˇine: inicijalne
verovatnoc´e stanja, verovatnoc´e prelaza izmed¯u stanja, kao i težine, srednje
vrednosti i kovarijansne matrice Gausovih raspodela. Problem koji je potrebno
rešiti jeste kako obezbediti statisticˇki efikasnu estimaciju parametara modela,
prvenstveno kovarijansne matrice cˇiji je broj parametara srazmeran kvadratu
dimenzije prostora obeležja kao i dovoljno brzo i tacˇno izracˇunavanje verovat-
noc´a emitovanja opservacija. U ovom radu je predložen model koji aproksimira
pune kovarijansne matrice smanjujuc´i broj parametara potrebnih za opisivanje
modela kao i broj racˇunskih operacija potrebnih za izracˇunavanje verovatnoc´a
emitovanja. U predloženom modelu inverzna kovarijansna matrica je aprok-
simirana korišc´enjem retke reprezentacije karakteristicˇnih vektora inverznih
kovarijansnih matrica, odnosno svaki karakteristicˇni vektor inverzne kovari-
jansne matrice je predstavljen kao linearna kombinacija malog broja vektora iz
skupa vektora cˇija je kardinalnost nekoliko puta vec´a od kardinalnosti vektor-
skog prostora koji je potrebno opisati. Pored samog modela predstavljena je
i procedura obuke zasnovana na maksimizaciji izglednosti, kako njene teorij-
ske postavke tako i njena prakticˇna realizacija. Testiranje samog modela, kao
i nekoliko alternativnih modela je realizovano na zadatku kontinualnog pre-
poznavanja govora, na srpskom jeziku, nezavisnom od govornika, sa malim
recˇnikom (oko 250 recˇi), nezavisnim od gramatike (red recˇi je proizvoljan). Te-
stovi su pokazali da model postiže tacˇnost prepoznavanja koja je približna tacˇ-
nosti modela sa punim kovarijansnim matricama pri cˇemu je broj parametara
redukovan za 45%. Iako je model formiran za prepoznavanje govora, može se
iskoristiti i za druge oblasti u kojima se koriste mešavine Gausovih raspodela,
gde je broj komponenata izuzetno veliki (nekoliko desetina hiljada).
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matrica sadrži samo elemente odnosno kolone sa tim
indeksima. 23
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EM Algoritam ocˇekivanje-maksimizacija (Expectation maximization)
EMLLT Proširena linearna transformacija zasnovana na maksimizaciji
izglednosti (Extended maximum likelihood linear transformation)
FAHMM Skriveni Markovljev model na nivou faktora (Factor analysed hidden
Markov model)
FOCUSS Algoritam za usmereno rešavanje neodred¯enog sistema (Focal
underdetermined system solver)
GMM Model Gausovih mešavina (Gaussian mixture model)
HLDA Heteroscedasticˇka linearna diskriminativna analiza (Heteroscedastic
linear discriminative analysis)
HMM Skriveni Markovljev model (Hidden Markov model)
IRLS Iterativna aproksimacija pomoc´u ponderisanih najmanjih kvadrata
(Iterative reweighted least square)
KLD Kulbak-Lajbler divergenca (Kullback-Leibler divergence)
LARS Regresija najmanjih uglova (Least angle regression)
LASSO Operator najmanjeg apsolutnog sužavanja i selekcije (Least absolute
shrinkage and selection operator)
LDA Linearna diskriminativna analiza (Linear discriminant analysis)
MFCC Mel-frekvencijski kepstralni koeficijent (Mel-frequency cepstral coefficient)
MLLT Linearna transformacija zasnovana na maksimizaciji izglednosti
(Maximum likelihood linear transformation)
MLT Višestruke linearne transformacije (Multiple linear transforms)
MOD Metod optimalnih pravaca (Method of optimal directions)
MP Traženje poklapanja (Matching pursuite)
NIST National Institute of Standards and Technology
xiii
xiv popis skrac´enica
OMP Traženje poklapanja uz uslov ortogonalnosti (Orthogonal matching
pursuite)
PCA Rastavljanje na osnovne komponente (Principal component analysis)
PCGMM Model Gausovih mešavina sa inverznim kovarijansnim matricama
ogranicˇenim u vektorskom potprostoru (Precision constrained Gaussian
mixture model)
SCGMM Model Gausovih mešavina u ogranicˇenom vektorskom potprostoru
(Subspace constrained Gaussian mixture model)
SEGMM Model Gausovih mešavina sa inverznim kovarijansnim matricama
modelovanim pomoc´u retke reprezentacije njihovih karakteristicˇnih
vektora (Sparse eigenvector Gaussian mixture model)
SLU Automatsko razumevanje govora (Spoken language understanding)
SPAM Gausove mešavine u ogranicˇenim vektorskim potprostorima srednjih
vrednosti i inverznih kovarijansnih matrica (Subspace constrained
precision and mean)
SPLICE Deo-po-deo linearna kompenzacija okruženja bazirana na stereo
signalu (Stereo-based picewise linear compenstion for enviroments)
STC Delimicˇno povezane kovarijansne matrice (Semi-tied covariances)
SVD Dekompozicija na singularne vrednosti (Singular value decomposition)
TBC Klasterovanje na osnovu stabla (Tree-based clustering)
WER Ucˇestanost grešaka na nivou recˇi (Word error rate)
WMP Traženje približnog poklapanja (Weak matching pursuite)
M AT E M AT I Cˇ K A N O TA C I J A
Prilikom izbora matematicˇkih oznaka vodilo se racˇuna o tome da oznake u
samoj disertaciji budu konzistentne, ali i da budu usklad¯ene sa oznakama u ko-
rišc´enoj literaturi. Nažalost notacija u literaturi za iste stvari varira u zavisnosti
od oblasti (obrada signala, mašinsko ucˇenje), ali i od škole kojoj pripadaju au-
tori. U ovom radu prednost su imale oznake koje se cˇešc´e pojavljuju u literaturi,
kao i one koje su bile primarni izvor za pojedina rešenja.
Da bi cˇitanje matematicˇkih izraza bilo jednostavnije matrice su oznacˇene po-
debljanim velikim slovima latinicˇnog ili grcˇkog alfabeta (npr. A i Σ), vektori
podebljanim malim slovima latinicˇnog ili grcˇkog alfabeta (npr. α i d), a skalari
malim slovima latinicˇnog ili grcˇkog alfabeta. Pojedinacˇne kolone matrice su
oznacˇene istim slovom kao matrica ali malim i podebljanim, dok oznaka koja
se nalazi na poziciji indeksa oznacˇava redni broj kolone (npr. di oznacˇava i-tu
kolonu matrice D). Pojedinacˇne vrste matrice oznacˇene su na identicˇan nacˇin
kao i sama matrica pri cˇemu se u indeksu nalazi oznaka vrste nakon koje sledi
zvezdica (npr. Di∗ oznacˇava i-tu vrstu matrice D). Pojedinacˇni elementi ma-
trice su oznacˇeni istim slovom kao i matrica pri cˇemu ono nije zadebljano, a par
oznaka u indeksu predstavljaju njegovu poziciju u matrici (npr.Dij predstavlja
element matrice D u i-toj vrsti i j-toj koloni). Pojedinacˇni element vektora, koji
ne predstavlja kolonu ili vrstu matrice je oznacˇen istim slovom kao i sam vek-
tor pri cˇemu ono nije zadebljano, a u indeksu sadrži oznaku njegove pozicije u
vektoru (npr. di predstavlja i-ti element vektora d). Ukoliko se neka promen-
ljiva izracˇunava iterativnom procedurom, njena vrednost u tekuc´oj iteraciji na
poziciji eksponenta sadrži redni broj iteracije koji je naveden u obicˇnim za-
gradama (npr. d(k)i oznacˇava vrednost i-te kolone matrice D u k-toj iteraciji).
Pošto se karakteristike govora menjaju tokom vremena, ponekad je u opisu
potrebno istac´i tu zavisnost te c´e u tim slucˇajevima naziv promenljive u svom
indeksu imati vrednost t (npr. ako o predstavlja opservaciju u proizvoljnom
vremenskom trenutuku, ot oznacˇava opservaciju u trenutuku t).
U nastavku je data lista svih korišc´enih simbola.
o opservacija odnosno vektor obeležja
oT1 sekvenca od T opservacija odnosno (o1,o2, . . . ,oT )
D dimenzionalnost vektora obeležja
Ms broj komponenata koji cˇine Gausovu mešavinu pridruženu stanju s
M ukupan broj Gausovih raspodela koje cˇine model
wsm težina m-te komponente Gausove mešavine koja je pridružena stanju s
µsm srednja vrednostm-te komponente Gausove mešavine koja je pridružena
stanju s
Σsm kovarijansna matrica m-te komponente Gausove mešavine koja je pridru-
žena stanju s
xv
xvi popis skrac´enica
Psm inverzna kovarijansna matrica m-te komponente Gausove mešavine koja
je pridružena stanju s (Psm = Σ−1sm)
V matrica karakteristicˇnih vrednosti
as1,s2 verovatnoc´a prelaza iz HMM stanja s1 u HMM stanje s2
Mhmm skup parametara kojima je opisan skriveni Markovljev model (inicijalne
verovatnoc´e, verovatnoc´e prelaza kao i težine, srednje vrednosti i kovari-
jansne matrice komponenti GMM-a)
D matrica koja sadrži bazne vektore u opštem slucˇaju odnosno atome u
slucˇaju retke reprezentacije
α redak kod koji sadrži koeficijente koji množe atome
K ukupan broj atoma koji cˇine recˇnik
No ukupan broj signala/podataka koji je na raspolaganju za obuku
d maksimalna broj nenultih elemenata u retkom kodu
‖ · ‖p lp-norma ako je p > 1 definisana sa ‖x‖p = (
∑
i |xi|
p)
1
p
‖ · ‖0 l0-pseudo norma definisana sa ‖x‖0 = # {xi 6= 0}
‖ · ‖F Frobeniusova norma koja je za m×n dimenzionalnu matricu definisana
sa ‖X‖F =
√∑m
i=1
∑n
j=1 X
2
ij
| · | Determinanta ako je promenljiva matrica, odnosno apsolutna vrednost
ako je u pitanju skalar
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U V O D
Govor je osnovni oblik komunikacije izmed¯u ljudi i kao takav c´e vrlo vero-
vatno imati centralnu ulogu u buduc´im interfejsima za komunikaciju sa ma-
šinama. Da bi mašina mogla da razume šta je cˇovek rekao prvo treba da iz
govornog signala izdvoji recˇi, a potom iz tih recˇi izvucˇe informaciju o tome šta
je recˇeno. Prva faza, preslikavanje akusticˇkog signala u niz recˇi se naziva au-
tomatsko prepoznavanje govora (ASR, Automatic Speech Recognition), a druga
faza, preslikavanje recˇi u znacˇenje automatsko razumevanje govora (SLU, Spo-
ken Language Understanding).1 Za cˇoveka razumevanje govora cˇak i u slucˇaju
da je govorni signal oštec´en pozadinskom bukom ne predstavlja vec´i problem,
jer pored informacije sadržane u samom govornom signalu, cˇovek pri razu-
mevanju govora uzima u obzir i kontekst. Nažalost, razumevanje konteksta u
kom se govor nalazi uglavnom se zasniva na opštem znanju o svetu i stoga
predstavlja jedan od osnovnih problema za formiranje robustnog sistema za
automatsko prepoznavanje odnosno razumevanje govora.
Iako je krajnji cilj razumevanje onoga što je recˇeno, zbog složenosti problema
koji treba da reši SLU, ASR se obicˇno izdvaja kao posebna celina. Zadatak istra-
živanja u oblasti ASR-a jeste rešavanje problema brzog i ispravnog prepozna-
vanja šta je rekao proizvoljan govornik u proizvoljnim akusticˇkim uslovima na
proizvoljnom jeziku. Ovaj krajnji cilj je nekoliko decenija daleko, ali je vec´ sada
moguc´e upotrebiti ASR sisteme u ogranicˇenim i kontrolisanim uslovima, te
tako postoje automatizovani pozivni centri, programi za diktiranje, personalni
asistenti itd. (Pieraccini, 2012).
Postoji mnogo faktora koji odred¯uju moguc´nosti jednog ASR sistema kao što
su: velicˇina recˇnika izgovora,2 prirodnost i tecˇnost govora, varijabilnost kanala
i akusticˇkog okruženja kao i varijabilnost karakteristika govornika. Na slici 1
je prikazana ucˇestanost greška na nivou recˇi (WER, Word error rate) za razlicˇite
sisteme tokom godina koji su evaluirani od strane NIST-a (National Institute of
Standards and Technology), sa koje je moguc´e sagledati zavisnost pojedinih fak-
tora na tacˇnost sistema za prepoznavanje. Broj recˇi koje je potrebno prepoznati
u velikoj meri uticˇe na tacˇnost ASR sistema pa tako ukoliko je potrebno pre-
poznati nekoliko recˇi (npr. sekvencu cifara) tacˇnost prepoznavanja je gotovo
100%, za sisteme sa malim recˇnicima do nekoliko hiljada recˇi iznad 96%, dok
je za sisteme sa velikim recˇnicima koji broje nekoliko desetina hiljada recˇi i
više tacˇnost manja od 90%. Na slici 1 je broj recˇi koji zahtevaju pojedini zadaci
prikazana pored krivih koje prikazuju promenu WER-a tokom godina, dok za
zadatke gde to nije navedeno (Broadcast Speech, Conversational Speech i Meeting
Speech) podrazumeva se recˇnik od nekoliko desetina hiljada recˇi.
1 U oblasti veštacˇke inteligencije jednu veliku oblast predstavlja razumevanje prirodnog jezika
(NLU Natural language understanding), koja ima zadatak da na osnovu teksta zakljucˇi šta je
znacˇenje (smisao) teksta. Podoblast koja se bavi govornim jezikom predstavlja SLU, pri cˇemu
je zadatak znacˇajno teži jer recˇi u tekstu ne moraju da odgovaraju stvarno izgovorenim recˇima,
a znacˇenje pojedinih recˇi zavisi i od nacˇina izgovora (nelingvisticˇkih infromacija u govornom
signalu).
2 Recˇnik izgovora predstavlja listu recˇi koju sistem ocˇekuje u govornom signalu.
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Drugi faktor koji uticˇe na tacˇnost sistema za prepoznavanje jeste prirodnost
i tecˇnost govora. Daleko je jednostavnije za jedan ASR sistem da prepoznaje
izolovano izgovorene recˇi, gde su uzastopne recˇi razdvojene relativno dugom
pauzom u govoru, nego kontinualni govor, gde su recˇi gotovo spojeno izgova-
rane. U okviru kontinualnog govora razlikuju se tri podvrste: i) cˇitani govor, ii)
konverzacija cˇoveka sa mašinom i iii) konverzacija cˇoveka sa cˇovekom. Jasno je
da je najteži oblik za automatsko prepoznavanje konverzacija cˇoveka sa cˇove-
kom pošto je brzina govora velika te ne postoji potpuna i ispravna artikulacija
svih glasova (u ovu grupu spadaju Conversational Speech i Meeting Speech sa
slike 1). Pri konverzaciji cˇoveka sa mašinom cˇovek se trudi da govori jasnije,
artikulisanije i manje spontano (u ovu grupu spada Air Travel Planning Kiosk
Speech sa slike 1), dok je cˇitani govor još jednostavniji pošto on podrazumeva
i umeren tempo izgovora i glasnoc´u cˇime je dodatno smanjena varijabilnost
izgovora fonema.
Slika 1: NIST evaluacija ASR sistema. Slika je preuzeta sa http://www.itl.nist.gov/
iad/mig/publications/ASRhistory/
Varijabilnost kanala i akusticˇkog okruženja povec´ava varijabilnost izgovora
glasova što povec´ava konfuziju izmed¯u fonema cˇime se smanjuje tacˇnost prepo-
znavanja. Za razliku od cˇoveka koji ima sposobnost adaptacije na nove uslove,
moguc´nosti adaptacije sistema za prepoznavanje su ogranicˇene te u situaci-
jama kada postoje znacˇajne rezlike u akusticˇkim karakteristikama u snimcima
koji su korišc´eni za obuku i onim koje sistem treba da prepoznaje dolazi do
znacˇajne degradacije tacˇnosti prepoznavanja. Pored varijabilnosti koju unose
razlicˇiti kanali, propusni opseg kanala može biti uži od širine spektra govor-
nog signala što može dovesti od gubitka informacija, pa tako u slucˇaju tele-
fonskog kanala koji odseca prakticˇno sve frekvencije iznad 4 kHz, znacˇajan
deo energije pojedinih frikativa i afrikata je odstranjen što otežava njihovo pre-
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poznavanje. Sa druge strane prisustvo drugih izvora zvuka, znacˇajno menja
raspored akusticˇke energije u spektru maskirajuc´i pojedine foneme dodatno
smanjujuc´i razlike izmed¯u njih, što za rezultat ima smanjenje tacˇnosti prepo-
znavanja. Do sada su razvijene mnoge tehnike koje imaju za cilj redukciju ovih
varijabilnosti kao što su: normalizacija srednjom vrednošcˇu (CMN, Cepstral
Mean Normalization) (Saon i Chien, 2012), deo-po-deo linearna kompenzacija
okruženja bazirana na stereo signalu (SPLICE, Stereo-based piecewise linear com-
pensation for enviroments) (Deng et al., 2001) i ekvalizacija na osnovu kvantila
histograma (Quantile-based Histogram Equalization)(Hilger, 2004).
Poslednji faktor koji otežava prepoznavanje govora jesu razlicˇite individu-
alne karakteristike govornika (fiziološke karakteristike ali i nacˇin artikulacije)
koje povec´avaju varijabilnost pojedinih fonema. Ovo se ogleda u cˇinjenici da
ASR sistemi koji su obucˇeni samo na jednog govornika, tzv. sistemi zavisni od
govornika imaju daleko vec´u tacˇnost prepoznavanja (blizu 100%) od sistema
koji su namenjeni vec´em broju govornika tzv. sistemima nezavisnim od go-
vornika (Huang i Lee, 1993). Jedan od nacˇina da se ovaj problem prevazid¯e
jeste pomoc´u normalizacije vokalnog trakta kojom se transformiše frekvencij-
ska osa tako da odgovara karakteristikama referentnog govornika (Jakovljevicˇ
et al., 2009), ili da se parametri modela prilagode datom govorniku pomoc´u
adaptacije na govornika (Gales i Woodland, 1996). Svi prehodno navedeni fak-
tori su razlog, zašto i pored skoro 4 decenije intenzivnog istraživanja u obla-
stima ASR-a i SLU-a moguc´nost prepoznavanja i razumevanja mašine je i dalje
daleko manja od one koju ima cˇovek.
Sam problem ASR-a se može jednostavno definisati kao preslikavanje govor-
nog signala s(t) u odgovarajuc´u sekvencu recˇi odnosno:
wNw1 = f(s(t)) (1)
gde je wNw1 sekvenca od Nw recˇi (w1,w2, . . . ,wNw), a f(·) funkcija koja vrši
odgovarajuc´e preslikavanje. Treba primetiti da se prepoznavanje govora defi-
nisano na ovaj nacˇin može tretirati kao specijalan slucˇaj prepoznavanja oblika.
Standardni pristup prepoznavanju oblika je da se funkcija f(·) dekomponuje na
dve od kojih jedna vrši tzv. izdvajanje (ekstrakciju) obeležja iz signala (g (s(t)))
i drugu koja vrši klasifikaciju na osnovu izdvojenih obeležja (h (·))3 odnosno:
wNw1 = h (g (s(t))) (2)
Pod obeležjima se podrazumevaju karakteristike na osnovu kojih je moguc´e
jednoznacˇno identifikovati pripadnost klasi, gde se pod klasom u slucˇaju pre-
poznavanja govora može podrazumevati fonem. Pošto govorni signal pored
lingvisticˇkih informacija nosi i paralingvisticˇke informacije4 iz govornog sig-
nala je neophodno izdvojiti samo karakteristike koje se odnose na to šta je
recˇeno, odnosno lingvisticˇke informacije. Iz artikulacione fonetike je poznato
3 Ovakav pristup omoguc´uje da se algoritmi koji se koriste pri klasifikaciji ucˇine relativno nezavi-
snim od konkretnog problema koji je potrebno rešiti, odnosno jednostavniju primenu postojec´ih
rešenja na nove probleme. Sa druge strane izdvajanje obeležja podrazumeva postojanje znanja
koja su specificˇna za problem odnosno koje su to informacije (obeležja) koja su bitna za klasifi-
kaciju.
4 Pod lingvisticˇkim informacijama u govornom signalu se podrazumevaju informacije o tome
šta je recˇeno, a pod paralingvisticˇkim informacijama informacije o identitetu govornika (polu,
starosti, poreklu, obrazovanju), njegovom emocionalnom i zdravstvenom stanju.
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da na osnovu nacˇina artikulacije, mesta tvorbe u slucˇaju konsonanata, odno-
sno položaja jezika u slucˇaju vokala i zvucˇnosti moguc´e jednoznacˇno odrediti
sve foneme srpskog jezika, ali ta obeležja je relativno teško pouzdano izdvo-
jiti iz akusticˇkog oblika govornog signala. S druge strane iz auditorne fone-
tike poznato je da je informacija o tome šta je recˇeno prvenstveno sadržana
u obvojnici spektra, stoga je razumno ocˇekivati da bi oblik obvojnice odno-
sno parametri koji ga opisuju mogli poslužiti kao obeležja pri prepoznavanju
oblika. Pošto je potrebno posmatrati spektar govornog signala, odnosno pro-
mene spektra tokom vremena, neophodno je izdeliti govorni signal na manje
stacionarne segmente. Ovi segmenti se nazivaju frejmovi, a procedura kojom
se izdvajaju prozoriranje. Trajanje frejmova ne sme da bude suviše kratko jer bi
to vodilo gubitku frekvencijske rezolucije,5 niti sme da bude suviše dugo jer c´e
obuhvatiti nestacionarne segmente govornog signala, tako da je tipicˇno trajanje
frejma izmed¯u 20 ms do 35 ms. Da bi se izbegla moguc´nost da neki dogad¯aj ne
bude detektovan, što se može desiti ukoliko bi se podelilo izmed¯u dva susedna
frejma tako da ni jedan frejm ne sadržava samo taj dogad¯aj, susedni frejmovi
se med¯usobno preklapaju. Tipicˇne vrednosti preklapanja su izmed¯u 50% i 75%
dužine frejma, što odgovara pomerajima frejma od 10 ms do 15 ms, pri cˇemu
se obicˇno ne ide na vrednosti pomeraja frejma koje su manje od 10 ms, jer
se time povec´ava broj frejmova koje je potrebno obraditi, a dobitak po pitanju
tacˇnosti je neznatan. Obeležja koja opisuju obvojnicu spektra i njene promene
tokom vremena se izdvajaju za svaki frejm i kombinuju u vektor obeležja i
cˇine jednu opservaciju, tako da funkcija g(·) signal preslikava u sekvencu od T
opservacija (oT1 ), odnosno:
oT1 = g(s(t)) (3)
Nakon što se izaberu obeležja potrebno je izabrati i estimirati odgovarajuc´u
funkciju koja c´e vršiti klasifikaciju na osnovu obeležja, odnosno sekvencu obe-
ležja preslikavati u odgovarajuc´u sekvencu recˇi:
wN1 = h
(
oT1
)
(4)
Pošto trajanje jednog fonema varira u zavisnosti od mnogo faktora, ovu vre-
mensku varijabilnost je neophodno uzeti u obzir prilikom formiranja klasifika-
cione funkcije h(·). Jedno od najpodesnijih rešenja za modelovanje vremenske
varijabilnosti jesu skriveni Markovljevi modeli (HMM, Hidden Markov Model),
koji se veoma efikasno mogu ukomponavati sa drugim modelima koji opisuju
akusticˇku varijabilnost klasa kao što su mešavine Gausovih raspodela (GMM,
Gaussian Mixture Model) ili veštacˇke neuralne mreže (ANN, Artificial Neural Ne-
tworks).
U ovom radu je za realizaciju klasifikacione funkcije iskoršc´en HMM u kom-
binaciji sa GMM-om, tzv. statisticˇki pristup, pošto predstavlja dominantani
uspešan pristup prepoznavanju govora poslednjih nekoliko decenija. Cilj pre-
poznavanja govora se u slucˇaju statisticˇkog pristupa može definisati kao prona-
5 Pod frekvencijskom rezolucijom se podrazumeva najmanje rastojanje izmed¯u ucˇestanosti dve
prostoperiodicˇne komponente signala koje je moguc´e razlikovati, a odred¯ena je tipom i širinom
(Tw) prozorske funkcije. U slucˇaju pravougaone prozorske funkcije frekvencijska rezolucija je
∆f = 1Tw , a u slucˇaju trougaone, Hanove (Hann), Hemingove (Hamming) i Blekmanove (Black-
man) prozorske funkcije je ∆f = 2Tw .
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laženje najverovatnije sekvence recˇi wˆN1 koja odgovara zadatoj ulaznoj sekvenci
opservacija oT1 odnosno:
wˆN1 = arg max
w
N1
1 ,N1
p
(
wN11 |o
T
1
)
(5)
gde je p
(
wN1 |o
T
1
)
, tzv. a posteriori verovatnoc´a, odnosno uslovna verovatnoc´a
da sekvenci opservacija oT1 odgovara sekvenca recˇiw
N1
1 . Treba primetiti da je u
slucˇaju statisticˇkog pristupa prepoznavanju govora za klasifikacionu funkciju
h(·) izabrana arg max funkcija verovatnoc´e.
A posteriori verovatnoc´a sekvence recˇi koja se koristi u jednacˇini (5) nije
pogodna za izabrani generativni model (HMM u kombinaciji sa GMM-om)
stoga se koristi Bejzovo (Bayes) pravilo:
p
(
wN1 |o
T
1
)
=
p
(
oT1 |w
N
1
)
p
(
wN1
)
p
(
oT1
) (6)
gde je p
(
oT1 |w
N
1
)
tzv. izglednost (likelihood), odnosno uslovna verovatnoc´a da
sekvenci recˇi wN1 odgovara sekvenca opservacija o
T
1 , p
(
wN1
)
tzv. a priori vero-
vatnoc´a, odnosno verovatnoc´a da se pojavi sekvenca recˇi wN1 i p
(
oT1
)
verovat-
noc´a da se pojavi sekvenca opservacija oT1 . Ciljna funkcija data izrazom (5) se
stoga može preurediti na sledec´i nacˇin:
wˆN1 = arg max
w
N1
1 ,N1
p
(
oT1 |w
N1
1
)
p
(
wN11
)
(7)
pri cˇemu se p
(
oT1
)
koji se nalazi u imeniocu može izostaviti jer ne zavisi od
izabrane sekvence recˇi wN11 , po kojoj se vrši maksimizacija.
A priori verovatnoc´a sekvence recˇi wN11 , ne zavisi od ulazne sekvence op-
servacija (odatle i naziv a priori) vec´ od samog jezika, stoga se ona cˇesto na-
ziva modelom jezika. U slucˇaju prepoznavanja na malim recˇnicima definiše se
preko skupa pravila prelaza izmed¯u recˇi koji se uobicˇajeno naziva gramatika,
ali u slucˇaju prepoznavanja na velikim recˇnicima koriste se estimirane vero-
vatnoc´e pojavljivanja pojedinih recˇi i grupa recˇi. Više o nacˇinima modelovanja
jezika može se pronac´i u (Jurafsky et al., 2000).
Izglednost p
(
oT1 |w
N
1
)
povezuje foneme sa njihovim akusticˇkim manifestaci-
jama stoga se naziva akusticˇkim modelom. Kao što je ranije napomenuto, ovaj
akusticˇki model je predstavljen pomoc´u HMM u kombinaciji sa GMM-om, od-
nosno:
p
(
oT1 |w
N
1
)
= pis1bs1(o1)
T∏
i=2
asi−1,sibsi(oi) (8)
gde je pis1 verovatnoc´a da se u pocˇetnom trenutku nad¯e u stanju s1, asi−1,si
verovatnoc´a prelaza iz stanja si−1 u stanje si, bsi(oi) verovatnoc´a da je stanje
si emitovalo opservaciju oi, pri cˇemu sekvenca stanja sT1 odgovara sekvenci
recˇi wN1 . Treba napomenuti da indeksi koji se nalaze uz odgovarajuc´a stanja
predstavljaju identifikatore trenutka a ne identifikatore stanja, odnosno da gore
oznacˇena stanja si i sj ne moraju biti nužno razlicˇita stanja vec´ da odgovaraju
trenucima i i j. Verovatnoc´a emitovanja bsi(oi) je u ovom modelu opisana
pomoc´u GMM-a odnosno definisana je izrazom:
bsi(oi) =
Msi∑
m=1
wsim
1√
(2pi)D|Σsim|
e−
1
2(oi−µsim)
T
Σ−1sim(oi−µsim) (9)
6 uvod
gde je D broj korišc´enih obeležja, wsim, µsim i Σsim težina, srednja vred-
nost i kovarijansa m-te komponente GMM-a (Gausove raspodele) respektivno,
Msi ukupan broj Gausovih raspodela pridruženih stanju si. Treba primetiti da
bsi(oi) po svojoj prirodi ne predstavlja verovatnoc´u vec´ gustinu verovatnoc´e.
Pošto stanja HMM-a mogu da se organizuju tako da formiraju trelis struk-
turu, potraga za najverovatnijom sekvencom recˇi definisana jednacˇinom (5) se
može efikasno realizovati pomoc´u Viteribijevog algoritma, potragom za najve-
rovatnijom sekvencom stanja. Da bi se prepoznavanje realizovalo u realnom
vremenu, neophodno je obezbediti da proces dekodovanja bude dovoljno brz.
Na osnovu prethodno izloženog jasno je da najvec´i broj racˇunskih operacija
pri izracˇunavanju p
(
oT1 |w
N
1
)
odlazi na izracˇunavanje vrednosti gustina vero-
vatnoc´a emitovanja, i stoga optimizacijom tog modela bi se mogla obezbediti
znacˇajna ušteda.
Pored brzine neophodne pri dekodovanju potrebno je obezbediti i odgova-
rajuc´u tacˇnost modela. Na Fakultetu tehnicˇkih nauka Univerziteta u Novom
Sadu istraživanja su išla u pravcu povec´anja tacˇnosti usvajanjem modela u
kome su eksplicitno modelovane korelacije izmed¯u obeležja (GMM sa punim
kovarijansnim matricama), a potom ubrzavanjem dekodovanja hijerarhijskim
klasterovanjem Gausovih smeša (Janev et al., 2010; Popovic´ et al., 2012). Pri-
stup u ovom radu je bio nešto drugacˇiji, odnosno išlo se na ubrzavanje deko-
dovanja smanjenjem broja parametara modela uz neznatan gubitak tacˇnosti.
Pretpostavka na kojoj se zasniva ovaj rad jeste da kovarijansne matrice (tacˇnije
njihove inverzne vrednosti) Gausovih raspodela obrazuju nižedimenzionalne
potprostore koje je moguc´e efikasno predstaviti u prostoru njihovih karakte-
risticˇnih vektora. Pretpostavka o moguc´nosti razapinjanja inverznih kovarijan-
snih matrica u nekom vektorskom prostoru nije nova, ali ideja da ta predstava
može imati retku reprezentaciju, koja je iskorišc´ena u ovom radu jeste. Detaljan
pregled alternativnih metoda za modelovanje Gausovih raspodela u GMM-u
je dat u poglavlju 2. Osnovni teorijski principi na kojima se bazira retka re-
prezentacija kao i algoritmi koji se pri tome koriste, a koji su iskorišc´eni u
predloženom modelu su dati u poglavlju 3. Detaljan opis predloženog modela
je dat u poglavlju 4, dok su rezultati testova prac´eni odgovarajuc´om diskusi-
jom navedeni u poglavlju 6. Detaljan opis metoda kao i govornih resursa koji
su korišc´eni u testovima su dati u poglavlju 5. Poslednje poglavlje 7 sadrži
zakljucˇke ovog istraživanja kao i potencijalne smernice za buduc´a istraživanja.
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2.1 uvod
U ovom poglavlju dat je pregled postojec´ih aproksimacija kovarijansnih ma-
trica koje se koriste u modelima Gausovih mešavina. Cilj ovih aproksimacija
jeste da obezbede:
• tacˇnu procenu gustine verovatnoc´e emitovanja,
• robustnu procenu parametara modela i u slucˇajevima kada nije na raspo-
laganju celokupna populacija,
• efikasno (brzo) izracˇunavanje potrebnih emitujuc´ih verovatnoc´a i
• male memorijske zahteve za smeštanje parametara modela.
Tacˇna procena gustine verovatnoc´e emitovanja, znacˇi manje odstupanje modela
od stvarnog procesa koji treba da se modeluje, što obicˇno znacˇi vec´u tacˇnost
prepoznavanja. Vec´ina sistema za prepoznavanje oblika se obucˇava na instan-
cama koje su pridružene odgovarajuc´im klasama, ali te instance obicˇno ne
obuhvataju sve moguc´e realizacije, što za posledicu ima degradaciju tacˇnosti
prepoznavanja sistema (Jiang, 2011). U slucˇaju da je broj parametara modela
velik, a broj opservacija koje su na raspolaganju za obuku mali, nije moguc´e
obezbediti pouzdanu procenu parametara. Odnosno, model gotovo savršeno
opisuje opservacije na kojima je obucˇen, ali nevid¯ene opservacije, one koje se
ne nalaze u skupu za obuku, opisuje prilicˇno loše. Ova degradacija tacˇnosti
prepoznavanja postaje izraženija, što je skup za obuku manji, i obicˇno samim
tim manje reprezentativan. Ovaj problem se prevazilazi povec´anjem skupa za
obuku, što ponekad i nije tako jednostavno, ili smanjenjem broja parametara
koji su potrebni za opis modela. Smanjenje broja parametara modela je bitno
i iz prakticˇnih razloga, jer manji broj parametara obicˇno znacˇi i brže izracˇu-
navanje potrebnih verovatnoc´a emitovanja ali i manje memorijske zahteve za
njihovo smeštanje.
Model Gausovih mešavina (GMM Gaussian mixture model) predstavlja je-
dan od najzastupljenijih modela koji se koristi pri statisticˇkom prepoznavanju
oblika (Saon i Chien, 2012; Plataniotis i Hatzinakos, 2000). U ovom modelu, gu-
stina raspodele verovatnoc´e emitovanja opservacije o modelovana je pomoc´u
ponderisane sume D-dimenzionalnih Gausovih raspodela odnosno:
bs(o) =
Ms∑
m=1
wsm
1√
(2pi)D|Σsm|
e−
1
2 (o−µsm)
TΣ−1sm(o−µsm) (10)
gde je sa wsm, µsm i Σsm oznacˇena težina (apriori verovatnoc´a), srednja vred-
nost i kovarijansa m-te komponente GMM (Gausove raspodele) koja je pridru-
žena klasi s,1 a sa Ms ukupan broj Gausovih raspodela koje cˇine mešavinu.
1 U slucˇaju sistema za automatsko prepoznavanje govora zasnovanim na skrivenim Markovljevim
modelima i GMM-u, klasa odgovara jednom stanju skrivenog Markovljevog modela.
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Broj parametara koji opisuje jednu komponentu mešavine (jednu Gausovu
raspodelu) je 12(D+ 1)(D+ 2) gde najvec´i deo predstavljaju elementi kovari-
jansne matrice 12(D + 1)D.
2 Ovako veliki broj parametara znacˇi i relativno
velike memorijske zahteve za smeštanje modela, ali i odred¯ene probleme pri
estimaciji parametara. Ukoliko je broj opservacija manji od dimenzije prostora
opservacija D dobijena kovarijansna matrica je singularna, a ako je tek nešto
vec´i od D tada se dobija numericˇki loše kondicionirana matrica odnosno njena
inverzija znacˇajno povec´ava grešku estimacije (Ledoit i Wolf, 2004). Stoga ko-
rišc´enje pune kovarijansne matrice, u slucˇaju konacˇnog skupa za obuku zbog
problema koji se javljaju pri estimaciji parametara ne znacˇi i poboljšanje tacˇno-
sti prepoznavanja.
Kao što je prethodno napomenuto drugi problem o kome treba voditi racˇuna
jeste brzina izracˇunavanja. Pošto je potrebno izracˇunati izglednost sekvence
opservacija, a da bi se pritom izbegli problemi sa gubitkom tacˇnosti koja je po-
sledica množenja vrednosti koje su manje od jedan, umesto vrednosti gustine
raspodele verovatnoc´e emitovanja opservacije posmatra se njen logaritam, od-
nosno:
gs(o) = ln
(
Ms∑
m=1
wsm
1√
(2pi)D|Σsm|
e−
1
2 (o−µsm)
TΣ−1sm(o−µsm)
)
(11)
Pri izracˇunavanju gustine raspodele emitovanja opservacija izraz (11) se cˇesto
aproksimira tako što se umesto sume uzmima maksimum odnosno:
gs0(o) = ln
(
max
m
wsm
1√
(2pi)D|Σsm|
e−
1
2 (o−µsm)
TΣ−1sm(o−µsm)
)
(12)
Gornja aproksimacija sledi iz osobine logaritma log(a + b) ≈ log(max{a,b})
ukoliko važi a >> b > 0. Može se pokazati da se stvarna vrednost gu-
stine raspodele emitovanja opservacije nalazi u granicama gs0(o) < gs(o) 6
ln (M) + gs0(o), što znacˇi da je odstupanje manje što je broj komponenata koje
cˇine mešavinu manji. Problemi nastaju ukoliko postoji znacˇajno preklapanje
izmed¯u komponenata jedne mešavine. Ako bi uzeli ekstremni slucˇaj u kome
sve mešavine imaju istu srednju vrednost i varijansu tada bi razlika izmed¯u
stvarne i aproksimirane vrednosti bila ln (M). (Dognin et al., 2009). Eksperi-
menti su pokazali da u vec´ini slucˇajeva aproksimacija maksimum operatorom
neznatno uticˇe na tacˇnost sistema za prepoznavanje govora.
Izraz (12) je moguc´e svesti na sledec´i oblik:
gs0(o) =
1
2
max
m
{
− ln (2pi)D + ln
w2sm
|Σsm|
− (o− µsm)
T Σ−1sm (o− µsm)
}
(13)
Pošto se cˇlan ln (2pi)D pojavljuje kod svih komponenata svih mešavina mo-
guc´e ga je izostaviti iz racˇunanja. Sa druge strane cˇlan ln w
2
sm
|Σsm|
se može tretirati
kao jedan parametar komponente mešavine i stoga unapred izracˇunati, cˇime
bi se izbeglo izracˇunavanje logaritma u izrazu gs0(·). Stoga je jasno da najvec´i
broj operacija odlazi na izracˇunavanje cˇlana (o− µsm)
T Σ−1sm (o− µsm), što u
slucˇaju punih kovarijansnih matrica znacˇi D(3D + 5)/2 osnovnih operacija3
2 Iako je puna kovarijansna matrica broj D2 elemenata, zbog simetricˇnosti samo 12D(D+ 1) su
jedinstveni. Ukupan broj parametara se dobija kada se broju elemenata kovarijansne matrice
doda broj elemenata koji cˇine vektor srednje vrednosti (D) i težina komponente (1), što u zbiru
cˇini 12 (D+ 1)(D+ 2).
3 Osnovne operacije podrazumevaju sabiranje, oduzimanje, množenje i deljenje.
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sa pokretnim zarezom (flops floating-point operations). Ovaj broj operacija ne
ukljucˇuje operacije koje su potrebne za izracˇunavanje inverzne kovarijansne
matrice, pošto je inverznu matricu moguc´e izracˇunati unapred (u toku procesa
obuke) pri cˇemu se kao parametar modela umesto kovarijansne matrice cˇuva
njena inverzna vrednost. Jedan od nacˇina za prevazilaženje problema memorij-
ske i racˇunske kompleksnosti modela sa punim kovarijansnim matricama jeste
dijagonala aproksimacija kovarijansne matrice.
2.2 dijagonalna aproksimacija kovarijansne matrice
Jedan od najcˇešc´ih korišc´enih pristupa za prevazilaženje problema velike
složenosti koja postoji kod GMM-a jeste aproksimacija kovarijansnih matrica
dijagonalnim. Na ovaj nacˇin broj parametara po komponenti mešavine se sma-
njuje na 2D+ 1, a racˇunska složenost izracˇunavanja (o− µsm)
T Σ−1sm (o− µsm)
na 4D− 1 flops. Singularna matrica se dobija ukoliko se na glavnoj dijagonali
matrice pojavi nula, što se dobija ukoliko je na raspolaganju samo jedna opser-
vacija ili ukoliko je neko obeležje isto u celoj populaciji što je maloverovatno.
Pored toga dijagonalna aproksimacija matrice u slucˇaju malog broja opserva-
cija na osnovu kojih se vrši estimacija je bolje kondicionirana nego estimirana
puna kovarijansna matrica, odnosno kolicˇnik maksimalne i minimalne vari-
janse obeležja je uvek manji nego kolicˇnik maksimalne i minimalne karakte-
risticˇne vrednosti4 (formalni dokaz je naveden u A.1). Ovo svojstvo je ilustro-
vano na slici 2a, gde je prikazano 5 opservacija i Gausove raspodele koje se
dobijaju na osnovu njih u slucˇaju da je kovarijansna matrica modelovana kao
dijagonalna odnosno puna matrica. Kao što se može videti kolicˇnik velikog
i malog poluprecˇnika elipse, koji odgovara odnosu varijansi/karakteristicˇnih
vrednosti, je vec´i u slucˇaju pune kovarijansne matrice.
Uvod¯enje pretpostavke da je kovarijansna matrica dijagonalna, ekvivalentno
je uvod¯enju pretpostavke da su obeležja med¯usobno nekorelisana. Ova pret-
postavka obicˇno nije tacˇna, te tako u oblasti prepoznavanja govora pretpo-
stavka o nekorelisanosti mel-frekvencijskih kepstralnih koeficijenata (MFCC
Mel-frequency cepstral coefficient), koji predstavljaju najcˇešc´e korišc´ena obeležja
za prepoznavanje govora5 ne stoji (Janev et al., 2007), tako da dolazi do degra-
dacije tacˇnosti prepoznavanja.
Na slici 2b je ilustrovana greška koja je posledica aproksimacije kovarijansne
matrice dijagonalnom. Može se primetiti da se dijagonalnom aproksimacijom
povec´ava gustina verovatnoc´e u oblastima koje ne pripadaju klasi i smanjuje
u oblastima koje zaista pripadaju klasi. Treba primetiti da ovo važi ukoliko
je na raspolaganju dovoljno veliki broj opservacija, što se vidi i na slici 2a,
gde se na primeru dvodimenzionalnog prostora i 5 opservacija manja greška
pravi ukoliko se koristi dijagonalna aproksimacija. Kako se ovo odražava na
Gausov klasifikator ilustrovano je na slici 3, gde je došlo do povec´anja broja
pogrešno klasifikovanih opservacija za približno 1/5 uvod¯enjem dijagonalne
aproksimacije. Ovde je data ilustracija za dvodimenzionalni slucˇaj, a u slucˇaju
velikog broja dimenzija ove razlike su znacˇajnije.
4 Izuzetak je kada su obeležja nekorelisana i kada su varijanse obeležja ujedno i karakteristicˇne
vrednosti.
5 Evropski institut za standardizaciju u telekomunikacijama (ETSI) ih je definisao kao standardna
obeležja za distribuirano prepoznavanje govora Technical standard ES 201 108, v1.1.3.
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(a) Kondiciranost estimiranih matrica (b) Greška aproksimacije
Slika 2: Sa ’x’ su oznacˇene opservacije koje predstavljaju realizaciju slucˇajne promen-
ljive koja ima Gausovu raspodelu sa nultom srednjom vrednošc´u i kovarijan-
snom matricom: Σ = [0.5, 0.4; 0.4, 1]. Na slici levo je dato pored¯enje kondicio-
niranosti estimiranih kovarijansnih matrica u slucˇaju dijagonalne (isprekidane
linije) i pune kovarijansne matrice (pune linije) koje su estimirane na osnovu
prikazanih 5 opservacija. Plavom elipsom oznacˇene su tacˇke u kojima stvarna
funkcija gustine raspodele ima vrednost 0.02. Na slici desno je ilustrovana gre-
ška koja se cˇini u slucˇaju dijagonalne aproksimacije kovarijansne matrice. I
na ovom grafiku su elipsama oznacˇene tacˇke u kojima estimirane funkcije gu-
stina raspodele imaju vrednost 0.02 i to zelenom bojom u slucˇaju dijagonalne
aproksimacije i crvenom u slucˇaju da se koristi puna kovarijansna matrica.
(a) Puna kovarijansna matrica (b) Dijagonalna kovarijansna matrica
Slika 3: Uticaj dijagonalne aproksimacije kovarijansne matrice na Gausov klasifikator
sa 2 klase. Plava klasa se može modelovati sa Gausovom raspodelom cˇija je
srednja vrednost µp = [0, −1]T , a varijansa Σp = [1.5, 0.4; 0.4, 1.0]. Crvena
klasa se može modelovati sa Gausovom raspodelom cˇija je srednja vrednost
µc = [0, 1]T , a varijansa Σc = [1.0, 0.6; 0.6, 1.0]. Crnom linijom je prikazana
granica izmed¯u klasa. U ovom primeru, uvod¯enjem dijagonalne aproksimacije
greška klasifikacije se povec´ala sa 14.5% na 18.5%.
Jedan od nacˇina da se prevazid¯e ovaj problem jeste da se koristi dovoljno
veliki broj komponenata GMM-a kojima bi se implicitno modelovale korelacije
izmed¯u obeležja, pošto GMM može prakticˇno modelovati bilo koju raspodelu.
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(a) Pojedinacˇne komponente GMM. (b) Rezulutujc´a GMM raspodela
Slika 4: Aproksimacija Gausove raspodele pomoc´u GMM kod kojih su kovarijansne
matrice aproksimirane dijagonalnim. Na slici levo crvenom elipsom je pred-
stavljena stvarna raspodela, a zelenim elipsama pojedinacˇne komponente koje
cˇine GMM. Na slici desno predstavljena je raspodela koju daje GMM (ponde-
risana suma pojedinacˇnih raspodela).
Na slici 4, je data ilustracija smanjenja greške modelovanja ukoliko se umesto
jedne Gausove raspodele koristi nekoliko njih. Vidi se da se dobijaju nešto op-
štiji modeli, pošto opservacije koje se nalaze na rubovima oblasti imaju nešto
vec´e vrednosti gustine verovatnoc´e kada su modelovani pomoc´u GMM-a u
odnosu na vrednost koju imaju ukoliko su modelovani odgovarajuc´om Gauso-
vom raspodelom. Ovo može predstavljati problem pri prepoznavanju pošto se
ujedno povec´ava preklapanje izmed¯u susednih klasa.
Jednostavno uopštenje dijagonalne aproksimacije kovarijansne matrice bi
bila blok dijagonalna aproksimacija, kod koje se podrazumeva da su samo
pojedini podskupovi obeležja med¯usobno nekorelisani ili slabo korelisani.
2.3 blok dijagonalna aproksimacija kovarijansne matrice
U slucˇaju standardnih obeležja koja se koriste pri prepoznavanju govora, a
koja obuhvataju MFCC, normalizovanu energiju i njihove prve i druge izvode,
uocˇeno je da postoji slaba korelisanost izmed¯u staticˇkih obeležja i njihovih
prvih izvoda, kao i izmed¯u prvih i drugih izvoda. Ovo je posledica regresionog
izraza na osnovu kog se izracˇunava prvi izvod:
∆ct,i =
∑Θ
θ=1 θ (ct+θ,i − ct−θ,i)
2
∑Θ
θ=1 θ
2
(14)
jer se pri izracˇunavanju prvog izvoda i-tog obeležja u trenutku t (∆ct,i) ne
koristi njegova vrednost u trenutku t (ct,i).
Struktura blok dijagonalne matrice je data izrazom:
Σ =
 S0 0 00 S1 0
0 0 S2
 (15)
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gde su sa Si za i = 0, 1, 2 oznacˇene pune kovarijansne matrice (Vanhoucke
i Sankar, 2004). U slucˇaju standardne pretpostavke o slaboj korelisanosti iz-
med¯u staticˇkih obeležja, njihovih prvih i drugih izvoda, broj parametara po
komponenti se svodi na D (D+ 9) /6 + 1. Pošto inverzna matrica blok dija-
gonalne matrice takod¯e blok dijagonalna, racˇunska složenost izracˇunavanja
(o− µsm)
T Σ−1sm (o− µsm) se svodi na D(D+ 3)/2 flops.6 U pored¯enju sa di-
jagonalnom aproksimacijom broj parametara modela, kao i broj operacija pri
izracˇunavanju vrednosti gustine verovatnoc´e emitovanja opservacije je oko D
puta vec´i, ali i preciznost modela je takod¯e povec´ana, pošto su uzete u obzir
najznacˇajnije korelacije koje postoje izmed¯u obeležja izmed¯u obeležja. Naravno
vec´i broj parametara podrazumeva i vec´i broj opservacija koje su potrebne za
njihovu pouzdanu estimaciju. Iako je broj parametara modela kao i broj potreb-
nih operacija za izracˇunavanje vrednosti gustine verovatnoc´e u slucˇaju blok di-
jagonalne aproksimacije kvadratna funkcija dimenzije prostora kao i u slucˇaju
kada se koriste pune kovarijansne matrice, njihove vrednosti su nekoliko puta
manje nego u slucˇaju punih kovarijansnih matrica.
Ovaj koncept je blizak konceptu koji se koristi u pristupu kod kojeg se ulazni
vektor obeležja organizuje u nekoliko podvektora (streams), s tom razlikom da
je u ovom slucˇaju broj komponenata koje cˇine mešavinu isti za svaki podvek-
tor, i pri tome pridruživanje opservacija komponentama mešavina se ne vrši
nezavisno po podvektorima.
Prethodno izlaganje je usko vezano za obeležja koja se koristi u automat-
skom prepoznavanju govora, ali ideja da se ne modeluju korelacije izmed¯u
obeležja za koja unapred možemo pretpostaviti da su slabo korelisana se mogu
primeniti u bilo kojem modelu. Polazna pretpostavka da su grupe opservacija
med¯usobno nekorelisane i da ta korelisanost ne zavisi od klase (HMM stanja)
koja se modeluje je prilicˇno gruba. Jedan od metoda koja omoguc´uje relaksa-
ciju pretpostavki o nekorelisanosti pojedinih obeležja jeste faktorska analiza.
2.4 faktorska analiza
Faktorska analiza7 je jedan od nacˇina za opisivanje višedimenzionalnih po-
dataka korišc´enjem manjeg skupa skrivenih (latentnih) promenljivih. U ovom
modelu opservacija o je predstavljena kao linearna kombinacija faktora na koje
je pridodat aditivni Gausov šum n srednje vrednosti µn i kovarijanse matrice
Σn, odnosno:
o = Fβ+n (16)
gde je sa β oznacˇena skrivena promenljiva, a sa F matrica cˇije su kolone tzv.
faktori odnosno nosioci prostora. Pretpostavlja se da je dimenzija prostora op-
servacija D vec´a od dimenzije prostora skrivenih promenljivih k (D > k), da
skrivene promenljive podležu Gausovoj raspodeli nulte srednje vrednosti i je-
dinicˇne varijanse (N (0, I)), kao i da su komponente vektora šuma nezavisne
odnosno da je matrica Σn dijagonalna.
6 Ukupan broj operacija sa pokretnim zarezom potreban za izracˇunavanje logaritma izglednosti
jedne Gausove raspodele u ovoj varijanti modela iznosi D(D+ 5)/2+ 2.
7 Termin je preuzet direktno iz statisticˇke literature na srpskom jeziku, zbog toga nije preveden
kao rastavljanje na faktore.
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Pošto je linearna kombinacija slucˇajnih promenljivih sa Gausovim raspode-
lama takod¯e slucˇajna promenljiva sa Gausovom raspodelom, opservacija o
ima Gausovu raspodelu srednje vrednosti µn i kovarijansne matrice Σo =
FFT +Σn, tako da je broj parametara sa kojima je opisana jedna Gausova ras-
podelaD(k+2)+1. Jasno je da se ušteda u pogledu broja parametara u odnosu
na slucˇaj sa punom kovarijansnom matricom i istim brojem Gausovih raspo-
dela postiže ukoliko je k < (D− 1)/2. Broj faktora k je obicˇno broj karakteri-
sticˇnih vrednosti kovarijansne matrice koji je vec´i od nekog unapred zadatog
praga (Saul i Rahim, 1997, 2000).
Prethodno opisan model nije invarijantan na linearnu transformaciju, što
znacˇi da je moguc´e pronac´i transformacionu matricu koja c´e projektovati obe-
ležja u neki drugi prostor kojim bi se sa istim brojem parametara dobilo bolje
pokrivanje prostora u smislu maksimalne izglednosti. Da model zavisi od line-
arne transformacije, lako se pokazuje množenjem opservacije sa proizvoljnom
matricom C:
Co = CFβ+Cn (17)
Jasno je da je u ovom slucˇaju kovarijansna matrica transformisane šumne kom-
ponenteCΣnCT koja za proizvoljnu transformacijuC ne mora biti dijagonalna,
što model pretpostavlja. Stoga je metoda faktorske analize modifikovana tako
da je invarijantna na linearnu transformaciju usvajanjem sledec´e veze izmed¯u
izmed¯u komponenata:
o = Fβ+ µ+ Tn (18)
gde je T transformaciona matrica, ali ovaj put šumna komponenta n ima
nultu srednju vrednost8, dok je znacˇenje svih ostalih parametara neprome-
njeno. Ukoliko bi svaka Gausova raspodela imala sopstvenu vrednost parame-
tara {F, T ,Σn} tada bi rešenje koje se dobija na osnovu kriterijuma maksimalne
izglednosti bilo: {0,V,Λ}, gde je sa V oznacˇena matrica karakteristicˇnih vek-
tora, a sa Λ matrica odgovarajuc´ih karakteristicˇnih vrednosti za estimiranu
kovarijansnu matricu, stoga je neophodno da pojedine klase (HMM stanja, fo-
nemi) med¯usobno dele parametre. U ovom slucˇaju opservacija o ima Gausovu
raspodelu sa srednjom vrednošc´u µ i kovarijansnom matricom FFT + TΣnTT .
Broj parametara sa kojma je opisana jedna Gausova raspodela je D(D + k +
2) + 1, ali stvaran broj parametara na nivou celokupnog modela je daleko ma-
nji, pošto Gausove raspodele med¯usobno dele pojedine parametere. Pošto od
nacˇina na koji se dele parametri zavisi ukupan broj parametara modela, bez
konkretnog primera nije moguc´e uporediti ovaj nacˇin modelovanja sa drugim
(Gopinath et al., 1998).
Uopštenje modela predstavljaju skriveni Markovljevi modeli na nivou fak-
tora (FAHMM Factor analysed hidden Markov model) kod kojih je k dimenzio-
nalni vektor stanja β generisan od strane skrivenog Markovljevog modela cˇije
su gustine verovatnoc´a emitovanja modelovane pomoc´u GMM-a, dok se op-
8 Ovo ogranicˇenje je uvedeno zbog pojednostavljenja notacije i estimacije parametara, jer se para-
metar µ može posmatrati i kao Tµn.
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servacija o i dalje modeluje kao u jednacˇini (16), s tom razlikom da je i šumna
komponenta n modelovana pomoc´u GMM-a, odnosno:
β ∼ Mhmm, Mhmm =
{
pis,as,si ,w
(β)
sm ,µ
(β)
sm ,Σ
(β)
sm
}
o = Fsβ+n n ∼
∑
nw
(o)
sn N
(
µ
(o)
sn ,Σ
(o)
sn
) (19)
gde je pis inicijalna verovatnoc´a HMM stanja s, as,si verovatnoc´a prelaza iz
stanja s u stanje si, w
(β)
sm , µ
(β)
sm i Σ
(β)
sm težina, srednja vrednost i kovarijan-
sna matrica m-te komponente GMM-a pridružene stanju s respektivno koja
emituje skriveni vektor x, a w(o)sn , µ
(o)
sn i Σ
(o)
sn težina, srednja vrednost i kova-
rijansna matrica n-te komponente GMM-a šuma n. Da bi se istakla razlika
u dimenzionalnosti prostora kojima su opisane promenljive β i n u nijhovim
eksponentima je navedena oznaka promenljve koja pripada tom prostoru.
Gustina raspodele verovatnoc´e da bude generisana opservacija ot, ako je
poznato da se u trenutku tmodel nalazi u stanju s i da je pri tome vektor stanja
βt generisan od komponente m a opservacija od komponente n je Gausova,
odnosno:
p
(
ot|xt,qt = s,mst = m,mβt = n
)
= N (ot;µsmn,Σsmn) (20)
gde je
µsmn = Fsµ
(β)
sm + µ
(o)
n (21)
Σsmn = FsΣ
(β)
smF
T
s +Σ
(o)
n (22)
Za razliku od prethodna dva pristupa, gde su modelovane pojedinacˇne Gau-
sove raspodele, u ovom slucˇaju je modelovana celokupna Gausova mešavna
koja pripada jednom stanju. Ako sa Mβ i Mn oznacˇimo broj komponenata me-
šavina kojima su modelovane gustine verovatnoc´a emitovanja vektora β i n re-
spektivno, broj parametara po stanju modela jeMβ(2k+1)+Mn(2D+1)+Dk.
Ovaj model redukuje broj parametara i na taj nacˇin obezbed¯uje robustniju esti-
maciju u odnosu na slucˇaj kada se koriste pune kovarijansne matrice, ali je
složenost izracˇunavanja vrednosti gustine raspodele verovatnoc´e emitovanja u
zadatoj tacˇki nepromenjena, pošto se na osnovu faktorisanog oblika matrice
Σsmn ne može dobiti faktorisani oblik matrice Σ−1smn. Ovo je ujedno problem
koji postoji kod svih metoda koje se baziraju na faktorskoj analizi (Rosti i Gales,
2004).
Iako primena faktorske analize, poboljšava tacˇnost modela u odnosu na mo-
dele koji koriste dijagonalnu aproksimaciju kovarijansne matrice i kada je broj
Gausovih raspodela slicˇan, nemoguc´nost brzog izracˇunavanja funkcije gustine
emitovanja je znacˇajan nedostatak. Jedan od nacˇina da se to prevazid¯e jeste
direktnim modelovanjem inverzne kovarijansne matrice, pošto ona direktno
figuriše u izracˇunavanju izglednosti (videti jednacˇinu (11)).
2.5 aproksimacija inverznih kovarijansnih matrica korišc´enjem
vektorske reprezentacije
Kao što je navedeno u prethodnom odeljku, smanjenje broja parametara mo-
dela ne znacˇi i smanjenje broja racˇunskih operacija koje su potrebne za racˇuna-
nje izglednosti. Direktnim modelovanjem inverzne kovarijansne matrice koje
2.5 aproksimacije inverznih kovarijansnih matrica 15
podrazumeva uvod¯enje deljenih (zajednicˇkih) parametara se postiže ubrzanje
izracˇunavanja izglednosti kao i smanjenje broja parametara modela. Pretpo-
stavka je da se inverzna kovarijansna matrica Psm može predstaviti kao line-
arna kombinacija simetricˇnih matrica odnosno:
Psm = Σ
−1
sm =
n∑
i=1
psmiBi (23)
gde je Bi i-ta simetricˇna bazna matrica, a psmi težina i-te bazne matrice za
predstavu inverzne kovarijansne matrice m-te komponente GMM-a stanja s. U
ovom modelu bazne matrice Bi su deljeni parametri, dok su koeficijenti koji
množe te bazne matrice psmi specificˇni za pojedinacˇne Gausove raspodele.
Broj parametra po jednoj Gausovoj raspodeli direktno zavisi od broja baznih
matrica n i iznosi D+ n+ 1. Ukoliko je broj baznih matrica jednak dimenziji
prostora D tada je broj parametara po jednoj Gausovoj raspodeli isti kao u
slucˇaju dijagonalne aproksimacije, a ako je jednak D(D+ 1)/2 tada je taj broj
isti kao u slucˇaju pune kovarijansne matrice. Treba napomenuti da je sada
ukupan broj parametara koji opisuju model uvec´an za broj parametara kojima
su opisane simetricˇne bazne matrice Bi. Bazne matrice su dimenzija D×D, ali
su obicˇno manjeg ranga tako da je broj parametara kojim se opisuju sve bazne
matrice manji od nD(D+ 1)/2, pošto se bazna matrica nižeg ranga od D može
predstaviti u sledec´oj formi:
Bi =
Ri∑
r=1
birdird
T
ir (24)
gde je sa Ri oznacˇen rang matrice, dir D-dimenzionalni vektor koji obrazuje
r-tu simetricˇnu matricu ranga 1 koja formira i-tu baznu matricu. U ovoj formi
broj deljenih parametara iznosi
∑n
i=1 Ri(D + 1), tako da se ušteda u broju
parametara u odnosu na varijantu kada je bazna matrica punog ranga postiže
ukoliko je
∑n
i=1 Ri < nD/2. Obicˇno su sve bazne matrice istog ranga R i tada
je broj deljenih parametara nR(D+ 1).
Izraz (13) izražen u terminima inverzne kovarijansne matrice dobija oblik:
gs0(o) =
1
2
max
m
{
ln
(
w2sm|Psm|
(2pi)D
)
− (o− µsm)
T Psm (o− µsm)
}
(25)
i može se preurediti u:
gs0(o) =
1
2
max
m
{
csm + µ˘
T
smo−o
TPsmo
}
(26)
gde je
csm = ln
(
w2sm|Psm|
(2pi)D
)
− µTsmPsmµsm
µ˘sm = 2Psmµsm
Parametri csm i µ˘sm ne zavise od vrednosti trenutne opservacije o te se mogu
unapred izracˇunati u fazi obuke.
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Pošto se inverzna kovarijansna matrica može predstaviti kao linearna kom-
binacija baznih matrica, kao što je prikazano u jednacˇini (23) izracˇunavanje
poslednjeg cˇlana u jednacˇini (26) se može realizovati na sledec´i nacˇin:
oTPsmo =
n∑
i=1
psmio
TBio (27)
tako da se broj racˇunskih operacija po jednoj Gausovoj raspodeli svodi na
2(D + n) flops. Ova ušteda se postiže tako što se prvo izracˇunaju vrednosti
za oTBio, pa tek onda pojedinacˇni logaritmi izglednosti za pojedinacˇne Gau-
sove raspodele. U najgorem slucˇaju, kada su bazne matrice reda D, tada je broj
dodatnih racˇunanja n3D(D + 1)/2, što je u situaciji kada je potrebno izracˇu-
nati logaritam izglednosti za veliki broj Gausovih raspodela znacˇajna ušteda.
U slucˇaju baznih matrica nižeg reda izracˇunavanje oTBio se može realizovati
na sledec´i nacˇin
oTBio =
Ri∑
r=1
biro
Tdird
T
iro (28)
pri cˇemu se prvo izracˇunava skalarni proizvod oTtbir, a potom se isti koristi
kao med¯urezultat u daljem izracˇunavanju, cˇime se broj dodatnih operacija zna-
cˇajno smanjuje i iznosi (2D+ 1)
∑n
i=1 Ri − n. Može se pokazati da je ovakav
nacˇin racˇunski efikasniji ukoliko je prosecˇan rang baznih matrica manji od 34D.
Ukoliko se pretpostavi da su sve bazne matrice istog ranga R, tada se broj
dodatnih operacija svodi na n (R(2D+ 1) − 1) flops.
U literaturi je predstavljeno nekoliko tehnika koje se mogu uklopiti u pret-
hodno opisani pristup, a koje se med¯usobno razlikuju po broju baznih matrica
i njihovom rangu. U ovu grupu spadaju sledec´e tehnike: delimicˇno povezane
kovarijansne matrice (STC Semi-tied covariances) (Gales, 1999), linearna trans-
formacija zasnovana na maksimizaciji izglednosti (MLLT Maximum likelihood
linear transformation) (Olsen i Gopinath, 2004), proširena linearna transforma-
cija zasnovana na maksimizaciji izglednosti (EMLLT Extended MLLT) (Olsen i
Gopinath, 2004), hibridna proširena linearna transformacija zasnova na maksi-
mizaciji izglednosti (Hybrid EMLLT) (Axelrod et al., 2005), model Gausovih
mešavina sa inverznim kovarijasnim matricama ogranicˇenim u vektorskom
potprostoru (PCGMM Precision constrained Gaussian mixture model) (Axelrod
et al., 2005), i njegova uopštena verzija model Gausovih mešavina u ogranicˇe-
nom potprostoru (SCGMM Subspace constrained Gaussian mixture model) (Axel-
rod et al., 2005).
2.5.1 Delimicˇno povezane kovarijansne matrice – STC
Ovo je jedan od prvih modela u kome se koristi prethodno opisani pristup
modelovanju inverznih kovarijansnih matrica, med¯utim ideja koja je dovela do
njega bila je nešto drugacˇija. Pošlo se od pretpostavke da se za grupe klasa
(HMM stanja) može definisati transformaciona matrica D(g(s)) koja c´e posto-
jec´i prostor obeležja preslikati u novi tako da se klase u tom novom prostoru
obeležja mogu opisati pomoc´u GMM-a sa dijagonalnim kovarijansnim matri-
cama, odnosno:
Σ
(diag)
sm = D
(g(s))TΣsmD
(g(s)) (29)
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gde je Σsm puna kovarijansna matrica m-te komponente GMM-a koja opisuje
stanje s i koja se dobija na osnovu originalnih opservacija i Σ(diag)sm dijagonalna
kovarijansna matrica m-te komponente u transformisanom prostoru obeležja.
Oznaka u eksponentu (g(s)) predstavlja identifikator grupe klasa. Izabrani
oblik transformacije kovarijansne matrice ekvivalentan je sledec´oj transforma-
ciji obeležja:
o(g(s)) = D(g(s))To (30)
gde je o(g(s)) transformisana opservacija, tako da ova transformacija ima uti-
caj ne samo na kovarijansnu matricu odnosno njenu inverziju vec´ i na srednje
vrednosti Gausovih raspodela. Treba naglasiti da u opštem slucˇaju svaka grupa
klasa transformiše opservacije u svoj prostor obeležja, odnosno postojec´i pro-
stor obeležja se ne preslikava u jedan novi prostor obeležja vec´ u nekoliko
novih prostora obeležja (onoliko koliko ima grupa klasa).
Broj transformacionih matrica zavisi od izabranog nacˇina deljenja parame-
tara. U radu u kom je predložena ova metoda (Gales, 1999), transformacione
matrice se dele izmed¯u kontekstno zavisnih modela istog fonema, ali moguc´e
su i neke druge varijante. U slucˇaju da sva stanja svih modela imaju istu trans-
formacionu matricu, tada se ovaj model svodi na heteroscedasticˇku linearnu
diskriminativnu analizu (HLDA) u kojoj ne postoji redukcija dimenzionalno-
sti prostora obeležja i za koju važi pretpostavka da su transformisana obeležja
med¯usobno nekorelisana. Pošto se ne vrši redukcija dimenzionalnosti prostora
obeležja, što se uglavnom podrazumeva kad se koristi HLDA, da bi se to ista-
klo ovakav pristup se naziva još i linearna transformacija zasnovana na maksi-
mizaciji izglednosti (MLLT).
Na osnovu jednacˇine (29) nije moguc´e uocˇiti direktnu vezu ovog modela sa
opštim modelom predstavljenim u prethodnom odeljku cˇija je osnovna ideja
sažeta u jednacˇinama (23) i (24), stoga ju je potrebno transformisati u pogodniji
oblik. Izvod¯enjem izraza za inverznu punu kovarijansnu matricu na osnovu
jednacˇine (29) dobija se:
Psm = D
(g(s))
(
Σ
(diag)
sm
)−1
D(g(s))T =
D∑
i=1
1
Σ
diag
smi
d
(g(s))
i d
(g(s))T
i (31)
gde je sa d(g(s))i oznacˇena i-ta kolona matrice D
(g(s)), a sa Σdiagsmi i-ti dijago-
nalni element matrice Σdiagsm . Kao što se može videti na osnovu poslednjeg
cˇlana jednakosti (31), inverzna kovarijansna matrica predstavljena je kao line-
arna kombinacija D matrica ranga jedan (d(g(s))i d
(g(s))T
i ), odnosno kolone ma-
trice d(g(s)) predstavljaju bazne vektore. Treba primetiti da je broj vektora koji
razapinju prostor inverznih kovarijansnih matrica jednak proizvodu dimenzio-
nalnosti prostora obeležjaD i broja grupa klasa, pri cˇemu se za predstavu jedne
inverzne kovarijansne matrice koristi uvek samo D baznih vektora. Bilo koja
puna inverzna kovarijansna matrica se može predstaviti u D(D+ 1)/2 dimen-
zionalnom vektorskom prostoru, pomoc´u trivijalnih jedinicˇnih vektora stoga
se postavilo pitanje opravdanosti baze sa više od (D+ 1)/2 vektora. Odgovor
na ovo pitanje je proizveo tzv. EMLLT model.
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2.5.2 Proširena linearna transformacija zasnovana na maksimizaciji izglednosti –
EMLLT
Ova metoda predstavlja uopštenje MLLT metode u smislu da je broj baznih
matrica, koje su predstavljene kao proizvod kolona transformacione matrice
(didTi ), povec´an sa D na n, odnosno inverzna kovarijansna matrica je predsta-
vljena kao:
Psm = DΛsmDT =
n∑
i=1
λsmidid
T
i (32)
gde je D transformaciona matrica, Λsm dijagonalna težinska matrica i λsmi
i-ti element na glavnoj dijagonali matrice Λ. Treba primetiti da je matrica D
ujedno i matrica koja sadrži sve bazne vektore, za razliku od matrice D(g(s))
koja je sadržala samo D baznih vektora koji su bili vezani za grupu klasa g(s).
Kao što je ranije vec´ napomenuto, inverzna kovarijansna matrica ima tacˇno
D(D+ 1)/2 parametara, odakle sledi da je maksimalan potreban broj baznih
matrica ranga 1 D(D+ 1)/2. Stoga u zavisnosti od broja n zavisi i složenost
modela koja može da ide od složenosti dijagonalnih kovarijasnih matrica za
n = D do složenosti punih kovarijansnih matrica za n = D(D+ 1)/2.
Iako na prvi pogled ovaj pristup predstavlja trivijalno uopštenje MLLT, po-
stoji nekoliko bitnih razlika u slucˇaju kada je n > D. Inverzna kovarijansna ma-
trica treba da bude pozitivno definitna, što u slucˇaju MLLT znacˇi da sve težine
baznih matrica treba da budu pozitivne, dok ovo ogranicˇenje u slucˇaju EMLLT
ne postoji, odnosno koeficijenti kojima se množe matrice mogu da budu nega-
tivni. Ovo se može objasniti prirodom težine bazne matrice λsmjj. Projekcija
inverzne kovarijansne matrice na j-tu kolonu transformacione matrice data je
izrazom:
pj = d
T
j Psmdj (33)
= dTj
(
n∑
i=1
λsmidid
T
i
)
dj (34)
=
n∑
i=1
λsmi(d
T
j di)
2 (35)
tako da je pj = λsmj ako su sve kolone med¯usobno ortogonalne, što u slucˇaju
kada postoji više od D D-dimenzionalnih vektora nije ispunjeno. Težinu bazne
matrice λsmi treba shvatiti kao doprinos pojedinacˇne bazne matrice inverznoj
kovarijansnoj matrici, pri cˇemu taj doprinos može da bude kako pozitivan
tako i negativan. Treba napomenuti da pj treba da bude uvek pozitivno, da bi
se obezbedila pozitivna definitnost inverzne kovarijansne matrice. Pored toga
prilikom traženja transformacione matrice D treba izbegavati redundantne pa-
rametre9 cˇime se eliminišu moguc´a degenerativna rešenja za transformacionu
matricu D, što nije postojalo u slucˇaju MLLT.
Specijalni slucˇaj EMLLT jeste tzv. procedura višestrukih linearnih transfor-
macija (MLT Multiple linear transforms) (Goel i Gopinath, 2001) za koju važi
9 Kolona matrice D (dj) je redundantna ukoliko se matrica djdjT može predstaviti kao linearna
kombinacija matrica oblika
{
didi
T
}
i 6=j.
2.5 aproksimacije inverznih kovarijansnih matrica 19
da je n < D(D+ 1)/2 i da za reprezentaciju jedne matrice koristi iskljucˇivo D
baznih vektora odnosno:
Psm =
D∑
i=1
λsmidf(s,i)d
T
f(s,i) (36)
gde je sa f(s, i) oznacˇena funkcija koja za svako stanje s i redni broj vektora u
sumi i odred¯uje odgovarajuc´i indeks kolone u trasformacionoj matrici D.
Pošto je inverzna kovarijansna matrica punog ranga, postavilo se pitanje
opravdanosti korišc´enja iskljucˇivo baznih matrica ranga 1 što je rezultovalo
PCGMM-om.
2.5.3 Gausove mešavine sa inverznim kovarijansnim matricama u ogranicˇenom pot-
prostoru – PCGMM
Ova metoda predstavlja uopštenje EMLLT u smislu da bazna matrica može
da bude simetricˇna matrica punog ranga, a ne iskljucˇivo ranga 1. Ova ideja je
iskorišc´ena i u okviru modela mešavina inverznih kovarijansnih matrica (MIC
Mixture of Inverse Covariances) (Vanhoucke i Sankar, 2004), s tom razlikom
da je algoritam estimacije parametara nešto drugacˇiji. Ukoliko je rang baznih
matrica manji od D, tada se ovaj specijalni slucˇaj PCGMM naziva Hibridna
EMLLT (Axelrod et al., 2005). Pošto ovi modeli predstavljaju uopštenje svih
prethodno nabrojanih pristupa, matematicˇki izrazi kojima se definiše ovaj mo-
del su vec´ navedeni u uvodnom delu odeljka 2.5, te nec´e biti ponavljani.
Ideja povezivanja parametara GMM-a nije ogranicˇena samo na (inverzne) ko-
varijansne matrice, pošto se slicˇan pristup može primeniti i na srednje vredno-
sti. Uopštenje PCGMM-a jesu Gausove mešavine u ogranicˇenom vektorskom
potprostoru (SCGMM Subspace constrained Gaussian mixture model) i Gausove
mešavine u ogranicˇenim vektorskim potprostorima srednjih vrednosti i inver-
znih kovarijansnih matrica (SPAM Subspace constrained precision and mean). Ra-
zlika izmed¯u ova dva modela, je u nacˇinu tretiranja prostora srednjih vrednosti
i inverznih kovarijansnih matrica, gde u slucˇaju SCGMM prostor srednjih vred-
nosti i inverznih kovarijansnih matrica su objedinjeni (združeni), a u slucˇaju
SPAM nezavisni. Tacˇnost ovih modela je bliska tacˇnosti modela koji se dobijaju
pomoc´u punih kovarijansnih matrica. Treba napomenuti da tacˇnost pojedinih
modela zavisi i od baze na kojoj su vršeni testovi (Axelrod et al., 2005; Varjo-
kallio i Kurimo, 2007), tako da nije moguc´e dati ocenu o tome koji je model od
ova dva bolji.
2.5.4 Faktorisane retke inverzne kovarijansne matrice
Ovaj model, opisan u (Bilmes, 2000), polazi od pretpostavke da je inverzna
kovarijansna matrica retka, odnosno da su mnogi njeni elementi jednaki nuli.
Nule u inverznoj kovarijansnoj matrici nalaze se na mestima koja odgovaraju
obeležjima koja su med¯usobno uslovno nezavisna10, odnosno ukoliko je ele-
ment inverzne kovarijansne matrice u i-toj vrsti i j-toj koloni jednak nula tada
10 Dve slucˇajne promenljive xi i xj su uslovno nezavisne ako se uslovna verovatnoc´a pojave pro-
menljive xi/xj za date sve ostale slucˇajne promenljive ne menja ako je poznata konkretna reali-
zacija promenljive xj/xi.
20 nacˇini modelovanja kovarijansnih matrica
su i-to i j-to obeležje uslovno nezavisni. Usled grešaka koje su posledica pro-
cena kovarijansne matrice, mnogi elementi inverzne kovarijansne matrice se
razlikuju od nule iako odgovaraju uslovno nezavisnim obeležjima, stoga ih je
potrebno postaviti na nulu.
Slicˇna ideja sa postavljanjem pojedinih elemenata inverzne kovarijansne ma-
trice na nulu je iskorišc´ena i kod ranije opisane blok-dijagonalne aproksimacije
kovarijansne matrice, s tom razlikom da se pretpostavka o nezavisnosti pojedi-
nih obeležja zasnivala na nacˇinu njihovog izracˇunavanja i bila je ista za sve Ga-
usove raspodele koje cˇine model. Postupak pronalaženja elemenata inverzne
kovarijansne matrice koje treba postaviti na nulu uz maksimizaciju izglednosti
je nelinearan, stoga se problem pojednostavljuje tako što se umesto inverzne
kovarijanse matrice posmatra njena reprezentacija zasnovana na LDL dekom-
poziciji, odnosno:
Psm = U
T
gDsmUg (37)
gde je Dsm dijagonalna matrica, a Ug gornja trougaona matrica cˇiji su svi
elementi na glavnoj dijagonali jednaki 1. Pošto za vandijagonalne elemente
inverzne kovarijanse matrice važi Pij = DiiUij +
∑i−1
k=1Dk,kUk,iUk,j za i < j,
gde su sa Pij,Dij iUij oznacˇeni elementi koji se nalaze u i-toj vrsti i j-toj koloni
matrica Psm, Dsm i Ug respektivno, izjednacˇavanje elementa Uij sa nulom
vrednost elementa Pij se približava nuli, što za posledicu ima moguc´nost da se
gornji problem svede na linearni, a koji podrazumeva pronalaženje elemenata
iznad glavne dijagonale matrice Ug koje treba izjednacˇiti sa nulom. Ušteda u
broju parametara se postiže tako što se matrica Ug deli izmed¯u više Gausovih
raspodela, a svaka Gausova raspodela ima svoju specificˇnu matricu Dsm.
Treba napomenuti da se ovaj model može vrlo lepo uklopiti u teoriju proba-
bilisticˇkih graficˇkih modela, ali to prevazilazi obim ovog rada.
2.6 rezime
U ovom poglavlju je objašnjena potreba za alternativnom reprezentacijom
punih kovarijansnih matrica u GMM. Sve opisane aproksimacije kovarijansnih
matrica po broju potrebnih parametara i racˇunskoj složenosti se nalaze izmed¯u
dijagonalne aproksimacije, koja je najjednostavnija i najefikasnija, i modela
pune kovarijansne matrice, koja je najsloženija i racˇunski najzahtevnija, ali i
najtacˇnija. Ušteda u broju parametara, kao i smanjenje racˇunske složenosti se
postiže uvod¯enjem parametara koji se dele izmed¯u nekoliko Gausovih raspo-
dela. Na ovaj nacˇi se postižu robustniji modeli, ali dolazi do gubitka tacˇnosti.
Svi navedeni modeli se uglavnom koriste u sistemima za automatsko prepo-
znavanje govora, ali se mogu proširiti i na druge sisteme za prepoznavanje
oblika.
3
R E T K A R E P R E Z E N TA C I J A
3.1 uvod
U ovom poglavlju je dat pregled osnovnih teorijskih principa na kojima se
zasniva retka reprezentacija, a koji su iskorišc´eni u ovom radu za aproksima-
ciju inverznih kovarijansnih matrica u modelima Gausovih raspodela.
Retka reprezentacija1 podrazumeva predstavu podataka/signala pomoc´u li-
nearne kombinacije malog broja “tipicˇnih” podataka/signala, koji se nazivaju
atomi, a koji su dobijeni na osnovu raspoloživih podataka/signala. Nadalje u
tekstu c´e biti korišc´en samo termin signal umesto podatak/signal, ali sve što
c´e biti navedeno važi kako za signale tako i za podatke. Vec´ u samoj definiciji
pojma retke reprezentacije uocˇavaju se dva problema koja je potrebno rešiti:
i) kako pronac´i linearnu kombinaciju atoma tako da odstupanje od stvarne
vrednosti bude minimalno i da se pri tome iskoristi što manji broj atoma,
ii) kako pronac´i odgovarajuc´e atome.
Procedura rešavanja prvog problema se naziva retko kodovanje ili retka de-
kompozicija, a drugog formiranje recˇnika2 pošto se skup svih atoma naziva
recˇnikom.3
3.2 retko kodovanje
Retko kodovanje je postupak izracˇunavanja koeficijenata vektora α, tzv. ret-
kog koda, preko kojih je moguc´e predstaviti signal x pomoc´u atoma recˇnika
D, a podrazumeva rešavanje sledec´eg problema:
(Pε0): minα ||α||0 tako da: ||x−Dα||2 6 ε (38)
gde je sa || · ||0 oznacˇena l0-pseudo norma i || · ||p lp-norma. Pored ovog oblika, u
literaturi (Aharon et al., 2006; Elad, 2010) se može sresti nešto stroža varijanta,
gde nije dopušteno odstupanje reprezentacije signala (Dα) od samog signala,
a koja podrazumeva rešavanje sledec´eg problema:
(P0): min
α
||α||0 tako da: x = Dα (39)
Ova varijanta postavke problema je privlacˇna za analizu, pošto se može po-
kazati da ukoliko je broj nenultih elemenata vektora α manji od polovine naj-
1 U literaturi se pored termina retka reprezentacija mogu sresti i termini retka aproksimacija i
retka dekompozicija.
2 Originalni engleski termin je “dictionary learning”, ali doslovan prevod “ucˇenje recˇnika” de-
luje neprikladno pošto recˇ ucˇenje ne podrazumeva proceduru izbora osnovnih oblika cˇijim je
kombinovanjem moguc´e generisati sve preostale “recˇi”. Alternativni termin estimacija odnosno
procena ne deluje adekvatno pošto u strucˇnoj literaturi na engleskom jeziku njemu odgovaraju
drugi termini.
3 U literaturi se za termin recˇnik koriste i termini kodna knjiga i alfabet.
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manjeg broja kolona recˇnika D koje su linearno zavisne,4 tada je to rešenje
jedinstveno i “najred¯e”5 moguc´e (Elad, 2010). Ovo je posebno interesantno
svojstvo, pošto ukoliko se dobije rešenje koje zadovoljava gornji kriterijum, to
rešenje je ujedno i globalno rešenje, iako ciljna funkcija (l0-pseudo norma) koja
se minimizuje nije konveksna.
Ukoliko se formulacije problema (Pε0) i (P0) primene na isti signal sa istim
zadatim recˇnikom, rešenje koje se dobija na osnovu (Pε0) je jednako retko ili
red¯e od rešenja koje se dobija na osnovu (P0), što je bilo i ocˇekivano pošto su
uslovi relaksirani. Sa druge strane, rešenje koje se dobija na osnovu (Pε0) nije
jedinstveno, pri cˇemu nejedinstvenost ne podrazumeva samo varijacije u vred-
nostima nenultih elemenata vektora α, vec´ i onih elemenata koji su jednaki nuli
uz ogranicˇenje da je broj elemenata koji su razlicˇiti od nule fiksan.6 Svojstvo
od interesa za analizu rešenja u slucˇaju (Pε0) jeste njegova stabilnost, odnosno
koliko dobijeno rešenje odstupa od idealnog. Intuitivno je jasno da što je ma-
nje ε to je odstupanje dobijenog rešenja od stvarnog rešenja manje. Pored toga
vrednost odstupanja u velikoj meri zavisi i od slicˇnosti atoma koji obrazuju
recˇnik, kao i od retkosti stvarnog rešenja. Odnosno, što su atomi slicˇniji to je i
moguc´nost odstupanja dobijenog rešenja od stvarnog vec´a, jer je moguc´e lako
zameniti slicˇne atome, dok što je stvarno rešenje manje retko (ima više nenultih
elemenata) moguc´e ga je predstaviti na više razlicˇitih nacˇina (Elad, 2010).
Još jedna, nešto prirodnija, interpretacija problema (Pε0) jeste uklanjanje adi-
tivnog šuma. Polazi se od pretpostavke da se signal x može predstaviti sa x =
Dα0 + n gde je α0 redak kod, a n aditivni šum konacˇne energije (||n||22 = ε
2).
Potrebno je proceniti vrednost α0 i na taj nacˇin dobiti signal bez šuma (Dα0).
Pronalaženje retke reprezentacije predstavlja NP-težak problem bez obzira
na to koja se formulacija problema koristi, (Pε0) ili (P0), pošto podrazumeva for-
miranje svih moguc´ih podskupova atoma (kolona recˇnika), cˇija je kardinalnost
jednaka broju nenultih elemenata retkog koda. Stoga se umesto detaljne pre-
trage svih moguc´ih kombinacija atoma, pristupa pronalaženju suboptimalnog
rešenja. Svi algoritmi za pronalaženje suboptimalnog rešenja se mogu pode-
liti na 2 velike grupe: pohlepne algoritme i algoritme sa relaksiranim uslovom
retkosti.
3.2.1 Pohlepni algoritmi
Ideja na kojoj se zasniva ova grupa algoritama jeste da se u svakom koraku
donosi odluka koja je lokalno optimalna, pri cˇemu se zanemaruje opšta situa-
cija.7 Ovakvi algoritmi su jednostavni kako za dizajn tako i za implementaciju,
i pružaju moguc´nost rešavanja nekih NP-složenih problema. Iako u nekim slu-
cˇajevima dovode do globalno optimalnog rešenja, u pri rešavanju mnogih pro-
blema su se pokazali kao neefikasni. Pored toga, za svaki pohlepni algoritam
4 U literturi ovaj broj se naziva spark. Može se uocˇiti slicˇnost definicije sa rangom matrice, koji
predstavlja najvec´i broj kolona matrice koje su linearno nezavisne, gde je recˇ najvec´i zamenjena
sa najmanji, a recˇ nezavisne sa recˇju zavisne. Treba napomenuti da se do sparka teže dolazi,
pošto podrazumeva kombinatornu pretragu svih moguc´ih podskupova kolona matrice.
5 Pod najred¯im rešenjem se podrazumeva rešenje sa najmanjim brojem nenultih elemenata.
6 Ukoliko bi broj nenultih elemenata bio promenljiv tada vektori α cˇiji je broj vec´i od minimalnog
dobijenog ne predstavljaju rešenja optimizacionog problema.
7 Ovakvo “kratkovido” odlucˇivanje je karakteristicˇno za pohlepne ljude, što je i poslužilo kao
osnov za naziv ove grupe algoritama.
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Parametri: Data je matrica D = [d1,d2, . . . ,dK, ], vektor x i dozvoljeno odstu-
panje ε.
1: Inicijalizovati promenljive:
i = 0, α(0) = 0, r(0) = x−Dα(0) = x i S = ∅.
2: Ponavljaj sledec´e:
3: i = i+ 1.
4: e(k) =
∥∥∥dkdTkr(i−1)||dk||22 − r(i−1)∥∥∥22 za svako k ∈ {1, 2, . . . ,K} \ S(i−1).
5: S(i) = S(i−1) ∪ {k(i)} gde je k(i) = arg mink∈{1,...,K}\ S(i−1) e(k).
6: α
(i)
S(i)
=
(
DT
S(i)
DS(i)
)−1
DT
S(i)
x.
7: r(i) = x−Dα(i).
8: dok važi ||r(i)||2 6 ε.
9: Rezultat: α(i).
Slika 5: Pseudo kod OMP algoritma. Redni broj iteracije je oznacˇen sa i i nalazi se u
zagradama u eksponentu promenjlive. Skup indeksa iskorišc´enih atoma S(i) u
indeksu retkog koda α i recˇnika D znacˇi da taj vektor odnosno matrica sadrži
samo elemente odnosno kolone sa tim indeksima.
je potrebno obezbediti dokaz njegove korektnosti. Algoritmi koju pripadaju
ovoj grupi, a koriste se za odred¯ivanje retke reprezentacije signala su: traženje
poklapanja uz uslov ortogonalnosti8 (OMP Orthogonal matching pursuite), traže-
nje poklapanja (MP Matching pursuite) i traženje približnog poklapanja (WMP
Weak matching pursuite).9 Ono što je zajednicˇko za ove algoritme jeste nacˇin iz-
bora atoma koji c´e se koristiti za reprezentaciju konkretnog signala koji se vrši
sekvencijalno.
3.2.1.1 Traženje poklapanja uz uslov ortogonalnosti – OMP
Formalni opis algoritma u obliku pseudo koda je dat na slici 5. Inicijalno ni
jedan atom (kolona recˇnika) nije iskorišc´en za reprezentaciju signala x, stoga je
vektor α jednak nula vektoru, skup izabranih indeksa S je prazan, a vektor gre-
ške koja se pri tome pravi (reziduum) r jednak je samom signalu (korak 1 na
slici 5). Algoritam pretrage zapocˇinje izracˇunavanjem minimalnih kvadrata ra-
stojanja od reziduuma r do vektora koji su kolinearani sa atomima dk recˇnika
D (D = [d1,d2, . . . ,dK]) a koji još nisu iskoršc´eni za reprezentaciju signala,
odnosno:
e(k) = min
zk
∥∥∥zkdk − r(i−1)∥∥∥2
2
(40)
gde je sa i oznacˇen redni broj iteracije. Može se pokazati da se minimalno ra-
stojanje dobija ukoliko je zk = (dTkr(i−1))/(||dk||22). U sledec´em koraku se skup
atoma koji se koristi za reprezentaciju signala proširuje dodavanjem atoma koji
je rezultirao najmanjim e(k), odnosno atomom koji zaklapa najmanji ugao sa
8 Ogranicˇenje podrazumeva da je odstupanje rekonstruisanog signala od stvarnog signala orto-
gonalno na rekonstruisani signal. Ovi detalji su izostavljeni iz naziva algoritma, što je ucˇinjeno
i u izvornom engleskom nazivu algoritma.
9 U ovom radu su preuzeti nazivi koji se koriste u obradi signala. U teoriji aproksimacije, nazivi
za ove algoritme su ortogonalni pohlepni algoritam (Orhtogonal greedy algorithm), cˇisti pohlepni
algoritam (Pure greedy algorithm) i slabi pohlepni algoritam (Weak greedy algorithm) respektivno.
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trenutnim reziduumom. Ovo proširenje se formalno realizuje dodavanjem in-
deksa novoizabranog atoma skupu do tada iskoršc´enih indeksa S(i−1) (koraci
4 i 5 na slici 5). Treba primetiti da se izbor atoma svodi na izbor onog atoma
cˇiji je normalizovan vektorski proizvod sa reziduumom najvec´i. Nakon proši-
renja skupa izabranih atoma pristupa se izracˇunavanju vrednosti koeficijenata
kojima je potrebno pomnožiti izabrane atome tako da kvadratno odstupanje
stvarne vrednosti signala od njegove reprezentacije dato sa ‖x−DS(i)α(i)S(i)‖22
bude minimalno, što se svodi na izracˇunavanje sledec´eg izraza:
α
(i)
S(i)
=
(
DT
S(i)
DS(i)
)−1
DT
S(i)
x. (41)
Indeksi koji se nalaze uz recˇnik i retki kod ukazuju da oni sadrže samo kolone
recˇnika odnosno vrednosti koeficijenata cˇiji su indeksi sadržani u S(i) (korak 6
na slici 5). 10 Treba obratiti pažnju da ovaj korak podrazumeva izracˇunavanje
inverzne kovarijansne matrice dimenzija i× i koja za veliko i može da bude ra-
cˇunski zahtevna. Jedan od nacˇina da se ovo delimicˇno ubrza jeste korišc´enjem
vrednosti inverzne matrice iz prethodne iteracije, cˇija je detaljna procedura
opisana u (Elad, 2010). Nakon ovoga se vrši izracˇunavanje novog odstupanja
i ukoliko je ono manje od unapred zadatog praga ε procedura se prekida (ko-
raci 7 i 8 na slici 5). Nakon toga se u sledec´oj iteraciji po istom principu dodaje
novi atom i izracˇunava novi retki kod, sve dok odstupanje ne postane dovoljno
malo (manje od nekog unapred zadatog praga).
Na slici 6 su na jednom jednostavnom primeru ilustrovani pojedini koraci
OMP algoritma. Izabrani recˇnik sadrži 4 atoma koji su prikazani plavom bojom,
dok je signal kojeg je potrebno razložiti prikazan crvenom bojom. Inicijalno
svi elementi vektora α su jednaki nuli, tako da je inicijalno odstupanje jednako
samom signalu koji treba razložiti. U prvoj iteraciji se vrši projekcija signala na
sve atome i za prvi atom koji c´e se iskoristiti u dekompoziciji signala bira se
onaj sa najvec´om vrednošc´u normalizovane projekcije, što je u ovom primeru
d4, jer je vrednost normalizovanog koeficijenta projekcije maksimalna i iznosi
0.74 (videti 6b). Nakon toga se za izabrani atom odred¯uje vrednost koeficijenta
kojim ga je potrebno pomnožiti i koji iznosi 0.74. Potom se izracˇunava novi
reziduum, koji predstavlja razliku signala x i trenutne rekonstrukcije 0.74d4, a
koja je na slici 6 prikazana zelenom bojom. Pošto je dobijeno odstupanje vec´e
od dozvoljenog traži se sledec´i vektor koji c´e se iskoristiti za dekompoziciju
signala. Ponovo se vrši projekcija reziduuma na vektore iz recˇnika koji još
nisu iskorišc´eni za dekompoziciju ({d1,d2,d3}) i bira se onaj vektor koji je
najbliži odstupanju, što je u ovom slucˇaju d3. Za izabrana dva atoma (d3 i
d4) se izracˇunavaju vrednosti koeficijenata koji u ovom primeru iznose 0.31 i
0.50 respektivno. Za ove koeficijente rekonstruisani signal 0.31d3 + 0.50d4 se
u potpunosti poklapa sa signalom x (videti 6f), te je odstupanje jednako nuli
stoga se procedura pretrage završava.
10 Do izraza (41) dolazi se jednostavnim diferenciranjem ciljne funkcije ‖x−DS(i)α(i)S(i)‖22 po svim
elementima vektora α(i)
S(i)
i njenim izjednacˇavanjem sa nulom. Rezultat je sledec´a jednakost
DT
S(i)
(
DS(i)α
(i)
S(i)
− x
)
= 0. koja se može preurediti u sledec´u −DT
S(i)
r(i) = 0, odakle se vidi
da je novi reziduum r(i) ortogonalan na sve atome koji su iskorišc´eni za reprezentaciju signala
x. Ova osobina je ujedno i odredila ime ovog algoritma.
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(a) Signala x i atomi u 3D prostoru.
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(f) Rekonstrukcija signala (S(2) = {3, 4} i
α(2) = [0, 0, 0.31, 0.50])
Slika 6: Ilustracija OMP algoritma. Plavom bojom (crta-tacˇka linija) su prikazani svi
atomi, crvenom (puna linija) signal, zelenom (puna linija) odstupanje (rezi-
duum). Inicijalno odstupanje je jednako signalu, tako da je ono na slici 6b
oznacˇeno crvenom bojom. Isprekidanim crvenim linijama su prikazani vek-
tori α3d3 i α4d4, koji u zbiru daju rekonstrukciju signala x.
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Parametri: Data je matrica D = [d1,d2, . . . ,dK], vektor x i dozvoljeno odstu-
panje ε.
1: Inicijalizovati promenljive: i = 0, α(0) = 0, r(0) = x−Dα(0) = x i S = ∅.
2: Ponavljaj sledec´e:
3: i = i+ 1.
4: e(k) =
∥∥∥dTkr(i−1)
||dk||
2
2
dk − r
(i−1)
∥∥∥2
2
za svako k ∈ {1, 2, . . . ,K}.
5: S(i) = S(i−1) ∪ {k(i)} gde je k(i) = arg mink∈{1,2,...,K} e(k).
6: αk(i) = αk(i) +
dT
k(i)
r(i−1)
||d
k(i)
||22
.
7: r(i) = r(i−1) −
dT
k(i)
r(i−1)
||d
k(i)
||22
dk(i) .
8: dok važi ||r(i)||2 6 ε.
9: Rezultat: α(i).
Slika 7: Pseudo kod MP algoritma. Redni broj iteracije je oznacˇen sa i i nalazi se u
zagradama u eksponentima promenljivih. Treba napomenuti da se vrednost
(dTkr
(i−1))/||dk||
2
2 izracˇunava samo jedanput u jednoj iteraciji algoritma, ali za
sve atome koji cˇine recˇnik, kao da u svakoj novoj iteraciji ne mora da dod¯e do
povec´anja skupa korišc´enih indeksa S(i).
3.2.1.2 Traženje poklapanja – MP
Algoritam traženja poklapanja je vrlo slicˇan prethodno opisanom OMP algo-
ritmu, ali postoje bitne razlike koje ga cˇine racˇunski jednostavnijim, ali nažalost
i manje tacˇnim. Formalni opis algoritma u obliku pseudo koda je dat na slici 7.
Kao što se iz priloženog može videti, osnovna razlika je u nacˇinu izracˇunava-
nju koeficijenata (korak 6 na slici 7), pošto se u svakoj iteraciji menja vrednost
samo jednog koeficijenta, i to koeficijenta onog atoma koji zaklapa najmanji
ugao sa trenutnim reziduumom (onog sa najvec´im (dTkr)/||dk||22). Na ovaj na-
cˇin je izbegnuta potreba za izracˇunavanjem inverzne matrice (DT
S(i)
DS(i))
−1,
kao i potreba za reestimacijom svih preostalih nenultih koeficijenata vektora
α što omoguc´ava i pojednostavljeno izracˇunavanje reziduuma tako što se od
trenutne vrednosti oduzima projekcija trenutnog reziduuma na izabrani atom
dk odnosno:
r(novo) = r(tren.) −
dTkr
(tren.)
||dk||
2
2
dk
Cena koja je plac´ena za ova ubrzanja jeste da se greška e(k) u svakoj iteraciji
mora izracˇunavati za sve atome (kako neiskorišc´ene tako i vec´ iskorišc´ene za
reprezentaciju signala), i udred¯enoj meri gubitak tacˇnosti.
3.2.1.3 Traženje približnog poklapanja – WMP
Prethodni opisani MP algoritam pretrage se može dodatno ubrzati tako što
se umesto atoma koji zaklapa najmanji moguc´i ugao sa trenutnim reziduumom
izabere prvi atom koji sa reziduumom zaklapa ugao koji je manji od nekog
unapred zadatog praga. Formalni opis algoritma u obliku pseudo koda je dat
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Parametri: Data je matricaD = [d1,d2, . . . ,dK], vektor x, dozvoljeno odstupa-
nje ε i prag t.
1: Inicijalizovati promenljive: i = 0, α(0) = 0, r(0) = x−Dα(0) = x i S = ∅.
2: Ponavljaj sledec´e:
3: i = i+ 1.
4: e(k) =
∥∥∥dTkr(i−1)
||dk||
2
2
dk − r
(i−1)
∥∥∥2
2
za svako k ∈ {1, . . . ,k(i)t } gde je k(i)t naj-
manje k za koje važi dTkr(i−1)/||dk||2 > t||r(i−1)||2.
5: S(i) = S(i−1) ∪ {k(i)} gde je k(i) = k(i)t ukoliko postoji k(i)t odnosno
k(i) = arg mink∈{1,2,...,K} e(k) ukoliko k
(i)
t ne postoji.
6: αk(i) = αk(i) +
dT
k(i)
r(i−1)
||d
k(i)
||22
.
7: r(i) = r(i−1) −
dT
k(i)
r(i−1)
||d
k(i)
||22
dk(i) .
8: dok važi ||r(i)||2 6 ε.
9: Rezultat: α(i).
Slika 8: Pseudo kod WMP algoritma. Redni broj iteracije je oznacˇen sa i i nalazi se u
zagradama u eksponentima promenljivih.
na slici 8. Ideja za ubrzanje procedure se zasniva na Koši-Švarcovoj (Cauchy-
Schwarz) nejednakosti,11 odnosno cˇinjenici da je:
(dTkr
(i−1))2
||dk||
2
2
6 ||r(i−1)||22
što važi za svaki atom, pa i onaj sa minimalnom moguc´om greškom e(k). Po-
što važi ekvivalencija izmed¯u problema minimizacije e(k) i maksimizacije nor-
malizovanog unutrašnjeg proizvoda reziduuma i atoma pretraga za lokalno
optimalnim atomom se može ubrzati izborom atoma za koji je ispunjen uslov:
dT
k
(i)
t
r(i−1)/||d
k
(i)
t
||2 > t||r(i−1)||2
pri cˇemu je t neki broj iz intervala (0, 1]. Pomoc´u vrednosti t moguc´e je kontro-
lisati nivo greške, koji c´e se praviti pri aproksimaciji. Što je t bliže jedinici to je
greška koja se pravi pogrešnim izborom atoma manja, a u slucˇaju da je t = 1
WMP se svodi na MP algoritam.
3.2.2 Relaksacija l0-pseudo norme
Izbor l0-pseudo norme kao mere retkosti rešenja je prilicˇno intuitivan, jer
ona predstavlja broj nenultih elemenata u nekom vektoru. Nažalost l0-pseudo
norma nije kontinualna funkcija, stoga se zamenjuje kontinualnim ili cˇak glat-
kim aproksimacijama, tako da su problemi koje treba rešiti umesto (Pε0) i (P0)
sledec´i:
(Pεp): min
α
||α||pp tako da ||x−Dα||2 6 ε (42)
(Pp): min
α
||α||pp tako da Dα = x (43)
11 Za proizvoljni par vektora x i y važi sledec´a nejednakost (xTy)2 6 xTx ·yTy
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Slika 9: Rešenje problema minα ‖α‖p tako da [ 1√
3
, 1]α = 2√
3
, za razlicˇitie vrednosti p.
pri cˇemu je p ∈ (0, 1].12
Jedan od nacˇina da se pokaže da se smanjivanjem vrednosti p favorizuju
retka rešenja jeste jednostavnim pored¯enjem normi. Neka vektor α ima a ne-
nultih elemenata i neka mu je lp-norma jednaka 1. Potrebno je nac´i vektor sa
najmanjom lq-normom, pri cˇemu je q < p, što se svodi na rešavanje sledec´eg
optimizacionog problema:
min
α
||α||qq tako da ||α||
p
p = 1 (44)
Bez gubitka opštosti, a u cilju pojednostavljenja zapisa, uvodi se pretpostavka
da su nenulti elementi na pocˇetku vektora i da su svi pozitivni tako da odgo-
varajuc´i Lagranžijan ima sledec´i oblik:
L(α) = ‖α‖qq + λ
(‖α‖pp − 1) = −λ+ a∑
k=1
(|αk|
q + λ|αk|
p) (45)
12 Ukoliko je 0 < p < 1, ||α||p nije norma pošto ne važi jednakost trougla. Sa druge strane za
l0-pseudo normu važi jednakost trougla, ali ne važi homogenost (||cα||0 = ||α||0 6= c||α||0).
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Slika 10: Izgled funkcije |x|p za razlicˇite vrednosti p.
Pošto je funkcija separabilna, odnosno svaki element vektora je moguc´e ne-
zavisno tretirati od drugih, optimum se dobija za αp−qk =
−q
λp = const
13 za
svako k = 1, . . . ,a. Na osnovu prethodnog i cˇinjenice da je ||α||pp = 1 sledi da je
αk = a
−1/p, tako da je lq-norma data sa ‖α‖qq = a1−q/p. Pošto je q < p, sledi
da se najmanja lq-norma dobija za a = 1, odnosno u slucˇaju da vektor α ima
samo jedan nenulti element.
Drugi nacˇin kojim se može pokazati da se smanjivanjem p favorizuju retka
rešenja je geometrijski. Rešavanje problema (Pp) se može interpretirati kao po-
stepeno širenje lp-lopte14 sa centrom u koordinatnom pocˇetku, sve dok lopta
ne dodirne hiperravan definisanu jednacˇinom Dα = x. Ukoliko je p < 1 lp-
lopta nije konveksna, tako da se favorizuju rešenja koja su bliža “uglovima”
lopte, što vodi retkim rešenjima. Slicˇno važi i za l1-loptu, koja je konveksna,
ali favorizuje retka rešenja. Na slici 9 je ilustrovan izgled lp-lopti za trivijalan
slucˇaj jednodimenzionalnog prostora (matrica D ima samo jednu vrstu). Kao
što se iz priloženog može videti što je p bliže nuli lp-loptu favorizuje rešenja
koja su bliža dijagonalama, za razliku od njih l2-lopta favorizuje rešenje koje je
bliže koordinatnom pocˇetku. Sa druge strane, umesto otvorene lopte može da
se posmatra i sama funkcija |x|p, koja je za jednodimenzionalni slucˇaj ilustro-
vana na slici 10. Može se uocˇiti da kako p teži nuli tako |x|p teži indikatorskoj
funkciji koja je jednaka 0 za x = 0 i jednaka 1 za x 6= 0, odnosno lp-norma teži
l0-pseudo normi.
13 Do ovog izraza se dolazi jednostavnim diferenciranjem Lagranžijana datog jednacˇinom (45) po
svakom koeficijentu αk.
14 Pod lp-loptom poluprecˇnika r sa centrom u tacˇki x0 se podrazumevaju sve tacˇke za koje važi
||x− x0||
p
p 6 r.
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Parametri: Data je matrica D = [d1,d2, . . . ,dK], vektor x i dozvoljeno odstu-
panje ε.
1: Inicijalizovati promenljive: i = 0, α(0) = 1 i W(0) = diag(α(0)) = I
2: Ponavljaj sledec´e:
3: i = i+ 1.
4: α(i) =
(
W(i−1)
)2
DT
(
D
(
W(i−1)
)2
DT
)+
x.
5: W
(i)
jj = |α
(i)
j |
1−p/2 za svako j ∈ {1, . . . ,K}
6: dok važi ||α(i) −α(i−1)||2 6 ε.
7: Rezultat: α(i).
Slika 11: Pseudo kod FOCUSS algoritma zasnovan na IRLS proceduri. Redni broj ite-
racije je oznacˇen sa i i nalazi se u zagradama u eksponentima promenlji-
vih. Karakter ’+’ koji se nalazi u eksponentu promenljivih oznacˇava pseudo-
inverziju, odnosno X+ = XT (XXT )−1
3.2.2.1 FOCUSS algoritam
Primer algoritma gde je l0-pseudo norma zamenjena sa lp-normom pri cˇemu
je p ∈ (0, 1] jeste algoritam za usmereno rešavanje neodred¯enog sistema jedna-
cˇina (FOCUSS focal undetermined system solver) (Gorodnitsky i Rao, 1997). U
ovom algoritmu se lp-norma za neko fiksno p iz intervala (0, 1], aproksimirana
ponderisanom l2-normom,15 tako da se za njeno rešavanje koristi iterativna
aproksimacija pomoc´u ponderisanih najmanjih kvadrata (IRLS Iterative rewe-
ighted least square).
Formalna procedura za FOCUSS algoritam je u obliku pseudo koda prika-
zana na slici 11. Inicijalno su vrednosti svih koefijenata kao i težina jednake
1 (korak 1 na slici 11). Iterativna procedura je relativno jednostavna i sastoji
se od dva koraka. Prvi korak (korak 4 na slici 11) podrazumeva izracˇunavanje
koeficijenata korišc´enjem jednakosti:
α = (W)2DT
(
D (W)2DT
)+
x (46)
gde je sa W oznacˇena dijagonalna težinska matrica, a sa znakom ’+’ u ek-
sponentu pseudo-inverzija matrice. 16 Do izraza (46) se dolazi jednostavno,
diferenciranjem Lagranžijana
L(α) = ‖W ′α‖22 + λT (x−Dα) (47)
po α i izjednacˇavanjem dobijenog prvog izvoda sa nulom uz korišc´enje cˇinje-
nice da je x = Dα. U izrazu (47) sa W
′
je oznacˇena pseudo-inverzija dija-
gonalne matrice koja je definisana na sledec´i nacˇin W
′
j,j = 1/Wj,j ukoliko je
Wj,j 6= 0 odnosno W ′j,j = 0 ako je Wj,j = 0. Drugi korak (korak 5 na slici 11)
podrazumeva preracˇun težina komponenata (vrednosti matrice W na glavnoj
dijagonali). Težina svake komponente je srazmerna njenoj apsolutnoj vrednosti,
15 Veza izmed¯u l2-norme i lp-norme je sledec´a: Neka je α tekuc´e aproksimativno rešenje i
A = diag(|α|q). Uz pretpostavku da je A invertibilna matrica tada važi ‖A−1α‖22 = ‖α‖2−2q2−2q.
Ukoliko se izabere q = 1 − p/2 dobija se da je ‖A−1α‖22 = ‖α‖pp. Pošto matrica A sadrži i
nulte elemente na glavnoj dijagonali, koristi se pseudo-inverzija, koja podrazumeva inverziju
elemenata koji su razlicˇiti od nule, a elementi koji su jednaki nuli ostaju nepromenjeni.
16 Pseudo-inverzija matrice X definisana je sledec´im izrazom: X+ = XT (XXT )−1.
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odnosno Wj,j = |αj|1−p/2. Procedura se ponavlja sve dok razlika vrednosti ko-
eficijenata u dve uzastopne iteracije ne postane dovoljno mala. Ovaj algoritam
se pokazao efikasnim u praksi, odnosno lokalni minimum do kog je algoritam
doveo ujedno je i globalni minimum, ali okolnosti pod kojima se to dešava su
uglavnom nepoznate (Elad, 2010; Burdge et al., 2010). Treba napomenuti da se
prikazana IRLS procedura uz neznatne modifikacije može primeniti i u slucˇaju
aproksimacije sa l1-normom uz uslov ‖x−Dα‖2 < ε, što je detaljno opisano
u (Elad, 2010).
3.2.2.2 LASSO problem
U cilju pojednostavljenja optimizacione funkcije najcˇešc´e se l0-pseudo norma
zamenjuje sa l1-normom, te se problem svodi na sledec´i:
(Pε1): minα ||α||1 tako da ||x−Dα||2 6 ε (48)
Ovaj problem je “ekvivalentan” problemima:
(Pε1 ′): minα ||x−Dα||
2
2 tako da ||α||1 6 d (49)
i
(L1 ′): min
α
(
1
2
||x−Dα||22 + λ||α||1
)
, (50)
pošto za svako ε postoje vrednosti d i λ takve da su rešenja sva tri problema
identicˇna. Isto važi i za druga dva parametra, odnosno za svaku vrednost ne-
kog od druga dva parametra (d i λ) postoje vrednosti preostalih parametara
tako da su rešenja sva tri problema identicˇna. Nažalost, u praksi ova ekvivalen-
cija i ne stoji pošto nije poznata veza izmed¯u parametara ε, λ i d (Mairal, 2010).
Problem (L1 ′) je u oblasti mašinskog ucˇenja poznat pod nazivom LASSO što je
skrac´eno od least absolulte shrinkage and selection operator, a u oblasti obrade sig-
nala pod imenom pretraživanje baze (Basis pursuit). Jedna od veoma uspešnih
tehnika za rešavanje ovog problema je regresija najmanjih uglova (LARS Least
angle regression) cˇija je procedura u obliku pseudo koda prikazana na slici 12.
Skup sub-gradijenta17 ciljne funkcije definisane jednacˇinom (50) cˇine vektori
sledec´eg oblika:
{
DT (Dα− x) + λz
}
∀zi =

1 xi > 0
[−1, 1] xi = 0
−1 xi < 0
(51)
Pošto za bilo koju konveksnu funkciju važi da se globalni minimum nalazi
u tacˇki cˇiji skup sub-gradijenata sadrži vektor 0, rešenje problema (L1 ′) podra-
zumeva rešavanje sistema jednacˇina datog izrazom:
DT (Dα− x) + λz = 0 (52)
17 Skup sub-gradijenta predstavlja uopštenje gradijenta za funkcije koje nisu glatke. Za funkciju
f(x) u tacˇki x0 definiše se kao skup svih moguc´ih vektora {v} za koje važi f(x) − f(x0) >
vT (x− x0) za dovoljno malu okolinu ‖x − x0‖2 6 δ. Odgovarajuc´a geometrijska interpreta-
cija sub-gradijenta je da predstavlja skup svih tangentnih ravni koje prolaze kroz tacˇku x0 i
ogranicˇavaju konveksnu funkciju f(x) sa donje strane u tacˇki x0.
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Parametri: Data je matrica D = [d1,d3, . . . ,dK], vektor x i maksimalan broj
nenultih koeficijenata d.
1: Inicijalizovati promenljive: λ = ‖DTx‖∞, α(λ) = 0 i S = {k ∈
{1, 2, . . . ,K};dTj x = λ}
2: Ponavljaj sledec´e:
3: Smanjiti λ.
4: αS(λ) =
(
DTSDS
)−1 (
DTSx− λ sign(αS(λ))
)
i αSC(λ) = 0.
5: Ako k ∈ SC ∧dTk(x−Dα) = λ onda
S = S∪ {k} i SC = SC \ {k}
6: ili ako k ∈ SC ∧αk = 0 onda
SC = SC ∪ {k} i S = S \ {k}
7: Kraj ako
8: dok važi λ > 0.
9: Rezultat: α(λ) za koje važi: ‖α(λ)‖0 6 d i minλ ‖x−Dα(λ)‖22 .
Slika 12: Pseudo kod LARS algoritma. Slovo C u eksponentu oznacˇava da je u pitanju
komplement skupa. Oznaka skupa u indeksu promenljivih α i D ukazuje
da takav vektor odnosno matrica sadrže samo elemente odnosno kolone cˇiji
su indeksi sadržani u tom skupu. Pretpostavka je da se u svakom koraku
najviše jedan element, može razmeniti izmed¯u skupova (S i SC). Ovde je
naveden samo jedan od nekoliko moguc´ih nacˇina za izbor optimalnog α.
i po α i po z. Treba primetiti da rešenje koje se dobija za α i z zavisi od vredno-
sti parametra λ. Ukoliko se pusti da λ→∞, dominantan cˇlan pri minimizaciji
(L1 ′) c´e biti ‖α‖1, koji je minimalan ukoliko je α = 0. Pošto je α = 0 vredno-
sti elemenata vektora z su iz intervala [−1, 1], a do njih se dolazi na osnovu
jednacˇine
z =
1
λ
DTx (53)
koja sledi iz jednacˇine (52). Rešenje α = 0 je optimalno sve dok je λ > ‖DTx‖∞18
pošto su svi elementi vektora z iz opsega [−1, 1]. Bez gubitka opštosti može se
pretpostaviti da za k-tu kolonu matrice važi dTkx = ‖DTx‖∞, tada ukoliko vred-
nost λ postane neznatno manja od ‖DTx‖∞ apsolutna vrednost zk na osnovu
izraza (53) postaje vec´a od 1 što nije dozvoljena vrednost. Vrednost zk u tom
slucˇaju treba da bude sign(αk), odnosno αk treba da se razlikuje od 0. Pošto je
samo αk razlicˇito od nula jednacˇina (52) se svodi na
DT (αkdk − x) + λz = 0 (54)
odnosno nova vrednost za αk se izracˇunava na osnovu izraza:
αk =
dTkx− λsign(αk)
dTkdk
(55)
Pošto je λ < dTkx sledi da je sign(αk) = sign(d
T
kx). Sve preostale vrednosti
elemenata vektora z se dobijaju na osnovu
z =
1
λ
DT (x−Dα) (56)
18 Važi sledec´e: ‖x‖∞ = maxi |xi|.
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što sledi direktno iz jednacˇine (52).
Daljim smanjivanjem vrednosti λ apsolutne vrednosti elemenata vektora z
i αk rastu. Zbog porasta apsolutne vrednosti elemenata z za neko m 6= k
vrednost može izac´i iz opsega [−1, 1], te je treba zameniti sa sign(αm). Ukoliko
sa S oznacˇimo skup koji sadrži indekse elemenata vektora α koji su razlicˇiti
od nule, a sa yS i YS podvektore i podmatrice vektora y i matrice Y koji
sadrže samo elemente odnosno kolone cˇiji su indeksi sadržani u S, jednacˇina
na osnovu koje se vrši izracˇunavanje nenultih elemenata vektora α je sledec´a:
αS =
(
DTSDS
)−1 (
DTSx− λsign(αS)
)
(57)
Nacˇin izracˇunavanja vrednosti elemenata vektora z zavisi od toga da li je in-
deks elementa u skupu S, te zS = sign(αS) odnosno zSC = D
T
SC(x−Dα)/λ.
Dalje smanjivanje λ uzrokuje proširenje skupa S, ali zbog nacˇina izracˇunavanja
αS (videti jednacˇinu (57)) pojedini elementi vektora αS mogu postati nula. U
tom slucˇaju potrebno je taj element izbaciti iz skupa S i odgovarajuc´u vrednost
elementa z izracˇunati na osnovu jednacˇine (56).
Procedura pretrage se završava kada se ispitaju rešenja za sve vrednosti
λ. Pošto λ uzima vrednosti iz skupa (0, ‖DTx‖∞), što obuhvata beskonacˇno
mnogo razlicˇitih vrednosti, u praksi se vrednost λ menja u koracima, a ne kon-
tinualno, da bi se obezbedila traktabilnost algoritma. Kao rešenje se bira onaj
vektor α cˇiji je broj nenultih elemenata manji ili jednak specificiranom mak-
simalnom broju nenultih elemenata i to za ono λ za koje se postiže najmanje
kvadratno odstupanje stvarne vrednosti od rekonstruisane vrednosti. Ovo nije
jedini moguc´i nacˇin izbora “optimalnih” koeficijenata α.
Iako to prethodno nije eksplicitno navedeno, treba primetiti da LARS proce-
dura pretpostavlja sledec´a dva uslova:
• da za neku vrednost λ skup S se ili ne menja ili ako se menja tada se
menja samo za jedan element koji se ili dodaje ili uklanja;
• da je matrica DTSDS uvek invertibilna, odnosno da je preslikavanje λ →
α(λ) jedinstveno.
U prakticˇnim primerima nezadovoljenje prvog uslova je posledica konacˇne pre-
ciznosti izracˇunavanja, što dovodi do neuspešne realizacije algoritma, ali su
takve situacije malo verovatne (Mairal, 2010). Invertibilnost matrice DTSDS se
obezbed¯uje dodavanjem cˇlana kojim se ogranicˇava “energija” retke reprezenta-
cije γ2 ‖α‖22, cˇime se menja matrica koju je potrebno invertovati, a koja je oblika
DTSDS + γI i invertibilna je vec´ i za male vrednosti γ.
3.2.3 Kvalitet dobijenih aproksimacija
Ni jedan od prethodno opisanih algoritama ne predstavlja rešenje problema
(Pε0), vec´ njegovu aproksimaciju, tako da je opravdano postaviti pitanje koliko
su one dobre. Test na veštacˇki generisanim podacima u vektorskom prostoru
dimenzije 30, sa recˇnikom koji sadrži 50 atoma, cˇiji su rezultati prikazani u
(Elad, 2010) je pokazao sledec´e:
• Kardinalnost19 rešenja dobijenog pomoc´u OMP je bliža stvarnoj nego
onog što se dobija pomoc´u LARS.
19 Pod kardinalonošc´u se podrazumeva broj atoma koji se koriste za reprezentaciju signala.
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• Verovatnoc´a pogrešnog izbora atoma20 u slucˇaju kada je kardinalnost
manja od 8 je znacˇajno manja ako se koristi OMP algoritam nego LARS
algoritam. U slucˇaju da je kardinalnost 3 ili manja OMP skoro da ne greši
pri izboru atoma, dok u slucˇaju da je kardinalnost vec´a od 10 verovatnoc´a
pogrešnog izbora je preko 45% za oba algoritma.
• Kvadratno odstupanje rekonstruisanog signala od originalnog je za kard-
nalnost manju od 6 znacˇajno manje u slucˇaju OMP algoritma u odnosu
na slucˇaj LARS algoritma, dok je za kardinalnost vec´u od 8 situacija obr-
nuta.
Odavde sledi da OMP ima smisla koristiti u slucˇaju da je kardinalnost 6 ili
manja, u svim ostalim slucˇajevima je bolje koristiti LARS. Interesantno je da
za veliku kardinalnost ni jedan od algoritama (ni OMP ni LARS) u znacˇajnom
broju slucˇajeva ne izabere odgovarajuc´e atome, pri cˇemu ovaj pogrešan izbor u
slucˇaju LARS ne uticˇe u znacˇajnoj meri na srednje kvadratno odstupanje. Što se
ticˇe racˇunske složenosti LARS iako na prvi pogled deluje nešto komplikovaniji
od OMP, pošto podrazumeva izracˇunavanje za svako λ, zbog pretrage nad
skupom diskretnih vrednosti, racˇunska složenost je približno ista.
3.3 formiranje recˇnika
U prethodnom odeljku je predstavljeno nekoliko algoritama za odred¯ivanje
retke reprezentacije u slucˇajevima kada je recˇnik unapred dat odnosno poznat.
U ovom odeljku c´e biti predstavljeni osnovni algoritmi kojima se formira recˇ-
nik na osnovu raspoloživih signala. Ovi algoritmi se kao i algoritmi za retko
kodovanje mogu podeliti na dve velike grupe u zavisnosti od toga da li se vrši
minimizacija l0-pseudo norme ili l1-norme.
3.3.1 Formiranje recˇnika uz l0 regularizaciju
Problem koji treba rešiti pri formiranju recˇnika uz l0 regularizaciju je sledec´i:
min
D∈RD×K,A∈RK×No
1
No
No∑
i=1
1
2
‖xi−Dαi‖22 tako da ‖αi‖0 6 d,∀i ∈ 1, 2, . . . ,No.
(58)
gde je No ukupan broj instanci signala, d maksimalan broj nenultih elemenata
u retkom kodu, A matrica svih retkih kodova odnosno A = [α1,α2, . . . ,αNo ],
dok su znacˇenja svih ostalih parametara ista kao i do sada. Jedan od prvih
metoda namenjenih rešavanju problema koji je definisan jednacˇinom (58) jeste
metod optimalnih pravaca (MOD method of optimal directions) (Engan et al.,
1999). Formalni opis MOD algoritma je u formi pseudo koda dat na slici 13.
Osnovna ideja na kojoj se zasniva MOD algoritam jeste da se združena mi-
nimizacija poD i A razdvoji na pojedinacˇne minimizacije samo poD odnosno
samo po A pri cˇemu se u toku minimizacije po jednom od ova dva parametra
20 Pogrešan atom je onaj atom koji nije iskorišc´eni za generisanje signala, a algoritam ga je izabrao
za reprezentaciju signala.
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Parametri: Dat je skup signala {xi}Noi=1, broj nenultih koeficijenata koji c´e biti
iskorišc´en za retku reprezentaciju d i maksimalno dozvoljeno odstupanje
ε.
1: Inicijalizovati promenljive k = 0 i D(0).
2: Ponavljaj sledec´e:
3: k = k+ 1.
4: Za svaki signal xi odrediti koeficijente α
(k)
i koji zadovoljavaju sledec´e:
α
(k)
i = arg minα
∥∥∥xi −D(k−1)α∥∥∥2
2
tako da ‖α(k)i ‖0 6 d.
5: D(k) = XA(k)
(
A(k)A(k)T
)−1
.
6: d
(k)
i = d
(k)
i
√
d
(k)T
i d
(k)
i za svaku kolonu matrice D
(k).
7: dok važi
∑No
i=1 ‖xi −D(k)α(k)i ‖22 < ε.
8: Rezultat: D(k)
Slika 13: Pseudo kod MOD algoritma. Redni broj iteracije je oznacˇen sa k i nalazi
se u zagradama u eksponentima promenljivih. Sa No je oznacˇen ukupan
broj signala. U cilju skrac´enja zapisa uzeto je da je X = [x1, x2, . . . , xNo ] i
A = [α1,α2, . . . ,αNo ].
podrazumeva da je drugi parametar nepromenljiv. Ovo je urad¯eno da bi se pro-
blem minimizacije ucˇinio traktabilinim. Algoritam zapocˇinje sa inicijalizacijom
recˇnika na slucˇaj, tako što se nekoliko signala iz skupa koji je na raspolaganju
bira za atome ili tako što se vrednost svakog elementa atoma postavlja neza-
visno. Nakon inicijalizacije recˇnika potrebno je normalizovati atome, tako da
l2-norma svakog od njih bude jednaka 1. Normalizacija se vrši da bi se izbegla
situacija u kojoj zbog rasta l2-norme atoma, vrednost njemu pridruženog koefi-
cijenta teži ka nuli, i koja kao posledica konacˇne preciznosti predstave broja na
racˇunaru može biti izjednacˇena sa nulom. Za tako formiran recˇnik D za svaki
od signala koji je na raspolaganju xi izracˇunava se retka reprezentacija (korak
4 na slici 13). Sam algoritam ne specificira metodu kojom se izracˇunava retki
kod za svaki od signala, a pošto je u pitanju l0-pseudo norma, može se pri-
menti bilo koja od pohlepnih metoda (u originalnom radu (Engan et al., 1999)
je iskorišc´en OMP). Nakon toga se izracˇunavaju vrednosti za atome (korak 5
na slici 13) na osnovu sledec´eg obrasca:
D = XAT
(
AAT
)−1
(59)
koji sledi direktno na osnovu (58).21 Treba primetiti da cˇlanAT
(
AAT
)−1
pred-
stavlja pseudo inverziju. Ovako dobijeni recˇnik se potom skalira, tako da svaki
od atoma ima jedinicˇnu l2-normu. Procedura u kojoj se naizmenicˇno racˇuna
21 Pošto je A poznato, recˇnik se dobija rešavanjem sledec´eg problema:
D = minD0
1
No
∑No
i=1
1
2‖xi −D0αi‖22
= minD0
1
2No
trag
(
(X−D0A)
T (X−D0A)
)
.
Diferenciranjem ciljen funkcije po D0 i izjednacˇavanjem dobijenog prvog izvoda sa nula vekto-
rom dobija se: (X−DA)AT = 0, odakle direktno sledi izraz za D.
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retka reprezentacija i atomi recˇnika se nastavlja sve dok srednja kvadratna gre-
ška ne padne ispod nekog unapred definisanog praga.
Drugi nacˇin za formiranje recˇnika uz uslov l0 regularizacije jeste pomoc´u K-
SVD algoritma (Aharon et al., 2006). Ono što je novo u ovom algoritmu jeste da
se atomi preracˇunavaju pojedinacˇno. Ciljna funkcija data sa 1No
∑No
i=1
1
2‖xi −
Dαi‖22, koja se može predstaviti kao 12No ‖X−DA‖2F, gde je ‖ · ‖F Frobeniusova
norma,22 može se preurediti tako da se izdvoji uticaj pojedinacˇnog atoma na
sledec´i nacˇin:
‖X−DA‖2F = ‖X−
K∑
j=1
j6=m
djAj∗ −dmAm∗‖2F (60)
gde je sa Aj∗ oznacˇena j-ta vrsta matrice A. Matrica koja sadrži odstupanja
stvarnog signala od rekonstruisanog ukoliko se izostavi atom dm je data sa:
E(m) = X−
K∑
j=1
j6=m
djAj∗ (61)
Optimalno dm i Am∗ koje minimizuje jednacˇinu (60) je aproksimacija ranga
1 matrice E(m), a može se dobiti na osnovu dekompozicije matrice E(m) na
singularne vrednosti, kao par vektora koji se množi sa najvec´om singularnom
vrednošc´u.23 Ovakvo rešenje obicˇno ima veliki broj nenultih elemenata za vek-
tor Am∗, tako da uglavnom dovodi do povec´anja kardinalnosti retkih kodova
αi. Da bi se ovo izbeglo, kolone koje odgovaraju odstupanjima signala na cˇiju
rekonstrukciju ne uticˇe posmatratni atom dm (indeksi kolona odgovaraju in-
deksima elementima Am∗ koji su jednaki nuli) se izbacuju iz matrica E(m) i
X. Naravno i elementi vektora Am∗ koji su jednaki nuli se izbacuju. Ove redu-
kovane verzije matrice E(m) i vektora Am∗ c´e nadalje u tekstu biti oznacˇene
sa E(m)S i AmS respektivno, gde je S skup koji sadrži indekse vektora Am∗
koji su razlicˇiti od nule. Jasno je da ova redukcija za posledicu ima da se me-
njaju iskljucˇivo vrednosti koeficijenata koji su vec´ razlicˇite od nule. Zbog toga
prvi korak u K-SVD algoritmu jeste da se za dati recˇnik odrede koeficijenti
rešavanjem problema (Pε0), što se obicˇno realizuje pomoc´u OMP algoritma. Pri-
menom SVD-a na matricu E(m)S estimiraju se vrednosti i za atom dm i njemu
pridružene koeficijente AmS na sledec´i nacˇin:
dm = u1 (62)
AmS = Σ11v
T
1 (63)
gde je Σ
11
najvec´a singularna vrednost matrice E(m)S , a u1 i v1 prve kolone
matrica U i V respektivno, a koje se dobijaju na osnovu SVD-a, pri cˇemu
važi E(m)S = UΣV
T . Treba napomenuti da ponovna estimacija vrednosti ko-
eficijenata u AmS znacˇajno ubrzava konvergenciju K-SVD algoritma. K-SVD
algoritam u formi pseudo koda je naveden na slici 14.
22 Frobeniusova norma je za m × n dimenzionalnu matricu X definisana sa ‖X‖F =√∑m
i=1
∑n
j=1 X
2
i,j.
23 U nastavku teksta, procedura dekompozicije matrice na singularne vrednosti bic´e oznacˇavana
sa SVD (Singular value decomposition)
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Parametri: Dat je skup signala {xi}Noi=1, broj nenultih koeficijenata koji c´e biti
iskorišc´en za retku reprezentaciju d i maksimalno dozvoljeno odstupanje
ε.
1: Inicijalizovati promenljive k = 0 i D.
2: Ponavljaj sledec´e:
3: k = k+ 1.
4: Za svaki signal xi odrediti koeficijente α
(k)
i koji zadovoljavaju sledec´e:
α
(k)
i = arg minα
∥∥∥xi −D(k−1)α∥∥∥2
2
tako da ‖α(k)i ‖0 6 d
5: Za m = 1 do p radi sledec´e:
6:
E(m) = X−
p∑
j=m+1
d
(k−1)
j A
(k)
j,∗ −
m−1∑
j=1
d
(k)
j A
(k)
j,∗
Sm = {j|A
(k)
m,j 6= 0}
7: Izracˇunati SVD matrice E(m)Sm (E
(m)
Sm
= U(m)Σ(m)V(m)T ).
d
(k)
m = u
(m)
1
A
(k)
m,S = Σ
(m)
1,1 v
(m)T
1
8: Kraj Za
9: dok važi
∑n
i=1 ‖xi −D(k)α(k)i ‖22 < ε.
10: Rezultat: D
Slika 14: Pseudo kod K-SVD algoritma. U cilju skrac´enja zapisa uzeto je da je X =
[x1, x2, . . . , xNo ], A = [α1,α2, . . . ,αNo ], Aj∗ j-ta vrsta matrice A i AjS j-ta
vrsta matrice koja sadrži samo elemente na pozicijama koje su sadržane u
skupu izabranih indeksa S. Indeks iteracije je naveden u eksponentu pro-
menljive u okviru zagrada. Primetiti da se vrednost A izracˇunava 2 puta u
okviru jedne iteracije
Umesto primenom SVD algoritma, do vrednosti za dm i AmS je moguc´e
doc´i i primenom jednostavne numericˇke procedure, koja podrazumeva neko-
liko iteracija u kojima se jedna od vrednosti fiksira, a druga izracˇunava prime-
nom sledec´ih formula:
dm =
E
(m)
S A
T
mS
AmSA
T
mS
(64)
AmS =
E
(m)
S A
T
mS
dTmdm
(65)
Interesantno je da u slucˇaju da se izabere da je kardinalnost retke reprezen-
tacije 1 (vektor αi ima iskljucˇivo jedan nenulti element) i vrednost koeficijenta
ogranicˇi na 0 ili 1, K-SVD algoritam se svodi na K-means algoritam. Za razliku
od K-means algoritma gde se u svakoj iteraciji izracˇunavaju srednje vrednosti
(means) za svaki od potskupova, kod K-SVD algoritma se u svakoj iteraciji pri-
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menjuje SVD na svaku od K-razlicˇitih podmatrica. Ovo svojstvo je poslužilo
kao inspiracija za ime algoritma. Pored toga ova slicˇnost sa K-means algorit-
mom omoguc´ila je da se neke tehnike koje se koriste kod K-means algoritma
direktno primene kod K-SVD algoritma, kao što je procedura postepenog po-
vec´anja broja atoma koja se pokazala izuzetno korisnom pri dekompoziciji sig-
nala.
Opisani K-SVD algoritam se dodatno može unaprediti ukoliko se uvede ko-
rekcioni korak koji podrazumeva zamenu atoma koji se veoma retko koristi ili
koji se malo razlikuje od nekog drugog atoma sa signalom koji je najlošije re-
prezentovan. Treba napomenuti da je ovaj korekcioni korak moguc´e primeniti
i u slucˇaju MOD algoritma.
Performanse K-SVD algoritma su približno slicˇne kao i MOD algoritma. In-
teresantno je da se u eksperimentima recˇnici koji se dobiju primenom ova dva
algoritma na istom skupu preklapaju oko 15%, iako su im prosecˇna odstupanja
približno ista (Elad, 2010). Velika mana ova dva algoritma je nemoguc´nost ga-
rantovanja dostizanja cˇak i lokalnog minimuma, pošto algoritam kao rezultat
može da vrati vrednosti parametara koje odgovaraju sedalnim tacˇkama.
3.3.2 Formiranje recˇnika uz l1 regularizaciju
Problem koji treba rešiti pri formiranju recˇnika uz l1 regularizaciju je sledec´i:
min
D∈RD×K,A∈RK×No
1
No
No∑
i=1
1
2
‖xi−Dαi‖22 tako da ‖αi‖1 6 δ,∀i ∈ 1, 2, . . . ,No.
(66)
gde je δ maksimalna l1 norma. Za rešavanje problema definisanog jednacˇinom
(66) obicˇno se korisit Lagranžijan, što se svodi na oblik:
min
D∈RD×K,A∈RK×No
1
No
No∑
i=1
1
2
‖xi −Dαi‖22 + λ‖αi‖1. (67)
Za razliku od varijante kada se koristi l0 regularizacija, gornji problem je kon-
veksan i poD iA, ali nije združeno konveksan po (D,A), stoga se optimizacija
i u ovom slucˇaju vrši tako što se jedna od ove dve promenljive fiksira dok se
druga estimira. Za estimacijuAmože da se koristi bilo koja prethodno opisana
procedura za retko kodovanje uz l1 ogranicˇenje, pri cˇemu se najcˇešc´e koristi
LARS. Optimalna estimacija recˇnika D se može realizovati ili pomoc´u gradi-
jentne metode kao što je urad¯eno u (Olshausen i Field, 1996) ili pomoc´u Njut-
nove (Newton) metode u varijanti sa Langranžovim dualnim problemom (Lee
et al., 2006). Druga metoda je nešto efikasnija, pošto se uvod¯enjem dualnog
problema smanjio broj parametara koji treba optimizovati u samom procesu.
Izrazi koji su neophodni za odred¯ivanje recˇnika pomoc´u ove dve metode, kao
i nacˇin kako se do njih dolazi su navedeni u prilogu A.2.
Prethodno opisani algoritam podrazumevaju da se pri iterativnom odred¯i-
vanju recˇnika u svakom koraku koriste svi raspoloživi signali. Ove procedure
postaju prilicˇno racˇunski komplikovane ukoliko je broj signala koji su na raspo-
laganju veliki. Jedan od nacˇina za prevazilaženje ovog problema jeste pomoc´u
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tzv. odred¯ivanja recˇnika u letu (Online dictionary learning) (Mairal et al., 2009).
Osnovna ideja je da se adaptacija parametara vrši za svaki novi signal ili grupu
signala. Može se pokazati da u slucˇaju beskonacˇno mnogo signala ovakvo re-
šenje konvergira stacionarnoj tacˇki (Mairal et al., 2009).
Kao i kod prethodnih algoritama za odred¯ivanje recˇnika i kod ovog algo-
ritma odred¯ivanje koeficijenata retke reprezentacije i recˇnika se vrši odvojeno.
Algoritam zapocˇinje inicijalizacijom recˇnika na slucˇaj, što može da bude u vari-
janti da svaki elemenat recˇnika bude inicijalizovan na slucˇaj ili da se na slucˇaj
izabere nekoliko signala iz skupa za obuku. Iz istih razloga kao i u prethodnim
algoritmima vrši se normalizacija atoma tako da im l2-norma bude jedinicˇna.
Pored toga pomoc´ne matrice B i C se inicijalizuju nula matricama. Potom se
uzima prvi signal koji je na raspolaganju i za njega se odred¯uje retka reprezen-
tacija pomoc´u LARS algoritma. Nakon toga se koriguju vrednosti pomoc´nih
matrica B i C, koje se potom koriste za korekciju vrednosti atoma, pomoc´u
sledec´ih jednakosti:
ui =
1
Ci,i
(bi −Dci) +di (68)
di =
1
max (‖ui‖2, 1)ui (69)
za svako i = 1, . . . ,k, pri cˇemu su bi i ci i-te kolone matrica B i C respek-
tivno. Ova procedura sa ponavlja sa svakim novim signalom. Formalan opis
algoritma u formi pseudo koda je dat na slici 15.
Pomoc´ne matrice B i C predstavljaju proizvod do tog trenutka t iskorišc´enih
signala sa njihovim retkim kodovima, odnosno proizvod retkih kodova:
B = X(t)A(t)T =
t∑
i=1
xtα
T
t (70)
C = A(t)A(t)T =
t∑
i=1
αtα
T
t (71)
gde je sa X(t) oznacˇena matrica X(t) = [x1, . . . , xt] sa A(t) matrica A(t) =
[α1, . . . ,αt]. Ove matrice figurišu direktno u ciljnoj funkciji za odred¯ivanje recˇ-
nika u slucˇaju kada je poznata matrica retkih kodova A:
1
2
t∑
i=1
‖xi −Dαi‖22 =
1
2
trag
((
X(t) −DA(t)
)T (
X(t) −DA(t)
))
(72)
=
1
2
trag
(
DTDA(t)A(t)T
)
− trag
(
DTX(t)A(t)T
)
+
1
2
trag
(
X(t)TX(t)
)
(73)
=
1
2
trag
(
DTDC
)
− trag
(
DTB
)
+
1
2
trag
(
X(t)TX(t)
)
(74)
a samim tim i u gradijentu ove funkcije koji je jednak: DC−B, a koji se koristi
za korekciju recˇnika u jednacˇini (68).
Algoritam koji je naveden na slici 15 se odnosi na teorijsku varijantu u ko-
joj postoji beskonacˇno mnogo signala, tako da je umesto konkretnih signala
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Parametri: Data je gustina raspodele signala p(x), maksimalan broj opservaci-
ja/iteracija T i λ regularizacioni parametar.
1: Inicijalizovati promenljive: B(0) = 0, C(0) = 0 i D(0).
2: Za t = 1 do T radi sledec´e:
3: Generisati xt na osnovu gustine raspodele p(x).
4: Za signal xt odrediti redak kod koji zadovoljava sledec´e:
αt = arg min
α
1
2
∥∥∥xt −D(t−1)α∥∥∥2
2
+ λ‖α‖1.
5: B(t) = B(t−1) + xtα
T
t .
6: C(t) = C(t−1) +αtα
T
t .
7: Za i = 1 do K radi sledec´e:
ui =
1
Ci,i
bi − i−1∑
j=1
Cj,id
(t)
j −
k∑
j=i
Cj,id
(t−1)
j
+d(t−1)i ;
d
(t)
i =
1
max (‖ui‖2, 1)ui;
8: Kraj Za
9: Kraj Za
10: Rezultat: D(T)
Slika 15: Pseudo kod za online odred¯ivanje recˇnika. Redni broj iteracije je oznacˇen sa
t i naveden je u zagradama u eksponentu promenljive.
zadata funkcija gustine raspodele, a korekcija se vrši za svaki od signala. U
praksi su na raspolaganju skupovi signala koji imaju mnogo elemenata, ali
ipak konacˇno mnogo, stoga se signali uzimaju po nekoliko puta, pri cˇemu
nijhov redosled varira. Pored toga da bi se ubrzala brzina konvergencije al-
goritma, umesto samo jednog signala pri korekciji recˇnika koristi se nekoliko
signala. Ovaj algoritam se može koristiti i u slucˇaju da se retko kodovanje vrši
nekom od metoda koje direktno minimizuju l0-pseudo normu, ali se u tom
slucˇaju ne može dokazati konvergencija rešenja, što važi i za MOD i K-SVD
algoritam.
3.4 odreðivanje recˇnika i faktorizacija matrice
Problem odred¯ivanja recˇnika se može tretirati kao problem faktorizacije ma-
trice X na matrice A i D uz ogranicˇenje l ′(A) =
∑
i l(αi), gde l(α) zamenjuje
odgovarajuc´i regularizator (l0-pseudo norma ili l1-norma):
min
D,A
1
2
‖X−DA‖2F + λl ′(A), (75)
stoga bi ga trebalo uporediti sa nekim drugim metodama faktorizacije matrice.
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Jedna on najcˇešc´e korišc´enih metoda za faktorizaciju matrice koja se kori-
sti u oblasti analize podataka jeste rastavljanje na osnovne komponente (PCA
Principal component analysis). Problem koji rešava PCA je:
min
D,A
1
2
‖X−DA‖2F tako da DTD = I i AAT je dijagonalna matrica (76)
Jedan od standardnih pristupa za rešavanje ovog problema je pomoc´u SVD-a.
Vektorska kvantizacije (ili klasterovanje) se takod¯e mogu posmatrati kao pro-
blem faktorizacije matrice, odnosno:
min
D,A
1
2
‖X−DA‖2F tako da ‖αi‖2 = 1 i Aj,i ∈ {0, 1} za i = 1, . . . ,No. (77)
gde je D matrica koja sadrži centroide, a A indikatorska matrica, koja upuc´uje
kom vektoru je dodeljen koji centrodi. Kao što je vec´ ranije napomenuto, vek-
torska kvantizacija se može posmatrati kao poseban slucˇaj K-SVD ukoliko se
kardinalnost retkog koda ogranicˇi na 1.
Vektorska kvantizacija sa mekom dodelom (Seo i Obermayer, 2003) je vari-
janta u kojoj se vektor prikazuje kao linarna kombinacija centroida, tako da je
suma odgovarajuc´ih nenegativnih težina jednaka 1 odnosno:
min
D,A
1
2
‖X−DA‖2F tako da ‖αi‖2 = 1 i Aj,i > 0 za i = 1, . . . ,No. (78)
Nenegativna faktorizacija matrice (Seung i Lee, 2001) je varijanta rastavljanja
matrice na dve matrice cˇiji su svi elementi nenegativni odnosno:
min
D,A
1
2
‖X−DA‖2F tako da Dl,j > 0 i Aj,i > 0 (79)
Primena nenegativne faktorizacije matrice u obradi slike, na primeru lica daje
retka rešenja (Seung i Lee, 2001).
3.5 rezime
U ovom poglavlju su izložene osnovne ideje, kao i algoritimi koji se kori-
ste u oblasti retke reprezentacije. Definisana su dva osnovna problema koja
je potrebno rešiti: kako pronac´i redak kod i odgovarajuc´i recˇnik potreban za
reprezentaciju. Za svaki od problema predstavljeno je nekoliko najznacˇajnijih
rešenja sa njihovim prednostima i manama. Naravno ovo poglavlje nije obu-
hvatilo sve varijacije algoritama, vec´ samo one najvažnije, za koje sam smatrao
da su neophodne za razumevanje ideje aproksimacije punih kovarijansnih ma-
trica pomoc´u retke reprezentacije njihovih karakteristicˇnih vrednosti i koji su
najcˇešc´e referencirani u strucˇnoj literaturi.
Svi opisani algoritmi i korišc´ena literatura je vezana za digitalnu obradu
slike, gde se retka reprezentacija koristi za uklanjanje šuma, uklanjanje zamu-
c´ena, kompresiju itd.. Postoje i trendovi da se retka reprezentacija primeni i
u drugim oblastima, npr. za obradu audio signala, ali istraživanja pokazuju
da bi za meru rastojanja izmed¯u signala trebalo koristiti neku drugu metriku
umesto Euklidove. U ovom radu c´e biti formalno pokazano da se postojec´i al-
goritmi zasnovani na minimizaciji Euklidske metrike mogu uspešno primeniti
za aproksimaciju punih kovarijansnih matrica.
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M O D E L O VA N J E I N V E R Z N I H K O VA R I J A N S N I H M AT R I C A
P O M O C´ U R E T K E R E P R E Z E N TA C I J E N J I H O V I H
K A R A K T E R I S T I Cˇ N I H V E K T O R A
4.1 uvod
U ovom poglavlju je predstavljen model aproksimacije punih kovarijansnih
matrica modela Gausovih mešavina pomoc´u retke reprezentacije njihovih ka-
rakteristicˇnih vektora. Ova aproksimacija ima za cilj prevazilaženje sledec´ih
problema:
• smanjivanje broja parametara potrebnih za reprezentaciju modela,
• smanjivanje racˇunske složenosti izracˇunavanja logaritma izglednosti,
• obezbed¯ivanje tacˇnosti modela.
Pored samog opisa modela, data je i analiza broja parametara, broja potrebnih
racˇunskih operacija neophodnih za izracˇunavanje logaritma izglednosti, kao i
nacˇin estimacije parametara na osnovu kriterijuma maksimalne izglednosti.
4.2 opis modela
Pošto je cilj ovog modela, pored smanjenja broja parametara i ubrzanje iz-
racˇunavanja logaritma izglednosti Gausijana, a na osnovu izloženog u pogla-
vlju 2, jasno je da je neophodno direktno aproksimirati inverznu kovarijansnu
matricu. Inverzna kovarijansna matrica Σ−1sm, koja opisuje m-tu komponentu
mešavine pridruženu stanju s može se predstaviti na sledec´i nacˇin:
Σ−1sm =
D∑
i=1
λsmivsmiv
T
smi (80)
gde jeD dimenzionalnost prostora, a λsmi i vsmi i-ta karakteristicˇna vrednost i
i-ti karakteristicˇni vektor matrice Σ−1sm respektivno. Sve karakteristicˇne vredno-
sti i svi karakteristicˇni vektori su realni pošto je matrica simetricˇna i pozitivno
definitna, cˇime se prostor pretrage za retkom reprezentacijom karakteristicˇnog
vektora ogranicˇava na RD, što je jedan od preduslova za korišc´enje algoritama
koji su opisani u poglavlju 3. Treba napomenuti da kovarijansna matrica i njena
inverzija imaju iste karakteristicˇne vektore, dok su im karakteristicˇne vrednosti
reciprocˇne, što c´e biti iskorišc´eno kasnije pri formalnom dokazu opravdanosti
izbora ciljne funkcije.
Ovaj model polazi od pretpostavke da svaki karakteristicˇni vektor vsmi ima
retku predstavu odnosno:
vsmi = Dαsmi (81)
gde je D ∈ RD×K recˇnik, a αi ∈ RK redak kod vektora vsmi. Pri tome pre-
dloženi model podrazumeva da je recˇnik parametar koji se deli izmed¯u svih
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Gausovih raspodela koje cˇine model, dok su retki vektori specificˇni za svaku od
Gausovih raspodela. Po uzoru na jednacˇinu (26), logaritam izglednosti jedne
Gausove raspodele za opservaciju o može se napisati na sledec´i nacˇin:
lsm(o) = csm + µ¯
T
smo−
1
2
D∑
i=1
λsmi
(
oTDαsmi
)2
(82)
gde je:
csm = −
D
2
ln(2pi) +
1
2
ln
(
|Σ−1sm|
)
−
1
2
µTsmΣ
−1
smµsm (83)
µ¯sm = Σ
−1
smµsm (84)
pri cˇemu csm i µ¯sm ne zavise od o te se mogu unapred izracˇunati i cˇuvati kao
parametri Gausove raspodele. Naravno u slucˇaju GMM svaka od Gausovih ras-
podela je pomnožena odgovarajuc´om težinom, cˇiji se logaritam može dodati
novom parametru csm. Ukoliko sa d oznacˇimo kardinalnost retke reprezenta-
cije αsmi, tada je ukupan broj parametara sa kojim je opisana jedna Gausova
raspodela jednak D(d+ 2) + 1.1
4.2.1 Broj parametara
Ukoliko se predloženi model uporedi sa najcˇešc´e korišc´enom varjantom
GMM-a, GMM-om sa dijagonalnim kovarijansnim matricama, gde je svaka
Gausova raspodela opisana samo sa po 2D+ 1 parametrom, uocˇava se da je za
isti ukupan broj Gausovih raspodela M broj parametara predloženog modela
znacˇajno vec´i. Pošto predloženi model implicitno podrazumeva modelovanje
korelacija izmed¯u obeležja, a kod GMM-a sa dijagonalnim kovarijansnim ma-
tricama to ne postoji vec´ se to postiže povec´anjem broja Gausovih raspodela,
razlika u broju parametara izmed¯u ova dva modela u slucˇaju sistema za auto-
matsko prepoznavanje govora nije u toj meri izražena.
Kao što je vec´ napomenuto u poglavlju 2 varijanta GMM-a sa punim ko-
varijansnim matricama u slucˇaju dovoljne kolicˇine podataka za obuku daje
najbolje moguc´e rezultate u odnosu na sve druge varijante GMM-a (Axelrod
et al., 2005), te se cˇesto koristi kao referentni model. Cilj je da alternativni mo-
del ima manju složenost od njega, uz neznatan gubitak tacˇnosti, s tim da u
slucˇajevima kada nema dovoljno podataka za obuku alternativni model može
dati bolju tacˇnost zbog robustnije estimacije parametara. Direktno pored¯enje
broja prametara ova dva modela nije tako jednostavno pošto predloženi mo-
del ima i K ·D deljenih parametara, pored onih kojima su opisani pojedinacˇni
Gausiani. Pošto oba modela modeluju korelacije koje postoje izmed¯u obeležja
ocˇekivani broj Gausovih raspodela je približno slicˇan tako da je složenost pre-
dloženog modela prvenstveno odred¯ena brojem atoma K, kao i kardinalnošc´u
retke reprezentacije d. U slucˇaju velikog broja mešavina (nekoliko desetina hi-
ljada) i relativno velike dimenzionalnosti prostora obeležja može se smatrati
da je predloženi model manje složenosti ukoliko važi d < (D− 1)/2.
1 Do ovog broja se dolazi relativno jednostavno: postoji D karakteristicˇnih vrednosti λsmi, D
retkih kodova αsmi svaki sa po d nenultih elemenata, D elemenata vektora µ¯sm i 1 koeficijent
csm. Potrebno je zapamtiti i indekse koji odgovaraju nenultim elementima retkog koda, što je
moguc´e realizovati u formi binarnog vektora dužine K, što nec´e znacˇajno uticati na ukupan broj
parametara, te se može izostaviti iz razmatranja.
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U predloženom modelu inverzna kovarijansna matrica se može predstaviti
kao:
Σ−1sm =
D∑
i=1
λsmiDαsmiα
T
smiD
T (85)
=
D∑
i=1
λsmi
d∑
j=1
αsmi,fsmi(j)dfsmi(j)
d∑
k=1
αi,fsmi(k)d
T
fsmi(k)
(86)
=
D∑
i=1
d∑
j=1
d∑
k=1
λsmiαi,fsmi(j)αi,fsmi(k)dfsmi(j)d
T
fsmi(k)
(87)
gde je fsmi(j) funkcija koja vrac´a indekse nenultih elemenata retkog vektora
αsmi i di i-ta kolona matrice D, što odgovara reprezentaciji kovarijansne ma-
trice u EMLLT modelu. U zavisnosti od toga da li se za predstavu karakteri-
sticˇnih vektora jedne matrice koriste isti atomi ili ne, broj koeficijenata kojim
je predstavljena matrica varira od Dd (ako su svi karakteristicˇni vektori pred-
stavljeni preko istih atoma) do min
{
Dd2,K
}
. Treba primetiti da faktorisana
varijanta predstave inverzne kovarijansne matrice zahteva uvek isti broj pa-
rametara D(d + 1) nezavisno od toga koji se atomi koriste za reprezentaciju
karakteristicˇnih vektora i taj broj je blizak minimalnom potrebnom broju za
razvijenu formu koja je data jednacˇinom (87).
Kao što je navedeno u poglavlju 2, specijalni slucˇaj EMLLT jeste MLT, gde se
za reprezentaciju svake matrice koristi iskljucˇivo podskup odD vektora iz una-
pred izabrane baze. Predloženi model se svodi na MLT ukoliko se kardinalnost
retkih vektora ogranicˇi na 1, te se umesto retke reprezentacije karakteristicˇnih
vektora vrši nijhova kvantizacija. Treba napomenuti da bi u tom slucˇaju broj
parametara kojim je opisana jedna Gausova raspodela GMM-a bio 2D+ 1, kao
u slucˇaju dijagonalnog modela.2
Uopštenje EMLLT modela je PCGMM, gde je inverzna kovarijansna matrica
predstavljena kao linearna kombinacija matrica proizvoljnog ranga umesto
ranga 1 što je bio slucˇaj kod EMLLT modela. Ovaj model se pokazao boljim
od EMLLT te je i ovde naveden radi pored¯enja broja potrebnih parametara.
U eksperimentima koji su prezentovani u radu (Axelrod et al., 2005), broj pa-
rametara n koji se koristio za reprezentaciju inverzne kovarijansne matrice u
varijantama koje su davale tacˇnost prepoznavanja blisku tacˇnosti koja je postig-
nuta pomoc´u GMM-a sa punim kovarijansnim matricama, je bila od 4D do 8D.
Takva složenost se u predloženom modelu postiže ukoliko se za kardinalnost
retkog vektora d uzmu vrednosti iz intervala [2, 6].
Radi bolje preglednosti u tabeli 1 su navedene vrednosti broja parametara
za razlicˇite nacˇine aproksimacije kovarijansnim matrica u modelima Gauso-
vih mešavina. Znacˇenja oznaka promenjljivih su kao u dosadašnjem tekstu
odnosno: D – dimenzionalnost prostora obeležja, M – ukupan broj Gausovih
raspodela u modelu, n – broj vektora/matrica koji se koriste za reprezentaciju
inverzne kovarijansne matrice u slucˇaju EMLLT/PCGMM, K – broj atoma i d
– kardinalnost retkog vektora. Pošto su u radu za skrac´ene nazive modela ko-
rišc´eni engleski akronimi, to je urad¯eno i za model koje je predložen u ovom
radu cˇiji je akronim SEGMM od sparse eigenvector GMM.
2 Ukupan broj parametara je naravno nešto vec´i, pošto je potrebno zapamtiti deljene parametre,
ali i indekse atoma iz recˇnika koje moguc´e sacˇuvati u formi binarnih vektora.
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Tabela 1: Broj parametara za razlicˇite nacˇine aproksimacije kovarijansnih matrica u
modelima Gausovih mešavina.
Model Broj parametara
Diag. M(2D+ 1)
Pune M (D(D+ 3)/2+ 1)
EMLLT nD+M(D+n+ 1)
PCGMM nD(D+ 1) +M(D+n+ 1)
SEGMM KD+M (D(d+ 2) + 1)
4.2.2 Broj racˇunskih operacija pri izracˇunavanju logaritma izglednosti
Kao što su parametri koji opisuju model podeljeni u dve grupe: deljeni i
specificˇni za Gausovu raspodelu, tako je i izracˇunavanje logaritma izgledno-
sti podeljeno u dve faze. Prvo se vrši izracˇunavanje sa deljenim parametrima,
pošto njih koriste sve Gausove raspodele koje cˇine model. Ono podrazumeva
množenje tekuc´e opservacije o sa recˇnikom D što zahteva K(2D− 1) osnovnih
operacija sa pokretnim zarezom. Potom se za svaku od moguc´ih3 Gausovih
raspodela vrši izracˇunavanje logaritma izglednosti na osnovu jednacˇine (82).
Najvec´i broj racˇunskih operacija odlazi na izracˇunavanje cˇlana:
D∑
i=1
λsmi
 d∑
j=1
(oTdfsmi(j))αsmi,fsmi(j)
2 (88)
što iznosi 2D(d + 1) − 1 flops, 4 dok je ukupan broj operacija sa pokretnim
zarezom za izracˇunavanje (82) 2D(d+ 2) + 1 flops.
U tabeli 2 je naveden broj potrebnih operacija sa pokretnim zarezom za pre-
dloženi model kao i za referentne pristupe modelovanju kovarijansnih matrica
radi jednostavnijeg pored¯enja. Detaljana analiza za svaki od navedenih mo-
dela je napravljena u okviru poglavlja 2, stoga ovde nec´e biti ponovljena. Pošto
uspešnije aproksimacije punih kovarijansnih matrica podrazumevaju uvod¯enje
deljenih parametara, operacije koje su potrebne za izracˇunavanje logaritma iz-
glednosti su podeljene na operacije sa deljenim parametrima (njihov broj je
naveden u koloni “Deljeni”) i operacije sa parametrima koji su specificˇni za
svaku od raspodela (njihovi broj je naveden u koloni “Specificˇni”). Razlog za-
što su nazivi kolona u tabeli 2 izabrani na osnovu kategorije parametara koji
u njima ucˇestvuju, a ne po fazama izracˇunavanja logaritma izglednosti jeste
cˇinjenica da se logaritam izglednosti u modelima sa dijagonalnim i punim
kovarijansnim matricama izracˇunava odjednom, tako da bi ove oznake uvele
odred¯en nivo konfuzije.
Kao što se iz priloženog može videti odnos broja operacija koji zahtevaju
pojedini modeli je slicˇan odnosu broja parametara koji se koriste za opisiva-
3 Da bi se ubrzao proces prepoznavanja vrši se odsecanje (pruning) manje verovatnih putanja u
trelisu, odnosno odbacivanje pojedinih HMM stanja, te se u prakticˇnim aplikacijama vrlo retko
javlja potreba za izracˇunavanjem svih Gausovih raspodela koje cˇine model.
4 Cˇlan oTdi je skalar koji je izracˇunat u fazi izracˇunavanja sa deljenim parametrima.
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Tabela 2: Broj racˇunskih operacija sa pokretnim zarezom za razlicˇite nacˇine aproksima-
cije kovarijansnih matrica u modelima Gausovih mešavina. Broj opseracija je
prikazan po fazama: prva faza koja obuhvata izracˇunavanja sa deljenim pa-
rametrima (kolona Deljeni) i druga faza koja podrazumeva izracˇunavanje
logaritma izglednosti za svaku od pojedinacˇnih Gausovih raspodela (kolona
Specificˇni).
Model Deljeni Secificˇni
Diag. 0 4D+ 1
Pune 0 D(3D+ 5)/2+ 2
EMLLT n(2D− 1) 2(D+n)
PCGMM 3nD(D+ 1)/2 2(D+n)
SEGMM K(2D− 1) 2D(d+ 2) + 1
nje pojedinih modela (videti tabelu 1). Odnosno, najmanji broj izracˇunavanja
po jednoj Gausovoj raspodeli zahteva model sa dijagonalnom aproksimacijom
punih kovarijansnih matrica. Ovaj broj operacija po jednoj Gausovoj raspodeli
se u slucˇaju EMLLT i PCGMM modela postiže ukoliko se uzme da je n = D,5
ali naravno ne smeju se zaboraviti potrebna izracˇunavanja sa deljenim parame-
trima. Sa druge strane, predloženi model (SEGMM) ni za jednu vrednost para-
metra d ne može da postigne ovaj broj racˇunskih operacija po jednoj Gausovoj
raspodeli. Kao što je vec´ napomenuto modeli EMLLT i PCGMM postižu per-
formanse bliske performansama modela sa punim kovarijansnim matricama
(što je i cilj kojem se i teži u alternativnom modelovanju GMM-a) ukoliko je n
reda 4D ili 8D što se dobija za d jedanko 3 odnosno 7. Što se ticˇe odnosa broja
racˇunskih operacija potrebnih za izracˇunavanje deljenih parametara i on zavisi
od vrednosti za K i n. Ukoliko se predloženi model uporedi sa EMLLT može
se videti da se isti broj izracˇunavanja postiže ukoliko je K = n. Obicˇno se za K
uzimaju vrednosti koje su za nekoliko redova velicˇine vec´e od dimenzionalno-
sti prostora koji je potrebno opisati stoga predloženi model zahteva znacˇajno
vec´i broj operacija sa deljenim parametrima od onog koji zahteva EMLLT u
slucˇaju tacˇnosti prepoznavanja koju postižu modeli sa punim kovarijansnim
matricama. Ukoliko predloženi model poredimo sa PCGMM tada se isti broj
izracˇunavanja sa deljenim parametrima postiže ukoliko je K ≈ 1.5nD, što je
daleko vec´e od onoga što je bilo potrebno za eksperimente prikazane u ovomo
radu.
U cilju ubrzanja procesa dekodovanja obicˇno se vrši odsecanje malo verovat-
nih hipoteza, tako da broj Gausovih raspodela za koje je potrebno izracˇunati
logaritam izglednosti varira tokom vremena, a samim tim i broj potrebnih
racˇunskih operacija sa pokretnim zarezom. Ove varijacije zavise od velikog
broja faktora kao što su: odstupanje akusticˇkih karakteristika test sekvence
od akusticˇkih uslova u sekvencama koje su korišc´ene za obuku modela, fo-
netski sadržaj test sekvence, skup recˇi koje se koriste u test skupu i sl., što
dodatno otežava analizu racˇunske složenosti modela u opštem slucˇaju. Uko-
liko je cilj alternativnog modela povec´anje brzine izracˇunavanja, odsecanje u
5 Podsec´anja radi EMLLT se za n = D se svodi na tzv. MLLT.
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Slika 16: Zavisnost maksimalnog broja atoma u recˇniku K od kardinalnosti retkog
koda d, u slucˇaju 26-dimenzionalnog prostora za razlicˇite vrednosti prosecˇ-
nog broja Gausovih raspodela za koje se izracˇunava logaritam izglednosti po
frejmu M, i razlicˇite nivoe redukcije r u odnosu na model sa punim kovari-
jansnim matricama. Nivo redukcije od r0% znacˇi da je ukupan broj operacija
po jednom frejmu ogranicˇen r0% od broja operacija koje zahteva model sa
punim kovarijansim matricama.
znacˇajnoj meri uticˇe na broj i organizaciju deljenih parametara. Za ilustraciju
uticaja odsecanja na maksimalan broj deljenih parametara, odnosno atoma, u
predloženom modelu može da posluži slika 16. Na slici 16 je ilustrovana zavi-
snost maksimalnog broja atoma K od kardinalnosti retkog koda d, za razlicˇite
vrednosti prosecˇnog broja Gausovih raspodela po opservaciji za koje se izra-
cˇunava logaritam izglednosti M i stepene redukcije broja operacija r. Stepen
redukcije se odnosi na procenat operacija koje se izvršavaju u predloženom
modelu u odnosu na broj operacija koje zahteva model sa punim kovarijan-
snim matricama i istim brojem Gausovih raspodela koje je potrebno izracˇunati.
Kao što se iz priloženog može videti sa porastom kardinalnosti retkog koda
uz nepromenjen broj operacija sa pokretnim zarezom, broj atoma koji cˇine recˇ-
nik se smanjuje. Ova promena je izraženija ukoliko je broj Gausovih raspodela
za koje je potrebno izracˇunati logaritam izglednosti vec´i. Ukoliko se zahteva
znacˇajna redukcija broja operacija, npr. 4 puta (r = 25%), tada za nešto vec´e
vrednosti kardinalnosti retke reprezentacije ona nije moguc´a. Naravno u ovim
slucˇajevima je upitna i tacˇnost reprezentacije ovako redukovanog modela, od-
nosno pri estimaciji parametara modela potrebno je voditi racˇuna i o tacˇnosti
modela, a ne samo o racˇunskoj i memorijskoj složenosti modela. Stoga drugi
problem koji je potrebno rešiti jeste kako estimirati parametere modela.
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4.3 estimacija parametara modela
Pri estimaciji parametara cilj je pronac´i retku reprezentaciju karakteristicˇnih
vektora kovarijansnih matrica, tako da razlika izmed¯u verodostojnosti Gauso-
vih raspodela sa estimiranim i aproksimiranim kovarijansnim matricama bude
minimalna. Jasno je da c´e ta razlika biti mala ukoliko je razlika izmed¯u te dve
raspodele mala. Prirodna mera rastojanja izmed¯u dve raspodele jeste Kulbak-
Lajbler divergenca (KLD Kullback-Leibler divergence) (Kotz i Johnson, 1993), te
se ona namec´e kao logicˇan izbor za ciljnu funkciju. Može se pokazati da se
minimizacija KLD-a izmed¯u dve Gausove raspodele koje imaju istu srednju
vrednost i iste karakteristicˇne vrednosti kovarijansnih matrica svodi na mini-
mizaciju euklidskog rastojanja izmed¯u karakteristicˇnih vektora koji odgovaraju
istim karakteristicˇnim vrednostima, što je formalno pokzano u odeljku 4.4. Ova
tvrdnja važi i za inverzne kovarijansne matrice, pošto su karakteristicˇni vektori
kovarijansne matrice i njene inverzne vrednosti isti. Iako se predloženi model
zasniva na aproksimaciji inverznih kovarijansnih matrica, formalni dokaz je
naveden za kovarijansnu matricu pošto je u toj varijanti nešto jednostavniji.
Estimacija parametara kojima su opisane inverzne kovarijansne matrice u
predloženom modelu se svodi na problem pronaženja odgovarajuc´eg recˇnika
kao i odgovarajuc´ih retkih kodova za retku reprezentaciju karakteristicˇnih vek-
tora kovarijansnih matrica. Ovaj problem se može formalno zapisati na sledec´i
nacˇin:
min
D∈C,{αmi}
S∑
s=1
Ms∑
m=1
D∑
i=1
1
2
‖vsmi −Dαsmi‖22 tako da: ‖αsmi‖0 6 d (89)
gde je C konveksni skup matrica u RD×K takvih da je l2-norma njihovih ko-
lona manja ili jedanaka 1, S ukupan broj stanja, Ms ukupan broj komponenti
mešavine kojom je opisano stanje s, dok su sve ostale oznake iste kao i ranije.
Kao što je napomenuto u poglavlju 3, eksperimenti na veštacˇki generisanim
podacima koji su navedeni u (Elad, 2010) su pokazali da se u slucˇaju male
kardinalnosti retkih kodova (ako je manja od 6) nešto bolji rezultati u smi-
slu odstupanja aproksimirane vrednosti od stvarne se dobijaju ukoliko se kao
regularizator koristi l0-pseudo norma. Ovo svojstvo je bilo osnovni motiv za
izbor l0-pseudo norme kao regularizatora u ovom radu. Nažalost, u slucˇaju
kada se koristi ovaj regularizator, koji nije konveksan, nije moguc´e pokazati
konvergenciju rezultata (Mairal et al., 2010).
U slucˇaju velikog broja Gausovih raspodela i relativno visokodimenzional-
nog prostora obeležja broj vektora (D
∑S
s=1Ms) koji je na raspolaganju za
odred¯ivanje recˇnika je prilicˇno velik, tako da standardne procedure za odred¯i-
vanje recˇnika koje u jednoj iteraciji uzimaju u obzir sve vektore zbog konacˇnih
resursa nisu pogodne, stoga je za ove potrebe iskorišc´ena procedura odred¯iva-
nja recˇnika u letu (Mairal et al., 2009). Osnovni opis ove procedure naveden
je u poglavlju 3. Za realizaciju ove procedure iskorišc´ena je varijanta koja je
implementirana u okviru javno-dostupne biblioteke SPAMS (SPArse Modeling
Software), a koju je moguc´e preuzeti sa adrese: http://spams-devel.gforge.
inria.fr. Procedura se relativno jednostavno uklapa u standardnu proceduru
estimacije parametara HMM-GMM-a baziranu na principu maksimizacije ve-
rodostojnosti što je detaljno opisano u narednom odeljku.
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4.3.1 Procedura za etimaciju parametara modela
U prethodnom tekstu akcenat je stavljen na ono što je novo u odnosu na
standardni HMM-GMM, odnosno na nacˇin modelovanja emitujuc´ih gustina
raspodela preko nove organizacije GMM-a, tako da nisu razmatrani parametri
kojima se opisuje vremenska varijabilnost govora. Da bi se obuhvatili svi pa-
rametri koji opisuju govor prethodno opisani skup parametara treba proširiti
verovatnoc´ama prelaza izmed¯u HMM stanja kao i inicijalnim verovatnoc´ama
HMM stanja. Verovatnoc´a prelaza iz stanja s1 u stanje s2 c´e biti oznacˇena sa
as1s2 , dok c´e inicijalna verovatnoc´a stanja s biti oznacˇena sa pis.
Procedura obuke zapocˇinje estimacijom parametara HMM-GMM modela
koja je zasnovana na kriterijumu maksimalne izglednosti, primenom algoritma
ocˇekivanje-maksimizacija (EM Expectation-Maximization). Treba napomenuti da
ovaj inicijalni GMM koristi pune kovarijansne matrice. Broj Gausovih raspo-
dela (komponenti mešavina) po stanju se odred¯uje na osnovu jednostavne
validacione procedure, koja podrazumeva podelu skupa za obuku na neko-
liko podskupova iste velicˇine od kojih se jedan bira za procenu prosecˇnog
logaritma izglednosti rezultujuc´eg modela (tzv. validacioni podskup) dok se
preostali podskupovi koriste za estimaciju parametara modela (obuku). Pro-
cedura zapocˇinje sa GMM-om koji ima samo jednu komponentu, pri cˇemu
se broj komponenti postepeno povec´ava sve dok prosecˇan logaritam izgled-
nosti na validacionom skupu ne pocˇne da opada. Prosecˇan logaritam izgled-
nosti na validacionom skupu se izracˇunava kao aritmeticˇka sredina prosecˇnih
logaritama izglednosti dobijenih sa svim validacionim podskupovima. Treba
primetiti da se za dati broj komponenti po mešavini svaki od formiranih pod-
skupova koristi za validaciju, cˇime je postignuto da je prakticˇno celokupan
skup za obuku iskorišc´en za validaciju. U slucˇaju velikog broja opservacija u
skupu za obuku, a u cilju ubrzanja procedure procene broja komponenti po
mešavini, nije neophodno ukljucˇiti sve podskupove za validaciju. Iako ovaj pri-
stup prakticˇno smanjuje broj paralelnih estimacija parametara GMM-a, cena
koja se pri tome plac´a jeste lošija procena prosecˇnog logaritma izglednosti na
validacionom skupu (vec´e odstupanje od stvarne vrednosti), što zahteva relak-
saciju kriterijum prekida procedure, tako što se procedura nec´e zaustaviti za
broj klastera za koji je opala prosecˇna izglednost na validacionom skupu, vec´
kada zapocˇne trend pada. Broj mešavina koji se odredi u toku ove procedure
se u narednim koracima više ne menja.
Nakon što se za svako HMM stanje odredi broj komponenata GMM-a koje
opisuju gustinu raspodele verovatnoc´e emitovanja stanja, pristupa se estimaciji
parametara modela pomoc´u standardnih izraza za EM algoritam:
pis =
γ1(s)∑S
si=1
γ1(si)
(90)
asi,sk =
∑T
t=2 ξt(si, sk)∑S
sj=1
∑T
t=2 ξt(si, sj)
(91)
wsm =
∑T
t=1 γt(s,m)∑Ms
j=1
∑T
t=1 γt(s, j)
=
∑T
t=1 γt(s,m)∑T
t=1 γt(s)
(92)
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µsm =
∑T
t=1 γt(s,m)ot∑T
t=1 γt(s,m)
(93)
Σsm =
∑T
t=1 γt(s,m) (ot − µsm) (ot − µsm)
T∑T
t=1 γt(s,m)
(94)
gde je S ukupan broj HMM stanja u modelu, γt(s) verovatnoc´a da se model
našao u HMM stanju s u trenutku t ako je poznato da je generisana sekvenca
opservacija O = [o1,o2, . . . ,oT ], γt(s,m) verovatnoc´a da se model našao u
HMM stanju s i u komponenti mešavine m u trenutku t ako je poznato da je
generisana sekvenca opservacija O, ξt(s1, s2) verovatnoc´a da se model u tre-
nutku t našao u HMM stanju s2 i da je u prethodnom trenutku bio u HMM sta-
nju s1 ako je poznato da je generisana sekvenca opservacijaO, dok su znacˇenja
svih ostalih promenljivih nepromenjena. Ova estimacija parametara inicijalnog
modela zahteva nekoliko iteracija EM algoritma.
Parametri: Dat je skup opservacija {ot}.
1: Estimirati parametre HMM-a (pis,as1,s2) i GMM-a sa punim kovarijansnim
matricama (wsm,µms,Σms) primenom standardne EM procedure obuke.
2: Za EM iteraciju k = 1 do Nem radi sledec´e:
3: Izracˇunati karakteristicˇne vektore vsmi i karakteristicˇne vrednosti λ−1smi
za svaku kovarijansnu matricu Σsm.
4: Ako k = 1 onda
5: Inicijalizovati recˇnik D.
6: Kraj ako
7: Za iteraciju j = 1 do Nsp radi sledec´e:
8: Izracˇunati retke kodove za svaki karakteristicˇni vektor αsmi.
9: Za nove retke kodove odrediti novi recˇnik D.
10: Kraj Za
11: Izracˇunati retke kodove za svaki karakteristicˇni vektor αsmi.
12: Ako k 6= Nem onda
13: Izracˇunati verovatnoc´e unapred i unazad.
14: Izracˇunati inicijalne verovatnoc´e stanja pis, verovatnoc´e prelaza iz-
med¯u stanja as1,s2 , težine komponenti mešavina wsm, kao i njihove
srednje vrednosti µsm i kovarijansne matrice Σsm.
15: Kraj ako
16: Kraj Za
Slika 17: Procedura za estimaciju parametara SEGMM. Sa Nem je oznacˇen broj itera-
cija EM algoritma, sa Nsp broj iteracija za odred¯ivanje recˇnika.
Na slici 17 je u formi pseudo koda prikazana procedura obuke SEGMM-a.
Pošto se predloženi model zasniva na ideji retke reprezentacije karakteristicˇnih
vektora, prvi korak u estimaciji parametara modela predstavlja izracˇunavanje
karakteristicˇnih vektora vsmi i karakteristicˇnih vrednosti λ−1smi svih kovarijan-
snih matrica koje cˇine model (korak 3 na slici 17). Inicijalizacija vektora se vrši
izborom grupa karakteristicˇnih vektora, pri cˇemu te grupe obrazuju karakteri-
sticˇni vektori jedne kovarijansne matrice. Motivacija za ovakav izbor inicijalnih
atoma recˇnika leži u cˇinjenici da su karakteristicˇni vektori jedne kovarijansne
matrice med¯usobno ortogonalni i da je na ovaj nacˇin moguc´e pokriti više razli-
cˇitih pravaca u prostoru karakteristicˇnih vektora, i time donekle ubrzati proce-
52 retka reprezentacija inverznih kovarijansnih matrica
duru odred¯ivanja recˇnika. Treba istac´i da se inicijalizacija recˇnika (korak 5 na
slici 17) realizuje samo na pocˇetku, kada ne postoji prethodno odred¯eni recˇnik.
Nakon izracˇunavanja karakteristicˇnih vektora svih kovarijansnih matrica i
formiranja inicijalnog recˇnika pristupa se odred¯ivanju retkih kodova i atoma
(koraci 7-10 na slici 17). Za ove potrebe kao što je vec´ navedeno iskorišc´ena
je metoda ucˇenja recˇnika u letu uz l0 regularizator, koja je detaljno opisana
u poglavju 3. Umesto osnovne varijante ovog algoritma, koja podrazumeva
odred¯ivanje recˇnika vektor po vektor, izabrana je varijansa u kojoj se prera-
cˇun novog recˇnika vrši uzimanjem grupa vektora, da bi se povec´ala brzina
konvergencije (Mairal et al., 2009). Nakon Nsp iteracija koje su imale za cilj
odred¯ivanje recˇnika, vrši se ponovno izracˇunavanje retkih kodova za svaki ka-
rakteristicˇni vektor (korak 11 na slici 17). Da bi se upotpunio SEGMM pored
recˇnika i retkih kodova potrebno je težine (wsm) i srednje vrednosti (µsm) za-
meniti odgovarajuc´im konstantama csm i projekcijama srednjih vrednosti ¯µsm
datih jednacˇinama (83) i (84) respektivno.
Nastavak modifikovane EM procedure podrazumeva poravnanje modela sa
odgovarajuc´im opservacijama i izracˇunavanje verovatnoc´a unapred (forward)
i unazad (backward) koje se koriste dalje za izracˇunavanje vrednosti γt(s) i
ξt(s1, s2) (korak 13 na slici 17). Ovaj modifikovani E (ocˇekivanje) korak se
razlikuje od standardnog E koraka EM algoritma za HMM-GMM opisanog u
(Huang et al., 2001), po tome što se za izracˇunavanje gustina verovatnoc´a emito-
vana koristi SEGMM. Sa druge strane M (maksimizacija) korak podrazumeva
izracˇunavanje parametara standardnog HMM-GMM primenom jednacˇina (90–
94) (korak 14 na slici 17). Naravno prethodna dva koraka (koraci 13 i 14 na slici
17) nisu neophodna ukoliko se procedura obuke završava. Ukoliko to nije slu-
cˇaj prethodno opisana procedura se nastavlja od faze u kojoj se izracˇunavaju
karakteristicˇni vektori i vrednosti svih estimiranih punih kovarijansnih matrica
(korak 3 na slici 17).
Kod sistema koji su predstavljeni u ovom radu realizovane su samo dve ite-
racije EM algoritma (Nem = 2) pri cˇemu druga iteracije nije rezultovala pobolj-
šanjem performansi prepoznavacˇa. Sa druge strane broj iteracija za estimaciju
recˇnika je bio relativno veliki (Nsp = 240).
4.4 opravdanost kriterijumske funkcije
U ovom delu je formalno pokazano da se minimizovanje KLD-a izmed¯u dve
D-dimenzionalne Gausove raspodele koje imaju iste srednje vrednosti, i kova-
rijansne matrice sa istim karakteristicˇnim vrednostima može svesti na minimi-
zaciju euklidskog rastojanja izmed¯u karakteristicˇnih vektora koji odgovaraju is-
tim karakteristicˇnim vrednostima. U cilju skrac´enja notacije iz oznaka za pune
kovarijansne matrice, karakteristicˇne vektore i karakteristicˇne vrednosti bic´e
izostavljeni indeksi koji oznacˇavaju pripadnost komponente odred¯enom sta-
nju i mešavini. Stoga c´e u daljem tekstu originalna puna kovarijansna matrica
biti oznacˇena sa Σo, njeni karakteristicˇni vektori sa voi, njene karakteristicˇne
vrednosti λ−1i njena aproksimaciona matrica sa Σa, a karakteristicˇni vektori
aproksimacione matrice sa vai.
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Definicioni izraz za Kulbak-Lajbler divergencu gustine raspodele q(x) do
gustine raspodele p(x) je:
DKL(p||q) =
∫∞
−∞ p(x) ln
(
p(x)
q(x)
)
dx (95)
Može se pokazati da u slucˇaju dve Gausove raspodele N1 i N2 opisane para-
metrima (µ1,Σ1) i (µ2,Σ2) KLD svodi na sledec´i izraz:
DKL(N1||N2) =
1
2
(
(µ2 − µ1)
T Σ−12 (µ2 − µ1) − ln
|Σ1|
|Σ2|
+ trag
(
Σ−12 Σ1
)
−D
)
(96)
U slucˇaju kada dve Gausove raspodele imaju istu srednju vrednost prvi cˇlan
se eliminiše, tako da se izraz (96) za problem od interesa svodi na:
DKL(No||Na) =
1
2
(
ln
|Σa|
|Σo|
+ trag
(
Σ−1a Σo
)
−D
)
(97)
Pošto za bilo koje a,b ∈ R važi a+ b 6 |a|+ |b|6 KLD Gausove raspodele sa
aproksimiranom kovarijansnom matricom do Gausove raspodele sa original-
nom kovarijansnom matricom se može ogranicˇiti sa gornje strane na sledec´i
nacˇin:
DKL(No||Na) 6
1
2
∣∣∣∣ln |Σo||Σa|
∣∣∣∣+ 12 ∣∣∣trag(Σ−1a Σo) −D∣∣∣ (98)
Da bi se gornja granica prikazala kao funkcija odstupanja aproksimirane ka-
rakteristicˇne vrednosti od originalne bic´e iskorišc´ene sledec´e cˇinjenice:
• marica Σo se može dekomponovati na sledec´i nacˇin Σo = VoΛ−1VTo ,
gde je Vo matrica koja sadrži karakteristicˇne vektore matrice Σo odnosno
Vo = [vo1, vo2, . . . , voD], a Λ dijagonalna matrica koja sadrži karakteri-
sticˇne vrednosti matrice Σ−1o odnosno Λii = λi7 za i = 1, 2 . . . ,D,
• matrica Σa se može prikazati na sledec´i nacˇin Σa = (Vo + E)Λ−1(Vo +
E)T gde je sa E oznacˇena matrica grešaka aproksimacije cˇije su kolone
ei = vai − voi za i = 1, 2 . . . ,D.
U cilju bolje preglednosti u daljem tekstu svaki od cˇlanova izraza (98) c´e se
razmatrati zasebno.
Prvi cˇlan izraza (98) može se transformisati korišc´enjem osobina determi-
nante i cˇinjenice da je apsolutna vrednost determinantne matrice Vo jednaka
1, na sledec´i nacˇin:
6 Oznaka za determinantu matrice i apsolutnu vrednost je identicˇna (| · |) ali na osnovu oznake
promenljive je jasno koja je od ove dve operacije u pitanju pošto su matrice oznacˇene velikim
masnim slovima, a skalari normalnim slovima.
7 Da bi se izbeglo uvod¯enje novih oznaka, karakteristicˇne vrednosti kovarijansnih matrica izra-
žene su preko karakteristicˇnih vrednosti odgovarajuc´ih inverznih matrica pošto su one mnogo
ranije uvedene.
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∣∣∣∣ln |Σo||Σa|
∣∣∣∣ =
∣∣∣∣∣∣ln
∣∣∣(Vo + E)Λ−1(Vo + E)T ∣∣∣∣∣∣VoΛ−1VTo∣∣∣
∣∣∣∣∣∣ (99)
=
∣∣∣∣∣ln |Vo + E| |Λ|−1 |Vo + E||Vo| |Λ|−1 |Vo|
∣∣∣∣∣ (100)
=
∣∣ln |Vo + E|2∣∣ (101)
Teorema u teoriji preturbacija matrica (Ipsen i Rehman, 2008) tvrdi sledec´e:
| |Vo|− |Vo + E| | 6 sD−1‖E‖2 +O(‖E‖22) (102)
gde je ‖ · ‖2 2-norma matrice,8 i sD−1 je D− 1-va elementarna simetricˇna funk-
cije singularnih vrednosti matrice Vo.9 Pošto je sD−1 6 Dσ1σ2 · · ·σD−1 (Ipsen
i Rehman, 2008) i pošto su singularne vrednosti matrice Vo koja je unitarna
jednake 1 (Golub i van Van Loan, 1996) sledi da je sD−1 6 D, odnosno jedna-
cˇina (102) dobija sledec´i oblik:
| |Vo|− |Vo + E| | 6 D‖E‖2 +O(‖E‖22) (103)
Pošto je Vo unitarna tada je njena determinanta |Vo| jednaka ili 1 ili −1 (Golub
i van Van Loan, 1996). Ukoliko je |Vo| = 1 tada na osnovu (103) sledi:
1−
(
D‖E‖2 +O(‖E‖22)
)
6 |Vo + E| 6 1+
(
D‖E‖2 +O(‖E‖22)
)
(104)
odnosno ukoliko je |Vo| = −1 onda:
−
(
1+D‖E‖2 +O(‖E‖22)
)
6 |Vo + E| 6 −
(
1−D‖E‖2 −O(‖E‖22)
)
(105)
Na osnovu nejednakosti (104) i (105) i cˇinjenice da je D‖E‖2 +O(‖E‖22) nene-
gativno sledi:
| |Vo + E| | 6 1+
(
D‖E‖2 +O(‖E‖22)
)
(106)
Stoga prvi cˇlan u izrazu (98) se može ogranicˇiti sa gornje strane na sledec´i
nacˇin:∣∣∣ln |Vo + E|2∣∣∣ = |2 ln | |Vo + E| || 6 ∣∣2 ln (1+D‖E‖2 +O(‖E‖22))∣∣ (107)
odnosno koristec´i poznatu nejednakost ln(1+ x) 6 x za svako x ∈ R+∣∣∣ln |Vo + E|2∣∣∣ 6 2D‖E‖2 + 2O(‖E‖22) (108)
Cilj je pokazati da je gornja granica greške aproksimacije funkcija l2-norme ra-
zlike odgovarajuc´ih karakteristicˇnih vektora (koji predstavljaju kolone matrice
8 Za proizvoljnu matricu A 2-norma se definiše pomoc´u kolicˇnika l2-normi vektora Ax i x na
sledec´i nacˇin: ‖A‖2 = supx 6=0 ‖Ax‖2‖x‖2 .
9 Za kvadratnu matricu A dimenzija D×D cˇije su singularne vrednosti σ1 > . . . > σD, k-ta
elementarna simetricˇna funkcija simetricˇnih vrednosti definisana je sa:
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E) potrebno je 2-normu matrice E prevesti u Frobenijusovu normu.10 Ubaciva-
njem sledec´e nejednakosti (Golub i van Van Loan, 1996):
‖E‖2 6 ‖E‖F =
√√√√ D∑
i=1
D∑
j=1
E2ij =
√√√√ D∑
i=1
‖ei‖22 (109)
u izraz (108) dobija se:
∣∣∣ln |Vo + E|2∣∣∣ 6 2D
√√√√ D∑
i=1
‖ei‖22 + 2O(
D∑
i=1
‖ei‖22). (110)
cˇime je završeno ogranicˇavanje prvog cˇlana izraza (98).
Kovarijansne matrice koje figurišu u drugom cˇlanu izraza (98) se takod¯e
mogu predstaviti pomoc´u proizvoda odgovarajuc´ih karakteristicˇnih vektora i
vrednosti odnosno:∣∣∣trag(Σ−1a Σo) −D∣∣∣ = ∣∣∣∣trag((VTo + ET)−1Λ (Vo + E)−1VoΛ−1VTo)−D∣∣∣∣
(111)
Ukoliko se iskoristi cˇinjenica da je matrica Vo unitarna11 za dovoljno male
vrednosti E može se pokazati da važi (Vo + E)(Vo + E)T ≈ I odnosno da
je
(
VTo + E
T
)−1
≈ (Vo + E) i (Vo + E)−1 ≈ (Vo + E)T , te izraz (111) dobija
sledec´i oblik:∣∣∣trag(Σ−1a Σo) −D∣∣∣ ≈ ∣∣∣trag((Vo + E)Λ (Vo + E)T VoΛ−1VTo)−D∣∣∣ (112)
Primenom osobina ciklicˇnosti traga, kao i cˇinjenice da je Vo unitarna matrica
trag sa desne strane u izrazu (112) se može dodatno uprostiti na sledec´i nacˇin:
trag
(
(Vo + E)Λ (Vo + E)
T VoΛ
−1VTo
)
= trag
(
Λ (Vo + E)
T VoΛ
−1VTo (Vo + E)
)
= trag
(
Λ
(
I+ ETVo
)
Λ−1
(
I+VToE
))
=
D∑
i=1
D∑
j=1j6=i
λi
λj
(
eTi vj
)2 D∑
i=1
(
1+ eTi vi
)2
=
D∑
i=1
D∑
j=1
λi
λj
(
eTi vj
)2
+ 2
D∑
i=1
eTi vi +D (113)
cˇime se dobija:
∣∣∣trag(Σ−1a Σo) −D∣∣∣ ≈
∣∣∣∣∣∣
D∑
i=1
D∑
j=1
λi
λj
(
eTi vj
)2
+ 2
D∑
i=1
eTi vi
∣∣∣∣∣∣ (114)
10 Frobeniusova norma koja je za m × n dimenzionalnu matricu definisana sa ‖X‖F =√∑m
i=1
∑n
j=1 X
2
ij.
11 Proizvoljna matrica A je unitarna ukoliko važi AA∗ = A∗A = I, odnosno A−1 = A∗ gde je ∗
konjugovano transponovanje.
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Pošto je vrednost skalarnog (unutrašnjeg) proizvoda proizvoljnog vektora x
i jedinicˇnog vektora u uvek manja ili jednaka od l2-norme vektora x, sledi da
je eTi vj 6 ‖ei‖2 odnosno:
∣∣∣trag(Σ−1a Σo) −D∣∣∣ 6
∣∣∣∣∣∣
D∑
i=1
D∑
j=1
λi
λj
‖ei‖22 + 2
D∑
i=1
‖ei‖2
∣∣∣∣∣∣ (115)
Na osnovu jednacˇina (98), (110) i (115) sledi da je gornja granica KLD direktna
funkcija euklidskog rastojanja izmed¯u odgovarajuc´ih karakteristicˇnih vektora
odnosno:
DKL(No||Na) 6 D
√∑D
i=1 ‖ei‖22 +O(
∑D
i=1 ‖ei‖22) +
+12
∑D
i=1
∑D
j=1
λi
λj
‖ei‖22 +
∑D
i=1 ‖ei‖2 (116)
Treba napomenuti da su iz gornjeg izraza izostavljene apsolutne vrednosti po-
što su norme vektora nenegativne, kao i karakteristicˇne vrednosti kovarijan-
snih matrica jer su pozitivno definitne.
Kao što se iz priloženog može videti, smanjivanjem euklidskog rastojanja iz-
med¯u originalnog karakteristicˇnog vektora i njegove aproksimacije (koja može
da bude dobijena pomoc´u retke reprezentacije), smanjuje se razlika izmed¯u ori-
ginalne Gausove respodele i njene aproksimacije što za posledicu ima i manju
grešku prilikom izracˇunavanja izglednosti pojedinacˇne opservacije. Iz prilože-
nog se može videti da u slucˇaju loše kondicioniranih kovarijansnih matrica
kolicˇnik karakteristicˇnih vrednosti λi/λj može postati dominantan faktor u
izrazu (116) i u slucˇajevima kada su razlike izmed¯u originalnog i aproksimira-
nog karakteristicˇnog vektora male. Stoga da bi predloženi model funkcionisao
neophodno je obezbediti da kovarijansne matrice budu dobro kondicionirane,
odnosno da se za estimaciju parametara svake Gausove raspodele obezbedi
dovoljan broj opservacija.
4.5 rezime
U ovom poglavlju je izložen detaljan pregled modela koji se zasniva na
aproksimaciji inverznih kovarijansnih matrica korišc´enjem retke reprezenta-
cije njihovih karakteristicˇnih vektora. Pored samog formalnog opisa modela
data je i analiza njegovih prednosti kao i mana u odnosu na postojec´e vari-
jante GMM-a sa aspekta broja potrebnih parametara za opis modela i broja
racˇunskih operacija za izracˇunavanje izglednosti. Kao i u slucˇaju vec´ine dru-
gih naprednijih pristupa modelovanju zasnovanih na GMM-u broj parametara
i racˇunskih operacija je nekoliko puta vec´i od broja koji je potreban u slucˇaju
GMM-a sa dijagonalnim aproksimacijama kovarijansnih matrica i znacˇajno ma-
nji od broja koji je potreban za GMM-a sa punim kovarijansnim matricama. U
odnosu na nacˇine modelovanja koji postižu tacˇnost blisku tacˇnosti GMM-a sa
punim kovarijansnim matricama, broj parametara kao i broj izracˇunavanja je
približan, ali to zavisi i od izbora konkretnih parametara modela što c´e biti de-
taljnije obrad¯eno u eksperimentalnom delu ovog rada. Iako je broj parametara
redukovan u odnosu na varijantu GMM-a sa punim kovarijansnim matricama,
za uspešnu estimaciju parametara neophodno je obezbediti dobro kondicioni-
ranu kovarijansnu matricu, odnosno dovoljan broj opservacija.
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Pošto je minimizacija euklidskog rastojanja izmed¯u odgovarajuc´ih12 karak-
teristicˇnih vektora kovarijansnih matrica isto što i minimizacija KLD-a izmed¯u
Gausovih raspodela koje opisuju, obuka postojec´eg modela se prirodno uklapa
u obuku na principu maksimizacije izglednosti. Iako je sam model opisan sa
znacˇajno manjim brojem parametara nego model sa punim kovarijansnim ma-
tricama, procedura obuke je znacˇajno duža nego u slucˇaju obuke GMM-a sa
punim kovarijansnim matricama, pošto je pored izracˇunavanja punih kovari-
jansnih matrica potrebno u iterativnoj proceduri odrediti recˇnik i retke kodove
za sve karakteristicˇne vektore. S aspekta performansi modela, produženje pro-
cedure obuke nije kriticˇan faktor jer nije neophodno da se procedura obuke
realizuje u realnom vremenu, ali je vrlo bitna redukcija broja operacija pri iz-
racˇunavanju logaritma izglednosti opservacije.
12 Odgovarajuc´ih u smislu da odgovaraju istim karakteristicˇnim vrednostima.
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P R E G L E D K O R I Š C´ E N I H G O V O R N I H B A Z A I
S O F T V E R S K I H A L ATA
5.1 uvod
Ovaj odeljak daje pregled govornih baza i softverskih alata koji su korišc´eni
za obuku i testiranje analiziranih sistema za prepoznavanje govora. Za potrebe
ovog rada su iskorišc´ene dve govorne baze koje se vec´ duži niz godina u go-
tovo neizmenjenom obliku koriste za obuku i testiranje sistema za prepozna-
vanje govora na srpskom jeziku. Prva govorna baza, nosi oznaku SpeechDat
II, snimljena je na Fakultetu tehnicˇkih nauka u Novom Sadu i sadrži vec´i deo
materijala koji se koristi za potrebe obuke i testiranja sistema za prepoznava-
nje govora. Druga baza nosi oznaku S70W100s120T je po obimu znatno manja,
preuzeta je sa Elektrotehnicˇkog fakulteta u Beogradu i naknadnom obradom
prilagod¯ena telefonskom kanalu. Za realizaciju eksperimenata u ovom radu
korišc´eni su softverski alati koji su razvijeni na Fakultetu tehnicˇkih nauka, ali
i neki javno dostupni softverski paketi, namenjeni optimizaciji ciljnih funkcija
kao što je SPAMS.
5.2 opis govornih baza
Govorna baza SpeechDat II je snimljena na Fakultetu tehnicˇkih nauka u No-
vom Sadu za potrebe istraživanja i razvoja govornih aplikacija kojima bi se
pristupalo preko javne telefonske mreže. Svi audio fajlovi sadrže snimke go-
vornih signala koji su prošli kroz javnu telefonsku mrežu i snimljeni su u PCM
formatu sa po 16 bita po odmerku i ucˇestanošc´u odabiranja 8 kHz. Govorna
baza je podeljena na dva disjunktna podskupa od kojih se jedan koristi isklju-
cˇivo za obuku sistema i drugi koji se koristi za testiranje. Deo baze koji je name-
njen obuci sistema sacˇinjavaju snimci 513 govornika (266 muških i 247 ženskih)
ukupnog trajanja 28.5 sati od cˇega 12 sati cˇini govor, a 16.5 sati tišina i oštec´eni
govorni segmenti. Pratec´e transkripcije audio fajlova su na nivou fonema, pri
cˇemu su granice izmed¯u fonema “rucˇno” pregledane i po potrebi korigovane.
Kao i druge baze snimljene po SpeechDat(E) standardu i ovu bazu cˇine snimci
sa izolovano izgovorenim recˇima (komande za upravljanje racˇunarom, kretanje
kroz menije, gradovi, horoskopski znaci, licˇna imena i prezimena), izolovano
izgovorenim ciframa i sekvencama cifara, sintagme koje predstavljaju novcˇane
iznose, datume kao i recˇenice opšte sadržine. Deo baze koji je namenjen te-
stiranju sacˇinjavaju snimci 184 govornika (107 muških i 77 ženskih) ukupnog
trajanja od oko 60 minuta od cˇega je oko 32 minuta govor, a 28 minuta tišina
i šum. Pošto se u testovima ne koristi blok za automatsku detekciju govorne
aktivnosti, celokupan materijal se koristi pri prepoznavnaju, tako da za razliku
od baze za obuku ova podela na govorne i negovorne segmente nije u toj meri
bitna, kao u slucˇaju baze koja se koristi za obuku.
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Govorna baza koja nosi oznaku S70W100s120 je snimljena u studijskim uslo-
vima na Elektrotehnicˇkom fakultetu u Beogradu 80-ih godina prošlog veka.
Inicijalni zvucˇni zapis je bio analogni, koji je naknadno u prostorijama Radio
Novog Sada prebacˇen u digitalni PCM format sa po 16 bita po odmerku i sa
ucˇestanošc´u odabiranja od 22.05 kHz. Za potrebe istraživanja i razvoja sistema
za prepoznavanje govora telefonskog kvaliteta formirana je nova baza koja
nosi oznaku S70W100s120T, koja je dobijena propuštanjem signala kroz FIR
filtre koji su simulirali telefonske kanale, smanjivanjem ucˇestanosti odabiranja
na 8 kHz i dodavanjem odred¯enog nivoa Gausovog šuma. Bazu S70W100s120T
sacˇinjavaju snimici 180 govornika (109 muškaraca i 71 žena) ukupnog trajanja
6.4 sata od cˇega 3.7 sati cˇini govor i 2.7 sati tišina. Snimci sadrže izolovano
izgovorene recˇi (uglavnom vojne komande i termine), cifre od 0 do 9, kao i re-
cˇenice opšte tematike. Prilikom formiranja baze vod¯eno je racˇuna da baza bude
fonetski izbalansirana, tako da je frekvencija pojavljivanja fonema koji se retko
srec´u u srpskom jeziku nešto vec´a od njihove frekvencije u prirodnom jeziku.
Kao i u slucˇaju SpeecDat II i u ovoj bazi pratec´e transkripcije audio fajlova su
na nivou fonema, pri cˇemu su granice izmed¯u fonema “rucˇno” pregledane i
po potrebi korigovane.
5.3 opis korišc´enih softverskih alata
Osnovni skup softverskih alata koji su korišc´eni za obuku i testiranje sistema
za automatsko prepoznavanje govora su razvijeni na Fakultetu tehnicˇkih na-
uka Univerziteta u Novom Sadu. Ovi alati su realizovani u programskom je-
ziku C++ korišc´enjem Microsoftovog razvojnog okruženja Visual Studio. Kod
je organizovan u nekoliko biblioteka u zavisnosti od zadataka koje pojedine
C++ klase odnosno funkcije (procedure) vrše, te razlikujemo sledec´e:
• slib – biblioteka namenjena obradi signala
• sslib – biblioteka za konverziju ASCII tekstualnih fajlova u odgovarajuc´e
sisteme za obradu signala kombinujuc´i elemente slib bibilioteke.
• csrlib – biblioteka namenjena obuci i testiranju sistema za prepoznavanje
govora
• an_misc – biblioteka opšte namene, namenjena obradi i parsiranju teksta,
streamingu podataka, radu sa fajlovima i sl..
Sve modifikacije postojec´ih funkcija kao i nove funkcije koje su bile neophodne
za realizaciju sistema opisanih u ovom radu autor ovog rada je samostalno
implementirao i testirao.
Estimacija transformacionih matrica za slucˇaj HLDA realizovana je u pro-
gramskom paketu Matlab korišc´enjem koda koji je naveden u (Kumar, 1997).
Za potrebe rada skup funkcija je proširen i varijantom transformacije koja pret-
postavlja nezavisnost diskriminativnih transformisanih obeležja i zavisnosti
nediskriminativnih transformisanih obeležja (Jakovljevic´ et al., 2013). Za po-
trebe pronalaženja retke reprezentacije karakteristicˇnih vektora kovarijansnih
matrica, iskorišc´ena je javno dostupna Matlabova bibilioteka alata za optimiza-
ciju SPAMS koju je moguc´e preuzeti sa http://spams-devel.gforge.inria.fr.
Razlog zašto je izabrana ova implementacija za optimizaciju jeste da je u okviru
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nje podržan algoritam odred¯ivanja recˇnika u letu, koji je pogodan u situacijama
kada je na raspolaganju izuzetno veliki broj vektora, što je bio slucˇaj u ovom
radu.
5.3.1 Ekstrakcija obeležja
Modul za ekstrakciju obeležja je realizovan kombinovanjem i povezivanjem
elemenata slib biblioteke. Blok šema realizacije ekstraktora je data na slici 18.
Na ulazu ekstraktora se nalazi digitalizovan audio signal (16 bita po odmerku,
ucˇestanost odabiranja 8 kHz), koji se prozorira Hemingovom (Hamming) pro-
zorskom funkcijom cˇija je širina 30 ms (240 odbiraka), što se vrši na svakih
10 ms (80 odbiraka). Za svaki prozorirani segment signala (u nastavku teksta
c´e biti korišc´en termin frejm) se izdvaja po jedan vektor obeležja. Da bi se iz-
racˇunali mel-frekvencijski kepstralni koeficijenti (MFCC Mel-frequency cepstral
coefficient) neophodno je prvo izracˇunati amplitudski spektar korišc´enjem dis-
kretne Furijeove transformacije (DFT). Pri izracˇunavanju MFCC-a delimicˇno
se oponaša proces koji se dešava na bazilarnoj membrani uha, odnosno spek-
tar signala se deli na podopsege koji simuliraju kriticˇne opsege, zatim se za
svaki od podopsega procenjuje energija koja se potom logaritmuje (Morgan
et al., 2004). Svrha logaritmovanja je smanjenje dinamicˇkog opsega amplituda
pojedinih komponenata u spektru, te se ponekad logaritam zamenjuje funk-
cijom koja vrši kvadratno ili kubno korenovanje. Treba napomenuti da je lo-
garitmovanje podesnije, pošto omoguc´ava eliminisanje uticaja konvolutivnog
šuma (kanala) jednostavnim oduzimanjem, što se koristi u postupku normali-
zacije srednjom (prosecˇnom) vrednošc´u kepstrala (CMN Cepstral mean norma-
lization).1 Zbog preklapanja koje postoji izmed¯u spektralnih podopsega ovako
izracˇunati logaritmi energija su u velikoj meri korelisani stoga se primenjuje
diskretna kosinusna transformacija (DCT) koja ih u odred¯enoj meri dekoreliše.
Pošto je informacija o tome šta je recˇeno sadržana u obvojnici spektra, DCT
koeficijenti koji odgovaraju sinusoidama na višim ucˇestanostima se odbacuju
kao suvišni. Još jedan od razloga zašto se vrši odbacivanje ovih koeficijenata
jeste redukcija dimenzionalnosti prostora obeležja (Chiu i Stern, 2008), pošto u
sistemima namenjenim prepoznavanju oblika obeležja koja ne doprinose diski-
riminaciji izmed¯u klasa nažalost najcˇešc´e povec´avaju konfuziju izmed¯u klasa
(Jiang, 2011).
Pošto su svi sistemi koji su razmatrani u ovom radu namenjeni prepoznava-
nju govora telefonskog kvaliteta, što podrazumeva da je spektar signala ogra-
nicˇen na 4 kHz kao i da su komponente signala na niskim i visokim ucˇesta-
nostima znacˇajno oslabljene, nakon izracˇunavanja DFT spektra ovi oštec´eni
segmenti, odnosno komponente signala koje se nalaze na ucˇestanostima ispod
1 Ideja na kojoj se zasniva CMN je relativno jednostavna i podrazumeva korišc´enje cˇinjenice da
konvoluciji u vremenskom domenu odgovara množenje u frekvencijskom domenu. Neka je x(n)
govorni signal, h(n) impulsni odziv kanala i y(n) govorni signal na izlazu iz kanala, tada važi
y(n) = x(n) ∗h(n) odnosno Y(ω) = X(ω)H(ω). Pošto se pri ekstrakciji obeležja posmatra samo
amplitudski spektar (vrednost energije na pojedinim ucˇestanosnima, ali ne i njena faza) tada se
logaritmovanjem dobija: ln |Y(ω)| = ln |X(ω)H(ω)| = ln |X(ω)|+ ln |H(ω)| odakle se jasno vidi
da se do logaritma amplitudskog spektra originalnog govornog signala može doc´i tako što se
od ln |Y(ω)| oduzme ln |H(ω)|. Uprosecˇivanjem vrednosti ln |Y(ω)| se dolazi do grube procene
ln |H(ω)| ali i dela govornog signala koji je sporopromenljiv odnosno ne nosi informaciju o tome
šta je recˇeno.
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Slika 18: Blok šema ekstraktora obeležja.
50 Hz i iznad 3.8 kHz se zanemaruju prilikom izracˇunavanja MFCC obeležja.
Preostali frekvencijski opseg (od 50 Hz do 3.8 kHz) se deli na 22 podopsega,
koji su raspored¯eni ekvidistantno na mel skali tako da je preklapanje izmed¯u
susednih podopsega 50%. Treba napomenuti da u ovoj realizaciji pojasni fil-
tri koji dele spektar na podopsege imaju standardni oblik frekvencijskih ka-
rakteristika (na mel skali obrazuju jednokrake trouglove). Logaritmi energija
ova 22 podopsega se primenom DCT transformišu u 13 MFCC-a, pri cˇemu
se nulti koeficijent koji predstavlja grubu procenu energije frejma odbacuje
(Huang et al., 2001). Umesto njega vektoru obeležja se dodaje energija koja je
izracˇunata na standardan nacˇin kao suma kvadrata odmeraka koji pripadaju
datom frejmu. Da bi se eliminisale varijacije energije koje su posledica razlicˇite
glasnoc´e razlicˇitih govornika i promene glasnoc´e jednog govornika tokom vre-
mena vrši se normalizacija energije (Zhu i O’Shaughnessy, 2005). Prvi korak
pri normalizaciji energije jeste redukcija njene dinamike tako što se umesto
energije posmatra njen cˇetvrti koren, nakon cˇega se traže položaji maksimuma
i same maksimalne vrednosti u prozorima širine 250ms. Normalizacija energije
se vrši tako što vrednost cˇetvrtog korena energije deli sa procenjenim lokalnim
maksimumom koji se dobija kao linearna interpolacija njemu najbližih lokalnih
maksimuma. Više detalja o prednostima ovakvog nacˇina normalizacije energije
moguc´e je nac´i u (Jakovljevic´ et al., 2008).
Izdvajanje dinamicˇkih beležja (delta i delta-delta obeležja) se vrši naknadno
pomoc´u odgovarajuc´ih funkcija iz csrlib biblioteke. Funkcija koja se koristi za
izracˇunavanje delta obeležja koristi regresioni obrazac:
∆ct,i =
∑Θ
θ=1 θ (ct+θ,i − ct−θ,i)
2
∑Θ
θ=1 θ
2
(117)
gde je ct,i i-to obeležje u trenutku t, a 2Θ broj susednih frejmova sa leve i de-
sne strane posmatranog frejma koje je potrebno uzeti pri izracˇunavanju. Delta-
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delta obeležja se dobijaju ukoliko se jednacˇina (117) primeni na prethodno iz-
racˇunata delta obeležja. U eksperimentima koji su realizovani za potrebe ovog
rada, pri izracˇunavanju delta obeležja parametar Θ je bio 2, a za delta-delta
obeležja 1.
Da bi se veštacˇki proširio skup za obuku i na taj nacˇin poboljšala efikasnost
estimiranih parametara modela, prilikom obuke obeležja su izdvajana na sva-
kih 5 ms. Ova promena nema uticaja na vrednosti staticˇkih obeležja, ali zna-
cˇajno uticˇe na dinamicˇka, odnosno neophodno je uvesti odgovarajuc´u korek-
ciju. Ovaj problem je prevazid¯en tretiranjem dinamicˇkih obeležja kao izvoda
kontinualne funkcije po vremenu odnosno:
∆ct,i =
dci(t)
dt
=
1
Ts
∑ΘTs
θ=1 θ (ct+θ,i − ct−θ,i)
2
∑ΘTs
θ=1 θ
2
(118)
gde je sa Ts oznacˇeno vreme izmed¯u dva susedna frejma, pri cˇemu se i vred-
nost ΘTs menja tako da se pri racˇunanju dinamicˇkih obeležja uzima prozor
istog ili približno istog trajanja. Pošto je usvojeno da se obeležja za vrednost
pomeraja frejma od 10 ms racˇunaju i dalje kao u izrazu (117), izraz sa desne
strane jednacˇine (118) se dodatno množi sa 10 ms. Više detalja u vezi sa ko-
rišc´enjem razlicˇitih vrednosti pomeraja frejma u procesu obuke i testiranja se
može nac´i u (Pekar et al., 2010).
Iako se statisticˇko modelovanje akusticˇkih karakteristika govora realizuje po-
moc´u GMM-a koje uzimaju u obzir rasipanje (varijanse) pojedinih obeležja, ali
samo na lokalnom nivou, sva obeležja se skaliraju sa njihovim standardnim
devijacijama koje su procenjene na celokupnom skupu za obuku. Na ovaj na-
cˇin se ujednacˇava uticaj korišc´enih obeležja i prevazilazi moguc´i problem da
obeležja koja imaju vec´e rasipanje pošto imaju vec´e vrednosti budu bitnija za
proces prepoznavanja (Theodoridis i Koutroumbas, 2006). Standardni nacˇin na
koji se ovo prevazilazi u automatskom prepoznavanju govora je pomoc´u tzv.
lifterovanja, množenja koeficijenata podignutom sinusnom funkcijom (Young
et al., 2009).
Pored informacije o tome kako izgleda obvojnica spektra u datom trenutku
koju nose staticˇka obeležja za prepoznavanje govora bitan je i kontekst od-
nosno oblik obvojnice spektra u susednim frejmovima (Morgan et al., 2004).
Potreba za poznavanjem konteksta i moguc´nost redukcije dimenzionalnosti
prostora obeležja koju pruža (H)LDA je poslužila kao motiv za formiranje tzv.
konkatenativnih obeležja koja se dobijaju spajanjem (konkatenacijom) staticˇkih
obeležja iz susednih frejmova. Treba napomenuti da se i kod standardnih obe-
ležja informacija o kontekstu ukljucˇuje preko dinamicˇkih obeležja, što je bio
jedan od motiva za njihovo korišc´enje (Morgan et al., 2004).2 Broj uzastopnih
frejmova koji se koriste formiranje konkatenativnih obeležja varira od 5 do 11
cˇime je obuhvac´en interval od oko 50 ms do 110 ms.
5.3.2 Nacˇin modelovanja
Osnovna jedinica modelovanja je fonem zavisan od konteksta tzv. trifon. Iz-
borom trifona za jedinicu modelovanja smanjuju se razlike unutar jednog mo-
2 Drugi razlog koji se znatno cˇešc´e navodi kao obrazloženje za uvod¯enje dinamicˇkih obeležja jeste
postizanje uslovne nezavisnosti izmed¯u uzastopnih obeležja koju zahteva HMM (Gales i Young,
2008).
64 pregled korišc´enih govornih baza i softverskih alata
dela koje nastaju kao posledica koartikulacija u govoru. Biranjem vec´ih jedinica
modelovanja kao što su slogovi ili recˇi uticaj koartikulacije na varijabilnost mo-
dela bi se dodatno smanjio, ali bi se i znacˇajno smanjila moguc´nost proširivosti
skupa recˇi koje bi sistem mogao da prepoznaje. Pored toga ovo povec´anje jedi-
nice modelovanja bez proširenja skupa za obuku bi smanjilo statisticˇku efika-
snost procene parametara. Problem obezbed¯ivanja statisticˇki efikasne procene
parametara se javlja i pri izboru trifona kao jedinice modelovanja, pošto se broj
modela povec´ava, a kolicˇina podataka ostaje nepromenjena tako da pojedina
HMM stanja dobiju nedovoljan broj vektora obeležja za adekvatnu estimaciju
parametara Gausovih raspodela. Problem nedovoljnog broja parametara se de-
limicˇno može prevazic´i spajanjem akusticˇki i fonetski slicˇnih stanja. Standardni
nacˇin za spajanje3 slicˇnih stanja je pomoc´u klasterovanja na osnovu stabla (TBC
Tree-based clustering) (Young et al., 1994).
Kao što je poznato standardna TBC procedura vrši spajanja stanja na osnovu
opservacija koje su namenjene obuci sistema. Pošto skup za obuku sadrži is-
kaze više razlicˇitih govornika koji su snimani preko razlicˇitih telfonskih kanala
razumno je ocˇekivati da je rasipanje unutar klasa vec´e nego u slucˇaju da snimci
sadrže iskaze jednog govornika snimljenog preko jednog kanala. Ova varijabil-
nost može da izazove približavanje fonetski i akusticˇki razlicˇitih klasa, a samim
tim i njihovo spajanje tokom TBC procedure. Da bi izbegli ovakve potencijalne
greške u okviru ovog rada TBC procedura se primenjuje samo na opserva-
cijama jednog govornika koji je sniman preko istog kanala. Pri TBC-u svako
potencijalno stanje je opisano pomoc´u jedne Gausove raspodele, tako da je za
svaku od njih potrebno obezbediti dovoljan broj opservacija za estimaciju pa-
rametara raspodele, odnosno potrebna je relativno velika, fonetski balansirana
govorna baza. Gore navedene zahteve obicˇno ispunjavaju govorne baza name-
njene formiranju sistema za sintezu govora na osnovu teksta, te je za potrebe
ovog rada iskorišc´ena jedna takva baza namenjena sintezi govora na srpskom
jeziku, TTSlsSnezana (cˇiji je detaljan opis naveden u (Delic´ et al., 2013)).
Rezultat TBC procedure pokrenute na bazi koja sadrži snimke samo jednog
govornika jeste skup potencijalnih stanja koji odgovaraju listovima stabla (P)
kojima se pridružuje matrica njihovih med¯usobnih rastojanja (D). Kao mera
rastojanja izabranja je simetricˇna KLD koja je definisana sa:
DKLsym(p||q) =
1
2
(DKL(p||q) +DKL(q||p)) (119)
gde su sa p i q oznacˇene gustine raspodela kojima su opisana potencijalna
stanja. Pošto se pretpostavlja da je svako potencijalno stanje opisano pomoc´u
Gausove raspodele simetricˇna KLD dobija sledec´i oblik:
DKLsym(s1||s2) =
1
4
(
(µ2 − µ1)
T
(
Σ−12 +Σ
−1
1
)
(µ2 − µ1)+
+ trag
(
Σ−11 Σ2 +Σ
−1
2 Σ1
)
− 2D
)
(120)
gde su µi i Σi srednja vrednosti i kovarijansa Gausove raspodele koje su pri-
družene potencijalnim stanjima si (za i = 1, 2).
Pošto se govorna baza za formiranje potencijalnih stanja i govorna baza koja
se koristi za obuku sistema razlikuju, pri TBC-u se favorizuje pravljenje što
3 U ovom kontekstu se pod spojenim stanjima smatraju ona stanja koja dele istu funkciju gustine
raspodele emitovanja.
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Parametri: Dat je skup svih potencijalnih HMM stanja P, matrica rastojanja
izmed¯u stanjaD, minimalni broj opservacija za grad¯enje stanja nmin, mak-
simalni broj opservacija za grad¯enje stanja nmax i maksimalna KLD Kmax.
1: Inicijalizovati C = ∅
2: Za svako potencijalno stanje p iz P radi sledec´e:
3: Sp = p
4: Odrediti np – broj opservacija koje pripadaju trifonima iz Sp.
5: Dok je np < nmax radi sledec´e:
6: Sp = Sp ∪ s pri cˇemu s = arg minq∈P\Sp Dpq.
7: Odredi novo np
8: Ako Dps > Kmax onda
9: Ako nmin 6 np < nmax onda
10: C = C∪ p, pri cˇemu za obuku p treba korisiti sve instance koje su
navedene u Sp.
11: Kraj ako
12: Izad¯i iz petlje.
13: Kraj ako
14: Kraj petlje
15: Ako np > nmax onda
16: C = C ∪ p, pri cˇemu za obuku p treba korisiti sve instance koje su
navedene u Sp,
17: Kraj ako
18: Kraj Za
19: Ukloniti duplikate iz C – stanja koja se obucˇavaju na istim instancama.
20: Rezultat: C.
Slika 19: Pseudo kod procedure kojom se formiraju stanja modela na osnovu inicijal-
nih modela koje je dala TBC na jednom govorniku i rastojanja izmed¯u njih.
Rezultujuc´i skup HMM stanja je oznacˇen sa C.
vec´eg broja listova odnosno potencijalnih stanja. Da bi se izbegla moguc´nost
da ovaj veliki broj potencijalnih stanja generiše nepotrebno veliki broj stanja
konacˇnog modela, definišu se tri parametra: i) minimalni broj opservacija po
stanju, ii) maksimalni broj opservacija po stanju i iii) maksimalna vrednost
KLD-a po stanju. Na ovaj nacˇin se postiže kontrola rasipanja u okviru jednog
stanja koje se treba izgraditi (preko maksimalne KLD), kao i nepotrebno pove-
c´anje rasipanja za stanja cˇije su opservacije znacˇajno zastupljena u bazi (preko
maksimalnog broja opservacija po stanju). Parametar kojim se ogranicˇava mi-
nimalan broj opservacija se koristi za sprecˇavanje formiranja stanja kod kojih je
rasipanje jednako zadatoj maksimalnoj KLD dok je broj opservacija nedovoljan
za statisticˇki efikasnu estimaciju parametara. Vrednosti za ova tri parametra se
odred¯uju heuristicˇki i u ovom radu su iznosile 600, 4000 i 7 za minimalan broj
opservacija po stanju, maksimalan broj opservacija po stanju i KLD respek-
tivno.
Procedura kojom se na osnovu potencijalnih stanja (P) koju daje TBC i ra-
stojanja izmed¯u potencijalnih stanja odred¯uje skup stanja koji c´e se praviti (C)
je u formi pseudo koda prikazana na slici 19. Koje c´e od potencijalnih stanja
biti izabrano kao HMM stanje modela prvenstveno zavisi od broja opserva-
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cija u bazi za obuku koje su joj na raspolaganju. Ukoliko neka od klasa nema
dovoljan broj opservacija onda joj se pridružuju opservacije iz klasa koje su
joj bliske sve dok se ne sakupi dovoljan broj opservacija koje su potrebne za
izgradnju modela, ili dok se ne prekoracˇi maksimalno dozvoljeno rastojanje.
U cilju smanjenja varijabilnosti unutar jednog modela i pojednostavljenja na-
cˇina obuke, umesto standardnih 30 fonema srpskog jezika modeluje se njihov
prošireni skup koji je formiran:
• razlikovanjem naglašenih i nenaglašenih vokala,
• uvod¯enjem glasa šva,
• razdvajanjem okluzija i eksplozija kod ploziva i
• razdvajanjem okluzije i frikcije kod afrikata.
Podela na naglašene i nenaglašene vokale nije izvršena na osnovu lingvisticˇke
definicije, koja podrazumeva da je naglašen vokal onaj koji se nalazi u nagla-
šenom slogu recˇi, vec´ na osnovu energije i trajanja vokala i to ukoliko je vokal
duži od 65 ms i ako mu je energija vec´a od 85% vrednosti prosecˇne energije
tog vokala u bazi onda je naglašen u suprotnom je nenaglašen. Glas šva je
uveden da bi se modelovao zvucˇni deo vibranta r kada se nalazi u kontekstu
konsonanata, ali i neutralni vokal koji se pojavljuje prilikom izgovora pojedi-
nacˇnih konsonanata. Razdvajanje okluzija i eksplozija kod ploziva, odnosno
okluzija i frikcija kod afrikata je motivisana željom da se ubrza konvergencija
inicijalnih modela. Da bi se izbeglo uvod¯enje novih termina i pojednostavilo
izlaganje, u nastavku teksta izraz fonem c´e biti korišc´en za elemente ovog pro-
širenog skupa iako njegovi pojedini elementi to nisu. Lista fonema sa njihovim
oznakama i kratkim opisima je data u tabelama 3 i 4.
Pored modela glasova postoje modeli za tišinu, buku i neartikulisane seg-
mente. Model za buku ne opisuje sve tipove akusticˇkih smetnji vec´ samo onih
koje su impulsnog karaktera kao što su pucketanje, praskovi i sl., dok su preo-
stale vrste smetnji opisane modelom tišine. Model neartikulisanih segmenata,
kako što i samo ime kaže opisuje govorne segmente koji su neadekvatno arti-
kulisani, odnosno izgovoreni fonem je do te mere oštec´en da ga nije moguc´e
identifikovati samo na osnovu akusticˇke informacije. Treba napomenuti da u
labelama postoji i klasa oštec´enih fonema, ali za razliku od neartikulisanih
identitet oštec´enog fonema se lako odred¯uje. Opservacije koje pripadaju ošte-
c´enim fonemima se ne mogu koristiti za obuku odgovarajuc´ih modela pošto
predstavljaju atipicˇne predstavnike klasa, ali se same labele mogu uzimati kao
ispravan kontekst pošto je kod govornika postojala jasna namera da ih izgovori
odnosno vokalni trakt se kretao u ispravnom smeru. Model za neartikulisane
segmente se može lako uklopiti u bilo koji govorni segment stoga se ovaj mo-
del izostavlja u procesu prepoznavanja. Za modele tišine i buke se ne formi-
raju kontekstno zavisni modeli, pošto je cilj prepoznavanja govora odrediti šta
je recˇeno a ne tacˇne granice izmed¯u fonema odnosno govornih i negovornih
segmenata. Treba napomenuti da se informacija o pocˇetku govorne aktivno-
sti uzima u obzir pri formiranju trifona, pošto je tišina jedan od predvid¯enih
konteksta.
Svi trifoni koji predstavljaju kontekstno zavisne varijante istog fonema imaju
isti broj HMM stanja. Broj stanja po fonemu je srazmeran trajanju fonema u
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Tabela 3: Lista konsonanata i negovornih modela
Oznaka
fonema
Opis Broj
stanja
_ tišina negovorni model 1
int buka negovorni model 2
unk nedefinisano nedovoljno artikulisan govor 1
F fonem f frikativ/labio-dentalni/bezvucˇni 4
H fonem h frikativ/velarni/bezvucˇni 4
S fonem s frikativ/dentalni/bezvucˇni 4
SH fonem š frikativ/alveolarni/bezvucˇni 4
V fonem v frikativ/labio-dentalni/zvucˇni 3
Z fonem z frikativ/dentalni/zvucˇni 4
ZH fonem ž frikativ/alveolarni/zvucˇni 4
L fonem l likvid/dentalni/zvucˇni 3
LJ fonem lj likvid/palatalni/zvucˇni 3
M fonem m nazal/bilibijalni/zvucˇni 4
N fonem n nazal/dentalni/zvucˇni 4
NJ fonem nj nazal/palatalni/zvucˇni 4
Bo okluzija b ploziv/bilibijalni/zvucˇni 3
Be eksplozija b ploziv/bilibijalni/zvucˇni 1
Po okluzija p ploziv/bilibijalni/bezvucˇni 3
Pe eksplozija p ploziv/bilibijalni/bezvucˇni 1
Do okluzija d ploziv/dentalni/zvucˇni 3
De eksplozija d ploziv/dentalni/zvucˇni 1
To okluzija t ploziv/dentalni/bezvucˇni 3
Te eksplozija t ploziv/dentalni/bezvucˇni 1
Go okluzija g ploziv/velarni/zvucˇni 3
Ge eksplozija g ploziv/velarni/zvucˇni 1
Ko okluzija k ploziv/velarni/bezvucˇni 3
Ke eksplozija k ploziv/velarni/bezvucˇni 1
CCo okluzija c´ afrikat/postdentalni/bezvucˇni 2
CCe frikativni deo c´ afrikat/postdentalni/bezvucˇni 2
DJo okluzija d¯ afrikat/postdentalni/zvucˇni 2
DJe frikativni deo d¯ afrikat/postdentalni/zvucˇni 2
CHo okluzija cˇ afrikat/alveolarni/bezvucˇni 2
CHe frikativni deo cˇ afrikat/alveolarni/bezvucˇni 2
DZo okluzija dž afrikat/alveolarni/zvucˇni 2
DZe frikativni deo dž afrikat/alveolarni/zvucˇni 2
Co okluzija c afrikat/dentalni/bezvucˇni 2
Ce frikativni deo c afrikat/dentalni/bezvucˇni 2
J fonem j poluvokal/palatalni/zvucˇni 3
R šumni deo r vibrant/alveolarni/bezvucˇni 2
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Tabela 4: Lista vokala
Oznaka
fonema
Opis Broj
stanja
A fonem a vokal/srednji/donji 3
As fonem a - “naglašen” vokal/srednji/donji 6
E fonem e vokal/prednji/srednji 3
Es fonem e - “naglašen” vokal/prednji/srednji 6
I fonem i vokal/prednji/gornji 3
Is fonem i - “naglašen” vokal/prednji/gornji 6
O fonem o vokal/zadnji/srednji 3
Os fonem o - “naglašen” vokal/zadnji/srednji 6
U fonem u vokal/zadnji/gornji 3
Us fonem u - “naglašen” vokal/zadnji/gornji 6
Y fonem šva vokal/srednji/srednji 2
bazi za obuku, a vrednosti se krec´u od jednog HMM stanja za modele eksplo-
zija kod ploziva do šest za modele naglašenih vokala. Broj stanja za svaki od
fonema je naveden u tabelama 3 i 4.
Pošto se broj komponenata GMM-a odred¯uje pomoc´u validacione procedure,
cˇiji je detaljan opis dat u odeljku 4.3.1, broj komponenata varira od stanja do
stanja. Zbog nacˇina na koji se vrši povezivanje stanja (ogranicˇenja rasipanja)
prosecˇan broj komponenti se ne menja znacˇajno u zavisnosti od pripadnosti
fonemu. Sa druge strane broj komponenata zavisi od vrste izabrane aproksi-
macije GMM-a, što je ujedno i razlog zašto ni prosecˇan broj komponenata po
stanju nije naveden u okviru tabela 3 i 4.
5.3.3 Obuka sistema
U ovom radu je analizirano nekoliko varijanata GMM-a, koje se razlikuju
po parametrima modela, tako da se za estimaciju parametara modela kori-
ste i razlicˇite procedure obuka. Iako svaka varijanta ima svoje specificˇnosti
veliki broj koraka je zajednicˇki. Procedura obuke za GMM sa dijagonalnim
i punim kovarijansnim matricama je prakticˇno identicˇna, a jedina razlika je
nacˇin estimacije kovarijansne matrice gde u slucˇaju dijagonalne aproksimacije
svi vandijagonalni elementi se postavljaju na nulu.4 Pri obuci na raspolaga-
nju su audio signali u parametrizovanom obliku kao i odgovarajuc´e granice
izmed¯u fonema koje su rucˇno pregledane i po potrebi korigovane, stoga prvi
korak u obuci zapocˇinje ravnomernom preraspodelom opservacija trifona iz-
med¯u njemu pripadajuc´ih HMM stanja. Pri ovoj preraspodeli opservacija nije
dozvoljeno narušavanje vremenskog sleda, odnosno opservacije koje se nalaze
na pocˇetku sekvence opservacija pridružene jednoj instanci trifona ne mogu
4 Naravno u programskoj implementaciji racˇunaju se samo dijagonalni elementi odnosno vektor
varijansi umesto celokupne kovarijansne matrice.
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da se dodele krajnjem HMM stanju umesto pocˇetnom i obrnuto. Nakon prera-
spodele opservacija po stanjima vrši se povezivanje stanja pomoc´u algoritma
koji je opisan u prethodnom poglavlju (videti pseudo kod na slici 19). Kada
se oforme odgovarajuc´a HMM stanja pristupa se odred¯ivanju broja kompone-
nata mešavine pomoc´u krosvalidacije koja je opisana u odeljku 4.3.1, nakon
koje sledi estimacija parametara modela koja obuhvata kako estimaciju para-
metara GMM tako i estimaciju histograma trajanja HMM stanja.5 Iako se pri
obuci estimira histogram trajanja HMM stanja pri dekodovanju u ovom radu
su korišc´ene standardne verovatnoc´e prelaza koje se izracˇunavanju prilikom
ucˇitavanja modela na osnovu postojec´ih histograma. Estimacija parametara
Gausovih raspodela se vrši pomoc´u modifikovanog k-means algoritma, koji
se razlikuje od standardnog po nacˇinu izracˇunavanja rastojanja opservacija do
tekuc´ih klastera (Janev et al., 2007), gde se pri racˇunanju rastojanja opserva-
cije do klastera u obzir uzima i rasipanje pojedinih obeležja u klasteru.6 Na-
kon nekoliko iteracija k-means algoritma, kada parametri (srednje vrednosti
i varijanse) iskonvergiraju realizuju se dva koraka EM-algoritma iskljucˇivo sa
opservacijama koje su pridružene datom stanju. Prethodno opisani izbor jedi-
nica modelovanja i njihovih sturktura omoguc´io je da gore opisani jednostavni
algoritmi za estimaciju parametara HMM-GMM modela rezultuju zadovoljava-
juc´im nivoom tacˇnosti ASR sistema. Prethodno opisana procedura je u celosti
implementirana u okviru odgovarajuc´ih funkcija csrlib biblioteke.
U odnosu na prethodno opisanu proceduru obuke, procedura obuke mo-
dela koji koriste (H)LDA podrazumeva dodatni korak u kojem se vrši estima-
cija transformacione matrice. Kao što je poznato, transformaciona matrica koja
se dobija kao rezultat (H)LDA transformiše prostor obeležja tako da su nova
(transformisana) obeležja dekorelisana, a rastojanja izmed¯u razlicˇitih klasa mak-
simizovana pri cˇemu je rasipanje unutar klase ostalo nepromenjeno (Bishop,
2006), stoga se opravdano postavlja pitanje šta izabrati kao klase pri (H)LDA
estimaciji. Ukoliko se kao (H)LDA klase izaberu klase koje se znacˇajno pokla-
paju tada ni rezultujuc´a transformaciona matrica nec´e dati željene rezultate,
jer takve klase i nije moguc´e razdvojiti. Pošto klase koje se koriste pri (H)LDA
proceduri ne moraju da se poklapaju sa klasama koje se koriste pri prepoznava-
nju govora, za potrebe ovog rada su realizovani testovi sa razlicˇitim skupovima
klasa, a više detalja o izabranim klasama c´e biti dato u poglavlju u kome su na-
vedeni rezultati 6. Nakon estimacije transformacione matrice, postojec´i vektori
obeležja se jednostavnim množenjem sa estimiranom matricom transformišu u
nove vektore obeležja, koji se potom koriste za estimaciju parametara modela.
Estimacija parametara modela se na dalje vrši kao u slucˇaju prethodno opisa-
nih GMM-a sa dijagonalnim kovarijansnim matricama, ali sa novim (transfor-
misanim) vektorima obeležja. Procedura za estimaciju transformacione matrice
5 Standardni parametri kojim se opisuje sekvencijalni HMM jesu verovatnoc´e prelaza (verovat-
noc´e ostanka u stanju i izlaska iz stanja), ali da bi se omoguc´ilo preciznije modelovanje trajanja
trifona odnosno recˇi prilikom dekodovanja koristi se histogram. Korišc´enjem vrednosti koje su
navedene u histogramu umesto verovatnoc´a prelaza pri dekodovanju se povec´ava broj logicˇkih
stanja što za posledicu ima znacˇajno sporiju proceduru dekodovanja.
6 U standardnom k-means algoritmu rastojanje opservacije do centroida (srednje vrednosti kla-
stera) se izracˇunava kao euklidsko rastojanje, a u modifikovanoj varijanti kao negativna vred-
nost logaritma funkcije gustine raspodele uz pretpostavku da je raspodela Gausova sa uzo-
racˇkom srednjom vrednošc´u i varijansnom. Pošto su inicijalne vrednosti kovarijansi Gausovih
raspodela jedinicˇne matrice prva iteracija je identicˇna u obe verzije algoritma.
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u slucˇaju LDA varijante realizovana je u okviru odgovarajuc´ih funkcija csrlib
biblioteke, a svodi se na jednostavno rešavanje sistema linearnih jednacˇina. Sa
druge strane, za HLDA varijantu ne postoji rešenje u zatvorenoj formi, te je za
estimaciju transformacione matrice neophodno primeniti optimizacionu pro-
ceduru. Pošto programski paket Matlab sadrži veliki broj gotovih algoritama,
on se nametnuo kao znatno pogodnije rešenje za implementaciju procedure
estimacije HLDA transformacione matrice. Kao što je vec´ ranije napomenuto u
ovom radu je izabrana procedura koja je opisana u (Kumar, 1997).
Druga varijanta koja je analizirana u ovom radu jeste STC varijanta GMM
modela, gde više HMM stanja deli istu transformacionu matricu. Za ove po-
trebe u okviru csrlib biblioteke implementirana je delimicˇno modifikovana va-
rijanta procedure koja je opisana u (Gales, 1999), a koja podrazumeva itera-
tivno rešavanje sistema linearnih jednacˇina. Modifikacija podrazumeva pove-
c´anje broja transformacionih matrica dok se ne postigne željena greška aprok-
simacije izražena preko KLD-a, dok je sama procedura estimacije kolona trans-
formacione matrice nepromenjena. Procedura obuke se u velikoj meri poklapa
sa procedurom obuke GMM-a sa punim kovarijansnim matricama, pri cˇemu se
nakon estimacije punih kovarijansnih matrica vrši estimacija transformacione
matrice za grupe stanja. Nakon što se pronad¯e odgovarajuc´a transformaciona
matrica za neku grupu stanja g, Gausovim raspodelama koje opisuju tu grupu
stanja modifikuju se srednje vrednosti i kovarijansne matrice na sledec´i nacˇin:
µtsm = D
(g)Tµsm (121)
Σ
(diag)
tsm = D
(g)TΣsmD
(g) (122)
gde je µtsm srednja vrednost u transformisanom skupu obeležja koja odgovara
srednjoj vrednosti m-te komponente GMM-a stanja s, Σ(diag)tsm dijagonalna ko-
varijansna matrica u transformisanom prostoru obeležja koja odgovara origi-
nalnoj kovarijansnoj matrici Σsm m-te komponente mešavine stanja s, a D(g)
odgovarajuc´a transformaciona matrica. Proizvod D(g)TΣsmD(g) obicˇno nije
dijagonalna matrica, tako da je potrebno sve vandijagonalne elemente posta-
viti na nulu, što se prakticˇno svodi da se matrica Σ(diag)tsm cˇuva kao vektor koji
sadrži samo elemente na glavnoj dijagonali.
Kao i procedura obuke u slucˇaju STC varijante GMM-a procedura u varijanti
SEGMM nastavlja se na standardnu proceduru obuke modela sa punim kovari-
jansnim matricama, s tom razlikom da se posle estimacije punih kovarijansnih
matrica vrši njihova dekompozicija na karkateristicˇne vrednosti i vektore. Na-
kon što se estimiraju ovi karakteristicˇni vektori traži se recˇnik i odgovarajuc´a
retka reprezentacija za svaki od njih, za šta je u ovom radu korišc´en algoritam
odred¯ivanja recˇnika u letu koji je implementiran u SPAMS optimizacionom pa-
ketu (Mairal et al., 2009). Za potrebe ovog rada, velicˇina podskupa (batch) koji
se uzima u jednoj iteraciji je 30000, a broj iteracija je 3000, što je ekvivalentno
varijanti da je uzet celokupan skup karakteristicˇnih vektora i da je vršeno oko
240 iteracija. Za l2-norme normu ciljanog odstupanje aproksimirane vrednosti
od stvarne izabrana je vrednost od 10−3 dok je velicˇina recˇnika i kardinalnost
retke reprezentacija varirana u skladu sa potrebama eksperimenta (videti po-
glavlje 6). Pronalaženjem parametara retke reprezentacije (recˇnika i retkih ko-
dova), modifikovanjem težina mešavina i njihovih srednjih vrednosti po uzoru
na jednacˇine (83) i (84) se završava procedura obuke sistema.
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Treba primetiti da su prethodno opisane procedure obuka eliminisale mo-
guc´nost varijacija u procenama prerformansi sistema koje bi bile posledica ra-
zlicˇitih modela, razlicˇitih stanja ili razlicˇitih poravnanja, odnosno da je jedina
razlika koja postoji izmed¯u ispitivanih sistema izabrana struktura GMM-a.
5.3.4 Dekodovanje
Dekodovanje (prepoznavanje) podrazumeva traženje sekvence recˇi koja je
najverovatnije generisala zadatu sekvencu opservacija. U statisticˇkom modelu
zasnovanom na HMM-u, recˇi su modelovane kao sekvence HMM stanja koja
su pridružena odgovarajuc´im fonemima zavisnim od konteksta, tako da se
problem prepoznavanja svodi na traženje optimalne putanje kroz trelis koji
obrazuju HMM stanja. Struktura trelisa se definiše zadavanjem gramatike7 i
recˇnika izgovora.8 U ovom radu je izabrana tzv. gramatika nezavisna od kon-
teksta u kojoj je dozvoljen prelazak iz svake recˇi u svaku direktno ili preko
tišine i/ili buke. Broj recˇi u test skupu je oko 150, pri cˇemu za pojedine recˇi po-
stoji po nekoliko varijanata izgovora, tako da je stvaran broj razlicˇitih putanja
nešto vec´i (oko 200). Izabrana je ovakva struktura pošto su svi testovi imali za
cilj procenu kvaliteta akusticˇkih modela sistema za prepoznavanje, a ne stvar-
nih moguc´nosti sistema koje bi se dobile uvod¯enjem odgovarajuc´eg modela
jezika i odgovarajuc´e restriktivne gramatike.
Postoji nekoliko algoritama koji se koriste za traženje optimalne putanje kroz
trelis, a predstavljaju varijacije Viterbijevog ili A-star stek (A* stack) algoritma
(Huang et al., 2001). U okviru ovog rada korišc´en je Viterbijev algoritam koji
je implementiran u okviru odgovarajuc´ih funkcija csrlib biblioteke. Kao što je
poznato Viterbijev algoritam se sastoji iz dva kljucˇna koraka: i) propagacije u
napred pri kojoj se vrši izracˇunavanje izglednosti pojedinih hipoteza i odba-
civanje manje izglednih i ii) propagacije u nazad u kojoj se vrši odred¯ivanje
najizglednije sekvence stanja (dekodovanje). Dekodovanje se vrši ako je pri-
mljena celokupna sekvenca opservacija koju je potrebno prepoznati ili ako je
primljeno V opservacija. Potreba za dekodovanjem nakon primljenih V opser-
vacija je posledica memorijskih ogranicˇenja koje postavlja hardver i ovom radu
on iznosi 1000 što odgovara segmentu signala trajanja 10 s. U slucˇaju da je pri-
mljena celokupna sekvenca opservacija, dekodovanje zapocˇinje iz HMM stanja
koje ima najvec´u akumulisanu izglednost i koje je završno stanje u recˇi,9 buci
ili tišini. Sa druge strane ako je primljeno V opservacija umesto celokupne se-
kvence opservacija, povratak (ali ne i samo dekodovanje) zapocˇinje iz HMM
stanja koje ima najvec´u moguc´u izglednost, dok dekodovanje zapocˇinje nakon
D koraka unazad, odnosno samo za preostalih V −D opservacija se odred¯uje
odgovarajuc´a sekvenca stanja. Nakon toga, propagacija u napred se nastavlja iz
stanja koje je bilo u pobednicˇkoj sekvenci naD koraka od kraja, da bi se obezbe-
dila naprekidnost dekodovane sekvence na nivou celokupnog audio fajla koji
je potrebno prepoznati. U ovom radu D iznosi 100 opservacija što odgovara
segmentu signala trajanja 1 s.
7 Gramatika je skup pravila koja definišu moguc´e prelaze izmed¯u recˇi.
8 Recˇnik izgovora je skupa pravila koji definišu preslikavanje recˇi u sekvence odgovarajuc´ih mo-
dela.
9 Završno stanje u recˇi je završno stanje poslednjeg trifona u nekoj recˇi.
72 pregled korišc´enih govornih baza i softverskih alata
Da bi se uskladili doprinosi verovatnoc´a prelaza izmed¯u stanja i vrednosti
gustina raspodela emitujuc´ih verovatnoc´a stanja uveden je težinski faktor (Hu-
ang et al., 2001) kojim se množe logaritmi verovatnoc´a prelaza i u ovom radu
on iznosi 5. Sam matematicˇki okvir na kojem se zasniva procedura dekodo-
vanja ne podrazumeva ponderisanje pojedinacˇnih faktora koji ga cˇine (vero-
vatnoc´e prelaza i emitovanja), ali dodavanjem razlicˇitih težina pojedinim fakto-
rima se smanjuje broj grešaka sistema, stoga se ovaj faktor odred¯uje heuristicˇki.
Korišc´eni softver omoguc´ava ubrzavanje procesa prepoznavanja odbaciva-
njem HMM stanja koja su dobila malu vrednost akumulisane izglednosti pri-
menom tzv. potkresivanja (pruning), ali pošto je prvenstveni cilj ovih testova
bilo ispitivanje kvaliteta akusticˇkih modela ova opcija nije korišc´ena. Na ova-
kav nacˇin se izbegavaju greške koje unosi sam algoritam dekodovanja koje su
posledica odbacivanja ispravnih sekvenci u toku dekodovanja. Pri korišc´enju
sistema u prakticˇnim aplikacijama da bi se obezbedio rad u realnom vremenu
neophodno je vršiti odsecanje manjeverovatnih putanja. Parametri koji definišu
odsecanje, maksimalan broj aktivnih stanja kao i opseg vrednosti akumulisa-
nih izglednosti (od maksimalne do minimalne) se odred¯uje heuristicˇki, tako
da se postigne brzina prepoznavanja što bliža ciljnoj uz što manju degradaciju
tacˇnosti sistema za prepoznavanje.
Za razlicˇite varijante GMM-a, pošto se razlikuju po parametrima kojima su
opisani, bilo je potrebno obezbediti posebne funkcije za izracˇunavanje vredno-
sti gustina raspodele verovatnoc´e emitovanja HMM stanja. Za slucˇaj GMM-a
sa punim kovarijansnim matricama ova vrednost se izracˇunava na osnovu iz-
raza (10) dok se u slucˇaju GMM-a sa dijagonalnim kovarijansnim matricama
svodi na:
bs(o) =
Ms∑
m=1
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Σsmkk (123)
gde je sa D oznacˇena dimenzionalnost prostora obeležja, ok vrednost k-tog
obeležja opservacije o, µsmk srednja vrednost za k-to obeležje m-te kompo-
nente stanja s, Σsmkk varijansa za k-to obeležje m-te komponente stanja s.
U slucˇaju (H)LDA, transformacionu matricu dele sva stanja tako da ista ma-
trica množi sve vektore obeležja te se ova operacija može izmestiti u blok za
estimaciju obeležja. Formalno gledano množenje vektora obeležja transforma-
cionom matricom (odnosno y = Do) predstavlja linearnu transformaciju slu-
cˇajnih promenljivih tako da je vrednost gustine raspodele emitovanja stanja s
data izrazom:
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gde su svi parametri kao ranije, a oznaka y u indeksu parametra ima za cilj da
ukaže da su parametri estimirani u transformisanom prostoru obeležja. Pošto
apsolutna vrednost determinante transformacione matrice množi sve emitu-
juc´e verodostojnosti bez obzira na stanje, relativni odnos akumuliranih vero-
dostojnosti za pojedine hipoteze ostaje nepromenjen pa tako i rezultat dekodo-
vanja, stoga ga je moguc´e izostaviti, što je u ovoj implementaciji i ucˇinjeno.
Izraz za izracˇunavanje vrednosti gustine raspodele emitovanja stanja u slu-
cˇaju STC se svodi na (124), s tom razlikom da transformacione matrice i trans-
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formisani vektori obeležja nisu isti za sva stanja vec´ za grupe stanja, odnosno:
bs(o) =
Ms∑
m=1
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gde oznaka g u eksponentu promenljivih treba da ukaže da se vrednosti trans-
formacionih parametara menjaju u zavisnosti od grupe stanja, dok su znacˇenja
ostalih oznaka nepromenjena. Pošto transformaciona matrica nije ista za sva
stanja, nije moguc´e izostaviti množenje sa abs|D(g)| osim ukoliko se ne uvede
ogranicˇenje da je apsolutna vrednost determinante transformacione matrice
jednaka 1. Da bi se optimizovao broj potrebnih racˇunskih operacija, množenje
odgovarajuc´im transformacionim matricama se vrši samo za u tom trenutku
aktivna stanja, stoga transformaciju obeležja nije moguc´e preneti u blok za
estimaciju obeležja.
Izracˇunavanje vrednosti gustine raspodele emitovanja stanja za SEGMM va-
rijantu GMM-a je definisan jednacˇinama (82) i (88) i detaljno je opisano u
odeljku 4, te ovde nec´e biti posebno ponovo navod¯eno.
Celokupni dekoder je realizovan u okviru odgovarajuc´ih funkcija csrlib bi-
blioteke. Potrebne modifikacije dekodera za (H)LDA, STC i SEGMM je samo-
stalno realizovao autor ovog rada. Iako implementirani dekoder podržava i
osnovu varijantu (datu izrazima (10), (82), (88) i (123–125) ) i brzu varijantu
u kojoj operator suma zamenjena operatorom max, pri cˇemu je u testovima
korišc´ena iskljucˇivo druga varijanta jer je brža i u ranijim eksperimentima nije
bilo razlike u prepoznatim sekvencama recˇi.
5.4 rezime
U ovom poglavju je dat pregled resursa (govornih baza i softverskih alata)
koji su korišc´eni za potrebe izrade ovog rada u cilju obezbed¯enja ponovljivosti
rezultata. Iako su opisani algoritmi nezavisni od jezika, svi testovi su reali-
zovani iskljucˇivo na srpskim govornim bazama zbog nedostupnosti resursa
za druge jezike usled finansijskih ogranicˇenja. Osnovni skup alata koji je ko-
rišc´en za realizaciju eksperimenata u okviru ovog rada je rezultat višegodi-
šnjeg razvoja sistema za prepoznavanje govora na srpskom jeziku na Fakultetu
tehnicˇkih nauka. Za složene optimizacione procedure iskorišc´eni su javno do-
stupni gotovi Matlabovi alati (Kumar, 1997; Mairal et al., 2010). Sve modifika-
cije osnovnih procedura i funkcija potrebnih za implementaciju (H)LDA, STC i
SEGMM je autor ovog rada samostalno realizovao. Izbor modela, njihova struk-
tura kao i nacˇini za prevazilaženje problema usled malog broja opservacija po
modelu nisu posebno obrazloženi jer predstavljaju rezultat višegodišnjih istra-
živanja na ovom polju realizovanih na Fakultetu tehnicˇkih nauka.
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R E Z U LTAT I
6.1 uvod
Ovaj odeljak daje sveobuhvatan pregled realizovnih eksperimenata koji su
imali za cilj da uporede pojedine varijante GMM-a sa aspekta tacˇnosti prepo-
znavanja izraženog preko ucˇestanosti grešaka na nivou recˇi (WER word error
rate) i broja parametara koji su potrebni za opisivanje modela. Treba naglasiti
da svi analizirani sistemi imaju isti skup HMM stanja i da je poravnanje op-
servacija i stanja uvek isto bez obzira na to koja je varijanta vektora obeležja
ili GMM-a u pitanju (više detalja o nacˇinu kako je to realizovano dato je u
poglavlju 5).
Kao što je napomenuto u poglavlju 2, nacˇešc´e korišc´ena varijanta GMM-a je-
ste GMM sa dijagonalnim kovarijansnim matricama, zbog svoje male racˇunske
složenosti prilikom izracˇunavanja verovatnoc´a emitovanja i robustne estima-
cije parametara u slucˇaju malog broja opservacija za obuku. Pošto ovaj model
predstavlja polaznu tacˇku u vec´ini sistema za prepoznavanje oblika zasnova-
nim na statisticˇkom pristupu, on se namec´e kao logicˇan izbor za referentni mo-
del. Ovaj referentni model je realizovan u dve varijante u zavisnosti od obeležja
koja se koriste. Prva varijanta predstavlja standardno korišc´en skup obeležja za
prepoznavanje govora koji podrazumeva: 12 MFCC-ova, normalizovanu ener-
giju i njihove prve i druge izvode (u nastavku ovaj skup obeležja nosic´e oznaku
12MFCC_E_D_A1 ). U ranijim eksperimentima (Janev et al., 2007; Delic´ et al.,
2010) na govornoj bazi koja je korišc´ena i u okviru ovog rada nešto bolja tacˇ-
nost prepoznavanja za istu složenost modela je postignuta ukoliko se koriste
obeležja koja obuhvataju: 12 MFCC-ova, normalizovanu energiju i samo nji-
hove prve izvode (12MFCC_E_D), što se može objasniti relativno skromnom
velicˇinom baze tako da delta-delta obeležja unose više šuma nego korisinih in-
formacija. Slicˇno ponašanje je dobijeno i u eksperimentima koji su realizovani
za potrebe ovog rada gde je broj Gausiana po mešavini odred¯en na osnovu
validacionog skupa (videti rezultate u tabeli 5).
Tabela 5: Performanse referentnih modela (broj Gausovih raspodela i ucˇestanost gre-
šaka na nivou recˇi)
Varijanta Obeležja # Gausiana # Parametara WER[%]
Diag. 12MFCC_E_D 52940 2.81M 4.04
Diag. 12MFCC_E_D_A 61460 4.86M 4.73
Pune 12MFCC_E_D 14560 5.50M 2.16
Pune 12MFCC_E_D_A 13990 11.47M 2.25
Pored GMM-a sa dijagonalnim kovarijansnim matricama razumno je kao re-
ferentni model uzeti i varijantu GMM-a sa punim kovarijansnim matricama,
1 Preuzete su oznake koje se koriste u HTK, gde E oznacˇava energiju, D delta obeležja i A (akce-
leracijska) delta-delta obeležja.
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pošto je to varijanta koja najpreciznije modeluje korelacije koje postoje izmed¯u
pojedinih obeležja. Kao što je vec´ navedeno u poglavlju 2 da bi model sa pu-
nim kovarijansnim matricama bio uspešan neophodno je obezbediti dovoljan
broj opservacija za statisticˇku efikasnu estimaciju parametara, što je u ovom
radu i urad¯eno postavljanjem minimalnog broja opservacija po Gausovoj ras-
podeli na 350. I ova varijanta GMM-a je realizovana na dva skupa obeležja
(12MFCC_E_D_A i 12MFCC_E_D) pri cˇemu se sa aspekta tacˇnosti prepozna-
vanja i ukupnog broja parametara boljom pokazala varijanta sa 12MFCC_E_D
(videti tabelu 5).
U tabeli 5 je dat uporedni prikaz performansi prethodno pomenuta 4 mo-
dela. Kao što se iz priloženog može videti daleko manji broj grešaka (skoro
duplo manje) prave sistemi sa punim kovarijansnim matricama, ali je i broj
parametara koje je potrebno estimirati skoro duplo vec´i za isti skup obeležja,2
iako je broj Gausovih raspodela nekoliko puta manji u slucˇaju punih kova-
rijansnih matrica. Kao što je napomenuto u poglavlju 2, alternativni modeli
GMM-a treba da obezbede memorijsku složenost i tacˇnost prepoznavanja koja
je izmed¯u one koje imaju GMM-i sa dijagonalnim i punim kovarijansnim ma-
tricama.
U nastavku ovog rada bic´e izloženi rezultati koji su dobijeni za SEGMM, ali
i za nekoliko drugih varijanata GMM-a koje su opisane u poglavlju 2 kao što
su (H)LDA i STC. Deo ovde navedenih rezultata je vec´ objavljen u (Jakovljevic´
et al., 2012, 2013), a deo je u procesu evaluacije za publikovanje u cˇasopisu i na
konferenciji.
6.2 (h)lda
Kao što je vec´ napomenuto u poglavlju 2, motivacija za uvod¯enje (H)LDA je
bila nešto drugacˇija, odnosno cilj je bio pronac´i linearnu transformaciju (trans-
formacionu matricu) koja prostor obeležja preslikava u novi prostor obeležja
u kome je moguc´e efikasnije razdvojiti klase i u kome su obeležja nekoreli-
sana.3 Pošto (H)LDA pruža moguc´nost redukcije prostora obeležja, u okviru
ovog rada analizirane su varijante sa razlicˇitim ulaznim obeležjima koje su na-
vedene u literaturi (Haeb-Umbach i Ney, 1992; Kumar i Andreou, 1998; Westp-
hal, 2004; Morgan, 2012) kao što su: 12MFCC_E_D_A i vektori koji se dobijaju
konkatenacijom nekoliko (od 3 do 11) uzastopnih vektora obeležja koji sadrže
12MFCC_E.4 Za (H)LDA klase izabrana su HMM stanja trifona pošto u lite-
raturi oni predstavljaju najcˇešc´i izbor, a u pilot testovima su dali i najbolje
rezultate (Jakovljevic´ et al., 2012).
2 Za izracˇunavanje broja parametara na osnovu broja Gausovih raspodela iskorišc´eni su izrazi
dati u tabeli 1.
3 U slucˇaju LDA navedene pretpostavke o prostoru transformisanih obeležja su direktno vidljive
iz same ciljne funkcije. Sa druge strane u slucˇaju HLDA, to nije vidljivo iz ciljne funkcije koja
podrazumeva maksimizaciju izglednosti, ali pošto se varijanta HLDA koja podrazumeva neko-
relisanost obeležja uvod¯enjem dodatne pretpostavke da sve klase imaju istu matricu rasipanja
svodi na LDA, može se zakljucˇiti da je efekat koji se postiže skoro identicˇan (Kumar i Andreou,
1998).
4 Ideja za uvod¯enjem konkatenativnih obeležja polazi od pretpostavke da su delta i delta-delta
obeležja samo jedan vid aproksimacije vrednosti obeležja u neposrednoj okolini trenutka po-
smatranja te da originalna staticˇka obeležja nose više informacija.
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U originalnom LDA algoritmu (Bishop, 2006) kolone transformacione ma-
trice se dobijaju kao karakteristicˇni vektori matrice W−1T , gde je T matrica
ukupnog rasipanja, a W matrica prosecˇnog rasipanja unutar klase. Matrice
rasipanja su definisane sa:
T =
1
N
N∑
i=1
(oi − µ) (oi − µ)
T (126)
W =
1
N
∑
c
∑
i∈c
(oi − µc) (oi − µc)
T (127)
gde je oi i-ta opservacija, µ srednja vrednost svih opservacija, µc srednja vred-
nost opservacija koje pripadaju klasi c i N ukupan broj opservacija. Pošto ite-
rativni algoritam za HLDA (Kumar i Andreou, 1998) predvid¯a da inicijalna
transformaciona matrica bude ona koja se dobija pomoc´u LDA ali normalizo-
vana tako da joj determinanta bude jednaka 1, da bi se mogli uporediti rezultati
koje daje LDA i HLDA realizovani su i eksperimenti sa normalizovanom va-
rijantom transformacione matrice. Na dalje u tekstu ove dve varijante LDA c´e
nositi oznaku nenormalizovana i normalizovana.
U tabeli 6 su prikazane performanse sistema baziranih na nenormalizovanoj
(originalnoj) varijanti LDA, za razlicˇita ulazna obeležja i za razlicˇit broj izla-
znih obeležja. Kao što se iz priloženog može videti performanse modela koji
koriste LDA su daleko bliže performansama GMM-a sa dijagonalnim kovari-
jansnim matricama nego punim, što je donekle bilo za ocˇekivati jer je malo ve-
rovatno da je moguc´e dekorelisati obeležja u svim klasama korišc´enjem jedne
transformacione matrice. Ukoliko se posmatra tacˇnost sistema, može se uocˇiti
da ona u velikoj meri zavisi od vrste ulaznih obeležja, pa tako sistemi koji
kao ulazna obeležja koriste konkatenativna obeležja nastala spajanjem od 3
do 5 uzastopnih opservacija nisu dala nikakvo poboljšanje u odnosu na re-
ferentne modele sa dijagonalnim kovarijansnim matricama za razliku od npr.
sistema koji koriste konkatenativna obeležja nastala spajanjem 7 uzastopnih
opservacija. Na osnovu priloženog se može videti da korišc´enje 3 uzastopne
opservacije koje sadrže samo staticˇka obeležja (12MFCC_E) dovodi do gubitka
bitnih diskriminativnih informacija u odnosu na druge varijante konkatenativ-
nih obeležja kao i GMM-a sa dijagonalnim kovarijansnim matricama cˇija su
obeležja 12MFCC_E_D i 12MFCC_E_D_A. Pored toga konstantan pad WER
sa padom dimenzionalnosti prostora izlaznih obeležja je posledica cˇinjenice
da su obeležja u 3 uzastopne opservacije u znacˇajnoj meri korelisana. Ono što
donekle iznenad¯uje jeste da sistem koji koristi 5 uzastopnih frejmova (što je
ujedno i broj frejmova koji se uzima u obzir prilikom racˇunanja delta obeležja
u varijanti 12MFCC_E_D) u slucˇaju kada je broj izlaznih obeležja 26 odnosno
39 ima manju tacˇnost prepoznavanja od odgovarajuc´ih referentnih GMM-a sa
dijagonalnim kovarijansnim matricama, odakle sledi da su moguc´nosti LDA
za dekorelaciju obeležja prilicˇno skromne (lošije nego da se dekorelacija su-
sednih frejmova vrši diferenciranjem obeležja pomoc´u regresionog obrasca).
Najvec´a tacˇnost je postignuta u varijanti u kojoj se ulazna obeležja formiraju
od 7 uzastopnih opservacija i ukoliko je broj izlaznih obeležja 35 odnosno 32.
Dalje povec´anje dimenzionalnosti ulaznog vektora dodavanjem novih sused-
nih opservacija dovodi do degradacije tacˇnosti prepoznavanja. Interesantno je
da ovakav trend ne postoji u varijanti sa normalizovanim transformacionim
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Tabela 6: Performanse nenormalizovanih LDA sistema za razlicˇita ulazna obeležja i
razlicˇit broj izlaznih (transformisanih) obeležja.
Ulazni vektor # Izlaznih
obeležja
# Gausiana # Parametara WER [%]
3×12MFCC_E 39 57260 4.53M 7.17
3×12MFCC_E 35 57119 4.06M 6.24
3×12MFCC_E 32 57135 3.71M 5.55
3×12MFCC_E 26 54463 2.89M 5.11
5×12MFCC_E 39 60009 4.74M 5.12
5×12MFCC_E 35 59952 4.26M 4.39
5×12MFCC_E 32 59228 3.85M 4.22
5×12MFCC_E 26 57048 3.03M 4.35
7×12MFCC_E 39 60922 4.82M 4.41
7×12MFCC_E 35 60586 4.30M 3.76
7×12MFCC_E 32 60154 3.91M 3.78
7×12MFCC_E 26 58723 3.11M 4.14
9×12MFCC_E 39 61153 4.83M 4.62
9×12MFCC_E 35 60840 4.32M 3.88
9×12MFCC_E 32 60669 3.95M 4.10
9×12MFCC_E 26 59434 3.15M 4.15
11×12MFCC_E 39 61283 4.85M 5.23
11×12MFCC_E 35 61185 4.35M 3.97
11×12MFCC_E 32 61047 3.97M 3.98
11×12MFCC_E 26 59818 3.17M 4.25
12MFCC_E_D_A 39 57260 4.55M 4.26
12MFCC_E_D_A 35 57119 4.04M 3.95
12MFCC_E_D_A 32 57135 3.65M 3.63
12MFCC_E_D_A 26 54463 2.86M 4.22
matricama (videti tabelu 7) iako skaliranje kolona matrice koje se radi pri nor-
maliziciji transformacione matrice ne menja ciljnu funkciju (Bishop, 2006). Ove
varijacije se mogu objasniti drugacˇijom preraspodelom opservacija izmed¯u ini-
cijalnih klastera odnosno komponenti Gausovih mešavina, jer pošto su obeležja
drugacˇija razumno je ocˇekivati da su i rastojanja izmed¯u opservacija drugacˇija.
Tacˇnosti prepoznavanja sistema koji koriste vektore obeležja koji nastaju spaja-
njem uzastopnih 9 i 11 opservacija su slicˇne, što znacˇi da dodatne 2 opservacije
ne sadrže bitne diskriminativne informacije. Bez obzira na varijantu ulaznih
obeležja najlošija tacˇnost prepoznavanja se postiže ukoliko je dimenzionalnost
izlaznog prostora 39, što dodatno potvrd¯uje ranije iznesenu tezu (kod refe-
rentnih sistema) da je broj opservacija koje su na raspolaganju suviše mali da
bi na zadovoljavajuc´i nacˇin popunio 39-dimenzionalni prostor obeležja. Izbaci-
vanje manje informativnih dimenzija (kojima odgovara manja karakteristicˇna
vrednost) dodatno povec´ava tacˇnost prepoznavanja jer se uklanja i šum koji ta
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Tabela 7: Performanse normalizovanih LDA sistema za razlicˇita ulazna obeležja i ra-
zlicˇit broj izlaznih (transformisanih) obeležja.
Ulazni vektor # Izlaznih
obeležja
# Gausiana # Parametara WER [%]
3×12MFCC_E 39 56841 4.49M 7.25
3×12MFCC_E 35 56899 4.04M 6.14
3×12MFCC_E 32 56649 3.68M 5.57
3×12MFCC_E 26 54507 2.89M 5.72
5×12MFCC_E 39 60441 4.78M 5.32
5×12MFCC_E 35 59854 4.25M 4.75
5×12MFCC_E 32 59268 3.85M 4.32
5×12MFCC_E 26 56986 3.02M 4.30
7×12MFCC_E 39 60704 4.80M 4.38
7×12MFCC_E 35 60594 4.31M 3.91
7×12MFCC_E 32 60093 3.91M 3.90
7×12MFCC_E 26 58888 3.12M 3.93
9×12MFCC_E 39 61097 4.83M 4.45
9×12MFCC_E 35 60789 4.32M 3.83
9×12MFCC_E 32 60633 3.94M 3.83
9×12MFCC_E 26 59308 3.15M 4.10
11×12MFCC_E 39 61330 4.85M 4.87
11×12MFCC_E 35 61128 4.34M 3.80
11×12MFCC_E 32 61032 3.97M 3.83
11×12MFCC_E 26 59750 3.17M 4.20
12MFCC_E_D_A 39 57163 4.52M 4.03
12MFCC_E_D_A 35 56623 4.02M 3.81
12MFCC_E_D_A 32 55774 3.63M 4.04
12MFCC_E_D_A 26 52773 2.80M 4.11
obeležja unose. Na osnovu rezultata priloženih u tabeli 6 može se zakljucˇiti
da je broj obeležja koji nosi diskriminativne informacije izmed¯u 32 i 35 i to ne
zavisi od broja ulaznih obeležja koji varira od 39 do 143.
Interesantno je da varijante LDA koje kao ulazna obeležja koriste standardna
obeležja (12MFCC_E_D_A) imaju manji WER od referentnog dijagonalnog mo-
dela sa istim ulaznim obeležjima. U ovom slucˇaju jedna ulazna opservacija
nosi informaciju o kontekstu širine 11 frejmova pošto sadrži delta-delta koefici-
jente što ukazuje da degradacija performansi do koje dolazi kada se povec´ava
broj sukcesivnih opservacija nije posledica širine konteksta vec´ dimenzional-
nosti ulaznog vektora, odnosno loše estimacije pojedinacˇnih matrica rasipanja.
Treba primetiti da ni jedna varijanta LDA kod koje je broj izlaznih obeležja
26 nije dala manji WER od referentnog dijagonalnog modela koji koristi 26-
dimenzionalne vektore 12MFCC_E_D. Pošto postoje sistemi bazirani na LDA
koji imaju manji WER nego prethodno pomenuti referentni sistem, može se
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Tabela 8: Performanse HLDA sistema uz pretpostavku da su samo diskriminativna
obeležja nekorelisana za razlicˇita ulazna obeležja i razlicˇit broj izlaznih (trans-
formisanih) obeležja.
Ulazni vektor # Izlaznih
obeležja
# Gausiana # Parametara WER [%]
7×12MFCC_E 39 59025 4.67M 4.88
7×12MFCC_E 35 58175 4.13M 3.35
7×12MFCC_E 32 56784 3.69M 3.25
7×12MFCC_E 26 53356 2.83M 4.33
9×12MFCC_E 39 59751 4.72M 3.85
9×12MFCC_E 35 58492 4.16M 3.63
9×12MFCC_E 32 58860 3.83M 3.89
9×12MFCC_E 26 56076 2.97M 4.28
12MFCC_E_D_A 39 55082 4.35M 3.95
12MFCC_E_D_A 35 53648 3.81M 3.67
12MFCC_E_D_A 32 51778 3.37M 3.41
12MFCC_E_D_A 26 49166 2.61M 3.85
zakljucˇiti da transformisana (izlazna) obeležja sadrže više diskriminativnih ka-
rakteristika, ali da prvih 26 sa njavec´im karakteristicˇnim vrednostima nisu do-
voljne za diskriminaciju.
Slicˇno ponašanje koje postoji kod nenormalizovane (originalne) LDA se uo-
cˇava i za normalizovanu varijantu LDA, cˇije su performanse navedene u 7.
Tabela 9: Performanse HLDA sistema uz pretpostavku da su samo diskriminativna
obeležja nekorelisana za razlicˇita ulazna obeležja i razlicˇit broj izlaznih (trans-
formisanih) obeležja.
Ulazni vektor # Izlaznih
obeležja
# Gausiana # Parametara WER [%]
7×12MFCC_E 39 58381 4.62M 4.93
7×12MFCC_E 35 58092 4.13M 3.52
7×12MFCC_E 32 56651 3.69M 3.72
7×12MFCC_E 26 53356 2.83M 4.16
9×12MFCC_E 39 61439 4.86M 4.79
9×12MFCC_E 35 60438 4.30M 4.09
9×12MFCC_E 32 57873 3.77M 4.16
9×12MFCC_E 26 58459 3.10M 4.41
12MFCC_E_D_A 39 55082 4.35M 3.95
12MFCC_E_D_A 35 53805 3.82M 3.39
12MFCC_E_D_A 32 52138 3.39M 3.63
12MFCC_E_D_A 26 48790 2.59M 3.95
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(a) Ulazni vektor 7×12MFCC_E
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(b) Ulazna vektor 9×12MFCC_E
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(c) Ulazni vektor 12MFCC_E_D_A
Slika 20: Uporedni prikaz WER-a u zavisnosti od broja izlaznih obeležja za razlicˇite
vrste ulaznih obeležja. Znacˇenje oznaka na graficima su sledec´e: hlda d –
varijanta HLDA koja pretpostavlja da su samo diskriminatorna obeležja ne-
korelisana, hlda – varijanta HLDA koja pretpostavlja da su sva transformi-
sana obeležja nekorelisana, lda – varijanta LDA u kojoj se vrši normalizacija
transformacione matrice i ref – WER GMM-a sa dijagonalnim kovarijansnim
matricama i obeležjima 12MFCC_E_D.
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U vec´ini slucˇajeva normalizovana varijanta LDA rezultovala je nešto manjim
WER-om u odnosu na odgovarajuc´u normalizovanu varijantu, ali razlika koja
postoji izmed¯u ova dva sistema po pitanju tacˇnosti i broja parametara je ne-
znatna.
Pošto su ovi eksperimenti kao prvenstveni cilj imali procenu tacˇnosti sistema
za prepoznavanje govora baziranu na (H)LDA, eksperimenti sa HLDA su ogra-
nicˇeni samo na nekoliko varijanata ulaznih obeležja koje su dale najniži WER
sa LDA modelima. Performanse analiziranih sistema su navedene u tabelama
8 i 9, koje se med¯usobno razlikuju po tome da li ciljna funkcija pretpostavlja
da su samo diskriminativna obeležja nekorelisana ili pak sva transformisana
obeležja.5 Kao što se iz priloženog može videti za razlicˇite skupove ulaznih
obeležja najvec´e vrednosti WER-a se uglavnom dobijaju ukoliko je broj izla-
znih obeležja 39. Ovo bi se ponovo moglo objasniti nedovoljnim brojem op-
servacija u skupu za obuku potrebnim za efikasnu estimaciju parametara u
39-dimenzionalnom prostoru, da ne postoji znacˇajno odstupanje u varijanti sa
konkatenativnim ulaznim vektorima sacˇinjenim od 9 uzastopnih opservacija i
HLDA koja pretpostavlja da su samo diskriminativna obeležja nekorelisana.
Kao i u slucˇaju LDA, bez obzira na vrstu ulaznih obeležja najvec´a tacˇnost
prepoznavanja se dobija ukoliko je broj izlaznih obeležja 35 ili 32. Za ovaj broj
izlaznih obeležja relaksiranje ogranicˇenja u vezi sa korelisanošc´u transformi-
sanih obeležja je u slucˇaju konkatenativnih ulaznih obeležja rezultirao smanje-
njem WER-a, što nije slucˇaj ukoliko su ulazna obeležja 12MFCC_E_D_A (videti
sliku 20). Ovakvo ponašanje je vrlo verovatno posledica broja ulaznih obeležja,
a ne njihove prirode, jer u posmatranim slucˇajevima konkatenativnih obeležja
se vrši odbacivanje barem 52 odnosno 78 obeležja, dok u slucˇaju da su ulazna
obeležja 12MFCC_E_D_A maksimalno se odbacuje svega 13 obeležja. Intere-
santno je da primena HLDA, odnosno relaksacija uslova po pitanju rasipanja
unutar klasa (da rasipanje ne mora biti isto za sve klase), ne vodi nužno sma-
njenju WER-a (npr. ulazni vektor 7×12MFCC_E_D a broj izlaznih obeležja 26 i
39) što je takod¯e ilustrovano na slici 20.
6.3 stc
Ideja da je sa samo jednom transformacionom matricom moguc´e transfor-
misati obeležja tako da ta obeležja budu nekorelisana u svakoj klasi je malo
verovatna (Gales, 1999), ali se može uopštiti tako da se definiše po jedna trans-
formaciona matrica za grupe stanja na cˇemu se zasniva STC model. Za razliku
od (H)LDA, STC model ne podrazumeva redukciju dimenzionalnosti prostora
obeležja, stoga su u ovom radu obeležja ogranicˇena na 12MFCC_E_D za koje
su referentni sistemi dali najmanju vrednost WER-a (videti tabelu 5). Prva va-
rijanta je napravljena po uzoru na sisteme koji su predstavljeni u (Gales, 1999),
a koja podrazumeva da se jedna matrica deli izmed¯u svih Gausovih raspo-
5 HLDA pretpostavlja da se transformisana obeležja mogu podeliti na diskriminativna (ona koja
nose informaciju o pripadnosti klasi) i nediskriminativna. U slucˇaju GMM-a pretpostavka da
pojedina obeležja ne nose informaciju o pripadnosti klasi je ekvivalentna pretpostavci da su
srednje vrednosti i kovarijanse raspodela klasa za ova obeležja iste u svim klasama, tako da
se mogu izostaviti iz modela, te izlazna obeležja obuhvataju samo diskriminativna obeležja. Sa
druge strane pretpostavka o nekorelisanosti pojedinih obeležja modifikuje ciljnu funkciju (videti
(Jakovljevic´ et al., 2013)).
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dela koje fromiraju GMM-ove stanja trifona izvedenih iz istog monofona uz
dodatno ogranicˇenje da su ta stanja na istim pozicijama u modelu. Pošto pro-
cedura obuke podrazumeva odred¯ivanje optimalnog broja komponenata po
stanju pomoc´u krosvalidacije, za razliku od testova navedenih u radu (Gales,
1999) gde je broj Gausovih raspodela postepeno povec´avan i vršeno je pore-
d¯enje GMM sa dijagonalnim kovarijansnim matricama i STC sa istim brojem
Gausiana, u ovom radu je formiran samo jedan model sa “optimalnim” brojem
Gausiana. Ovaj model c´e u nastavku teksta biti oznacˇen sa STCRef. Druga vari-
janta, koja nosi oznaku STC(2.0)/STC(1.0), predstavlja nešto precizniju aprok-
simaciju od prethodne, pošto se svaka grupa Gausovih raspodela formirana u
prethodnoj varijanti dodatno deli sve dok maksimalna KLD izmed¯u Gausovih
raspodela sa estimiranom i aproksimiranom kovarijansnom matricom ne bude
jednaka 3.0/1.5. Performanse ova tri sistema su prikazana u tabeli 10
Tabela 10: Performanse STC sistema.
Oznaka # Gausiana # Transforma-
cionih matrica
# Parametara WER [%]
STCRef 14654 145 0.87M 5.92
STC(2.0) 14654 854 1.35M 4.40
STC(1.0) 14654 2357 2.37M 3.65
Kao što se iz priloženog može videti sa porastom broja parametara koji opi-
suju model raste i tacˇnost prepoznavanja. Ukoliko se ovi rezultati uporede sa
referentnim modelima koji koriste isti skup obeležja (12MFCC_E_D) može se
uocˇiti da je broj parametara u slucˇaju STCRef skoro 3 puta manji od GMM-a sa
dijagonalnom kovarijansnom matricom, ali je i WER znacˇajno vec´i (relativno
povec´anje je oko 50%). Modeli sa vec´im broj parametara su dali bolje rezultate,
jer je odstupanje od modela sa punim kovarijansnim matricama manje, ali i
dalje broj grešaka znatno vec´i nego u slucˇaju GMM-a sa punim kovarijansnim
matricama. Ukoliko se ovaj model uporedi sa HLDA modelima uocˇava se da
je moguc´e postic´i slicˇnu tacˇnost uz smanjenje broja parametara od nekih 30%.
6.4 segmm
Kao što je napomenuto u poglavlju 4 SEGMM varijanta GMM-a polazi od
pretpostavke da karakteristicˇni vektori obrazuju potprostore u D dimenzio-
nalnom vektorskom prostoru, odnosno da je za njih moguc´e pronac´i retku
reprezentaciju. Eksperimenti koji su ovde prikazani imali su za cilj da ispitaju
moguc´nost retke reprezentacije karakteristicˇnih vektora kao i odred¯ivanje od-
govarajuc´e kardinalnosti retkih vektora i recˇnika. Broj atoma (k) je biran tako
da se poklopi sa brojem karakteristicˇnih vektora u slucˇaju 10, 20, 30 i 40 kova-
rijansnih matrica, dok je kardinalnost retkih vektora (d) postepeno povec´avana
od 3 do 7. Pošto inicijalni eksperimenti sa kardinalnošc´u retkih vektora jedna-
koj 3 nisu dali visoku tacˇnost prepoznavanja (lošiju od dijagonalnih modela za
pojedine kombinacije recˇnika) varijante sa nižom kardinalnošc´u nisu ispitivane.
Sa druge strane vrednost kardinalnosti vec´e od 7 nisu bile od interesa zbog po-
vec´anja racˇunske i memorijske složenosti modela (videti analizu u poglavlju
4).
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Tabela 11: Prosecˇne vrednosti kvadratnih rastojanja izmed¯u aproksimirane i stvarne
vrednosti karakteristicˇnih vektora kovarijansnih matrica za razlicˇite vred-
nost k i d.
k
260 520 780 1040
3 0.44 0.41 0.39 0.37
4 0.36 0.32 0.30 0.28
d 5 0.29 0.25 0.23 0.22
6 0.23 0.20 0.18 0.16
7 0.19 0.15 0.13 0.12
Tabela 12: Prosecˇne vrednosti KLD izmed¯u Gausovih raspodela sa estimiranom i apor-
kismiranom kovarijansnom matricom za razlicˇite vrednost k i d.
k
260 520 780 1040
3 18.03 11.09 8.89 7.65
4 6.77 4.54 3.67 3.17
d 5 3.39 2.25 1.80 1.54
6 1.87 1.20 0.94 0.79
7 1.08 0.67 0.51 0.42
Pored samih vrednosti WER-a, pri obuci analizirano je i srednje kvadratno
odstupanje aproksimirane vrednosti od stvarne vrednosti karakterisitcˇnog vek-
tora, kao i KLD-ovi izmed¯u Gausovih raspodela sa estimiranom i aproksimira-
nom kovarijansnom matricom. Dobijene vrednosti su prikazane u tabelama 11
i 12, kao i na slici 21. Kao što se na osnovu priloženog može videti povec´anjem
velicˇine recˇnika i broja nenultih elemenata u retkom vektoru smanjuje se kako
kvadratno rastojanje izmed¯u stvarne i aproksimirane vrednosti karakteristicˇ-
nog vektora, ali i KLD izmed¯u raspodela, što je i bilo ocˇekivano (videti odeljak
4.4). Interesantan rezultat se može uocˇiti na slici 21 gde linearno smanjenje pro-
secˇnog kvadratnog odstupanja (eED) rezultuje eksponencijalnim smanjenjem
prosecˇnog KLD-a (eKLD), koje se može opisati jednacˇinom eKLD = e11eED−2.6
Ono što je bitno jeste da eksperimentalni rezultati potvrd¯uju delimicˇno ocˇe-
kivanu hipotezu da smanjenje kvadratnog rastojanja izmed¯u aproksimirane i
stvarne vrednosti karakteristicˇnog vektora smanjuje i odstupanje Gausove ras-
podele sa aproksimiranom i estimiranom kovarijansnom matricom.
6 Do navedene formule se došlo na osnovu eksponencijalne aproksimacije metodom najmanjih
kvadrata, a ne na osnovu nekih teorijskih predvid¯anja.
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Slika 21: Zavisnost prosecˇne vrednosti kvadratnog rastojanja (a) i KLD (b) od d za
razlicˇite vrednosti k
Zavisnost WER-a od kardinalnosti retkog vektora i broja atoma u recˇniku je
data u tabeli 14. Kao što se iz priloženog može videti da WER uglavnom ima
trend smanjenja sa povec´anjem broja atoma koji cˇine recˇnik i sa povec´anjem
kardinalnosti retkih vektora, što je i ocˇekivano jer se razlika izmed¯u modela
smanjuje. Treba primetiti da manja vrednost prosecˇnog KLD-a ne znacˇi nu-
žno i vec´u tacˇnost prepoznavanja (npr: varijante sistema za d = 7 i k = 520
ili k = 780 imaju manji prosecˇni KLD od sistema sa d = 6 i k = 1024, ali i
prva dva sistema imaju i vec´i WER). Ovo se delimicˇno može objasniti cˇinjeni-
com da ciljna funkcija koja obezbed¯uje što bolje pokrivanje prostora obeležja
koje zahvata model ne odgovara stvarnom zadatku modela, a to je diskrimina-
cija izmed¯u klasa, te postoji moguc´nost da se povec´alo i preklapanje izmed¯u
klasa odnosno konfuzija. Treba primetiti da je SEGMM za k = 1024 i d = 6 i
d = 7 rezultovao manjim brojem grešaka nego odgovarajuc´i referentni GMM
sa punim kovarijansnim matricama. Ovaj boljitak bi se mogao objasniti cˇinje-
nicom da se redukcijom broja parametara dobio model koji je generalniji od
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Tabela 13: Broj parametara modela za razlicˇite vrednost k i d.
k
260 520 780 1040
3 1.91M 1.92M 1.93M 1.93M
4 2.29M 2.30M 2.31M 2.31M
d 5 2.67M 2.68M 2.68M 2.69M
6 3.05M 3.06M 3.06M 3.07M
7 3.43M 3.44M 3.44M 3.45M
Tabela 14: Vrednosti WER [%] za razlicˇite vrednost k i d.
k
260 520 780 1040
3 5.60 4.79 4.54 4.08
4 4.43 3.33 3.02 3.55
d 5 3.19 3.19 2.63 2.31
6 2.98 2.45 2.31 1.92
7 2.31 2.45 2.27 1.95
referentnog modela. Ako se uporedi broj parametara koji je potreban za opi-
sivanje modela, može se uocˇiti da je manji od onog koji je potreban u slucˇaju
GMM-a sa punim kovarijansnim matricama i onog koji se dobija na osnovu
(H)LDA, ali i dalje vec´i od onog koji je potreban za GMM sa dijagonalnim ko-
varijansnim matricama. Treba primetiti da broj parametara neznatno raste sa
porastom broja atoma koji cˇine recˇnik, ali ne treba smetnuti sa uma da velicˇina
recˇnika u znacˇajnoj meri uticˇe na broj racˇunskih operacija potrebnih za izra-
cˇunavanje vrednosti gustine emitovanja stanja i da pri tome ne zavisi od broja
aktivnih stanja.
6.5 rezime
U ovom odeljku je dat prikaz performansi koji su dobijeni za nekoliko ra-
zlicˇitih varijanata GMM-a. Sa aspekta tacˇnosti prepoznavanja, kao najbolji su
se pokazali SEGMM i GMM sa punim kovarijansnim matricama, pri cˇemu je
SEGMM koji predstavlja aproksimaciju GMM-a sa punim kovarijansnim ma-
tricama imao bolju tacˇnost, što se može objasniti boljom estimacijom usled
manjeg broja parametara. SEGMM se po broju parametara našao u grupi sa
(H)LDA modelom, ali daleko iznad STC i GMM-a sa dijagonalnim kovarijan-
snim matricama. Treba napomenuti da STC iako predstavlja uopštenje (H)LDA
pristupa, nije rezultovao znacˇajno manjom greškom prepoznavanja (naprotiv
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greška je i porasla) što se može objasniti malom složenošc´u modela koja je
manja i od GMM-a sa dijagonalnim kovarijansnim matricama. Drugi razlog bi
mogao biti u cˇinjenici da (H)LDA koristi obeležja koja u obzir uzimaju nešto
širi kontekst zbog korišc´enja delta-delta obeležja, što nije slucˇaj za STC.

7
Z A K L J U C A K
U ovom radu je predstavljen novi nacˇin aproksimacije inverznih kovarijan-
snih matrica u Gausovim mešavinama koji se zasniva na retkoj reprezenta-
ciji njihovih karakteristicˇnih vektora. Cilj ove aproksimacije jeste: i) smanjenje
broja parametara potrebnih za reprezentaciju modela, ii) smanjenje racˇunske
složenosti izracˇunavanja izglednosti i iii) obezbed¯ivanje dovoljne tacˇnosti mo-
dela. Pored samog opisa modela u radu je dat i detaljan opis procedure obuke
modela, kao i formalni dokaz da se predložena obuka uklapa u standardnu
obuku zasnovanu na principu maksimizacije izglednosti. Urad¯eno je pored¯e-
nje predloženog modela sa vec´ postojec´im nacˇinima aproksimacije (inverznih)
kovarijansnih matrica, kao što su dijagonalan, MLLT (koja je ovde tretirana kao
specijalni slucˇaj HLDA), STC i PCGMM, sa aspekta broja parametara potreb-
nih za opis modela kao i broja racˇunskih operacija potrebnih za izracˇunavanje
izglednosti. Pored memorijske i racˇunske kompleksnosti modela analizirana
je i tacˇnost prepoznavanja, za šta su korišc´ene govorne baze SpeechDat II i
S70W100s120T na srpskom jeziku. Pošto su testovi imali za cilj proveru tacˇno-
sti akusticˇkih modela koji su opisani pomoc´ razlicˇitih varijanata GMM-a, svi
testovi su realizovani korišc´enjem gramatike nezavisne od konteksta. Racˇunska
kompleksnost je iskazana samo u opštim brojevima, pošto prilikom testiranja
broj Gausovih mešavina za koje treba izracˇunati vrednost zavisi od broja aktiv-
nih stanja koji se vremenom menja (od opservacije do opservacije) i broja recˇi
koje je potrebno prepoznati što je u ovom primeru oko 200 recˇi što je relativno
malo za adekvatnu procenu. Što se ticˇe tacˇnosti za odgovarajuc´i broj parame-
tara predloženi model aproksimacije je postigao tacˇnost prepoznavanja koja je
bila u nivou tacˇnosti GMM-a sa punim kovarijansnim matricama uz redukciju
broja parametara od nekih 40%. U pojedinim slucˇajevima predloženi model je
imao i nešto bolju tacˇnost od GMM-a sa punim kovarijansnim matricama što
se može objasniti manjim brojem parametara koji se estimiraju i samim tim
robustnijom estimacijom. U odnosu na dijagonanlu aproksimaciju predloženi
model za dovoljno veliki recˇnik i približno isti broj parametara postiže znatno
vec´u tacˇnost. Slicˇan odnos postoji i za preostale alternativne modele (HLDA
i STC), pri cˇemu je razlika u tacˇnosti nešto manja. Treba napomenuti da su
eksperimenti sa (H)LDA u kojima se vrši redukcija obeležja dali nešto vec´u
tacˇnost od odgovarajuc´ih STC modela što ukazuje da se dodatno povec´anje
tacˇnosti može dobiti korišc´enjem i delta-delta obeležja uz obaveznu redukciju
dimenzionalnosti.
Procedura obuke predloženog modela je znacˇajno produžena u odnosu na
standardnu proceduru obuke, pošto ukljucˇuje i proceduru pronalaženja recˇ-
nika i odgovarajuc´ih retkih reprezentacija za svaki od karakteristicˇnih vektora.
Trajanje obuke nije kriticˇan faktor pošto obuku nije potrebno realizovati u re-
alnom vremenu za razliku od prepoznavanja (dekovanja), ali bi u nekom da-
ljem istraživanju bilo interesantno razmotriti i moguc´nosti ubrzanja procedure
obuke. Pri obuci predloženog metoda potrebno je estimirati uzoracˇku kovari-
jansu, koja treba da bude dobro kondicionirana, stoga iako je broj parametara
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modela znacˇajno redukovan neophodno je obezbediti dovoljan broj opservacija
po komponenti Gausove mešavine. Buduc´i pravac istraživanja bi trebao obu-
hvatiti analizu ponašanja modela u situaciji kada je broj opservacija suviše mali.
Iako je sa aspekta brzine daleko znacˇajnije aproksimirati kovarijansne matrice,
slicˇan princip retke reprezentacije bi se mogao primeniti i na srednje vrednosti,
što bi moglo dovesti do povec´anja tacˇnosti prepoznavanja uz neznatno pove-
c´anje brzine dekodovanja. U slucˇaju kada je na raspolaganju velika kolicˇina
podataka za obuku diskriminativni trening dovodi do povec´anja tacˇnosti pre-
poznavanja modela, tako da bi bilo interesantno predložen model uklopiti u
obuku u kojoj se maksimizuje med¯u informacija ili minimizuje greška na nivou
fonema odnosno recˇi. Predloženi model je testiran na sistemu za prepoznava-
nje govora, ali zbog široke primene GMM modela jedan od buduc´ih pravaca
bi mogla biti primena predloženog modela u nekim drugim oblastima prepo-
znavanja oblika koje koriste GMM sa velikim brojem Gausovih raspodela.
A
D O D ATA K
a.1 disperzivnost dijagonalnih elemenata i karakteristicˇnih
vrednosti kovarijansne matrice
U ovom delu je naveden formalni dokaz da je u slucˇaju simetricˇne matrice
disperzivnost njenih karakteristicˇnih vrednosti vec´a od disperzivnosti njenih
dijagonalnih elemenata.
Naka je A proizvoljna simetricˇna matrica dimenzija d×d, i neka su λi njene
karakteristicˇne vrednosti, tada važi
∑d
i=1Ai,i =
∑d
i=1 λi, stoga su prosecˇne
vrednosti dijagonalnih elemenata i karakteristicˇnih vrednosti jednake. U na-
stavku c´e prosecˇna vrednost dijagonalnih elemenata biti oznacˇena sa λ¯.
d∑
i=1
(
Ai,i − λ¯
)2 6 d∑
i=1
(
Ai,i − λ¯
)2
+
d∑
i=1
d∑
j=1
i 6=j
A2i,j = tr
{(
A− λ¯I
)T (
A− λ¯I
)}
Cilj je povezati gornje jednacˇine sa karakteristicˇnim vrednostima matrice A
do kojih se dolazi množenjem sa matricama karakteristicˇnih vektoraQ za koju
važi: Q−1 = QT i |Q| = 1.
tr
{(
QTAQ− λ¯I
)T (
QTAQ− λ¯I
)}
=
= tr
(
QTATQQTAQ− λ¯QTAQ− λ¯QTATQ+ λ¯2I
)
= tr
(
QTATAQ
)
− tr
(
λ¯QTAQ
)
− tr
(
λ¯QTATQ
)
+ tr
(
λ¯2I
)
= tr
(
ATAQQT
)
− tr
(
λ¯AQQT
)
− tr
(
λ¯ATQQT
)
+ tr
(
λ¯2I
)
= tr
(
ATA
)
− tr
(
λ¯A
)
− tr
(
λ¯AT
)
+ tr
(
λ¯2I
)
= tr
(
ATA− λ¯A− λ¯AT + λ¯2I
)
= tr
{(
A− λ¯I
)T (
A− λ¯I
)}
Treba primetiti da gornja jednakost važi i za bilo koju drugu matricu koja je
ortogonalna i cˇija je determinanta jednaka jedan.
Odavde sledi:
d∑
i=1
(
Ai,i − λ¯
)2 6 tr{(QTAQ− λ¯I)T (QTAQ− λ¯I)} = d∑
i=1
(
λi − λ¯
)2
odnosno disperzija dijagonalnih elemenata matrice manja je od disperzije ka-
rakteristicˇnih vrednosti.
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a.2 optimalna estimacija recˇnika
a.2.1 Gradijentna metoda
Ukoliko su odred¯ene vrednosti koeficijenataA tada se problem pronalaženja
vrednosti atoma svodi na minimizaciju sledec´e funkcije:
f(D) =
1
2
n∑
i=1
‖xi −Dαi‖22 =
1
2
trag
(
(X−DA)T (X−DA)
)
gdeX predstavlja matricu svih signala koji su na raspolaganjuX = [x1, x2, . . . , xn],
a matricaA predstavlja matricu odgovarajuc´ih retkih vektoraA = [α1,α2, . . . ,αn].
Pošto važi sledec´e jednakosti:
∂trag(BTB)
∂B
= 2B
∂BC
∂B
= CT
gde su B i C proizvoljne matrice, diferenciranjem funkcije f(D) dobija se:
∇f(D) = − (X−DA)AT
Nova vrednost recˇnika Dn se dobija na osnovu stare Do na sledec´i nacˇin:
Dn = Do + η (X−DoA)A
T
gde je sa η oznacˇen koeficijent brzine ucˇenja. Procedura se ponavlja sve dok
razlika izmed¯u odgovarajuc´ih starih i novih atoma ne postane dovoljno mala
‖Dn −Do‖2F.
a.2.2 Lagranžov dualni problem
U ovom slucˇaju je problem minimizacije kvadratnog odstupanja dodatno
proširen ogranicˇenjem da l2 norma atoma bude manja ili jednaka 1, odnosno
problem koji je potrebno rešiti je sledec´i:
min
D
= trag
(
(X−DA)T (X−DA)
)
tako da ‖di‖22 6 1, ∀i = 1, 2, . . . ,k.
Ovaj problem se efikasno rešava korišc´enjem Lagranžovog duala. Prvo se for-
mira Lagranžijan:
L(D,Λ) = trag
(
(X−DA)T (X−DA)
)
+ trag
(
Λ
(
DTD− I
))
gde je Λ dijagonalna matrica koja na glavnoj dijagonali sadrži Lagranžove koe-
ficijente. Diferencijranjem L(D,Λ) pod D i izjednacˇavanjem sa nula matricom
dobija se optimalna vrednost D u funkciji parametra Λ odnosno:
−2 (X−DA)AT + 2DΛ = 0
odnosno:
D = XAT
(
AAT +Λ
)−1
.
A.2 optimalna estimacija recˇnika 93
Preostaje pronac´i odgovarajuc´e vrednosti Λ. Ako sa f0(D), oznacˇimo ciljnu
funkciju, odnosno f0(D) = trag
(
(X−DA)T (X−DA)
)
tada važi f0(D) >
L(D,Λ) ukoliko su vrednosti Lagranžovih multiplikatora pozitivne. Pored
toga ako sa g(Λ) oznacˇimo funkciju minDL(D,Λ) tada važi sledec´e:
g(Λ) 6 f0(D)
odnosno najbolja granica se dobija ukoliko se nad¯e maksimum funkcije g(Λ).
U ovom primeru g(Λ) je data izrazom
g(Λ) = trag
((
X−XAT
(
AAT +Λ
)−1
A
)T (
X−XAT
(
AAT +Λ
)−1
A
))
+ trag
(
Λ
((
XAT
(
AAT +Λ
)−1)T
XAT
(
AAT +Λ
)−1
− I
))
= trag
(
XTX
)
− trag
(
AT
(
AAT +Λ
)−1T
AXTX
)
− trag
(
XTXAT
(
AAT +Λ
)−1
A
)
+ trag
(
AT
(
AAT +Λ
)−1T
AXTXAT
(
AAT +Λ
)−1
A
)
+ trag
(
Λ
(
AAT +Λ
)−1T
AXTXAT
(
AAT +Λ
)−1)
− trag (Λ)
koji se primenom osobina traga, i cˇinjenice da je matrica (AAT +Λ) simetricˇna
svodi na:
g(Λ) = trag
(
XTX
)
− 2 trag
(
AT
(
AAT +Λ
)−1
AXTX
)
+ trag
((
AAT +Λ
)−1
AXTXAT
(
AAT +Λ
)−1 (
AAT +Λ
))
− trag (Λ)
odnosno:
g(Λ) = trag
(
XTX−AT
(
AAT +Λ
)−1
AXTX−Λ
)
Dobijenu funkciju g(Λ) je moguc´e optimizovati pomoc´u Njutnove metode,
za šta je potrebno odrediti vrednosti gradijenta i Hesijana (Hessian) funkcije
g(Λ).
Korišc´enjem osobine:
∂trag
(
B−1C
)
∂B
= −B−1TCB−1T
dobija se:
∂g(Λ)
∂Λ
=
(
AAT +Λ
)−1
AXTXAT
(
AAT +Λ
)−1
− I
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Pošto je matrica Λ dijagonalna, odnosno interesuju nas samo elementi na glav-
noj dijagonali gornji izraz se može preurediti u sledec´i:
∂g(Λ)
∂λi
= ‖XAT
(
AAT +Λ
)−1
ei‖22 − 1
gde je ei vektor cˇiji je samo i-ti element jednak 1, a svi ostali elementi jednaki
0, tzv. i-ti jedinicˇni vektor.
Diferencijranjem ∂g(Λ)/∂λi po λj se dobijaju vrednosti elemenata Hesijana:
∂2g(Λ)
∂λi∂λj
= −2
[(
AAT +Λ
)−1
AXTXAT
(
AAT +Λ
)−1]
i,j
[(
AAT +Λ
)−1]
i,j
što je bilo neophodno za Njutnovu metodu optimizacije.
Prednost dualne metode je u smanjenju broja promenljivih koje ucˇestvuju
u optimizaciji, umesto svih elemenata recˇnika optimizuju se samo Langražovi
koeficijenti cˇiji je broj jednak broju atoma u recˇniku.
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