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Abstract 
For higher text classification precision, a general feature layer fusion classification model and algorithm are proposed, 
which based on model theory of information fusion, adopting text and image information of the network. The model 
includes two layers, one is feature layer, which deals with text and image information with different classification 
algorithm, and the classification results are input into the higher fusion layer separately. The other is fusion layer, 
which deals with the results from the feature layer, and concludes the final classification result. The experiment 
expresses the feature fusion model can improve the text classification precision effectively.  
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Text classification is the important hot problem in the field of data mining, which is a process placing a 
net page into a given class correctly. Although there are many sophisticated classification algorithms, such 
as KNN, SVM, and Bayes, but how to improve the text classification precision is the main study topic now 
[1, 2]. 
On the network, multi-Media information is more and more, such as, text, image, and etc., how to use 
them to improve text classification precision is the important problem in this paper. 
Based on the model theory of information fusion, a general feature layer fusion classification model is 
proposed, which includes two layers, one is feature layer, which deals with text and image information 
with different pre-proceeding method and classification algorithm, and inputs the classification results into 
the higher layer, the other is fusion layer, which processes the results of the feature layer, and gets the final 
classification result.  
Text and image are the main information on the net; the fusion algorithm is realized and proved that the 
fusion model can improve classification precision effectively than other usual text classification algorithms. 
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1.Feature Layer Fusion Classification Model 
Information fusion is the assessment process, which deals with kinds of information with kinds of 
methods to get more precise assessment. In fusion model theory, there are three kinds of fusion layer and 
two kinds of fusion structures, which are data layer, feature layer, decision layer and series connection 
structure, parallel connection structure[3,4,5].  
Text classification can be seen as an assessment problem, which is a process of classifying a text into a 
given class correctly [7, 8, 9]. Based on fusion model theory, a feature layer fusion classification model is 
showed as Fig.1. 
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Fig.1. Feature layer fusion classification model on text/ image information 
 
From Fig. 1 we can see the feature layer fusion classification model has two layers, feature layer and 
fusion layer. The specific process includes pre-processing, feature layer classification and fusion 
classification. First, the different type information is pre-processed by different method, and then the output 
data are input into the corresponding feature layer. The different feature layer accomplished different 
classification. The classification results are input into the fusion layer. 
The fusion layer accomplishes final classification after all feature layer results input into it. And the 
final classification result is got through the feature fusion model. 
2.Feature Layer Fusion Classification Algorithm 
Text and image information are the most common resource on the net work, so we select them as the 
training data of the fusion model. For determining feature layer classification algorithm, we contrast KNN, 
SVM, Bayes and BP Net with the same image training data set and text training data set on the same 
experiment condition separately[10,11] . From the experiment, KNN is exceeding to the other algorithm in 
text classification, and SVM is prior to the other algorithm in image classification. So KNN and SVM are 
as the feature layer algorithms for text and image classification separately. D-S Evidence Theory is adopted 
as the fusion algorithm of the fusion layer in the fusion model. 
The fusion classification algorithm is showed in Fig.2. 
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Fig.2. Feature layer fusion classification algorithm 
 
From Fig. 2, we can see, KNN and SVM are adopted as feature layer fusion algorithm, processing the 
classification of text and image data separately, and D-S Evidence Theory algorithm is used in fusion 
layer classification algorithm, processing the results input from the feature layer.  
The steps of the fusion classification algorithm are as followed: 
Step 1. After the training text data are pre-processed, the data are input into KNN, and then the KNN 
classifier is determined. 
Step 2. After the training image data are pre-processed, the data are input into SVM, and then the 
SVM classifier is determined. 
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Step 3. After the testing text data are pre-processed, the text data are input into KNN classifier, the 
text classification result is got from KNN.  
Step 4. After the testing image data are pre-processed, the data are input into SVM classifier, the 
image classification result is got from SVM.  
Step 5. The results of Step 3 and Step 4 are input into fusion layer, that is D-S Evidence Theory 
algorithm. 
Step 6. The final classification result is got from D-S Evidence Theory. 
The pre-processing process of image data includes image denoising, feature extraction and vector 
express. And the pre-processing process of text data includes segmentation, feature extraction, weight 
calculation and vector express. 
 
3.Experiment 
The feature layer fusion classification model is realized in JAVA development plot. To test the text 
classification precision, we contrast KNN, SVM and the feature fusion method with the same training data 
set and testing data set.  
The text dataset in the experiment is from Sogou net station. Randomly 6 classes are chose, including 
Education, Computer, Environment, Traffic, Economy, Military affairs. 1049 documents are as training 
data, and 520 documents are as testing data. 
The image dataset in the experiment is from the Ground Truth Database Team of Object and Concept 
Recognition for Content-Based Image Retrieval of University of Washington. The image database is 
departed into 6 classes, that are Education, Computer, Environment, Traffic, Economy, Military affairs, 
3000 images in total. And every class is departed into training set and test set, which proportion is 2:1. 
For assurance the effectiveness of the experiment, we choose the images data as the rules, the image 
needs maximum for describing the image feature, and being easy to distinguish from other image 
  
   The contrast result of the three methods is showed as Table 1. 
 
Table 1. Contrast of three algorithms 
Methods\ precise Recall rate  precision F1  
KNN 80.3% 90.2% 84.8% 
SVM 76.4% 92.6% 83.7% 
Fusion model 85.6% 95.2% 90.7% 
 
In Table 1, we can see the precision and recall rate of the fusion method higher than the other 
classification methods. 
4.Conclusion 
With the development of image information on the net, how to use the image information to improve 
the precision of text classification is the main study point in the paper. According to the model theory of 
information fusion, a general feature layer fusion classification model is proposed, which adopts text 
classifier and image classifier on the feature layer, and their classification results are input into fusion layer. 
Then the final classification is output from the feature fusion model. At last, the fusion model is realized in 
the experiment. From the contrast we can conclude, the fusion model with text and image information can 
improve the classification precision effectively. 
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