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Abstract
An e.cient method for the multivariate interpolation of very large scattered data sets is presented. It is based on the
local use of radial basis functions and represents a further improvement of the well known Shepard’s method. Although
the latter is simple and well suited for multivariate interpolation, it does not share the good reproduction quality of other
methods widely used for bivariate interpolation. On the other hand, radial basis functions, which have proven to be highly
useful for multivariate scattered data interpolation, have a severe drawback. They are unable to interpolate large sets in an
e.cient and numerically stable way and maintain a good level of reproduction quality at the same time. Both problems
have been circumvented using radial basis functions to evaluate the nodal function of the modi6ed Shepard’s method.
This approach exploits the 8exibility of the method and improves its reproduction quality. The proposed algorithm has
been implemented and numerical results con6rm its e.ciency. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 65D05; 65Y20
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1. Introduction
Global interpolation methods based on radial basis functions are easily implementable means for
6tting functions sampled at scattered sites in Rd, but, when the number of samples is large, they
present the typical drawbacks of global methods, since each interpolated value is in8uenced by all
the data. Moreover, the numerical condition of the interpolation matrix heavily depends on the data
density and the smoothness of the radial basis functions that have been used; this leads to unstable
solutions or unacceptable computational costs [11].
More precisely, given a set X of scattered points of Rd and a radial basis function ’, by [12], there
is a close link between the obtainable reproduction quality and the condition of the interpolation
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matrix AX;’. In particular, improving the smoothness of ’ improves the reproduction quality and at
the same time also blows up the condition of AX;’, for X 6xed.
The use of compactly supported radial basis functions, even if this represents an eFort in the
direction of localization, cannot completely overcome the problem. In fact, for a small support of the
radial basis functions the condition number of the interpolation matrix improves, but the obtained
reproduction quality is poor, while, by enlarging the support, one obtains a better reproduction
behaviour, but the condition of AX;’ increases.
The multilevel method, proposed by Floater and Iske to circumvent this problem [1], computes
hierarchically successive interpolations on nested subsets of the data and obtains an acceptable com-
promise between e.ciency and reproduction quality by adjusting the support of the radial basis
functions at each level according to the current density of the points in the subset. Nevertheless, this
method is inherently scalar and, for very large data sets, requires considerable computational eFort.
On the other hand, local methods, capable of e.ciently handling much larger data sets and much
more suitable for parallel implementation, present in general a reduced reproduction quality [13] or a
greater complexity, when extended to d-dimensional problems [10]. Among local methods, however,
the modi6ed version of Shepard’s method given in [3,6] seems to best match both requirements
of e.ciency and reproduction quality. Its optimized implementation given by Renka in [7,8] rep-
resents one of the most powerful tools of the available mathematical software for the multivariate
interpolation of large scattered data sets. This modi6ed version improves the reproduction quality
of Shepard’s original method using multivariate polynomials as nodal functions, and in this way
provides results comparable with other triangle-based methods. Its drawback relies in the fact that,
in the multivariate setting, polynomial interpolation can present a high computational cost.
With the aim of providing a local method which exploits the characteristics of 8exibility and accu-
racy which have made the radial basis functions a well established tool for multivariate interpolation,
we present in this paper an RBF modi6cation of Shepard’s method. More precisely, we use radial
basis function interpolants as nodal functions of the modi6ed Shepard’s method. We obtain in this
way a local interpolation method which easily handles very large multivariate data sets, preserving
the e.ciency and speed of Renka’s algorithm, while improving its reproduction quality. Numeri-
cal tests show that the localization of radial basis function interpolants allows us to best exploit
the capabilities oFered by these functions and that this approach largely outperforms the multilevel
method.
The paper is organized as follows. In Section 2 we state the problem of interpolation with radial
basis functions and we give an improved version of the multilevel algorithm, which represents, in
our opinion one of the most e.cient algorithms for interpolating several thousand points with radial
basis functions and in a numerically stable way. The modi6ed Shepard’s method is brie8y recalled
in Section 3, where its new version based on radial basis functions is also given. The choice of free
parameters, together with numerical results for bi-variate and tri-variate interpolation, are presented
in Section 4.
2. Radial basis function interpolation
Let X = {x1; x2; : : : ; xN} a set of pairwise distinct points in a domain 
 ⊆ Rd with associated data
values fi; i=1; 2; : : : ; N .
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We de6ne two quantities which, in some sense, measure the density of the data set X . The 6rst
is the separation distance
q(X ):= min
xj =xk∈X
‖xk − xj‖2=2;
namely, half the distance between the closest pair of points in X .
The second is the 3ll distance, which gives the radius of the largest inner empty sphere,
h(X ):=max
x∈

min
16j6N
‖x − xj‖;
where 
 is a compact domain 
 ⊂ Rd that contains X .
We consider the problem of constructing a d-variate function F ∈Ck(Rd) that interpolates the
known data. Namely, we require
F(xi)=fi; i=1; : : : ; N:
If we take F in the form
F(x)=
N∑
j=1
cj’(‖x − xj‖2); (1)
where ’ : [0;∞]→ R is a suitable continuous function, the interpolation conditions become:
N∑
j=1
cj’(‖xi − xj‖2)=fi; i=1; : : : ; N:
In order that this system of linear equations be solvable for any fi; i=1; : : : ; N , the interpolation
matrix
AX;’=’(‖xi − xj‖2) (2)
must be non-singular. If the matrix AX;’ is such that cTAX;’c is strictly positive for all possible
choices of X = {x1; x2; : : : ; xN} and c=(c1; c2; : : : ; cN )∈RN \ {0}; the solution of the interpolation
problem is guaranteed. The function ’, which is called radial basis function, in this case is said to
be positive de3nite on Rd, ’∈PDd.
For general PDd radial basis functions, such as, for example, the Guassians ’(r)= e−cr
2
and the
inverse multiquadrics ’(r)= (c2 + r2)−1=2, the interpolation matrix
AX;’=’(‖xi − xj‖2)
is non-sparse and for data sets with small q(X ), very ill-conditioned. In fact, its condition is a
function G(q(X ); ’), which takes the form exp(−C=q(X )) for Gaussians and multiquadrics [12].
The resulting condition number can be therefore very large, leading to numerical singularity of AX;’
and serious loss of numerical accuracy. Moreover, for such radial basis functions, the evaluation of
F(x) on many points by formula (1) can be costly, if each data value contributes with a term in
the sum.
Compactly supported positive de6nite radial basis functions have recently been introduced to
overcome these problems [16,15] and to provide local methods. They are radial basis functions
which are positive de6nite on Rd for a given space dimension d, belong to a prescribed smoothness
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Table 1
Some of Wendland’s compactly supported radial basis functions
’d;k ∈PDd ∩ C2k
’1;0 = (1− r)+ PD1 ∩ C0
’3;0 = (1− r)2+ PD3 ∩ C0
’3;1 = (1− r)4+(4r + 1) PD3 ∩ C2
’3;2 = (1− r)6+(35r2 + 18r + 3) PD3 ∩ C4
class, are compactly supported and easy to evaluate. Some examples of such radial basis functions
are given in Table 1. There, the radius of the support of the functions is one, but it can be scaled
to , to adapt it to scattered data of diFerent densities by considering ’(·)=’(·=); ¿ 0. The
interpolation matrices corresponding to this class of functions can be sparse by suitably adjusting the
radius  of the support of the function ’. Nevertheless, there is still a drawback: if  is too small,
the reproduction quality of the interpolating function F(x) can be poor, while if  is too large the
matrix AX;’ is no longer sparse and well-conditioned enough to allow us to solve the linear system
in a numerically e.cient way [14].
Therefore a reasonable choice of  is that which represents a compromise between stability and
good approximation. Experimental results have shown that, when the data are very irregularly scat-
tered, a single value for  can still lead to unsatisfactory reconstructions. For this reason, a multilevel
method has been proposed by Floater and Iske in [1]. It is a hierarchical method which uses M
interpolation levels, where, at the kth level, the residual of the previous level is interpolated. This
allows us to adjust the support of the radial basis functions according to the data density, with a
consequent improvement in the computational cost of the interpolation algorithm.
More precisely, the set X of scattered points of Rd is decomposed into a nested sequence
X1 ⊂ X2 ⊂ · · · ⊂ XM−1 ⊂ XM =X
of subsets Xk of X,
Xk = {xk1 ; xk2 ; : : : ; xkNk} ⊂ X; 16 k6M;
and the interpolation problem relative to X is decomposed into M steps.
Starting with k =1, at the kth step one matches the error function
f − (s1 + · · ·+ sk−1)
on Xk by computing the coe.cients of the kth interpolant
sk(x)=
Nk∑
j=1
ckj ’k (‖x − xkj ‖2) (3)
after the support k of the basis function ’k of (3) has been suitably chosen.
It easily follows that (s1 + · · ·+ sM )|X =f|X ; which guarantees that (s1 + · · ·+ sM ) matches f at
each point in X .
This approach allows us to choose at the lowest level a relatively large value for 1 in order to
capture the overall behaviour of the data, and at the highest level, where the data are very dense,
to use radial basis functions with small support to insure numerical e.ciency.
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Table 2
Franke’s test function—uniformly scattered data
Original multilevel Modi6ed multilevel
N Max error MSE Time Max error MSE Time
500 0:6345E− 02 0:4638E− 06 5.89 0:6508E− 02 0:4446E− 06 4.36
1000 0:2764E− 02 0:4444E− 07 39.91 0:3004E− 02 0:5293E− 07 19.74
2000 0:2416E− 02 0:4023E− 07 473.29 0:2424E− 02 0:4280E− 07 99.06
Table 3
Franke’s test function—non-uniformly scattered data
Original multilevel Modi6ed multilevel
N Max error MSE Time Max error MSE Time
500 0:2161E− 01 0:4778E− 05 7.08 0:2158E− 01 0:4644E− 05 4.51
1000 0:4680E− 02 0:2281E− 06 46.87 0:4643E− 02 0:2347E− 06 21.61
2000 0:4000E− 02 0:8214E− 7 624.06 0:4000E− 02 0:9272E− 07 114.53
The multilevel method of Floater–Iske uses radial basis functions with the same smoothness at
each level. As pointed out in [5], this may not be the best choice. In fact, it is possible to use
smoother basis functions on coarser data than on denser data without losing anything in the rates of
approximation, but obtaining a great improvement in the computational time. The condition number
of the interpolation matrix AX;’ depends strongly on the smoothness of the radial basis function
’. Therefore reducing the smoothness of ’ yields a much faster numerical solution. Numerical
examples are shown in Tables 2 and 3, where we have considered the reconstruction of Franke’s
test function sampled at diFerent sets of scattered points in R2, both with Floater–Iske’s ML method
and with a modi6ed ML method (MML). This uses at the 6nest level the less regular radial basis
function ’3;0 of Table 1, and for each other level, the more regular ’3;2, that has been also used in
the ML method.
In both algorithms the support k of the radial basis functions is proportional to the separation
distance of the set Xk and the linear systems have been solved using the Conjugate gradient method
without preconditioning. It is clear that, even with this simpli6ed approach, the MML method pro-
duces results comparable with those of the ML method, but with less computational eFort.
The MML method will therefore represent the comparison method in order to evaluate the eFec-
tivity of the new interpolation algorithm presented in this work.
3. Modied Shepard’s methods
The Multilevel method, even if proposed to provide a stable method for interpolating several
thousands of scattered data is inherently scalar, while for very large data sets it would be desirable
to deal with easily parallelizable algorithms.
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Local methods, although sometimes having a worse reproduction quality than global ones, are
better suited to this job. Among these methods, the modi6ed version of Shepard’s method given in
[3] presents many advantages, such as numerical e.ciency, good reproduction quality, stability and
inherent parallelism. It therefore seems the most suitable candidate for handling very large amount
of data and for use in the case of a high number of independent variables. It has been proposed to
overcome the drawbacks of a well known interpolation scheme given by Shepard in [13].
More precisely, given the set X = {x1; x2; : : : ; xN} ⊂ Rd, and the corresponding function values
fi; i=1; : : : ; N , Shepard’s interpolant is of the form
F(x)=
N∑
i=1
r−pi fi
/
N∑
i=1
r−pi (4)
where p¿ 0 and ri= ‖x − xi‖2 denotes the Euclidean distance in Rd.
This scheme has the advantage of a small storage requirement and a full independence from the
space dimension, but suFers from low reproduction quality and high computational cost. Its modi6ed
version, called modi6ed quadratic Shepard’s method, presents improved reproduction quality and
reduced complexity. Speci6cally, the interpolation function is de6ned as:
F(x)=
N∑
k=1
OWk(x)Qk(x); (5)
where the function Qk(x), called nodal function, is a multivariate quadratic function that satis6es:
Qk(xk)=fk and that 6ts the values of a set of Nq nearby points in a weighted least square sense.
The weight functions OWk(x) are de6ned as
OWk(x)=
Wk(x)∑N
i=1 Wi(x)
; (6)
where
Wk(x)=
[
(rWk − rk)+
rWk rk
]2
(7)
for
(rWk − rk)+ =
{
rWk − rk if rk ¡ rWk ;
0 if rk¿ rWk ;
(8)
and rWk is a radius of in8uence about the point xk chosen just large enough to include NW points.
As a consequence, the value fk at xk in8uences interpolated values at points within this radius. The
weights OWk(x) satisfy the cardinality relations
OWk(xi)= !ik ; i; k =1; : : : ; N
and constitute a partition of unity, namely
N∑
k=1
OWk(x)= 1:
Moreover the weight functions have continuous partial derivatives which are zero at the interpolation
points, so the interpolating function F is in C1(Rd) and, at the data points, maintains the local shape
properties of the nodal functions.
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The modi6ed quadratic Shepard’s method has been e.ciently implemented and the corresponding
ACM 660 and 661 algorithms represent one of the most powerful software tools for the multivariate
interpolation of large scattered data sets. Nevertheless, the use of multivariate polynomials for the
evaluation of the nodal functions leads to the loss, to some extent, of the main advantage of Shepard’s
original method, namely its independence, in the evaluation phase, from the space dimension. In
fact, by increasing the space dimension d, the evaluation of the nodal functions Qk can become
computationally expensive.
Since the main feature of radial interpolants is their easy generalization to the multidimensional
setting and as, when working with radial basis functions, computational problems arise for large num-
bers of interpolation points, it is natural to use radial basis function interpolants as nodal functions.
More precisely, we propose a modi6ed RBF Shepard’s method which considers the interpolating
function given by
F(x)=
N∑
k=1
OWk(x)Rk(x); (9)
where
Rk(x)=
∑
j∈Ik
ckj ’(‖x − xkj ‖2) (10)
is the radial basis function interpolant relative to the subset Xk = {xk ; xkj ∈X; j∈ Ik}, Ik being the set
of indexes of Nq neighbours of xk .
For the global interpolant F(x), given by (9), we have immediately the following results:
Theorem 3.1. Let X = {x1; x2; : : : ; xN} ⊆ 
 ⊂ Rd be a given set and fi; i=1; : : : ; N the correspond-
ing function values. Let F(x) be the interpolant given by formula (9); where
Rk(x)=
∑
j∈Ik
ckj ’(‖x − xkj ‖2) with ’(r)∈Cl
and
OWk(x)=
[
(rWk − rk)+
rWk rk
]p/ N∑
k=1
[
(rWk − rk)+
rWk rk
]p
:
Then F(x)∈Cs(
); where s=min{l; p}.
Proof. It immediately follows from de6nition (9) and from the properties of the weight functions.
Theorem 3.2. Let X = {x1; x2; : : : ; xN} ⊆ 
 ⊂ Rd be a given set and fi; i=1; : : : ; N the corre-
sponding samples of a certain function f. Let F(x) be the interpolant given by (9). If ek(x)=
‖f(x)−Rk(x)‖ is the approximation error of the radial basis function interpolant Rk(x) relative to
the set Xk = {xk ; xkj ∈X; j∈ Ik}; using a given norm; ‖·‖; then; for each point x∈
 the approximation
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error is given by:
E(x)= ‖f(x)− F(x)‖6
N∑
k=1
OWk(x)ek(x): (11)
Proof. Remembering the properties of the weight functions, we have:
‖f(x)− F(x)‖=
∥∥∥∥∥
N∑
k=1
OWk(x)f(x)−
N∑
k=1
OWk(x)Rk(x)
∥∥∥∥∥6
N∑
k=1
OWk(x)ek :
Moreover, this approach presents several numerical advantages:
• When working with compactly supported radial basis functions, it is possible to adjust the support
k in each local interpolation according to the local density of the set Xk . In fact, for very unevenly
distributed data points, the same value of the support of the radial basis functions for each local
interpolation could provide nodal functions with very diFerent approximation behaviour. On the
contrary, the choice of k such that the ratio hk=k is constant (hk =6ll distance of the set Xk),
yields a common reproducing quality for all nodal functions, and therefore a better quality for the
global interpolant.
• When working with general positive de6nite radial basis functions, as may be the case for a large
number of independent variables, it is possible to control the condition number of the interpolation
matrices by suitably choosing the Nq interpolation points belonging to the set Xk . As it is well
known that the condition number depends on the separation distance of the data set, it is possible
to choose neighbours of xk such that the value of the separation distance qk is not less than a
6xed amount, obtaining in this way a stable evaluation of each nodal function.
• The computational complexity of the interpolation algorithm is comparable with that of the mod-
i6ed quadratic Shepard method and becomes lower by increasing the space dimension d. More
precisely, we have a preprocessing phase, in which the sets Ik ; k =1; : : : ; N; are calculated by a
cell technique (computational cost of order O(N ) [6]) and the corresponding N linear systems
of dimension Nq are solved (computational cost of order O(N · N 3q =6)) in order to compute the
coe.cients of the local interpolants, and an evaluation phase which requires O(Nw · Nq) arith-
metic operations for each evaluation point. Numerical experiments have shown that the optimal
values for the parameters Nq and NW are Nq=13 and Nw=10 for the two-dimensional case, and
Nq=18 and Nw=7 for the three-dimensional case, respectively (in comparison with the values
Nq=13, Nw=19 and Nq=17, Nw=32 chosen by Renka). In the three-dimensional case, this
choice considerably reduces the computational cost of the evaluation of the interpolant function
in each point.
• The interpolation algorithm is easily and e.ciently parallelizable (see [4]).
4. Numerical results
In order to verify the eFectivity of the proposed interpolation method, we have applied it to
four bivariate test functions taken from the literature; more precisely, we have used the Franke’s
and Nielson’s test functions taken from [2,3], and the functions called F7 and F10 in [9], where
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Fig. 1. Test functions: Franke’s (left), Nielson’s (right).
Fig. 2. Test functions: F7 (left), F10 (right).
accuracy test of ACM algorithms for bi-variate scattered data interpolation are presented (see Figs.
1 and 2). We have sampled these functions at diFerent scattered point sets in 
= [0; 1] × [0; 1],
which diFer from each other in the number N of points and the distribution of the points in the
domain 
. More precisely, we have considered some sets of random points uniformly distributed
in the square [0; 1]× [0; 1] and other sets not uniformly distributed. Two examples of such diFerent
distribution are given in Fig. 3.
With these sets of data we have at 6rst compared the results obtained with our Modi6ed RBF
Shepard’s method using for the evaluation of the nodal functions, both compactly supported radial
basis functions, and globally supported inverse multiquadrics. We have chosen the function ’3;2
of Table 1 for the compact support case, and the inverse multiquadrics with a suitable choice of
the constant c for the global case. The value of c varies with each local interpolant Rk and is
proportional to the radius of in8uence of the point xk . Moreover, in the latter case we have chosen
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Fig. 3. Sets of 2000 points: uniform distribution (left), non-uniform distribution (right).
Fig. 4. Approximation errors of the local RBF method using compactly supported RBF (solid line) and inverse multi-
quadrics (dashed line) for Franke’s test function sampled at uniformly scattered points: max error (left), mean square
error (right).
the Nq neighbours of each point xk such that the condition of the local interpolation problems does
not exceed 105. The comparison has been made by evaluating the interpolant F(x) on a 50 × 50
grid and in terms of max and mean square errors. The results of the comparison are similar for all
test functions and show a slightly better behaviour for the multiquadrics, especially for the case of
non-uniform data distribution (see Figs. 4 and 5 for the Franke’s test function). Therefore, we have
used these radial basis functions for further comparisons.
We have then compared the results obtained both with the modi6ed multilevel method and with
the modi6ed quadratic Shepard’s method with those provided by our modi6ed RBF Shepard’s
method.
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Fig. 5. Approximation errors of the local RBF method using compactly supported RBF (solid line) and inverse multi-
quadrics (dashed line) for Franke’s test function sampled at non-uniformly scattered points: max error (left), mean square
error (right).
Table 4
Approximation errors for Franke’s test function sampled at uniformly scattered points
N QSHEP2D Modi6ed multilevel Local RBF
Max error MSE Max error MSE Max error MSE
500 0:3154E− 01 0:7801E− 05 0:6508E− 02 0:4446E− 06 0:7165E− 02 0:2026E− 06
1000 0:8122E− 02 0:4274E− 06 0:3004E− 02 0:5293E− 07 0:2803E− 02 0:2771E− 07
2000 0:4684E− 02 0:5016E− 07 0:2424E− 02 0:4280E− 07 0:7076E− 03 0:8102E− 09
5000 0:6485E− 03 0:2546E− 08 0:8804E− 04 0:2992E− 10
10000 0:4277E− 03 0:5793E− 09 0:2786E− 04 0:3208E− 11
20000 0:1816E− 03 0:7250E− 10 0:1597E− 04 0:1235E− 11
30000 0:6556E− 04 0:1455E− 10 0:8419E− 05 0:8424E− 12
The numerical experiments are summarized in Tables 4–11. It is evident that, for the bi-variate
case, the method proposed in this paper provides results whose reproduction quality is comparable
with that obtained with the MML method, but with much less computational eFort. The computational
time required by the new method turns out to be similar to that of Renka’s algorithm (see Fig. 6),
while it is better in terms of reproduction quality, especially for large sets of unevenly scattered
data.
As the main feature of our method is its independence from the space dimension (at least for
what concerns the evaluation phase), we have then tested it using the three-dimensional version of
Franke’s function given in [6] that is
F(x; y; z) = 0:75 exp[− ((9x − 2)2 + (9y − 2)2 + (9z − 2)2=4]
+0:75 exp[− (9x + 1)2=49− (9y + 1)=10− (9z + 1)=10]
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Table 5
Approximation errors for Franke’s test function sampled at non-uniformly scattered points
N QSHEP2D Modi6ed multilevel Local RBF
Max error MSE Max error MSE Max error MSE
500 0:8857E− 01 0:4494E− 04 0:2158E− 01 0:4644E− 05 0:4135E− 01 0:2413E− 05
1000 0:2921E− 01 0:7295E− 05 0:4643E− 02 0:2347E− 06 0:2426E− 01 0:8168E− 06
2000 0:9885E− 02 0:3620E− 06 0:4000E− 02 0:9272E− 07 0:2485E− 02 0:2328E− 07
5000 0:2806E− 02 0:2390E− 07 0:8912E− 04 0:3142E− 10
10000 0:1226E− 02 0:3559E− 08 0:2898E− 04 0:1232E− 10
20000 0:4910E− 03 0:3610E− 09 0:9200E− 05 0:5769E− 11
30000 0:1548E− 03 0:8060E− 10 0:4314E− 05 0:4160E− 11
Table 6
Approximation errors for Nielson’s test function sampled at uniformly scattered points
N QSHEP2D Modi6ed multilevel Local RBF
Max error MSE Max error MSE Max error MSE
500 0:9011E− 01 0:1402E− 04 0:8985E− 01 0:3635E− 04 0:3803E− 01 0:5405E− 05
1000 0:9746E− 01 0:9614E− 05 0:2674E− 01 0:3091E− 05 0:4245E− 01 0:1889E− 05
2000 0:2483E− 01 0:5434E− 06 0:2980E− 01 0:6125E− 06 0:8055E− 02 0:4620E− 07
5000 0:1140E− 01 0:1079E− 06 0:9278E− 03 0:1525E− 08
10000 0:6324E− 02 0:2392E− 07 0:2698E− 03 0:8236E− 10
20000 0:4694E− 03 0:7439E− 09 0:4974E− 04 0:7399E− 11
30000 0:5720E− 03 0:5154E− 09 0:2600E− 04 0:6342E− 11
Table 7
Approximation errors for Nielson’s test function sampled at non-uniformly scattered points
N QSHEP2D Modi6ed multilevel Local RB
Max error MSE Max error MSE Max error MSE
500 0:2987E + 00 0:3913E− 03 0:2520E + 00 0:2071E− 03 0:1231E + 00 0:5034E− 04
1000 0:1156E + 00 0:8860E− 04 0:9311E− 01 0:3923E− 04 0:8455E− 01 0:4897E− 04
2000 0:4564E− 01 0:7784E− 05 0:3003E− 01 0:3141E− 05 0:2212E− 01 0:1350E− 05
5000 0:1893E− 01 0:1001E− 05 0:3575E− 02 0:4065E− 07
10000 0:2354E− 01 0:5414E− 06 0:3031E− 02 0:2006E− 07
20000 0:3290E− 02 0:1456E− 07 0:9326E− 03 0:1742E− 08
30000 0:3086E− 02 0:8322E− 08 0:4036E− 03 0:4119E− 09
+0:5 exp[− ((9x − 7)2 + (9y − 3)2 + (9z − 5)2)=4]
− 0:2 exp[− (9x − 4)2 − (9y − 7)2 − (9z − 5)2]
sampled at scattered points in 
= [0; 1]× [0; 1]× [0; 1]. The comparison in the tri-variate case has
only been made with the Modi6ed Quadratic Shepard method. The results shown in Table 12 and in
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Table 8
Approximation errors for test function 7 sampled at uniformly scattered points
N QSHEP2D Modi6ed multilevel Local RBF
Max error MSE Max error MSE Max error MSE
500 0.3665 0:9796E− 03 0.2950 0:4941E− 03 0.2698 0:1222E− 03
1000 0.3309 0:1598E− 03 0.1199 0:7148E− 04 0:3262E− 01 0:3089E− 05
2000 0.1149 0:2222E− 04 0.1011 0:2035E− 04 0:7579E− 02 0:1881E− 06
5000 0:1321E− 01 0:7872E− 06 0:8670E− 03 0:2945E− 08
10000 0:6638E− 02 0:1279E− 06 0:6667E− 03 0:6123E− 09
20000 0:2972E− 02 0:1926E− 07 0:1096E− 03 0:1005E− 09
30000 0:1563E− 02 0:5177E− 08 0:9456E− 04 0:8964E− 10
Table 9
Approximation errors for test function 7 sampled at non-uniformly scattered points
N QSHEP2D Modi6ed multilevel Local RBF
Max error MSE Max error MSE Max error MSE
500 0.7679 0:7156E− 02 0.7478 0:6014E− 02 0:3262E− 01 0:7362E− 03
1000 0.6090 0:2302E− 02 0.5461 0:8841E− 03 0:2380E− 01 0:2034E− 03
2000 0.2943 0:2967E− 03 0.2016 0:2307E− 03 0:3880E− 01 0:5484E− 05
5000 0:7268E− 01 0:1187E− 04 0:6903E− 02 0:8954E− 07
10000 0:3187E− 01 0:1957E− 05 0:1279E− 02 0:5470E− 08
20000 0:9103E− 02 0:2265E− 06 0:4095E− 03 0:4568E− 09
30000 0:2250E− 02 0:3588E− 07 0:2230E− 03 0:9210E− 10
Table 10
Approximation errors for test function 10 sampled at uniformly scattered points
N QSHEP2D Modi6ed multilevel Local RBF
Max error MSE Max error MSE Max error MSE
500 0.2541 0:2034E− 03 0:8922E− 01 0:2707E− 04 0:5432E− 01 0:1392E− 04
1000 0:4604E− 01 0:5994E− 05 0:2952E− 01 0:2270E− 05 0:2023E− 01 0:1160E− 05
2000 0:6592E− 01 0:3961E− 05 0:2011E− 01 0:1395E− 05 0:1918E− 01 0:7411E− 06
5000 0:2807E− 01 0:3876E− 06 0:2488E− 01 0:3114E− 06
10000 0:3308E− 02 0:1137E− 07 0:9070E− 02 0:3395E− 07
20000 0:3124E− 02 0:5045E− 08 0:1179E− 02 0:8488E− 09
30000 0:3383E− 03 0:2339E− 09 0:9000E− 04 0:2887E− 10
Fig. 7 demonstrate that as the space dimension increases, the new algorithm outperforms the other
method with respect to both reproduction quality and e.ciency.
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Table 11
Approximation errors for test function 10 sampled at non-uniformly scattered points
N QSHEP2D Modi6ed multilevel Local RBF
Max error MSE Max error MSE Max error MSE
500 0.2052 0:2546E− 03 0.1413 0:1780E− 03 0:7322E− 01 0:1486E− 04
1000 0:9684E− 01 0:7512E− 04 0:6590E− 01 0:9029E− 05 0:3201E− 01 0:4512E− 05
2000 0:2166E− 01 0:2794E− 05 0:1851E− 01 0:1037E− 05 0:1401E− 01 0:1806E− 06
5000 0:4552E− 02 0:1428E− 06 0:2666E− 02 0:8957E− 08
10000 0:2511E− 02 0:2469E− 07 0:1316E− 02 0:3748E− 08
20000 0:1291E− 02 0:2971E− 08 0:4990E− 03 0:1510E− 09
30000 0:2980E− 03 0:6631E− 09 0:7593E− 04 0:1773E− 10
Fig. 6. Comparison between the execution times of the modi6ed quadratic Shepard’s and modi6ed RBF Shepard’s methods:
uniform data distribution (left), non uniform data distribution (right).
Table 12
Approximation errors for Franke’s test function sampled at scattered points in R3
QSHEP3D Local RBF
N Max error MSE Time Max error MSE Time
500 0:3579E + 00 0:2962E− 03 0.59 0:2008E + 00 0:1386E− 03 0.60
1000 0:1100E + 00 0:6154E− 04 1.21 0:9987E− 01 0:2517E− 04 0.95
2000 0:8734E− 01 0:1779E− 04 2.50 0:8296E− 01 0:8912E− 05 1.75
5000 0:2237E− 01 0:2129E− 05 6.48 0:2131E− 01 0:9968E− 06 4.16
10000 0:1423E− 01 0:5232E− 06 13.62 0:9126E− 02 0:2137E− 06 8.9
20000 0:3980E− 02 0:1021E− 06 30.15 0:3937E− 02 0:6553E− 07 19.00
30000 0:2080E− 02 0:6277E− 07 47.32 0:1040E− 02 0:2437E− 08 29.42
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Fig. 7. 3d-case: Comparison between the execution times of the modi6ed quadratic Shepard’s and modi6ed RBF Shepard’s
methods for Franke’s test function.
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