The main purpose of this paper is to study the inclusion relations of neutrosophic sets and some applications in multiple attribute decision making. At first, the existing two definitions of inclusion relation (called type-1 and type-2 inclusion relation, respectively) of neutrosophic sets are analyzed, and the deficiencies of type-1 and type-2 inclusion relations are illustrated by examples (in fact, they are actually two extreme cases). Second, a new definition of inclusion relation of neutrosophic sets (call it type-3 inclusion relation) is introduced, and a new method of ranking of neutrosophic sets is given. The effectiveness of the ranking method is presented by some application examples in multiple attribute decision making. Finally, type-3 inclusion relation of neutrosophic sets and related lattice structure are investigated in a systematic way, the definitions of type-3 union and type-3 intersection operations are proposed, and the following important result is proved: all of neutrosophic sets based on a certainty domain constitute a generalized De Morgan algebra (non-distributive lattice) with respect to type-3 union, type-3 intersection and complement operations. From this, the essential difference between neutrosophic set and fuzzy set (and intuitionistic fuzzy set) is clarified theoretically.
Introduction
The notion of neutrosophic set is proposed by Smarandache in 1998 (see [20] [21] [22] ). Now, neutrosophic set is gaining significant attention in solving many real life problems that involve uncertainty, impreciseness, incompleteness, inconsistent, and indeterminacy. The theory of netrosophic set has been applied in multiple attribute decision making, computational intelligence, machine learning, image processing, medical diagnosis, fault diagnosis, optimization design, algebraic systems and so on (see [2, 7, 8, 11-17, 28-33, 35-39] ). Moreover, a lot of new neutrosophic theories have been proposed, for examples, neutrosophic cubic set (see [9, 10, 34] ), neutrosophic soft set and neutrosophic rough set (see [3, 6, 25] ).
The core idea of neutrosophic theory is to describe the uncertainty of concepts from three mutually independent aspects. In fact, this idea has many different forms of expression in the academic circle. For examples: (1) from the rough set, interval set, granular computing and other research nutrition, the famous scholar Yao creatively put forward three-way decision theory, has become a hot research topic in related fields (see [26, 27] ). A very interesting research trend is that the connection between neutrosophic theory and three-way decision theory is concerned in [18] . (2) A picture fuzzy set (proposed by Cuong, see [1, [4] [5] [6] ) can be regarded as a special neutrosophic set, so relevant research can be incorporated into the framework of neutrosophic theory. In fact, the notion of picture fuzzy set is called standard neutrosophic set in [6] . (3) Wang et al. introduced the new notions of ternary fuzzy set and ternary fuzzy number in [23] ; by simple comparison, we find that the two concepts of picture fuzzy set and ternary fuzzy set are essentially equivalent. We believe that the integration of these theories will provide more effective methods and tools for solving uncertainty problems.
In the neutrosophic set, truth-membership, indeterminacy-membership, and falsity-membership are represented independently. If U is a set, a neutrosophic set defined on the universe U assigns to each element x ∈ U , a triple (T(x), I(x), F(x)), where T(x), I(x) and F(x) are standard or non-standard elements of non-standard unit interval ]0 − , 1
T is the degree of truth-membership in the set U, I is the degree of indeterminacy-membership in the set U and F is the degree of non-membership in the set U. In this paper we work with special neutrosophic sets that their degrees of memberships are standard real numbers in [0, 1], they are called single valued neutrosophic set (see [24] ). It can be seen from this, neutrosophic set is a powerful general formal framework that generalizes the concepts of fuzzy set and intuitionistic fuzzy set.
For a set theory, inclusion relation is a basic concept; it plays a fundamental role in defining the union and intersection operations between sets, as well as the basis for related applications. From the existing literature, there are two different definitions of the inclusion relation of neutrosophic sets. In this paper, we gave some examples to illustrate the shortcomings of the two inclusion relations, and then propose a new inclusion relation (call it type-3 inclusion relation). Based on type-3 inclusion relation, we establish a new ranking method of neutrosophic sets and apply it to multiple attribute decision making problems. At the same time, this paper also studies the union and intersection operations corresponding to type-3 inclusion relation and the related lattice structure. Using these research results, we reveal the essential difference between neutrosophic set and fuzzy set (interval-valued fuzzy set, intuitionistic fuzzy set, and so on) from an algebraic point of view.
Neutrosophic sets and type-1 (type-2) inclusion relations
Definition 2.1 [20, 21] Let X be a space of points (objects), with a generic element in X denoted by x. A neutrosophic set A in X is characterized by a truth-membership function 
For convenience, "single valued neutrosophic set" is abbreviated to "neutrosophic set" later. In this paper, we use the symbol NS(X) to denote the set of all single valued neutrosophic set in X. Two single valued neutrosophic sets A and B are equal, written as A = B, if and only if T A (x) = T B (x), I A (x) = I B (x) and
For the inclusion relation of neutrosophic sets, there are two different definitions in the literature. An original definition is proposed by Smarandache (see [20] [21] [22] ), we call it type-1 inclusion relation in this paper, denote it by ⊆ 1 ; another one is used in some papers (see [2, 3, 24] ), we call it type-2 inclusion relation in this paper, denote it by ⊆ 2 . Definition 2.3 [20] [21] [22] A single valued neutrosophic set A is contained in the other single valued neutrosophic set
It is easy to verify that the above inclusion relation ⊆ 1 is a partial ordered relation on NS(X). We called it type-1 inclusion relation in this paper. 
Obviously, the above inclusion relation ⊆ 2 is also a partial ordered relation on NS(X). We called it type-2 inclusion relation in this paper. For set theory, union and intersection operations are corresponding to inclusion relation. Therefore, there are two kinds of union and intersection operations corresponding to the two inclusion relations mentioned above. Interestingly, the complement operation uses the same definition in this paper (in fact, there are indeed different ways of defining complement operation in the literature, and we will discuss this problem in another paper). The basic definitions of these concepts are listed as follows. 
We can prove the following important proposition (the proof is omitted). (1, 1, 0) ) is also a De Morgan algebra.
Proposition 2.2 Let X be a universe. Then (NS(X),
⊆ 1 , ∪ 1 , ∩ 1 , c , (0, 1, 1), (1, 0, 0))
is a De Morgan algebra, and (NS(X),
⊆ 2 , ∪ 2 , ∩ 2 , c , (0, 0, 1),
Type-inclusion relation of neutrosophic sets
First, we analyze the inadequacies of the type-1 and type-2 inclusion relations of neutrosophic sets.
For any A, B ∈ NS(X),

By Definition 2.3 and 2.4, we know that
Thus,
This means that type-1 and type-2 inclusion relations are actually divided three membership functions into two groups, and then determines the order relation using the method similar to intuitionistic fuzzy sets; the difference between the two types is that one calculates the uncertain part in the truth-part and the other is to calculate the uncertain part in the falsity-part. In other words, the two inclusion relations do not really take advantage of the three membership functions; they are actually two extreme ways of handling. From another point of view, since I(x)
represent indeterminacy, it should not be added to the T(x) or F(x). Now, we give following example to illustrate the inadequacies of the two inclusion relations.
Assuming that the three membership functions in the neutrosophic sets are understood as the proportion of the votes in the voting process that are agreed, neutral (indeterminacy) or against votes, the above results show that type-1 and type-2 inclusion relations are not reasonable: In order to overcome the shortcomings of the above two kinds of inclusion relations, we introduce type-3 inclusion relation. The main idea is to give full play to the three membership functions and subdivide various possible situations, it can be regarded as the generalization of related methods in [1, 5] . Definition 3.1 Let A and B be two neutrosophic sets in the universe X. The type-3 inclusion relation ⊆ 3 is defined as follows: A⊆ 3 B if and only if
The following unconventional voting example shows that the three independent membership functions in neutrosophic sets have practical application background. 
Proposition 3.1 Let X be a universe, A, B, C ∈ NS(X)
. Then, (1) A ⊆ 3 A; (2) (A⊆ 3 B, B⊆ 3 A) ⇒ A = B; (3) (A⊆ 3 B, B⊆ 3 C) ⇒ A⊆ 3 C.
Definition 3.2 Let A and B be neutrosophic sets in X.
The type-3 union, type-3 intersection and complement are defined as follows: 3 A, and C⊆ 3 B.
It is easy to verify the following conclusions (the proofs are omitted here, in Sect. 5, we will give the proof in a more general framework). 
Proposition 3.3 Let A, B, C be neutrosophic sets in X, then
1. A ∩ 3 A = A, A ∪ 3 A = A; 2. A ∩ 3 B = B ∩ 3 A, A ∪ 3 B = B ∪ 3 A; 3. (A ∩ 3 B) ∩ 3 C = A ∩ 3 (B ∩ 3 C), (A ∪ 3 B) ∪ 3 C=A ∪ 3 (B ∪ 3 C); 4. A ∩ 3 (B ∪ 3 A) = A, A ∪ 3 (B ∩ 3 A) = A; 5. A ⊆ 3 B ⇔ A ∪ 3 B = B; A ⊆ 3 B ⇔ A ∩ 3 B = A.
Proposition 3.4
Let A and B be neutrosophic sets in X, then 
A new ranking method with applications
The inclusion relations of neutrosophic sets are closely related to the ranking methods of the neutrosophic numbers, and the ranking methods play a basic important role in the application of neutrosophic sets in multi attribute decision making. In [22] , using three functions: neutrosophic score 0 type−3 = {(x, 0, 0, 1) |x ∈ X},
function, neutrosophic accuracy function, and neutrosophic certainty function, Smarandache define a total order on the set of neutrosophic numbers. In this section, a new ranking method will be given with the help of the idea of type-3 inclusion relation in Sect. 3.
As a preparation, the concept of neutrosophic number and the order relation on it will be introduced.
If 
∀x, y ∈ D * , x≤ 1 y ⇔ x 1 ≤ y 1 and x 2 ≥ y 2 and x 3 ≥ y 3 .
∀x, y ∈ D * , x≤ 2 y ⇔ x 1 ≤ y 1 and x 2 ≤ y 2 and x 3 ≥ y 3 .
x≤ 3 y ⇔ x 1 < y 1 and x 3 ≥ y 3 , or x 1 = y 1 and x 3 > y 3 , or x 1 = y 1 and x 3 =y 3 and x 2 ≤ y 2 .
Definition 4.1 Let (t, i, f) be a single-valued neutrosophicnumber. The type-3 score function is defined by
The type-3 accuracy function is defined by
It is easy to verify the following conclusion which shows that type-3 score function and type-3 ordered relation are compatible. (t 1 , i 1 , f 1 ) and (t 2 , i 2 , f 2 
Proposition 4.1 Let
) be two singlevalued neutrosophic numbers. Then
It is easy to verify the following conclusion which shows that type-3 score function and type-3 accuracy function determine the 1, 3 component of the neutrosophic number (not related to the second component).
Proposition 4.2 Let (t 1 , i 1 , f 1 ) and (t 2 , i 2 , f 2 ) be two singlevalued neutrosophic numbers. Then
Now, we propose a new ranking method of the neutrosophic numbers. Definition 4.2 Let (t 1 , i 1 , f 1 ) and (t 2 , i 2 , f 2 ) be two singlevalued neutrosophic numbers. Then
It is easy to verify the following conclusions which show that the relation ≼ (≺ or =) is a total order on D * . 1 ,
Example 4.1 Let us consider two single-valued neutrosophic numbers:
By Definition 4.1 and 4.2, we have Hence, β ≺ α. This is in accordance with the conclusion by using neutrosophic score function, neutrosophic accuracy function, and neutrosophic certainty function in [22] (see Page 23, 24 in second extended and improved edition). Now, we discuss some examples for multi-criteria decision-making problem of engineering alternatives by using the above ranking method of the neutrosophic numbers.
Example 4.2
Let us consider the decision-making problem adapted from [31] . There is an investment company, which wants to invest a sum of money in the best option. There is a panel with four possible alternatives to invest the money: (1) A 1 is a car company; (2) A 2 is a food company; (3) A 3 is a computer company; (4) A 4 is an arms company. The investment company must take a decision according to the following three criteria: (1) C 1 is the risk; (2) C 2 is the growth; (3) C 3 is the environmental impact. Then, the weight vector of the criteria is given by W = (0.35, 0.25, 0.4).
For the evaluation of an alternative A i (i = 1, 2, 3, 4) with respect to a criterion C j (j = 1, 2, 3), it is obtained from the questionnaire of a domain expert. For example, when we ask the opinion of an expert about an alternative A 1 with respect to a criterion C 1 , he or she may say that the possibility in which the statement is good is 0.4 and the statement is poor is 0.3 and the degree in which he or she is not sure is 0.2. For the neutrosophic notation, it can be expressed as α 11 = (0.4, 0.2, 0.3). Thus, when the four possible alternatives with respect to the above three criteria are evaluated by the expert, we can obtain the following simplified neutrosophic decision matrix D.
In [31] , the author obtains the weighted arithmetic average value (aggregating simplified neutrosophic value) α i for Thus, the alternative A 4 is the best choice. Hence, we get exactly the same results as in [31] . 
The related lattice structure
In this section, we discuss the lattice structures (D * , ≤ 3 ) and (NS(X), ⊆ 3 ), where ≤ 3 is defined as follows: ∀x, y∈D * , i. Reflexivity: x ≤ 3 x, it is obvious. ii. Ant-symmetry: if x ≤ 3 y and y ≤ 3 x, then 1. Case 1: x 1 < y 1 and x 3 ≥ y 3 . By the definition of y ≤ 3 x, we can get x 1 ≥ y 1 , this is contradictory. 2. Case 2: x 1 = y 1 and x 3 > y 3 . By the definition of y ≤ 3 x, we can get x 3 ≤ y 3 , it is contradictory. 3. Case 3: x 1 = y 1 and x 3 = y 3 . By x ≤ 3 y, we have x 2 ≤ y 2 ; also using y ≤ 3 x, we have x 2 ≥ y 2 . Thus x 2 = y 2 .
Summing up the above, if x ≤ 3 y and y ≤ 3 x, then x 1 = y 1 and x 2 = y 2 and x 3 = y 3 , that is x = y.
iii. Transitivity: if x ≤ 3 y, y ≤ 3 z, then 1. Case 1: (x 1 < y 1 , x 3 ≥ y 3 ) and (y 1 < z 1 , y 3 ≥ z 3 ). It follows that x 1 < z 1 and x 3 ≥ z 3 , thus x ≤ 3 z. 2. Case 2: (x 1 = y 1 , x 3 > y 3 ) and (y 1 = z 1 , y 3 > z 3 ). It follows that x 1 = z 1 and x 3 > z 3 , thus x ≤ 3 z. 3. Case 3: (x 1 = y 1 , x 3 = y 3 , x 2 ≤ y 2 ) and (y 1 = z 1 , y 3 = z 3 , y 2 ≤ z 2 ). It follows that x 1 = z 1 , x 3 = z 3 and x 2 ≤ z 2 , thus x ≤ 3 z. 4. Case 4: (x 1 < y 1 , x 3 ≥ y 3 ) and (y 1 = z 1 , y 3 > z 3 ). It follows that x 1 < z 1 and x 3 > z 3 , thus x ≤ 3 z. 5. Case 5: (x 1 < y 1 , x 3 ≥ y 3 ) and (y 1 = z 1 , y 3 = z 3 , y 2 ≤ z 2 ).
It follows that x 1 < z 1 , x 3 ≥ z 3 and y 2 ≤ z 2 , thus x ≤ 3 z. 6. Case 6: (x 1 = y 1 , x 3 > y 3 ) and (y 1 < z 1 , y 3 ≥ z 3 ). It follows that x 1 < z 1 and x 3 > z 3 , thus x ≤ 3 z. 7. Case 7: (x 1 = y 1 , x 3 > y 3 ) and (y 1 = z 1 , y 3 = z 3 , y 2 ≤ z 2 ).
It follows that x 1 = z 1 , x 3 > z 3 and y 2 ≤ z 2 , thus x ≤ 3 z. 8. Case 8: (x 1 = y 1 , x 3 = y 3 , x 2 ≤ y 2 ) and (y 1 < z 1 , y 3 ≥ z 3 ).
It follows that x 1 < z 1 , x 3 ≥ z 3 and x 2 ≤ y 2 , thus x ≤ 3 z. 9. Case 9: (x 1 = y 1 , x 3 = y 3 , x 2 ≤ y 2 ) and (y 1 = z 1 , y 3 > z 3 ), then x 1 = z 1 , x 3 > z 3 and x 2 ≤ y 2 , thus x ≤ 3 z.
Summing up the above, if x ≤ 3 y and y ≤ 3 z, then x ≤ 3 z. The proof is completed. If x 1 = z 1 and x 3 = z 3 , then y 1 ≥ x 1 , y 3 ≤ x 3 , it follows that x ≤ 3 y or y ≤ 3 x. It is a contradiction with the condition x|| ≤ 3 y . Hence we can get z ≤ 3 x. Similarly, we can get z ≤ 3 y. This means that z is the lower bound of x and y.
Next, we need prove that z is the greatest lower bound of x and y.
Assume a = (a 1 , a 2 , a 3 )∈D * such that a ≤ 3 x and a ≤ 3 y. 
then a ≤ 3 z; If a 1 = x 1 = min(x 1 , y 1 ) = z 1 and a 3 = max(x 3 , y 3 ) = z 3 , from this and the hidden condition a 2 ≤ 1 = z 2 , we get a ≤ 3 z. 5. Case 5: (a 1 < x 1 , a 3 ≥ x 3 ) and (a 1 = y 1 , a 3 > y 3 ). It follows that a 1 = y 1 = min(x 1 , y 1 ) = z 1 and a 3 ≥ max(x 3 , y 3 ) = z 3 . Similar to Case 4, we can get a ≤ 3 z. 6. Case 6: (a 1 < x 1 , a 3 ≥ x 3 ) and (a 1 = y 1 , a 3 = y 3 , a 2 ≤ y 2 ) . It follows that y 1 < x 1 and y 3 ≥ x 3 , so y ≤ 3 x, it is a contradiction with hypothesis x|| ≤ 3 y. 7. Case 7: (a 1 = x 1 , a 3 > x 3 ) and (a 1 = y 1 , a 3 = y 3 , a 2 ≤ y 2 ) . It follows that y 1 = x 1 and y 3 > x 3 , so y ≤ 3 x, it is a contradiction with hypothesis x|| ≤ 3 y. 8. Case 8: (a 1 = x 1 , a 3 = x 3 , a 2 ≤ x 2 ) and (a 1 < y 1 , a 3 ≥ y 3 ) . It follows that x 1 < y 1 and x 3 ≥ y 3 , so x ≤ 3 y, it is a contradiction with hypothesis x|| ≤ 3 y. 9. Case 9: (a 1 = x 1 , a 3 = x 3 , a 2 ≤ x 2 ) and (a 1 = y 1 , a 3 > y 3 ). It follows that x 1 = y 1 and x 3 > y 3 , so x ≤ 3 y, it is a contradiction with hypothesis x|| ≤ 3 y.
Therefore, we always have a ≤ 3 z. That is, z = (min(x 1 , y 1 ), 1, max(x 3 , y 3 )) is the greatest lower bound of x, y. Similarly, we can prove y ≤ 3 w. Therefore, w is an upper bound of x and y.
Next, we need prove w is the least upper bound of x and y. y 1 , y 3 > b 3 ) . It follows that y 1 = x 1 and y 3 > x 3 , so y ≤ 3 x, it is a contradiction with hypothesis x|| ≤ 3 y.
Therefore, we always have w ≤ 3 b. This means that w = (max(x 1 , y 1 ), 0, min(x 3 , y 3 ) ) is the least upper bound of x, y.
Combing (i) and (ii), we get that x∧ 3 y = inf(x, y), x∨ 3 y = sup(x, y), and(D * , ≤ 3 ) is a lattice. The proof is completed. This result shows that neutrosophic set is different from the fuzzy set and intuitionistic fuzzy set from the algebraic structure.
Conclusion
In this paper, the inclusion relation between neutrosophic sets is deeply analyzed and studied. Two basic definitions of inclusion relation (type-1 and type-2 inclusion relations) are summarized, and their shortcomings are pointed out. The definition of type-3 inclusion relation of neutrosophic sets is proposed. The difference between type-3 and type-1 (type-2) inclusion relation is mainly reflected in the processing method of second component of neutrosophic set. For the original definitions (type-1 and type-2), the second component of neutrosophic set is rigidly assigned to first or third components, which does not really reflect the original meaning of second component. The type-3 inclusion relation proposed in this paper overcomes this shortcoming.
Moreover, applying the new inclusion relation and its basic idea, this paper also proposes a new ranking method of neutrosophic sets, and illustrates its application in multiattribute decision making by some examples.
Finally, based on type-3 inclusion relation, the lattice structure of neutrosophic set is analyzed, the type-3 union and intersection operations are established, and the basic algebraic properties are proved. In particular, we get the following important conclusions: all of neutrosophic sets in a certainty universe along with type-3 union, type-3 intersection and the complement constitute a generalized De Morgan algebra (non-distribute), which in theory clearly distinguishes the essential difference between neutrosophic set and fuzzy set (intuitionistic fuzzy set), since one can obtain distributive De Morgan algebras for fuzzy set, intuitionistic fuzzy set and so on. This can be seen as a meaningful result of this paper.
