In this paper, the problem of joint subcarrier assignment and global energy-efficient power allocation (J-SA-GEE-PA) for energy-harvesting (EH) two-tier downlink non-orthogonal multipleaccess (NOMA) heterogeneous networks (HetNets) is considered. Particularly, the HetNet consists of a macro base-station (MBS) and a number of small base-stations (SBSs), which are solely powered via renewable-energy sources. The aim is to solve the J-SA-GEE-PA maximization problem subject to qualityof-service (QoS) per user as well as other practical constraints. However, the formulated J-SA-GEE-PA problem happens to be non-convex and NP-hard, and thus is computationally-prohibitive. In turn, problem J-SA-GEE-PA is split into two sub-problems: (1) subcarrier assignment via many-to-many matching, and (2) GEE-maximizing power allocation. In the first sub-problem, the subcarriers are assigned to users via the Gale-Shapley deferred acceptance mechanism. As for the second sub-problem, the GEE-PA problem is solved optimally via a low-complexity algorithm. After that, a two-stage solution procedure is devised to efficiently solve the J-SA-GEE-PA problem, while ensuring stability. Simulation results are presented to validate the proposed solution procedure, where it is shown to efficiently yield comparable network global energy-efficiency to the J-SA-GEE-PA scheme, and superior to that of OFDMA; however, with lower computational-complexity. The algorithmic designs presented in this work constitute a step towards filling the gap for computationally-efficient and effective resource allocation solutions to guarantee a fully autonomous and grid-independent operation of EH two-tier downlink NOMA HetNets.
I. INTRODUCTION
The ever increasing demand for massive connectivity, spectral-and energy-efficiency, low latency, and
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higher throughput-while meeting quality-of-service (QoS) requirements for cellular users-have become motivating factors for designing effective resource allocation solutions for fifth-generation (5G) cellular networks and beyond. To meet such pressing demands, heterogeneous networks (HetNets) have been proposed as a means for network densification, so as to improve cellular coverage, capacity and spectrum utilization [1] , [2] . However, conventional orthogonal multiple-access (OMA) schemes-when utilized in HetNets-do not adequately utilize spectrum resources to meet the demands of future generation cellular networks. In turn, non-orthogonal multiple-access (NOMA) has been proposed to further improve spectrum utilization and capacity [3] . Particularly, in NOMA, multiple users are multiplexed in the power-domain by exploiting channel gains' differences and imbalanced power allocation, while utilizing successive interference cancellation (SIC) for multiuser detection [4] . Despite the numerous advantages of NOMA, if power allocation is not carefully optimized, severe interference may be introduced to neighbouring cells within the HetNet architecture, leading to severe performance degradation. On the other hand, the fast growing energy consumption and limited energy resources have further pushed the need for energy-efficient transmission schemes [5] . Moreover, due to the scarcity of the energy resources, energy-harvesting (EH) has emerged as a potential technology and viable solution to energize cellular networks via renewable energy sources, ultimately reducing dependency on the electrical grid [6] . However, harvested energy is based on random and intermittent energy arrivals, and thus fixed energy supply cannot be guaranteed or predicted in advance [7] . Hence, there is an urgent need for optimal and energy-efficient transmission schemes to improve the network energy-efficiency and reliability in EH NOMA-enabled HetNets, while satisfying QoS requirements.
Recently, several research works have considered resource allocation in NOMA HetNets. For instance, the tradeoff between energy-efficiency (EE) and spectral-efficiency (SE) in downlink NOMA HetNets is studied in [8] . Particularly, the tradeoff is formulated as a multi-objective optimization problem (MOP), subject to maximum transmit power and minimum rate requirements. The MOP is then transformed into a single-objective optimization problem, and the joint sub-channel allocation and power allocation problem is solved via an iterative algorithm. It has been shown that the proposed algorithm is superior to the orthogonal frequency-division multiple-access (OFDMA)based scheme. In [9] , network throughput maximization in downlink NOMA HetNets is considered, where the problem proves to be NP-hard. Thus, the authors propose a scheduling scheme and an iterative distributed power control algorithm, which have been shown to be superior to OMA HetNets and single-tier NOMA networks in terms of spectral efficiency, and outage performance. In [10] , the authors study the tradeoff among energy efficiency, fairness, harvested energy, and sum-rate in NOMA-based Het-Nets. Specifically, various fairness metrics and two SIC ordering approaches are considered. In turn, joint subcarrier and power allocation algorithms are proposed for each fairness metric and SIC ordering approach. In particular, an iterative algorithm utilizing successive convex approximation is employed to solve the power allocation problem, while the mesh adaptive direct search algorithm is used to solve the subcarrier assignment problem. In [11] , a distributed user formation and resource allocation framework for imperfect NOMA HetNets is proposed, where receiver sensitivity and interference residue from non-ideal SIC are characterized. Additionally, the effects of fractional error factor levels, cluster bandwidth, and QoS user demands on the NOMA cluster size are investigated. Then, a clustering algorithm and a distributed α−fair resource allocation framework are devised to achieve a tradeoff between maximum throughput and proportional-fairness. In [12] , the authors study the problem of joint user association and power control (J-UA-PC) for energy-efficiency maximization in two-tier downlink NOMA HetNets. Particularly, the base-stations are powered by renewable energy sources as well the conventional grid. In addition, energy-cooperation among the base-stations has been incorporated via the smart grid. In turn, a distributed algorithm for optimal user association-for fixed power allocation-is proposed based on the Lagrangian dual analysis. Then, a J-UA-PC algorithm is devised to further maximize the energy-efficiency, which has also been shown to outperform OMA-based networks. Joint energy-efficient subchannel and power allocation in downlink NOMA HetNets is studied in [13] , where the formulated problem takes the form of mixed-integer non-convex optimization. Hence, convex relaxation and dual decomposition techniques are utilized to optimize subchannel and power allocation by alternatively optimizing the macro-cell and small-cells' resource allocation. It has been demonstrated that the proposed resource allocation scheme attains higher energy-efficiency than that of the OMA scheme.
In this paper, the problem of joint subcarrier assignment and global energy-efficient power allocation (J-SA-GEE-PA) for EH two-tier downlink NOMA HetNets is studied. In particular, the HetNet consists of a macro base-station (MBS) and a number of small base-stations (SBSs), which are solely powered via renewable-energy sources. Specifically, the aim is to solve the joint subcarrier assignment and global energy-efficiency problem; subject to various constraints, such as QoS per user, number of users per subcarrier, number of subcarriers assignable to each user, SIC decoding order, and energy availability. However, the formulated J-SA-GEE-PA maximization problem happens to be non-convex and NPhard, and thus is computationally-prohibitive [14] . In turn, problem J-SA-GEE-PA is split into two sub-problems: (1) subcarrier assignment via many-to-many matching, and (2) GEE-maximizing power allocation. The first sub-problem is modeled as a two-sided many-to-many matching problem, and solved via the Gale-Shapley deferred acceptance (DA) mechanism [15] . In particular, a polynomial-time complexity algorithm is devised based on the DA mechanism, where the users aim to be assigned to subcarriers that maximize their rates, while the subcarriers' goal is to be assigned to users which minimize the energy consumption. As for the second sub-problem, the global energy-efficient power allocation is solved optimally via a low-complexity algorithm, while incorporating both intra-cell and/or inter-cell interferences. After that, a two-stage solution procedure is devised to solve the J-SA-GEE-PA problem by first performing subcarrier assignment and GEE-maximizing power allocation for the MBS-tier, and then the subcarrier assignment in the SBS-tier, followed by network GEE-maximizing power allocation, while ensuring two-sided exchange-stability via a polynomial-time complexity swap matching algorithm [16] . Simulation results are presented to validate the efficacy of the proposed solution procedure, which will be shown to efficiently yield comparable network global energy-efficiency to the J-SA-GEE-PA scheme (solved via a global optimization package), and superior to that of OFDMA; however, with lower computational-complexity.
To the best of the authors' knowledge, no prior work has considered joint subcarrier assignment and global energy-efficient power allocation for EH two-tier downlink NOMA HetNets, and provided a computationally-efficient two-stage solution procedure. Thus, the main contributions of this work can be summarized as follows:
• Formulated the problem of joint subcarrier assignment and global energy-efficient power allocation for EH two-tier downlink NOMA HetNets, subject to QoS constraints as well as other practical constraints.
• Modeled the problem of subcarrier assignment as a two-sided many-to-many matching problem, and solved it via the DA algorithm, and within polynomial-time complexity.
• Proposed a low-complexity algorithm to optimally solve the GEE-maximizing power allocation problem, with proven convergence and optimality.
• Devised a two-stage solution procedure to solve the J-SA-GEE-PA problem, which solves the subcarrier assignment and GEE-maximizing power allocation problem in the MBS-and SBS-tiers, while guaranteeing two-sided exchange-stability via a polynomial-time complexity swap matching algorithm.
• Evaluated the proposed two-stage solution procedure, which is shown to efficiently yield comparable network global energy-efficiency to the J-SA-GEE-PA scheme, and superior to that of OFDMA; however, with lower computational-complexity. Our work differs from [12] from several perspectives. Particularly, no electrical grid or energy-cooperation among the base-stations is considered, as our network model is solely based on renewable-energy sources, where the harvested energy is random and cannot be predicted in advance. In addition, our network model assumes a number of subcarriers rather than a single frequency band shared by all the users in the network. Furthermore, the work in [12] solves the users association problem, while our network model assumes fixed user association prior to the network operation; however, multiple subcarriers may be assigned to each user, and each subcarrier may be assigned to multiple users. On the other hand, the work in [13] assumes that each small-cell can occupy one subchannel, and small-cells can reuse the same subchannel, while the macro-cell can transmit over all subchannels. Moreover, the network power supply is assumed to be fixed and available throughout the network operation. Also, inter-cell interference between small-cells is neglected, which is not the case in our work. Furthermore, the energyefficient resource allocation is decoupled into two problems, one for small-cells, and the other for the macro-cell; whereas in our work, the subcarrier assignment is decoupled from the global energy-efficient power allocation, and are performed over two stages in the MBS-and SBS-tiers. In summary, the algorithmic designs presented in this work are novel and aim at filling the gap for efficient and effective resource allocation solutions to guarantee a fully autonomous and grid-independent operation for EH two-tier downlink NOMA HetNets.
The rest of this paper is organized as follows. In Section II, the system model is presented, while Section III presents the joint subcarrier assignment and global energy-efficient power allocation problem formulation. Section IV models the subcarrier assignment as a many-to-many matching problem, while Section V presents the algorithmic solutions of the global energy-efficiency maximizing power allocation. Section VI presents the swap matching algorithm, while Section VII outlines the proposed two-stage solution procedure for the joint subcarrier assignment and global energy-efficient power allocation problem. Section VIII presents the simulation results, whereas Section IX draws the conclusions.
II. SYSTEM MODEL A. NETWORK MODEL
Consider a two-tier downlink HetNet consisting of a macro base-station (MBS) and M small base-stations (SBSs), where the downlink transmission is achieved via NOMA. Let the set of all base-stations in the network be denoted B = {BS 0 , BS 1 , . . . , BS m , . . . , BS M }, where BS 0 is the MBS, while BS m (for m = 1, 2, . . . , M ) refers to the m th SBS. The frequency spectrum is divided into a set of K orthogonal subcarriers, denoted SC = {SC 1 , . . . , SC k , . . . , SC K }, where SC k is the k th subcarrier. Additionally, let U = {U 0 , . . . , U M } be the set of all N users in the network, where U 0 is the subset of users associated with the MBS (i.e. BS 0 ), while U m is the subset of users associated with SBS BS m . In particular, the user subsets U 0 , . . . , U m , . . . , U M partition U. That is, U m ∩ U m = ∅ for m = m , and M m=0 U m = U, where |U| = N . The channel between any base-station BS m and user U i ∈ U m over subcarrier SC k is assumed to follow narrowband Rayleigh fading with zero-mean N 0 -variance additive white Gaussian noise (AWGN). Specifically, let h k m,i ∼ CN 0, d −ν m,i be a complex Gaussian random variable with zero-mean and variance d −ν m,i , where d m,i is the corresponding distance, while ν is the path-loss exponent. Furthermore, perfect channel state information is assumed at the basestations. For convenience, let x k m,i be a binary decision variable, defined as
Also, let E k m,i denote the transmit energy allocated to user U i within base-station BS m over subcarrier SC k . Lastly, let E max be the total transmit energy per time-slot over each subcarrier
B. ENERGY-HARVESTING MODEL
The base-stations are solely powered by renewable energy sources (e.g. via photo-voltaic (PV) solar panels), as shown in Fig. 1 . Thus, let τ be a unit-duration time-slot 1 , in which downlink NOMA transmission occurs. Additionally, let E τ m denote the harvested energy from the surrounding environment at BS m ∈ B, which is used for downlink transmission. In particular, the harvested energy at each BS m is modeled as an independent uniform random variable, as E τ m ∼ U 0, E max m , with E max m being the maximum value of harvested energy per time-slot [7] . Hence, the total energy consumption over each time-slot τ at each base-station BS m -for all its associated users and over all subcarriers-must satisfy
where E C,m is the fixed transceiver energy consumption of the base-station. Additionally, let B max m be the finite energy storage device (i.e. battery) of base-station BS m , ∀BS m ∈ B. It should be noted that any leftover energy from a previous time-slot (i.e. τ − 1) is stored in the battery, and used in the following time-slot (for τ ≥ 2) along with the harvested 1 In turn, the terms ''energy'' and ''power'' can be used interchangeably. energy in that time-slot, as [7] Remark 1: For notational convenience, the superscript τ for each time-slot is dropped from this point onwards, while implicitly taking into account battery dynamics during network operation.
C. TRANSMISSION MODEL
Each base-station transmits a superimposed signal of the data symbols of the users associated with it. Thus, the received signal at user U i ∈ U m of base-station BS m over subcarrier SC k is expressed as
where s k m,i is the signal of user
is the received AWGN sample, while I k m,i is the intra-cell interference, as given by
Also, J k m,i is the inter-cell interference, written as
Without loss of generality, let the users in U m be ordered in an ascending order according to their interference channel gains,
whereh k m,i is defined as
and J k m,i is inter-cell interference power, as given by
Based on the principle of NOMA [3] , [4] , the set of users in U m are ordered as
where I k m,i is the intra-cell interference power after SIC, as given by
Thus, the achievable rate of user U i ∈ U m over subcarrier SC k ∈ SC is expressed as
where x k x k m,i is the network subcarrier assignment matrix over subcarrier SC k . Also, E k E k m,i is the network transmit energy matrix over subcarrier SC k . Hence, the total achievable rate of user U i ∈ U m is obtained as
where x is the network subcarrier assignment matrix; while E is the network transmit energy matrix. To guarantee qualityof-service (QoS), all network users in each tier must satisfy minimum rate requirements, as
where
with R M min R S min being the minimum rate requirement per MBS (SBS) user. In turn, the network sum-rate is determined as
On the other hand, the network total energy consumption is given by
Remark 2: In this work, a frequency reuse factor of one is assumed, where all base-stations can transmit over all the subcarriers, and all users can utilize any of the K subcarriers 2 .
Remark 3: Each MBS user U i ∈ U 0 can be paired to at most ζ M i subcarriers (i.e. SC k ∈SC x k 0,i ≤ ζ M i ). Similarly, each SBS user U i ∈ U m can be assigned to at most ζ S i subcarriers (i.e. SC k ∈SC x k m,i ≤ ζ S i , ∀U i ∈ U m , ∀m ≥ 1). Remark 4: To reduce SIC complexity and interference, the number of users that can be multiplexed over a subcarrier SC k in the MBS-tier is constrained to ξ M k , while those in the SBS-tier to ξ S k . In other words, 
In this work, the global energy-efficiency (GEE) is considered, which is defined as the ratio of the network sum-rate to the total energy consumption, as given by (in bits/J/Hz) [17] 
Remark 6: GEE GEE GEE (E, x) is a non-linear and non-convex fractional function.
III. JOINT SUBCARRIER ASSIGNMENT AND GLOBAL ENERGY-EFFICIENT POWER ALLOCATION
The joint subcarrier assignment and global energy-efficient power allocation (J-SA-GEE-PA) problem is formulated as J-SA-GEE-PA: J-SA-GEE-PA: J-SA-GEE-PA:
Constraint (19a) ensures that the sum of transmit energy over each subcarrier SC k ∈ SC does not exceed E max . Constraints (19b) and (19c) ensure that no user in the MBS-tier (SBS-tier) is assigned more than ζ M i ζ S i subcarriers. Constraints (19d) and (19e) ensure that the number of MBS (SBS) users multiplexed over any subcarrier SC k ∈ SC does not exceed ξ M k ξ S k . Constraints (19f) and (19g) enforce the minimum requirement per MBS and SBS user, respectively, whereas Constraint (19h) enforces the SIC decoding order over each subcarrier within each base-station. Constraint (19i) ensures that the total energy consumption of each base-station does not exceed the available harvested energy. Constraint (19j) ensures that if a user is assigned to a subcarrier (i.e. x k m,i = 1), then its transmit energy E k m,i does not exceed E max ; otherwise, E k m,i = 0. The last constraint defines the values the binary decision variables take.
Remark 7: Problem J-SA-GEE-PA is a mixed-integer non-linear fractional programming problem, which can be classified as a mixed-integer non-linear programming (MINLP) problem. More importantly, it is non-convex and NP-hard [14] .
Remark 8: Problem J-SA-GEE-PA requires N · K binary decision variables and the same for continuous decision variables. Also, it involves a total of 2N + 3K +2 N · K + (M + 1) + K · BS m ∈B (|U m | − 1) constraints.
Based on Remarks 7 and 8, solving problem J-SA-GEE-PA is computationally-prohibitive, and there is no known computationally-efficient approach to optimally solve it. Alternatively, problem J-SA-GEE-PA can be solved by decoupling it into a two sub-problems: (1) subcarrier assignment via many-to-many matching, and (2) GEE-maximizing power allocation, which are solved over two stages. Specifically, in Stage 1, the aim is to assign the subcarriers to the MBS-tier users, and then optimize their GEE-maximizing power allocation. In Stage 2, the SBS-tier users are assigned to subcarriers, which is followed by GEE-maximizing power allocation for the whole network.
IV. SUBCARRIER ASSIGNMENT VIA MANY-TO-MANY STABLE MATCHING
In this section, the subcarrier assignment sub-problem is modeled as a two-sided many-to-many matching problem [18] , [19] . Particularly, the goal is to determine the preference lists of the users within each base-station over the set of acceptable subcarriers, and also the preference lists of the subcarriers over the set of acceptable users within each basestation. After that, a stable matching algorithm-based on the Gale-Shapley deferred acceptance (DA) mechanism [15] , [20] -is executed to solve the subcarrier assignment problem in each tier. Specifically, the DA algorithm will used to assign subcarriers to the users in the MBS-tier, and then the users in the SBS-tier. To this end, a few definitions must first be stated [21] , [22] .
A. DEFINITIONS

Definition 1 (Preference Relations):
Each network user U i ∈ U has a strict and transitive preference relation U over the set SC ∪ {∅}, while each subcarrier SC k ∈ SC has a strict and transitive preference relation SC k over U ∪ {∅}, where ∅ denotes the possibility of a user (or subcarrier) remaining unassigned 3 .
Definition 2 (Acceptability): A subset of the MBS users U 0 ⊆ U 0 is said to be acceptable to subcarrier SC k ∈ SC if and only if (iff) U i ∈U 0 E k 0,i ≤ E max . Similarly, and given the assigned MBS users, a subset of SBS users U m ⊆ U m within each SBS (∀m ≥ 1) is deemed acceptable to subcarrier SC k iff
min over that subset. In a similar fashion, a subset of subcarriers is deemed acceptable to a SBS user
min over that subset. Intuitively, the higher the achievable rate of each user over a subset of subcarriers is, the more preferred that subset is. This is in alignment with the selfish nature of the users, aiming at maximizing their individual rates. On the other hand, the lower the sum of transmit energy of a subset of users over a subcarrier is, the more preferred that subset is to that subcarrier. This coincides with each base-station's goal to minimize the energy consumption, and preserve its harvested energy.
Definition 3 (Preference Lists): Let P U i be the preference list of user U i ∈ U m (∀BS m ∈ B), which contains the subsets of acceptance subcarriers in descending order. Similarly, let P SC k be the preference list of subcarrier SC k ∈ SC, where the subsets of acceptable users are ordered in a descending manner.
Definition 4 (Matching-MBS): A matching in the MBS-tier is a mapping M M ∈ U 0 × SC, such that 4 :
In turn, a matching is individually rational if it is not blocked by any user or subcarrier [22] .
Definition 7 (Pair Blocking): A matching M is said to be blocked by a pair (U i , SC k ) if they are not assigned under M, and:
(
Definition 8 (Stability):
A matching M is said to be stable if is not blocked by any individual or any (user, subcarrier) pair [22] , and is denoted M.
Definition 9 (Max-Min Criterion) 6 : Let SC and SC be two subsets of acceptable subcarriers, with | SC| ≤ ζ i and | SC| ≤ ζ i . Then, a user U i 's preference list is said to satisfy the max-min criterion if 7 | SC| ≥ | SC| and min( SC) U i min( SC) [23] . Similarly, the preference list of a subcarrier is said to satisfy the max-min criterion if the above conditions are analogously satisfied.
Definition 10 (Extended Max-Min Criterion): A user U i 's preference list is said to satisfy the extended max-min criterion if-for SC and SC with | SC| ≤ ζ i and | SC| ≤ ζ i -one of the following conditions holds [21] :
(1) SC is a proper subset of SC (i.e. SC ⊂ SC), or (2) | SC| > | SC| and min( SC) U i min( SC). In a similar fashion, the preference list of a subcarrier is said to satisfy the extended max-min criterion if the above conditions are met.
In the max-min criterion, the subset SC may not be strictly preferable to its subset SC; however, this is not the case for the extended max-min criterion. That is, the extended max-min criterion ensures that users always want to be assigned to as many subcarriers as possible within their quotas. Similarly, the subcarriers wish to be assigned to as many users as possible within their quotas. This is intuitive from the perspective of efficiently and optimally utilizing network resources.
Remark 9: In this work, the extended max-min criterion is considered, and the max-min criterion has only been stated for completeness.
Definition 11 (Substitutability): Let C SC, P U i denote the most preferred subset of SC for user U i according to its preference list P U i . Similarly, let C U, P SC k be the most preferred subset of U by subcarrier SC k ∈ SC, as per its preference list P SC k . Then, a user's preference list P U i satisfies substitutability for any set SC containing subcarriers SC k and SC l (for k = l), if SC k ∈ C SC, P U i , then SC k ∈ C SC \ {SC l } , P U i [24] . In a similar manner, a subcarrier's preference list P SC k is said to satisfy substitutability for any set U containing users U i and U j (
Simply put, substitutability states that if assigning a subcarrier SC k ∈ SC (a user U ∈ U) to a user (subcarrier) is optimal when a certain set of subcarriers (users) is available, then assigning SC k (U ) to the same user (subcarrier) must also be optimal when a subset of subcarriers (users) is available [21] .
Remark 10: The extended max-min criterion implies substitutability [21] , [23] .
B. ALGORITHM DESCRIPTION
In this subsection, the DA algorithm is devised. Particularly, each user U i ∈ U m proposes to its most preferred ζ i acceptable subcarriers. Then, each subcarrier SC k ∈ SC places the ξ k most preferred users on its waiting list, and rejects the rest. Any rejected user U i in the previous step proposes again to its most preferred ζ i acceptable subcarriers, provided that none of the proposed-to subcarriers have previously rejected that user (i.e. no user proposes twice to the same subcarrier). After that, each subcarrier SC k selects the best ξ k users from among the newly proposing users and those already on its waiting list, updates its waiting list, and rejects the rest. This process repeats until convergence, yielding the stable matching solution M, as given in Algorithm 1.
proposes to its most preferred ζ i acceptable subcarriers in SC; 2: Each subcarrier SC k ∈ SC places on its waiting list the ξ k most preferred users, and rejects the rest; 3: WHILE (there exists a previously rejected user U i ∈ U m with a non-empty preference list that contains at least one subcarrier that has not rejected it before) 4: Any user U i ∈ U m that was previously rejected by any subcarrier proposes to its most preferred ζ i acceptable subcarriers, which have not previously rejected it; 5: Each subcarrier SC k ∈ SC selects the best ξ k users from among the newly proposing users and those on its waiting list, places them on its waiting list, and rejects the rest; 6: END WHILE Output: Stable matching solution M. 
3) COMPLEXITY:
In general, the DA algorithm has a worst-case polynomialtime complexity of O L 2 , where L = max (N , K ), with N and K being the number of users and subcarriers, respectively [15] , [19] , [25] . Specifically, for the MBS-tier, L = max (|U 0 |, K ), while for the SBS-tier, L = max |U|, K .
4) UNIQUENESS:
Lemma 3: Given that the extended max-min criterion holds, the DA algorithm converges to the unique stable matching solution M [21] . Proof: Refer to Appendix C. Remark 12: The DA algorithm along with the extended max-min criterion maximize the cardinality of the subcarrier assignment solution.
V. GLOBAL ENERGY-EFFICIENT POWER ALLOCATION
In this section, the global energy-efficient power allocation problem over the two stages is studied.
After executing the proposed DA algorithm, the subcarriers are assigned to the MBS-tier users only, which implies that no SBS-tier users are assigned to the subcarriers yet, and thus no inter-cell interference. 
and E M = E k 0,i is the transmit energy matrix of the MBS users over the K subcarriers.
Remark 13: Problem GEE-PA-Stage-1 involves |U 0 | · K continuous decision variables, and a total of (1 + 2K )|U 0 | + 1 constraints. 8 Note that the constraints corresponding to ζ M i and ξ M k have been eliminated from problem GEE-PA-Stage-1, as they have been incorporated into the DA algorithm, and thus in the obtained subcarrier assignment solution
Remark 14: It can be verified that the numerator of GEE GEE GEE E M ,x M is not jointly concave in E M (i.e. nonconvex). This is because R 0,i E M ,x M is not necessarily concave in E M , ∀U i ∈ U 0 , which is mainly due to the intra-cell interference [17] , [26] . In turn, problem GEE-PA-Stage-1 is not convex.
To efficiently solve problem GEE-PA-Stage-1, consider the inequality [27] 
and
with γ ,γ > 0, and the inequality is tight for γ =γ . Now, by using the variable substitution E k 0,i = 2 Q k 0,i , the rate function R 0,i E M ,x M can be re-written as [26] 
where Q M Q k 0,i is the transformed transmit energy matrix of the MBS-tier. Using the inequality in (22) , (25) is lower-bounded as given in (26) , as shown at the bottom of this page.
Remark 15: The negative log-sum-exp term [26] . Since sum of concave functions is also concave [28] , then, the lower-bounded rate function 9 The sum-exp term can be verified to be convex [28] .R 0,i Q M ,x M can also be verified to be concave in Q M , for fixedx M .
Based on the above, the GEE GEE GEE (E,x) objective function of problem GEE-PA-Stage-1 is lower-bounded and re-written as given in (27) , as shown at the bottom of this page. A similar transformation applies to the remaining constraints in problem GEE-PA-Stage-1. Hence, problem GEE-PA-Stage-1 can be reformulated as
(28e) Remark 16: All the constraints in Problem R-GEE-PA-Stage-1 can be verified to be convex and/or linear, which implies that the constraints set is convex. Moreover, the objective function is ratio of the concaveR
Consequently, problem R-GEE-PA-Stage-1 can be globally optimally solved via Dinkelbach's algorithm [29] . To this end, define the auxiliary function [30] 
where λ ≥ 0 is the unique maximizer ofF (λ), for fixed values of α k 0,i and β k 0,i , ∀SC k ∈ SC, and ∀U i ∈ U 0 [31] . The Dinkelbach's algorithm is given in Algorithm 2.
Lemma 4: Algorithm 2 monotonically improves the values of λ (l) l , ultimately converging to the global optimal solu-tionQ M of problem R-GEE-PA-Stage-1 [32] .
Proof: Refer to Appendix D. Based on Algorithm 2 10 , the obtained solutionQ M must be converted into its original form asÊ M = 2Q M .
10 Algorithm 2 has a polynomial-time complexity, and a linear convergence rate [17] .
Algorithm 2 Dinkelbach's Algorithm for Solving Problem R-GEE-PA-Stage-1
Set ∈ (0, 1), l = 0, and λ (0
Hence, the value of the objective function in (21)-for fixed values of α k 0,i and β k 0,i -is obtained as
Recall that the objective function value obtained via Algorithm 2 is a lower-bound, and thus, it must be improved by repeatedly updating α k 0,i and β k 0,i as per (23) and (24), ∀SC k ∈ SC, and ∀U i ∈ U 0 . This is achieved via Algorithm 3, ultimately yielding the transmit energy matrixĒ M .
Algorithm 3 Solution of Problem GEE-PA-Stage-1
Set ∈ (0, 1), l = 0, find a feasibleÊ (0) , and set α Let the subcarrier assignment of the users in the SBS-tier be denoted byx S (i.e.x S = M S ), which is obtained by the DA algorithm. Here, the aim is to optimize the network transmit energy of all users (in the MBS-and SBS-tiers), while ensuring that the MBS-tier users do not violate their minimum rate requirements due to the subcarriers' re-use by the SBS users. This is because allocating the subcarriers to the SBS users introduces inter-cell interference, and hence the MBS-tier users may potentially violate their minimum rate constraints. In other words, after the SBS users' subcarrier assignment, the GEE-PA may no longer be optimal with respect to the MBS users.
For notational convenience, letx 
Additionally,
Remark 17: Problem GEE-PA-Stage-2 involves a total N · K continuous decision variables, and N + K + N · K + (M + 1) + K · BS m ∈B (|U m | − 1) constraints.
As before, it can be verified that problem GEE-PA-Stage-2 is not convex, where the non-convexity results from the non-convex rate functions (due to the intra-and inter-cell interference terms). Thus, the objective function is also nonconvex. By utilizing the inequality in (22) , and the variable substitution 
is the lower-bounded objective function, and Q = Q k m,i is the network transformed transmit energy matrix. Moreover,R m,i (Q,x) is the lower-bounded rate function, as given by (35) , as shown at the bottom of this page, which can be verified to be concave, as per Remark 15. In turn, the objective function GEE GEE GEE (Q,x) is a ratio of a concave function to a convex function, and the constraints set can also be verified to be convex. Hence, problem R-GEE-PA-Stage-2 can also be globally optimally solved via Algorithm 2 to obtainÊ = 2Q by using the auxiliary function
subject to fixed values of α k m,i and β k m,i , ∀SC k ∈ SC, ∀U i ∈ U m , and ∀BS m ∈ B. After that, the optimized lower-bounded objective function (denoted GEE GEE GEE Ê ,x ) can be iteratively improved by updating the values of α k m,i and β k m,i via Algorithm 3, until convergence to the network transmit energy matrixĒ of problem GEE-PA-Stage-2.
Since the solution of problem GEE-PA-Stage-2 is based on similar analytical techniques to problem GEE-PA-Stage-1, then it suffices to state the following propositions without proof to avoid unnecessary repetition.
Proposition 1: Algorithm 2 monotonically improves λ (l) l , and thus converges to the global optimal solutionQ of problem R-GEE-PA-Stage-2.
Proposition 2:
The sequence of objective function values GEE GEE GEE Ê (l) ,x l increases monotonically, ultimately converging in a finite number of iterations to the optimal solutionĒ of problem GEE-PA-Stage-2, satisfying the KKT conditions.
VI. TWO-SIDED EXCHANGE-STABILITY VIA SWAP MATCHING
Considering the aforementioned matching-theoretic subcarrier assignment and GEE-maximizing power allocation algorithms, our resource allocation problem is one with externalities (also known as peer effects) [16] . Specifically, the preference lists of the users and subcarriers in the MBS-tier are initially constructed using a feasible transmit energy matrix, without accounting for intra-cell interference over each subcarrier. This is due to the fact that no subcarrier assignment initially exists in the MBS-tier, and hence intra-cell interference is not accounted for in the construction of the preference lists of the MBS users. That is, even if Algorithm 1 yields a stable matching subcarrier assignment solution, as soon as the subcarriers are assigned to the MBS users, the appearance of intra-cell interference terms may not necessary preserve the stability of the subcarrier assignment solution-even after solving problem GEE-PA-Stage-1-as it mainly aims at maximizing the GEE for the MBS users, for a fixed subcarrier assignment. A similar observation can be made for the SBS-tier. Particularly, the obtained subcarrier assignment for SBS-users may not necessarily be stable after assigning the subcarriers to the SBS-users, which is due to the intra-and inter-cell interference terms, and irrespective of the solution of problem GEE-PA-Stage-2.
Based on the above, it essential to ensure stability of all users and subcarriers after subcarrier assignment and power allocation, and without violating the minimum rate constraints, maximum transmit energy constraint per subcarrier, or degrading the network global energy-efficiency. In this work, the notion of two-sided exchange-stability is considered [16] , which is detailed as follows.
Definition 12 (Swap Matching): Given a matching M, then users U i and U j (for i = j) swap their subcarrier assignments, while keeping the other user and subcarrier assignments unchanged, yielding the matching
which involves swapping the allocated transmit energy to users U i and U j due to the swapped subcarriers. For notational convenience, letx andĒ denote the updated subcarrier assignment due to the obtained matching M.
Definition 13 (Swap-Blocking Pair): A pair of subcarriers (SC k , SC l ), for k = l form a swap-blocking pair for matching M iff:
Specifically, if two users are to initiate the swap of a pair of subcarriers, then the rates of all users should not be decreased after the swap, and at least one user strictly improves its rate. Additionally, the swap matching must strictly improve the network GEE, without violating the total transmit energy constraint over the swapped subcarriers, or the total energy consumption constraint of each base-station after the swap.
Remark 18: The elimination of a swap-blocking pair does not alter the network total energy consumption. That is, Proof: Refer to Appendix G. It is noteworthy that Algorithm 4 does not ensure stability just yet, as it only eliminates swap-blocking pairs, and updates the resulting user-subcarrier assignment. More 11 This kind of stability is also known as pairwise stability [16] . importantly, for the updated matching, GEE-maximizing power allocation is yet to take place, which in turn may result in further swap-blocking pairs. However, by repeatedly executing Algorithm 4 and updating the power allocation, a twosided exchange-stable matching can be obtained, as will be detailed in the following section.
VII. PROPOSED SOLUTION PROCEDURE
In this section, the proposed solution procedure for joint subcarrier assignment and global energy-efficient power allocation (SP-J-SA-GEE-PA) is devised.
A. DESCRIPTION
The SP-J-SA-GEE-PA encompasses two stages, where in the first stage, the preference lists of all MBS users (in U 0 ) and subcarriers are constructed based on a feasible transmit energy matrix, and then Algorithm 1 is utilized to obtain the initial subcarrier assignment matching solution for the MBS users (i.e.x M = M M ). Based on the obtained subcarrier assignment, Algorithm 3 is executed to determine the GEE-maximizing power allocation solu-tionĒ M for the MBS users. In the second stage, the preference lists of all SBS users and subcarriers are constructed based on a feasible transmit energy matrix for the SBS users, and then the subcarrier assignmentx S = M S for the SBS users is similarly obtained by executing Algorithm 1. After that, Algorithm 3 is executed to compute the network GEE-maximizing power allocation solutionĒ. To enforce stability, Algorithm 4 is repeatedly executed to eliminate any subcarrier swap-blocking pairs, and update the user-subcarrier assignment matching to M, while optimizing the network GEE via Algorithm 3. This process repeats until convergence to the subcarrier assignment and GEE-maximizing power allocation solutions x * and E * , respectively, and as outlined in Algorithm 5. Lemma 8: Algorithm 5 converges to a two-sided exchange-stable matching x * in a finite number of iterations, and the solution (E * , x * ) satisfies the KKT conditions.
Proof: Refer to Appendix H.
B. DISCUSSION
The formulated J-SA-GEE-PA problem is excessively computationally-expensive, as per Remarks 7 and 8, especially in dense HetNets. More importantly, it cannot be solved VOLUME 7, 2019 Algorithm 5 Solution Procedure for Joint Subcarrier Assignment and Global Energy-Efficient Power Allocation (SP-J-SA-GEE-PA) Input: Users set U and subcarriers set SC. accurately due to the excessive computational-delay, and even state-of-the-art optimization packages can at best compute near-optimal approximate solutions [14] . Remarkably, problem J-SA-GEE-PA does not necessarily ensure stable subcarrier assignment, although if solved optimally, it yields the global optimal energy-efficient solution. This is because it aims at obtaining the global optimal joint subcarrier assignment and GEE solution without any bearing on the stability of each (user, subcarrier) pair. That is, a certain (user, subcarrier) pair may be formed in the solution of problem J-SA-GEE-PA; however, such pair may be excluded from the subcarrier assignment solution of the DA or swap-matching algorithms to ensure stability. Thus, the SP-J-SA-GEE-PA algorithm yields a tradeoff between complexity, optimality and stability. To see this, note that the proposed DA and swap-matching algorithms have a worst-case polynomialtime complexity, as stated in subsections IV-C.3 and VI-B.2. Moreover, the solution of problems GEE-PA-Stage-1 and GEE-PA-Stage-2 requires fewer numbers of decision variables and constraints in comparison to problem J-SA-GEE-PA, as per Remarks 8, 13, and 17. On top of that, the aforementioned two GEE-PA problems can be solved optimally and with minimal computational-complexity via Algorithm 3. However, such low-complexity comes at the expense of some global sub-optimality. This is due to the fact that the SP-J-SA-GEE-PA algorithm decouples problem J-SA-GEE-PA into two sub-problems and solves them over two stages, which does not necessarily ensure global optimality, due to the enforced stability. Lastly, it should be noted that the proposed SP-J-SA-GEE-PA algorithm requires a centralized controller, which gathers channel state and energy-harvesting information from all base-stations, and then communicates the subcarrier assignment and power allocation decisions to all base-stations. Specifically, the base-stations may be connected to the central unit via high-capacity backhaul links, while ensuring energy-efficient communications [33] , [34] .
VIII. SIMULATION RESULTS
In this section, the proposed SP-J-SA-GEE-PA scheme is evaluated 12 . The simulations assume a total of M = 3 base-stations (i.e. a MBS, and 2 SBSs), as illustrated in Fig. 2 . In addition, there is a total of N = 20 users, where the MBS includes users U 0 = {U 1 , . . . , U 10 } (i.e. 10 users), U 1 = {U 11 , . . . , U 15 }, and U 2 = {U 16 , . . . , U 20 } (i.e. each SBS has 5 users). Moreover, there is a total of K = 8 subcarriers, which can be utilized by all users within all base-stations 13 . The total transmit energy per subcarrier is set to E max = 0.5 J. The noise variance is set to N 0 = 10 −8 J, while the path-loss exponent is set to ν = 3. The target minimum rate per MBS user is set to R M min = 2.5 bits/s/Hz, and R S min = 1.5 bits/s/Hz for the SBS users. The maximum harvested energy per time-slot at each base-station is set to E max m = 3, 1.5, and 1.5 J, while the fixed transceiver energy consumption E C,m = 0.01, 0.005, and 0.005 J, for m = 0, 1, 2. The battery capacity is set to B max m = 10, 5, and 5 J, for m = 0, 1, 2. The simulations are averaged over 10 3 random network instances, each of 10 time-slots (i.e. τ = 1, . . . , 10), with randomly generated channel coefficients that remain constant during each network instance, but vary from one network instance to another. Moreover, the energy arrivals E τ m at each time-slot τ are randomly generated, as discussed in subsection II-B.
In addition, the proposed SP-J-SA-GEE-PA scheme is compared to the J-SA-GEE-PA scheme and OFDMA 14 . Moreover, the following scenarios are considered:
Particularly, the above scenarios aim at investigating the effect of increasing the number of assignable users per subcarrier as well as the number of subcarriers assignable to each user on the network global energy-efficiency. However, it should be noted that in OFDMA, ξ M k = ξ S k = 1, ∀SC k ∈ SC, under both scenarios. That is, in the OFDMA scheme, a subcarrier can be assigned to at most one user in each tier, but each user can be assigned multiple subcarriers 15 .
Under Scenario 1, it is evident from Fig. 3a that the SP-J-SA-GEE-PA scheme yields slightly higher average network sum-rate than the J-SA-GEE-PA scheme; however, at the expense of slightly higher average energy consumption (see Fig. 3b ). In comparison to OFDMA, the SP-J-SA-GEE-PA scheme yields higher average network sum-rate, but with less total energy consumption. More importantly, the SP-J-SA-GEE-PA scheme yields slightly less (but comparable) network GEE to the J-SA-GEE-PA scheme, and significantly outperforms OFDMA, as shown in Fig. 3c 16 . Thus, it would be expected that the average residual energy at the base-stations to be slightly less under the SP-J-SA-GEE-PA scheme than the J-SA-GEE-PA scheme, but significantly higher than OFDMA. The minor sub-optimality of the SP-J-SA-GEE-PA scheme in comparison to the J-SA-GEE-PA scheme is attributed to the fact that in order to ensure stability under the SP-J-SA-GEE-PA scheme, (user, subcarrier) and/or swap-blocking pairs are eliminated, which may have been assigned under the J-SA-GEE-PA scheme to yield the global optimal GEE solution, as stated in subsection VII-B. Generally speaking, allowing multiple users-in each tierto share a subcarrier (via NOMA) improves the network GEE, as opposed to orthogonal multiple-access (i.e. via OFDMA). Similar observations can be made for Scenario 2, as illustrated in Figs. 3d-3f . Remarkably, under Scenario 2, the 16 Recall that the network GEE is proportional to the network sum-rate R T but inversely proportional to the total energy consumption E T . Moreover, the rate function is logarithmic in the allocated transmit energy, while the total energy consumption is linear in the transmit energy. That is, R T increases at a slower rate than E T . J-SA-GEE-PA and SP-J-SA-GEE-PA schemes yield higher average network sum-rate, and less energy consumption than in Scenario 1. In turn, higher average network GEE is achieved under Scenario 2 in comparison to Scenario 1. This is due to the increase in the number of subcarriers assignable to each user in each tier as well as the increase in the number of users that can share a subcarrier 17 . As for OFDMA, that the average network sum-rate under both scenarios is almost the same (with negligible improvement in Scenario 2), despite the increase in the number of subcarriers assignable to each user in each tier. This is because each subcarrier can be assigned to at most one user, and in each tier, the number of users exceeds the number of subcarriers. In other words, under both scenarios, not all users can be assigned to subcarriers, which in turn does not significantly affect the average network sum-rate. However, under Scenario 2, the average energy consumption is lower than in Scenario 1, as each user in each tier has larger subsets of assignable subcarriers in order to achieve its minimum rate requirement. This in turn results in slightly improved average network GEE for OFDMA in Scenario 2. Fig. 4a illustrates the average rate per user under Scenario 1, where it is evident that all MBS users under the SP-J-SA-GEE-PA and J-SA-GEE-PA schemes meet the target minimum rate of R M min = 2.5 bits/s/Hz; however, this is not the case for OFDMA. This is because each subcarrier can be assigned to at most one user, and the number of users exceeds the number of subcarriers. Contrarily, all SBS 17 Despite the improvement in the network GEE due to the increase in the number of users assignable to each subcarrier, this increases the SIC receiver complexity, as per Remark 5, which poses a tradeoff. users under all schemes significantly exceed their minimum rate requirement of R S min = 1.5 bits/s/Hz. This is attributed to their locations being relatively closer to their respective base-stations than the MBS users. It can also be seen that for the MBS users, U 8 achieves the highest average rate under the SP-J-SA-GEE-PA and J-SA-GEE-PA schemes, which is due to its location being relatively closer to the MBS than the other users. This also applies to users U 11 and U 16 in SBSs 1, and 2, respectively. In Fig. 4b , the average rate per user under Scenario 2 is shown. Similar observations to the MBS users in Scenario 1 can be made. However, for SBS users U 11 , U 12 , U 16 , U 17 and U 18 , their average rate values have significantly improved under the SP-J-SA-GEE-PA and J-SA-GEE-PA schemes, which is mainly due to the increase in the number of users that can be assigned to each subcarrier and vice versa. This has the effect of improving the network sum-rate and also reducing the energy consumption, which translates to improved network GEE, as shown in Fig. 3f .
In Fig. 5a , the percentage of outage events under Scenario 1 is depicted 18 . It is evident that the SP-J-SA-GEE-PA and J-SA-GEE-PA schemes yield lower percentages of outage events than OFDMA, especially for the MBS users. Moreover, under OFDMA, the SBS users achieve lower percentages of outage events than the MBS users, which is mainly due to their minimum rate requirement being less than MBS users, as well as the fact that they are relatively closer to their respective base-stations (i.e. less path-loss). As for Scenario 2, one can see that the percentages of outage events under the SP-J-SA-GEE-PA and J-SA-GEE-PA schemes have decreased, which is due to the increase in the number of users that can be assigned to each subcarrier, and vice versa. However, this is not the case for OFDMA. In Figs. 6a and 6b , it can be seen that the average number of MBS and SBS users per subcarrier-in Scenario 1is at most two for the SP-J-SA-GEE-PA and J-SA-GEE-PA schemes, with the SP-J-SA-GEE-PA scheme assigning slightly higher average number of users to each subcarrier to ensure stability and maximize the GEE. This is also a direct result of using the extended max-min criterion to create the preference lists of the users and subcarriers, as per Remark 12. On the other hand, it can be verified that all subcarriers are assigned to exactly one user in each tier by OFDMA, which also implies 100% subcarriers assignment to the users, since the number of users exceeds the number of subcarriers in each tier. Fig. 6c shows that the average number of subcarriers per user is less than two for the SP-J-SA-GEE-PA and J-SA-GEE-PA schemes, with the average number of subcarriers per user in the former scheme being slightly higher than the latter. Additionally, for OFDMA, the average number of subcarriers per user does not exceed one, although each user can be assigned up to two subcarriers. However, since each subcarrier can be assigned to at most one user in each tier, and the number of users exceeds the number of subcarriers, then each user is assigned-on average-not more than one subcarrier. Similar observations can be made in Figs. 7a-7c for Scenario 2; however, with the difference in that the subcarriers are assigned at most three users in the MBS-and SBS-tiers, under the SP-J-SA-GEE-PA scheme. Moreover, the average number of assigned subcarriers per user under the SP-J-SA-GEE-PA scheme does not exceed three. Generally speaking, the average number of users (subcarriers) per subcarrier (user) in Scenario 2 for the SP-J-SA-GEE-PA and J-SA-GEE-PA schemes is higher than in Scenario 1, as would be expected, which is not the case for OFDMA. Fig. 8a illustrates the average number of iterations required by the DA algorithm (i.e. Algorithm 1) to find a stable matching solution under both scenarios. In Scenario 1, it is clear that the average number of iterations in Stage 1 (i.e. MBS users) is less than 10, and in Stage 2 (i.e. SBS users) is less than 9. Similar observations are made for Scenario 2.
Remarkably, the average number of iterations of Algorithm 1 is less in Scenario 2 than in Scenario 1. This is because with the increase in the number of users assignable to each subcarrier (and vice versa), it is relatively easier to find a stable matching (subcarrier assignment) solution. Moreover, it is noticed under both scenarios that the average number of iterations in the MBS-tier is greater than that in the SBStier. This is due to the fact that the rate requirement for the SBS users is less than that for the MBS users, which implies relatively larger preference lists of acceptable SBS users and subcarriers, and hence it is less complex to find a stable subcarrier assignment solution in the SBS-tier. Fig. 8b shows the average number of iterations of Algorithm 2, where in Scenario 1, less than 5 iterations are required in Stage 1, and less than 7 iterations are required for Stage 2. In general, Stage 2 requires slightly more iterations than Stage 1, as problem R-GEE-PA-Stage-2 involves a larger number of decision variables and constraints than problem R-GEE-PA-Stage-1, as it incorporates all network users, as opposed to problem R-GEE-PA-Stage-1, which involves only the MBS users (see Remarks 13 and 17). Similar observations can be made to Scenario 2; however, it can be seen that the average number of iterations are marginally less than in Scenario 1. This is because in Scenario 2, the number of users that can be assigned to each subcarrier (and vice versa) is greater than that in Scenario 1 (i.e. a larger feasible region), which implies that problems R-GEE-PA-Stage-1 and R-GEE-PA-Stage-2 can be solved relatively easier than in Scenario 1. Similar observations and justifications can also be applied to Algorithm 3 in Scenarios 1 and 2, as shown in Fig. 8c . Specifically, one can see that Scenario 2 involves higher number of iterations-on averagethan Scenario 1, which due to the increase in the number of users that can be assigned to each subcarrier (and vice versa). That is, a greater number of subcarriers pair must be checked if they form swap-blocking pairs among all user pairs. Nevertheless, the complexity of Algorithm 4 per user pair is significantly less than O K 2 under both scenarios (see Lemma 7), which is due to the quota on the number of users and subcarriers than can be assigned. In Fig. 9b , the percentage of network instances with swaps is illustrated for Scenarios 1 and 2. Specifically, one can see that in Scenario 1 (Scenario 2), about 78% (46%) of the simulated network instances involve at least one swap operation. Notably, there are fewer instances with swap operations in Scenario 2 than in Scenario 1. This is due to the increase in the number of users that are assigned to each subcarrier (and vice versa), and thus it is more difficult to find a subcarriers swap-blocking pair that satisfies the conditions given in Definition 13. This also implies that the user-subcarrier assignment is two-sided exchange-stable more often in Scenario 2 than in Scenario 1. In other words, increasing the quota of users and subcarriers improves the network stability, as users are less often tempted to swap their assigned subcarriers. Fig. 9c illustrates the average number swap operations in Scenarios 1 and 2, where it is evident that Scenario 2 involves-on average-slightly less number of iterations, in agreement with the observations made in Fig. 9b .
Based on the results presented in Figs. 8 and 9 , and the discussion given in subsection VII-B, it is evident that the proposed two-stage solution procedure (in Algorithm 5) can be efficiently executed (i.e. with minimal computationalcomplexity) to obtain the joint subcarrier assignment and global energy-efficiency maximizing power allocation solution, which has also been shown to be comparable to the J-SA-GEE-PA scheme, and superior to OFDMA.
IX. CONCLUSION
This paper has studied the problem of joint subcarrier assignment and global energy-efficient power allocation for energy-harvesting two-tier downlink NOMA HetNets. However, the J-SA-GEE-PA problem has been shown to be computationally-prohibitive, and thus has been split into two sub-problems. For the first sub-problem, the subcarrier assignment problem has been modeled as a many-tomany matching problem, while for the second sub-problem, the global energy-efficient power allocation has been solved optimally via a low-complexity algorithm. After that, an iterative solution procedure has been proposed to efficiently solve the J-SA-GEE-PA problem over two stages, while ensuring two-sided exchange-stability. Simulation results have been presented to validate the proposed solution procedure, which has been shown to yield comparable network energy-efficiency to the J-SA-GEE-PA scheme (solved via a global optimization package), and superior to that of OFDMA; however, with lower computational-complexity.
APPENDIX A LEMMA 1
Proof: Since the preference lists of the users and subcarriers are constructed based on the extended max-min criterion, which implies substitutable preferences (as per Remark 10), then the set of stable matching solutions is not empty [22] , [24] . Thus, at least one stable matching solution exists.
APPENDIX B LEMMA 2
Proof: This is a direct result of the fact that no user proposes twice to the same subcarrier. Moreover, the algorithm terminates when there are no more rejections, and thus each subcarrier is assigned to the users on its waiting list in the last iteration.
APPENDIX C LEMMA 3
Proof: The aim is to show that for any other matching M, the resulting stable matching solution M is strictly preferred by each user to M. Now, assume that some user U i ∈ U m and some subcarrier SC k ∈ SC are assignable to each other (i.e. acceptable to each other) in some matching instance if they can be matched under some stable assignment. In the DA algorithm, one must show that no user is ever rejected by an assignable subcarrier, and thus the M stable matching solution is obtained by assigning each user to its most preferred subcarriers. Then, M must be the unique.
The proof proceeds using contradiction. Specifically, assume that there exists some user that was previously rejected by a subcarrier. Let ≥ 1 be the first step when at least one user U i was rejected by its assignable subcarrier SC k 19 . Now, if SC k rejects user U i because it is unacceptable, then SC k is by definition not assignable to U i . However, if U i is acceptable to SC k , then SC k rejects U i if it has a more preferred user on its waiting list. By recalling the extended max-min criterion, there must be ξ k users that are better than U i on its waiting list at the end of Step . For convenience, let the set of ξ k such users be denoted by W (SC k ), which will be used to show that SC k is not assignable to U i . Intuitively, any other user U j ∈ W (SC k ) (for U j = U i ) must have proposed to SC k at Step or before. That is, U j was not rejected by any subcarrier that is assignable to it before Step . In turn, there are fewer subcarriers than ζ j that are assignable to U j , and simultaneously better than SC k for U j . Since, SC k and U i have been assumed to be assignable to each other, then there exists some other stable matching M, such that U i ∈ M (SC k ).
is not empty. That is, there exists some other subcarrier SC l ∈ W (SC k ) \ M (SC k ), for l = k. Consequently, since there are fewer than ζ j subcarriers that are assignable to U j , and are more preferred than SC k by U j , then either | M U j | < ζ j , or there exists some other subcarrier SC l ∈ SC, where SC l ∈ M U j and SC k U j SC l . Hence, U i ∈ M (SC k ) with U j SC k U i indicate that M is blocked by the pair (U j , SC k ), which is a contradiction to the stability of M. Lastly, since the preferences of each user are strict and transitive, and that each user proposes to its most preferred subcarriers, then the resulting stable matching solution M is also unique. 
which implies that GEE GEE GEE Ê (l) ,x M monotonically increases in each iteration until convergence. Now, the KKT conditions of problem R-GEE-PA-Stage-1 can be obtained by formulating the Lagrangian function as follows
where {π k }, ρ 0,i , υ k 0,i , ς , ω k 0,i , and k 0,i are the Lagrange multipliers. Thus, the KKT conditions can be obtained by (2)x k 0,i 2 Q k 0,i , and ω k 0,i 2 Q k 0,i −x k 0,i E max = 0, ∀SC k ∈ SC, ∀U i ∈ U 0 , k 0,i 2 Q k 0,i = 0, ∀SC k ∈ SC, ∀U i ∈ U 0 ,
0 ≤ 2 Q k 0,i ≤x k 0,i E max , ∀SC k ∈ SC, ∀U i ∈ U 0 , π k ≥ 0, ∀SC k ∈ SC, ρ 0,i ≥ 0, ∀U i ∈ U 0 , υ k 0,i ≥ 0, ∀i = 1, . . . , |U 0 | − 1, ∀SC k ∈ SC, ς ≥ 0, ω k 0,i , k 0,i ≥ 0, ∀SC k ∈ SC, ∀U i ∈ U 0 . 
