This paper considers the problem of selecting obnoxious routes (e.g., routes used to transport hazardous material) on a transportation network assuming that population centers on or outside the network within a certain distance from the selected routes can be expropriated at a given price. The objective is to select the routes so as to minimize the total weighted transportation and expropriation costs. For the single-flow problem, a polynomial algorithm is developed. For the multiple-flow problem, a branch-and-price algorithm using column generation is developed and its efficiency is tested with computational experiments.
Introduction
The traditional network design problem (or fixed-charge design problem) as discussed by Magnanti and Wong (1984) is to select routes to minimize the total transportation and fixed costs (a fixed cost is associated with each selected link). One assumption of the problem is that the fixed costs for the links are independent from each other. However, this assumption does not hold in some circumstances. For example, consider the case of transporting obnoxious or hazardous materials along the routes of a transportation network (Bofey and Karkazis, 1995; Erkut and Verter, 1995) . There are some population centers that are geographically distributed over the plane. They are on or outside the network. Owing to the obnoxious characteristic of the materials shipped, we might need to expropriate (or compensate) the population centers along the routes that are selected to ship the materials. Suppose that the fixed costs for the selected links are related to the expropriation of population centers that are within a certain distance from them. In this case, the expropriation costs for the selected links are not independent from one another since the selection of one link could affect the expropriation cost of another if a resident point is within the distance threshold to both links. This paper is devoted to the network design in such situations. One potential application of this model is the transportation of * Corresponding author nuclear waste. The US Federal government is considering Yucca Mountain, Nevada, as a central repository for spent nuclear waste (see Mohanty and Codell (2004) ). Each State could be used as a generator of nuclear waste (the State's population could be used as a surrogate for the quantity generated) and the Interstate highways could be used as the transportation network.
This paper considers the problem of selecting routes so that the total transportation and expropriation cost is minimized subject to distance constraints. We call this problem the "route expropriation problem". Drezner and Wesolowsky (1989) considered the problem of routing an obnoxious route among a given set of demand points in the plane so that the minimum distance between the points and the path is maximized.
The modeling and analysis for hazardous materials transportation is not new in the literature. Interested readers are referred to survey papers by List et al. (1991) and by Bofey and Karkazis (1995) . Most of the models presented in the literature focus on dealing with the minimization of risk. Only a few of them considered the cost of transportation, for example, see the dissertation by Shobrys (1981) and a recent paper by Cappanera et al. (2004) . The main difference between our model and theirs is that we do not consider the location of the facility while they do not consider the cost for compensating the affected population.
Expropriation models in location problems were considered recently. Berman et al. (2003) introduced two expropriation models for the problem of locating a single obnoxious 0740-817X C 2008 "IIE"
The route expropriation problem 469 facility. The first one which is an extension of the obnoxious facility location problem (Church and Garfinkel, 1978) is to maximize the minimum distance from the facility to the non-expropriated demand points subject to a given expropriation budget. The second one is to minimize the expropriation cost while ensuring that the facility is not within a given distance from the non-expropriated demand points. This model is related to the maximum cover models (see Church and Revelle (1974) and Berman and Krass (2002) ).
The rest of the paper is organized as follows. Section 2 gives a general description of the problem and presents mathematical formulations. Section 3 focuses on the case of single flow and an exact algorithm is developed. A greedy heuristic is presented in Section 4. A branch-and-price algorithm is developed in Section 5 and its efficiency is tested in Section 6. The paper is concluded with a summary.
Problem description and formulations
Consider a transportation network G = (N, A) embedded on a plane, where N is the set of nodes and A is the set of links. Each link (i, j) has a length l ij . Given a set of flows F, for each flow k ∈ F, a quantity of w k > 0 needs to be shipped from source s k ∈ N to destination d k ∈ N. Let u be the transportation cost per unit length per unit quantity. The cost of shipping flow k on link (i, j) ∈ A is c ijk = ul ij w k . There is also a set of population centers which we call resident points that are geographically distributed over the plane. Note that the resident points are not necessarily located on the transportation network. Denote the set of resident points by R and the expropriation cost for resident point r ∈ R by e r . Let α be a prespecified distance threshold for expropriation. For each link (i, j) ∈ A, let R ij ⊂ R be the set of all resident points on the plane (including the transportation network) that are within α units of distance from any point on link (i, j). If link (i, j) is selected to ship at least one unit of flow, then any resident point that belongs to set R ij must be expropriated. For each r ∈ R, let A r be the set of links that r is within α units of distance from them.
The route expropriation problem is to select the routes for the shipments of the flows so that the total of transportation and expropriation costs are minimized. The notation used in this paper is summarized in Table 1 .
Reducing the problem size
The size of set R depends on the partition of the population centers. If the partition is very refined, then the size of R is very large. However, under a minute partition, many resident points may fall in the neighborhood of only one link, especially those around the center of a link. We can combine such resident points to reduce the size of the problem. For 
example, suppose r 1 , r 2 ∈ R ij and link (i, j) is the only member of A r 1 and A r 2 , then we can create a new resident point r to replace r 1 , r 2 with expropriation cost e r = e r 1 + e r 2 . In fact, for any two resident points r 1 , r 2 ∈ R satisfying A r 1 = A r 2 , we can create a new resident point r to replace r 1 , r 2 with expropriation cost e r = e r 1 + e r 2 . In the remainder of the paper, we assume that the data has already been preprocessed so that there are no resident points r 1 , r 2 ∈ R with A r 1 = A r 2 .
We can further reduce the problem size by the following procedure. Let N = ∪ k∈F {s k , d k }. For each node i ∈ N , let R i be the set of resident points that belong to all R ij , where link (i, j) is adjacent to node i. Then the resident points in R i will definitely be expropriated. We can remove these resident points from R and the corresponding R ij and add their expropriate cost to the objective function.
Complexity and special case
An uncapacitated network design problem can be stated as follows: given a network G with a set of nodes N, a set of arcs A and a set of commodities F. For each commodity k ∈ F, w k is shipped from node s k (the origin) to node d k (the destination). The cost of shipping commodity k on arc (i, j) is c ijk . In addition, a fixed cost of f ij is charged if arc (i, j) is selected. All arcs are assumed to be uncapacitated.
We can show that a network design problem can be transformed to a route expropriation problem in polynomial time as follows: define r ij as the midpoints of arc (i, j) in the network design problem, R = {r ij : (i, j) ∈ A}, e r ij = f ij , α can be any small positive number which is less than half of the shortest arc length (so we can set for example α = 0.1 or α = 0.01 of the shortest arc length), R ij = {r ij }, A r ij = {(i, j)}. The transformation is polynomial. Since the general network design problem is NP-hard (see Balakrishnan et al. (1989) , the route expropriation problem is NP-hard as well.
In fact, it is easy to see that when A r is an empty set or singleton, for all r ∈ R, this special case of the route expropriation problem is equivalent to the traditional network design problem with fixed link cost f ij = r ∈R ij e r .
Mathematical formulations
Here, we present two formulations for the route expropriation problem. The first one is from the perspective of nodes of the network and can be solved by a commercial optimization software. The second one is from the perspective of paths of the network and will be used to develop a branchand-price algorithm.
Formulation 1
First, we present a formulation that can be solved by a commercial optimization software, such as CPLEX. This formulation is from the perspective of nodes of the network. With the introduction of decision variables:
the route selection problem can be formulated as follows:
The objective is to minimize the total transportation and expropriation costs. Constraints (2) are the flow balance constraints. Constraints (3) ensure that no flow can be shipped on a link that is not selected while constraints (4) guarantee that a link (i, j) cannot be selected unless all the resident points in R ij are expropriated.
Constraints (3) and (4) can be combined into one set of constraints without decision variable y ij :
Constraints (6) guarantee that no flow can be shipped on link (i, j) unless all the resident points in R ij are expropriated.
The differences between using constraints (3) and (4) and using constraints (6) are: the latter has |A| fewer decision variables, but has [b|F| − (|A||F| + b)] more constraints, where b = (i,j)∈A |R ij |. When b is large, the former is more favorable.
The number of constraints (3) can be reduced from |A||F| to |A| if we replace them by
where M is a big positive number, for example, M = |F|. However, generally, the disaggregate constraints (3) work better than the aggregate constraints (7) because the corresponding linear relaxation provides a tighter bound.
Formulation 2
Next, we present another formulation from the perspective of the paths of the network. For each flow k ∈ F, let P k be the set of all paths on network G that start from node s k and end at node d k . For each path p ∈ P k , denote c p = (i,j)∈p c ijk as the cost of shipping flow k on path p. Let
With the introduction of decision variables:
x p = 1 if flow k is shipped through path p ∈ P k , 0 otherwise, the route selection problem can be formulated as follows:
subject to
The objective is to minimize the total transportation and expropriation costs. Constraints (9) ensure that each flow is shipping through a path. Constraints (10) and (11) guarantee that a path is selected only if all the corresponding resident points are expropriated.
Formulations (P) and (Q) are developed from different perspectives. Formulation (P) is from the perspective of the nodes, which guarantees via the flow balance constraints that the flow through each node is conserved. Formulation (Q) is from the perspective of the paths, which reflects the fact that the solutions consist of selected paths from the origins to the destinations.
Usually, it is impossible to enumerate all the paths in set P k , ∀k ∈ F. Therefore, formulation (Q) cannot be solved by a commercial optimization software directly. Hence, we will develop a branch-and-price algorithm for its solution.
2.3.3. Continuity of x ijk (or x p ) and z r For both Formulations (P) and (Q), we can see that the y ij s are the dominating decision variables, i.e., once they are fixed, the problem of determining x ijk for formulation (P) (or x p for formulation (Q)) and z r is trivial.
1. For each k ∈ F, find the shortest path from s k to d k on the network consisting of the selected arcs, for formulation (P), assign x ijk = 1 if (i, j) is on the path, zero otherwise; for formulation (Q), assign x p = 1 if p is the shortest path, zero otherwise; 2. For each selected arc (i, j), assign z r = 1 if r ∈ R ij . The remaining z r s are set to zero.
Therefore, we can replace the binary constraints for x ijk (x p ) and z r in formulation (P) (formulation (Q)) by linear constraints 0 ≤ x ijk , z r ≤ 1 (0 ≤ x p ≤ 1).
Single flow
In this section we consider the route selection problem of shipping a single flow. Let s and d be respectively the source and destination of the flow and c ij be the cost of shipping the flow on link (i, j). This problem can be solved by a dynamic programming algorithm similar to Dijkstra's algorithm (see Ahuja et al. (1993, ch. 4) and Berman et al. (2000) ).
We list some notations that are used in the algorithm in Table 2 .
Algorithm 1: Greedy algorithm for single flow
Step 1.
Step 2. Let i ∈S be the node that has c(i Step 3. Next, we illustrate the algorithm by a simple example.
Example 1. Consider the network in Fig. 1 . Suppose R = N and e 1 = 4, e 2 = 2, e 3 = 5, e 4 = 3, e 5 = 1, e 6 = 2. Suppose α = 3, i.e., the nodes within three units of distance from a link will be expropriated, then R 12 = {1, 2, 4}, R 13 = {1, 3, 4, 5}, R 24 = {2, 3, 4, 6}, R 25 = {2, 3, 4, 5}, R 34 = {2, 3, 4, 5, 6}, R 35 = {3, 4, 5}, R 46 = {2, 3, 4, 6}, R 56 = {3, 4, 5, 6}. Let nodes 1 and 6 be the source and destination of the single flow respectively. Suppose w = u = 1. Hence, c ij = l ij .
Step 1. c(2) = c 12 + (e 1 + e 2 + e 4 ) = 6 + (4 + 2 + 3) = 15, prec ( Step 2. Node 6 has c(6) = min{c(j) : j ∈S}. Set R(6) = R(4) ∪ R 46 = {1, 2, 3, 4, 5, 6}. Node 6 = d, stop. The transportation and expropriation cost for shipping the flow is 26 and the set of node expropriated is {1, 2, 3, 4, 5, 6}. The path is 1-3-4-6.
Greedy heuristic
For the case of shipping multiple flows, without loss of generality, suppose F = {1, 2, . . . , f } and the flow quantities w k s are sorted in non-increasing order. The initial solution can be generated by the following greedy heuristic. Denote R e as the set of resident points expropriated and c as the total cost for the flows whose routes have been fixed.
Algorithm 2: Greedy heuristic for multiple flows
Step 1. Set k = 1, R e = ∅ and c = 0.
Step 2. Find the path for shipping flow k by Algorithm Step 3. If k = f , stop, we have found a path for every flow; else, remove the resident points in R e from sets R and R ij , ∀(i, j) ∈ A. Set k = k + 1, go to Step 2.
The idea behind this heuristic is to assign a higher priority to the flows with larger weights. The larger the weight of a flow, the more the cost increase induced by a unit of distance increases for shipping the flow. Therefore, we assign a higher priority to the flows with larger weights so that we can achieve a smaller transportation cost.
Example 2. Continuation of example 1. Now we need to ship an additional flow of quantity 0.5 from node 1 to node 5.
Step 2. Using Algorithm 1, we find the optimal path for flow 1 is 1-3-4-6 andR = R(6) = N,c = c(6) = 26. R e = R e ∪R = N and c = c +c = 26.
Step 2.
Step 2. Using Algorithm 1, we find the optimal path for flow 2 is 1-3-5,R = R(5) = ∅,c = c(5) = 3.5. R e = R e ∪R = N and c = c +c = 29.5.
Step 3. k = 2 = f , stop. The path for flow 1 is 1-3-4-6, the path for flow 2 is 1-3-5, all the resident points are expropriated, and the total cost is 29.5.
Column generation for formulation (Q)
Formulation (Q) can be solved by a branch-and-price procedure. The strategy of the branch-and-price algorithm is: first an initial set of routes is generated. Then, its optimality is checked. If it is optimal, the algorithm stops. Otherwise, a new path with the least cost is added. The procedure continues until the optimal set of routes is found. To get a lower bound for formulation (Q), we use a column generation algorithm to solve (QLP), the LP relaxation of Formulation (Q).
The master problem
p∈P k
Since the cardinality of set P k is exponentially large, we only consider a subset P k ⊂ P k and solve the corresponding restricted master problem (QLP ):
Let λ k , µ ijk be the dual variables corresponding to constraints (19) and (20), respectively. We check if the reduced costs for all p ∈ P k , k ∈ F are non-negative, i.e., c p − λ k − (i,j)∈A δ ijp µ ijk ≥ 0. If it is true, then the solution obtained is optimal to (QLP), otherwise, more columns need to be generated and added to the restricted master problem (QLP ).
Pricing problem
The objective of the pricing problem is to find the minimum reduced cost for the columns in P k , k ∈ F. It can be stated as follows:
It is easy to see that problem (S k ) is equivalent to the problem of finding the shortest path from node s k to node d k on network G with modified weights w ij = c ijk − µ ijk .
Initial solution
The initial set of P k , k ∈ F for the restricted master problem is generated by the greedy heuristic in Section 4. Hence, initially, we have one column in P k for each k ∈ F in the restricted master problem.
Iteration strategy
At each iteration, we solve the restricted master problem (QLP ) and then solve |F| shortest path problems (for each flow). If the solution value of (S k ) is non-negative for all k ∈ F, the solution of (QLP ) is optimal to (QLP) and no more columns need to be generated. Otherwise, the solution is not optimal and all the shortest paths with negative distance are added to (QLP ). We then solve (QLP ) again, obtain the dual variables values and resolve the pricing problem. We continue the procedure until the optimal solution for (QLP) is found.
The column generation heuristic
Let z QLP be the optimal solution vector of (QLP). If it is integer, it is an optimal solution of Formulation (Q). Else, the solution of the column generation heuristic is the one generated by the greedy heuristic.
Branch-and-price algorithm
If z QLP is not integer, we use a branch-and-price algorithm to generate an integer solution for formulation (Q). We divide (Q) into two subproblems by selecting an arc (i, j) and fixing the value of y ij to zero and one in each subproblem respectively. Our branching rule is to select the arc with a fractional value in the linear programming relaxation solution generated by column generation. For the subproblem corresponding to y ij = 0, we remove the columns that use arc (i, j) from the set of existing columns and remove arc (i, j) from the network so that the newly generated column will not use arc (i, j). For the subproblems corresponding to y ij = 1, we fix z r = 1 for those r ∈ R ij and remove them from the set of resident points for other arcs. The lower bound of each subproblem is obtained by column generation procedure. If the lower bound is greater than or equal to the upper bound found (the upper bound is updated whenever a better feasible solution is found), we fathom the node corresponding to the subproblem; otherwise, we further decompose the subproblem into two subproblems. Continue the procedure until all the subproblems are fathomed or examined.
Computational results
In this section, the performance of the branch-and-price algorithms are tested. The algorithms were programmed in Microsoft Visual C++ 6.0 and CPLEX 8.1. All the experimental tests were carried out on a Dell PC with 1GB RAM and a 1.6 GHz CPU. The computation times are in seconds. First, we tested the algorithms on six small networks. The six network data were generated based on the multicommodity network design instances used in Labbé et al. (1999) , which is available on the website http://www.di.unipi.it/di/groups/optimize/Data/MMCF. html#Rsrv. For each network, the set of resident points is the set of nodes. The distance threshold α is 20. Let U [a, b] denote the uniform distribution between a and b. The expropriation cost of the resident point was generated by U [500, 1000] . The source and destination of each flow were randomly selected from the set of nodes. The quantity of flows was drawn from U [1, 20] . The unit transportation cost u is one.
In Tables 3 and 4 , Greedy, CG and BP represent the greedy heuristic, the column generation at the root node of the branch-and-price algorithm, and the branch-and-price respectively. ub g and ub cg are respectively the upper bound generated by greedy and CG, lb cg is the lower bound generated by CG, and z * is the optimal objective function value found by BP. The numbers in Table 4 are the relative gaps (as a percentage) between the pairs listed in each column. For example, the numbers in column (ub g , lb cg ) are equal to 100(ub g − lb cg )/lb cg .
From Tables 3 and 4 , we can conclude the following points.
1. All the algorithms terminated within 1 second. CG not only provided a good lower bound (the maximum gap between lb cg and z * is 0.1308%) but also generated the optimal solution for all the 18 problems. 2. The greedy heuristic generated the optimal solution for 13 problems. The largest gap between the greedy solution and the optimal solution is 4.8947%.
Overall, both heuristics work well for the small problems. Although CG takes more time on average, its performance is better since it provides a better upper bound.
In order to test the performance of the algorithms for larger problems, we generated another five data sets based on five instances of the uncapacitated p-median problem from Beasley (1990) . The data for these five networks were generated in a similar way as for the above six networks. The only two differences are: (i) the distance threshold α = 10; and (ii) the expropriation costs of the resident points was generated by U [50, 100] . The results are listed in Tables  5 and 6 , where pmedk is corresponding to the problem instance pmedk.txt. In Table 5 we also report the time it takes to solve the problem using formulation (P) by CPLEX (column of OF(P)). In this column " * " indicates problems that could not be solved due to time limits (2 hours) while "**" indicates problems that could not be solved due to lack of memory.
From Tables 5 and 6 , we can conclude the following points for medium and large size problems.
1. The greedy heuristic terminated within 1 minute. Except for problem pmed40, both CG and BP found optimal solutions for all the problems within 1 minute. The only problem that both CG and BP take more than an hour to solve is pmed40 with |F| = 90. 2. It is possible to solve the problem by CPLEX using formulation (P) only for relatively small problems. BP is much more efficient than solving (P) using CPLEX. 3. The solution quality of the heuristics is good. CG is still better than the greedy algorithm. Greedy found optimal solutions for seven problems and the maximum gap between the solution generated by the greedy algorithm and the optimal solution is 2.9147%. CG found the op- timal solution for all the problems except for three and the maximum gap is only 0.3738%. For these three problems the maximum CPU time is 644.5 seconds and the maximum number of iterations is 51. 4. CG provides a good lower bound. The maximum gap between lb cg and z * is 0.6326%.
To investigate the behavior of the greedy algorithm and CG and BP as they responded to changes in |F|, we considered pmed40. In Table 7 we show results on CPU time and solution quality for |F| values of 5, 10, 15, . . . , 90. Based on the table and similar experiments with other problems we cannot observe a particular behavior of the heuristics and BP in either CPU time and solution quality.
We tried to solve larger problems than pmed40. However, unless |F| is relatively small we either could not obtain an optimal solution in less than 2 hours, or could not solve the problems due to lack of memory.
We also developed a branch-and-bound algorithm using Lagrangian relaxation. A computational experiment showed that: (i) column generation provides a better lower bound than Lagrangian relaxation; and (ii) the branch-andprice algorithm outperformed the branch-and-bound algorithm especially for large problems. 
Summary
In this paper, we study the problem of selecting routes on a transportation network assuming that resident points on or outside the network within a certain distance from the selected routes can be expropriated at a given price. The objective is to select the routes so as to minimize the total weighted transportation and expropriation costs. Two mathematical programming formulations for the problem are presented, one is from the perspective of the nodes and the other is from the perspective of the paths. For the single flow problem, a polynomial algorithm is developed. For the multiple flow problem, a branch-and-price algorithm using column generation is developed. The computational experiments show that the branchand-price algorithm is superior to solving the problem using the first formulation by CPLEX. BP can solve in less than 2 hours problems of sizes up to 900 nodes, 16 200 arcs and 80 flows. For larger problems the greedy heuristic is recommended.
