Abstract. In this paper, we examine and discuss modeling and prediction results of several exchange rates, with main focus on EUR/RSD, using a combination of wavelet transforms, neural networks and statistical time series analytical techniques. We have also designed a user friendly software prediction tool in MATLAB which implements the proposed model. The analyzed hybrid model combines the capabilities of two different wavelet transforms and neural networks that can capture hidden but crucial structure attributes embedded in the exchange rate. The financial time series is decomposed into a wavelet representation using two different resolution levels. For each of the new time series, a neural network is created, trained and used for prediction. In order to create an aggregate forecast, the individual predictions are combined with statistical features extracted from the original input. Additional to the conclusion that the increase in resolution level does not improve the prediction accuracy, the analysis of obtained results indicates that the suggested model sufficiently satisfies characteristics of a financial predictor.
Introduction
Due to the rapid expansion of global trading markets over the last few decades, the currency exchange market has experienced remarkable growth [1] . As a consequence, in today's interlinked global economy, exchange rates can have a positive and/or negative effect on the rising level of imports and exports. Therefore, the prediction of exchange rate is a crucial factor for the controlling of the export-import markets and for the success of a country's financial institutions and businesses operating in it.
In this paper, we use a time series prediction using hybrid wavelet-neural model. In order to expose the complex underlying structures for deeper evaluation, the time-series is first subjected to a wavelet-based decomposition process using decomposition levels of two and three. The decomposed signal components are then used as input elements to a new group of neural networks where valuable information is captured during the process of the training phase. In the third stage of the model, the newly obtained (simulated) time series along with the statistical features extracted from the original input are directed into the final neural network where the prediction is made (third stage). Based on the proposed hybrid model, we have designed a user friendly MATLAB program. This program is a very convenient tool for prediction of time-series of this type. Furthermore, it allows user to change easily several system parameters and to perform statistical analysis of obtained results. Comparison of the prediction results of the two models are based on four evaluative parameters: MAE (Mean Absolute Error), MAPE (Mean Absolute Percentage Error), MSE (Mean Squared Error) and RMSE (Real Mean Squared Error). The results show that the hybrid model with wavelet packet transform in the first phase more accurately forecasts than the model using stationary wavelet transform. In each of the hybrid schemes, the increase in resolution level, perhaps unexpectedly, brings no improved results. This paper is organized as follows. The next section considers related work. The section 3 presents a review of theory behind wavelets and neural networks. The section 4 covers all aspects of the introduced hybrid model, including a detailed description of the procedure for its design. In the section 5, the experimental results are presented to demonstrate the effectiveness of the presented hybrid strategy. The final section proposes conclusions and recommendations for future research.
Related work
The exchange rates are inherently non-stationary, noisy and chaotic time series [2] . They are a combination of long and short memory processes imbedded in one complex signal, explaining why their prediction can present a true challenge [2] , especially knowing that due to its congenital complexity, traditional statistical methods perform poorly in this field. All of this actually suggests that there is no complete information base on which we can forecast this key economic factor. Moreover, the general assumption made in these cases is that the historical data of one time series integrates all important features necessary for successful prediction. Despite this complicated scenario, our goal in this paper is to investigate the use of wavelets and artificial neural networks for the prediction of several exchange rates.
Over the last few decades, it has become obvious that linear models do not adequately represent nonlinear series, while wavelet analysis theory has emerged as a powerful tool in the mathematical analysis field [3] . Simply said, the wavelet transform produces a functional local decomposition of a signal in both the time and frequency domains and is not restrained by the assumption of stationarity [3] . Numerous publications describe the application of wavelets in the field of finance [4, 5] . The two transforms that we use in this paper are wavelet packet and stationary wavelet transform. Both offer the capability of capturing key features of an underlying process with a limited number of coefficients. The fundamental and novel contribution of this paper is to use these two processing techniques to decompose an exchange rate into a set of approximation and detail series which are fed into the neural networks in the model's next stage.
The traditional approaches to time series prediction, such as Box-Jenkins or ARIMA method, assume that the time series used for the prediction process are linear and stationary [6] . Therefore, these methods are obviously not a good tool for exchange rate prediction. On the other hand, during the past few decades the Artificial Neural Networks (ANNs) have shown great applicability in time series prediction [7, 8] .
Studies have compared the performance of neural networks to ARIMA [9] , with all research agreeing that ANNs perform better than ARIMA models. Several unique features of ANNs make them an attractive forecasting tool: they are multivariate, nonparametric statistical methods that can map any nonlinear function without a priori assumption about the data, yet maintain desired accuracy [8] . Numerous articles illustrate the practical considerations of ANNs' applicability [10, 11] .
By combining wavelet transform with artificial neural networks we get a new kind of modeling method with great prediction ability for high frequency financial data. With this synergy, we gain advantages from both of the methods -the multiscale analysis supplied by wavelet theory and powerful learning and training capability of the neural network. Amongst many studies that investigate the concept of mixing wavelets and neural networks, we refer to several in our research [12] [13] [14] .
The occurrence of hybrid systems, namely the combination of neural networks with wavelet transform, has established itself as the next logical step in the improvement phase of the exchange rate forecast. Besides this combination, it is important to note that other innovative hybrid learning algorithms exist, such as the combination of neural networks with genetic algorithms and fuzzy logic [15] . Since it is clear that each method has its pros and cons, one must keep in mind that the weaknesses of one method can be supplemented by the strengths of the other, thus creating a single complementary technique that has better results than the two separate methods.
Genetic algorithm (GA) is an adaptive heuristic algorithm based on the analogy with biological evolution. This method is often used in combination with neural networks due to its convenience for parameter optimization and robustness -in other words, the algorithm is flexible and expands easily if necessary. GA units represent momentary approximations of problem resolution, while each unit is accompanied by so-called fitness function whose values give an insight in how "capable" the unit is. Following the selection, hybridization and mutation processes, every fitness function value of unit is compared and the lowest units are eliminated. Consequently, each new generation is of better quality until the formation of the most optimal result. There is a significant amount of literature available that demonstrate successful role of GA as optimization tool in combination with neural networks in forecasting the exchange rates [16, 17] .
Fuzzy logic is the concept that does not clearly define affiliation of one element to the group. Instead, the affiliation is measured by a value between 0 and 1. This hybrid intelligent model combines fuzzy systems and neural networks, or in other words, the human-like perception feature of the fuzzy system is combined with the neural networks' learning and generalization characteristics. The advantage of these methods is the relatively simple use of the fuzzy logic and the consequent flexibility of the entire algorithm. The research that demonstrated the successful exchange rate forecast with the aid of this type of hybrid models is [18] .
On the use of wavelets and neural networks
This section explains the value of wavelets in time-series prediction together with neural networks.
The value of wavelet transform
One of the drawbacks of the Fourier analysis is that although it is possible to determine the frequencies present in the signal with this analysis, it is not possible to establish when they actually occur [19] . This premise is surpassed with the introduction of wavelet transform, representation of the signal whose root is comprised of wavelets (or mother wavelets or analyzing wavelets). Wavelet transform, through the mechanism of mother wavelets translation, offers precise information about time and frequency resolution [3] . Discrete Wavelet Transform (DWT) is one of the most convenient tools for signal analysis [3] . With its help, we can present the signal with a limited number of coefficients that capture information at different frequencies at distinct time moments. One of the variations of the discrete wavelet transform is Wavelet Packet Transform (WPT), where both approximation and detail coefficients are decomposed (2 n sets of coefficients are produced, unlike n+1 in the case of a DWT). With this kind of signal presentation, the most complex and detail signal presentation is gained. Figure 1 shows level 2 wavelet packet decomposition. A significant problem with DWT is its shift variability and aliasing. Additionally, the disadvantage of this algorithm is the fact that the length of the coefficient series decreases while the iteration index increases due to the use of the decimators [20] . Shift variance problem led to the idea of eliminating decimation operation and the formation of Stationary Wavelet Transform (SWT) (Figure 2 ). The result of such an idea is the shift-invariable transform, also described in literature as à trous or redundant wavelet transform [13] . Stationary wavelet transform can be presented through successive convolutions with the discrete low-pass filter h:
where the zero scale is the original input signal c 0 (t)=x(t). 2 i l presents the increase in distances between sampled points and that is why this transform also goes by name à trous, meaning "with holes".
Wavelet coefficients are obtained by taking the difference between successive smoothed versions of the signal:
Having in mind all previously stated, the original signal can be presented as:
As for the wavelets used in previous studies, most signal processing researchers adopted Daubechies and Haar wavelets [21] . The Haar wavelet transform is a good choice for edge detection and localized jumps. It is a commonly used tool in the analysis of financial time series i.e. for capturing fluctuations between its neighboring observations. The Haar mother wavelet is defined as:
As for the Daubechies wavelets, many transforms have been created [22] , however one of the most commonly used in time series analysis is Db40.
With all previously specified signal processing techniques, the input time series can be analyzed at multiple time resolutions; the signal can be smoothened until the longterm trend is identified and the fluctuations around the trend can be investigated at multiple time scales. After the decomposition, the individual time series can give a detailed and more easily analyzed view of the inner underlying processes.
Artificial Neural Networks
Artificial Neural Networks (ANN) are a class of nonlinear models that can extract crucial parameters from complex high-dimensional time series and approximate any nonlinear function with a high level of accuracy as a result [23] . They are capable of discovering the underlying pattern or auto-correlational structure in the time series even when an underlying law is unknown or hard to determine, making them a powerful forecasting tool in many different fields. Despite the fact that neural networks have been successfully implemented in prediction process on numerous occasions, designing a predictor for specific financial time series with neural network is a challenging and nontrivial task. In comparison with Box Jenkins ARIMA models and other regressive models, a larger number of factors play a role in the neural networks design. One of the most popular and most successfully implemented neural network models is the feed forward multilayer network or MLP (multi-layer perceptron) [24] . This type of network consists of several layers that contain nodes (artificial neurons). The first layer is the input level and receives external information, while the last layer is the output level and produces model solutions. Hidden layers lie in between these two. All of the nodes in one layer are connected to the nodes in the adjacent layer by an interconnection strength called weights. These weights are set through a training algorithm, where the goal is to minimize the difference between the network`s target and actual output.
The design of neural network is a difficult task concerning the number of factors that influence its performance. Although some studies [25] propose certain methods for neural network design, no study has been reported to analytically determine general architecture rules for successful neural network design. One of the most sensitive parameters are number of layers, number of neurons in each layer, activation function (function that produces an output based on input values entering the node) and learning algorithm (the way the weights are set). The number of input and output layers depends on the problem's nature (in most papers, the suggested value is one). As for the hidden layers (internal information processing layers), it has been pointed out that one hidden layer network is able to approximate most of the nonlinear functions [27] . The dimension of each layer, rather the number of neurons in each layer, is one of the most essential parameters for the network's proficiency and successful performance [25] . Increased training time and reduced generalization ability of the NN can be a result of too many hidden nodes. On the other hand, if it is too few, the network's ability to learn will be reduced. In most cases, because of the lack of a systematic approach to neural network design and established guidelines for it, trial and error approaches are suggested for most previously stated architecture parameters.
To summarize, neural networks are difficult to design, require high processing and training time, and give unstable results in many situations. However, if their architecture is correctly planned (which demands a significant level of invested time and resources), they present a powerful tool that can perform many demanding tasks that linear programs cannot and can therefore be successfully implemented in many applications.
Statistical feature extraction
Besides basic wavelet features, we implemented an additional seven statistical features, all of them commonly used in finance and economics, into our model in order to improve the prediction process. They are given in the Table 1 , where x presents the time series and value of current observation, n presents the total number of observations, σ the standard deviation, t represents the moment of time between 1 and n, and p 1 to p n are probabilities of the signal. 
Hybrid Modeling Strategy
The main concept behind the prediction method presented in this paper is to decompose the studied exchange rate, using two different wavelet transforms, into a range of frequency scales and to pull these individual components through separate neural networks, making an aggregation forecast in the final neural network. The entire process of this algorithm involves a series of steps, including: statistical feature extraction, preprocessing step, wavelet analysis, neural networks training and modeling, and final forecasting. We approach this issue by dividing the model into three separate stages: First stage: an exchange rate is processed and subjected to the wavelet-based decomposition process in order to detect underlying processes (features) for further evaluation.
Second stage: all individual decomposed components are fed into a set of neural networks in order to capture valuable information.
Third stage: the outputs from the neural network, rather the predicted values of each component, along with a set of statistical features (calculated on the original time series) are fed into the final neural network after which the prediction is to be made.
The data preparation phase includes the statistical parameters calculation and normalization of the exchange rate. Each statistical feature for a specific sample is calculated based on 10 previous samples. The normalization process has to be done in order to avoid the effect of outsized values on the model and to fasten the calculation. It is carried out in such manner that both the inputs and targets fall in the range [-1,1] .
The input data are decomposed into a certain number of sub-time series components with the help of wavelet decomposition. Our main considerations regarding which wavelet transform and mother wavelet we use are:  The input time series is discretely sampled so there is dyadic relationship between resolution scales, leading to the use of a DWT, rather its variation of a WPT.  The goal is to have an n-length resolution scale for every resolution level leading to a trous wavelet transform.  Wavelet functions which respect the complex nature of the financial time series lead to the use of Haar and Daubechies wavelet functions. The choice of optimal decomposition level, generally depending on the researcher's experience, empirical data, and time series nature, is one of the most important factors of the model's performance in the first stage. In this study, we use two and three decomposition levels for both wavelet packet and stationary wavelet transform (poor results are obtained when using decomposition levels greater than three). Thus, the selected exchange rates have been decomposed using two different transforms in the following way:
-Wavelet Packet Transformation with Daubechies40 wavelet and decomposition levels of two and three. -Stationary Wavelet Transform with Haar wavelet and decomposition levels of two and three. Figures 3 and 4 show a representation of the models. For simplicity, both models have been considered only for a decomposition level of two.
The concept of using wavelets in time series analysis offers the advantage of separating the smooth part (approximation series) and the irregular and noisy (detail series) part of the signal, which are both more stable to handle and easier to predict due to the filtering effect of the transforms. As a result of this stage, the objective is adjusted in order to exploit these series as input signals to a set of neural networks in the following stage.
The results of the WP decomposition of level two are four sets of coefficients and as for the SWT of level two, the results are three sets of coefficients (one set representing approximation and two sets details). Analogous to that, the results of the WP decomposition of level three are eight sets coefficients, while there are four sets coefficients for the SWT of level two. The second stage of the model consists of a set of feed forward neural networks that uses lagged detail and smooth coefficients gained from decompositions in the previous step as input. One of the papers where a similar idea is presented is [4] . Separate neural networks are built for each decomposition level, meaning that a level 2 wavelet packet decomposition results in four neural networks, while level 2 stationary wavelet transform results in three neural networks. What can be noticed here is that we have a small amount of control over the complexity of the architecture in this stage. One possible way of handling this complexity is to test networks with different designs and compare them in order to choose the optimal one. Having this in mind, the problem can be tackled by varying a large number of design factors that influence the prediction result. This is the reason why we vary the number of input nodes and why we design the hidden layer as simply as possible. Not only does our research confirm that this is the best approach, but our findings are also supported by literature which states that the simplest model is the least likely to overfit/underfit and the most likely to generalize well on the unseen data [27] .
As for the design of each neural network, we apply the same architecture for each of them. In order to determine the optimal number of input nodes, we tested the ANNs with input layer that consists of 1, 2, 3 and 4 nodes. These input nodes process wavelet coefficients of the exchange rate gained in the first stage. Each neural network of the second stage takes the wavelet coefficients of the corresponding resolution level, as shown in Figures 3 and 4 . We also noticed by a trial and error method that number of input nodes greater than four generates unstable output. The main reason can be in overtraining of the neural networks. The standard for determining the optimal number of input nodes is RMSE (Root Mean Square Error). Due to the fact that the NN with a single hidden layer can approximate any function with arbitrary precision and because input layer has fewer nodes, we design all NNs with a single-hidden layer. Having one output also contributes to this decision. For the number of nodes in the hidden layer, we apply a principle most often used in literature -Okam's razor principle -where the number of hidden nodes equals half of the input and output nodes (we notice that increasing the number of hidden nodes or even adding more layers does not improve networks' performance). Also having in mind that we want to predict a single value, we use one neuron in output layer. Figure 5 shows the MLP network used in the model's second stage. All series are split into two sets: training and testing. There are no specific rules for data division between these sets, and most researchers use a trial and error approach. For the training phase, we use a method known as the "sliding window" technique where the n-tuple input goes through the entire training set while a single output is used as the target value. Once trained, the networks are used for prediction.
As for the transfer functions, we use a linear one for the node in the output layer and a tan sigmoid function for the nodes in the hidden layer. This function is the most commonly used function in forecasting problems and pattern detection because it outperforms the alternatives when deviations are calculated from the average behavior [25] . All of the networks are trained using the Scaled Conjugate Gradient algorithm, a supervised learning algorithm that shows linear convergence on the most of the problems [28] and provides faster learning.
In the final stage, the individual predictions along with statistical features that are calculated on the original time series are combined to generate an aggregate forecast. All of those values serve as inputs into the last neural network, where the final output is the one-step-ahead predicted sample. To design the last neural network, we use the same parameters as we did for the networks from the secondary stage of the model, with the only difference being that the number of input samples is fixed. Table 2 summarizes the architecture of the final network in the system, depending on the type of wavelet transform and level of resolution used in the second stage. It should be pointed out, that we have designed a MATLAB program which implements the proposed model. The designed program takes a time series as input and gives predicted samples as output. It allows one to change models parameters such as: wavelet function, decomposition level, etc. The program also performs statistical analysis and calculates the performance of the model. It offers wide range of fine parameter tuning for the discussed model and presents a scalable and flexible solution for further research.
To conclude, based on the previously introduced model, the goal is to demonstrate that the one-step-ahead predictions for EUR/RSD exchange rate can be estimated with reasonable accuracy. The predictive power of these forecasts is compared by using a set of statistical parameters. In the next section, we will show that the model's ability to capture dynamical behavior differs with the wavelet resolution level, but not in a way that we expect. This leads to a discussion of our results according to the two types of wavelet transforms used.
Results
In this Section, we present results of the proposed hybrid model applied for prediction of three different exchange rates. The development of the hybrid model has been initiated in order to build an accurate predictor for domestic currency, Serbian Dinar, and its exchange rate to Euro, i.e. EUR/RSD exchange rate. Thus, the main focus here is to analyze prediction of EUR/RSD exchange rate in details. In order to test robustness and applicability of the proposed hybrid model, we also apply it for prediction of exchange rate of Hungarian Forint to Euro, EUR/HUF. Hungarian Forint has similar features as RSD, and we expect similar results. Finally, we also use the hybrid model for prediction of exchange rate of Great Britain Pound to Euro, EUR/GBP. The GBP has different features compared to RSD, and obtained results are very interesting. The input data used in the first case is the official exchange rate of Euro against the domestic exchange rate (Republic Serbia Dinar) between July 2003 and September 2007 (total length of 1024 samples). We believe that this period of exchange rate is the most suitable for testing because it contains various dynamic changes in exchange rate. The first 80% of it is used as sample data for the training phase; while the remaining 20% is used for evaluation of each neural network. We choose this kind of data division because for others we notice slightly irregular model behavior which can be explained with poor generalization in case of smaller training sets and overtraining effect in case of larger training sets. The graph of the EUR/RSD exchange rate is illustrated in Figure 6 . For all tests and simulations, we use the special MATLAB program explained above.
As for the prediction performance, the hybrid wavelet neural model is evaluated by using four statistical parameters: Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE) and Real Mean Square Error (RMSE). These parameters are defined in the following manner: (9) where y t is the real value and t ŷ is the predicted value. Although most of the above expressions are self-explanatory, it is useful to point out the following: MAE measures the deviations between the actual and predicted values, MAPE is the average absolute percentage error, MSE is the average of the squared errors between the predicted and real value, and RMSE presents how good a variance of the estimate is. Obviously, the closer that these values are to zero, the more accurate is the prediction performance.
Following the presented modeling strategy, the EUR/RSD exchange data is preprocessed and decomposed into two different resolution levels by WPT and SWT. The goal is to make underlying temporal processes of the original exchange rate more traceable and easier for further analysis. In the case of SWT, the Haar wavelet transform gives the best results, unlike in the case of WPT where one of the wavelets from the Daubechies family worked best. Afterwards, the new set of sub-time series is fed into a set of neural networks.
In this phase, we also tackle the denoising effect on the prediction performance. The goal is to check if the process of noise removal will improve the quality of the overall final forecast. We apply denoising in the first stage with the wavelet packet transform used. Because the process of noise removal is quite complex, we notice that the model performance is particularly sensitive to the threshold parameter and that it is very important to determine the correct threshold value and apply denoising to the detail coefficients [29, 30] . The process of soft thresholding has been tested for various values from 0.01 to 0.06 with step of 0.005, and the best results are obtained for the threshold value of 0.02. After filtration, wavelet packet reconstruction is performed to obtain a denoised signal that serves as an input signal in the next phase. It can be noticed that the noise from the original time series is removed without the influence of sudden glitches which means that most of the original signal is preserved. This feature is one of the biggest advantages of the wavelet packet method. In the next stage, we investigate the approach of forecasting each individual sub-time series in the set of neural networks. All networks are trained separately (by using corresponding wavelet coefficients), and the objective is to perform a one-day-ahead prediction for each time series. Depending on the wavelet transform used in the first stage, we train different number of neural networks in the second stage. For example, we train three neural networks in the case of SWT with two resolution levels and three outputs. In the case of WPT with two resolution levels, there are four neural networks, and this is the use case shown in Fig. 3 . The number of neural networks in the second stage can be eight, if WPT with three resolution levels and eight outputs is used. The performance of forecasting of each individual sub-time series done by the set of neural networks in the model's second stage is measured by RMSE. These RMSE values for selected model consisting of WPT of level two with four neural networks are given in Table 3 .
The prediction results of each neural network are individually combined with statistical parameters, calculated from the original EUR/RSD time series, thus establishing the inputs for the final neural network. Figure 7 compares the real time series and the output of the last neural network (the simulated time series). This comparative visualization is given for both models and for each resolution level. There is a large degree of overlap in input and output values for each model and resolution level, with no major discrepancies.
The forecasting analysis is performed based upon the results from the one-step-ahead prediction of the presented hybrid model. We measure the performance metrics to investigate how well the model captures the underlying trend of the movement of the EUR/RSD exchange rate. Table 4 shows the performance metrics achieved by our model. We illustrate this performance in Figure 8 where the prediction of 100 samples for each model and resolution level is shown.
A quick look at the last figure cannot expose which model and resolution level shows the best modeling performance. However, according to Table 4 it can be seen that the model with the WPT scenario is superior to the model with the SWT used. This means that wavelet packet transform decomposes the signal in a more accurate and precise way and that the learning algorithm applied on those coefficients handles the underlying structures better than the model with a SWT scenario applied. When it comes to WPT and denoising applied, the results indicate that both models are running well, with slightly more accurate and stable results in the case where noise is removed.
Additionally, we observe that the ability of the model to capture dynamical behavior is changing with the resolution level used. Although one would think that for lower resolution levels, resulting in noise and irregular sub-time series, the model would show less accurate results, we actually get less accurate results with the higher resolution time series (in other words, when we use the more smooth series). This phenomenon can be summarized in the following way -the performance of the model deteriorates with an increase in the resolution level, which can be shown by the statistical parameters in Table 4 . We believe that it happens because with the higher resolution level, we extract detail coefficients which are mainly short term noise. This information is not stable and convenient as input to the model's second stage, resulting in disruptive effect on model's overall performance. In both cases, the optimal decomposition level is two. An increase of the resolution level greater than three yields poor results and a meaningless prediction as a result.
Evident from the preceding is that we here analyze an exchange rate with frequent, high jumps and peaks, which can corrupt the prediction process to a large degree. The model tests the EUR/RSD exchange rate over a very particular time period, during which the Republic of Serbia experienced a difficult financial crisis in correlation with a generally volatile global economy (our intention is to test the model on the most unstable part of exchange rate; we expect that by taking the EUR/RSD exchange rate from any other historical period the prediction process would obviously be easier with more accurate results). Due to this volatility, we believe that the trade market itself is not valid enough and that the historic data cannot depict all of the information required. This explains why we have boosted the model's accuracy with the introduction of statistic features in the final stage. Having all of the preceding in mind, the model largely manages to predict the one day value of the EUR/RSD exchange rate. In the second case, we use the official exchange rate of Euro against the Hungarian Forint, EUR/HUF exchange rate, between July 2003 and September 2007 as the input data (total length of 1024 samples). We use the same period of EUR/HUF exchange rate because we believe that there are similar dynamic changes and economic factors with similar influence to HUF. According to common economical evaluation, HUF and RSD are very similar currencies in the economical sense. The first 80% of it is used as sample data for the training phase; while the remaining 20% is used for evaluation of each neural network. For all tests and simulations, we use the special MATLAB program explained above, following exactly the same procedure with all parameters. The prediction results of each neural network are individually combined with statistical parameters, calculated from the original EUR/HUF time series, thus establishing the inputs for the final neural network. Figure 9 compares the real time series and the output of the last neural network (the simulated time series) for different wavelet transforms and resolution levels. We measure the performance of the forecasting model using statistical metrics to investigate how well the model deals with movement of the EUR/HUF exchange rate. Table 5 shows the performance metrics achieved by our model in this case. According to Table 5 , it can be seen that the model with the WPT scenario is superior to the model with the SWT used. This result is expected due to the very similar features of HUF to RSD, and all other conclusions are same as in the case of EUR/RSD. However, the statistical metrics of Table 5 show that the proposed hybrid model achieves approximately two times better accuracy in the case of EUR/HUF exchange rate. We believe that this is a consequence of more stable exchange rate. Compared to EUR/RSD, EUR/HUF maintains its mean value in a given time period although short time variations are present. Finally, we test the proposed hybrid model in the case of currency that has very different features compared to HUF and RSD. In the third case, we use the official exchange rate of Euro against the Great Britain Pound, EUR/GBP exchange rate, between July 2003 and September 2007 as the input data (total length of 1024 samples). We use the same period of EUR/GBP exchange rate in order to obtain fair comparison. The first 80% of it is used as sample data for the training phase; while the remaining 20% is used for evaluation of each neural network. For all tests and simulations, we use the special MATLAB program explained above, following exactly the same procedure with all parameters. The prediction results of each neural network are individually combined with statistical parameters, calculated from the original EUR/GBP time series, thus establishing the inputs for the final neural network. Figure 10 compares the real time series and the output of the last neural network (the simulated time series) for different wavelet transforms and resolution levels. We measure the performance of the forecasting model using statistical metrics to investigate how well the model deals with movement of the EUR/GBP exchange rate. Table 6 shows the performance metrics achieved by our model in the EUR/GBP case. According to Table 6 , it can be seen that the model with the WPT scenario is superior to the model with the SWT used. In fact, SWT cannot be used for prediction of GBP at all, because results are not accurate. Furthermore, the hybrid model with WPT gives superior accuracy in prediction of EUR/GBP compared to other currencies. The statistical metrics of Table 6 show that the proposed hybrid model with WPT achieves approximately two times better accuracy in the case of EUR/GBP compared to EUR/HUF, and four times better compared to EUR/RSD exchange rate. The better accuracy is a consequence of more stable currency with smaller short time variations. 
Conclusions and further research
In this paper, we have analyzed prediction strategy combining two different wavelet transforms, neural networks and statistical features for prediction of three different exchange rates. According to our findings, both models present promising candidates for EUR/RSD exchange rate prediction. However, the proposed model with WPT scenario applied shows better performance in the case of EUR/HUF and especially EUR/GBP. Furthermore, the proposed hybrid model with WPT works better for more stable currencies, and achieves the highest accuracy in the case of EUR/GBP. It seems that the time series decomposed with WPT has a larger capacity to capture global behavior and thus offers richer information that is used in the second stage for the purpose of training, modeling and forecasting. Furthermore, the proposed system is more suitable for currencies that maintain their mean value. Further results show that the noise can slightly reduce the generalization capability of a model. Another conclusion we have drawn is opposite to our expectations -increasing the resolution does not improve the system performance, indicating that a prediction may not necessarily be more accurate if the signal decomposition level is higher. We also believe that the presented algorithm can work for any time period and that its major contribution is actually its applicability for various nature of exchange rate. Of course, in every case the model has to be trained with different data sets, which having in mind the user-friendly side of the implemented software, is an easy task to do. In the past years, numerous hybrid models have been investigated, and they all show significant promise. Future research could possibly study the predictive power for long term forecasts of the same model or the utilization of other outside imported economic indicators. Also having in mind that the predictive power of wavelet neural hybrid model is highly sensitive to a large number of parameters, we had to do tedious experiments and trial-and-error procedures in order to obtain valid results. These major weaknesses can perhaps be avoided by changing the selection of appropriate number of hidden nodes, training times and lags, and determining and setting systematic rules for these tricky tasks. 
