Abstract-Teletext is a one-way, broadcast-delivery information system. Pages of information are continuously broadcast to the users. User terminals monitor the broadcast stream and requested pages, once recognized, are captured and stored. Teletext systems possess many attractive features. Among them are simplicity of operation and insensitivity of system performance to user loads. Previous research has considered the issue of response time optimization in teletext systems. In those studies, response time was averaged over the entire user population.
I. INTRODUCTION I
NFORMATION delivery is one of the primary services offered by data communication systems.
Of particular concern in providing such a service is how long users have to wait for their information requests to be satisfied, i.e., system response time. This paper deals with the analysis of the response time experienced by users of teletext, a one-way, broadcast-delivery information system [ 11, 121.
A. typical teletext system is shown in Fig. 1 . The information in a teletext system's database is organized in discrete units called pages. These pages are continuously broadcast by a service computer to all system users. A user terminal continuously examines the broadcast stream and requested pages are captured.
In some contexts, teletext systems are strongly associated with particular technologies. These include the use of user terminals consisting of a television receiver with added control circuitry, and the use of the vertical blanking interval (VBI) of a television picture frame for data transmission. We feel that the true potential of teletext systems can be assessed only if the "architectural" concepts are divorced from any particular technology. With this in mind, we will use the term teletext to denote a system with one-way, broadcast delivery of information pages. Consistent with this view of a teletext system is also a generalized view of an information page as containing any type of data to be delivered to the user terminal. These data may be displayed, executed, and/or simply stored by the user terminal. Telesoftware [3] is an example where information pages are actually programs for execution by the user terminal.
Because of their one-way nature, teletext systems do not
Paper approved by the Editor for Image Communication System of the IEEE Communications Society. Manuscript received August 14, 1986; revised February 16, 1987 offer fully interactive information services. On the other hand, they have the attractive feature of being able to support an unlimited number of users with no effect on system performance. (The use of broadcast delivery to improve the performance of two-way interactive systems has been investigated in [4] .) Previous studies [ 5 ] , [6] have considered the issue of response time optimization in a teletext system. It was shown in [5] that overall mean response time can be minimized through a carefully selected cyclic, i.e., periodically repeating, sequence of page broadcasts. In [6] , a heuristic to determine a near-optimal cyclic sequence is presented. Those studies considered the mean response time averaged over the entire teletext system user population.
In this paper, we consider the response time from the perspective of an individual user. We feel that this is an important point of view to consider for two reasons. First, whereas consecutive requests from a large user population may be regarded as independent, this is not the case for consecutive requests from a single user. This may lead the response time experience of a single user to exhibit characteristics different from that of the user population as a whole. Needless to say, the individual user's perspective is a better gauge of the quality of service being delivered. The second reason is that the individual user perspective provides the appropriate framework for evaluating the strategies that take advantage of the availability of user terminal storage. In such strategies, user requests may be anticipated and information pages prefetched and stored in the user terminal, thus providing the user with speeded up access.
We introduce our model of a teletext system in Section 11. Section I11 contains the analysis of the response time experienced by an individual user. Our results are then used in Section IV to evaluate the effectiveness of a strategy that makes use of the user terminal storage to improve response time. Some numerical examples are presented in Section V, and Section VI contains some concluding remarks. 
MODEL DESCRIPTION
We let N be the total number of available pages in the teletext system under consideration. These N pages are broadcast continuously in a cyclic sequence that repeats every L page transmissions. The parameter L ( r N ) is called the cycle length. We assume that all pages require the same transmission time which is taken as our time unit. This latter assumption holds for certain teletext implementations, e.g., Prestel [l] ; and is required to render the problem under consideration tractable.
.A particular cyclic broadcast sequence of length L contains k; transmissions of page i, i = 1, . . , N. For each page i, the interappearance gap TI for r = 1 , e , k; is defined as the number of pages (or.equivalently, transmission time) between the beginning of the rth and (r mod k; + 1)th transmission of page i in the cycle [see Fig. 2(a) ]. Note that the choice of the beginning point of a cycle can be quite arbitrary, as long as it is used consistently. We assume, without loss of generality, that a cycle begins at the start of transmission of a page. Furthermore, we assume that the first transmission of a page, say i, after the cycle beginning is given the sequence number 1 . Subsequent transmissions of page i in the cycle are given consecutive sequence numbers with the last transmission in the cycle numbered k i . Also note that we have
In addition to the above, we define the following useful parameters [see Fig. 2 
(b)]
The number of pages between the rth transmission of page i and the next transmission of page j, exclusive of both end transmissions is q j ) , i , j = l , . a + , N, r = l ,
ki.
The sequence number of the next page j transmission after the rth transmission of page i, 1 I Z:(j ) 5 k j .
In our analysis, we will be concerned with deriving a measure of response time experienced by an individual user for a sequence of T requests for the following two cases:
I ) The Given Request Sequence Case: This is where the user makes a predetermined sequence of T requests: il, i2, . . . , iT where it is given for t = 1 , . . . , T such that i, E { 1,
N}.
2) The Average Request Sequence Case: This is where the user's request pattern is governed by the following parame- We make no specific assumptions about the properties of the Markov chain described by the request transition probabilities Pu, other than the assumption that Pu is independent of t .
The performance measure of interest is the mean response time for the (t)th request which we denote by E,, for t = 1, when a request is made to the end of the full transmission satisfying the request. Note that, in particular, we assume that if a request for page i arrives in the middle of a transmission of page i it has to wait until the next full transmission of the page to receive a response. The timing of the arrival of the first request (i.e., for t = 1) is assumed to be totally random. In other words, the first request is equally likely to arrive during any portion of the broadcast cycle.
After receiving a response to a request for page i', a user will think for a time that is exponentially distributed with parameter X; before making the next request. This implies that the average think time after receiving page i is l/X; and that ... , T. Response time is defined to be the elapse(d time from
Prob [think time after page i reception 1x1 = 1 -ecXix.
The user think time is measured from the end of the transmission of page i . (See Fig. 3 . ) . The exponential think time assumption is made primarily to simplify the analysis. Other think time distributions may be substituted and will particularly affect the results obtained in Appendixes A, B, and C. It should be noted, however, that similar assumptions have been made regarding user think time in analytic studies of time sharing computer systems [7] .
A teletext system with small pages and high data rates may have user think times much larger than page transmission time. In that case, the mean think time l/X; is large or X; = 0 for all pages i.
However, either because of large pages (e.g., long software programs or full video images) or low data rates, th.e user think time may actually be comparable to the page transmission time in which case, l / X i will be small, i.e., X; will be significant.
ANALYSIS
In the analysis to follow, we are concerned with deriving expressions for the mean response time E,, t = 1 ., * * . , T , as defined in the previous section. We start our analysis by deriving an expression for a conditional mean response time which forms the basis for the derivation of the desired performance measures.
A . Conditional Mean Response Time
Let S j ( r , i ) , for i , j = 1 , . . -, Nand r = 1 , 1 e , ki, be the mean response time for a pagej request given that the previous request was for page i and its response was due to the rth transmission of page i. It is shown in Appendix A Ithat Sj(r, i )
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is given by the following expression: This is equivalent to having hi = 0, in which case one would expect that the request following a page i response appears as if it is made totally at random. Thus, the response time for the request will be independent of previous requests and responses. Analytically, it is shown in Appendix B that as Xi --+ 0, we get
The expression in (2) is identical to the one derived in [6] for page j requests in the case of independent requests arriving as a Poisson process.
For the case of the simple cycle where each page appears exactly once, i.e., where k; = 1 and Tf = N = L for all i, by substituting these values in ( 2 ) we get
Note that the expression in (3) can be minimized if
Hence, either the ceiling (smallest integer 8 ) or the floor (largest integer 5 ) of the right-hand side of (4) will represent the optimal separation of pages i and j in the simple cycle. Optimality here is meant in the sense that a request for page j immediately following a request for page i will experience minimum mean response time.
B. Response Transition Probabilities
We now derive the conditional response transition probabilities (not to be confused with the request transition probabilities Pij) Qii(r, m), i, j = 1 , . . e , N, r = 1 , . . . , k i , and m = 1 , * * , k j . These are defined as the probability that a response to a request for page j is due to the mth transmission of page j in a cycle, given that a request for page i is made, that its response is due to page i's rth transmission, and that the next request is for page j . (See Fig. 3 .) An expression for Qii(r, r n ) is derived in Appendix C as follows: The conditional response transition probabilities can be viewed as representing a discrete time, discrete state Markov chain. For a given sequence of requests, il, . . . , it. . . * , we define the n step transition probabilities Q(,!'t+n(r, r n ) as the probability that the ( t + n)th request is satisfied by its rnth transmission, given that the (t)th request was satisfied by its rth transmission. This transition probability can be obtained from
As in Section 111-A, we consider the special case of Xi --+ 0 for all i, Le., the think times are much longer than the page transmission time. In this case, it can be shown using L'Hopital's rule on (5) that -I t +
I
Using an induction argument on (9) with (10) as the basis, we can also show that for all n ,'t+n Equations (10) and (1 1) are consistent with our expectation that in this special case consecutive requests by the same user seem independent and the probability of a page j request falling in the interappearance gap represented by T i -I (and thus receiving response due to the rnth transmission) is T i -L .
For completeness, we observe that for the simple cycle case, i.e., one appearance for each page in a cycle and L = N and k; = 1 , it can be shown from (6) that, as expected, Q ( $ t + n ( l , 1) = 1. We now define the unconditional response transition probabilities Rij(r, m), i , j = 1, . . . , N, r = 1 , * . . , ki, m = 1 , . a , k,, as the probability that a request for page j is made and that its response is due to the rnth transmission of page j in a cycle, given that the previous request is for page i and that its response is due to page i's rth transmission. Rii(r, m) is almost identical to Qii(r, m) except that the condition that a page j request follows a page i request is now removed. It is thus easily seen that
Rij(r, rn) =P,Q;j(r, m ) . (12)
Observe that for the simple cycle case, i.e., when L = Nand ki = 1 for all i , we have R j j ( l , 1) = PiiQii(l, 1 ) = P j j . Similar to (9) and ( l o ) , we define the n step unconditional IJsing an induction argument on (14), and using the limit in (lo), it can be shown that where P$) is the n step request transition probability, defined as the probability that the ( t + n)th request is for page j given that the (t)th request is for page i. We thus have
C. Mean Response Time Derivation
We are now ready to derive expressions for the mean response time for the (2) 
2L
For t 2 2 , we can derive E, by noting the following: 1) Given that request i t -] ' s response is due to the Zt-lth transmission of the page, we have a mean response time given by sil(it-l, 4 -1 ) .
2 ) The probability of the condition in 1) is Q(i;:L1 (Zl, Zt-I ) r given that il's response was due to the Zlth transmission.
3) The probability of the condition in 2 ) is For the average request sequence case, recall that the user request model is parameterized by r i , the probability that the first request is for page i, and by Po., the request transition probabilities.
The mean response time for the first request El can be derived by observing that the first request is for page il with probability r i l . Conditioned on this event, the mean response time is given by mean response time of a request for page il arriving at random [6]. Hence, we get For t 2 2 , El can be derived by noting the following: 1) Given the ( t -1)th and the (t)th request types, say itand i t , and given that it-1's response is due to the Zl-Ith transmission of page it-1 , we have a mean response time given by s; t(it-~, 1 1 -1 ) .
2) The probability of the condition in 1) is given by R(:;:! I (II, Zt-l)Pit-lit, assuming that the first request is il and that it receives response through the II th transmission of page il .
3) The probability of the condition in 2 ) is ril ( T',: -l ) / L .
Hence, E, for t 2 2 can be derived using c E [response time to (t:)th request1 For the special case of X; + 0 for all i, we get,. using (17) and the limits in (2) and (1 l), for the given request sequence case that for all t L 1 k i t ( T~) z I v . THE EFFECT OF USER TERMINAL STORAGE In Section I, we claimed that analysis of an individual user's response time experience provides the appropriate framework for understanding the effect of user terminal storage on system performance. In this section, we substantiate our claim by first presenting a scheme that takes advantage of the availability of local storage at the user terminal to anticipate user requests and retrieve pages from the broadcast cycle prior to the pages being requested. The obvious advantage of such a scheme is that if a user makes a request for one of the "prefetched" stored pages, response time will be almost instantaneous. The results of Section I11 are used to analyze the performance of the scheme under some simplifying assumptions.
A . The Linked Pages Scheme
One possible request anticipation strategy, which we call the linked pages scheme, is described below. This scheme is loosely based on the ideas in [SI where each teletext page contains displayable information, as well as nondisplayable control information. For the linked pages scheme, the control information in page j contains an ordered list of linked pages Q,. This list identifies the pages that are most likely to be requested next by the user. Qj lists Rj page identifiers { a l , . . . , CYR~), which are chosen such that, after a page j request, a; is more likely to be requested than a/ if l > i. According to our previous user model, this means that Pja. > Pja/ for I > i.
After a response to a request for a pagk, say j, is complete, the user terminal enters a prefetch phase. Note that since the list Qj is contained in page j , the terminal cannot enter the prefetch phase any earlier. The prefetch phase is terminated when either 1) the user makes another request or 2) for a terminal with enough storage to hold N pages, the pages in the list A j ( H ) = { a l , * fetched.
, a m i n (R,.H)) have been Note that when user think time is long (i.e., X; is very small), it is most likely that condition 2) will terminate the prefetch phase.
During the prefetch phase, a page a; E Qj that appears in the broadcast cycle is fetched if a; is not already in the terminal memory and if the terminal memory is not full. If, on the other hand, the terminal memory is full and a; is not already stored, c y i is allowed to overwrite another page a/, for I the highest index such that I > i. If no such c y / exists, ai is not fetched. For example, consider the case where Qj = { 3, 7, 2) and the terminal memory can store at most one page. After a page j reception, the pages of Qj appear in the order 7, 7, 3, 2. When page 7 is detected, terminal memory is empty and page 7 is prefetched. The next appearance of page 7 is ignored. When page 3 appears, it is prefetched and overwrites the page 7 that is already stored. This is allowed because page 3 is ranked higher than page 7 in 0,. The appearance of page 2 next is ignored since the terminal memory is now full and page 2 ranks lowest in Q j .
When the user makes the next request afterj, he will receive almost instantaneous response if the page requested has been retrieved during the prefetch phase. Otherwise, the user will experience response time as analyzed in Section 111.
It is clear that the linked pages scheme will improve response time if the following conditions hold:
1) The user think time is typically long enough to give the terminal a reasonable chance of prefetching some of the pages in Q,.
2) The control information required to describe the list Q,, does not represent a significant proportion of the total information contained within a page. This may manifest itself in a low upper bound on the number of pages that can be linked to page j , R,.
B. Analysis of the Linked Pages Scheme
Hereiwe present a simplified analysis based on the following assurnpitions:
:Q. The user think time is very long compared to a page's tpnsmission time. This allows us to assume, for a terminal with a maximum storage capacity of W pages, that during the prefetch phase after the response to a page j request all pages in A j ( H ) are retrieved and stored in the terminal's memory before the user makes the next request. In addition to simplifying the analysis, this will allow us to focus on the effect of the terminal memory size N on user response time.
2) The amount of data needed to describe Qj represents a negligible proportion of the total amount of data in pagej. This allows us to assume that a page's transmission time is still one unit of time. Alternatively, one could assume that the control information requires an addition of A time units to transmit, and the results of this section [(25) and (26)] can then be multiplied by (1 + A).
3) A request for a page already stored in the terminal's memory receives instantaneous response.
For our analysis of response time, we use the expressions developed for E t , the mean response time for the (t)th request, in the limit when Xi -+ 0 in (20) and (21). Since the first request cannot be anticipated, its response time remains unchanged by the addition of terminal storage and is given by (18), for the average request sequence case, and by (20), for the given request sequence case. For t 2 2 , expressions for E,(N ), the mean response time of the (t)th request for a terminal that can store a maximum of N pages, are given below under the above assumptions.
For the given request sequence case and for Xi --t 0 for all i using the limit in (2 We also have using the limit in (2) We now present a set of numerical examples that will serve to illustrate the use of the analytic results obtained in this paper. Our examples are based on a teletext system with 100 pages. The user, whose response time experience interests us, is involved in a session during which he will access a subset (working set) of 20 pages. These 20 pages are structured as a hierarchical tree as shown in Fig. 4 . It is assumed that the user's first request is always for page 1. All subsequent requests are restricted to be either for one of the "children" or for the "parent" of the immediately preceding request.
We consider two cases:
I ) The Given 20-Request Sequence Case: Here the user makes the sequence of 20 requests given by Table I .
2) The Average 20-Request Sequence Case: Here we use ?rl = 1 .O and the request transition probabilities shown in Fig.  4 . All other request transition probabilities are 0.
For the sake of keeping the number of parameters, we examine here manageable, we consider the case where Xi = X for all i, and restrict our investigation to simple cycles where L = 100. We examine two possible arrangements for the broadcast cycle used. To motivate this, let us first examine the expression for Sj( 1, i ) in (4). As noted earlier, a clever choice of the distance between pages i and j can minimize the mean response time of a request for page j immediately following a request for page i . In Fig. 5, we plot, as a function optimum distance, 0; ( j ), that minimizes Sj( 1, i ) for any two pages i and j. Three values of simple cycle lengths are considered, L = 20, 50, 100. Recall that 1/X represents the mean think time where the time unit is a page's tlransmission time. Observe that for small X, i.e., long think times, the optimal distance between consecutively requested pages is L / 2 . As X increases, the optimum distance decreases to 1 in the plot. In the limit, as X + 03 (and only in the limit), the optimum distance actually goes to 0. Hence, clever placement in a cycle of closely related pages, i.e., pages that are likely to be requested in sequence, can result in a reduction of the conditional response times, Sj( 1, i ). This will in torn lead to a reduction of the overall mean response times experienced by a user.
With the above in mind, and recalling that we are dealing with a system where N = L = 100, we consider t w o possible placements (Table 11 ) of the user's working set of 20 pages in the broadcast cycle as shown in Fig. 4 . The first placement is the naive one where the pages are placed consecutively in numerical order. The second placement is one that is designed to be near optimal for X = 0.1 where the. optimal distance (obtained from Fig. 5 ) is 2 3 . For example, in Fig. 4 , after making a request for page 1, the user can make a request for any of pages 2-5. Thus, in placement 2 , pages 2-5 are at approximately a distance of 23 from page 1. Similarly, after a request for page 4 is made a user may request any of pages 9, 10, 11, and 1. In placement 2 , we thus attempt to place pages 9, 10, and 11 at approximately a distance of 23 from page 4. However, since page 1 is already placed in position 1, its distance from page 4 is not close to optimum. The e.ffect of this is reduced because according to Fig. 4 , page 1 is the least likely to be requested after page 4. We now discuss the performance results for the given 20-request sequence in Table I . In Fig. 6 , we show the mean response time for each of the 20 requests for the case of X = 0.1. Note that considerable improvements in response time are achieved when placement 2 is used. This should not be surprising since placement 2 was designed specifically to optimize the conditional response time for X = 0.1. Fig. 7 demonstrates the effect of the use of the same two placements when X = 10.0. Neither placement is clearly superior in this instance. However, observe that placement 2 provides for less variability in mean response time from one request to the next.
Next, we consider the case of an average 20-request sequence following the transition probabilities in Fig. 4 . For X = 0.1 and for the two placements in Table 11 , Fig. 8 shows the mean response time for each request. As in Fig. 6 , and for the same reasons, the use of placement 2 is clearly superior in this case. The "oscillations" in mean response time derive from the fact that the request transition probabilities in Fig. 4 represent a Markov chain with a period of 2. Fig. 9 shows the same information as in Fig. 8 for X = 10.0. The same remarks about Fig. 7 apply here.
Finally, we consider the effect of using the linked pages scheme to reduce response time. The list of linked pages Qj for each pagej is shown in Table 111 . These lists are derived from the transition probabilities shown in Fig. 4 . For example, the list for page 8 contains all pages that may be requested after page 8, i.e., pages 3, 14, 15, and 16. The ordering in the list is based on the request transition probability from page 8. Since the request transition probabilities from page 8 are such that P8,14 > p 8 , 1 5 = P8,1,5 > P8,3, the ordering of the list is { 14, 15, 16, 3). Recall that our analysis in Section IV assumed that the user think time is very long. Hence, we can assume that after a request for page j receives a response, all pages in the list A,(N ) are fetched and stored prior to the user making the next request.
For the case of the given 20-request sequence in Table 11 , the resulting response times are shown in Table IV . When no terminal storage is available, all requests will experience a mean response time of N/2 + 1 = 5 1 .O. When memory that can store one page is added, some requests will receive instantaneous response. As the size of the memory increases, more and more requests receive instantaneous response. For H 1 4, only the first request will experience any delay.
In Fig. 10 , we show the mean response time experienced for 
VI. CONCLUDING REMARKS
The response time performance of a teletext system considered from the global point of view in
[6] is very simple to understand and is affected only by the particular broadcast cycle used. It was shown in this paper that the response time experience of an individual user can be quite different and is influenced by a variety of parameters such as the statistics of user think time, the relative positioning of different pages in the cycle, and the request transition probabilities.
This particular perspective was also shown to provide the appropriate framework for the evaluation of strategies where user terminal storage is used. In this paper, one strategy, the linked pages scheme, is developed and analyzed under a set of simplifying assumptions which allowed us to examine the effect of terminal memory size on the user response time.
Future research will consider how the response time from the user's perspective can be optimized, and will investigate the 1:inked pages scheme, as well as other schemes under more general assumptions. 
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the response time for a page j request is given by DL(j)-7;+ 1 .
The above is shown in Fig. 1 l(a) . where h (~~) is the probability density function of the user think time. Since we assume that think time is exponentially distributed, we have that 
2) For

('4.2)
Thus, Sj(r, i ) can be derived from Evaluation of the above expression leads to the result shown in (1). It should be noted that user think time probability density function different from (A.2) could have been used in evaluating ( A . 1). A different result for the conditional mean response time would have been obtained.
APPENDIX B LIMITING CONDITIONAL RESPONSE TIME
We derive the expression for limxi+o Si(', i ) shown in (2).
For simplicity in the expressions to follow, we drop the variables r, i, and j from our notation in this Appendix. In particular, we let S = Sj(r, i ) , D = Di( j ), I = ,I( j ), k = kj, X = Xi, and Tu = T i . We also define the following: We are interested in obtaining the limit as h + 0 of S in (B. 1). We consider taking the limit on a term by term basis. It remains for us to obtain the following limit:
We use L'Hopital's rule and evaluate the limit of the denominator of (B.4) as where h ( q ) is the probability density function for the user think time. In principle, we can evaluate (C.l) for any user think time probability distribution. Since we assume that user think time is exponentially distributed, we have h ( q ) = hie-xi7i. Evaluating (C. 1) under this assumption we get' Case 2 (See Fig. 12(c) 
