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TODD CLASS VIA HOMOTOPY PERTURBATION THEORY
SHILIN YU
ABSTRACT. We compute the quantized cycle class of a closed embedding of complex manifolds
defined by Grivaux using homotopy perturbation theory. In the case of a diagonal embedding,
our approach provides a novel perspective of the usual Todd class of a complex manifold.
1. INTRODUCTION
In [Gri12], Grivaux proved a conjecture by Kashiwara and Schapira ([KS12]) concerning Eu-
ler classes of coherent sheaves, which leads to a nice short proof of the Grothendieck-Riemann-
Roch (GRR) theorem in Hodge cohomology for arbitrary proper holomorphic maps between
complex manifolds (also see [CW10], [Ca˘l05], [OTT85]). Later in [Gri14], he generalized Kashi-
wara’s construction and defined the quantized cycle class qσ(X) in
⊕
i H
i(X,N∨) for any closed
embedding i : X →֒ Y of complex manifolds with conormal bundle N∨ and a splitting σ of its
first-order formal neighborhood. In the case of the diagonal embedding X →֒ X × X, qσ (X) is
the usual Todd class of X. It remains a question how to compute the class qσ (X) in general.
In this paper, we answer Grivaux’s question by analyzing the formal neighborhood X(∞)Y of
the embedding. The main tools we will use are the Dolbeault differential algebra (dga) of a
formal neighborhood defined by the author in [Yub] and the dg-category of cohesive modules
over the Dolbeault dga, which was developed by Block ([Blo10]). Our goal is to compute the
class qσ(X) (which we will later denote as Tdσ(X/Y) and call as the generalized Todd class later)
explicitly in terms of the differential geometry of the embedding using homotopy perturbation
theory ([LS87]). Even in the case of the diagonal embedding, our method gives the usual Todd
class in a novel way which has not appeared in the literature. The Bernoulli numbers emerge
naturally from the recursive formulas of the homotopy perturbation theory.
The Hochschild-Kostant-Rosenberg (HKR) isomorphism in algebraic geometry states that
the derived tensor product OX ⊗LOX×X OX (X regarded as the diagonal of X × X) is isomorphic
in the derived category of OX-modules to
⊕
iΩ
i
X[i], whereΩ
i
X is the sheaf of i-forms of X. Con-
sider the case of a closed general embedding i : X →֒ Y of complex manifolds of codimension
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d, then in general it is not true that OX ⊗LOY OX is isomorphic to its cohomology sheaf
⊕
i ∧
iN∨.
In [AC12], however, Arinkin and Ca˘lda˘raru showed that such isomorphism exists if and only
if the normal bundle N can be extended to a vector bundleN over the first-order formal neigh-
borhood X(1)Y of X in Y. The HKR isomorphism they constructed depends on the choice of the
extensionN .
One can also consider the dual HKR isomorphism. In other words, we consider the com-
plex RHomOY(OX ,OX), which specializes to Hochschild cohomology in the case of a diagonal
embedding. Then with the assumption of Arinkin and Ca˘lda˘raru on the first-order formal
neighborhood, one can find an isomorphism between RHomOY (OX ,OX) and ⊕i ∧
i N[−i] in
Db(OX) by resolving the first copy of OX as OY-module. However, there is a composition of
isomorphisms in Db(Y) (all functors are derived),
RHomOY(i∗OX , i∗OX) ≃ i∗ RHomOX(OX , i
!i∗OX) ≃ i∗(i
∗i∗OX ⊗ωX/Y[−d]) ≃
⊕
i
∧iN[−i],
(1.1)
where the first one is the Grothendieck-Verdier (GV) duality and the second one is again the
HKR isomorphism i∗i
∗OX. The GV isomorphism is in general not OX-linear. To fix this, we
assume additionally there is a holomorphic retraction σ from X(1)Y to X and take the extension
N = σ∗N in the theorem of Arinkin and Ca˘lda˘raru. Then the isomorphism (1.1) is OX-linear.
Now we have two isomorphisms between RHomOY(OX ,OX) and
⊕
i ∧
iN[−i], which are not
the same. Essentially the quantized cycle class qσ(X) measures their difference. As we will
see in our main result, Theorem 4.2, and § 5, Tdσ(X/Y) fully depends on the second-order
formal neighborhood X(2)Y . We will show that, when σ
∗N can be extended to a vector bundle
X(2)Y , Tdσ(X/Y) can be represented by a formula similar to that of the usual Todd class. We also
describe the obstruction class for the existence of such an extension.
The paper is organized as follows. In § 2.1, wewill review the basic facts about the homotopy
perturbation theory. In § 2.2, we consider the toy model of the Koszul complex on the formal
neighborhood of the origin of a vector space and study its homological algebraic properties.
In §2.3, we recall the definition and properties of the Dolbeault dga of a formal neighborhood
to the extend we need. In § 2.4, we review the basics about cohesive modules. In § 3, we
globalize the constructions in § 2.2 and construct Koszul-type resolutions in the category of
cohesive modules. In § 4, we prove our main result for the quantized cycle class. Finally, § 5 is
devoted to the explanation of certain cohomological classes in terms of the second-roder formal
neighborhood X(2)Y .
2. PRELIMINARIES
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2.1. Perturbation Lemma. We recall the basic setup of theHomological Perturbation Theory from
[LS87]. Let (A•, dA) and (B
•, dB) be two complexes. Consider a contraction
F : B• → A• G : A• → B•, H : B• → B•−1
which satisfies the usual identities
FG = 1A , 1B − GF = dBH + HdB. (2.1)
Adjusting the homotopy H if necessary, one can always assume that the following ‘side condi-
tions’ are also satisfied,
FH = 0, HH = 0, HG = 0. (2.2)
Now suppose we are given a new differential dB + t on B
• such that tH is locally nilpotent (i.e.
for any element n ∈ B• there is a positive integer k(n) such that (tH)k(n)(n) = 0). Then the
infinite sum
X = t− tHt+ tHtHt− · · ·
is well-defined. Introduce
Ft = F(1− XH), Gt = (1− HX)G, Ht = H − HXH, (dA)t = dA + FXG (2.3)
Proposition 2.1 (Basic Perturbation Lemma, [LS87]). Under the assumptions above, (Ft,Gt,Ht)
is a contraction of the complex (B•, dB + t) to the complex (A
•, (dA)t) which also satisfies the side
conditions.
2.2. Koszul complex. Let V be a vector space over k = C of dimension d. We want to describe
the Koszul resolution of the origin 0 ∈ V in its formal neighborhood Vˆ. The algebra of functions
over the single point 0 is just k, while the algebra of functions over Vˆ is the algebra of formal
power series Sˆ(V∨) = ∏∞i=0 SiV∨ the completed free symmetric algebra generated by V∨. We
then have the (completed) Koszul complex K• = K•(V)
0→ Sˆ(V∨)⊗K ∧
dV∨
dK−→ · · · → Sˆ(V∨)⊗K ∧
2V∨
dK−→ Sˆ(V∨)⊗K V
∨ dK−→ Sˆ(V∨)→ 0 (2.4)
such that the rightmost Sˆ(V∨) is of homological degree 0. Regard Sˆ(V∨)⊗ ∧V∨ as a graded
algebra, then the Koszul differential dK can be defined as the unique Sˆ(V
∨)-linear derivation
of degree 1 satisfying
dK(1⊗ v) = v⊗ 1, dK(v⊗ 1) = 0, ∀ v ∈ V
∨,
where v is the same as v as an element in V∨, yet we distinguish them with different notations
so that v is in the symmetric part and has degree 0 while v ∈ ∧1V∨ has degree −1. We have
d2K = 0.
We also define a derivation P˜K on K
•(V) of degree−1, determined by
P˜K(v⊗ 1) = 1⊗ v, P˜K(1⊗ v) = 0, ∀ v ∈ V
∨.
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Then again P˜2K = 0. Moreover, we have
[P˜K, dK] = P˜K ◦ dK + dK ◦ P˜K = (k+ l) Id on S
l ⊗∧k,
which can be checked on the generators. We then define a map PK on K
• of degree −1 by
PK =

1
k+ l
P˜K if k+ l ≥ 0
0 if k = l = 0
on Sl ⊗∧k. (2.5)
Note that PK is no longer a derivation of K
•. Neither is it Sˆ(V∨)-linear. Explicitly, we have
PK(x⊗w1 ∧ · · · ∧ wk) =
1
k+ l
k
∑
i=1
(−1)i−1x · wi ⊗ w1 ∧ · · · ∧ wˆi ∧ · · · ∧ wk,
for any x ∈ SlV and wi ∈ V
∨, with k+ l > 0.
We define two additional maps: the projection piK : K
• → C such that its restriction on
K0 = Sˆ(V∨) is the natural algebra homomorphism Sˆ(V∨) → C by taking the constant term,
and zero elsewhere; the inclusion iK is the composition C→ K0 = Sˆ(V∨) →֒ K•.
Lemma 2.2. 1) P2K = 0.
2) piKiK = IdC, dKPK + PKdK = IdK• −iK ◦ piK.
3) (piK , iK , PK) defines a contraction from (K
•, dK) to C.
We define the dual Koszul complex Kˇ• = Kˇ•(V) to be (K•)∨ = Hom•
Sˆ(V∨)
(K•, Sˆ(V∨)), with
the differential
dKˇ( f ) = dHom( f ) = (−1)
i+1 f ◦ dK
for f ∈ Kˇi = HomSˆ(K
−i, Sˆ). We have the identification
Kˇi = HomSˆ(K
−i,K0) = Sˆ(V∨)⊗K HomK(∧
iV∨,K) ≃ Sˆ(V∨)⊗∧iV, (2.6)
where the natural isomorphism HomK(∧iV∨ ,K) ≃ ∧iV is defined by contracting elements of
∧iV with ∧iV∨.
Lemma 2.3. Under the identification (2.6), the differential dKˇ can be written as
dKˇ(w1 · · ·wl ⊗ v1 ∧ · · · ∧ vk) = −
d
∑
i=1
w1 · · ·wl · eˇi ⊗ ei ∧ v1 ∧ · · · ∧ vk,
for wi ∈ V
∨, vi ∈ V, where {ei} is a basis of V and {eˇi} is its dual basis in V
∨.
We define a homotopy operator PKˇ of degree−1 on Kˇ by
PKˇ(w1 · · ·wl ⊗ v1 ∧ · · · ∧ vk)
=
1
l+ d− k ∑
1≤i≤l
1≤ j≤k
(−1) j〈wi, v j〉w1 · · · wˆi · · ·wl ⊗ v1 ∧ · · · ∧ vˆ j ∧ · · · ∧ vk,
(2.7)
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for wi ∈ V
∨, vi ∈ V, whenever l + d − k > 0, otherwise PKˇ = 0. Note that in (2.7) the
sign is (−1) j instead of (−1) j−1. Define the cochain map piKˇ : Kˇ
• → ∧nV[−d] so that its
restriction on Kˇd = Sˆ(V∨) ⊗ ∧dV is the natural projection, and zero elsewhere. We also set
iKˇ : ∧
dV[−d] → Kˇn[−d] = Sˆ(V∨)⊗∧nV[−d] ⊂ Kˇ• to be the natural inclusion.
Lemma 2.4. 1) P2
Kˇ
= 0.
2) piKˇiKˇ = Id∧nV[−d], dKˇPKˇ + PKˇdKˇ = IdKˇ−iKˇ ◦ piKˇ.
3) (piKˇ , iKˇ , PKˇ) defines a contraction from (Kˇ
•, dKˇ) to ∧
nV[−d].
Proof. We have the isomorphism Kˇ• ≃ K• ⊗ (∧dV[−d]) via the natural identification ∧kV∨ ⊗
∧dV ≃ ∧d−kV. Under this isomorphism, the quadruple (dKˇ , PKˇ, piKˇ , iKˇ) coincides with (dK ⊗
1, PK ⊗ 1, piK ⊗ 1, iK ⊗ 1) up to signs. The conclusion now follows from Lemma 2.2. 
We form the dga of Sˆ(V∨)-linear isomorphisms of K•
End•
Sˆ(V∨)(K
•) = Hom•
Sˆ(V∨)
(K•,K•)
with the differential
dHom( f ) = dK f + (−1)
| f |+1 f dK .
We have the canonical identification
Hom•
Sˆ
(K•,K•) ≃ K• ⊗Sˆ Hom
•
Sˆ
(K•, Sˆ(V∨)) ≃ K• ⊗Sˆ Kˇ
• =
⊕
p−q=•
Sˆ⊗∧pV∨ ⊗∧qV, (2.8)
under which the differential dHom can be written as
dHom = dK ⊗ 1+ 1⊗ dKˇ ,
where the graded tensors obey theKoszul sign rule. More explicitly, for f ∈ Hom(K−i,K−i+k) =
Sˆ⊗∧i−kV∨ ⊗∧iV,
dHom( f ) = dK f + (−1)
i−kdKˇ f , (2.9)
where dKˇ acts on the ∧
•V-component in the tensor representation (2.8).
We construct two different contractions from Hom• to the complex ∧•V with zero differen-
tial. We first define iH : ∧•V → End
•(K•) by
iH(v1 ∧ · · · ∧ vk) = ιv1 ◦ · · · ◦ ιvk
for any v1 ∧ · · · ∧ vk ∈ ∧
kV, where ιv is the contraction of v ∈ V with elements in ∧•V∨. iH is
a homomorphism of graded algebras, where ∧•V is endowed with the exterior product, while
the multiplication on End• is the usual composition of maps. Moreover, iH identifies ∧•V as a
graded commutative subalgebra of End•.
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There are two projections piT , piGV from End
• to∧•V: piT acting on the ‘rightmost component’
of Endk(K•),
HomSˆ(K
−i,K0) = Sˆ(V∨)⊗k Homk(∧
iV∨ , k) ≃ Sˆ(V∨)⊗∧iV
is the restriction to the constant term of Sˆ(V∨) (k ≥ 0), and zero on Hom(K−i,K− j) for j >
0; piGV is defined similarly, but instead of taking the ‘rightmost component’, piGV takes the
constant term of
HomSˆ(K
−d,Kk−d) = Sˆ(V∨)⊗K HomK(∧
dV∨ ,∧k−dV∨) ≃ Sˆ(V∨)⊗K ∧
kV,
where we use the identification HomK(∧dV∨ ,∧k−dV∨) ≃ ∧kV again via contracting ∧kV with
∧dV∨.
Next we define a homotopy operator PT on Hom
• of degree −1 by
PT( f ) = ∑
i≥0
(−1)iPK(δdKˇPK)
i( f ), (2.10)
where δ is the sign appearing in (2.9) and we use the tensor representation of f as in (2.8). The
second homotopy operator PGV is defined similarly by
PGV( f ) = ∑
i≥0
(−1)iδPKˇ(dKδPKˇ)
i( f ). (2.11)
Lemma 2.5. 1) piTiH = piGV iH = Id∧•V
2) We have
dHomPT + PTdHom = IdHom−iH ◦ piT (2.12)
and
dHomPGV + PGVdHom = IdHom−iH ◦ piGV . (2.13)
Hence (piT , iH , PT) and (piGV , iH , PGV) define two contractions from End
•
Sˆ
(K•) to ∧•V.
3) Moreover, both contractions satisfy the side condtions, i.e.,
piTPT = 0, P
2
T = 0, PTiH = 0,
and
piGVPGV = 0, P
2
GV = 0, PGViH = 0.
Proof. We only check 2) and leave the proofs of other parts to the reader. To show (2.12), first
notice that we have
dHomPT + PTdHom = 1− r (2.14)
where
r = ∑
i
(−1)i(PTδdKˇ)
i Res, (2.15)
and Res : Hom(K−p,K−q) → Hom(K−p,K−q) is zero except when q = 0, in which case Res
takes the constant term of f ∈ HomSˆ(K
−•, Sˆ) = Sˆ⊗ Kˇ• in the Sˆ-component (cf., [TT76], (8.17),
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[TT78], (1.10)). Then we can check that r is exactly equal to iH ◦ piT. The proof of (2.13) is
similar. 
We also consider the subcomplex Der•
Sˆ
(K•) ⊂ End•
Sˆ
(K•) of Sˆ(V∨)-linear derivations of the
graded algebra K•. Since a derivation is determined by its value on the generator K−1, we have
Derk
Sˆ
(K•) ≃ HomC(V
∨, Sˆ(V∨)⊗∧k+1V∨) = Sˆ(V∨)⊗∧k+1V∨ ⊗V. (2.16)
Lemma 2.6. PT and PGV preserve Der
•
Sˆ
(K•). Moreover, they coincide on Der•,
PT( f ) = PGV( f ) = PK( f ),
using the tensor representation of f ∈ Der•.
2.3. Dolbeault dga of formal neighborhood. Let i : X →֒ Y be a closed embedding of complex
manifolds. The r-th formal neighborhood Yˆ(r) of X in Y (r ≥ 0) is the ringed space (X,OYˆ(r))whose
structure sheaf is
OYˆ(r) = OY/I
r+1.
The (complete) formal neighborhood Yˆ of the embedding is the ringed space (X,OYˆ)where the
structure sheaf is given by
OYˆ = lim←−
r
OYˆ(r) = lim←−
r
OX/I
r+1.
We denote by iˆ : X →֒ Yˆ the embedding of X into the formal neighborhood Yˆ.
In [Yub], we have defined the Dolbeault dgas (A•(Yˆ(r)), ∂) and (A•(Yˆ), ∂) for Yˆ(r) and Yˆ, re-
spectively (see Definition 2.3, [Yub]). They are the analogues of the usual Dolbeault complex
of a complex manifold. For instance, they can be localized to sheaves of dgas (A •
Yˆ(r)
, ∂) and
(A •
Yˆ
, ∂), respectively, and give soft resolution of the structure sheaves OYˆ(r) and OYˆ, respec-
tively (see Prop. 2.8, [Yub]). Locally, A •
Yˆ
is isomorphic to A0,•X (Sˆ(N
∨)), the Dolbeault complex
of the completed symmetric algebra Sˆ(N∨) of the conormal bundle N∨ of the embedding, with
the usual differential ∂.
Globally, however, we have to deform the differential ∂ on A0,•X (Sˆ(N∨) so that it is isomor-
phic toA•(Yˆ). This is the main content of Theorem 4.5 of [Yua]. We only briefly summarize the
result under the special situation considered here. Recall a holomorphic splittingσ of the short
exact sequence
0→ TX → i∗TY → N → 0 (2.17)
is equivalent to a splitting of the first order formal neighborhood X(1)Y ≃ OX ⊕ N
∨, or equiva-
lently, an isomorphism of dgas
(A•(X(1)Y ), ∂) ≃ (A
0,•
X (S
≤1N∨), ∂) = (A0,•(X)⊕A0,•X (S≤1N∨), ∂), (2.18)
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where the ∂-derivation on the second dga is the usual one. If in addtion we fix a section of the
jet bundle of flat torsion-free connections of TY along X, by Theorem 4.5., [Yua], there exists an
isomorphism of dgas
(A•(Yˆ), ∂) ≃ (A0,•X (Sˆ(N∨)),D) (2.19)
which extends the isomorphism (2.18), such that the derivation D is given by
D = ∂ + ∑
k≥2
R˜⊥k + ∑
k≥1
B˜k ◦ ∇
⊥. (2.20)
where R⊥k ∈ A
0,1
X (Hom(N
∨, SkN∨)), R⊥2 is a representative of a class
[R⊥2 ] ∈ H
1(X, Hom(N∨, S2N∨))
given by the projection of the Atiyah classαTY of TY to H
1(X, Hom(N∨, S2N∨)) determined by
the splitting σ , Bk ∈ A
0,1
X (Hom(T
∗X, SkN∨)), ˜ stands for the derivation of degree 1 induced
by the tensors and symmetrization, and ∇⊥ is a smooth (1, 0)-connection on the conormal
bundle N∨ along X. Since we have a holomorphic splitting σ , B1 = 0 and B2 = R
⊤
2 , which is
a representative of the H1(X, Hom(T∗X, S2N∨))-component of αTY. For details see Theorem
4.5. and Remark 4.8. of [Yua].
In the case of the diagonal embedding X →֒ X × X, we can choose σ by identifying the
normal bundle with pr∗2 TX, where pr2 is the projection of X×X to its second component. The
isomorphism (2.19) then specializes to (see [Yu15])
(A•(X(∞)X×X), ∂) ≃ (A
0,•
X (Sˆ(T
∗X)),D), (2.21)
where
D = ∂ + RTX + · · · (2.22)
up to order 2. RTX ∈ A
0,1
X (Hom(T
∗X, S2T∗X)) is a representative of the Atiyah class αTX of
TX.
2.4. Cohesive modules. We recall the definition of cohesive modules over a dga from [Blo10].
Definition 2.7 ([Blo10]). Let A = (A•, d) be a dga. A cohesive module E = (E•,E) over A is the
following data:
(1) A bounded Z-graded left module E• over A = A0 which is finitely generated and
projective,
(2) a k-linear Z-connection
E : A• ⊗A E
• → A• ⊗A E
•,
which is of total degree one and satisfies the Leibniz condition
E(ω⊗ e) = dω · e+ (−1)|ω|E(1⊗ e)
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and the integrability condition
E ◦ E = 0.
Such a connection is determined by its value on E•. So we have E = E0 +E1+E2 + · · · ,
where Ek : E• → Ak ⊗A E
•−k+1 is the kth component of E. E1 satisfies the Leibniz rule
on each En while Ek is A-linear for k 6= 1.
Cohesive modules over A defined as above form a dg-category PA, the perfect categroy of A,
such that the morphism set P•A(E1, E2) between any two cohesive modules E1 = (E
•
1 ,E1) and
E2 = (E
•
2 ,E2) is a complex, of which the kth component P
k
A(E1, E2) is defined to be
{φ : A• ⊗A E
•
1 → A
• ⊗A E
•
2| degφ = k and φ(a · e) = (−1)
k|a|aφ(e), ∀a ∈ A•}.
The differential d : P•A(E1, E2)→ P
•+1
A (E1, E2) is defined by
d(φ)(e) = E2(φ(e))− (−1)
|φ|φ(E1(e)).
A morphism φ ∈ P kA(E1, E2) is determined by its restriction to E
•
1 and we denote the compo-
nents ofφ by
φ j : E•1 → A
j ⊗A E
•+k− j
2 ,
which are all A-linear. The composition map
P iA(E2, E3)⊗k P
j
A(E1, E2)→ P
i+ j
A (E1, E3)
is defined by componentwise compositions ofφ’s.
Let A = (A0,•(X), ∂) be the Dolbeault dga of a compact complex manifold X. The following
theorem of Block (Theorem 4.3., [Blo10]) states that the perfect category PA associated to the
Dolbeault dga provides a dg-enhancement of the derived category Dbcoh(X).
Theorem 2.8 (Thm 4.3., [Blo10]). Let X be a compact complex manifold and A = (A0,•(X), ∂) its
Dolbeault dga. Then the homotopy category HoPA of the dg-category PA is equivalent to D
b
coh(X), the
bounded derived category of complexes of sheaves of OX-modules with coherent cohomology.
In [Yub] we have generlized Block’s result to the case of formal neighborhoods.
Theorem 2.9 (Thm 3.16, [Yub]). Let i : X →֒ Y be a closed embedding of complex manifolds with
X compact. Let A = (A•(Yˆ), ∂) be the Dolbeault dga of the formal neighborhood Yˆ, then the homo-
topy category HoPA of the dg-category PA is equivalent to D
b
coh(Yˆ), the bounded derived category of
complexes of sheaves of OYˆ-modules with coherent cohomology.
Note that even when the submanifold X is noncompact, there is still a fully faithful functor
α : HoPA → D
b
coh(Yˆ) by Lemma 3.17, [Yub]. We construct in § 3 a cohesive module (K
•,K)
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over Yˆ for the (derived) direct image iˆ∗O and study its endomorphism complex in the perfect
category PA, whose cohomology is quasi-isomorphic to
RHom•OYˆ
(iˆ∗OX , iˆ∗OX).
We do not need the assumption that X is compact. One important observation is that
RHom•OYˆ
(iˆ∗OX , iˆ∗OX) ≃ RHom
•
OY
(i∗OX , i∗OX).
3. KOSZUL RESOLUTION ON FORMAL NEIGHBORHOOD
In this section, we will build a cohesive module (K•,K) over the Dolbeault dgaA•(Yˆ)which
corresponds to iˆ∗OX. We will compute the low order terms of the connection K using the
description of the Dolbeault dga in § 2.3. We will study construct contractions from the total
complex of the cohesive module to the Dolbeault complex (A0,•(X), ∂) of X, i.e., the Dolbeault
dga AX = (A0,•(X), ∂). For convenience, we sometimes write the Dolbeault dga A0,•(X) as
A•X and A
•(Yˆ) as A•
Yˆ
.
From now on, we assume there exists a splitting σ of the normal short exact sequence
(2.17) and we fix an isomorphism (A•(Yˆ), ∂) ≃ (A0,•X (Sˆ(N∨)),D) with the differential D as
in (2.20).The underlying isomorphism of graded algebras can be thought of as a smooth diffeo-
morphism between Yˆ and the formal neighborhood X(∞)N of X as the zero section inside the total
space of its normal bundle N, which of course does not identify the holomorphic structures in
general. We set AN = (A•N , ∂) = (A0,•X (Sˆ(N∨)), ∂) to be the Dolbeault dga of X
(∞)
N , where ∂ is
the usual ∂-derivation induced by the holomorphic structure of N∨. We have an injective ho-
momorphism A0,•(X) → A•N of dgas, which corresponds the the contraction from total space
of N to its zero section.
Let (L•, dL) = (A
0,•
X (N), ∂). We globalize the construction in § 2.2 and adopt the same nota-
tions to obtain the Koszul complex
K−i = A0N ⊗A0X
∧i
A0X
Lˇ0 = A0,0X (Sˆ(N
∨)⊗∧iN∨), 0 ≤ i ≤ d,
where d is the codimsion of X in Y, and K−i = 0 otherwise. Here ⊗A0X
means tensor over the
algebra A0,0(X) and the exterior and symmetric powers are similar. The total complex is then
K•Tot := A
•
N ⊗A0 K
• ≃ Sˆ(Lˇ•)⊗AX ∧
•
AX
(Lˇ•),
where ⊗AX means tensor over A
0,•(X). This can also be regarded a bicomplex with bidegree
(i, j), where i comes from the exterior power of the conormal bundle, while j comes from the
grading of Lˇ•. That is, the (i, j)-component is K
i, j
Tot = A
j
N ⊗A0X
Sˆ(Lˇ0)⊗A0X
∧−i
A0X
Lˇ0.
Regard K• as a graded A0X-algebra and so the Koszul differential dK : K
−i → K−i+1 is an
A0X-linear derivation of degree 1. Similar we have an operator PK of degree −1. Let K
0 = dK
and let K1 = ∂ be the ∂-connection on S• ⊗∧• induced by that of N∨. Note that K1 commutes
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with PK. Set K˜ = K
0 + K˜1. We have K˜2 = 0, so (K•, K˜) is a cohesive module over A•N and
(K•Tot, K˜) forms a cochain complex.
There are also global versions of piK and iK: the projection piK : K
•
Tot → A
0,•(X) such that
its restriction on A•N ⊗A0 K
0 ⊂ K•Tot is the natural map A
•
N → A
0,•(X) and zero elsewhere;
the inclusion iK is the composition A0,•(X) → A•N = A
•
N ⊗A0N
K0 →֒ K•Tot. Then we have an
analogue of Lemma 2.2.
Lemma 3.1. 1) P2K = 0.
2) piKiK = IdA0,•(X), K
0PK + PKK
0 = IdK•Tot −iK ◦ piK, K˜
1PK + PKK˜
1 = 0.
3) (piK , iK , PK) defines a contraction from (K
•
Tot, K˜) to (A
0,•(X), ∂).
Hence the cohesive module (K•, K˜) resolves the direct image of OX under the zero section
embedding X →֒ N. Again like in § 2.2, we can define the dual complex Kˇ• and form the dga
End•AN(K
•
Tot) = Hom
•
A•N
(K•Tot,K
•
Tot), where
HomkAN (K
•
Tot,K
•
Tot) =
⊕
p,q
HomA(K
−p,A
q
N ⊗AN K
k−p−q)
=
⊕
p,q
A
q
N ⊗AN K
k−p−q⊗AN Kˇ
p
=
⊕
p,q
A
q
X(Sˆ(N
∨)⊗∧p+q−kN∨ ⊗∧pN).
(3.1)
For any f ∈ A
q
X(Sˆ(N
∨)⊗∧p+q−kN∨ ⊗∧pN), we have
d˜Hom( f ) = ∂ f + dK f + (−1)k+1 f dK
= ∂ f + dK f + (−1)p−kdKˇ f .
(3.2)
There are two different contractions (p˜iT , i˜T = iH , P˜T) and (p˜iGV , i˜GV = iH , P˜GV) defined in the
way as in § 2.2 from End•AN (K
•
Tot) to (A
0,•
X (∧
•N), ∂)which satisfy same properties as in Lemma
2.5. If we regard End• as a (noncanonical) module over the graded algebra A0,•(X), all maps
in the triples here are A0,•(X)-linear.
Now we want to make K• into a cohesive module over A•(Yˆ). K• is already a module over
A0(Yˆ) under the identification A0(Yˆ) ≃ A0,0X (Sˆ(N
∨)). What we should do is to perturb the
connection K˜ to make it compatible with the differential on A•(Yˆ). The complex (K•,K0) is
homotopy equivalent of A0(X) as A0(Yˆ)-modules. Hence by Theorem 3.2.7, [Blo10], there
exists a Z-connection K on K•Tot with the 0-th component being K
0. With the explicit homotopy
operator PK in hand, we will be able to describe part of the connection K in terms of D which
will be enough for proving our main result.
We now define components of K recursively. Since K•tot is generated by K
0 and K−1 as a
graded algebra, we only need to specify the value of K on these two components. We have
to set K to be the differential on K0 = A•(Yˆ), which is D under the identification A•(Yˆ) ≃
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A0,•X (Sˆ(N
∨)), since K is a ∂-derivation. To determine the value of K on K−1, we start with K1
which is a ∂-derivation. Over K−1, we have to choose K1 so that the squares in the following
diagram anti-commute:
K−d
K0
−→ K−d+1
K0
−→ · · ·
K0
−→ K−1
K0
−→ A0
Yˆ
→ 0
· · ·
A1
Yˆ
⊗A0
Yˆ
K−d
K1
∨
→A1
Yˆ
⊗A0
Yˆ
K−d+1
K1
∨
→ · · · →A1
Yˆ
⊗A0
Yˆ
K−1
K1
∨
→ A1
Yˆ
∂
∨
→ 0,
i.e.,
K
0
K
1 +K1K0 = 0. (3.3)
For this purpose, we only need to specify the value of K1 on A0X(S
0N∨ ⊗∧1N∨) ⊂ K−1. We
set
K
1 : A0X(S
0N∨ ⊗∧1N∨) → A1X(Sˆ(N
∨)⊗∧1N∨)
to be
K
1 = ∂ + ∑
k≥2
R
⊥
k + ∑
k≥1
Bk ◦ ∇
⊥. (3.4)
This looks similar to (2.20), yet the tensors with overlines have different interpretations: R
⊥
k =
PK(R
⊥
k ) so that
R
⊥
k ∈ A
1
X(S
k−1N∨ ⊗∧1N∨ ⊗ N).
In particular, regarded as an element in A1X(N
∨ ⊗ N∨ ⊗ N),
R
⊥
2 =
1
2
R⊥2 . (3.5)
and we regard
Bk ◦ ∇
⊥ : A0X(S
0N∨ ⊗∧1N∨)→ A1X(S
kN∨ ⊗∧1N∨)
by composing Bk with the T
∗X-component produced by ∇⊥ yet we do not symmetrize the
SkN∨-component with the N∨-component produced by ∇⊥ as contrast to (2.20). We can check
that such defined K1 satisfies (3.3).
Now suppose we have constructed components Kk for k ≤ n satisfying
k
∑
i=0
K
i
K
k−i = 0, ∀ k ≤ n.
Let
D = −
n
∑
i=1
K
i
K
n+1−i,
then D ∈ Hom2A(K
•
Tot,K
•
Tot) and dHom(D) = 0. In fact, D lies in the subcomplex Der
•
A(K
•
Tot) ⊂
End•A(K
•
Tot). Set
K
n+1 = PT(D) = PT(−∑
i
K
i
K
n+1−i) ∈ Der1
A•(Yˆ)
(K•Tot,K
•
Tot) (3.6)
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(cf. Lemma 2.6). Then by 2), Lemma 3.1,
n+1
∑
i=0
K
i
K
n−i = 0.
Since the complex K•Tot is bounded in both degrees, this process finally stops within finite steps
and we get a Z-connection K = ∑i≥0Ki satisfying the integrability condition K2 = 0. Thus
(K•,K) is a cohesive module over A•(Yˆ).
If we only care about terms in K1 of order less or equal than 2, we can write
K
1 = ∂ + R⊥2 + R
⊥
3 + R
⊤
2 ◦ ∇
⊥ + terms of order ≥ 2. (3.7)
Then
(K1)2 = ∂2 + [∂, R⊥2 ] + R˜⊥2 ◦ R
⊥
2 + R
⊥
2 ◦ R
⊥
2 + [∂, R
⊥
3 ] + R
⊤
2 ◦ [∂,∇⊥] + terms of order ≥ 2
= R˜⊥2 ◦ R
⊥
2 + R
⊥
2 ◦ R
⊥
2 + ∂R
⊥
3 + R
⊤
2 ◦ RN + terms of order ≥ 2.
(3.8)
We explain terms in Eq (3.8) as follows. The first term
R˜⊥2 ◦ R
⊥
2 ∈ A
0,2
X (S
2N∨ ⊗∧1N∨ ⊗ N)
is given by contracting the N-component of R⊥2 ∈ A
0,1
X (S
2N∨ ⊗ N) with the S1N∨-component
of R
⊥
2 ∈ A
0,1
X (S
1N∨ ⊗∧1N∨ ⊗ N).
The second term R
⊥
2 ◦ R
⊥
2 in Eq (3.8) is given by contracting the N-component of R
⊥
2 with
the ∧1N∨-component of R
⊥
2 and multiplying the two S
1N∨ from both R
⊥
2 to get the S
2N∨-
component.
In the fourth term, RN = [∂,∇⊥] ∈ A0,1X (T∗X ⊗ End(N∨)) is a representative of the Atiyah
classαN∨ of N
∨. The tensor R⊤2 ◦ RN defines a cohomology class
γσ = [R
⊤
2 ◦ RN ] ∈ H
2(X, (N∨)⊗3 ⊗ N). (3.9)
From now on, we assume γσ = 0. Note that γσ depends on the splitting σ . The geometric
meaning of γσ will be explained in 5.
We illustrate Eq (3.8) using binary tree diagram. The convention is as follows: a hollow
circle node stands for an N∨ in the symmetric part, a hollow square node stands for an N∨ in
the antisymmetric part, a solid node, either circular or squared, means it carries a A0,1X -part (in
front of N∨); a hollow circle has degree 0, while a solid circle has degree 1. A hollow square
has degree −1, while a solid square has degree equal to 1− 1 = 0; one branch of a tree stands
for a copy of R⊥2 and a tree expresses compositions of a series of copies of R
⊥
2 . More explicitly,
we have
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= = R˜⊥2
FIGURE 1. Tree diagram for R˜⊥2
1
2
× =
1
2
× =
1
2
R⊥2 = R
⊥
2
FIGURE 2. Tree diagram for R
⊥
2
We can express low order terms R˜⊥2 ◦ R
⊥
2 + R
⊥
2 ◦ R
⊥
2 in the expression (3.8) of (K
1)2 in terms
of tree diagram (the other two terms are ∂-exact) as illustrated in Fig. 3.
R˜⊥2 ◦ R
⊥
2 + R
⊥
2 ◦ R
⊥
2 =
1
2
× −
1
2
×
1
2
×
FIGURE 3. Tree diagram for (K1)2
Now apply PT to −(K1)2. Note that PT commutes with ∂, so the images of ∂-exact forms
under PK are still ∂-exact and hence we only need to compute PK(−R˜⊥2 ◦ R
⊥
2 ). This amounts to
changing the circular leaves in Fig. 3 to squared leaves (and do the same to the parent nodes)
once at a time and then dividing the trees by total number of the leaves. Notice that if both
leaves of a branch are squared, the tree corresponds to the zero tensor since squared leaves are
anti-symmetric while the N∨-part of R⊥2 is symmetric. The computation is illustrated in Fig. 4.
In the second equality we simply switched the solid squared leaf on the first level to the right
and since it has degree 0, this process does not generate a minus sign.
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PK(−R˜
⊥
2 ◦ R
⊥
2 − R
⊥
2 ◦ R
⊥
2 ) =
1
3
×
1
2
× −
1
3
×
1
2
×
1
2
×
=
1
6
× −
1
12
×
=
1
12
×
FIGURE 4. Tree diagram for K2
We see that even though the constant term of K2 is zero, its first order term is a binary tree
with a nontrivial rational coefficient. The binary tree (without the coefficient) as a tensor is
Alt[(R⊥2 )
⊗2] ∈ A0,2X (∧
2N∨ ⊗ End(N∨)),
where we now regard R⊥2 as inside A
0,1
X (N
∨ ⊗ End(N∨)) and
(R⊥2 )
⊗2 ∈ A0,2X ((N
∨)⊗2 ⊗ End(N∨))
is obtained by tensoring the N∨-parts and composing the End(N∨)-parts. The operator Alt :
(N∨)⊗2 → ∧2N∨ is the anti-symmetrization map v1 ⊗ v2 7→ v1 ∧ v2. Since a solid squared leaf
corresponds to a A0,1X -form together with a ‘fermionic’ N
∨, hence having degree 0, the solid
squared leaves commute with each other, so no minus sign will arise if we reorder them. The
only circular leaf corresponds to the codomain of End(N∨). In general, any such binary tree
with only left subtrees which has k+ 1 levels, one circular leaf and k squared leaves represents
the tensor
Alt
[
(R⊥2 )
⊗k
]
∈ A0,kX (∧
kN∨ ⊗ End(N∨)),
where
(R⊥2 )
⊗k ∈ A0,kX ((N
∨)⊗k ⊗ End(N∨))
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and
Alt : (N∨)⊗k → ∧kN∨, v1 ⊗ · · · ⊗ vk 7→ v1 ∧ · · · ∧ vk,
is the anti-symmetrization map. The following theorem shows that the first order term of any
K
k can be described in terms of Alt[(R⊥2 )
⊗(k+1)].
Theorem 3.2. Suppose γσ = 0. Then for any k ≥ 2, the component of Kk in A0,k(S≤1N∨ ⊗ ∧kN∨)
is equal to
Bk
k!
Alt
[
(R⊥2 )
⊗k
]
mod ∂-exact terms, (3.10)
where Bk is the k-th Bernoulli number. In particular, when k ≥ 3 is odd, K
k = 0 on the first order
neighborhood. When k = 1, we have
K
1 = ∂ + R˜⊥2 + R
⊥
2 = ∂ + R˜⊥2 +
1
2
R⊥2 . (3.11)
mod terms of order ≥ 2.
Proof. We argue by induction on k. We have checked the case when k = 1 and k = 2. Assume
the theorem holds for all Ki with i ≤ k, k ≥ 2, we need to show that Eq. (3.10) holds for k+ 1.
By the recursive formula (3.6) for Kk+1, we only need to determine each PT(−KiKk+1−i). By
Lemma 2.6, it is the same as PK(−KiKk+1−i).
First we assume 2 ≤ i ≤ k− 1. Any composition of K j with a ∂-exact term is again ∂-exact,
hence by the induction hypothesisKiKk+1−i mod ∂-exact term is equal to sum of compositions
of the two trees by identifying the root of the Ki-tree with any of the squared leaves of the
K
k+1−i-tree. However, the only term which will contribute to PT(−KiKk+1−i) is given by in-
serting theKi-tree to the squared leaf on the lowest level of theKk+1−i-tree as illustrated in Fig.
5. The minus sign appears since we pass the degree 1 derviation Ki through the solid circular
leaf of Kk+1−i which is of degree 1.
Applying PK to the tree in Fig. 5 changes the solid circular leaf from K
k+1−i to a solid squared
leaf, which then can be switched to the right child of its parent node, and multiplies the coeffi-
cient by −1/(k+ 2). Hence we have
PT(−K
i
K
k+1−i) = −
BiBk+1−i
(k+ 2)i!(k+ 1− i)!
Alt
[
(R⊥2 )
⊗(k+1)
]
(3.12)
and the tree diagram is illustrated in Fig. 6.
We are left with the cases of K1Kk and KkK1. Special care needs to be taken of since K1 is a
∂-derivation. By Eq. (3.11), we can write
K
1
K
k +KkK1 = [∂,Kk] + R˜⊥2 ◦Kk + R
⊥
2 ◦K
k +Kk ◦ R
⊥
2
= R˜⊥2 ◦K
k + R
⊥
2 ◦K
k +Kk ◦ R
⊥
2
(3.13)
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K
i
K
k+1−i = −
Bi
i!
×
Bk+1−i
(k+ 1− i)!
×
K
k+1−i
K
i
+
other trees
which will
be killed by
PK
FIGURE 5. The tree diagram for KiKk+1−i
PT(−K
i
K
k+1−i) = −
BiBk+1−i
(k+ 2)i!(k+ 1− i)!
×
k+ 1− i squared leaves
i squared leaves
FIGURE 6. The tree diagram for KiKk+1−i
as an equation in A0,k+1X (S
2N∨ ⊗ ∧kN∨ ⊗ N) mod ∂-exact term. The last equality is because
K
k = Alt[(R⊥2 )
⊗k] is ∂-closed. We now apply −PT to Eq. (3.13). The computation of PT(−R˜⊥2 ◦
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K
k − R
⊥
2 ◦ K
k) is essentially the same as what we have done in Fig. 3 and Fig. 4, except for
that we add branches to the lowest level of a Kk-tree. Note that we can also generate trees by
adding R
⊥
2 to other squared leaves of higher levels, but those trees will be eliminated after we
apply PT. Hence we get
PT(−R˜
⊥
2 ◦K
k − R
⊥
2 ◦K
k) =
Bk
(k+ 2)k!
Alt
[
(R⊥2 )
⊗(k+1)
]
.
On the other hand, PT(−Kk ◦ R
⊥
2 ) can be computed using exactly the same trick as used in Fig.
5 and Fig. 6, and we get
PT(−K
k ◦ R
⊥
2 ) = −
Bk
(k+ 2)k!
Alt
[
(R⊥2 )
⊗(k+1)
]
.
We see that the coefficients cancel out and thus
PT(−K
1
K
k −KkK1) = 0 ∈ A0,k+1X (S
2N∨ ⊗∧kN∨ ⊗ N)
up to ∂-closed term.
In summary, we now obtain
PT
(
−
k
∑
i=1
K
i
K
k+1−i
)
= Ak+1 ·Alt
[
(R⊥2 )
⊗(k+1)
]
(3.14)
where
Ak+1 = −
1
k+ 2
k−1
∑
i=2
BiBk+1−i
i!(k+ 1− i)!
. (3.15)
Finally, to show Ak+1 = Bk+1/(k+ 1)!, we first notice that by letting k = 2 in Eq. (3.15) we
get A3 = 0 = B3/3! and hence for any odd value of k + 1, Ak+1 = 0 = Bk+1/(k + 1)! since
Bn = 0 for n odd except for n = 1. For even k+ 1, we have the well-known recursive relation
of Bernoulli numbers recorded in Lemma 3.3 below (see, e.g., [SRD86]).

Lemma 3.3. The Bernoulli numbers satisfy the recursive relation (for n ≥ 2)
n−1
∑
i=1
(
2n
2i
)
B2iB2n−2i = −(2n+ 1)B2n. (3.16)
4. GENERALIZED TODD CLASS
We have two differentials, K˜ = K0 + ∂ and K on K•Tot. We set
t = K− K˜ = (K1 − ∂) + ∑
k≥2
K
k.
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By Theorem 3.2, when the class γσ = 0, up to first order we have
t =
1
2
R⊥2 + ∑
k≥2
Bk
k!
Alt
[
(R⊥2 )
⊗k
]
= ∑
k≥1
(−1)k
Bk
k!
Alt
[
(R⊥2 )
⊗k
]
∈
⊕
j≥1
A
0, j
X (S
1N∨ ⊗∧ jN∨ ⊗ N),
(4.1)
mod ∂-exact terms, which acts an A0,•X (Sˆ(N∨))-linear derivation on K•Tot of degree 1 (note that
B1 = 1/2 and B2n+1 = 0 for n ≥ 1). K˜ and K induce two differentials d˜Hom and dHom respec-
tively. Denote their difference by
T = dHom − d˜Hom = [t, -].
We now apply theHomological Perturbation Theory in §2.1 to (End•AN (K
•
Tot), d˜Hom) and its two
sets of contractions (p˜iT , i˜T , P˜T) and (p˜iGV , i˜GV , P˜GV) to (A
0,•
X (∧
•N), ∂) with the perturbation T
of dHom to obtain the the endomorphism complex (End
•
AYˆ
(K•Tot), dHom) of the cohesive module
(K•,K) over A•(Yˆ). Since the underlying graded module is unchanged, we will still denote
it by End• = End•A(K
•
Tot) and only write the differential differently. We denote the perturbed
contractions determined by (2.3) as (piT , iT , PT) and (piGV , iGV , PGV) respectively and denote the
corresponding perturbed differentials on A0,•X (∧
•N) by NT and NGV . We have
piT = p˜iT(1− ZT P˜T), iT = (1− P˜TZT)i˜T , P˜T = P˜T − P˜TZT P˜T , NT = ∂ + p˜iTZT i˜T , (4.2)
where
ZT = ∑
k≥0
(−1)kT(P˜TT)
k = ∑
k≥0
(−1)k(TP˜T)
kT. (4.3)
Similarly,
piGV = p˜iGV(1− ZGV P˜GV), iGV = (1− P˜GVZGV)i˜GV , PGV = P˜GV − P˜GVZGV P˜GV ,
NGV = ∂ + p˜iGVZGV i˜GV ,
(4.4)
where
ZGV = ∑
k≥0
(−1)kT(P˜GVT)
k = ∑
k≥0
(−1)k(TP˜GV)
kT. (4.5)
All maps defined above areA0,•(X)-linear. Note that it is no longer true that iT = iGV . We get
two cohesive modules (A0,0X (∧
•N),NT) and (A
0,0
X (∧
•N),NGV) over (A
0,•(X), ∂), whose total
complexes are quasi-isomorphic to (i∗i∗OX)
∨ and i!i∗OX respectively in D
b
coh(X). The quasi-
isomorphism
piT : (End
•
A(K
•
Tot), dHom) ≃ (A
0,•
X (∧
•N),NT)
realizes the adjunction iˆ∗ ⊣ iˆ∗,
RHom•
Db(Yˆ)
(iˆ∗OX , iˆ∗OX) ≃ RHom
•
Db(X)(iˆ
∗ iˆ∗OX ,OX). (4.6)
The quasi-isomorphism
piGV : (End
•
A(K
•
Tot), dHom) ≃ (A
0,•
X (∧
•N),NGV)
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realizes the Grothendieck-Verdier duality for iˆ : X →֒ Yˆ,
RHom•
Db(Yˆ)
(iˆ∗OX , iˆ∗OX) ≃ RHom
•
Db(X)(OX , iˆ
! iˆ∗OX). (4.7)
Lemma 4.1. (1) piT = p˜iT, piGV = p˜iGV .
(2) NT = NGV = ∂.
Proof. We only need to observe that piTT = piGVT = 0 and hence piTZT = piGVZGV = 0, since
piT and piGV map any S
≥1N∨ part to zero. 
Wewant to study theA0,•(X)-linear endomorphism qσ = piT ◦ iGV = p˜iT ◦ iGV of (A
0,•
X (∧
•N), ∂).
By Eq. (4.2) – (4.5), qσ only depends on the parts of t of order less or equal than one. Since qσ is
A0,•(X)-linear, we only need to specify its value on A0,0X (∧
•N).
We set
Tdσ(X/Y) = det
(
R⊥2
1− exp(−R⊥2 )
)
= det
(
∞
∑
n=0
(−1)n
Bn
n!
Alt
[
(R⊥2 )
⊗n
])
, (4.8)
which is regarded as a cohomology class in
⊕
j≥0 H
j(X,∧ jN∨). By det we mean taking deter-
minant of the End(N∨)-component. Since det(−) = exp(tr ln(−)), we can rewrite
Tdσ(X/Y) = exp
(
tr ln
(
R⊥2
1− exp(−R⊥2 )
))
, (4.9)
and by the power series expansion
ln
(
x
1− e−x
)
= −
∞
∑
n=1
Bn
n!n
xn, (4.10)
we have
Tdσ(X/Y) = exp
(
∞
∑
n=1
1
n
ρn
)
, (4.11)
where
ρn = −
Bn
n!
tr
(
Alt
[
(R⊥2 )
⊗n
])
∈ A0,nX (∧
nN∨). (4.12)
Theorem 4.2. For any closed embedding X →֒ Y with a chosen splitting σ of the first order formal
neighborhood such that γσ = 0, the restriction of qσ on H•∂ (X,∧
dN) ⊂ H•∂ (X,∧
•N) is given by
contraction with the generalized Todd class Tdσ(X/Y).
In the case of the diagonal embedding X →֒ X× X, Theorem 4.2 specializes to the following
corollary by (2.21) and (2.22).
Corollary 4.3. For the diagonal embedding ∆ : X →֒ X × X, we choose the splitting σ to be the one
induced by identifying the normal bundle with pr∗2 TX, where pr2 is the projection of X×X to its second
component. Then the restriction of qσ on H
•
∂ (X,∧
dTX) ⊂ H•∂ (X,∧
•TX) is given by contraction with
the usual Todd class of TX.
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Proof of Theorem 4.2. By Eq. (4.2) and (4.3),
iGV = ∑
k≥0
(−P˜GVT)
k i˜GV , (4.13)
Since P˜T reduces the order of Sˆ-part by one while T has no constant term, and piT = p˜iT only
depends on the S0-terms, we only need the S≤1-part of T and hence of t (Eq. (4.1)).
We observe that piT(−P˜GVT)
k (∀ k ≥ 0) can only be nonzero on the subspaceM = A0,•X (∧
•N) ⊂
End•A(K
•
Tot). In other words, we can write
qσ = piTiGV = ∑
k≥0
(−piT P˜GVTi˜T)
k, (4.14)
since i˜TpiT acts as identity on M. For any η ∈ A
0,m
X (∧
lN) of total degree |η| = m− l, we have
−piT P˜GVTi˜T(η) = −piT P˜GV [t, i˜T(η)]
= −piT P˜GV
[
t ◦ (i˜T(η))− (−1)
|η| i˜T(η) ◦ t
]
= (−1)|η|piT P˜GV [i˜T(η) ◦ t]
= (−1)|η|piT P˜GV(i˜T(η) ◦ t)
= (−1)|η|piT P˜GV(tyη)
= (−1)|η| ∑
j≥1
(−1) j
B j
j!
· (−1)|η|− jPKˇ
(
Alt
[
(R⊥2 )
⊗k
]
yη
)
= − ∑
j≥1
B j
j!(d− l + j)
tr
(
Alt
[
(R⊥2 )
⊗ j
])
yη
= ∑
j≥1
1
(d− l + j)
ρ jyη,
(4.15)
where minus sign in the last line and the fraction 1/(d − l + j) are due to (2.7). The way the
trace operator arises in the last second equality can be visualized as contracting the top root
square with only circle leaf at bottom in the tree diagram as in Fig. 6.Plug Eq. (4.15) into Eq.
(4.14), we obtain, for any η ∈ A0,•X (∧
dN)
qσ(η) = ∑
k≥0
∑
j1 ,··· , jk≥1
k
∏
p=1
1
∑pq=1 jq
(ρ jk ∧ · · · ∧ ρ j1)yη. (4.16)
Then qσ(η) = Tdσ(X/Y)yη follows from Lemma 4.5 below.

Definition 4.4. For any k-partition l = n1 + n2 + · · ·+ nk of a postitive integer l into k positive
integers (k ≥ 1), let C(l, k; n1, · · · , nk) be the set of all k-compositions of l defining the given
partition, i.e., all ordered k-tuples of positive integers c = (c1, · · · , ck) which are permutations
of (n1, · · · , nk). In otherwords, a composition is an ordered sequence of positive integerswhich
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sum up to l, while for partition the order of the summands is ignored. We also denote by C(l, k)
the set of all k-compositions of l.
We set Cˆ(k− 1; n1, · · · , nk) to be the set of all (k− 1)-tuple cˆ obtained by erasing one of the
coordinates of some c ∈ C(l, k; n1, · · · , nk). Note that if two summands in a k-composition are
the same, erase either of them might give the same (k− 1)-composition.
For a k-tuple c = (c1, · · · ck) of positive integers, we set
R(c) =
k
∏
i=1
1
ci
, RS(c) =
k
∏
i=1
1
∑ij=1 c j
.
Lemma 4.5. Given any partition l = n1 + n2 + · · ·+ nk, we have the equality
∑
c∈C(l,k;n1,··· ,nk)
k
∏
i=1
1
∑ij=1 c j
=
1
k! ∑
c∈C(l,k;n1,··· ,nk)
k
∏
i=1
1
ci
. (4.17)
Proof. We argue by induction on k. The k = 1 case is trivial. Suppose the equality holds for for
some k ∈ Z+ and any k-partition of any l ∈ Z+, we want to prove it for k+ 1. Suppose l = n1 +
· · ·+ nk+1 is a (k+ 1)-partition of l. Then for any c = (c1, · · · , ck+1) ∈ C(l, k+ 1; n1, · · · , nk+1),
k+1
∏
i=1
1
ci
=
1
l
·
c1 + c2 + · · ·+ ck+1
c1c2 · · · ck+1
=
1
l
k+1
∑
p=1
1
c1 · · · cˆp · · · ck+1
, (4.18)
hence
1
(k+ 1)! ∑
c∈C(l,k+1;n1,··· ,nk+1)
k+1
∏
i=1
1
ci
=
1
(k+ 1)! ∑
c∈C(l,k+1;n1,··· ,nk+1)
1
l
k+1
∑
p=1
1
c1 · · · cˆp · · · ck+1
=
1
l
·
1
(k+ 1)!
· (k+ 1) ∑
cˆ∈Cˆ(k;n1,··· ,nk+1)
R(cˆ),
=
1
l ∑
cˆ∈Cˆ(k;n1,··· ,nk+1)
RS(cˆ)
= ∑
c∈C(l,k+1;n1,··· ,nk+1)
RS(c)
(4.19)
where the factor k+ 1 in the third line appears because any erased ni in the partition can put
in k + 1-different positions to recover a (k + 1)-composition. The last second equality is by
induction hypothesis for k-compositions. 
5. GEOMETRIC MEANING OF THE CLASSES γσ AND Tdσ(X/Y)
In this section we give interpretations of γσ and Tdσ(X/Y) as certain obstruction classes.
Recall we have a closed embedding i : X →֒ Y and a holomorphic splittingσ of the short exact
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sequence (2.17). σ is equivalent to a retraction pσ : X
(1)
Y → X from the first-order neighborhood
X(1)Y of X to X, such that pσ ◦ i = IdX. Hence we have the pullback vector bundle p
∗
σN
∨ over
X(1)Y (i.e., a locally free sheaf over OX(1)Y
on X), which is an extension of the conormal bundle N∨,
i.e., i∗(p∗σN
∨) ≃ N∨.
Proposition 5.1. p∗σN
∨ can be extended to a holomorphic vector bundle N
∨
over the second-order
formal neighborhood X(2)Y , if and only if the class γσ vanishes.
Proof. With the chosenσ , the ∂-derivation on the Dolbeault dgaA•(X(2)Y ) ≃ A
0,•
X (S
≤2N∨) of the
second order formal neighborhood X(2)Y is of the form
D
(2) = ∂ + R˜⊥2 + R˜⊤2 ◦ ∂, (5.1)
where ∂ is the (1, 0)-part of the de Rham differential on X. The Dolbeault complex of p∗σN∨
over X(1)Y is isomorphic toA
0,•
X (S
≤1N∨⊗ N∨) with the usual ∂-connection induced by the holo-
morphic structure of N∨. Any extension N
∨
of p∗σN
∨ over X(2)Y is equvalent to a ∂-connection
on the complex A•(N
∨
) = A0,•X (S
≤2N∨ ⊗ N∨) compatible withD(2) of the form
D
N
∨ = ∂ + R⊤2 ◦ ∇⊥ + C, (5.2)
where C ∈ A0,1X (Hom(N
∨, S2N∨⊗N∨)) = A0,1X (S
2N∨⊗End(N∨)) (cf. (3.7)). The integrability
condtion (D
N
∨)2 = 0 is hence equivalent to the equality
R⊤2 ◦ RN + ∂C = 0,
i.e., γσ = [R⊤2 ◦ RN] = 0.

The following result gives a geometric interpretation of the class [R⊥2 ] ∈ H
1(X, S2N∨ ⊗ N)
and strengthens Theorem 1.3 of [Gri14].
Proposition 5.2. Suppose that γσ vanishes. Then the class [R⊥2 ] vanishes if and only if for any vector
bundle N
∨
over X(2)Y extending p
∗
σN
∨ over X(1)Y , its dual N admits a holomorphic section vanishing
exactly on X and being transverse to the zero section. In this case Tdσ(X/Y) = 1.
Proof. The Dolbeaut complex A•(N) of N over X(2)Y can be identified with the complex
A0,•X (S
≤2N∨ ⊗ N) ≃ Hom(A•(N
∨
),A•(X(2)Y )).
By Eq. (5.1) and (5.2) in the proof of Prop. 5.1, the corresponding ∂-connection of N can be
written as
DN(φ) = D
(2) ◦φ− (−1)|φ|φ ◦ D
N
∨ (5.3)
forφ ∈ Hom(A•(N
∨
),A•(X(2)Y )). Hence
DN = ∂ + R˜⊥2 + R⊤2 ◦ ∇⊥ ± C, (5.4)
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where R˜⊤2 acts on the S
≤2N∨-part of A•(N) = A0,•X (S
≤2N∨ ⊗ N), C is regarded as an element
of A0,1X (S
2N∨ ⊗ End(N)) we also use the same notion for the connection on N induced by ∇⊥
on N∨.
Now given a section v ∈ A0,0(N) = A0,0X (S
≤2N∨ ⊗ N), we can write it as v = v0 + v1 + v2,
such that vi ∈ A
0,0
X (S
iN∨ ⊗ N), i = 0, 1, 2. v vanishes over X if and only if its component
v0 in A
0,0
X (S
0N∨ ⊗ N) is zero. It is transverse to X if and only if v1 ∈ A
0,0
X (S
1N∨ ⊗ N) =
A0,0X (End(N
∨)) is invertible. Such v is holomorphic, i.e., DN(v) = 0, if and only if ∂v1 = 0 and
R⊥2 ◦ v1 + ∂v2 = 0 by (5.4), which is equivalent to R⊥2 = −(∂v2) ◦ v−11 = −∂(v2 ◦ v−11 ) since
∂v1 = 0. So we have shown that if such v exists, [R⊥2 ] = 0.
Conversely, assume [R⊥2 ] = 0, it suffices to set v0 = 0, v1 = Id ∈ A
0,0
X (End(N
∨)) ⊂
A0,0X (S
≤2N∨ ⊗ N) = A0(N) and choose v2 such that ∂v2 = −R⊥2 .

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