Abstract-In 1973, Gallager proved that the random-coding bound is exponentially tight for the random code ensemble at all rates, even below expurgation. This result explained that the random-coding exponent does not achieve the expurgation exponent due to the properties of the random ensemble, irrespective of the utilized bounding technique. It has been conjectured that this same behavior holds true for a random ensemble of linear codes. This conjecture is proved in this paper. In addition, it is shown that this property extends to Poltyrev's random-coding exponent for a random ensemble of lattices.
I. INTRODUCTION
T HE ERROR exponent, for a particular channel (see Figure 1) , is a function describing the exponential decay rate (with increasing block length) of the maximumlikelihood decoding error probability, for any communication rate R below the capacity C. The random-coding exponent is constructed [1] by upper bounding the average of a maximum-likelihood decoder's error probability over a random ensemble of codes, and considering its exponential decay rate. In general, the randon-coding exponent has two distinct regions, separated by the critical rate R cr :
1) The straight line region: 0 < R < R cr 2) The sphere packing region: R cr ≤ R < C The random-coding exponent is tight in the second region. This is easily shown via its equality to the sphere packing exponent, which is the exponential decay rate of a lower bound on the error probability in that region [1] . In the first region, there exists an expurgation rate 0 < R ex < R cr , such that through expurgation of "bad" codewords, an exponent better than the random-coding exponent is achievable for any rate 0 < R < R ex [1] . Naturally, this gives rise to the question, "Why is the random-coding exponent not tight in the region 0 < R < R cr ? Is it due to the poor performance of the random ensemble at low rates, or perhaps is it due to the upper bounding technique used for its construction?". The question is answered in Gallager's 1973 paper [2] , where a lower bound on the average error probability of the random ensemble is shown, whose exponential rate coincides with the random-coding exponent at all rates. Evidently, the randomcoding exponent at low rates is not tight due to the poor performance of the random ensemble rather than a poor bounding technique. The random-coding exponent, shown for random codes, applies for random linear codes as well. 1 This comes from the fact that the derivation of the error probability upper bound requires only pairwise independence between codewords, a property shared by both ensembles. However, extending Gallager's lower bound at low rates, for the random linear ensemble, is left a challenge, since it requires triple-wise independence between codewords, a property unmet by the random linear ensemble. Nonetheless, it has been conjectured that the random-coding exponent is tight for the random linear ensemble, at low rates [3] , [4] . This paper rigorously proves this conjecture using a new lower bound exponent. Construction of the new exponent is accomplished by determining the exact distribution of codewords conditioned on other codewords for the random linear ensemble, and utilizing de-Caen's lower bound on the probability of a union of events [5] . 2 Poltyrev's random-coding exponent for unbounded lattices is an exponential upper bound on the average error probability of maximum-likelihood decoding of a lattice point transmitted over an Additive White Gaussian Noise (AWGN) channel, where the average is taken over a uniformly distributed 3 set of lattices. To show exponential tightness, our lower bound exponent is extended to the lattice case, by constructing a random lattice ensemble from the random linear ensemble. This, as turns out, is more complicated than extending the achievability bound to the lattice case (i.e. Loeliger's ensemble [7] ), requiring stringent conditions on the order of the limits in the construction.
The paper is organized as follows: Section II revisits Gallager's proof for the random ensemble. Section III defines the linear random ensemble and establishes its codeword distribution, conditioned on the other codewords. Section IV uses the results of Section III to construct the new lower bound leading to Theorem 2 which states the tightness of the random-coding exponent for the random linear ensemble. Section V continues with the lattice extension, ending with Theorem 3 which states the tightness of the lattice random-coding exponent for the random lattice ensemble. Finally, section VI ends the paper with some concluding remarks.
II. GALLAGER's RANDOM ENSEMBLE REVISITED
Let us begin by revisiting Gallager's proof for the random code ensemble using the same terminology and mostly following the same steps as the original. The differences in the case of the random linear ensemble are highlighted in the next section. The reader is assumed to be familiar with [1] and [2] .
The random ensemble is a collection of all codes, such that each code consists of M = q K codewords, where each codeword is a q-ary N-tuple, drawn independently from the others, and K < N. The ensemble's average error probability upon transmission of a codeword, corresponding to the m'th message where m ∈ [0, M − 1], can be expressed as
where x m is the transmitted codeword (corresponding to the m'th message), y is the corresponding channel observation, Q N (x m ) is the a-priori probability for transmitting x m , P N (y|x m ) is the channel transfer probability, and Pr(err or |m, x m , y) is the probability that upon transmission of x m and reception of y, the decoder decodes x m with m = m, (the probability stems from averaging over the ensemble, since x m is drawn independently from x m ). Maximum-likelihood decoding is implicity assumed throughout the paper. Suppose x is transmitted and y received, and let A(x, y) be the set of all possible channel inputs x that are more likely to be decoded than x, thus,
Define σ (x , x, y) to be the characteristic function of A(x, y), i.e.
3 The notion of uniformity for the lattice ensemble is clarified in the paper body.
Let A m (x m , y) be the event that for a specific index m = m, x m is such as to cause an error for x m transmitted and y received; thus 4 A m (x m , y) = {x m ∈ A(x = x m , y)}.
The error probability Pr(err or |m, x m , y) can now be expressed as the probability (w.r.t Q N (x m )) of the union of all error events (4),
The expression (5) can be bounded as follows: Upper bound using the union bound,
and lower bound using the Bonferroni inequality [5] ,
In order to highlight the differences from the random linear ensemble, let us proceed in a slightly more detailed fashion than perhaps required. Using (3), Pr(A m (x m , y)) can be expressed as
where Q N (x m |x m ) is the probability of the codeword x m conditioned on x m . Pr(A m (x m , y) ∩ A m (x m , y)) can be similarly expressed as (9) where Q N (x m , x m |x m ) is the probability of the codewords x m and x m conditioned on x m . Since the random ensemble's codewords are uniformly and independently distributed
Temporarily suppressing the dependence on x m and y, let us define
Plugging (8), (9) , and (10) into (6) and (7), while using the definition from (11), yields the following bounds on Pr(err or |m, x m , y), for the random ensemble: 4 Gallager defined A m (x m , y) equivalently as
The second term in the left-hand-side of (12) can be replaced with
, and when (M − 1)α < 1 the lower bound is only weakened, thus
where 1 ≤ ρ ≤ 2. Gallager uses (13) to show that the upper and lower bounds are asymptotically exponentially equal. The purpose of this paper is to show that a bounding similar to (13) is applicable for the random linear ensemble. 5 
III. THE RANDOM LINEAR ENSEMBLE
The conditional codeword distribution for the random linear ensemble is unfortunately not as simple as (10) . This section defines the random linear ensemble and calculates its conditional codeword distribution.
A. Definition
Denote by F q the finite field with q-ary elements and denote by F n q its n-dimensional vector extension. All vector operations are performed with the usual element-wise scalar mod-q. It is implicitly assumed that all operations hereafter are with regards to this finite vector field.
Define a linear block code
More specifically, C is defined as the collection of all codewords resulting from the linear mapping
where G and v are some K × N matrix and 1 × N vector of q-ary coefficients, respectively. To simplify the notations, all vectors are assumed to be row vectors, throughout the paper.
Define the ensemble of all linear block codes of rate R = K N as the collection of all codes (14) with the elements of G and v uniformly distributed and independent from each other. Unless otherwise indicated, all future distributions are calculated over the random linear ensemble, which is conveniently referred to as the linear ensemble. For consistency with Gallager's terminology, a codeword x m of index m is implicity assumed to result from the transformation x m = u m G + v where u m is the q-ary representation of the index m.
B. The Pairwise Conditional Codeword Distribution
This section presents a simple analysis of the codeword distribution conditioned on a single other codeword, as a preview to the next section which provides a theorem outlining the general case. Due to linearity, Q N (x m |x m 1 ) can be manipulated as follows:
e.û is never zero). The last equality is due to G being independent of v. Finally, for any legal value ofû, Pr(x =ûG) is uniformly distributed due to the randomness of G, thus
Equation (16) is commonly referred to as the pairwise independence of the linear ensemble. This property is key in upper bounding the linear ensemble's error probability, using the random-coding bound [1] .
C. The Generalized Conditional Codeword Distribution
Begin by defining a new operator to simplify the presentation. 
where L is any linear transformation such that
to be a set of indexes such that the vectors in the set {û j 1 , . . . ,û j t } are all linearly independent and span(û j 1 , . . . ,û j t ) =Ŝ u (in other words, {û j 1 , . . . ,û j t } is the largest linearly independent subset of {û 1 , . . . ,û k−1 }). With that, some of the conditions in (21) can possibly be removed so that
Due to linearity, the right-hand-side of (22) can be rewritten as
where u j i is defined as an all zeros vector with a single 1 at
. . .
and G is a uniformly distributed (K − t) × N matrix of q-ary coefficients. The transformation in (23) can be achieved by
With the transformation, it is obvious that the conditioning in the righthand-side of (23) can be changed to
There are two cases for Pr(x = u G| u j 1 , . . . , u j t ), depending on the value of u, or more specifically its K − t rightmost elements u t +1:K : When u t +1:K = 0 (û / ∈Ŝ u and therefore u m / ∈ S u ), then
When u t +1:K = 0 (û ∈Ŝ u and therefore u m ∈ S u ), then
whereL is the unique linear transformation such that
The transformation L can be taken as
Plugging (26) and (27) into (22) completes the proof.
IV. BOUNDING P e,m FOR THE LINEAR ENSEMBLE
Let us use the results of the previous section, to repeat Gallager's analysis for the linear ensemble.
Before proceeding, let us make a general clarification regarding the linear ensemble. Due to its linear structure, the ensemble's codeword distribution is uniform. As such, it can only achieve the error exponent of channels whose exponent is maximized by a uniform input distribution. Denote by U the class of all channels obeying the above. It is assumed hereafter that all channels considered belong to U. 6 
A. The Pairwise Intersection of Error Events
Begin by noting from (16) that the distribution of a codeword conditioned on a single other codeword is identical for the random and linear ensembles. Then from (11) we can say that also for the linear ensemble
Unlike before, the distribution of a codeword conditioned on two other codewords differs for the random and linear ensembles, so that the probability of the intersection of two error events is also different. 
When u m ∈ span * {u m , u m },
where α Pr (A m (x m , y) ). Note that |span * {u m , u m }| = q. Proof: Begin by manipulating (9) as follows:
where the second equality is due to Bayes' Law and the third is due to (16). We continue by analysing two cases:
When u m ∈ span * {u m , u m } then by (19)
Plugging (35) 
B. Bounding the Union of Error Events
Attempting to use (7) to lower bound the union of error events, as was done for the random ensemble, results in a term which is always negative leading to a useless bound, (excluding the case when q = 2, which behaves exactly like the random ensemble). The following lemma provides a useful bound by utilizing de-Caen's lower bound on the probability of a union of events [5] instead.
Lemma 2: Let x m be some codeword from the linear ensemble such that q K > 2 (corresponding to message vector u m ), let y be some channel output, and let ρ be a constant such that ρ ≥ 1, then the ensemble average of the probability of the union of all pairwise error events m = m can be upper and lower bounded as
where α Pr(A m (x m , y)). Proof: In our settings, de-Caen's lower bound on the probability of a union of events can be expressed as .
Beginning with the denominator of (40)
where the inequality is achieved by breaking up the q K − 2 sum indexes (m = m, m ) into two groups based on whether u m ∈ span * (u m , u m ) or not, and then using (31) and (32). Plugging (41) into (40) results in
.
We continue to analyze the last inequality of (42) for two cases:
for any constant ρ ≥ 1. When (q K − 1)α ≥ 1, the last inequality of (43) is always negative and is thus a trivial lower bound. Finally, plugging (43) back into (42) for the lower bound and using the union bound as the upper bound, while replacing q K with M, we arrive at (38), which can be regarded as the linear ensemble alternative to (13) .
C. Bounding P e,m Theorem 2: Let P e,m (N) be the linear ensemble's average error probability upon transmission of a codeword corresponding to the m'th message, where m ∈ [0, M −1], over a channel from the class U. Then, P e,m (N) is independent of m, and for any R
where N, R, C and E r (R) are the code's dimension, rate, the channel's capacity, and Gallager's random-coding error exponent [1] , respectively. Proof: Using (38) and (5), (1) can be bounded as follows:
where
and ρ ≥ 1. 7 In order to complete the proof, we need to show that the left-hand-side of (45) can be equated as
where . = implies asymptotic exponential equality in N, and where the dependence on N is suppressed. Firstly note that when ρ is constrained to ρ > 0, P 2 is Gallager's sphere packing bound [1] . As such there exists a critical rate R cr , such that P 2 is maximized by some ρ > 1 for all R < R cr . This immediately implies that for those rates P 2 goes to zero with a larger exponent in N than P 1 , thus
The remainder is simple since
thus
R cr defined above is exactly the critical rate of the channel. As such, it is well known that the random-coding exponent E r (R) is tight for rates R ≥ R cr [1] . For rates R < R cr , E r (R) is given by
and its tightness is thus implied by the correctness of (47).
V. EXTENSION FOR LATTICES
We proceed to show that our results extend for a random ensemble of unbounded lattices. Specifically, let us show that Poltyrev's random-coding exponent for lattices [8] is tight for Loeliger's ensemble [7] , below the critical Normalized-LogDensity (NLD) δ cr . 8 
A. The Channel
Our proof is constructed for the additive noise channel
where y is the channel output, x is the channel input, and z is the AWGN independent of x. In order to simplify the notation, the pdf of z is denoted by f (z) rather than explicitly. 9 
B. Loeliger's Ensemble
A lattice in Loeliger's ensemble is constructed by taking a linear (N, K , q) code as defined in (14) with v = 0, scaling it by a constant β per dimension, and tiling R N with it by construction-A [9] (i.e. = {λ : λ mod (βq) N ∈ C β } where C β is the scaled code). The constant β is selected such that the lattice density γ is constant, thus,
Loeliger's ensemble for some selection of (N, K , q, γ ) is a uniformly distributed set of lattices, constructed by extending the codes of the (N, K , q, v = 0) linear ensemble to lattices, as discussed above. Finally define Loeliger's asymptotic ensemble for some selection of (N, K , γ ) as the limit of Loeliger's (N, K , q, γ ) ensemble for q → ∞. Specifically, our proof is constructed for Loeliger's asymptotic ensemble.
C. Poltyrev's Random-Coding Exponent
A widely accepted framework for lattice codes' error analysis is commonly referred to as Poltyrev's setting [8] . In Poltyrev's setting the code's shaping region, defined as the finite subset of the otherwise infinite set of lattice points, is ignored, and the lattice structure is analyzed for its coding (soft packing) properties only. Consequently, the usual rate variable R is infinite and replaced by the NLD, δ = log(γ ) N . The average error probability for a uniformly distributed 10 ensemble of lattices transmitted over an AWGN channel with noise variance σ 2 , can be expressed in the following exponential form [8] , [10] 
where o(1) goes to zero asymptotically with N.
D. The Bounding Method
The error probability for our channel (52) can be trivially bounded as
Pr(e, z ≤ r ) ≤ P e,m ≤ Pr(e, z ≤ r ) + Pr( z > r ) (58) where e is the maximum-likelihood decoding error event, and r is an optimization parameter. Due to the code's linearity and the additive noise's independence, we can assume, with no loss of generality, that index m = 0 (i.e. λ = λ 0 ) is transmitted and analyze P e,m=0 . The leftmost term in the above inequality can then be expressed as
where e λ is the event that Pr(λ|y, m = 0) ≥ Pr(λ 0 |y, m = 0). The right-hand-side of (59) can be upper bounded by the union-bound as
Plugging the union-bound into the right-hand-side of (58) and optimizing for r results in
where r * is selected to minimize the expression. Plugging r * into the left-hand-side of (58) results in
The goal of our proof is to show that for NLDs δ : δ < δ cr the upper (61) and lower (62) bounds asymptotically exponentially coincide. Most of our development focuses on the analysis of the expression
which we refer to as the union of error events.
E. Analysis of the Lattice Ensemble via a Linear Ensemble
The first step is to set the alphabet size q of the ensemble to be large enough, such that all lattice points, relevant to the noise region governed by z ≤ r * , are contained in a single code cube centered at the origin. This, as is clarified shortly, enables analyzing the lattice ensemble using tools previously designed for the linear ensemble. For a start, consider a specific lattice, and examine the expression
For our channel the probability of the pairwise error event e λ is non-zero only for lattice points λ : λ ∈ Ball(z, z ), where Ball(z, z ) is a Euclidean ball of radius z centered at z. This together with z ≤ r * , zeroes the probability of the pairwise error event for any lattice point with norm λ > 2r * . The condition on q that forces all lattice points λ : λ ≤ 2r * to be contained in a single code cube centered at the origin 11 is 11 The Voronoi cell of the lattice is always contained in the centered code cube. See [13] . A two dimensional illustration of the re-mapping from the fundamental code cube to the centered code cube.
The construction-A of Loeliger's ensemble completely tiles the N-dimensional space with non-overlapping copies of the fundamental linear code. Before scaling by β, the fundamental linear code is contained in the [0, q − 1] N cube. Clearly, the construction does not consist of a centered code cube. One method to describe the centered code cube is by the following one-to-one re-mapping operation: Take a lattice point from the fundamental code cube and subtract q from its dimensions that exceed q 2 . This re-mapping produces a one-to-one mapping from any message index m ∈ [0, M − 1] to its corresponding codeword in the centered code cube. A two dimensional illustration of the index re-mapping is depicted in Figure 2 .
With q obeying (65), we can say that
where λ m corresponds to the codewords of the centered code cube.
Let us now switch back to the ensemble (rather than a specific lattice). One should note, that mapping the lattice points belonging to the centered code cube to the indexes m , enables analyzing them as the codewords of the underling linear code. As such, one can say that they are distributed according to Theorem 1 for the case where v = 0 and m = 0. The distribution of lattice-point λ m conditioned on λ 0 is thus
The distribution of lattice-point λ m conditioned on λ m and λ 0 is
when u m / ∈ span(u m ), and
when u m ∈ span(u m ), where L is any linear transformation such that u m = L(u m ). One should note, that both span(·) and L(·) are taken with respect to F N q . 
F. Bounding the Union of Error Events
From Lemma 1, the probability of the intersection of two error events, conditioned on z is
when u m ∈ span(u m ). Using (66), the error union probability (63) can be restated as
where f (z) is the pdf of z. The internal probability term of the right-hand-side of (75) can be upper bounded by the union bound as
and lower bounded by the de-Caen inequality as
where the first inequality follows from (42), and the second follows from the definition of r * (61) since (M − 1)α ≤ 1 for any z : z ≤ r * . 12 Finally, plugging the above back into (75) completes the proof. 
G. Bounding P e,m=0
and let P e,m=0 (N) be the ensemble's average error probability upon transmission of the zero'th lattice point over an AWGN channel. Then, P e,m=0 (N) is independent of m, and for any
where δ, δ * , and E r (δ) are the NLD, the maximum achievable NLD, and Plotyrev's random-coding error exponent [8] , respectively. Proof: Similarly to the treatment of linear codes, note from (58) and (70) that P e,m=0 can be bounded as follows:
Recall that asymptotically in q (for any N > 1) [7] , [10]
where δ is the lattice's NLD (i.e. γ = e Nδ ),
is the volume of an N-dimensional unit sphere, and f z (ρ) is the pdf of the noise magnitude z . In order to complete the proof, we need to show that the left and right-hand-sides of (80) can be exponentially equated in a similar fashion to the linear ensemble case, P 1 q
where . = implies asymptotic equality, simultaneously approached in q and N, and where the dependence on q and N is suppressed. Increasing q is required for the ensemble to be sufficiently dense, such that (82) holds, while increasing N is necessary for the exponent. Due to the ensemble's construction, it is necessary to define the relationship between q, K , and N. Let us begin by defining a relationship and end by showing that such a relationship suffices to achieve (83). Restrict the ratio between K and N to be approximately constant. One way to achieve this is by selecting
where R is constant, and · denotes the nearest-integer ceil operator. An asymptotic lower bound on q can be found by plugging (82) into (65) log(q) > N K log(4) − K −1 log(V N ).
Using K as defined by (84), the right-hand-side of (85) 
From (88) and the upper bound set in (87)
asymptotically in N. Furthermore, it is known that for NLDs below δ cr , P 2 goes to zero with a larger exponent in N than P 1 [8] , [10] so that
This shows that for NLDs δ : δ < δ cr , Poltyrev's randomcoding bound is exponentially tight for Loeliger's asymptotic ensemble. This, together with the tightness of the Poltyrev's random-coding bound for NLDs δ : δ ≥ δ cr [8] , leads to the conclusion that Poltyrev's random-coding bound is exponentially tight for Loeliger's asymptotic ensemble at all NLDs. Plugging the Guassian pdf for f (z) and simplifying the expression P 1 + P 2 (asymptotically in q and N, see [10] ) completes the proof. 13 Proving the existence of lattices that are simultaneously good for both coding and quantization, by similar constructions, leads to similar requirements on the order of the limits [14] .
VI. CONCLUDING REMARKS
The tightness of the random-coding exponent over the random linear ensemble has long been conjectured. The main contribution made by this paper is a rigorous proof showing that this conjecture is indeed true. An extension of the proof to the random lattice ensemble is also shown. A secondary, but perhaps significant, contribution is the explicit distribution of codewords conditioned on other codewords for the random linear ensemble, which may prove useful elsewhere.
