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LOCALIZATION LENGTHS AND BOLTZMANN LIMIT FOR THE
ANDERSON MODEL AT SMALL DISORDERS IN DIMENSION 3
THOMAS CHEN
Abstract. We prove lower bounds on the localization length of eigenfunctions in the three-
dimensional Anderson model at weak disorders. Our results are similar to those obtained by
Schlag, Shubin and Wolff, [8], for dimensions one and two. We prove that with probability
one, most eigenfunctions have localization lengths bounded from below by O( λ
−2
log 1
λ
), where
λ is the disorder strength. This is achieved by time-dependent methods which generalize
those developed by Erdo¨s and Yau [3] to the lattice and non-Gaussian case. In addition, we
show that the macroscopic limit of the corresponding lattice random Schro¨dinger dynamics
is governed by a linear Boltzmann equation.
1. Introduction
The Anderson model in dimension d is defined by the discrete random Schro¨dinger
operator
(Hωψ)(x) = −1
2
(∆ψ)(x) + λω(x)ψ(x) ,
acting on ℓ2(Zd), where λ is a small coupling constant, accounting for the strength of the
disorder.
(∆ψ)(x) := 2dψ(x)−
∑
|x−y|=1
ψ(y)
is the nearest neighbor lattice Laplacian, and ω(x) shall, for x ∈ Zd, be bounded, i.i.d.
random variables. In the present paper, we study the case d = 3, and prove that with
probability one, most eigenfunctions of Hω have localization lengths bounded from below by
O( λ
−2
log 1
λ
). In contrast to d = 1, 2, we note that there are no restrictions on the energy range
for the validity of this result. Furthermore, we derive the macroscopic limit of the quantum
dynamics in this system, and prove that it is governed by the linear Boltzmann equations.
The present paper is closely related to work of L. Erdo¨s and H.-T. Yau, [3], in which the
weak coupling and hydrodynamic limit has been derived for a random Schro¨dinger equation
in the continuum Rd, d = 2, 3, for a Gaussian random potential. For macroscopic time and
space variables (T,X), microscopic variables (t, x), and the scaling (X, T ) = λ2(x, t), where
λ is the coupling constant in the continuum analogue of Hω, these authors established in the
limit λ→ 0 that the macroscopic dynamics is governed by a linear Boltzmann equation, and
thus ballistic, globally in T > 0. We note that the corresponding local in T > 0 result was
first proved by H. Spohn [9]. For a time scale larger than O(λ−2), L. Erdo¨s, M. Salmhofer
and H.-T. Yau have very recently succeeded in establishing that the macroscopic dynamics
in d = 3 is determined by a diffusion equation, [4].
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The problem addressed in the present paper is, on the other hand, closely related to
recent work of W. Schlag, C. Shubin and T. Wolff, [8]. Based on techniques of harmonic
analysis, it was established in [8] for the Anderson model at small disorders in d = 1, 2
that with probability one, most eigenstates are in frequency space concentrated on shells of
thickness ≤ λ2 in d = 1, and ≤ λ2−δ in d = 2. The eigenenergies are required to be bounded
away from the edges of the spectrum of −1
2
∆Zd , and in d = 2, also away from its center. By
the uncertainty principle, this implies lower bounds of order O(λ−2) in d = 1, and O(λ−2+δ)
in d = 2, on the localization lengths in position space. Closely related to their work are the
papers [5, 6] by J. Magnen, G. Poirot, V. Rivasseau, and [7] by G. Poirot, which address
properties of the Greens functions associated to Hω.
The proof the main results in the present paper uses an extension of the time-dependent
techniques of L. Erdo¨s and H.-T. Yau in [3] to the lattice, and to non-Gaussian random
potentials. Higher correlations, which are now abundant, are shown to have an insignificant
effect, hence the character of our results does not differ from that obtained in the Gaussian
case. Furthermore, bounds on the amplitudes of certain Feynman diagrams of ”crossing”
structure are much harder to obtain in the lattice than in the continuum model, due to the
significantly more complicated geometry of energy level surfaces. We have adapted part of
our notation and nomenclature to [3], in order to facilitate the referencing of results.
The link between the lower bounds on the localization lengths of eigenfunctions, and
the Schro¨dinger dynamics generated by Hω is a joint result with L. Erdo¨s and H.-T. Yau
included in this paper. The author is deeply grateful to them for their support and generosity.
2. Definition of the model and statement of the main theorem
We consider the discrete random Schro¨dinger operator
Hω = −1
2
∆ + λVω(1)
acting on ψ ∈ ℓ2(Z3). The impurity potential is given by
Vω(x) =
∑
y∈Z3
ωyδ(x− y) ,(2)
where ωy are bounded, independent, identically distributed random variables, of mean 0, and
normalized variance. For each x ∈ Z3, ωx is a random variable on a single site probability
space (J, F, µ), where J is a Borel subset of R with |J | := supω,ω′∈J |ω − ω′| < ∞, F is the
σ-algebra of Borel subsets of J , and µ is a probability measure on F . Vω is a random field
over Z3 realized on the probability space (Ω,F ,P), with Ω = ×Z3J , where F is the σ-algebra
generated by the cylinder sets induced by F , and the probability measure P is given by ×Z3µ.
For simplicity, we assume µ to be even, µ(I) = µ(−I), for all I ∈ F . Then, E[ω2m+1x ] = 0
∀x ∈ Z3, ∀m ≥ 0. This reduces some of the notation in our analysis, but for our methods
to apply, only E[ωx] = 0 is necessary. Clearly, E[ω
2m
x ] < |J |2m for all m, but we shall here
use the moment bounds
E[ω2mx ] =: c˜2m ≤ (2m)! cV , c˜2 = 1 , ∀x ∈ Z3 , ∀m ≥ 1 ,(3)
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for a constant cV <∞ which is independent of m and |J |. This allows for a generalization of
our results to cases of unbounded random variables, which we expect to be straightforward.
We shall here not further discuss the latter issue.
We use the convention
fˆ(k) ≡ F(f)(k) =
∑
x∈Z3
e−2πik·xf(x)
gˇ(x) ≡ F−1(g)(x) =
∫
T3
dk g(k)e2πik·x(4)
for the Fourier transform and its inverse. Then,
(∆f )ˆ (k) = − 2 e∆(k)fˆ(k) ,
e∆(k) :=
3∑
i=1
(
1− cos(2πki)
)
= 2
3∑
i=1
sin2(πki)(5)
is the expression for the kinetic energy in frequency space.
Let L≫ λ−2, and ΛL := [−L, L]3 ∩ Z3. For m ∈ N0 and ℓ ∈ R with m ≤ ℓ≪ L, let
hℓ(m) :=


1 if 0 ≤ m ≤ ⌊ℓ⌋
2
2− 2m
⌊ℓ⌋
if ⌊ℓ⌋
2
< m ≤ ⌊ℓ⌋
0 otherwise
Kℓ(x) :=
3∏
j=1
hℓ(|xj |)
Rx,δ,ℓ(y) := Kℓ(x− y)−Kδℓ(x− y) .(6)
We remark that Kˆℓ is a product of differences of Feje´r kernels, and that for x ∈ ΛL and
δ > 0, Rx,δ,ℓ(y) is an approximate characteristic function supported on a cubical shell of side
length 2ℓ centered at x, and thickness (1− δ)ℓ.
The author thanks H.-T. Yau and L. Erdo¨s for the following observation, which is the
key to linking the localization length of eigenvectors to the dynamics generated by Hω. For
a fixed realization of the random potential, let {ψ(L)α } denote an orthonormal basis in ℓ2(ΛL)
of eigenfunctions of Hω restricted to ΛL,
(Hω − e(L)α )ψ(L)α = 0 on ΛL and
ψ(L)α = 0 on ∂ΛL := ΛL+1 \ ΛL ,(7)
for
α ∈ AL := {1, . . . , |ΛL|}
e(L)α ∈ R .(8)
For ε small, let
A
(ω)
L,ε,δ,ℓ :=
{
α
∣∣ ∑
x∈ΛL
|ψ(L)α (x)|
∥∥Rx,δ,ℓψ(L)α ∥∥ℓ2(ΛL) < ε } ⊂ AL .(9)
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Then, {ψ(L)α }α∈A(ω)L,ε,δ,ℓ contains the class of exponentially localized eigenstates concentrated
in balls of radius O( δℓ
log ℓ
) or smaller, where we emphasize that δ is independent of ℓ. The
additional factor log ℓ in the denominator compensates a volume factor O(ℓ3/2), which arises
due to the fact that |ψ(L)α (x)| appears only linearly, and not quadratically in the sum. Our
main result is the following theorem.
Theorem 2.1. Assume L ≫ λ−2, and that {ψ(L)α } is an orthonormal Hω-eigenbasis in
ℓ2(ΛL), satisfying ( 7) with α ∈ AL, and e(L)α ∈ R. Then, for λ 1415 < δ < 1 and εδ := δ 37 ,
E
[ |AL \ A(ω)L,εδ,δ,λ−2|
|AL|
]
≥ 1− Cδ 314 − Cλ−2L−1 ,
for finite constants C that are uniform in L, δ, λ. Furthermore,
P
[
lim inf
L→∞
|AL \ A(ω)L,εδ,δ,λ−2|
|AL| ≥ 1− Cδ
3
14
]
= 1
for λ > 0 sufficiently small, and a finite constant C that is uniform in λ and δ.
We note that in contrast to the results for dimension d = 1, 2 established in [8], there
is no restriction in dimension 3 on the range of values of e
(L)
α . Furthermore, we emphasize
that the correction to the lower bound of order O(λ−2) on the localization length is only
logarithmic, while the bound obtained in [8] for d = 2 is of order O(λ−2+ε), for any arbitrary
ε > 0.
3. Proof of the main theorem
Key to Theorem 2.1 is the following lemma, which establishes a link between the
localization length of eigenvectors of Hω and the dynamics generated by Hω.
Lemma 3.1. (Joint with L. Erdo¨s and H.-T. Yau) Let {ψ(L)α } denote an orthonormal basis
in ℓ2(ΛL), consisting of eigenvectors of Hω satisfying ( 7), and assume that 1 ≪ ℓ ≪ L.
Suppose that there exists t > 0, such that for all x ∈ Z3,
E
[∥∥Rx,δ,ℓe−itHωδx∥∥2ℓ2(Z3)
]
≥ 1− ε(10)
is satisfied for some ε = ε(δ, ℓ, t) > 0. Then,
E
[
|AL \ A(ω)L,ε,δ,ℓ|
|AL|
]
≥ 1− 2ε 12 − CℓL−1 ,
for a constant C which is independent of ℓ, L, ε.
Proof. We have
δx =
∑
α
aαxψ
(L)
α
aαx =
〈
δx , ψ
(L)
α
〉
= ψ
(L)
α (x) ,
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so that in particular,
‖δx‖2ℓ2(ΛL) =
∑
α∈AL
|aαx |2 = 1 .(11)
By the Schwarz inequality, we get
∥∥∥Rx,δ,ℓe−itHωδx∥∥∥2
ℓ2(ΛL)
≤ (1 + 1
η
)
∥∥∥Rx,δ,ℓe−itHω ∑
α∈A
(ω)
L,ε,δ,ℓ
aαxψ
(L)
α
∥∥∥2
ℓ2(ΛL)
+ (1 + η)
∥∥∥Rx,δ,ℓe−itHω ∑
α∈AL\A
(ω)
L,ε,δ,ℓ
aαxψ
(L)
α
∥∥∥2
ℓ2(ΛL)
.(12)
For the first term on the r.h.s., we find
∥∥∥Rx,δ,ℓe−itHω ∑
α∈A
(ω)
L,ε,δ,ℓ
aαxψ
(L)
α
∥∥∥2
ℓ2(ΛL)
≤
∥∥∥Rx,δ,ℓ ∑
α∈A
(ω)
L,ε,δ,ℓ
e−ite
(L)
α aαxψ
(L)
α
∥∥∥
ℓ2(ΛL)
≤
∑
α∈A
(ω)
L,ε,δ,ℓ
|ψ(L)α (x)|
∥∥Rx,δ,ℓψ(L)α ∥∥ℓ2(ΛL) ,(13)
using the a priori bound
∥∥∥Rx,δ,ℓe−itHω ∑
α∈A
(ω)
L,ε,δ,ℓ
aαxψ
(L)
α
∥∥∥2
ℓ2(ΛL)
≤
∥∥∥ ∑
α∈A
(ω)
L,ε,δ,ℓ
e−ite
(L)
α aαxψ
(L)
α
∥∥∥2
ℓ2(ΛL)
=
∑
α∈A
(ω)
L,ε,δ,ℓ
|aαx |2 ≤ 1 ,(14)
which follows from ‖Rx,δ,ℓ‖∞ = 1, orthonormality of {ψ(L)α }α∈AL on ℓ2(ΛL), and ( 11). For
the second term on the r.h.s. of ( 12), we likewise find
∥∥∥Rx,δ,ℓe−itHω ∑
α∈AL\A
(ω)
L,ε,δ,ℓ
aαxψ
(L)
α
∥∥∥2
ℓ2(ΛL)
≤
∥∥∥ ∑
α∈AL\A
(ω)
L,ε,δ,ℓ
e−ite
(L)
α aαxψ
(L)
α
∥∥∥2
ℓ2(ΛL)
=
∑
α∈AL\A
(ω)
L,ε,δ,ℓ
|aαx |2
=
∑
α∈AL\A
(ω)
L,ε,δ,ℓ
|ψ(L)α (x)|2 .(15)
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Averaging over x ∈ ΛL, we have
1
|ΛL|
∑
x∈ΛL
∥∥Rx,δ,ℓe−itHωδx∥∥2ℓ2(ΛL)
≤ (1 + η) 1|ΛL|
∑
α∈AL\A
(ω)
L,ε,δ,ℓ
∑
x∈ΛL
|ψ(L)α (x)|2
+ (1 +
1
η
)
1
|ΛL|
∑
α∈A
(ω)
L,ε,δ,ℓ
∑
x∈ΛL
|ψ(L)α (x)|
∥∥Rx,δ,ℓψ(L)α ∥∥ℓ2(ΛL)
≤ (1 + η) 1|ΛL|
∣∣AL \ A(ω)L,ε,δ,ℓ∣∣(16)
+ (1 +
1
η
)
1
|ΛL|
∑
α∈A
(ω)
L,ε,δ,ℓ
∑
x∈ΛL
|ψ(L)α (x)|
∥∥Rx,δ,ℓψ(L)α ∥∥ℓ2(ΛL) .
Let
S2ℓ,L :=
{
x
∣∣ inf
y∈∂ΛL
|x− y| ≤ 2ℓ}(17)
and Λ˜L := ΛL \ S2ℓ,L, such that Rx,δ,ℓ ∩ ∂ΛL = ∅ ∀x ∈ Λ˜L. Then,
1
|ΛL|
∑
x∈ΛL
∥∥Rx,δ,ℓe−itHωδx∥∥2ℓ2(ΛL)
=
1
|Λ˜L|
∑
x∈Λ˜L
∥∥Rx,δ,ℓe−itHωδx∥∥2ℓ2(Z3) +O(ℓL−1) ,(18)
by compactness of the support of Rx,δ,ℓ. By definition of A
(ω)
L,ε,δ,ℓ, the last term in ( 16) is
bounded by (1 + 1
η
)ε. Thus, recalling that |ΛL| = |AL|,
|AL \ A(ω)L,ε,δ,ℓ|
|AL| ≥
1
1 + η
1
|Λ˜L|
∑
x∈Λ˜L
∥∥Rx,δ,ℓe−itHωδx∥∥2ℓ2(Z3)
− 1 +
1
η
1 + η
ε− cℓL−1 .(19)
Taking expectations, using ( 10), and choosing η = ε
1
2 , the claim follows. 
Lemma 3.2. Under the same assumptions as in Lemma 3.1,
P
[
lim inf
L→∞
|AL \ A(ω)L,ε,δ,ℓ|
|AL| ≥ 1− 2ε
1
2
]
= 1 .(20)
Proof. We consider the family of translation operators τx : ωy 7→ ωx+y, for x ∈ Z3, which
acts ergodically on the probability space (Ω,F ,P), [1].
Let Uτx denote the unitary translation operator (Uτxφ)(y) = φ(x+ y) on ℓ
2(Z3). Then,
clearly,
U∗τxHωUτx = −
1
2
∆ + λVτ−xω = Hτ−xω(21)
with Vτxω(y) = Vω(x+ y), and
1
|Λ˜L|
∑
x∈Λ˜L
∥∥Rx,δ,ℓe−itHωδx∥∥2ℓ2(Z3)
=
1
|Λ˜L|
∑
x∈Λ˜L
∥∥(U∗τxRx,δ,ℓUτx)(U∗τxe−itHωUτx)δ0∥∥2ℓ2(Z3)
=
1
|Λ˜L|
∑
x∈Λ˜L
∥∥R0,δ,ℓe−itHτ−xωδ0∥∥2ℓ2(Z3) ,(22)
by unitarity of Uτx . By the Birkhoff-Khinchin ergodic theorem, applied to the random
variable X(ω) := ‖R0,δ,ℓe−itHωδ0
∥∥2
ℓ2(Z3)
, we obtain, for fixed λ,
(23)
lim inf
L→∞
1
|Λ˜L|
∑
x∈Λ˜L
∥∥R0,δ,ℓe−itHτ−xωδ0∥∥2ℓ2(Z3) = E [∥∥R0,δ,ℓe−itHωδ0∥∥2ℓ2(Z3)]
with probability one. We note here that clearly, the left hand side of ( 10) is independent of
x ∈ Z3. Therefore, ( 10), ( 19) and ( 23) imply
P
[
lim inf
L→∞
|AL \ A(ω)L,ε,δ,ℓ|
|AL| ≥ 1−
η
1 + η
− 2 +
1
η
1 + η
ε
]
= 1 ,(24)
and choosing η = ε
1
2 , the claim follows. 
From here on, we will write ‖ · ‖2 ≡ ‖ · ‖ℓ2(Z3).
To conclude the proof of Theorem 2.1, we use the key Lemma 3.3 below, which provides
the lower bound
E
[∥∥Rx,δ,λ−2e−it(δ,λ)Hωδx∥∥2] ≥ 1− Cδ 37(25)
for the choice t(δ, λ) = δ
6
7λ−2, λ
14
15 < δ < 1, and a constant c that is independent of x, λ and
δ. Thus, choosing ε = δ
3
7 , ( 25) immediately implies Theorem 2.1.
Lemma 3.3. Let
t(δ, λ) = δ
6
7λ−2 ,(26)
and H0 := −12∆. Then, for λ sufficiently small, 0 < δ < 1, and all x ∈ Z3, the free evolution
term satisfies ∥∥Rx,δ,λ−2e−it(δ,λ)H0δx∥∥2 ≥ 1− Cδ 37 ,(27)
while
E
[∥∥Rx,δ,λ−2[e−it(δ,λ)H − e−it(δ,λ)H0]δx∥∥22
]
≤ C ′δ 67 + δ− 649λ 27 ,(28)
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for finite positive constants C,C ′ that are independent of x, λ and δ.
Proof. We may assume that x = 0. Let
ℓ2 := ℓ , ℓ1 := δℓ .(29)
We recall that (R0,δ,ℓ)
2 = K2ℓ2 − 2Kℓ1 +K2ℓ1. To bound ‖Kℓ2e−itH0δ0‖2, we note that∣∣∣e−ite∆(p) − ∫
T3
dkKˆℓ2(p− k)e−ite∆(k)
∣∣∣
≤ C sup
|p−k|≤γ
∣∣∣e−ite∆(p) − e−ite∆(k)∣∣∣
+2
∫
T3
dk |Kˆℓ2(k)| χ(|p− k| ≥ γ)
≤ Cγt + Cγ−1ℓ−12 ,(30)
owing to
|Kˆℓ2(k)| ≤ C
3∏
j=1
ℓ2
1 + ‖kj‖2Zℓ22
,
∫
T3
dkKˆℓ2(k) = 1 ,(31)
where ‖r‖Z :=dist(r,Z) for r ∈ R, which are basic properties of the Feje´r kernel. Thus, with
t = δαλ−2 , ℓ2 = λ
−2 , γ = t−
1
2 ℓ
− 1
2
2 ,(32)
we find
( 30) ≤ Cδ α2 .(33)
Hence, ∥∥∥Kℓ2e−itH0δ0∥∥∥2
2
=
∫
T3
dp
∣∣∣e−ite∆(p) +O(δ α2 )∣∣∣2
≥ 1− Cδ α2 .(34)
Next, we consider ∥∥∥|Kℓ1| a2 e−itH0δ0∥∥∥2
2
=
∑
y∈Z3
∣∣Kℓ1(y)∣∣a ∣∣∣(e−itH0δ0)(y)∣∣∣2 ,(35)
where a = 1, 2, and (
e−itH0δ0
)
(y) =
∫
T3
dke−i(te∆(k)−2πky) .(36)
We observe that the kinetic energy e∆ : T
3 → [0, 6] is a real analytic Morse function with
eight critical points in the corners of the subcube [0, 1
2
]3 ⊂ T3 = [0, 1]3. Each of the remaining
critical points in [0, 1]3\ [0, 1
2
]3 is identified with one of the latter by symmetry. The Hessians
are diagonal and have entries of modulus 4π2.
We bound |( 36)| by a stationary phase estimate. For |y| ≤ Cℓ1, ℓ1 = δλ−2 and
t = δαλ−2, it is clear that
∇(e∆ − 2πt−1〈y, · 〉)(k∗) = 0(37)
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implies
|∇e∆(k∗)| < Cδ1−α .
It follows that for each of the eight critical points of e∆, there is precisely one k
∗ satisfying
( 37) in its δ1−α-vicinity, given that δ1−α is sufficiently small. Correspondingly, Hess[e∆](k
∗)
is in each of these cases non-degenerate, with eigenvalues of modulus O(1).
We introduce a smooth partition of unity
∑
φj = 1 on [0, 1]
3, j ∈ {1, . . . , 8}, continued
over the boundary by periodicity, in a manner that each suppφj is centered at one critical
point of e∆. By the above, a stationary phase estimate yields
sup
y∈suppKℓ1
∣∣∣∑
j
∫
T3
dk φj(k)e
−i(te∆(k)−2πky)
∣∣∣ ≤ Ct−3/2 .
Consequently,
|( 35)| ≤ Cℓ31t−3 = Cδ3(1−α) ,(38)
and optimizing the bounds, we find α = 6
7
.
Our strategy to prove ( 28) employs a modification of the methods of L. Erdo¨s and
H.-T. Yau from [3]. Thereby, we invoke a Duhamel expansion with remainder term, and
control the expectation by classifying all contraction types occurring in the products of the
random potential. The remainder term is bounded by exploiting the rarity of the event that
a large number of collisions occurs in a small time interval.
As a result, we obtain
E
[∥∥Rx,δ,λ−2[e−itH − e−itH0]δx∥∥22] ≤ C1λ2t+ t− 17 ,(39)
for a constant C1 that is independent of x, λ and δ. This implies ( 28) for the asserted choice
of t. The proof of ( 39) will occupy sections 4 ∼ 10. 
4. Expectation of products of random potentials
We shall to begin with consider the expectation of products of random potentials. The
pair correlation is given by the Kronecker delta
E
[
ωx1ωx2
]
= δx1,x2 ,
and we recall that by our assumptions on ωx, the m-point correlation is zero for any odd m.
The fourth order correlation yields
E
[
ω(x1)ω(x2)ω(x3)ω(x4)
]
= (1− δx1,x3)δx1,x2δx3,x4 + (1− δx1,x2)δx1,x3δx2,x4
+(1− δx1,x3)δx1,x4δx2,x3 + c˜4δx1,x2δx3,x4δx1,x3(40)
= δx1,x2δx3,x4 + δx1,x3δx2,x4 + δx1,x4δx2,x3
+(c˜4 − 3)δx1,x2δx3,x4δx1,x3 .(41)
The operation applied in passing from ( 40) to ( 41) will be referred to as Wick ordering.
By a renormalization of the fourth order moment of ωx,
c˜4 → c4 := c˜4 − 3c˜22
9
(where c˜2 = 1), it decomposes ( 40) into independent terms.
For the Fourier transformed random potentials ωˆ(k) :=
∑
x ωxe
2πikx, one obtains exact
Dirac delta distributions for the Wick ordered expression ( 41),
E
[
ωˆ(k1)ωˆ(k2)ωˆ(k3)ωˆ(k4)
]
= δ(k1 + k2)δ(k3 + k4) + δ(k1 + k3)δ(k2 + k4)
+δ(k1 + k4)δ(k2 + k3) + c4δ(k1 + k2 + k3 + k4) .
We note that this is not the case for the individual summands in ( 40) prior to Wick ordering.
The same statement applies to all higher order correlations.
The Wick ordered product of an arbitrary even number of random potentials is deter-
mined as follows. We introduce, for n, n′ ∈ N with n¯ := n+n′
2
∈ N, the set
Vn,n′ :=
{
1, . . . , n, n+ 2, . . . , n+ n′ + 1
}
.
In our later discussion, Vn,n′ labels a linearly ordered set of n+n′ random potentials that are,
in frequency space, subdivided into a group of n′ copies of Vˆω, and a group of n copies of Vˆω
(the complex conjugate). The label n+1 excluded here is reserved for a distinguished point
that is not attributed to a random potential. We note again that the case n + n′ ∈ 2N0 + 1
is trivial since all odd moments of Vω vanish.
Definition 4.1. For n¯ = n+n
′
2
∈ N, let
Πn,n′ :=
n¯⋃
m=1
{
{Sj}mj=1
∣∣∣|Sj| ∈ 2N;Vn,n′ = ∪mj=1Sj ;Sj ∩ Sj′ = ∅ if j 6= j′}/Sm
denote the set of partitions of Vn,n′ into disjoint subsets Sj (referred to as blocks) of size
|Sj| ∈ 2N, where Sm is the m-th symmetric group. Two partitions π = {Sj}mj=1, π′ =
{S ′j}mj=1, are equivalent, π = π′, if ∃σ ∈ Sm such that Sj = S ′σ(j) for all j ∈ {1, . . . , m}. A
partition π ∈ Πn,n′ will also be referred to as a contraction (corresponding to contractions
among random potentials).
The number of π ∈ Πn,n′ consisting of m blocks is given by
Bn¯(m)
:= ♯
{
{Sj}mj=1
∣∣∣ ∪mj=1 Sj = Vn,n′; |Sj| ∈ 2N;Si ∩ Sj = ∅ if i 6= j}/Sm
=
n¯∑
r=1
∑
1≤j1,··· ,jr≤n¯
∑
1≤l1<···<lr≤n¯
δm,|j|δn¯,〈j,l〉
× (2n¯)!
((2l1)!)j1 · · · ((2lr)!)jr
1
(j1!) · · · (jr!) ,(42)
where j := (j1, . . . , jr), |j| :=
∑r
i=1 ji, and 〈j, l〉 :=
∑r
i=1 jili for every r. Here, ji is the
number of blocks of size 2li. The factor
1
ji!
arises because the order is irrelevant, according
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to which blocks of the same size are counted. We note that the number of partitions into
products of pair correlators (that is, r = 1, j = n¯, l = 1) is
Bn¯(n¯) = 1 · 3 · · · (2n¯− 1) < 2n¯(n¯!) .
On the other hand, it is clear that
Bn¯(m) <
∑
0≤s1,...,sm≤2n¯
δ2n¯,
∑m
i=1 si
(2n¯)!
(s1!) · · · (sm!) = m
2n¯ ,
hence for non-pairing contractions, i.e. m < n¯,
n¯−1∑
m=1
Bn¯(m) < n¯
2n¯+1 .
This trivial estimate will suffice for our purposes.
For S ⊂ Vn,n′, with |S| ∈ 2N, we define
δ(xS) :=
∑
y∈Z3
∏
j∈S
δxj ,y ,
where xS := (xj)j∈S. Then,
E
[ ∏
j∈Vn,n′
Vω(xj)
]
=
n¯∑
m=1
∑
π∈Π
n,n′
π={Sj}mj=1
( m∏
j=1
c˜|Sj |δ(xSj )
)
×
∏
1≤i<j≤m
(1− δxµ(i),xµ(j))(43)
where for definiteness, µ(i) := min
{
q
∣∣∣q ∈ Si} (clearly, one could choose any arbitrary
element of Si). Due to the second product, the factors in
∏
c|Sj |δSj are not independent. We
note that
δ(xSi)δ(xSj)δxµ(i),xµ(j) = δ(xSi∪Sj ) ,(44)
where of course, |Si∪Sj | = |Si|+ |Sj|. Therefore, expanding
∏
(1− δxµ(i),xµ(j)) in ( 43), using
( 44) recursively, and collecting all terms belonging to the same blocks, we find
E
[ ∏
j∈Vn,n′
Vω(xj)
]
=
n¯∑
m=1
∑
π∈Π
n,n′
π={Sj}mj=1
m∏
j=1
c|Sj |δ(xSj ) ,(45)
where the cumulant formula
c2k =
k∑
m=1
k∑
r=1
∑
1≤j1,··· ,jr≤k
∑
1≤l1<···<lr≤k
δm,|j|δk,〈j,l〉
× (−1)
m−1(2k)!
((2l1)!)j1 · · · ((2lr)!)jr
c˜j12l1 · · · c˜jr2lr
(j1!) · · · (jr!)
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determines the renormalized moments of ωx. Thus, ( 45) decomposes the expectation value
into the sum of all possible products of correlators, which are now mutually independent.
We observe that by ( 3),
|c2k| ≤ (2k)! k
k∑
r=1
( ∑
1≤j1,··· ,jr≤k
cV
j1+···+jr
(j1!) · · · (jr!)
)( ∑
1≤l1<···<lr≤k
1
)
≤ (2k)! 2k
k∑
r=1
(kecV )r
r!
≤ kk+1 (2k)!
k!
eke
cV
≤ (2k e 12ecV )2k+1 .(46)
Then, the expectation of the full product of random potentials decomposes into
E
[ ∏
j∈Vn,n′
Vˆω(kj)
]
=
n¯∑
m=1
∑
π∈Π
n,n′
π={Sj}mj=1
( m∏
j=1
c|Sj |
)
δ
(∑
i∈Sj
ki
)
(47)
in momentum space, where c|Sj | are the renormalized moments of ωx.
5. Duhamel Expansion
Our aim is to prove the bound ( 28) by classifying and estimating the integrals corre-
sponding to all contractions occurring on the left hand side of ( 28).
To this end, we invoke the Duhamel expansion of φt = e
−itHωδx. For N ∈ N large,
which remains to be determined, it is given by
(
e−itHωδx − e−itH0δx
)
(y) =
(
(−iλ)
∫ t
0
dse−i(t−s)HωVωe
−isH0δx
)
(y)
=
N∑
n=1
φn,t(y) +RN,t(y) .(48)
Writing
[ n∏
j=0
dsj
]
t
:= ds0 · · · dsn δ(
n∑
j=0
sj − t)
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for brevity, the Fourier transform of the n-th Duhamel term is given by
φˆn,t(k0) = (−iλ)n
∫
R
n+1
+
[ n∏
j=0
dsj
]
t
∫
(T3)n
e2πikn·xe−i
∑n
j=0 sje∆(kj)
×
n∏
j=1
Vˆω(kj − kj−1)dkj
=
ieεt(−iλ)n
2π
∫
R
dαe−iαt
∫
(T3)n
e2πikn·x
n∏
j=0
1
e∆(kj)− α− iε
×
n∏
l=1
Vˆω(kl − kl−1)dkl ,(49)
where we shall choose
ε = t−1(50)
in all that follows. α is an energy parameter, and the multiplication operators 1
e∆(kj)−α−iε
are the Fourier transformed resolvents of −1
2
∆ (which will also be referred to as particle
propagators). The explicit formula for the remainder term RN,t can be found in ( 142)
below.
We note that in this analysis, ε = t−1 and λ will be the small parameters of the theory,
which will ultimately be related through ε = Cλ2.
Let H− := {z ∈ C
∣∣Im(z) ≤ 0}. The integrand is analytic in α, and it is not hard to
see that the path of the α-integration can, for any fixed n ∈ N, be deformed away from R
into the closed contour
I = IR ∪ IH−(51)
with
IR := [−1, 7]
IH− := ([−1, 7]− i) ∪ (−1− i(0, 1]) ∪ (7− i(0, 1]) ⊂ H− ,
which encloses spec
{− 1
2
∆− iε} = [0, 6]− iε. Consequently,
φˆn,t(k0) =
ieεt(−iλ)n
2π
∫
I
dαe−iαt
∫
(T3)n
dk1 · · ·dkn e2πikn·x
×
[ n∏
j=0
1
e∆(kj)− α− iε
] n∏
l=1
Vˆω(kl − kl−1) ,
where the loop I is taken in the clockwise direction.
Using the Schwarz inequality,
l.h.s. of ( 39) ≤ 2E
[∥∥ N∑
n=1
φn,t
∥∥2
2
]
+ 2E
[∥∥RεN,t∥∥22
]
.(52)
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For 1 ≤ n, n′ ≤ N , and n¯ := n+n′
2
∈ N, we have
E [〈φn′,t, φn,t〉] = e
2εtλ2n
(2π)2
∫
I×I¯
dαdβe−it(α−β)
×
∫
(T3)2n¯+2
[ n∏
j=0
n′∏
l=0
dkjdk˜l
]
δ(k0 − k˜0)e−2πi(kn−k˜n′ )·x
×
n∏
j=0
n′∏
l=0
1
e∆(kj)− α− iε
1
e∆(k˜l)− β + iε
× E
[ n∏
j=1
n′∏
l=1
Vˆω(kj − kj−1)Vˆω(k˜l − k˜l−1)
]
,(53)
where I¯ is the complex conjugate of I, and taken in the counterclockwise direction by the
variable β.
Introducing new variables
p = (p0, . . . , pn, pn+1, . . . , p2n¯+1)(54)
:= (k˜n′, . . . , k˜0, k0, . . . , kn)(55)
and
(αj, σj) =
{
(α, 1) 0 ≤ j ≤ n
(β,−1) n < j ≤ 2n + 1 ,(56)
we can write
E[〈φn′,t, φn,t〉] = e
2εtλ2n¯
(2π)2
∫
I×I¯
dαdβe−it(α−β)
×
∫
(T3)2n¯+2
dp δ(pn − pn+1)
2n¯+1∏
j=0
1
e∆(pj)− αj − iσjε
× E
[ 2n¯+1∏
i=1
i 6=n+1
Vˆω(pi − pi−1)
]
e−2πi(p0−p2n¯+1)·x ,(57)
noting that Vˆ (k) = Vˆ (−k).
Let π = {Sj}mj=1 ∈ Πn,n′ denote a partition. Let
δSj (p) := δ
(∑
i∈Sj
(pi − pi−1)
)
and
δπ(p) :=
m∏
j=1
δSj (p) .
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Then, the contribution to ( 57) corresponding to π is given by the singular integral
Amp[π] :=
e2εtλ2n¯
(2π)2
∫
I×I¯
dαdβe−it(α−β)
∫
(T3)2n¯+2
dp δ(pn − pn+1)
× e−2πi(p0−p2n¯+1)·x
( m∏
l=1
c|Sl|
)
δπ(p)
×
2n¯+1∏
j=0
1
e∆(pj)− αj − iσjε ,(58)
referred to as the (Feynman) amplitude corresponding to π. The expectation ( 57) is obtained
from summing the amplitudes Amp[π] over all partitions π ∈ Πn,n′.
6. The graph representation of contractions
To estimate the expectation ( 57), it is necessary to classify the singular integrals
Amp[π], whose size depends on the structure of π. For this combinatorial problem, it is
natural to represent π, encoded in the delta distributions δπ in ( 58), by (Feynman) graphs.
We shall use the following prescription, cf. Figure 1. We draw two parallel solid ’particle
lines’, joined together at one end, accounting for δ(pn − pn+1), containing n, respectively n′
vertices, where n+n′ ∈ 2N. Every pairing contraction is depicted by a dashed line joining the
respective vertices. The higher correlation contractions corresponding to δSj are represented
by |Sj| ∈ 2N dashed lines connecting the corresponding vertices to one mutual vertex that
is disjoint from the particle lines. Any (solid) edge that lies on a particle line refers to a
particle propagator.
Let Gπ denote the graph associated to a partition π = {Sj}mj=1 ∈ Πn,n′. The set of
vertices of the graph Gπ is denoted by V (Gπ), and the set of edges as E(Gπ). V (Gπ) is the
union V (Gπ) = Vp(Gπ)∪Vhc(Gπ), where Vp(Gπ) = Vn,n′ is the n+n′-subset of vertices on the
particle line, and Vhc(Gπ) is the subset of vertices disjoint from the particle lines, which are
associated to correlations of higher order than two. In the product of Kronecker deltas ( 45)
in the position space picture, the elements of Vp(Gπ) correspond to the sites xi of random
potentials, while the elements of Vhc(Gπ) correspond to the dummy summation variables yj .
Definition 6.1. A contraction π = {Sj} ∈ Πn,n′ is called a pairing contraction if m = n¯, so
that |Sj| = 2 for all j. Otherwise, π is called a higher (order) correlation contraction, or a
type III contraction (cf. Definition 6.2 below).
It is in fact necessary to introduce the following finer classification of families of con-
tractions, see [3].
Definition 6.2. The delta distributions associated to partitions π ∈ Πn,n′ of the set Vn,n′
are classified into the following types, according to the corresponding subgraph structure. A
delta distribution δS(p) = δ(pi− pi−1+ pj − pj−1) associated to a pairing S with |S| = 2 is of
Type I if i, j ≤ n.
Type I’ if i, j > n.
Type II if i ≤ n, but j ≥ n + 2.
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A delta function δS is of
Type III if |S| ≥ 4, that is, if it is not associated to a pairing contraction.
Hence, a partition of Vn,n′ is of type III if it contains a type III delta distribution.
Definition 6.3. A pairing contraction π ∈ Πn,n′ is called crossing if δπ contains two delta
distributions δ(pi1 − pi1−1 + pj1 − pj1−1) and δ(pi2 − pi2−1 + pj2 − pj2−1), with jr > ir, such
that i1 − i2 and j1 − j2 have the same signs.
Definition 6.4. A non-crossing pairing contraction π ∈ Πn,n′ is called nested if δπ contains
two delta distributions δ(pi1−pi1−1+pj1−pj1−1) and δ(pi2−pi2−1+pj2−pj2−1), with jr > ir,
both either of type I or of type I’, such that i1 − i2 and j1 − j2 have opposite signs.
Definition 6.5. A non-crossing and non-nested pairing contraction is called simple. A
simple pairing contraction is called a ladder graph if all of its associated delta functions are
of type II.
Assume π ∈ Πn,n′ is a pairing contraction. A spanning tree T of Gπ is a connected tree
graph that contains V (Gπ). We denote the set of edges contained in T by ET , and refer to
the corresponding momenta as tree momenta. The momenta corresponding to the edges in
the complement EL = E
′
T are referred to as loop momenta. Adding any edge of EL to the
spanning tree T produces a loop.
Definition 6.6. A spanning tree T of Gπ with π = {Sj}mj=1 ∈ Πn,n′ a pairing contrac-
tion is called complete if it contains all contraction lines, and the edge corresponding to the
momentum pn, but not the one corresponding to the momentum pn+1.
7. Simple pairing contractions
It is our aim to estimate |Amp[π]| for each type of contractions π ∈ Πn,n′ listed above.
We shall proceed by first discussing simple pairings, then crossing and nested pairings, and
finally type III contractions.
Similarly as in [3], we will find that the amplitudes {Amp[π]∣∣π simple} completely
dominate over those associated to all other contraction classes (notably even in the presence
of type III contractions).
7.1. The ladder graph. The simplest member in the class of simple pairings in Πn,n is the
ladder graph. It corresponds to the pairing π = {Sj}nj=1 ∈ Πn,n, with Sj = {j, 2n + 2 − j},
such that |Sj| = 2, and
Amp[π] =
e2εtλ2n
(2π)2
∫
I×I¯
dαdβe−it(α−β)
∫
(T3)2n+2
dp δ(pn − pn+1)
× e−2πi(p0−p2n+1)·x
2n+1∏
l=0
1
e∆(pl)− αl − iσlε
×
n∏
j=1
δ
(
(pj − pj−1) + (p2n+2−j − p2n+1−j)
)
,(59)
cf. ( 58).
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The following L∞ and L1 resolvent estimates will be used extensively in the sequel.
Lemma 7.1. Let 0 < ε≪ 1. Then,
sup
α∈I
sup
p∈T3
1
|e∆(p)− α− iε| ≤
1
ε
(60)
sup
α∈I
∫
T3
dp
1
|e∆(p)− α− iε| ≤ C log
1
ε
sup
p∈T3
∫
I
|dα| 1|e∆(p)− α− iε| ≤ C log
1
ε
(61)
for finite constants C that are uniform in ε.
Proof. Since by definition of I, infp∈T3 dist(e∆(p) − iε, I) = ε, and since |I| is finite, ( 60)
and the second estimate in ( 61) are evident.
To prove the first estimate in ( 61), we first show that the measure of the isoenergy
surface
Σα := {p ∈ T3
∣∣ e∆(p) = α}
is uniformly bounded with respect to α ∈ I ∩ R. We note that for Im(α) 6= 0, the asserted
bound is trivial. For p = (p1, p2, p3) ∈ T3, let
e2D(p) :=
∑
j=1,2
(1− cos 2πpj) , p := (p1, p2)(62)
denote the Fourier transform of the 2-D nearest neighbor Laplacian, and
sr := {p ∈ T2
∣∣ e2D(p) = r}(63)
the corresponding level curves. Then,
mes{sr} =
∫
[0,1]2
dp δ(e2D(p)− r)(64)
is easily seen to be uniformly bounded,
sup
r
mes{sr} < C .(65)
Therefore,
mes{Σα} =
∫ 1
0
dp3
∫
T2
dp δ(e2D(p) + (1− cos 2πp3)− α)
= 2
∫ 1
0
dk(1− k2)− 12
∫
T2
dp δ(e2D(p) + 1− k − α)
≤ 2
∫ 1
0
dk(1− k2)− 12 sup
r
mes{sr} ≤ C ,(66)
uniformly in α. Thus, defining
Rj(α, ε) :=
{
p ∈ T3
∣∣∣2jε < e∆(p) ≤ 2j+1ε} ,(67)
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we have
mes{Rj(α, ε)} =
∫ 2j+1ε
2jε
dα′
∫
T3
dpδ(α′ − e∆(p))
=
∫ 2j+1ε
2jε
dα′mes{Σα′}
≤ 2j ε sup
α′∈R
mes{Σα′} ≤ C2jε(68)
for a constant C that is independent of j, ε, and α. Hence, introducing a dyadic decompo-
sition of T3 with respect to e∆ centered about Σα, we find∫
T3
dp
1
|e∆(p)− α− iε| ≤
∑
j
∫
Rj(α,ε)
dp
∣∣∣ 1
e∆(p)− α− iε
∣∣∣
≤ C
∑
j
mes{Rj(α, ε)}
2jε
≤ C log 1
ε
,(69)
for 0 ≤ j ≤ C log 1
ε
and a constant C that is uniform in ε and α, as claimed. 
Lemma 7.2. Let
K(n)(p0, . . . , pn; t) :=
∫
ds0 . . . dsnδ
(
t−
n∑
r=0
sr
)
e−i
∑n
j=0 sje∆(pj)
=
ieεt
2π
∫
I
dαe−iαt
n∏
j=0
1
e∆(pj)− α− iε .
Then there exists a finite constant Cµ for every 0 < µ < 1 such that∥∥K(n)( · ; t)∥∥2
L2((T3)n+1)
≤ (Cµt)
n
(n!)µ
.(70)
Proof. Clearly,∥∥K(n)( · ; t)∥∥
L∞((T3)n+1)
≤
∫
R
n+1
+
ds0 . . . dsnδ(t−
∑
sr) =
tn
n!
.
Furthermore,
∥∥K(n)( · ; t)∥∥2−µ
L2−µ((T3)n+1)
≤ C
∫
(T3)n+2
dp δ(pn − pn+1)
[ ∫
I
|dα|
n∏
j=0
1
|e∆(pj)− α− iε|
]2−µ
≤ C
∫
(T3)n+2
dp δ(pn − pn+1)
∫
I
|dα|
n∏
j=0
1
|e∆(pj)− α− iε|2−µ
≤ Cnµ tn(1−µ) ,(71)
for a finite constant Cµ. The claim then follows from interpolation. 
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We conclude that the ladder contribution can be estimated by
λ2n
∫
(T3)2n+2
dp
n∏
i=1
δ(pi − p2n+1−i)
×K(n)(p0, . . . , pn; t)K(n)(pn+1, . . . , p2n+1; t)
≤ λ2n∥∥K(n)( · · · ; t)∥∥2
L2((T3)n+1)
≤ (Cµλ
2t)n
(n!)µ
(72)
for 0 < µ < 1. It is clear that the product of delta distributions appearing here is equivalent
to the one in ( 59).
7.2. Immediate recollisions. We next estimate general simple pairings which include all
possible combinations of type I and I’ contractions. Given any type I or type I’ delta function
δ(pi−pi−1+pj−pj−1) in a simple pairing graph, where j > i, one necessarily finds i = j−1.
Otherwise, either a crossing or a nesting pairing occurs. Hence, any type I or I’ delta function
in a simple pairing reduces to δ(pi+1 − pi−1), for some i.
Definition 7.1. A type I or type I’ pairing of the form δ(pi+1− pi−1) is called an immediate
recollision.
The subintegral in Amp[π] corresponding to an immediate recollision is given by either
Ξ(α, ε) :=
∫
T3
dq
e∆(q)− α− iε(73)
or Ξ(β,−ε). It contributes to a renormalization of the particle propagator, see [3], and
satisfies the following estimates, which will be of extensive use.
Lemma 7.3. For α ∈ I,
sup
α∈I
sup
ε>0
|Ξ(α, ε)| < C(74)
and
|∂mα Ξ(α, ε)| ≤ C ε−(m−1/2) (m!)(75)
|Ξ(α, ε)− Ξ(α′, ε)| ≤ Cε−1/2|α− α′|(76)
for finite constants C that are independent of m, ε, α, α′, and m ∈ N.
Proof. We recall that α ∈ I = IR ∪ IH− from ( 51). The case α ∈ IH− is trivial. For
α ∈ IR = [−1, 7], we write
Ξ(α, ε) =
∫
R+
ds
∫
T3
dp e−is(e∆(p)−α−iε) ,
and recall that e∆ : T
3 → [0, 6] is a real analytic Morse function with eight critical points.
We choose a smooth partition of unity 1 =
∑
φj on T
3, j ∈ {1, . . . , 8}, requiring that the
support of each φj is centered about precisely one critical point of e∆, so that
Ξ(α, ε) =
∑
j
∫
R+
ds
∫
T3
dp φj(p) e
−is(e∆(p)−α−iε) .(77)
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Using a stationary phase estimate, we find
|Ξ(α, ε)| <
∑
j
Cj
∫
R+
ds e−εs(1 + s)−
3
2 ,(78)
where the constants Cj are independent of ε and α. This proves ( 74).
Likewise,
∂mα Ξ(α, ε) =
∑
j
∫
R+
ds
∫
T3
dpφj(p)(is)
me−is(e∆(p)−α−iε) .(79)
Thus
|∂mα Ξ(α, ε)| <
∑
j
Cj
∫
R+
ds sme−εs(1 + s)−
3
2 ,(80)
which implies ( 75), and for m = 1, also ( 76). 
7.3. General simple pairings. In a more general context, simple pairings comprise pro-
gressions of neighboring immediate recollisions on each particle line before and after each
type II contraction. In this sense, simple pairings are ladder graphs that are decorated with
immediate recollisions on the propagator lines. Let us assume that there are q neighboring
delta functions of type I’, starting at the particle propagator carrying the momentum pi.
Then, Amp[π] contains the corresponding subintegral
∫
(T3)2q
dpi+1 · · · dpi+2q
( i+2q∏
l=i
1
e∆(pl)− α− iε
) q∏
j=1
δ(pi+2j+1 − pi+2j−1)
=
Ξ(α, ε)q
(e∆(pi)− α− iε)q+1 .
The analogous expression for a progression of q neighboring delta functions of type I is
obtained from substituting α→ β and ε→ −ε.
Let us consider a simple pairing π ∈ Πn,n′ which contains m type II contractions. Let
q(m+1) := (q0, q1, . . . , qm) ∈ Nm+10
and
|q(m+1)| := q0 + · · ·+ qm ,
and, for n− n′ ≡ 0 (mod 2),
An,n′ :=
{
m ∈ N0
∣∣m− n ≡ 0 (mod 2) , m ≤ min{n, n′}} .(81)
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The sum over all simple pairings at fixed n gives (after reindexing the momentum variables)
∑
π∈Π
n,n′
π simple
Amp[π] =
∑
m∈An,n′
λ2me2εt
(2π)2
∫
I×I¯
dαdβe−it(α−β)
×
∑
|q(m+1)|=n−m
2
∑
|q˜(m+1)|=n
′−m
2
∫
(T3)m+1
dp0 · · · dpm
×
m∏
i=0
(λ2Ξ(α, ε))qi
(e∆(pi)− α− iε)qi+1
(λ2Ξ(β,−ε))q˜i
(e∆(pi)− β + iε)q˜i+1 .(82)
Let us comment on this expression, cf. Figure 2. For i = 1, . . . , m, pi−1 is the momentum
preceding, and pi the momentum following the i-th type II pairing. Notably, a direct recolli-
sion conserves the momentum. For 1 ≤ i ≤ m, qi and q˜i are the numbers of neighboring type
I and I’ pairings after the i-th type II contraction. q0 and q˜0 are the number of neighboring
type I and I’ pairings before the 1-st type II pairing.
Clearly, all n − m random potentials on each particle line not involved in type II
contractions are part of type I, respectively type I’ pairings (immediate recollisions). Since
each immediate recollision contracts precisely two random potentials, the sum over m takes
steps of size 2, such that m ∈ An,n′. Therefore,
|q(m+1)| = n−m
2
, |q˜(m+1)| = n
′ −m
2
(83)
is clear. In particular, m = n = n′ corresponds to the ladder graph.
Lemma 7.4. For fixed n, n′ with n¯ := n+n
′
2
∈ N, the contribution of the sum of all simple
pairings is bounded by
∣∣∣ ∑
π∈Πn,n′ simple
Amp[π]
∣∣∣ ≤ δn,n′ (C0λ2ε−1)n¯
(n¯!)1/2
+ n¯2ε
1
2 | log ε|(Cε−1λ2| log ε|)n¯ ,(84)
and for λ2ε−1 ≤ 1,
N∑
n,n′=1
∣∣∣ ∑
π∈Πn,n′ simple
Amp[π]
∣∣∣ ≤ C1λ2ε−1 + ε 12N3(Cλ2ε−1| log ε|)N ,(85)
where C,C0, C1 are uniform in N and ε, and where C0 and C1 are defined in ( 96).
Proof. Let us assume for fixed n, n′ under the stated conditions that π ∈ Πn,n′ is simple, and
contains m type II pairings. Let
Amp[π] = Ampmain[π] + Amperror[π] ,(86)
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where
Ampmain[π] :=
e2εtλ2m
(2π)2
∫
I×I¯
dα dβ e−it(α−β)
×
∑
|q(m+1)|=n−m
2
∑
|q˜(m+1)|=n
′−m
2
∫
(T3)m+1
dp0 · · · dpm
×
m∏
i=0
(λ2Ξ(e∆(p0), ε))
qi
(e∆(pi)− α− iε)qi+1
(λ2Ξ(e∆(p0),−ε))q˜i
(e∆(pi)− β + iε)q˜i+1 .(87)
Then, recalling ( 81),∑
π∈Πn,n′ simple
Ampmain[π] =
∑
m∈An,n′
e2εtλ2m
(2π)2
∫
I×I¯
dα dβ e−it(α−β)(88)
×
∑
|q(m+1)|=n−m
2
∑
|q˜(m+1)|=n
′−m
2
∫
(T3)m+1
dp0 · · · dpm
×
m∏
i=0
(λ2Ξ(e∆(p0), ε))
qi
(e∆(pi)− α− iε)qi+1
(λ2Ξ(e∆(p0),−ε))q˜i
(e∆(pi)− β + iε)q˜i+1 .
Let p
(qj)
j = (pj, . . . , pj) (qj copies), and dp
(m+1) := dp0 · · · dpm.
We note that∫
(T3)m+1
dp(m+1)
∣∣∣K(m+n2 )(p(q0+1)0 , . . . , p(qm+1)m ; t)∣∣∣2 ≤ (Cµt)
m+n
2
(m+n
2
!)
1
2
.(89)
Thus, by the Schwarz inequality,∫
(T3)m+1
dp(m+1)K(
n+m
2
)(pq0+10 , . . . , p
qm+1
m ; t)
× K(n′+m2 )(pq˜0+10 , . . . , pq˜m+1m ; t)
≤ (Ct)
m+n¯
2
(m+n
2
!)
1
4 (m+n
′
2
!)
1
4
.(90)
Therefore,
(91)
|( 88)| ≤
∑
m∈An,n′
∑
|q(m+1)|=n−m
2
∑
|q˜(m+1)|=n
′−m
2
2λ2m(Ct)
m+n¯
2
∣∣λ2Ξ(p0; ε)∣∣n¯−m
(m+n
2
!)
1
4 (m+n
′
2
!)
1
4
.
By ∑
|q(m+1)|=n−m
2
1 < Cn−m(92)
22
and Lemma 7.3,
∣∣∣ ∑
π∈Πn,n simple
Ampmain[π]
∣∣∣ ≤ ∑
m∈An,n′
λ2m(Cλ2)n¯−m(Ct)
m+n¯
2
(m+n
2
!)
1
4 (m+n
′
2
!)
1
4
≤ δn,n′ (Cλ
2t)n¯
(n¯!)
1
2
+ Cn¯t−1(Cλ2t)n¯ ,(93)
for finite constants C that are independent of ε. The first term after the second inequality
sign accounts for the ladder graph in Γn,n, corresponding to the case m = n = n
′ = n¯, as we
recall.
Next, we consider the error term∑
π∈Πn,n simple
Amperror[π] =
1
(2π)2
∫
I×I¯
dαdβ e−it(α−β)
×
∑
m∈An,n′
∑
|q(m+1)|=n−m
2
∑
|q˜(m+1)|=n
′−m
2
λ2m+2
∑m
j=0(qj+q˜j)(94)
×
∫
(T3)m+1
dp(m+1)
m∏
i=0
1
(e∆(pi)− α− iε)qi+1(e∆(pi)− β + iε)q˜i+1
×
[
Ξ(α, ε)
n−m
2 Ξ(β,−ε)n
′−m
2 − Ξ(e∆(p0), ε)n−m2 Ξ(e∆(p0),−ε)n
′−m
2
]
.
Lemma 7.3 implies that difference in [· · · ] on the last line is bounded by[n−m
2
|e∆(p0)− α|+ n
′ −m
2
|e∆(p0)− β|
]
ε−1/2C n¯−m−1 ,
for a constant C independent of ε. Thus, we arrive at
|( 94)| ≤ n¯ ε1/2
∑
m∈An,n′
(Cλ2ε−1| log ε|)m(Cλ2ε−1| log ε|)n¯−m
≤ n¯2 ε1/2
(
Cλ2ε−1| log ε|
)n¯
.
again using ( 92).
Summarizing, we have∣∣∣ ∑
π∈Πn,n′ simple
Amp[π]
∣∣∣ ≤ δn,n′ (C0λ2ε−1)n¯
(n¯!)
1
2
+ nε
(
Cλ2ε−1
)n¯
+n¯2ε1/2
(
Cλ2ε−1| log ε|)n¯ ,(95)
for some constant C0. Furthermore, let
C1 :=
∞∑
n¯=1
C n¯0
(n¯!)
1
2
.(96)
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Then, for λ2ε−1 ≤ 1,
N∑
n=1
|( 82)| ≤ C1λ2ε−1 + ε1/2N3
(
Cλ2ε−1| log ε|)N ,
where the constants C0, C1, C are uniform in N , λ, ε. 
We remark that for general T := λ2t = λ2ε−1 > 1, the constant C1 in the above
estimate would be replaced by CT , where C is uniform in λ and ε = t−1.
7.4. A priori bound on pairing graphs. All pairing graphs obey the following a priori
bound.
Lemma 7.5. Let π ∈ Πn,n′ be a pairing graph, and n¯ := n+n′2 ∈ N. Then,
|Amp[π]| ≤ | log ε|3(Cλ2ε−1| log ε|)n¯ .(97)
Proof. For the detailed argument, we refer the reader to [3]. One chooses a complete spanning
tree T on π, and estimates the propagators supported on T in L∞. Using the bounds in
Lemma 7.1, one obtains a factor ε−n¯. The loop propagators are estimated in L1, and yield
a factor (C| log ε|)n¯+3. 
7.5. Crossing and nested pairings. We shall next prove that for all π ∈ Πn,n which
contain a crossing or nested pairing contraction, |Amp[π]| is a factor O(ε 15 ) smaller than
the a priori bound ( 97) on pairing graphs. This is sufficient to compensate the factor n!
accounting for the number of pairing contractions.
Lemma 7.6. The sum of all crossing and nested pairing contractions in Πn,n′ (where n¯ :=
n+n′
2
∈ N) is bounded by∑
π∈Πn,n′ crossing or nested
|Amp[π]| ≤ n¯! ε 15 | log ε|3(Cλ2ε−1| log ε|)n¯ .
Proof. By lemmata 7.7 and 7.9 below, every pairing contraction of crossing or nesting type
can be bounded by
(Cλ2ε−1| log ε|)n¯ε 15 | log ε|3 ,
and clearly, there are at most 2n¯n¯! such graphs. 
Lemma 7.7. Suppose that π ∈ Πn,n′ corresponds to a pairing contraction that contains at
least one crossing, and that n¯ = n+n
′
2
∈ N. Then,
|Amp[π]| ≤ ε 15 (Cλ2ε−1| log ε|)n¯| log ε|3 .
Proof. Let T denote a complete spanning tree for the graph Gπ, and T
c its complement. As
demonstrated in [3], all momenta supported on T can be expressed as linear combinations
of loop momenta supported on T c. If there exists a crossing pairing, it is shown in [3] that
there is a tree momentum pr in T that depends on at least two loop momenta pj , pl in T
c,
pr = ±pj ± pl ± w(98)
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where w ∈ T3 is a linear combination of momenta not depending on pj , pl. Writing p ≡
pj, q ≡ pl, and integrating out all delta distributions determined by π against momenta
supported on T , the amplitude Amp[π] can be written in the form
Amp[π] =
e2εtλ2n¯
(2π)2
∫
I×I¯
dαdβe−it(α−β)(99)
×
∫
T3|T
c|
dp dq
[ ∏
pj∈T
c
pj 6=p,q
dpj
]
Fπ(pj ∈ T c;α, β; ε)
× 1
(e∆(p)− α1 ± iε) (e∆(q)− α2 ± iε)(e∆(p± q + w)− α3 ± iε) ,
where αi ∈ {α, β}, for i = 1, 2, 3, and |T c| is the number of edges of T c. Fπ contains all
resolvents except the three on the last line, which carry the moments singled out in ( 98).
Using an L1 − L∞ bound with respect to the variables p, q and α, β, we have
|Amp[π]| ≤ λ2n¯ sup
α∈I
sup
β∈I¯
sup
w∈T3
Aε(w;α, β)(100)
× sup
p,q
∫
I×I¯
dαdβ
∣∣∣ ∫
T3(|T
c |−2)
[ ∏
pj∈T
c
pj 6=p,q
dpj
]
Fπ(pj ∈ T c;α, β; ε)
∣∣∣ ,
where
Aε(w;α, β) :=
∫
(T3)2
dp dq
|e∆(p)− α1 ± iε| |e∆(q)− α2 ± iε||e∆(p± q + w)− α3 ± iε| .
It is clear that αi = αj for at least one pair of indices i 6= j.
Using the trivial bound Aε(w, α, β) ≤ cε−1(log 1ε )2, one obtains
|Amp[π]| ≤ | log ε|3(Cλ2ε−1| log ε|)n¯ ,(101)
which is the a priori bound ( 97) on all pairing graphs. It is insufficient because the number
of crossing graphs is O(n¯!), and n¯!| log ε|3(Cλ2ε−1| log ε|)n¯ is not summable in n¯. Gaining an
extra factor ε
1
5 will (in combination with our treatment of the error term of the truncated
Duhamel expansion) allow us to compensate the large combinatorial factor n¯!.
Exploiting the crossing structure of π, Lemma 7.8 below provides the bound
sup
w∈T3
sup
α∈I
sup
β∈I¯
Aε(w, α, β) < C ε
− 4
5 (log
1
ε
)2 ,(102)
which is a factor ε
1
5 smaller than the a priori estimate.
For the remaining part of Amp[π], excluding the propagators corresponding to the
indices n and n+ 1, L∞-bounds on propagators in T , and L1-bounds on propagators in T c,
produce a factor (Cλ2ε−1| log ε|)n¯−1. The propagators corresponding to the indices n and
n + 1 contribute a factor (C log ε−1)2, as in ( 132) below. A detailed exposition is given in
[2, 3]. 
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Lemma 7.8. Let Aε(w, α, β) be defined as in ( 101). Then,
sup
w∈T3
sup
α∈I
sup
β∈I¯
Aε(w, α, β) < Cε
− 4
5 (log
1
ε
)2 .(103)
Proof. To bound ( 101), it is necessary to estimate the measure of the intersection between
tubular neighborhoods of level surfaces of the kinetic energy function e∆ where the singu-
larities of the resolvents in ( 101) are concentrated. Because the level surfaces of e∆ are
non-convex for the 3-dimensional lattice model, this is a much more difficult task than in
the continuum case, where the latter are spheres. After completing this work, we learned
that a similar but somewhat stronger estimate (with an exponent -3/4 instead of -4/5) was
proven independently in [4].
We shall interpret the 3-dimensional integral ( 101) as an average over 2-dimensional
crossing integrals. Let
p := (p1, p2) , q := (q1, q2) ∈ [0, 1]2
e2D(p) :=
2∑
j=1
cos 2πpj
αj(k) := − cos 2πk + 3−
{
β if j = 1
α if j = 2, 3 ,
(104)
so that
Aε(w;α, β) =
∫
[0,1]
dp3
∫
[0,1]
dq3
∫
[0,1]2
dq
1
|e2D(q − w)− α1(q3 − w3) + iε|
×
∫
[0,1]2
dp
1
|e2D(p)− α2(p3)− iε| |e2D(p− q)− α3(p3 − q3)− iε| .
The level curves
sα :=
{
p ∈ [0, 1]2∣∣ e2D(p) = α}(105)
of the 2-dimensional kinetic energy function e2D are convex, but there is one exceptional
value of the energy α = 0 for which the corresponding level curve sα=0 is the union of four
line segments of zero curvature. The lack of curvature poses a well-known difficulty in 2
dimensional lattice models. In 3 dimensions, this problem is resolved through the average
with respect to p3, q3 (relative to which small curvature is an event of small probability).
Let
Uτ :=
{
(p3, q3)
∣∣α1(q3), α2(p3), α3(p3 − q3) ∈ (−τ, τ)}
U cτ := [0, 1]
2 \ Iτ ,(106)
where 0 < τ ≪ 1 remains to be optimized. Then, clearly,
mes{Uτ} < C
√
τ .(107)
Correspondingly, let
Aε(w;α, β) = (A) + (B)(108)
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where
(A) :=
∫
Uτ
dp3dq3
∫
[0,1]2
dq
1
|e2D(q − w)− α1(q3 − w3) + iε|(109)
×
∫
[0,1]2
dp
1
|e2D(p)− α2(p3)− iε| |e2D(p− q)− α3(p3 − q3)− iε| ,
and
(B) :=
∫
Ucτ
dp3dq3
∫
[0,1]2
dq
1
|e2D(q − w)− α1(q3 − w3) + iε|(110)
×
∫
[0,1]2
dp
1
|e2D(p)− α2(p3)− iε| |e2D(p− q)− α3(p3 − q3)− iε| .
Therefore, with ( 107),
(B) < C
√
τ sup
αj
∫
[0,1]2
dq
1
|e2D(q − w)− α1 + iε|
×
∫
[0,1]2
dp
1
|e2D(p)− α2 − iε| |e2D(p− q)− α3 − iε|
<
C
√
τ
ε
(log
1
ε
)2 .(111)
Next, we decompose (A) into (A) = (A1) + (A2) with
(A1) :=
∫
Uτ
dp3dq3
∫
[0,1]2
dq
χ(|e2D(q − w)− α1(q3 − w3)| < η)
|e2D(q − w)− α1(q3 − w3) + iε|
×
∫
[0,1]2
dp
χ(|e2D(p)− α2(p3)| < η)
|e2D(p)− α2(p3)− iε|(112)
×χ(|e2D(p− q)− α3(p3 − q3)| < η)|e2D(p− q)− α3(p3 − q3)− iε| ,
where 0 < η ≪ 1 remains to be determined. Then clearly, the term complementary to (A1)
satisfies
(A2) < Cη
−1(log
1
ε
)2 ,(113)
because the integrand of (A2) contains at least one characteristic function of the form
χ(|e2D(v) − αj(v3)| > η), where v = (v, v3) denotes either q − w, p, or p − q. The cor-
responding resolvent can be estimated by η−1, while the remaining two resolvents in (A2)
can be bounded in L1 by c(log 1
ε
)2.
To bound (A1), we note that
(A1) <
(η
ε
)3
η−3
∫
Uτ
dp3dq3
∫
[0,1]2
dq χ(|e2D(q − w)− α1(q3 − w3)| < η)(114)
×
∫
[0,1]2
dpχ(|e2D(p)− α2(p3)| < η)χ(|e2D(p− q)− α3(p3 − q3)| < η) .
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let hη denote a smooth bump function supported in a η-vicinity of the origin in [0, 1]
2
(periodically continued over the boundaries), with
‖hη‖L1([0,1]2) < 10(115)
and
|F−1(hη)(x)|
{ ≈ C |x| < η−1
< C|x|−1 |x| ≥ η−1 .(116)
F denotes the Fourier transform, and x ∈ Z2 is the variable conjugate to p, respectively q.
Furthermore, let
δ(η)sα (p) := hη ∗ δsα(p) ,(117)
where δsα(p) := δ(e2D(p)− α).
Choosing hη appropriately,
1
η
χ(|e2D(p)− α| < η) < δ(η)sα (p) .(118)
Thus, letting Twf(q) := f(q − w),
(A1) ≤
(η
ε
)3
sup
|αj |>τ
sup
w
∫
[0,1]2
dq δ(η)sα1 (q − w)
∫
[0,1]2
dp δ(η)sα2 (p) δ
(η)
sα3
(p− q)
=
(η
ε
)3
sup
|αj |>τ
sup
w
〈
Twδ
(η)
sα1
, δ(η)sα2 ∗ δ
(η)
sα3
〉
L2([0,1]2)
=
(η
ε
)3
sup
|αj |>τ
sup
w
〈F−1(Twδ(η)sα1 ) , F−1(δ(η)sα2 ) F−1(δ(η)sα3 )〉ℓ2(Z2)
=
(η
ε
)3
sup
|αj |>τ
sup
w
∑
x∈Z2
F−1(Twδ(η)sα1 )(x) F
−1(δ(η)sα2 )(x) F
−1(δ(η)sα3 )(x)
=
(η
ε
)3
sup
|αj |>τ
sup
w
∑
x∈Z2
(F−1(hη)(x) )3F−1(Twδsα1 )(x)
× F−1(δsα2 )(x) F−1(δsα3 )(x) ,(119)
by the Plancherel identity. Next, we observe that if |α| > τ , the curvature of sα ⊂ [0, 1]2 is
uniformly bounded below by Cτ , where the constant C is independent of τ . We thus have
the curvature induced decay estimate
|F−1(δsα)(x)| < C(τ |x|)−
1
2 ,(120)
which appears also in the context of restriction estimates in harmonic analysis, [10]. To
arrive at ( 120), one introduces a smooth partition of unity 1 =
∑N
j=1 gj on sα, which splits
it into N arcs sα,j, j = 1, . . . , N , with, say, N = 10. For fixed j, one introduces a local
orthogonal coordinate system (v1, v2) where the origin lies on sα,j (say at its center) with the
v1-axis tangent to sα,j. Then, sα,j is the graph of a smooth function φα,j(v1) with φα,j(0) = 0,
∂v1φα,j(v1) = 0 and |∂2v1φα,j(v1)| > Cτ . Let n := x|x| = (n1, n2), where x ∈ Z2, and let pj
28
denote the location of the origin of the v-coordinate system with respect to the p-coordinates.
Then,
F−1(δsα,jgj)(x) = e2πixpj
∫
dv1
(
1 + (∂v1φα,j(v1))
2
) 1
2 g˜j(v1) e
2πi|x|Φα,j(n,v1) ,
where g˜j(v1) := gj(v1, φα,j(v1)), and
Φα,j(n, v1) := n1v1 + n2φα,j(v1) .(121)
First of all, if x is parallel to the v2-axis so that n1 = 0, one has |∂v1Φα,j(n, 0)| = 0 and
|∂2v1Φα,j(n, 0)| > Cτ .(122)
Hence by a stationary phase estimate,
|F−1(δsα,jgj)(x)| < C(τ |x|)−
1
2 .(123)
If x is close to being parallel to the v2-axis, so that |n1| < C is sufficiently small (indepen-
dently of τ), one can find v1 = v1(n), such that ∂v1Φα,j(n, v1(n)) = 0. This follows from an
application of the implicit function theorem and ( 122). Moreover, by the assumption on the
curvature of sα, we have |∂2v1Φα,j(n, v1(n))| > Cτ . Therefore, ( 123) is valid for all x such
that |n1| < C is sufficiently small. If |n1| > C,
|∂v1Φα,j(n, v1)| > C ′ > 0 ,(124)
since |∂v1φα,j(v1)| = O(|v1|). This implies an even stronger decay bound than ( 123), by
standard oscillatory integral estimates. Hence, we arrive at ( 120).
Noting that
|F−1(Twδsα)(x)| = |F−1(δsα)(x)| ,(125)
we obtain
(A1) < C
(η
ε
)3 ∑
x∈Z2
(F−1(hη)(x) )3(τ |x|)− 32
< C
(η
ε
)3
τ−
3
2η
1
2 ,(126)
due to ( 116).
We thus arrive at
Aε(w;α, β) < C
(η
ε
)3
τ−
3
2η
1
2 + C
(
η−1 +
√
τ
ε
)
(log
1
ε
)2 .(127)
Setting η = ε
4
5 , τ = ε
2
5 , the claim follows. 
Lemma 7.9. Let π ∈ Πn,n′ with n¯ = n+n′2 ∈ N, correspond to a non-crossing pairing
contraction that contains at least one nested subgraph. Then,
|Amp[π]| ≤ ε 12 (Cλ2ε−1| log ε|)n¯
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Proof. In this case, π comprises a nested subgraph of length 1 < q ≤ n−2, and Amp[π] thus
contains a subintegral
Nq(α, ε)δ(pj+2q − pj) =
∫
(T3)2q
dpj · · · dpj+2q−1
j+2q−2∏
l=j+1
1
e∆(pl)− α− iε
×
q−1∏
k=1
λ2δ(pj+2k+2 − pj+2k)
× λ2δ
(
pj+1 − pj + pj+2q − pj+2q−1
)
,(128)
where
Nq(α, ε) := λ
2
∫
T3
dp
(λ2Ξ(α, ε))q−1
(e∆(p)− α− iε)q .(129)
Since its interior does not contain further nested subgraphs, we refer to it as a simple nest,
cf. Figure 3. We note that p0, pn, pn+1, and p2n¯+1 can never appear in the interior of a nested
subgraph. It is clear that
∣∣Nq(α, ε)∣∣ ≤ λ2|λ2Ξ(α, ε)|q−1∣∣∣ 1
(q − 1)!∂
q−1
α
∫
T3
dp
1
e∆(p)− α− iε
∣∣∣
≤ λ
2(cλ2)q−1
(q − 1)!
∫
R+
ds sq−1e−εs(1 + s)−
3
2
≤ (Cλ2ε−1)qε 32 ,(130)
where we have used ( 75).
Without any loss of generality, let us assume that the simple nest has length q (i.e. it
contains q immediate recollisions), and that the momentum with largest label preceding it
is pj, with j + 2q < n, so that the expression corresponding to ( 128) is Nqδ(pj+2q − pj).
The contributions to Amp[π] stemming from the pairing contractions outside of the
simple nest can be estimated in the following way. There are 2(n¯−q) momenta not contained
in the nest, apart from those carrying indices in J := {n, n + 1, j + 2q}. Let π′ denote the
graph obtained from π by removing the simple nest together with the edges labelled by J .
Let T denote a spanning tree of π′ containing all of the contraction lines, and n¯ − q of the
particle lines in π′. The pairings supported on π′ can be written in the form∫
(T3)n−q
[ ∏
r∈T c
dpr
(e∆(pr)− αr − iσrε)µj(r)
]∏
s∈T
1
(e∆(ws)− αs − iσsε)µj(s) ,
where each ws ∈ T3 is a linear combination of momenta pjs with js ∈ T c. Here, we have
introduced µj(r) := 1 + δj,r to accommodate the fact that the edge labelled by j + 2q is
excluded from π′. We correct this omission by using pj+2q = pj, which is enforced by a delta
distribution, and by squaring the propagator corresponding to the edge with index j.
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It then follows that
|Amp[π]| ≤
(
sup
α∈I
|Nq(α, ε)|
)
λ2(n−q)
∫
I×I¯
|dα| |dβ|
×
∫
T3
dpn
1
|e∆(pn)− α− iε|µj(n)|e∆(pn)− β + iε|(131)
×
∫
(T3)n¯−q
[ ∏
r∈T c
dpr
1
|e∆(pr)− αr − iσrε|µj(r)
]
×
∏
s∈T
1
|e∆(ws)− αs − iσsε|µj(s) .
Since ∫
I×I¯
|dα| |dβ|
∫
T3
dpn
1
|e∆(pn)− α− iε|µj(n)|e∆(pn)− β + iε|(132)
≤ Cε1−µj(n)| log ε|2,
and ∫
(T3)n¯−q
[ ∏
r∈T c
dpr
1
|e∆(pr)− αr − iσrε|µj(r)
]
×
∏
s∈T
1
|e∆(ws)− αs − iσsε|µj(s)
≤ (C| log ε|)n¯−qε−
∑
r∈Tc δj ,r−
∑
s∈T µj(s) ,(133)
we find
|Amp[π]| ≤ λ2n¯(C| log ε|)n¯−q+2ε1−µj(n)−
∑
r∈Tc δj,r−
∑
s∈T µj(s)(Cε−1)qε3/2
≤ (Cλ2ε−1| log ε|)n¯ε1/2 ,(134)
due to
µj(n) +
∑
r∈T c
δj,r +
∑
s∈T
µj(s) = n¯− q + 2 ,
where q ≥ 2. This proves the lemma. 
8. Type III contractions
We recall that the number of type III contractions π ∈ Πn,n′ is superfactorially large,
bounded by n¯2n¯. On the other hand, if π is of type III, Lemma 8.1 below shows that
|Amp[π]| is by some positive powers of ε smaller than the bounds on crossing or nesting
pairing graphs. This will suffice to balance the extremely large combinatorial factors against
the size of |Amp[π]|.
Lemma 8.1. Assume that 1 ≤ m < n¯ = n+n′
2
∈ N, and π = {Sj}mj=1 ∈ Πn,n′ of type III.
Then, for m = n¯− 1,
|Amp[π]| ≤ ε| log ε|3(Cε−1λ2| log ε|)n¯ ,(135)
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while for all 1 ≤ m ≤ n¯− 2,
|Amp[π]| ≤ (cn¯)3n¯−1λ2n¯ε−m(C| log ε|)2n¯ .(136)
Proof. By assumption, the total number of blocks contained in the contraction π is m, and
we recall that the case m = n¯ excluded here would correspond to a pairing graph. After
integrating out δ(pn − pn+1),
|Amp[π]| ≤ λ
2n¯e2εt
(2π)2
∫
I×I¯
|dα| |dβ|
∫
T3
dpn
1
|e∆(pn)− α− iε|
1
|e∆(pn)− β − iε|
×
∫
(T3)2n
dp0 · · · dpn−1dpn+2 . . . dp2n¯+1
×
[ n−1∏
j=0
1
|e∆(pj)− α− iε|
] 2n+1∏
ℓ=n+2
1
|e∆(pℓ)− β + iε|
×
m∏
j=1
∣∣c|Sj |∣∣δSj (p) .(137)
Let J := ♯{j| |Sj| > 2} denote the number of type III blocks in π, hence the number of
pairings is m− J .
We consider the graph Gπ associated to the contraction π. Gπ contains one vertex
from δ(pn − pn+1), 2n¯ vertices corresponding to Vω, J vertices in Vhc(Gπ) (cf. the definition
in the second paragraph of section 6), and we add two artificial vertices at the free ends of
the particle lines corresponding to the initial conditions (labelled by the momenta p0 and
p2n¯+1).
Every type III block Sj accounts for |Sj| contraction lines, while for a pairing block,
there is only
|Sj |
2
= 1 contraction line. The total number of contraction lines in Gπ is thus∑
j∈J
|Sj|+ (m− J) = 2n¯− (m− J) ,(138)
(since
∑
j∈J |Sj|+ 2(m− J) = 2n¯ is the total number of Vω-vertices).
Let T denote a spanning tree of Gπ which contains all contraction lines, the two particle
lines belonging to the momenta pn and p2n¯+1, but not the particle line that used to belong
to pn+1. Clearly, T has 2n¯+2+ J edges, from which (2n¯+2+ J)− 2− (2n¯− (m− J)) = m
belong to particle lines different from those labelled by pn and p2n¯+1. All particle momenta
associated to those particular edges of T can be expressed as linear combinations of momenta
not on T (they are used to integrate out all delta distributions). Accordingly, we estimate all
propagators on T except for those labelled by pn and p2n¯+1 by their L
∞-norms. This yields
a factor ε−m.
We integrate the propagators labelled by pn and p2n¯+1 against α and β, respectively,
which yields a factor (c log 1
ε
)2. Furthermore, we bound all 2n¯ − m remaining propagators
that belong to edges in the complement of T by their L1-norms. This produces a factor
(c log 1
ε
)2n¯−m.
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Finally, we derive from ( 46) that
m∏
j=1
∣∣c|Sj |∣∣ ≤
m∏
j=1
(|Sj| e 12ecV )|Sj |+1
≤ (2n¯ e 12ecV )3n¯−1(139)
for 1 ≤ m ≤ n¯− 2, so that in this case,
|Amp[π]| ≤ (Cn¯)3n¯−1(Cλ2)n¯ε−m| log ε|2n¯−m+2 .
On the other hand, since c2 = 1 by normalization,
n¯−1∏
j=1
∣∣c|Sj |∣∣ = |c4|(140)
if m = n¯− 1, so that
|Amp[π]| ≤ |c4|(Cλ2)n¯ε−n¯+1| log ε|n¯+3 .
This proves the lemma. 
Proposition 8.1. For fixed n, n′, the sum of all contributions to the expectation ( 57) that
comprise type III contractions is bounded by∑
π∈Πn,n′ type III
|Amp[π]| ≤ (Cλ2ε−1| log ε|2)n¯
(
n¯4(n¯!)ε+ n¯5n¯ε2
)
.
Proof. We note that the total number of graphs for 1 ≤ m ≤ n¯− 2 is bounded by
n¯−2∑
m=1
Bn¯(m) < n¯
2n¯+1 ,
cf. the discussion of ( 42). In the case m = n¯− 1, we find
Bn¯(n¯− 1) < 2n¯(n¯!)n¯4 ,
since we have n¯−1 pair correlations, and one correlation of order 4. Application of Lemma 8.1
implies the claim. 
9. Estimates on the remainder term
In this section, we bound the expectation of the L2-norm of the remainder term RN,t
in the Duhamel series ( 48). We shall use the partial time integration method introduced in
[3].
The remainder term is defined by
RN,t = −iλ
∫ t
0
ds e−i(t−s)HωVωφN,s .(141)
Let κ ∈ N, 1 ≪ κ ≪ N , be a large integer to be chosen later. We subdivide [0, t] into κ
subintervals with equidistant boundary points {θ0, . . . , θκ} where t0 = 0, θκ = t, such that
RN,t = −iλ
κ−1∑
j=0
e−i(t−θj+1)Hω
∫ θj+1
θj
ds e−i(θj+1−s)HωVωφN,s .(142)
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Furthermore, we define
φˆm,n,θ(s) :=
∫ s
θ
ds′D
(m−n)
s−s′ φˆm,s′ ,
where
(D
(m)
t φˆ)(p0) := (−iλ)m
∫
Rn+1
[ m∏
j=0
dsj
]
t
e−is0e∆(p0)(143)
×
∫
(T3)m
dp1 · · · dpm
[ m∏
j=1
e−isje∆(pj)Vˆω(pj − pj−1)
]
φˆsm(pm) .
φˆm,n,θ(s) is them-th Duhamel term, comprisingm collisions in total with Vω, but conditioned
on the requirement that precisely n collisions occur before time θ.
We then split the remainder term into
RN,t = R1(t) +R2(t)(144)
with
R1(t) := −iλ
∑
N≤n<4N
κ−1∑
j=0
e−i(t−θj+1)HωVωφn,N,θj(θj+1) ,(145)
R2(t) := −iλ
κ−1∑
j=0
e−i(t−θj+1)Hω
∫ θj+1
θj
ds e−i(θj+1−s)HωVωφ4N,N,θj(s) .
R1(t) is obtained from further expanding the operators e
−i(θj+1−s)Hω in ( 142) up to 3N − 1
times. Consequently, R1(t) comprises Duhamel terms for which up to 3N−1 collisions occur
in a time interval of length t
κ
. R2(t) is the corresponding error term, characterized by the
fact that precisely 3N collisions occur in a time interval of that length.
Our aim is to establish that E[‖R1,2(t)‖22] = O(εδ) for some δ > 0. The estimates
used to control E[‖R1(t)‖22] are essentially equal to those employed for n ≤ N . To bound
E[‖R2(t)‖22], we exploit the rarity of events comprising large collision numbers (of order
O(N)) in the time intervals [θj , θj−1) that are much shorter than [0, t].
Lemma 9.1. There are finite constants C, uniform in ε = t−1 and N , such that
E
[
‖R1(t)‖22
]
≤ N
2κ2(Cλ2ε−1)4N
(N !)1/2
(146)
+ N2κ2(Cλ2ε−1| log ε|)4N | log ε|3
(
ε
1
5 (4N)! + ε2(4N)20N
)
E
[
‖R2(t)‖22
]
≤ ε−2(Cλ2ε−1| log ε|)4N | log ε|3(147)
×
(
κ−N(4N)! + κ−N+5ε(4N)!(4N)4
+κ−N+9ε2(4N)!(4N)8 + ε3(4N)20N
)
.
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Proof. The Schwarz inequality and unitarity of e−itHω imply
E
[
‖R1(t)‖22
]
≤ (3N)2κ2 sup
N<n≤4N
sup
0≤j<κ
E
[
‖φn,N,θj(θj+1)‖22
]
E
[
‖R2(t)‖22
]
≤ ε−2 sup
0≤j<κ
s∈[θj ,θj+1]
E
[
‖φ4N,N,θj(θj+1)‖22
]
.(148)
Let us first address the estimates on ‖R2(t)‖22.
Each pairing contraction occurring in E[‖φ4N,N,θj (θj+1)‖22] can be bounded by
κ−N | log ε|3(Cλ2ε−1| log ε|)4N .(149)
The factor κ−N appears for the following reason. We recall that ε−1 = t is the length of
the time integration interval [0, t], and that previously, iε has appeared as the imaginary
part of the denominators of the free resolvents in the momentum space Feynman integrals.
Due to the condition in R2(t) that all of the last 3N collisions occur in a time interval of
length t
κ
≪ t, there are 6N out of 2(4N + 1) free resolvents, for which the imaginary part
of the denominator is iκε instead of iε. iε appears only in 2N + 2 of the free resolvents,
corresponding to the first N collisions.
For type III contractions, we argue as in the proof of Lemma 8.1. We observe that if
there is a single block of size 4 (that is, one delta contracting 4 random potentials), we gain
a factor ε, and there are 2(4N +1)−4 free resolvents which are part of pairing contractions.
The above considerations apply to the latter, and there is a gain of a factor of at least κ−N+5.
The number of type III contractions with only one block of size 4 is bounded by (4N)4(4N)!.
For a type III contraction which contains two size 4 blocks or one size 6 block, we gain
a factor ε2, and there are at least 2(4N + 1) − 8 free resolvents which are part of pairing
contractions. By the above, we gain a factor of at least κ−N+9. The number of type III
contractions with two blocks of size 4 or one block of size 6 is bounded by (4N)8(4N)!.
Any type III contraction with larger or more non-pairing blocks provides a gain of a
factor ε3, and we shall then not need inverse powers of κ. The number of such contractions,
multiplied with the estimate derived in the proof of Lemma 8.1 on the renormalized moments,
is bounded by cN(4N)20N .
Hence, we conclude that
E
[
‖φ4N,N,θj(θj+1)‖22
]
≤ | log ε|3(Cλ2ε−1| log ε|)4N
×
(
κ−N (4N)!κ−N+5ε(4N)!(4N)4
+κ−N+9ε2(4N)!(4N)8 + ε3(4N)20N
)
,
where the first term on the right hand side of the inequality sign stems from the sum over
all pairing contractions, while the second term accounts for all type III contractions. This
proves the asserted estimate on E[‖R2(t)‖2]. A more detailed exposition is given in [3].
The bound on E[‖R1(t)‖22] follows from Lemmata 9.2, 9.3, 9.4, 9.5 below. 
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9.1. Pairing contractions. Let us first estimate the contributions to E[‖R1(t)‖2] stemming
from pairing contractions. For simple and crossing pairings, the necessary bounds on terms
corresponding to n with N < n ≤ 4N are precisely the same as for n ≤ N . The discussion of
nested pairing contractions is slightly more involved, due to the fact that particle propagators
with different imaginary parts ±iε and ±iκε can appear in the same simple nest.
Lemma 9.2. Let N < n ≤ 4N , and λ2ε−1 < 1. The contribution to ( 146) of the sum of
all simple pairings is bounded by∣∣∣ ∑
π∈Πn,n simple
Amp[π]
∣∣∣ ≤ (C0λ2ε−1)n
(n!)1/2
+ nε
1
5 | log ε|3(Cε−1λ2| log ε|)n ,(150)
where C0 is defined in ( 96).
Proof. The proof is derived from the same arguments as in the proof of Lemma 7.4. Here,
1
|e∆(pj)− αj − iσjκε| ≤
1
|e∆(pj)− αj − iσjε|(151)
isw used for all j. 
The remark after the proof of Lemma 7.4 concerning globality in T = λ2t > 0 also
applies to the present situation.
Lemma 9.3. Let N < n < 4N , and let π ∈ Πn,n correspond to a pairing contraction that
contains at least one crossing. Then,
|Amp[π]| ≤ ε 15 | log ε|3(Cλ2ε−1| log ε|)n .
Proof. The proof is analogous to that of Lemma 7.7, and uses ( 151). 
Lemma 9.4. Let N < n < 4N , and let π ∈ Πn,n′ represent a non-crossing pairing contrac-
tion that contains at least one nested subgraph. Then,
|Amp[π]| ≤ ε 12 | log ε|3(Cλ2ε−1| log ε|)n .
Proof. In the case N < n < 4N , particle resolvents with imaginary parts iε and iκε in the
denominator can appear simultaneously in the same nested pairing subgraph. If so, Amp[π]
contains a subintegral corresponding to a nest of the form
Nq1,q2(α, ε, κ)δ(pi+2q−1 − pi−1) := λ2q
∫
(T3)2q
dpi · · · dpi+2q−2δ(pi − pi−1 + pi+2q−1 − pi+2q−2)
×
q−1∏
j=1
δ(pi+2j+1 − pi+2j−1)
×
( N∏
l=i
1
e∆(pl)− α− iε
) i+2q−2∏
k=N+1
1
e∆(pk)− α− iκε ,(152)
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where for q1 + q2 = q − 1, and q1, q2 ≥ 1,
(153)
Nq1,q2(α, ε, κ) =
∫
T3
dpi
λ2 (λ2Ξ(α, ε))q1
(e∆(pi)− α− iε)q1+q′
(λ2Ξ(α, κε))q2
(e∆(pi)− α− iκε)q2+1−q′ ,
with q′ = 0 or 1. Let us assume that q′ = 0, the case q′ = 1 is completely analogous. Then,
( 153) = λ2(λ2Ξ(α, ε))q1(λ2Ξ(α, κε))q2
×
∫
T3
dpi
( 1
(q1 − 1)!∂
q1−1
α
∫
R+
ds1e
−is1(e∆(pi)−α−iε)
× 1
q2!
∂q2α
∫
R+
ds2e
−is2(e∆(pi)−α−iκε)
)
= λ2
1
(q1 − 1)!
1
q2!
(λ2Ξ(α, ε))q1(λ2Ξ(α, κε))q2(154)
×
∫
R
2
+
ds1ds2(is1)
q1−1(is2)
q2
×
∫
T3
dpie
−i(s1+s2)(e∆(pi)−α)e−εs1−κεs2 .
Using ( 75), the integral on the last line is bounded by∫
R
2
+
ds1ds2s
q1−1
1 s
q2
2
Cq1+q2
(1 + s1 + s2)
3
2
e−εs1−κεs2
≤ ε
−(q1+q2−1/2)
κq2
∫
R
2
+
ds1ds2s
q1−1
1 s
q2
2
Cq1+q2
(1 + s1)
3
2
e−s1−s2
<
ε−(q−3/2)
κq2
Cq1+q2 ((q1 − 1)!)(q2!) .(155)
Therefore,
|Nq1,q2(α, ε, κ)| <
ε3/2(Cλ2ε−1)q
κq2
,(156)
where ( 75) has been used. We note that in the special case q1 = 0, q2 = q − 1, this is
replaced by
|Nq(α, κε)| ≤ (Cε
−1λ2)qε−3/2
κq−3/2
,(157)
cf. ( 130). For the assertion of this lemma, it is, however, not necessary to take advantage
of the small inverse powers in κ.
For the contractions outside of the nest, we proceed as in the proof of Lemma 7.9
(where in ( 152), i := j + 1), and find
|Amp[π]| ≤ ε 12 | log ε|4(Cλ2ε−1| log ε|)n .(158)
This proves the lemma. 
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9.2. Type III contractions. The estimates on type III contractions necessary for n > N
are the same as for n ≤ N .
Lemma 9.5. Let N < n ≤ 4N , and let π ∈ Πn,n correspond to a type III contraction. Then,∑
π∈Πn,n type III
|Amp[π]| ≤ (Cλ2ε−1| log ε|)n
(
(n!)ε+ n5nε2
)
,
where the constant C is uniform in ε, λ, and n.
Proof. This is proved in the exact same way as Lemma 8.1. We remark that subfactorial
factors n4, 4n, etc. have here been absorbed into the multiplicative constant. 
10. Completion of the proof
Collecting the above, we are in the position now to prove the key estimate ( 28), which
concludes the proof of Lemma 3.3. Combining Lemmata 7.4, 7.7, 7.9, we find
|l.h.s. of ( 28)| ≤ C1λ2ε−1
+ (4Nκ)2| log ε|4(Cλ2ε−1| log ε|)4N
[
ε
1
5 (4N)! + ε2(4N)20N
]
+ ε−2| log ε|3(Cλ2ε−1| log ε|2)4N
×
[
κ−N(4N)! + κ−N+5ε(4N)!(4N)4
+κ−N+9ε2(4N)!(4N)8 + ε3(4N)20N
]
,(159)
where some subexponential factors, such as N4, etc., have been absorbed into the multi-
plicative constants C in C4N , and where the constant C1 is defined in ( 96).
According to the assumptions of Lemma 3.3, we have
ε−1 = t = δ
6
7λ−2 ,
where 0 < δ < 1 is given and fixed.
Furthermore, we choose
N(ε) = ⌊ | log ε|
40 log | log ε| ⌋ ,
κ(ε) = ⌈ | log ε|120 ⌉ .(160)
One then easily verifies that
(4N(ε))20N(ε) < ε−
1
2
(4N(ε))! < ε−
1
10
κ(ε)N(ε) ∼ ε−3 ,(161)
such that for instance,
ε−2κ(ε)−N(ε)((4N(ε))!) < ε1/2 .(162)
It can then be straightforwardly verified that for ε sufficiently small,
|l.h.s. of ( 28)| ≤ C1δ 67 + ε 17 .(163)
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This completes the proof of Lemma 3.3.
11. Linear Boltzmann equations
We shall in this section study the Schro¨dinger dynamics of the random lattice model
analyzed above, and demonstrate that its macroscopic, weak coupling limit is governed by
the linear Boltzmann equations. Owing to the similarity of many of the arguments used here
to those presented in [3] for the continuum case, the exposition will be very condensed.
Let φt ∈ ℓ2(Z3) denote the solution of the random Schro¨dinger equation
i∂tφt = Hωφt ,(164)
with initial condition φ0 ∈ ℓ2(Z3), and for a fixed realization of the random potential. We
define its Wigner transform Wφt : (Z/2)
3 × T3 → R by
Wφt(x, v) = 8
∑
y,z∈Z3
y+z=2x
φt(y)φt(z)e
2πiv(y−z) ,(165)
where we note that x ∈ (Z/2)3. Fourier transformation with respect to x yields
Wˆφt(ξ, v) = φˆt(v −
ξ
2
)φˆt(v +
ξ
2
) ,(166)
where v ∈ T3 and ξ ∈ (2T)3.
Let J denote a Schwartz class function on R3 × T3. We introduce macroscopic time,
space, and velocity variables (T,X, V ) := (ηt, ηx, v) for η ≪ 1, and the rescaled, macroscopic
Wigner transform of φt
W
(η)
T (X, V ) := η
−3WφT/η(X/η, V ) ,(167)
with X ∈ (ηZ/2)3, V ∈ T3. Then, let
〈J,W (η)T 〉 =
∑
X∈(ηZ/2)3
∫
T3
dV J(X, V )W
(η)
φT/η
(X, V ) ,(168)
while for the Fourier transform with respect to the first argument,
〈J,W (η)T 〉 = 〈Jˆ , Wˆ (η)φt 〉 =
∫
(2T)3×T3
dξdvJˆη(ξ, v)Wˆφt(ξ, v) ,(169)
where Jˆη(ξ, v) := η
−3Jˆ(ξ/η, v).
We shall write sin 2πw ∈ [−1, 1]3 for the 3-vector with components sin 2πwj, j = 1, 2, 3,
where w ∈ T3.
Theorem 11.1. Let the scaling factor be fixed by
η = λ2 ,(170)
where λ is the disorder strength. Let φ
(η)
t = e
−itHωφ
(η)
0 denote the solution of the random
Schro¨dinger equation ( 164) with initial condition
φ
(η)
0 (x) = η
3/2h(ηx)eis(ηx)/η ,(171)
where h, s are Schwartz class functions on R3.
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Let W
(η)
T denote the rescaled, macroscopic Wigner transform of φ
(η)
t . Then, for any
T > 0, it has the weak limit
w − lim
η→0
E
[
W
(η)
T (X, V )
]
= FT (X, V ) ,(172)
where FT (X, V ) solves the linear Boltzmann equation
∂TFT (X, V ) + sin 2πV · ∇XFT (X, V )
=
∫
T3
dUσ(U, V ) [FT (X,U)− FT (X, V )] ,(173)
with collision kernel
σ(U, V ) = 2πδ(e∆(U)− e∆(V )) ,(174)
and initial condition
F0(X, V ) = w − lim
η→0
W
(η)
0 = |h(X)|2δ(V −∇s(X)) .(175)
Proof. For ( 175), we refer to [3].
Let
φmaint :=
N∑
n=0
φn,t ,
and
E
[∫
T3×T3
dξdvJˆη(ξ, v)Wˆφmaint (ξ, v)
]
=
N∑
n,n′=0
U
Jˆη
n,n′
=
N∑
n,n′=0
∑
π∈Πn,n′
AmpJˆη [π] ,(176)
where
U
Jˆη
n,n′ = E
[∫
T3×T3
dξdvJˆη(ξ, v) φˆn,t(v − ξ
2
)φˆn′,t(v +
ξ
2
)
]
.
AmpJˆη [π] denotes the value of the integral corresponding to the contraction π ∈ Πn,n′, .
Lemma 11.1. Let π ∈ Πn,n′, and n¯ := n+n′2 ∈ N. Then,
U
Jˆη
n,n′ =
∑
π∈Πn,n′ simple
AmpJˆη [π]
+ O
(
(Cλ2t log t)n¯(log t)3
(
t−
1
5 n¯! + t−2n¯5n¯
))
,(177)
and for any simple pairing π,
|AmpJˆη [π]| ≤ (Cλ2t)n¯ .(178)
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Proof. The only difference here in comparison to the L2-bounds previously considered is the
presence of Jη. We note that for the choice Jη = δ(ξ), ( 176) reduces to E[‖φmaint ‖2ℓ2(Z3)] as
treated earlier. The necessary modifications are straightforward, and the same estimates on
Feynman amplitudes enter as before, and as expressed in ( 177). For a detailed account on
these matters, we refer to [3]. 
Let ε = 1
t
, as before. Similarly as in the proof of Lemma 7.4, we decompose AmpJˆη [π],
for π simple, into a main part AmpJˆε,main[π], and an error part, where AmpJˆη ,main[π] is
obtained by replacing the recollision terms Ξ(α, ε) and Ξ(β,−ε) in AmpJˆη [π] by Ξ(e∆(v0), ε)
and Ξ(e∆(v0),−ε). We assume for π that AmpJˆη [π] contains m type II contractions, where
we index the immediate recollisions by (q0, . . . , qm) and (q˜0, . . . , q˜m), respectively, as in ( 82).
Then, we have
AmpJˆη ,main[π] =
λ2me2εt
(2π)2
∫
I×I¯
dαdβe−it(α−β)
∫
T3×T3
dξdv0Jˆη(ξ, v0)
×
∫
(T3)m
dv1 · · ·dvmφ(η)0 (vn −
ξ
2
)φ
(η)
0 (vn +
ξ
2
)(179)
×
m∏
i=0
(λ2Ξ(e∆(v0), ε))
qi
(e∆(vi +
ξ
2
)− α− iε)qi+1
(λ2Ξ(e∆(v0),−ε))q˜i
(e∆(vi − ξ2)− β + iε)q˜i+1
.
The error term is controlled by the following lemma.
Lemma 11.2. Let π ∈ Πn,n′ be a simple pairing. Then,
AmpJˆη [π] = AmpJˆη ,main[π] + O((Cλ
2t)n¯t−
1
5 )
|AmpJˆη ,main[π]| ≤
(Cλ2t)n¯
(n¯!)1/2
.(180)
Proof. The proof is analogous to the one of Lemma 7.4, with straightforward modifications
to accommodate for Jˆη. This is treated in detail for the continuum model in [3], and we
shall not reiterate it here. 
We perform the contour integral with respect to the variables α and β, and evaluate
the sum over n, n′ ∈ {0, . . . , N} by first summing over all qi, q˜i, where i = 1, . . . , m, for fixed
m, and subsequently summing over the indices m. We then obtain
lim
N→0
N∑
n,n′=0
∑
π∈Π
n,n′
π simple
AmpJˆη ,main[π] =
∞∑
m=0
λ2m
∫
dv0dξJˆη(ξ, v0)
×
∫ [ m∏
j=0
dsj
]
t
[ m∏
j=0
ds˜j
]
t
∫
(T3)m
dv1 · · ·dvmWˆφ(η)0 (ξ, vm)
× e2tλ2Im[Ξ(v0,ε)]e−i
∑m
i=0
(
sie∆(vi+
ξ
2
)+s˜ie∆(vi−
ξ
2
)
)
,(181)
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where
Wˆ
φ
(η)
0
(ξ, v) = φˆ
(η)
0 (v −
ξ
2
)φˆ
(η)
0 (v +
ξ
2
) ,
and
Im[Ξ(v0, ε)] =
1
2
[
Ξ(v0, ε)− Ξ(v0,−ε)
]
.
To derive the macroscopic scaling and weak disorder limit, we introduce the new time vari-
ables
aj :=
sj + s˜j
2
, bj :=
sj − s˜j
2
,
with aj ≥ 0 and
∑n
j=0 aj = t, and bj ∈ [−aj , aj ]. so that dsjds˜j = 2dajdbj , and
sie∆(vi − ξ
2
)− s˜ie∆(vi + ξ
2
) = ai
[
e∆(vi +
ξ
2
)− e∆(vi − ξ
2
)
]
+ bi
[
e∆(vi − ξ
2
) + e∆(vi +
ξ
2
)
]
.(182)
Furthermore, we introduce macroscopic variables
T := ηt = ηε−1 , τj := ηaj , ζ := η
−1ξ ,
where we recall from ( 170) that the scaling factor and the disorder strength are related by
η = λ2 .(183)
We note that |ζ | ≤ O(1) on the support of Jˆ(ζ, v).
For any finite τj ,
w − lim
η→0
n∏
j=1
∫ τj/η
−τj/η
dbj e
2ibj(e∆(vj )−e∆(v0)+O(η)) =
n∏
j=1
πδ
(
e∆(vj)− e∆(v0)
)
,
and by the same arguments as in [3], we obtain
lim
η→0
E
[〈Jˆη, Wˆφ(η)t 〉] =
∑
n≥0
∫
(T3)n+1
dv0 · · · dvne2T ImΞ(v0)
× 2n
∫ [ n∏
j=0
dτj
]
T
n∏
j=1
πδ
(
e∆(vj)− e∆(v0)
)
× lim
η→0
∫
(2T/η)3
dζJˆ(ζ, v0)e
2πi
∑n
j=0 τjζ·sin2πvj
× Wˆ
φ
(η)
0
(ηζ, vn) ,(184)
where
Ξ(v) := lim
ε→0
Ξ(v, ε) .(185)
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We observe that in the n-th term of the sum, the factor η−n, which emerges from rescaling
ai, has eliminated λ
2n, due to ( 183). Moreover, using ( 175),
lim
η→0
∫
(2T/η)3
dζJˆ(ζ, v0)e
2πi
∑n
j=0 τjζ·sin 2πvjWˆ
φ
(η)
0
(ηζ, vn)
=
∫
R3
dXJ(X, v0)F0
(
X −
n∑
j=0
τj sin 2πvj , vn
)
.(186)
Thus, for any test function J(X, V ), one obtains
lim
η→0
lim
N→∞
E
[〈J,W (η)
φmain
η−1T,N
〉] = 〈J, FT 〉 ,(187)
where W
(η)
φmain
η−1T,N
is the rescaled Wigner transform corresponding to φmainη−1T,N , and
FT (X, V ) = e
2Tσ(V )
∑
n≥0
∫
dτ0 · · · dτnδ
( n∑
j=0
τj − T
)
×
∫
dV1 · · · dVnσ(V, V1) · · ·σ(Vn−1, Vn)
× F0
(
X −
n∑
j=0
τj sin 2πVj, Vn
)
,
with V = V0. Here,
σ(V, U) := 2πδ
(
e∆(V )− e∆(U)
)
(188)
corresponds to the differential cross-section, while
σ(V ) :=
∫
dUσ(V, U) = −2Im[Ξ(V )] .(189)
is the total scattering cross section. The key insight is that FT (X, V ) satisfies the linear
Boltzmann equations ( 173), hence this result concludes our proof of Theorem 11.1. 
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