The raise of collaborative robotics has led to wide range of sensor technologies to detect human-machine interactions: at short distances, proximity sensors detect nontactile gestures virtually occlusion-free, while at medium distances, active depth sensors are frequently used to infer human intentions. We describe an optical system for large workspaces to capture human pose based on a single panoramic color camera. Despite the two-dimensional input, our system is able to predict metric 3D pose information over larger field of views than would be possible with active depth measurement cameras. We merge posture context with proximity perception to reduce occlusions and improve accuracy at long distances. We demonstrate the capabilities of our system in two use cases involving multiple humans and robots.
I. INTRODUCTION
Proximity perception is an active research field, aiming to equip robotics with nontactile near-field sensors to advance robot autonomy and human-machine interoperability. While proximity sensing is a compelling concept on close-up range, it fails to recognize spatio-temporal events on moderate distances from the robot [1] . These events, however, provide important information to create a more robust and intuitive set of interaction patterns.
In previous works, optical systems were increasingly used to close this information gap. Many approaches integrate active depth cameras to detect human key points and measure distances between objects in the environment. The downsides of active depth sensors are the short operating range, the sensitivity to extraneous light and the increased occlusion caused by the camera-projector arrangement.
We describe an optical system that complements proximity perception by observing human and machines from a bird'seye perspective (see Figure 1 ). Even though our system works solely with color images from one single panoramic camera, it delivers pose information for humans and robots in a metric space. We combine the provided pose information with near-field measurements from proximity sensors to robustly detect human-machine interaction patterns. We demonstrate the benefits of merging complementary input modalities in two use cases involving multiple robots and humans 1 . Our system complements proximity sensing (left) with global perception from a bird's-eye perspective in real-time (right). Based on a color input image, we estimate the following features shown superimposed in the right image: human pose (dots connected by lines), worker orientation (white triangle) and the recent movement trajectory (red path on floor). The majority of these measurements are available in a metric 3D space and combined with proximity perception to coordinate human-machine interactions.
A. Related Work
Vision based human-machine interaction has been studied before. Guanglong et al. [2] combine RGB-D cameras and inertial measurement units to detect human gestures for robot learning. Zimmermann et al. [3] use depth-based devices to record human instructions for teaching a service robot.
Systems based on depth cameras are also used to study human-robot safety aspects. Fabrizio et al. [4] describe a depth sensing enabled device to compute distances to dynamic obstacles for collision avoidance.Švarnỳ et al. [5] propose using 2D keypoint detection merged with RGB-D data to measure distances between a robot and a single human operator.
B. Contributions
The proposed system has a number of benefits. Our system works with a readily available single wide-angle color camera, eliminating the range limitations of active depth devices. The inference step builds on recent advances in pose estimation, enabling our system to answer complex image related queries robustly. In addition to instantaneous pose, we track individual humans to provide pose trajectories over time. Although the detection step takes place in image space, the majority of predictions are elevated to a metric 3D space, enabling natural fusion with near-field sensors to create a richer set of human-machine interactions. Figure 3 illustrates the core components of our system. These are detailed in the following sub-sections.
II. METHOD

A. View Synthesis
In order to process panoramic color images, we first synthesize one or more synthetic rectilinear views (see Figure 2 ). View synthesis assumes a virtual pinhole camera P that is potentially rotated with respect to the physical source frame S. Next, every virtual camera pixel u P is mapped to a corresponding source pixel u S using the method described in [6] . The computed pixel position is bilinearly interpolated to determine the final color value associated with u P . 
B. Pose Estimation
To compute the 2D pose of humans and robots, we first predict 2D keypoints from synthesized color views (see Figure 7 b, d) . We use neural network architectures, depicted in Figure 4 based on works of Cao et al. [7] and Heindl et al. [8] to perform keypoint localization. Each network, composed of a series of Deep Convolutional Neural Networks (DCNNs), regresses keypoint coordinates by transforming the input color images x P ∈ R 3×H×W into keypoint belief mapŝ b P ∈ R C×H×W . Here H, W are image height and width and C is the number of output keypoints (6 for robots, 25 for humans). Each belief map encodes the likelihood of observing a particular keypoint in a specific image region. We train these networks with both real [7] and artificially generated images [8] .
In a subsequent step, 2D poses are transformed into a metric space via a set of homographies. In particular, we propose the use of an image-to-ground homography H G P ∈ R 3×3 , to map image positions to metric ground coordinates as follows
where D(·) is the dehomogenization operator x , y = x/z, y/z . Because such mappings are accurate only for body parts sufficiently close to the ground (such as foot positions), we use a statistical body model to gain the ability to map extra keypoints such as hips and shoulders.
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Near-Field Sensor Created by Alexander Panasovsky from the Noun Project + Fig. 3 . System Overview. Our approach considers panoramic images as input; these are synthesized to form one or more rectilinear views. Deeply learned neural networks then predict 2D human and robot pose keypoints. These detections are subsequently lifted to a 3D metric space using homographies of planes. Next, our system fuses near-field measurements with human/robot pose context to create location-aware events. These events in turn lead to environmental reactions defined by the application scenario.
These additional points serve to predict body orientation and to stabilize body positions in case of partial occlusions. Regarding robots, we map only the base joints to determine their location.
C. Multiple Object Tracking
We filter and track human trajectories using a Kalman filter, assuming a linear dynamic motion model (see Figure 1 , 7d). All operations are performed in ground plane coordinates to avoid perspective effects. To assign newly detected poses to existing ones, we create a bipartite graph: Given a set of pose detections D t and a set of forward predicted poses P t at time t, we add an edge e dp for every possible combination of detected d ∈ D t and tracked p ∈ P t poses to the graph. The cost C dp associated with edge e dp is computed as the Euclidean distance between the ground positions of d and p. We use the method of Kuhn et al. [9] to solve for the optimal assignments and update the Kalman filters correspondingly. Fig. 4 . Joint localization architecture [8] . First, base features f are extracted from input image x P . An initial Deep Convolutional Neural Network (DCNN) performs initial joint belief prediction b P 1 . A series of DCNNs then refines belief prediction to generate the final predictionb P .
D. Merging Pose Information with Proximity Measurements
Pose information alone has already proven useful in our experiments with human-robot interaction. However, line-ofsight occlusions and large object distances limit the system's ability to measure small movements accurately. Therefore, we merge global pose context with gestures detected by a proximity device 2 .
In particular, we treat data fusion as a probabilistic classification problem and consider the presence of gestures intended for robot r to be latent random variables C ∈ {0, 1}. At each time-step we observe the following noisy features: a) a confidence level of the (possibly carried) proximity sensor for an active gesture F g ∈ [0, 1], b) the relative position of the operator closest to the robot in ground plane coordinates F xy ∈ R 2 and c) the orientation of the operator with respect to the robot, expressed as the cosine of the angle F o ∈ [−1, 1]. Given the observations F = {F g , F xy , F o }, we compute the posterior probability of the presence of a command p(C | F) using Bayes theorem
For computational reasons, we introduce the following independence assumptions
That is, all observed features are independent from each other given the state of command C. Thus, the posterior probability simplifies to
where Z is the partition function given by
Our model, shown graphically in Figure 5 , follows the structure of a naïve Bayes classifier. We assume the following underlying probability distributions
Here, Categorical(α c ) refers to a two-dimensional distribution with bin probabilities α c . We have chosen to model the conditional probability p(F o | C) using a normal distribution for practical reasons. Strictly speaking, using a normal distribution is an improper assumption because its support is (−∞, ∞) and not [0, 1]. However, probabilities beyond ±3σ quickly drop to zero and therefore do not pose a problem for our use case.
The parameters of our model are estimated in a semisupervised fashion. That is, we consider F to be observed for all training samples. In addition, we observe C for a fraction of training samples. The parameters of each distribution are estimated by maximizing the joint likelihood of fully observed and partially observed samples using a variant of expectation maximization (see Appendix A for details). 
III. EVALUATION A. Experimental Setup
We perform all experiments in an environment that covers the volume of 10 × 8 × 3.5 m using a single color camera with resolution 2464 × 2056 px, mounted 3.5 m above ground. We estimate the ground plane homography using a chessboard object. Our setup consists of two robots: an UR10 and a KUKA iiwa, both of which are placed in close proximity to each other (see Figure 7a ). We use a standard computing unit equipped with a single NVIDIA GeForce GTX 1080 Ti for pose estimation at 15 Hz. The gesture sensing device is connected to a portable Laptop. ZeroMQ 3 is used to exchange messages between all computing entities.
B. Pose Estimation Accuracy
In this work we consider metric accuracies, as image accuracies have been reported previously [6] , [8] . Assuming an error-free intrinsic camera matrix, the uncertainty in detecting point correspondences for homography estimation is measured to be σ C = 3.5 px. The parameter uncertainties of H G P are estimated using the method of Criminsi et al. [10] . The uncertainty of 2D keypoint detection is σ P = 15 px. We transform input uncertainties to measurement uncertainties by propagating errors through Equation 1 to the first order. 
C. Classification Accuracy
To evaluate the data fusion approach, we conduct several experiments using the robot orchestration use case (see Section IV). For training we record 4500 observations of F. This corresponds to 5 min of possible human-robot interaction. In a downstream step, we manually label C based on visual inspection. We then train several classifiers by varying the ratio of partially F and fully F ∪ {C} observed samples. These classifiers are evaluated on a separate, fully observed test set consisting of 5000 samples. Figure 6 shows the increase in classification accuracy when incorporating unlabeled data during training. Especially when only a few annotated samples exist, the benefit of semi-supervised learning is highest. 5HFDOO 
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IV. DEMONSTRATIONS
We demonstrate the interaction potential of our system in two use cases (UCs) 4 :
UC1 We orchestrate multiple robots by placing a nearfield gesture-sensitive device in the hands of an operator. The operator's position and orientation with respect to the robots is used to predict the intended receiver of gesture commands (see Figure 7 a,b). UC2 We show an adaptive robot speed control to simplify human-machine cooperation. As humans approach, we automatically decelerate the robot. Likewise, we accelerate the robot to full operating speed as humans leave (see Figure 7 c,d).
V. CONCLUSION AND DISCUSSION
We present a single monocular camera-based system to provide real-time pose detection for human-machine interaction at large scales. Albeit our system does not sense depth directly, we develop a homography based solution to lift pose predictions to a metric 3D space. Furthermore, we show that merging global vision context and proximity 4 Video link is provided in footnote 1. data in a probabilistic framework helps to maintain robust detection over long distances. Finally, we present the results of a semi-monitored learning approach to data fusion that increases classification accuracy when only a few marked training samples are available.
APPENDIX
A. Semi-Supervised Expectation Maximization
In semi-supervised training we assume that for a fraction of training samples we know the value of the latent variable C, while for a usually much larger fraction of data we don't. Following the notation introduced in Section II-D, we assume to be given N complete observations corresponding to the set {(C i , F i )} i≤N of random variables. In addition M partial observations of {F j } j≤M are provided. All observations are considered to be independent and identically distributed. The model's global parameters are collected in Ω = {θ, a c , b c , α c , µ c , σ c }. Figure 8 shows a graphical representation illustrating the situation. The joint probability given Ω factors as follows
where we denote {C i } i≤N by C and do similar for the other variables. We seek to optimize Ω by maximizing the loglikelihood of the observables
which requires integrating over latentC. Following the objective of semi-supervised expectation maximization (EM) as derived in Heindl et al. [11] gives
where q is a tractable distribution overC. Expectation maximization then iteratively optimizes for q (E-step) and Ω (M-step) in an alternating scheme, until a (local) maximum is reached. At iteration t + 1, the solution to the E-step for our model is given by
where we made use of the independence assumptions underlying our model. The E-Step is thus equal to the original EM algorithm [12] . The M-step updates the parameters Ω of our model as follows
which follows from Equation 3 by applying the models independence assumptions and considering q t+1 (C) to be constant. In Equation 5 the fully observed samples serve as a guidance bias for the optimization procedure. Finally, we solve for Ω t+1 by setting the gradient to zero ∇ Ω L(q t+1 , Ω) = 0.
At https://github.com/cheind/proximity-fusion we provide source code for reproducibility.
B. Additional Classification Information
In this section we present additional information on the results of semi-supervised training. We consider the classifier trained on 5 % FO and 95 % PO. The highest F1 macro score is 0.91 at a threshold level of 0.84. Table II shows the confusion matrix of corresponding to the classification results on the evaluation test set. The statistics show that the marginal probability of a gesture occurring is 21 times less than that of no gesture occurring. This highly imbalanced classification problem is typical for human-machine interaction, where command gestures are rare compared to other activities. 
