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Abstract
This article presents a bipartite graph propagation
method to be applied to different tasks in the ma-
chine learning unsupervised domain, such as topic
extraction and clustering. We introduce the objec-
tives and hypothesis that motivate the use of graph
based method, and we give the intuition of the pro-
posed Bipartite Graph Propagation Algorithm. The
contribution of this study is the development of new
method that allows the use of heuristic knowledge
to discover topics in textual data easier than it is
possible in the traditional mathematical formalism
based on Latent Dirichlet Allocation (LDA). Initial
experiments demonstrate that our Bipartite Graph
Propagation algorithm return good results in a static
context (offline algorithm). Now, our research is fo-
cusing on big amount of data and dynamic context
(online algorithm).
1 Introduction
A huge amount of data stored today are in semi-structured
and unstructured forms. Most of these data sets are texts.
In fact, the most likely form of storing information is text.
Automatic techniques to help organize, manage, and extract
knowledge from such textual data are worthwhile research
topics for the machine learning and data mining communities.
In an unsupervised context, a common knowledge extrac-
tion task is text clustering, i.e. the grouping of objects that
represent documents or words in such a way that objects
in the same group are more similar to each other than to
those in other groups. Dimensionality reduction can be con-
sidered a subtype of clustering; these include a well-know
technique Latent Semantic Analysis (LSA) based on Singu-
lar Value Decomposition (SVD). Although this matrix de-
composition technique have been successfully applied to dif-
ferent domains, it has drawbacks, such as expensive storage
requirements and computing time. As an alternative, Hof-
mann [Hofmann, 1999] proposed the Probabilistic Latent Se-
mantic Analysis (PLSA). However, it has problems in gen-
eralize the inferred model leading to overfitting [Blei et al.,
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2003]. To overcome this problem, Blei [Blei et al., 2003]
proposed Latent Dirichlet Allocation (LDA), a fully Bayesian
Model with a consistent generative model. LDA has influ-
enced a huge amount of work and have become a mainstay
in modern statistical machine learning. LDA based models
have a rigorous mathematical treatment of decomposed op-
erations that discover the latent groups (topics). From the
practitioner’s perspective, creating a new model and deriving
it to an effective and implementable inference algorithm are
hard and tiresome tasks [Rajesh et al., 2014]. Moreover, the
mathematical rigour hampers a rapid exploration of new as-
sumptions, heuristics, or adaptations that could be useful in
many real scenarios.
A simple way to describe operations that distil knowledge
or infer patterns is to use a graph or network to represent rela-
tions among the entities of a problem. Describing algorithms
over a graph representation enables an easy incorporation of
heuristic methods. Network representations offer several ad-
vantages: (1) they avoid sparsity and ensure low memory con-
sumption; (2) they enable operations for the inclusion and
exclusion of new vertices, edges and subnetworks to be eas-
ily described; (3) they provide an optimal description of the
topological structure of a dataset; and (4) they provide local
and global statistics of a datasets structure to be combined.
The usual strategies to tackle the knowledge extraction task
is to represent the text collection as a document-term matrix.
Nevertheless, more expressive representations, such as homo-
geneous or heterogeneous [Rossi et al., 2012] networks may
be employed. In a bipartite heterogeneous network, only links
between objects of different types are allowed (document-
term relations). By assign edge-weights equal term frequen-
cies, we can capture the strength of this links. In such a sce-
nario, text mining is a complex task and demands specific
processing algorithms.
Our aim is to investigate and develop techniques that com-
bine the expressive network representation made possible by
the complex networks theory with data streaming techniques
for dealing with problem of topic extraction. In addiction, to
bring the advantages associated with bipartite network repre-
sentation to the unsupervised learning process. The hypothe-
sis is that the combination of networks (or graph) representa-
tion and the data streaming techniques can generate effective
and efficient models for topic extraction.
An undirected bipartite graph is a triple G = (D,W, E)
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where D = {d1, . . . , dm} and W = {w1, . . . , wn} are sets
of vertices, and E is the set of edges {ej,i = (dj , wi)|dj ∈
D, wi ∈ V} each with edge weight fji (see Figure 1).
d1 d2 d3 ... dm
w1 w2 w3 w4 w5 w6 w7
...
wn
Figure 1: Heterogeneous Graph G for document representa-
tion
For the representation of a corpus of documents, D is the
set of documents and W is the set of words. An edge ej,i
exists if word wi occurs in document dj – an edge signifies
an association between a document and a word. Edge-weight
fj,i is equal word frequencies wi in document dj .
Our proposed method is based on exploration of an effec-
tive unsupervised learning algorithm based on labels propa-
gation. However, unlikely traditional label propagation tech-
niques, we represent the data as a bipartite heterogeneous
graph. Moreover, each vertex is associated to many labels,
as a soft-cluster schema.
During the propagation procedures, the labels propagate to
all nodes through the edges. Higher edge weights allow la-
bels to “travel” through more easily. The rationale behind
our method (see Algorithm 1) is to locally spread out the in-
fluence of each word of a document dj , and globally propa-
gate the cluster proportions of the entire documents collection
back to a wordwi. These local and global labels propagations
(lines 6 and 9) are performed until convergence. In the end,
the labels can be used in tasks as clustering or topic extrac-
tion.
Algorithm 1: Bipartite Graph Propagation Algorithm
Input: bipartite graph G,
Output: labels Aj for each document dj and
labels Bi for each word wi
begin1
Initialize labels Aj’s and Bi’s;2
while convergence do3
foreach dj ∈ D do4
repeat5
Aj ← localPropag(G,dj , Aj , B);6
until Aj convergence ;7
end8
B ← globalPropag(G,A,B);9
end10
end11
The bipartite graph structure can be easily adjusted with the
insertion of new vertices. Moreover, our propagation method
can be parallelizable and work in a dynamic context of stream
of documents.
2 Final Considerations
Our proposed method is formally based on aspects of the
Nonnegative Matrix Factorization (NMF) and Variational
Bayesian (VB) Inference algorithm for LDA. We have shown
the equivalence between these methods. In addiction, we
did experiments to evaluate the performance of our bipar-
tite graph propagation algorithm compared with LDA in the
task of topic extraction and document representativeness. We
used two evaluation metrics: Pointwise Mutual Information,
and Classification Accuracy. The initial experiments was per-
formed in a static context. The results indicates that our algo-
rithm is a promising method to explore in topic extraction
task. Mainly when the problem is easily represented as a
graph and has heuristics knowledge that could be incorpo-
rated to improve the topic extraction process.
Modern text mining algorithms require computation with
large volume of documents. For some applications, docu-
ments are being published at a rate high enough to make its
long-term storage cost outweighs its benefits. When the dy-
namic context is taking into account, such factors as unknown
vocabulary size, memory consumption, processing time, and
concept drifts are concerns that bring new research challenges
and a promising exploratory area for data mining algorithms.
Our research goals is to create a novel approximation stream
handling algorithm that incrementally analyse arriving docu-
ments in one pass and extract hidden knowledge.
The graph representation is a simple structure that can be
incorporated in dynamic methods, it allows to enable opera-
tions for the inclusion and exclusion of new vertices, edges
and subgraphs. Bipartite Graph Propagation method fits well
in unsupervised tasks, it can be easy parallelized, and its prop-
agation procedures works in an online fashion.
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