CHAPTER 5 IMPLEMENTATION OF SUPPORT VECTOR MACHINES FOR CLASSIFICATION OF CLINICAL DATASETS
In this research work, Principal Component Analysis is used for Feature extraction and Support Vector Machine (SVM), a supervised learning method is used for disease diagnosis.
Feature extraction transforms the data in the high-dimensional space to a space of fewer dimensions. Feature extraction involves simplifying the amount of resources required to describe a large set of data accurately. When performing analysis of complex data one of the major problems stems from the number of variables involved. Feature extraction is a general term for methods of constructing combinations of the variables to get around these problems while still describing the data with sufficient accuracy. Best results are achieved when an expert constructs a set of application dependent features. Feature extraction is implemented using the Principal Component Analysis method and Linear Discriminant Analysis. Support vector machine have been successfully applied for various pattern recognition problems. It is primarily a classifier that performs classification tasks by constructing an optimal hyper plane in a multidimensional space that separates members and non-members of a given class.SVM is attractive for clinical data analysis for its efficiency in handling sample sizes in the order of millions, its flexibility in choosing a similarity function and its ability to identify outliers.
As applied to medical data, an SVM begin with a set of medical data that have a common function, for example, medical data coding for mild appendicitis or medical data coding for moderate appendicitis. In addition, a separate set of data that are unknown members of the functional class is specified. These sets of medical data are combined to form a set of training examples in which the medical data are labeled positively if they are in the functional class and are labeled negatively if they are not in the functional class. Using this training set, an SVM learn to discriminate between the members and non-members of a given functional class based on expression data. Having learnt the expression features of the class, the SVM could recognize new medical data as members or as non-members of the class based on their expression data.
Data from a series of m such experiments for n patients is represented as a medical data expression matrix, in which each of the n rows consists of an m-element expression vector for a single medical data. For SVM classification, each vector in the medical data expression matrix is a point in an m-dimensional space. As the data are not linearly separable, data is mapped to a higher dimensional space called the feature space using Kernel functions. SVM finds the maximal margin hyper plane i.e the hyper plane that maximizes the minimum distance from the hyper plane to the closest training point. 
Feature extraction
When the input data to an algorithm is too large to be processed and it is suspected to be notoriously redundant (much data, but not much information) then the input data will be transformed into a reduced representation set of features (also named features vector).
Transforming the input data into the set of features is called feature extraction. If the features extracted are carefully chosen it is expected that the features set will extract the relevant information from the input data in order to perform the desired task using this reduced representation instead of the full size input. 
Principal Component Analysis
Principal component analysis (PCA) involves a mathematical procedure that transforms a number of possibly correlated variables into a smaller number of uncorrelated variables called principal components. The first principal component accounts for as much of the variability in the data as possible, and each succeeding component accounts for as much of the remaining variability as possible [65] [66] [67] . PCA involves the calculation of the eigen value decomposition of a data covariance matrix or singular value decomposition of a data matrix, usually after mean centering the data for each attribute.
PCA is the simplest of the true eigenvector-based multivariate analyses. Often, its operation can be thought of as revealing the internal structure of the data in a way which best explains the variance in the data. If a multivariate dataset is visualized as a set of coordinates in a high-dimensional data space (1 axis per variable), PCA supplies the user with a lowerdimensional picture, a "shadow" of this object when viewed from its (in some sense) most informative viewpoint.
Steps involved in Principal Component Analysis:
Step 1:
Get some data with 'n' number of dimensions.
Step 2: Subtract the mean:
Calculate the mean for each dimension and subtract the mean from each of the data dimensions. So, all the 'X' values have ' ' (the mean of the 'X' values of all the data points) subtracted, and all the 'Y' values have ' ' subtracted from them. This produces a data set whose mean is zero.
Step 3 Step 4: Calculate the eigenvectors and eigen values of the covariance Matrix:
The eigenvectors and eigen values are calculated for the covariance matrix. It is important to notice that these eigenvectors are both unit eigenvectors i.e. their lengths are both 1. This is very important for PCA, but luckily, most maths packages, when asked for eigenvectors, will give you unit eigenvectors.
So, by this process of taking the eigenvectors of the covariance matrix, we have been able to extract lines that characterize the data. The rest of the steps involve transforming the data so that it is expressed in terms of the lines.
Step 5: Choosing components and forming a feature vector:
It turns out that the eigenvector with the highest eigen value is the principle component of the data set. In general, once eigenvectors are found from the covariance matrix, the next stepis to order them by eigen value, highest to lowest. This gives you the components in order of significance. Now, if we like, we can decide to ignore the components of lesser significance. We do lose some information, but if the eigen values are small, we don't lose much. If we leave out some components, the final data set will have fewer dimensions than the original. To be precise, if we originally have n-dimensions in our data, and so you calculate n-eigenvectors and eigenvalues, and then we choose only the first p-eigenvectors, then the final data set has only pdimensions.
Figure 5.2 A Graphical Representation of the Eigen Vectors
We need to form a feature vector, which is just another name for a matrix of vectors. This is constructed by taking the eigenvectors that we want to keep from the list of eigenvectors, and forming a matrix with these eigenvectors in the columns.
(5.4)
Step 6: Deriving the new data set:
Where RowFeatureVector is the matrix with the eigenvectors in the columns transposed so that the eigenvectors are now in the rows, with the most significant eigenvectorat the top, and Row Data Adjust is the mean-adjusted data transposed, Our implementation deals with clinical data regarding appendicitis. The appendicitis dataset contains 14 attributes, using PCA we have transformed them into 8 dimensions with an accuracy of 95%.
Linear Discriminant Analysis
The goal of Fisher's linear discriminant analysis (LDA) is to well separate the classes by projecting classes sample from p-dimension space onto a finely orientated line. For a K-class problem, c=min(K-1,p) different lines will be involved. Thus the projection is from a pdimensional space to a c-dimensional space [68]. The projection from a p-dimensional space to an m-dimensional space is accomplished by m discriminant functions:
(5.14)
The "Eq. (5.9)" can be re-written in matrix form:
The corresponding mean and covariance matrix of y are defined as: is maximum.
It can be shown that the solution of "Equation (5.22)" is that the ith column of an optimal W is the generalized eigen vector corresponding to the ith largest eigen value of matrix . The appendicitis dataset contains 14 attributes, using PCA we have transformed them into 10 dimensions with an accuracy of 95%.
Support Vector Machine
Support Vector Machine is a supervised machine learning algorithm based on statistical learning theory. The features that make SVM attractive for Pattern classification problems are good generalization performance, Computational efficiency, Sparseness of its representation and good performance in higher dimensions.
Binary SVM
In a binary classification problem, our goal is to separate the two class members with a function which is defined from the available samples. But the separating classifier must work well with unseen data also. For that, a binary support vector machine, among the many separating hyper planes, it finds an optimal separating hyper plane between members and nonmembers of a given class in an abstract space. SVM finds the maximum margin hyper plane, the hyper plane that maximizes the minimum distance from the hyper plane to the closest training point. The maximum margin hyper plane can be represented as a linear combination of training points [69-72].
Linear Model
Given a set of n training points from the m-dimensional space The Limitations of Linear learning model is that it cannot deal with Non-linearly separable data and Noisy Data
Non-Linear Model
Unfortunately, most real-world problems involve non-separable data for which there does not exist a hyper plane that successfully separates the class members from non-class members in the training set. One solution to the inseparability problem is to map the data into a higherdimensional space and define a separating hyper plane there. This higher-dimensional space is called the feature space, as opposed to the input space occupied by the training examples. Figure   5 .4 explains the idea of mapping non-separable data points in a 2D space to a 3D feature space where the linear separation is possible [73] [74] [75] [76] [77] [78] . Computational problem while working with very large vectors and Generalization theory problem (curse of dimensionality).
Kernel Trick
To address the problems of high dimensional feature space, an implicit mapping to 
SVM Multi Classification
For a k-class problem, it constructs k binary classifiers with i th classifier trained to discriminate samples of i th class from other classes
Training:
Consider the class labels C of the training samples in the range [1, k] where k is the number of classes.
Create binary class labels Bc for each classifier
Train each binary classifier with the training samples and its corresponding binary class label. Each classifier results in a trained vector W i
Testing:
The classifier that gives maximum response to the testing sample is identified. The classification function for the multi class problem is
Where k is the number of classes 
Experimental Results
Our study shows that prediction by PCA and SVM based classifiers can provide high degree accuracy in the appendicitis clinical. The accuracy of feature extraction methods with different SVM kernels for different clinical datasets are presented This will be suitable for applications where the amount of features available will increase dramatically. Our current work uses the binary classifier for separating each class from other classes and has been extended for multi-class.
