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Abstract
Semigraphoids are special sets of triples (I; J; K), I; J; K disjoint subsets of a nite set, that
mimic conditional independences. New constructions on semigraphoids are introduced, the most
crucial being factors and expansions. They are aimed at study of new classes of semigraphoids,
that are constructed from semigraphoids of a trivial structure, e.g. from uniform semigraphoids,
and at bringing each semigraphoid to a canonical form. Canonical semigraphoids are dened
and each semigraphoid is constructed from a canonical one by means of a pure minor and an
expansion. Semigraphoid closure and generators are investigated. The case of two generators is
analysed in detail. Invariants for semigraphoids based on relations among generators are intro-
duced and the corresponding classes of semigraphoids are related to classes built from uniform
semigraphoids. Representability of semigraphoids by linear spaces and random variables is reex-
amined. The semigraphoids with at most two generators are proved to be linear and hence, by
a simple lemma, probabilistic.
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1. Introduction
A semigraphoid over a nite set N is a set of triples (I; J; K), I; J; K ⊆ N disjoint,
in other words, a ternary relation on the power set of N , enjoying a few simple prop-
erties. Equivalently, one can study sets of couples (I ∪ J; K) having both I and J
singletons that obey a single axiom. Semigraphoids are discrete structures behind the
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conditional independence modeling in philosophy and articial intelligence: the inci-
dence of (I; J; K) to a semigraphoid is interpreted as ‘conditional independence of I
and J given K’. Semigraphoids underpin also manipulations with the conditional inde-
pendence constraints of numerous models of multivariate and Bayesian statistics. Yet,
semigraphoids are believed to underlie amalgamation-like constructions on algebraic
and combinatorial structures. Introduced by Paz and Pearl, see [20], but implicit yet
in [4,21], the notion of semigraphoid has appeared in several dozens of papers; for
references see [2,5–7,9,14,23].
In spite of a substantial progress on many special subclasses of semigraphoids, espe-
cially those related to graphs [1,3,8,24], only a few deeper results on the very notion
of semigraphoid have appeared. Notably the pioneering work [23] of Studen%y deals
with semigraphoids generated by two triples and their representations through random
variables.
This paper outlines approaches to and makes rst steps towards a classication of
semigraphoids. Classication means in algebra a study of invariants together with
‘easy-to-understand’ classes of algebraic structures which are obtained from ‘build-
ing stones’ by means of constructions. A starting point for our invariants is that of
semigraphoid closure, generators, and a mutual position among generators. As for the
building stones we conne ourselves to a narrow class of uniform semigraphoids.
More work is then to be done on constructions: new techniques involve pure minors,
factors and expansions. They are combined with several other natural constructions
developed earlier and extended here; especially with intersections, minors [14], ma-
jors, duality [10], loops and direct sums [12], and parallel extensions. A few classes
of semigraphoids with prescribed invariants are shown to be contained in classes of
semigraphoids constructed from ‘building stones’, see Section 5.
Section 7 is devoted to the factors and expansions which seem to be crucial when
trying to bring semigraphoids to canonical forms. Expansions necessitate analysis of
a notion of dominance in semigraphoids that is presented in Section 8. A discussion
on morphisms between semigraphoids entails. The main result is presented in Section
10 where we dene the canonical semigraphoids and reduce general semigraphoids to
the canonical ones, see Theorem 1. This is done by means of special factors that are
identied as pure minors, i.e. ‘nice’ subcongurations of canonical semigraphoids. In
the reverse direction, each semigraphoid can be constructed as an expansion of a pure
minor of a canonical semigraphoid.
If starting from generators the rst nontrivial case is that of two generators. Brought
to the canonical form, only a single semigraphoid with two generators over a set
N of 12 elements is of interest. This special semigraphoid is examined in a visual,
formula-free way in Sections 3, 6 and 9 and illustrates general methods under consid-
eration.
The last section is devoted to representations of semigraphoids in linear spaces by
linear subspaces. The main result, Theorem 2, claims that the semigraphoids with
at most two generators are representable in this way. This theorem stands on top
of quite a number of previous results, namely, on assertions describing structure of
these semigraphoids and on lemmas ensuring representability of duals, direct sums,
majors, parallel extensions, factors and expansions. More general representations in
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probability spaces through random variables are discussed in Remark 14 of
Section 11.
2. Basic denitions and facts
Let N be a nite set with elements i; j; k; l∈N and subsets I; J; K; L ⊆ N . Elements
of N are not distinguished from singletons and the sign for union of subsets of N is
omitted for simplicity. The set of all couples (ij|K) where i; j are diIerent, i ∈ K and
j ∈ K will be denoted by R(N ). A subset L of R(N ) is termed also a relation
over N . Such a relation is called semigraphoid over N if it satises
{(ij|kL); (ik|L)} ⊆L ⇔ {(ik|jL); (ij|L)} ⊆L:
Since intersections of semigraphoids are semigraphoids intersection of all semigraphoids
K ⊆ R(N ) containing a given relation L over N is the smallest semigraphoid
over N containing L. This semigraphoid is denoted by c(L) and called the semi-
graphoid closure of L. In a constructive way, let L(0) =L and for r¿ 0
L(r+1) =L(r) ∪
⋃
{{(ik|jL); (ij|L)}; {(ij|kL); (ik|L)} ⊆L(r)}:
Obviously, L(1) =L(0) if and only if L is a semigraphoid. The sequence L(r), r¿ 0,
is nondecreasing and once L(s+1) =L(s) this equality holds also for all r¿ s. By
niteness of N , the smallest s¿ 0 satisfying the equality exists, and will be denoted
by sL. It is straightforward that c(L)=L(sL). The numbers sLn can grow exponentially
in n for a sequence Ln over {1; : : : ; n}, see [16].
Occasionally, it is possible to decompose the semigraphoid closure into union of
closures.
Lemma 1. If l∈N and L1;L2 are relations over N such that l ∈ ijK for every
(ij|K)∈L1 and l∈K for every (ij|K)∈L2 then c(L1 ∪L2) equals c(L1)∪ c(L2).
Proof. Neither (ij|kL)∈L1 and (ik|L)∈L2 nor (ij|kL)∈L2 and (ik|L)∈L1 can
occur, and hence (L1∪L2)(1) equals L(1)1 ∪L(1)2 . In addition, l ∈ ijK for (ij|K)∈L(1)1
and l∈K for (ij|K)∈L(1)2 . By induction, (L1∪L2)(r) equals L(r)1 ∪L(r)2 , r¿ 0, and
the assertion follows.
Where I , J , K are three disjoint subsets of N , let
(I; J |K)? = {(ij|L)∈R(N ); i∈ I; j∈ J and K ⊆ L ⊆ IJK − ij}:
Obviously (I; J |K)? = (J; I |K)? is a semigraphoid which is nonempty if and only if
both I and J are nonempty. We call these semigraphoids elementary. The inclusion
(I; J |K)? ⊆ L is commented as the conditional independence of I and J given K
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in L. By induction on the cardinality of IJ , any semigraphoid L satises
(I; J |KL)? ∪ (I; K |L)? ⊆L ⇔ (I; JK |L)? ⊆L
for arbitrary disjoint I; J; K; L ⊆ N , cf. Lemma 3 of [11, p. 747]. We refer to this
property as to the extended semigraphoid axiom. Let us remark that in the most
common denition of semigraphoids, cf. [2,7,22], sets of ordered triples (I; J; K), or
ternary relations, are postulated to have the above property and the symmetry between
I and J .
A semigraphoid L over N is said to have r¿ 0 generators if L= c(K) where K
is union of r elementary semigraphoids. The empty semigraphoid has zero generators
and any nonempty semigraphoid has one generator if and only if it is elementary. A
substantial part of this paper is devoted to the case of two generators.
Given a relation L over N , let GL be the graph with the vertex set N having the
edge ij if and only if (ij|K)∈L for at least one K ⊆ N . Since GL = GL(1) a simple
induction argument implies GL = Gc(L).
The symmetric group on N acts in a natural way on R(N ) so that a permutation 
of N transforms a couple (ij|K) to ((i)(j)|(K)). If L ⊆ R(N ) is invariant to the
action of a permutation , L = (L), then also L(1) is invariant to the action. By
induction, c(L) is also invariant to the action.
Where L is a relation over N and K is a relation over M , there is a straightforward
notion of isomorphism between K and L. For a bijection f : N → M the relations
L and K are isomorphic once (ij|K)∈L is equivalent to (f(i)f(j)|f(K))∈K.
All classes of relations, especially in Section 5, are considered to be closed to the
isomorphisms. Denitions of morphisms are more subtle, see Remarks 11 and 12 in
Section 8.
3. Example
Let N be a set of cardinality 12 and the elements of N be organized as in the
pictograph . This section and Sections 6 and 9 examine the relation
over N and its semigraphoid closure. Here, the left pictograph represents the elementary
semigraphoid (I; J |K)? with the elements of I marked by +, the elements of J by
− and the elements of K by the square . Analogous pictographs are used for all
elementary semigraphoids over N . To take into account symmetries of L , let G be
the group of permutations of generated by the transposition of the left two columns,
the transposition of the bottom two lines, and the reOection of N= along the diagonal
. It is easy to see that G is isomorphic to the group of isometries of a square and
consists of eight permutations.
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The following scheme illustrates applications of the extended semigraphoid axiom.
Arrows labeled by ⊇ indicate the inclusion between elementary semigraphoids. Two
pairs of head-by-head meeting arrows mean applications of the axiom.
Since L is invariant to the action of the permutations from G also c(L ), a
semigraphoid with two generators, is invariant to the action. In particular, c(L ) con-
tains ((I); (J )|(K))? whenever it contains (I; J |K)? and ∈G. On account of the
highlighted frames of the above scheme, the semigraphoid closure of L contains the
following three elementary semigraphoids
and, then also the elementary semigraphoids obtained from them by the action of G.
Denoting by K union of the 18 elementary semigraphoids obtained in this way,
K ⊆ c(L ). Actually, it will be later shown that K = c(L ). For a proof of the
opposite inclusion K ⊇ c(L ) it suPces to verify that K is a semigraphoid; we
have, however, no simple direct argument. Instead, it will be shown that K can be
expressed as intersection of special semigraphoids, see the proof of Proposition 4 in
Section 6.
When working with relations invariant to the action of G in forthcoming sections,
symmetries are heavily employed. For example, the relation K is partitioned into the
sets Kij={(ij|K); (ij|K)∈K } where ij runs over the edges of the graph GK . This
graph equals GL because L ⊆K ⊆ c(L ) and GL = Gc(L ). It is easy to see
that the edges of this graph partition under the action of G into seven orbits and the
following seven edges
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belong to distinct orbits. Since K is invariant to the action of G it obtains by permu-
tations from the sets Kij where ij runs over the set of the seven edges. These seven
sets are written as unions of sets {(ij|K); L1 ⊆ K ⊆ L2} and it is not diPcult to
encode them in the form
where + and − indicate an edge ij, L1 consists of the elements marked by , and
L2 − L1 consists of the elements marked by ◦.
4. Basic constructions
The restriction of a relation L over N to I ⊆ N is reIL =L ∩ R(I) and the
contraction of L to I is coIL = {(ij|K)∈R(I); (ij|K(N − I))∈L}, both being
relations over I . It easy to see that the restriction to L of the elementary semigraphoid
(I; J |K)? equals (I ∩ L; J ∩ L|K)? if K ⊆ L and ∅ otherwise, and its contraction to L
equals (I ∩ L; J ∩ L|K ∩ L)? if IJK ⊇ N − L and ∅ otherwise.
A relation K over I ⊆ N is called minor of L, see [12,14], if for some I ⊆ J ⊆ N
K= coI reJL= {(ij|K)∈R(I); (ij|K(J − I))∈L}:
Denition 1. A minor K over I of a relation L over N is called pure if ij ⊆ I and
(ij|K)∈L imply (ij|K ∩ I)∈K.
Remark 1. This implication is equivalent to the equality between K and the relation
{(ij|K∩I); ij ⊆ I; (ij|K)∈L} where the inclusion ⊆ follows from the fact thatK is a
minor ofL. Note that in the situation N={1; 2; 3; 4} andL={(1; 2|4); (1; 2|∅); (1; 3|∅)}
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the relation K= {(1; 2|∅)} over I = {1; 2} is the minor coI reIL of L which is pure.
However, the same relation taken over I = {1; 2; 3} is the minor coI reNL of L which
is not pure. Thus, when discussing pure minors one has to keep track over the sets
they live on.
Minors of semigraphoids are obviously semigraphoids. It follows that the minor
coI reJ c(L) includes c(coI reJL). A suPcient condition for equality in this inclusion
is supplied by Denition 1.
Lemma 2. If K equals coI reJL for some I ⊆ J ⊆ N and K over I is a pure minor
of L over N then c(K) = coI reJ c(L) and c(K) is a pure minor of c(L).
Proof. This implication is a consequence of the assertions that K(r) equals coI reJL(r)
and K(r) is a pure minor of L(r) for r¿ 0. This follows by an induction argument on
r from the assertions that K(1) equals coI reJL(1) and K(1) is a pure minor of L(1).
Since K is a minor of L the incidences (ij|kK)∈K and (ik|K)∈K hold if and
only if (ij|kK(J−I))∈L and (ik|K(J−I))∈L. Then (ik|jK(J−I)) and (ij|K(J−I))
belong to L(1), and thus (ik|jK) and (ij|K) belong to coI reJL(1). Hence, K(1) is a
subset of coI reJL(1).
The opposite inclusion is proved as soon as coI reJ{(ik|jL); (ij|L)} is contained in
K(1) whenever {(ij|kL); (ik|L)} ⊆ L. This is true trivially when i ∈ I or L * J .
Otherwise, it remains to show that coI{(ik|jL)} is contained in K(1) if k ∈ I , j∈ J ,
J − I ⊆ jL, and coI{(ij|L)} is contained in K(1) if j∈ I and J − I ⊆ L. In the
former case, the contraction contains (ik|L ∩ I) when j ∈ I and this couple belongs
to K because (ik|L)∈L and K is pure. In the latter case, the contraction contains
(ij|L ∩ I) when k ∈ I and this couple belongs to K because (ij|L)∈L and K is
pure. Otherwise, jk ⊆ I and then {(ij|kL); (ik|L)} ⊆ L implies that (ij|(kL) ∩ I) and
(ik|L ∩ I) belong to K since K is pure. Now, the former contraction contains the
unique couple (ik|(jL)∩ I) and the latter contraction contains (ij|L∩ I), both obviously
belonging to K(1).
To verify that K(1) is a pure minor of L(1), one has to show that ij ⊆ I and
(ij|K)∈L(1) imply (ij|K ∩ I)∈K(1). This is obvious when (ij|K)∈L because K is
pure. Otherwise, (ij|kK) and (ik|K) belong to L for some k ∈N− ijK or (ik|j(K−k))
and (ij|K − k) belong to L for some k ∈K . In the rst case, (ij|(kK) ∩ I) be-
longs to K, and if k ∈ I then (ij|K ∩ I)∈K, and thus (ij|K ∩ I)∈K(1). For
k ∈ I also (ik|K ∩ I) belongs to K, and then (ij|K ∩ I)∈K(1). In the second case,
(ij|(K − k) ∩ I) belongs to K, and if k ∈K − I then (ij|K ∩ I)∈K, and thus
(ij|K ∩ I)∈K(1). For k ∈K ∩ I also (ik|(j(K − k)) ∩ I) belongs to K, and then
(ij|K ∩ I)∈K(1).
The equation K= coI reJL holds for K and L of the same cardinality if and only
if ijK ⊆ J and J − I ⊆ K for all (ij|K)∈L. In this situation we say that L is a
major of K. Obviously, K is a pure minor of its major L and Lemma 2 applies.
Moreover, L(r) majorizes K(r) = coI reJL(r), r¿ 0, and c(L) majorizes c(K).
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Having two relations L1 ⊆ R(N1) and L2 ⊆ R(N2) with N1 and N2 disjoint, the
direct sum is dened as
L1 ⊕L2 = {(ij|K)∈R(N1 ∪ N2); i∈N1; j∈N2}
∪ {(ij|KL); (ij|K)∈L1; L ⊆ N2}
∪ {(ij|KL); (ij|K)∈L2; L ⊆ N1}:
Direct sums of semigraphoids are semigraphoids which follows from this assertion.
Lemma 3. c(L1 ⊕L2) = c(L1)⊕ c(L2).
An element i of N is a loop of a relation L ⊆ R(N ) if L = R(i) ⊕ reN−iL. If
I ⊆ N is a set of loops of L then L=R(I)⊕ reN−IL.
There is a natural notion of duality
L = {(ij|K)∈R(N ); (ij|N − ijK)∈L}
applying to any relation L ⊆ R(N ). Obviously, L = (L). It is easy to see that
duals of semigraphoids are semigraphoids and
Lemma 4. c(L) = c(L).
For L ⊆ R(N ), k ∈N and l ∈ N , the parallel extension Lk‖l ⊆ R(lN ) of L at k
by l is dened as follows:
(1) Lk‖l is an extension of L, i.e. Lk‖l ∩R(N ) =L,
(2) Lk‖l is invariant to the permutation  on lN that transposes k and l,
(3) Lk‖l involves the set JlNk; l of couples (ij|K)∈R(lN ) such that ij contains k and
K contains l, or ij contains l and K contains k,
(4) Lk‖l contains no couple (kl|K) and
(5) (ij|klK)∈Lk‖l if and only if (ij|kK)∈L, K ⊆ N − ij.
Lemma 5. c(Lk‖l) = c(L)k‖l.
Proof. By the denition,
Lk‖l =L ∪ (L) ∪JlNk; l ∪ co−1+kl(coN−kL);
where co−1+kl is the mapping that maps (ij|K) from coN−kL to (ij|klK). Obviously, the
semigraphoid closure c(Lk‖l) contains c(L), (c(L)) = c((L)) and JlNk; l. If (ij|K)
belongs to co−1+kl(coN−kc(L)) then (ij|K−l)∈ c(L) where k ∈K−l, and thus (ij|K−l)
belongs to c(Lk‖l). Since (il|j(K−l)) belongs to JlNk; l, contained in c(Lk‖l), the couple
(ij|K) is in c(Lk‖l). Therefore
c(Lk‖l) ⊇ c(L) ∪ (c(L)) ∪JlNk; l ∪ co−1+kl(coN−kc(L)):
Due to the above identity, c(Lk‖l) ⊇ c(L)k‖l. The opposite inclusion follows from
Lk‖l ⊆ c(L)k‖l if any parallel extension of a semigraphoid is a semigraphoid. This
fact is established in two steps.
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Let L be a semigraphoid for the rest of this proof. First, the aim is to show that
K =L ∪ (L) is a semigraphoid. Let {(ij|mL); (im|L)} be contained in K. Since
kl * ijmL and K is -invariant one can restrict to the case l ∈ ijmL. Then the two
couples belong to L and thus (i; jm|L)? ⊆ L ⊆ K because L is a semigraphoid.
Second, M= co−1+kl(coN−kL) is a semigraphoid since it is a major of a contraction of
the semigraphoid L. The unions L∪M and (L)∪M are semigraphoids by Lemma
1. Therefore, K ∪M is a semigraphoid, too.
Starting to prove that Lk‖l is a semigraphoid, let Lk‖l contain (ij|mL) and (im|L).
Since JlNk; l is obviously a semigraphoid one has (i; jm|L)? ⊆ Lk‖l whenever the two
couples belong to JlNk; l. The same happens when they belong to the semigraphoid
K ∪M. Otherwise, using the -invariance of Lk‖l, one of the couples is (Q–k|l QL) for
Q–∈N − k and QL ⊆ N − Q–k, and the second couple is (1) (Q–l| QL), or (2) (Q– Q—|l QL − Q—) for
Q—∈ QL, or (3) (Q– Q—|kl QL) for Q—∈N − Q–k QL, or (4) (k Q—|l QL − Q—) for Q—∈ QL, or (5) (k Q—|Q–l QL) for
Q—∈N − Q–k QL. It is straightforward from the denition of Lk‖l that, correspondingly, (1)
(Q–; kl| QL)?, (2) (Q–; Q—k|l QL − Q—)?, (3) (Q–; Q—k|l QL)?, (4) (k; Q– Q—|l QL − Q—)? or (5) (k; Q– Q—|l QL)? is
contained in Lk‖l. Thus Lk‖l is a semigraphoid.
It is easy to verify that parallel extensions can be taken in any order, that is,
(Lk1‖l1 )k2‖l2 = (Lk2‖l2 )k1‖l1 for k1; k2 ∈N and l1 = l2 out of N .
5. Semigraphoids via invariants and constructions
One way to dene a class of semigraphoids is to prescribe invariants, that is, con-
straints concerning the whole isomorphism classes. Examples of invariants are the
minimal number of generators and the minimal cardinality of a dominant family, see
Section 8. Two other invariants, based on the way how generators live together, are
introduced below.
Denition 2. A semigraphoid L has solitary generators if L= c(K) for union K of
r¿ 0 elementary semigraphoids (It ; Jt |Kt)?, 16 t6 r, which satisfy Ks * ItJtKt and
Kt * IsJsKs for all 16 s¡ t6 r. The generators of L = c(K) are inferenceless if
Ks * ItJtKt or Kt * IsJsKs for all s = t between 1 and r.
Remark 2. Obviously, an elementary semigraphoid has zero or one solitary generator
according to it is empty or not, and if a semigraphoid has solitary generators then the




c((Is; Js|Ks)? ∪ (It ; Jt |Kt)?);
where the closures can be omitted by Lemma 1. Therefore,K(1) ⊆K implies L=K,
and thus the closures in Denition 2 are superOuous.
Another way to specify a class of semigraphoids is to prescribe a starting class
of ‘easy-to-understand’ semigraphoids, building blocks, and to close it to some
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constructions. Natural building blocks seem to be among the uniform semigraphoids,
cf. [14],
Ur;n = {(ij|K)∈R(N ); |K | = r − 1};
where n is the cardinality of N and 0¡r6 n is called the rank of Ur;n; for technical
reasons, U1;0 = ∅ and U1;1 = ∅ are also admitted. Constructions will be in this paper
exclusively the duality (), intersection (∩), direct sum (⊕), parallel extension (‖) and,
later, factors and expansions, see Section 7. We adopt the notation 〈C | list〉 for the
smallest class of semigraphoids containing a class of semigraphoids C and closed to
(isomorphisms and) each construction contained in a list of constructions. The class
〈C | list〉 can be also dened recurrently by applying the constructions from the list
to the semigraphoids from C and to the semigraphoids obtained in previous steps.
To outline the approach, a result of Mat%u#s [10] is evoked to describe the class built
from the uniform semigraphoids of rank 1 by means of intersections and direct sums.
Proposition 1. The class 〈U1; n for n¿ 0 | ∩;⊕〉 coincides with the class of all semi-
graphoids which are ascending in the sense
(ij|K)∈L; L ⊆ N − ijK ⇒ (ij|KL)∈L
and satisfy
{(ij|kL); (ij|lL); (kl|L)} ⊆L ⇒ (ij|L)∈L:
Proof. It is not diPcult to see that the class A of ascending semigraphoids satisfying
the latter implication is closed to intersections and direct sums. Since A contains obvi-
ously the uniform semigraphoids U1; n it follows by minimality that the class 〈U1; n for
n¿ 0 | ∩;⊕〉 is contained in A. In [10], cf. the proof of Theorem 3, each semi-
graphoid L over N belonging to A was expressed as intersection of the semigraphoids
I∗N = {(ij|K)∈R(N ); ijK ∩ I = ij} over I in a family V ⊆ 2N . Now, I∗N is the direct
sum of reI I∗N , isomorphic to U1; |I |, and R(N − I) where R(N − I) is the direct sum
of semigraphoids isomorphic to U1;1. This implies
A⊆ 〈U1; n ⊕ U1;1 ⊕ · · · ⊕ U1;1︸ ︷︷ ︸
t
for n¿ 0 and t¿ 0 | ∩ 〉
⊆ 〈U1; n for n¿ 0 | ∩;⊕〉
and the assertion follows.
Let us remark that the class A=〈U1; n for n¿ 0 | ∩;⊕〉 dened in the previous proof
contains the semigraphoids underlying the global, local and pairwise Markovness over
undirected graphs, cf. [11,9].
If the operation of duality is added to the list {∩;⊕} of Proposition 1 then the
semigraphoids with solitary generators can be captured.
Proposition 2. Every semigraphoid with solitary generators belongs to the class
〈U1; n for n¿ 0 | ;∩;⊕〉.
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Proof. The inclusion
〈U1; n for n¿ 0 | ;∩;⊕〉⊇ 〈I∗N ; (I∗N ) for I ⊆ N nite | ∩ 〉
is a consequence of the simple fact that the class on the left is closed to duality and
direct sums. Hence, it suPces to show that each semigraphoid L equal to union of
its solitary generators (It ; Jt |Kt)?, see Remark 2, coincides with the intersection of all
semigraphoids I∗N and their duals that contain L.
Let V ⊆ 2N contain I ⊆ N if and only if
I ∩ It = ∅ or I ∩ Jt = ∅ or I ∩ Kt = ∅










(It ; Jt |Lt)?:
Actually, a(L) equals this double union. In fact, the graph GL=Ga(L)=(N; E) is union
of r bipartite graphs, E=
⋃r
t=1 Et where Et={ij; i∈ It ; j∈ Jt}. Let ij be a two-element
subset of N . One can suppose, up to a renumbering of generators, that ij belongs to
E1; : : : ; Et and does not belong to Et+1; : : : ; Er for some 06 t6 r. If (ij|K) is not in
the double union then K + K1; : : : ; K + Kt , and then for l1 ∈K − K1; : : : ; lt ∈K − Kt
the set ijl1 : : : lt belongs to V. Hence (ij|K) is not in (ijl1; : : : ; lt)∗N ⊇ a(L).
The dual semigraphoid L is the union of (It ; Jt |N − ItJtKt)? over 16 t6 r. Since
L ⊆ a(L) and





(It ; Jt |Lt)?
it follows






Then L is contained in a(L) ∩ a(L) which is equal to the union of
 ⋃
Kt⊆Lt⊆N−It Jt









over t; s between 1 and r. Since the generators are solitary these intersections⋃
ij∈Et∩Es
{(ij|L);Kt ⊆ L ⊆ IsJsKs − ij}
are empty when s = t, and are equal to (It ; Jt |Kt)? otherwise. Finally, L is equal to
a(L) ∩ a(L), and thus belongs to 〈U1; n for n¿ 0 | ;∩;⊕〉 by construction.
Remark 3. The proof of Proposition 2 gives a construction of any semigraphoid with
zero or one generators by means of uniform semigraphoids. For semigraphoids with
two inferenceless generators the construction does not work. For example, if
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L=(14; 2|3)?∪(1; 2|∅)? over N={1; 2; 3; 4} then a(L)∩a(L) equals L∪(1; 2|4)?,
and thus L is a semigraphoid with two inferenceless generators out of the class
〈I∗N ; (I∗N ) for I ⊆ N nite | ∩ 〉.
We have failed to include the semigraphoids with inferenceless generators to a class
constructed from uniform semigraphoids in general. Nevertheless, the case of two such
generators is covered by the following assertion. One new building stone is added,
namely a factor of U2;5 to a four-element set, see Denition 3 in Section 7. These
factors are all isomorphic and denoted by (U2;5)4.
Proposition 3. Every semigraphoid L with two inferenceless generators belongs to
the class 〈(U2;5)4; U1; n for n¿ 0 | ;∩;⊕〉.
Proof. By Remark 2, L = (I1; J1|K1)? ∪ (I2; J2|K2)? and if the two generators are
even solitary Proposition 2 applies. Otherwise, K1 * I2J2K2 and K2 ⊆ I1J1K1 up to a
renumbering. By the previous proof, a(L) ∩ a(L) equals the union of L and⋃
ij∈E1∩E2
{(ij|L); K2 ⊆ L ⊆ I1J1K1 − ij and K1 * L* I2J2K2 − ij}:
Where i; j; k; l∈N are diIerent, let Mijk; l ⊆ R(N ) have N − ijkl as its set of loops
and let reijklMijk; l be the factor (U2;5)4 with l corresponding to a block of size two.
The dual of Mijk; l has the same set of loops and reijklM

ijk; l is the factor of U3;5 with
l corresponding to a block of size two as well.
Let (ij|L) belong to the above union over E1∩E2 and l∈L− I2J2K2. If l∈ I1J1 then
one can take k ∈K1 − I2J2K2 and observe that (ij|L) ∈ Mijl; k whereas L ⊆ Mijl; k .
If l∈K1 then one can take k ∈K1 − L and observe that (ij|L) ∈Mijk; l whereas L is
contained in Mijk; l.
Hence, L is intersection of a(L) ∩ a(L) with a family of semigraphoids each
one being a copy of Mijk; l or M

ijk; l.
6. Example: constructions on uniform semigraphoids
This section is devoted to a proof of the following proposition which relates the
relations L andK over N= from Section 3. The proof applies basic constructions
from Section 4 and methods of the proof of Proposition 2.
Proposition 4. The semigraphoid closure of L equals K and belongs to the class
〈U2;3;U1; n for n¿ 0 | ;∩;⊕; ‖〉.
Proof. The idea is to express the relation K as intersection of semigraphoids from
this class. Then K is a semigraphoid and K ⊇ c(L ) follows from K ⊇ L .
The inclusion K ⊆ c(L ) was obtained by applying the extended semigraphoid
axiom in Section 3.
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Let V ⊆ 2N be the family of subsets of N containing
(1) every set I ⊆ N which intersects and
(2) the two-element sets ij which are not edges of GL and
(3) the following 16 tree-element sets:
The family V is obviously invariant under the action of G on 2N ; note that the
16 sets exhaust three orbits. Using symmetries, it is easy to see that L ⊆ I∗ for
I ∈V and hence L is contained in the intersection M of these semigraphoids. This
semigraphoid over N contains c(L ), and thus also K . Further, it is invariant under
the action of G because V is invariant. Since GL = GK = GM the semigraphoid
M can be encoded, analogously to K , as
Let us remark in passing that the semigraphoid M belongs to the class A and can
be obtained by enlargement of the conditioning sets in K
M = {(ij|KL)∈R(N ); (ij|K)∈K and L ⊆ N − ijK}:
The next step is to verify the inclusion K ⊆ %(M ) where % is the permutation
that switches the top two lines and the right two columns of N simultaneously. To this
end, observe that
obtains by interchange of the square and the dot on all respective places of these
pictographs. Hence, L = %(L ). It follows L ⊆ %(M ) due to L ⊆M . Obvi-
ously, %(M ) is a semigraphoid, it contains c(L ), and thus also K . Since % and G
commute, % = % for all ∈G, the semigraphoid %(M ) is invariant to the action
of G. Now, the graphs of L and %(M ) are identical and the latter semigraphoid can
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be easily encoded as
Note that the dual of a semigraphoid encoded by such a pictograph obtains by inter-
change of , and the dot.
At the moment, K is contained in the intersection M♦ =M ∩ %(M ) which
belongs to the class 〈U1; n for n¿ 0 | ;∩;⊕〉. The intersection can be encoded as
which exhibits that the inclusion K ⊂M♦ is strict.
Let N1 be the semigraphoid over N= described by the pictograph
Here, each symbol indicates a loop. When N1 is restricted to the set of non-loops
then it equals the uniform semigraphoid U1;3 ={(12|∅); (13|∅); (23|∅)} with an element
in parallel; the two parallel elements are indicated by 2. It is straightforward that L
is contained in the semigraphoid N1, cf. Lemma 5, and therefore also K ⊆N1. In
addition, K , being G-invariant, is contained in GN1 =
⋂
∈G (N1). A look at the
encoding of K in Section 3 reveals that K = %(K ) and hence K is a subset of
GN1 ∩ %(GN1) = GN♦1 . The semigraphoid GN♦1 is G-invariant because both GN1
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and its dual GN

1 are G-invariant and % commutes with G. Especially, one has





Now, it is not diPcult to verify that K =M♦ ∩ GN♦1 ∩ GN2 ∩ GN♦3 , and thus
K equals the semigraphoid closure of L . Further, K is intersection of a semi-
graphoid from the class 〈U1; n for n¿ 0 | ;∩;⊕〉 with a semigraphoid from the class
〈U2;3;U1;1 | ;∩;⊕; ‖〉. Therefore, K ∈ 〈U2;3;U1; n for n¿ 0 | ;∩;⊕; ‖〉.
7. Factors and expansions
Let N be a factorset of M and  : 2N → 2M the natural mapping sending a set
K ⊆ N of blocks, nonempty disjoint subsets of M , to their union K ⊆ M .
Denition 3. Given a relation K over M the relation
K = {(ij|K)∈R(N ) ; (i; j|K)? ⊆K}
over N is called factor of K to N by .
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Remark 4. The factor K can be dened equivalently as union of the elementary
semigraphoids (I; J |K)? having (I; J |K)? contained in K. By the extended semi-
graphoid axiom, all factors of semigraphoids are semigraphoids and c(K) ⊆ c(K)
where the inclusion can be obviously strict.





over M is called expansion of L to M by .
Let us stress that the expansions are completely diIerent from the parallel extensions
of Section 4. For example, L = ∅ for L empty but Lk‖l is nonempty for empty L
over a set N of cardinality more than one.





Obviously L∗ ⊆L. However, for M = {1; 2; 3; 4} and N = {1; 2; 5} with 5= 34 the
semigraphoid L= (1; 25|∅)? expands to L = (1; 234|∅)? containing (12|3) whereby
(12|3) ∈L∗. Note that L is and L∗ is not a semigraphoid.
Proposition 5. All expansions of a semigraphoid are semigraphoids.
Proof. Let L be a semigraphoid over N and (i♦k♦|L♦), (i♦j♦|k♦L♦) two elements of
L. The aim is to show that (i♦; j♦k♦|L♦)? is contained in L.
If i♦ ∈ i, j♦ ∈ j and k♦ ∈ k for some i; j; k in N then i = k and i = j.
Knowing that (i♦k♦|L♦) belongs to (I1 ; K1 |L)? for some (I1; K1|L)? ⊆ L, sets
I1, K1 and L are chosen appropriately. Obviously, i♦ ∈ I1 , k♦ ∈K1 and L ⊆ L♦ ⊆
(I1K1L) − i♦k♦ but one can have also
l ⊆ L♦ ⇔ l∈L and i♦k♦L♦ ∩ l = ∅ ⇔ l∈ I1K1L:
In addition, I1 is supposed to have the minimal possible cardinality.
Along the same guidelines, (i♦j♦|k♦L♦)∈ (I2 ; J |K2 )? for some (I2; J |K2)? ⊆ L,
i.e. i♦ ∈ I2 , j♦ ∈ J , K2 ⊆ k♦L♦ ⊆ (I2JK2) − i♦j♦,
l ⊆ k♦L♦ ⇔ l∈K2 and i♦j♦k♦L♦ ∩ l = ∅ ⇔ l∈ I2JK2:
The minimality of the cardinality of I2 will be needed, too.
It is obvious that j♦ ∈ L♦ ⊇ L, and then j ∈ L; similarly k♦ ∈ (I2JK2), and
then k ∈ I2JK2. Let us single out two trivial cases: j∈K1 leads to (i♦; j♦k♦|L♦)? ⊆
(I1 ; K

1 |L)? and k ∈ J implies (i♦; j♦k♦|L♦)? ⊆ (I2 ; J |K2 )?, in both situations having
the desirable inclusion (i♦; j♦k♦|L♦)? ⊆L. One can proceed under the assumptions
j∈N − K1L and k ∈ I2K2.
When j∈ I1 and k ∈ I2 then (i♦k♦|j♦L♦) belongs to (I1 ; K1 |L)? and (i♦j♦|L♦) to
(I2 ; J
|K2 )?. Clearly, (i♦; j♦k♦|L♦)? ⊆L as needed. Let j∈ I1 and k ∈K2. From the
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displayed equivalences one deduces L=K2−k and I2J=I1(K1−k). Since (I1; K1−k|kL)?
is a subset of (I1; K1|L)?, and (I1; K1|L)? and (I2; J |kL)? are contained in L also
(I1∩ I2; J (I2− I1)|K2)? is contained in L. Due to the minimality of I2 one has I1 ⊇ I2.
But then (I2; k|L)? ⊆ L and (I2; J |kL)? ⊆ L imply (I2; kJ |L)? ⊆ L, and therefore
(i♦; j♦k♦|L♦)? ⊆L.
At the moment one can assume j∈N − I1K1L, and even jI1K1L= I2JK2. Let k ∈K2,
and thus L=K2−k and I1(K1−k)=I2(J−j). Since (I1; K1−k|kL)? and (I2; J−j|kL)?
are subsets of L also (I1∩I2; (J−j)(I2−I1)|kL)? is contained in L. This fact combined
with (I1∩I2; j|(J−j)(I2−I1)kL)? ⊆ (I2; J |K2)? ⊆L implies that (I1∩I2; J (I2−I1)|K2)?
is a subset L. Due to the minimality of I2 one has I1 ⊇ I2. Now (I2; k|L)? and
(I2; J |kL)? are subsets of L, and thus (I2; kJ |L)? ⊆ L. This implies the desirable
(i♦; j♦k♦|L♦)? ⊆L.
It remains to examine the case j∈N − I1K1L and k ∈ I2 where K2 = L and I1K1 =
I2(J − j). From (I2; J − j|L)? ∪ (I1; K1|L)? ⊆ L one observes that the elementary
semigraphoid (I1 ∩ I2; K1(I1 − I2)|L)? is contained in L. Further, I1 ⊆ I2 by the
minimality of I1. Since K1 = (J − j)(I2 − I1) one has (I1; j|K1L)? ⊆ (I2; J |L)? ⊆ L,
and then (I1; jK1|L)? ⊆L. Finally, (i♦; j♦k♦|L♦)? ⊆L as desired.
Corollary 1. c(L) = c(L) = c(L∗).
Proof. The inclusion c(L) ⊇ L implies c(L) ⊇ L. By Proposition 5, c(L) is a
semigraphoid and therefore c(L) ⊇ c(L). Trivially, c(L) ⊇ c(L∗).
On the other hand, if (ij|kL) and (ik|L) belong to L then (i; j|kL)? and
(i; k|L)? are contained in L∗, and then (i; k|jL)? and (i; j|L)? are con-
tained in c(L∗) by the extended semigraphoid axiom. Since (L1 ∪ L2)∗ equals
L
∗
1 ∪L∗2 (note that this is not true if the asterisks are omitted) one has the inclusion


















= (I; J |K)?:
In fact, this equality can be proved by induction on the cardinality of IJ similarly as
the extended semigraphoid axiom was established.
Expansions of factors and factors of expansions are of interest.
Remark 6. The inclusion (K) ⊇ K can be obviously violated even for semi-
graphoids. The reverse one, (K) ⊆ K, need not take place, too. For example, for
M;N as in Remark 5 and K equal to the union of (1; 2|∅)?, (1; 2|34)?, (1; 34|∅)? and
(1; 34|2)? one has K = (1; 25|∅)?. Then (K) equals (1; 234|∅)? and thus (12|3)
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belongs to (K)−K. However,K is not a semigraphoid because (12|34) and (13|4)
are K and (12|4) ∈K.
For semigraphoids the inclusion (K) ⊆K holds due to the following lemma.
Lemma 6. (K) ⊆ c(K).
Proof. If (i♦j♦|L♦)∈ (K) then (i♦j♦|L♦)∈ (I; J |K)? for some (I; J |K)? con-
tained in K. For each i∈ I , j∈ J and K ⊆ L ⊆ IJK − ij one has (ij|L)∈K, and
hence (i; j|L)? is contained in K. By the displayed identity of the proof of Corol-
lary 1, the closure of union of these (i; j|L)? is equal to (I; J |L)?. Therefore,
(I; J |K)? is a subset of c(K) and, in turn, (i♦j♦|L♦) belongs to c(K).
Corollary 2. (K) =K implies (c(K)) = c(K).
Proof. The inclusion ⊆ follows from Lemma 6. On the other hand, (c(K)) con-
tains (K) =K and as c(K) is a obviously a semigraphoid and (c(K)) is a
semigraphoid by Proposition 5 one has (c(K)) ⊇ c(K).
Lemma 7. L= (L).
Proof. The inclusion ⊆ is straightforward. Let (ij|L)∈ (L) and thus (i; j|L)? is a
subset of L. Then (i♦j♦|L♦)∈L where i♦ ∈ i, j♦ ∈ j and L♦ equals (ijK)−i♦j♦.
Therefore (i♦j♦|L♦) belongs to (I; J |K)? for some (I; J |K)? contained in L. One
can deduce that i∈ I , j∈ J and K ⊆ L ⊆ IJK − ij what means (ij|L)∈L.
Remark 7. The expansion L over M of a semigraphoid L over N can be also
equivalently dened as the inclusion minimal semigraphoid over M having L for its
factor by . In fact, L is a semigraphoid by Proposition 5 and L=(L) by Lemma
7; moreover, if K is a semigraphoid and K =L then L = (K) is contained in
K by Lemma 6.
8. Dominant families
When working with expansions it has been necessary to keep systematically track
on all elementary semigraphoids contained in a relation L.
Denition 5. A family {(It ; Jt |Kt)?; 16 t6 r}, r¿ 0, of elementary semigraphoids is
dominant in L if all (It ; Jt |Kt)? are contained in L and each (I; J |K)? ⊆ L is
contained in some (It ; Jt |Kt)?.
Remark 8. For I = ∅ and J = ∅ the inclusion (I; J |K)? ⊆ (I ′; J ′|K ′)? takes place if
and only if I ⊆ I ′, J ⊆ J ′ and K ′ ⊆ K ⊆ I ′J ′K ′, up to the order of I and J . The above
denition corresponds to Denition 7, [23, p. 76] where semigraphoids are treated as
sets of ordered triples.
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The inclusion maximal elementary semigraphoids (I; J |K)? contained in L, to be
called the dominators of L, are the most interesting ones as they must be present
in each family that is dominant in L. Obviously, L equals the union of any family
dominant in L. However, if L is union of a family of elementary semigraphoids
then the family need not be dominant in L, see the nontrivial examples of dom-
inance in L and K in Section 9. In this section, dominance in pure minors,
factors and expansions is examined, and morphisms between semigraphoids are
discussed.
Lemma 8. If {(It ; Jt |Kt)?; 16 t6 r} is dominant in L and K= coI reJL is a pure
minor of L then {(It ∩ I; Jt ∩ I |Kt ∩ I)?; 16 t6 r} is dominant in K.
Proof. The semigraphoids of the latter family are contained inK because (I ′; J ′|K ′)?⊆L
implies that (I ′ ∩ I; J ′ ∩ I |K ′ ∩ I)? is contained in K. In fact, for i∈ I ′ ∩ I , j∈ J ′ ∩ I
one has (ij|L)∈L whenever K ′ ⊆ L ⊆ I ′J ′K ′ − ij. Then (ij|L ∩ I) ∈K because K
is pure, and thus (ij|K)∈K once
K ′ ∩ I ⊆ K ⊆ (I ′ ∩ I)(J ′ ∩ I)(K ′ ∩ I)− ij:
If (I ′; J ′|K ′)? ⊆K then (I ′; J ′|K ′(J − I))? ⊆L, and this elementary semigraphoid
must be contained in some (It ; Jt |Kt)?. This means that I ′ ⊆ It , J ′ ⊆ Jt and Kt ⊆
K ′(J − I) ⊆ ItJtKt , up to the order of I ′ and J ′. One can conclude I ′ ⊆ It ∩ I ,
J ′ ⊆ Jt ∩ I and Kt ∩ I ⊆ K ′ ⊆ ItJtKt ∩ I , in other words, (I ′; J ′|K ′)? is contained in
the elementary semigraphoid (It ∩ I; Jt ∩ I |Kt ∩ I)?.
Let M= (I♦; J♦|K♦)? be an elementary semigraphoid over M , N a factorset of M
and  : 2N → 2M as in Section 7. Let us denote by IM, JM and LM the inclusion
maximal subset of N satisfying IM ⊆ I♦, J M ⊆ J♦ and LM ⊆ I♦J♦K♦, respectively,
and by KM the inclusion minimal subset of N satisfying K

M ⊇ K♦. Obviously, IM, JM
and KM are disjoint and IMJM ⊆ LM . It is easy to see that (i; j|A)? ⊆M if an only
if i∈ IM, j∈ JM, up to the order of i and j, and KM ⊆ A ⊆ LM− ij for (ij|K)∈R(N ).
Therefore, the factor M of M is union of the elementary semigraphoids (IM; JM|A)?
over the conditioning set A restricted by KM ⊆ A ⊆ LM − IMJM. For example, in
the situation of Remark 5 the elementary semigraphoid M=(13; 24|∅)? has the factor
M = {(12|∅); (12|5)}.
Lemma 9. If D is a dominant family in a semigraphoid K then
{(IM; JM|A)?; KM ⊆ A ⊆ LM − IMJM; M∈D}
is dominant in the factor K.
Proof. If (I; J |K)? ⊆K then (I; J |K)? ⊆ (K) ⊆K using Lemma 6. Since D
is dominant (I; J |K)? is contained in M = (I♦; J♦|K♦)? for some M∈D. Then,
obviously, I ⊆ IM, J ⊆ JM, IJK ⊆ LM and K ⊇ KM, up to the order of I and J .
Consequently, (I; J |K)? is contained in (IM; JM|A)? where A= K − IMJM.
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Remark 9. If K is not a semigraphoid then the assertion of Lemma 9 can fail. In
Remark 6, K is written as union of its four dominators. The factors of the dominators
are (1; 2|∅)?, (1; 2|5)?, (1; 5|∅)? and (1; 5|2)?, respectively. However they do not form
a dominant family of K because the dominator (1; 25|∅)? of K is absent.
Proposition 6. If {(It ; Jt |Kt)?; 16 t6 r} is a dominant family in a semigraphoid L
then the family {(It ; J t |Kt ); 16 t6 r} is dominant in the expansion L.
Proof. This follows from the assertion that if (I♦; J♦|K♦)? is contained in L then it
is contained in the expansion (I; J |K)? of some (I; J |K)? contained in L. Induction
on the cardinality of I♦J♦ is applied. The cases I♦ or J♦ empty are trivial. If I♦ and
J♦ are both singletons the assertion is true by the denition of L.
Let I = {l∈N ; l ∩ I♦ = ∅} and similarly with J and K constructed from J♦ and
K♦, respectively. Moreover, let L = {l∈N ; l ⊆ K♦}. If I♦ ∩ l has more than one
element then (I♦ − i♦; J♦|K♦)? ⊆ (I♦; J♦|K♦)? ⊆ L, i♦ ∈ I♦ ∩ l, and by induction
(I♦− i♦; J♦|K♦)? is a subset of (I; J |K)? for some (I; J |K)? contained in L. Since
I♦ ⊆ I the elementary semigraphoid (I♦; J♦|K♦)? is contained in (I; J |K)?, and
the induction step is over. Thus, one can assume that all nonempty intersections I♦∩l
are singletons. The same applies to J♦ ∩ l.
By symmetry, one can suppose that J♦ has at least two elements. It can be therefore
partitioned into nonempty sets A♦ and B♦. Correspondingly, J partitions into A =
{l∈N ; l ∩ A♦ = ∅} and B= {l∈N ; l ∩ B♦ = ∅}.
Let (I♦; J♦|K♦)? ⊆ L. Then (I♦; B♦|K♦)? and (I♦; A♦|B♦K♦)? are contained in
L. By induction, (I♦; B♦|K♦)? ⊆ (I1 ; J 1 |K1 ) and (I♦; A♦|B♦K♦)? ⊆ (I2 ; J 2 |K2 )
for two elementary semigraphoids (I1; J1|K1)? and (I2; J2|K2)? contained in L. Then
I ⊆ I1, B ⊆ J1, and I ⊆ I2, A ⊆ J2, and therefore I and J are disjoint. Note also that
IJ ∩ L= ∅. From K1 ⊆ K♦ ⊆ (I1J1K1) one deduces K1 ⊆ L ⊆ K ⊆ I1J1K1, and from
K2 ⊆ B♦K♦ ⊆ (I2J2K2) analogously K2 ⊆ BL ⊆ BK ⊆ I2J2K2. Relying on the gure
below (the shaded area corresponds to L)
one observes that (IC; BD|L)? ⊆L for two disjoint sets C, D such that CD=K− IJL.
Similarly, (IE; AF |BL)? ⊆L for disjoint E, F satisfying EF = K − IJL.
The extended semigraphoid axiom is now used several times. From
(I(C ∩ E); B|L)? ∪ (I(C ∩ E); AF |BL)? ⊆L
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one has (I(C ∩ E); JF |L)? ⊆ L and thus (I(C ∩ E); C ∩ F |L)? ⊆ L. This combined
with (I(C ∩ E); BD|(C ∩ F)L)? ⊆ L gives (I(C ∩ E); B(C ∩ F)D|L)? ⊆ L where
(C ∩ F)D = (D ∩ E)F . From
(I(C ∩ E); B(D ∩ E)F |L)? ∪ (I(C ∩ E); AF |B(D ∩ E)L)? ⊆L
one derives (I(C∩E); JF(D∩E)|L)? ⊆L. If I′ = I(C∩E), J′ =JF(D∩E) and K′ =L
then the elementary semigraphoid (I′ ; J′ |K′) is contained in L and I♦ ⊆ I ⊆ I′ ,
J♦ ⊆ J  ⊆ J ′ , L ⊆ K♦, and K♦ ⊆ (IJK) ⊆ (I′J′K′). This means that (I♦; J♦|K♦)?
is contained in (I′ ; J

′ |K′ )?.
Remark 10. If L is not a semigraphoid then the assertion of Proposition 6 can fail. Let
M={1; 2; 3; 4; 5}, N={1; 2; 3; 6}, 6=45, and L be the complement of {(16|23); (36|∅)}
in R(N ). Note that L is not a semigraphoid because (12|63) and (16|3) belong to L
whereas (16|23) ∈L. The elementary semigraphoids (16; 2|∅)?, (16; 2|3)?, (16; 3|2)?,
and (1; 36|∅)? are contained in L. Hence
(145; 2|∅)? ∪ (145; 2|3)? ∪ (145; 3|2)? ∪ (1; 345|∅)? ⊆L
and thus (1; 23|5)? = {(12|5); (12|35); (13|25); (13|5)} is a subset of L. If (1; 23|5)?
were a subset of (I; J |K)? for some (I; J |K)? ⊆L then K = ∅, 1 ⊆ I , 23 ⊆ J , up
to the order of I and J , and then 6 ⊆ IJ . However, this is impossible as none of the
elementary semigraphoids (16; 23|∅)? and (1; 236|∅)? is contained in L. To conclude,
for the family of all dominators of L, which is obviously dominant in L, Proposition
6 does not hold.
Corollary 3. If L for  : 2N → 2M is an expansion of a semigraphoid L over N ,
and K = (L)# for # : 2M → 2L is an expansion of L over M then K is the
expansion L# of L by the composition # : 2N → 2L.








((I)#; (J )#|(K)#)? =L#
because (L)# equals the left-hand side. By Proposition 6, the left union can run over
(I; J |K)? for (I; J |K)? contained in L.
Remark 11. Let f : M → N be a surjective mapping and  : 2N → 2M be given
for I ⊆ N by I = {l∈M ; f(l)∈ I}. It is natural to say that f is a strong morphism
between two semigraphoids K ⊆ R(M) and L ⊆ R(N ) if L =K. By Corollary
3, the composition of morphisms is a morphism, considered within the class of semi-
graphoids. This is no longer true in general because Corollary 3 does not hold when
the assumption that L is a semigraphoid is relaxed. To see this, one can continue with
the example from Remark 10. Let L= {7; 8; 1; 3; 4; 5} and # be given by 2= 78. From
(1; 23|5)? ⊆L one deduces (1; 378|5)? ⊆ (L)#. However, (13|57) is not an element
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of L#. In fact, in the opposite case (13|57) would belong to ((I)#; (J )#|(K)#)?
for some (I; J |K)? ⊆ L, and one could argue K = ∅, 1 ⊆ I , 3 ⊆ J , up to the order
of I and J , and 26 ⊆ IJ , contradicting that none of the semigraphoids (126; 3|∅)?,
(1; 236|∅)?, (12; 36|∅)?, and (16; 23|∅)? is contained in L.
Remark 12. With f, K and L as in the previous remark one can say that f is a
weak morphism between K and L if K=L. The composition of weak morphisms
is a week morphism in general, due to the following assertion parallel to Corollary 3.
If K for  : 2N → 2M is a factor of a relation K over M , and L = (K)# for
# : 2L → 2N is a factor of K then L is the factor K# of K by the composition




(I; J |K)? =
⋃
(I#;J #|K#)?⊆K
(I; J |K)? = (K)#
on account of Remark 4. Lemma 7 guarantees that within the class of semigraphoids
each strong morphism is weak.
9. Example: dominance
In this section dominant families in L and K are presented.
Lemma 10. The family L has these seven dominators
:
Proof. These elementary semigraphoids are obviously contained in L and there is
no inclusion among them. Hence, it suPces to show that if (I; J |K)? is contained in
L then it is contained in one of the seven semigraphoids. If I or J is empty or the
both sets are singletons then (I; J |K)? is trivially included in the rst or second of the
seven semigraphoids.
Let the right element of the top row of N= , to be denoted by j, belong to J .
From structure of the graph GL one can see that I is a nonempty subset of the left
column. Since (ij|K)∈L and (ij|(I − i)(J − j)K)∈L for some i∈ I one has
; respectively:
If I has two diIerent elements then one deduces from GL that J is contained in
the second column (from left) of and therefore (I; J |K)? is contained in the rst of
the seven semigraphoids. Otherwise, I = i and J has at least two elements. If k ∈ J − j
then (ik|(J − k)K)∈L implies k belongs to the second column. Again, (I; J |K)? is
contained in the rst semigraphoid.
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If J contains the right element of the top but one row of N= one can argue
analogously.
Now, one can assume by symmetry that I ∪ J is a subset of the left bottom 2 × 2
corner of . If i∈ I and j1; j2 ∈ J such that ij1 are in a row and ij2 are in a column
then similarly as above
;
and (I; J |K)? is contained in one of the seven elementary semigraphoids. The remaining
cases, e.g. I contained in a row and J in another row, are trivial.
Lemma 11. The family
consists of the dominators of K . Here, 7+7 missing elementary semigraphoids ob-
tained by the action of G are omitted.
Proof. Along the same lines as in the previous proof, let (I; J |K)? ⊆K and j, the
right element of the top row, belong to J . The set I is contained in the left column.
If the top or top but one element of the left column belongs to I then one argues as
before. If the both bottom elements, say i; k, of the left column belong to I then J
must be contained in the second column. Owing to (ij|K)∈K and (kj|K)∈K the
set K must contain the third column and be contained in the left three columns. In
this case (I; J |K)? is a subset of the rst of the 19 semigraphoids. Otherwise, one can
suppose by symmetry that I = i is the left bottom singleton of and J has at least
two elements. From (ij|K)∈K one deduces
In the rst case, (ij|(J − j)K)∈K implies
In the second case,
provided the bottom but one element of the left column, say k, is not in J ; otherwise
(ik|K)∈K implies
If J contains the right element of the second row an argument is analogous.
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One can now assume by symmetry that I ∪ J is a subset of the left bottom 2 × 2
corner kl
i
j of . Let i∈ I and J contain at least two elements.
If I = il and J = jk then
in K and symmetry.
If i∈ I , l ∈ I and jk ⊆ J then
which implies, up to the action of G,
In the remaining case, i∈ I and jl ⊆ J , it is not diPcult but a bit laborious to nd
that (i; jl|K)? ⊆K if and only if (ij|K) belongs to
Then (I; J |K)? is a subset of
respectively.
10. Canonical semigraphoids
Let O be the set {+;−; ; ·} having four elements and Ort+ be the set of all r-tuples
from Or having + in the t-th coordinate, 16 t6 r. Analogously, Ort− and O
r
t are




(N ∩ Ort+; N ∩ Ort−|N ∩ Ort )?:
Denition 6. The semigraphoid c( QLN ) over N ⊆ Or is called r-canonical if N contains
the set Pr = {+;−; }r ∪ {+;−; ·}r , r¿ 1. The semigraphoid ∅ over N = ∅ is termed
0-canonical. A semigraphoid is canonical if it is r-canonical for some r¿ 0.
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Obviously, r-canonical semigraphoids have r generators. The elementary semigraphoid
(+;−| )? over O is the unique 1-canonical semigraphoid. There are three non-
isomorphic 2-canonical semigraphoids. Namely, for N=O2 and N=O2−{( ; ·)} one ob-
tains c( QLN )= QLN by Lemma 1. The only nontrivial 2-canonical semigraphoid is c( QLN )
for N = P2. Now, since ( ; ) and (·; ·) can be majorized out, cf. Lemma 2, one can
work equivalently with c( QLN ) for N =P2−{( ; ); (·; ·)}. This semigraphoid is, how-
ever, an isomorphic copy of the semigraphoid K examined in detail in Sections 3, 6
and 9.
A combination of the expansion technique with the notion of pure minor gives the
following main result which reduces study of the semigraphoid closure in general to
study of the semigraphoid closure of QLN for Pr ⊆ N ⊆ Or .
Theorem 1. Every semigraphoid K over M with r generators is an expansion of a
pure minor of an r-canonical semigraphoid.
Proof. LetK=c(M) whereM=(I1; J1|K1)?∪· · ·∪(Ir ; Jr|Kr)?. If r=0 thenK=M=∅
is obviously an expansion of the 0-canonical semigraphoid. Let r¿ 1. The nonempty
intersections A1 ∩ · · · ∩ Ar where At is one of the sets It , Jt , Kt , M − ItJtKt and t is
between 1 and r, give rise to a factorset of M . This factorset can be identied with the
subset L of Or of those r-tuples i=(i1; : : : ; ir) that render A1∩· · ·∩Ar nonempty where
At equals It , Jt , Kt and M − ItJtKt , according to it equals +, −, and ·, respectively.
As for the factormap i=A1 ∩ · · · ∩Ar for i∈L and I=
⋃
i∈I i
 for I ⊆ L. Each It , Jt
and Kt is union of blocks of the factorset and it is not diPcult to see that It=(L∩Ort+),
Jt = (L ∩ Ort−) and Kt = (L ∩ Ort ).
Hence, M ⊆ ( QLL) and M ⊆ (( QLL))= QLL using Lemma 7. Actually, the factor
of M by  is equal to QLL because (ij|K)∈ (L ∩ Ort+; L ∩ Ort−|L ∩ Ort )? implies that
(i; j|K)? is contained in the subset (It ; Jt |Kt)? of M. In turn, (ij|K)∈M, and thus
QLL ⊆M.
Since M is a subset of ( QLL) = (M) the semigraphoid K = c(M) is contained
in c((M))= (c(M)) using Corollary 1. Obviously, M ⊆ c(M) =K and hence
c(M) is contained in K as K is a semigraphoid, cf. Remark 4. Thus K ⊆
(c(M)) ⊆ (K). By Lemma 6, (K) ⊆ K, and thus K is the expansion of
the semigraphoid c( QLL) = c(M) by .
Let N = L ∪ Pr , I = L and J = L ∪ {+;−; }r . The nal aim is to show that the
canonical semigraphoid c( QLN ) has its minor coI reJ c( QLN ) equal to c( QLL) and that this
minor is pure. In fact, restricting by some elements of {+;−; ·}r
reJ (N ∩ Ort+; N ∩ Ort−|N ∩ Ort )? = (J ∩ Ort+; J ∩ Ort−|J ∩ Ort )?
and thus reJ QLN = QLJ . Contracting by some elements of {+;−; }r
coI (J ∩ Ort+; J ∩ Ort−|J ∩ Ort )? = (I ∩ Ort+; I ∩ Ort−|I ∩ Ort )?
and thus coI QLJ = QLL. Therefore, QLL is the minor coI reJ c( QLN ) of QLN . To see that
it is pure, let us suppose that ij ⊆ I and (ij|K) belongs to QLN , say to (N ∩ Ort+;
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N ∩ Ort−|N ∩ Ort )? for some t. Then
(ij|K ∩ J )∈ (J ∩ Ort+; J ∩ Ort−|J ∩ Ort )?
and, in turn, (ij|K ∩ I) is in (L∩Ort+; L∩Ort−|L∩Ort )?. This implies that QLL contains
(ij|K ∩ I), and thus is a pure minor of QLN . By Lemma 2, c( QLL) is a pure minor of
c( QLN ). To summarize, K equals (coI reJ c( QLN )).
The strategy to construct any semigraphoid from a canonical one applies also to the
notion of dominance.
Corollary 4. If K is an expansion of a pure minor coI reJ c( QLN ) of an r-canonical
semigraphoid c( QLN ), and {(It ; Jt |Kt)?; 16 t6 s} is a dominant family in c( QLN )
then {((It ∩ I); (Jt ∩ I)|(Kt ∩ I))?; 16 t6 s} is a dominant family in K.
Proof. Lemma 8 brings a dominant family in c( QLN ) down to a dominant family in
its pure minor coI reJ c( QLN ) and Proposition 6 lifts it to a dominant family in K.
Let us say that two elementary semigraphoids (I1; J1|K1)? and (I2; J2|K2)? are sticky
if K1 ⊆ I2J2K2 and K2 ⊆ I1J1K1.
Remark 13. Let K= c((I1; J1|K1)? ∪ (I2; J2|K2)?) be a semigraphoid with two sticky
generators. By Theorem 1, K is an expansion of a pure minor of the 2-canonical
semigraphoid c( QLN ) with N = O2 − {( ; ·); (·; )}. Using Corollary 4, a dominant
family in K can be found from a dominant family in c( QLN ). Since this canonical
semigraphoid diIers from K only by a majorization its dominators obtain easily
from the dominators of K described in Lemma 11. Therefore
{(I1; J1|K1)?; (I2; J2|K2)?;((I1 ∩ I2)(J1 ∩ J2); (I1 ∩ J2)(J1 ∩ I2)|K1K2))?;
((I1 ∩ I2); J1(I1 ∩ J2)|K1(I1 ∩ K2))?; : : : ;
((I1 ∩ I2); (J2–K2)(J1 ∩ I2K2)|K1(I1 ∩ K2))?; : : :}
is a dominant family in K; the missing terms are obtained by switching I1 ↔ J1, or
I2 ↔ J2, or I1 ↔ I2 and J1 ↔ J2 and K1 ↔ K2 simultaneously. This result was stated
in Corollary 15 to Lemma 10 in [23]. That Lemma 10 (its ‘tree-like’ proof occupies
over eleven pages) describes, in our terminology, the inclusion minimal elementary
semigraphoids not contained in K.
For further progress on the topic is seems crucial to understand isomorphisms be-
tween pure minors of canonical semigraphoids. This is probably diPcult in general and
remains open.
11. Linear and probabilistic representations
A relation L ⊆ R(N ) is linearly representable, or simply linear, if there exists a
collection D = (Di)i∈N of nite-dimensional linear subspaces of a linear vector space
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E over a eld F such that L= [D] where
[D] = {(ij|K)∈R(N );DiK ∩ DjK = DK}
and DK is the inner sum of subspaces Dk for k ∈K . Obviously, [D] is a semigraphoid.
The class of linear semigraphoids was introduced in [14] where its closure operator,
forbidden minors and linear semigraphoids over a four-element set N were studied.
In this section, the attention is focused on linearity of semigraphoids with special
generators.
If all semigraphoids of a class C are linear and each construction of a list conserves
the linearity then all semigraphoids of the class 〈C | list〉 are linear as well. Since
our building blocks have been the uniform semigraphoids rst concern is about their
representability. As an illustration, a linear representation of U2;5 over a two-element
eld can be found in Example 6 of [14].
Lemma 12. The uniform semigraphoids are linear over any <eld.
Proof. Each uniform matroid is obviously linear over any innite eld and also, see
Proposition 6.8.2 of [19], over any nite eld of suPciently large cardinality. Therefore,
given 0¡r6 n, for any nite eld F of large cardinality there exists a conguration
of n vectors in Fr such that any r of them are linearly independent. Let D1; : : : ; Dn be
the one-dimensional subspaces of Fr spanned by the vectors. The collection D of these
spaces obviously represents Ur;n over N={1; : : : ; n}. If a eld F has cardinality not large
enough then the same argumentation goes through with its algebraic extension Fa of
suPciently large nite degree s over F . Then Di’s are s-dimensional linear subspaces of
Fra when this linear space is considered over F and, in addition, dimF DK=min{|K |s; rs}
for K ⊆ N . Immediately, [D] = Ur;n.
Let us recall that linear semigraphoids are closed to intersections and minors, cf.
[14, Lemma 7].
Lemma 13. Direct sums of linear semigraphoids over a <xed <eld are linear.
Proof. If (Di)i∈N1 in E1 represents L1 ⊆ R(N1) and (Di)i∈N2 in E2 represents L2 ⊆
R(N2), N1, N2 disjoint, then (Di)i∈N1∪N2 in E1 ⊕ E2 represents L1 ⊕L2.
As a consequence, the semigraphoids from the class A described in Proposition 1
are linear.
Lemma 14. The dual of a linear semigraphoid is linear.
Proof. Let D = (Di)i∈N be a linear representation of L. Further, let Ci for i∈N be
disjoint sets of cardinality dimDi, and CI =
⋃
i∈I Ci for I ⊆ N . For each i∈N let
(ec; c∈Ci) be a base of Di. The linear matroid (CN ; r), where r(A) equals dim (ec;
c∈A) for A ⊆ CN , has the dual (CN ; r), where r(A) equals |A|+ r(CN −A)− r(CN ),
which is linear by Theorem 2 of [25, p. 141]. Let (e′c; c∈CN ) be a linear representation
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of the dual, i.e. r(A) equals dim (e′c; c∈A) for A ⊆ CN . Then D′=(D′i)i∈N where D′i
is the span of (e′c; c∈Ci) represents L. In fact, (ij|K)∈L = [D] is equivalent to
the equality between dimDiK + dimDjK and dimDijK + dimDK . Owing to r(CK) =
|CK | + dimDN−K − r(CN ) this amounts the equality between r(CjL) + r(CiL) and
r(CL)+ r(CijL) where L=N − ijK . This means D′iL∩D′jL=D′L. Therefore (ij|L)∈L
if and only if (ij|L)∈ [D′].
Combining Proposition 2 with the previous three lemmas one obtains the following
assertion.
Proposition 7. Every semigraphoid with solitary generators is linearly representable
over any <eld.
To show linearity of semigraphoids from other classes of Sections 5 and 6, additional
lemmas on linear representability are worked out.
Lemma 15. Linear semigraphoids are closed to majors.
Proof. For L ⊆ R(N ) one can restrict only to two situations K = reN−iL and
K= coN−iL where i∈N and the cardinalities of K and L coincide. Here, from the
linearity of K over N − i the linearity of L over N should be derived. By duality,
Lemma 14, it suPces to deal only with the restriction. The semigraphoid R(N − i) is
linear because it belongs to the class A. The major L = (K ⊕R(i)) ∩R(N − i) of
K is then linear by Lemma 13.
Lemma 16. Parallel extensions of linear semigraphoids are linear.
Proof. Let D=(Di)i∈N be a linear representation of L, k ∈N , l ∈ N , and Dk‖l contain
in comparison to D one more subspace Dl which is identical to Dk . The ascending
semigraphoid {(ij|K)∈R(lN ); ij = kl}=Mkl belongs to the class A and is therefore
linear. It is easy to see that the semigraphoid [Dk‖l]∩Mkl is linear and equalsLk‖l.
Lemma 17. Factors and expansions of linear semigraphoids are linear.
Proof. If (Di♦)i♦∈M represents K then (⊕i♦∈i Di♦)i∈N represents the factor K of
K.
Let a semigraphoid L over N = {1; 2; : : : ; n}, n¿ 1, be linear and let L = [D]
with D = (Di)i∈N living in a linear space E. By Corollary 3, it suPces to prove that
the expansion K =L over M = {1′; 1′′; 2; : : : ; n} where 1 = 1′1′′ and r = r for
26 r6 n is linear. Where E′ and E′′ are two subspaces of E, let DE
′ ;E′′ = (Di♦)i♦∈M
have D1′ = E′, D1′′ = E′′ and Di♦ =Di, 26 i♦ = i6 n. It is easy to see that [D
E′ ;E′′ ]
contains L once E′ ⊕ E′′ = D1. Hence





where ∅1′1′′ is the empty semigraphoid over 1′1′′.
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To prove the opposite inclusion, let (i♦j♦|L♦) ∈L. If i♦j♦ = 1′1′′ then (i♦j♦|L♦)
is not in ∅1′1′′ ⊕ R(M − 1′1′′). If i♦j♦ = i1′, i¿ 2, then (i1|L♦ − 1′′) is not in L,
and thus (i♦j♦|L♦) not in [DE′ ;E′′ ] where E′ = D1 and E′′ = {0} (contains only the
zero vector). By symmetry, if i♦j♦ = i1′′, i¿ 2, then (i♦j♦|L♦) does not belong to
[D{0};D1 ]. Hence, let i♦j♦ do not intersect 1′1′′. If L♦ ⊆ N − 1 or L♦ ⊇ 1′1′′ then
(i♦j♦|L♦) is not in [DE′ ;E′′ ] where E′, E′′ summing to D1 can be arbitrary.
In the last case, by symmetry, (i♦j♦|L♦) = (ij|1′K) ∈ L where ijK ⊆ N − 1.
If (ij|K) is not in L then (i♦j♦|L♦) is not in [D{0};D1 ] and if (ij|1K) is not in L
then (i♦j♦|L♦) is not in [DD1 ;{0}]. Hence one can assume (ij|K)∈L and (ij|1K)∈L.
Then (i1|K) is not in L and (j1|K) not in L, otherwise (i♦j♦|L♦)∈L can be easily
obtained. As DiK ∩ D1K and DjK ∩ D1K are diIerent from DK it is possible to choose
two vectors di, dj out of DK such that di belongs to DiK ∩ D1 and dj to DjK ∩ D1.
Let E′ be the one-dimensional space spanning the sum di + dj; note that E′ ⊆ D1.
The intersection of (E′ ⊕ DiK) and (E′ ⊕ DjK) contains obviously di, dj and DK . Its
dimension is at least 2 + dimDK because di ∈ DjK (otherwise di ∈DiK ∩ DjK = DK)
where DjK contains dj and dj ∈ DK . Therefore the intersection cannot equal E′ ⊕DK ,
the latter having its dimension at most 1 + dimDK . Thus (ij|1′K) ∈ [DE′ ;D1 ].
To conclude, the extension L was expressed as intersection of linear semigraphoids
and is therefore linear.
Theorem 2. Every semigraphoid with at most two generators is linearly representable
over any <eld.
Proof. The case of solitary generators follows from Proposition 7. As the uniform
semigraphoids are linear by Lemma 12 and their factors are linear by Lemma 17,
using Lemmas 13, 14, and Proposition 3 the case of two inferenceless generators is
settled.
If Lemmas 12–14, 16 are combined with Proposition 4 linearity of the semigraphoid
K is obtained. Then Lemma 15 implies that the canonical semigraphoid c( QLN ) for
N =O2 − {( ; ·); (·; )} is linear. Finally, Lemma 17 and Theorem 1 provide also the
remaining case of two sticky generators.
Remark 14. A relation L ⊆ R(N ) is probabilistically representable, or simply prob-
abilistic, if there exists a system of random variables * = (*i)i∈N taking only a nite
number of values such that (ij|K)∈L is equivalent to ‘*i is conditionally indepen-
dent of *j given *K = (*k)k∈K ’. For an overview and recent results on probabilistic
semigraphoids see [12,14,17,13,15]. Since every linear semigraphoid is probabilistic by
Lemma 10 of [14] Theorem 2 implies that the semigraphoids with two generators are
also probabilistic. This assertion was the main result, Theorem 16, of [23]. Its proof
was based on the technical Lemma 10, cf. Remark 13. In our approach this monstrous
lemma and the 10 sophisticated constructions of random vectors from Section 5 of [23]
are bypassed.
Remark 15. The analogue of Lemma 14 for probabilistic semigraphoids is not true, for
a counterexample see [13]. Lemmas 13 and 16 hold trivially also for p-representable
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semigraphoids. The intuition is that Lemmas 15 and 17 are valid also within the prob-
abilistic framework.
Remark 16. A natural class of semigraphoids originates from polymatroids. A real
function h dened on the subsets of N is said to be (the rank function of) a polymatroid
if h(∅) = 0, h(iK)¿ h(K) for i∈N , K ⊆ N , and h(iK) + h(jK)¿ h(ijK) + h(K)
for (ij|K)∈R(N ). If h is integer-valued and h(i)6 1, i∈N , then h is a matroid,
see [19] or [25]. Given a polymatroid h, the set of all (ij|K)∈R(N ) rendering the
equality between h(iK)+h(jK) and h(ijK)+h(K) is obviously a semigraphoid. These
semigraphoids are examples of semimatroids, introduced in [12] in a slightly more
general framework; in [22] these semigraphoids are called structural. Let us note in
passing that the uniform matroids give rise in this way to the uniform semigraphoids.
Each linear semigraphoid L = [D] is a semimatroid as it can be obtained from
the (multilinear) polymatroid which maps K to dimDK . Even each probabilistic sem-
igraphoid, constructed from some *, is a semimatroid as it originates from the poly-
matroid, called the entropy function of *, which maps K to the Shannon entropy of
*K . From this point of view this section and Section 5 are, actually, dealing with
semimatroids.
Remark 17. Expansions of polymatroids were studied e.g. in [18] and related to sem-
igraphoids in [12]. Let us remark that if h′ is an expansion of a polymatroid h then
the semimatroid constructed from h′ as above need not be an expansion, according to
Denition 4, of the semimatroid constructed from h. We have found no way to parallel
the notion of polymatroid expansion in semigraphoids.
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