This paper describes the development of a novel measurement system of calculating the three-dimensional(3D) coordinates of a target with image information taken from stereo fisheye cameras. The system has the characteristics of high precision, wide of view, long-distance control, dynamic angles compensation and high frame rate measurement. In order to improve the robustness and precision of the system, a detailed uncertainty analysis of the spatial positioning was made. Moreover, a novel method named Dynamic Angles Compensation Method (DACM) is proposed for first time to complete spatial position measurement in the dynamic environment by angles compensation. This method uses a tilt angle sensor that is installed in the birocular measurement system horizontally to calculate the pitch and roll angles of the measurement system, which is the foundation for calculating the conversion equation to compensate the measurement coordinates error caused by the dynamic environment. Using real data acquired by equipment, we performed experiments covering all the necessary stages to obtain a high-performance stereo fisheye vision system. The validity and accuracy of the proposed method are demonstrated with the statistical analyses of the experimental results. INDEX TERMS Measurement system, dynamic angle compensation, uncertainty analysis.
I. INTRODUCTION
With the rapid development of computer vision and image processing technology, the stereo vision has been widely used in robot navigation [1] , [2] , online measurement of dimensions [3] , virtual reality [4] , medical diagnosis [5] - [7] , mechanical manufacturing [8] - [10] and other measurement applications. In particular, the highly precise estimation of position and attitude of objects based on stereo vision play a fundamental role in many fields, such as target tracking [11] , rescue mission, 3D reconstruction, the pose estimation of spacecraft, robotic assembly and robot localization. Generally speaking, it depends on accurate 3D coordinates of the target.
The research on 3D positioning based on stereo vision systems have been extensively studied in the past few decades during which numerous advanced technologies and The associate editor coordinating the review of this manuscript and approving it for publication was Xian Sun. applications have been applied. In practical engineering applications, different measurement scenarios, different equipment structural parameters, and different sensors have led to the difficulty of ensuring the measurement accuracy of the system. People have studied howto improve the accuracy of stereo vision systems [12] - [14] , which can be divided into two categories: the accuracy of system structure design and the accuracy of system work links. Research on system structure design accuracy usually needs to analyze the system imaging model, and guide the system to select appropriate internal and external parameters of cameras or mechanical structure parameters of the device, according to the requirements of its own application scenarios, thus reducing the measurement error in actual engineering. For instance [15] , discussed a method to increase the baseline distance between two cameras for enhancing the accuracy of a stereo vision system. There are other methods that have been proposed to derive optimal vision system configurations, such as constructing a formula to assess 3D data errors in terms of the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ camera locations, object distance, focal lengths, and so on [16] , [17] . The accuracy of the specific system work links usually refers to improving the accuracy of one or more work links of the system to improve the accuracy of the distance measurement under the current system layout. At present, most studies on the accuracy of system work links mainly focused on camera calibration [18] - [21] , feature point extraction [22] , stereo matching [23] , [24] , 3D reconstruction [25] - [27] and so on. Some scholars also studied how to optimize the measurement results. For example [28] , [29] , used the least squares method (LSM) to estimate the position of an object, and improved the measurement precision by reducing the random error. However a few amount of works in the bulk of literature focus on the measurements in dynamic environments such as ships and airplanes equipped with stereo vision equipment. In these scenarios, the stereo measurement device is not in the ideal horizontal position and the measured value is no longer the desired value.
In order to improve the measure accuracy of the dynamic environment, this paper aims to solve the problem by designing a novel measurement system with high precision and strong applicability. The measurement system for calculating the 3D coordinates of a moving target with image information taken from the fisheye cameras. First of all, we adjust structural parameters by analyzing positioning uncertainty of stereo measurement system in details. Whereas for the dynamic environment, due to the significant inclusion angles with the horizon plane, it will introduce a large error estimation of the 3D coordinates by using the stereo vision. In order to deal with this issue, we propose a technique that utilizes the inclusion of angles obtained by the sensor and mathematical geometry analysis to jointly estimate the conversion equation between the measurement coordinates and the ideal coordinates. Once the 3D coordinates are calculated, the target's velocity, acceleration, attitude can be accurately estimated so that it is beneficial to the following research on target analysis, tracking and so on.
The main contributions of this paper are as follows:
(1) A novel and precise measurement system is designed to calculate the 3D coordinates of a long distance moving target with image information taken from the stereo fisheye cameras in a dynamic environment. (2) A detailed analysis of the stereo vision spatial positioning accuracy of the device was made to adjust the structure parameters of the measurement system for better accuracy. (3) A Dynamic Angles Compensation Method based on geometric analysis is proposed to improve flexibility and extend the application field, especially the dynamic environment. This paper is organized as follows. A description of the novel 3D measurement system based on the stereo fisheye vision is described in Section II. The uncertainty analysis of the spatial positioning is discussed in detail in Section III. Dynamic Angles Compensation Method (DACM) is introduced in Section IV. In Section V, the results obtained from the experiment data are presented to verify the method in our designed measurement system. This paper ends with some concluding remarks in the final section.
II. THE NOVEL 3D MEASUREMENT SYSTEM BASED ON THE STEREO FISHEYE VISION A. THE OPERATING PRINCIPLE OF THE SYSTEM
Considering the poor performance of the long-distance object measurement in the dynamic environment, a novel visionbased measurement system is designed. Figure 1 illustrates the operating principle of the system. The system mainly includes image acquisition system, timing and synchronization control, wireless communication system and attitude measurement system.
(1)Image acquisition system: In order to be able to measure high-speed moving objects, a high-speed camera is used, and the fisheye lens is selected when the narrow view of the ordinary camera is taken into consideration, and the calibration of the system parameters is completed through stereo calibration technology.
(2)Timing and synchronization control: In order to accurately extract key image information, the Beidou time system is adopted, which is convenient for querying by time. Considering the inaccuracy of software synchronization, the synchronous controller is used to accurately synchronize the trigger signal of the binocular camera to ensure the consistency of acquisition time between two cameras.
(3)Wireless communication system: The wireless communication system transmits the video signal and the image processing information(pitch and roll angles) to the main control computer, and simultaneously receives the instruction of the main control computer.
(4)Attitude measurement system: The pitch and roll angles of the system are measured with high precision biaxial tilt sensor. Then the angles are transmitted to the acquisition computer so that the control computer can compensate the measured coordinates in terms of these angles. Of course to ensure the synchronization of measurement instance between the tilt sensor and cameras sensory part, we give them the same trigger signals. If not, this can lead to large errors, especially when the dynamic environment in which the measurement system is located is frequent and intense. 
B. CONFIGURATION OF THE SYSTEM
It is crucial to obtain a user-friendly measurement system with high precision based on the proposed operating principle. Given the dimensional restrictions of the device, and the required functions, the flexibility and expandability are desired characteristics of such systems to obtain the pursued results and Figure 2 illustrates the configuration of the device. Electricity for the system is supplied by a battery group designed by ourselves and a Beidou antenna corrects the system time. The image acquisition system consisted of high-accuracy fisheye lenses FE185C086HA-1 and German Optronis high-speed cameras,, and the parameters of fisheye lens are suitable in the measurement task. The fisheye lens has a remarkable field of view for a more intuitive and comprehensive measurement. The high-speed camera has an adjustable acquisition frame rate up to 1000 fps, with a maximum resolution of 1696×1708 pixels. The system has a wide baseline up to 1.7m, which improves the precision of the system. The vision system was developed on a acquisition computer with an Intel i7-7500U processor with 8 GB of RAM and a 1TB solid state disk, which makes the synchronization controller to send synchronization signal to the binocular cameras so that the movements of a target can be recorded and tracked by the binocular cameras synchronously and transferred to the acquistion computer, and then to the control computer via the wireless network along with the angles data obtained by the tilt sensor, where the deviation is calculated using Dynamic Angles Compensation Method (DACM).
In the experiment, the measurement device was equipped on the MOOG motion system which can be tilted at a given angle in any direction accurately. So a dynamic environment can be simulated.
C. PROCESSING OF THE STEREO VISION SYSTEM
As shown in Figure 3 , the stereo vision system processing consists of stereo calibration, stereo matching and angles compensation by DACM. Stereo calibration is done off-line by using a checkerboard in our current work to obtain the parameters of the cameras. Before the stereo matching, image rectification projects the left and right images onto a common plane in such a way that the corresponding points have the aligned row pixels. Therefore, in the process of performing Speeded-Up Robust Features(SURF) stereo matching, only search in row pixels within a certain threshold to reduce a large number of calculations. Then, calculate the spatial point coordinates based on the disparity values of the matched points. Finally,we utilize the angles obtained from the tilt angle sensor and Dynamic Angles Compensation Method to offset the measurement constraints in the dynamic environments and also perform a precise and ideal 3-D position of the target.
III. A DETAILED UNCERTAINTY ANALYSIS OF THE SPATIAL POSITIONING A. PRINCIPLE OF THE STEREO SPATIAL POSITIONING
The schematic of stereo vision measurement is shown in the Figure 4 . Assume that the camera has been calibrated, ignoring the camera's own distortion, and the corresponding axes of the left and right cameras are exactly parallel. Here is a schematic diagram of stereo vision measurement, the distance between the two cameras is the baseline, and f 1 and f 2 are the focal length of the two cameras respectively. The coordinates of any point P(X , Y , Z ) in the two camera coordinate systems VOLUME 7, 2019 are P 1 (X 1 , Y 1 , Z 1 ) and P 2 (X 2 , Y 2 , Z 2 ). The coordinates of the point P projects on the two image planes are p 1 (x 1 , y 1 ) and p 2 (x 2 , y 2 ), and the intersection of the optical axis of the two cameras and the image plane is the main point of the camera, and the coordinates are (x 10 , y 10 ) and (x 20 , y 20 ) respectively.
According to the coordinate system conversion relationship and the principle of pinhole model, it can be seen that the following relationship exists in the two camera coordinate systems:
Convert the above relationship to the left camera coordinate system and the baseline length is B, the following Equation can be given:
Then, we can derive the Equation (4) by:
Because the binocular camera has been calibrated, Z 1 = Z 2 = Z , so the depth Z can be expressed as:
Through re-projection mapping technology, we can obtain:
Then let D = x 2 − x 1 as the disparity of the stereo system, finally,the Equation (5) is simplified to:
And X , Y thus can be represented as:
Equations (5)(6)(7) are called positioning equations, and the three-dimensional position of the spatial point can be obtained.
B. A DETAILED UNCERTAINTY ANALYSIS OF THE SPATIAL POSITIONING
According to the measurement principle of stereo spatial positioning, the measurement accuracy at any point in space should be the same. However, in practical applications, the measurement system is limited by hardware configuration and image understanding capabilities, resulting in different actual measurement accuracy of spatial points. From the mathematical model of stereo vision and the depth Equation (5), the 3D coordinate calculation of the spatial point is expressed as:
(1)The effect of the object point distance on the measurement accuracy: Considering the camera has been calibrated, the error transfer factor is given by:
The Z-direction measurement accuracy is:
If f 1 = f 2 = f , the above equation can be simplified as:
According to the specific parameters of the measuring system(f=337mm/pixel B=1700mm)and Equation (11), the relationship curve between Z and Z is shown as Figure 5(a) . It can be seen that the measurement accuracy Z is proportional to the square of the measurement distance Z , so the object distance is an important factor affecting the measurement accuracy.
(2)The effect of camera structure on measurement accuracy: According to the depth equation (5), the baseline length B, the camera focal f 1 , f 2 , and the camera main point x 10 , x 20 are separately guided:
When the distance is the same(Z=100m), Z is inversely proportional to B, shown as Figure 5 (b). Therefore, We designed the equipment baseline up to 1.7m, which is wider than the most binocular vision measurement systems in order to improve the measurement precision.
If f 1 = f 2 = f , x 10 = x 20 = x 0 the above equation can be simplified as:
When the distance is the same(Z=100m), Z is inversely proportional to f , shown as Figure 5 (c). As a result, We choose a larger focal length when choosing fisheye lenses.
The intersection of the camera's optical axis and the image plane is called the main point of the camera. Due to camera manufacturing techniques and camera distortion, the camera's main point does not coincide with the image's geometric center. If the image geometry center is used instead of the camera's main point for measurement, an error is inevitably introduced. Using the camera calibration technology, the coordinates of the main point can be obtained, so that the calculation can be greatly improved.
(
3)The effect of image recognition ability on measurement accuracy
Stereo vision measurement process includes target recognition and feature extraction, to obtain the position of the same target in the overlapping field of view of stereo vision, and use the disparity map to obtain the object depth information. Therefore, the coordinates of the measured object on the two image planes and the extraction error of the feature points are the factors affecting the measurement accuracy in terms of Equation (16) .
Comparing equations (15) and (16) , it can be seen that the selection of the matched point and the camera main point have the same influence on the measurement results. When the object point distance is the same, the matched point and the camera main point have a significant influence on the measurement accuracy.
(4)The effect of Incident angle on measurement accuracy Part of the object space positioning error comes from the error during the calibration process. According to the subpixel corner detection and five-point stereo calibration [30] , the monocular re-projection error can be kept within 0.05 pixels, and the stereo calibration result is within 0.5 pixel. However, as the angle of incidence increases, the image distortion becomes more pronounced, the mismatch rate of the image pairs also increases and the positioning accuracy deteriorates.
As shown in the Figure 5(d) , curve a is a perspective projection, b is the method we used in this paper mainly based on the radially symmetric model of Kannala [31] and let k 0 = 1, shown as Equation (17) r(θ) = θ + k 1 θ 3 + k 2 θ 5 + k 3 θ 7 + k 4 θ 9 (17) and c is the subtraction between the perspective projection and the method we improved. The value of the c can reflect the level of the image distortion. It can be seen from the image that the larger the angle, the larger the distortion. And the increase is sharp after 60 • .
IV. DYNAMIC ANGLES COMPENSATION METHOD (DACM)
When the stereo vision measurement system is equipped in a moving object such as an airplane or a ship, the measurement system will have a certain the pitch and roll angles with the horizontal plane. And these angles will seriously restrict the spatial positioning of the measurement target. Therefore, a Dynamic Angles Compensation Method(DACM) based on geometric analysis is proposed in this paper, which improves flexibility and extends the application field. A tilt angle sensor is installed in the measurement device. The sensor can provide the angles θ 1 , θ 2 which represent the pitch and roll angles of the measurement system. Mathematical model of the measurement system can be visualized in the Figure 6 The optical center of the left camera is the origin of the coordinate system, the X-axis along the baseline direction, and the Z-axis along the optical axis of the left camera, establishing a left-hand coordinate system. The coordinate system {C} is the desired coordinate system in the ideal. X 0 , Y 0 are the mechanical rotation axes parallel to X , Y axes in the coordinate system {C}. {A} and {B} are the results of rotating θ 1 and θ 2 degrees around the Y 0 axis and X 0 axis respectively. And {AB} is the result of rotating around the X 0 , Y 0 axes simultaneously. The distance from the origin of the coordinate system to the mechanical rotation center O of the device along X direcion is l, the distance along Y direction is 0, and the distance along the Z direction is h.
Assuming that A P, B P, C P are the coordinates of the coordinate systems {A}, {B}, {C}, respectively. N M T represents the transformation matrix from {M } to {N }. N M R represents the rotation matrix from {M } to {N }, N P MORG represents the translation matrix from {M } to {N }. We have:
The above equation can be abbreviated as:
Then:
So the coordinate C P can be expressed as:
The following is the process of solving C A T : The solution can be simplified in Figure 7 , where the blue line is the uncompensated measurement position and red line is the compensated position after rotating θ 1 around the Y 0 axis. C A T is a transformation matrix that rotates θ 1 around the Y 0 axis through the point O, then the rotation matrix C A R is thus given by:
According to the mechanical structure parameters of the equipment:
The following relationship can be obtained through geometric relations:
Hence, A P CORG can be derived from the Equation (26) in terms of BK , LB:
Once the rotation matrix C A R and the translation matrix A P CORG are obtained, the transformation matrix C A T can be expressed as:
The following is the process of solving C B T : The solution can be simplified as shown in Figure 8 , where the blue lines is the uncompensated original position and red lines is the compensated position after rotating θ 2 around the X 0 axis. C B T is a transformation matrix that rotates θ 2 around the X 0 axis through the point O, then the rotation matrix C B R is thus given by:
Hence, B P CORG can be derived from the Equation (30) in terms of LG, GK :
Once the rotation matrix C B R and the translation matrix B P CORG are obtained, the transformation matrix C B T can be expressed as:
The spatial positioning deviation caused by any two angles working together is approximately regarded as the superposition of two directions working independently, and then the space coordinate value after angles compensation is obtained. Therefore, the transformation matrix C AB T can be obtained by the following equation:
It also can be represented as:
Therefore, the measurement system in a arbitrary attitude can be transformed by Equation (35).
In fact, this calculation is an approximate estimation of the actual situation because it ignores the coupling relationship in both two directions but the error is within an acceptable range. Of course, when one of θ 1 , θ 2 is zero, this calculation is strictly calculated.
V. RESULTS AND DISCUSSION

A. EXPERIMENTAL RESULTS FOR SPATIAL POSITIONING
From the positioning uncertainty analysis, it can be known that the incident angle and the distance have a great influence on the positioning accuracy. Therefore, the positioning experiments were performed on objects of different incident angles (0 • ∼ 90 • ) and different distances (0m ∼ 150m). And some of the scenarios are shown in Figure 9 The results are evaluated by comparing the computed values with the physical ones and we introduce an evaluation index distance error defined by: where D i is the calculated distance, D true its corresponding true distance value, andĒ i is the mean error of n feature points of the tested object. We calculated all the distance mean errors through Equation(36). And the measurement results by using our designed equipment are shown in Figure 10 .a The distance error is positively correlated with the incident angle and the distance. As can be seen from Figure 10 .b, the maximum error is 7.068%. When the distance is less than 100m and the incident angle is less than 60 • , the measurement error can reach 5% or less and ensure the accuracy of the spatial coordinate measurements.
B. EXPERIMENTAL RESULTS FOR DYNAMIC ANGLES COMPENSATION METHOD (DACM)
In order to verify the correctness and effectiveness of the proposed Dynamic Angles Compensation Method, a specified object P is placed in space. The pitch and roll angls are changed by the MOOG motion system shown as Figure 11 . The system measures the three-dimensional coordinates of the object P at the initial ideal horizontal position as a black circle in the Figure 12 , and the 3D coordinates of the object P measured after the MOOG motion system swung at a certain angle are red pentagonal stars, the 3D coordinates of the object P obtained by the DACM are yellow squares. Firstly, the MOOG motion system rotated around the X 0 axis and Y 0 axis respectively to achieve unidirectional compensation effect. Then, the motion system rotated around the X 0 axis and Y 0 axis simultaneously to obtain the effect of arbitrary attitude compensation.
It can be seen from the figure that the Dynamic Angles Compensation Method can effectively reduce the coordinate distortion caused by the pitch and roll angles. Moreover, the effectiveness of compensation is especially significant when the system rotates around only one axis.
VI. CONCLUSION
A novel vision-based measurement system of determining the target's 3D position was developed in this paper. The system has the characteristics of high precision, wide of view, longdistance control, dynamic angles compensation and high frame rate measurement. In order to improve the accuracy and applicability of the system,a detailed uncertainty analysis of the spatial positioning was made and these analysis results can be used to determine the system parameters for the highprecision measurement requirements. with the consideration of dynamic environment, a novel and practical method named Dynamic Angles Compensation Method (DACM) is proposed to complete spatial position measurement by angles compensation for the first time. The contribution of the method is to improve flexibility and extend the application field. The performance of this method was evaluated by the experiments. The experimental results verified the feasibility and accuracy of the methods. The results of the spatial positioning experiments show a measurement accuracy of 5% when the distance is less than 100m and the incident angle is less than 60 • .
