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a b s t r a c t
By constructing a special cone and using cone compression and expansion fixed point
theorem, the existence and uniqueness are established for the following singular fourth-
order boundary value problems:
x(4)(t) = f (t, x(t),−x′′(t)), t ∈ (0, 1),
x(0) = x(1) = x′′(0) = x′′(1) = 0,
where f (t, x, y)may be singular at t = 0, 1; x = 0 and y = 0.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider the existence and uniqueness for the singular fourth-order boundary value problem
x(4)(t) = f (t, x(t),−x′′(t)), t ∈ (0, 1),
x(0) = x(1) = x′′(0) = x′′(1) = 0, (1.1)
where f ∈ C((0, 1)× (0,+∞)× (0,+∞), (0,+∞)) and may be singular at t = 0, 1; x = 0 and x′′ = 0.
Boundary value problems arise from applied mathematical sciences, and they have received a great deal of attention in
the literature. Problems of the form (1.1), for example, are used tomodel such phenomena as the deflection of an elastic beam
supported at the endpoints. Most of the available literature on fourth-order boundary value problems, for instance [1–5],
showed that the equations had at least single and multiple positive solutions. Recently, Lin [6] considered the following
fourth-order boundary value problem:
x(4)(t)+ βx′′(t) = f (t, x(t)), t ∈ (0, 1),
x(0) = x(1) = x′′(0) = x′′(1) = 0, (1.2)
where f ∈ C((0, 1)×(0,+∞), (0,+∞)) and β < pi2. By applying the fixed point theorems formixedmonotone operators,
Lin [6] showed that the fourth-order boundary value problem (1.2) has a unique positive solution. However, the aboveworks
were carried out under the assumption that the second-order derivative x′′ is not involved explicitly in the nonlinear term f .
This is because the presence of second-order derivatives in the nonlinear function f will make the study extremely difficult.
As a result the goal of this paper is to fill up the gap, that is, to investigate the existence and uniqueness of solutions for
singular fourth-order boundary value problems of (1.1) inwhich the nonlinear function f contains second-order derivatives;
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i.e., f depends on x′′. The emphasis here is that f (t, x, y)may be singular at t = 0, 1; x = 0 and y = 0. To our knowledge,
very few authors studied the singularities of f at x = 0 and y = 0. The technique used in this paper are the fixed point
theorem of cone expansion and compression, e-Norm, and a specially constructed cone.
The rest of the paper is organized as follows. Section 2 gives preliminaries and some lemmas. Section 3 is devoted to our
main results and their proof. In Section 4, we give two examples as the application.
2. Preliminaries
Let E = {x ∈ C2[0, 1] | x(0) = x(1) = x′′(0) = x′′(1) = 0}. For every x ∈ E, we define the norm ‖x‖ = |x′′|0, where | · |0
is the usual sup-norm for continuous functions on [0, 1]. It is clear that E equipped with norm ‖ · ‖ is a Banach space.
Throughout this paper, we shall use the following notation:
G(t, s) =
{
t(1− s), 0 ≤ t ≤ s ≤ 1,
s(1− t), 0 ≤ s ≤ t ≤ 1.
It is well known that G(t, s) is the Green function of the following second-order boundary value problem
−x′′(t) = 0, 0 < t < 1,
x(0) = x(1) = 0,
and G(t, s) is nonnegative continuous function. It is easy to verify that for t, s ∈ [0, 1] × [0, 1],
G(t, t)G(s, s) = t(1− t)s(1− s) ≤ G(t, s) ≤ t(1− t)(or s(1− s)). (2.1)
Let G1(t, s) =
∫ 1
0 G(t, τ )G(τ , s)dτ , thus by (2.1), and the fact that
∫ 1
0 s
2(1− s)2ds = 130 , we have
1
30
t(1− t)s(1− s) ≤ G1(t, s) ≤ t(1− t)s(1− s), ∀t, s ∈ [0, 1]. (2.2)
Let e(t) = t(1− t). Set
Ee = {x ∈ C[0, 1] | there exists λ > 0 such that − λe ≤ x ≤ λe} ,
and
‖x‖e = inf {λ > 0 | − λe ≤ x ≤ λe} , ∀ x ∈ Ee.
It is easy to see that Ee becomes a Banach space under the norm ‖ · ‖e. ‖x‖e is called the e-Norm of the element x ∈ Ee.
Denote
P = {x ∈ E | x(t) ≥ 0,−x′′(t) ≥ t(1− t)‖x‖}.
It can be easily seen that P is a cone in E.
Lemma 2.1. Suppose x ∈ P. Then x ∈ Ee and 130‖x‖ ≤ ‖x‖e ≤ ‖x‖.
Proof. For x ∈ P , we have x ∈ C2[0, 1], and
x(t) =
∫ 1
0
G(t, s)(−x′′(s))ds ≤ |x′′|0t(1− t) = ‖x‖t(1− t).
Thus x ∈ Ee and ‖x‖e ≤ ‖x‖. On the other hand, by the definition of P , we have
x(t) =
∫ 1
0
G(t, s)(−x′′(s))ds ≥ t(1− t)‖x‖
∫ 1
0
s2(1− s)2ds ≥ 1
30
t(1− t)‖x‖.
The proof of Lemma 2.1 is completed. 
In the rest of the paper, we also make the following assumptions:
(H1) f (t, u, v) = g(t, u, v) + h(t, u, v), where g(t, u, v) ∈ C((0, 1) × (0,+∞) × (0,+∞), (0,+∞)), g(t, u, v) is
nondecreasing in u and nonincreasing in v, and there exist α1, β1 ∈ [0, 1) such that
λα1g(t, u, v) ≤ g(t, λu, v), ∀ u, v > 0, λ ∈ (0, 1), (2.3)
and
g(t, u, λv) ≤ λ−β1g(t, u, v), ∀ u, v > 0, λ ∈ (0, 1); (2.4)
h(t, u, v) ∈ C((0, 1) × (0,+∞) × (0,+∞), (0,+∞)), h(t, u, v) is nonincreasing in u and nondecreasing in v, and there
exist α2, β2 ∈ [0, 1) such that
λα2h(t, u, v) ≤ h(t, u, λv), ∀ u, v > 0, λ ∈ (0, 1), (2.5)
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and
h(t, λu, v) ≤ λ−β2h(t, u, v), ∀ u, v > 0, λ ∈ (0, 1). (2.6)
(H2) 0 <
∫ 1
0 g(t, t(1− t), t(1− t))dt < +∞, 0 <
∫ 1
0 h(t, t(1− t), 1)dt < +∞.
We assume that (H1) and (H2) hold throughout the remainder of the paper.
Remark 2.1. By (H1) and (H2), we can get
0 <
∫ 1
0
g(t, t(1− t), 1)dt < +∞, 0 <
∫ 1
0
h(t, 1, t(1− t))dt < +∞.
For x ∈ P\{θ}, define an operator T : P\{θ} → E by
(Tx)(t) =
∫ 1
0
G1(t, s)f
(
s, x(s),−x′′(s)) ds, ∀ x ∈ P\{θ}.
Now we claim that Tx is well defined for x ∈ P\{θ}. In fact, since x ∈ P\{θ}, we can see that ‖x‖ 6= 0 and 130 t(1 − t)‖x‖ ≤
x(t) ≤ t(1 − t)‖x‖, t(1 − t)‖x‖ ≤ −x′′(t) ≤ ‖x‖, for t ∈ [0, 1]. Let c be a positive number such that ‖x‖c < 1 and c > 1.
From (2.3)–(2.6), and Lemma 2.1, we have∫ 1
0
G1(t, s)f
(
s, x(s),−x′′(s)) ds = ∫ 1
0
G(t, s)
[
g
(
s, x(s),−x′′(s))+ h (s, x(s),−x′′(s))] ds
≤
∫ 1
0
s(1− s)
[
g
(
s,
c‖x‖
c
s(1− s), c‖x‖
c
s(1− s)
)
+ h
(
s,
c‖x‖
30c
s(1− s), c‖x‖
c
)]
ds
≤
∫ 1
0
s(1− s)
[
g
(
s, cs(1− s), ‖x‖
c
s(1− s)
)
+ h
(
s,
‖x‖
30c
s(1− s), c
)]
ds
≤
∫ 1
0
s(1− s)
[
cα1+β1‖x‖−β1g (s, s(1− s), s(1− s))+ cα2+β2
(‖x‖
30
)−β2
h (s, s(1− s), 1)
]
ds.
This together with (H1), (H2) yields that
∫ 1
0 G(t, s)f
(
s, x(s),−x′′(s)) ds is convergent and∫ 1
0
s(1− s)f (s, x(s),−x′′(s)) ds < +∞. (2.7)
Hence, if (H1) and (H2) hold, T is well defined on P\{θ}. Moreover, suppose f satisfies (H1) and (H2), by Lemma 2.1 and
Fubini’s theorem, we have, for x ∈ P\{θ}, that∫ 1
0
∫ 1
0
G(t, τ )G(τ , s)f
(
s, x(s),−x′′(s)) dsdτ = ∫ 1
0
∫ 1
0
G(t, τ )G(τ , s)f
(
s, x(s),−x′′(s)) dτds
=
∫ 1
0
G1(t, s)f
(
s, x(s),−x′′(s)) ds.
So, we know Tx ∈ C2[0, 1] and
(Tx)(4)(t) = f (t, x(t),−x′′(t)), t ∈ (0, 1),
(Tx)(0) = (Tx)(1) = (Tx)′′(0) = (Tx)′′(1) = 0. (2.8)
Now, we are ready to give the following lemma.
Lemma 2.2. BVP (1.1) has a positive solution belonging to C2[0, 1] ∩ C4(0, 1) if and only if T has a fixed point x in P\{θ}.
Proof. From above, sufficiency is evident. In the following, we need to prove only necessity.
Suppose x is a positive solution of BVP (1.1), that is, x(t) > 0 for t ∈ (0, 1) and satisfies (1.1). Now we show x ∈ P\{θ}.
To see this, notice that
−(Tx)′′(t) =
∫ 1
0
G(t, s)f
(
s, x(s),−x′′(s)) ds ≥ 0,
and (Tx)(t) ≥ 0. By (2.1) and (2.7), we have that
− (Tx)′′(τ ) =
∫ 1
0
G(τ , s)f
(
s, x(s),−x′′(s)) ds
≤
∫ 1
0
s(1− s)f (s, x(s),−x′′(s)) ds, (2.9)
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and
− (Tx)′′(t) =
∫ 1
0
G(t, s)f
(
s, x(s),−x′′(s)) ds
≥ t(1− t)
∫ 1
0
s(1− s)f (s, x(s),−x′′(s)) ds. (2.10)
Using (2.9) and (2.10), we have
−(Tx)′′(t) ≥ t(1− t) (−(Tx)′′(τ )) , ∀ t, τ ∈ [0, 1],
then−(Tx)′′(t) ≥ t(1− t)‖Tx‖, i.e. T (P\{θ}) ⊂ P . On the other hand, Tx = x is obvious. This completes our proof. 
Applying Lemma 2.2, we know that the existence of positive solution for BVP (1.1) is equivalent to that of fixed point of
T in P\{θ}. By (2.8) and the process similar to the proof of Lemma 2.2, we also can obtain the following lemmas.
Lemma 2.3. T (P\{θ}) ⊂ P.
Lemma 2.4. For any 0 < a < b < +∞, T : Pb\Pa → P is completely continuous, where Pr = {x ∈ P | ‖x‖ < r}(r > 0).
Proof. First of all, we show that T is bounded. In fact, let V ⊂ Pb\Pa be a bounded set. There exists a positive constant L
satisfying ‖x‖ ≤ L for all x ∈ V . Let c be a constant such that Lc < 1 and c > 1. By Lemma 2.1, we get∣∣(Tx)′′(t)∣∣ = ∫ 1
0
G(t, s)
[
g
(
s, x(s),−x′′(s))+ h (s, x(s),−x′′(s))] ds
≤
∫ 1
0
[
g
(
s, cs(1− s), ‖x‖
c
s(1− s)
)
+ h
(
s,
‖x‖
30c
s(1− s), c
)]
ds
≤
∫ 1
0
[
cα1+β1‖x‖−β1g (s, s(1− s), s(1− s))+ cα2+β2
(‖x‖
30
)−β2
h (s, s(1− s), 1)
]
ds.
≤ C1
∫ 1
0
g (s, s(1− s), s(1− s)) ds+ C2
∫ 1
0
h (s, s(1− s), 1) ds (2.11)
where
C1 = cα1+β1a−β1 , C2 = cα2+β2
(
L
30
)−β2
. (2.12)
From the definition of norm ‖ · ‖ together with (H2) implies
‖(Tx)‖ ≤ C1
∫ 1
0
g (s, s(1− s), s(1− s)) ds+ C2
∫ 1
0
h (s, s(1− s), 1) ds. (2.13)
Namely, TV is uniformly bounded.
Next, we show for any V ⊂ Pb\Pa, TV is relatively compact. By (2.13) and the Ascoli–Arzela theorem, we need to show
only that TV is equicontinuous on [0, 1]. Since {TV } is bounded in P , {(Tx)′′(t) : x ∈ V } is bounded. Hence, {(Tx)(t) : x ∈ V }
is equicontinuous. Therefore, we need only to prove that {(Tx)′′(t) : x ∈ V } is equicontinuous. Let c be a constant such that
L
c < 1 and c > 1. Since∣∣(Tx)(3)(t)∣∣ ≤ ∫ t
0
sf
(
s, x(s),−x′′(s)) ds+ ∫ 1
t
(1− s)f (s, x(s),−x′′(s)) ds
≤ C1
∫ t
0
sg (s, s(1− s), s(1− s)) ds+ C2
∫ 1
t
(1− s)h (s, s(1− s), 1) ds =: K(t),
where C1, C2 are given by (2.12), we have
∣∣[(Tx)′′(t)]′∣∣ ≤ K(t) for any x ∈ V . Now the equicontinuous of {(Tx)′′(t) : x ∈ V }
follows from∫ 1
0
K(t)dt = C1
∫ 1
0
∫ t
0
sg (s, s(1− s), s(1− s)) dsdt + C2
∫ 1
0
∫ 1
t
(1− s)h (s, s(1− s), 1) dsdt
≤
∫ 1
0
s(1− s) [C1g (s, s(1− s), s(1− s))+ C2h (s, s(1− s), 1)] ds < +∞.
Therefore, TV is relatively compact.
Y. Cui, Y. Zou / Computers and Mathematics with Applications 58 (2009) 1449–1456 1453
Finally, it remains to show T is continuous. Suppose xm, x0 ∈ Pb\Pa, and ‖xm − x0‖ → 0 (m → ∞). Then {xm} is a
bounded set and for i = 0, 1,
|x(2i)m − x(2i)0 |0 → 0, (m→∞).
Let L = sup{‖xm‖, m = 0, 1, 2, . . .}. Then we may still choose positive constants c such that Lc < 1 and c > 1. Similarly to
the proof of (2.11), we get
f
(
t, x(t),−x′′(t)) ≤ C1g (t, t(1− t), t(1− t))+ C2h (t, t(1− t), 1) , (2.14)
and
|(Txm)′′(t)− (Tx0)′′(t)| ≤
∫ 1
0
s(1− s) ∣∣f (s, xm(s),−x′′m(s))− f (s, x0(s),−x′′0(s))∣∣ ds.
The above inequality, (2.14), the Lebesgue dominated convergence theorem, and the Ascoli–Arzela theorem guarantee that
‖Txm − Tx0‖ → 0 (m→∞),
that is, T is continuous. Summing up, T : Pb\Pa → P is completely continuous. 
Our main tool of this paper is the following cone compression and expansion fixed point theorem.
Lemma 2.5 (See [7]). Let E be a Banach space and P a cone in E. Suppose that Ω1 and Ω2 are two bounded open subsets of E
with θ ∈ Ω1,Ω1 ⊂ Ω2. If T : P ∩ (Ω2\Ω1)→ P is a completely continuous operator satisfying
‖Tx‖ ≥ ‖x‖, for x ∈ P ∩ ∂Ω1 and ‖Tx‖ ≤ ‖x‖, for x ∈ P ∩ ∂Ω2
then T has a fixed point in P ∩ (Ω2\Ω1).
3. Main results
In this section, we present our main results.
Theorem 3.1. Suppose that conditions (H1) and (H2) hold. Then, if α1 + β1 < 1 and α2 + β2 < 1, (1.1) has a unique positive
solution x∗(t).
Proof. We divide the rather long proof into three steps.
(I) The singular boundary value problem (1.1) has at least one positive solution x∗(t).
Choose r , R such that
0 < r ≤ min

(
3
16
∫ 3
4
1
4
s(1− s)
[
1
30α1
g (s, s(1− s), 1)+ h (s, 1, s(1− s))
]
ds
) 1
1−max{α1,α2}
,
1
2
 ,
R ≥ max

(∫ 1
0
s(1− s) [g (s, s(1− s), s(1− s))+ h (s, s(1− s), 1)] ds
) 1
1−max{α1,α2}
, 2
 .
Clearly 0 < r < 1 < R. By Lemma 2.4, T : PR\Pr → P is completely continuous. Extend T (denote T yet) to T : PR → P
which is completely continuous.
Then for x ∈ ∂Pr , we have
r
30
t(1− t) ≤ x(t) ≤ rt(1− t),
rt(1− t) ≤ −x′′(t) ≤ r.
By the properties of G(t, s), (2.3)–(2.6), we get
−(Tx)′′(t) =
∫ 1
0
G(t, s)
[
g
(
s, x(s),−x′′(s))+ h (s, x(s),−x′′(s))] ds
≥ 3
16
∫ 3
4
1
4
s(1− s)
[
g
(
s,
r
30
s(1− s), r
)
+ h (s, rs(1− s), rs(1− s))
]
ds
≥ 3
16
∫ 3
4
1
4
s(1− s)
[
g
(
s,
r
30
s(1− s), 1
)
+ h (s, 1, rs(1− s))
]
ds
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≥ 3
16
∫ 3
4
1
4
s(1− s)
[( r
30
)α1
g (s, s(1− s), 1)+ rα2h (s, 1, s(1− s))
]
ds
≥ rmax{α1,α2} 3
16
∫ 3
4
1
4
s(1− s)
[
1
30α1
g (s, s(1− s), 1)+ h (s, 1, s(1− s))
]
ds
≥ r = ‖x‖, ∀ t ∈
[
1
4
,
3
4
]
, ∀ x ∈ ∂Pr .
This guarantees
‖Tx‖ ≥ ‖x‖, ∀ x ∈ ∂Pr . (3.1)
On the other hand, for x ∈ ∂PR, we have
t(1− t) ≤ R
30
t(1− t) ≤ x(t) ≤ Rt(1− t),
t(1− t) ≤ Rt(1− t) ≤ −x′′(t) ≤ R.
Therefore,
−(Tx)′′(t) =
∫ 1
0
G(t, s)
[
g
(
s, x(s),−x′′(s))+ h (s, x(s),−x′′(s))] ds
≤ t(1− t)
∫ 1
0
s(1− s) [g (s, Rs(1− s), s(1− s))+ h (s, s(1− s), R)] ds
≤ t(1− t)
∫ 1
0
s(1− s) [Rα1g (s, s(1− s), s(1− s))+ Rα2h (s, s(1− s), 1)] ds
≤ t(1− t)Rmax{α1,α2}
∫ 1
0
s(1− s) [g (s, s(1− s), s(1− s))+ h (s, s(1− s), 1)] ds
≤ R = ‖x‖, ∀ x ∈ ∂PR.
This guarantees
‖Tx‖ ≤ ‖x‖, ∀ x ∈ ∂PR. (3.2)
By the complete continuity of T , (3.1) and (3.2), and Lemma 2.5, we obtain that T has a fixed point x∗(t) in PR \ Pr .
Consequently, (1.1) has a C2[0, 1] positive solution x∗(t) in PR \ Pr .
(II) Suppose that x(t) is a positive solution of the singular boundary value problem (1.1). Then there exist real numbers
0 < mx < 1 such that
mxt(1− t) ≤ x(t) ≤ 1mx t(1− t), mxt(1− t) ≤ −x
′′(t) ≤ 1
mx
t(1− t), ∀ t ∈ [0, 1]. (3.3)
From Lemma 2.2, we know x ∈ P\{θ}. So, we have
‖x‖
30
t(1− t) ≤ x(t) ≤ ‖x‖t(1− t),
‖x‖t(1− t) ≤ −x′′(t) ≤ ‖x‖.
Let c be a constant such that ‖x‖c < 1 and c > 1. By Lemma 2.1, we get
−x′′(t) =
∫ 1
0
G(t, s)
[
g
(
s, x(s),−x′′(s))+ h (s, x(s),−x′′(s))] ds
≤ t(1− t)
∫ 1
0
[
g
(
s, cs(1− s), ‖x‖
c
s(1− s)
)
+ h
(
s,
‖x‖
30c
s(1− s), c
)]
ds
≤ t(1− t)
∫ 1
0
[
cα1+β1‖x‖−β1g (s, s(1− s), s(1− s))+ cα2+β2
(‖x‖
30
)−β2
h (s, s(1− s), 1)
]
ds.
≤ t(1− t)
[
C1
∫ 1
0
g (s, s(1− s), s(1− s)) ds+ C2
∫ 1
0
h (s, s(1− s), 1) ds
]
=: Cxt(1− t).
Then we may pick outmx such thatmx = min{ ‖x‖30 , 1‖x‖ , 1Cx , 12 }, which implies that (3.3) holds.
(III) The singular boundary value problem (1.1) has a unique positive solution x∗(t).
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Assuming the contrary, we find that the singular boundary value problem (1.1) has a positive solution x∗(t) different
from x∗(t). By (3.3), there exist λ1, λ2, such that
λ1t(1− t) ≤ x∗(t) ≤ 1
λ1
t(1− t), λ1t(1− t) ≤ −x∗′′(t) ≤ 1
λ1
t(1− t), ∀ t ∈ [0, 1].
λ2t(1− t) ≤ x∗(t) ≤ 1
λ2
t(1− t), λ2t(1− t) ≤ −x∗′′(t) ≤ 1
λ2
t(1− t), ∀ t ∈ [0, 1].
Hence we have
λ1λ2x∗(t) ≤ x∗(t) ≤ 1
λ1λ2
x∗(t), λ1λ2(−x′′∗(t)) ≤ −x∗′′(t) ≤
1
λ1λ2
(−x′′∗(t)), ∀ t ∈ [0, 1].
Clearly, λ1 6= λ2. Put
λ∗ = sup
{
λ | λx∗(t) ≤ x∗(t) ≤ 1
λ
x∗(t), λ(−x′′∗(t)) ≤ −x∗′′(t) ≤
1
λ
(−x′′∗(t)),∀ t ∈ [0, 1]
}
.
It is easy to see that 1 > λ∗ ≥ λ1λ2 > 0, and
λ∗x∗(t) ≤ x∗(t) ≤ 1
λ∗
x∗(t), λ∗(−x′′∗(t)) ≤ −x∗′′(t) ≤
1
λ∗
(−x′′∗(t)), ∀ t ∈ [0, 1].
So, by (H1), we have
f (t, x∗(t),−x∗′′(t)) = g (t, x∗(t),−x∗′′(t))+ h (t, x∗(t),−x∗′′(t))
≥ g
(
t, λ∗x∗(t),− 1
λ∗
x′′∗(t)
)
+ h
(
t,
1
λ∗
x∗(t),−λ∗x′′∗(t)
)
≥ λ∗α1+β1g (t, x∗(t),−x′′∗(t))+ λ∗α2+β2h (t, x∗(t),−x′′∗(t))
≥ λ∗max{α1+β1,α2+β2} [g (t, x∗(t),−x′′∗(t))+ h (t, x∗(t),−x′′∗(t))]
≥ λ∗ν f (t, x∗(t),−x′′∗(t)) ,
where ν = max{α1 + β1, α2 + β2} such that ν < 1. Therefore, we have
−x∗′′(t) =
∫ 1
0
G(t, s)f (s, x∗(s),−x∗′′(s))ds
≥ λ∗ν
∫ 1
0
G(t, s)f (s, x∗(s),−x∗′′(s))ds = −λ∗νx∗′′(t).
Similarly, we can get
−x∗′′(t) ≥ −λ∗νx∗′′(t), x∗(t) ≥ λ∗νx∗(t), x∗(t) ≥ λ∗νx∗(t).
Notice that 0 < ν < 1, we get to a contradiction with themaximality of λ∗. Thus, the singular boundary value problem (1.1)
has a unique positive solution x∗(t). This completes the proof of Theorem 3.1. 
4. Some examples
Example 1. Consider the following singular fourth-order boundary value problem:
x(4)(t) = f (t, x(t)), t ∈ (0, 1),
x(0) = x(1) = x′′(0) = x′′(1) = 0, (4.1)
where f (t, x) = p
√
x
tm(1−t)m + t
n
q√x , 1 < p, q < +∞, 0 < m < 1+ 1p , 0 < n < +∞. Then we can see f (t, x) is singular at t = 0,
t = 1, and x = 0.
It is easy to see that (H1), (H2) are satisfied when g(t, x) = p
√
x
tm(1−t)m and h(t, x) = t
n
q√x . Consequently, singular boundary
value problem (4.1) has only one positive solution.
Example 2. Consider the following singular fourth-order boundary value problem:
x(4)(t) = f (t, x(t),−x′′(t)), t ∈ (0, 1),
x(0) = x(1) = x′′(0) = x′′(1) = 0, (4.2)
where f (t, x, y) = α1
√
x
β1
√
y +
α2
√
y
t(1−t) β2√x , 1 < α1, α2, β1, β2 < +∞, α1 < β1.
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Then, boundary value problem (4.2) has a unique positive solution. To see this, notice that g(t, x, y), h(t, x, y) are as
follows:
g(t, x, y) =
α1
√
x
β1
√
y
, h(t, x, y) =
α2
√
y
t(1− t) β2√x .
Obviously, f (t, x, y) satisfies (H1), and (H2). Therefore, the conclusion follows.
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