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ABSTRACT
We investigate Whittaker modules for generalized Weyl algebras, a class of
associative algebras which includes the quantum plane, Weyl algebras, the
universal enveloping algebra of sl2 and of Heisenberg Lie algebras, Smith’s
generalizations of U(sl2), various quantum analogues of these algebras, and
many others. We show that the Whittaker modules V = Aw of the gener-
alized Weyl algebra A = R(φ, t) are in bijection with the φ-stable left ideals
of R. We determine the annihilator AnnA(w) of the cyclic generator w of V .
We also describe the annihilator ideal AnnA(V ) under certain assumptions
that hold for most of the examples mentioned above. As one special case, we
recover Kostant’s well-known results on Whittaker modules and their asso-
ciated annihilators for U(sl2).
1 Introduction
In this work we study the notion of a Whittaker module in the setting of
generalized Weyl algebras. Generalized Weyl algebras were introduced by
Bavula [B1] and have been studied extensively since then (see for example,
[B2], [R], [D]). We shall use the definition of a generalized Weyl algebra
(GWA) given in [B2, 1.1].
Suppose that R is a unital associative algebra over a field F with φ =
(φi)i∈I a collection of pairwise commuting automorphisms of R indexed by
the set I (which may be finite or infinite), and let t = (ti)i∈I be a collection
of nonzero central elements of R also indexed by I. The generalized Weyl
∗Mathematics Subject Classification: Primary 17B10; Secondary 16D60
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algebra A = R(φ, t) with base ring R is the associative algebra generated
over R by elements Xi and Yi for i ∈ I with defining relations
YiXi = ti XiYi = φi(ti) (1.1)
Xir = φi(r)Xi Yiφi(r) = rYi (1.2)
for r ∈ R, and
[Xi,Xj ] = [Yi, Yj ] = [Xi, Yj ] = 0 (1.3)
for i 6= j, where [ , ] denotes the commutator [a, b] = ab− ba.
We always assume that the algebra R is a domain which is
left Noetherian. Thus by [B2, Prop. 1.3], the algebra A = R(φ, t) is a
domain, and A is left Noetherian if I is finite. This assumption forces the
automorphisms φi to satisfy φi(tj) = tj for j 6= i, which can be seen from
the calculation,
tjXi = YjXjXi = XiYjXj = Xitj = φi(tj)Xi.
Weyl algebras provide the prototypical examples of generalized Weyl
algebras. Let R = F[ti | i ∈ I], the polynomial algebra over F in commuting
variables ti, and let φi for i ∈ I be the automorphism of R defined by
φi(tj) = tj − δi,j . Assume A = R(φ, t), where the relations in (1.1), (1.2),
and (1.3) hold for these choices. Then [Yi,Xj ] = δi,j for all i, j ∈ I, and A
is a Weyl algebra realized as a generalized Weyl algebra.
To construct a second family of examples, let R = F[c, ti | i ∈ I], the
polynomial algebra over F in commuting variables c, ti, i ∈ I. Let φi be the
automorphism given by φi(tj) = tj − δi,jc and φi(c) = c. In the generalized
Weyl algebra A = R(φ, t) constructed from this data, [Yi,Xj ] = δi,jc, and c
is central in A. Thus, A = R(φ, t) is isomorphic to the universal enveloping
algebra of a Heisenberg Lie algebra in this case. The Weyl and Heisenberg
algebras are always generalized Weyl algebras, but I needs to be finite for
R to be Noetherian.
The notion of a generalized Weyl algebra encompasses many more exam-
ples such as the universal enveloping algebra U(sl2) and quantized envelop-
ing algebras Uq(sl2), Ur,s(sl2) of the Lie algebra sl2, the Noetherian down-up
algebras of [Be], [BR], generalized Heisenberg algebras, and quantum Weyl
algebras. We will explain many of these examples later as we discuss results
on their Whittaker modules.
Kostant [K] introduced a class of modules for finite-dimensional com-
plex semisimple Lie algebras and called them Whittaker modules because
of their connections with Whittaker equations in number theory. These
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modules have been studied subsequently in a variety of different settings.
Milicˇic´ and Soergel [MS] investigated modules for semisimple Lie algebras
induced fromWhittaker modules for parabolic subalgebras. Whittaker mod-
ules for semisimple Lie algebras also appeared in the work of Brundan and
Kleshchev [BK] on shifted Yangians and W -algebras. Christodoulopoulou
[C] used Whittaker modules for Heisenberg Lie algebras to construct irre-
ducible modules for affine Lie algebras.
In [Bl], Block showed that the simple modules for sl2 over C are ei-
ther highest (or lowest) weight modules, Whittaker modules, or modules
obtained by localization. Whittaker modules for Uq(sl2) were investigated
in [O1], [O2], where many analogues of Kostant’s results on annihilators
for Whittaker modules were shown to hold. Because of the prominent role
that Whittaker modules play in the representation theory of sl2 and of its
quantum analogues, we were motivated to study them in the context of gen-
eralized Weyl algebras as a way of providing a unified approach to these
modules.
Fix R,φ, t, and A = R(φ, t) as above, and let ζ = (ζi)i∈I be a set
of nonzero elements of F indexed by I. We say that an A-module V is a
Whittaker module of type ζ if there exists w ∈ V such that
1. V = Aw,
2. Xiw = ζiw for all i ∈ I.
We refer to the pair (V,w) as a Whittaker pair of type ζ.
In what follows, any v ∈ V such that Xiv = ζiv for all i ∈ I will be called
a Whittaker vector of type ζ. Such a vector is simply a common eigenvector
for all the generators Xi with nonzero eigenvalues. For a Whittaker module
V with cyclic Whittaker vector w of type ζ, let Q = AnnR(w), the annihila-
tor of w in R. Note that Q is a left ideal of R and AnnA(w) is a left ideal of
A, while AnnA(V ) is an ideal of A. We fix this notation for the remainder
of the paper.
In Section 3 we construct a universal Whittaker module of type ζ for
each generalized Weyl algebra A = R(φ, t). This module is used in the
proof of Theorem 3.12 to show that the isomorphism classes of Whittaker
modules of type ζ are in bijection with the φ-stable left ideals of R. In
particular, simple Whittaker modules correspond to maximal φ-stable left
ideals of R. For finite-dimensional complex semisimple Lie algebras g, the
corresponding result in [K] states that the isomorphism classes of Whittaker
modules of type ζ are in bijection with the ideals of the center of the universal
enveloping algebra U(g). A similar result holds for the quantum enveloping
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algebra Uq(sl2) (see [O1, O2]). For an arbitrary Whittaker module V = Aw
for a generalized Weyl algebra A, in Section 4 we obtain a description of the
annihilator of w: AnnA(w) = AQ+
∑
i∈IA(Xi − ζi), where Q = AnnR(w).
In Sections 5 and 6, we impose the assumption that R is commutative and
determine the Whittaker vectors inside a Whittaker module. When R is
commutative, Q is a prime ideal not containing any ti, and the center of
A is contained in R, then AnnA(V ) = AQ by Theorem 6.4. The final
sections are devoted to illustrating what these results say for certain well-
known algebras such as the (quantum) Weyl algebra, the quantum plane,
and Smith’s generalizations of U(sl2) and of Uq(sl2). We recover the results
of [T] and [JWZ] for the (quantum) Smith algebras of characteristic zero
and determine the Whittaker modules for all these algebras in the modular
and root of unity cases.
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2 Basic facts about generalized Weyl algebras
and their Whittaker modules
Assume A = R(φ, t) is a generalized Weyl algebra as in Section 1. Let
Γ denote the semigroup of tuples γ = (γi)i∈I of nonnegative integers with
only finitely many nonzero entries under componentwise addition, γ + δ =(
(γ + δ)i
)
i∈I
where (γ + δ)i = γi + δi. For γ ∈ Γ, set
Xγ =
∏
i∈I
Xγii . (2.1)
Because the various Xj commute, it follows that X
γXδ = Xγ+δ.
We adopt the notation
Zℓi =
{
Xℓi if ℓ ≥ 0
Y −ℓi if ℓ < 0.
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Observe that the defining relations give
Y ki X
ℓ
i =
{
φ
−(k−1)
i (ti)φ
−(k−2)
i (ti) · · · φ−(k−ℓ)i (ti)Y k−ℓi if k ≥ ℓ
φ
−(k−1)
i (ti)φ
−(k−2)
i (ti) · · · φ−1i (ti) tiXℓ−ki if k < ℓ.
(2.2)
View ZI under componentwise addition, and let Λ denote the subgroup of
Z
I of all tuples α = (αi)i∈I having only finitely many nonzero components.
Set
Zα =
∏
i
Zαii ,
and note that this product is well-defined since the Zi commute. Then it
follows from (2.2) that every element a ∈ A = R(φ, t) can be written as a
finite sum
a =
∑
α∈Λ
cαZ
α
with coefficients cα in R.
Lemma 2.3. A = R(φ, t) is a free left (or right) R-module with basis {Zα |
α ∈ Λ}.
Proof. We have observed already that these elements span A over R. Now
suppose that a =
∑
α cαZ
α = 0, where cα ∈ R for all α ∈ Λ. Given such an
expression, for each i ∈ I set
γi = max
(
{−αi | αi < 0} ∪ {0}
)
,
where the maximum is taken over all α such that cα 6= 0. Then γ = (γi) ∈ Γ,
and by (2.2) we have
aXγ =
∑
α∈Λ
cαdαZ
α+γ (2.4)
for some nonzero dα ∈ R. The powers occurring in the monomials Zα+γ
are all nonnegative. Thus, the factors in Zα+γ are just the Xi. Because the
subalgebra of A generated by R and the Xi is a skew-polynomial ring, it is
free over R with basis the monomials in the Xi. Therefore, cαdα = 0, and
hence cα = 0 for all α ∈ Λ.
The next proposition is a generalization of a result of Kulkarni [Ku,
Cor. 2.02] which treats the case that |I| = 1.
5
Proposition 2.5. Let A = R(φ, t) be a generalized Weyl algebra with R
commutative. Then the center Z(A) of A is generated by the elements of R
in Rφ := {r ∈ R | φi(r) = r for all i ∈ I} and all the monomials Zα for
α ∈ Λ such that φα :=∏i∈Iφαii = idR.
Proof. It is easy to see from (1.2) that Rφ is contained in Z = Z(A). More-
over, the relations in (2.2) can be used to show that Zα ∈ Z if and only if
φα = idR. Now suppose
∑
α∈Λ rαZ
α ∈ Z. Then for s ∈ R,
∑
α∈Λ
srαZ
α = s
(∑
α∈Λ
rαZ
α
)
=
(∑
α∈Λ
rαZ
α
)
s =
∑
α∈Λ
rαφ
α(s)Zα. (2.6)
Thus if rα 6= 0, then s = φα(s) for all s ∈ R by Lemma 2.3, so that
φα = idR and Z
α ∈ Z. But then (∑α rαZα)Xi = Xi (∑α rαZα) implies∑
α rαXiZ
α =
∑
α φi(rα)XiZ
α since Zα ∈ Z for each nonzero rα. This
forces rα = φi(rα) for all i, so that rα ∈ Rφ.
Lemma 2.7. Let V be a Whittaker module for A with cyclic Whittaker
vector w of type ζ. Then V = Rw. If R is commutative, then AnnR(V ) =
AnnR(w).
Proof. Observe that Xiw = ζiw ∈ Rw and Yiw = ζ−1i YiXiw = ζ−1i tiw ∈
Rw, and then apply the relations Xir = φi(r)Xi and Yir = φ
−1
i (r)Yi for
r ∈ R. The assertion about annihilators is an immediate consequence of the
fact that V = Rw and the commutativity of R.
Definition 2.8. If J ⊆ R is an ideal or left ideal of R, we say that J is
φ-stable if φi(J) ⊆ J for all i ∈ I.
Examples 2.9. For a fixed Whittaker module V = Aw, if r ∈ Q =
AnnR(w), then 0 = Xirw = φi(r)Xiw = ζiφi(r)w, so it follows that Q
is a φ-stable left ideal of R. For another example, assume z ∈ R is fixed
by φi for all i. Then the left ideal (z) = Rz of R generated by z is clearly
φ-stable.
Remark 2.10. The sum of two φ-stable (left) ideals is again φ-stable. In
addition, if R is commutative and J is a φ-stable ideal of R, it is easily seen
that the radical
√
J is also a φ-stable ideal of R.
If J is a φ-stable left ideal of R, applying φ−1i to the containment φi(J) ⊆
J gives J ⊆ φ−1i (J). Repeating this indefinitely yields J ⊆ φ−1i (J) ⊆
φ−2i (J) ⊆ φ−3i (J) ⊆ · · · . Since the φ−ki (J) (k ≥ 0) form an ascending chain
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of left ideals of the Noetherian ring R, it follows that φ−ki (J) = φ
−(k+1)
i (J)
for some k ≥ 0. Applying an appropriate power of φi to each side gives the
following lemma.
Lemma 2.11. If J is a φ-stable left ideal of R, then φi(J) = J = φ
−1
i (J)
for all i.
Let J be a φ-stable left ideal of R such that ti 6∈ J for all i ∈ I. By r,
we mean the coset r = r + J for all r ∈ R. Thus, ti 6= 0 for i ∈ I. Since
J is φ-stable, we have an induced map φi on the quotient R/J given by
φi(r) = φi(r)+J = φi(r). When R is commutative, then R/J is a ring, and
φi is an automorphism of R/J by Lemma 2.11. Thus the following result
holds in that case.
Proposition 2.12. Let A = R(φ, t) be a generalized Weyl algebra. Assume
R is commutative, and let J be a φ-stable prime ideal of R such that ti 6∈ J
for all i ∈ I. Then A/AJ is isomorphic to the generalized Weyl algebra
A := (R/J)(φ, t).
Proof. We will write bars on the Xi and Yi in A to distinguish them from
the generators in A, although the bar does not denote a coset reduction in
this instance. Consider the F-algebra homomorphism Φ : F → A from the
free algebra F generated by R, Xi, Yi, i ∈ I, to A given r 7→ r, Xi 7→ X i,
and Yi 7→ Y i. Then Φ(YiXi) = Y iX i = ti = Φ(ti), so that YiXi − ti ∈
ker Φ. Similarly, Φ(Xir) = Xir = φi(r)Xi = φi(r)X i = Φ(φi(r)Xi), and
Xir− φi(r)Xi ∈ kerΦ. Arguing in this way, we see that there is an induced
algebra homomorphism Φ : A → A. Clearly, AJ is in the kernel. Now if
some
∑
α∈Λ Z
αrα maps to 0, then
∑
α∈Λ Z
α
rα = 0 in A, so by the freeness
of A as a module for the domain R/J (see Lemma 2.3), we obtain rα = 0 for
each α ∈ Λ. This implies that rα ∈ J for all α, so that
∑
α∈Λ Z
αrα ∈ AJ .
3 Constructing a universal object
We continue to assume that A = R(φ, t) is a generalized Weyl algebra.
Definition 3.1. Let (V,w) be a Whittaker pair of type ζ. Suppose that V
has the property that for any other Whittaker pair (V ′, w′) of type ζ, there
exists a unique surjective module homomorphism σ′ : V → V ′ such that
σ′(w) = w′. Then we say that (V,w) is a universal Whittaker pair of type ζ
and V is a universal Whittaker module of type ζ.
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Suppose that (V1, w1) and (V2, w2) are universal Whittaker pairs of type
ζ. Then there are surjective A-module homomorphisms σ2 : V1 → V2 and
σ1 : V2 → V1 such that σ2(w1) = w2 and σ1(w2) = w1. If v ∈ V1, then we
may write v = rw1, and thus σ2(v) = σ2(rw1) = rσ2(w1) = rw2. Moreover,
σ1(rw2) = rσ1(w2) = rw1 = v, so we see that σ2 ◦ σ1 = idV1 . Similarly,
σ1 ◦ σ2 = idV2 . Thus the maps σ1 and σ2 are isomorphisms of A-modules,
and it makes sense to refer to a universal Whittaker module of type ζ as the
universal Whittaker module of type ζ.
To construct a universal Whittaker pair (Vu, wu) of type ζ, we define an
action of A on R via
r′.r = r′r, (3.2)
Xi.r = ζiφi(r), and (3.3)
Yi.r = ζ
−1
i φ
−1
i (r)ti (3.4)
for r, r′ ∈ R and i ∈ I. It is straightforward to verify that under this action,
R is a Whittaker module of type ζ with cyclic Whittaker vector 1. When
we regard R as a Whittaker module with the above action, we write Vu = R
and wu = 1.
Lemma 3.5. The module Vu is the universal Whittaker module of type ζ
and AnnR(wu) = 0.
Proof. It is clear that AnnR(wu) = 0. Let (V,w) be an arbitrary Whittaker
pair of type ζ, and define a map σ : Vu → V as follows. For v ∈ Vu, set
σ(v) = rw ∈ V , where r ∈ R is such that v = rwu. If s ∈ R satisfies
swu = v = rwu, then s − r ∈ AnnR(wu) = 0, so s = r and the map
σ : Vu → V is well-defined.
With v = rwu ∈ Vu, we must verify that σ(av) = aσ(v) for all a ∈ A.
But since A is generated over R by Xi and Yi for i ∈ I, it is sufficient to
consider the cases a ∈ R, a = Xi, and a = Yi, and these routine calculations
are omitted.
Because V = Aw = Rw, we have that σ(Vu) = σ(Rwu) = Rσ(wu) =
Rw = V , and thus σ : Vu → V is surjective. The uniqueness of σ follows
from the fact that σ(wu) = w and σ respects the action of R.
Remark 3.6. An F-basis for Vu is the set {bℓwu}ℓ∈L, where {bℓ}ℓ∈L is any
F-basis of R.
Remark 3.7. Here, we describe an alternative construction of the universal
Whittaker module of type ζ similar to that of [K, Thm. 3.3]. As a convenient
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shorthand in the construction, let F[X] denote the polynomial algebra over F
generated by the Xi, i ∈ I, and regard F[X] as a subalgebra of A. Give the
one-dimensional space Fwζ an F[X]-module structure according to action
Xiwζ = ζiwζ . Set
Vζ = A⊗F[X] Fwζ , (3.8)
and (making a slight abuse of notation) write wζ to denote 1⊗wζ . Then it
is clear that Vζ = Awζ and Xiwζ = ζiwζ , so (Vζ , wζ) is a Whittaker pair of
type ζ. That this induced construction also gives the universal Whittaker
module follows from the fact that the subalgebra of A generated by R and
the Xi is free over F[X]. We omit the details.
Lemma 3.9. The A-submodules of Vu = R are exactly the φ-stable left
ideals of R.
Proof. Suppose that J ⊆ R is a submodule of Vu. Equation (3.2) shows that
J is a left ideal of R. Since ζi is nonzero for all i ∈ I, (3.3) implies that
φi(J) ⊆ J for all i, and thus J is φ-stable. It is routine to verify that any
φ-stable left ideal of R is a submodule of Vu.
Definition 3.10. If Q is a φ-stable ideal of R, let VQ = R/Q, and regard VQ
as the quotient Vu/QVu with cyclic Whittaker vector wQ = 1 +Q. Observe
that AnnR(wQ) = {r ∈ R | r(1 +Q) = 0 +Q} = Q.
Suppose now that (V,w) is an arbitrary Whittaker pair of type ζ, and
let Q = AnnR(w). Then there is a map σ : Vu → V , rwu 7→ rw. If 0 =
σ(rwu) = rw, then r ∈ Q, and thus v = rwu ∈ Qwu. Hence ker(σ) = Qwu
and V ∼= Vu/Qwu = VQ. We therefore have
Lemma 3.11. Assume (V,w) is an arbitrary Whittaker pair of type ζ, and
let Q = AnnR(w). Then V ∼= Vu/Qwu = R/Q = VQ, where (Vu, wu) is the
universal Whittaker pair of type ζ.
Theorem 3.12 below is the generalized Weyl algebra analogue of Kostant’s
result [K, Thm. 3.2] for finite-dimensional complex semisimple Lie algebras
and Ondrus’ result [O2, Cor. 4.1] for the quantum group Uq(sl2).
Theorem 3.12. Let A = R(φ, t) be a generalized Weyl algebra. Then the
map {
isomorphism classes of
Whittaker pairs of type ζ
}
Ψ−→ {φ-stable left ideals of R}
given by
(V,w) 7→ AnnR(w)
is a bijection.
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Proof. Suppose that (V1, w1) and (V2, w2) are Whittaker pairs of type ζ with
AnnR(w1) = AnnR(w2), and set Q = AnnR(w1) = AnnR(w2). In Lemma
3.11, we have seen that Vj ∼= Vu/Qwu for j = 1, 2, where (Vu, wu) is the
universal Whittaker pair of type ζ. Thus V1 ∼= V2. This implies that the
map Ψ : (V,w) 7→ AnnR(w) is injective.
Now suppose Q ⊆ R is a φ-stable left ideal of R, and let VQ be as in
Definition 3.10. Since AnnR(wQ) = Q, the map Ψ is surjective as well.
Corollary 3.13. Let (V,w) be a Whittaker pair of type ζ for a generalized
Weyl algebra A = R(φ, t). Then V is simple if and only if AnnR(w) is a
maximal φ-stable left ideal of R.
Example 3.14. Fix an element q ∈ F with q 6= 0 and q2 6= 1. Let R =
F[c,K,K−1] and t = c − qK+q−1K−1
(q−q−1)2
∈ R, and define φ : R → R by K 7→
q−2K and c 7→ c. (Because |I| = 1 in this example, we are omitting the
subscripts on φ and t.) Then A = R(φ, t) ∼= Uq(sl2). SinceR is commutative,
the simple Whittaker modules correspond to maximal φ-stable (two-sided)
ideals of R. If ξ ∈ F, then the ideal R(c − ξ) generated by c − ξ is clearly
φ-stable. We shall see in Section 10 that this is a maximal φ-stable ideal
when q2 is not a root of unity.
Example 3.15. Assume F has characteristic 0, and let An = Rn(φ, t) where
Rn = F[t1, . . . , tn] and φi(tj) = tj − δi,j. Assume YiXi = ti, XiYi = φi(ti),
[Xi,Xj ] = 0 = [Yi, Yj ], and [Xi, Yj ] = 0 for i 6= j. Then An is the nth
Weyl algebra realized as a generalized Weyl algebra. It is straightforward to
show that Rn contains no proper φ-stable ideals, and thus every Whittaker
module V for An is simple. In particular, the universal Whittaker module
Vu of type ζ is simple and is the unique Whittaker module of type ζ for An.
The set {tγ = tγwu | tγ =
∏n
i=1 t
γi
i , γi ∈ Z≥0} is a basis for Vu, and the
An-action on Vu is given by
tβ.tγ = tβ+γ ,
Xi.t
γ = ζi(ti − 1)γi
∏
j 6=i
t
γj
j (3.16)
Yi.t
γ = ζ−1i ti(ti + 1)
γi
∏
j 6=i
t
γj
j .
If K is an ideal of the center Z = Z(A) of a generalized Weyl algebra
A = R(φ, t), then KVu is a submodule of the universal Whittaker module
Vu = R. Our next goal is to show that when R is commutative and I is
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finite, then under some assumptions,
Vu,K := Vu
/
KVu (3.17)
is simple for every maximal ideal K of Z.
Recall that a commutative ring is said to be a Jacobson ring if each
prime ideal is the intersection of maximal ideals. We will use the following
two results:
Theorem 3.18. [E, Thm. 4.19] Let S be a Jacobson ring. If T is a finitely
generated S-algebra, then T is a Jacobson ring. Furthermore, if n ⊆ T is a
maximal ideal, then m := n ∩ S is a maximal ideal of S, and T/n is a finite
extension field of S/m.
Theorem 3.19. [Sw, Thm. 6.20] Let M be a finitely generated commutative
monoid and let {fi : M → Z | i = 1, ..., n} be a finite collection of homo-
morphisms. Then G = {x ∈ M | fi(x) ≥ 0 for all i} is a finitely generated
monoid.
Any field F is a Jacobson ring, and hence by Theorem 3.18, so is any
finitely generated commutative F-algebra. We intend to apply this theorem
to the pair S = Rφ and T = Z = Z(A), where our notation is that of Propo-
sition 2.5. Thus, we need conditions under which Z is a finitely generated
Rφ-algebra.
Let ∆ = {α ∈ Λ | φα = idR}, and note that Z =
⊕
α∈∆R
φZα by
Proposition 2.5. If |I| is finite, then the subgroup ∆ ⊆ Λ is finitely generated.
However, it may not be the case that ZαZβ = Zα+β, so it is not immediately
obvious that Z is a finitely generated Rφ-algebra.
Lemma 3.20. If R is commutative and |I| <∞, then Z is a finitely gener-
ated Rφ-algebra.
Proof. Assume that |I| = n < ∞ so that Λ = Zn, and let Σ = {±1}n. For
ε = (ε1, . . . , εn) ∈ Σ, define homomorphisms f εi : Zn → Z (for i = 1, . . . , n)
by f εi (α) = εiαi. With ∆ = {α ∈ Λ | φα = idR} ⊆ Zn as above, let ∆ε ⊆ ∆
be the monoid defined by ∆ε = {α ∈ ∆ | f εi (α) ≥ 0 for i = 1, . . . , n}. Note
that ZαZβ = Zα+β for α, β ∈ ∆ε, and by Theorem 3.19, there is a finite
set Gε of generators for the monoid ∆ε. Observe that |Σ| = 2n, and ∆ =⋃
ε∈Σ∆ε. Thus the set G =
⋃
ε∈Σ Gε is finite, and the set {Zα | α ∈ G} is a
finite set of generators for Z over Rφ.
Definition 3.21. We say that a φ-stable ideal Q of R is centrally generated
if Q = R(Q ∩ Z).
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Lemma 3.22. Let A, Z, K, and Vu,K be as above and set
wu,K = 1 +KVu ∈ Vu,K = Vu/KVu.
Assume K is a maximal ideal of Z, and let Q = AnnR(wu,K). Then Q∩Z =
Rφ ∩K, where Rφ = R ∩ Z = {r ∈ R | φi(r) = r for all i ∈ I}.
Proof. It follows from the construction of Vu,K that K ⊆ AnnZ(wu,K). How-
ever, AnnZ(wu,K) is clearly a proper ideal of Z, so since K is maximal,
K = AnnZ(wu,K) must hold. The proof of the remaining assertions is
straightforward.
Theorem 3.23. Assume R is commutative and every maximal φ-stable ideal
of R is centrally generated. Let K be a maximal ideal of the center Z of
A = R(φ, t). If |I| < ∞ and Rφ is a finitely generated F-algebra, then the
Whittaker module Vu,K is simple. Moreover, if Q = AnnR(wu,K), where
wu,K = 1 +KVu, then Q = R(R
φ ∩K).
Proof. Since Rφ is a finitely generated F-algebra, it is a Jacobson ring. Con-
sequently, by Lemma 3.20 and Theorem 3.18, Z is a finitely generated Rφ-
algebra, and Rφ ∩ K is a maximal ideal of Rφ. Let Q = AnnR(wu,K), and
recall from Lemma 3.22 that Q ∩ Z = Rφ ∩ K. Since R is Noetherian,
there exists a maximal φ-stable ideal Q′ of R containing Q. By assumption
Q′ = R(Q′ ∩Z). But Q′ ∩Z is a proper ideal of Rφ because 1 6∈ Q′ ∩Z, and
Q′∩Z ⊇ Q∩Z. As Q∩Z = Rφ∩K is a maximal ideal of Rφ, it follows that
Q′ ∩ Z = Q ∩ Z, and so
Q′ = R(Q′ ∩ Z) = R(Q ∩ Z) ⊆ Q.
This implies that Q = Q′ is maximal among φ-stable ideals of R, hence
Vu,K is simple by Corollary 3.13. But then Q = R(Q ∩ Z) = R(Rφ ∩K), as
claimed.
Remark 3.24. All the examples in Sections 8-10 satisfy the hypothesis
that R is commutative and Rφ is a finitely generated F-algebra. Many of
the examples satisfy the condition that every maximal φ-stable ideal of R is
centrally generated, and thus the module Vu,K = Vu/KVu ∼= Vu/QVu = R/Q,
where Q = AnnR(wu,K), is a simple Whittaker module in those cases.
4 An expression for AnnA(w)
Let A = R(φ, t) be a generalized Weyl algebra as in Section 1, and suppose
that V = Aw is a Whittaker module of type ζ with Q = AnnR(w). The
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map A → V given by a 7→ aw shows that V ∼= A/AnnA(w), and it is clear
that AQ +
∑
i∈IA(Xi − ζi) ⊆ AnnA(w). In this section, we prove that in
fact these two left ideals of A always coincide.
As before, let Γ denote the semigroup of tuples γ = (γi)i∈I of nonnega-
tive integers with only finitely many nonzero entries under componentwise
addition, and let Xγ =
∏
i∈IX
γi
i . For γ ∈ Γ, set |γ| =
∑
i∈I γi.
Lemma 4.1. Let I = AQ +
∑
i∈IA(Xi − ζi), where (V,w) is a Whittaker
pair of type ζ and Q = AnnR(w). Let a ∈ A, and suppose that there exists
γ ∈ Γ such that aXγ ∈ I. Then a ∈ I.
Proof. The proof is by induction on |γ|. We may assume that |γ| > 0 since
there is nothing to prove if γi = 0 for all i. Assume that γk > 0 for some
k ∈ I, and thus we use the assumption that aXγ ∈ I to show that aXγ′ ∈ I,
where γ′ = (γ′i) is such that γ
′
i = γi for i 6= k and γ′k = γk − 1. The proof is
essentially the same as in the case that |I| = 1, so we give the proof in the
degree 1 setting to avoid computation. Hence we assume that aXm ∈ I for
m ≥ 1 and show that aXm−1 ∈ I. (We are omitting the subscripts on X
and ζ, because of the reduction to the |I| = 1 case.)
By the definition of I, it is clear that a(X − ζ)m ∈ I. Then it follows
that aXm − a(X − ζ)m = a(Xm − (X − ζ)m) ∈ I, and after simplification
using the identity
xm − ym = (x− y)(xm−1 + xm−2y + · · ·+ xym−2 + ym−1),
we have that
ζa(Xm−1 +Xm−2(X − ζ) +Xm−3(X − ζ)2 + · · ·+ (X − ζ)m−1) ∈ I.
Since ζaXm−i(X − ζ)i−1 ∈ I for all i ≥ 2, it follows that ζaXm−1 ∈ I, and
thus aXm−1 ∈ I. By induction on m, we may conclude that a ∈ I.
Lemma 4.2. If δ ∈ Γ, then Xδ ∈ R+∑i∈IA(Xi − ζi).
Proof. The proof is by induction on |δ|. If δi = 0 for all i, then Xδ = 1 ∈ R.
So we suppose that δk > 0. Then
Xδ =
( ∏
i∈I,i 6=k
Xδii
)
Xδk−1k (Xk − ζk + ζk)
= Xδ
′
(Xk − ζk) + ζkXδ′ ,
where δ′i = δi for i 6= k, and δ′k = δk − 1. Since Xδ
′
(Xk − ζk) ∈
∑
i∈IA(Xi−
ζi), and |δ′| < |δ|, we have by induction that Xδ ∈ R+
∑
i∈IA(Xi− ζi).
13
Remark 4.3. It is evident from the proof of Lemma 4.2 that in fact Xδ ∈
F1+
∑
i∈IA(Xi− ζi) for all δ ∈ Γ. In applying the lemma, however, we only
need that Xδ ∈ R+∑i∈IA(Xi − ζi).
Theorem 4.4. Suppose that V = Aw is a Whittaker module of type ζ for
A = R(φ, t), and let Q = AnnR(w). Then AnnA(w) = AQ+
∑
i∈IA(Xi−ζi).
Proof. Let a ∈ AnnA(w). As in the proof of Lemma 2.3 (in particular,
as in (2.4)), there exists γ ∈ Γ such that aXγ = ∑δ∈Γ rδXδ for rδ ∈ R.
Since aXγw =
∏
i ζ
γi
i aw = 0, it follows that aX
γ ∈ AnnA(w). Lemma 4.2
implies that aXγ =
∑
δ∈Γ rδX
δ ∈ R+∑i∈IA(Xi − ζi). Thus we may write
aXγ = r + b, with r ∈ R and b ∈ ∑i∈IA(Xi − ζi) ∈ AnnA(w). Since
aXγ ∈ AnnA(w) and b ∈ AnnA(w), it must be that r ∈ AnnA(w) ∩ R = Q.
Thus aXγ ∈ AQ + ∑ni=1A(Xi − ζi), and by Lemma 4.1, we have a ∈
AQ+
∑
i∈IA(Xi − ζi). The other containment is clear.
Corollary 4.5. If V = Aw is a Whittaker module of type ζ for A = R(φ, t),
then
V ∼= A
/(
AQ+
∑
i∈I
A(Xi − ζi)
)
,
where Q = AnnR(w).
Since AnnA(V ) ⊆ AnnA(w), we have the next corollary.
Corollary 4.6. If V = Aw is a Whittaker module of type ζ for A = R(φ, t),
then AnnA(V ) ⊆ AQ+
∑
i∈IA(Xi − ζi).
If V = Aw is a one-dimensional Whittaker module, then AnnA(V ) =
AnnA(w), which implies the following result.
Corollary 4.7. Suppose that V = Aw = Fw is a one-dimensional Whittaker
module of type ζ for A = R(φ, t). Then AnnA(V ) = AQ+
∑
i∈IA(Xi − ζi),
and there exists an F-algebra homomorphism θ : R → F such that rw =
θ(r)w for all r ∈ R and ker θ = Q.
5 Whittaker vectors
Assume that (V,w) is a Whittaker pair of type ζ for the generalized Weyl
algebra A = R(φ, t). Let Whη(V ) denote the set of all Whittaker vectors
of type η = (ηi)i∈I in V . In this section we describe how Whittaker vectors
are related to eigenvalues of the automorphisms φi and how they can be
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used to deduce information about the module V . We note that Lemma 5.1
and Corollary 5.2 are true even if R is noncommutative. For the remaining
results in this section, we must assume that R is commutative. The next
result is apparent.
Lemma 5.1. Let (V,w) be a Whittaker pair of type ζ with Q = AnnR(w).
Then for v = rw ∈ V , the following are equivalent:
(a) Xiv = ηiv, for all i ∈ I;
(b) ηirw = Xirw = φi(r)ζiw, for all i ∈ I;
(c) φi(r) ≡ ζ−1i ηir mod Q;
(d) r + Q is an eigenvector for the induced linear transformation φi on
R/Q with eigenvalue ζ−1i ηi for all i ∈ I.
If ηi 6= 0 for all i ∈ I, then v ∈Whη(V ).
Corollary 5.2. For the universal Whittaker pair (Vu, wu) of type ζ, 0 6=
rwu ∈Whη(Vu) if and only if r is an eigenvector of φi with eigenvalue ζ−1i ηi
for all i ∈ I.
Proof. This follows directly from Lemma 5.1 and the fact that AnnR(wu) = 0
(see Lemma 3.5).
Proposition 5.3. Assume R is commutative, and let (V,w) be a Whittaker
pair with w 6= 0. Set Q = AnnR(w) and let
P =
√
Q = {r ∈ R | rk ∈ Q for some k}.
Then Pw is a submodule of V and Pw 6= V .
Proof. It suffices to note that P is a φ-stable ideal of R containing Q, and
P 6= R since 1 6∈ P , and the rest follows from Lemmas 3.9 and 3.11.
Corollary 5.4. Assume R is commutative, and let (V,w) be a Whittaker
pair of type ζ with Q = AnnR(w). Assume 0 6= v ∈Whη(V ) and λi := ζ−1i ηi
is not a root of unity for some i ∈ I. If V is simple, then V is infinite-
dimensional.
Proof. Since V is simple, we know by Proposition 5.3 that
√
Qw = 0, and
hence that
√
Q = Q. Thus, if rw 6= 0, then rkw 6= 0 for all k ≥ 1. Now
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suppose that v = rw is a nonzero Whittaker vector of type η and set λi =
ζ−1i ηi. By induction and Lemma 5.1 it follows that
Xir
kw = λki ζir
kw (5.5)
for all k ≥ 1. Relation (5.5) implies that rkw is a nonzero eigenvector for
Xi with eigenvalue λ
k
i ζi. As these values are all distinct because λi is not a
root of unity, the vectors rkw for k ≥ 1 must be linearly independent. Thus,
V is infinite-dimensional.
Remark 5.6. It is evident from the proof of the previous result that if we
replace the assumption that V is simple with the assumption that Q =
√
Q,
the conclusion remains true.
For the remainder of the section we assume that (V,w) is a fixed Whit-
taker pair of type ζ with Q = AnnR(w) for the generalized Weyl algebra
A = R(φ, t), where R is commutative, and we set
S = {s ∈ R |Xisw = ζisw for all i ∈ I} (5.7)
= {s ∈ R | s− φi(s) ∈ Q for all i ∈ I}.
Note the second equality comes from Lemma 5.1, and Sw = Whζ(V ).
Lemma 5.8. If R is commutative, and S is as in (5.7), then S is a subring
of R and Q = AnnR(w) is an ideal of S.
Proof. If s1, s2 ∈ S, thenXis1s2w = φi(s1)Xis2w = φ(s1)ζis2w = ζis2φ(s1)w
= ζis2s1w = ζis1s2w.
Lemma 5.9. Assume R is commutative and (V,w) is a Whittaker pair of
type ζ, and let π : A → End(V ) be the corresponding representation of A.
Then for S as in (5.7), π(S) = EndA(V ).
Proof. It is clear that srv = rsv for s ∈ S, r ∈ R, and v ∈ V. We must
show that sXiv = Xisv and sYiv = Yisv whenever s ∈ S and v ∈ V.
But Xisv = φi(s)Xiv = sXiv, as s − φi(s) ∈ Q ⊆ AnnA(V ). Similarly,
Yisv = φ
−1
i (s)Yiv = sYiv, since s−φ−1i (s) = φ−1i
(
φi(s)−s
) ∈ Q ⊆ AnnA(V ).
Thus, π(S) ⊆ EndA(V ).
For the other direction, let ψ ∈ EndA(V ), and note that Xiψw = ζiψw,
so ψw ∈Whζ(V ) = Sw. Write ψw = sw for s ∈ S. It is easy to see that the
action of ψ on V is determined by its action on w, and thus ψ = π(s).
The map S → EndA(V ) defined by s 7→ π(s) gives the following.
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Corollary 5.10. EndA(V ) ∼= S/Q.
The following rendition of Schur’s lemma enables us to say more in the
simple case.
Lemma 5.11. Suppose F is an uncountable algebraically closed field and A
is a F-algebra. If V is a simple A-module of countable dimension over F,
then EndA(V ) = FidV .
Corollary 5.12. Assume R is commutative and is of countable dimension
over an uncountable algebraically closed field F, and let (V,w) be a Whittaker
pair of type ζ for A = R(φ, t). If V is simple, then Whζ(V ) = Sw = Zw =
Fw, where Z is the center of A.
Proof. If V is simple, Whζ(V ) = Sw = Fw since π(S) = EndA(V ) = FidV
by Schur’s Lemma. But then Fw ⊆ Zw ⊆ Sw = Fw, forcing equality.
6 An expression for AnnA(V )
Proposition 6.1. Assume that
if λ ∈ Λ ⊆ ZI and φλ :=∏i∈Iφλii = idR, then λi = 0 for all i ∈ I.
(6.2)
(or equivalently by Proposition 2.5 that the center of the generalized Weyl
algebra A = R(φ, t) is contained in R). If R is commutative and B is a
nonzero ideal of A, then B ∩R 6= 0.
Proof. Let 0 6= a ∈ B. As in (2.4), there exists some Xγ for γ ∈ Γ so that
aXγ =
∑
δ∈Γ
rδX
δ ∈ B.
Thus B contains some nonzero polynomial in the Xi with coefficients in R,
and we may assume b =
∑
̺∈Γ b̺X
̺ ∈ B is such a polynomial having the
least number of nonzero terms. Then for r ∈ R,
br =
∑
̺∈Γ
b̺φ
̺(r)X̺ ∈ B.
Suppose bσ 6= 0. Then the element
br − φσ(r)b =
∑
̺∈Γ
b̺
(
φ̺(r)− φσ(r))X̺ ∈ B.
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would have fewer nonzero terms unless φ̺(r) = φσ(r) for all ̺ with b̺ 6= 0.
However, (6.2) implies that there must exist an r such that φ̺(r) 6= φσ(r)
for ̺ 6= σ. Thus, a nonzero polynomial in the Xi belonging to B and having
a minimal number of terms has the form sXσ for some s ∈ R. But then
sXσY σ is a nonzero element of B ∩R.
Corollary 6.3. Let V = Rw be a Whittaker module for a generalized
Weyl algebra A = R(φ, t) with R commutative such that (6.2) holds. Then
AnnA(V ) ∩R = AnnR(w), so that if AnnA(V ) 6= 0, then AnnR(w) 6= 0.
Let A = R(φ, t) be a generalized Weyl algebra with R commutative, and
assume J is a φ-stable ideal of R such that ti 6∈ J for all i ∈ I. As before, let
r mean the coset r = r+J for all r ∈ R. Thus, ti 6= 0. Since J is φ-stable, we
have the induced automorphisms φi on the quotient R/J . By Proposition
2.12, A/AJ is isomorphic to the GWA A := (R/J)(φ, t) whenever J is a
prime ideal of R. Now if V = Rw is a Whittaker module of type ζ = (ζi)i∈I
for A, and if Q = AnnR(w), then AQ is always a 2-sided ideal contained in
AnnA(V ). So if Q is a prime ideal of R, we may always pass to the GWA
A = (R/Q)(φ, t) (provided ti 6= 0 for all i) and regard V as a module for the
(possibly) different GWA A. The annihilator AnnA(V ) may be nontrivial
(if AQ 6= AnnA(V )), but here is a situation where that does not happen.
Theorem 6.4. Let A = R(φ, t) be a generalized Weyl algebra with R com-
mutative. Assume V = Rw is a Whittaker module of type ζ, and suppose
that Q = AnnR(w) = AnnR(V ) is a prime ideal such that ti 6∈ Q and the
induced automorphisms φi on R/Q satisfy (6.2). Then AnnA(V ) = AQ.
Proof. By the above considerations, we may suppose that V is a Whittaker
module of type ζ for the GWA A = A/AQ = (R/Q)(φ, t). Note that
AnnR/Q(w) = AnnR/Q(V ) = 0.
Consider the ideal B = AnnA(V ) + AQ in A/AQ = (R/Q)(φ, t). Then
R/Q is a commutative domain since Q is a prime ideal of R. Now we have
seen from Proposition 6.1 that when a GWA has a commutative Noetherian
domain as its coefficient ring and when the automorphisms satisfy (6.2), then
any ideal intersects the coefficient ring nontrivially. Since B ∩ (R/Q) = 0,
it must be that B = 0 in A/AQ. That is, AnnA(V ) = AQ.
7 Examples - a brief introduction
We apply results of the previous sections to determine the Whittaker mod-
ules for the quantum plane and the (quantum) Weyl algebra, and for certain
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generalizations of the universal enveloping algebra U(sl2) introduced by S.P.
Smith and their quantum analogues. The algebras considered here have a
realization as generalized Weyl algebras A = R(φ, t), where R is commu-
tative and φ is a single automorphism. Because the Whittaker modules of
type ζ are in bijection with the φ-stable ideals of R, we begin by describ-
ing those ideals. For the Smith algebras and quantum Smith algebras, the
φ-stable ideals J of R are generated by their intersection J ∩ Z with the
center Z = Z(A) of A. In determining that intersection, the description of
the center of a generalized Weyl algebra in Proposition 2.5 is essential.
8 The case R = F[t]
An automorphism φ of the polynomial algebra R = F[t] is necessarily given
by φ(t) = αt+ β for some α, β ∈ F with α 6= 0. Let
t˜ = (α− 1)t+ β,
and note that R = F[t˜] as long as α 6= 1. Since φ(t˜) = αt˜, it is evident that
φℓ = idR if α 6= 1 is a primitive ℓth root of unity, and φ has infinite order if
α is not a root of unity.
Lemma 8.1. Assume α 6= 1 and J is a nonzero proper φ-stable ideal of
R = F[t] = F[t˜], and let f(t˜) be the unique monic generator of J . If α is
not a root of unity, then there exists n > 0 such that f(t˜) = t˜n. If α is a
primitive ℓth root of unity, then there exist n ≥ 0 and scalars ck ∈ F such
that f(t˜) = t˜n
∑
k≥0 ck t˜
kℓ.
Proof. Since φ(t˜) = αt˜, it is clear that polynomials of the stated forms (in
either case) generate φ-stable ideals.
Conversely, if J is a φ-stable ideal of F[t˜], let f = f(t˜) =
∑n
j≥0 aj t˜
j,
an = 1, be the unique monic polynomial in t˜ (of minimal degree) generating
J . Then αnf −φ(f) =∑nj≥0 aj (αn − αj) t˜j ∈ J . If α is not a root of unity,
then aj = 0 for all j 6= n and f(t˜) = t˜n. Suppose α is a primitive ℓth root
of unity. Since αn−j = 1 must hold whenever aj 6= 0, we have j ≡ n mod ℓ
for each such j, so the polynomial f has the desired form.
Corollary 8.2. Suppose F is algebraically closed, and J is a φ-stable ideal
of R = F[t˜], where φ(t˜) = αt˜ and α 6= 1. Let f(t˜) be the unique monic
generator of J . Then J is a proper maximal φ-stable ideal if and only if
f(t˜) = t˜ when α is not a root of unity, and f(t˜) = t˜ or f(t˜) = t˜ℓ − ξ for
some nonzero ξ ∈ F when α is a primitive ℓth root of unity.
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Next we examine in detail the Whittaker modules for the generalized
Weyl algebra A = R(φ, t) constructed from R = F[t] and the automorphism
φ. Thus Y X = t, XY = φ(t) = αt + β, and as before, we assume α 6= 1.
Let (V,w) be a Whittaker pair of type ζ for A, and let Q = AnnR(w). By
Theorem 3.12, if Q = 0, then V is isomorphic to the universal Whittaker
module Vu of type ζ, so we will assume Q 6= 0.
8.3. α is not a root of unity
When α is not a root of unity, then Q = Rt˜n for some n ≥ 1. Since
V = Rw ∼= VQ = R/Q, it is clear that {vk := t˜kw | 0 ≤ k ≤ n− 1} is a basis
of V and dimF V = n. The action of A on V is given as follows
tvk = (α− 1)−1
(
vk+1 − βvk
)
, (8.4)
Xvk = α
kζvk, Y vk = ζ
−1α−k(α− 1)−1(vk+1 − βvk),
where vn = 0. Since submodules of V correspond to φ-stable ideals of R
containing Q, the submodules of V are given by V = V0 ⊇ V1 ⊇ · · · ⊇ Vn =
0, where Vk = Avk = Rvk is a Whittaker (sub)module with cyclic Whittaker
vector vk of type α
kζ, and {vk, vk+1, . . . , vn−1} is a basis for Vk.
Theorem 8.5. Let R = F[t], and let φ : R→ R be the algebra automorphism
given by φ(t) = αt + β, where α is not a root of unity. Let (V,w) be a
Whittaker pair of type ζ for A = R(φ, t), and assume that Q := AnnR(w) =
Rt˜n for some n ≥ 1, where t˜ = (α− 1)t+ β. Then V has a basis vk = t˜kw,
k = 0, 1, . . . , n− 1, and the action of A on V is given by (8.4). Moreover,
AnnA(V ) =
n∑
j=0
At˜n−j
(
j−1∏
k=0
(
X − αkζ
))
.
If V is simple, then n = 1, dimF V = 1, and AnnA(V ) = At˜ + A(X − ζ).
Any n-dimensional space V with a basis vk, k = 0, 1, . . . , n−1, and A-action
given by (8.4) is a Whittaker module of type ζ with cyclic Whittaker vector
w = v0 and with Q = Rt˜
n.
Proof. All that remains to be shown is that AnnA(V ) equals the expression
on the right. It is straightforward to verify that any element of the stated
form annihilates every basis vector t˜kw, k = 0, 1 . . . , n − 1, and therefore
annihilates V .
For the other inclusion, we proceed by induction on dimV . Let
K =
n∑
j=0
At˜n−j
(
j−1∏
k=0
(
X − αkζ
))
,
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and suppose that a ∈ AnnA(V ). Since AnnA(V ) ⊆ AnnA(w) = AQ +
A(X − ζ), we may write a = a1q + a2(X − ζ) with q ∈ Q ⊆ K and a1, a2 ∈
A. Both a and a1q annihilate V , so a2(X − ζ) must annihilate V . In
particular, a2(X− ζ) must annihilate the submodule V1 = At˜1w ⊆ V . Since
V1 = spanF{t˜kw, | k = 1, . . . , n − 1} and (X − ζ)t˜kw = ζ(αk − 1)t˜kw, it
follows that a2 annihilates the Whittaker module V1 (of type αζ). Since
AnnR(t˜
1w) = Rt˜n−1, we may claim by induction that
a2 ∈
n−1∑
j=0
At˜n−1−j
(
j−1∏
k=0
(
X − αkαζ
))
=
n∑
j=1
At˜n−j
(
j∏
k=1
(
X − αkζ
))
.
Hence a = a1q + a2(X − ζ) ∈ K, as desired.
8.6. α is a root of unity, α 6= 1
Now suppose that α is a primitive ℓth root of unity. We have observed
earlier that φℓ = idR in this case and that the center Z of A is generated by
Xℓ, Y ℓ and the set Rφ of elements of R fixed by φ, which are the polynomials
in F[t˜ℓ]. We will assume that F is algebraically closed, and the Whittaker
module V is simple. Then since Q = AnnR(w) is a maximal φ-stable ideal,
it follows from Corollary 8.2, that Q = R(t˜ℓ − ϑℓ) for some nonzero ϑ ∈ F
or Q = Rt˜. In the former case, V ∼= Vu/QVu = R/Q is ℓ-dimensional,
and the vectors uk := ϑ
−k t˜kw, k = 0, 1, . . . , ℓ − 1, determine a basis for
V . Moreover, from (3.3) and (3.4) we see that Xℓ = ζℓidV , Y
ℓ = ζ−ℓ(α −
1)−ℓα−(ℓ−1)ℓ/2(ϑℓ − βℓ)idV and the following hold:
Xuk = ζα
kuk, Y uk = ζ
−1α−k(α− 1)−1(ϑuk+1 − βuk), (8.7)
tuk = (α− 1)−1(ϑuk+1 − βuk),
where subscripts should be read mod ℓ. Now when Q = Rt˜, then V ∼=
R/Q = F1, and V = Fw. In this case, tw = −(α− 1)−1βw, Xw = ζw, and
Y w = −ζ−1(α− 1)−1βw. In summary we have
Theorem 8.8. Let R = F[t] where F is an algebraically closed field, and let
φ : R → R be the algebra automorphism given by φ(t) = αt + β, where α
is a primitive ℓth root of unity. Assume V is a simple Whittaker module of
type ζ for A. Then either
(i) dimV = ℓ, Q = AnnR(w) = R(t˜
ℓ − ϑℓ) for some ϑ 6= 0, and V has a
basis uk, k = 0, 1, . . . , ℓ − 1, so that the action of A on V is given by
(8.7); or
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(ii) dimV = 1, Q = AnnR(w) = Rt˜, and V = Fw, where
tw = −(α− 1)−1βw, Xw = ζw, Y w = −ζ−1(α− 1)−1βw. (8.9)
Conversely, any F-vector space V of dimension ℓ (or 1) having an A-action
given by (8.7) (or by (8.9)) determines a simple Whittaker module of type
ζ for ζ 6= 0.
8.10. α = 1
If α = 1 and β = 0, the φ-stable ideals are just ordinary ideals J and
every V = R/J with A-action inherited from (3.2)-(3.4) is a Whittaker
module of type ζ. If α = 1 and β 6= 0, it is evident that R contains no
nontrivial proper φ-stable ideals when F has characteristic 0. Thus there
is, up to isomorphism, only one Whittaker module, namely the universal
one Vu = R, and it is necessarily simple. In particular, when β = −1, the
algebra A = R(φ, t) is the Weyl algebra A1, and (3.16) gives the A-action
on Vu in this special case.
When the characteristic of F is p > 2 and φ(t) = t + β, where β 6= 0,
then φp(t) = t + pβ = t, and φ has order p. In this case, it follows from
Proposition 2.5 that the center Z of A = R(φ, t) is generated by Xp, Y p, and
the set Rφ of elements of R fixed by φ. It is straightforward to verify that
tp − βp−1t is fixed by φ. Define
zn =
{
tn if n 6≡ 0 mod p
(tp − βp−1t)n/p if n ≡ 0 mod p
so that the set {zn |n ∈ Z≥0} is a basis for R. Now let g =
∑m
k=0 gkzk,
where g0, . . . , gm ∈ F, and assume that g is fixed by φ. It can be shown that
g−φ(g) 6= 0 unless g =∑k≡0 mod p gkzk, which is a polynomial in tp−βp−1t.
Thus, when A has characteristic p > 2, the center of A is generated by
Xp, Y p, tp − βp−1t. Observe that zjp = zjp, so that Rφ = R ∩ Z is the
polynomial algebra F[zp], and R is a free R
φ-module with basis 1, t, . . . , tp−1.
We claim that if J is a φ-stable ideal of R, then J = R(J ∩ Z). If this
assertion is false, then there is a polynomial f =
∑n
j=0 sjt
j ∈ J \ R(J ∩ Z)
with coefficients in Rφ of least degree in t. Thus, 0 < n ≤ p − 1, sn 6= 0,
and sj ∈ Rφ for all 0 ≤ j ≤ n. Then (idR − φ)n (f) = n!sn ∈ J . But this
implies sn ∈ J ∩ Z and hence that sntn ∈ R(J ∩ Z). By minimality of n,
we have f − sntn ∈ R(J ∩ Z), and so f = sntn + (f − sntn) ∈ R(J ∩ Z),
a contradiction. Thus, J = R(J ∩ Z), so that every φ-stable ideal of R is
centrally generated.
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Theorem 3.12 gives a bijection between isomorphism classes of Whittaker
modules of type ζ and φ-stable ideals of R given by V 7→ AnnR(w). Since
Q := AnnR(w) is φ-stable, we know that Q = R(Q ∩ Z).
Now assume F is algebraically closed and V is a simple Whittaker module
of type ζ for A. Then Q is a proper maximal φ-stable ideal. Since Q ∩ Z
is a maximal ideal of Rφ = R ∩ Z = F[zp], we can find λ ∈ F so that
Q ∩ Z = Rφ(zp − (λp − βp−1λ)). Thus, Q = R(zp − (λp − βp−1λ)) =
R
(
tp − βp−1t − (λp − βp−1λ)), and V ∼= Vu/QVu = R/Q is p-dimensional.
Since (t−λ)p−βp−1(t−λ) =∏p−1k=0 (t− (λ−kβ)), the eigenvalues of t on V
are of the form λ− kβ for k = 0, 1, . . . , p− 1. Let v0 =
∏p−1
k=1
(
t− (λ− kβ)),
and observe that (t−λ)v0 = 0. Since Xp is central, it acts as a scalar on V ,
and from Xpw = ζpw we see that scalar is ζp. The vectors vk := ζ
−kXkv0
for k = 0, 1, . . . , p− 1 determine a basis for V and relative to this basis, the
A-action is given by
tvk = (λ− kβ)vk (8.11)
Xvk = ζvk+1 (subscripts mod p)
Y vk = ζ
−1(λ− (k − 1)β)vk−1 (subscripts mod p).
In particular, Y p = ζ−p
∏p−1
k=0(λ−kβ) = ζ−p(λp−βp−1λ)idV . To summarize,
we have
Theorem 8.12. Assume F is algebraically closed of characteristic p > 2,
and let φ : R → R be the algebra automorphism of R = F[t] given by
φ(t) = t + β for β 6= 0. If V is a simple Whittaker module for A of type
ζ, then V has dimension p, and there is a basis vk, k = 0, 1, . . . , p − 1,
so that the action of A on V is given by (8.11) for some scalar λ ∈ F.
The vector w = v0 + v1 + · · · + vp−1 is a cyclic Whittaker vector of type
ζ for V . Moreover, Q = AnnR(w) = R
(
tp − βp−1t − (λp − βp−1λ)), and
AnnA(w) = AQ+A(X − ζ).
Remark 8.13. We have shown that when F has characteristic p > 2 and
φ : R→ R is the automorphism of R = F[t] given by φ(t) = t+ β for β 6= 0,
then the φ-stable ideals of R are centrally generated. The hypotheses of
Theorem 3.23 are satisfied, and so Vu,K = Vu/KVu is a simple Whittaker
module for every maximal ideal K of Z. Thus, when F is algebraically
closed, Vu,K has dimension p by Theorem 8.12, and there is a basis vk, k =
0, 1, . . . , p−1, so that the action of A on V is given by (8.11) for some scalar
λ ∈ F. The ideal Q = AnnR(w) is generated by the element tp − βp−1t −
(λp − βp−1λ) ∈ Q ∩ Z = Rφ ∩ K. Thus, Vu,K ∼= Vu/QVu = R/Q, where
Q = R
(
tp − βp−1t− (λp − βp−1λ)).
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Next we consider some well-known generalized Weyl algebras which fit
into the pattern of arising from the polynomial algebra R = F[t].
8.14. The quantum plane: R = F[t] and φ(t) = αt for α 6= 0, 1
In the generalized Weyl algebra A = R(φ, t) constructed from the data
R = F[t] and φ(t) = αt, we have Y X = t, XY = αt so that A is a quantum
plane. When α is not a root of unity, the simple Whittaker modules are
one-dimensional, V = Fw, with the action of A given by
Xw = ζw, Y w = 0, tw = 0,
and AnnA(V ) = At˜+A(X − ζ), where t˜ = (α− 1)t.
When α is a primitive ℓth root of unity and F is algebraically closed,
the simple Whittaker modules of type ζ are ℓ-dimensional with basis uk,
k = 0, 1, . . . , ℓ− 1, and A-action given by
Xuk = ζα
kuk, Y uk = ζ
−1α−k(α− 1)−1ϑuk+1
tuk = (α− 1)−1ϑuk+1, (subscripts mod ℓ)
for some scalar ϑ 6= 0, or they are one-dimensional V = Fw with Xw = ζw,
Y w = 0, and tw = 0. In the first case AnnA(w) = A(t˜
ℓ − ϑ) + A(X − ζ),
while in the second, AnnA(V ) = At˜+A(X − ζ).
8.15. The quantum Weyl algebra Aq,1:
R = F[t] and φ(t) = q−1(t− 1)
Fix q ∈ F×. Let R = F[t], and define φ : R→ R by φ(t) = q−1(t−1). The
algebra A = R(φ, t) is commonly referred to as the quantum Weyl algebra
and is often denoted Aq,1. We may view A as the unital algebra generated
by elements X and Y over the field F with relations Y X − qXY = 1. In
the special case that q = 1, we obtain the (first) Weyl algebra. In terms of
the notation φ(t) = αt+ β from the previous section, we have α = q−1 and
β = −q−1.
When q is not a root of unity, then by Theorem 8.5, the simple Whittaker
modules of type ζ are one-dimensional, V = Fw, with the action of A given
by
Xw = ζw, Y w = ζ−1(1− q)−1w, tw = (1− q)−1w, (8.16)
and AnnA(V ) = At˜+A(X−ζ), where t˜ = (q−1−1)t−q−1 = q−1
(
(1−q)t−1).
When q is a primitive ℓth root of unity for ℓ ≥ 2, and F is algebraically
closed, Theorem 8.8 implies that the simple Whittaker modules of type ζ
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are ℓ-dimensional with a basis u0, u1, . . . , uℓ−1 and A-action given by
Xuk = ζq
−kuk, Y uk = ζ
−1qk+1(1− q)−1(ϑuk+1 + q−1uk), (8.17)
tuk = q(1− q)−1ϑuk+1 + (1− q)−1uk,
where subscripts should be read mod ℓ and ϑ 6= 0, or they are one-dimensional,
V = Fw, with the A-action
tw = (1− q)−1w, Xw = ζw, Y w = ζ−1(1− q)−1w. (8.18)
In the first case AnnA(w) = A(t˜
ℓ − ϑ) + A(X − ζ), and in the second
AnnA(V ) = At˜+A(X − ζ), where t˜ = q−1
(
(1− q)t− 1).
When q = 1, then A = R(φ, t) is the (first) Weyl algebra A1, and
φ(t) = t− 1. As we have discussed earlier, when F has characteristic 0, the
universal Whittaker module Vu = R of type ζ is simple and the A-action is
given by (3.16). When q = 1 and F has characteristic p > 2, we may apply
Theorem 8.12 with β = −1 to deduce the following.
Theorem 8.19. Assume F is algebraically closed of characteristic p > 2,
and let A be the (first) Weyl algebra over F so that Y X = t, XY = t − 1,
and Y X−XY = 1. If V is a simple Whittaker module for A of type ζ, then
V has dimension p, and there is a basis vk, k = 0, 1, . . . , p − 1, so that the
action of A on V is given by
tvk = (λ+ k)vk, Xvk = ζvk+1, Y vk = ζ
−1(λ+ (k − 1))vk−1
for some scalar λ ∈ F, (subscripts should be read mod p). The vector w =
v0 + v1 + · · ·+ vp−1 is a cyclic Whittaker vector of type ζ for V . Moreover,
Q = AnnR(w) = R
(
tp − t− (λp − λ)), and AnnA(w) = AQ+A(X − ζ).
9 Smith algebras
In [S], S.P. Smith introduced a family of associative algebras A which gen-
eralize the universal enveloping algebra U(sl2) of the Lie algebra sl2. These
algebras are Noetherian domains with Gelfand-Kirillov dimension 3. Smith
defined a notion of weight module for the algebra A and showed there is
a category of A-modules analogous to the Bernstein-Gelfand-Gelfand cat-
egory O. Under special assumptions, the finite-dimensional modules for A
are completely reducible. In [T], Tang studied Whittaker modules for the
algebra A over C and obtained exact analogues of the results by Kostant in
[K] for U(sl2) and by Ondrus in [O2] for Uq(sl2).
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Smith’s algebras A have a realization as generalized Weyl algebras, and
here we show how the results we have obtained can be specialized to recover
Tang’s results on Whittaker modules for these algebras. As a very special
case, we obtain Kostant’s results for Whittaker modules for sl2. We also
apply our results to determine the Whittaker modules in the modular case,
which was not treated in the papers of Kostant and Tang.
Fix a nonzero polynomial s(x) in the algebra F[x] of polynomials in x
over a field F of characteristic not 2, and consider a unital associative algebra
A over F with generators e, f, h which satisfy the defining relations
he− eh = e, hf − fh = −f, ef − fe = s(h). (9.1)
In particular, when s(h) = 2h, the algebra A is isomorphic to U(sl2). Smith
showed that there is a polynomial r(x) such that
s(x) =
1
2
(r(x+ 1)− r(x)), (9.2)
and the “Casimir element,”
c = 2fe+ r(h+ 1),
is central in A. When F has characteristic 0, the center Z of A consists just
of polynomials in c.
To realize A as a GWA, let R = F[h, c], the polynomial algebra over F
in commuting variables h, c, and let φ be the automorphism of R specified
by φ(h) = h− 1, φ(c) = c. Set t = 12(c− r(h+1)). Then φ(t) = 12(c− r(h)),
and in A = R(φ, t) the following relations hold:
Y X = t = 12(c− r(h+ 1)), XY = φ(t) = 12(c− r(h)),
Xh = (h− 1)X, Xc = cX, Y h = (h+ 1)Y, Y c = cY.
Therefore, by identifying X with e and Y with f , we obtain an isomorphism
between A = R(φ, t) and Smith’s algebra A. In what follows we will use the
GWA realization to describe the Whittaker modules for Smith’s algebra.
First suppose that F has characteristic 0. Then Rφ = R ∩ Z = F[c], and
R = F[h, c] is a free Rφ-module with basis {hj | j = 0, 1, . . . }. Let J be a
φ-stable ideal of R. We claim that J = R(J ∩Z). If this is not true, there is
a polynomial f =
∑n
j=0 fjh
j ∈ J \R(J ∩ Z) with coefficients in Rφ of least
degree in h. Thus, n > 0, fn 6= 0, and fj ∈ Rφ = F[c] for all 0 ≤ j ≤ n. Now
(idR − φ) (f) =
n∑
j=0
fj
(
hj − (h− 1)j) = nfnhn−1 + lower terms in h,
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and (idR − φ) (f) ∈ J , so it follows that (idR − φ)n (f) = n!fn ∈ J . But
this implies fn ∈ J ∩Rφ = J ∩ Z, and hence that fnhn ∈ R(J ∩ Z), so that
f−fnhn ∈ J . The minimality of n forces f−fnhn ∈ R(J∩Z), and this gives
the contradiction f = fnh
n + (f − fnhn) ∈ R(J ∩ Z). Thus, J = R(J ∩ Z)
as claimed.
Now assume (V,w) is a Whittaker pair for A of type ζ and let Q =
AnnR(w). As Q is φ-stable, Q = R(Q∩Z). Observe that ZV := AnnA(V )∩
Z = AnnR(V ) ∩ Z = AnnR(w) ∩ Z = Q ∩ Z, and by Theorem 3.12, the map
V 7→ Q = AnnR(w) 7→ Q ∩ Z = ZV (9.3)
is a bijection. By Theorem 4.4,
AnnA(w) = AQ+A(X − ζ) = AZV +A(X − ζ), (9.4)
which is Theorem 2.2 of [T]. Theorem 2.3 of [T] establishes a one-to-one
correspondence between isomorphism classes of Whitaker modules for A and
ideals of the center Z = F[c] given by V → ZV = AnnR(w), as above. (Tang
assumes F = C, but only characteristic 0 is necessary for these results.)
Suppose now that F is algebraically closed of characteristic 0, and let
V be a simple Whittaker module for A of type ζ. Then Q = AnnR(w) =
R(Q∩Z), where Q∩Z is a maximal ideal of Rφ = R∩Z = F[c]. Thus, there
is ϑ ∈ F so that Q = R(c − ϑ). Since V ∼= R/Q = F[h], the elements hkw,
k = 0, 1, . . . give a basis for V and the following hold:
c.hkw = ϑhkw, h.hkw = hk+1w (9.5)
X.hkw = φ(h)kζw = ζ(h− 1)kw
Y.hkw = φ(h)−kY w = ζ−1(h+ 1)kY Xw =
1
2
ζ−1(h+ 1)k(ϑ− r(h+ 1))w.
Now R/Q ∼= F[h] is a domain, and the induced automorphism φ : R/Q →
R/Q clearly has infinite order since φ(h) = h − 1. Thus if t 6∈ Q, Theorem
6.4 implies that AnnA(V ) = A(c − ϑ). Recall that t = 12(c − r(h + 1)),
where r is the polynomial defined by s(x) = 12(r(x + 1) − r(x)). If t ∈ Q,
then t−φ(t) belongs to Q and is a nonzero polynomial in h since t−φ(t) =
1
2 (r(h)− r(h+ 1)) = 12s(h) 6= 0. Consequently, there exists k > 0 such that
(idR − φ)k(t) is a nonzero scalar contained in Q, contradicting the fact that
Q is a proper ideal. Therefore t 6∈ Q, and AnnA(V ) = A(c− ϑ).
Remark 9.6. We have seen that when F has characteristic 0 and φ : R→ R
is the automorphism of R = F[h, c] given by φ(h) = h − 1, φ(c) = c, then
the φ-stable ideals of R are centrally generated. The hypotheses of Theorem
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3.23 are satisfied, and so Vu,K = Vu/KVu is a simple Whittaker module for
every maximal ideal K of the center Z of A = R(φ, t). Thus, when F is
algebraically closed, Rφ ∩ K = Q ∩ Z = Rφ(c − ϑ) for some ϑ ∈ F, where
Q = AnnR(wu,K), and Vu,K ∼= Vu/QVu = R/Q, where Q = R(c− ϑ) and the
action of A is given by (9.5).
Now suppose that F has characteristic p > 2. Observe that φp = idR
in this case. Therefore, Proposition 2.5 implies that the center Z of the
generalized Weyl algebra A = R(φ, t) is generated by Xp, Y p and all the
elements of R fixed by φ. It is clear that c and hp − h are fixed by φ. Let
us define
zn =
{
hn if n 6≡ 0 mod p
(hp − h)n/p if n ≡ 0 mod p.
Then R has a basis consisting of the monomials cjzk for j, k ∈ Z≥0. Copying
the argument of the characteristic p Weyl algebra case (with t replaced by
h and the coefficients gk in that argument assumed to lie in F[c] here), we
see that Z is generated by Xp, Y p, c, hp − h. Observe that zp = hp − h and
zjp = zjp. Thus, R
φ = R ∩ Z is the polynomial algebra F[c, zp], and R is a
free Rφ-module with basis 1, h, . . . , hp−1. Exactly the same proof as in the
Weyl algebra case proves that J = R(J ∩ Z) for any φ-stable ideal of R.
Now if F is an algebraically closed field of characteristic p > 2, and V is
a simple Whittaker module, then Q = AnnR(w) is a maximal φ-stable ideal.
Since Q∩Z is a maximal ideal of Rφ = R∩Z = F[c, zp], there exist ϑ, λ ∈ F
so that Q∩Z = Rφ(c−ϑ, zp−(λp−λ)). Thus, Q = R(c−ϑ, hp−h−(λp−λ)).
The vectors hkw for k = 0, 1, . . . , p−1 form a basis for the simple module
V ∼= R/Q. Since the center of A must act as scalars on V , there exists α ∈ F
with Xp = αpidV . But then (X −αidV )p = 0, and the only eigenvalue of X
on V is α, which must equal ζ. Since (h−λ)p−(h−λ) =∏p−1k=0 (h−(λ+k)),
we see that the vector v0 :=
∏p−1
k=1
(
h− (λ+k))w satisfies (h−λ)v0 = 0. Set
vk = ζ
−kXkv0 and note that vk 6= 0 since ζ 6= 0. Then the defining relations
for A imply that
cvk = ϑvk, hvk = (λ+ k)vk (9.7)
Xvk = ζvk+1 (subscripts mod p)
Y vk =
1
2
ζ−1
(
ϑ− r(λ+ k)
)
vk−1 (subscripts mod p).
Observe that Y p = 12ζ
−p
∏p−1
k=0
(
ϑ − r(λ+ k)
)
idV must hold. Therefore we
have the following:
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Theorem 9.8. Assume F is algebraically closed of characteristic p > 2,
and let A = R(φ, t) be a generalized Weyl algebra over F coming from a
Smith algebra with defining relations (9.1), where s(x) is as in (9.2). If V
is a simple Whittaker module for A of type ζ, then V has dimension p, and
there is a basis vk, k = 0, 1, . . . , p−1, so that the action of A on V is given by
(9.7) for scalars λ, ϑ. The vector w = v0+v1+· · ·+vp−1 is a cyclic Whittaker
vector of type ζ for V . Then Q = AnnR(w) = R
(
c− ϑ, hp − h− (λp − λ)),
and AnnA(w) = AQ+A(X − ζ).
Remark 9.9. We have shown that for the Smith algebras of characteris-
tic p > 2 that the φ-stable ideals of R = F[c, h] are centrally generated.
The hypotheses of Theorem 3.23 hold, and so Vu,K = Vu/KVu is a simple
Whittaker module for every maximal ideal K of Z. Thus, when F is alge-
braically closed, Vu,K has dimension p by Theorem 9.8, and there is a basis
vk, k = 0, 1, . . . , p − 1, so that the action of A on V is given by (9.7) for
some scalars ϑ, λ ∈ F. The ideal Q = AnnR(w) is generated by the elements
c − ϑ, hp − h − (λp − λ) ∈ Q ∩ Z = Rφ ∩ K, and Vu,K ∼= Vu/QVu = R/Q,
where Q = R
(
c− ϑ, hp − h− (λp − λ)).
Remark 9.10. Suppose A = R(φ, t) is the Smith algebra defined using
the polynomials s(x) = −1 and r(x) = −2x. The quotient A := A/Ac is
isomorphic to the Weyl algebra A1, for in A the relation Y X − XY = 1
holds and Y X = h + 1. Let t′ = h + 1 = Y X in A. If in (9.7) we set
ϑ = 0 then there is an induced action of A on V . Letting λ′ = λ − 1, we
have t′vk = (λ
′ + k)vk, Xvk = ζvk+1, Y vk = ζ
−1(λ′ + k − 1)vk, which
are precisely the relations we obtained in Theorem 8.19 for the Whittaker
modules of a Weyl algebra in characteristic p.
10 Quantum Smith algebras
In [JWZ] Ji, Wang, and Zhou introduced a family of associative algebras
A which generalize the quantized enveloping algebra Uq(sl2) and which are
quantum versions of the Smith algebras with defining polynomial s(h) =
hm+1 − hm for some m. When the underlying field is the complex num-
bers, Tang [T] determined the irreducible weight modules for these algebras,
showed that the finite-dimensional modules for A are weight modules which
are completely reducible, and obtained analogues of the results by Ondrus
in [O2] for the Whittaker A-modules.
The algebras A have a realization as generalized Weyl algebras, and
here we illustrate how results we have obtained can be specialized to recover
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results in [T] and [O2]. We also determine all the simple Whittaker modules
in the root of unity case, which is not considered either in [T] or in [O2].
Let F be a field of characteristic not 2 and fix an integer m ≥ 1. Assume
q ∈ F, q 6= 0,±1, and q2 is not an mth root of unity. Consider a unital
associative algebra A over F with generators E,F,K±1 which satisfy the
defining relations
KE = q2EK, KF = q−2FK KK−1 = 1 = K−1K (10.1)
EF − FE = K
m −K−m
q − q−1 ,
where m ∈ Z≥1. In particular, when m = 1, the algebra A is isomorphic to
Uq(sl2). Tang gave a realization of this algebra as a hyperbolic algebra (as
defined in [R]). Here we realize it as a generalized Weyl algebra (the two
realizations are equivalent). The element
c = FE +
qmKm + q−mK−m
(qm − q−m)(q − q−1)
is central, and it generates the center of A when q2 is not a root of unity.
(See [T, Lem. 3.1.1 and Prop. 3.1.2].)
Let R = F[K±1, c] and define an automorphism φ on R by setting
φ(K±1) = q∓2K±1 and φ(c) = c. Let
t = c− q
mKm + q−mK−m
(qm − q−m)(q − q−1) , (10.2)
and assume A = R(φ, t) is the generalized Weyl algebra constructed from
this data. Thus in A we have Y X = t, and
XY = φ(t) = c− q
−mKm + qmK−m
(qm − q−m)(q − q−1) ,
and A can be seen to be isomorphic to A by identifying X with E and Y
with F .
We begin by describing the center Z of A. If q2 is not a root of unity,
then Z = F[c] by Proposition 2.5. If q2 is a primitive ℓth root of unity
for ℓ 6= m, then φℓ = idR. Therefore, it follows from Proposition 2.5 that
the center of the generalized Weyl algebra A = R(φ, t) is generated by
Xℓ, Y ℓ and all the elements of Rφ. It is clear that φ(K±ℓ) = K±ℓ. Suppose
h =
∑s
j=−r hj(c)K
j is fixed by φ. Then for each j with hj(c) 6= 0, we must
have q−2j = 1, or j ≡ 0 mod ℓ. Thus in this case, the center Z of A is
generated by Xℓ, Y ℓ, c,K±ℓ.
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Let Ξ = {q2k | k ∈ Z}, and note that the algebra R decomposes into
eigenspaces Rξ, ξ ∈ Ξ, relative to φ, where Rξ = {r ∈ R | φ(r) = ξr}. Thus,
Rξ = spanF{ciKj | i ∈ Z≥0 and q−2j = ξ}
and R =
⊕
ξ Rξ gives a grading of R. If J is a φ-stable ideal of R, then
J =
⊕
ξ Jξ where Jξ = J ∩Rξ. For ξ = q−2n ∈ Ξ,
K−nJξ ⊆
{
J ∩ F[c] if q2 is not a root of unity
J ∩ F[c,K±ℓ] if q2 is a primitive ℓth root of unity,
so by the previous paragraph, we have shown that K−nJξ ⊆ J ∩ Z whether
or not q2 is a root of unity. This implies the following.
Lemma 10.3. Let J be a φ-stable ideal of R = F[c,K±1], where φ(c) = c
and φ(K) = q−2K. Then J = R(J ∩ Z), where Z is the center of the
corresponding generalized Weyl algebra A = R(φ, t) with t as in (10.2).
Now let (V,w) be a Whittaker pair for A of type ζ with Q = AnnR(w).
As Q is φ-stable, Q is centrally generated and
Q = AnnR(V ) =
{
RZV if q
2 is not a root of unity
R(ZV ∩R) if q2 is a root of unity, (10.4)
where ZV = AnnA(V )∩Z. Note that AZV ⊆ AnnA(w) regardless of whether
q2 is a root of unity. Thus by Theorem 4.4,
AnnA(w) = AQ+A(X − ζ) = AZV +A(X − ζ). (10.5)
When q2 is not a root of unity, this is Theorem 3.2.2 of [T]. Theorem 3.2.3
of [T] establishes a one-to-one correspondence between isomorphism classes
of Whitaker modules for A of type ζ and ideals of the center Z = F[c] given
by V → ZV . In the present setting (with no assumption on q2), Theorem
3.12 gives a bijection V 7→ AnnR(w) = Q between isomorphism classes of
Whitaker modules for A of type ζ and φ-stable ideals of R. But there is a
bijection between φ-stable ideals J and ideals of Z given by J 7→ J ∩Z since
J = R(J ∩ Z).
Assume that q2 is not a root of unity, and let V be a simple Whittaker
module, with F algebraicially closed. Since Q := AnnR(w) is generated by
its intersection with F[c], there must exist ϑ ∈ F such that Q = R(c − ϑ).
Notice that R/Q ∼= F[K±1] is a domain, and it is clear that the induced
automorphism φ : R/Q → R/Q has infinite order since φ(K) = q−2K.
Thus as long as t 6∈ Q, Theorem 6.4 implies that AnnA(V ) = A(c − ϑ).
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Recall that t = c− qmKm+q−mK−m
(qm−q−m)(q−q−1)
. If t ∈ Q, then (φ− idR)(φ− q2midR)(t)
is a nonzero multiple of Km belonging to Q, contradicting the fact that Q
is a proper ideal. Therefore t 6∈ Q, and AnnA(V ) = A(c− ϑ).
Suppose now that q2 is a primitive ℓth root of unity for ℓ 6= m. Assume
F is algebraically closed and let V be a simple Whittaker module for A
with Whittaker vector w of type ζ and with Q = AnnR(w). Then Q ∩ Z
is a maximal ideal of F[c,K±ℓ], and there exist scalars ϑ, λ, with λ 6= 0, so
that Q ∩ Z = Rφ(c − ϑ,K±ℓ − λ±ℓ), and Q = R(c − ϑ,K±ℓ − λ±ℓ). Thus,
V ∼= R/Q has a basis consisting of the vectors Kjw for j = 0, 1, . . . , ℓ − 1.
Since XKjw = q−2jζKjw, we see that Xℓ = ζℓidV . If v0 :=
∑ℓ−1
j=0 λ
−jKjw,
then Kv0 = λv0. The vectors vj = ζ
−jXjv0 for j = 0, 1, . . . , ℓ − 1 are
eigenvectors for K (Kvj = λq
2jvj) corresponding to different eigenvalues.
Hence they are linearly independent and comprise a basis for V . The action
of A relative to this basis is given by
cvj = ϑvj . Kvj = λq
2jvj (10.6)
Xvj = ζvj+1 (subscripts mod ℓ)
Y vj = ζ
−1
(
ϑ− λ
mq(2j+1)m + λ−mq−(2j+1)m
(qm − q−m)(q − q−1)
)
vj−1 (subscripts mod ℓ).
Note that Y ℓ = ζ−ℓ
ℓ−1∏
j=0
(
ϑ− λ
mq(2j+1)m + λ−mq−(2j+1)m
(qm − q−m)(q − q−1)
)
idV must hold.
Therefore, we have the following.
Theorem 10.7. Assume F is algebraically closed of characteristic 6= 2, and
let A = R(φ, t) be a generalized Weyl algebra over F coming from a quantum
Smith algebra with defining relations (10.1), where q2 is a primitive ℓth root
of unity, and ℓ 6= m. If V is a simple Whittaker module for A of type
ζ, then V has dimension ℓ, and there is a basis vj , j = 0, 1, . . . , ℓ − 1, so
that the action of A on V is given by (10.6) for scalars λ, ϑ. The vector
w = v0 + v1 + · · · + vℓ−1 is a cyclic Whittaker vector of type ζ for V . Then
Q = AnnR(w) = R
(
c− ϑ,K±ℓ − λ±ℓ), and AnnA(w) = AQ+A(X − ζ).
Remark 10.8. Since Rφ is F[c] (if q2 is not a root of unity) or F[c,K±ℓ]
(if q2 is a primitive ℓth root of unity), it follows that Rφ is always finitely
generated over F. Lemma 10.3 says that every φ-stable ideal of R is centrally
generated. Thus Theorem 3.23 implies that Vu,K is a simple Whittaker
module for every maximal ideal K of Z. When q2 is not a root of unity,
then there is a scalar ϑ so that Vu,K ∼= Vu/QVu = R/Q, where Q = R(c−ϑ).
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When q2 is a primitive ℓth root of unity, Vu,K has dimension ℓ by Theorem
10.7, and the action of A on Vu,K is given by (10.6) for scalars λ, ϑ such that
c − ϑ, K±ℓ − λ±ℓ ∈ Q ∩ Z = Rφ ∩K. Thus, Vu,K ∼= Vu/QVu = R/Q, where
Q = R
(
c− ϑ,K±ℓ − λ±ℓ).
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