Abstract. Let A (ε) be an analytic square matrix and λ 0 an eigenvalue of A (0) of multiplicity m ≥ 1. Then under the generic condition, ∂ ∂ε det (λI − A (ε)) | (ε,λ)=(0,λ 0 ) = 0, we prove that the Jordan normal form of A (0) corresponding to the eigenvalue λ 0 consists of a single m × m Jordan block, the perturbed eigenvalues near λ 0 and their eigenvectors can be represented by a single convergent Puiseux series containing only powers of ε 1/m , and there are explicit recursive formulas to compute all the Puiseux series coefficients from just the derivatives of A (ε) at the origin. Using these recursive formulas we calculate the series coefficients up to the second order and list them for quick reference. This paper gives, under a generic condition, explicit recursive formulas to compute the perturbed eigenvalues and eigenvectors for non-selfadjoint analytic perturbations of matrices with degenerate eigenvalues.
1. Introduction. Consider an analytic square matrix A (ε) and its unperturbed matrix A (0) with a degenerate eigenvalue λ 0 . A fundamental problem in the analytic perturbation theory of non-selfadjoint matrices is the determination of the perturbed eigenvalues near λ 0 along with their corresponding eigenvectors of the matrix A (ε) near ε = 0. More specifically, let A (ε) be a matrix-valued function having a range in C n×n , the set of n×n matrices with complex entries, such that its matrix elements are analytic functions of ε in a neighborhood of the origin. Let λ 0 be an eigenvalue of the matrix A (0) with algebraic multiplicity m ≥ 1(which may be degenerate, i.e., m > 1). Then in this situation, it is well known [1, §6. 1.7] , [2, §II.1.2] that for sufficiently small ε all the perturbed eigenvalues near λ 0 , called the λ 0 -group, and their corresponding eigenvectors may be represented as a collection of convergent Puiseux series, i.e., Taylor series in a fractional power of ε. What is not well known, however, is how we compute these Puiseux series when A (ε) is a non-selfadjoint analytic perturbation and λ 0 is a degenerate eigenvalue of A (0). There are sources on the subject like [4] , [5] , [6] , [1, §7.4] , and [7, §32] , but it was found that there lacked explicit formulas, recursive or otherwise, to compute the series coefficients beyond the first order terms. Thus, the fundamental problem that this paper addresses is actually two-fold. First, find a method to determine how many Puiseux series there are that represent the λ 0 -group and their eigenvectors along with the fractional power of ε that is associated with each. And second, find explicit recursive formulas to compute all the series coefficients.
Main Results. In this paper we will show that under the generic condition ∂ ∂ε det (λI − A (ε)) (ε,λ)=(0,λ0) = 0, (1.1) the fundamental problems mentioned above can be solved. In particular, we prove Theorem 2.1 and Theorem 3.1 which together state that when this condition is true then the Jordan normal form of A (0) corresponding to the eigenvalue λ 0 consists of a single m × m Jordan block and for ε sufficiently small there is exactly one Puiseux series for the λ 0 -group and one for their corresponding eigenvectors both of which contain only powers of ε m i , λ 1 = 0, and x 0 is an eigenvector of A (0) corresponding to the eigenvalue λ 0 . More importantly though, this theorem gives explicit recursive formulas that allows us to determine the λ k 's and x k 's from just the derivatives of A (ε) at ε = 0. Using these recursive formulas, we compute the leading Puiseux series coefficients up to the second order and list them in Corollary 3.3.
The results of this paper depend essentially on the assumption that the generic condition (1.1) is true. In theory or practice, however, it may not be a straightforward task to show its true. In order to deal with this issue we provide Theorem 2.1. This theorem gives alternative statements that are equivalent to the generic condition (1.1).
The key to all of our results is the study of the characteristic equation for the analytic matrix A (ε) under the generic condition (1.1). By an application of the implicit function theorem, we are able to derive the functional relation between the eigenvalues and the perturbation parameter. This leads to the implication that the Jordan normal form of the unperturbed matrix A (0) corresponding to the eigenvalue λ 0 is a single m × m Jordan block. From this, we are able to use the method of undetermined coefficients to get explicit recursive formulas for determining the Puiseux series coefficients.
We want to take a moment here to show how the results of this paper can be used to determine the Puiseux series coefficients up to the second order for the degenerate case m ≥ 2. To begin we may assume, because of Theorem 2.1, that the Jordan normal form of the unperturbed matrix A (0) corresponding to the eigenvalue λ 0 consists of a single m × m Jordan block. This implies we may put A (0) into the Jordan normal form [3, §6.5: The Jordan Theorem]
where (see notations at end of §1) J m (λ 0 ) is an m × m Jordan block corresponding to the eigenvalue λ 0 and W 0 is the Jordan normal form for the rest of the spectrum. We next define the vectors u 1 ,. . . , u m , as the first m columns of the matrix U ,
(These vectors have the properties that u 1 is an eigenvector of A (0) corresponding to the eigenvalue λ 0 , they form a Jordan chain with generator u m , and are a basis for the algebraic eigenspace of A (0) corresponding to the eigenvalue λ 0 ). Next we partition the matrix U −1 A ′ (0) U conformally to the blocks J m (λ 0 ) and W 0 of the
Then it follows from Theorem 2.1 and Theorem 3.1 that
And thus the generic condition is true if and only if a m,1 = 0. This gives us an alternative method to determine whether the generic condition (1.1) is true or not.
Lets now assume that a m,1 = 0 and hence that the generic condition is true. Define f (ε, λ) := det (λI − A (ε)). Then by Theorem 3.1 and Corollary 3.3 there is exactly one convergent Puiseux series for the perturbed eigenvalues near λ 0 and for their corresponding eigenvectors given by
for h = 0, ..., m − 1, where ζ = e 2π m i . Furthermore, the series coefficients up to second order may be given by
, (1.9)
10)
for any choice of the mth root of a m,1 and where Λ is given in (3.3).
The explicit recursive formulas for computing higher order terms, λ k and x k , are given in Theorem 3.1 using (3.12) and (3.13).
Example. The following example may help to give a better idea of these results. Consider
for h = 0, 1. We see that indeed our formulas for the Puiseux series coefficients are correct up to the second order.
Comparison to Known Results. The example above illustrates the broader goal of this paper, to help bridge the gap between the theory and computability in determining the perturbed eigenvalues and eigenvectors for analytic perturbations of non-selfadjoint matrices. The most relevant papers [4] , [5] , [6] and books [1, §7.4] , [7, §32] do not bridge this gap completely. For instance, the paper [6] addresses linear perturbations and gives theorems [6, Theorems 2.1 and 2.2] more general then ours under which one may compute the leading exponents and leading coefficients for both the eigenvalue and eigenvector perturbations. But unfortunately, like the other references, when it comes to computing higher order terms these sources either do not address the issue or do not address it thoroughly enough. For example, of all the works mentioned only the work of Trenogin and Vainberg [7, §32 pp. 413-418] addresses the issue of higher order terms for analytic perturbations. But their work on the determination of the higher order terms does not lead to explicit recursive formulas like those we give in Theorem 3.1 §3 of this paper. Furthermore, the formula for the second order term [7, §32 p. 417 ] and the implicit recursive formulas for the higher order terms [7, §32 p. 418 ] of the perturbed eigenvalues contain misprints. In our paper, Theorem 3.1 gives explicit recursive formulas for all the higher order terms and Corollary 3.3 gives correct formulas for the leading terms up to the second order. These results are achieved by following a method more similar to Vishik and Lyusternik [4, Appendix I].
Overview. Section 2 deals with the generic condition (1.1). We derive conditions that are equivalent the generic condition in Theorem 2.1. In §3 we give the main results of this paper in Theorem 3.1, on the determination of the Puiseux series with the recursive formulas for calculating the series coefficients. As a corollary we give explicitly the leading Puiseux series coefficients up to the second order. Section 4 contains the proofs of the results in §2 and §3.
Notation. Let C n×n be the set of all n × n matrices with complex entries and C n×1 the set of all n × 1 column vectors with complex entries. For a ∈ C, A ∈ C n×n , and
we denote by a * , A * , and x * , the complex conjugate of a, the conjugate transpose of A, and the 1 × n row vector x * := a * 1,1 · · · a * n,1 . For x, y ∈ C n×1 we let (x, y) := x * y be the standard inner product. The matrix I ∈ C n×n is the identity matrix and its jth column is e j ∈ C n×1 . The matrix I n−m is the (n − m) × (n − m) identity matrix. Define an m × m Jordan block with eigenvalue λ to be
When the matrix A (ε) ∈ C n×n is analytic near ε = 0 we define
2. The Generic Condition. The following theorem, which is proved in §4, gives conditions which are equivalent to the generic one (1.1). 
The characteristic polynomial det (λI − A (ε)) has a simple zero with respect to ε at λ = λ 0 and ε = 0, i.e.,
(ii) The characteristic equation, det(λI − A (ε)) = 0, has a unique solution, ε (λ), in a neighborhood of λ = λ 0 with ε (λ 0 ) = 0. This solution is an analytic function with a zero of order m at λ = λ 0 , i.e.,
(iii) There exists a convergent Puiseux series [8, p. 394] of the matrix λ 0 I − A (ε) at ε = 0 being
where E (ε), F (ε) ∈ C n×n are analytic and invertible matrices in a neighborhood of the origin.
Determination of the Puiseux Series and the Recursive Formulas
for Calculating the Series. This section contains the main results of this paper presented below in Theorem 3.1. To begin we give some preliminaries that needed to set up the theorem. Suppose that A (ε) is a matrix-valued function having a range in C n×n with matrix elements that are analytic functions of ε in a neighborhood of the origin and λ 0 is an eigenvalue of the unperturbed matrix A (0) with algebraic multiplicity m. Assume that the generic condition
is true. Now, by these assumptions, we may appeal to Theorem 2.1 (iv) and conclude that the Jordan canonical form of A(0) has only one m × m Jordan block associated with λ 0 . Hence there exists a invertible matrix U ∈ C n×n such that
where W 0 is a (n − m) × (n − m) matrix such that λ 0 is not one of its eigenvalues [3, §6.5: The Jordan Theorem]. We define the vectors u 1 ,. . . , u m , v 1 ,. . . , v m ∈ C n×1 as the first m columns of the matrix U and U −1 * , respectively, i.e.,
And define the matrix Λ ∈ C n×n by
where (W 0 − λ 0 I n−m ) −1 exists since λ 0 is not an eigenvalue of W 0 (for more details on the vectors (3.2) and the matrix Λ see Appendix A). Next, we introduce the polynomials
and the polynomials r k+l,k = r k+l,k (λ 1 , . . . , λ l ) in λ 1 ,. . . , λ l , for k, l ∈ N, as the expressions
(for more details on these polynomials see Appendix B).
With these preliminaries we can now state the main results of this paper. Proofs of these results are contained in the next section. 
is true. Then there is exactly one convergent Puiseux series for the λ 0 -group and for their corresponding eigenvectors which may be given by
Furthermore, we can choose
for any fixed mth root of (v m , A 1 u 1 ) and the eigenvectors to satisfy the normalization conditions
Consequently, under these conditions λ 1 , λ 2 ,. . . and x 0 , x 1 , . . . are uniquely determined and are given by the recursive formulas
, for s > m (3.12)
where ⌊⌋ denotes the floor function. 
where f (ε, λ) := det (λI − A (ε)).
Proofs.
This section contains the proofs of the results of this paper. We begin by proving Theorem 2.1 of §2 on conditions equivalent to the generic condition. We next follow this up with the proof of the main result of this paper Theorem 3.1. We finish by proving its corollaries 3.2 and 3.3. 
Then f is an analytic function of (ε, λ) near (0, λ 0 ) since the matrix elements of A (ε) are analytic functions of ε in a neighborhood of the origin and the determinant of a matrix is a polynomial in its matrix elements. Also we have f (0, λ 0 ) = 0 and ∂f ∂ε (0, λ 0 ) = 0. Hence by the holomorphic implicit function theorem [9, §1.4 Theorem 1.4.11] there exists a unique solution, ε (λ), in a neighborhood of λ = λ 0 with ε (λ 0 ) = 0 to the equation f (ε, λ) = 0, which is analytic at λ = λ 0 . We now show that ε (λ) has a zero there of order m at λ = λ 0 . For (ε, λ) near (0, λ 0 ) we can expand f into a power series f (ε, λ) = 
Combining this with the fact that f (0, λ 0 ) = 0 and ∂f ∂ε (0, λ 0 ) = 0 we get
where
q+1 with ε q = 0 and q > 1. Then using the series expansion of f (ε, λ) about (0, λ 0 ) and ε (λ) about λ = λ 0 together with the identity f (ε (λ) , λ) = 0 for |λ − λ 0 | << 1, we can solve for q and ε q finding that q = m and
Therefore we conclude that ε (λ) has a zero of order m at λ = λ 0 , as desired.
(ii)⇒(iii)
. Suppose (ii) is true. The first part of proving (iii) involves invert ε (λ) near ε = 0 and λ = λ 0 . To do this we expand ε (λ) in a power series about λ = λ 0 and find that ε (λ) = g(λ)
m where
and we are taking any fixed branch of the mth root that is analytic at ε m . Notice that, for λ in a small enough neighborhood of λ 0 , g is an analytic function, g (λ 0 ) = 0, and where by ε 1 m we mean all branches of the mth root of ε. We know that g −1 is analytic at ε = 0 so that for sufficiently small ε the multivalued function λ (ε) is a Puiseux series. And
Now suppose that for fixed λ sufficiently near λ 0 and for sufficiently small ε that det (λI − A (ε)) = 0. We want to show that this implies λ = λ (ε) for one of the branches of the mth root. Well we know by hypothesis we must have ε = ε (λ). But as we know this implies that ε = ε (λ) = g(λ)
. But λ is near enough to λ 0 and ε is sufficiently small that we may apply the g −1 to both sides yielding
, as desired. Furthermore, all the m branches λ h (ε), h = 0, ..., m − 1 of λ (ε) are given by taking all branches of the mth root of ε so that
where ζ = e 2π m i and and det (λI − A (g (λ))) = 0 for λ in a neighborhood of λ 0 . Now we consider the analytic matrix A (g (λ)) − λI in a neighborhood of λ = λ 0 with the constant eigenvalue 0. Because 0 is an analytic eigenvalue of it then there exists an analytic eigenvector, x (λ), of A (g (λ)) − λI corresponding to the eigenvalue 0 in a neighborhood of λ 0 such that x (λ 0 ) = 0. In particular, x (λ 0 ) is an eigenvector of A (0) corresponding to the eigenvalue λ 0 . Thus by using the series expansions of g (λ), A (g (λ)) − λI, and x (λ) about λ = λ 0 we get
This implies that
The first m equations imply that 
Now by the (m + 1)th equation then we have
We will show that we can choose a v 0 an eigenvalue of A (0) * corresponding to the
.., y n , for C n×1 . We form a n × n matrix U with this basis as a column vectors as such
.., y n is a basis it forms a linear independent set and so U is invertible. Define V as the matrix
Then we have the biorthogonal relation
We will show that the mth column of V is the vector we seek, i.e., v 0 = V e m = U −1 * e m is an eigenvector of A (0) * corresponding to the eigenvalue λ * 0 such that
Now we need only show that v 0 is an eigenvalue of A (0) * corresponding to the eigenvalue λ * 0 . To do this we first note that
where W 0 is a (n − m) × (n − m) matrix such that λ 0 is not one of its eigenvalues.
Hence by Proposition A.1 (ii) it follows that v 0 = U −1 * e m is an eigenvalue of A (0) * corresponding to the eigenvalue λ * 0 . Hence 
(iv)⇒(i). Suppose (iv) is true. We begin by noting that since det (λ
it suffices to show that
An expression for the derivative of det (A (0) − λ 0 I) + A ′ (0) ε can be found in where
is the matrix obtained from Y * A ′ (0) X by removing rows and columns i 1 . . . i n−1 . But since σ n = 0 and
This completes the proof. We now prove Theorem 3.1.
4.2.
Proof of Theorem 3.1. Proof. We begin by noting that our hypotheses imply that statements (ii), (iii), and (iv) of Theorem 2.1 are true. In particular, statement (iii) implies that there is exactly one convergent Puiseux series for the λ 0 -group given by 
is still the same collection of eigenvalues for A (ε), since ζ h+r = ζ [(h+r) mod m] , and is still a convergent Puiseux series with corresponding eigenvectors
Hence without loss of generality we may assume that, for the Puiseux series representing the eigenvalues of A (ε) given in (3.7),
Next, we wish to prove that we can choose the perturbed eigenvectors (3.8) to satisfy the normalization conditions (3.10). For us to do this we must first show that (v 1 , x 0 ) = 0. This is done by noting that Theorem 2.1 (iv) tells us the Jordan normal 
is analytic at the origin and
This implies (v 1 , x 0 ) = 1 and (v 1 , x k ) = 0, for k ≥ 1 and (v 1 , x h (ε)) = 1 for h = 0, ..., m − 1. Combine this with the fact that x h (ε) is an eigenvector of A (ε) corresponding to the eigenvalue λ h (ε) and we have proved the statement that we choose the perturbed eigenvectors (3.8) to satisfy the normalization conditions (3.10). Note that we have also proved that for those perturbed eigenvectors that satisfy the normalization conditions we have (v 1 , x 0 ) = 1 and (v 1 , x k ) = 0, for k ≥ 1.
We are now in a position to show that λ 1 , λ 2 , . . . and x 0 , x 1 , . . . are given by the recursive formulas (3.11)-(3.13). First some preliminaries. We begin by using the equality 
Next, denote S by the space spanned by the vectors {U e i | 2 ≤ i ≤ n}. We will now show that x s ∈ S for s ≥ 1. First notice that since U is invertible and is an n × n matrix then its columns, U e i for 1 ≤ i ≤ n is a basis for C n×1 . Hence we have for each s with s ≥ 1, x s = n i=1 c i U e i for some complex scalars c i . Next, we note that by the facts (v 1 , x 0 ) = 1 and (v 1 , x k ) = 0, for k ≥ 1 as we just proved, the definition v 1 = U −1 * e 1 , and (v 1 , U e i ) = δ 1i for 1 ≤ i ≤ n, this implies that 0 = (v 1 , x s ) = c 1 for s ≥ 1. Hence x s ∈ S for s ≥ 1.
Now from Proposition A.1 (iii) we know that Λ (A 0 − λ 0 I) acts as the identity on S = span{U e i | 2 ≤ i ≤ n}. Hence since x s ∈ S for s ≥ 1 we have x s = Λ (A 0 − λ 0 I) x s , for s ≥ 1.
Finally, for s = 0 we have x 0 = u 1 . This follows from that facts that we have already proven that there exists a c 1 = 0 such that x 0 = c 1 u 1 , the normalization condition (v 1 , x 0 ) = 1, and (v 1 , U e 1 ) = 1. Thus we have proved that
which is the first key step in this proof. The next key step in this proof is the following lemma. Lemma 4.1. For all s ≥ 0 the following identity holds
where we define u 0 = 0.
Proof. The proof is by induction on s. The statement is true for s = 0 since (A 0 − λ 0 I) x 0 = 0 = p 0,0 u 0 . Now suppose it was true for all r with 0 ≤ r ≤ s for some nonnegative integer s. We will show the statement is true for s + 1 as well.
Suppose
Λu i by the first key step (4.4). Second, by Proposition A.1 (iv) we have Λu i = u i+1 for 1 ≤ i ≤ r and hence
the latter equality holding since p s+1−k,0 = 0 for s + 1 − k > 0 and p 0,0 = 1. Now we rearrange the sum using the identity
a k,i and use the fact that
Therefore the statement is true if s + 1 ≤ m − 1. Now suppose that s + 1 ≥ m. The proof is similar to what we just proved. First we get for 1 ≤ r ≤ s, x s = Λ (A 0 − λ 0 I) x s , for s ≥ 1 by the first key step (4.4), Λu i = u i+1 for 1 ≤ i ≤ m − 1 and Λu m = 0 by Proposition A.1 (iv), and p r,0 = 0 by definition since r ≥ 1. Hence these together with the induction hypothesis for 1 ≤ r ≤ s that (4.5) is true implies that
Thus from this representation of x r for 1 ≤ r ≤ s we get
We use the sum identity 
for s ≥ i ≥ 0 (which follows from Proposition B.1 (vi)) to get
Now though we use the sum identities and let a k,j,i = ⌊
for q ≥ i + 1 > 0(which follows from Proposition B.1 (vi)) to conclude that
Next we use the sum identities together with the fact that p j,0 = 0 for j > 0 and p 0,0 = 1 to conclude by letting
But this is the statement we needed to prove for s + 1 ≥ m. Therefore by induction the statement (4.5) is true for all s ≥ 0 as desired. The lemma above is the key to prove the recursive formulas for λ s and x s as given by (3.11)-(3.13). First we prove that x s is given by (3.13). For s = 0 we have already shown x 0 = u 1 = p 0,0 u 1 . So suppose s ≥ 1. Then we use the above lemma identity (4.5) together with the identities given in (4.4), the fact that Λu i = u i+1 for 1 ≤ i ≤ m − 1 and Λu m = 0 (see Proposition A.1 (iv)), and p s,0 = 0 by definition since s ≥ 1 to conclude that
This proves that x s is given by (3.13).
Next by using the above lemma identity (4.5) again we will prove that λ s is given by (3.11) and (3.12). We start with s = 1 and prove λ 1 is given by (3.11). To being we note that by Proposition A.1 (ii) we have (A 0 − λ 0 I) * v m = 0. Then using the above lemma identity (4.5) for s = m, the biorthogonality relation (v i , u j ) = δ ij from Proposition A.1 (i), and the fact p m,m = λ m 1 from Proposition B.1 (iv), we get 0 = (
. Now in the beginning of our proof we chose a mth root of (v m , A 1 u 1 ) and denoted it by (v m , A 1 u 1 ) 1/m . We showed that for this same mth root we had
This means that
and by taking that mth root of (v m , A 1 u 1 ) on that chain of equalities we conclude that formula (3.11) is true. Finally, suppose that s ≥ 2. Then using the fact (A 0 − λ 0 I) * v m = 0 by Proposition A.1 (ii), the above lemma identity (4.5) for m+ s− 1, the biorthogonality relation (v i , u j ) = δ ij from Proposition A.1 (i), the identities Λ * v 1 = 0, and Λ 
And therefore using this equality and the fact λ 1 = 0 we can solve for λ s and we will find that it is given by (3.12) as desired. This completes the proof. Finally, we can now prove the corollaries. ⌋ . Furthermore, to get up to the second order terms we just explicitly calculate λ 2 and x 1 , x 2 . The only nontrivial aspect is the calculation of λ 2 . But this follows from the series representation of f (ε, λ) (4.1) and λ 0 (ε) (3.7) which, for ε in a neighborhood of the origin, satisfies
(see the proof of (i)⇒(ii) in Theorem (2.1) and Proposition B.1 (iii)-(v)). This allows us to solve for λ 2 yielding , for m = 1 iii. By the definition of p j,1 we have p j,1 = s1=j 1≤s̺≤j 1 ̺=1 λ s̺ = λ j , as desired.
iv. By the definition of p j,j we have p 0,0 = 1 for j = 0 and for j > 0 we have p j,j = s1+···+sj =j 
