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WAHRHEIT, BEWEIS, GEDANKE, IDENTITÄT
STEFAN MÜLLER-STACH
Zusammenfassung. Manuskript zu einem Vortrag im Studium Generale der
Johannes Gutenberg–Universität Mainz am 23. Mai 2018.
1. Motivation und Fragestellungen
Die Begriffe Wahrheit, Berechenbarkeit, Beweis und Identität spielen eine große
Rolle in der Philosophie und in der Mathematik. Die Begriffe Berechenbarkeit und
Beweis sind dabei weitaus einfacher zu verstehen als der Wahrheits- und der Identi-
tätsbegriff. Darüber hinaus ist vielleicht die größte ungelöste Frage, wie das mensch-
liche Denken – also unser Gehirn – funktioniert. Diese Frage kann bis heute niemand
beantworten, ebensowenig die Platonsche Frage, ob es einen Ort außerhalb unseres
Gehirns gibt, in dem die Gedanken und Begriffe unseres Denkens lokalisiert sind.
Die Zusammenhänge zwischen all diesen Begriffen möchte ich auf unterhaltsame
und unmathematische Weise skizzieren und dabei gleichzeitig einen historischen
Bogen spannen, der bis zur aktuellsten Forschung innerhalb der Mathematik reicht.
Dabei gehen wir insbesondere auf folgende Fragen ein:
• Kann man den Begriff Wahrheit definieren?
• Ist Wahrheit gleich Beweisbarkeit?
• Ist Beweisbarkeit gleich Berechenbarkeit?
• (Entscheidungsproblem) Kann man entscheiden, ob eine Proposition in ei-
ner axiomatischen Theorie mit logischen Methoden beweisbar ist?
• Was bedeutet die Gleichung A = A (Identität)?
• Was ist ein Gedanke und wo sind die Gedanken lokalisiert?
• Konkret: Was ist eine Zahl?
• Gibt es einen Berechenbarkeitsbegriff jenseits von Turingberechenbarkeit
(Hyper-Computing)?
• (Turingtest) Was unterscheidet die menschliche Intelligenz von einem Com-
puter?
Das Ziel im Folgenden ist weniger, einen vollständigen Überblick über alle relevan-
ten Theorien zu geben, als vielmehr, den Leser zu eigenem Nachdenken und zum
Selbststudium anzuregen. Ich möchte dabei gleichzeitig viele Menschen vorstellen,
die sich mit solchen Fragen beschäftigt haben. Darunter sind auch einige, die Sie
vielleicht noch nicht kennen, die aber bemerkenswerte Gedanken dazu entwickelt
haben.
2. Mathematische Objekte
Wenn Sie denken, dass Sie bereits wissen, was natürlichen Zahlen
0, 1, 2, 3, 4, 5, . . .
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sind, oder was für ein Objekt eine einzelne dieser Zahlen, wie die Zahl
5
ist, dann sind Sie im Irrtum. Selbst Mathematiker haben Probleme, dies zu erklären.
Schon alleine die Notation für diese Zahl variiert in den verschiedenenWeltsprachen
und in der Geschichte. Andererseits haben wir alle, selbst kleine Kinder, eine Idee
von der Zahl 5 und auch jedes außerirdische Wesen, das uns besuchen würde, hätte
einen Begriff davon und würde beim Betrachten unserer Hände einen Zusammen-
hang herstellen können.
Aber ist das bei allen Menschen die gleiche Idee, d.h. sind alle Avatare der Zahl 5
irgendwie identisch? Die Gleichungen
5 = 5
oder
2 + 3 = 1 + 4
sind also nicht als triviale Aussagen anzusehen.
Wo lebt diese eine Vorstellung der Zahl 5, wenn es nur eine gibt? Die sogenannte
platonische Sichtweise1 schreibt Begriffen wie der Zahl 5 eine gewisse (mysteriöse)
Existenz außerhalb unserer Realität und unserer Gedanken (also unseres Kopfes)
zu. Diese Frage wird sogar noch verkompliziert, wenn alle Avatare der Zahl 5 ver-
schieden sind.
Es gibt keine eindeutigen Antworten auf solche Fragen und wenn zwei verschiede-
ne Sichtweisen aufeinandertreffen, stellt sich die Frage, wie man sie in Kongruenz
bringt.
Platon, Leibniz und Frege haben sich auch ähnliche Fragen für geometrische Gebilde
gestellt. Betrachten wir einen „Kreis”:
Abbildung 1.
Mit dieser Zeichnung sind viele Fragen verbunden: Der Kreis hat im Grunde keine
Ausdehnung, ein Hereinzoomen dürfte keine Pixel oder einen Kreisring erzeugen,
d.h. ein echter Kreis wäre eigentlich unsichtbar. Man kann sicherlich mit Fug und
Recht sagen, dass ein echter Kreis noch niemals auf der Welt irgendwo gezeichnet
oder gesehen wurde. Was wir zeichnen oder sehen ist immer nur ein Bild unserer
Vorstellung von einem Kreis, also ein Abbild unserer Gedanken aus der platoni-
schen Ideenwelt. Dennoch können wir unsere Überlegungen damit durchführen. Im
„Dialogus” schrieb Leibniz dazu passend:
Cogitationes fieri possunt sine vocabulis ... At non sine aliis signis.2
Die Mathematik hat durch die Erfindung der Arithmetik und der Geometrie (bzw.
der Topologie) Theorien geschaffen, die sich mit Zahlen bzw. geometrischen Gebil-
den systematisch auseinandersetzen.
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Eine Gegenposition zum platonischen Realismus bildet der Nominalismus, der in
seiner extremsten Form die Existenz abstrakter Objekte grundsätzlich ablehnt. Ab-
straktes Denken findet demnach nur in Zeichen und Worten statt, daher kommt
auch der Name dieser wissenschaftsphilosophischen Strömung. Bereits bei mittel-
alterlichen Denkern wie Roscellinus oder William von Ockham (Ockham’s Razor)
spielte diese Denkweise eine Rolle. In neuerer Zeit vertreten Harty Field, Paul Be-
nacerraf und John Searle solche Ansichten.3
Die Frage, ob man eher die platonische oder die nominalistische Sichtweise bevor-
zugt, wird auch Universalienstreit genannt. Denken Sie mal selbst in Ruhe darüber
nach.
3. Die Frage nach der Wahrheit
Der Begriff Wahrheit spielt eine große Rolle sowohl in der Wissenschaft als auch
im alltäglichen Denken. Damit sind aber besonders im nicht–wissenschaftlichen
Kontext einige grundsätzliche Schwierigkeiten verbunden.
In natürlichen Sprachen kann man zum Beispiel widersprüchliche selbst–referentielle
Aussagesätze wie das Lügnerparadoxon
Eine Politikerin sagt: „Alle Politikerinnen lügen”
oder andere Sätze wie
Der Barbier der alle Männer rasiert, die sich nicht selbst rasieren
bilden.
Dies verhält sich in formalen Sprachen anders, wie Alfred Tarski gezeigt hat. Da-
zu benutzt man eine über die formale Sprache hinausgehende Interpretation der
Aussagen (Wahrheitsprädikat) in einer Metasprache, d.h. die Hilfe einer Semantik.
Durch diese Trennung der beiden Sprachen wird die Selbstreferenz vermieden und
ein definierbarer Wahrheitsbegriff möglich gemacht.
Selbst–referentielle Gebilde der Form
Dieser Satz ist nicht wahr
oder
Dieser Satz ist nicht beweisbar
kann man aber in bestimmten Kontexten von formalen Sprachen mit einem Kunst-
griff doch erzeugen. Darauf basieren zwei wichtige Ergebnisse von Kurt Gödel und
Alfred Tarski, auf die wir ausführlich eingehen werden.
Wahrheit spielt im alltäglichen Leben eine große Rolle und hängt eng mit den ver-
wandten Begriffen der Beweisbarkeit und Berechenbarkeit zusammen, die Wahrheit
implizieren können. In der Kommunikation ist es wichtig, die Wahrheit von Aussa-
gen und Daten unter Verwendung geeigneterAlgorithmen überprüfbar sicher zu ma-
chen. Technologien wie Public-Key Kryptographie oder Blockchains im Finanzsektor
zeigen, dass dies nicht zuletzt auch eine ökonomische Relevanz hat. Die Verwendung
von Hashfunktionen bei Blockchains, in der Kryptographie oder bei der Eingabe
von Passwörtern in Computersysteme zeigt, dass es möglich ist, die Wahrheit von
Aussagen – wie bei der Authentifizierung eines Benutzers – zu überprüfen, ohne
die Sicherheit des Benutzers zu gefährden. In ähnlicher Weise existieren Protokolle
für sogenannte Zero-Knowledge-Proofs, bei denen die Wahrheit von Behauptungen
überprüft werden kann, ohne dass der Inhalt selbst preisgegeben werden muss. An-
dere Beispiele für Hashfunktionen sind Fingerabdrücke im klassischen Sinne oder
genetische Fingerabdrücke. Eine Hashfunktion ist gut, wenn sie nahezu injektiv
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ist, d.h. wenn zwei Eingabewerte auch unterschiedliche Hashwerte besitzen. Man
nennt sie auch eine Einwegfunktion, wenn aus dem Wert der Hashfunktion nicht auf
den Ausgangswert zurückgeschlossen werden kann. Mit mathematischen Methoden
kann man sehr viele solcher Funktionen generieren.
4. Die Frage nach der Identität
Auch der Identitätsbegriff wirft einige Fragen auf. Wir haben dies bereits am Bei-
spiel der Zahl 5 gesehen. Gottlob Frege, der sich ebenfalls mit dem Identitätsbegriff
für Zahlen auseinandergesetzt hat, hat ein weiteres wunderbares Beispiel für den
Identitätsbegriff gefunden. Er schrieb über den Begriff der Identität ausführlich in
seinem Aufsatz „Über Sinn und Bedeutung”.4 Für die Identität A = B gab er das
Beispiel zweier Schnittpunkte von jeweils zwei Seitenhalbierenden im Dreieck, die
wegen eines bekannten Satzes der Dreiecksgeometrie übereinstimmen:
A A = B B
Abbildung 2. Das Fregesche Beispiel.
Der Beweis dafür ergibt sich daraus, dass sich die drei Seitenhalbierenden eines
Dreiecks immer in einem gemeinsamen Punkt schneiden (dem Schwerpunkt). So-
wohl A als auch B sind also mit diesem Punkt identisch und damit sind A und B
auch identisch. Diese Identität drückt also die Richtigkeit des geometrischen Satzes
vom Schwerpunkt aus und ist keine zufällige Identität von zwei a priori verschiede-
nen Punkten.
Übrigens haben Sie vielleicht bemerkt, dass im obigen Beweis die beiden Dreie-
cke in der Abbildung das „selbe” Dreieck symbolisieren sollen. Um die jeweiligen
Schnittpunkte besser sehen zu können, wurde zwei „identische” Kopien des Dreiecks
gezeichnet, ein gängiger Trick. Man sieht gut, dass auch Originaldreieck und Kopie
austauschbar sind. Unser Denken benutzt also Varianten des Identitätsbegriffs ohne
Zögern.
Die bisher diskutierten Beispiele sind eher unproblematisch. Worin besteht nun das
Problem der Identität? Wie wir gesehen haben, sind mathematische Objekte wie
Zahlen (oder Gruppen, Mannigfaltigkeiten etc.) nicht eindeutig. Der Begriff der Iso-
morphie ist überall in der Mathematik und in den Anwendungen vorhanden. So sind
zum Beispiel Raum–Zeit–Modelle in der Physik auf Mannigfaltigkeiten modelliert,
aber die physikalische Wirklichkeit ist natürlich unabhängig von der gewählten Mo-
dellierung. In der Regel gibt es für mathematische Objekte keine durch irgendetwas
ausgezeichnete kanonische Wahl und es ist gängige Praxis, Wahlmöglichkeiten wie
zum Beispiel Isomorphismen zu ignorieren. Dies bedeutet, dass die „Wirklichkeit”
eigentlich durch eine Äquivalenzklasse solcher Wahlmöglichkeiten beschrieben wird.
Über den Isomorphismus hinaus gibt es auch allgemeinere Äquivalenzbegriffe, die
man alle unter einen Begriff der Gleichheit oder Identität fassen will. Eine gängige
Anschauung ist es, Äquivalenzen als Pfade in einem umgebenden Raum anzusehen,
wie wir sehen werden. Die Probleme bestehen darin, wie weit der Gleichheitsbegriff
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gefasst werden darf und ob „gleiche Objekte” in allen mathematischen Untersu-
chungen ohne Weiteres austauschbar sind.5
Das Problem der Identität ist auch ein tiefes Problem der Philosophie. Dazu siehe
den Vortrag von Martin Heidegger mit dem Titel „Der Satz der Identität” zum Tag
der Fakultäten in Freiburg (27. Juni 1957):
Der Satz der Identität lautet nach einer geläufigen Formel: A = A.
Der Satz gilt als das oberste Denkgesetz. Diesem Satz versuchen
wir für eine Weile nachzudenken. Denn wir möchten durch den Satz
erfahren, was Identität ist.6
Der englische Philosoph David Hume hat ebenfalls über Identität nachgedacht:
We have a distinct idea of an object, that remains invariable and
uninterrupted through a supposed variation of time; and this idea
we call that of identity or sameness ... that all the nice and subtle
questions concerning personal identity can never possibly be deci-
ded, and are to be regarded rather as grammatical than as philo-
sophical difficulties. Identity depends on the relations of ideas; and
these relations produce identity ... 7
5. Aristoteles und ältere Wahrheitstheorien
Der griechische Philosoph Aristoteles, ein Schüler von Platon, hat die Ideenlehre
Platons abgelehnt. Er begründete die mathematische Logik, indem er - unter An-
derem - Syllogismen studierte. Dies sind zweistufige Folgen von Aussagen der Form
(Modus Barbara)
Obersatz: Alle B sind C
Untersatz: Alle A sind B
Konklusion: Alle A sind C.
Die aristotelische Logik umfasst eine ganze Reihe solcher Modi und hatte in den
nachfolgenden Jahrhunderten eine vorherrschende Stellung in der scholastischen
Tradition trotz mancher Kritik (durch René Descartes zum Beispiel). Vom heutigen
Standpunkt ist diese Art der Logik ein Fragment der modernen mathematischen
Logik, die im 19. Jahrhundert durch George Boole (und die anderen englischen
Logiker) und insbesondere durch Gottlob Frege begründet wurde. Aristotelische
Logik wurde im 20. Jahrhundert wieder aufs Neue durch Jan Łukasiewicz8 entdeckt
und mit damals modernen Theorien verglichen.
Aristoteles hat sich aber auch mit dem Wahrheitsbegriff auseinandergesetzt und
war damit ebenso einflussreich. In Aristoteles „Metaphysik”9 wurde der Wahrheits-
begriff im Wesentlichen durch ein Korrespondenz- bzw. Adäquationsprinzip erklärt,
d.h. Wahrheit besteht in der Übereinstimmung zwischen dem Denken (oder alter-
nativ den dabei formulierten Aussagesätzen) und der Wirklichkeit, d.h. der Dinge.
Wahrheit ist also eine Korrespondenz zwischen zwei unterschiedlichen Welten. Ari-
stoteles gab dafür ein explizites Beispiel:
Nicht darum nämlich, weil unsere Meinung, Du seiest weiß, wahr
ist, bist Du weiß, sondern darum, weil Du weiß bist, sagen wir die
Wahrheit, indem wir dies behaupten.10
Thomas von Aquin drückte die Korrespondenztheorie so aus :
Veritas consistit in adaequatione intellectus et rei ...11
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Diese Theorie ist allerdings problematisch, weil dabei zunächst unvergleichbare Be-
griffe wie Gedanken, Aussagen und Wirklichkeit miteinander verglichen werden.
Probleme liegen auch in der Bestimmung des Wahrheitsträgers (Gedanke oder Aus-
sage?) und desWahrmachers (was ist eine Tatsache?). Wenn man diesenWahrheits-
begriff auf die Mathematik anwendet, ergeben sich ebenfalls Probleme, denn ma-
thematische Objekte können dann nur zu idealen Objekten in einer platonischen
Welt korrespondieren, welche Aristoteles und viele andere wie die Intuitionisten
aber ablehnen.
Aristoteles kannte bereits den Satz vom ausgeschlossenen Dritten12, d.h. das Prinzip
das dem Widerspruchsbeweis zugrunde liegt.13
6. Leibniz
Gottfried Wilhelm Leibniz kann man – neben Ramon Llull – als Begründer der
Erkenntnistheorie mit Hilfe symbolischer Methoden ansehen.14 Er war der Meinung,
dass das menschliche Denken – im Gegensatz zur seiner Meinung nach intuitiven
und umfassenden Auffassungsgabe Gottes – aufgrund der Grenzen der menschlichen
Vernunft auf die symbolische Erkenntnis angewiesen sei.
Er träumte von einem ganz allgemeinen und über die Mathematik hinausgehenden
symbolischen Kalkül, für den er in unterschiedlichen Kontexten Namen wie Ars
Combinatoria, Calculus Ratiocinator, Lingua Characteristica oder Mathesis Uni-
versalis wählte. Dieser Kalkül war für Leibniz eine Möglichkeit, das Denken in einer
symbolischen Weise zu vollziehen und Schlussfolgerungen sowie Beweise mit einer
rechnerischen Methode durch Termumformungen innerhalb des Kalküls durchzu-
führen. Die Nähe von Beweis und Berechnung, die für uns noch wichtig werden
wird, war also bereits in den Ideen von Leibniz vorhanden.
Einen sehr bekannten Kalkül, der noch heute in Form des Differenzial dx und des
Differenzialquotienten
df
dx
im Gebrauch ist, hat Leibniz selbst für die Infinitesimalrechnung entwickelt.15 Das
Differenzial dx symbolisiert eine infinitesimal kleine Größe. Der Kalkül von Leibniz
war sehr kühn und beinhaltete die Rechenregeln
d(f + g) = df + dg
d(af) = adf
d(fg) = fdg + gdf
d
(
f
g
)
=
gdf − fdg
g2
.
In der Entwicklung der Infinitesimalrechnung war Leibniz in einem teils erbitterten
Wettbewerb mit Isaac Newton und dessen Theorie der Fluxionen.
Die moderne Infinitesimalrechnung wurde dann erst im 19. Jahrhundert mit Hilfe
von Grenzwerten von Folgen rigoros definiert. Jedoch konnte später die Existenz
unendlich kleiner Größen innerhalb der Nonstandard–Analysis von Abraham Ro-
binson doch noch mathematisch exakt begründet werden.
Der von Leibniz erträumte Kalkül wurde innerhalb der mathematischen Logik im
19. Jahrhundert durch Frege und andere Logiker realisiert. In seiner angedachten
Allgemeinheit wurde er jedoch bis heute nicht konstruiert und auch von Leibniz
später nicht innerhalb seiner Metaphysik angewandt. Ein Grund dafür mag sein,
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dass seine Zeitgenossen ein Kalkül der eindeutig herleitbaren Wahrheit womöglich
nicht akzeptiert hätten.16
Leibniz selbst hat viele Jahre lang eine Rechenmaschinen für die vier Grundrechen-
arten bauen lassen und man kann spekulieren, ob er von einer leistungsfähigen,
universellen Maschine geträumt hat, die sein symbolisches Kalkül in die Praxis um-
setzen könnte und mit Hilfe derer alle philosopischen Fragen durch eine Anwendung
des Kalküls eine rationale Antwort bekommen könnten.
Leibniz hatte eine eigene Definition der Wahrheit von Aussagesätzen in einem sym-
bolischen Kalkül. Zunächst zerlegte er kompliziertere, zusammengesetzte Aussagen
(notio composita) in einfachere unzerlegbare Aussagen, die Teile eines „Gedanken-
alphabets” sind.17 Mit Hilfe dieses Alphabets kann dann ein symbolischer Kalkül
Verwendung finden. Unzerlegbare Aussagen mit Subjekt und Prädikat sind dann
definitionsgemäß wahr, wenn das Prädikat aus dem Subjekt analytisch ableitbar
ist.
Wahrheit war für Leibniz eine Eigenschaft der Gedanken nicht der Dinge, ähnlich
wie bei Frege.18 Im Leibnizschen Dialogus steht:
Veritatem esse cogitationum non rerum.19
Die Leibnizsche Wahrheitstheorie ist auch gegründet auf die Unterscheidung zwi-
schen Tatsachenwahrheiten und Vernunftwahrheiten.20 Die Tatsachenwahrheiten
gelten in unserer realen Welt und sind durch Erfahrung zu gewinnen. Die Vernunft-
wahrheiten gelten in allen möglichen Welten.21
Leibniz schreibt zum Identitätsbegriff:
Eadem vel coincidentia sunt quae sibi ubique substitui possunt,
salva veritate.22
Also A = B, wenn man überall A durch B ersetzen kann (bei Beibehaltung
der Wahrheit der Aussage). Dies ist also ein substitutioneller Identitätsbegriff, der
schwächer ist als der Identitätsbegriff der Ununterscheidbarkeit.
7. Kant
In seinen Überlegungen zum Wahrheitsbegriff entwickelte Immanuel Kant die Leib-
nizsche Wahrheitstheorie wesentlich weiter, ohne aber Leibniz explizit zu erwäh-
nen.23 Kant benutzte die epistemische Unterscheidung zwischen a priori Urteilen –
notwendigen und allgemeingültigen Urteilen unabhängig von der Erfahrung – und
a posteriori Urteilen – Erfahrungsurteile – die auf Aristoteles zurückgeht (in Form
von Bedingung und Bedingtes).
Immanuel Kant unterschied aber auch zusätzlich zwischen analytischen und syn-
thetischen Urteilen24, die einen Geltungsgrund der Wahrheit ausdrücken. Ein ana-
lytisches Urteil ist ein Erklärungsurteil, d.h. es kann aus den Eigenschaften des
betrachteten Subjekts direkt gefolgert werden. Dagegen ist ein synthetisches Ur-
teil ein Erweiterungsurteil, d.h. es ist aus dem betrachteten Subjekt nicht sofort
erkennbar, sondern nur über eine darüber hinausgehende Begründung.
Die Begriffspaare analytisch–synthetisch und a priori–a posteriori sind zunächst
grundsätzlich voneinander unabhängig. Die Leibnizschen Vernunfturteile werden in
diesem Denksystem zu analytischen Urteilen a priori und die Tatsachenurteile zu
synthetischen Urteilen a posteriori.25 Analytische Urteile a posteriori werden dabei
ausgeschlossen, da analytische Urteile immmer a priori sind26, so dass noch eine
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dritte Kategorie der synthetischen Urteile a priori übrig bleibt, die nach Kant eine
neue Kategorie war.
Kant hat der Mathematik im Allgemeinen diese Eigenschaftspaarung synthetisch a
priori zugeschrieben. Frege, Dedekind, Russell et al. haben dagegen im Rahmen des
Logizismus diese Ansicht zurückgewiesen und wollten die Mathematik vollständig
auf die Logik zurückführen, so dass die Mathematik als Konsequenz der Logik
analytisch wäre.
8. Boole und Frege: Der Aufstieg der mathematischen Logik
George Boole, Augustus De Morgan und andere englische und deutsche Logiker27
entwickelten in der Mitte des 19. Jahrhunderts die Grundbegriffe der klassischen
(nicht–intuitionistischen) Aussagenlogik. Insbesondere entwickelten sie ein Kalkül,
den man heute Boolesche Algebra nennen würde. Darin werden Aussagen durch die
Verknüpfungen
A ∧B (UND), A ∨B (ODER),¬A (NEGATION), A⇒ B (KONDITIONAL)
zu neuen Aussagen verbunden. Es gibt die konstanten Aussagen
⊤ (WAHR),⊥ (FALSCH).
In der klassischen Aussagenlogik gelten Rechenregeln wie
¬A ∨ ¬B ⇔ ¬(A ∧B) und A⇒ B ⇔ B ∨ ¬A,
so dass einige Zeichen im Prinzip redundant sind. Beweise für solche Rechenre-
geln kann man in der nicht–intuitionistischen Logik mit Hilfe von Wahrheitstafeln
führen. Ein Beispiel dafür ist:
A B A⇒ B B ∨ ¬A
wahr wahr wahr wahr
wahr falsch falsch falsch
falsch wahr wahr wahr
falsch falsch wahr wahr
Dieses heute mathematische Logik genannte Gebiet wurde in der Folgezeit wesent-
lich weiter entwickelt, insbesondere durch Giuseppe Peano und Gottlob Frege. Frege
erkannte anhand vieler Beispiele, dass die natürliche Sprache keine gute Grundlage
für die Erforschung des Wahrheitsbegriffs ist und entwickelte deshalb die mathe-
matische Logik als
Wissenschaft der allgemeinsten Gesetze des Wahrseins.28
Frege begründete die moderne mathematische Logik mittels formaler Sprachen in
seiner „Begriffsschrift”.29 Auf ihn geht zurück, logische Zeichen wie den Urteilsstrich
⊢ A
und den Allquantor
∀x P (x)
zu verwenden. Am Anfang der Begriffsschrift beruft sich Frege ausdrücklich auf
Leibniz als Vorbild:
Auch Leibniz hat die Vortheile einer angemessenen Bezeichnungs-
weise erkannt, vielleicht überschätzt. Sein Gedanke einer allgemei-
nen Charakteristik, eines calculus philosophicus oder ratiocinator
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war zu riesenhaft, als dass der Versuch ihn zu verwirklichen über
die blossen Vorbereitungen hätte hinausgelangen können.30
Freges Theorie baut daher in der Tat auf den Ideen von Leibniz auf. Bei Freges
Variante einer Leibnizschen Sprache handelt es sich um eine formale Sprache, die
wir heute Prädikatenlogik zweiter Stufe nennen würden.
Die mathematische Logik als mathematische Theorie wurde erst im zwanzigsten
Jahrhundert voll entwickelt. Dazu trugen zu Anfang besonders David Hilbert und
Thoralf Skolem bei. Die größten Leistungen auf diesem Gebiet gehen aber sicherlich
auf Kurt Gödel zurück, der um 1930 einige Ergebnisse beweisen konnte, die bis heute
die Grundlage dieses Gebiets darstellen. Das verwandte Gebiet der Modelltheorie
wurde etwas später durch Alfred Tarski begründet.
9. Freges Überlegungen zum Wahrheitsbegriff
Wir sind bereits darauf eingegangen, dass sich Frege mit dem Identitätsbegriff be-
schäftigt hat. Besonders intensiv hat er sich aber auch mit dem Wahrheitsbegriff
auseinandergesetzt. Bei seinem Nachdenken stellte er in einer Notiz von 1906 fest:
Was wahr sei, halte ich für nicht erklärbar.31
Frege gab aber das Nachdenken über Wahrheit nie auf. Er hielt sicherlich die ari-
stotelische Korrespondenztheorie der Wahrheit für nicht angemessen. Stattdessen
schrieb er 1918:
So ist mit jeder Eigenschaft eines Dinges eine Eigenschaft eines
Gedankens verknüpft, nämlich die der Wahrheit.32
Die Wahrheit, obwohl häufig sinnlich erfahrbar, liegt also im Gedanken, d.h. der
Gedanke ist der Träger der Wahrheit und nicht etwa der Mensch oder die Dinge. In
dem Moment, in dem die Wahrheit eines Gedankens behauptet oder gezeigt wird,
fällt der Mensch ein Urteil.33
Frege schrieb zum Denken und der Welt der Gedanken:
Die Gedanken sind weder Dinge der Außenwelt noch Vorstellungen.
Ein drittes Reich muß anerkannt werden.34
Das „Reich der Gedanken” als ein eigener Ort der mathematischen Objekte bzw.
Gedanken ist eine Idee, die von vielen Mathematikern geteilt wird. Allerdings ist
die Existenz eines solchen Ortes natürlich äusserst fraglich und es gibt daher Phi-
losophen, die diese platonische Vorstellung vollkommen ablehnen, wie wir bereits
besprochen haben.
Frege schrieb insgesamt drei Bücher zur Arithmetik: „Die Grundlagen der Arith-
metik”35 und die „Grundgesetze der Arithmetik”36(Teile I und II).
Das Ziel der „Grundlagen der Arithmetik” war die präzise Ausformulierung des
Zahlbegriffs. Dabei benutzte Gottlob Frege die Methode der Abstraktion, um Zahlen
und andere mathematische Objekte zu erklären.37 Er stellte sich zum Beispiel die
Zahl 5 als die Klasse (oder Extension) aller Mengen vor, die aus 5 Elementen
bestehen. Um solche Dinge zu definieren, musste er imprädikative Klassen der Form
{x | F (x) ist wahr}
bilden, wobei F eine Eigenschaft ist, die die Elemente x haben können. Derartige
Konstruktionen führen aber zu Widersprüchen, wie der Russelschen Antinomie38,
die ihm Bertrand Russell in einem berühmten Brief vom 16. Juni 1902 mitteilte.
Frege konnte diese Probleme nicht lösen und verzweifelte darüber sehr.39
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Die Russellsche Antinomie hatte auch Konsequenzen für die von Cantor und De-
dekind ab etwa 1870 begründeten Mengenlehre, die erst durch die Aufstellung der
Zermelo–Fraenkel–Axiome behoben werden konnte. Bertrand Russell (später mit
Alfred N. Whitehead in der „Principia”) versuchte auch selbst einen Ausweg aus den
Antinomien der Mengenlehre, indem er Mengen hierarchisierte (in eine aufsteigende
Folge unendlich vieler Typen), so dass immer x /∈ x gilt.
Freges Buch „Die Grundlagen der Arithmetik” war auch eine Begründung des Logi-
zismus, d.h. der Reduktion der Mathematik auf die Logik, und ist in dieser Hinsicht
als Gegensatz zu Kant zu sehen, denn Frege behauptete, dass Mathematik analy-
tisch sei und nicht synthetisch a priori wie Kant sagte. Da die Arithmetik auf dem
Prinzip der vollständigen Induktion aufbaut, musste er insbesondere dieses Prin-
zip aus fundamentalen logischen Prinzipien ableiten.40 Nach heutigem Verständnis
gelang dies Frege trotz der Probleme mit Antinomien in seiner eigenen Vorgehens-
weise durch Verwendung des sogenannten Humeschen Prinzips, das in seinem Buch
erwähnt wird.41 Es ist jedoch umstritten, ob dieses Prinzip wirklich ein logisches
Prinzip ist. Russell hatte, ähnlich wie Frege, den Logizismus als Ziel. Henri Poincaré
war der Meinung, dass die vollständige Induktion synthetisch a priori sei und daher
grundsätzlich nicht aus anderen Prinzipien ableitbar sei:
Dieses Gesetz, welches dem analytischen Beweise(n) ebenso unzu-
gänglich ist wie der Erfahrung, gibt den eigentlichen Typus des
synthetischen Urteils a priori.42
Das Programm des Logizismus scheiterte daher – wie wir gesehen haben – unter
anderem an der Existenz unendlicher Konstrukte wie der natürlichen Zahlen N,
deren Existenz man aus rein logischen Prinzipien nicht folgern kann. Ein anderes,
untergeordnetes Problem ist, dass jeder logische Formalismus in der Regel auch
einen Zahl- und Mengenbegriff in der Notation enthält und die vollständige Induk-
tion in vielen Beweisen vorkommt. Anhänger des Neologizismus wie Crispin Wright
versuchen dennoch weiterhin, den Logizismus zu retten.
10. Dedekind: Strukturalismus und der Rekursionssatz
Richard Dedekind hat mit seinen Büchern „Stetigkeit und Irrationalzahlen” und
„Was sind und was sollen die Zahlen?”43 sowie in seinem Briefwechsel mit Georg
Cantor die Grundbegriffe der Mengenlehre gelegt und gleichzeitig den Aufbau des
Zahlsystems in der Mathematik auf ein solides Fundament gestellt. Insbesondere
hat er Axiome für die natürlichen Zahlen aufgestellt und den Rekursionssatz be-
wiesen. Er zeigte damit unter Anderem, dass die natürlichen Zahlen eindeutig bis
auf Isomorphie sind. Dedekind verwendete jedoch Quantoren über alle Teilmengen
der natürlichen Zahlen, so dass er in moderner Sicht die Prädikatenlogik zweiter
Stufe in seinen Beweisen zugrundelegte.
Thoralf Skolem hat später gezeigt, dass in der Prädikatenlogik erster Stufe (viele)
sogenannte Nichtstandardmodelle der natürlichen Zahlen existieren, die ganz andere
Eigenschaften haben als wir üblicherweise annehmen. Die Skolemsche ausschließli-
che Verwendung von Logik erster Stufe wurde nach einiger Zeit ein vorherrschender
Standard.
Dedekinds Herangehensweise an die Mathematik kann man als den Beginn des
Strukturalismus sehen, einer mathematik-philosophischen Sichtweise. Er benutzte
den Abbildungsbegriff in einem modernen Sinne und nahm damit die Entstehung
der Kategorientheorie im 20. Jahrhundert voraus, die die Struktureigenschaften der
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mathematischen Objekte mehr betont als die Objekte selbst, die austauschbar sind.
Darauf werden wir noch ausführlich eingehen.
Die Möglichkeit rekursiver Berechnungen und von Beweisen mit vollständiger In-
duktion ist aber bereits vor Dedekind in informeller Weise bekannt gewesen. So
hatte zum Beispiel Lady Ada Lovelace rekursive Berechnungen von Bernoullizah-
len für die von Charles Babbage erdachte Rechenmaschinen geplant und dafür eine
Art Computerprogramm geschrieben. Zwischen 1900 und 1930 wurde die von Dede-
kind streng begründete Rekursionstheorie langsam weiterentwickelt und es entstand
eine Theorie der primitiv rekursiven Funktionen, die man in den Arbeiten von Da-
vid Hilbert, Thoralf Skolem, Rosza Péter und anderen finden kann. Am Beispiel
der Rekursionstheorie und in den Anfängen der beweistheoretischen Arbeiten von
Hilbert sieht man sehr gut, wie eng Beweistheorie und Berechenbarkeitstheorie zu-
sammenhängen.
11. Die Theorie der Berechenbarkeit
Die ersten genuin mathematisch–theoretischen Modelle für den Leibnizschen Be-
rechenbarkeitsbegriff wurden um 1910 von Axel Thue erfunden und werden heute
Thuesysteme44 genannt. Thues Standpunkt war, dass jede Form der Berechnung
oder des Beweises als Folge von Termersetzungen entsteht. Seine Ideen hatten später
enormen Einfluss auch außerhalb der Mathematik und Informatik in der Linguistik
(Noam Chomsky, Richard Montague).
Um das Annus Mirabilis 1936 herum ergab sich eine bemerkenswerte Situation:
Das Konzept der Turingmaschine und damit der Begriff der Turingberechenbarkeit
wurden von Alan Turing erfunden. Er erkannte auch, dass universelle Turingma-
schinen existieren, die jede andere Turingmaschine simulieren können. Damit war
zumindest theoretisch das Konzept eines programmierbaren Computers geboren.
Emil Post, der Thues Arbeiten kannte, erfand ebenfalls eine mathematische Theorie
von Automaten, die den Thue–Systemen und den Turingmaschinen ähneln.
Alonzo Church begründete den λ–Kalkül – eine dritte alternative Berechenbarkeits-
theorie und heute die Grundlage funktionaler Programmiersprachen – und erfand
eine Typentheorie, die Simple Type Theory45 genannt wird.
Schließlich definierte Stephen C. Kleene die rekursiven Funktionen (alias µ–rekursive
Funktionen) als Erweiterung der primitiv rekursiven Funktionen und zeigte die
Äquivalenz all dieser vier Definitionen. Die sogenannte Churchsche These besagt
grob gesprochen, dass alle überhaupt möglichen realistischen Berechenbarkeitsmo-
delle immer zu jeder von diesen vier Modellen äquivalent sind.
Die gegenwärtig dominierende Computertechnologie ist die digitale von Neumann
Rechnerarchitektur, die von John von Neumann in den 1940er Jahren in Princeton
zusammen mit seinen Mitarbeitern begründet wurde. Es ist in der Literatur umstrit-
ten, ob es neben dem digitalen Computer andere analoge Berechenbarkeitsmodelle
gibt, die die Funktion des Gehirns besser simulieren (Neuromorphic Computing)
oder strikt leistungsfähiger sind als digitale Computer (Hypercomputing).
Künstliche neuronale Netze oder auch Quantencomputer sind populäre neue Bere-
chenbarkeitsmodelle, die jedoch beide die Churchsche These bestätigen. Dies gilt im
Fall der neuronalen Netze zumindest, falls die Synapsengewichte rationale Zahlen
sind. Lässt man beliebige reelle Zahlen zu, so kann zumindest mathematisch gesehen
diese Schranke durchbrechen. Ein solches Netz scheint aber nur schwer realisierbar
zu sein.
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Wenn Hypercomputing technisch möglich wäre, dann wäre Berechenbarkeit eher ein
physikalisches Phänomen. Aufgrund eines Ergebnisses von El Pour und Richards46
wurde lange die Möglichkeit von Hypercomputing vermutet, aber dies hat sich nie
bestätigt. Es ist also denkbar, dass die Churchsche These stimmt und Berechenbar-
keit mehr mit Mathematik als mit Physik zu tun hat. Dies ist auch deshalb plau-
sibel, weil die gegenwärtige Physik in mathematischer Sprache beschrieben werden
kann.
Eine andere und sehr interessante, aber ungelöste Frage ist, ob das menschliche
Gehirn einem Computer über– oder unterlegen ist. Alan Turing hat in einem Arti-
kel47 dafür den Turingtest vorgeschlagen. Der Test berücksichtigt aber nicht Fragen
zum Bewusstsein des Menschen, das ihn sicherlich von einer Maschine unterschei-
det. Dieser Test wurde daher weiterentwickelt. Alle diese Fragen bilden Teil eines
aktuellen interdisziplinären Forschungsgebiets.
12. Beweistheorie
Um die Wende zum 20. Jahrhundert kamen neuartige Sichtweisen auf die Mathe-
matik auf, wie der Formalismus von Hilbert und der Intuitionismus.48
Der Formalismus von Hilbert wird so genannt, weil die axiomatische Methode einen
formaleren Umgang mit mathematischen Objekten zugrundelegte als die Mathema-
tik vor dieser Zeit, die in der Regel nicht die formalen Gesichtspunkte in Vorder-
grund stellte. Beispiele axiomatischer Theorien sind die Euklidische Geometrie, die
Mengenlehre von Zermelo–Fraenkel und die Dedekind–Peano Arithmetik.49
Die mathematische Beweistheorie wurde erst am Anfang des 20. Jahrhunderts von
David Hilbert formalisiert. Ein formales System, das aus einer formalen Sprache
besteht, das Axiome und Schlussregeln enthält und in dem man daher Beweise
durchführen kann, nennt man ein deduktives System oder einen logischen Kalkül.
Diese Idee geht offenbar ebenfalls auf den Einfluss von Leibniz zurück. Axel Thues
oben beschriebenes Berechenbarkeitsmodell ist so allgemein formuliert, dass man
es auch als deduktives System interpretieren kann.
Hilbert hat sich ab etwa 1900 und verstärkt ab 1917 (mit Ackermann und Bernays)
mit der Beweistheorie in axiomatischen mathematischen Theorien beschäftigt und
u.a. den Hilbertschen Beweiskalkül entwickelt. Zu diesem Zweck hatte er die Be-
weisführung mathematisiert und erkannte, dass Beweise im Grunde Berechnungen
in einem speziellen Kalkül sind. Berechenbarkeit wird dabei mit der Verwendung
allgemein–rekursiver Funktionen gleichgesetzt. Im Hilbert–Kalkül werden durch
vorgegebene Regeln Teile des Beweises so lange vereinfacht, bis das gewünschte
Ergebnis erreicht ist. Gerhard Gentzen hat weitere Kalküle in der Beweistheorie
eingeführt.50
Ein Beweis in einem deduktiven System benutzt die Axiome und Schlussregeln
nacheinander, bis das gewünschte Ergebnis erreicht ist. Wir wollen ein Beispiel dafür
geben und betrachten die Dedekind–Peano Arithmetik. Die formale Sprache der
Arithmetik besteht neben den Zeichen ∧, ∨, ¬,⇒, ∀, ∃ der Prädikatenlogik zweiter
Stufe aus den Zeichen 0 (Null), S (Nachfolgerabbildung N → N), + (Addition), ·
(Multiplikation) sowie = (Gleichheit). Das wichtigste Axiom der Arithmetik ist das
der vollständigen Induktion. Es drückt für jede Eigenschaft P natürlicher Zahlen
folgende Aussage aus:
Falls P (0) erfüllt ist und falls aus P (n) immer P (S(n)) folgt, so ist
P für jede natürliche Zahl erfüllt.
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Etwas formaler ausgedrückt:(
P (0) ∧ ∀n(P (n)⇒ P (S(n))
)
⇒ ∀nP (n).
Die Nachfolgerfunktion kann man auch als
S(n) = n+ 1
schreiben, wenn man die Addition vermöge vollständiger Induktion definiert hat.
Also gilt:
1 := S(0), 2 := S(S(0)), usw.
Wir wollen zur Illustration folgendes Theorem beweisen:
Theorem. Für jede natürliche Zahl n gilt die folgende Eigenschaft P (n): n ist
entweder gerade oder ungerade.
Dabei definieren wir: n ist gerade, falls eine natürliche Zahl ℓ existiert mit n = 2ℓ
und ungerade, falls eine natürliche Zahl ℓ existiert mit n = 2ℓ+1. Definitionen sind
in der Mathematik grundsätzlich sehr wichtig. A priori ist nicht klar, dass diese
Definition in Ordnung ist, denn es könnte sein, dass es natürliche Zahlen gibt, die
weder gerade noch ungerade sind oder gleichzeitig gerade und ungerade. Das Theo-
rem schließt Ersteres aus und mit etwas mehr Aufwand kann man auch Letzteres
ausschließen.51
Der Beweis des Theorems ist dann wie folgt:
(1) P (0) 0 ist gerade nach Definition
(2) P (n)⇒ n gerade oder n ungerade Definition von P
(3) n gerade ⇒ S(n) ungerade n = 2ℓ⇒ S(n) = 2ℓ+ 1
(4) n ungerade ⇒ S(n) gerade n = 2ℓ+ 1⇒ S(n) = 2(ℓ+ 1)
(5) ∀n : P (n)⇒ P (S(n)) folgt aus (2)–(4)
Also gilt ∀n : P (n) (1), (5) und vollständige Induktion.
13. Unentscheidbare Probleme
Hilbert und Ackermann formulierten 1928 das Entscheidungsproblem. Es fragt, ob
man für jede Aussage in einer formalen Sprache (innerhalb der Logik erster Stufe)
entscheiden kann, ob sie universell erfüllbar ist oder nicht, also wegen Gödels Voll-
ständigkeitssatz, ob sie beweisbar ist oder nicht. Alan Turing und Alonzo Church52
zeigten 1936 unabhängig voneinander, dass das Entscheidungsproblem nicht lösbar
ist: Es gibt keinen Algorithmus dafür.
Es gibt viele weitere bedeutende Probleme in der Mathematik, die unentscheidbar
sind und für die kein allgemeiner Lösungsalgorithmus existiert. Darunter sind das
Halteproblem für Turingmaschinen, das 10. Hilbertsche Problem und das Wortpro-
blem für Halbgruppen und Gruppen besonders hervorzuheben. Solche Unmöglich-
keitssätze existieren in der Mathematik jedoch in großer Zahl.
Das Halteproblem ist eng verwandt mit dem Entscheidungsproblem und fragt da-
nach, ob es einen Algorithmus gibt, der für einen gegebene (Gödel)Nummerierung
Tn von Turingmaschinen, die partiell definierte Funktionen f = fn : N → N be-
rechnen, entscheidet, ob die Funktion fn am Argument n definiert ist. Der Beweis
für die Unentscheidbarkeit des Halteproblems, den Alan Turing ebenfalls in sei-
ner Arbeit von 1936 gab, benutzt im Wesentlichen eine Variante des Cantorschen
Diagonalverfahrens.
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Hilbert formulierte das 10. Hilbertsche Problem, welches nach der Existenz eines
Algorithmus fragt, der für jede diophantische Gleichung (mit einem ganzzahligen
Polynom F )
F (x1, ..., xn) = 0
entscheidet, ob die Gleichung eine ganzzahlige Lösung besitzt oder nicht. Nach
Vorarbeiten von Martin Davis, Julia Robinson und Hilary Putnam hat Yuri Ma-
tiyasevich 1970 gezeigt, dass das 10. Problem unentscheidbar ist, d.h. es gibt keinen
solchen Algorithmus.53
Das Wortproblem für endlich präsentierte Gruppen oder Halbgruppen
G = {a1, . . . , as | r1, . . . , rt},
die durch endlich viele Erzeuger a1, . . . , as und Relationen54 r1, . . . , rt gegeben sind,
besteht darin, zu entscheiden, ob ein beliebiges Wort w in G gleich einem vorgege-
benen Wort w0 ist:
w = w0.
Mit anderen Worten sucht man einen Algorithmus, der endlich viele Relationen fin-
det, so dass das Wort w nach Anwendung dieser Relationen (als Termersetzungen)
in das Wort w0 übergeht.
Das Wortproblem wurde zum ersten Mal von Axel Thue in seinen bereits erwähnten
Arbeiten zur Berechenbarkeit formuliert und Thue erkannte auch die Schwierigkeit
dieses Problems. Max Dehn hat das Wortproblem ebenfalls kurze Zeit später unab-
hängig von Thue aufgestellt. Die Präsentation von Halbgruppen und Gruppen hat
sehr viel mit dem Berechenbarkeitsmodell der Thuesysteme durch Termersetzung
zu tun, die wir ebenfalls schon besprochen haben, denn die Relationen rj sind als
Termersetzungen zu verstehen. Der Beweis für die Unentscheidbarkeit des Wort-
problems für Halbgruppen wurde von Emil Post und Andrei Markov unabhängig
voneinander 1947 erbracht.55 Pyotr S. Novikov und William Boone lösten einige
Jahre später auch das Wortproblem für Gruppen. Es gibt viele wichtige Klassen
von Halbgruppen und Gruppen für die das Wortproblem lösbar ist, aber man kann
auch ganz konkrete endlich präsentierte Gruppen hinschreiben, für die das Problem
keine Lösung hat.
14. Die Unvollständigkeitssätze
Kurt Gödel revolutionierte die mathematische Logik um 1930 bereits in seiner Dis-
sertation (unter Hans Hahn) mit dem Beweis des Vollständigkeitssatzes. Dieser be-
sagt, dass beweisbare Aussagen in erster Stufe genau die Tautologien sind, d.h. die
in allen Modellen wahren Aussagen.
Es gelang ihm wenig später, innerhalb einer (konsistenten) axiomatischen Theo-
rie, die mindestens so ausdrucksstark ist wie die Dedekind–Peano Arithmetik, eine
selbst–referentielle formal–sprachliche Aussage (Gödelaussage) der Form
Ich bin nicht beweisbar
zu bilden. Dazu benutzte er seine Methode der Gödelisierung von Formeln der
Dedekind–Peano Arithmetik mit Hilfe von elementarer Zahlentheorie, sowie die
Existenz eines Prädikats P (x) mit einer freien Variablen, so dass P (n) den Wert
1 annimmt, falls n die Gödelnummer einer beweisbaren Formel ist. Diese Art von
Nummerierung machte es ihm möglich, eine neue geschlossene Formel Q = QP zu
bilden, die der Gödelaussage entspricht. Die Formel Q ist wahr im Standardmodell
der natürlichen Zahlen und gleichzeitig weder beweisbar noch widerlegbar.
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Mit dieser Methode zeigte Gödel somit die Existenz weder beweisbarer noch wider-
legbarer Aussagen in formalen Sprachen, die die Dedekind–Peano Arithmetik um-
fassen – der sogenannte erste Unvollständigkeitssatz.56 Solche Aussagen sind wahr
in gewissen (konsistenten) Modellen der Arithmetik. Ein konkretes Beispiel dafür,
welches später gefunden wurde, ist der Satz von Goodstein, der im Standardmodell
der natürlichen Zahlen gilt. In gewissen Nichtstandardmodellen sind solche Sätze
aber nicht mehr gültig wegen des Gödelschen Vollständigkeitssatzes. Die Begriffe
Wahrheit und Beweisbarkeit sind also im Allgemeinen ganz verschieden!
Der zweite Unvollständigkeitssatz sagt aus, dass der Beweis der Konsistenz (d.h. der
Widerspruchsfreiheit) mathematischer Theorien, die die Dedekind–Peano Arithme-
tik enthalten, nicht innerhalb derselben möglich ist. Es folgt, dass man Konsistenz-
beweise mittels „höherer” Methoden durchführen muss, wie es Gerhard Gentzen
ab 1940 mit Hilfe von transfiniter Induktion für die Dedekind–Peano Arithmetik
gemacht hat.
Per Martin-Löf hat die Unvollständigkeit mit den Kantschen synthetischen Urtei-
len und die Vollständigkeit mit den Kantschen analytischen Urteilen in Verbindung
gebracht.57 Die Unvollständigkeit entspricht als gewissermaßen der in einem synthe-
tischen Begriff fehlenden Information, die analytisch nicht gewonnen werden kann.
Gödel hatte eine ähnliche Einstellung: Durch Hinzunahme weiterer Axiome wird
die Unvollständigkeit teilweise aufgehoben, weil neue Aussagen abgeleitet werden
können, mit dem Preis weiterer neuer Unvollständigkeit.
Die Unvollständigkeitssätze von Gödel kann man benutzen, um zu untersuchen, ob
das menschliche Denken einem Computer, d.h. einer universellen Turingmaschine
überlegen ist oder nicht. Diese Frage stellte sich bereits Alan Turing, ohne aller-
dings eine Antwort zu finden. Er formulierte den Turingtest, ein hypothetisches
Experiment, bei dem mit Hilfe von gezielten Fragen unterschieden werden soll, ob
ein Gegenüber ein Mensch oder ein Computer ist.58 Mit Hilfe der Gödelschen Un-
vollständigkeitssätze hat John Randolph Lucas 1961 ein Argument gefunden, das
zeigen soll, dass das menschliche Denken tatsächlich jedem Computer überlegen ist.
Nehmen wir an, dass dies nicht der Fall ist, d.h. das Gehirn eine universelle Turing-
maschine ist. Dann benutzt Lucas die formale mathematische Theorie, die durch die
Berechnungen dieser universellen Turingmaschine erzeugt wird. Offenbar umfasst
diese Theorie die Arithmetik, da der Mensch rechnen kann. Man muss auch die
zweifelhafte Annahme machen, dass das menschliche Denken konsistent ist. Dieser
Theorie entspricht eine korrespondierende Gödelaussage, die die Turingmaschine,
die dem menschlichen Gehirn entspricht, nicht als wahr erkennen kann, der Mensch
aber schon, weil er die Gödelsche Theorie kennt und weiß, dass die Gödelaussage
wahr ist. Dieser Widerspruch beweist die Behauptung von Lucas. Auch wenn man
der universellen Turingmaschine die Unvollständigkeitssätze zur Verfügung stellt,
ist nach Lucas das Argument immer noch gültig.59 Man kann kritisieren, dass die
Gödelaussage, die dem menschlichen Gehirn entspricht, so kompliziert ist, dass sie
auch dem Menschen nicht zur Verfügung steht. Dies zerstört im Prinzip die Schluss-
weise, denn das gleiche Problem haben auch die Turingmaschinen.
Roger Penrose hat Varianten des Arguments von Lucas publiziert60 und zudem be-
hauptet, dass das menschliche Gehirn auch Quantenphysik benutzt, um das Phäno-
men des Bewusstseins zu erzeugen. Das Argument von Penrose unterscheidet sich
nur leicht vom Lucasschen Beweis. Auch John Searle hat mit seinem Gedankenex-
periment des Chinesischen Raums ein Argument gefunden, um die Überlegenheit
16 STEFAN MÜLLER-STACH
des menschlichen Denkens gegenüber jeglichen Maschinen zu zeigen.61 Alle diese
Argumente sind ziemlich umstritten und greifen die populäre Theorie an, die Com-
putational theory of the mind genannt wird.
15. Die Wahrheitstheorie von Tarski
Alfred Tarski wollte eine Wahrheitstheorie schaffen, die die aristotelische Korre-
spondenztheorie weiterentwickelt und präzisiert. Er verwendete dazu semantische
Methoden vermöge einer zweiten MetaspracheM zusätzlich zu einer gegebenen for-
malen Sprache L. Er benutzte für seine neue Theorie ein Wahrheitsprädikat, mit
dem die Wahrheit von Aussagen aus L innerhalb von M überprüft werden kann.
Es gibt dafür ein berühmtes Beispiel von Tarski:
Der Satz „Schnee ist weiß” ist wahr ⇔ Schnee ist weiß.
Hierbei ist der linke Satz in Anführungsstichen eine atomare Aussage der formalen
Sprache L und sie ist genau dann wahr, wenn dies innerhalb der Metasprache
M nachgewiesen werden kann, d.h. wenn jemand z.B. mit einer Spektralanalyse
nachweisen kann, dass die Farbe des Schnees tatsächlich weiß ist.
Die Wahrheit nicht-atomarer Aussagen, die durch Negation, UND oder ODER ver-
knüpft sind, wird bei Tarski mittels Induktion über die Länge der Komposition der
darin enthaltenen atomaren Aussagen festgestellt. Mit dieser Methode gelang es
Tarski, den Begriff Wahrheit zu definieren.62
Ein anderer Satz von Tarski besagt, dass die Teilmenge der natürlichen Zahlen, die
aus den Gödelnummern wahrer Aussagen in der formalen Sprache der Dedekind–
Peano Arithmetik besteht, nicht entscheidbar (und noch nicht mal rekursiv auf-
zählbar) ist. Dazu betrachtet man die Aussage
Ich bin nicht wahr63
und zeigt ähnlich wie im Beweis des ersten Gödelschen Unvollständigkeitssatzes,
dass sich die Aussage des Satzes ergibt.64
Aus dem korrekten mathematischen Beweis von Tarskis Satz folgt sogar die stär-
kere Aussage, dass das Wahrheitsprädikat keine arithmetisch definierte und damit
keine entscheidbare Teilmenge von Gödelnummern arithmetischer Aussagen defi-
niert. Insbesondere folgt daraus, dass die Menge der Gödelnummern von beweisba-
ren arithmetischen Formeln nicht mit der Menge der Gödelnummern von wahren
Formeln übereinstimmt – eine Variante des ersten Gödelschen Unvollständigkeits-
satzes.65
Frege, Gödel und Tarski haben viele neuere Wahrheitstheorien beeinflusst, u.a. die
Theorien von Saul Kripke66 und axiomatische Wahrheitstheorien.67
16. Intuitionismus
Der Intuitionismus ist eine von Herrmann Weyl, Luitzen E. J. Brouwer und Ar-
nulf Heyting begonnene Strömung der Mathematik, die unkonstruktive Beweise
in der Mathematik, und somit den Satz vom ausgeschlossenen Dritten und das
Auswahlaxiom, ablehnt. Indirekt lehnt sie auch den Platonismus in der Mathema-
tik ab. Eine Spielart des Intuitionismus ist der Konstruktivismus. Die Vorstellung,
dass man mathematische Objekte „konstruieren” könne, erscheint aber fragwürdig,
wenn man gleichzeitig einen Platonismus ablehnt, denn es ist nicht klar, wo die
konstruierten Objekte leben. In einem gewissen Sinne ist auch der Beweis– und
Berechenbarkeitsbegriff in der intuitionistischen Lesart das Gleiche.
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Der Satz vom ausgeschlossenen Dritten besagt, dass für jede Aussage A gilt:
Entweder A ist wahr oder ¬A ist wahr. Kurz: A ∨ ¬A.
Man kann zeigen, dass dies gleichbedeutend ist zu folgenden zueinander äquivalen-
ten Propositionen:
• Für jede Aussage A gilt: ¬¬A⇒ A.68
• (Peirce’s Law) Für alle Aussagen A,B gilt ((A⇒ B)⇒ A)⇒ A.
Wenn man den Satz vom ausgeschlossenen Dritten nicht anerkennt, so kann man
keine Beweise logischer Aussagen mit Wahrheitstafeln durchführen. Ein präzises
intuitionistisches Kalkül der Logik und der Arithmetik wurde stattdessen von Ar-
nulf Heyting entwickelt. Die daraus hervorgehenden Heytingalgebren verallgemei-
nern die Booleschen Algebren, die den Wahrheitstafeln und der klassischen Logik
entsprechen.
Viele mathematische Sätze, wie zum Beispiel die Gödelschen Unvollständigkeits-
sätze, gelten auch in einer intuitionistischen Version, d.h. auch der intuitionistische
Wahrheitsbegriff unterscheidet sich vom Beweis– oder Berechenbarkeitsbegriff.
Einen Begriff einer Semantik gibt es auch für die intuitionistische Logik. Zum Bei-
spiel hat Alfred Tarski eine Interpretation der intuitionistischen Logik in topologi-
schen Räumen betrachtet, so dass eine logische Aussage genau dann wahr ist, wenn
die Interpretation in allen topologischen Räumen erfüllt ist.69 Diese Art Interpre-
tation wurde später von Evert Willem Beth, Saul Kripke und Andrzej Grzegorczyk
weiterentwickelt und gipfelt in der topostheoretischen sogenannten Kripke–Joyal
Semantik, die Typentheorie (oder Logik höherer Ordnung) mit Kategorientheorie,
insb. Garbentheorie, in Verbindung bringt.
17. Typentheorie und Identität
Per Martin-Löf hat die von Alonzo Church begründete Simple Type Theory70 ab
etwa 1971 weiterentwickelt und die sogenannte intuitionistische (intensionale oder
extensionale71) abhängige Typentheorie als äquivalente Grundlage der Mathematik
neben der Mengenlehre und der Kategorientheorie aufgebaut. Nachdem die erste
imprädikative Version von 1971 noch unter einem Paradoxon litt, das von Girard
gefunden wurde, entwickelte Martin–Löf auch prädikative Versionen.72 Anfängliche
Versionen waren extensional formuliert und dadurch war der Identitätsbegriff sehr
eng gefasst. Die intensionale Version mit dem philosophisch wichtigen (und nicht–
trivialen) Begriff des Identitätstyps ist jedoch viel interessanter.
Ist A ein Typ und „bewohnt” durch ein a, so schreibt man a : A und will damit
sagen, dass a dem Typ A zugehört. Es gibt die grundlegenden Typen 0 (leerer
Typ), 1 (einelementiger Typ), Boolean = {wahr, falsch} und N. Letzterer ist ein
rekursiver (induktiver) Typ gegeben durch
{
0 : N,
S : N −→ N (Nachfolgerabbildung).
Aus gegebenen Typen kann man damit folgende neuen Typen machen:
18 STEFAN MÜLLER-STACH
Typ Name Element
A −→ B Abbildung f : A −→ B
A×B (binäres) Produkt (a, b)
A+B = A
∐
B (binäre) Summe a : A oder b : B
IdA(a, b) Identitätstyp p : a = b
Πx:AB(x) Produkt Schnitt in Familie B(x)
Σx:AB(x) Summe Paar (x, y), y : B(x)
Bei Produkt und Summe ist B(x) ein abhängiger Typ, der von x : A abhängt.
Dies nennt man eine Familie von Typen und sie entspricht formal einer Abbildung
B : A→ U für ein Universum U (siehe dazu den nächsten Abschnitt). Die binären
Typen sind jeweils Spezialfälle der allgemeineren Typen, d.h. Familien über dem
Booleschen Typ. Der Abbildungstyp und der Identitätstyp sind primitive Typen,
d.h. sie haben keine eigene Definition, sondern hängen von der betrachteten Theorie
ab. Man schreibt einfach a = b, wenn der Typ IdA(a, b) bewohnt ist. Der Typ
IdA(a, a) ist immer bewohnt. Der Identitätstyp IdA ist ein Beispiel für das Konzept
des Polymorphismus aus der Programmierung, denn dieser Typ hängt zwar vom
Typ A ab, tut dies aber auf universelle Weise.
Typentheorie kann als deduktives System aufgefasst werden, wenn man geeigne-
te Schlussregeln zugrundelegt.73 Ein Beispiel ist die Rechenregel von Martin–Löf
(auch Pfadinduktion genannt), die eine Variante des Leibnizschen Identitätsbegriffs
darstellt: Für jede Eigenschaft R(a, b) von Typen a, b : X gilt:74
a = b, R(x, x)
R(a, b)
.
Die drei (intensionalen) mengentheoretischen Bezeichnungen A ⊆ B, A ∩ B und
A∪B verhalten sich nicht gut unter Isomorphie und sind in der Typentheorie nicht
vorhanden.
Die mathematische Logik ist in der intuitionistischen Variante der Typentheorie
durch die Brouwer–Heyting–Kolmogorov Korrespondenz75 eingebaut. Insgesamt ist
die ML–Typentheorie eine Theorie, die es erlaubt, große Teile der Mathematik wie
in einer Programmiersprache abzubilden. In der Tat wurden auch Sprachen wie
AGDA, COQ und andere entwickelt, um die Typentheorie praktisch einzusetzen
und damit Beweise formal zu verifizieren. Deshalb heißen diese Sprachen auch oft
Proof Checker. In der (ferneren) Zukunft ergeben sich dadurch durchaus realistische
Möglichkeiten, alle Beweise in der Mathematik nachweislich korrekt zur Verfügung
zu haben.
Dabei gibt es ein wichtiges Prinzip, das als „Propositionen sind Typen” bezeichnet
wird. Es besagt, dass jeder Proposition P auch ein Typ zugeordnet ist, der bewohnt
ist, wenn es einen (konstruktiven) Beweis von P gibt. Ein Beweis p : P von P wird
auch manchmal Zeuge (witness) genannt.
18. Weiterentwicklungen der Typentheorie
Gegeben zwei Typen A,B kann man auch den Identitätstyp Id(A,B) betrachten.
Dies kann auf den obigen Identitätstyp zurückgeführt werden mittels sogenannter
Universen76 U , d.h. Klassen von Typen, in denen A : U und B : U gilt. Universen
werden in einer gegebenen Typentheorie häufig aufsteigend nach Größe in einer
unendlichen Folge iteriert:
U0 : U1 : U2 : · · ·
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Sind die Typen A und B identisch, so schreibt man auch
A = B
dafür. Oft wird der Typ Id(A,B) auch mit (A = B) bezeichnet.
Etwas allgemeiner kann man neue Typen Iso(A,B) (Isomorphietyp) bzw. Eq(A,B)
(Äquivalenztyp) für gegebene Typen A,B definieren, wobei Iso(A,B) durch die
Existenz inverser Abbildungen f : A → B und g : B → A definiert wird.77 Manch-
mal werden diese Typen auch mit (A ∼= B) bzw. (A ≃ B) bezeichnet.
Für zwei Typen A,B in einem Universum U gibt es immer eine Abbildung
Id(A,B) −→ Iso(A,B).
Sind A und B Mengen, so ist diese Abbildung ein Isomorphismus. Es existiert
ebenfalls immer eine Abbildung
Id(A,B) −→ Eq(A,B).
Vladimir Voevodsky hat beim Studium von simplizialen Mengen als Modelle der
Martin–Löf–Typentheorie das (extensionale) Univalenz–Axiom entdeckt.78 Es be-
sagt, dass diese Abbildung selbst eine Äquivalenz (in einem höheren Universum)
ist, d.h.
Id(A,B) ≃ Eq(A,B).
Für jede Eigenschaft P (d.h. P ist vom Typ U → Bool) gilt dann bezüglich der
Äquivalenz eine Verallgemeinerung der Leibnizschen Invarianzregel:
A ≃ B, P (A)
P (B)
,
d.h. die Eigenschaft P bleibt bei der Ersetzung äquivalenter Typen erhalten. Dies
folgt aus dem Univalenzaxiom, da es für die Identität (wie bei Leibniz) gilt und
dann unter der Abbildung
Id(A,B) −→ Eq(A,B).
weiterhin erhalten bleibt.79
19. Topologische Interpretation
Typen A werden in der Homotopy Type Theory (HoTT), einer Weiterentwicklung
der ML–Typentheorie, anschaulich als topologische Räume interpretiert, in der ein
a : A einen Punkt bildet. Ein topologischer Raum in der Mathematik ist eine Men-
ge, die einen Umgebungsbegriff trägt, indem sie offene Mengen in dieser Menge
auszeichnet, so dass eine offene Menge U , die einen Punkt a enthält eine offene
Umgebung des Punktes bildet. Ein topologischer Raum besitzt noch keinen Ab-
standsbegriff, wie wir es üblicherweise aus der Geometrie kennen. Der dreidimen-
sionale euklidische Raum, der uns umgibt80, trägt einen natürlichen Abstandbegriff,
den wir alle benutzen. Jedoch gibt es in der Mathematik viele Beispiele von mehr
oder weniger exotischen Räumen, die man nicht leicht visualisieren kann, weil sie
andersartige Topologien tragen.
Den Identitätstyp IdA(a, b) kann man dann natürlicherweise als Raum von Pfaden
zwischen a und b interpretieren.
Der iterierte Identitätstyp IdIdA(a,b)(p, q) zwischen zwei Pfaden p, q : IdA(a, b) be-
steht aus einer Homotopie zwischen p und q, also aus einem Pfad im Pfadraum.
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a
b
p
q
Abbildung 3. Zwei Pfade p, q von a nach b innerhalb des Typs A.
Mengen entsprechen genau den Typen, deren topologische Zusammenhangskompo-
nenten (Elemente) alle kontrahierbar sind. Die beiden abhängigen Typen Πx:AB(x)
und Σx:AB(x) entsprechen topologischen Konstruktionen: Schnitten in Faserungen
und Paaren, d.h. einzelne Elemente in Fasern. Eine Äquivalenz entspricht einer
Homotopieäquivalenz in der Topologie.
a b
p
q
Abbildung 4. Eine Homotopie zwischen zwei Pfaden p, q von a
nach b innerhalb des Typs A.
Pfade können miteinander verknüpft werden:
IdA(a, b)× IdA(b, c) −→ IdA(a, c).
Dadurch bekommt man eine Groupoidstruktur auf den Identitätstypen und eine
∞–Struktur auf den iterierten Identitätstypen.
Voevodsky hat mit Hilfe iterierter Identitätstypen eine Hierarchie für Typen X
definiert:
h Name Charakterisierung
-2 Singleton Es gibt ein x : X mit x = y für alle y : X , d.h. X ≃ 1
-1 Mere proposition ∀x, y : X gilt x = y, d.h. X ≃ 0 oder X ≃ 1
0 Set ∀x, y : X und ∀p, q : Id(x, y) gilt p = q
1 Groupoid ∀x, y : X , ∀p, q : Id(x, y) und ∀r, s : Id(p, q) gilt r = s
2 Category usw.
...
n+1 durch Induktion x = y hat Level n für alle x, y : X
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Abhängige Typen können topologisch als Faserungen interpretiert werden:
Abbildung 5. Abhängiger Typ B(x) für drei Werte von x.
Thomas Streicher und Martin Hofmann81 sowie Steve Awodey und Michael War-
ren82 haben wesentlich zu dieser topologischen Interpretation beigetragen.
20. Kategorien
Der Begriff des Isomorphismus in der Mathematik ist wichtig. Jedoch sind in vielen
Konstruktionen der Mathematik damit Probleme verbunden, zum Beispiel beim
Studium von Mengen, die als Quotienten entstehen. Dann sind die Elemente dieser
Mengen selbst Äquivalenzklassen von gleichartigen Objekten. Dieses Phänomen
tritt bereits bei Brüchen auf, aber weitaus unangenehmere Schwierigkeiten kommen
in der aktuellen modernen Mathematik auf. Dort müssen häufig isomorphe Objekte
identifiziert werden, ohne dass die konkrete Identifikation bekannt oder eindeutig
und dgl. ist. Zur Lösung solcher Probleme gibt es verschiedene Ansätze aus der
verallgemeinerten Kategorientheorie oder der Typentheorie. Das Univalenzaxiom
von Vladimir Voevodsky ist eine solche Möglichkeit, die Welt der (∞, n)–Kategorien
von Jacob Lurie eine andere.
Beim Studium solcher Dinge wird klar, dass der Begriff der Identität und die an-
deren Begriffe aus dem Titel jedoch eine viel weiter reichende philosophische Be-
deutung haben. Ausgangspunkt für viele Entwicklungen in der neueren Mathematik
ist ein 600–seitiges Manuskript83 von Alexander Grothendieck aufbauend auf einem
Brief an Daniel Quillen.
Dadurch wurde die Weiterentwicklung der Homotopietheorie und der (höheren)
Kategorientheorie stark beeinflusst.
Die Kategorientheorie bildet eine dritte Alternative zur Begründung der Mathe-
matik neben der Mengenlehre und Typentheorie. Sie baut auf strukturerhaltenden
Pfeilen
A −→ B
zwischen Objekten auf. William Lawvere84 hat die Kategorie der Mengen axioma-
tisch beschrieben und damit den Begriff Elementartopos eingeführt, der die Katego-
rie der Mengen verallgemeinert. Ein Elementartopos ist eine Kategorie mit gewissen
Eigenschaften.85 Jedem Elementartopos liegt eine (syntaktische) Typentheorie in
Form einer internen Sprache zugrunde, die überraschenderweise den Satz vom aus-
geschlossenen Dritten nicht notwendig erfüllen muss. Umgekehrt kann man einer
Typentheorie einen Elementartopos als semantische Interpretation (oder Modell)
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zuordnen.86 Diese Zuordnung ist surjektiv bis auf Äquivalenz. Mengenlehre hin-
gegen trägt ihre eigene semantische Interpretation in sich selbst. Die Verbindung
von Typentheorie mit Kategorientheorie ist eine Syntax–Semantik Beziehung, siehe
auch den Begriff der Kripke-Joyal Semantik.
Die höhere Kategorientheorie ist eine Weiterentwicklung der Kategorientheorie, die
auch Pfeile zwischen Pfeilen erlaubt wie z.B.:
A B
f
g
α
Abbildung 6.
Höhere Kategorien benötigen starke Kohärenzeigenschaften, die gewisse Wahlen
von Morphismen im Wesentlichen eindeutig machen. Dies führt auch wieder zum
Problem der Identität in Form von Äquivalenz, Isomorphie oder dgl. und wird durch
Einführung der (∞, n)–Kategorien in der modernen Mathematik angegangen. Die
Modellkategorie der Quillen–Kan simplizialen Mengen bildet ein Modell für eine
(∞, 1)–Kategorie.
21. Drei Sichtweisen auf die Mathematik
Der Zusammenhang zwischen Mengenlehre, Typentheorie und höherer Kategori-
entheorie ist noch ein aktives Forschungsgebiet. Vladimir Voevodsky87 und Jacob
Lurie88 sind die wesentlichen Protagonisten der Typentheorie und der höheren Ka-
tegorientheorie in der neuesten Zeit.
Auf diese Weise bekommt man drei zueinander äquivalente Sichtweisen auf die
Mathematik:
• Mengenlehre (elementorientiert, Standardsichtweise)
• Typentheorie (beweis- und berechenbarkeitsorientiert)
• (Höhere) Kategorientheorie (strukturalistisch)
Übergänge zwischen diesen drei Paradigmen sind im Prinzip bekannt.89 Verknüpft
man diese im Kreis, so erhält man äquivalente (angereicherte) Theorien.
Aus diesem Blickwinkel sieht man, dass auch die „neue” Typentheorie die Probleme
der Grundlagen der Mathematik nicht löst, zumal auch sie Universen – und damit
Axiome für unerreichbare Kardinalzahlen – benutzt. Die Rolle der Logik in diesen
drei Sichtweisen ist unterschiedlich, kann aber mit der sogenannten Curry–Howard–
Lambek Korrespondenz90 gut verstanden werden.
Die Typentheorie kann dazu dienen, mathematische Beweise vollständig zu forma-
lisieren und mittels Computern maschinell zu überprüfen. Dies ergibt völlig neue
Möglichkeiten für die Wissenschaften in der Zukunft.
Anmerkungen
1. Platon, ein Schüler von Sokrates, führte als erster eine Ideenwelt mathematischer Objekte ein. Er
diskutierte bereits das hier erwähnte Beispiel des idealen Kreises. Der Begriff der platonistischen
Sichtweise geht noch darüber hinaus, siehe [Linnebo2017].
2. Siehe [Leibniz1677].
3. Siehe [Linnebo2017].
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4. Siehe [Frege1962].
5. Siehe auch das italienische Buch [Lolli2017] dazu.
6. Siehe [Heidegger1957].
7. Im Aufsatz „Of personal identity“ [Hume1739].
8. Die Standardliteratur dazu ist [Łukasiewicz1957] und [Patzig1969].
9. Siehe [Aristoteles2009].
10. Siehe [Aristoteles2009].
11. Siehe [vonAquin1259].
12. Es besagt, dass für jede Aussage A entweder A selbst oder ihr Gegenteil ¬A wahr ist.
13. Siehe die historischen Bemerkungen in [LambekScott1986].
14. Diese werden diskutiert in [Krämer1992, Scholz1942].
15. Das erste Buch dazu ist [Leibniz1684].
16. Siehe [Krämer2009].
17. Siehe [Krämer2009, S. 105].
18. Siehe [Krämer2009, S. 103].
19. Siehe [Leibniz1677].
20. Siehe [Krämer2009].
21. Leibniz hatte eine Theorie aller möglichen Welten, siehe [Krämer2009, Scholz1942].
22. Siehe [Leibniz2000].
23. Siehe [Martin-Löf1994].
24. Siehe [Linnebo2017, Chap 1].
25. Siehe [Krämer2009, S. 108].
26. Siehe [Linnebo2017, S. 15-16].
27. Hier sind noch Charles S. Peirce und Ernst Schröder zu nennen. Letzterer entwickelte die Boolesche
Logik in seinem Buch „Algebra der Logik” [Schröder1890] vollständig. Frege hat zumindest anfangs
seine Vorläufer und Zeitgenossen nicht zitiert.
28. Siehe [Frege1983, S. 139].
29. Siehe [Frege1879].
30. Siehe [Frege1879].
31. Siehe [Frege1983, S. 189].
32. Siehe [Frege2003, S. 39].
33. Siehe [Frege2003, S. 41].
34. Siehe [Frege2003, S. 50].
35. Siehe [Frege1879].
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36. Siehe [Frege1893].
37. Siehe [Linnebo2017, Chap 2].
38. Diese benutzt die Eigenschaft x /∈ x.
39. Siehe [Wille2018, §3].
40. Siehe [Henkin1962].
41. Siehe [Linnebo2017] für eine Diskussion dazu.
42. Siehe [Poincaré1902, Erster Teil, Kap. 1, §VI]. Die Übersetzung stammt von Elisabeth Küssner–
Lindemann aus der digital verfügbaren deutschen Ausgabe von 1904 im Teubner Verlag.
43. Siehe [Dedekind1930].
44. Siehe [Thue1977].
45. Siehe [Church1940].
46. Siehe [ElPour-Richards].
47. Siehe [Turing1950].
48. Das wunderbare Buch [Linnebo2017] erklärt all diese Strömungen.
49. Letztere wird auch nach Giuseppe Peano benannt, well dieser die Logik stärker in den Blickpunkt
rückte als Dedekind.
50. Den Sequenzen–Kalkül und den Kalkül des natürlichen Schließens.
51. Im Wesentlichen muss man dafür zeigen, dass die 1 nicht gerade sein kann.
52. Siehe [Church1936] und [Turing1936].
53. Z.B. hat der naive Suchalgorithmus keine Abbruchbedingung.
54. Jede Relation r ist gegeben durch eine Gleichung u = v, wobei u und v Worte in den Erzeugern
sind. Im Fall von Gruppen kann man v = 1 annehmen.
55. In der Tat kann man den Zusammenhang mit Berechnungsmodellen benutzen, um die Unent-
scheidbarkeit zu zeigen, siehe [Post1947].
56. Siehe [Gödel1931].
57. Siehe [Martin-Löf1984].
58. Siehe [Turing1950].
59. Die Originalarbeit findet sich in [Lukas1961].
60. Siehe [Penrose1989, Penrose1994].
61. Siehe [Searle1992].
62. Siehe [Tarski1935], erschien zuerst 1933 in polnischer Sprache in [Tarski1933].
63. Siehe [Tarski1969].
64. Einen anschaulichen Beweis beider Sätze findet man in [Manin2010, S. 256].
65. Siehe dazu [Manin2010, Ch. II, §11].
66. Siehe [Kripke1975].
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67. Siehe [Halbach1996].
68. Die Umkehrung A⇒ ¬¬A gilt immer.
69. Siehe [Tarski1938].
70. Siehe [Church1940, LambekScott1986].
71. Eine Eigenschaft eines Begriffes ist intensional, wenn die Bedeutung eines Begriffs aus seiner
Definition heraus eine Rolle spielt [Voevodsky2013, Notes in Chap. 2]. Sie ist extensional, wenn
es nur auf die Referenz ankommt wie im Leibnizschen Identitätsbegriff durch Ersetzung.
72. Siehe [Martin-Löf1984].
73. Die Schlussregeln findet man in [Voevodsky2013, Appendix A].
74. Für Varianten davon siehe [Awodey2015, Grayson2017].
75. Dabei werden logische Aussagen durch Typenkonstruktionen interpretiert: Eine UND-Verknüpfung
A∧B zum Beispiel durch das kartesische Produkt A×B. Ein Beweis von A∧B ist gegeben durch
ein Paar (a, b) mit a : A ein Beweis von A und b : B ein Beweis von B.
76. Offenbar eine Idee von Paul Bernays, siehe [Grayson2017].
77. Beide Definitionen findet man in [Voevodsky2013].
78. Siehe [Voevodsky2013].
79. Für einen Beweis siehe [Awodey2014].
80. Aufgrund der allgemeinen Relativitätstheorie ist der Raum gekrümmt, so dass diese Aussage auch
nur näherungsweise richtig ist.
81. Siehe [HofmannStreicher1998].
82. Siehe [AwodeyWarren2009].
83. Siehe [Grothendieck1983].
84. Siehe [Lawvere1964].
85. Siehe [LambekScott1986].
86. Siehe [LambekScott1986].
87. Siehe [Voevodsky2013].
88. Siehe [Lurie2009].
89. Siehe [Awodey2011].
90. Dies ist eine trivalente Beziehung zwischen Typen, logischen Propositionen und Objekten in karte-
sisch abgeschlossenen Kategorien. Dabei werden Programme in der Typentheorie auf konstruktive
Beweise in der Logik abgebildet.
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