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Abstract
We analyze several natural Goodstein principles which themselves are defined
with respect to the Ackermann function and the extended Ackermann function.
These Ackermann functions are well established canonical fast growing functions
labeled by ordinals not exceeding ε0. Among the Goodsteinprinciples under con-
sideration, the giant ones, will be proof-theoretically strong (being unprovable in
PA in the Ackermannian case and being unprovable in ID1 in the extended Ack-
ermannian case) whereas others, the illusionary giant ones, will turn out to be
comparatively much much weaker although they look strong at first sight.
Keywords— Goodstein principles, independence results, first order arithmetic, Ack-
ermann function, notation systems for natural numbers, ordinally informative proof
theory
1 Introduction
This article is part of a general program on exhibiting natural independence results for
first order Peano arithmetic PA, its subsystems and strong extensions, as for exam-
ple, the theory ID1 of non iterated inductive definitions. (For readers more familiar
with reverse mathematics let us remark that he theory ID1 has the same proof-theoretic
strength as ACA0 + (Π
1
1 − CA)
− where (Π11 − CA)
− refers to the scheme of light-
faceΠ11-comprehension.) We are mainly interested in natural combinatorial statements
which have non trivial unprovability strength. The Goodstein principles serve as canon-
ical examples since they provide prime examples of the intrinsic interplay between
finite and infinite numbers.
Goodstein’s original result [9, 10] dealt with iterated exponential terms and their
canonical interpretation in the ordinals less than ε0. The basic idea is as follows. There
are two processes involved. One is making a given number under normal circumstances
greater and the other making a given number smaller by subtracting a one. Before
round 0 a non negative integer is chosen. Then like in a two person game the following
moves are carried out alternatingly. At round k ≥ 0 the first player develops the
1
number, which is already obtained in the game, completely with respect to base k + 2
as long as it is not yet zero. Here also the exponents are developed hereditarily. Then
he replaces every occurrence of k + 2 by k + 3. Then the second player makes an
apparently innocent move. She just subtracts a one from the previous result. Then the
game moves over to round k + 1 with the new result. The second player wins this
specific game if the number zero is reached after finitely many rounds. Surprisingly
the second player always wins but this fact is unprovable in PA. (See, for example,
[11, 6] for a proof.) Goodstein’s theorem is an example for a giant Goodstein principle
since the underlying sequences become very (unprovably) long even for small starting
values.
In this paper we deal with Goodstein principles which are defined with respect to
canonical representations of natural numbers using the Ackermann function and the
extended Ackermann function. The paper therefore splits naturally into two parts.
In the fist part we deal with normal forms and Goodstein principles which are de-
fined relative to the Ackermann function. Similar principles have already been studied
in [14] and [1] for the Ackermann function. These articles are based on a very compli-
cated iterated sandwiching procedure and it is quite natural to ask what happens if the
sandwiching is reduced to a one step approximation. This question has been investi-
gated for the Ackermann function which starts at the bottom level with the exponential
function in [7]. It turned out that the strength of the resulting Goodstein principles
dropped considerably and we arrived in these cases at intermediate Goodstein princi-
ples.
In the first part we investigate normal forms which are based on a one step ap-
proximation with respect to the Ackermann function which starts at the bottom level
with the successor function. Surprisingly the resulting Goodstein principles is still not
provable from the axioms of first order arithmetic when base changes are carried out in
the two critical arguments of the Ackermann function which is involved in the number
representations. This principle leads thus to a strong independence result and we call
it a giant Goodstein principle. This reflects the fact that it will match in strengths with
the strongest possible Goodstein principle which is based on number representations
defined in terms of the Ackermann function. In [8] it has been shown that the latter
principle is equivalent to the one consistency of first order arithmetic PA.
But we also consider restrictions where the base change is carried out only with
respect to one critical argument of the Ackermann function used to build up normal
form representations under consideration. These lead to Goodstein principles which
look strong at first sight but as a closer analysis reveals they are in fact of low proof-
theoretic strength. One principle will be equivalent over primitive recursive arithmetic
with the assertion that ωω+ω does not admit primitive recursive descending sequences.
The other will be equivalent with the one consistency of primitive recursive arithmetic.
We call the latter principle an illusionary giant Goodstein principle.1
1These principles show similarities with a prominent figure from the literature, namely Tur Tur, known
from the story: Jim Button and Luke the Engine Driver written byMichael Ende. ”After a long and hazardous
journey, Jim Button and Luke the Engine Driver arrive in the Dragon City. Along the way, they make two
new friends, the giant Mr. Tur Tur (who is actually a ”Scheinriese”, an ”illusionary giant” he only appears
to be a giant from afar; when approached, it turns out he is actually of normal height), and Nepomuk, the
half-dragon.” [Citation modelled after https://enacademic.com/dic.nsf/enwiki/2981127]
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In the second technically much more advanced part we consider Goodstein prin-
ciples defined with respect to the extended Ackermann functions which are canonical
fast growing functions indexed by ordinals less than ε0.
It turns out that the resulting Goodstein principle becomes very strong when base
changes are performed in two critical arguments of the the extended Ackermann func-
tion. In fact a termination proof necessarily involves a detour via uncountable ordinals
since it becomes unprovable in ID1. For proving this we develop a novel theory of
majorization properties of fundamental sequences. This theory allows us to prove that
k-normal forms after base change are moved into k + 1-normal forms.
Moreover we employ the machinery of Buchholz’s collapsing function ψ. We
found it very amazing that our ordinal mapping from natural numbers into ordinals
has the property that normal forms for numbers are moved by magic to ordinals in
Buchholz ψ normal form and we believe that this underpins the naturality of our ap-
proach.
As far as we know this example will be the first example of a Goodstein principle
for natural numbers which has such a high unprovability strength.
In analogy with the first part one would expect that the strength of the Goodstein
principle will drop seriously when base change is defined with respect to one critical ar-
gument of the extendedAckermann function used to define the number representations.
Quite surprisingly it turned out that a base change only in the first critical argument still
suffices to generate a giant Goodstein principle.
But a base change in the second critical argument only leads to an illusionary Good-
stein principle which in strength is equivalent with the classical Goodstein principle.
2 Giant and illusionary giant Goodstein sequences re-
lated to the Ackermann function
Let us define the Ackermann functionAa(k, b) with respect to iteration parameter k <
ω as follows:
A0(k, b) := b+ 1,
Aa+1(k, 0) := Aa(k, ·)
k(0),
Aa+1(k, b+ 1) := Aa(k, ·)
k(Aa+1(k, b)).
Here the upper index denotes the number of function iterations. It is a routine
matter to show that for any fixed k ≥ 1 the function a, b 7→ Aa(k, b) is not primitive
recursive whereas for fixed a the function b 7→ Aa(k, b) is primitive recursive. It is
also easy to show that the function k, a, b 7→ Aa(k, b) is strictly monotone in a, b and
k ≥ 1.
Convention. From now on k denotes, if not stated otherwise, a positive integer not
smaller than 3.
Lemma 1 For allm > 0 there exist unique a, b, l < ω such that
1. m = Aa(k, b) + l,
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2. a is maximal with Aa(0) ≤ m (so that Aa(k, 0) ≤ m < Aa+1(k, 0)),
3. b is maximal with Aa(b) ≤ m (so that Aa(k, b) ≤ m < Aa(k, b + 1)).
We write m =
k-nf Aa(k, b) + l in this case. If m =k-nf Aa(k, b) + l and a = 0
then necessarilym = A0(k, ·)m(0) wherem < k. Ifm = k thenm =k-nf A1(k, 0).
Indeed we see by an easy induction on b that A1(k, b) = k · (1 + b). This yields in
particular that Aa(k, b) > 2 · b for a > 0. The latter estimate is used tacitly at several
occasions.
In the sequel we often write Aa(b) for Aa(k, b) and Ba(b) for Aa(k + 1, b) when
k is fixed in a given context.
Lemma 2 1. If m =
k-nf Aa(b) + l and l > 0 then Aa(b) + l − 1 is in k normal
form, too.
2. Ifm =
k-nf Aa(b) and b > 0 then Aa(b− 1) is in k normal form, too.
3. Ifm =
k-nf Aa(0) then for 0 < l < k A
l
a(0) is in k normal form, too.
Proof. All assertions are easy to see. Let us prove the last assertion. If 0 < l < k then
Aa(0)) ≤ Ala(0) < Aa+1(0). This yields that A
l
a(0) is in k normal form. 
Definition 1 We define the base change operations recursively as follows.
1. If m = 0 then m[k ← k + 1] := 0. If m =
k-nf Aa(k, b) + l > 0 then
m[k ← k + 1] := Aa[k←k+1](k + 1, b[k← k + 1]) + l.
2. If m = 0 then m[[k ← k + 1]] := 0. If m =
k-nf Aa(k, b) + l > 0 then
m[[k ← k + 1]] := Aa(k + 1, b[[k← k + 1]]) + l.
3. If m = 0 then m{k ← k + 1} := 0. If m =
k-nf Aa(k, b) + l > 0 then
m{k ← k + 1} := Aa{k←k+1}(k + 1, b) + l.
Lemma 3 Let m′ := m[k ← k + 1], m′′ := m[[k ← k + 1]], and m′′′ := m{k ←
k + 1}.
1. m ≤ m′, m ≤ m′′ and m ≤ m′′′. Moreover Aa(k, b) ≤ Aa[k←k+1](k +
1, b[k ← k + 1]), Aa(k, b) ≤ Aa[[k←k+1]](k + 1, b[[k ← k + 1]]), Aa(k, b) ≤
Aa{k←k+1}(k + 1, b{k← k + 1}) even if Aa(k, b) is not in k-normal form.
2. Ifm ≥ k thenm < m′,m < m′′ andm < m′′′.
3. Ifm > 0 then (m− 1)′ < m′, (m− 1)′′ < m′′, and (m− 1)′′′ < m′′′.
4. If m =
k-nf Aa(k, b) + l then m
′ =k+1−nf Aa′(k + 1, b
′) + l, m′′ =k+1−nf
Aa(k + 1, b
′′) + l, andm′′′ =k+1−nf Aa′′′(k + 1, b) + l.
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The first claim of the first assertion is proved by induction onm. Assume thatm =
k-nf
Aa(b) + l.
Case 1. a = 0.
Then 0 < m < k. Thenm = m′.
Case 2. a > 0. Then the induction hypothesis yieldsm = Aa(b)+l ≤ Ba′(b
′)+l =
m′. The other claims in the first assertion are proved similarly.
The first claim of the second assertion can be seen by inspection of the proof of the
first assertion since Aa(b) < Ba(b) for a > 0.
The first claim of the third assertion is proved by induction onm.
Assume thatm =
k-nf Aa(b) + l.
Case 1. a = 0. Then 0 < m < k. Then (m− 1)′ = m− 1 < m = m′.
Case 2. a > 0.
Case 2.1. l > 0.
Thenm−1 =
k-nf Aa(b)+ l−1 and (m−1)
′ = Aa(b)
′+ l−1 < Aa(b)′+ l = m′.
Case 2.2. l = 0.
Case 2.2.1. b > 0.
Then for some p we findm− 1 =
k-nf Aa(b− 1) + p < m =k-nf Aa(b).
If a = 1 then p < k hence p < k + 1 and then the induction hypothesis yields
(m− 1)′ = Aa(b− 1)′ + p ≤ Ba′((b− 1)′) + p ≤ Ba′(b′ − 1) + p < Ba′(b′) = m′.
If a ≥ 2 then (m−1)′ = Aa(k, b−1)′+pwhere p < Aa(b) = Aka−1(Aa(b−1)) ≤
Bka′−1(Ba′(b
′− 1)) and we arrive at (m− 1)′ = Aa(k, b− 1)
′+ p < Bka′−1(Ba′(b
′−
1)) · 2 < Bk+1a′−1(Ba′(b
′ − 1)) = Ba′(b′) = m′.
Case 2.2.2. b = 0.
Then m − 1 = Aa(0) − 1 = Aka−1(0) − 1 = Aa−1(A
k−1
a−1(0) − 1) + p for some
p < ω.
If a = 1 then (m− 1)′ = (A1(0)− 1)′ = k − 1 < k + 1 = A1(0)′.
If a > 1 then the induction hypothesis yields (m − 1)′ = (Aka−1(0) − 1)
′ =
(Aa−1(A
k−1
a−1(0)−1))
′+p. We have p < Aa(0) = A
k
a−1(0) ≤ B
k
a′−1(0) and the induc-
tion hypothesis yields Aa−1(A
k−1
a−1(0)− 1)
′ ≤ B(a−1)′((A
k−1
a−1(0))
′) ≤ Bk(a−1)′(0) ≤
Bka′−1(0). Hence (m − 1)
′ = (Aka−1(0) − 1)
′ = Aa−1(A
k−1
a−1(0) − 1)
′ + p <
Bka′−1(0) · 2 < B
k+1
a′−1(0) = Ba′(0).
The second and third claim in the third assertion are proved by a similar induction
onm.
Let us prove the first claim in the fourth assertion. Assume that Aa(0) ≤ m <
Aa+1(0) and Aa(b) ≤ m < Aa(b + 1) and that m = Aa(b) + l. Then b < Ak−1a (0)
hence b′ < Bk−1a′ (0) by the third assertion. We have l < A
k
a(0) ≤ B
k
a′(0). Hence
Ba′(0) ≤ m′ ≤ Bka′(0) · 2 < B
k+1
a′ (0) = Ba′+1(0). (Please note that Ba′+1(0)
might be smaller than B(a+1)′(0).) Aa(b) ≤ m yields Ba′(b
′) ≤ m′ = Ba′(b′) + l
by the third assertion. We have l < Aka−1(Aa(b)) ≤ B
k
a′−1(Ba′(b
′)). Hence m′ =
Ba′(b
′) + l < Bk+1a′−1(Ba′(b
′)) = Ba′(b
′ + 1). This shows thatm′ = Ba′(b
′) + l is in
k + 1 normal form.
The second and third claim in the fourth assertion are proved by a similar induction
onm. 
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We define for technical reasons−m+α in the natural way. Thus−m+α is equal
to α if α is infinite and we set −m + α be equal to the maximum of {−m + α, 0} if
α < ω.
Definition 2 1. ψk0 := 0,
2. Ifm =
k-nf Aa(k, b) + l then
ψkm :=


b+ 1 if a = 0
ω · (1 + ψkb) + l if a = 1
ωω+(−2+ψka) + ω · ψkb+ l if a ≥ 2

 .
Definition 3 1. χk0 := 0
2. Ifm =
k-nf Aa(k, b) + l then
χkm :=


b+ 1 if a = 0
ω · (1 + χkb) + l if a = 1
ωω+(−2+a) + ω · χkb+ l if a ≥ 2

 .
Definition 4 1. ξk0 := 0
2. Ifm =
k-nf Aa(k, b) + l then
ξkm :=


b+ 1 if a = 0
ω · (1 + χkb) + l if a = 1
ω2 · (−1 + ξka) + ω · b+ l if a ≥ 2

 .
Recall that we write m′ := m[k ← k + 1], m′′ := m[[k ← k + 1]], and m′′′ :=
m{k← k + 1} when k is fixed in the context.
Lemma 4 1. ψk+1m
′ = ψkm, χk+1m
′′ = χkm, and ξk+1m
′′ = ξkm.
2. Ifm > 0 then ψk(m− 1) < ψkm, χk(m− 1) < χkm and ξk(m− 1) < ξkm.
The first claim in the first assertion is proved by an easy induction onm. The claim is
clear form = 0. Assume thatm =
k-nf Aa(b)+l. If a = 0 thenm < k andψk+1m
′ =
m = ψkm. If a = 1 then ψk+1m
′ = ω ·(1+ψk+1b′)+ l = ω ·(1+ψkb)+ l = ψkm. If
a > 1 then ψk+1m
′ = ωω+(−2+ψk+1a
′)+ω ·ψk+1b′+l = ωω+(−2+ψka)+ω ·ψkb+l =
ψkm. The second and third claim in the first assertion follow similarly.
The first claim in the second assertion is proved by induction onm.
Assume thatm =
k-nf Aa(b) + l.
Case 1. a = 0. Thenm < k. Then ψk(m− 1) = m− 1 < m = ψkm.
Case 2. a > 0.
Case 2.1. l > 0. m − 1 =
k-nf Aa(b) + l − 1. Then we find ψk(m − 1) =
ψk(Aa(b)) + l − 1 < ψk(Aa(b)) + l = ψkm.
Case 2.2. l = 0.
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Case 2.2.1. b > 0. Then for some p we find m − 1 =
k-nf Aa(b − 1) + p <
m =
k-nf Aa(b). If a = 1 then the induction hypothesis yields ψk(m− 1) = ω · (1 +
ψk(b− 1)) + p < ω · (1 + ψkb) = ψkm.
If a ≥ 2 then the induction hypothesis yields ψk(m−1) = ψk(Aa(b))+ω ·ψk(b−
1) + p < ψk(Aa(b)) + ω · ψk(b) = ψkm.
Case 2.2.2. b = 0. If a = 1 then ψk(m − 1) = ψk(A1(0) − 1) = ψk(k − 1) =
k − 1 < ω = ψk(A1(0)) = ψkm.
If a = 2 then for certain p1, . . . , pk we find ψk(m − 1) = ψk(Ak1(0) − 1) =
ω · (ψk(A
k−1
1 (0)− 1) + p1) = ω
k · pk + . . .+ ω1 · p1 < ωω = ψkm.
If a > 2 then for certain p0, . . . , pk−1 the induction hypothesis yields
ψk(m− 1) = ψk(A
k
a−1(0)− 1)
= ψk(Aa−1((A
k−1
a−1(0)− 1)) + p0)
= ωω+(−2+ψk(a−1)) + ω · ψk(A
k−1
a−1(0)− 1) + p0
≤ ωω+(−2+ψk(a−1)) · k + ωk−1 · pk−1 + · · ·+ ω
0 · p0
< ωω+(−2+ψk(a))
= ψkm.
The second claim in the second assertion is proved by a similar induction onm.
The third claim in the second assertion is proved by induction on m. Let us just
consider the case m =
k-nf Aa(b) + l where a ≥ 2, b = 0, l = 0. Then the induction
hypothesis yields
ξk(m− 1) = ξk(A
k
a−1(0)− 1)
= ξk(Aa−1((A
k−1
a−1(0)− 1)) + p0)
= ω2 · (−1 + ξk(a− 1)) + ω · (A
k−1
a−1(0)− 1) + p0
< ω2(−1 + ξk(a))
= ξkm.

Definition 5 Letm < ω.
1. Putm0 := m. Assume recursively thatml is defined andml > 0. Thenml+1 =
ml[l + 3← l + 4]− 1. Ifml = 0 thenml+1 := 0.
2. Put m˜0 := m. Assume recursively that m˜l is defined and m˜l > 0. Then m˜l+1 =
m˜l[[l + 3← l + 4]]− 1. If m˜l = 0 then m˜l+1 := 0.
3. Putm0 := m. Assume recursively thatml is defined andml > 0. Thenml+1 =
ml{l+ 3← l + 4} − 1. Ifml = 0 thenml+1 := 0.
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Theorem 1 1. For all m < ω there exists an l < ω such that ml = 0. This is
provable in PRA+ TI(ε0).
2. For all m < ω there exists an l < ω such that m˜l = 0. This is provable in
PRA+ TI(ωω+ω).
3. For all m < ω there exists an l < ω such that ml = 0. This is provable in
PRA+ TI(ωω).
Proof. Define o(m, l) := ψl+3(ml). Ifml+1 > 0 then by the previous lemmata
o(m, l + 1) = ψl+4(ml+1)
= ψl+4(ml[l + 3← l + 4]− 1)
< ψl+4(ml[l + 3← l + 4])
= ψl+3(ml)
= o(m, l)
This proves the first assertion. The second and assertion are proved similarly by now
using χk (ξk resp.) instead of ψk.
Let us now prove the independence results. Recall that the standard system of
fundamental sequences for the ordinals less than ε0 is defined recursively as follows.
If α = 0 then α[x] := 0. If α = β + 1 then α[x] := β. If α = ωα1 + · · · + ωαn
where α1 ≥ . . . ≥ αn and if αn is limit then α[x] = ωα1 + · · · + ωαn[x]. If α =
ωα1 + · · ·+ ωαn+1 where α1 ≥ . . . ≥ αn +1 then α[x] = ωα1 + · · ·+ωαn · x. Then
for limit ordinals λ < ε0 we have λ[x] < λ[x + 1] < λ and λ = sup{α[x] : x < ω}.
Moreover note that−2+x = ω[x− 2] and−2+λ[x] ≤ (−2+λ)[x] holds for λ > ω.
It is easy to show that these fundamental sequences fulfill the so called Bachmann
property: If α[x] < β < α then α[x] ≤ β[1]. (See, e.g., [5], for a proof and further
discussion.)
Let α ≥l β iff there exist α0, . . . , αm such that α = α0, β = αm and αi+1 = αi[l]
for all i < m. If α[x] < β < α then the Bachmann property yields β ≥1 α[x].
Moreover the Bachmann property yields that α ≥l β implies α ≥l+1 β.
Lemma 5 Assume thatm > 0.
1. ψkm > ψk+1(m
′ − 1) ≥ (ψkm)[k − 2].
2. χkm > χk+1(m
′′ − 1) ≥ (χkm)[k − 2].
3. ξkm > ξk+1(m
′′′ − 1) ≥ (ξkm)[k − 1].
Proof. Let us first prove the first assertion. Clearly ψkm = ψk+1(m
′) > ψk+1(m
′−1).
So let us prove the second inequality.
If 0 < m < k then ψk+1(m
′ − 1) = m− 1 = (ψkm)[k − 2].
Assume thatm =
k-nf Aa(k, b) + l ≥ k. Then a > 0.
Case 1. l > 0. Then m − 1 =
k-nf Aa(k, b) + l − 1. Then (ψkm)[k − 2] =
(ψk(Aa(k, b))+ l)[k−2] = ψk(Aa(k, b))+ l−1 and ψk+1(m
′−1) = ψk+1(Ba′(b
′)+
l − 1) = ψk(Aa(k, b)) + l − 1.
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Case 2. l = 0.
Case 2.1. b > 0.
If a = 1 then the induction hypothesis yields (ψkm)[k−2] = (ω(1+ψkb))[k−2] ≤
ω(1 + (ψkb)[k − 2]) + k ≤ ω(1 + (ψk+1(b′ − 1))) + k = ψk+1(Ba′(b′ − 1) + k ≤
ψk+1(Ba′(b
′)− 1) = ψk+1(m
′ − 1).
If a > 1 then the induction hypothesis yields (ψkm)[k − 2] = (ωω+(−2+ψka) +
ω · ψkb)[k − 2] ≤ ωω+(−2+ψka) + ω · ((ψkb)[k − 2]) + k ≤ ωω+(−2+ψk+1a
′) + ω ·
(ψk+1(b
′ − 1)) + k = ψk+1(Ba′(b′ − 1) + k ≤ ψk+1(Ba′(b′)− 1) = ψk+1(m′ − 1).
Case 2.2. b = 0. If a = 1 thenm = A1(0) = k and (ψkm)[k − 2] = ω[k − 2] ≤
k = ψk+1(k + 1− 1) = (ψk+1(m′ − 1).
If a = 2 then (ψkm)[k−2] = (ωω+(−2+ψk(2))+ω ·0)[k−2] = ωω[k−2] ≤ ωk =
ω(1 + ψk+1(B
k−1
1 (0)) = ψk+1(B
k
1 (0)) ≤ ψk+1(B
k+1
1 (0) − 1) = (ψk+1(m
′ − 1).
Note that ψk+1B
l
1(0) = ω
l holds by induction on l for 0 < l ≤ k.
If a = k then
(ψkm)[k − 2] = (ω
ω+(−2+ψka))[k − 2]
≤ (ωω+(−2+ω))[k − 2]
= (ωω+(−2+k))
= (ωω+(−2+ψk+1(a
′−1))) · k
= ψk+1(B
k
a′−1(0))
≤ ψk+1(Ba′(0)− 1)
= ψk+1(m
′ − 1).
If a > 2 and a 6= k then (−2 + ψka)[k − 2] = −2 + (ψka)[k − 2] and
(ψkm)[k − 2] = (ω
ω+(−2+ψka))[k − 2]
≤ (ωω+(−2+(ψka)[k−2])) · k
≤ (ωω+(−2+ψk+1(a
′−1))) · k
= ψk+1(B
k
a′−1(0))
≤ ψk+1(Ba′(0)− 1)
= ψk+1(m
′ − 1).
Note that ψk+1(B
l
a′−1(0)) = (ω
ω+(−2+ψk+1(a
′−1)) · l holds by induction on l for
0 < l ≤ k.
The second assertion is proved by a similar induction onm. An even stronger result
is proved later, see assertion 2 of Lemma 15.
Let us finally prove the third assertion. Clearly ξkm = ξk+1(m
′′′) > ξk+1(m
′′′ −
1). So let us prove the second inequality.
If 0 < m < k then ξk+1(m
′′′ − 1) = m− 1 = (ξkm)[k − 1].
Assume thatm =
k-nf Aa(k, b) + l ≥ k. Then a > 0.
Case 1. l > 0. Then m − 1 =
k-nf Aa(k, b) + l − 1. Then (ξkm)[k − 1] =
(ξk(Aa(k, b))+l)[k−1] = ξk(Aa(k, b))+l−1 and ξk+1(m
′′′−1) = ξk+1(Ba(b)
′′′)+
l − 1 = ξk(Aa(k, b)) + l − 1.
9
Case 2. l = 0.
Case 2.1. b > 0.
If a = 1 then the induction hypothesis yields (ξkm)[k − 1] = ω(1 + b)[k − 1] ≤
ω(1+b[k−1])+k ≤ ω(1+(b−1))+k = ξk+1(Ba′′′ (b−1)+k ≤ ξk+1(Ba′′′(b)−1) =
ξk+1(m
′′′ − 1).
If a > 1 then the induction hypothesis yields (ξkm)[k− 1] = (ω2(−1+ ξka)+ω ·
b)[k−1] ≤ (ω2(−1+ξka)+ω ·b)[k−1])+k ≤ ω2(−1+ξk+1a′′′)+ω ·(b−1))+k =
ξk+1(Ba′′′(b − 1) + k ≤ ξk+1(Ba′′′(b)− 1) = ξk+1(m′′′ − 1).
Case 2.2. b = 0. If a = 1 then m = A1(0) = k and (ξkm)[k − 1] = ω[k − 1] ≤
k = ξk+1(k + 1− 1) = (ξk+1(m′′′ − 1).
If a = 2 then (ξkm)[k − 1] = (ω2(−1 + ξk(2)) + ω · 0)[k − 1] = ω2[k − 1] ≤
ω · k ≤ ω(1 + (Bk−11 (0)) = ξk+1(B
k
1 (0)) ≤ ξk+1(B
k+1
1 (0)− 1) = (ξk+1(m
′′′ − 1).
Note that ξk+1(B
l
1(0)) ≥ ω · l holds by induction on l for 0 < l ≤ k.
If a = k then
(ξkm)[k] = (ω
2(−1 + ξka))[k − 1]
≤ (ω3)[k − 1]
= ω2 · (k − 1)
= ω2(−1 + ξk+1(a
′′′ − 1))
≤ ξk+1(Ba′′′−1(0))
≤ ξk+1(Ba′′′ (0)− 1)
= ξk+1(m
′′′ − 1)
If a > 2 and a 6= k then
(ξkm)[k − 1] = ω
2(−1 + ψka))[k − 1]
≤ ω2(−1 + (ξka)[k − 1])) + ω · k
≤ ω2(−1 + ψk+1(a
′′′ − 1)) + ω · Bk−1a′′′−1(0)
= ξk+1(B
k
a′′′−1(0))
≤ ξk+1(Ba′′′(0)− 1)
= ξk+1(m
′′′ − 1)

For α < ε0 let PRA+ TI(<α) be the union of the theories PRA+ TI(β) where
β < α.
Theorem 2 1. PA 6⊢ (∀m)(∃l)[ml = 0].
2. PRA+ TI(< ωω+ω) 6⊢ (∀m)(∃l)[m˜l = 0].
3. PRA 6⊢ (∀m)(∃l)[ml = 0].
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Proof of the first assertion. Let m(1) := A2(3, 0) and m(r + 1) := Am(r)(3, 0).
Let ω1 := ω and ωr+1 := ω
ωr . Then ψ3(m(r)) = ωr+1 for r ≥ 1. We claim that
o(m(r), l) ≥1 ωr+1[1] . . . [l]. Proof of the claim. Write m for m(r). For o(m, l) > 0
Lemma 5 yields o(m, l) > o(m, l+1) = ψl+4(ml[l+3← l+4]−1) ≥ (ψl+3(ml))[l+
1] = (o(m, l)[l+1]. The Bachmann property yields o(m, l+1) ≥1 (o(m, l)[l+1]. The
induction hypothesis yields o(m, l) ≥1 ωr+1[1] . . . [l]. This yields o(m, l)[l + 1] ≥1
(o(m, l)[l + 1] ≥1 ωr+1[1]] . . . [l][l + 1].
Therefore the least l such that o(m, l) = 0 is at least as big as the least l such that
ωr+1[1] . . . [l + 1] = 0. The result follows from PA 6⊢ ∀r∃l(ωr+1)[2] . . . [l + 1] = 0.
The second assertion follows similarly.
Let m((r)) := Ar+2(3, 0). Then χ3(m(r)) = ω
ω+r. The result follows from
PRA 6⊢ ∀r∃l(ωω+r)[1] . . . [l] = 0.
The third assertion follows similarly by employing ξk andm(r). 
It is somewhat surprising that one obtains a PA independence via ∀m∃lml = 0
without using the nested sandwiching procedure from [14]. We consider this Goodstein
principle for the Ackermann function as a giant Goodstein principle.
Note that the assertion ∀m∃lm˜l = 0 is considerably weaker than the corresponding
assertion in [14] where the base change in the second argument of the Ackermann
function led to independence from IΣ2. We consider this Goodstein principle therefore
as an intermediate Goodstein principle.
The assertion ∀m∃lml = 0 is an example for an illusionary giant Goodstein prin-
ciple. In strength it does not exceed the axioms needed for proving the totality of the
functions which are involved in the definition of the underlying normal forms. But this
principle is still non trivial since it is independent of PRA.
An even weaker Goodstein principle can be obtained by performing a trivial base
change in the iteration parameter k. For m =
k-nf Aa(k, b) + l ≥ k let m
′′′′ :=
Aa(k+1, b) + l. A Goodstein principle base on this definition becomes even provable
in in a weak meta theory using the ordinal assignment ord(m) := ω2 ·a+ωb+ l. Note
that the graph of the Ackermann function is elementary and so it makes sense to speak
about writing m in k normal form even in a very weak base theory. But defining the
base change already requires some tricky machinery.
3 Giant and illusionary giant Goodstein sequences for
the extended Grzegorczyk hierarchy
Let us agree that small Greek letters denote ordinals less than ε0.
Let us recall the definition of the standard assignment of fundamentals sequences
for the ordinals below ε0. We agree on ω
α+1(β + 1)[x] = ωα+1β + ωα · x and
ωλ(β + 1)[x] = ωλβ + ωλ[x]. We also assume for convenience that (α + 1)[x] := α
and 0[x] := 0.
Using these fundamental sequences we define the extended Ackermann functions
α, b 7→ Aα(k, b) for α < ε0 and k, b < ω recursively as follows:
11
A0(k, b) := b+ 1,
Aα+1(k, 0) := Aα(k, ·)
k(0),
Aα+1(k, b+ 1) := Aα(k, ·)
k(Aα+1(k, b)),
Aλ(k, 0) := Aλk,k,0 (k, ·)
k(0),
Aλ(k, b+ 1) := Aλk,k,Aλ(k,b)(k, ·)
k(Aλ(k, b)).
where for a limit λ the ordinal λl,k,b is defined recursively by λ0,k,b := λ[b] and
λl+1,k,b := λ[Aλl,k,b (k, b)].
For the rest of this article by k will denote a positive integer not smaller than 3.
In the sequel we often write Aα(b) for Aα(k, b) and Bα(b) for Aα(k + 1, b) and
λl,b for λl,k,b when k is fixed in a given context.
The functionsAα come along with natural monotonicity properties due to the Bach-
mann property of the system of fundamental sequences. Recall that his property states
that α[l] < β < α yields α[l] ≤ α[1]. Moreover recall that ≤l is the transitive and
reflexive closure of {(α[l], α) : α < ε0}.
In general the function α 7→ Aα(b) is not monotone in α but it shows decent
monotonicity with respect to the relation ≤l.
Furthermore, for α = ωα1 · m1 + · · · + ωαn · mn with α1 > . . . > αn and
0 < m1, . . . ,mn < ω let mc(α) := max{mc(α1), . . . ,mc(αn),m1, . . . ,mn} where
mc(0) := 0. We call mc(α) the maximal coefficient of an ordinal α. This maximal
coefficient plays an important role in bounding values of Aα(b).
Lemma 6 1. Aα(b) < Aα(b + 1),
2. α[l] < β < α yields Aα[l](b) < Aβ(b),
3. α ≤l β yields Aα(b) ≤ Aβ(b) for all b ≥ l ≥ 1,
4. mc(α) < Aα(b),
5. α < β andmc(α) ≤ b yields Aα(b) ≤ Aβ(b).
Proof. This is easy. One can e.g. consult [5] or [12] if needed. 
Lemma 7 For anym there will be at most finitely many α < ε0 such that Aα(k, 0) ≤
m.
Proof. First note that for a given m there will be finitely many α < ε0 such that
Nα ≤ m whereNα is the number of occurrences of ω in the Cantor normal form of α
(cf., e.g., [5]). An easy induction on α yields that Aα(k, b) ≥ Nα+ b. Putting things
together the Lemma follows. 
Lemma 8 For allm > 0 there exist unique α < ε0 and b, l < ω such that
1. m = Aα(k, b) + l,
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2. α is maximal with Aα(k, 0) ≤ m (so that Aα(k, 0) ≤ m < Aα+1(k, 0)),
3. b is maximal with Aα(k, b) ≤ m (so that Aα(k, b) ≤ m < Aα(k, b+ 1)).
We write m =
k-nf Aα(k, b) + l in this case and call Aα(k, b) + l the k normal form
of m. This normal form is uniquely determined. If m =
k-nf Aα(k, b) + l and a = 0
then necessarily m = A0(k, ·)m(0) where m < k. If m = k then m =k-nf A1(k, 0)
and A1(k, b) = k · (1 + b). The yields in particular that Aα(k, b) > 2 · b for α > 0.
The latter estimate is used tacitly at several occasions.
Lemma 9 1. If m =
k-nf Aα(b) and b > 0 then Aα(b − 1) is in k normal form,
too.
2. Alα(0) is in k normal form for 0 < l < k.
3. Ifm =
k-nf Aλ(0) and λ is a limit thenAλl,0(0) is in k normal form for 0 < l <
k.
4. If m =
k-nf Aλ(b) and λ is a limit and b > 0 then Aλl,b(Aλ(b − 1)) is in k
normal form for 0 < l < k.
Proof. This follows easily from the Bachmann property. 
Definition 6 We define the base change operations recursively as follows.
1. If m = 0 thenm[k ← k + 1] := 0. If m =
k-nf Aα(k, b) + l > 0 then m[k ←
k + 1] := Aα[k←k+1](k + 1, b[k← k + 1]) + l. If α = ω
β ·m+ γ is in Cantor
normal form then α[k ← k + 1] = ωβ[k←k+1] ·m[k ← k + 1] + γ[k ← k + 1].
2. If m = 0 then m[[k ← k + 1]] := 0. If m =
k-nf Aα(k, b) + l then m[[k ←
k + 1]] := Aα(k + 1, b[[k← k + 1]]) + l.
3. If m = 0 then m{k ← k + 1} := 0. If m =
k-nf Aα(k, b) + l then m{k ←
k + 1} := Aα{k←k+1}(k + 1, b) + l. If α = ω
β · m + γ is in Cantor normal
form then α{k← k + 1} = ωβ{k←k+1} ·m{k← k + 1}+ γ{k← k + 1}.
It is highly non trivial to show that the base change operations preserve monotonic-
ity and normal forms. To show these properties we develop some newmachinery about
fundamental sequences.
For an ordinal context λ[[·]] with exactly one occurrence of the placeholder [[·]]
we define an ordinal context λ∗[[·]], the truncation of λ[[·]] as follows. If λ[[·]] = [[·]]
then λ∗[[·]] = [[·]]. If λ[[·]] = ωα1 + · · · + ωαi + [[·]] + ωαi+1 + · · · + ωαn then
λ∗[[·]] = ωα1 + · · ·+ ωαi + [[·]]. If λ[[·]] = ωα1 + · · ·+ ωαi[[·]] + ωαi+1 + · · ·+ ωαn
then λ∗[[·]] = ωα1 + · · ·+ ωα
∗
i [[·]]. So we basically cut off hereditarily terms after the
placeholder. (We tacitly assume here as usual that α1 ≥ . . . ≥ αn.)
Lemma 10 If α < β then β = α+1 or α < β[1] or there exists a context λ, an ordinal
γ and a natural number r such that α = λ[[ωγ · r]] and β = λ∗[[ωγ+1]]. Moreover we
have α < λ∗[[ωγ · (r + 1)]].
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Proof. Assume that α = ωα1 + · · ·+ ωαm and that β = ωβ1 + · · ·+ ωβn are both
written in Cantor normal form.
Case 1. Assume m < n and αi < βi for all i ≤ m. Then of course β = α + 1 or
α < β[1].
Case 2. There exists an i ≤ min{m,n} such that αi < βi and ∀j < i(αj = βj). If
n > i then of courseα < β[1]. So assume i = n. Let us write α = ωα1+· · ·+ωαi ·s+ξ
with ξ < ωαi .
Case 2.1. Assume that βi = δ + 1.
If δ > αi then of course α < β[1]. If δ = αi+1 then put λ := ω
α1+ · · ·+ωαi−1+
[[·]] + ωαi+1 + · · ·+ ωαm , γ = αi and r := s. Then α = λ[[ωγ · r]], β = λ∗[[ωγ+1]]
and α < λ∗[[ωγ · (r + 1)]].
Case 2.2. Assume βi ∈ Lim. We have αi < βi. The case βi = α+1 is impossible
and so by induction hypothesis there are two cases.
Case 2.2.1. αi < βi[1]. Then α < β[1].
Case 2.2.2. βi = µ
∗[[ωγ+1]] and αi = µ[[ω
γ · r]] where αi < µ∗[[ωγ · (r + 1)]].
Let λ := ωα1 + · · ·+ ωαi−1 + ωµ[[·]] + ωαi · (s− 1) + ωαi+1 + · · ·+ ωαm . Then
α = λ[[ωγ · r]], β = λ∗[[ωγ+1]] and α < λ∗[[ωγ · (r + 1)]]. 
For notational reasons we agree on Aα(k,−1) := 0.
Lemma 11 Assume α < β. Moreover, assume for all λ, γ and r: if α = λ[[ωγ ·r]] and
δ := λ∗[[ωγ+1]] then r < Aδk−1,Aδ(b−1)(Aδ(b− 1)). Then we obtain either α+ 1 = β
or α+ 1 ≤ β[Aβk−1,Aβ (b−1)(Aβ(b − 1))]. Moreover Aα+1(b) ≤ Aβ(b).
Proof. The assertion is clear for β = α + 1. If α < β[1] then of course α +
1 ≤ β[Aβk−1,Aβ (b−1)(Aβ(b − 1))]. Finally assume by Lemma 10 that α = λ[[ω
γ ·
r]] and β = λ∗[[ωγ+1]]. Then β[l] = λ∗[[ωγ · l]] for every l and βk,Aβ(b−1) =
β[A(λ∗[[ωγ+1]])k−1,Aβ(b−1)(Aβ(b− 1))]. By assumption we obtain
r < A(λ∗[[ωγ+1]])k−1,Aβ(b−1)
(Aβ(b − 1)).
Lemma 10 yields
α = λ[[ωγ · r]]
< λ∗[[ωγ · (r + 1)]]
≤ λ∗[[ωγ · A(λ∗[[ωγ+1]])k−1,Aβ(b−1)(Aβ(b− 1))]]
= β[A(λ∗[[ωγ+1]])k−1,Aβ(b−1)(Aβ(b− 1))]
= β[Aβk−1,Aβ(b−1)(Aβ(b− 1))].
The second claim follows from the first claim by induction on β. Indeed, the claim
is obvious when β is α + 1. Otherwise α < β[Aβk−1,Aβ (b−1)(Aβ(b − 1))] and the
induction hypothesis yields Aα+1(k) ≤ Aβ[Aβk−1,Aβ(b−1) (Aβ(b−1))]
(Aβ(b − 1)) ≤
Aβ(b). 
To prove the preservation of normal forms after performing a base change operation
the following Lemma will be of key importance (together with Lemma 11).
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Lemma 12 Assume that there is no δ > α with Aδ(b) ≤ Aα(b). Then for all λ, γ and
r: if α = λ[[ωγ · r]] and β = λ∗[[ωγ+1]] then r ≤ Aβk−1,Aβ(b−1)(Aβ(b − 1)).
Proof. Assume that α = λ[[ωγ · r]]. Assume for a contradiction that
r > A(λ∗[[ωγ+1]])k−1,Aβ(b−1)
(Aβ(b − 1)).
Let β := λ∗[[ωγ+1]]. Then β > α. But
Aβ(b)
= Akβk,Aβ(b−1)
(Aβ(b − 1))
= Akλ∗[[ωγ ·A(λ∗[[ωγ+1]])k−1,Aβ (b−1)
]](Aβ(b− 1))
< Aλ∗[[ωγ ·r]](b)
≤ Aλ[[ωγ ·r]](b)
= Aα(b).
where we used that λ∗[[ωγ ·r]] 1 λ[[ωγ ·r]]. This contradicts the maximality property
of α. 
Lemma 13 Let m′ := m[k ← k + 1], m′′ := m[[k ← k + 1]], and m′′′ := m{k ←
k + 1}.
1. m ≤ m′, α ≤ α′,m ≤ m′′,m ≤ m′′′ and α ≤ α′′′.
2. Aα(b)
′ ≤ Bα′(b′), Aα(b)′′ ≤ Bα′′(b′′) and Aα(b)′′′ ≤ Bα′′′(b′′′) even if Aα(b)
is not in normal form.
3. Ifm ≥ k thenm < m′,m < m′′,m < m′′′.
4. Ifm > 0 then (m− 1)′ < m′, (m− 1)′′ < m′′, and (m− 1)′′′ < m′′′
5. If m =
k-nf Aα(k, b) + l then m
′ =k+1−nf Aα′(k + 1, b
′) + l, m′′ =k+1−nf
Aα(k + 1, b
′′) + l, andm′′′ =k+1−nf Aα′′′(k + 1, b) + l.
The first three assertions are easy to prove using the last two assertions of Lemma 6.
The first claim of the fourth assertion is proved by induction onm.
Assume thatm =
k-nf Aα(b) + l.
Case 1. α = 0. Then 0 < m < k. Then (m− 1)′ = m− 1 < m = m′.
Case 2. α > 0.
Case 2.1. l > 0. m − 1 =
k-nf Aα(b) + l − 1. Then we find (m − 1)
′ =
Aα(b)
′ + l − 1 < Aα(b)′ + l = m′.
Case 2.2. l = 0.
Case 2.2.1. b > 0. Then we findm− 1 =
k-nf Aα(b− 1) + p < m =k-nf Aα(b).
Case 2.2.1.1. α = 1. Then p < k hence p < k + 1 and then the induction hypothesis
yields ψk(m − 1) = Aα(b − 1)
′ + p ≤ Bα′((b − 1)
′) + p ≤ Bα′(b
′ − 1) + p <
Bα′(b
′)) = m′.
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Case 2.2.1.2. α ≥ 2. We find (m− 1)′ = Aα(k, b− 1)′ + p.
By induction on l one verifies (αl,Aα(b−1))
′ ≤ α′l,k+1,Bα′ (b−1) using (α[x]
′ ≤
α′[x′]. Moreover an induction on l > 0 yieldsmc((αl,Aα(b−1))
′) ≤ Bα′
l−1,k+1,B
α′
(b′−1))
(Bα′(b
′−
1)). Moreover we havemc((α0,Aα(b−1))
′) ≤ Bα′(b′ − 1). Then Lemma 6 yields
p < Aα(b) = A
k
αk,Aα(b−1)
(Aα(b−1)) ≤ Bkα′
k,Aα(b−1)
(Bα′(b−1)′) ≤ Bkα′
k+1,k+1,B′α(b
′
−1))
(Bα′(b
′−
1))
and we arrive at (m−1)′ = Aα(k, b−1)′+ l < B
k+1
α′
k+1,k+1,B
α′
(b′−1)
(Bα′(b
′−1)) =
Bα′(b
′).
Case 2.2.2. b = 0.
If a = 1 then (m− 1)′ = (A1(0)− 1)′ = k − 1 < k + 1 = A1(0)′.
If a > 1 then the induction hypothesis yields for some p that (m− 1)′ = (Akα(0)−
1)′ = Aαk,0(A
k−1
αk,0
(0) − 1)′ + p. We have p < Aα(0) = A
k
αk,0
(0) ≤ Bk(αk,0)′(0) ≤
Bkα′
k,k+1,0
(0) andAαk,0(A
k−1
αk,0
(0)−1)′ ≤ Bkα′
k+1,k+1,0
(0). Hence (m−1)′ = (Akαk,0 (0)−
1)′ = (Aαk,0(A
k−1
αk,0
(0)− 1))′ + p < Bkα′
k+1,k+1,0
(0) · 2 < Bk+1
α′
k+1,k+1,0
(0) = Bα′(0).
Let us now prove the first claim in the fifth assertion.
Assume thatm =
k-nf Aα(b)+l. ThenAα(0) is in k normal form. Then there is no
δ > α with Aδ(0) ≤ Aα(0). We obtain by Lemma 12 that for all contexts λ, ordinals
γ and natural numbers r: If α = λ[[ωγ · r]] and β = λ∗[[ωγ+1]] then r ≤ Aβk−1,0(0).
Assume now that α′ = λ˜[[ωγ˜ · r˜]]. Then there exist λ, γ, r such that λ˜ = λ′, γ˜ = γ′
and r˜ = r′ and α = λ[[ωγ · r]]. Let β := λ∗[[ωγ+1]] and β˜ = (λ∗)′[[ωγ
′+1]]. To apply
Lemma 11 we have to show r′ < Bβ˜k,k+1,0(0).
We obtain β˜[k′] = (λ∗)′[[ωγ
′
·k′]] = (β[k])′. This yields by induction on l < k that
β˜l,k+1,0 = (βl,0)
′. Indeed we find β˜0,k+1,0 = (λ
∗)′[[ωγ
′
· (0)′]] = (β0,0)′. Moreover
β˜l+1,k+1,0 = (λ
∗)′[[ωγ
′
·Bβ˜l,k+1,0(0) ]] = (λ
∗[[ωγ ·Aβl,0(0) ]])
′ = (βl+1,0)
′. As desired
r ≤ Aβk−1,0(0) yields
r′ ≤ (Aβk−1,0(0))
′ ≤ B(βk−1,0)′(0) < Bβ˜k,k+1,0(0).
We claim that there is no δ > α′ with Bδ(0
′) ≤ Bα′(b′) + l. Assume α′ < δ.
We claim that Bδ(0) > m
′. Indeed we find m′ = Bα′(b
′) + l ≤ Bα′(B
k−1
α′ (0)) +
Bkα′(0) ≤ B
k
α′(0) · 2 ≤ B
k+1
α′ (0) = Bα′+1(0) ≤ Bδ(0) by Lemma 11. So α
′ fulfills
the maximality condition andm′ is in k + 1-normal form.

For denoting ordinals below the Howard Bachmann ordinal we use Buchholz’s ψ
function from [3].
Let Ω be the first uncountable ordinal. Let C(α) be the least set C such that
1. {0,Ω} ⊂ C,
2. If β = β1 + . . . + βn and if β1, . . . , βn ∈ C are additive principal and if β1 ≥
. . . ≥ βn then β ∈ C,
3. If β = Ωγ · δ + η and γ, δ, η ∈ C then β ∈ C.
4. β ∈ C ∩ α⇒ ψβ ∈ C.
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Let ψα := min{ξ : ξ 6∈ C(α)}. Then ψα < Ω. Moreover ψα ∈ Lim for α > 0,
ψ0 = 1 and ψ(α+1) = ψα ·ω. Then ψω = ωω. We write β =NF ψα if β = ψα and
α ∈ C(α). Then β =NF ψα and δ =NF ψγ and α < γ yield β < δ.
Let OT be defined as follows.
1. {0,Ω} ⊂ OT ,
2. If β = β1 + . . . + βn and if β1, . . . , βn ∈ OT are additive principal and if
β1 ≥ . . . ≥ βn then β ∈ OT ,
3. If β = Ωγ · δ + η and γ, δ, η ∈ OT then β ∈ OT .
4. If β ∈ OT and β ∈ C(β) then ψβ ∈ OT .
It is well known that OT ∩ Ω = ψεΩ+1. Let η0 := ψεΩ+1 be an abbreviation for
the Howard Bachmann ordinal.
For the termination proof it will be essential to work with ψ terms in normal form.
For α ∈ OT define Gα ⊆ OT as follows.
Let G0 := ∅,G(Ωα ·β+ γ) := Gα∪Gβ ∪Gγ andGψα := Gα∪ {α}. Then ψα
is in ψ normal form iff α ∈ C(α) iff Gα < α. Therefore G can be used to single out
normal forms and to prove that OT is a primitive recursive set. By restricting to terms
in ψ normal form there will be no chains of terms in OT like (ψΩ, ψψΩ, ψψψΩ, . . .).
To deal with the third Goodstein principle for the extended Ackermann function we
work also with a slight variantOT ′ of OT .
To define it let us first consider a modification of C(α). Let C′(α) be the least set
C such that
1. {0,Ω} ⊂ C,
2. If α = β1 + . . . + βn + ω · b + l and if β1, . . . , βn ≥ ω2 ∈ OT are additive
principal and if β1 ≥ . . . ≥ βn and b, l < ω then α ∈ C
3. If α = Ωβ · γ + δ and β, γ, δ ∈ C and δ < Ωβ and γ < Ω then α ∈ C.
4. 0 < β ∈ C ∩ α⇒ Ψβ ∈ C.
For α > 0 let Ψα := min{ξ : ξ 6∈ C(α)}. Then Ψα < Ω. Moreover Ψα ∈ Lim,
ψ1 = ω2 andΨ(α+1) = Ψα+ω2. We write β =NF Ψα if β = Ψα and α ∈ C′(α).
Then β =NF Ψα and δ =NF Ψγ and α < γ yield β < δ.
1. {0,Ω} ⊂ OT ′,
2. If α ≥ ω2 and b, l < ω then α+ ω · b+ l ∈ OT ′
3. If α = Ωβ · γ + δ and β, γ, δ ∈ OT ′ and δ < Ωβ and γ < Ω then α ∈ OT ′.
4. If 0 < β ∈ OT ′ and β ∈ C′(β) then Ψβ ∈ OT ′.
Again it is well known OT ′ ∩ Ω = ΨεΩ+1 Moreover η0 = ΨεΩ+1. (See, for
example, Buchholz’s contributions in [2] for a proof.)
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Definition 7 1. ψk0 := 0,
2. Ifm =
k-nf Aα(k, b) + l then
ψkm :=


b+ 1 if α = 0
ω(1 + ψkb) if α = 1
ψ(ω + (−2 + ψkα)) + ωψkb+ l if α ≥ 2

 .
Moreover for α = ωβ ·m+ γ in normal form put ψkα := Ωψkβ · ψkm+ ψkγ.
Definition 8 1. χk0 := 0
2. Ifm =
k-nf Aα(k, b) + l then
χkm :=


b+ 1 if a = 0
ω(1 + χkb) if α = 1
ωω+(−2+α) + ω · χkb+ l if α ≥ 2

 .
Definition 9 1. ξk0 := 0
2. Ifm =
k-nf Aα(k, b) + l then
ξkm :=


b+ 1 if a = 0
ω(1 + b) if α = 1
Ψ(−1 + ξkα) + ω · b+ l if α ≥ 2

 .
Moreover for α = ωβ ·m+ γ in normal form put ξkα := Ωξkβ · ξkm+ ξkγ.
In the sequel we write m′ := m[k ← k + 1], m′′ := m[[k ← k + 1]] and m′′′ :=
m{k← k + 1} when k is fixed in the context.
Lemma 14 1. ψk+1m
′ = ψkm, χk+1m
′′ = χkm, and ξk+1m
′′ = ξkm,
2. Ifm > 0 then ψk(m− 1) < ψkm, χk(m− 1) < χkm, and ξk(m− 1) < ξkm.
3. Ifm = Aα(b) + l and α > 1 then ψkm = ψ(ω + (−2 + ψkα) + ω · ψkb + l is
in ψ normal form and in Cantor normal form. Similarly ξkm = Ψ(−1+ ξkα)+
ω · ψkb+ l is in Ψ normal form and in Cantor normal form for α > 1.
The first assertion is proved by induction onm.
The first claim in the second assertion is proved simultaneously with the first claim
in the third assertion by induction onm. (We use the third assertion implicitly.)
Assume thatm =
k-nf Aα(b) + l.
Case 1. α = 0. Thenm < k. Then ψk(m− 1) = m− 1 < m = ψkm.
Case 2. α > 0.
Case 2.1. l > 0. m−1 =
k-nf Aα(b)+l−1. Then for some β we find ψk(m−1) =
β + l− 1 < β + l = ψkm.
Case 2.2. l = 0.
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Case 2.2.1. b > 0. Then for some p we find m − 1 =
k-nf Aα(b − 1) + p <
m =
k-nf Aα(b).
Thus ψk(m − 1) = ψ(ω + (−2 + ψkα)) + ω · (ψk(b − 1)) + p < ψ(ω + (−2 +
ψkα)) + ω · ψk(b).
Case 2.2.2. b = 0. If α = 1 then for some p we find ψk(m − 1) = ω · ψk(b −
1) + p < ω · ψkb = ψkm. Now consider the case α ≥ 2. Then for some p we
find m − 1 = Akαk,0(0) − 1 = Aαk,0((A
k−1
αk,0
(0) − 1)) + p where the latter is in
k normal form. The induction hypothesis yields ψk(Aαk,0 (A
k−1
αk,0
(0) − 1) + p) =
ψ(ω + (−2 + ψkαk,0) + ω · ψk(Ak−1αk,0 (0) − 1) + p < ψ(ω + (−2 + ψkα)) = ψkm
since ψkαk,0 < ψkα and ψkα is an additive principal number which is in ψ normal
form. The third claim in the second assertion is proved simultaneously with the second
claim in the the third assertion by a similar induction onm.
Assume thatm =
k-nf Aα(b) + l.
Case 1. α = 0. Thenm < k. Then ξk(m− 1) = m− 1 < m = ξkm.
Case 2. α > 0.
Case 2.1. l > 0. m−1 =
k-nf Aα(b)+ l−1. Then for some β we find ξk(m−1) =
β + l− 1 < β + l = ξkm.
Case 2.2. l = 0.
Case 2.2.1. b > 0. Then for some p we find m − 1 =
k-nf Aα(b − 1) + p <
m =
k-nf Aα(b).
Thus ξk(m− 1) = Ψ(−1 + ξkα) + ω · (b− 1) + p < Ψ(−1 + ξkα) + ω · b.
Case 2.2.2. b = 0. If α = 1 then for some p we find ξk(m− 1) = ω · (b− 1)+ p <
ω · b = ξkm. Assume now that α ≥ 2.
Then for some pwe findm−1 = Akαk,0(0)−1 = Aαk,0 ((A
k−1
αk,0
(0)−1))+pwhere
the latter is in k normal form. The induction hypothesis yields ξk(Aαk,0(A
k−1
αk,0
(0) −
1) + p) = Ψ(−1 + ψkαk,0) + ω · (Aαk,0)
k−1(0) − 1) + p < Ψ(−1 + ψkα) = ψkm
since ψkαk,0 + ω
2 ≤ ψkα because ψkα is in Ψ normal form.
The second claim in the second assertion is proved by a much simpler induction on
m.
Assume thatm =
k-nf Aα(b) + l.
Case 1. α = 0. Thenm < k. Then χk(m− 1) = m− 1 < m = χkm.
Case 2. α > 0.
Case 2.1. l > 0. m−1 =
k-nf Aα(b)+l−1. Then for some β we find χk(m−1) =
β + l− 1 < β + l = χkm.
Case 2.2. l = 0.
Case 2.2.1. b > 0. Then for some p we find m − 1 =
k-nf Aα(b − 1) + p <
m =
k-nf Aα(b). If α = 1 then for some p we find χk(m − 1) = ω · (1 + χk(b −
1)) + p < ω · (1 + χk(b)) = χkm. If α > 1 then for some β we find χk(m − 1) =
β + ω · χk(b− 1) + p < β + ω · χk(b)) = χkm.
Case 2.2.2. b = 0. Then for some pwe findm−1 = Akαk,0(0)−1 = Aαk,0((A
k−1
αk,0
(0)−
1)) + p where the latter is in k normal form. If α = 0 or α = 1 we can argue as in
the proof of the first claim of the second assertion. If α = 2 then χk(m − 1) =
χk(A1(A
k−1
1 (0)−1)+p) = ω·(1+χk(A
k−1
1 (0)−1)+p) < ω
ω = χk(A2(0)) = χkm.
If α > 2 then χk(m− 1) = ψk(Aαk,0 (A
k−1
αk,0
(0)− 1) + p) = ωω+(−2+αk,0) + ω ·
ωω+(−2+αk,0) + . . .) < ωω+(−2+α)) = χkm since αk,0 < α.
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Proof of the first claim in the third assertion by induction on m. Here we use the
first claim of the first assertion implicitly.
If l > 0 then the claim follows by applying the induction hypothesis tom− 1.
Case 1. b > 0. Then, by induction hypothesis, n := Aα(b− 1) is in k normal form
and so ψkn = ψ(ω + (−2 + ψkα)) + ω · ψk(b − 1) + p is in ψ normal form. Hence
G(ω+(−2+ψkα)) < ω+(−2+ψkα). Henceψkm = ψ(ω+(−2+ψkα))+ω·ψkb+p
is in ψ normal form. Let us show that ψkm is also in Cantor normal form. Assume
that b has normal form Aβ(c) + q. Then β ≤ α since m is in k-normal form. This
means that ψk(ω + (−2 + ψkβ)) ≤ ψk(ω + (−2 + ψkα). By induction hypothesis
ψkb = ψk(ω + (−2 + ψkβ)) + ωψkc + q is in Cantor normal form. This yields that
ψkm is in Cantor normal form.
Case 2. b = 0 and α = β + 1 is a successor.
Write β + 1 = λ + r with λ = 0 or λ a limit. Then ψk(β + 1) = ψkλ + ψkr and
ψkβ = ψkλ+ ψk(r − 1).
We have to show that G(ω + (−2 + ψk(β + 1)) < ω + (−2 + ψk(α).
We findG(ω+(−2+ψk(β+1)) = {1}Gψkλ∪Gψkr. SinceAβ(0) is in k normal
form the induction hypothesis yields that ψ(ω+(−2+ψkβ)) is in normal form. Hence
Gψkλ ⊆ Gψkβ ⊆ G(ω + (−2 + ψkβ)) < ω + (−2 + ψkβ) < ω + (−2 + ψkα).
Now write r = Aγ(c) + d in k normal form. Then ψkr = ψ(ω + (−2 + ψkγ)) +
ω · ψkc + d is in ψ normal form and in Cantor normal form by induction hypothesis.
ThereforeGψkc ≤ Gψ(ω + (−2 + ψkγ) ≤ ω + (−2 + ψkγ. Sincem is in k normal
form we find γ ≤ α. Since γ is a strict subterm of α we have γ < αWe find Gψkr ≤
ω + (−2 + ψkγ) < ω + (−2 + ψkα). Hence ψkm is in ψ normal form.
Let us show that ψkm is also in Cantor normal form. Assume that b has normal
form Aδ(e) + q. Then δ ≤ α since m is in k-normal form. This means that ψk(ω +
(−2 + ψkδ)) ≤ ψk(ω + (−2 + ψkα). By induction hypothesis ψkb = ψk(ω + (−2 +
ψkδ)) +ωψkc+ q is in Cantor normal form. This yields that ψkm is in Cantor normal
form.
Case 3. b = 0 and α = λ[[ωβ+1 · r]] is a limit where α[x] = λ[[ωβ+1 · (r −
1) + ωβ · x]]. Then n := Aαk−1,0(0) is in k normal form and so ψkn is in ψ nor-
mal form by induction hypothesis. We have n = Aλ[[ωβ+1·(r−1)+ωβ ·Aαk−2,0(0)]](0) ≥
max{mc(α[0]),mc(β + 1), r}.
Let p := mc(α) Then p = max{mc(α[0]),mc(β + 1),mc(r)} and p ≤ n.
We find ψkp ≤ ψkn = ψ(ψkαk−1,0) where the letter is in ψ normal form by
induction hypothesis so that G(ψ(ψkαk−1,0)) ≤ ψkαk−1,0.
This yields G(ω + (−2 + ψkα)) ≤ G(ψkp) ≤ G(ψkn) = G(ψ(ψkαk−1,0)) ≤
ψkαk−1,0 < ψkα. Hence ψkm is in ψ normal form.
Proof of the second claim in the third assertion by induction onm. The details are
similar to the details in the proof of the first claim of the third assertion.

We define the corresponding Goodstein sequences similarly as before.
Definition 10 Letm < ω.
1. Putm0 := m. Assume recursively thatml is defined andml > 0. Thenml+1 =
ml[l + 3← l + 4]− 1. Ifml = 0 thenml+1 := 0.
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2. Put m˜0 := m. Assume recursively that m˜l is defined and m˜l > 0. Then m˜l+1 =
m˜l[[l + 3← l + 4]]− 1. If m˜l = 0 then m˜l+1 := 0.
3. Putm0 := m. Assume recursively thatml is defined andml > 0. Thenml+1 =
ml{l+ 3← l + 4} − 1. If m˜l = 0 thenml+1 := 0.
We are going to prove that the first principle is a giant Goodstein principle, that the
second principle is an illusionary giant Goodstein principle, and that somewhat sur-
prisingly t the third principle is a giant Goodstein principle.
Theorem 3 1. For all m < ω there exists an l < ω such that ml = 0. This is
provable in PRA+ TI(η0).
2. For all m < ω there exists an l < ω such that m˜l = 0. This is provable in
PRA+ TI(ε0).
3. For all m < ω there exists an l < ω such that ml = 0. This is provable in
PRA+ TI(η0).
Proof. Define o(m, l) := ψl+3(ml). Ifml+1 > 0 then by the previous lemmata
o(m, l + 1) = ψl+4(ml+1)
= ψl+4(ml[l + 3← l + 4]− 1)
< ψl+4(ml[l + 3← l + 4])
= ψl+3(ml)
= o(m, l)
This proves the first assertion. The second and third assertion are proved similarly by
now using χk (ξk resp.) instead of ψk.
Let us now prove the independence results. For this we use canonical fundamental
sequences for the elements in OT which go back to Buchholz [3]. We put 0[x] := 0
and (β + 1)[x] := β. We put (ψ0)[x] := 0 and (ψ(β + 1))[x] := ψβ · x. If λ is
of cofinality ω the we recursively put (ψλ)[x] := ψ(λ[x]). Then (ψω)[x] = ωx. If
λ is of cofinality Ω then we put (ψλ)[x] := ψλx,0 where λ0,0 := λ[0] and λl+1,0 :=
λ[ψλl,0]. We hereby assume that for α ≥ Ω we agree by recursion on the following.
If α = Ωβ · δ + γ and γ is a limit then the cofinality of α is the cofinality of γ and
α[ξ] := Ωβ · ξ + γ[ξ]. If α = Ωβ · δ and δ is a limit then the cofinality of α is the
cofinality of δ and α[ξ] := Ωβ · δ[ξ]. If α = Ωβ(δ + 1) and β is a limit then the
cofinality of α is the cofinality of β and α[ξ] := Ωβ · δ + Ωβ[ξ]. If α = Ωβ+1(δ + 1)
then α has cofinality Ω and α[ξ] = Ωβ+1δ + Ωβ · ξ.
These fundamental sequences have the Bachmann property [13]. Moreover, by [13]
we have that if ψα is in ψ normal form then (ψα)[x] is in ψ normal form, too. These
two results go back to Buchholz [3].
The fundamental sequences for OT ′ are defined in complete analogy. The only
difference is the clauseΨ(α+1)[x] = Ψα+ω ·x. As before one can prove that if Ψα
is in Ψ normal form then (Ψα)[x] is in Ψ normal form, too.
We call a natural number m of k-successor type if m =
k-nf Aα(b) + l where
α = 0, or α > 0 and l > 0. For those m the ordinal ψkm is a successor ordinal. We
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call a natural numberm of k-limit type if m =
k-nf Aα(b) with α ≥ 1. For those m
the ordinal ψkm is a limit ordinal of countable cofinality.
For technical reasons we need a specific description of ordinals below ε0 in terms
of certain place holders.
Definition 11 We define by recursion on α a context λk(α) for 0 < α < ε0 which are
not of the form β + q with β ∈ Lim ∪ {0} and q is of k successor type. Assume that
α = ωα1 ·m1 + · · ·+ ωαn ·mn where α1 > . . . > αn and 0 < m1, . . . ,mn.
Case 1. mn is of k limit type. Then λk(α) := ω
α1 ·m1+ · · ·+ωαn−1 ·mn−1+[[·]].
Then λk(α)[[ω
αn ·mn]] = α.
Case 2. mn is of k successor type. We have excluded the case αn = 0 by assump-
tion.
Case 2.1. αn = β + q with β ∈ Lim ∪ {0} and q is of k successor type.
Then λk(α) := ω
α1 ·m1+ · · ·+ω
αn−1 ·mn−1+[[·]]. Then λk(α)[[ω
αn ·mn]] = α.
Case 2.2. αn ∈ Lim or αn = β + q with β ∈ Lim ∪ {0} and q is of k limit type.
By recursion we can assume that λk(αn) is defined and that λk(α)[[ω
γ · p]] = α where
p is of k limit type, or p is of k successor type and γ = β + r with β ∈ Lim∪ {0} and
r is of k successor type.
λk(α) := ω
α1 ·m1 + · · ·+ ωαn · (mn − 1) + ωλk(αn). Then λk(α)[[ωγ · p]] = α.
Then λk(α)[[ω
γ · p]] = α where p is of k limit type, or p is of k successor type and
γ = β + q with β ∈ Lim ∪ {0} and q is of k successor type. It is easy to show that
(λk(α)[[ω
γ ·p]])′ = (λk(α))
′[[ωγ
′
·p′]] and ψk(λk(α)[[ω
γ ·p]]) = (ψk(λk))[[Ω
ψkγ ·ψkp]].
This is because ifm is of k successor type then (m−1)′+1 = m′ and ψk(m−1)+1 =
ψkm.
If λk(α)[[ω
γ · p]] = α and p is of k limit type then ψkα is a limit of countable
cofinality and (ψkα)[x] = (ψk(λk))[[Ω
ψkγ · (ψkp)[x]]].
Lemma 15 . Assume thatm > 0.
1. ψkm > ψk+1(m
′ − 1) ≥ (ψkm)[k − 2],
2. χkm > χk+1(m
′ − 1) ≥ (χkm)[k − 2],
3. ξkm > ξk+1(m
′ − 1) ≥ (ξkm)[k − 1].
Proof. Clearly ψkm = ψk+1(m
′) > ψk+1(m
′ − 1). This argument works also for χk
and ξk so that we only need to show the second inequality in every assertion.
So let us first prove the second inequality of the first assertion. If 0 < m < k then
ψk+1(m
′ − 1) = m− 1 = (ψkm)[k − 2].
Assume thatm =
k-nf Aα(b) + l ≥ k. Then α > 0.
Case 1. l > 0. Then m − 1 =
k-nf Aα(b) + l − 1. Then (ψkm)[k − 2] =
(ψk(Aα(b)) + l)[k − 2] = ψk(Aα(b)) + l − 1 and ψk+1(m′ − 1) = ψk+1(Bα′(b′) +
l − 1) = ψk(Aα(b)) + l − 1.
Case 2. l = 0.
Let us first consider the case α = 1. If b = 0 then TheψkA1(0)[k−2] = ω[k−2] ≤
k = ψk+1(k + 1− 1) = ψk+1(m′ − 1).
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If b > 0 then ψkA1(b)[k−2] = (ω(1+ψkb))[k−2] ≤ ω(1+ψkb[k])+k. Moreover
for some p ≥ k the induction hypothesis yields ψk+1(B1(b′) − 1) ≥ ψk+1(B1(b′ −
1) + p) ≥ ω(1 + ψk+1(b′ − 1)) + p ≥ ω(1 + ψkb[k − 2]) + k.
Let us second consider the case α = 2. If b = 0 then The ψkA2(0)[k] =
ψ(ω + (−2 + ψk2))[k − 2] = (ψω)[k − 2] = ψ(ω[k − 2]) ≤ ω
k ≤ ψk+1(B
k
1 (0)) ≤
ψk+1(B
k+1
1 (0)− 1) = ψk+1(m
′ − 1).
If b > 0 then ψkA2(b)[k − 2] = (ψω + ω(ψkb))[k − 2] ≤ ψω + ω(1 + ψkb[k −
2]) + k. Moreover for some p ≥ k the induction hypothesis yields ψk+1B2(b′)− 1 ≥
ψk+1(B2(b
′ − 1) + p) ≥ ψω + ω(ψk+1(b′ − 1)) + p ≥ ψω + ω(1 + ψkb[k− 2]) + k.
From now on we assume that α ≥ 3.
Case 2.1. b > 0. Then for some l ≥ k m′ − 1 = Bα′(b′) − 1 = Bα′(b′ − 1) + l
where the latter is in k + 1 normal form.
Here the induction hypothesis yields (ψkm)[k − 2] = (ψ(ω + (−2 + ψkα)) + ω ·
(ψkb))[k−2] ≤ ψ(−2+ψkα+ω ·(ψkb[k−2]))+k ≤ ψ(ω+(−ψk+12+ψk+1α′))+
ω ·(ψk+1(b′−1))+p = ψk+1(Bα′(b′−1)+p) = ψk+1(Bα′(b′)−1) = ψk+1(m′−1).
Case 2.2. b = 0.
Then Bα′(0) − 1 = Bα′
k+1,0
(0)k+1 − 1 > Bkα′
k,0
(0) where the latter is in k + 1
normal form.
Case 2.2.1. α is a limit.
We now analyse the specific forms for α according to Definition 11.
Case 2.2.1.1. α = λk(α)[[ω
β+p · q]] where p and q are of k successor type and β is
a limit or zero. Then ψkα = (ψkλk(α))[[Ω
ψkβ+ψkp · ψkq]] has uncountable cofinality
since ψkp = ψk(p− 1) + 1 and ψkq = ψk(q − 1) + 1.
Then (ψkm)[k] = (ψ(ω+(−2+ψkα)))[k] = (ψ(ψkα))[k] = ψ((ψk(α))k,0) and
ψk+1(m
′−1) = ψk+1(Bα′(0)−1) = ψk+1(B
k+1
(α′)k+1,0
(0)−1) ≥ ψk+1(B(α′)k,0(0)) =
ψ(ω + (−2 + ψk+1(α′k,0))) = ψ(ψk+1(α
′
k,0)) since B(α′)k,0(0) is in k + 1 normal
form because Bα′(0) is in k + 1 normal form.
We claim that (ψkα)l,0) = ψk+1(α
′
l,k+1,0) for l ≤ k. This then yields the assertion
in this case.
We prove this by induction on l. Note first that α′ = (λk(α))
′[[ωβ
′+p′ · q′]] where
p′ = (p−1)′+1 and q′ = (q−1)′+1. Further note thatψkα = (ψkλk(α))[[Ωψkβ+ψkp ·
ψkq]].
Assume that l = 0. We find α′0,0 = α
′[0] = (λk(α)
′)[[ωβ
′+p′ · (q − 1)′]] and
(ψkα)[0] = (ψkλk(α))[[Ω
ψkβ+p · ψk(q − 1)]]. This yields
(ψkα)0,0
= (ψkα)[0]
= (ψkλk(α))[[Ω
ψkβ+ψkp · ψk(q − 1)]]
= (ψk+1(λk(α))
′)[[Ωψk+1β
′+ψk+1p
′
· ψk+1(q − 1)
′]]
= ψk+1(α
′[0])
= ψk+1(α
′
0,k+1,0).
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Now assume assume that the claim is true for l. Then
(ψkα)l+1,0
= ψkλk(α))[[Ω
ψkβ+ψkp · ψk(q − 1) + Ω
ψkβ+ψk(p−1) · ψ((ψkα)l,0)]]
= (ψk+1(λk(α))
′)[[Ωψk+1β
′+ψk+1p
′
· ψk+1(q − 1)
′ +Ωψk+1β
′+ψk+1(p−1)
′
· ψ(ψk+1(α
′
l,k+1,0))]]
= ψk+1(λk(α)
′[[ωβ
′+ψk+1p
′
· ψk+1(q − 1)
′ + ωβ
′+ψk+1(p−1)
′
· Bα′
l,k+1,0
(0)]]
= ψk+1(α
′
l+1,k+1,0).
Case 2.2.1.2. α = λk(α)[[ω
γ · q]] with q of k limit type. Then q′ of k + 1 limit
type Then ψkα = (ψkλk(α))[[Ω
ψkγ · ψkq]] is a limit of countable cofinality and α′ =
(λk(α))
′[[ωγ
′
· q′]] where q′ ≥ k + 1.
Since α is a limity we have (−2 + ψkα)[k − 2] = −2 + ψkα[k − 2] and we find
(ψkm)[k]
= (ψ(ω + (−2 + ψkα))[k]
= ψ(ω + (−2 + (ψkα))[k])
= ψ(ω + (−2 + ψkλk(α)[[Ω
ψkγ · (ψkq))[k − 2]]])
≤ ψ(ω + (−2 + ψk+1(λk(α)
′[[Ωψk+1γ
′
· ψk+1(q
′ − 1)]]))))
= ψk+1(Bλk(α)′[[ωγ′ ·(q′−1)]](0))
≤ ψk+1(Bα′(0)− 1)
since λk(α)
′[[ωγ
′
· (q′ − 1)]] 1 α′.
Case 2.2.2. α is a successor say α = β + r with r > 0 and β is zero or a limit. If
β = 0 then r ≥ 3.
If α = k then (ψkm)[k− 2] = ψk(ω + (−2+ψkk))[k− 2] = ψ(ω+ω)[k− 2] =
ψ(ω+(−2+k)) = ψ(ω+(−2+ψk+1(α′−1))) = ψk+1Bα′−1(0) ≤ ψk+1(Bα′(0)−
1). Now assume α 6= k so that (−2 + ψkα)[k − 2] = −2 + ψkα[k − 2].
Here the induction hypothesis yields
(ψkm)[k − 2]
= ψ(ω + (−ψk2 + ψkα))[k − 2]
≤ ψω + (−2 + ψk(β) + ψk(r)[k − 2])) · k
≤ ψ(ω + (−2 + ψk+1(β
′) + ψk+1(r
′ − 1)) · k
= ψ(ω + (−2 + ψk+1(β
′ + r′ − 1))) · k
≤ ψk+1(B
k
β′+r′−1(0))
≤ ψk+1(B
k+1
α′
k+1,0
(0)− 1)
< ψk+1(Bα′(0)− 1) = ψk+1(m
′ − 1).
The second equality in the third assertion is proved by a similar induction on m.
The differences will be very small and so we skip most of the proof. Let m =
k-nf
Aα(k, b) + l. The case l > 0 is as before. The case b > 0 is also similar as before. But
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for b > 0 we use the fact that Ψ(γ + 1) = (Ψγ) + ω2 to model the ξk interpretation.
The fact that Ψ(γ + 1) = (Ψγ) + ω2 is also used to model the ξk interpretation in the
case α = β + r with r > 0 and β is zero or a limit. The fact that we use k − 1 as
argument of the fundamental sequence in the assertion has to do with the degenerate
case α = k, b = 0, l = 0 where we need (ω2 · (−1 + ω))[k − 1] = ω2 · (k − 1) =
ω2 · (−1 + ψk+1(k′)).
Let us now prove second equality in the second assertion.
If 0 < m < k then χk+1(m
′′ − 1) = m− 1 = (χkm)[k − 2].
Assume thatm =
k-nf Aα(k, b) + l ≥ k. Then α > 0.
Case 1. l > 0. Then m − 1 =
k-nf Aα(k, b) + l − 1. Then (χkm)[k − 2] =
(χk(Aα(k, b))+l)[k−2] = χk(Aα(k, b))+l−1 andχk+1(m′′−1) = χk+1(Bα(b′′)+
l − 1) = χk(Aα(k, b)) + l − 1.
Case 2. l = 0.
Case 2.1. b > 0.
If α = 1 then the induction hypothesis yields (χkm)[k−2] = ω(1+χkb)[k−2] ≤
ω(1 + (χkb)[k − 2]) + k ≤ ω(1 + (χk+1(b′′ − 1))) + k = χk+1(Bα′(b′′ − 1) + k ≤
χk+1(Bα(b
′′)− 1) = χk+1(m′′ − 1).
If α > 1 then the induction hypothesis yields (χkm)[k − 2] = (ωω+(−2+α) + ω ·
χkb)[k − 2] ≤ ωω+(−2+α) + ω · ((χkb)[k − 2]) + k ≤ ωω+(−2+α) + ω · ((χk+1b′′ −
1)) + k = χk+1(Bα(b
′′ − 1) + k ≤ χk+1(Bα(b′′)− 1) = χk+1(m′′ − 1).
Case 2.2. b = 0. If α = 1 thenm = A1(0) = k and (χkm)[k − 2] = ω[k − 2] ≤
k = χk+1(k + 1− 1) = (χk+1(m′′ − 1).
If α = 2 then (χkm)[k] = (ω
ω+(−2+2) + ω · 0)[k − 2] = ωω[k − 2] ≤ ωk =
ω(1 + χk+1(B
k−1
1 (0)) = ψk+1(B
k
1 (0)) ≤ χk+1(B
k+1
1 (0) − 1) = χk+1(m
′′ − 1).
Note that χk+1B
l
1(0) = ω
l holds by induction on l for 0 < l ≤ k.
If α > 2 then
(χkm)[k] = (ω
ω+(−2+α))[k − 2]
≤ (ωω+−2+(α)[k])) · k
≤ (ωω+(−2+αk,0)) · k
= χk+1(B
k
αk,0
(0))
≤ χk+1(Bα(0)− 1)
≤ χk+1(Bα(0)
′′ − 1)
= χk+1(m
′′ − 1)
Note thatψk+1(B
l
αk,0
(0)) = ωω+(−2+αk,0)·l holds by induction on l for 0 < l ≤ k.
Theorem 4 1. ID1 6⊢ (∀m)(∃l)[ml = 0].
2. PA 6⊢ (∀m)(∃l)[m˜l = 0].
3. PA 6⊢ (∀m)(∃l)[ml = 0].
Proof. Let ω1 := ω and ωr+1 := ω
ωr . Let m(r) := Aωr(3, 0). Let Ω1 := Ω and
Ωr+1 := Ω
Ωr .
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Then ψ3(m(r)) = ψ(Ωr) for r ≥ 1. We claim that o(m(k), l) ≥1 ψ(Ωr)[1] . . . [l].
Proof of the claim. Write m for m(r). For o(m, l) > 0 we have o(m, l) > o(m, l +
1) = ψl+4(ml[l+ 3← l+ 4]− 1) ≥ (ψl+3(ml))[l+ 1] = (o(m, l)[l+ 1]. The Bach-
mann property yields o(m, l + 1) ≥1 (o(m, l)[l + 1]. The induction hypothesis yields
o(m, l) ≥1 ψ(Ωr)[1] . . . [l] hence o(m, l)[l + 1] ≥1 ψ(Ωr)[2] . . . [l][l + 1]. Therefore
o(m, l + 1) ≥1 (o(m, l)[l + 1] ≥1 ψ(Ωr)[1] . . . [l][l+ 1].
Therefore the least l such that o(m, l) = 0 is at least as big as the least l such that
ψ(Ωr)[1] . . . [l] = 0. The result follows from ID1 6⊢ ∀r∃l(ψ(Ωr))[2] . . . [l + 1] = 0.
(See, for example, [4] for a proof.)
The second assertion follows similarly. We see χ3(m(r)) = ω
ωr for r ≥ 2. The
result follows from PA 6⊢ (∀r)(∃l)[(ωr+1)[1] . . . [l] = 0].
The third assertion follows similarly by usingm(r) again and ξ3. 
So the principles (∀m)(∃l)[ml = 0] and (∀m)(∃l)[ml = 0] turn out to be giant
Goodstein principles and the principle (∀m)(∃l)[m˜l = 0] turns out to be a (non trivial)
illusionary giant Goodstein principle.
A weaker Goodstein principle can also be obtained by performing a trivial base
change in the iteration parameter k. For m =
k-nf Aα(k, b) + l ≥ k let m
′′′′ :=
Aα(k + 1, b) + l. A Goodstein principle base on this definition becomes provable in a
theory in which we can define this Goodstein process and in which we can work with
the ordinal assignment ord(m) := ωα + ω · b+ l.
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