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ABSTRACT
High precision spectrographs can enable not only the discovery of exoplanets, but can also provide a
fundamental measurement in Galactic dynamics. Over about ten year baselines, the expected change
in the line-of-sight velocity due to the Galaxy’s gravitational field for stars at ∼ kpc scale distances
above the Galactic mid-plane is ∼ few - 10 cm/s, and may be detectable by the current generation of
high precision spectrographs. Here, we provide theoretical expectations for this measurement based
on both static models of the Milky Way and isolated Milky Way simulations, as well from controlled
dynamical simulations of the Milky Way interacting with dwarf galaxies. We simulate a population
synthesis model to analyze the contribution of planets and binaries to the Galactic acceleration signal.
We find that while low-mass, long-period planetary companions are a contaminant to the Galactic
acceleration signal, their contribution is very small. Our analysis of ∼ ten years of data from the LCES
HIRES/Keck precision radial velocity (RV) survey shows that slopes of the RV curves of standard RV
stars agree with expectations of the local Galactic acceleration near the Sun within the errors, and
that the error in the slope scales inversely as the square root of the number of observations. Thus, we
demonstrate that a survey of stars with low intrinsic stellar jitter at kpc distances above the Galactic
mid-plane for realistic sample sizes can enable a direct determination of the dark matter density.
1. INTRODUCTION
High-precision spectrographs have recently come on-
line that are designed to search for Earth-sized planets
orbiting Sun-like stars and are expected to have an in-
strumental precision of order 10 cm/s (Pepe et al. 2010;
Fischer et al. 2016; Wright & Robertson 2017).The NEID
spectrograph has been designed to have an instrumen-
tal precision of 30 cm/s, and was deployed last year on
the WIYN 3.5m telescope (Schwab et al. 2016). VLT’s
ESPRESSO has demonstrated precision better than 30
cm/s for quiet stars (Cabral et al. 2019). Additionally,
next generation Doppler spectrographs on 10m+ tele-
scopes such as the Keck Planet Finder (Gibson et al.
2016) will push such exquisite RV precision to fainter
stars and larger distances. Although these spectrographs
were primarily designed to hunt for Earth-sized exoplan-
ets, they can also be used to directly measure the Galac-
tic acceleration. Especially for stars at ∼ kpc distances
above the mid-plane, measuring the acceleration directly
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gives a constraint on the dark matter density. As such,
it is likely the most fundamental measurement that can
be made in Galactic dynamics.
To determine the nature of the dark matter particle
from direct dark matter detection experiments requires
an independent measure of the local dark matter den-
sity (Read 2014), as extrapolated to the lab. The first
estimate of the local density of matter in the solar neigh-
borhood was made by Oort (Oort 1932), who found a
total density of ∼ 0.15M/pc3 using stellar kinematics,
and concluded that about a third of the disk mass was
not accounted for by the visible stars. Modern works
that account for the baryon budget in the solar neigh-
borhood with greater accuracy due to more complete
surveys, and infer the total density from the Jeans anal-
ysis (which assumes equilibrium) using stellar velocity
dispersions (Holmberg & Flynn 2000; Read 2014; McKee
et al. 2015), find that the local density within about a
kpc of the Galactic mid-plane is dominated by baryons,
with a dark matter density of ∼ 0.01M/pc3, and a to-
tal density of ∼ 0.09M/pc3 (McKee et al. 2015), which
indicates that there is very little dark matter in the disk.
Nevertheless, dark matter models that assume a colli-
sional nature and allow dark matter to cool and therefore
collapse onto a disk (Fan et al. 2013; Randall & Reece
2014) have been proposed to explain various phenomena.
In regions far from the Galactic mid-plane where bary-
onic processes do not affect halo shapes (Prada et al.
2019), the dark matter density may constrain the shape
of the Milky Way’s dark matter halo (Read 2014), and
how it is affected by cosmological accretion and satellite
interactions. This work is largely focused on measure-
ments at a few kpc distances above the Galactic mid-
plane. A measurement of the Galactic acceleration would
provide a direct route to determine the viability of dif-
ferent dark matter models, as well as others including
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2modified Newtonian gravity (Milgrom 1983, 2010), and
towards understanding the history of cosmic accretion in
the Milky Way.
The traditional approach thus far has been to use the
Jeans approximation, which assumes equilibrium, to esti-
mate the local dark matter density (Widmark & Monari
2019; Widmark 2019). Recent work has shown that there
are significant differences between the true density mea-
sured in a simulation and the density inferred from using
the Jeans approximation, especially in regions where the
Galaxy is perturbed (Haines et al. 2019). Analysis of
Gaia DR-2 data has revealed the so-called phase-space
spiral (Antoja et al. 2018), as well as the Enceladus
merger (Helmi et al. 2018), clearly indicating a Galaxy
that is out of equilibrium.
Earlier work (Quercellini et al. 2008; Silverwood &
Easther 2019; Ravi et al. 2019) estimates that over a
baseline of about ten years, high precision spectrographs
should be able to directly measure the local acceleration
of the Galaxy, i.e., relative to the solar acceleration. The
advent of high resolution spectrographs, coupled with
a better understanding of stellar jitter (Yu et al. 2018;
Luhn et al. 2020), now renders this fundamental mea-
surement feasible. To carry out this measurement, we
have to observe regions of the Galaxy that have expected
line-of-sight velocities that are sufficiently high and dis-
tinct such that they lead to a detection over a ten year
baseline. Future surveys such as WFIRST cannot make
this measurement due to limited time baselines. Gaia’s
proper motion data will not have sufficient accuracy to
detect the Galactic acceleration, even over ten year base-
lines (Silverwood & Easther 2019). Here, we show that
targeted surveys with high precision spectrographs are a
promising route that can deliver this measurement.
In this paper, we go beyond earlier work by laying out
theoretical expectations from not only static models of
the Milky Way, but also from dynamically evolving sim-
ulations of the Milky Way (§2) interacting with dwarf
galaxies, and contrast the differences with static and iso-
lated high resolution models of the Galaxy that include
the effect of the Galactic bar. In §3, we simulate a Galac-
tic population composed of single stars, binaries, and
planets, and thereby calculate the effect of contaminants
(stellar binaries and planets) on the Galactic accelera-
tion. We also analyze existing ten year data from the
LCES HIRES/Keck precision radial velocity exoplanet
survey of stars near the Sun for standard RV stars that
have intrinsically low jitter and calculate their accelera-
tions. We show that the errors in the slopes of the RV
curves, although non-Gaussian (arising from stellar jitter
and instrumental noise), may be taken to be Gaussian for
the purposes of quantifying the effect of this noise on the
measured acceleration. We conclude in §5. One of the
significant advances of this work is that we show that (§3)
the contamination to the Galactic signal from planets in
a realistic sample size is very small.
2. THEORETICAL EXPECTATIONS
2.1. Static & isolated Milky Way models
For a baseline expectation for the local Galactic ac-
celeration, we begin by considering static models of the
Milky Way. The radial acceleration is ∼ v2c/R, where vc
is the circular velocity of the Sun and R is the Galacto-
Fig. 1.— Change in the line-of-sight velocity over a baseline of
ten years in a Galaxy model with a dark matter halo having a Hern-
quist profile and a total mass of 2×1012M (blue line) and 1012M
(red line), both with scale length = 30 kpc. Also shown is the con-
tribution from Bovy 2015’s Milky Way disk model (dashed blue
line), and the MWPotential2014 potential (green line), and a recent
high resolution isolated simulation of the Milky Way (D’Onghia &
Aguerri 2020; in red dots). RV observations at ∼ kpc distances
off the mid-plane near the Sun would produce measurable changes
in the line-of-sight velocity, and would primarily probe the dark
matter component of the potential.
centric radius of the Sun. The GRAVITY Collaboration
et al. (2018) has measured R to high precision, and this
measurement, combined with the tangential component
of the solar peculiar motion, gives us vc. Thus, we have
reasonably good bounds on the radial acceleration, and
here we focus on the vertical acceleration, which is sig-
nificantly more uncertain at ∼ kpc distances above the
Galactic mid-plane. To illustrate the range of possible
vertical accelerations, we consider a range for the Milky
Way total mass that spans ∼ 1 − 2 × 1012M, as found
in the literature (Watkins et al. 2019; Deason et al. 2019;
Posti & Helmi 2019; Fritz et al. 2018; Piffl et al. 2014;
Boylan-Kolchin et al. 2013).
Figure 1 depicts the change in the line-of-sight velocity
in the vertical direction (∆vLOS,z) for stars in a Galaxy
model that incorporates a dark matter halo having a
Hernquist (1990) density profile, shown here for masses
of 1012M (solid red line) and 2 × 1012M (solid blue
line), both with scale length of 30 kpc. Here, we have
used the Galpy 11 software (Bovy 2015), to calculate the
line-of-sight acceleration for a specified potential, relative
to the Sun’s acceleration. We take the Sun’s position to
be at Galactocentric coordinates X=8.1 kpc, Y=0, Z =
0.05 pc. The line of sight is taken to be from the Sun
to some vertical height above or below the Sun. The
change in the line-of-sight velocity is shown here over a
time baseline of ten years. Also shown here is the contri-
bution from the Milky Way disk model (dashed blue line)
developed by Bovy (2015), and for the MWPotential2014
model for the total Milky Way potential as described in
Bovy (2015). ∆vLOS,z is negative and ∼ few - 10 cm/s
for z ≥ 2 kpc off the Galactic mid-plane, at which point
11 http://github.com/jobovy/galpy
3the potential is clearly dominated by the dark matter
halo. Estimates of the acceleration using observations of
the vertical kinematics and density of A and F stars in
the context of the vertical Jeans equation (Holmberg &
Flynn 2000) at 1 kpc above the mid-plane give a ∆vLOS,z
of 1 cm/s, which is consistent with the range shown here.
An important consideration for isolated models of the
Milky Way is the effect of the bar on the Galaxy. A recent
high resolution N − body simulation of the Milky Way
(D’Onghia & L. Aguerri 2020) adopts a long-bar sce-
nario (extending about 5 kpc from the Galactic center),
which reproduces the formation of the Hercules stream,
as well as other features in the Solar vicinity. Figure 1
also depicts a comparison to this simulation of the Milky
Way (shown here in red dots). Here, the Sun is placed
at Galactocentric coordinates X= 7.15, Y = -3.8 kpc,
following their work, and we compute the acceleration
above and below the mid-plane from the Sun. For this
and the SPH simulations that we analyze below, we com-
pute the acceleration directly from the particle informa-
tion. As is clear, the effect of spiral arms and the bar
do not lead to a pronounced asymmetry in the vertical
acceleration, and the magnitude of the acceleration is
comparable to the static cases shown.
2.2. Simulations of the Milky Way interacting with
dwarf galaxies
The Milky Way exhibits a plethora of signatures of
interactions, including tidal streams such as that of the
Sagittarius (Sgr) dwarf galaxy (Ibata et al. 1994), a warp
and large planar disturbances in the HI disk (Levine et al.
2006), vertical waves in the stellar disk (Xu et al. 2015),
as well as more recent discoveries from Gaia DR-2 in-
cluding the Gaia Enceladus merger (Helmi et al. 2018).
Thus, it is important to consider a dynamically evolving
galaxy undergoing external perturbations, and its effect
on the Galactic acceleration.
Figure 2 depicts the change in the line-of-sight veloc-
ity over a time baseline of ten years for the simulation of
the Antlia 2 dwarf interacting with the Milky Way, and
a simulation of the Sgr dwarf interaction (as described
in Chakrabarti et al. 2019). Both simulations use ob-
servationally realistic orbits that are derived from the
Gaia proper motions. This simulation is initialized with
a more massive dark matter halo relative to D’Onghia &
L. Aguerri (2020), by about a factor of two. The sim-
ulations are evolved forwards from -1 Gyr in the recent
cosmological past to present day. The present day ac-
celeration profile is shown in the solid lines, and the ac-
celeration profile at early times (prior to the interaction
with the dwarf galaxy) is shown in the dashed line. The
simulation of the Antlia 2 dwarf reproduces the observed
planar HI disturbances in the outer disk (Levine et al.
2006). The Antlia 2 dwarf galaxy radial location is close
to that of a predicted dwarf galaxy (Chakrabarti & Blitz
2009) that recently perturbed our Galaxy. While these
simulations of Milky Way-like galaxies recover aspects
of the observed Galaxy, such as the observed HI distur-
bances (Chakrabarti & Blitz 2009, 2011), and large-scale
properties of moving groups in the Galactic disk (Craig
et al. 2020), we do not resolve the Solar neighborhood.
Therefore, we take the Sun to be along a ring a radius r =
8.1 kpc, and calculate the acceleration along vertical lines
of sight at various azimuths. The solid line shows the av-
Fig. 2.— (a) Change in the line-of-sight velocity for a simula-
tion of Milky Way interacting with the Antlia 2 dwarf galaxy at
present day (solid line) and at early times prior to the interaction
with Antlia 2 (dashed line) (Chakrabarti et al. 2019); solid line
shows the average over a ring of radius r = 8 kpc, and the error
bars show the standard deviation along the azimuth (b) ∆vLOS,z
for the interaction of the Sagittarius dwarf galaxy with the Milky
Way (Chakrabarti et al. 2019), with the dashed line displaying the
acceleration profile at early times, and the solid line corresponding
to the present day.
erage value of ∆vLOS,z and the errors show the standard
deviation. In contrast to the models shown in Figure 1,
both these simulations show a clear asymmetry in the ac-
celeration profile, particularly for |z| > 1 kpc relative to
the Galactic mid-plane. Moreover, the acceleration pro-
file develops this asymmetry following the interaction,
as is clear from comparing the early-time (i.e., prior to
the interaction) acceleration profile (shown in the dashed
lines) with the present-day acceleration profile, where the
latter is distinctly more asymmetric.
It is not surprising that the Sgr dwarf interaction shows
a more prominent vertical asymmetry, as it is on a polar
orbit, relative to the Antlia 2 interaction. The Antlia 2
dwarf galaxy is on a nearly co-planar orbit and excites
large planar disturbances in the Galactic disk, leading
to a larger standard deviation at various azimuths, com-
pared to the Sgr interaction where the variation along
azimuth is smaller. An observed asymmetry in the ac-
celeration profile may be the signature of a perturbing
dwarf galaxy. The effects of multiple perturbers in cos-
mological simulations may lead to more complex vertical
acceleration profiles.
43. EFFECTS OF CONTAMINANTS
In order to detect the Galactic acceleration which is
manifest in a velocity change comparable to a crawling
speed over a ten-year baseline, we have to carefully se-
lect our sample of stars. We select cool stars with low
radial velocity ”jitter” (e.g. Wright (2005)), such that
with repeated N measurements, one may expect to im-
prove our precision by 1/
√
N to the level of 10 cm/s.
Specifically, we select stars from Gaia DR-2 (Gaia DR-
2; Gaia Collaboration et al. 2018) that are expected
to have low RV jitter on the basis of their stellar pa-
rameters (Yu et al. 2018) and their Gaia colors, which
recent work has shown can be translated to an empirical
constraint on the stellar jitter (Luhn et al. 2020). As
discussed in Luhn et al. (2020), the metric ∆G corre-
sponds to evolved stars which correlate with low stellar
jitter (for ∆G < 1.4), which can be identified from their
Gaia colors, and distance from the main-sequence. We
choose slightly evolved sub-giants as a compromise be-
tween selecting stars at the ‘jitter minimum’ and intrin-
sically bright stars observable at high RV precision at
kpc distances. In addition to stellar jitter, another con-
taminant is radial velocity variations due to planetary
companions and stellar binaries. Below, we consider in
turn the contribution from planetary companions, stellar
binaries, and stellar jitter and instrumental noise to the
Galactic signal.
3.1. Planets & binaries
Fig. 3.— ∆vLOS over a time baseline of ten years (a) as a function
of the perturbing planet mass, and (b) as a function of the period,
shown for circular Keplerian orbits. The red horizontal line marks
∆RV = 10 cm/s and the dashed blue and green vertical lines mark
Earth and Jupiter mass planets respectively.
Figure 3 shows ∆ RV as a function of the perturb-
ing planet mass (left panel) and period of orbit (right
panel), for a thousand realizations. This is the parent
population of planets that we draw from in constructing
the synthetic population we have simulated. Here, we
have considered circular Keplerian orbits with random
inclination and phase, with a distribution for the semi-
major axis a that follows log ∆a/a = constant (in the
range of 1-100 AU), motivated by observations (Nielsen
et al. 2019), and a planet mass distribution that follows
Fig. 4.— Top panel: histogram of ∆RV over a ten year baseline in
a population of single stars, stars with planets on circular Keplerian
orbits, and stellar binaries, color coded by the object type (single
stars, stars with planets, binaries). The inset shows a zoom-in
centered on the mean of the single star’s ∆RV , and out to ± 5-
sigma from the mean.
m−2p , where mp is the planet mass (in the range of Mer-
cury mass to 500 Jupiter masses). We have calculated
accelerations instantaneously, which is a poor approxi-
mation for short period (< 10 year) periods but, only
the long-period (> 10 year), low-mass (10−2MJ) plan-
ets contribute to the regime where one would make the
Galactic acceleration measurement, i.e., for ∆RV ∼ 10
cm/s. As we find below, the relative fraction of this con-
taminant to the Galactic signal is very small. Further-
more, with continuous monitoring, short-period systems
can be identified and culled from the sample. The stellar
binary population is drawn from distributions outlined in
Stonkute˙ et al. (2018) for sub-giants, i.e., with logP given
by a Gaussian distribution with mean and and standard
deviation of 4.8 and 2.3 respectively, on circular Keple-
rian orbits with random inclination and phase; for sim-
plicity we assume the binaries have masses of one and
two solar masses.
To analyze the contribution of planets and binaries
to the Galactic acceleration signal, we create a syn-
thetic population composed of single stars that probe
the Galactic acceleration, stellar binaries, and stars with
planetary companions, adopting observed fractions of
stellar binaries for sub-giants (∼ 30 %) (Stonkute˙ et al.
2018), and planet occurrence rate (∼ 7 %) (Nielsen et al.
2019). There is at present no survey that fully encom-
passes the range of period, semi-major axis, and planet
mass that we are interested in. Therefore, our results are
based on an extrapolation of presently observed planet
demographics, which mainly probes the high mass end
of the planet distribution around sub-giant stars. We
choose a normalization for the planet mass distribution
that ensures that observed planet demographics are re-
produced (by assumption, 50 % of the stars in our syn-
thetic population are assigned three planetary compan-
ions following the distributions above, which leads to a
mean number of about two planets per star). This typi-
cally leads to a few percent of the population having mas-
sive planetary companions (with masses between Jupiter
mass to 20 times the Jupiter mass and semi-major axis
5between 10-100 AU), which is consistent with the 1-
sigma range of the observed massive planet occurrence
rate fraction for sub-giants (Nielsen et al. 2019).
To whittle the sample of observable stars down to cool,
low jitter stars with metallicity close to solar (such that
instruments like NEID can achieve RV precision ∼ 1
m/s) at kpc distances that are observable by current-
generation instruments to high RV precision, we take
the following cuts in height (|z| > 2 kpc), temperature
(Teff < 6600 K), ∆G (1.5 > ∆G > 0.14), and magni-
tude (G mag < 12.5), from Gaia DR-2, which leaves a
total number of 138 stars, when we consider a metallicity
fraction (∼ 15 %) of halo stars (Conroy et al. 2019) of
[Fe]/H] > -0.5. For simplicity, here we take the Galactic
acceleration signal to be a Gaussian, with a mean value
equal to the expected signal at a vertical height of ∼ 3
kpc (−3.18×10−8cm/s2), and a standard deviation equal
to 30 % of this value.
Figure 4 displays the resultant histogram of ∆RV s
from such a non-homogeneous population, for single
stars, stellar binaries, and stars with planets. To dis-
play the contribution from planets to the Galactic signal,
the inset shows a zoom-in centered close to the mean of
the single stars’ ∆RV s within ± 5-sigma of the mean,
while the larger figure has wider bins to display the full
population. Binaries (shown in green) have large ∆ RV
(Stonkute˙ et al. 2018), and thus they separate out from
the planet and the Galactic acceleration signal from sin-
gle stars, and therefore would be easily discarded. Al-
though stars with long-period, low-mass planets are a
contaminant to the Galactic acceleration, their contri-
bution, as shown in the inset, is a small fraction of the
signal from single stars (typically about 3 % within 3-
sigma). The exact contribution varies from realization
to realization due to Poisson noise. Converting from
∆RV s to accelerations (over a ten year baseline), gives
for a typical realization a mean acceleration for single
stars of −3.1× 10−8cm/s2, with a standard deviation of
6.6× 10−9cm/s2. The mean acceleration of all stars (in-
cluding the stars with planets) that fall within ± 5-sigma
of the mean of the single stars is −3.12 × 10−8cm/s2,
with a 1-sigma of 7.87 × 10−9cm/s2. The p-value from
the Kolmogorov-Smirnov test for the two distributions
corresponding to all stars that fall within ± 5-sigma of
the mean of the single stars, and stars with planets that
fall in this range is consistently ∼ 10−4 or lower, indi-
cating that these two distributions are clearly distinct.
Thus, we can reject the null hypothesis that the signal
is due to stars with planetary companions at high confi-
dence. The mean acceleration experienced by standard
RV stars is much less than the mean acceleration for the
planet population, which is due to the fact that the ma-
jority of stars with planets have at least one with a large
acceleration.
3.2. Sources of noise in RV data: the LCES
HIRES/Keck Precision Radial Velocity Exoplanet
Survey
Observational data will be affected by both stellar ”jit-
ter” that arises from intrinsic stellar variability, including
stellar oscillations, granulation, short-term activity from
stellar rotation and long-term activity due to magnetic
fields (Yu et al. 2018), as well as instrumental noise. The
Fig. 5.— Error in the RV slope for the LCES/HIRES Keck ob-
servations as a function of sample size, N , for standard RV stars
from Butler et al. (2017). Each star is color coded and labeled in
the legend. Overlaid is a dashed line that varies as N−1/2, where
N is the number of observations.
expected contribution to RV jitter for subgiants on day
to month timescale from oscillations and granulation is
∼ 1.5 m/s (Yu et al. 2018). These sources of noise (stel-
lar jitter and instrumental noise) are non-Gaussian. An
existing long-term (more than a decade) RV data set of
stars near the Sun was produced by the Lick Carnegie
Exoplanet Survey Team (LCES), using radial velocities
from HIRES on Keck, and is described in Butler et al.
(2017). To determine if we may model observational
sources of noise as being effectively Gaussian for the pur-
poses of the acceleration measurement, we select stan-
dard RV stars from the data from Butler et al. (2017),
and calculate the error in the slope of the RV curve. We
only consider data from June 2004 onwards to avoid the
discontinuity in the data, which still yields nearly ten
years of RV data.
Figure 5 shows the error in the RV slope for 18 stan-
dard RV stars as we select smaller samples of the total
observational sample for a given star (removing every
n’th observation, from n=2, up to half the observations,
while holding the baseline constant). As is clear, ex-
cept for small sample sizes (< 20), the error in the slope
scales as 1/
√
(N), where N is the sample size. Therefore,
we may reasonably expect that N independent observa-
tions of the same star will serve to effectively increase the
RV precision of observations as 1/
√
N . For a long-term
monitoring survey, one may then carry out individual RV
measurements at some threshold precision, for example,
∼ 1 m/s RV precision for individual measurements, and
thus measure the acceleration with precisions approach-
ing ∼ 10 cm/s over a baseline of ten years from a hundred
independent measurements. There are hopes and expec-
tations that the problem of RV jitter can be mitigated or
solved and that the measurement uncertainty of center-
of-mass motions of stars can be reduced towards the in-
strumental precision, further improving the precision of
the acceleration measurements. These methods will rely
on simultaneously measured activity indices, which are
collected as part of the measurement (e.g. Ca lines).
The average slope of the RV curve for this sample of 18
6standard RV stars is −5.2×10−8cm/s2±7±10−7cm/s2.
Due to the large error here, we cannot determine the
local Galactic acceleration accurately, but the average
value is nevertheless consistent within the errors with
expectations of the local Galactic acceleration based on
models for stars within a few hundred pc of the Sun.
4. CONCLUSIONS
We have analyzed the vertical acceleration experienced
by stars in the Galaxy in the context of a number of dif-
ferent models of the Milky Way: static models, isolated
high-resolution simulations, and simulations that include
interactions between the Milky Way and dwarf galax-
ies. The magnitude of the change in the line-of-sight
velocity over ten year baselines is ∼ few - 10 cm/s at
kpc distances off the Galactic mid-plane in static mod-
els (with a significant dependence on the mass of the
dark matter halo), and in isolated simulations. Simula-
tions of the Milky Way interacting with dwarf galaxies
have distinctly asymmetric vertical accelerations, espe-
cially for |z| > 1 kpc relative to the Galactic mid-plane.
We find that although low-mass (< 10−2MJupiter), long-
period (> 10 year) planets are a contaminant, they do
not overwhelm the Galactic acceleration signal in a real-
istic sample size of stars selected from Gaia DR-2 that
are currently observable. We find that one can reject
the null hypothesis that the signal is due to stars with
planetary companions at high confidence.
We have analyzed existing ten-year data from the
LCES HIRES/Keck precision radial velocity survey; we
find that the accelerations for standard RV stars close to
the Sun agree with expectations within the errors. We
also show that the error in the slope of the RV curve
varies as N−1/2 where N is the number of observations.
Thus, although the error in the RV slope is non-Gaussian
(due to stellar jitter and instrumental noise), we may con-
sider it to be effectively Gaussian for the purposes of the
Galactic acceleration measurement, as long as a sufficient
number of epochs are obtained (N > 20). Our anal-
ysis suggests that with improved understanding of the
systematic errors in the current and next generation of
high-precision Doppler instruments and stellar variabil-
ity, a direct measurement of the Oort limit will indeed
be feasible over the coming decades. Instead of using the
Jeans equation to infer the density, which is inaccurate
for systems out of equilibrium, high precision measure-
ments of the Galactic acceleration at kpc distances will
enable us to determine the total density directly from the
Poisson equation, and the dark matter density given an
accounting of the baryon budget.
In this work, we have analyzed controlled isolated
and interacting simulations of Milky-Way like galaxies
to quantify our theoretical expectations within the
framework of the cold dark matter paradigm. It would
be of interest to analyze cosmological simulations with
both cold-dark matter models as well as alternatives to
cold dark matter, such as self-interacting dark matter
(Spergel & Steinhardt 2000; Tulin & Yu 2018) to under-
stand if the nature of the dark matter particle produces
measurable differences at these scales. Finally, determin-
ing the Galactic acceleration lies at the nexus of three
areas that are often disparate – dark matter detection,
studies of planet demographics, and Galactic dynamics,
and can potentially produce discoveries in all three areas.
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