ABSTRACT Service processes in modern logistic systems tend to be highly specialized and intellectualized. However, some casual and unexpected behavior may occur, causing specific dynamic interactions among their many constituents. As such, the optimization and modeling of complex problems have become increasingly tough. Besides, technicians typically need to possess appropriate skills that match assigned tasks. Faced with real service scenarios, however, employees inevitably suffer from an increasing level of fatigue attributed to continuous work, resulting in a gradual decrease in the efficiency of workers over time. In this situation, the service time for a given task can no longer be treated as a constant, but instead, it should be treated as dynamic. Moreover, highly skilled technicians are usually paid higher than the junior ones with basic or lower skill level, which introduces new challenges in the optimization of service task schedules' problem. In this paper, we first present the skill vehicle routing problem considering dynamic service times and time-skill-dependent costs, in which the efficiencies of the workers are dynamically affected by their fatigue levels, and the costs, i.e., salaries paid to the employees, are related to skill levels and continuous work time. Furthermore, we develop a comprehensive and general mixed-integer linear programming dynamicbased model to formulate the proposed problem, which is directly solvable by MIP solvers for small-sized problems. We also initiate an iteratively dynamic neighborhood search (IDNS) algorithm that combines iterative partial optimization with dynamic neighborhood search to efficiently solve large-sized problems with near-optimal solutions. The comprehensive computational experiments were performed on the problems of different sizes to test the effectiveness and efficiency of the proposed model and solution approach. Some useful managerial insights were obtained from the computational results that can help decision-makers to determine cost-effective service routes and schedules in complex transportation-related issues.
I. INTRODUCTION
Motivated by the problems posed by service providers, the skill vehicle routing problem (Skill VRP) emerge as in a timely manner, and have been commonly faced and applied in technician scheduling, home health care, maintenance service and workforce allocation.
The term of Skill VRP is coined by Cappanera et al. [1] , derived from the after-sales service management demand for assigning qualified technicians to certain tasks, and can be viewed as an extension of the vehicle routing problem with
The associate editor coordinating the review of this manuscript and approving it for publication was Xiao Liu. time window (VRPTW).Thus, the Skill VRP can be viewed as a transportation-related complex problem, of which the related modeling and optimization issues are of extreme high actual interest. Skill VRP indicates an optimization problem to find a set of least cost routes from a single depot to nodes scattered over a graph, whereby each to-be-delivered task requires a specific skill level that has to be carried out by a qualified technician. For instance, medical operator visiting patients at their homes [2] - [5] and technicians performing maintenance jobs in different locations [6] - [8] , both of which considering the specific skills that the operators should possess to meet the requirements of service tasks, can be modeled as a Skill VRP [9] - [10] . In general, the Skill VRP specializes, to some extent, in the site-dependent VRP (SDVRP), meaning that Skill VRP is the special case of the SDVRP where an appropriate ordering among the types of vehicles is imposed [11] - [12] , in which each customer sets limits on demand characteristics in terms of quantity, time windows, geographic conditions, and the road conditions to motivate the use of different types of vehicles. As workforce needs to travel between different locations to execute services in real application and context, minimizing their distances, times or costs for traveling and serving is customarily set as the objectives in the decision-making process for designing the cost-minimizing vehicle routes given several technicians, where each route is a certain sequence of task nodes. In terms of skills, service providers usually specialize in different fields, disposing skills at different levels, also tasks themselves always demand different skill requirements. Moreover, a task can only be carried out by the technician with the appropriate skill of at least the required level. Therefore, it is imperative to take skill match into account in scheduling problems.
Apparently, Skill VRP is a variant of the workforce scheduling and routing problem. This scheduling problem originating from the field of workforce technician routing and scheduling [13] , [14] , which focus on a technician and task scheduling problem emerging from a large telecommunications company. Cordeau et al. [9] ignores the shipping costs and puts their focus on the team construction and task assignment according to required skills levels. By combining a heuristic and ALNS algorithm, the problem is successfully solved. Though Xu and Chiu [15] has already considered the staff scheduling in the telecommunication company, the skill level for each task to be completed are modeled in a different way from that in [9] . Xu and Chiu use percentages, while Cordeau et al. use discrete skill levels. Schwarze and Voß [16] further look at the Skill VRP by taking into load balancing and resource utilization when arranging tours of service. The additional constraints and objective functions they add to the model has managed to produce more balanced serving routes with a higher resource utilization, solving a spiny cost waste problem commonly faced in assigning vehicles that have higher skills than needed.
Moreover, recent studies consider that the service costs rely on the technicians [1] . That is to say, the higher the skill level of a technician, the higher the costs. The use of the skill-dependent routing costs is driven by the real needs of practical applications, for highly-skilled senior technicians usually get higher wages than junior ones with basic skills. Besides, scholars also consider the costs are time-dependent, which means that service cost of a period is a piecewise linear function of service start time [17] - [19] . This practical application has proved to be able to motivate a much more balanced scheduling.
Further, studies have begun to consider some dynamic or stochastic elements, such as dynamic serving time, in the Skill VRP [20] - [24] . For example, in complicated situations, the serving time is inclined to be regarded as dynamic, for people's working efficiency is affected in many ways, such as experience and fatigue effect [25] . In this respect, Chen et al. [23] describe the experience-based serving time in the service routing and scheduling problem, where technicians' service time is reduced as their experience increases as a result of learning over time. Afterwards, Binart et al. [26] study a field service routing problem with stochastic travel and service times using a two-stage stochastic programming model. In addition, fatigue is another important factor influencing work efficiency, thus, service time. Recent publications have noticed that the ''dependence'' in the service time is directly caused by the vulnerable effects among workers with the increase of continuous working hours, accompanied by fatigue and other phenomena such as distraction that results in decreased working ability and reduced work efficiency. The so-called fatigue effect is prevalent among working staff [27] , [28] . However, fatigue effect hasn't been considered in Skill VRP, which is the aim of this paper.
Due to its complexity, most of the existing research on the Skill VRP has been conducted to devising efficient heuristic solution algorithms. Among these, variable neighborhood search, which was first proposed by Mladenovic and Hansen [29] , has stood out as a top-level meta-heuristic that guides local search to explore globally optimized solutions through a systematic change of searching in predefined neighborhoods. The application of variable neighborhood search algorithm can be found in the literature for various VRP-related optimization problems [30] - [36] . As can be seen from the computational experiments, the variable neighborhood search algorithm for VRP is competitive compared to other algorithms for tested instances. Those experiments also determined that, compared to most existing local search-based heuristics that use only one neighborhood, the advantages of variable neighborhood search are attributed to its superior traits in terms of meta-heuristics. Although this algorithm has not been tailored for VRPs, it has shown its effectiveness in solving the VRP and its variants. Moreover, a simply modification to the basic variable neighborhood search algorithm can be developed to greatly improve solving efficiency, which is what we are heading for.
The main contribution of this paper is threefold. First, we modify the Skill VRP model. Second, we present an improved variable neighborhood search, referred to an iterative dynamic neighborhood search algorithm (IDNS). And finally, we present computational results for problem instances of different sizes.
The remainder of the paper is organized into several sections. In Section 2, the details of dynamic service times and time-skill-dependent costs are described. In Section 3, the improved Skill VRP is formally defined and a comprehensive model for the problem is presented. In Section 4, an iteratively dynamic neighborhood search based on partial MIP optimization and dynamic neighborhood search is developed for the solution of the proposed model. This is followed by computational experiments, as well as the elaboration on computational results from a managerial point of view.
Concluding remarks and possible directions for future research are given in the conclusion.
II. DYNAMIC SERVICE TIMES AND IMPROVED SKILL-DEPENDENT COSTS A. MODELING THE DYNAMIC SERVICE TIMES
In most VRPs cases, the service time of each node is assumed to be constant. However, owing to the time-varying working conditions and status in real-world situations, the working efficiency of a technician required for a given task is often constantly changing, therefore, the dynamic service time is reasonable in VRP models [37] .
Dynamic service times are rooted in the changeable working efficiencies. Regardless of human factors, we assume that the ideal working duration of a task i is q i . This parameter can be calculated based on historical data prior to solving the problem. However, the working efficiencies of technicians differs under fatigue-free conditions. Motivated by practical applications, it is possible to link the original service time of a task i, i.e., q i , to the appropriate skill level of the technician using a formula proposed by Gutjahr et al. [38] to delineate the relationship between skill level and efficiency. The skilldependent working efficiency is defined as follows.
where a and b are constants that modify the working efficiency of a technician p. Each skill level is associated with a corresponding fixed score. Higher score is correspondent to a higher skill level. We assume that λ l is the skill score of skill level l, and γ l is the working efficiency considering the skill level of the technician. If a worker does not have the required skills to perform the task, i.e. the corresponding skill score is 0, then the serving time is unlimited. Moreover, the completion time of task i operated by technician p can be calculated as:
According to Ergonomics [39] , fatigue and lassitude prevail among employees as they perform mental and physical tasks. This means that once an employee undertakes assigned duties, there is a transition into the adaptation stage, during which the working efficiency is initially relatively low, but gradually increases. After working for approximately one hour, the most efficient period of stability is achieved, which lasts for the longest time period. However, continuous work causes employees to experience tiredness, and transition to the fatigue period, resulting in a gradual reduction in efficiency. Additionally, when faced with tight deadlines, the employee is forced into overfatigue and their efficiency drops dramatically. This common phenomenon among employees is represented by the operating capacity curve shown in Fig. 1 .
For ease of study and calculation, tangents are drawn at four split points based on the segmentation of the curve to obtain the linear piecewise working efficiency shown in Fig. 2 , without the loss of much research significance. The most important assumption is that technicians can sustain their working efficiencies at 1.0 during the entire stable period.
After considering the fatigue effects among workers, it is possible to more closely approach the actual service time of a task. The service time could be further modified as follows:
where E expresses the dynamic working efficiency with the cumulative working time. However, a division operation pops up in equation (3) . Hence, we let e = 1/E, i.e., the reciprocal of the working efficiency, to maintain a linear optimization mode. Correspondingly, we further adapt Fig. 2 in order to obtain a linear segmentation image, which is shown in Fig.3 , with the abscissa as the service starting time, i.e., the cumulative working time of a technician at node i, i ∈ N , and the ordinate as the reciprocal of the working efficiency e. The linear piecewise function in Fig. 3 can be written as follows: Combined with subsection 2.1, it is evident that the productivity, the service time of the technicians is affected in two ways: the skill level of the assigned technician and the service starting time when a technician begins to perform the task at that node. Finally, we consider the model of dynamic service time for a given a task as follows:
B. MODELING SKILL-DEPENDENT COSTS
The aim of our paper is not only to determine the efficient routes for technicians but also to achieve a wellbalanced routing plan, so we introduce a new cost computing mechanism, in which highly-skilled senior technicians have higher wages than those of the junior ones with basic skills, in response to the real needs of practical application to yield more balanced solutions. Notably, the word ''cost'' and the ''wage'' in this paper are all referred to the salaries paid to the workers. As for the skill-dependent costs, we assume that a technician with a higher skill level should be paid at a higher wage rate. However, not only related to the skill level, the wage rate is also assumed to be influenced by the technician's continuous working time in this paper. These two parts make joint efforts to compute the costs, i.e., the wages paid to the employees. For example, a given maximum working time of employees is divided into several segments, and different time periods bear different basic unit costs. In this way, the wage rate can be viewed as the basic unit cost multiplied by the rate that is proportional to the technician's skill level. Specifically, we can randomly rank the skill levels, such as defining discrete skill level sets, if it can represent skill level differences. In this paper, we choose figure from 0 to 4 to stand for our four different skill levels, where level-4 represents the highest skill level a technician can possess, yet level-0 means the lowest. Notably, Any figures can be used if they can act as an indicator of the relative superiority or inferiority of skill a technician possess. Specifically, in this paper, the wage rate of a technician at level-2 is h 2 , level-3 is h 3 , and level-4 is h 4 times that of a technician at skill level-1 h 1 . Besides, technicians who complete assigned tasks within a legal working time of a workday, i.e., z 1 , have the basic unit cost of c 1 . Once this is exceeded, any overtime will result in an increment. When the continuous working time is between z 1 and z 2 , the unit cost increases to c 2 . In the case that z 2 is surpassed, the unit cost spikes dramatically to c 3 . Notice that
The dynamic wage rates are represented in Fig. 4 . For a given working time t, the convex wage function is defined as U (g, l) because it is related to the cumulative working time and the skill levels. Combining our minimization objective and the convex property of the wage function, we must guarantee U (g, l) >= wk(g, l) * t + wb(g, l) for each technician to attempt to optimize the schedule, where U depicts the total wages paid to workers, wk represents the slopes and wb are the intercepts of the wage functions in Fig. 4 .
In the following, we summarize the main steps involved in computing wages. 
III. SKILL VRP MODELING A. PROBLEM FORMULATIONS
In this section, the problem is described in greater detail. We consider a complete directed graph G = (N , A), with
. . , n be the set of nodes VOLUME 7, 2019 including the depot, while N = 1, 2, . . . , n is the set of nodes excluding the depot. Let P = 1, 2, . . . , m be a nonempty set of available technicians, and each one is associated with a certain skill level. Let each node i ∈ N represent a service requirement, i.e., a task. Let s i denote the skill level required by node r for the associated service. An integer skill level s p is defined for each technician p. We give a skill level set in our paper, i.e., [0, 4] , where 4 indicates ''fully capable'' while 0 indicates ''completely incapable''. It is assumed that a technician can execute a task node i if and only if s i ≤ s p is satisfied. Moreover, let q i represent the ideal service time of task i. As tasks are randomly located in a region and the shortest path for each pair of nodes, i.e., arc (i, j) ∈ A, is a fixed route that has a fixed distance. We invite t ij to indicate the non-negative travel time from the location of node i to that of node j for i, j ∈ N . Each task node i is associated with a non-negative demand with weight d i and correlated with a time window [o i , h i ], indicating its availability to be visited. A technician p must wait until o i to provide service, even if he arrives at i earlier. Also, it's not permissible for a technician to arrive later than h i . Besides, each employee assigned to a task is provided with a vehicle to help load the tools and facilities they will use in carrying out service. It is assumed that there are enough vehicles and that they are available. Moreover, they are homogeneous and have an upper load capacity C.
B. PARAMETERS
The parameters of the model are summarized as follows: Parameter N set of task nodes including the depot N set of task nodes excluding the depot A set of arcs formed by all pairs of nodes,
set of polylines that linearize the operating capacity curve R set of polylines for wage rates i, j index of nodes, i, j ∈ N p index of technicians, p ∈ P w index of the operating capacity lines, w ∈ W r index of the wage rate lines, r ∈ R (k w , b w ) slope and intercept of line w, w ∈ W n total number of nodes (including the depot), n = card (N ) m total number of available technicians, The decision variables that we introduce to describe the problem are as follows: for each task node i ∈ N and each technician p ∈ P we let variable y ip equal to one if task j is assigned to technician p, and allow y ip to be 0, otherwise. Next, for each arc (i, j) ∈ A, let x ij equal to one if node j is serviced after node i. Otherwise, let x ij = 0.
C. MODELING
The problem is formulated as a mixed-integer linear programming (MILP) model as follows:
subject to:
(0,i)∈A
In the preceding model, the objective is to minimize the total wages paid to all the technicians. Constraint (7) and Constraint (8) are common VRP constraints that guarantee that each customer node is visited once. Constraint (9) forces each task to be served exactly once by one qualified technician. Constraint (10) ensures one technician serves at least one task. Constraint (11) bounds that each task should be satisfied with the required skill level. Constraints (12) and (13) bound the relation between y ip and x ij , indicating that if task node j is served just after node i, the same technician must be in charge of these two nodes. Constraint (14) stipulates that each technician departs from the depot once and prevents the technician from being reassigned to another task after return to the depot. Constraint (15) limits the payload for all the tours of a technician to ensure that it does not exceed the vehicle's maximum payload capacity C. Constraint (16) bounds the minimum arrival time of the first node served by a technician. Constraint (17) is a disjunctive constraint for calculating the arrival time at node j by cumulatively considering the travel times of the arc(i, j), the service starting time and the serving time of node i, if arc (i, j) is selected in a tour. It should be noted that Constraint (16) is active only for x 0i = 1, and Constraint (17) is active for x ij = 1, otherwise, these two constraints will always hold because M is a sufficiently large constant to guarantee the validity of the inequalities of (17) . Moreover, Constraint (16) eliminates sub-tours in the solution. Constraints (18) computes the return time of a technician after accomplishing all assigned tasks. Constraint (19) ensures that each task is served within its default time window. Constraint (20) calculates the reciprocal of the working efficiency of task node i when a technician starts to work at this node. Constraint (21) and Constraint (22) represent a linear relationship between the serving time of node ζ * , considering skill level q i and the added fatigue effect q i . Constraint (23) is a balance constraint that requires that the values associated with the working times of the technicians must be limited. Constraint (24) is used to calculate the dynamic cost values. Finally, in Constraint (25), the domains of the decision variables are defined.
IV. AN IMPROVED HEURISTIC SOLUTION APPROACH
The linearly formulated problem described in the Section 3 can be optimally solved using commercial optimizers such as CPLEX, Lingo etc. However, this is possible only for small-sized cases because the problem is NP-hard. In this section, we present an iteratively dynamic neighborhood search algorithm (IDNS) based on the partial-MIP algorithm and the iterative neighborhood search algorithm by Xiao and Konak (2016) to solve large-sized problems in this paper. The basic idea of IDNS algorithm is to initially select and unfix a set of variable instances, i.e., x ij and y ip , by using certain operators, while fixing the remaining variables. These certain operators will be elaborated in the following subsection. Then, partial-MIP is applied to optimize the model for the unfixed variables. This operation is used to generate new solutions from an incumbent solution based on routing and technician-assigned variables. Let S represents a solution to our proposed problem. We also let x ij (S) and y ip (S) be the values of the binary variables x ij and y ip for solution S. Given solution S, MIP is used to find a new neighbor S as follows: (1) select a sub-set X of x ij decision variables; (2) fix x ij ← x ij (S), y ip ← y ip (S) for all arc (i, j) and p; (3) unfix x ij for all x ij ∈ X and unfix y ip for all y ip ∈ y ip (S); (4) Call the MIP solver to optimize the sub-problem and return the solution S . Besides, in this report, we employ a dynamic selection strategy in which the scope of partial optimization, i.e., the number of selected nodes will be dynamically adjusted according to the computational time required. VOLUME 7, 2019
A. DESCRIPTION OF THE NEIGHBORHOOD SEARCH OPERATORS
In the experiments for large-sized instances, we introduce two operators iteratively to select a set of variable instances of for optimization by the solver and fix the remaining variable instances at their current values. A comparison is made among the operators to determine the best operator for solving the problem. The first operator randomly selects a certain number of arbitrary nodes to constitute the random set for partial optimization. Therefore, it is called the random selection policy (RSP). The second operator responds to the scenario that the same node may be selected multiple times, while the other nodes are not selected based on the random selection policy. In this case, faced with each selection point, the frequency of the nodes that are already selected will be sorted and the point with the lowest frequency is chosen as one of the current unfixed nodes. This is the second operator, and the process is called the frequency priority policy (FPP). In Fig. 5 , a 20-node instance is presented as an example to depict the probability that a node is selected to be unfixed as the selected time increases. From the figure, it can be concluded that as the selection commands increase up to approximately 600 times, the final probability that a node is selected tends to be stable at 0.05, indicating that the algorithm is fair and valid for all task nodes. 
B. IMPROVEMENT OF THE FIX-AND-OPTIMIZE SOLUTION MECHANISM
In earlier literature, the nodes adjacent to the selected nodes can only be unfixed [33] - [35] , which hamper the development of the solution procedure. In this report, to find a new solution from the current solution, not only are all the binary decision variables related to the selected nodes unfixed and optimized by the MIP solver, we further unfix arcs (i, j), which have previously been selected as a tour, i.e. x ij = 1, to enable the selected nodes to be freely inserted in any arcs in order to achieve a local optimum in a much broader way. In total, the unfixed nodes in this report consist of two types; one is completely unfixed nodes based on the selection of the operators, and the other is partially unfixed nodes associated with the arcs of x ij = 1. Take Fig. 6 as an illustrative example. In the figure, the nodes 4,5,7, and 8 are selected as unfixed nodes and the shaded region represents one of the feasible local optimization solutions after they are unfixed.
C. ITERATIVELY DYNAMIC NEIGHBORHOOD SEARCH ALGORITHM
After a solution is identified and accepted as the new incumbent, a new string S ← S is constructed for it.
Algorithm 1
Inputs: T max , B max , wd, t min , t max 1) Initialization: find a feasible incumbent solution S 0 , and let S best ← S 0 . The main steps of the iteratively dynamic neighborhood search algorithm (IDNS) are described above. It is obvious that the iteratively dynamic neighborhood search algorithm is presented with an initial solution constructed by assigning each task to a technician (in Step 1), followed by initialization of counter i and the current operator q i (in Step 2). Subsequently, one of the two operators is applied in turn to iteratively and partially refine the incumbent solution using the CPLEX solver (in Step 3). In Step 3.9 and 3.10, the number of task nodes selected is dynamically adjusted to ensure that the solution time used for partial optimization is between γ pl = ϕ(λ l ) = 1 1+a exp(−bλ l ) , i.e., 0.1 seconds, and a, i.e., 10 seconds. One additional node is selected if the solution time is less than 0.1 seconds; otherwise, one node will be detected if the solution time is greater than 10 seconds. The algorithm is terminated when no further improvements are made to the incumbent solution after b continuous attempts (Step 3.13).
V. COMPUTATIONAL EXPERIMENTS
In this section, computational experiments are executed to gauge performances of the presented model and further draw some managerial conclusions, in addition to an exact method (AMPL/CPLEX) for Skill VRP considering dynamic service times and skill-dependent costs. Since this problem is first proposed, this section focuses on the examination of the effectiveness of our algorithm to the solutions for solving comprehensive VRPs models, like the running time and solution quality, and exploration of sage applications in reallife scenarios, such as completion time, total wages, task distribution balance and overtime of employees, etc.
The test problem sets include seven groups of problems (5×4, 8×3, 8×4, 8×5, 10×3, 10×4, 10×5, 20×8, 35×16), and each problem group has 10 problem instances. We produce test instances by randomly generating skill requirement and the skill level for each task and technician, with discrete skill levels confined from 1 to 4 degree, to model the distribution of skill requirements over nodes and simulate a general case of skill-dependent service. In the following problem sets, task nodes are randomly located in an area of 10 × 10 square miles and the average travel speed is viewed as constant. We assume that the time taken to cover a unit distance is 1. Owing to that this study is aimed at the service industry, the normal working period of an individual is assumed as The optimal solutions for all the instances are determined by solving the problem using AMPL/CPLEX (version 12.4.0.1) using a computer with 2.50 GHz CPU. The CPLEX is used to solve the problem groups with the size of 5 × 4, 8 × 3, 8 × 4, 8 × 5, and 10 × 4. The IDNS algorithm described in Section 4 is used to solve the problem groups with the size of 20×8 and 35×16. In particular, the IDNS algorithm is run 10 times and thus 10 solutions are obtained for each instance. The average and best objective function values are presented in Table 5 for comparison. In addition, for all the problem groups, the CPU time limit is set at 7200 s. All methods are implemented in AMPL. In the following tables 1-3, column N is the number of tasks, T.t lists the total working time for the objective function, and T.c represents the total costs required to pay for all the used technicians. Column Avg.g denotes the average working time of all occupied technicians, and column Max-Min.g is the difference between the maximum working time and minimum working time among the technicians, which measures the task distribution balance. Columns Max-O is the maximum overtime of all the technicians. Column Avg. e represents the average work efficiency of the technicians. All columns % represent the deviation from the corresponding results based on the wage-oriented objective. The Cpu.t column shows the solution time for each instance to determine the optimal results. In TABLE 4, columns Avg. and Best. represent the average and best objective values of 10 runs of IDNS algorithm, respectively. Column D. % is the deviation from the objective values obtained by CPLEX. The final column Avg. t is the average running time for the solutions.
A. EXPERIMENTAL RESULTS WITH DIFFERENT OBJECTIVE FUNCTIONS
Time and cost are of notable significance to the service industry. We first investigated differences between the timeoriented and cost-oriented solutions based on computational results. The time-oriented objection is as follows:
As observed in TABLE 1, both optimal solutions for different objectives have inequivalent performance in terms of the working efficiency and workload balance of the technicians.
It is possible to determine that the two objectives can finally lead to uneven service quality. If the cost values are used as benchmarks, the solutions that minimized the total costs lead to an average decrease of 2.8% in this parameter and an average increase of 5.3% in the total time compared to time values-based. Another observation is that the computational time varied significantly depending on the circumstance. In comparison, all instances of problem group 5 × 4 required less than 1 second, whereas problem group 8 × 4 and 10 × 4 required a few seconds and an average of more than 10 minutes, respectively, indicating that the CPU time increases significantly even with the addition of a single node. Therefore, unfortunately, CPLEX could not optimally solve the larger-sized problem even within a 2-h CPU time period. However, interestingly, the time-oriented instances require significantly longer CPU times than the cost-oriented cases. Fig.7 shows the smoothed overall trends of the CPU time for all problem groups for two objectives.
Such a phenomenon occurs mainly because a detailed unit of cost segmentation dramatically reduces the solution space, and the branch-and-bound procedure in CPLEX can be used to investigate more solutions with lower optimality gaps, compare to those with optimal gaps within a given time limit. 
B. A COMPARISON BETWEEN THE RESULTS WITH AND WITHOUT CONSIDERING BALANCE
In this Section, we present the experimental results for the above mentioned 30 instances with and without considering working balance of technicians. The smoothing results with and without the consideration of the balance constraints are illustrated in Fig.8 . In summary, the solution of the model that considers balance shows a clear improvement compared to that ignores balance in terms of technician dispatchment balance. However, an increase of total costs, total time, and average working time of the technicians of 20.7%, 17.4%, and 16.4% are observed, respectively, as shown in TABLE 2. Another observation is that as the number of task nodes rises, the imbalance in the workloads of the technicians is dramatically increased. which is reflected by the values tallied in TABLE 2. It is also observed that solving the model without balance constraint results in a relatively alpine computational time in terms of finding the optimal solutions for small-sized problems, compared to the results in TABLE 1. A potential explanation is that the additional balance constraint in the model can acutely reduce the solution space. In summary, based on the results shown in TABLE 2, it can be determined that a balance restriction facilitates the effects of workload balancing and solution behavior at the sacrifice to an increment in costs and time.
C. EXPERIMENTAL RESULTS WITH DIFFERENT NUMBERS OF AVAILABLE TECHNICIANS
Next, we investigate the effect of different numbers of available technicians on the solution results, to evaluate the tradeoff between time and cost. It is evident that, both cases of P = 4 and P = 5 enjoy the discovery of 100% of the optimal solutions for the 20 small-sized instances. However, P = 3 is incapacitated for instances with 10 nodes, indicating that it is impossible to let only three people complete such tasks under complex constraints. Further, for instances with 8 task nodes, from the perspective of the average values, the best scheduling plan is to dispatch five technicians to attend to these tasks, thereby yielding better performance in terms of the average decrease in time of 6.65%, as well a 29.05% reduction in cost. Moreover, it is also determined that P = 5 yields the best solution results for all problem groups, outperforming its competitor in terms of all the indexes listed in the TABLE 3 other than the CPU. time. From the experimental results, it is seen that the addition of a worker does not add costs to the company when considering the dynamic working efficiencies, instead, this action is conducive to lowering costs, reducing completion time, in addition to a higher working efficiency and increasing job satisfaction. Therefore, it is imperative to take the employees' fatigue effects into account, helping us to make much more sound and economical routing and scheduling.
D. EXPERIMENTS FOR THE LARGE-SIZED INSTANCES
We execute 10 runs of the INDS algorithm to obtain 10 solutions for each of the test instances (20 × 8 and 35 × 16) and each operator. The experimental results are shown in TABLE 4 and they are also compared with the solutions obtained using the CPLEX with an inner approximation. The effectiveness of these two operators is also compared based on computational experiments.
It is obvious that both INDS with the RSP operator and INDS with the FSP operator are able to identify 100% of the optimal solutions for the 20 large-sized instances. The CPLEX method could also be used to determine feasible solutions for the two groups. However, it could not find optimal solutions within reasonable CPU times, i.e., 2 hours. We record the number of improved solutions and establish that 6 out of 20 instances identified using the CPLEX are the best solutions, while 19 out of the 20 obtained by INDS are the same or better than the best solutions produced by CPLEX. Moreover, the INDS algorithm requires 90.8% less time to obtain solutions of better-performance. In terms of computational time, the average CPU run time using the CPLEX method is approximately 123 minutes compared to only 10 minutes using INDS. The INDS algorithm even requires less than one minute to identify the best quality solutions for some instances.
Next, we study the performances of the two search operators used in the INDS algorithm. In the experiments, the solutions obtained by using the RSP operator are clearly inferior to those by the FSP operator for the 20 × 8 problem groups. However, the performance of this operator deteriorated in the case of larger-sized problems, i.e., the 35 × 16 problem groups, in terms of objective values and computational times. The optimal objective values with the FSP operator are 0.32% better than those obtained with the RSP operator, as well as a reduction in the CPU time of 27.1% is observed. Moreover, the average objective values of 10 runs using the RSP operator exhibited a deviation of 0.93 from the best solutions, while those obtained with the FSP operator only had a 0.11 deviation. Hence, it can be concluded that the FSP operator is advantageous in terms of solution efficiency and stability, in addition to yielding a reliable solution. To sum, in terms of solution quality, the INDS method with the FSP operator outperforms the RSP operator in that on average, approximately 37.5% better solutions are identified.
VI. CONCLUSION
In this report, we present a comprehensive mixed integer linear model for the skill-vehicle routing problem considering dynamic service times and skill-dependent in order to minimize total wages paid to technicians while considering a reduction in total cost and a workload balance among employees. The new proposed model has some new features as follows:
A general case in the service industry of skill requirements, stating demands for associated service calls is considered. A given set of available technicians operating at a certain skill level should be assigned to suitable tasks. Based on industrial engineering ideology and motivated by a people-oriented concept, the work efficiencies of technicians in this model are dynamic, which is practical for real-world scenarios. The new proposed model does not only facilitate the determination of efficient routes for the technicians but also attempts to achieve balanced routing planning based on the suggested cost computing mechanism.
We developed two approaches to solve the model in this paper, i.e., MIP/CPLEX and the IDNS algorithm, and studied their performance for problems of different sizes. The experimental results showed that the IDNS algorithm could provide the best solutions for all groups of problem. The IDNS algorithm combines the advantages of both the MIP and a framework of neighborhood search. Our proposed operators can be easily applied to change the solution to that of their neighboring states and some programming creativity may substantially enhance the computational efficiency in calculating the objective value deviation when the incumbent is changed. The IDNS algorithm therefore improves on the positive characteristics of iterative neighborhood algorithm. VOLUME 7, 2019 The formulation of the problem in a multi-objective framework and the consideration of larger-sized problems are interesting further research possibilities.
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