Abstract-In this paper, we propose an approach for tracking an object of interest based on 3-D range data. We employ particle filtering and active contours to simultaneously estimate the global motion of the object and its local deformations. The proposed algorithm takes advantage of range information to deal with the challenging (but common) situation in which the tracked object disappears from the image domain entirely and reappears later. To cope with this problem, a method based on principle component analysis (PCA) of shape information is proposed. In the proposed method, if the target disappears out of frame, shape similarity energy is used to detect target candidates that match a template shape learned online from previously observed frames. Thus, we require no a priori knowledge of the target's shape. Experimental results show the practical applicability and robustness of the proposed algorithm in realistic tracking scenarios.
Object Tracking and Target Reacquisition Based on 3-D Range Data for Moving Vehicles
Jehoon Lee, Student Member, IEEE, Shawn Lankton, Member, IEEE, and Allen Tannenbaum, Fellow, IEEE Abstract-In this paper, we propose an approach for tracking an object of interest based on 3-D range data. We employ particle filtering and active contours to simultaneously estimate the global motion of the object and its local deformations. The proposed algorithm takes advantage of range information to deal with the challenging (but common) situation in which the tracked object disappears from the image domain entirely and reappears later. To cope with this problem, a method based on principle component analysis (PCA) of shape information is proposed. In the proposed method, if the target disappears out of frame, shape similarity energy is used to detect target candidates that match a template shape learned online from previously observed frames. Thus, we require no a priori knowledge of the target's shape. Experimental results show the practical applicability and robustness of the proposed algorithm in realistic tracking scenarios.
Index Terms-Geometric active contours, object tracking, particle filtering, target reacquisition, 3-D range data.
I. INTRODUCTION
T RACKING moving objects is an important task in computer vision. The motion of an object is observed using an image input device (e.g., camera) which generates a sequence of images at discrete time steps. The task of tracking is to locate and segment the object of interest from the background at each frame of the image sequence. A large number of tracking algorithms have inspired significant interest in recent years (see [1] - [4] and references therein).
Target reacquisition has been extensively studied in visual surveillance systems in order to maintain the identity of a moving object across cameras with overlapping [5] as well as nonoverlapping [6] fields of view. Much of the work adopted a probabilistic approach to compute the correspondence matching of objects between multiple cameras [5] , [6] . One usually integrates spatio-temporal relationships with appearance information of a desired target. The work in [7] constructs a graph-based track initialization for target matching, and the Kalman filter is utilized to predict the movement of a target in the blind region. In [8] , a learning method based on the prior knowledge of camera network topology is employed to build a spatio-temporal link, and a normalized histogram is used for the appearance model. In comparison to a number of approaches for visual surveillance systems, we address the reacquisition problem in the context of object tracking with a moving camera. More specifically, the proposed method uses a single stereo camera to capture a moving vehicle in an uncontrolled environment. Thus, the spatio-temporal link between cameras is not applicable in our framework. In addition, we take advantage of shape information obtained from the proposed contour-based tracker to continuously track the target instead of a histogram-based appearance model many times adopted in the surveillance system.
We now briefly introduce several papers relevant to the proposed work. These papers address problems on partial or total occlusions of the tracked objects, by defining shape-based energy functionals based on prior shape knowledge. Yilmaz et al. [9] present a contour-based method for tracking nonrigid objects using a Bayesian framework in which the contour is implemented via level set methods and a shape energy term is added to handle occlusions. In [10] and [11] , Rathi et al. propose a particle filtering algorithm, which incorporates geometric active contours for tracking deformable objects. They also embed shape information into the update step of particle filtering to cope with occlusions. Dambreville et al. in [12] combined the unscented Kalman filter and geometric active contours for dynamic tracking. By using a small number of deterministic sample points, they were able to reduce computational complexity in contrast to the approach in [10] .
The works mentioned so far have only considered partial occlusion handling with prior knowledge based on a shape model. Severe or complete occlusions have also been explored in the following papers. In [13] , Nguyen and Smeulders present a template matching method using an appearance model smoothed temporally by the Kalman filter. Here, they define a maximal bound on the length of recoverable occlusions. After a certain number of frames, the temporal filter slowly incorporates the occlusion into the object model. Similarly, in [14] a minimum cost computation-based template selection is introduced to handle occlusions assuming the object reappears within a certain time and spatial region. However, both algorithms fail track continuously when the object does not appear again within predefined time or when the object presents an appearance not accounted for in the template. Jackson et al. [15] propose an explicit model for the motion of contours that is enforced by higher-order motion models, such as inertia. In [16] , Bartesaghi and Sapiro propose a tracking algorithm using spatio-temporal minimal surfaces in 3-D space-time domain in order to handle severe or total occlusions of an object.
The main objective of the present paper is to design a reliable algorithm to track deformable targets in a time-varying sequence of 3-D range data by combining particle filtering and geometric active contour models. These are employed to estimate the global motion and local deformation of objects. Specifically, the particle filtering is used for estimating the group motion of the object, and tracking of its deformations is achieved by active contours. In addition, this paper will present a method to reacquire track of an object in the event that it disappears from the field of view and reappears later.
For segmentation and tracking, we utilize 3-D range data computed by determining correspondences and disparity maps from stereoscopic image sequences. Depth information from disparity maps has been used in the literature to improve the performance of object tracking and segmentation tasks [17] - [19] . For the detection of moving objects, Talukder and Matthies [17] introduced the 3-D measured flow field by combining the 2-D optical flow and the disparity flow from depth maps. Also, in [18] , Alattar and Jang presented a segmentation method using edge maps for a stereo image as an external energy for active contours. The edge combination image is introduced in [19] , which is obtained from both the original intensity image and stereo-driven depth maps for contour-based segmentation. Both approaches improve the capability in image segmentation but they have difficulties in dealing with weak edge levels or boundary gaps.
In this paper, we employ region-based active contours driven by the Bhattacharyya gradient flow [20] , [21] for object segmentation due to its robustness against noise, and its ability to deal with cluttered environments. Depth information from disparity maps is also used to position the object in 3-D space for motion estimation in the filtering process. The scheme proposed in this paper provides the three contributions given here:
1) An active contour segmentation method that combines range information weighted by a Gaussian weighting scheme with the Bhattacharyya gradient flow. 2) A robust estimation scheme for global motion of the object using the proposed weighted depth maps in the particle filtering framework. 3) An on-line shape learning method based on principal component analysis (PCA) that allows the tracker to detect the disappearance and the reappearance of a target. The remainder of this paper is organized as follows. In Section II, we give an overview of some fundamental theories used in the proposed algorithms including: particle filtering, curve evolution via level sets, and statistical shape representation. Section III describes the proposed algorithms for object tracking in stereo image sequences. First, a segmentation method that incorporates depth information is presented. Next, the filtering algorithm used to estimate global motion is discussed. Finally, disappearance and reappearance handling is presented. In Section IV, experimental results on a real image sequence are shown, and conclusions and directions for future work are given and some limitations of the proposed algorithm are discussed in Section V.
II. BACKGROUND Here, we briefly introduce some of the basic notions for particle filtering, geometric active contours driven by the Bhattacharyya gradient flow, and PCA-based shape representations.
A. Particle Filtering
Sequential Bayesian filtering estimation with Monte Carlo simulations, i.e., particle filtering, was first introduced by Gordon et al. [22] . In recent years, it has proven to be a powerful scheme for nonlinear and non-Gaussian estimation problems due to its simplicity and versatility. Assuming that is a state vector and is a set of observations, we can model a state transition equation and an observation equation as (1) where and are independent and identically distributed (iid) random state variables representing noise with known probability density functions (pdfs). and are known functions, and the initial state distribution is also known. The basic idea of particle filtering is to produce a set of particles at each time , whose observed measurements closely approximate the posterior distribution of state, , based on a sequence of observations . Particle filtering is carried out by sampling times from initial state distribution and applying Bayesian recursive filtering. This is performed in two steps: the prediction step and the update step. In the prediction step, we use importance sampling [23] in which samples are drawn from an alternative importance (or proposal) distribution because we cannot sample directly from the true state distribution . In the update step, each particle is weighted by the following equation: (2) where is the normalized weight of the th particle. From the above approach, the filtering posterior are represented by a set of particles (or samples) and its associated weights as
Importance sampling causes most particles to have negligible weight after a few iterations, which is called the sampling degeneracy problem. To avoid this, one can apply a resampling scheme, which can generally be done by replicating particles in proportion to their weights. This process eliminates samples with low weights and chooses better particles [24] , [25] . However, it produces the loss of diversity for a set of particles, i.e., particles with high weights are selected too much, and thus the others disappear as time goes on. Therefore, all of the particles will eventually collapse to the same value. To alleviate this sample impoverishment, several particle filtering variants are proposed in the literature (see [22] and [26] ). In our proposed filtering framework, the careful choice of the number of curve evolutions, introduced in [11] and [27] , is adopted to solve both problems. This method will be described in detail in Section III-C.
B. Geometric Active Contours
Since the introduction of deformable contours or snakes by Kass et al. [28] , curve evolution has been widely used for segmentation in single images as well as object tracking. The basic idea of active contour models is to evolve or deform the closed curve so as to minimize an energy functional by gradient descent until it finds the outline of the object of interest (see [28] and [29] for details). Active contour models are often represented implicitly via the level set methods which offer a powerful representation tool for numerical implementation of curve evolution. This representation can automatically handle topological changes with which parametric representations have difficulty in handling; see [30] and [31] for details. In level set methods, a closed curve is represented as the zero level set of a higher dimensional function , which is typically chosen to be a signed distance function such that inside and outside . Therefore, the curve can be described by an implicit surface (4) where is the domain of an image : which is mapping to the photometric variable . Many active contour segmentation energies have been proposed to drive the segmenting curve toward the boundaries of an object [32] - [34] . In the present work, we incorporate an active contour model driven by maximizing a statistical measure of dissimilarity (known as the Bhattacharyya distance) between the curve's interior and exterior. We employ this particular model because it is robust against noisy images and initial curve placement while retaining the ability to segment multimodal objects in cluttered scenes. Furthermore, it has been shown to be sufficiently computationally efficient for use in tracking applications [20] , [21] .
We now offer a brief summary of the Bhattacharyya distance and its use in active contour segmentation. The Bhattacharyya distance between two pdfs and is defined by where
The Bhattacharyya coefficient varies between 0 and 1 (0 indicates complete mismatch while 1 represents perfect similarity). and are pdfs defined inside and outside the curve , respectively. Now, the active contour segmentation energy is defined as the combination of the Bhattacharyya coefficient and a regularizing term to constrain the curve length for smooth evolution (6) where is a user-defined regularization constant and denotes the gradient. The curve evolution is obtained by minimizing the energy via a gradient descent flow to maximize the Bhattacharyya distance between the inside and outside of the segmenting curve. Thus, the optimal level set function is given by (7) Each pdf can be defined by (8) where is the kernel, and is the Heaviside step function given by for otherwise.
Popular choices for the kernel are either Gaussian Kernel or the Dirac delta function.
The following equation is obtained from the computation of the first variation of (5) with respect to : (10) By differentiating and with respect to and substituting them into (10), the gradient flow of that minimizes (5) is given by where (11) Here, and are the areas inside and outside the segmenting curve, respectively. Now, we have the final equation of the gradient flow for the level set evolution minimizing (6) by adding the regularizing term (12) where is the delta function and the curvature of the evolving curve is given by the divergence of the gradient of the level set function . The gradient flow in (12) will converge when the curve's interior and exterior distributions are maximally different [21] .
C. Shape Representation
Shape statistics are necessary to represent the modes and variations of shapes. In this paper, we employed the eigen-shape-based representation using PCA, introduced by [35] . The basic idea is that a given shape may be represented by a linear combination of a set of eigen-shapes after projecting the shape into the eigen-space. Shapes are represented by the signed distance function. In the level set framework, is the signed distance function determined by the zero level set, corresponding to the segmenting curve . The mean shape for shapes is computed as . The mean offset is placed as a column vector in an matrix , where and is the number of dimensions. The covariance matrix in shape is decomposed by the singular value decomposition (SVD) (13) where is a matrix whose column vectors represent the set of orthogonal modes of shape variations and is a diagonal matrix of corresponding singular values. The estimated shape for is given by (14) where is a matrix consisting of the first columns of .
III. PROPOSED ALGORITHM
The overall motion of an object can be described by the combination of a global motion and local deformations, the so-called deformotion [37] . Therefore, the objective of object tracking is to estimate an object's group displacement and its shape deformations in terms of a temporal function. We separate the object tracking problem into two parts: the object segmentation for each frame and the prediction of temporal change of the object's position. More specifically, the proposed algorithm is comprised of the segmentation process (for tracking local deformations) and the filtering process (for tracking the global motion).
As part of the segmentation approach, a weighted depth map is defined, and the curve evolution for object extraction is performed via the Bhattacharyya gradient flow. In the filtering process, particle filtering and active contours are employed in conjunction to estimate the global position of the object in the weighted image space. For motion estimation, comparable approaches using the filtering schemes in conjunction with active contour models may be found in [10] - [12] , [27] .
Lastly, we define a certain similarity shape energy based on a statistical shape model in order to achieve continuous tracking without the prior shape model for am uncertain period of time even if the object is not observable, i.e., the object being tracked is fully occluded or leaves the scene completely.
A. Segmentation Using 3-D Range Data
There are many algorithms used to find stereo correspondence from a pair of rectified stereo images (see [38] - [41] and references therein). The output of these algorithms is a disparity map showing the relative displacement of a pixel from one image to the other. In the proposed algorithm we compute disparity maps using a naive sum of squared difference stereo matching scheme that yields much lower quality matching results than available algorithms. This is done to show the robustness of proposed algorithm against poor-quality stereo reconstruction. Better results could be expected if more accurate stereo correspondences were used.
The disparity space is defined as a 3-D projective transformation of 3-D space for a given pair of rectified stereo images [41] . The correspondence between a pixel in a reference image and a pixel in a matching image is given by (15) where is a univalued disparity function (or map) with respect to a reference image. This disparity map can yield a 3-D range value (or a depth value) for each pixel in the scene if the cameras' calibration information is known [42] . The depth map : , which maps the depth value , of a pair of images is represented in terms of disparity function . Thus, given the position vector of an object in the 3-D image space, can be substituted with the depth value :
. Depth information allows simplification and improvement of the segmentation task on a single image as well a sequence of images for the following reasons. First, the object's 3-D range values will be quasi-homogenous even though intensities inside the object have different photometric intensities. Furthermore, the size of the object being tracked can be approximated with the associated depth values. This allows us to estimate parameters for active contour models such as the maximum iteration number for curve evolution or the size of initial contours. Thus, if intensity distribution of an object is a multimodal and nonhomogenous, the segmentation using 3-D range data can be a useful scheme to handle the following problems:
1) Extracting the outlines of an object in a highly textured image. 2) Object segmentation in scenes where the foreground and background have a significant depth difference (e.g., moving vehicles, such as an aircraft in the sky or a car on a road). Some results of segmentation using active contours driven by the Bhattacharyya gradient flow with and without using the disparity map are shown in Fig. 1 . The cone of interest is located in the rear center of the given image. In Fig. 1(b) , the cone is a highly textured object, thus the segmenting curve did not enclose the whole outline of the cone. Instead, it converged to edges inside the cone. When using the disparity information, an acceptable segmentation is achieved.
B. Weighted Depth Maps
The basic idea of the proposed segmentation scheme is to weight depth values in proportion to the probability of the appearance of the object of interest prior to curve evolution. By applying a Gaussian weighting filter to the range data, unimportant noise and faraway structures are suppressed or eliminated. This allows for improved segmentation results and faster convergence. In addition, it restricts the image information according to the depth value of the object and weights the most probable regions highly.
A kernel is a nonnegative real-valued integrable weighting function. For example, the Gaussian function or a uniform function may be used. Specifically, we chose a Gaussian function whose mode is the certain depth value and its variance is :
. The new weighted depth map is given by (16) where is a weight parameter and is a smoothness regularization filter. The weight parameter is assigned as 255 in our case, but this can be any positive value without loss of generality. The typical choice for is a morphological smoothing filter or an isotropic Gaussian filter. The size of filter depends on the noise present in the sequence. Fig. 2 shows the concept of the proposed weighting on range data, where the probable region is defined as the limited or sliced area within one standard deviation of the given depth value .
The variance of the kernel is chosen based on how confidently one can estimate the depth of the target. A large variance should be chosen if the image data is noisy or has poor contrast. Alternatively, if the variance is very small, the target will appear more prominent, but loss of the object information can occur. In addition, this value should be adjusted online according to the depth and size of the object. Fig. 3 shows the segmentation results using Gaussian function with different variances. Note that good results are obtained when is chosen so that the weighting function accurately reflects the variation of depth values seen in the target. In practice, we have found that works well in most cases. Fig . 4 shows a robust segmentation result in a highly cluttered environment. As can be seen in the results, since the backgrounds (e.g., the ground, skies, and trees) are far from the trucks, the proposed algorithm is well suited for this type of segmentation. Note that the range information in Fig. 4 is scattered and the trucks are not easily distinguished from the backgrounds. However, the proposed weighting scheme allows the trucks to be segmented without loss of information and prevents leaks into nearby structures, as shown in Fig. 4 .
C. Filtering for Motion Estimation
We assume that the location of an object is within the probable region defined in Section III-B, and the difference of the object's location between consecutive frames is small:
given the position vector of the object is in 3-D image space, where , , and are the small perturbations of each coordinate. The global motion of an object is described by the transition of the coordinates of its centroid and depth value , and the local motion is represented by the segmenting curve evolved by the gradient flow in (12) and (17) . Thus, the state vector is given by (18) where is the centroid of an object and denotes the contour coordinates represented by the zero level set of . When a new image pair arrives, we have an observation which is the available weighted depth map at time : . Let a prior density be the proposal distribution to simplify the dynamic model and let resampling be applied at every time step [24] , [25] . We then have the weight update equation from (2) as where the likelihood of the observation is given by (19) The proposed estimation scheme using particle filtering is described as follows: 1) Prediction
Step: a) Generate the particles, around in the following manner:
2) Update Step: a) Make the weighted depth map based on from (16): where b) Evolve the curve over the weighted depth map for each for iterations. is generally a small number, which is carefully selected in consideration of the degree of trust of the system and measurement models to avoid sample degeneracy and sample impoverishment. More specifically, if is chosen to be too large, this can lead to sample degeneracy due to the loss of temporal coherency. Likewise, choosing to be too small results in sample impoverishment because all particles would not move to the region of the high likelihood [11] , [27] .
is selected experimentally for robust results of our experiments in Section IV. c) Compute the importance weights using (19) and normalize d) The posterior distribution of the system is represented by a set of weighted particles e) Resample particles according to by using the generic resampling scheme introduced in [24] and [25] :
f) The best fitting curve, which maximizes the dissimilarity between two distributions for inside and outside the curve in (5) and minimizes the segmentation energy in (6) , is selected for the measurement model. g) The centroid of the selected curve is taken as the centroid of the system and its depth value is given by
D. Disappearance and Reappearance Handling
Here, we address the estimation problem of continuing to track an object of interest even when it is partially or fully occluded during the course of tracking. This naturally leads to the questions of how to detect the disappearance of an object and how to recognize the reappearance of an object and to reacquire track.
In order to solve these problems, we analyze the characteristics of disappearance and reappearance in dynamic imagery. For example, the size of an object will decrease as it disappears and increase as it reappears. Thus, disappearance detection may be achieved by comparing the average size of the tracked object from past frames with the object's current size. Reappearance detection may be accomplished by finding an object that is most similar to the tracked object before it was lost. Some assumptions about the location at which the object will reappear are also necessary to avoid the computational complexity of searching the entire domain and increase the possibility of reacquisition by reducing the probability of unexpected detection of a noise. In this work, we assume that the object being tracked will appear near the last known position of the object (e.g., if the object disappears on left side of the image, it will also reappear on the left side), that is, the object's centroid when it reappears is constrained to be near the position of its centroid before disappearance, . Also, the probable region when the object reappears is assumed to be the last probable region before its disappearance. Thus, the searching region for reappearance detection is described by (20) where is the longest value between the average lengths of the major and minor axes of the object, and and are the depth value when the object disappeared and will reappear, respectively. Note that these assumptions may restrict the applicability of the proposed algorithms for certain very important applications such as video surveillance in which it would be quite difficult to estimate reappearance using the preceding setup. Thus, in this paper, the proposed algorithms are tested on appropriate scenarios for these assumptions, such as tracking moving vehicles. Indeed, the proposed algorithms show the best performance in following a moving car on a road with various cluttered backgrounds as shown in our experiments in Section IV.
Shape analysis based on multiple feature correspondences is an indispensable tool to cope with disappearance and reappearance. The contour tracker, proposed in the previous sections, provides useful feature information of the segmented object in terms of the level set function , such as outline, position, size, curvature, and aspect ratio of the object. From this information, we propose the following shape energy-based disappearance and reappearance handling scheme. The basic idea of the proposed algorithm is to define the shape similarity energy based on the feature information of past frames and then detect the object's return by comparing this feature information with the current frame and finding a candidate region that closely matches the template shape. In order to create the template shape, we assume that the object being tracked deforms gradually from frame to frame, and its shape remains similar while out of view. If all sets of shapes lie on a linear manifold and their deformations are small, PCA can be used to provide a shape representation [43] . Thus, the template shape of an object is obtained using PCA-based shape statistics described in Section II-C.
The template shape is based on the history of the segmented object over previous frames up to the current, rather than learned priors. More specifically, the shape of an object at time step is represented as a binary mask selecting regions inside the closed curve . Thus, we can write this using the Heaviside function as . Finally, the template shape at time step is defined as the mean shape over all previous frames (21) If the new shape of the same class of the object is received online at time step , the shape dissimilarity function for can be obtained from (14) and (21) as (22) where and denote the absolute value and the Euclidean norm, respectively.
The size and curvature differences between and are considered as a feature distinction function described by (23) Other shape descriptors can be added to regulate the feature distinction, such as the aspect ratio or the degree of symmetry. Here, the aspect ratio of is defined as the ratio between the lengths of the major and the minor axes, where these lengths are obtained from eigenvalues of the covariance matrix of . Also, the symmetry degree can be estimated by computing a difference between the original shape and its reflected superimposition. One can find several relevant shape descriptors in [44] . Now, the similarity shape energy is obtained from: (24) From (24), disappearance occurs when the shape similarity energy is sufficiently small. Indeed, will typically decrease gradually as the object disappears from the scene. Reacquisition of the tracked object is completed by evolving the curve in the search region until a candidate with sufficiently high shape similarity energy is detected. Thus, we determine disappearance or reappearance if in (24) satisfies certain criteria. To detect disappearance, we have (25) and, to detect reappearance, the condition is given by (26) where is the arithmetic mean of up to . and are positive thresholds between 0 and 1 for each case of detection. The value is the time when the object disappears. If the condition (25) is true during tracking, then one considers target as having disappeared, and similarly for the reappearance condition (26) . Note that the proposed approach is performed without the prior training sets and puts no time limitation on the object's absence.
In Fig. 5 , a synthetic image sequence is used to test the algorithms for disappearance and reappearance handling based on the proposed similarity shape energy in (24) . The sequence includes several different shapes and is generated with Gaussian white noise of zero mean and 0.01 variance. Fig. 6 shows the template shape as well as the shape energies corresponding to each shape of the shape sequence. Some different shapes' energies are also given in Fig. 6 to show the variation of the shape energy with respect to the template shape. The change of and for this sequence is shown in Fig. 7 . Note that none of the shape energies satisfied the detection condition in (26) except the square. Thus, only the square is acquired again during the course of tracking.
E. Discussion of the Reacquisition Method
Measuring the similarity between two objects is an important task in many areas, such as image retrieval, object identification and visual tracking. A comprehensive review of such similarity measures is beyond the scope of this paper; see [45] and references therein. Accordingly, here, the shape similarity-based reacquisition method proposed in this paper is discussed and It is quite common in object tracking that an image region that includes the object of interest is represented by a template model of the pixel intensities or other relevant feature information, and then is compared to candidate regions to determine the displacement of the object over consecutive frames. To compare or evaluate similarities between the template and an observed image (or a region), the Bhattacharyya distance [46] , [47] , Kullback-Leibler divergence [48] , and the normalized mutual information [49] have been proposed to evaluate the degree of a similarity between intensity distributions. These probability-distance measures usually use histogram-based distributions, which describe the image region of interest. However, such histogram-based approaches are insensitive to the possible deformations of an object due to the lack of spatial information. Taking into consideration the invariance to translation and robustness to lighting changes, some edge information and the orientation histogram may be employed to measure the similarity with respect to the Euclidean distance as in [50] , [51] . In addition, Birchfield and Rangarajan [52] introduced a spatial histogram, or spatiogram, in which some information of the geometry of an object feature distribution is involved. This showed improved performance of tracking for a mean-shift-based tracker. On the other hand, the similarity measure used in [52] is not suited for small spatial changes of the given object's features. To overcome this, the work of [53] formulates a similarity measure based on the spatiogram and the Bhattacharyya coefficient for robust object localization. Recently, Ling and Okada [54] exploited the diffusion process to derive a cross-bin histogram distance, called diffusion distance, Fig. 8 . Graph of the degree of similarity for some similarity measures over some frames of the sequence in Fig. 12 ; the proposed shape-similarity energy (SE), the Bhattacharyya distance (BH), the diffusion distance (DF), Kullback-Leibler divergence (KL), the normalized mutual information (MI), the spatiogram (SG), and the edge-orientation histogram (EO) were tested. In the degree of similarity, 0 and 1 indicate complete mismatch and perfect similarity, respectively. which is robust to the object's deformation and a lighting change in histogram-based local descriptors. We have tested the similarity measures discussed above in the real sequence of Fig. 12 of the experimental Section IV to comparatively evaluate the proposed shape-similarity energy. Fig. 8 shows the graph of the degree of similarity for similarity measures, such as the Bhattacharyya distance, the diffusion distance, Kullback-Leibler divergence, the normalized mutual information, the spatiogram, and the edge-orientation histogram. In Fig. 8 , we see that most measures moderately catch the similarities between objects over the consecutive frames in the presence of the object but their similarity values are severely unstable during the disappearance portion of the video. To reacquire the tracked target, a similarity measure should provide the discriminating threshold to separate the state of the target's presence from the state of the target's absence. To evaluate this, statistical information, such as a maximum value and a variance of similarity values during the disappearance section of the tested sequence are computed and recorded in Fig. 9 . From the results of Fig. 9 , other measures' variances and maximum values in the disappearance section are too large to allow the distinguishable detection of the target's reappearance. However, the proposed shape-similarity energy gradually decreases while the target is turning to the left or right and its variance and maximum value in the disappearance section are of a size such that the detection threshold can be properly selected in the detection conditions in (25) and (26) .
From the comparative study with other similarity measures, the present shape-based similarity measure seems to be more discriminative and shows the applicability for target reacquisition of a moving vehicle. However, since the tolerance of the template shape depends on the variation of the shape learned online from previously tracked object, the proposed method can fail to reacquire the track of the object due to deformations and shapes that have not been learned in our scheme. Theoretically, one can increase the number of prior training sets to increase the possibility of reacquisition of the track, but it does not always guarantee reacquisition of the object with an unregistered shape. Thus, as mentioned in the previous Section III-D, it must be pointed out that it is necessary to assume that the tracked object maintains its shape similarly while it has been out of view regardless of the number of training shapes before disappearance.
Finally, the robustness of the proposed shape energy to noise was tested as seen in Fig. 10 . The shapes tested were generated with diverse noise levels of Gaussian noise whose variance ranges from to . Note that, even though all similarity-shape energies of the shapes decrease as the noise level increases, the rectangular shape has the biggest shape energy and its energy difference between noises (or decreasing rate) is the smallest because it is the most similar shape to the template.
F. Framework for the Proposed Algorithms
The diagram of the entire tracking procedure is illustrated in Fig. 11 . The various algorithms are shown in the order in which they are performed, and the loop indicates iteration to the next frame. In our applications, depth maps of pairs of stereo images are constructed from a stereo matching system at each time step. The initialization process to identify the position of the object of interest is only performed for the first frame. The diagram shows that the procedure starts with global and local estimation of the object, and finishes with shape analysis for disappearance and reappearance handling.
IV. EXPERIMENTS
The proposed algorithm was tested on three different videos of moving vehicles obtained from stereoscopic image sequences. While the experimental sequences are composed of numerous stereo image pairs, results are shown only on the left image for simplicity. Additionally, the computed depth images from all sequences have low contrast, high noise, and cluttered backgrounds. In the experiments most of the parameters were held fixed across all trials. Specifically, the number of particles was chosen empirically to give good coverage without adding significant computational burden. Overall, the tracker produced accurate track signals on the three sequences with an acceptable computation time of approximately 20 seconds per frame on a 3.6-GHz Windows machine with 2 GB of RAM. The value of , which is used to control the Gaussian weighting on depth information, is set automatically in our experiments as described in Section III-B.
To deal with disappearance and reappearance of the object, two thresholds and were selected based on the expected shape variation within a sequence and observations of how this affects tracking performance. For example, should not be too small or the object may not be identified as "disappeared" before it disappears from the view. Similarly, the object may not be robustly reacquired if is too large. A detailed analysis of these parameters is given in the sections below and in Figs. 13 and  16 . However, for our experiments, choosing parameters in the ranges and gave robust detection.
A. Truck Sequence I
This sequence is taken from a moving camera following a truck while trying to keep a constant distance of approximately 20 m. It is comprised of 1168 frames in which the truck moves in and out of the field of view several times: once while turning left (frames 278 to 328), and once while turning right (frames 950 to 1020). In addition, the sequence shows changing illumination conditions and significant clutter. Weighted depth maps of each frame are obtained using the Gaussian function with in (16) . Tracking results with the proposed algorithms are shown in Fig. 12 . We can see from the results that even though the truck has very weak edges and the background is quite cluttered, the truck is robustly tracked. Furthermore, the results demonstrate the capability of the proposed scheme to handle disappearance and reappearance. For disappearance and reappearance detection, and are selected as 0.25 and 0.55, respectively. The change of and during frames 190 through 390 is shown in Fig. 13 . The shape energy of the truck decreases as the truck turns to the left and eventually drops below as it disappears from the image domain. After 50 frames, the truck's reappearance is detected when it becomes visible and its shape-similarity energy satisfies the reappearance condition in (26) .
B. Truck Sequence II
In this sequence, the truck moves randomly in clockwise and counterclockwise loops. Note that the shape of the truck deforms significantly whenever it turns left or right. In addition, 3-D range values (i.e., depth values) decrease and increase markedly as it moves back and forth. The sequence includes 866 frames with a cluttered background. The parameter is chosen to be . It has a larger range than in other experiments because the change of the object's size is much more dramatic. Fig. 14 shows several frames that demonstrate the robust tracking results. Note that no disappearance or reappearance of the truck took place because it was visible throughout the sequence. Fig. 15 shows the proposed algorithm robustly tracking a van in a cluttered urban environment throughout a 45-frame sequence. Initially, the van takes a turn to the left causing significant shape deformation. Then, it gradually moves away from the camera until it vanishes into the distance. Weighted depth maps are created with . The disappearance of the van is successfully detected with . This smaller value is chosen because of the drastic change in perceived shape energy of the target (side of the van to back of the van) in just 10 frames. The change of and for this sequence is shown in Fig. 16 . The shape energy of the van decreases gradually and eventually drops below the detection threshold as it disappears into the distance.
C. Van Sequence

V. CONCLUSION AND LIMITATIONS
In this paper, we described a straightforward approach for tracking moving objects using 3-D range data by incorporating a contour tracker in conjunction with PCA-based shape analysis. Region-based active contours are employed to track deformations of an object using the Bhattacharyya gradient flow on the Gaussian weighted depth map. A particle filtering scheme combined with the active contour model is utilized for global position estimation of the target. In addition, we proposed similarity shape energy in order to handle the possible disappearances and reappearances of the tracked object. We demonstrated the ability of the proposed method to track targets in cluttered environments and to detect automatically the target after it has gone out of frame and then reappeared.
The proposed algorithm has some limitations which we intend to overcome in our future work. First, the proposed algorithm is limited in that it will fail if the object reappears with an unexpected shape that is unlike those seen previously. Second, the proposed algorithm will lose the target if the unexpected object occludes the target or appears in a similar depth position with a similar shape to the tracked object in the course of tracking.
It is a possible solution for some limitations to incorporate the information of color and shape of an object from an original sequence into the proposed algorithms. Also, our future research will include the challenging problem of tracking multiple objects with varying shapes. To improve reliability and accuracy of tracking, more sophisticated shape analysis will be needed.
