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We consider multi-valued logic for quantum computation,
where the fundamental units of memory are d-level quantum
systems. It is shown that arbitrary unitary operations con-
sisting of d-valued inputs and outputs can be decomposed into
logic gates that operate on no more than two inputs and out-
puts at a time, generalizing the result from binary quantum
logic. The advantages oered by multi-valued quantum com-
puting are discussed, and the implementation of multi-valued
logic gates in the context of the Cirac-Zoller linear ion-trap
scheme is outlined.
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Binary logic gates and Boolean algebra play an impor-
tant role in classical and quantum theories of computa-
tion. The unit of memory for binary quantum computa-
tion is the qubit, a quantum system existing in a linear
superposition of two basis states, labeled j0i and j1i. Uni-
versal logic gates that operate on a small number of bits
or qubits are known to be sucient for building arbitrary
computational networks. In the quantum case, arbitrary
unitary operations on a large number of qubits can be
built from two-qubit logic gates alone [1{4], a result that
has no analog in classical reversible logic where three-
bit operations are needed to simulate reversible Boolean
functions [5].
We consider the extension of universal quantum logic
to the multi-valued domain, where the unit of memory
will be called a qudit [6], a d-dimensional quantum system
with the basis states, j0i, j1i, . . . , jd− 1i. As in the bi-
nary case, a tensor product of many such qudits is needed
for ecient storage of information, since the number of
dimensions in the Hilbert space scales exponentially with
the number of qudits in the system. Allowing d to be ar-
bitrary enables a trade-o between the number of sepa-
rate quantum systems making up the quantum computer
and the number of levels in each of these systems. In the
case of the linear ion-trap scheme [7], for example, only
two levels in each ion are actually used for computing,
although more levels are needed for processing and read-
ing out the information [8]. Using d computational levels
in each ion reduces the number of ions needed for a com-
putation by log2 d, since the Hilbert space of n qudits
has the same dimensionality as n(log2 d) qubits, since
dn = 2n log2 d. As the inability to trap a large number
of ions coherently in their vibrational ground state is a
major limiting factor in this implementation, a reduction
in the number of ions oered by a multi-valued memory
is advantageous.
Although a discrete quantum system with an innite
number of energy levels allows unlimited information ca-
pacity in principle, there are practical limits to the num-
ber of levels that can be resolved and manipulated coher-
ently. As in the binary case, a tensor product of multiple
qudits is indispensable to simulating a computation e-
ciently, allowing unitary transforms on the whole system
to be built from logic gates operating within and between
qudits, creating entangled superpositions, rather than
transforming subsets of a unary Hilbert space. Multi-
valued information processing is necessarily more com-
plex at the single qudit level, as we will see, involving
a controlled unitary operation on all the levels of each
qudit. However, a network of multi-valued logic gates is
potentially simpler at this expense, invoking a trade-o
between the complexity of each logic gate and the num-
ber of gates needed for a computation, analogous to the
situation in classical multi-valued logic design [9]. The
polynomial increase in the number of levels manipulated
in each qudit contrasts with a logarithmic reduction in
the number of qudits in the computation, but the time
complexity of the simulation, measured in terms of the
number of elementary gates performed as a function of
the input size of the computation, is unaected. In fact,
if each multi-level gate can be computed in less time than
it takes to implement the equivalent binary gates sequen-
tially, a multi-valued implementation potentially enables
larger computations within the decoherence time of the
system.
A binary simulation of multi-valued logic becomes im-
practical when dealing with multi-level systems. A base-
d representation is ideal for describing the information
stored in a d-level quantum system, since a measurement
will collapse the system to one of these d levels. This
gives only one value per read-out of a qudit, rather than
the log2 d values characteristic of a binary representation
of the same Hilbert space. Moreover, the processing of
multi-level information is dicult to implement in terms
of binary logic gates. A single-qubit gate on a multi-level
system involves all the levels of the system, not just two,
and is eectively a multi-valued gate. Implementing such
a gate becomes dicult when the target and control lev-
els of the same atom coincide. By contrast, a two-qudit
gate will use the rst qudit as control and the second
qudit as target in the transformation.
Quantum error correction in non-binary systems has
been investigated, and generalizations of binary logic
gates have been introduced [6,10{12]. In this paper, we
describe a set of universal logic gates that are shown to be
sucient for multi-valued quantum computation. Gen-
1
eralizing the binary case, we show that two-qudit logic
gates are sucient for multi-valued quantum logic. The
properties of these multi-valued gates are examined, and
an implementation is presented in the context of the lin-
ear ion-trap scheme.
The two-qubit gates that are known to be universal for
quantum logic belong to a family of unitary transforms
described by three parameters [3], which we label as ,
, and . This derives from the fact that, except for an
overall phase factor, any two-dimensional unitary matrix
can be written in the form [4],
Y2(; ; ) =

cos − ei sin 




expressed here in the basis states of a qubit, j0i and j1i.
Y2 can transform any state in this basis to j1i,
Y2(arccos jc0j; arg[c0=c1]; arg[c1]) :
c0j0i+ c1j1i 7! j1i;
(2)
and Y −12 (arccos jc00j; arg[c00=c01]; arg[c01]) takes j1i to an-
other state, c00j0i+c01j1i, showing that the family of gates
Y2 is universal for single-qubit transforms. Using this













which apply Y2 to the second qubit only when the rst
qubit is in j1i, are universal for quantum logic in the sense
that a unitary transform on any number of qubits can be
simulated by repeated applications of the gates in Eq. (3)
on no more than two qubits at a time. The parameters
, , and  in Y2 can be considered as control variables
in the simulation, or else xed as irrational multiples of
 and of each other [3]. Generalizing property (2), we
dene a family of d-dimensional transforms that map an
initial state of a qudit to jd− 1i,
Yd(c0; c1; : : : ; cd−1) :
c0j0i+ c1j1i+   + cd−1jd− 1i 7! jd− 1i;
(4)
where the complex coecients, c0; c1; : : : ; cd−1; are as-
sumed normalized. Unlike denition (1) for the family of
gates Y2, the multi-valued gates Yd dened above do not
describe all possible unitary transforms in d dimensions
(which would require d2 real parameters), but rather a
subset of them that has the property (4). For a given
set of values for the coecients c0; c1; : : : ; cd−1; Eq. (4)
species the transformation of only one of the d states
of the system, namely the superposition state with these
coecients, and thus does not uniquely determine Yd.
However, we note that the property (4) is sucient to













jd− 2; d− 1i
jd− 1; 0i
...
jd− 1; d− 1i
(5)
which applies Yd to the second qudit only when the rst
qudit is in jd− 1i, is universal for quantum logic. The
proof of this relies on the fact that property (4) allows a
sequence of Yd gates to simulate any single-qudit unitary
transform. This is because an arbitrary initial state of
a qudit, c0j0i +    + cd−1jd− 1i, can be transformed
to jd− 1i by Yd(c0; : : : ; cd−1), and jd− 1i can in turn
be transformed to an arbitrary nal state, c00j0i +    +
c0d−1jd− 1i, by Y −1d (c00; : : : ; c0d−1). Henceforth, when we
refer to Yd in general, we mean any of the family of gates
described by Eq. (4), which we know to be universal for
single-qudit transforms. We use the convention in Eq. (5)
and throughout the rest of the paper that multi-qudit
gates (like Γ2) are written in bold font but single-qudit
gates (like Yd) are written in regular font.
In what follows, we will be concerned with the simula-
tion of an arbitrary N -dimensional (or n-qudit) unitary
transform UN using elementary two-qudit gates of the
form (5). Since each qudit has d dimensions, the total
number of qudits comprising UN is n = logd N . Each
state in the computational Hilbert space can be written
as a tensor product of the n qudits,
jki = jk1ijk2i : : : jkni;
k = 0; 1; : : : ; N − 1; ki = 0; 1; : : : ; d− 1 8i;
(6)
where k1k2 : : : kn is the base-d representation of k, with
jkii denoting the state of the ith qudit. We use the no-
tation jk1; k2; : : : ; kni for jk1ijk2i. . . jkni. Let the eigen-
states of UN be jΨmi, for m = 1; 2; : : : ; N , with corre-
sponding eigenvalues eiΨm . Each such eigenstate can be
expanded in the computational basis,
jΨmi = c0j0i+   + cN−1jN − 1i (7)
= c0j0; : : : ; 0i+   + cN−1jd− 1; : : : ; d− 1i:
Our simulation of UN follows an argument given by
Deutsch [13], in which a network of gates is created that
have the same eigenstates and eigenvalues as that of UN.
Suppose we are able to simulate the unitary transform,
Wm :
 jΨmi 7! eiΨm jΨmi
jΨm0i 7! jΨm0i when m0 6= m: (8)





eiΨm jΨmihΨmj = W1W2 : : :WN; (9)
which states that W1W2 : : :WN shares the same eigen-
states and eigenvalues with UN. The problem thus re-
duces to simulating Wm for an arbitrary m. We can
decompose Wm into two transforms that are easier to
simulate using elementary gates,
Wm = Zym Xm Zm; (10)
where Zm is assumed unitary and is dened (not unlike
Yd) by the property that it takes the mth eigenstate to
jN − 1i,
Zm : jΨmi 7! jN − 1i; (11)
and Xm is a phase gate that rotates the phase of jN − 1i
by the eigenphase Ψm, leaving all other computational
states unchanged,
Xm :
 jN − 1i 7! eiΨm jN − 1i
jm0i 7! jm0i when m0 6= N − 1: (12)
We need to show that Wm = Z−1m XmZm satises de-
nition (8). When m0 = m,
Z−1m Xm ZmjΨmi = Z−1m eiΨm jN − 1i = eiΨm jΨmi: (13)
When m0 6= m, note that
hN − 1jZmjΨm0i = hΨmjZymZmjΨm0i = hΨmjΨm0i = 0;
which shows that the state ZmjΨm0i has no projection
along jN − 1i, which means that Xm will not aect it.
Hence,
Zym Xm ZmjΨm0i = Zym ZmjΨm0i = jΨm0i: (14)
We are now left with the task of simulating Xm and Zm,
each of which address the entire n-qudit Hilbert space,
from elementary two-qudit gates. We rst show that Xm
and Zm can be built from the n-qudit logic gates,
Γn[Yd]  Apply Yd to the nth qudit if and only if (15)
the rst n− 1 qudits are in jd− 1i.
which are the generalization of the n = 2 elementary
gates in Eq. (5). First note that since Yd is universal for
single-qudit unitary transforms, it contains the transform
that advances the phase of jd− 1i in the nth qudit and
leaves all other states in this qudit, j0i; j1i; : : : ; jd− 2i,
unchanged. This means that Γn[Yd] can simulate Xm by
advancing the phase of jd− 1; d− 1; : : : ; d− 1i = jN − 1i
without aecting any of the other computational states,
j0; 0; : : : ; 0i; : : : ; jd− 1; d− 1; : : : ; d− 2i.
We next show that Zm is contained in Γn[Yd]. Zm and
Yd are similar in their transformation properties in that
both take a superposition to a single state. However, Yd
acts within the state space of a single qudit while Zm
acts on the Hilbert space of all n qudits. The condi-
tional gate, Γn[Yd], acting in the basis of the last qu-
dit, can reduce a superposition of the d states, jN − di,
jN − d + 1i, . . . , jN − 1i, to jN − 1i. To reduce the next
d−1 states, jN − 2d + 1i, jN − 2d + 2i, . . . , jN − d− 1i,
to jN − 1i, we can permute these states with jN − di,
jN − d + 1i, . . . , jN − 2i, and apply Γn[Yd] again. In this
way, blocks of d−1 states can be permuted with jN − di,
jN − d + 1i, . . . , jN − 2i and reduced to jN − 1i, until
the entire Hilbert space of the n qudits has been so re-
duced, completing the simulation of Zm. We are still left
with the operation of permuting any two computational
states, which we now show is also contained in Γn[Yd].
Within a single qudit, Yd can permute any two states.
Let Yd(p; q) denote the permutation of jpi and jqi for
p; q = 0; 1; : : : ; d − 1. Consider permuting two n-qudit
computational states,
jj1; j2; : : : ; jni  ! jk1; k2; : : : ; kni;
ji; ki = 0; 1; : : : ; d− 1 8i: (16)
This can be done one qudit at a time. Suppose we start
with the state, jj1; j2; : : : ; jni. We rst apply n−1 single-
qudit gates Yd(p; q) to send all but the rst qudit in this
state to jd− 1i. Then we apply Γn[Yd(j1; k1)], which
permutes the rst qudit conditional on all the other qu-
dits being in jd− 1i. The other qudits can be restored
to their original values by the same Yd(p; q) gates used
earlier. This can be represented symbolically as
jj1; j2; : : : ; jni fYd(p;q)g7−! jj1; d− 1; : : : ; d− 1i
Γn[Yd(j1;k1)]7−! jk1; d− 1; : : : ; d− 1i
fYd(p;q)g7−! jk1; j2; : : : ; jni:
(17)
We repeat this procedure for each of the n qudits in
jj1; j2; : : : ; jni until the entire state has been transformed
to jk1; k2; : : : ; kni. The permutation (16) can thus be
simulated using only Γn[Yd] and single-qudit Yd gates.
We have shown that any n-qudit unitary operator UN
can be decomposed into the n-qudit logic gates, Γn[Yd].
Our nal decomposition is to show that Γn[Yd] can be
built from the two-qudit gates Γ2[Yd], shown in Eq. (5).
One way of doing this is illustrated in Fig. 1 for d > 2.
In addition to the n computational qudits, the simula-
tion uses r = d(n − 2)=(d − 2)e auxiliary qudits (where
dxe means the largest integer less x), that are assumed
initialized to j0i. The horizontal lines denote the qudits,
with solid lines denoting the computational qudits and
dashed lines denoting the auxiliary qudits. The vertical
lines represent the two-qudit conditional gates, originat-
ing from the control qudit (which is required to be in
jd− 1i for the gate to apply) and terminating in a box
on the target qudit. The two conditional gates repre-
sented are Γ2[Yd], and Γ2[Yd(p; q)], where Yd represents
a generic single-qudit gate with the property (4), while
Yd(p; q) is the single-qudit exchange gate which permutes



























FIG. 1. Construction of Γn[Yd] from Γ2[Yd] for d > 2.
Vertical lines represent Γ2 gates: the symbol
p
q represents
Yd(p; q), and Yd represents any gate Yd. Horizontal lines
represent qudits: solid lines are computational qudits and
dashed lines are auxiliary qudits initialized to j0i. The quan-
tity r = (n − 2)=(d − 2) is assumed for simplicity to be an
integer.
We want the combination of all the gates in Fig. 1 to
implement Γn[Yd], which applies Yd to qudit n if and
only if the rst n − 1 qudits are in jd− 1i. Reading
from left to right in the gure, the rst exchange gate,
Γ2[Yd(0; 1)], increments auxiliary qudit n+1 from j0i to
j1i only when qudit 1 is in jd− 1i. The second exchange
gate, Γ2[Yd(1; 2)], increments qudit n+1 from j1i to j2i
only when qudit 2 is in jd− 1i, and so on. In this way,
we see that qudit n+1 reaches jd− 1i only when all of
the rst d− 1 computational qudits are in jd− 1i. This
information is then transferred to the second auxiliary
qudit, n+2, by the gate Γ2[Yd(0; 1)], which increments
qudit n+2 from j0i to j1i provided qudit n+1 is in jd− 1i.
This procedure is carried out sequentially through all the
computational states, until nally we have the auxiliary
qudit n+r reaching the state jd− 1i (in the case when
r = (n−2)=(d−2) is an integer) only when all of the rst
n − 1 computational qudits are in jd− 1i. A two-qudit
gate Γ2[Yd], targeted on this last auxiliary qudit, acts on
the last computational qudit (labeled n), completing the
simulation of Γn[Yd].
We have shown that two-qudit gates of the form Γ2[Yd]
can simulate arbitrary unitary transforms on any number
of qudits. The fundamental property of Yd that allows
this simulation is the same as for qubits, namely that
Yd can transform an arbitrary superposition of quantum
states to a single state. We note the formal analogy of
this property with the result achieved by Grovers algo-
rithm [14], where a database of quantum information is
coherently evolved to a single sought state. The diu-
sion and sign flip transforms used in this algorithm are
sucient for a binary simulation of Yd.
The multi-valued simulation of Yd can be thought of
as a problem in optimal control [15]. The property (4)
describes Yd as a family of gates parameterized by the d
complex coecients, c0; c1; : : : ; cd−1, which are assumed
normalized. If there are 2d− 1 real parameters available
for controlling the states of a qudit in a physical system,
an optimization of these parameters can be done with
the delity governed by (4). One solution to this control
problem in the case of a d-level atomic system was given
by Noel and Stroud [16], where the control parameters
were the amplitudes and time delays of a sequence of d
electric eld pulses, and the goal was to create an arbi-
trary superposition of the atomic states. An extension of
this control to the nonlinear case where the ground state
population in the atom becomes signicantly depleted
has been studied by Araujo et al. [17]. An implementa-
tion of ternary quantum logic using polarization states of
a correlated photon pair generated via collinear degener-
ate spontaneous parametric down-conversion is suggested
by Burlakov et al. [18].
In the rest of this paper we consider a multi-valued
extension of the binary quantum computing scheme pro-
posed by Cirac and Zoller [7]. In this scheme, q identical
ions are conned in a linear trap and interact with stand-
ing wave lasers (see Fig. 2). By laser cooling, the ions
are prepared in their lowest energy vibrational ground
state, corresponding to the center-of-mass (CM) normal
mode, with frequency x along the trap axis. In this
regime, each ion vibrates about its equilibrium position
in the trap with an amplitude that is small compared
to an optical wavelength, and the trap is characterized
by a Lamb-Dicke parameter  that is much smaller than
unity,  = [~k2x=2mx]
1=2  1, where m is the mass of
each ion and kx is the laser wave vector along the trap
axis. If each laser eld is detuned from the associated
atomic resonance by x, only the CM mode is excited in
the absence of power broadening. Using a^y and a^ as the
creation and annihilation operators for this mode, and
^jj = jjihjj as the internal projection operators for each
ion, the Hamiltonian for a d-level ion in the trap in the
absence of the interaction elds is






~!j ^jj : (18)
The computational level scheme considered is shown in
Fig. 3, with the transition frequencies !0;1, !1;2, . . . ,
!d−1;d−2 assumed distinct compared to the linewidths
of the levels. Only neighboring levels in the manifold
are assumed to be dipole-connected. The coupling be-
tween the internal levels and the CM motion of the ion
is accomplished by d − 1 lasers tuned near resonance to
these transitions, and having a standing-wave congura-
tion along the trap axis. In the semi-classical limit, the






j;j+1 [Ej;j+1e−ij;j+1t + c.c.]
 cos(kj;j+1x^ + ')

; (19)
where j;j+1 are the eld frequencies corresponding to
the atomic transitions and kj;j+1 are the corresponding
wave vectors along the trap axis. The eld amplitudes
and polarizations of the d− 1 modes are given by Ej;j+1
and j;j+1. When ' = =2 or 0, the standing waves
make a node or antinode at the ions equilibrium posi-
tion, hx^i = 0. The eld dependence along y^ and z^ have
been suppressed due to the strong trap connement along
these directions. We can expand the cosine function in
Eq. (19) about hx^i = 0,
cos(kj;j+1x^ + ')
= cos(')− kj;j+1 x^ sin(') + O[(kj;j+1x^)2]
= cos(')− j;j+1pq (a^y + a^) sin(') + O[2j;j+1];
where we used x^ = [~=2qmx]1=2(a^y + a^), and identied
the Lamb-Dicke parameters, j;j+1 = [~k2j;j+1=2mx]
1=2.





j;j+1 [Ej;j+1 e−ij;j+1t + c.c.]
 [cos(')− j;j+1pq (a^y + a^) sin(')]
)
: (20)









where dj;j+1 = hjj d^ jj + 1i, and ^yj;j+1 (^j;j+1) are the
raising (lowering) operators for the transition between
levels jji and jj + 1i. In the interaction picture, the op-
erators evolve according to Eq. (18), a^y(t) = a^y(0) e−ixt
and ^yj;j+1(t) = ^
y
j;j+1(0) e
−i!j;j+1t. In the dipole approx-
imation, the interaction Hamiltonian is of the form,
H^int ’ − d^ E(x^; t): (22)
When the ion is at the node of standing-wave lasers, ' =
0, that are all tuned to resonance, j;j+1 = !j;j+1 for all
j, the time-independent Hamiltonian in the interaction









where Ωj;j+1 = (dj;j+1  j;j+1)=~ is the Rabi frequency
corresponding to the transition, jji ! jj + 1i. When
the ion is at the antinode of standing-wave lasers, ' =
=2, that are all detuned from resonance by the trap


































FIG. 3. Level scheme for a d-level ion. The d − 1 neigh-
boring transitions are dipole-connected, with frequencies,
!j;j+1 = j!j+1 − !j j.
V^ = exp[−i(t=~) H^int;V ] mixes the d − 1 internal states
of a single ion without aecting the trap state. U^ =
exp[−i(t=~) H^int;U ] couple the internal and external co-
ordinates of each ion in a one-to-one fashion: U^− lowers
the trap energy when raising the internal energy of the
ion, and vice versa; U^+ raises the trap energy when rais-
ing the internal energy of the ion, and vice versa. In
each case, only the energy-conserving terms are kept in
the rotating- wave approximation.
Single-qudit Yd gates satisfying property (4) can be
simulated using V^ transformations. The binary case, d =
2, can be seen by setting all Rabi frequencies except for
Ω0;1 equal to zero (see Fig. 3). In this case, levels j0i and
j1i undergo two-level Rabi oscillations,
V^ ! Ω−1

Ω C i Ω0;1S
i Ω0;1S Ω C
 j0i
j1i ; (25)
where C = cosΩt; S = sin Ωt, and Ω = jΩ0;1j. Given a
state c0j0i+ c1j1i,






c0 and cosΩt = jc1j;
(26)
which shows that V^ contains the binary gate Y2 shown in
Eq. (2), except for an overall phase factor. The control
parameters in this case are the complex Rabi frequency
Ω0;1 and the time of interaction t. The ternary case is
when all Rabi frequencies except for Ω0;1 and Ω1;2 are
set to zero, leaving a three-level -system (see Fig. 3).
In this case, the levels j0i, j1i and j2i evolve according to
V^ ! Ω−2  (27)2
4 jΩ1;2j2 + jΩ0;1j2C i Ω0;1ΩS Ω0;1Ω1;2(C − 1)i Ω0;1ΩS Ω2C i Ω1;2ΩS





where C = cosΩt, S = sinΩt, and Ω2 = jΩ0;1j2 + jΩ1;2j2.
Given a state c0j0i+ c1j1i+ c2j2i,






















which shows that V^ contains the ternary gate Y3 dened
in Eq. (4), except for an overall phase factor. The control
parameters in this case are the complex Rabi frequen-
cies, Ω0;1 and Ω1;2, and the common time of interaction
t. In the general d-level case, the explicit solutions cor-
responding to Eqs. (26,28) will be more complicated but
the identication of the transformation V^ with the single-
qudit gate Yd proceeds analogously. The number of con-
trol parameters are the d − 1 complex Rabi frequencies,
Ω0;1; Ω1;2; : : : ;Ωd−2;d−1, and the common time of inter-
action t. These suce to insure that property (4) can
be simulated given d arbitrary normalized coecients,
c0; c1; : : : ; cd−1, up to an overall phase factor.
A two-qudit gate of the form Γ2[Yd] can be accom-
plished using both U^ and V^ interactions and an auxil-
iary manifold of d levels in each ion. The original state
of the two-ion system can be written as
jΨiC jiT j0i (29)
where jΨiC is the original control ion state, jiT is the
original target ion state, and j0i is the trap ground state.
Using -pulses of the U^ interactions linking the compu-
tational and auxiliary bases in the control ion, we move
the population from all the states except jd− 1iC to the
auxiliary manifold, conditional on exciting the trap. In
the meantime, -pulses of the V^ interaction can revert
the population transfer in the control ion to the origi-
nal conguration without aecting the trap, leaving an
entangled state of the form,
jΨd−1iC jiT j0i + jΨotheriC jiT j1i (30)
where jΨiC = jΨd−1iC + jΨotheriC . Expression (30) says
that all the control states except for jd− 1iC are entan-
gled with the trap state j1i. Applying -pulses of the
U^ interactions to the target ion now, we can move its
population to the auxiliary manifold conditional on de-
exciting the trap,
jΨd−1iC jiT j0i + jΨotheriC jaiT j0i (31)
where jaiT is the original target state written in the
auxiliary basis. The rst term in expression (30) is not
aected by this operation since the trap ground state
cannot be de-excited. Next, applying V^ in the computa-
tional basis of the target ion, we simulate the single qudit
Yd gate, transforming jiT but not aecting jaiT ,
jΨd−1iC fY^djiT g j0i + jΨotheriC jaiT j0i (32)
eectively accomplishing the two-qudit gate Γ2[Yd], with
only that part of the target state entangled with jd− 1iC
aected by Yd. The rest of the target ion that is left in
the auxiliary manifold in expression (32) can be restored
to the computational basis by reversing the operations
that took us from state (30) to state (31) and state (29)
to state (30), giving
jΨd−1iC fY^djiT g j0i + jΨotheriC jiT j0i (33)
Comparing states (33) and (29), we see that the target
ion has been operated on by Y^d conditional on the control
ion being in jd− 1iC , which is equivalent to Γ2[Yd]. The
key to this simulation was the conditional transformation
U^ which used the excited trap state as an intermedi-
ate marker via entanglement to distinguish jΨd−1iC fromjΨotheriC in the control ion. Since Γ2[Yd] were shown to
be universal for quantum logic, a multi-valued simulation
of quantum logic has been demonstrated in principle in
the context of the linear ion trap.
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