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PREFACE
Another thesis has also been submitted to the Georgia Institute of Tech-
nology in Atlanta, Georgia, USA, for fulﬁllment of the requirements of
the dual-degree program. The interested reader is then referred to that
manuscript entitled “Simulation and Modeling of the Powder Diﬀraction
Pattern from Nanoparticles: Studying the Inﬂuence of Surface Strain,”
where they will ﬁnd a chapter discussing the eﬀect of surface strain gra-
dients on the powder diﬀraction peak proﬁles.
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SUMMARY
Nanostructured materials are currently at the forefront of nearly
every emerging industry, as they oﬀer promising solutions to problems
ranging from those facing energy technologies, to those concerning the
structural integrity of materials. With all of these future applications,
it is crucial that methods are developed which can oﬀer accurate, and
statistically reliable characterization of these materials in a reasonable
amount of time. X-ray diﬀraction is one such method which is already
widely available, and can oﬀer further insight into the atomic structure,
as well as, microstructure of nanomaterials.
This thesis work is then focused on investigating how diﬀerent struc-
tural features of nanoparticles inﬂuence the line proﬁles of the x-ray pow-
der diﬀraction pattern. Due to their extremely small size, the contribu-
tion from crystallite size broadening becomes the dominating feature in
an observed diﬀraction peak. Therefore, the theory of size broadening
was critically reviewed concerning the considerations necessary when the
crystallite size approaches a few nanometers. Furthermore, the analysis
of synthesized shape controlled platinum nanoparticles was carried out
using a developed line proﬁle analysis routine, based on the Debye func-
tion analysis (DFA) approach, to determine the distribution of particle
size and shape in the sample.
xxi
The Debye function simulates the powder diﬀraction pattern from
atomistic models. This allows for the coupling of this technique with
atomistic simulations, like molecular dynamics (MD), to gain further un-
derstanding of the diﬀraction pattern from nanoparticles. Techniques
were developed to study how lattice dynamics, and the resulting thermal
diﬀuse scattering, are aﬀected by the small crystallite domains. The dif-
ferent results from Al and Cu particles were discussed. Also, the use of
atomic models allowed for an in depth study of how the presence of twin
and deformation faults aﬀects the diﬀraction pattern from small crys-
tallites. This study then improves the understanding of diﬀraction from
small crystallites, and showcases the level of insight which is achievable
through the coupling of simulation and diﬀraction pattern analysis.
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CHAPTER I
INTRODUCTION
1.1 General Motivation
It is fair to say that in present day, the phrase “nanotechnology” has
a Jules Verne quality about it. Stories touting the latest discoveries of
scientists, which just yesterday were science ﬁction, commonly ﬁll the
pages of popular science magazines, and captivate all who read about
what life will be like in the nano-future. While some projections of when
these discoveries will precipitate into a real product are somewhat ambi-
tious, exciting proposals include the use of nanotechnology in the ﬁelds
of electronics, photonics, energy, and composites with unique mechani-
cal properties. However, the interest in nanotechnology goes far beyond
these applications, as almost all properties of a material have been found
to have some degree of size dependence. Trying to understand the physi-
cal origins of this size dependence, not to mention the development of the
fabrication processes necessary to make these small materials, is forcing
scientists to really understand the behavior of materials at the atomistic
level. The ultimate goal is then enough understanding that the fabrica-
tion of materials might begin with the consideration of their atomistic
assembly, and continue with structuring over larger length scales. Then,
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from a list of desired properties, like strength or electrical conductivity,
one would be able to make the appropriate material in a lab — much
like constructing a building to desired speciﬁcations.
The further understanding of any material’s behavior is contingent
upon observations, which means the further development of characteri-
zation techniques is crucial. These measurements serve to ensure that the
fabricated material actually exhibits the desired characteristics, as well
as, helps to understand the inﬂuence of diﬀerent aspects of the fabrication
process. The small size of nanostructured materials can pose a problem
for many characterization techniques. In order to study the structure
of these small materials, special techniques in microscopy are commonly
employed, which include transmission electron microscopy (TEM), scan-
ning electron microscopy (SEM) and atomic force microscopy (AFM).
While these techniques allow for invaluable images, and can even resolve
the atomic structure of materials, they are somewhat limited in that only
a small volume of the synthesized material can be studied in a reasonable
amount of time. Nanomaterials which are produced industrially require
a yield on the level of kilograms, orders of magnitude larger than the
milligrams which are produced in the laboratory. A complete characteri-
zation of such a large batch of material by microscopy can be costly and
time consuming.
X-ray powder diﬀraction (XRD) oﬀers a complementary structural
characterization technique, where information from a large statistical
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sampling of a material can be extracted from the diﬀraction pattern.
The diﬀraction pattern contains information over many length scales,
from the atomic structure to the microstructure of a material. However,
obtaining the detailed information on the microstructure of a material
can be complicated. It involves modeling subtle changes in the shape of
the observed diﬀraction peaks, and has been largely developed consider-
ing materials with somewhat large crystalline domains. So, before XRD
can be eﬀectively used in the characterization of nanomaterials, it is nec-
essary to extend, and test, the existing models which describe diﬀraction
from small crystalline domains.
1.2 Focus of Thesis
The current thesis work will then exhibit the progress made in develop-
ing better diﬀraction pattern analysis techniques for small crystalline do-
mains, focusing on the case of metal nanoparticles. Research on nanopar-
ticles has progressed rapidly in recent years, as they have found applica-
tion in the ﬁelds of catalysis, medicine, electronics, and photonics [112].
Synthesis techniques have been developed to control not only size, but
also the shape of nanoparticles [42]. The high yield production of shape
speciﬁc nanoparticles opens a new door in materials engineering by allow-
ing for desirable properties to be achieved by tuning the particle shape.
One of the most promising applications of these shape controlled
nanoparticles is their use as a highly eﬃcient, reaction selective, het-
erogeneous catalysts. Heterogeneous catalysts are an important part
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of the chemical manufacturing industry as they reduce the amount of
energy necessary to carry out a chemical reaction by promoting the reac-
tion to take place on their surface. Nanoparticles are expected to make
an impact in this ﬁeld because their small size results in more surface
area per gram of catalyst which improves the catalytic eﬃciency. The
reduction of the amount of catalyst is important since many catalysts
are made of precious metals like platinum and ruthenium. The ability
of tailoring the shape can result in preferential exposure of the highly
catalytically active surfaces. Furthermore, the exact chemical reaction
which is promoted can be controlled by engineering the nanoparticles
to preferentially expose speciﬁc faces. Therefore, the use of shape con-
trolled nanoparticles can result in a further improvement in eﬃciency
by promoting the chemical reaction which requires less energy. As these
nanoparticles begin to be increasingly used in the industry, an improved
analysis of the structure from the diﬀraction pattern can be important
in characterizing shape of the synthesized nanoparticles, as well as, any
structural modiﬁcations which might occur throughout their lifetime of
use.
The initial goal of the present research is then to develop a powder
diﬀraction pattern analysis technique which can determine the diﬀerent
particle shapes which make up a sample. As it will be shown in the fol-
lowing work, the shape of a spot in reciprocal space, and also the shape
of the powder diﬀraction peak, is a direct consequence of the shape of
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the crystallite. However, the crystallite size and shape are not the only
characteristics which inﬂuence the diﬀraction peak proﬁles. Crystalline
defects of all kinds are known to change the peak shapes, each in a diﬀer-
ent and speciﬁc way. Not to mention there can also be contributions from
a general strain gradient, and thermal motion of the atoms. Therefore,
in order to achieve a reliable characterization of a nanoparticle shape,
the inﬂuence of these other eﬀects must be considered. However, many
models which have been developed to describe the inﬂuences of these
crystal defects assume the case of large crystallites. Therefore, the cur-
rent research will also be focused on testing and extending the models
for the inﬂuence of crystal defects on the diﬀraction pattern considering
the case of small crystallites.
In order to achieve these goals the current research will employ a
developing powder diﬀraction pattern analysis technique which relies on
atomistic descriptions of the crystallites. The powder diﬀraction pattern
can be directly obtained from any arrangement of atoms in a volume
through the Debye function [37]. The analysis of the diﬀraction pattern
by this approach has not been extensively developed in the past due to
the computational burden which is demanded. However, this problem
becomes tractable as computers become cheaper and faster. The Debye
function then opens the door to a deeper understanding of the features
observed in the diﬀraction pattern. Atomistic models can be constructed
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with desired characteristics, the diﬀraction pattern simulated by the De-
bye function, and the inﬂuence of each characteristic on the diﬀraction
pattern can be directly observed. This approach can systematically test,
and improve upon, the models which exist in the diﬀraction literature
regarding the inﬂuences of crystallite size, crystal defects and strains on
the diﬀraction pattern.
Interesting avenues of research also begin to emerge when it is re-
alized that atomistic simulations like molecular dynamics (MD) can be
integrated into this approach. Atomic models which are the result of MD
simulations can be used to simulate the diﬀraction pattern and study fea-
tures which are the result of an energetically more favorable model. The
long term goal might be to one day incorporate MD simulations directly
into the analysis of diﬀraction patterns. This would allow diﬀraction
pattern analysis to evolve beyond arguments based on symmetries of
the crystal lattice, and incorporate the energetics and dynamics of the
system. Also, in the reverse sense, the merging of diﬀraction and MD
simulations allows for a further method of testing the atomic structure
and microstructure predicted by atomistic simulations with that found
experimentally. This kind of feedback can give unique insight over mul-
tiple length scales, which allows for the improvement of MD methods,
and development of better interatomic potentials.
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CHAPTER II
POWDER DIFFRACTION BACKGROUND
2.1 Physical Basis of X-ray Diﬀraction
By deﬁnition, the word “diﬀraction” is a characteristic of waves which
describes their ability to spread out and ﬁll space. This phenomenon
is common in everyday life, and explains why light from a street lamp
can bend around a corner, or why you to can hear someone without see-
ing them. In the ﬁeld of optics, the word diﬀraction takes on a slightly
diﬀerent meaning, and is used to describe the combination of two phe-
nomena: scattering and interference (i.e. a diﬀraction grating). In this
sense, diﬀraction is the study of the interference pattern resulting from
the light which scatters from an object. Historically, the presence of such
an interference pattern actually proved that light is a wave and diﬀracts,
as opposed to traveling ballistically. Therefore, any experiments studying
such an interference pattern have come to be called diﬀraction experi-
ments.
X-rays are a bandwidth of light with a wavelength, λ, much shorter
than the visible spectrum — in the range from 0.5Å to 2.5Å. When x-
rays encounter matter they scatter from the electrons in the atoms. X-ray
diﬀraction is then the use of x-rays to produce an interference pattern
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to measure the arrangement of atoms in a material. Knowledge of the
atomic structure is important for explaining physical properties like the
strength, or electrical conductivity, of a material. It is by no means the
only scattering method useful in materials characterization, and many of
the same principles of diﬀraction which will be presented here also apply
to techniques like neutron and electron diﬀraction. The fundamental
diﬀerence in these techniques being the physical mechanism of how the
incident radiation (i.e. x-rays, neutrons or electrons) is scattered by the
atoms.
An x-ray can scatter from an atom following two primary mecha-
nisms. In the ﬁrst case, when an x-ray encounters an atom, it can seem
to instantaneously “bounce oﬀ” of the electron density around an atom.
The mechanism of this scattering event begins by considering that light
can be described as an oscillating electromagnetic ﬁeld. When such an
oscillating ﬁeld approaches an atom, it causes the electron density of
the atom to oscillate also. This oscillating electron density produces an
oscillating dipole made of the negative electron cloud, and the positive
atomic nucleus. Classical electrodynamics tells us that an oscillating
dipole radiates an electromagnetic ﬁeld, or light. When this oscillat-
ing dipole produces x-rays of the same wavelength as the incident x-ray,
energy is conserved — a process which is called elastic scattering, or
Thompson scattering. In the second scattering mechanism, the atom ab-
sorbs some energy from the incident x-ray, and the scattered radiation
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Figure 1: Cartoon of x-rays scattered by a collection of scatterers
is emitted with a lower energy. This mechanism is thus an example of
inelastic scattering, and is more commonly called Compton scattering.
The scattered radiation from both the elastic and inelastic scattering
events, which occur at diﬀerent atoms in a material, interfere to form
the observed diﬀraction pattern. The eﬀect of the elastic scattering gives
rise to the prominent Bragg reﬂections, due to the interference of light
with the same wavelength. Meanwhile, the eﬀect of Compton scattering
is largely featureless, due to the destructive interference of x-rays with
multiple wavelengths. This scattered radiation contributes to the back-
ground signal, and becomes more important to consider when discussing
the contributions of diﬀuse scattering.
2.1.1 Interference from multiple scattering centers
In the following discussion the intensity of scattered radiation at a point p
in space from a collection of scatterers at positions r1, r2, ..., rn(depicted
9
in Figure 1), will be discussed considering the interference of monochro-
matic waves. As this is a rather general treatment of diﬀraction, the
reader is assumed to already have an introduction to wave mechanics,
and is referred to the text by Cullity [32] for more basic information.
The incoming waves are assumed to be parallel, traveling in the direc-
tion S0, and allowed to be incoherent. As such, the phase of the incident
radiation when it scatters is allowed to diﬀer from one incident wave to
the next. The phase of each incident wave is considered through the
points w1, w2, ..., wn, which represent points along the path of the in-
cident wave where its amplitude is at a maximum. While this happens
repeatedly along the wave path, only one such point is depicted for each
incident wave in Figure 1.
Once scattered, the path taken by each wave to reach the observation
point p is described by the direction Sn, which we will approximate by a
constant vector, S, by assuming that the observation point, p, is far away
from the scatterers. The amplitudes of the scattered waves observed at
point p can be expressed in general as
�n = En exp [2πi (νt− ln/λ)] , (1)
where En signiﬁes the electric ﬁeld amplitude, and ln the distance traveled
by wave n from wn to p. The variables t, ν and λ signify the propagation
time, wave frequency, and wavelength respectively. Since the speed of
x-rays is generally independent of the propagation medium, the waves
are traveling at approximately the speed of light. Then given that the
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scatterers are suﬃciently clustered together, it is safe to assume that the
propagation times are equal. Therefore, the phase diﬀerence between the
x-rays is determined by the distance traveled, ln. Studying the geometry
of Figure 1, one ﬁnds that this distance can be expressed as
ln = |rn −wn|+ |p− rn|, (2)
and ln/λ becomes
ln/λ = S0 · (rn −wn) + S · (p− rn). (3)
The amplitudes of waves are additive, while the intensity is the square
modulus of the amplitude, implying that the intensity of the scattered
radiation at point p is given by the relationship
I = AA∗ =
�
m
�m
�
n
�∗n. (4)
Substituting this into Equation (1) leads to the expression
I =
�
n
|En|2 +
�
m
�
n�=m
EmE
∗
n exp [−2πi (lm − ln) /λ] . (5)
From Equation (3), the argument of the exponential is found to be ex-
pressible in terms of the scattering wave vectors as
(lm − ln) /λ = (wm−wn) · S0 − (rm−rn) · S0 + (rm−rn) · S
= (rm−rn) · (S− S0)+ (wm−wn) · S0. (6)
We then deﬁne the scattering vector, s, as
s = S− S0, (7)
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where the magnitude of s is deﬁned as |s| = s = 2 sin θ/λ, and 2θ is the
scattering angle between the vectors S and S0. Also deﬁning the distance
vector between scatterers as dmn = rm−rn, and the extra phase factor
φmn = (wm−wn) · S0, the expression for the intensity at p becomes
I =
�
n
|En|2 +
�
m
�
n�=m
EmE
∗
n exp [−2πi(dmn · s+ φmn)] . (8)
From this description of the intensity we ﬁnd that for a perfectly coherent
source, where φmn = 0, the intensity is given by the familiar relation
I =
�
n
|En|2 +
�
m
�
n�=m
EmE
∗
n exp [−2πi(dmn · s)] . (9)
Then, in the case that the scattering vector is parallel to the distance
vector, (as depicted in Figure 1) and that their scalar product equals an
integer, n, we obtain the well known Bragg Law from the scalar product
relation,
dmn · s = n, (10)
2dmn sin θ = nλ.
However, real instruments only exhibit a certain degree of spatial, as
well as temporal, coherency. The measured intensity is then the result
of an average over the possible phase factors, φmn, from the many waves
which are interfering at the point p. The form of this phase factor distri-
bution is characteristic of the source, optics and measurement geometry.
In powder diﬀraction this is one of many factors which are incorporated
into what is called the instrumental proﬁle. The existence of these kind
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of instrumental eﬀects is one reason why the inverse Fourier transform of
the measured intensity cannot be directly used to yield information on
the electron density and microstructure. To properly account for incident
beam coherency, and other instrumental eﬀects, the intensity found as-
suming an ideal instrument (perfect coherency) must be convolved with
the instrumental proﬁle. While proper consideration of the instrument is
of the utmost importance, the work presented here is focused on describ-
ing the features of the diﬀraction pattern resulting from the scattering
of a crystallite, and as such makes the above assumptions leading up
to Equation (9). In reciprocal space methods the instrumental eﬀect is
then considered by convolving the intensity determined assuming perfect
coherence, with the proﬁle function attributed to the instrument. This
treatment is in contrast to that taken in direct space methods (i.e. total
scattering and Debye function analysis), which attempt to remove the
instrumental eﬀect by deconvolving it from the measured intensity.
The diﬀraction theory which is treated in this work only considers
the possibility of one scattering event for a given incident wave. Known
as the kinematical approximation, this assumption is well suited to de-
scribe x-ray scattering from imperfect, sub-micron crystallites. However,
in general, any scattered wave can again scatter before exiting the crys-
tallite, resulting in signiﬁcant changes in the observed intensity. For this
case the theory of dynamical scattering [77] has been developed, and it
becomes essential in the interpretation of electron diﬀraction patterns.
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2.1.2 Scattering from an atom
Now, we want to calculate the intensity observed at point p considering
the scatterers are actually electrons in a single atom. Quantummechanics
tells us that electrons are also described as waves, and are not localized
at a point in space. In order to calculate the observed intensity we must
assume that each volume of space, dvr, at position r contains a charge
eρ (r) dvr and scatters with a power proportional to that charge. In this
relationship e is the charge of an electron, and ρ (r) is the normalized
charge density at point r. It can be shown that the scattered amplitude
from a single electron, j, is given as
fj(s) =
e2
mec2
Pol�
R
�
ρj(r) exp (−2πir · s) dvr, (11)
where the integral is done over all space for the total scattering power
of an electron. Here the mass of an electron, and the speed of light, are
denoted asme and c respectively. The factor Pol� denotes the eﬀect which
polarization has on diminishing the amplitude for diﬀerent scattering
angles, and will be discussed later in terms of its eﬀect on the intensity.
The variable R then denotes the distance from the scattering event to the
observation point. Assuming that the scattering amplitudes from each
electron in an atom simply add, we ﬁnd the intensity as
I =
e4
m2ec
4
Pol
R2
��
j
|fj|2 +
�
j
�
k �=j
� �
ρj(rj)ρk(rk) exp (−2πidjk · s) dvjdvk
�
.
(12)
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Instead of using the atomic scattering factor determined by Equation
(12), it is common to use a more numerically amenable atomic scattering
factor which is given by a series of exponentials of the form
fn(s) =
�
j
aj exp(−bjs2/4) + c. (13)
The coeﬃcients of this form of the atomic scattering factor are found
by either ﬁtting to measurements, or from numerical calculations of the
intensity given by Equation (12). It should be noted that this treatment
is only valid when the wavelength of radiation is not near an absorption
edge. When this criterion is no longer true it is necessary to include
a dispersion term in the atomic scattering factor, and the anomalous
scattering factor must be used [77].
2.1.3 X-ray polarization eﬀect
As in the case of any reﬂection, when an x-ray is scattered by the electron
in an atom it becomes polarized. Without getting into the details, polar-
ization implies that observation of the scattered beam is the strongest in
a direction normal to the polarization direction, and falls oﬀ as a func-
tion of the scattering angle [155]. If unpolarized incident radiation is
assumed, then the polarization factor in Equation (12) becomes
Pol =
1 + cos2 2θ
2
. (14)
However, if a monochromator is used, or the scattering experiment is
done at a synchrotron, then the incident beam is already polarized, and
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the general polarization expression becomes
Pol =
(1 +Q) + (1−Q) cos2 2θmono cos2 2θ
1 + cos2 2θmono
. (15)
In this expression 2θmono is the scattering angle of the monochromator,
and Q is a variable denoting the degree of polarization. For unpolarized
x-rays, Q = 0, and Equation (15) reduces to Equation (14), while in the
case of radiation from a synchrotron source Q = 1.
2.1.4 Generalization of the scatterer
The additive property of wave amplitudes allows the deﬁnition of a scat-
terer to become a more general concept over larger length scales. This
allows us to also determine the intensity which is observed at the point p
from a cluster of atoms. This cluster can be the basis atoms of a unit cell,
or the atoms in a small particle. As before, the amplitude of the scat-
tered wave is the sum of the scattered waves from each atom, Fn =
�
n
fn,
where the atomic scattering factor is described by Equation (13). This
expression is commonly called the structure factor when calculating the
scattering from a unit cell basis, or the form factor when calculating the
scattering from an entire crystallite. The intensity assuming coherent
radiation is then given by
I = Ie
Pol
R2
��
n
|fn|2 +
�
m
�
n�=m
fmf
∗
n exp (−2πidmn · s)
�
, (16)
where the notation Ie = e4/m2ec4 denotes the total scatting power of an
electron. The double summation in Equation (16) is carried out assum-
ing each atom is represented by its eﬀective atomic scattering factor fn.
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In most cases the atomic scattering factor is assumed to be independent
of the local environment of an atom, and changes only with its oxida-
tion state. This representation then eﬀectively assumes that two atoms
scatter independently, and that their electron densities do not overlap a
signiﬁcant amount, as the overlap integral in Equation (12) is not car-
ried out. The relationship in Equation (16) is the starting point of most
scattering theory, and the basic relationship necessary to calculate the
structure factor for a lattice.
In some cases, it is also useful to treat an entire crystallite as a single
scatterer positioned at its center of mass. The larger length scale com-
monly associated with these systems results in the diﬀraction pattern
features falling in the small-angle regime. Following the same consider-
ations concerning the scattered amplitude, A =
�
n
Fn, we arrive at an
analogous expression for the scattered intensity
I = Ie
Pol
R2
��
n
|Fn|2 +
�
m
�
n�=m
FmF
∗
n exp (−2πidmn · s)
�
. (17)
However, it becomes more important to carefully consider the indepen-
dent scatterer assumption in this case. In small-angle scattering, if the
crystallites are inﬁnitely dilute, the scattered intensity is given only con-
sidering the self-scattering term, or the ﬁrst summation of Equation (17),
where Fn is commonly called the crystallite form factor. However, this
is an ideal limit, and most materials must be reasonably concentrated
to observe a signal. In which case, the inter-crystallite scattering, or the
double summation in Equation (17), must be considered. When dealing
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Figure 2: Illustrations of reﬂection and transmission measurement ge-
ometries are shown.
with identical scatters, the term |Fn|2 can be factored out of the double
summation in Equation (17), and the remaining summation is called the
structure factor in small-angle scattering literature. While not generally
considered, the inter-crystallite scattering can have an inﬂuence on the
wide-angle pattern as well. It will be shown in Chapter 6 that it only
becomes important to consider when the crystallites become aligned, and
regularly spaced into some super-structure. In this case, it is no longer
valid to consider each crystallite as scattering independently, and the full
expression of Equation (17) must be evaluated.
2.1.5 Absorption Corrections
As an incident beam passes through a material, its intensity is diminished
due to the described scattering events, as well as, other photon-electron
interactions. This eﬀect is called absorption, and is a determining factor
in the absolute value of the observed intensity. The intensity reduction
is dependent on the scattering angle, and its exact functional form is
determined by the experiment geometry. Only the ﬁnal forms of the
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absorption corrections important to the work carried out in this thesis
are described below, and the reader is referred to the International Tables
of Crystallography, Vol. C [108] for more information.
When the diﬀraction experiment is carried out in a reﬂection geom-
etry of a thin sample, which is illustrated in Figure 2, the absorption
correction takes on the form
Abs = 1− exp
�
−2µltρ
sin θ
�
. (18)
In absorption correction factors like Equation (18), the variable µl de-
notes the linear mass absorption coeﬃcient, t the sample thickness, and
ρ the mass density of the material. The value of µl is determined by the
material’s chemical composition, and the wavelength of incident radia-
tion. In this study the values of this quantity measured, and provided
by the National Institute of Standards and Technology (NIST) [69] were
used.
When the scattering measurement is done using a capillary, the mea-
surement is described as a transmission geometry, which is illustrated in
Figure 2. Assuming that the sample is larger than the incident beam
diameter, the absorption correction becomes
Abs = exp(µltρ(1− 1cos θ ))/cos θ, (19)
while when the sample is smaller than the beam, this factor reduces to
Abs = exp
�
µltρ
�
1− 1
cos θ
��
. (20)
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2.2 General Powder Diﬀraction Theory
Relations like Equations (9) and (16) only describe the diﬀracted inten-
sity from a single crystallite ﬁxed in space. Another class of materials
which is common to exist is composed of many crystallites. In diﬀraction
the term “powder” is often used to describe this polycrystalline form. In
order to be properly classiﬁed as an ideal powder, the microstructure of
a material must:
i) have a crystallite size which is small enough to provide good
counting statistics, and
ii) have no preferential orientation of the crystallites in the ma-
terial.
While a granular material, like sand, is automatically associated with a
powder, it must be conﬁrmed that the internal crystallite size is small
enough before it can be classiﬁed as a powder in terms of diﬀraction.
Dense polycrystalline materials, like processed metals, can also be de-
scribed as a powder. However, it is common that the procedures used in
processing result in a preferential alignment, or texture, of the crystallite
orientations within the material. This texture will cause the diﬀraction
pattern to deviate from what is expected from a powder. The follow-
ing section will then focus on describing the diﬀraction pattern from a
powder, showing how it is related to the single crystal intensity.
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Assuming each crystallite scatters independently, the powder inten-
sity is then the summation of the intensities from each crystallite in the
sample. For the moment, we will assume a material microstructure with
a uniform crystallite size. Then the intensities from two crystallites in
the material which are oriented diﬀerently with respect to the scattering
vector will appear as a two single crystal intensities, one correspondingly
rotated with respect to the other in reciprocal space (RS). Figure 3 shows
an example of this concept for the case of a cubic crystallite composed
of a cubic atomic lattice. If both crystallites are present in the beam
path, a superposition of the two patterns, like that depicted in the re-
ciprocal space portion of Figure 3, will be observed as the diﬀraction
pattern. A powder can have millions of crystallites in the beam, oriented
at all possible directions. In order to conceptualize the diﬀraction pat-
tern from such a system, it can be useful to consider the superposition
of the intensity in reciprocal space from each crystallite. In such a case
the distinct Bragg spots will no longer be well deﬁned, and the intensity
at a given distance from the origin of reciprocal space will be blurred
together, forming concentric shells about the origin. We will call one
of these spherical shells a powder diﬀraction sphere (PDS), whose ra-
dius corresponds to shkl = 1/dhkl, where dhkl is the distance between the
hkl planes in the atomic lattice. A two-dimensional slice through such
a series of concentric spheres would then look something like the rings
depicted in Figure 4.
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Figure 3: The relationship between the crystallite orientation and the
diﬀraction pattern observed in reciprocal space is exhibited assuming
cubic crystallites composed of a cubic lattice. It is assumed that the
incident beam is directed into the page, normal to one of the faces of the
cube. A two-dimensional cross-section of the diﬀraction patterns in the
xy-plane is depicted.
Figure 4: The relationship between the distribution of a powder pattern
in reciprocal space and the intensity measured with a point detector is
depicted.
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Figure 5: The geometry of how an Ewald sphere intersects a “powder
sphere” in reciprocal space is depicted.
The portion of reciprocal space observable by an x-ray measurement
can be described by the Ewald sphere. The Ewald sphere is then a
sphere of radius 1/λ, which intersects the origin of reciprocal space at a
point on its surface, and whose center is determined by the orientation
of the incident radiation with respect to the crystallite lattice, S0. A
two-dimensional depiction of the Ewald sphere, relative to the scattered
intensity from powder associated with a given hkl, is found in Figure 5.
In three dimensions, the intersection of the Ewald sphere with the powder
intensity produces rings, known as the Debye-Scherrer rings, named after
the scientists who ﬁrst attributed these diﬀuse halos, or rings, to the
powder microstructure of a material [38].
The powder intensity measured at a successively larger scattering an-
gles, 2θ, traces a path on the surface of the Ewald sphere. Instead of
measuring the entire powder ring, point detectors measure the inten-
sity accurately at a point in reciprocal space. By considering the Ewald
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sphere, it is found that scanning this kind of a detector over an angle
corresponds to a measurement of the intensity in reciprocal space along
the radial direction relative to the origin. Figure 4 then depicts the
relationship between the observed peaks, and the full powder intensity
distribution in reciprocal space. As will be shown throughout the current
work, the shape of these peaks contains information on the microstruc-
ture, and crystal defects present in the material.
The powder diﬀraction intensity measured at some scattering vector,
s, in the curve depicted in Figure 4 will then have contributions from
all regions of the single crystal intensity which are equidistant from the
RS origin. This region of reciprocal space then corresponds to a PDS of
radius s. The powder diﬀraction intensity is then found by averaging the
intensity from a single crystallite on the PDS, and then scaling by the
number of crystallites in the sample. We will refer to this averaging as the
powder integral, and it involves integrating the single crystal intensity
on the surface of the PDS. The powder intensity, IP , is then found by
the powder integral deﬁned as
IP (s) =
�
I(s)dΩ
4πs2
, (21)
where Ω represents the spherical solid angle in reciprocal space, and the
Jacobian of Equation (21) is expressible as dΩ = s2 sin θdθdφ.
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2.2.1 Lorentz factor for reciprocal space powder intensity
In general there are two approaches to arriving at the powder pattern
which diﬀer in the whether the powder integral, or the interference cal-
culation, like that in Equation (16), is carried out ﬁrst. The more tra-
ditional approach to arriving at the powder intensity is done by ﬁrst de-
termining the diﬀracted single crystal intensity in reciprocal space, I(s),
and then assuming it is uniformly distributed on the PDS, sometimes
called the powder average. While this procedure is repeatedly covered
in many texts on x-ray diﬀraction, confusion can arise concerning the
correct form of the Lorentz factor, which corrects for the geometrical
considerations of taking the powder average. The appropriate correction
becomes increasingly important for very small crystallites, therefore, it
will be brieﬂy reviewed in the following discussion.
Discussions of the Lorentz factor in the classic diﬀraction texts con-
sists of stringing together a series of seemingly unrelated considerations
concerning the percentage of crystallites in the diﬀracting position at a
given angle, and averaging the intensity over the powder ring [77, 156]. It
is also common to lump the Lorentz factor with the eﬀect of polarization,
creating a Lorentz-Polarization factor which includes all angular depen-
dence of the intensity due to the measurement geometry [32]. Instead of
clarifying the Lorentz factor, it is the opinion of the author that these
descriptions tend to just confuse, and hide, its origins.
The Lorentz factor comes from the fact that we are considering the
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powder intensity, and arriving to a suitable model requires we take the
powder integral. In fact, one commonly found traditional form of the
Lorentz factor is already present in the deﬁnition of the powder integral,
Equation (21). Using the deﬁnition s = 2 sin θ/λ, the Lorentz factor is
found from the term in the denominator to be proportional to 1/ sin2 θ.
This Lorentz factor is found in the original derivations of the method of
approximating the powder integral, called the tangent plane approxima-
tion (TPA) [151, 137], as a factor of
LTPA(θ) =
1
2π sin2 θ
. (22)
A few examples of these tangent planes relative to the PDS are also de-
picted in Figure 9. As will be discussed in Chapter 3, the TPA only
becomes valid for large crystallites, and is only exact for spheres. Fur-
thermore, it will be demonstrated that this expression of the Lorentz
factor is really a consequence of the assumption of the TPA, and is not
the true Lorentz factor given by the powder integral in Equation (21).
Features which suggest the approximate nature of Equation (22) are that:
(i) it results in the intensity diverging at 2θ = 0, and (ii) one may also
notice that the factor of 1/s2 in Equation (21) can be canceled by the
factor of s2 coming from dΩ. Therefore, the correct form of the Lorentz
factor is only found by evaluating the powder integral on the surface of
the PDS.
As will be discussed in Section 3.1, the true form of the Lorentz factor
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for a crystalline material is found to be
L(θ, θhkl) =
1
2π sin θ sin θhkl
. (23)
Patterson was the ﬁrst to ﬁnd this form of the Lorentz factor for the
special case of the powder intensity from a spherical crystallite [104],
and Warren later repeated the exercise using a slightly diﬀerent math-
ematical approach [154]. Later, Ino and Minami showed that this form
is true for any crystallite shape, by expanding the powder integral into
an asymptotic series [71]. In the limit that the crystallite becomes large,
the powder peak becomes narrow, and Lorentz factor found in Equation
(23) can be approximated by 1/2π sin2 θhkl, which is consistent with the
traditional form of Equation (22).
2.2.2 The Debye Function
The second approach to ﬁnding the powder intensity is to bring the
orientational average of Equation (21) inside the interference calculation
of the intensity. Doing so by way of Equation (16) results in an integral
of the form
IP (s) =
IePol Abs
4πR2
�
m,n
fmf
∗
n
�
exp (−2πisdmn cos θ) sin θdθdφ,
which has closed form solution known as the Debye function
IP (s) =
IePol Abs
R2
�
m,n
fnf
∗
m
sin (2πsdmn)
2πsdmn
. (24)
The relationship depicted in Equation (24) was ﬁrst described by Peter
Debye in a 1915 paper showing that diﬀraction phenomena does not rely
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on a crystalline state, but also exists for molecules [37]. This early work
on diﬀraction from molecules led to the seminal paper by Zernicke and
Prins [166], which is the basis for much of the later work on scattering
from liquids and amorphous materials.
The primary assumption when using the Debye function is that the
same conﬁguration of scatterers is found at all orientations with respect
to the incident beam. This assumption is analogous to our deﬁnition of
a perfect powder, and in fact, the Debye’s understanding of the expected
intensity from randomly oriented molecules may have directly led to his
work with Scherrer on powder patterns [38]. Since Equation (24) intrin-
sically considers the orientational average, use of a Lorentz factor with
this expression is not necessary.
The summation in Equation (24) is a double sum over all interatomic
distances, a computational problem which scales as O(N2), where N de-
notes the number of scatterers in a system. Assuming that the number
of scatterers is proportional to the volume of our system, the calcula-
tion problem is found to scale as O(R6), where R is the radius of an
equivalent volume sphere. With this incredible calculation burden, it is
understandable why the Debye function was primarily used to calculating
the intensity observed from small molecules until the advent of comput-
ers. Still, in 1941 Germer and White applied it to the study of nanocrys-
talline Cu ﬁlms, and showed the transition of the diﬀraction pattern from
a few atoms to an appreciable crystallite size [54]. Use of the equation
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gained some popularity in the early 1990s, through the studies of Hall
who demonstrated that the fast Fourier transform (FFT) can be used to
improve the calculation time [64]. Since then, the Debye function has
become an important tool to understanding the diﬀraction pattern from
small crystallites, or nanoparticles, and is employed in studies scattered
throughout current scientiﬁc literature.
2.3 Line Proﬁle Analysis - A Brief Historical Survey
Study of the shape of the powder diﬀraction peaks to extract microstruc-
tural information is commonly called line proﬁle analysis (LPA), and has
its roots in some of the ﬁrst diﬀraction experiments. The evolution of
line proﬁle analysis over the years has been largely guided by the type
of information obtainable from a diﬀraction pattern of the time. The
ﬁrst powder diﬀraction patterns were recorded using photographic ﬁlm
in a Debye-Scherrer camera, and dark lines in the developed ﬁlm rep-
resented the Bragg powder peaks. It was quickly recognized that the
integral breadth, or width, of the line was related to the crystallite size
and strain. Assuming that there is little or no strain in a material,
the crystallite size can be determined from the integral breadth via the
Scherrer equation [129], which is deﬁned as
L =
Kλ
β cos θhkl
. (25)
In this expression L denotes an average domain size, commonly given as
the cube root of the crystallite volume. The variable β is the integral
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breadth of the Bragg peak, θhkl is the position of the Bragg peak, and K
is called the Scherrer constant which is related to the crystallite shape
assumed [79]. A strain in the lattice was later shown by Stokes and
Wilson [138] to also result in a broadening of the observed lines following
the general relationship
� =
β
2
cot θhkl, (26)
where � is deﬁned as the “apparent tensile strain” in a distorted lattice.
In order to separate these two eﬀects, and determine contributions of size
and strain broadening to the measured diﬀraction pattern, Williamson
and Hall developed a method of plotting β cos θhkl vs sin θhkl [161] —
which is ideally a linear trend whose slope and intercept are related to
the crystallite strain and size respectively.
This model of Williamson-Hall embodies the essence of peak broaden-
ing. The crystallite size broadens all peaks uniformly, while the micros-
train results in a broadening which is dependent on the speciﬁc diﬀraction
spot. However, quantitatively this model only goes so far. As stated by
Stokes and Wilson in their original paper [138], since most materials
are elastically anisotropic, the actual dependence of the integral breadth
due to lattice strain is more complicated than the relationship given in
Equation (26). This results in a Williamson-Hall plot which is seemingly
scattered, and hardly linear. Recently, so-called modiﬁed Williamson-
Hall analyses have been proposed in an attempt to relate the scattered
trend to the contribution of dislocations [144] and faulting [145]. While
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these modiﬁed analyses might help to understand the type of strain in
the material, they have been shown to be quantitatively less reliable in
terms of obtaining defect densities [127].
When scintillator detectors became available in the early 1950s, the
intensity could be easily recorded on a relative scale, making the full
peak shape, or peak proﬁle, easier to obtain. This improved information
of the peak allowed for more complex theories to be tested. Notably, the
Warren-Averbach method demonstrated the separation of diﬀerent size
and strain contributions to the line proﬁle through the Fourier transform
of the peak [156, 157]. The theory that a diﬀraction spot was the Fourier
transform of the crystallite size, and shape, was known at least 10 years
earlier [104, 45], however, Warren and Averbach extended this concept by
including a strain contribution, and developing the correct methodology
for the powder pattern.
Raw data also has contributions from the background, noise, and
other aberrations. So, it became customary to ﬁt the data with an an-
alytical function — like a Gaussian or pseudo-Voigt — to extract the
peak shape. Advances in peak ﬁtting were largely driven by the Rietveld
method [117, 118], which ironically only ﬁts the peaks to obtain an accu-
rate peak position and integrated intensity. Nonetheless, the statistical
treatment of each data point as an independent observation marked a
milestone in line proﬁle analysis. The portion of the diﬀraction commu-
nity interested in the microstructure information then developed a vast
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