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Abstract: This paper investigates the spinodal behavior of non-thermal damage 
phenomena. As an example, a non-thermal fiber-bundle model with the global uniform 
(meanfield) load sharing is considered. In the vicinity of the spinodal point the power-
law scaling behavior is found. For the meanfield fiber-bundle model the spinodal 
exponents are found to have typical meanfield values. 
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1 Introduction 
Damage as a complex phenomenon has been studied by many authors and a survey of 
recent developments in damage mechanics can be found in [1-3]. Many attempts [4-12] 
have been made to apply equilibrium statistical mechanics to damage phenomena. 
However, damage phenomena usually exhibit more complex behavior than gas-liquid 
or magnetic systems. The reason is that damage has two different forms of appearance. 
Firstly, damage behavior inherits thermal fluctuations from the media in which it 
occurs. The main representative of thermal damage fluctuations is the Griffith theory. 
The application of statistical mechanics here is straightforward and has many parallels 
with gas-liquid systems. Secondly, even in the case of non-thermal systems the 
occurrence of damage has complex topological appearance. This behavior can also be 
described by the formalism of statistical mechanics [12]. However, all resulting 
equations in this case are valid not for energy characteristics of damage but for its 
topological properties. This type of behavior is often observed when the dynamical 
time scale of fracture is much faster than the time scale of thermal fluctuations and 
conductivity. In this case a priori input disorder in a model plays the crucial role. 
In many systems these two different forms of damage appearance usually occur 
simultaneously and make it difficult to investigate possible system behavior. 
Therefore, it would be reasonable to separate these two different types of behavior and 
study them one by one. Later, combined, they can provide extensive explanations for a 
wide range of physical phenomena. Therefore, in this paper we will follow the 
approach developed earlier in [12] and will study only the topological behavior of non-
thermal systems with damage. 
As it was suggested by many authors, the point of singularity 0=
ε
σ
d
d  is a 
spinodal point S (Fig. 1) of a system [4, 6, 12, 13]. It was found that thermodynamic 
systems near their spinodals exhibit power-law dependences similar to the critical [14]. 
However, there are differences between critical and spinodal behavior. In the vicinity 
of critical point temperature, as a field parameter, plays the crucial role and many 
scaling laws depend on the difference of temperature from the critical. In the vicinity 
of spinodal the crucial role is played by another field parameter – magnetic field or 
pressure. Therefore thermodynamic systems in the vicinity of the spinodal exhibit 
power-law dependences on the difference of magnetic field from its spinodal value. 
In the case of systems with damage we have a geometric constraint that the total 
force σ on the model surface depends directly on the strain ε and the total amount of 
intact material (1 – D). For the fiber-bundle model this dependence will be illustrated 
by Eq. (1) below. As it was demonstrated by Abaimov [12], this constraint is so 
powerful that it even acts on the level of microstates. The presence of this constraint 
indicates that in comparison with the thermodynamic systems the non-thermal 
topological damage behavior has one field parameter less. In fact, the constraint leaves 
only one field parameter – the total force σ acting on the model surface. Therefore it is 
expected that in the vicinity of the spinodal point 0=
ε
σ
d
d  the systems with damage 
exhibit scaling power-law behavior of different quantities relative to the difference of 
external force σ from its spinodal value: Δσ = σ – σS. 
This paper develops a rigorous, systematic approach to investigate the scaling 
behavior of damage phenomena in the vicinity of the spinodal point. In section 2 we 
introduce a model which we will use to illustrate these concepts. Also we define the 
concepts of a microstate, macrostate, and equilibrium state. In section 3 we investigate 
the spinodal behavior of an order parameter. In section 4 we obtain dynamical 
properties of the model and find critical-spinodal slowing-down. Section 5 
demonstrates which quantity should be utilized as a susceptibility and investigates its 
scaling properties. Also in this section we look at the analogue of the specific heat and 
its spinodal exponent. In section 6 we discuss how we can find a free energy potential 
of the metastable state. For the introduced potential scaling properties are investigated. 
2 Model 
Damage is a complex phenomenon. It can be associated with local and non-local load 
sharing, brittle and ductile behavior. It can emerge both in one-dimensional and three-
dimensional systems, leading in the last case to three-dimensional stress patterns of 
crack formation. The basic principles of damage are often completely disguised by the 
secondary side effects of its appearance. 
Therefore, to investigate the spinodal behavior, it is reasonable to consider 
initially a simple model. So, in statistical mechanics the Van der Waals’ meanfield 
model is usually used to illustrate the behavior of gas-liquid systems. In the case of 
magnetic systems an analogy is the meanfield Ising model with the infinite range of 
interactions. The basic principles of scaling behavior can be illustrated by these simple 
models. Further models, corresponding to real systems, can be constructed as more 
accurate and more complex improvements. 
In this paper we will investigate the meanfield approximation of damage 
phenomena. As a model we consider a static (deterministic, quenched) fiber-bundle 
model (further FBM) with the uniform global (meanfield) load sharing. The term 
‘static’ as an opposite to the term ‘stochastic’ is used to specify that each fiber has 
a priori assigned strength threshold s which does not change during the model 
evolution, and this fiber can fail only when its stress σf exceeds its strength s. All fibers 
have predefined strengths, distributed with a priori specified probability density 
function ps(s). The cumulative distribution function ∫=
f
dsspP sfs
σ
σ
0
)()(  is the probability 
for a fiber to have been already broken if its stress is supposed to be σf.  
We assume that there is an ensemble of identical systems. The systems are non-
thermodynamic and thermal fluctuations are naturally absent in them. Instead, each 
system in the ensemble realizes some strength distribution over its fibers. Each system 
in the ensemble fails in its own way. This particular system does not exhibit any 
variability because the way it fails is prescribed to it in advance and forever. However, 
different systems in the ensemble fail in different ways. This introduces stochastic 
topological fluctuations. The model is deterministic (static) in the sense that for each 
particular system the realization of strength distribution is assigned a priori and does 
not change during the system evolution. Therefore for the same realization of strength 
distribution the system follows during its evolution exactly the same deterministic 
trajectory. However, the model is stochastic in the sense that a priori assigned sample 
distribution of a system is prescribed stochastically and only on the ensemble average 
should correspond to Ps(s). 
We assume that the number of fibers in the model N is constant and infinite in 
the thermodynamic limit. Intact fibers carry all the same strain εf which is identically 
equal to the strain ε of the total model as a ‘black box’: εf ≡ ε. The stress of each intact 
fiber is assumed to have the linear elastic dependence on the strain till the fiber failure: 
σf = Eεf. The Young modulus E here is assumed to be the same for all fibers. This 
introduces the concept of non-linear stress-strain dependence for the total model 
although each fiber behaves elastically till its failure. We introduce the damage 
parameter D as the fraction of broken fibers. If the total number of fibers in the model 
is N then the number of broken fibers is ND and the number of intact fibers is N(1-D). 
If we, as an external observer, were to look at the model as at a ‘black box’ we would 
not know how many fibers are broken inside and we would see that the external force 
is applied to N fibers, creating uniform ‘virtual’ stress σ at the model surface. The 
actual stress in fibers is 1 / (1 - D) times higher due to the fiber failure and stress 
redistribution. Therefore, the virtual stress of the model (how an external observer sees 
it) is σ = (1 - D)σf or 
σ = (1 - D)Eε. (1) 
It is important to note here that this ‘geometric’ constraint is so strong that it acts not 
only on the level of equilibrium quantities but even on the level of each microstate 
(each realization of strength distribution). As we will see later, this significantly 
changes the behavior of the model in contrast to gas-liquid systems. One of the direct 
consequences is that both strain ε or stress σ could be chosen to be a field parameter. 
However, in contrast to other systems, only one of these parameters is independent. 
‘Geometric’ constraint (1) and an equation of state make two of three parameters D, ε, 
σ dependent. 
In the case of gas-liquid systems microstates are defined as cells in the phase 
space of a system. In the case of magnetic systems microstates are defined as different 
realizations of “up” and “down” spins on a lattice: ↑↑↓↓↑ . We can define microstates 
for the FBM in an analogous way as different realizations of broken and intact fibers. 
So, for the FBM with N = 3 fibers all possible microstates are |||, ||x, |x|, x||, |xx, x|x, 
xx|, and xxx where symbol ‘|’ denotes an intact fiber while symbol ‘x’ – a broken fiber. 
Further in the paper index n will be used to enumerate all possible microstates }{n . 
For the specified damage D and for the external boundary constraints (further 
BC) ε = const or σ = const each microstate has the probability  
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as the probability that N(1 - D) fibers are intact and ND fibers are broken. This 
probability equilnw }{  is dictated by the prescribed BC Ps(s). This BC is a model input and 
acts similar to the temperature prescribed in the canonical ensemble. An external 
medium dictates the equilibrium distribution of probabilities but the system actually 
can realize itself in a non-equilibrium state with any other probability distribution }{nw . 
Only the equilibrium state is dictated by the BC Ps(s) therefore we used abbreviation 
‘equil’ to emphasize that this probability distribution corresponds to the equilibrium 
with the BC Ps(s).  
In general, a macrostate may be defined as a union of all possible microstates 
realized with the specified probabilities. However, in this paper a simpler definition 
will be used when these probabilities equal only to zero or unity. In other words, 
further in this paper as to a macrostate we will refer to a subset of microstates chosen 
by a particular property. For example, the definition of a macrostate in the thermal 
canonical ensemble is a subset of all microstates with the specified energy. For the 
FBM we will use the definition of a macrostate [D] as a subset of all microstates with 
the specified fraction of broken fibers, i.e., with the specified damage D: U
DDn n
nD
=
=
:}{
}{][ . 
All microstates corresponding to the macrostate [D] have the same 
probability (2) and the number of these microstates is given by the combinatorial 
choice of ND broken fibers among N fibers 
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where symbol “≈ln” means that in the thermodynamic limit N → +∞  all power-law 
multipliers are neglected in comparison with the exponential dependence on N. 
Everywhere further symbol “≈ln” will mean the accuracy of the exponential 
dependence neglecting all power-law dependences. For the logarithm of such equations 
we will use symbol “≈”. 
To find the total probability of the macrostate D we need to multiply the 
probability of each microstate (2) by the total number of microstates (3) corresponding 
to this macrostate 
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for the BC ε = const and 
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for the BC σ = const. This is the probability for the macrostate D to be observed in 
equilibrium with the BC Ps(s). 
We used above the term ‘equilibrium’ but did not specify what we refer to by 
this term. The wrong way would be to imagine a time-dependent system in some 
detailed balance with the BC Ps(s). There is no time dependency in the model. Each 
system fails only once in a priori prescribed way. Actually, this particular system is 
only one microstate. By the term ‘equilibrium’ we refer to the ensemble of failed 
systems whose stochastic properties on the average correspond to the prescribed BC 
Ps(s). For the equilibrium we will use two different definitions. The BC Ps(s) is 
assumed to prescribe the equilibrium probability distribution equilnw }{  for all microstates. 
Therefore, the equilibrium with this BC could be identified with a system which can 
realize itself on all microstates with equilibrium probabilities: equilnn ww }{}{ = . In other 
words, all microstates are possible but their probabilities are dictated by the BC Ps(s). 
As of an example we could think of the equilibrium in the thermal canonical ensemble 
where all microstates with all energies are possible but their probabilities are dictated 
by Boltzmann distribution. The superscript ‘equil’ will be used for this definition. Then 
the value of any quantity f in equilibrium with the BC Ps(s) by definition is 
∑≡
}{
}{}{
n
n
equil
n
equil fwf . 
In contrast, another definition is the equilibrium (most probable) macrostate, i.e., 
a system that can realize itself only on (that is isolated on) a subset of microstates 
corresponding to the most probable macrostate. This is the macrostate which gives the 
main contribution to the partition function. As an example we could think of the 
equilibrium macrostate of the thermal canonical ensemble where we count only those 
microstates whose energies equal to the equilibrium value E0 = NkBT / 2. To distinguish 
this case the subscript ‘0’ will be used. 
As an example, we can consider the equilibrium value of the damage parameter. 
As to equilD  we refer to the damage parameter averaged over the equilibrium 
distribution of probabilities ∑∑ ==
}[
][
}{
}{}{ )(
D
equil
D
n
equil
nn
equil DDwgwDD . As to D0 we refer to 
the damage corresponding to the most probable microstate: )(max)( ][0][ 0 DWDW
equil
DD
equil
D = . Of 
course, in the thermodynamic limit these quantities are equal. 
3 Scaling of the order parameter 
We return now to the investigation of spinodal point 0=
ε
σ
d
d . First we need to define an 
order parameter. Order parameters in gas-liquid systems are densities of phases; in 
magnetic systems they are magnetizations of phases. Similar to this approach we 
define different phases of damage as phases with different fractions of broken fibers. 
The damage parameter D will play the role of the order parameter distinguishing 
phases. 
If we assume for the general case the absence of a singularity of Ps(s) at the 
spinodal point S then in the vicinity of the spinodal point the stress-damage 
dependence can be approximated by a parabolic descent: σ – σS = - C(D0 – D0S)2 where 
C is some positive constant. This immediately gives that the spinodal exponent β of the 
order parameter D has the typical meanfield value 1/2 [13, 15]:  
SS0S0 σσσσ
β
−∝−∝− DD .  (5) 
To derive this formula we used only general assumptions about the equilibrium 
dependence and did not refer to any particular boundary conditions. Therefore this 
scaling is valid for both external BCs ε = const and σ = const. Remembering Eq. (1), 
we, as it was suggested by many authors, obtain the same parabolic approximation for 
the stress-strain dependence: 2SS )( εεσσ −−∝− .  
4 Dynamical slowing-down 
We will follow in this section Pradhan et al. [15] and Bhattacharyya et al. [16]. 
However, in contrast to these references, which considered particular distributions 
Ps(s), we consider the general case of an arbitrary dependence Ps(s).  
First we consider the BC σ = const. If at a time step t the fraction of intact fibers 
is (1 – Dt) then at this time step the stress of each fiber is σf,t = σ / (1 - Dt). We assume 
the model to be discretely inductive. Therefore at the next time step the fraction of 
broken fibers is Dt + 1 = Ps(σf,t). For the iterative equation for Dt we obtain 
Dt + 1 = Ps(σ / (1 - Dt)). 
Fluctuations around the equilibrium state are proportional to N/1  far from 
spinodal and to 4/1 N  in the vicinity of spinodal. In both cases the averaged size of 
fluctuations is zero in the thermodynamic limit. Therefore, the avalanches, caused by 
deviations from Ps(s), have non-zero probabilities to occur only if their sizes are small. 
Far from the spinodal point at the metastable state A (Fig. 1) we can use linear 
approximation for the function Ps(s). Therefore, )()(1' A2A
A
AA1
DD
D
PDD tst −
−
=−+
σ  where 
A
'sP  is the derivative of function Ps(x) taken at the metastable state D0 = DA. For the 
equilibrium we have D0 = Ps(σ / (1- D0)). The differential of this equation is  
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Therefore for the iterational equation of ADDD tt −≡Δ  we obtain 
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 where 
0dD
dσ  is the change of the external force σ with the 
change of the equilibrium damage D0. Far from the spinodal point (assuming 
monotonic growth of σ with the growth of D0 before the spinodal) the derivative 
0dD
dσ  
is positive and does not equal zero. Therefore indeed the linear approximation is 
enough and for the iterational equation we obtain 
A
0
A
A
1
A0A
A
1
1
1
111
σ
σ
σ
σ
d
dD
D
D
dD
dDDDD tttt
−
+
Δ
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
−⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ −+Δ=Δ−Δ
−
+  or 
A
0
A
A
1
1
σ
σ
d
dD
D
dt
D
Dd
−
+
−=
Δ
Δ . 
This equation has the solution of the exponential decay { }refttD /exp −∝Δ  where 
A
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+= . Therefore far from the spinodal point the attenuation of 
avalanches is exponential: after the break of the initial fibers the number of breaking 
fibers decay exponentially with time.  
In contrast, in the vicinity of the spinodal point S the system exhibits a 
significantly different type of behavior. At the spinodal point 0
S0
=
dD
dσ  or +∞=reft . 
This is the critical-spinodal slowing-down: the relaxation time becomes infinite. Let us 
be non-rigorous for a second. Assuming that Ps(s) does not have a singularity at the 
spinodal point, for the derivative 
0dD
dσ  in the vicinity of the spinodal point we may use 
the linear approximation )()( SA
S
2
0
2
SA
S00S0A0
DD
dD
dDD
dD
d
dD
d
dD
d
dD
d
−=−⎟⎟⎠
⎞
⎜⎜⎝
⎛
+≈
σσσσ . 
Therefore 2/11 −− −∝−∝ SASAref DDt σσ . 
However, in the analysis above we were not rigorous because at the spinodal 
point the linear approximation )(
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not enough and we have to use the quadratic approximation 
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Eq. (1) two times to obtain 
S
2
22
2
S
S
S
2
0
2
)()(1 ε
σσσ
Ed
d
DdD
d
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
= . For the iterational equation of 
SDDD tt −≡Δ  we obtain ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧
−
+
−
−
−
−
Δ
=Δ−Δ +
S
3
S
5
S
S
S
2
22
1 1
2
)1(
2
)1()(2 DDDEd
dDDD ttt
σ
ε
σ  or 
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧
−
+
−
−
−
−=
Δ
Δ
S
3
S
5
S
S
S
2
2
2 1
2
)1(
2
)1()(2 DDDEd
ddt
D
Dd σ
ε
σ . The solution of this equation is  
tconstconst
DDDEd
dtconst
D
21
S
3
S
5
S
S
S
2
2
1
1
1
2
)1(
2
)1()(2
1
+
−=
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧
−
+
−
−
−
−+
−=Δ
σ
ε
σ
.  (7) 
This dependence is known as Omori law in earthquake statistics. If we associate each 
particular fiber failure with an earthquake, this dependence shows the time dependence 
of the number of aftershocks after the mainshock (the initial fiber failure, which has 
started the avalanche). We see that this dependence appear only in the vicinity of the 
spinodal point. This supports the point of view in earthquake statistics that the behavior 
of earthquakes is described by a system in the vicinity of its spinodal or critical point. 
In the limit of infinite time the dependence of Eq. (7) becomes 
tconst
D
2
1
−∝Δ . 
This gives the spinodal exponent τ = 1 for the scaling τt
D 1∝Δ . This is the slowing-
down – a well known phenomenon in the physics of critical behavior. In the vicinity of 
the critical point all processes slow down with the infinite time for final relaxation. In 
other words, the characteristic time of the exponential decay becomes infinite and the 
exponential decay is changed to the power-law relaxation.  
Because of this similarity with the critical phenomena many authors [15-19] 
supported the point of view that the point S is not a spinodal point but a critical point. 
As we have shown in [12], the phenomenon of damage is indeed very strange. From 
one point of view the state A in Fig. 1 is metastable: a crack with the critical size 
causes the nucleation process. The state B is unstable: the derivative 
B0
dD
dσ  is negative. 
Therefore the curve A – S – B is similar to the curve metastable-spinodal-unstable for 
the meanfield homogeneous gas-liquid or magnetic systems. From another point of 
view the typical spinodal behavior in statistical mechanics is when one local minimum 
of the free energy potential with the change of the field parameter becomes more and 
more shallow and finally disappears. As we illustrated in [12], the behavior of damage 
is significantly different: the local minimum does not become shallower and does not 
disappear. Contrary, it keeps its depth unchanged and at the point S coalesces with the 
unstable minimum which has the same depth. This is more typical for the critical 
phenomena. Therefore, we see that the phenomenon of damage does not exhibit the 
presence of critical or spinodal points in the strict sense of statistical mechanics. In 
contrast, it exhibits the presence of a new type of the spinodal-critical point with its 
own intrinsic properties.  
For the BC ε = const there is no dynamical behavior. For each prescribed value 
of the external strain ε the value of the damage is determined a priori. The slow 
increase of strain (if Ps(s) is a smooth function) causes fibers to fail one by one without 
avalanches. Therefore the size of all avalanches is unity and the spinodal exponent is 
τ = 0. 
5 Susceptibility, specific heat, and fluctuation-dissipation theorem 
Susceptibility appears to be one of the most important quantities for damage 
phenomena [20]. Any metastable state is able to cause the global fracture in the 
presence of a crack of critical size. However, only the spinodal point S usually 
represents the actual, catastrophic danger because the size of the critical crack vanishes 
at this point. Therefore it is of primary necessity to know how far a system is from the 
point of spinodal. And the susceptibility plays a key role in this analysis. In accordance 
with the fluctuation-dissipation theorem the susceptibility has two different forms of 
scientific meaning. Firstly, it is proportional to the integral of a correlation function 
and to the variance of fluctuations. Both these quantities diverge (stop to be Gaussian) 
in the vicinity of the spinodal point which causes the divergence of the susceptibility. 
Secondly, the susceptibility represents the response of system’s order parameter to 
small perturbations of its field parameter. If we expect this response to diverge in the 
vicinity of the global fracture, this gives us a method of prediction of catastrophes. 
Indeed, causing small, non-destructive perturbations of the field parameter and 
watching the system response we may be able to predict the reliability of the system. 
We first assume that the system is under the most interesting BC σ = const. For 
magnetic systems the susceptibility determines how fast the averaged magnetization of 
the system changes with the change of the external magnetic field: 
h
m
∂
∂
∝χ . For the 
gas-liquid systems the susceptibility (compressibility) determines how fast the 
averaged density of the system changes with the change of the external pressure: 
P
K
∂
∂
∝
ρ . Following other authors [13, 15, 16], for a system with damage we could 
define the susceptibility as a quantity that determines how fast the order parameter D 
changes with the change of the external stress σ: 
σ
χ
∂
∂
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0D . For the vicinity of the 
spinodal point from Eq. (5) we immediately obtain [13] that the exponent γ of this 
susceptibility equals to 1/2: SS /1 σσσσχ
γ
−∝−∝
− . 
So defined susceptibility indeed corresponds to the rate of change of the order 
parameter D with the change of the field parameter σ. However, we should remember 
that the choice of the field parameter is not unique, especially for our case of the 
presence of geometric constraint (1). For example, we could choose the strain 
Eε = σ / (1 – D) to be a field parameter. Or we could choose an arbitrary function of σ. 
Therefore, to identify the true susceptibility we need to check that this quantity will 
satisfy the fluctuation-dissipation theorem. 
Unfortunately, the statistical mechanics of our system under the BC σ = const is 
non-Gibbsian [12]. Therefore, to understand what the fluctuations in the model are we 
have to start from the simpler BC ε = const. For this BC it was shown in [12] that the 
behavior of the system is analogous to the behavior of the canonical ensemble. 
We imagine now the canonical ensemble of a simple spin system, e.g. Ising 
model, whose Hamiltonian is ∑∑
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}{ ηηηη  where index ‘ }{η ’ indicates a 
particular microstate (a particular realization of spins on the lattice). Magnetization of 
this microstate is ∑
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theorem: we have made a connection between the sensitivity of the system order 
parameter relative to the field parameter and the variance of fluctuations of this order 
parameter. 
For the FBM we can follow the same way of conclusions. As we have shown in 
[12] for the BC ε = const we can rewrite the probability of microstates (2a) as 
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make a connection with the fluctuation-dissipation theorem for the susceptibility we 
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temperature T is the function of Ps(Eε) and also that for the equilibrium we have 
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( )00 1 DND −∝χ .  (8) 
In the vicinity of spinodal ( )S0S0 1 DND −∝χ . Therefore the spinodal exponent γ of 
the susceptibility for the BC ε = const equals 0. We could expect this result because for 
this BC the fibers do not interact and for the prescribed fiber’s strain there is nothing 
special about the fluctuations in the vicinity of the spinodal point. 
For the BC σ = const we cannot follow the same way of deduction because the 
behavior of the system in this case is non-Gibbsian [12]. However, we can discover 
(Eq. (8) of reference [12]) that for the BC ε = const the right-hand side of the Eq. (8) is 
the squared width of the maximum of (4a). This should be expected because the 
function given by Eq. (4a) is the probability to find a macrostate [D] in equilibrium. 
The width of the maximum of this function determines the standard deviation of 
Gaussian fluctuations in the vicinity of the equilibrium: 
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the BC ε = const. For the BC σ = const we respectively obtain 
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given by Eq. (6). Then for the fluctuations (D – D0) around the maximum of )(][ DW equilD  
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corresponding to the change of the equilibrium damage D0 with the equilibrium change 
of the constant external stress σ. This gives us an opportunity to assume that the 
susceptibility for the BC σ = const, as a measure of fluctuations, can be hypothesized to 
be 
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This is the representation of the susceptibility by fluctuations. Unfortunately, we do not 
know how to reinstate the fluctuation-dissipation theorem in this case, i.e. how to 
associate this expression with the derivative of the order parameter by some field 
parameter. 
In the vicinity of the spinodal we have 
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and therefore the spinodal exponent γ of the susceptibility for the BC σ = const 
equals 1. Here we again assume that Ps(s) does not have any singularity at the spinodal 
point and therefore the second derivative 
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For the canonical ensemble of an arbitrary thermodynamic system with 
Hamiltonian }{ηH  the partition function is ∑ −≡
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direct analogy with the formulas we used above to find the susceptibility for the BC 
ε = const. But in statistical mechanics the specific heat C is proportional to 2
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and, correspondently, to the variance of energy in the vicinity of the equilibrium: 
( ) equilequilHH 2}{}{ ηη − . We were looking for the susceptibility as a variance of the order 
parameter but what we found was actually the specific heat. This result is expected. 
Indeed, the geometric constraint (1), which acts even on the level of microstates, 
makes for our model one field parameter less. As it was obtained in [12], the analogue 
of the energy balance equation is the equation of topological balance equilSTdNdD =0 . 
From this equation we see that the role of the energy in the canonical ensemble is 
played by the order parameter D0 and on the right-hand side of the equation we have 
only a topological analogue of the heat in the canonical ensemble. Therefore for our 
system the specific heat, as the variance of the energy analogue, is proportional to the 
susceptibility, as the variance of the order parameter. Therefore for all BCs we expect 
that the spinodal exponent α for the specific heat should coincide with the spinodal 
exponent γ for the susceptibility. 
For the BC σ = const we found the expression for the susceptibility (9) by the 
fluctuation part of the fluctuation-dissipation theorem. But we still do not know how 
this susceptibility can be associated with the dissipation in the system. In other words, 
we can only guess what field parameter X we should use for the derivative of the order 
parameter D0 to obtain required Eq. (9): dX
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6 The role and scaling of free energy potential 
The main purpose of this section is to find the scaling behavior of the free energy 
potential of a metastable state. Therefore first we need to discuss what the metastable 
state is and how we can find its free energy. Again we should start from a simple 
example, e.g. Ising model, and discuss the role that the free energy potential plays in 
statistical mechanics. 
We consider the canonical ensemble of a meanfield Ising model whose 
Hamiltonian }{ηH  of microstate }{η  depends only on the magnetization ∑
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this microstate: )( }{}{}{ ηηη mHH = . As to a microstate }{η  we refer to a particular 
realization of spin orientations on the lattice. As to a macrostate [m] we will refer to the 
union of all microstates corresponding to the given value of m: U
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Following [21], as to a metastable state !!local  we will refer to the union of all 
microstates or macrostates in the vicinity of the local minimum localm0  of the free energy 
potential: UU
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minimum globalm0  of the free energy potential: UU
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the equilibrium state of the system in equilibrium with the prescribed temperature of 
the canonical ensemble we will refer to the union of all microstates or all macrostates: 
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The equilibrium probability of a microstate is the function only of its 
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will denote the number of corresponding microstates as g[m]. For the Ising model 
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on m assuming only its fast exponential growth.  
The probability of a macrostate [m] to be observed in equilibrium with the 
externally prescribed temperature is )(][][ mwgW equilmequilm = . Both functions g[m] and 
wequil(m) have exponential dependence on m where the exponent is proportional to the 
number of spins N. Therefore in the thermodynamic limit the dependence equilmW ][  on m 
has very sharp maxima at the stable value globalmm 0=  and at the metastable value 
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Let us introduce partial partition functions. For a microstate }{η  we define the 
partial partition function }{ηZ  as equil
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factor of this macrostate. For a macrostate [m] we define the partial partition function 
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microstates corresponding to the given macrostate. For the metastable state !!local  we 
define the partial partition function !!localZ  as 
equil
local
mofvicinitym
TmH
m
mofvicinity
TH
local ZWegeZ
locallocal
!!
][
/)(
][
}{
/
!!
00
}{
=≡≡ ∑∑
∈
−
∈
−
η
η . The same we can do for the global 
minimum: equilglobal
mofvicinitym
TmH
m
mofvicinity
TH
global ZWegeZ
globalglobal
!!
][
/)(
][
}{
/
!!
00
}{
=≡≡ ∑∑
∈
−
∈
−
η
η . For the equilibrium state 
!equil! the partial partition function is the total partition function of the system: 
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We have obtained that the probabilities of a microstate, macrostate, metastable 
state, stable state, and equilibrium state are the relative partial partition functions of 
these states:  
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Next step is to introduce the entropy of these states. We will follow [12]. First 
we will imagine a system isolated on one microstate }'{η . Only one microstate 
corresponds to this microstate }'{η . For the system isolated on this microstate the 
probability of this microstate is, of course, unity: 1}'{ =ηw . The entropy of the system 
isolated on this microstate is .0lnln }'{}'{
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the superscript ‘equil’ for the probabilities and entropy because the system isolated on 
a microstate is not in equilibrium with the prescribed temperature of the canonical 
ensemble. In other words, isolation of the system on a microstate corresponds to a non-
equilibrium state for the canonical ensemble.  
We imagine now a system isolated on a macrostate [m]. g[m] microstates 
correspond to this macrostate. Probabilities of these microstates for the system isolated 
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Now we need to find the entropy of the system isolated on the metastable 
state !!local . However now we need to be more specific than [21] and restrict the 
definition what we do understand under the vicinity of the local minimum of the free 
energy potential. In other words, how many microstates or macrostates we should 
include in the vicinity of the point localm0 . Natural way is to restrict the metastable state 
to the width of the local maximum of )(][][ mwgW equilmequilm =  which determines the size of 
fluctuations. The number of different macrostates [m] in the width of the local 
maximum of equilmW ][  has the power-law dependence on N while the number of 
microstates corresponding to each of this macrostates [m] is g[m] and has the 
exponential dependence on N. Therefore the number of microstates corresponding to 
the metastable state (which are in the width of the maximum of equilmW ][ ) with the 
logarithmical accuracy equals to the number of microstates corresponding to one of the 
macrostates in the maximum: 
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!equil! the system isolated on this state is our system in equilibrium with the canonical 
ensemble. Therefore the probabilities of microstates equal to the probabilities in 
equilibrium with the prescribed temperature: equilww }{}{ ηη = . Therefore for the entropy of 
this state we have equilequil
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We define the Helmholtz free energy as ( )∑ +=−≡
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equilibrium and non-equilibrium states where E is the averaged energy of this state. 
For a system isolated on a microstate }{η  we have }{}{}{}{ ln ηηηη ZTTSHA −=−≡ . For a 
system isolated on a macrostate [m] the probabilities of the corresponding microstates 
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the stable state !!global  we have !!!! ln globalglobal ZTA −= . For the system of the equilibrium 
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Remembering formula for the S!equil! we obtain 
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is the free energy potential for the canonical ensemble, for any non-equilibrium state 
equals minus logarithm of the partial partition function of this state times temperature. 
For the probabilities (11) of a macrostate, macrostate, and metastable state 
respectively in equilibrium with the prescribed temperature as the BC of the canonical 
ensemble we obtain 
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Therefore when somebody reads in a textbook that the distribution of probabilities of 
microstates in the canonical ensemble is Boltzmann’s distribution of energies, in fact, 
it should be read as Boltzmann’s distribution not of energies but of free energy 
potentials. Only due to the fact that the entropy of one microstate is zero it becomes 
Boltzmann’s distribution of energies. 
There are some differences between the considered canonical ensemble of the 
Ising model and the FBM. For the BC ε = const there is only one maximum of equilDW ][  
for any specified value of strain. For the state !A! (Fig. 1) we have 
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lnln DAA ZTZTA −≈−= . Remembering (11), TNDDequilDA egTZWTA /][][!! A0A0A0 lnln
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−=−≈ . We 
see, that this expression is not singular when the state !A! approaches the spinodal 
point S. Therefore we have confirmed that for the susceptibility and specific heat, 
which are proportional to 2
2
)/1( Td
Ad , for the BC ε = const we have zero spinodal 
exponents. 
For the BC σ = const we in general do not know the free energy potential. 
Indeed, for this BC the behavior of the model is non-Gibbsian [12]. The probabilities 
of microstates with damage D are  
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and we cannot reconstruct them in such a way that the linear function of the order 
parameter would be in the exponent. We could try to linearize probabilities (13) in the 
vicinity of the metastable state !A!. The width of the local maximum A of equilDW ][  is 
proportional to N/1  far from the spinodal and to 4/1 N  in the vicinity of the spinodal. 
Therefore, around the quasi-equilibrium metastable state A, the range of fluctuations 
with non-zero probabilities interesting for us is also proportional to N/1  or 4/1 N  and 
in the thermodynamic limit is very narrow. We could try to use Taylor expansion of 
the exponent of (13) in the vicinity of the metastable state 
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where D0A is the equilibrium value of damage in the metastable state and 
0A
0A1
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1ln
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DT −≡ −  is the virtual temperature. A
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ND
D egZ
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≡  plays here the role of the 
partition function as the sum of factors AT
ND
e
−
 in the vicinity of the metastable state.  
However, this approach does not work. Although the maximum of the function 
equil
DW ][  is very narrow both functions g[D] and w
equil have N in their exponents. Therefore 
their change in the width of the maximum is very rapid and we cannot use the linear 
approximation for their exponents. This linearization would significantly change the 
fluctuating behavior. This can be demonstrated by finding the susceptibility - specific 
heat ( )
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=−∝χ  where AA ≡ ND – TAS 
for equilibrium and non-equilibrium states and for the metastable equilibrium 
AAA ln ZTA
equil
−= . The behavior of the susceptibility is significantly different from found 
in Section 5 and non-Gibbsian mechanics, as it could be expected, appears to be more 
complex than its projection onto the Gibbsian analogue. Therefore we cannot construct 
an analogy with the canonical ensemble for the metastable state of this system. The 
analogy with the Boltzmann distribution is no more valid, therefore we cannot define 
the temperature and free energy potential for the BC σ = const. 
7 Conclusions 
For the spinodal point of the model with damage we find scaling behavior similar to 
the spinodal scaling behavior in statistical mechanics. The susceptibility of the model 
is shown to be more complex quantity than the partial derivative of the damage 
variable by the external stress. In fact, the susceptibility is shown to be proportional to 
the specific heat. Also we find the analytical expression for the free energy potential. 
For the external boundary constraint ε = const the spinodal exponents are found to be 
α = 0, β = 1/2, γ = 0, and τ = 0. For the external boundary constraint σ = const the 
spinodal exponents are found to be α = 1, β = 1/2, γ = 1, and τ = 1. While our results 
have more general applicability than only for the meanfield fiber-bundle model, used 
as an example, the found exponents clearly have typical meanfield rational values. The 
exponent equalities, e.g. α + 2β + γ = 2, are not satisfied but it would be difficult to 
expect their validity for the degenerated case of only one field parameter when the 
specific heat coincides with the susceptibility. However, for the external boundary 
constraint σ = const we still see their representation: e.g., α + 2β = 2 or 2β + γ = 2. 
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Fig. 1. Phase diagram. Point S is the spinodal point of the model. Curve 0 – A – S 
represents the metastable states. Point F is the point of complete fracture and is 
assumed to represent infinite strain. Straight line A - B - F corresponds to Maxwell’s 
rule. 
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