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CHAPTER I 
INTRODUCTION 
Experts in testing methodology concur that, whether an 
examination is intended to measure a person's ability to 
learn a new principle or task or mastery of the principle or 
task, of most importance are the characteristics of the test-
ing instrument. To be reliable and valid, an examination 
must measure what it purports to measure and produce results 
that are a consistent and fair assessment of the examinee's 
ability or achievement. Throughout the years, nationwide 
testing agencies have achieved wide acclaim for developing 
and conducting reliable and valid examinations. 
Most nationwide testing agencies use norm-referenced 
scoring procedures to report performance to examinees. Be-
cause of the large numbers participating in each administra-
tion of a nationwide examination, test results produce near-
normal distributions of raw scores. Conversion to a stan-
dard scoring system is accomplished using performance of a 
predetermined norming group as a base for assigning scores. 
Equivalency among norming groups is monitored to insure con-
sistency in interpretation of scores from edition to edition 
of an examination. 
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In recent years, criterion-referenced scoring procedures 
have been proposed as a better mechanism for evaluating per-
formance on examinations that test for entry into an occupa-
tion or a profession. Unlike norm-referencing, criterion-
referencing is distribution-free. Using this method of 
evaluation, an individual's ability or achievement is assessed 
by comparing his performance on an examination to criteria 
established by experts in advance of administration of the 
examination. The degree to which an individual meets these 
criteria determines his score on the examination. 
Most recently, federal and state legislators have 
adopted the principles of criterion-referencing certification 
and licensure examinations. For example, proposed federal 
legislation (HR3564), which has come to be known as a "truth 
in testing" bill, requires testing agencies that develop and 
conduct examinations for entry into an occupation or a pro-
fession to evaluate performance and report scores without 
regard to the distribution of scores produced by the popula-
tion of examinees. If this legislation is passed, nationwide 
testing agencies will be forced to begin criterion-referencing 
examinations. 
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one testing agency that would be regulated if proposed 
legislation is enacted is the Commission on National Dental 
Examinations which is responsible for the development and 
conduct of National Board dental examinations. National 
Board dental examinations are recognized in 51 of 53 licensing 
jurisdictions as fulfilling or partially fulfilling the writ-
ten examination requirement for dental licensure. The exam-
ination battery consists of ll written examinations that test 
knowledge of basic biomedical and clinical sciences required 
for the competent practice of dentistry. Examinations are 
composed solely of multiple-choice test items and are scored 
using a system of standard scores and a defined norming group 
for each new edition of an examination. 
Statement of the Problem and Rationale 
In anticipating a possible change in scoring procedures, 
the Commission on National Dental Examinations, like other 
testing agencies, is faced with identifying a method of 
criterion-referencing that will ensure consistency in meaning 
of scores through the period of transition and following im-
plementation of a new scoring system. While due emphasis 
has been placed on the different procedures by which an exam-
ination can be criterion-referenced, comparison of the various 
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methods has been subject to little study. Do different cri-
terion-referencing methods based on similar assumptions elic-
it the same scoring standards when applied to the same exam-
ination? Do different groups of experts using the same cri-
terion-referencing method on the same examination set similar 
standards for scoring? If different criterion-referencing 
methods or the judgments of various experts elicit dissimilar 
scoring standards, can the bases for the differences be de-
termined by studying the components of the methods used? 
Could not item analysis statistics generated from actual 
administration of an examination be used in investigating 
the bases for differences in methods or judgments? 
Before criterion-referencing measures can be adopted 
for use in scoring standardized examinations, further study 
seems needed to determine the consistency with which differ-
ent criterion-referencing methods elicit similar standards 
for scoring. By definition, criterion-referencing involves 
a source of variation and, therefore, potential error that is 
not common to norm-referencing procedures. Criterion-refer-
encing procedures require decisions of experts who are as-
signed the task of establishing criteria. No one method of 
criterion-referencing has been universally accepted. 
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Purpose of the Study 
The purpose of this study is to investigate the equiv-
alence, stability and other characteristics of two criterion-
referencing methods applied to National Board dental examina-
tions by (1) comparing the scoring standards established by 
two committees of experts using the same criterion-referencing 
method on the same examination, (2) comparing the scoring 
standards established by the same committee of experts using 
different criterion-referencing methods on the same examina-
tion, (3) evaluating the stability of each criterion-refer-
encing method, (4) determining the relationships between 
measurement components common to both criterion-referencing 
methods and (5) comparing scoring standards established using 
criterion-referencing methods with performance data collected 
following administration of the examinations to candidates 
for dental licensure. 
CHAPTER II 
REVIEW OF RELATED LITERATURE 
Popham and Husek (1969) suggest that Glaser's discussion 
of instruction and measurement of learning (1963) catalyzed 
interest among test and measurement experts in evaluation pro-
cedures. In his article, Glaser defines two constructs in 
measurement practice, referring to them as norm-referenced 
and criterion-referenced approaches to measurement. Since 
the appearance of Glaser's article, measurement specialists 
have been drawing distinctions between the two approaches and 
arguing the advantages and disadvantages of each. Peculiarly 
enough, Ebel (1971) states that a study of the history of 
evaluation practices in schools reveals that the trend in 
educational measurement is one of predictable change. Ebel 
suggests that the outdated practice of assigning per cent 
grades is, in fact, one method of criterion-referencing. 
Seventy-five per cent identified the criterion that a passing 
student had to attain or surpass. Ebel continues to explain 
that when per cent scores fell into disfavor among educators, 
per cents were replaced with converted scores ranging from A 
assigned to superior performance to F assigned to failing 
performance. He states that the current trend is one of 
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predictable change--a return to a criterion-referenced ap-
proach to evaluation. 
Norm-Referencing versus Criterion-Referencing 
7 
Ebel (1971) states that the essential difference between 
norm-referenced and criterion-referenced measures is in the 
quantitative scale used to express how much an examinee can 
do. He depicts a scale of norm-referencing as being anchored 
in the middle on the average level of performance for a group. 
The units on the scale are functions of the distribution of 
the group. In a criterion-referenced approach, the scale is 
anchored at the extremities. Performance at the top indi-
cates complete mastery while performance at the bottom indi-
cates complete lack of abilities. The units on the scale 
are, then, subdivisions of the total range of the scale. 
A review of the literature published since Glaser's 
discussion of norm-referencing and criterion-referencing 
illustrates the disparity of beliefs that exists concerning 
the better approach to evaluation. In his discussion of 
measurement, Gardner (1962) proposes characteristics of an 
ideal examination. Among these characteristics are that 
test items constitute a representative sample of the domain 
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to be tested, that a frame of reference for interpreting 
scores be provided and that items be such that a score of 
zero indicates complete lack of ability. While norm-refer-
enced measures are indicative of level of performance on a 
representative sampling of the test domain, criterion-
referenced measures, by definition of complete mastery, 
dictate that more than a sample of the domain be included in 
the examination. A frame of reference is provided in both 
norm-referenced and criterion-referenced measures; however, 
the nature of the frame of reference differs substantially. 
With respect to Gardner's third criterion, a score of zero 
on a criterion-referenced examination indicates lack of 
ability because the entire domain of behavior is being tested. 
A score of zero on a norm-referenced examination cannot be 
interpreted as complete absence of ability if the examination 
consists of only a sampling of the domain. 
Both Lindquist (1953) and Angoff (1962) concur that 
the best type of measurement scale is one that is divorced 
as much as possible from any defined norm. With this approach, 
if norms change, measurement is not contaminated. Cronbach 
(1971), in his discussion of test validation, also implies 
support for criterion-referenced measures by stating that the 
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aim of testing is to predict a criterion and the merit of a 
test is judged by the accuracy with which it predicts, ir-
respective of the performance of others. Block (1971), also 
favors absolute measures that are interpretable solely on 
the basis of predetermined performance standards. 
In defense of norm-referencing procedures, Thorndike 
(1971) distinguishes between using test scores to make an 
absolute decision and using test scores to indicate relative 
performance levels. He states that criterion-referencing is 
appropriate in programmed instruction because the question 
asked relates only to a specific individual and the materials 
of instruction. Standardized tests differ in that results 
should not only reflect an evaluation of an individual's com-
petence, but the evaluation should place the individual in 
relation to his peers. Millman (1970) identifies key diffi-
culties with criterion-referenced measurement that center 
around specifying the universe of tasks to be tested and 
determining proficiency standards on which to base evaluation. 
Stake (1971) and Hieronymus (1972) recognize that norm-ref-
erenced measures are not pure in predicting specific behavior, 
but believe that criterion-referenced measures are unable to 
serve as predictors of either specific or general behavior. 
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Perhaps a clue to solving the issue of which method of 
measurement is superior is suggested in Klein's discussion 
of evaluating tests (1970). Klein proposes that norms should 
be derived for examinations labeled criterion-referenced so 
that the two evaluation methods could be combined to inter-
pret test results. 
Criterion-Referencing Methods 
In contrast to norm-referencing which has come to de-
scribe a specific evaluation procedure, many procedures have 
been developed for criterion-referencing. Meskauskas (1976) 
states that criterion-referencing models are alike in that 
they require tight specification of content areas; however, 
the models differ in how they define mastery and, therefore, 
in how they perform. 
Nedelsky: In the late 1940's, Nedelsky (1954) devel-
oped an approach to determine an absolute standard for pass-
ing scores. He reasons that on a multiple choice examination 
where each test item has a single correct response, a minimum 
passing score can be determined by calculating the probability 
that a minimally competent examinee will answer each item 
correctly. The procedure he proposes involves having experts 
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determine, in advance of administration of the examination, 
the choices in each test item that the lowest "D student" 
should be able to reject as incorrect. The probability that 
a minimally competent examinee will choose a correct response 
is the reciprocal of the number of remaining responses. For 
example, a test item with five choices where two of the 
choices have been eliminated would be assigned a probability 
of l/3 that a minimally competent examinee would respond 
correctly. The minimum passing score is the sum of all 
reciprocals. 
Nedelsky proposes adding a constant (K) term multiplied 
by the standard deviation to the average of minimum passing 
levels of various judges to adjust the distribution of prob-
abilities. Meskauskas (1976) relates that because the con-
stant term seems unjustified, K should always be assigned a 
value of zero and, therefore, the term can be elin1inated from 
calculations. 
Nedelsky's work is significant in that his model is one 
of few that forces experts to assess individual test items 
when establishing criteria for acceptable perforn1ance. His 
method requires evaluation of the difficulty level of each 
test item, while assuming the content of all test items to 
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be of relevance to the ability being tested. 
Ebel: Ebel (1972) developed a method for arrivins at 
a minimum passing score by considering the characteristics 
of test items along two dimensions--relevance and difficulty. 
He suggests four categories of relevance (essential, impor-
tant, acceptable, questionable) and three categories of dif-
ficulty (easy, medium, hard) that form a 4 x 3 matrix. Ex-
perts assign test items to the cells of the matrix that 
describe the relevance and difficulty levels estimated for a 
minimally competent examinee. Once all items are classified, 
judges are asked to assign a percentage to each cell that 
defines how many test items a minimally qualified examinee 
should be able to answer correctly. The number of questions 
in each cell is multiplied by the percentage assigned to that 
cell. The minimum passing score is the sum of all cross-
products. 
Ebel's model, like that of Nedelsky, requires that 
decisions be based on assessment of individual test items. 
Unlike Nedelsky, Ebel believes that relevance of item content 
is a significant factor in setting scoring standards. In 
Ebel's approach, the possibility of answering correctly based 
on a lucky guess is not accounted for. If judges determine 
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that zero per cent of the items categorized as questionable 
and difficult would be answered correctly by borderline ex-
aminees, the minimum pass level for that cell would equal 
zero. Yet, it is reasonable to assume that examinees will 
guess correctly on a certain per cent of these items. In 
this respect, Nedelsky's model based on probabilities is con-
ceptually more attractive. 
University of Illinois: Based on Angoff's model (in 
Thorndike, 1971), educational psychologists at the University 
of Illinois (1973) developed yet another method of assessing 
individual test items to determine minimum passing levels for 
multiple-choice examinations. This procedure involves using 
a scale of 0-2 to weigh possible responses of each test item 
in terms of the likelihood that a minimally competent examinee 
will choose each response. Judges are asked to assign the 
correct response a value of 2. All other choices are assigned 
a value of 0 if a minimally competent examinee is expected to 
reject the option, 2 if such examinee would find the option 
exceptionally attractive, and 1 if such examinee may or may 
not select the choice as being correct. A minimum passing 
index is calculated for each test item by summing the diffi-
culty weightings and dividing the sum into 2. The minimum 
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passing level is the sum of the minimum passing indices for 
all test items. 
Like Nedelsky's method, this model is based on deter-
mining the probability of success for a minimally qualified 
examinee. Again, relevance of test items is not considered 
in establishing scoring standards. 
The preceding methods of setting standards focus on 
decisions about individual test items. Other approaches have 
been developed that are pure mathematically-based techniques. 
An assumption underlying these methods is that all items in 
a test are of equal difficulty. Any deviation from this 
level of difficulty is attributed to random selection of in-
correct responses. These models also assume a standard of 
performance and then evaluate errors of classification into 
mastery or non-mastery performance to adjust the standard. 
Because the models are unattractive in their underlying as-
sumption, only limited discussion seems necessary. 
Kriewall: Kriewall's model (1972) focuses on categori-
zation of examinees into three groups: master, non-masters 
and those in-between these extremes. While he suggests three 
categories of behavior, his model is founded on the assumption 
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that only masters and non-masters exist. Because the likeli-
hood that an individual will select a correct response is 
fixed across all items, the probability of success on a test 
item can be calculated using a binomial-based model. 
Emrick: Emrick (1971) proposes a mastery testing eval-
uation model that assumes that the examination is testing a 
homogeneous content area and that all test items are clustered 
around the content area. The formula Emrick proposes requires 
determination of the probability of committing Type I and 
Type II errors in classifying examinees as masters or non-
masters, determination of test length and calculation of a 
Ratio of Regret. The Ratio of Regret is obtained by evalu-
ating classification errors and noting summed risks. With 
his formula, the highest percentage of items that should be 
attained by an individual performing at mastery level is 
obtained. 
Meskauskas (1976) also discusses models developed by 
Millman (1972, 1973), Novick (1974) and Davis and Diamond 
(1974). Like those proposed by Kriewall and Emrick, these 
models are mathematically-based and view mastery as an all-
or-none description of an individual's ability with respect 
to a specific content domain. Because these methods assume 
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that setting scoring standards should ideally be error-free, 
the focus of study is on determining measurement error and 
accounting for potential error mathematically. 
Comparisons of Pairs of Criterion-Referencing Methods 
Andrew and Hecht (1976) investigated two criterion-
referencing procedures for establishing scoring standards to 
determine (1) whether procedures based on similar assumptions 
would result in similar examination standards and (2) whether 
different panels of judges set similar examination standards 
when using the same criterion-referencing procedures on the 
same examination content. A 180-item examination was divided 
into equal halves. Two groups of four judges each were asked 
to determine minimum passing scores using procedures developed 
by Nedelsky (1954) and Ebel (1972). Both groups applied the 
same criterion-referencing method to the same half of the ex-
amination. Results of the study indicate a significant dif-
ference between methods, but no significant difference between 
committee decisions and no significant interaction effect. 
Replication of the study using the same procedures with 
two different groups and a different examination produced 
results that indicate significant differences between methods 
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and panels of experts and no significant interaction effect. 
Andrew and Hecht conclude that applying the Ebel and the 
Nedelsky models yields significantly different overall exam-
ination standards for equivalent samples of test content and 
that different panels of judges using the same procedure on 
the same examination content do not necessarily set similar 
overall examination standards. 
Brennan and Lockwood (1979) applied a generalizability 
theory in an attempt to quantify the variance in minimum 
passing scores resulting from two different cutting score 
procedures. In their study, each of five raters used the 
methods developed by Angoff and Nedelsky to establish minimum 
pass levels for a 126-item examination. Results indicate 
that both the cutting scores and the expected variance in 
scores among raters were considerably different for the two 
procedures. Brennan and Lockwood postulate that the differ-
ences could be explained by (1) differences in the ways prob-
abilities of success are assigned to items using the two pro-
cedures and (2) differences in the ways raters conceptualize 
"minimum competence." They conclude that the differences 
between these two criterion-referencing procedures may be of 
greater consequence than their apparent similarities. 
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Recapitulation 
It appears that experts in educational instruction and 
evaluation are not in agreement as to whether a norm-refer-
encing approach or a criterion-referencing approach to mea-
surement is preferable. Since the appearance of Glaser's 
delineation of the two constructs, criterion-referenced mea-
sures have been labeled by some as the panacea for evaluating 
an individual's ability or achievement without contamination 
of a relative scale. But as Ebel suggests, Glaser's review 
gave a name to the predictable return to criterion-referenced 
measures. Criterion-referencing has not been proved to be 
superior to norm-referencing. In fact, criterion-referenced 
measures have yet to be fully developed as a construct for 
evaluation and, therefore, have undergone little other than 
peripheral study. 
While norm-referencing procedures connote a universally 
accepted method by which individuals may be evaluated, the 
state of the art of criterion-referencing is still in devel-
opment. Considering the array of criterion-referencing models 
proposed, it appears that those models most conducive for use 
in setting scoring standards are those developed by Nedelsky, 
Ebel and the University of Illinois. If ideal examinations 
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could be constructed to assure equal difficulty across all 
test items, then models based on binomial distributions or 
Bayesian theory may seem more applicable to examinations such 
as National Board examinations. Evaluating difficulty of 
test item content seems an important factor in determining 
pass/fail cutoff scores on licensure examinations. 
But the issue still exists of which criterion-referencing 
procedure is most desirable. Those that purport to establish 
minimum passing levels by assessing individual test items are, 
by far, most attractive in that they appear to be easily used 
and easily understood. Yet, limited study has been conducted 
to validate their assumptions or even to assess consistency 
in results. In their research, Andrew and Hecht concluded 
that the methods developed by Ebel and Nedelsky elicit dis-
similar examination standards and that the judgments of ex-
perts using identical standard-setting procedures result in 
significantly different minimum passing scores. Brennan and 
Lockwood also found that while the methods developed by 
Angoff and Nedelsky are similar, the variance in cutting 
scores resulting from different raters applying the two pro-
cedures is considerable. Yet, neither study assessed the 
value of particular criterion-referencing methods. 
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What now seems essential is study of the comparisons 
and contrasts between various criterion-referencing procedures, 
not in terms of underlying theories and assumptions, but in 
terms of practical significance. Because the methods sug-
gested by Ebel and Nedelsky include, as a component, assess-
ment of the levels of item difficulty, it appears that some 
comparison between how judges determine this criterion using 
each method could be researched. Also, it seems reasonable 
to assume that item analysis data generated from administra-
tion of an examination could be used to aid in validating at 
least the requirement of determining levels of difficulty 
inherent in both methods. Further study into the character-
istics of criterion-referenced measures is essential before 
one is able to determine whether norm-referencing or criterion-
referencing is preferable. 
CHAPTER III 
METHODOLOGY 
A study was conducted to investigate the implications 
of using two criterion-referencing scoring procedures and 
two committees of experts to set scoring standards for a 
sample of National Board dental examinations. The initial 
phase of the study involved testing whether different com-
mittees using the same method establish similar scoring stan-
dards and whether different methods applied by the same com-
mittee produce similar scoring standards. The investigation 
also involved analyses of the criterion-referencing proce-
dures to determine whether (1) each procedure is internally 
consistent so that replication of the study would produce 
similar results, (2) scaling components common to both pro-
cedures elicited similar results and (3) criterion-referenced 
measures produce scoring standards that correlate with actual 
performance of candidates for dental licensure. 
Hypotheses 
Ho1 : Two committees of experts using the same criterion-
referencing method on the same examination content 
establish similar standards for scoring. 
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Ho2 : The same committee of experts using different crite-
rion-referencing methods on the same examination con-
tent establish similar standards for scoring. 
Partitioned Variables 
1. Subjects/Cell Entries: For this study, subjects are 
defined as the multiple choice test items included in the 
sample of National Board dental examinations. Three exami-
nations were selected for the study from the battery of 
National Board examinations that test knowledge of the clin-
ical dental sciences: the oral pathology and oral radiology 
examination (hereafter referred to as oral pathology) ; the 
oral surgery and pain control examination (hereafter referred 
to as oral surgery) and the operative dentistry examination. 
The examinations had been administered to over 2,000 candi-
dates for dental licensure during the April 1978 testing 
session. The examinations were selected on the basis of 
statistical data collected following the April 1978 adminis-
tration of the examinations. Analysis of the examinations 
is presented in Table 1. 
2. Criterion-Referencing Methods: Because National Board 
examinations are licensure examinations, their purpose is to 
Table 1 
Descriptive Statistics for Selected National Board Examinations 
No. of 
No. of Options 
Examination Test Items Per Item Mean 
Oral Pathology 97 3-8 74.84 
Oral Surgery 97 3-8 70.60 
Operative Dentistry 97 3-8 75.28 
Reliability 
Standard Coefficient 
Deviation (KR21) 
7.33 0.67 
7.17 0.61 
6.61 0.59 
Minimum 
Passing 
Raw Score 
56 
53 
54 
N 
w 
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identify the small percentage of candidates who are not min-
imally competent to practice dentistry. To this end, of 
most significance is the pass/fail cutoff score established 
for each examination. The scoring methods proposed by Ebel 
and Nedelsky were selected for this study because both meth-
ods involve determining minimum passing scores. 
Ebel's method arrives at a minimum passing score by 
assessing the degree of difficulty and the relevance of each 
test item in terms of performance expected of a minimally 
qualified candidate. Once all items are cross-categorized, 
judges assign a percentage to each cross-category that 
defines how many test items a minimally qualified candidate 
should be able to answer correctly. The number of items in 
each cell is multiplied by the percentage assigned to the 
cell. The sum of all cross-products is the minimum passing 
score. An example of using Ebel's method on five hypothet-
ical test items is presented in Table 2. 
Nedelsky's method arrives at a minimum passing score 
by determining for each test item the probability that a 
minimally qualified candidate will select the correct re-
sponse. Judges are asked to eliminate for each item those 
distractors that a barely passing candidate would know are 
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Table 2 
An Example of Ebel's Method 
Applied to Five Hypothetical Test Items 
Item Difficulty 
Item Relevance Easy Medium Difficult 
Item #1 Item #3 
Item #5 
Essential 1100% I 75% r 60% 
Item #2 
Important I 70% I 50% I 40% 
Acceptable I 50% r 35% r 15% 
Item #4 
Questionable I 5% I 5% I 0% 
Essential x Easy = 1 item x 100% = 1 
Essential x Medium = 0 items x 75% = 0 
Essential x Difficult = 2 items x 60% = 1.20 
Important X Easy = 0 items X 70% = 0 
Important X Medium = 1 item X 50% = 0.50 
Important X Difficult = 0 items X 40% = 0 
Acceptable X Easy = 0 items X 50% = 0 
Acceptable X Medium = 0 items X 35% = 0 
Acceptable X Difficult = 0 items X 15% = 0 
Questionable X Easy = 0 items X 5% = 0 
Questionable X Medium = 0 items X 5% = 0 
Questionable X Difficult = 1 item x 0% = 0 
2.7 = 
3.0 =minimum 
passing 
score 
26 
incorrect. The probability of choosing the correct response 
is the reciprocal of the number of remaining alternatives 
for each item. The sum of all reciprocals is the minimum 
passing score. An example of using Nedelsky's method on 
five hypothetical test items is presented in Table 3. 
3. Committees: Six members of state licensing boards for 
dentistry were selected to comprise the two three-member 
committees of experts. In addition, one state board member 
who is familiar with the structure of National Board exami-
nations was selected to serve on both committees to explain 
the purpose of the study and the criterion-referencing pro-
cedures to be used. Therefore, each committee included four 
judges. 
Committee members were not randomly selected; of more import-
ance was ensuring a representative sample of the geographic 
areas in which National Board examinations are administered. 
Geographic distribution of judges seemed important to modify 
any regional differences that may exist concerning the prac-
tice of dentistry. Members of state dental examining boards 
were selected because of their familiarity with examinations 
for dental licensure and because most serve dentistry as both 
examiners and general practitioners. 
Options 
for 
Each Item 
Choice A 
Choice B 
Choice c 
Choice D 
Item 
Item 
Item 
Item 
Item 
27 
Table 3 
An Example of Nedelsky's Method 
Applied to Five Hypothetical Test Items 
Item #1 Item #2 
Eliminate 
Eliminate 
Eliminate 
No. of Choices 
Remaining 
#1 1 
#2 4 
#3 2 
#4 1 
#5 2 
Test Items 
Item #3 
Eliminate 
Eliminate 
Reciprocal 
1/1 
1/4 
1/2 
1/1 
1/2 
Item #4 Item #5 
Eliminate 
Eliminate Eliminate 
Eliminate 
Eliminate 
Probability 
of Success 
1.00 
0.25 
0.50 
1. 00 
0.50 
3.25 = 
3 = minimum 
passing 
score 
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Procedures for Obtaining Data 
Committee Functions: The two corrunittees met indepen-
dently to apply the criterion-referencing methods. Each 
committee was assigned the task of determining minimum pass-
ing scores for the three National Board dental examinations 
selected for the study. Each committee employed Ebel's 
method and Nedelsky's method on either one or two examina-
tions. Committee assignments were determined in advance of 
the meetings. Committee assignments and the order in which 
examinations were reviewed are presented in Table 4. 
Table 4 
Committee X Criterion-Referencing Method Assignments 
Committees 
Examinations Committee 1 
Oral Pathology Ebel's Method 
Operative Dentistry Ebel's Method 
Oral Surgery Nedelsky's Method 
Committee 2 
Ebel's Method 
Nedelsky's Method 
Nedelsky's Method 
Conduct of Meetings: Identical explanations and in-
structions were given by the same individual to both commit-
tees. First, committee members were presented an explanation 
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of the purpose of the study. Discussion began with a review 
of the norm-referenced system currently used to score 
National Board examinations. Basic assumptions underlying 
norm-referenced and criterion-referenced approaches to mea-
surement were described to clarify the differences in the 
approaches. The criterion-referencing procedures of Ebel 
and Nedelsky were noted as having been selected for the 
study. Because National Board examinations are licensure 
examinations, the score that distinguishes those who pass 
from those who fail is most important. Both Ebel's and 
Nedelsky's procedures are based on determining a minimum 
passing score--the point below which failing scores fall. 
Next, the conduct of the study was outlined. Each 
committee was instructed that its task was to superimpose a 
selected criterion-referenced scoring procedure on each of 
three National Board examinations that had been administered 
and scored using the norm-referenced scoring system. Each 
committee was also instructed to report its results as a 
consensus judgment rather than as individual member ratings. 
Each committee was made aware of its assignments and those 
of the other committee. Members were also informed that 
results of the study would be reported. 
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Oral and written descriptions of and instructions for 
using Ebel's and Nedelsky's procedures were provided. It 
was explained that both procedures arrive at a minimum pass-
ing score through analysis of individual test items. In 
analyzing items, the reference point is performance expected 
of a minimally qualified (barely passing) candidate for 
licensure. Samples of written instructions for using Ebel's 
and Nedelsky's methods and worksheets distributed to commit-
tees are attached as Appendices A and B. 
Statistical Analyses 
1. Differences Between Methods and Differences Between 
Committees: To test for statistically significant differences 
between methods, differences between committees and inter-
action effects, a repeated measures (split plot) design for a 
two-way analysis of variance was completed using oral pathol-
ogy and oral surgery as halves of the same examination. The 
assumption of equivalent halves was tested with a t-test 
between means using performance statistics obtained from the 
April 1978 administration of the examinations. The results 
of the t-test are provided in Table 5. 
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Table 5 
t-Test Between Means of 
Oral Pathology and Oral Surgery Examinations 
Statistics 
No. of Standard 
Examinations Items Mean Deviation t 
Oral Pathology 97 74.84 7.33 -7.77* 
Oral Surgery 97 70.60 7.17 
*significant at p<.Ol 
Because the oral surgery examination produced a lower 
mean raw score than did the oral pathology examination, 
results of the t-test between means proved to be statisti-
cally significant. 
An Fmax test for homogeneity of variances did not 
reach statistical significance (Fmax = 1.05, not significant 
at .01). Assuming equal variance across all items, an ad-
justment of scores was planned. The difference between 
means (4.24) was assumed to be evenly distributed across all 
97 test items. The transformation selected involved adjust-
ing the oral surgery items by adding .04 (4.24/97 = .04) to 
the value assigned to each item by the committees. The 
transformation adjusted for differences in means while main-
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taining homogeneous variances. 
Using Ebel's method, the value or weighting assigned 
to a test item was defined as the percentage assigned by a 
committee to the cross-category (relevance x difficulty) in 
which the item fell. Using Nedelsky's method, the value or 
weighting assigned to a test item was defined as the prob-
ability (expressed as a decimal) assigned to the item by a 
committee. The possible ranges of values differ for the two 
methods. In Ebel's procedure, a weighting of 100% is un-
likely while a weighting of 0% is common. In Nedelsky's 
procedure, a weighting of 100% is common, while a weighting 
of 0% is impossible. Because of the difference in scales, 
values assigned to test items were transformed to produce 
homogeneity of variances among cells of the crossbreak. The 
transformation found to fit the data best was /x + 0.5. 
The crossbreak for the repeated measures design for a 
two-way analysis of variance follows. 
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Repeated Measures Two-Way ANOVA: Methods x Committees 
Committees 
Methods Committee 1 Committee 2 
Ebel 97 item values 97 item values 
Nedelsky 97 item values 97 item values 
2. Stability of Each Method: To investigate whether a 
method is internally consistent in the minimum passing level 
it produces, each method was broken down into its measure-
ment components and analyzed by component and overall. For 
this study, measurement or scaling components were defined 
as the judgments a committee must make to evaluate a test 
item. For example, in Ebel's procedure, a judgment is made 
about relevance of an item; in Nedelsky's procedure, a judg-
ment is made about difficulty of a distractor. Because 
committees applied the same method to identical test items 
(Ebel's method to oral pathology items and Nedelsky's method 
to oral surgery items), the decisions of the two committees 
were matched by item and by distractor and analyzed. 
Ebel's Method: Three scaling components were identi-
fied for Ebel's method: (1) assignment of an item to a 
relevance category, (2) assignment of an item to a diffi-
culty level and (3) assignment of a percentage to a block 
(cross-category of relevance x difficulty). 
A Pearson product-moment correlation coefficient was 
calculated to determine the relationship between the rele-
vance categories assigned to items by the two committees. 
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In Ebel's procedure, the only numbers assigned are percent-
ages to cross-categories. Because percentages reflect rele-
vance and difficulty of test items, a scale of relevance 
values and a scale of difficulty values were derived for 
each committee. To define each scale, the "medium" level of 
difficulty was identified as the center of an axis and as-
signed an arbitrary value of zero. Twelve equations were 
constructed based on all possible combinations of the four 
relevance categories and the three levels of difficulty. By 
solving the equations (using averages for some subcategories) , 
values that could be correlated were derived. An example of 
how values were derived using hypothetical percentages as-
signed to cross-categories is presented in Table 6. 
Using values derived for levels of difficulty, a 
Pearson correlation coefficient was calculated to investi-
gate the consistency of the difficulty component of Ebel's 
procedure. A comparison of the percentages assigned to 
Table 6 
An Example of Deriving Values for Relevance Categories 
and Levels of Difficulty Using Hypothetical Percentages 
Hypothetical Data 
Relevance Easy 
Essential 90 % 
Important 75 % 
Acceptable 40 % 
Questionable 10 % 
EQUATIONS 
GIVEN: Medium = 0 
Essential +Medium (0) = 0.80 
Important + Medium. (0) = 0. 60 
Acceptable +Medium (0) = 0.40 
Questionable+ Medium (0) = 0.05 
Essential (0.80) +Easy 
Important (0.60) +Easy 
Acceptable (0.40) +Easy 
Questionable (0.05) +Easy= 
= .90 
= . 75 
= .40 
.10 
Difficulty 
Medium Difficult 
80 % 70 % 
60 % 50 % 
40 % 30 % 
5 % 5 % 
Essential = 0.80 
Important = 0.60 
Acceptable = 0.40 
Questionable = 0.05 
Easy = 0.10 
Easy = 0.15 
Easy = 0 
Easy = 0.05 
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0.30/4 = 0.075 
Easy = 0.075 
= 0.70 
= 0.50 
= 0.30 
Essential (0.80) +Difficult 
Important (0.60) +Difficult 
Acceptable (0.40) + Difficult 
Questionable (0.05) + Difficult = 0.05 
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Table 6 continued 
Difficult = -0.10 
Difficult = -0.10 
Difficult = -0.10 
Difficult = 0 
-0.30/4 
= -0.075 
Difficult = -0.075 
SUMMARY OF DERIVED VALUES 
Essential = 0.80 Easy = 0.075 
Important = 0.60 Medium = 0 
Acceptable = 0.40 Difficult -0.075 
Questionable = 0.05 
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blocks by the two committees will be presented in table form. 
Item weightings were correlated to assess the overall 
stability of Ebel's method. As in the two-way ANOVA, item 
value was defined as the percentage assigned to the block 
into which the test item was categorized. 
Nedelsky's Method: One scaling component was identi-
fied for Nedelsky's method: elimination of a distractor. 
Values for distractors were identified by arbitrarily as-
signing a +1 to a distractor that was eliminated and a 0 to 
a distractor that was retained. Distractors were correlated 
using a Pearson correlation coefficient. To assess overall 
stability of the method, probabilities assigned to items by 
the two committees were correlated. 
3. Stability of Scaling Components Across Methods: 
Weightings assigned to test items on the operative dentistry 
examination were used for this portion of the study. Be-
cause each committee applied a different criterion-refer-
encing method to this examination, overall methods and 
scaling components common to both methods can be compared. 
A one-way analysis of variance was completed to test 
for significant difference in means of assigned item 
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weightings. As in the repeated measures design for a two-
way analysis of variance, item values were transformed using 
a lx + 0.5 transformation. The crossbreak for the one-way 
analysis of variance follows. 
One-Way ANOVA: Methods 
Ebel' s Method 
Committee 1 
97 item values 
Nedelsky's Method 
Committee 2 
97 item values 
An underlying assumption of both Ebel's and Nedelsky's 
procedures is that different panels of judges applying a 
single method of criterion-referencing to well defined test 
items establish consistent standards for scoring. If this 
assumption is credible, committees should be discounted as 
a source of variance. Results of the one-way analysis of 
variance were used to assess consistency between methods. 
To further study consistency between methods, Ebel item 
percentages and Nedelsky item probabilities were correlated. 
Item difficulty level was identified as the scaling 
component common to both methods. For Ebel's method, values 
for difficulty levels were derived using the procedure de-
scribed earlier in Table 6. For Nedelsky's method, diffi-
culty level was defined as the probability of success as-
signed to a test item. A Pearson correlation coefficient 
was calculated to assess the strength of the relationship 
between difficulty components assigned through the two 
methods. 
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4. Relationship Between Criterion-Referenced Measures and 
Actual Performance Data: Weightings assigned to test items 
on the operative dentistry examination were used for this 
portion of the study, again because both methods were ap-
plied to the items. Comparisons were made between assigned 
item values and actual performance data tabulated following 
the April 1978 administration of National Board examinations. 
Because performance data were collected on the high 27 per 
cent and the low 27 per cent of the population of candidates 
who took the examination, item difficulty was defined as the 
average of the per cents of high and low groups who chose 
the correct response. Difficulty level of a distractor was 
similarly defined as the average of per cents of high and 
low groups who selected the distractor as an answer. 
Test items were correlated to determine the relation-
ship between values assigned through each method and actual 
performance data. In Ebel's method, item value was defined 
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as the percentage assigned to the block within which the 
item was categorized. In Nedelsky's method, item value was 
defined as the probability of success assigned to the item. 
Correlations were calculated for each method with perfor-
mance data. Comparisons of the Ebel difficulty component 
and the Nedelsky eliminated distractor component with actual 
performance data will be displayed graphically. 
CHAPTER IV 
RESULTS 
Differences Between Methods 
and Differences Between Committees 
Minimum passing raw scores established by the two com-
mittees by applying the same criterion-referencing procedure 
to the same test items are presented in Table 7. Reported 
scores are based on the 97 items included in each the oral 
pathology and the oral surgery examinations. 
Table 7 
Minimum Passing Raw Scores Established by Two Committees 
Using Two Criterion-Referencing Methods on 97 Test Items 
Methods 
Ebel 
Nedelsky 
Committees 
Committee l Committee 2 
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A repeated measures (split plot) design for a two-way 
analysis of variance was used to test for differences be-
tween methods, differences between committees and interac-
41 
42 
tion effects. Item values were adjusted and transformed as 
planned to make the two examinations equivalent and to pro-
duce homogeneous variances among cells of the crossbreak. 
Estimated mean squares were calculated using methods and 
committees as fixed variables and test items as a random 
variable to identify appropriate error terms. Cell means 
and a summary of the analysis of variance are presented in 
Table 8. 
Table 8 indicates that differences in committees and 
the interaction effect are statistically significant at the 
.01 level. To analyze the interaction effect, graphs of 
cell means are presented as Figures 1 and 2. 
To further analyze the interaction effect, sums of 
squares were partitioned to test simple main effects and 
Tukey's test for honestly significant differences was com-
pleted. Results of these analyses are presented in Tables 9 
and 10 respectively. 
Graphs of cell means show interaction across both 
levels of methods and committees. Tables 9 and 10 indicate 
that Committee 1 using Ebel's method produced results sig-
nificantly different from other cell means. 
Table 8 
Repeated Measures Two-Way ANOVA 
Methods X Committees 
Methods 
Ebel 
Nedelsky 
Source of Variance 
Methods 
Items (Methods) 
Committees 
Methods x Committees 
Committees 
Committee 1 
Mean= 0.8980 
Mean = 0.9554 
d. f. 
1 
192 
1 
1 
Committee 2 
Mean= 0.9675 
Mean= 0.9406 
ss MS 
0.02250 0.02250 
9.23149 0.04810 
0.07269 0.07269 
0.17241 0.17241 
Committees x Items (Methods) 192 0.71783 0.00374 
Total 387 10.21692 
*significant at p<.Ol 
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F 
0.47 
19.44* 
46.10* 
Figure 1 
Cell Means by Criterion-Referencing Method 
0.97 
0.96 
0.95 
0.94 
0.93 
0.92 
0.91 
0.90 
0.89 ~------~----------~~--
Ebel Nedelsky 
Figure 2 
Cell Means by Committee 
0.97 
0.96 
0.95 
0.94 
0.93 
0.92 
0.91 
0.90 
0.89L_ ________ +-------------r---
Committee 1 Committee 2 
~ 
~ 
Table 9 
Results of Test of Simple Main Effects 
to Identify Source of Interaction 
Error Term for Testing Methods = 0.02591 
Error Term for Testing Committees = 0.00374 
Source of Variance d. f. ss 
Methods at Committee 1 1 0.15976 
Methods at Committee 2 1 0.03517 
Committees at Ebel's Method 1 0.23451 
Committees at 
Nedelsky's Method 1 0.01060 
*significant at p<.005 
MS 
0.15976 
0.03517 
0.23451 
0.01060 
45 
F 
6.17 
1. 36 
62.70* 
2.83 
Table 10 
Results of Tukey's Test for Honestly Significant Differences 
to Identify Source of Interaction 
Critical value of HSD = 0.0273 (.01 level of significance) 
Ebel's Method--Committee 1 
Nedelsky's Method--Committee 2 
Nedelsky's Method--Committee 1 
Ebel's Method--Committee 2 
*significant at p<.Ol 
Ebel' s Method 
Committee 1 
Nedelsky's 
Method 
Committee 2 
0.0426* 
Nedelsky's 
Method 
Committee 1 
0.0574* 
0.0148 
Ebel' s Method 
Committee 2 
0.0695* 
0.0269 
0.0121 
~ 
~ 
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Stability of Each Method 
Values assigned by the two committees to the same test 
items were used to analyze each criterion-referencing method 
separately. Each method was broken into its scaling compo-
nents and investigated to evaluate consistency in results 
by overall method. 
Ebel's Method: Three scaling components were analyzed 
to determine stability of the method: (1) assignment of an 
item to a relevance category, (2) assignment of an item to 
a difficulty level and (3) assignment of a percentage to a 
block (cross-category of relevance x difficulty). 
(1) Assignment to Relevance Categories: Table 11 
summarizes the agreement between the two committees in as-
signing the 97 test items to relevance categories. Cell 
entries represent number of items. 
By solving the 12 equations for Relevance Category + 
Difficulty Level = Percentage Assigned to Block for each 
committee, the following values for the four relevance cate-
gories and the three difficulty levels were derived using 
the method illustrated in Table 6. 
Table 11 
Committee Agreement on Assignment of Items 
to Relevance Categories 
Committee 2 
48 
Committee 1 Essential Important Acceptable Questionable 
Essential 16 3 1 0 
Important 6 7 4 1 
Acceptable 6 5 7 8 
Questionable 1 2 12 18 
COMMITTEE 1 
Relevance Categories 
Essential = 85 
Important = 50 
Acceptable = 15 
Questionable = 2 
Difficulty Levels 
Easy 
Medium 
= 10.75 
= 0 
Difficult= -6.75 
COMMITTEE 2 
Relevance Categories 
Essential = 85 
Important = 80 
Acceptable = 40 
Questionable = 0 
Difficulty Levels 
Easy 
Medium 
= 10.00 
= 0 
Difficult= -11.25 
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Derived values for relevance of items were correlated 
to determine the strength of the relationship between as-
signments of items to relevance categories. A Pearson 
correlation coefficient of +0.63 was produced. 
(2) Assignment to Difficulty Levels: Table 12 sum-
marizes the agreement between committees in assigning the 
97 test items to levels of difficulty. Cell entries repre-
sent number of items. 
Values derived for item difficulty were correlated to 
investigate the relationship between item assignments to 
levels of difficulty. A coefficient of +0.41 was produced. 
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Table 12 
Committee Agreement on Assignment of Items 
to Difficulty Levels 
Committee 2 
Committee 1 Easy Medium Difficult 
Easy 21 7 13 
Medium 4 6 9 
Difficult 5 4 28 
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(3) Assignment of Percentages to Blocks: Table 13 
summarizes the agreement between committees in assigning 
percentages to cross categories of item relevance x item 
difficulty. Cell entries represent assigned percentages. 
An overall comparison of agreement between committees 
in applying Ebel's procedure is presented in Table 14. 
Table 14 
Comparison of Decisions of Two Committees 
Applying Ebel's Method to 97 Test Items 
Decisions of Committees 
Committees agreed on both relevance 
and difficulty categories 
Committees agreed on either relevance 
or difficulty category 
Committees disagreed on both relevance 
and difficulty categories 
Number of 
Test Items 
32* 
39 
26 
97 test items 
*Committees also agreed on the percentages assigned to cells 
for 14 of these 32 items. 
Relevance 
Categories 
Essential 
Important 
Acceptable 
Questionable 
Table 13 
Committee Agreement on Assignment of Percentages to Cells 
Difficulty Levels 
Easy Medium Difficult 
Committee 1 Committee 2 Committee 1 Committee 2 Committee 1 Committee 2 
90 % 95 % 85 % 85 % 80 % 75 % 
75 % 90 % 50 % 80 % 40 % 65 % 
25 % 60 % 15 % 40 % 5 % 20 % 
5 % 0 % 2 % 0 % 0 % 0 % 
Ul 
N 
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To investigate the overall stability of Ebel's method, 
test items were correlated using the percentage assigned to 
the cell in which the item was classified as the value of 
the item. A correlation coefficient of +0.67 was produced. 
Nedelsky's Method: One scaling component was analyzed 
to determine stability of the method: (1) eliminated dis-
tractors. 
(1) Eliminated Distractors: Table 15 summarizes the 
agreement between the two committees in eliminating (or re-
taining) distractors. The 97 test items included 344 dis-
tractors. 
Table 15 
Committee Agreement on Eliminating Distractors 
Decisions of Committees 
Committees agreed to eliminate 
Committees agreed to retain 
Committees disagreed on whether 
to eliminate or to retain 
Number of 
Dis tractors 
72 
192 
80 
344 dis tractors 
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By assigning a value of +1 to each distractor elimi-
nated and a value of 0 to each distractor retained, distrac-
tors were correlated to determine the relationship between 
decisions made on distractors. A Pearson correlation coef-
ficient of +0.48 was produced. 
An overall comparison o£ agreement between committees 
in applying Nedelsky's procedure to 97 test items is pre-
sented in Table 16. 
Table 16 
Comparison of Decisions of Two Committees Applying 
Nedelsky's Method to 97 Test Items 
Decisions of Committees 
Committees agreed to eliminate 
Number of 
Test Items 
identical distractors (or no distractors) 50 
Committees agreed to eliminate at least 
one but not all identical distractors 25 
Committees agreed to eliminate no 
identical distractors 22 
97 test items 
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Using the probability of success assigned to a test 
item as its value, test items were correlated to analyze the 
stability of results obtained through Nedelsky's procedure. 
A correlation coefficient of +0.56 was produced. 
Stability of Scaling Components Across Methods 
Minimum passing scores established by the two commit-
tees using different criterion-referencing methods on the 
operative dentistry examination are presented in Table 17. 
Reported scores are based on the 97 test items in the exam-
ination. 
Table 17 
Minimum Passing Raw Scores Established by Two Committees 
Using Two Criterion-Referencing Methods on the 
Operative Dentistry Examination 
Ebel's Method 
Committee 1 
51 
Nedelsky's Method 
Committee 2 
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A one-way analysis of variance was performed to test 
for significant differences between methods/committees. 
Item values were adjusted to provide homogeneity of vari-
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ances. Because each method is, in practice, purported to 
produce stable scoring standards across committees of judges, 
the analysis of variance was actually performed to further 
investigate the consistency between methods. Cell means and 
a summary of the analysis of variance are presented in 
Table 18. 
Table 18 
One-Way ANOVA: Methods 
Ebel's Method 
Committee 1 
Mean = 0.9906 
Source of Variance d. f. 
Between Cells 1 
Within Cells 192 
Total 193 
Nedelsky's Method 
Committee 2 
Mean = 0.9534 
ss MS 
0.06733 0.06733 
5.17026 0.02693 
5.23759 
F 
2.50 
Table 18 indicates no significant difference between 
methods. 
Values assigned to test items were correlated to deter-
mine the overall consistency with which the two methods 
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elicited similar item weightings. In Ebel's method, the 
percentage assigned to the cross-category in which a test 
item was classified defined its value. In Nedelsky's method, 
the probability of success assigned to an item defined its 
value. Correlating these values produced a coefficient of 
+0.20. 
Item difficulty was identified as the scaling component 
common to both procedures. By solving the 12 equations for 
Relevance Category + Difficulty Level = Percentage Assigned 
To Block using the procedure outlined in Table 6, derived 
values for difficulty of items reviewed through Ebel's 
method were obtained. Values derived for levels of item 
difficulty follow. 
Difficulty Levels 
Easy 
Medium 
= +8.25 
= 0 
Difficult= -21.75 
Probability of success assigned to an item through 
Nedelsky's method was interpreted as an indicator of item 
difficulty. Derived values for item difficulty and assigned 
probabilities were correlated and produced a Pearson corre-
lation coefficient of +0.32. 
Relationship Between Criterion-Referenced Measures 
and Actual Performance Data 
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To determine whether weightings assigned to items 
through criterion-referencing procedures are consistent with 
performance by candidates for licensure, item values assigned 
through methods and actual performance data collected after 
administration of the operative dentistry examination were 
compared. The relationship between each method and National 
Board item analysis data for the 97 operative dentistry test 
items was analyzed separately. 
Ebel's Method: With Ebel's method, the percentage 
assigned to the cell into which an item was categorized 
defined the item value. The average performance of candi-
dates who selected the correct response identified the value 
of actual performance on the item. Ebel item weightings and 
item performance values were correlated to determine the 
strength of the relationship between the two measures. A 
correlation coefficient of +0.12 was produced. 
Because average performance on an item is an index of 
the actual difficulty of the item, performance values were 
compared with difficulty levels assigned to items through 
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Ebel's procedure. If the level of difficulty assigned to 
an item in Ebel's method is consistent with how candidates 
for licensure performed on the item, one could expect a rel-
atively large percentage of candidates to have answered 
correctly those items labeled "easy," a lesser percentage 
of candidates to have answered correctly those items labeled 
"medium" and a relatively small percentage of candidates to 
have answered correctly those items labeled "difficult." 
Histograms showing actual performance on 97 items assigned 
to each of Ebel's three levels of difficulty are presented 
as Figure 3. 
Nedelsky's Method: With Nedelsky's method, the prob-
ability of success assigned to an item defined the item 
value. Item probabilities were correlated with actual aver-
age performance on the items to determine the strength of 
the relationship between these two measures. A correlation 
coefficient of +0.20 was produced. 
Using Nedelsky's method, whether a distractor is 
eliminated or retained indicates the level of difficulty of 
the distractor. Actual performance values for distractors 
were compared with the committee's decisions to eliminate or 
retain distractors. If the decision to eliminate or retain 
E 
Ql 
.... 
.... 
0 
... 
1l 
E 
:l 
z 
"' E 
Ql 
.:!:::: 
.... 
0 
... 
Ql 
.c 
E 
:l 
z 
"' E 
Ql 
.... 
.... 
0 
... 
1l 
E 
:l 
z 
10-
5-
0 
10-
5-
0 
10-
5-
5 
Figure 3 
Histograms of Performance Data by Ebel Levels of Difficulty 
10 
l 
15 25 
20 
EASY LEVEL OF DIFFICULTY 
n = 41 items 
I 
_I 
35 45 55 65 
30 40 50 60 70 
-
r--
-
..._ 
75 85 95 
80 90 
Average Per Cent of Candidates Answering Correctly 
MEDIUM LEVEL OF DIFFICULTY 
n = 29 items 
35 45 55 65 75 85 95 
100 
10 30 40 50 60 70 80 90 100 
Average Per Cent of Candidates Answering Correctly 
DIFFICULT LEVEL OF Dl FFICULTY 
n = 27 items 
5 15 25 35 45 55 65 75 85 95 
0 10 20 30 40 50 60 70 80 90 1 00 
Average Per Cent of Candidates Answering Correctly 
60 
61 
a distractor is consistent with how candidates for licensure 
performed on the distractor, one could expect a relatively 
small percentage of candidates to have selected an "elimi-
nated" distractor as the correct response and a relatively 
large percentage of candidates to have selected a "retained'' 
distractor as the correct response. Histograms showing 
actual performance on 371 distractors determined, through 
Nedelsky's procedure, to be eliminated or retained are pre-
sented as Figure 4. 
Figure 4 
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CHAPTER V 
DISCUSSION 
Differences Between Methods 
and Differences Between Committees 
At the outset of the study, it was believed that if 
Ebel's and Nedelsky's criterion-referencing procedures were 
stable, different committees of experts using the same 
method would establish similar scoring standards for the 
same examination content, and different methods used by the 
same committee of experts on the same examination content 
would elicit similar standards for scoring. In fact, the 
results of an analysis of variance of methods x committees 
indicate a statistically significant difference between 
committees and a significant interaction effect. Because 
interaction is evidenced, identifying what caused the inter-
action is of prime importance. 
Graphs of cell means and results of the tests for 
simple main effects and "honestly" significant differences 
indicate that significant interaction occurred at the level 
of Committee 1 using Ebel's method. Further study of the 
graph allows for speculation on the relationship between 
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minimum passing scores produced by the two methods. Commit-
tee 2 using Ebel's method produced the highest cell mean. 
Because this mean did not differ significantly from the 
results of Nedelsky's procedure, it is suggested that Ebel's 
method elicits higher minimum passing levels than does 
Nedelsky's method. 
The significant interaction effect raises questions 
regarding the similarity between committees and the stabil-
ity of methods. It could be argued that because committee 
members represented diverse geographic regions, the way in 
which individual members conceptualized relevance and dif-
ficulty of test items may have differed. Each committee's 
results were reported as a consensus of the judgments made 
by the committee to minimize the effects of dissimilarity 
among members in their approaches to evaluating test items. 
Using committees with more than four members may provide 
better control of this variable. 
Stability of Each Method 
It appears that the stability of a criterion-refer-
encing method is a function of the stability of scaling 
components inherent in the method. The extent of agreement 
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between committees on scaling components of a method suggests 
indices by which the reliability of the overall method can 
be assessed. 
Ebel's Method: The consistency with which committees 
assigned relevance categories to test items using Ebel's 
method (Table 11) exceeds randomness. If relevance cate-
gories had been randomly assigned to items, results would 
show committee agreement that approximately six items test 
knowledge of each essential, acceptable, important and 
questionable information. The extent of committee agreement 
in assigning levels of relevance to items suggests that the 
concepts of "important" and "acceptable" are difficult for 
committees to define operationally. Categories of "essen-
tial" and "questionable" relevance are easier to define. 
The correlation of committee assignments of relevance cate-
gories (+0.63) suggests noteworthy stability in the rele-
vance component of Ebel's method. 
The consistency with which committees assigned levels 
of difficulty to test items in Ebel's method (Table 12) 
exceeds randomness in only two of the three levels. Random 
assignment of difficulty levels to items would have resulted 
in committee agreement that approximately 11 items were 
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"easy," 11 items were "medium" and 11 items were "difficult" 
to answer. Because so few items were assigned by both com-
mittees to the "medium" level, it appears that committees 
are unable to define operationally a "medium" level of dif-
ficulty. The correlation of committee assignments of diffi-
culty levels (+0.41) suggests that the difficulty component 
.in Ebel's method contributes less to overall stability of 
the method than does the relevance component. 
A comparison of percentages assigned to cells by the 
two committees (Table 13) suggests little stability in this 
scaling component; a different pattern for assigning per-
centages is implied in the results of each committee. 
Committee 1 appears to have assigned percentages by 
viewing the total matrix and the interrelationships of 
relevance categories and difficulty levels. No two cells 
were assigned the same percentage. Also, a descending 
order of percentages is noted beginning with the "essential/ 
easy" cross-category, moving across difficulty levels and 
ending with the "questionable/difficult" cross-category. 
The pattern implies committee judgment that: knowledge of 
"essential/difficult" information is more important than 
knowledge of "important/easy" information, knowledge of 
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"important/difficult" information is more important than 
knowledge of "acceptable/easy" information and knowledge of 
"acceptable/difficult" information is more important than 
knowledge of "questionable/easy" information. 
Committee 2 appears to have assigned percentages to 
cells by viewing each relevance category as a separate com-
ponent and difficulty levels as ordered steps within the 
component. A descending order of percentages is noted, but 
assignments to cells are not unique. This pattern implies 
committee judgment that item relevance and item difficulty 
are somewhat independent. The implied scale for relevance 
places "essential" at the top and "questionable" at the 
bottom; the implied scale for difficulty places "easy" at 
the top and "difficult" at the bottom. 
A comparison of overall judgments made by the commit-
tees using Ebel's method (Table 14) implies inconsistency 
within the method. However, the correlation of test items 
(+0.67) suggests consistency that is most probably a func-
tion of the relative stability of the relevance component. 
It appears that greater stability in standards produced by 
Ebel's method would result if all items tested highly rele-
vant information. Further study of the stability of Ebel's 
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method might include a modification in the procedure. Com-
mittees of experts could be asked to evaluate the relevance 
of test items first. Items that are judged to test unim-
portant information could be replaced with more relevant 
items. Once an examination is constructed, committees would 
evaluate difficulty of items and assign percentages to these 
levels. It is suggested that more consistent scoring stan-
dards would result. 
Another area for further investigation is the scaling 
component in Ebel's method of assigning percentages to 
cells. Because committees seemed to differ in how they 
operationally defined the interrelationships of relevance 
categories and difficulty levels, it is suggested that 
greater stability in scoring standards might be obtained 
if percentages were determined before items were evaluated. 
In fact, each cell may carry a predetermined percentage that 
is consistent across examinations. 
Nedelsky's Method: The extent of committee agreement 
on eliminating and retaining distractors (Table 15) suggests 
that the scaling component in Nedelsky's method is rela-
tively stable. The correlation of distractors (+0.48) lends 
some support to this supposition. Comparison of overall 
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committee evaluations of items (Table 16) and a correlation 
of items (+0.56) suggest that Nedelsky's method is just 
about as consistent in the standards it produces as is 
Ebel's method. 
A comparison of the correlation coefficient for dis-
tractors and the correlation coefficient for items suggests 
a potential source of error in Nedelsky's procedure. If 
committees eliminate the same number of distractors on a 
test item, the same probability of success is assigned to 
the item whether or not identical distractors are eliminated. 
In this light, perhaps the coefficient obtained by correla-
ting distractors is a more appropriate estimate of the 
reliability of Nedelsky's method. 
Stability of Scaling Components Across Methods 
Results of the analysis of variance on identical 
items subjected to the two criterion-referencing methods 
indicate no statistically significant difference in methods. 
In light of the earlier finding that Committee 1 using 
Ebel's procedure produced significantly different scoring 
standards, it was thought that the difference in methods 
would reach statistical significance. 
Correlation of Ebel item percentages and Nedelsky 
item probabilities (+0.20) suggests little similarity be-
tween standards produced by the two methods. Correlation 
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of Ebel and Nedelsky difficulty values (+0.32) also supports 
the supposition that the two methods produce markedly dif-
ferent results. Lack of a statistically significant dif-
ference in methods seems to suggest that an uncontrolled 
variable may have contaminated results. 
An assumption of and a purported advantage to using 
Ebel's or Nedelsky's procedure is that results are consis-
tent across panels of experts. For this reason, committees 
were not controlled in this portion of the study. But 
earlier analyses suggest that unreliable scoring standards 
are produced by different committees using the same crite-
rion-referencing procedure. Before the two procedures can 
be adequately evaluated, further study should be conducted 
to control for variability among committees. 
Relationship Between Criterion-Referenced Measures 
and Actual Performance Data 
Any method of setting scoring standards should be 
acceptable to the psychometric community and should con-
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tribute to the purpose of the examination. Before a crite-
rion-referenced measure could be adopted for scoring 
National Board examinations, the validity of the measure 
must be confirmed. 
Ebel's Method: Correlation of Ebel item percentages 
and average percentages of candidates who answered items 
correctly (+0.12) suggests almost no relationship between 
Ebel scoring standards and actual performance. Graphs of 
item performance data by Ebel level of difficulty (Figure 3) 
confirm an earlier supposition that committees are unable 
to define operationally the concept of a "medium" level of 
difficulty. The graph of items on the "easy" level displays 
an acceptable shape and position on the scale; it appears 
that "easy" items are identifiable. The shape of the graph 
of items on the "difficult" level seems appropriate, but 
its position is too high on the scale of actual performance. 
Overall, it appears that the committee misjudged the per-
formance of candidates. 
Nedelsky's Method: The correlation of Nedelsky item 
probabilities and actual candidate performance (+0.20) also 
suggests a weak relationship between these measures. Graphs 
of distractor performance data by distractors eliminated 
and distractors retained (Figure 4) suggest that the com-
mittee judged candidates to perform at a lower level than 
occurred. In general, the distractors eliminated were 
appropriately identified, but many of the distractors re-
tained attracted low percentages of candidates and, by 
Nedelsky's method, should have been eliminated. 
Conclusions 
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From the results of this study, it appears that nei-
ther Ebel's nor Nedelsky's method of criterion-referencing 
is well suited for establishing scoring standards for 
National Board dental examinations. The methods fail to 
account for factors that affect candidate performance. 
In assigning percentages to cells in Ebel's procedure, 
no consideration is given to candidates' answering some test 
items correctly by guessing correctly. The method allows 
for assignment of 0% to a cell; this seems unreasonable. If 
standards produced by Ebel's method were used with vigor to 
score examinations, it is reasonable to assume that a small 
percentage of candidates would pass who are not minimally 
competent. 
In Nedelsky's method, relevance of a test item is not 
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considered. Determining which distractors would be elimi-
nated by a minimally qualified candidate becomes more dif-
ficult when evaluating items that test questionable infor-
mation. 
If examinations were ideally constructed to test 
knowledge of only essential information, it is reasonable 
to suggest that both Ebel's and Nedelsky's procedures would 
elicit more stable scoring standards. Because no test is 
ideal, it appears that the most desirable type of criterion-
referenced measure is one that combines the advantages of 
Ebel's and Nedelsky's methods--one that reliably accounts 
for item relevance, difficulty of distractors and the ef-
fects of guessing correctly. Currently, the most powerful 
variable in setting scoring standards is the method selected 
to obtain the measure. 
Of note are the reactions of committee members to 
working with the two criterion-referencing procedures. At 
the outset of the study, it was thought that Nedelsky's 
method would be easier to use because it requires judgment 
on only one factor--elimination of distractors. While Com-
mittee 2 favored using Nedelsky's method, Committee 1 found 
Ebel's method easier to apply. 
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The ease with which a committee applies a criterion-
referencing procedure might be related to how members 
operationally define "minimally competent." It appears 
that before a committee uses a method, a form of inter-rater 
reliability could be established. Committee members might 
be asked to apply the procedure to sample test items. Dis-
cussion of how individuals evaluated items could identify a 
common denominator for conceptualizing "minimally competent." 
This common denominator would serve as the baseline for 
evaluating all test items. 
Before a decision can be made as to the value of 
criterion-referenced measures, it appears that further study 
is warranted. The results of this study suggest that cri-
terion-referencing methods do not produce stable scoring 
standards. Too, the assumption of consistency across panels 
of judges in operationally defining "minimally competent" is 
questioned. Further investigation into the reliability and 
the validity of criterion-referenced measures is needed. 
CHAPTER VI 
SUMMARY 
A study was conducted to investigate the stability, 
equivalence and other characteristics of two criterion-
referencing methods for establishing scoring standards. 
Two panels of experts were asked to superimpose criterion-
referenced measures on recently administered National Board 
dental examinations to test the hypotheses that different 
committees of experts using the same method on the same 
examination content establish similar scoring standards, and 
that two methods used by the same committee on the same ex-
amination content elicit similar scoring standards. Results 
of the initial phase of the study indicated that different 
committees using the same standard setting procedure on 
identical test items do not necessarily establish similar 
overall scoring standards, and that different standard set-
ting procedures used by the same committee on equivalent 
samples of test content do not necessarily elicit similar 
scoring standards. 
Study of the stability of each criterion-referencing 
method centered around investigating the internal consis-
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tency of measurement components inherent in each method. 
Correlations of committee decisions resulted in modest 
coefficients that indicated stability of the relevance 
component of Ebel's method and the eliminated distractors 
component of Nedelsky's procedure. The internal consisten-
cy of other measurement components was minimal. 
Study of the consistency between the two criterion-
referencing methods centered around comparing the overall 
procedures and comparing the difficulty components inherent 
in both methods. Data indicated a weak relationship between 
the scoring standards established using the two procedures. 
Correlation of the difficulty levels assigned to items also 
produced a weak relationship. 
Scoring standards established through the two crite-
rion-referencing procedures were compared with actual 
performance data collected after administration of an exam-
ination to determine the practical significance of using 
either method. Correlation coefficients indicated that 
standards established through either criterion-referencing 
method are unrelated to performance of candidates for 
licensure. 
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These results raise questions regarding the reliabil-
ity and the validity of the criterion-referencing procedures 
investigated. The results also suggest that even when dif-
ferent methods are based on similar conceptualizations, 
markedly different scoring standards may result. 
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ESTABLISHING CRITERION FOR MINIMUM PASSING SCORE 
EBEL'S METHOD 
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Committee Function: Committee members are asked to estab-
lish a minimum passing score by analyzing test items for 
degree of difficulty and relevance in terms of performance 
expected of a minimally qualified (barely. passing) candidate. 
Procedure: 
1. For each item, determine level of difficulty and level 
of relevance and assign the item to the appropriate 
cross-category in the grid. 
2. Determine the expected percentage of passing for items 
in each category. These percentages indicate the pass-
ing level expected of a minimally qualified candidate. 
3. The minimum passing score is the sum of products of 
number of test items in each category X percentage 
assigned to the category. 
EXAMINATION: 
Relevance Difficulty Levels 
Categories Easy Medium 
Essential 
! % I % 
Important 
I % I % 
Acceptable 
I % I % 
Questionable 
---
I % 
- ---
I -~~ 
Difficult # of Items x 
I X 
X 
l % X 
X 
I 
rl i % I X X 
j 
I 
l X 
I 
I 
rj X 
X 
i 
i 
X 
X 
I ______ L X 
Minimum Passing Score 
% = 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
Product 
00 
w 
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ESTABLISHING CRITERION FOR MINIMUM PASSING SCORE 
NEDELSKY'S METHOD 
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Committee Function: Committee members are asked to estab-
lish a minimum passing score by analyzing test items for 
probability of a minimally qualified (barely passing) 
candidate choosing the correct responses. 
Procedure: 
1. For each test item, determine the responses that could 
be rejected by a minimally qualified candidate as being 
incorrect and cross through these responses. 
2. For each test item, determine the number of remaining 
responses and assign the reciprocal of that number to 
the item. The reciprocal indicates the chance for 
success for a minimally qualified candidate. 
3. The minimum passing score is the sum of all reciprocals. 
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EXAMINATION: 
Item Sue- Item Sue- Item Sue- Item Sue- Item Sue-
No. cess No. cess No. cess No. cess No. cess 
Rate Rate Rate Rate Rate 
1 - 21 - 41 - 61 - 81 -
-- -- -- --2 - 22 - 42 - 62 - 82 -
-- -- -- -- --3 - 23 - 43 - 63 - 83 -
-- -- -- --4 - 24 - 44 - 64 - 84 -
-- -- -- --5 - 25 - 45 - 65 - 85 -
-- -- -- --6 - 26 - 46 - 66 - 86 -
-- -- -- --7 
-
27 - 47 - 67 - 87 -
--
--
-- --8 - 28 - 48 - 68 - 88 -
-- -- -- --9 - 29 - 49 - 69 - 89 -
-- -- -- --
--10 - 30 - 50 - 70 - 90 -
-- -- -- --11 - 31 - 51 - 71 - 91 -
-- -- -- --12 - 32 - 52 - 72 - 92 -
-- -- -- --13 - 33 - 53 - 73 - 93 -
-- -- -- --14 - 34 - 54 - 74 - 94 -
-- -- -- --15 - 35 - 55 - 75 - 95 -
-- -- -- --16 - 36 - 56 - 76 - 96 -
-- -- -- --17 - 37 - 57 - 77 - 97 -
-- -- -- --18 - 38 - 58 - 78 - 98 -
-- -- -- --19 - 39 - 59 - 79 - 99 -
--
~ 
-- --20 - 40 - 60 - 80 - 100 -
-- -- -- --
+ + + + 
Minimum Passing Score ; 
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