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Abst rac t - -Th is  paper deals with new aspects of the theory of nonnegative matrices and their 
applications to some problems arising in the studies of continuous-time control systems. The crite- 
rion for asymptotic stability of linear state-space ontrol systems with positive state matrix A and 
respective initial conditions is established and proven. It states that the system is asymptotically 
stable if and only if the state variables are linearly dependent. Moreover, the case of dynamical sys- 
terns in descriptor forms with positive leading and state matrices is studied. The asymptotic stability 
of descriptor systems characterized by positive leading and state matrices is expressed in terms of 
the geometric relations between matrices of a proper part of the corresponding regular matrix pencil 
inverse and the initial conditions. Several i lustrating examples are also included. 
Keywords--Dynamical  systems, Descriptor systems, Positive systems, Asymptotic stability, Or- 
thogonal projections. 
1. INTRODUCTION 
It  is well known that dealing with positive continuous-time control systems and respective math- 
ematical problems of a system of first-order ordinary differential equations with nonnegative 
coefficients is certainly a much more difficult task than studying similar problems for systems 
described by equations with arbitrary, i.e., negative and positive coefficients. Usually, a positive 
control system is a system with either the control, the state, or output vector belonging to a 
given proper cone. The theory of nonnegative and/or positive matrices erves as a natural basis 
for solutions of both direct and inverse problems arising in studies of positive systems (see [1-4]). 
Numerous investigations (analytical/numerical) were conducted recently in the area of contin- 
uous-time and discrete-time positive control systems. As is well known, the positive systems are 
used in mathematical modeling for a large number of phenomena in the real world. For instance, 
they appear frequently in physics, electrical engineering, control systems, economics, operational 
research, as well as various life and social sciences. Measured by the number of papers (and the 
wide range of theoretical and/or applications these problems cover), it is clear that research in 
the general area of positive system is very much on an "upward curve" (see [3,5,6]). 
On the other hand, the present high-tech applications in aeronautics, robotics, and neutral 
delay systems depend, in no small measure, on advanced, precise, and energy-efficient components 
operating in extremal conditions with imposed algebraic relations for steady-state trim. Those 
systems described by implicit matrix differential equations of the first order are called descriptor, 
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singular, generalized, or implicit dynamical systems. In such types of control systems, the leading 
matrix coefficient is singular. 
Despite numerous new results in the area of positive control systems (see [7]), the case of 
descriptor positive control systems has not been studied as yet. One of the most important 
problems in the analysis of descriptor positive systems is the identification of all possible initial 
conditions which guarantee asymptotic stability of such systems. 
In this paper, we deal with some new aspects of the theory of positive dynamical control systems 
which are subjected to constraints imposed on their parameters rather than the constraints 
imposed on their initial conditions. The important point to note here is that our approach 
holds true for a large class of positive systems which play an important role in the practice of 
high voltage techniques and supplying apparatus used in galvanotechniques, as well as modern 
material surface engineering and treatments. 
The organization of this paper is as follows. In Section 2, we present some preliminary results 
on the properties of nonnegative and positive matrices. In Section 3, we derive our main result 
and, as an application, we briefly discuss the asymptotic behavior of an active dynamical control 
system. Descriptor positive control systems are investigated in Section 4. Conclusions and final 
remarks are included in Section 5. 
2. PREL IMINARY FORMULAT IONS 
As usual, dealing with a generic (i.e., not necessarily positive) continuous-time systems, some 
natural assumptions on the structure of the state matrix often allow us to single out important 
classes of systems whose dynamical behavior exhibits very peculiar, distinguishing features. On  
the other hand, the free evolution of a dynamical control system depends on the choice of its 
initial state. 
Our aim in this paper is to explore the properties of positive state matrix and the way it 
influences the asymptotic behavior of the given multivariable linear control system. First, let 
us recall some notations for distinguishing positive and nonnegative matrices and their general 
properties. 
Let A = [akt] denotes a matrix or (in particular), a vector. We call A 
- strictly positive (A >> 0), if ak~ > O, for all k and l; 
- positive or strictly nonnegative (A > 0) if akl >_ O, for all k and l, and aij > 0, for at least 
one pair ( i , j);  
- nonnegative (A > 0), if akt >_ O, for all k and I. 
Two matrices A and B, with the same dimensions, have the same zero pattern ifakt = 0 implies 
bkt = O. As is well known, a nonnegative m × m matrix A, where m > 2 is called reducible if 
there exists a permutation matrix M such that 
where B and D are square submatrices and T denotes the transposition. Otherwise, A is irre- 
ducible. 
A positive matrix is a special ewe of an irreducible nonnegative matrix. 
If there exists an integer N such that A r >> 0, for all r > N, then A is called primitive; each 
matrix of such type has a simple real positive eigenvalue q, which is strictly greater than the 
absolute value of any other eigenvalue. Nonnegative matrices which do not satisfy the above 
conditions are called imprimitive; each imprimitive matrix has k simple eigenvalues qe (j2~n)/k, 
n = 0, 1 , . . . ,  k - 1, of maximal modulus q. The integer k is called the imprimitivity index of A. 
The above properties of nonnegative matrices play important roles in characterization f pos- 
itive control systems. We recall that an n-dimensional linear system 
± = Ax+ f(t), 
y = Cx, (2) 
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with f(t) > 0 and C > 0 is said to be positive if and only if A has nonnegative entries, i.e., akl >_ 0, 
k, l = 1 ,2 , . . . ,  n with a 0 > 0 for at least one pair (i,j). Stability, controllability, and reachability 
are described in the well-known theorems concerning nonnegative matrices formulated by Perron 
and Frobenius [1,2,4]. 
Let a(A)  denote the spectrum of A. In general, system (2) with IIf(t)ll = M < c~ is called 
asymptotically stable if and only if the system state matrix A is Hurwitz stable, i.e., 
max(ReA;A • a(A)) < 0. (3) 
Problems of asymptotic stability of systems (2) with positive A have attracted much research 
and a number of useful results are available (see [2,3,5,8-11]). All of them deal with strictly 
nonnegative systems only, i.e., systems with the states and outputs being nonnegative whenever 
the initial states are nonnegative. 
In the next section, we shall extend the above results to systems (2) with positive state matrix A 
and respective initial conditions. 
3. STATE-SPACE APPROACH 
3.1. P rob lem Formulat ion  and Solut ion 
Our main goal in this section is to deal with asymptotic stability of multivariable linear control 
systems. We assume that the studied case of linear control system is described for t • (0, oc) by 
the following set of the first-order differential equations: 
~l(t) = a l lz l ( t )  + al~z2(t) + . . .  + a,,x,,(t),  
~2(t) ---- a21xl(t) -~- a22x2(t) +••" + a2nxn(t), 
• (4) 
Jzn(t) = anlxl(t) + an2x2(t) + ' ' '  + a,mxn(t), 
where constant coefficients akl are nonnegative for k, l = 1 , . . . ,  n with a~j > 0 for at least one 
pair (i,j). 
We consider the above system as t ~ oc and use the classical notion of the asymptotic stability 
of dynamical systems. This means that if the relation 
x~(t) - ,  0, as t -~ ~ (5) 
holds for all i = 1, 2 , . . . ,  n, then system (4) is asymptotically stable. 
The main idea used in the sequel is the notions of a linear projection P and orthogonal pro- 
jections Pk, k = 1, 2, .., n, of the given n × n matrix A. In Russian mathematical literature, 
Pk is frequently called a projection matrix (see [12-14]). Recall that a linear operator P on a 
finite-dimensional space V is a projection on a subspace Wl  of V, if there exists a subspace W2 
of V such that V = Wl  ~W2,  where ~ denotes the direct sum, and for x = xl +x2 (xl • Wl ,  
x2 • W2), we have P(x)  = Xl. Because every linear projection is a projection on its image, 
therefore, we may simply refer to P as a projection• In fact, P is projection if and only if it 
fulfills the equation 
VV = P .  (6) 
Observe that  the unit  matr ix  and the zero matr ix  are the s implest  examples  of l inear project ions.  
A projection is called nonsingular if it is not the unit nor zero matrix. 
The linear projection is characterized by a set of particular properties. First, it can be seen 
from (6) that the eigenvalues of P satisfy the following equation: 
~ - ~ = 0. (7) 
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This means that the eigenvalues of P are either 0 or i and that any n x n linear projection can 
be represented by the expression 
P = T-1  diag [1 1 1 . . .0  0 01 T, (8) 
n ele[nents J 
where T denotes any nonsingular n x n matrix. Note also that if P1 is a linear projection, then 
P2 = 1 - P1 is also a linear projection, and 1 is the unit matrix. 
The second notion concerns the orthogonal projection Pk, k = 1, 2 , . . . ,  n, of the given n x n 
matrix A defined on an inner product space V over field R. 
For the sake of notation simplicity, but without a loss of generality, from now on we will take 
into account an n x n matrix A having distinct eigenvalues Ak, k = 1, 2 , . . . ,  n. 
The following important result deals with the spectra/decomposition of A. 
Let Wk be the eigenspace of A corresponding to the eigenvalue Ak. Then the spectral decom- 
position is determined by 
A = AlP1 + A2P2 +. . .  + AnPn, (9) 
where the n × n matrices Pk are orthogonal projections on Wk, k = 1 ,2 , . . . ,n  with V = 
Wl  ~BW2~ •• • ~Wn.  
Moreover, for i , j  E (1 ,2 , . . . ,n ) ,  we have 
PiPj = PjP~ = ~jPi, AP~ = PiA, 
" (10) 
P1 + P2 + ""  + Pn = 1, Z rank Pi  = n. 
i=1 
Since the distinct eigenvalues of A are uniquely determined by the orthogonal projections Pk, 
k ---- 1 ,2 , . . . ,n ,  the spectral decomposition of A is unique. The spectral decomposition of A 
will play the crucial role in the proof of the sufficient condition of the theorems presented in the 
sequel. 
LEMMA i. / f f (A)  is a funct ion defined over the spect rum a(A), then 
n 
/ (A)  = Z f (Ak) Pk, (11) 
k=l  
where Pk, k = 1, 2 , . . . ,  n are independent  on the form o f f .  
PROOF. It follows immediately from the Cayley-Hamilton theorem (see [4,15,16]) and the La- 
grange interpolation formula (see [14]). | 
For a given n x n matrix A, all Pk ,  k = 1,2, . . .  ,n can be evaluated by a number of methods 
(see [11,12,16,17]). The effective determination of all Pk can be, to the best of our knowledge, 
carried out by expanding the resolvent matrix (A1 - A) -1 into partial fractions. The coefficients 
of the expansion are the orthogonal projections of A. They can be easily computed by applying 
the well-known Souriau-Frame-Faddeev algorithm or by using the Lagrange matrix interpolation 
formula (see [14,15,17,18]). Now we can formulate the first main result of our investigations. 
THEOREM 1. System (4) is asymptot ica l ly  stable /f and only  i f  i ts state vector components  
x i ( t ) ,  i = 1, 2 , . . . ,  n are l inearly dependent.  
PROOF. We divide the proof of the above theorem into two parts. First, let us prove the necessary 
condition. 
A. NECESSITY. Denoting by 
f all a12 • • • aln 
A = [ a21 . . . . . . . . . . . .  a22 . . .  a2n , and x = [Xl,X2, .. .,xn] T , (12) 
{ 
[. anl an2 • • • ann 
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the system state matrix and state vector, respectively, we can rewrite equation (4) into the short 
form 
dx 
d--~ = Ax. (13) 
Consider now the state vector components xi, i = 1,2 , . . . ,  n and their following linear combina- 
tion: 
y = a ix i  + a2x2  + . . .  + anxn ,  (14) 
where a l ,  a2 , . . . ,  an are scalar constants, possibly complex, to be chosen later. 
Setting 
u = [al ,  a2 , . . . ,  an] s (15) 
yields 
y = uTx. (16) 
Thus, we have 
dy T dx  = u -~ = uTAx = (ATu) T x. (17) 
If U is an eigenvector of A T for eigenvalue A, then we obtain 
dy T 
d-~ = (ATu) x = (•u)Tx = )~uTx = )ty, (18) 
and there exists C such that 
y = Ce  At. (19) 
Since we have assumed that akl _> 0, then 
trace (A T ) = al l  +a22 +. - .  + ann >_ O, (20) 
and A T has at least one eigenvalue whose real part is nonnegative. Let A be such an eigenvalues 
and let u be the corresponding eigenvector f A T. 
We must have 
y(t) --* O, as t --* c~, (21) 
because of the assumed asymptotic stability of (4). But for ReA > 0, we have [eAt I _> I for t _> 0, 
so y(t) ~ 0 implies C = 0. 
Thus, a nontrivia] linear combination of the state vector components xi(t), i = 1, 2,..., n, is 
identically zero. This means that the x~(t) are linearly dependent. This completes the necessity 
part of the proof. 
B. SUFFICIENCY. To obtain the sufficiency part of the proof, we use the above concept of or- 
thogonal projections of A and present the solution of (13) as follows: 
X(t) = eAtx(0). (22) 
Now taking into account (11) yields 
n 
x(t) = ~ eAktPkX(0), (23) 
k=l 
where Pk, k = 1, 2, . . .  n, depend on A only. 
Because of the assumed nonnegativity of A in (13), we can use the Perron-Frobenius theorem 
(see [1,4]), and the spectrum a(A) of the considered system (13) contains one positive eigenvalue 
with magnitude qual to the spectral radius of A. Let us divide the spectrum a(A) into two 
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parts, namely, a(A)= a+(A) O a_(A), where a+(A) contains all eigenvalues with positive real 
parts and a_ (A) those with nonpositive real parts. 
Following the above line of reasoning, we can write 
P+(A) = ~ (A1- A) -idA, 
+ (24) 
P_(A) = ~ (A1 - A)-I dA, 
where F+ and F_ denote the contours in the complex plane containing a+(A) and a_(A), 
respectively, and i = v/-L-f. 
We call P+ the right orthogonal projection and P_  the left orthogonal projection of A. In 
general, 
P+(A) + P_(A) = 1. (25) 
Invariant subspaces W+ and W_ determined by P+ (A) and P_ (A) are called the left and right 
subspaces of A, respectively. There is a number of available numerical methods for effective 
computation of P+(A) and P_(A). One of the most efficient method is based on the following 
recurrence approach [13]: 
P+(A) ~ 0.5 (1+ An), P_(A) ~ 0.5 (I - An), 
1 (26) 
An = ~ (An-1 + An_l ) -1  , A1 = A, n = 2, 3, . . . ,  
and n is sufficiently large. 
Now based on the above notions of right and left orthogonal projections, we can formulate the 
following sufficient condition for the asymptotic stability of (13): 
x(0) = Ker P+ (A), (27) 
where Ker(.) denotes the kernel of (.) (also called null space of (.)). It uniquely determines a set 
of all vectors in V over R such that 
P+(A)x(0) = 0. (28) 
This completes the proof. | 
It is now evident hat to achieve the asymptotic stability of a state-space system with posi- 
tive A, the initial condition must belong to the null space of the right subspace of A. We call 
such initial condition for a positive state-space system the stable initial condition. Thus, by an 
appropriate choice of initial conditions for the given system with positive A, we can realize its 
stable performance. 
With only a slight modification, the above procedure can also be used in the case of positive A 
with repeated eigenvalues. For the sake of compactness of presentation, it is omitted here. It 
must be underlined that the above result can be useful in many applications of positive control 
systems. The following example is chosen for illustration. 
3.2. Illustrative Example 1 
In order to show how the above approach works in practice, we shall consider here an active 
control system. We assume that all parameters are constant and the initial conditions can 
be chosen appropriately. The voltages across capacitors are taken as the state variables, i.e., 
xl = Ucz(t) and x2 ---- uc2( t ) .  Assuming zero inputs and applying the well-known facts from the 
theory of linear dynamical systems (see [11,15,18]), we obtain the system state matrix 
Positive Control Systems 7 
that is strictly positive and its eigenvalues are A1 = 5 and %2 = -1. This means that A is not 
Hurwitz stable. 
For an arbitrary initial condition, the solution of the studied system is unstable and takes the 
following form: 
Lx (o) j
Thus, to have an asymptotic stability of the above system, we can apply the result presented in 
the previous ection. To evaluate orthogonal projections P+(A) and P_  (A), we use the partial 
fraction expansion of (A1 - A) -1 and obtain 
_ _  P_ (A)  (A I -  A) -I = P+(A)  +- - ,  (31) 
A - AI A - A2 
where 
•  [11] 
P+(A)  = lin~1 (A - At)(AI - A) -I = ~ 
• 112  -1] (32) 
P_(A)=l in~=(A-A2) (A I -A ) - '=~ -2 I " 
It is easy to check that 
P+ (A) + P_  (A) = 1 (33) 
is satisfied. 
Condition (28) yields 
This gives 
xl(o) + x (o) = o. (35) 
Substituting (35) into (30) yields 
x1(t) [x1(0) 1 
Therefore, x i ( t )  ~ 0 as t ~ ~ and  i = 1, 2. 
4. POS IT IVE  DESCRIPTOR CONTROL SYSTEMS 
4.1. S ta tement  of  the  P rob lem and of the Resul ts  
To this point, our discussion has centered on the state space systems. On the other hand, there 
are dynamical systems in the so-called escriptor positive form, i.e., systems described by 
EdX 
dt  = Ax + f(t), (37) 
y = Cx, 
where nonnegative n x n matrix E is singular. Matrix A > 0 may or may not be singular. 
Sometimes (37) is alternatively called a positive singular, generalized, or implicit system. If 
C > 0 and f(t) > 0, then the problem of asymptotic stability of such a system appears to 
be extremely difficult. Several aspects of nonpositive descriptor systems have previously been 
studied in a number of publications (see [7,8,15,19]), but the problem of the asymptotic stability 
of descriptor positive systems has not been investigated carefully as yet. 
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To solve the above problem, we propose here to apply the generalized inverse of the following 
matrix pencil: 
R(s) = (sE - A), (38) 
where nonnegative matrices E and A are the same as in (37). 
First, let us consider a homogeneous form of (37), i.e., 
E dx = Ax  (39) 
dt 
Applying the Laplace transform to both sides of (39) and assuming the regularity of the matrix 
pencil R(s) yields 
X(s) = R- l (s )Ex(0) ,  (40) 
where X(s) denotes the Laplace transform of the semistate vector x(t) and initial condition x(0) 
is determined at instant = 0. 
Let q(s) = det R(s). The q(s) can have in general repeated zeros. For the sake of notations 
simplicity, we consider here the case with distinct zeros of q(s) only. The case of repeated zeros 
of polynomial q(s) can be treated in a very similar manner. 
Denoting 
D(s) = adj R(s), (41) 
the adjoint matrix of R(s), we can expand the linear matrix pencil inverse as follows: 
D(s) n-?` X~ ' D~ n 
R- l ( s )  q(s) = skDk + (42) 
k=0 rn=l S -- qm 
where qm (m = 1, 2 , . . . ,  r,) and r < n denote the zeros and the degree of q(s), respectively. The 
number n - r is the rank deficiency of E. 
Because rank E is less than n, the linear matrix pencil inverse R- l (s )  has poles at infinity. 
Constant matrices Dk, k = 0, 1 , . . . ,  n - r, of the improper part, and D~n, m = 1,2, . . . ,  r, of the 
proper part are dependent on E and A only, and are expressed by 
Dn-r  = lim R- l ( s )  
8--+00 8 ?%-?` ' 
1 R- I ( s ) -  E DpsP ' k=n- r -1 , . . . ,1 ,  O, 
Dk = lim ~-~ p=k+l ] J  (43) 
D~ = [ R(s) , m = 1,2 , . . . , r .  
We split the set l~(qm) of zeros of q(s) into two parts, i.e., ~(qm) = ~-(qm) U ~+(qm), where 
~-(qm) is the subset containing all zeros of q(s) with negative real parts, and/~+(qm) contains 
all remaining zeros of q(s). Accordingly, we decompose the set ~(D~) of matrices D~, m = 
1, 2 , . . . ,  r, into two subsets, namely 
~' (D;,) = ~'_ (D;~) U ¢+ (D;~), (44) 
where ~_(D~n ) and (I)+(D*) denote the subsets containing the partial fraction matrices Din, 
m = 1, 2 , . . . ,  r, which are related to fL (qm) and f~+(qm), respectively. 
Because the improper part of the matrix pencil inverse causes impulses of the state and output 
variables at the moment  -- 0 +, only then its influences on the asymptotic stability of a linear 
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decriptor system can be neglected. So we can focus the attention on the proper part of the 
matrix pencil inverse. Following the consideration f the preceding section, we can formulate the 
following theorem. 
THEOREM 2. A linear descriptor positive system is asymptotically stable if and only if its initial 
condition satisfies 
7" 
x(0) e ~ N ger (ED~), (45) 
m=l  
where D*, m = 1, 2, . . . ,  r denote matrices of the proper parts of the partial fraction expansion 
of the matrix pencil inverse R- l (s) .  
The proof of the above theorem is quite similar to that of Theorem 1 and is omitted here. 
4.2. I l lustrative Example 2. 
Let us consider a system (39) with 
E= 2 ' " 
The matrix pencil takes the form 
1 1 :]-[3 3]. 
This matrix pencil is regular and 
R-I(s)  = Do + D__~, (48) 
S 
where 
[ -~ 1] and D0=[  4 -~]  (49) 
= - I  -2  
Considering the asymptotic stability, i.e., the system behavior at t = oo, we compute the kernel 
of ED~ to obtain 
x(0)= [13]x1(0), (50) 
with xl (0) arbitrary. 
Thus, the possible set of initial conditions leading to the asymptotic stability of the considered 
descriptor system is limited to the manifold x2(0) = 3x1(0). Each point of this manifold gives 
the stable behavior of the system. 
5. CONCLUSION AND F INAL REMARKS 
In this paper, we have established a new theorem which determines the necessary and sufficient 
conditions for asymptotic stability of linear systems characterized by a positive state matrix A. 
It was proved that in such systems the state vector components must be linearly dependent and 
the system initial conditions must belong to the kernel of the positive orthogonal projection. 
The results obtained in this paper seems to be very useful in applications, i.e., in the design 
of generators of normalized impact signals which are widely used in high voltage techniques, in
practical realization of supplying systems for galvanotechniques, and other control plants having 
state models with positive state matrices. 
An extension of the above approach leads to suitable analysis of asymptotic behaviour of 
descriptor positive systems. 
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