Abstract-Most atmospheric optical links are set up to operate in the far-field power transfer regime, in which diffraction spread is the dominant effect on the beam, resulting in very weak power coupling between the transmitter and the receiver. However, it is also possible to establish geometries such that the link operates in the near-field regime, where, in absence of turbulence, it is possible to focus the beam onto the receiver with almost perfect power coupling. Work on performance of near-field atmospheric optical communication systems is scarce in existing literature, perhaps due to increased complexity in prescribed models. In this paper, we analyze error probability bounds for optical communication links operating in the nearfield regime, utilizing on-off keying (OOK) and a coherent or direct detection receiver. In addition, we obtain bounds on the ergodic capacity of a near-field atmospheric optical link with local oscillator shot-noise dominated coherent detection, or shot-noise limited direct detection.
I. INTRODUCTION Atmospheric optical communications have recently received much attention as a cost-effective and modular alternative to fiber optic communications and a high data rate and more secure alternative to microwave communications [1] . Optical propagation through the atmosphere, however, is far from benign. Bad weather conditions, such as snow, fog and rain, cause severe absorption and scattering, drastically reducing optical power transfer on a line-of-sight atmospheric path [2] . Even in clear weather conditions, atmospheric turbulence significantly degrades the performance of such links. Atmospheric turbulence, which causes stars to twinkle at night and scenery to shimmer above an asphalt road on a hot day, refers to parcels of air in the atmosphere (turbulent eddies), with slightly varying temperatures and therefore slightly varying refractive indices. Although these refractive index variations are on the order of 10 −6 , their effect on wave propagation is profound. For optical communication systems, constructive and destructive interference results in fading, while distortion of the phase-front leads to beam spread and angular spread [3] .
Free-space line-of-sight propagation between finite transmitter and receiver apertures may be divided into near-field and far-field power transfer regimes, and these same regimes bracket the power transfer characteristics of an atmospheric optical link. Qualitatively, in free-space propagation, the far field corresponds to the regime in which diffraction spread makes the minimum beam size at the receiver plane much larger than the collecting aperture [4] . Thus, only a small fraction of the transmitted power is coupled into the receiver. On the other hand, the near field is the regime in which the minimum beam size is much smaller than the collecting aperture, yielding near-perfect power coupling when the beam is focused on the receiver. It turns out that these free-space power transfer characteristics can be summarized by a single parameter, the free-space Fresnel number, D fo . When this number is much smaller than unity, far-field power transfer prevails; when it is much larger than unity, power transfer is in the near field [4] . In the turbulent atmosphere, similar powertransfer regimes exist, with the added complication that the minimum beam size at the receiver depends on the random atmospheric state. Nevertheless, a parameterization similar to that for free-space is possible by comparing a random effective Fresnel number with unity. For a given link geometry, the mean value of this random effective Fresnel number is equal to the free-space Fresnel number. Thus in this work, the phrase "near-field optical communications" refers to link geometries in which, on average, the minimum spot size on the receiver plane is less than the receiver aperture size.
Although work in the field of atmospheric optical communications has mainly focused on the far-field power transfer regime [3] , [1] , it is possible to establish near-field link geometries. For example, at 1.55µm wavelength, a pair of 10 cm diameter circular lenses achieves D fo ≥ 10 out to 1.6 km range, which is well into the near field. Near field geometries have the benefit of high power coupling, thus requiring much less transmitter power to achieve data rates and error probabilities comparable to those of far-field systems, as well as additional security due to reduced diffraction. In this paper, we analyze the performance of atmospheric optical communication links operating in the near-field power transfer regime through atmospheric turbulence in clear weather conditions. Section II includes relevant background information. In Section III we obtain bounds on the first and second moments of the maximum power coupling between the transmitter and receiver. In Section IV we bound the probability of error for on-off keying (OOK) atmospheric optical communication links. Section V analyzes the ergodic capacity of near-field links and Section VI concludes with some discussion.
II. BACKGROUND

A. Wave Propagation Model
To simplify some of the results in Section III so that their numerical evaluation becomes feasible, we restrict our attention to a 2-D propagation model, i.e., 1-D apertures, plus one propagation dimension. The basic structure of near field versus far field propagation is the same in this 2-D model as found in the real world 3-D case. Consider a line-of-sight propagation path in which the transmitter and receiver apertures are placed in parallel, as shown in Fig. 1 . For high data rate communications, temporal variations in the refractive index field can be suppressed because turbulence changes on msec time scales [3] , leaving only spatial variations. Furthermore, it has been shown that turbulent atmosphere exhibits negligible depolarization [5] , thus consideration of linearly polarized fields leads to scalar field equations. Let us use U i (ρ, t) to denote the scalar complex envelope of the quasimonochromatic transmitted field, where ρ ∈ R 1 is the transverse coordinate in the transmitter aperture. The extended Huygens-Fresnel principle [6] states that the scalar complex envelope
is the atmospheric propagation Green's function. Here, the complex field envelopes are with respect to optical (carrier) frequency ω o , given by w o = 2πc/λ in terms of their center wavelength λ, k = ω o /c is the wave number, and χ(ρ , ρ) and φ(ρ , ρ) are turbulence-induced log-amplitude and phase fluctuations at (ρ , z = L), due to a monochromatic point source at (ρ, z = 0). In the weak perturbation regime for turbulence, χ(ρ , ρ) and φ(ρ , ρ) are real-valued, statistically homogeneous and isotropic, jointly Gaussian random fields 2 [3] . Our work only requires the log-amplitude structure function, crosscovariance function and the two-source spherical-wave wave structure function given respectively by [3] 
1 The units of these fields are , so that R 1 |U i (ρ, t)| 2 dρ is the short-time average power transmitted through the R 1 aperture at time t. 2 The average output intensity |Uo(ρ , t)| 2 obtained from this statistical model includes the beam tilt and wander effects, which are frequently the dominant concern in atmospheric optical power transfer.
The C 2 n in these equations is the turbulence strength parameter, which we have taken to be uniform along the propagation path.
B. Normal Mode Decomposition
The normal mode decomposition corresponds to obtaining the input and output eigenfunctions (diffraction modes) and associated singular values (single-pass diffraction losses) of the linear transformation defined by (1) . For the atmospheric propagation channel impulse response h(ρ , ρ), we define the
, which is Hermitian and positive semi-definite by construction. This kernel has a complete, orthonormal (CON) set of eigenfunctions on R 1 , Φ m (ρ) : 1 ≤ m < ∞ , and a set of associated eigenvalues, [3] . With no loss of generality we shall assume these eigenfunctions are arranged in order of decreasing eigenvalues. We use this set of input eigenfunctions and associated eigenvalues to define a CON set of output eigenfunctions on
The atmospheric propagation impulse response is then decomposed into an infinite set of parallel channels as follows:
Because h(ρ , ρ) is a random field, the eigenvalues and the associated input and output eigenfunctions will, in general, be random as well. Nevertheless, because the atmosphere is a passive medium, all its eigenvalues η m : 1 ≤ m < ∞ must lie in the interval [0, 1]. It can be deduced from (5) that the power transfer properties of the atmospheric channel are characterized by the eigenvalues of the normal mode decomposition. It has been shown that far-field and near-field power transfer regimes can be distinguished by comparing the effective instantaneous Fresnel number,
2 dρ dρ with 1, where D f 1 is the far-field regime and D f 1 is the near-field regime [4] , [3] . The average value of the effective Fresnel number is d 1 d 2 /λL = D fo , where D fo is the corresponding free-space Fresnel number.
III. MAXIMUM POWER TRANSFER STATISTICS
For OOK signals, the input field may be factored into a spatial beam pattern multiplied by an OOK temporal modulation, with the former determining the relevant power transfer characteristics. Suppressing, for now, the temporal modulation, and using the input eigenfunctions of the normal mode decomposition, we can write (6) where 
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, by virtue of the normal-mode behavior, and the output power collected over R 2 is therefore ∞ m=1 |u im | 2 η m . Thus, the fractional power transfer from R 1 to R 2 that is achieved by the transmitter field pattern
It is clear from (6) and (7) that the transmitter field U i (ρ) = √ P s Φ 1 (ρ) maximizes the R 1 -to-R 2 power transfer. For freespace propagation this approach has proven fruitful [7] . In the turbulent atmosphere however, this strategy is undermined by the fact that the channel is random. Certain asymptotic characteristics of the maximum eigenvalue and its input and output eigenfunctions have been derived [4] , but complete results for normal-mode statistics have yet to be obtained. In this section, we focus on the first and second moments of η 1 .
If we assume U i (ρ) has unity power, but is otherwise arbitrary, we can express the fractional power transfer when this field is transmitted from R 1 as
Equation (7) implies γ ≤ η 1 , from which it follows that moments of γ are less than the corresponding moments of η 1 , i.e., γ n ≤ η n , ∀n > 0, where we have dropped the subscript of η 1 because in all that follows our focus will be only on the maximum eigenvalue.
A. Deterministic Input Fields
If the input field is restricted to deterministic functions, then via (8) , γ can be expressed as
where, with the help of the wave structure function,
for ρ 1 , ρ 2 ∈ R 1 is the average kernel, viz., the average of the instantaneous kernel over all possible turbulence states. We see from (9) and the normal mode decomposition of K ρ 1 , ρ 2 that the highest achievable power transfer by a deterministic input field is the maximum eigenvalue of the average kernel, which is a lower bound on the mean of the maximum eigenvalue of the turbulent-atmosphere kernel [4] , [3] .
1) Focused Beam:
In the limit of D fo 1 and D fo 1 the maximum-eigenvalue input eigenfunction of the atmospheric propagation kernel converges to a focused beam [4] . Therefore, one would expect that a focused beam input field would yield a tight bound on the average of the maximum eigenvalue, although, because this field is deterministic, it cannot yield a tighter bound than the maximum eigenvalue of the average kernel. By substituting a unity-power focused beam (9), we obtain 
B. Second Moment Bound with Focused Beam
Because γ ≤ η, we know that γ 2 ≤ η 2 . If the input field is assumed to be a unity-power focused beam, γ 2 can be reduced to the four dimensional integral
where
where the first inequality follows from the positivity requirement on the variance of γ, and the second inequality is due to the fact that γ 2 ≤ γ. Furthermore, because γ converges to unity as D fo → ∞, the variance of γ must asymptotically converge to zero. Figure 3 shows some variance values obtained by numerically evaluating (12) for moderate D fo in mild turbulence conditions. Note that the computed variances satisfy their bounds, but they do not demonstrate a convincing convergence towards zero. 
IV. OOK ERROR PROBABILITY BOUNDS
Here we obtain error probability bounds for atmospheric optical links that use OOK, either with heterodyne reception as shown in Fig. 4 (a) or with direct detection as in Fig. 4(b) . We assume the transmitted field is U i (ρ, t) = √ P s s(t) Φ 1 (ρ), where P s is the signal power and the temporal modulation s(t) is either 0 or 1 over the bit interval 0 ≤ t < T. The (unconditional) probability of error can be written in terms of the probability of error conditioned on the maximum eigenvalue of the atmospheric propagation kernel and the probability density function of the maximum eigenvalue as
The conditional probability of error expressions are [8] Pr(error|η) =
where n s η is the average number of detected signal photons over a m = 1 bit interval and n N is an effective average number of detected noise photons over a bit interval. Because it is not feasible to derive the probability density function of η, we consider the set of all probability distributions on [0, 1] with given mean η and variance σ 2 η values. Within this set of possible distributions for η, we attempt to find those which result in maximum and minimum error probabilities. Note that if we choose η and σ 2 η equal to the powercoupling mean and variance of a sub-optimal input field, the bounds we derive will apply to a communications system that employs that particular choice of field. Furthermore, because the power coupling with a sub-optimal field is no greater than the power coupling with the maximum-eigenvalue eigenfunction, the maximum error probability derived under those constraints will also be an upper bound on the error probability achieved with the maximum-eigenvalue eigenfunction. Much of the work in this section rests upon the following lemma due to Markov [9] : 
Ω(t)p(t)
dt is achieved by a unique distribution which has mass concentrated at point t = a and an interior point t 0 . The minimum value of this integral is attained with a unique distribution which has mass concentrated at point t = b and an interior point t 1 .
For coherent detection it is easily verified that the third derivative of (14) is strictly negative for all η ∈ (0, 1]. Then, applying Lemma 1 to (13) we can obtain the distributions of η which achieve the extremum error probabilities [10] . The error probability bounds obtained from these distributions are
(17) For direct detection, the third derivative of (15) is positive if η < 2 √ n N /n s and negative otherwise. Therefore it is not possible to directly apply Lemma 1. However, it can be applied to the approximation in which the Q-function in (15) is replaced with its second order Taylor series approximation for 0 ≤ η ≤ 2 √ n N /n s . The corresponding approximate error probability bounds are then
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A. Unimodal Distribution Bounds
Based on physical observations and general understanding of atmospheric turbulence, it is highly unlikely that the maximum power coupling between the transmitter and receiver would behave as a two-level switch. It is therefore desirable to impose further constraints on the probability distribution function of η, such that distributions consisting of a finite collection of impulses are eliminated. One such constraint is to assume that η has a unimodal probability distribution over [0, 1]. It is not possible to rigorously justify that η must be unimodal in the near field. However, because many theoretical and heuristic models assign unimodal densities to η in the far field [1] , it is a plausible assumption for the near field.
A real random variable X is said to be unimodal about a mode ν if its distribution function F (x) is convex on (−∞, ν) and concave on (ν, ∞). Furthermore it has been shown in [11] that X is unimodal about ν if, and only if, there exist independent random variables U and Z such that U is uniform on [0, 1] and ν + UZ has distribution F (x).
With η unimodal, we can write the unconditional error probability for coherent detection as
Placing bounds on the unconditional error probability thus becomes the problem of finding probability distributions for Z on [−ν, 1 − ν] which yield the extremal values of (21), given Z and σ 2 Z . For a given mode g(z; ν) has a negative third derivative, which warrants the use of Lemma 1 on (21). The unimodal densities for η which yield extremal error probabilities can be derived to be two-piece piecewise constant distributions, with one of the pieces degenerating to an impulse for some values of Z, σ 2 Z and ν [10] . A relevant distinction between the two densities is that the minimizing density is zero below some positive threshold, while the maximizing density is non-zero down to η = 0.
The maximum unconditional error probability is derived to be Pr max (error) =
for z 0 = Z +σ 2 Z /(Z +ν) = 0, and the second term is replaced
The minimum unconditional probability of error, on the other hand is Pr min (error) =
for
, and the second term is replaced by
For direct detection the unconditional error probability expression has same form as (21), but the bracketed expression in (20) (20) as explained in the previous section we obtain an approximate functiong(z; ν) with a nonpositive third derivative, the inequality being strict if ν > 2 √ n N /n s (this, in general, is true in the near field). Applying Lemma 1 to 1−ν −νg (z; ν) p(z) dz we find that the maximum unconditional probability of error is closely approximated by
the second term being replaced by
in which the second term is replaced by
The extremal unconditional error probability results above are for a particular mode ν. To find probability error bounds valid for all modes, we simply maximize and minimize, respectively, the preceding upper and lower bounds over the range of possible modes [10] . This maximization and minimization was carried out numerically.
The maximum and minimum probability of error curves for coherent and direct detection receiver systems are shown in Fig. 5(a) and Fig. 5(b) respectively. The figures indicate that the two-impulse worst case distribution reaches a floor for n s 1. This is because, in this worst-case scenario, there is a positive probability that none of the transmitted power will be received. Therefore, no matter how many signal photons are transmitted, the probability of this zero power-transfer event will dominate the overall error probability. The worstcase unimodal distribution on the other hand, is a two-piece, piecewise constant distribution with a non-zero probability density down to η = 0. Thus, it can be shown that for n s 1, when most of the area underneath the conditional error probability expressions are concentrated around η = 0, the unconditional error probability results will decay as 1/n s .
The best-case error probability results, on the other hand, are dramatically different from their worst-case counterparts. The error probability results when no fading is present decrease exponentially with n s . The best-case two-impulse distribution has impulses at 1 and some other intermediate point, and therefore the error probability consists of two exponentially decaying terms. As n s gets large the contribution to the error probability from the impulse at η = 1 will become negligible and the error probability will be dominated by the intermediate point. Thus, for n s 1, the error probability will decay exponentially, at a fraction of the rate of the non-fading case. The minimizing unimodal distribution is a two-piece piecewise constant distribution, with a density that is zero for η values below some positive threshold. Thus, when n s is large enough, the area underneath the tail of the conditional probability expressions will be very small, and the error probability will decay exponentially, again at a fraction of the non-fading rate.
V. NEAR-FIELD CHANNEL CAPACITY
A. Coherent Detection
The capacity construct for coherent detection is developed from the following channel model. A set of M messages is mapped to a set of signals, {X(t)}, representing the complex time modulation on the transmitted optical wave with an average power constraint of P , i.e., E |X(t)
The channel multiplies X(t) by
√ η and then adds a stationary, zero-mean, complex white Gaussian noise process with independent, identically distributed real and imaginary parts, each with double-sided power spectral density N 0 /2. The combined waveform is then filtered by an ideal low-pass filter with bandwidth W , to give the channel output waveform. Assuming η is known to both the transmitter and the receiver, this channel is a band-limited complex Gaussian channel whose capacity is known to be C I = 2W log 2 (1 + P η/(2N 0 W )) bits/second [12] . If η were constant for all time and known to both ends, the transmitter would simply use a codebook suitable for a transmission rate R < C I , which would yield arbitrarily small probability of error as T → ∞. However, due to the evolution of turbulent eddies and the drift effect caused by winds, the turbulent state of the atmosphere will change over time, changing the value of η. Therefore the instantaneous capacity cannot be achieved over long periods of time. A more insightful measure of capacity is to consider the long term average of the instantaneous capacities; i.e. C E = lim T →∞ 1 T T 0 C I t ; η(t) dt . Given the knowledge of η(t) for all time, the transmitter generates a codebook for each distinct value of η(t) and encodes a symbol over all time intervals in which η(t) takes the same value, hence achieving the instantaneous capacity at every time instant t. Then, as T goes to infinity, the capacity of the channel becomes C E . Because η(t) is assumed to be an ergodic process C E is equal to the ensemble average of the instantaneous capacity, i.e.,
When the channel bandwidth W is sufficient to ensure that P/2N 0 W 1 , C E simplifies to the power-limited result
In the power-limited regime, the capacity is linearly proportional to the input power and the average of the maximum eigenvalue. The lower bounds on η derived in Section III suggest that there are diminishing returns to increasing the free-space Fresnel number of a link geometry in terms of capacity. Therefore, increasing average input power rather than the free-space Fresnel number will be more rewarding for links operating deep in the near-field regime. For a link that is not sufficiently broadband to enjoy power-limited capacity, obtaining its ergodic capacity requires knowledge of the probability distribution for η. In the absence of this knowledge, however, we can still derive bounds on the capacity, imposing only a mean constraint on the distribution of η. Because C I (η) is concave for η ∈ [0, 1], we use Jensen's inequality to upper bound (26), and bounding C I (η) from below with a chord intersecting C I (η) at the end points gives the lower bound:
The normalized difference between these ergodic capacity bounds and zero transmission loss capacity are plotted in Fig. 6(a) versus the free-space Fresnel number for moderate turbulence, when either a focused beam or the maximumeigenvalue eigenfunction of the average kernel are used as the transmitter spatial field. Because the mean of the maximum eigenvalue approaches 1 very rapidly in the near field, links operating in the near field with moderately large free-space Fresnel numbers almost achieve the no-fading capacity. coupling given by any sub-optimal field is a lower bound on η, the lower bounds obtained for these sub-optimal fields are also lower bounds on the ergodic capacity when the maximumeigenvalue eigenfunction is used.
B. Direct Detection
Our capacity construct for shot-noise limited direct detection builds from the following channel model. The channel input is a non-negative, real waveform λ(t) satisfying a peak power constraint A (0 ≤ λ(t) ≤ A for t ∈ [0, T ]) and average power constraint σA (
The channel scales λ(t) by the power coupling η and adds a constant λ 0 representing photodetector dark current and background light. The channel output is an inhomogenous Poisson counting process with rate ηλ(t) + λ 0 . Assuming η is known to both the transmitter and the receiver, the capacity of this channel is the well known capacity of a direct detection Poisson channel [13] , given by C I (η) = ηA [ C I (η) p(η) dη. It can be shown that C I (η) is a convex function. Thus, employing the same methods yielding (28), we obtain C I (η) ≤ C E ≤ η C I (η = 1) for a given mean constraint η. Figure 6(b) is a plot of the normalized difference between the zero-loss capacity and these ergodic capacity bounds in mild turbulence conditions. The plot shows two sets of bounds, corresponding to the cases when the maximumeigenvalue eigenfunction of the average kernel is used as the transmitter spatial field and when a focused beam is used. The mild turbulence results indicate that the lower bound achieves 99% of the zero-loss capacity with the focused beam when D fo ≥ 28 and with the maximum-eigenvalue eigenfunction of the average kernel when D fo ≥ 6.
VI. CONCLUSION
In this article we have attempted to establish a better understanding of the performance of atmospheric optical communication links operating in the near field power transfer regime. Our efforts were concentrated in two areas: increasing our understanding of the first and second moment behavior of maximal power coupling due to atmospheric propagation and using these results to obtain probability of error and capacity bounds for near-field atmospheric optical links. In Section III we derived lower bounds on the average power transfer using deterministic input fields, and obtained a lower bound on the second moment for a focused beam. These bounds can be made tighter by using adaptive input fields [10] . In the next section, we utilized these bounds to obtain probability of error bounds on OOK systems. We showed that performance can be dramatically different, depending on the distribution of the power coupling. Finally in Section V we obtained tight bounds on the ergodic capacity of these communication systems.
