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1. Introduction
There are many open problems of group theory which arise in studying of problems of
natural sciences such as physics, mechanics, biology and so on. For instance, a configuration
of a physical system on tree can be considered as a function defined on the set of vertices
of the tree (see [3], [5], [10]). On the set of configurations of a model one defines a Gibbs
measure. To introduce periodic and weakly periodic Gibbs measures one needs subgroups
of the group representation of the tree ( [9]). The invariance property of subgroups of
group representation of Cayley tree is sufficient to study periodic or weakly periodic Gibbs
measures on a Cayley tree.
For any normal subgroup of finite index of group representation of Cayley tree, the
invariance property holds, that’s why the theory of periodic and weakly periodic Gibbs
measures corresponding to normal subgroups has been well developed. On the other hand
side, up to now for any subgroup (not normal) of the group representation of the tree,
the invariance property has not been proved, so there is no any result weakly periodic and
periodic Gibbs measures corresponding to subgroups (not normal) of group representation
of Cayley tree (see detail in [9]).
Thus, if the invariance property holds then we can study periodic and weakly periodic
Gibbs measures corresponding to an arbitrary subgroup of finite index of group represen-
tation of Cayley tree.
In this paper we find a certain condition on subgroups (not normal) of the group
representation of Cayley tree under which the invariance property holds.
2. Invariance property and its applications
2.1. Subgroups of odd index. Let Gk be a free product of k + 1 cyclic groups of the
second order with generators a1, a2, ...ak+1, respectively.
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Theorem 1. [9]
1. The group Gk does not have normal subgroups of odd index (6= 1).
2. The group Gk has normal subgroups of arbitrary even index.
By Theorem 1 we can conclude that any subgroup of odd index of the group Gk is
not normal subgroup. Up to now, the problem of existence of subgroup of any odd index
of the group Gk has been being an open problem. Here, we give subgroups of index 2s+ 1
of the group Gk, where s ∈ N.
Let Nk = {1, 2, ..., k+1} and A0 ⊂ Nk, 0 ≤ |A0| ≤ k−1. (A1, A2) be a partition of the
set Nk\A0. Put mj be a minimal element of Aj, j ∈ {1, 2}. Then we consider the function
uA1A2 : {a1, a2, ..., ak+1} → {e, a1..., ak+1} (where e is identity element) given by
uA1A2(x) =
{
e, if x = ai, i ∈ Nk \ (A1 ∪ A2)
amj , if x = ai, i ∈ Aj, j = 1, 2.
(2.1)
For 1 ≤ q ≤ s define γs :< e, am1 , am2 > →< e, am1 , am2 > by the formula
γs(x) =

e if x = e
am1am2am1 ...amj if x ∈ {am1am2am1 ...amj︸ ︷︷ ︸
q
, am2am1am2 ...am3−j︸ ︷︷ ︸
2s+1−q
}
am2am1am2 ...amj if x ∈ {am2am1am2 ...amj︸ ︷︷ ︸
q
, am1am2am1 ...am3−j︸ ︷︷ ︸
2s+1−q
}
γs(amj ...γs(amjam3−j ...am3−j︸ ︷︷ ︸
2s
)) if x = amjam3−j ...am3−j , l(x) > 2s
γs(amj ...γs(am3−jamj ...amj︸ ︷︷ ︸
2s
)) if x = amjam3−jamj ...amj , l(x) > 2s,
(2.2)
where l(x) is the length of x.
Denote
=sA1A2(Gk) = {x ∈ Gk| γs(uA1A2(x)) = e} (2.3)
Lemma 1. Let (A1, A2) be a partition of the set Nk\A0, 0 ≤ |A0| ≤ k − 1. Then x ∈
=sA1A2(Gk) if and only if the number l(uA1A2(x)) is divisible by 2s+ 1.
Proof. Let x = ai1ai2 ...ain ∈ Gk and l(uA1A2(x)) be odd (the case even is similar). Then we
can write uA1A2(x) = amiam3−i ...amiam3−iami . Then γs(uA1A2(x)) is equal to
γs(amiam3−i ...amiam3−iami) = γs(amiam3−i ...amiγs(am3−jamj ...amj︸ ︷︷ ︸
2s
)) =
= γs(amiam3−i ...am3−iami︸ ︷︷ ︸
l(uA1A2 (x))−2s−1
) = ...
We continue this process until the length of the word γs(uA1A2(x)) will be less than 2s+ 1.
From γs(uA1A2(x)) = e we deduce that l(uA1A2(x)) is divisible by 2s+ 1.
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Conversely, if l(uA1A2(x)) is divisible by 2s + 1 then x is generated by the elements
am1am2am1 ...am1︸ ︷︷ ︸
2s+1
and am2am1am2 ...am2︸ ︷︷ ︸
2s+1
. Since γs(am1am2am1 ...am1︸ ︷︷ ︸
2s+1
) = γs(am2am1am2 ...am2︸ ︷︷ ︸
2s+1
) =
e, we get x ∈ =sA1A2(Gk). 
In spite of giving a full description of subgroups of the group Gk is too hard, there are
some papers which devoted to the description of normal subgroups of Gk.(see [4], [8]) The
next proposition gives us a full description of all (not normal) subgroups of index three.
Proposition 1. For the group Gk the following equality holds
{K| K is a subgroup of Gk of index 3} =
= {=1A1A2(Gk)| A1, A2 is a partition of Nk \ A0}.
Proof. Let K be a subgroup of the group Gk with |Gk : K| = 3. Then there exist p, q ∈ Nk
such that |{K, apK, aqK}| = 3. Put
A0 = {i ∈ Nk| ai ∈ K}, A1 = {i ∈ Nk| ai ∈ apK}, A2 = {i ∈ Nk| ai ∈ aqK}
From |Gk : K| = 3 we conclude that {A1, A2} is a partition of Nk \ A0. Let mi be a
minimal element of Ai, i = 1, 2. If we show that =1A1A2(Gk) is a subgroup of Gk (cor-
responding to K) then it’ll be given one to one correspondence between given sets. For
x = ai1ai2 ...ain ∈ =1A1A2(Gk), y = aj1aj2 ...ajm ∈ =1A1A2(Gk) it is sufficient to show that
xy−1 ∈ =1A1A2(Gk). Let uA1A2(x) = amiam3−i ....ams , uA1A2(y) = amjam3−j ....amt , where
(i, j, s, t) ∈ {1, 2}4. Since uA1A2 is a homomorphism we have
l
(
uA1A2(xy
−1)
)
=
{ |l (uA1A2(x))− l(uA1A2(y−1)) |, if s = t
l (uA1A2(x)) + l(uA1A2(y
−1)) , if s 6= t.
By Lemma 1 we see that l (uA1A2(x)) is divisible by 3 and l (uA1A2(y
−1)) =
l
(
(uA1A2(y))
−1) is also divisible by 3, so l (uA1A2(xy−1)) is a multiple of 3, which shows
that xy−1 ∈ =1A1A2(Gk). 
2.2. The invariance property. Now, we study the invariance property for above defined
subgroups of the group Gk.
For any element x of Gk, denote by x↓ on element which satisfies the following con-
dition: x−1 · x↓ ∈ {ai | i ∈ Nk}. The set of all direct successors of x is defined by
S(x) = {y ∈ Gk |y↓ = x}.
Proposition 2. (Invariance property) For Ai = {mi} and x, y ∈ Gk if γs(uA1A2(x)) =
γs(uA1A2(y)), γ(uA1A2(x↓)) = γs(uA1A2(y↓)) then
〈γs(uA1A2(xai)) | xai ∈ S(x)〉 = 〈γs(uA1A2(yai)) | yai ∈ S(y)〉,
where 〈...〉 stands for ordered k-tuples.
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Proof. If i /∈ A1 ∪ A2 then it is easy to check that uA1A2(xai) = uA1A2(x). Consequently,
γs(uA1A2(xai)) = γs(uA1A2(x)) = γs(uA1A2(y)) = γs(uA1A2(yai)).
For the case i ∈ A1 ∪ A2, we show γs(uA1A2(xai)) 6= γs(uA1A2(x)) i.e., γs(uA1A2(xami)) 6=
γs(uA1A2(x)). If l(uA1A2(xami)) ≥ 4s + 2, then we denote x(1) as a new element which
occurs by removing the last 4s + 2 letters of uA1A2(x). Clearly, γs(uA1A2(xami)) =
γs(uA1A2(x
(1)ami)). If l(x
(1)ami) ≥ 4s + 2 then we’ll continue the above process and get
another element x(2), and chosen element satisfies the following
γs(uA1A2(x
(1)ami)) = γs(uA1A2(x
(2)ami)).
This process carries on when we get l(x(n)ami) < 4s+ 2. Hence, we get
γs(uA1A2(x
(n)ami)) = γs(uA1A2(x
(n−1)ami)) = ... = γs(uA1A2(xami)),
and γs(uA1A2(x
(n))) = γs(uA1A2(x)). Similarly, we get γs(uA1A2(y
(r))) = γs(uA1A2(y)), where
l(y(r)ami) < 4s+ 2, r ∈ N.
If x(n) = y(r) then from x↓ = y↓ we have
〈γs(uA1A2(xai)) | xai ∈ S(x)〉 = 〈γs(uA1A2(yai)) | yai ∈ S(y)〉.
Let x(n) 6= y(r). In this case, from defining of the function γs one gets l
(
(x(n))−1y(r)
)
=
2s + 1. Hence, the last letters of words x(n) and y(r) coincide and we can conclude that
γs(x
(n)amj) = γs(y
(r)am3−j), j ∈ {1, 2}. From the last equality and conditions of the propo-
sition, the following equality holds: 〈γs(uA1A2(xai)) | xai ∈ S(x)〉 = 〈γs(uA1A2(yai)) | yai ∈
S(y)〉. 
Generally speaking, Proposition 2 does not hold for all cases. Now, we give one
example which Proposition 2 doesn’t hold.
Example 1. Let K := =1{1,3}{2}(G2) and we choose x = a2a1a2, y = a1a3. Then we
have γ1(u{1,3}{2}(x)) = γ1(u{1,3}{2}(y)), γ(u{1,3}{2}(x↓)) = γ1(u{1,3}{2}(y↓)). On the other
handside,
〈γ1(u{1,3}{2}(xai)) | xai ∈ S(x)〉 = 〈a2, a2〉,
〈γ1(u{1,3}{2}(yai)) | yai ∈ S(y)〉 = 〈a1, a2〉.
Namely, the invarience property does not hold: 〈a2, a2〉 6= 〈a1, a2〉.
Now we introduce an equivalence relation on Gk. Namely, elements x and y are called
equivalent (x ∼ y) if it satisfies this condition: γ(uA1A2(x) = γ(uA1A2(y).
Let K0 be a subgroup of Gk and Gk/K0 = {K0, K1, K2, ..., K2s}, where Ki, i ∈
{0, 1, ..., 2s} are cosets.
For i ∈ {1, 2, ..., 2s} we denote
S1(x) = S(x) ∪ {x↓}, qi(x) = |S1(x) ∩Ki|, Q(x) = (q0(x), q1(x), q2(x), ..., q2s(x)), (2.4)
and
qi(K0) = qi(e) = |{j : aj ∈ Ki}|, Q(K) = (q0(K0), ..., qn−1(K0)). (2.5)
Corollary 1. Let |Aj| = 1, for j = 1, 2. If x ∼ y, then qi(x) = qi(y) for i = 0, ..., 2s.
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Proof. If p /∈ A1∪A2, then from x ∼ y, one gets xai ∼ x ∼ y ∼ yai. That’s why it suuficies
to check the case p ∈ A1 ∪ A2. Let p ∈ A1 (the case p ∈ A2 is similar) and xap ∼ yap
then by virtue of Proposition 2, the relation xaq ∼ yaq, q ∈ A2 holds i.e., qi(x) = qi(y).
Analogously, if xap  yap then from the second lemma we get xap ∼ yaq and xaq ∼ yap.
Also, in that case we have qi(x) = qi(y). 
Theorem 2. Let K0 ∈ =sA1A2(Gk), |Aj| = 1 for j = 1, 2. For any x ∈ Gk, there exists a
permutation pix of the coordinates of the vector Q(K0) such that
pixQ(K0) = Q(x).
Proof. Clearly, S1(x) = xS1(e) = {xa1, xa2, ..., xak+1}. By Proposition 2 and Corollary 1,
for any i = 0, 2s there exists j(i) ∈ {0, 1, 2, ..., 2s} such that
qi(K0) = |{j : aj ∈ Ki}| = |{xam : xam ∈ Kj(i)}| = qj(i)(x).
As a result, we choose a permutation as pix(i) = j(i). 
2.3. Application of the invariance property. A Cayley tree (Bethe lattice) Γk of order
k ≥ 1 is an infinite homogeneous tree, i.e., a graph without cycles, such that exactly k + 1
edges originate from each vertex. Let Γk = (V, L) where V is the set of vertices and L that
of edges (arcs). It is known that there exists a one to one correspondence between the set
of vertices V of the Cayley tree Γk and the group Gk (see [9]).
We consider models where the spin takes values in the set Φ := {−1, 1}, and is
assigned to the vertexes of the tree. For A ⊂ V a configuration σA on A is an arbitrary
function σA : A→ {−1, 1}. Denote ΩA = {−1, 1}A the set of all configurations on A.
The (formal) Hamiltonian of ferromagnetic Ising model is:
H(σ) = −J
∑
〈x,y〉∈L
σ(x)σ(y), (2.6)
where J > 0 is a coupling constant and 〈x, y〉 stands for nearest neighbor vertices. For a
fixed x0 ∈ V , called the root, we set
Wn = {x ∈ V | d(x0, x) = n}, Vn =
n⋃
m=0
Wm, (2.7)
where d(x, y) (distance from x to y on the Cayley tree) - is the number of edges of the
shortest path from x to y.
Define a finite-dimensional distribution of a probability measure µ in the volume Vn
as
µn(σn) = Z
−1
n exp
{
−βHn(σn) +
∑
x∈Wn
hxσ(x)
}
, (2.8)
where β = 1
T
, T > 0-temperature, Z−1n is the normalizing factor, {hx ∈ R, x ∈ V } is a
collection of real numbers and
Hn(σn) = −J
∑
〈x,y〉∈L
σ(x)σ(y).
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We say that the probability distributions are compatible if for all n ≥ 1 and σn−1 ∈ ΦVn−1 :∑
ωn∈ΦWn
µn(σn−1 ∨ ωn) = µn−1(σn−1). (2.9)
Here σn−1 ∨ ωn is the concatenation of the configurations. In this case, according to the
Kolmogorov extension theorem ( [7]), there exists a unique measure µ on ΦVn ,
µ({σ|Vn = σn}) = µn(σn).
Such a measure is called a splitting Gibbs measure corresponding to the Hamiltonian (2.6)
and function hx, x ∈ V.
The following statement describes conditions on hx guaranteeing compatibility of
µn(σn).
Theorem 3. [9] Probability distributions µn(σn), n = 1, 2, ..., in (2.3) are compatible iff for
any x ∈ V the following equation holds:
hx =
∑
y∈S(x)
f(hy, θ). (2.10)
Here, θ = tanh(Jβ), f(h, θ) = arctanh(θ tanhh) and S(x) is the set of direct successors of
x on Cayley tree of order k.
Since the set of vertices V has the group representation Gk. Without loss of generality
we identify V with Gk, i.e., we sometimes replace V with Gk.
Definition 1. Let K be a subgroup of Gk, k ≥ 1. We say that a function h = {hx ∈ R :
x ∈ Gk} is K- periodic if hyx = hx for all x ∈ Gk and y ∈ K. A Gk- periodic function h is
called translation-invariant.
A Gibbs measure is called K-periodic if it corresponds to K-periodic function h. Let
Gk : K = {K1, ..., Kr} be a family of cosets, K is a subgroup of index r ∈ N.
Definition 2. A set of quantities h = {hx, x ∈ Gk} is called K-weakly periodic, if hx = hij,
for any x ∈ Ki, x↓ ∈ Kj.
We note that the weakly periodic set of h coincides with an ordinary periodic one (see
Definition 1) if the quantity hx is independent of x↓.
A Gibbs measure µ is said to be K-weakly periodic if it corresponds to the K-weakly
periodic set of h.
K-weakly periodic Gibbs measure of some models only has been studying for the
case K is a normal subgroup of the group Gk. Now we consider K-weakly periodic Gibbs
measures of Ising model on a Cayley tree of order k for the case K is not normal subgroup
of the group Gk.
Let A0 = {3, ..., k+1}, As = {s}, s ∈ {1, 2}, i.e., mi = i, i ∈ {1, 2}. Now, we consider
functions u{1}{2} : {a1, a2, ..., ak+1} → {e, a1, a2} (defined in (2.1)) and γ :< e, a1, a2 > →
{e, a1, a2} (defined in (2.2)):
u{1},{2}(x) =
{
e, if x = ai, i = 3, k + 1
ai, if x = ai, i = 1, 2 ,
(2.11)
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γ(x) =

e if x = e
a1 if x ∈ {a1, a2a1}
a2 if x ∈ {a2, a1a2}
γ (aia3−i...γ(aia3−i)) if x = aia3−i...a3−i, l(x) ≥ 3, i = 1, 2
γ (aia3−i...γ(a3−iai)) if x = aia3−i...ai, l(x) ≥ 3, i = 1, 2.
(2.12)
Let K∗0 := =1{1}{2}(Gk) (defined in 2.3). Then
K∗0 = {x ∈ Gk| γ(u{1}{2}(x)) = e}.
By using K∗0 is a subgroup of index 3 of the group Gk we define a family of cosets:
G2/K
∗
0 = {K∗0 , K∗1 , K∗2},
where
K∗1 = {x ∈ G2| γ(u{1}{2}(x)) = a1}, K∗2 = {x ∈ G2| γ(u{1}{2}(x)) = a2}.
From notations in (2.4), we have
q0(K
∗
0) = |{a1, a2, ..., ak+1} ∩K∗0 | = |{a3, a4, ..., ak+1}| = k − 1,
q1(K
∗
0) = |{a1, a2, ..., ak+1} ∩K∗1 | = |{a1}| = 1,
q2(K
∗
0) = |{a1, a2, ..., ak+1} ∩K∗2 | = |{a2}| = 1.
Thus, from notations in (2.5) one gets Q(K∗0) = {k − 1, 1, 1}.
Assume now x ∈ K∗1 (case x ∈ K∗2 is similar), namely, γ(u{1}{2}(x)) = a1.
Then γ(u{1}{2}(xa1)) 6= γ(u{1}{2}(xa2)) and {γ(u{1}{2}(xa1)), γ(u{1}{2}(xa2))} = {e, a2},
γ(u{1}{2}(xai)) = a1, i ∈ {3, 4, ..., k + 1}. Consequently,
q0(x) = |{xa1, xa2, ..., xak+1} ∩K∗0 | = 1,
q1(x) = |{xa1, xa2, ..., xak+1} ∩K∗1 | = k − 1,
q2(x) = |{xa1, xa2, ..., xak+1} ∩K∗2 | = 1.
Hence Q(x) = (1, k − 1, 1). By Theorem 2 there exist a permutation of coordinates of
Q(K∗0), i.e., this permutation pix of coordinates of Q(K
∗
0) has the form pix = (12). In Fig.
1, the partitions of Γ2 with respect to K∗0 is given. The elements of the class K
∗
0 , K
∗
1 , K
∗
2
are denoted by blue, red and black respectively.
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Then K∗0 -weakly periodic set of h has the form
hx =

h1, x ∈ K∗0 , x↓ ∈ K∗0
h2, x ∈ K∗0 , x↓ ∈ K∗1
h3, x ∈ K∗0 , x↓ ∈ K∗2
h4, x ∈ K∗1 , x↓ ∈ K∗0
h5, x ∈ K∗1 , x↓ ∈ K∗1
h6, x ∈ K∗1 , x↓ ∈ K∗2
h7, x ∈ K∗2 , x↓ ∈ K∗0
h8, x ∈ K∗2 , x↓ ∈ K∗1
h9, x ∈ K∗2 , x↓ ∈ K∗2 ,
(2.13)
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where hi, i = 1, 9, in view of (2.10) satisfy the following equations:
h1 = (k − 2)f(h1, θ) + f(h4, θ) + f(h7, θ)
h2 = (k − 1)f(h1, θ) + f(h7, θ)
h3 = (k − 1)f(h1, θ) + f(h4, θ)
h4 = (k − 1)f(h5, θ) + f(h8, θ)
h5 = (k − 2)f(h5, θ) + f(h2, θ) + f(h8, θ)
h6 = (k − 1)f(h5, θ) + f(h2, θ)
h7 = (k − 1)f(h9, θ) + f(h6, θ)
h8 = (k − 1)f(h9, θ) + f(h3, θ)
h9 = (k − 2)f(h9, θ) + f(h6, θ) + f(h3, θ).
(2.14)
Consider operator Wk : R
9 → R9, defined by
h′1 = (k − 2)f(h1, θ) + f(h4, θ) + f(h7, θ)
h′2 = (k − 1)f(h1, θ) + f(h7, θ)
h′3 = (k − 1)f(h1, θ) + f(h4, θ)
h′4 = (k − 1)f(h5, θ) + f(h8, θ)
h′5 = (k − 2)f(h5, θ) + f(h2, θ) + f(h8, θ)
h′6 = (k − 1)f(h5, θ) + f(h2, θ)
h′7 = (k − 1)f(h9, θ) + f(h6, θ)
h′8 = (k − 1)f(h9, θ) + f(h3, θ)
h′9 = (k − 2)f(h9, θ) + f(h6, θ) + f(h3, θ).
(2.15)
Note that the system of equations (2.14) is the equation h = Wk(h). It is obvious that the
following sets are invariant with respect to operator Wk :
1) For case k ≥ 2:
I0 = {h ∈ R9 : h1 = h2 = h3 = h4 = h5 = h6 = h7 = h8 = h9},
I1 = {h ∈ R9 : h1 = h2 = h4 = h5, h3 = h6, h7 = h8},
I2 = {h ∈ R9 : h2 = h3;h4 = h7;h5 = h6 = h8 = h9}.
2) For case k = 2:
I3 = {h ∈ R9 : h1 = h6 = h8;h2 = h3 = h4 = h5 = h7 = h9},
I4 = {h ∈ R9 : h1 = h2 = h4 = h6 = h8 = h9;h3 = h5 = h7},
I5 = {h ∈ R9 : h1 = h3 = h5 = h6 = h7 = h8;h2 = h4 = h9}.
Proposition 3. For the Ising model on Γ2 the following assertions hold:
1) All K∗0 -weakly periodic Gibbs measures on invariant set I3 (resp. I4, I5) are translation-
invariant.
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2)For θ ∈ [0.5, 1) there exists two K∗0 -weakly periodic Gibbs measures (not translation-
invariant) on I1 (resp. I2). If θ /∈ [0.5, 1) then any K∗0 -weakly periodic Gibbs measure is
translation-invariant.
Proof. a) It suffices to show the system of equations (2.14) has only root of the form
h1 = h2 = h3 = h4 = h5 = h6 = h7 = h8 = h9. The proof is obvious for the set I0. Now we
prove this assertion for the invariant set I3 (the cases I4, I5 are similar). On the invariant
set I3 = {h ∈ R9 : h1 = h6 = h8;h2 = h3 = h4 = h5 = h7 = h9}, equation (2.14) can be
written as {
h1 = f(h1, θ) + f(h2, θ)
h2 = f(h2, θ) + f(h1, θ).
(2.16)
Right hand sides of the system are the same, and that’s why one gets h1 = h7. Hence, all
K∗0 - weakly periodic Gibbs measures on invariant set I3 are translation-invariant.
b) Now we consider equation (2.14) on the invariant sets: I1, I2. In this case, it is
sufficient to analyze the following equation:
h1 = f(h1, θ) + f(h7, θ)
h3 = 2f(h1, θ)
h7 = f(h9, θ) + f(h3, θ)
h9 = 2f(h3, θ)
(2.17)
which is obtained by restricting the operator W2 to I1 (the case I2 is similar). Using the
fact that
f(h, θ) =
1
2
ln
(1 + θ)e2h + 1− θ
(1− θ)e2h + 1 + θ
and introducing the notations zi = e
2hi , i = {1, 3, 7, 9} and a = 1−θ
1+θ
we obtain the following
system of equations instead of (2.17):
z1 = g(z1)g(z7)
z3 = g
2(z1)
z7 = g(z9)g(z3)
z9 = g
2(z3),
where g(z) = z+a
az+1
. The last system can be rewritten as the following form:
g−1
(
g−1(
√
z3)√
z3
)
= g
(
g2 (z3)
)
g (z3) (2.18)
Using simple analysis one gets
(a2x2 + (1− a) · x− a)
−ax2 + (1− a) · x+ a2 =
((a2 − a+ 1) · x6 + (a3 − a2 + 3a)x4 + (2a2 + a)x2 + a2)
(a2x6 + (2a2 + a) · x4 + (a3 − a2 + 3a)x2 + a2 − a+ 1) ,
where
√
z3 = x. From simple calculation, we have
P (x) := (x− 1) (x+ 1) (ax2 + x(a− 1) + a) ·Q(x) = 0,
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where
Q(x) :=
(
a3 + a2 − a+ 1)x4+(a− a3)x3+(3a3 − a2 + a+ 1)x2+(a− a3)x+a3+a2−a+1.
At first, we show that there is not any positive root of the polynomial Q(x).
Let x ∈ [0, 1]. If a − a3 ≥ 0 then Q(x) > 0. By this occasion, it’s sufficient to check
the case a− a3 ≤ 0:
Q(x) =
(
a3 + a2 − a+ 1) (x4 + 1) + (a− a3) (x3 + x) + (3a3 − a2 + a+ 1)x2 ≥(
a3 + a2 − a+ 1) (x4 + 1) + 2 (a− a3)+ (3a3 − a2 + a+ 1)x2
From a3 + a2 − a+ 1 > 0 and 3a3 − a2 + a+ 1 > 0 we get
Q(x) ≥ (a3 + a2 − a+ 1) (x4 + 1)+2 (a− a3) = a3+a2−a+1+2 (a− a3) = −a3+a2+a+1 > 0
Now we consider the case x ∈ (1,∞). Then
Q(x) =
(
a3 + a2 − a+ 1)x4 + (a− a3)x3 + (a− a3)x ≥(
a3 + a2 − a+ 1)x4 + (a− a3)x4 + (a− a3)x =(
a2 + 1
)
x4 +
(
a− a3)x > (a2 + 1)x+ (a− a3)x ≥ (−a3 + a2 + a+ 1) > 0.
Hence, there is not any positive solution of Q(x). Instead of studying positive
roots of P (x), it’s enough to check positive solutions of the following equation:
(x− 1) (x+ 1) (ax2 + x(a− 1) + a) = 0. If x = 1 then solutions of the system (2.18)
coincide with translation-invariant solutions. It’s easy to check that if a ∈ (0, 1
3
] (resp.
θ ∈ [0.5, 1)) then the quadratic equation ax2 + x(a− 1) + a = 0 has two positive solutions,
i.e., x1,2 =
1−a±√1−3a2−2a
2a
. If a /∈ (0, 1
3
] then this quadratic equation has not any positive
solution. This completes the proof.

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