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Abstract: Visualizing multidimensional data has been a crucial task in recent years regarding the growing amount of
data from various sources. To achieve this, dimensionality reduction algorithms have been used to reduce the number
of dimensions for visualization of the data on a screen. However, these algorithms may fail to faithfully represent high
dimensional data in lower dimensions and eventually lead to erroneous visualizations. In this work, we propose an error
detection algorithm for dimensionality reduction algorithms based on recently developed error prediction algorithms for
medical image registration. The proposed algorithm matches the neighborhoods of high and low dimensional data with
different similarity measures and predicts the errors using a random forest classifier. The results on three datasets show
that the proposed algorithm can successfully detect errors with an accuracy up to 86% and area under the curve score
of 0.81 .
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1. Introduction
With the advance of the internet, online social networks, and data collection and sharing technologies, today we
are living in the era of data. Large amounts of data have been produced each day and a considerable amount
of this data is available to researchers for revealing the underlying patterns. To process such big data and to
extract the intrinsic patterns inside, various machine learning algorithms have been proposed. Among those,
dimensionality reduction (DR) algorithms are one of the most widely used for visualizing and understanding
the patterns inside the data.
It is not possible to visualize high dimensional data with more than three dimensions. Hence, the
dimension of high dimensional data is first reduced to two using DR algorithms and then visualized on a
display. Some examples of this approach are from genome-wide association studies [1], cancer studies [2], single
cell data [3], and computer vision [4]. Furthermore, it is also possible to visualize feature structures between
layers of deep learning architecture using DR algorithms [5].
Dimensionality reduction (DR) algorithms are among unsupervised machine learning algorithms. Their
purpose is to faithfully represent high dimensional data in a lower dimension (embedding) while preserving the
intrinsic structure of the data [6]. Preserving intrinsic structure is achieved by keeping local neighborhoods
as similar as possible in the embedding. There are two possible ways of achieving this task which led us
to group DR algorithms into two classes: linear and nonlinear. Linear DR algorithms [7] embed the high
dimensional data to a linear lower dimensional space. Some examples of linear DR algorithms are principle
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component analysis (PCA) [8], factor analysis [9], and linear multidimensional scaling (MDS) [10]. Nonlinear
DR algorithms either preserve mainly close distances such as stochastic neighbor embedding (SNE) [11], tstochastic neighbor embedding (t-SNE) [12], locally linear embedding [13] or far distances such as Sammon
mapping [14]. There are also nonlinear DR algorithms that use an MDS-based approach and aims to preserve
geodesic distances in the manifold as faithful as possible [15]. For further details about different DR algorithms,
the readers are referred to the comprehensive survey by Maaten et al. [6].
Recently, t-SNE has become one of the most popular DR algorithms because of its faithful representations of the high dimensional data with apparent clusters in lower dimensions. Later, the authors further
improved their original t-SNE implementation using Barnes-Hut approximation [16]. Compared to the original
implementation, t-SNE with Barnes-Hut approximation (BH-SNE) can process larger datasets in substantially
less time.
Although DR algorithms such as t-SNE provide visual insight into the underlying pattern of high
dimensional data, they cannot achieve perfect embeddings. Figure 1 shows two embeddings with several errors.
In case unnoticed, such errors would hamper conclusions drawn from these embeddings in crucial studies such as
cancer research. To detect such errors, several algorithms have been proposed mostly relying on the preservation
of local neighborhood rankings [17–21]. Ranking-based measures consider the neighbors of each sample in both
high dimensional space and the embedding using a cooccurrence matrix. Any change in the local neighborhood
of a sample is considered an error. However, any variation in the neighborhood between high and low dimensions
does not necessarily indicate an error. For example, in [22], Maaten explained this with an illustrative example
of a tie, suit, tuxedo, knot, and rope. A tie is related to both knot-rope and suit-tuxedo. They can be equally
close to each other in high dimensional space regarding Euclidean distance. However, a tie can be close to
knot and rope in one embedding and can be close to suit and tuxedo in an another embedding. This does not
necessarily indicate that one embedding is better than the other. Furthermore, a tie can be close to a tuxedo as
well as a suit. The order of which one is closer may not necessarily be considered an error. Hence, we argue that
ranking difference in the cluster of the samples from the same class may not be considered an “error”. Instead,
a sample in the embedding should be considered an error only if its closest neighbor belongs to a different class.
In this work, we aim to detect such errors in an embedding to inform the observer.

(a)

(b)

(c)

Figure 1. t-SNE embeddigs of two datasets: (a) MNIST [28], (b) fall detection (FD) [29], (c) Swiss-roll datasets,
respectively. MNIST includes 10 , FD has 6 , and Swiss-roll has 2 classes. Each class is depicted with a different color.
Some erroneous embedding local regions are indicated with elipses.

Recently, detecting errors in medical image registration has been the aim of several studies [23–26]. Two
of those studies use matching to extract features from two scans [24, 25] and use this information in a random
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forest (RF) regressor to predict the errors [25]. In this work, we adopt a similar strategy to predict errors
in embeddings. We first extract distances using different similarity measures for each sample from the high
dimensional space based on neighborhoods in high and low dimensions. This constitutes our matching cost
space, and hence features. We use those features in an RF classifier to predict errors in the embedding.
The rest of the paper is organized as follows: In Section 2, we describe the details of our algorithm. The
experimental setup and our experimental results are presented in Section 3 and we elaborate our results in
detail in Section 4. We draw our conclusions in Section 5.
2. Method
The proposed error estimation algorithm starts with extracting features based on matching neighborhoods of
each sample in high dimensional space and the embedding. This approach is similar to the matching of fixed
and moving images in [25]. After the matching, a cost space is created and each element of the cost space is
used as a main feature in the RF classifier.
Let D(xi , xj ) be the distance between two samples xi and xj in high dimensional space, and ND (xi , k)
and Nd (xi , k) denote the k th neighbor of xi in the high and low dimensional spaces, respectively. The Euclidean
distance feature is calculated as:

C(xi , k) =

|D(xi , Nd (xi , k)) − D(xi , ND (xi , k))|
max(D(xi , Nd (xi , k)), D(xi , ND (xi , k)))

(1)

Figure 2 depicts the cost spaces of two samples from an embedding based on the function in Eq. 1. The
selected sample in Figure 2a is correctly located in a neighborhood with similar samples, whereas the sample in
Figure 2b is wrongly placed. Their corresponding distances in the higher and lower dimensions are represented
in Figure 2c and Figure 2d. The difference between the distances in the higher and lower dimensions is smaller
for the correctly embedded sample which represents the correlation between the correctness and the extracted
feature.
In addition to Euclidean, we also extracted features using Cosine, Minkowski distance, and Spearman
rank correlation.
After the feature extraction, feature pooling is applied akin to [23, 25, 26]. Feature pooling enlarges
feature space by extracting new features from the existing ones using the mean filter. Mean filter explores the
spatial coherence and suppresses noise in the feature space. In this work, a moving average filter is used with
various radii. Let Cl (xi , k) be the result of the moving average filter and L be the length of the filter:

Cl (xi , k) =

L−1
1 ∑
C(xi , k − l)
L

(2)

l=0

One important aspect of the proposed algorithm is that the distances are always calculated in high
dimensional space, whereas neighborhoods in both high and low dimensions are taken into account.
There are different fusion strategies for cost measures in the literature. One way to fuse information
coming from various sources is to use machine learning algorithms. In that regard, we also incorporated
a classifier to fuse multiple features extracted using different distance scores to find erroneous samples in the
embedding. The pooled features obtained from four different distance measures over various-sized neighborhoods
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Figure 2. Correct and wrong samples in an embedding (a, b) and their corresponding Euclidean-distance-based cost
(c, d) from Eq. 1, respectively. The selected samples are indicated with a red circle and an arrow.

are cascaded and fed to the classifier. Considering the pooling filter lengths from 2 to 12 (in total 11 ), 50
neighbors of each sample and four distance measures in total provides 2200 features per sample.
In this work, a sample is counted as erroneous if its closest neighbor in the embedding is from a different
class. To classify whether a sample is erroneous or not, a classifier using Cl (xi , k) as features need to be
incorporated. There are several classifiers in the literature with varying performances depending on the task
and data. Among those classifiers, ensemble learners are among the top performers. They achieve high accuracies
by fusing multiple weak learners. Among different ensemble learners, RF [27] is commonly used because of its
considerable performance. RF does not require preprocessing of the input features such as normalization or
standardization, which makes it relatively easy to be applied. Furthermore, RF is robust against overfitting
and requires a fewer number of hyperparameters to be set. It is also the preferred classifier in [23, 25, 26].
Considering all of its advantages and performance in error estimation, RF is used as the classifier at the final
stage of the proposed algorithm.
The flowchart of the proposed algorithm is shown in Figure 3.
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Figure 3. Flowchart of the proposed algorithm.

3. Experiments
We conducted several experiments to test the performance of the proposed algorithm. In the following subsections, we first introduce the datasets and the experimental procedure, then we present our experimental
results.
3.1. Data and experimental setup
We used three datasets in our experiments. Two of those datasets consist of real data and commonly used for
supervised learning, whereas the third one is a synthetic dataset which is commonly preferred in unsupervised
learning tasks.
Our first dataset is the MNIST [28] which consist of 28 × 28 image of handwritten digits. There are
60, 000 training and 10, 000 test samples from 10 classes in total. t-SNE has been shown to have an impressive
performance on this dataset in different publications [12, 16]. We randomly selected 10, 000 samples from this
dataset and used it in our experiments. The resulting embedding after applying BH-SNE is shown in Figure 4a
and embedding with the errors are presented in Figure 4b. The error rate is around 5.12% and erroneous
samples are indicated with red circles. Our second dataset is called fall detection (FD) dataset [29] consisting
of six classes and 16, 382 samples. The resulting embedding using BH-SNE is presented in Figure 4c. Different
from the MNIST dataset, the samples from the same class are more separated. Figure 4d shows the errors in
the embedding. The error rate is around 39.24% , which is substantially higher than the error rate on MNIST
dataset. Our third and final dataset is a synthetically created Swiss-roll dataset. This dataset is specifically
challenging for the dimensionality reduction algorithms because of its complex structure in 3D. The dataset is
randomly created and has two classes and 10, 000 samples. The resulting embedding after applying BH-SNE
and the errors are presented in Figure 4e and Figure 4f, respectively. The error rate is around 2.46% , which
is the lowest error rate in all of the datasets. Although the classes are not distinctively separated, the samples
from the same classes are grouped in the embedding.
The features were extracted in a neighborhood of 50 samples around each sample. The moving average
filter maximum radius, L in Eq. 2, was chosen as 10 . For the RF classifier, we chose the number of estimators
as 50 and maximum depth as 4 . These hyperparameters were optimized using on a separate 10, 000 randomly
selected validation MNIST set that was not used as a test set in our experiments.
In our tests, we used 10 -fold cross-validation on all datasets. The reason of choosing 10 -fold crossvalidation is because it is one of the most frequently used evaluation method in machine learning field and
with 10 -fold cross-validation, all of the data can be used for training and testing without the risk of overlap in
2887

SAYGILI/Turk J Elec Eng & Comp Sci
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Figure 4. Top row shows embeddings of three datasets: MNIST, FD, and Swiss-Roll. The bottom row shows wrongly
erroneous samples in red circles. A sample in an embedding is marked as erroneous if its closest neighbor is from a
different class.

between. Since the distribution of the wrongly and the correctly embedded samples are not balanced, accuracy
would not be the best score to assess the performance. We rather plotted receiver operator characteristics
(ROC) curves and calculated area under the curve (AUC) scores. We also constructed confusion matrices for
each dataset to reveal the performance of the proposed error detection algorithm. Confusion matrices for all
datasets are presented in Table.
3.2. Results
In the subsequent sections, we present our experimental results for each dataset and elaborate further based on
the ROC curves, AUC scores, and the confusion matrices.
3.2.1. MNIST
In many cases, we do not have class labels to train the classifier. However, we can use a pretrained classifier. In
this experiment, we trained our classifier on a different set of 10, 000 samples from MNIST dataset and tested
it on our MNIST dataset. Rather than binary classification results, we used the class probability of each sample
2888
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Table. Confusion matrices from left to right: MNIST, fall detection, and Swiss-roll datasets, respectively. Here,
positive label (p) denotes erroneous and negative label (n) corresponds to correct samples in the embedding.
Prediction outcome

Prediction outcome

Prediction outcome

n

n

n

p

p

p

n

7161

2327

n

5925

4029

n

8500

1254

p

156

356

p

3018

3410

p

185

61

total 7317

2383

actual
value

total 8943

7439

total 8685

1315

as a confidence score indicating the likeliness of being an erroneous sample (similar to a confidence score). To
compare its performance, we utilized neighborhood preservation ratio (NPR) [22] that is normalized linearly
between 0 and 1 and normalized mean absolute error difference (MAE) of Euclidean distance between high
dimensional and low dimensional neighborhoods. Figure 5 shows the results. The total number of erroneous
samples in the embedding is 512. Hence, the first column represents the scatter plots of 512 erroneous samples
with the highest score for each measure. The second column represents the box plots of each measure for each
class ( 1 for erroneous samples and 0 for the correct samples in the embedding). The last column shows the
ROC curves with corresponding AUC scores. The proposed algorithm (the top row) achieved the best AUC
score with a distinctive difference between positive and negative classes as seen on its box plot. The scatter
plot also indicates that the proposed algorithm correctly detected the erroneous samples which generally resides
close to the borders of clusters. In contrast, normalized NPR performed worse than the proposed algorithm but
better than the MAE score.
Figure 6a shows the ROC curve of the MNIST experiment. The red diagonal represents a random decision
with an AUC score of 0.5 . The blue line represents the ROC curve which is further away from the diagonal,
suggesting that the classifier performance is considerably better than a random guess.
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Figure 5. Class probabilities of the proposed algorithm used as confidence score and compared against normalized
NPR and MAE scores. From top to bottom: proposed algorithm, normalized NPR, and normalized MAE of Euclidean
distance. From left to right: scatter plot with 512 samples with highest error scores, box plot of class scores ( 0 : correct,
1 : erroneous), and corresponding ROC curves.
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According to the results, an AUC score of 0.81 and the shape of the ROC curve indicate that our
algorithm can successfully classify wrongly and correctly embedded samples. The confusion matrix is given in
Table. The accuracy is around 75% . The predicted 512 erroneous samples in the embedding with the highest
probability are presented in Figure 6a inside red circles. All of the results show that the proposed algorithm can
successfully detect most of the erroneous samples in the embedding. Furthermore, the class probabilities of RF
algorithm after the prediction can be used as a confidence measure where the top N samples can be specified
as the errors and the rest can be counted as trustworthy.
3.2.2. Fall detection
The FD dataset is a real dataset as MNIST, yet it has more balanced labels compared to MNIST. The number
of correctly located and erroneous samples are almost equal in its embedding. The ROC curve for the FD
experiment is presented in Figure 6b. The ROC curve is closer to the diagonal than the ROC curve of MNIST,
which suggests that the performance of the classifier is worse for this dataset. Additionally, the AUC score
is around 0.59 , which is lower than the AUC value of the MNIST. The accuracy is also lower, around 57%
compared to 75% of the MNIST. We argue that this reasonably lower performance is because of the worse
embedding result from BH-SNE.
3.3. Swiss-roll dataset
Different from the previous two datasets, Swiss-roll dataset is a synthetic dataset which is randomly created
and can be challenging for all dimensionality reduction algorithms. BH-SNE still produced reasonably better
embedding compared to fall detection dataset. The number of errors in the embedding is unbalanced similar
to the MNIST embedding. The ROC curve for the Swiss-roll experiment is shown in Figure 6c. Compared
to MNIST and FD datasets, the ROC performance is in between the two previous results. The AUC score is
0.63 , which is between MNIST and FD datasets in terms of performance. According to the confusion matrix
in Table, the accuracy is around 86% , which is the best accuracy score in all datasets.
4. Discussion
4.1. Prediction performance
Ten-fold cross-validation tests on three different datasets showed that the proposed algorithm can predict erroneous samples in the embedding successfully. The top performance in terms of accuracy was achieved on
Swiss-roll dataset and the top performance in terms of AUC was achieved on MNIST dataset. These performances on two different datasets indicate that the proposed algorithm’s performance is not data-dependent.
We also used the class probabilities as a confidence score to generate the result in Figure 5. Five hundred
and twelve samples with the highest error probability are shown in a red circle. The results showed that the
samples that were far away from the cluster center were indicated as error and most of them were also labeled
as erroneous according to our definition. This result showed that the proposed algorithm can also be used as a
confidence score to indicate untrustworthy samples in the embedding.
The proposed algorithm has two main parameters apart from the parameters of RF classifier. These
are the neighborhood size and moving average filter size. In our experiments, we tried various parameters and
concluded that the optimum neighborhood and moving average filter sizes are 50 and 10 , respectively. However,
there might be better values of those two parameters for different datasets and fine-tuning these parameters
may lead to better performance.
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Figure 6. ROC curves for: (a) MNIST, (b) fall detection, (c) Swiss-roll datasets, respectively.

4.2. Unbalanced labels
The MNIST and the Swiss-roll datasets had unbalanced labels compared to the FD dataset. The numbers of
erroneous samples in the embedding were substantially smaller than the number of correctly embedded samples.
Such unbalanced nature might also hamper the classification performance. FD dataset was more balanced, yet
the performance of BH-SNE on this dataset was not as good as the other two. Hence, a direct comparison of
the performance of the proposed algorithm may not be fair in terms of the effect of unbalanced labels.
4.3. Error definition
In this work, we defined an erroneous sample in the embedding as the sample of which nearest neighbor has a
different label. This definition is based on the discussion in [22], which was discussed in detail in Section 1. We
argue that the performance may also depend on the definition of an error in the embedding.
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4.4. Limitations
Although experimental results on the MNIST and Swiss-roll datasets indicated a reasonably good prediction
performance, the overall performance depends on the quality of the overall embedding. For example, the quality
of the embedding of FD dataset is not as good as MNIST since there are no distinct clusters of samples from
the same class and the performance of the proposed algorithm is also lower.
Although the proposed algorithm does not contain any dataset-specific property, the highest performances
were achieved on MNIST dataset. We argue that this is mainly because of nonexisting distinctive class clusters
in the other two datasets, fall detection and Swiss.
5. Conclusion and future work
In this work, we proposed an error prediction algorithm for embeddings, which was inspired by the error
prediction algorithms from a different field (medical image registration). Experimental results indicated high
accuracies up to 86% and AUC scores around 0.81 on different datasets. These results showed that the proposed
algorithm can successfully indicate erroneous samples in the embedding, which is beneficial in data visualization
and data mining tasks.
The performance of the proposed algorithm can be further enhanced using adaptive (weighted) moving
aggregation strategies. Furthermore, more distance scores may lead to better prediction performances. We plan
to analyze the effect of the distance scores on prediction performance in addition to using enhanced averaging
algorithms.
Recently, the popularity of deep learning algorithms is increasing significantly in parallel to their impressive performances. RF classifier in our algorithm can be replaced with a 1 D convolutional neural networks
(CNN) and better performances can be achieved.
Estimating confidence scores and finding errors are crucial tasks for many areas such as computer vision
and medical data analysis. Since embeddings have been increasingly used for visualizing data and drawing
conclusions, finding errors in an embedding would lead to more correct judgment about the distribution of
the samples inside the data, and hence better conclusions. As an example, the proposed algorithm would
be beneficial for researchers in the field of computer vision to detect wrongly placed outlier images in their
embeddings. Furthermore, adaptive dimensionality reduction algorithms that use the information of erroneous
samples in the embedding to further refine their results may be implemented.
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