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From random matrix theory all the energy levels should be strongly correlated due to the presence
of all off-diagonal entries. In this work we introduce two new statistics to more accurately charac-
terize these long-distance interactions in the disordered many-body systems with only short-range
interaction. In the (p, q) statistics, we directly measure the long distance energy level spacings, while
in the second approach, we randomly eliminate some of the energy levels, and then measure the re-
served η% energy levels using nearest-neighbor level spacings. We benchmark these results using the
results in standard Gaussian ensembles. Some analytical distribution functions with extremely high
accuracy are derived, which automatically satisfy the inverse relation and duality relation. These
two measurements satisfy the same universal scaling law during the transition from the Gaussian
ensembles to the Poisson ensemble, with critical disorder strength and corresponding exponent are
independent of these measurements. These results shade new insight into the stability of many-body
localized phase and their universal properties in the disordered many-body systems.
Sixty years ago Anderson demonstrated that a single
particle can be localized by a random potential from de-
structive interference, known as Anderson Localization
(AL) [1–3]. Meanwhile Wigner developed the idea of ran-
dom matrix theory (RMT) to describe the energy level
spacing in heavy atom unclear with strong interaction
[4–8]. These two theories correspond to two different
physics. In AL, the energy levels are spatially localized
with energy level spacings described by Poisson distri-
bution. In RMT, however, the wave functions are spa-
tially delocalized with strong repulsive interaction, and
the level spacings are described by Wigner surmise in
Gaussian ensembles [9, 10]. The combination of disor-
der and interaction can give rise to many-body local-
ization (MBL) [11–14], which is an important concept
that has been intensively explored in recent years. The
transition from ergodic phase to the MBL phase is ob-
served by increasing disorder strength [15–19]. In ergodic
phase, the eigenstate thermalization hypothesis (ETH) is
valid [20, 21], with entanglement entropy in accord with
the volume law [22, 23] and the level spacings follow the
Wigner surmise [24]. Conversely, the MBL phase breaks
the ETH [25], violates the volume law [26, 27], with level
spacings follow the Possion law [28]. More intriguing fea-
tures of the MBL phase can be found in [29–31].
The disordered many-body models with short range
interaction are obviously totally different from that in
RMT, in which all the matrix entries with identical in-
dependent distribution are presented. This long range
feature can not be captured by the r-statistics based on
nearest-neighbor level spacings [15, 32–34]. In this work
we present two new approaches to characterize the long-
distance level spacings in a disordered many-body mod-
els. In the first approach, we introduce the (p, q) statis-
tics to measure the level spacing ratios between distant
FIG. 1. Two new statistics developed in this work. (a) (p, q)
level spacing ratios and (b) stochastic level spacing ratios.
energy levels. Meanwhile, we randomly eliminate some
of the energy levels, keeping only η% of them, and then
measure the reserved levels using r-statistics. Some ana-
lytical expressions are obtained for these statistics, which
automatically satisfy the inverse relation and duality re-
lation. We find that the results in the disordered many-
body models agree well with the predictions from the
standard Gaussian orthogonal ensemble (GOE) and uni-
tary ensemble (GUE). These new statistics also satisfy
the universal scaling laws during phase transition from
the Gaussian ensembles to the Poisson ensemble (PE),
with critical disorder strength and its exponent indepen-
2TABLE I. Validity of the unified distribution for the three
ensembles. 〈r〉RM is obtained from Gaussian random matrices
with size N = 104 averaged over 2 ·104 realizations, and 〈r〉th
is obtained from Eq. 6.
GOE (β = 1) GUE (β = 2) GSE (β = 4)
p q 〈r〉RM 〈r〉th 〈r〉RM 〈r〉th 〈r〉RM 〈r〉th
1 1 0.5307 0.5359 0.5997 0.6027 0.6744 0.6762
1 2 0.5548 0.5505 0.6266 0.6185 0.7006 0.6919
1 3 0.5606 0.5585 0.6316 0.6271 0.7046 0.7002
1 4 0.5626 0.5635 0.6333 0.6324 0.7059 0.7054
2 1 0.7396 0.7383 0.7870 0.7866 0.8334 0.8340
2 2 0.6744 0.6762 0.7336 0.7335 0.7908 0.7902
2 3 0.6940 0.6919 0.7539 0.7480 0.8090 0.8027
2 4 0.7000 0.7002 0.7589 0.7556 0.8128 0.8092
3 1 0.8202 0.8198 0.8541 0.8540 0.8867 0.8865
3 2 0.7802 0.7811 0.8258 0.8256 0.8665 0.8669
3 3 0.7460 0.7464 0.7970 0.7964 0.8432 0.8429
3 4 0.7618 0.7606 0.8127 0.8087 0.8568 0.8530
4 1 0.8624 0.8624 0.8888 0.8887 0.9139 0.9138
4 2 0.8329 0.8335 0.8685 0.8686 0.8998 0.9000
4 3 0.8132 0.8144 0.8545 0.8544 0.8896 0.8897
4 4 0.7909 0.7902 0.8347 0.8344 0.8736 0.8740
10 3 0.9239 0.9242 0.9412 0.9412 0.9557 0.9557
10 5 0.9157 0.9156 0.9355 0.9356 0.9515 0.9515
10 8 0.9057 0.9054 0.9285 0.9284 0.9462 0.9459
10 10 0.8935 0.8947 0.9184 0.9209 0.9382 0.9419
10 11 0.8997 0.9018 0.9240 0.9264 0.9426 0.9461
10 12 0.9022 0.9055 0.9259 0.9292 0.9438 0.9481
dent of these measurements. Our results shade new in-
sight to the strong energy level interactions and their
stability in disordered many-body systems.
Physical Models and Measurements. We consider the
following disordered spin- 12 spin chain [12, 35–37]
H =
L∑
i=1
J(eiθS+i S
−
i+1 + h.c.) + JzS
z
i S
z
i+1 + hiS
z
i , (1)
where hi is a uniform random potential in [−W,W ],
Si+L = Si from periodic boundary condition and L is the
total length of chain. In case Jz = J , previous inversions
have unveiled a critical disorder strength Wc ∼ 3 − 4
[11, 17, 38, 39]. When W < Wc, it gives an ergodic
phase with energy level spacings to be described by GOE
(θ = 0) or GUE (θ 6= 2pin/L, n ∈ Z [40]). In contrast, in
the MBL phase (W > Wc), it follows the Poisson distri-
bution. In the above model, the total spin Sztot =
∑
i S
z
i
is conserved and in the numerical simulation, we will fo-
cus on the largest subspace with Stot = L/2− [L/2]. Let
us denote the energy levels to be {Ei} sorted in ascending
order, and define the p-level spacing as Spi = Ei+p − Ei,
then we can define the (p, q) level spacing ratios as
r = rp,qi =
min(Spi+q, S
p
i )
max(Spi+q, S
p
i )
, i, p, q = 1, 2, · · · . (2)
The picture for this definition is shown in Fig. 1 (a).
When p < q, there is no overlap between the two p-level
spacings; while when p > q, some overlap between them
exists. In the second approach, we randomly eliminate
some of the energy levels, keeping only η% of them, which
is then measured using the nearest-neighbor r-statistics
(see Fig. 1 (b)). These two measurements aim to explore
the long-distance energy level interactions induced by the
random potential, which is a typical feature RMT.
Random Gaussian Ensembles. To further benchmark
these results, we consider these measurements in the
Gaussian ensembles belonging to GOE, GUE and Gaus-
sian symplectic ensemble (GSE) for β = 1, 2, 4, respec-
tively. The joint distribution function (JDF) is [5],
ρβ(E1, ..., EN ) = Cβ,N
∏
i<j
|Ei − Ej |
βe−
β
2
∑
i
E2i . (3)
To determine the distribution of rp,qi , we need to consider
the JDF at least with order N = p+ q+ 1. In the above
equation, we can define E1 = λ0, Ei = λ0 +
∑i−1
j=1 λj
(i = 2, 3, . . . , N), then we obtain
Pβ(r, p, q) ∝
∫ p+q∏
n=0
dλnρβ(Λ
0
0, . . . ,Λ
p+q
0 )δ(r −
Λp+q1+q
Λp1
),
(4)
where Λba =
∑b
i=a λi. For p = q = 1 and N = 3, the
distribution Pβ(r, 1, 1) is studied in [32]. For N = 4, we
can obtain Pβ(r, 1, 2) and Pβ(r, 2, 1), which can also be
found in [41]. For N > 4, this expression will become
formidable. By analysing the solvable cases with N ≤ 4,
we find that the following quadratic function will always
be presented in square root,
g(r, k) = ak + sgn(q − p)kr + akr
2, (5)
where k = |p − q| + 1 and ak = ak−1 + k with a0 = 0,
and sgn(x) is the sign function with sgn(0) = 1. Here k
can be regarded as how many energy levels are spaced
between two spacings for p < q, or the overlap between
them for p > q. Obviously, g(k, r) > 0 for any r and
k. The key observation is that we assert this quadratic
function is essential for the distribution function.
For p ≤ q, we obtain a very accurate approximated
distribution Pβ(r, p, q), which is given by
Pβ(r, p, q) = Cβ
(r + r2)βp
[g(r, k)]1+
3
2
βp
, (6)
where βp =
p(p+1)
2 β+p−1 and Cβ is the normalized con-
stant. This unified distribution for the three ensembles
are one important finding in this work. It has a number
of interesting features. (I) It automatically satisfies the
inverse relation [32],
Pβ(r, p, q) = Pβ(1/r, p, q)/r
2, (7)
as required by definition of Eq. 2. (II) When p = q, we
find k = 1 and ak = 1, which will yields duality between
3GOE and GSE as following,
P1(r, 2p, 2p) = P4(r, p, p), p = 1, 2, 3, · · · . (8)
It means that the (2p, 2p) distribution in GOE is the same
as (p, p) distribution in GSE. Two examples (p = 1, 2) for
this duality can be found in Table I, and more examples
are listed in Ref. [42]. The duality for p = 1 has been
unveiled by Forrester in [43] from the exact duality in
sense of JDF. Our numerical results may suggest more
relations in these ensembles. For instance, we may even
find P1(r, 7, 7) = P2(r, 5, 5) with 〈r〉RM = 0.8602 [42].
For p > q, there is an overlap between adjacent p-
level spacings. We find that the distribution of r can
also be given by Eq. 6 with some different βp, which can
be written as βp = ap
2 + bp + c for the same q and β.
The values for a, b and c are fitting parameters [44]. In
Table I we present 〈r〉th form Eq. 6 and 〈r〉RM from the
Gaussian ensembles, which exhibit excellent agreement
between these two descriptions.
Next we discuss the stochastic level spacing ratios r′
by considering some randomly selected energy levels (see
Fig. 1 (b)). We find that the distribution in these three
ensembles can still be written as,
Pβ(r
′) = C′β
(r′ + r′
2
)β
′
(1 + tr′ + r′2 )1+
3
2
β′
, (9)
where C′β is a normalized constant and t and β
′ are fitted
parameters, which depends on η. This new distribution
also satisfies the inversion symmetry in Eq. 7. The nu-
merical results and their best fitting can be found in Fig.
2 (a) - (d), and their corresponding β′ and t are pre-
sented in Fig. 2 (e) - (f). When η → 0, we find β′ → 0
and t → 2, which realizes a transition from Gaussian
ensembles to Poisson distribution,
PPE(r
′) =
2
(1 + r′)2
. (10)
This is expected since the stochastic energy levels in
the small η limit has completely erased the correlation
between them, which is the essential assumption dur-
ing the derivation of Poisson distribution [5]. With this
method we may realize some distributions in Laguerre β-
ensembles [45, 46], which exhibit some dualities in JDP
[43]. These results also demonstrate the excellent pre-
dictability of Eqs. 6 and 9.
Poisson Ensemble. Now we consider the (p, q) statis-
tics for Poisson random variables {Ei}. Using the previ-
ous method, we find
PPE(r, p, q) =
∫
∞
0
p+q∏
i=0
dλie
−Λp+q
0 δ(r −
Λp+q1+q
Λp1
). (11)
For p ≤ q, the distribution PPE(r, p, q) is given by
PPE(r, p, q) =
1
Cp
rp−1
(1 + r)2p
. (12)
FIG. 2. (a) - (c) Distribution of the stochastic level spacing
ratios for the three Gaussian ensembles. Red dots are the
numerical results from Gaussian matrices with size N = 104
averaged over 2 ·104 realizations, and the solid lines are corre-
sponding best fit with Eq. 9. The green dashed lines are given
by Eq. 10. (d) The average value of r′, where 〈r′〉RM (open
symbols) are determined numerically from Gaussian ensem-
bles and 〈r′〉fit (solid lines) are calculated from Eq. 9. (e) -
(f) fitted parameters of β′ and t as a function of η.
When p = 1, this function yields Eq. 10. Then we obtain
〈r〉PE =2 F1(2p, 1 + p; 2 + p;−1)Γ(1 + p)p/2F1(p, 2p; 1 +
p;−1)Γ(2 + p), where 2F1 is the hypergeometric series
[47, 48]. The values of this mean value for p = 1 to 6 can
be found in Ref. [42]. This distribution also satisfies the
inverse relation in Eq. 7.
For p > q, we denote x = Λpq+1, then Eq. 11 can be
rewritten as
PPE(r, p, q) =
∫
∞
0
dx
q∏
i=1
dλi
p+q∏
j=p+1
dλje
−Λq
1
−Λp+q
p+1
·
xp−q−1
(p− q − 1)!e−x
δ(r −
x+ Λp+qp+1
Λq1 + x
), (13)
For 0 < r < 1, we find PPE(r, p, q) can be expressed as
PPE(r, p, q) =
2rp−1
(1 + r)2q
2q−1∑
m=0
rmwm, (14)
where wm is given by
wm = (−1)
nYq,n+1f
p
m−n,q−1f
p
−q,m−n−(q+1), (15)
where n = [m/2] and Yi,j is a number of the i-th row and
j-th column of the Yang Hui’s triangle [49], and fpa,b =
4FIG. 3. GOE with θ = 0. (a) In ergodic phase (W = 1)
and (b) in MBL phase (W = 10), where symbols are data
averaged over 4000 realizations in a chain with L = 14, and
dashed lines are these given by Eqs. 6, 11 and 14. (c) The
(p, q) statistics as a function of W . The symbols are the same
as the six cases studied in (a). (d) The stochastic statistics for
different reserved rate η. In (c) and (d) the horizontal dashed
lines are given by 〈r〉th, 〈r
′〉fit or 〈r〉PE. (e) - (h) The data
collapse used to extract the critical disorder strength Wc and
exponent ν for the different measurements. These data are
averaged over 7000, 5000, 4000, 1000 and 300 realizations for
L = 12− 16, respectively.
Γ(p+ b+ 1)/Γ(p+ a). For q = 1, Eq. 14 will yields,
PPE(r, p, 1) =


rp−1(p+ (p− 1)r)
(1 + r)2
, 0 < r < 1
p− 1 + pr
rp(1 + r)2
, r > 1
(16)
which was also shown in [41]. These expressions also
satisfy Eq. 7.
Many-body systems and MBL. Finally we use the above
results to understand the distribution in Eq. 1. In GOE
(Fig. 3), we consider J = 1/2, Jz = 1 and θ = 0 and in
GUE (Fig. 4), we consider J = Jz = 1 and θ = pi/28. We
employ the exact diagonalization (ED) method to study
these two new statistics in a finite system and compare
FIG. 4. GUE with θ = pi/28. (a) In ergodic phase (W =
1). (b) - (c) The variation of 〈r〉 for different (p, q) and η,
respectively. (e) - (f) Methods to extract Wc and ν. The
other legend descriptions are the same as that in Fig. 3.
them with the analytical expressions obtained in the pre-
vious paragraphs. We normalize the eigenvalues using
ε = (E − Emin)/(Emax − Emin), where Emin (Emax) are
the energies of the ground state (highest excited state)
of the system. For different ε, there is a different Wc,
indicating of many-body mobility edges [17, 50–52]. In
this paper, we mainly discuss the case of ε = 0.5±0.15 in
the middle of the spectra. For (p, q) level spacing ratios,
the results are shown in Fig. 3 (a) - (b) and Fig. 4 (a),
with W = 1 to the physics in GOE or GUE, andW = 10
to that in PE. In Fig. 3 (c) - (d) and Fig. 4 (b) - (c), we
give the variation of 〈r〉 with W for different (p, q) and η.
In Fig. 3 (e) - (h) and Fig. 4 (d) - (f), we show our new
statistics also satisfy the scaling laws. For θ = 0 (GOE),
we obtain Wc ≈ 3.13± 0.02 and ν ≈ 0.94± 0.03, in con-
sistent with Ref. [17] withWc ≈ 3.72 and ν ≈ 0.91±0.03
[53]. For θ = pi/28 (GUE), we obtain Wc ≈ 5.44 ± 0.03
and ν ≈ 0.95 ± 0.04. All these results shown that the
critical disorder strength Wc and the exponent ν do not
change significantly in these two measurements with dif-
ferent (p, q) and η, demonstrating their universality in
Gaussian ensembles.
Conclusion. We introduce two new approaches to char-
acterize the long-distance energy level interactions in the
disordered many-body systems. Some analytical distri-
5butions with high accuracy are obtained by benchmark-
ing these results against the RMT. These expressions also
automatically satisfy the inverse relation and duality re-
lation. These new statistics also yield some universal
scaling laws, in which the critical exponent and critical
disorder strength are almost independent of the choice
of the two different statistics. Our results indicate that
although the physical models are made by short-range
interaction, their energy levels are long-range correlated.
These features may also be revealed from the entangle-
ment entropy [25, 39, 54, 55], inverse participation ratios
[56–58] and spin imbalance [39, 59] using only a fraction
of spectra. Our results demonstrate the robustness of
MBL phases and their universal features.
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