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The actual gate performed on, say, a qubit in a quantum computer may depend, not just on the actual laser
pulses and voltages we programmed to implement the gate, but on its context as well. For example, it may
depend on what gate has just been applied to the same qubit, or on how much a long series of previous laser
pulses has been heating up the qubit’s environment. This paper analyzes several tests to detect such context-
dependent errors (which include various types of non-Markovian errors). A key feature of these tests is that
they are robust against both state preparation and measurement (SPAM) errors and gate-dependent errors. Since
context-dependent errors are expected to be small in practice, it becomes important to carefully analyze the
effects of statistical fluctuations and so we investigate the power and precision of our tests as functions of the
number of repetitions and the length of the sequences of gates. From our tests an important quantity emerges:
the logarithm of the determinant (log-det) of a probability (relative frequency) matrix P. For this reason, we
derive the probability distribution of the log-det estimates which we then use to examine the performance of
our tests for various single- and two-qubit sets of measurements and initial states. Finally, we emphasize the
connection between the log-det and the degree of reversibility (the unitarity) of a context-independent operation.
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I. INTRODUCTION
Precise control of operations on single microscopic sys-
tems lies at the heart of the progress in experimental quan-
tum computing and quantum simulation [1–6]. A given oper-
ation is implemented by programming a particular set of in-
structions for laser pulses (polarization, intensity and phase
as explicit functions of time) and/or voltages or currents (as
explicit functions of time). A given set of instructions, how-
ever, may not lead every time to the same microscopic im-
plementation. Apart from fluctuations in laser and electronic
properties, there is another, more subtle error possible. The
actual gate performed may depend on the previous operation
(e.g., because the tail end of a laser pulse may still be lingering
around) or on how long ago the system was reset (because, for
example, the temperature increases slowly but steadily after
each reset operation), or because the system may have been
interacting with a (quantum) memory that kept partial track
of previous operations. In Ref. [7] we and our collaborators
summarized all these errors as “context-dependence” and pre-
ferred that term to “non-Markovianity” mostly because var-
ious different inequivalent definitions of the latter exist (see
Ref. [8] for a review). Later on in this paper we will point out
these definitions when our tests happen to detect one of the
inequivalent instances of non-Markovian errors.
In Ref. [7] three tests were introduced for detecting context-
dependent errors. These tests involve preparing the system in
a state ρi, running a specific sequence of instructions S, and
then recording the outcome of a two-outcome measurement
k. The measurement k can be regarded as yielding either a
“click” or not, and we use the positive operator Πk to describe
the “click” outcome. (And so the no-click outcome corre-
sponds to I − Πk.) Such measurement, repeated Ns times,
gives the probability (relative frequency) Pk|i(S), which is
defined as the probability with which click k occurs given the
input state ρi. The approach of Ref. [7] is to focus on the prob-
ability matrixP(S) (with entriesPk|i(S)) obtained by prepar-
ing d2 input states ρi and measuring d2 observables Πk, where
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2d is the system’s dimension. The tests in question consist
in comparing sets of probability matrices P(S1),P(S2), . . .
corresponding to specific (and structured) sets of sequences
S1,S2, . . . These sequences have the property that, in the ab-
sence of context-dependence, the corresponding probability
matrices should exhibit certain well-defined symmetries. So,
the tests proposed in Ref. [7] work by checking whether these
symmetries are broken. An essential point here is that testing
these symmetries does not require precise knowledge of ei-
ther the actual input states or the observables measured. That
is, these tests for context-dependence are robust against state
preparation and measurement (SPAM) errors [9].
Unlike self-consistent quantum tomography (see [9–12]),
the tests discussed here do not attempt to (and cannot) recon-
struct a set of gates. Nonetheless, in the absence of context-
dependent errors, one of the tests discussed in [7] can be used
as a protocol for characterizing the degree of reversibility (i.e.,
the unitarity) of an operation. This protocol allows us to es-
timate the unitarity of a gate by examining the decay rate of
the logarithm of the determinant (the log-det) of a sequence
of probability matrices. This gives the unitarity thus defined a
clear operational meaning.
Due to the high quality (fidelity) of quantum gates in cur-
rent state-of-the-art experiments (see e.g. [13–15]), most er-
rors – especially the context-dependent errors we are consid-
ering here – are expected to be small. It is crucial, therefore, to
understand how from a finite set of experimental data one can
distinguish a context-dependent error from what is merely a
statistical fluctuation (due to the finite number of experimen-
tal runs Ns). We present here a careful analysis of all three
tests, with the aim of answering equations like (a) how many
repetitionsNs of gate sequences are needed to detect a certain
size error? (b) how long should the gate sequences be? (c)
what are the best (most efficient) ways of implementing the
tests? (d) what is the precision of the unitarity estimates?
In this paper we examine these questions by including sta-
tistical fluctuations into the model for context-dependence
considered previously in Ref. [7]. This model contains stan-
dard gate errors like energy relaxation and dephasing (char-
acterized by T1 and T2 times) and SPAM errors. Context-
dependent errors are modeled by having our computational
qubit interact with a memory qubit. We assume we cannot do
measurements on the memory qubit and so we must (and will)
infer the context-dependence purely from measurements per-
formed on the computational qubit, i.e., from P(S).
We apply several statistical methods to answer the ques-
tions mentioned above, and we also check whether the
premises underlying those (known) statistical methods are in-
deed fulfilled. We derive an approximate distribution for the
log-det estimates as a function of the true probability matrixP
and Ns. Based on this result, we show how using single-qubit
and qutrit Symmetric Informationally Complete (SIC) [16–
18] sets (as input states ρi = |ψi〉 〈ψi| and measurement di-
rections Πk = |ψk〉 〈ψk|) typically leads to smaller error bars
(and hence is more efficient) than using more standard sets
(eigenstates of Pauli operators). Further, we use these findings
to study the precision of the log-det-based unitarity estimates
of single- and two-qubit (context-independent) gates.
II. CONTEXT-INDEPENDENCE TESTS
We say an operation G, resulting from the physical imple-
mentation of an instruction G, is context-independent if its
action on the quantum system can be described by a map
ρ → ρ′ = G(ρ) that does not depend on G’s position in any
sequence of instructions S. In the next subsection we discuss
a useful representation of quantum maps that will later allow
us to design SPAM-independent tests for context-dependence
and/or non-Markovianity.
A. The Liouville representation of quantum maps
Let us consider a d-dimensional quantum system and a lin-
ear map S : L(Hd) → L(Hd), where L(Hd) denotes the
vector space of linear operators acting on the system’s Hilbert
space Hd. To describe compositions of maps, it will prove
convenient to work in the Liouville representation, wherein
all the information about the linear map S is contained in a
d2 × d2 matrix with entries given by
Snm =
1
d
Tr[PnS(Pm)], (1)
Here, {Pn}d2n=1 is a Hermitian operator basis such that its el-
ements are orthogonal with respect to the Hilbert-Schmidt in-
ner product, i.e., (Pn|Pm) := Tr(PnPm) = dδnm. (We shall
abuse notation by using the same symbol to denote both a
map and its matrix representation.) From the above defini-
tion, it follows that any matrix S representing a hermiticity-
preserving map, i.e., S(A)† = S(A†), has real entries. It
is also worth noting that the matrix representation S′, of the
map S(·), in a different orthogonal basis {P ′n}d
2
n=1, such that
P ′n′ =
∑
nOn′nPn (with O ∈ Rd
2×d2 satisfying OOT =
Id2 ), is related to the matrix Eq. (1) by the transformation
S′ = OSOT . (2)
Since a context-independence test should not depend on the
(orthogonal) operator basis we choose to describe a map S,
any such test should be insensitive to a transformation of the
form Eq. (2). In addition, in the language of Gate Set To-
mography (GST) [11], a gate-set admits a more general trans-
formation; specifically, GST allows a gauge transformation
Gi → TgaugeGiT−1gauge, Tgauge ∈ GLd2(R), which is compati-
ble with the observation (i.e., the data) and does not alter the
predictions generated by that gate-set (see [11] for details).
The tests for context-independence introduced in Ref. [7] are
based on spectral properties of the matrices representing a se-
ries of sequences and are, therefore, gauge invariant (in the
sense of GST) and, in particular, independent of the choice of
the operator basis {Pn}dn=1.
Now, expressing an operator A : Hd → Hd as A =
1/d
∑
k Tr[PkA]Pk and making use of the definition Eq. (1),
we readily find that S(A) is given by
S(A) =
1
d
∑
n,m
SnmTr[PmA]Pn, (3)
3where we made use of the fact that S is linear. Furthermore,
the above equation implies that the action of the composition
S2 ◦ S1, of two linear maps S2 and S1, on an operator A is
S2(S1(A)) =
1
d
∑
n,m
(S2S1)nmTr[PmA]Pn (4)
A comparison between equations (3) and (4) reveals that the
matrix representing the composition S2 ◦ S1 is simply given
by the matrix product S2S1. Unsurprisingly, this property of
the Liouville representation will turn out to be especially con-
venient when testing for context-dependence.
The following are some additional aspects of the Liouville
representation that are relevant to this work. If a linear map S
is trace-preserving (TP), that is Tr[S(A)] = Tr[A], then it is
clear that it must preserve the traces of all the basis elements
{Pn}d2n=1. Using Eq. (3) we find that the trace-preservation
condition can be succinctly stated – in a basis-independent
fashion – as follows
ST τr = τr, (5)
where τr = 1/d[Tr[P1], . . . ,Tr[Pd2 ]]T . Hence, a TP map
must have an eigenvalue equal to 1. An alternative way of
expressing the trace preservation conditions is S†(Id) = Id,
where S† denotes the Hermitian conjugate of the map S
with respect to the Hilbert-Schmidt inner product, that is,
(A|S(B)) = (S†(A)|B). On the other hand, a unital map,
i.e., a map that preserves the identity Id, must satisfy the con-
dition Sτr = τr, which can be easily proved using Eq. (3),
together with the orthogonality relation Tr[PnPm] = dδnm.
Note that thus far, we have not made use of a particular choice
of basis {Pn}d2n=1 (the context-independence tests that will be
described here do not require choosing a specific basis). A
common choice is P1 = Id, for which the remaining basis el-
ement must be traceless (e.g., the generalized Pauli matrices).
The condition Eq. (5) implies that in a such bases, the matrix
representation of a TP map must assume the form [19]
S =
[
1 01×(d2−1)
~κ WS
]
, (6)
where the (d2− 1)× (d2− 1) matrix Ws and the (d2− 1)× 1
vector ~κ are called the unital and non-unital parts of S, respec-
tively. Finally, from the definition Eq. (1) it follows that the
Hermitian conjugate S†, of a map A → S(A), is represented
by the matrix ST . This implies that the matrix representing a
unitary operation SU (A) := UAU†, where UU† = Id, sat-
isfies SUSTU = Id2 and thus, |det(SU )| = 1. Furthermore,
the fact that a unitary matrix can be written as U =
√
U
√
U ,
where
√
U is also unitary, implies that det(SU ) = 1.
B. Quantum process tomography revisited
The property Eq. (4) implies that if one could reliably de-
termine the matrix representations {Gi} corresponding to a
set of instructions {Gi}, then testing for context-dependence
ρ0
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S
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Figure 1. Schematic description of the state preparation (SP), pro-
cess and measurement (M) stages of a generic quantum process to-
mography (QPT) scheme. The initial state ρ0 of a d-dimensional
system and the POVM effect M0 are assumed to be fixed. In this
scheme, the d4 sequences Goutk ◦ S ◦ G ini , where i, k = 1, . . . , d2,
lead to a d2 × d2 probability matrix P(S) having entries Pk|i(S),
which in the absence of context-dependence are given by Pk|i(S) =
Tr[M expk S(ρ
exp
i )].
would simply amount to verifying whether each productGiGj
matches – within some tolerance – the operation resulting
from the implementation of the sequence of instructions Gi ◦
Gj . To explain how these tests work, let us consider the mini-
mal tomographic scheme depicted in Fig. 1. The set of gates
{Gini }d
2
i=1 is used to prepare d
2 input states {ρexpi }d
2
i=1 while
the gates {Goutk }d
2
k=1 rotate the measurement axes, before mea-
suring some POVM effect M0. As in Randomized Bench-
marking (RB) [20–22] and GST protocols, we take the initial
state of the system ρ0 and the POVM effect M0 to be fixed
[23]. Furthermore, if we assume that all the operations in-
volved in our tomographic scheme are context-independent,
then this scheme yields a d2 × d2 probability matrix whose
entries are (in the infinite sample-size limit Ns → ∞), given
by Pk|i(S) = Tr[M expk S(ρexpi )], where ρexpi := Gini (ρ0) and
M expk := G
out
k
†
(M0) (which satisfy 0 ≤ M expk ≤ Id [24]).
Now, choosing an operator basis {Pn}d2n=1 and making use of
Eq. (3) we can readily express the probability matrix P(S) as
P(S) = ΦToutSΦin, (7)
where the matrix S is given by Eq. (1) and Φin (out) are real-
valued d2 × d2 matrices with entries
(Φin)mi=
1√
d
Tr[Pmρ
exp
i ] =
1√
d
Tr[PmG
in
i (ρ0)], (8)
(Φout)nk=
1√
d
Tr[PnM
exp
k ] =
1√
d
Tr[PnG
†out
k (M0)]. (9)
Thus, if we knew the actual sets {ρexpi } and {M expk }, then we
could invert the matrix equation Eq. (7) to estimate the process
S from the experimental data Pˆ(S) (i.e., the estimate of the
true matrix P(S)), provided both sets of operators {ρexpi } and
{M expk } are linearly independent, i.e.,
det(ΦinΦout) 6= 0. (10)
This condition can be verified experimentally by computing
det(P(I∅)) = det(ΦoutΦin), where I∅ represents the null in-
struction, i.e., the instruction to do nothing between the state
preparation (SP) and measurement (M) stages (see Fig. 1). In
the limit Ns → ∞, the context-independence tests presented
4in Ref. [7] do not require any knowledge about the actual in-
put states {ρexpi } and observables {M expk } and are, therefore,
insensitive to the SPAM specifics, as long as the (verifiable)
condition Eq. (10) is met. In practice, however, because of sta-
tistical fluctuations of the probability estimates Pˆ(S) (due to
finite sampling), some degree of control of the input states and
measurements will be required to guarantee both the power
and precision of the tests. In fact, as discussed in Sec. VII, cer-
tain target tomographic sets {ρi = |φi〉 〈φi| ,Πk = |ϕk〉 〈ϕk|}
will, typically, lead to a better performance of the tests than
others. Thus, it will sometimes be convenient (though not es-
sential) to consider the raw map [7]
Sraw := (Φidealout
T
)−1P(S)(Φidealin )−1, (11)
where Φidealout = Φout|M expk =Πk and Φidealout = Φin|ρexpi =ρi . So, in
the absence of SPAM errors, Sraw = S, up to statistical fluc-
tuations.
The key observation that allows us to test for context-
dependence is that although the matrices Φin(out), in Eq. (7)
are unknown, the relation P(S) = ΦToutSΦin – which links
the data P(S) with the map S – should hold for any sequence
S, in the absence of context-dependence. Note that the ma-
trices Φin and Φout are not unique. For example, the transfor-
mation Φin → αΦin and Φout → α−1Φout (with α 6= 0) does
not modify the relation Eq. (7). Moreover, α could be taken
to depend on S. The important point is, however, is that the
data P(S1),P(S2), . . ., corresponding to the set of instruc-
tions S1,S2, . . ., should be generated via the relation Eq. (7),
using two fixed matrices Φin and Φout (e.g., those in Eqs. (8)
and (9)). Finally, note that relation Eq. (7) may also be ex-
pressed in the following, somewhat different, form
vec[P(S)] = Φvec[S], where Φ = ΦTin ⊗ ΦTout, (12)
where vec[A] denotes the vector obtained by stacking the
columns of the matrix A. However, this vectorized form of
Eq. (7) does not serve our purposes because it obscures the re-
lationship between compositions of maps and the data. On the
other hand, working with expression Eq. (7) will allow us to
take advantage of some well-known facts concerning squared
matrices, as shown in the next subsections.
C. Permutational tests
We will now establish a family of tests for context-
dependence by checking whether a set of probability matri-
ces {P(Sk)}Nk=1 is compatible with the relation Eq. (7) and
the assumptions that the gates in the sequences are context-
independent. For example, let us consider the sequences of
instructions S = G2 ◦ G1 and S ′ = G1 ◦ G2. Then, accord-
ing to our definition of context-independence, these sequences
of instructions should result in the operations S = G2G1
and S′ = G1G2. From Eq. (7) we readily see that context-
independence imposes the following constraint on the proba-
bility matrices P(S) and P(S ′): det(P(S)) = det(P(S ′)).
In general, for any sequence of instructions S1 = Gm ◦
Gm−1 ◦ . . . ◦ G1, we can consider the permuted sequence
Sσ = Gσ(m) ◦ Gσ(m−1) ◦ . . . ◦ Gσ(1). Then for any permu-
tation σ, the probability matrix Pσ := P(Sσ) will obey [7]
det(Pσ) = det(ΦoutΦin)
m∏
i=1
det(Gi) = det(P1), (13)
where P1 := P(S1), provided the relevant gates are
context-independent. Note that the constant det(ΦoutΦin) is
representation-independent and equal to the determinant of
the matrix Tr[M expk ρ
exp
i ]. It is clear that this permutational
determinant test (PD-test) is insensitive to SPAM errors as
these cannot trigger a statistically significant difference be-
tween det(Pσ) and det(P1). Furthermore, note this test does
not make use of a particular matrix representation (see Eq. (1))
of the process S. As mentioned in [7], this test will not detect
unitary context-dependent errors because det(G) = 1 when
G represents a unitary operation (as shown in Sec. II A). Fi-
nally, it will be prove convenient to express the PD-test as the
invariance of the log-det Lσ := log(|det(Srawσ )|). That is,
Lσ = log(|det(Srawσ )|)
= − log(|det(P ideal0 )|) + log(|det(Pσ)|) = L1, (14)
for any permutation σ. Here we made use of Eq. (11) and
introduced the constant matrix P ideal0 , with entries given by
(P ideal0 )k|i := Tr[Πkρi], where {ρi,Πk} is our target tomo-
graphic set.
We can further exploit relation (7) by considering a “ref-
erence” sequence S0, whose meaning will be become clear
below. Let us apply the tomographic scheme Fig. 1 to two
sequences S0 and S1 and let P(S0) and P(S1) be the re-
sulting probability matrices. Then, using the relation Eq. (7)
we find that P(S1)P−1(S0) = ΦToutS1S−10 (ΦTout)−1, which
implies that Spec[P(S1)P−1(S0)] = Spec(S1S−10 ). Choos-
ing S1 = S ◦ S0 and assuming context-independence (i.e.,
S1 = SS0) we obtain the following expression for the spec-
trum of the map S, in terms of probability matrices
Spec(S) = Spec[P(S ◦ S0)P−1(S0)]. (15)
The reference sequence S0 can be chosen arbitrarily as long
as the matrix P(S0) is invertible, which will the case for a
sufficiently short sequence S0 [25]. In particular, we can
choose S0 = I∅, that is, the instruction to do nothing be-
tween SP and M – which should not be confused with I, the
instruction to apply an idle gate of finite duration. Substi-
tuting P(S) = P(S ◦ I∅) and P0 := P(I∅) in Eq. (15),
we obtain the expression Spec(S) = Spec[P(S)P−10 ] which
allows us to establish the following permutational test for
context-dependence. Consider a sequence of m instructions
S1 = Gm ◦ Gm−1 ◦ . . . ◦ G1 and cyclic permutations thereof,
i.e., Sσ′ = Gσ′(m) ◦ Gσ′(m−1) ◦ . . .Gσ′(1) (σ′ is a cyclic per-
mutation of 1, 2, . . .m). Then, if the operations involved are
context-independent, we have the permutational symmetry [7]
Spec(Pσ′P−10 ) = Spec[Gσ′(m)Gσ′(m−1) . . . Gσ′(1)]
= Spec(P1P−10 ), (16)
where P1 := P(S1) and Pσ′ := P(Sσ′). In deriving Eq. (16)
we made use of the fact that the spectrum of product of ma-
trices is invariant under cyclic permutations of the matrices.
5Since the spectrum of a d2× d2 matrix A is completely speci-
fied by the set of traces {Tr(Ar)}d2r=1 (these specify the coeffi-
cients of the characteristic polynomial χ(z) = det(zId2−A)),
we can express the test Eq. (16) in terms of the invariance of
the fidelities
F (r)σ′ =
1
d2
Tr[(Pσ′P−10 )r], (17)
for r = 1, 2, . . . , d2. Note from Eq. (15) that the quantity
F (r)σ′ is just the process fidelity [26, 27] of the map S◦rσ′ , with
respect to the identity. Clearly, both permutational tests, de-
scribed by Eqs. (13) and (17), require sequences involving at
least two different gates (instructions). In addition, the se-
quences of instructions employed should long enough to am-
plify the context-dependence effects, if present, to ensure sta-
tistical significance. A drawback of these tests is that they re-
quire guessing the right sequences and permutations in order
to detect context-dependence. Nonetheless, these tests could
be used to verify (or rule out) a specific family of models,
without having to worry about SPAM errors. Individual gates
can be studied, and partially characterized, by means of it-
erative tests [7], which make use of sequences of the form
Sm = G ◦ G ◦ . . . ◦ G (i.e., instruction G is repeatedm times).
D. SPAM-independent approach to CP-indivisibility
Before proceeding to discuss iterative tests for context-
independence, we briefly make contact with the problem of
CP-divisibility (non-Markovianity) [28–31]. It turns out that
Eq. (7) may be used to construct a CP-indivisibility witness
which does not depend on the SPAM details, provided we
make an additional assumption. Recall that the relation Eq. (7)
was derived under the assumptions that (i) the process S does
not depend on the gates {Gini } used to prepare the input states,
and (ii) the output gates {Goutk } do not depend on either the
sequence S or the input gates {Gini } (plus the reasonable as-
sumption that ρ0 and M0 are fixed). This set of assump-
tions is weaker than the context-independence of all the op-
erations on a given quantum system. Indeed, it could be
the case that context-dependence is only present in the se-
quence of operations S, in which case the relation Eq. (7)
holds. Thus, let us assume that the probabilities in scheme
Fig. 1 are given by Pk|i(S) = Tr[M expk S(ρexpi )] (for any S),
where {ρexpi } and {M expk } are unknown, yet fixed, input states
and observables; we will refer to such state preparation and
measurement as “fixed-SPAM”. Now, following the approach
of Ref. [29], we consider two sequences of instructions Sm0
and Sm = Sm,m0 ◦ Sm0 and assume that the corresponding
maps Sm0 and Sm are CPTP. The problem of CP-divisibility
addresses the question of whether the map corresponding to
the sequence Sm,m0 is CPTP as well. The idea of Ref. [29]
is to examine the positivity of the Choi-Jamiołkowski matrix
ρSm,m0 [32, 33] (see also Ref. [34]) associated with the map
Sm,m0 := SmS
−1
m0 . Because we have assumed that the op-
erators {ρexpi ,M expk } are unknown, it is clear that we cannot
reconstruct the Choi-Jamiołkowski matrix ρSm,m0 . However,
if {ρexpi ,M expk } are fixed, we can make use of Eq. (15), which
yields the relation Spec(Sm,m0) = Spec[P(Sm)P−1(Sm0)].
On the other hand, it is known that the eigenvalues of a CPTP
map lie on the unit disc |λi| ≤ 1 (see e.g., Ref. [35]). In fact,
this result does not require complete positivity; it suffices to
assume just positivity and trace preservation [28]. Therefore,
if Sm,m0 is CPTP, the pair of probabilities matrices P(Sm),
P(Sm0) must obey the inequality
Rm,m0 := R[P(Sm)P(Sm0)−1)] ≤ 1, (18)
where R[A] denotes the spectral radius of A. Thus, we
can make use of the spectral radius Rm,m0 to witness CP-
indivisibility, in a way which is insensitive to fixed SPAM er-
rors.
A closely related approach to CP-indivisibility – also
based on spectral properties of CPTP maps – was proposed in
Ref. [36]. Specifically, the idea presented in [36] consists in
examining the behavior of the determinant det(St), where the
map St describes the evolution of a system. Since the mod-
uli of the eigenvalues of a CPTP satisfy |λi| ≤ 1, it is clear
that if St is CP-divisible, then the determinant det(St) cannot
increase with t [36]. Moreover, the CP-indivisibility witness
det(St) can be interpreted geometrically as the volume of the
set of accessible states [36]. It turns out that if we assume
fixed-SPAM, the determinant of the probability matrix P(S)
can be used to witness CP-indivisibility, as briefly mentioned
in Ref. [7]. To see this, let us consider an arbitrary sequence
of instructions Sm = Gim ◦ Gim−1 ◦ . . . ◦ Gi1 , which may be
divided as Sm = Sm,m0 ◦ Sm0 , for some m0 (1 < m0 < m).
Then, from Eq. (18) we find that |det(P(Sm)P−1(Sm0)| ≤ 1
(if the sequence is CP-divisible) and therefore
|det(P(Sm))| ≤ |det(P(Sm0))|. (19)
Hence, if Sm can be represented as a sequence of CPTP maps,
the quantity |det(P(Sm))| cannot increase with m (in the
case of fixed SPAM).
E. Iterative determinant test and unitarity measures
Finally, let us discuss the iterative determinant test (ID-
test), introduced Ref. [7], which in the case of context-
independence allows us to estimate the unitarity of a particular
gate G. The ID-test consist in applying sequences of instruc-
tions of the form Sm = G ◦ . . . ◦ G ( i.e., G is applied m
times) and then examining how the quantity log(|det(Pm)|)
behaves with the length of the sequence m. If all the oper-
ation involved in determining the probabilities matrices Pm
are context-independent, then using Eq. (7) we readily find
that the quantity log(|det(Pm)|) must decay linearly with the
length m, regardless of the presence of SPAM errors. More
precisely, writing Sm = Gm and using Eq. (7) we find that
log(|det(Pm)|) = log(|det(ΦoutΦin)|) +m log(|det(G)|),
(20)
where the “y-intercept” log(|det(ΦoutΦin)| depends on SPAM
and is given by log(|det(Tr[M expk ρexpi ]ki)|). This motivates
6the introduction of the context-dependence witness [7]
Lm := − log(|det(P ideal0 )|) + log(|det(Pm)|). (21)
Here, the (k, i) entry of the matrix P ideal0 is Tr[Πkρi], where
{ρi,Πk} are our target input states and measurement observ-
ables, so that, in the absence of SPAM errors, L0 = 0. Finally
note that, as in Ref. [7], the quantity Lm may also be written
as Lm = log(|det(Srawm )|), where Srawm is related to Pm via
Eq. (11).
An important feature of the ID-test Eq. (21) is that if a lin-
ear relationship between Lm and the sequence lengthm is ob-
served (within error bars), then one can extract, from the slope
of Lm, the quantity |det(G)| (see Eq. (20)), which can be re-
lated to the degree of reversibility (unitarity) of the operation
G. Indeed, it is known that for a positive and trace preserving
map |det(G)| = 1 implies that G is either unitary or unitarily
equivalent to the transposition map T : A→ AT (which is not
CP) [28]. In addition, if G is unitary then det(G) = 1, which
means that for high-fidelity gates, we will have det(G) > 0
and thus, in practice, we can safely drop the absolute value
sign in the slope log(|det(G)|). Nonetheless, it should be
kept in mind that a CPTP map may have a negative deter-
minant (see footnote [37]). Thus, in light of the above discus-
sion, a natural definition of the unitarity u′(G) of an operation
G is the following [7]
u′(G) = |det(G)| 2d2−1 . (22)
This measure of unitarity enjoys the following easy-to-check
properties: (i) 0 ≤ u′(G) ≤ 1 for CPTP maps, (ii) u(G) =
1 if the operation G is unitary, (iii) u(G) is gauge-invariant
(and therefore, representation independent), that is, if G′ =
TgaugeGT
−1
gauge then u
′(G′) = u′(G), (iv) u′ is non-increasing
under composition of CPTP maps, i.e.,
u′(G2 ◦G1) = u′(G2)u′(G1) ≤ u′(G1). (23)
The purpose of the power 2/(d2−1) in the definition Eq. (22)
is to relate u′(G) to the unitarity measure u(G), proposed in
Ref. [38] (also see Ref. [39]), namely
u(G) =
1
(d2 − 1)Tr[W
T
GWG], (24)
where the (d2 − 1) × (d2 − 1) matrix WG is the unital part
of G (see Eq. (6)). As we prove below, for trace preserving
maps, the determinant-based measure u′(G) provides a lower
bound for u(G). This can be easily shown by noticing that
Tr(WTGWG) =
∑d2−1
n=1 s
2
n, where {sn} are the singular val-
ues of WG. If G is trace preserving, then we have det(G) =
det(WG) which implies that |det(G)| = Πd
2−1
n=1 sn. Finally,
the sought result
u(G) ≥ u′(G) (25)
readily follows from application of the arithmetic mean-
geometric mean (AM-GM) inequality. Furthermore, as shown
in Sec. V, for gates that are “close” to a unitary operation, the
measures u(G) and u′(G) yield nearly the same results.
Let us now consider the framework of quantum-open-
systems to further explore the connection between the mea-
sure u′(G) and the effects of decoherence. First, we assume
that the evolution of a d-dimensional system can described by
the time-independent Lindblad master equation [40, 41],
dρt
dt
= L(ρt) = H(ρt) +D(ρt) (26)
Here, H(ρ) = −i[H, ρ], where H is the system’s Hamilto-
nian, the term D(ρ) = ∑d2−1k=1 γkDk(ρ) takes into account
dissipative effects and each map Dk has the form
Dk(ρ) = 1
2
([Fkρ, F
†
k ] + [Fk, ρF
†
k ]), (27)
which, together with the condition γk ≥ 0, guarantees that the
evolution of the system is completely positive. Trace preser-
vation follows from the fact that Tr[Dk(ρ)] = Tr[H(ρ)] = 0.
Since we have assumed that Eq. (26) is time-independent,
the map ρ0 → ρt = St(ρ0), describing the evolution of the
system, is simply given by St = etL. Now, using the Liou-
ville representation Eq. (1), we express the generator L and
the map St as d2 × d2 real matrices, which allows us to write
det(St) = e
tTr[L]. (28)
As noticed in Refs. [28, 42], the determinant det(St) does not
depend on the Hamiltonian part H(·) of the Lindblad equa-
tion. Indeed, choosing any operator basis {Pn}d2n=1 one can
easily show that Tr[H] = − id
∑
n Tr(Pn[H,Pn]) = 0. Con-
sequently, for a system evolving according to a Lindblad equa-
tion, the unitarity measure u′(St) will solely depend on the
dissipative part D. Moreover, this result also holds in the case
of a time-dependent Lindblad equation. The dynamical map
St for a time-dependent generator Lt = Ht + Dt can be
written as St = Toe
∫ t
0
Lt′dt′ , where To is the time-ordering
operator. Equivalently, discretizing the interval (0, t), we
can formally write St = eLtn∆teLtn−1∆t . . . eLt1∆t, where
tn > tn−1 . . . > t1, ∆t → 0 and n → ∞. Finally, tak-
ing the determinant of
∏n
k=1 e
Ltk∆t and invoking the fact that
Tr[Ht] = 0, results in the relation
det(St) = e
∫ t
0
Tr[Dt′ ]dt′ , (29)
which does not involve the system’s Hamiltonian. This ob-
servation implies that if the implementation of a certain set of
gates {Gk}, of equal duration tg , can be described (correctly)
by a Lindblad equation, with a deterministic control Hamil-
tonian Hk(t) (e.g., describing microwave pulses applied to
a superconducting qubit) and a time-independent term D (to
ensure context-independence), then these gates will share the
same determinant (and unitarity), namely
det(G) = exp
(∑
k
(γktg)Tr[Dk]
)
, (30)
u′(G) = exp
( 2
(d2 − 1)
∑
k
(γktg)Tr[Dk]
)
. (31)
7The relevance of this fact is that it can be verified, experimen-
tally, employing the ID-test described earlier in this subsec-
tion.
The traces Tr[Dk], appearing in the above expressions, can
be easily related to the Lindblad operators Fk [42]. Indeed, for
any operator basis {Pn}n2n=1 (such that Tr[PnPm] = dδnm)
and any d × d matrix A, we have the relation ∑n PnAPn =
dTr[A]Id [43]. This suffices to show that the trace of the map
Eq. (27) is given by
Tr[Dk] = 1
2
∑
n
(
Tr(Pn[FkPn, F
†
k ]) + Tr(Pn[Fk, PnF
†
k ])
)
= −d(Tr[F †kFk]− 1d |Tr[Fk]|2) ≤ 0. (32)
Here, in the last step, we made use of the Cauchy-Schwarz in-
equality |Tr(A†B)|2 ≤ Tr(A†A)Tr(B†B) (with A = Id and
B = Fk). Finally, it is worth recalling that the Lindblad oper-
ators {Fk} are not unique as both the mixing transformation
Fk →
∑
l UklFl, where U is unitary, and the c-number shift
transformation
Fk → Fk + ck, H → H + 1
2i
∑
k
γk(c
∗
kFk − ckF †k ), (33)
leave the Lindblad equation invariant [44]. As expected, these
transformations do not modify the trace Tr[Dk] either, as ap-
parent from Eq. (32).
As an example, let us apply the Lindblad equation (26) to
describe the evolution of a qubit undergoing energy relaxation
and dephasing with decay rates γ1 and γφ, respectively. These
decoherence channels can be described by means of the trace-
less Lindblad operators F1 = σ− and Fφ = Z/
√
2 [45]. If the
qubit’s Hamiltonian is H = −ω2Z, then, in the operator basis{I,X, Y, Z}, the matrix representation of St is
St =

1 0 0 0
0 cos(ωt)e−
t
T2 sin(ωt)e−
t
T2 0
0 − sin(ωt)e− tT2 cos(ωt)e− tT2 0
1− e− tT1 0 0 e− tT1
 ,
(34)
where 1/T1 := γ1 and 1/T2 := γ1/2 + γφ. Making use
of Eqs. (30) and (32), we immediately find that det(St) =
exp(−2t(γ1 + γφ)), which can be explicitly checked using
the matrix Eq. (34). Consider now two qubits, A and B, in-
teracting independently with local environments, as discussed
above. Then the matrix representation (in the product basis
{I,X, Y, Z}⊗2) of the map describing the evolution of the
qubits is simply SABt = S
A
t ⊗ SBt , where the 4 × 4 ma-
trices SA(B)t are of the form Eq. (34). Using the fact that
det(C ⊗D) = det(C)n det(D)n, for two n × n matrices C
and D, we get det(SABt ) = exp[−8t(
∑
k=1,φ(γ
A
k + γ
B
k ))],
where γA(B)k are the decay rates corresponding to the local
environment of qubit A(B). The same result can be obtained
by setting d = 4, FAk = Fk ⊗ IB , FBk = IA ⊗ Fk in Eq. (32).
Finally, this basic example can be further exploited to show
that the ID-test can potentially detect context-dependence
caused by classically correlated noise, such as random tele-
graph noise (RTN) [46–49]. More precisely, consider fluctua-
tions in the qubit’s frequency of the form ω(t) = ω0 + η(t),
where the stochastic function η(t) describes a RTN signal.
Then, averaging the map Eq. (34) (with γ1, γφ = 0) over
many realizations (configurations) of the RTN process, we get
〈St〉 = 1⊕ 〈Wt〉 , where the average of the unital part Wt is
〈Wt〉 =
[
cos(ω0t) sin(ω0t)
− sin(ω0t) cos(ω0t)
] 〈
eiϕt
〉⊕ 1 (35)
and ϕt =
∫ t
0
η(t′)dt. Hence, det(〈St〉) = 〈exp(iϕt)〉2,
which implies that a non-zero amplitude RTN signal η(t) will
lead to deviations from linearity in the, SPAM-insensitive,
test Eq. (21). Here it should be noted that an alternative
way of identifying this kind of correlated noise, in a SPAM-
insensitive fashion, has been recently proposed in Ref. [50].
Roughly speaking, the idea presented in [50] consists in study-
ing the function 〈exp(iϕt)〉 by means of a combination of
Ramsey and Hahn spin echo sequences and RB, through
which Tr[〈Wt〉] is extracted.
F. A toy model of context-dependence
To elucidate some of the points discussed in this section,
we now consider a solvable toy model, wherein the context-
dependence of the operations on a system A is generated
through an “unwanted” interaction with a small quantum sys-
temB (which acts as a memory). As mentioned earlier in sub-
section II C, our permutational tests for context-dependence
require testing sequences containing at least two different
types of instructions. We take these instructions to be I and
Xpi , which would ideally produce the unitary operations I and
Xpi/2 on a qubit A. To introduce context-dependence in this
model, it suffices to assume that (i) the result of the instruc-
tion I is an operation I = UAB acting on a larger system AB,
where B is another qubit whose initial state is of the form
ρB = 1/2(I+n
B
z Z), with |nBz | < 1; (ii) the instruction Xpi/2
results in the context-independent operation Xpi = Xpi ⊗ IB
(it does not affect system B), as depicted in Fig. 2(a); (iii)
finally, we take the two-qubit operation UAB to be given by
UAB = exp(−iϕ
2
Z ⊗ Z). (36)
Let our target set of input states and measurement observ-
ables be ρi = |φi〉 〈φi| and Πk = |φk〉 〈φk| , where {|φi〉}4i=1
is the “standard” single-qubit tomographic set |φ1〉 = |g〉,
|φ2〉 = |e〉, |φ3〉 = 1/
√
2(|g〉 + |e〉) and |φ4〉 = 1/
√
2(|g〉 +
i |e〉). If the initial state of A is ρ0 = |g〉 〈g| and the POVM
effect is M0 = |e〉 〈e| (see the diagram Fig. 1), then our tar-
get set can be realized using the input/output gates {Gini } =
{I,Xpi, Ypi/2, X−pi/2} and {Goutk } = {Xpi, I, Ypi/2, X−pi/2}.
To keep this model simple, we assume that these gates
are context-independent, which is equivalent to the fixed-
SPAM assumptions discussed in subsection II D. We intro-
duce SPAM errors by adding a gate-dependent depolarizing
channel Di(ρ) = αiρ + (1 − αi)I/2 to each input/output
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Figure 2. Toy model of context-dependence based on an unwanted interaction between the system being tested (A) and an additional system
(B), which acts as a memory. Panel (a) depicts two fixed operations I, Xpi acting on AB and corresponding to the instructions I and Xpi .
The sequences of instructions showed in (b) (where m1 + m2 is kept fixed) and (c) are used to show (in a SPAM-insensitive way) that the
probability matrices obtained by measuring system A cannot be generated by context-independent operations.
gates specified above. Specifically, we will assign αi = αpi/2
to each pi/2-pulse gate, αi = αpi to the pi-pulse gates and
αI = 1 to the input/output idle gates.
To show how the permutational tests work in this model, we
consider the variant of the Hahn spin-echo sequence shown
in Fig. 2(b). More precisely, we focus on sequences of the
form S(m1,m2) = Im2XpiIm1 , with m1 + m2 = m fixed. In
other words, any S(m1,m2) is just a cyclic permutation of the
sequence S(0,m) = ImXpi. The corresponding probability ma-
trices P(m1,m2) are, after tracing out the memory B, given by
P(m1,m2) =
1
2

1− αpi 1 + α2pi 1 1
2 1− αpi 1 1
1 1 1 + α2pi/2 cos
(
(m2 −m1)ϕ
)
1− α2pi/2nBz sin
(
(m2 −m1)ϕ
)
1 1 1− α2pi/2nBz sin((m2 −m1)ϕ) 1− α2pi/2 cos
(
(m2 −m1)ϕ
)
 . (37)
It suffices to compare two of these probability matrices, for
example P(m,0) and P(m/2,m/2), to show that Eq. (37) can-
not be generated by context-independent operations acting on
system A. Indeed, application of the PD-test Eq. (13) to the
sequences S(m1,m2) yields
det[P(m1,m2)] =
(1 + αpi)
2α4pi/2
16
× [1− (1− (nBz )2) sin2(∆mϕ)]
6= const., (38)
where ∆m := m2 − m1. Note that the initial state of
the memory (qubit B) determines the amplitude of the
variation of det[P(m1,m2)]. Since the permutations consid-
ered in Fig. 2(b) are cyclic, we can also try to detect
context-dependence by observing changes in the fidelities
F (r)(m1,m2) = 1/d2Tr[(P(m1,m2)P
−1
0 )
r] (see the permutational
test Eq. (17)). Here, the reference probability matrix P0
(which corresponds to the instruction I∅) has entries given by
(P0)k|i = Tr[M0Dk ◦Goutk ◦ Di ◦Gini (ρ0)], (39)
where Di(·), i = 1 . . . 4, are the depolarizing channels intro-
duced earlier in this subsection and Gin(out)i are our ideal input
(output) gates. For the sequences Fig. 2(b), we find that the fi-
delity F (1)(m1,m2) vanishes identically. On the other hand, from
Eq. (38) we know that at least one of the higher “moments”
F (r)(m1,m2) (r ≥ 2) must reveal context-dependence. Indeed,
for r = 2 we have
F (2)(m1,m2) =
1
4
Tr[
(P(m1,m2)P−10 )2]
= 1− (1− (nBz )2
2
)
sin2
(
∆mϕ
)
6= const. (40)
The form of the above context-dependence witnesses follows
directly from the fact that the spectrum of the reduced map
ρ → TrB [S(m2,m1)(ρ ⊗ ρB)] is {1,−1, |λ|,−|λ|}, where
|λ| =
√
1− [1− (nBz )2] sin2(∆mϕ) (hence F (1)(m1,m2) = 0).
The probability matrix Eq. (37) may also be used to discuss
the ID-test Eq. (21). To do this, we consider the circuit in
Fig. 2(c) which describes sequences of the form Sm = ImXpi.
9Treating the operation Xpi as a SPAM error and making use
of Eqs. (37) and (38), we readily find that
Lm = − log(|det(P ideal0 )|) + log(|det(P(0,m))|)
= 2 log
( (1 + αpi)α2pi/2
2
)
+ log[1− (1− (nBz )2) sin2(mϕ)]. (41)
(Note that for our tomographic set det(|P ideal0 |) = 1/4.) The
non-linear behavior of Lm in the above equation implies that
the reduced dynamics of qubitA cannot be generated by itera-
tions of a context-independent operation IA. Furthermore, for
sufficiently long sequences (with m > mcr = dpi/(2ϕ)e), the
non-monotonicity of Lm indicates CP-indivisibility (for fixed
SPAM). In this toy model, the same conclusion is reached by
examining the spectral radius Eq. (18). Specifically, employ-
ing the matrices P(0,m0) and P(0,m), corresponding to the se-
quences described in Fig. 2(c), we compute the spectral radius
R[P(0,m)P−1(0,m0)] = max(1, |µ|), (42)
where µ is given by
µ =
cos(mϕ) + inBz sin(mϕ)
cos(m0ϕ) + inBz sin(m0ϕ)
. (43)
Hence, for |nBz | 6= 1, the reduced dynamics of qubit A be-
tween m0 and m (m > m0) cannot be described by a CPTP
map when sin2(mϕ) < sin2(m0ϕ) (for which |µ| > 1).
III. THE ZZ MODEL AND DISSIPATION
In this section, we describe in greater detail the more re-
alistic model of context-independence introduced in Ref. [7].
This model will used later in this work to explore how statis-
tical fluctuations affect the tests described in the previous sec-
tion. The main difference between the toy model presented in
the previous subsection and the one we discussed here, is that
the latter takes into account dissipative effects such as energy
relaxation and dephasing. In addition, this model will be con-
sistent in the sense that the form of the input and output gates,
Gin(out), employed to obtain the probabilities matrices P(S),
will be same as that of the gates used in the sequences we test.
As the previous subsection, we consider two qubits A and
B, coupled via an Ising interaction V = J2Z⊗Z. For the sake
of simplicity, we assume that single qubit gates are imple-
mented via the time-dependent control Hamiltonian Hc(t) =
Ωi cos(ωit+ φi)X
i, i = A,B (here X,Y and Z are the stan-
dard Pauli matrices). In a frame rotating with the frequency
of the qubits, this control Hamiltonian assumes the form
HRc =
Ωi
2
(cos(φi)X
i − sin(φi)Y i) (44)
(after the rotating wave approximation [51]). The time-
independent Hamiltonian HRc can be used to implement a set
of single qubit gates of equal duration tg by choosing the
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Figure 3. Generalization of the toy-model Fig. 2(a). Here, the dotted
circles represent local environments contributing to the decoherence
of both system A and the memory B. The context-dependence of
the operations on system A is induced by the two-qubit interaction
V = J
2
Z ⊗ Z.
appropriate amplitude Ωi and phase φi for each gate. On
the other hand, notice that the Ising Hamiltonian V and the
maps Dk (see Eq. (27)) describing energy relaxation, spon-
taneous excitation and dephasing (via the Lindblad operators
F1 = σ−, F3 = σ+ and Fφ = Z/
√
2), retain their form in the
rotating frame (these processes commute with the free evolu-
tion of the qubit). Based on these observations, and motivated
by Eq. (44), we will assume that the noisy implementation of
a gate G⊗ IB , in the presence of the unwanted interaction V,
is given by following map acting on AB :
G = exp(JG + tgV + tgD), (45)
Here, JG is a generator of the gate G, V represents the map
ρ → −i[V, ρ], D = ∑k γkDk describes local energy relax-
ation, spontaneous excitation and dephasing (with decay rates
γi1, γ
i
3, γ
i
φ, i = A,B) and tg is the gate duration. We take the
generators JG of the rotationsXθ⊗IB (Yθ⊗IB) to be the Li-
ouville representations of the maps −i θ2 AdX(Y ) ⊗ IB , where
AdH(·) := [H, ·], while the noisy idle gate I is assumed to be
generated by JI = 0. This model of context-dependent oper-
ations is schematically summarized in Fig. 3.
Also, for consistency, we assume that the initial state of the
system is ρAB0 = ρ
A
0 ⊗ ρB0 , where ρi = 1/2(I + nizZ), with
niz =
γi1 − γi3
γi1 + γ
i
3
, (46)
which ensures that ρAB0 is stationary under the action ofD and
V . That is, D(ρAB0 ) =
∑
k=1,φ,3 γkDk(ρAB0 ) = V(ρAB0 ) =
0. Finally, we take our POVM effect MAB0 to be M
A
0 ⊗ IB
(which is equivalent to tracing out systemB right before mea-
suring MA0 ), where M
A
0 = η |e〉 〈e| (0 < η ≤ 1). Thus, in
this model, our probability matrices P(S) will be given by
Pk|i(S) = Tr[(MA0 ⊗ IB)Goutk ◦ S ◦Gini (ρAB0 )], (47)
whereGin(out) and S are the noisy implementations Eq. (45) of
a set of input(output) gates and a sequence of instructions S,
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respectively. The sources of SPAM errors in this model are
(i) the errors in the gates Gin(out), (ii) the unknown parameter
nAz in the initial state ρ
A
0 = 1/2(I + n
A
z Z), (iii) and the “ef-
ficiency” η of the POVM effect MA0 = η |e〉 〈e|. For J = 0
(i.e., no interaction between the qubits A and B) each oper-
ation G (on A) is context-independent and, regardless of the
SPAM errors mentioned above, we can estimate its unitarity
u′(G) using the ID-test Eq. (21). Moreover, setting V = 0 in
Eq. (45) and making use of Eqs. (31) and (32), we obtain the
following gate-independent expression for the unitarity of G :
u′(G) = |det(G)| 2d2−1 = exp[−4tg
3
(γA1 + γ
A
φ + γ
A
3 )]. (48)
A feature of this model is that for certain sequences of
instructions the context-dependence effects will not be visi-
ble (let alone statistically significant). More precisely, if we
choose ϕ := Jtg  1, then, as shown in Ref. [7], appli-
cation of the ID-test to the sequence Sm = Xmpi will result
in a nearly linear relationship between Lm and the length of
Sm. However, iterations of the form Sm = (X−pi/2Xpi/2)m
or Sm = (X2piI)m will lead to a marked non-linear behav-
ior of Lm (and even CP-indivisibility) for sufficiently long
sequences. This happens because certain sequences in our
model will not amplify the context-dependence effects in-
duced by a small parameter ϕ = Jtg [52].
IV. SIMULATION AND ANALYSIS OF STATISTICAL
FLUCTUATIONS
We now turn our attention to examining the impact of statis-
tical fluctuations on the test for context-dependence discussed
in detail in Sec. II. In practice, a matrix element Pk|i will be
estimated by repeating the experimental configuration shown
in Fig. 1 a finite number of times Ns. This will yield the esti-
mate Pˆk|i = nk|i/Ns, where nk|i is the number of times we
observe the event described by the POVM effect M0. Clearly,
in the limitNs →∞, the estimates Pˆk|i will obey Born’s rule,
i.e., Pˆk|i → Pk|i = Tr(M0Goutk ◦ S ◦ Gini (ρ0)) and thus, our
tests will be exact and insensitive to SPAM errors, as shown
earlier in this work. For Ns  1, we expect the estimates
Pˆk|i = nk|i/Ns to be close to the corresponding true proba-
bilities Pk|i. Thus, the goal of this, and subsequent sections,
will be to explore how the fluctuations
δPˆk|i := Pˆk|i − Pk|i (49)
affect the statistical significance of the context-dependence
tests and the precision of the unitarity estimates uˆ′(G). Pro-
viding a general answer to this question is a difficult problem
because our tests are based on quantities involving all the ma-
trix elements of Pˆ(S) (e.g., log(|det(Pˆ(S))|). For this rea-
son, we will first restrict our discussion here to the statistical
significance of context-dependence effects generated via the
ZZ model described in the previous section.
Statistical fluctuations can straightforwardly be incorpo-
rated into our model by “perturbing” the true probabilities
Pk|i obtained from our “ideal” simulations (as those shown in
Ref. [7]), wherein Ns =∞. More precisely, we will generate
estimates Pˆk|i by sampling the number of events nk|i from the
binomial distribution Bin(Ns,Pk|i), with Ns  1. For suf-
ficiently large values of Ns, the counts nk|i will be normally
distributed, with meanNsPk|i and varianceNsPk|i(1−Pk|i).
Hence, the fluctuations δPˆk|i will be distributed as follows:
δPˆk|i ∼ N (0,Pk|i(1− Pk|i)/Ns), (50)
where N (µ, σ2) denotes a normal distribution with mean µ
and variance σ2. As a result, the fluctuations of the quantities
computed from Pˆ(S) will be, approximately, normally dis-
tributed, for sufficiently large values of Ns [53].
Below, we describe in detail a set of simulations that will
later allow us to study the power and precision of our tests.
(i) For each sequence Sm, we generate an estimate Pˆm
by sampling the counts nk|i from the binomial distribution
Bin(Ns,Pk|i). We then use this estimate to calculate the
quantity of interest ym (e.g., the log-det of Pˆm). The purpose
of this step is to simulate data corresponding to an experiment
with Ns runs per measurement configuration.
(ii) To estimate the variance of ym, we resort to the bootstrap
method [54]. That is, for each Pˆm, we generate a set of B
bootstrap replicas. Each replica is generated by resampling
each entry of the “counts-matrix” NsPˆm from the binomial
distributions Bin(Ns, Pˆk|i). For each replica Pˆm,b, we com-
pute the quantity of interest ym,b. Then the sample variance
σ2m := Var[{ym,b}Bb=1], (51)
provides a reasonable estimate of the true variance of ym.
Note that, in general, the variances σ2m will be heteroskedastic
(i.e., σ2m will depend on m). For the determinant-based tests,
we will replace, in Sec. VI, the bootstrapping by a more com-
putationally efficient, yet equivalent, method. Namely, we
will work out the distribution of the quantity log(|det(Pˆ)|),
which will allow us estimate the variances σ2m using a func-
tion Pˆm → σ˜2[Pˆm].
(iii) We repeat step (i) R times. That is to say, we consider a
set of R hypothetical experiments. We do this step to verify
some of our assumptions (e.g., normality) as well as to present
results (such as the power of a test) which are independent of
our random number generator. The purpose of this step (and
step (ii)) will become more apparent in the next subsections.
The left three panels in Fig. 4 show the single-qubit real-
ization of step (i), using Ns = 50, 000 runs per experimen-
tal configuration. Context-dependence and SPAM errors were
introduced via the ZZ model discussed in Sec. III. The PD-
test Eq. (14), displayed in Fig. 4(a), was applied to permu-
tations of the sequence S1 = InXnpi, where n = 250. More
precisely, we considered non-cyclic permutations of the form
Sσk = In−k+1Xn−k+1pi (XpiI)k−1, k = 1, 2, . . . , n + 1. We
then perturbed (as explained in step (i)) the M = 51 prob-
ability matrices Pσ1 ,Pσ6 ,Pσ11 , . . . ,Pσ251 , which were used
to compute the log-dets Lσ1 , . . . , Lσ251 . Figure 4(c) shows
simulations of the cycle-test applied to cyclic permutations
of the sequence S1 = XpiIn, with n = 500, that is, Sσ′k =
11
Ik−1XpiIn−k+1, k = 1, 2, . . . , n + 1. We computed the fi-
delities Eq. (17), with r = 2, for the M = 51 estimates
Pˆσ′1 , Pˆσ′11 , Pˆσ′21 , . . . , Pˆσ′501 . To ensure that each fidelity F
(2)
σ′k
– which involves a pair of probability matrices – is unbiased,
we generated a set ofM = 51 statistically independent proba-
bility matrices Pˆ(1)0 , Pˆ(11)0 , . . . , Pˆ(501)0 (while keeping the ref-
erence sequence S0 = I∅ fixed). The dots in Fig. 4(c) repre-
sent the fidelity estimates F (2)σ′k = 1/4Tr[(Pˆσ′k(Pˆ
(k)
0 )
−1)2],
whose fluctuations are now, to a good approximation, dis-
tributed as N (0, σ2k). Finally, the panel Fig. 4(e) displays
the results of the ID-test Eq. (21), applied to the sequences
Sm = Im,m = 0, 10, 20, . . . , 500. The parameters we used
to generate the plots showed in Fig. 4 were as in Ref. [7],
namely, γA1 = γ
B
1 = γ1 = 1/(60 ns), γ
A
φ = γ
B
φ = γ1/2,
tg = 20 ns. (Note that these values correspond to state-
of-the-art superconducting qubits [6].) The initial states of
A and B have nAz = n
B
z = 0.84 (which determines the
value of γ3) and we took the efficiency of the POVM effect
M0 = η |e〉 〈e| to be η = 0.95. As in the toy-model discussed
in Sec. II F, the probability matrices were obtained employ-
ing the noisy set of gates {Gin} = {I,Xpi,Ypi/2,X−pi/2} and
{Gout} = {Xpi, I,Ypi/2,X−pi/2}.
The right three panels in Fig. 4 were obtained using steps
(ii) and (iii). These display the distribution (histogram) of the
X 2-statistic (which depends on the variances σ2m of the obser-
vations), obtained by considering an ensemble of R of exper-
iments, as those shown in Figs. 4(a), 4(c) and 4(e). We will
return to this discussion in the next subsection, where we will
use the X 2-statistic for hypothesis testing.
The context-dependence effects, for the nonzero values of
ϕ, shown in Figs. 4(a), 4(c), 4(e), are markedly visible and
any sensible statistical tests will lead us to the conclusion
that some of our gates must necessarily be context-dependent.
However, for smaller values of Ns or ϕ, these signals will be-
come less discernible; thus some statistical tools will be re-
quired to assess the statistical significance of these effects.
Given the simplicity of the null hypotheses associated with
our tests it will be convenient to formulate the problem of
detection of context-dependence in the popular framework of
hypothesis testing [55]. The null hypotheses associated with
the permutational tests Eqs. (14), (17) and the ID-test (21) are
Lσk is constant, (52)
F (r)σ′k is constant, (53)
Lm is linear in m. (54)
Thus, our approach will be to assume that the above hy-
potheses are true unless the value of some statistic T pro-
vides strong evidence to reject them. Finally, note that our
SPAM-insensitive tests for CP-divisibility (see Sec. II D) are
less amenable to hypothesis testing. For example, the question
of the monotonicity of the quantity log(|det(Pm)|), taking
into account statistical fluctuations, could be addressed using
the isotonic regression method [56], but this topic goes be-
yond of the scope of this work and will not be discussed fur-
ther here.
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Figure 4. Statistical fluctuations and context-independence test in the
cases ϕ = 0 and ϕ 6= 0, where ϕ = Jtg . The left panels show the
statistical fluctuations (represented by dots) of the quantities Lσk ,
F (2)
σ′
k
and Lm, for Ns = 50, 000 runs per experimental configura-
tion. The “solid” curves in the left panels describe our simulations
in the limit Ns → ∞. In (a) and (c) we considered permutations of
the sequence I250X250pi and cyclic permutations of XpiI500, respec-
tively. Panel (e) displays Lm for iterations of the noisy idle gate I.
The number of points “perturbed” (dots) in each test is M = 51.
The left three panels show the corresponding chi-squared distribu-
tions for each test in the case ϕ = 0. The histograms were obtained
by considering a set of R = 10, 000 hypothetical experiments. In
each test, the variances were estimated using B = 50, 000 bootstrap
replicas.
A. Weighted least squares and the chi-squared statistic
The variances σ2m found via the bootstrap method (see step
(ii)) play a key role in assessing the goodness of fit of a par-
ticular model. Since the homoskedasticity of our observa-
tions cannot be guaranteed, we will employ the weighted least
squares method (WLS) to fit q-parameter models of the form
yi(β) =
q−1∑
n=0
βni
n, (55)
to a set of observations {yi}Mi=1 (see, e.g., the plots in Fig. 4).
The WLS estimate of β = (β0, . . . , βq−1) minimizes the
weighted residual sum of squares (with weights wi := 1/σ2i ).
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More precisely, the WLS estimate of β is the solution of the
optimization problem
βˆ = arg min
β
M∑
i=1
(yi − yi(β))2
σ2i
. (56)
Note that this estimate is precisely the maximum likelihood
estimate (MLE), under the normality assumption. The above
minimization problem has the closed-form solution
βˆ = (XTq WXq)
−1XTq Wy, (57)
where y = [y1, . . . , yM ]T is called the observation vector, Xq
is the M × q design matrix (which depends on the model we
are fitting) and W := diag(w1, . . . , wM ).
Note now that the objective function minimized in Eq. (56),
is just the chi-squared (X 2) statistic (see e.g., [55]). Further-
more, if there really is an underlying relationship (i.e., a “true”
model) of the form Eq. (55), i.e.,
y = Xqβ + ε, εi ∼ N (0, σ2i ), (58)
then theX 2 statistic should follow the chi-squared distribution
withM−q degrees of freedom, i.e.,X 2 ∼ χ2M−q. For the sake
of completeness, we provide here a proof of this well-known
fact. First, using Eqs. (57) and (58), we write the X 2 statistic
as follows:
X 2 = ||
√
W (y −Xqβˆ)||2E (59)
= ||(IM −
√
WXq(X
T
q WXq)
−1XTq
√
W )
√
Wε||2E ,
where || · ||E is the standard Euclidean norm. Now we note
that the operator, Pw := IM −
√
WXq(X
T
q WXq)
−1XTq
√
W
enjoys the following properties:
(a) PTw = Pw
(b) P 2w = Pw
(c) Tr(Pw) = M − q.
Hence, without loss of generality, the matrix Pw is of the form
Pw = Odiag(1, . . . 1︸ ︷︷ ︸
M−q
, 0, . . . , 0︸ ︷︷ ︸
q
)OT , with OOT = IM and
X 2 = ||Pw
√
Wε||2E
= ||Odiag(1, . . . 1︸ ︷︷ ︸
M−q
, 0, . . . , 0)︸ ︷︷ ︸
q
OT
√
Wε)||2E . (60)
Finally, notice that z :=
√
Wε ∼ N (0, IM ), and therefore
z′ = OT z is also standard normally distributed. Since || · ||E
is invariant under orthogonal transformation, we have X 2 =∑M−q
k=1 z
′2
k . Thus, by definition [55], X 2 will be distributed as
X 2 ∼ χ2M−q. (61)
Consequently, if a permutational test is implemented (see
Eqs. (52) and (53)) using a set of context-independent gates,
then the statistic X 2 will be χ2M−1 distributed. Clearly for the
ID-test test Eq. (54) one should observe X 2 ∼ χ2M−2, pro-
vided the operations involved are context-independent. We
will take advantage of this fact to test for the statistical sig-
nificance of a potential deviation from context-independence.
Namely, using the PDF of the chi-squared distribution with n
degrees of freedom, i.e.,
fn(x) =
1
2n/2Γ(n/2)
x
n
2−1e−
x
2 , (62)
we will compute the one-sided p-value given by the integral
p :=
∫ ∞
X 2
fn(x)dx, (63)
where the X 2 statistic Eq. (59) will be obtained by fit-
ting a particular model Eq. (55) to our observations y =
[y1, . . . , yM ]
T . By setting an artificial threshold pcr, we will
reject the null hypothesis (i.e., the context-independence hy-
pothesis) if we observe p < pcr.
The right panels in Fig. 4 show the distributions of the chi-
squared statistic for the context-independent case ϕ = 0. Pan-
els (b) and (d) display the distribution of X 2, resulting from
fitting a constant model yi(β) = β0. Examining M = 51
observations (i.e., M = 51 gate sequences) and consider-
ing a set of R = 10, 000 of hypothetical experiments (used
to build the histograms), we obtained the correct distribu-
tion, that is, χ251−1. Panel (f) in Fig. 4 shows the distribu-
tion of the X 2 statistic obtained from fitting the linear model
ym(β) = β0 + β1m, to the observations corresponding to
the ID-test. Here, using the same values of M and R, we
found, as expected, that X 2 ∼ χ251−2. These results allowed
us to verify, indirectly, that indeed the statistical fluctuations
are normally distributed (with zero mean) and, more impor-
tantly, that their variances were reasonably estimated via the
bootstrap method.
Figures 5(a) and 6(a) show the fraction of times we reject
the null hypothesis for the iterative determinant test, and the
cycle test, as a function of Ns and the interaction parameter
ϕ. More precisely, we again generated R observations; for
each observation yr = (y1,r, y2,r, . . . yM,r) we computed the
statistic X 2r , which we then used to compute the p-value
pr =
∫ ∞
X 2r
fM−q(x)dx, (64)
with q = 2 for the ID-test, and q = 1 for the cycle-test. We
chose the critical p-value pcr = 0.01 and counted the number
of times pr < pcr, that is, the number of times Nrejc we re-
jected the null hypothesis. Figures 5(a) and 6(a) display the
ratioNrejc/R; we observe how this ratio increases as we either
increase the interaction strength ϕ or the number of number of
runs Ns. Note that for ϕ 6= 0 and large values of R, the ratio
Nrejc/R approximates the power of the test [55], i.e., the prob-
ability of correctly rejecting the null hypothesis. In the next
subsection we show how by comparing two different models
we can improve the rejection ratio, for the same significance
level pcr.
B. Statistical F-Test for nested models
In the previous subsection, we discussed how the X 2 statis-
tic may be used to reject the context-independence hypothesis.
13
● ● ● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● Ns=25000
● Ns=50000
● Ns=75000
0.0 0.5 1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
1.0
● ● ● ●
●
●
●
●
●
● ●
●
●
●
●
● ● ●
●
●
●
●
●
● Ns=25000
● Ns=50000
● Ns=75000
0.0 0.5 1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
1.0
       Chi-Squared Test 
       F-Test
(a)
(b)
Tex for Graffle
Andrzej Veitia
Department of Physics, University of Oregon, Eugene, Oregon 97403, USA⇤
(Dated: January 7, 2018)
Drawing
' = 0 (1)
Lm (2)
m (3)
X⇡ (4)
Z = X⇡Y⇡ (5)
X ⇡/2X⇡/2 (6)
F (2)k (7)
Lk (8)
k (9)
'⇥ 103 (10)
⇤ aveitia@gmail.com
Fr
ac
tio
n 
Re
je
ct
ed
Tex for Graffle
Andrzej Veitia
Department of Physics, University of Oregon, Eugene, Oregon 97403, USA⇤
(Dated: December 26, 2017)
Drawing
' = 0 (1)
Lm (2)
m (3)
X⇡ (4)
Z = X⇡Y⇡ (5)
X ⇡/2X⇡/2 (6)
F (2)k (7)
Lk (8)
k (9)
⇤ aveitia@gmail.com
(c)
F1,48(x)
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
PDF
Fr
ac
tio
n 
Re
je
ct
ed
Figure 5. Hypothesis testing for the ID-test applied to the sequences
Sm = Im, as in Fig. 4(e). Panel (a) shows the fraction of times
the null hypothesis is rejected (i.e., the power of test) by means of
the chi-squared statistic vs. the interaction strength ϕ (×103) and
Ns. The number of hypothetical experiments is R = 10, 000. Panel
(b) deals with hypothesis testing based on the F statistic. In both
cases, we set pcr = 0.01. Panel (c) shows the agreement between
the histogram, built out the R hypothetical experiments and Ns =
50, 000, and the target distribution F1,48, when ϕ = 0.
Roughly speaking, if the WLS fit of the context-independent
model, was “sufficiently bad”, we concluded that, most likely,
our gates are context-dependent. Now, in the spirit of model
selection [57–60], we show how the goodness of fit of two
nested models, of the form Eq. (55), may be compared.
The main idea is the following: Consider two nested models
M1 andM2 (of the form Eq. (55)) such thatM1 ⊂M2 and
dimM1(2) = q1(2). It is clear that if modelM1 is correct then
so is model M2. In addition, the corresponding chi-squared
statistics obey X 21(2) ∼ χ2M−q1(2) and X 21 ≥ X 22 (which can
be seen from Eq. (56)). The following is a useful result (see
e.g. [61]), asserting that ifM1 is correct then
∆X 212 := X 21 −X 22 ∼ χ2q2−q1 . (65)
Furthermore, it can be shown that the difference ∆X 212 and
X 22 are statistically independent. Here, for completeness of
exposition, we present a sketch of the proof of this fact. As
mentioned above, we assume that the observations, i.e., the
data is generated by the model y = Xq1β + ε. It will prove
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Figure 6. Hypothesis testing for the cycle-test, applied to the cyclic
permutations of the sequence S1 = XpiI500 discussed earlier in
Fig. 4(c). The description of the panels (a), (b) and (c) is as in Fig. 5.
convenient to set y =
√
W−1y′, Xq1(2) =
√
W−1X ′q1(2) and
ε =
√
W−1ε′, where the weights matrix W is as in Eq. (59).
We can now rewrite the difference ∆X 212 in terms of y′ as
∆X 212 = y′T (1−H1)y′−y′T (1−H2)y′ = y′T (H2−H1)y′,
(66)
where H1(2) = X ′q1(2)(X
′T
q1(2)
X ′q1(2))
−1X ′Tq1(2) are symmetric
and idempotent M ×M matrices (these are the so-called hat
matrices), which satisfy H1(2)X ′q1(2) = X
′
q1(2)
. Notice now
that since M1 ⊂ M2, the M × q2 matrix X ′q2 contains
the columns of X ′q1 . Hence, H2X
′
q1 = X
′
q1 and H2H1 =
H1H2 = H1. These facts can be used to express Eq. (66) as
∆X 212 = ε′T (H2 −H1)ε′, (67)
and also allow us to show that (H2−H1)2 = H2−H1, that is
to say, H2−H1 is a projector. Equation (65) follows from the
fact that Tr(H2 −H1) = q2 − q1 and ε′ = N (0, IM ) (see the
derivation of Eq. (59)). Finally, the statistical independence of
X 22 and ∆X 212 can be shown by writingX 22 = ε′T (IM−H2)ε′
and noticing that (H2 −H1)(IM −H2) = 0 [62].
Thus, for two nested modelsM1,M2,M1 ⊂M2, we will
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consider the F statistic
F =
M − q2
q2 − q1 (
X 21
X 22
− 1). (68)
Then, based on the fact Eq. (65), if modelM1 is correct, the
above F statistic should, by definition (see e.g. [61]), follow
the Fq2−q1,M−q2 distribution [63]. This fact will allow us to
decide whether modelM2 describes our observations signifi-
cantly better thanM1. If it does, then we will rejectM1, i.e.,
the null hypothesis. As in the previous subsection, making use
of the Fn1,n2 distribution’s PDF
fn1,n2(x) =
n1
n1
2 n2
n2
2
B(n12 ,
n2
2 )
x
n1
2 −1
(n1x+ n2)
1
2 (n1+n2)
, (69)
(here B(·, ·) is Euler’s beta function), we compute the p-value
p =
∫ ∞
F
fq2−q1,M−q2(x)dx, (70)
where F is given by Eq. (68). Here, again, in order to study
the power of the F-test we considered R = 10, 000 hypothet-
ical experiments and used Eq. (70) to obtain a set of p-values
{pr}Rr=1. We then counted the number of times a pr is smaller
than pcr = 0.01, that is to say, the number of times we rejected
the null hypothesis specified by modelM1.
The panels 5(b) and 6(b) show the power of the F-test for
the iterative determinant test and the cycle-test. For the ID-
test, the models compared in Fig. 5(b) were the null hypoth-
esis ym = β0 + β1m (M1) and ym = β0 + β1m + β2m2
(M2). For the cycle test, we compared the null hypothesis,
i.e., the constant model yk = β0 (M1) and the quadratic
model yk = β0+β1k+β2k2 (M2). In both cases, we observe
that the F statistic performs considerably better than the X 2
statistic. Finally, the panels 5(c) and 6(c) reflect the agreement
between the histograms, built out the R = 10, 000 hypotheti-
cal experiments, and the target distributions in the case ϕ = 0.
V. ESTIMATING THE UNITARITY OF A GATE
As shown in Sec. II E, an attractive feature of the ID-test
is that even when no context-dependence is detected, it can
be used to extract the unitarity u′(G) of a gate G, in a robust
fashion, from the slope of log(|det(Pm)|). This will be dis-
cussed in greater detail in this section, wherein we will take
into account the effects of statistical fluctuations and study the
precision of the estimate uˆ′(G) obtained via the ID-test. Let
us therefore assume the null hypothesis associated with the
ID-test to be true (i.e., context-independence). Then our ob-
servations ym = Lm should obey the linear model
ym := Lm = β0 + β1m+ εm, ε ∼ N (0, σ2m), (71)
where β0 partially characterizes SPAM errors (in the absence
of SPAM errors β0 = 0) and β1 = log(|det(G)|). Thus,
according to definition Eq. (22), our unitarity estimate will be
uˆ′(G) = e
2βˆ1
d2−1 , (72)
where βˆ1 is the WLS estimate discussed in the previous sec-
tion. Hence, in order to find the spread of the estimates
uˆ′(G) we must first determine the probability distribution of
the slope estimate βˆ1, which is a standard problem in linear
regression. Indeed, making use of equation (57) and writ-
ing the linear model Eq. (71) as y = X2β + ε, we find that
βˆ = β+ (XT2 WX2)
−1XT2
√
W (
√
Wε). Since z :=
√
Wε ∼
N (0, IM ) and Cov(Az) = AzAT , we conclude that the WLS
estimates are distributed according to the multivariate normal
distribution
βˆ = [βˆ0, βˆ1]
T ∼ N (β,Σ2), Σ2 = (XT2 WX2)−1. (73)
The design matrix X2 for the linear model Eq. (71) is simply
XT2 =
[
1 1 . . . 1
m1 m2 . . . mM
]
, (74)
where {mn}Mn=1 are the sequence lengths considered in
the iterative determinant test, for example, {mn}Mn=1 =
{0, 10, 20, . . . 500} (as in Fig. 4(e)). Now, substituting the de-
sign matrix X2 into Eq. (73), we obtain the covariance matrix
Σ2 =
∑M
n=1 wn
[
m2n −mn
−mn 1
]
(
∑M
n=1 wn)(
∑M
n=1 wnm
2
n)− (
∑M
n=1 wnmn)
2
,
(75)
from which we extract the standard deviations of the WLS es-
timates, that is, σβˆ0 and σβˆ1 . Now, since we expect σβˆ1  1,
we can write the unitarity estimate Eq. (72) as uˆ′(G) ≈
exp(2β1/(d2−1))(1+2(δβˆ1)/(d2−1)) from which we read-
ily see that the unitary estimates will be, approximately, nor-
mally distributed. Specifically, when σβˆ1  1, the unbiased
estimator uˆ′(G) will we distributed according to
uˆ′(G) ∼ N (u′(G), 4u
′2(G)
(d2 − 1)2σ
2
βˆ1
), (76)
where u′(G) is the true unitarity of the gate G. Clearly, in
practice, only the estimate uˆ′(G) will be available. Nonethe-
less, the latter can be used to reasonably approximate the
standard deviation in Eq. (76). That is to say, we can set
u′(G) = uˆ′(G), which leads to the simple relation
σˆ2uˆ′ ≈
4uˆ′2(G)
(d2 − 1)2σ
2
βˆ1
. (77)
In addition, note that for high-fidelity gates we will find that
uˆ′(G) ≈ 1 and therefore, σˆuˆ′ ≈ 2/(d2 − 1)σβˆ1 .
Figure 7 shows the distributions of the estimates βˆ0, βˆ1 and
uˆ′, obtained from our simulation of the ID-test, applied to the
noisy idle gate I. We chose the parameters of our ZZ model
to be ϕ = 0 (which implies that the linear model Eq. (71) is
correct), nz = 0.84, η = 0.95, γ−11 = 60 µs, γφ = γ1/2
and tg = 40 ns (we assumed that both qubits A and B in our
ZZ model are identical). The histograms shown in Fig. 7 were
built using R = 10, 000 hypothetical experiments. Further-
more, in table I we present the results of our simulation of the
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Figure 7. Panels (a) and (b) display the probability distribution of the
weighted least squares estimate βˆ = [βˆ0, βˆ1]T for the ID-test, ap-
plied to the gate I. We considered Ns = 50, 000 runs per measure-
ment configuration. The means of the estimates βˆ0 and βˆ1 are µβˆ0 =
−0.731 and µβˆ1 = −2.12× 10−3, respectively. The standard devi-
ations of the WLS estimates were found to be σβˆ0 = 3.35 × 10−3
and σβˆ1 = 1.31× 10−5. Panel (c) shows the distribution of the uni-
tarity estimate uˆ′(I). Here we found that uˆ′ ∼ N (µuˆ′ , σ2uˆ′), with
µuˆ′ = 0.998591 and σuˆ′ = 8.73 × 10−6. The lengths of the se-
quences used in this simulation were {mn} = {0, 10, 20, . . . 500}.
ID-test, applied to various single-qubit gates. Unsurprisingly,
we found the means of our estimates to be equal to the true
values β0, β1 and u′(G). The true value of the y-intercept is
β0 = L0 = 2 log(2) + log(|det(P0)|) = −0.731297, which
only depends on SPAM errors. The true values of β1 and u′
corresponding to iterations of gates of duration tg = 40 ns are
β1 = log(det(G)) = −2tg(γ1 + γφ + γ3)
= −2tg( 2γ1
1 + nz
+ γφ) = −2.11594× 10−3, (78)
u′ = e
2β1
3 = 0.9985904. (79)
Table I also contains a comparison between the mean of the
estimates uˆ′(G) and the unitarity Eq. (24) u(G) = 1/(d2 −
1)Tr(WTGWG). Note that the results presented in Table I
show no discernible differences between the measures u(G)
and u′(G). For example, for the model parameters chosen in
our simulations, we find the following difference between the
true values of the unitarities u′(I) and u(I): u(I) − u′(I) =
Gate µβˆ0 σβˆ0 µuˆ′ σuˆ′ u
I −0.731 3.35× 10−3 0.998590 8.73× 10−6 0.998590
Xpi
2
−0.731 3.14× 10−3 0.998590 8.83× 10−6 0.998590
Xpi −0.731 3.14× 10−3 0.998590 8.75× 10−6 0.998590
Zpi −0.731 3.73× 10−3 0.99718 1.08× 10−5 0.99718
Zpi
2
−0.731 3.72× 10−3 0.99578 1.26× 10−5 0.99578
Table I. Distribution of the estimates βˆ0 and uˆ′ obtained via the ID-
test, applied to various gates. The assumptions and parameters are
as in Fig. 7. The duration of the gates I, Xpi
2
and Xpi is tg . Here,
Zpi = XpiYpi and Zpi
2
= Xpi
2
Ypi
2
X−pi
2
and therefore, the durations of
these gates are 2tg and 3tg , respectively. Finally, the last column of
the table displays the values the unitarity u(G) = 1
d2−1Tr[W
T
GWG].
3.7× 10−10 (recall the inequality u(G) ≥ u′(G), proved ear-
lier in Sec. II E). The fact that this difference is so small is
not a mere coincidence resulting from our particular model.
This, in general, will be the case for high-fidelity gates. This
observation may be explained as follows: A high-fidelity gate
G will be close to a unitary operation, which has all singular
values equal to 1. Therefore, we can write the singular values
of WG as sn = 1− δsn, where |δsn|  1. Next, using the se-
ries expansions u(G) = 1−2/(d2−1)∑n δsn+O({δsn}2)
and det(G) = det(WG) = 1−
∑
n δsn +O({δsn}2) yields
u(G)− u′(G) = O({δsn}2). (80)
We thus expect, in practice, both measures to yield similar re-
sults. Recall, however, that our determinant-based protocol
was devised to detect deviations from context-independence.
If no context-dependence is detected, the ID-test can be used
to determine the unitarity of an individual gate, unlike the
RB-based protocol presented in [38], which yields the uni-
tarity u¯ of the average error map of a 2-design. Note that
with our definition of unitarity, the knowledge of the uni-
tarity of the noisy (and context-independent) generators of
a group determines the unitarity of all elements of an im-
plementation of that group (e.g., the Clifford group). Fi-
nally, it is worth mentioning a class of maps G for which
the measures u(G) and u′(G) coincide. Consider a trace pre-
serving map of the form G = UΛ, such that U is unitary
(i.e., UTU = I) and the unital part of Λ, which we de-
note by WΛ, is of the form diag(α, α, . . . , α). Then, it is
clear that |det(G)| = |det(Λ)| = |det(WΛ)| = |α|d2−1
and therefore, u′(G) = |α|2 = 1/(d2 − 1)Tr(WTΛ WΛ) =
1/(d2 − 1)Tr(WTGWG) = u(G). This class includes the de-
polarizing channel and the map describing the free evolution
of a qubit undergoing energy relaxation and dephasing (see
the matrix Eq. (34)), in the particular case T1 = T2.
The following steps summarize our unitarity estimation
protocol:
(i) Iterate a gate G to obtain a set of M probability matrices
estimates {Pˆm}Mm=1
(ii) Use these probability matrices to compute the observa-
tions ym = Lm.
(iii) Estimate the weights wm = 1/σ2m, which can be done
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either via bootstrapping or using the method we present in the
next section.
(iv) Fit a linear model yˆm = βˆ0 + βˆ1m and then assess the
goodness of fit.
(v) Using Eq. (72), compute the unitarity estimate uˆ′(G) and
estimate the standard deviation σuˆ′ via Eqs. (75) and (77).
A. Bounds on the precision of the WLS estimates
In this subsection we further examine the precision of
the WLS estimates βˆ0 and βˆ1 (uˆ is directly related to βˆ1),
which are determined by the set of weights {wm = 1/σ2m}
and the lengths {mn} of the sequences used in the ID-test.
The weights {wm} are, as discussed earlier, specified by the
spread of the log-det of the estimates Pˆm. If our observations
were homoskedastic i.e., σm = σ0 = const., then we could
easily express the standard deviations σβˆ0 and σβˆ1 in terms of
σ0 and the lengths {mn}. Indeed, if σm = σ0, then the sums∑
n wnmn and
∑
n wnm
2
n in Eq. (75) can be performed ex-
plicitly using elementary methods. In particular, forM evenly
spaced sequence lengths {mn = b(n−1)}Mn=1, Eq. (75) yields
σβˆ0 =
√
2
M
(2M − 1
M + 1
)
σ0 ≈ 2√
M
σ0, (81)
where the approximation is for M  1. Analogously, for σβˆ1
we find the relation
σβˆ1 =
2
√
3√
M(M2 − 1)b2σ0 ≈
2
√
3√
Mmmax
σ0, (82)
wheremmax := b(M−1) is the length of the longest sequence
used in the ID-test (in our simulations b = 10 and mmax =
500). In general, however, the variability of log(|det(Pˆm)|)
will depend on the length of the sequence m, as illustrated in
Fig. 8. The usefulness of formulae (81) and (82) is that these
can be used to, crudely, estimate the standard deviations σβˆ0
and σβˆ1 (i.e., their orders of magnitude) using only one stan-
dard deviation σm. For example, let us consider only the point
m = 0, for which σ0 is approximately 10−2. Substituting this
value in Eqs. (81) and (82) we obtain σβˆ0 ≈ 2.8 × 10−3 and
σβˆ1 ≈ 9.7× 10−6. These guesstimates are relatively close to
the actual values (see the caption of Fig. 7).
Suppose now that we know the maximum and minimum
values of σm,which we denote by σmax and σmin, respectively.
Then, instead of equations (81) and (82) – which require ho-
moskedasticity – we can, for evenly spaced sequences, write
down the following upper and lower bounds for σβˆ0 and σβˆ1 :√
2
M
(2M − 1
M + 1
) σ2min
σmax
≤ σβˆ0 ≤
√
2
M
(2M − 1
M + 1
)σ2max
σmin
,
(83)
2
√
3√
M(M2 − 1)b2
σ2min
σmax
≤ σβˆ1 ≤
2
√
3√
M(M2 − 1)b2
σ2max
σmin
,
(84)
where we assumed that M  1. We prove these inequalities
by bounding the numerators and the denominator of Eq. (75).
For example, to bound the numerator of σβˆ0 we use the trivial
inequality wmin
∑
nm
2
n ≤
∑
m wmm
2
n ≤ wmax
∑
nm
2
n. To
derive upper and lower bounds on the denominator Den :=∑
n wn
∑
n wnm
2
n− (
∑
n wnmn)
2 of Eq. (75), we setW :=
Tr[W ] =
∑
n wn, qn := wn/W (so that
∑
n qn = 1), and
then notice that the denominator Den can be rewritten as
Den =W2
∑
n>n′
qnqn′(mn −mn′)2. (85)
Hence, we have the inequalityW2q2min
∑
n>n′(mn−mn′)2 ≤
Den ≤ W2q2max
∑
n>n′(mn−mn′)2. Finally, the bounds (83)
and (84) are obtained by making use of the fact that for evenly
spaced lengths mn = (n − 1)b, n = 1, 2, . . . ,M we have∑
n>n′(mn −mn′)2 = b
2
12M
2(M2 − 1).
From Fig. 8(a) we find that for the ID-test, applied to the se-
quences Sm = Im, m = 0, 10, . . . , 500, we have σmin = σ0 ≈
0.011 and σmax = σ500 ≈ 0.018. For these values, the bounds
derived above imply that σβˆ0 ∈ [1.9× 10−3, 8.1× 10−3] and
σβˆ1 ∈ [6.4× 10−6, 2.8× 10−5], in agreement with the values
presented in the caption of Fig. 7. Finally, using the relation
σuˆ′ ≈ 2/(d2 − 1)σβˆ1 (see discussion around Eq. (77)), we
find that the standard deviation of the unitarity must be in the
range σuˆ′ ∈ [4.3 × 10−6, 1.9 × 10−5]. In conclusion, these
bounds can be used to estimate the possible ranges of σβˆ0 and
σβˆ1 by only studying a few points. For instance, if we hypoth-
esize that the standard deviation of the log-det ofPm increases
monotonically – due to decoherence – with the length of the
sequence (which in the absence of context-dependence seems
to be a reasonable assumption), then the bounds Eqs. (83) and
(84) can be computed from the probability matrix estimates
Pˆ0 and Pˆmmax .
VI. DISTRIBUTION OF THE LOG-DET AND
HETEROSKEDASTICITY
In this section we study in detail the distribution of the
quantity log(|det(Pˆ)|) – which plays a major role in this
work – as a function of the true probability matrix P . To
do so, we start by assuming that P is invertible, which al-
lows us to write log(|det(Pˆ)|) = log (|det(P + δPˆ)∣∣) =
log
(|det(P)∣∣) + log (|det(I + P−1δPˆ)|). Next, for suffi-
ciently small fluctuations δPˆk|i, we can use the well-known
approximation det(I + P−1δPˆ) ≈ 1 + Tr[P−1δPˆ]. Hence,
for Ns  1, we have
log
(|det(Pˆ)|) ≈ log(|det(P)|) + Tr[P−1δPˆ]. (86)
Since the fluctuations δPˆki are independent and gaussian ran-
dom variables (for Ns  1), we find, making use of Eqs. (50)
and (86), the sought distribution
log(|det(Pˆ)|) ∼ N (log(|det(P)|), σ˜2[P]), (87)
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Figure 8. Standard deviation of log(| det(Pˆm)|) in the iterative de-
terminant test, applied to Sm = Im. Panel (a) shows a comparison
between the “true” standard deviations (black dots), obtained via the
bootstrapping method (with B = 4 × 105) and the estimates (red
dots) σ˜m = σ˜[Pˆm], obtained using Eq. (88). The model parameters
in panel (a) are as in Fig. 7 and Ns = 50, 000. Panel (b) displays
σ˜[Pm] (black curve) for the model Eq. (96). Both panels display the
corresponding upper bounds (blue curves) computed from Eq. (93).
where the variance σ˜2[P] is given by
σ˜2[P] = 1
Ns
∑
i,k
(P−1ik)2Pki(1− Pki) (88)
=
1
Ns
Tr[(P−1 ◦ P−1)(P − P ◦ P)] (89)
=
1
Ns
Tr[(P−1 ◦ P−1)(P ◦Q[P])]. (90)
Here, A ◦B denotes the entry-wise product of the matrices A
andB (this operation is also known as the Hadamard product)
and Q[P] is the complementary probability matrix, whose en-
tries are Q[P]ki = 1−Pki. The last two equations, expressed
in terms of the Hadamard product, will prove useful in the next
section. Note that in deriving the above relation, we made use
of the fact that for two statistically independent Gaussian vari-
ables,X1(2) ∼ N (µ1(2), σ21(2)), the probability distribution of
the sum c1X1 + c2X2 is N (c1µ1 + c2µ2, c21σ21 + c22σ22).
An obvious application of Eq. (88) is to estimate the stan-
dard deviation of log(|det(Pˆ)|). That is, given a probability
matrix estimate Pˆ,we can approximate the true standard devi-
ation σ˜[P] with σ˜[Pˆ]. Note that this approach is, to a large ex-
tent, equivalent to the parametric bootstrap method [54], em-
ployed earlier in Sec. IV. A clear advantage of using Eq. (88),
instead of the bootstrap method, is that it allows us to con-
siderably save computational time because we do not need to
generate B  1 replicas of Pˆ, for each sequence. Another
useful application of Eq. (88) is that it can be used to establish
bounds on the standard deviation σ˜. For example, it is straight-
forward to show that for any probability matrix P, with sin-
gular values {sk(P)}d2k=1, the following inequality holds:
σ˜2[P] = 1
Ns
∑
i,k
(P−1ik)2Pki(1− Pki) (91)
<
1
4Ns
∑
i,k
(P−1ik)2 = 1
4Ns
∑
k
s2k(P−1) (92)
=
1
4Ns
∑
k
1
s2k(P)
=
1
4Ns
||P−1||2F, (93)
where || · ||F denotes the Frobenius norm [64]. In deriving this
upper bound we made use of the inequality Pik(1 − Pik) ≤
1/4, for all i and k. The above bound will be further examined
in Sec. VII A.
We used the results presented thus far in this section to
study the standard deviations (SDs) associated with the ID-
test applied to the gate I (see Fig. 8(a)). More precisely, we
compared the true SDs obtained via the bootstrap method, us-
ing the true probability tables Pm (obtained from our ideal
simulations), with the standard deviations σ˜(Pˆm) obtained
via Eq. (88). Figure 8(a) also shows the upper bounds
1/(4Ns)||P−1m ||2F, computed from the true probabilities matri-
ces {Pmn}Mn=1. The results illustrated in Fig. 8(a) show that,
indeed, the quantities σ˜[Pˆm] can be used as reasonably accu-
rate estimates of the true standard deviations, when Ns  1.
The relation Eq. (88) can also be exploited to get a
crude estimate of the magnitude of the SD of the quantity
log(|det(Pˆ)|) by simply considering a simplified model of
the gateG we are iterating. This approach will prove useful in
reducing the SDs and, consequently, increasing the power of
our context-independence tests and the precision of the uni-
tarity estimates, as we explicitly show in the next section.
But first, let us examine some simple, yet important, cases.
Consider the ideal single-qubit idle gate I = I (i.e., the iden-
tity matrix) and suppose we can perfectly prepare the input
states used thus far (i.e., {|φi〉}4i=1 = {|g〉 , |e〉 , 1/
√
2(|g〉 +
|e〉), 1/√2(|g〉 + i |e〉)}) and also suppose we can perfectly
measure the projectors {Πk}4k=1 = {|φk〉 〈φk|}4k=1. Then the
probability matrix (with entries P idealki = | 〈φk|φi〉 |2) reads
P ideal =

1 0 1/2 1/2
0 1 1/2 1/2
1/2 1/2 1 1/2
1/2 1/2 1/2 1
 . (94)
Now, making use of Eq. (88) we easily find that for this prob-
ability matrix the statistical fluctuations of the log-det (when
Ns  1) are characterized by the standard deviation
σ˜[P ideal] =
√
2
Ns
. (95)
To analyze a slightly more complicated case, let us now as-
sume that the matrix representation (in the Pauli basis) of the
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idle gate is
Iγ =

1 0 0 0
0 e−(γ1/2+γφ)tg 0 0
0 0 e−(γ1/2+γφ)tg 0
1− e−γ1tg 0 0 e−γ1tg
 ,
(96)
which corresponds to setting γ3 = 0 and ϕ = 0 in our ZZ
model. Ignoring SPAM errors and using the same input states
and measurements as in the previous example, we find that the
variance Eq. (88), associated with the sequence Sm = Imγ , is
σ˜2m =
1
Ns
[6e2γφtgm sinh(γ1tgm) + 4e
γφtgm
× ( sin(γ1tgm
2
) + eγφtgm
)
+ (eγ1tgm − 3)]. (97)
This expression for σ˜m vs. the length sequence is plotted in
Fig. 8(b), where the relevant model parameters are tg = 40 ns,
γ1 = 40 µs and γφ = γ1/2. From Eq. (97), we find that for
short sequences, i.e., mγ1tg  1 and mγφtg  1, the stan-
dard deviation of the quantity log(|det(Pˆm)|) grows linearly
with m. Specifically, we have
σ˜m ≈
√
2
Ns
(1 +
(9γ1 + 8γφ)tg
4
m). (98)
For very long sequences, we learn from Eq. (97) that the stan-
dard deviation σ˜m grows exponentially with m. Note, how-
ever, that for sufficiently long sequences the approximation
Eq. (86), used to derive Eq. (88), may break down (because
of large matrix elements P−1ki ). Nonetheless, in Fig. 8(a) we
see that we can go up to mmax = 2000, while still obtaining
estimates σ˜m = σ˜[Pˆm] close to the “true” standard deviations
(found via the bootstrap method).
Finally, let us consider the free evolution of a qubit in the
absence of decoherence. Suppose that the qubit’s Hamiltonian
is H0 = ω |e〉 〈e| . Then for the ideal input states and projec-
tors discussed in the previous examples, we find the variance
σ˜2t = σ˜
2[Pt] = 2 + sin
2(2ωt)
Ns
, (99)
where the entries of the probability matrix Pt are [Pt]ki =
| 〈φk|e−iH0t|φi〉 |2. This basic example shows two things: (i)
The fluctuations of log(|det(Pˆm)|) do not necessary have to
increase monotonically with the length of the sequence m,
even when the evolution of the system is Markovian. (ii) More
importantly, the standard deviation σ[Pˆ] will, in general, de-
pend on how we prepare and measure our system, and there-
fore it will be affected by SPAM errors. Indeed, the last ex-
ample can be reinterpreted as (i) preparing a set of input states
exp(−iτH0) |φi〉 , which implies SPAM errors; (ii) iterating
m times the ideal idle gate I = I (iii) measuring the ideal pro-
jectors {Πk}4k=1. Clearly, the true model for such fictitious
ID-test is ym = Lm = 0×m+ εm, where εm ∼ N (0, σ˜2τ ).
VII. DETERMINANT-BASED TESTS AND SIC-SETS
As already shown in the previous section, the standard de-
viation of log(|det(Pˆ)|) depends on the measurement config-
urations, i.e., the set of input states and measurements used to
obtain the probability matrix Pˆ. The single-qubit tomographic
set used thus far in this work was based on the states
|φ1〉 = |g〉 , (100)
|φ2〉 = |e〉 , (101)
|φ3〉 = 1√
2
(|g〉+ |e〉), (102)
|φ4〉 = 1√
2
(|g〉+ i |e〉). (103)
Sets of this form are commonly used when performing quan-
tum process tomography (see e.g., [65, 66]) as they can be
easily prepared and measured, using basic Clifford operations.
In this section, we will explore the possibility of employing
more refined sets of states with the purpose of reducing the
standard deviation of our estimates. Namely, we will focus on
symmetric sets of states, such as
|ψ1〉 = |g〉 , (104)
|ψ2〉 = 1√
3
(|g〉+
√
2 |e〉), (105)
|ψ3〉 = 1√
3
(|g〉+ e 2pii3
√
2 |e〉), (106)
|ψ4〉 = 1√
3
(|g〉+ e− 2pii3
√
2 |e〉), (107)
which represents a regular tetrahedron inscribed in the Bloch
sphere and constitutes a single-qubit symmetric information-
ally complete (SIC) set. More generally, a SIC-set is defined
as a set of d2 (where d is the dimension of our Hilbert space)
vectors |ψi〉 satisfying
| 〈ψi|ψj〉 |2 = dδij + 1
d+ 1
, (108)
(see e.g., [16–18]). If we write Mk = (1/d)Πk, where
Πk = |ψk〉 〈ψk| , then the set of positive semidefinite oper-
ators {Mk}d2k=1 is a SIC-POVM [17].
Now, as in the previous section, we consider the ideal
idle gate I = I and we assume the absence of SPAM er-
rors. This approach will allow us to examine (via the func-
tion P → σ˜[P]) the advantage of using SIC-sets to in-
crease the power and precision of our tests. Moreover, most
of the interesting quantum gates satisfy (ideally) the condition
Gn = Id2 , for some n ≥ 0, which means that in the case
of high-fidelity gates and moderate SPAM errors, the results
obtained by considering the identity matrix I will be appli-
cable (to some extent) to a wide class of gate sequences e.g.,
Sk = (Xpi/2)4k, k = 0, 1, 2 . . . [67]. Thus, we begin by con-
sidering the probability matrix
P idealsic =

1 1/3 1/3 1/3
1/3 1 1/3 1/3
1/3 1/3 1 1/3
1/3 1/3 1/3 1
 , (109)
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whose entries are given by (P idealsic )ki = | 〈ψk|ψi〉 |2, where
{|ψi〉}4i=1 is a qubit SIC-set (such as the one presented earlier
in this section). Now, using the expression Eq. (88) for the SD
of the estimates log(|det(Pˆ idealsic )|), we readily find that
σ˜[P idealsic ] =
1√
6Ns
. (110)
This result, in comparison with σ˜[P ideal] = √2/Ns (see
Eq. (95)), obtained for the states (100–103), represents a
reduction by a factor of 12 in the number of experimental
runs Ns needed to achieve a specified level of precision σ∗.
Furthermore, the simple structure of the probability matrices
for SIC-sets, allows us to derive the following formula for
σ˜[P idealsic ], valid for any dimension d (provided a SIC-set ex-
ists in that dimension [68]):
Fact 1. Let {|ψi〉}d2i=1 be a SIC-set in d dimensions and
let [P idealsic ]ij = | 〈ψi|ψj〉 |2. Then the variance of log-det
log(|det(Pˆ idealsic )|) is given by the relation
σ˜2[P idealsic ] =
d− 1
d(d+ 1)
1
Ns
(111)
Proof . To prove this fact, we first notice that the inverse of
a matrix P having all diagonal entries equal to 1 and off-
diagonal entries equal to 1/(d+ 1) may be written as
(P idealsic )−1 =
d+ 2
d
Id2 − d+ 1
d2
P idealsic . (112)
This expression may also be easily obtained by first notic-
ing that P idealsic = d/(d + 1)(Id2 + dvvT ), where v =
1/d[1, 1, . . . , 1]T , and then applying the Sherman-Morrison
formula [69] to obtain the inverse (P idealsic )−1. Since the diag-
onal elements of P idealsic are all 1, only the off-diagonal ele-
ments will contribute to the sum
∑
ki(P−1ki )2Pik(1−Pik), in
Eq. (88). Hence, we find that
σ˜2[P idealsic ] =
1
Ns
d2(d2 − 1)( 1
d2
)2 × 1
d+ 1
× (1− 1
d+ 1
)
=
d− 1
d(d+ 1)
1
Ns
.
Setting d = 2 in the above formula, we recover Eq. (110),
that is to say σ˜[P idealsic ] = 1/
√
6Ns. Surprisingly, we find the
same result for a qutrit (d = 3), as confirmed by simula-
tions (see Fig. 9). Figure 9 shows the simulated distribution of
log(|det(Pˆ)|) when SIC-sets in d = 2, 3 are used to estimate
the log-det of the ideal idle gate I = Id. Note that we shifted
both distributions by the amounts 3 log(3) − 4 log(2) (qubit)
and 16 log(2)− 9 log(3) (qutrit) to obtain the distributions of
log(det(Iˆ raw)) = − log(|det(P idealsic )|) + log(|det(Pˆsic)|), for
which E[log(det(Iˆ raw))] = 0. These shifts are easily shown
to be given by − log(|det(P idealsic )|) = (d2 − 1) log(d + 1) −
d2 log(d) [70]. As predicted by Eq. (111), these two distribu-
tion are virtually identical.
Although in the simulations shown in Fig. 9 we did not
make use of a concrete qutrit SIC-set, for completeness’ sake,
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Figure 9. Simulations of the distribution of log(det(Iˆ raw)) for a qubit
SIC-set (panel (a)) and a qutrit SIC-set (panel (b)). To obtain the
distributions, for each measurement configuration, we sampled R =
4 × 106 counts nk|i from the binomial distribution Bin(Ns,P idealk|i ),
with Ns = 50, 000. The simulations yielded the values σqubit =
1.825 × 10−3 and σqutrit = 1.826 × 10−3, in very good agreement
with the predicted value σ˜ = 1/
√
6Ns = 1.82574× 10−3.
we present the following realization (see e.g., [71]): Let
{|0〉 , |1〉 , |2〉} be an orthonormal basis in d = 3 and consider
the normalized states
|Ψ1〉 = 1√
2
(|0〉+ |1〉), (113)
|Ψ2〉 = 1√
2
(|0〉+ e 2pii3 |1〉), (114)
|Ψ3〉 = 1√
2
(|0〉+ e− 2pii3 |1〉). (115)
These states satisfy | 〈Ψi|Ψj〉 |2 = 1/4 for i 6= j. The remain-
ing 6 members of the SIC-set are obtained by replacing the
pair of kets {|0〉 , |1〉} in the above equations by {|0〉 |2〉} and
{|1〉 , |2〉}. In addition to the above SIC-set in d = 3 we may
also consider the “standard” tomographic set [72, 73]
{|Φi〉}d2i=1 = {|n〉}d−1n=0 ∪ {
1√
2
(|n〉+ |m〉)}0≤n<m≤d−1
∪ { 1√
2
(|n〉+ i |m〉)}0≤n<m≤d−1, (116)
(with d = 3) which is simply a natural extension of the set
{|φi〉}4i=1 (see Eqs. (100-103)) to the d-dimensional case. Us-
ing Eq. (88), we readily find that this standard qutrit set yields
the standard deviation σ˜[P ideal] = √6/Ns.
It is important to note from Eq. (111) that σ˜[P idealsic ] de-
creases as the dimension d of our system increases. This
result, although interesting, has limited applications mainly
because our scheme is not scalable as it requires d4 exper-
imental settings to estimate a probability matrix Pˆ . More-
over, we do not know how stable this reduction in the SD
is against errors in the implementation of a SIC-set and/or
decoherence, for large dimensions d. Hence, a reasonable
approach to study operations acting on small composite sys-
tems, such as two-qubit gates, is the use of local SIC-sets. For
example, to characterize two-qubit gates we will use tomo-
graphic sets of the form {|ψi〉A ⊗ |ψj〉B}, where {|ψi〉A(B)}
are single-qubit SIC-sets. For such local tomographic sets and
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a gate G ≈ IAB = IA ⊗ IB, the resulting probability ma-
trices, in the absence of SPAM errors, will approximately be
of the form PAsic ⊗ PBsic. In addition, it is clear that the SIC-
sets used for the subsystems need not be equal, which means
that the SD corresponding to G = IAB , will only depend on
the dimensions of the subsystems A and B. This approach
can be straightforwardly extended to the n−qubit (or qutrit)
case. We will refer to this tomographic scheme, based on lo-
cal SIC-sets, as SIC⊗nd (d is the dimension of the qudit). For
this tomographic scheme, we can prove the following useful
result:
Fact 2. Let SIC ⊗nd be the n-fold tensor product of a SIC-set in
d dimensions and let P ideal(n)sic := (P idealsic )⊗n. Then the variance
of the estimates log(|det(Pˆ ideal(n)sic)|) is given by the formula
σ˜2[P ideal(n)sic] = [(d2 + 2d− 1−
1
d
)n
− (d2 + 2d− 1− 2
d+ 1
)n]
1
Ns
(117)
Proof. First, let us introduce the shorthand notation Pn :=
(P idealsic )⊗n, Pn−1 = (P idealsic )⊗n−1,. . . ,P1 = P idealsic . We now
examine the terms appearing in Eq. (89) and notice that the
matrix P−1n ◦P−1n = (P−11 ⊗P−1n−1) ◦ (P−11 ⊗P−1n−1) may be
conveniently written in the block form
β2P−1n−1 ◦ P−1n−1 γ2P−1n−1 ◦ P−1n−1 . . . γ2P−1n−1 ◦ P−1n−1
γ2P−1n−1 ◦ P−1n−1 β2P−1n−1 ◦ P−1n−1
... γ2P−1n−1 ◦ P−1n−1
... . . .
. . .
...
γ2P−1n−1 ◦ P−1n−1 γ2P−1n−1 ◦ P−1n−1 . . . β2P−1n−1 ◦ P−1n−1,

(118)
where β = (d2+d−1)/d2 and γ = −1/d2 (these coefficients
follow from Eq. (112)). Likewise, we write the matrix Pn =
(P1 ⊗ Pn−1) in block form, which leads us to the relation
Rn : = Tr[(P−1n ◦ P−1n )Pn]
= d2(β2 + (d2 − 1)αγ2)Rn−1, (119)
where α = 1/(d+ 1). From the above recursion relation, we
find that Rn =
(
d2(β2 + (d2 − 1)αγ2))n. Analogously, the
remaining term in Eq. (89) is found to be given by
Qn : = Tr[(P−1n ◦ P−1n )(Pn ◦ Pn)]
=
(
d2(β2 + (d2 − 1)α2γ2))n. (120)
The difference Rn−Qn yields are the result Eq. (117) which,
as the reader can easily verify, reduces to Eq. (111) for n = 1.
Since SIC⊗nd is not a SIC-set, it comes as no surprise that
the variance Eq. (117) does not scale well with the dimension
of the system. For instance, for two d-dimensional systems,
Eq. (117) assumes the form
σ˜2[P ideal(2)sic] =
(d− 1)(2d4 + 6d3 + 2d2 − 5d− 1)
d2(d+ 1)2
1
Ns
,
(121)
which for d  1, grows linearly with the subsystem’s di-
mension d. Finally, we consider the tensor product of two
Dimension
√
Nsσ˜
(I)(standard)
√
Nsσ˜
(II)(sic)
2
√
2 ≈ 1.4 1√
6
≈ 0.4
3
√
6 ≈ 2.4 1√
6
≈ 0.4
2× 2 2√19 ≈ 8.7
√
77
6
≈ 1.5
2× 3 3√26 ≈ 15.3
√
10
3
≈ 1.8
2× 2× 2 2√542 ≈ 46.6
√
4447
6
√
6
≈ 4.5
3× 3 12√5 ≈ 26.8
√
163
6
≈ 2.1
Table II. Comparison between the standard deviations σ˜(I) and σ˜(II)
of the estimates log(| det(Pˆ)|) corresponding to the standard and
SIC tomographic sets, respectively. For the composite systems con-
sidered in the table (e.g., 2 × 3 and 2 × 2 × 2), we compared the
SDs associated with tensor products of the simpler 1-qubit and 1-
qutrit sets discussed in this section (the standard set for d = 3 is
specified by Eq. (116)). A comparison between the second and third
columns shows the advantage of using local SIC-sets. For example,
for the three qubit system (2 × 2 × 2) the use of tensor product of
single-qubit SIC-sets reduces the standard deviation by a factor of 10
(approximately).
SIC-sets, corresponding to two systems with dimensions d1
and d2 (e.g., a qubit-qutrit system). For the probability matrix
P ideald1d2sic := P ideald1sic ⊗ P ideald2sic we have the following result:
σ˜2[P ideald1d2sic] = [
∏
i=1,2
d2i (βi + (d
2
i − 1)αiγ2i )−∏
i=1,2
d2i (βi + (d
2
i − 1)α2i γ2i )]
1
Ns
,(122)
where βi = (d2i + di − 1)/d2i , γi = −1/d2i and αi =
1/(di + 1). This expression can be derived along the same
lines as those used to obtain Eq. (117).
The results obtained so far allow us to compare the stan-
dard deviation obtained using local SIC-set schemes and local
standard schemes. Table II shows such comparison for some
low-dimensional systems. In particular, for the important case
2× 2, we find that the SIC2⊗SIC2 scheme reduces approx-
imately the SD by a factor of 6, that is, σ˜(I)/σ˜(II) ≈ 6 (see
table II). For the 2×2 case it is also worth discussing the pos-
sibility of employing the global standard set Eq. (116). This
set involves 4 product states and 12 entangled states, which
can be prepared employing a single entangling gate plus local
gates. Interestingly, for this tomographic set – which involves
entanglement – we find by means of Eq. (88) the standard de-
viation σ˜[P ideal] = 2√3/Ns ≈ 3.5/√Ns, which is still larger
than that obtained for to the local scheme SIC2 ⊗ SIC2
Given that most of the results presented in this section rest
upon the implementation of a SIC-set in d = 2, we will now
briefly discuss how to construct such set, starting from the
computational state |0〉 (for example, the ground state of our
system). First, we notice that if a qubit is initialized in the
magic state |T+〉 = cos(θ/2) |0〉 + e ipi4 sin(θ/2) |1〉 , where
θ = cos−1(1/
√
3) [74], then a SIC-set can be generated by
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applying the Clifford gates I,Xpi, Ypi and Zpi [75]. It is now
clear that in order to produce a qubit SIC-set it suffices to
implement a single non-Clifford gate U3 such that U3 |0〉 =
|T+〉 . A natural choice for this unitary is U3 = |T+〉 〈0| +
|T−〉 〈1| , where |T−〉 = sin(θ/2) |0〉 − e ipi4 cos(θ/2) |1〉 , so
that 〈T−|T+〉 = 0. Thus, in terms of the general 3-parameter
single-qubit unitary U(θ, φ, λ) [76], we can write
U3 =
[
cos(θ/2) −e−iλ sin(θ/2)
eiφ sin(θ/2) ei(λ+φ) cos(θ/2)
]
, (123)
where cos(θ/2) =
√
(1 + 1/
√
3)/2, φ = pi/4 and λ = pi.
A. Examining the optimality of SIC-sets in d = 2
Finally, we address the question of the optimality of the
single-qubit SIC-set. That is, we would like to verify that
this set leads to the smallest possible variance σ˜[P] in d = 2.
Unfortunately, we were not able to solve this problem ana-
lytically. However, this, and other related questions, can be
easily explored through Monte Carlo simulations because for
d = 2, generating a random set {|φi〉}4i=1 (a frame) reduces
to picking random points on the two-dimensional sphere (the
Bloch sphere). To generate a random point on the sphere,
we first generate three random, and independent, standard
normal variables x = (x1, x2, x3) from which we obtain a
state |φri 〉, pointing in the direction x/||x||E . This proce-
dure is known to produce a set of uniformly distributed points
(or states) on the two-dimensional sphere [77]. Using this
method, we generated a set of R = 5 × 107 probability ma-
trices {Pr}Rr=1 (with entries given by | 〈φrk|φri 〉 |2), which we
then used to determine the K = 100 smallest values of the
variances {σ˜2[Pr]}Rr=1, as shown in Fig. 10. In addition,
we made use of the set of probability matrices {Pr}Rr=1 to
search for the maximum value of the determinant det(Pr)
and to study the inequality Eq. (93), that is, the difference
∆F := 1/(4Ns)||P−1r ||2F −σ˜2[Pr]. The results obtained from
this simulations suggest that, indeed, in d = 2 the SIC-set
minimizes both the variance σ˜[P] and ∆F , and maximizes the
determinant det(P) (see Fig. 10(b)). Moreover, these results
indicate that in d = 2 the inequality Eq. (93) is not tight for
probability matrices of the form Pk|i = | 〈φrk|φri 〉 |2. Extend-
ing this analysis to d > 2 is beyond the scope of this work.
B. Simulations of single-qubit determinant-based tests and
SIC-sets
We now apply the ideas discussed in the previous subsec-
tion to a more realistic setting, which will include decoher-
ence. To do so, we make use of our ZZ model and focus
on our determinant-based tests Eq. (52) (permutational) and
Eq. (54) (iterative). But first, we will slightly modify our
model. Namely, we will assume perfect state preparation and
 Monte Carlo simulations
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Figure 10. Monte Carlo optimization method applied to σ˜2[P],
∆F [P] := 1/(4Ns)||P−1||2 − σ˜2[P] and det(P). In order to
search for the global optima of these quantities, we generated a set
of R = 5 × 107 probability matrices {Pr}Rr=1 corresponding to
states uniformly distributed on the Bloch sphere. We discarded the
frames {|φ〉i}4i=1 producing ill-conditioned probability matrices by
choosing only those having det(P) > 10−5. Panel (a) shows the
K = 100 smallest values of the quantities σ˜2[Pr], ∆F [Pr] (with
Ns = 1) and the K = 100 largest values of det(Pr). The min-
ima found for σ˜[P], ∆F [P] and the maximum for det(P), are close
to those corresponding to the matrix P idealsic , namely 1/6, 19/12 and
16/27, respectively. The inset in panel (a) shows the frame (after
a rotation about the z-axis) corresponding to the minimum variance
found in our simulation. Panel (b) shows the distance between the
probability matrices {Pr}, yielding the smallest/largest values of the
quantities discussed in (a), and P idealsic . To quantify the distance be-
tween these probabilities, we used the matrix norm || · ||max, defined
as ||A||max = max
i,k
|Aki|.
measurements (i.e., no SPAM errors). The reason why we do
not model SPAM errors here is because we will be comparing
different tomographic sets (specifically, the set Eqs. (100-103)
and Eqs. (104-107)) and including SPAM errors might favor
one set over the other, even in the case of the ideal idle gate
I = I . We will model our gates as in Eq. (45), that is, we
will assume that the noisy implementation of an ideal gate G
is G = exp(JG + tgV + tgD), where tg is the duration of
the gate, JG generates the ideal gate G and V describes the
Ising interaction V = (J/2)Z ⊗ Z, respectively. The su-
peroperator D accounts for the local decoherence of qubit A
and the memory (qubit B); the only difference between the
superoperator D we consider here and that used in previous
simulations, is that we will now set the thermal excitation rate
γA3 of the qubit A equal to zero. We will thus assume that the
initial state of the system is ρAB0 = |g〉 〈g| ⊗ 1/2(I + nBz Z)
where nB = (γB1 − γB3 )/(γB1 + γB3 ), which ensures the sta-
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Figure 11. Probability distribution of the WLS estimates βˆ0 and βˆ1
corresponding to the standard set {|φi〉}4i=1 (orange histograms) and
the SIC-set {|ψi〉}4i=1 (red histograms). The sequence lengths con-
sidered were m = {0, 10, 20, . . . , 500}, the number of hypothetical
experiments was R = 105 and Ns = 50, 000. The SDs of the esti-
mates log(|det(Pˆm)|) were obtained from Eq. (88).
tionarity of the initial state of the system ρAB0 .
We first consider the context-independent case J = 0
and, as in Sec. V, we study the distribution of the WLS es-
timates obtained by means of the single-qubit ID-test, ap-
plied to the noisy idle gate I. The results are displayed in
Fig. 11, for the model parameters tg = 20 ns, nBz = 0.84,
γ
A(B)
1 = γ1 = (60 µs)
−1 and γA(B)φ = γ1/2. Figure 11 com-
pares the distributions of the WLS estimates obtained using
the standard set {|φi〉}4i=1 and the SIC-set {|ψi〉}4i=1. In this
simulation the use of the SIC-set {|ψi〉}4i=1 reduced the stan-
dard deviations σβˆ1 (which sets the precision of the unitarity
estimate uˆ′) and σβˆ0 by the factors 2.7 and 3, respectively.
Since our tests are, in the limitNs →∞, insensitive to SPAM,
the form of the true (underlying) model is the same for both
sets of states, namely ym := Lm = −2(γ1 + γφ)tgm + εm,
εm ∼ N (0, σ2m). That is to say, only the standard deviations
σm depend on the SPAM specifics, as dictated by Eq. (88).
Let us now set ϕ = Jtg 6= 0 and focus on detecting devi-
ations from the null hypotheses associated with the PD-tests
Eq. (52) and the ID-test Eq. (54). Although we have already
addressed this problem earlier in this work, we will now con-
centrate on showing that the use of the SIC-set Eqs. (104-107),
leads to an increase in the power of the statistical F-test (dis-
cussed in Sec. IV B). Figures 12(a) and 12(b) show our results
for the PD-test, applied to a class of permutations of the se-
quence S1 = I250X250 (see caption of Fig. 12). The nested
models compared via the F statistic were the null hypothe-
sis yk = β0 = const (model M1) and the quadratic model
yk = β0+β1k+β2k
2 (modelM2). As explained in Sec. IV B,
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Figure 12. Hypothesis testing for the determinant-based tests. The
upper panels (a) and (b) display the results of the statistical F-test
applied to the PD-test, discussed earlier in Fig. 4(a). More precisely,
we considered the following set of M = 51 non-cyclic permuta-
tions of the sequence S1 = InXnpi , with n = 250: S1, S6, S11,
. . . , S251, where Sk = In−k+1Xn−k+1pi (XpiI)k−1. Panel (a), shows
the power of the F-test for our SIC-set (asterisks) and the standard
SPAM scheme (dots), for various values of the interaction param-
eter ϕ (times 104) and sample sizes Ns. Similarly, panel (c) dis-
plays the power of the F-test corresponding to the iterative deter-
minant test, applied to the M = 51 sequences S0 = I0, S10 =
I10, S20 = I20, . . . , S500 = I500. Panels (b) and (d) show the target
F -distributions for both determinant-based tests when ϕ = 0 and
Ns = 50, 000. To determine the power of the tests and to construct
the histograms, we considered an ensemble of R = 10, 000 hypo-
thetical experiments.
if the F statistic obtained by comparing the goodness of fit of
these two models (see Eq. (68)) is greater than certain value
Fcr, specified by our artificial significance level pcr = 0.01
(i.e., 1%), we reject the null hypothesis associated with model
M1 and conclude that the gates involved in the test are highly
likely to be context-dependent. As expected, we found that the
use of a SIC-set leads to a noticeable increase in the power of
the F-test, as observed in Fig. 12(a).
In much the same way, we analyzed the ID-test, applied to
the gate I. The results are displayed in the panels 12(c) and
12(d). The nested models we compared, by means of the F
statistic, in this test are the null hypothesis ym = β0 + β1m
(modelM1) and the quadratic model ym = β0+β1m+β2m2
(modelM2). For this iterative test, we also observed that the
use the SIC-set {|ψi〉}4i=1 boosts the power of the F-test (see
Fig. 12(c)). Finally, the panels 12(b) and 12(d) show that
we, indeed, reproduce the correct F -distributions (using the
SIC-set), when the gates are context-independent, i.e., ϕ = 0.
Then the corresponding PDFs are of the formFq2−q1,M−q2(x)
23
(see Eq. (69)), where q1(2) = dim(M1(2)) and M is the num-
ber of observations (points) used to fit the models.
C. Estimating the unitarity of a two-qubit gate
Finally, in this last subsection, we simulate the ID-test, ap-
plied to a context-independent two-qubit gate with the pur-
pose of estimating its unitarity. More precisely, we will con-
sider iterations of the noisy two-qubit idle gate I⊗2, given by
I⊗2 := etgV+tgD. Note that, by construction, the two-qubit
gate I⊗2 is context-independent on AB, even when ϕ 6= 0.
If we denote by Sm the sequence corresponding to m iter-
ations of I⊗2, then Lm = log(det(Sm)) = mtgTr(D) =
4mtg[Tr(DA) + Tr(DB)], where we have assumed that the
qubits decohere locally, i.e., D = DA ⊗ IB + IA ⊗ DB .
Thus, assuming that the qubits, and their respective environ-
ments, are identical, we find that the slope of Lm is given by
β1 = −16(
∑
k γk)tg. Therefore the true value of the unitarity
of the two-qubit gate I⊗2 is given by
u′(I⊗2) = exp(
2β1
d2 − 1) = exp(−
32tg
15
(
∑
k
γk)). (124)
It is tempting to use a SIC-set in d = 4 to increase the preci-
sion of the unitarity estimate uˆ′ (a construction of a SIC-set in
d = 4 can be found in Ref. [17]). However, such approach
is somewhat impractical since it would require implement-
ing highly nontrivial operations to prepare this two-qubit SIC-
set. On the other hand high-fidelity single-qubit non-Clifford
operations have been already successfully implemented (see
e.g., [78]). Therefore, as discussed earlier in this section, we
will consider employing local tomographic sets of the form
SIC2 ⊗ SIC2 (scheme-II) and compare the results thus ob-
tained with those corresponding to the use of tensor products
of the single-qubit standard set (scheme-I). As in the previ-
ous subsection, in order to meaningfully compare these tomo-
graphic schemes (as in table II) we will assume that there are
no SPAM errors. From table II we know that for I⊗2 = I
(the identity matrix) a comparison between the SDs of the
unitarity estimates found via the ID-test, would yield the ra-
tio σ(I)uˆ′ /σ
(II)
uˆ′ = 12
√
19/77 ≈ 6 (assuming the same Ns for
both schemes). Clearly, due to decoherence, we expect our
simulations to yield a smaller ratio σ(I)uˆ′ /σ
(II)
uˆ′ .
Figure 13 shows the results of our simulations of the
ID-test applied to the two-qubit gate I⊗2, with parameters
tg = 20 ns, ϕ = Jtg = 1 × 10−3, γ1 = (60 µs)−1,
γφ = γ1/2 and γ3 = 0. Panels (a) and (b) display the decay
of Lm for the standard set (scheme-I) and the SIC2 ⊗ SIC2
set (scheme-II), respectively. The statistical fluctuations of
the probability matrices estimates Pˆ(I(II))m , corresponding to
scheme-I(II), were simulated by sampling from the bino-
mial distribution Bin[Ns, (P(I(II))m )k|i], with Ns = 10, 000.
The resulting estimates {Pˆ(I(II))mn }Mn=1 were used to com-
pute the log-dets Lˆ(I)m = 16 log(2) + log(|det(Pˆ(I)m )|) and
Lˆ
(II)
m = 8(3 log(3) − 4 log(2)) + log(|det(Pˆ(II)m )|), shown
in panels (a) and (b), respectively. Comparing Figs. 13(a) and
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Figure 13. ID-tests applied to the two-qubit gate I⊗2. Panels (a)
and (b) show the results of a simulation (dots) of a hypothetical ex-
periment employing (a) the SPAM scheme based on tensor products
of standard states {|φ〉i} (scheme-I) and (b) the SIC2 ⊗ SIC2 set
(scheme-II). The “solid” lines in (a) and (b) represent the true val-
ues Lm = β1m (where β1 = −16tg(γ1 + γφ)). Panel (c) displays
the distribution of the unitarity estimates uˆ′ for the scheme-I (orange)
and scheme-II (red). Panel (d) shows the distribution of the targetX 2
statistic obtained by considering R = 40, 000 hypothetical experi-
ments, based on the SPAM scheme-II. The sequence lengths used
in these simulations were {mn}51n=1 = {0, 10, 20, . . . , 500}. The
number of runs per experimental setting used in the simulation was
Ns = 10, 000.
13(b) we observe the expected reduction in the magnitude of
the statistical fluctuations, achieved thanks to the use of the
SIC2 ⊗ SIC2 set. Naturally, this reduction translates into
more precise unitarity estimates, as illustrated in Fig. 13(c).
Using R = 40, 000 hypothetical experiments to determine the
distributions of the unitarity estimates uˆ(I) and uˆ(II) shown
in Fig. 13(c), we found
uˆ′(I) ∼ N (0.99893, (1.5× 10−5)2), (125)
uˆ′(II) ∼ N (0.998934, (3.2× 10−6)2). (126)
Thus, by using scheme-II we improved the precision of the
unitarity estimates by, approximately, a factor of σ(I)uˆ′ /σ
(II)
uˆ′ ≈
4.5. As discussed in Sec. V, we expect our unitarity estimates
to be close to the unitarity u(G), introduced in Ref. [38]. In-
deed, for our two-qubit gate we have
u(I⊗2) =
1
d2 − 1Tr[W
T
I⊗2WI⊗2 ] = 0.998934. (127)
The difference between the unitarity u(I⊗2) and the true value
of our unitarity measure u′(I⊗2) = exp(−32/15tg(γ1 + γφ))
(see Eq. (124)) is 9.8× 10−7.
Figure 14(a) shows the variability (i.e., heteroskedastic-
ity) of the SDs of the estimates log(|det(Pˆm)|) for SPAM
schemes I and II. These SDs were computed from Eq. (88) us-
ing the true probability matrices Pm for each sequence length
24
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Figure 14. Heteroskedasticity of log(| det(Pˆm)|) and precision of
the unitarity estimates for the ID-test, applied to the two-qubit gate
I⊗2. Panel (a) shows the behavior of the true standard deviations
σ˜m = σ˜[Pm] for SPAM schemes I and II. Panel (b) displays the stan-
dard deviation σuˆ′max , corresponding to the set of evenly spaced se-
quence lengths {0, 10, 20, . . .mmax}, versus the maximum sequence
lengthmmax for schemes I (red) and II (blue). The black curves in (b),
show the SDs of the unitarity estimates in the hypothetical situation
in which σ˜m is constant and equal to σ˜0. In panel (c) we introduced
SPAM errors by treating the first n = 200 iterations of I2⊗ as part
of state preparation. In other words, we considered noisy input states
of the form |ρ′i) = (I2⊗)|ρi), where ρi are the ideal two-qubit input
states discussed earlier in this subsection. The inset shows the struc-
ture of the SPAM matrix I200 = (I⊗2)200, written in the two-qubit
operator basis {I,X, Y, Z}⊗2.
m. We see in Fig. 14(a) that the use SPAM scheme II leads
to smaller standard deviations even for longer sequences than
those considered in Fig. 13 (wherein mmax = 500). As dis-
cussed in Sec. V, it suffices to know only the SDs correspond-
ing to minimum and maximum sequence lengths to bound
σβˆ1 , provided σm increases monotonically with m (as it is in
our case). Thus, setting mmin = 0, mmax = 500, M = 51 (as
in the simulation Fig. 13), uˆ′ = 1 (because uˆ′ ≈ 1) we find,
using Eqs. (77), (84) and Fig. 14(a), the following bounds:
σ
(I)
uˆ′
∈ [6.8× 10−6, 3.1× 10−5], (128)
σ
(II)
uˆ′
∈ [7.0× 10−7, 1.3× 10−5], (129)
which are compatible with the true uncertainties in Eqs. (125)
and (126). Fig. 14(b) displays the uncertainty in the unitar-
ity estimate u′(I⊗2) after applying the ID-test to sequences
of lengths {0, 10, 20, . . .mmax}. The SDs in this figure were
computed directly from the covariance matrix Eq. (75) (see
Sec. V), with weights wm = 1/σ˜2m, where the standard devi-
ations σ˜m are as in Fig. 14(a). Furthermore, in order to find
out how much the heteroskedasticity of the observations lim-
its the precision of our unitarity estimates, we plotted (on log
scale) the following expression, which assumes homoskedas-
ticity i.e., σ˜m = σ˜0 = c0/
√
Ns for all m:
σ
(homosk)
uˆ′mmax
=
4
√
3
15
√
b√
mmax(mmax + b)(mmax + 2b)
c0√
Ns
,
(130)
where c0 equals 2
√
19 (for scheme I) or
√
77/6 (for scheme
II). The above equation was obtained via Eq. (82) and it gives
the SD of the unitarity estimate resulting from testing all the
sequence lengths {mn}Mn=1 = {(n−1)b}Mn=1 (mmax is related
to the number of observations M via mmax = (M −1)b). The
black lines in Fig. 14(b) represent the relations Eq. (130) for
schemes I and II. As expected, the fact that σ˜m increases with
m leads to less precise unitarity estimates. Fortunately, the ef-
fect of heteroskedasticity in our model is rather moderate, i.e.,
it does not lower the precision of the estimates by orders of
magnitude, provided the sequences considered are not exces-
sively long. For example, for mmax = 500 (as in Fig. 13), we
find that the ratio σuˆ′max/σ
(homosk)
uˆ′max
equals 1.3 for scheme I, and
1.7 for scheme II. It is also worth observing that the differ-
ence between log10(σ
(I)
uˆ′max
) (red curve) and log10(σ
(II)
uˆ′max
) (blue
curve) does not vary appreciably with mmax. This, of course,
implies that the ratio σ(I)uˆ′max/σ
(II)
uˆ′max
is, roughly, independent of
mmax.
Finally, we can also exploit the data obtained from our sim-
ulations to explore a situation involving SPAM errors. This
can be done by noticing that we can treat the first n gates in
the sequence I⊗2 as errors in state preparation; conversely we
could also treat the last n gates as measurement errors. Note
that we can express the probability matrix corresponding to a
sequence Sm = Gm as
Pk|i = (Mk|Gm|ρi) = (Mk|Gm−nGn|ρi)
= (Mk|Gm′ |ρ′i) = (M ′k|Gm
′ |ρi), (131)
where m′ = m − n, |ρ′i) = Gn|ρi), (M ′k| = (Mk|Gn and
(A|B) := Tr[A†B]. Therefore, shifting our list of probability
matrices, i.e., treating the nth iteration of the gate I⊗2 as our
reference sequence, is equivalent to introducing some amount
of SPAM errors, which can quantified through the process fi-
delity
Fn = 1
16
Tr[(I⊗2)n] =
1
16
(1 + 2e−
ntg
T2 + e−
ntg
T1 )2
− 1
2
e−
ntg
T2 (1 + e−
ntg
T1 ) sin2(
nϕ
2
) (132)
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where T−11 = γ1 and T
−1
2 = γ1/2 + γφ. Figure 14(c)
shows the impact of these SPAM errors on the precision of
the unitarity estimates for schemes I and II. We assumed the
value n = 200, for which the fidelity of the SPAM matrix is
F200 ≈ 0.9. A comparison of panels 14(b) and 14(c) shows
that the inclusion of this particular form of SPAM errors does
not affect dramatically the precision of the unitarity estimates;
it is also evident from these figures that the use of scheme-II,
based on local SIC-sets, still leads to more precise estimates.
VIII. CONCLUSIONS
In this work, we examined the effect of statistical fluctu-
ations on the power and precision of the tests for context-
dependence proposed in Ref. [7]. We began this paper by
highlighting the clear connection between the permutational
test, the iterative determinant (ID) test, and the experimen-
tal data. More precisely, we showed how these tests can be
formulated, in a natural way, in terms of d2 × d2 probabil-
ity matrices corresponding to d4 measurement configurations,
whose details need not be known precisely. In addition, we
showed that in the limit Ns → ∞ these tests for context-
dependence are exact, the only assumption being that the ini-
tial state of the system ρ0 and the POVM effect M0 (i.e., our
detector) do not depend on the context. Also, making use of
the fact that our tests are based on spectral properties of quan-
tum maps, we constructed a CP-indivisibility witness which
does not depend on the SPAM specifics. Finally, we discussed
the multipurpose ID-test, which can be used to both detect
non-Markovian errors and to characterize the unitarity of a
specific gate.
The rest of the paper takes into account the fluctuations
in the probability (frequency) matrices, due to finite mea-
surement repetitions Ns. First, we formulated our tests for
context-independence in the framework of hypothesis test-
ing. We then discussed the weighted least squares (WLS)
method and two related statistics (the X 2 and the F statis-
tic), which we used to test the null hypothesis (i.e., the
context-independence hypothesis) in the ZZ model introduced
in Ref. [7]. We presented the power of the tests, i.e., the
probability of correctly rejecting the null hypothesis, for var-
ious “small” interaction parameters ϕ and sample sizes Ns.
Here we found that using the F statistic (which compares two
nested models) for hypothesis testing leads to higher powers
than those obtained via the X 2 statistic. Clearly, the analy-
sis of the statistical significance of context-dependence effects
can also be carried out employing other powerful techniques
such as cross validation (CV) [79], model selection criteria
(e.g., AIC) [57] or Bayesian inference methods (see e.g. [80]).
In order to obtain results that do not depend on our model
of context-dependence (i.e., the ZZ model), we focused on
studying the distribution of the log-det estimates. Specifi-
cally, we derived a useful formula for the standard deviation
of log(|det(Pˆ)|) in terms of the true probability matrix P
and Ns. We used this result to study the heteroskedasticity
of the log-det and to compare the performance of various to-
mographic sets in d = 2, 3 and 4. This analysis allowed us to
improve the power of our tests for context-dependence and the
precision of the unitarity estimates using SIC-sets. Finally, we
simulated the ID-test for a two-qubit context-independent gate
with the purpose of examining the precision of the unitarity
estimates vs. the maximum sequence length considered in the
test. The results of this simulation, together with other bounds
presented in this work, suggest that in the absence of context-
dependence, the ID-test has the potential to yield very precise
unitarity estimates for single- and two-qubit gates. This can
be easily understood by noticing that a “quick” estimate of the
unitary of a gateG can be obtained by simply considering two
probability matrices Pˆ0 and Pˆmmax , corresponding to the gate
sequences S0 = G0 and Smmax = G
mmax . Then the standard
deviation of the unitarity estimate, obtained via WLS, will be
of the order of α/(mmax
√
Ns), where α depends on SPAM
and heteroskedasticity, and it will typically be of the order of 1
(or less, provided that SPAM errors and decoherence are mod-
erate). Hence, long gate sequences will considerably reduce
the uncertainty of the unitarity estimates. Note that this boost
in precision for a givenNs is analogous to the hyper-accuracy
observed in GST [14].
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