We investigate symmetry properties of peculiar modules, a Heegaard Floer invariant of 4-ended tangles which the author introduced in [Zib20]. In particular, we give an almost complete answer to the geography problem for components of peculiar modules of tangles. As a main application, we show that Conway mutation preserves the hat flavour of the relatively δ-graded Heegaard Floer theory of links. Z-homology 3-ball M the homotopy class of a relatively bigraded curved type D structure CFT ∂ (T ) over an algebra A ∂ . Still enjoying a rather childish play on words, we call CFT ∂ (T ) the peculiar module of T and A ∂ the peculiar algebra.
The main objective of this article is to investigate symmetry properties of the invariant T → CFT ∂ (T ) defined by the author in [Zib20] , which associates with any oriented 4-ended tangle T in a Theorem 0.1 (2.1). HFT commutes with the action of the mapping class group of S 2 4. The proof of this is essentially a computation of a bordered sutured type AD bimodule.
The geography problem for components of peculiar modules of tangles. Let us consider the map R 2 → T 2 → S 2 which is defined as the composition of the universal cover of a torus T 2 with the double branched cover T 2 → S 2 , branched at four marked points of S 2 . If we restrict this map to the preimage of the complement of the marked points, we obtain a covering space η : R 2 Z 2 → S 2 4. This is illustrated in Figure 2 , where the standard parametrization of S 2 4 has been lifted to R 2 Z 2 and the front face and its preimage under η are shaded grey.
It is useful to consider the lifts of the underlying curves of HFT(T ) to R 2 Z 2 . Remarkably, there are only two relevant classes of curves that matter to HFT, namely rational and irrational ones:
Definition 0.2. We call a closed curve in S 2 4 primitive, if it defines a primitive element of π 1 (S 2 4). For a given slope p q ∈ QP 1 , let r( p q ) be an embedded, primitive curve in S 2 4 which under η lifts to a straight line of slope p q ∈ QP 1 . We write r X ( p q ) for this curve equipped with a 4 4 1 1 4 4 1 4 1 1 · · · · · · 2n−1 2n−1 1 1 1 1 4 4 4 4 Figure 3 . The lifts of the curves i n ( 0 1 ; 4, 1) (top), r( 0 1 ) (middle) and i n ( 0 1 ; 2, 3) (bottom), illustrating Definition 0.2.
local system X ∈ GL n (F 2 ) and call it the rational curve of slope p q with local system X. Usually, we will omit the 1-dimensional (trivial) local system X from the notation.
The second family of curves is constructed as follows. Suppose i 1 and i 2 are two distinct tangle ends which lie on a straight line of slope p q ∈ QP 1 . The lattice points divide this line into intervals of equal length. For a fixed integer n > 0, let us mark every (2n) th interval of the line. Then consider a small push-off of this line such that it intersects only the marked intervals and each of them exactly once. Finally, let i n ( p q ; i 1 , i 2 ) be the immersed, primitive curve in S 2 4 which under η lifts to this push-off. We call i n ( p q ; i 1 , i 2 ) the irrational curve of slope p q through the punctures i 1 and i 2 . Note that for each slope p q and fixed n > 0, there are exactly two choices for the pair of punctures (i 1 , i 2 ). Example 0.3. For the slope p q = 0 1 , the lifts of r( p q ) and i n ( p q ; i 1 , i 2 ) for (i 1 , i 2 ) = (1, 4) and (i 1 , i 2 ) = (2, 3) are shown in Figure 3 . Rational curves are, as the name suggests, the underlying curves of the immersed curve invariants of rational tangles. But they also arise as the underlying curves of components of HFT of non-rational tangles. For example, the dashed component of Figure 1b is equal to r( 1 2 ). The underlying curves of the other two components of HFT(T 2,−3 ) are equal to i 1 ( 0 1 ; 4, 1) and i 1 ( 0 1 ; 2, 3), respectively. Irrational components for n > 1 show up in the invariants of 2-stranded pretzel tangles with more twists, see [Zib20, Theorem 6.9].
Theorem 0.4 (3.4, 3.6). For a 4-ended tangle T in a Z-homology 3-ball, the underlying curve of each component of HFT(T ) is either rational or irrational. Moreover, if it is irrational, its local system is equal to an identity matrix.
This result completely answers the geography problem for components of peculiar modules, except for local systems on rational components; see Question 3.8. The proof of this theorem relies on the existence of an extension of peculiar modules of tangles to curved type D structures CFT − over a larger algebra together with the fact that this extendibility property is preserved under basic chain homotopies (see Subsection 1.4).
Stabilization. In [Juh06, Proposition 9.2], Juhász gave an interpretation of link Floer homology in terms of sutured Floer homology of the link complement equipped with a pair of oppositely oriented meridional sutures on each link component. Moreover, as a simple application of his surface decomposition formula [Juh08, Proposition 8 .6], one can also show that adding additional such pairs of sutures corresponds to tensoring the sutured Floer homology by a two-dimensional vector space, an operation which is known as stabilization. HFT(T ) is essentially defined in terms of a multi-pointed Heegaard Floer theory and, as such, it is closely related to sutured Floer homology. Therefore, it is natural to generalize HFT to stabilized tangles T (n 1 , . . . , n |T | ), that is tangles T with n i (additional) pairs of meridional sutures on the i th component of T for i = 1, . . . , |T |, where |T | is the number of components of T . As one might expect, the relationship between the immersed curve invariants of stabilized and ordinary tangles is as follows:
Theorem 0.5 (4.2). HFT commutes with stabilization. More explicitly, for any stabilized tangle T (n 1 , . . . , n |T | ), HFT(T (n 1 , . . . , n |T | )) =
where V t is a 2-dimensional vector space supported in a single relative δ-grading and two consecutive relative Alexander gradings t +1 and t −1 .
Relationship between peculiar modules and bordered sutured Heegaard Floer theory. In [Zib20] , the author proved a Glueing Theorem which says that if we decompose a link L into two 4-ended tangles T 1 and T 2 , we can compute the link Floer homology HFL(L) in terms of the Lagrangian intersection Floer homology of (the mirror of) HFT(T 1 ) and HFT(T 2 ). The proof of this result relies on Zarev's bordered sutured Heegaard Floer theory [Zar11] and uses a particular bordered sutured structure on the tangle complement M T . The bordered sutured type D structure BSD(M T ) of M T is defined over an algebra which is much larger and more complicated than the peculiar algebra A ∂ . But for the proof of the Glueing Theorem, it is sufficient to identify the image of the peculiar module CFT ∂ (T ) of a tangle T under a certain quotient functor with the image of BSD(M T ) under another quotient functor.
In this article, we offer an alternative definition of peculiar modules in terms of a different bordered sutured structure on the tangle complement, which was first suggested to the author by Andy Manion. This bordered sutured structure is in some sense dual to the one chosen previously and has the advantage that the corresponding bordered sutured algebra can be interpreted as a very simple quotient of the peculiar algebra A ∂ . Moreover, we show in Theorem 5.3 that the image of CFT ∂ (T ) under the induced quotient functor agrees with the bordered sutured type D structure of the tangle complement with the new bordered sutured structure. The proof of this identification relies on a certain bimodule, which is sometimes called the half-identity bimodule of a bordered sutured structure. At the risk of being rather imprecise, let us summarize the proof of Theorem 5.3 as follows:
Theorem 0.6 (5.3). The half-identity bimodule of the 4-punctured sphere acts like the identity.
Conjugation symmetry. Like link Floer homology, peculiar modules come with a relative bigrading. More precisely, if T is an oriented 4-ended tangle in a Z-homology 3-ball, the generators CFT ∂ (T ) carry a homological grading h which is a relative Z-grading as well as a multivariate Alexander grading A, which is a relative Z |T | -grading, where |T | is the number of components of T . If we compose A with the map Z |T | → Z which adds all components together, we obtain the univariate Alexander grading A. There is also a third grading, the δ-grading, which is a relative 1 2 Z-grading defined in terms of the other two gradings by δ = 1 2 A − h. In this paper, we will use the δ-grading instead of the homological grading, since the former is, unlike the latter, independent of the orientation of T . We write HFT δ (T ) for the image of HFT(T ) under the forgetful functor which drops the homological and Alexander grading. Similarly, we write HFL δ (L) for HFL(L) without these two gradings.
Definition 0.7. Let us fix, once and for all, an absolute bigrading of r X ( p q ) and i n ( p q ; i, j) for every slope p q ∈ QP 1 and any choice of X, n, i and j. (In Section 6, we will impose some conditions on how we do this, see Theorem 6.1 and Definition 6.9.) Then, if γ is one of these absolutely bigraded curves with local systems, let us denote by δ m t A γ the bigraded immersed curve with local system obtained from γ by shifting the δ-grading by m and the Alexander grading by A. Given an absolutely bigraded multicurve L and γ ∈ {r X ( p q ), i n ( p q ; i, j)}, let us define
where n m,A is the number of curves δ m t A γ in L over all m ∈ 1 2 Z and Alexander gradings A. We call γ(L) the Poincaré polynomial of L at γ. Let us write γ δ (L) ∈ Z[δ ± 1 2 ] for the polynomial γ(L) evaluated at t = 1. Given an oriented 4-ended tangle T , let us write γ(T ) := γ(HFT(T )) and similarly γ δ (T ) := γ δ (HFT(T )). Finally, let r be the operation which inverts all Alexander gradings.
Theorem 0.8 (Bigraded conjugation symmetry for horizontal components; 6.1). Given an oriented 4-ended tangle T , let us fix an absolute lift of the δ-grading of HFT(T ). Suppose, HFT(T ) contains a component of slope 0 1 . Then, there exists a unique lift of the Alexander grading on HFT(T ) such that for all local systems X and positive integers n,
and: r i n ( 0 1 ; 2, 3)(T ) = i n ( 0 1 ; 4, 1)(T ) if the tangle ends 2 and 3 belong to different open tangle components and r i n ( 0 1 ; 2, 3)(T ) · (t 2,3 + t −1 2,3 ) = i n ( 0 1 ; 4, 1)(T ) · (t 4,1 + t −1 4,1 ) otherwise, where t 2,3 and t 4,1 are the colours of the tangle components at the tangle ends ( 2 and 3) and ( 4 and 1), respectively. The author expects a similar statement to hold for all slopes. A proof of this wouldamongst other things-require a better understanding of the Alexander grading on rational and irrational curves of arbitrary slope, which is beyond the scope of this paper. However, if we content ourselves with the δ-grading, we can easily deduce the following result: Theorem 0.9 (δ-graded conjugation symmetry). Given an oriented 4-ended tangle T , let us fix an absolute lift of the δ-grading of HFT δ (T ). Then for any choice of p q , X, n and (i 1 , i 2 , i 3 , i 4 ),
. As their names suggest, these two results should be regarded as the analogues of conjugation symmetry of Heegaard Floer theories of closed 3-manifolds or knots and links therein. The classical proof of conjugation symmetry goes along the following lines: first, we fix a Heegaard diagram from which we compute the invariant in question. Then we construct a new Heegaard diagram from the first by reversing the orientation of its underlying surface and simultaneously exchanging the role of α-and β-curves. The algebraic structures computed from the two diagrams are the same, up to reversing the Spin c -grading, which corresponds to the Alexander grading. Moreover, for closed 3-manifolds and knots or links therein, one can argue that the new diagram also represents the same geometric object, so the two algebraic structures need to be the same up to chain homotopy.
For bordered and bordered sutured 3-manifolds, this argument is more complicated, since Heegaard diagrams also involve α-and β-arcs that parametrize the 3-manifold boundaries. So while conjugation leaves the underlying 3-manifolds unchanged, α-arcs become β-arcs and vice Figure 4 . Conway mutation. The relabelling of the tangle ends is illustrated here in terms of rotations of the tangle. versa. One might hope to fix this problem by glueing in a bordered (sutured) manifold such that the diffeomorphism type of the underlying manifold does not change, but α-and β-arcs are interchanged once more. For example, Hanselman, J. Rasmussen and Watson use this strategy to show that their immersed curve invariant for 3-manifolds with torus boundary is preserved by the elliptic involution up to reversing the Spin c -grading [HRW18] . In their case, the bordered Heegaard diagrams have two α-arcs and no β-arcs, so one of the key ingredients is to find a bordered Heegaard diagram of the once-punctured torus which turns a parametrization by β-arcs into one by α-arcs.
In the case of tangles, the situation is even more complicated than in the torus boundary case: here, there is no bordered sutured structure which only interchanges the parametrization by α-and β-arcs. Any such bordered sutured manifold also needs to introduce at least two extra pairs of sutures on the open tangle components. (This can be easily seen by studying how the underlying sutured structure has to change.) In Section 6, we describe a bordered sutured manifold that interchanges α-and β-arcs at the expense of two additional pairs of meridional sutures. As we have seen in Theorem 0.5, adding meridional sutures is conceptually not a big problem. However, it makes computations much more involved, as the corresponding type AD bimodule with its 32 generators from Figure 32 illustrates. The author apologizes to the reader for this.
Conway mutation.
Thanks to the aforementioned Glueing Theorem from [Zib20], we can use HFT to study how HFL(L) behaves under tangle replacement, such as Conway mutation: Definition 0.10 (Conway mutation). Given a tangle R in a 3-manifold M with spherical boundary, let mut x (R), mut y (R) and mut z (R) be the tangles obtained from R by relabelling the tangle ends according to the permutations (12)(34), (14)(23) and (13)(24), respectively. This is illustrated in Figure 4 . We say that mut x (R), mut y (R) and mut z (R) are obtained from R by mutation. If R is oriented, we orient these three tangles such that the orientations agree at the tangle ends with the same labels. If this means that we need to reverse the orientation of the two open components of R, then we also reverse the orientation of all other components; otherwise we do not change any orientation.
We say two links are Conway mutants if they agree outside a 3-manifold with spherical boundary which intersects the links transversely in four points and the tangles in its complement are related by mutation.
Ozsváth and Szabó showed in [OS04] that link Floer homology is, in general, not invariant under mutation. However, in [BL12, Conjecture 1.5], Baldwin and Levine conjectured that δ-graded link Floer homology is invariant under mutation. This conjecture was confirmed for a number of families of mutant links by Lambert-Cole in [LC18, LC19] and the author in [Zib20] . Now, thanks to the conjugation symmetry of HFT together with the Glueing Theorem, we can resolve this conjecture in general:
Theorem 0.11 (mutation invariance of HFT δ and HFL δ ). Let T be a 4-ended tangle in a Zhomology 3-ball and T obtained from T by mutation. Then HFT δ (T ) and HFT δ (T ) agree as relatively δ-graded invariants. Moreover, if L is a link in a Z-homology 3-sphere and L is obtained from L by Conway mutation, then HFL δ (L) and HFL δ (L ) also agree as relatively δgraded invariants.
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Review: peculiar modules
such that the endpoints of the two intervals lie on a fixed oriented circle S 1 on the boundary of M , together with a choice of distinguished tangle end. Starting at this distinguished (=first) tangle end and following the orientation of the fixed circle S 1 , we number the tangle ends and label the arcs S 1 im(T ) by a, b, c and d, in that order. Sometimes, we will find it more convenient to use the labels s 1 for a, s 2 for b, s 3 for c and s 4 for d instead. We call a choice of a single arc a site of the tangle T . We call ∂M the boundary of the tangle T and those four arcs a parametrization thereof.
We consider tangles up to ambient isotopy which fixes the distinguished tangle end and the orientation of S 1 (and thus preserves the labelling of the tangle ends and arcs). The images of the two intervals are called the open components, the images of any circles are called the closed components of the tangle. We label these tangle components by variables t 1 and t 2 for the open components and t 1 , t 2 , . . . for the closed components. We call those variables the colours of T . An orientation of a tangle is a choice of orientation of the two intervals and the circles.
Note that the orientation of S 1 enables us to distinguish between the two components of ∂M S 1 . The back component of ∂M S 1 is the one whose boundary orientation agrees with the orientation of S 1 , using the right-hand rule and a normal vector field pointing into M . We call the other one the front component. 
We call A ∂ the peculiar algebra. We write
for the corresponding ring of idempotents. For convenience, we sometimes write the elements p i p i+1 . . . p j−1 p j as p i(i+1)···(j−1)j and q i q i−1 . . . q j+1 q j as q i(i−1)···(j+1)j , where again, we take the indices modulo 4 with an offset of 1. Furthermore, to simplify notation, we set p = p 1 + p 2 + p 3 + p 4 ∈ A ∂ and q = q 1 + q 2 + q 3 + q 4 ∈ A ∂ , so we can write for example p 4 = p 1234 + p 2341 + p 3412 + p 4123 . We define a 1 2 Z-grading on A ∂ , called the δ-grading, by setting δ(p i ) = δ(q i ) := 1 2 , where i = 1, 2, 3, 4, and then extending linearly to all of A ∂ . Similarly, given an ordered matching
and then extend linearly to A ∂ . We call (δ, A) the bigrading on A ∂ . We denote the sum of the two Alexander gradings by A and call it the reduced Alexander grading. There is also a third grading, the homological grading, which is defined in terms of the other two by
Definition 1.4. Given an (ordered) matching P = {{i 1 , o 1 }, {i 2 , o 2 }}, let pqMod := pqMod P be the category of δ-graded (and Alexander graded) curved type D structures over A ∂ with curvature p 4 + q 4 . More explicitly, an object of this category is a pair (C, ∂), where C is a relatively δ-graded (and Alexander graded) right I ∂ -module and ∂ : C → C ⊗ I ∂ A ∂ is a right I ∂ -module homomorphism which increases the δ-grading by 1, preserves the Alexander grading (if defined), and satisfies
where µ denotes composition in A ∂ . As in [Zib20] , we call objects of this category peculiar modules and usually consider the underlying I ∂ -modules with a preferred choice of basis.
A morphism between two peculiar modules (C, ∂) and (C , ∂ ) is an I ∂ -module homomorphism
The composition of two morphisms f and g is defined as
We endow the space of morphisms Mor((C, ∂), (C , ∂ )) with a differential D defined by
This turns pqMod into an enriched category over the category of ordinary chain complexes over F 2 . The underlying ordinary category is obtained by restricting the morphism spaces to degree 0 elements in the kernel of D, giving us the usual notions of chain map and chain homotopy. For more details, see [Zib20, Section 1.1]. Definition 1.5. Given two 4-ended tangles T 1 and T 2 , let L(T 1 , T 2 ) be the link obtained by glueing T 1 to T 2 as shown in Figure 7 . For any oriented 4-ended tangle T in a Z-homology 3-ball, one can define a peculiar module CFT ∂ (T ) ∈ ob(pqMod P T ), where P T is the ordered matching induced by T . Furthermore, its bigraded chain homotopy type is an invariant of the tangle. Moreover, let L = L(T 1 , T 2 ) be the result of glueing two oriented 4-ended tangles T 1 and T 2 together such that their orientations match. Also, let V t be as in Theorem 0.5 and let mr(T 1 ) be the mirror image of T 1 with the orientation of all components reversed. Then
if the four open components of the tangles become identified to the same component of colour t and HFL(L) ∼ = H * Mor CFT ∂ (mr(T 1 )), CFT ∂ (T 2 ) otherwise.
CFT ∂ is defined as a multi-pointed Heegaard Floer homology using a suitable notion of Heegaard diagrams for 4-ended tangles in which the parametrization S 1 of the boundary of the tangle plays the role of an α-circle. All the results of this paper can be understood without any knowledge of how this construction works. Therefore, we will only give more background on this when it seems necessary and point the interested reader to the relevant sections in [Zib20] for more details.
Definition 1.7. We sometimes want to use an Alexander grading without specifying a particular ordered matching ie orientation of the tangle. So we define a grading on A ∂ and CFT ∂ (T ) which takes values in A := Z 4 / im(Z → Z 4 , n → (n, n, n, n)) such that the grading of p i , q i ∈ A ∂ is 1 in the i th component and 0 in the other three components. We usually write an element (a, b, c, d) in this group as a b t d c . Note that this grading extends to pqMod, since the gradings of p 4 and q 4 are both 1 1 t 1 1 = 0 0 t 0 0 . We call A the generalized Alexander grading. Remark 1.8. Let us also note that each closed component t of a tangle T gives rise to an additional Z-grading A t which is preserved along differentials of CFT ∂ (T ) and vanishes on A ∂ . As already noted in [Zib20, Observation 2.31], this implies that CFT ∂ (T ) decomposes into the direct sum over the Alexander gradings of closed tangle components. This is why we will usually suppress these gradings from our notation. Definition 1.9. A loop or immersed curve with local system on the 4-punctured sphere S 2 4 is a pair (γ, X) where γ is an immersion of an oriented circle into S 2 4 representing a non-trivial primitive element of π 1 (S 2 4) and X ∈ GL n (F 2 ) for some integer n. We consider γ up to isotopy, X up to matrix similarity and (γ, X) up to simultaneous orientation reversal of γ and inversion of the matrix X. Given an immersed curve (γ, X), we call γ the underlying curve of the loop and X its local system. We sometimes write γ X for (γ, X). In [Zib20, Definition 4.28], the author defined a collection of immersed curves with local systems as a set of loops {(γ i , X i )} i∈I such that the immersed curves γ i are pairwise non-homotopic as unoriented curves. Then, two collections of loops {(γ i , X i )} i∈I and {(γ j , X j )} j∈J were considered equivalent iff there was a bijection ι : I → J such that γ i was homotopic to γ ι(i) and A i was similar to A ι(i) for all i ∈ I. In this paper, we will use a slightly different way to bundle loops together: a multicurve is an unordered set of loops each of whose local system is the companion matrix of a polynomial in F 2 [x], subject to the condition that each set of polynomials whose corresponding curves are homotopic to each other can be ordered such that one polynomial divides the next. Given a collection L of immersed curves with local systems, we can obtain a multicurve as follows: first, we put each local system X of a loop γ X in L into Frobenius normal form as in [Zib20, Section 4.7]. Then, we split γ X into the direct summands of curves γ X i , where X i are the diagonal blocks of the Frobenius normal form of X. Since the set of diagonal block matrices in the Frobenius normal form is unique, two collections of loops are considered equivalent iff their corresponding multicurves are actually the same. Conversely, we can go from a multicurve to a collection of immersed curves by taking the direct sum of all local systems whose underlying curves are homotopic as unoriented curves. Definition 1.10 (cp [Zib20, Definition 4.30]). Given a loop γ X and s ∈ {a, b, c, d}, let C.ι s be the right I ∂ -module over F 2 generated by the intersection points of γ with the arc s, counted with multiplicity dim X. Let us assume that each of the elementary curve segments of γ, ie the immersed intervals obtained by cutting γ along the parametrizing arcs of the 4-punctured sphere, connects distinct arcs. Then C.ι s is an invariant of the homotopy type of γ. We define the I ∂ -module C as the direct sum of C.ι s over s = a, b, c, d.
Next, we want to define a differential on C. For this, let us first consider an elementary curve segment between two intersection points, say x and y. We can orient it in two ways, namely
x → y and y → x. The oriented elementary curve segment x → y is homotopic to an oriented path on the union of the parametrizing arcs and the boundary paths p i and q i , i = 1, 2, 3, 4, in Figure 8 . Moreover, if we want it to avoid at least one boundary component of the 4-punctured sphere and if we also want its orientation to agree with the orientations of the boundary paths p i and q i , then this path is unique up to reparametrization. Let {a 1 , . . . , a j } be the ordered list of boundary paths p i and q i that we meet along this path. (Note that by construction, 1 ≤ j ≤ 3.) By interpreting the boundary paths p i and q i as the generators of A ∂ , we can define a(x → y) as the product a j · · · a 1 . Similarly, we define a(y → x). (Note that a(y → x) · a(x → y) is equal to a product of all p i or all q i , depending on whether the elementary curve segment sits on the front or back of the parametrized 4-punctured sphere.)
Now we are ready to define the differential. If dim X = 1, let ∂ : C → C ⊗ I ∂ A ∂ be the homomorphism given on generators x by
, where x → y and x → z are the two elementary curve segments starting at x. If the local system X is the n × n identity matrix and v ∈ F n 2 , we define
Finally, if X is a general local system with dim X = n, we define ∂ as before, except that we replace the contribution of a single elementary curve segment between two intersection points
, where we are assuming that the orientations of γ and x → y agree. We define Π(γ X ) := (C, ∂). By construction, Π(γ X ) is an ungraded peculiar module. One can also define bigradings on loops, see [Zib20, Definitions 4.28 and 5.1], but since they are essentially defined as bigradings on Π(γ X ), these definitions are rather unilluminating.
As noted in [Zib20, Definition 4.30], the chain homotopy type of the image of a (bi)graded loop under Π is an invariant of the equivalence class of a loop. The following result is more remarkable:
Theorem 1.11 ([Zib20, Theorem 0.4, Definition 4.30]). Every peculiar module (C, ∂) is chain homotopic to Π(L) for some multicurve L which is unique up to equivalence. Thus, we can as-
Moreover, the homology of the space of morphisms between two peculiar modules is chain homotopic to the Lagrangian intersection Floer theory between their associated multicurves:
H * (Mor((C, ∂), (C , ∂ ))) ∼ = HF(L(C, ∂), L(C , ∂ )).
Definition 1.12.
Given an oriented 4-ended tangle T in a Z-homology 3-ball, we define HFT(T ) as the multicurve associated with CFT ∂ (T ).
Theorem 1.13 ([Zib20, Theorem 5.9]). With the same notation as in Theorems 1.6 and 1.11,
if the four open components of the tangles become identified to the same component of colour t and HFL(L) ∼ = HF (HFT(mr(T 1 )), HFT(T 2 )) otherwise.
Question 1.14 (geography question for HFT). Which loops arise as the invariants of 4-ended tangles?
Many results in this paper can be regarded as attempts to answer this question. In [Zib20, Observation 6.1], the author already observed the following "global" obstruction. 
where the first map is induced by the inclusion and the second is the Abelianization map. In particular, HFT(T ) does not contain any component whose underlying curve is a meridional curve around a tangle end. A similar obstruction comes from the δ-grading.
1.3. Quotient functors for peculiar modules. Theorem 1.11 can be generalized to a whole class of categories of curved complexes associated with marked surfaces with arc systems. In fact, this is the perspective taken in [Zib20, Section 4]. For the purpose of the present paper, it is not necessary to recall any details about marked surfaces and arc systems; we only need to discuss one of the observations that follow from taking this broader perspective.
Recall that the differential CFT ∂ (T ) is defined in terms of counting holomorphic curves and recording how often they cover certain basepoints which correspond to the elementary algebra elements p i and q i . The curvature terms in CFT ∂ (T ) originate from boundary degenerations which cover all the basepoints p i or all the basepoints q i exactly once. One way to avoid these curvature terms is to simply ignore those holomorphic curves covering the basepoints p i and q j for a certain choice of i, j ∈ {1, 2, 3, 4}. In terms of the algebra A ∂ , this corresponds to setting these two generators equal to 0:
ij is the category of (bi)graded type D structures over A ∂ ij . In terms of marked surfaces with arc systems, the homomorphism π ij corresponds to adding a marker to each of the two boundary paths p i and q j in Figure 8 . The classification result for pqMod ij is analogous to Theorem 1.11, except that we need to enlarge the set of immersed curves to include non-compact ones. Moreover, the functor F ij is essentially the identity on immersed curves. This implies the following result: Theorem 1.17 ([Zib20, Corollary 4.48, see also the proof of Corollary 5.7]). Let i, j ∈ {1, 2, 3, 4}. Then two peculiar modules are chain homotopic iff the same is true for their images under F ij . 1.4. Generalized peculiar modules. In [Zib20, Section 2], the author also defined a tangle invariant CFT − (T ), which generalizes CFT ∂ (T ). Like CFT ∂ (T ), the invariant CFT − (T ) is a curved type D structure, but it is defined over a larger algebra A − n , where n is equal to the number of closed components of the tangle T . For any n > 0, there is an epimorphism
we can always regard CFT − (T ) as a curved type D structure over A − . This is what we will do throughout this paper, as it will be sufficient for our purposes.
Definition 1.18 ([Zib20, Definitions 2.10 and 2.11]). Let R pre be the free polynomial ring generated by the variables p i and q i , where i = 1, 2, 3, 4. Let A pre be the I ∂ -I ∂ -algebra whose underlying I ∂ -I ∂ -bimodule structure is given by ι s A pre .ι s := R pre for pairs (s, s ) of sites and whose algebra multiplication is defined by the unique I ∂ -I ∂ -bimodule homomorphism A pre ⊗ I ∂ A pre → A pre which, for all triples (s, s , s ) of sites, restricts to the multiplication map in R pre :
Let R be the free polynomial ring in the variables U i for i = 1, 2, 3, 4. Via the inclusion
we can regard A pre as an R-algebra. Let A − be the subalgebra of A pre generated as an R-algebra by the idempotents in I ∂ and
where we take the indices i = 1, 2, 3, 4 modulo 4 with an offset of 1. Note that p i q i = ι i−1 .U i and q i p i = ι i .U i as elements in A − . Thus, any element in A − can be written uniquely as a sum of elements of the form
where r ∈ R is a monomial. This is the standard basis on A − as a vector space over F 2 . We call A − the generalised peculiar algebra. By setting U i = 0 for all i = 1, 2, 3, 4, we obtain the algebra A ∂ . Note that we can use the corresponding epimorphism A − −→ A ∂ to extend the δ-and Alexander gradings of A ∂ to A − in a unique way. Definition 1.19 ([Zib20, Definition 2.16]). Given an oriented 4-ended tangle T , CFT − (T ) is a curved type D structure over A − with curvature
defined as a multi-pointed Heegaard Floer theory; we simply count more holomorphic curves in its differential. The epimorphism A − → A ∂ gives rise to a functor E between the categories of curved type D structures and CFT ∂ (T ) is the image of CFT − (T ) under this functor.
By [Zib20, Theorem 2.17], the relatively bigraded chain homotopy type of CFT − (T ) is a tangle invariant. However, for the purpose of this paper, we only need to know that CFT ∂ (T ) lies in the image of E. Of course, such a functor preserves chain homotopy types. However, it is not clear if, given two chain homotopic complexes over A ∂ , the fact that one complex lies in the image of E implies that the same is true for the other complex. Nonetheless, we have the following result.
Proposition 1.20. Let (C − , ∂ − ) be a bigraded curved complex over A − . Then (C − , ∂ − ) is bigraded chain homotopic to a complex whose image under E lies in the image of Π. In particular, for any oriented 4-ended tangle T , Π(HFT(T )) lies in the image of E.
Proof. The strategy for the proof is to lift every chain homotopy for (C, ∂) = E(C − , ∂ − ) in the simplification algorithm from [Zib20, Section 4] to a chain homotopy for (C − , ∂ − ). This algorithm uses two tools for changing complexes while preserving their chain homotopy types, namely the Cancellation Lemma and the Clean-Up Lemma [Zib20, Lemmas 1.22 and 1.24], which we always apply to single components of the differentials.
Let us consider the Cancellation Lemma first. Like in A ∂ , the only homogeneous elements in A − of δ-grading 0 are the idempotents. So if ∂ contains an identity component, then the corresponding component of ∂ − is also an identity component. Therefore, the complex obtained from (C, ∂) by any cancellation along an identity component of ∂ is equal to the image of the complex obtained from (C − , ∂ − ) by the cancellation of the corresponding component of ∂ − . By induction on the size of the complex, we may therefore assume that (C, ∂), and hence also (C − , ∂ − ), is reduced.
For any application of the Clean-Up Lemma, we need to verify that the morphism h satisfies two conditions, namely h 2 = 0 and h∂h = 0. (Note that D(h) = h∂ + ∂h, so assuming h 2 = 0, the conditions D(h)h = 0 and hD(h) = 0 are equivalent to h∂h = 0.) In the algorithm, the first condition is always satisfied, because we always choose h such that it connects two different generators. The second condition h∂h = 0 is satisfied for peculiar modules because of δ-grading constraints and the fact that p i q i = 0. The latter is no longer true in A − . Instead, we can argue with the δ-and the Alexander grading. Suppose h goes between two generators x and y and there is a non-zero component of the differential ∂ going in the opposite direction:
x y h ∂ Let us abuse notation and use the letters h and ∂ also for the algebra elements in A − labelling these two arrows. Then
2 . This implies ∂ = q i , since the left and right idempotents of ∂ are the right and left idempotents of h, respectively. But q i and p i have the same (non-zero) Alexander grading, contradicting (1). Similarly, we can argue in the case h = q i . Finally, h = ι i implies that δ(∂) = 1. Then the left and right idempotents of ∂ agree, so ∂ = U j .ι i for some j = 1, 2, 3, 4 and, again, we obtain a contradiction to (1).
The action of the mapping class group
In our definition of a 4-ended tangle T (Definition 1.1), we fixed a parametrization of the boundary of the tangle. The mapping class group of the 4-punctured sphere Mod(S 2 4) = π 0 (Homeo + (S 2 4)) acts on this parametrization and hence on the tangles. It also acts on the underlying curves of HFT(T ). The main result from this section is that these actions commute with HFT, so the invariant HFT(T ) is independent of the parametrization: Theorem 2.1. Let T be a 4-ended tangle in a Z-homology 3-ball and ρ ∈ Mod(S 2 4). Then HFT(ρT ) = ρ(HFT(T )).
Mod(S 2 4) is generated by the half-twists along the four parametrizing arcs, so it suffices to prove the theorem for those four generators. Because of the inherent symmetry of the parametrization, it is actually sufficient to understand just one of them. Let us focus on the half-twist τ whose action on tangles and the parametrizing arcs is shown in Figures 9 and 10a , respectively. Lemma 2.4. For any loop γ X , we have the following bigraded homotopy equivalence:
Lemma 2.5. Let T be a 4-ended tangle and τ T the tangle obtained by adding a single crossing to it as shown in Figure 9 . Then,
Proof of Theorem 2.1. We have Figure 11 . Elementary curve segments which stay away from the arc c. The action of the bimodule D(τ ) on these is trivial. Using cyclic permutations of the arcs, we see that the Lemmas 2.4 and 2.5 also hold for the corresponding half-twists along the other three arcs.
Proof of Lemma 2.4. Let us first assume for simplicity that the local system X is trivial. On elementary curve segments of γ with respect to the first arc system, D(τ ) acts like the identity if the segment in question does not end on the arc c; for an illustration, see Figure 11 . In Figure 12 , we compute the result of pairing the bimodule D(τ ) with the remaining elementary curve segments. Note that generators in idempotents a, b and d contribute one new generator in the -product, so for these generators, it is easy to put the curve segments back together. Generators in idempotent c contribute three generators in the -product. Nonetheless, we can easily reassemble the complexes along the new generators in idempotent C, since an arrow leaving a generator in idempotent c contributes an arrow from the new generator B (respectively D) iff it is labelled by a power of p (respectively q). In other words, we may safely ignore each of the final arrows in the last column of Figure 12 and reassemble the complexes like puzzle pieces which are joined along the generators/vertices aA, bB, cC and dD. Figure 13 shows those pieces on the 4-punctured sphere with the two arc systems. As we can see, they agree with the elementary curve segments that we started with. However, there could still be some identity components, namely the dashed arrows in Subfigures (a) and (d). Those can be cancelled. One can easily see that such a cancellation just homotopes the curve away from the arcs B and D, which proves the claim.
One can easily adapt this argument to curves γ X with non-trivial local systems X; we leave the details to the reader.
Proof of Lemma 2.5. The strategy of this proof is very similar to that of the Glueing Theorem [Zib20, Theorem 3.7]: we glue a thickened 4-punctured sphere X = I × (S 2 4) onto the tangle complement M T . This allows us to change the parametrization on the boundary of the tangle complement as specified by the arc diagrams in Figure 14 .
Before we begin with the actual proof, let us introduce some notation. Let B 43 be the bordered sutured algebra with five moving strands corresponding to the arc diagram on ∂M T and I 43 the corresponding ring of idempotents. Let I 43 be the subring of idempotents occupying the Figure 15a shows a Heegaard diagram which represents X. This can be seen by finding a sequence of handleslides of β-curves such that four of the β-curves are parallel to the simple closed curves A, B, C and D, respectively, and the other two are parallel to, say, the two boundary components labelled 3/4 and 4/3, respectively. This particular Heegaard diagram is chosen such that it minimizes the number of generators. Let us explain this diagram in more detail. The regions adjacent to basepoints are shaded light green ( ). Intersection points are labelled by black Roman letters. The α-arcs are labelled by a, b, c, d, e, f and A, B, C, D, E, F , respectively, as in Figure 14 . Furthermore, the β-curves are numbered from 1 to 6. Finally, all regions in the Heegaard diagram are labelled by Q i , P i , p i and q i or combinations thereof. Note that the diagram is provincially admissible, since all regions meet the boundary. Therefore, we can use it to compute I 43 . BSAD(X). Its generators are shown as the vertices of the graph in Figure 15b ; for each generator, the first two letters indicate its corresponding idempotents; the letters after the colon indicate the corresponding intersection points, ordered by the indices of the β-curves they occupy. Since the generators are uniquely determined by their idempotents, we will use them in the following as the names of the generators.
In the following, let us write domains D as formal differences
Let us calculate some connecting domains between the generators. First of all, here are some bigons and squares with a single boundary puncture:
The following domains are squares with two boundary punctures, one on the type A and one on the type D side:
All those domains above contribute to the type AD structure. Next, let us compute the group of periodic domains of our Heegaard diagram. It is easy to see that it is freely generated by the (a) A Heegaard diagram for X, consisting of two punctured spheres, drawn as discs whose boundaries correspond to the points at ∞. The two spheres are connected to each other by tubes along the grey rectangles, which correspond to the simple closed curves A, B, C and D from Figure 14 . The orientation on the surface is such that the normal vector (determined by the right-hand rule) points into the projection plane.
dD : acD 1 bef cD : aD 2 dbef aA : Acdbef cC : aCdbef bB : acdB 1 ef cB : aB 2 dbef
The domains that contribute to the type AD structure D(τ ) Figure 15 . A Heegaard diagram for the bordered sutured manifold X from Figure 14 and some computations of generators and domains following three domains:
It is now elementary to check that indeed, Figure 15b shows all connecting domains with nonnegative multiplicities whose non-zero multiplicity regions do not include both those labelled by P i and Q j . We do not know (yet) whether they all contribute to the type AD structure, but it turns out, this is all we need to compute from the Heegaard diagram. To explain this, let us step back for a moment. Zarev's Pairing Theorem [Zar11, Theorem 4] tells us that
As in the proof of the Glueing Theorem for CFT ∂ , observe that we can choose a Heegaard diagram for M T where the two α-arcs that have ends on the same suture do not intersect any βcurve. Thus, generators of its type D structure belong to the idempotents that occupy one of the four arcs a, b, c or d. Moreover, the labels of the type D structure for M T are contained in B 43 , ie BSD(M T ) lies in the image of the functor of type D structures F D ι 43 induced by the inclusion ι 43 (see [Zib20, Definition 1.15]). Thus, by the Pairing Adjunction [Zib20, Theorem 1.21], the right hand side of (2) is equal to 43 ,id is the functor induced by the inclusion ι 43 and the identity on B 34 . Similarly, we may ensure that the two α-arcs of M τ T that have ends on the same suture do not intersect any β-curve in a Heegaard diagram of M τ T . Moreover, since generators of BSAD(X) which occupy both e and f cannot occupy E nor F , we see that F AD ι 43 ,id BSAD(X) lies in the image of the functor F AD id,ι 34 , say . As in the proof of the Glueing Theorem [Zib20, Theorem 3.7], we may identify
Now, the only domains that can contribute to F AD id,π 34 (D ) are those computed above in Figure 15b . Moreover, from the A ∞ -relations, we deduce that the domain {q 1 /Q 1 } contributes iff the domains {q 4 , q 1 /Q 1 } and {q 4 , q 1 /Q 1 , q 2 /Q 2 } contribute; similarly, the domain {p 2 /P 2 } contributes iff the domains {p 3 , p 2 /P 2 } and {p 3 , p 2 /P 2 , p 1 /P 1 } contribute. In any case, the type AD structure F AD id,π 34 (D ) lies in the image of the functor F AD π 43 ,id , say F AD id,π 34 (D ) = F AD π 43 ,id (D ). Then, using the Pairing Adjunction and the fact that we can identify F D π 43 ( BSD(M T )) with F 43 (CFT ∂ (T )), we obtain
To identify D with D(τ ), it remains to show that the two domains {q 1 /Q 1 } and {p 2 /P 2 } contribute to the differential. Instead of analysing their moduli spaces, we argue indirectly. If the first domain does not contribute, F 34 (CFT ∂ (τ T )) does not contain any arrows labelled q 1 for any tangle T . This is clearly false, so the domain must contribute. We can argue similarly for the other domain.
Finally, the graded statement follows from the additivity of gradings as in the proof of the Glueing Theorem for CFT ∂ , together with the fact that the meridional suture around the tangle end 3 of T becomes the meridional suture around the tangle end 4 of τ T and vice versa.
Linearity
Definition 3.1. Consider the covering space T 2 4 → S 2 4 corresponding to the kernel of the homomorphism π 1 (S 2 4) → Z/2 which sends the circle around each puncture to 1. We can also think of this covering space as the restriction of the double-branched cover T 2 → S 2 τ 1 : 3 2 4 2 4 1 1 1 1 
with four branched points. Let η : R 2 Z 2 −→ T 2 4 −→ S 2 4 be the composition of this map with the restriction of the universal cover of the torus T 2 = R 2 /(2Z) 2 . Our usual parametrization of S 2 4 lifts to a parametrization of R 2 Z 2 under η. This is illustrated in Figure 2 on page 2, where the front face of S 2 4 and its preimage under η are shaded gray.
Observation 3.2. R 2 Z 2 comes with a natural action by SL(2, Z). The two generators 1 0 1 1 and 1 1 0 1 of SL(2, Z) induce two half-twists τ 1 and τ 2 on S 2 4, respectively, as illustrated in Figure 16 . Therefore, the action of SL(2, Z) on R 2 Z 2 induces a well-defined action on S 2 4. Moreover, − id ∈ SL(2, Z) acts trivially on S 2 4, so we obtain an action of PSL(2, Z) on S 2 4. Alternatively, we can regard the half-twists τ 1 and τ 2 as the actions of the two generators of the 3-stranded braid group B 3 fixing one of the four punctures. (In Figure 16 , this is the puncture corresponding to the first tangle end.) So under this identification of generators, the action of PSL(2, Z) on S 2 4 agrees with the action of B 3 . In fact, PSL(2, Z) is isomorphic to the braid group B 3 modulo its centre, which is generated by a full twist of all three strands. In short: if we fix one of the four punctures of S 2 4, a reparametrization of S 2 4 up to homotopy corresponds to an element in PSL(2, Z). Definition 3.3. As in [HRW16, Section 7.1], it is useful to introduce a "normal form" for curves in R 2 Z 2 . For this, let us consider the standard metric on R 2 Z 2 , which induces a metric on T 2 4. Let us also fix some ε with 1 2 > ε > 0. We then define a peg-board representative of a closed curve γ in T 2 4 as a representative of the homotopy class of γ which has minimal length among all representatives of distance ε to all four punctures in T 2 4. The intuition behind this is to think of the four punctures of T 2 4 as discs of radii ε (or, if we think of the punctures of T 2 4 as marked points, pegs centred at those marked points) and then we imagine pulling the curve γ "tight", like a rubber band. It is easy to see that a peg-board representative of the lift of some curve in S 2 4 is the lift of another curve in S 2 4 which is homotopic to the original one. We also call lifts of such curves to R 2 Z 2 peg-board representatives, and in fact, this is how we usually think of them. In this case, the pegs of radii ε sit at the lattice points. If we take the limit ε → 0, a peg-board representative in R 2 Z 2 becomes a piecewise linear curve, which we call a limit peg-board representative. A curve γ is called linear, if its peg-board representative does not wrap around a lattice point and if its limit peg-board representative is an infinite straight line. If its limit peg-board representative can be chosen not to intersect the lattice Z 2 , we call γ loose and otherwise rigid. We call a curve with local system (γ, X) linear, loose or rigid if the lift of γ to R 2 Z 2 is.
Theorem 3.4 (Linearity). The underlying curve of every component of HFT(T ) for a 4-ended tangle T in a Z-homology 3-ball is linear.
Lemma 3.5. For any 4-ended tangle T , Π(HFT(T )) does not contain two consecutive arrows labelled p i and q i , ie neither
Figure 17
Proof of Lemma 3.5. The case in which the left and right generators coincide can be ruled out using Observation 1.15. So let us assume that these two generators are distinct, which is illustrated in Figure 17 . Without loss of generality, we may assume that the local system of Π(HFT(T )) sits on the second elementary curve segment, the one corresponding to the arrow labelled q i in the first case and p i in the second. In particular, this means that the arrow leaving the left generator is the only one labelled p i in the first case and q i in the second. By Proposition 1.20, we can extend the curved type D structure Π(HFT(T )) over A ∂ to a curved type D structure CFT − (T ) over A − by adding extra arrows labelled by elements in A − which are mapped to zero in A ∂ . In CFT − (T ), the two consecutive arrows contribute a term q i p i or p i q i to the d 2 -relations, which needs to be cancelled. Since there are no identity components in the differential, there must be another pair of consecutive arrows between the two generators, identical to the first, but via a fourth generator. However, this arrow pair would already have to be present in Π(HFT(T )). In particular, there would have to be another arrow labelled p i in the first case and q i in the second leaving the left generator. Contradiction.
Proof of Theorem 3.4. Suppose the lift γ of the underlying curve of a component of HFT(T )
is not linear. The limit peg-board representative of γ does not wrap around a lattice point, because this would immediately contradict Lemma 3.5. Hence, there exist three non-collinear lattice points x, y and z on the limit peg-board representative of γ. The main idea is to choose a reparametrization of S 2 4 such that the lift of one of the parametrizing arcs is a straight line through x which lies in the shaded region in Figure 18a . The blue dotted line is an example of such a straight line. Then, any peg-board representative of γ intersects this straight line near
x as shown in Figure 18b . However, this configuration is ruled out by Lemma 3.5. To find a suitable reparametrization, let us choose x as the origin of R 2 . In other words, the reparametrization should fix the puncture of S 2 4 corresponding to x. Let v = (v 1 , v 2 ) t be the vector in Z 2 ⊂ R 2 which is shortest among all such vectors satisfying n · v = y − z for some positive integer n. By minimality, we can use Euclid's algorithm to find integers w 1 and w 2 such that v 1 w 2 − v 2 w 1 = 1. This gives us an element
which defines a reparametrization of S 2 4 with the desired property. Proof. By reparametrizing the tangle boundary, we may assume without loss of generality that the limit peg-board representative of the curve is equal to the horizontal line which agrees with the lift of the site b, as for the curve in Figure 19 . As we follow a peg-board representative of the curve from left to right, it intersects the site b in at least two places, namely once as it goes from below the horizontal line to above and once as it goes in the opposite direction. Moreover, from the perspective of the first of these two points, the curve turns right in both adjacent faces, whereas from the perspective of the second intersection point, the curve turns left in both directions. From this, we see that one of these intersection points is connected to the site a via the front face. We may assume without loss of generality that there are at most as many horizontal line segments starting at this intersection point with the site a as there are on the other side of b, since a single half-twist along the site b interchanges these two cases.
Let us assume for a moment that the curve carries the 1-dimensional (trivial) local system. The diagram on the left-hand side of Figure 20a which compose to zero in Π(HFT(T )). However, by Proposition 1.20, we can extend Π(HFT(T )) to CFT − (T ) by adding components to the differential which lie in the kernel of A − → A ∂ . In CFT − (T ), the composition of the two arrows above is non-zero. We claim that its contribution Figure 20 . The (generalized) peculiar module considered in the proof of Theorem 3.6 (a) and splittings needed to determine the existence of the dotted arrows (b). Each column in (b) shows all possible ways to write the algebra element at the top as a product of two non-identity elements of A − . In each column, the first splitting is the one which appears in (a).
to the ∂ 2 -relation can only be cancelled by a differential c c.
To see this, we may argue as follows: since Π(HFT(T )) is reduced, it suffices to consider all possible ways to write q 32 p 2 as a product of two non-idempotent elements. These are shown in the first column of Figure 20b . For the first such splitting, both arrows must already be present in Π(HFT(T )). But there is only one such arrow pair and it is exactly the one whose contribution to the ∂ 2 -relation we are trying to cancel. In the second case, there has to be an arrow labelled q 3 ending at the generator c which would have to appear in Π(HFT(T )), but it does not. So only the third case remains, and indeed, there is just a single arrow labelled q 3 leaving the generator b. We now distinguish two cases: either the number of horizontal curve segments starting at the generator a adjacent to the generator b is odd or even. These two cases are illustrated in the middle and the right of Figure 20a , respectively. In both cases, all the dotted arrows labelled U 2 .ι c and U 2 .ι a have to be present in CFT − (T ). For this, we can repeat essentially the same argument as above, using the splittings in the second and third columns of Figure 20b . Then, in the first case, there is a pair of consecutive arrows
By considering the corresponding splittings in the fourth column of Figure 20b , we see that there has to be a component
in CFT − (T ), which, of course, already has to be there in Π(HFT(T )). But this means that the curve is equal to b n , where n is determined by the number of horizontal curve segments. In the second case, there is a pair of consecutive arrows a a b.
As we can see from the corresponding splittings in the last column of Figure 20b , this contribution to the ∂ 2 -relation for the differential of CFT − (T ) cannot be cancelled, so we arrive at a contradiction.
Let us now consider local systems. We can assume without loss of generality that the local system X of the curve sits on the curve segment that connects the generator b to a. Algebraically, this corresponds to tensoring the peculiar modules from Figure 20a by F m 2 for m = dim X and changing the resulting differentials
respectively. Then, by the same argument as above, the dotted arrows from Figure 20a still have to be present in CFT − (T ), but this time they need to be labelled by U 2 .ι c ⊗ X and U 2 .ι a ⊗ X.
In the case of an even number of straight line segments, we also arrive at a contradiction. In the case of an odd number of straight line segments, the dotted arrow labelled by q 2 ⊗ X has to be present in CFT − (T ). The local system on the resulting curve is X · X −1 = id. 
Stabilization
Let us recall from [Zib20, Definition 2.4] the definition of a peculiar Heegaard diagram H T for an oriented 4-ended tangle T in a Z-homology 3-sphere M . We start with a sutured Heegaard for the complement M T of a tubular neighbourhood of T in M equipped with a meridional suture at each of the four tangle ends and a pair of oppositely oriented meridional sutures on each closed component of T . We then collapse each suture to a single point and label those collapsed sutures that correspond to closed tangle components by z i and w i . Furthermore, we connect the collapsed sutures around the tangle ends by an additional α-circle which corresponds to the parametrization S 1 on ∂M . Finally, at each tangle end, we add marked points on either side of this α-circle which we label by p i and q i , see [Zib20, Figures 10 and 11] . For the definition of the differential of CFT ∂ (T ) := CFT ∂ (H T ), we only count holomorphic discs avoiding the basepoints z i and w i , so these are treated exactly like sutures in sutured Floer homology.
We now give a mild generalization of this construction:
Definition 4.1. A stabilized tangle T (n 1 , . . . , n |T | ) in a Z-homology 3-sphere M is an oriented 4-ended tangle T in M together with a list (n 1 , . . . , n |T | ) of non-negative integers. Given such a stabilized tangle T , let H T (n 1 , . . . , n |T | ) be the peculiar Heegaard diagram obtained through the same procedure as for an ordinary 4-ended tangle, but starting with a sutured Heegaard diagram for the complement M T equipped with n i additional pairs of meridional sutures on the i th tangle component for each i = 1, . . . , |T |. Thus, stabilized tangles T (0, . . . , 0) correspond to ordinary tangles T in the sense that H T (0, . . . , 0) = H T . We define CFT ∂ (H T (n 1 , . . . , n |T | )) like CFT ∂ (H T ), treating the additional collapsed sutures in the same way as the basepoints z i and w i . Its relatively bigraded chain homotopy type is independent of the chosen Heegaard diagram, so we write instead CFT ∂ (T (n 1 , . . . , n |T | )).
• γ · · · · · · · · · · · · p i ′ q i ′ 0 = p i (a) A schematic picture of the regions that the path γ passes through. Note that the labels p i and q i might be swapped and γ might not intersect any α-curve before or after it passes through p i or q i . The shaded region on the left is the bad region ϕ; the shaded region on the right is either a bigon or a bad region. · · · · · · · · · · · · · · · · · · x 0 y 0 
where V t is a 2-dimensional vector space supported in a single relative δ-grading and two consecutive relative Alexander gradings t +1 and t −1 . Naturally, we can apply the classification result from Theorem 1.11 to CFT ∂ (T (n 1 , . . . , n |T | )) and define HFT(T (n 1 , . . . , n |T | )) as the corresponding multicurve. Then, the theorem above corresponds to Theorem 0.5 from the introduction.
Proof. In the presence of two meridional sutures in the homology class t, adding another such pair corresponds to tensoring with the 2-dimensional vector space V t . This well-known fact can be proven either directly using Heegaard diagrams (similar to the ones we are using below) or alternatively using Juhasz's surface decomposition formula [Juh08, Proposition 8.6]. So it suffices to show the above theorem for the cases 0 ≤ n 1 , n 2 ≤ 1 and n k = 0 for k > 2.
By [Zib20, Theorem 5.6], we can always choose a peculiar Heegaard diagram H T for T which is nice with respect to any choice of special basepoints p i and q j . Let us pick p i and q j such that the ends i and j belong to different components of the tangle T , so that each open component "has a bad region".
Let us consider the open tangle component t 1 and let us assume without loss of generality that it connects the tangle end i with i = j. Let ϕ be the bad region containing the special basepoint p i . The annulus which is the boundary of the removed tubular neighbourhood of the tangle component t 1 corresponds to an elementary periodic domain ψ of H T , see [Zib19, Definition 5.1 and Lemma 5.2]. On said annulus, we can choose a path with connects i to i . By pushing it off the 2-handles attached along the β-circles, this path gives rise to a path γ from the bad region ϕ to p i which avoids all β-curves and also stays away from the other bad region (the one marked q j ). Let us choose a basepoint • = p i in ϕ as the starting point of γ. Let us extend the path γ to the basepoint q i . We may assume without loss of generality that the path γ does not "back-track" in the sense that γ does not leave a region through the same part of the α-curve through which it just entered the region. This can be achieved by "pulling γ tight" and potentially changing the order in which γ meets the basepoints p i and q i . This is illustrated on the left-hand side of Figure 21a .
Note that the basepoints p k for k ∈ {1, 2, 3, 4} lie in the elementary periodic domain corresponding to the front component of ∂M S 1 . Similarly, the basepoints q k for k ∈ {1, 2, 3, 4} lie in the elementary periodic domain corresponding to the back component of ∂M S 1 . So in particular, p i and q i do not lie in the same region. So we conclude that γ leaves the bad region ϕ at least once. Moreover, whenever the path returns to ϕ, we may replace the first segment of γ up to this point by a direct path contained in ϕ starting at •. This strictly shortens the number of times the path γ crosses an α-curve, so after repeating this step finitely many times, we may assume that γ does not return to ϕ. Then γ ends at a bigon or a rectangle region (the one marked q i or p i ) and all regions that it passes through are rectangles, each of which is cut into two rectangles by γ. If γ ends in a rectangle, let us extend γ (by a path which still avoids β-curves and does not back-track) until it arrives at a region which is not a rectangle, ie a bigon or a bad region. Note that this process does terminate, since the path never crosses a rectangle twice and there are only finitely many regions.
So we have now constructed a path γ which starts at • and ends either in a bad region or in a bigon. All other regions that γ passes through are rectangles, each of which is cut into two rectangles by γ. We now modify the Heegaard diagram H T in a neighbourhood of γ as follows: we first replace • by an unlabelled basepoint × which we enclose by a new β-circle β 0 , which in turn is enclosed by a new α-circle α 0 . We also add a second unlabelled basepoint × in the region between β 0 and α 0 . Finally, we do a finger move of the β-curve β 0 along the path γ, moving across the basepoints p i and q i . The result is shown in Figure 21b .
We now observe that the new Heegaard diagram represents the tangle complement M T with an extra pair of meridional sutures around the tangle component t 1 , ie it is a peculiar Heegaard diagram for T (1, 0, . . . , 0) . Moreover, it is a nice Heegaard diagram. Let us consider it more closely. The new α-circle α 0 must be occupied by any generator of the new diagram, so the new β-curve β 0 is always occupied by one of the two intersection points labelled x 0 or y 0 in Figure 21b . Hence, there is a 2:1-correspondence between generators of the new diagram and the old, given by dropping the intersection points x 0 and y 0 . The only bigon or rectangle domain that connects a generator containing x 0 to one containing y 0 (and avoiding the unlabelled basepoints × and the bad region ϕ) is the bigon connecting x 0 to y 0 . However, this bigon contains both p i and q i , so it does not contribute to the differential. This bigon has δ-grading 0 and Alexander grading t ±2 1 . So the new Heegaard diagram indeed computes the once stabilized version of the complex CFT ∂ (T ). This finishes the case (n 1 , n 2 ) = (1, 0). The case (n 1 , n 2 ) = (0, 1) can be shown similarly. The third and last case (n 1 , n 2 ) = (1, 1) also follows from the arguments above, since we can modify the Heegaard diagram H T around both open tangle components independently.
The action of the half-identity bimodule
In this section, we describe an alternative definition of peculiar modules, which was first proposed to the author by Andy Manion. It uses an arc diagram which is dual to the original one. The definition requires a choice of two distinguished tangle ends, so actually, we will obtain multiple, a prior different algebraic objects. The advantage of these definitions is that they are simply instances of bordered sutured Heegaard Floer theory, so both invariance and the existence of a pairing theorem are immediate from Zarev's bordered sutured theory [Zar11] . A potential disadvantage is that it is not immediately clear if the invariants thus defined are classified by compact curves on the 4-punctured sphere, nor whether they are independent of the choice of distinguished tangle ends. However, we show that the alternative definitions are indeed equivalent to the original one, so we can answer both questions positively.
The central ingredient in the identification is the bordered sutured Heegaard diagram in Figure 23a , which is obtained by cutting the standard Heegaard diagram of the identity in half (see for example [LOT15, Figure 19 ] and [LOT11, Figure 12] ). Hence, its corresponding bimodule is sometimes called the half-identity bimodule. In our case, this bimodule actually acts like the identity. Figure 22 . The bordered sutured manifold M β T (p 3 , q 1 ) for T the (2, −3)-pretzel tangle. The parametrization given by the βarcs (blue) is dual to the one from Figure 5 .
Definition 5.1. Given a 4-ended tangle T in a Z-homology 3ball M , choose an embedded disc on the front and one on the back of the sphere ∂M . Connect the boundaries of these two discs by four arcs which partition the complement of the two discs in ∂M into four contractible components, each of which contains one tangle end. Let us call these arcs β-arcs. We can arrange these in such a way that each of them intersects the circle S 1 on ∂M exactly once. So we can label each β-arc by the same letter a, b, c or d as the arc in S 1 im(T ) that the β-arc intersects. By removing a tubular neighbourhood of the tangle (chosen sufficiently small such that it avoids the two embedded discs and four β-arcs) and regarding the boundary of the two discs as sutures, we obtain a β-bordered sutured 3-manifold. To make the bordered sutured structure well-defined, we need to add a basepoint to each of the two sutures. Let us call the basepoint of the suture on the front p i if it is adjacent to the tangle end i in the sense that one can draw a path from the tangle end i to the basepoint without crossing a β-arc or a suture. Similarly, call the basepoint of the suture on the back q j if it is adjacent to the tangle end j. Moreover, if the two basepoints lie adjacent to the ends of the same open tangle strand, we also need to add a pair of meridional sutures to the other open tangle strand. Finally, to each closed tangle component, we add two meridional sutures as usual. Let us call the tangle complement M T equipped with this bordered sutured structure M β T (p i , q j ). Figure 22 illustrates this definition for the tangle from Figure 5 .
Remark 5.2. The bordered sutured structure of M β T (p i , q j ) is degenerate, but it satisfies homological linear independence. Hence, Zarev's bordered sutured invariants are well-defined. We can define δ-, homological and Alexander gradings on BSD(M β T (p i , q j )) in just the same way as on CFT ∂ (T ). The type D structure BSD(M β T (p i , q j )) is defined over a certain moving strands algebra. Since all β-arcs but one are occupied by a generator in a Heegaard diagram for M β T (p i , q j ), the moving strands algebra can be canonically identified with A ∂ ij such that an elementary segment of the suture on the front (respectively back) corresponds to the variable p k (respectively q k ) if it is adjacent to the k th tangle end. 
Proof. It suffices to consider four different cases for (i, j), namely (i, j) = (3, 1), (1, 2), (2, 1) and (1, 1), since all other are obtained by cyclic permutation. Of those four cases, we will only consider the case (i, j) = (3, 1), since this is the one that we will work with in Section 6. The other three cases follow from the same arguments, only the computations in Figure 23 need to be adapted to each case, which we leave to the reader.
Let M T be the bordered sutured manifold whose underlying sutured manifold is the tangle complement with meridional sutures at each tangle end and a pair of meridional sutures on each closed tangle component and whose bordered sutured structure is given by the red arcs in Figure 23e . After omitting the α-curves from the picture, we recognize it as the tangle complement with the bordered sutured structure from Figure 23f . Let us call this bordered sutured manifold M T .
Its corresponding bordered sutured algebra has six idempotents, since only one of the β-arcs is unoccupied. However, there are two sutures on M T which are distinguished from the other two by the property that only a single β-arc ends at them, namely e and f , respectively. We may choose a Heegaard digram for M T such that for each of the two distinguished sutures, there is an α-curve which is a push-off of the corresponding suture (=boundary of the Heegaard diagram). We can isotope these two α-curves such that they have a unique intersection point with the β-curve ending at the corresponding distinguished suture and do not intersect any other β-curve. So we may assume that BSD(M T ) only has generators which occupy both arcs e and f . In other words, we may regard BSD(M T ) as a type D structure over A ∂ 31 ; we will add the superscript BSD(M T ) A ∂ 31 when we take this point of view. Note that BSD(M T ) A ∂ 31 is still well-defined up to homotopy, since any chain homotopy over the full bordered sutured algebra factors through A ∂ 31 . The bordered sutured manifold M T looks already very similar to M β T (p 3 , q 1 ). In fact, BSD(M T ) A ∂ 31 ∼ = BSD(M β T (p 3 , q 1 )). We can see this as follows: let us go back to the Heegaard diagram that we chose above for M T . If the ends i and j belong to different components, we can do a sequence of handleslides which corresponds to pushing the two distinguished sutures all the way along the open tangle strands to the other tangle ends, to make sure that both sides of the two distinguished α-circles are regions adjacent to basepoints. Otherwise, we can push them to the extra pair of meridional sutures with the same effect. By removing the two sutures (ie contracting these two boundary components of the Heegaard diagram) as well as the two corresponding α-circles and β-arcs, we change neither the set of generators nor the domains nor the holomorphic curve count, so the claim follows.
Before we proceed, let us recall some notation from [Zib20, proof of Theorem 3.7]. Let A be the bordered sutured algebra corresponding to the arc diagram on M T consisting of αarcs and I α the corresponding ring of idempotents. Let I α be the subring of idempotents occupying the α-arcs e and f and ι α : A → A the subalgebra I α .A.I α of A. There is also a quotient homomorphism π α : A → A ∂ 31 , which induces a functor F D πα between the corresponding categories of type D structures. As in the proof of the Glueing Theorem [Zib20, Theorem 3.7], F 31 (CFT ∂ (T )) ∼ = F D πα ( BSD(M T )) unless there is an additional pair of sutures on M T . In that case, the left-hand side needs to be stabilized once by Theorem 4.2. In any case, it remains to show that
Zarev's Pairing Theorem tells us that BSD(M T ) 1 2 I(p 3 , q 1 ) ∼ = BSD(M T ), where 1 2 I(p 3 , q 1 ) is the type AD structure computed from the Heegaard diagram in Figure 23a . By the Pairing Adjunction [Zib20, Theorem 1.21], the left hand side is equal to BSD(M T ) A A F AD ια,id ( 1 2 I(p 3 , q 1 )), where F AD ια,id is the functor induced by the map ι α on the type A side and the identity on the type D side. From the Heegaard diagram in Figure 23a , it is clear that we may regard F AD ια,id ( 1 2 I(p 3 , q 1 )) as a type AD structure over A ∂ 31 on the type D side. So we obtain:
Let us compute A F AD ια,id ( 1 2 I(p 3 , q 1 )) A ∂ 31 . All contributing domains are shown in Figure 23b . Let F AD πα,id be the functor induced by the map π α on the type A side and the identity on the type D side. We observe that A F AD ια,id ( 1 2 I(p 3 , q 1 )) A ∂ 31 is in the image of this functor and equal to F AD πα,id ( 1 2 I (p 3 , q 1 ))), where A ∂ 31 1 2 I (p 3 , q 1 ) A ∂ 31 is the type AD structure given in Figure 23c . Then, another application of the Pairing Adjunction gives
Now observe that A ∂ 31 1 2 I (p 3 , q 1 ) A ∂ 31 is actually the identity type AD bimodule, so the claim follows.
Conjugation
In this section, we prove the conjugation symmetry results from the introduction and, as a corollary, mutation invariance of δ-graded link Floer homology. Let us start by stating a slightly more precise version of Theorem 0.8. Theorem 6.1 (Bigraded conjugation symmetry for horizontal components). Given an oriented 4-ended tangle T , let us fix an absolute lift of the δ-grading of HFT(T ). For n > 0 and any local system X, fix the Alexander grading on b n := i n ( 0 1 ; 2, 3), d n := i n ( 0 1 ; 4, 1) and r X := r X ( 0 1 ) as in Figure 24 , where m = dim X. Let us assume that HFT(T ) contains a component of slope 0 1 . Then there exists a unique lift of the Alexander grading on HFT(T ), independent of n and X, such that r r X (T ) = r X −1 (T ) and:
if the tangle ends 2 and 3 belong to different open tangle components and Here, x and y specify the idempotents of the two generators on the type A side, respectively, and z specifies the idempotent on the type D side. The vertices are connected by two rings of bold arrows carrying labels whose first component is empty. Each of these arrows corresponds to two components of the differential connecting the generators with the same first idempotents. The labels on all other arrows are decorated with super-and subscripts indicating the left idempotent of the source and target generators, respectively. Finally, there are also components of the differential which are not drawn in this graph and which connect each pair of generators corresponding to the same vertex, namely
The bigrading indicated by the vertex labelling is for those generators whose first idempotent is a or b. To obtain the correct bigrading of the generators with first idempotents c or d, we need to add an additional shift by δ 1 2 0 0 t 0 −1 and δ 1 2 −1 0 t 0 0 , respectively. Finally, the generalized Alexander grading on the algebra A ∂ 31 on the type A side of 31 CB 13 is the opposite of the Alexander grading on the algebra A ∂ 13 on the type D side of 31 CB 13 which agrees with the standard one from Definition 1.7; so for example A(p 1 ∈ A ∂ 31 ) = −1
. x 31 CB 13 corresponds to the immersed curve L ad or L bc from Figure 25 :
a, d → F 13 (Π(L ad )), b, c → F 13 (Π(L bc )). In Figure 32 , these correspond to the two (or more precisely: four) rings of generators. The action on morphisms is more complicated. We just note that the action of 31 CB 13 vanishes on any sequence of morphisms of length greater than 2. Lemma 6.4. For any oriented 4-ended tangle T ,
as relatively bigraded type D structures over A ∂ 13 , where V t is as in Theorem 4.2.
Proof. By Theorem 5.3, the bordered sutured type D structure of M β T (p 3 , q 1 ) is equal to the image of the peculiar module of T under the functor F 31 induced by the quotient map π 31 : A ∂ → A ∂ 31 , up to stabilization. Similarly, M β T (p 1 , q 3 ) is equal to F 13 (CFT ∂ (T )), up to stabilization. So it suffices to show that q 3 ) ). Let M α T (p 3 , q 1 ) be the bordered sutured manifold whose underlying sutured manifold agrees with that of M β T (p 3 , q 1 ) up to an orientation reversal of the sutures and whose bordered sutured structure is obtained from that of M β T (p 3 , q 1 ) by turning the β-arcs into α-arcs. In terms of Heegaard diagrams, this corresponds exactly to the usual procedure for conjugation symmetry, namely orientation reversal of the Heegaard surface and switching the roles of α-and β-curves. Figure 26 . The Heegaard diagram of the α-β-bordered sutured manifold C whose corresponding type AD bimodule is 31 CB 13 . The surface is oriented such that the normal vector points out of the plane of projection.
For the algebraic invariants, this corresponds to reversing the Alexander grading:
r BSD(M β T (p 3 , q 1 )) = BSD(M α T (p 3 , q 1 )). We now glue a thickened 4-punctured sphere onto M α T (p 3 , q 1 ), which turns α-arcs back into β-arcs. The Heegaard diagram of one such bordered sutured manifold C is shown in Figure 26 . Note that after glueing, we obtain the manifold M β T (p 1 , q 3 ) with one extra pair of oppositely oriented meridional sutures on each open tangle strand. So its bordered sutured structure agrees with the right hand side of (4) by Theorem 4.2. Then, using Zarev's Pairing Theorem for bordered sutured manifolds, it suffices to show that BSAD(C) = 31 CB 13 .
The author originally did this computation using his Mathematica package [BSFH.m]. The reader might find the corresponding notebook [nb2] helpful. However, the computation is simple enough to do by hand. We sketch it below, but we leave the justification of some of the statements that we make to the reader.
We name the generators in the Heegaard diagram from Figure 26 by words w xyz, where w x is the label of the intersection point on the α-arcs, y is the label of the intersection point on the curve α 1 and z is the label of the intersection point on the curve α 2 . Note that w indicates the idempotent on the α-bordered side and the complement of {x, y, z} in {a, b, c, d} is the idempotent on the β-bordered side. In particular, any triple of intersection points such that x, y and z are pairwise different gives rise to a generator. It is now easy to see that there are 4 · 3 · 4 = 48 generators in total. There are in total eight identity components of the differential, namely the vertical arrows in Figure 27 . The remaining arrows of this figure show those domains between these 16 generators which contribute to the differential. Note that the only arrows from the first row to the second are said identity components, so we may do all cancellations simultaneously. For this, we need to find all contributing domains which end at the end or start at the start of the identity arrows. This is done in Figure 28 for four of the eight identity arrows. The others can be obtained by switching the idempotents a ↔ c and b ↔ d on both sides, switching the last two letters of the generators, switching p ↔ q, P ↔ Q and indices Figure 27 . All contributing domains connecting those generators of the Heegaard diagram from Figure 26 that can be cancelled Next, let us compute the contributing domains between the remaining generators that survive the cancellation. We leave this computation to the reader; the result is shown in Figure 31 . Again, the above symmetry can be used to simplify the computation. In Figure 31 , this symmetry corresponds to a reflection along the vertical symmetry axis followed by switching the inner two rings with the other two rings of generators. We now add the contribution from the cancellation to this picture. These correspond to the 3 · 8 = 24 labels with length 2 input sequences on the type A side, the four additional arrows
coming from the cancellation of the four identity arrows of Figure 28 as well as another four arrows which are their symmetric counterparts. It now remains to discuss the bigrading. Since both δ-grading and Alexander grading are relative gradings and the bimodule is connected (ie not a direct sum of two non-trivial bimodules), it suffices to fix a bigrading for one generator and work out the bigrading of all other generators from the differentials. Again, we leave the verification that the bigrading from Figure 32 is well-defined to the reader. Figure 29 . The third component of r(b n ) 31 CB 13 after cancellation Lemma 6.5. For any n > 0,
as absolutely bigraded type D structures over A ∂ 13 , where t b and t b are the Alexander gradings of the tangle ends adjacent to the site b. The same is true after switching b n and d n as well as b and d. Moreover, for any local system X ∈ GL(n, F 2 ),
as absolutely bigraded type D structures over A ∂ 13 , where t 1 and t 2 are the Alexander gradings of the two open strands.
Remark 6.6. The proof of this lemma is perhaps the most technical one in this paper. The action of the bimodule 31 CB 13 on any given curve can also be computed using the Mathematica notebook [nb1] and the author's Mathematica package [PQM.m]. Based on such computations, we expect this lemma to be actually true for all curves r X ( p q ) and i n ( p q ; i, j) equipped with a suitable absolute bigrading.
Proof. Let us first consider b n with n > 1. We can divide the computation into smaller pieces by computing the action of r(·) 31 CB 13 first on the following four complexes:
These computations are done in the Figures 33, 35 and 37. In those diagrams, certain pairs of generators which are connected by identity arrows are shaded grey. If we apply the Cancellation Lemma to each of these, we obtain the complexes shown in the Figures 34, 36 and 38, respectively.
Let us now put these complexes back together. In order to obtain the same Alexander grading as the corresponding curve segment of b n , the first of the four segments above needs to be multiplied by 0 n t 0 n ; so its contribution to r(b n ) 31 CB 13 is the complex from Figure 34 multiplied by 0 −n t 0 −n . Similarly, the second complex above needs to be multiplied by 0 −n t 0 −n , so the complex from Figure 36 needs to be multiplied by 0 n t 0 n . The third complex and the fourth also need to be shifted in Alexander grading, but the grading shifts depend on where the complexes sit in b n ; it turns out to be sufficient to compute the gradings for the first two complexes.
In the Figures 34, 36 and 38, those generators which can be cancelled in r(b n ) 31 CB 13 are drawn without a frame. The remaining ones are partitioned into four groups of generators for each figure, indicated by the frame style (dotted/solid, ellipse/rectangle). We claim that the generators in each of these four groups and the differentials between them form a copy of F 13 (Π(d n )), with a suitable shift in bigrading. This can be seen as follows: clearly, each group of generators in the first two figures forms a complex which looks like F 13 (Π(d n )) around the generators in the idempotent d, but the lengths of those complexes vary. The third figure shows that alternating sequences of generators in idempotents a and c result in four such sequences, each of which sits either at the right, top, left or bottom of the digram. In r(b n ) 31 CB 13 , these sequences connect each group of generators in Figure 34 with the corresponding group in Figure 36 . Putting these pieces together, we see that r(b n ) 31 CB 13 splits into three components, two of which are equal to δ 0 0 −1 t 0 1 d n (solid-ellipse) and δ 0 0 1 t 0 −1 d n (solid-rectangle). The third component is drawn in Figure 29 . Note that the dotted arrows can be removed without changing the remaining complex by two isotopies. So we also get δ 0 0 −1 t 0 −1 d n (dotted-ellipse) and δ 0 0 1 t 0 1 d n (dotted-rectangle). This proves the statement for b n and n > 1. For n = 1, the computation is very similar; we leave the details to the reader.
Instead of doing the same computation again for d n , we use the symmetries of the bimodule 31 CB 13 . Namely, the bimodule is invariant under simultaneously interchanging a ↔ c, b ↔ d, algebra indices and Alexander gradings 2 ↔ 4 and 1 ↔ 3, p ↔ q, reversing bigrading and reversing the orientation of all arrows. This is the same symmetry that we already used for the computation of 31 CB 13 in the proof of Lemma 6.4. It is also the symmetry between b n and d n .
Finally, let us consider the curve r X from Figure 24c . For the computation of r(r X ) 31 CB 13 , we can reuse the computation from Figures 37 and 38 to see that the complex splits into four components, whose underlying curves are equal to r. It remains to determine their gradings and local systems. The component at the bottom of these figures is equal to
For the calculation of the Alexander grading, note that the tangle ends 1 and 4 as well as 2 and 3 belong to the same tangle strands, so we need to take the quotient of the generalized Alexander grading A from Definition 1.7 by the additional relation 1 0 t 1 0 ∼ 0 0 t 0 0 . Now, when we write F 31 (Π(r X )) as in Figure 24c , we are assuming that the underlying curve of r X is oriented from a to c via the front face, ie like c a X
Using the same orientation on r, the complex (5) corresponds to r X −1 , ie
We obtain the same result, albeit with different grading shifts, for the other three components. This computation is done in Figure 30 .
Proof of Theorem 6.1. Let us fix an absolute lift of the bigrading of HFT(T ). Let us also introduce the following notation: given two Laurent polynomials P and Q in finitely many variables, we write P ≤ Q if for every monomial, the coefficient of that monomial in P is smaller than or equal to the corresponding coefficient in Q. Then
(by Lemma 6.4) ≥ δ m t A d n r(b n (T ) · b n ) 31 CB 13 ( 31 CB 13 commutes with direct sums) = δ m t A r(b n (T )) · d n (r(b n ) 31 CB 13 ) = δ m t A r(b n (T )) · (t b + t −1 b )(t b + t −1 b ) (by Lemma 6.5).
Similarly, we see that (t 1 + t −1 1 )(t 2 + t −1 2 ) · b n (T ) ≥ δ m t A r(d n (T )) · (t d + t −1 d )(t d + t −1 d ) for the same bigrading δ m t A , or equivalently, (t 1 + t −1 1 )(t 2 + t −1 2 ) · r(b n (T )) ≥ δ m t −A d n (T ) · (t d + t −1 d )(t d + t −1 d ). If we combine these two inequalities, we obtain
2 ) 2 , so m = 0 and all inequalities above are actually equalities. In particular,
. Similarly, we can show that (t 1 + t −1 1 )(t 2 + t −1 2 ) · r X −1 (T ) ≥ δ m t A r(r X (T )) · (t 1 + t −1 1 )(t 2 + t −1 2 ), ie r X −1 (T ) ≥ δ m t A r(r X (T )) for any X ∈ GL(n, F 2 ) and the same bigrading δ m t A as above. So we also have r X (T ) ≥ δ m t A r(r X −1 (T )), which, combined with the first inequality, shows that the inequalities are actually equalities and m = 0. In particular, t − 1 2 A r X −1 (T ) = r(t − 1 2 A r X (T )). So if we shift the Alexander grading of HFT(T ) by t 1 2 A , we obtain the absolute lift of the Alexander grading with the desired properties. Definition 6.7. Let γ be an absolutely δ-graded linear curve of slope p q ∈ QP 1 , possibly with indecomposable local system. It is easy to see that unless p q = 1 0 , all intersection points of γ with the vertical sites a and c have the same δ-grading. We denote this δ-grading by δ − (γ). Similarly, if p q = 0 1 , all intersection points of γ with the horizontal sites b and d have the same δ-grading, which we denote by δ − (γ). Given two absolutely δ-graded linear curves γ and γ of the same slope p q ∈ QP 1 , we define
We say two absolutely δ-graded curves γ and γ of the same slope are in the same δ-grading if δ(γ, γ ) = 0. Lemma 6.8. For any two curves γ and γ of the same slope p q ∈ QP 1 and a single half-twist τ as in Section 2, δ(τ (γ), τ (γ )) = δ(γ, γ ).
Proof.
A single twist at the right or left preserves the generators in the vertical sites a and c and also their δ-gradings up to an overall shift which is the same for all curves. So, for curves γ and γ of slope p q = 1 0 , δ(τ (γ), τ (γ )) = δ − (τ (γ )) − δ − (τ (γ)) = δ − (γ ) − δ − (γ) = δ(γ, γ ).
Moreover, such a twist does not affect curves of slope 1 0 up to an overall grading shift. We can argue in the same way for twists in the other direction. Definition 6.9. For n > 0 and p q ∈ QP 1 and any local system X, fix a δ-grading on the curves i δ n ( p q ; i 1 , i 2 ), i δ n ( p q ; i 3 , i 4 ) and r δ X ( p q ) such that any two of them of the same slope are in the same δ-grading.
Proof of Theorem 0.9 ( δ-graded conjugation symmetry). For p q = 0 1 , this follows immediately from Theorem 6.1, noting that the curves b n , d n and r X have the same δ-grading. For general p q ∈ QP 1 , let T be a tangle obtained from T by applying an element ρ of the mapping class group which sends linear curves of slope p q to curves of slope 0 1 . By Theorem 2.1, ρ(HFT δ (T )) = δ m HFT δ (T ) for some m ∈ 1 2 Z. By Lemma 6.8, the difference between the δ-gradings of two curves of the same slope is preserved under twisting. So in particular, the image of the reference curves i n ( p q ; i 1 , i 2 ), i n ( p q ; i 3 , i 4 ) and r X ( p q ) have the same δ-grading. Since we already know the result for horizontal curves, we can apply it to HFT(T ) and see that r δ X ( p q )(T ) = δ m r δ X ( 0 1 )(T ) = δ m r δ X −1 ( 0 1 )(T ) = r δ X −1 ( p q )(T ) and also i δ n ( p q ; i 1 , i 2 )(T ) = δ m i δ n ( 0 1 ; 2, 3)(T ) = δ m i δ n ( 0 1 ; 1, 4)(T ) = i δ n ( p q ; i 3 , i 4 )(T ). 
