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SHARP NONUNIQUENESS FOR THE NAVIER-STOKES EQUATIONS
ALEXEY CHESKIDOV AND XIAOYUTAO LUO
ABSTRACT. In this paper, we prove a sharp nonuniqueness result for the incompressible Navier-Stokes equations in the
periodic setting. In any dimension d ≥ 2 and given any p < 2, we show the nonuniqueness of weak solutions in the
class LptL
∞, which is sharp in view of classical uniqueness results. The proof is based on the construction of a class of
non-Leray-Hopf weak solutions. More specifically, for any p < 2, q < ∞, and ε > 0, we construct non-Leray-Hopf weak
solutions u ∈ LptL
∞ ∩ L1tW
1,q that are locally smooth outside a singular set in time of Hausdorff dimension less than ε.
As a byproduct, examples of anomalous dissipation in the class L3/2−εt C
1/3 for the Euler equations are given.
1. INTRODUCTION
1.1. The incompressible Navier-Stokes equations. The Navier-Stokes equations are a fundamental mathematical
model of incompressible viscous fluid flow, which consists of a system of equations{
∂tu−∆u+ div(u ⊗ u) +∇p = 0
div u = 0,
(1.1)
posed on a spatial domain Ω ⊂ Rd with suitable boundary conditions. In (1.1), u : [0, T ]× Ω → Rd is the unknown
velocity, and p : [0, T ] × Ω → R is a scalar pressure. We consider the Cauchy problem of (1.1) on a time interval
[0, T ] for some initial data u0 and T > 0.
In the paper we confine ourselves to the periodic case Ω = Td = Rd/Zd in dimension d ≥ 2 and consider solutions
with zero spacial mean ˆ
Td
u(t, x) dx = 0,
which is propagated under the evolution of the equation (1.1).
In this paper, the notion of weak solutions refers to that of distributional solutions that solve (1.1) in the sense
space-time distribution, cf. [FJR72, Che11].
Definition 1.1. Denote by DT the space of divergence-free test function ϕ ∈ C∞(R× Td) such that ϕ = 0 if t ≥ T .
Let u0 ∈ L2(Td) be weakly divergence-free1. A vector field u ∈ L2([0, T ]× Td) is a weak solution of (1.1) with
initial data u0 if the following hold:
(1) For a.e. t ∈ [0, T ], u is weakly divergence-free;
(2) For any ϕ ∈ DT ,ˆ
Td
u0(x) · ϕ(0, x) dx = −
ˆ T
0
ˆ
Td
u ·
(
∂tϕ+∆ϕ+ u · ∇ϕ
)
dxdt. (1.2)
In the literature, such solutions are sometimes called “very weak solutions” [Ama00, Gal00] due to the minimal
regularity assumptions. Remarkably, by [FJR72, Theorem 2.1], up to possibly redefining u on a set of measure zero
in space-time, the above weak formulation is equivalent to the integral equation
u = et∆u0 +
ˆ t
0
e(t−s)∆P div(u⊗ u)(s) ds, (1.3)
where et∆ is the heat semigroup and P is the Leray projection onto the divergence-free vector fields. Note that
formulation (1.3) was also used in a variety of works [FK64, Kat84, KT01] to construct unique solutions (called mild
solutions) of (1.1) when the initial data u0 is critical or subcritical, starting from the work of Fujita and Kato [FK64].
Date: September 15, 2020.
1It is possible to consider more general initial data, such as Lp for some 1 ≤ p ≤ ∞ as in [FJR72].
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A more physical class of weak solutions, introduced by Leray [Ler34] and constructed by Leray [Ler34] in R3 and
Hopf [Hop51] in general domains in d ≥ 2, is also considered in the literature.
Definition 1.2. A weak solution u of (1.1) is called Leray-Hopf weak solution if u ∈ Cw([0, T ;L2) ∩ L2(0, T ;H1)
and
1
2
‖u(t)‖22 +
ˆ t
0
‖∇u(s)‖22 ds ≤
1
2
‖u(0)‖22, (1.4)
for all t ∈ [0, T ]
The Leray-Hopf weak solutions encode the natural conservation law of (1.1) and satisfy much better properties
than general weak solutions, especially in the most relevant case of 3D, such as Leray’s structure theorem [Ler34],
weak-strong uniqueness [Ser62, Ger06, Che11], partial regularity [Str88, CKN82], integrability of higher Sobolev
norms [CV14], estimates of potential blowup rates [ESŠ03, GKP16, CZ16]. In fact, it is well-known that Leray-Hopf
solutions are smooth and unique in 2D. These nice properties, much desirable from a regularity stand point, make it
significantly harder to construct nonunique Leray-Hopf solutions in d ≥ 3, though partial results [Lad69, JŠ15] and
numerical evidence [GŠ17] are available.
Themain focus of the present paper is to study the question of uniqueness/nonuniqueness for general weak solutions
of (1.1) in the sense of Definition 1.1. Even though the solutions constructed in this paper live on a borderline of a
class of Leray-Hopf solutions, they do not have the regularity to justify (1.4) and are not Leray-Hopf solutions; whether
Leray-Hopf solutions are unique in dimension d ≥ 3 remains a challenging open question.
1.2. Uniqueness vs. nonuniqueness. We first discuss the uniqueness results. For brevity, we do not emphasize the
underlying spatial domain of the results that we mention. Since we mainly work with the scales of mixed Lebesgue
norms LpLq, to simplify notation, given p, q ∈ [1,∞] and Ω ⊂ Rd let us denote the Banach space
Xp,q([0, T ]; Ω) =
{
Lp([0, T ];Lq(Ω)) if p 6=∞,
C([0, T ];Lq(Ω)) if p =∞.
In the setting of Leray-Hopf solutions, Prodi [Pro59], Serrin [Ser62], and Ladyzhenskaya [Lad67] proved that if a
Leray-Hopf solution u satisfies
u ∈ Xp,q for some p <∞ and q > d such that
2
p
+
d
q
≤ 1,
then all Leray-Hopf solutions with the same initial data must coincide. Remarkably, the endpoint case p = ∞ can
be strengthened to L∞Ld [LM01, ESŠ03]. This type of results are often referred to as weak-strong uniqueness in the
sense that if there exists a strong solution, then any weak solution with the same initial data coincides with it. In fact,
a membership in such functional classes implies the regularity of Leray-Hopf solutions as well, though we will not go
into details in this direction and simply refer interested readers to [Ser62, ESŠ03, GKP16] and references therein.
In the setting of Definition 1.1, one generally loses the property of weak-strong uniqueness due to the lack of the
energy inequality (1.2). For such weak solutions, one can instead study the uniqueness issue within certain functional
classes, such as Xp,q. The general scheme is to write (1.3) as the following abstract formulation
u = et∆u0 +B(u, u), (1.5)
and study the continuity of the bilinear operatorB in the various underlying functional spaces, see for instance [LR16]
and references therein. The first result in this direction dates back to Fabes, Jones, and Rivière [FJR72] who proved
that weak solutions in the class Xp,q are unique if 2p +
d
q ≤ 1 and and d < q <∞. The limit case p = ∞ and q = d
was later covered first by [FLRT00] in d ≥ 2, and then [Mey97, Mon99, LM01] via different methods and for different
spatial domains.
Based on a scaling analysis, when 2p +
d
q = 1, the space X
p,q is invariant under the parabolic scaling of the
equation u 7→ uλ := λu(λ2t, λx). In the literature, the space Xp,q is called sub-critical when 2p +
d
q < 1, critical
when 2p +
d
q = 1 and, super-critical when
2
p +
d
q > 1. Therefore, the uniqueness condition u ∈ X
p,q for 2p +
d
q ≤ 1
seems to be sharp. In fact, thanks to [FJR72, Kat84, FLRT00, LM01] when 2p +
d
q ≤ 1, all weak solutions (in the
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sense of Definition 1.1) belonging to the class Xp,q are automatically Leray-Hopf2 and hence regular. In other words,
sub-critical or critical weak solutions are classical solutions.
We can summarize these uniqueness results as follows. Since these results were originally stated for Rd, we also
include a proof applicable to our specific setup in the appendix for readers’ convenience.
Theorem 1.3 ([FJR72, Kat84, FLRT00, LM01]). Let d ≥ 2 and u be a weak solution of (1.1) such that u ∈
Xp,q([0, T ];Td) for some p, q ∈ [1,∞] such that 2p +
d
q ≤ 1. Then
(1) u is unique in the class Xp,q,
(2) u is a Leray-Hopf solution.
So far, the positive results suggest 2p +
d
q = 1 as the critical regularity threshold for uniqueness/nonuniqueness of
the weak solutions. One would naturally ask what would happen in the super-critical regime 2p +
d
q > 1, or more
specifically, whether the following conjecture is valid.
Conjecture 1.4. Let d ≥ 2 and p, q ∈ [1,∞] such that 2p +
d
q > 1. Then
(1) There exist two weak solutions u, v ∈ Xp,q([0, T ];Td) of (1.1) such that
u(0) = v(0) but v 6= u.
(2) There exists a weak solution u ∈ Xp,q([0, T ];Td) of (1.1) such that u is not Leray-Hopf.
In stark contrast to the positive result of Theorem 1.3, which has been known for quite some time, Conjecture 1.4
was completely open until very recently due to the groundbreaking work [BV19]. Even though the regularity was
very far from the threshold 2p +
d
q = 1, the nonuniqueness of weak solutions has been shown in dimension d ≥ 3:
CtL
2+ [BV19, BCV18] in dimension d = 3 and H1/200−[Luo19] in dimension d ≥ 4. In fact, these works used a
unified approach to tackle both parts of Conjecture 1.4 at the same time: one perturbs a given smooth solution of (1.1)
to obtain a “wild” solution with certain regularityXp,q and then the existence of such a wild solution implies both the
nonuniqueness of weak solutions and the existence of non-Leray-Hopf solutions in the said class.
Unfortunately, the strategy of [BV19], which was in turn developed from a series of works [BDLIS15, BDLS16,
Ise18, BLJV18], breaks down in 2D. The reason is that, roughly speaking, the framework of [BV19] is L2 critical, in
the sense that the mechanism can produce finite energy wild solutions if the system is L2 super-critical. This heuristic
has been confirmed in [BCV18, LT20, LQ20] for the generalized Navier-Stokes equations with fractional dissipation.
Since the 2D Navier-Stokes equations is L2-critical, there are no nonuniqueness results for the 2D case to date.
In fact, a direct corollary of [BV19] is false in 2D: any CtL2 weak solution of the 2D Navier-Stokes equations is
Leray-Hopf, and hence smooth and unique. One of the main results in this paper is to show that the nonuniqueness of
weak solutions holds even in 2D.
Theorem 1.5 (Strong nonuniqueness in 2D). Let d = 2 be the dimension. Every weak solution of (1.1) is not unique:
for any weak solution v : [0, T ]× T2 → R2, there exists a different weak solution u with the same initial data.
It is worth noting that the nonuniqueness is proved here in a stronger sense than [BV19, Luo19], namely that every
solution is nonunique in the class of weak solutions. We can classify different types of nonuniqueness results as
follows. Here,X denotes different functional classes of weak solutions.
• “Weak nonuniqueness”: there exists a nonunique weak solution in the class X .
• “Strong nonuniqueness”: any weak solution in the class X is nonunique.
Under this classification, currently the only strong nonuniqueness available is [BCV18] for 3D, whereX can be taken
as CtHε weak solutions with intervals of regularity for a small ε > 0. In fact, the main results of [BCV18] imply the
strong uniqueness of weak solutions on Td for dimension d = 3, 4 since Leray-Hopf solutions in d ≤ 4 have intervals
of regularity.
In this spirit, we prove a strong nonuniqueness result in a class of LptL
∞ weak solutions, for any p < 2 and in any
dimension d ≥ 2, which is sharp in view of Theorem 1.3. A detailed list of the properties of constructed solutions can
be found in Theorem 1.7 below. In particular, the below theorem settles Conjecture 1.4 in the case q =∞.
Theorem 1.6 (Sharp nonuniqueness in d ≥ 2). Let d ≥ 2 be the dimension and 1 ≤ p < 2.
2In contrast to [FJR72, Kat84, FLRT00] where one has to assume L2 initial data, our setting is on the d-dimensional torus and the initial data is
always L2.
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(1) A weak solution u ∈ Lp(0, T ;L∞(Td) of (1.1) is not unique in the class Lp(0, T ;L∞(Td) if u has at least
one interval of regularity3.
(2) There exist non-Leray-Hopf weak solutions u ∈ Lp(0, T ;L∞(Td).
In view of Theorem 1.3, nonunique solutions cannot live in the class L2tL
∞. However, Theorem 1.6 shows the
existence of nonunique solutions on the borderline of this Leray-Hopf class and raises the question of whether such
constructions can be extended to the Leray-Hopf solutions.
One clearly sees that Theorem 1.6 only implies the sharpness of [FJR72] near q =∞ and the rest of the borderline
regime remains open, see the discussion at the end of the introduction. Alternatively, we can present the result as: for
any smooth initial data, there are infinitely many weak solutions with regularity LptL
∞ emerging from the same data
and agrees with each other for a short time, see the proof of Theorem 1.10 at the end of Section 2.
1.3. The main theorem and intervals of regularity. We now present the main theorem of the paper, which implies
immediately Theorem 1.5 and 1.6 above as we will show in Section 2. One of the most interesting features of our
constructed weak solutions is that they possess intervals of regularity, i.e. they are classical solutions on many sub-
intervals whose union occupies a majority of the time axis, cf. [Ler34] and [BCV18], which we will discuss in detail
towards the end of the introduction.
Theorem 1.7. Let d ≥ 2 be the dimension and 1 ≤ p < 2, q <∞, and ε > 0. For any smooth, divergence-free vector
field v ∈ C∞([0, T ]× Td) with zero spatial mean for each t ∈ [0, T ], there exists a weak solution u of (1.1) and a set
I =
∞⋃
i=1
(ai, bi) ⊂ [0, T ],
such that the following holds.
(1) The solution u satisfies
u ∈ Lp(0, T ;L∞(Td)) ∩ L1(0, T ;W 1,q(Td)).
(2) u is a smooth solution on (ai, bi) for every i. Namely,
u|I×Td ∈ C
∞(I × Td).
In addition, u agrees with the smooth solution emerging from the initial data v(0) near t = 0.
(3) The Hausdorff dimension of the residue set S = [0, T ] \ I satisfies
dH(S) ≤ ε.
(4) The solution u and the given vector field v are ε-close in LptL
∞ ∩ L1tW
1,q:
‖u− v‖Lp(0,T ;L∞(Td))∩L1(0,T ;W 1,q(Td)) ≤ ε.
Remark 1.8. We list a few remarks here concerning the above result.
(1) In terms of the scaling, u also lies on the borderline of the Beale-Kato-Majda criterion [BKM84] which scales
as L1tW
1,∞.
(2) The residue set S = [0, T ] \ I is a singular set in the sense that for any t 6∈ S, there is δ > 0 such that
u ∈ C∞((t− δ, t+ δ)× Td).
(3) Since the solution u(t) is smooth on (ai, bi), the energy equality is satisfied
1
2
‖u(t1)‖
2
2 +
ˆ t1
t0
‖∇u(s)‖22 ds =
1
2
‖u(t0)‖
2
2 for all t0, t1 ∈ (ai, bi).
(4) The driving mechanism of nonuniqueness is a result of large chunks of mass emerging from/escaping to finer
time scales. There is no blowup on each intervals of regularity (ai, bi) but norms do blow up as i→∞.
3In particular, it can be applied to a smooth solution to obtain a nonunique weak solution in the class LptL
∞.
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1.4. Applications to the Euler equations. Our results also apply to the inviscid case with no changes in contrast to
a recent work [BCV18], which relies heavily on the parabolic regularization.
Theorem 1.9. Theorem 1.7 also holds for the Euler equations. Namely, under the same assumptions, there exists a
weak solution u of the Euler equations satisfying the same properties.
As a byproduct of the construction, we provide an improvement to the Onsager’s conjecture in 2D in the negative
direction, where the best result currently stands at L∞t C
1/5−ε [BDLIS15], see also [BSV19, pp. 1817] and [Nov20].
Theorem 1.10. Let d ≥ 2 be the dimension and ε > 0. There exist infinitely many non-conserving weak solutions
u ∈ L
3
2
−ε
t C
1
3 ∩ L1tC
1−ε with the same initial data.
This result appears to establish the first non-conserving solutions with an exact “ 13 -Hölder regularity” in space,
albeit with a non-optimal L3/2− exponent in time, cf. positive results [CET94, CCFS08]. We also note that previous
constructions [BDLIS15, BDLS16, Ise18, BLJV18] are continuous in space-time whereas our solutions are not, and
in fact, the kinetic energy of our solutions becomes unbounded in a piece-wise constant fashion.
1.5. Main ideas of the construction. The construction in Theorem 1.7 is based on an iterative scheme to obtain
suitable approximate solutions to (1.1) that consists of two main steps. The first step is to concentrate the stress error
of the approximate solutions to many smaller sub-intervals, allowing us to achieve a small Hausdorff dimension in
time of the singular set. In particular, this ensures the final approximate solution is an exact smooth solution on many
small intervals. Crucially, this is done by adding a very small corrector to the existing solution while keeping the size
of the stress error unchanged L1 in time up to a constant multiple. After this concentration procedure, the stress error
is zero on a large subset of the time interval and thus the size of the concentrated stress error is much larger on its
support set.
The second step uses a convex integration scheme to add another perturbation to the concentrated solution, reducing
the size of the stress error. This convex integration technique has been developed over the last decades, see for
instance [DLS09, DLS13, BDLIS15, BLJV18, Ise18, BV19, Luo19] and references therein, since its inception to fluid
dynamics in [DLS09]. In particular, its latest iteration for the transport equation in [CL20] allows us to achieve a very
high level of temporal concentration of the perturbation in the sense that higher Sobolev norms blow up while their
time averages remain bounded. The introduction of temporal concentration in the convex integration scheme allows
us to trade temporal integrability for spatial regularity, answering a question raised in [BV21, Problem 4.4]. To avoid
a dimensional loss, the “building blocks” used in the scheme are almost spatially homogeneous, in stark contrast to
[BV19, Luo19, BCV18].
The most difficult and important part of the iterative scheme is ensuring that the perturbation w satisfies the regu-
larity w ∈ LptL
∞ ∩L1tW
1,q, while at the same time successfully reducing the size of the stress error. This boils down
to balancing four different aspects of the perturbation: temporal and spatial oscillation/concentration. In the present
work, the leading order effects are temporal concentration and spatial oscillation, whereas temporal oscillation and
spatial concentration effectively play no role and are kept to a minimum.
1.6. Comparison with previous works. In the last part of the introduction, we compare our main results to the
previous works and list a few open questions. We divide the discussion into three topics as follows.
Regularity threshold for uniqueness/nonuniqueness. The first nonuniqueness result for the Navier-Stokes system was
established in [BV19] by Buckmaster and Vicol, where finite energy nonunique weak solutions were constructed in
3D. Even though the nonuniqueness is only proved in CtL2, the iteration scheme in [BV19] allows for a very small
regularity Hε for ε ≪ 1, which was then used in [BCV18] to show nonuniqueness at such a regularity. The work
[Luo19] built upon the observation that in higher dimension, weak solutions can be less intermittent and thus the
regularity of nonuniqueness was improved toH1/200− for d ≥ 4. In fact, as noted in [Tao19], in very high dimension
one can show nonuniqueness in CtH1/2− orH1/2− in the stationary case, although the regularityH1/2− is still very
far from the critical scaleH
d−2
2 or Ld.
Below we compare different results using the scales of space-time Lebesgue spaces Xp,q.
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Results Category Scaling Range
Leray-Hopf solutions Existence 2
p
+
d
q
=
d
2
q ≥ 2
[BV19] Nonuniqueness 2
p
+
d
q
=
d
2
q = 2 and d = 3
[BCV18] Nonuniqueness 2
p
+
d
q
=
d
2
− ε q = 2+ and d = 3
[Luo19] Nonuniqueness 2
p
+
d
q
=
d
2
−
1
200
q = 2+ and d ≥ 4
Theorem 1.7 Nonuniqueness 2
p
+
d
q
= 1 + ε q =∞
Theorem 1.3 Uniqueness 2
p
+
d
q
= 1 q ≤ ∞
In light of the current state, we expect the nonuniqueness of weak solutions continue to hold in the full range of the
super-critical regime 2p +
d
q > 1. Unfortunately, the method developed in this paper heavily relies on the constraint
p < 2 (q =∞) and is not able to achieve the nonuniqueness of weak solutions in Xp,q for p ≥ 2 and q ≥ 2.
Size of the potential singular set. Here we discuss our result in the context of partial regularity, more specifically, the
size of the singular set in time or in space-time. By singular times we mean the union of times at which the solution is
not locally smooth, while singular points in space-time refer to points (t, x) where the solution is not locally bounded
(in the sense of ess sup).
By the classical results of Leray, in 3D the Hausdorff dimension of possible singular times of a Leray-Hopf solution
is bounded by 1/24. A key step in understanding the (possible) singular set of weak solutions was made by Scheffer
[Sch76a, Sch77, Sch80] where the notion of suitable weak solutions was introduced. It was proved in [Sch80] that
the singular sets of these suitable weak solutions have finite 53 -dimensional Hausdorff measure in space-time. The
theory of partial regularity culminated with the work [CKN82] by Caffarelli, Kohn, and Nirenberg where they show
that P1(S) = 0, i.e., the 1-dimensional parabolic Hausdorff measure of the singular set in space-time is zero. Note
that these partial regularity results only provide upper bounds on the potential singular sets.
While convincing evidence [Sch85, Sch87, Oz˙a20] suggests that the upper bound of 1-dimensional parabolic singu-
larities in 3D is likely to be sharp for suitable weak solutions, it was unknown whether there are weak solutions with a
nontrivial5 singular set until the work [BCV18] where the authors constructed wild solutions with a nonempty singular
set with a dimension strictly less than 1. As in [BCV18], solutions constructed here are not Leray-Hopf; however, they
constitute the first example of 3D weak solutions that surpass the 1/2 upper bound (with a nonempty singular set).
In dimension d ≥ 4, the existence of partially regular (in space-time or in time) weak solutions becomes highly
nontrivial. In fact, Leray’s structure theorem only holds up to d = 4 and the local energy inequality, a key ingredient
in the partial regularity theory, remains absent in d ≥ 4 [DD07, Remark 1.1]. Despite such a difficulty, the exis-
tence of partially regular weak solutions in space-time was established in 4D [Sch77] by Scheffer and also a recent
preprint [Wu20] by Wu. In dimension d ≥ 5 the existence of partially regular weak solutions( in space-time or in
time) was unknown to our knowledge and Theorem 1.7 appears to be the first example of weak solutions with partial
regularity in time in dimension d ≥ 5.
In relation to the partial regularity in space-time, the singular set of our solutions is the whole spatial domain at
each singular time, as with all the other constructions exploiting a convex integration scheme. It might be possible to
construct wild solutions that enjoy a certain space-time partial regularity by a space-time variant of the concentration
procedure used here.
Anomalous dissipation of the Euler equations. A recent milestone in incompressible fluid dynamics is the resolution
of the Onsager conjecture [Ons49] which states that 13 -Hölder is the critical threshold for energy conservation for the
3D Euler equations. While the positive direction was settled in the 90s in [CET94] following the first attempt by
[Eyi94] and then later refined in [CCFS08], the negative part was significantly harder and the regularity of counterex-
amples [Sch93, Shn97] was far below the threshold. Advances in the negative direction really took off with the modern
convex integration approach starting with the seminal paper of De Lellis and Székelyhidi Jr. [DLS09]. The approach
of using convex integration was refined and improved in a series of works [DLS13, DLS14, BDLIS15, BDLS16].
Building upon these works, the threshold CtC1/3− was finally reached by Isett [Ise18], see also [BLJV18].
4This interpretation was made explicit in [Sch76b].
5Here by nontrivial we mean that the singular set is not empty or full since smooth solutions have no singularity while the singular set of the
solutions in [BV19] is the whole space-time domain.
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So far, constructed anomalous weak solutions have a limited regularity on the whole time axis, namely, the Hölder
regularity in space is always below 13 . The works [CET94, CCFS08] suggest that insisting on the exact “
1
3 -Hölder
regularity” in space leads to L3 being the right critical scale in time for the energy conservation. This exact “ 13 -Hölder
regularity” seems to be out of reach for the previous Euler schemes, an issue that has been investigated recently by
Isett [Ise17].
Even though our inviscid solutions have a worse global-in-time regularity, they are smooth solutions on a “large”
portion of the time axis, and hence the kinetic energy is conserved locally in time. The mechanisms of the failure of the
energy conservation are completely different: fast spatial oscillations play a key role in the previous Euler examples,
whereas a strong temporal concentration here causes the breakdown at small time scales. It would be very interesting
to combine the previous Euler results with the current paper to show that there exist “wild solutions” in CtC
1
3
− or
L3−t C
1
3 that are locally smooth in time away from a small singular set.
1.7. Notations. For reader’s convenience, we collect the notations used throughout the manuscript.
• Td = Rd/Zd is the d-dimensional torus and is identified with [0, 1]d. For any function f : Td → R we denote
by f(σ·) the σ−1Td-periodic function f(σx). The space C∞0 (T
d) is the set of periodic smooth functions with
zero mean and C∞0 (T
d,Rd) is the set of periodic smooth vector fields with zero mean.
• The Lebesgue space is denoted by Lp. For any f ∈ L1(Td), its spacial average is 
Td
f dx =
ˆ
Td
f dx.
For any function f : [0, T ]× Td → R, denote by ‖f(t)‖p the Lebesgue norm on Td (in space only) at a fixed
time t. If the norm is taken in space-time, we use ‖f‖Lpt,x .
• The tensor divergence divA = ∂jAij for any matrix-valued functionA : Td → Rd×d and the tensor product
f ⊗ g = figj for any two vectors f, g ∈ Rd. The notion ∇ indicates full differentiation in space only, and
space-time gradient is denoted by∇t,x.
• For any Banach space X , the Bochner space Lp(0, T ;X) is equipped with the norm( ˆ T
0
‖ · ‖pX dt
) 1
p
,
and we often use the short notations LptX and ‖ · ‖LptX .
• We writeX . Y if there exists a constant C > 0 independent ofX and Y such thatX ≤ CY . If the constant
C depends on quantities a1, a2, . . . , an we will writeX .a1,...,an orX ≤ Ca1,...,anY .
1.8. Organization of the paper. The organization of the rest of the paper is as follows.
The outline of construction is given in Section 2, where main theorems will be proved assuming the main propo-
sition of the paper, proposition 2.2. The proof of the main proposition is the content of the rest of the paper: we
concentrate the stress error to many small sub-intervals in Section 3, design a velocity perturbation using convex in-
tegration to obtain a new solution pair (u1, R1) in Section 4, and finally estimate the perturbation along with the new
stress error to conclude the proof in Section 5.
Appendix A includes a proof of Theorem 1.3. Appendix B contains some technical tools used in the paper, namely
an improved Hölder’s inequality and antidivergence operators on Td.
2. OUTLINE OF THE PROOF
The proof of Theorem 1.7 consists of a iterative scheme, which is achieved by repeatedly applying the main propo-
sition of this paper, Proposition 2.2 to obtain a sequence of solutions (un, Rn) to (2.1). The proof mainly consists of
three goals:
(1) The convergence of un → u in L2t,x and Rn → 0 in L
1
t,x so that u is a weak solution of (1.1).
(2) Ensuring the final solution verifies u ∈ LptL
∞ ∩ L1tW
1,q for p < 2 and q <∞.
(3) Achieving a small dimension of the singular set of u in time.
To this end, we employ a two-step approach:
• Step 1: (un, Rn)
concentrating the stress error
−−−−−−−−−−−−−−→ (un, Rn)
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• Step 2: (un, Rn)
space-time convex integration
−−−−−−−−−−−−−−−→ (un+1, Rn+1)
where the first step is mainly for achieving a small singular set in time and the second step is to ensure the convergence
of Rn.
2.1. The Navier-Stokes-Reynolds system. Let us first introduce the approximate equations of (1.1) for our approxi-
mate solutions. These approximate solutions solved the so-called Navier-Stokes-Reynolds systems{
∂tu−∆u+ div(u ⊗ u) +∇p = divR
div u = 0
(2.1)
where R : [0, T ]× Td → Sd×d0 is a traceless symmetric matrix called Reynolds stress.
Since the associated pressure p can be uniquely determined by the elliptic equation:
∆p = div divR− div div(u⊗ u) = ∂i∂j(Rij − uiuj),
throughout the paper, we denote the solution of (2.1) by (u,R).
This system (2.1) arises naturally when studying weak solutions of the Navier-Stokes equations. The Reynolds
stress R emerges as the noncommutativity between average ensembles and the quadratic nonlinearity.
In the inviscid case, we can just drop the Laplacian term in (2.1) and the system becomes the so-called Euler-
Reynolds equations, which was widely used in constructing non-conserving weak solutions of the Euler equations in
the context of Onsager’s conjecture [DLS13, DLS14, BDLIS15, BDLS16, Ise18, BLJV18]. Since the Laplacian plays
no role in our construction, in what follows we simply use (2.1).
2.2. Concentrating the stress error. As stated in the introduction, we proceed with two steps to prove this main
proposition. The first step is a procedure that concentrates the stress error into many smaller sub-intervals.
Given (un−1, Rn−1), we divide the time interval [0, T ] into smaller sub-intervals Ii of length τε > 0, where τ > 0
will be chosen to be very small depending on (un−1, Rn−1). So the total number of sub-intervals is ∼ τ−ε.
On each sub-interval Ii, we solve a generalized Navier-Stokes equations linearized around (un−1, Rn−1) to obtain
a corrector vi on Ii. More precisely, vi : Ii × Td → Rd solves
∂tvi −∆vi + div(vi ⊗ vi) + div(vi ⊗ u) + div(u ⊗ vi) +∇qi = − divR
div vi = 0
vi(ti) = 0.
(2.2)
so that un−1 + vi is an exact solution (of the Navier-Stokes equations) on Ii.
To concentrate the error and obtain a solution on [0, T ], we apply a sharp cutoff χi to the corrector vi and obtain
the glued solution un−1 defined by
un−1 := un−1 +
∑
i
χivi.
Specifically, each χi equals 1 on a majority of the sub-interval Ii, but χ = 0 near endpoints of each Ii of scale ∼ τ .
Since ε≪ 1, the cutoff χi is very sharp when comparing to the length of the sub-interval Ii.
On one hand, due to the sharp cutoff χi, the stress error Rn associated with un will only be supported near the
endpoints of Ii of time scale τ . In other words, the temporal support of un can be covered by ∼ τ−ε many intervals
of size ∼ τ , from which one can already see a small dimension of the singular set of the final solution.
On the other hand, the corrector vi is very small, say in L∞t H
d, since it starts with initial data 0 and we can choose
time scale τε = |Ii| to be sufficiently small. More importantly, the new stress error Rn−1 associated with un−1
satisfies the estimate
‖Rn−1‖L1tLr . ‖Rn−1‖L1tLr for 1 < r <∞,
with an implicit constant independent of the time scale τ > 0. In other words, concentrating the stress error Rn−1 to
Rn−1 cost a loss of a constant multiple when measuring in L1 norm in time.
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2.3. Space-time convex integration. The next step is to use a convex integration technique to reduce to size ofRn−1
by adding further a perturbation wn to un−1 to obtain a new solution (un, Rn) of (2.1). The perturbation wn and the
new stress Rn satisfies the equation
divRn = divRn−1 + div(wn ⊗ wn) + ∂twn −∆wn + div(un−1 ⊗ wn) + div(wn ⊗ un−1) +∇Pn,
for a suitable pressure Pn. The heuristic is that the high-high to low cascade in space-time of wn ⊗ wn can balance
the old stress error Rn−1 in the sense that
div(Rn−1 + wn ⊗ wn) = High Spacial Freq. Term+ High Temporal Freq. Term+ Lower Order Terms, (2.3)
where the “High Temporal Freq. Term” above will further be balanced by a part of ∂twn, as in [BV19, BCV18]
and [CL20]. However, one of the fundamental differences to [BV19, BCV18] is that this additional “convex integration
in time” requires no additional constraint of oscillation and concentration and is basically free, which is crucial to
obtain the sharp regularity LptL
∞ ∩ L1tW
1,q .
In particular, executing the scheme of [CL20] requires two ingredients:
(1) Suitable stationary flows as the spatial building blocks that can achieve some level of spatial concentration.
(2) The use of intermittent temporal functions to oscillate the spatial building blocks in time.
Once (1) is available, it is relatively straightforward to implement (2). On the technical side, we use the stationary
Mikado flows introduced in [DS17] as the spatial building blocks. These are periodic pipe flows that can be arranged
to supported on periodic cylinders with a small radius. In other words, Mikado flows can achieved a d−1-dimensional
concentration on Td, which is more than enough in view of (1). It is worth noting that in the framework of [BV19],
stationary Mikado flows are not sufficiently intermittent to be used for the Navier-Stokes equations in dimension
d ≤ 3, cf. [Luo19].
The space-time cascade (2.3) imposed a relation between the perturbation wn and the stress error Rn−1 as
‖wn‖L2t,x ∼ ‖Rn−1‖L1t,x . (2.4)
The relation (2.4) will imply the convergence in L2t,x of the approximate solutions un as long as one can successfully
reduce the size of the stress error
‖Rn‖L1t,x ≪ ‖Rn−1‖L1t,x . (2.5)
In particular, special attention will be paid to estimating the temporal derivative part of the new stress error
divRtem = ∂twn, (2.6)
and achieving the regularity of the perturbation
‖wn‖LpL∞ + ‖wn‖L1W 1,q ≪ 1. (2.7)
These two constraints (2.6) and (2.7) require a very delicate choice of parameters when designing the perturbation
wn. On one hand, (2.6) implies the temporal frequency can not be too large, relative to the spatial frequency, otherwise
the time derivative will dominate. On the other hand, (2.7) requires a large temporal frequency so that temporal
concentration can offset the loss caused by going from L2 to L∞ orW 1,q in space in relation to (2.4).
Nevertheless, it turns out that the scheme in [CL20] is flexible enough to accommodate (2.6) and (2.7). We could
somehow explain why this is possible. Roughly speaking, the method in [CL20] is L2t,x-critical. While it is difficult
for wn to go above the L2t,x regularity, we trade L
2 for Lp (resp. L1) in time to obtain an improvement of L2 to L∞
(resp. W 1,q) in space. We provide a scaling analysis below.
2.4. Oscillation and concentration. We do this computation in general dimension d ≥ 2 andD ∈ [0, d] denotes the
spatial intermittency, cf. [Man76, Fri95].
We start with a velocity perturbation in L2t,x with a certain decay given by the previous stress error,
‖wn‖L2t,x . 1.
Denote the spacial frequency by λ and the temporal frequency by κ, namely
‖∂mt ∇
nw‖L2t,x . κ
mλn.
The intermittency parameterD in space dictates the concentration level of wn and the scaling law
‖wn(t)‖Lp . ‖wn(t)‖L2λ
(d−D)( 1
2
− 1
p
). (2.8)
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As for the temporal scaling, we assume for simplicity a full concentration in time:
‖wn‖LqLp . ‖wn‖L2Lpκ
1
2
− 1
q ∼ κ
1
2
− 1
q λ(d−D)(
1
2
− 1
p
). (2.9)
With such scaling laws, we effectively assume a negligible amount of temporal oscillation and the goal then boils
down to finding a working choice of D in terms of the given parameters d, p, q. In other words, we need to find a
balance between spatial oscillation and spacial concentration.
By the scaling relations (2.8) and (2.9), the stress error contributed by the time derivative (2.6) satisfies
‖ div−1(∂twn)‖L1t,x . κ
1
2 λ−1λ−
d−D
2 (2.10)
where we assume div−1 gains one full derivative in space. The regularity condition (2.7) becomes
‖wn‖LpL∞ ∼ κ
1
2
− 1
pλ
d−D
2 ≪ 1, (2.11)
and
‖wn‖L1W 1,q ∼ κ
− 1
2 λ1+
d−D
2
− d−D
q ≪ 1. (2.12)
In particular, (2.10) and (2.12) imply that
λ1+
d−D
2
−d−D
q ≪ κ
1
2 ≪ λ1+
d−D
2 , (2.13)
which always has some room since q < ∞. Then all we need to is to choose D to ensure (2.11) and (2.13). One
can already see that D should be very close to d, which means we need much more spatial oscillation than spatial
concentration. Indeed, solutions to (2.11) and (2.13) do exist and we refers to Section 5.1 for the exact choice used.
2.5. The main iteration proposition. We are ready to introduce the main iteration proposition of the paper that ma-
terializes the above discussion. To simplify presentation, let us introduce the notion of well-preparedness of solutions
to (2.1), which encodes the small Hausdorff dimension of the singular set in time. Throughout the paper, we take
T = 1 and assume 0 < ε < 1 without loss of generality.
Definition 2.1. We say a smooth solution (u,R) of (2.1) on [0, 1] is well-prepared if there exist a set I and a length
scale τ > 0 such that I is a union of at most τ−ε many closed intervals of length 5τ and
R(t, x) = 0 if dist(t, Ic) ≤ τ.
.
With this definition, to ensure the solution u has intervals of regularity with a small residue set of Hausdorff
dimension. ε, it suffices to construct approximate solutions (un, Rn) that are well-prepared for some In and τn such
that
In ⊂ In−1 and τn → 0.
The main proposition of this paper states as follows.
Proposition 2.2 (Main iteration). For any ε > 0 and p < 2, there exists a universal constantM = M(ε, p) > 0 and
r > 1 depending only on p and q such that the following holds.
Let δ > 0 and (u,R) be a well-prepared smooth solution of (2.1) for some set I˜ and a length scale τ˜ > 0. Then
there exists another well-prepared smooth solution (u1, R1) of (2.1) for some set I ⊂ I˜ with 0, 1 /∈ I and τ < τ˜/2
such that
‖R1‖L1(0,1;Lr(Td)) ≤ δ.
Moreover, the velocity perturbation w := u1 − u satisfies
(1) The temporal support of w is contained in I , i.e.
suppw ⊂ I × Td.
(2) The L2L2 estimate,
‖w‖L2([0,1]×Td) ≤M‖R‖L1([0,1]×Td);
(3) The LpL∞ ∩ L1W 1,q estimate,
‖w‖Lp(0,1;L∞(Td)) + ‖w‖L1(0,1;W 1,q(Td)) ≤ δ;
Remark 2.3. We list a few comments concerning the main proposition.
(1) It will be clear that the construction adapts no change for the Euler equations, except dropping the Laplacian.
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(2) The parameter r > 1 is used to ensure the Lr boundedness of the Calderón-Zygmund singular integral and is
very close to 1.
(3) Due to the local well-preparedness, on large portions of the time axis, the solutions are exact solutions of the
Navier-Stokes equations (or the Euler equations) and we do not touch them in the future.
We will break down Proposition 2.2 into two separate propositions, whose proof will be the context of Section 3
and respectively Section 4 and Section 5.
2.6. Proof of main theorems. We first deduce Theorem 1.5 and Theorem 1.6 from Theorem 1.7.
Proof of Theorem 1.5. Given a weak solution v (in the sense of Definition 1.1) of the 2D Navier-Stokes equations on
[0, T ], we need to construct a different weak solution u with the same initial data. For brevity, we take T = 1.
Case 1: v is a Leray-Hopf solution.
Since v is Leray-Hopf on [0, 1], v is in fact smooth on (0, 1]. Let v˜ : [1/2, 1]×T2 → R2 be a smooth divergence-free
vector field that coincide with v on [1/2, 3/4] but
‖v˜ − v‖Lp([1/2,1];L∞(Td) ≥ 1. (2.14)
Then we can apply Theorem 1.7 for v˜ and ε < 1 to obtain a weak solution u˜ on [1/2, 1]×T2. The conclusion follows
once we define the weak solution u : [0, 1]× T2 → R2 by
u =
{
v if t ∈ [0, 1/2]
u˜ if t ∈ [1/2, 1].
Indeed, the new glued solution u is still a weak solution of (1.1) and moreover, by (2.14)
‖u− v‖Lp([1/2,1];L∞ ≥ ‖v˜ − v‖Lp([1/2,1];L∞ − ‖u˜− v˜‖Lp([1/2,1];L∞ ≥ 1− ε > 0,
which implies u 6= v.
Case 2: v is not Leray-Hopf.
Since the initial data v0 ∈ L2(T2), we may just use v0 as initial data to obtain a Leray-Hopf solution u on [0, 1]
which is different from v.

Proof of Theorem 1.6. To prove both points, it suffices to show that given a weak solution v ∈ Lp(0, 1;L∞(Td) of
(1.1) with at least one interval of regularity, there exists a non-Leray-Hopf weak solution u ∈ Lp(0, 1;L∞(Td) having
intervals of regularity and with the same initial data.
Let [a, b] be an interval of regularity of the weak solution v. We first choose a smooth, divergence-free vector field
v˜ : [a, 1]× Td → Rd such that
v˜|[a,b]×Td ≡ v|[a,b]×Td ,
but
‖v˜ − v‖Lp([a,1];L∞(Td)) ≥ 1 and ‖v˜‖Lp([a,1];L2(Td)) ≥ 1 + ‖v(0)‖L2(Td), (2.15)
As in the proof of Theorem 1.5, we apply Theorem 1.7 to v˜ and ε < 1 to obtain a weak solution u˜ ∈ Lp(a, 1;L∞(Td))
such that
‖u˜− v˜‖Lp([a,1];L∞(Td)) ≤ ε. (2.16)
We then define a new solution u : [0, 1]× Td → Rd by
u =
{
v if t ∈ [0, a]
u˜ if t ∈ [a, 1].
The glued solution u ∈ LpL∞ is still a weak solution due the smoothness of both v and u˜ near t = a. Next, u and v
are different since
‖u− v‖LpL∞ = ‖u˜− v‖Lp([a,1];L∞) ≥ ‖v˜ − v‖Lp([a,1];L∞) − ‖u˜− v˜‖Lp([a,1];L∞) ≥ 1− ε,
where we have used (2.15) and (2.16). Finally, u can not be a Leray-Hopf solution since
‖u‖LptL2 ≥ ‖u˜‖Lp([a,1];L2) ≥ ‖v˜‖Lp([a,1];L2) − ‖u˜− v˜‖Lp([a,1];L∞) > ‖v(0)‖2
and Leray-Hopf solutions must have non-increasing L2 norm. 
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Next, we prove Theorem 1.10 in the case of the Euler equations.
Proof of Theorem 1.10. We first choose an infinite sequence of smooth divergence-free vector fields vn ∈ C∞0 ([0, 1]×
T
d) such that:
(1) On [0, 12 ], every vn coincides and is equal to an exact solution of the Euler equations;
(2) Each vn satisfies
‖vn‖Lp([0,1];L∞) = 2
n.
Since Theorem 1.7 holds for the Euler equations as well, we can apply it for vn and some ε < 12 . Then we obtain
infinite many weak solution un ∈ LpL2 ∩ L1W 1,q of the Euler equations.
On one hand, since each vn we used agrees and solves the Euler equations on [0, 1/2], by Theorem 1.7, for any
n ≥ 1, there exists τn > 0 such that un coincides with vn on [0, τn]
6. So every weak solution un has the same initial
data.
On the other hand, these weak solutions un are different since for any n > m,
‖un − um‖LpL∞ ≥ ‖un − vn‖LpL∞ − ‖um − vm‖LpL∞ ≥ 2
n − 1.
where we have used that ε < 12 .
It remains to show the regularity un ∈ L3/2−εC1/3 ∩ L1C1−ε. This can be done by standard interpolations. Since
for any ε > 0 there exists q <∞ such that the embedding
W 1,q(Td) →֒ C1−ε(Td)
holds, we get L1C1−ε. The bound u ∈ L3/2−εC1/3 can then be obtained by interpolating LpL∞ with L1C1−ε (with
different ε). 
Finally, we prove Theorem 1.7 and Theorem 1.9 assuming Proposition 2.2.
Proof of Theorem 1.7 and Theorem 1.9. Let u0 = v and
R0 = R
(
∂tu0 −∆u0 + div(u0 ⊗ u0)
)
whereR is an inverse divergence operator on Td defined in Appendix B.
Since the given vector field v has zero spatial mean for each t ∈ [0, 1], (u0, R0) solves (2.1) trivially and is well-
prepared for I = [0, 1] and τ = 1. We construct a sequence of solution (un, Rn) for n ∈ N as follows.
Given (un−1, Rn−1), we apply Proposition 2.2 with the parameter
δn := 2
−nmin {‖Rn−1‖L1Lr , ε}
to obtain (un, Rn). Denote the perturbations by wn := un − un−1 for n ≥ 1.
As a result, we have
‖Rn‖L1t,x ≤ ‖Rn‖L1tLr ≤ δn,
and
‖wn‖LptL∞ + ‖wn‖L1tW 1,q ≤ δn,
for any n ≥ 1. Also,
‖wn‖L2tL2 ≤M‖Rn−1‖L1tL1 ≤Mδn−1,
for any n ≥ 2.
Since un is Cauchy in L2t,x ∩ L
p
tL
∞ ∩ L1tW
1,q, there exists u ∈ L2t,x ∩ L
p
tL
∞ ∩ L1tW
1,q such that
un → u in L
2
t,x ∩ L
pL∞ ∩ L1W 1,q.
To show that u is a weak solution of (1.1), we need to verify the a.e. in time divergence-free condition and the weak
formulation. As we will show below, the Lebesgue measure of the singular set in time is zero, so u is a.e. in time
divergence-free by construction.
Now we show that the weak formulation holds. Indeed, take any ϕ ∈ DT , then using weak formulation of (2.1) or
integrating by parts we haveˆ
Td
un(0, x)ϕ(0, x) dx = −
ˆ
[0,1]×Td
(un ·∆ϕ+ un ⊗ un : ∇ϕ+ un · ∂tϕ) dxdt −
ˆ
[0,1]×Td
Rn : ∇ϕdxdt.
6In fact, τn can be taken to be 1/2 if we use Proposition 2.2 instead of Theorem 1.7.
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Since un → u in L2t,x, Rn → 0 in L
1
t,x, and un(0, x) ≡ v(0, x) for all n ≥ 1, it follows that all terms above converge
to their natural limits and hence u is a weak solution of (1.1).
Moreover,
‖u− v‖LptL∞∩L1tW 1,q ≤
∑
n≥1
[
‖wn‖LptL∞ + ‖wn‖L1tW 1,q
]
≤
∑
n≥1
2−nε ≤ ε.
Finally, we show the structure of the intervals of regularity of u. Recall that each solution (un, Rn) is well-prepared,
so let us denote by Bn ⊂ [0, 1] and τn > 0 the set and length scale of the well-preparedness of (un, Rn).
Let
I =
⋃
n≥0
Bcn \ {0, 1},
where the complement is taken in [0, 1]. Note that Bcn ⊂ (suppwn)
c for all n ≥ 1, and Bcn \ {0, 1} are monotonically
increasing open sets. Therefore wk(t) ≡ 0 on Bcn for all k ≥ n, and hence u(t) ≡ un(t) on B
c
n for each n. Since
un is smooth, this proves that u|I×Td ∈ C
∞(I × Td). By construction, each un also agrees with each other for
0 ≤ t ≤ τ1/2, and hence u agree with the unique smooth solution with initial data v(0) near t = 0.
Finally, since each Bn is a finite union of closed intervals, we can write I as a union of countably many open
intervals:
I =
⋃
i≥0
(ai, bi).
For the Hausdorff dimension bound of [0, 1] \ I, we notice that
(0, 1) \ I =
⋂
n≥0
Bn = lim sup
n
Bn.
Since each Bn is covered by at most τ−εn many balls of radius 5τn, we have
dH(lim sup
n
Bn) ≤ ε.

3. CONCENTRATING THE STRESS ERROR
The goal of this section is to prove Proposition 3.1 below. The idea is that given a solution (u,R) of (2.1), we can
add a small correction term to the existing solution (u,R) so that all of the stress error R concentrates to a set I , the
union of small intervals of length τ , and thus obtain a new solution (u,R). The key is that the procedure
(u,R)→ (u,R)
leaves the size of the stress error R invariant L1 in time, up to a cost of a constant multiple, namely
‖R‖L1Lr ≤ C‖R‖L1Lr for any 1 < r <∞, (3.1)
where C = C(r, ε) is a universal constant that only depends on r and ε > 0 in the well-preparedness.
Proposition 3.1. Let 0 < ε < 1 and (u,R) be a well-prepared smooth solution of (2.1) for some set and a length
scale I˜ and τ˜ > 0. For any 1 < r < ∞, there exists a universal constant C = C(r, ε) > 0 such that the following
holds.
For any δ > 0, there exists another well-prepared smooth solution (u,R) of (2.1) some set I ⊂ I˜ with 0, 1 6∈ I and
τ < τ˜/2 satisfying the following.
(1) The new stress error R satisfies
R(t, x) = 0 if dist(t, Ic) ≤
3τ
2
,
and
‖R‖L1(0,1;Lr(Td)) ≤ C‖R‖L1(0,1;Lr(Td));
(2) The velocity perturbation w := u− u satisfies
suppw ⊂ I˜ × Td,
and
‖w‖L∞(0,1;Hd(Td)) ≤ δ.
14 ALEXEY CHESKIDOV AND XIAOYUTAO LUO
Note the slightly stricter bound dist(t, Ic) ≤ 3τ2 versus the definition of well-preparedness is to leave room for the
future convex integration scheme in the next section.
3.1. Subdividing the time interval. We first introduce a subdivision of the time interval [0, 1]. Then on each sub-
interval [ti, ti+1], we solve a generalized Navier-Stokes (or Euler in the inviscid case) equations and obtain a solution
vi so that u+ vi is a exact solution of the Navier-Stokes equations on [ti, ti+1].
Let τ > 0 be a small length scale to be fixed in the end of this section and define for 0 ≤ i ≤ ⌊τ−ε⌋
ti = iτ
ε.
Without loss of generality, we assume τ−ε is always an integer so that the time interval [0, 1] is perfectly divided.
For 0 ≤ i ≤ τ−ε − 1, let vi : [ti, ti+1] × Td → Rd and qi : [ti, ti+1] × Td → R be the solution of the following
generalized Navier-Stokes system
∂tvi −∆vi + div(vi ⊗ vi) + div(vi ⊗ u) + div(u ⊗ vi) +∇qi = − divR
div vi = 0
vi(ti) = 0.
(3.2)
Since the initial data for vi is zero and u andR are smooth on [0, 1]×Td, thanks to the general local wellposedness
theory of the Navier-Stoke equations (or the Euler equations in the inviscid case), for all sufficiently small τ > 0, we
may solve equation (3.2) on intervals t ∈ [ti, ti+1] to obtain a unique smooth solution vi.
We shall focus on estimating each vi on the associated interval [ti, ti+1]. The solution vi serves as an “accumulator”
of the stress error on [ti, ti+1], and it will provide the major contribution to the new stress errorR once we use a gluing
procedure.
Recall that R : C∞(Td,Rd) → C∞(Td,Sd×d0 ) is an inverse divergence operator on T
d defined in Appendix B.
The below result quantifies the size of the corrector vi in relation to the time scale τ and the forcing − divR.
Proposition 3.2. Let d ≥ 2 and (u,R) be a smooth solution of (2.1). There exists a universal constant Cr > 0
depending on 1 < r <∞ so that the following holds.
For any δ > 0, if τ > 0 is sufficiently small, then the unique smooth solutions vi to (3.2) on [ti, ti+1] satisfies
‖vi‖L∞([ti,ti+1];Hd(Td)) ≤ δ,
and
‖Rvi‖L∞([ti,ti+1];Lr(Td)) ≤ Cr
ˆ
[ti,ti+1]
‖R(t)‖Lr dt+ Cuδτ
ε,
where Cu is a sufficiently large constant depending on u but not δ or τ .
Proof. The first estimate follows directly from the uniform equicontinuity of solutions on bounded sets ofHd and the
fact that ‖u‖Hd is bounded on [0, 1]. Assuming δ > 0 is sufficiently small, we prove the second one as follows.
To reduce notations, we simply write v for vi and denote z := Rv. Note that (3.2) preserves the zero-mean
condition.
Denote by P the Leray projection onto the divergence-free vector fields on Td. Once the pressure is eliminated by
projecting (3.2), the evolution of z is governed by
∂tz −∆z = F,
where
F = −RP div(v ⊗ v + u⊗ v + v ⊗ u)−RP divR.
Since 1 < r <∞ andRP div is a Calderón-Zygmund operator on Lr(Td), a standard energy method yields
‖z(t)‖Lr(Td) ≤ Cr
ˆ t
ti
(‖R(s)‖r + ‖v ⊗ v‖r + ‖u⊗ v‖r + ‖v ⊗ u‖r) ds for all t ∈ [ti, ti+1],
where the constant Cr depends only on r > 1 and dimension d. Using the obtained estimate on v and the embedding
Hd(Td) ⊂ L∞(Td), we get
‖z‖L∞([ti,ti+1];Lr(Td)) ≤ Cr
ˆ ti+1
ti
(
‖R(t)‖r + ‖v‖
2
L∞([ti,ti+1];Lr(Td))
+ ‖u‖L∞t,x‖v‖L∞([ti,ti+1];Lr(Td))
)
dt
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Since tt+1 − ti = τε, it follows that
‖z‖L∞([ti,ti+1];Lr(Td)) ≤ Cr
ˆ ti+1
ti
‖R(t)‖r dt+ Crτ
εδ(δ + ‖u‖L∞t,x).

3.2. Temporal concentration by sharp gluing. Since u + vi is an exact solution of the Navier-Stokes equations on
each interval [ti, ti+1], 0 ≤ i ≤ τ−ε − 1, the next step is to suitably glue each vi together so that the glued solution
u +
∑
χivi is still an exact solution on a majority of the time interval [0, 1], with an error supported on many small
disjoint sub-intervals.
We first choose cutoff functions that will be used to glue together vi. We define χi ∈ C∞c (R) be a smooth cutoff
such that when 1 ≤ i ≤ τ−ε − 2,
χi =
{
1 if ti + τ ≤ t ≤ ti+1 − τ
0 if ti + τ/2 ≥ t or t ≥ ti+1 − τ/2,
(3.3)
and when i = 0,
χi =
{
1 if 0 ≤ t ≤ ti+1 − τ
0 if t ≥ ti+1 − τ/2,
(3.4)
and when i = τ−ε − 1,
χi =
{
1 if ti + τ ≤ t ≤ 1
0 if t ≤ ti + τ/2.
(3.5)
In other words, we do not cut near the endpoints t = 0 and t = 1, and the glued solution u is an exact solution for a
short time near t = 0 and t = 1. It is worth noting that in the iteration scheme vi for i = 0 or i = τ−ε − 1 will be zero
after the first step (since it is already an exact solution of (1.1) there), so (3.4) and (3.5) are only used once.
Furthermore, we require that the bounds
|∇mχi| .m τ
−m,
hold uniformly in τ and i.
Note that for sub-intervals [ti, ti+1], 1 ≤ i ≤ τ−ε− 2, we cut near both the left and the right point of [ti, ti+1]. The
left cutoff is to ensure smoothness near ti since each vi only has a limited amount of time regularity at t = ti whereas
the right cutoff is where the intended gluing takes place. With χi in hand, we can simply define the glued solution as
u := u+
∑
i
χivi = u+ w.
It is clear that u : [0, 1] × Td → Rd has zero spatial mean and is also divergence-free. It remains to show that u
satisfies the properties listed in Proposition 3.1.
Heuristically, u should be an exact solution with a stress error supported on smaller intervals of size τ . To confirm
this claim, we must compute the stress error R associated with u. Since supports of χi are disjoint, we can compute
∂tu−∆u+ div(u⊗ u) = divR+ (∂t −∆)
∑
i
χivi
+
∑
i
χi div(u⊗ vi) +
∑
i
χi div(vi ⊗ u)
+
∑
i
χ2i div(vi ⊗ vi).
Thus, using the fact that vi solves (3.2) on [ti, ti+1] and u solves (2.1) on [0, 1], we have
∂tu−∆u+ div(u⊗ u) +∇p = divR+
∑
i
∂tχivi +
∑
i
(χ2i − χi) div(vi ⊗ vi)
+
∑
i
χi
(
∂tvi −∆vi + div(vi ⊗ vi) + div(u ⊗ vi) + div(vi ⊗ u)
)
= (1 −
∑
i
χi) divR+
∑
i
∂tχivi +
∑
i
(χ2i − χi) div(vi ⊗ vi)−
∑
i
χi∇qi.
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Now let
R := (1−
∑
i
χi)R +R
∑
i
∂tχivi +
∑
i
(χ2i − χi)vi⊗˚vi, (3.6)
where ⊗˚ denotes a traceless tensor product, i.e. f⊗˚g = figj − 1dδijfkgk. Since each vi has zero spacial mean,
divRvi = vi, and we can conclude that
∂tu−∆u+ div(u⊗ u) +∇p = divR,
where the pressure p : [0, 1]× Td → R is defined by
p = p+
∑
i
χiqi −
∑
i
(χ2i − χi)
|vi|2
d
.
The last step is then to show that the new Reynolds stress R is comparable to the original one when measured in
L1t . It is clear that R is much more “turbulent” than the original R as its value changes much more drastically due to
the sharp cutoff χ near the endpoints of each interval [ti, ti+1].
The heuristic is that if τ is small enough, then vi behaves linearly with a rate ∼ divR, and thus gluing together vi
only counts the input from the stress forcing divR. More precisely, the leading order term in (3.6) is the second term,
whereRvi is proportional to R thanks to Proposition 3.2.
Proposition 3.3. For any 1 < r < ∞, there exists a universal constant Cr depending on r and ε such that for all
sufficiently small τ > 0, the glued solution (u,R) satisfies
‖R‖L1tLr ≤ Cr‖R‖L1tLr .
Proof. By the triangle inequality, we need to estimate
‖R‖L1tLr ≤
∥∥∥(1−∑
i
χi)R
∥∥∥
L1tL
r
+
∑
i
∥∥∂tχiRvi∥∥L1tLr + ∥∥∥∑
i
(χi − χ
2
i )vi⊗˚vi
∥∥∥
L1tL
r
.
The idea is to treat the first and the last terms as small errors. By Hölder’s inequality, we get
‖R‖L1tLr ≤
∥∥∥1−∑
i
χi
∥∥∥
L1([0,1])
‖R‖L∞t Lr+
∑
i
‖∂tχi‖L1([0,1])‖Rvi‖L1tLr+
∑
i
‖(χi−χ
2
i )‖L1([0,1])‖vi⊗˚vi‖L∞t Lr .
By the definition of the cutoff χi, we have the following trivial bounds (with implicit constants depending on ε) in
time: ∥∥∥1−∑
i
χi
∥∥∥
L1([0,1])
. τ1−ε,
and for any 0 ≤ i ≤ τ−ε − 1,
‖∂tχi‖L1([0,1]) . 1,
‖χi − χ
2
i ‖L1([0,1]) . τ.
In addition, it follows from the bounds for vi in Proposition 3.2 that
‖vi⊗˚vi‖L∞t Lr . ‖vi‖
2
L∞t H
d ≤ δ
2.
Combining these together and using the bound onRvi from Proposition 3.2, we get
‖R‖L1tLr . τ
1−ε‖R‖L∞t Lr +
∑
i
(ˆ ti+1
ti
‖R(t)‖Lr dt+ Cuδτ
ε
)
+ δ2
∑
i
τ
. τ1−ε‖R‖L∞t Lr + ‖R‖L1tLr + Cuδ,
where we have used the fact that
∑
i 1 ≤ τ
−ε ≤ τ−1.
The conclusion follows once we choose τ > 0 sufficiently small such that
Cuδ ≤ ‖R‖L1Lr and τ
1−ε‖R‖L∞t Lr ≤ ‖R‖L1Lr .

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3.3. Proof of Proposition 3.1. We conclude this section with the last step in the proof of Proposition 3.1. Since all
the estimates have been obtained, we only need to verify that the temporal support of w =
∑
i χivi is contained in I˜
and show the well-preparedness of (u,R).
Note that (u,R) is well-prepared for I˜ and τ˜ , and it follows from (3.2) that
vi ≡ 0 for 0 ≤ i ≤ τ
−ε − 1 such that R ≡ 0 on [ti, ti+1].
Hence, if τε = |[ti, ti+1]| is sufficiently smaller than τ˜ , the definition of well-preparedness of (u,R) implies that⋃
i
suppt χivi ⊂ I˜ .
Thus we have proved that suppt w ⊂ I˜ .
Let us now show the well-preparedness of (u,R). Define an index set
E = {i ∈ Z : 1 ≤ i ≤ τ−ε − 1 and vi 6≡ 0}
satisfying a trivial estimate
|E| ≤ τ−ε.
The idea is that the concentrated stress R is supported around each ti, for i ∈ E. Therefore, we can define a set on the
time axis
I :=
⋃
i∈E
[
ti −
5τ
2
, ti +
5τ
2
]
,
where as before ti = iτε. Note that each interval in I has length 5τ and the total number of intervals is at most τ−ε,
consistent with the well-preparedness, and 0, 1 6∈ I due to (3.4)
Now take any t ∈ [0, 1] such that dist(t, Ic) ≤ 3τ2 . Then by (3.3) and (3.4),∑
i
χi(t) = 1.
Moreover, ∂tχi(t) = 0 and χi(t) ∈ {0, 1} for any i. Consequently,
R(t) = (1−
∑
i
χi)R+R
∑
i
∂tχivi +
∑
i
(χ2i − χi)vi⊗˚vi = 0,
for every t such that dist(t, Ic) ≤ 3τ2 . In particular, (u,R) is also well-prepared, which concludes the proof.
4. CONVEX INTEGRATION IN SPACE-TIME
In this section, we will use a convex integration scheme to reduce the size of the Reynolds stress. The goal is to
design a suitable velocity perturbation w to the glued solution (u,R) so that
u1 := u+ w
solves the equation (2.1) with a much smaller Reynolds stress R1.
The main goal of the current and the following section is summarized in the following proposition.
Proposition 4.1. There exists a universal constant M > 0 such that for any p < 2 and q < ∞, there exists r > 1
depending only on p and q such that the following holds.
Let δ > 0 and (u,R) be a well-prepared smooth solution of (2.1) given by Proposition 3.1 for the set I and time
scale τ . Then there exists another well-prepared smooth solution (u1, R1) of (2.1) for the same set I and time scale τ
such that
‖R1‖L1(0,1;Lr(Td)) ≤ δ.
Moreover, the velocity perturbation w := u1 − u satisfies
(1) The temporal support of w is contained in I , i.e.
suppw ⊂ I × Td;
(2) The L2L2 estimate,
‖w‖L2([0,1]×Td) ≤M‖R‖L1([0,1]×Td);
(3) The LpL∞ ∩ L1W 1,q estimate,
‖w‖Lp(0,1;L∞(Td)) + ‖w‖L1(0,1;W 1,q(Td)) ≤ δ.
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It is clear that Proposition 2.2 follows from Proposition 3.1 and Proposition 4.1. In the remainder of this section,
we will construct the velocity perturbation w and define its associated Reynolds stress R1 and pressure p1. The well-
preparedness of (u1, R1) will be an easy consequence of the definition of w, whereas all the estimates will be proven
in the next section.
4.1. Stationary Mikado flows for the convex integration. The main building blocks of the convex integration
scheme is the Mikado flows Wk : Td → Rd introduced in [DS17]. In other contexts [MS18, Luo19], they are
called concentrated Mikado flows, or Mikado flows with concentration since they are supported on periodic cylinders
with a small radius. Here for brevity, we simply refer to them as the Mikado flows.
We start with a geometric lemma that dates back to the work of Nash [Nas54]. A proof of the following version,
which is essentially due to De Lellis and Székelyhidi Jr., can be found in [Sze13, Lemma 3.3]. This lemma is the key
reason to use Mikado flows in the convex integration.
Recall that Sd×d+ is the set of positive definite symmetric d× d matrices and ek =
k
|k| for any k ∈ Z
d.
Lemma 4.2. For any compact subset N ⊂ Sd×d+ , there exists a finite set Λ ⊂ Z
d and smooth functions Γk ∈
C∞(N ;R) for any k ∈ Λ such that
R =
∑
k∈Λ
Γ2k(R)ek ⊗ ek, for all R ∈ N .
We apply the lemma N = B1/2(Id) where B1/2(Id) denotes the metric ball of radius 1/2 around the identity Id in
the space Sd×d+ to obtain smooth functions Γk for any k ∈ Λ ⊂ Z
d. Throughout the paper, the direction set Λ is fixed,
and we construct the Mikado flows as follows.
We choose points pk ∈ (0, 1)d such that pk 6= p−k if both k,−k ∈ Λ. For each k ∈ Λ, we denote by lk ⊂ Td the
periodic line passing through pk in direction k, namely
lk = {tk + pk ∈ T
d : t ∈ R}.
SinceΛ is a finite lattice set and we identifyTd with a periodic box [0, 1]d, there exists a geometric constantCΛ ∈ N
depending on the set Λ such that
|lk ∩ lk′ | ≤ CΛ for any k, k
′ ∈ Λ,
where we note that lk ∩ l−k = ∅ due to pk 6= p−k.
Here we do not even require nonparallel periodic lines to be disjoint in d ≥ 3 in contrast to [Luo19]. Since
nonparallel periodic lines have to intersect in the 2D case, we would rather present a unified approach based on the
fact that the intersection parts are very small due to the concentration parameter µ > 0, see Theorem 4.3 below.
Let µ > 0 be the spatial concentration parameter whose value will be fixed in the end of the proof. Let φ, ψ ∈
C∞c ([1/2, 1]) be such that if we define ψk, φk : T
d → R by
ψk := µ
d−1
2 ψ(µ dist(lk, x)) (4.1)
and
φk := µ
d−1
2
−2φ(µ dist(lk, x)) (4.2)
then
∆φk = ψk on T
d and
ˆ
Td
ψ2k dx = 1. (4.3)
Note that
suppψk ∩ suppψk′ ⊂ {x ∈ T
d : dist(x, lk ∩ lk′) ≤MΛµ
−1) (4.4)
for a sufficiently large constantMΛ depending on Λ.
Finally, the stationary Mikado flowsWk : Td → Rd are defined by
Wk = ψkek,
where the constant vector ek = k|k| . Using the gradient field ∇φk, we may write Wk as a divergence of a skew-
symmetric tensorΩk ∈ C∞0 (T
d,Rd×d),
Ωk := ek ⊗∇φk −∇φk ⊗ ek.
Indeed,Ωk is skew-symmetric by definition, and by a direct computation
divΩk = div(∇φk)ek − (ek · ∇)∇φk = ∆φkek − 0 =Wk.
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We summarize the main properties of the Mikado flowsWk in the following theorem.
Theorem 4.3. Let d ≥ 2 be the dimension. The stationary Mikado flowsWk : Td → Rd satisfy the following.
(1) EachWk ∈ C∞0 (T
d) is divergence-free, satisfies
Wk = divΩk,
and solves the pressureless Euler equations
div(Wk ⊗Wk) = 0.
(2) For any 1 ≤ p ≤ ∞, the estimates
µ−m‖∇mWk‖Lp(Td) .m µ
d−1
2
− d−1
p ,
µ−m‖∇mΩk‖Lp(Td) .m µ
−1+ d−1
2
− d−1
p ,
hold uniformly in µ.
(3) For any k ∈ Λ, there holds  
Td
Wk ⊗Wk = ek ⊗ ek,
and for any 1 ≤ p ≤ ∞ ∥∥Wk ⊗Wk′∥∥Lp(Td) . µ(d−1)−dp if k 6= k′.
Proof. We only prove the last claim as the rest of them are standard and can easily be deduced from (4.1)-(4.3). It
suffices to assume k 6= −k′. Using the L∞ bound in (2), we obtain∥∥Wk ⊗Wk′∥∥Lp(Td) . µ(d−1)(ˆ
suppψk∩suppψk′
dx
) 1
p
.
Note that due to (4.4) suppψk ∩ suppψk′ is contained in a union of finitely many balls of radius ∼ µ−1. Thus∥∥Wk ⊗Wk′∥∥Lp(Td) . µ(d−1)− dp .

4.2. Implementation of temporal concentration. Since Mikado flows are stationary, the velocity perturbation will
be homogeneous in time if we simply use Lemma 4.2 to define the coefficients. To obtain LpL∞ and L1W 1,q
estimates, it is necessary to introduce temporal concentration in the perturbation.
To this end, we choose temporal functions gκ and hκ to oscillate the building blocksWk intermittently in time.
Specifically, gκ will be used to oscillateWk so that the space-time cascade balances the low temporal frequency part
of the old stress error R, whereas hκ is used to define a temporal corrector whose time derivative will further balance
the high temporal frequency part of the old stress error R .
Let g ∈ C∞c ([0, 1]) be such that ˆ 1
0
g2(t) dt = 1.
To add in temporal concentration, let κ > 0 be a large constant whose value will be specified later and define gκ :
[0, 1]→ R as the 1-periodic extension of κ1/2g(κt) so that
‖gκ‖Lp([0,1]) . κ
1
2
− 1
p for all 1 ≤ p ≤ ∞.
The value of κ will be specified later and the function gκ will be used in the definition of the velocity perturbation.
As we will see in Lemma 4.5, the nonlinear term can only balance a portion of the stress errorR and there is a leftover
term which is of high temporal frequency. This motivates us to consider the following temporal corrector.
Let hκ : [0, 1]→ R be defined by
hκ(t) =
ˆ t
0
g2κ(s)− 1 ds.
In view of the zero-mean condition for g2κ(t) − 1, the function hκ : [0, 1] → R is well-defined and periodic, and we
have
‖hκ‖L∞([0,1]) ≤ 1, (4.5)
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uniformly in κ.
We remark that for any ν ∈ N, the periodically rescaled function gκ(ν·) : [0, 1]→ R also verifies the bound
‖gκ(ν·)‖Lp([0,1]) . κ
1
2
− 1
p for all 1 ≤ p ≤ ∞. (4.6)
Moreover, we have the identity
∂t
(
ν−1hκ(νt)
)
= g2κ(νt) − 1, (4.7)
which will imply the smallness of the corrector, cf (4.15).
4.3. Space-time cutoffs. Before introducing the velocity perturbation, we need to define two important cutoff func-
tions, one to ensure Lemma 4.2 applies and the other to ensure the well-preparedness of the new solution (u1, R1).
Since Lemma 4.2 is stated for a fix compact set in Sd×d+ , we need to introduce a cutoff for the stress R. Let
χ : Rd×d → R+ be a positive smooth function such that χ is monotonically increasing with respect to |x| and
χ(x) =
{
1 if 0 ≤ |x| ≤ 1
|x| if |x| ≥ 2.
(4.8)
With this cutoff χ, we may define a divisor for the stress R so that Lemma 4.2 applies. Indeed, define ρ ∈
C∞([0, 1]× Td) by
ρ = χ(R). (4.9)
Then immediately
Id−
R
ρ
∈ B 1
2
(Id) for any (t, x) ∈ [0, 1]× Td,
which means we can use Id−Rρ as the argument in the smooth functions Γk given by Lemma 4.2.
Next, we need another cutoff to take care of the well-preparedness of the new solution (u1, R1) as the perturbation
has to be supported within I . Let θ ∈ C∞c (R) be a smooth temporal cutoff function such that
θ(t) =
{
1 if dist(t, Ic) ≥ 3τ2
0 if dist(t, Ic) ≤ τ ,
(4.10)
where I ⊂ [0, 1] and τ > 0 are given by Proposition 3.1. Note that this cutoff ensures that the new solution will still
be well-prepared.
4.4. The velocity perturbation. We recall that we have defined four parameters for the perturbation so far:
(1) Temporal oscillation ν ∈ N and temporal concentration κ > 0;
(2) Spatial oscillation σ ∈ N and spatial concentration µ ∈ N.
These four parameters are assumed to be sufficiently large for the moment and will be taken to be explicit fixed
powers of a frequency parameter λ > 0 in the next section, where we also fix the value of r > 1 appearing in the main
proposition.
With all the ingredients in hand, we are ready to define the velocity perturbation. In summary, the velocity pertur-
bation w : [0, 1]× Td → Rd consists of three parts,
w = w(p) + w(c) + w(t).
The principle part of the perturbation w(p) consists of super-positions of the building blocksWk oscillating with
period σ−1 on Td and period ν−1 on [0, 1]:
w(p)(t, x) :=
∑
k∈Λ
ak(t, x)Wk(σx), (4.11)
where the amplitude function ak : [0, 1]× Td → R is given by
ak = θgκ(νt)ρ
1/2Γk
(
Id−
R
ρ
)
. (4.12)
Note that (4.11) is not divergence-free. To fix this, we introduce a divergence-free corrector using the tensor potential
Ωk
w(c)(t, x) := σ−1
∑
k∈Λ
∇ak(t, x) : Ωk(σx). (4.13)
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Indeed, we can rewrite w(p) + w(c) as
w(p) + w(c) = σ−1
∑
k∈Λ
ak(t, x) divΩk(σx) + σ
−1
∑
k∈Λ
∇ak(t, x) : Ωk(σx)
= σ−1 div
∑
k∈Λ
ak(t, x)Ωk(σx),
(4.14)
where each akΩk is skew-symmetric and hence div(w(p) + w(c)) = 0.
Finally, we define a temporal corrector to balance the high temporal frequency part of the interaction. This ansatz
was first introduced in [BV19] and also used in [BCV18]. The heart of the argument is to ensure that
∂tw
(t) + div(w(p) ⊗ w(p)) = Pressure gradient+ Terms with high spacial frequencies+ Lower order terms.
However, the key difference between [BV19, BCV18] and the current scheme is that here the smallness of the corrector
is free and it does not require much temporal oscillation, which is the reason we must use stationary spatial building
blocks.
Specifically, the temporal corrector w(t) is defined as
w(t) = σ−1hκ(νt)
(
div(R)−∇∆−1 div div(R)
)
, (4.15)
where we note that∆−1 is well-defined on Td since div div(R) = ∂i∂jRij has zero spatial mean.
It is easy to check suppt w
(t) ⊂ supptR and w
(t) is divergence-free. Indeed,
divw(t) = σ−1hκ(νt)
(
∂i∂jRij − ∂k∂k∆
−1∂i∂jRij)
)
= 0.
In the lemma below, we show that the leading order interaction of the principle part w(p) is able to balance the low
temporal frequency part of the stress error R, which motivates the choice of the corrector w(t), cf. (4.21).
Lemma 4.4. The coefficients ak satisfy
ak = 0 if dist(t, I
c) ≤ τ,
and ∑
k∈Λ
a2k
 
Td
Wk ⊗Wk dx = θ
2g2κ(νt)ρ Id−g
2
κ(νt)R.
Proof. The first property follows from (4.10).
Now since
ffl
Wk ⊗Wk = ek ⊗ ek, a direct computation and Lemma 4.2 give∑
k∈Λ
a2kek ⊗ ek =
∑
k∈Λ
θ2g2κ(νt)ρΓ
2
kek ⊗ ek = θ
2g2κ(νt)ρ
∑
k∈Λ
Γ2k
(
Id−
R
ρ
)
ek ⊗ ek = θ
2g2κ(νt)ρ Id−θ
2g2κ(νt)R.
The identity follows from the fact that
suppR ⊂ {t : θ(t) = 1}.

4.5. The new Reynolds stress. In this subsection, our goal is to design a suitable stress tensor R1 : [0, 1] × Td →
Sd×d0 such that the pair (u1, R1) is a smooth solution of (2.1) for a suitable smooth pressure p1.
We first compute the nonlinear term and isolate nonlocal interactions:
div(w(p) ⊗ w(p) +R) = div
[∑
k∈Λ
a2kWk(σx) ⊗Wk(σx) +R
]
+ divRfar, (4.16)
where Rfar denotes the nonlocal interactions between Mikado flows of different directions
Rfar =
∑
k 6=k′
akak′Wk(σx) ⊗Wk′(σx). (4.17)
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And then we proceed to examine the first term in (4.16), for which by Lemma 4.4 we have
div
[∑
k∈Λ
a2kWk(σx) ⊗Wk(σx) +R
]
= div
[∑
k∈Λ
a2k
(
Wk(σx) ⊗Wk(σx) −
 
Wk ⊗Wk
)
+
 
Wk ⊗Wk +R
]
= div
∑
k∈Λ
a2k
(
Wk(σx) ⊗Wk(σx) −
 
Wk ⊗Wk
)
+∇(θ2g2kρ) + (1 − g
2
κ(σt)) divR. (4.18)
Finally, using the product rule, we compute the divergence term as
div
∑
k∈Λ
a2k
(
Wk(σx) ⊗Wk(σx)−
 
Wk ⊗Wk
)
=
∑
k∈Λ
∇(a2k) ·
(
Wk(σx) ⊗Wk(σx) −
 
Wk ⊗Wk
)
. (4.19)
Typical in the convex integration, we can gain a factor of σ−1 in (4.19) by inverting the divergence. To this end, let us
use the bilinear anti-divergence operator B defined in Appendix B. Since (4.19) has zero spatial mean, by (B.4) it is
equal to divRosc,x, where
Rosc,x =
∑
k∈Λ
B
(
∇(a2k),Wk(σx) ⊗Wk(σx) −
 
Wk ⊗Wk
)
. (4.20)
Combining (4.16), (4.18), (4.19), and (4.20) we have
div(w(p) ⊗ w(p) +R) = divRosc,x + divRfar +∇(θ
2g2kρ) + (1− g
2
κ(σt)) divR. (4.21)
In view of the above computations, we define a temporal oscillation error
Rosc,t = ν
−1hk(νt) div ∂tR, (4.22)
so that the following decomposition holds.
Lemma 4.5. Let the space-time oscillation error Rosc be
Rosc = Rosc,x +Rosc,t +Rfar.
Then
∂tw
(t) + div(w(p) ⊗ w(p) +R) +∇P = divRosc.
where the pressure term P is defined by
P = θ2g2k(νt)ρ+ ν
−1∆−1 div div ∂t
(
Rhκ(νt)
)
. (4.23)
Proof. By the definition of w(t), we have
∂tw
(t) = ∂t
(
ν−1hκ(νt) divR
)
+ ∂t
(
ν−1hκ(νt)∇∆
−1 div divR
)
= (g2κ(νt)− 1) divR + ν
−1hκ(νt) div ∂tR+∇∆
−1 div div ∂t
(
Rhκ(νt)
)
= (g2κ(νt)− 1) divR +Rosc,t +∇∆
−1 div div ∂t
(
Rhκ(νt)
)
,
where we used identity (4.7) for the time derivative of hκ. The conclusion follows immediately from (4.21).

Finally, we can define the correction error and the linear error as usual:
Rcor = R
(
div(w(c) + w(t))⊗ w + w(p) ⊗ (w(c) + w(t)))
)
(4.24)
and
Rlin = R
(
∂t(w
(p) + w(c))−∆u+ u⊗ w + w ⊗ u
)
. (4.25)
To conclude, we summarize the main results in this section below.
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Lemma 4.6. Define the new Reynolds stress by
R1 = Rlin +Rcor +Rosc,
and the new pressure by
p1 = p+ P.
Then (u1, R1) is a well-prepared solution to (2.1),
∂tu1 −∆u1 + div(u1 ⊗ u1) +∇p1 = divR1,
and the velocity perturbation w = u1 − u satisfies
suppw ⊂ I × Td.
Proof. A direct computation of the left-hand side gives
∂tu1 −∆u1 + div(u1 ⊗ u1) +∇p1 =∂tu−∆u+ div(u ⊗ u) +∇p
+ ∂tw −∆w + div(u⊗ w) + div(w ⊗ u) + div(w ⊗ w) +∇P
=divR+ ∂tw −∆w + div(u⊗ w) + div(w ⊗ u) + div(w ⊗ w) +∇P,
where we have use the fact that (u,R) solves (2.1) with pressure p.
From the definitions (4.24), (4.25) and Lemma 4.5 we can conclude that (u1, R1) solves (2.1).
The claim that (u1, R1) is well-prepared and suppt w ⊂ I follows from the fact that (u,R) is given by Proposition
3.1 and the perturbationsw(p), w(c) and w(t) satisfy
w(p) = w(c) = 0 if dist(t, Ic) ≤ τ
and
suppt w
(t) ⊂ suppt R.

5. PROOF OF PROPOSITION 4.1
In this section we will show that the velocity perturbation w and the new Reynolds stress R1 derived in Section 4
satisfy the claimed properties in Proposition 4.1.
As a general note, we use a constant Cu for dependency on the previous solution (u,R) throughout this section.
Unless otherwise indicated, in the statement of below lemmas and propositions the exponents p, q and r refer to the
ones given by Proposition 2.2, cf. (5.1) and (5.2).
5.1. Choice of parameters. We fix two parameters 0 < γ < 1 and 1 < r < 2 as follows.
(1) First, we choose γ > 0 small enough such that
10dγ ≤ min
{1
p
−
1
2
,
1
q
}
. (5.1)
(2) Once γ is fixed, choose r > 1 such that
d−
d
r
≤ γ. (5.2)
It is clear that r > 1 only depends on p, q, as claimed in Proposition 4.1.
Let λ be a sufficiently large number whose value will be fixed in the end. We choose the parameters σ, κ along with
ν, µ in the building blocks as explicit powers of λ as follows.
(1) Temporal oscillation ν ∈ N and spatial oscillation σ ∈ N:
ν = ⌈λγ⌉,
σ = ⌈λ
1
γ ⌉.
(2) Temporal concentration κ > 0 and spatial concentration µ > 0:
κ = λ
2
γ
+d+1−6γ ,
µ = λ.
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Note that we have the hierarchy of parameters
ν ≪ µ≪ σ ≪ κ1/2.
More precisely, we have the following useful lemma that will be used throughout the next section.
Lemma 5.1. For any λ > 0, there hold
νκ
1
2 σ−1µ−1µ
d−1
2
− d−1
r ≤ λ−γ (5.3)
κ
1
2
− 1
pµ
d−1
2 ≤ λ−γ (5.4)
κ−
1
2σµµ
d−1
2
− d−1
q ≤ λ−γ . (5.5)
Proof. The first inequality (5.3) is equivalent to
γ +
(
1
γ
+
d+ 1
2
− 3γ
)
−
1
γ
− 1 +
(
d− 1
2
−
d− 1
r
)
≤ −γ
It can be simplified to
d− 1−
d− 1
r
≤ γ
which holds due to (5.2).
For the second one (5.4), thanks to (5.1) it suffices to show that
κ−dγµ
d−1
2 ≤ λ−γ .
It is equivalent to
−2d+ γd(d+ 1− 6γ) +
d− 1
2
≤ −γ
which holds trivially since 10dγ ≤ 1.
The third one (5.5), looking again at the exponents, reads as
−
(
1
γ
+
d+ 1
2
− 3γ
)
+
1
γ
+ 1 +
(
d− 1
2
−
d− 1
q
)
≤ −γ.
Simplifying, we obtain
−
d− 1
q
≤ −4γ,
which also holds due to (5.1).

5.2. Estimates on velocity perturbation. We first estimate the coefficient ak of the perturbationw.
Lemma 5.2. The coefficients ak are smooth on [0, 1]× Td and
‖∂nt ∇
mak‖Lp(0,1;L∞(Td)) ≤ Cu,m,n(νκ)
nκ
1
2
− 1
p for any p ∈ [1,∞].
In addition, the bound
‖ak(t)‖L2(Td) . θ(t)gκ(σt)
( ˆ
Td
ρ(t, x) dx
) 1
2
holds for all time t ∈ [0, 1].
Proof. It follows from definition (4.12) that ak is smooth. Since the implicit constant is allowed to depend on (u,R),
it suffices to consider only the time differentiation.
We have that ∥∥∂nt [θ(·)gκ(ν·)]∥∥Lp([0,1]) ≤ ‖θ‖Cn([0,1])‖∂nt gκ(ν·)‖Lp([0,1])
. (σκ)nκ
1
2
− 1
p ,
which implies the first bound. The second bound follows immediately from the definition of ak:
‖ak(t)‖L2(Td) . θgκ
(ˆ
Td
ρΓk
(
Id−
R
ρ
)
dx
) 1
2
. θgκ
(ˆ
Td
ρ dx
) 1
2
.

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With the estimates of ak in hand, we start estimating the velocity perturbation. As expected, the principle part w(p)
is the largest among all parts in w.
Proposition 5.3. The principle part w(p) satisfies
‖w(p)‖L2([0,1]×Td) . ‖R‖
1
2
L1([0,1]×Td)
+ Cuσ
− 1
2 ,
and
‖w(p)‖Lp(0,1;L∞(Td)) + ‖w
(p)‖L1(0,1;W 1,q(Td)) ≤ Cuλ
−γ .
In particular, for sufficiently large λ,
‖w(p)‖L2([0,1]×Td) . ‖R‖
1
2
L1([0,1]×Td)
,
‖w(p)‖Lp(0,1;L∞(Td)) ≤
δ
4
.
Proof. We first show the estimate for L2t,x and then for L
pL∞.
L2t,x estimate:
Taking L2 norm in space and appealing to Lemma B.1, we have
‖w(p)(t)‖L2(Td) .
∑
k∈Λ
‖ak(t)‖2‖Wk‖2 + σ
− 1
2Cu.
Recall that ‖Wk‖2 . 1. Then using Lemma 5.2 and taking L2 norm in time gives
‖w(p)‖L2([0,1]×Td) .
∑
k∈Λ
(ˆ 1
0
g2κ(νt)
ˆ
Td
ρ(t, x) dx dt
) 1
2
+ σ−
1
2Cu. (5.6)
Notice that
t 7→
ˆ
Td
ρ(t, x) dx
is a smooth map on [0, 1]. Thus, we may apply Lemma B.1 once again (with p = 1) to obtain that
ˆ 1
0
g2κ(νt)
ˆ
Td
ρ(t, x) dx dt . ‖R‖L1([0,1]×Td) + Cuν
−1, (5.7)
where we have used the fact that
´
g2κ = 1 and the boundˆ
Td
ρ(t, x) dx . ‖R(t)‖L1(Td).
Hence, combining (5.6) and (5.7) gives
‖w(p)‖L2([0,1]×Td) . ‖R‖
1
2
L1([0,1]×Td)
+ Cuσ
− 1
2 .
LpL∞ estimate:
Taking L∞ norm in space and using Hölder’s inequality give
‖w(p)(t)‖L∞(Td) .
∑
k∈Λ
‖ak(t)‖∞‖Wk‖∞.
We can now take Lp in time and apply the estimates in Lemma 5.2 and Theorem 4.3 to obtain
‖w(p)‖Lp(0,1;L∞(Td)) . µ
d−1
2
∑
k∈Λ
‖ak‖Lp(0,1;L∞(Td))
≤ Cuκ
1
2
− 1
pµ
d−1
2 ,
which by Lemma 5.1 implies that
‖w(p)‖Lp(0,1;L∞(Td)) ≤ Cuλ
−γ .
L1W 1,q estimate:
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This part is similar to the LpL∞. We first takeW 1,q norm in space to obtain
‖w(p)(t)‖W 1,q(Td) .
∑
k∈Λ
‖ak(t)‖C1‖Wk(σ·)‖W 1,q .
Integrating in time, by Theorem 4.3, Lemma 5.2 we have that
‖w(p)(t)‖L1(0,1;W 1,q(Td)) .
∑
k∈Λ
‖ak(t)‖L1C1‖Wk(σ·)‖W 1,q
. σµµ
d−1
2
−d−1
q
∑
k∈Λ
‖ak(t)‖L1C1
. σκ−
1
2µµ
d−1
2
−d−1
q ,
which implies the desired bound thanks to Lemma 5.1.

Next, we estimate the corrector w(c), which is expected to be much smaller than w(p) due to the derivative gains
from both the fast oscillation σ and the tensor potential Ωk.
Proposition 5.4. The divergence-free corrector w(c) satisfies
‖w(c)‖L2(0,1;L∞(Td)) ≤ Cuλ
−γ ,
and
‖w(c)‖L1(0,1;W 1,q(Td)) ≤ Cuλ
−γ .
In particular, for sufficiently large λ,
‖w(c)‖L2([0,1]×Td) ≤ ‖R‖
1
2
L1([0,1]×Td)
,
and
‖w(c)‖Lp(0,1;L∞(Td)) + ‖w
(c)‖L1(0,1;W 1,q(Td)) ≤
δ
4
.
Proof. L2L∞ estimate:
From the definition, we have
‖w(c)(t)‖L∞(Td) ≤ σ
−1
∥∥∥∑
k∈Λ
∇ak(t) : Ωk(σ·)
∥∥∥
L∞(Td)
. σ−1
∑
k∈Λ
‖∇ak(t)‖L∞(Td)‖Ωk(σ·)‖L∞(Td).
Now, thanks to Lemma 5.2 and (5.2), we take L2 in time to obtain
‖w(c)‖L2(0,1;L∞(Td)) . σ
−1µ−1+
d−1
2
∑
k∈Λ
‖∇ak‖L2(0,1;L∞(Td))
≤ Cuσ
−1µ−1+
d−1
2 ,
which by the definition of γ implies that
‖w(c)‖L2(0,1;L∞(Td)) ≤ Cuλ
−γ .
L1W 1,q estimate: This part is very similar to the estimation of w(p). We first takeW 1,q in space to obtain that
‖w(c)(t)‖W 1,q(Td) ≤ σ
−1
∥∥∥∑
k∈Λ
∇ak(t) : Ωk(σ·)
∥∥∥
W 1,q(Td)
. σ−1
∑
k∈Λ
‖ak(t)‖C2(Td)‖Ωk(σ·)‖W 1,q(Td).
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Integrating in space and using Lemma 5.2 and Theorem 4.3 we have
‖w(c)‖L1(0,1;W 1,q(Td)) . σ
−1
∑
k∈Λ
‖ak(t)‖L1(0,1;C2(Td))‖Ωk(σ·)‖W 1,q(Td)
. κ−
1
2µ
d−1
2
− d−1
q ,
which differs the estimate of ‖w(p)‖L1W 1,q by a factor of σµ and hence
‖w(c)‖L1(0,1;W 1,q(Td)) . Cuλ
−γ .

Finally, we estimate the temporal corrector w(t). From its definition (4.15), one can see that the spatial frequency
of w(t) is independent from the parameters σ, τ and µ. As a result, this term poses no constraints to the choice
of temporal and spatial oscillation/concentration at all and is small for basically any choice of parameters (as long
as temporal oscillation ν is present). This is one of the main technical differences from [BV19, BCV18] where the
leading order effect is temporal oscillation.
Proposition 5.5. The temporal corrector w(t) satisfies
‖w(t)‖L∞(0,1;W 1,∞(Td)) ≤ Cuν
−1.
In particular, for sufficiently large λ,
‖w(t)‖L2([0,1]×Td) ≤ ‖R‖
1
2
L1([0,1]×Td)
,
and
‖w(t)‖Lp(0,1;L∞(Td)) + ‖w
(t)‖L1(0,1;W 1,q(Td)) ≤
δ
4
.
Proof. It follows directly from the definition of w(t) that
‖w(t)‖L∞(0,1;W 1,∞(Td)) . ν
−1‖h‖L∞([0,1])‖R‖L∞(0,1;W 2,∞(Td)) ≤ ν
−1Cu.

5.3. Estimates on the new Reynolds stress. The last step of the proof is to estimate R1. We proceed with the
decomposition in Lemma 4.6. More specifically, we will prove that for all sufficiently large λ, each part of the stress
R1 is less than δ4 .
5.3.1. Linear error.
Lemma 5.6. For sufficiently large λ,
‖Rlin‖L1(0,1;Lr(Td)) ≤
δ
4
.
Proof. We split the linear error into three parts:
‖Rlin‖L1(0,1;Lr(Td)) ≤ ‖R (∆w) ‖L1tLr︸ ︷︷ ︸
:=L1
+ ‖R
(
∂t(w
(p) + w(c))
)
‖L1tLr︸ ︷︷ ︸
:=L2
+ ‖R (div(w ⊗ u) + div(u⊗ w)) ‖L1tLr︸ ︷︷ ︸
:=L3
.
Estimate of L1:
By (B.3) or boundedness of Riesz transform we have
L1 . ‖w‖L1(0,1;W 1,r(Td)).
Note that we have estimated w in L1W 1,q and thus by Proposition 5.3–5.5 we can conclude that
L1 ≤ Cuλ
−γ . (5.8)
Estimate of L2:
By (4.14), we have
∂t(w
(p) + w(c)) = σ−1
∑
k
div(∂takΩk(σ·)),
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and hence
L2 ≤ ‖R∂t(w
(p) + w(c))‖L1(0,1;Lr(Td))
. σ−1
∑
k
‖Rdiv(∂takΩk(σ·))‖L1(0,1;Lr(Td)).
SinceRdiv is a Calderón-Zygmund operator on Td, we have
L2 . σ
−1
∑
k
‖∂tak‖L1L∞‖Ωk‖r.
Appealing to Lemma 5.2 and estimates ofΩk listed in Theorem 4.3 we have
L2 ≤ Cu(σκ)κ
− 1
2µ
d−1
2
− d−1
r
≤ Cuλ
−γ . (5.9)
Estimate of L3: For the last term we simply use Lr boundedness ofR to obtain
L3 . ‖w ⊗ u‖L1tLr .
Here we use a crude bound
‖w ⊗ u‖L1tLr . ‖w‖LpL∞‖u‖L
∞
t,x
,
and apply the obtained estimates in Proposition 5.3, 5.4 and 5.5 to conclude
L3 ≤ Cuλ
−γ . (5.10)
From (5.8), (5.9), and (5.10), we can conclude that for all sufficiently large λ, there holds
‖Rlin‖L1(0,1;Lr(Td)) ≤
δ
4
.

5.3.2. Correction error.
Lemma 5.7. For sufficiently large λ,
‖Rcor‖L1(0,1;Lr(Td)) ≤
δ
4
.
Proof. By the boundedness ofRdiv in Lr and Hölder’s inequality,
‖Rcor‖L1(0,1;Lr(Td)) . ‖(w
(c) + w(t))⊗ w‖L1Lr + ‖w
(p) ⊗ (w(c) + w(t))‖L1Lr
.
(
‖w(c)‖L2L∞ + ‖w
(t)‖L2L∞
)
‖w‖L2L2 + ‖w
(p)‖L2L2
(
‖w(c)‖L2L∞ + ‖w
(t)‖L2L∞)
)
.
By Propositions 5.3,
‖w‖L2L2 . ‖w
(p)‖L2L2 + ‖w
(c)‖L2L2 + ‖w
(t)‖L2L2
. ‖R‖
1
2
L1([0,1]×Td)
,
and by Proposition 5.4 and 5.5,
‖w(c)‖L2L∞ + ‖w
(t)‖L2L∞ ≤ Cuλ
−γ .
So for all λ sufficiently large, we can conclude that
‖Rcor‖L1(0,1;Lr(Td)) ≤
δ
4
.

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5.3.3. Oscillation error.
Lemma 5.8. For sufficiently large λ,
‖Rosc‖L1(0,1;Lr(Td)) ≤
δ
4
.
Proof. We will use the decomposition from Lemma 4.5
Rosc = Rosc,x +Rosc,t +Rfar.
Estimate of Rosc,x:
DenoteTk : [0, 1]× Td → Rd×d by
Tk =Wk ⊗Wk −
 
Wk ⊗Wk,
so that
Rosc,x =
∑
k∈Λ
B
(
∇(a2k),Tk(σ·)
)
.
Using Theorem B.4, we can estimate the Lr norm of Rosc,x as follows.
‖Rosc,x‖Lr(Td) =
∥∥∥∑
k∈Λ
B
(
∇(a2k),Tk(σ·)
∥∥∥
Lr
.
∑
k∈Λ
‖∇(a2k)‖C1‖R
(
Tk(σ·)
)
‖Lr
. σ−1
∑
k∈Λ
‖∇(a2k)‖C1‖Tk‖Lr ,
where we have used the fact that Tk(σ·) has zero spatial mean in the last inequality. Thanks to Theorem 4.3, for any
k ∈ Λ
‖Tk‖Lr . ‖Wk ⊗Wk‖Lr . ‖Wk‖
2
L2r . µ
d−1−d−1
r .
Therefore, by Lemma 5.2,
‖Rosc,x‖L1(0,1;Lr(Td)) ≤ Cuσ
−1µd−1−
d−1
r .
Estimate of Rosc,t:
Using the bound on gk (4.5), we infer
‖Rosc,t‖L1(0,1;Lr(Td)) = ‖σ
−1hk(σt) div ∂tR‖L1Lr
. σ−1‖hk(σ·)‖L1Cu
≤ Cuσ
−1.
Estimate of Rfar:
We can use Theorem 4.3 and Lemma 5.2 to obtain
‖Rfar‖L1(0,1;Lr(Td)) =
∥∥∥ ∑
k 6=k′
akak′Wk(σ·)⊗Wk′(σ·)
∥∥∥
L1(0,1;Lr(Td))
.
∑
k 6=k′
‖ak‖L2(0,1;L∞(Td))‖ak′‖L2(0,1;L∞(Td))‖Wk ⊗Wk′‖Lr
≤ Cuµ
d−1− d
r .
Now we can combine all the estimates and conclude
‖Rosc‖L1(0,1;Lr(Td)) ≤ Cu
(
σ−1µd−1−
d−1
r + σ−1 + µd−1−
d
r
)
.
Thanks to (5.2), we have
‖Rosc‖L1(0,1;Lr(Td)) ≤ Cuλ
−γ .
And thus for λ large enough, the desire bound holds:
‖Rosc‖L1(0,1;Lr(Td)) ≤
δ
4
.

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APPENDIX A. Xp,q WEAK SOLUTIONS ON THE TORUS
In this section, we show that sub-critical and critical weak solutions in Xp,q([0, T ];Td) are in fact Leray-Hopf. In
particular, by the weak-strong uniqueness results of Ladyzhenskaya-Prodi-Serrin, this implies the uniqueness part of
Theorem 1.3. The content of Theorem A.1 is classical [FJR72, Kat84, LM01] and we include a proof in our specific
setting for the convenience of the readers. Note that the proof applies to the entire range of exponents p, q including
the case q =∞ which is most relevant to the results of this paper, but was omitted in [FJR72].
Theorem A.1. Let d ≥ 2 be the dimension and u ∈ Xp,q([0, T ];Td) be a weak solution of (1.1) with 2p +
d
q = 1,
d ≤ q ≤ ∞. Then u is a Leray-Hopf solution.
To prove Theorem A.1, we follow the duality approach in [LM01] and use only classical ingredients.
The first ingredient is an existence result for a linearized Navier-Stokes equation.
Theorem A.2. Let u ∈ Xp,q([0, T ];Td) be a weak solution of (1.1) with 2p +
d
q = 1. For any divergence-free
v0 ∈ L2(Td), there exists a weak solution v ∈ CwL2 ∩ L2H1 to the linearized Navier-Stokes equation:{
∂tv −∆v + u · ∇v +∇p = 0
div v = 0,
(A.1)
satisfying the energy inequality
1
2
‖v(t)‖22 +
ˆ t
t0
‖∇v(s)‖22 ds ≤
1
2
‖v(t0)‖
2
2,
for all t ∈ [t0, T ], a.e. t0 ∈ [0, T ] (including t0 = 0).
Proof. This follows by a standard Galerkin method and can be found in many textbooks. See [RRS16, Chapter 4] or
[Gal94] for details. 
Let v be the weak solution given by Theorem A.2 with initial data u(0). The goal is to show u ≡ v. Setting
w = u− v, the equation for w reads
∂tw −∆w + u · ∇w +∇q = 0,
and its weak formulation ˆ T
0
ˆ
Td
w · (∂tϕ+∆ϕ+ u · ∇ϕ) dxdt = 0 for any ϕ ∈ DT . (A.2)
Fix F ∈ C∞c ([0, T ]× T
d). Let Φ : [0, T ]× Td → Rd and χ : [0, T ]× Td → R satisfy the system of equations
−∂tΦ−∆Φ− u · ∇Φ +∇χ = F
div Φ = 0
Φ(T ) = 0.
(A.3)
Note that the equation of Φ is “backwards in time” and by a change of variable one can convert (A.3) into a more
conventional form.
If we can use ϕ = Φ in the weak formulation (A.2), then immediatelyˆ
[0,T ]×Td
w · F dxdt = 0.
Since F ∈ C∞c ([0, T ]× T
d) is arbitrary, we have
w = 0 for a.e. (t, x) ∈ [0, T ]× Td.
So the question of whether u ≡ v reduces to showing a certain regularity of Φ. More specifically, we can prove the
following theorem.
Theorem A.3. Let d ≥ 2 be the dimension and u ∈ Xp,q([0, T ];Td) be a weak solution of (1.1) with 2p +
d
q = 1,
d ≤ q ≤ ∞. For any F ∈ C∞c ([0, T ]× T
d), the system (A.3) has a weak solution Φ ∈ L∞L2 ∩ L2H1 such that
∂tΦ,∆Φ,∇χ ∈ L
s([0, T ]× Td) for some s > 1.
SHARP NONUNIQUENESS FOR NSE 31
Proof. The Galerkin method is based on solving the following finite-dimensional approximation
−∂tΦn −∆Φn − Pn
[
un · ∇Φn
]
+∇χn = Fn
div Φn = 0
Φn(T ) = 0,
(A.4)
where Φn, un, χn, Fn are restricted to the first n Fourier modes, and Pn is the projection operator on those modes.
It suffices to verify a priori estimates, as they are preserved in the limit as n→∞.
Step 1: Energy bounds L∞L2 ∩ L2H1.
The solutions to the Galerkin approximation (A.4) enjoy the energy estimate
−
1
2
d
dt
‖Φ‖22 + ‖∇Φ‖
2
2 ≤
ˆ
Td
|F · Φ| dx,
which implies the desired energy bounds.
Step 2: Higher bounds L∞t H
1 ∩ L2tH
2 when 2 < q ≤ ∞.
We now take the L2 inner product of (A.4) with ∆Φ to obtain
−
1
2
d
dt
‖∇Φ‖22 + ‖∆Φ‖
2
2 ≤
ˆ
Td
|F ·∆Φ| dx+
ˆ
Td
|u · ∇Φ ·∆Φ| dx.
• Case 1: p <∞ and d < q ≤ ∞.
Thanks to Proposition A.4,ˆ
Td
|u · ∇Φ ·∆Φ| dx . ‖u‖q‖∇Φ‖
q−d
q
2 ‖∆Φ‖
q+d
q
2 . (A.5)
Then Hölder’s, Poincaré’s, and Young’s inequalities yield
−
1
2
d
dt
‖∇Φ‖22 +
1
2
‖∆Φ‖22 . ‖u‖
2q
q−d
q ‖∇Φ‖
2
2 + ‖F‖
2
2.
Thanks to the integrability of ‖u‖
2q
q−d
q (‖u‖2∞ when q = ∞), Gronwall’s inequality immediately imply that
Φ ∈ L∞H1 ∩ L2H2.
• Case 2: p =∞ and q = d > 2.
Since u ∈ CtLd, for any ε > 0 there exists a decomposition u = u1 + u2 such that
‖u1‖CtLd ≤ ε and u2 ∈ L
∞
t,x,
and then the u1 portion of the nonlinear term in (A.5) can be absorbed by ‖∆Φ‖22, so we arrive at the same
conclusion.
Step 2 continue: Higher bounds L∞t H
1
2 ∩ L2tH
3
2 when q = d = 2.
To fix the lack of embeddingwhen d = q = 2, we take the L2 inner product of (A.4) with ΛΦ, whereΛs := (−∆)
s
2
is the fractional Laplacian on Td for zero mean functions, and obtain
−
1
2
d
dt
‖Λ
1
2Φ‖22 + ‖Λ
3
2Φ‖22 ≤
ˆ
Td
|F · ΛΦ| dx+
ˆ
Td
|u · ∇Φ · ΛΦ| dx.
Then the Sobolev embeddingH
1
2 (T2) →֒ L4(T2) givesˆ
Td
|u · ∇Φ · ΛΦ| dx . ‖u‖2‖∇Φ‖
2
4 . ‖u‖2‖Λ
3
2Φ‖22. (A.6)
With (A.6) in hand, the above decomposition u = u1+u2 and Gronwall’s inequality imply thatΦ ∈ L∞H
1
2 ∩L2H
3
2 .
Step 3: Conclusion from maximal regularity of the heat equation.
Taking Leary’s projection P onto the divergence-free vector fields, the equation for Φ can be rewritten as{
−∂tΦ−∆Φ = P(u · ∇Φ) + PF
Φ(T ) = 0.
Therefore, we may use the maximal LptL
q regularity of the heat equation to conclude the proof.
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• Case 1: q 6= 2: Φ ∈ L∞H1 ∩ L2H2.
Since u ∈ LpLq, 2p +
d
q = 1 and∇Φ ∈ L
∞L2,
u · ∇Φ ∈ Ls([0, T ]× Td) for some s > 1.
Thus by the maximal regularity of the heat equation
∂tΦ,∆Φ ∈ L
s([0, T ]× Td) for some s > 1.
• Case 2: q = 2: Φ ∈ L∞H
1
2 ∩ L2H
3
2 .
By the argument in Case 1, it suffices to show that∇Φ ∈ Lrt,x for some r > 2. By a Sobolev interpolation
H1 = [H
1
2 , H
3
2 ], we first infer that∇Φ ∈ L4L2. Since∇Φ ∈ L2H
1
2 , by the Sobolev embeddingH
1
2 (T2) →֒
L4(T2), we have∇Φ ∈ L2L4. From∇Φ ∈ L4L2∩L2L4 it follows by a Hölder interpolation that∇Φ ∈ Lrt,x
for r = 83 > 2.
Now that we have shown the estimates for ∂tΦ and∆Φ, the same holds true for∇χ thanks to the fact that
∆χ = div(u · ∇Φ) + divF.

The last result is a classical estimate of the nonlinear term, cf. [RRS16, pp. 172]. Notice that one of the embedding
fails when q = 2 which is the reason we prove Theorem A.3 for q > 2 and q = 2 separately.
Proposition A.4. Let d ≥ 2 be the dimension and d ≤ q ≤ ∞ such that q > 2. For any smooth vector fields
u, v ∈ C∞0 (T
d), ˆ
Td
|u · ∇v ·∆v| dx . ‖u‖q‖∇v‖
q−d
q
2 ‖∆v‖
q+d
q
2 .
Proof. We apply Hölder’s inequality with exponents 1q +
1
r +
1
2 = 1, r =
2q
q−2 ∈ [2,
2d
d−2),
ˆ
Td
|u · ∇v ·∆v| dx . ‖u‖q‖∇v‖r‖∆v‖2.
Since 2 ≤ r <∞, by the Sobolev embeddingHs(Td) →֒ Lr(Td), s = d(12 −
1
r ),
‖∇v‖r . ‖∇v‖Hs .
Finally, by a standard Sobolev interpolation and the L2-boundedness of Riesz transform, we have
‖∇v‖Hs . ‖∇v‖
q−d
q
2 ‖∆v‖
d
q
2 ,
which concludes the proof. 
APPENDIX B. SOME TECHNICAL TOOLS
B.1. Improved Hölder’s inequality on Td. We recall the following result due to Modena and Székelyhidi [MS18],
which was inspired by [BV19, Lemma 3.7]. This lemma allows us to quantify the decorrelation in the usual Hölder’s
inequality when we increase the oscillation of one function.
Lemma B.1. Let p ∈ [1,∞] and a, f : Td → R be smooth functions. Then for any σ ∈ N ,∣∣∣‖af(σ·)‖p − ‖a‖p‖f‖p∣∣∣ . σ− 1p ‖a‖C1‖f‖p. (B.1)
The proof is based on the interplay between the Poincare’s inequality and the fast oscillation of f(σ·) and can be
found in [MS18, Lemma 2.1].
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B.2. Tensor-valued antidivergenceR. For any f ∈ C∞(Td), there exists a v ∈ C∞0 (T
d) such that
∆v = f −
 
Td
f.
And we denote v by∆−1f . Note that if f ∈ C∞0 (T
d), then by rescaling we have
∆−1
(
f(σ·)
)
= σ−2v(σ·) for σ ∈ N.
We recall the following antidivergence operatorR introduced in [DLS13].
Definition B.2. R : C∞(Td,Rd)→ C∞(Td,Sd×d0 ) is defined by
(Rv)ij = Rijkvk (B.2)
where
Rijk = −
2− d
d− 1
∆−2∂i∂j∂k −
1
d− 1
∆−1∂kδij +∆
−1∂iδjk +∆
−1∂jδik.
It is clear thatR is well-defined sinceRijk is symmetric in i, j and taking the trace gives
TrRv =
2− d
d− 1
∆−1∂kvk +
−d
d− 1
∆−1∂kvk +∆
−1∂kvk +∆
−1∂kvk
= (
2− d
d− 1
+
−d
d− 1
+ 2)∆−1∂kvk = 0.
By a direct computation, one can also show that
div(Rv) = v −
 
Td
v for any v ∈ C∞(Td,Rd)
and
div(R∆v) = ∇v +∇vT for any divergence-free v ∈ C∞(Td,Rd). (B.3)
We can show thatR is bounded on Lp(Td) for any 1 ≤ p ≤ ∞.
Theorem B.3. Let 1 ≤ p ≤ ∞. For any f ∈ C∞0 (T
d), there holds
‖Rf‖Lp(Td) . ‖f‖Lp(Td).
Proof. We only show that the operator
∆−1∆−1∂i∂j∂k
is bounded on Lp(Td) for 1 ≤ p ≤ ∞ since the argument applies also to∆−1∂i.
When 1 < p <∞, this follows from the boundedness of the Riesz transforms and the Poincare inequality.
When p =∞, the Sobolev embeddingW 1,d+1(Td) →֒ L∞(Td) implies that
‖∆−1∆−1∂i∂j∂kf‖L∞(Td) . ‖∆
−1∆−1∂i∂j∂kf‖W 1,d+1(Td) . ‖f‖Ld+1(Td) ≤ ‖f‖L∞(Td)
where we have used the boundedness of the Riesz transforms once again.
When p = 1, it suffices to consider f ∈ L1(Td) with zero mean. Then one can use a duality approach and use the
boundedness in L∞ since integrating by parts yields
〈∆−1∆−1∂i∂j∂kf, ϕ〉 = −〈f,∆
−1∆−1∂i∂j∂kϕ〉 if ϕ ∈ C
∞
0 (T
d).

B.3. Bilinear antidivergence B. We can also introduce the bilinear version B : C∞(Td,Rd) × C∞(Td,Sd×d0 ) →
C∞0 (T
d,Sd×d0 ) ofR. Let
(B(v,A))ij = vlRijkAlk −R(∂ivlRijkAlk)
or by a slight abuse of notations
B(v,A) = vRA−R(∇vRA).
Theorem B.4. Let 1 ≤ p ≤ ∞. For any v ∈ C∞(Td) and A ∈ C∞0 (T
d,Rd),
div(B(v,A)) = vA−
 
Td
vA, (B.4)
and
‖B(a, v)‖Lp(Td) . ‖v‖C1(Td)‖f‖Lp(Td).
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Proof. A direct compuation gives
div(B(v,A)) = ∂jvlRijkAlk + vl∂jRijkAlk − divR(∂ivlRijkAlk)
= vlAil +
 
∂ivlRijkAlk
where we have used the fact that A has zero mean andR is symmetric.
Integrating by parts, we have  
∂ivlRijkAlk = −
 
vl∂iRijkAlk = −
 
vlAlj ,
which implies that
div(B(v,A)) = vA−
 
vA.
The second estimate follows immediately from the definition of B and Theorem B.3.

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