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Abstract 
Climate is often understood as the characteristics of the Earth system observed year after year: the average state, the range of 
variability and the frequency of occurrence of extreme events. When these characteristics change over the long term (i.e. decades 
or longer), we perceive it as a change in the climate. In detail, climate change involves the long-term change in the probability 
distribution of the short-term (e.g. daily) state. Detecting such a detailed change would necessitate first understanding the 
underlying statistical distribution and its governing statistical parameters. Insight is gained when the set of parameters describing 
the distribution is smaller than or equal to the set of characteristics describing the climate and when the variations of these 
parameters can be explained theoretically. We focus on the atmosphere in particular here and use wind speed as a specific 
illustration of this paradigm. We investigate the statistical distribution of wind speed observed at tropical radiosonde stations, 
examine the underlying dynamics and speculate on what possible changes could occur as climate changes. 
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1. Introduction 
In general terms, the climatic state may be understood conceptually as a joint statistical distribution of several 
variables describing the Earth system. For the atmosphere, these variables can be wind, temperature, specific 
humidity at various pressure levels as well as cloud cover, surface precipitation and sea-level pressure. In climatic 
records, it is conventional to consider the average quantities, like the July mean surface temperature, or extremal 
values like the wettest day on record. But the full set information on climate lies in the histogram of the frequency of 
occurrence across a range of values for a particular variable (Fig. 1). From such a histogram, not only the mean value, 
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but also the variance as well as extremal values (e.g. 99-percentile values) are captured. In fact, there is a lot of 
climatic information contained in a histogram. When the climate changes, the histograms of the variables change. 
 
 
Fig. 1. A histogram of wind speed observed at a particular pressure level above a certain observation station. 
The question of understanding climate can be approached (amongst many other approaches) by obtaining a 
mathematical representation of the underlying statistical distribution of a climatic variable and explaining the form 
of the mathematical expression. A change in climate would be denoted by a shift in the few parameters defining the 
statistical distribution. We illustrate this paradigm of investigating climate and thinking about climate change with 
the example of wind speed in this paper. Details of the statistical analyses and theoretical derivations can be found in 
Koh et al. (2011)1. 
2. Observation dataset 
Radiosonde soundings at 242 stations between 25°S and 25°N were obtained from the Department of 
Atmospheric Science, University of Wyoming (http://weather.uwyo.edu/upperair/sounding.html). Wind data at 00 
UTC and 12 UTC from 1973 to 2007 on 11 mandatory pressure levels (1000, 925, 850, 700, 500, 400, 300, 250, 200, 
150 and 100 mb) were used in this study. Zero-wind records were excluded and wind speed data were binned in 
intervals of 2 knots. 
 
 
 
 
 
Fig. 2. Radiosonde stations between 25°S and 25°N used in this study are distinguished into three climatic zones: (1) subtropical westerly zone 
(crosses); (2) tropical mixed-wind zone (circles); (3) equatorial monsoon zone (asterisks). 
3. Climatic zones 
Based on the zonal winds in the upper troposphere (between 500 mb and 100 mb inclusive) and the maximal 
wind speeds in the lower troposphere (between 1000 mb and 850 mb inclusive), the wind data is divided roughly 
into three climatic zones. 
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x Subtropical westerly zone: westerly mean wind dominate the upper troposphere with lower probability for strong 
winds in the lower troposphere; wind direction may or may not reverse with seasons. 
x Tropical mixed-wind zone: westerly and easterly mean wind are present in the upper troposphere with lower 
probability for strong winds in the lower troposphere; wind direction may or may not reverse with seasons. 
x Equatorial monsoon zone: easterly mean wind dominate the upper troposphere with higher probability for strong 
winds in the lower troposphere; seasonal reversal in wind direction. 
 
The wind speed data in the equatorial monsoon zone (EMZ) is discussed in greater detail next. 
4. Statistical distribution of wind speed 
4.1. Weibull distribution 
The Weibull distribution is commonly used to model tropospheric wind speed, whether in the surface layer2,3 or 
in the planetary boundary layer4. It has also been used to model lower stratospheric wind before5. Other distributions 
are possible but do not fit the observations as well6. The Weibull distribution is shown below, 
1
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where u is the normalized wind speed, c is the  scale parameter and k is the shape parameter. The wind data v are 
normalized by the root-mean-square (rms) wind speed vrms at each station at each pressure level to allow for regional 
and vertical variations in the climatological wind strength.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. (a) The shape parameter k in the EMZ empirically derived as a function of pressure level with uncertainty limits at 95% confidence level. 
(b) The rms normalized wind speed computed by equation (2) from empirically derived k and c, showing values very close to one. 
 
We collected the normalized wind speed data from the same pressure level for all stations in the same climatic 
zone and determined k and c of the underlying Weibull distribution by Maximum Likelihood Estimation7. Note that 
k and c must be related such that the rms normalized wind speed σ for all stations at each pressure level is one: 
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2( 1) 1V  *  {kc    (2) 
where * is the gamma function8 and we have used the substitution ( / ) kt u c . Equation (2) can be used to check 
that Weibull distribution is a good fit to the data. Fig. 3 shows the results from the empirical fits to the EMZ data. 
4.2. Shannon's entropy  
Equation (2) implies that the Weibull distribution for normalized wind speed is governed effectively by the shape 
parameter k. So to understand the wind speed climatology in the EMZ, one has to have an explanation of the 
regional and vertical distribution of the rms wind speed vrms and an account of the vertical variation of k in Fig. 3a. 
The former lies in the conventional domain of the dynamical theories for atmospheric general circulation, while the 
latter should be supported by a statistical theory on wind variations. We introduce a candidate theory for the latter 
here and the interested reader is referred to Koh et al. (2011)1 for the relevant mathematical details. 
Shannon's entropy for the probability distribution, P(u) d 2u, of a vector u is defined as 
2
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Assuming the Weibull distribution as in equation (1) and isotropy in the wind distribution, it can be shown that 
Shannon's entropy for the distribution of the normalized wind vector u = v/vrms is 
 2 2 2Ent[ ( )] ln ln ( 1) (1 ) 1S J  *    ª º¬ ¼k k kP u   (4) 
where γ is the Euler-Mascheroni constant. Note that the assumption of isotropy implies zero mean wind.   
Consider the horizontal wind v as the sum of N square-integrable random vector contributions {vn :  n = 1,2, ..., 
N}. The Central Limit Theorem ensures that the probability distribution P(u) d2u of the normalized wind u 
approaches the isotropic Gaussian distribution of unit variance as N of . The isotropic Gaussian distribution has 
the largest Shannon's entropy Ent[P(u)] (=1+ln π) among all distributions of unit variance. In this case, the 
normalized wind speed u follows the Rayleigh distribution which is equation (1) with k = 2.  
If all random contributions vn have the same variance, Artstein et al. (2004)9 proved that Ent[P(u)] increases 
monotonically as N increases. Otherwise, Koh et al. (2011)1 showed that Ent[P(u)] can decrease by an amount up to 
ΔE as N increases, where ΔE is more negative if the differences among the variances of  vn is greater. Taking the 
upper (vupp) and lower (vlow) quartile values of vrms among stations at the same pressure level (Fig. 4a) as a measure 
of the differences among the variances of  vn, it is possible to estimate ΔE as in equation (5) below. Hence we can 
estimate the largest reduction of Shannon's entropy from the maximal value (=1+ln π −ΔE) for large but finite N.  
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The above statistical theory is consistent with a turbulent model of atmospheric motion at planetary scales where 
equatorial waves, intra-seasonal oscillations, monsoon surges and inter-annual variations are conceptualized as 
occasional coherent contributions of limited spatial extent, i.e. a subset of {vn}, amongst other contributions. Fig. 4b 
shows the estimated theoretical lower bound to Shannon's entropy from equation (5). In the mid- and lower 
troposphere (pressure ≥ 500 mb), the anisotropic effect of non-zero mean wind is weak and so we may additionally 
apply equation (4) to compute Shannon’s entropy from empirically derived values of k in the EMZ wind data. 
Evidently as one descends from the mid-troposphere, the decrease in Shannon’s entropy from (1+ln π) in Fig. 4 and 
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the reduction of k from 2 in Fig. 3a are associated with the increase in the differences in the variances of vn which 
also manifests as regional variations of vrms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. (a) The median (line) and inter-quartile range (delimited bars) in a scatter plot of the rms wind speed vrms among the 43 stations in the 
EMZ at every pressure level. (b) The empirically derived values of Shannon's entropy in the EMZ compared with theoretical lower bounds for the 
probability distributions of the normalized wind. The dotted line marks the theoretical maximal value of Shannon's entropy (1+ln π) achievable 
for distributions of unit variance. 
5. Implication on the approach to climate change 
In this section, we shall discuss the implications of the above statistical approach on the question of climate 
change. The point here is not that we have a conclusive result on the statistical theory for wind data. Rather, we want 
to emphasize that our understanding of climate change depends much upon the theoretical framework: in this case, a 
statistical theory on wind variations can have surprising consequences and complement the conventional wisdom 
from dynamical studies. 
The wind speed climatology depends on two factors as presented in Section 4: the three-dimensional distribution 
of rms wind speed vrms and the shape parameter k for the normalized wind speed. (We have confined our attention to 
the mid- and lower troposphere to avoid the anisotropic considerations such as non-zero mean wind.) In a climate 
change scenario, the general circulation may undergo dynamical changes resulting in the redistribution of the mean 
specific kinetic energy e=<½ v2> in the atmospheric motion. This is reflected in the consequent changes in rms 
wind speed vrms=√(2e). For the Weibull distribution of the same shape parameter k, a larger (smaller) vrms directly 
implies stronger (weaker) winds locally. However, there is more subtle global implication. 
If the redistribution of atmospheric kinetic energy results in greater regional variance on the same pressure level, 
such as indicated by the ratio of upper to lower quartile rms wind speeds vupp/ vlow, the preceding candidate statistical 
theory for wind speed would predict that Shannon's entropy in the lower troposphere would be further depressed 
from the theoretical maximal value and the shape parameter k would be smaller than today's value. This implies that 
the Weibull distribution for wind speed would have a heavier tail in the lower troposphere: extremely strong winds 
would occur more frequently everywhere in the EMZ, even at places where vrms or the mean specific kinetic energy 
is reduced locally! 
To illustrate the above idea quantitatively, consider the probability of wind speed stronger than three times the 
rms value: 
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where we have used the substitution ( / ) kt u c  and equation (2). For k = 1.7, which is roughly the value found 
empirically at 1000 mb in Fig. 3a, P(u > 3) ≈ 9.5 x 10-4, which is an occurrence frequency of about one event every 
three years. Fig. 5 demonstrates that slight decrease (increase) of 10% in k from today's value can result in more 
than 140% increase (60% decrease) in the occurrence frequency of these extremely strong wind events. Such strong 
sensitivity of the probability of extreme events to the shape parameter(s) is typical of many statistical distributions. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. The percentage change in the probability of winds stronger than 3 times the rms wind speed plotted against the percentage change in the 
value of the shape parameter from today's values. 
6. Conclusions 
In this short paper, the Weibull distribution is used to model radiosonde wind data from the troposphere. Only 
two parameters are necessary in this description of wind speed climatology: the rms wind speed vrms and the shape 
parameter k. The rms wind speed is determined by the climatological mean specific kinetic energy in the atmosphere 
which is explained by dynamical theories of the general circulation. A candidate statistical theory is proposed to 
explain the vertical variation of the shape parameter k. In particular, the smaller in k in the lower troposphere is 
associated with the larger regional variability of rms wind speed. Hence, the redistribution of the mean specific 
kinetic energy in the atmosphere can be linked to changes in the statistical distribution of wind speed. Emphasis is 
put on the significance of the value of k in climate change studies: a small reduction in k can result in potentially 
large enhancement of the occurrence frequency of extremely strong winds even in places where the climatological 
wind speed is reduced locally. The potential importance of modelling and understanding the statistical distribution 
of climate variables in projecting for climate change is underlined by this work. 
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