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Abstract
Many sign languages are bonafide natural languages with grammatical rules and lexicons, hence can
benefit from neural machine translation methods. As significant advances are being made in natu-
ral language processing (specifically neural machine translation) and in computer vision processes,
specifically image and video captioning, related methods can be further researched to boost auto-
mated sign language understanding. This is an especially challenging AI research area due to the
involvement of a continuous visual-spatial modality, where meaning is often derived from context.
To this end, this thesis is focused on the study and development of new computational methods and
training mechanisms to enhance sign language translation in two directions, signs to texts and texts
to signs.
This work introduces a new, realistic phrase-level American Sign Language dataset (ASL/ ASLing),
and investigates the role of different types of visual features (CNN embeddings, human body key-
points, and optical flow vectors) in translating ASL to spoken American English. Additionally, the
research considers the role of multiple features for improved translation, via various fusion architec-
tures. As an added benefit, with continuous sign language being challenging to segment, this work
also explores the use of overlapping scaled visual segments, across the video, for simultaneously
segmenting and translating signs.
Finally, a quintessential interpreting agent not only understands sign language and translates to
text, but also understands the text and translates to signs. Hence, to facilitate two-way sign lan-
guage communication, i.e. visual sign to spoken language translation and spoken to visual sign
language translation, a dual neural machine translation model, SignNet, is presented. Various train-
ing paradigms are investigated for improved translation, using SignNet. By exploiting the notion
of similarity (and dissimilarity) of visual signs, a metric embedding learning process proved most
useful in training SignNet. The resulting processes outperformed their state-of-the-art counterparts
by showing noteworthy improvements in BLEU 1 - BLEU 4 scores.
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1. Overview and Motivation
According to the World Health Organization, approximately 430 million people have hearing loss
and require some rehabilitation assistance [4]. Sign language (SL) is a natural visual-spatial lan-
guage used for communication among many Deaf and Hard-of-Hearing (DHH) people. It is esti-
mated that there are over 200 [5] different sign languages used around the world and sign languages
are not necessarily mutually intelligible even if their spoken counterparts are similar[6].
Unfortunately, the majority of hearing people do not understand sign language and this may result
in missed opportunities for some members of the DHH communities, in areas such as education,
employment, sports, and other social activities. Sign language interpretation can address many
of these challenges by facilitating the communication between signers and non-signers. But the
use of human interpreters for sign language translation can be inconvenient, difficult to schedule,
and costly, hence more research groups are attempting to automate this translation process using
machine learning techniques. It is important to note that an artificial intelligence (AI) tool such as
we propose facilitates the language system support required by both DHH signers and non-signers,
but is not a replacement for sign language interpreters or direct signer-to-signer communication.
Unlike regular hand gestures, sign languages typically have five parameters (grammatical features):
handshape, location (use of space), palm orientation, body movement, and facial grammar (non-
manual signals) [7, 8]. Several of these five parameters such as leaning the body forward/backward,
head turns and shakes, eyebrow movements, nose wrinkling, mouth movements, etc., do not have
equivalents in written or spoken language grammar. For this reason, unlike their spoken/written lan-
guage counterparts, for machine analysis, sign languages need to be encoded visually and spatially.
Deep learning based computer vision techniques, provide a framework to support this.
The unit components of sign language are not directly translatable to their spoken word counterparts;
rather, signs are directly related to an intermediary symbolic language called gloss. Gloss can be
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viewed as the written form of sign language and is useful for transcription. More information
on gloss is provided in Section 1.2. As glosses align directly with signs (unlike spoken words),
initial studies in automated SL understanding required them as an intermediate step in performing
translation, a problem we refer to more appropriately as recognition or transcription. The availability
of gloss simplifies the task of SL understanding, as the model first performs gloss-based recognition
and as a secondary step, translates the gloss to text [9]. Alignment-based loss functions such as the
connectionist temporal classification (CTC) loss are used and they go a long way in facilitating the
process.
1.1 Motivation
Research on automated sign language understanding has been limited, especially when compared
with its spoken language counterpart. Sign language interpretation can be challenging due to the
lack of easy accessibility to human interpreters - sign language interpreters can be expensive and not
readily available. Automating the process of sign language translation (SLT) can therefore greatly
facilitate the communication between signing and non-signing people in the community. Addition-
ally, for real-time sign language understanding in real-world situations, where gloss is unavailable,
it is imperative to design SL systems that can bypass the need for gloss during translation.
To this end, this thesis is focused on the study and development of new computational methods and
training mechanisms to enhance sign language translation in two directions, signs to texts and texts
to signs. We initially explain glossing and its caveats in detail in Section 1.2. In the SL research
world, transcription (recognition) and translation have sometimes been used interchangeably but
hold different meanings. We discuss the distinctions between transcription (recognition) and trans-
lation in Section 1.3. Most state-of-the-art (SOTA) translation work use gloss as an intermediate
step or used gloss-based features (explained in detail in Section 1.4). Since gloss is expensive to get
our sign to text translation work majorly focuses on bypassing gloss in every way possible to make
our models robust and adaptable to realistic scenarios.
Many sign languages are bonafide languages with their own grammars and lexicons [10], hence
there are rules governing the order of signed words along with the forms of signed words to use
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when communicating. Because of these underlying rules, we can implement machine translation
methods for sign languages. Throughout this thesis, we study the effects of different sign languages
on the deep learning models for SLT. Chapter 2 discusses all the SL datasets used for evaluation
across various methodologies. We discuss how these datasets were collected and introduce a new
dataset collected in realistic settings and environments.
We discuss how SLT has evolved from sequence modeling for text-to-text translation to modern
transformer-based translations in Chapter 3, Section 3.1. To find the best model that would serve
as our base model for SLT we evaluate various deep learning based methods for encoding sign lan-
guage at the front-end and combine these with various deep learning based machine translation tech-
niques at the back-end. Specifically, for machine translation, we implement sequence-to-sequence
models with and without attention, a reinforcement learning (RL) based model, and a transformer
model for sign language to text translations. These methods are discussed in detail in Chapter 3,
Section 3.2. To the best of our knowledge, this is the first work to perform continuous sign language
translation, without the intermediary gloss based recognition step.
To understand the role of the different input features discussed in Chapter 4, Section 4.1 we per-
form ablation studies over the model architectures (input features + neural translation models), for
improved continuous sign language translation. These input features include body and finger joints,
facial points, as well as vector representations/embeddings from convolutional neural networks. We
implement the translation methods over multiple sign languages - German (GSL), American (ASL),
and Chinese sign languages (CSL). Training details and performance analysis of these methods are
discussed in Chapter 4, Section 4.2 and Section 4.3 respectively.
Using the learning’s from Chapter 3 and Chapter 4 we introduce a new, realistic phrase-level ASL
dataset (ASLing), and explore the fusion of visual, spatiotemporal, and pose-based features in sign
language translation, by proposing two different architectural models. Chapter 5 explains these
novel fusion models in detail. We perform experiments to show how SLT benefits from our dy-
namic fusion models when compared to single feature counterparts. Sign language is challenging to
segment, we, therefore, obtain the input features by extracting overlapping scaled segments across
the video and obtain their 3D CNN representations. We exploit the attention mechanism by choos-
ing the best fusion architecture. In Chapter 5, Section 5.4 we initially learn dependencies between
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different frames of the same video and later fusing them to learn the relations between different
features from the same video using scaled 3D CNN features and pose-based features.
Much of the AI work in sign language translation to date has focused primarily only in one direction,
going from signs to text. This puts the advantage mainly on the side of the hearing-centric who
receive information in their natural language (text/speech), but this is not the case for the Deaf-and-
Hard-of-Hearing (DHH) whose natural mode of communication is sign language. To this end, in
Chapter 6, SignNet, with two training paradigms is presented, a coupled model and a decoupled
one, both facilitating two-way communication in sign language (visual sign to spoken language
translation, and spoken to visual sign language translation).
1.2 Glossing and its Caveats
Glossing is a written form of sign language [11, 12], though it does not have the same structure
as the spoken language equivalent. When a person signs a phrase, glossing refers to the written
form of the sign-for-sign transcription (not translation) of that phrase. For example when signing
the phrase “My name is Albert”, the signer might finger-spell “Albert” and conceptually place that
spelled construct at some location in a 3-dimensional space in the vicinity of the signer. This
way, any ensuing references to the name “Albert” will no longer require full finger-spelling, rather
the signer can point to that abstract location in space where the construct was stored. While the
gloss can accurately capture this process, there is no equivalent representation in the spoken/written
equivalent language. Sign language translation aims more to preserve the overall meaning of the
phrase while following the rules of the language grammar. As another example, American Sign
Language (ASL) makes use of special signs known as classifiers. A classifier categorizes a bunch
of phrases to a single sign which then can be used as a reference while signing.
An example is the “3-handshape” used to represent a vehicle. But the sign can also include the
orientation, speed, location, and direction of travel of the vehicle. The written form or gloss of a
sign includes information about these classifiers and also includes information relating to facial and
body movements.
Some glossing terminologies include information like LOC referring to a location, PO referring
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Table 1.1: Glosses (sign-for-sign transcriptions) and their spoken sentence translations from the
ASL dataset [2].




COAT RAIN COAT USE
UMBRELLA BOOT
PANTS_3
People go too far: they
use umbrellas, wear rain
coats, and put boots and
pants on.
IX: index, IX-loc: points
to a location.







I said to Paul in the email,
"you know, you have been




3. IX-1p LOOK:p 5"res-
ignation" FINE IX-1p
WAIT++
Thought "ugh" and ended
up waiting again.
++: repeat sign.
to palm orientation, LCL referring to locative classifiers, etc. Glossing also includes information
based on the number of times a sign is repeated. For example, the plus sign ++ at the end of a
gloss indicates a number of repetitions of an ASL word; e.g. again++ (signing the word “again”
two more times) means “again” and “again”. Another example, HELP+++ could mean “help many
times” or “help from time to time”, depending on the context, the duration of the movement, and
spatial reference to convey different meanings. Some glosses along with their meanings and spoken
sentence equivalent are shown in Table 1.1.
1.3 Translation vs Transcription
Completely transcribing sign language gestures (or signs) into written language or attempting to
use only written language to fully represent signs is an extremely challenging task. Many signs
incorporate movement and space (within the sign) to modify the meaning. It is therefore challenging
to encapsulate such spatially oriented information into words.
Also, much of sign language grammar is conveyed specifically by facial and body movements, not
present in written texts, thereby rendering them even more challenging to encapsulate. For these
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reasons, sign languages are often transcribed first into an intermediary written representation called
gloss, which captures both the sign-for-sign word ordering and the different notations needed to
account for spatial-temporal, facial, and body grammar.
Sign language recognition or transcription involves the process of converting signed visual phrases
into gloss, whereas sign language translation involves going directly from signs to the spoken ver-
sion of the language. Unlike many recent works in sign language analysis [9, 13], where recognition
is used as an added step to boost translation, in this work, we focus strictly on the challenging task
of translation only, especially when gloss is not available as is the case for many low-resource sign
languages.
1.4 Gloss-aligned visual features
In this section, we briefly review one of the more successful input features that have been used
for sign language understanding. The model used by several researchers [14, 13], yielding good
metrics on benchmark datasets are based on a CNN-LSTM-HMM model [15]. The CNN-LSTM
(Convolution Neural Network, Long Short-Term Memory) part is initially trained as a classifier in
a weakly supervised manner to identify the gloss based classes, hand, and mouth shapes; then the
probabilities from the CNN-LSTM model are fed to a hidden Markov model (HMM), further used
for alignment. This CNN model is then initialized with the pretrained weights and used to extract




Throughout the thesis, we explore different sign language datasets and evaluate our models on these
datasets. The environment in which data was collected, the quality of the data, the category of topics
covered, etc have a powerful impact on the performance. This section highlights all these details on
the different datasets used in this work. Some examples of frames from these datasets are shown in
Fig. 2.1 to illustrate the nature of the input data we are working with.
Figure 2.1: Random samples from the datasets: top to bottom - GSL dataset [1], ASL dataset [2],




Figure 2.2: (a) Word repetition frequency for unique utterances. (b) Sentence repetition frequency.
Y-axis represents the log10 scale.
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2.1 German Sign Language (GSL)
This data is collected from weather forecast airings from the RWTH-PHOENIX-Weather dataset
[1]. The videos were recorded at 25 frames per second with 210× 260 pixels as the frame size. Fig.
2.2 (a) highlights the word level frequency for unique utterances. We use the same train/dev/test split
like the original creators of the GSL dataset [1]. The GSL dataset signed by nine signers collected
7096 training videos and ground truth captions out of which 6811 are unique utterances as seen
from the sentence repetition frequency in Fig. 2.2 (b). There are 1078 unique words in the dataset
with 1042 repeated 2− 10 times and other words spread out with frequencies greater than 11. The
dataset is also confined to only weather-related sentences, thus spanning a confined subject area as
shown in the word cloud in Fig. 2.4. Fig 2.3 shows that the majority of the annotated sentences are
signed by signer 1, signer 4, and signer 5 with an unequal distribution of sentences between the nine
signers. The GSL dataset was collected in a controlled environment with a similarly illuminated
background for almost all the videos with color contrasts in the clothes worn by the signers as seen
in the top row of Fig. 2.1. The dataset is also confined to only weather-related sentences, thus
spanning a confined subject area as shown in the word cloud in Fig. 2.4.
Figure 2.3: Graph representing number of signs annotated by each signer in the GSL dataset.
2.2 American Sign Language (ASL)
The American Sign Language (ASL) dataset [2] consists of videos narrating 38 different topics in
American sign language. The frames were extracted at 25 frames per second with the resolution of
videos ranging from 216× 218 to 312× 324. The extracted dataset has videos signed by 7 signers.
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Figure 2.4: Word clouds for GSL, ASL, CSL, and ASLing datasets.
The distribution between the signers is shown in Fig. 2.5. The dataset consists of 38 stories. As
the videos are approximately 1.5 to 2 minutes long on average, each video is divided into multiple
sub-videos based on individual utterances. Due to this, some of the videos and utterances do not
match one-to-one and the quality of the sub-videos are also affected poorly. The ASL dataset has
around 1457 unique utterances. The word and sentence repetition frequency are shown in Fig. 2.2
(a) and Fig. 2.2 (b) respectively.
Figure 2.5: Graph representing number of signs annotated by each signer in the ASL dataset.
From Fig. 2.1 middle row, it can be seen that very similar to the GSL dataset, the ASL dataset
also has a controlled background with contrast in cloth colors. The signers appear to be signing
professionally with ease.
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2.3 Chinese Sign Language (CSL)
Figure 2.6: Graph representing number of signs annotated by each signer in the CSL dataset.
The Chinese Sign Language Dataset [3] consists of approximately 50,000 Chinese sign language
videos. 1000 utterances were assigned to 50 Deaf signers (25 male and 25 female). All signers
have a fair distribution of utterances assigned for signing as shown in Fig. 2.7. 10,000 utterances
have been signed in the CSL dataset. The videos were recorded at 30 frames per second. The color
image frames are 1920 × 1080 pixels in size. The segmentation of words and characters specific
to the Mandarin language was done using the Chinese word segmentation tool, Jieba1. Fig. 2.2
(a) shows the word-level frequency among unique utterances. Fig. 2.2 (b) shows the repetition
frequency of the 10,000 utterances. This CSL dataset was based on a recently standardized sign
language in China [3] and hence the signers used in this dataset are not native signers. They were
1Jieba Chinese text segmentation. https://github.com/fxsjy/jieba/
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provided training videos showing experts performing these new standardized signs, and the signers
mimicked the videos by experts. These videos are taken in different settings and backgrounds and
at different positions from the camera.
2.4 American Sign Language (ASLing)
The American Sign Language (ASLing) dataset consists of 1027 training and 257 testing samples.
We interchangeably use ASLing and ASL, both refer to the same dataset in our work. These videos
were collected at 10 frames per second and were annotated by 7 signers. Each frame is of 450×600
size. The ASL dataset consists of a wide variety of topics, unlike GSL that is more constrained on
weather-related topics.
Although ASLing is currently the largest phrase-based ASL corpus, the data is very noisy (col-
lected in real-life settings) and is thus challenging to analyze. The presence of poor illumination
during collection results in low-quality images, making the dataset even more challenging to an-
alyze. These issues are in contrast with the GSL dataset which was collected under significantly
more controlled conditions.
The word cloud in Fig. 2.4 (a) shows the organization of different words in the dataset. Note the
variation in ASL word topics compared to GSL. The word and sentence repetition frequency for the
ASLing dataset is shown in Fig. 2.2.
Figure 2.7: Graph representing number of signs annotated by each signer in the ASLing dataset.
To understand the distribution of the two datasets, we converted the German words to English and
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projected the word2vec embeddings using PCA for both the GSL and ASL dataset as shown in Fig.
2.8. The ASL (shown in red) dataset is widely spread out whereas the GSL (shown in blue) dataset
covers a very confined subject.
Figure 2.8: Embedding space for the GSL and ASLing datasets using PCA (best viewed in color)
(Red - ASLing, Blue - GSL).
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3. Technical Background
In this chapter, we discuss research and study done towards the field of SLT along with preliminary
background work done to lay a strong foundation for my thesis.
3.1 Related Works
Sign language translation borrows concepts from various natural language processing (NLP) tasks
where sentences from one language are translated to the other. In the following subsections, we
discuss some of these methods and highlight existing research being done that contributes in one
way or the other towards sign language interpretation. In the following subsections we discuss dif-
ferent sequence modeling techniques related to sign language understanding including text-to-text
translation, video captioning, gesture recognition, reinforcement learning, and video sign language
to text translation.
3.1.1 Sequence modeling for text-to-text translation
One application of sequence modeling is machine or language translation. Neural machine transla-
tion is the task of translating a text from one language to the other. Machine translation tasks started
to gain recognition from the work proposed by Kalchbrenner and Blunsom [16] where a proba-
bilistic continuous translation model was introduced. Following this work, Sutskever et al. [17]
introduced a multilayered LSTM [18] to take in a variable number of encoded words of the input
sentence and translate it to a target language using another LSTM in the decoder. The performance
of these networks was limited by the length of the input sequence which was highlighted by Cho et
al. [19]. Bahdanau et al. [20] extended LSTMs by introducing attention mechanism. This involves
taking a linear combination of encoder hidden states when predicting the next target word in the
decoder. There are many other works using attention mechanisms for the neural machine learning
tasks [21, 22].
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Vaswani et al. [23] introduced a text-to-text based model completely based on attention and feed-
forward networks without the use of RNNs. These models, called transformer models, process all
input words in parallel using the query, key, and value word embeddings. Other works such as
Generative Pre-Traning models, GPT-1 [24], GPT-2 [25], and GPT-3 [26] have extended the work
by Vaswani et al. These models are designed for text-based tasks like text classification, sentence
similarity, question answering, next-word prediction, and text summarization. These GPT mod-
els initially train the transformer model with large unlabeled data in an unsupervised fashion and
later perform supervised learning to address the above-mentioned tasks. GPT-3 [26] is a very big
language model with 175 billion parameters. Bidirectional Encoder Representations from Trans-
formers (BERT) [27] model, also inspired by the transformer model, trains on unlabeled data in
an unsupervised manner and these pre-trained weights are used to fine-tune on labeled data for
downstream tasks like question and answering.
3.1.2 Video captioning
Sequence modeling has also been extended towards other variable length tasks like video descrip-
tion, visual question and answering, scene description, and action or gesture recognition. Venu-
gopalan, et al. [28] introduced a sequence-to-sequence video to text model with two stacked
LSTMs. Each frame is passed one at a time during the encoding stage. The hidden representa-
tion from the encoding stage is passed onto the decoding stage where the model predicts one word
at a time. Hierarchical Recurrent Neural Networks proposed by Yu et al. [29] not only include
attention mechanisms but also use sentence and paragraph generators. Researchers have explored
different variations of LSTMs such as leveraging attention mechanism with semantic consistency
[30, 31], and LSTMs with temporal modifications based on the discontinuities between the frames
[32]. Olivastri [33] perform end-to-end captioning of videos with an encoder-decoder architecture
using LSTMs with attention. Aafaq et al. [34] performed comprehensive ablation studies for video
captioning across several datasets and compare benchmark results based on the size of the dataset
and number of classes. They evaluate results on different evaluation metrics to highlight the advan-
tages and disadvantages of different metrics. RL based video captioning is also gaining popularity
16
with a teacher-student module [35, 36]. To enable processing of longer sequences, transformer-
based models [37, 38, 39] and BERT-based models [40, 41] are also contributing towards improv-
ing the performance of the video captioning tasks. Vision-and-Language BERT (ViLBERT) [41]
introduced co-attentional transformer layers over two parallel pipelines, one for text and the other
for visual data. The co-attentional layer helps in providing information from the video pipeline to
the text pipeline and vice-versa. Transformer-XL [42] enhanced the NLP tasks by learning even
longer-term dependencies in a computationally contractible fashion.
3.1.3 Gesture recognition
Gesture and action recognition is a variant of sequence modeling. These are often treated as cat-
egorical classification problems. In these types of models, the temporal features of the video and
specifically the motion of the body, hand, and face play a major role. Karpathy et al. [43] introduced
several early, late, and mid-fusion temporal variations of convolutional neural networks (CNN) for
video classification. Pigou et al. [44] and Nishida et al. [45] used recurrent architectures for gesture
recognition. To facilitate the gesture recognition process, several works have studied ways to extract
2-D and 3-D locations of the body, hands, and face. OpenPose [46, 47, 48, 49] consolidated many
of these works into a single framework by providing 70 facial keypoints, 25 body keypoints, and 21
hand key points for each hand. OpenFace [50] extracts facial landmark and action units. Artrack
[51] also provides key joints in the body. While gesture and action recognition analyze a sequence of
frames for discrete classification, continuous sign language translation analyzes a stream of frames,
continuously outputting textual content that takes into consideration prior video context.
3.1.4 Reinforcement Learning
Reinforcement learning (RL) has been very popular in robotics research [52, 53, 54, 55]. RL gained
a lot of fame from its successes in playing the well-known Atari game [56] and AlphaGo game
[57, 58]. However, only recently has it started to contribute to the field of sequence modeling.
A typical sequence-to-sequence model like LSTM is trained such that it predicts the next word
based on the previous ground-truth word. This method is also sometimes referred to as "teacher
forcing" where instead of passing the previous predicted word to obtain the next word, the previous
ground-truth word is passed. Teacher forcing is applied only during training. During test time
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the predicted previous word is passed on to guess the next word. This leads to a performance hit,
known as exposure bias, as the model is not able to generalize well. Exposure bias ([59, 60]) leads
to error during test time. In addition to exposure bias there can be issues because there is no back-
propagation of the evaluation metric during testing i.e., we can see non-differentiable issues during
testing. These two issues are addressed largely by using RL.
Rennie et al. [61] implemented image captioning using self-critical sequence training (SCST) which
is based on the REINFORCE algorithm [62]. SCST with REINFORCE baselines its experiences
from the test-time inference algorithm output to normalize the rewards. A positive weight is as-
signed to the samples that performed well during test-time inference and those that do not perform
well are suppressed. In this work, SCST with REINFORCE was performed after the system was
trained with cross-entropy loss for a minimum of 20 epochs. To improve the test-time inference, the
Consensus-based Image Description Evaluation (CIDEr) [63] metric is used with SCST along with
greedy decoding. CIDEr score is evaluated by matching predicted sentences with the consensus
of a set of human-annotated ground truth sentences. Shi et al. [64] use two networks, a "policy
network" and "value network", which perform joint learning to predict the next word in an image
captioning task. While the policy network evaluates the confidence of predicting the next word, the
value network evaluates rewards based on the predictions. The policy network, in short, is a super-
vised network trained with cross-entropy loss. The value network is trained to minimize the mean
squared loss. These two networks are then jointly trained to maximize the rewards. Li et al. [65]
and Zhang et al. [60] extend the concept from [61] by using the REINFORCE algorithm towards
video captioning and continuous sign language recognition tasks respectively. While [65] uses a
sequence-to-sequence LSTM based network with the CIDEr score, [60] uses the transformer model
and Word Error Rate (WER) to minimize the loss and maximize the reward.
3.1.5 Video Sign language translation
Word level and sentence level datasets are widely used for sign language translation. Word level
sign language translation tasks can be classified under image classification or gesture/action recog-
nition. [66, 67, 68, 69] made contributions towards tasks like translating discrete signs, mouth, and
hand shapes while Ye et al. [70] used a combination of RGB, optical flow, and depth information for
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American sign language (ASL) translation using a 3D CNN to classify words using its respective
temporal information from the continuous sign language video. Residual architectures with tempo-
ral convolutions and framewise classification were used by Pigou et al. [71] to classify 100 signs.
Word level sign language interpretation is a simpler task than continuous sign language as the for-
mer involves classifying the input clip between a given number of classes. Whereas for continuous
sign language, the input clip itself is long enough to need to take care of long-term dependencies
and the output is a series of words where every current word depends on the previously predicted
words.
Continuous sign language utilizes temporal information and can be considered a sub-set of video
captioning. Fang et al. [72] introduced DeepASL which uses a hierarchical bidirectional deep recur-
rent neural network for both word-level and continuous sign language translation. DeepASL is an
extensive work showcasing sign language translation and speech recognition for real-time two-way
communication. Wang et al. [73] introduced a hybrid model where C3D-ResNet features from the
input frames are passed into a temporal convolution (TCOV) and bidirectional GRU (BGRU) block.
TCOV and BGRU are responsible for short-term and long-term learning respectively. A fusion layer
is also used with inputs from both the TCOV and BGRU blocks to learn the complementary rela-
tionship between them. Connectionist temporal classification (CTC) [74] loss combines losses from
these three blocks to predict the words of the sign language sentence. Pu et al. [75] used 3D tempo-
ral residual CNNs with CTC post-processing for continuous sign language recognition whereas [76]
use CTC loss to train end-to-end models with custom networks targeting certain specific problems
known as SubUNets. Camgoz et al. [9] used a multi-layer RNN and an encoder-decoder structure
for sign language to text translation. This model incorporates encoder-decoder attention to improve
the learning process. Yuan et al. [3] introduced a Chinese sign language dataset (CSLD) and per-
formed Chinese sign language translation by modeling a two-layer LSTM encoder-decoder based
architecture using different body, hand, and facial features from input frames. Ko et al. [77] studied
different methods for sign language translation using various joint locations and CNN features as
input on the Korean sign language dataset. In this chapter, we study sign language translation by
not only considering different models but also looking at different datasets to understand how the
organization of the dataset affects the performance.
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3.2 Preliminary Work
In this section, we review different deep learning captioning methods specifically tailored to perform
sign language to text translation. We start by briefly explaining a basic Recurrent Neural Network,
then sequence-to-sequence models, transformer models, and inclusion of RL.
3.2.1 Recurrent Neural Networks
Neural networks are well suited for handling tasks that have fixed size input and output vectors.
For example, a CNN takes as input an image of predetermined resolution and outputs a vector of
probabilities for each output class it has been trained on. For temporal tasks, such as videos, this
concept can be extended to take in a fixed number of frames. Recurrent Neural Networks (RNN)
extend this concept further by using hidden states. Hidden states allow the output to be a function
of the current input and the output from the previous time step. By passing the previous hidden
state information, the RNN can make predictions based upon all prior inputs. RNNs are powerful
architectures for NLP based tasks like language translation, question and answering, image caption-
ing, and video captioning. Vanilla or basic RNNs can take in an arbitrary number of time steps, but
unfortunately, the passing of information over time is subject to vanishing gradients, thus limiting
its usefulness to only a few time steps. To remember longer-term dependencies of dozens to even
over a hundred time steps, a special type of RNN called Long Short-Term Memory (LSTM) [18]
can be used. Using a series of gates and a second hidden state called a memory cell, LSTMs can be
used as a replacement for the vanilla RNN. Gated recurrent unit (GRU) [78, 79] is a slight variation
of LSTM with fewer gates and no memory cells. The LSTM and GRU RNN methodologies have
been used extensively in deep learning applications like image captioning, video captioning, speech
recognition, and language translation. Even LSTMs and GRUs are however subject to vanishing and
exploding gradient problems on long sequences. Transformer model and RL address these issues
and are described in Subsections 3.2.4 and 3.2.5 respectively.
3.2.2 Sequence-to-sequence modeling without attention
A basic sequence-to-sequence model for sign language video to text translation inspired by [17,
80, 28] is described in this subsection. The sign language translation task is modeled to take the
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Figure 3.1: Sequence-to-sequence model without attention.
features derived from the input frames such as OpenPose [46], extracted features from a Deep
Neural Network (DNN), or KMeans centroids [81]. These features are fed one frame at a time to
the encoder. The hidden state from the encoder carries semantically rich features of the signing in
the visual domain. The hidden states are propagated to the decoder which employs those features
in producing one word at a time. During inference time the decoder starts predicting words upon
receiving the "start of the sentence" token <s> and predicts one word at a time. The word predicted
at time step t is fed as input to the next layer at time step t+1. The encoder and the decoder
layers are typically stacked with LSTM units. As this serves as a baseline model for the sign
language translation task, experiments using single and multiple stacked recurrent layers on both
the recurrent channels have been carried out. The sequence-to-sequence model is shown in Fig. 3.1
with respective notations in Table 3.1.
3.2.3 Sequence-to-sequence modeling with attention
Inspired by sequence-to-sequence models [28, 9] and attention mechanisms [22, 20], an architecture
is assembled to perform sign language to text translation as shown in the Fig. 3.2. Inputs to the
model are identical to the basic sequence-to-sequence model shown in Fig. 3.1. One frame feature
at a time is passed into the encoder. Reversing the sequence order has proven to be beneficial
to the model [9, 17] as it helps mitigate long term dependency and vanishing gradients. With
respect to Fig. 3.2, on:1 a linear combination of the output of all input time steps and is passed
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Figure 3.2: Sequence-to-sequence model with attention mechanism.
Table 3.1: Notations for sequence-to-sequence models.
Notation Meaning
n Input sequence length
x Output sequence length
f1, f2, f3....fn Feature vectors for each frame of the video
o1, o2, o3....on Output vectors from encoder for each frame of the video
hrep Latent embedding from encoder
w1, w2, w3....wx Predicted words
a1, a2, a3....ax Encoder-decoder attention vectors for each word
< s > Start of sentence token
< /s > End of sentence token
onto the decoder in addition to the latent embedding hrep. The decoder takes in the previous word
embedding, the previous hidden state, and the previous attention weights as input. The decoder
starts decoding words after receiving the "start of the sentence" token (< s >) and predicts one
word at a time by feeding the previous predicted word as input to the next time step as explained
in Section 3.2.2. The attention mechanism block incorporates encoder-decoder attention by taking
in the output vector from the encoder and the previous hidden representation from the output of the
decoder. The attention vector is calculated as shown in (3.1).
ax = tanh(Wccx +Whhx +Wbb) (3.1)
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where cx is the context vector, hx is the hidden state, b is the bias, and Wc, Wh, and Wb are the
learned weights for the context vector, hidden state, and bias, respectively. The context vector as





The attention weights highlight the importance of encoder input with the generated word while
predicting the next word. The attention weights are typically normalized using the probabilistic
softmax equation. Attention weights and mechanisms are shown in (3.3).
γxn = softmax(fatt(hx, on)) (3.3)
where, fatt represents the attention mechanism used. We give two options for function fatt, (3.4a)
Luong attention [22] based on multiplication and, (3.4b) Bahdanau attention [20] based on concate-
nation.
X = hTxWon (3.4a)
X = V T tanh(W [hx; on]) (3.4b)
Here, W and V are learned weights. Combining (3.1:3.4), the decoder can be expressed as (3.5):
yx, hx = Decoder(word_embeddingx−1, hx−1, ax−1) (3.5)
The decoder stops decoding once it receives the "end of the sentence" token (< /s >).
We implement sequence-to-sequence model using LSTM as the RNN by sending in a reversed
input frame sequence and incorporating encoder-decoder attention based on Luong attention [22] to
predict the words one at a time in the decoder.
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Figure 3.3: The baseline transformer model.
3.2.4 Transformer Model
Transformer models have demonstrated remarkable capabilities lately for language translation tasks
[23, 24, 25, 27]. This idea was leveraged for video captioning [42, 37, 38]. Recently, Camgoz et
al.[13] modified the transformer model for sign language translation using CTC loss. The features
used in this model were trained on a CNN-LSTM-HMM architecture [15] where gloss labels are
used in a weakly supervised setup followed by an HMM model which performs the alignment. Yin
[82] experimented with the transformer model by using a different number of layers in the trans-
former model and perform Sign to Gloss and Gloss to Text translation. We focus on the transformer
model shown in Fig. 3.3, which is a state-of-the-art model introduced by Vaswani et al. [23] for
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the task of sign language to text translation. While an LSTM has been shown to produce good
results with over 100 output tokens long, transformers can produce good results with over 1,000
output tokens long. The transformer encoder and decoder layers are repeated N times. Each layer
in an encoder consists of two sublayers and the decoder consists of three sublayers. Unlike a typical
RNN where a sequence of inputs is fed one at a time, the transformer takes all the inputs together.
To help the model understand the order of input, a positional encoding parameter is introduced. The
positional encoding provides the order information in the sequence of inputs and this is added to the






where pos is the position of the input in the sequence of inputs and i represents embedding dimen-
sion. The first sub-layer in the encoder is the "Multi-head Attention". The customized positional
encoding with input embedding is now used to calculate the keys (K), queries (Q), and values (V)





In (3.7), input is a combination of input embedding and positional encoding. linear_key, lin-
ear_query, and linear_value are three distinct linear neural network layers for K, Q, and V re-
spectively. These three linear layers can also be considered as a typical feedforward neural network
(FFN) layers which are learned separately with three different weights. The attention is then calcu-
lated as shown in (3.8) [23].




dk is the dimension of the key vector. Equation (3.8) is scaled by a factor of
√
dk to avoid the larger
values of dot product which will lead to smaller gradients due to softmax. This attention mechanism
is called Scaled Dot-Product Attention. The authors [23] introduced the concept of Multi-Head
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Attention where the linearly learnt queries, keys, and values are projected separately h times where
h represents the number of heads. For each of these projections, scaled dot-product attention vectors
are calculated as per (3.8), and the results for all the heads are concatenated together in a final linear
layer to obtain the multi-head attention layer output. This multi-head attention output is passed
through a feed-forward network (FFN) with two linear layers and a ReLU activation as shown in
(3.9), where x is the output from multi-head attention block,
FFN(x) = max(0, xW1 + b1)W2 + b2 (3.9)
W1 and b1 are the weights and biases respectively of the first linear layer. W2 and biases are
weights and biases of the second linear layer.
The first sub-layer in the decoder is a masked multi-head attention layer. The masking mechanism
is used to mask the future words. The second sub-layer in the decoder is the encoder-decoder multi-
head attention where the query comes from the previous decoder layer and key and value parameters
come from the encoder layer. The output is then passed through the FFN as per (3.9) followed by a
linear layer and softmax to obtain the output probabilities. Residual connections are used across all
sub-layers in the encoder and decoder. After every sub-layer, a layer normalization is implemented
where the inputs are normalized across the features.
3.2.5 Sequence-to-sequence modeling with Reinforcement Learning
Figure 3.4: Sign language to text model using reinforcement learning.
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Inspired by [61, 60] we investigate the performance of a sign language to text model using RL to
update the weights and contrast and compare its behavior with different input feature vectors and
different models. RL learns what actions need to be taken to maximize a certain reward. Actions
are not initially defined but it is something that the model discovers while obtaining either positive
or negative rewards [83]. Most of the sequence-to-sequence methods use "teacher-forcing" while
training to lead to exposure bias issues during test-time. RL mitigates this exposure bias problem.
Casting our model in the RL archetype, the type of model used (sequence-to-sequence, or trans-
former) will act as an agent with a policy pθ. The environment will be a video from a sign language
dataset, and the state or observation will be the frames from the video. The action for this task
would be predicting the next word. Initially, the reward is set to 0 until EOS token is received. At
the end of all the tokens, the final reward is denoted as R. The goal is to minimize the negative
expected reward as shown in (3.10). The architecture is as shown in Fig. 3.4.
L(θ) = −Ews∼pθ [R(w
s)], (3.10)
where ws = (ws1, ..., w
s
T ) are the words sampled from the model from time steps 1 − T . Adapting
from [83, 62], we utilize REINFORCE [62] with a baseline which is computed as shown in (3.11).
∇L(θ) = −Ews∼pθ [R(w
s)∇θlogpθ(ws)] (3.11)
The self-critic REINFORCE algorithm is calculated by using inference algorithm at test time for
calculating the reward.















where (ws1, ..., w
s





is the sentence generated using the inference algorithm during test time and (w∗1, ..., w
∗
T ) is the
ground truth sentence. The Metric based on which the reward in (3.12) is calculated can be any
evaluation metric like CIDEr or WER.
The word sampled at time step t, ŵt can be obtained by taking the max probability following the
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The Self-critic loss function can now be written as:
∇L(θ) ≈ −(R(ws)−R(ŵ))∇θlogpθ(ws) (3.14)
The final part of (3.14), ∇θlogpθ(ws), is effectively equivalent to ∇pθ(w
s)
pθ(ws)
which is the column
vector of the partial derivatives of pθ(ws) divided by the policy evaluation for that particular ws.
The form in the equation is used specifically to make it possible to update the loss function when
doing gradient descent.
In Fig. 3.4, the symbol ∇L(θ) is intended to represent the final gradient expression of the RL
algorithm. This allows for the generation of a scalar loss value which the sign language to text
models can use to backpropagate and learn. This can be contrasted to a more traditional loss function
such as cross entropy.
3.3 BiLingual Evaluation Understudy (BLEU)
BLEU [84] score is a popular metric that compares a predicted caption with one or more ground
truth captions. The metric is based on a calculation that compares the n-grams (number of words
per group) from the predicted caption to n-grams in the ground truth caption. Examples of n-grams
are unigrams (comparing single words), bigrams (comparing two words), trigrams (comparing three
words), etc. The unigram precision is calculated by counting the number of times a word occurs in
the predicted sentence, this is then clipped to the maximum number of times that particular word
has occurred in the ground truth sentence. This result is divided by the total number of words in the
predicted sentence. However, this method of measuring the BLEU score fails whenever the length
of the predicted sentence is less than the ground truth sentence. To overcome this problem, the
predicted sentence is penalized whenever its length is less than that of the ground truth sentence.
This penalty is called Brevity Penalty (BP) [84].
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4. Single-feature Sign Language Translation
In this section, we discuss experiments performed on the models discussed in section 3 using various
input features and datasets. Below, we discuss in detail the input features used, the training details,
and performance analysis.
4.1 Input Features
We extract various features from each frame from the sign language datasets and pass them in as
inputs to the different models under consideration. These features have been meticulously chosen
to obtain good performance. We extract OpenPose [48] features obtaining body, hand and face joint
locations, and AlexNet [85], and ResNet [86] CNN feature from the video. The CNN feature extrac-
tion models are pre-trained on ImageNet [87] dataset to extract a multi-dimensional feature vector
from the visual frames. We also evaluate the use of KMeans cluster IDs based on OpenPose joint
locations. The details on each of the feature extractors are described in the following subsections.
4.1.1 OpenPose Features
Using OpenPose [48] we extract 25 body-joint keypoints, 21 keypoints for each hand, and 70 facial
landmark keypoints. x, y and confidence are obtained for each of these 137 keypoints. Out of these
we only choose the x, y coordinates of the joints. So for each frame, we have an input vector of 274
points. We keep the order of the joints the same as the original authors [48]. Because CSL has full-
body information (see Fig. 2.1) we use all 274 points, but for the GSL and ASL datasets, only the
upper body landmarks are present. The other landmarks are zeroed out. From Fig. 4.1 it can be seen
that there are variations in the dataset based on where the person is standing relative to the camera
position. To take care of this variation, We obtain a canonical and normalized representation based
on the center body points. After mapping to canonical form, all the body points are centered to the
origin and scaled to the same size. Fig. 4.1 demonstrates the value of canonical representations.
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We additionally perform frame-to-frame smoothing of the OpenPose points. The OpenPose points
are firstly median filtered to remove any noise in the data and secondly temporally smoothed using
Savitzky-Golay (SavGol) [88] filtering mechanism.
Figure 4.1: Top figure shows sample frames from the Chinese Sign Language Dataset (CSLD),
bottom figure shows the respective canonical representations of the frames.
After obtaining the canonical and smoothed points, normalization is performed. We perform two
types of normalization’s, Min-Max and Standardization.
Min-Max Normalization: Min-Max technique normalizes all the points such that the values fall in





Where X is the original OpenPose feature vector, Xnormalized is the normalized representation of
the OpenPose features, min(X) is the least value in the data, and max(X) is the maximum value.
The expression max(X)−min(X) gives the range obtained by subtracting the minimum value in
the distribution from the maximum value.
Standardization: The keypoints location provided by OpenPose moves around a true value. Stan-
dardization technique considers the mean and standard deviation to address this issue. Consider two
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feature vectors X = (x1, x2, x3, ..., xN ) and Y = (y1, y2, y3, ..., yN ) containing x and y coordinate
location of human keypoints respectively. Both the feature vector contains N elements where N









Where X and Y are mean of feature vector X and Y respectively. σ denotes the standard deviation.
4.1.2 CNN Features
We explore different CNN features to see which visual features stand out. The features include
pretrained AlexNet (4096 dim) [85], pretrained ResNet50 (2048 dim) [86], pretrained EfficientNet-
B7 (2560 dim) [89], pretrained InceptionV3 (2048 dim) [90]. These visual extractors are pretrained
on ImageNet [87]. We also perform end-to-end training using InceptionV1 (1024 dim) [91] and
ResNet50 and use the trained network to extract the corresponding features.
4.1.3 Kmeans from OpenPose Features
We developed a pose dictionary where each frame belonged to a cluster based on the similarity of
the keypoints and cluster center. Hence the entire video was represented as a vector of cluster IDs.
9521 clusters gave the best performance.
Fig. 4.2 shows how KMeans groups similar poses together. Here we plot some frames belonging to
particular cluster IDs.
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Figure 4.2: KMeans cluster points (red) and original OpenPose points (blue) are plotted for a few
random frames from the GSL dataset. The x and y axis represent the body joint locations.
4.2 Training details
This section contrasts different sign language to text models trained and evaluated on the GSL, ASL,
and CSL datasets. Different ablations are performed by taking various kinds of feature vectors as
input. For GSL, the models are trained on 7096 videos and validated and tested on 519 and 642
videos respectively. For CSL, 2240 videos have been chosen based on sentence repetition. The
models are trained on 1790 of these 2240 videos and tested on 450 videos. After splitting the main
story videos from the ASL dataset, we obtain 1031 training and 340 test videos. Other training
details are mentioned according to the specific model under consideration in the subsections below.
Unless otherwise mentioned, for GSL the maximum frame length and maximum caption length are
set to 300 and 30, whereas, for CSL it is set to 240 and 20, and for ASL it is set to 225 and 10,
respectively. Each batch requires the same input and output length for processing. For this reason,
most of our sequence models are designed in a way that can handle a fixed input length and a fixed
output length. To avoid a lot of padding, the maximum frame is chosen to be the average frame
length and the caption length is chosen to be the average caption length in the respective datasets.
For training, we use NVIDIA RTX 2080 Ti graphics processor. Listed below are training details for
specific models.
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1. Sequence-to-sequence model: The model is trained using Adam optimization with a learn-
ing rate and a decay of 1e−04 and 1e−05, respectively. We set the dimensionality of the
hidden space to 256 for all the datasets the model is trained on. Results are reported on a
bi-directional LSTM model with four layers. The model is trained with a batch size of 32.
On average, the model takes 14 hours or 150 epochs to train on the GPU.
2. Sequence-to-sequence model with attention: The model is trained using Adam optimization
with a learning rate of 1e−05. Training is performed for 150, 000 steps. We use Luong [22]
attention for this sign language translation model. Training takes approximately four days on
one GPU. We use a batch size of one as it proved to give the best results in [9]. The model is
trained with 1000 dimensional hidden units and four layers of bi-directional LSTM.
3. Transformer Model: While training the transformer model, for each batch the maximum
length of the sequence in the batch is chosen as the number of frames and likewise for the
number of captions. Batch normalization and softsign [92] activation are used on input fea-
tures before feeding to the network as it gives us good results. The model is trained for 100
epochs with a batch size of 32 and Adam optimizer.
4. Reinforcement Learning: The model is trained using Adam optimization with a learning rate
and a decay of 5e−04 and 5e−05, respectively. We set the dimensionality of the hidden space
to 256. Results are reported on a bi-directional LSTM model with two layers. The model
is trained with a batch size of 32. On average, the model takes 15 hours or 280 epochs to
train on the GPU. The model is pre-trained using cross-entropy for 56 epochs and then trained
using self-critical sequence training for the remaining 224 epochs.
4.3 Performance Analysis
We begin our analysis by considering the GSL dataset mainly due to two reasons, one, the dataset
consists of samples portraying a controlled environment, and two, because the dataset has the high-
est training samples and a good distribution of samples in the validation and test sets as compared
to the other datasets.
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4.3.1 Variants of OpenPose for sign language translation
OpenPose joints keypoints gained popularity from gesture and action recognition tasks [46, 47, 48,
49] as already see in Chapter 3. We want to explore its performance for sign language translation.
In addition, OpenPose joints are very human interpretable. It highlights the importance of joints for
particular signs. We want to investigate how different OpenPose joints contribute to the performance
of sign language translation. The ablations with OpenPose features on the GSL dataset are shown
in Table 4.1.
Observations:
From our observation, hands are the most important keypoints from OpenPose that are useful for
translation. Even though hands alone does not yield high scores, it improves when combined with
face and body, whereas it jumps significantly when all three are combined.
Table 4.1: OpenPose ablation results on sequence-to-sequence model without attention on the GSL
dataset.
OpenPose Features Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
Hands Validation 7.31 1.36 0.34 0.07
Test 12.14 1.71 0.55 0.12
Body Validation 4.63 0.88 0.18 0.01
Test 6.29 0.82 0.14 0.01
Face Validation 2.54 0.46 0.04 0.01
Test 2.23 0.40 0.04 0.01
Hands + Body Validation 18.11 6.50 4.42 4.06
Test 20.68 7.01 4.65 4.33
Hands + Face Validation 18.13 5.92 4.51 4.06
Test 17.68 5.76 4.47 4.04
Hands + Body + Face Validation 23.31 8.73 6.49 5.68
Test 23.49 8.52 6.36 5.55
4.3.2 Choosing between Vanilla RNN, GRU, and LSTM
We perform sign language to text translation on the GSL dataset using Vanilla RNN, GRU, and
LSTM bi-directional models by feeding OpenPose key points as input. From the results shown in
Table 4.2 we can see that Vanilla RNN performs the worst when compared to LSTM and GRU.
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Observations: We can thus infer that LSTM and GRU are capable of handling long term depen-
dencies when compared to Vanilla RNN. For all the sequence-to-sequence modeling used in our
experiments henceforth, we will be using LSTM as the RNN model.
Table 4.2: Ablations on basic sequence-to-sequence models without attention on the GSL dataset
using OpenPose points without frame-to-frame smoothing.
Model Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
Vanilla RNN Validation 12.67 4.09 3.17 2.79
Test 14.31 4.68 3.43 2.92
GRU Validation 20.16 7.41 5.29 4.66
Test 20.40 7.56 5.63 4.98
LSTM Validation 23.62 8.89 6.54 5.71
Test 22.89 8.43 6.20 5.57
4.3.3 Ablations with different CNN features
To choose an appropriate CNN architecture, we perform ablations using the embedding features
extracted from the architectures. These CNNs (ResNet50, AlexNet, EfficientNet-B7, InceptionV1,
V3) are pretrained on ImageNet and used as feature extractors. Whereas, we performed end-to-end
training by freezing the first three layers of InceptionV1 and ResNet50 in a sequence-to-sequence
setup. As the end-to-end training needs a lot of memory and takes many days to converge, our
models did not have the opportunity to learn as well. All the features were evaluated using the
transformer model. The results of the ablations are presented in Table 4.3.
Observations: As seen in Table 4.3, pretrained ResNet50 features provide the best results. Going
forward for all the ablations with CNN features we will be using ResNet50 extracted features.
From our analysis, we have observed that SLT datasets benefit from features extracted using deep
networks. When comparing with shallow networks (AlexNet), deep networks (ResNet50) provides
better features giving better performance in SLT. Empirically, from our studies, we have seen that
wider networks do not perform as well. So Inception v1, Inception v3, EfficientNet-B7 (even though
is not only wide but also deep) do not seem to perform as well as a purely deep network. The deep
network architecture and skip-connections in ResNet50 prove to be the most beneficial for SLT
yielding the best results.
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Table 4.3: Ablation results on different CNN features using the transformer model on the GSL
dataset
CNN Features Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
Pretrained ResNet50 Validation 24.75 16.04 11.56 8.95
Test 23.67 14.58 10.29 8.00
Pretrained AlexNet Validation 23.81 14.71 10.65 8.32
Test 23.00 13.86 9.75 7.5
Pretrained EfficienetNet-B7 Validation 20.84 12.4 8.78 6.9
Test 18.84 11.36 8.06 6.31
Pretrained Inceptionv3 Validation 19.90 11.75 8.44 6.67
Test 18.71 11.08 7.93 6.19
Pretrained Inceptionv1 Validation 17.7 10.26 7.28 5.72
Test 18.18 10.63 7.39 5.67
4.3.4 Experiments and ablations on GSL dataset
From the experiments and ablations in Table 4.4, we study how different feature inputs contribute
towards improving the model and how attention plays an important role in sign language to text
translation. Visual features from ResNet50 and location-based features from OpenPose smoothed
version perform better than other features. Between the sequence-to-sequence models, attention
mechanism predicts bi-grams and longer n-grams better than the sequence-to-sequence model with-
out attention. The transformer model performs further better than the sequence-to-sequence model
with attention in predicting bi-grams and more due to its extensive multi-head attention and self-
attention mechanism. The results of the ablations are presented in Table 4.4.
Observations: Compared to the other models evaluated the transformer can learn more weights
and parameters which contribute towards its good performance on the GSL dataset as shown in
Table 4.4. The multi-head self-attention mechanism in the transformer model can learn complex
representations for every frame. The self-attention in the transformer model helps to learn inter-
dependencies between different frames depending upon the position of the frames and the ground
truth caption. The self-attentions are calculated in parallel, eight times, referred to as eight heads
and concatenated together forming multi-head attention. This parallelization has an advantage in
the transformer model as against the sequential sequence-to-sequence models. The advanced archi-
tecture of the transformer model helps in learning long-term dependencies when compared to the
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Table 4.4: Ablation results on different feature inputs using the GSL dataset.
NS - No Smoothing, WS - With Smoothing,
s2s - basic sequence-to-sequence model without attention,
s2s with att - sequence-to-sequence model with attention.
Input Features Model Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
OpenPose (NS) s2s Validation 23.62 8.89 6.54 5.71
Test 22.89 8.43 6.20 5.57
s2s with att Validation 17.64 11.42 8.52 6.78
Test 18.50 11.92 8.73 6.95
Transformer model Validation 24.2 15.28 11.08 8.69
Test 22.69 14.61 10.38 8.09
OpenPose (WS) s2s Validation 23.31 8.73 6.49 5.68
Test 23.49 8.52 6.36 5.55
s2s with att Validation 20.65 13.39 9.80 7.68
Test 19.65 12.36 8.97 7.00
Transformer model Validation 24.82 15.87 11.53 9.07
Test 23.52 15.24 11.00 8.67
ResNet50 s2s Validation 21.55 7.97 5.76 4.96
Test 20.90 7.81 5.08 4.22
s2s with att Validation 23.01 14.48 10.20 7.79
Test 21.71 13.89 10.07 7.87
Transformer model Validation 24.75 16.04 11.56 8.95
Test 23.67 14.58 10.29 8.00
KMeans s2s Validation 15.68 3.67 3.12 2.74
Test 16.93 3.90 3.32 2.95
s2s with att Validation 12.75 6.92 5.06 4.07
Test 12.78 7.30 5.51 4.54
Transformer model Validation 14.02 7.47 5.44 4.41
Test 13.65 7.46 5.57 4.54
sequence-to-sequence models. Although ResNet50 and OpenPose input features perform very sim-
ilar with the highest BLEU scores on the transformer model, OpenPose features are less expensive
to get than ResNet50 features.
4.3.5 Experiments and ablations on CSL dataset
Preliminary results on the CSL dataset [3] are shown in the Table 4.5. The CSL dataset chosen for
training is a very small subset of the whole dataset. Due to the language complexity and abnormal-
ities in the dataset, there is still room for improvement in the Chinese Sign Language recognition
models. BLEU 1 scores are considerably high when compared to BLEU 2 scores because a few
characters like “我 (I)” occur 2103 times in the dataset followed by “是 (is)”, “他 (he)”, “你 (you)”,
repeating around 1000 times. For the CSL dataset, OpenPose feature inputs work better than CNN
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features because of the structure of the dataset. As explained in Section 4.1.1 and Fig. 4.1 the
OpenPose canonical form obtain a scaled and center version of points for all the frames, whereas
the CNN features still take in as input the original frames where the person signing may not be at
the center and the same distance from the camera. For such a real-life scenario dataset consisting of
different abnormalities and noise, OpenPose proves to be beneficial while performing sign language
to text translation.
The attention mechanisms (sequence-to-sequence with attention and transformer model) perform
very well with OpenPose input features. The transformer model, however, performs the best with
high BLEU 1 to BLEU 4 scores for the pose based inputs. Whereas, the CNN feature input overall
does not do very well due to abnormalities in the dataset.
Observations: In situations where the CNN features are not as good due to the structure of the
dataset, OpenPose feature inputs help in elevating the results.
Table 4.5: Ablation results on different feature inputs using the CSL dataset.
NS - No Smoothing, WS - With Smoothing,
s2s - basic sequence-to-sequence model without attention
s2s with att - sequence-to-sequence model with attention.
Input Features Model Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
OpenPose (NS) s2s Test 14.36 1.60 0.04 0.01
s2s with att Test 39.45 34.44 32.55 31.43
Transformer model Test 52.04 48.94 47.86 47.25
OpenPose (WS) s2s Test 19.68 2.32 0.12 0.01
s2s with att Test 36.13 31.11 29.48 28.63
Transformer model Test 43.03 38.93 37.52 36.76
ResNet50 s2s Test 17.41 1.19 0.12 0.01
s2s with att Test 14.01 5.16 3.55 2.93
Transformer model Test 13.2 6.04 4.58 4.02
4.3.6 Experiments and ablations on ASL dataset
Preliminary results with the ASL dataset are shown in Table 4.6. The Sequence-to-sequence model
with attention follows a similar trend like GSL and CSL in predicting longer n-grams better for
different feature inputs. It is evident from the Table 4.4, 4.5, and 4.6 that the organization of the
dataset highly influences the results. While ASL is very similar to the GSL dataset, it has fewer
samples and covers a widespread topic rather than just weather information (like GSL). It is very
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different from the CSL dataset with respect to the number of signers, the number of samples, and
the type of samples. The OpenPose and CNN feature inputs perform comparatively the same for the
ASL dataset using the attention models. The sequence-to-sequence model with attention performs
the best when compared with the transformer model and the sequence-to-sequence model without
attention. The transformer model does not provide a boost in BLEU scores as seen in the other
datasets.
Observations: The organization of the ASL dataset is somewhere between the GSL and CSL
datasets. Because of the input frames having a controlled background, it performs better than CSL
with CNN features but due to the poor quality of frames when compared to CSL, it incurs a perfor-
mance hit when using OpenPose points. The poor performance of the transformer model may be
due to the ASL being a smaller dataset with fewer repetitions as seen in Fig. 2.2 and with 10% of
sentences in the test set seen during training. The CSL dataset is chosen such that the dataset has
sentences that are repeated due to this there is a high overlap of the captions between test and train
but these are all signed by different signers. GSL, however, being a huge dataset, performs fairly
better than ASL even with less number of test samples seen during training. To further understand
the ASL dataset, we perform experiments to see how different signers interpret the same sign which
is further explained in Section 4.3.8.
Table 4.6: Ablation results on different feature inputs using the ASL dataset.
NS - No Smoothing, WS - With Smoothing,
s2s - basic sequence-to-sequence model without attention,
s2s with att - sequence-to-sequence model with attention.
Input Features Model Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
OpenPose (NS) s2s Test 14.68 3.81 2.76 2.31
s2s with att Test 19.83 8.45 4.79 2.93
Transformer model Test 13.58 6.7 4.35 3.17
OpenPose (WS) s2s Test 16.85 4.17 3.29 3.02
s2s with att Test 20.20 8.62 5.21 3.43
Transformer model Test 13.57 6.83 4.46 3.34
ResNet50 s2s Test 21.66 4.95 4.43 4.26
s2s with att Test 19.55 10.02 6.2 4.25
Transformer model test 12.78 5.7 3.38 2.43
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4.3.7 Addition experiments and analysis using Reinforcement Learning (RL)
RL is also used as one of the models to analyze how it tackles the exposure bias problem when
compared to other methods. Using a rewards mechanism, the final gradient is calculated which is
then backpropagated to the model under consideration. We report preliminary results with RL on
the sequence-to-sequence model without attention using ResNet features on the GSL dataset. The
results are shown in Table 4.7.
Observations: The RL model performs better than the sequence-to-sequence model without atten-
tion. Thus the RL model without teacher-forcing can perform well when compared to the model
which incorporates teacher-forcing thus reducing the exposure-bias problem. This model is also
able to predict one-gram words better than the sequence-to-sequence model with attention. In the
future, it would be interesting to see how the RL model performs if attention is introduced.
Table 4.7: Results on the GSL dataset using RL based sequence-to-sequence (s2s) model without
attention with ResNet input features.
Model Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
s2s without RL Validation 21.55 7.97 5.76 4.96
Test 20.90 7.81 5.08 4.22
s2s with RL Validation 26.97 8.94 7.08 6.48
Test 25.70 7.87 6.31 5.64
4.3.8 Human as an oracle
We performed an experiment with a human as an oracle (an expert signer) to compare how a human
is able to predict the captions on a sign language video versus OpenPose joints visualization for each
frame rendered as a video. The OpenPose joints are mainly used for this experiment because the
OpenPose annotated body, hands, and face joints are highly interpretable by humans. The results
on 340 ASL videos from the test set and OpenPose videos are shown in Table 4.8.
Table 4.8: Human as an oracle experiment on ASL dataset for original (sign language RGB video)
and OpenPose generated videos.
Video type BLEU 1 BLEU 2 BLEU 3 BLEU 4
Original videos 24.86 12.17 6.87 3.81
OpenPose videos 6.32 1.790 0.59 0.14
The low BLEU 4 scores in Table 4.8 for original videos may be attributed to the fact that the ground
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truth captions were taken out of context from a storytelling scenario. Therefore, the signs and
captions may not necessarily match up. Ideally, 50% BLEU 4 score from human evaluation would
indicate that the ground truth is collected efficiently. To test the efficacy of the dataset collection
further, we asked another ASL signer to annotate 5 videos and compared the results of the two
signers with the ground truth.
Table 4.9: Comparison between ground truth and predicted captions between two human annotators.
The yellow cells show agreement while green shows disagreement (Best viewed in color).
No. Ground truth caption ASL Signer 1 ASL Signer 2
1. He called and asked if
they had the right kind of
dog, and the answer was
yes!
You can have they shouted "you have
it?", "yes".
2. He keeps drinking coffee Still making out coffee continued still.
3. It must be a head trip or
something
I was tripping I’m strict/hardheaded.
4. As I was driving, I was re-
ally bored. So I started
thinking about what I
could do.
The car ride was
boring
Driving’s boring.
5. Did the teacher buy a
house yesterday?
Did the teacher buy
a house yesterday?
Did the teacher buy a
house yesterday?
Observations: From Table 4.9 we can see that the predicted sentences have non-matching grams
thus leading to low BLEU scores in Table 4.8.
4.4 Conclusion
There is still much to be done to facilitate smooth communication between hearing and non-hearing
communities. In this chapter, we have discussed how methodologies evolved from text-to-text trans-
lation to sign-to-text translation. We selected four models to evaluate: the sequence-to-sequence
model, the sequence-to-sequence model with attention, the transformer model, and the reinforcement-
learning based model; to better understand how well they perform for sign language translation.
We also explored different input features such as the joints of the body and hands, along with fa-
cial landmarks all using OpenPose, CNN features, and KMeans cluster IDs for each frame. To
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better understand which sets and subsets of features aid best in improving performance, we per-
formed ablation studies using different combinations of body, hands, and face keypoints as inputs
to our models. In addition to ablations with different input features, we also examined different
sign language datasets to better understand how the performance varied, based on the complexity
(controlled collection and constrained vocabulary) of the sign language videos. We evaluated our
models on different sign languages, ASL, GSL, and CSL. Our transformer model outperformed all
the other sequence-to-sequence models on the GSL and CSL datasets using OpenPose features. In
some cases, ResNet features provided similar results as OpenPose but as seen it is highly dataset
dependent. ASL dataset could not leverage the attention mechanisms involved in the transformer
model due to being a smaller and noisy dataset. In general, the attention mechanisms involved in the
transformer model learned more weights than the sequence-to-sequence models with and without
attention, thus leading to significantly better learning capability.
To provide the reader with a comprehensive study for sign language translation, we performed a
preliminary experiment using ResNet features with the sequence-to-sequence model without atten-
tion and RL. This RL-based model helped in mitigating the exposure bias issue usually seen due to
teacher-forcing when sequence-to-sequence models are used. Our RL based sequence-to-sequence
model yielded approximately a 1.5-5 point increase in BLEU 1 - BLEU 4 scores. Our human-as-an-
oracle experiment completed our extensive study by looking at how a human expert signer would
interpret the ASL videos and their corresponding OpenPose-based stick videos. We used OpenPose
for comparison as it is visually more understandable for predicting signs when compared to other
features.
In conclusion, this section has provided a comprehensive overview of the representations and mod-
els used for continuous sign language translation without gloss. We have shown that the transformer
model performed the best on the controlled and constrained GSL dataset, especially when combined
with either OpenPose or ResNet50 as input features. But for the other less consistent datasets, the
results were more varied. Also, the human experiment demonstrated that our ASL dataset is very
noisy (with several incorrect captions), resulting in low BLEU scores being obtained even by a hu-
man expert and low agreement between two different signers. In the future, we plan to collect a
larger and more consistent ASL dataset, to make it more on par with the GSL and CSL datasets.
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5. Multi-feature Fusion for Sign Language Trans-
lation
5.1 Motivation
The motivation for our current chapter comes mainly from two points:
1. From our previous chapter we can conclude that when good quality frames are presented to the
model, some of the features like CNN features provide better information than the others, whereas
when the quality of frames is not up to the mark, other features like pose-based features help in
contributing to the performance. In a real-life scenario, it is difficult to predict what type of frames/
videos are encountered. The realistic setting could include a lot of clutter in the background, varied
illuminations, poor RGB quality, etc,. It is therefore desirable to adapt dynamically based on the
quality/ type of input seen.
2. In SL research, the majority of the work has been done using the GSL dataset. GSL is a non-
realistic dataset due to it being collected in a controlled environment as seen in Chapter 2. This
brings our focus to ASL which is currently a low resource language. As many as 5% of Americans
are currently DHH [93] and as such, American Sign Language (ASL) as their primary mode of
communication. But in the hearing-centric world we live in, the majority of the general population
do not understand ASL and inadvertently require DHH individuals to communicate in ways other
than their natural mode of communication. But in spite of its popularity, ASL has received very
little computational research attention, probably due to limited data and the complexity associated
with being a visual language in a mostly hearing-centric environment.
But the growing successes of translating between spoken languages have inspired machine transla-
tions of visual languages such as sign language into spoken/written ones and we discuss several of
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these methods in this chapter. But the absence of annotated large-scale, parallel phrase-level ASL
datasets and applicable NLP tools potentially qualifies it as a low-resource language.
Hence, in this chapter, we focus towards growing body of work in continuous sign language analysis
through the following:
• We collect an ASL dataset by recording expert signers as they sign written English phrases
provided. Although relatively small, to the best of our knowledge it is the largest phrase-level
ASL dataset available. This ASL linguistic dataset (which we refer to as ASLing) will be
made publicly available, to add to the growing body of sign language resources. Details are
provided in Section 2.
• We develop two novel dynamic multi-feature fusion architectures, tri-feature late fusion (TFLF)
and cross-feature dual fusion (CFDF), attention networks. These networks were designed to
translate signing videos of varying quality, focusing purely on translation without gloss, the
intermediary written symbolic representation of a sign language. We perform initial tests on
the German sign language (GSL) benchmark dataset, RWTH-PHOENIX-Weather, and obtain
state-of-the-art (SOTA) translation metrics. We then apply the architectures on ASLing and
test for the efficacy of transfer learning from the annotated GSL corpus to the low-resource
ASL one.
• We perform experiments using the dynamic multi-feature architectures on ASLing and com-
pare it with single features.
• We explore the explainability efficacy of the models and determine how each of the input
features contributes to the final translation. We accomplish this by visualizing the attention
weights over time, highlighting the influence of each feature over the sequence.
• We improve the performance of the unconstrained and uncontrolled ASLing dataset by trans-
fer learning from the larger well-tested German sign language (GSL) dataset.
In a real-life scenario, the input sign language video cannot always be captured in a controlled, and
well-balanced environment. Hence, in this work, we perform automated SLT on an unconstrained
and uncontrolled sign language dataset (ASLing) using a multi-feature fusion architecture shown in
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Figure 5.1: Multi-feature fusion for sign language translation.
Fig. 6.1. The model is adaptive to the variations in the input frames and attends to different features
based on the level of information rendered.
5.2 Related Works
Some popular related tasks target different modalities such as vision, audio, language, and others
target different features extracted from these modalities. Zadeh et al., [94] used a system of LSTM
with a multimodal state memory to store the dependencies like [95], but used a dynamic fusion
graph (DFG) to dynamically attend to three modalities - vision, language, and audio for sentiment
analysis. Tsai et al., [96] also considered the same modalities, audio, vision, and language but
used the transformer model to learn the importance between the different modalities with a goal
of classification. Sahay et al., [97] built upon [96] by passing a fused signal to the cross-modality
transformer model. This fused signal was obtained by performing a low-rank fusion of the input
features. Pre-fusion and post-fusion techniques were explored for video captioning using different
spatial, motion, dense features from the input frames by Jiang [98] using RNNs. Li et al., [99] used
the text, video, and audio modalities for scene description by concatenating different modality inputs
forming a long sequence of inputs fed to a transformer model thus attending. One of the recent work
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Figure 5.2: Tri-feature late fusion (TFLF) model for sign language translation (best viewed in color).
For space conservation only one transformer encoder block is expanded.
done by Huang et al., [100] consider audio and video for emotion recognition task perform model
level fusion by independently learning the attention in the audio and video modalities and fusing
them as input to another transformer model thus learning cross-modality attention. Sulubacak et
al., [101] provides a comprehensive study of different applications, modalities, and architectures
for multimodal machine translation tasks.
Sign language translation to spoken language is a challenging task because it is so dependent on
face and body movements as well as visual, spatial-temporal, location-based features derived from
the input video. Papadimitriou et al., [102] explores multiple features on three different datasets but
mostly targets word-level or gloss-level sign language recognition.
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5.3 Dynamic multi-feature for American Sign Language Translation
5.3.1 Input Features
To take full advantage of the multi-feature fusion models, we consider three different features from
the input video that highlight different modalities. We extract 2048 dimension CNN ResNet50
[86] features for each frame, pretrained on ImageNet [87]; these provide information on the visual
RGB frames. We obtain 25 points for the body, 21 points for each hand, and 70 face points from
OpenPose [48]. These points are (x, y) locations of the body, hands, and face. We convert these
raw locations into a canonical, smoothed, and normalized form which helps the model in better
learning and training without exploding gradients. The canonical form is obtained by scaling and
centering the points. To perform smoothing we use Savitzky-Golay (SavGol) [88] and perform
frame-to-frame smoothing and finally normalize the points to fall between 0 − 1. We also extract
2048 dimension vector for each frame from optical flow [103, 104] which provide the flow-based
information between consecutive frames.
Optical Flow:
The optical flow information for SLT captures the signs and movements of the signer from one frame
to the next until the end of the video. Typically, optical flow is categorized as sparse optical flow
and dense optical flow. Sparse optical flow helps in identifying edges and corners, thus considering
only some of the pixels in the frame whereas dense optical flow considers all the pixels in the
frame and thus helps in capturing movements in the frames. To calculate optical flow we use TV-
L1 [104] algorithm. This algorithm minimizes a function using L1 norm and regularization by
using the total flow variation. TVL1 algorithm is better at handling frames of poor quality and
provides better optical flow information than some of the traditional algorithms [105, 106] as seen
in Figure. 5.3. The algorithm initially calculates small displacements. Images are downsized to
detect displacements that are bigger than one pixel, and later are upsampled to the original scale.
Usually, the first step in the TVL1 algorithm is to form a pyramid of scales with downsampled input
images. The image is downscaled by convolving with a Gaussian Kernel and bicubic interpolation
is used for sampling. The results from the coarsest level are used as the initial point in the finer
levels. From the pyramid structure, the optical flow is calculated as different scales.
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Figure 5.3: Optical Flow output using Franeback Alogrithm (Top); TVL1 Algorithm (Middle).
Original frames are displayed on the last row.
We compute Optical Flow using the OpenCV library for TVL1 algorithm [107]. Two consecutive
frames are passed as input to calculate the flow movements between them. The flow information for
two consecutive frames is dumped into the file as an image. We continue this procedure for each
video until the end of the frame is encountered. We pad the videos as needed. These images are
then passed through pre-trained ResNet50 [86] to extract a 2048 size feature vector for each frame.
5.3.2 Tri-feature late fusion
The TFLF transformer model architecture is shown in Fig. 5.8. Three different input features (CNN,
OpenPose (OP), optical flow(OF)) extracted from the sign language video, highlighting different
modalities are fed to standalone transformer encoders. For each of the feature embeddings, the






This input is then fed to a 1D convolutional layer and the embeddings are fed to the transformer
encoder which learns multi-head self-attention. The query (Q), key (K), and values V for each of
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the individual transformer encoders are calculated as (5.2).
Kf = linear_key(inputf )
Qf = linear_query(inputf )
Vf = linear_value(inputf )
(5.2)
where, linear_key, linear_query, and linear_value are three individual linear layers learnt for the
input features (input_f), where, f ∈ {CNN,OP,OF}.
For all the features, the multi-head self-attention layers learn and attend to different aspects within
the individual features contributing towards improving the performance for the sign language trans-
lation task. The attention mechanism for one of the transformer encoder layer is shown in (5.3).






The feed-forward network is a linear layer calculated as shown in (5.4).
FFN(xf ) = max(0, xfW1 + b1)W2 + b2 (5.4)
W1 and b1 are the weights and biases respectively of the first linear layer. W2 and biases are
weights and biases of the second linear layer. xf is the output from the previous block. Only one
encoder layer is shown for illustration purposes, but during implementation, 3 layers are used. The
output from each of these encoder layers is then fused and fed as input to the TFLF block that
attends to the information collectively from all the three sets features under consideration. In this
way, late fusion is performed. Consider yf the output from each of the add and normalization blocks
of the transformer encoder, the TFLF input can thus be written as (5.5).
inputtflf = [yf1 : yf2 : yf3 ] (5.5)
yf 1, yf 2, and yf 3 are the outputs from the respective transformer encoders processing CNN, OP,
and OF features respectively.
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The TFLF transformer encoder equations are similar to 5.1 - 5.5). The output of the TFLF trans-
former encoder is fed to the decoder. We incorporate 3 decoder layers in our work. The decoder
takes in as input the word embeddings and performs masked-multi head attention by masking the
future words. TFLF encoder output is fed to the multi-head attention block in the decoder where
it learns the encoder-decoder attention and predicts the words after passing through a feed-forward
network, linear, and softmax layers.
Figure 5.4: Cross-feature dual fusion (CFDF) model for sign language translation.
5.3.3 Cross-feature dual fusion
The cross-feature dual fusion (CFDF) architecture is shown in Fig. 5.4. Three different input
features are simultaneously fed to the multi-feature cross-attention (CA) block after adding the
positional encoding (PE) information. These inputs are passed through a 1D convolutional network
before passing to the next stage.
To understand the CFDF architecture, let us consider one cross-attention block (Multi-feature cross-
attention-1) from Fig 5.4, details expanded and shown in Fig. 5.5.
Equation (5.6) describes how the attention for the two cross-feature transformer models attending
on the CNN features as the base feature is calculated:
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where,QCNN (CNN feature modality),KOP (OpenPose feature modality), VOP (OpenPose feature
modality) acts as the query, key, and value inputs, respectively, for the first cross-feature transformer
and QCNN (CNN feature modality), KOF (optical flow modality), VOF (optical flow modality),
respectively, for the second. Similarly, cross-attentions are calculated for the other multi-feature
cross-attention block 2 and 3 with their respective base features.
The fused output from the cross-feature transformer block is passed over to the self-attention block
(expanded and shown in Fig. 5.5) where the model learns a higher degree of attention between
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the cross-feature attention blocks. Similar representations are obtained from the other cross-multi-
feature attention blocks and self-attention blocks. The output from each of the self-attention blocks
is further fused before passing through a final linear layer to learn the projections.
The output of the encoder which represents the relation between different features of the input
video is passed as input to the multi-head attention block of the decoder thus learning the cross-
attentions between the different sign features and the attentions from the words. The decoder takes
in as input the word embeddings and performs masked-multi head attention by masking the future
words. CFDF encoder output is fed to the multi-head attention block in the decoder where it learns
the encoder-decoder attention and predicts the words after passing through a feed-forward network,
linear, and softmax layers.
5.3.4 Training details
The TFLF and CFDF based transformer models are trained on 1027 ASL samples and 7096 GSL
samples. Adam optimization is used with a learning rate of 1e−03 and a weight decay rate of 1e−03.
The maximum length of frames in each batch is chosen as the input sequence length and the decoder
is fixed at a maximum caption length of 30 based on the average length of the captions. The CFDF
model has 128.17 million trainable parameters whereas the TFLF architecture has 57.57 million
trainable parameters. The models have been trained for 70 - 150 epochs.
Architecture Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
ResNet50 features only (R50) Validation 24.75 16.04 11.56 8.95
Test 23.67 14.58 10.29 8.00
OpenPose features only (OP) Validation 24.82 15.87 11.53 9.07
Test 23.52 15.24 11.00 8.67
Optical Flow features only (OF) Validation 15.4 8.00 5.65 4.48
Test 15.11 8.15 5.88 4.73
TFLF dim Validation 28.00 18.25 13.46 10.68
Test 27.17 17.61 12.71 9.95
CFDF dim Validation 28.95 19.05 13.91 11.03
Test 27.33 18.18 13.26 10.46
Table 5.1: Results on the GSL dataset using TFLF and CFDF transformer architectural setting
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5.3.5 Performance Analysis
We test our dynamic cross feature dual model and tri-feature late fusion on the GSL dataset. We
initially trained our model using only a single attention block belonging to individual features which
mainly learns self-attention to understand how much each of the individual features contributes.
Further, we train our CFDF multi-feature fusion model using all three feature inputs. Our CFDF
and TFLF multi-feature fusion models perform better than the individual features by obtaining a
3 − 4 points increase across BLEU 1-BLEU 4 scores as shown in Table 5.1. BLEU-BiLingual
Evaluation Understudy [84] is a popular metric used to test the efficacy of predicted sentences with
respect to the ground truth. n-grams (number of words) from predicted caption are compared with
n-grams from the ground truth. Comparing individual words (1-gram) is referred to as BLEU 1, two
words (2-gram) as BLEU 2, and so on.
Architecture BLEU 1 BLEU 2 BLEU 3 BLEU 4
ResNet50 features only (R50) 10.70 4.67 3.21 2.66
OpenPose features only (OP) 10.23 6.79 5.8 5.36
Optical Flow features only (OF) 8.95 4.70 3.39 2.86
TFLF 14.62 8.97 7.18 6.31
TFLF (Transfer Learnt) 22.16 16.81 14.67 13.55
CFDF 13.98 7.64 5.60 4.59
CFDF (Transfer Learnt) 22.39 15.96 13.56 12.25
Table 5.2: Ablation study comparing the performance of the CFDF and TFLF multi-feature archi-
tecture with the single-feature architecture. The ablation study was performed on the low-resource
ASLing dataset. The results show the BLEU 1 to BLEU 4 (B1, B2, etc) values; TL is the result of
transfer learning from the GSL dataset, R50 - ResNet50, OP - OpenPose, OF - Optical Flow
We repeat the same experiments with the ASL dataset. From the results shown in Table 5.2, we
can see that the TFLF and CFDF models perform similarly well as they are trained on less number
of samples. To improve the performance we transfer learn from the best learned TFLF and CFDF
models from the GSL dataset to the ASL dataset. Transfer learning shows significant improvement
in the BLEU scores. The BLEU 4, and BLEU 1 scores improved by 7 and 8 points respectively,
for the TFLF model and by 8 points for both BLEU 4 and BLEU 1 for the CFDF model. We see
a 2 - 3 points boost in the BLEU 4 scores between the GSL and the transfer learnt ASL datasets
for both the TFLF and CFDF models. We are expanding the current realistic ASL dataset so that
transfer learning helps in boosting the BLEU scores considerably. Going forward, we will be using
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the TFLF model since TFLF gives similar results as CFDF but is more memory efficient.
5.3.6 Attention visualization
Figure 5.6: Attention visualization (best viewed in color). (a) best sample from the GSL dataset, (b),
(c) best samples from the ASL dataset. (1) ResNet50 based fused features, (2) optical flow based
fused features, (3) OpenPose based fused features. The samples chosen for visualization were one
of the few where the BLEU 1 - BLEU 4 scores were close to 100%.
To understand the contribution of these three sets of features we looked at one of the test samples
that gave the best BLEU scores for the GSL and the ASL dataset. The attention visualization is
shown in Fig. 5.6.
The x-axis on the visualization are the different frames of the video under consideration and the
y-axis is the combination of features. To visualize we store the attention weights from the last layer
of each CFDF encoder and plot the heatmap against the sequence of frames.
Fig. 5.6 (a) shows the attention for one of the best test samples of the GSL dataset. From the
frames, we can see that all the frames are pretty uniform in terms of the person annotating and
the background. Thus, the model seems to be attending to ResNet50 based fused features almost
equally in all the frames. The model attends to the optical flow based fused features where there
is motion between the frames, for example, frames 13 - 32, 63 - 70, see a lot of changes between
the consecutive frames leading to higher attention in these areas whereas, frames 47 − 61 seem
to have less motion between the signs leading to less attention. The model attends to OpenPose
based fused features strongly for some sections of the video. Similarly, we picked a couple of
samples from the ASL dataset which performed the best. From Fig. 5.6 (b) we can see that the
frames under consideration are very dark in terms of the RGB visualization. The quality of the
frames has a direct impact on the ResNet50 based fused features hence the model does not attend as
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well when the image quality is poor. We see a similar pattern in both the datasets where the model
attends fairly well to optical flow based features. We see a similar trend with OpenPose based fused
features as well. We see similar trends in the other ASL sample as shown in Fig. 5.6 (c) where the
image quality is low so the model does not attend as much to ResNet50 and optical flow based fused
features.
Overall, we can see that the model often attends to OpenPose based fused features the most as
OpenPose directly targets the hand, body, face keypoints which are the most essential for sign
language. The model benefits from ResNet50 whenever there is a good quality video and benefits
from optical flow whenever the flow movements between the frames are prominent. In a real-life
scenario, there is no surety of having a good quality sign video, controlled image, prominent hand,
and body movements, and/or face expressions. In situations like these, if only one of the features
is used as input to the model, the output may not be accurate as the model could not attend to
details based on the input feature. However, with fusion using CFDF, the model learns to attend to
information from each of the features whenever and wherever applicable making the model robust
to the changes in a real-life scenario.
5.3.7 Conclusion
In this work, we introduced the unconstrained ASLing dataset collected in real-world settings, where
the participants could dress in their regular everyday clothes (with multiple textures and colors) and
the signing videos were collected in arbitrary, unconstrained settings including the dorm rooms of
DHH students. We focused on developing models to help us understand how best to perform high-
quality ASL translation with multi-feature models, and in the absence of any gloss information.
To this end, we introduced the cross-feature dual-fusion (CFDF) architecture and provided it with
multiple features (ResNet50 visual embeddings, OpenPose - body, hands, and face keypoints, and
optical flow - frame-to-frame motion vectors) as inputs. We observed that this model dynamically
attended to the ResNet50 features when the visual quality of the input frame was good, but the
model attended more to the keypoints (body, hands, and face) for most of the frames. The model
also attended to optical flow whenever there was a lot of movement and good flow-based informa-
tion in the inputs. In our fusion work, we have focused on late fusion for both TFLF and CFDF
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architectures rather than early fusion. For early fusion, we would typically concatenate all the fea-
tures and then pass them through the attention models. But this defeats our purpose of finding which
feature contributes the most.
Additionally, we discovered that we could successfully fine tune from a larger dataset (GSL) to boost
the performance of the multi-feature fusion models on the ASLing dataset. This transfer learning
paradigm significantly increased the resulting BLEU 1-4 scores on ASLing. To understand the inner
workings of the models, we visualized the attention weights based on the three fused features and
found that the model dynamically learned and attended to each of these features based on the input
frame type.
In summary, in our research, we focus on improving the AI resources for ASL, which is still a low-
resource language, in spite of all the resources readily available for its spoken/written counterpart.
5.4 Effects of feature scaling and fusion on SLT
To perform SLT, we introduce a multi-feature fusion architecture, shown in Figure 5.8. The model
performs self-attention on individual features. The attention from individual features is then fed
as input to the multi-feature attention (MFA) module which performs fused attention. The fused
attention obtained from the encoder portion is then passed on to the decoder. The decoder takes as
input the word embeddings, specifically the words predicted from previous time steps. The encoder
output is used in the encoder-decoder attention block to attend to information between the visual
features + pose and word embeddings. The decoder then outputs spoken language translation.
The subsections below describe various blocks of the multi-feature fusion architecture in detail.
5.4.1 Input Features
Pose features:
We extract pose features from OpenPose [48], an open-source toolkit for extracting body keypoints.
We obtain x, y locations for 25 body-joint keypoints, 21 keypoints for each hand, and 70 facial
landmark keypoints, resulting in 274 points per frame. We keep the order of the joints the same
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as the original authors [48]. For frames where the lower body information is not available, the
landmarks are zeroed out. We obtain a canonical form of the frame keypoints, by centering all
points to the origin and scaling them to the same size. Examples of the canonical form of OpenPose
points are shown in Figure 4.1 1.
Scaled Features:
As sign language is challenging to segment, we aim to find implicit boundaries of signs by scaling
the input frames. We apply a sliding window encompassing multiple frames across the video,
resulting in overlapping video segments. The length of the sliding window can be 8, 12, or 16. The
frames in each video segment are passed to the pre-trained Inception 3D CNN [108] model to obtain
an output 1024 feature vector. This vector (or CNN embedding) is obtained for each video segment
as shown in Figure 5.7. The features obtained from each of these three scaling mechanisms are fed
to the multi-feature fusion model as shown in Figure 5.8.
Figure 5.7: 3D CNN Feature scaling. Scale 8 (blue), Scale 12 (green), Scale 16 (orange) are shown
(best viewed in color).
1These sample frames are not from the GSL dataset.
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Consider X1, X2, X3 to be the features processed by CNN8, CNN12 and CNN16 as shown in
Equation (5.7); where CNNm is the i3D pre-trained CNN network whose inputs take m-frames.
X1 ∈ CNN8{x1, x2, .., xn}
X2 ∈ CNN12{x1, x2, .., xn}
X3 ∈ CNN16{x1, x2, .., xn}
X4 ∈ OP8{x1, x2, .., xn}
(5.7)
Each xi in x1, x2, .., xn represents a group of frames; i.e. x1 for scale 8 is equivalent to frames
[0, 1, ...7], x2 is equivalent to frames [2, 3, ...9] and so on. For OpenPose we take the center frame
which is a good representation for the whole segment.
Having overlapping frames in the segment is important, as the model learns better from the repetition
of signs. Mirror padding is applied wherever needed so that the total number of frames for each
video is the same for all three scales.
5.4.2 Multi-feature fusion architecture with scaled features
Encoder
The pose and visual features obtained from the scaling mechanism are shown in Equation (5.7).
Here, X1, X2, and X3 are features obtained through the implicit boundary segmentation processed
by CNN8, CNN12, CNN16, respectively.
Positional encoding is added to the input embeddings before passing it to the self-attention blocks.
The positional encoding is essential to maintain the order information.
Each of the self-attention blocks (SCNN8, SCNN12, SCNN16, SOP8) compute the importance of
each frame with respect to all the frames by initially performing a dot product between them (QOP8,
KOP8). The Softmax obtained from the dot product is then used to calculate the actual weight that
each frame has in the original input by multiplying it again with the input frames (VOP8). This
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Figure 5.8: Multi-feature fusion architecture for sign language translation (best viewed in color).
(Notations are described in Section 5.4.)
attention calculation for one of the blocks SOP8 is mathematically described in Equation (5.8).






This attention is then passed on to a feed-forward network that learns two linear layers. Similar to
the original implementation [23] we retain the add and norm blocks, and, skip connections.
The output from individual self-attention blocks is then fused and passed onto the MFA module that
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now learns relations between the four features as shown in Equation (5.9).
MFA = (SACNN8 ⊕ SACNN12 ⊕ SACNN16 ⊕ SAOP8) (5.9)
Decoder
The decoder begins to output predicted words upon receiving the start-of-sentence < s > token.
Only the words at the particular time-step are visible to the decoder. The embeddings are passed
through a self-attention block for learning inter-relations between words. The decoder implements
attention, feed-forward network, add and norm, and skip connections similar to the encoder. In
addition to the above blocks, the decoder implements encoder-decoder joint attention in the multi-
head attention block. The output obtained from the decoder is the spoken language equivalent of
the sign language, thus performing continuous SLT.
5.4.3 Training details
The multi-feature fusion architecture is trained on 7096 samples from the GSL dataset. We obtained
the best performance by implementing 3 layers in the encoder and decoder, along with 2 heads for
multi-head attention in both the encoder and decoder.
During training, ground truth words were fed into the decoder at every time step and future words
were masked out so that the model learning did not underfit. Whereas, during inference time, only
predicted words at each time step are fed to the next time step, for a fair evaluation of the model.
We selected an initial learning rate of 1e−04 and a weight decay rate of 1e−03. The model saturated
after 80 epochs. We used an encoder embedding size of 256 and a custom decoder embedding size
of 256×#offeatures.
We evaluated our models on the test set by calculating BLEU [84] scores. BLEU score is evaluated
by comparing the predicted n-grams with the ground truth n-grams. BLEU 1 predicts 1-gram words,
i.e. it looks for matching individual words from predicted to ground truth. BLEU 1 scores are
usually high due to this as the order of words does not matter. The task gets challenging as the
model proceeds towards predicting longer grams. 2-gram words compare two consecutive words,
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3-gram compare 3 consecutive words, and so on. Because we are performing continuous SLT,
BLEU 3 and 4 metrics are the most crucial for our evaluation.
Architecture BLEU 1 BLEU 2 BLEU 3 BLEU 4
Conv2d-RNN [9] 27.10 15.61 10.82 8.35
Conv2d-RNN [9] + Luong Attention [22] 29.86 17.52 11.96 9.00
Conv2d-RNN [9] + Bahdanau Attention [78] 32.24 19.03 12.83 9.58
TSPNet-Sequential [109] 35.65 22.80 16.60 12.97
TSPNet-Joint [109] 36.10 23.12 16.88 13.41
Transformer (CNN8) (Ours) 25.22 16.29 11.87 9.31
Transformer (CNN12) (Ours) 24.48 16.01 11.71 9.31
Transformer (CNN16) (Ours) 25.96 17.09 12.52 9.91
Transformer (OP8) (Ours) 21.83 13.85 10.34 8.28
Multi-feature fusion (CNN8, CNN12, CNN16) (Ours) 29.34 19.86 14.81 11.83
Multi-feature fusion (CNN8, CNN12, CNN16, OP8) (Ours) 33.59 23.07 17.25 13.75
Table 5.3: Results on the GSL dataset using the multi-feature fusion architecture with scaled input
features.
Architecture BLEU 1 BLEU 2 BLEU 3 BLEU 4
Conv2d-RNN [9] 27.10 15.61 10.82 8.35
Conv2d-RNN [9] + Luong Attention [22] 29.86 17.52 11.96 9.00
Conv2d-RNN [9] + Bahdanau Attention [78] 32.24 19.03 12.83 9.58
TSPNet-Joint [109] 36.10 23.12 16.88 13.41
Transformer (CNN8) (Ours) 25.22 16.29 11.87 9.31
Transformer (CNN12) (Ours) 24.48 16.01 11.71 9.31
Transformer (CNN16) (Ours) 25.96 17.09 12.52 9.91
Transformer (OP8) (Ours) 21.83 13.85 10.34 8.28
Multi-feature fusion (CNN8, CNN12, CNN16) (Ours) 29.34 19.86 14.81 11.83
Multi-feature fusion (CNN8, CNN12, CNN16, OP8) (Ours) 33.59 23.07 17.25 13.75
Table 5.4: Results on the GSL dataset using the multi-feature fusion architecture with scaled input
features.
5.4.4 Performance Analysis
To test the efficacy of our scaling mechanisms, we initially ran the single-input baseline transformer
(on each of SCNN8, SCNN12, SCNN16, SOP8) using their respective individual features. From the
results shown in Table 5.4 we can see that baseline scaled features perform better than some of the
state-of-the-art methods like Conv2d-RNN, for BLEU 3 and 4. [9].
In addition to individual features, we perform a tri-feature experiment by passing only the three
scaled CNN features through the multi-feature fusion architecture. Our model outperformed the
best sequence model Conv2d-RNN, with attention [9] by achieving a 43.53% higher BLEU 4 score.
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Our proposed model improves the translation results with the addition of OpenPose features and the
4-feature network outperforms the state-of-the-art [109] by achieving higher BLEU 3 and 4 scores.
5.4.5 Conclusion
In this work, we studied the effects of implicit boundary segmentation in signs and the effects
of multi-feature fusion architecture for sign language translation without transcription. Using a
sliding window approach we segmented the input video into multiple segments with overlapping
frames. Our fusion architecture performed different levels of fusion, firstly it learned self-attention
by learning relationships between different frames of the input video, and secondly, it performed
multi-feature attention by learning the relations between the four sets of features.
Our model outperformed the recent state-of-the-art translation model by achieving higher BLEU 3 -
BLEU 4 scores. It outperformed the state-of-the-art sequence networks with attention, by achieving
a 43.53 % higher BLEU 4 score. Higher n-gram accuracy (BLEU 3, BLEU 4) indicates that the
model is robust enough in predicting longer grams. In the future, we will consider benchmarking
on larger datasets.
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6. SignNet: Two-way Sign Language Interpreta-
tion using Metric Embedded Learning
6.1 Motivation
Two-way voice-controlled systems are becoming more popular with recent advances in technol-
ogy. For example, Alexa by Amazon, Siri by Apple, Bixby by Samsung, etc. These systems have
proven extremely beneficial for hearing and speaking, but not necessarily so for the Deaf-and-Hard-
of-Hearing (DHH) community. In this work, we present a two-way sign language interpretation
network.
The main intellectual merit of this work is the introduction of a novel learning mechanism, SignNet,
consisting of several different aggregated losses, including a novel similarity metric-based loss,
useful for 2-way sign language interpretation. We also present two paradigms for training, (i) a
coupled model which jointly trains both the pose-to-text branch and the text-to-pose one, by prop-
agating the losses through both branches in the entire network; and (ii) a decoupled model which
trains each branch separately using its own predefined losses. We do this to determine if jointly
training the coupled model has any performance improvements over the decoupled one.
We found the performance of the two training paradigms to be on-par, where one branch of the
model performed better with decoupled training, while the other branch performed better in the
coupled model. This implies that the two tasks are relatively independent and one branch of the
model does not necessarily leverage the training information previously learned from the other
branch.
The main societal benefit of this work is the presentation of a first attempt at a 2-way end-to-end
sign language interpretation, useful, not only to the hearing-centric population (as is the case for
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most SoTA AI models for continuous sign language translation) but also to the DHH community.
This is important as it allows both the hearing and the DHH to converse freely with each, in their
own first or preferred natural language. The model we present not only translates sign-poses to text
but also takes as input text, and translates this back to sign-poses.
Importance of context learning in sign language translation
Sign language has some unique linguistic aspects that prove very challenging for automated sign
translation, especially those that involve the use of the 3D space around the signer (referred to as the
“signing space”) [110]. While conversing, a signer will often associate places, people, and different
entities with specific 3D locations close to her body. For example, a signer could finger-spell the
name J.a.n.e.t., the first time that person is mentioned in the conversation. The signer would now
point to a location around her body and a spatial reference has now been created associating the
person named Janet to that 3D location. In the course of the conversation, every instance in which
the signer wants to refer to Janet, she will point to that location, the spatial reference point. In
some instances, the signer may instead aim her gaze or tilt her head at the 3D location. As the
conversation progresses and Janet is no longer in context, that reference point diminishes.
As another SL linguistic example, a signer may create spatial reference points, one on her left
side for the subject and another on her right side for the object of the verb. In the course of the
conversation, if there is a need to compare and contrast the subject and object, the signer may twist
her waist and aim her torso to the right when discussing the object and then twist to the left for the
object. This seeming exaggerated movement stresses which of the entities is being discussed and
this is called contrastive role shifting.
There are significantly many more such 3D linguistic structures in sign language, where the context
of the conversation is imperative in fully comprehending and translating the signs.
For these reasons, the ability to capture long-range contexts in signing, is critical to the success of
2-way sign language translation.
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6.2 Related Works
Although the domain of video translation using deep learning is fairly new there have been few
significant works that have changed the way videos are processed and translated. Sign Language
Translation being one of them, is a complex problem that has required researchers a significant
amount of time to come up with a decent solution. One such solution was proposed by Necati et al.
[111] where a transformer model was built to recognize and translate sign language and was tested
on RWTH PHOENIX-Weather-2014T (PHOENIX14T) dataset [112].
Many systems have been introduced and created to make it easier for deaf and hard of hearing
people to communicate effectively using visual aids to produce signs based on fabricated sentences
[113], [114], [115] . Different methods have been proposed to generate signs among which the
avatar production [116], the Neural Machine Translation [117] have shown significant performance
[118]. Due to their rather robotic appearance, the avatar systems did not receive much attention
from the DHH community. To remedy this, Ebling et al. [119] gave it a more humanized form to
eliminate the uncertainty of using sign language systems for effective communication.
In recent times, the quality of the production of signs has been enhanced using advanced neural
network models. A system called Text2Sign was developed by Stoll et al. in which Generative
Adversarial Networks were used to generate the sign videos. While Text2Sign had more appealing
sign forms, Zelinka et al. [120] generated signs using a skeletal model based on the Openpose [121]
framework. Each of these models presents sign generation per word in each sentence, Saunders et
al. improve this by producing 3D continuous signs by utilizing gloss for human pose generation.
This model was termed Progressive Transformer [122]. Using this Transformer model and Mixture
Density Networks the same authors built a 3D multi-channel sign language production architecture
[111].
6.3 SignNet: Two-way SLT
In our work, we present two-way SLT, SignNet, using two training paradigms, a coupled model
and a decoupled model. Our SignNet architecture, as shown in Fig. 6.1, depicts the functioning of
a coupled model. In the coupled SignNet we jointly train pose-to-text and text-to-pose networks.
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Figure 6.1: SignNet: Two-way Sign Language Translation. La, Lb, Lc, andLd are the losses used.
Details in Section 6.3 (Best viewed in color).
Both the networks follow the encoder-decoder mechanism with different goals.
6.3.1 Coupled SignNet Pose to Text:
We obtain 3D pose features [120] by passing in 2D OpenPose joints [46] as input. Keeping pose
generation in mind we mainly target hand joints, finger joints, and body joints until trunk. All
these constitute 50 joint locations, thus giving us a vector of size 150 for each frame. The input
can be denoted as POSE = {[(x01 , y01 , z01), . . . , (x1491 , y1491 , z1491)], . . . , [(x0N , y0N , z0N ), . . . ,
(x149N , y149N , z149N )]}, where (x, y, z) represent the 3D joints and N is the number of frames.
To retain the input ordering information we follow a similar pattern [23] and implement positional
encoding for our input joints representation. For illustration purposes only, Fig. 6.1 shows how
this positional encoding can be interpreted. Since sign language heavily depends on the context as
explained in Section 6.1, we learn temporal dependencies by co-relating all the frames with respect
to a single frame, continuously for all the frames, thus learning the context that is otherwise lost. To
this end, we perform context learning between frames by initially computing the dot product of one
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frame (Q) with all other frames (K) of the video under consideration. To avoid exploding values
after dot product, we scale
√
d [23] and then finally to retain the context information relevant to each




)V ) is applied on these frames (V). These embeddings
are then passed through a linear layer for improved features. We follow a similar pattern on the
decoder side by initially obtaining word embeddings for each word, adding positional information,
and then learning context between different words. Additionally, we learn the mapping between the
frames and the words by taking the context information from the encoder and performing a scaled
dot product with word-based attention. These embeddings are then passed onto a linear layer and
softmax to predict continuous text or gloss.
6.3.2 Coupled SignNet Text to Pose:
The bottom part of Fig. 6.1 performs text to pose. The working of this block is similar to the
pose-to-text explained above. Output from pose to text network is fed as input to the text to pose
network. During training, we feed in actual information to facilitate better learning. The encoder
portion now learns the context between different words of the sentence and the decoder portion
learns the context between frames individually, and between frames and words. The output of this
network is the respective pose which is fed back to the pose to text and the cycle continues until the
learning saturates.
Since both the networks in coupled SignNet target different goals (good translation and good pose
prediction) we implement four different loss functions explained in the next subsection and back-
propagate the total loss throughout the whole network (coupled SignNet pose to text and coupled
SignNet text to pose), thus successfully performing end-to-end learning for translation and pose
prediction.
In the decoupled SignNet, we train the two networks showed in Fig. 6.1 individually. The working
of these individual networks is the same as explained in the above sections.
6.3.3 Metric Embedded Learning for Pose Similarity
We are interested in ensuring that the predicted pose-based signs in the text-to-pose (T2P) arm of the









Figure 6.2: The loss based on sign similarity metrics minimizes the distance between a Baseline
sign (ground-truth) and the Truth-like sign (the prediction for a sample-under-investigation), while
maximizing the distance between the Baseline and a falSe sample( a different truth sign selected
from the same batch as the sample-under-investigation). The LHS shows the the sets of samples
before training and the RHS shows how similar signs are close, while different ones are far apart in
the embedding space.
signs and as distant as possible to other signs in the same batch. See Fig. 6.2 provides a visualization
of the desired mechanism.
To accomplish this, we can have
‖f(B)− f(T )‖2︸ ︷︷ ︸
d(B,T )
−‖f(B)− f(S)‖2︸ ︷︷ ︸
d(B,S)
≤ 0 (6.1)
where B is a baseline sign, T is a truth sign required to be as similar to B as possible and S is a
false sign (not as similar to the baseline); d(.) is the distance function.
To avoid the trivial solution where our function f(.) will produce zero or one where f(B) = f(T ),
similar to [123], we introduce a margin to impose a stronger constraint. The resulting distance
function d(B, T, S) is given in Equation 6.2:
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Figure 6.3: Ground Truth (Top) and Predicted (Bottom) poses using metric embedded learning. Test
samples with lower loss and same time frames are chosen.
d(B, T, S) = max( (d(B, T )− d(B,S) + α), 0 ) (6.2)
We refer to the loss derived based on this distance as the pose similarity metric-based loss function,
given in Equation 6.8, and is useful for enhancing the performance of the text-to-pose arm of the
2-way SLT training mechanism.
Choosing the similarity metric samples: While any random choice can readily satisfy d(B, T )+
α ≤ d(B,S), the underlying neural network will simply not learn if it gets it right too many times.
But if the choice of samples is done such that d(B, T ) ≈ d(B,S), the network is forced to work
hard to learn the differences. This seemingly simple choice significantly increases the efficiency of
the learning algorithm. We, therefore, select our samples in the following manner:
Consider a batch ‖B‖ = 4, where we are interested in calculating the similarity loss for the first
sample i = 1. The baseline here is the ground-truth sign which we will refer to as B(i). The truth
T (i) is the network prediction for sample i. Lastly, the false value S(i) is the ground-truth for any
other sample j 6= i ∈ {B}, where j is randomly selected.
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6.3.4 Loss functions for training SignNet
Recognition loss (La)
Gloss definition: Gloss is the written set of notations used to transcribe sign language into its
written/spoken counterpart. Given that sign language is a visual-spatial language, in the absence
of videos, gloss notations can be used to capture the sign-for-sign word ordering. It does this
by providing different symbols useful for representing the spatial-temporal, facial, and 3D body
grammar present in sign language. The grammar of a spoken/written language is very different from
that of its sign language counterpart, where even the communication modalities are very different.
Gloss-driven recognition: For this reason, it is imperative to train the 2-way SL interpretation
model using the recognition loss in addition to the translation loss described earlier. Recognition is
an important intermediary step in the pose-to-text (P2T) branch of the 2-way SLT training mecha-
nism.
Given the input sign video, as a sequence of sign poses V = (s1, . . . , sT ) and the sequence of
glosses G = (g1, . . . , gN ) corresponding to V , the goal here is to learn p(G|V ). Because this
sign to gloss mapping is monotonic and the word orderings are relatively consistent between signs
and glosses, though requiring alignment between sequences of varying lengths, we employ the
connectionist temporal classification loss, or CTC loss [124] for SL recognition.
CTC computes the loss between the unsegmented stream of input sign-pose embeddings and the
target sequence of glosses. First, we obtain the pose-level gloss probabilities p(gt|V ) by projecting
the embeddings through a linear layer and softmax activation.
Then if we consider a path π = (π1, · · · , πT ), the probability of a viable path given the video can






whereM is the set of viable paths in the sequence G;
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Hence,
La = Lctc = 1− p(GT |V ) (6.4)
where GT is the ground-truth gloss sequence corresponding to video V .
Translation loss (Lb)
The primary task of the pose-to-text branch of the 2-way interpretation model is to generate a writ-
ten/spoken language sentence S = (w1, . . . , wU ) given a sign video V , as defined previously. The
translation process discussed here aims to learn p(S|V ). Going from pose to sentences, in the








where U is the length of the sentence and Z = (Zj,k) = [z1, . . . , zU ]> is the probability distribution
of the sentence when translated; Zj,k is the probability of word wj having a word label k, given
wj−1.
Lb = 1− p(ST |V ) (6.6)
where ST is the ground truth sentence corresponding to video V , comprising of the aggregation of
the ground truth probability of words during the decoding phase.
L2 Regression loss (Lc)
The objective here is to learn the probability p(V |S) of producing a sequence of sign-poses V =
(s1, . . . , sT ) over T time steps, given a spoken/written language sentence S = (w1, . . . , wU ) having
U words. Similar to the translation loss Lb described above, this L2 regression loss is also com-
puted from the output of the decoder, although this occurs in the text-to-pose branch of the model.
Given the text sentence S as the inputs, the completed decoder output sequence of pose-signs can
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be expressed as ŝ1:T = ŝ1, . . . , ŝT . The Mean Squared Error (MSE) loss between the predicted
sequence, ŝ1:T , and the ground truth,sT1:T is given as:





(sT1:T − ŝ1:T )2 (6.7)
Sign similarity metric-based loss (Ld)
As shown in Figure 6.1, Ld is calculated at the text-to-pose arm of the 2-way mechanism and was
introduced to reduce the network confusing similar signs. Details of the Sign similarity metric are
given above in the section on gloss-driven recognition.




d(B(i), T (i), S(i)) (6.8)
Justification: There is only a finite number of valid poses that make up a valid sign, hence there is
often significant overlap between signs in the same batch. Without the strong constraint to separate
truth and false examples, the network tends to readily confuse signs when predicting them from
input text.
Total loss L
The total loss for the 2-way end-to-end SLT architecture involves losses computed from the both
the T2P and P2T branches of the model (as described above), and is given as
LTotal = λaLa + λbLb + λcLc + λdLd. (6.9)
In our experiments, using a grid search we found , we obtained the best performance with λa = 5,
λb = 5, λc = 100 and λd = 100. Because the loss functions are computed differently, they required
large ranges of weights to balance each other out, and give the best performance for the overall
model.
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6.4 Experiments and Results
6.4.1 Dataset
We evaluate our coupled and decoupled SignNet on one of the largest publicly available sign lan-
guage datasets, the RWTH-PHOENIX-Weather dataset (RWTH),[1]. The sign videos in this RWTH
dataset are based on German weather forecast airings. Each frame is of size 210× 260 pixels with
videos recorded at 25 frames per second (fps). We use the same split (7096/519/642, train/dev/test)
as provided [1].
6.4.2 Metrics
To evaluate our SignNet pose to text translation we use BiLingual Evaluation Understudy (BLEU)
[84] metric that evaluates how good the translation is by comparing the predicted text to its ground
truth equivalent. BLEU 1 - BLEU 4 evaluates the performance based on 1-gram (individual words)
to 4-gram words (group of consecutive four words). Additionally, we evaluate our text to pose
SignNet network using Dynamic Time Warping (DTW) [125] metric that helps in aligning the poses
as close to ground truth as possible. During coupled SignNet training we use DTW as our evaluation
metric and optimize the end-to-end network for the lowest DTW score. For our decoupled SignNet
networks, BLEU is used as the evaluation metric for the pose to text translation and DTW is used
for text to pose translation.
6.4.3 Optimization and implementation
The input to SignNet coupled pose to text and decoupled pose to text is 3D poses generated by
extracting 2D openpose [46] joints and then converting it to 3D [120]. We dropped facial joints and
only choose body, hands, and fingers. Of all the body joints we only choose joints from head to the
trunk. The ordering of chosen joints closely follows openpose [46] structure. Our coupled SignNet
provides the best performance when using 7 encoder layers and 2 decoder layers(see Fig 6.1 top).
We use an embedding dimension of 128. Similarly, for the bottom portion (in Fig. 6.1) of coupled
SignNet, 2 encoder and decoder layers have shown optimal performance. We optimize our SignNet
by using Adam optimizer [126]. We use a learning rate of 0.001 with plateau scheduling.
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Experiment type Set BLEU 1 BLEU 2 BLEU 3 BLEU 4
PT G2P [122] Dev 32.4 20.5 15.08 11.93
Test 31.8 19.19 13.51 10.43
PT T2P [122] Dev 31.41 19.97 14.80 11.82
Test 31.36 19.04 13.54 10.51
2D Pose (using decoupled SignNet) Dev 24.12 13.84 9.26 6.55
Test 23.42 13.13 8.75 6.32
Coupled G2P (ours) Dev 34.9 20.28 13.62 9.83
Test 35.53 21.13 14.35 10.35
Coupled T2P (ours) Dev 32.04 18.22 12.10 8.62
Test 33.18 18.98 12.54 8.77
Decoupled G2P (ours) Dev 39.01 23.08 15.41 10.98
Test 39.14 23.98 16.41 11.84
Decoupled T2P (ours) Dev 37.05 22.14 15.04 10.83
Test 36.76 21.78 14.77 10.66
Table 6.1: Translation performance on predicted poses using coupled and decoupled SignNet. G2P
- Gloss-to-Pose, T2P - Text-to-Pose.
Experiment type Test
BLEU 1 BLEU 2 BLEU 3 BLEU 4
PT G2P [122] 31.8 19.19 13.51 10.43
PT T2P [122] 31.36 19.04 13.54 10.51
Decoupled G2P (ours w/o metric-based loss) 36.41 20.97 13.52 9.04
Decoupled T2P (ours w/o metric-based loss) 36.19 20.77 13.27 8.8
Decoupled G2P (ours w/ metric-based loss) 39.14 23.98 16.41 11.84
Decoupled T2P (ours w/ metric-based loss) 36.76 21.78 14.77 10.66
Table 6.2: Translation results using decoupled SignNet with (w/) and without (w/o) metric-based
loss for sign similarity.
6.4.4 Discussion
We perform various experiments and compare our coupled and decoupled SignNet networks. Table
6.1 highlights the pose generation capabilities from our SignNet networks. We test coupled Gloss-
to-Pose (G2P) and Text-to-Pose (T2P) by initially generating the poses on the dev set and test using
the bottom part of the trained network described in Fig. 6.1. After the poses are generated, we
pass the poses back as input through the top part of the trained network described in Fig. 6.1.
This helps us in determining how good our predicted poses are. For decoupled SignNet, we obtain
the pose predictions using the individual trained network and use the predicted poses to get the
translations (translation model trained individually). In Table 6.1 we compare the performance
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Experiment type Test
BLEU 1 BLEU 2 BLEU 3 BLEU 4
Conv2d-RNN [9] 27.10 15.61 10.82 8.35
Conv2d-RNN [9] + Luong Attention [22] 29.86 17.52 11.96 9.00
Conv2d-RNN [9] + Bahdanau Attention [78] 32.24 19.03 12.83 9.58
Feature scaling (OP8) [127] 21.83 13.85 10.34 8.28
TSPNet- Single 8 [128] 30.29 17.75 12.35 9.41
TSPNet- Single 12 [128] 29.02 17.03 12.08 9.39
TSPNet- Single 16 [128] 32.52 20.33 14.75 11.61
TSPNet-Joint [128] 36.10 23.12 16.88 13.41
Decoupled P2T (w/o metric embedded learning) 34.3 20.13 13.24 9.05
Coupled P2T for G2P (ours) 36.67 22.06 14.96 10.85
Coupled P2T for T2P (ours) 37.15 22.67 15.51 11.30
Table 6.3: Translation results using coupled and decoupled SignNet.
of our translations for predicted poses using our metric embedded learning mechanism with pose
generated result [122] and decoupled 2D OpenPose. Our metric embedded learning boosts the
performance of decoupled SignNet by achieving BLEU 1 score improvement 31.80/31.36 (G2P/
T2P)→ 39.14/36.76 (G2P/ T2P) and 10.43/10.51→ 11.84/10.66 (G2P/ T2P) when compared with
existing methods. We achieve significant improvement for BLEU 1 - BLEU 4 in comparison with
[122]. To test how 2D pose points would perform we trained the decoupled SignNet with 2D pose
generated from OpenPose [46] and compared it with our decoupled SignNet. We can see that
decoupled G2P/T2P provides large improvements (BLEU 1: 23.42→ 39.14/36.76, BLEU 4: 6.32
→ 11.84/10.66) when compared with 2D poses.
To verify that our metric embedded learning helps in improving the pose generation, we evaluate
our decoupled model with and without metric embedded loss. Table 6.2 shows that our decoupled
SignNet with metric embedding loss provides a good boost in performance by achieving higher
BLEU 1 - BLEU 4 scores thus proving its efficiency.
Additionally, we tested how the text/gloss translation part of the network benefits from our coupled
and decoupled SignNet networks using our combination of losses and metric embedded learning,
respectively. In Table 6.3 we compare our translation results with existing single feature networks.
While the first three results [9] use CNN features, the fourth one [127] uses pose features like ours.
Our coupled SignNet boosts the BLEU 1 scores from 32.52→ 37.15, and significant improvements
75
Ground Truth Predicted
G: liebe zuschauer guten abend G: liebe guten abend
E: dear viewers good evening E: love good evening
G: im süden freundliches wetter G: im weht wetter
E: in the south friendly weather E: in the blowing weather
G: und nun die wettervorhersage für morgen
sonntag den fünften dezember
G: und die wettervorhersage für morgen
donnerstag den achtzehnten juli
E: and now the weather forecast for tomor-
row sunday the fifth of december
E: and the weather forecast for tomorrow
thursday the eighteenth of july
G: der wind weht meist schwach aus unter-
schiedlichen richtungen
G: im weht schwach schwach aus unter-
schiedlichen richtungen
E:the wind usually blows weakly from dif-
ferent directions
E: im blowing weak weak from different di-
rections
G: sonst ein wechsel aus sonne und wolken G: im seltener aus sonne und wolken
E:otherwise an alternation of sun and clouds E: in the seldom sun and clouds
Table 6.4: German translations using predicted pose generated from decoupled SignNet (G: Ger-
man, E: English)
in BLEU 2 - BLEU 4.
When selecting our best SignNet for pose generation, Fig. 6.3 shows how our predicted pose closely
aligns with the ground truth and in Table 6.4 we list out some of our best translations.
Between our coupled and decoupled SignNet, we expected joint training to improve performance,
rather the change in the loss function made a significant impact by rendering better poses and trans-
lation. Our decoupled SignNet performs better than coupled SignNet because the latter is trained
end-to-end to minimize the error towards pose generation. Due to this the sign to text translation
network (upper half of Fig. 6.1) is not optimized enough and does not provide better results when
evaluated on generated poses. However, decoupled SignNet individually optimizes each branch of
SignNet thus providing better translations on the generated poses.
Limitations: The main limitation of our proposed SignNet model is its exposure to only a rela-
tively small annotated training dataset, especially when compared with the larger datasets tradition-
ally used in computer vision for similar video-to-text and text-to-video problems. Also, although
we have developed a context-aware architecture, many aspects of sign language involving the long-
range temporal dependencies among signs are still not well understood in current-day automated
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SLT models. For example, it is not clear that a model such as proposed here can incorporate the
unique but commonly-used SL linguistic spatial constructs such as the repeated use of spatial refer-
ence points, as described in Section 6.1.
6.5 Conclusion
In this chapter, we have presented SignNet, a 2-way sign language interpretation model which com-
bines several different losses, in particular a novel similarity metric-based loss which significantly
improves our translation performances. Because sign language has many linguistic aspects that
involve the 3D space around a signer, which create the context for ensuing signs, SignNet is a
context-aware network, that has successfully learned temporal dependencies by co-relating all the
frames in an input sequence (whether input signs or input text) to each frame in the sequence.
To address 2-way translation, SignNet has two branches, one that converts text-to-pose and the
other branch pose-to-text. In training the two branches, we explored the efficacy of jointly training
(by back-propagating the losses from the more challenging branch, text-to-pose through the entire
system) versus singly training the two branches. We found that the training paradigm did not make
any real significant impact on performance, and the results obtained from both the coupled and
decoupled models were on par. The main contribution to the performance boost was the inclusion
of the similarity metric-based loss.
We demonstrate that SignNet predicts “good” signs when presented with input texts in scope, and
also produces “good” text when presented with sign inputs. We show this by qualitatively examining
predicted signs and compare them with their ground-truth counterparts. Similarly, we qualitatively
compare predicted texts with the corresponding ground truth. When compared to similar state-of-
the-art (SoTA) unimodal algorithms, SignNet yields by far the best results especially with respect to
BLEU1-3 scores. BLEU4 scores are statistically on par with other SoTA algorithms when perform-
ing either of the 2-way tasks. Although there is still much to explore in our future work, we have
successfully presented the first attempt at a 2-way end-to-end sign language interpretation, useful to
both the hearing and the DHH population.
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7. Conclusion
Automated sign language translation facilitates in creating a flexible and accessible communication
platform between signing and non-signing people. This thesis contributed to the ongoing research
in SLT by mainly focusing on improving the performance of SLT in a realistic environment by
introducing real-world datasets and by proposing novel architectures that embark as the new SOTA
models for SLT without any gloss. This thesis not only focused on SLT helping the hearing-centric
but also an end-to-end model to facilitate both hearing and non-hearing populations by going from
sign to text to sign translation.
In Chapter 2 we discussed various sign languages used in this work, German Sign Language (GSL),
American Sign Language (ASL), Chinese Sign Language (CSL), and American Sign Language
(ASLing - introduced). Although SL videos collected in a controlled environment with uniform
background, illumination, and colors of clothes, like the GSL, helps in getting better quality results,
this is not always possible. In real-world the sign language video could be very noisy with non-
uniform background (clutter), a variety of colored clothes, poor illumination, etc (ASLing). Thus,
in this thesis, we introduced ASLing collected in real-life settings. Additionally, we can conclude
that since GSL is collected from weather airings, the vocabulary corpus isn’t as widespread as
needed to generalize the SOTA models. The embedding space between GSL and ASLing provides
us with a baseline on how a realistic dataset should look like.
We studied how SLT has evolved from sequence modeling to transformer based modeling in Chap-
ter 3. In the thesis, we performed various experiments using traditional models like recurrent neural
networks, sequence-to-sequence modeling with and without attention, transformer modeling, se-
quence modeling with RL, and human evaluation. Based on the single feature SLT experiments in
Chapter 4, we can conclude that the attention mechanisms in the transformer models have by far
helped in boosting the SLT performance and thus created a good baseline for our future experiments.
Additionally, we found that based on the type of video (quality, background, illumination, etc) the
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performance of the sign languages varied. For videos with good quality, uniform background,
and clothes, CNN features provided good information leading to better SLT. However, videos of
poor quality with noise, pose-based features helped in extracting relevant information. Since in
real-world it is not certain what type of video/frames will be encountered, we proposed a novel
multi-feature fusion architecture in Chapter 5. We mainly targeted using our own ASLing dataset
to evaluate the efficacy of our fusion architectures. Since ASLing is still a low-resource dataset
we showed performance improvements on SLT by transfer learning from another high-resource SL
dataset like GSL. Furthermore, as SL is challenging to segment we introduce feature-scaling by us-
ing 3D CNN features. We leverage our fusion architecture and create new SOTA results by beating
the scores on popular datasets like GSL.
Finally, focusing only on improving sign-to-text is not enough as it only puts the emphasis on facil-
itating communication from the hearing-centric population. To facilitate two way communication
between hearing and non-hearing centric people we introduced SignNet. SignNet jointly trains sign
to text and text to sign using a metric embedded learning mechanism. To the best of our knowledge,
we are one of the first ones to introduce such a complete system to perform end-to-end joint training




In this chapter some prospective future work based on the current thesis are highlighted:
Figure 8.1: Person Detector
• Implementation extensions:
Evaluate across different attention models, derived from - FairSeq [129], joeynmt [130], hug-
gingface [131] to compare and contrast settings that bring out the best in SLT. The best setting
can then be used in the multi-feature fusion and SignNet architectures.
• Feature exploration:
1. Instead of using OpenPose to generate the body, hands, and face points, use a separate
hands detector, face detector (E.g. OpenFace), body detector.
2. Using generative adversarial networks (GANs) re-generate joints (body, hands, and face)
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from input joints.
3. Two-step detection and SLT: This will be one of the first steps in prototyping for real-time
SLT. In the two-step detection as shown in Fig. 8.1, initially detect the signer in the video and
then extract CNN features required for SLT.
4. We are also interested in seeing how Unipose (2D and 3D) pose estimations [132, 133] aid
SLT.
• Expansion and application:
Our SignNet architecture can be further expanded towards novel applications like SonicASL
[134]. When the asl signer signs, the doppler technology in the headphones senses the move-
ments in the soundwaves and translates them to text.
• Dataset Expansion:
ASL is still a low-resource dataset. We are currently analyzing 174 hours of ASL data scraped
from the web. Potential next steps would be to try and run the multi-feature fusion architecture
and SignNet on this dataset.
Figure 8.2: ASL data scraped from web
• Conversational Sign Language:
Narrative (like storytelling) is very different from conversation. Much of the work in SLT
falls under the narrative category. Little to no work on conversational SLT. SignNet is the first
step towards conversational SLT. Instead of just narration, we would like to flow like a natural
communication. Both parties communicate in their own natural mode of communication.
There is a centerpiece that helps in quicker conversion from sign to text and text to sign and
this is where our SignNet will be beneficial.
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1. TACCESS: Deep Learning Methods for Sign Language Translation [135].
2. AAAI 2021 (Doctoral Symposium): A Computational Approach to Sign Language Under-
standing [136].
3. Interspeech 2021: Effects of Feature Scaling and Fusion on Sign Language Translation [137].
4. Face and gestures 2021 (Accepted): Dynamic Cross-Feature Fusion for American Sign Lan-
guage Translation (accepted )
5. Face and gestures 2019 - Large scale sign language interpretation [3].
6. CVPR 2022:SignNet: Text to Sign Language Translation using Metric Embedded Learning
(In submission).
7. TPAMI 2022: The role of transformers in SLT (Future submission).
8. IJCAI 2021: Exploring Effective Visual Features for American Sign Language Translation
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9. ICMI 2021: Practical Sign Language Translation for a Variety of Input Signs (Rejected).
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B. SignNet Ablations
In this chapter, some of the ablations performed to obtain the best settings for decoupled SignNet
are shown in Table B.1. We performed experiments by varying the number of encoder and decoder
layers and heads, varying the dimension, and by varying the recognition and translation weights.
Red-colored row (Row 20) indicates the experiment that fetched us the best poses (G2P and T2P).
Exp No Decoupled Experiment type
B4 B3 B2 B1 B4 B3 B2 B1 # Layers # Heads Embd size # Layers # Heads Embd size Recognition Wt Translation Wt
1 P2T 10.27 14.77 22.18 37.01 10.27 14.6 21.81 36.69 2 2 128 2 2 128 5 1
G2P 7.51 11.17 17.49 30.71 8.15 11.75 18.04 31.08
T2P 7.71 11.45 17.74 30.83 7.69 11.24 17.59 30.53
2 P2T 9.96 14.32 21.68 36.4 9.76 13.9 20.83 35.4 3 2 128 2 2 128 5 1
G2P 7.25 10.88 17.35 30.82 7.17 10.61 16.7 29.94
T2P 7.04 10.63 17.14 30.68 6.63 9.93 15.93 29.32
3 P2T 10.83 15.16 22.49 37.57 10.33 14.72 21.95 37.45 4 2 128 2 2 128 5 1
G2P 4.1 7.02 12.99 25.86 4.54 7.48 13.21 25.47
T2P 3.79 6.66 12.6 25.11 4.05 6.91 12.9 25.43
4 P2T 9.74 14.26 21.83 36.85 10.1 14.3 21.67 37.19 5 2 128 2 2 128 5 1
G2P 8.15 12.27 19.16 33.5 7.72 11.57 18.49 33.68
T2P 7.86 11.9 18.72 33.17 7.97 11.66 18.43 33.32
5 P2T 10.3 14.94 22.46 37.51 9.95 14.48 22.1 37.37 6 2 128 2 2 128 5 1
G2P 7.59 11.34 17.55 30.49 7.32 11.12 17.6 31.36
T2P 7.53 11.16 17.08 30.07 7.55 11.26 17.58 31.15
7 2 128 2 2 128 5 1
6 P2T 9.88 14.31 21.4 35.9 9.94 13.95 20.85 35.76
G2P 8.37 12.58 19.56 34.21 8.58 12.65 19.89 35.09
T2P 8.28 12.5 19.71 34.75 9.07 13.27 20.5 35.67
8 2 128 2 2 128 5 1
7 P2T 10.84 15.2 22.46 37.56 10.18 14.42 21.76 37.11
G2P 8.13 12.05 18.51 31.97 8.19 11.94 18.55 31.99
T2P 8.21 12.02 18.55 31.81 7.64 11.31 17.88 31.51
9 2 128 2 2 128 5 1
8 P2T 10.6 15.14 22.71 37.94 9.76 14.15 21.68 37.21
G2P 8.22 12.16 18.82 32.95 7.92 11.73 18.35 32.76
T2P 8.11 11.98 18.68 32.88 7.71 11.45 18.02 32.34
9 P2T 10.81 15.31 22.64 37.57 10.48 14.78 22.22 37.6 10 2 128 2 2 128 5 1
G2P 7.44 11.06 17.17 30.33 7.04 10.6 16.93 30.74
T2P 7.38 11 17.03 30.05 6.93 10.34 16.61 30.59
Test Dev Encoder Decoder
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10 P2T 10.44 15.06 22.44 37.27 9.85 14.25 21.69 37.17 11 2 128 2 2 128 5 1
G2P 8.3 12 18.42 32.64 7.85 11.59 18.08 32.64
T2P 8.17 11.96 18.5 32.69 7.58 11.47 18.19 32.73
11 P2T 10.52 14.89 22.13 36.9 9.73 13.88 21.21 36.31 12 2 128 2 2 128 5 1
G2P 7.46 11.21 17.59 30.9 6.95 10.47 16.82 30.58
T2P 7.18 10.79 17.1 30.61 7.25 10.83 17.2 30.85
12 P2T 10.47 14.97 22.35 37.51 9.58 13.95 21.15 36.1 13 2 128 2 2 128 5 1
G2P 7.78 11.54 18.02 31.53 7.88 11.69 18.19 31.93
T2P 7.58 11.46 18.26 31.87 7.88 11.78 18.4 32.17
13 P2T 10.47 14.81 22.12 37.2 10.44 14.87 22.15 37.07 14 2 128 2 2 128 5 1
G2P 6.27 9.46 14.97 27.13 7.08 10.45 16.23 27.99
T2P 6.25 9.38 14.87 26.94 6.79 9.98 15.62 27.36
14 P2T 9.22 13.65 21.22 36.71 9.6 13.85 21.35 36.96 7 2 64 7 2 64 5 1
G2P 8 12.09 19.39 35.21 7.18 11.2 18.48 34.33
T2P 7.92 12 19.3 35.11 7.13 11.05 18.25 34.36
15 P2T 9.22 13.44 20.6 35.01 9.55 13.77 20.93 35.49 7 2 128 2 2 128 5 1
G2P 8.79 12.95 20.04 34.58 9.07 13.39 20.58 35.19
T2P 8.39 12.51 19.67 34.08 8.85 13.06 20.27 34.91
16 P2T 6.11 9.15 15.82 28.76 5.99 8.71 14 27.53 7 2 128 2 2 128 5 1
G2P 6.1 9.14 14.79 28.47 5.99 8.69 13.94 27.14
T2P 6.1 9.14 14.8 28.48 5.94 8.63 13.88 27.11
17 P2T 10.08 14.66 22.23 37.6 9.8 13.99 21.26 36.36 7 2 256 2 2 256 5 1
G2P 7.35 11.33 18.14 32.03 7.58 11.49 17.14 31.83
T2P 7.38 11.5 18.45 32.39 7.81 11.58 18.11 31.81
18 P2T 9.69 14.2 21.71 36.97 9.83 14.06 21.47 36.44 7 2 256 2 2 256 5 1
G2P 7.05 10.59 16.67 29.47 6.71 10.15 16.32 29.61
T2P 7.13 10.69 16.72 29.46 6.91 10.26 16.17 29.21
19 P2T 9.23 13.55 20.77 35.68 8.88 13.03 20.13 34.9 7 2 128 2 2 128 1 1
G2P 8.6 12.69 19.52 34.04 8.21 12.14 18.95 33.13
T2P 8.86 12.96 19.72 34.08 8.09 12.09 18.71 32.66
20 P2T 9.05 13.24 20.13 34.3 9.17 13.1 19.87 34.31 7 2 128 2 2 128 5 5
G2P 9.19 13.69 21.24 36.6 9 13.39 21 36.79
T2P 9.06 13.52 21.07 36.62 9.08 13.39 20.89 36.51
21 P2T 10.46 15.04 22.41 37.47 9.72 13.84 21.15 36.3 7 2 128 2 2 128 5 10
G2P 7.36 10.98 17.45 32.3 7.21 10.89 17.84 32.46
T2P 7.14 10.74 17.28 31.85 7.33 11.12 17.85 32.71
22 P2T 9.89 14.16 21.29 36.08 9.9 14.11 21.3 36.36 7 2 128 2 2 128 10 5
G2P 7.95 11.9 18.54 32.88 7.44 11.44 18.66 33.73
T2P 7.63 11.7 18.44 32.76 7.91 11.65 18.52 33.35
23 P2T 9.38 13.68 20.78 35.25 9.71 14.05 21.31 36.17 7 2 128 2 2 128 1 10
G2P 8.75 12.9 19.94 35.08 8.28 1218 19.08 33.87
T2P 8.63 12.77 19.87 34.92 8.07 12.01 18.74 33.61
24 P2T 8.8 13.06 20.23 35.15 9.03 12.95 19.74 34.22 7 2 128 2 2 128 10 10
G2P 8.25 12.57 19.95 35.18 8.48 12.55 20 35.85
T2P 8.27 12.48 19.78 34.97 8.32 12.43 19.77 35.53
25 P2T 9.93 14.43 21.84 36.62 10.22 14.45 21.8 36.82 7 4 128 3 2 128 5 1
G2P 7.39 11.36 18.05 32.13 8.49 12.28 18.95 32.81
T2P 7.32 10.95 17.34 31.32 7.81 11.59 18.43 32.62
26 P2T 10.78 15.22 22.53 37.15 9.95 14.13 21.46 37.04 7 8 128 3 2 128 5 1
G2P 7.17 10.92 17.09 29.99 7.28 10.76 17.09 30.52
T2P 7.4 11.14 17.45 30.18 7.29 10.74 16.92 30.43
27 P2T 10.08 14.45 22.01 37.34 9.86 14.04 21.39 36.88 7 8 128 4 2 128 5 1
G2P 6.69 10.1 16.2 29.4 7.14 10.55 16.55 29.44
T2P 6.82 10.07 16.13 29.16 6.78 10.12 16.2 29.04
28 P2T 10.29 14.86 22.41 37.2 10.4 14.8 22.1 37.46 7 8 128 5 2 128 5 1
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G2P 7.76 11.81 18.41 32.42 7.49 11.56 18.5 32.52
T2P 7.46 11.58 18.52 32.62 7.12 11.16 18.09 32.55
29 P2T 10.11 14.63 22.28 37.67 9.86 14.23 21.75 37.18 7 8 128 6 2 128 5 1
G2P 7.41 11.39 18.19 32.57 7.58 11.59 18.53 33.27
T2P 7.47 11.39 18.09 32.36 7.81 11.79 18.73 33.48
30 P2T 10.55 15.13 22.4 37.38 9.56 13.84 21.1 36.51 7 8 128 7 2 128 5 1
G2P 7.55 10.85 16.73 28.85 6.51 9.67 15.51 28.17
T2P 7.02 10.33 16.26 28.43 6.44 9.56 15.33 27.75
31 P2T 8.84 13.18 20.53 35.5 8.53 12.73 20.09 35.17 7 8 128 8 2 128 5 1
G2P 7.6 11.33 17.61 30.94 7.59 11.35 17.71 31.15
T2P 7.32 11.01 17.33 30.71 7.24 11.14 17.61 31.33
32 P2T 10.11 14.5 21.77 36.63 10 14.53 21.85 36.56 7 2 128 2 4 128 5 1
G2P 7.62 11.41 18.33 32.69 7.66 11.61 18.68 33.38
T2P 7.27 11.11 18.19 32.59 7.94 11.87 18.74 33.25
33 P2T 10.23 14.58 21.87 36.86 9.54 13.74 21.07 36.44 7 2 128 2 16 128 5 1
G2P 7.68 11.57 18.11 32.2 7.38 11.26 17.98 31.82
T2P 7.73 11.57 18.09 31.98 7.94 11.73 18.29 32.25
34 P2T 10.64 15.17 22.8 37.87 10.35 14.66 21.93 36.89 7 2 128 2 8 128 5 1
G2P 8.2 12.08 18.52 31.37 7.77 11.43 17.73 31.09
T2P 7.8 11.5 17.77 30.78 7.66 11.37 17.77 31.1
Figure B.1: Decoupled SignNet ablations.
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C. Single Feature (OpenPose) Ablations
We explore two different normalization techniques for OpenPose, min-max, and standardization.
Using the architecture in Fig. 3.3 we evaluate OpenPose features on Min-Max and Standardization
techniques. We also analyze how smoothing affects performance. From Table C.1 we can see that
Standardization always provides the best results. Smoothing helps in improving the performance
based on the organization of the dataset.
Table C.1: Ablation results using smoothing and normalization techniques on GSL, ASL, and CSL
datasets. OP - OpenPose, AS - After Smoothing, BS - Before Smoothing, NN - Non Normalized
features, MM - Min-Max Normalization, ST - Standardization technique. B1 - B4 repre-sent BLEU
1 - BLEU 4 scores.
GSL ASL CSL
Features Set B1 B2 B3 B4 B1 B2 B3 B4 B1 B2 B3 B4
OP (AS, NN) Dev 23.13 14.64 10.58 8.25 - - - - - - - -
Test 21.35 13.01 9.11 7.04 11.78 6.82 5.15 4.3 26.81 21.99 20.45 19.67
OP (AS, MM) Dev 17.27 9.80 6.78 5.23 - - - - - - - -
Test 16.24 8.95 6.08 4.64 9.02 4.76 3.37 2.77 14.92 7.80 6.25 5.57
OP (AS, ST) Dev 24.82 15.87 11.53 9.07 - - - - - - - -
Test 23.52 15.24 11.00 8.67 10.23 6.79 5.80 5.36 43.03 38.93 37.52 36.76
OP (BS, NN) Dev 22.18 13.40 9.63 7.54 - - - - - - - -
Test 20.62 12.17 8.39 6.35 11.40 6.30 4.57 3.77 27.47 22.58 21.01 20.17
OP (BS, MM) Dev 21.94 13.50 9.55 7.37 - - - - - - - -
Test 19.19 11.34 8.02 6.17 7.40 3.63 2.66 2.23 15.01 7.77 6.20 5.55
OP (BS, ST) Dev 24.20 15.28 11.08 8.69 - - - - - - - -
Test 22.69 14.61 10.38 8.09 16.99 11.94 10.15 9.23 52.04 48.94 47.86 47.25
In addition to OpenPose features, we extracted CNN features. These CNN features (ResNet-50,
AlexNet, EfficientNet-B7, InceptionNet-V1, InceptionNet-V3) were pretrained on ImageNet [87].
We performed end-to-end (E2E) training with ResNet-50 and InceptionNet-V1. OpenPose and
ResNet-50 features provide the best and similar results. OpenPose has a lighter memory footprint
with 274 vector for each frame versus 2048 vector for each frame as in ResNet-50. For the eval-
uation of these results, we chose only the best performing features. The RGB quality of ASL and
CSL datasets is poor and the datasets were collected in an unconstrained and uncontrolled environ-
ment. This is evident from the results in Table C.2. OpenPose features before smoothing and after
standardization provide BLEU 1 - BLEU 4 of [16.99 - 9.23] for ASL versus [10.70 - 2.66] using
ResNet-50. Similarly with CSL BLEU 1 - BLEU 4 scores fall in the range [52.04 - 47.25] with
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OpenPose versus [13.20 - 4.02] with ResNet-50. This proves that OpenPose points help in boosting
the performance even in scenarios when the input frame is noisy and not of good quality.
Table C.2: Experiments comparing OpenPose and CNN features on the GSL, ASL, and CSL
datasets. OP - OpenPose, AS - After Smoothing, BS - Before Smoothing, ST - Standardization
technique. B1 - B4 represent BLEU 1 - BLEU 4 scores.
GSL ASL CSL
Features Set B1 B2 B3 B4 B1 B2 B3 B4 B1 B2 B3 B4
OP (AS, ST) Dev 24.82 15.87 11.53 9.07 - - - - - - - -
Test 23.52 15.24 11.00 8.67 10.23 6.79 5.80 5.36 43.03 38.93 37.52 37.76
OP (BS, ST) Dev 24.20 15.28 11.08 8.69 - - - - - - - -
Test 22.69 14.61 10.38 8.09 16.99 11.94 10.15 9.23 52.04 48.94 47.86 47.25
ResNet-50 Dev 24.75 16.04 11.56 8.95 - - - - - - - -
Test 23.67 14.58 10.29 8.00 10.70 4.67 3.21 2.66 13.20 6.04 4.58 4.02
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