1. Introduction {#sec1}
===============

The purpose of this paper is to deal with the uniqueness problem of meromorphic functions sharing one set in an angular domain by using Tsuji\'s characteristic. Thus, the notation and theory of Nevanlinna (see \[[@B6], [@B19]\]) about meromorphic function are basis for readers.

We use *C* to denote the open complex plane, $\hat{\mathbb{C}}\,\,{({= \mathbb{C}\bigcup_{}{\{\infty\}}})}$ to denote the extended complex plane, and *Ω*(⊂*C*) to denote an angular domain.

In 1929, Nevanlinna (see \[[@B12]\]) first investigated the uniqueness of meromorphic functions in the whole complex plane and obtained the well-known theorem-5 *IM* theorem of two meromorphic functions sharing five distinct values.

Theorem 1 (see \[[@B12]\])If *f* and *g* are two nonconstant meromorphic functions that share five distinct values *a* ~1~, *a* ~2~, *a* ~3~, *a* ~4~, and *a* ~5~   *IM* in *C*, then *f*(*z*) ≡ *g*(*z*).

After his theorems, the uniqueness problems of meromorphic functions sharing values in the whole complex plane attracted many investigations (see \[[@B19]\]). In 2004, Zheng \[[@B23]\] studied the uniqueness problem under the condition that five values are shared in some angular domain in *C*. In recent years, there are many results on the uniqueness of meromorphic function in an angular domain sharing values and sets (see \[[@B3]--[@B25]\]). Zhang \[[@B22]\], Zheng \[[@B24]\], Cao and Yi \[[@B1]\], Xu and Yi \[[@B17]\], and Xuan \[[@B18]\] continued to investigate the uniqueness of meromorphic functions sharing five values and four values, and Lin et al. \[[@B9]\] and Lin et al. \[[@B8]\] investigated the uniqueness of meromorphic and entire functions sharing sets in an angular domain. To state their results, we need the following basic notations and definitions of meromorphic functions in an angular domain (see \[[@B6], [@B23], [@B24]\]).

Let *S* be a set of distinct elements in $\hat{\mathbb{C}}$ and *Ω*⊆*C*. Define $$\begin{matrix}
{E\left( {S,\Omega,f} \right)} \\
{\quad\quad = \bigcup\limits_{a \in S}\left\{ {z \in \Omega\, \mid \, f_{a}\left( z \right) = 0,\,\,\text{counting}\,\,\text{multiplicities}} \right\},} \\
{\overset{¯}{E}\left( {S,\Omega,f} \right)} \\
{\quad\quad = \bigcup\limits_{a \in S}\left\{ {z \in \Omega\, \mid \, f_{a}\left( z \right) = 0,\,\,\text{ignoring}\,\,\text{multiplicities}} \right\},} \\
\end{matrix}$$ where *f* ~*a*~(*z*) = *f*(*z*) − *a* if *a* ∈ *C* and *f* ~*∞*~(*z*) = 1/*f*(*z*). We also define $$\begin{matrix}
{E_{1}\left( {S,\Omega,f} \right) = \bigcup\limits_{a \in S}\left\{ {z \in \Omega:\,\text{all}{\,\,}\text{the}{\,\,}\text{simple}{\,\,}\text{zeros}{\,\,}\text{of}{\,\,}f_{a}\left( z \right)} \right\}.} \\
\end{matrix}$$

Let *f* and *g* be two nonconstant meromorphic functions in *C*. If *E*(*S*, *Ω*, *f*) = *E*(*S*, *Ω*, *g*), we say *f* and *g* share the set *S*   *CM* (counting multiplicities) in *Ω*. If $\overset{¯}{E}{({S,\Omega,f})} = \overset{¯}{E}{({S,\Omega,g})}$, we say *f* and *g* share the set *S*   *IM* (ignoring multiplicities) in *Ω*. In particular, when *S* = {*a*}, where $a \in \hat{\mathbb{C}}$, we say *f* and *g* share the value *a*   *CM* in *Ω* if *E*(*S*, *Ω*, *f*) = *E*(*S*, *Ω*, *g*), and we say *f* and *g* share the value *a*   *IM* in *Ω* if $\overset{¯}{E}{({S,\Omega,f})} = \overset{¯}{E}{({S,\Omega,g})}$. When *Ω* = *C*, we give the simple notation as before, $E{({S,f})},\overset{¯}{E}{({S,f})}$, and so on (see \[[@B17]\]).

In 2006, Lin et al. \[[@B8]\] dealt with the uniqueness problem on meromorphic functions sharing three finite sets in an angular domain and obtained the following theorems.

Theorem 2 (see \[[@B8], Thereom 1\])Let *S* ~1~ = {*∞*}, *S* ~2~ = {*ω* \| *ω* ^*n*−1^(*ω* + *a*) − *b* = 0}, and *S* ~3~ = {0}, where *n*(≥4) is an integer and *a*, *b* are two nonzero constants, such that the algebraic equation *ω* ^*n*−1^(*ω* + *a*) − *b* = 0 has no multiple roots. Assume that *f* is a meromorphic function of lower order *μ*(*f*) ∈ (1/2, *∞*) in $\hat{\mathbb{C}}$ and *δ* : = *δ*(*ι*, *f*) \> 0 for some $\iota \in \hat{\mathbb{C}} \smallsetminus {\{{0, - a}\}}$. Then, for each *σ* \< *∞* with *μ*(*f*) ≤ *σ* ≤ *λ*(*f*), there exists an angular domain *Ω* = *Ω*(*α*, *β*) : = {*z* : *α* \< arg⁡*z* \< *β*} with 0 ≤ *α* \< *β* ≤ 2*π* and $$\begin{matrix}
{\beta - \alpha > \max\left\{ {\frac{\pi}{\sigma},2\pi - \frac{4}{\sigma}\arcsin\sqrt{\frac{\delta}{2}}} \right\}} \\
\end{matrix}$$ such that if the conditions *E*(*S* ~3~, *f*) = *E*(*S* ~3~, *g*) and *E*(*S* ~*j*~, *Ω*, *f*) = *E*(*S* ~*j*~, *Ω*, *g*)  (*j* = 1,2) hold for a meromorphic function *g* of finite order or, more generally, with the growth satisfying either log⁡*T*(*r*, *g*) = *O*(log⁡*T*(*r*, *f*)) or $$\begin{matrix}
{\underset{r\rightarrow\infty}{\lim}\frac{\log\,\log T\left( {r,g} \right)}{\min\left\{ {\log r,\log T\left( {r,f} \right)} \right\}} = 0,\quad r \notin E_{1},} \\
\end{matrix}$$ where *E* ~1~ is a set of finite linear measures, then *f* ≡ *g*.

In 2011, Chen and Lin \[[@B2]\] further investigated the uniqueness of meromorphic functions sharing three finite sets in an angular domain and obtained the following result.

Theorem 3 (see \[[@B2], Thereom 1\])Let *S* ~1~ and *S* ~2~ be defined as in [Theorem 2](#thm1.2){ref-type="statement"}, and let *n* ≥ 8 be an integer. Assume that *f* is a meromorphic function of lower order *μ*(*f*) ∈ (1/2, *∞*) in *C* and Θ(*∞*, *f*) \> 2/(*n* − 1) and that *g* is a meromorphic function of finite order or, more generally, with the growth satisfying either log⁡*T*(*r*, *g*) = *O*(log⁡*T*(*r*, *f*)) or condition ([4](#EEq2){ref-type="disp-formula"}). Then, for each *σ* \< *∞* with *μ*(*f*) ≤ *σ* ≤ *λ*(*f*), there exists an angular domain *Ω* = *Ω*(*α*, *β*) with 0 ≤ *α* \< *β* ≤ 2*π* and condition ([3](#EEq1){ref-type="disp-formula"}), such that if *E*(*S* ~*j*~, *Ω*, *f*) = *E*(*S* ~*j*~, *Ω*, *g*)  (*j* = 1,2), then *f* ≡ *g*.

In 2010, Zheng \[[@B25]\] proved the following theorem by using Tsuji\'s characteristic to extend the five-*IM* theorem of Nevanlinna\'s to an angular domain. Tsuji\'s characteristic will be introduced in [Section 2](#sec2){ref-type="sec"}.

Theorem 4 (see \[[@B25]\])Let *f*(*z*) and *g*(*z*) be both meromorphic functions in an angular domain *Ω* = {*z* : *α* \< arg⁡*z* \< *β*} with 0 ≤ *α* \< *β* ≤ 2*π*, and let *f*(*z*) be transcendental in Tsuji\'s sense. Assume that *a* ~*j*~  (*j* = 1,2,..., 5) are 5 distinct complex numbers. If $\overset{¯}{E}{({a_{j},\Omega,f})} = \overset{¯}{E}{({a_{j},\Omega,g})}$, then *f*(*z*) ≡ *g*(*z*).

2. Main Results {#sec2}
===============

In this paper, we will focus on the uniqueness problem of shared set of meromorphic functions in an angular domain by using Tsuji\'s characteristic. In fact, we will study the uniqueness of meromorphic functions in an angular domain sharing one set of the form *S* = {*w* ∈ *A* : *P* ~1~(*w*) = 0}, where $$\begin{matrix}
{P_{1}\left( w \right) = \frac{\left( {n - 1} \right)\left( {n - 2} \right)}{2}w^{n} - n\left( {n - 2} \right)w^{n - 1}} \\
{\quad + \frac{n\left( {n - 1} \right)}{2}w^{n - 2} - c,} \\
\end{matrix}$$ and let *c* be a complex number satisfying *c* ≠ 0,1, and obtain the following results.

Theorem 5Let *f*(*z*) and *g*(*z*) be both meromorphic functions in an angular domain *Ω* = {*z* : *α* \< arg  *z* \< *β*} with 0 ≤ *α* \< *β* ≤ 2*π*, and let *f*(*z*) be transcendental in Tsuji\'s sense. If *E*(*S*, *Ω*, *f*) = *E*(*S*, *Ω*, *g*) and *n* is an integer ≥11, then *f* ≡ *g*.

A set *S* is called a unique range set for meromorphic functions in an angular domain *Ω*, if for any two nonconstant meromorphic functions *f* and *g* the condition *E*(*S*, *Ω*, *f*) = *E*(*S*, *Ω*, *g*) implies *f* ≡ *g*. We denote by *♯S* the cardinality of a set *S*. Thus, from [Theorem 5](#thm2.1){ref-type="statement"}, we can get the following corollary.

Corollary 6There exists one finite set *S* with *♯S* = 11, such that any two meromorphic functions *f* and *g* in an angular domain *Ω* which are transcendental in Tsuji\'s sense must be identical if *E*(*S*, *Ω*, *f*) = *E*(*S*, *Ω*, *g*).

Theorem 7Let *f*(*z*) and *g*(*z*) be both meromorphic functions in an angular domain *Ω* = {*z* : *α* \< arg  *z* \< *β*} with 0 ≤ *α* \< *β* ≤ 2*π*, and let *f*(*z*) be transcendental in Tsuji\'s sense. If *E*(*S*, *Ω*, *f*) = *E*(*S*, *Ω*, *g*), Θ~*T*~(*∞*, *f*) \> 3/4, Θ~*T*~(*∞*, *g*) \> 3/4, and *n* is an integer ≥7, then *f* ≡ *g*.

Corollary 8There exists one finite set *S* with *♯S* = 7, such that any two analytic functions *f* and *g* in *Ω* which are transcendental in Tsuji sense must be identical if *E* ~1~(*S*, *Ω*, *f*) = *E* ~1~(*S*, *Ω*, *g*).

Theorem 9Let *f*(*z*) and *g*(*z*) be both meromorphic functions in an angular domain *Ω* = {*z* : *α* \< arg⁡*z* \< *β*} with 0 ≤ *α* \< *β* ≤ 2*π*, and let *f*(*z*) be transcendental in Tsuji\'s sense. If *E* ~1~(*S*, *Ω*, *f*) = *E* ~1~(*S*, *Ω*, *g*) and *n* is an integer ≥15, then *f* ≡ *g*.

A set *S* is called a unique range set with weight 1 for meromorphic functions in *Ω*, if for any two nonconstant meromorphic functions *f* and *g* the condition *E* ~1~(*S*, *Ω*, *f*) = *E* ~1~(*S*, *Ω*, *g*) implies *f* ≡ *g*. Thus, from [Theorem 9](#thm2.3){ref-type="statement"}, we can get the following corollary.

Corollary 10There exists one finite set *S* with *♯S* = 15, such that any two meromorphic functions *f* and *g* in an angular domain *Ω* which are transcendental in Tsuji\'s sense must be identical if *E* ~1~(*S*, *Ω*, *f*) = *E* ~1~(*S*, *Ω*, *g*).

Theorem 11Let *f*(*z*) and *g*(*z*) be both meromorphic functions in an angular domain *Ω* = {*z* : *α* \< arg⁡*z* \< *β*} with 0 ≤ *α* \< *β* ≤ 2*π*, and let *f*(*z*) be transcendental in Tsuji\'s sense. If *E* ~1~(*S*, *Ω*, *f*) = *E* ~1~(*S*, *Ω*, *g*), Θ~*T*~(*∞*, *f*) \> 5/6, Θ~*T*~(*∞*, *g*) \> 5/6, and *n* is an integer ≥9, then *f* ≡ *g*.

From [Theorem 11](#thm2.4){ref-type="statement"}, we can get the corollary as follows.

Corollary 12There exists one finite set *S* with *♯S* = 9, such that any two analytic functions *f* and *g* in *Ω* which are transcendental in Tsuji sense must be identical if *E* ~1~(*S*, *Ω*, *f*) = *E* ~1~(*S*, *Ω*, *g*).

We found that the conclusions of Theorems [5](#thm2.1){ref-type="statement"}--[11](#thm2.4){ref-type="statement"} and Corollaries [6](#coro2.1){ref-type="statement"}--[12](#coro2.4){ref-type="statement"} hold for transcendental functions *f* in Tsuji sense.

Thus, a question arises naturally, whether the conclusions of these theorems and corollaries hold for a general function in an angular domain.

For the above question, we can get the following theorem.

Theorem 13Let the assumptions of Theorems [5](#thm2.1){ref-type="statement"}--[11](#thm2.4){ref-type="statement"} and Corollaries [6](#coro2.1){ref-type="statement"}--[12](#coro2.4){ref-type="statement"} be given with the exception that *f*(*z*) is transcendental in Tsuji sense. Assume that, for some $a \in \hat{\mathbb{C}}$ and *ε* \> 0, $$\begin{matrix}
\left( \ddagger \right) & {\underset{r\rightarrow\infty}{\limsup}\frac{N\left( r,\Omega_{\varepsilon},f = a \right)}{r^{\omega}\log r} = \infty,} \\
\end{matrix}$$ where *ω* = *π*/(*β* − *α*), *N*(*t*, *Ω*, *f*) = ∫~1~ ^*r*^(*n*(*t*, *Ω*, *f*)/*t*)*dt*, and *n*(*t*, *Ω*, *f*) is the number of poles of *f*(*z*) in *Ω*∩{*z* : 1 \< \|*z*\| ≤ *t*}. Then *f*(*z*) ≡ *g*(*z*).

3. Preliminaries and Some Lemmas {#sec3}
================================

In this section, we will introduce some notations of Tsuji\'s characteristic in an angular domain (see \[[@B25], [@B7]\]). For meromorphic function *f* in an angular domain *Ω* and *ω* = *π*/(*β* − *α*), we define $$\begin{matrix}
{\mathfrak{M}_{\alpha,\beta}\left( {r,f} \right)} \\
{  = \frac{1}{2\pi}\int\limits_{\arcsin(r^{- \omega})}^{\pi - \arcsin(r^{- \omega})}{\log}^{+}\left| {f\left( re^{i(\alpha + \omega^{- 1}\theta)}\sin^{\omega^{- 1}}\theta \right)} \right|\frac{1}{r^{\omega}\sin^{2}\theta}\, d\theta,} \\
{\mathfrak{N}_{\alpha,\beta}\left( {r,f} \right)} \\
{  = \sum\limits_{1 < |b_{n}| < r{(\sin(\omega(\beta_{n} - \alpha)))}^{\omega^{- 1}}}\left( {\frac{\sin\omega\left( {\beta_{n} - \alpha} \right)}{\left| b_{n} \right|^{\omega}} - \frac{1}{r^{\omega}}} \right),} \\
\end{matrix}$$ where *b* ~*n*~ = \|*b* ~*n*~\|*e* ^*iβ*~*n*~^ are the poles of *f*(*z*) in *Ξ*(*α*, *β*; *r*) = {*z* = *re* ^*iθ*^ : *α* \< *θ* \< *β*, 1 \< *t* ≤ *r*(sin⁡(*ω*(*β* ~*n*~ − *α*)))^*ω*^−1^^} appearing often according to their multiplicities and then Tsuji characteristic of *f* is $$\begin{matrix}
{\mathfrak{T}_{\alpha,\beta}\left( {r,f} \right) = \mathfrak{M}_{\alpha,\beta}\left( {r,f} \right) + \mathfrak{N}_{\alpha,\beta}\left( {r,f} \right).} \\
\end{matrix}$$ We denote by *n* ~*α*,*β*~(*r*, *f*) the number of poles of *f*(*z*) in *Ξ*(*α*, *β*; *r*), then $$\begin{matrix}
{\mathfrak{N}_{\alpha,\beta}\left( {r,f} \right) = \int\limits_{1}^{r}\left( {\frac{1}{t^{\omega}} - \frac{1}{r^{\omega}}} \right)d\mathfrak{n}_{\alpha,\beta}\left( {t,f} \right)} \\
{= \omega\int\limits_{1}^{r}\frac{\mathfrak{n}_{\alpha,\beta}\left( {t,f} \right)}{t^{\omega + 1}}\, dt,} \\
\end{matrix}$$ when pole *b* ~*n*~ occurs in the sum ∑~1\<\|*b*~*n*~\|\<*r*(sin(*ω*(*β*~*n*~−*α*)))^*ω*^−1^^~ only once, and we denote it by ${\overset{¯}{\mathfrak{N}}}_{\alpha,\beta}{({r,f})}$. For meromorphic function *f* in *Ω* and for all complex numbers *a*, if $$\begin{matrix}
{\underset{r\rightarrow\infty}{\limsup}\frac{\mathfrak{T}_{\alpha,\beta}\left( {r,f} \right)}{\log r} = \infty,} \\
\end{matrix}$$ then *f* is called transcendental with respect to the Tsuji characteristic \[[@B25]\], and we have the Tsuji deficiency of *f*(*z*) as follows: $$\begin{matrix}
{\delta_{T}\left( {a,f;\alpha,\beta} \right) = \underset{r\rightarrow\infty}{\liminf}\frac{\mathfrak{M}_{\alpha,\beta}\left( {r,{1/\left( {f - a} \right)}} \right)}{\mathfrak{T}_{\alpha,\beta}\left( r,f \right)}} \\
{= 1 - \underset{r\rightarrow\infty}{\limsup}\frac{\mathfrak{N}_{\alpha,\beta}\left( {r,{1/\left( {f - a} \right)}} \right)}{\mathfrak{T}_{\alpha,\beta}\left( {r,f} \right)};} \\
{\Theta_{T}\left( {a,f;\alpha,\beta} \right) = 1 - \underset{r\rightarrow\infty}{\limsup}\frac{{\overset{¯}{\mathfrak{N}}}_{\alpha,\beta}\left( {r,{1/\left( {f - a} \right)}} \right)}{\mathfrak{T}_{\alpha,\beta}\left( {r,f} \right)},} \\
\end{matrix}$$ for *a*≢*∞*, *δ* ~*T*~(*∞*, *f*; *α*, *β*) is defined by the above formula with *M* ~*α*,*β*~(*r*, *f*) and *N* ~*α*,*β*~(*r*, *f*) in place of *M* ~*α*,*β*~(*r*, 1/(*f* − *a*)) and *N* ~*α*,*β*~(*r*, 1/(*f* − *a*)), and Θ~*T*~(*∞*, *f*; *α*, *β*) is defined by the above formula with ${\overset{¯}{\mathfrak{N}}}_{\alpha,\beta}{({r,f})}$ in place of ${\overset{¯}{\mathfrak{N}}}_{\alpha,\beta}{({r,{1/{({f - a})}}})}$. If no confusion occurs in the context, then we simply write *δ* ~*T*~(*a*, *f*) for *δ* ~*T*~(*a*, *f*; *α*, *β*) and Θ~*T*~(*a*, *f*) for Θ~*T*~(*a*, *f*; *α*, *β*). *δ* ~*T*~(*a*, *f*) is called the Tsuji deficiency of *f* at *a* and if *δ* ~*T*~(*a*, *f*) \> 0, then *a* is said to be a Tsuji deficient value of *f*. In addition, from \[[@B25]\], we have the following properties of this Tsuji\'s characteristic: $$\begin{matrix}
{\mathfrak{T}_{\alpha,\beta}\left( {r,\frac{1}{f - a}} \right) = \mathfrak{T}_{\alpha,\beta}\left( {r,f} \right) + O\left( 1 \right),} \\
\end{matrix}$$ and from \[[@B25], Lemma 2.5.4\], the fundamental inequalities $$\begin{matrix}
{\left( {q - 2} \right)\mathfrak{T}_{\alpha,\beta}\left( {r,f} \right) \leq \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}_{\alpha,\beta}\left( {r,\frac{1}{f - a_{j}}} \right) + Q_{\alpha,\beta}\left( {r,f} \right)} \\
\end{matrix}$$ hold for *q* distinct points $a_{j} \in \hat{\mathbb{C}}$, $$\begin{matrix}
{Q_{\alpha,\beta}\left( {r,f} \right) = O\left( {{\log}^{+}\mathfrak{T}_{\alpha,\beta}\left( {r,f} \right) + \log r} \right),\quad r \notin E,} \\
\end{matrix}$$ where *E* denotes a set of *r* with finite linear measure. It is not necessarily the same for every occurrence in the context.

Remark 14In fact, from ([12](#EEq4){ref-type="disp-formula"}) and \[[@B25]\], we can get that the form $$\begin{matrix}
{\left( {q - 2} \right)\mathfrak{T}_{\alpha,\beta}\left( {r,f} \right)} \\
{\quad \leq \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}_{\alpha,\beta}\left( {r,\frac{1}{f - a_{j}}} \right) - \mathfrak{N}_{\alpha,\beta}^{0}\left( {r,\frac{1}{f^{\prime}}} \right) + Q_{\alpha,\beta}\left( {r,f} \right)} \\
\end{matrix}$$ holds for *q* distinct points $a_{j} \in \hat{\mathbb{C}}$, where *Q* ~*α*,*β*~(*r*, *f*) satisfies ([13](#EEq5){ref-type="disp-formula"}) and *N* ~*α*,*β*~ ^0^(*r*, 1/*f*′) is the counting function of the zeros of *f*′ in *Ω* where *f* does not take any of the values *a* ~*j*~  (*j* = 1,2,..., *q*).

Lemma 15 (see \[[@B25], Lemma 2.5.4\])Assume that *f*(*z*) is a meromorphic function in *Ω*(*α*, *β*). Then for 0 \< *r* \< *R*, one has $$\begin{matrix}
{\mathfrak{M}_{\alpha,\beta}\left( {r,\frac{f^{(p)}}{f}} \right) \leq K\left\lbrack {{\log}^{+}\mathfrak{T}_{\alpha,\beta}\left( {R,f} \right) + \log\frac{R}{R - r} + 1} \right\rbrack,} \\
\end{matrix}$$ where *K* is a constant independent of *r* and *R*.

For sake of simplicity, we omit the subscript in all notations and use *M*(*r*, *f*), *N*(*r*, *f*), *Q*(*r*, *f*), *T*(*r*, *f*), and *N* ^0^(*r*, 1/*f*′) instead of *M* ~*α*,*β*~(*r*, *f*), *N* ~*α*,*β*~(*r*, *f*), *Q* ~*α*,*β*~(*r*, *f*), *T* ~*α*,*β*~(*r*, *f*), and *N* ~*α*,*β*~ ^0^(*r*, 1/*f*′), respectively.

By a similar discussion as in \[[@B11]\], one can obtain a standard and Valiron-Mohonko type result in *Ω* as follows.

Lemma 16 (also see \[[@B25], Theorem 2.3.1\])Let *f*(*z*) be a meromorphic function in *Ω*(*α*, *β*). Then for all irreducible rational function *R*(*z*, *f*) in *f* with coefficients meromorphic and small with respect to *f* in *Ω*(*α*, *β*), one has $$\begin{matrix}
{\mathfrak{T}\left( {r,R\left( {z,f} \right)} \right) = d\mathfrak{T}\left( {r,f} \right) + Q\left( {r,f} \right),} \\
\end{matrix}$$ where *Q*(*r*, *f*) is stated as in ([13](#EEq5){ref-type="disp-formula"}) and *d* is the degree of *R*(*z*, *f*) in *f*.

Lemma 17Suppose *f* is a nonconstant meromorphic function in *Ω*. Then $$\begin{matrix}
{\mathfrak{N}\left( {r,\frac{1}{f^{\prime}}} \right) \leq \mathfrak{N}\left( {r,\frac{1}{f}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,f} \right) + Q\left( {r,f} \right) + O\left( 1 \right),} \\
\end{matrix}$$ where *Q*(*r*, *f*) is stated as in ([13](#EEq5){ref-type="disp-formula"}).

ProofSince $$\begin{matrix}
{\mathfrak{M}\left( {r,\frac{1}{f}} \right) \leq \mathfrak{M}\left( {r,\frac{1}{f^{\prime}}} \right) + \mathfrak{M}\left( {r,\frac{f^{\prime}}{f}} \right)} \\
{= \mathfrak{M}\left( {r,\frac{1}{f^{\prime}}} \right) + Q\left( {r,f} \right),} \\
\end{matrix}$$ then from properties of *T*(*r*, *f*), we have $$\begin{matrix}
{\mathfrak{T}\left( {r,f} \right) - \mathfrak{N}\left( {r,\frac{1}{f}} \right) \leq \mathfrak{T}\left( {r,f^{\prime}} \right) - \mathfrak{N}\left( {r,\frac{1}{f^{\prime}}} \right)} \\
{\quad + Q\left( {r,f} \right) + O\left( 1 \right);} \\
\end{matrix}$$ that is, $$\begin{matrix}
{\mathfrak{N}\left( {r,\frac{1}{f^{\prime}}} \right) \leq \mathfrak{T}\left( {r,f^{\prime}} \right) - \mathfrak{T}\left( {r,f} \right) + \mathfrak{N}\left( {r,\frac{1}{f}} \right)} \\
{\quad + Q\left( {r,f} \right) + O\left( 1 \right).} \\
\end{matrix}$$ Since $$\begin{matrix}
{\mathfrak{T}\left( {r,f^{\prime}} \right) = \mathfrak{M}\left( {r,f^{\prime}} \right) + \mathfrak{N}\left( {r,f^{\prime}} \right)} \\
{\leq \mathfrak{M}\left( {r,f} \right) + \mathfrak{M}\left( {r,\frac{f^{\prime}}{f}} \right) + \mathfrak{N}\left( {r,f} \right) + \overset{¯}{\mathfrak{N}}\left( {r,f} \right)} \\
{\leq \mathfrak{T}\left( {r,f} \right) + \overset{¯}{\mathfrak{N}}\left( {r,f} \right) + Q\left( {r,f} \right) + O\left( 1 \right),} \\
\end{matrix}$$ then from ([20](#EEq7){ref-type="disp-formula"}) and ([21](#EEq8){ref-type="disp-formula"}), we can get the conclusion of this lemma.

Next, we will give two main lemmas of this paper as follows.

Lemma 18Let *F* and *G* be transcendental meromorphic functions in *Ω* in Tsuji sence satisfying *E*(0, *Ω*, *F*) = *E*(0, *Ω*, *G*), and let *c* ~1~, *c* ~2~,..., *c* ~*q*~ be *q*(≥2) distinct nonzero complex numbers. If $$\begin{matrix}
{\underset{r\rightarrow\infty,r \in I}{\limsup}\frac{3\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + {\sum_{j = 1}^{q}{{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,{1/\left( {F - c_{j}} \right)}} \right)}} + \overset{¯}{\mathfrak{N}}\left( r,{1/F^{\prime}} \right)}{\mathfrak{T}\left( r,F \right)}} \\
{\quad\quad < q,} \\
{\underset{r\rightarrow\infty,r \in I}{\limsup}\frac{3\overset{¯}{\mathfrak{N}}\left( r,G \right) + {\sum_{j = 1}^{q}{{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,{1/\left( {G - c_{j}} \right)}} \right)}} + \overset{¯}{\mathfrak{N}}\left( {r,{1/G^{\prime}}} \right)}{\mathfrak{T}\left( r,G \right)}} \\
{\quad\quad < q,} \\
\end{matrix}$$ where ${\overset{¯}{\mathfrak{N}}}^{(2)}{({r, \cdot})} = \overset{¯}{\mathfrak{N}}{({r, \cdot})} + {\overset{¯}{\mathfrak{N}}}^{(2\operatorname{}}{({r, \cdot})}$, ${\overset{¯}{\mathfrak{N}}}^{(2\operatorname{}}(r, \cdot ) = \overset{¯}{\mathfrak{N}}(r, \cdot ) - \mathfrak{N}^{\operatorname{}1)}{({r, \cdot})}$, *N* ^1)^(*r*, ·) is the counting function which only counts simple zeros of the function · in *Ξ*(*α*, *β*; *r*), and *I* is some set of *r* of infinite linear measure, then $$\begin{matrix}
{F = \frac{aG + b}{cG + d},} \\
\end{matrix}$$ where *a*, *b*, *c*, *d* ∈ *C* are constants with *ad* − *bc* ≠ 0.

ProofSet $$\begin{matrix}
{H \equiv \frac{F^{\prime\prime}}{F^{\prime}} - 2\frac{F^{\prime}}{F} - \left( {\frac{G^{\prime\prime}}{G^{\prime}} - 2\frac{G^{\prime}}{G}} \right).} \\
\end{matrix}$$Suppose that *H*≢0; from [Lemma 15](#lem3.1){ref-type="statement"} and ([13](#EEq5){ref-type="disp-formula"}), we have $$\begin{matrix}
{\mathfrak{M}\left( {r,H} \right) = Q\left( r \right),} \\
\end{matrix}$$ where *Q*(*r*) : = *o*{*T*(*r*)} and *T*(*r*) = max⁡{*T*(*r*, *F*), *T*(*r*, *G*)}. Since *E*(0, *Ω*, *F*) = *E*(0, *Ω*, *G*) and by an elementary calculation, we can conclude that if *z* ~0~ is a common simple zero of *F* and *G* in *Ω*, then *H*(*z* ~0~) = 0. Thus, from ([11](#EEq3){ref-type="disp-formula"}), we have $$\begin{matrix}
{\mathfrak{N}^{1)}\left( r \right) \leq \mathfrak{N}\left( {r,\frac{1}{H}} \right) \leq \mathfrak{T}\left( {r,H} \right) + O\left( 1 \right) \leq \mathfrak{N}\left( {r,H} \right) + Q\left( r \right),} \\
\end{matrix}$$ where *N* ^1)^(*r*) = *N* ^1)^(*r*, 1/*F*) = *N* ^1)^(*r*, 1/*G*). The poles of *H* in *Ω* can only occur at zeros of *F*′ and *G*′ in *Ω* or poles of *F* and *G* in *Ω*. Moreover, *H* only has simple zeros in *Ω*. Hence, from ([26](#EEq13){ref-type="disp-formula"}), we have $$\begin{matrix}
{{\,\,}\mathfrak{N}^{1)}\left( r \right) \leq \overset{¯}{\mathfrak{N}}\left( {r,F} \right) + \overset{¯}{\mathfrak{N}}\left( {r,G} \right) + {\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{F^{\prime}}} \right) + {\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{G^{\prime}}} \right)} \\
{+ \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F - c_{j}}} \right) + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G - c_{j}}} \right) + Q\left( r \right),} \\
\end{matrix}$$ where ${\overset{¯}{\mathfrak{N}}}^{0}{({r,{1/F^{\prime}}})}$ is the reduced counting function for the zeros of *F*′ in *Ω* where *F* does not take one of the values 0, *c* ~1~, *c* ~2~,..., *c* ~*q*~.Since $$\begin{matrix}
{\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G}} \right) = 2\mathfrak{N}^{1)}\left( r \right) + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right)} \\
{+ {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G}} \right),} \\
\end{matrix}$$ then from ([27](#EEq14){ref-type="disp-formula"}) and ([28](#EEq15){ref-type="disp-formula"}), we have $$\begin{matrix}
{\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G}} \right)} \\
{\quad \leq 2\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + 2\overset{¯}{\mathfrak{N}}\left( {r,G} \right) + 2{\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{F^{\prime}}} \right) + 2{\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{G^{\prime}}} \right)} \\
{\quad\quad + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right) + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G}} \right) + 2\sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F - c_{j}}} \right)} \\
{\quad\quad + 2\sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G - c_{j}}} \right) + Q\left( r \right).} \\
\end{matrix}$$ From [Remark 14](#rem3.1){ref-type="statement"}, we have $$\begin{matrix}
{q\mathfrak{T}\left( {r,F} \right) \leq \overset{¯}{\mathfrak{N}}\left( {r,F} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F}} \right) + \sum\limits_{j = 1}^{q}\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F - c_{j}}} \right)} \\
{\quad - \mathfrak{N}^{0}\left( {r,\frac{1}{F^{\prime}}} \right) + Q\left( r \right),\quad r \notin E,} \\
{q\mathfrak{T}\left( {r,G} \right) \leq \overset{¯}{\mathfrak{N}}\left( {r,G} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G}} \right) + \sum\limits_{j = 1}^{q}\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G - c_{j}}} \right)} \\
{\quad - \mathfrak{N}^{0}\left( {r,\frac{1}{G^{\prime}}} \right) + Q\left( r \right),\quad r \notin E,} \\
\end{matrix}$$ where *E* is a set of *r* of finite linear measure, and it need not be the same at each occurrence. From ([29](#EEq16){ref-type="disp-formula"})-([30](#EEq17){ref-type="disp-formula"}), it follows for *r* ∉ *E* that $$\begin{matrix}
{q\left\{ {\mathfrak{T}\left( {r,F} \right) + \mathfrak{T}\left( {r,G} \right)} \right\}} \\
{\quad \leq 3\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + 3\overset{¯}{\mathfrak{N}}\left( {r,G} \right) + \sum\limits_{j = 1}^{q}\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F - c_{j}}} \right)} \\
{\quad\quad + \sum\limits_{j = 1}^{q}\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G - c_{j}}} \right) + 2\sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F - c_{j}}} \right)} \\
{\quad\quad + 2\sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G - c_{j}}} \right) + {\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{F^{\prime}}} \right) + {\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{G^{\prime}}} \right)} \\
{\quad\quad + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right) + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G}} \right) + Q\left( r \right),} \\
\end{matrix}$$ since $$\begin{matrix}
{\sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F - c_{j}}} \right) + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right) + {\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{F^{\prime}}} \right) = \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F^{\prime}}} \right),} \\
{\sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G - c_{j}}} \right) + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G}} \right) + {\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{G^{\prime}}} \right) = \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G^{\prime}}} \right).} \\
\end{matrix}$$ From ([31](#EEq19){ref-type="disp-formula"})-([32](#EEq20){ref-type="disp-formula"}), we have, for *r* ∉ *E*, $$\begin{matrix}
{q\left\{ {\mathfrak{T}\left( {r,F} \right) + \mathfrak{T}\left( {r,G} \right)} \right\}} \\
{\quad \leq 3\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + 3\overset{¯}{\mathfrak{N}}\left( {r,G} \right) + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{F - c_{j}}} \right)} \\
{\quad\quad + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{G - c_{j}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F^{\prime}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G^{\prime}}} \right) + Q\left( r \right).} \\
\end{matrix}$$ From ([22](#EEq9){ref-type="disp-formula"}) and ([33](#EEq22){ref-type="disp-formula"}), since *F*, *G* are transcendental in Tsuji sense in *Ω*, we have $$\begin{matrix}
{\mathfrak{T}\left( {r,F} \right) + \mathfrak{T}\left( {r,G} \right) \leq o\left\{ {\mathfrak{T}\left( {r,F} \right) + \mathfrak{T}\left( {r,G} \right)} \right\},\quad r \notin E,\,\, r \in I.} \\
\end{matrix}$$ Thus, we can get a contradiction. Therefore, *H*(*z*) ≡ 0; that is, $$\begin{matrix}
{\frac{F^{\prime\prime}}{F^{\prime}} - 2\frac{F^{\prime}}{F} \equiv \frac{G^{\prime\prime}}{G^{\prime}} - 2\frac{G^{\prime}}{G}.} \\
\end{matrix}$$ For the above equality, by integration, it follows that $$\begin{matrix}
{F \equiv \frac{aG + b}{cG + d},} \\
\end{matrix}$$ where *a*, *b*, *c*, *d* ∈ *C* and *ad* − *bc* ≠ 0.

Lemma 19Let *F* and *G* be meromorphic functions in *Ω* and transcendental in Tsuji sense, if *F* and *G* satisfy *E* ~1~(0, *Ω*, *F*) = *E* ~1~(0, *Ω*, *G*), and let *c* ~1~, *c* ~2~,..., *c* ~*q*~ be *q*(≥2) distinct nonzero complex numbers. If $$\begin{matrix}
{\underset{r\rightarrow\infty,r \in I}{\limsup}\left( {3\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{F - c_{j}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F^{\prime}}} \right)} \right.} \\
{\left. {+ 2{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right)} \right)\left( {\mathfrak{T}\left( {r,F} \right)} \right)^{- 1} < q,} \\
{\underset{r\rightarrow\infty,r \in I}{\limsup}\left( {3\overset{¯}{\mathfrak{N}}\left( {r,G} \right) + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{G - c_{j}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G^{\prime}}} \right)} \right.} \\
{\left. {+ 2{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G}} \right)} \right)\left( {\mathfrak{T}\left( {r,G} \right)} \right)^{- 1} < q,} \\
\end{matrix}$$ where ${\overset{¯}{\mathfrak{N}}}^{(2)}{({r, \cdot})}$, ${\overset{¯}{\mathfrak{N}}}^{(2}{({r, \cdot})}$, and *I* are stated as in [Lemma 18](#lem3.4){ref-type="statement"}, then $$\begin{matrix}
{F = \frac{aG + b}{cG + d},} \\
\end{matrix}$$ where *a*, *b*, *c*, *d* ∈ *C* are constants with *ad* − *bc* ≠ 0.

ProofLet *H* be stated as in the proof of [Lemma 18](#lem3.4){ref-type="statement"}; since *E* ~1~(0, *Ω*, *F*) = *E* ~1~(0, *Ω*, *G*), it follows that $$\begin{matrix}
{\mathfrak{N}^{1)}\left( r \right) \leq \overset{¯}{\mathfrak{N}}\left( {r,F} \right) + \overset{¯}{\mathfrak{N}}\left( {r,G} \right) + {\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{F^{\prime}}} \right) + {\overset{¯}{\mathfrak{N}}}^{0}\left( {r,\frac{1}{G^{\prime}}} \right)} \\
{\quad + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right) + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G}} \right) + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F - c_{j}}} \right)} \\
{\quad + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G - c_{j}}} \right).} \\
\end{matrix}$$ Similar to argument as in [Lemma 18](#lem3.4){ref-type="statement"}, we have, for *r* ∉ *E*, $$\begin{matrix}
{q\left\{ {\mathfrak{T}\left( {r,F} \right) + \mathfrak{T}\left( {r,G} \right)} \right\}} \\
{\quad \leq 3\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + 3\overset{¯}{\mathfrak{N}}\left( {r,G} \right) + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{F - c_{j}}} \right)} \\
{\quad\quad + \sum\limits_{j = 1}^{q}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{G - c_{j}}} \right) + 2{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right) + 2{\overset{¯}{N}}_{0}^{(2}\left( {r,\frac{1}{G}} \right)} \\
{\quad\quad + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F^{\prime}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G^{\prime}}} \right) + Q\left( r \right).} \\
\end{matrix}$$ From ([37](#EEq23){ref-type="disp-formula"}) and ([40](#EEq26){ref-type="disp-formula"}), since *f*, *g* are transcendental in Tsuji sense in *Ω*, it follows that $$\begin{matrix}
{\mathfrak{T}\left( {r,F} \right) + \mathfrak{T}\left( {r,G} \right) \leq o\left\{ {\mathfrak{T}\left( {r,F} \right) + \mathfrak{T}\left( {r,G} \right)} \right\},\quad r \notin E,\,\, r \in I.} \\
\end{matrix}$$ Thus, we can get a contradiction. Therefore, *H*(*z*) ≡ 0; that is, $$\begin{matrix}
{\frac{F^{\prime\prime}}{F^{\prime}} - 2\frac{F^{\prime}}{F} \equiv \frac{G^{\prime\prime}}{G^{\prime}} - 2\frac{G^{\prime}}{G}.} \\
\end{matrix}$$ For the above equality, by integration, we have $$\begin{matrix}
{F \equiv \frac{aG + b}{cG + d},} \\
\end{matrix}$$ where *a*, *b*, *c*, *d* ∈ *C* and *ad* − *bc* ≠ 0.

The following result can be derived from the proof of Frank-Reinders\' theorem in \[[@B5]\].

Lemma 20Let *n* ≥ 6 and $$\begin{matrix}
{P\left( w \right) = \frac{\left( {n - 1} \right)\left( {n - 2} \right)}{2}w^{n} - n\left( {n - 2} \right)w^{n - 1} + \frac{n\left( {n - 1} \right)}{2}w^{n - 2}.} \\
\end{matrix}$$ Then *P*(*w*) is a unique polynomial for transcendental meromorphic functions; that is, for any two transcendental meromorphic functions *f* and *g* in Tsuji sense, *P*(*f*) ≡ *P*(*g*) implies *f* ≡ *g*.

Lemma 21 (see \[[@B25], Lemma 2.3.3\])Let *f*(*z*) be a meromorphic function in *Ω*(*α*, *β*), for any real number *ε* \> 0, *Ω* ~*ε*~ = *Ω*(*α* + *ε*, *β* − *ε*). Then for *ε* \> 0, one has $$\begin{matrix}
{\mathfrak{N}\left( {r,f} \right) \leq \omega\frac{N\left( {r,\Omega,f} \right)}{r^{\omega}} + \omega^{2}\int\limits_{1}^{r}\frac{N\left( {t,\Omega,f} \right)}{t^{\omega + 1}}\, dt,} \\
{\mathfrak{N}\left( {r,f} \right) \geq \omega c^{\omega}\frac{N\left( {cr,\Omega_{\varepsilon},f} \right)}{r^{\omega}} + \omega^{2}c^{\omega}\int\limits_{1}^{cr}\frac{N\left( {t,\Omega_{\varepsilon},f} \right)}{t^{\omega + 1}}\, dt,} \\
\end{matrix}$$ where 0 \< *c* \< 1 is a constant depending on *ε*, *ω* = (*π*/(*β* − *α*)), *N*(*t*, *Ω*, *f*) = ∫~1~ ^*r*^(*n*(*t*, *Ω*, *f*)/*t*)*dt*, and *n*(*t*, *Ω*, *f*) is the number of poles of *f*(*z*) in *Ω*∩{*z* : 1 \< \|*z*\| ≤ *t*}.

4. Proofs of Theorems [5](#thm2.1){ref-type="statement"} and [7](#thm2.2){ref-type="statement"} {#sec4}
===============================================================================================

4.1. The Proof of [Theorem 5](#thm2.1){ref-type="statement"} {#sec4.1}
------------------------------------------------------------

From the definition of *P* ~1~(*w*), we have *P* ~1~(1) = 1 − *c* : = *c* ~1~ ≠ 0, *P* ~1~(0) = −*c* : = *c* ~2~ ≠ 0, and $$\begin{matrix}
{P_{1}^{\prime}\left( w \right) = \frac{n\left( {n - 1} \right)\left( {n - 2} \right)}{2}\left( {w - 1} \right)^{2}w^{n - 3},} \\
\end{matrix}$$ $$\begin{matrix}
{P_{1}\left( w \right) - c_{1} = \left( {w - 1} \right)^{3}Q_{1}\left( w \right),\quad Q_{1}\left( 1 \right) \neq 0,} \\
\end{matrix}$$ $$\begin{matrix}
{P_{1}\left( w \right) - c_{2} = w^{n - 2}Q_{2}\left( w \right),\quad Q_{2}\left( 0 \right) \neq 0,} \\
\end{matrix}$$ where *Q* ~1~, *Q* ~2~ are polynomials of degrees *n* − 3 and 2, respectively. We also see that *Q* ~*i*~  (*i* = 1,2) and *P* ~1~ have only simple zeros.

Let *F* and *G* be defined as *F* = *P* ~1~(*f*) and *G* = *P* ~1~(*g*). Since *E*(*S*, *Ω*, *f*) = *E*(*S*, *Ω*, *g*), we have *E*(0, *Ω*, *F*) = *E*(0, *Ω*, *G*). From ([47](#EEq28){ref-type="disp-formula"}) and ([48](#EEq29){ref-type="disp-formula"}), we have $$\begin{matrix}
{{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{F - c_{1}}} \right) = \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F - c_{1}}} \right) + {\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F - c_{1}}} \right)} \\
{\leq 2\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f - 1}} \right) + \sum\limits_{i = 1}^{n - 3}\mathfrak{N}\left( {r,\frac{1}{f - a_{i}}} \right)} \\
{\leq \left( n - 1 \right)\mathfrak{T}\left( r,f \right) + Q\left( r \right),} \\
{{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{F - c_{2}}} \right) = \overset{¯}{\mathfrak{N}}\left( r,\frac{1}{F - c_{2}} \right) + {\overset{¯}{\mathfrak{N}}}^{(2}\left( r,\frac{1}{F - c_{2}} \right)} \\
{\leq 2\overset{¯}{\mathfrak{N}}\left( r,\frac{1}{f} \right) + \sum\limits_{j = 1}^{2}\mathfrak{N}\left( r,\frac{1}{f - b_{j}} \right)} \\
{\leq 4\mathfrak{T}\left( r,f \right) + Q\left( r \right),} \\
\end{matrix}$$ where *a* ~*i*~  (*i* = 1,..., *n* − 3) and *b* ~*j*~  (*j* = 1,2) are the zeros of *Q* ~1~(*w*) and *Q* ~2~(*w*) in *Ω*, respectively.

From ([46](#EEq27){ref-type="disp-formula"}), we have $$\begin{matrix}
{\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F^{\prime}}} \right) \leq \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f - 1}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f^{\prime}}} \right).} \\
\end{matrix}$$ From [Lemma 16](#lem3.2){ref-type="statement"}, we have *T*(*r*, *F*) = *nT*(*r*, *f*) + *Q*(*r*). Thus, combining ([49](#EEq30){ref-type="disp-formula"}) and ([50](#EEq32){ref-type="disp-formula"}), by Lemmas [17](#lem3.3){ref-type="statement"} and [18](#lem3.4){ref-type="statement"} and *n* ≥ 11, we have $$\begin{matrix}
{\underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{3\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + {\sum_{j = 1}^{2}{{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,{1/\left( {F - c_{j}} \right)}} \right)}} + \overset{¯}{\mathfrak{N}}\left( {r,{1/F^{\prime}}} \right)}{\mathfrak{T}\left( r,F \right)}} \\
{\quad \leq \underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{4\overset{¯}{\mathfrak{N}}\left( {r,f} \right) + \left( {n + 6} \right)\mathfrak{T}\left( {r,f} \right)}{n\mathfrak{T}\left( {r,f} \right)} < 2.} \\
\end{matrix}$$ Similarly, we can obtain $$\begin{matrix}
{\underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{3\overset{¯}{\mathfrak{N}}\left( r,G \right) + {\sum_{j = 1}^{2}{{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,{1/\left( {G - c_{j}} \right)}} \right)}} + \overset{¯}{\mathfrak{N}}\left( {r,{1/G^{\prime}}} \right)}{\mathfrak{T}\left( r,G \right)}} \\
{\quad \leq \underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{4\overset{¯}{\mathfrak{N}}\left( {r,g} \right) + \left( {n + 6} \right)\mathfrak{T}\left( {r,g} \right)}{n\mathfrak{T}\left( {r,g} \right)} < 2.} \\
\end{matrix}$$ Thus, by [Lemma 18](#lem3.4){ref-type="statement"}, we have $$\begin{matrix}
{\frac{F^{\prime\prime}}{F^{\prime}} - 2\frac{F^{\prime}}{F} \equiv \frac{G^{\prime\prime}}{G^{\prime}} - 2\frac{G^{\prime}}{G}.} \\
\end{matrix}$$ For the above equality, by integration, it follows that $$\begin{matrix}
{F \equiv \frac{aG + b}{cG + d},} \\
\end{matrix}$$ where *a*, *b*, *c*, *d* ∈ *C* and *ad* − *bc* ≠ 0. Since *E*(*f*, *Ω*, *S*) is nonempty and *E*(*f*, *Ω*, *S*) = *E*(*g*, *Ω*, *S*), we have *b* = 0, *a* ≠ 0. Hence $$\begin{matrix}
{F \equiv \frac{aG}{cG + d} \equiv \frac{G}{AG + B},} \\
\end{matrix}$$ where *A* = *c*/*a*, *B* = *d*/*a* ≠ 0.

Two cases will be considered as follows.

Case 1 (*A* ≠ 0)From the definition of *P* ~1~(*w*) and ([55](#EEq35){ref-type="disp-formula"}), we can see that every zero of *P* ~1~(*g*) + *B*/*A* in *Ω* has a multiplicity of at least *n*. Here, three following subcases will be discussed.

Subcase 1 (*B*/*A* = −*c* ~1~)From ([47](#EEq28){ref-type="disp-formula"}), we have $$\begin{matrix}
{P_{1}\left( g \right) + \frac{B}{A} = \left( {g - 1} \right)^{3}\left( {g - a_{1}} \right)\left( {g - a_{2}} \right)\cdots\left( {g - a_{n - 3}} \right),} \\
\end{matrix}$$ where *a* ~*i*~ ≠ 0,1 are distinct values. It follows that $$\begin{matrix}
{\Theta_{T}\left( {a_{i},f} \right) = 1 - \underset{r\rightarrow\infty}{\limsup}\frac{\overset{¯}{\mathfrak{N}}\left( {r,a} \right)}{\mathfrak{T}\left( {r,f} \right)} \geq 1 - \underset{r\rightarrow\infty}{\limsup}\frac{\overset{¯}{\mathfrak{N}}\left( {r,a} \right)}{\mathfrak{N}\left( {r,f} \right)} \geq \frac{1}{2}.} \\
\end{matrix}$$ We can see that it has *n* − 2 values satisfying the above inequality. Thus, from ([21](#EEq8){ref-type="disp-formula"}) and *n* ≥ 11, we can get a contradiction.

Subcase 2 (*B*/*A* = −*c* ~2~)From ([47](#EEq28){ref-type="disp-formula"}), we have $$\begin{matrix}
{P_{1}\left( g \right) + \frac{B}{A} = g^{n - 2}\left( {g - b_{1}} \right)\left( {g - b_{2}} \right),} \\
\end{matrix}$$ where *b* ~1~ ≠ *b* ~2~, *b* ~*i*~ ≠ 0,1  (*i* = 1,2). It follows that every zero of *g* in *Ω* has a multiplicity of at least 2 and every zero of *g* − *b* ~*i*~  (*i* = 1,2) in *Ω* has a multiplicity of at least *n*. Then, by [Remark 14](#rem3.1){ref-type="statement"}, we have $$\begin{matrix}
{\mathfrak{T}\left( r,g \right)} \\
{  \leq \overset{¯}{\mathfrak{N}}\left( r,\frac{1}{g} \right) + \overset{¯}{\mathfrak{N}}\left( r,\frac{1}{g - b_{1}} \right) + \overset{¯}{\mathfrak{N}}\left( r,\frac{1}{g - b_{2}} \right) + Q\left( r \right)} \\
{  \leq \frac{1}{2}\mathfrak{N}\left( r,\frac{1}{g} \right) + \frac{1}{n}\mathfrak{N}\left( r,\frac{1}{g - b_{1}} \right) + \frac{1}{n}\mathfrak{N}\left( r,\frac{1}{g - b_{1}} \right) + Q\left( r \right)} \\
{  \leq \left( \frac{1}{2} + \frac{2}{n} \right)\mathfrak{T}\left( r,g \right) + Q\left( r \right).} \\
\end{matrix}$$ Since *g* is transcendental in Tsuji sense in *Ω* and *n* ≥ 11, we can get a contradiction.

Subcase 3 (*B*/*A* ≠ −*c* ~1~, −*c* ~2~)By using the same argument as in [Subcase 1](#subcase1.1){ref-type="statement"} or [Subcase 2](#subcase1.2){ref-type="statement"}, we can get a contradiction.

Case 2 (*A* = 0)If *B* ≠ 1, from ([55](#EEq35){ref-type="disp-formula"}), we have *F* = *G*/*B*; that is, $$\begin{matrix}
{P_{1}\left( f \right) = \frac{1}{B}P_{1}\left( g \right).} \\
\end{matrix}$$ From ([48](#EEq29){ref-type="disp-formula"}) and ([60](#EEq36){ref-type="disp-formula"}), we have $$\begin{matrix}
{P_{1}\left( f \right) - \frac{c_{2}}{B} = \frac{1}{B}\left( {P_{1}\left( g \right) - c_{2}} \right) = \frac{1}{B}g^{n - 2}\left( {g - b_{1}} \right)\left( {g - b_{2}} \right).} \\
\end{matrix}$$ Since *c* ~2~/*B* ≠ *c* ~2~, from ([46](#EEq27){ref-type="disp-formula"}), it follows that *P* ~1~(*f*) − *c* ~2~/*B* has at least *n* − 2 distinct zeros  *e* ~1~, *e* ~2~,..., *e* ~*n*−2~. Then, by [Remark 14](#rem3.1){ref-type="statement"}, we have $$\begin{matrix}
{\left( {n - 4} \right)\mathfrak{T}\left( {r,f} \right)} \\
{  \leq \sum\limits_{i = 1}^{n - 2}\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f - e_{i}}} \right) + Q\left( r \right)} \\
{  \leq \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{g}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{g - b_{1}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{g - b_{2}}} \right) + Q\left( r \right)} \\
{  \leq 3\mathfrak{T}\left( {r,g} \right) + Q\left( r \right).} \\
\end{matrix}$$

By applying [Lemma 18](#lem3.4){ref-type="statement"} to ([60](#EEq36){ref-type="disp-formula"}) and from ([62](#EEq38){ref-type="disp-formula"}), since *n* ≥ 11 and *f* is transcendental in Tsuji sense in *Ω*, we can get a contradiction.

Thus, we have *A* = 0 and *B* = 1; that is, *P* ~1~(*f*) = *P* ~1~(*g*). Notting the form of *P* ~1~(*w*), we can get that *P*(*f*) = *P*(*g*). Then, by [Lemma 20](#lem3.6){ref-type="statement"}, we get *f* ≡ *g*.

Therefore, the proof of [Theorem 5](#thm2.1){ref-type="statement"} is completed.

4.2. The Proof of [Theorem 7](#thm2.2){ref-type="statement"} {#sec4.2}
------------------------------------------------------------

Since Θ~*T*~(*∞*, *f*) \> 3/4 and Θ~*T*~(*∞*, *g*) \> 3/4, it follows that $$\begin{matrix}
{\underset{r\rightarrow\infty}{\limsup}\frac{\overset{¯}{\mathfrak{N}}\left( r,f \right)}{\mathfrak{T}\left( r,f \right)} < \frac{1}{4},\quad\quad\underset{r\rightarrow\infty}{\limsup}\frac{\overset{¯}{\mathfrak{N}}\left( r,g \right)}{\mathfrak{T}\left( r,g \right)} < \frac{1}{4}.} \\
\end{matrix}$$ By applying ([60](#EEq36){ref-type="disp-formula"}), from ([51](#EEq33){ref-type="disp-formula"}) and ([52](#EEq34){ref-type="disp-formula"}), since *n* ≥ 7, we get $$\begin{matrix}
{\underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{3\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + {\sum_{j = 1}^{2}{{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,{1/\left( {F - c_{j}} \right)}} \right)}} + \overset{¯}{\mathfrak{N}}\left( {r,{1/F^{\prime}}} \right)}{\mathfrak{T}\left( {r,F} \right)}} \\
{\quad \leq \underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{4\overset{¯}{\mathfrak{N}}\left( {r,f} \right) + \left( {n + 6} \right)\mathfrak{T}\left( {r,f} \right)}{n\mathfrak{T}\left( {r,f} \right)} < 2,} \\
{\underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{3\overset{¯}{\mathfrak{N}}\left( {r,G} \right) + {\sum_{j = 1}^{2}{{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,{1/\left( {G - c_{j}} \right)}} \right)}} + \overset{¯}{\mathfrak{N}}\left( {r,{1/G^{\prime}}} \right)}{\mathfrak{T}\left( r,G \right)}} \\
{\quad \leq \underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{4\overset{¯}{\mathfrak{N}}\left( {r,g} \right) + \left( {n + 6} \right)\mathfrak{T}\left( {r,g} \right)}{n\mathfrak{T}\left( {r,g} \right)} < 2.} \\
\end{matrix}$$ Then, from [Lemma 18](#lem3.4){ref-type="statement"}, we have *F* ≡ (*aG* + *b*)/(*cG* + *d*), where *a*, *b*, *c*, *d* ∈ *C* and *ad* − *bc* ≠ 0. Thus, by using the same argument as in [Theorem 5](#thm2.1){ref-type="statement"}, we can prove the conclusion of [Theorem 7](#thm2.2){ref-type="statement"}.

5. Proofs of Theorems [9](#thm2.3){ref-type="statement"} and [11](#thm2.4){ref-type="statement"} {#sec5}
================================================================================================

5.1. The Proof of [Theorem 9](#thm2.3){ref-type="statement"} {#sec5.1}
------------------------------------------------------------

Since *E* ~1~(*S*, *Ω*, *f*) = *E* ~1~(*S*, *Ω*, *g*), we have *E* ~1~(0, *Ω*, *F*) = *E* ~1~(0, *Ω*, *G*). From ([46](#EEq27){ref-type="disp-formula"})--([48](#EEq29){ref-type="disp-formula"}), we get $$\begin{matrix}
{{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right) = \sum\limits_{i = 1}^{n}\overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f - d_{i}}} \right) \leq \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f^{\prime}}} \right),} \\
\end{matrix}$$ where *d* ~*i*~  (*i* = 1,..., *n*) are the distinct zeros of *P* ~1~(*w*). And from ([50](#EEq32){ref-type="disp-formula"}) and ([65](#EEq40){ref-type="disp-formula"}), by [Lemma 17](#lem3.3){ref-type="statement"}, we have $$\begin{matrix}
{{\overset{¯}{\mathfrak{N}}}_{0}\left( {r,\frac{1}{F^{\prime}}} \right) + 2{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right)} \\
{  \leq \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{f - 1}} \right) + 3\mathfrak{N}\left( {r,\frac{1}{f}} \right) + 3\overset{¯}{\mathfrak{N}}\left( {r,f} \right)} \\
{  \leq 5\mathfrak{T}\left( {r,f} \right) + 3\overset{¯}{\mathfrak{N}}\left( {r,f} \right) + Q\left( r \right).} \\
\end{matrix}$$ Then from ([49](#EEq30){ref-type="disp-formula"}) and ([66](#EEq41){ref-type="disp-formula"}), since *T*(*r*, *F*) = *nT*(*r*, *f*) + *Q*(*r*) and *n* ≥ 15, we have $$\begin{matrix}
{\underset{r\rightarrow\infty,r \notin E}{\limsup}\left( {3\overset{¯}{\mathfrak{N}}\left( r,F \right) + \sum\limits_{j = 1}^{2}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{F - c_{j}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F^{\prime}}} \right)} \right.} \\
{\quad  \left. {+ 2{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right)} \right)\left( {\mathfrak{T}\left( r,F \right)} \right)^{- 1}} \\
{\quad \leq \underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{6\overset{¯}{\mathfrak{N}}\left( r,f \right) + \left( n + 8 \right)\mathfrak{T}\left( r,f \right)}{n\mathfrak{T}\left( r,f \right)} < 2.} \\
\end{matrix}$$ Similarly, we get $$\begin{matrix}
{\underset{r\rightarrow\infty,r \notin E}{\limsup}\left( {3\overset{¯}{\mathfrak{N}}\left( {r,G} \right) + \sum\limits_{j = 1}^{2}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{G - c_{j}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{G^{\prime}}} \right)} \right.} \\
{\left. {+ 2{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{G}} \right)} \right)\left( {\mathfrak{T}\left( {r,G} \right)} \right)^{- 1}} \\
{\quad \leq \underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{6\overset{¯}{\mathfrak{N}}\left( r,g \right) + \left( n + 8 \right)\mathfrak{T}\left( r,g \right)}{n\mathfrak{T}\left( r,g \right)} < 2.} \\
\end{matrix}$$ Thus, by [Lemma 19](#lem3.5){ref-type="statement"}, we have $$\begin{matrix}
{F \equiv \frac{aG + b}{cG + d},} \\
\end{matrix}$$ where *a*, *b*, *c*, *d* ∈ *C* and *ad* − *bc* ≠ 0. By using arguments similar to that in proof of [Theorem 5](#thm2.1){ref-type="statement"}, we have *f* ≡ *g*.

Therefore, this completes the proof of [Theorem 9](#thm2.3){ref-type="statement"}.

5.2. The Proof of [Theorem 11](#thm2.4){ref-type="statement"} {#sec5.2}
-------------------------------------------------------------

Since Θ~*T*~(*∞*, *f*) \> 5/6 and Θ~*T*~(*∞*, *g*) \> 5/6, it follows that $$\begin{matrix}
{\underset{r\rightarrow\infty}{\limsup}\frac{\overset{¯}{\mathfrak{N}}\left( {r,f} \right)}{\mathfrak{T}\left( {r,f} \right)} < \frac{1}{6},\quad\quad\underset{R\rightarrow\infty}{\limsup}\frac{\overset{¯}{\mathfrak{N}}\left( {r,g} \right)}{\mathfrak{T}\left( {r,g} \right)} < \frac{1}{6}.} \\
\end{matrix}$$ By applying ([70](#EEq44){ref-type="disp-formula"}), from ([67](#EEq42){ref-type="disp-formula"}) and ([68](#EEq43){ref-type="disp-formula"}), since *n* ≥ 9, we get $$\begin{matrix}
{\underset{r\rightarrow\infty,r \notin E}{\limsup}\left( {3\overset{¯}{\mathfrak{N}}\left( {r,F} \right) + \sum\limits_{j = 1}^{2}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( {r,\frac{1}{F - c_{j}}} \right) + \overset{¯}{\mathfrak{N}}\left( {r,\frac{1}{F^{\prime}}} \right)} \right.} \\
{\left. {+ 2{\overset{¯}{\mathfrak{N}}}^{(2}\left( {r,\frac{1}{F}} \right)} \right)\left( {\mathfrak{T}\left( r,F \right)} \right)^{- 1}} \\
{\quad \leq \underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{6\overset{¯}{\mathfrak{N}}\left( r,f \right) + \left( n + 8 \right)\mathfrak{T}\left( r,f \right)}{n\mathfrak{T}\left( r,f \right)} < 2,} \\
\end{matrix}$$ $$\begin{matrix}
{\underset{r\rightarrow\infty,r \notin E}{\limsup}\left( {3\overset{¯}{\mathfrak{N}}\left( r,G \right) + \sum\limits_{j = 1}^{2}{\overset{¯}{\mathfrak{N}}}^{(2)}\left( r,\frac{1}{G - c_{j}} \right) + \overset{¯}{\mathfrak{N}}\left( r,\frac{1}{G^{\prime}} \right)} \right.} \\
{\left. {+ 2{\overset{¯}{\mathfrak{N}}}^{(2}\left( r,\frac{1}{G} \right)} \right)\left( {\mathfrak{T}\left( r,G \right)} \right)^{- 1}} \\
{\quad \leq \underset{r\rightarrow\infty,r \notin E}{\limsup}\frac{6\overset{¯}{\mathfrak{N}}\left( r,g \right) + \left( n + 8 \right)\mathfrak{T}\left( r,g \right)}{n\mathfrak{T}\left( r,g \right)} < 2.} \\
\end{matrix}$$ Then, from [Lemma 19](#lem3.5){ref-type="statement"}, we have *F* ≡ (*aG* + *b*)/(*cG* + *d*), where *a*, *b*, *c*, *d* ∈ *C* and *ad* − *bc* ≠ 0. Thus, by using the same argument as in [Theorem 5](#thm2.1){ref-type="statement"}, we can prove the conclusion of [Theorem 11](#thm2.4){ref-type="statement"}.

Hence, the proof of [Theorem 11](#thm2.4){ref-type="statement"} is completed.

6. The proof of [Theorem 13](#thm2.5){ref-type="statement"} {#sec6}
===========================================================

Since condition ([(‡)](#eq6){ref-type="disp-formula"}) implies that *f* is transcendental in Tsuji sense, then the conclusions of [Theorem 13](#thm2.5){ref-type="statement"} can be obtained easily from Theorems [5](#thm2.1){ref-type="statement"}--[11](#thm2.4){ref-type="statement"} and Corollaries [6](#coro2.1){ref-type="statement"}--[12](#coro2.4){ref-type="statement"}.
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