We introduce a new class of distances between nonnegative Radon measures in R d . They are modeled on the dynamical characterization of the Kantorovich-RubinsteinWasserstein distances proposed by BENAMOU-BRENIER [7] and provide a wide family interpolating between the Wasserstein and the homogeneous W
Introduction
Starting from the contributions by Y. BRENIER, R. MCCANN, W. GANGBO, L.C. EVANS, F. OTTO, C. VILLANI [9, 18, 25, 17, 27] , the theory of Optimal Transportation has received a lot of attention and many deep applications to various mathematical fields, such as PDE's, Calculus of Variations, functional and geometric inequalities, geometry of metric-measure spaces, have been found (we refer here to the monographs [28, 16, 30, 3, 31] ). Among all possible transportation costs, those inducing the so-called L p -KANTOROVICH-RUBINSTEIN-WASSERSTEIN distances W p (µ 0 , µ 1 ), p ∈ (1, +∞), between two probability measures µ, ν ∈ P(R d ) W p (µ 0 , µ 1 ) := inf
play a distinguished role. Here Γ (µ 0 , µ 1 ) is the set of all couplings between µ 0 and µ 1 : they are probability measures Σ on R d × R d whose first and second marginals are respectively µ 0 and µ 1 , i.e. Σ (B × R d ) = µ 0 (B) and Σ (R d × B) = µ 1 (B) for all Borel sets B ∈ B(R d ).
It was one of the most surprising achievement of [24, 25, 19, 26 ] that many evolution partial differential equations of the form 2) can be, at least formally, interpreted as gradient flows of suitable integral functionals F with respect to W p (see also the general approach developed in [30, 3, 31] ). In (1.2) δ F /δ ρ is the Euler first variation of F , q := p/(p − 1) is the Hölder's conjugate exponent of p, and t → ρ t (a time dependent solution of (1.2)) can be interpreted as a flow of probability measures µ t = ρ t L d with density ρ t with respect to the Lebesgue measure
Besides showing deep relations with entropy estimates and functional inequalities [27] , this point of view provides a powerful variational method to prove existence of solutions to (1.2) , by the so-called Minimizing movement scheme [19, 13, 3] : given a time step τ > 0 and an initial datum µ 0 = ρ 0 L d , the solution µ t = ρ t L d at time t ≈ nτ can be approximated by the discrete solution µ n τ obtained by a recursive minimization of the functional
The link between the Wasserstein distance and equations exhibiting the characteristic structure of (1.2) (in particular the presence of the diffusion coefficient ρ, the fact that ξ ξ ξ is a gradient vector field, and the presence of the q-duality map ξ ξ ξ → |ξ ξ ξ | q−2 ξ ξ ξ ), is well explained by the dynamic characterization of W p introduced by BENAMOU-BRENIER [7] : it relies in the minimization of the "action" integral functional 
(
1.4)
Towards more general cost functionals. If one is interested to study the more general class of diffusion equations 
(1.6)
In the limiting case α = 0, h(ρ) ≡ 1, one can easily recognize that (1.6) provides an equivalent description of the homogeneous (dual)Ẇ −1,p (R d ) Sobolev (pseudo)-distance
Thus the distances defined by (1.6) for 0 ≤ α ≤ 1 (we shall see that this is the natural range for the parameter α) can be considered as a natural "interpolating" family between the Wasserstein and the (dual) Sobolev ones. Notice that if one wants to keep the usual transport interpretation given by a "dynamic cost" to be minimized along the solution of the continuity equation, one can simply introduce the velocity vector fieldṽ t := ρ Therefore, in this model the usual p-energy R d ρ t |ṽ t | p dx of the moving masses ρ t with velocityṽ t results locally modified by a factor f (ρ t ) depending on the local density of the mass occupied at the time t. Different non-local models have been considered in [8, 4] .
In the present paper we try to present a systematic study of these families of intermediate distances, in view of possible applications, e.g., to the study of evolution equations like (1.5), the Minimizing movement approach (1.3), and functional inequalities.
Examples: PDE's as gradient flows.
Let us show a few examples evolution equations which can be formally interpreted as gradient flows of suitable integral functionals in this setting: the scalar conservation law The measure-theoretic point of view: Wasserstein distance. We present now the main points of our approach (see also, in a different context, [10] ). First of all, even if the language of densities and vector fields (as ρ and v,ṽ in (1.4) or (1.6)) is simpler and suggests interesting interpretations, the natural framework for considering the variational problems (1. 4) induces a time dependent family of vector measures ν ν ν t := µ t v t ≪ µ t . In terms of the couple (µ,ν ν ν) the continuity equation (1.4) reads 12) and it is now a linear equation. Since v t = dν ν ν t /dµ t is the density of ν ν ν t w.r.t. µ t , the action functional which has to be minimized in (1.4) can be written as
Notice that in the case of absolutely continuous measures with respect to L d , i.e. µ = ρL d and ν ν ν = wL d , the functional Φ p,1 can also be expressed as
(1.14)
Denoting by CE(0, 1) the class of measure-valued distributional solutions µ,ν ν ν of the continuity equation (1.12), we end up with the equivalent characterization of the KantorovichRubinstein-Wasserstein distance
Structural properties and convexity issues. The density function φ = φ p,1 : (0, +∞) × R d → R d appearing in (1.14) exhibits some crucial features 1. w → φ (·, w) is symmetric, positive (when w = 0), and p-homogeneous with respect to the vector variable w: this ensures that W p is symmetric and satisfies the triangular inequality. 2. φ is jointly convex in (0, +∞) × R d : this ensures that the functional Φ p,1 (and therefore also E ) defined in (1.13) is lower semicontinuous with respect to the weak * convergence of Radon measures. It is then possible to show that the infimum in (1.15) is attained, as soon as it is finite (i.e. when there exists at least one curve (µ,ν ν ν) ∈ CE(0, 1) with finite energy E (µ,ν ν ν) joining µ 0 to µ 1 ); in particular W p (µ 0 , µ 1 ) = 0 yields µ 0 = µ 1 . Moreover, the distance map
is lower semicontinuous with respect to the weak * convergence, a crucial property in many variational problems involving W p , as (1.3). 3. φ is jointly positively 1-homogeneous: this a distinguished feature of the Wasserstein case, which shows that the functional Φ p,1 depends only on µ,ν ν ν and not on the Lebesgue measure L d , even if it can be represented as in (1.14) . In other words, suppose that µ =ργ and ν ν ν =wγ, where γ is another reference (Radon, nonnegative) measure in R d .
As we will show in this paper, the 1-homogeneity assumption yields also two "quantitative" properties: if µ 0 is a probability measure, then any solution (µ,ν ν ν) of the continuity equation (1.12) with finite energy E (µ,ν ν ν) < +∞ still preserves the mass µ t (R d ) ≡ 1 for every time t ≥ 0 (and it is therefore equivalent to assume this condition in the definition of CE(0, 1), see e.g. [3, Chap. 8] (1-homogeneity). Due to this last choice, the associated integral functional Φ is no more independent of a reference measure γ and it seems therefore too restrictive to consider only the case of the Lebesgue measure γ = L d .
In the present paper we will thus introduce a further nonnegative reference Radon measure γ ∈ M + loc (R d ) and a general convex functional φ : (0, +∞) × R d → [0, +∞) which is p-homogeneous w.r.t. its second (vector) variable and non degenerate (i.e. φ (ρ, w) > 0 if w = 0). Particularly interesting examples of density functionals φ , corresponding to (1.6), are given by 17) where h : (0, +∞) → (0, +∞) is an increasing and concave function; the concavity of h is a necessary and sufficient condition for the convexity of φ in (1.17) (see [29] and §3).
Choosing h(ρ) := ρ α , α ∈ (0, 1), one obtains 18) which is jointly θ -homogeneous in (ρ, w).
In the case, e.g., when α < 1 in (1.18) or more generally lim ρ↑∞ h(ρ)/ρ = 0, the recession function of φ satisfies 19) so that the associated integral functional reads as 20) extended to +∞ when ν ν ν is not absolutely continuous with respect to γ or supp(µ) ⊂ supp(γ). Notice that only the density ρ of the γ-absolutely continuous part of µ enters in the functional, but the functional could be finite even if µ has a singular part µ ⊥ . This choice is crucial in order to obtain a lower semicontinuous functional w.r.t. weak * convergence of measures. The associated (φ , γ)-Wasserstein distance is therefore
where the energy E φ ,γ of a curve (µ,ν ν ν) ∈ CE(0, 1) is
The most important case associated to the functional (1.18) deserves the distinguished notation
The limiting case α = θ = 1 corresponds to the L p -Wasserstein distance, the SobolevẆ −1,p γ corresponds to α = 0, θ = p. The choice of γ allows for a great flexibility: besides the Lebesgue measure in R d , we quote
The measures are then supported inΩ and, with the choice (1.17) and v = w/h(ρ), (1.12) is a weak formulation of the continuity equation (n ∂ Ω being the exterior unit normal to ∂ Ω )
This choice is useful for studying equations (1.9) (see [11] ), (1.10), (1.11) in bounded domains with Neumann boundary conditions.
With the choice (1.17) and v = w/h(ρ) (1.12) is a weak formulation of the equation
which in the Wasserstein framework is generated by the logarithmic entropy ( [19, 3, 5] ). 
(1.26)
Thanks to Nash embedding theorems [22, 23] , the study of the continuity equation and of the weighted Wasserstein distances on arbitrary Riemannian manifolds can be reduced to this case, which could be therefore applied to study equations (1.9), (1.10), ( 27) and 
Plan of the paper. Section 2 recalls some basic notation and preliminary facts about weak * convergence and integral functionals of Radon measures; 2.3 recalls a simple duality result in convex analysis, which plays a crucial role in the analysis of the integrand φ (ρ, w). The third section is devoted to the class of admissible action integral functionals Φ like (1.20) and their density φ . Starting from a few basic structural assumptions on φ we deduce its main properties and we present some important examples in Section 3.2. The corresponding properties of Φ (in particular, lower semicontinuity and relaxation with respect to weak * convergence, monotonicity, etc) are considered in Section 3.3.
Section 4 is devoted to the study of measure-valued solutions of the continuity equation (1.12). It starts with some preliminary basic results, which extend the theory presented in [3] to the case of general Radon measures: this extension is motivated by the fact that the class of probability measures (and therefore with finite mass) is too restrictive to study the distances W p,α;γ , in particular when γ(R d ) = +∞ as in the case of the Lebesgue measure. We shall see (Remark 5.27) 
We consider in Section 4.2 the class of solutions of (1.12) with finite energy E φ ,γ (1.22) , deriving all basic estimates to control their mass and momentum.
As we briefly showed, Section 5 contains all main results of the paper concerning the modified Wasserstein distances.
Notation and preliminaries
Here is a list of the main notation used throughout the paper:
The open ball (in some R h ) of radius R centered at 0
Borel subsets of R h (resp. with compact closure)
Integral functionals on measures, see 2.2 and 3.3
Classes of measure-valued solutions of the continuity
equation, see Def. 4.2 and Sec. 4.2.
Measures and weak convergence
We recall some basic notation and properties of weak convergence of (vector) radon measures (see e.g. [2] ). A Radon vector measure in
its integral with a continuous vector valued function with compact support ζ ζ ζ ∈ C 0 c (R h ; R m ) is given by
It is well known that M loc (R h ; R m ) can be identified with the dual of C 0 c (R h ; R m ) by the above duality pairing and it is therefore endowed with the corresponding of weak * topology.
µ µ µ is in fact a Radon positive measure in M + loc (R h ) and µ µ µ admits the polar decomposition µ µ µ = w µ µ µ where the Borel vector field w belongs to L 1 loc ( µ µ µ ; R m ). We thus have
, then it is possible to extract a subsequence µ µ µ k n weakly * convergent to µ µ µ ∈ M(R h ; R m ), whose total variation µ µ µ k n weakly * converges to λ ∈ M + (R h ) with µ µ µ ≤ λ . 
Convex functionals defined on Radon measures
; the Lebesgue decomposition of µ µ µ w.r.t. γ reads µ µ µ = ϑ ϑ ϑ γ +µ µ µ ⊥ , where ϑ ϑ ϑ = dµ µ µ/dγ. We can introduce a nonnegative 6) and finally
Since ψ ∞ is 1-homogeneous, the definition of Ψ ∞ depends on γ only through its support and it is independent of the particular choice of σ in (2.6). When ψ has a superlinear growth then the functional Ψ is finite iff µ µ µ ≪ γ and Ψ a (µ µ µ|γ) is finite; in this case Ψ (µ|γ) = Ψ a (µ µ µ|γ).
Theorem 2.1 (L.s.c. and relaxation of integral functionals of measures [1, 2]) Let us consider two sequences
Let conversely µ µ µ, γ be such that Ψ (µ µ µ|γ) < +∞. Then there exists a sequence µ µ µ n = ϑ ϑ ϑ n γ ≪ γ weakly * converging to µ µ µ such that
Proof Thanks to Theorem 2.1, it is sufficient to prove the above inequality for µ µ µ ≪ γ 1 . Since γ 1 = θ γ 2 , with density θ ≤ 1 γ 2 -a.e., we have µ µ µ = ϑ ϑ ϑ i γ i with ϑ ϑ ϑ 2 = θ ϑ ϑ ϑ 1 , and therefore
where we used the property θ ψ(
Theorem 2.3 (Monotonicity with respect to convolution)
The proof follows the same argument of [3, Lemma 8.1.10], by observing that the map (x, y) → xψ(y/x) is convex and positively 1-homogeneous in (0, +∞) × R d .
A duality result in convex analysis
Let X,Y be Banach spaces and let A be an open convex subset of X. We consider a convex (and a fortiori continuous) function φ : A ×Y → R and its partial Legendre transform
The following duality result is well known in the framework of minimax problems [29] .
Theorem 2.4φ is a l.s.c. function and there exists a convex set Y
so thatφ (·, y * ) ≡ +∞ for every y * ∈ Y * \Y * o and φ admits the dual representation formula 
Conversely, a function φ : A ×Y → R is convex if it admits the dual representation (2.15) for a functionφ satisfying (2.16).
Proof Let us first show that (2.16) holds. For a fixed y * ∈ Y * , x 0 ,
, and arbitrary y i ∈ Y , we get
Taking the supremum with respect to y 0 , y 1 we eventually get
and we conclude thatφ (·, y * ) is concave. In particular, if it takes the value +∞ at some point it should be identically +∞ so that (2.14) holds. The converse implication is even easier, since (2.15) exhibits φ as a supremum of continuous and convex functions (jointly in x ∈ A, y ∈ Y ). ⊓ ⊔
Action functionals
The aim of this section is to study some property of integral functionals of the type
and their relaxation, when φ satisfies suitable convexity and homogeneity properties.
Action density functions
Let us therefore consider a nonnegative density function φ : (0, +∞) × R d → [0, +∞) and an exponent p ∈ (1, +∞) satisfying the following assumptions φ is convex and (a fortiori) continuous, (3.2a)
We collect some useful properties of such functions in the following result.
In particularφ (·, z) is q-homogeneous with respect to z. 3. There exist constants a, b ≥ 0 such that
The marginal conjugate functionφ takes its values in
Equivalently, a function φ satisfies (3.2a,b,c) if and only if it admits the dual representation formula Proof Let us first assume that φ satisfies (3.2a,b,c). The function w → φ (ρ, w) 1/p is 1-homogeneous and its sublevels are convex, i.e. it is the gauge function of a (symmetric) convex set and therefore it is a (semi)-norm. The concavity ofφ follows from Theorem 2.4; taking w = 0 in (3.2d), we easily get thatφ is nonnegative; (3.2c) yields, for a suitable constant c 0 > 0,
Still applying Theorem 2.4, we obtain that ρ →φ (ρ, z) is finite, strictly positive and nondecreasing in the interval (0, +∞). Sinceφ (ρ, 0) = 0 we easily get
Combining the last two bounds we get (3.6). (3.7) follows by homogeneity and by the fact that the continuous map φ has a maximum and a strictly positive minimum on the compact set
The final assertion concerning (3.8) still follows by Theorem 2.4. ⊓ ⊔
Examples
Example 3.2 Our main example is provided by the function
Observe that φ 2,α is positively θ -homogeneous, θ := 2 − α, i.e.
It can be considered as a family of interpolating densities between the case α = 0, when 14) and α = 1, corresponding to the 1-homogeneous functional
Example 3.3 More generally, we introduce a concave function h : (0, +∞) → (0, +∞), which is a fortiori continuous and nondecreasing, and we consider the density function
If h is of class C 2 , we can express the concavity condition in terms of the function g( 17) which is related to a condition introduced in [6, Section 2.2, (2.12c)] to study entropy functionals.
Example 3.4 We consider matrix-valued functions
They induce the action density φ :
Taking into account Theorem 3.1, φ satisfies conditions (3.2) if and only if the maps
Equivalently,
When G is of class C 2 this is also equivalent to ask that 22) in the sense of the associated quadratic forms. In fact, differentiating H = G −1 with respect to ρ we get
we eventually recall that H(ρ) is invertible for every ρ > 0.
Example 3.5 Let · be any norm in R d with dual norm · * , and let h : (0, +∞) → (0, +∞) be a concave (continuous, nondecreasing) function as in Example 3.3. We can thus consider
See [20, 21] for a in-depth study of this class of functions.
Example 3.6 ((α-θ )-homogeneous functionals)
In the particular case h(ρ) := ρ α the functional φ of the previous example is jointly positively θ -homogeneous, with θ := α + (1 − α)p. This is in fact the most general example of θ -homogeneous functional, since if φ is θ -positively homogeneous, 1 ≤ θ ≤ p, then
where w := φ (1, w) 1/p is a norm in R d by Theorem 3.1. The dual marginal densityφ in this case takes the formφ
and it is q + α-homogeneous. Notice that α and θ are related by θ
In the particular case when · = · * = | · | is the Euclidean norm, we set as in (3.16)
The action functional on measures
Lower semicontinuity envelope and recession function. Thanks to the monotonicity property (3.5), we can extend φ also for ρ = 0 by setting for every w ∈ R d
When ρ < 0 we simply set φ (ρ, w) = +∞, observing that this extension is lower semicontinuous in R × R d . It is not difficult to check thatφ (0, ·) satisfies an analogous formulã
Observe that, as in the (α-θ )-homogeneous case of Example 3.6 with α > 0,
As in (2.4), we also introduce the recession functional 
ϕ ∞ is finite, convex, nonnegative, and q-homogeneous, so thatφ ∞ (z) 1/q is a seminorm, which does not vanish at z ∈ R d if and only if ρ →φ (ρ, z) has a linear growth when ρ ↑ +∞.
It is easy to check that
In the caseφ has a sublinear growth w.r.t. ρ, as for (α-θ )-homogeneous functionals with α < 1 (see Example 3.6), we have in particular We can always introduce a nonnegative Radon measure σ ∈ M + (Ω ) such that µ ⊥ = ρ ⊥ σ ≪ σ ,ν ν ν ⊥ = w ⊥ σ ≪ σ , e.g. σ := µ ⊥ + |ν ν ν ⊥ |. We can thus define the action functional
Observe that, being φ ∞ 1-homogeneous, this definition is independent of σ . We will also use a localized version of Φ:
Moreover, ifφ has a sublinear growth with respect to ρ (e.g. in the (α-θ )-homogeneous case of Example 3.6, with α < 1) thenφ ∞ (·) ≡ 0 and
independently on the singular part µ ⊥ . In particular ν ν ν a is absolutely continuous also with respect to µ.
Applying Theorem 2.1 we immediately get 
Equiintegrability estimate. We collect in this section some basic estimates on φ which will turn to be useful in the sequel. Let us first introduce the notation
Observe that h is a concave increasing function defined in [0, +∞), satisfying, in the homogeneous case h(ρ) = h(ρ) = ρ α . It provides the bounds
Observe that when h ∞ = 0 thenφ ∞ ≡ 0 and ϕ ∞ (w) is given by (3.35). 
In particular, for every Borel set A ∈ B(R d ) we have
Proof It is sufficient to prove (3.47). Observe that if (a, b) ∈ Γ φ then a ≥ 0, and h ∞ ≤ b so that by (3.46) we have
Taking the infimum of the last term over all the couples (a, b) ∈ Γ φ we obtain (3.48). ⊓ ⊔
Measure valued solutions of the continuity equation in R d
In this section we collect some results on the continuity equation
which we will need in the sequel. Here µ t ,ν ν ν t are Borel families of measures (see e.g. [3] ) in
and we suppose that (4.1) holds in the sense of distributions, i.e.
Thanks to the disintegration theorem [14, 4, III-70], we can identify (ν ν ν t ) t∈(0,T ) with the measure ν ν ν =
Preliminaries
Let us first adapt the results of [3, Chap. 8] (concerning a family of probability measures µ t ) to the more general case of Radon measures. First of all we recall some (technical)
preliminaries. 5) and the mass ofμ t can be uniformly bounded by
Lemma 4.1 (Continuous representative) Let µ t ,ν ν ν t be Borel families of measures satisfying (4.2) and (4.3). Then there exists a unique weakly
If L ζ is the set of its Lebesgue points, we know that L 1 ((0, T ) \ L ζ ) = 0. Let us now take an increasing sequence R n := 2 n ↑ +∞ and countable sets Z n ⊂ C ∞ c (B R n ) which are dense in
We also set L Z := ∩ n∈N,ζ ∈Z n L ζ . The restriction of the curve µ to L Z provides a uniformly continuous family of functionals on each space C 1 0 (B R n ), since (4.8) shows
Therefore, for every n ∈ N it can be extended in a unique way to a continuous curve
′ which is uniformly bounded and satisfies the compatibility conditionμ
If we show that {µ t (B R n )} t∈L Z is uniformly bounded for every n ∈ N, the extension provides a continuous curve in M
To this aim, let us consider nonnegative, smooth functions
for some constant A > 1. It is not restrictive to suppose that ζ k ∈ Z k+1 . Applying the previous formula (4.7), for t, s ∈ L Z we have
It follows that
Integrating with respect to s we end up with the uniform bound
Observe that the extensionμ t satisfies (4.13) (and therefore, in a completely analogous way, (4.6)) and (4.12) for every s,t ∈ [0, T ].
Now we show (4.5). Let us choose
in the duality with continuous functions in [0, T ]. We get
Passing to the limit as ε vanishes and invoking the continuity ofμ t , we get (4.5). Finally, if lim R↑+∞ R −1 V R = 0 we can pass to the limit as R k ↑ +∞ in the inequality (4.12), which also holds for every t, s ∈ [0, T ] if we replace µ byμ, by choosing s so that
Thanks to Lemma 4.1 we can introduce the following class of solutions of the continuity equation.
Definition 4.2 (Solutions of the continuity equation)
We denote by CE(0, T ) the set of time dependent measures
(ν ν ν t ) t∈(0,T ) is a Borel family with
is a distributional solution of (4.1).
Solutions of the continuity equation can be rescaled in time: 
Lemma 4.4 (Glueing solutions)
belongs to CE(0, T 1 + T 2 ).
Lemma 4.5 (Compactness for solutions of the continuity equation (I))
Let (µ n ,ν ν ν n ) be a sequence in CE(0, T ) such that 1. for some s ∈ [0, T ] sup n∈N µ n s (B R ) < +∞ ∀ R > 0; 2. the sequence of maps t → |ν ν ν n t |(B R ) is equiintegrable in (0, T ), for every R > 0.
Then there exists a subsequence (still indexed by n) and a couple
where Φ is an integral functional as in (3.37).
Proof Since ν ν ν n := T 0 ν ν ν n t dt and µ n s have total variation uniformly bounded on each com-
The estimate (4.6) shows that
The equiintegrability condition on ν ν ν n shows that ν ν ν satisfies
so that by the disintegration theorem we can represent it as ν ν ν = 
Applying (4.5) with ζ (t, x) := ζ (x) and t 0 := s and the estimate (4.17) we thus obtain the weak convergence of µ n t to a measure
It is immediate to check that the couple (µ t ,ν ν ν t ) belongs to CE(0, T ). (4.16) follows now by the representation
and the lower semicontinuity property stated in Theorem 2.1. ⊓ ⊔
Solutions of the continuity equation with finite Φ-energy
For all this section we will assume that φ : (0, +∞) × R d → (0, +∞) is an admissible action density function as in (3.2a,b,c) for some p ∈ (1, +∞), γ ∈ M + loc (R d ) is a given reference Radon measure, and Φ is the corresponding integral functional as in (3.37). We want to study the properties of measure valued solutions (µ,ν ν ν) of the continuity equation (4.1) with finite Φ-energy
We denote by CE φ ,γ (0, T ) the subset of CE(0, T ) whose elements (µ,ν ν ν) satisfies (4.19). 
Recalling that the function h is defined by (3.44), we also introduce the concave function
(4.21)
In the homogeneous case φ (ρ, z) = ρ α z q * we have
we will use the short notation 
we have
In particular, there exists a constant C 1 > 0 only depending (in a monotone way) on h, p, T such that
In particular, in the (α-θ )-homogeneous case, for every 0 ≤ s ≤ t ≤ T we have
Recalling that d dr ω(r) = h −1/q (r) we get (4.27). In order to prove (4.26) we set M := sup t∈[0,T ] m t and we choose constants (a, b) ∈ Γ φ ; integrating (4.25) we get
By using the inequality xy ≤ p −1 x p + q −1 y q we obtain
which yields (4.26) with
Finally, let us assume that φ satisfies the (α-θ )-homogeneity condition, so that ω(s) = p θ s θ /p as in (4.22) . It follows that
Integrating (4.27) we conclude.
⊓ ⊔
We extend the definition of m r (µ) also for negative values of r by setting 
Theorem 4.8
Let us assume thatm r (γ) < +∞ for some r ≤ p and let (µ,ν ν ν) ∈ CE φ ,γ (0, T ) satisfy (4.19) . For every δ ≤ 1 + r/q, ifm δ (µ 0 ) < +∞ then alsom δ (µ t ) < +∞ and there exists a constant C 2 only depending in a monotone way on h, p, T, A, |δ | such that
Proof Let us first set
observing that
We consider the usual cutoff functions ζ n ∈ C ∞ c (R d ) as in (4.11a,b) and we set
By (4.26) we obtain
in particular, if r ≥ −q and µ 0 (R d ) < +∞, we can derive the uniform upper bound
We can then deduce that µ t (R d ) is constant by applying the estimate (4.25), which yields after an integration in time and for every (a, b)
In order to show (4.33), we argue as before, by introducing the new family of test functions induced by υ n (x) :
As before, setting
Applying (4.26) we get for every t
where
Since δ ≤ 1 + r/q and δ ≤ p, summing up with respect to n and recalling (4.37) we get
In the the θ -homogeneous case we have a more refined estimate:
Theorem 4.9 Let us assume that φ is θ -homogeneous for some θ ∈ (1, p] , the measure γ satisfies the r-moment conditionm r (γ) < +∞, and let (µ,ν ν ν)
is finite and there exists a constant C 3 > 0 such that
Proof We argue as in the proof of Theorem (4.9), keeping the same notation and using the crucial estimate (4.28). If ζ n are the test functions of (4.11a,b),
so that, sinceδ θ /p = 1 + (θ − 1)r/p, (4.28) yields
Sinceδ ≥ 0, passing to the limit as n ↑ ∞ and recalling (4.35), we get
Concerning the moment estimate, we replace ζ n by υ n , defined by in (4.38), obtaining
and therefore
Multiplying this inequality by 2 nδ , summing up w.r.t. n, and recalling (4.39), we obtaiñ 
Corollary 4.10 (Compactness for solutions of the continuity equation (II))
Proof Since P R := sup n γ n (B R ) < +∞ for every R > 0, the estimate (4.33) for δ = 0 and the assumption (4.49) show that M R = sup n∈N,t∈[0,T ] µ n t (B R ) < +∞ for every R > 0. We can therefore obtain a bound of ν ν ν n t (B R ) by (3.48), which yields
so that the maps t → ν ν ν n t (B R ) are uniformly bounded by a function in L p (0, T ). The last assertion follows by the fact that t → µ n t (R d ) is independent of time, thanks to Theorem 4.9 (in the (α-θ )-homogeneous case) or Theorem 4.8 (for general density functions φ ).
⊓ ⊔
The (φ -γ)-weighted Wasserstein distance
As we already mentioned in the Introduction, BENAMOU-BRENIER [7] showed that the Wasserstein distance W p (1.1) can be equivalently characterized by a "dynamic" point of view through (1.15), involving the 1-homogeneous action functional (1.13). The same approach can be applied to arbitrary action functionals. (3.2a,b,c) .
Remark 5.2 Let us recall the notation W p,α;γ of (1.23) in the case φ p,α (ρ, w) = ρ α |w/ρ α | p . When α = 0 we find the dual homogeneous Sobolev (pseudo-)distance (1.7) and in the case α = 1 and supp(γ) = R d we get the usual Wasserstein distance:
Remark 5.3 Taking into account Lemma 4.3, a linear time rescaling shows that
Theorem 5.4 (Existence of minimizers) Whenever the infimum in (5.1) is a finite value W < +∞, it is attained by a curve (µ,ν ν ν) ∈ CE φ ,γ (0, 1) such that
The curve (µ t ) t∈ [0, 1] associated to a minimum for (5.1) is a constant speed mimimal geodesic for W φ ,γ since it satisfies
We have also the equivalent characterization
Proof When W φ ,γ (µ 0 , µ 1 ) < +∞, Corollary 4.10 immediately yields the existence of a minimizing curve (µ,ν ν ν). Just for the proof of (5.5), let us denote byW φ ,γ (σ , η) the infimum of the right-hand side of (5.5). Hölder inequality immediately shows that
. In order to prove the opposite inequality, we argue as in [3, Lemma 1.1.4], defining for (µ,ν ν ν) ∈ CE(0, T ; σ → η)
s ε is strictly increasing with s ′ ε ≥ ε, s ε (0, T ) = (0, S ε ) with S ε := s ε (T ), so that its inverse map t ε : [0, S ε ] → [0, T ] is well defined and Lipschitz continuous, with
the latter integral being less than S p ε . Passing to the limit as ε ↓ 0, we get 8) and therefore
is a minimizer of (5.1), then (5.8) yields Proof It is immediate to check that W φ ,γ is symmetric (since φ (ρ, −w) = φ (ρ, w)) and W φ ,γ (σ , η) = 0 ⇒ σ ≡ η. The triangular inequality follows as well from the characterization (5.5) and the gluing Lemma 4.4.
From (4.27) (keeping the same notation (4.23)) and (5.5) we immediately get for every
which shows the last assertion, since ω is strictly increasing and the set
is dense in the space of nonnegative continuous functions with compact support (endowed with the uniform topology). ⊓ ⊔
Theorem 5.6 (Lower semicontinuity)
The map 
Proof It is not restrictive to assume that W φ n ,γ n (µ n 0 , µ n 1 ) < S < +∞, so that we can find a sequence (µ n ,ν ν ν n ) ∈ CE φ n ,γ n (0, 1; 10) where Φ m denotes the integral functional associated to φ m . We can apply Theorem 4.10 and we can extract a suitable subsequence (still denoted bu µ n ,ν ν ν n ) and a limit curve (µ,ν ν ν) ∈ CE φ ,γ (0, 1; µ 0 → µ 1 ) such that (4.50) holds. We eventually have 
Let us now consider the case of measures with finite mass (just to fix the constant, probability measures in P(R d )). We introduce the parameter 
Since the narrow topology coincide with the weak * one in P(R d ), Theorem 5.5 proves the second statement. The completeness of P(R d ) with respect to the (pseudo) distance W φ ,γ follows by Theorem 5.7. ⊓ ⊔ We can also prove some useful moment estimates.
Theorem 5.9 (Moment estimates)
Let us assume thatm r (γ) < +∞ for some r ∈ R and let us setδ
, thenm δ (η) is finite and there exists a constant C only depending on φ , δ such that
(5.14)
Moreover, when δ ≥ 1, the topology induced by
is stronger than the one induced by the Wasserstein distance W δ .
Proof Let us first consider the general case: applying (4.33) we easily obtain (5.14). In order to prove the assertion about the convergence of the moments induced by W φ ,γ (which is equivalent to the convergence in W δ when δ ≥ 1), a simple modification of (4.42) yields 15) which shows that every sequence η n converging to σ has δ -moments equi-integrable and therefore it is relatively compact with respect to the δ -Wasserstein distance when δ ≥ 1. The θ -homogeneous case follows by the same argument and Theorem 4.9. ⊓ ⊔ Remark 5.10 There are interesting particular cases covered by the previous result: 3. When φ is θ -homogeneous with θ > 1 and γ is a probability measure with finite moments of arbitrary orders (this is the case of a log-concave probability measure), then all the measures σ ∈ M φ ,γ [γ] have finite moments of arbitrary orders and the convergence with respect to W φ ,γ yields the convergence in P δ (R d ) for every δ > 0.
Geometric properties Theorem 5.11 (Convexity of the distance and uniqueness of geodesics)
If φ is strictly convex andφ has a sublinear growth w.r.t. ρ (i.e.φ ∞ ≡ 0), then for ev-
Let us now suppose that φ is strictly convex and sublinear. Setting, as usual,
we have for a.e. t ∈ (0, 1)
and the inequality is strict unless ρ 0 t ≡ ρ 1 t and w 0 t ≡ w 1 t for γ-a.e. x ∈ R d . If µ 0 0 = µ 1 0 and µ 0 1 = µ 1 1 , two minimizers should satisfy ρ
Since (µ i ,ν ν ν i ) are solutions of the continuity equation, taking the difference we obtain
The difference (µ 0 t ) ⊥ − (µ 1 t ) ⊥ is then independent of time and vanishes at t = 0, so that
In particular
be as in the proof of the previous Theorem. Since 
We can give a more precise description of the vector measureν ν ν satisfying the optimality condition (5.29). For every measure µ ∈ M Observe that for every ν ν ν ∈ M loc (R d ; R d ) such that Φ(µ,ν ν ν|γ) < +∞ there exists a uniquẽ ν ν ν := Π (ν ν ν) ∈ Tan φ ,γ (µ) such that ∇·(ν ν ν −ν ν ν) = 0. In fact, the set K(ν ν ν) := ν ν ν ′ ∈ M loc (R d ; R d ) : ∇(ν ν ν ′ −ν ν ν) = 0 is weakly * closed and, by the estimate (3.47) the sublevels of the functional ν ν ν ′ → Φ(µ,ν ν ν ′ |γ) are weakly * relatively compact. Therefore, a minimizerν ν ν exists and it is also unique, being Φ(µ, ·|γ) strictly convex. where, as usual, θ = (1 − α)p + α.
Proof Let (µ,ν ν ν) ∈ CE φ p,α ,γ (0, 1; µ 0 → µ 1 ) be an optimal curve, so that 
Observing that µ t ∈ P(R d ) thanks to Theorem 4.9, we obtain Proof It is not restrictive to assume that γ is log-concave. We can then consider the optimal plan Σ ∈ M + (R d × R d ) induced by the p-Wasserstein distance (1.1) between µ 0 and µ 1 and the interpolant µ t defined as 
and therefore 1 , it is then immediate to check that (µ t ,ν ν ν) ∈ CE(0, 1; µ 0 → µ 1 ); we can then compute
where we used the fact that (1 − t)s 0 + ts 1 ≥ L γ-almost everywhere and the map ρ → φ (ρ, w) is nonincreasing. ⊓ ⊔
