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Abstract—Statistically independent or positively correlated
fading models are usually applied to compute the average
performance of wireless communications. However, there exist
scenarios with negative dependency and it is therefore of interest
how different performance metrics behave for different general
dependency structures of the channels. Especially best-case and
worst-case bounds are practically relevant as a system design
guideline. In this two-part letter, we present methods and tools
from dependency modeling which can be applied to analyze and
design multi-user communications systems exploiting and creat-
ing dependencies of the effective fading channels. The first part
focuses on fast fading with average performance metrics, while
the second part considers slow fading with outage performance
metrics.
Index Terms—Network reliability, Joint distributions, Fading
channels, Ergodic performance, Fast fading.
I. INTRODUCTION AND MOTIVATION
In modern communication systems, multiple links are es-
tablished at the same time. On the one hand, this is done to
serve multiple users at the same time. On the other hand, using
multiple antennas exploits spatial diversity [1]. A conventional
assumption in the literature is that all of these channels are
statistically independent [2] or experience positively corre-
lated fading as in the Kronecker model [3]. However, real
measurements, e.g., for spectral diversity systems, show that
this assumption does not always hold in practice [4], [5]. The
theoretical side of this has not been studied extensively. A
relatively recent work [6] shows the impact that the (potentially
negative) dependence of channels can have on the performance
of wireless communication systems.
In this first part of the two-part letter, we focus on the er-
godic performance in the context of fast-fading channels. First,
we will give a brief example for arbitrarily correlated channels
in Section II. Next, we introduce theoretical foundations and
tools for dependency analysis in Section III. The presented
methods will be illustrated with some plastic examples. Ap-
plications to problems in the context of communications are
provided in Section IV. Methods and tools for the analysis of
the outage probability for scenarios with slow-fading channels
can be found in the second part [7].
Multi-user communications over fading channels is a chal-
lenging task of constant interest over the last decades [8]. Typ-
ical wireless channels have random fading channel coefficients
due to multipath propagation [9]. While it is well established
The authors are with the Institute of Communications Technology, Tech-
nische Universität Braunschweig, 38106 Braunschweig, Germany (email:
{e.jorswieck, k.besser}@tu-bs.de).
This work is supported in part by the German Research Foundation (DFG)
under grant JO 801/23-1.
to perform wireless channel measurements of a single link
[10] between one transmitter and one receiver and to develop
stochastic channel models based on different scenarios and
parameters [11], it is much more involved to measure wireless
multi-point channels and to derive corresponding stochastic
channel models [12].
Depending on the fading channel characteristics, the operat-
ing regimes slow and fast fading, as well as the corresponding
performance metrics average (or ergodic) and outage capacity
are distinguished [13]. Indeed, there are some examples of
multiuser channels where the fundamental limits do not de-
pend on the joint distribution of the channels: these are all
channels where the same marginal property for the capacity
region holds [14], e.g., broadcast channels. There, the capacity
region depends on the marginal conditional probabilities of the
received signal, given the channel input, but not on the joint
distribution of the received signals [15].
In most multi-user communication scenarios, the perfor-
mance depends on the joint distribution of the fading channel
realizations. Most notably, this can be observed in receive di-
versity schemes, such as antenna arrays or frequency diversity
schemes [16], [17]. However, the impact of the dependency
of random variables on entropy in general [18] and of the
independence assumption in wireless communication analysis
[6] has gained attention. In most of the previous work, only
linear correlation is considered to describe the dependency.
Copulas [19] on the other hand allow modeling general
dependency structures and have also already been used in
the area of communications. In [5], it was shown that real
channel measurements can follow a nonlinear dependency
structure which can be modeled using copulas. In [20], the
outage probability for Rayleigh fading channels following a
certain dependency structure is derived. Copulas have also
been used to model interference in internet of things (IoT)
wireless networks [21].
In [22], a method is proposed how negatively correlated
channels can be constructed. As noted in [23], this could have
a relevant application in air-to-ground communication with low
flying aircrafts. Recently, wireless communication networks
including unmanned aerial vehicles (UAVs) have gained at-
tention [24], [25]. It might therefore be possible to design
transmission strategies which actively control the dependency
structure of the channels in such scenarios. The bounds
provided in this work can then be used as performance
benchmarks and design guidelines.
Finally, in [26] the freedom to choose a particular joint
distribution for fixed marginal fading distributions is exploited
to derive novel ergodic capacity region results for broadcast
2and classes of interference channels.
Notation: Throughout this work, we use the following
notation. Random variables are denoted in capital boldface
letters, e.g., X , and their realizations in small letters, e.g.,
x. We will use F and f for a probability distribution and
its density, respectively. The expectation and variance are
denoted by E and V, respectively, and the probability of an
event by P. It is assumed that all considered distributions are
continuous. The uniform distribution on the interval [a, b] is
denoted as U [a, b]. As a shorthand, we use [x]+ = max [x, 0];
and similarly [x]≤1 = min [x, 1]. The derivative of a univariate
function g is written as g′. The real numbers and extended real
numbers are denoted by R and R¯, respectively. Logarithms, if
not stated otherwise, are assumed to be with respect to the
natural base.
II. EXAMPLE FOR SIMPLE CORRELATED CHANNELS
First, we provide a brief example where fading channels can
have an arbitrary (also negative) correlation. It is a simplified
example for illustration purposes only.
The setup is the following. We consider an (infinitely) large
plain ground. A transmitter with a single antenna is placed
at height hTx. Two receive antennas are placed on top of
each other at heights h1 and h2 = h1 + ∆h. The distance
(on the ground) between them and the transmitter is d. The
transmitter transmits a signal x(t) to the two receive antennas.
Each antenna i receives a line-of-sight (LOS) signal after a
delay of τ0,i. Due to the reflecting ground, they also receive
a non-line-of-sight (NLOS) signal. This component arrives at
the receivers after the delays τ1,i, i = 1, 2. This scenario could
occur when an UAV flies above a calm water surface or in a
flat rural environment [23].
A similar example for a simple two path fading model is
given in [22]. The difference to [22] is that they consider a
system with only one receive antenna but multiple transmis-
sion frequencies. However, we can re-use the signal model
from [22] and extend it to our scenario in the following. The
received signal at antenna i is given as [22, Eq. (1)]
ri(t) = A1 cos (ω(t− τ0,i)) +A2 cos (ω(t− τ1,i)) . (1)
The squared envelope is then given by [22, Eq. (2)]
Xi = A
2
1 +A
2
2 + 2A1A2 cos (ω(τ0,i − τ1,i)) . (2)
The delays τ are calculated using the relation τ = s/c, where
c is the propagation speed and s is the respective distance.
The distances s (LOS and NLOS) are calculated using basic
trigonometry. The detailed calculations and simulations can be
found at [27].
In Fig. 1, the received envelopes Xi of receive antennas 1
and 2 are shown over the distance d for different values of
∆h. It can be seen that X1 and X2 are positively correlated
for ∆h = 0.05m with correlation coefficient ρ = 0.31, while
they are negatively correlated for∆h = 0.1m with ρ = −0.64
(for a uniform distribution of d between 20m and 50m). In
the interactive supplementary material [27], we also give a
simple geometry-based simulation, where multiple receivers
with fixed antenna heights are placed at random positions
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Figure 1. Received envelopes Xi over distance d for different values of ∆h.
The parameters are A1 = 1, A2 = 0.5, f = 2GHz, hTx = 10m, and
h1 = 1m.
around the transmitter and the correlation is estimated. We
encourage the reader to try different parameter constellations
and observe the behavior.
III. BOUNDS ON THE EXPECTED VALUE
One performance measure, which is of interest to a system
designer, is the ergodic throughput. In the case of fast fading,
the channel varies during the transmission. Therefore, the
average value of metrics like the ergodic channel capacity
is used to evaluate the system performance [13]. Weighted
average mean-square error expressions were also applied to
quantify the average system performance [28]. In this section,
we will present results which allow bounding the expected
value of a function of random variables. The results originate
from optimal mass transport and are taken from [29].
First, we will state the problem formulation. We are given
two random variables X and Y over the real numbers
with fixed marginals FX and FY , e.g., measured fading
distributions at different locations. We are now interested in
the best upper and lower bounds on the expected value of
a performance measure c(X,Y ), e.g., the sum rate, over
all possible joint distributions of X and Y . Mathematically
speaking, we want to find
inf
FX,Y
E(X,Y ) [c(X,Y )] and sup
FX,Y
E(X,Y ) [c(X,Y )]
for fixed marginal distributions FX and FY .
For specific functions c, the solutions for the upper and
lower bound are attained for comonotonic and countermono-
tonic random variables, respectively. An exact definition based
on copulas will be given in the second part. The central
sufficient condition, which the cost c can fulfill, is the Monge
condition [29, (3.1.7)].
Definition 1 (Monge Condition [29, (3.1.7)]). A cost function
c : R2 → R which satisfies the Monge condition is right-
continuous and fulfills
c(x′, y′) + c(x, y) ≤ c(x, y′) + c(x′, y) , (3)
for all x′ ≥ x and y′ ≥ y.
3With this definition, we are able to restate the result from
[29, Thm. 3.1.2(b)] about the bounds on the expected value
of c(X,Y ).
Theorem 1 ([29, Thm. 3.1.2(b)]). Let FX,Y be a distribution
function on R2 with marginals FX , FY and let (X,Y ) ∼
FX,Y . Suppose that c satisfies the Monge condition and that
E(X,Y ) [c(X,Y )] exists and is finite. Then∫ 1
0
c(F−1
X
(u), F−1
Y
(u))du ≤ E [c(X,Y )] (4)
∫ 1
0
c(F−1
X
(u), F−1
Y
(1 − u))du ≥ E [c(X,Y )] (5)
holds.
Remark 1. A function c that fulfills the Monge condition
is also called submodular. The function −c is then called
supermodular [30]. If c is twice continuously differentiable,
an equivalent definition of the Monge condition is given
by Topkis’s characterization theorem [31]. It states that a
function c is submodular, i.e., it fulfills the Monge condition,
if ∂2c(x, y)/∂x∂y ≤ 0 holds for all x, y.
Example 1. As a first example, we will take a look at
the signal-to-interference-plus-noise ratio (SINR) as the cost
function c(x, y) = x1+y , with exponentially distributed random
variables, i.e.,X ∼ exp(λx) and Y ∼ exp(λy)1. The signal of
interest in this case is X , while Y represents the interference.
First, we need to show that c satisfies the Monge condition (3).
This can be done as follows
c(x′, y′) + c(x, y)− c(x, y′)− c(x′, y) ≤ 0
⇔ x′(1 + y) + x(1 + y′)− x′(1 + y′)− x(1 + y) ≤ 0
⇔ (x′ − x)(y − y′) ≤ 0 ,
with x′ ≥ x and y′ ≥ y by definition. Therefore, we can apply
Theorem 1 to bound the expected value. For exponentially
distributed random variables with λx = 1 and λy = 2, this
can be evaluated to 0.555 ≤ E(X,Y )
[
X
1+Y
]
≤ 0.870. For
comparison, the expected value for the case of independent
X and Y is around 0.723. The detailed calculations can be
found at [27].
It can be seen from Theorem 1, that the bounds are attained
for comonotonic and countermonotonic random variables X
and Y . This means that both bounds are individually tight and
are achieved by different joint distributions. All other possible
joint distributions of X and Y achieve average performances
between the bounds from Theorem 1.
Remark 2. Note that it is also possible to apply Theorem 1,
if −c fulfills the Monge condition. In this case, the following
holds
− UB−c ≤ E [c(X,Y )] ≤ −LB−c , (6)
where UB−c and LB−c are the upper and lower bound on the
expected value of −c according to (5) and (4), respectively.
Remark 3. It is possible to extend the results to more than
two random variables numerically. [32] offers an algorithm to
1Any other marginal distribution, e.g., Nakagami-m or even heterogeneous
distributions, e.g. X Ricean and Y log-normal, works here, too.
numerically compute sharp bounds on the expected value of
supermodular functions with fixed marginals. This can also be
applied to measured channel data.
IV. BOUNDS ON THE ERGODIC PERFORMANCE
In this section, we will give various examples from the area
of communications where the results from the previous section
can be applied. In the following, we assume to have perfect
channel state information (CSI) at the receiver and statistical
CSI at the transmitter.
A. Ergodic Capacity MAC
Our first example, is the multiple access channel (MAC).
The ergodic capacity region for fast fading channels is derived
in [33, Section 23.5]. It is achieved with successive inter-
ference cancellation. The achievable rates for fixed decoding
order can be expressed as
R
(1)
MAC = E
[
log2
(
1 +
X
s+ Y
)]
R
(2)
MAC = E
[
log2
(
1 +
Y
s
)] , (7)
with X as received power of the first decoded user and Y
as received power of the second decoded user. s is the noise
variance. Obviously,R(2)MAC only depends on the marginal distri-
bution of Y . However, R(1)MAC depends on the joint distribution
of X and Y , i.e., on the received powers of both users.
Lemma 2. The achievable instantaneous rate of the first
decoded users log(1+x/(s+ y)) fulfills the Monge condition.
Proof. From Remark 1, we know that c fulfills the Monge
condition, if ∂2c(x, y)/∂x∂y ≤ 0 holds.
The needed derivative is given as
∂2c(x, y)
∂x∂y
=
−1
(s+ x+ y)2
, (8)
which is always less than zero.
As a result, the upper and lower bounds from Theorem 1
on the average rate R(1)MAC apply. For Rayleigh fading channels,
the bounds on the ergodic rate of the first decoded user are
illustrated and compared to statistical independent channels
in Fig. 2. The interactive source code for different parameter
scenarios is provided in [27].
Remark 4. Closely related to the achievable rate of the
first decoded user in the MAC, the ergodic sum capacity
E [log2 (1 +X + Y )] itself depends on the joint distribution
of the underlying fading channels. It is easy to verify that the
sum rate log2 (1 + x+ y) also fulfills the Monge condition.
B. Ergodic Secret-Key Capacity
Another example where Theorem 1 can be applied is the
ergodic secret-key capacity. This average performance metric
describes the rate of a secret key generated from using a
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Figure 2. Ergodic capacity of first decoded user in two-user MAC with
Rayleigh fading. The SNR is given as SNR = 1/s.
communication channel and public feedback channel (secret
key generation channel model) as described in [34, Chap. 4],
CSK = E
[
log2
(
1 +X + Y
1 + Y
)]
. (9)
The proof and more details can be found in [35]. Next to
Rayleigh fading, the authors consider the more general case of
α-µ fading and show some interesting behavior of the bounds.
C. Proportionally Fair Scheduling
After demonstrating a few examples where Theorem 1 can
be directly applied in the context of wireless communications,
we want to highlight that it is also possible to apply the
theorem, if −c fulfills the Monge condition.
Consider the ergodic proportional fair rate [36], which is
the product of the individual rates
E [log(1 +X) log(1 + Y )] . (10)
The following steps show that this function does not satisfy
the Monge condition. Using
c(x, y) = log(x˜) log(y˜)
with x˜ = 1 + x ≤ 1 + x′ = x˜′, we get
0 ≥ log(x˜′) (log(y˜′)− log(y˜))− log(x˜) (log(y˜′)− log(y˜))
0 ≥ (log(x˜′)− log(x˜))︸ ︷︷ ︸
≥0
(log(y˜′)− log(y˜))︸ ︷︷ ︸
≥0
,
which is not true. However, it is easy to see that it is true for
−c. We can therefore calculate the bounds on the expected
value of c as described in Remark 2.
D. Two-user Collision Channel
Following the idealized model from [37, Section II], con-
sider a two-user collision channel with two available resource
blocks. Both users have a fixed access probability for each
channel, i.e., 1 ≥ pi ≥ 0 is the probability that mobile i
is active on channel one P(Mi = 0) = pi. This implies
that the probability for mobile i active on channel two is
1 − pi = P(Mi = 1). For statistical independent access
probabilities, the resulting transmission success probability is
U(p1, p2) = p1(1 − p2) + (1 − p1)p2. If users are allowed
to coordinate their access probabilities, the random variables
M1,M2 get dependent with the following joint probability
distribution P(M1 = i,M2 = j) = pij . The marginals are
EM1 = (1−p1) = p10+p11 and EM2 = (1−p2) = p01+p11.
The correlation coefficient between M1,M2 is given by
ρ =
E[M1M2]− EM1EM2√
V(M1)V(M2)
=
p11 − (1− p1)(1 − p2)√
p1(1− p1)p2(1 − p2)
. (11)
For arbitrarily dependent M1,M2, the transmission success
probability is given by U(p) = p01 + p10. For fixed marginal
distributions p1, p2, the transmission success probability U =
p01 + p10 = 2 − p1 − p2 − 2p11 is equivalent to −p11.
Since ρ is increasing in p11, we conclude that ρ increases
iff U decreases, i.e., the success probability is a decreasing
function in ρ. Please note, that the minimum and maximum
correlation coefficient is not always −1 and 1, but it depends
on the marginal distributions [38, Example 16], [39]. For
p1 = p2 = 1/2, we obtain minimum and maximum correlation
coefficient−1 ≤ ρ ≤ 1 with corresponding success probability
between 0 ≤ U ≤ 1.
V. CONCLUSION AND OUTLOOK
The overall goal of the two-part letter is to explain the basics
of the methods necessary to study the impact of dependency
between random variables with applications to wireless com-
munications. In particular, two typical performance metrics
for fast and slow fading channels, the ergodic and the outage
performance, depend significantly on the joint distribution of
the underlying random fading parameters. This first part dealt
with the ergodic performance, which is typically used for
scenarios with fast-fading channels. In the second part [7], we
will investigate the outage probability of slow-fading channels.
The presented tools allow engineers to compute lower
and upper bounds for arbitrary dependency structures. The
worst-case bounds are then applied for robust system design
under uncertainties, while the upper bounds are the best
possible achievable dependencies. As shown in [40], it is
possible to have a positive zero-outage capacity for depen-
dent fading channels. It is therefore of interest for future
research how such dependency structures can be set up in
real communication systems, especially in the context of
ultra-reliable low latency communication (URLLC). One way
to actively achieve them might be by tweaking the radio
propagation conditions, e.g., with new emerging technologies,
including reconfigurable intelligent surfaces (RISs) [41] and
the traditional relaying.
Besides providing performance bounds, copulas can also
be used to flexibly model the joint distribution. One can
then calculate the system’s performance for this specific joint
distribution. There exist different parametric copula families
that provide a more flexible and general way of modeling
the dependency than only considering linear correlation [19].
One advantage is that they allow modeling tail-dependency.
Currently, this is often used in the finance, e.g., for portfolio
analysis [42]. In communications, this could be interesting in
the context of URLLC [43] and other applications in 6G [44].
5Statistical dependency has an important impact in many
more applications. These include cognitive radio [45], queu-
ing [46], and improper signaling [47]. A more general depen-
dency analysis using copulas might also be beneficial in the
context of finite-length information theory.
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