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In this paper we establish inferior limit results and path properties for the increments of
partial sums of a strictly stationary and linearly positive quadrant dependent (LPQD) or
linearly negative quadrant dependent (LNQD) discrete random fieldwithmultidimensional
indices.
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1. Introduction and results
For a positive integer d, let Rd+ be a nonnegative d-dimensional Euclidean space with the coordinatewise partial order≤.
Let Zd+ be the d-dimensional lattice of all points in Rd+ having nonnegative integer coordinates. Newman [1] introduced the
following positive or negative dependence. The random field {Xk; k ∈ Zd+} is said to be linearly positive quadrant dependent
(LPQD) if, for any positive numbers λi and any disjoint finite subsets A, B of Zd+, the inequality
P

i∈A
λiXi ≥ x,

j∈B
λjXj ≥ y

≥ P

i∈A
λiXi ≥ x

P

j∈B
λjXj ≥ y

(1.1)
holds for all x, y ∈ R, which is equivalent to the inequality [2, pp. 1137–1138],
P

i∈A
λiXi ≤ x,

j∈B
λjXj ≤ y

≥ P

i∈A
λiXi ≤ x

P

j∈B
λjXj ≤ y

, (1.2)
while the random field {Xk; k ∈ Zd+} is said to be linearly negative quadrant dependent (LNQD) if the inequalities in
(1.1) and (1.2) are reversed. The positive or negative dependence plays an important role in a wide variety of areas,
including statistical mechanics, quantum field theory, reliability theory, mathematical physics etc. In this field, one can refer
to [1,3–5].
The objective of this paper is to establish inferior limit results and path properties for the increments of a strictly
stationary LPQD or LNQD random field, whose description now follows. For two vectors s = (s1, . . . , sd) and t = (t1, . . . , td)
in Rd+, denote
1 = (1, . . . , 1), s± t = (s1 ± t1, . . . , sd ± td), st = (s1t1, . . . , sdtd),
s ≤ t if si ≤ ti for each i = 1, 2, . . . , d, (s, t] = {x : s < x ≤ t},
at = (at1, . . . , atd) for a ∈ (−∞,∞), (s, t) = (s1, . . . , sd, t1, . . . , td).
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Assume that {Xk; k ∈ Zd+} is a sequence of centered strictly stationary and LPQD (LNQD) random fields. For each m =
(m1, . . . ,md) in Rd+, we denote |m| = m1 · · ·md. Let us define: form,n in Rd+ and k ∈ Zd+,
S(m,n] =

m<k≤[n]
Xk, σ (|n−m|) =

E{S(m,n]}2,
Sn = S(0,n] and S0 = 0,
where [n] denotes the integer part of n. Thus S(m,n ] = Sn − Sm and σ(|n|) =

ES2n . Assume that σ(·) is a nondecreasing
continuous and regularly varying function with exponent α > 0 at∞. Recall that a positive function σ(t) of t > 0 is said to
be regularly varying with exponent α > 0 at b ≥ 0 if limt→b{σ(zt)/σ (t)} = zα for z > 0. For each i = 1, 2, . . . , d, suppose
that ai(x) and bi(x) are positive nondecreasing functions on R+ such that ai(x) ≤ bi(x) and limx→∞ bi(x) = ∞. Denote
ax = (a1(x), . . . , ad(x)), bx = (b1(x), . . . , bd(x)),
β(x) = 2{log(|bx|/|ax|)+ log log |bx|},
where log z = log(max{z, e}). The main results are as follows.
Theorem 1.1. Let {Xk; k ∈ Zd+} be a centered strictly stationary LPQD (LNQD) random field with E|X1|2+δ < ∞ for some
δ ∈ (0, 1], which satisfies conditions
(i)

j≥k+1 |Cov(X1, Xj)| = O(|k|−λ) for some λ > 2 and each k ≥ 1,
(ii) infx≥1 σ 2(x)/x > 0.
Suppose that
(iii) limx→∞ log(|bx|/|ax|)log log |bx| = r, 0 ≤ r <∞.
Then we have
lim inf
x→∞ sup0≤|i|≤|bx|
sup
0<|j|≤|bx|
|S(i, i+ j]|
σ(|bx|) β(x) = lim infx→∞ sup0≤|i|≤|bx|
|S(i, i+ bx]|
σ(|bx|)β(x) =

r
1+ r
1/2
a.s. (1.3)
In order to obtain a limit result, we consider the following condition (iv) of Theorem 1.2 when r = ∞ in condition (iii)
of Theorem 1.1.
Theorem 1.2. Let {Xk; k ∈ Zd+} be a centered strictly stationary LPQD (LNQD) random field with E|X1|2+δ < ∞ for some
δ ∈ (0, 1], which satisfies conditions (i)–(ii) in Theorem 1.1. Suppose that
(iv) limx→∞ log(|bx|/|ax|)log log |bx| = ∞.
Then we have
lim
x→∞ sup0≤|i|≤|bx|
sup
0<|j|≤|bx|
|S(i, i+ j]|
σ(|bx|) β(x) = limx→∞ sup0≤|i|≤|bx|
|S(i, i+ bx]|
σ(|bx|) β(x) = 1 a.s. (1.4)
When 0 ≤ r < ∞ in condition (iii), the liminf results in (1.3) are different from limit results in (1.4)
under condition (iv). Theorem 1.2 generalizes the limit results in [6–8]. Our main results can apply to developing
several multivariate distributions, such as order statistics, multivariate hypergeometric, likelihood test statistics, Dirichlet
compound multinomial, and multivariate exponential distribution.
2. Proofs
In this section, let c, c1 and c2 denote positive constants which may take different values whenever they appear in
different lines. Note that the condition (i) in Theorem 1.1 implies conditions (C2) and (I) in [4,5] for dimension d = 1,
respectively. Moreover, Sbx/σ(|bx|) is a standardized random variable. Thus Lemma 2 in [4] and Corollary 2.1 in [5] are
easily changed to the following Berry–Esseen type theorem.
Proposition 2.1 (Berry–Esseen Type Theorem). Let {Xk; k ∈ Zd+} be as in Theorem 1.1 with conditions (i)–(ii). Then
sup
z
P  Sbxσ(|bx|) ≤ z

− Φ(z)
 = O(|bx|−1/5), x →∞,
whereΦ(·) is a standard normal distribution function and |bx| → ∞ as x →∞.
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Denote bk = bxk for a nonnegative increasing sequence {xk}∞k=1. Using Proposition 2.1, the following proposition is
immediate from the proof of Lemma 9 in [9, p. 311].
Proposition 2.2. Let {Xk; k ∈ Zd+} be as in Theorem 1.1 with conditions (i)–(ii). Assume that g(x) is a positive nondecreasing
function of x > 0 and {|bk|; k ≥ 1} is a positive nondecreasing sequence such that ∞k=1 |bk|−1/5 < ∞. Then the following
statements are equivalent:
(A)
∞
k=1
P

|Sbk |
σ(|bk|) > g(|bk|)

<∞, (B)
∞
k=1
1
g(|bk|) exp

−1
2
g2(|bk|)

<∞.
The next proposition is essential to prove our main theorems for any strictly stationary random field which is proved in
a way similar to that of Lemma 2.3 in [10].
Proposition 2.3. Let {Xk; k ∈ Zd+} be a centered strictly stationary random field. Then, for any ε > 0 there exists a positive
constant cε such that, for all u > 1 and x ≥ 1,
P

sup
0≤|i|≤|bx|
sup
0<|j|≤|bx|
|S(i, i+ j]|
σ(|bx|) ≥ u

≤ cε

P

|Sbx |
σ(|bx|) ≥
u
1+ ε

+
∞
n=1
2d2
n
P

|Sbx |
σ(|bx|) ≥
u
1+ ε

1+ d log 4 · 2n/2

.
Proof of Theorem 1.1. Let us first prove
lim inf
x→∞ sup0≤|i|≤|bx|
sup
0<|j|≤|bx|
|S(i, i+ j]|
σ(|bx|)√2 log(|bx|/|ax|) ≤ 1 a.s. (2.1)
owing to limx→∞
√
2 log(|bx|/|ax|)/β(x) = √r/(1+ r)when 0 < r <∞ in (iii). For θ > 1 and k > l in Z+, set
Al,k = {x : θ l−1 ≤ |ax| ≤ θ l, θ k−1 ≤ |bx| ≤ θ k}.
Note that
inf
x∈Al,k

2 log(|bx|/|ax|) ≥

2 log θ k−l−1 ≥ θ−1

2 log θ k−l
since (log u)/u is decreasing for u > e. From the definition of Al,k and the regularity of σ(·), we get σ(|bx|)/σ (θ k) ≥ θ−α as
k →∞, and hence
lim inf
x→∞ sup0≤|i|≤|bx|
sup
0<|j|≤|bx|
|S(i, i+ j]|
σ(|bx|)√2 log(|bx|/|ax|) ≤ θ
α+1 lim inf
k→∞ sup0≤|i|≤θk
sup
0<|j|≤θk
|S(i, i+ j]|
σ(θ k)

2 log θ k−l
. (2.2)
Take |bk| = θ k. Then by (iii) and Al,k, there exists τ ≥ 1 such that, for sufficiently large k,
l < k− τ
log θ
log log θ k =: K . (2.3)
If Z is a standard normal random variable, then it is well known that P{Z > x} ≤ e−x2/2/√2πx for all large x > 0. Let
βk = (1+ ε′)

2τ log log θ k and βk,n = βk√1+ d log 4 · 2n/2, where ε′ := ε/(1+ ε) for ε > 0. Then it follows from (2.3)
and Propositions 2.1 and 2.3 that there exists a positive constant cε such that
P

sup
0≤|i|≤θk
sup
0<|j|≤θk
|S(i, i+ j]|
σ(θ k)

2 log θ k−l
> 1+ 2ε

≤ cε

P

|Sbk |
σ(θ k)
>
1+ 2ε
1+ ε

2 log θ k−l

+
∞
n=1
2d2
n
P

|Sbk |
σ(θ k)
>
1+ 2ε
1+ ε

2 log θ k−l

1+ d log 4 · 2n/2

≤ cε

P

|Sbk |
σ(θ k)
>
1+ 2ε
1+ ε

2 log

elog θ
(τ/ log θ) log log θk1/2
+
∞
n=1
2d2
n
P

|Sbk |
σ(θ k)
>
1+ 2ε
1+ ε

2 log

elog θ
(τ/ log θ) log log θk1/2
1+ d log 4 · 2n/2

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≤ cε
P

|Sbk |
σ(θ k)
≤ βk

− Φ(βk)
+ P{Z > βk}
+
∞
n=1
2d2
n
P

|Sbk |
σ(θ k)
≤ βk,n

− Φ(βk,n)
+ P{Z > βk,n}

≤ cε

c1θ−k/5 + 1√
2πβk
exp

−1
2
β2k

+
∞
n=1
2d2
n

c1θ−k/5 + 1√
2πβk,n
exp

−1
2
β2k,n
 
≤ c2k−τ + c2
∞
n=1
2d2
n
k−(1+ε
′)τ (1+d log 4)2n
≤ c2k−τ + c2
∞
n=1
2−d2
n · 2−(log2 k)(1+ε′)τ → 0 as k →∞.
Thus [8, Lemma 1.1.5] implies that (2.1) holds true via (2.2) since ε and θ are arbitrary. In case r = 0, we conclude that the
left-hand side of (1.3) tends to zero in the direction of inequality (2.1) whenever r → 0 in (1.3). As in (2.1), we are next to
prove
lim inf
x→∞ sup0≤|i|≤|bx|
|S(i, i+ bx]|
σ(|bx|)√2 log(|bx|/|ax|) ≥ 1 a.s. (2.4)
Clearly, the second left-hand side of (1.3) is greater than or equal to zero when r = 0 in (1.3). In what follows, we assume
that 0 < r ≤ ∞. Let θ = 1 + ε for 0 < ε < 1. Set θ ℓ = (θ l1 , . . . , θ ld), θk = (θ k1 , . . . , θ kd) ∈ Rd+, l =
d
i=1 li and
k =di=1 ki in Z+, where ki > li ≥ 1. Define
Bℓ,k =

x : θ li−1 ≤ ai(x) ≤ θ li , θ ki−1 ≤ bi(x) ≤ θ ki , 1 ≤ i ≤ d

.
By (iii) and Bℓ,k, we also have (2.3) and we can write
lim inf
x→∞ sup0≤|i|≤|bx|
|S(i, i+ bx]|
σ(|bx|)√2 log(|bx|/|ax|)
≥ lim inf
k→∞ infl<K max0≤i≤θk−ℓ
S(i, i+ θk]
σ(θ k)

2 log θ k−l+d
− lim sup
k→∞
sup
l<K
sup
0≤|i|≤θk
sup
θk−d≤|bx|≤θk
|S(i+ bx, i+ θk]|
σ(|θk − θk−1|)2 log θ k−l−d σ(|θ
k − θk−1|)
σ (θ k−d)
=: J1 − J2. (2.5)
First, we claim that J1 ≥ 1 almost surely. Let {Xk; k ∈ Zd+} be a sequence of centered strictly stationary LNQD random fields
in Theorem 1.2, then for any 0 < ε < 1
P

inf
l<K
max
0≤i≤θk−ℓ
S(i, i+θk]
σ(θk)
√
2 log θk−l+d
≤ √1− ε

≤ 
l<K

P

S
θk
σ(θk)
≤ 2(1− ε) log θ k−l+dθk−l . (2.6)
Similarly, if {Xk} is a sequence of centered strictly stationary LPQD random fields, then
P

inf
l<K
max
0≤i≤θk−ℓ
S(i, i+ θk]
σ(θ k)

2 log θ k−l+d
≤ √1− ε

≤

l<K

1− P

min
0≤i≤θk−ℓ
S(i, i+ θk ]
σ(θ k)
>

2(1− ε) log θ k−l+d

≤

l<K

1−

P

Sθk
σ(θ k)
>

2(1− ε) log θ k−l+d
θk−l
≤ c

l<K

P

Sθk
σ(θ k)
≤

2(1− ε) log θ k−l+d
θk−l
(2.7)
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for k large enough. Thus if {Xk} is a sequence of centered strictly stationary LNQD (LPQD) random fields, then it follows from
(2.3), (2.6), (2.7) and Proposition 2.1 that
P

inf
l<K
max
0≤i≤θk−ℓ
S(i, i+ θk]
σ(θ k)

2 log θ k−l+d
≤ √1− ε

≤ c

l<K

P

Sθk
σ(θ k)
≤

2(1− ε) log θ k−l+d
θk−l
≤ c

l<K
P

Sθk
σ(θ k)
≤

2(1− ε) log θ k−l+d

− Φ

2(1− ε) log θ k−l+d
+ Φ

2(1− ε) log θ k−l+d
θk−l
≤

l<K

θ−k/5 + exp

−c e−(1−ε) log θk−l+d
θk−l
≤ c

l<K
exp

−cθ (k−l)ε

≤ c exp

−c

log θ k
ετ
≤ ck−1−ε (2.8)
for all large k. Hence the Borel–Cantelli lemma implies J1 ≥ 1 almost surely. Next, we show that J2 ≤ c εαd almost surely.
Since σ(·) is regularly varying, we get σ(|θk − θk−1|)/σ (θ k−d) ≤ c εαd for sufficiently large k. Moreover, similarly to the
proof of Proposition 2.3, we have
P

sup
l<K
sup
0≤|i|≤θk
sup
θk−d≤|j|≤θk
|S(i+ j, i+ θk]|
σ(|θk − θk−1|)2 log θ k−l−d > 1+ 2ε

≤ cε

l<K

P

|Sθk |
σ(θ k)
>
1+ 2ε
1+ ε

2 log θ k−l−d

+
∞
n=1
2d2
n
P

|Sθk |
σ(θ k)
>
1+ 2ε
1+ ε

2 log θ k−l−d

1+ d log 4 · 2n/2

(2.9)
by the stationary of {Xk}. Now let us apply Proposition 2.2 with |bk| := θ k, k ≥ 1. Set
g(θ k) = 1+ 2ε
1+ ε

2 log θ k−l−d

or
1+ 2ε
1+ ε

2 log θ k−l−d

1+ d log 4 · 2n/2

.
Considering the right-hand side of (2.9) and (B) of Proposition 2.2, it follows by (2.3) that
∞
k=1

l<K
1+ ε
(1+ 2ε)2 log θ k−l−d exp

−1
2

1+ 2ε
1+ ε
2
2 log θ k−l−d

≤
∞
k=1
θ−τ(1+ε
′)(log log θk)/ log θ ≤ c
∞
k=1
k−1−ε
′
<∞,
where ε′ := ε/(1+ ε), and we get
∞
k=1

l<K
∞
n=1
2d2
n
exp

−1
2

1+ 2ε
1+ ε
2
2 log θ k−l−d(1+ d log 4)2n

≤ c
∞
k=1
∞
n=1
θ
(logθ 2)d2n+

d−τ(log log θk)/ log θ

(1+ε′)2n/2+(1+ε′)d2n log 4

≤ c
∞
k=1
∞
n=1
(log θ k)−2
n/2
e−d2
n log log θk ≤ c
∞
k=1
∞
n=1
k−1−εe−n <∞.
In conclusion, the inequality (2.9) and Proposition 2.2 give
∞
k=1
P

sup
l<K
sup
0≤|i|≤θk
sup
θk−d≤|j|≤θk
|S(i+ j, i+ θk]|
σ(|θk − θk−1|)2 log θ k−l−d > 1+ 2ε

<∞.
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Thus the Borel–Cantelli lemma yields J2 ≤ c εαd almost surely. Since J1 ≥ 1 a.s. and J2 = 0 a.s., the inequality (2.5)
implies (2.4). 
Proof of Theorem 1.2. In case r = ∞ in the condition (iii) of Theorem 1.1, by considering
lim
x→∞
√
2 log(|bx|)/|ax|
β(x)
=

r
1+ r
1/2
→ 1 as r →∞
in (1.3), we have obtained (2.4). Thus it remains to prove
lim sup
x→∞
sup
0≤|i|≤|bx|
sup
0<|j|≤|bx|
|S(i, i+ j]|
σ(|bx|) β(x) ≤ 1 a.s. (2.10)
Let us define Al,k as in the proof of Theorem 1.1. Then we get
inf
x∈Al,k
β(x) ≥

2 log

(θ k−1/θ l) log θ k−1
 ≥ θ−12 logθ k−l log θ k =: θ−1βk,l
and σ(|bx|)/σ (θ k) ≥ θ−α as k →∞ by the regularity of σ(·), and hence
lim sup
x→∞
sup
0≤|i|≤|bx|
sup
0<|j|≤|bx|
|S(i, i+ j]|
σ(|bx|)β(x) ≤ θ
α+1 lim sup
k→∞
sup
0≤|i|≤θk
sup
0<|j|≤θk
|S(i, i+ j]|
σ(θ k)βk,l
. (2.11)
Taking |bk| = θ k, there exists a constant τ ≥ 1 such that (2.3) holds for k large enough, by (iv) and Al,k. Again using
Proposition 2.3, for any ε > 0 there is a constant cε > 0 such that
P

sup
0≤|i|≤θk
sup
0<|j|≤θk
|S(i, i+ j]|
σ(θ k)βk,l
> 1+ 2ε

≤ cε

P

|Sbk |
σ(θ k)
>
(1+ 2ε)βk,l
1+ ε

+
∞
n=1
2d2
n
P

|Sbk |
σ(θ k)
>
(1+ 2ε)βk,l
1+ ε

1+ d log 4 · 2n/2

. (2.12)
Now let us apply Proposition 2.2 with |bk| = θ k, and set
g(θ k) = (1+ 2ε)βk,l
1+ ε

or
(1+ 2ε)βk,l
1+ ε

1+ d log 4 · 2n/2

.
Considering the right-hand side of (2.12) and (B) of Proposition 2.2, we have
∞
k=1
1+ ε
(1+ 2ε)2 log(θ k−l log θ k) exp

−1
2

1+ 2ε
1+ ε
2
2 log(θ k−l log θ k)

≤ c
∞
k=1
θ−(k−l)(1+ε
′)(log θ k)−1−ε
′
≤ c
∞
k=1
k−1−ε
′
<∞,
where ε′ = ε/(1+ ε), and also by (2.3)
∞
k=1
∞
n=1
2d2
n
exp

−1
2

1+ 2ε
1+ ε
2
2 log(θ k−l log θ k)(1+ d log 4)2n

≤ c
∞
k=1
∞
n=1
θ (logθ 2)d2
n
θ−(k−l)(1+ε
′)d2n log 4 k−1−ε
′
≤ c
∞
k=1
∞
n=1
ed2
n

(log 2)−τ(log log θk)(1+ε′) log 4

k−1−ε
′
≤ c
∞
k=1
∞
n=1
e−d2
n log log θkk−1−ε
′ ≤ c
∞
k=1
∞
n=1
n−1−ε
′
k−1−ε
′
<∞.
It follows from (2.12) and Proposition 2.2 that
∞
k=1
P

sup
0≤|i|≤θk
sup
0<|j|≤θk
|S(i, i+ j]|
σ(θ k)βk,l
> 1+ 2ε

<∞.
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Thus by the Borel–Cantelli lemma, the inequality (2.11) yields (2.10) since θ and ε are arbitrary. 
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