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We quantize the Helmholtz equation (plus perturbative interations) in two dimensions to illus-
trate a manifestly loal desription of quantum eld theory. Using the general boundary formulation
we desribe the quantum dynamis both in a traditional time evolution setting as well as in a set-
ting referring to nite disk (or annulus) shaped regions of spaetime. We demonstrate that both
desriptions are equivalent when they should be.
PACS numbers: 11.10.-z, 11.10.Kk, 11.55.-m
I. INTRODUCTION
The general boundary formulation of quantum theory (GBF) [1, 2, 3℄ oers a new way to study the quantum
theory of elds. A main feature of this approah is the possibility to assoiate Hilbert spaes of states with arbitrary
hypersurfaes of spaetime. All the information about the physial proesses taking plae within a spaetime region
is enoded in the amplitude assoiated with suh a region and states on its boundary hypersurfae. A key aspet
of this approah is the absene of the requirement of a speial type of spaetime hypersurfaes for the onstrution
of the quantum theory. The GBF should be implementable for spaetime regions of arbitrary form. This peuliar
harateristi of the GBF ontrasts dramatially with the onventional formulation of quantum eld theory where
a speial lass of hypersurfaes is singled out, namely at spaelike hypersurfaes dened by a onstant value of
Minkowskian time. Indeed state spaes are dened on suh equal-time surfaes and transition amplitudes are dened
between two suh surfaes. This struture of onventional quantum eld theory is the reetion of the unique role
played by time in quantum theory as the parameter labeling the evolution.
The rst extension of the standard formulation of quantum eld theory relevant in the present ontext has been
introdued by Tomonaga and Shwinger in the late 40s [4, 5℄. In their works they desribed the evolution of elds
quantized on arbitrary spaelike hypersurfaes through the so alled Tomonaga-Shwinger equation, whih generalizes
the funtional Shrödinger equation. Other generalized quantization presriptions have also been disussed in the
literature, among whih we reall the light-front dynamis [6℄, where the surfae of quantization is the plane t+ z =
const., the ovariant formulation of the light-front dynamis [7℄, in whih the wave funtions are dened on the plane
haraterized by the equation vµx
µ = 0 where v is an arbitrary light-like four vetor, and the quantization on the
Lorentz invariant spaetime hyperboloid xµx
µ = const. > 0 [8℄, also known as point-form dynamis1. The dierent
harateristis of these approahes depend on the properties of the quantization surfae, whose exat form is therefore
of paramount importane.
The GBF is ompatible with all the above mentioned desriptions of quantum eld theory. Moreover, it should
be possible to view them as speial ases. In the GBF one should be able to desribe the dynamis of quantized
elds in spaetime regions whose geometry is dierent and even inompatible with the mathematial strutures on
whih the other mentioned approahes are based. To be more preise, in the dierent formalisms of QFT mentioned
above transition amplitudes are dened for evolution proesses that involve an innite spaetime region bounded
by two disonneted spaelike (or lightlike) hypersurfaes. Suh a geometry is ditated on the one hand by ertain
quantization presriptions (given by anonial ommutation rules to be imposed on the quantization surfae). On
the other hand it is imposed by the standard piture of dynamis understood as the evolution from an initial state
(dened on an initial spaelike hypersurfae) to a nal one (dened on a nal spaelike hypersurfae) and the assoiated
probability interpretation, limited to transition amplitudes. But if we are interested in a dynamial proess taking
plae in a spaetime region naturally bounded by, say, one onneted hypersurfae ontaining timelike parts, the use
of the mentioned forms of QFT may beome awkward or even impossible. (As an extreme ase think of a stationary
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These dierent forms to desribe dynamis have been advoated by Dira in [9℄ at the level of lassial relativisti dynamis.
2blak hole spaetime.) In ontrast, the GBF an handle suh a ase at least without oneptual diulty. The
tehnial problems however, may be onsiderable in general.
The onjeture that standard QFT admits an extension in the sense of the GBF has been addressed in a series of
papers: In [10℄ it was shown (in the ontext of free salar QFT) that states on ertain timelike hypersurfaes and
amplitudes between them an be onsistently dened and interpreted. A rst example of a region with a timelike
and onneted boundary was given in [11℄. The region in question is a timelike hyperylinder, i.e., a ball in spae
extended over all of time. Here, due to the onnetedness of the boundary, amplitudes annot be thought of as
transition amplitudes between dierent boundary omponents. Nevertheless, a onsistent probability interpretation
was demonstrated. Perturbatively interating QFT was treated in [12, 13℄ showing that an interating asymptoti
amplitude an be dened from the large radius limit of the hyperylinder. Moreover, it was demonstrated that this
amplitude is equivalent to the usual S-matrix when both an be dened.
Although the onnetedness of the boundary is ertainly a novelty, the hyperylinder shares with the other geome-
tries onsidered in the literature so far the property of being non-ompat. In the present artile we make a more
radial departure from standard QFT and onsider a nite region with onneted boundary.
2
In ontrast to the
other mentioned artiles, we operate here in a setting of Eulidean spaetime, as this leads to onsiderable tehnial
simpliations. We study the quantization of a eld theory obeying a Helmholtz equation of motion and its pertur-
bations in two spaetime dimensions (the generalization to higher dimensions presents no oneptual diulty). Two
dierent geometries are studied. First, we onsider the ase of parallel equal-time hyperplanes with the enlosed
region representing time-evolution. This orresponds to a traditional setup, desribing the quantum theory in terms
of states evolving in time. Then, we onsider hypersurfaes given by onentri irles in spaetime and the regions
enlosed by them, i.e., diss and annuli of dierent radii. The annuli amplitudes an be thought of as desribing
the evolution of states between dierent radii. In ontrast, the dis amplitudes have no onventional transition
interpretation. The oneptual meaning of the amplitudes is similar to that in the hyperylinder setting rst desribed
in [11℄.
The plan of this work largely follows that of [13℄. We onsider in Setion II the lassial eld theory in the
two settings mentioned above, and we express the lassial solutions of the equation of motion in terms of the
boundary ongurations in the dierent settings. In Setion III the quantum theory is presented in the Shrödinger
representation and the eld propagators for the dierent regions onsidered are speied. Vauum and oherent states
are introdued in Setion IV and V respetively. Amplitudes for the free theory in both geometries are evaluated in
Setion VI and their relation studied in Setion VII, where we onstrut an isometry between the respetive state
spaes whih makes the amplitudes equal in the interation piture. In Setion VIII we introdue soures to desribe
perturbative interations and onstrut asymptoti amplitudes of the interating theory for both geometries (one of
them being essentially the onventional S-matrix). The ase of general interations is treated in Setion IX by means
of funtional tehniques. Finally we present our onlusion in Setion X.
Note that, although we work in Eulidean spaetime, our setting is oneptually distint from onsidering the
Wik-rotation of a Lorentzian theory. Rather, we view the theory here as a Riemannian real-time QFT in its own
right. In partiular, although there are ertain formal similarities, what we are doing is essentially dierent from the
tehnique known as radial quantization [8℄, where one maps a Lorentzian ylinder to a Eulidean plane. In radial
quantization Hilbert spaes an also be thought of as assoiated to irles in a plane, but the latter are interpreted
as images of usual equal-time hypersurfaes in a Lorentzian ylinder, mapped to the plane. A onsequene of this
oneptual dierene is, for example, that the Hilbert spae assoiated in the present setting to a irle orresponds to
a tensor produt of two equal-time Hilbert spaes rather than to just one (as would be the ase in radial quantization).
II. CLASSICAL THEORY
We onsider a real massive salar eld in 2 dimensional Eulidean spaetime whih obeys a Helmholtz equation of
motion. We will be interested in studying the eld in two dierent kinds of spaetime regions. On the one hand we
onsider an innite region bounded by two parallel straight lines. This represents the traditional point of view on
quantum eld theory of evolution between equal time hypersurfaes. On the other hand we onsider a region with
the shape of a disk (and also a region with the shape of an annulus). This is more adapted to the idea that we want
to desribe physis loally.
2
Note that nite regions in a GBF ontext have been onsidered already in the ase of Yang-Mills theory in two dimensions [14℄. However,
this theory is almost topologial and thus diers substantially from realisti QFTs.
3Choosing Cartesian oordinates τ, x we onsider the ation
SM,0(φ) =
1
2
∫
M
dτ dx
(
(∂τφ)(∂τφ) + (∂xφ)(∂xφ)−m2φ2
)
, (1)
for a region M in spaetime. The assoiated equation of motion is the Helmholtz equation,(
∂2τ + ∂
2
x +m
2
)
φ = 0. (2)
A. Slie regions
Consider the spaetime region M = [τ1, τ2] × R, where we may think of [τ1, τ2] as a time interval. Bounded
solutions of (2) in the region M an be expanded in Fourier modes in spae and either in Fourier modes or in
exponentials in time,
φ(τ, x) =
∫ +∞
−∞
dν
2pi
(
a(ν)eiωντ + b(ν)e−iωντ
)
eiνx. (3)
Here the time variable τ belongs to the interval [τ1, τ2] and we dene
ων :=
{√
m2 − ν2 if |ν| ≤ m
−i√ν2 −m2 if |ν| > m. (4)
For |ν| > m the eld is a ombination of solutions osillating in spae and exponentially inreasing or dereasing
in time. For |ν| ≤ m, the eld is osillating both in spae and time. The onditions for the eld to be real are
a(ν) = b(−ν) and b(ν) = a(−ν) if |ν| ≤ m. Otherwise they are a(ν) = a(−ν) and b(ν) = b(−ν).
It will be useful in the following to work with solutions of the equation of motion with spei boundary onditions.
In partiular a eld φ, obeying equation (2), with boundary ongurations ϕ1 at τ = τ1 and ϕ2 at τ = τ2 an be
formally written as
3
φ(τ, x) =
sinω(τ2 − τ)
sinω(τ2 − τ1) ϕ1(x) +
sinω(τ − τ1)
sinω(τ2 − τ1) ϕ2(x). (5)
The symbol ω denotes the operator whose eigenvalues on a Fourier expansion in the x-diretion are the values ων .
B. Disk and annulus regions
We now onsider spaetime regions with the shape of a dis and with the shape of an annulus. For this purpose
it is onvenient to introdue polar oordinates r, ϑ where τ = r sinϑ and x = r cosϑ. The equation of motion (2) in
polar oordinates is, (
∂2r +
1
r
∂r +
1
r2
∂2ϑ +m
2
)
φ = 0. (6)
We expand solutions in terms of Fourier modes around the irle,
φ(r, ϑ) =
+∞∑
n=−∞
fn(r)e
inϑ. (7)
Loal solutions of (6) an then be written in terms of Bessel funtions,
fn(r) = anJn(mr) + bnYn(mr). (8)
3
Here and in the following we use the symbol φ for eld ongurations in spaetime regions, while we use the symbol ϕ for eld
ongurations on hypersurfaes.
4Jn and Yn are the Bessel funtions of the rst and seond kind respetively. The onditions for the eld to be real
read an = (−1)na−n and bn = (−1)nb−n. Notie that these Bessel funtions have dierent behavior at the origin
(r = 0),
J0(0) = 1, Jn(0) = 0 (n = ±1,±2, ...), lim
r→0
Yn(r) = −∞ ∀n. (9)
Consider now a disk region of radius R around the origin. Due to the divergene of the Bessel funtions of the
seond kind at the origin, only Bessel funtions of the rst kind are admissible in solutions. Given boundary data
ϕ(ϑ) at radius R we an thus formally reonstrut a solution in the whole disk,
φ(r, ϑ) =
Jn(mr)
Jn(mR)
ϕ(ϑ). (10)
The fration
Jn(mr)
Jn(mR)
is to be understood as an operator, dened through its eigenvalues on a Fourier deomposition
on the irle.
We will be interested also in the annulus region, i.e., the region bounded by two irles around the origin. In the
annulus region the lassial solution may ontain both kinds of Bessel funtions beause both Jn and Yn are regular
there. Hene the lassial solution an be deomposed formally in the form
φ(r, ϑ) = Jn(mr)ϕJ (ϑ) + Yn(mr)ϕY (ϑ), (11)
where ϕJ and ϕY are real funtions on the irle. Jn(mr) and Yn(mr) are understood as operators, dened through
their eigenvalues on a Fourier deomposition on the irle. Denoting with ϕ and ϕˆ the ongurations on the boundaries
of the annulus speied by the irles of radii R and Rˆ, with Rˆ > R, respetively, we express the lassial solution
(11) in terms of the boundary ongurations as we did in (10),(
ϕ
ϕˆ
)
=
(
Jn(mR) Yn(mR)
Jn(mRˆ) Yn(mRˆ)
)(
ϕJ
ϕY
)
. (12)
Inverting we arrive at (
ϕJ
ϕY
)
=
1
δn(mR,mRˆ)
(
Yn(mRˆ) −Yn(mR)
−Jn(mRˆ) Jn(mR)
)(
ϕ
ϕˆ
)
, (13)
where
δn(z, zˆ) := Jn(z)Yn(zˆ)− Yn(z)Jn(zˆ). (14)
Hene, the lassial solution in the annulus region takes the form
φ(r, ϑ) =
Jn(mr)Yn(mRˆ)− Yn(mr)Jn(mRˆ)
δn(mR,mRˆ)
ϕ(ϑ) +
Jn(mR)Yn(mr)− Yn(mR)Jn(mr)
δn(mR,mRˆ)
ϕˆ(ϑ). (15)
III. QUANTUM THEORY
The passage to the quantum theory is implemented by the Feynman path integral presription, whih is the
quantization proedure most suited for the GBF. Moreover, the quantum dynamis of the eld is desribed in the
Shrödinger representation, where the quantum states are wave funtionals on the spae of eld ongurations. Thus,
we assoiate state spaesHΣ of wave funtions with ertain hypersurfaes Σ in spaetime. Amplitudes ρM : H∂M → C
are assoiated to ertain spaetime regions M . (Here ∂M denotes the boundary of M .) State spaes and amplitudes
satisfy a number of onsisteny onditions, see [2℄ or [11℄.
The amplitude assoiated with a region M and a state ψ is given by
ρM (ψ) =
∫
dϕψ(ϕ)ZM (ϕ), (16)
where the integral is extended over all the ongurations ϕ on the boundary of the region M . ZM (ϕ) is the eld
propagator, formally dened as
ZM (ϕ) =
∫
φ|∂M=ϕ
Dφ eiSM (φ), (17)
5where SM (φ) is the ation of the eld in M . In the ase of the free theory determined by the free ation (1) we
an evaluate the assoiated propagator ZM,0 by shifting the integration variable by a lassial solution mathing the
boundary onguration ϕ in ∂M . Expliitly,
ZM,0(ϕ) =
∫
φ|∂M=ϕ
Dφ eiSM,0(φ) =
∫
φ|∂M=0
Dφ eiSM,0(φcl+φ) = NM,0 eiSM,0(φl), (18)
where the normalization fator is formally given by
NM,0 =
∫
φ|∂M=0
Dφ eiSM,0(φ). (19)
In order to identify states and amplitudes expliitly, it is onvenient to proeed in the following order: 1. Work out
amplitudes and verify their gluing properties. 2. Identify the vauum state for eah relevant hypersurfae. 3. Identify
partile states or other relevant states. In the following we will arry this out both for the slie regions of Setion IIA
and for the dis or annulus type regions of Setion II B.
A. Propagator in the slie region
We evaluate the propagator assoiated with the slie spaetime region M = [τ1, τ2] × R. (In the formulas below
we indiate suh a region with the subsript [τ1, τ2].) The boundary ∂M is the disjoint union of the lines τ = τ1 and
τ = τ2. The boundary state ψ(ϕ) results to be the produt of the wave funtion ψ1(ϕ1), desribing the state of the
system at "time" τ1, with the wave funtion ψ2(ϕ2), desribing the state of the system at "time" τ2. By (18) we may
use the lassial solution (5) of the equation of motion that interpolates between ϕ1 at τ1 and ϕ2 at τ2 in order to
express the eld propagator of the free theory. The result is,
Z[τ1,τ2],0(ϕ1, ϕ2) = N[τ1,τ2],0 exp
(
i
2
∫
dx
(
ϕ1 ϕ2
)
W[τ1,τ2]
(
ϕ1
ϕ2
))
, (20)
where the normalization fator is formally given by
N[τ1,τ2],0 =
∫
φ|τ1=0
φ|τ2=0
Dφ eiS[τ1,τ2],0(φ), (21)
and W[τ1,τ2] is the operator valued 2× 2 matrix
W[τ1,τ2] =
ω
sinω(τ2 − τ1)
(
cosω(τ2 − τ1) −1
−1 cosω(τ2 − τ1)
)
. (22)
The relevant gluing property in this ontext is the omposition of two temporally onseutive slie regions. We do
not write down this alulation expliitly here.
B. Propagator in the disk and annulus regions
As already mentioned, we are interested in two types of regions here: The disk region of radius R, indiated with
label R, and the annulus region, bounded by two irles of radii R and Rˆ (we assume R < Rˆ), indiated with label
[R, Rˆ]. For the disk region the eld propagator is evaluated using (18) with the lassial solution (10),
ZR,0(ϕ) = NR,0 exp
(
i
2
∫
dϑmRϕ(ϑ)
J ′n(mR)
Jn(mR)
ϕ(ϑ)
)
. (23)
For the annulus region we use the lassial solution (11) and obtain for the propagator the expression
Z[R,Rˆ],0(ϕ, ϕˆ) = N[R,Rˆ],0 exp
(
i
2
∫
dϑ
(
ϕ ϕˆ
)
W[R,Rˆ]
(
ϕ
ϕˆ
))
, (24)
with
W[R,Rˆ] =
m
δn(mR,mRˆ)
(
Rσn(mRˆ,mR) − 2pim
− 2pim Rˆσn(mR,mRˆ)
)
. (25)
6The funtion δn has been dened in (14). The funtion σn is to be understood as the operator dened as
σn(zˆ, z) := Jn(zˆ)Y
′
n(z)− J ′n(z)Yn(zˆ). (26)
It an be shown that the propagators (23) and (24) satisfy the following omposition rules,
ZRˆ,0(ϕˆ) =
∫
DϕZR,0(ϕ)Z[R,Rˆ],0(ϕ, ϕˆ), (27)
and, for R1 < R2 < R3,
Z[R1,R3],0(ϕ1, ϕ3) =
∫
Dϕ2 Z[R1,R2],0(ϕ1, ϕ2)Z[R2,R3],0(ϕ2, ϕ3). (28)
These relations prove the onsisteny of the denitions (23) and (24).
IV. VACUUM STATE
The vauum state has to satisfy the vauum axioms [2℄, see also [11℄. This implies in partiular that it is invariant
under evolution. In the ase of the vauum on an equal time line this means time evolution along a slie region.
In the ase of the vauum on the irle this means (generalized) invariane under radial evolution along an annulus
region.
As in [10, 11℄ we make for the vauum wave funtion on a hypersurfae Σ the Gaussian ansatz
ψΣ,0(ϕ) = C exp
(
−1
2
∫
Σ
dxϕ(x)(Aϕ)(x)
)
, (29)
where C is a normalization fator and A an unknown operator.
A. Constant τ line
In the rst ase we want to determine the vauum on hypersurfaes that are lines of onstant τ . To determine the
operator A we onsider the free evolution from τ1 to τ2 enoded in the propagator (20). The invariane of the vauum
state an be written in the following form
ψ0(ϕ2) =
∫
Dϕ1 ψ0(ϕ1)Z[τ1,τ2],0(ϕ1, ϕ2). (30)
This equation implies for the operator A to satisfy A2 = ω2. We selet the solution A = ω so that A be bounded
from below. Hene, the vauum state an be written in momentum spae as
ψ0(ϕ) = C exp
(
−1
2
∫ +∞
−∞
dν
2pi
ϕ(ν)ωνϕ(−ν)
)
. (31)
The normalization fator C is then xed (up to a phase),
|C|−2 =
∫
Dϕ exp
(
−1
2
∫ m
−m
dν
2pi
ϕ(ν)2ων ϕ(−ν)
)
. (32)
B. Cirle
For the vauum state dened on the irle of radius R, the operator A ≡ AR denotes a family of operators indexed
by the radius R. Demanding generalized invariane of the vauum state under evolution, namely
ψR,0(ϕ) =
∫
Dϕˆ ψRˆ,0(ϕˆ)Z[R,Rˆ],0(ϕ, ϕˆ) (33)
7leads to an equation for the operator AR,(
imσn(mRˆ,mR) + δn(mR,mRˆ)AR
)(
−imσn(mR,mRˆ) + δn(mR,mRˆ)ARˆ
)
=
4
pi2RRˆ
. (34)
The solutions of the above equation are of the form
AR = im
C′n
Cn , (35)
where Cn an be one of the following ylindrial funtions: Bessel funtions of the rst and seond kind, Jn and Yn,
or Hankel funtions of the rst and seond kind, dened respetively as Hn = Jn + iYn and Hn = Jn − iYn. If we
require that the argument of the exponential in the vauum state be bounded from below, we must selet the Hankel
funtion of the seond kind as the ylindrial funtion in (35). The vauum state an then be written as
ψR,0(ϕ) = CR exp
(
− i
2
∫
dϑϕ(ϑ)
(
mR
H
′
n(mR)
Hn(mR)
ϕ
)
(ϑ)
)
. (36)
The normalization fator is given (up to a phase) by the equation
|CR|−2 =
∫
Dϕ exp
(
− 2
pi
∫
dϑϕ(ϑ)
(
1
|Hn(mR)|2ϕ
)
(ϑ)
)
(37)
C. Comparison between the vauum states
In order to ompare the vauum states in the two settings, we express the operators that dene these two vaua,
namely ω and AR obtained in the preeding setions, in an appropriate asymptoti region. In partiular we onsider
a small region near the positive τ axis at large radius R. In polar oordinates this means we take ϑ ≈ pi/2 at r = R.
Hene we have ∂x ≈ 1R∂ϑ. Then, the operator ω in this asymptoti region now reads
ω ≈
√
∂2ϑ
R2
+m2. (38)
On the Fourier expansion (7) this yields the eigenvalues
√
− n2R2 +m2. Fixing n we take the limit R → ∞ to obtain
ω → m in this sense. With the asymptoti expansion of the Bessel funtions Jn and Yn (see [15℄ for example) it is
easy to evaluate the expression of AR for large radius: AR → m. Hene, in this asymptoti sense, ω ≈ AR. With
another hoie in (35) this would not be true. The freedom we found in seleting the vauum on a onstant τ line is
indeed linked in this way to the freedom in seleting the vauum on the irle.
V. COHERENT STATES
In [12, 13℄ oherent states have been an essential tool for the omputation of asymptoti amplitudes. This is equally
the ase in the present paper. To dene oherent states we use an approah parallel to the one in [13℄.
A. Constant τ line
We dene a oherent state at onstant τ in the Fok representation as
|ψη〉 = Cη exp
(∫ m
−m
dν
2pi
1
2ων
η(ν)a†(ν)
)
|0〉, (39)
where a†(ν) is the reation operator assoiated with the mode ν of the eld, |0〉 represents the vauum state and
η(ν) is a omplex funtion on the interval [−m,m]. Note that the restrition of ν to this interval is analogous to the
restrition in [13℄ of the oherent states on the hyperylinder to depend only on physial ongurations. The meaning
8of physial ongurations in the present ontext is that those are the modes that behave well (i.e., are bounded) for
large τ . The normalization fator is
Cη = exp
(
−1
2
∫ m
−m
dν
2pi
1
2ων
|η(ν)|2
)
. (40)
In the Shrödinger representation the oherent state reads
ψη(ϕ) = Kη exp
(∫ m
−m
dν
2pi
η(ν)ϕ(ν)
)
ψ0(ϕ), (41)
where
Kη = exp
(
−1
2
∫ m
−m
dν
2pi
1
2ων
(
η(ν)η(−ν) + |η(ν)|2)) . (42)
The harateristi property of oherent states is to remain oherent under the ation of the free propagator: Coherent
states evolve to oherent states,
ψη2(ϕ2) =
∫
Dϕ1 ψη1(ϕ1)Z[τ1,τ2],0(ϕ1, ϕ2). (43)
This equation yields the following relation for the omplex funtions η1, dened on the surfae τ = τ1 and η2, dened
on the surfae τ = τ2,
η2(ν) = η1(ν)e
−iων(τ2−τ1). (44)
In the interation piture a oherent state an thus be dened as
ψτ,η(ϕ) = Kτ,η exp
(∫ m
−m
dν
2pi
η(ν)e−iωντϕ(ν)
)
ψ0(ϕ), (45)
where the normalization fator Kτ,η is now time dependent,
Kτ,η = exp
(
−1
2
∫ m
−m
dν
2pi
1
2ων
(
e−2iωντη(ν)η(−ν) + |η(ν)|2)) . (46)
It will be useful to expand the oherent state (39) in terms of multipartile states,
|ψη〉 = Cη
∞∑
n=0
1
n!
∫ m
−m
dν1
2pi2ων1
· · · dνn
2pi2ωνn
η(ν1) · · · η(νn) |ψν1,...,νn〉. (47)
The inner produt between a oherent state dened by the omplex funtion η and a state with n partiles of quantum
numbers ν1, . . . , νn is,
〈ψν1,...,νn |ψη〉 = Cηη(ν1) · · · η(νn). (48)
The inner produt of two n-partile states is
〈ψν1,...,νn |ψµ1,...,µn〉 =
1
n!
∑
σ∈Sn
n∏
i=1
2pi2ωνiδ(νi − µσ(i)). (49)
The sum runs over all permutations σ of n elements.
B. Cirle
We dene the oherent states on the irle of radius R in terms of omplex oeients ηn as
ψR,η(ϕ) = KR,η exp
(∑
n
ηnϕn
)
ψR,0(ϕ), (50)
9where the normalization fator is
KR,η = exp
(
−
∑
n
|Hn(mR)|2
16
(ηnη−n + |ηn|2)
)
. (51)
Coherent states remain oherent under free propagation, namely
ψR,η(ϕ) =
∫
Dϕˆ ψRˆ,ηˆ(ϕˆ)Z[R,Rˆ],0(ϕ, ϕˆ). (52)
This equation is satised provided that the omplex funtions η at radius R and ηˆ at radius Rˆ are related by
ηn = ηˆn
Hn(mRˆ)
Hn(mR)
. (53)
Then the interation piture an be dened with the oeients ξn = Hn(mR)ηn, and a oherent state takes the form
ψR,ξ(ϕ) = KR,ξ exp
(∑
n
ξn
Hn(mR)
ϕn
)
ψR,0(ϕ). (54)
The normalization fator is then
KR,ξ = exp
(
− 1
16
∑
n
[
Hn(mR)
H−n(mR)
ξnξ−n + |ξn|2
])
. (55)
The oherent states satisfy the following ompleteness relation,
D−1
∫
dξ dξ |ψξ〉〈ψξ| = I, (56)
where I is the identity operator and the onstant D has the form
D =
∫
dξdξ exp
(
−
∑
n
|ξn|2
8
)
. (57)
The k-partile expansion of the oherent state determined by the omplex funtion ξ reads
|ψξ〉 = exp
(
−
∑
n
|ξn|2
16
)
∞∑
k=0
1
k!
∑
n1
· · ·
∑
nk
ξn1 · · · ξnk |ψn1,...,nk〉, (58)
where |ψn1,...,nk〉 denotes the state with k partiles of quantum numbers n1, · · · , nk. The inner produt between
oherent state ψξ and an k-partile state then results to be
〈ψn1,...,nk |ψξ〉 = exp
(
−
∑
n
|ξn|2
16
)
ξn1
8
· · · ξnk
8
. (59)
The inner produt between two k-partile states is
〈ψn1,...,nk |ψn′1,...,n′k〉 =
8−k
k!
∑
σ∈Sk
k∏
i=1
δnσ(i),n′i , (60)
where the sum is over all the permutations σ of k elements.
VI. AMPLITUDES IN THE FREE THEORY
We ompute in the following the amplitudes of oherent states in the theory determined by the free ation (1). We
use the interation piture so that amplitudes will be independent of elapsed time τ or radius r. In partiular, we
may think of the amplitudes obtained as asymptoti amplitudes.
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A. Slie region
The transition amplitude from the oherent state dened by the omplex funtion η1 on the hypersurfae τ = τ1
to the oherent state dened by η2 on the hypersurfae τ = τ2 in the interation piture is given by
ρ[τ1,τ2],0(ψτ1,η1 ⊗ ψτ2,η2) =
∫
Dϕ1Dϕ2 ψτ1,η1(ϕ1)ψτ2,η2(ϕ2)Z[τ1,τ2],0(ϕ1, ϕ2). (61)
The above expression redues to the expression of the inner produt between two oherent states dened by the
omplex funtions η1 and η2,
〈ψη2 |ψη1〉 = exp
(∫ m
−m
dν
(2pi)2ων
(
η1(ν) η2(ν) − 1
2
|η1(ν)|2 − 1
2
|η2(ν)|2
))
, (62)
and is therefore independent of the initial and nal times τ1 and τ2. We an view this as the S-matrix of the free
theory, sending τ1 → −∞ and τ2 → +∞,
S0(ψη1 ⊗ ψη2) = lim
τ1→−∞
τ2→+∞
ρ[τ1,τ2],0(ψτ1,η1 ⊗ ψτ2,η2) = 〈ψη2 |ψη1〉. (63)
B. Disk region
The amplitude assoiated with a oherent state in the interation piture in the disk region is
ρR,0(ψR,ξ) =
∫
DϕψR,ξ(ϕ)ZR,0(ϕ),
= NR,0KR,ξCR
∫
Dϕ exp
(∑
n
[
ξn
Hn(mR)
ϕn − ϕn 2
Hn(mR)Jn(mR)
ϕ−n
])
. (64)
We shift the integration variable by the quantity
∆n =
J−n(mR)
4
ξ−n, (65)
and we obtain the amplitude
ρR,0(ψR,ξ) = exp
(∑
n
1
16
((−1)nξnξ−n − |ξn|2)
)
. (66)
Notie that this amplitude is independent of the radius R, as it should be by onstrution. The limit R→∞ is then
trivial, and the asymptoti amplitude, S0, is therefore
S0(ψξ) = lim
R→∞
ρR,0(ψR,ξ) = exp
(∑
n
1
16
((−1)nξnξ−n − |ξn|2)
)
. (67)
VII. RELATION BETWEEN STATES AND AMPLITUDES IN THE TWO SETTINGS
So far we have kept the desription of the two settings (slie regions with line boundaries versus disk/annulus regions
with irle boundaries) ompletely separate. However, the objets (states and amplitudes) that we have onstruted
in the two settings should be ompatible with eah other. There is indeed a way to ensure this ompatibility. Consider
a slie region [τ1, τ2] × R where we ut out a disk of radius R around the origin. (Assume τ1 < −R and τ2 > R.)
Suppose we work out the amplitude for this punhed region. Compatibility then means that: (a) the omposition
of the amplitude of a punhed region with the amplitude of a disk tting into the hole yields the amplitude of the
resulting slie region and (b) the omposition of the amplitude of a punhed region with the amplitude of an annulus
region tting into the hole yields the amplitude of the resulting punhed region.
A diret alulation of the amplitude of a punhed region in the way we have done the alulations for the other
types of regions would be very ompliated and we will not attempt it here. We will, however, be able to infer this
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amplitude indiretly. It is a map ρ[τ1,τ2,R] : H1 ⊗H∗2 ⊗H∗R → C. Here, H1 denotes the Hilbert spae assoiated with
the line τ = τ1, with its orientation being indued by it being in the boundary of the punhed region. H2 denotes the
Hilbert spae assoiated with the line τ = τ2, with the same (translated) orientation, i.e., its orientation is opposite
to the one indued by it being in the boundary of the punhed region. HR is the state spae of the irle, oriented
as the boundary of a disk. Thinking about the lassial boundary value problem we should expet the indued map
ρ˜[τ1,τ2,R] : H1 ⊗ H∗2 → HR to be an isomorphism. (In the terminology of [2℄ the state spaes H1 and H2 are of size
1/2 while the state spae HR is of size 1).
The onept of suh an isomorphism is familiar from [12, 13℄, where a similar situation ours. There, an isomor-
phism between the tensor produt of an initial and nal state spae (similar to H1 ⊗ H∗2 here) and the state spae
on a hyperylinder (similar to HR here) is onstruted in Klein-Gordon theory. In that ase there is no region that
interpolates between the two types of hypersurfae and thus no interpolating amplitude.
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Instead, the isomorphism
emerges from a omparison of amplitudes for the theory oupled to a soure. We will follow the same route in the
present work.
Nevertheless, we introdue the isomorphism already here sine it is valid whether or not we inlude soures. Only
the justiation for hoosing the isomorphism preisely in this way may seem weak in the present ontext. We shall
see later on, in the ontext of the theory with soure that this hoie is fored upon us. An alternative way to justify
the exat form of the isomorphism ould be to perform a semilassial analysis (whih suggests itself beause we are
using oherent states). However, we will not do this here.
Let η1 and η2 be omplex funtions on the interval [−m,m] determining oherent states ψτ1,η1 ∈ H1 and ψτ2,η2 ∈ H∗2.
We dene the following omplex solution of the Helmholtz equation in spaetime,
ηˆ(τ, x) =
∫ m
−m
dν
2pi
1
2ων
(
η1(ν)e
−iωντ−iνx + η2(ν)e
iωντ+iνx
)
. (68)
This establishes a one-to-one orrespondene between bounded omplex lassial solutions in spaetime and oherent
states in H1 ⊗H∗2. Let {ξn}n∈Z be omplex oeients dening a oherent state ψR,ξ ∈ HR. We dene the following
omplex solution of the Helmholtz equation in spaetime,
ξˆ(r, ϑ) =
1
4
∑
n
ξn Jn(mr)e
−inϑ. (69)
This establishes a one-to-one orrespondene between bounded omplex lassial solutions in spaetime and oherent
states in HR.
Now that we have two orrespondenes between oherent states and lassial solutions we use these to identify the
oherent states in H1 ⊗H∗2 with those in HR. That is, for a omplex lassial solution ζˆ in spaetime we ompute on
the one hand its omponents ζ1 and ζ2 in terms of (68) and on the other hand the oeients ζn in terms of (69).
The isomorphism H1 ⊗H∗2 → HR is then determined by ψτ1,ζ1 ⊗ ψτ2,ζ2 7→ ψR,ζ .
A. Equivalene of amplitudes
We proeed to show that the isomorphism between state spaes does indeed lead to an equivalene between the
amplitude for a slie region and the amplitude for a disk region. This amounts to demonstrating the gluing property
of the amplitude of the punhed region with the amplitude of the disk region. Again, we do not need to x τ1, τ2 or R
sine we use the interation piture. Rather, for onveniene, we an think of amplitudes as asymptoti amplitudes,
i.e., the expressions (63) and (67). Expliitly, we are going to show that,
S0(ψζ1 ⊗ ψζ2) = S0(ψζ). (70)
We start by expressing the lassial solution ζˆ in terms of Bessel funtions of the rst kind. We introdue in (68) the
variable α = arcsin νm ,
ζˆ(τ, x) =
∫ pi/2
−pi/2
dα
4pi
(
ζ1(m sinα)e
−imτ cosα−imx sinα + ζ2(m sinα)e
imτ cosα+imx sinα
)
. (71)
4
If one introdues negative regions then it is possible to onsider suh amplitudes. But this is another story on whih we will not
expand here.
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In the polar oordinates this expression takes the form
ζˆ(r, ϑ) =
∫ pi/2
−pi/2
dα
4pi
(
ζ1(m sinα)e
−imr sin(α+ϑ) + ζ2(m sinα)e
imr sin(α+ϑ)
)
. (72)
We rewrite the exponentials in terms of the Bessel funtion of the rst kind as
e±imr sin(α+ϑ) =
∑
n
ein(α+ϑ)Jn(±mr). (73)
Hene,
ζˆ(r, ϑ) =
1
4
∑
n
Jn(mr)e
inϑ
∫ pi/2
−pi/2
dα
pi
einα
(
ζ1(m sinα) + (−1)n ζ2(m sinα)
)
. (74)
Under the identiation of the omplex lassial solutions of the Helmholtz equation (68) and (69) we obtain,
ζ−n =
∫ pi/2
−pi/2
dα
pi
einα
(
ζ1(m sinα) + (−1)n ζ2(m sinα)
)
. (75)
Substituting this in the free amplitude (67),
S0(ψζ) = exp
(∑
n
[
(−1)n
∫
dα dα′
16pi2
ein(α−α
′)
(
ζ1(m sinα) + (−1)n ζ2(m sinα)
) (
ζ1(m sinα
′) + (−1)−n ζ2(m sinα′)
)
−
∫
dα dα′
pi2
ein(α−α
′)
(
ζ1(m sinα) + (−1)n ζ2(m sinα)
) (
ζ1(m sinα
′) + (−1)n ζ2(m sinα′)
)])
,
Notie that ∫ pi/2
−pi/2
dα
∫ pi/2
−pi/2
dα′ δ(α − α′ + pi) = 0. (76)
We arrive at
S0(ψζ) = exp
(∫ pi/2
−pi/2
dα
4pi
(
ζ1(m sinα)ζ2(m sinα)− 1
2
ζ1(m sinα)ζ1(m sinα)− 1
2
ζ2(m sinα)ζ2(m sinα)
))
. (77)
Substituting α = arcsin νm , we obtain
S0(ψζ) = exp
(∫ m
−m
dν
2pi
1
2ων
[
ζ1(ν) ζ2(ν)− 1
2
|ζ1(ν)|2 − 1
2
|ζ2(ν)|2
])
= 〈ψζ2 |ψζ1〉 = S0(ψζ1 ⊗ ψζ2). (78)
This onludes the proof of the equivalene of the free amplitudes (63) and (67).
B. Isomorphism in terms of multipartile states
We turn to work out the form of isomorphism H1 ⊗ H∗2 → HR in terms of multipartile states. Note that we are
using the interation piture and hene may omit the labels τ1, τ2 and R. We denote a state in H1 ⊗ H∗2 with q
inoming partiles with quantum numbers ν1, . . . , νq and k− q outgoing partiles with quantum numbers νq+1, . . . , νk
as
ψν1,...,νq|νq+1,...,νk = |ψν1,...,νq 〉 ⊗ 〈ψνq+1,...,νk |, (79)
where |ψν1,...,νq 〉 is a q-partile state in H1 introdued in (47). The salar produt of this k-partile state,
ψν1,...,νq|νq+1,...,νk , with a oherent state dened by the omplex funtion ζˆ results to be
〈ψζˆ |ψν1,...,νq|νq+1,...,νk〉 = 〈ψζ1 |ψν1,...,νq 〉〈ψνq+1,...,νk |ψζ2〉 = Cζ1Cζ2ζ2(ν1) · · · ζ2(νq)ζ1(νq+1) · · · ζ1(νk), (80)
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where the relation (48) has been used. With the use of the orrespondene (75), we an express this inner produt in
terms of the modes ζn. From (75) we derive the following relations,
ζ1(ν) =
∑
n
ζn
2
einκν , ζ2(ν) =
∑
n
(−1)n ζn
2
einκν , (81)
where κν := arctan
ν
ων
. Inserting these expressions in (80) yields,
〈ψζˆ |ψν1,...,νq|νq+1,...,νk〉 = exp
(
−
∑
n
|ζn|2
16
) ∑
n1,...,nk
(−1)n1+···+nq ζn1
2
· · · ζnk
2
e−i(n1κν1+···+nkκνk). (82)
With the identiation of the omplex lassial solutions (68) and (69) and the ompleteness relation of the oherent
states (56), we are now able to express the inner produt of a k-partile state in H1 ⊗H∗2 with a k-partile state in
HR,
〈ψn1,...,nk |ψν1,...,νq|νq+1,...,νk〉 = D−1
∫
dζˆdζˆ〈ψn1,...,nk |ψζˆ〉〈ψζˆ |ψν1,...,νq|νq+1,...,νk〉, (83)
Inserting (57), (59), (82) in (83) and performing the integration in dζˆdζˆ, we obtain
〈ψn1,...,nk |ψν1,...,νq|νq+1,...,νk〉 = (−1)n1+···+nq 2−k e−i(n1κν1+···+nkκνn)
1
k!
∑
σ∈Sk
k∏
i=1
δn1,n′σ(i) , (84)
where the sum runs over all permutations σ of k elements. Hene a k-partile state in H1 ⊗H∗2 an be written as a
linear ombination of k-partile states in HR as,
ψν1,...,νq|νq+1,...,νk =
∑
n1,··· ,nk
(−1)n1+···+nq 4k e−i(n1κν1+···+nkκνk)ψn1,...,nk . (85)
Reiproally, a k-partile state in HR is a linear ombination of k-partile states in H1 ⊗H∗2,
ψn1,...,nk =
∫
dν1
2pi2ων1
· · · dνk
2pi2ωνk
(−1)n1+···+nq 2−k e−i(n1κν1+···+nkκνk)ψν1,...,νq|νq+1,...,νk . (86)
VIII. ASYMPTOTIC AMPLITUDES IN THEORY WITH SOURCE
We study in this setion the interation of the eld with a soure eld µ desribed by the ation
SM,µ(φ) = SM,0(φ) +
∫
M
dτ dxφ(τ, x)µ(τ, x), (87)
where SM,0 is the free ation (1). The resulting eld propagator an be expressed in terms of the one of the free
theory. Indeed in the expression of the path integral dening the propagator, we shift the integration variable by a
lassial solution of the free theory mathing the boundary ongurations ϕ on the boundary ∂M , and we obtain the
result
ZM,µ(ϕ) =
NM,µ
NM,0
ZM,0(ϕ) exp
(
i
∫
M
dτ dxφ
l
(τ, x)µ(τ, x)
)
, (88)
where the normalization fator NM,µ is formally equal to
NM,µ =
∫
φ|∂M=0
Dφ eiSM,µ(φ). (89)
In order to relate this normalization fator to that of the free theory NM,0 (19), we shift the integration variable in
(89) by the funtion α, solution of the inhomogeneous Helmholtz equation(
∂2τ + ∂
2
x +m
2
)
α(τ, x) = µ(τ, x), (90)
with the boundary ondition α
∣∣
∂M
= 0. We an now rewrite the normalization fator (89) as
NM,µ = NM,0 exp
(
i
2
∫
M
dτ dxµ(τ, x)α(τ, x)
)
. (91)
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A. Slie region
We assume that the soure eld µ vanishes outside the slie region [τ1, τ2]×R. We then rewrite the last exponential
in (88) using (5) as,
exp
(
i
∫
dτ dxφ
l
(τ, x)µ(τ, x)
)
= exp
(∫
dx (ϕ1(x)µ1(x) + ϕ2(x)µ2(x))
)
, (92)
where ϕi is the eld onguration at τi and
µ1(x) := i
∫ τ2
τ1
dτ
sinω(τ2 − τ)
sinω(τ2 − τ1)µ(τ, x), µ2(x) := i
∫ τ2
τ1
dτ
sinω(τ − τ1)
sinω(τ2 − τ1)µ(τ, x). (93)
The amplitude ρ[τ1,τ2],µ assoiated with the transition from the oherent state ψτ1,η1 at τ = τ1 to the oherent state
ψτ2,η2 at τ = τ2 is, in the interation piture,
ρ[τ1,τ2],µ(ψτ1,η1 ⊗ ψτ2,η2) = Kτ1,η1Kτ2,η2
∫
Dϕ1Dϕ2 exp
(∫ m
−m
dν
2pi
(
η1(ν) e
−iωντ1 ϕ1(ν) + η2(−ν) eiωντ2 ϕ2(ν)
))
ψ0(ϕ1)ψ0(ϕ2)Z[τ1,τ2],µ(ϕ1, ϕ2). (94)
Introduing two new omplex funtions η˜1 and η˜2 dened as
η˜1(ν) := η1(ν) +
∫
dx eiωντ1+iνxµ1(x) and η˜2(ν) := η2(ν) +
∫
dx eiωντ2+iνxµ2(x), (95)
we an rewrite (94) in the form
ρ[τ1,τ2],µ(ψτ1,η1 ⊗ ψτ2,η2) = ρ[τ1,τ2],0(ψτ1,η˜1 ⊗ ψτ2,η˜2)
N[τ1,τ2],µKτ1,η1 Kτ2,η2
N[τ1,τ2],0Kτ1,η˜1 Kτ2,η˜2
. (96)
Substituting the expressions of the inner produt (62) and the normalization fators (46), we obtain
ρ[τ1,τ2],µ(ψτ1,η1 ⊗ ψτ2,η2) = ρ[τ1,τ2],0(ψτ1,η1 ⊗ ψτ2,η2)
N[τ1,τ2],µ
N[τ1,τ2],0
exp
(
i
∫
dτ dxµ(τ, x)ηˆ(τ, x)
)
·
exp
(∫
dx
4ω
(
µ21(x) + µ
2
2(x) + 2µ1(x)e
−iω(τ2−τ1)µ2(x)
))
, (97)
where the omplex funtion ηˆ is the omplex lassial solution of the Helmholtz equation determined by the η1 and
η2 introdued in (68). Substituting the expressions of the funtion µ1 and µ2 given in (93), the last exponential in
(97) an be written in the form
exp
(∫
dx
4ω
(
µ21(x) + µ
2
2(x) + 2µ1(x)e
−iω(τ2−τ1)µ2(x)
))
= exp
(
i
2
∫
dτ dxµ(τ, x)β(τ, x)
)
, (98)
where β is the solution of the Helmholtz equation given by
β(τ, x) =
∫ τ2
τ1
dτ ′
2ω
(
ieiω(τ−τ
′) + 2
sin(ω(τ − τ1)) sin(ω(τ2 − τ ′))
sin(ω(τ2 − τ1))
)
µ(τ ′, x). (99)
We now turn to the quotient of normalization fators
N[τ1,τ2],µ
N[τ1,τ2],0
appearing in (97). It an be expressed using (91) as
N[τ1,τ2],µ
N[τ1,τ2],0
= exp
(
i
2
∫
dτdxµ(τ, x)α(τ, x)
)
, (100)
where α is a solution of equation (90) with the boundary onditions α(τ1, x) = 0 and α(τ2, x) = 0. α results to be
α(τ, x) =
∫ τ2
τ1
dτ ′
ω
(
θ(τ − τ ′) sin(ω(τ − τ ′))− sin(ω(τ − τ1)) sin(ω(τ2 − τ
′))
sin(ω(τ2 − τ1))
)
µ(τ ′, x), (101)
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where θ(t) is the step funtion
θ(t) =
{
1 if t > 0
0 if t < 0.
(102)
Summing the funtions α(τ, x) given by (101) and β(τ, x) given by (99),
γ(τ, x) := α(τ, x) + β(τ, x) =
∫ τ2
τ1
dτ ′
ω
(
θ(τ − τ ′) sin(ω(τ − τ ′)) + i
2
eiω(τ−τ
′)
)
µ(τ ′, x), (103)
we obtain a negative frequeny solution of the inhomogeneous Helmholtz equation for τ < τ1,
γ(τ, x)
∣∣∣∣
τ<τ1
=
∫ τ2
τ1
dτ ′
ω
i
2
eiω(τ−τ
′) µ(τ ′, x), (104)
and a positive frequeny solution for τ > τ2,
γ(τ, x)
∣∣∣∣
τ>τ2
=
∫ τ2
τ1
dτ ′
ω
i
2
e−iω(τ−τ
′) µ(τ ′, x). (105)
We ombine the fators (98) and (91) to obtain
exp
(
i
2
∫
dτ dxµ(τ, x) [α(τ, x) + β(τ, x)]
)
= exp
(
i
2
∫
dτ dxdτ ′ dx′ µ(τ, x)G(τ, x, τ ′, x′)µ(τ ′, x′)
)
, (106)
with
G(τ, x, τ ′, x′) = i
∫ ∞
−∞
dν
2pi
[
θ(τ − τ ′)e
iων(τ
′−τ)−iν(x−x′)
2ων
+ θ(τ ′ − τ)e
−iων(τ
′−τ)−iν(x−x′)
2ων
]
,
= i
∫ ∞
0
dν
2pi
e−iων |τ
′−τ |
ων
cos(ν(x − x′)). (107)
We reognize on the right-hand side the integral representation of the Hankel funtion [16℄. Introduing the 2-
dimensional vetors r and r′, with omponents (τ, x) and (τ ′, x′) respetively, the funtion G(τ, x, τ ′, x′) takes the
form
G(r, r′) =
i
4
H0(m|r − r′|), (108)
where H0 denotes the Hankel funtion of order 0. Hene the transition amplitude now reads
ρ[τ1,τ2],µ(ψτ1,η1 ⊗ ψτ2,η2) = ρ[τ1,τ2],0(ψτ1,η1 ⊗ ψτ2,η2) exp
(
i
∫
d2xµ(x)ηˆ(x)
)
exp
(
i
2
∫
d2xd2x′µ(x)G(x, x′)µ(x′)
)
.
(109)
In order to interpret this transition amplitude as an element of the S-matrix, denoted by Sµ, we take the (trivial)
limit τ1 → −∞ and τ2 → +∞,
Sµ(ψη1 ⊗ ψη2) = limτ1→−∞
τ2→+∞
ρ[τ1,τ2],µ(ψτ1,η1 ⊗ ψτ2,η2),
= S0(ψη1 ⊗ ψη2) exp
(
i
∫
d2xµ(x)ηˆ(x)
)
exp
(
i
2
∫
d2xd2x′µ(x)G(x, x′)µ(x′)
)
. (110)
B. Disk region
We now onsider a soure eld µ vanishing outside the disk region. As in the preeding setion we start by evaluating
the last exponential in (88). With the lassial solution (10), the argument of the exponential reads,∫
dr dϑ r µ(r, ϑ)φcl(r, ϑ) =
∫
dr dϑ r µ(r, ϑ)
Jn(mr)
Jn(mR)
ϕ(ϑ) =
∑
n
ϕ−n
2pi
Jn(mR)
jn, (111)
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with the quantity jn given by
jn :=
∫
dr r Jn(mr)µn(r). (112)
The amplitude of a oherent state in the theory with soure is
ρR,µ(ψR,ξ) =
NR,µ
NR,0
∫
DϕψR,ξ(ϕ) exp
(
i
∑
n
ϕ−n
2pi
Jn(mR)
jn
)
ZR,0(ϕ). (113)
The integration an be performed by introduing a new oherent state dened by the omplex funtion ξ˜ related to
ξ via
ξ˜n := ξn + i2pi
Hn(mR)
J−n(mR)
j−n. (114)
Then the amplitude has the form
ρR,µ(ψR,ξ) =
NR,µ
NR,0
KR,ξ
KR,ξ˜
ρR,0(ψR,ξ˜). (115)
The substitution of the expression for the free amplitude (66) of the oherent state dened by ξ˜ and the expression
of the normalization fators, (55) gives
ρR,µ(ψR,ξ) = ρR,0(ψR,ξ)
NR,µ
NR,0
exp
(∑
n
(
i
pi
2
ξnjn − pi
2
2
jn
H−n(mR)
Jn(mR)
j−n
))
. (116)
The rst term in the argument of the exponential an be written in position spae as
exp
(
i
pi
2
∑
n
ξnjn
)
= exp
(
i
∫
d2xµ(x) ξˆ(x)
)
, (117)
where the funtion ξˆ in polar oordinates is given by (69). We express the seond term in the exponential of (116) in
the form
exp
(
−pi
2
2
∑
n
jn
Hn(mR)
J−n(mR)
j−n
)
= exp
(
i
2
∫
d2xµ(x)β(x)
)
, (118)
with β given by its Fourier omponents
βn(r) = i
pi
2
Jn(mr)
Hn(mR)
Jn(mR)
jn. (119)
We now onsider the quotient
NR,µ
NR,0
. This fator an be expressed using (91) as,
NR,µ
NR,0
= exp
(
i
2
∫
d2xµ(x)α(x)
)
, (120)
where the funtion α now satises the inhomogeneous Helmholtz equation in polar oordinates (6) with the boundary
ondition α(R, ϑ) = 0. It will be onvenient to work in momentum spae: We onsider the Fourier omponents of α
and µ,
α(r, ϑ) =
∑
n
αn(r) e
inϑ, µ(r, ϑ) =
∑
n
µn(r) e
inϑ. (121)
The inhomogeneous Helmholtz equation takes the form(
∂2r +
1
r
∂r +
(
m2 − n
2
r2
))
αn(r) = µn(r). (122)
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The solution is
αn(r) = i
pi
2
(
Jn(mr)
[
hn(r) − hn + Hn(mR)
Jn(mR)
jn
]
−Hn(mr) jn(r)
)
, (123)
where
hn(r) :=
∫ r
0
ds sHn(ms)µn(s), (124)
hn :=
∫ ∞
0
ds sHn(ms)µn(s), (125)
jn(r) :=
∫ r
0
ds s Jn(ms)µn(s). (126)
Summing the funtions αn(r) given by (123) and βn(r) given by (119),
γn(r) := αn(r) + βn(r) = i
pi
2
(Jn(mr) [hn(r) − hn + 2jn]−Hn(mr) jn(r)) , (127)
we obtain a solution of the inhomogeneous Helmholtz equation with the following behavior outside the disk region,
γn(r)
∣∣
r>R
= i
pi
2
Hn(mr)jn. (128)
So, ombining the fator (120) and (118) we arrive at
exp
(
i
2
∫
d2xµ(x)[α(x) + β(x)]
)
= exp
(
i
2
∫
d2xd2x′ µ(x)G(x, x′)µ(x′)
)
, (129)
where G is the Green funtion given in polar oordinates by
G(r, ϑ, r′, ϑ′) = − i
4
∑
n
ein(ϑ−ϑ
′) (θ(r − r′)Jn(mr′)Hn(mr) + θ(r′ − r)Jn(mr)Hn(mr′)− 2Jn(mr′)Jn(mr)) . (130)
Using the addition theorems of the Bessel funtions (11.3.4) and (11.3.5) of [17℄, we an perform the sum over n in
(130); we obtain
G(r, ϑ, r′, ϑ′) =
i
4
H0(m
√
r2 + r′2 − 2rr′ cos(ϑ− ϑ′)). (131)
If we note by r the vetor with polar oordinates (r, ϑ), the Green funtion an be written as in equation (108). The
amplitude of a oherent state in presene of a soure is then
ρR,µ(ψR,ξ) = ρR,0(ψR,ξ) exp
(
i
∫
d2xµ(x) ξˆ(x)
)
exp
(
i
2
∫
d2xd2x′ µ(x)G(x, x′)µ(x′)
)
. (132)
This expression is independent of the radius R (sine we are working in the interation piture). The asymptoti
amplitude, Sµ, is then immediately obtained,
Sµ(ψξ) = lim
R→∞
ρR,µ(ψR,ξ) = S0(ψξ) exp
(
i
∫
d2xµ(x) ξˆ(x)
)
exp
(
i
2
∫
d2xd2x′ µ(x)G(x, x′)µ(x′)
)
. (133)
C. Comparison of amplitudes with soure
Reall from Setion VII that there is an isomorphism between the state spae H1 ⊗ H∗2 on the boundary of a
slie region [τ1, τ2] × R and the state spae HR on the boundary of a disk region S2R in the free theory. Moreover,
under this isomorphism the amplitude of the slie region and the disk region beome equal. We an extend suh a
omparison now to amplitudes for the theory oupled to a soure. To this end we onsider the asymptoti amplitudes
for τ1 → −∞, τ2 → +∞ and R→∞. (Alternatively, we ould ompare amplitudes for nite time intervals and radii
as long as the soure is onned ompletely inside the regions under onsideration.) Indeed, omparing (110) with
(133) we observe that the two expressions beome equal under the isomorphism of Setion VII: The rst fator in
both expressions is the free amplitude whih was already shown to be equal. The seond fator in both expressions
involves omplex lassial solutions of the Helmholtz equation. It were preisely these omplex lassial solutions that
we used to dene the isomorphism. The third fator is obviously equal in both expressions.
In Setion VII the hoie of the isomorphism H1⊗H∗2 → HR seemed somewhat ad ho. At this point it it beomes
lear that there is no other hoie. In order for the amplitudes (110) and (133) to be equal we need preisely that the
omplex lassial solutions ηˆ and ξˆ that appear in the expressions for these amplitudes be equal.
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IX. GENERAL INTERACTIONS
To desribe general perturbative interations we use the usual tehnique of funtional derivatives with respet to
the soure eld. Thus onsider the ation
SM,V (φ) = SM,0(φ) +
∫
M
d2xV (x, φ(x)), (134)
where SM,0 is the free ation (1) and V a potential. We notie the usual funtional identity,
exp (iSM,V (φ)) = exp
(
i
∫
M
dx2 V
(
x,−i ∂
∂µ(x)
))
exp (iSM,µ(φ))
∣∣∣∣
µ=0
, (135)
where SM,µ is the ation in the presene of a soure interation, dened in (87). At rst we assume the soure to
vanish outside the region M . We then notie that we an perform all the alulations of Setion VIII with the ation
(134) by always pulling out to the left the fator in (135) with the funtional derivative. This nally leads to the
interating S-matrix in funtional form. For the asymptoti slie regions this is,
SV (ψ1 ⊗ ψ2) = exp
(
i
∫
d2xV
(
x,−i ∂
∂µ(x)
))
Sµ(ψ1 ⊗ ψ2)
∣∣∣∣
µ=0
, (136)
while for the asymptoti disk region this is,
SV (ψ) = exp
(
i
∫
d2xV
(
x,−i ∂
∂µ(x)
))
Sµ(ψ)
∣∣∣∣
µ=0
. (137)
X. CONCLUSIONS
We have presented the Riemannian quantum theory of a eld obeying Helmholtz's equation of motion in two-
dimensional Eulidean spaetime within the general boundary formulation in two dierent settings. The rst setting
is oneptually idential to what is usually done in standard QFT: The state spae is dened on a hypersurfae of
onstant time and the evolution of states is onsidered from one suh hypersurfae to another. On the other hand,
the seond setting we studied is inompatible with standard QFT methods of desribing the dynamis of quantized
elds. The novelty here onsists of dealing with a ompat spaetime region, the disk region, bounded by one losed
line, the irle. We have shown that this seond way to desribe the quantum theory is ompletely ompatible with
the rst one: The physial preditions of the two treatments are indeed the same due to the equivalene of the
asymptoti amplitudes both for the free and the general interating theory. This equivalene relies on the existene
of an isomorphism between the state spaes dened in the two settings.
Transition amplitudes in the traditional setting of slie regions are unitary as should be expeted.
5
Less onven-
tionally, radial translation amplitudes between irles in the disk/annulus region setting are also unitary. This means
that quantum mehanially probabilities are onserved under radial evolution.
6
Indeed, this should be expeted from
the lassial eld theory. Solutions of the Helmholtz equation in a nite region have a unique ontinuation beyond
that region. Thus, radial evolution is well dened lassially. The eld dynamis in a smaller and a larger disk are
entirely equivalent. We have thus shown that this is also true quantum mehanially. Note that this is analogous to
what happens in Klein-Gordon theory for hyperylinders in Minkowski spae [11, 12, 13℄.
The relevane of the result presented here is that the formulation of the theory in the disk region implements a
fully loal desription of the quantum dynamis of the eld. Moreover, one an view this as a kind of nite spaetime
holography: The dynamis in a nite spaetime region is ompletely desribed through states on the region's boundary.
Any physial interation between the region and its spaetime surroundings fators through the boundary state spae.
An important next step will be the realization of general boundary amplitudes and state spaes for nite regions
in a Lorentzian quantum eld theory in Minkoswki spae. While we expet suh a desription to be feasible, it
involves tehnial hallenges related to the fat that the boundary of suh a region would have spaelike as well as
timelike parts. Furthermore, the solutions of lassial eld equations in nite spaetime regions no longer determine
5
We emphasize again that we are working in a Riemannian real-time setting and not in a Wik rotated setting.
6
See [2℄ for the appropriately generalized notion of probability onservation appliable here.
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unique ontinuations outside suh regions. We expet this lassial fat to be reeted in the quantum theory in that
amplitudes orresponding to annulus like regions no longer permit a representation as unitary operators between the
inner and outer boundary state spaes.
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