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INTRODUCTION
In this paper, we construct the irreducible representations of the Hecke
category which define isotopy invariants of oriented tangles.
An oriented tangle T consists of oriented curves and arcs as in Fig. 1. If
 .it has r points at its lower boundary › T and s points at its uppery
q .  .boundary › T , we call it an oriented r, s -tangle. A set of oriented
 .tangles up to isotopy forms a category OT A: We consider an oriented
 .r, s -tangle as a morphism from an object which is a sequence of r
orientations, to an object which is a sequence of s orientations. We define
the composition product T (T by placing T on T , gluing the corre-1 2 1 2
 .sponding boundaries, and shrinking half along the vertical axis Fig. 2a .
 .An oriented link L is an oriented 0, 0 -tangle. Braids can be also
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Education, Science and Culture. E-mail: kosuda@math.u-ryukyu.ac.jp. The author thanks
H. Mitsuhashi and T. Sugitani who read this paper and gave him useful advice. He also
thanks N. Kawanaka, T. Kohno, and J. Murakami for their kind encouragement. When the
w xauthor was writing the previous paper 8 with J. Murakami, he was informed by S. Okada of
w x w xthe existence of the paper 2 . In the paper 2 , they also constructed a complete set of
irreducible representations of the algebra B n which corresponds to the case where q goes tok , l
 n y1.1 in the algebra H C; q , q y q . He thanks S. Okada for the communication. Some ofk , l
 k , l k , l .the results in this paper for the specific case of the algebras H e , e appear in the Ph.D.
w x   k , l k , l . .thesis of R. Leduc 9 . For the definition of H e , e , see Section 6. Leduc considered
  . y1 .   k , l k , l . .the algebra H C x, q , x, q y q the algebra H e , e in this paper . In particular,k , l
versions of the Theorems 0.1, 0.2, 6.6, and 6.7 appear there for this algebra. The formula for
w x  .the weight s g in 4.3 is also given in the paper as the values of the Markov trace on
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FIG. 1. An oriented tangle.
FIG. 2. The composition product and the tensor product.
regarded as oriented tangles: A braid consists of curves which are mapped
w x 2 w x w xhomeomorphically onto 0, 1 by the projection R = 0, 1 “ 0, 1 . The
 .braid with n strings becomes an oriented n, n -tangle, if we assign the
same orientation to all the strings of it. Appropriate isotopy classes of
n-braids form the braid group B . It has a presentation s , . . . , s Nn 1 ny1
< < :s s s s s s s , i s 1, . . . , n y 2, s s s s s , i y j G 2 , wherei iq1 i iq1 i iq1 i j j i
generators s , . . . , s represent the isotopy classes given by the picture1 ny1
 .in Fig. 3 and the product b ( b b , b g B is defined by the composi-1 2 1 2 n
tion of morphisms as oriented tangles. The detailed study of representa-
FIG. 3. A braid generator s .i
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FIG. 4. Generators.
tions of the braid group B which arise from the Hecke algebra of typen
w xA has been done in the paper 5 .ny1
Unlike the case of the braids, we cannot necessarily define a product
between two isotopy classes of tangles. However, since OT A has a presen-
tation by its generators and relations as we shall state, we can give the
representations of OT A by defining functors from OT A to the category of
linear maps. We will show that these representations arise from a category
H called the Hecke category just like the case of the braid group.
w xIn his paper 13 , Turaev first showed the presentation of OT A as a
strict monoidal category considering the tensor product T m T as in1 2
Fig. 2b. Giving the tensor structure to OT A, he found that it has a
presentation given by generators in Fig. 4 and relations in Fig. 5. He also
 4defined representations F of OT A so that they preserve the tensorn
structure and the relations in Fig. 5.
Slightly changing his argument, we find that every oriented tangle T is
isotopic to a composition product of type 1 special tangles as in Fig. 6. In
other words OT A is generated by the type 1 special tangles without using
 .the tensor product Lemma 1.9 . If we add commuting relations which arise
FIG. 5. Relations.
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FIG. 6. Type 1 special tangles.
from the tensor structure together with the relations in Fig. 5 to the
tangles generated by type 1 special tangles pictured in Fig. 6, then we have
 .another presentation of OT A Theorem 3.3 .
Turaev defined the Hecke category H factoring OT A by the skein
relation as in Fig. 7. We also define the Hecke category H following his
definition.
Our purpose of this paper is to construct the irreducible representations
of this Hecke category H as well as those of OT A. These irreducible
representations also define the invariants of oriented tangles. The follow-
ing are the main results.
THEOREM 0.1. Let q g C be a non-zero parameter which is not a root of
unity and let a g C be another non-zero parameter which is not a power
 y1of q. Then an arbitrary representation of the Hecke category H s H C; a ,
y1 .q y q is completely reducible.
FIG. 7. The skein relation.
REPRESENTATIONS OF THE HECKE CATEGORY 139
THEOREM 0.2. Let L be a set of pairs of partitions defined byk , l
 .min k , l




L s L s L .D D @ Dk , l k , l /  /psy‘rs0 kG0, lG0 kG0, lG0
kqlsr kylsp
We fix parameters q, a g C so that they satisfy the conditions in Theorem 0.1.
 y1 y1.Then for the Hecke category H s H C; a , q y q the following hold.
 .1 For any pair of partitions g g L, there exists an irreducible represen-
tation Pg of H.
 . g g 92 For g , g 9 g L, the irreducible representations P and P of H are
equi¤alent if and only if g s g 9.
 .3 Con¤ersely, for any irreducible representation P of H, there exists a
pair of partitions g g L such that P and Pg are equi¤alent.
We will define the above representation Pg in Section 4 on a family of
w xBratteli diagrams. Using these Bratteli diagrams, Wenzl 14 constructed a
complete set of irreducible modules of the Hecke algebra of type A. Our
 g 4representations P are defined so that they become extensions of his
results. From the definition of Pg, we will find that for an oriented
 . g  . w x0, 0 -tangle L, or a link L, we have P L / 0 only when g s B, B .
The notion of the irreducible representation for categories was intro-
w xduced by Neretin 10 and formulated by Yoshioka in his Master's thesis
w x15 . We apply this notion to the Hecke category H. Since the irreducible
representations of the Hecke category are ``much smaller'' than the
w xrepresentations defined by Turaev 13 , they can be more useful to calcu-
late the invariants of tangles.
This paper is organized as follows. In Section 1 we review the elemen-
tary properties of strict monoidal categories. In Section 2 we introduce the
 .notion of the irreducible representations of small categories according to
w xthe papers 10, 15 and show the condition for a category to be completely
reducible. In Section 3 we define the category of oriented tangles OT A
and give a new presentation of OT A. In this section we also define the
Hecke category H and give some properties of it. In Section 4, we define
 g 4  g 4representations P from OT A to the categories L of linear spaces.
Then in Section 5 we prove that these representations are well-defined
 .i.e., preserve the relations and that they also give representations of the
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Hecke category. In Section 6 we consider the restriction Pg of Pg on ane
 .  .object e g Ob OT A . The restriction of H A; x, y on e makes an A-al-
 .  .   ..gebra H e , e . Let Pos e resp. Neg e be the number of downward
 .  y1resp. upward orientations in e . If g g L and if H C; a , q yPose ., Nege .
y1 . gq is the one in Theorem 0.1, then P defines an irreducible representa-e
 .tion of the algebra H e , e . We further consider the algebra structure of
 .  .  .H e , e . In particular, we show that if Pos e s k and Neg e s l, respec-
 .tively, then the algebra H e , e is isomorphic to the generalized Hecke
 y1 y1.  .algebra H C; a , q y q or a q-analogue of rational Brauer algebrak , l
w xwhich we previously investigated in the papers 6]8 . In fact, the algebra
 n y1.H C; q , q y q is semisimple and all the irreducible representationsk , l
w xare labeled by L if q is not a root of unity and if n G k q l 6, 8 . Finallyk , l
we prove Theorem 0.1 in Section 7 and prove Theorem 0.2 in Section 8.
1. AUXILIARY RESULTS FROM CATEGORY THEORY
In this section, we will define a strict monoidal category and review
w xsome properties of it according to the paper of Turaev 13 . Those who are
familiar with the category theory can skip this section.
w x  .As in Ref. 13 , a category A consists of a class of objects Ob A , a class
 .of morphisms Mor A , and a composition law for the morphisms which
satisfy the following axioms.
 .1 To each morphism of A there are associated two objects source
 .  .f , target f g Ob A . The notation `` f : source f “ target f '' is used .
 .  .2 For any x, y g Ob A the collection of morphisms x “ y is a set
 .denoted by Mor x, y .A
 .  .  .3 For any f g Mor y, z and g g Mor x, y , their product f ( gA A
 .is defined in Mor x, z .A
 .  .4 The composition must be associative: for any f g Mor z, w ,A
 .  .g g Mor y, z , and h g Mor x, y , the formulaA
f ( g ( h s f ( g ( h 1.1 .  .  .
holds.
 .  .5 The set Mor x, x contains a morphism I called the identityA x
 .with the property that for any f g Mor x, x9 we haveA
f ( I s f 1.2 .x
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 .and for any g g Mor x0, x we haveA
I ( g s g . 1.3 .x
A tensor product in a category A is a covariant functor m : A = A “ A
which associated to each pair of morphisms f : x “ y and g : z “ w a
morphism f m g : x m z “ y m w. To say that m is covariant means that
the following hold:
f ( f 9 m g ( g 9 s f m g ( f 9 m g 9 , I m I s I . 1.4 .  .  .  .  .x y xm y
 .A strict monoidal category is a triple A, m , B consisting of a category
 .A, a tensor product m, and an object B g Ob A , which satisfies the
 .following properties. For any objects x, y, z g Ob A ,
x m y m z s x m y m z . .  .
 .For any f , g, h g Mor A
f m g m h s f m g m h . 1.5 .  .  .
 .  .For any x g Ob A , x m B s B m x s x. For any f g Mor A ,
f m I s f s I m f . 1.6 .B B
One can describe the class of morphisms of a strict monoidal category
 .by ``generators and relations'' just like a group. Let A, m , B be a strict
 4monoidal category and F s f a collection of morphisms of A. We sayi ig I
that F generates A if every morphism in A can be obtained from the
 4morphisms in the set F and the morphisms I by a finite numberx x g Ob A .
of applications of the tensor product and composition.
In order to define generating relations, we introduce ``words in the
  ..alphabet F.'' A word of rank F 1 is a symbol f g F or I x g Ob A . Ifi x
 :a is a word of rank F 1, then we let a denote the morphism of A
represented by this word. The only subword of a word a of rank F 1 is
the word a itself. Suppose that the words of rank F n have been defined
and that for every word a of rank F n its subwords and the morphism
 :a have been defined. Then the words of rank F n q 1 are defined to be
the expressions of the form a m b or a ( b , where a and b are words of
 .rank F n In the latter case, we assume that source a s target b. We set
 :  :  :  :  :  :a m b s a m b and a ( b s a ( b . By a subword of a m
 .b or a ( b we mean the word itself together with all subwords of a and
b. By a word in the alphabet F we mean any word of rank F n for any n.
 4Let g , d be a family of words in the alphabet F such thatj j jg J
 :  :g s d for all j g J. We say that the words a and b in the alphabetj j
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 .F are equi¤alent modulo the relations g s d j g J , if there exists a finitej j
sequence of words a s a , a , . . . , a s b such that for each i the word1 2 k
a is obtained from a by replacing some subword j by a subword h oriq1 i
.  .  .vice versa , where either j , h s g , d with j g J, or j and h are thej j
 .  . left and right sides of one of Eqs. 1.1 ] 1.6 . Here we suppose f , g, h and
.f 9, g 9 are some words in the alphabet F.
 :We say that F : g s d , j g J is a presentation of the category A byj j
generators and relations if it satisfies the following:
 .1 F generates A.
 .  :2 For any words a and b in the alphabet F, the equality a s
 :b holds if and only if a and b are equivalent modulo the relations
g s d , j g J.j j
For a strict monoidal category, the following equivalence holds modulo
the empty relation.
w xLEMMA 1.7 13, Lemma 2.3.1 . If f : x “ y and g : z “ w are morphisms
 .  .  .  .in F, then f m I ( I m g and I m g ( f m I are equi¤alent.w x y z
w xLEMMA 1.8 13, Lemma 2.3.2 . If f , . . . , f are morphisms in F such1 n
 . that the composition f ( ??? ( f is defined and if x, y g Ob A , then I m1 n x
.  .  .f m I ( ??? ( I m f m I and I m f ( ??? ( f m I are equi¤alent.1 y x n y x 1 n y
w xLEMMA 1.9 13, Lemma 2.3.3 . E¤ery word is equi¤alent either to a word
  ..I x g Ob A , or a word of the formx
I m f m I ( I m f m I ( ??? ( I m f m I .  .  .x 1 y x 2 y x k y1 1 2 2 k k
 .with k G 1, x , y g Ob A , and f g F for i s 1, 2, . . . , k.i i i
We obtain the following equivalence modulo the empty relation from
the definition of the strict monoidal category and from Lemma 1.7. We
call this the commuting relation.
LEMMA 1.10. Let f : x “ y and g : z “ w be morphisms in F and let
 .a, b, c g Ob A . Then
I m f m I m I m I ( I m I m I m g m I .  .a b w c a x b c
s I m I m I m g m I ( I m f m I m I m I . . .a y b c a b z c
2. IRREDUCIBLE REPRESENTATIONS OF CATEGORIES
In this section, we introduce the notion of irreducible representations of
w xcategories according to the papers 10, 15 .
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Throughout this section, we consider the following small category A. Let
 .K be a field. Suppose that the category A has the set of objects Ob A
 .which is non-empty. For any pair of objects x, y g Ob A , the collection
 .of morphisms Mor x, y is a K-vector space. For any triple of objectsA
 .  .  .x, y, z g Ob A , the composition of morphisms Mor y, z = Mor x, yA A
 .“ Mor x, z is bilinear.A
 .  .In the following, we write A x, y in place of Mor x, y . By theA
 .definition of the category A, we find that A x, x is a K-algebra for any
 .object x g Ob A . We use the notation V to denote the category ofect
finite dimensional K-vector spaces.
DEFINITION 2.1. Let F be a covariant functor from a category A to the
 .category V . For an arbitrary pair of objects x, y g Ob A , if theect
 .  .correspondence a g A x, y to F a g V is K-linear, then we call F aect
 .linear representation of the category A.
  .  .4For the above functor F, we put V s V s F x N x g Ob A . Thex
 .representation F is sometimes denoted by F, V .
EXAMPLE 2.2. Let A be an associative algebra over a field K and V a
finite dimensional vector space over K. If we consider that all the elements
of A are morphisms from the unique object x to itself and that the
product of A is the composition of morphisms, then A is a category which
has the unique object x. A representation of A with representation space
V is a representation of a category.
The zero representation O is one of the representations of the category
 .  4A. It is defined by the functor which maps each object x g Ob A to 0
 .  .and each morphism a g A x, y to 0 for arbitrary pair x, y of Ob A .
  4.   4.Two representations F s F, V s V and G s G, W s W of A arex x
equi¤alent if they are natural equivalent. In other words, there exists a
 4  .  .family of K-isomorphisms f : V “ W such that G a (f s f (F ax x x x y
 .for each pair of objects x, y and for each morphism a g A x, y .
A representation is an extension of the notion of that of K-algebras as
 .  .we saw in Example 2.2. In general, for x g Ob A and a g A x, x , the
 .  .correspondence a ‹ F a defines a K-linear map A x, x “
 .Hom V , V which preserves the composition of morphisms. We denoteK x x
 .  .  .the representation as K-algebra of A x, x by F s F , V and call itx x x
 .the restriction of F on A x, x or restriction of F on x.
 .  .DEFINITION 2.3. Let F s F, V and G s G, W be representations of
a category A. If there exists a family of injective K-linear maps i : W “x x
4  .  .V such that F a ( i s i (G a holds for each pair of objects x, y andx x y
 .for each morphism a g A x, y , then we call G a subrepresentation of F.
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DEFINITION 2.4. If a representation F has no subrepresentations except
F itself and O, we call it irreducible. The zero representation O is, by
.definition, not irreducible . If a representation F can be decomposed into a
direct sum of irreducible representations, we call it completely reducible.
 Here a direct sum F of representations F s F , V s V N x g[ ig I i i i i i, x
 .4.Ob A is defined as
dim V - ‘, for x g Ob A , . K i , x
igI
F x s V for x g Ob A , .  .[ [i i , x /
igI igI
F a s F a : V ‹ V .  .[ [ [ [i i i , x i , y /
igI igI igI igI
for x , y g Ob A and a g A x , y . .  .
 .LEMMA 2.5. Let F s F, V be a representation of a category A. If a
 .  .representation G s G, W of the algebra A x, x is a subrepresentation of
 .  .F s F , V , then there exists a subrepresentation G s G, W of F suchx x x
 .that the restriction of G on A x, x is equi¤alent to G.
 .Proof. Define a functor G s G, W as follows:
 .  .1 G x s W s W,x
 .  .   ..  .2 G y s W s F A x, y W for y g Ob A ,y
 .  .  . <  .  .3 G a s F a for x9, y9 g Ob A , a g A x9, y9 .W x 9
We show that the above functor G is a subrepresentation of F. Since
 .  .  .  .G s G, W is a subrepresentation of F s F , V , we have F a s G ax x x
 .  .for a g A x, x . Besides, for every y g Ob A , we have
W s F A x , y W . .y
; F A x , y V . . x
; V .y
 .  .  .This implies F a s G a for a g A x, y . Finally we have
G a W s G a F A x , x9 W .  .  .  . . .x 9
s F a ( A x , x9 W . .
; F A x , y9 W . .
s W ,y 9
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 .  .  .  .for x9, y9 g Ob A and for a g A x9, y9 . Hence we obtain F a s G a
 4on W s W . This completes the proof.x
We call the functor G which is defined as above the cyclic hull of G with
respect to F.
PROPOSITION 2.6. Let F be an irreducible representation of a category A.
 .  .  .For an object x g Ob A , the restriction F s F , V of F on A x, xx x x
 .defines an irreducible representation or the zero representation of A x, x .
 .Proof. Suppose that F s F , V is not the zero representation ofx x x
 . X  X X.A x, x . If F has a proper non-zero subrepresentation F s F , V , thenx x x x
the cyclic hull F9 of FX with respect to F is neither equivalent to F nor O.x
This contradicts that F is irreducible.
For an irreducible representation we have the following lemma.
LEMMA 2.7. Let F be an irreducible representation of a category A. For a
 .  4  4pair of objects x, y g Ob A , if V / 0 and V / 0 , then there exists ax y
 .  .morphism a g A x, y such that F a : V “ V is non-zero.x y
  ..  4  .Proof. Assume that F A x, y s 0 . Define F9, V 9 as follows:
v
X   ..  .V s F A x, z V for each object z g Ob A ,z x
v X
X X .  . <  .  .F9 a s F a : V “ V for z, w g Ob A and for a g A z, w .V z wz
 4 X  4  .Since V / 0 by the assumption and V s 0 by the definition of F9, V 9 ,y y
F9 becomes a proper subrepresentation of F. It cannot be the zero
X   .. Xrepresentation. In fact, V s F A x, x V s V and F s F defines anx x x x x
 .irreducible representation of A x, x by Proposition 2.6. This contradicts
that F is irreducible.
 .  .THEOREM 2.8. Let F s F, V and G s G, W be irreducible represen-
 .tations of a category A. If V and W are equi¤alent non-zero A x, x -mod-x x
 .ules for some object x g Ob A , then F and G are equi¤alent as representa-
tions of the category.
 .Proof. We may put V s W . We can construct a representation E , Ux x x x
 .of A x, x as follows:
v  .  . 4U s D V s ¤ , ¤ N ¤ g V s W ,x x x x
v  .  .  . <  .E a s F a [ G a for a g A x, x .Ux x x x
 .Consider the cyclic hull E s E, U of E in F [ G.x
 .  4  4First choose y g Ob A so that V / 0 , W / 0 . By Lemma 2.7, wey y
  ..  4   ..have F A x, y V / 0 . Since a submodule F A x, y V of V is non-zero,x x y
 .  .   ..and since F , V is irreducible Proposition 2.6 , we obtain F A x, y Vy y x
  ..   ..s V . Similarly we obtain G A x, y V s G A x, y W s W . Hence wey x x y
MASASHI KOSUDA146
find
U s F [ G A x , y U .  . .y x
s F a ¤ , G a ¤ N ¤ g V s W , a g A x , y 4 .  .  . . x x
; V [ W .y y
Let p : U “ V and pX : U “ W be projections onto their first andy y y y y y
 .  X .  .second factors, respectively. We note that Ker p and Ker p are A y, yy y
invariant proper subspaces of U . Since V and W define irreducibley y y
 .representations of A y, y , using the Jordan]Holder theorem we find thatÈ
 .  4an A y, y invariant subspace U of V [ W is isomorphic to either 0 ,y y y
V , or W .y y
 .  4If Ker p s V , then V s 0 . This contradicts the choice of y.y y y
 .  .If Ker p s W , then we can regard W s Ker p as a proper sub-y y y y
 . 4  4  4space of U , by 0, w N w g W . Since W / 0 and W / 0 , usingy y x y
 .Lemma 2.7 we find there exist a morphism a g A y, x and a non-zero0
 .vector w g W such that G a w / 0. Hence we have0 y 0 0
 40 / G A x , x (G a w .  . . .0 0
; G A y , x w . . 0
; G A y , x W . . y
; W .x
  ..Since W is irreducible, we have G A y, x W s W . Hencex y x
U > E A y , x U . .x y
> E A y , x W . . y
s F [ G A y , x W .  . . y
> 0, W . .x
 .  4This contradicts the choice of U . Hence we obtain Ker p s 0 . Simi-x y
 X .  4larly, we obtain Ker p s 0 . In other words, we have obtainedy
p pXy y
V ⁄ U “ W .y y y( (
 .Next we assume that there exists an object y g Ob A such that
 4  4V s 0 and W / 0 . By the previous argument, we obtainy y
U s E A x , y U s F [ G A x , y U s 0, W . .  .  . .  .  .y x x y
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Again we find
U > E A y , x U . .x y
s F [ G A y , x U .  . . y
s F [ G A y , x 0, W .  . .  .y
s 0, W . .x
 4  4Again we have a contradiction. Hence we find if V s 0 , then W s 0 .y y
 4  4Similarly, if W s 0 , then V s 0 .y y
 .Finally, we define a map f : V “ W for each y g Ob A byy y y
X y1  4p ( p if V / 0 , .y y y
f sy   40 if V s 0 . .y
 .  .Then f becomes a K-isomorphism and f (F a s G a (id holds fory y Vx
 .any a g A x, y . This implies F and G are equivalent to each other.
THEOREM 2.9. Suppose that a category A satisfies the following further
conditions.
 .  .1 Ob A has a partial order F and it is well-ordered with respect to
this order.
 .  .2 For any object x g Ob A , all the finite dimensional representations
 .of the K-algebra A x, x are completely reducible.
 .  .  .  43 If objects x, y g Ob A satisfy x F y and A x, y / 0 , then
 .  4  . X  .A y, x / 0 and there exist morphisms t g A y, x and t g A x, y suchy y
X  .that I s t (t , where I is the unit of A x, x .x y y x
 .Then an arbitrary representation F s F, V of A is completely reducible.
Proof. First we show that F has an irreducible subrepresentation. Let
 .  4x g Ob A be the minimum object such that V / 0 . By the secondx
 .  .condition, the representation F , V of the algebra A x, x is completelyx x
 .  .reducible. Let G, W be an irreducible subrepresentation of F , V andx x
 .  .let G s G, W be the cyclic hull of G, W with respect to F. We note that
 4W / 0 . We show that G is an irreducible representation of the category.
 .  .  4For an object y g Ob A such that y G x and A x, y / 0 , put
L s ¤ g W N G a ¤ s 0 for all a g A y , x . .  . 4y y
 4We show L s 0 .y
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Assume that L s W . Using the third condition, we havey y
W s G I W .x
s G t (t X W .y y
s G t (G t X W .  .y y
; G t W .y y
 4s 0 .
 4  .This contradicts W / 0 . Hence we find L is a proper A y, y submoduley
 .of W . Again by the second condition, the representation G , W of they y y
 .algebra A y, y is completely reducible. Hence we have a decomposition
 .  .W s L [ N as an A y, y -module. Let H s H, N be the cyclic hull ofy y y
N with respect to G. Theny
N s G A y , x N . .x y
; G A y , x W . . y
s G A y , x (F A x , y W .  . .  .
; F A y , x (F A x , y W .  . .  .
s F A x , x W . .
; W .
On the other hand, by the definition of N , if there exists an object w g Ny y
  ..  4such that G A y, x w s 0, it is necessary that w s 0. Hence if N s 0x
 4then N s 0 , which means L s W . This contradicts the fact that L isy y y y
 .  4a proper A y, y -submodule of W . Hence we have 0 / N ; W. Since Wy x
is irreducible, we obtain N s W. Using this, we havex
W s G A x , y W . .y
s G A x , y N . . x
s G A x , y (G A y , x N .  . .  . y
; G A y , y N . . y
; N .y
 4  .Thus we obtain W s N and L s 0 for any y g Ob A such that y G xy y y
 .  4and A x, y / 0 .
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 .Assume that G is not irreducible. Let G9 s G9, W 9 be a non-zero
 .proper subrepresentation of G. We can choose y g Ob A so that y G x,0 0
 .  4 XA x, y / 0 , and W is a non-zero proper submodule of W .0 y y0 0
  .. X XIf G A y , x W s W, then we have W s W as0 y y y0 0 0
W s G A x , y W . .y 00
s G A x , y (G A y , x W X .  . .  .0 0 y0
; W X .y0
  .. XThis contradicts the choice of y . Hence G A y , x W is a proper0 0 y0
 .   .. X  4subspace of W. Since G, W is irreducible, we have G A y , x W s 0 .0 y0X  4  4This means that L > W / 0 . This contradicts L s 0 . Hence wey y y0 0 0
find G is an irreducible subrepresentation of F.
Next we show that F can be decomposed into a sum of irreducible
representations.
 .  4Let x g Ob A be the minimum object such that V / 0 and letx
V s n W be an irreducible decomposition of V . For each W ,[x is1 i, x x i, x
 .  .we denote the corresponding representation of A x, x by G , W . Leti, x i, x
 .  .G , W be the cyclic hull of G , W . From the previous argument, wei i i, x i, x
 4find G are irreducible subrepresentations of F and by Proposition 2.6 wei
 .find each G , W defines an irreducible representation or the zeroi, y i, y
 .representation of V . If there exists an object y g Ob A such thaty
 4W l  W / 0 for some j, then since W is irreducible, we findj, y i, i/ j i, y i, y
W s W l  W , which means W ;  W . By the defini-j, y j, y i, i/ j i, y j, y i, i/ j i, y
tion of the cyclic hull, this implies
F A x , y W ; F A x , y W . .  . .  .j , x i , x
i , i/j
Hence we have
W s F A y , x (F A x , y W .  . .  .j , x j , x
; F A y , x (F A x , y W s W . .  . .  . i , x i , x
i , i/j i , i/j
 . nHere we used the third condition. This contradicts V s W .[x is1 i, x
n n  .Thus we obtain  W s W for any y g Ob A . Hence if[is1 i, y is1 i, y
n n  .  .4V s  W s W for all y g Ob A , we find G , W give an[y is1 i, y is1 i, y i i
irreducible decomposition of F. Otherwise, there exists an object y9 g
 .Ob A such that V strictly contains W . Choose the minimum[y 9 i i, y9
 .object x9 g Ob A such that V strictly contains W . Let V s[x 9 i, x 9 x 9
 n .  .W [ W be an irreducible decomposition. The[ [is1 i, x 9 j) n j, x 9
 4  4cyclic hulls G of W become irreducible representations of A.j j) n j, x 9 j) n
Iterating this argument we obtain an irreducible decomposition of F.
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3. THE CATEGORY OF ORIENTED TANGLES AND
THE HECKE CATEGORY
In this section we define the category of oriented tangles and the Hecke
w xcategory according to the papers 1, 13 .
3.1. The Category of Oriented Tangles OT A
 .Let r and s be non-negative integers. An oriented r, s -tangle T is a
finite set of disjoint oriented arcs and circles properly embedded up to
. 2 w xisotopy in R = 0, 1 such that
› T s i , 0, 0 N i s 1, 2, . . . , r j j, 0, 1 : j s 1, 2, . . . , s , 4  4 .  .
2  4 2  4and such that T is perpendicular to R = 0 and R = 1 at every
 .boundary point of › T. With each r, s -tangle T , we associate two se-
  .  .  .. q  1 . 2 .quences, › T s e T , e T , . . . , e T and › T s e T , e T , . . . ,y 1 2 r
s ..  .e T , consisting of "1. Here e T s q1 if the tangent vector of T ati
 . 2 w x  .i, 0, 0 is outward with respect to R = 0, 1 and e T s y1 otherwise.i
j .  .Similarly e T s y1 if the tangent vector of T at j, 0, 1 is outward and
j .  .  q .e T s q1 otherwise. If r s 0 resp. s s 0 , then › T resp. › T is they
 .empty sequence B. See Fig. 1.
We define the category OT A of oriented tangles. The objects of OT A
 . 4are the sequences e , . . . , e N r s 0, 1, . . . with e s "1 including the1 r i
 .empty sequence and denoted by Ob OT A . A morphism from e s
 .  X X.  .e , . . . , e to e 9 s e , . . . , e is an oriented r, s tangle T such that1 r 1 s
› T s e and ›qT s e 9. The set of morphisms from e to e 9 is denoted byy
 .Mor e , e 9 . We define the composition product T (T of morphismsOT A 1 2
T and T by placing T on T , gluing the corresponding boundaries, and1 2 1 2
 .shrinking half along the vertical axis Fig. 2a . The composition T (T is1 2
q  .defined only when › T s › T . For an object e s e , e , . . . , e gy 1 2 1 2 r
 .  . rOb OT A , the class k e of e is defined by  e . If e consists of k onesis1 i
 .and l minus ones, then k e s k y l. For an oriented tangle T , if we write
 . q .  .  .› T s e and › T s e 9, then we find k e s k e 9 . Hence the classy
 .  .  .  .k T of T can be defined by k T s k e s k e 9 . Note that the composi-
tion T (T is defined only when T and T are in the same class.1 2 1 2
Turaev considered the tensor structure of OT A. The tensor product
 X X.e m e 9 of objects e and e 9 is defined by an object e , . . . , e , e , . . . , e ,1 r 1 s
and the tensor product T m T of morphisms T and T is given by a1 2 1 2
tangle as in Fig. 2b.
If we consider the tensor structure together with the empty sequence
 .B s and with the empty tangle denoted by I , then OT A becomes aB
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strict monoidal category. Here we note that e m B s B m e s e for any
object e and T m I s I m T s T for any morphism T. As a strictB B
monoidal category, the following theorem holds for OT A.
w xTHEOREM 3.1 11, p. 220; 13, p. 419 . The category OT A is generated by
q ythe morphisms U , U , U , U , X , X , I, and I* in Fig. 4 and is presentedr l r l
by them together with the relations in Fig. 5.
w y1 xLet A be the ring of Laurent polynomials Z q, q and let n G 1.
w x Turaev 13 defined the representation F s F of OT A as a strict monoidaln
.category as follows. Let V be a free A-module of finite rank n G 1 with a
 .basis e , . . . , e . Set V * s Hom V, A . We denote the dual basis of V1 n A
with respect to e , . . . , e by eU , . . . , eU g V *. The objects of L are the1 n 1 n
modules V e1 m ??? m V e r with e s "1, where Vq1 s V and Vy1 s V *. Ifi
r s 0, then we understand V e1 m ??? m V e r s A. The morphisms of L are
the linear maps between two objects. The operation composition is the
composition of linear maps and the operation tensor product is the tensor
 .product of linear maps. An object e , . . . , e of OT A is mapped by F to1 r
an object V e1 m ??? m V e r of L . The generators of morphisms of OT A in
Fig. 4 are mapped as follows:
 .  .  .1 F I s id g Hom V, V ,n V
 .  .  .2 F I* s id g Hom V *, V * ,n V *
 .  . n U  .3 F U s  e m e g Hom A, V m V * s V m V *,n r i i i
 .  . n ny2 iq1 U  .4 F U s  q e m e g Hom A, V * m V s V * m V,n l i i i
Un .  .  .5 F U s  e m e g Hom V * m V, A s V m V *,n r i i i
Un ynq2 iy1 .  .  .6 F U s  q e m e g Hom V m V *, A s V * m V,n l i i i
 .  q. yn  .7 F X s q T g Hom V m V, V m V ,n
 .  y. n y1  .8 F X s q T g Hom V m V, V m V .n
Here T is an A-linear homomorphism T : V V “ V V and de-m mA A
fined by
¡e m e i ) j , .j i
~qe m e i s j , .T e m e s i j .i j
y1¢e m e q q y q e m e i - j . . .j i i j
 .If e s B, we set F e s A.n
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The above T corresponds to the solution of the Yang]Baxter equation
in the tensor representation of the quantum algebra of type A. See the
w x. 2  y1 .papers 4, 8 . It is easy to check that T s q y q T q id m id .V V
y1  y1 .Hence T has the inverse T s T y q y q id m id .V V
We note that the following theorem shows that F s F defines an
representation of OT A as a strict monoidal category. In other words, F
preserves the tensor product as well as the composition product.
w xTHEOREM 3.2 13, p. 415 . Let n G 2. The functor F s F : OT A “ L isn
well-defined.
By Lemma 1.9 we find every tangle T is a composition product of type 1
special tangles as in Fig. 6 and type 2 special tangles as in Fig. 8. See the
w x .paper 13 of Turaev. However, type 2 special tangles are isomorphic to
the compositions of type 1 special tangles. In fact,
" "I Y I s I U I ( I X I ( I U I ,e e 9 e , y1, q1. l e 9 e , y1. y1, e 9. e l q1, y1, e 9.
"I Z I s I U I ( I U Ie e 9 e , y1, y1. l e 9 e , y1, y1, q1. l y1, e 9.
"( I X Ie , y1, y1. y1, y1, e 9.
( I U I ( I U I ,e , y1. l q1, y1, y1, e 9. e l y1, y1, e 9.
" "I T I s I U I ( I X I ( I U I .e e 9 e r q1, y1, e 9. e , y1. y1, e 9. e , y1, q1. r e 9
Hence we find if we take type 1 special tangles as the generators of OT A,
FIG. 8. Type 2 special tangle.
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every oriented tangle T can be presented by a composition product of
them. By Lemma 1.8 we find that the relations in Fig. 5 are written in
terms of type 1 special tangles. Furthermore, if we add the ``commuting
relations'' which come from Lemma 1.10 together with the relations in Fig.
5 to the set of words of the type 1 special tangles, then it defines a
 .presentation of OT A without the tensor structure . More precisely, the
following theorem holds.
  . 4THEOREM 3.3. Let sequences e s e , . . . , e N r s 0, 1, . . . of signa-1 r
w xtures including the empty sequence be the set of objects of OT A and let I bee
the identity morphism on e g OT A. Then OT A is defined by the generators
q yI X I , I X I : e , q1, q1, e 9 “ e , q1, q1, e 9 .  .e e 9 e e 9
e , e 9 g Ob OT A , . .
w x w xI U I , I U I : e , e 9 “ e , " 1, . 1, e 9 e , e 9 g Ob OT A , .  .  . .e r e 9 e l e 9
I U I , I U I : e , . 1, " 1, e 9 “ e , e 9 e , e 9 g Ob OT A , .  .  . .e r e 9 e l e 9
w xI : e “ e e g Ob OT A . .e
and the commuting relations
I fI ( I gI s I gI ( I fIa b , w , c. a , x , b. c a , y , b. c a b , z , c.
q y 4for f : x “ y, g : z “ w, f , g g X , X , U , U , U , U , and a, b, c gr l r l
 .Ob OT A , and the relations
 .1 I U I ( I U I s I .  .  .e l q1, e 9 e , q1 l e 9 e , q1, e 9
s I U I ( I U I , .  .e , q1 r e 9 e r q1, e 9
I U I ( I U I s I .  .  .e , y1 l e 9 e l y1, e 9 e , y1, e 9
s I U I ( I U I , .  .e r y1, e 9 e , y1 r e 9
 .2 I U I ( I U I .  .  .e , y1, y1 l e 9 e , y1, y1, q1 l y1, e 9
"( I X I .  .e , y1, y1 y1, y1, e 9
( I U I ( I U I .  .  .e , y1 l q1, y1, y1, e 9 e l y1, y1, e 9
s I U I ( I U I .  .  .e r y1, y1, e 9 e , y1 r q1, y1, y1, e 9
"( I X I .  .e , y1, y1 y1, y1, e 9
( I U I ( I U I , .  .  .e , y1, y1, q1 r y1, e 9 e , y1, y1 r e 9
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q .3 I U I ( I X I ( I U I .  .  .e , q1 l e 9 e y1, e 9 e , q1 r e 9
ys I s I U I ( I X I ( I U I .  .  .  .e , q1, e 9 e , q1 l e 9 e y1, e 9 e , q1 r e 9
q y y q .4 I X I ( I X I s I s I X I ( I X I , .e e 9 e e 9 e , q1, q1, e 9 e e 9 e e 9
y q .5 I T I ( I Y I s I , .e e 9 e e 9 e , q1, y1, e 9
y ywhere I T I s I U I ( I X I .  .  .e e 9 e r q1, y1, e 9 e , y1 y1, e 9
( I U I .e , y1, q1 r e 9
q qand I Y I s I U I ( I X I .  .  .e e 9 e , y1, q1 l e 9 e , y1 y1, e 9
( I U I , .e l q1, y1, e 9
q q q .6 I X I ( I X I ( I X I .  .  .e q1, e 9 e , q1 e 9 e q1, e 9
q q qs I X I ( I X I ( I X I , .  .  .e , q1 e 9 e q1, e 9 e , q1 e 9
 .for any pair of objects e , e 9 g Ob OT A .
3.2. The Hecke Category H
 .Now we define the category H s H A; x, y according to the paper of
w x  . .Turaev 13 . For a pair of morphisms T g Mor e , q1, q1, e 9 , z and1 H
  ..T g Mor x, e , q1, q1, e 9 , a Conway triple L , L , L is defined by2 H q y 0
w q x w y xa triple of the form T ( I X I (T , T ( I X I (T and T (T , re-1 e e 9 2 1 e e 9 2 1 2
spectively. The Hecke category H is defined as a quotient of OT A by all
Conway triples, L , L , and L . More precisely, the category H is definedq y 0
as follows.
Let A be a commutative ring with 1 and let x and y be invertible
 .elements of A. The category H s H A; x, y has by definition its object
 .  .  .Ob H s Ob OT A . For any pair of objects e , e 9 g Ob H , the set of
 . w xmorphisms Mor e , e 9 from e to e 9 is an A-module A M rN, whereH
 . w xM s Mor e , e 9 , A M is a free A-module with basis M, and N is aOT A
w x y1submodule of A M generated by the elements xL y x L y yL corre-q y 0
sponding to all possible Conway triples L , L , L g M. The morphismsq y 0
of composition product in OT A induce the composition in H. The natural
projection OT A “ H is a covariant functor which is the identity on the set
of objects. We denote this functor by i.
 .  .In the following, we denote the A-module Mor e , e 9 by H e , e 9 . TheH
following is obvious.
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 .  .PROPOSITION 3.4. 1 H e , e is an A-algebra,
 .  .  .  .2 H e , e 9 is a left H e 9, e 9 -module and a right H e , e -module.
The category H is called the Hecke category corresponding to A, x, and
 k k .y. This terminology is motivated by the fact that the algebra H e , e ,
where e k is the sequence consisting of k ones, is the classical Hecke
 .  .algebra H A; y . Here H A; y with k G 2 is the associative A-algebrak k
with 1 generated by the k y 1 elements T , . . . , T subject to the1 ky1
< <relations T T s T T for i y j G 2, T T T s T T T for i s 1, . . . ,i j j i i iq1 i iq1 i iq1
2  .k y 2, and T s yT q 1 for i s 1, . . . , k y 1. We set H A; y s A andi i 1
 . w xH A; y s A. The following also comes from 13 .0
w xTHEOREM 3.5 13, Theorem 5.2.1 . For all k s 0, 1, 2, . . . , let
 k k .s , . . . , s g B be the generators of k-braid. Then H e , e is isomor-1 ky1 k
 .  .  k k .phic to H A; y . The map T ‹ xi s g H e , e , where i s 1, . . . , k y 1,k i i
 .  k k .defines an A-isomorphism f : H A; y “ H e , e .k
w x  k k .COROLLARY 3.6 13, Corollary 5.2.2 . For M s Mor e , e , therek OT A
 w y1 y1 x .exists a unique homomorphism P : M “ H Z x, x , y, y ; y such thatk k
 .  . y11 P s s x T for i s 1, . . . , k y 1,i i
 .  . y1  .  .2 xP L y x P L s yP L , for any Conway triple L , L ,q y 0 q y
L g M .0 k
The homomorphism P is the composition of the projection k : M “k
 k k . y1  k k .  w y1 y1 x .H e , e and the isomorphism f : H e , e “ H Z x, x , y, y ; y ,k
where f is the isomorphism defined in the pre¤ious theorem.
In Section 6, we will extend Theorem 3.5 and Corollary 3.6. The
following theorem will be used to prove them.
w x  .THEOREM 3.7 13, Theorem 5.2.3 . Let e s e , . . . , e and e 9 s1 r
 X X.  .e , . . . , e be two sequences consisting of "1. Let t s r q s r2.1 s
 . X X  .1 If e q ??? qe / e q ??? qe , then H e , e 9 s 0. If e q ??? qe1 r 1 s 1 r
X X  .s e q ??? qe , then H e , e 9 is a free A-module of rank t!.1 s
 .2 If e is the sequence obtained from e by permuting terms, then theÄ
 .  .algebras H e , e and H e , e are isomorphic.Ä Ä
 .3 If e is the sequence obtained from e by permuting terms, then theÄ
 .  .  .  .left H e 9, e 9 -module H e , e 9 and the right H e 9, e 9 -module H e 9, e are
 .  .isomorphic to H e , e 9 and H e 9, e , respecti¤ely.Ä Ä
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 g 44. REPRESENTATIONS P
 g  g g .4In this section, we define linear maps P s P , L .
First, we define a staircase g . For a staircase g and for an object
 .  .ge g Ob OT A , we associate a set of tableaux V e of shape g according
w xto the paper 12 of Stembridge. Next, for a staircase g , we define the
g w xcategory of linear spaces L . Then we define the weight s g for each
 g  g g .4staircase g . Finally, we define linear maps P s P , L from OT A to
 g 4the categories of linear spaces L . In the next section, we will find that
these linear maps indeed define representations of OT A and those of the
Hecke category H.
4.1. Staircases and Tableaux
 . < <Let l s l , l , . . . , l be an integer sequence, and define l s l q1 2 n 1
l q ??? ql . We say that l is a staircase if the sequence is weakly2 n
decreasing. In particular we say that l is a partition of N if the sequence
< <is non-negative, weakly decreasing, and l s N. Two partitions
 .  .l , l , . . . , l and l , l , . . . , l , 0 are considered to be the same. The1 2 n 1 2 n
 .length l l of l is the number of non-zero terms in l. Let B be the null
 .partition the partition of 0 . Every partition l has the dual partition
 X X . X  4l* s l , . . . , l , where l s Card j N l G i . For a partition l, the1 l i j1
< <Young diagram of l is the arrangement of l squares; the first row l , the1
second row l , . . . , the last row l parts, and line up to the left. We2 n
denote the coordinates of boxes in a Young diagram in matrix style. For
example, if a box is in the ith row and in the jth column of a Young
 .diagram l, it is denoted by i, j g l. Each box in a Young diagram l has
its hook length h defined byl
h i , j s l y j q lX y i q 1. .l i j
 . w xSee Fig. 9. Let g s a , b be a pair of partitions. For a fixed n such that
 .  .n G l a q l b , we can give a correspondence between staircases and
FIG. 9. A Young diagram and a hook.
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pairs of partitions by
n w xa , a , . . . , yb , yb g Z l a , b . .1 2 2 1
In the following, we take a large n and fix it. So we can identify a staircase
with a pair of partitions by the above correspondence. For a staircase
w xg s a , b , if we take a negative integer s so that s F yb , then there1
 .exists a partition l s l , l , . . . , l such that1 2 n
l q s, l q s, . . . , l q s s g , g , . . . , g . .  .1 2 n 1 2 n
We sometimes regard g as a big Young diagram defined by the partition l
and the negative integer s. Staircases are partially ordered by defining
 .  X X X. Xg s g , g , . . . , g ; g 9 s g , g , . . . , g if and only if g F g , g F1 2 n 1 2 n 1 1 2
g X , . . . , g F g X. With the language of pairs of partitions, we may define2 n n
w x w x X X X Xa ,b ; a 9, b9 by a F a , a F a , . . . and b F b , b F b , . . . . If1 1 2 2 1 1 2 2
we consider a staircase as a pair of Young diagrams, and consider it as two
sets of coordinates in matrix style, then g ; g 9 means a ; a 9 and b9 ; b.
 .Under this preparation, for an object e g Ob OT A , we shall associate a
 .set of tableaux V e . A tableau is a sequence of staircases which is defined
as follows.
DEFINITION 4.1. Let g 0. be the staircase defined by the pair of the null
w xpartitions B, B . A tableau j of length r and shape g is a sequence
 1.  r . .  i.  iy1. <  i. <g , . . . , g s g of staircases in which either g > g , g y
<  iy1. <  i.  iy1. <  i. < <  iy1. <g s 1 or g ; g , g y g s y1 for 1 F i F r. The tableau
 . <  i. < <  iy1. <j is said to be of type e s e , . . . , e , where e s g y g .1 r i
Figures 10 and 11 show how g  i. is generated from g  iy1. according to
the signature e in making a tableau. We call this generation rule thei
branching rule.
 .We denote the number of ones in e by Pos e , and the number of minus
 .ones in e by Neg e .
All the tableaux of type e are conveniently described using the graph Ge
 .  .as follows. Let Pos e s k and Neg e s l. Vertices of G are classified toe
k q l q 1 floors. Let
 .min k , l
< < < <w xL s a , b ; a , b partitions, a s k y m , b s l y m 4@k , l
ms0
 .be a set of pairs of partitions. The top floor the k q lth floor of G hase
< <L vertices which are labeled by the elements of L one by one. Thek , l k , l
 .bottom floor the 0th floor has a unique vertex labeled by the pair of the
0. w x  .null partitions g s B, B g L . The i th floor 1 F i - k q l of G0, 0 0 0 e
< <has L vertices which are labeled by staircases in L one by one.k , l k , l0 0 0 0
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 .FIG. 10. The branching rule e s q1 .i
< 4 < < 4 <Here k s e ) 0; i s 1, 2, . . . , i and l s e - 0; i s 1, 2, . . . , i . Two0 i 0 0 i 0
vertices labeled by g and g 9 respectively are joined by an edge if and only
if they are different from each other only by one box as pairs of partitions.
EXAMPLE 4.2. Figure 12 is an example of G . The type of G ise e
 .e s q1, y1, q1, y1, q1 .
We can get any tableau of shape g and of type e from the graph G ase
w xan ascending path from the bottom vertex B, B to the top vertex g . For
 .  .gthe vertex or staircase g , let V e be the set of all the tableaux whose
 .FIG. 11. The branching rule e s y1 .i
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FIG. 12. G .q1, y1, q1, y1, q1.
shapes are g and whose types are e . Then we have
g
V e s V e . .  .@
ggL k , l
Conversely, any ascending path from the bottom vertex to a top vertex g
expresses some tableau. We identify each of these paths with the corre-
sponding tableau.
4.2. The Category of Linear Spaces L g
 .Let K a, q be the field of rational functions with the indeterminates a
and q and with the base field K of characteristic 0. We consider OT A over
 .the field K a, q .
g  .   .  .gThe objects of L are K a, q -vector spaces K a, q V e N e g
 .4  .g  .  .g  4Ob OT A . If V e s B, then K a, q V e s 0 . We denote the natu-
 .  .g   .g 4  4ral basis of K a, q V e defined by the tableaux j N j g V e by ¤ .j
The morphisms of L g are the linear maps between two objects of L g and
the composition is the composition of linear maps.
w x4.3. The Weight s g
w xAs defined in 3, 8 , each vertex of G has its weight. These weights aree
 4defined by the staircases g which are assigned to the vertices. Let L be
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 .the set of all the pairs of partitions i.e., staircases :
‘
L s L .D D k , l /
rs0 kG0, lG0
kqlsr
By the definition of L it is easy to see that L > L . On thek , l kq1, lq1 k , l
other hand, if k y l / k9 y l9, then L l L s B. Hence we havek , l k 9, l9
‘
L s L .@ D k , l /
psy‘ kG0, lG0
kylsp
w x  .  .Let g s l, m such that l s l , l , . . . and m s m , m , . . . . Then the1 2 1 2
w xweight of s g of g is defined by
w xs g s  a; j y i y l l . i , j.g m
ll. w x w x= a; j y i q l y k q 1 r a; j y i q l y k . .ks1 k k
w x=  a; j y i i , j.g l
y1
=  h i , j  h i , j , 4.3 .  .  . . i , j.g l l  i , j.g m m
where
ay1q m y aqym q m y qym
w x w x w xa; m s and m s 1; m s .y1 y1q y q q y q
4.4 .
If we take parameters a, q g C so that they satisfy the condition in
w x  . Theorem 0.1, then we can define s g over C by 4.3 for all g . See
. w xRemark 4.6. We note that s g is a Laurent polynomial of the parameter
 .a over the field Q q .
4.4. Definition of Pg
Finally we define the linear map Pg assigning each generator of OT A to
a morphism of L g.
 . gAn object e s e , . . . , e of OT A is mapped by P to an object1 k
g  .  .  .g g  .  .g  .  .gP e s K a, q V e of L . If either K a, q V e or K a, q V e 9 is
 .  4  .ggthe 0 space, then Mor e , e 9 s 0 . Hence if either V e s B orL
 .g g  .V e 9 s B, then P T s 0 for any tangle T such that › T s e andy
›qT s e 9.
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g w x. w xDefinition of P I . The identity morphism I must be mapped toe e
g w x.  .  .gthe identity. So we define P I s id on V s K a, q V e for alle V
 .e g Ob OT A .
g w q x. g w y x. Definition of P I X I and P I X I . Let x s e , q1, q1,e e 9 e e 9
. w q x  .e 9 be an object on which I X I is defined. Suppose that Pos x s k,e e 9
 .  .  .Neg x s l, and e s e , e , . . . , e , e 9 s e , e , . . . , e .1 2 iy1 iq2 iq3 kql
g w q x.If g f L , then define P I X I s 0.k , l e e 9
w q xOtherwise, each of the generators of the form I X I is mapped to ae e 9
 .  .gmorphism from the object K a, q V x to itself. Let
j s g 1. , . . . , g  iy1. , g  i. , g  iq1. , . . . , g kql . s g .
be a tableau of shape g and of type x. Then according to the branching
rule as in Fig. 10, the staircase g  iq1. is obtained from g  iy1. one of three
ways.
 .  iy1.a By adding two boxes to the same row of g .
 .  iy1.b By adding two boxes to the same column of g .
 .  iy1.c By adding boxes in different rows and columns of g .
  iy1.  iq1.Here we regard the staircases g and g as big Young diagrams
.  .defined by partitions and a negative integer. In case c , there exists
exactly one tableau
j 9 s g 1. , . . . , g  iy1. , g  i. 9, g  iq1. , . . . , g kql . , . .
which differs from j in its ith coordinate only. Further in this case, the
two boxes g  iq1. _ g  i. and g  i. _ g  iy1. make a hook as pictured in Fig.
 .13. Write h for the hook length including the added two boxes . Accord-
 .ing to which box was added first, the axis distance d j , i is defined as
h y 1, if the lower left box was added first,
d j , i s .  1 y h , if the upper right box was added first.
We note that axis distance may be negative. If g  iy1. and g  i. are both
 .partitions and if the first box is added to r , c and the second box isi i
 .added to r , c , then we haveiq1 iq1
d j , i s c y r y c y r . .  .  .iq1 iq1 i i
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FIG. 13. Tableaux j and j 9.
w x  .Using this axis distance d and q-integers i which is defined in 4.4 , we
g w q x. g w y x.define P I X I and P I X I ase e 9 e e 9
g qP I X I ¤ s a ? a ¤ q a ? b ¤ .e e 9 j j j j j 9
¡a ? q¤ case a , .j
y1ya ? q ¤ case b , .j~s
d w xq d y 1
a ? ¤ q a ? ¤ case c , .j j 9¢ w x w xd d
Xg y y1 y1P I X I ¤ s a ? a ¤ q a ? b ¤ .e e 9 j j j j j 9
¡ y1 y1a ? q ¤ case a , .j
y1a ? yq ¤ case b , .  .j~s
yd w xq d y 1
y1 y1a ? ¤ q a ? ¤ case c . .j j 9¢ w x w xd d
 . nIf the axis distance contains n the depth of staircases , then we replace q
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by ay1. For example, if d s i q n, then
qiqn y qyiyn ay1qi y aqyi
w x w x w xd s i q n s s s a; i .y1 y1q y q q y q
Remark 4.5. Note that the coefficients of ¤ and ¤ in the definition ofj j 9
g w q x.  .  .P I X I ¤ only depend on the i y 1 st, ith and i q 1 st coordinatese e 9 j
 . < <of j . Hence if there exists a triple j s n , m, l such that l > m, l y
< < < < < <m s 1, and m > n , m y n s 1, then we can define the coefficients aj
and b byj
g qP I X I ¤ s a ? a ¤ q a ? b ¤ .B B j j j j j 9
 .regarding j as a ``tableau of type q1, q1 .'' Similarly, we can define the
coefficients aX byj
Xg y y1 y1P I X I ¤ s a ? a ¤ q a ? b ¤ . .B B j j j j j 9
g w x. g w x.  .Definition of P I U I and P I U I . Let x s e , e 9 , x se r e 9 e l e 9 r
 .  . w xe , q1, y1, e 9 , x s e , y1, q1, e 9 be objects such that I U I : x “ xl e r e 9 r
w x  .  .and I U I : x “ x are defined. Suppose that Pos x s k, Neg x s l,e l e 9 l
 .  .and e s e , e , . . . , e , e 9 s e , e , . . . , e .1 2 i iq1 iq2 kql
g w x. g w x.If g f L , then define P I U I s 0 and P I U I s 0.k , l e r e 9 e l e 9
w x  w x. gA generator I U I resp. I U I is mapped by P to a morphisme r e 9 e l e 9
 .  .g  .  .g from the object K a, q V x to the object K a, q V x resp.r
 .  .g .K a, q V x . For each tableaul
j s g 1. , . . . , g  iy1. , m , g  iq1. , . . . , g kql . s g .
 .   ..of shape g and of type x, we define the tableau j j resp. j 9 j9 of shape
 .g and of type x resp. x asr l
j j s g 1. , . . . , g  iy1. , m , l j , m , g  iq1. , . . . , g kql . s g , .  . .
resp. j 9 j9 s g 1. , . . . , g  iy1. , m , n j9 , m , g  iq1. , . . . , g kql . s g , .  . . .
  .4   ..    .4   ..where l j j s 1, 2, . . . , p m resp. n j9 j9 s 1, 2, . . . , p9 m are all
 . <  . < < <   .the staircases such that l j > m and l j y m s 1 resp. n j9 ; m and
<  . < < < . n j9 y m s y1 . See the branching rule pictured in Fig. 10 resp. Fig.
. g w x.  g w x..11 . Under these notations P I U I resp. P I U I is defined ase r e 9 e l e 9
 .p m
g w xP I U I ¤ s ¤ . . e r e 9 j j  j.
j
 .p9 m s n j9 .
g w xresp. P I U I ¤ s ¤ . . e l e 9 j j 9 j9. /w xs mj9
MASASHI KOSUDA164
g gw x. w x.  .Definition of P I U I and P I U I . Let x s e , y1, q1, e 9 ,e r e 9 e l e 9 r
 .  . w xx s e , q1, y1, e 9 , x s e , e 9 be objects such that I U I : x “ x andÃ Ãl e r e 9 r
w x  .  .  .I U I : x “ x are defined. Suppose that Pos x s Pos x s k, Neg xÃe l e 9 l r l r
 .  .  .s Neg x s l, and e s e , e , . . . , e , e 9 s e , e , . . . , e .l 1 2 iy1 iq2 iq3 kql
g gw x. w x.If g f L , then define P I U I s 0 and P I U I s 0.ky1, ly1 e r e 9 e l e 9
gw x  w x.A generator I U I resp. I U I is mapped by P to a morphisme r e 9 e l e 9
 .  .g   .  .g .from the object K a, q V x resp. K a, q V x to the objectr l
 .  .gK a, q V x . For each tableauÃ
j s g 1. , . . . , g  iy1. s n , g  i. s m , g  iq1. , . . . , g kql . s g .
 .of shape g and of type x resp. x , we definer l
0, if g  iy1. / g  iq1. ,
g  iy1.  iq1.P I U I ¤ s d g , g ¤ s . . Ãe r e 9 j j  iy1.  iq1. ¤ , if g s g ,Ãj
w xs m
g  iy1.  iq1.resp. P I U I ¤ s d g , g ¤ . . Ãe l e 9 j jw xs n
¡  iy1.  iq1.0, if g / g
~ w xs ms , iy1.  iq1.¤ , if g s gÃj¢ 0w xs n
Ãwhere j is a tableau of shape g and of type x which is obtained from theÃ
 i.  .tableau j by removing the ith coordinate g s m and the i q 1 st
coordinate g  iq1..
 y1 y1.Remark 4.6. Let H s H C; a , q y q be the Hecke category corre-
y1 y1  4sponding to the complex field C, a and q y q , where a, q g C _ 0 .
 g 4Then to define P over C as above we require
ay1q m y aqym
w xa; m s / 0y1q y q
and
q m y qym
my1 my3 3ym 1ymw xm s s q q q q ??? qq q q / 0.y1q y q
for an arbitrary integer m.
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5. THE WELL-DEFINEDNESS OF THE REPRESENTATIONS
 gIn the previous section we have defined the linear maps P : OT A “
g 4L . In this section, we will find that these linear maps define the
 g 4representations of OT A and those of H. In other words, P preserve the
relations in Theorem 3.3 and they also preserve the skein relation.
The following three lemmas describe the relations between the weights
 w x4  .  4  X 4s l which are defined in 4.3 and the coefficients a , a ,n , m , l. n , m , l.
 4and b which are defined in Remark 4.5. They will be used to proven , m , l.
the successive propositions.
< < < <   .4LEMMA 5.1. Let n ; m be staircases such that m y n s 1. Let l j
  ..  . <  . <j s 1, . . . , p m be all the staircases such that l j > m and l j y
< <   ..m s 1. For the triple of staircases n , m, l j , we can define the coefficient
 .  w x4  .a Remark 4.5 . Let s l be the weights defined in 4.3 . Then wen , m , l j..
obtain
 .p m
y1 w xs l j a s a s m . . n , m , l j..
j
< < < <   .4Similarly, let m ; l be staircases such that l y m s 1 and let n j
  ..  . <  . <j s 1, . . . , p9 m be all the staircases such that n j ; m and n j y
< <m s y1. Then we obtain
 .p9 m
y1 w xs n j a s a s m . . n  j. , m , l.
j
w xProof. We use Proposition 3.11 in 8 . Let m be a staircase of L . Ifk , l
we take an integer n ) k q l and specialize a to qyn in the definitions of
w xthe coefficients a and in the definition of the weight s g , then then , m , l.
w xabove identities hold by Proposition 3.11 in 8 . Increasing n one by one,
we can get countable number of the identities. Hence the lemma holds.
< < < <LEMMA 5.2. Let m ; l be staircases such that l y m s 1, and let
  .4   ..  .n j j s 1, . . . , p9 m be all the staircases such that n j ; m and
<  . < < <n j y m s y1. Then we obtain
2 .p9 m w xs m
Xs n j ? a a s d l, l9 . .  . n  j. , m , l. n  j. , m , l9. w xs lj
w xProof. In case l s l9, use Lemma 4.6 in 8 and similar arguments to
the previous proposition. If l / l9, decompose the above identity into
partial fractions and use the previous lemma.
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< < < <LEMMA 5.3. Let n ; m ; l be staircases such that l y m s 1 and
< < < <m y n s 1. If there exists a staircase m9 such that m / m9 and n ; m9 ; l,
then we obtain
w x w xs l s n
? b b s 1.n , m , l. n , m9 , l.w x w xs m s m9
w xProof. Use Lemma 4.6 in 8 and similar arguments in the previous
lemma.
 g 4Now we verify that the linear maps P define representations of OT A.
g  .PROPOSITION 5.4. P preser¤es the relation 1 in Theorem 3.3.
Proof. First we show that
g gP I U I (P I U I s id and . .e l q1, e 9. e , q1. l e 9
g gP I U I (P I U I s id. . .e , q1. r e 9 e r q1, e 9.
 .  .Suppose that e s e , e , . . . , e and e 9 s e , e , . . . , e . For a1 2 iy1 iq1 iq2 kql
tableau
j s g 1. , . . . , g  iy2. , n , m , g  iq1. , . . . , g kql . .
 .of shape g and of type e , q1, e 9 , we define tableau
j 9 j9 s g 1. , . . . , g  iy2. , n , m , n j9 , m , g  iq1. , . . . , g kql . N .  .  .
j9 s 1, 2, . . . , p9 m . 4
 .of shape g and of type e , q1, y1, q1, e 9 by duplicating the ith coordi-
 .   .4nate m of j and then inserting n j9 between them, where n j9 are all
 . <  . < < <the staircases such that n j9 ; m and n j9 y m s y1. Then
s n j9 .
gP I U I ¤ s ¤ . . e , q1. l e 9 j j 9 j9.w xs mj9
Hence we obtain
g gP I U I (P I U I ¤ . .e l q1, e 9. e , q1. l e 9 j
w xs n j9 s m .
s ? d n , n j9 ¤ . . jw x w xs m s nj9
s ¤ .j
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On the other hand, let
j j s g 1. , . . . , g  iy2. , n , m , l j , m , g  iq1. , . . . , g kql . N .  .  .
j s 1, 2, . . . , p m . 4
be the set of all the tableaux obtained from j by duplicating ith coordi-
 .   .4nates m of j and then inserting l j between them. Here l j are all the
 . <  . < < <staircases such that l j > m and l j y m s 1. Then
gP I U I ¤ s ¤ . . e r q1, e 9. j j  j.
j
Hence we obtain
g gP I U I (P I U I ¤ s d l j , l ¤ s ¤ . . . .  .e , q1. r e 9 e r q1, e 9. j j j
j
Similarly we will have
g gP I U I (P I U I s id . .e , y1. l e 9 e l y1, e 9.
and
g gP I U I (P I U I s id. . .e r y1, e 9. e , y1. l e 9
This completes the proof.
g  .PROPOSITION 5.5. P preser¤es the relation 2 in Theorem 3.3.
Proof. We only show that
g gP I U I (P I U I .  .e , y1, y1. l e 9 e , y1, y1, q1. l y1, e 9.
g q(P I X I .e , y1, y1. y1, y1, e 9.
g g(P I U I (P I U I .  .e , y1. l q1, y1, y1, e 9. e l y1, y1, e 9.
g gs P I U I (P I U I .  .e r y1, y1, e 9. e , y1. r q1, y1, y1, e 9.
g q(P I X I .e , y1, y1. y1, y1, e 9.
g g(P I U I (P I U I . .  .e , y1, y1, q1. r y1, e 9. e , y1, y1. r e 9
 .  .Suppose that e s e , e , . . . , e and e 9 s e , e , . . . , e . Let1 2 iy1 iq2 iq3 kql
j s g 1. , . . . , g  iy2. , l, m , n , g  iq2. , . . . , g kql . .
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 .be a tableau of shape g and of type e , y1, y1, e 9 . If there exists a
staircase m9 such that l > m9 > n and m9 / m, we put
j 9 s g 1. , . . . , g  iy2. , l, m9, n , g  iq2. , . . . , g kql . . .
For the tableau j , we define tableaux
j j s g 1. , . . . , g  iy2. , l, m j , l, m , n , g  iq2. , . . . , g kql . N .  .  .
j s 1, 2, . . . , p9 l . 4
 .  .of shape g and of type e , y1, q1, y1, y1, e 9 by duplicating the i y 1 st
 .   .4coordinate l of j and inserting m j between them, where m j are all
 . <  . < < <the staircases such that m j ; l and m j y l s y1. Similarly for
 .each tableaux j j , we define tableaux
j j, j9 s g 1. , . . . , g  iy2. , l, m j , n j, j9 , .  .  . 
m j , l, m , n , g  iq2. , . . . , g kql . N . .
j s 1, 2, . . . , p9 l , j9 s 1, 2, . . . , p9 m j .  . 4 .
 .  .  .by duplicating the ith coordinate m j of j j and then inserting n j, j9
  .4  .between them, where n j, j9 are all the staircases such that n j, j9 ;
 . <  . < <  . <m j and n j, j9 y m j s y1. Then we have
g gP I U I (P I U I ¤.  .e , y1. l q1,y1, y1, e 9. e l y1, y1, e 9. j
s n j, j9 s m j .  .
s ? ¤ j  j , j9.w xs m j s l .j9 j
s n j, j9 .
s ¤ . j  j , j9.w xs lj9 , j
For each ¤ we havej  j, j9.
g qP I X I ¤ .e , y1, y1. y1, y1, e 9. j  j , j9.
s a ? a ¤ q a ? b ¤ ,n  j , j9. , m j. , l. j  j , j9. n  j , j9. , m j. , l. j 9 j , j9.
 .  .where j 9 j, j9 is a tableau obtained from j j, j9 by replacing the stair-
 .  .  .  .case m j of the i q 2 nd coordinate of j j, j9 with m j, j9 such that
 .  .  .  . n j, j9 ; m j, j9 ; l and m j / m j, j9 . If there does not exist such a
.staircase, then the coefficient b should be 0. We furthern  j, j9., m j., l.
obtain
w xs l
gP I U I ¤ s d m j , m ¤ , . . Ã .e , y1, y1, q1. l y1, e 9. j  j , j9. j  j , j9.0w xs m
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where
Ã 1.  iy2.  iq2. kql .j j , j9 s g , . . . , g , l, m , n j , j9 , m , n , g , . . . , g .  . .0 0
 .and j is an index such that m j s m. Similarly we have0 0
w xs l
gP I U I ¤ s d m j, j9 , m ¤ , . . Ã .e , y1, y1, q1. l y1, e 9. j 9 j , j9. j 9 j , j9.1w xs m
where
Ã 1.  iy2.  iq2. kql .j 9 j , j9 s g , . . . , g , l, m j , n j , j9 , m , n , g , . . . , g .  .  . .1 1 1
 .  .and j is an index such that m j , j9 s m. Note that m j s m9 / m.1 1 1
Hence we have
w xs m
gP I U I ¤ s d n j , j9 , n ¤ . .Ã .e , y1, y1. l e 9 j  j , j9. 0 j0 w xs n
and
w xs m
nP I U I ¤ s d n j , j9 , n ¤ . . .Ã .e , y1, y1. l e 9 j 9 j , j9. 1 j 91 w xs n
X X  X .We note that there exist indices j and j such that n j , j s n and0 1 0 0
 X .n j , j s n . Hence1 1
g gP I U I (P I U I .  .e , y1, y1. l e 9 e , y1, y1, q1. l y1, e 9.
g q(P I X I .e , y1, y1. y1, y1, e 9.
g g(P I U I (P I U I ¤ .  .e , y1. l q1, y1, y1, e 9. e l y1, y1, e 9. j
s n j, j9 .
s a ? a n  j , j9. , m j. , l.w xs lj9 , j
w xs l
g?d m j , m ? P I U I ¤ . . Ã .e , y1, y1. l e 9 j  j , j9.0w xs m
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s n j, j9 .
qa ? b n  j , j9. , m j. , l.w xs lj9 , j
w xs l
g?d m j, j9 , m ? P I U I ¤ . . Ã .e , y1, y1. l e 9 j  j , j9.1w xs m
s n j , j9 .0 gs a ? a ? P I U I ¤ Ã  .n  j , j9. , m , l. e , y1, y1. l e 9 j  j , j9.0 0w xs mj9
s n j , j9 .1 gqa ? b ? P I U I ¤ Ã  . /n  j , j9. , m j . , l. e , y1, y1. l e 9 j 9 j , j9.1 1 1w xs mj9
w xs n j , j9 s m .0s a ? a ? d n j , j9 , n ¤ . . n  j , j9. , m , l. 0 j0w x w xs m s nj9
w xs n j , j9 s m .1qa ? b d n j , j9 , n ¤ . . n  j , j9. , m9 , l. 1 j 91w x w xs m s nj9
X Xs n j , j s n j , j .  .0 0 1 1
X Xs a ? a ¤ q a ? b ¤n  j , j . , m , l. j n  j , j . , m9 , l. j 90 0 1 1w x w xs n s n
s a ? a ¤ q a ? b ¤ .n , m , l. j n , m9 , l. j 9
Similarly, we can check that
g gP I U I (P I U I .  .e r y1, y1, e 9. e , y1. r q1, y1, y1, e 9.
g q(P I X I .e , y1, y1. y1, y1, e 9.
g g(P I U I (P I U I ¤ .  .e , y1, y1, q1. r y1, e 9. e , y1, y1. r e 9 j
s a ? a ? ¤ q a ? b ? ¤n , m , l. j n , m9 , l. j 9
and
g gP I U I (P I U I .  .e , y1, y1. l e 9 e , y1, y1, q1. l y1, e 9.
g y(P I X I .e , y1, y1. y1, y1, e 9.
g g(P I U I (P I U I ¤ .  .e , y1. l q1, y1, y1, e 9. e l y1, y1, e 9. j
g gs P I U I (P I U I .  .e r y1, y1, e 9. e , y1. r q1, y1, y1, e 9.
g y(P I X I .e , y1, y1. y1, y1, e 9.
g g(P I U I (P I U I ¤ .  .e , y1, y1, q1. r y1, e 9. e , y1, y1. r e 9 j
s a ? aX ? ¤ q a ? b ? ¤ .n , m , l. j n , m9 , l. j 9
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 g 4Remark 5.6. At the end of this section, we will find that the P define
representations of OT A. Thus from the above calculation, we can get
g qP I Z I ¤ s a ? a ¤ q a ? b ¤ . .e e 9 j n , m , l. j n , m9 , l. j 9
and
Xg yP I Z I ¤ s a ? a ¤ q a ? b ¤ . .e e 9 j n , m , l. j n , m9 , l. j 9
 w " x .For the definition of I Z I , see Subsection 3.1.e e 9
g  .PROPOSITION 5.7. P preser¤es the relation 3 in Theorem 3.3.
g g qw x. w x.Proof. First we show that P I U I (P I X I (e , q1. l e 9 e y1, e 9.
g w x.  .P I U I s id. Suppose that e s e , e , . . . , e and e 9 se , q1. r e 9 1 2 iy1
 .e , e , . . . , e . For a tableauiq1 iq2 kql
j s g 1. , . . . , g  iy2. , n , m , g  iq1. , . . . , g kql . .
 .of shape g and of type e , q1, e 9 , we define
j j s g 1. , . . . , g  iy2. , n , m , l j , m , g  iy1. , . . . , g kql . N .  .  .
j s 1, 2, . . . , p m . 4
 .of shape g and of type e , q1, q1, y1, e 9 by duplicating the ith coordi-
 .   .4nate m of j and then inserting l j between them, where l j are all the
 . <  . < < <staircases such that l j > m and l j y m s 1. Then we have
g w x.P I U I ¤ s  ¤ . Hencee , q1. r e 9 j j j  j.
g q gP I X I (P I U I ¤ . .e y1, e 9. e , q1. r e 9 j
s a a ¤ q b ¤ , . n , m , l j.. j  j. n , m , l j.. j 9 j.
j
 .  .where j 9 j is the tableau obtained from j j by replacing the ith
 .  .  .  .  .coordinate m of j j with m9 j such that n ; m j ; l j and m / m j .
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 .If there does not exist such a staircase, then b should be 0. Hencen , m , l j..
g g q gP I U I (P I X I (P I U I ¤ . . .e , q1. l e 9 e y1, e 9. e , q1. r e 9 j
s l j .
s a a ? ¤ n , m , l j.. j w xs mj
s l j .
qb ? d m9 j , m ¤ . .n , m , l j.. j 9 j. /w xs m
s a ? ay1 ¤j
s ¤ .j
Here we used Lemma 5.1. Similarly, we obtain
g g y gP I U I (P I X I (P I U I ¤ s ¤ . . . .e , q1. l e 9 e y1, e 9. e , q1. r e 9 j j
This completes the proof.
g  .PROPOSITION 5.8. P preser¤es the relation 4 in Theorem 3.3.
Proof. This directly follows from the definition.
g w " x. g w " x.Set P I Y I and P I T I ase e 9 e e 9
g " g g "P I Y I s P I U I (P I X I .  .  /e e 9 e , y1, q1. l e 9 e , y1. y1, e 9.
g(P I U I , .e l q1, y1, e 9.
g " g g "P I T I s P I U I (P I X I .  .  /e e 9 e r q1, y1, e 9. e , y1. y1, e 9.
g(P I U I . .e , y1, q1. r e 9
We investigate how the natural basis is mapped by the above linear map.
 .  .Suppose that e s e , e , . . . , e and e 9 s e , e , . . . , e .1 2 iy1 iq2 iq3 kql
g w " x.First we calculate P I Y I ¤ . For a tableaue e 9 j
j s g 1. , . . . , g  iy2. , m , l , m g  iq2. , . . . , g kql . , .0 0 1
 .of shape g and of type e , q1, y1, e 9 , we define tableaux
j j9 s g 1. , . . . , g  iy2. , m , n j9 , m , l , m g  iq2. , . . . , g kql . N .  .  .0 0 0 1
j9 s 1, 2, . . . , p9 m . 40
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 .  .of shape g and of type e , y1, q1, q1, y1, e 9 by duplicating the i y 1 st
 .   .4coordinate m of j and then inserting n j9 between them, where n j90
 . <  . < < <are all the staircases such that n j9 ; m and n j9 y m s y1. If0 0
X  X .  X .m / m , then there exists an index j such that m > n j and m > n j .0 1 0 0 0 1 0
 X .  .  .  .We put n s n j . For j j9 we define j 9 j9 by replacing the i q 1 st0 0
 .  .  .  .coordinate m of j j9 with m j9 such that n j9 ; m j9 ; l and0 0 0 0
 .  .m j9 / m if it exists . Similarly, for a tableau0 0
h s g 1. , . . . , g  iy2. , m , n , m g  iq2. , . . . , g kql . .0 0 1
 .of shape g and of type e , y1, q1, e 9 , we define tableaux
h j s g 1. , . . . , g  iy2. , m , n , m , l j , m g  iq2. , . . . , g kql . N .  .  .0 0 1 1
j s 1, 2, . . . , p m . 41
 .  .of shape g and of type e , y1, q1, q1, y1, e 9 by duplicating the i q 1 st
 .   .4coordinate m of h and then inserting l j between them, where l j1
 . <  . < < <  .are all the staircases such that l j > m and l j y m s 1. For h j1 1
 .  .  .  .we define h9 j by replacing the i q 1 st coordinate m of h j with m j1 1
 .  .  .  .such that n ; m j ; l j and m j / m if it exists . If m / m , then0 1 1 1 0 1
 .  .there exists an index j such that l j > m and l j > m . We put0 0 0 0 1
 .l s l j .0 0
We note that if m / m , then for the tableau j , the tableau h is0 1
uniquely determined by replacing the ith coordinate l s m j m with0 0 1
n s m l m and vice versa. In case m s m , we set j j s 1, 2,0 0 1 0 1 j
 ..   ... . . , p m and h j9 s 1, 2, . . . , p9 m as1 j 0
j s g 1. , . . . , g  iy2. , m , l j , m g  iq2. , . . . , g kql . , . .j 0 1
h s g 1. , . . . , g  iy2. , m , n j9 , m g  iq2. , . . . , g kql . . . .j9 0 1
Then we obtain
g qP I Y I ¤ .e e 9 j
gs P I U I .e , y1, q1. l e 9
s n j9 .
g q(P I X I ¤ . e , y1. y1, e 9. j  j9. /w xs m0j9
s n j9 .
gs P I U I a a ¤ .e , y1, q1. l e 9 n  j9. , m , l . j  j9.0 0 w xs m0j9
qb ¤ .n  j9. , m , l . j 9 j9.0 0 /
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¡ w xs n j9 s l . 0
a ?  a ? ¤ if m s m , .j9 n  j9. , m , l . h 0 120 0 j9w xs m0~s w x w xs n s l0 0
a ? b ? ¤ otherwise , .n , m , l . h0 0 0¢ w x w xs m s m0 1
and
g q gP I T I ¤ s P I U I .  .e e 9 h e r q1, y1, e 9.
g q(P I X I ¤ . e , y1. y1, e 9. h  j. /
j
gs P I U I .e r q1, y1, e 9.
= a ? a ¤ q b ¤ . n , m , l j.. h  j. n , m , l j.. h 9 j.0 1 0 1 /
j
a ?  a ¤ if m s m , .j n , m , l j.. j 0 10 1 js  a ? b ¤ otherwise . .n , m , l . j0 1 0
Similarly we obtain
g yP I Y I ¤ .e e 9 j
¡ w xs n j9 s l . 0Xy1a ?  a ? ¤ , if m s m , .j9 n  j9. , m , l . h 0 10 0 j9w xs m0~s w x w xs n s l0 0y1a ? b ? ¤ otherwise , .n , m , l . h0 0 0¢ w x w xs m s m0 1
and
¡ y1 Xa ?  a ¤ if m s m , .j n , m , l j.. j 0 10 1 jg y1 ~P I T I ¤ s .e e 9 h y1¢a ? b ¤ otherwise . .n , m , l .. j0 1 0
X Y w q xEXAMPLE 5.9. In Fig. 14, for g s m , m , m a morphism I Y I is1 1 1 q1 B
g  . g  .mapped by P to a linear map from K a, q V q1, q1, y1 to
 . g  .K a, q V q1, y1, q1 as
w x w xs n s l0 0m q1P I Y I ¤ s a ? a ¤ .q1 B j n , m , l . h21 0 0 0 1w xs m0
w x w xs n s l1 0q a ? a ¤ ,n , m , l . h21 0 0 2w xs m0
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gw qx.FIG. 14. P IY .
w x w xs n s l0 1m q1P I Y I ¤ s a ? a ¤ .q1 B j n , m , l . h22 0 0 1 1w xs m0
w x w xs n s l1 1q a ? a ¤ ,n , m , l . h21 0 1 2w xs m0
w x w xs n s lX 1 0m q1P I Y I ¤ s a ? b ¤ , . Xq1 B j n , m , l . h3 1 0 0 4w x w xs m s m0 1
w x w xs n s lY 1 1m q1P I Y I ¤ s a ? b ¤ . . Yq1 B j n , m , l . h4 1 0 1 3w x w xs m s m0 1
Under this preparation we prove the following proposition.
g  .PROPOSITION 5.10. P preser¤es the relation 5 in Theorem 3.3.
g w y x. g w q x.Proof. We have only to prove P I T I (P I Y I s id. Let je e 9 e e 9
be the tableau defined above.
If m s m , we have0 1
g y g qP I T I (P I Y I ¤ .  .e e 9 e e 9 j
w xs n j9 s l . 0 g ys a ? a ? ? P I T I ¤ . . n  j9. , m , l . e e 9 h20 0 jw xs mj9 0
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w xs n j9 s l . 0 Xy1s a ? a ? ? a a ¤ n  j9. , m , l . n  j9. , m , l j.. j20 0 1 j /w xs mj9 j0
w xs n j9 s l . 0Xs a a ¤ n  j9. , m , l . n  j9. , m , l j.. j20 0 1 jw xs mj9 , j 0
w xs l0 Xs ? s n j9 ? a a ¤ . n  j9. , m , l . n  j9. , m , l . j2 0 0 1 0 jw xs m j90
w xs l0 Xq ? s n j9 ? a a ¤ .  n  j9. , m , l . n  j9. , m , l j.. j2 0 0 0 jw xs m j9 j0
 .l j /l0
s ¤ ,j
where we used Lemma 5.2.
If m / m , then we have0 1
g y g qP I T I (P I Y I ¤ .  .e e 9 e e 9 j
w x w xs l s n0 0 g ys a ? b ? P I T I ¤ .n , m , l . e e 9 h0 0 0 w x w xs m s m0 1
w x w xs l s n0 0 y1s a ? b ? ? a ? b ¤n , m , l . n , m , l . j0 0 0 0 1 0w x w xs m s m0 1
s ¤ ,j
where we used Lemma 5.3. This completes the proof.
g  .PROPOSITION 5.11. P preser¤es the relation 6 in Theorem 3.3.
wProof. This relation is proved by modifying the argument in 14,
xpp. 361]364 and we omit it.
We can summarize our observation as follows.
PROPOSITION 5.12. Pg defines a representation of OT A.
Proof. It is not difficult to check that Pg preserves the commuting
relation. Propositions 5.4, 5.5, 5.7, 5.8, 5.10, and 5.11 assure that it also
preserves the other relations.
As we defined in Subsection 3.2, the Hecke category H s
  . y1 y1.  . y1 y1H K a, q ; a , q y q corresponding to K a, q , a , and q y q is
defined from OT A. The natural projection OT A “ H was denoted by i. By
the definition of the Hecke category, we also obtain the following.
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g  g g .PROPOSITION 5.13. P s P , L defines a representation of the Hecke
g g gcategory. More precisely, for the functor P there exists a functor P : H “ L
g gsuch that P s P ( i.
Proof. We have only to check that Pg also preserves the skein relation,
y1 g q g y y1a P I X I y aP I X I s q y q id. .  .  .e e 9 e e 9
g "w x.However, this directory follows from the definition of P I X I .e e 9
By the above proposition, in the following we use the notation Pg to
mean the representation of the Hecke category as well as that of OT A.
As we mentioned at the beginning of the previous section, under the
condition of Remark 4.6, the arguments in this section are still valid over
the complex field C. Hence we obtain the following:
 4PROPOSITION 5.14. Suppose that q, a g C _ 0 satisfy
ay1q m y aqym
w xa; m s / 0 andy1q y q
w x my 1 my3 3ym 1ymm s q q q q ??? qq q q / 0
 y1 .for an arbitrary integer m. Let H s H C; a, q y q be the Hecke category
y1 y1  g 4corresponding to the complex field C, a , and q y q . Then the P define
representations of H and OT A.
6. RESTRICTION OF THE HECKE CATEGORY
In the previous section, for g g L, we have constructed the correspond-
ing representation Pg of OT A which also defines the representation of the
Hecke category H. In this section, we fix an object e and investigate the
 .  .structure of the algebra Mor e , e s H e , e . As we saw in Section 2, ifH
 .we take an object e g Ob H and fix it, then a representation P of H
 .induces an algebra representation of H e , e . To investigate the structure
 .  g 4of H e , e , we restrict P on e and see how they define the algebra
 . k , lrepresentations on H e , e . In particular, we consider the case e s e
has k ones in the first k sequence and l minus ones in the remaining l
 k , l k , l.sequence. In order to study the algebra structure of H e , e , we
define the following.
 .DEFINITION 6.1. For integers k, l G 0, we define H A; x, y to be thek , l
A-algebra with the unit generated by
T , T , . . . , T , T , E, TU , TU , . . . , TU , TUky1 ky2 2 1 1 2 ly2 ly1
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subject to the relations:
 .  < < .B1 T T s T T 1 F i, j F k y 1, i y j G 2 ,i j j i
 .  .B2 T T T s T T T 1 F i F k y 2 ,i iq1 i iq1 i iq1
 . 2  .IH T s yT q 1 1 F i F k y 1 ,i i
 . U U U U  < < .B1* T T s T T 1 F i, j F l y 1, i y j G 2 ,i j j i
 . U U U U U U  .B2* T T T s T T T 1 F i F l y 2 ,i iq1 i iq1 i iq1
 .  U .2 U  .IH* T s yT q 1 1 F i F l y 1 ,i i
 . U U  .HH T T s T T 1 F i F k y 1, 1 F j F l y 1 ,i j j i
 .  .K1 ET s T E 2 F i F k y 1 ,i i
 . U U  .K1* ET s T E 2 F i F l y 1 ,i i
 .K2 ET E s xE,1
 . UK2* ET E s xE,1
 . 2  y1 . .K3 E s x y x ry E,
 . y1 U y1 U UK4 ET T ET s ET T ET ,1 1 1 1 1 1
 . y1 U U y1 UK49 T ET T E s T ET T E.1 1 1 1 1 1
DEFINITION 6.2. For integers k, l G 0, we define the knit semigroups
K to be a subcategory of OT A whose unique object is e k , l and whosek , l
morphisms are generated by
s , s , . . . , s , s , e, s U , s U , . . . , s U , s U ,ky1 ky2 2 1 1 2 ly2 ly1
y1 y1 y1 y1 y1Us , s , . . . , s , s , s , .  .  .  .  .ky1 ky2 2 1 1
y1 y1 y1U U Us , . . . , s , s .  .  .2 ly2 ly1
pictured in Fig. 15.
Let A be a commutative ring with 1 and let x and y be invertible
 k , l k , l. w xelements of A. We put M s Mor e , e and define A M tok , l OT A k , l
be a free A-module with basis M .k , l
 .  w xThe algebra B s B A; x, y is by definition an A-module A Kk , l k , l k , l
. w x  w x. w xq N rN ( A K r N l A K , where A K is a free A-module withk , l k , l k , l
w xthe basis K and N is a submodule of A M generated by the skeink , l k , l
relation xL y xy1L y yL corresponding to all possible Conway triplesq y 0
L , L , L g M .q y 0 k , l
 k , l k , l.  k , l k , l.Recall that H e , e was defined as the quotient of Mor e , eOT A
by the skein relation, and the natural surjection OT A “ H was denoted by
 .  w x.i. If we use this notation, then we have B A; x, y s i A K . Ink , l k , l
 k , l k , l.particular, B is a subalgebra of H e , e .k , l
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FIG. 15. Generators of the knit semigroup K .k , l
We can get a complete set of irreducible representations of Hk , l
through the representation of B as follows:k , l
w x  .THEOREM 6.3 8, Theorem 4.11 . Let K a, q be the field of rational
functions, whose underlying field is a field K of characteristic 0, with indeter-
 .minates a and q. Define the algebras B and H o¤er K a, q taking thek , l k , l
y1 y1   . y1 y1.parameters x s a and y s q y q ; B s B K a, q ; a , q y qk , l k , l
  . y1 y1.and H s H K a, q ; a , q y q . For a staircase g g L , define ak , l k , l k , l
linear map p g by
p g T s ay1 ? Pg i s , .  . .i i
p g E s Pg i e , .  . .
p g TU s ay1 ? Pg i s U . .  . .i i
 g  . g  k , l.. 4Then p , K a, q V e N g g L define a complete set of irreduciblek , l
representations of H . In particular, H is semisimple.k , l k , l
 k , l k , l.The above theorem implies that B s H e , e . Indeed, in casek , l
 .A s K a, q , we find
H ( End K a, q Vg e k , l . .  . .[k , l
ggL k , l
Since
Pg B > p g H s K a, q Vg e k , l , .  .  .  .k , l k , l
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we obtain
dim B G dim H s dim End K a, q Vg e k , l s k q l !. .  .  . .k , l k , l
ggL k , l
 .  .  .Applying Theorem 3.7 1 in case t s 2 k q l and A s K a, q , we have
 k , l k , l.  .  k , l k , l.dim H e , e s k q l !. Since B is a subalgebra of H e , e ,k , l
 k , l k , l.comparing the dimensions we obtain B s H e , e .k , l
Extending Theorem 3.5, we obtain the following theorems.
THEOREM 6.4. Let e k , l be an object which has k ones in the first k
coordinates and l minus ones in the remaining coordinates. For all k s
 k , l k , l.0, 1, 2, . . . and l s 0, 1, 2, . . . , the A-algebra H e , e is isomorphic to
 .  .  k , l k , l. H A; x, y . The correspondences T ‹ xi s g H e , e i s 1, . . . ,k , l i i
. U  U .  k , l k , l.  .  .k y 1 , T ‹ xi s g H e , e i s 1, . . . , l y 1 , and E ‹ i e de-i i
 .  k , l k , l.fine an A-isomorphism f : H A; x, y “ H e , e .k , l
Proof. It is easy to check that f defines a surjective homomorphism.
 .  k , l k , l.  .By Theorem 3.7 1 the rank of H e , e is equal to k q l !. On the
 .  .other hand, the fact that H A; x, y is spanned by k q l ! elementsk , l
w xover A was shown in the paper 6 . Hence we find f is injective.
Similarly to Corollary 3.6, we have the following corollary.
 k , l k , l.COROLLARY 6.5. Let M s Mor e , e be the subsemigroup ofk , l OT A
isotopy types of oriented tangles L with ›qL s › L s e k , l. There exists they
unique homomorphism
y1 y1P : M “ H Z x , x , y , y ; x , y .k , l k , l
such that
 .  . y1  .  U . y1 U 1 P s s x T i s 1, . . . , k y 1 , P s s x T i s 1, . . . ,i i i i
.  .l y 1 , P e s E,
 .  . y1  .  .2 xP L y x P L s yP L for any Conway triple L , L ,q y 0 q y
L g M .0 k , l
The homomorphism P is the composition of the projection i : M “k , l
 k , l k , l. y1  k , l k , l.  w y1H e , e and the isomorphism f : H e , e “ H Z x, x ,k , l
y1 x .y, y ; x, y , where f is the isomorphism defined in the pre¤ious theorem.
Finally, we obtain the following.
 .THEOREM 6.6. Suppose that an object e s e , e , . . . , e has k ones1 2 kql
 .and l minus ones in the sequence. Let K a, q be the field of rational
functions with the indeterminates a and q and with the base field K of
 .   . y1 y1.characteristic 0. Let H e , e be the restriction of H K a, q ; a , q y q
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  . y1 y1.on e , where H K a, q ; a , q y q is the Hecke category corresponding to
 . y1 y1  g 4K a, q , a , and q y q . The restrictions of P N g g L on e define ak , l
 .  .complete set of irreducible representations of H e , e . In particular H e , e is
semisimple.
Proof. By Theorem 6.3 and Theorem 6.4, if e s e k , l, then there is
nothing to prove. Otherwise, there exists a non-trivial permutation w g
k , l  .y1 y1 y1S such that e s e , e , . . . , e . Since the symmetrickq l w 1. w 2. w kql .
group S is generated by the simple reflections s N i s 1, 2, . . . , k qkq l i
4  .l y 1 such that s s i, i q 1 , we write w s s ??? s s using them. Leti i i in 2 1
 .  j.  .y1 y1w s s ??? s s 1 F j F n and let e s e , . . . , e . Then wej i i i w 1. w kql .j 2 1 j j
 . w q x w q x w y xcan choose t j s 1, 2, . . . , n so that t g I X I , I Z I , I Y I ,j j e e 9 e e 9 e e 9
w y x  .4   jy1.  j..I T I N e , e 9 g Ob A and t g H e , e . Here we understande e 9 j
0.  k , l.e s e . Thus we get t s t ( ??? (t g H e , e . Furthermore for thew n 1
y1  k , l . y1 k , lt there exists the inverse t g H e , e such that t (t s id andw w w w e
y1  .  k , l k , l.t (t s id . Hence for any L g H e , e , there exists L9 g H e , ew w e
such that L s ty1 ( L9(t . Hence we havew w
Pg L s Pg L s Pg ty1 ( L9(t s Pg ty1 (Pg L9 (Pg t . .  .  .  . .  .e w w w w
g g  .Here P denotes the restriction of P on H e , e . Since the restrictions ofe
 g 4 k , lP on e define a complete set of irreducible representations of
 k , l k , l.  g 4  g 4H e , e , the restrictions P of P on e also give a complete set ofe
 .irreducible representations of H e , e . This completes the proof.
w x  4THEOREM 6.7 8, Theorem 4.14 . Suppose that q, a g C _ 0 satisfy
w x iy1 iy3 1yi  . w xi s q q q q ??? qq / 0 for i s 1, 2, . . . , max k, l and a; j / 0
 y1 y1.for j s 1, 2, . . . , k q l. Let H s H C; a , q y q be the Hecke category
corresponding to the complex field C, ay1, and q y qy1. Then the restrictions
 g 4of P N g g L on e define a complete set of irreducible representations ofk , l
 .  .H e , e . In particular H e , e is semisimple.
7. PROOF OF THEOREM 0.1
Now we prove Theorem 0.1. Let us take the parameters x s ay1 g C
and y s q y qy1 g C so that they satisfy the condition in Theorem 0.1
 y1 y1.and let H s H C; a , q y q be the Hecke category corresponding to
the complex field C, ay1, and q y qy1.
We have only to check that H satisfies the conditions in Theorem 2.9.
 .  .Define an order F of Ob H as follows. Take x, y g Ob H . We assume
 .  .  .  .that Pos x s k and Neg x s l and that Pos y s k9 and Neg y s l9. If
k - k9, then we define x F y. If k s k9 and l - l9, then we define x F y. If
k s l and k9 s l9, then we adopt the reverse lexicographic order with
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 .respect to the coordinates. For example, if x s y1, q1, y1, q1 and
 .  .y s y1, y1, q1, q1 , then x F y. By this definition, Ob H becomes a
well-ordered set.
 .Next, we shall check the second condition. Let x g Ob H be an object.
 .Since H x, x is semisimple by Theorem 6.7, all the finite dimensional
 .representations of H x, x are completely reducible.
Finally, we shall check the last condition. We assume that x F y and
 .  4  .H x, y / 0 . Recall that we have defined in Subsection 3.1 the class k x
 .  .  .  .of an object x by k x s k y l. Note that if k x / k y , then H x, y s
 4  .  40 and H y, x s 0 . Hence we have only to consider the case k y l s
k9 y l9.
If k s k9 and l s l9, then we can get y by permuting the coordinate of
x. As we saw in the proof of Theorem 6.6, in this case there exist
X  .  . Xt g H y, x and t g H x, y such that 1 s t (t .y x x y y
 .If k9 s k q 1 and l9 s l q 1, then we can get y by inserting q1, y1
in x and permuting the coordinate of it. Hence we have only to consider
 .  . X w x.the case x s e , e 9 and y s e , q1, y1, e 9 . If we put t s i I U I gy e r e 9
 .  w x. w x.  .H x, y and t s 1r a; 0 i I U I g H y, x , then the morphisms ty e l e 9 y
and t X satisfy 1 s t (t X.y x y y
 .  .Other cases will be proved combining the cases k, l s k9, l9 and
 .  .k9, l9 s k q 1, l q 1 . This completes the proof.
8. PROOF OF THEOREM 0.2
We have shown that for g g L there exists a representation Pg of H in
 g 4 gSection 5. Now we show that the P are irreducible. To say P is
irreducible, we have only to show that every proper subrepresentation of
Pg should be the zero representation O.
Let P be a proper subrepresentation of Pg. There exists an object
 .  .  .g  .  .gx g Ob H such that P x ; CV x and P x / CV x . We suppose
 .  .  g  .g . gPos x s k and Neg x s l. Since the restriction P , CV x of P on xx
 . defines an irreducible representation of H x, x as a C-algebra Theorem
.  .  4  .  46.7 , we find P x s 0 . In the following we will show that P y s 0 for
 .any y g Ob H .
 .gBy the definition of V y , we already know that if g f L ,Pos y., Neg y .
 .g g  .  .  4then V y s B and P y s P y s 0 .
 .  4First consider the case y F x and H y, x / 0 . Since H satisfies the
 .conditions in Proposition 2.9, in this case there exist T 9 g H y, x and
 .  .  4  .T g H x, y such that I s T ( I (T 9. Since P x s 0 , we have P I s 0y x x
 .  .  .  . k , land P I s P T (P I (P T 9 s 0. In particular, in case y s e has ky x
ones in the first k sequence and l minus ones in the remaining l sequence,
 k , l.  4  .k , lwe obtain P e s 0 and P I s 0.e
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Next we consider the case y s e kq1, lq1 has k q 1 ones in the first
k q 1 sequence and l q 1 minus ones in the remaining sequence. Let e be
the sequence of k ones and e 9 be the sequence of l minus ones. Then
w x w x w xk , lI U I ( I ( I U I is the generator e of the knit semigroup K .e r e 9 e e l e 9 kq1, lq1
 .It will be mapped to the generator E of the algebra H ( H y, y bykq1, lq1
the projection i. For the functor P, there exists a representation p 9 of
y1 H such that P s p 9(f . Here P denotes the restriction of P onkq1, lq1 y y
 . .y and f denotes an isomorphism between H and H y, y . Sincekq1, lq1
 .k , lP I s 0, we finde
w x w xk , lP i I U I ( I ( I UI s P i e . . / /e r e 9 e e e 9
s p 9(fy1 ( i e .
s p 9 E .
s 0.
Since the restriction Pg of Pg on y defines an irreducible representationy
g  .  y1 y1.p of the algebra H y, y ( H C; a , q y q and since P is akq1, lq1 y
g  . subrepresentation of P , we find p 9 E s 0 implies p 9 s 0. Note thaty
g  . g  . .  .  4P E s p E / 0 . Hence P y s 0 .y
Combining the arguments in the case y F x and in the case y s e kq1, lq1,
 .  4  .  4we find P y s 0 for any object y such that H y, x / 0 . Hence P s O.
This shows Pg defines an irreducible representation of the category H.
Theorem 6.7 implies that Pg / Pg 9 unless g s g 9. Let P be an irre-
ducible representation of H. Since P / O, Proposition 2.6 shows that there
 .  .exists an object x g Ob H such that the restriction P of P on H x, xx
 .  .defines an irreducible representation p of H x, x . Let k s Pos x and
 .l s Neg x be the numbers of ones and minus ones in the coordinate of x.
By Theorem 6.7, there exists a pair of partitions g g L such thatk , l
P s p g. By Theorem 2.8, we find Pg s P. This completes the proof.x
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