Theoretical and Computational Modelling Studies of Conductive Polymers. by Rabias, Ioannis.
Theoretical and Computational Modelling 
Studies of Conducting Polymers
University of Surrey
A thesis submitted to the University of Surrey in partial 
fulfilment of the requirements for the degree of Doctor of 
Philosophy in the School of Chemistry and Physicsj
By loannis Rabias, B.Sc., M.Sc., GRSC, IPhys
September 1999
ProQuest Number: 27605362
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 27605362
Published by ProQuest LLO (2019). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 48106- 1346
Acknowledgements
I  am grateful to Dr Brendan Howlin and Dr Ian Hamerton for their 
supervision throughout the course of my doctorate,
I would like to acknowledge Dr Roger Bolton, Dr John Hay and 
Professor Peter Foot for many helpful discussions on conducting 
polymers.
A special thanks you to my family, Eirini and friends for their 
constant encouragement and support.
Table of contents
Chapter 1: Introduction and aims of thesis
1.1 History of Electronically-Conducting Polymers...........................1
1.2 Applications...........................................   4
1.3 Aims of thesis.................................................................................. 7
References...............................................   10
Chapter 2: Computer Modelling and Simulations 
of Conducting Polymers
2.1 Introduction.................................................................................. 11
2.2 Ab-initio Methods for Self-Consistent Field Calculations(SCF)12
2.2.1 Quantum Mechanical Approach................................................................. 12
2.2.2 The Hartree-Fock theory............................................................................. 13
2.2.3 The Hartree-Fock Limit............................................................................... 15
2.2.4 Basis Sets....................................................................................................... 16
2.2.5 Mulliken Population Theory........................................................................ 22
2.2.6 SCF Molecular Orbital(MO) Methods .................................................... 24
2.3 Semi-Empirical Methods for SCF Calculations.......................28
2.3.1 Approximate Molecular Orbital Theories................................................. 28
2.3.2 Austin model 1 (AMI).................................................................................. 29
2.3.3 PM3 model....................................................................................................31
2.3.4 Performance of Semi-Empirical Methods................................................. 31
2.4 Molecular Mechanics................................................................... 32
2.4.1 Moleeular Mechanical Modelling............................................................... 33
2.4.2 The Dreiding-II Force Field........................................................................ 35
2.4.3 Minimisation Teehniques............................................................................ 40
2.4.4 Steepest-Descent Method........................................................................... 41
2.4.5 Conjugate -Gradients Method..................................................................... 41
2.5 Molecular Dynamics and Dynamics Algorithms...................... 41
2.5.1 Monte Carlo method....................................................................................45
2.5.2 Periodic Boundary Conditions  ..................................................... 46
References...........................................................................................48
Chapter 3: An Ab-Initio Study of the Electronic 
Properties of Conducting Polymers based on 
Poly(p-phenylene)
Abstract............................................................................................... 54
3.1 Introduction..................................................................................54
3.2 Experimental/Initial states ...............................................55
3.2.1 Optimisation of Structures.......................................................................... 56
3.2.2 Energetics.....................  60
3.4 Conclusions.................................. 62
References........................................................................................... 63
Chapter 4: Modelling of the Electronic and 
Physical Properties as a Function of the Torsion 
Angle in Conducting Polymers
Abstract...............................................................................................65
4.1 Introduction.................................................................................. 65
4.2 Experimental/Initial states...........................................................66
4.3 Results and Discussion...............   70
4.3.1 Modelling of the eleetronie and physieal properties as a function of the 
torsion angle in biphenylene and poly(p-phenylene)................................. 70
4.3.2 Modelling of the electronic and physical properties as a function of the 
torsion angle in bipyrrole and polypyrrole................................................. 77
4.4 Conclusions................................................................................... 80
References........................................................................................... 81
II
Chapter 5: Modelling of Structural, Vibrational 
and Physicomechanicalproperties of 
Poly(p-phenylene) using Molecular Orbital and 
Molecular Mechanical methods
Abstract............................................................................................... 83
5.1 Introduction.................................................................................. 83
5.2 Experimental/Initial states.......................................................... 84
5.2.1 Modelling the /7-phenylene monomer......................................................... 84
5.2.2 Molecular orbital modelling of poly(p-phenylene).................................... 85
5.2.3 Molecular mechanical modelling of poly(p-phenylene)............................ 91
5.3 Results and Discussion................................................................. 94
5.3.1 Semi-empirical calculations on the structural and electrical properties
of poly(p-phenylene)..................................................................................... 94
5.3.2 Molecular mechanical calculations on structural, physical and 
mechanical properties of poly(p-phenylene).............................................. 97
5.4 Conclusions...............................     99
References.........................................................................................100
Chapter 6: A Combined Ab-Initio, Semi- 
Empirical Study on the Theoretical Vibrational 
Spectra and Physical Properties of Polypyrrole
Abstract..........................................................  103
6.1 Introduction................................................................................ 103
6.2 Experimental/ Initial states....................................................... 105
6.2.1 Modelling the pyrrole dimer..................................................................... 105
6.2.2 Moleeular orbital modelling of polypyrrole.............................................105
6.3 Results and Discussion............................................................... 112
6.3.1 Ab-initio and semi-empirical calculations on theoretical vibrational
spectra and the heat of formation of polypyrrole.....................................112
6.4 Conclusions................................................................................. 123
References......................................................................................... 124
III
Chapter 7: Theoretical studies of Conducting 
Polymers based on substituted Polypyrroles
Abstract............................................................................................. 126
7.1 Introduction  ........................................................................ 126
7.2 Experimental/Initial states........................................................ 128
7.2.1 Modelling of pyrrole monomer................................................................. 129
7.2.2 Modelling of polypyrrole with a deeyl group attached........................... 132
7.2.3 Modelling of a l-(A-polypyrrolo)-6-(4-cyano-4'-biphenyloxy)-hexane..l34
7.3 Results and Discussion.............................................................. 138
7.3.1 Moleeular dynamics (MD) simulations at various temperatures.......... 138
7.3.2 Tg simulation / density calculation of polypyrrole by MD techniques...l39
7.3.3 Tg simulation / density calculation of polypyrrole with a deeyl 
attached by MD techniques....................................................................... 141
7.3.4 Tg simulation / density ealeulation of a l-(A-polypyrrolo)-6 
-(4-cyano-4'“biphenyloxy)hexane with and without the CN group
by MD techniques...................................................................................... 144
7.4 Conclusions................................................................................. 147
References......................................................................................... 148
Chapter 8: Synopsis and Future work
8.1 Synopsis ..................................... 149
8.2 The future................................................................................... 151
Appendix............................................................152
IV
Chapter 1: Introduction__________________University of Surrey 1999
Chapter 1: Introduction and aims of thesis
1.1 History of Electronically-Conducting Polymers
1.2 Applications
1.3 Aims of thesis 
References
Chapter 1: Introduction University of Surrey 1999
1.1 History of Electronically-Conducting Polymers
Polymers with conjugated backbones^ display unusual electronic properties such as 
low energy optical transitions, low ionisation potentials, and high electron affinities. 
The result is a class o f polymers that can be oxidised or reduced more easily and more 
reversibly than conventional polymers. Charge-transfer agents (dopants), like halides, 
affect this oxidation or reduction and in doing so convert an insulating polymer to a 
conducting polymer with near metallic conductivity in many cases*.
Energy
VB
n-fype 
Doped Semi-conductor
CB
VB
a) b) c)
Figure l.l:band structure o f a conjugated polymer in its a) ground state (undoped);
b) polaron state (lightly doped); c) bipolaron state (heavily doped). E represents 
energyf CB the conduction band and VB represents the valence band
The electrical properties of any material are determined by its electronic structure. 
The theory that most reasonably explains the electronic structure of materials is band 
theory. In the solid state, the atomic orbitals of each atom overlap with the same 
orbitals of their neighbouring atoms in all directions to produce molecular orbitals 
similar to those in small molecules. When this number of orbitals are spaced closely 
together in a given range of energies, they form what looks like continuous energy 
bands.
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How many electrons these bands have, and where the highest occupied and lowest 
unoccupied bands are, depends on how many electrons the original atomic orbitals 
contain and the energies of the orbitals. The highest occupied band is called the 
valence band, and the lowest unoccupied band is the conduction band. The energy 
spacing between the highest occupied and lowest unoccupied bands is called the band 
gap.
The electrical properties of conventional materials depend on how the bands are 
filled. When the bands are filled or empty, no conduction occurs. If the band gap is 
narrow, at room temperature thermal excitation of electrons from the valence band to 
the conduction band gives rise to conductivity. This is what happens in classical 
semiconductors. When the band gap is too wide, thermal excitation at room 
temperature is insufficient to excite electrons across the gap and the solid is an 
insulator. The high conductivity of metals is due to the occupied bands-a partially 
filled conduction band, a partially empty valence band, or a zero band gap.
Many texts make the point that metallic conductivity results when there are empty 
molecular orbitals (MOs) immediately above the Fermi energy in bulk solid, so it 
should been considered whether or not that poly(p-phenylene) and polypyrrole are 
conductors. This leads into the topic of electrical conductivity in dimensional periodic 
systems.
Conducting polymers are peculiar in that they conduct current without having a 
partially empty or partially filled band\ Their electrical conductivity cannot be 
explained well by simple band theory. To explain some of the electronic phenomena 
in these organic polymers, concepts from solid state physics, including solitons, 
polarons, and bipolarons, have been applied to polymers since the early 1980s.
When an electron is removed from the top of the valence band of a conjugated 
polymer, such as polypyrrole, a vacancy (hole or radical cation) is created that does 
not delocalize completely. Only partial delocalization occurs, extends over several 
monomeric units, causing them to defect structurally. The energy level associated 
with this radical ion represents a destabilized bonding orbital and, thus, has a higher 
energy than the energies in the valence band. In other words, its energy is in the band 
gap.
In solid-state physics, a radical cation that is partially delocalized over some segment 
of polymer is called a polaron as it stabilizes itself by polarizing the medium around 
it, hence the name.
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Now, if another electron is removed from the already-oxidized polymer containing the 
polaron, the following can happen: (i) the electron could come from either a different 
segment of e.g. the polymer chain, thus creating another independent polaron, or (ii) 
from the first polaron level (from removal of the unpaired electron) and create a 
special dication, which solid-state physicists call a bipolaron.
Low doping levels give rise to polarons, whereas higher doping levels produce 
bipolarons. The bipolaron also has a structural deformation associated with it. The 
two positive charges of the bipolaron are not independent, but act as a pair. Both 
polarons and bipolarons are mobile and can move along the polymer chain by the 
rearrangement of double and single bonds in the conjugated system that occurs in an 
electric field*. If a lot of bipolarons are formed as a result of high doping, their 
energies can start overlapping at the edges, creating narrow bipolaron bands in the 
band gap.
In polypyrrole, low doping concentrations create paramagnetic polarons, which, as the 
degree of doping increases, convert to spinless bipolarons, which extend over about 
four pyrrole rings.
Solitons do not form in polymers with non-degenerate ground states, such as 
polypyrrole and polyphenylene. These polymers are called non-degenerate because 
their resonance forms are not identical if they are superimposed.
The two resonance forms (aromatic and quininoid) of polypyrrole are not equivalent*. 
Conduction by polarons and bipolarons is now thought* to be the dominant 
mechanism of charge transport in polymers with non-degenerate ground states. 
However, it should be emphasized that these models were devised assuming ideal 
structures. The actual structures of most conductive polymers, both in the doped and 
undoped states, are unknown, and all data show that certain polymers have a large 
number of defects. For most conductive polymers, the degree of polymerization is 
unknown, as is the homogeneity of doping. More knowledge about their structure will 
result in a better understanding of the electronic phenomena in these materials.
The theoretical understanding of the electronic structure of the undoped polymers is 
now at a fairly high level, though even for polypyrrole and poly(p-phenylene) there 
are many areas of disagreement.
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The ionisation potential is especially important since it determines whether a 
particular electron acceptor is capable of ionising the polymer chain, which is the 
crucial step in obtaining an acceptor-doped conducting polymer.
Much of the theoretical work* on doped polymers has concentrated on the charged 
defects formed on the polymer chain. These defects induce dramatic changes in the 
backbone geometry and electronic structure*.
One of the major developments in the physical sciences during the last fifteen years 
has concerned the growing ability of computational techniques to model the 
behaviour of matter at the atomic level.
1.2 Applications
Conducting polymers represent an important research area with diverse scientific 
problems of fundamental significance and the potential for commercial applications.
A significant breakthrough occurred in 1979 with the discovery^ that poly(p- 
phenylene) could also be doped to achieve high conductivity. This finding 
demonstrated that polyacetylene was not unique and led to a number of new 
polyaromatic-based conducting systems, including polypyrrole '^"^, polythiophene^ and 
polyaniline^.
The aim of the research in the area of conducting polymers is to combine the 
processibility and other attractive properties of polymers with the electronic properties 
of metals or semiconductors. Although experience with polypyrrole and other 
polymers indicate that compromises in processibility and/or conductivity may be 
required, this goal remains a realistic possibility.
Electronically-conducting polymers are an extremely promising category of materials. 
By controllably adjusting their doping level, one can achieve conductivities anywhere 
between insulating and metallic value (1000 S/cm). At the same time, they offer the 
potential of being easily and inexpensively processable. In practice, most 
electronically conductive polymers are not easily processable in their pure form.
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To achieve processability, they are usually blended with more common, non­
conducting polymers. Chemical functionalisation, e.g. the introduction of side chains 
that induce liquid crystalline behaviour, is another strategy for improving 
processability. Blending and functionalisation generally affect the electrical 
conductivity. Thus, a major technological issue is how to design polymer systems 
that ensure the best combination of electronic and processability properties for 
specific applications. Polypyrrole films are amorphous and although most of their 
pyrrole units are linked at the 2,5-positions, a significant number of the units are 
coupled through the 2,3-positions. This introduces defects in the hypothetical ideal 
linear chain arrangement of the polymer, which reduces in turn its conjugation length 
and, therefore, its conductivity.
The thin films can be produced when pyrrole is oxidized electrochemically, highly 
flexible and stable in air and water, they may be heated to 200 °C with little effect on 
their electrical properties.The pyrrole-units couple non-selectively because initial 
oxidation of the pyrrole monomer produces radical cation species that are very 
reactive. Although 2,5-couplings are favoured theoretically, the less desirable 2,3- 
couplings do not take much more energy. In addition, accidental hydrogenation of the 
polymer backbone occurs. Hydrogenating double bonds destroys the conjugation 
between double and single bonds and, therefore, lowers the conductivity. A 
disordered structural model for polypyrrole, and by extension for other related 
polymers, has been proposed.
In the polymer, the pyrrole units have positive charges, which are balanced by a 
variety of so-called dopant anions such as halogens. Anions are expelled from the 
polymer film (undoping) when a potential is applied to the film, thus reducing it to the 
neutral state. Conversely, when a positive potential is applied to oxidize the neutral 
film (doping), anions are taken up.
During the doping-undoping process, the volume of the film changes as much as 50%, 
depending on the specific volume of the dopant anion. Also, dramatic colour changes 
occur because the visible spectra of the doped and undoped film are very different.
In the undoped state, polypyrrole is neutral with greenish, but transparent, 
colouration. When doped, it becomes opaque and extremely absorbing in practically 
all wavelengths.
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Although high-capacity polypyrrole capacitors^ and rechargeable polyaniline 
batteries^ are in commercial production, it is generally thought that the potential of 
conducting polymers has not nearly been tapped.
For example: poly(phenylene sulphide) possesses unusual chemical resistance 
properties, it has a good resistance to prolonged exposure to direct sunlight and its 
applications include, avionics, radar systems, and signal processors^,(see for example 
Figure 1.1).
Figure 1.1: Photograph of a signal processor
Innovative "molecular engineering design" strategies are required and molecular 
computer modelling is a very promising avenue towards molecular engineering 
design, as evidenced by its rapidly increasing use in industrial settings, as in the 
pharmaceutical industry where it is used to investigate the difficult structures of 
proteins.
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1.3 Aims of thesis
The object of this thesis is to develop and validate methods for the molecular 
modelling of conducting polymers. Conducting polymers are important technological 
materials, which are finding increasing uses in batteries and display devices. The 
conformation and packing of these polymers in the amorphous glassy state are poorly 
understood, despite the fact that they dictate their most important physical and 
mechanical properties. The processing of currently known conducting polymers is 
difficult and there is a strong incentive to increase their processability through 
blending with other polymers or by chemical functionalisation. Developing an ability 
to predict the structure and structure-property relations of conducting polymers in the 
bulk will assist the design of new structures that combine processability with 
favourable electronic properties and facilitate their use in present-day high-technology 
applications.
In the current thesis concentration will be placed on two important conducting 
polymers polypyrrole and polyphenylene:
a) Detailed atomistic molecular models will be developed with the help of simulation 
software on graphics computers and structural, vibrational, volumetric, thermal and 
mechanical properties, e.g. structure factors, density, cohesive energy, enthalpy 
and heat of formation will be calculated by simulating these models at various 
temperatures.
b) In chapter 7 development of larger-scale molecular dynamical models will be 
made. The MD models should reproduce the molecular geometry and interactions 
of the detailed atomistic models as faithfully as possible.
c) Physical and mechanical properties will be calculated based on the large number of 
configurations and compared to the ones calculated from direct atomistic 
modelling. Differences and similarities of the two approaches will he assessed.
d) The results from both methods will be compared with experimental data and 
conclusions will be drawn on the methodology and the approximations used.
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The results of this study will be used: a) to validate the existing molecular simulation 
software; b) to develop a new methodology for capturing structural, physical and 
mechanical properties that will be generally applicable to conductive polymers.
This thesis is motivated by the need to develop a sound basis for predicting the 
physical and mechanical properties of conducting polymer systems from their 
chemical constitution through molecular simulation.
Molecular computer modelling is a very promising avenue towards molecular 
engineering design, as evidenced by its rapidly increasing use in industrial settings. 
There are commercial modelling packages implementing a variety of interaction force 
fields and atomistic simulation methods {e.g., molecular mechanics and molecular 
dynamics) for physical property prediction. Much care and skill must be exercised in 
the use of these packages for reliable results to be obtained.
More importantly, conventional simulation methods implemented in these packages 
cannot address the extremely broad spectra of length and time scales, which govern 
the physical behaviour of real polymers.
For example, on the fastest machines available today, conventional molecular 
dynamics simulations can track the temporal evolution of a molecular system up to 
times not exceeding a few tens of nanoseconds; these times are extremely short in 
comparison to the relaxation times of real-life polymer systems. New methodology is 
needed to make atomistic modelling a reliable materials design tool.
More specifically, the following benefits are expected from a successful completion 
of this thesis:
a) A simulation strategy will be available for the reliable prediction of the structure, 
volumetric, thermal and mechanical properties of polymers with complex chemical 
constitution and stiff backbones, including electronically conducting polymers.
b) The strategy will be easy to extend to blended, functionalised, or otherwise 
chemically-modified, conducting polymers to address issues of processability vis- 
à- vis electronic properties.
c) Existing commercial simulation packages, such as MSI's Cerius^ and BIOSYM- 
Polymer will be tested on their predictive ability for complex polymer structures, 
and their most reliable functions will be used as building blocks of the new 
modelling strategy.
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To equilibrate specimens of linear dimension 50Â and above, we will need to 
"integrate out" some atomistic details and work with MD models, which, however, 
must faithfully reproduce the geometry and interactions of the original atomistic 
models.
Their parameterisation will be chosen so as to reproduce the conformational 
distribution of short, atomistically-represented, chains and the potential of mean force 
as a function of the relative distance and orientation of segments in atomistically- 
represented monomeric or oligomeric liquids.
Density, cohesive energy, heat of formation, pair distribution functions and structure 
factors will be computed from the large configurations created through the 
hierarchical procedure and compared to the corresponding estimates from direct 
atomistic simulations of small-sized configurations and to experiment.
With this hierarchical approach, involving atomistic and molecular dynamical 
simulations, good accuracy should be achieved in calculating structural, volumetric, 
thermal and mechanical properties of the conducting polymers within reasonable 
computational time.
10
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2.1 Introduction
Research on conducting polymers is quite intense in the UK and worldwide^'^^; this is 
expected, given the technological relevance of these materials. Research efforts, 
however, have been far more intense on the experimental, {e.g. see reference 23), 
(synthesis, characterisation, measurement of properties, evaluation of performance in 
devices) than on the theoretical/simulation side.
Past modelling work seems to have focused: (a) on studies of the electronic properties 
of single chains through ab-initio or semi-empirical, quantum mechanical calculations 
conducted on oligomers or backbone segments in the presence or absence of dopants 
(b) on ab initio analyses of the conformational energetics of single chains, such as 
polyacetylene, see for example reference '^ ;^ (c) on crystal packing and solid-state band 
structure calculations, see for example reference 25.
Uncertainties concerning the force fields and difficulties with getting meaningful 
results through conventional molecular mechanics and molecular dynamics techniques 
are most probably the reason for this.
However, a body of literature on applications of these techniques to polymers is 
starting to appear, e.g. software programs Discussion of force fields applicable 
to polymers has also been reported Additionally, there are now several good
books on the subject of polymer modelling
Atomistic molecular mechanics and molecular dynamics simulations will be 
conducted on microscopic configurations of linear dimension around 20Â using 
existing packages, such as MSPs Cerius^ or Polymer.
The force fields invoked by these packages will be validated through liquid-phase 
simulations of small-molecular weight analogues (pyrrole, benzene), which can 
equilibrate within reasonable CPU time, and comparison of the results obtained 
against cohesive energy and X-ray diffraction data.
13
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2.2 Ab-initio Methods for Self Consistent Field Calculations (SCF)
2.2.1 Quantum Mechanical Approach
The Schrodinger^^ equation in its simplest form is given by:
HVi = EiYi (1)
Where H is the Hamiltonian operator, Ej are the eigenvalues of this operator 
corresponding to the total energy of the system, and Yi are the corresponding 
eigenfunctions. By solving this equation all the energetic information of a molecule 
can be obtained provided that the correct potential is used.
For any molecular system, the equation will have an infinite number of solutions, but 
for bound or stationary states, where the wave-function is physically significant, there 
is a discrete set of acceptable solutions and thus, a discrete set of energies Ej, 
E2 ,...with corresponding wave-fiinctions Yi, Yz, ••• An additional restriction 
concerning the wave-fiinctions must be taken into account: electrons are fermions 
(particles with half-integral spin), and hence ij/j must be antisymmetric with respect to 
interchange of the coordinates of any pair of electrons.
Equation (1) can only be solved exactly for one-electron systems and the use of it to 
obtain a description for a molecule is therefore based on a number of approximations. 
Considering the motion of the electrons in the field of "heavy" nuclei is equivalent to 
having a separate Schrodinger equation for the electrons, and it constitutes the Bom- 
Oppenheimer approximation^^ The resulting Hamiltonian is much too complicated to 
employ routinely and therefore one ignores relativistic mass effects, all magnetic 
interactions, e.g. spin-orbit coupling is assumed (not valid for particles with velocities 
that approach the speed of light and hence inappropriate for inner-shell electrons of 
heavy atoms).
14
Chapter 2____________________________ University o f Surrey 1999
2.2.2 The Hartree-Fock theory
In general, for molecules near their equilibrium geometries, the molecular-orbital 
(MO) method is most suitable for describing the electronic structure, where the 
molecular orbital wavefunction consists of a product of spin orbitals, one orbital for 
each individual electron of the form.
/z (# i(^ ')  = E * (^ ')  (2)
Where c|)i(^ ' ) is one-electron wavefunction i, Sj is an orbital energy and h(i) is a one- 
electron Hamiltonian operator given by:
h(ï)= -V 2V :-'L zA /(T -rR ,) (3)
is the nuclear charge of A, q and are the position vectors for the electrons and 
nuclei, respectively.
The n-electron wavefunction 0(R, q, ... r„) will be a product of n one-electron wave- 
fiinctions (|)i( '^),
0 (R,q, ...,rJ  = (|),(Fi)(|),(F2)_.(|)^(f.) (4)
To involve electron spin, each of the orhitals in equation (4) must be multiplied by a 
spin wavefunction a  or p corresponding to fill and -fill components of the spin 
angular momentum respectively. To satisfy the Pauli principle each orbital can 
contain a maximum of two electrons, one with spin wavefunction a  and the other with 
p. The resulting molecular wavefunction for the closed-shell ground state of a 
molecule with n (even) electrons, doubly occupying n il orbitals, can be written most 
conveniently as a Slater determinant.
15
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<S>{R,r-) = j =  
V«!
(j)^ {r\)a. (j)\{r\)p.. (j)txi2{y\)p
^ 2(7*2) ... ^ n {y i)P
(f)>irn)a. ... ^ x n { r j)P
(5)
That guarantees that the wavefunction will be antisymmetric for interchange of the 
electronic and spin coordinates.
The wavefunction in equation (5) assumes that there are no interelectronic terms in the 
potential energy function of the electronic Schrodinger equation because these terms 
are negligible.
Therefore each electron is considered to be moving in the field of the fixed nuclei and 
all the other n-1 electrons using the variation method. Since the resulting MOs are 
derived from their own effective potential, this method is called self-consistent field 
(SCF) theory. If the orbitals are normalised and orthogonal, the energy for the n/2 
doubly-occupied orbitals is given by:
^  I H x i  +  Kxj)
E =  -/"o (6)
Where Jjj and Kjj are the coulomb and exchange operators respectively which represent 
the inter-electronic interactions and are defined as:
Jii= (7)
K ij= fe (l)^ /2 )l/r ,2 ^ ii(2 )^ /l)rfr  (8)
and Hji gives the contribution of one-electron terms to the energy
H„ = k ( l )  [ -7 2 V -  E Z a /  (rrR j] # l X n  (9)
The variation condition leads to a set of algebraic equations, developed by Hartree and 
improved by Fock^*:
= E ^ d )
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Where F  is the Fock operator and Ej is the orbital energy. These equations can be 
solved iteratively since the operators and Kjj in equations (7) and (8) respectively 
are defined in terms of the orbitals.
Equation (10) can only be solved for atoms, due to their high symmetry. For 
molecules this is not possible and so a method developed by Roothan^^ and HalF° is 
used, in which the orbitals are expanded in terms of a linear combination of atomic 
orbitals with N basis fimctions.
4» ' =  zlcivYi,
E=1 (11)
Where Qv are the expansion coefficients and ^ Vv are atomic orbitals.
Substituting this equation into the Hartree -Fock equation (10), multiplying by Ztv and 
integrating gives:
V = 1 (12)
Where and are respectively
=  J  ( 1 3 )
= J 'U l A  (14)
If a sufficiently large set of basis functions is used, then the MOs should approach the 
orbitals that one would obtain by solving the Hartree-Fock equations directly 
(Hartree-Fock limit).
2.2.3 The Hartree-Fock Limit
It should be apparent that different choices of basis set will produce different 
wavefunctions and energies. Suppose that an SCF calculation is carried out on a 
molecule, using a minimal basis set and a total electronic energy Ej is obtained.
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If another basis set is chosen and a new SCF calculation carried out, energy Ej will be 
obtained that normally will be different than Ej. (If one happens to choose the first 
basis wisely and the second unwisely, it is possible to find E2  higher than Ej.The 
assumption here is that each improvement to the basis extends the mathematical 
flexibility while including the capabilities of all preceding bases.)
2.2.4 Basis Sets
A great deal of research has gone into devising and comparing basis sets for ab-initio 
calculations. There are essentially two important criteria:
(l)a  desirable basis set should be capable of describing the actual wavefunction well 
enough to give meaningful and chemically useful results, (2) a basis set that leads to 
integrals Fij and Sij, in which evaluation could be done reasonably accurately and 
cheaply on a computer.
Many types of basis set have been examined and two of these have come to dominate 
the area of ab-initio molecular calculations. These are referred to as the Gaussian, 
used on this thesis, and the Slater-type-orbital (STO) basis sets, are actually very 
similar in many important respects.
The essence of STO basis set choice is to place on each nucleus one or more STOs. 
The number of STOs on a nucleus and the orbital exponent of each STO remain to be 
chosen. Generally, the larger the number of STOs and/or the greater the care taken in 
selecting orbital exponents, the more accurate the final wavefunction and energy will 
be.
At the least sophisticated end of the spectrum of choices is the minimal basis set o f  
STOs. This includes only those STOs that correspond to occupied atomic orbitals 
AOs. After choosing a minimal basis set, a decision must be made concerning how to 
evaluate the orbital exponents in the STOs. One way is, as mentioned previously, to 
use Slater's rules, which are actually most appropriate for isolated atoms. Another way 
is to vary the orbital exponents until the energy of the molecular system is minimized.
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This amounts to performing a nonlinear variational calculation along with the linear 
variational calculation. For molecules of more than a few atoms, this procedure is 
prohibitively expensive, for reasons that will be described, but for small molecules (two 
or three first-row atoms plus a few hydrogens) it is possible to accomplish this task. 
This leads to the third way of choosing orbital exponents; choose the values that were 
found best for each type of atom in nonlinear variation in smaller molecules. One may 
improve the basis by adding additional STOs to various nuclei.
Suppose, for example, each carbon 2p atomic orbitals were represented as a linear 
combination of two p-type STOs each having a different Çorbital exponent. If  treat 
these fimctions independently and perform a linear variational calculation, they will 
both be mixed into the final wavefimction to some degree. If  the linear coefficient for 
the "inner" STO is much larger, it means that the p-type charge cloud around this atom 
in the molecule is calculated to be fairly contracted around the nucleus. To describe a 
more diffiise charge cloud, the wavefimction would contain quite a lot of the "outer" 
STO, and not so much of the "inner" STO.
r
Figure 2,1: Radial functions R(r) -  r exp(-Çr) for 2p-type STOs, The larger Ç value 
gives an STO more contracted around the nucleus. Hence, it is sometimes called 
the "inner" STO
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Thus, having a linear variation procedure that, in effect, allows for AO expansion and 
contraction.
It is akin to optimizing an orbital exponent, but it does not require nonlinear variation. 
Of course, one still has to choose the values of the "larger" and "smaller" of figure 2.1. 
This is normally achieved by optimizing the fit to very accurate atomic wavefiinctions 
or by a nonlinear variation on atoms.
A basis set in which every minimal basis AO is represented by an "inner-outer" pair of 
STOs is often referred to as a "double-Ç" basis set.
A further kind of extension is frequently made. In addition to the above types of STO, 
one includes STOs with symmetries different from those present in the minimal basis. 
This has the effect of allowing charge to be shifted in or out of bond regions in new 
ways. For example, one could add p-type STOs on hydrogen nuclei. By mixing this 
with the s-type STOs there, one can describe a skewed charge distribution in the 
regions of the protons. It has been seen that a hydrogen atom in a uniform electric 
field is polarized in a way, which is reasonably well described by an n s-p linear 
combination. Since the hydrogen atom in a molecule experiences an electric field due 
to the remainder of the molecule, it is not surprising that such p functions are indeed 
mixed into the wavefimction by the variational procedure if they are provided in the 
basis set. Similarly, d-type STOs may be added to atoms which, in the minimal basis 
set, carried only s- and p-type STOs. Functions of this nature are often called 
polarization functions because they allow charge polarization to occur within the 
molecule as a result of the internally-generated electric field.
It should be evident that one could go on indefinitely, adding more and more STOs to 
the basis, even placing some of them in bonds, rather than on nuclei. This is not 
normally done because the computing task goes up enormously as the addition of
more basis functions. In fact, the number of integrals to be calculated increases as N^, 
where N  is the number of basis functions.
The evaluation of integrals is the logistic obstacle in ab-initio calculations, and for 
these reason nonlinear variations (of orbital exponents) is impractical for any but 
smaller molecules. Each new orbital exponent value requires re-evaluation of all the 
integrals involving that orbital.
20
Chavter 2 University o f Surrey 1999
Once all the integrals between various basis functions have been evaluated, they are 
usable for the remainder of the calculation.
The STO basis would probably be the standard choice if it were not for the fact that 
the many integrals encountered in calculating Fij elements are extremely time 
consuming to evaluate, even on a computer.
This problem has led to the development of an alternative basis set class, one that is 
being used in this thesis, which is based on gaussian-type functions.
Gaussian fimctions include an exponential term o f the form exp(-ar^. The radial 
dependence of such a fimction is compared to that for a hydrogen like Is function 
(which is identical to a STO) in the figure below. There are two obvious problems 
connected with using gaussian fimctions as basis fimctions:
(1) they do not have cusps at r=0 as s-type hydrogen like AOs do,
(2) they decay faster at larger r than do hydrogen like AOs.
exp(-a r)
r
Figure 2,2: Radial dependence o f hydrogen like and gaussian functions .
Both of these deficiencies are relevant in molecules because, at r  = 0 (on a nucleus) 
and at r  = 0 0 , the molecular potential is like that in an atom, so similar asymptotic 
behaviour is expected for molecular and atomic wave fimctions.
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Balanced against these deficiencies is an advantage: gaussian functions have 
mathematical properties that make it extremely easy to compute the integrals they lead 
to in Fjj. This has led to a practice of replacing each STO in a basis set by a number of 
gaussian functions.
By choosing several values of a  exp(-ar-^, one can create a set of "primitive" 
gaussian functions ranging from very compact to very diffuse, and then take a linear 
combination of these and build up an approximation to the radial part of an STO 
function. Multiplication, by the standard 0 and ^ dependences (spherical harmonics) 
generates p, d, etc. functions. Once this approximation is optimized, the linear 
combination of gaussian fimctions is "frozen," being treated thereafter as a single 
function insofar as the subsequent molecular variational calculation is concerned.
This linear combination of primitive gaussian functions is called a contracted 
gaussian function.
Once a contracted gaussian function is associated to each STO, it can go through the 
same hierarchy of approximations as before. Minimal basis set, double-basis set, 
double-plus polarization functions-only now using contracted gaussian functions in 
place of STOs. Typically, ab-initio calculations involve anywhere from 1 to 7 
primitive gaussian functions for each contracted gaussian function.
As mentioned in section 2.2.2, Roothan^^ and HalT° suggested that molecular orbitals 
are constructed from linear combinations of atomic orbitals (LCAO), i.e.
N
^  C4 • O;//
(15)
Where 'Fj are molecular orbitals (MOs), are atomic orbitals (AOs), and C^i are the 
coefficients of the linear combination. The Slater Type Orbitals (STOs) have the 
general form:
(|)(J,n,l,m,r,0,(p) = N r„'^  e"^ ' Y J0,(p)  ^ (16)
Where J is the exponent, n, 1 and m are the principal, angular momentum and 
magnetic quantum numbers respectively and r, 0 , cp, are the spherical coordinates.
is the angular momentum part, and N is a normalization constant.
Although STOs provide reasonable representations of atomic orbitals they are not 
suitable for fast calculations of the two-electron integrals.
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That is why, Boys^  ^pointed out that Gaussian-Type Orbitals (GTOs) would be much 
more efficient to use from a computational point of view. GTOs are of the form 
G(a,l,m,n,x,y,z) = N e'“^^  xl ym zn (17)
Here, a  is the exponent, 1, m, and n are integral exponents for the x, y, z cartesian 
coordinates and N is again a normalisation constant.
A single GTO is called a gaussian primitive. Their main differences from STOs are 
that they involve no pre-exponential factor r„’^  and the r in the exponential is squared. 
In addition, the product of two GTOs can be represented by a single GTO hence; 4- 
centre integrals can be reduced to 2 -centre ones, simplifying the calculations.
A basis set containing only one function per occupied atomic orbital in the ground 
state is known as a minimal basis set.
A series of such minimal basis sets were introduced by Hehre^  ^ known as STO-KG 
obtained from a least-squares fit of K-gaussian functions to a Slater Type Orbital.
K
OJ(J = 1 ,r) = ^ = 1  n,l,k * gl(an,k,r) ( 18)
Where n, 1 are the principal and angular quantum numbers, a is the gaussian exponent, 
d are the linear expansion coefficients and J is the number of contractions used for 
representing a single STO. The gaussian primitives describe only isolated atomic 
orbitals and for molecular calculations certain of these combinations will be used and 
are known as contracted gaussians.
Other basis sets were introduced by Pople (34). They are characterised by their split 
valence (SV) nature; a notation n-jjG or n-;j,,G means that there are n primitives used 
for the inner shell and i, j or i, j, k correspond to the primitives used for the 
contractions representing the valence shell.
They are of double zeta quality, i.e. they use two basis functions per single Slater 
atomic orbital. The 3-21G^^ is an SV basis set using 3 primitives to represent each 
inner-shell atomic orbital; for the valence shell, contracted and more diffuse basis 
functions are usued with expansion length 2 and 1. The 4 - 3 and 6-3IG^^ basis sets 
are similarly defined and have received widespread use.
23
Chapter 2____________________________ University o f Surrey 1999
The above basis sets however fail to describe what happens in highly polar molecules 
with the bonding situation, due to the non uniform displacement of charge away from 
the atomic centres. To solve this problem polarisation basis sets are required which 
include functions of higher angular quantum number, p- and d-functions for H and 
heavy atoms respectively, than are needed by the ground state electronic 
configuration.
First-row atoms can be reconstructed using an additional set of cartesian six d-type 
gaussian primitives with the 6-31G basis set. The new basis set is denoted 6-3IG*. An 
even more complete set includes a set of p-type functions to represent charge 
polarisation of the H and He atoms, and it is termed d-57G**.
When the electron density is found near to the nuclei the basis sets give satisfactory 
results, however, anions pose serious problems as they involve electrons that are not 
tightly bound, to the nuclei.
In these cases, which are not in the field of interest for this study for conducting 
polymers, highly diffused functions must be included in order to avoid erroneous 
results.
2.2.5 Mulliken Population Theory
The importance of knowing the distribution of electronic population among the atoms 
in a molecule and among the different orbitals in one atom is essential, if the 
molecular properties are to be predicted by theory. Mulliken population analysis is a 
method for partitioning the electron distribution in a molecule into a sum of net 
atomic populations and overlap populations, the choice of partitioning is arbitrary.
The probability of finding an electron in a volume element, dr, at some point r is 
defined by:
\p{r)dr = n
Where p(r) is the electron density function or electron probability distribution 
function and n is the total number of electrons.
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Consider a single-determinant wavefunction, in which the orbitals are expanded in 
terms of a set of N basis functions, (|)j, equation (19) leads to:
N  N
r p{y ')dr = ^  ] P MvSfiv = n
f  '  (2 0 )
Where Sp^  is the overlap matrix over basis functions and Pp^  are elements of the 
density matrix. If the basis functions, (j)p, are normalised (S = 1), the diagonal terms, 
Ppp are termed the net population of (|)p. The off-diagonal elements occur in pairs of 
equal magnitude, their sum:
Q ^v ~  2PpySjiv (2 1 )
is termed an overlap population.
The total electronic density is now given by:
N  N  N
+ = n
r r V , where p<v (2 2 )
Where the first part of equation (22) is associated with individual basis functions, the 
second with pairs of basis functions.
Often it is desirable to relate the total charge to the individual basis functions.
This can be achieved by dividing the overlap population, equally between the 
basis functions and adding to the net populations P^  ^ and P^. This produces a gross 
population for (|)p, given by:
= P/i// + ^^P/iuS/iv
v^ n (23)
Where the sum of gross is equal to n. Summing the gross population for the basis 
ftinctions on centre A, we obtain the gross atomic population q '^.
A
(24)
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The total overlap population between the atoms A and B, is then given by:
A B
' S .
" " (25)
For qAB> 0, the atoms A and B are bonded, otherwise they are antibonded.
Finally, the total atomic charge on A, is obtained from the difference - q^, where 
is the nuclear charge of A.
The results from Mulliken population analysis have proved very useful in picturing 
the electron distribution in molecules.
2.2.6 SCF-MO Molecular Orbital Methods
At the beginning of this thesis it was pointed out that ab-initio calculations require 
exact calculation of all integrals contributing to the elements of the Fock matrix. As 
systems were encountered with increasing numbers of electrons and nuclei, the 
number of three- and four-centre, two-electron integrals became enormous, driving 
the cost of the calculation out of the reach of most researchers. This has led to efforts 
to find sensible and systematic simplifications, e.g. the LCAO-MO-SCF method- 
simplifications, that remain within the general theoretical SCF framework, but shorten 
computation of the Fock matrix.
Since many of the multi-centre, two-electron integrals in a typical molecule have very 
small values, the obvious solution to the difficulty is to ignore such integrals. 
Neglecting certain integrals, in effect omits certain interactions between basis set 
functions which is equivalent to omitting some of the basis functions for part of the 
time. It is essential to have an exact knowledge of what is involved here or strange 
results maybe obtained such as, for example, different energies for the same molecule 
when oriented in different ways with respect to cartesian coordinates.
Pople and co-workers'*® have developed a number of variants of a systematic approach 
meeting the above criteria, and these are now widely used. The approximations are 
based on the idea of neglect o f differential overlaps between atomic orbitals in 
molecules.
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Differential overlap, dS, between two AOs, Xa and Xb> is the product of these functions 
in the differential volume element, dv:
=XaO) (26)
The only way for the differential overlap to be zero in dv is for either or or 
both, to be identically zero in dv.
Zero differential overlap (ZDO) between Xa and Xb in volume elements requires 
that and can never be finite in the same region, that is, the functions do not 
"touch." It is easy to see that, if there is ZDO between Xa and Xb (understood to apply 
in all dv), then the familiar overlap integral S must vanish too.
The converse is not true, however. S is zero for any two orthogonal functions even if 
they touch. An example is provided by an s- and a p- function on the same centre.
It is a much stronger statement to say that Xa and Xb have ZDO than it is to say they 
are orthogonal. Indeed, it is easy to think of examples of orthogonal AOs, but 
impossible to think of any pair of AOs separated by a finite or zero distance and 
having ZDO. Since AOs decay exponentially, there is always some interpenetration. 
The attractive feature of the ZDO approximation is that it causes all three- and four- 
centre integrals to vanish. Thus, in a basis set of Aos, %, having ZDO the integral <%a 
(1) %6(2)| l/r^J %k(l)%6f(2)> will vanish unless a =c and b =d. This arises from the fact 
that, if di^ Q,, %a*(l)%c(l) is identically zero, and this forces the integrand to vanish 
everywhere, regardless of the value of (l/ri 2 ) % 6  *(2 )jo?(2 ).
It is not within the scope of this thesis to give a detailed description of the numerous 
computational methods based on ZDO assumptions. Some of the acronyms for these 
methods are listed in Table 2.1. In general, these methods have been popular because 
they are relatively cheap to use and because they predict certain properties (bond 
length, bond angle, energy surfaces, electron spin resonance, hyperfine splittings, 
molecular charge distributions, dipole moments, and heats of formation, etc.) 
reasonably well.
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However, they generally make use of some parameters evaluated from experimental 
data and some methods are biased toward good predictions of some properties while 
other methods are better for other properties. For a given type of problem, one must 
exercise judgment in a choice of method.
As an example of the sort of chemical system that becomes accessible study using 
such methods, cite the valence-electron CNDO/2 calculations Maggiora^^.
On free base, magnesium, and aquomagnesium porphryn's calculations enables the 
examination of the geometry of the complex, i.e., is the metal ion in or out of the 
molecular plane? Also, how is the water molecule oriented? What are the effects of 
the metal ion on ionization potentials, spectra, and orbital energy level spacing, and 
the detailed nature of charge distribution in the system?
The use of a combination of methods is often convenient. Novoa and Whangbo^® 
studied the theoretical relative stabilities of di- and tri-amides in various hydrogen- 
bonded and non-hydrogen-bonded conformations, in both the presence and absence of 
solvent (CH2 CI2) molecules.
There are many structural parameters to optimize in each of the conformations, and so 
high-level ab-initio calculations for energy minimization of each class of structure 
would be expensive. Instead, AMI was used to determine the optimum geometry for 
each conformation, and then ab-initio calculations {e.g., 6-3IG** with MP2) were 
carried out for a few near-optimum geometries for each conformation to check the 
AMI results.
The aim is trying to calculate the energy of formation of a bimolecular complex, such 
as a hydrogen-bonded water dimer, such complexes are sometimes referred to as 
'supermolecules'. One might expect that this energy value could be obtained by first 
calculating the energy of a single water molecule, then calculating the energy of the 
dimer, and finally subtracting the energy of the two isolated water molecules (the 
'reactants') from that of the dimer (the 'products'). However, the energy difference 
obtained by such an approach will invariably be an overestimate of the true value. The 
discrepancy arises from a phenomenon known as basis set superposition error 
(BSSE).
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As the two water molecules approach, the energy of the system falls. This is not only 
because of the favourable intermolecular interactions, but also because the basis 
functions on each molecule provide a good description of the electronic structure 
around the other molecule. It is clear that the BSSE would be expected to be 
particularly significant when small, inadequate basis sets are used {e.g. the minimal 
basis STO-nG basis sets). These do not provide for an adequate representation of the 
electron distribution far from the nuclei, particularly in the region where non-covalent 
interactions are strongest. One way to estimate the basis set superposition error is via 
the counterpoise correction method of Boys^  ^in which the entire basis set is included 
in all calculations.
Thus, in the general case:
AE = E(AB)-[E(A) + E(B)]
The calculation of the energy of the individual species A is performed in the presence 
of 'ghost' orbitals of B; that is, without the nuclei or electrons of B. A similar 
calculation is performed for B using ghost orbitals on A. An alternative approach, 
used in chapter 6  for calculating the heat of formation of polypyrrole, is to use a basis 
set in which the orbital exponents and contraction coefficients have been optimised 
for molecular calculations rather than for atoms. The relevance of the basis set 
superposition error and its dependence upon the basis set and the level of theory 
employed {i.e. SCF or with electron correlation) remains the subject of much research.
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2.3 Semi-Empirical Methods for SCF Calculations
2.3.1 Approximate molecular orbital theories
Although ab-initio methods are giving quantitative results for small molecules, the 
results for larger molecules are much more qualitative. One of the difficulties is that 
for a basis set of N functions the number of integrals is of the order of N'*. Thus the 
calculations are limited by the computer time and storage capacity available.
Ab-initio calculations can be extremely expensive in terms of the computer resources 
required. Nevertheless, improvements in computer hardware and the availability of 
easy-to-use programs have helped to make ab-initio methods widely used 
computational tools. The approximate quantum mechanical methods require 
significantly less computational resources. Indeed, the earliest approximate methods 
such as Hiickel theory predate computers by many years. Furthermore, by the 
incorporation of parameters derived from experimental data some approximate 
methods can calculate some properties more accurately than even the highest level of 
ab-initio methods.
Many approximate molecular orbital theories have been devised, but most of these 
methods are not in widespread use today in their original form.
Nevertheless, the more widely used methods of today are derived from earlier 
formalisms, which therefore consider where appropriate. The concentration will be on 
the semi-empirical methods developed in the research groups of Pople and Dewar'*^ 
The former pioneered the CNDO, INDO and NDDO methods table 2.1, which are 
now relatively little used in their original form, but provided the basis for subsequent 
work by the Dewar group, whose research resulted in the popular MINDO/3, MNDO 
and AMI methods'*^
The theory can be applied in a practical way, not only to highlight its strong points but 
also to show where problems were encountered and how these problems could be 
overcome.
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CNDO/1 : Complete neglect o f differential overlap.
CNDO/2^*: Considered superior to CNDO/1.
CNDO/BW : to above with parameters selected to give improved molecular
structures and force constants.
INDO^: Intermediate neglect of differential overlap. Differs from CNDO in that 
ZDO is not assumed between AOs on the same centre in evaluating one-centre 
integrals. This method is superior to CNDO methods for properties, such as 
hypeifine splitting, or singlet-triplet splittings, which are sensitive to electron 
exchange
MINDO/3 : Modified INDO, parameter scheme no. 3. Designed to give accurate 
heats of formation.
NDDO : Neglect o f diatomic differential overlap. Assumes ZDO only between AOs 
on different atoms.
MNDO^: Modified neglect of diatomic overlap. A semi-empirically parametrized 
version of NDDO. Yields accurate heats o f formation and many other molecular 
properties, but fails to account successfully for hydrogen bonding.
AMI : A more recent parameterization of NDDO that overcomes the weakness of 
MNDO in that it successfully treats hydrogen bonding.
Table 2.1: Common Approximate Self Consistent Field Methods
Discussion of the underlying theoretical background of the approximate molecular 
orbital methods will be based on the Roothaan-Hall^ '^^® framework that has already 
been discussed. This will help to establish the similarities and the differences with the 
ab-initio approach.
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2.3.2 AMI
The Austin Model 1 (AMI) model was the semi-empirical theory produced by 
Dewar's'*  ^ group. AMI was designed to eliminate the problems with MNDO which 
were considered to arise from a tendency to overestimate repulsions between atoms 
separated by distances approximately equal to the sum of their van der Waals’ radii. 
The strategy adopted was to model the core term using Gaussian functions. Both 
attractive and repulsive Gaussian functions were used; the attractive Gaussians were 
designed to overcome the repulsion directly and were centred in the region where the 
repulsions were too large. Repulsive Gaussian functions were centred at smaller 
intemuclear separations. With this modification, the expression for the core-core term 
was related to the MNDO expression by:
Eab = Emndo + ZaZb/Rab {^K aî exp[-LAi (Rab - MaiP]
+2^Kbj exp[-LBj (Rab - MBj)^ } (27)
The additional terms are spherical Gaussian functions with a width determined by the 
parameter Z.
It was found that the values of these parameters were not critical and many were set to 
the same value. The M  and K  parameters were optimised for each atom.
In the original parameterisation of AMI there are four terms in the Gaussian 
expansion for carbon, three for hydrogen and nitrogen and two for oxygen. Both 
attractive and repulsive Gaussians were used for carbon, hydrogen and nitrogen 
atoms, but only repulsive Gaussians for oxygen). The inclusion of these Gaussians 
significantly increased the number of parameters per atom, from 7 in the MNDO to 
between 13 and 16 per atom in AMI. This, of course, made the parameterisation 
process considerably more difficult. Overall, AMI was a significant improvement 
over MNDO and many of the deficiencies associated with the core repulsion were 
corrected.
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2.3.3 PM3
PM3 is also based on MNDO (the name derives from the fact that it is the third 
paramaterisation of MNDO, AMI being considered the second) [Stewart 
1985a;Stewart 1985b]'* .^ The PM3 Hamiltonian contains essentially the same elements 
as for AMI but the parameters for the PM3 model were derived using automated 
paramaterisation procedure devised by Stewart, by contrast, all of the parameters in 
AMI were obtained by applying “chemical knowledge intuition”. As a consequence, 
some of the parameters have significantly different values in AMI and PM3 even 
though both methods use the same functional form and they both predict various 
thermodynamic and structural properties to the same level of accuracy. Some 
problems do remain with PM3. One the most important of these problems is the 
rotational barrier of the amide bond which is much too low and in some cases almost 
non-existent. This problem can be corrected through the use of an empirical torsional 
potential.
2.3.4 Performance of semi-empirical methods
The application of quantum mechanics calculations has not been explicitly directed 
towards any particular quantum mechanical theory, but has -  implicitly at least - been 
written with ab-initio methods in mind. All of the properties that have been 
considered so far can also be determined using semi-empirical methods.
The paramaterisation of the semi-empirical approaches typically includes geometrical 
variables, dipole moments, ionisation energies, and heats of formation.
The performance of successive semi-empirical methods has gradually improved from 
one method to another, though one should always remember that anomalous results 
could be obtained for certain types of system. Some of these limitations were outlined 
in the discussion of the various semi-empirical methods.
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It is worth emphasising that some of the major drawbacks with the semi-empirical 
methods arise simply because one is trying to calculate properties that were not given 
a major consideration in the paramaterisation process.
For example, many of the molecules used for the paramaterisation of the MNDO, 
AMI and PM3 methods had little or no conformational flexibility and so it was 
therefore not so surprising that some rotational barriers were not calculated with the 
same accuracy as e.g. heats of formation. In addition, to achieve optimal performance 
for specific classes of molecules or specific properties, it was appropriate to include 
representative systems, such as polythiophene, during the paramaterisation procedure.
2.4 Molecular Mechanics
2.4.1 Molecular Mechanics Modelling
Force field methods (also known as molecular mechanics) ignore the electronic 
motions and calculate the energy of a system as a function of the nuclear positions 
only. In contrast to ab-initio methods, molecular mechanics is used to compute 
molecular properties which do not depend on electronic effects. These include 
geometry, rotational barriers, vibrational spectra, heats of formation and the relative 
stability of conformers. Since the calculations are fast and efficient, molecular 
mechanics can be used to examine systems containing thousands of atoms. Quantum 
mechanics deals with the electrons in a system, so that even if some of the electrons 
are ignored (as in the semi-empirical schemes) a large number of particles must still 
be considered and the calculations are time-consuming.
Molecular mechanics is thus invariably used to perform calculations on systems 
containing significant numbers of atoms. In some cases force fields can provide 
answers that are as accurate as even the highest-level quantum mechanical 
calculations, in a fraction of the computer time. Molecular mechanics cannot of course 
provide properties that depend upon the electronic distribution in a molecule.
That molecular mechanics works at all is due to the validity of several assumptions.
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The first of these is the Bom Oppenheimer approximation, without which it would be 
impossible to contemplate writing the energy as a function of the nuclear coordinates 
at all.
Molecular mechanics is based upon a rather simple model of the interactions within a 
system with contributions from processes such as the stretching of bonds, the opening 
and closing of angles, and the rotations about single bonds.
Even when simple functions {e.g. Hooke’s law) are used to describe these 
contributions the force field can perform quite acceptably. Transferability is a key 
attribute of a force fields, for it enables a set of parameters developed and tested on a 
relatively small number of cases to be applied to a much wider range of problems. 
Moreover, parameters developed from data on small molecules can be used to study 
much larger molecules such as polymers.
In this study on polyphenylene, polypyrrole and V-substitued polypyrroles some 
initial calculations were performed, to give an introduction to the use of these 
techniques.
The use of high quality workstations enables the characterisation of polymers to be 
achieved, by obtaining their geometric parameters, partial atomic charges, chain 
flexibility, energy barriers to rotation and various elastic properties.
Accuracy in property prediction is solely dependent on the force field  and the model 
used to describe the structure. Hence, greater accuracy in property prediction is 
achieved as the accuracy of the force field and the model improves. It is also 
important to compare calculated data with experimental data, if at all possible.
Various techniques'*®"'*^  used in molecular and polymer modelling are described in the 
next section.
Molecular mechanics (MM) treats each atom as an hard sphere of approximate atomic 
radius depending on the size of the atom, whilst a bond is treated as a spring of a 
particular strength (weaker for single bonds, stronger for triple bonds) in which the 
energy of a bond obeys Hooke's law. The behaviour of the molecule can be described 
by a set of mathematical equations, whose form is similar to those of classical 
mechanics. This set of potential functions is known as a force fîelà)^.
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MM is used to search for the minimum energy of a particular molecule as described 
by the force field. A force field is used to describe the nature, orientation and potential 
energy of the particular molecule under consideration.
Various parameters, e.g., the bond lengths and the bond angles are detailed in the 
force field, together with various potential functions which facilitate description of the 
nature of the system under investigation. The energy of a structure is expressed as a 
sum of two constituent parts, bonded i.e., valence terms and non-bonded terms.
^tot = ^ valence ^nonbond
^tot ^bond ^angle ^tors "^nb
Where EfQf is the total energy, is the energy of stretching or compressing a
bond, E^ngle is the energy due to the bending of bond angles, is the torsional
energy due to rotations about bonds and E^jj is the energy due to non bonded
interactions. These non-bonded interactions consist of Van der Waals’, electrostatic 
and hydrogen-bonded terms and they effect the energy of the structure. However, 
these terms are generally only included if very accurate models of the structures are 
needed, e.g., for simulating the infra red spectra of various compounds®®.
Some ffequenlty used force fields are Dreidingif*®, AMBER®*, CHARMm®^, MM2 ®®, 
MMP2 ®'*, MM3 ®® and CVFF®®. These force fields have different uses and are related 
to different topics within chemistry, e.g., AMBER is used to describe proteins and 
amino acids, whilst the MM2 type of force field is used to describe small organic 
molecules. The parameters are generally obtained from X-ray data for geometric 
properties, whilst the force constants are obtained from IR and Raman spectroscopy. 
Dreidingif*® is a generic force field and was mainly used here to describe the 
molecules under investigation. However, a few changes to the values in the parameter 
set were made in order to describe the atomistic models produced more accurately. 
Consequently, the Dreidingll force field will be examined at in greater detail in the 
next section.
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2.4.2 The Dreidingll Force Field
The Dreidingll force field is made up of the following potential fimctions that describe 
the total energy of the structure. The bonded terms are shown below in figure 2.3 and 
show the two-body, three-body and four-body terms respectively.
/ I
%
r
J
%
T
Figure 2.3: The bonded parameters as used in the Dreidingll force field: the bond 
length r, the bond angle 0, the torsional angle r.
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The potential functions of the representative parts of the bonded energies of the 
Dreidingll force field are given by the following four formulae.
A bond length is observed when two adjacent atoms I and J are joined by a common 
bond IJ, whilst the bond energy is given as:
E,, = V2 Z k,,ir  ~ r j (29)
Where Ejy is the bond energy, kjj is the force constant of the bond, r is the actual bond 
length and is the equilibrium bond length. The energy of a bond length is related to a 
harmonic oscillator as shown in figure 2.4, i.e., it obeys Hooke's law.
I s
Optimum
Figure 2.4 - The energy profile of a bond length as related to a harmonic oscillator. 
Rq is the equilibrium bond distance. I f  R=Rq then so the value of Ej, is a 
measure of strain energy.
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Other potentials used to describe bond lengths include the Morse potential. The Morse 
potential is computationally more expensive than the harmonic approximation and 
consequently the harmonic approximation is the preferred option.
Given any two bonds joined to a common atom {e.g. IJ and JK in figure 2.3), the bond 
angle interaction is a function of the angle 0  between them.
Eo = 'A 'L U 9 - 0 , f  (30)
where is the bond angle energy, is the force constant, ^ is the actual bond angle 
and 6q is the equilibrium bond angle. Again the energy of a bond angle is related to a 
harmonic oscillator.
Given any two bonds IJ and KL, attached to a common bond JK, (figure 2.3), the 
dihedral angle ^ is defined as the angle between the JKL plane and the UK plane.
(31)
Where Vjj  ^is the rotational barrier, Njjç is the periodicity, ÿ is the actual dihedral angle 
and is the equilibrium dihedral angle.
The inversion term E^q is defined as the angle between the IL axis and the UK plane.
E^ = %C(cos6 ) - coscy^)^ (32)
2
Where K(q = Csin coq and is the force constant, co is the actual angle between the 
IL axis and the UK plane and Oq is the equilibrium angle between the IL axis and the 
UK plane.
All atoms exhibit a long-range attraction proportional to 1/R .^ This is generally 
referred to as the van der Waals’ (VDW) attraction.
39
Chavter 2 University of Surrey 1999
At sufficiently short distances, the interaction of all atoms is repulsive and for non-
bonded interactions, this is proportional to 1/R^ .^ Consequently, the VDW energy is 
written as a form of the Lennard-Jones 12-6 potential function.
^V D W  (^ )  ~  '
12 6 '
J Ro - 2 Ro
y, r ■_ V _ . y _
(33)
Where Dq is well depth in kcal/mol, Rq is the separation at Dq and ry is the separation 
between atom pairs.
The molecular modelling program used in this study, i.e., Cerius^ uses a cut-off at 
9À in calculating the non bonded interactions as it assumes any interaction above that 
value is negligible.
The Lennard-Jones 1 2 - 6  potential function with all its constituent parts is shown 
below in figure 2.5.
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Repulsive r
bO
DistanceDo
Ro
Attractive r
Figure 2.5: The Lennard-Jones potential showing the 1 2 - 6  non bonded VDW 
potential model between two atoms, together with the constituent parts which make 
up this potential. For the H-bonding term a 12-10 potential was used.
E hbW  = ^ o '
— — 12 - 1 0 '
<5 Ro — 6 Ro I
_  'J _ _  y _
(34)
Where Dq is the hydrogen bond strength, Rq is the equilibrium H-bond length and R 
is the distance between the donor and acceptor atoms.
The final term used describes the electrostatic interaction between two charged bodies 
separated by a distance rÿ  (Coulomb’s law).
-5- My
i>J ^ i j
(35)
Where qi is the partial charge on atom /, qj is the partial charge on atom j ,  r is the 
distance between atoms and s  is the dielectric constant.
Summation of all the above potential terms gives the final potential energy of the 
structure.
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^tot ^bond ^angle ^tors ^inv ^V D W ^ ^HB ^elec (36)
2.4.3 Minimisation techniques
The lowest possible energy a molecule can have is described as the global minimum, 
whilst other 'minima' are described as local minima.
Energy
Me
Me Me
Me MeMe Me
Me Me
Me
Me
3601 2 0 240180 30060
Me -  Me T o rs io n  A ngle
Figure 2.6: Schematic of the minimisation process. In this simple example, the 
algorithm is able to minimise the molecule^s high-energy state, overcome the local 
minima and place the structure in its global minimum conformation.
The computational process used to determine the above function is called 
minimisation and various routines have been produced to facilitate this function. The 
general strategy of minimisation involves essentially two steps.
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First, the description of energy of a structure as a function of its coordinates as 
provided by the force field. Second, a minimisation routine is applied which adjusts 
the molecular structure by lowering the value of the potential energy function.
There are a number of minimisation algorithms available, some are based on a first 
derivative method of the potential function (dE/dr=0), whilst others are based on the 
second derivative method (d^E/dr^=0).
2.4.4 Steepest - Descent method
The convergence of steepest -  descent^^ is generally poor because displacements are 
small, it can be useful in minimizing large charges caused by a few bad contacts, it 
uses the first derivative method to obtain its minimised structure. The method adjusts 
the coordinates of the structure, so that if the dE/dr is less than the previous value of 
dE/dr, it stores these changes. Its major ‘defect’ is the difficulty in overcoming local 
minima.
2.4.5 Conjugate - Gradient method
The conjugate -  gradient^^ algorithm makes use of previous minimisation steps as well 
as the current gradient to determine the next step. This makes it converge very rapidly, 
comparing favourably with other algorithms in current use. Consequently, it has the 
ability to overcome local minima and hence find the global minimum. Generally, this 
method is used when the starting geometry of the structure is reasonable, i.e., the 
unminimised starting material has similar geometric values to that of the minimised 
structure.
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2.5 Molecular Dynamics and Dynamics Algorithms
Molecular dynamics combines energy calculations from force field methodology with 
the laws of Newtonian (as opposed to quantum) mechanics. The simulation is 
performed by numerically integrating Newton's equations of motion over small time 
steps (usually 10-15 sec or 1  free).
Providing the location and assigning a force vector for each atom in the molecule 
initializes the simulation. The acceleration of each atom is then calculated from the 
equation:
a = F / m (37)
Where m is the mass of the atom and F the negative gradient of the potential energy 
function (the mathematical description of the potential energy surface). The Verlet 
algorithm is used to compute the velocities of the atoms from the forces and atom 
locations. Once the velocities are computed, new atom locations and the temperature 
of the assembly can be calculated.
These values then are used to calculate trajectories, or time dependent locations, for 
each atom. Over a period of time, these values can be stored on disk and played back 
after the simulation has completed to produce a "movie" of the dynamic nature of the 
molecule.
Molecular dynamics (MD) calculations are used to investigate the dynamical 
behaviour of molecules as a function of time. In MM, the molecule is simulated at 
zero Kelvin whereas MD simulations are performed at a finite temperature. Newton's 
equation is applied to a molecule and by integrating that equation, the motion of the 
molecule, consequently the movement of its atoms can be observed^^.
The force can be computed directly from the derivative of the potential energy E, with 
respect to the coordinates.
—  =  m —  
dr dt
 (38)
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Where r is the coordinate vector of each atom.
The energy and the mass are known, therefore the acceleration can be calculated. 
Using the following equations of motion, the velocity and the position of each atom 
can be predicted.
V = u + at (39)
s = ut + !4at^ (40)
Where u is the initial velocity, v is the new velocity and s is the new position. In order 
to integrate the equations efficiently, a very small time step (dt) is required.
The time step must be less than the value of the period of the highest-frequency 
molecular vibrations to be simulated, which are the bond-stretching mode of hydrogen 
atoms. To derive a usable scheme for microscopic systems a Taylor expansion is used
s(t+dt) = s(t) + v(t)dt + !4a(t)dt^ + ... (41)
s(t-dt) = s(t) - v(t)dt + !4a(t)dt^ + ... (42)
Using equation (41) and (42) leads to the Verlet algorithm^® for integrating the 
equations of motion.
s(t+dt) = 2s(t) - s(t-dt) + a(t)dt^ (43)
s, V and a are now vectors because molecules are composed of atoms with varying 
positions, velocities and accelerations. The Verlet method is widely used for MD 
calculations as it is stable, but improved variants, e.g., the summed Verlet^  ^ and the 
leap frog^  ^method are aimed at improving the precision with which the velocities are 
calculated. The velocities are calculated from the following formula.
v(t) = (s(t+dt) - s(t-dt)} / 2dt or v(t) = (v(t+dt) + v(t-dt)) /2 (44)
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The initial velocities given to the atoms are randomly distributed depending on the 
temperature of the simulation run and are given by:
^kT = (45)
i=l N
Where N  is the number of atoms, k is the Boltzman constant and T  is the temperature 
in Kelvin.
Summed Verlet and standard Verlet are mathematically equivalent. However, 
summed Verlet is slightly more accurate, less sensitive to error and more efficient.
As mentioned previously trajectory information is stored at regular time intervals, 
e.g., O.lps. Several forms of molecular dynamics have been proposed to simulate 
different ensembles. These include:
• Quenched dynamics: where steps of minimisation follow, after a period of MD 
simulation.
• Isothermal experiments (NVT) i.e., constant volume, constant temperature 
experiments.
• Isobaric-isothermal experiments (NPT) i.e., constant pressure, constant 
temperature experiments.
• Adiabatic experiments (NPE) i.e., constant pressure, constant energy experiments.
• Adiabatic experiments (NVE) i.e., constant volume, constant energy experiments.
Where N equals the number of atoms in the simulation, P is the pressure, V is the 
volume and T the temperature.
In this thesis, (NPT) dynamics ensembles have been used to perform MD simulations 
on the oligomeric and polymeric systems using the following default equation from 
Cerius^
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Using the equation (Nosé-Hoover method^^):
HN(Pa,7:a,s,Ps,h,n) = Z(h7iJ(h7rJ /2ms^+v(h,{p„}) + p// 2Q +Tr(n‘n )/2 W -v Jr((j‘s)
Where is the enthalpy, h is 3x3 matrix that is formed by three vectors defining the 
simulation cell, IT is the corresponding momentum for the cell variables, t is the 
matrix transposition, W is the mass parameter, p^  is the corresponding momentum, a
is the applied stress, s is the strain, a  is 1 N. The coordinates and momenta of the
particles appear as the scaled variables p and n.
2.5.1 Monte Carlo method
Conformational analysis^^ is a systematic search, one of many ways that one can look 
up for the conformational space of a molecule. However, this is very time-consuming 
for large molecules so another method that can be used is the Monte Carlo (MC) 
algorithm. By its very name, it suggests a random process.
The Monte Carlo technique is used to generate random conformations of a structure, 
under fairly stringent conditions. It works by applying random rotations to a 
molecule's bonds that can be rotated.
Those generated conformations with atoms closer than their Van der Waals’ distance 
are rejected. The name of this procedure is known as 'bump' checking. The accepted 
conformation is then the one that is used to generate the next conformation, whereas 
in the situation in which is rejected then the structure returns to its initial state.
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2.5.2 Periodic Boundary Conditions
I i:« ^
Figure 2.7: This schematic shows a representation of periodic boundary conditions. 
Note the simulated cell surrounded by identical images and the translational 
movement of the molecules.
Molecular systems can be simulated with the introduction of periodic boundary 
conditions (PBC)^^ in a periodic lattice of identical sub-units. Bulk systems have an 
infinite number of atoms and must be modelled using PBC.
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The molecule is placed in a simulation box, usually a cube, i.e. replicated in three 
directions to form in this example a 3x3x3 lattice of identical cubes. Atoms in the 
simulated box can interact with 'image' atoms within a cutoff distance of 9Â. If an 
atom, or group of atoms, translate out of a simulated box, then an equivalent number 
of atoms enter the box from the opposite side.
Because of the infinite system shown, the modification of the calculation of forces and 
energies has to be considered. Generally, molecules in the simulated cell are only 
allowed to interact with molecules or molecular images which are in close proximity 
and which are within a distance of half the cell size. All periodic algorithms imply a 
cutoff to limit the short-range interactions, which is always less than half the cell size. 
The use of a cutoff distance shortens the time required to calculate the non-bond 
energy and forces, but this introduces errors.
49
Chapter 2____________i____________________ University o f Surrey 1999
References
1 P. J. Nigrey, A G. MacDiarmid, and A. J. Heeger, J. Chem. Soc. Chem. Commun.,
594 (1979).
2 L. W. Shacklette, R. L. Elsenbaumer, R. R. Chance, J. M. Sowa, D. M. Ivory, G. G.
Miller, and R. H. Baughman, J. Chem. Soc. Chem. Commun., 316 (1982).
3 W. P. Su, J. R. Schrieffer, and A. J. Heeger, Phys. Rev. B 22,2099 (1980).
4 D. M. Ivory, G. G. Miller, J. M. Sowa, L. W. Shacklette, R. R. Chance, and R. H.
Baughman, Chem. Phys. 71,1506 (1979).
5 D. M. Ivory, G. G. Miller, J. M. Sowa, L. W. Shacklette, R. R. Chance, R. L.
Elsenbaumer, and R. H. Baughman, J. Chem. Soc. Chem. Commun., 348
(1980).
6 J. F. Rabolt, T. C. Clarke, K. Kanazawa, J. R. Reynolds, and G. B. Street, J. Chem.
Soc. Chem. Commun., 347 (1980).
7 J. W. P. Lin and L. P. Dudek, J. Polym. Sci. Polym. Lett. Ed. 18, 2869 (1980).
8 T. Ohsaka, Y. Ohnuki, N. Oyama, G. Katagiri, and K. Kamisako, J. Electroanal.
Chem. 161, 399 (1984).
9 M. J. Rice, Phys. Lett. A 71 ,152 (1979).
10 J. Tinka Gammel and J. A. Kmmhansl, Phys. Rev. B 24,1035 (1981).
11 A. R. Bishop, D. K. Campbell, and K. Fesser, Mol. Cryst. Liq. Cryst. 11, 253
(1981).
12 Y. R. Lin-Liu and K. Maki, Phys. Rev. B 22, 5754 (1980).
13 J. P. Albert and C. Jouanin, Phys. Rev. B 26, 955 (1982).
50
Chapter 2_________________________________ University o f Surrey 1999
14 J. L. Bredas, R. R. Chance, and R. J. Silbey, Phys. Rev. B 26, 58431 (1982).
15 J. L. Bredas, J. C. Scott, K. Yakushi, and G. B. Street, Phys. Rev. B 3 0 ,1023
(1984).
16 A. F. Diaz, K. Kanazawa, G. P. Gardini, and J. B. Torrance, J. Chem. Soc. Chem.
Commun., 635 (1979).
17 G. B. Street, T. C. Clarke, M. Kroumbi, K. Kanazawa, V. Lee, P. Fluger, J. C.
Scott, and G.Weiser, Mol. Cryst. Liq. Cryst, 83, 253 (1982).
18 L. W. Shacklette, R. R. Chance, R. L. Elsenbaumer, and R. H. Baughman, J.
Electrochem. Soc., 1982, P. 66.
19 L. W. Shacklette, J. L Toth, N. S. Murthy, and R. H. Baughman J  Electrochem.,
Soc., 1999, in press.
20 G. C. Farrington, B. Scrosati, D. Frydrych, and J. Denuzzio, J. Electrochem. Soc.
131, 7 (1984).
21 P. J. Nigrey, A.G. MacDiarmid, and A. J. Heeger, Mol. Cryst. Liq. Cryst. 83, 309
(1982).
22 J. J. Miasik, A. Hooper and B. C. Tofield, J. Chem. Soc., Faraday Trans. 1,
82,1120, (1986).
23 P. Ibison, P. J. S. Foot, J. W. Brown, Synth. Met., 76, 1-3,297-300, (1996).
24 D. Jacquemin, B. Champagne and J.M. André, Chem. Phys., 197, 107,(1995).
25 W. Foemer, R. Knab, J. Cizek and J. Ladik, J. Chem. Phys., 106, 24, 10248,
(1997).
26 E. Schrôdinger, Physik, 79, 361, (1926).
27 M. Bom, J. R. Oppenheimer, Physik, 84, 457, (1927).
28 D. R. Hartree, The Calculation o f Atomic Structure, Wiley, New York, (1957).
51
Chapter 2___________________  University o f Surrey 1999
29 C. C. J. Roothan, Rev. Med. Phys., 23, 69, (1951).
30 G. G. Hall, Proa. Roy. Soc., A205, 541, (1951).
31 J. L. Bredas, W. R. Salaneck and S. Stafstrom, Conjugated polymer surfaces and 
interfaces and chemical structure o f  interfaces for polymer light emitting devices, 
Cambridge: Cambridge University Press, 50-61, (1996).
32 S. F. Boys, Proc. Roy. Soc, A200, 542, (1950).
33 W. J. Hehre, R. F. Stewart, J. A. Pople, J. Chem. Phys., 51, 2657, (1969).
34 J. A. Pople, Chem. Phys. Lett., 66, 217, (1972).
35 G. M. Maggiora, J. Am. Chem. Soc. 95, 6555 (1973).
36 J. J. Novoa and M. H. Whangbo, J. Am. Chem. Soc. 113, 9017 (1991).
37 J. A. Pople and G. Segal, J. Chem. Phys., 43, SI36, (1965).
38 J. A. Pople and G. Segal, J. Chem. Phys., 44, 3289, (1966).
39 J. D. Puller and M. A. Whitehead, Can. J. Chem. 51, 2220, (1973).
40 J. A. Pople, D. L. Beveridge, and P. A. Dobosh, J. Chem. Phys., 47, 2026, (1967).
41 R. C. Bingham, M. J. S. Dewar, and D. H. Lo,J. Am. Chem. Soc., 9 7 ,1285, (1975).
42 M. J. S. Dewar, Science 187,1037, (1975).
43 J. A. Pople, D. P. Santry, and G. Segal, J. Chem. Phys., 43, S129, (1965).
44 M. J. S. Dewar and W. Theil,, J. Am. Chem. Soc., 99,4899, (1977).
45 M. J. S. Dewar, E. G. Zoebisch, E. F. Healy, and J. J. Stewart, J. Am. Chem. Soc., 
107, 3902, (1985).
46 J. H. R. Clarke, Chem. Ind., 3rd December, 780-782 (1990).
47 F. Case, J. Winter and D. Bott, Chem. Ind., 3rd December, 784-786 (1990).
48 F. Blaney, Chem. Ind., 3rd December, 791-794 (1990).
52
Chapter 2_________________________________ University of Surrey 1999
49 S. L. Mayo, B. D. Olafson and W. A. Goddard III, J. Phys. Chem., 94, 8897-8909 
(1990).
50 Professional POLYGRAF manual (v3.2.1) Molecular Simulations Inc. VB-1 to
VB-24 (1993).
51 S. J. Weiner, P. Kollman and D. A. Case, J. Am. Chem. Soc., 106, 765-784 (1984).
52 B. R. Brooks, R. E. Bruccoleri, B. D. Olafson, D. J. States, S. Swaminathan and M.
Karplus, J  Comp. Chem., 4,187-217 (1983).
53 N. L. Allinger, J. Am. Chem. Soc., 99, 8127-8134 (1977).
54 J. Sprague, J. Tai, Y. Yuh andN. L. Allinger, J. Comp. Chem., 8, 581-603 (1987).
55 N. L. Allinger, F. Li, L. Yan and J. C. Tai, J. Comp. Chem., 11, 868-895 (1990).
56 Biosym Technologies Manual CV3/1, Scranton Road, San Diego, CA 92121-2777.
57 Molecular Simulations Inc., 16 New England Executive Park, Burlington, MA
01803-5297.
58 R. Fletcher and C. M. Reeves, J. Comput., 1 , 149-154 (1964).
59 D. N. J. White, J. N. Ruddock and P. R. Edgington, Comp. Aided Mol. Design, W.
G. Richards (Ed.) Elsevier, Amsterdam, chapter 2, 23-41 (1989).
60 L. Verlet, Phys. Rev., 159, 98-103 (1967).
61 W. C. Swope, H. C. Andersen, P. H. Berens and K. R. Wilson, J. Chem. Phys. 76,
637-649 (1982).
62 H. J. C. Berendsen, J. P. M. Postma and W. F. van Gunsteren, J. Chem. Phys., 81,
3684-3690 (1984).
63 A. Anwer, R. Lovell and A. H. Windle, Computer Simulation o f Polymers, R. J.
Roe (Ed). Prentice Hall, London. Chapter 3, 41-54 (1991).
53
Chapter 2_________________________________ University o f Surrey 1999
64 N. Metropolis, A. W. Rosenbluth, M. N, Rosenbluth, A. H. Teller and B. Teller, J. 
Chem. Phys., 21, 1087-1092 (1953).
65 Atomistic Modelling of Physical Properties in Advances in Polymer Science 
volume 116, eds. L. Monnerie and U.W. Suter, Springer-Verlag, Berlin, (1994).
66 Computer Simulation of Polymers, E.A. Colboum (Ed.), Longman, Essex, (1994).
54
Chapter 3___________________________________University o f Surrey 1999
Chapter 3: An Ab-Initio Study of the Electronic 
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Abstract: The energies and structures of neutral benzenoid and neutral quinonoid 
polyphenylenes were calculated at the ab-initio level for oligomers containing up to 
10 rings. Compared to analogous theoretical data obtained earlier on polypyrroles for 
up to 15 rings, we can compute only about ten rings in poly(p-phenylene), which is 
considerably shorter than in polypyrrole. The shorter extension in poly(p-phenylene) 
also correlates with the finding that even if one attempts to force the quinonoid 
structure by the addition of appropriate terminal groups, a transition to the aromatic 
benzenoid structure occurs already in the centre of chains as short as about six to 
seven rings.
3.1 Introduction
From the large class of polyconjugated aromatic polymers which upon doping with 
electron donors or electron acceptors display metallic conductivities, poly(p- 
phenylene) (PPP), is one of the experimentally most investigated systems. 
Nevertheless, detailed information on the micro-structure of the doped materials is at 
present not available from the experimental side because of substantial structural and 
chemical disorder, inhomogeneities in the degree of polymerisation, and the simple 
fact that the structure varies with the amount of doping^. It has been suggested that 
charged or doping-induced defects, either in the form of anion or cation radicals 
(polarons) or as dianions or dications (bipolarons), are the relevant charge carriers in 
the electric transport processes of the doped materials. This is also the case with 
polypyrrole and polythiophene.
Because of the inherent difficulties in obtaining good-quality polymer samples, new 
synthetic routes" '^  ^ and the systematic experimental investigation of oligomer 
properties are still intensely pursued^'^.
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(a)
(b)
Figure 3.1: Schematic structures of (a) planar terphenyl, 3PP, and (b) its quinonoid 
counterpart Q3PP.
The aim of this chapter is the detailed description of the energetics and the structure 
of PPP. To this end, 3-21G Gaussian calculations were performed on neutral 
benzenoid (PP)n and quinonoid (QPP)n oligophenyls for n = 2-10. Schematic 
structures for the case n = 3 are shown in Figure 3.1. This chapter discusses in some 
detail how the equilibrium structures of the neutral benzenoid and the neutral 
quinonoid oligomers converge upon increasing the chain length. Apart from the 
structural characterisation, the chapter also contains a section on the energetics.
3.2 Experimental/ Initial states
All quantum chemical calculations performed in this work were undertaken with the 
GAUSSIAN 94 and Cerius^ programs^. Because of the large size of the systems 
treated, the double-type 3-21G basis set was used throughout, as it had been 
successfully applied on oligopyrroles in chapter 6 and in the calculations of Kertesz 
on neutral terphenyls on PPP. At the current stage and taking into account the 
limitations in computing facilities, the size of the systems preclude the study of 
solvents or the use of significantly more extended basis sets or of sophisticated 
methods.
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However, most of the errors encountered as a consequence of the application of this 
comparatively small basis set may be assessed easily by comparing the computed 
structural and energetic data for biphenyl with experimental structures and with the 
results of more advanced calculations. Moreover, it is to be expected that these errors 
are highly systematic and therefore common to all models treated.
The benzenoid and quininoid models were treated as conventional closed-shell 
systems. In general, all computed equilibrium structures were under the constraint of 
planarity, i.e., D211 symmetry. Non planar equilibrium structures, with the restriction to 
D2  symmetry, were, also considered up to n  = 5.
No calculations on the charged systems have been done, the counterions were not 
taken into account for the following reasons:
(i) the explicit interaction between the dopants and the polymer chain are not correctly 
described at the SCF level,
(ii) the complete symmetry optimisation of the longer oligomers, including 
counterions, is exceedingly complicated because there are several minima for each 
oligomer.
3.2.1 Optimisation of Structures
The number and the size of the molecules treated in this chapter are sufficiently large 
to report all the various computed equilibrium structures in full detail. Instead, the 
discussion is restricted to the most important trends in the régularisation of the 
optimised C-C bond lengths occurring upon chain length elongation.
The structural parameters of a phenyl ring converge upon increasing the chain length 
in the neutral benzenoid oligophenyl series. This is immediately and most clearly 
visible in figure 2a, the trends are being shown in the optimised C-C distances of 
planar PPP. With the exception of the most distant rings, the intra- and inter-ring C-C 
distances of the central phenyl ring dimer differ by no more than 0.001Â that of a 
neighbouring or of the second outermost ring.
Fast convergence was also obtained in the case of all benzenoid oligopyrroles and is 
shown in Figure 2b for the case of lOPPy.
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The optimised structure of QIOPP is depicted in Figure 3.2. Whereas the quinonoid 
bond length pattern still remains stable in QIOPP, the influence of the capping 
methylene sp^ groups decays much earlier in the (PP)n series.
R(C-C)[Â]
lOPP
1.50
1.40
1.30
R(C-C)[Â]
lOPPy
QIOPP
1.50
1.40
1.30
10 20 30 40
n(C-C)
QlOPPy
10 20 30 40
n{C-C)
Figure 3.2: Behaviour o f  the C-C bond lengths along the conjugated system o f  (a) 
lOPPj (b) lOPPy, (c) QIOPP and (d) QlOPPy as obtained at the SCF 3-21G level
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The second phenyl ring and all the interior rings display the benzenoid bond-length 
alternation pattern. How the quinonoid oligomers, QnPPP, evolve with increasing 
chain length is illustrated in detail in Figure 3.3 for the cases n = 2-7.
R ( 0 -C ) [Â ] R(C-C)[Â]
Q2PP
Q4PP
n(C-C)
Q3PP
Q5PP
Q6PP
1.46
1.40
1.34
0 10 20
Q7PP
0 10 20 
n(C-C)
30
Figure 3.3: Behaviour o f  the C-C bond lengths along the conjugated system o f  
QnPP oligomers (n = 2-7) as obtained at the S C F 3-21G level
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Of particular interest is the structural behaviour in the QnPP series. From Figure 3.3, 
we leam that the quinonoid bond length alternation pattern is stable up to n = 5 only. 
For larger n, the benzenoid bond length alternation pattern appears abruptly, showing 
essentially already all the structural features encountered for QIOPP, only the 
outermost ring displays a quinonoid structure, whereas all the interior rings are 
benzenoid. Strictly, all the QnPP Systems with n > 5 should more correctly be 
described as biradicals. Of importance in our context is that this transition occurs 
much earlier in the QnPP than nPP.
Optimised energy 
E(nPP) hartrees
Optimised energy 
E (QnPP) hartrees
1 - 229.4 - 305.8
2 - 457.6 - 534.0
3 - 685.9 - 762.3
4 - 914.2 - 990.5
5 - 1142.4 - 1218.7
6 - 1370.7 - 1446.9
7 - 1599.0 - 1675.2
8 - 1827.2 - 1903.5
9 - 2055.5 - 2131.7
10 - 2283.8 - 2360.0
11 - 2512.0 - 2588.3
Table 3.1: Total energies of optimised benzenoid (nPP), and quinonoid (QnPP) 
oligophenyls as obtained at the 3-21G SCF Level (all values in hartrees).
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3.2.2 Energetics
The computed total energies of all the D2 h-optimized oligophenyl species treated in 
this work are collected in Table 3.1. These energies may conveniently be used in a 
spreadsheet manner to illustrate the various regularities in the convergence behaviour 
of these series. For each one of the series one may define:
AE(nPP) = E(nPP) - E[(n - 1)PP]
AE(QnPP) = E(QnPP) - E[Q(n - 1)PP]
Eliminating the energy per phenyl unit:
AAE (QnPP) = AE(QnPP) - AE(nPP)
Obviously, for large n, all three series converge to zero. More interesting is the 
behaviour of the AAE(QnPP) series. As was already visible in the computed 
equilibrium structures of the QnPP species (see Figure 3), the quinonoid bond-length 
alternation pattern is unstable for n > 5.
For larger n, the benzenoid structure prevails in the centre of the oligomers. This 
behaviour is found again in the corresponding total energies and hence also in the 
energy differences.
Between n =6 and n =7, AAE(QnPP) shows a sharp transition, as long as the 
quinonoid structure remains stable, AAE(QnPP) represents just the energy difference 
between the benzenoid and the quinonoid structure ring, which was found to be 
around 88 KJ mol'^ for n = 3. For larger n, AAE (QnPP) quickly approaches zero. 
These AAE (n) values had previously^ been used to determine, exclusively with the 
aid of molecular calculations, which of the two structure types, benzenoid or 
quinonoid, will be the preferred one in a given polyconjugated polymer.
Performing polymer calculations, including periodic boundary conditions, a distinctly 
smaller value 67 KJ/mol ring in favour of the benzenoid structure had been found for 
polypyrrole, respectively.
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Whenever there is a sizeable energy difference per elementary cell between two 
different conceivable regular structures of a polymer, it is to be expected, 
independently of the nature of the terminal groups, that the more suitable structure 
(valence isomer or conformational) will appear at the centre of sufficiently long 
oligomers.
Should the energy difference be too small, then we simply have to expect disorder. 
Therefore, in general, it is difficult to determine the critical oligomer length, e.g., to 
derive a formal relationship that could be used to predict at which oligomer length this 
structural transition occurs in the centre.
It is clear that the critical degree of polymerization will be inversely proportional to 
the energy difference of the smallest repeat unit between the structures. This is in line 
with the finding that the quinonoid structure of the oligopyrroles, QnPy, for which the 
energy difference ring to the aromatic structure is computed to account for only about 
one third of that in the phenyl series, remains stable, up to n = 10 at least. Whereas the 
transition to benzenoid structure occurs already for n = 6 in the case of QPP.
This behaviour could also be related to the stronger symmetrical character of the 
benzene molecule and the oligophenyls compared to that of the pyrrole molecule. 
The oligophenyls justify the use of the planar D2 h structures in the above discussion, 
and a short report of a few results as obtained on D2  structures. The neutral, I)2 h- 
optimised nPP species = 2 to n = 5 are all saddle points of the symmetry order (n - 1), 
an approximate energy difference to the more stable, planar D2  structures of about 15 
kJ/mol inter-ring bond. In the latter, optimised inter-ring torsional angles of 50° were 
obtained. In a recent, methodologically superior calculation at the 6-3IG* basis set^  ^
phenyl, a very similar energy difference of around 14.5 kJ/mol between the D2  and the 
D2 h conformation, together with an optimal torsional angle around 46° were found.
All the D2 h-optimized QnPP species for n = 2-5 are minima. Thus, given the large 
energy difference between planar benzenoid and quinonoid nPP structures ring, the 
explicit consideration of non-planar structures for the longer oligomers does not 
qualitatively alter the scenario.
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3.3 Conclusions
Extensive and systematic calculations of the structures and of the energetics in 
oligophenyls were performed. By considering the series of neutral oligophenyls, 
nPPP, and model molecules, QnPPP, in which the quinonoid structure is initially 
forced by the addition of appropriate edge groups, the picture of distinct energy 
difference in the oligophenyls was obtained, as compared to the case of oligopyrroles. 
The energetic reason for this behaviour lies in the substantially larger energy 
difference ring between benzenoid and quinonoid valence isomers in the case of the 
PPP series. Because of this larger energy difference, it is energetically more 
unfavourable to sustain the quinonoid structure over a larger spatial region.
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Abstract: Ab-initio and semi-empirical calculations have been performed on p- 
phenylene, pyrrole dimers and polymer chains as a function of the torsion angle 
between consecutive aromatic rings. The development of electronic properties such as 
ionization potential, the carbon-carbon bond length between rings, the band gap and 
width of the highest occupied bands were studied. On going from a coplanar to a 
perpendicular conformation, the ionization potential and band gap values increase and 
the band width of the highest occupied bands decreases. However, since the evolution 
of the electronic properties is related to the increase of the overlap between the 
71 orbitals on adjacent rings, the modifications up to a 40° dihedral angle are not very 
important.
4.1 Introduction
A characteristic usually associated with Ti-conjugation is the planarity of the 
compound, which favours a maximum overlap between the n atomic orbitals. It was, 
however, quickly realized that some of the unsaturated organic polymers, which can 
be made conducting on doping, possess chains that are not in a coplanar 
conformation. This is especially true in the case of polymers based on rings such as
poly(p-phenylene) ^ (-C^H^-) n, for n = 5. In poly(p-phenylene), steric interactions 
between hydrogen atoms in ortho positions result in the appearance of a small torsion 
angle between two adjacent phenyl rings of the order of 22.7° with every other ring 
lying in the same plane.
The presence of substituents can also cause a departure from planarity, as has been
recently demonstrated by x-ray diffraction experiments on single crystals of pyrrole
2
oligomers . Polypyrrole itself is coplanar but the decyl derivative is significantly 
2
twisted . Substituents are, in principle, desirable in order to improve on some of the
properties of the parent polymer. For instance, the presence of decyl side-groups
usually leads to a decrease in the oxidation potential value and enhances air stability
2
in the conducting state . Along the polymer chains, every other ring is set to lie in the 
same plane, as is experimentally known to be the situation in poly(p-phenylene)"^.
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The ionization potential (I.P.), band gap (Eg), and bandwidth (BW) values are very 
important in the context of the conducting polymer area. The bandwidth of the highest 
occupied band gives an idea of the electronic delocalization along the chains and can 
be roughly correlated with the mobility of possible charge carriers appearing in that 
band.
The band gap value determines the intrinsic electrical properties of the material, 
subtracted from the ionization potential, it provides the electron affinity, which is 
important with regard to the «-type doping process.
The ionization potential value indicates whether a given dopant is capable of ionizing 
the polymer chains.
This chapter reports a detailed theoretical investigation into the influence of the 
existence of a torsion angle along the chains on the electronic and geometric 
structures of conjugated polymers. Poly(p-phenylene) and polypyrrole were chosen as 
characteristic of this class of polymeric materials. By varying the torsion angle 
between adjacent rings from a coplanar conformation to a perpendicular conformation 
it is possible to study the development of (a) the length of the carbon-carbon bond 
between rings and (b) the ionization potential, the band gap and the width of the 
highest occupied electronic bands. In the following sections, the methodology that has 
been followed is described and the results are presented with respect to biphenylene 
and bipyrrole and polymer chains of the former. Comparison is made with available 
experimental data. Conclusions of this work are given in the last section.
4.2 Experimental/ Initial states
The modelling work presented here was performed on three platforms. The 
simulation of all phenylene compounds was performed on a Silicon Graphics Indigo 
RS4600 and two RS4000 machines. In order to save expensive computer time in 
modelling the polymer, two techniques were used, each of which can be validated by 
comparison with observation at different scale of dimension and the results of each 
level can be used as input to the next higher level of modelling.
The Cerius^ semi-empirical MOP AC and the Gaussian-94 programs^ were used for 
the calculations.
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Calculations on the evolution of the carbon-carbon bond length between rings as a 
function of the torsion angle was performed at the ab-initio Hartree-Fock 3-21G and 
semi-empirical AMI and PM3 level on biphenyl and bipyrrole.
The Austin Model 1 (AMI) is a semi-empirical theory produced by Dewar’s group. 
AMI was designed to eliminate the problems associated with MNDO which were 
considered to arise from a tendency to overestimate repulsions between atoms 
separated by distances approximately equal to the sum of their van der Waals’ radii.
Figure 4,1: Schematic representation of the numbered atoms o f bipyrrole
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In this chapter, not only the length of the bond between the rings was optimized but 
also all bond lengths and bond angles within the rings, (tables 4.1-4.2 and figure 4.1). 
The geometrical parameters were set at the values computed from PM3 geometry 
optimizations on the corresponding dimers.
ATOM BOND
LENGTH/
X Â
BOND
ANGLE/Y“
TORSIONAL
ANGLE/Z»
ATOM ATOM ATOI
C7
C13 1.471 Cl
CIS 1.403 119.98 €13 €7
€17 1.394 120.54 -179.9 €15 €13 €7
€19 1.395 119.73 0.2 €17 €15 €13
€21 1.395 120.18 0.0 €19 €17 €15
€23 1.402 120.88 -179.5 €13 €7 €15
H24 1.101 119.64 -179.7 €23 €13 €21
H22 1.100 120.04 179.8 €21 €19 €23
H20 1.100 119.3 179.9 €19 €17 €21
HIS 1.099 120.09 -179.9 €17 €15 €19
H16 1.101 119.64 -179.4 €15 €13 €17
€5 1.402 120.58 40.1 €7 €13 €15
€3 1.393 120.75 179.5 €5 €7 €13
€1 1.395 120.02 0.0 €3 €5 €7
€11 1.395 119.64 0.1 €1 €3 €5
€9 1.402 120.65 179.5 €7 €13 €5
HIO 1.100 119.85 -179.5 €9 €13 €5
H12 1.100 119.87 179.4 €11 €1 €9
H2 1.099 120.21 180.0 €1 €3 €11
H4 1.100 119.90 -179.8 €3 €5 €1
H6 1.101 119.55 -179.7 €5 €7 €3
TABLE 4,1: Table showing the geometry of the atoms in the biphenylene derived 
from MOPAC using PM3, The atomic numbering scheme is shown in figure 4,1,
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The optimized geometries inside the rings are in very good agreement with the 
available x-ray-, neutron-, or electron-diffraction data on the phenyl oligomers'^ and 
bipyrrole^.
The crystal structure of biphenyl belongs to the monoclinic system and the space 
group P2%/a-C2h with two molecules per cell, a = 7.82 Â, b = 5.58 Â, c = 9.44 Â, and
a  =94.620°. Calculations were performed for values of the torsion angle of 0°, 20°, 
40°, and 90°, as well as 120° and 180° in the case of bipyrrole.
ATO
M
BOND
LENGTH/
XÂ
BOND
ANGLE/Y°
TORSIONAL
ANGLE/Z”
ATOM ATOM ATOI
N4
C3 1.362 N4
C14 1.438 126.14 C3 N4
C13 1.362 126.03 -179.0 C14 €3 N4
C12 1.360 109.37 -180.0 N13 €14 €3
C ll 1.397 108.36 0.0 C12 N13 €14
CIO 1.401 107.92 180.0 C14 N13 €3
HIS 0.950 126.33 -180.0 CIO €14 € 1 1
H16 0.950 126.52 180.0 C ll € 1 2 € 1 0
H47 0.951 125.82 180.0 € 1 2 N13 € 1 1
H17 0.900 125.21 180.0 N13 €14 € 1 2
C2 1.401 107.92 180.0 €3 N4 €14
C l 1.394 107.31 0.0 € 2 €3 N4
CS 1.360 109.36 -180.0 N4 €3 €14
H9 0.950 125.84 180.0 €5 N4 € 1
H6 0.950 126.48 -180.0 € 1 € 2 €5
H7 0.950 126.35 -180.0 € 2 €3 € 1
H8 0.900 125.33 -180.0 N4 €3 €5
TABLE 4,2: Table showing the geometry of the atoms in the bipyrrole derivedfrom 
MOPAC using PM3,
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The geometries obtained at the PM3 level for each torsion angle, serve then as input 
for calculations performed on the pentamer chains.
These calculations have been shown to provide reliable values for ionization potential 
(I.P.), band gap (Eg), and bandwidth (BW) in nitrogen-containing conjugated 
polymers.
4.3 Results and Discussion
4.3.1 Modelling of the electronic and physical properties as a function of the 
torsion angle in biphenylene and poly(p-phenylene)
Before commencing the modelling of the poly(p-phenylene) and polypyrrole, the 
modelling of the dimer unit was performed. The determination of an ideal model of 
each of the constituent parts of the polymers was sought.
In the case of biphenyl the most stable conformation arises when the torsion angle is 
about 0°, in this study the results are 40° for AMI and 0° for PM3 which is much 
more advanced as was mentioned in the previous section. This is consistent with the 
42° estimate from diffraction data on gaseous biphenyl^, as well as with ab-initio 
double-Ç calculations which predict a 32° torsion angle value^ and molecular 
mechanics calculations which yield a 39° value^. Both the 40° torsion and the 
perpendicular conformations are about 2.0 kcal/mol less stable than the coplanar angle 
situation at the 3-21G level and about 2 kcal/mol less stable at the molecular
mechanics level.^ The double-Ç calculations result in the 40° torsion and 
perpendicular conformations being, respectively 1.8 and 4.5 kcal/mol less stable than 
the optimal conformation^. In the solid state, crystal packing effects result in a 
decrease of the torsion angle down to 22.7°. The main reason behind the larger 
stability of a twisted conformation has to be found in the steric interactions between 
the hydrogen atoms in ortho positions.
72
Chapter 4 University o f Surrey 1999
Angle nPP(3-21G) nPP(PM3) nPPy(3-21G) nPPy(PM3)
0° 1.469 1.471 1.440 1.438
20° 1.466 1.465 1.425 1.422
40° 1.460 1.460 1.422 1.418
90° 1.466 1.465 1.424 1.422
TABLE 4,3, Evolution, as function of the torsion angle between the rings, of the 
3-21G and PM3 inter-ring bond length, in Â,for biphenylene (nPP) and bipyrrole 
(nPPy) n=2.
For a 0° torsion angle, the shortest distance between two ortho hydrogens belonging 
to different rings is only of the order of 1.9 Â, it goes up to about 2.4 Â when the twist 
angle increases to 40°.
The dependence of the bond length between the rings on the torsion angle is presented 
in Table 3. In all molecules, the most stable conformation leads to the shortest inter­
ring bond length. In the case of biphenyl, the shortest bond length was found for 0° is 
1.471Â and for the 40° torsion angle conformation the shortest bond length is equal to 
1.460Â. As the rings go toward a more coplanar conformation, the inter-ring bond 
length elongates in order to compensate, at least partly, for the increasing steric 
interactions between ortho hydrogens and eventually reaches a 1.471 Â length.
This is even longer than the 1.466Â value optimized for the perpendicular case.
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Figure 4.2: Schematic representation o f the highest occupied molecular orbitals 
(HOMO) of bipyrrole(+ve is yellow and -ve is blue).
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Identical trends are found at the double zeta basis set level^. It is interesting to 
examine the 3-21G bond orders, as obtained from a Mulliken population analysis, in 
the coplanar conformation. Within the rings, the n contributions to the total carbon- 
carbon bond orders range between 22% and 28%. For the inter-ring bond order, the n 
contributions are only of the order of 5%. This is consistent with the fact that the 
inter-ring bond in biphenyl is essentially a single bond between sp^ carbons, whose
standard length is usually considered to be about 1.50-1.51Â Experimentally, the 
inter-ring bond"  ^ is estimated to be 1.50 Â. The ionization potential is simply 
calculated by taking the inverse of the energy of the highest occupied molecular 
orbital (HOMO). In these conjugated molecules, the HOMO in the coplanar 
conformation o f course has n character. Figures 4.2,4.3.
As the torsion angle increases, so does the ionization potential value, as expected.
The perpendicular conformation yields a value which is 1 .3 eV larger than that for 
the coplanar situation. The evolution of the I.P. up to 90° can be very well fitted by a 
cosine function^®, as is illustrated in the following way:
hP.% = I.P.Q + [(I-P-90 - I-P-oWl - cosx)]
where I.P.%^ is the ionization potential value for a torsion angle of This indicates 
that the electronic interactions between the rings, as far as the highest occupied levels 
are concerned, decreases in the same way as the overlap between the n atomic orbitals 
on adjacent rings. For the 40° torsion angle conformation, the I.P. has increased only 
by some 0.35 eV with respect to the 0° case.
In the case of biphenyl, our results are in agreement with those reported on the basis 
of PM3 calculations which indicate a 0.36 eV increase in the I.P. value when going 
from the coplanar case to the 40° torsion angle situation^®. In Tables 4-5, the evolution 
of the ionization potential as a function of torsion angle along the chains was 
collected.
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The band gap, and the bandwidth of the highest occupied bands for poly(p-phenylene) 
(PPP), pentamer, is 1.5-2.0 eV.
In the solid state, poly(p-phenylene) pentamer presents a torsion angle of 22.7° 
between adjacent rings.
Angle IP(AM1) IP(PM3) BW(AM1) BW(PM3) Eg(AMl) Eg(PM3)
0° 7.20 7.20 3.80 3.79 3.44 3.44
20° 7.30 7.30 3.50 3.47 3.44 3.60
40° 7.55 7.56 2.71 2J3 4.20 4.20
60° 7.99 8.00 1.70 1.69 5.10 5.10
90° 8.50 8.51 0.20 0.18 5.63 5.65
TABLE 4,4. Evolution, as a function of the torsion angle between adjacent rings of 
the PM3 and AMI ionization potential IP, band gap Eg and band width BW of 
highest occupied bands in poly(p-phenylene) in eV,
The PM3 calculated values lower the ionization potential values presented in these 
tables, in order to account for the polarization energy factor. In the solid state, the 
presence of surrounding chains makes it easier to extract an electron from a given 
chain than in the gas phase.
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Angle IP(AM1) IP(PM3) BW(AM1) BW(PM3) Eg(AMl) Eg(PM3)
0° :T.85 3.85 5.30 5.28 3.80 3.79
20° 3.99 3.97 4.90 4.89 4.14 4.13
40° 4.35 4.31 3.88 3.86 5.01 5.07
90° 6.04 6.04 0.66 0.61 6.25 6.29
TABLE 4,5. Evolution, as a function of the torsion angle between adjacent rings, of 
the PM3 and AMI ionization potential, band width of the highest occupied bands 
and band gap in polypyrrole in eV,
By comparing the results for the 0° and 20° torsion angle situations in table 4.4, it 
may be concluded that a 22.7° twist has only a small effect on the electronic 
properties which are believed to be of importance in the conducting polymer field. 
This is shown by the AMI results, where with respect to the coplanar conformation, 
the I.P. is higher by 0.1 eV and the band gap by 0.2 eV.
The calculation’s 7.2 eV I.P. value at 0° in this work for PPP agrees well with the 7.0-
7.1 eV experimental estimate. 1^
The differences between the ionization potentials at 0° and 90° torsion angles is, as 
could be expected due to greater overlapping at 0° suitation, larger than in the dimer 
case. The energy gap and the band-width one the other hand are increasing for exactly 
the same reasons.
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4.3.2 Modelling of the electronic and physical properties as a function of the 
torsion angle in bipyrrole and polypyrrole
The most stable conformation is the coplanar conformation where the rings alternate 
in such a way that heteroatoms point in opposite directions.
This is in agreement with x-ray diffraction data on bipyrrole and with the results of 
AMI semi-empirical calculations on bipyrrole. At the semi-empirical level, the 
perpendicular conformation for the bipyrrole molecule is more than 4 kcal/mol higher 
in energy than the trans conformation (126°).
Among the coplanar conformations, the cis case is less stable than the trans case by 
2.5 kcal/mol for bipyrrole. Thus these calculations confirm the experimental findings 
that the most stable conformation of polypyrrole corresponds to coplanar chains in 
which rings alternate.
In bipyrrole the inter-ring bonds are calculated to be smallest in the coplanar 
conformation. They are significantly shorter than in biphenyl, i.e. 1.50 Â in coplanar 
biphenyl.
The x-ray diffraction experiments in bipyrrole and terpyrrole call for an even shorter 
inter-ring bond, of the order of 1.46 K?
Although the inter-ring bonds in bipyrrole are calculated to be shorter than in 
biphenyl, the % contributions to the inter-ring bond order for the coplanar 
conformation do not increase significantly relative to the biphenyl case.
The 71 contributions represent about 6% of the total inter-ring bond order in the case 
of bipyrrole. This suggests that the shortening of the inter-ring bond does not imply 
increased double-bond character of that bond but rather constitutes a genuine feature 
of an sp^-sp^ single bond between rings in these aromatic hetero compounds. This 
interpretation is supported by the fact that the inter-ring bond elongates by a very 
small amount as we go toward the perpendicular conformation.
If the inter-ring bond had more significant double-bond character in the coplanar 
conformation, we would expect it to shorten by up to 1.46-1.47 Â in the perpendicular 
conformation, as it does in biphenyl.
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It should be noted that the 0.016 Â increase of the inter-ring bond length calculated 
when going from coplanar to perpendicular bipyrrole is in fair agreement with the 
comparison of x-ray diffraction data on bipyrrole^. In the latter compound, the bond 
between rings that are tilted at 66° with respect to one another is 1.461 Â, which is 
0.013 Â longer than the 1.448 Â experimental value in coplanar bipyrrole.
The evolution of the electronic properties in polypyrrole is similar to that in PPP. For 
instance, with respect to the coplanar situation, the I.P. values at 40° torsion angle are 
larger by 0.35 eV in PPy and 0.50 eV in PPP. Compared to those of other conjugated 
polymers, the I.P. in coplanar PPy is very low, of the order of 4.0 eV in the solid state. 
This is 3.1 eV lower than in PPP^\ which accounts for the fact that PPy can be doped 
by much weaker acceptors than PPP, is very stable in the air when doped, but unstable 
in air in the neutral form^. PPy has an I.P. value sufficiently lower that of PPP, to 
enable it to be doped with halogens.
As shown in Table 5, the band gap in PPy increases as there is a small departure from 
planarity, figure 4 represents a coplanar structure with no helicity. It must be stressed, 
however, that the AMI and PM3 calculations suggest that the first optical transition of 
the polymer would be slightly lowered if the chain had a small degree of helicity. This 
latter result is due to the fact that in PPy, the highest occupied band has no 
contributions from the atomic orbitals on the nitrogen atoms and that, therefore, 
substitution on the nitrogens does not modify the electronic characteristics of that 
band.
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Figure 4.4: Schematic representation of planar polypyrrole
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4.4 Conclusions
Ab-initio calculations can be extremely expensive in terms of the computer resources 
required. Nevertheless, improvements in computer hardware and the availability of 
easy-to-use programs have helped to make ab-initio methods. Furthermore, by the 
incorporation of parameters derived from experimental data some approximate 
methods can calculate some properties more accurately than even the highest level of 
ab-initio methods.
All the properties we have considered so far were also determined using semi- 
empirical methods. A presentation of 3-21G, AMI and PM3 calculations on 
polymeric materials have been made for poly(p-phenylene) and polypyrrole. A study 
of IP, BW and Eg is presented as a function of the torsion angle along the chains of 
the evolution of electronic properties of interest in the conducting polymer area. As 
the torsion angle between adjacent rings increases, the ionization potential and band 
gap values increase and the bandwidth of the highest occupied bands decreases. The 
evolution of these electronic properties, in particular the ionization potential can be 
well fitted by a cosine function. This indicates that in these conjugated systems, the 
electronic interactions between rings decrease as a function of the overlap between the 
p atomic orbitals on adjacent rings, as far as the highest occupied and lowest 
unoccupied electronic levels are concerned.
In both cases the coplanar conformation is consider the best for Ti-overlapping and 
maximum conductivity.
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Abstract : This chapter concentrates on poly(p-phenylene) (PPP). Detailed atomistic 
molecular models have been developed with the help of molecular mechanics and 
semi-empirical quantum mechanical calculations using the Cerius^ and MOPAC 
(version 6.0) program packages and structural, volumetric, and mechanical properties, 
e.g. geometrical values and density, have been calculated using simulations on these 
models.
The results from both methods have been compared with experimental data and 
conclusions have been drawn about the methodology and the approximations used. 
This study was used to validate the existing molecular simulation software; to produce 
force fields, appropriate for the reliable molecular simulation of chemically-complex 
polymer systems and to develop a reliable methodology for calculating structural, 
physical and mechanical properties that will be generally applicable to conductive 
polymers.
5.1 Introduction
There has been a wealth of previous work on the theoretical investigation of 
conducting polymers. Starting from simpler systems, e.g., the modelling of biphenyls 
and terphenyls both from an academically interesting viewpoint and also from a 
technological viewpoint (see reference 1 for an overview of the study of conjugated 
polymers and oligomers from a quantum chemical angle). A major area of research 
has also focused on the electronic structures of conjugated polymers in order to 
understand the band gaps in these materials. To this end, the theoretical calculation of 
electronic structures of conducting polymers have been studied by Salanaek and 
Bredas^, overviewed by Bredas^ and applied to statistical and block copolymers of 
PPP and polyacetylene by Quattrocchi, DosSantos and Bredas" .^ Much study of the 
electronic and optical properties of PPP-co-vinylene polymers^ and oligomers^ has 
also been undertaken due to the interesting nonlinear optical properties of these 
oligomers^. Of relevance to this work, is a study on the vibrational spectra of Li- 
doped biphenyl using ab-initio calculations by Irle^.
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This system was studied as a model for bipolaronic effects but the presence of dopants 
is excluded in this work. The effect of torsion angle on the structural and electronic 
properties of a cyano-substituted (p-phenylene-co-vinylene) polymer has also been 
investigated theoretically by Fahlman and Bredas^, although the linking group is a 
vinylene moiety in their paper and the presence of the cyano group further 
complicates the issue.
There is some discussion in the literature regarding the molecular orbital method best 
suited to calculating electronic structures, e.g.. Comil, Beljonne and Bredas^ use AMI 
(Austin Model 1) geometries coupled with fNDO/CI (intermediate neglect of 
differential overlap/configuration interaction) which reproduces the localisation of 
charge carriers better than the corresponding UHF (unrestricted Hartree-Fock) 
method. They noted that the INDO/CI approach allows the analysis of the linear and 
nonlinear optical response, as this is the property of most interest to them. This study 
is primarily focused on the vibrational spectra and not the electronic properties, so a 
semi-empirical method has been chosen to reproduce the geometries.
5.2 Experimental/ Initial states
5.2.1 Modelling the p-phenylene monomer
The modelling work presented here was performed on three platforms. The work on 
modelling of all the phenylene compounds was performed on a Silicon Graphics 
Indigo RS4600 and two RS4000 machines. The software used on these was Cerius^ 
and Insight again supplied by Molecular Simulations Inc^ ®.
As in the previous chapter, two techniques were used, each of which can be validated 
by comparison with observation at each scale of dimension and the results of each 
level can be used as input to the next higher level of modelling.
Before commencing the modelling of the poly(p-phenylene), the modelling of the 
single monomer units was performed. The determination of an ideal model of each of 
the constituent parts of the polymers was modelled.
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In this brief study, experimental data, (taken from biphenyl models for lignin 
investigated by x-ray Crystallography and NMR spectroscopy^^ and deposited in the 
Cambridge Crystallographic Database^^), for the constituent monomer were used, as 
this seemed to be the ideal data, from which to start the modelling. The minimised 
structure using MOPAC and the structure minimised with partial charges, were 
analysed in terms of their energy and geometric values.
5.2.2 Molecular orbital modelling of poly(p-phenylene)
The repeat unit of the poly(p-phenylene) (comprising two sub-units) to be used in the 
simulation was built using the molecular orbital model in the experimental section. 
The repeat unit in this case was designed to have one ‘head’ and one ‘tail’ so that the 
model would link up into a linear thermoplastic polymer. Random structures were 
generated by the amorphous builder at a default temperature of 273.15K.
The unit cell parameters and space group information for (p-phenylene) are shown 
below:
Fixed coordinate svstem: Cartesian
Cell parameters: a= 4.52Â, b= 9.1Â, c= 2.8Â
Cell angles: a=90°, p=90°, y= 90°
Space group information 
Full name: PI 
Lattice type: Monoclinic A 
Lattice centring: Primitive 
Lattice points at ( 0, 0, 0)
Poly(p-phenylene) (comprising two and three sub-units) was modelled using 
MOPAC included in the Cerius^ environment, the polymer modelling package 
from Molecular Simulations Inc.
The method used was AMI, one of the default methods present in the modelling 
package as MNDO, AMI. An initial model was built with the 3-D sketcher from 
crystal data taken from the Cambridge Crystallographic Database^^.
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Geometry optimisation and frequency calculations using MOPAC were performed on 
the system using atoms with partial atomic charges calculated from MOPAC on the 
system. The results of the geometries are presented in Table 5.1.
The geometry of the resulting systems was measured. This consisted of the relevant 
bond lengths, bond angles and torsional angles of the system and a comparison with 
experimental results is given in Tables 5.2, 5.3 and Figure 5.1.
ATOM BOND
LENGTH/
X Â
BOND
ANGLE/Y°
TORSIONAL
ANGLE/Z°
ATOM ATOM ATOI
Cl
C13 1.46 €7
CIS 1.40 119.9 €13 €7
C17 1.39 120.5 -179.9 €15 €13 €7
€19 1.39 119.7 0.2 €17 €15 €13
€21 1.39 120.2 0.0 €19 €17 €15
€23 1.40 120.9 -179.5 €13 €7 €15
H24 1.10 119.6 -179.7 €23 €13 €21
H22 1.10 120.0 179.8 €21 €19 €23
H20 1.10 119.3 179.9 €19 €17 €21
HIS 1.09 120.1 -179.9 €17 €15 €19
H16 1.10 119.6 -179.4 €15 €13 €17
€5 1.40 120.6 40.1 €7 €13 €15
€3 1.39 120.7 179.5 €5 €7 €13
€1 1.30 120.0 0.0 €3 €5 €7
€11 1.39 119.6 0.1 Cl €3 €5
€9 1.40 120.6 179.5 €7 €13 €5
HIO 1.10 119.8 -179.5 €9 €13 €5
H12 1.10 119.8 179.4 €11 Cl €9
H2 1.09 120.2 180.0 €1 €3 €11
H4 1.10 119.9 -179.8 €3 €5 Cl
H6 1.10 119.5 -179.7 €5 €7 €3
Table 5.1: Table showing the geometry of the atoms in the biphenylene derived 
from MOPAC using AMI.
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Figure 5.1: Graphical representation of the numbered atoms of biphenyl. Dotted 
Connolly surface and a charge density surface are also showed.
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ATOM EXPERIMENTAL 
BOND LENGTH/X
Â
SIMULATED 
BOND LENGTH/X
Â
ATOM ATOM ATOM
C7
C13 1.46 1.46 €7
CIS 1.40 1.40 €13 €7
€17 1.38 1.39 €15 €13 €7
€19 1.38 1.39 €17 €15 €13
€21 1.38 1.39 €19 €17 €15
€23 1.40 1.40 €13 €7 €15
H24 1.10 1.11 €23 €13 € 2 1
H22 1.10 1.10 € 2 1 €19 €23
H20 1.10 1.10 €19 €17 € 2 1
HIS 1.10 1.09 €17 €15 €19
H16 1.10 1.10 €15 €13 €17
€S 1.40 1.40 €7 €13 €15
€3 1.38 1.39 €5 €7 €13
€1 1.38 1.39 €3 €5 €7
€11 1.38 1.39 Cl €3 €5
€9 1.40 1.40 €7 €13 €5
HIO 1.10 1.10 €9 €13 €5
H12 1.10 1.10 € 1 1 Cl €9
H2 1.10 1.09 € 1 €3 € 1 1
H4 1.10 1.10 €3 €5 € 1
H6 1.10 1.10 €5 €7 €3
Table 5.2: Table comparing experimental and simulated bond lengths of the atoms 
in the biphenylene
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ATOM EXPERIMENTAL
TORSIONAL
ANGLE/Z»
SIMULATED
TORSIONAL
ANGLE/Z°
ATOM ATOM ATOI
C7
C13 €7
CIS €13 €7
€17 -179.9 -179.9 €15 €13 €7
€19 0.3 0.2 €17 €15 €13
€21 0.0 0.0 €19 €17 €15
€23 -179.4 -179.5 €13 €7 €15
H24 -179.7 -179.7 €23 €13 €21
H22 179.9 179.8 €21 €19 €23
H20 179.9 179.9 €19 €17 €21
HIS -179.8 -179.9 €17 €15 €19
H16 -179.3 -179.4 €15 €13 €17
€S 40.0 40.1 €7 €13 €15
€3 179.5 179.5 €5 €7 €13
€1 0.0 0.0 €3 €5 €7
€11 0.0 0.1 €1 €3 €5
€9 179.5 179.5 €7 €13 €5
HIO -179.5 -179.5 €9 €13 €5
H12 179.3 179.4 €11 Cl €9
H2 180.0 180.0 €1 €3 €11
H4 -179.8 -179.8 €3 €5 €1
H6 -179.8 -179.7 €5 €7 €3
Table 5.3: Table comparing experimental and simulated torsional angles of the 
atoms in the biphenylene.
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Figure 5.2: colour (light blue) surface plot of charge density inside a grid, radius of  
0.5 angstrom, o f poly(p-phenylene).
Previous work has indicated the close correlation between the bond lengths produced 
by the AMI method, ab-initio molecular orbital calculations using the 3-21G basis set 
and experimental results for phenyl rings^^ and our results also agree with this 
conclusion.
In two experimental cases^ "^ '^ ,^ the dimer has characteristic inter-ring bond distances 
of 2.0-3.2 A which are very similar to the simulated inter-ring bond distance of 2.6 A. 
The frequency calculations were used to simulate the vibrational spectrum of po\y{p- 
phenylene), these results are discussed in section 5.3.1.
V
92
Chapter 5__________________________________ University o f Surrey 1999
5.2.3 Molecular mechanical modelling of poly(p-paraphenylene)
Poly(p-paraphenylene) (six, eight, and ten sub-units) was modelled using Cerius^, the 
polymer modelling package from Molecular Simulations Inc. The force field used was 
Dreidingll^^, the default force field present in the modelling package. An initial model 
was taken from the validated model from the previous section.
Minimisation using the conjugate gradient technique^^ was performed on the system, 
until energy convergence of <0.01kcal/mol was obtained, using atoms without partial 
charges and with atomic partial charges calculated by the Gasteiger method on the 
system. The results of this stage of the modelling are presented in Tables 5.4, 5.5.
The geometry from a MOPAC calculation was also calculated. This consisted of the 
relevant bond lengths, bond angles and torsional angles of the biphenyl applied in a 
much larger system of ten sub-units. Table 5.1 and Figure 5.3.
Minimised with no charge (kcal/mol)
VALENCE TERMS
Bonds 17.9
Angles 2.7
Torsions 40.8
Inversions 0.1
NON BOND TERMS
Van der Waals 108.2
Electrostatic No charges
Total Energy 170.0
Table 5.4: Table showing the energy of the poly(p-paraphenylene) after 
minimisation with no partial atomic charges added.
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Minimised with charge (kcal/mol)
VALENCE TERMS
Bonds 18.8
Angles 2.2
Torsions 42.7
Inversions 0.1
NON BOND TERMS
Van der Waals 106.3
Electrostatic 25.9
Total Energy 196.1
Table 5.5: Table showing the energy of the poly(p-phenylene) after minimisation 
with partial atomic charges from the Gasteiger method added.
The repeat unit of the /?-phenylene (10 sub-units) to be used in the simulation was 
built using the molecular mechanical model described in the experimental section. 
The repeat unit in this case was designed to have one ‘head’ and one ‘tail’ so that the 
model would link up into a linear polymer. Ten random structures were generated by 
the amorphous builder using Monte Carlo methods at a simulated temperature of 
273.15K.
The unit cell parameters and space group information for /?-phenylene are shown 
below:
Fixed co-ordinate system: Cartesian 
Cell parameters: a= 4.52Â, b= 46Â, c=2,8Â 
Cell angles: a=90°, p=90°, y= 90°
Space group information 
Full name: PI 
Lattice type: Monoclinic A 
Lattice centring: Primitive 
Lattice points at (0, 0, 0)
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Figure 5,3: Schematic representation of a monoclinic cell ofpoly(p-phenylene) with 
ten sub-units using a red Miller plane (h=l,k=0fl=0) and a grid. Dotted connolly 
surface and a coloured charge density surface are also showed.
The coimolly surface fonction can be used to calculate and display a Van der Waals’ 
(VDW) surface. It is the VDW surface of the molecule that is accessible to a solvent 
molecule. Rolling a probe sphere over VDW surface of the molecule generates the 
surface. When the probe is in contact only with one atom, the Connolly surface is 
equivalent to the VDW surface. If the probe is in contact with two or more atoms the 
Connolly surface is equivalent to the underside surface of the probe sphere.
It was interesting to observe the same torsional angle C5-C7-C13-C15 (40°) in all the 
calculations in both semi-empirical and molecular mechanical methods and the 
conclusion could be that there was a possibility a deep local minimum was observed.
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Interestingly a 30°-torsion angle between the rings is found from electron diffraction 
studies of stilbene^^.
5.3 Results and Discussion
5.3.1 Semi-empirical calculations on the structural and electrical properties of 
poly(p-paraphcnylcnc)
Because of the insolubility of PPP, vibrational spectroscopic techniques have been 
widely used for its characterization. The experimental vibrational spectrum of PPP^^ 
is illustrated in Figure 5.4. No transmittance values are given in this paper.
Figure 5.4: Vibrational spectrum, obtained from a KBr disk, of the experimental 
PPP.
3600 2800
W avenum ber  (cm-1)
2000 1200 400
The characteristic vibrational absorptions of PPP were located around 650-900cm' . 
The absorption peak at 805 cm"^  is due to the out of plane C-H vibration of PPP, the 
absorption peaks that appeared at 690 and 754 cm'^ were attributed to the out-of-plane 
deformation of the C-H groups of benzene rings.
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On the other hand, the peaks at 2854 and 2992cm'^ indicated that the PPP was not 
completely aromatized, for these peaks were attributable to the C-H stretching 
vibration of alkanes.
Vibrational spectroscopy has also been employed for approximate molecular-weight 
determinations. Vibrational absorption band intensities and frequencies have been 
used as a base for a theoretical study of the electronic structure of PPP^^. More 
recently, vibrational spectra have been used in comparisons of PPP samples prepared 
by different routes^ '^^^. Information regarding structural changes in PPP brought about 
by doping with electron donors or acceptors^^. The ratio of wowo-substituted to para- 
disubstituted C-H out-of-plane absorption band intensities and the frequency of the 
para band in the vibrational spectrum can yield a lot of information, like the 
overlapping of orbitals and thus the conductivity of the molecule.
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Figure 5.5: Vibrational spectra of (both IR and Raman active modes are shown)the 
simulated PPP with a lorentzian peak shape fit.
97
Chapter 5 University o f Surrey 1999
In this simulation (using MOP AC), Figure 5, the vibrational spectrum looks similar to 
the experimental one, even if the intensities were not reproduced due to the fact that 
the experimental was not giving a lot of information about intensities (Table 6). The 
para substitution band can be seen in it, but because in the model the structure is fully 
aromatic, peaks from impurities like those at 2854 and 2922cm"^ cannot be observed. 
The band gap is an important factor in determining electrical properties such as 
electrical conductivity, which is, to the simplest possible approximation, the energy 
difference between the highest occupied molecular orbital (HOMO) and the lowest 
unoccupied molecular orbital (LUMO). If the magnitude of the band gap becomes 
smaller, the electrical conductivity increases.
VIBRATIONAL
INTENSITY
km/mol
WAVENUMBER OF 
SIMULATEDFREQUENCY 
BY PM3 (cm* )
WAVENUMBER OF 
EXPERIMENTAL 
FREQUENCY (cm *)
16.0 645
7.5 690.9
146.7 795.3 795
10.7 827.2 826
34.4 1589.6
75.5 - 2854
30.1 - 2922
11.5 3181.0
13.2 3181.9
13.8 3187.9
23.4 3188.9
72.6 3191.0
91.6 3191.9
69.5 3201.1
Table 5.6: Table comparing experimental and simulated vibrational data from  
MOPAC of poly(p-phenylene) highest intensity modes are underlined.
The energy gap for the undoped aromatic form, the only one for PPP, was 7.9eV, very 
close to the undoped polypyrrole value^^of 5.1eV. Doping the polymer will decrease 
the energy gap and enhance conductivity.
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5.3.2 Molecular mechanical calculations on the structural, physical and 
mechanical properties of poly(p-phenylene)
The quality of the simulation depends on how well the model simulated represents the 
polymer under study and a good indication of this comes from the calculated density. 
The experimental value for undoped poly-(p-phenylene) was 1.290 g/ml and the 
calculated density for poly-(p-phenylene) was 1.301 g/ml, close to the value of the 
density of another conducting polymer, polypyrrole^^, simulated at 273.15K in 
chapter 7.
After changing the number of repeat units from 6 to 10 in the cubic cell the density 
remains constant, showing the good choice of model.
Molecular dynamics simulations of the model were not used to calculate Tg because 
poly(p-phenylene) does not display a glass transition temperature, once it has been 
graphitized at 2800 °C.
Experimentally, the most intense x-ray reflection is observed at about 4.53 Â and has 
been attributed to the lateral packing of the PPP chain^^.
Similar results have been obtained from electron diffraction^" '^^  ^ and neutron 
diffraction^ '^^ .^
Previous x-ray diffraction results were not able to distinguish between monoclinic and 
orthorhombic unit cells^^'^^'^\ From one electron diffraction study the unit cell was 
proposed to be monoclinic^'^. Neither the diffraction pattern of the upper layers in a 
fibril nor the inter-reticular distance (reflection 002) could be explained on the basis 
of an orthorhombic system. However, a second investigation, employing oriented, 
annealed PPP, yielded an electron diffraction pattern attributable to an orthorhombic 
unit cell^ .^
Using the molecular mechanical model, the distance between poly(p-phenylene) 
backbones was observed at 4.52-4.53Â and therefore it was found to be in agreement 
with reference^"  ^ as this model possesses a monoclinic A unit cell. Simulation 
comparing a monoclinic A to an orthorhombic unit cell showed that the first was in a 
lower energy state than the second.
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Variables that were examined experimentally by others which influenced the 
mechanical properties include, e.g., factors affecting the tensile strength of PPP. Good 
results were obtained from pellets of PPP that gave a value of 520 MPa for the tensile 
strength at room temperature. The irregularity or smoothness of the powder affected 
the tensile strength by altering the structure, as determined by scanning electron 
microscopy. The tensile strength could be altered substantially by changes in 
monomer concentration and speed of stirring. There was little, or no correlation 
between fabricated strength and the crystallinity as judged by x-ray diffraction^^.
The model with six phenyl rings using the mechanical properties module of Cerius^ 
shows values <1000 MPa at room temperature. Theoretically, a model should possess 
a higher value because of its perfect aromatic structure.
Mechanical properties of fabricated PPP were compared to those of commercial 
polyimide and carbon graphite, and were found to fall between the two^^.
PPP retains toughness over a wide range but is inherently less tough than a polyimide. 
In this temperature air-ageing study^^, property retention is similar to that of 
polyimide, but the values were lower at the start. It seems that metal-containing 
impurities, probably mostly copper, accelerate the oxidative degradation of PPP. The 
high-temperature hydrolytic stability of the aromatic polymer was excellent, as would 
be expected.
An unusual phenomenon was observed in the ablation-compaction of PPP. When a 
compacted sample drilled with holes was heated at 590°C under hydrogen, the 
recovered sample resembled the starting very closely except that it was substantially 
smaller in all dimensions, including the holes. The overall conduction could be as 
much as 80%. Apparently, as the pore volume increases during ablation, surface area 
increases, in conflict with the thermodynamics that requires minimisation of surface 
area. Contraction occurs in order to minimise the energy. No other polymer tested 
gave a similar result suggesting that PPP may be unique in this property. Other 
mechanical properties are addressed in some reviews^ '^^^.
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5.4 Conclusions
In this study computational techniques, e.g. molecular orbital and mechanical 
methods, were used to calculate and compare physicochemical and mechanical 
properties of energy minimised conducting polymers with experimental data from the 
literature.
The poly(p-phenylene) is an ideal molecule for the use in the studies of conductivity 
studies in polymers by computational and experimental techniques due to the nature 
of the phenylene backbone.
The values of physical, chemical and mechanical properties found in the literature for 
the conducting poly(p-phenylene) were close to those derived from modelling ones. 
An explanation could be that semi-empirical parameters and the force fields deriving 
from them, models these molecules well and the amount of simulation time required 
for these specific linear polymers was adequate.
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Abstract: This chapter concentrates on polypyrrole. Detailed atomistic molecular 
models have been developed with the help of ab initio and semi-empirical quantum 
mechanical calculations.
The vibrational spectra of isolated pyrrole monomers and oligomers from n = 1 and 2, 
where n is the number of structural repeat units used, have been computed using the 
ab initio 3-21G basis set. The results obtained are compared with data for the case of 
oligomers with n = 2 to 5 for both neutral benzenoid and quinonoid oligopyrroles, 
from semi-empirical predictions obtained by AMI and PM3. The trends in the 
computed harmonic force fields, vibrational frequencies and intensities are monitored 
as a function of the chain length. The data are analyzed in conjunction with the trends 
in computed equilibrium geometries.
Also the examination of the heat of formation of these two degenerate forms 
(quinonoid and benzenoid) has been conducted with respect to increases in the 
number of rings and the change of methods from AMI to PM3.
6.1 Introduction
Polymers with conjugated backbones display unsual electronic properties such as low 
ionisation potentials\ and high electron affinities^, this results in a class of polymers 
that can be oxidised or reduced more easily and more reversibly than conventional 
polymers. Electronically conducting polymers are an extremely promising category of 
materials. In practice, most electronically conductive polymers are not easily 
processable in their pure form.
Vibrational spectroscopy is one of the most important and promising tools for the 
characterization of organic, polyconjugated polymers in the undoped, as well as in the 
doped state^.
However, particularly in the doped case, detailed information on the microstructure of 
the materials in terms of bond lengths and bond angles is not easily derived because 
of the substantial amount of disorder present. In the doped state, localized charged 
defects are formed on the polymer chains^. These arise because of the interaction with 
the dopant and the subsequent electron transfer to or from the dopant.
105
Chapter 6__________________________________ University of Surrey 1999
The nature of the defects, their structure, including that of the counterion position, and 
their role in the conduction process, is still not well understood. Positive and negative 
polarons as well as bipolarons have been suggested as charge carriers^.
Among the various aromatic polyconjugated polymers, polypyrrole is one of the most 
thoroughly investigated systems^. Polypyrrole or poly(p-phenylene), as opposed to 
polyacetylene and polythiopyrrole, belong to the class of electrically-conducting 
polymers with a non-degenerate ground state, e.g., the energy of the ring and other 
derived properties depend on whether the five- or six-membered rings have a 
benzenoid or a quinonoid C-C bond length alternation pattern.
Historically, there have been difficulties in obtaining structurally well-defined 
polymer samples and this led to numerous attempts to synthesize short oligopyrroles 
with defined chain length.
The vibrational spectra of these oligopyrroles were studied experimentally in the 
neutral state. So far, a few theoretical investigations^ have been carried out on the 
structures and spectroscopic characteristics of the oligomers.
The aim of this work was to establish the detailed structure and the spatial extension 
of an unperturbed polypyrrole chain. A further aim was to establish the mode whereby 
the previous mentioned structural properties, and the corresponding double ionization 
energies, evolve with oligomeric chain length elongation. The theoretical vibrational 
spectra of bi- and ter-pyrrole were obtained at the ab-initio 3-21G basis level and by 
semi-empirical methods.
The calculations of the vibrational properties of oligopyrroles have been extended to 
even longer oligopyrroles, for n=5 to 10 by applying the semi-empirical PM3 and 
AMI methods.
The benzenoid forms are referred to as nPPy and the corresponding quinonoid forms 
as QnPPy (see figure 1 for the case of n=2). Because of the convergence of properties 
between the two forms, the quinonoid calculations have only been carried out for a 
range of n, from 1-5.
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6.2 Experimental/ Initial states
6.2.1 Modelling the dimer (n=2)
The modelling work presented here was performed on three platforms. The work on 
modelling all of the pyrrole compounds was performed on a Silicon Graphics Indigo 
RS4600 and two RS4000 machines. The software used on these was Cerius^ Gaussian 
94"^  and Insight"*.
In order to save expensive computer time in modelling our polymer, three techniques 
were used, each of which can be validated by comparison with observation at each 
scale of dimension and the results of each level can be used as input to the next higher 
level of modelling.
In the case of the ah initio calculations on the 2PPy, on the series of neutral benzenoid 
oligopyrroles, nPPy(n=l-2), and on the corresponding quinonoid oligopyrroles, 
QnPPy, with n = 1 to 2, we used the 3-21G* basis set.
6.2.2 Molecular orbital modelling of polypyrrole
Polypyrrole (two to five structural repeat units) was modelled using MOPAC"*, 
included in the Cerius^ "* environment, the polymer modelling package from 
Molecular Simulations Inc. The methods"* used were AMI and PM3, two of the 
default methods present in the modelling package as AM land MNDO.
Geometry optimisation calculations were performed on the system using atoms with 
MOPAC atomic partial charges on the system. The results are presented in Table 6.1. 
The geometry of the resulting systems was measured and compared and comes on 
agreement with previous studies^. This consisted of the relevant bond lengths, bond 
angles and torsional angles of the system. Tables 6.1-6.3.
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Figure 6,1: Schematic representation of the vibrational motions of bipyrrole. 
Eigenvectors are scaled to the magnitude of the eigenvalues.
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ATOM BOND 
LENGTH/X 
Â (3-21G)
BOND
LENGTH/X
Â(PM3)
BOND
LENGTH/X
Â(AM1)
ATOM ATOM ATOI
C3 1.367 1.362 1.370 N4
C14 1.439 1.438 1.440 C3 N4
C13 1.361 1.362 1.360 C14 C3 N4
C12 1.359 1.360 1.360 N13 C14 C3
C ll 1.395 1.397 1.400 C12 N13 C14
CIO 1.401 1.401 1.400 C14 N13 C3
H15 0.951 0.950 0.950 CIO C14 C ll
H16 0.949 0.950 0.950 C ll C12 CIO
H47 0.951 0.951 0.950 C12 N13 C ll
H17 0.899 0.900 0.900 N13 C14 C12
€2 1.398 1.401 1.400 C3 N4 C14
Cl 1.392 1.394 1.395 C2 C3 N4
C5 1.359 1.360 1.360 N4 C3 C14
H9 0.949 0.950 0.950 C5 N4 Cl
H6 0.951 0.950 0.950 Cl C2 C5
H7 0.948 0.950 0.950 C2 C3 Cl
H8 0.898 0.900 0.900 N4 C3 C5
TABLE 6.1: Table showing the geometry of the atoms in the bipyrrole derived from  
MOPA C using 3-21G, PM3, AML
109
Chapter 6 University o f Surrey 1999
ATOM BOND
ANGLE/Y'
(3-21G)
BOND
ANGLE/Y°
(PM3)
BOND
ANGLE/Y°
(AMI)
ATOM ATOM ATOM
C14 126.11 126.14 126.1 C3 N4
C13 125.96 126.03 126.0 C14 C3 N4
C12 110.11 109.37 109.4 N13 C14 C3
C ll 108.29 108.36 108.4 C12 N13 C14
CIO 107.88 107.92 108.0 C14 N13 C3
HIS 126.11 126.33 126.3 CIO C14 C ll
H16 126.50 126.52 126.5 C ll C12 CIO
H47 125.33 125.82 125.8 C12 N13 C ll
H17 125.19 125.21 125.2 N13 C14 C12
C2 107.89 107.92 107.9 C3 N4 C14
Cl 107.23 107.31 107.3 C2 C3 N4
C5 109.25 109.36 109.4 N4 C3 C14
H9 125.87 125.84 125.9 C5 N4 Cl
H6 126.51 126.48 126.5 Cl C2 C5
H7 126.41 126.35 126.3 C2 C3 Cl
HS 125.11 125.33 125.3 N4 C3 C5
TABLE 6.2: Table showing the bond angles of the atoms in the bipyrrole derived 
from MOPA C using 3-21G, PM3, AMI.
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ATOM EXPERIMENTAL
TORSIONAL
ANGLE/Y°(PM3)
SIMULATED
TORSIONAL
ANGLE/Z°(PM3)
ATOM ATOM ATOM
N4
C3 N4
C14 C3 N4
C13 -180.0 -179.0 C14 C3 N4
C12 -180.0 -180.0 N13 C14 C3
C ll 0.1 0.0 C12 N13 C14
CIO 180.0 180.0 C14 N13 C3
HIS -180.0 -180.0 CIO C14 C ll
H16 180.0 180.0 C ll C12 CIO
H47 180.0 180.0 C12 N13 C ll
H17 180.0 180.0 N13 C14 C12
C2 180.0 180.0 C3 N4 C14
C l 0.1 0.0 C2 C3 N4
CS -180.0 -180.0 N4 C3 C14
H9 180.0 180.0 C5 N4 Cl
H6 -180.0 -180.0 Cl C2 C5
H7 -180.0 -180.0 C2 C3 Cl
H8 -180.0 -180.0 N4 C3 C5
TABLE 6.3: Table showing the comparison between experimental and,simulated 
torsional angles of the atoms in the bipyrrole derivedfrom MOPAC using PM3.
I l l
Chapter 6 University of Surrey 1999
Figure 6.2:Schematic representation of the vibrational motions ofpoly pyrrole with 
five sub-units. The mode animated is the 1509 cm'^  mode of intensity 985.5 km/mol 
from the PM3 calculation (table 6.7).
At this stage and given the limitations in computing facilities, the size of the systems 
to be dealt with precludes the use of significantly more extended basis sets or of 
methods taking electron correlation effects explicitly into account.
In particular, since the aim is at the computation of vibrational properties, the neutral 
systems were treated as conventional closed-shell systems.
All computed equilibrium structures were optimized under the constraints of (a) 
planarity and (b) all-anti conformations of the pyrrole units. Thus, the even-membered 
oligomers display C2 h symmetry, and the odd-membered oligomers display Civ 
symmetry.
At the PM3 and AMI level, the structures of both the benzenoid and quinonoid series 
of oligomers were determined up to n =5. The force fields, the vibrational spectra, and 
the vibrational intensities were evaluated for simulations where n was up to 5 for the 
neutral oligomers. Figures 6.1-6.2.The charge density for the n=5 calculation is shown 
in Figure 6.3.
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Figure 6.3: colour (light blue) shape o f charge density inside a grid, radius o f 0.5 
angstrom, of polypyrrole.
Because the number as well as the size of the molecules treated in this work are too 
large to report all the various computed equilibrium structures, vibrational frequencies 
and vibrational intensities, we restrict the discussion to the most important vibrational 
spectroscopic trends in the three series occurring upon chain length elongation.
Hence, the evolution and the origins of the most intense bands in these series are 
discussed and the substantial differences between the two neutral series is stressed.
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6.3 Results and Discussion
6.3.1 Ab initio and semi-empirical calculations on theoretical vibrational spectra 
and the heat of formation of polypyrrole
The neutral oligopyrroles are observed to converge quickly to the structural 
parameters of minimised pyrrole ring. This is discussed in the next chapter^.
This is a well-established, intimate relation between structural and vibrational 
spectroscopic properties, in particular between bond lengths and the corresponding 
stretching frequencies. Therefore, the computation of vibrational spectra, which, for a 
given series ought to be converged with respect to further chain length elongation, 
requires the explicit treatment of very long oligomers. The structures of the quinonoid 
oligomers (QnPPy) converge almost as quickly as that of the benzenoid oligomers. In 
5PPy and in Q5PPy, the C-C bond lengths in the centre of the molecules have already 
converged in the same values.
Analyzing the computed structures of benzenoid oligomers (nPPy) and quinonoid 
oligomers (QnPPy) it was observed that:
(i) the bond length alternation is more pronounced in the QnPPy molecules than in 
their nPPy counterparts due to the greater ‘double bond' character of the C-C bonds,
(ii) the inter- and intra-ring C=C double bonds have essentially the same length in the 
quinonoid QnPPy, whereas the inter- and intra-ring C-C single bonds of nPPy differ 
by about 0.05Â.
In Tables 6.1, 6.2 and 6.3, the C-C coordinates of 5PPy and Q5PPy are compiled as 
they were obtained at the PM3 and AMI and 3-21G level.
Although the 3-21G results are more computationally expensive when compared to 
the AMI and PM3 force fields, this set of Hamiltonian coordinates exhibit a very 
similar behaviour. Therefore, the use of the PM3 for molecules too large to be treated 
with the 3-21G basis set appears to be justified.
Because of the insolubility of polypyrrole, vibrational spectroscopic techniques have 
been widely used for its characterization.
In Figures 6.4-6.9, the computed vibrational line spectra of the nPPy and QnPPy for n 
= 4-5 are displayed from calculations using the AMI and PM3 methods.
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Vibrational Spectrum
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Figure 6.4: Vibrational spectra (both IR and Raman active modes are shown) of a 
simulated polypyrrole in the benzenoidform with three sub-units.
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Figure 6.5: Vibrational spectra (both IR and Raman active modes are shown) o f a 
simulated polypyrrole in the quininoidform with three sub-units.
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Figure 6.6: Vibrational spectra (both IR and Raman active modes are shown) of a 
simulated polypyrrole in the benzenoidform with four sub-units.
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Figure 6.7: Vibrational spectra (both IR and Raman active modes are shown) of a 
simulated polypyrrole in the quininoidform with four sub-units.
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Figure 6.8: Vibrational spectra (both IR and Raman active modes are shown) of a 
simulated polypyrrole in the benzenoid form with five sub-units using AMI method.
Vibrational Spectrum
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Figure 6.9: Vibrational spectra (both IR and Raman active modes are shown) of a 
simulated polypyrrole in the benzenoid form with five sub-units using PM3 method, 
Figure 6.2 shows the animation of the highest intensity mode.
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The theoretical vibrational spectra of the nPPy series converge nicely with each other 
at increasing chain length, at least as far as the frequencies are concerned, tables 6.4, 
6.6, 6.8.
VIBRATIONAL WAVENUMBER OF FREQUENCY
INTENSITY km/mol SIMULATED SIMULATED
FREQUENCY BY WAVENUMBER
AMI (cm'') PM3 (cm'*)
247.4 410
72.2 598
258.7 811
56.4 825
42.1 1418
65.3 1563
157.4 1573
136.4 3241
89.3 3242
48.3 3292
159.5 3293
102.5 3527
318.0 3539
40.3 3540
Table 6,4: Table comparing AMI and PM3 simulated vibrational data of benzenoid 
Polypyrrole (three sub-units) highest intensity modes are underlined.
The intensity ratios also converge well when values of n are greater than 5. With 
increasing oligomeric length, the intensities of the bands around 800 cm'^ increase 
relative to that of the strong band slightly below 700 cm"\ all of them originating 
from C-H out-of-plane bending motions. The latter already dominates the pyrrole 
spectrum, and its intensity remains approximately constant over the whole series.
The bands in the vicinity of 1400-1600 cm'^ also gain in intensity upon chain length 
elongation. All these features occur in the experimental vibrational spectra reported 
by Kofraneck et a f .
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VIBRATIONAL 
INTENSITY km/mol
WAVENUMBER OF 
SIMULATED 
FREQUENCY BY 
AMI (cm'*)
WAVENUMBER OF 
SIMULATED 
FREQUENCY BY 
PM3 (cm'*)
69.8 745
427.1 775
197.5 791
89.8 987
87.7 1228
520.1 1351
235.7 1425
383.9 1517
81.9 3257
91.6 3259
79.3 3270
85.9 3271
Table 6.5: Table comparing AMI and PM3 simulated vibrational data of quininoid 
Polypyrrole (three sub-units) highest intensity modes are underlined.
From Tables 6.5, 6.7 it can be seen that:
(i) convergence of the PM3 and AMI results is almost achieved with n = 5, and
(ii) the PM3 and AMI results are surprisingly close to the ah initio results and may be 
helpful at least for a qualitative understanding of the IR intensities in longer polymers. 
For the neutral oligomers, strong IR intensities are obtained at the PM3 level.
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VIBRATIONAL 
INTENSITY km/mol
WAVENUMBER OF 
SIMULATED 
FREQUENCY BY 
AMI (cm'')
WAVENUMBER OF 
SIMULATED 
FREQUENCY BY 
PM3 (cm'')
323.5 412
119.1 574
111.0 598
193.4 764
184.5 811
148.8 825
725.4 1510
343.2 1566
134.0 3240
111.7 3292
144.8 3293
206.8 3527
176.9 3538
181.8 3538
Table 6.6: Table comparing AMI and PM3 simulated vibrational data of benzenoid 
Polypyrrole (four sub-units) highest intensity modes are underlined.
The differences between the AMI and PM3 methods are noted in the intensity of the 
vibrational peaks as well as the number. In the AMI case the intensities for all the 
cases are low and the peaks are quite widely spread unlike the PM3 in which we have 
a few values but in much higher intensities.
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VIBRATIONAL 
INTENSITY km/moI
WAVENUMBER OF 
SIMULATED 
FREQUENCY BY 
AMI (cm'')
WAVENUMBER OF 
SIMULATED 
FREQUENCY BY 
PM3 (cm ')
110.2 553
135.4 746
778.4 764
354.8 790
132.7 986
116.5 1030
308.6 1229
105.2 1395
1398.2 1352
171.2 1368
688.7 1424
110.3 3260
102.2 3270
203.4 3271
Table 6.7: Table comparing AMI and PM3 simulated vibrational data of quininoid 
Polypyrrole (four sub-units) highest intensity modes are underlined.
Overall, a quite similar behaviour is found for the QnPPy series. The relative IR 
intensities and the computed frequencies of the vibrational modes do not change much 
with increasing chain length, although the absolute vibrational intensities increase.
In this region, intense IR bands at 3500-3000 cm"\ 1400-1600 cm '\ 1209 cm '\ 900- 
880 cm '\ and 776 cm'^ for the QPPy molecule are predicted.
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VIBRATIONAL 
INTENSITY km/mol
WAVENUMBER OF 
SIMULATED 
FREQUENCY BY 
AMI (cm-')
WAVENUMBER OF 
SIMULATED 
FREQUENCY BY 
PM3 (cm ')
397.8 412
156.7 575
149.7 598
137.8 764
149.3 801
210.3 811
228.3 824
156.9 1504
985.5 1509
637.9 1565
103.2 3122
96.3 3124
117.3 3241
230.7 3293
250.8 3528
148.2 3537
217.1 3538
Table 6.8: Table comparing AMI and PM3 simulated vibrational data of benzenoid 
Polypyrrole (five sub-units) highest intensity modes are underlined, the schematic 
representation is shown in figure 6.2-6.3.
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NUMBER OF PYRROLE 
SUB-UNITS
SIMULATED 
HEAT OF FORMATION 
AMI (kcal/mol)
SIMULATED 
HEAT OF FORMATION 
PM3 (kcal/mol)
2
3
4
5
80.6
127.1
178.3
203.7
51.9
87.9
123.8
169.9
Table 6.9: Table comparing AMI and PM3 simulated heat offormation data of 
quininoid polypyrrole.
NUMBER OF PYRROLE 
SUB-UNITS
SIMULATED 
HEAT OF FORMATION 
AMI (kcal/mol)
SIMULATED 
HEAT OF FORMATION 
PM3 (kcal/mol)
2 80.7 50.9
3 121.6 74.8
4 162.6 98.6
5 233.7 122.5
Table 6.10: Table comparing AMI and PM3 simulated heat of formation data of 
benzenoid polypyrrole.
In Tables 6.9 and 6.10 the heat of formation from the quinonoid and the benzenoid 
degenerate forms of polypyrrole are shown comparing the AMI and PM3 methods for 
n = 2-5.
We see that the difference between AMI and PM3 is at an average of 30-60 kcal/mol. 
Also we see that A M l’s degenerate forms as well as PM3 ones tend to have a 
constant difference in both methods. PM3 is based on more and updated pieces of 
data, the average values for the parameters selected should permit these calculations 
to give accurancy surpassing that of AMI.
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6.4 Conclusions
In this study ab-initio and semi-empirical computational methods were used to 
calculate the theoretical spectra and physical properties of energy minimised 
conducting polymers and compare with experimental data from the literature.
Pyrrole is a promising molecule for conductivity studies of polymers by 
computational and experimental techniques, due to the nature and linearity of its 
conjugated backbone.
The literature vibrational values for the conducting polypyrrole were very close to 
those derived from modelling. One explanation could be that ah initio and semi- 
empirical parameters and the force fields derived from them models these molecules 
well and the amount of simulation time for these specific linear polymers was 
adequate.
Computer simulation techniques are clearly now able to provide valuable insight in to 
the structure and properties of polymers at the atomic level. Future developments are 
likely to include the extension of electronic-structure techniques to larger and more 
complex systems.
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Abstract: Side chain polypyrrole polymers have the potential to be processable 
conducting materials. A knowledge of the conformation and packing of these 
polymers should aid the molecular design of the appropriate side chains.
The minimised structure of polypyrrole and differently substituted polypyrroles, the 
minimisation of several monomers of the conductive polymers under study and 
minimised structures of several chains of each polymer are reported. Information on 
the angles between neighbouring rings in the backbone together with molecular 
dynamics simulations calculating physical properties (Tg, density) of our models are 
presented and compared with experimental values. Tg values for two new substituted 
polypyrroles are presented, for which no experimental values are known.
7.1 Introduction
Conducting polymers represent an important research area with diverse scientific 
problems of fundamental significance and the potential for commercial applications. 
The aim is to combine the processibility and other attractive properties of polymers 
with the electronic properties of metals or semiconductors. Although experience with 
polypyrrole and other polymers indicate that compromises in processibility and/or 
conductivity may be required, this goal remains a realistic possibility.
With increasing frequency the backbones of conducting polymers are including 
heteroatom-containing repeat units. Polymers of heterocycles such as pyrrole can be 
viewed as derivatives of polyacetylene in which adjacent olefmic moieties have been 
bridged with nitrogen.
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The properties of this polymer differ notably from those of polyacetylene, especially 
those of environmental stability and electrochemical potentials.
Pyrrole and its alkylated derivatives are usually polymerised electrochemically from a 
solution of the appropriate monomer^ Typically, application of a potential of 0.5 V 
between two electrodes in an acetonitrile solution containing AgClOq electrolyte and
pyrrole monomer proceeds with the accumulation of an oxidised polypyrrole film on 
the anode^. This film, as prepared, is conductive ("acceptor-doped"), since it 
incorporates inorganic counterions from the solution as it is oxidatively synthesised. 
Electrochemical polymerisation offers the advantages of homogeneous incorporation 
of dopant counterions into the polymer film as it is grown and close control over the 
polymerisation parameters of current density and voltage. The method is limited, 
however, by the fact that the yield of polymer is restricted to the area of the working 
electrode in the electrochemical apparatus. For this reason chemical syntheses are 
used when large quantities are required. Conducting polymer materials, and 
particularly chemically doped polypyrrole, show responses to toxic gases at ambient 
temperature^
Initial work, using polypyrrole black-impregnated filter paper, showed a response to 
ammonia^ More recently, using polypyrrole films electrochemically deposited over 
electrode arrays, responses to nitrogen dioxide and hydrogen sulphide have also been 
obtained. Organic-semiconductor gas sensors may have advantages compared to 
metal-oxide devices in their sensitivity to toxic gases and in their ability to operate at, 
or near, room temperature^
This chapter is concerned mainly with introducing molecular modelling techniques to 
polymer design. Conductive polymers and especially substituted polypyrroles have 
shown high electrical conductivity values. A molecular modelling study on 
polypyrrole, A-substituted polypyrrole and a pyrrole ring was performed, to give an 
introduction to the use of these techniques.
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7.2 Experimental/ Initial states
The modelling work presented here was mainly performed on one platform. The work 
on modelling all the polypyrrole compounds was performed on a Silicon Graphics 
Indigo RS4000 running IRIX version 5.1.1.2. The software used on this platform was 
Cerius^ again supplied by Molecular Simulations Inc"^ .
Before commencing the modelling of the pyrrole polymers, the modelling of some 
simple monomer units was performed. This was undertaken, so to lead to the 
determination of an ideal model of each of the constituent parts of the polymers 
modelled, figure 7.1.
*
N-(CH2>5 — O // \  n
Figure 7.1: 2-D representation of polypyrrole with a n-decyl group attached and 1- 
(N-polypyrrolo)-6-(4-cyano-4*-biphenyloxy) hexane.
In this study, experimental data (Cambridge crystallographic database^) of the 
constituent monomers was used, as this seemed to be the ideal data, from which to 
start the modelling. The minimised structure and the structure minimised with partial 
charges, were analysed in terms of their energy and geometric values. Twenty models 
were used with differences in size (1-5 monomer sub-units), volume, density, 
temperature, and cell parameters.
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7.2.1 Modelling of pyrrole monomer
Polypyrrole was modelled using Cerius^, the polymer modelling package from 
Molecular Simulations Inc. The force field used was Dreidingll'*, the default force 
field present in the modelling package, an initial model was built with the 3-D 
sketcher from crystal data taken from the Cambridge crystallographic database^. 
Minimisation using the conjugate gradient technique^ was performed on the system, 
until energy convergence of <0.01 kcal/mol was obtained, using atoms without partial 
charges and with Gasteiger atomic partial charges on the system. The results were as 
follows in table 7.1.
Before
minimisation
Minimised Minimised with 
charge
Total energy 390.455 16.701 17.343
(kcal/mol)
Bonds 353.321 0.132E-01 0.176E-01
Angles 16.49 16.57 16.57
Torsions 0.451E-03 0.352E-06 0.159E-06
Inversions 0.249E-03 0.327E-07 0.543E-08
VDW 20.64 0.12 0.11
Electrostatics - - 0.64
Table 7.1: Table showing the energy of the constituent parts of the pyrrole 
monomer.
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The geometry of the resulting system was measured, figure 12. This consisted of the 
relevant bond lengths, bond angles and torsional angles of the system.
Figure 7.2: Schematic showing the geometry o f  pyrrole monomer.
The minimised geometry of the pyrrole monomer in table 7.2, shows that the 
inclusion of charges for this particular system has little effect. In fact, the parameters 
in the force field describe the atoms fairly well.
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Geometry Before Minimised With CRYSTAL
minimisation charge DATA
Bond lengths(Â)
1A(C1-C2) 1.159 1.390 1.390 1.389
1B(C3-C4) 1.138 1.390 1.389 1.391
2B(N1-C4) 1.091 1.343 1.344 1.343
2A(N1-C1) 1.087 1.343 1.344 1.343
3A(C2-C3) 1.122 1.389 1.388 1.389
Bond angles (°)
al(Cl-C2-C3) 106.8 106.8 106.9 106.8
a2(C4-C3-C2) 106.4 106.8 107.0 106.8
a3(Nl-Cl-C2) 109.6 108.4 108.2 108.4
a4(Nl-C4-C3) 107.8 108.4 108.2 108.4
a5N
(C4-N1-C1) 109.4 109.5 109.7 109.7
Table 7.2: Table showing the geometry o f  the atoms o f  interest in the pyrrole 
monomer^ C l to C4 are the carbon atoms o f  pyrrole counting clockwise from  the 
first carbon atom below nitrogen.
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7.2.2 Modelling of polypyrrole with a decyl group attached
Polypyrrole with a decyl group attached was modelled in an identical way to the 
polypyrrole monomer, table 7.3.
Before
minimisation
Minimised Minimised with 
charge
Total energy 5028.39 38.65 38.81
(kcal/mol)
Bonds 347.19 2.31 2.33
Angles 94.65 22.27 22.26
Torsions 20.19 0.88 0.88
Inversions 1.51 0.312E-02
VDW 4570.31 13.17 13.15
Electrostatics - - 0.16
Table 7.3: Table showing the constituent energy parts of the substituted molecule.
The geometry of the resulting systems was measured. This consisted of the relevant 
bond lengths, bond angles and torsional angles of the system as shown in figure 7.3 
and table 7.4.
The results from the minimisation of the molecule in table 7.4 show that the torsion 
angles, numbers for torsional angles are starting from left to right (from (|)1 to (])9), and 
the torsional angle parameters in the force field describing the nitrogen torsional 
angle, and in particular (|)1, give sensible results.
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Figure 7.3: Schematic showing the geometry o f the molecule, 4A to 4K are bonds in 
the decyl group.
Geometry Before
minimisation
Minimised Minimised with 
charge
Bond lengths (Â)
1.320
1.351
1.379
4A 
4K 
4L
Bond angles Q
al 
a9 
alO
Torsional angles (”)
(|)1 55.5
(|)9
99.3
107.1
106.0
1.437
1.554
1.556
115.2 
114.5 
114.7
60.8
70.2
1.463
1.536
1.550
114.8 
114.1 
114.3
61.2
70.8
Table 7.4: Table showing the geometry o f the molecule, the pyrrole monomer had  
the same geometry as in table 7.2.
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7.2.3 Modelling of a l-(V-polypyrrolo)-6-(4-cyano-4'-biphenyloxy)liexane
A l-(A-polypyrrolo)-6-(4-cyano-4'-biphenyloxy)hexane was modelled from the work 
of Foot^,which describes the synthesis and characterisation. The iV-substituted 
monomer was modelled in a similar way to the pyrrole monomer and the results are 
shown in tables 7.5 and 7.6 and in figure 7.4.
Before
minimasation
Minimised Minimised 
with charge
Total energy 87.50 63.50 64.90
(kcal/mol)
Bonds 10.65 8.55 5.09
Angles 39.23 22.10 20.29
Torsions 9.42 6.39 6.39
Inversions 0.144E-01 0.167E-01 0.170E-01
VDW 28.19 26.49 25.61
Electrostatics 7.50
Table 7.5: Table showing the constituent energy parts of the l-(N-pyrrolo)-6-(4- 
cyano-4- l)iphenyloxy) hexane.
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Figure 7.4: Schematic showing the geometry o f l-(N-pyrrolo)-6-(4-cyano-4 
biphenyloxy) hexane.
Figure 7.5.‘Schematic representation o f the l-(N-pyrrolo)-6-(4-biphenyloxy) 
hexane (without CN group).
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Geometry Before Minimised Minimised
minimisation with charge
Bond lengths (Â)
lA 1.140 1.380 1.380
4A 1.320 1.463 1.463
4F 1.310 1.485 1.485
Bond angles (°)
al - 111.2 111.2
a? - 117.2 117.2
Torsional angles (°)
- 114.2 114.2
- 138.9 139.0
(|)8 - 139.6 139.6
Table 7.6: Table showing some of the geometry of the l-(N-pyrrolo)-6-(4-cyano-4- 
biphenyloxy) hexane, before removing the CN group from the molecule.
Results from the minimisation of the molecule with and without the CN group in 
tables 7.6 and 7.7 show that the geometrical parameters are similar, for example the 
difference between the ^1 torsional angle in figure 7.4 and 7.5 is not greater than 0.1°.
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Geometry Before Minimised Minimised
minimisation with charge
Bond lengths (Â)
lA 1.140 1.380 1.380
4A 1.318 1.463 1.463
4F 1.306 1.485 1.485
Bond angles Q
al - 111.2 111.2
a7 - 117.0 117.1
Torsional angles Q
- 114.2 114.2
*7 - 139.1 139.3
- 139.5 139.5
Table 7.7: Table showing some of the geometry of the N-substituted polypyrrole , 
after removing the CN group from the molecule.
A  brief modelling study of the four structures and optimisation of the Dreidingll force 
field, required for the bond angles in the different pyrrole monomers was performed to 
give a better fit between experimental and simulated data. The molecules were 
minimised to improve the agreement between the geometry of experimental and 
modelled structures. However, the effect of charge on these simple systems had little 
effect, but this influence becomes more important in larger and more complicated 
structures. In the section of this chapter, an in-depth modelling study of polypyrroles 
is described using the constituent parts discussed here.
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The coordinates, of this initial model, the unit-cell parameters and the space group 
were read into the crystal builder of Cerius^. The unit cell was then extended in all 
directions by a factor of three and molecules though the periodic boundary conditions 
were connected so that a three-dimensional lattice of molecules was formed. 
Furthermore, a more detailed analysis of the polypyrroles was performed, using them 
and molecular dynamics (MD) techniques.
7.3 Results and Discussion
7.3.1 Molecular dynamics simulations at various temperatures
Constant-Pressure simulations were performed on pyrrole and substituted pyrroles at 
various temperatures using the summed velvet technique^. During the course of a MD 
simulation, the structure relaxes, explores conformational space and obtains an 
equilibrium energy and position after a certain time of simulation.
The time taken to equilibrate the system varies, depending upon the complexity, the 
temperature and the type of simulation performed. In the case of the simulations 
below, because of the fairly simple structure, i.e., only one monomer present, and the 
minimisation stage after each O.lps of MD simulation, the equilibrium energy of the 
structure was reached fairly quickly.
This was less than 15ps, in these simulations up to 500 steps were performed, 
consequently the last 35ps of the trajectory files were analysed to ascertain the 
movement and the structure of the different monomers.
These simulations could have been extended for a longer time period. However, it 
was felt that a 5Ops simulation was sufficient to obtain a representative sample of the 
conformational space which could be explored by the substituted pyrrole monomers 
under the conditions of the MD simulation and the computer time available.
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7.3.2 Tg simulation and density calculation of polypyrrole by MD techniques
The repeat unit of the pyrrole to be used in the simulation was built using the 
molecular mechanical model. The repeat unit in this case was designed to have one 
‘head’ and one ‘tail’ so that the model would link up into a linear polymer.
Ten random structures were generated by the amorphous builder using Monte Carlo 
methods at a simulated temperature of 300K.
The unit cell parameters and space group information for pyrrole are shown below: 
Fixed co-ordinate svstem: Cartesian 
Cell parameters: a=4.475Â, b=4.475Â, c=4.475A 
Cell angles: a=90°, (3=90°, y= 90°
Space group information 
Full name: PI 
Lattice type: Triclinic 
Lattice centring: Primitive 
Lattice points at (0, 0, 0)
The quality of the simulation depends on how well the model simulated represents the 
polymer under study and a good indication of this comes from the density. The 
experimental value for doped polypyrrole’ is 1.420 g/ml and undoped polypyrrole’ is 
1.250 g/ml and the calculated density for polypyrrole is 1.249 g/ml simulated at 300K 
for 50ps.
After changing the number of monomers from 1 to 5 in the cubic cell density remains 
constant, which is piece of evidence that shows the good choice of model.
Molecular dynamics simulations of the model, using short time scales of 5Ops, after 
discarding the equilibration time at the temperature, for lOK intervals from 300 to 
500K were used to calculate T„.
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/immy
mm
Figure 7.6: Expanded cubic unit cell o f pyrrole.
The expansion of the unit-ceU, as shown in figure 7.6, wten a simulation fi-om 490 to 
500K is done clearly shows the change of density due to the onset o f  the main-chain 
motion in the polymer indicating the transition temperature ranging between 490- 
500K. This is close to the experimental Tg for polypyrrole that is close to 500K like 
polythiophene’^ .
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7.3.3 Tg simulation and density calculation of polypyrrole with a n n-dccyl moiety 
attached hy MD techniques
The repeat pyrrole with a decyl unit attached, to be used in the simulation was built 
using the molecular mechanical model. Ten random structures were generated by the 
amorphous builder using Monte Carlo methods at a simulated temperature of BOOK. 
The unit cell parameters and space group information for polypyrrole with a decyl 
moiety attached are shown below:
Fixed co-ordinate svstem: Cartesian 
Cell parameters: a=6.500Â, b=6.500Â, c=6.500Â 
Cell angles: a=90°, p=90°, y= 90°
Space group information 
Full name: PI 
Lattice type: Triclinic 
Lattice centring: Primitive 
Lattice points at (0, 0, 0)
The experimental density value for polypyrrole’ with a decyl moiety attached is 1.185 
g/ml and the calculated density is 1.190 g/ml simulated at BOOK for 5Ops, figure 7.7. 
The number of monomers were changed from 1 to 5 in the cubic cell. This was 
accompanied the density remaining constant. Taking a more macroscopic view of the 
model, which is made by more than one cell, shows that lower values of density must 
be expected from substituted rather than non-substituted polypyrroles because of the 
space between each polymer backbone, figure 7.8.
142
Chapter 7 University of Surrey 1999
Figure 7.7; The cubic cell o f  the monomer and polymer at 300K
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mm
Figure 7,8: Four unit cells showing voids between polypyrrole backbones 
responsible fo r  the density decrease.
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Molecular dynamics simulations of the model, using short time scales of 5Ops, after 
discarding the equilibration time at the temperature, for lOK intervals from 300 to 
400K were used to calculate Tg. The expansion of the unit cell when a simulation from 
390 to 400K is done clearly shows the change of density due to the onset of the main- 
chain motion in the polymer indicating the transition temperature ranging between 
390-400K. This is close to the experimental Tg for polypyrrole that is close to 500K. 
No experimental value is set available for this molecule, hence this is a prediction of 
the T .
7.3.4 Tg simulation and density calculation of a l-(7V-polypyrrolo)-6-(4-cyano-4'- 
biphenyloxy)hexane with and without the CN group hy MD techniques
The l-(A^-polypyrrolo)-6-(4-cyano-4'-biphenyloxy)hexane units with and without the 
CN group to be used in the simulation were built using the molecular mechanical 
models. Ten random structures were generated by the amorphous builder using Monte 
Carlo methods at a simulated temperature of 300K.
The unit cell parameters and space group information for 1 -(7V-polypyrrolo)-6-(4- 
cyano-4'-biphenyloxy)-hexane are shown below:
Fixed co-ordinate svstem: Cartesian 
Cell parameters: a=8.017Â, b=8.017Â, c=8.017A 
Cell angles: a=90°, p=90°, y= 90°
Space group information 
Full name: PI 
Lattice type: Triclinic 
Lattice centring: Primitive 
Lattice points at (0, 0, 0)
The unit cell parameters and space group information for 1 -(#-polypyrrolo)-6-(4'- 
biphenyloxy)hexane are shown below:
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Fixed co-ordinate svstem: Cartesian 
Cell parameters: a=7.819Â, b=7.819Â, c=7.819Â 
Cell angles: a=90°, p=90°, y= 90°
Space group information 
Full name: PI 
Lattice type: Triclinic 
Lattice centring: Primitive 
Lattice points at (0, 0, 0)
The experimental value for the l-(#-polypyrrolo)-6-(4-cyano-4'-biphenyloxy)hexane 
is 1.130 g/ml and its calculated density for the 1 -(#-polypyrrolo)-6-(4-cyano- 
4'-biphenyloxy)hexane is 1.110 g/ml simulated at 300K for 5Ops .
After changing the number of monomers from 1 to 5 in the cubic cell, figure 7.9, 
density remains constant another fact that shows the good choice of model.
Molecular dynamics simulations of the model, using short time scales of 5Ops, after 
discarding the equilibration time at the temperature, for lOK intervals from 300 to 
370K were used to calculate Tg. The expansion of the unit-cell, as shown in figure 9, 
when a simulation from 360 to 370K is done clearly shows the change of density, due 
to the onset of the main-chain motion in the polymer indicating the transition 
temperature ranging between 365 and 370K.
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Figure 7,9: N-substitutedpotypyrrole with the CN group.
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Conclusions
In this chapter computational techniques, e.g. molecular mechanics and dynamics, 
were used to calculate and compare physical properties, like density and glass 
transition temperature, of energy minimised conducting polymers with experimental 
data from the literature^^.
jV-Substituted pyrrole is an ideal molecule for use in the studies of liquid crystalline 
ordering effects in polymers by computational and experimental techniques, due to the 
symmetrical nature of the pyrrole backbone.
The literature physical property values for the conducting substituted polypyrroles 
were very close to the molecular modelling ones. An explanation could be that the 
force field models represent these molecules well and that the amount of simulation 
for these specific linear polymers was adequate.
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8.1 Synopsis
In this thesis the developments of detailed atomistic molecular models for poly(p- 
phenylene), substituted and unsubstituted polypyrrole and their corresponding 
oligomers has been outlined. From these models and using simulation software 
structural, electronic and physical properties were calculated and compared with 
experimental data.
Two approaches have been assessed:
• The quantum mechanical and semi-empirical approaches using quantum 
mechanics.
• The molecular mechanical and dynamical ones using classical Newtonian 
mechanics.
In chapter 3 energies and structures of benzenoid and quinonoid polyphenylenes were 
calculated at the ab-initio level for oligomers containing up to 10 rings.
By considering the series of oligophenyls, nPPP, and QnPPP, the picture of a distinct 
larger energy difference in the oligophenyls, as compared to the case of oligopyrroles. 
The energy difference between the benzenoid and the quininoid structure of 
polyphenylenes was found to be around 88 KJ mol'^ for n = 3. For larger n, AAE 
(QnPP) quickly approaches zero. Without explicitly performing the polymer 
calculations including periodic boundary conditions, a distinctly smaller value 67 
kJ/mol in favour of the benzenoid structure had been found for polypyrrole, 
respectively, in that work on a similar methodological level.
The energetic reason for this behaviour lies in the substantially larger energy 
difference between benzenoid and quinonoid valence isomers in the case of the PPP 
series.
In chapter 4 ab-initio and semi-empirical calculations have been performed on p- 
phenylene, pyrrole dimers and polymer chains as a function of the torsion angle 
between consecutive aromatic rings. A presentation of 3-2IG, AMI and PM3 
calculations on polymeric materials have been made for poly(p-phenylene) and 
polypyrrole.
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The development of electronic properties such as ionization potential, the carbon- 
carbon bond length between rings, the band gap and width of the highest occupied 
bands were studied. It was found that on going from a coplanar to a perpendicular 
conformation, the ionization potential and band gap values increase and the 
bandwidth of the highest occupied bands decreases.
This indicates that in these conjugated systems, the electronic interactions between 
rings decrease in the same way as the overlap between the p atomic orbitals on 
adjacent rings, as far as the highest occupied and lowest unoccupied electronic levels 
are concerned.
Moreover, by their incorporation of parameters derived from experimental data some 
of the approximate methods can calculate some properties more accurately than even 
the highest level of ab-initio methods, like using 6-3IG** basis set. In both cases the 
coplanar conformation is considered the best for Ti-overlapping and maximum 
conductivity.
In chapter 5 atomistic molecular models have been developed wdth the help of 
molecular mechanics and semi-empirical quantum mechanical calculations. 
Structural, volumetric, and mechanical properties, e.g. geometrical values and density, 
have been calculated using simulations on these models.
The results from both methods have been compared with experimental data and 
conclusions have been drawn about the methodology and the approximations used.
The values of physical, chemical and mechanical properties found in the literature for 
the conducting poly(p-phenylene) were close to those derived from modelling ones. 
The oligomer with six phenyl rings gave a value of 520 MPa for the tensile strength at 
room temperature. The model with six phenyl rings using the mechanical properties 
module of Cerius^ showed values <1000 MPa at room temperature. Theoretically, a 
model is expected to possess a higher value because of its perfect aromatic structure 
as well as lack of defects and impurities.
In chapter 6 the vibrational spectra of isolated pyrrole monomers and oligomers from 
n = 1 and 2, where n is the number of structural repeat units used, have been 
computed using the ab initio 3-21G basis set. The results obtained are compared with 
data for the case of oligomers with n = 2 to 5 for both neutral benzenoid and 
quinonoid oligopyrroles, from semi-empirical predictions obtained by AMI and PM3.
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The trends in the computed harmonic force fields, vibrational frequencies and 
intensities are monitored as a function of the chain length.
Also, the heats of formation of these t’wo degenerate forms have been examined with 
respect to increases in the number of rings and the change of methods from AMI to 
PM3.
The literature vibrational values for the conducting polypyrrole were very close to the 
modelling ones.
In chapter 7 side chain polypyrrole polymers have the potential to be processable 
conducting materials.
The minimised structure of polypyrrole and differently substituted polypyrroles, the 
minimisation of several monomers of the conductive polymers under study and 
minimised structures of several chains of each polymer are reported.
Information on the angles between neighbouring rings in the backbone together with 
molecular dynamics simulations calculating physical properties (Tg, density) of our 
models were presented and compared with experimental values. Tg values for two 
new substituted polypyrroles were also presented, for which no experimental values 
are knovm.
8.2 The Future
Computer simulation techniques are clearly now able to provide valuable insight as to 
the structure and properties of polymers at the atomic level.
Other future developments are likely to include firstly the extension of electronic- 
structure techniques to larger and more complex systems, and secondly the derivation 
of interatomic potentials of increasing accurancy, permitting greater reliability in the 
energies calculated by simulation methods.
In future work the aim will be to model substituted poly(p-phenylene) in an attempt to 
enhance the understanding of solubility, processability and other physical properties. 
Knowledge of the conformation and packing of these polymers will aid the molecular 
design of the appropriate side chains.
The continuing growth in computational power will accelerate the expansion of the 
field, which will also be promoted by developments in the software and in theoretical 
techniques that will lead to more realistic calculations.
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* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
** FRANK J. SEILER RES. LAB U.S. AIR FORCE ACADEMY, COLO. SPGS CO. 80840 ** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
PM3 CALCULATION RESULTS (for polypyrrole)
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* MOPAC: VERSION 6.00 CALC'D. 20-JAN-99
* TIMES - TIMES OF VARIOUS STAGES TO BE PRINTED
* GEO-OK - OVERRIDE INTERATOMIC DISTANCE CHECK
* GRAPH - GENERATE FILE FOR GRAPHICS
* DEBUG - DEBUG OPTION TURNED ON
* T= -A  TIME OF 24.0 HOURS REQUESTED
* DUMP-N -RESTART FILE WRITTEN EVERY 60.0 MINUTES
* FORCE - FORCE CALCULATION SPECIFIED
* PM3 - THE PM3 HAMILTONIAN TO BE USED
* NOINTER - INTERATOMIC DISTANCES NOT TO BE PRINTED
* ISOTOPE - FORCE MATRIX WRITTEN TO DISK
***********************************************************************jOOBYIOO 
PM3 FORCE T=24.0H DUMP=60.0M NOINTER GRAPH GEO-OK ISOTOPE DFORCE MOLDAT DEBUG + 
TIMES
ATOM CHEMICAL BOND LENGTH BOND ANGLE TWIST ANGLE
NUMBER SYMBOL (ANGSTROMS) (DEGREES) (DEGREES)
(I) NA:I NB:NA:I NC:NB:NA:I NA NB NC
1 N
2 C 1.34515 1
3 C 1.40000 124.25366 2 1
4 N 1.34485 * 124.26417 -179.99679 3 2 1
5 C 1.34515 •k 107.10280 -179.99763 4 3 2
6 C 1.40000 •k 124.25366 -179.99971 5 4 3
7 N 1.34485 k 124.26417 -179.99679 6 5 4
8 C 1.34515 k 107.10280 -179.99763 7 6 5
9 C 1.40000 k 124.25366 -179.99971 8 7 6
10 N 1.34485 124.26417 -179.99679 9 8 7
11 C 1.34515 107.10280 * -179.99763 10 9 8
12 C 1.40000 k 124.25366 * -179.99971 * 11 10 9
13 N 1.34485 k 124.26417 * -179.99679 * 12 11 10
14 C 1.34515 k 107.10280 ★ -179.99763 * 13 12 11
15 C 1.37996 k 109.95168 k 0.00010 14 13 12
16 C 1.37956 k 109.95482 k 179.99894 12 13 11
17 H 1.08181 126.73711 -179.99851 16 12 15
18 H 1.08169, 126.82503 179.99905 15 14 16
19 H 0.95000 124.25366 -179.99981 14 13 15
20 H 1.04398 126.42260 -179.99993 13 12 14
21 C 1.37996 109.95168 k 179.99981 11 10 12
22 C 1.37956 109.95482 k 179.99894 9 10 8
23 H 1.08181 126.73711 k -179.99851 22 9 21
24 H 1.08169 k 126.82503 179.99905 21 11 22
25 H 1.04398 k 126.42260 -179.99993 10 9 11
26 C 1.37996 k 109.95168 179.99981 8 7 9
27 C 1.37956 k 109.95482 179.99894 6 7 5
28 H 1.08181 ★ 126.73711 -179.99851 * 27 6 26
29 H 1.08169 * 126.82503 179.99905 * 26 8 27
30 H 1.04398 * 126.42260 -179.99993 * 7 6 8
31 C 1.37996 * 109.95168 179.99981 * 5 4 6
32 C 1.37956 109.95482 179.99894 * 3 4 2
33 H 1.08181 * 126.73711 k -179.99851 * 32 3 31
34 H 1.08169 * 126.82503 k 179.99905 * 31 5 32
35 H 1.04398 * 126.42260 k -179.99993 * 4 3 5
36 C 1.37996 * 109.95168 k 179.99981 * 2 1 3
37 C 1.38028 k 106.47480 k -0.00145 * 36 2 1
38 C 1.34485 k 107.10280 k -179.99971 1 2 3
39 H 0.95000 k 124 .26417 k -179.99894 * 38 1 37
40 H 1.08181 k 126.74699 k 179.99851 * 37 36 38
41 H 1.08169 k 126.82503 k 179.99905 * 36 2 37
42 H 1.04398 k 126.47460 k 179.99993 * 1 2 38
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CARTESIAN COORDINATES
NO. ATOM X Y Z
1 N 0.0000 0.0000 0.0000
2 C 1.3452 0.0000 0.0000
3 C 2.1332 1.1572 0.0000
4 N 3.4780 1.1574 -0.0001
5 C 3.8734 2.4432 0.0000
6 C 5.2110 2.8562 0.0000
7 N 5.6065 4.1416 0.0001
8 C 6.9517 4.1416 0.0000
9 C 7.7397 5.2988 0.0001
10 N 9.0845 5.2991 -0.0002
11 C 9.4799 6.5848 0.0001
12 C 10.8176 6.9979 -0.0001
13 N 11.2131 8.2833 0.0002
14 C 12.5582 8.2833 -0.0001
15 C 13.0291 6.9861 -0.0005
16 c 11.9185 6.1665 -0.0005
17 H 11.9124 5.0847 -0.0008
18 H 14.0642 6.6722 -0.0009
19 H 13.0929 9.0685 0.0001
20 H 10.5924 9.1227 0.0006
21 C 8.3784 7.4161 0.0004
22 C 7.2686 6.5955 0.0004
23 H 6 .2 32 8 6.9076 0.0006
24 H 8.3826 8.4978 0.0007
25 H 9.7045 4.4591 -0.0004
26 C 7.4226 2.8445 -0.0003
27 C 6.3120 2.0249 -0.0002
28 H 6.3059 0.9431 -0.0004
29 H 8.4577 2.5305 -0.0005
30 H 4.9859 4.9811 0.0003
31 C 2.7719 3.2745 0.0001
32 C 1.6621 2.4538 0.0001
33 H 0.6263 2.7660 0.0001
34 H 2.7760 4.3562 0.0002
35 H 4.0980 0.3175 -0.0002
36 C 1.8160 -1.2971 0.0000
37 C 0.7054 -2.1167 0.0000
38 C -0.3955 -1.2854 0.0000
39 H -1.3032 -1.5657 0.0000
40 H 0 .6 9 9 4 -3.1985 0.0001
41 H 2.8512 -1.6111 0.0000
42 H -0.6206 0.8395 0.0000
H; (PM3): J. J, P. STEWART, J. COMP. CHEM.
C: (PM3): J. J. P. STEWART, J. COMP. CHEM.
N: (PM3): J. J. P. STEWART, J. COMP. CHEM.
10, 209 (1989) 
10, 209 (1989) 
10, 209 (1989)
RHF CALCULATION, NO. OF DOUBLY OCCUPIED LEVELS = 61
NUMBER OF REAL ATOMS: 42
NUMBER OF ORBITALS: 117
NUMBER OF D ORBITALS: 0
TOTAL NO. OF ATOMS: 42
INTERNAL COORDINATE DERIVATIVES 
NUMBER ATOM BOND ANGLE DIHEDRAL
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1 N
2 C -133.115983
3 C -69.975999 6.174214
4 N -135.878422 6.746505 0.000596
5 C -136.038722 -132.660870 0.008657
6 C -69.507082 6.466559 0.007339
7 N -136.393904 6.599232 0.000510
8 C -135.855795 -132.520699 0.008059
9 C -69.507152 6.495518 0.007160
10 N -136.578103 6.570289 0.000073
11 C -135.340482 -132.696968 0.008121
12 C -69.975942 6.642954 0.006846
13 N -138.814312 6.277704 0.000045
14 C -129.011968 -138.880819 0.007640
15 C -23.453930 -56.883637 0.006817
16 C -37.374990 -50.686455 0.005987
17 H -5.020516 -1.298062 -0.000146
18 H -4.627322 1.253833 -0.001363
19 H -152.081683 2.758876 0.000330
20 H 4 6.4 6608 6 0.762126 0.000253
21 C -38.529247 -47.773163 0.006641
22 C -39.327547 -47.987252 0.006075
23 H -5.021787 -1.518089 -0.000144
24 H -5.031660 -1.380173 -0.001354
25 H 45.116031 -0.098542 0.000275
26 C -38.651340 -47.778579 0.006578
27 C -39.356879 -47.827699 0.005933
28 H -5.067258 -1.531883 -0.000125
29 H -5.133368 -1.367198 -0.001330
30 H 45.171664 -0.064210 0.000277
31 C -38.622802 -47.937328 0.006672
32 C -39.235211 -47.821695 0.006099
33 H -4.965894 -1.544864 -0.000170
34 H -5.087841 -1.353501 -0.001362
35 H 45.115842 -0.029882 0.000258
36 C -78.968879 -68.608331 -0.006682
37 C -31.975326 -46.726874 -0.007968
38 C -83.244005 -93.737632 -0.006794
39 H -152.099908 2.779708 0.001348
40 H -4 .563058 -1.100689 0.000084
41 H -5.086886 -1.133938 -0.001373
42 H 46.464733 0.894562 -0.000192
GRADIENT NORM = 611.49081
HERBERTS TEST WAS SATISFIED IN BEGS 
SCF FIELD WAS ACHIEVED 
FINAL HEAT OF FORMATION = 122.53448 KCAL 
TOTAL ENERGY = -3440.71566 EV
ELECTRONIC ENERGY = -25762.22908 EV
CORE-CORE REPULSION = 22321.51342 EV 
IONIZATION POTENTIAL = 7.52987
NO. OF FILLED LEVELS = 61 
MOLECULAR WEIGHT = 327.388 
SCF CALCULATIONS = 50
COMPUTATION TIME = 4 MINUTES AND 40.218 SECONDS
ATOM CHEMICAL BOND LENGTH BOND ANGLE TWIST ANGLE
NUMBER SYMBOL (ANGSTROMS) (DEGREES) (DEGREES)
(I) NA:I NB:NA:I NC:NB:NA:I NA NB NC
1 N
2 C 1.40118 * 1
3 C 1.43729 * 123.05868 * 2 1
4 N 1.39915 * 122.89285 * -179.74843 * 3 2 1
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5 C 1.39981 109.39531 * 179.99915 * 4 3 2
6 C 1.43700 * 122.94205 * -179.99634 * 5 4 3
7 N 1.39962 * 122.94203 * -179.84553 * 6 5 4
8 C 1.39959 •k 109.39077 * -179.99489 * 7 6 5
9 C 1.43699 k 122.93702 * 179.99885 * 8 7 6
10 N 1.39976 122.94743 -179.86770 k 9 8 7
11 C 1.39909 109.39457 -179.99935 10 9 8
12 C 1.43723 122.88834 179.99865 11 10 9
13 N 1.40187 k 123.05669 179.92732 12 11 10
14 C 1.39412 k 109.55149 179.98529 13 12 11
15 C 1.39175 k 107.29134 * 0.03097 14 13 12
16 c 1.39902 k 106.96608 k 179.98868 12 13 11
17 H 1.08673 126.75217 k 179.99512 16 12 15
18 H 1.08662 126.06361 k -179.99253 k 15 14 16
19 H 1.08904 123.67770 k 179.98568 k 14 13 15
20 H 0.98636 124.75948 k -179.95230 k 13 12 14
21 C 1.40070 107.20892 k 179.99819 k 11 10 12
22 C 1.40066 107.18647 k -179.99998 k 9 10 8
23 H 1.08690 126.64297 k -179.99065 k 22 9 21
24 H 1.08684 126.65057 k -179.98030 k 21 11 22
25 H 0.98738 125.29128 k 179.97612 10 9 11
26 C 1.40074 k 107.19487 * 179.99810 8 7 9
27 C 1.40075 k 107.19822 * 179.99998 6 7 5
28 H 1.08696 k 126.63811 * -179.99525 27 6 26
29 H 1.08696 126.64138 k 179.98311 26 8 27
30 H 0.98734 125.30215 k 179.98015 7 6 8
31 C 1.40071 107.18548 k -179.99413 5 4 6
32 C 1.40065 107.20984 k 179.99572 3 4 2
33 H 1.08683 126.64089 k 179.99585 32 3 31
34 H 1.08691 126.64447 k -179.99699 31 5 32
35 H 0.98738 k 125.31637 k -179.90831 * 4 3 5
36 C 1.39938 k 106.99187 k -179.92989 k 2 1 3
37 C 1.41705 k 107.85575 k -0.04755 k 36 2
38 C 1.39408 109.57275 k 179.97588 k 1 2 3
39 H 1.08886 123.70404 k -179.98609 k 38 1 37
40 H 1.08668 125.61041 179.98675 37 36 38
41 H 1.08671 126.78183 -179.97097 36 2 37
42 H 0.98637 124.76120 179.87668 1 2 38
NET ATOMIC CHARGES AND DIPOLE CONTRIBUTIONS
ATOM NO. TYPE CHARGE ATOM ELECTRON
1 N 0.3882 4.6118
2 C -0.1981 4.1981
3 C -0.1902 4.1902
4 N 0.4090 4.5910
5 C -0.1964 4.1964
6 C -0.1939 4.1939
7 N 0.4077 4.5923
8 C -0.1939 4.1939
9 C -0.1965 4.1965
10 N 0.4091 4.5909
11 C -0.1903 4.1903
12 C -0.1978 4.1978
13 N 0.3871 4.6129
14 C -0.3086 4.3086
15 C -0.1535 4.1535
16 C -0.1737 4.1737
17 H 0.1196 0.8804
18 H 0.1236 0.8764
19 H 0.1445 0.8555
20 H 0.0626 0.9374
21 C -0.1690 4.1690
22 C -0.1652 4.1652
23 H 0.1199 0.8801
24 H 0.1195 0.8805
25 H 0.0690 0.9310
26 C -0.1654 4.1654
27 C -0.1654 4.1654
28 H 0.1207 0.8793
29 H 0.1207 0.8793
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30 H 0.0684 0.9316
31 C -0.1652 4.1652
32 C -0.1691 4.1691
33 H 0.1195 0.8805
34 H 0.1199 0.8801
35 H 0.0690 0.9310
36 C -0.1739 4.1739
37 C -0.1533 4.1533
38 C -0.3092 4.3092
39 H 0.1447 0.8553
40 H 0.1235 0.8765
41 H 0.1197 0.8803
42 H 0.0625 0.9375
DIPOLE
POINT-CHG.
HYBRID
SUM
X
-1.025
-0.176
-1.201
Y
1.459
0.250
1.709
Z
0.001
0.002
0.003
TOTAL
1.783
0.306
2.089
CARTESIAN COORDINATES
NO. ATOM X Y Z
1 N 0.0000 0.0000 0.0000
2 C 1.4012 0.0000 0.0000
3 C 2.1852 1.2046 0.0000
4 N 3.5844 1.2006 -0.0052
5 C 4.0530 2.5196 -0.0037
6 C 5.4510 2.8521 -0.0082
7 N 5.9196 4.1710 -0.0036
8 C 7.3192 4.1668 -0.0098
9 C 8.1041 5.3705 -0.0073
10 N 9.5039 5.3666 -0.0162
11 C 9.9721 6.6850 -0.0109
12 C 11.3706 7.0165 -0.0177
13 N 11.8437 8.3361 -0.0139
14 C 13.2378 8.3320 -0.0220
15 C 13.6475 7.0019 -0.0318
16 c 12.4924 6.1806 -0.0290
17 H 12.4936 5.0939 -0.0347
18 H 14.6752 6.64 92 -0.0399
19 H 13.8444 9.2364 -0.0208
20 H 11.2707 9.1389 -0.0059
21 C 8.8501 7.5233 0.0015
22 C 7.6940 6.7097 0.0038
23 H 6.6702 7.0746 0.0128
24 H 8.8522 8.6101 0.0079
25 H 10.0720 4.5591 -0.0246
26 C 7.7293 2.8275 -0.0184
27 C 6.5732 2.0139 -0.0173
28 H 6.5709 0.9269 -0.0227
29 H 8.7532 2.4626 -0.0250
30 H 5.3514 4.9784 0.0027
31 C 2.9307 3.3576 0.0026
32 C 1.7747 2.5437 0.0048
33 H 0.7508 2.9083 0.0094
34 H 2.9326 4.4445 0.0054
35 H 4.1528 0.3933 -0.0105
36 C 1.8101 -1.3383 -0.0016
37 C 0.6472 -2.1480 -0.0015
38 C -0.4670 -1.3135 -0.0006
39 H -1.5229 -1.5794 -0.0005
40 H 0.6327 -3.2346 -0.0023
41 H 2.8327 -1.7062 -0.0024
42 H -0.5624 0.8103 0.0021
GRADIENT NORM = 1.4 623882
TIME FOR SCF CALCULATION = 7.15
TIME FOR DERIVATIVES = 2.89
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MOLECULAR WEIGHT = 327.39
PRINCIPAL MOMENTS OF INERTIA IN CM(-l)
A =0.041732 B =0.001886 C =0.001804
PRINCIPAL MOMENTS OF INERTIA IN UNITS OF 10**(-40)*GRAM-CM**2 
A =670.776862 B =14843.091998 C =15513.857548
ORIENTATION OF MOLECULE IN FORCE CALCULATION
NO. ATOM X Y Z
1 7 -6.3028 -3.6265 0.0083
2 6 -4.9016 -3.6265 0.0083
3 ' 6 -4.1176 -2.4219 0.0083
4 7 -2.7185 -2.4259 0.0031
5 6 -2.2498 -1.1069 0.0045
6 6 -0.8518 -0.7743 0.0001
7 7 -0.3832 0.5445 0.0047
8 6 1.0164 0.5403 -0.0016
9 6 1.8013 1.7440 0.0010
10 7 3.2010 1.7401 -0.0080
11 6 3.6693 3.0585 -0.0026
12 6 5.0678 3.3900 -0.0094
13 7 5.5409 4.7096 -0.0056
14 6 6.9350 4.7055 -0.0138
15 6 7.3447 3.3754 -0.0235
16 6 6.1896 2.5541 -0.0208
17 1 6.1908 1.4674 -0.0265
18 1 8.3724 3.0227 -0.0317
19 1 7.5416 5.6099 -0.0125
20 1 4.9679 5.5124 0.0024
21 6 2.5473 3.8968 0.0098
22 6 1.3912 3.0833 0.0120
23 1 0.3674 3.4481 0.0209
24 1 2.5494 4.9836 0.0163
25 1 3.7692 0.9326 -0.0163
26 6 1.4265 -0.7990 -0.0102
27 6 0.2704 -1.6126 -0.0090
28 1 0.2681 -2.6996 -0.0145
29 1 2.4503 -1.1639 -0.0168
30 1 -0.9514 1.3519 0.0112
31 6 -3.3721 -0.2689 0.0106
32 6 -4.5281 -1.0827 0.0131
33 1 -5.5520 -0.7182 0.0178
34 1 -3.3702 0.8180 0.0133
35 1 -2.1500 -3.2332 -0.0022
36 6 -4.4927 -4.9648 0.0066
37 6 -5.6556 -5.7745 0.0068
38 6 -6.7698 -4.9400 0.0077
39 1 -7.8257 -5.2059 0.0078
40 1 -5.6701 -6.8611 0.0060
41 1 -3.4702 -5.3327 0.0059
42 1 -6.8652 -2.8161 0.0103
FIRST DERIVATIVES WILL BE USED IN THE CALCULATION OF SECOND DERIVATIVES
ESTIMATED TIME TO COMPLETE CALCULATION = 2530.06 SECONDS
HEAT OF FORMATION = 122.534479 KCALS/MOLE
ZERO POINT ENERGY 210.117 KILOCALORIES PER MOLE
DESCRIPTION OF VIBRATIONS
VIBRATION 6
FREQ. 65.32
T-DIPOLE 0.3111
ATOM PAIR
C 6 —  C27
C 8 —  C26
ENERGY CONTRIBUTION
5.5% (286.0%)
5.5%
RADIAL
0.0%
0.0%
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TRAVEL 0.0998 N 7 —  C26 5.2% 0.0%
RED. MASS 51.8426 N 7 —  C27 5.1% 0.0%
VIBRATION 7 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 77.84 NIO —  H25 3.6% (196.5%) 0.0%
T-DIPOLE 0.0008 N 4 —  H35 3.5% 0.0%
TRAVEL 0.1175 Oil —  C21 3.3% 0.0%
RED. MASS 31.3854 NIO —  C22 3.3% 0.0%
VIBRATION 8 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 84.97 N 4 —  032 2.4% (447.9%) 47.3%
T-DIPOLE 0.1180 NIO —  021 2.4% 48.9%
TRAVEL 0.0520 0 5 —  032 2.4% 9.2%
RED. MASS 0.0000 0 9 —  021 2.4% 8.7%
VIBRATION 9 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 106.60 0 2 —  037 3.5% (155.0%) 0.0%
T-DIPOLE 0.0277 012 —  015 3.4% 0.0%
TRAVEL 0.1309 0 2 —  038 3.4% 0.0%
RED. MASS 18.4516 012 —  014 3.4% 0.0%
VIBRATION 10 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 129.02 012 —  015 2.7% (320.3%) 0.1%
T-DIPOLE 0.0052 0 2 —  037 2.7% 0.1%
TRAVEL 0.0697 014 —  016 2.7% 0.0%
RED. MASS 53.7838 036 —  038 2.6% 0.0%
VIBRATION 11 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 141.39 0 6 —  0 8 3.8% (137.7%) 0.0%
T-DIPOLE 0.0040 0 9 —  Oil 3.4% 0.0%
TRAVEL 0.1306 0 3 —  0 5 3.4% 0.0%
RED. MASS 13.9761 026 —  027 3.0% 0.0%
VIBRATION 12 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 209.16 012 —  014 3.8% (220.7%) 0.5%
T-DIPOLE 0.0249 0 2 —  038 3.8% 0.5%
TRAVEL 0.0823 N13 —  016 3.5% 0.0%
RED. MASS 23.7783 N 1 —  036 3.4% 0.0%
VIBRATION 13 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 215.83 0 6 —  0 8 2.4% (164.3%) 0.0%
T-DIPOLE 0.5321 0 5 —  0 6 2.3% 0.3%
TRAVEL 0.0904 0 8 —  0 9 2.3% 0.2%
RED. MASS 19.1091 0 6 —  026 2.2% 0.1%
VIBRATION 14 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 219.49 N 4 —  031 3.1% ( 65.8%) 0.0%
T-DIPOLE 0.1460 NIO —  022 3.1% 0.0%
TRAVEL 0.1385 N 7 —  026 2.8% 0.0%
RED. MASS 8.0034 N 7 —  027 2.8% 0.0%
VIBRATION 15 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 262.82 026 —  027 5.6% ( 80.4%) 0.0%
T-DIPOLE 0.0047 0 6 —  0 8 4.0% 0.0%
TRAVEL 0.1270 0 8 —  027 3.5% 0.0%
RED. MASS 7.9539 0 6 —  026 3.5% 0.0%
VIBRATION 16 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 304.63 021 —  022 6.8% ( 79.5%) 0.0%
T-DIPOLE 0.1873 031 —  032 6.7% 0.0%
TRAVEL 0.1212 0 9 —  021 3.9% 0.0%
RED. MASS 7.5316 0 5 —  032 3.8% 0.0%
VIBRATION 17 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 342.00 026 —  027 8.8% ( 82.8%) 0.0%
T-DIPOLE 0.0059 031 —  032 5.0% 0.0%
TRAVEL 0.1182 021 —  022 4.8% 0.0%
RED. MASS 7.0494 0 8 —  027 4.0% 0.0%
VIBRATION 18 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 359.25 N 7 —  027 4.0% (138.8%) 2.7%
T-DIPOLE 0.1763 N 7 —  026 4.0% 2.7%
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TRAVEL 0.0869 C 6 —  C 8 3.6% 0.0%
RED. MASS 12.4166 C 8 —  C27 3.2% 15.1%
VIBRATION 19 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 398.31 N13 —  H20 10.3% { 59.7%) 0.0%
T-DIPOLE 0.7974 N 1 —  H42 6.6% 0.0%
TRAVEL 0.1402 012 —  N13 6.0% 0.0%
RED. MASS 4.3051 N 1 —  0 2 3.9% 0.0%
VIBRATION 20 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 402.19 N 7 —  027 3.6% (118.8%) 79.5%
T-DIPOLE 0.0065 N 7 —  026 3.6% 79.7%
TRAVEL 0.0753 NIO —  022 3.0% 75.6%
RED. MASS 1 4 . 7 9 9 8 N 4 —  031 3.0% 75.5%
VIBRATION 21 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 4 0 5 .6 4 N 1 —  H42 10.1% ( 60.4%) 0.0%
T-DIPOLE 0.0865 N13 —  H20 6.7% 0.0%
TRAVEL 0.1392 N 1 —  0 2 5.4% 0.0%
RED. MASS 4 . 2 8 8 7 012 —  N13 3.5% 0.0%
VIBRATION 22 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 437.01 N 7 —  H30 14.1% ( 64.2%) 0.0%
T-DIPOLE 0.2557 0 6 —  N 7 5.1% 0.0%
TRAVEL 0.1488 N 7 —  0 8 5.1% 0.0%
RED. MASS 3.4862 0 6 —  0 8 3.8% 10.2%
VIBRATION 23 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 4 4 4 . 8 0 NIO —  021 2.9% ( 92.3%) 26.0%
T-DIPOLE 0.0095 N 4 —  032 2.9% 26.1%
TRAVEL 0.0817 Oil —  012 2.6% 2.4%
RED. MASS 11.3585 0 2 —  0 3 2.6% 2.4%
VIBRATION 24 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 458.08 NIO —  H25 16.5% ( 61.8%) 0.0%
T-DIPOLE 0.0018 N 4 —  H35 15.9% 0.0%
TRAVEL 0.1669 NIO —  Oil 3.9% 0.0%
RED. MASS 2.6405 0 9 —  NIO 3.9% 0.0%
VIBRATION 25 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 467.22 N 7 —  H30 19.5% ( 60.3%) 0.0%
T-DIPOLE 0.0438 N 4 —  H35 14.3% 0.0%
TRAVEL 0.1938 NIO —  H25 13.3% 0.0%
RED. MASS 1.9215 0 5 —  0 6 2.7% 0.0%
VIBRATION 26 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 477.29 0 9 —  021 3.2% ( 91.4%) 21.2%
T-DIPOLE 0.0304 0 5 —  032 3.2% 21.2%
TRAVEL 0.0842 NIO —  022 3.2% 0.9%
RED. MASS 9.9695 N 4 —  031 3.2% 0.9%
VIBRATION 27 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 498.82 N 4 —  032 3.8% ( 92.9%) 3.1%
T-DIPOLE 0.0437 NIO —  021 3.8% 3.1%
TRAVEL 0.0866 N 4 —  031 3.5% 1.1%
RED. MASS 9.0208 NIO —  022 3.5% 1.1%
VIBRATION 28 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 504.85 N 7 —  026 4.1% ( 93.0%) 1.1%
T-DIPOLE 0.0042 N 7 —  027 4.1% 1.1%
TRAVEL 0.0902 0 8 —  027 4.0% 10.3%
RED. MASS 8.2104 0 6 —  026 4.0% 10.3%
VIBRATION 29 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 528.75 014 —  015 19.8% ( 70.1%) 0.0%
T-DIPOLE 0.1343 015 —  016 13.6% 0.0%
TRAVEL 0.1310 014 —  016 8.2% 0.0%
RED. MASS 3.7135 N13 —  015 8.0% 0.0%
VIBRATION 30 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 529.01 037 —  038 19.7% ( 69.9%) 0.0%
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T-DIPOLE 0.1951 C36 —  C37 13.6% 0.0%
TRAVEL 0.1314 C36 —  C38 8.1% 0.0%
RED. MASS 3.6920 N 1 —  C37 8.0% 0.0%
VIBRATION 31 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 561.64 C 8 —  C26 5.2% ( 41.0%) 0.0%
T-DIPOLE 0.0019 C 6 —  C27 5.0% 0.0%
TRAVEL 0.1126 C 9 —  C22 4.6% 0.0%
RED. MASS 4.7381 C 5 —  C31 4.3% 0.0%
VIBRATION 32 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 565.48 0 3 —  032 4.9% ( 37.9%) 0.0%
T-DIPOLE 0.2657 Oil —  021 4.6% 0.0%
TRAVEL 0.1188 0 2 —  036 3.7% 0.0%
RED. MASS 4.2267 012 —  016 3.5% 0.0%
VIBRATION 33 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 570.71 012 —  016 4.5% ( 33.9%) 0.0%
T-DIPOLE 0.0054 0 2 —  036 4.5% 0.0%
TRAVEL 0.1284 Oil —  021 4.0% 0.0%
RED. MASS 3.5841 0 3 —  032 3.9% 0.0%
VIBRATION 34 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 575.02 N 7 —  H30 5.0% { 33.9%) 0.0%
T-DIPOLE 1.3036 0 6 —  0 8 4.6% 0.0%
TRAVEL 0.1369 NIO —  H25 3.9% 0.0%
RED. MASS 3.1271 N 4 —  H35 3.8% 0.0%
VIBRATION 35 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 581.93 N 7 —  027 4.3% ( 88.7%) 28.2%
T-DIPOLE 0.0946 N 7 —  026 4.3% 28.2%
TRAVEL 0.0811 0 8 —  027 3.5% 44.1%
RED. MASS 8.8019 0 6 —  026 3.5% 44.1%
VIBRATION 36 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 646.45 0 8 —  0 9 9.1% ( 48.8%) 0.0%
T-DIPOLE 0.0116 0 5 —  0 6 8.5% 0.0%
TRAVEL 0.1106 0 6 —  0 8 6.2% 0.0%
RED. MASS 4.2605 N 7 —  0 8 4.2% 0.0%
VIBRATION 37 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 648.88 0 2 —  0 3 5.8% ( 39.5%) 0.0%
T-DIPOLE 0.0028 Oil —  012 5.6% 0.0%
TRAVEL 0.1087 0 5 —  0 6 5.0% 0.0%
RED. MASS 4.3960 0 8 —  0 9 4.6% 0.0%
VIBRATION 38 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 651.46 Oil —  012 8.9% ( 49.9%) 0.0%
T-DIPOLE 0.0519 0 2 —  0 3 8.8% 0.0%
TRAVEL 0.1065 Oil —  021 3.9% 0.0%
RED. MASS 4.5645 0 3 —  032 3.9% 0.0%
VIBRATION 39 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 652.74 0 5 —  0 6 6.1% { 42.1%) 0.0%
T-DIPOLE 0.0022 0 8 —  0 9 5.9% 0.0%
TRAVEL 0.1043 0 2 —  0 3 4.7% 0.0%
RED. MASS 4.7459 Oil —  012 4.7% 0.0%
VIBRATION 40 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 763.99 038 —  H39 38.2% ( 73.8%) 0.0%
T-DIPOLE 0.7727 037 —  H40 29.8% 0.0%
TRAVEL 0.1959 036 —  H41 7.1% 0.0%
RED. MASS 1.1494 036 —  038 4.4% 0.0%
VIBRATION 41 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 764.39 014 —  H19 37.8% ( 73.3%) 0.0%
T-DIPOLE 0.9946 015 —  H18 30.2% 0.0%
TRAVEL 0.1964 016 —  H17 7.3% 0.0%
RED. MASS 1.1436 014 —  016 4.3% 0.0%
VIBRATION 42 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 800.81 027 —  H28 16.3% ( 49.4%) 0.0%
T-DIPOLE 1.0767 026 —  H29 16.3% 0.0%
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TRAVEL 
RED. MASS
0.1708
1.4436
C22 —  
C31 —
H23
H34
9.9%
9.9%
0.0%
0.0%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
43
807.51
0.0039
0.1559
1.7174
ATOM PAIR 
032 —  H33
021 —  H24
031 —  H34
022 —  H23
ENERGY CONTRIBUTION 
14.9% ( 48.1%) 
14.9%
14.5%
14.5%
RADIAL
0.0%
0.0%
0.0%
0.0%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
44
817.24
0.1377
0.1437
1.9987
ATOM PAIR 
027 —  H28
026 —  H29
032 —  H33
021 —  H24
ENERGY CONTRIBUTION 
14.2% ( 47.7%) 
14.2%
7.6%
7.6%
RADIAL
0.0%
0 . 0 %
0 . 0 %
0 . 0 %
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
45
842.86
0.0196
0.1461
1.8731
ATOM PAIR
036 —  H41
038 —  H39
0 2 —  036
037 —  H40
ENERGY CONTRIBUTION 
30.4% ( 67.4%) 
18.3%
6.9%
6 .0%
RADIAL
0 . 0 %
0 . 0 %
0.0%
0.0%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
46
843.33
0.0265
0.1459
1.8779
ATOM PAIR 
016 —  H17
014 —  H19 
012 —  016
015 —  H18
ENERGY CONTRIBUTION 
30.1% ( 67.1%) 
18.6%
6.8%
5.8%
RADIAL
0.0%
0.0%
0.0%
0.0%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
47
855.34
0.5379
0.0700
8.0346
ATOM PAIR 
N13 —  016
012 —  N13
012 —  014
N13 —  014
ENERGY CONTRIBUTION 
3.6% ( 62.4%) 
3.5%
3.3%
3.3%
RADIAL
8 8 . 0 %
0.5%
99.7%
0.1%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
48
855.61
0.2797
0.0695
8.1552
ATOM PAIR 
N 1 —  037
N 1 —  038
N13 —  015
N13 —  014
ENERGY CONTRIBUTION 
4.2% { 67.4%) 
3.9%
3.9%
3.6%
RADIAL
97.0%
0.2%
97.6%
0.2%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
49
859.50
0.4086
0.0709
7.8111
ATOM PAIR 
N 7 —  0 8
N 7 —  026
NIO —  022
0  6 —  0 8
ENERGY CONTRIBUTION 
2.9% ( 55.9%) 
2.9%
2.8%
2.8%
RADIAL
0.1%
8 8 . 6 %
91.5%
99.9%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
50
859.82
0.3647
0.0700
8.0098
ATOM PAIR
036 —  038
037 —  038
N 1 —  037
036 —  037
ENERGY CONTRIBUTION 
4.2% ( 67.4%) 
4.1%
4.1%
3.9%
RADIAL
99.7%
0.0%
8 8 . 1 %
0.3%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
51
865.69
0.2310
0.0703
7.8745
ATOM PAIR 
036 —  038
036 —  037
014 —  016
015 —  016
ENERGY CONTRIBUTION 
3.4% ( 60.5%) 
3.3%
3.3%
3.2%
RADIAL
1 0 0 . 0 %
0.1%
1 0 0 . 0 %
0.1%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
52
870.79
0.7702
0.0712
7.6456
ATOM PAIR 
026 —  027
0 8 —  027
0 6 —  026 
N 7 —  026
ENERGY CONTRIBUTION 
4.1% ( 66.4%) 
4.0%
4.0%
3.1%
RADIAL
0.0%
97.4%
97.3%
58.2%
VIBRATION 
FREQ. 
T-DIPOLE 
TRAVEL 
RED. MASS
53
909.62
0.0035
0.1224
2.4733
ATOM PAIR
026 —  H29
027 —  H28
021 —  H24
032 —  H33
ENERGY CONTRIBUTION 
10.7% ( 41.0%) 
10.7%
8.0%
7.8%
RADIAL
0.0%
0.0%
0.0%
0.0%
VIBRATION
FREQ.
T-DIPOLE
54
913.61
0.0414
ATOM PAIR
031 —  H34
022 —  H23
ENERGY CONTRIBUTION
12.4% ( 44.4%)
12.1%
RADIAL
0.0%
0.0%
163
Appendix University of Surrey 1999
TRAVEL 
RED. MASS
0.1198
2.5689
C32 —  
C21 —
H33
H24
1 2 . 0 %
11.7%
0.0%
0.0%
VIBRATION 55 
FREQ. 917.85
T-DIPOLE 0.0013 
TRAVEL 0.1175
RED. MASS 2.6608
ATOM PAIR
026 —  H29
027 —  H28
026 —  027
022 —  H23
ENERGY CONTRIBUTION 
13.9% ( 47.2%) 
13.9%
7.9%
5.4%
RADIAL
0.0%
0.0%
0.0%
0.0%
VIBRATION 56 
FREQ. 929.93
T-DIPOLE 0.1459 
TRAVEL 0.1192
RED. MASS 2.5497
ATOM PAIR
015 —  H18
016 —  H17
015 —  016
014 —  015
ENERGY CONTRIBUTION 
28.9% { 67.1%) 
15.7%
12.5%
8.9%
RADIAL
0.0%
0.0%
0.0%
0.0%
VIBRATION 57 
FREQ. 930.02
T-DIPOLE 0.1480 
TRAVEL 0.1193
RED. MASS 2.5489
ATOM PAIR 
037 —  H40
036 —  H41
036 —  037
037 —  038
ENERGY CONTRIBUTION 
29.1% ( 67.3%) 
15.6%
12.5%
8.9%
RADIAL
0.0%
0.0%
0.0%
0.0%
VIBRATION 58 
FREQ. 1011.17
T-DIPOLE 0.1713 
TRAVEL 0.0833
RED. MASS 4.8039
ATOM PAIR 
NIO —  021
N13 —  016
021  —  022  
0 9 —  021
ENERGY CONTRIBUTION 
6.8% ( 56.9%) 
5.5%
3.7%
3.7%
RADIAL
94.5%
99.9%
0.0%
53.7%
VIBRATION 59 
FREQ. 1011.60
T-DIPOLE 0.1080 
TRAVEL 0.0837
RED. MASS 4.7599
ATOM PAIR 
N 4 —  032
N 1 —  036
0 5 —  032
031 —  032
ENERGY CONTRIBUTION 
6.9% { 56.8%) 
5.6%
3.7%
3.7%
RADIAL
94.6%
99.8%
52.3%
0.1%
VIBRATION 60 
FREQ. 1032.49
T-DIPOLE 0.0397 
TRAVEL 0.0770
RED. MASS 5.5139
ATOM PAIR 
N 7 —  027
N 7 —  026
N 4 —  031
NIO —  022
ENERGY CONTRIBUTION 
6.2% ( 57.2%) 
6.2%
5.4%
5.3%
RADIAL
51.4%
50.2%
98.9%
98.8%
VIBRATION 61 
FREQ. 1042.96
T-DIPOLE 0.0943 
TRAVEL 0.0726
RED. MASS 6.1261
ATOM PAIR 
N 7 —  026
N 7 —  027
NIO —  022
0 6 —  N 7
ENERGY CONTRIBUTION 
7.7% ( 66.6%) 
7.6%
5.0%
4.8%
RADIAL
90.8%
90.2%
99.1%
1 2 . 0 %
VIBRATION 62 
FREQ. 1075.27
T-DIPOLE 0.1130 
TRAVEL 0.1418
RED. MASS 1.5601
ATOM PAIR
036 —  H41
016 —  H17
037 —  H40
015 —  H18
ENERGY CONTRIBUTION 
9.9% ( 42.5%) 
9.2%
9.0%
8.4%
RADIAL
6.7%
6.5%
0.6%
0.6%
VIBRATION 63 
FREQ. 1076.44
T-DIPOLE 0.3078 
TRAVEL 0.1366
RED. MASS 1.6777
ATOM PAIR
015 —  H18
037 —  H40
016 —  H17
036 —  H41
ENERGY CONTRIBUTION 
11.1% ( 45.8%) 
1 0 . 2 %
8.8%
8.2%
RADIAL
0.4%
0.4%
7.3%
7.4%
VIBRATION 64 
FREQ. 1093.88
T-DIPOLE 0.5512 
TRAVEL 0.1395
RED. MASS 1.5847
ATOM PAIR 
015 —  H18
037 —  H40
022 —  H23
031 —  H34
ENERGY CONTRIBUTION 
7.7% ( 39.0%) 
7.6%
6.6%
6.0%
RADIAL
0.3%
0.3%
0.0%
0.1%
VIBRATION 65 
FREQ. 1096.15
T-DIPOLE 0.0181 
TRAVEL 0.1424
RED. MASS 1.5169
ATOM PAIR 
027 —  H28
026 —  H29
021 —  H24
032 —  H33
ENERGY CONTRIBUTION 
15.9% ( 51.3%) 
15.9%
5.4%
4.8%
RADIAL
0.0%
0.0%
0.1%
0.2%
VIBRATION 66
FREQ. 1097.02
T-DIPOLE 0.1259
ATOM PAIR
032 —  H33
021 —  H24
ENERGY CONTRIBUTION
16.5% ( 52.0%)
1 4 . 8 %
RADIAL
0.0%
0.0%
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TRAVEL 0.1446 C31 —  H34 9.5% 0.2%
RED. MASS 1.4703 C22 —  H23 8.5% 0.3%
VIBRATION 67 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1098.02 C31 —  H34 11.8% ( 41.0%) 0.8%
T-DIPOLE 0.3473 C22 —  H23 11.6% 0.8%
TRAVEL 0.1626 C21 —  H24 11.2% 0.8%
RED. MASS 1.1613 C32 —  H33 10.1% 1.1%
VIBRATION 68 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1103.05 C14 —  H19 5.7% ( 37.4%) 0.3%
T-DIPOLE 0.1869 C38 —  H39 5.6% 0.3%
TRAVEL 0.1134 C37 —  H40 3.5% 0.8%
RED. MASS 2.3769 C15 —  H18 3.4% 0.8%
VIBRATION 69 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1115.75 C38 —  H39 7.8% { 38.5%) 2.4%
T-DIPOLE 0.4991 C14 —  H19 7.8% 2.3%
TRAVEL 0.1338 C36 —  H41 5.8% 7.6%
RED. MASS 1.6889 C16 —  H17 5.6% 7.8%
VIBRATION 70 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1126.16 C16 —  H17 7.1% { 39.1%) 0.3%
T-DIPOLE 0.0443 C36 —  H41 7.0% 0.3%
TRAVEL 0.1265 N13 —  H20 5.4% 1.1%
RED. MASS 1.8711 N 1 —  H42 5.3% 1.2%
VIBRATION 71 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1156.59 C16 —  H17 3.6% ( 33.5%) 3.3%
T-DIPOLE 0.0528 C36 —  H41 3.6% 3.3%
TRAVEL 0.0992 027 —  H28 2.9% 0.2%
RED. MASS 2.9608 026 —  H29 2.9% 0.2%
VIBRATION 72 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1196.05 021 —  H24 3.4% ( 33.2%) 2.3%
T-DIPOLE 0.0092 032 —  H33 3.4% 2.3%
TRAVEL 0.0938 022 —  H23 2.6% 0.1%
RED. MASS 3.2012 031 —  H34 2.6% 0.1%
VIBRATION 73 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1226.80 027 —  H28 5.6% ( 38.4%) 1.1%
T-DIPOLE 0.0611 026 —  H29 5.5% 1.1%
TRAVEL 0.1047 031 —  H34 4.1% 2.9%
RED. MASS 2.5070 022 —  H23 4.1% 2.9%
VIBRATION 74 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1249.04 N13 —  H20 23.3% ( 62.5%) 0.2%
T-DIPOLE 0.0356 016 —  H17 6.7% 0.1%
TRAVEL 0.1399 015 —  H18 5.2% 1.2%
RED. MASS 1.3787 012 —  014 4.9% 0.2%
VIBRATION 75 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1249.21 N 1 —  H42 22.7% ( 63.3%) 0.4%
T-DIPOLE 0.0174 036 —  H41 6.1% 0.1%
TRAVEL 0.1341 037 —  H40 5.1% 1.5%
RED. MASS 1.5014 038 —  H39 5.1% 2.1%
VIBRATION 76 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1251.71 NIO —  H25 15.8% ( 49.7%) 0.0%
T-DIPOLE 0.0257 N 4 —  H35 15.8% 0.0%
TRAVEL 0.1469 032 —  H33 3.7% 0.2%
RED. MASS 1.2483 021 —  H24 3.7% 0.2%
VIBRATION 77 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1254.14 N 7 —  H30 15.7% ( 48.4%) 0.0%
T-DIPOLE 0.2448 NIO —  H25 9.6% 0.0%
TRAVEL 0.1513 N 4 —  H35 9.5% 0.0%
RED. MASS 1.1741 027 —  H28 4.3% 0.2%
VIBRATION 78 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1261.32 N 7 —  H30 11.5% { 53.2%) 0.0%
T-DIPOLE 0.1578 N 4 —  H35 7.2% 1.6%
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TRAVEL 0.1024 NIO —  H25 7.1% 1.6%
RED. MASS 2.5464 N13 —  C14 2.7% 67.4%
VIBRATION 79 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1306.32 N13 —  C14 2.9% ( 36.4%) 75.4%
T-DIPOLE 1.4209 N 1 —  C38 2.9% 75.5%
TRAVEL 0.0633 C12 —  N13 2.7% 73.9%
RED. MASS 6.4465 N 1 —  C 2 2.7% 73.6%
VIBRATION 80 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1333.20 N 1 —  C38 4.0% ( 39.5%) 81.3%
T-DIPOLE 0.9296 N13 —  C14 4.0% 81.3%
TRAVEL 0.0673 N 1 —  C 2 3.5% 63.6%
RED. MASS 5 . 5 8 6 8 C12 —  N13 3.5% 64.0%
VIBRATION 81 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1361.90 0 6 —  N 7 3.7% { 38.5%) 70.0%
T-DIPOLE 0.3901 N 7 —  0 8 3.7% 70.1%
TRAVEL 0.0645 0 6 —  0 8 3.7% 100.0%
RED. MASS 5.9538 026 —  027 3.6% 100.0%
VIBRATION 82 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1382.62 031 —  032 4.4% ( 42.0%) 99.9%
T-DIPOLE 1.5942 021 —  022 4.3% 99.9%
TRAVEL 0.0629 0 3 —  032 3.7% 99.2%
RED. MASS 6.1529 Oil —  021 3.7% 99.2%
VIBRATION 83 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1395.07 026 —  027 5.4% { 46.6%) . 100.0%
T-DIPOLE 0.2742 0 8 —  026 3.8% 99.6%
TRAVEL 0 . 0 6 2 4 0 6 —  027 3.8% 99.6%
RED. MASS 6.2140 021 —  022 3.4% 99.9%
VIBRATION 84 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1498.92 0 2 —  036 3.4% ( 37.2%) 87.7%
T-DIPOLE 0.2115 012 —  016 3.3% 85.7%
TRAVEL 0.0606 0 5 —  031 2.4% 74.3%
RED. MASS 6.1221 026 —  027 2.3% 100.0%
VIBRATION 85 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1504.51 012 —  N13 6.0% ( 46.7%) 100.0%
T-DIPOLE 2.3685 N13 —  014 5.5% 56.7%
TRAVEL 0.0611 012 —  016 5.2% 66.1%
RED. MASS 6.0095 N 1 —  0 2 4.8% 99.7%
VIBRATION 86 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1509.37 N 4 —  0 5 5.5% ( 43.7%) 94.2%
T-DIPOLE 6.3829 N 7 —  0 8 5.4% 89.8%
TRAVEL 0.0609 0 6 —  N 7 5.4% 87.9%
RED. MASS 6.0160 0 9 —  NIO 5.4% 95.3%
VIBRATION 87 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1512.20 N 1 —  0 2 6.6% ( 47.8%) 91.5%
T-DIPOLE 0.3798 012 —  N13 5.9% 88.5%
TRAVEL 0.0612 N 1 —  038 5.7% 78.9%
RED. MASS 5.9440 N13 —  014 5.0% 82.8%
VIBRATION 88 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1516.76 0 9 —  NIO 6.3% ( 47.3%) 82.4%
T-DIPOLE 0.0733 N 4 —  0 5 6.1% 82.6%
TRAVEL 0.0610 NIO —  Oil 5.8% 93.2%
RED. MASS 5.9722 0 3 —  N 4 5.8% 93.0%
VIBRATION 89 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1519.59 0 6 —  N 7 5.4% ( 44.9%) 86.4%
T-DIPOLE 0.7505 N 7 —  0 8 5.4% 87.9%
TRAVEL 0.0610 N 7 —  H30 3.7% 0.0%
RED. MASS 5.9608 N 1 —  0 2 3.1% 65.8%
VIBRATION 90 ATOM PAIR ENERGY CONTRIBUTION RADIAL
FREQ. 1530.99 015 —  016 4.5% { 39.3%) 100.0%
T-DIPOLE 0.3143 036 —  037 4.2% 100.0%
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TRAVEL 
RED. MASS
0.0611
5.8905
C31 —  
C21 —
C32
C22
3.9%
3.7%
94.0%
93.1%
VIBRATION 91 
FREQ. 1536.26
T-DIPOLE 0.2364 
TRAVEL 0.0606
RED. MASS 5.9737
ATOM PAIR 
C26 —  027
0 8 —  026 
0 6 —  027
0 8 —  027
ENERGY CONTRIBUTION 
7.8% ( 53.6%) 
3.3%
3.3%
3.2%
RADIAL
1 0 0 . 0 %
1.7%
2 . 0 %
94.3%
VIBRATION 92 
FREQ. 1542.16
T-DIPOLE 0.1017 
TRAVEL 0.0614
RED. MASS 5.8064
ATOM PAIR
036 —  037
015 —  016
037 —  038
014 —  015
ENERGY CONTRIBUTION 
7.0% ( 49.5%) 
7.0%
4.0%
4.0%
RADIAL
99.9%
99.9%
1.5%
1.7%
VIBRATION 93 
FREQ. 1556.79
T-DIPOLE 0.9791 
TRAVEL 0.0608
RED. MASS 5.8618
ATOM PAIR 
036 —  037
021  —  022  
015 —  016
031 —  032
ENERGY CONTRIBUTION 
4.4% ( 39.0%) 
4.2%
4.2%
4.0%
RADIAL
98.1%
99.1%
98.1%
98.9%
VIBRATION 94 
FREQ. 1569.53
T-DIPOLE 0.0277 
TRAVEL 0.0601
RED. MASS 5.9387
ATOM PAIR 
026 —  027
031 —  032
021  —  022  
0 6 —  027
ENERGY CONTRIBUTION 
5.4% ( 42.9%) 
4.4%
4.3%
3.3%
RADIAL
99.9%
99.6%
98.8%
13.4%
VIBRATION 95 
FREQ. 1574.59
T-DIPOLE 0.1787 
TRAVEL 0.0593
RED. MASS 6.0926
ATOM PAIR 
0  8 —  0 9
0 5 —  0 6
0 9 —  021
0 8 —  026
ENERGY CONTRIBUTION 
3.2% ( 33.3%)  
2.9%
2 . 8 %
2.7%
RADIAL
11.9%
12.9%
89.2%
65.0%
VIBRATION 96 
FREQ. 1599.69
T-DIPOLE 0.1164 
TRAVEL 0.0595
RED. MASS 5.9612
ATOM PAIR 
0 9 —  022
0 5 —  031
037 —  038
014 —  015
ENERGY CONTRIBUTION 
3.7% ( 36.3%) 
3.7%
2.9%
2.9%
RADIAL
99.7%
99.7%
96.4%
96.6%
VIBRATION 97 
FREQ. 1622.62
T-DIPOLE 0.3275 
TRAVEL 0.0599
RED. MASS 5.7968
ATOM PAIR 
0 8 —  026 
0 6 —  027
026 —  027
0 9 —  022
ENERGY CONTRIBUTION 
4.7% ( 40.4%) 
4.7%
3.7%
3.7%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
0 . 0 %
73.9%
VIBRATION 98 
FREQ. 1639.07
T-DIPOLE 0.0896 
TRAVEL 0.0601
RED. MASS 5.6923
ATOM PAIR 
037 —  038
0 2 —  036
036 —  037
0 3 —  032
ENERGY CONTRIBUTION 
6.5% ( 46.6%). 
4.9%
4.4%
4.1%
RADIAL
1 0 0 . 0 %
99.5%
0.4%
87.5%
VIBRATION 99 
FREQ. 1641.23
T-DIPOLE 0.4876 
TRAVEL 0.0603
RED. MASS 5.6401
ATOM PAIR
014 —  015
012 —  016 
Oil —  021
015 —  016
ENERGY CONTRIBUTION 
5.4% ( 42.4%) 
4.4%
3.9%
3.8%
RADIAL
99.9%
98.8%
92.6%
0.7%
VIBRATION 100 
FREQ. 1834.28
T-DIPOLE 0.0057 
TRAVEL 0.0559 
RED. MASS 5.8854
VIBRATION 101 
FREQ. 1835.24
T-DIPOLE 0.0043 
TRAVEL 0.0556 
RED. MASS 5.9452
VIBRATION 102
FREQ. 1838.24
T-DIPOLE 0.1354
ATOM PAIR 
0 5 —  0 6
0  8 —  0 9
0  6 —  0 8  
0 6 —  027
ATOM PAIR 
0  8 —  0 9
0 5 —  0 6
0  6 —  0 8  
0 9 —  022
ATOM PAIR 
0  2 —  0 3
0 2 —  036
ENERGY CONTRIBUTION 
11.0% ( 61.3%) 
9.4%
7.1%
5.8%
ENERGY CONTRIBUTION 
11.0% ■ ( 62.1%) 
9.3%
8.0%
5.4%
ENERGY CONTRIBUTION
19.3% ( 82.2%)
9 . 6 %
RADIAL
96.5%
96.3%
0.4%
75.5%
RADIAL
98.6%
98.7%
99.9%
72.6%
RADIAL
98.0%
73.2%
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TRAVEL 
RED. MASS
0.0555
5.9441
C 3 —  
N 1 —
C32 
C 2
9.1%
7.7%
71.4%
26.7%
VIBRATION 103 
FREQ. 1838.57
T-DIPOLE 0.0792 
TRAVEL 0.0555
RED. MASS 5.94 97
ATOM PAIR 
Oil —  C12
C12 —  016
Oil —  021
0 9 —  Oil
ENERGY CONTRIBUTION 
19.1% ( 81.8%) 
9.5%
9.0%
7.7%
RADIAL
98.0%
73.5%
71.2%
8 8 . 6 %
VIBRATION 104 
FREQ. 3122.09
T-DIPOLE 0.8187 
TRAVEL 0.1175
RED. MASS 0.7822
ATOM PAIR
014 —  H19
015 —  H18
N13 —  014
012 —  014
ENERGY CONTRIBUTION 
89.9% ( 98.4%) 
2.8%
1.7%
1.7%
RADIAL
1 0 0 . 0 %
99.6%
30.1%
8 6 . 0 %
VIBRATION 105 
FREQ. 3123.60
T-DIPOLE 0.7908 
TRAVEL 0.1175
RED. MASS 0.7814
ATOM PAIR 
038 —  H39
037 —  H40
N 1 —  038
0 2 —  038
ENERGY CONTRIBUTION 
89.6% ( 98.2%) 
3.1%
1.7%
1.7%
RADIAL
1 0 0 . 0 %
99.6%
30.2%
8 6 . 0 %
VIBRATION 106 
FREQ. 3148.84
T-DIPOLE 0.2472 
TRAVEL 0.1190
RED. MASS 0.7558
ATOM PAIR 
027 —  H28
026 —  H29
026 —  027
0 6 —  027
ENERGY CONTRIBUTION 
46.7% ( 70.7%) 
46.5%
1.4%
0.8%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
0.0%
40.7%
VIBRATION 107 
FREQ. 3149.36
T-DIPOLE 0.2952 
TRAVEL 0.1190
RED. MASS 0.7558
ATOM PAIR 
022 —  H23
031 —  H34
021 —  H24
032 —  H33
ENERGY CONTRIBUTION 
26.2% ( 5 2 . 9 % )  
23.7%
23.2%
2 0 . 2 %
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
VIBRATION 108 
FREQ. 3149.53
T-DIPOLE 0.0100 
TRAVEL 0.1190
RED. MASS 0.7557
ATOM PAIR
031 —  H34
032 —  H33
022 —  H23
021 —  H24
ENERGY CONTRIBUTION 
26.0% ( 52.7%) 
23.7%
22.7%
21.5%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
VIBRATION 109 
FREQ. 3152.40
T-DIPOLE 0.3396 
TRAVEL 0.1187
RED. MASS 0.7593
ATOM PAIR
036 —  H41
037 —  H40
036 —  037
0 2 —  036
ENERGY CONTRIBUTION 
59.0% ( 79.4%) 
34.1%
1.4%
1.0%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
1.0%
41.1%
VIBRATION 110 
FREQ. 3152.43
T-DIPOLE 0.3031 
TRAVEL 0.1187
RED. MASS 0.7593
ATOM PAIR 
016 —  H17
015 —  H18
015 —  016
012 —  016
ENERGY CONTRIBUTION 
61.8% ( 81.3%) 
31.4%
1.4%
1.1%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
1.5%
41.1%
VIBRATION 111 
FREQ. 3159.81
T-DIPOLE 0.6001 
TRAVEL 0.1154
RED. MASS 0.8012
ATOM PAIR
026 —  H29
027 —  H28
026 —  027
0 8 —  026
ENERGY CONTRIBUTION 
45.0% ( 69.5%) 
44.8%
1.9%
0.9%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
40.4%
VIBRATION 112 
FREQ. 3160.33
T-DIPOLE 0.0693 
TRAVEL 0.1154
RED. MASS 0.8013
ATOM PAIR
021 —  H24
032 —  H33
022 —  H23
031 —  H34
ENERGY CONTRIBUTION 
25.6% ( 52.4%) 
23.9%
22.7%
20.4%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
VIBRATION 113 
FREQ. 3160.66
T-DIPOLE 0.6828 
TRAVEL 0.1154
RED. MASS 0.8015
ATOM PAIR 
032 —  H33
031 —  H34
021 —  H24
022 —  H23
ENERGY CONTRIBUTION 
24.4% ( 51.1%) 
22.3%
2 2 . 1 %
2 1 . 0 %
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
VIBRATION 114
FREQ. 3164.24
T-DIPOLE 0.5680
ATOM PAIR
037 —  H40
036 —  H41
ENERGY CONTRIBUTION
54.4% ( 76.5%)
33.1%
RADIAL
100.0%
100.0%
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TRAVEL 
RED. MASS
0.1145
0.8123
C38 —  H39
C36 —  C37
2.6%
1.9%
99.6%
97.0%
VIBRATION 115 
FREQ. 3164.45
T-DIPOLE 0.6146 
TRAVEL 0.114 6
RED. MASS 0.8118
ATOM PAIR
015 —  H18
016 —  H17
014 —  H19
015 —  016
ENERGY OONTRIBUTION 
57.3% ( 78.5%) 
30.4%
2X%
1.9%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
99.6%
95.4%
VIBRATION 116 
FREQ. 3455.06
T-DIPOLE 0.0412 
TRAVEL 0.1139
RED. MASS 0.7523
ATOM PAIR 
NIO —  H25
N 4 —  H35
NIO —  Oil 
0 9 —  NIO
ENERGY OONTRIBUTION 
56.8% { 77.0%) 
39.0%
0.6%
0.6%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
36.3%
36.2%
VIBRATION 117 
FREQ. 3455.09
T-DIPOLE 0.3549 
TRAVEL 0.1139
RED. MASS 0.7525
ATOM PAIR 
N 4 —  H35
NIO —  H25
N 7 —  H30
N 4 —  0 5
ENERGY OONTRIBUTION 
56.3% ( 76.7%) 
38.7%
0.7%
0.6%
RADIAL
1 0 0 . 0 %
1 0 0 . 0 %
1 0 0 . 0 %
36.2%
VIBRATION 118 
FREQ. 3455.64
T-DIPOLE 0.2981 
TRAVEL 0.1139
RED. MASS 0.7521
ATOM PAIR 
N 7 —  H30
N 7 —  0 8
0 6 —  N 7 
N 7 —  027
ENERGY OONTRIBUTION 
95.0% ( 99.6%) 
1 . 1%
1.1%
1.0%
RADIAL
1 0 0 . 0%
36.2%
36.2%
90.5%
VIBRATION 119 
FREQ. 3467.37
T-DIPOLE 0.284 6
TRAVEL 0.1136
RED. MASS 0.7530
ATOM PAIR 
N 1 —  H42
N 1 —  038
N 1 —  0 2
N 1 —  037
ENERGY OONTRIBUTION 
95.5% ( 99.8%) 
1.1%
1 . 1% 
1.0%
RADIAL
1 0 0 . 0 %
38.5%
35.3%
90.8%
VIBRATION 120 
FREQ. 3467.57
T-DIPOLE 0.2615 
TRAVEL 0.1136
RED. MASS 0.7529
ATOM PAIR 
N13 —  H20
N13 —  014
012 —  N13
N13 —  015
ENERGY OONTRIBUTION 
95.5% ( 99.8%) 
1 . 1%
1 . 1%
1 . 0 %
RADIAL
1 0 0 . 0 %
38.5%
35.2%
90.8%
TOTAL CPU TIME: 2030.16 SECONDS 
== MOPAC DONE ==
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 ^ In f r a r e d  Spectrum
— inrnnmnr—
Wavenumber (cm -1)
Vibrational spectra (both IR and Raman active modes are shown) of a simulated 
polypyrrole in the benzenoid form with two sub-units using AMI method
In fr a r e d  Spectrum
Wavenumber (cm-1)
MOPAC IR -  2anyrrolepm3 v l
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
polypyrrole in the quininoidform with two sub-units using PM3 method
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Q In fra re d  Spectrum
Wavenumber ( cm-1)
Vibrational spectra (both IR  and Raman active modes are shown) o f  a simulated 
polypyrrole in the benzenoid form  with three sub-units using A M I method
Infrared Spectrum
Wavenumber (cm-1)
3qpvrroleaml vl
Vibrational spectra (both IR and Raman active modes are shown) of a simulated
polypyrrole in the quininoid form with three sub-units using AMI method
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Vibrational spectra (both IR and Raman active modes are shown) of a simulated 
polypyrrole in the quininoid form with three sub-units using PM3 method
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
polypyrrole in the benzenoid form with four sub-units using AMI method
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Vibrational spectra (both IR  and Raman active modes are shown) o f a simulated 
polypyrrole in the benzenoid form  with four sub-units using PM3 method
 ^ In fra re d
t
n -300
t *400
y :
( -500
k
/  -600
m
1 -700
)
-800
>ect rum
Wavenumber (cm-1)
4qpvrroleam l v l
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
polypyrrole in the quininoid form with four sub-units using AMI method
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Vibrational spectra (both IR and Raman active modes are shown) o f a simulated 
polypyrrole in the quininoid form  with four sub-units using PM3 method
Vibrational spectra (both IR and Raman active modes are shown) of a simulated
polypyrrole in the benzenoid form with five sub-units using AMI method
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. In fr a r e d  Spectrum
1-200
nt .
A —300
t
y -500
1 ,-700
0
1 —800
Wavenumber ( cm-1)
vr lepm3 v l
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated 
polypyrrole in the benzenoid form  with five sub-units using PM3 method
In fr a r e d  Spectrum
-iooIn : V 
t; ; , V:e -200 
n s X
t - 3 0 0
y
k -400  
m 
/  
m
o -500
)
Wavenumber (cm-1) 
Scpvrroleam l vl
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
polypyrrole in the quininoid form with five sub-units using AMI method
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Vibrational spectra (both IR and Raman active modes are shown) o f a simulated 
polypyrrole in the quininoid form  with five sub-units using PM3 method
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
poly(p-phenylene) in the benzenoid form with two sub-units using PM3 method
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Infrared Spectrum
1
■
g
HM
I
1
1
: 2.0 : 3.0
Wavenumber (cm-1) 
vl
Vibrational spectra (both IR and Raman active modes are shown) o f  a simulated 
poly(p-phenylene) in the benzenoid form  with three sub-units using A M I method
Infrared Spectrum
/
* - 1 2 0
1
 ^-140
0.0 1.0 . 2.0 3.0
Wavenumber ( cm-1) 
IR - phen3pm3 vl
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
poly(p-phenylene) in the benzenoid form with three sub-units using PM3 method
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Infrared Spectrum
:t; V : -60
1 .
) - 1 0 0
Wavenumber (cm-1)
phen4aml vl
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated 
poly(p-phenylene) in the benzenoid form  with four sub-units using A M I method
Infrared Spectrum
( - 1 0 0
kra
/ - 1 2 0
Wavenumber (cm-1 
IR -  phen4pm3 vl
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
poly(p-phenylene) in the benzenoid form with four sub-units using PM3 method
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Vibrational spectra (both IR  and Raman active modes are shown) o f a simulated 
poly(p-phenylene) in the benzenoid form  with six sub-units using A M I method
Infrared Spectrum
m -1 50
Wavenumber (cra-1) 
MOPAC IR -  phen6pm3 vl .
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
poly(p-phenylene) in the benzenoid form with SIX sub-units using PM3 method
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. Infrared Spectrum
OfO 1.Ü 2 .0  3.0
i Wavenumber (cm-1)
'lAC IP.i — vi
Vibrational spectra (both IR  and Raman active modes are shown) o f  a simulated 
poly(p-phenylene) in the benzenoid form  with eight sub-units using A M I method
 ^ Infrared Spectrum
n -100 
t
t
y - 2 0 0
0 -300
1 
)
Wavenumber (cm-1)
MOPAC IR - rhenlOaml vl
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
poly(p-phenylene) in the benzenoid form with ten sub-units using AMI method
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Vibrational spectra (both IR and Raman active modes are shown) o f  a simulated 
poly(p-phenylene) in the quininoid form  with two sub-units using PM3 method
 ^ Infrared Spectrum
Wavenumber (cm-1)
MOPAC 1% - phenOJaml vl
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
poly(p-phenylene) in the quininoidform with three sub-units using AMI method
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Vibrational spectra (both IR and Raman active modes are shown) o f  a simulated 
poly(p-phenylene) in the quininoid form  with three sub-units using PM3 method
Infrared Spectrum
/
m
O-250
1
)
Wavenumber (cm-1)
MOPAC IR -  phenQ4aml
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
poly(p-phenylene) in the quininoid form with four sub-units using AMI method
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Vibrational spectra (both IR  and Raman active modes are shown) o f a simulated 
poly(p-phenylene) in the quininoid form  with four sub-units using PM3 method
. Infrared Spectrum
i
k
m -500 
m
Wavenumber (cra-1)
phen05aml vl
Vibrational spectra (both IR and Raman active modes are shown) o f a simulated
poly(p-phenylene) in the quininoid form with five sub-units using AMI method
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