This paper studies the discriminating power offered by higherorder concurrent languages, and contrasts this power with those offered by higher-order sequential languages (à la λ-calculus) and by first-order concurrent languages (à la CCS). The concurrent higherorder languages that we focus on are Higher-Order π-calculus (HOπ), which supports higher-order communication, and an extension of HOπ with passivation, a simple higher-order construct that allows one to obtain location-dependent process behaviours.
Introduction
Higher-order languages have been widely studied in functional programming, following the λ-calculus. In a higher-order language, variables may be instantiated with terms of the language. When multiple occurrences of the variable exist, this mechanism results in the possibility of copying the terms of the language.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Higher-order concurrency combines functional programming and concurrent programming: the ability of exchanging values, common in concurrency, is enhanced by allowing values to include terms of the language itself, the distinguishing feature of functional languages. Calculi of this kind include CHOCS [30] and the Higher-Order π-calculus [25] .
An important extension to concurrent higher-order languages concerns distribution. This is usually achieved by means of constructs for expressing and operating on locations. As a consequence, the observable behaviour of a system of processes depends not only on the behaviour of the constituent processes, but also on the locations in which these processes are run. This can have a deep impact on the behavioural theory and algebraic laws for the language.
One of the simplest constructs that show these phenomena is passivation. Passivation offers the capability of capturing the content of a certain location, and then restarting the execution in a different context. The semantics of passivation has been the subject of a number of papers, usually in extensions of the Higher-Order π-calculus [15, [19] [20] [21] 24] . Passivation is also featured in the Homer calculus [10] and the M-calculus [26] ; a similar construct appears in the Seal calculus [4] and in Acute [29] . Passivation has also been advocated to support run-time system updates, fault recovery and fault tolerance (by providing the basis for mechanisms for checkpointing computations and replicating them), and to support adaptive behaviours.
The goal of this paper is to shed light into the discriminating power offered by higher-order concurrent languages, and contrasting this power with those offered by higher-order sequential languages (which are deprived of all concurrency) and by first-order concurrent languages (which are deprived of all higher-order features). The comparison is carried out by considering embeddings of first-order processes into the languages, and then examining the equivalences induced by the resulting contextual equivalences on the first-order processes. In other words, the discriminating power of a language refers to the existence of appropriate contexts of the language that are capable of separating the behaviours of first-order processes.
The higher-order sequential languages are typed λ-calculi extended with a kell construct [27] akin to a store location of imperative λ-calculi. The λ-calculi offer constructs for reading the kell, overriding it, and, if the kell contains a process, for consuming such a process (i.e., performing observations on the process actions). The higher-order concurrent languages are HOπ, which allows higher-order communication, and HOπpass, an extension of HOπ with passivation (similar to the languages in [15, 21, 24] ). Both languages also admit first-order communications, to be able to interact with the embedded first-order processes. The first-order concurrent language that we consider is CCS − , a CCS-like calculus.
The λ-calculi also allow us to observe the inability for a process to perform a certain action. In concurrency, this possibility is referred to as action refusal. For a thorough comparison, we therefore also consider both restrictions of the λ-calculi without the refusal observation (though at the price of allowing computations that may get stuck) and extensions of HOπ, HOπpass, and CCS − with the refusal capability.
Concerning the tested first-order processes, embedded into the above languages, we consider both ordinary LTSs (which exhibit internal nondeterminism, e.g., a process that has multiple transitions with the same label) and reactive probabilistic LTSs (which exhibit probabilistic choices on transitions with the same label, hence admit no internal nondeterminism). We simply call LTSs the former and RPLTSs the latter.
We show that, on LTSs, the difference between the discriminating power of HOπ and HOπpass is captured, in the λ-calculi, through the difference between the call-by-name and call-by-value evaluation strategies, both with and without refusals.
The correspondence between the HOπpass calculi and the callby-value λ-calculi appears robust, and is maintained in all scenarios examined. The same does not hold between the HOπ calculi and the call-by-name λ-calculi, whose correspondence breaks on RPLTSs. The case of RPLTSs is more involved also when we consider the first-order language CCS − . For instance, the discriminating power of CCS − is strictly in between that of the call-by-name λ-calculus and HOπ. In contrast, the three languages are equally discriminating on LTSs.
We also discuss variations of the above settings. In languages with locations, communication may or may not be affected by spatial proximity. This is the difference between global vs. local communications. This difference is important for the semantics of the languages but, as we shall see, does not impinge on their discriminating power.
The contextual equivalences that we consider are may-like (a test, i.e., a context, is successful on a process if there is at least one successful computation). We also discuss the contextual preorders, and 'must' forms of success (all computations are successful). We isolate a few scenarios in which, surprisingly, the may and must forms of contextual equivalence coincide.
There are analogies between our results on the contextual equivalences induced by higher-order languages on ordinary LTSs and results in the literature on the equivalences on LTSs that characterize the coarsest congruences contained in trace equivalence for operators whose operational rules comply with certain rule formats. Some of these formats allow negative premises in the rules, with which refusals may be encoded, or allow rules in which an argument of an operator may end up, in the derivative of the rule, within a predefined context; when the context is polyadic, this yields a form of copying. In higher-order languages, in contrast, copying is achieved through the variable binding mechanisms of the languages. Passivation or, in the λ-calculi, call-by-value, are necessary to obtain the discriminating power of powerful formats such as GSOS [2] and tyft/tyxt [11] (which give ready simulation equivalence and simulation equivalence, respectively).
Rule formats for probabilistic processes include [1, 5, 17] , where the emphasis is on ensuring congruence properties for bisimilarity. Testing of reactive probabilistic processes is studied in [16] , obtaining an equivalence strictly coarser than bisimilarity, though the comparison with the equivalences induced by our contextual equivalences is unclear. Testing equivalences in which the testers are allowed to make copies of the tested RPLTSs have been studied by Larsen and Skou [18] and Van Breugel et al. [31] to recover bisimilarity. Our characterizations of bisimilarity in higher-order languages exploit these results: in one direction of the proofs, we essentially implement in higher-order languages the tests needed in [18, 31] to distinguish non-bisimilar RPLTSs. In contrast, copies of the tested process are not possible in our CCS-like languages.
Paper structure: Section 2 presents background material: LTSs, RPLTSs, equivalences on them. Section 3 considers the embeddings of LTSs and RPLTSs into λ-calculi. Section 4 shows the syntax and operational semantics of the concurrent languages (CCSand HOπ-like), whose discriminating power is studied in Sections 5 and 6. Section 7 discusses variations of the scenarios examined. Section 8 reports conclusions and possible future work.
Notation: In examples, we sometimes use a CCS-like notation, with prefixing and choice, to describe the processes of an LTS or RPLTS.
First-Order Processes and Equivalences
In this section, we introduce the two LTS-like models used in the paper to formalize respectively fully nondeterministic processes (LTSs) and reactive probabilistic processes (RPLTSs), and we recall a number of behavioural equivalences for these first-order processes. Then, we define contextual equivalences induced on such processes by their embedding into algebraic languages.
Fully Nondeterministic Processes
The behaviour of a fully nondeterministic process can be represented through a labeled transition system. DEFINITION 2.1. A labeled transition system (LTS) is a triple (S, A, −→) where S is a countable set of states (usually called processes), A is a countable set of transition-labeling actions, and −→ ⊆ S × A × S is a transition relation. The LTS is image-finite if {P ∈ S | P a −→ P } is finite for all P ∈ S and a ∈ A.
We will characterize the contextual equivalences induced on LTSs in terms of simulation equivalence [22] , ready simulation equivalence [2, 18] , trace equivalence [3] , failure equivalence [3] , and failure-trace equivalence [23, 32] . DEFINITION 2.2. Let (S, A, −→) be an LTS and R be a relation over S. Relation R is a simulation if, whenever (P1, P2) ∈ R, then for all a ∈ A it holds that for each P1 a −→ P 1 there exists P2 a −→ P 2 such that (P 1 , P 2 ) ∈ R. Relation R is a ready simulation if, additionally, P1 a − → implies P2 a − →. Processes P1, P2 ∈ S are simulation equivalent (P1 ∼S P2) -resp., ready simulation equivalent (P1 ∼RS P2) -if there exist two simulationsresp., ready simulations -R and R such that (P1, P2) ∈ R and (P2, P1) ∈ R .
A trace is an element σ of A * . We let CC(P, σ) denote the set of σ-compatible computations from P , i.e., the computations starting from P and labeled with σ. We call failure pair an element ϕ ∈ A * × 2 A composed by a trace σ and a refusal set F . We denote by FCC(P, ϕ) the set of ϕ-compatible computations from P , i.e., the computations starting from P and labeled with σ whose last state has no outgoing transitions labeled with an action in F . We call failure trace an element φ ∈ (A × 2 A ) * given by a sequence of n ∈ N pairs of the form (ai, Fi). We indicate with FT CC(P, φ) the set of φ-compatible computations from P , i.e., the computations starting from P and labeled with trace a1 . . . an such that the state reached after the i-th step, 1 ≤ i ≤ n, has no outgoing transitions labeled with an action in the refusal set Fi. DEFINITION 2.3. Let (S, A, −→) be an LTS. Processes P1, P2 ∈ S are:
For instance, consider the processes defined in Examples 3.1 and 3.2: P and P are failure-trace (and hence trace) equivalent but not simulation equivalent, while P is simulation but not failuretrace equivalent to P ; processes Q, Q are not ready simulation equivalent, but they are both simulation and failure-trace equivalent.
Reactive Probabilistic Processes
A reactive probabilistic process features probabilistic choices but no internal nondeterminism. Its behaviour can be described as a variant of LTS [18] . The set of discrete probability distributions over a set S is denoted by Distr (S). DEFINITION 2.4. A reactive probabilistic labeled transition system (RPLTS) is a triple (S, A, −→) where S is a countable set of states (usually called processes), A is a countable set of transitionlabeling actions, and −→ ⊆ S × A × Distr (S) is a transition relation such that P a −→ ∆1 and P a −→ ∆2 imply ∆1 = ∆2 for all P ∈ S and a ∈ A.
Given a transition P a −→ ∆, a process P ∈ S is not reachable from P via that a-transition if ∆(P ) = 0, otherwise it is reachable with probability p = ∆(P ). The reachable states form the support of ∆, i.e., supp(∆) = {P ∈ S | ∆(P ) > 0}. The choice of the action to be performed by an RPLTS process is made by the external environment, and then the target state is selected internally, purely probabilistically.
We will compare the equivalences induced on RPLTSs with probabilistic bisimulation equivalence [18] and probabilistic variants of trace equivalence and failure-trace equivalence. DEFINITION 2.5. Let (S, A, −→) be an RPLTS. An equivalence relation B over S is a probabilistic bisimulation if, whenever (P1, P2) ∈ B, then for all a ∈ A it holds that P1 a −→ ∆1 implies P2 a −→ ∆2 with ∆1(S ) = ∆2(S ) for all S ∈ S/B. Processes P1, P2 ∈ S are probabilistic bisimilar, written P1 ∼PB P2, if there exists a probabilistic bisimulation B such that (P1, P2) ∈ B.
In the RPLTS setting, each state-to-state step P a − → P of a computation is derived from a state-to-distribution transition P a −→ ∆. DEFINITION 2.6. Let L = (S, A, −→) be an RPLTS and P, P ∈ S. The sequence c ≡ P0
, with ∆i(Pi) being the execution probability of step Pi−1
We denote by C fin (P ) the set of finite-length computations from P .
Given a computation c ∈ C fin (P ), its conditional execution probability prob(c) can be defined as the product of the conditional execution probabilities of the individual steps of c. This notion is lifted to a set C ⊆ C fin (P ) of identically labeled computations by letting prob(C) = c∈C prob(c).
In Example 3.4, P is not probabilistic trace equivalent to P and is probabilistic trace (but not probabilistic failure-trace) equivalent to P . Finally, Q and Q are probabilistic failure-trace equivalent, but they are not probabilistic bisimilar.
Contextual May-Equivalence
Given a set of processes as states of an LTS or RPLTS L, and an algebraic language AL (i.e., generated by a grammar), the equivalence induced by AL equates the L processes P1 and In the remainder of the paper, L is always the LTS or RPLTS of tested first-order processes, and P, Q range over L processes. Moreover, in these tested processes each transition represents a visible action, i.e., there is a corresponding coaction with which the action can synchronize and produce a reduction; and the actions available for L do not include the success signal ω. We write AL(L) for the extension of AL with the L processes; i.e., the grammar for AL is extended so to include the L processes. In a language AL(L), reductions are represented as τ -transitions τ − → (or simply −→, in λ-calculi). Each language AL used will have constructs for testing the action capabilities of L processes; thus, the set of action names for L is supposed to appear in the grammar for AL. We emphasize that probabilities may appear in the tested L processes, but they may not appear in the AL languages that test the processes.
The operational semantics of AL(L) will be based on different LTS-like models depending on the nature of L. A finite-length computation c from a term M ∈ AL(L) is successful if each step of c is labeled with τ , the last state of c can perform ω, and no preceding state of c can perform ω. We denote by SC(M ) the set of successful computations from M . In the fully nondeterministic case, when L is an LTS, the semantic model underlying AL(L) is again an LTS. DEFINITION 2.8. Let L be an LTS, P1 and P2 two processes of L, and AL an algebraic language. In AL(L):
In the case that L is an RPLTS, the definition of contextual equivalence is more involved because the semantic model underlying AL(L) is a nondeterministic and probabilistic LTS (NPLTS for short), an extension of RPLTS in which internal nondeterminism is allowed (i.e., the constraint at the end of Definition 2.4 is removed).
For NPLTS computations, using probabilities conditioned on actions is not sufficient, because a state may have several outgoing transitions labeled with the same action. As is standard in the NPLTS setting, we thus resort to resolutions. A resolution of a state M of an NPLTS W is the result of a possible way of resolving nondeterminism, which is obtained by unfolding from M the graph structure underlying W while selecting from the current state at most one of its outgoing transitions. DEFINITION 2.9. Let W = (S, A, −→) be an NPLTS and M ∈ S. An NPLTS Z = (Z, A, −→Z ) is a resolution of M if there exists a state correspondence function corr Z : Z → S such that M = corr Z (zM ), for some zM ∈ Z, and for all z ∈ Z it holds that:
a −→ ∆ with corr Z being injective over supp(∆) and ∆(z ) = ∆ (corr Z (z )) for all z ∈ Z.
• If z a 1 −→Z ∆1 and z a 2 −→Z ∆2, then a1 = a2 and ∆1 = ∆2.
Z is maximal if, for all z ∈ Z, whenever z has no outgoing transitions, then corr Z (z) has no outgoing transitions either. We respectively denote by Res(M ) and Resmax(M ) the sets of resolutions and maximal resolutions of M .
As Z ∈ Res(M ) is fully probabilistic, the probability prob(c) of executing c ∈ C fin (zM ) is the product of the (no longer conditional) execution probabilities of the individual steps of c. This notion is lifted to C ⊆ C fin (zM ) by letting prob(C) = c∈C prob(c) whenever none of the computations in C is a proper prefix of one of the others.
The contextual equivalence defined below is inspired by [8, 13, 28, 33] . Intuitively, P1 is worse than P2 if, for all contexts C, the maximum probability of reaching success in an arbitrary maximal resolution of C[P1] is not greater than the maximum probability of reaching success in an arbitrary maximal resolution of C[P2]. To correctly quantify success, we restrict ourselves to Resτ,max(C[P ]), the set of maximal resolutions obtained from C[P ] by forbidding the execution of actions not resulting in interactions (i.e., τ actions).
DEFINITION 2.10. Let L be an RPLTS, P1 and P2 be two processes of L, and AL be an algebraic language. Indicating with ρi the predicate Zi ∈ Resτ,max(C[Pi]) for i = 1, 2, we say that in AL(L):
• P1 is contextually may-less than P2, written P1 ≤ L AL P2, if for all contexts C of AL it holds that:
We sometimes abbreviate 'contextual may equivalence' as 'contextual equivalence' or even 'may equivalence'. Figure 1 shows the syntax of the (typed) λ-calculus KΛ into which we embed the processes of a (first-order) LTS or RPLTS L. The grammar of the language resulting from the embedding, KΛ(L), has therefore the additional production
λ-Calculi

Syntax
where P is an L process; moreover, in the action test, r is supposed to range over the actions in L. A λ-term M is evaluated in an environment that may contain another λ-term N , written N ; M . The environment will correspond, in the concurrent calculi of the next section, to a location, and therefore, following the concurrency terminology, we call such an environment the kell. The language includes a construct pass for obtaining the content of the kell, and a construct N ; M for creating the kell. The action-test construct allows us to check whether the process that the kell evaluates to can perform a certain action. The remaining constructs are common constructs of typed λ-calculi. We assume that the set of constants includes the boolean values true and false and the unit value . For lack of space we omit the type system (simply-typed with recursive types; for simplicity, the expressions in the kell may only have process type). In contrast to the usual operators for kells in concurrency, in KΛ the kell is persistent: pass reads the kell without destroying it. This simplifies the typing system and does not affect the results presented.
Reduction is defined on terms that are closed (i.e., without free variables) and equipped with the kell, i.e., of the form M1 ; M2 . As a consequence, the contexts in which the L processes are tested have the form M ; C or C ; M .
Fully Nondeterministic Processes
We consider both call-by-name and call-by-value reduction strategies. We call KΛN(L) the call-by-name language, KΛV(L) its callby-value version, as usual omitting L when referring to the pure languages (without L processes). When L is an LTS, a reduction step has the form M1 ; M2 −→ M 1 ; M 2 , saying that the evaluation of M2 with kell M1 produces a new term M 2 with kell M 1 . The rules for reduction are in Figure 2 (in rule EVALKELL, Q is some predefined specific process from L that is used to initialize the kell; it does not matter which particular Q is used for thisanyone would do). In KΛN(L), only the functional part of an application is evaluated, hence rule BETA-V and the production V C for evaluation contexts are omitted. In KΛV(L), both the function and the argument of an application are evaluated, hence rule BETA-N is omitted. In all these languages, although the operators of the λ-calculi themselves are sequential, nondeterministic computations are possible because the process in the kell may present internal nondeterminism. As usual, =⇒ is the reflexive and transitive closure of −→.
In the call-by-name calculus KΛN(L), during a computation an L process may be moved around, may be copied, and may be placed into the kell. However, once placed into the kell for evaluation, the process cannot be stopped and later re-evaluated. In call-by-value, by contrast, the PASS rule may be used by the argument of a function, and then the process so obtained may be passed onto the function; as a consequence, the process may later be evaluated. This gives us more sophisticated process tests than call-by-name. Example 3.1 shows how the terms in KΛN and KΛV can test the existence of 'barbed traces' in the behaviour of a process placed in the kell, and how some tests are available only in call-by-value. EXAMPLE 3.1. Below, a test is encoded in KΛV as a thunked boolean expression λ.M and (λ.M ) is its 'unthunking' (thunking is useful in composition of tests). A test λ.M is successful on a process P if there is a run in which true is produced, i.e., P ; (λ.M ) =⇒ N ; true for some N . Test Ta checks the possibility of performing action a (i.e., P a − →), whereas T a checks its impossibility. Function Seq composes the two argument tests sequentially. Thus M1 checks the existence of an a-derivative that cannot perform c but can perform b (i.e., P a − → P with P c − → and P b − →, for some P ). Function And makes the conjunction of the two argument tests. Thus M2 checks the existence of an a-derivative that can perform both b and c, while Terms:
Evaluation contexts: M3 checks the existence of an a-derivative with both a b-derivative that can perform c and a b-derivative that cannot perform c. In KΛN, while Seq and Ta , T a , M1 have the same outcomes as in KΛV, function And (and so also M2, M3) cannot be encoded. As a consequence, only the call-by-value calculi can separate P def = a.b + a.c and P def = a.(b + c) + P When applied to P , test M2 consumes an action a and then, in case the first a-branch of P is taken, the whole expression reduces to b + c ; (λz. if T b then z ; Tc else false)pass Now, term pass is not a value, hence in call-by-value it is evaluated and produces process b + c. Since processes are values, b + c is substituted for the variable z. Thus b + c is placed in a kell with which the test Tc is performed on the same process b + c, once the test T b reports success. By contrast, in call-by-name pass is substituted for z before being evaluated, hence b + c is lost before performing test Tc .
In λ-calculi, well-typed terms are supposed to produce computations that never get stuck. To maintain this property, we have to ensure that the action-test construct a? returns a value even when the process in the kell is unable to perform the requested action a. That is, we are allowed to observe the inability for the kell process to perform a certain action, in concurrency referred to as action refusal and usually omitted. We therefore consider also variants of the above λ-calculi without the refusal capability. Formally, rule REFACT is omitted. Of course the price to pay is that computations from a well-typed term may get stuck. The call-by-name calculus without REFACT is called Proof [Sketch] The proofs are different for inductive and coinductive equivalences. For the inductive equivalences, we discuss failure-trace equivalence and KΛN. In one direction, one shows that for every failure trace φ there is a context C of KΛN such that P has the failure trace φ iff C[P ] produces true.
For the opposite direction, suppose P and Q have the same failure traces, and suppose C[P ] =⇒ To analyze what happens to the context and the processes inside them during the computation, we adopt an annotated operational semantics (equivalent to the original one) in which, when a hole reaches a redex position (whereby the process in the hole may be evaluated), the hole is marked and the observations made on its process (the transition performed, the actions refused) are annotated. One then shows that the observations so annotated can only be failure traces. Hence process Q, which has the same failure traces as P , can mimic the computation C[P ] =⇒ ω − →. As an example for the coinductive equivalences, we consider ready simulation equivalence and KΛV(L). In one direction, suppose P is not ready simulated by Q. We exploit the assumption of image-finiteness for the LTS L and the inductive characterization of ready simulation via stratification approximants. Thus there is a minimal n such that P and Q are distinguished at the n-th approximant. Proceeding by induction on n we define a context of the language that separates P and Q, in the sense that only C[P ] may reduce to true.
For the opposite direction, one shows that the relation R def = {(C[P ], C[Q]) | P is ready simulated by Q} where C is a polyadic (and runnable) context, is a strong simulation on reductions (in the sense that if M R N and M −→ M then there is N with N −→ N and M R N ). As a consequence, any successful computation from C[P ] may be mimicked by C[Q]. 2
Reactive Probabilistic Processes
The reduction relation for KΛ(L) when L is an RPLTS is the expected probabilistic modification of the system for the nondeterministic case. A probability distribution reached from a process in the kell is propagated to a λ-term by using the rule ACT P Consider the processes and λ-terms defined below, where Seq , And , Ta , T a are as in Example 3.1. In all four λ-calculi, the test M1 separates between P and P , since the resulting success probabilities are 0.5 and 0.25, respectively. The term M2 distinguishes P and P both in KΛN and in KΛV, since prob(SC( P ; M2 )) = 0.5 and prob(SC( P ; M2 )) = 0. Proof [Sketch] For the inductive equivalences, the proof schemata are as in the nondeterministic case. For item (1) , in one direction we exploit a result in [31] . Let T be the language of tests t defined as follows:
Let P(t, P ) be the success probability for a test t on a reactive probabilistic process P . The test ω succeeds with probability 1, while a.t checks whether P can perform an a-labeled transition, and then executes t. Formally, if P a − → ∆ then P(r.t, P ) = P ∈ supp(∆) ∆(P ) · P(t, P ), else P(r.t, P ) = 0. Finally, P((t1, t2), P ) = P(t1, P ) · P(t2, P ), i.e. (t1, t2) checks P 's probability of passing both t1 and t2. On reactive probabilistic processes, P ∼PB Q iff P(t, P ) = P(t, Q) for every test t in T [31] . We show that these tests are encodable in KΛ V−ref (some hints are provided by Example 3.1 and Example 3.4); i.e., for every test t in T there is a term Mt such that for every P , P(t, P ) = prob(SC( P ; Mt )). Hence, if P ∼PB Q then there is a context of KΛ V−ref that distinguishes P and Q. The same holds for the language KΛV, since it includes KΛ V−ref .
For the other direction, the proof is in two steps, analogously to the case of nondeterministic processes: we first prove that if P, Q are probabilistic bisimilar L processes and C is a λ-context, then also C[P ] and C[Q] are probabilistic bisimilar when the bisimulation game is only played on reductions and success (ω) transitions. We then prove that, if two λ-terms M, N are probabilistic bisimilar in this sense, then prob(SC(M )) = prob(SC(N )). A difficulty here is that M and N could have infinitely many successful computations, whose length is unbounded (e.g., Example 3.6). We then resort to a fixed-point approach.
2 In KΛV, the term P ; M M with probability 0.5 reports success and with probability 0.5 becomes again P ; M M . Thus, there are infinitely many successful computations from P ; M M , and the overall success probability is 1. (Note that the typing of M requires recursive types.)
Concurrency: Syntax and Operational Rules
We present here the concurrent languages used to test the first-order processes taken from an LTS or RPLTS L. This section gives the syntax and operational rules. The following two sections study the equivalences induced by the languages. To simplify the presentation, we assume that also first-order communications exchange values, namely the unit value . Names include channels a, b, . . . and locations l, m, . . .. The operators are those common to CCS and higher-order π-calculi. The special prefix ω indicates success of a computation. We add the basic constructs of calculi with passivation, namely the kell [[M ]] l and the passivation prefix pass l (x).M . The refusal prefix r l .M , where l is a location containing L processes, succeeds if the process in l is unable to perform the action r. (The addition of other operators is discussed in Section 7.3.) Kells may be nested, and the kell structure is transparent with respect to communications. In the remainder, unless otherwise stated, all mentioned processes are supposed to be closed (without free variables). A channel or prefix is first-order or higher-order depending on whether the exchanged value is or is a process. We sometimes abbreviate first-order prefixes a(x).M and a .M as a.M and a.M , and omit the trailing 0 in α.0.
The language with all operators, HOπ pass,ref , is given in Figure 3 . The subset without the refusal prefix is HOπpass; the subset without passivation is HOπ ref ; the subset without passivation and refusal is HOπ. These are the higher-order concurrent languages. In a first-order concurrent language, in contrast, all channels and prefixes are first-order (i.e., unit is the only communicable value) and the passivation prefix is disallowed. The resulting language is CCS − ref ; when also refusal is disallowed, the language is CCS − . (The '-' sign emphasizes the lack of the choice operator; see however Section 7.3.)
As usual, for any language, say AL, we write AL(L) for the extension of AL with the first-order processes from the LTS or RPLTS L, i.e., with the additional grammar production M := . . . | P where P is an L process. In the languages without passivation, the presence of kells is irrelevant; e.g., a process
To avoid run-time errors in interactions, we assume a basic type system, that distinguishes three types of values: the unit value , the set PrL of tested L processes, and arbitrary processes Pr all , with the subtyping PrL ≤ Pr all . As a consequence, there are three types of names and variables. We distinguish the tested L processes from arbitrary processes because we allow refusal to act only on the former processes (this simplifies the operational rules, though it is not essential). For lack of space, we omit the (expected) typing rules.
Fully Nondeterministic Processes
The operational rules for the full language HOπ pass,ref (L), when L is an LTS, are presented in Figure 4 . The grammar for action labels is:
where a M , pass l M , and r l are the dual of, and synchronize with, a M , pass l N , and r l . The dual of µ is µ. In the languages without refusal (HOπpass(L), HOπ(L), CCS − (L)), rules REFLOC and REFPRE are missing; in the languages without passivation
, rules PASSLOC and PASSPRE are missing. Further, in the CCS languages the only value exchanged is .
Reactive Probabilistic Processes
If L is an RPLTS, the rules for parallel composition ( Figure 5 ) propagate the probability distributions reached from the processes in L. For any ∆1, ∆2, we define the distribution:
Differently from the contexts of λ-calculi, now the contexts are nondeterministic. Therefore, in general C[P ] is a nondeterministic and probabilistic term (i.e., an NPLTS).
CCS Languages: Separation Results
In the results on the concurrent languages, we include, in parenthesis, reference to the results for the λ-calculi to ease the comparison.
Fully Nondeterministic Processes
When L is an LTS, L CCS − coincides with ordinary may-testing equivalence [7] and hence with ∼Tr, because the canonical tests of [7] can be encoded without resorting to the choice operator. 
Reactive Probabilistic Processes
When L is an RPLTS, the contextual equivalences induced by CCS − and CCS − ref are comprised between ∼PB and ∼PFTr.
To prove the first inclusion, we exploit the congruence of ∼PB, and we observe that a probabilistic bisimulation relating C[P1] and C[P2] induces projections that are probabilistic bisimulations over pairs of maximal resolutions. Corresponding maximal resolutions turn out to have the same success probability, from which the result follows. The second inclusion is immediate. To prove the third inclusion, given an arbitrary failure trace φ of length n, we consider the failure trace φ ω obtained from φ by replacing every pair (ai, Fi), 2 ≤ i ≤ n, with (a ω i , Fi). Moreover, starting from the processes P1 and P2 under consideration, we relabel with a ω i each transition executable after i steps, 2 ≤ i ≤ n, which departs from a process that does not enable any action in Fi−1. The result stems from the fact that the relabeling proceeds in the same way for P1 and P2 because, should this not be the case at step i, then the test with a single computation labeled with the first i − 1 coactions and terminating with the parallel composition of the various coactions in Fi−1 followed by ω would separate the two processes.
The inclusion of (Intuitively, in the may semantics Q and Q can only be distinguished by tests that exhibit success probabilities 1 and 0.5, respectively; we would need however a richer range of success probabilities to be able to separate R and R .) 2
HOπ Languages: Separation Results
Fully Nondeterministic Processes
The proof schemata for Theorem 6.1 are as those for the analogous results in λ-calculi; in one direction we essentially encode the (higher-order) separating tests of the λ-calculi into the HigherOrder π-calculi. 
(processes and values) Figure 3 . The syntax for HOπ pass,ref .
Reactive Probabilistic Processes
The proof of Theorem 6.3(1) is analogous to the proofs for the λ-calculi KΛV and KΛ V−ref .
Again, in one direction we essentially encode the separating tests of the λ-calculi. For the opposite direction, we use a fixed point-point approach, but unlike in λ-calculi, now the definition of may-equivalence through suprema (Definition 2.10, following [13, 33] , as opposed to the definitions in [8, 28] ) is important, because of a potentially infinite number of resolutions.
The following processes witness the strictness of the inclusion of 
Extensions and Variations
Global vs. Local Communications
In our concurrent languages, communications are network transparent, in the sense that they take place irrespective of the locations in which the interacting processes are placed. In the literature, this approach to communication is sometimes called global, as opposed to the local approach, where communication is subject to physical proximity. Under local communications, locations form communication barriers, because they confine where interactions can occur, with a finer control over communication interferences. We have checked that this extra precision in communications does not affect the discriminating power of the languages, when formalizing local communications as in the Kell calculus [27] .
May vs. Must Equivalences
In the contextual equivalences we have used, success is in the 'may' style. The 'must' variants focus on the success of maximal τ -computations (i.e., whose steps are all labeled with τ ). In the LTS case, with respect to Definition 2.8 the preorder ≤ L AL,must is introduced by requiring that, if all maximal τ -computations from C[P1] are successful, then so are those from C[P2]. In the RPLTS case, the definition of ≤ L AL,must is obtained from Definition 2.10 by simply using in place of , i.e., by considering the minimum probability of reaching success in the various maximal τ -resolutions.
The must-equivalences coincide with the may-equivalences when the tested processes are RPLTSs and the testing language is a λ-calculus, because internal nondeterminism does not occur. In contrast, nondeterminism may spring up when the testing language is concurrent, or when the tested processes are LTSs rather than RPLTSs. We discuss below a few scenarios in which must-and may-equivalences coincide despite the presence of nondeterminism.
Let us start with LTSs. Due to the absence of divergence, in CCS − ref the must-equivalence coincides with the refusal testing equivalence of [23] and hence with ∼FTr; thus, it coincides with the may-equivalence. In contrast, it follows from [6] that in CCS − the must-equivalence coincides with ∼F and hence is strictly finer than the may-equivalence, which is ∼Tr. However, we can show that, if the testing language is KΛV or HOπ pass,ref , then also the reverse inclusion holds.
The refusal operator (respectively, the REFACT rule in λ-calculus) is essential for the reverse inclusion to hold: the processes P We now move to RPLTSs. By Theorem 3.3, the tests needed in order to distinguish ∼PB-inequivalent RPLTSs are encodable in KΛ V−ref . The passivation operator allows us to encode these tests in HOπpass without losing the sequentiality of the tests. Since RPLTSs do not have internal nondeterminism and the tests are sequential, the resulting NPLTS has a unique maximal resolution. Hence, ∼PB-inequivalent RPLTSs are neither may-equivalent nor must-equivalent.
Other Operators
The concurrent calculi we have considered do not include certain common operators, such as restriction, recursion, relabeling, and choice, so to make the operational rules simpler or because often omitted in higher-order languages. The addition of these operators would not change the results presented (we assume that the hole of a context is not allowed to occur in recursive definitions). Some care is necessary with restriction in the presence of passivation, along the lines of [15, 24] , because the lazy scope extrusion on restriction could allow contextual equivalence to make distinctions on processes solely on the basis of their free names [21] . In HOπ we only allow communication of processes; the addition of process abstractions, or the name-passing communications of the π-calculus, as in the full HOπ, would not affect the results.
Conclusions and Future Work
We have studied the discriminating power offered by higher-order concurrent languages such as HOπ, without and with passivation, and contrasted it with those offered by higher-order sequential languagesà la λ-calculus and by first-order concurrent languages a la CCS. We have measured this discriminating power on the basis of the distinctions that the languages, possibly extended with refusal, allow us to make on first-order processes that are either fully nondeterministic (LTSs) or reactive probabilistic (RPLTSs). The discriminating power of HOπ with passivation coincides with that of the call-by-value λ-calculus (with or without passivation), both on LTSs and on RPLTSs. Intuitively, HOπ with passivation and the call-by-value λ-calculus are both capable of implementing the 'and' of two tests. That is, the equivalence induced by these languages are characterized by modal logics that include the 'and' connective between formulas and are therefore 'branchingsensitive'.
The addition of refusal increases the discriminating power of all the considered languages when testing LTSs. This is not always the case on RPLTSs. One reason is that, similarly to fully probabilistic processes [12, 14] , the spectrum of equivalences for RPLTSs is narrower than for LTSs.
On LTSs, the extra discriminating power offered in concurrency by passivation over higher-order communication corresponds, in λ-calculi, to the call-by-value possibility of reducing the argument of a function and then capturing the result. The addition to the λ-calculus of a pure sequencing construct M1; M2 akin to command sequentialization of imperative languages would not affect the results; in contrast, parametrized sequencing, e.g., pass(x) in M , would bridge the gap between call-by-name and call-by-value.
On RPLTSs, we do not know exactly what are the equivalences induced by CCS − and CCS − ref , though we know they are strictly in between probabilistic failure-trace equivalence and probabilistic bisimilarity. We are not aware of RPLTS equivalences in the literature with the same property. The lack of any copying facility makes the CCS − equivalence also strictly coarser than those of HOπ and of all other concurrent languages considered. Another question that remains is whether the equivalences induced by HOπ (with or without refusal) coincide, and whether they are strictly coarser than probabilistic bisimilarity. Figures 6 and 7 summarize the relationship among the various equivalences on a first-order LTS or RPLTS, respectively, that have been considered in the paper. In the figures, the name of a language, say AL, stands for the contextual equivalence L AL . A single arrow denotes a strict inclusion, unless the arrow is coupled with the reverse arrow and the question mark, in which case we do not know whether the inclusion is strict or not.
In the paper we have used LTSs/RPLTSs without internal moves, which means that the induced equivalences are 'strong', and we have looked at 'may' forms of contextual equivalence, discussing only a few instances of 'must' equivalence. Two natural developments of this work are thus (i) to systematically address the must-equivalences and (ii) to admit internal actions in the tested processes and therefore move to 'weak' behavioural relations.
We have admitted probabilities in the tested first-order processes, but not in the testing languages. It would be interesting to see if and how the addition of probabilities to the testing languages affects the results. Likewise, we have examined the equivalences induced on purely nondeterministic processes (LTSs), and on reactive probabilistic processes (RPLTSs), but we have not considered combinations of them; this would amount to studying whether the contextual equivalences induced on NPLTSs coincide with known probabilistic testing equivalences, e.g., [8, 9, 28] (characterized also as variants of simulation), or other behavioural relations are needed.
