Introduction
Fractional processes play an important role in modeling the long-range dependence property. In view of this, they find numerous applications, most notably in financial mathematics, geophysics, hydrology, telecommunication research etc. The most popular among fractional processes is the Gaussian one, viz. the fractional Brownian motion. However, it has several drawbacks. Firstly, its increments are stationary, which does not allow to model processes whose properties vary essentially as time flows. Secondly, it is selfsimilar, so has similar properties on different time scales, yet only few real-world processes have this property. Lastly, it has Gaussian distribution, so its tails are extremely light.
In view of these drawbacks, several authors considered some generalizations of fractional processes. To address the first two drawbacks, it is useful to introduce some multifractional processes, by letting the memory parameter to vary with time. On this way, some multifractional counterparts of fractional Brownian motion were proposed in [1, 6, 7] , to name only a few. These processes are also Gaussian, so they do not solve the light tails problem. Therefore, in [9] , a multifractional analogue of Rosenblatt process was defined. The Rosenblatt process has a generalized chi-square distribution, so its tails are heavier than Gaussian ones. The Rosenblatt process first appeared in [8] . It was investigated in many articles, we cite only [10] , where some applications of the Rosenblatt process in financial modeling were considered. To allows for more flexibility, recently in [4] a generalization of Rosenblatt process was proposed; the authors also proved that this process appears naturally as a limit of some normalized cross-variation of two different fractional Brownian motions. In the present paper we consider a multifractional analogue of the generalized Rosenblatt process.
The paper is organized as follows. In Section 1, we give necessary information about double stochastic integrals and local times. In Section 2, we introduce the main object, the multifractional generalized Rosenblatt process, and show that it has a Hölder continuous modification. Finally, in Section 3, we prove that this process has a square integrable local time.
Preliminaries
Throughout the article, the symbol C will denote a generic constant whose value is not important and may change from line to line.
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Let W be the standard Wiener measure on the real line, i.e. a random measure with independent values on disjoint sets, such that for a Borel set A of a finite Lebesgue measure λ(A), W (A) has a centered Gaussian distribution with the variance λ(A).
The double stochastic Itô-Wiener integral is constructed as follows. Let L 2 (R 2 ) be the Hilbert space of symmetric square integrable functions on R 2 with the norm · . Suppose f ∈ L 2 (R 2 ) is a symmetric simple function of the form
where A 1 , . . . , A n are disjoint sets in R of a finite Lebesgue measure, a k j = a j k for all k, j = 1, . . . , n, a k k = 0 for all k = 1, . . . , n. Then we define
The map I 2 can be extended to a linear isometry on L 2 (R 2 ). Its properties are the following.
Let λ k,f , k 1 be its eigenvalues ordered by absolute value (largest first) and ϕ k,f , k 1 be the corresponding eigenfunctions. Then, since
with ζ k = I 1 (ϕ k,f ) being independent standard Gaussians. Therefore, the characteristic function
and it admits the estimate E e
Finally, we mention that by [3, Corollary 7 .36], for each m 2 there exists a constant C m such that for every f ∈ L 2 (R 2 ),
Further we give some basics about local times. Let {Z t , t 0} be a separable random process. The occupation measure for Z is defined as follows: for Borel A ⊂ [0, ∞), B ⊂ R, µ(A, B) = λ({s ∈ A, Z s ∈ B}), and the local time is the Radon-Nikodym derivative L(A, x) = dµ(A,·) dλ (x). We need the following proposition from [2] .
2 Generalized multifractional Rosenblatt process and its basic properties
The generalized Rosenblatt process was introduced in [4] . For H 1 , H 2 ∈ (1/2, 1), define the kernel
is the generalized Rosenblatt process with parameters H 1 and H 2 .
It was shown in [4] that Y H 1 ,H 2 is an H/2-selfsimilar process with stationary increments. Remark 1. In fact, the definition in [4] differs from the one here by some normalizing constant. For the sake of technical simplicity, we omit this constant. Now we define a multifractional counterpart of the generalized Rosenblatt process. Let, for a fixed T > 0, H i : [0, T ] → (1/2, 1), i = 1, 2, be continuous functions.
Definition 2. The process
will be called a multifractional generalized Rosenblatt process.
The following hypotheses about the functions H 1 and H 2 will be assumed throughout the article: there exists some γ >Ȟ such that
Further we establish some continuity properties of the process X. We start with the following lemma, which provides continuity of the process Z H 1 ,H 2 in its parameters.
Proof. Start by estimating
By symmetry, it is enough to show that
Since log x C(x ε + x −ε ), we can estimate
moreover, this expression is continuous in H 1 and
as required.
Now we are able to formulate result about the generalized multifractional Rosenblatt process X. Proposition 2. There exist positive constants C 1 and C 2 such that for all s, t ∈ [0, T ] sufficiently close,
Consequently, for all s, t ∈ [0, T ]
with some positive constants C ′ 1 and C ′ 2 .
Proof. From the self-similarity and stationary increments property of Y H 1 ,H 2 , we have
By Lemma 1,
whence we derive the required statement.
As a corollary, we get Hölder continuity of the generalized multifractional Rosenblatt process. Theorem 1. For any α <Ĥ, the process X has a modification, which is Hölder continuous of order α.
Proof. Using Proposition 2 and the estimate (4), we get
for all m 1. Taking m > (Ĥ − α) −1 , we obtain the statement from the Kolmogorov-Chentsov theorem. 
