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Abstract: It is estimated that, in the Brazilian Amazon, forest degradation contributes three times
more than deforestation for the loss of gross above-ground biomass. Degradation, in particular those
caused by selective logging, result in features whose detection is a challenge to remote sensing, due
to its size, space configuration, and geographical distribution. From the available remote sensing
technologies, SAR data allow monitoring even during adverse atmospheric conditions. The aim of
this study was to test different pre-trained models of Convolutional Neural Networks (CNNs) for
change detection associated with forest degradation in bitemporal products obtained from a pair
of SAR COSMO-SkyMed images acquired before and after logging in the Jamari National Forest.
This area contains areas of legal and illegal logging, and to test the influence of the speckle effect
on the result of this classification by applying the classification methodology on previously filtered
and unfiltered images, comparing the results. A method of cluster detections was also presented,
based on density-based spatial clustering of applications with noise (DBSCAN), which would make
it possible, for example, to guide inspection actions and allow the calculation of the intensity of
exploitation (IEX). Although the differences between the tested models were in the order of less than
5%, the tests on the RGB composition (where R = coefficient of variation; G = minimum values; and
B = gradient) presented a slightly better performance compared to the others in terms of the number
of correct classifications for selective logging, in particular using the model Painters (accuracy = 92%)
even in the generalization tests, which presented an overall accuracy of 87%, and in the test on
RGB from the unfiltered image pair (accuracy of 90%). These results indicate that multitemporal
X-band SAR data have the potential for monitoring selective logging in tropical forests, especially in
combination with CNN techniques.
Keywords: selective logging; synthetic aperture radar; convolutional neural networks
1. Introduction
Land use, land use changes, and forests have historically been the sectors that most
contribute to greenhouse gas emissions in Brazil, according to the Greenhouse Gas Emis-
sions and Removal Estimates System—SEEG [1]. Therefore, the necessary containment
of the increase in emissions is closely related to the control and combat of deforestation
and forest degradation. Brazil has a robust system for monitoring and quantifying annual
deforestation carried out by the National Institute for Space Research, called PRODES [2],
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and also a near-real time system of deforestation and degradation alerts, aimed at moni-
toring actions, called DETER-B [3]. In addition to these governmental systems, scientists
and non-governmental organizations have proposed new operational methods aimed at
detecting, mapping, and monitoring deforestation in tropical regions through different
techniques and sensors [4–7].
Despite being widely explored for deforestation mapping, the application of remote
sensing to monitor forest degradation still requires advances, especially due to the com-
plexity of the nature of these processes [8]. Some studies show that emissions and the
area impacted by forest degradation are underestimated [9] and exceed those by deforesta-
tion [10,11], and therefore should be incorporated in greenhouse gas emission reduction
agreements [12]. Forest degradation includes forest fires, selective logging, drought, or
any other event that results in the partial removal of forest cover [11]. Bullock and Wood-
cock [13] showed that in the Amazon forest, emissions from degradation are greater in dry
periods and that approximately 30% of the carbon loss related to the forest comes from
degradation. Several studies address the use of optical data for this purpose, especially
Landsat satellite images, which provide a wide temporal coverage and the possibility of
detecting forest disturbances through methods such as vegetation indices and spectral
mixture analysis [14,15]. Multi-temporal very high-resolution satellite data, such as from
WorldView-2 (0.5 m), have also been assessed to detect selective logging in tropical forests
with moderate accuracy (64%) using machine learning Random Forest model [16]. These
approaches, however, suffer from issues that are difficult to control, such as phenology
and shadow variability in the imagery due to different periods of acquisition and view-
geometry illumination interactions. Another limitation of the use of VHR images is its
high cost, however, the high spatial resolution is a determining factor for the detection of
degradation, especially selective logging [14]. The use of these data in tropical regions is
also limited by the fact that passive sensors operate at a spectrum wavelength that strongly
interacts with the atmosphere, and thus they do not retrieve meaningful data under cloud
conditions. This is an issue for the Amazon, which suffers from persistent cloud cover [17],
which also makes the high observations frequency difficult, which is important to detecting
forest clearing for actions to contain this process.
As an alternative to optical sensors, SAR sensors operate at longer wavelengths that
do not strongly interact with the atmosphere, hence allowing to retrieve data even under
cloud conditions. In addition to not relying on sunlight to operate, the backscattered
signal contains information about the target’s three-dimensional structure. Data from
L-band SAR sensors have been widely researched for forestry applications, especially in
biomass estimation studies, as their frequency allows the wave to penetrate the canopy
and interact with large structures such as trunks and branches [18–22]. Studies exploring
the X and C bands for such applications are more recent, whose frequency is especially
related to the launch and free availability of images from the Sentinel-1 satellites [5,23,24].
X-band, whose electromagnetic waves are about 3 cm, interacts superficially with the forest
canopy and, therefore, allows the detection of activities that cause visible impacts on this
structure [23,25–27]. However, constellations of X-band SAR satellites are already a reality,
as is the case of the constellations COSMO-SkyMed, ICEYE, TerraSAR-X + TanDEM-X, and
Capella SAR, which allows to increase the frequency of observations and thus contain the
expansion of illegal activities related to forest clearing.
The selective logging detection process in multitemporal SAR images has, in general,
two steps: the detection of changes between two (or more) images using different types
of operators and the classification of these changes through supervised or unsupervised
classifiers [28].
Change detection is usually based on a ratio operation, which is sensitive to calibration
and radiometric errors, in addition to the speckle effect in SAR data. Although several
authors have suggested the adoption of the logarithmic ratio operator [29] to minimize the
speckle effect in detecting changes, Zhuang et al. [30] pointed out that there is no gain in
relation to the use of the simple ratio image. The multitemporal Coefficient of Variation
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(CV) is an approach presented as being advantageous for detecting changes due to its
simple formulation and notable statistical properties [31]. Coefficient of Variation, also
called relative standard deviation, is mathematically defined, in statistics, as the ratio of
the standard deviation of the signal to the mean. Therefore, it is considered a normalized
measure of the dispersion of a probability distribution.
The classification of changes consists of separating the detections into two or more
classes and can be carried out with supervision where the classifier receives input labeled
samples for training or without supervision, that is, without external inputs of training
data. There are several classification techniques proposed in the literature. They can be
divided into traditional classifiers and those based on Artificial Intelligence (AI). In recent
years, AI technology has become the focus of research in the development of new methods
for detecting and classifying changes [32]. AI uses external information obtained through
different data sources as an input to identify underlying rules and patterns, relying on
Machine Learning approaches, which generally describe methods that help computers
learn without being explicitly programed [33]. Thus, Machine Learning is an essential
part of AI, as its algorithms are capable of modeling complex class signatures, can accept
a variety of input predictor data, and make no assumptions about the data distribution
(that is, are non-parametric). A wide range of studies demonstrate that these methods tend
to produce greater accuracy compared to traditional parametric classifiers, especially for
complex data with a high-dimensional resource space, i.e., many predictor variables [34].
Amongst the methods of machine learning for speckle suppression and feature extraction
in SAR images are the so-called Autoencoders (AE) [35–39] and Convolutional Neural
Networks (CNNs) [40–43].
The objective of this work was to explore the potential of bitemporal X-Band SAR
data and pre-trained Convolutional Neural Networks for selective logging mapping in a
tropical forest region. The use of pre-trained CNNs is known as transfer learning, which has
been tested for diverse applications performing better when the CNN models are trained
on images datasets, for example, ImageNet [44]. For this purpose, we obtained a pair of
bitemporal COSMO-SkyMed images, acquired in STRIPMAP mode and HH polarization
from the Jamari National Forest. Classifications were tested in three types of bitemporal
subproducts: (1) RGB composite image (R = coefficient of variation, G = minimum values,
B = gradient); (2) single-layer image of the coefficient of variation; and (3) single-layer image
of ratio. We also tested the ability of these networks to classify the same changes detected
on the images without speckle filtering, evaluating the need for this pre-processing step
in the classification process of selective logging. Subsequently, using the Density-based
spatial clustering of applications with noise (DBSCAN) method, groupings of clearings
were carried out as a proposal for an approach that would allow, for example, to guide
inspection actions and allow the calculation of exploitation intensity (IEX).
2. Materials and Methods
2.1. Study Site and Data
The study area is located in the Jamari National Forest (NF), an area covered by native
tropical forest, protected by the Brazilian State. One of the activities allowed in the NFs is
sustainable forest management by the concessionaire company that acquired the right to
explore the area, which includes selective logging. Jamari NF, which has approximately
220,000 hectares, is subdivided into three Forest Management Units (I, II, and III), which
in turn are subdivided into Annual Production Units (UPAs). The UPA explored in 2018
(UPA 11) (Figure 1) was selected for this study because it contains, in addition to the SAR
images acquired before and after the exploration period, the forest inventory identifying
the exploited trees and the LiDAR point cloud acquired also before and after exploration.




Figure 1. Location of the study area in the Rondônia State, Brazil (A); the study site in the Jamari NF (B). 
SAR images were acquired on 5 June and 8 October 2018 (before and after the selec-
tive logging period) by sensors aboard the COSMO-SkyMed3 and COSMO-SkyMed4 sat-
ellites of the COSMO-SkyMed constellation. with the acquisition parameters were wave-
length=band X; acquisition mode = STRIPMAP; polarization = HH; angle of incidence = 
~55°. The images were processed with 1 look in range and azimuth, resulting in a 3 m grid 
cell, co-registered for correction of translational and rotational deviations between images, 
filtered through the GammaMAP filter [45-46] with a 3 × 3 window and, finally, geocoded 
using the digital elevation model produced from the Phased Array type L-band Synthetic 
Aperture Radar (PALSAR) sensor and conversion to the backscatter coefficients (σ0, units 
in dB). 
The ground truth was generated from airborne LiDAR point clouds acquired in 2018 
and 2019 and the forest inventory made available by the Brazilian Forest Service (SFB), 
the government agency responsible for managing the NFs. The inventory contains the list 
of tree species that occur in the area, the geographical coordinate of each tree exploited, 
the date of exploitation, and parameters such as diameter at breast height (DBH), circum-
ference at breast height (CBH), and estimated volume. The LiDAR survey was performed 
by the LiDAR Optech ALTM Gemini airborne sensor with approximately 21 pulses per 
square meter of terrain. The data comes from a service contracted by the SFB. Using the 
LAStools plugin for QGIS [47], these point clouds were converted into a digital surface 
model (DSM) with 3 × 3 m cells from the first return points, which correspond to the pulses 
with the shortest time between emission and return, representing those that focused on 
the outermost surface of the canopy. Given that X-band SAR data interacts only superfi-
cially with the canopy and, therefore, understory changes cannot be identified at this 
wavelength, the purpose of the processing adopted for the LiDAR data aimed to simulate 
this behavior, which justified the adoption of the first return as a signal to compose the 
digital model. To identify the selective logging that occurred between the two 
Figure 1. Location of the study area in the Rondônia State, Brazil (A); the study site in the Ja ari F (B).
SAR images were acquired on 5 June and 8 October 2018 (before and after the selective log-
ging period) by sensors aboard the COSMO-SkyMed3 and COSMO-SkyMed4 satellites of the
COSMO-SkyMed constellation. with the acquisition parameters were wavelength = band X;
acquisition mode = STRIPMAP; polarization = HH; angle of incidence = ~55◦. The images
were processed with 1 look in range and azimuth, resulting in a 3 m grid cell, co-registered
for correction of translational and rotational deviations between images, filtered through
the GammaMAP filter [45,46] with a 3 × 3 window and, finally, geocoded using the digital
elevation model produced from the Phased Array type L-band Synthetic Aperture Radar
(PALSAR) sensor and conversion to the backscatter coefficients (σ0, units in dB).
The ground truth was generated from airborne LiDAR point clouds acquired in 2018
and 2019 and the forest inventory made available by the Brazilian Forest Service (SFB), the
government agency responsible for managing the NFs. The inventory contains the list of
tree species that occur in the area, the geographical coordinate of each tree exploited, the
date of exploitation, and parameters such as diameter at breast height (DBH), circumference
at breast height (CBH), and estimated volume. The LiDAR survey was performed by the
LiDAR Optech ALTM Gemini airborne sensor with approximately 21 pulses per square
meter of terrain. The data comes from a service contracted by the SFB. Using the LAStools
plugin for QGIS [47], these point clouds were converted into a digital surface model
(DSM) with 3 × 3 m cells from the first return points, which correspond to the pulses with
the shortest time between emission and return, representing those that focused on the
outermost surface of the canopy. Given that X-band SAR data interacts only superficially
with the canopy and, therefore, understory changes cannot be identified at this wavelength,
the purpose of the processing adopted for the LiDAR data aimed to simulate this behavior,
which justified the adoption of the first return as a signal to compose the digital model. To
identify the selective logging that occurred between the two acquisitions, the ratio between
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the DSMs was obtained, in which high values represent the changes. The changes were
confirmed by overlaying the SAR ratio image with the forest inventory.
2.2. Convolutional Neural Network Architectures
Convolutional Neural Networks (CNN) are a type of multilayer network with learning
capability, composed of convolutional layers, pooling layers, and fully connected layers
(Figure 2).
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The input of convolutional layers X ∈ Rn×w×h 2 feature/ t i te
maps of size w × h The output H ∈ Rm×w′×h′ of the convolutional layers are m 2D
feature/attribute maps of size w′ × h′ via convolution matrix W. W ∈ Rm×l×l×n are the
m trainable filters of size l × l × n ( sually l = 1, 3, or 5). The c nvolution process is
described as H = f (W ∗ X + b), where * denotes 2-D conv lution operation and the
bias. In general, a nonlinear activation function f is perfo med after the convolution
operation. As the convolutional structure deepens, convolutional layers can capture
differen features/attribut (e.g., edges, lines, corn rs, structures, and shap s) from the
input feature/attribute maps [48].
Po ling layers perfor a a i r ll r a f c
input feature . They can be defined as Hl = pool(Hl−1), where pool repre ents
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connected layers to avoid overfitting [49] as a fully connected layer usually contains a large
number of parameters [48].
The extraction of attributes from the images occurs through so-called embedders,
which read the images and use deep learning models to calculate a vector of attributes
for each image. It returns a data table with additional columns containing the image
descriptors. The deep learning models tested in this work were:
1. InceptionV3 [50]: is Google’s deep neural network for image recognition, consisting
of 48 layers. It is trained on the ImageNet dataset [51] and has been shown accuracy
greater than 78.1% on this set. The model is composed of symmetric and asymmetric
components, including convolutions, average clusters, maximum clusters, concatena-
tions, dropouts, and fully connected layers. Batch normalization is used extensively
throughout the model and applied to trigger inputs. The loss is calculated using the
softmax function.
2. VGG16 [52]: is a convolutional neural network model consisting of 16 layers contain-
ing their respective weights, trained in the ImageNet dataset, having achieved 92.6%
accuracy in its classification. Instead of having a large number of hyperparameters,
the network has convolution layers of 3 × 3 filter with a 1 pass, always using the
same padding, and the maxpool layer of 2 × 2 filter with 2 passes. It follows this
arrangement of convolution and maxpool layers consistently across the architecture.
In the end, there are two fully connected layers, followed by a softmax for the output.
3. VGG19: is a variant of the VGG model that contains 19 deep layers, which achieved a
92.7 accuracy in the ImageNet set classification.
4. SqueezeNet [53]: is a 26-layer deep convolutional neural network that achieves
AlexNet level accuracy [54] on ImageNet with 50× fewer parameters. SqueezeNet
employs architectural strategies that reduce the number of parameters, notably with
the use of trigger modules that “squeeze” the parameters using 1 × 1 convolutions.
5. Painters: is a model trained in the dataset of the Painter by Numbers on Kaggle
competition [55], consisting of 79,433 images of paintings by 1584 different painters,
whose objective was to examine pairs of paintings, and determine if they are by the
same artist. The network comprises a total of 24 layers.
6. DeepLoc [56]: is a convolutional network trained on 21,882 individual cell images
that have been manually assigned to one of 15 location compartments. It is a predic-
tion algorithm that uses deep neural networks to predict the subcellular location of
proteins based on sequence information alone. At its core, the prediction model uses
a recurrent neural network that processes the entire protein sequence and an attention
mechanism that identifies regions of the protein important for subcellular localization.
The network consists of 11 layers.
The six models were tested to leverage the transfer learning from their original ap-
plications, and thus using the contextual features extracted from their extensive dataset,
apply for the forest degradation detection.
2.3. Data Selection
The first stage of the classification tests consisted of selecting all candidate features to
change between the SAR images of June/2018 and October/2018. For this, the coefficient of
variation (CV) between the two images was generated, since the CV has been pointed out as
an advantageous alternative for detecting changes in SAR images [31]. As obtained by [57],
the value of 0.4 was defined as the boundary between non-logging and selective logging,
thus values greater than 0.4 were included as candidates for the selective logging class.
Later, such sets of pixels were vectorized, forming candidate polygons for the selective
logging class.
To create a field truth dataset, the extraction class candidates were chosen based on
airborne LiDAR and forest inventory data. Thus, of the 186,886 polygons generated by
slicing the CV, 4324 received the class label, namely, selective logging and non-logging.
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The polygons were then used as a mask to crop the original images listed below into
186,886 patches of varying sizes (depending on feature size—4324 labeled and 182,562 unla-
beled, applied for network generalization capacity test and later validated by ground truth),
to be used in the CNNs. These models use image patches instead of pixels for training and
prediction in order to understand the underlying contextual/textural information.
• RGB whose R channel contains the coefficient of variation image, the G channel the
minimum values image and the B channel the gradient (covmingrad image) between
the June and October SAR COSMO-SkyMed filtered images;
• RGB whose R channel contains the coefficient of variation image, the G channel the
minimum values image and the B channel the gradient (covmingrad image) between
the June and October SAR COSMO-SkyMed unfiltered images;
• Single band of the coefficient of variation (CV image);
• Single band of ratio (COSMO-SkyMedOctober/COSMO-SkyMedJune—ratio image).
The image clipping procedure generated 4324 labeled sub-images for each of the four
images, of which 3026 were used for training and 1298 for testing.
2.4. Classification Tests
The subimages clipped by labeled polygons and classified by field truth were used as
training (70%) and test (30%) sets, and the unlabeled ones to analyze the generalizability of
CNN. Figure 3 shows a sample of the covmingrad images cut by these polygons.
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Figure 4. Flo chart sho ing the steps of the classification test by the Convolutional eural et orks (C s). 1. I port
of labeled subimages; 2. Embedding and model application to calculate a feature vector for each image; 3. Selection of
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of the confusion matrix; 9. Visualization of images by class.
The tested models were InceptionV3, VGG16, VGG19, SqueezeNet, Painters, and
DeepLoc (for details, see Section 2.2). The last fully connected layer was defined according
to the tests performed by [57], who presented, as the best result for classification of selective
logging, that obtained by an Artificial Neural Network of the Multi Layer Perceptron
(ANN-MLP) type, with 1 hidden layer of 50 neurons, with ReLu activation function and
SGD weight activator, α = 0.00002 and 1000 iterations (Figure 4, step 5).
The performance evaluation with the test dataset was carried out by calculating the
following parameters:
• Area under receiver operator curve (AUC): an AUC of 0.5 suggests no discrimination
between classes; 0.7 to 0.8 is considered acceptable; 0.8 to 0.9, excellent; and more than
0.9, exceptional.
• Accuracy: proportion of correctly classified samples.
• Training time (s).
• Test time (s).
The validation strategy adopted was cross-validation [59], with a number of folds = 5. The
evaluation of the generalization capacity was carried out based on the accounting, within
the area where forest inventory data are available that point the exploited trees, correct
classifications, commission and omissions errors, and calculation of the global accuracy [60],
that considers data from the diagonal of the confusi n matrix (true agreement).
2.5. Grouping of Selective Logging Features
As a final step, a method was proposed that makes it possible to estimate the intensity
of exploration (IEX) of the study area, which is calculated by the ratio between the selective
logging rea (which comprises the rea of clearings) an the total area that delimits the
region in exploration (mini um bounding box). To delimit the minimum bounding box,
the DBSCAN (Density Based Spatial Clustering of Application with Noise) method [61]
was applied, which requires two parameters: minimum group size (number of clearings)
and maximum distance between grouped clearings, whose definition was based on analysis
of the distribution of distances and groupings of available extraction data. The clustering
method was performed on polygons classified as selective logging by CNN.
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3. Results
The classification tests by pre-trained CNNs on the covmingrad, images are presented
in Table 1A, on the cov image in Table 1B, and on the ratio image in Table 1C, with all
images derived from the filtered COSMO Sky-Med image pair.
Table 1. Results of the classification tests by pre-trained CNNs on the covmingrad (A), cov (B), and
ratio (C) image. AUC = Area Under the ROC Curve. Numbers in bold represent the best values obtained.
(A)
Embedder Train Time (s) Test Time (s) AUC Accuracy
InceptionV3 82.971 1.103 0.953 ± 0.006 0.912 ± 0.009
VGG16 207.532 2.345 0.945 ± 0.009 0.901 ± 0.018
VGG19 385.772 2.547 0.937 ± 0.009 0.907 ± 0.018
SqueezeNet 132.128 0.511 0.954 ± 0.009 0.918 ± 0.018
Painters 124.047 1.064 0.951 ± 0.009 0.920 ± 0.018
DeepLoc 62.666 0.245 0.955 ± 0.009 0.910 ± 0.018
(B)
Embedder Train Time (s) Test Time (s) AUC Accuracy
InceptionV3 107.208 1.025 0.948 ± 0.012 0.907 ± 0.026
VGG16 333.649 3.194 0.954 ± 0.009 0.906 ± 0.018
VGG19 239.280 2.851 0.951 ± 0.009 0.899 ± 0.018
SqueezeNet 123.924 0.469 0.943 ± 0.006 0.906 ± 0.009
Painters 105.149 0.807 0.957 ± 0.009 0.911 ± 0.018
DeepLoc 64.436 0.187 0.957 ± 0.009 0.910 ± 0.018
(C)
Embedder Train Time (s) Test Time (s) AUC Accuracy
InceptionV3 145.101 1.475 0.838 ± 0.009 0.858 ± 0.018
VGG16 281.361 3.830 0.845 ± 0.002 0.863 ± 0.001
VGG19 285.898 2.321 0.845 ± 0.002 0.860 ± 0.001
SqueezeNet 61.798 0.476 0.850 ± 0.006 0.850 ± 0.009
Painters 125.313 1.031 0.849 ± 0.012 0.858 ± 0.026
DeepLoc 60.500 0.190 0.854 ± 0.009 0.860 ± 0.018
The data presented in Table 1A–C shows accuracy values obtained above 85% for
all images presented, which are considered excellent results. Considering the confidence
intervals calculated between the cross-validation n-folds for a significance level of 5%, there
is no significant difference between the accuracies obtained by the models applied to the
covmingrad (Table 1A) and cov (Table 1B) images. The models applied to the ratio image,
on the other hand, showed lower performance (Table 1C). The best training and testing
times were obtained with the DeepLoc embedder for all tests performed. The confusion
matrices of the highest mean accuracies obtained through the CNNs tested for each type of
input image are presented in Table 1.
Table 2 shows that the highest percentage of selective logging correct classifications
was obtained with the covmingrad image and Painters model, and therefore, its gener-
alization capacity was tested by applying it to unlabeled images (186,886 images). The
confusion matrix containing the results (percentage in relation to the prediction) of the
generalization test, obtained by crossing unlabeled images with ground truth, is shown in
Table 3. The Global Accuracy obtained was 87%. Figure 5 shows the bounding boxes of
unlabeled subimages before and after classification.
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Figure 5. Selective logging candidates before and after classification.
The highest classification accuracies obtained for unfiltered SAR data (covmingrad
images) was the Painters model (89.9%), followed by Inception V3 (89.4%) and SqueezeNet
(89.1%) (Table 4). However, at a significance level f 5%, in this case, it is also not possible
to state that there is a significant difference between the results obtained by the different
models. The Painters method produced 18.8% commission errors and 8.6% omission errors
(Table 5).
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Table 4. Results of classification tests by pre-trained CNNs on the covmingrad image from the
unfiltered pair of COSMO-SKYMED images. Numbers in bold represent the best values obtained.
Embedder Train Time (s) Test Time (s) AUC Accuracy
InceptionV3 149.655 1.220 0.931 ± 0.006 0.894 ± 0.009
VGG16 412.935 14.689 0.923 ± 0.009 0.890 ± 0.018
VGG19 496.055 4.399 0.910 ± 0.009 0.871 ± 0.018
SqueezeNet 175.185 0.500 0.923 ± 0.006 0.891 ± 0.009
Painters 169.676 1.239 0.944 ± 0.009 0.899 ± 0.018
DeepLoc 127.549 0.263 0.932 ± 0.009 0.887 ± 0.018
Table 5. Confusion matrix containing the results (percentage in relation to the prediction) of the test with





selective logging 81.2% 8.6%
non-logging 18.8% 91.4%
The Brazilian government, through the Brazilian Forest Service, has developed a
system, called DETEX [62], for mapping selective logging. Figure 6 shows the polygons
of areas affected by illegal logging in the year 2018. In the same figure, it is possible to
observe that detections through CNNs (in magenta) have the advantage of delimiting the
scar in the canopy of each tree or set of removed trees, while DETEX (in yellow) presents
only a polygon delimiting the affected area.
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This precise delimitation of the scar allows, given the correlation between the area of
clearings resulting from forest exploitation and the IEX (Exploration Intensity—m3/ha)
presented by [63], the estimation of the IEX. In general, the areas of legal exploration, that
is, those under concession, have well-defined limits, facilitating the task of estimating the
IEX. For illegal exploration areas, an alternative we propose is the grouping of polygons
classified as logging, by the DBSCAN (Density Based Spatial Clustering of Application
with Noise) method [61], whose required and adopted parameters were the minimum
group size (5 gaps) and maximum distance between grouped gaps, defined as 60 m for
legal logging and 100 m for illegal logging from the analysis of distances between gaps
presented in Figure 7, and calculating the mean values.
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Figure 7. Distribution of distances between clearings in legal and illegal selective logging.
Figure 8 shows the grouped gap polygons. The clearings shown in Figure 8 in white
color are those that are geo raphically isolated. For t e detection of illegal logging areas,
for example, or even for monitoring forest concessions, these clearings could be neglected,
as they represent, in many cases, natural tree falls or intense leaf loss. Since logging requires
an infrastructure of timber transport, it presents a concentrated pattern of scars rather than
a dispersed one. This approach can be especially useful for on-site enforcement efforts,
di cting operations to areas at an early stage of exploration, reducing the occurrence of
false positives.
Remote Sens. 2021, 13, 4944 13 of 18




Figure 8. Polygons classified as logging (grouped—each color represents a group). In red, the Jamari 
NF limit. 
4. Discussion 
Given their low canopy penetrability and relatively low data availability, X-band 
data are less frequently considered in forestry studies. However, changes in canopy struc-
ture caused by vegetation removal can be perceived by sensors operating in high-fre-
quency bands, as they contain more textural information [64], depending on factors, such 
as biomass, forest structure, and terrain conditions, as they reduce the intensity of 
backscattered energy, as evidenced by Bouvet et al. [65]. When trees in a forest are ex-
tracted, shadows appear or disappear at their edges, depending on the direction of orbit, 
the position of the fragment in relation to the satellite, and the ground cover around the 
fragment [65]. The appearance of the shading effect is characterized by the sudden drop 
in backscatter in a multitemporal series of images acquired according to the same param-
eters (angle of view, sensor height, orbit, and image acquisition mode). An opposite phe-
nomenon can also be observed in the opposite position of the deforested area: the appear-
ance of an increase in backscattering, which occurs due to the double reflectance effect 
exerted by the trunks of the remaining trees that are positioned in the direction of propa-
gation of the radar signal [66]. 
This effect made it possible, as evidenced by Bouvet et al. [65], to detect selective 
logging occurring in an area of tropical forest in the Brazilian Amazon whose selective 
logging is authorized by the government. Tests applying pre-trained CNNs on products 
of the bitemporal pair of COSMO-SkyMed images showed the X-band as suitable for car-
rying out this type of detection, reaching an accuracy greater than 90% with the use of 
embedder Painters on covmingrad images. It was able to correctly classify 85.4% of the 
subimages from the selective logging class and 93% from the non-logging class. Although 
they did not perform as well, the results of the classification of cov and ratio images pre-
sented accuracy above 85%, having correctly classified selective logging s in 83% and 
84.4%, respectively. 
In general, all models applied to covmingrad and cov filtered and unfiltered images 
presented good performance, with accuracy above 90%, which proves the ability of these 
models to classify selective logging in SAR images. These results are similar, in terms of 
accuracy, to those obtained by [57] with the application of the Artificial Neural Network 
Multi Layer Perceptron (ANN-MLP) on attributes extracted by the authors of the products 
of the same bitemporal COSMO-SkyMed images used in this study. The CNNs approach 
eliminates the attribute generation step, reducing processing time, and its main advantage 
Figure 8. Polygons classified as logging (grouped—each color represents a group). In red, the Jamari
NF limit.
4. Discussion
Given their low canopy penetrability and relatively low data availability, X-band
data are less frequently considered in forestry studies. However, changes in canopy
structure caused by vegetation removal can be perceived by sensors operating in high-
frequency bands, as they contain more textural information [64], depending on factors,
such as biomass, forest structure, and terrain conditions, as they reduce the intensity
of backscattered energy, as evidenced by Bouvet et al. [65]. When trees in a forest are
extracted, shadows appear or disappear at their edges, depending on the direction of
orbit, the position of the fragment in r lation to the satelli e, and the ground cover around
the fragment [65]. The appearance of the shading effect is characterized by the sudden
drop in backscatter in a multitemporal series of images acquired according to the same
parameters (angle of view, sensor height, orbit, and image acquisition mode). An opposite
phenomenon can also be observed in the opposite position of the deforested area: the
appearance of an i crease in backscattering, which occurs due to th ouble reflectance
effect exerted by the trunks of the remaining trees that are positioned in the direction of
propagation of the radar signal [66].
This effect made it possible, as evidenced by Bouvet et al. [65], to detect selective
logging occurring in an area of tropical forest in the Brazilian Amazon whose selective
logging is authorized by the government. Tests applying pre-trained CNNs on products of
the b temporal pair of COSMO-SkyMed images showed the X-band as suitable for carrying
out this type of detection, reaching an accuracy greater than 90% with the use of embedder
Painters on covmingrad images. It was able to correctly classify 85.4% of the subimages
from the selective logging class and 93% from the non-logging class. Although they did not
perform as well, the results of the classification of cov and ratio images presented accuracy
above 85%, having correctly classified selective logging s in 83% and 84.4%, respectively.
In general, all models applied to covmingrad and cov filtered and unfiltered images
presented good performance, with accuracy above 90%, which proves the ability of these
models to classify selective logging in SAR images. These results are similar, in terms of
accuracy, to those obtained by [57] with the application of the Artificial Neural Network
Multi Layer Perceptron (ANN-MLP) on attrib tes extracted by the auth rs f the products
Remote Sens. 2021, 13, 4944 14 of 18
of the same bitemporal COSMO-SkyMed images used in this study. The CNNs approach
eliminates the attribute generation step, reducing processing time, and its main advan-
tage compared to its predecessors is that it automatically detects and learns texture and
context features that describe the target without any human supervision. However, in
general, the training time for CNNs was higher than for ANN-MLPs, as CNNs are trained
remotely over a large dataset (ImageNet, for example). As the name explains, convolutional
networks explore, through multiple filters applied in the convolution windows, textural
characteristics of images. Thus, neighborhood relationships between targets (context) are
not taken into account, which is an important parameter in the detection of activities such
as logging. Kuck et al. [57] explored, in addition to textural parameters, spectral, spatial,
and context parameters, and obtained results similar to those of CNNs. A future approach
could combine the attributes of the two ML techniques.
The Painters model was selected for the generalizability test, as it showed greater
success for the selective extraction class. Embedder Painters was developed within the
framework of the Painter by Numbers competition at Kaggle [55], whose objective was
to examine pairs of paintings to determine if they were painted by the same artist. The
training set consisted of artwork and their corresponding class labels (painters). Its ability
to identify the unique styles of painters, in works that do not present standard features,
but abstract ones (although characteristic styles and traits, in the case of works by the
same painter), may have represented an important characteristic for the classification of
selective logging and non-logging, which likewise do not show a shape pattern (unlike the
identification of a face, for example, where there is a characteristic pattern).
The classification test of the covmingrad image from unfiltered bitemporal COSMO-
SkyMed images resulted in 90% accuracy by the Embedder Painters, being able to correctly
classify 81.2% of the selective logging subimages. This result indicates that CNNs are able
to correctly classify these targets even under the speckle effect, which, in general, makes
it difficult or even impossible to identify targets in SAR images, and its suppression or
minimization is the focus of several studies in the microwave remote sensing area [46].
Regarding the grouping methodology presented, in Figure 7 it is possible to see that
the distribution is concentrated on the left for the areas of illegal selective logging however,
it has a greater variance than the distances presented by the legal selective logging. This is
because the legal selective loggings are planned to cause the least possible impact on the
forest, and therefore the skid trails are used to transport more than one log, and the trees to
be cut are selected according to a plan based on the forest inventory [63]. In illegal logging,
this planning and control does not take place. Logging intensity is an important metric
given its correlation with damage to the remaining forest. Low understory damage values
found are, in part, explained by the low exploration intensity [63].
At the moment, our study is the first one presenting an alternative for operational
monitoring of selective logging based on X-band SAR data and CNNs, which allows
monitoring even in periods of high cloud cover in the Amazon, which comprises the
months between October and April, covering a limitation of optical data [17]. This work
demonstrates that such monitoring on a large scale is possible since a well-trained network
can have high generalizability. Mitchell et al. [14], in their review of remote sensing
applied to the study of forest degradation, presented in 2017 that initiatives using X-
band for the purpose of fine-scale detection until that time (logging scars) had no large-
scale demonstration or operational application, and in all case studies presented, X-band
images were acquired in spotlight mode (VHR covering only a small geographic area) [67].
Having demonstrated high generalizability, it is possible that the technique presented here
represents an advance both for operational monitoring and for large-scale application,
demanding, however, new tests. Another advance of the study presented is the possibility
of detection at the individual level. Although Bullock et al. [15] have obtained high accuracy
in detecting degradation through Landsat (optical) images, it is noted that detections are
restricted to those intense disturbances (spots of degraded areas, caused by fire or logging
infrastructure). One of the first tree level estimates of tree loss come obtained 64% accuracy
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with a Random Forest model and multi-temporal VHR imagery from WorldView-2 and
GeoEye-1 satellites [16]. However, this low accuracy was attributed to view-illumination
geometry issues that create shadows not associated with treefalls and tree loss which are
inherent in optical data and confuse the classifier. Meanwhile, our estimates and SAR data,
in general, do not suffer from these issues, enabling more precise detection of tree loss
associated with logging.
Multitemporal SAR data, if acquired under the same geometric and radiometric
parameters, present changes related to land cover changes or the presence of dense meteo-
rological formations and changes in the moisture content of the targets. These differences
affect backscatter and can produce false detections [5]. More studies should be carried out
to quantify the effect of these artifacts on detections through CNNs, although [57] have
shown that ANN-MLPs are capable of separating these artifacts from selective logging.
Although we achieved such high accuracy on our method, there are still caveats to be
acknowledged. The method confused selective logging with non-logging probably due
to foliar loss, natural death of trees, or canopy geometry (trees hidden in the shadow of
the neighborhood). This hypothesis must be tested through a field survey that specifically
addresses these features. Another potential factor that could affect our estimates is the sea-
sonality and moisture content due to rainfall in the forest. In this experiment, we controlled
for seasonality, choosing a pair of images both acquired over the dry season. Further, a
previous study pointed out that seasonality might not affect degradation detections using
machine learning with X-band SAR data [57]. These aforementioned caveats, thus, consist
in some of the directions that future studies can build upon and improve the methodology.
Third, we only tested the SAR data COSMO-SkyMed, but perhaps other sensors could be
tested such as Iceye and Sentinel-1, including other bands such as C and other acquisitions
geometry. We expect this method to be continuously improved and perhaps used for
operational monitoring given the availability of SAR data for tropical forest areas.
The deep learning model experiments provided in this paper is the first step towards
monitoring tropical forest degradation. This is an important topic in face of climate change
and deforestation and degradation reductions pledged by the Brazilian government up
to 2030 as recently highlighted in the COP26. We believe our approach can be improved
and reach the necessary scale for the operational monitoring towards achieving those
difficult but important goals. For this purpose, the investment in SAR data and computing
resources by the government would off course be required. Nevertheless, this is a step
forward towards fighting forest crime and helping mitigate climate change.
5. Conclusions
Bitemporal features generated from the pair of SAR images used in this study, acquired
in X-band and HH polarization by the COSMO-SkyMed constellation before and after the
period of legal logging in the Jamari NF, in conjunction with the CNN techniques employed,
enabled the detection of scars caused by selective logging in both legal and illegal logging
areas. The highest success rate for the selective logging class was obtained by the Painters
model. However, in relation to accuracy, all models showed similar performance.
The present study represents an evolution of the study presented by [57], with the
advantage that the convolutional network itself extracts the images attributes, eliminating
the need for this step in the classification process. The reduction of stages is especially
important when the objective is the systematic and operational monitoring of the entire
Brazilian Amazon territory, which has an area larger than 5 million km2. It is suggested
that further studies explore machine learning techniques such as U-NET, based on semantic
segmentation, and as input the bitemporal images themselves, eliminating the need to
generate bitemporal products (coefficient of variation, ratio, minimum values, and gradient,
for example). It is also suggested to increase the training samples and carry out tests in
different biophysical composition areas to estimate the generalization capacity of these
networks in different environments, and to expand the findings of this study and its
advances to automate the application to a regional scale.
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The tests showed that CNNs were able to present good results, in the case studied,
even when applied to bitemporal products from unfiltered images. Many studies have
presented alternatives to reduce the speckle effect on SAR images given that such an effect
reduces the target detection and classification capacity of these images. It is suggested
that future studies be carried out to measure the contribution of this effect in reducing the
performance of techniques based on machine learning for the classification of SAR images.
The DBSCAN clustering method was presented as an alternative for identifying areas
at an early stage of illegal selective logging, as well as for measuring the intensity of logging
in legal and illegal areas. Although already started, more studies should be carried out to
establish the correlation between the area of clearings and the intensity of exploration.
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