Abstract-We consider the CEO problem for non-regular source distributions (such as uniform or truncated Gaussian). A group of agents observe independently corrupted versions of data and transmit coded versions over rate-limited links to a CEO. The CEO then estimates the underlying data based on the received coded observations. Agents are not allowed to convene before transmitting their observations. This formulation is motivated by the practical problem of a firm's CEO estimating (non-regular) beliefs about a sequence of events, before acting on them. Agents' observations are modeled as jointly distributed with the underlying data through a given conditional probability density function. We study the asymptotic behavior of the minimum achievable mean squared error distortion at the CEO in the limit when the number of agents L and the sum rate R tend to infinity. We establish a 1/R 2 convergence of the distortion, an intermediate regime of performance between the exponential behavior in discrete CEO problems [Berger, Zhang, and Viswanathan (1996)], and the 1/R behavior in Gaussian CEO problems [Viswanathan and Berger (1997)]. Achievability is proved by a layered architecture with scalar quantization, distributed entropy coding, and midrange estimation. The converse is proved using the Bayesian Chazan-Zakai-Ziv bound.
The Non-Regular CEO Problem I. INTRODUCTION C ONSIDER the problem faced by the chief executive officer (CEO) of a firm with a large portfolio of projects that each have an underlying probability of success, say drawn from a uniform distribution on [0, 1]. Each of her subordinates will have noisy beliefs about the risks facing the projects: random variables jointly distributed with success probability, e.g. according to a copula model (common in mathematical finance to model beliefs about risks [1] [2] [3] ). Subordinates must convey these risks, but are not allowed to convene. The CEO has cognitive constraints that limit the information rate she can receive from her subordinates, requiring subordinates to partition risks into quantal grades like A, B, C, and D, before conveyance. Such quantized grading is typical in businesses with complex information technology projects [4] . Upon receiving information from the subordinate agents, the CEO estimates the underlying success probability to minimize mean squared error (Brier score [5] ) before taking action. This is, of course, a version of the classical problem in multiterminal source coding called the CEO problem, but for a previously unanalyzed source. The CEO problem was first introduced by Berger et al. [6] , where they considered the source of interest to be a discrete data sequence and studied the asymptotic behavior of the minimal error probability in the limit as the number of agents and the sum rate tend to infinity. It was later extended to the case when the source sequence of interest is continuous Gaussian distributed and a quadratic distortion measure is used as a performance measure [7] . Oohama studied the sum rate distortion function of the quadratic Gaussian CEO problem and determined the complete solution to the problem [8] ; the full rate-distortion region was then found independently by Oohama [9] and Prabhakaran et al. [10] . Several extensions to this problem have been studied [11] [12] [13] [14] [15] [16] [17] [18] , however most of these extensions continue to deal with the quadratic Gaussian setting. Viswanath formulated a similar multiterminal Gaussian source coding problem and characterized the sum rate distortion function for a class of quadratic distortion metrics [17] . In [12] and [18] , the authors consider the vector Gaussian case and study the sum rate for vector Gaussian CEO problem. The related problem of determining the rate region of the quadratic Gaussian two-encoder source coding problem was solved by Wagner et al. [13] . Chen, et al. determined bounds on the rate region for the CEO problem with general source distributions [14] . Eswaran and Gastpar considered the CEO problem where the source is non-Gaussian but observations are still made through additive white Gaussian noise (AWGN) channel [15] .
The motivating example of belief sharing in organizations is also closely connected to studies of communicating probability values [19] [20] [21] [22] [23] . Contrary to typical work in distributed source coding for inference [24] that is concerned with compressing agents' measurements, [21] studied optimal quantization of prior probabilities for Bayesian hypothesis testing. This was extended to the case of collaborative decision making in parallel fusion settings [22] , very much like the CEO problem herein but in non-asymptotic regimes. Such a problem arises in several statistical signal processing, economics, and political science settings such as human affairs, where juries or committees need to possess a common preference for two alternatives.
In sensor network settings where sensors see a phenomenon through Gaussian noise but produce censored data due to hardware limitations of the measuring device, Fig. 1 . A block diagram of system model for Example 1 using the Clayton copula based observation channel W α (y i |x) given by (11) and test channel U = Y + N where N is a k-peak noise. Here k n 0 represents the block code that approximates the test channel.
observations might follow truncated Gaussian with bounded support. Censored sensor data renders celebrated informationtheoretic results for Gaussian observations invalid.
Motivated by such applications, we consider the CEO problem with non-regular source distributions (in the sense of Bayesian estimation theory [25, p. 72] ), and observations governed by a given conditional probability density function, for example, through copula models. More precisely we consider an i.i.d. source sequence X (t), which follows a probability density function f X (x) with finite support X , such that
∂ x 2 either does not exist or is not absolutely integrable. We determine the asymptotic behavior of quadratic distortion as a function of sum rate in the limit of large numbers of agents and rate.
As commented by Viswanathan and Berger [7] , results for discrete and continuous alphabets are not very different in most problems of information theory. However, for the CEO problem, the average distortion decays at an exponential rate for the discrete case and decays as 1/R for the Gaussian case, where R is the sum rate. We derive an intermediate 1/R 2 decay rate behavior when the regularity conditions required for the Bayesian Cramér-Rao lower bound used in [7] do not hold. That is, we study the behavior of
where L is the total number of agents, R is the sum rate, and D(R, L) is the minimum achievable quadratic distortion for a fixed number of total agents L and sum rate R. Achievability is proved through a layered scheme that follows quantization, entropy coding, and midrange estimation at the CEO. The converse is proved by lower-bounding the distortion using the extended Bayesian Chazan-Zakai-Ziv bound [26] , [27] .
This result holds for the uniform distribution as a special case, implying that the CEO problem for sharing beliefs or probability values, attains 1/R 2 convergence. The remainder of the paper is organized as follows. Sec. II provides the mathematical problem formulation and the main result of the paper. Sec. III proves the direct part of the coding theorem and Sec. IV proves the converse part, using a version of the extended Chazan-Zakai-Ziv bound. Sec. V present some discussion on extensions and implications of results.
II. PROBLEM DESCRIPTION AND MAIN RESULT
drawn from a non-regular probability density function f X (x) with finite support X . Without loss of generality, let the source be supported on [0, 1]. 1 Several agents (L) make imperfect conditionally independent assessments of {X (t)} ∞ t =1 , to obtain noisy versions
The relationship between X (t) and Y i (t) is governed by a conditionally independent probability density function W α (y i |x) for all agents, where α is the coupling parameter. This coupling parameter represents the strength of the dependence between the source X (t) and the observations Y i (t). The agents separately compress their observations. The CEO is interested in estimating X (t) such that the mean squared error (MSE) between the n-block source X n = [X (1), . . . , X (n)] and its estimateX n = [X(1), . . . ,X(n)] is minimized.
Let the source code C n i of rate R n i = (1/n) log |C n i | represent the coding scheme used by agent i to encode a block of length n of observed data
is the CEO's mapping. A specific achievability scheme for an example system, Fig. 1 , illustrates the basic system structure.
We are interested in the tradeoff between the sum rate R = L i=1 R n i and the MSE at the CEO, D n (X n ,X n ), defined as:
For a fixed set of codes, the MSE corresponding to the best estimator at the CEO is given by:
Also, define the following quantities:
and
To understand the tradeoff between sum rate and distortion, we study the following quantity:
Let X be the generic random variable representing the source and Y i represent the generic random variable representing agent i 's observation where X and Y i are related through the conditional pdf W α (y i |x). We focus on observation channels which satisfy the following property, when placed in sequence with a forward test channel with an output auxiliary random variable U . 
Let the set S(W ) denote the set of random variables U which satisfy the above property for a given observation channel W . Explicit examples of channels satisfying this property are provided later in Sec. II-A.
We now state the main result of the paper; proofs are developed in the sequel. 
where K , δ > 0 are constants and
is the first derivative of Chernoff information between the conditional densities W α of the observation given x = θ and x = θ + , evaluated at = 0. The minimums are taken over all non-trivial random variables to ensure that the conditional mutual information is non-zero.
Notice from the theorem, since β(α) is a finite constant, it implies that for a non-regular source distribution, in the limit of large sum rate, the distortion decays as 1/R 2 . This serves as an intermediate regime between the exponential decay of the discrete case [6] and 1/R decay of the quadratic Gaussian case [7] . This result can be summarized as the fact that sharing beliefs (uniform) is fundamentally easier than sharing measurements (Gaussian), but sharing decisions is even easier (discrete). This shows the effect of the underlying source distribution on the asymptotic estimation performance. When the source has countably finite support set (discrete), we observe an exponential decay. On the other extreme, when the source has an unbounded support set (Gaussian), we observe a 1/R decay. Our result is for the source with bounded support (uniform, for example), and we get an intermediate result of 1/R 2 decay. This suggests the intuitive observation that as the number of possibilities for the source (support) increases, it gets more difficult to communicate the values.
One can also note the similarity in structure of the lower bound of β(α) in this problem with other CEO problems [6] , [7] . Most notably, in all cases, there is a minimization of conditional mutual information. Also, the bound here depends on Chernoff information which serves as a divergence metric similar to the Kullback-Leibler divergence from the discrete case [6] and as an information metric similar to Fisher information from the quadratic Gaussian case [7] .
A. Examples of Observation Channels Satisfying Property 1
Property 1 may seem a little opaque, so here we give an illustrative example of a family of observation channels that satisfy it.
Proposition 1: A sufficient condition for an observation channel to satisfy Property 1 is when its density W α (y i |x)
is given by a copula conditional density function 2 and has discontinuity at end points.
Proof: Let the end points of observation channel W α (y i |x) be denoted by e l (x) and e u (x). Due to its discontinuity at the end points, we have the following
Consider the test channel given by
where δ(·) is the Dirac delta function, k l=1 p l = 1, and
at the end points are given by
This proves the proposition. We now provide a specific example from the above family of observation channels and explicitly show that it satisfies Property 1.
Example 1: As a specific example, consider the case when the source X (t) and the observations Y i (t) are marginally distributed with uniform distribution in (0, 1) and Clayton copula model is used to model the channel between the source and the observations. The conditional distribution of Y i given X is given by the following (for
Using the test channel defined as 3 We now show that f U |X (u i |x) given by (12) 
3 It is straightforward to prove that the property holds even when there is overlap among the shifted versions.
as α > 1/2 and
Hence, it satisfies Property 1. Note the similarity between the form of this test channel and the random quantizer used by Fix for achieving the rate-distortion function of a uniform source [28] .
As can be seen later in Sec. III, the achievability involves use of a test channel, Slepian-Wolf encoding and decoding, and midrange estimation at the CEO. Fig. 1 provides a block diagram outlining these steps for the example considered here.
III. DIRECT CODING THEOREM
The structure of the achievable scheme is a layered architecture, with scalar quantization followed by Slepian-Wolf entropy coding, just like for the Gaussian CEO problem [7] and other source coding problems [13] , [29] , [30] . The following are key steps of the analysis: quantization of alphabets, codes that approximate the forward test channel, Slepian-Wolf encoding and decoding, and estimation at the CEO.
Every agent uses a two-stage encoding scheme. In the first stage, a block of observations are mapped to codewords from a codebook which is identical for all agents. The second stage is an index encoder that performs Slepian-Wolf encoding of the codewords [31] , [32] . For decoding, the CEO first performs index decoding to determine the L codewords corresponding to each of the agents, and then estimates the source value at each instant based on a midrange estimator [33] , [34] .
The key aspect of the proof is a choice of forward test channel which is characterized by an auxiliary random variable U . We choose the test channel from Y to U , denoted by Q(u|y) where U ∈ S(W ), so as to induce a distribution f U |X (u|x) which satisfies Property 1.
A. Quantization of Alphabets
To design the coding scheme, we start by quantizing the continuous alphabets. Denote byX,Ỹ , andŨ the quantized versions of random variables X, Y , and U , respectively. Their corresponding alphabets are denoted bỹ X ,Ỹ, andŨ respectively. Conditions to be satisfied by the quantization are as follows:
where δ j > 0, for j = 0, 1, 2. There exists quantization schemes that achieve each of these above constraints individually: (15) from that fact that EU 2 < ∞, and (16) and (17) from the definition of mutual information for arbitrary ensembles [35] . Therefore, a common refinement of the quantization schemes that achieve (15)- (17) separately will satisfy them simultaneously. This quantization induces a corresponding joint probability distribution for the quantized versionsX,Ỹ , andŨ :
Note that any lettersỹ of zero measure are removed fromỸ.
B. Codes that Approximate the Test Channel
The encoding scheme works on the quantized versionỸ i . The basic idea is to build a block code between the quantized versionsỸ i andŨ i , and show that the designed block code approximates the test channel Q(u|y) that arises from satisfying Property 1. Let k n 0 be a block code of length n 0 fromỸ n 0 toŨ n 0 . This map, k n 0 , induces the following joint distribution between the blocksỸ n 0 = [Ỹ (1), . . . ,Ỹ (n 0 )] and
where ½ A is the indicator function which is 1 when the event A is true and 0 otherwise. Also, the corresponding marginals and conditionals are given bŷ
Now the existence of a block code k n 0 :Ỹ n 0 →Ũ n 0 which approximates a test channel Q(u|y) arising from Property 1 follows from [7, Proposition 3.1], which is stated here without proof.
Proposition 2 [7] : For every 0 , δ 3 > 0, there exists a deterministic map k n 0 :Ỹ n 0 →Ũ n 0 with the range cardinality M such that 
C. Encoding and Decoding
The encoding is performed in two stages: in the first stage, the agents use the identical deterministic mapping k n 0 of Proposition 2 to encode their quantized observation blockỸ , for i = 1, . . . , L. We will use the index to represent the codeword due to the one-to-one correspondence between the index and the codeword, therefore, we have
. . , V L are correlated and Slepian-Wolf encoding of the indices is used to remove that correlation across agents. This is done by index encoding n-length block of indices of agent i , represented as
is the tth component of the n-block of the indices of agent i . This block of indices is then mapped to a smaller index set using a mapping
where N i and n are chosen to be sufficiently large to ensure a negligible decoding error. The sum rate per source symbol is given by
Therefore, we have a complete encoder
, where '•' is the composition operator. Let the output of this encoder be represented by
The CEO receives the indices Z 1 , . . . , Z L corresponding to the L agents. It first recovers the block of indicesV n i , for all i using a mapping φ : 
D. Further Analysis of Code Rate
Note that the bound on sum rate per agent R/L in (19) is in terms of the distributions ofŨ andX . By further analyzing the code rate, we can determine a bound which is a function of the distributions of the unquantized versions, X and U . For this we use the closeness of the marginal distribution induced by the encoding function k n 0 to the test channel statistics, to bound the entropy terms. Let H (X) denote the entropy of the quantized random variableX , then we have
where (23) is due to the independent nature of source X (t) over time, (24) is due to the upper bound of H (Ũ n 0 ) by the logarithm of number of codewords M, and (25) is by (18) . Next, H (X n 0 |Ũ n 0 ) can be further bounded as:
H (X(t)|Ũ (t))
using the fact conditioning only reduces entropy. Therefore, we have 1
where (29) is due to the t-symmetry of the encoder and [7, Proposition A.3] . Thus, using (16), we have:
due to (16) . Due to the Markov chain relationship X → Y → U , the right hand side can be further simplified to
By choosing δ 2 , δ 3 , 0 , 2 such that
Having determined a bound on sum rate, the next step is to bound the minimum quadratic distortion.
E. Estimation Scheme
The CEO, after decoding the codewords sent by the agents (Û n 0 1 , . . . ,Û n 0 L ), estimates the source X (t) on an instant-byinstant basis. Since the range of U i (t) depends on X (t), we first estimate the midrange of dataÛ 1 
. ,Û L (t).
The midrange estimator [33] , [34] , [36] , [37] is the maximally efficient estimator for the center of a uniform distribution. The midrange estimator also seems to work well for estimating the location parameter of other distributions of bounded support and it is more effective than the sample mean for many distributions such as the cosine distribution, parabolic distribution, rectangular distribution, and inverted parabolic distribution [37] , though the best estimator depends on the distribution of the source that is to be estimated. For these reasons, the midrange estimator is used in this paper.
After estimating the midrange of data, using the inverse function l(·) as follows (cf. Property 1),
we get an estimate of X (t). HereÛ (i) (t) are the order statistics ofÛ i (t) [38] . Note that E
We can now derive an upper bound on the distortion, following a method similar to Açkay et al. [39] :
where U (i) (t) are the order statistics of U i (t); the first inequality is due to Lipschitz continuity of the function l(·) with Lipschitz constant K , and (36) follows from Proposition 4 in the Appendix. Now we evaluate the main term in (36); for notational simplicity, we drop the dependence on t and the dependence of a(·) and b(·) on X. However, we need to be aware of the dependence of the limits a and b on the unknown X. As f U |X (u|x) does not vanish at the endpoints, there exists and δ such that f U |X (u|x) ≥ δ for a ≤ u ≤ a + and b − ≤ u ≤ b. Define the set I = {u (1) 
Since
we have:
and the first term on right side of (37) can be bounded as:
Since the {U i } are conditionally independent given X, we can simplify this further as:
To evaluate the second term in the right side of (37), we define the following variables:
where F U |X is the conditional cumulative distribution function of U given X. These variables have the following marginal and joint densities [39] :
Also, as L → ∞, ξ and η become independent and
From the above definitions, we have
provided u (1) ≤ a + and b − ≤ u (L) . Therefore, for the second term, we have
where we used the fact that |A − B| 2 ≤ A 2 + B 2 for A, B > 0. Now using the inequalities we have developed, we can bound the distortion in (36) as:
Using (33) and (51), we get:
By taking limits L, R → ∞, we have:
where U is chosen to satisfy Property 1 and K > 0 is a constant. Therefore, we have
This concludes the achievability proof. Note that the bound only depends on the conditional mutual information I (Y ; U |X) which corresponds to the compression of the observation noise. The compression of the source X does not appear in the bound, since such a term vanishes because the number of agents L grows without bound.
IV. CONVERSE CODING THEOREM
The converse for the quadratic non-regular CEO problem is similar in structure to the converse for the quadratic Gaussian CEO [7] and the discrete CEO problem [6] . The proof uses a lower bound on the distortion function similar to the Bayesian Cramér-Rao lower bound used in [7] . However, note that the source distribution herein does not satisfy the regularity conditions required for using the Cramér-Rao bound [25] . Therefore, we use a version of the extended Chazan-Zakai-Ziv bound [26] , [40] , [41] which is first stated here without proof. 
where P min (θ, θ + h) is the minimum error probability corresponding to the following binary hypothesis testing problem:
,
The above Chazan-Zakai-Ziv bound falls under the family of Ziv-Zakai bounds. Ziv-Zakai bounds have been shown to be useful bounds for all regions of operation unlike other bounds (for example, Cramér-Rao bound) that have limited applicability [41] . This family of bounds build on the original Ziv-Zakai bound [42] and have the advantage of being independent of bias and very tight in most cases. A detailed study of this family of bounds can be found in [41] .
Note that this lemma bounds the performance of an estimation problem in terms of the performance of a sequence of detection problems. Therefore, as we shall see, we get Chernoff information rather than Fisher information as seen in the estimation problem in the quadratic Gaussian CEO [7] .
Using Lemma 1, we now prove our converse. Let
be 
where X is the generic source random variable, Y i is the noisy version of X as observed by agent i ; (56) is from the product rule of mutual information, (57) is due to the independence of Y (t) across time, and (58) follows since conditioning only reduces entropy. Hence, we get a lower bound on the sum rate R as follows:
. . , X n ) and let U i (t,x t ) be a random variable whose joint distribution with X (t) and Y i (t) is:
since the codeword C i depends on X (t) only through Y i (t). Therefore, for each i and any fixedx t , we have the Markov chain relationship X (t) → Y i (t) → U i (t,x t ). Now, we can express the lower bound on R as
Note that in order to find a lower bound on β(α), we consider the best case where the CEO knows C 1 , . . . , C L andx t , i.e., the CEO uses an estimatorX (C 1 , . . . , C L ,x t ) . Using the Chazan-Zakai-Ziv bound (Lemma 1), we have:
where P min,t (θ, θ + h) is the minimum achievable error probability, using data Y 1 (t), . . . , Y L (t) from the L agents, to differentiate between X (t) = θ and X (t) = θ + h. Therefore, from the definition of D(L, R), we have:
where we have multiplied and divided the right side by L 2 . Now, using a change of variablesh = h L, we get:
where the last step is due to the inequality of arithmetic and harmonic means. Note that, although not explicit, D(L, R) does depend on R. This dependence is implicitly visible via n (see (59)). Therefore, as can be observed below in (62), as shown at the bottom of this page, the product of R 2 and D(L, R) results in a positive constant that is independent of R and does not vanish as L → ∞.
Using (59) and (61), we have (62), where Proposition 5 from the Appendix is used for the last two inequalities. Since the input sequence X (t) is i.i.d. over time, the minimum for the primed variables and the unprimed variables is the same. Therefore, we can further simplify the inequality in (62) as:
Further simplification gives the following
Now as L → ∞, using the Chernoff-Stein Lemma [43] , the error probability
is the Chernoff information between the conditional densities of y given x = θ and x = θ +h/L. It is given by the following
Since the argument of G θ (h/L) is close to zero as L → ∞, using the Taylor expansion of G θ ( ) around zero, we get:
Using this expansion, we have:
where g(θ ) is the first derivative of Chernoff information between the conditional densities (W α ) of the observation given x = θ and x = θ + , evaluated at = 0 and is given by:
This concludes the converse proof.
V. DISCUSSION
We considered the non-regular CEO problem, which addresses the practical case where multiple subordinates send quantal grades of their noisy beliefs to the CEO. When the source distribution does not satisfy the regularity conditions, we get an intermediate regime of performance between the discrete CEO problem [6] and the quadratic Gaussian CEO problem [7] . A key observation is the rate of convergence depends on Chernoff information. The result expands the literature on CEO problem from the traditional case of Gaussian source distribution and Gaussian channel noise to non-regular source distributions. While the proofs are similar in structure to the traditional CEO problems, they use different techniques, which can also be applied to other non-Gaussian non-regular multiterminal source coding problems. Our results indicate that one can expect a change in behavior for other multiterminal source coding problems as well, when the source follows non-Gaussian non-regular distribution.
There are a number of interesting future directions for research. In this work, we considered only scaling behavior of quadratic non-regular CEO problem. It is desired to derive precise characterizations for sum rate distortion and for full rate-distortion for this non-regular CEO problem as obtained by Oohama [8] and Prabhakaran et al. [10] , respectively for the quadratic Gaussian CEO problem. Similar to other CEO problems, we can observe the difference in decay rates for distortion between our result and the centralized case when agents can convene. When agents are allowed to convene, the setup is the single-terminal compression problem whose ratedistortion function under MSE was determined by Fix [28] . However, it has no simple expression and the optimizing solution has support on finite number of mass points. On the other hand, for absolute error distortion measure, rate-distortion function exists in closed form for uniform source [44] and it would be interesting to analyze the uniform CEO problem under the absolute error distortion. Gastpar and Eswaran [15] have addressed the CEO problem for non-Gaussian sources, but have considered the additive Gaussian noise channel. An interesting variant is when the source follows a regular distribution with a finite support and the measurement noise is modeled using copula. For example, beta distribution satisfies the regularity conditions and has a finite support. Also, for distributions such as cosine, parabolic, and inverted parabolic, midrange (similar to the one used in this paper) is more efficient than mean [37] . In such cases, it is interesting to explore if the minimum achievable square distortion would still exhibit a 1/R convergence behavior.
APPENDIX

Proposition 4:
where 3 = 3 (δ 0 , n) can be made arbitrarily small by making n sufficiently large and δ 0 sufficiently small. Proof: Let B be the event {Ũ i =Û i , ∀i }. By inequality (20) , we have Pr {B} ≤ λ. Now,
