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ABSTRACT
M ulti a ttr ib u te  u t i l i t y  analysis is a set of formal procedures 
designed to assist a decision maker in resolving problems requiring  
tradeoffs among competing objectives. The approach e l ic its  a m u lti­
a ttr ib u te  u t i l i t y  function (MAUF) intended to represent the decision 
maker’ s preferences fo r m u ltivaria te  a lte rn atives . While d iffe re n t  
MAUF assessment technologies are ava ilab le , few studies have been 
conducted that compare assessment techniques. The purpose o f th is  
research was to investigate the predictive a b il ity  of four MAUF 
e lic ita t io n  procedures.
Keeney-Raiffa (KR), h o lis tic  orthogonal parameter estimation 
(HOPE), simple multi a ttrib u te  rating  technique (SMART), and mathe­
matical programming e lic ite d  MAUFs were compared in terms o f 1) 
ordinal preference predictions, 2 ) f i r s t  preference predictions, and 
3) a b i l i t y  to capture tradeoffs between competing objectives. Since 
actual decision tasks do not o ffe r  a "correct" solution, i t  is d i f ­
f ic u lt  to  compare the performances of a lte rn ative  assessment proce­
dures in a real-w orld setting . Consequently, a hypothetical decision 
making environment was established to determine a procedure’ s perfor­
mance in the presence of e lic ita t io n  errors of known type and mag­
nitude. The inputs necessary to implement each procedure were pro­
vided by an a r t i f ic ia l  decision maker. While behavioral influences 
on a technique’ s performance were not considered, each experimental 
e lic ita t io n  contained one or more o f the following assessment errors: 
noisy respondent inputs; incorrectly  specified functional forms;
xi
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and incompletely defined a ttr ib u te  sets. V a lid ity  was determined by 
comparing MAUF predictions to the a r t i f ic ia l  subject’ s known p refer­
ence constructs.
The four procedures were not uniformly robust w ithin or across 
the e lic ita t io n  scenarios considered. KR encoded models ty p ica lly  
provided the most consistently accurate predictions. HOPE f i r s t  
preference predictions were sensitive to the level o f noise contained 
in the subject’ s responses. SMART and mathematical programming 
performances were generally in fe rio r  to those o f KR and HOPE. SMART 
offered reasonable overall preference orderings, but was less e f ­
fective  at predicting the subject’ s most desired a lte rn a tive . Pre­
dictions offered by mathematical programming MAUFs were re la tiv e ly  
unstable, at times yie ld ing  high proportions of u t i l i t y  loss from 
incorrect f i r s t  preferences. This research provides an in i t ia l  set 
of guidelines to assist a decision analyst in choosing among com­
peting MAUF e l ic ita t io n  techniques.
x ii
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CHAPTER 1 INTRODUCTION
1.1 Introduction and Background
Decision making requires that a lte rn a tive  courses of action be 
evaluated so that the strategy which yields the most preferred out­
come can be id e n tifie d . For simple decision tasks, th is  generally 
requires that the decision maker optimize with respect to a single 
objective. For highly rep e titive  problems having only minor conse­
quences, acr ptable actions may be suggested by informal in tu it iv e  
evaluations.
More important decisions, however, can involve several objec­
tive s . When these objectives are commensurate, decision consequences 
can be expressed by one variable (e .g .,  money). In such situations a 
single standard o f performance such as maximum p ro fit  or minimum 
cost can id e n tify  an appropriate decision strategy. However, when 
objectives are incommensurate, and decision consequences cannot be 
easily  modeled by a single a ttr ib u te , the decision problem is better 
formulated using m ultiple c r ite r ia .  For these, alternatives of 
choice are characterized by vectors o f quantifiab le  attributes des­
cribing the level o f each objective. At times, these objectives 
c o n flic t with one another and improvements in one objective can occur 
only at the expense of another. Such decision making is inherently  
complex because tradeoffs must be made among objectives when evalu­
ating choice a lte rn atives . For example, a bank o f f ic e r ’ s commercial 
loan decisions must consider tradeoffs among projected returns, 
payback periods, individual loan ris k  characteris tics , overall loan
1
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p o rtfo lio  characteristics, and banking regulations. Problems of th is  
nature are often encountered by managerial and governmental decision 
makers (see Hwang and Yoon 1981, Zeleny 1982, von W interfeldt and 
Edwards 1986).
While complex decisions often involve s ign ificant consequences, 
some decision makers may be tempted to base a choice solely on un­
aided innate evaluations. Unfortunately, in tu it iv e  judgments can 
produce unsatisfactory outcomes. Bowman (1963) revealed how selec­
tiv e  cueing and information overload could cause unaided in tu it iv e  
deliberations to y ie ld  in fe rio r  choices. A decade of research led 
Slovic (1972) to conclude " . . .  that humans are quite bad at making 
complex unaided decisions."
To overcome the shortcomings of unaided in tu it iv e  evaluations, 
formal decision aids have been developed. One such decision aid is  
multi a ttr ib u te  u t i l i t y  analysis (MAUA). The primary purpose o f MAUA 
is to derive a model which reveals a rational decision maker’ s pre­
ferences fo r contemplated choices. This is accomplished by e lic it in g  
the individual subject’ s multi a ttr ib u te  u t i l i t y  function (MAUF). The 
MAUF is a mathematical model which assigns a real number (called  a 
u t i l i t y  value) to m ultivariate decision outcomes, so that the u t i l ­
i ty  fo r consequence i is greater than the u t i l i t y  fo r consequence j ,  
i f  and only i f  consequence i is  preferred to consequence j .  The 
assessed u t i l i t y  values therefore represent the fin a l product of the 
decision maker’ s internal preference deliberations.
MAUA is  not the only methodology available fo r modeling in d i­
vidual preferences. Such techniques as regression analysis, conjoint
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
analysis, and lo g it  analysis have also been used fo r th is  purpose. 
Unlike these a lte rn ative  approaches, however, MAUA can o ffe r  specific  
advantages to preference modeling. F irs t , MAUA d ire c tly  embodies 
individual decision maker risk  attitudes in its  axiomatic develop­
ment. This enables e x p lic it  incorporation of individual r is k  pre­
ferences. Other techniques are lim ited  to a single variable to 
capture r is k  considerations. Second, the functional form of the MAUF 
can be d ire c tly  established from a set of v e r ifia b le  assumptions. 
F in a lly , in addition to capturing the decision maker’ s underlying 
preferences, MAUF scaling constants depict the decision maker’ s 
willingness to make tradeoffs between competing objectives (Hauser 
and Urban 1979).
These advantages, combined with a solid  theoretical foundation 
(Keeney and R a iffa ; Farquhar 1977), and evidence of successful ap p li­
cation (Keeney 1973, 1977; Keeney and Wood 1977; Keeney and Sicherman 
1983; Keeney, Lathrop, and Sicherman 1986), reveal the potential of 
formal decision analysis fo r resolving multi a ttr ib u te  decision tasks. 
Unfortunately, MAUA has not yet gained widespread acceptance as a 
practical decision making to o l. One explanation fo r its  lim ited  
acceptance is the d if f ic u lty  often encountered in discovering the 
decision maker’ s MAUF. The large information requirements and the 
in tr icac ies  o f the concepts and constructs involved in e l ic it in g  the 
MAUF can prove overwhelming fo r any but the most adept decision 
maker. Consequently, the assistance of a s k illed  decision analyst is 
ty p ic a lly  enlisted to structure and administer the MAUF e lic ita t io n  
process.
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One respo nsib ility  of the analyst is to select a procedure fo r  
encoding the individual decision maker’ s MAUF. The assessment tech­
nology chosen w il l  determine the general approach of the preference 
modeling exercise. Although several procedures are availab le , every 
technique employs e ith er a decomposition or h o lis tic  assessment 
framework.
Instead of assessing a decision maker’ s MAUF d ire c tly , decom­
position procedures f i r s t  separate (decompose) multi a ttrib u te  deci­
sion tasks into th e ir  individual components. A single a ttr ib u te  
u t i l i t y  function is  then encoded fo r each decision c rite rio n  indepen­
dently of other a ttrib u tes . The single a ttr ib u te  functions, together 
with an e lic ite d  set of scaling parameters, are f in a lly  aggregated to 
form the MAUF. In other words,
U(X!,X2 , . . . , x n) = f [u 1 (x1) ,u 2 (x2 ) , . . . , u n(xn)]  
where, U (x j ,x 2, . . . ,xn) is the MAUF, u^(x-j) is the u t i l i t y  function 
fo r a ttr ib u te  i ,  and f [ * ]  is  the functional form used to aggregate 
the n univariate  u t i l i t y  functions (where n is the to ta l number of 
decision objectives involved) (Keeney and R a iffa  1976, Fischer 1979, 
Zeleny 1892). The appropriate functional form is generally deter­
mined by verify in g  a set of u t i l i t y  independence conditions which 
describe the subject’ s underlying conditional preferences fo r the 
attribu tes  comprising the decision task.
A lte rn a tiv e ly , the decision analyst can employ a h o lis tic  
e lic ita t io n  procedure. • Such techniques require the decision maker to 
provide d ire c t, global evaluations of decision outcomes by assigning 
a u t i l i t y  value to each consequence. In general, no formal check is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
conducted to d ire c tly  ve rify  a specific  u t i l i t y  functional form. 
Rather, the analyst employs a general u t i l i t y  form not dependent on a 
set o f independence conditions, or a s im plified  function believed to 
o ffe r  a reasonable approximation to the decision maker’ s internal 
preference configuration.
Having decided on a general approach to u t i l i t y  assessment, the 
analyst must then select a specific  e l ic ita t io n  technique. The se­
lec tion  process is complicated by the fac t that the procedures within  
each category vary in terms of th e ir  operational complexity. For 
instance, those techniques most closely linked to the theory under­
lying MAUA can be time-consuming and cognitively demanding to imple­
ment. Conversely, techniques which employ sim plifying assumptions to 
f a c i l i t a te  th e ir  implementation are less th eo re tic a lly  exact. While 
some decision makers are hesitant to use a complicated procedure 
regardless o f its  advantages (Einhorn and McCoach 1977), others 
prefer a more d i f f ic u lt  e lic ita t io n  procedure (Hobbs 1980). In any 
event, the technique selected must be s tru c tu ra lly  capable of encod­
ing va lid  preference models.
1.2 Need For A Comparative Study o f MAUF E lic ita tio n  Procedures
The analyst’ s choice of an MAUF e lic ita t io n  procedure is a 
c r i t ic a l  step in the application of MAUA. When deciding among as­
sessment procedures, the analyst must consider the technique’ s su ita­
b i l i t y  fo r a decision context, i ts  ease o f use, i ts  v a lid ity , and the 
s e n s it iv ity  o f preference evaluations to the technique employed 
(Hobbs 1986).
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To be meaningful in an applied decision context, the assessed 
u t i l i t y  model must order decision outcomes in accordance with the 
decision maker’ s internal preference structure. However, because 
human decision makers are imperfect information processors, the re ­
sponses they provide during the e lic ita t io n  exercise w ill be "noisy". 
As a re s u lt, the encoded MAUF w ill  not be error fre e . Barron (1983) 
described the sources of error that can p o ten tia lly  arise during the 
e lic ita t io n  process. Given these assessment errors, i t  becomes im­
perative that the analyst select an MAUF encoding procedure which is  
s tru c tu ra lly  capable of modeling a robust u t i l i t y  function. The 
selection process would be fa c ilita te d  by a rigorous study indicating  
the re la tiv e  preference prediction cap ab ilities  of a lte rn ative ly  
encoded MAUFs. Given the importance of choosing a suitable assess­
ment procedure, i t  is surprising that l i t t l e  research has been con­
ducted to  determine the re la tiv e  performance of e lic ita t io n  proce­
dures under d iffe re n t conditions.
Of the studies availab le , most have examined the effects of 
various weighting schemes and model forms on preference predictions. 
While these works are informative, they do not systematically compare 
the s e n s itiv ity  of an MAUF’ s revealed preferences to the e lic ita t io n  
procedure used. Such information would allow the analyst to ta ilo r  
the selection o f an e lic ita t io n  procedure to a specific decision 
task. For example, i f  the procedure used does not a ffe c t the quality  
of the assessed MAUF, then the analyst can emphasize ease of imple­
mentation when choosing an e lic ita t io n  technique. However, i f  mean­
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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ingful preference predictions are technique dependent, then v a lid ity , 
rather than ease of use, becomes the primary choice c rite rio n .
The works of Fisher (1977), Barron and Person (1979), Barron 
(1980), E ils  and John (1980), and Farmer (1987) are representative of 
the small, but growing, body of research comparing the preference 
predictions of a lte rn a tive ly  encoded models. However, the decision 
contexts examined in these studies were res tric ted  by the number of 
a ttr ib u te s , the functional forms, and the e lic ita t io n  procedures 
considered. Furthermore, the incomplete and contradictory conclu­
sions offered by these studies provide l i t t l e  d irection to an analyst 
deliberating  over the choice of an assessment technology.
Research examining an assessment technique’ s structural a b ility  
to encode re lia b le  MAUFs over d iffe re n t e lic ita t io n  scenarios would 
represent an important step in advancing the application of MAUA to 
complex decision making. The results would extend existing research 
by establishing a set of guidelines to assist a potential user in 
selecting an appropriate MAUF e lic ita t io n  procedure.
1.3 Research Objective and Plan 
This research is concerned with the structural a b il it ie s  of 
four MAUF e lic ita t io n  procedures to capture an underlying preference 
structure. To determine, in a general way, each procedure’ s sensi­
t iv i t y  to e lic ita t io n  errors o f known type and magnitude, an experi­
mental decision making environment was created. This approach 
neutralized behavioral influences and provided a c rite rio n  fo r quan­
t ify in g  a procedure’ s performance. From the results a set of guide­
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lines was established to assist an analyst in selecting an e l ic i ­
ta tio n  methodology.
The general plan o f the study was as follows. Two MAUFs, as­
sessed by a procedure widely regarded as being th eo re tic a lly  va lid , 
were selected from the applied decision analysis lite ra tu re , and 
modified to produce two additional composite model forms. These four 
MAUFs then became an experimental decision maker’ s "true" preference 
structures fo r d iffe re n t decision contexts. Experimental decision 
maker and decision analyst roles were assumed by a computer and the 
researcher, respectively. The a r t i f ic ia l  decision maker simulated 
the inputs needed to implement each assessment technology. The 
degree o f conformity between the e lic ite d  models’ preference pre­
d ictions and the decision maker’ s "true" internal choices were then 
evaluated.
Two potential sources o f assessment error were included: 
random error and model m isspecification e rro r. Random error arises 
from the information processing lim ita tio n s  o f human decision makers. 
These lim ita tio n s  can generate imprecise responses which can cause 
noisy MAUFs to be e lic ite d  (Barron 1983). To simulate imprecise 
respondent inputs, the synthetic subject’ s "true" preferences were 
perturbed by a randomly generated error component. The structural 
a b i l i ty  of each e lic ita t io n  procedure to convert these noisy inputs 
into re lia b le  MAUFs was then investigated.
Two types o f model m isspecification error ex is t. One results  
when the composite form o f the assessed model is  not a correct re ­
presentation o f the decision maker’ s internal preference structure
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(Barron 1983). The structural in a b ili ty  of an encoding procedure to 
capture the underlying functional form, analyst misjudgment, and 
noisy subject inputs can a ll produce incorrectly  specified models. 
The second occurs when relevant a ttrib u tes  are excluded from the 
e lic ita t io n  exercise. An a ttr ib u te  set is  incompletely specified  
when the decision maker cannot a rtic u la te  a l l  a ttribu tes  describing 
his internal evaluation space, or when suitable attribu tes cannot be 
found to depict a decision objective. Throughout the experiment, 
misspecified models were e lic ite d  and th e ir  preference predictions 
compared to the synthetic subjects’ "true" evaluations. By comparing 
preference predictions within and among techniques fo r d iffe re n t  
e lic ita t io n  scenarios, th is  analysis extends the works of Fischer 
(1977), Barron and Person (1979), Barron (1980, 1987), and Farmer 
(1987).
1.4 Outline o f the Dissertation  
Although several composite forms fo r aggregating single a t t r i ­
bute u t i l i t y  functions ex is t, in practice consideration is generally  
given to the m u ltilin ea r, m u ltip lica tive , and additive representa­
tions (Fischer 1979). Chapter 2 discusses these three functional 
forms and the u t i l i t y  independence conditions necessary to establish  
th e ir  existence. Chapter 3 contains an overview of several e l ic i t a ­
tion  procedures, as well as a detailed discussion o f the specific  
assessment techniques examined. Chapter 4 summarizes the lite ra tu re  
relevant to th is  research. A detailed discussion o f the research 
methodology is  given in Chapter 5. The results o f the study are
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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presented in Chapter 6 . F ina lly , Chapter 7 summarizes the research 
findings and presents guidelines fo r selecting an e lic ita t io n  method­
ology.
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CHAPTER 2 MULTIATTRIBUTE UTILITY FUNCTION FORMS 
AND INDEPENDENCE CONDITIONS
2.1 Overview.
The decomposition procedures systematically combine single a t­
tr ib u te  u t i l i t y  functions into a composite model to express a deci­
sion maker’ s preferences for multidimensional outcomes. For con­
venience, some assessment procedures (e .g .,  Edwards’ simple m u lti­
a ttr ib u te  rating  technique) apply the same rule to every decision 
task fo r aggregating conditional u t i l i t y  functions. Other proce­
dures require the analyst to determine the MAUF functional form by 
d ire c tly  verify ing  specific a ttr ib u te  independence properties. For­
tunate ly , a substantial amount of theoretical research establishing  
the re lationship  between MAUF composite forms and independence pro­
perties has been conducted (Keeney and R aiffa 1976; Fishburn 1970; 
and Farquhar 1977).
While several MAUF aggregate expressions ex is t, the m u ltilin ea r, 
m u ltip lic a tiv e , and additive composite models have received the most 
attention  in practical applications. These aggregate forms (pre­
sented in Table 2-1 fo r those cases comprised of three a ttrib u tes ) 
have proven to be quite robust when applied to a varie ty  o f m u lti- 
c r i te r ia  decision making scenarios (Keeney and Raiffa 1976). A 
mathematical account of the re lationship  among the underlying in ­
dependence properties and these functional forms is  presented in 
Keeney and R aiffa  (1976), French (1986), and von W interfeldt and
11
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Edwards (1986). A nontechnical summary o f these results is  presented 
in Sections 2 .2 , 2 .3 , and 2 .4 .
Table 2-1
Model Forms fo r Aggregating Single A ttribu te  
U t i l i t y  Functions (n=3)
Model Form Expression
Additive
M u ltip lic a tiv e
M u ltilin ea r
notation:
U(x) -  k iU i(x x) + k2u2 (x2) + k3u3 (x3)
1+U(x) = (1+Kk^u1 (x j)) ( l+ K k 2u2 (x2))
U(x) = k iu i(x i)  + k2u2 (x2) + k3u3 (x3)
+ k12ul Cx1 )u2 (x2) + k13u i(x i)u 3 (x3)
+ k23u2 (x2 )u3 (x3) + k123u1 (x1)u2 (x2 )u3 (x3)
U (-) overall u t i l i t y  function normalized by 




multidimensional consequence, x ■ (x j ,x 2 ,x3)
a ttr ib u te  i in x
best level of a ttr ib u te  i in x
worst level of a ttr ib u te  i in x
U i( - )  single a ttr ib u te  u t i l i t y  function normalized by 
Uf(x.j )=1  and U i(x i° ) = 0
K, k^, k-jj, k-jji are scaling parameters
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2.2 The M u ltilin ear Model and U t i l i t y  Independence 
The m u ltilin ear MAUF model is  the most general o f the three 
composite expressions. Its  mathematical representation is as fo l-
where the sum of a ll scaling parameters equals one.
The m u ltilin ear functional form requires v e rific a tio n  o f the 
leas t re s tr ic t iv e  of the independence properties, namely u t i l i t y  in ­
dependence. A decision a ttr ib u te  is  defined to be u t i l i t y  inde­
pendent o f i ts  complement ( x j , . . . >Xj_i ,x^+j , . . . ,xn) i f  the condition­
al preference order fo r lo tte r ie s  involving x  ̂ does not depend on 
the levels  at which the complementary a ttribu tes  are fixed . In other 
words, preferences fo r lo tte r ie s  on a single a ttrib u te  must be inde­
pendent of fixed identical levels  in the other a ttrib u tes . The mul­
t i l in e a r  form is appropriate i f  and only i f  each a ttr ib u te  is  u t i l i t y  
independent o f i ts  complement.
As an example o f th is  property, consider the task of evaluating 
new automobiles on three a ttrib u tes : p rice , horsepower, and miles per 
gallon . Further, le t  the decision maker indicate a preference fo r  
the lo tte ry  on the le f t  to the lo tte ry  on the rig h t
lows:
U(x) = k iu ^ x j)  + . . .  + knun(xn)
+ I Z k i j U ^ X i J U j f X j )  + ZSZki j l U i ( x i ) U j ( X j ) U l ( x 1 ) 
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where >p is  read "is preferred to". The a ttr ib u te  price is u t i l i t y  
independent of the attribu tes  horsepower and miles per gallon i f  and 
only i f  the following preference exists fo r a ll changes A2 and A3 :
,($7500,(90+A2)hp, .($9000,(90+A2)hp,





Thus, preferences over lo tte r ie s  in one a ttr ib u te  must be independent 
of fixed common values in other a ttrib u tes .
The m u ltilin ea r model requires that 2n - 1 scaling parameters be 
assessed. Even when the number o f decision c r ite r ia  is small, th is  
produces a large number of parameter e lic ita t io n s . Therefore, while 
the m u ltilin ea r model is the most general of the functional repre­
sentations, i ts  practical application is res tric ted  to decisions 
having fewer than four attribu tes (Keeney and R aiffa  1976).
2.3 The M u ltip lic a tiv e  Model and M u ltip lica tiv e  U t i l i t y  Independence 
A special case of the m u ltilinear model is  the m u ltip lica tive  
functional form:
l+KU(x) = (1+Kk1u1 (x 1 ))(l+ K k 2u2 (x2 ) ) . . . ( l+ K k nun(xn))  (2)
where K is  a parameter that sa tis fies
(1+K) -  (1+Kkj)(1+Kk2 ) . . . (1+Kkn) (3)
This form requires that decision a ttribu tes  be mutually, or m ulti- 
p lic a tiv e ly , u t i l i t y  independent. The a ttribu tes  x j ,x 2 , . . . , x n are 
said to be mutually u t i l i t y  independent i f  every subset of {x j,
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X2 , . . . , x n} is  u t i l i t y  independent of i ts  complement. In other words, 
preferences among lo tte r ie s  with uncertain a ttrib u te  levels should be 
independent o f identical fixed levels in the other a ttribu tes .
For example, suppose that the decision maker in the automobile 
decision task prefers the lo tte ry  on the le f t  to the lo tte ry  on the 
r ig h t:
($7500,90hp,30mpg) ($9000,110hp,30mpg)
>p c
1 -p M \  1-p
K$8000,100hp,30mpg) \$7000,75hp,30mpg)
The a ttr ib u tes  se llin g  price and horsepower are mutually u t i l i t y  
independent o f the a ttr ib u te  miles per gallon i f  and only i f  the fo l ­
lowing preference holds fo r a ll values of A3 .
($7500,90hp, ($9000, HOhp,




Unlike the m u ltilin ea r model, the m u ltip lica tive  form has only 
one in te rac tive  parameter, K, which determines the scaling of a ll 
in teraction  terms. Thus, when mutual u t i l i t y  independence is v e r i­
fied  only n + 1 scaling constants must be assessed. The m ultip lica­
tiv e  and m u ltilin ea r model forms are identical when n = 2 .
2.4 The Additive Model and Additive Independence 
The additive aggregate model is a special case o f both the mul­
t i l in e a r  and m u ltip lica tive  functional forms and is expressed as:
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U(x) = k jU !(X !) + . . .  + knun(xn) (4)
where the sum of the scaling constants ( k j ’ s) equals one.
A prerequisite to the additive u t i l i t y  model is add itive u t i l i t y  
independence. A ttributes X},X2 > .> .,x n are defined as additive u t i l ­
i ty  independent i f  preferences fo r lo tte r ie s  on x i,X 2 » . . . , x n depend 
on th e ir  marginal p robab ility  d istributions only and not on th e ir  
jo in t  p robab ility  d is tribu tio ns. This requires that the decision 
maker be in d iffe re n t between two lo tte r ie s  having equal marginal 
(single a ttr ib u te ) p robab ility  d istributions.
Additive u t i l i t y  independence can be illu s tra te d  using the auto­
mobile example and the following lo tte r ie s :
where ~  indicates "is  in d iffe ren t to " . Since the additive model 
requires that n single a ttr ib u te  u t i l i t y  functions and only n-1  inde­
pendent scaling constants be assessed, its  primary advantage re la tiv e  
to the other model forms is its  s im plic ity .
This chapter described the three most common MAUF functional 
expressions. The independence properties underlying these composite 
models were also presented. Chapter 3 provides an overview of v a r i­
ous MAUF assessment techniques and a detailed  description of the 
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CHAPTER 3 PROCEDURES FOR ASSESSING MULTIATTRIBUTE 
UTILITY FUNCTIONS
3.1 Overview
Several MAUF e lic ita t io n  procedures are availab le  fo r analyzing 
real-w orld complex decision problems. Among these are the assessment
technologies o f Keeney and R aiffa  (1976); K lein , Moskowitz, Mahesh, 
and Ravindran (1985); Barron and Person (1979); Briskin (1973); 
Edwards (1977); Einhorn and McCoach (1977); and Amoli and Ciampi 
(1983). While these procedures employ e ith er a h o lis tic  or decom­
posed assessment framework, each d iffe rs  in its  analytical approach 
to modeling the MAUF. The sa lien t characteris tics  o f these proce­
dures are summarized in Table 3-1 .
The Keeney-Raiffa procedure decomposes the overall decision task 
into i ts  individual a ttrib u tes . Standard decision analytic  tech­
niques are used to encode a conditional u t i l i t y  function fo r each de­
cision c r ite r io n . The MAUF scaling parameters are derived from deci­
sion maker indifference evaluations o f hypothetical m ulti attributed  
consequences. The single a ttr ib u te  u t i l i t y  functions and the scaling 
parameters are combined to form the composite model whose functional 
form is determined by d ire c tly  verify ing  specific  u t i l i t y  inde­
pendence properties. Consistency checks are conducted throughout the
assessment exercise to ensure a re lia b le  MAUF is  obtained. In spite  
o f the large investment of time and e f fo r t  required to implement the
17
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evaluations. Procedure assumptions, 
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Keeney-Raiffa methodology, i ts  application has dominated the applied 
complex decision making lite ra tu re .
K lein , Moskowitz, Mahesh, and Ravindran (1985) solve a series of 
mathematical programming problems to estimate both the conditional 
u t i l i t y  functions and the MAUF scaling parameters. Decision maker 
certa in ty  equivalent responses are used to formulate a nonlinear 
programming problem whose solution provides a univariate u t i l i t y  
expression. Scaling parameters fo r the composite function are deter­
mined from a goal programming problem formulated from decision maker 
expressed preferences fo r multi attributed consequences. By reducing 
the number o f decision maker inputs, and by f i t t in g  a general uni­
varia te  u t i l i t y  equation, the procedure overcomes specific  d i f f ic u l ­
tie s  associated with the Keeney-Raiffa technology.
Briskin (1973) solves a set of p artia l d iffe re n tia l equations to 
estimate a general multidimensional u t i l i t y  function. The tradeoffs  
among co n flic tin g  objectives fo r each decision a lte rn ative  are ex­
pressed in terms of a ttrib u te  x j .  This produces a set of d iffe ren ­
t ia l  equations whose solutions y ie ld  a general m ultivaria te  u t i l i t y  
model. While no u t i l i t y  independence assumptions are made, the deci­
sion analyst must explain the meaning of the various model forms to 
the decision maker. The procedure can be computationally overwhelm­
ing, especially  when the formulated d iffe re n tia l equations are insep­
arable.
The h o lis tic  orthogonal parameter estimation (HOPE) technique 
of Barron and Person (1979), and the simultaneous estimation of 
everything (SEE) approach of Amoli and Ciampi (1983) represent ho lis ­
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t ic  MAUF assessment procedures. HOPE models are derived from overall 
decision maker judgments of consequence p ro files  defined by an or­
thogonal experimental design. SEE uses a nonlinear least squares 
procedure to convert a nonorthogonal set of p ro file  evaluations into  
an MAUF. Unlike HOPE, SEE employs a s ta tis t ic a l tes t to determine 
the aggregate expression’ s functional representation.
Both Edward’ s (1977) simple multi a ttr ib u te  rating  technique 
(SMART), and Einhorn and McCoach’ s (1977) simple multi a ttrib u te  u t i l ­
i ty  procedure (SMAUP) impose assumptions to fa c i l i ta te  the e l ic i t a ­
tion  exercise. The two methods are based on lin e a r univariate u t i l ­
i ty  expressions and additive aggregate models. The r e l ia b i l i t y  of 
the assessed MAUFs depend on the extent to which the two simplifying  
assumptions can be ju s t if ie d .
This d issertation  is concerned with the structural a b il it ie s  of 
competing MAUF e lic ita t io n  procedures to provide meaningful p refer­
ence predictions. The methodologies of Briskin , Amoli and Ciampi, 
and Einhorn and McCoach were (fo r  specific reasons) not considered. 
Because of i ts  complexity, decision makers are reluctant to employ 
the d iffe re n tia l equations approach. Furthermore, th is  technique has 
received only lim ited  mention in the applied decision analysis l i t e r ­
ature. In terms of general structure, underlying assumptions, and 
implementation, SMAUP and SEE are closely related to SMART and HOPE, 
respectively. Consequently, an examination of a l l  four procedures 
would not l ik e ly  provide additional insight into  the structural 
cap ab ility  o f any pair to e l ic i t  valid  preference predictions. For 
these reasons, the optimal strategy called fo r an investigation of
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the Keeney-Raiffa, HOPE, SMART, and mathematical programming MAUF 
e lic ita t io n  technologies. These four techniques are discussed in 
greater de ta il in Sections 3 .2 , 3 .3 , 3 .4 , and 3 .5 .
3.2 The Keeney-Raiffa E lic ita t io n  Procedure 
Keeney (1972, 1977, 1980) and Keeney and R aiffa  (1976) have 
developed a general f iv e  step approach fo r encoding a decision 
maker’ s MAUF. The Keeney-Raiffa (KR) methodology decomposes m u lti­
valued decision consequences and uses standard decision analytic  
techniques to model a m u ltilin ea r, a m u ltip lic a tiv e , or an additive  
composite preference expression. The basic components of the KR
procedure are depicted in Figure 3-1 .
F irs t, the decision analyst prepares the subject fo r the assess­
ment exercise. The framework of the methodology is introduced. A 
general discussion o f the decision context is conducted to define the 
decision problem and the objectives to be measured. Relevant deci­
sion a ttr ib u tes , th e ir  ranges, and the d irection  o f increasing a t t r i ­
bute preferences are id e n tifie d . F in a lly , pairwise preference evalu­
ations are performed to v e rify  the decision maker’ s understanding of 
the decision consequence space.
The second step determines the functional form of the MAUF by 
d ire c tly  verify ing  relevant independence properties. M u ltia ttributed  
lo t te r ie s , designed to determine the decision maker’ s underlying 
conditional preferences fo r a ttribu tes  comprising the decision task, 
are presented to the decision maker fo r evaluation. The decision
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure 3-1 Keeney-Raiffa E l ic i ta t io n  Procedure Schematic
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maker’ s responses re f le c t  the presence of specific independence pro­
perties which determine the composite MAUF model form.
The th ird  stage of the KR procedure assesses a single a ttrib u te  
u t i l i t y  function fo r each decision objective. F irs t, the subject’ s 
relevant q u a lita tiv e  preference characteristics, such as monotonicity 
and ris k  a ttitu d e , are id e n tifie d . Second, a few quantifiab le points 
on the u t i l i t y  curve are established from the subject’ s certa in ty  
equivalent responses to a set of 50-50 uniattributed lo tte r ie s . A 
functional expression which captures the decision maker’ s q u a lita tive  
preference characteristics is then f i t  to these e lic ite d  points. 
F in a lly , the consistency of the assessed conditional u t i l i t y  models 
must be v e r ifie d . This can be accomplished by presenting the deci­
sion maker with an additional set o f uniattributed lo tte r ie s  and 
comparing the e lic ite d  responses to those revealed by the assessed 
function. The correction of any observed inconsistencies may require 
previous steps o f the overall procedure to be repeated.
Because the conditional single a ttr ib u te  u t i l i t y  functions are 
assessed on an a rb itra ry  scale, the fourth step o f the KR procedure 
rescales each function to a common orig in  and unit of measurement. 
Although in p rinc ip le  several rescaling plans e x is t, the process is 
fa c ilita te d  i f  n- 2  a ttribu tes  are fixed while two are varied to ob­
ta in  pairs of indifference consequences fo r every a ttr ib u te . Since 
indifference implies equal levels of u t i l i t y ,  a set of independent 
equations is developed to compute the re la tiv e  values of the scaling 
parameters. Once a consistent scaling is  established, the decision 
maker provides the probab ility  such that he is in d iffe ren t between:
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1. the lo t te r y  w ith p ro b a b ility  fo r  consequence
(xl*> x2*»• • *xn*) and 1_Pi fo r consequence (x i° ,X 2° , . . . ,xn°)  
and
2 . the certain consequence (x i° ,X 2° , . . . > X i- i° *X i* ,X i+i ° ,
• • • »xn ° ) *
Because U (x j*,X 2* , . . . ,xn* )  and U (x i°,X 2° . . . ,xn° )  are scaled to 
be 1 and 0, respectively, p̂  = k j. This value fo r k-|, together with 
the previously derived set of independent indifference equations, is 
solved fo r the MAUF scaling parameters.
The fin a l stage of the procedure checks the e lic ite d  MAUF fo r  
errors. An error is defined to occur whenever the assessed model 
fa i ls  to reproduce the subject’ s preferences when tested by an hypo­
th e tic a l example. Errors are ty p ica lly  detected through paired com­
parisons of multivalued decision outcomes. For instance, assume that 
the three a ttr ib u te  u t i l i t y  model, U (x j,X 2 ,X3 ) ,  has been encoded. I f  
the decision maker states a preference fo r consequence ( x j 1 ,X2 * ,X3 ' ) 
to consequence (x i" ,X 2K,X3 " ), and U(xj' ,X2 ' ,X 3 ' ) is greater than 
U (x i" ,X 2 ",X3 " ) ,  then no error is said to occur. This process is
repeated fo r d iffe re n t consequences u n til the analyst is satis fied  
that the choices implied by the encoded MAUF are consistent with the 
decision maker’ s expressed preferences. To re c t ify  any observed 
inconsistencies, some steps in the overall procedure w ill have to be 
retraced.
The KR procedure is a th eo re tica lly  sound methodology which has 
been applied to several real-world decision tasks (e .g .,  Keeney 1972, 
1973, 1975, 1977, 1979; Keeney and Wood 1977; Keeney and Sicherman
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1983; and Keeney, Lathrop, and Sicherman 1986). The method’ s suc­
cessful application, however, demands a substantial investment of 
time and e f fo r t  from both the decision analyst and the decision 
maker. As a resu lt, the number o f practitioners of th is  procedure 
has remained re la tiv e ly  small. In an attempt to reduce the time and 
e ffo r t  required to assess an individual decision maker’ s MAUF, a lte r ­
native procedures have been developed. Three such techniques are 
discussed in Sections 3 .3 , 3 .4 , and 3 .5 .
3.3 The HOPE E lic ita t io n  Procedure
The h o lis tic  orthogonal parameter estimation (HOPE) procedure of 
Barron and Person (1979) converts a decision maker’ s h o lis tic  u t i l i t y  
assessments fo r hypothetical vector valued decision consequences into  
an MAUF. The hypothetical consequences are specified by an orthogo­
nal experimental design, and HOPE assumes the underlying u t i l i t y  
functional form is e ith er m u ltip lica tive  or add itive. The essential 
elements o f the technique are depicted in Figure 3-2.
HOPE can be divided into three phases. A preparatory phase 
(s im ila r to the in i t ia l  stage of the KR methodology) provides the 
subject with an overview of the e lic ita t io n  exercise, defines re le ­
vant a ttr ib u te s , establishes th e ir  bounds, and v e r ifie s  necessary 
independence assumptions. A fter th is  phase, the two procedures f o l ­
low separate paths. Unlike the KR procedure, HOPE does not d ire c tly  
estimate single a ttrib u te  u t i l i t y  functions and scaling parameters. 
Rather, these values are inferred from the decision maker’ s global 
u t i l i t y  evaluations.
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Figure 3-2 HOPE E l ic i ta t io n  Procedure Schematic
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HOPE’ S second phase e l ic its  the inputs required to operation­
a lize  the technique. To reduce the number of overall u t i l i t y  judg­
ments needed, h o lis tic  responses are obtained fo r p ro files  defined by 
an orthogonal experimental design. Such designs have been shown to 
minimize the number of necessary evaluations (Addelman 1962). Once 
the p ro files  are specified, the subject assigns one value from the 
in terval (0 ,1 ) to each. For risky decision scenarios, h o lis tic  re ­
sponses represent indifference p robab ilities  fo r a gamble where each 
p ro file  is  viewed as a sure thing consequence to be compared to a 
lo tte ry  o ffe ring  the least and most preferred reference cases as 
p ro b ab ilis tic  outcomes.
The th ird  phase converts the subject’ s h o lis tic  responses into 
e ith er an additive or m u ltip lica tive  MAUF. Scaling parameter values 
and conditional u t i l i t y  values for each a ttr ib u te  level specified by 
the experimental design are inferred from the overall assessments. 
The necessary computations are s im plified by HOPE’ S reliance on an 
orthogonal set o f consequence p ro files .
The MAUF functional form is determined from the subject’ s evalu­
ations o f complimentary decision p ro file s . When the h o lis tic  u t i l i ­
ties  of these two p ro files  sum to one, K equals zero, and the addi­
t iv e  composite form is  established. Since the evaluated consequences 
are orthogonal, each a ttr ib u te ’ s main e ffe c t at any specific level is 
the average o f a l l  h o lis tic  responses containing the a ttr ib u te  at 
that le v e l, less the average of a ll evaluations containing the a t­
trib u te  at i ts  least preferred le v e l. These calculations provide an 
estimate of k ^ u ^ x ^ ) fo r every level j  of a ttr ib u te  x̂  included in
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the design. Because the u t i l i t y  of an a ttrib u te  at its  most d es ir­
able level is  scaled to equal one, a value fo r when x̂  equals x* 
can be in ferred . When necessary, the derived scaling constants are 
normalized to sa tis fy  the res tric tions  of the additive expression.
The m u ltip lica tive  functional form is encoded whenever the sum 
of the k^’ s substantially  d iffe rs  from one. An estimate of K, K*, is  
f i r s t  calculated using two complimentary p ro files . Next, the h o lis ­
t ic  u t i l i t y  responses for each consequence i ,  U^, are transformed by 
the expression ln (l+ K ‘ U-j). This converts the rig h t hand side of the 
m u ltip lica tive  model to an additive form. Calculations on the trans­
formed inputs then proceed as in the additive case, except the scal­
ing parameters are not normalized. The expressions ln(l+K* k-jU-j(x^J)) 
are availab le fo r each level j  of a ttr ib u te  x̂  specified by the ex­
perimental design. When Xi equals x^*, an estimate of ln (l+ K 'k *) is 
generated. Since the estimate fo r K is  determined separately from 
these expressions, values for a l l  k-j and Ui(x-jJ) terms defined by the 
analysis can be in ferred .
The most commonly cited shortcomings of HOPE concern the exclu­
sion of the m u ltilin ea r functional form, the single use of an orthog­
onal experimental design, and the cognitive burden that global u t i l ­
i ty  evaluations place on the decision maker. Barron and Person 
(1979) note that the exclusion o f the m u ltilin ear model is not unduly 
re s tr ic tiv e  given the general robustness of the additive and mul­
t ip l ic a t iv e  expressions in practical decision contexts (see Keeney 
and R aiffa  1976, p .298). Furthermore, the use of an orthogonal set 
of consequence p ro files  offers the advantage of having a complete set
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of easily  computed and uncorrelated parameter values. F in a lly , be­
cause only a small number (e .g . a four a ttr ib u te  u t i l i t y  function on 
four levels requires sixteen evaluations) o f h o lis tic  evaluations are 
required, Barron and Person consider the cognitive burden argument to 
be generally irre le v a n t.
3.4  The SMART E lic ita tio n  Procedure
In an attempt to sim plify the MAUF assessment process, Edwards 
(1977) developed an e lic ita t io n  procedure based on simple weighting 
ru les. While his simple multi a ttr ib u te  rating  technique (SMART) 
lacks the theoretica l elegance of the KR methodology, SMART’ S avoid­
ance o f lo tte ry  based evaluations makes i t  easy to implement. The 
technique’ s essential steps are described in Figure 3-3.
As is common to a l l  e lic ita t io n  procedures, SMART’ S in i t ia l  step 
sets the stage fo r the assessment session. The decision problem, the 
purpose fo r the assessment, and the a lternatives to  be evaluated are 
discussed with the subject in general terms. Relevant objectives  
(a ttr ib u te s ) are id e n tifie d , and bounds are established on th e ir  
values. A set o f importance weights fo r each a ttr ib u te  is then 
determined.
While various weighting plans are available (e .g .,  rank sum, 
rank reciprocal, or rank exponent), the e a r lie s t versions o f SMART 
assessed weights in the following manner. F irs t, the relevant a t t r i ­
butes are ranked in order of importance. Next, ra tio  estimates of 
the importance o f each a ttr ib u te  re la tiv e  to the least important 
a ttr ib u te  are determined. These ra tio  estimates are computed as
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follows. The decision maker assigns a value o f 10 to the least sig­
n ific a n t decision c r ite r io n . The next least important c rite rio n  is 
given a value re flec tin g  its  re la tiv e  importance to the one ranked 
lowest in significance. A sim ilar comparison is  made fo r each a t t r i ­
bute with a ra t io  preserving value indicating re la tiv e  importance 
assigned to each. For instance, an a ttr ib u te  which is assigned a 
value of 90 is  considered to be three times as important to the sub­
je c t as an a ttr ib u te  rated 30. Throughout the ra tin g , the subject is 
allowed to modify assigned values to ensure consistency. F in a lly , 
importance ra tios  are normalized by dividing each by the sum of a ll 
the preference preserving values.
At th is  stage o f the exercise, Edwards makes two simplifying  
assumptions. F irs t, lin e a r expressions are assumed to o ffe r reason­
able approximations fo r a l l  underlying univariate u t i l i t y  functions. 
Every a t tr ib u te ’ s minimum and maximum values are scaled to have u t i l ­
it ie s  o f 0 and 1, respectively. A conditional u t i l i t y  function is 
then estimated by a stra igh t lin e  connecting these scaled endpoints.
The second assumption defines the ru le  fo r aggregating the 
lin e a r single a ttr ib u te  u t i l i t y  expressions into a composite model. 
Edwards believes that the decision maker’ s internal preference space 
can be reasonably approximated by an additive functional form. Thus, 
the SMART assessed MAUF is a weighted sum of the lin e a r u t i l i t y  ex­
pressions with the normalized importance ra tios  serving as weights.
Since the decision maker provides only a ranking of attributes  
and a set o f importance preserving ra tio s , SMART can be easily imple­
mented. The predictive v a lid ity  o f the encoded MAUF depends on
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whether SMART’ S two c r it ic a l assumptions ( lin e a r  univariate condi­
tional functions and additive aggregation ru le ) are tenable. Edwards 
(1977) held that i f  only small amounts of measurement error are pre­
sent, then substantial deviations from the independence assumptions 
w ill not adversely a ffect the multi a ttributed  evaluations, and w ill  
have even less impact on the rank orderings o f the decision conse­
quences. He fu rther argued that the additive approximation w ill  
perform well as long as the subject’ s preferences are, or can be 
transformed to be, conditionally monotonic.
3 .5  The Mathematical Programming E lic ita t io n  Procedure 
K lein , Moskowitz, Mahesh, and Ravindran (1985) recommend the use 
of mathematical programming techniques to estimate both the single 
a ttr ib u te  u t i l i t y  functions and the MAUF scaling parameters. The 
univariate u t i l i t y  functions are assessed by solving a nonlinear 
mathematical programming problem formulated from decision maker pre­
ference responses. Composite scaling parameters are determined by a 
goal programming model formulated from the subject’ s expressed pre­
ferences fo r pairs o f consequence p ro file s . The procedure is de­
signed to s im plify  the KR methodology by reducing the number of 
lo tte ry  based evaluations, and by elim inating the need fo r choosing a 
suitable form fo r modeling the conditional u t i l i t y  functions.
While th e ir  technique can be used to estimate an MAUF d ire c tly , 
the authors argue that more precise MAUF scaling constants are ob­
tained by converting a m u ltia ttribu te  measurable value function 
(MAMVF) into an MAUF. As a resu lt, they recommend that single a t t r i ­
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bute measurable value functions and MAMVF scaling constants f i r s t  be 
estimated and then transformed mathematically to  produce an MAUF. 
The basic steps of the procedure are depicted in Figure 3-4 .
The univariate value functions are estimated by solving a non­
lin e a r  programming problem (NLP) of the form:
Minimize (v (X i) - o (x i))  (5)
Subject To:
m(Xi) < (or >) m (X i+i), 1- 1 , 2 , . . . ,n - l ,  (6 )
m(x^) > (< or * )  0, 1 - 1 ,2 , . . . , n ,  (7)
Max v '(x )  > (or <) 0, (8 )
where o(X i) is  the observed value of the single a ttr ib u te  value func­
tion  at X j, n is  the number of observations, v ( *) is the equation 
selected to model the conditional value functions, and m(Xi) is a 
measure of the decision maker’ s preference a ttitudes .
The objective function (5) serves as the curve f i t t in g  c r i te ­
r io n . I ts  formulation requires the analyst to assess a minimum of 
three measurable value points, o(x^). The best and worst a ttrib u te  
levels  are assigned values o f 1 and 0, respectively. The level 
having a value of 0.5 is  determined to be the amount o f the a ttrib u te  
fo r which the subject is in d iffe ren t between exchanges o f the worst 
level fo r th is  amount and the best level fo r th is  amount. Additional 
points, i f  desired, can be e lic ite d  by repeated application of the 
midvalue s p litt in g  technique^.
The observed points are then f it te d  to a single a ttr ib u te  func­
tional equation, v ( * ) ,  subject to specific  decision maker preference 
attitu d es . The authors essentia lly  elim inate the selection of an
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appropriate functional equation by employing a summed exponential 
function to express the value fo r an a ttr ib u te  x as
v(x) = a - b(exp(cx)) - d (exp(ex)). (9)
While the summed exponential expression does not uniquely cap­
ture a decision maker’ s preference a ttitu d es , i t  is  recommended be­
cause its  parameters are eas ily  manipulated a n a ly tica lly  to model a 
varie ty  o f decision maker preference characteristics. The parameters 
a, b, c, d, and e of (9) become the NLP decision variables.
The constraint set (6 ) enforces the increasing or decreasing 
nature o f the value satia tion  co e ffic ien t m(x). For monotonically 
increasing value functions, Dyer and Sarin (1982) defined th is  mea­
sure as
m(x) = - v " (x ) /v '(x ) ,  ( 10 )
where v"(x) and v ' (x) are the second and f i r s t  derivatives of the 
univariate  value function, respectively, with respect to a specific  
level of the a ttr ib u te  x. The sign and re la tiv e  magnitudes o f m(x) 
are computed fo r each of the assessed measurable value points using 
formulas provided by Dyer and Sarin (1982).
Constraint set (7) models whether the subject’ s value satia tion  
attitudes are increasing (m(x)>0 ) ,  decreasing (m(x)<0 ) ,  or constant 
(m (x)=0). The monotonically increasing or decreasing nature of the 
value function is assured by constraint (8 ) ,  which is  i t s e l f  an o p ti­
mization problem. Constraints of th is  type are discussed by Bracken 
and McGill (1973) and require special consideration. The maximum of 
(8 ) must occur at e ith er an extreme point or at an in te r io r  point 
with v"(x) = 0. Since the summed exponential function is  used to
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model the univariate value functions, a l l  possible maxima and minima 
are eas ily  derived. For a monotonically decreasing value function, 
the following constraints, derived from the extreme points and the 
f i r s t  order conditions, replace constraint (8 ):
For cases where values are monotonically increasing in x, the in ­
equality signs are reversed.
The NLP provides substantial f le x ib i l i t y  in estimating the single 
a ttr ib u te  measurable value functions. The curve f i t t in g  c rite rion  
(5) can be modified to impose d iffe re n t weights on the deviations and 
constraints can be added or deleted to redefine value satiation a t­
titudes . The NLP also provides fo r an automatic consistency check of 
the subject’ s inputs. As long as a feasib le region exists , the deci­
sion maker’ s responses are considered to be "p rac tic a lly  consistent", 
and small assessment inconsistencies w ill  be "smoothed" when the NLP 
is solved. The presence of s ig n ifican tly  inconsistent and incoherent 
responses w i l l ,  however, produce an in feasib le  solution space which 
w ill require the NLP to be reformulated.
Because both the objective function and feasib le  region of the 
NLP are nonconvex, the p o ss ib ility  of converging to a loca l, rather 
than a global, minimum exists. To reduce the r is k  o f obtaining an 
in fe r io r  solution, the authors suggest that a lte rn ative  starting  
points be used to solve the NLP.
v '(x * )  < 0 , 
v '(x ° )  < 0 ,
v '(x  = 1n(-bc2/d e 2 ) / ( e - c ) ) < 0 , 
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A fter a l l  single a ttrib u te  value functions are obtained, the 
composite scaling parameters are determined by solving a goal pro­
gramming (GP) model designed to minimize vio lations in the decision 
maker’ s revealed preferences. The approach d iffe rs  from other mathe­
matical programming parameter estimation techniques (Srinvasan and 
Shocker 1973, Horsky and Rao 1984) because i t  d ire c tly  incorporates 
both decision maker preference and strength of preference responses 
in an attempt to improve the r e l ia b i l i t y  of the estimated scaling 
constants.
The general GP model fo r estimating the scaling constants fo r the 
additive or m u ltip lica tive  multi a ttr ib u te  measurable value function 
is :
q q
Min 4 W2 ( 1£1S1 (y ,-  4 2 ,+ )) (15)
Subject To:
V (x n ) - V(x2 i ) + E ,- - Fi+ -  0 , i = l , 2 , . . . q ,  (16)
Fi+ ’ S-jr + y-j' - Z i+ *  0, i = l , 2 , . . . q ,  (17)
0 < k j < 1 , j = l , 2 , . . .n, (18)
and, e ith er
ki + k£ + . . .+  kn ■ 1 fo r the additive model, (19)
or
-1  < K (20)
and
(1+K) -  (1+Kk1)(l+K k2 ) . . . ( l+ K k n) (21)
fo r the m u ltip lica tive  model,
where q represents the number of preference and strength o f p refer­
ence responses and n is the number of a ttrib u tes .
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The weighted objective function (15) minimizes decision maker 
preference inconsistencies (E^") and negative and positive deviations 
(y i'» z^ +) from the strength of preference responses. The objective 
weights, Wj and W2 , are analogous to the weights of a weighted goal 
programming problem. Their values are determined at the analyst’ s 
discretion .
Constraint set (16) is formulated from decision maker pairwise 
preference comparisons. Every comparison produces an inequality con­
s tra in t. For example, i f  consequence x j is  preferred to consequence 
X2 , then V (x j) > V(X2 ) when measured by the overall value function, 
V (x). These inequa lities  are modeled as
V (x n ) - V(x2 i ) + Ei" - Fi+ = 0 (22)
where F j+ is > 0 i f  p ro file  x ^  is preferred to p ro file  X2 i ,  and E -̂ 
denotes a preference inconsistency.
Constraint set (17) enforces the decision maker’ s in tensity  of 
preference responses. Without these constraints, the p o ss ib ility  
exists that some preferences w ill be more closely satis fied  than 
others. To insure the subject’ s indicated preferences and underlying 
preference representation are accurately preserved, a strength of 
preference response is formulated fo r each paired comparison as 
follows:
Fi+ - S (r) + y i - - Z i+ = 0, (23)
where F-j+ represents the positive deviation in the paired compari­
sons, y-j" and z^* are the negative and positive deviations from the 
strength o f preference response S^, and r  denotes the re la tiv e  magni­
tude of the value d ifference. The consistency o f the composite form
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being modeled, is  guaranteed by the inclusion of constraint (19) fo r
add itive MAMVF’ s and the inclusion of constraints (20) and (21) fo r
m u ltip lic a tiv e  MAMVF’ s.
The MAUF is  obtained by exp loiting the mathematical relationship
between value and u t i l i t y  functions as discussed by Dyer and Sarin
(1979, 1982). A single a ttr ib u te  u t i l i t y  function fo r any one of the
a ttr ib u tes  is  estimated using the following NLP:
n
Minimize (U j(X i) - o (x i))2  (24)
Subject To:
r (X i)  >,=,< r (x i+1) fo r 1 -1 ,2 , . . .n -1  (25)
U i" (* i)  >»=>< 0 fo r i = l , 2 , . . . n  (26)
Max u-j1 (x) < (or>) 0 (27)
where,
n *  the number of certa in ty  equivalent responses provided 
by the DM.
r(x ^ ) -  the r is k  function evaluated at the i*h  value of the 
a ttr ib u te  being considered.
r (x )  -  -u " (x ) /u '(x )  fo r u t i l i t ie s  increasing in x
u i1 (x) = the f i r s t  derivative o f the u t i l i t y  function, u^, evalu­
ated at x.
ui " ( x i )  = the second derivative o f the u t i l i t y  function, u-j, evalu­
ated at x^.
o(x^) = the observed u t i l i t y  value at x^.
The process is s im ilar to the procedure fo r estimating single 
a ttr ib u te  value functions with certa in ty  equivalent responses re ­
placing exchange responses, and decision maker r is k  attitudes re ­
placing value satia tion  characteris tics .
F irs t, the best and worst a ttr ib u te  levels are determined. 
Then, the a ttr ib u te  level having a u t i l i t y  value o f 0.5 is  estab­
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
40
lished from a certa in ty  equivalent response fo r a 50-50 lo tte ry  
offering  the best and worst levels as payoffs. Once th is  level is 
determined, a ttr ib u te  values having u t i l i t ie s  o f 0.25 and 0.75 can be 
s im ila rly  measured, i f  desired. The objective function defines the 
crite r io n  by which a summed exponential equation is f it te d  to the 
observed u t i l i t y  values.
Constraint set (25) captures the increasing, decreasing, or 
constant r is k  a ttitu d e  of the decision maker (as defined by Pratt 
1964), while constraints (26) indicate whether the subject is risk  
averse, r is k  prone, or r is k  neutral. Both types o f constraints are 
determined from the decision maker’ s r is k  premiums fo r 50-50 lo t ­
te rie s  having outcomes over comparable ranges. F in a lly , the monoton- 
ic a lly  increasing or decreasing nature of the univariate functions 
are ensured by (27 ).
The decision maker’ s coeffic ien t o f re la tiv e  r is k  aversion is 
computed and used to estimate the other u t i l i t y  functions from th e ir  
corresponding single a ttr ib u te  measurable value functions using the 
appropriate transformations (Dyer and Sarin 1982). A set of MAUF 
scaling parameters can be derived from an additive or m u ltip licative  
MAMVF using the relationships developed by Dyer and Sarin (1979). 
Thus, by exploiting the theoretical relationship between value and 
u t i l i t y ,  the mathematical programming procedure attempts to reduce 
the number of decision maker inputs required by the KR methodology to 
encode an MAUF.
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3.6 Summary
This chapter presented an overview of several MAUF e lic ita t io n  
techniques. In addition, a detailed description was provided of the 
four assessment technologies examined in th is  study. A discussion 
of the research relevant to the comparison of a lte rn a tive  MAUF as­
sessment procedures is presented in Chapter 4.
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CHAPTER 4 A REVIEW OF THE LITERATURE COMPARING 
ALTERNATIVE MAUF ASSESSMENT PROCEDURES
4.1 Overview
Given the importance of selecting an e lic ita t io n  procedure cap­
able of encoding a re lia b le  MAUF, i t  is surprising that few studies 
have systematically compared the v a lid ity  of a lte rn a tiv e ly  e lic ite d  
MAUFs. Most of the research available has focused on e ith er the 
s e n s itiv ity  of choices to d iffe re n t weighting ru les, the e ffects  of 
model form on preference predictions, or the potential sources and 
effects  o f assessment error on the modeling process. Sections 4 .2 , 
4 .3 , and 4.4 provide surveys of th is  research.
4.2 Studies Of Weighting Methodologies 
Many studies have investigated the s e n s itiv ity  o f multi a ttr ib u te  
evaluations to choice o f weighting methodology fo r the additive com­
posite model. Of these, several have compared the predictions of 
models based on d iffe re n tia l and equal a ttr ib u te  weighting plans. 
Beckwith and Lehmann (1973) modeled consumer attitudes fo r various 
te lev is ion  programs. They determined that d if fe re n t ia lly  weighted 
attribu tes  provided only lim ited  benefits when compared to attitudes  
predicted by equally weighted c r i te r ia .  Einhorn and Hogarth (1975) 
found that equal or unit weights did a good joh of predicting u t i l ­
i t ie s  constructed from d iffe re n tia l weights whenever a ttrib u tes  were 
both small in number and pos itive ly  correlated. The case fo r equal 
weights received fu rther support from Wainer (1976) who established
42
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th e ir  effectiveness whenever a ttribu tes  were conditionally monotonic 
and pos itive ly  correlated.
Other studies have shown how equal weights can lead to u n re li­
able resu lts . Newman (1977) determined that d iffe re n tia l and equal 
weighting plans could produce alternate  preference orderings i f  
attribu tes  are negatively correlated. While Barron (1980, 1987) 
found that equal weights can perform well when a ttribu tes  are posi­
t iv e ly  correlated, he demonstrated that they are comparatively poorer 
performers when consideration is  given only to selecting alternatives  
on the e ff ic ie n t  fro n tie r .
In an attempt to establish an empirical ju s t if ic a tio n  for 
simple weighting procedures, S t i l lw e l l ,  Seaver, and Edwards (1981) 
analyzed the s e n s itiv ity  o f m u ltia ttr ib u te  evaluations to d iffe ren t  
weighting schemes. Models based on rank sum weights, rank reciprocal 
weights, rank exponent weights, decision ru le  weights, and unit 
weights were correlated with a "true" ra tio  weighting model. In 
three applications they determined that when equal weights performed 
w e ll, so did the rank weight models. More importantly, they d is ­
covered that in those cases where the equal weights model correlated  
poorly (e .g .,  negatively correlated a ttr ib u te  p a irs ), the models 
based on rank weights did much b e tte r.
Encouraged by the findings of S t i l lw e l l ,  Seaver, and Fdwards, 
Beach and Barnes (1983) investigated the a b il i ty  o f three a lte rn ative  
simple weighting schemes to produce orderings consistent with ra tio  
measurement weights. Their findings indicated that proper orderings 
could be achieved using point a llocation , voting, and rating plan
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weights, with voting ru le weights the poorest performer. They con­
cluded that while simple weighting rules are useful, additional work 
is needed to more fu lly  id en tify  the circumstances where simple 
weighting plans do and do not perform w e ll.
Horsky and Rao (1984) evaluated a lte rn a tive  weight estimation 
techniques fo r a four a ttrib u te  additive composite model. When the 
number o f a lte rnatives  considered was between fiv e  and nine, weights 
estimated by lin e a r  programming showed greater s ta b ili ty  and predic­
tiv e  accuracy than equal weights.
Nutt (1980) conducted a f ie ld  study to compare weighting plans 
fo r ad d itiv e ly  combined a ttrib u tes . Nine subjects employed one in ­
d irec t and four d irec t weighting procedures to evaluate ten a lterna­
tives  described by fiv e  a ttrib u tes . Ind irect weights were derived 
from hypothetical decision tasks using analysis o f variance tech­
niques. D irect weights were determined using anchored rating scales, 
logarithm ic scales, rank weights, and point assignments.
Weighting methodologies were compared by measuring the consis­
tency o f each method’ s assigned weights and the s im ila r ity  of deci­
sion p r io r it ie s  established by each set of weights. The d is tin c t set 
of weights provided by the ind irect plan was consistent with e a r lie r  
studies which indicated that such plans can produce a wide range of 
a ttr ib u te  weights. Anchored rating scale weights were the most con­
s is ten t and re lia b le  set of weights assigned. However, no d e fin itiv e  
set o f recommendations were offered. Rather, Nutt suggested that the 
performances o f the d iffe re n t weighting rules be examined under d i f ­
ferent decision contexts and circumstances.
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Hobbs (1980) argued that ranking and rating procedures were un­
l ik e ly  to derive theore tica lly  va lid  weights because they fa ile d  to 
incorporate the decision maker’ s willingness to make tradeoffs . To 
i l lu s t r a te  his point, a hypothetical nuclear power plant s itin g  deci­
sion was used to em pirically compare two weighting methodologies. 
One method derived a ttr ib u te  weights from decision maker tradeoffs . 
The other method had decision makers select weights on a scale from 0 
to 10. Subjects were divided in th e ir  opinions on the worthiness of 
the extra e ffo r t  needed to derive tradeo ff based weights. Using an 
additive model, the study found that the two weighting procedures 
produced s ig n ific a n tly  d iffe ren t s ite  selections. The choice of 
weights was important in th is  decision context, argued Hobbs, because 
the decision maker was concerned with only the best few alternatives  
and not a ranking of a ll candidate s ite s . Thus, in order to accu­
ra te ly  model the decision maker’ s preferences, he believed that the 
th e o re tic a lly  more rigorous weighting procedures should be used.
To date, the most extensive study comparing weight assessments 
fo r add itive u t i l i t y  functions was conducted by Schoemaker and Waid
(1982). Five weighting procedures were examined: (1) m ultiple
lin e a r  and nonlinear regression analyses of h o lis tic  judgments; ( 2 ) 
d ire c t decomposed tradeoffs based on the Keeney-Raiffa procedure; (3) 
Saaty’ s (1980) analytic hierarchy method; (4) a 100 point allocation  
process; and (5) unit weighting.
The decision task required the experimental subjects to evaluate 
a hypothetical set of college applicants described by four a t t r i ­
butes. Linear and nonlinear single a ttr ib u te  u t i l i t y  functions were
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used to construct the additive composite models. For twenty pairwise 
comparisons, the predictive a b ility  o f each model was judged against 
each subject’ s strength and direction o f preference. The qua lity  of 
predictions was measured using the paired comparisons of the propor­
tion of correct predictions and correlations. While each method 
assigned d iffe re n t weights to the a ttr ib u te s , a ll methods, except 
unit weighting (which was c learly  in fe r io r )  predicted equally well on 
the average. Furthermore, an inverse correlation  was exhibited be­
tween the subjects’ perception of a procedure’ s complexity and level 
of r e l ia b i l i t y .
Schoemaker’ s and Waid’ s study d iffe red  from previous research 
regarding weighting techniques because i t :
( 1 ) focused on the models’ pred ictive a b il ity  and not on its  
explanatory power as did Einhorn and Hogarth (1975);
(2) used binary choices, not rankings as did Newman (1977);
(3) did not re s tr ic t  its  analysis to a few methods as in 
Fischer (1977), and did not examine only variations w ithin  
a basic method;
(4) summarized subjects’ impressions regarding a method’ s 
d if f ic u lty  and perceived r e l ia b i l i t y ;  and
(5) tested many subjects using a fa m ilia r  task with a monetary 
incentive.
In spite of th e ir  extensive investigation , the authors concluded that 
the question of the appropriateness o f a weighting technique remained 
unresolved, since performances could vary across subjects and deci­
sion tasks.
S t i l lw e l l ,  Barron, and Edwards (1983) conducted an empirical 
study o f a lte rn a tive  multi a ttrib u te  weight e lic ita t io n  techniques in
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a s ituation  o ffering  a "meaningful external c rite rio n "  o f comparison. 
Various value models (riskless u t i l i t y  models) were tested to deter­
mine whether or not complex weight e l ic ita t io n  procedures afforded 
the user an advantage. By d e fin it io n , an advantage existed i f ,  des­
p ite  additional computational burden, a weighting scheme altered the 
preference relationship among decision choices in a manner producing 
more nearly correct conclusions.
Three rank weighting procedures (rank sum, rank reciprocal, and 
rank exponent) along with three ra tio  weighting techniques (SMART, 
additive HOPE, and re la tiv e  importance o f value) were examined. In 
terms o f the q u a lity  of the decisions rendered, l i t t l e  difference  
was detected among the weight e lic ita t io n  techniques. A simple equal 
weighting of the attribu tes performed w e ll. However, results using 
the add itive HOPE procedure were generally poorer. This finding  
conflic ted  with e a r lie r  studies supporting HOPE derived weights (see 
Fischer 1977 and Barron and Person 1979). The authors recommended 
additional research, since differences among weight e lic ita t io n  tech­
niques could vary with the decision context.
Adelman, Sticha, and Donnell (1984) believed that differences  
among multi a ttr ib u te  weighting techniques had not been detected in 
e a r lie r  studies because most previous research had fa ile d  to system­
a t ic a lly  vary e ith er the number of a ttrib u tes  or the d is trib u tio n  of 
the correct a ttr ib u te  weights. They hypothesized that fewer a t t r i ­
butes would reduce the information processing requirements o f the 
decision maker, thereby improving any weighting plan’ s effectiveness. 
They also believed that the peakedness o f the d is trib u tio n  of correct
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weights could influence the performance of the various weighting 
ru les .
Two experiments were analyzed, one designed to test the accuracy 
of weights assigned by individuals, the other designed to test the 
accuracy o f group assigned weights. Five weighting techniques were 
considered: (1) SMART; (2) paired comparisons; (3) policy capturing;
(4) Keeney-Raiffa lo tte r ie s  fo r risky choices; and (5) 100 point 
allocation  among a ttrib u tes . A s ig n ifican t main e ffe c t fo r both 
weighting technique and the number o f a ttribu tes  was detected. A ll 
weighting methods were more e ffe c tiv e  whenever a smaller number of 
a ttrib u tes  were considered. The authors suggested that a simulation 
analysis be conducted to assess the accuracy of d iffe re n t weighting 
techniques in d iffe re n t decision environments. Presumably, subse­
quent results could be used to generate a general statement regard­
ing the e ffe c t of a ttr ib u te  properties on the accuracy o f weighted 
lin e a r  composites.
These studies provide useful information regarding specific  
advantages to various weighting methodologies. However, they f a i l  to 
address the more pressing issue o f whether or not the MAUF assessment 
technique i t s e l f  is  s tru c tu ra lly  capable o f generating a u t i l i t y  
model which provides preference orderings in concert with the deci­
sion maker’ s internal preference structure.
4.3 Research Comparing the S e n s itiv ity  of Preference 
Predictions to MAUF Model Forms and Encoding Technique 
A lim ited , but growing body o f research has examined the
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se n s itiv ity  o f preference predictions to the encoded m ultivariate  
u t i l i t y  functional form and the assessment procedure used. Huber, 
Daneshgar, and Ford (1971) investigated the v a lid ity  of d iffe re n t  
u t i l i t y  models as predictors o f job ratings and job selections. 
Their findings confirmed, to a lim ited  extent, th e ir  hypothesis that 
v a lid ity  is a function o f the predictive model’ s form. They also 
suggested that a model’ s v a lid ity  could.be dependent on the subject 
whose preferences were being assessed. Their resu lts , however, were 
unable to support a firm  conclusion since th e ir  work suffered from a 
small sample size and poor f ie ld  conditions.
Huber (1974) provided a review of f ie ld  and f ie ld  lik e  studies, 
as opposed to laboratory studies, of multi a ttr ib u te  u t i l i t y  models 
under certa in ty . He concluded that research in behavioral science 
has validated the use of subjective values as parameters in such 
models. Furthermore, simple additive forms often structured outcomes 
as well as, or better than, more complex models.
Fischer (1976) investigated whether or not simple additive and 
m u ltip lica tive  u t i l i t y  models could adequately capture preferences 
fo r multidimensional consequences fo r riskless and risky decision 
making environments. His study can be considered an improvement on 
e a r lie r  works because i t  considered preferences fo r both riskless and 
risky decision situations using s ta tis t ic a l and conjoint measurement 
techniques.
Ten subjects evaluated 27 hypothetical job offers which were 
defined by three a ttribu tes  (type o f work, annual salary, and c ity  of 
employment) varying on three leve ls . An analysis of the evaluations
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revealed that additive s ta tis tic a l models produced good approxima­
tions to both the riskless and risky case responses fo r every sub­
je c t . However, f i f t y  percent of the subjects revealed a s ignificant 
departure from a d d itiv ity ; while the simple lin e a r models offered 
good preference predictions, they did not always correctly  charac­
te rize  the structure o f the decision maker’ s internal decision space. 
Several subjects violated certain ordinal properties shared by both 
additive and m u ltip lica tive  models. A ll subjects displayed some
minor v io lations o f the conjoint measurement axioms ( i . e . ,  indepen­
dence properties fo r additive models of riskless choice). An analy­
sis of the results suggested that many of the minor v io lations were 
due to random erro r.
As an extension of his 1976 study, Fischer (1977) compared
h o lis tic  and decomposed multi a ttribu te  u t i l i t y  assessment techniques. 
The 1977 work was sp e c ifica lly  designed to determine the v a lid ity  of 
the Keeney-Raiffa risky u t i l i t y  decomposition procedure. As before, 
subjects were asked to evaluate 27 hypothetical job descriptions 
defined by three levels  of three a ttrib u tes . Each subject evaluated 
the alternatives using fiv e  procedures: ( 1 ) h o lis tic  riskless rating
scales; (2) h o lis tic  risky u t i l i t y  assessments; (3) risk less additive 
decomposed rating  scales; (4) risky Keeney-Raiffa decomposed additive 
models; and (5) risky Keeney-Raiffa decomposed m u ltip lic a tiv e  models. 
Fischer reasoned that i f  both decomposed and h o lis tic  procedures 
offered valid  preference measures, the two methods should provide 
lin e a rly  related u t i l i t y  values. The median w ithin-subject rank 
order correlations between the various procedures were about 0.85,
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whereas correlations between the additive and m u ltip lica tive  Keeney- 
R aiffa  decompositions approached 1.0 . Fischer offered two possible 
explanations fo r the high correlations between the two Keeney-Raiffa 
models. F irs t , the correlations could have been in fla ted  since 
identical sets of judgments were used to e l ic i t  the two models. 
Second, add itive models can often provide good approximations to 
m u ltip lic a tiv e  ones (Yntema and Torgerson 1961).
Barron and Person (1979) simulated the HOPE procedure using a 
known m u ltip lic a tiv e  MAUF to examine the e ffec ts  o f model m isspecifi- 
cation on preference predictions. They discovered that larger pre­
d ic tion  errors resulted from incorrectly  specified additive models, 
with or without random error components, than from correctly speci­
fied  models with additive random error terms.
The experimental job choice data of Fischer (1976, 1977) was 
reexamined by Barron (1980) to assess the usefulness o f HOPE derived 
u t i l i t y  values fo r decision making. Three add itive and six m u ltip li­
cative HOPE models were estimated per subject fo r e ith er riskless  
values or risky u t i l i t ie s .  The c o e ffic ie n t o f determination was 
computed between the set o f h o lis tic  judgments not used to f i t  the 
HOPE models and the u t i l i t y  predictions derived using the HOPE tech­
nique. Higher levels  of convergence than those found by Fischer for 
risk less and risky decomposition procedures were observed between 
h o lis tic  u t i l i t ie s  and HOPE based u t i l i t y  predictions. Barron con­
cluded that HOPE e lic ite d  u t i l i t ie s  are va lid  and useful fo r decision 
making, and perform as well as decomposition procedures when a small 
number o f a ttrib u tes  are involved.
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To va lidate  additive u t i l i t y  assessments under uncertainty, E ils  
and John (1980) used an external c r ite r io n  to compare SMART evalu­
ations to those o f a group communication strategy. The decision task 
required group u t i l i t y  assessments fo r  ten hypothetical bank cred it 
card applicants defined over ten dimensions. When decisions from the 
a lte rn a tiv e  procedures were compared against the judgments generated 
by a bank model fo r potential c red it applicants, i t  was discovered 
that SMART assessments, not the h o lis tic  evaluations, improved the 
group’ s decision making a b il i ty .  No comparison o f a lte rn ative  weight 
e lic ita t io n  plans was conducted. The study’ s findings supported 
Edwards* contention that decomposed methods are better suited fo r  
resolving complex decision tasks than are h o lis tic  methods. However, 
findings th a t a single decomposition procedure outperformed a h o lis ­
t ic  judgment approach in one specific  instance o ffe r  no general con­
clusions concerning the re la tiv e  performances o f the two methodolo­
gies.
Currim and Sarin (1984) modeled consumer decisions under r is k ­
less and risky situations using s ta t is t ic a l estimation and algebraic 
solution procedures. Their study asked 100 students to evaluate 
postgraduation job choices over three a ttr ib u te s . The preference 
predictions considered additive conjoint, add itive and m u ltip lica tive  
measurable value models, and additive and m u ltip lica tive  u t i l i t y  
models. The s ta tis t ic a l estimation procedures exhibited greater 
pred ictive  accuracy than did the algebraic models. For risky deci­
sion tasks, u t i l i t y  models outperformed the conjoint procedures. 
Because m u ltip lic a tiv e  models did not improve decisions in the cer­
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ta in ty  case, they were excluded from the analysis of risky decision 
making.
Farmer (1987) conducted a study to measure the robustness of the 
Keeney-Raiffa procedure fo r e lic it in g  multi a ttr ib u te  u t i l i t y  func­
tion s. His research was designed sp e c ifica lly  to reveal the insen­
s i t iv i t y  o f s im plified MAUFs to vio lations of a ttrib u te  independence 
assumptions and scaling constant s im plifications in an accounting 
decision scenario. However, Farmer made no general conclusions 
concerning m ulti a ttr ib u te  u t i l i t y  theory and its  application to com­
plex decision making.
Fifteen auditors partic ipated in the study. A Keeney-Raiffa 
MAUF fo r each auditor’ s preferences fo r internal auditing control 
systems was assessed by combining four discrete unidimensional u t i l ­
i ty  functions m u ltip lic a tiv e ly . Two additive models were compared to 
the Keeney-Raiffa preference predictions. One additive model was a 
scale-weighted model employing both the Keeney-Raiffa conditional 
u t i l i t y  functions and the scaling constants. The second model of 
comparison was a simple aggregation o f the unidimensional u t i l i t y  
functions ( i . e . ,  an equal weights model). Subjects ranked 42 c lie n t  
cases according to th e ir  perception of the r e l ia b i l i t y  of a hypothe­
t ic a l f irm ’ s internal accounting control system. System r e l ia b i l i t y  
ratings were predicted fo r each model and correlated with the sub­
je c ts ’ unaided judgments. Wilcoxon’ s two-sided signed rank tes t fo r  
differences in paired data indicated no s ta tis t ic a l differences in 
the pred ictive  a b il i ty  a ttrib u tab le  to the more complex Keeney-Raiffa 
encoded MAUF. For the context examined, Farmer concluded that u t i l ­
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i ty  functions modified from appropriately encoded MAUFs do a good job 
of predicting auditor judgments. However, lim ita tio n s  of the study 
prohibited Farmer from extending th is  conclusion to more general 
decision contexts.
The studies reviewed here address an important issue in applied 
decision analysis, namely the sen s itiv ity  o f preference predictions 
to model form and e lic ita t io n  methodology. However, th is  research 
has ty p ic a lly  examined only lim ited decision contexts using a few 
assessment procedures. Furthermore, the conclusions offered by these 
studies often c o n flic t. As a re s u lt, the available research is  
unable to provide e ith er d e fin itiv e  guidelines or general recommenda­
tions fo r deciding when the form of the assessed model and the choice 
of an e lic ita t io n  technique matters.
4.4 Studies of Potential Sources of MAUF E lic ita tio n  Error 
Recent in te rest in potential sources o f MAUF assessment error 
and th e ir  e ffects  on preference modeling has produced several 
studies. P itz , Heerboth, and Sachs (1980) compared the sen s itiv ity  
of decomposed evaluations and h o lis tic  judgments to variations of 
relevant and irre levan t decision variables to examine the usefulness 
of multi a ttr ib u te  u t i l i t y  analysis. Subjects evaluated four hypothe­
tic a l apartments described by six a ttr ib u tes . H o lis tic  evaluations 
were compared to decomposed values derived from an additive m ultia t­
trib u te  u t i l i t y  model. The h o lis tic  judgments displayed l i t t l e  sen­
s i t iv i ty  to differences among apartment p ro file s , but led subjects to 
order apartments in a manner suggesting an oversim plification of the
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information provided. This lin ear ordering of p re fe ra b ility  (labeled  
a lin e a r ity  e ffe c t) could not be supported solely by the information 
availab le  to the study’ s subjects. While the decomposed evaluations 
exhibited no lin e a r ity  e ffe c t, they were influenced by systematic 
differences in apartment p ro file s . The authors concluded th a t i f  
decision makers had a tendency to sim plify information when making 
overall judgments, then the decomposition techniques might be sensi­
t iv e  to small changes in attributes that would be overlooked by un­
aided h o lis tic  evaluations.
Eliashberg (1980) gauged the preferences of 85 undergraduate 
students fo r housing location measured on two c r ite r ia .  A ll the 
e lic ite d  models were shown to be bette r predictors than chance 
models. The data also implied that the e lic ite d  cardinal u t i l i t y  
functions were pred ictive ly  robust given deviations from the neces­
sary u t i l i t y  independence assumptions. Eliashberg noted that fu rther  
research would need to consider more than two attributes to establish  
general conclusions.
A formal approach to error analysis in assessing MAUFs was d is ­
cussed by Barron (1983). Four potential sources of error were iden­
t i f ie d  and related to four separate u t i l i t y  e lic ita t io n  methods 
within the framework of the general m u ltip lica tive  multi a ttr ib u te  
u t i l i t y  model. Two decomposition procedures (Keeney-Raiffa and 
SMART) and two h o lis tic  procedures (Social Judgment Theory and HOPE) 
were discussed.
Barron noted that errors could eas ily  arise in the preparation 
phase of any assessment exercise. These errors, which are generally
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a ttr ib u tab le  to the e l ic ito r ,  include the m is identification  of re le ­
vant a ttr ib u te s , the incorrect specification o f a ttr ib u te  ranges, and 
the improper framing of the decision context. Throughout his discus­
sion, Barron assumed that these e ffects  were neutral across assess­
ment procedures. Four possible sources of preference prediction  
error: (1) systematic error; (2) model specification  error; (3)
random erro r; and (4) substantial error were then id en tifie d  and 
discussed.
Potential sources of systematic error are described in the works 
of Yates and Jagacinski (1979), Kahneman and Tversky (1979), 
Krzysztowicz and Duckstein (1980), and Hershey, Kunreuther and 
Schoemaker (1982). The effects of model specification  error w ithin  
e lic ita t io n  methods are discussed by Fischer (1977), Barron and 
Person (1979), and Barron (1980).
The possible e ffects  of random error (noise) on the four assess­
ment procedures was discussed in a general manner. Since the Keeney- 
R aiffa  and SMART procedures estimate conditional u t i l i t y  functions 
and scaling constants separately, any noise contained in the estimate 
of one need not perturb estimates o f the other. SMART estimated 
weights are normalized by the sum of the estimated weight values. As 
a re s u lt, they are only sensitive to errors in the re la tiv e  values of 
the estimates. Keeney-Raiffa scaling constants, which are estimated 
using standard gambles, are subject to Kahneman and Tversky’ s cer­
ta in ty  e ffe c t. I f  d irect tradeoffs are used to estimate scaling 
parameters, then noise in the single a ttr ib u te  Keeney-Raiffa u t i l i t y  
functions w il l  produce noisy scaling parameter values. Social Judg­
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ment Theory in fers a set of scaling constants by regressing standard­
ized a ttr ib u te  levels against h o lis tic  evaluations. As a resu lt, 
noise can be introduced through the reliance on lin ear conditional 
u t i l i t y  functions as well as through the h o lis tic  evaluations. Be­
cause HOPE in fers a set of scaling constants and univariate u t i l i t y  
values from a set o f global evaluations, noise is introduced through 
errors inherent in h o lis tic  judgments.
F in a lly , substantial errors in judgment on the part of the deci­
sion maker are a p o s s ib ility  with any assessment technique. Gene­
r a l ly ,  each e lic ita t io n  procedure detects and corrects fo r such 
errors through a series of consistency checks conducted at various 
points in the multi a ttr ib u te  u t i l i t y  encoding process. Barron de­
scribed these v e rific a tio n  tests fo r the Keeney-Raiffa, SMART, and 
HOPE procedures. Practical considerations (e .g .,  ease of use and 
f le x ib i l i t y )  were highlighted fo r each method. However, no applied 
analysis o f the methods was conducted. Barron’ s work was a general 
discussion, not an empirical study, and he noted that a procedure’ s 
specific  advantages or disadvantages would have to be determined 
through applied analyses and empirical research.
Recently, Barron (1987a) investigated the effects of incomplete 
a ttr ib u te  sets on the selection of the preferred m ultivariate  a l te r ­
native . His study employed 18 data sets each consisting of 15 a l te r ­
natives described by nine a ttrib u tes . A ttributes were combined ad- 
d it iv e ly  using equal weights. Each case determined the best a l te r ­
native based on six a ttrib u tes . The value of th is  best a lte rn ative  
was then calculated using a ll nine a ttrib u tes  and compared to the
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best a lte rn a tive  selected using a ll  nine a ttr ib u tes . Measure of 
value loss and correlation were used to  compare rankings for the 
incomplete and complete a ttribu te  set evaluations. Value losses 
ranging from 1.6% to 69.1% of the true value were found in 36% of the 
cases considered. A ll other cases had no loss in value. While the 
study’ s results  cannot be extended to a l l  decision contexts, Barron 
concluded that frequent and/or sizeable value losses may accompany 
high correlation  values, and that missing a ttribu tes  may lead to 
incorrect choices even in the presence o f high correlations (e .g ., 
greater than 0 .9 0 ).
Laskey and Fischer (1987) analyzed the effects of response error 
on the assessment o f preferences fo r multi a ttribu ted  consequences. 
Decision maker preference responses were assumed to be composed of 
two components: a systematic or "true" component, and an additive
random component re flec tin g  response e rro r. The study analyzed the 
a b il ity  of s ta t is t ic a l models to f i l t e r  out response error and cap­
ture the decision maker’ s systematic preferences.
S p e c ifica lly , the authors explored whether:
( 1) preferences for multi a ttribu ted  decision alternatives are 
stable over a two week time horizon;
( 2 ) s ta t is t ic a l ly  estimated multi a ttr ib u te  u t i l i t y  models can 
accurately predict preferences two weeks into the future;
(3) ranking procedures designed to generate more consistent
u t i l i t y  assessments produce more accurate s ta tis tic a l
preference models; and
(4) ranking procedures induce s e r ia lly  correlated errors in
judgment, and i f  so, whether better preference models can 
be estimated by s ta t is t ic a lly  adjusting fo r s e r ia lly  cor­
re lated  response errors.
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Fifteen experimental subjects assumed the ro le o f an a ir  pol­
lu tio n  control regulator, and evaluated a lte rn ative  pollu tion  control 
p o lic ies  fo r coal burning e le c tr ic ity  generating fa c i l i t ie s  in a 
hypothetical c ity . A ll decisions were evaluated on three a ttribu tes :
( 1 ) the annual cost per household fo r e le c tr ic ity , including 
pollution control costs;
( 2 ) the annual number o f chronic respiratory illnesses, in ­
cluding those caused by coal fire d  power plants; and
(3) the annual respiratory m orta lity  ra te , including those 
caused by coal f ire d  power plants.
Each decision a ttr ib u te  was res tric ted  to three values: an average,
maximum, and minimum value fo r c it ie s  s im ilar to the experimental
c ity .
Every subject evaluated 25 policy alternatives in two experi­
mental sessions separated by two weeks. In each session, conse­
quences were ranked and u t i l i t ie s  assigned to each policy a lte rn a­
t iv e . The order in which the rankings and u t i l i t y  assignments were 
performed was varied across the two sessions. To measure the pre­
d ic tiv e  v a lid ity  of the additive representation, additive m u ltia t­
tr ib u te  u t i l i t y  models were s ta t is t ic a l ly  f it te d  to each subject’ s 
u t i l i t y  evaluations.
The authors reported fiv e  major findings. F irs t, the correla­
tion  o f between session u t i l i t y  responses suggested that preferences 
remained stable over the two week period. Second, the s ta t is t ic a lly  
estimated additive models accounted fo r a high percentage of the 
variance o f the u t i l i t y  assessments. Furthermore, the parameters of 
the add itive model were precise ( i . e . ,  had small standard errors) and 
stable over the experimental time horizon. Third, high correlations
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were observed between the additive models’ predicted choices and 
d irec t judgments obtained e a r lie r . Fourth, high levels of s e ria lly  
correlated errors were found when subjects ranked a lternatives prior  
to assessing u t i l i t y  values. F ifth , the use of a f i r s t  order auto­
regressive estimation procedure to account fo r the seria l correlation  
had a neg lig ib le  influence on the model’ s preference predictions in a 
d iffe re n t time period.
Since the experimental subjects were re la t iv e ly  unfam iliar with 
the experimental decision scenario, Laskey and Fischer f e l t  that 
improved preference s ta b ility  and p re d ic ta b ility  could be realized  
fo r more fa m ilia r  decision tasks. In addition , the authors concluded 
that the e ffec ts  of response error would be minimal i f  s ta tis tic a l 
models were f i t te d  to a re la tiv e ly  large number o f responses. Thus, 
they argue that s ta t is t ic a l modeling procedures provide an a ttrac tive  
a lte rn a tive  to conventional decision analytic  techniques when e l i c i t ­
ing individual preferences. However, they recommend that comparative 
studies o f s ta t is t ic a l modeling and standard assessment technologies 
be conducted to determine whether s ta t is t ic a l procedures are better 
than tra d itio n a l assessment methodologies in f i l te r in g  out response 
errors.
The currently  available research represents an important, but 
as yet incomplete, examination of the e ffects  o f potential assessment 
errors on the modeling of multi a ttribu ted  preferences. To a large 
extent the existing  research has not system atically compared the 
s e n s itiv ity  o f a lte rn a tive  assessment technologies to various sources 
of e l ic ita t io n  e rro r. Thus, there is  a need fo r describing the pre­
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ference prediction performances of a lte rn a tive ly  encoded MAUFs in  
the presence of noisy responses, incomplete descriptions o f the a t ­
tr ib u te  set, and misspecified model forms and parameters.
4.5 Summary
This chapter reviewed the available research describing the 
effec ts  of d iffe re n t a ttr ib u te  weighting schemes, a lte rn a tive  assess­
ment procedures, and potential sources of e lic ita t io n  error on pre­
ference predictions fo r multidimensional decision outcomes. While 
the ava ilab le  research is important, a need also exists fo r studies 
comparing the preference prediction performances of a lte rn a tiv e ly  en­
coded MAUFs under various s ituations. This dissertation both comple­
ments and extends the existing lite ra tu re  by comparing the structural 
a b i l i ty  of four assessment methodologies to rep licate  a known p re fer­
ence order. Chapter 5 describes th is  research in d e ta il.
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CHAPTER 5 COMPARATIVE STUDY OF MAUF ELICITATION PROCEDURES
5.1 Introduction
The purpose o f th is  research was to examine the structural 
a b il it ie s  o f the KR, HOPE, SMART, and mathematical programming proce­
dures to model an experimental decision maker’ s internal preferences 
fo r disparate choice a lte rnatives . The experimental e lic ita t io n  
exercises were designed to determine the re la tiv e  se n s itiv ity  of each 
technique’ s performance to specific assessment errors.
This chapter describes the study in d e ta il.  Section 5.2 pre­
sents the experimental MAUF e lic ita t io n  paradigm. The types of 
assessment e rro r included in the analysis are described in Section 
5.3 . D etails  of each e lic ita t io n  technique’ s implementation and the 
assessment o f the experimental subject’ s MAUFs are provided in 
Section 5 .4 . F in a lly , Section 5.5 presents the c r ite r ia  used to 
evaluate the encoded models.
5.2 The Experimental MAUF E lic ita tio n  Paradigm
5.2 .1  Overview
Because actual complex decision problems do not have a 
"correct" solution in a real-world setting , i t  is d i f f ic u lt  to 
compare the performances o f a lte rn ative  e lic ita t io n  procedures, or to 
evaluate a procedure’ s se n s itiv ity  to specific  e lic ita t io n  errors, 
To overcome these d if f ic u lt ie s ,  th is  study employed a hypothetical 
decision making environment using a computer to simulate the decision 
maker. Keeney-Raiffa encoded MAUFs were selected from the applied
62
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decision analysis lite ra tu re  and used to configure the a r t i f ic ia l  
subject’ s internal preference space fo r d iffe re n t decision contexts. 
The researcher assumed the role of the decision analyst. The four 
e lic ita t io n  procedures were each used to model the synthetic decision 
maker’ s known underlying preferences. To neutralize e l ic ito r  induced 
biases, the analyst performed only the basic tasks necessary to 
implement each assessment technique. D ifferen t assessment errors of 
known type and magnitude were, however, systematically incorporated 
into the experimental e lic ita tio n s  to determine th e ir  effects on a 
procedure’ s performance.
The advantages of a simulated e lic ita t io n  environment for 
investigating an assessment procedure’ s structural robustness are 
discussed in Subsection 5 .2 .2 . Subsection 5 .2 .3  provides a detailed  
description of the hypothetical decision maker’ s underlying prefer­
ence constructs.
5 .2 .2  Advantages of a Simulated E lic ita tio n  Environment
In addition to fa c ili ta t in g  the comparison of several e l ic i t a ­
tion  techniques over d iffe re n t decision contexts, a simulated deci­
sion making environment eliminates those effects which can compromise 
an e lic ita t io n  technique’ s a b il ity  to encode va lid  MAUFs. Behavioral 
influences, such as intersubject value differences, personal involve­
ment in the decision task, the order in which the assessment tech­
niques are applied, and the analyst’ s f a c i l i t y  in administering a 
procedure, can eas ily  prejudice a technique’ s performance (Hobbs 
1986). Further, changes in the framing of the decision task have 
been demonstrated to introduce systematic error into the u t i l i t y
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
64
modeling process (Kahneman and Tversky 1979; Hershey, Kunreuther, and 
Schoemaker 1982). By elim inating behavioral e ffects  from the experi­
mental e lic ita t io n  exercises, the structural differences among 
techniques are separated from other sources o f varia tion  that can 
influence a procedure’ s a b il i ty  to assess va lid  MAUFs. For this  
reason, a simulation analysis was judged to be superior to a f ie ld  or 
laboratory study fo r investigating the research objective.
5 .2 .3  Establishing the Experimental Decision Maker’ s Internal 
Preference Structures
As noted by von W in terfe ld t, G r if f in , and Edwards (1984, p .27), 
"A major problem in the normative study o f u t i l i t y  and value is the 
lack o f an external va lidation  c rite rio n  against which models of 
choice can be compared." To overcome th is  d if f ic u lty ,  the Keeney- 
R aiffa  assessed MAUFs specified in Tables 5-1 and 5-2 were used to 
formulate the experimental decision maker’ s "true" preferences fo r  
d iffe re n t decision tasks. KR assessed MAUFs were chosen to represent 
the experimental subject’ s "true" preferences because of the proce­
dures close tie s  to the theory underlying MAUA (Barron 1983) and 
because the technique has been applied to several real-w orld decision 
tasks (Keeney 1973, 1977; Keeney and Wood 1977; Keeney and Sicherman 
1983; Keeney, Lathrop, and Sicherman 1986).
The four a ttr ib u te  m u ltip lica tive  model, designated KR4M and 
l is te d  in Table 5-1 , was e lic ite d  by Keeney (1979) to  rank ten poten­
t ia l  pumped storage s ites  fo r e le c tr ic ity  generation in the south­
western United States. The six a ttrib u te  m u ltip lica tive  model, de­
signated KR6M and specified in Table 5-2, was assessed by Keeney
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TABLE 5-1




XI F irs t Year Cost (1976 M illio n s ) 50 75
x 2 Transmission Line Distance 
Miles Equivalent 0 800
x3 Pinyon Juniper Forest (Acres) 0 800
x4 Riparian Community (Yards) 0 2000
Single A ttrib u te  U t i l i t y  Functions
ujtXi) = 1.096[l-exp(0.0975(X!-75))] 
u2 ( x 2) = 4 .521[1-exp(0.000313(x2- 8 0 0 ) ) ]
U3 (X3 ) = 2 .519[1-exp(0.000632(x3-800))] 
u4 (x4) = 2.019[exp(-0.000201(x4-2 0 0 0 )) - l]
Scaling Factors:
ki -  0.716 k2 = 0.382
k3 = 0.014 k4 = 0.077
K = -0.534
aAssesssed by Keeney (1979) to evaluate pumped storage sites fo r  
e le c tr ic ity  generation.
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TABLE 5-2
KR6 M u lt ip l ic a t iv e  U t i l i t y  Function®
A ttrib u te
Range
Measure Best Worst
xi Total Cost (M illions o f Pesos) 500 4000
x 2 Capacity (Number o f A irc ra ft  
Operations/hour) 130 50
x3 Access Time (Minutes) 12 90
x4 # people k ille d  or seriously  
in ju re d /a irc ra ft accident 1 1000
x5 # people displaced by
a irport development 2500 250,000
x 6 # people (in  thousands) 
subjected to a high 
noise level 2 1500
u^Xj) = 1.2399[1 -exp(0.000469(X2-4000)) ] 
u2 (x2) = 1.0635 - 7.96exp(-0.040071(x2) ) 
u3 (x3) = 1.369282[l-exp(0.016799(x3-90))] 
u4 (x4) = 1.001001 - 0.001001(x4) 
u5(x5) = 1.01 - 0.000004(x5) 
u6 (x6) = 2.307011[1-exp(0.000379(xg-1500))] 
Scaling Constants:
ki = 0.48 k2 = 0.6
k3 = 0.1 k4 = 0.35
kc = 0.18 k6 = 0.18
K = -0.877
®Assessed by Keeney (1973) to analyze a ir lin e  service to the 
metropolitan area of Mexico C ity.
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(1973) to evaluate competing a ir  service strategies fo r the Mexico 
City metropolitan area. The six univariate u t i l i t y  functions lis te d  
here are numerical approximations to the graphical representations 
provided by Keeney. While the individual expression fo r capacity, 
a ttr ib u te  X2 , was in i t ia l ly  vector valued, i t  was modeled as a scalar 
valued function fo r th is  research.
Additive composite models were created by normalizing the o r i ­
ginal KR4M and KR6M scaling parameters. These additive underlying 
preference constructs, denoted as KR4A and KR6A, are displayed in 
Tables 5-3 and 5-4.
Together, the KR4M, KR4A, KR6M, and KR6A m ultivariate models 
represented the experimental decision maker’ s basic preferences fo r  
four separate decision contexts. Since the hypothetical subject’ s 
"true" underlying evaluations were known, a c rite rio n  was available  
against which the preference predictions of the a lte rn a tive ly  encoded 
MAUFs could be compared.
5.3 Sources o f MAUF E lic ita tio n  Error
5 .3 .1  Overview
Of the four types of e lic ita t io n  error discussed by Barron
(1983), two types, random error and model specification error, were 
incorporated into the hypothetical MAUF assessment exercises. The 
effects  o f systematic and substantial error were assumed to be neu­
tra l throughout the experimental e lic ita t io n s . Important sources of 
systematic error include e l ic ito r  e ffects (Fischoff, Slovic, and 
Lichenstein 1980), range effects (Krzysztofowicz and Duckstein 1980),
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TABLE 5-3
KR4 A d d itiv e  U t i l i t y  Function
A ttribu te Measure
Range 
Best Worst
x i F irs t Year Cost (1976 M illions) 50 75
x 2 Transmission Line Distance 
Miles Equivalent 0 800
x3 Pinyon Juniper Forest (Acres) 0 800
x4 Riparian Community (Yards) 0 2000
Single A ttribu te  U t i l i t y  Functions
U i(x i)  = 1 .096 [l-exp (0 .0975 (x !-75 ))] 
u2(x2) = 4.521[1-exp(0.000313(x2-800 ))]  
u3(x3) = 2.519[l-exp(0.000632(x3-800 ))]  
u4(x4) = 2.019[exp(-0.000201(x4-2 0 0 0 ))- l]  
Scaling Factors:
lq = 0.602 k2 = 0.321
k3 = 0.012 k4 = 0.065
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TABLE 5-4
KR6 A d d itive  U t i l i t y  Function
69
Range
A ttrib u te Measure Best Worst
*1 Total Cost (M illions of Pesos) 500 4000
*2 Capacity (Number o f A irc ra ft  
Operations/hour) 130 50
*3 Access Time (Minutes) 12 90
x4 # people k ille d  or seriously
in ju re d /a irc ra ft accident 1 1000
x5 # people displaced by
a irport development 2500 250,000
x 6 # people (in  thousands) 
subjected to a high 
noise level 2 1500
U !(X!) = 1 .2399[l-exp(0.000469(xj-4000))] 
u2 (x2) = 1.0635 - 7 .96exp(-0.040071(x2))  
u3 (x3) -  1 .369282[l-exp(0.016799(x3-90))] 
u4 (x4) -  1.001001  - 0 . 0 01 00 1 (x4)
U5 (X5 ) = 1.01 - 0.000004(x5) 
ug(xg) = 2.307011[l-exp(0.000379(xg-1500))] 
Scaling Constants:
^  = 0.254 k2 = 0.317
k3 = 0.053 k4 = 0.185
k5 *  0.095 kg = 0.095
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and certa in ty  effects (Kahneman and Tversky 1979). Substantial 
errors represent s ign ifican t decision maker misjudgments. Regard­
less of the e lic ita t io n  technique, errors of th is  type are poten­
t i a l l y  present in any application. An analyst can, however, reduce 
the e ffects  o f these errors through careful preparation and adminis­
tra tio n  of the e lic ita t io n  process, and by conducting consistency 
checks throughout the modeling exercise.
A more basic issue is  whether, in the absence of systematic and 
substantial error, an MAUF assessment technology is s tru c tu ra lly  
capable o f encoding re lia b le  preference models. I t  is important to  
determine a procedure’ s performance in the presence of these errors 
because decision maker responses are inherently noisy, and underlying 
u t i l i t y  functional forms and a ttr ib u te  sets cannot always be cor­
re c tly  and completely id e n tifie d .
A few studies have examined the e ffects  o f specification error 
w ithin e lic ita t io n  methods. Fischer (1977) observed high corre la­
tions between additive and m u ltip lica tive  KR model evaluations fo r  
hypothetical job offers described by c ity ,  salary, and type o f work. 
Barron and Person (1979) found that incorrectly  specified additive  
HOPE models (assessed with or without random erro r) produced larger 
prediction errors than did noisy, but correctly specified HOPE 
models. Farmer (1987) determined that fo r one task the simple 
additive (but th eo re tica lly  inappropriate) models predicted as well 
as, or b e tte r, than the "true" m u ltip lica tive  MAUFs fo r a single 
hypothetical decision problem. Using an equally weighted additive  
model, Barron (1987) discovered that the exclusion of relevant a t-
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tribu tes  from an assessed model produced incorrect choices. The 
present study extended the existing research by examining the sen­
s i t iv i t y  o f an e lic ita t io n  technique’ s preference predictions to 
noisy respondent inputs, misspecified composite forms, and missing 
relevant a ttrib u tes .
5 .3 .2  Simulating Noisy Decision Maker Responses
Decision maker preference responses represent the inputs re ­
quired to implement each MAUF e lic ita t io n  methodology. However, 
because an in d iv id u a l’ s preferences can be imprecise and ephemeral, 
preference responses can be inconsistent or ambiguous (Fischoff, 
Slovic, and Lichenstein 1980). Also, because humans are imperfect 
information processors, in te rn a lly  coherent preferences can be misar- 
ticu la ted  (Lindley, Tversky, and Brown 1979). Consequently, a deci­
sion maker’ s expressed judgments can be viewed as consisting of a 
"true" preference component and an error component (Laskey and 
Fischer 1987).
For purposes o f th is  study, noisy decision maker inputs were 
simulated by disturbing the experimental subject’ s "true" internal 
preference evaluations. The GGNML subroutine of the International 
Mathematical and S ta tis tic a l Library was used to generate random 
error terms from a normal d is trib u tio n  having a mean of 0 , and 
standard deviations o f 0.025 and 0.05. Ju s tifica tio n  fo r the stan­
dard deviation values is provided in Appendix A. The randomly gener­
ated error components were combined with the a r t i f ic ia l  decision 
maker’ s "true" evaluations to y ie ld  noisy preference responses. -
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These noisy responses served as the inputs necessary fo r each assess­
ment technique to encode the experimental MAUFs.
5 .3 .3  Model Specification Error
By d e fin itio n , the assessed MAUF is  incorrectly  specified when 
i t  misrepresents the decision maker’ s underlying u t i l i t y  form (e .g .,  
encoding an additive expression to model preferences which are actu­
a lly  m u ltip lic a tiv e ). This error can resu lt from a technique’ s 
structural lim ita tio n s , such as SMART’ S sole reliance on an additive  
model, assessor misjudgment, or from noisy inputs which imply an 
aggregate expression d iffe re n t from the subject’ s basic preference 
configuration. To determine the e ffects  of model m isspecification on 
a procedure’ s preference predictions, incorrect functional forms 
( i .e . ,a d d it iv e  models) were systematically e lic ite d  fo r the KR4M and 
KR6M underlying preference structures.
The encoded MAUF is incompletely specified when relevant deci­
sion a ttribu tes  are missing. This error results when a decision 
maker is  unable or unwilling to fu lly  a rtic u la te  every objective  
comprising his or her internal decision space, or when a d irect or 
proxy a ttr ib u te  cannot be found to  measure an id e n tifie d  decision 
objective.
The effects of missing a ttrib u tes  on preference predictions was 
investigated by deliberate ly  excluding "minor" attribu tes from 
certain MAUF assessments. "Minor" a ttrib u tes  were defined as those 
having the smallest scaling parameters in the underlying MAUF. Spe­
c i f ic a l ly ,  fo r the decision contexts involving four attribu tes , 
incomplete MAUFs were assessed with a ttr ib u te  X3 and attributes X3
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and X4 missing. For the six a ttr ib u te  problems, incomplete models 
were encoded by dropping a ttr ib u te  X3 and attribu tes X3 , X5 , and xg 
from the e lic ita t io n  process.
5.4 Implementation of the E lic ita tio n  Procedures
5 .4 .1  Overview
In actual decision applications, specific  decision maker pre­
ference responses provide the necessary inputs fo r the assessment 
procedure to encode an MAUF. To assess the experimental MAUFs, the 
inputs needed to implement each e lic ita t io n  technology were simulated 
using the synthetic subject’ s basic preference models described in 
Subsection 5 .2 .3 .
This section describes in d e ta il how the experimental KR, HOPE, 
mathematical programming, and SMART MAUFs were assessed. Each tech­
nique was used to model the subject’ s underlying preferences fo r the 
KR4M, KR4A, KR6M, and KR6A decision contexts. Both noisy decision 
maker responses and model specification  error were incorporated into  
the assessment exercises to determine th e ir  effects on a procedure’ s 
performance to encode va lid  preference models. The e lic ita t io n  
scenarios examined are illu s tra te d  in Table 5-5.
5 .4 .2  Assessing the Experimental HOPE MAUFs
The assessment of the experimental HOPE MAUFs followed the study 
of Barron and Person (1979). For each e lic ita t io n  scenario, a set of 
hypothetical consequence p ro files  defined by an appropriate ortho­
gonal experimental design (see Appendix B) were presented to the 
subject fo r evaluation. Using an underlying MAUF, the synthetic
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TABLE 5-5
Experimental MAUF E l ic i ta t io n  Scenarios
HOPE, Mathematical Programming and 
Keeney-Raiffa Assessed MAUFs
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subject computed a "true" u t i l i t y  fo r each p ro file . Noisy h o lis tic  
u t i l i t y  responses were simulated by perturbing the e rro r-fre e  judg­
ments with normally d istributed additive error components having mean 
0 and standard deviations of 0.025 and 0.05. In other words,
H o lis tic  U t i l i t y  Response = "True" Evaluation + Error.
Since u t i l i t y  values are scaled to f a l l  between 0 and 1, any noisy 
evaluation outside these lim its  was set at i ts  appropriate bound. 
The simulated h o lis tic  responses provided the inputs necessary fo r  
HOPE to estimate an MAUF.
Additive aggregate models were forced on responses simulated 
from a m u ltip lic a tiv e ly  configured decision space to examine the 
s e n s itiv ity  of HOPE preference predictions to incorrectly  specified  
composite forms. The experimental subject’ s noisy h o lis tic  responses 
fo r p ro files  defined by an orthogonal design appropriate fo r the 
reduced a ttr ib u te  sets were used to encode incompletely specified  
MAUFs.
5 .4 .3  Assessing the Experimental Mathematical Programming MAUFs
Rather than convert a m u ltia ttrib u te  measurable value function 
to an MAUF, the experimental MAUFs were estimated d ire c tly . J u s ti­
fic a tio n  fo r th is  approach is provided by the mathematical re la tio n ­
ship between single a ttr ib u te  value and u t i l i t y  functions when the 
co e ffic ien t of re la tiv e  r is k  a ttitu d e , rv (v ), equals 0. In such
cases u(x-j) is lin e a r ly  related to v ( X j ) .  One instance where rv (v ) = 
0 occurs when r (x )  and m(x) both equal 0 , implying ris k  n eu tra lity  
and constant marginal value at x, respectively. Another instance 
when rv (v ) = 0 is  when r (x ) and m(x) are constant and equal to one
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another. Dyer and Sarin (1982) conjectured that constant but d i f ­
ferent values fo r r (x ) and m(x) are em pirically un like ly . Since the 
experimental subject’ s underlying univariate u t i l i t y  functions 
re f le c t  e ith er a neutral or constant r is k  a ttitu d e , i t  was assumed 
that the subject’ s value and u t i l i t y  functions were simple lin ear  
transformations of one another. I f  the functional form of the two 
expressions is assumed to be the same, then fo r a l l  practical pur­
poses, the two expressions are id en tic a l. Thus, single a ttr ib u te  
u t i l i t y  functions, rather than single a ttrib u te  measurable value 
functions, were estimated d ire c tly  using the NLP model described in 
(2 4 )-(2 7 ).
NLP problems were formulated from certa inty equivalent responses 
fo r 50-50 scalar valued lo tte r ie s  established fo r each decision 
a ttr ib u te . The certa inty equivalent fo r a lo tte ry  is that amount of 
the a ttr ib u te  which makes the decision maker in d iffe ren t between 
accepting the gamble implied by the lo tte ry  and receiving that amount 
of the a ttr ib u te  fo r sure (Moskowitz and Wright 1979). Noisy cer­
ta in ty  equivalent responses were simulated as follows:
1 ) the expected u t i l i t y  of each lo tte ry  and the absolute d i f ­
ference in u t i l i t ie s  between the lo tte ry ’ s outcomes were computed 
using the appropriate underlying single a ttr ib u te  u t i l i t y  equation;
2 ) an error component, equal to a randomly generated percentage 
of the absolute difference in u t i l i t ie s ,  was computed and added to 
each lo t te r y ’ s expected u t i l i t y ,  to create a noisy expected u t i l i t y  
value; and
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3) using the appropriate underlying univariate u t i l i t y  func­
tio n , the experimental subject calculated an a ttr ib u te  value whose 
u t i l i t y  was equal to the lo tte ry ’ s ’ noisy’ expected u t i l i t y .  This 
a ttr ib u te  value became the decision maker’ s ’ noisy’ certa in ty  
equivalent response.
This approach is  illu s tra te d  in Figure 5-1.
The NLP objective function was formulated using certa in ty equiv­
alent responses with observed u t i l i t y  values o f 1, 0.75, 0 .5 , 0.25, 
and 0. The best and worst a ttr ib u te  values were a rb itra r i ly  assigned 
u t i l i t ie s  o f 1 and 0, respectively. The three intermediate values 
were obtained using the variable certa in ty  equivalent method (see von 
W interfeldt and Edwards, 1986, pp. 253-254, or Keeney and R a iffa , 
1976, p .252). The NLP constraint set was formulated by computing the 
decision maker’ s r is k  premiums fo r lo tte r ie s  with comparable outcome 
ranges. The NLP was solved using the General In te rac tive  Optimizer 
(GIN0) software of Liebman, Lasdon, Schrage, and Waren (1984).
To determine the composite scaling parameters, the experimental 
subject provided preference and strength o f preference responses fo r  
pairs o f randomly generated consequence p ro files  as described below. 
These responses became the inputs of the goal programming problem 
described in  (1 5 )-(2 1 ) . The resulting  lin e a r  and nonlinear GP 
problems were solved using the Linear IN teractive Discrete Optimizer 
(LIND0) software (Schrage 1986) and GINO, respectively.
To simulate the necessary preference responses, the decision 
maker compared each pa ir of p ro files  using an underlying MAUF. To 
re f le c t  the imprecision inherent in such comparisons, each p ro f ile ’ s
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FIGURE 5.1
Simulation o f Noisy Certainty Equivalent Responses
The decision maker provided a certa in ty  equivalent response to 
the 50-50 lo tte ry  having outcomes ' and x^".
 Certainty Equivalent (CE)
The "true" Expected U t i l i t y  of the Lottery, E[u-j(L)] ,
= 0 .5 u i (X i ’ ) + 0.5ui(X i")  
where û  is the univariate u t i l i t y  function fo r a ttr ib u te  i .
By d e fin it io n ,
Ui(CE) = E[U i(L )]
which implies that
CE -  U i^ E tU id ) ] .
The noisy expected u t i l i t y  of the lo tte ry  was calculated as follows:
Noisy E[u-f(L)] = E[u-j( L)] + (N *  |u1 (x^ ' )  - u -j(X i" )|)
where N is  a normally distributed random variab le  having 
mean 0 and standard deviation of 0.025 or 0.05.
Therefore, the noisy CE reponse 
= U i-itO .S u i ( X i  ■) +  O .Suitxi") + (N *  | U-j (x^j' )  -  ui (x i " ) | ) ]
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"true" u t i l i t y  was perturbed by a normally d istributed  additive error 
term having mean 0 and standard deviation of 0.025 and 0.05. The 
subject’ s revealed preference became the p ro file  in each pair having 
the largest noisy u t i l i t y  value.
Strength o f preference responses were simulated from the d i f ­
ferences in the noisy u t i l i t ie s  fo r each pa ir o f p ro files  evaluated. 
Differences between 0 and 0.09 simulated an in tensity  of preference 
response of 1. Differences between 0.1 and 0.19 simulated an inten­
s ity  of preference o f 2, etc . While there is no a p rio ri reason to 
believe that differences between pro files  computed from an underlying 
MAUF would be identica l to those computed from an underlying MAMVF, 
studies do ex is t which suggest that practical d istinctions between 
u t i l i t y  and value are small (Barron, von W in terfe ld t, and Fischer 
1984; von W in terfe ld t, G r if f in , and Edwards 1984; von W interfeldt and 
Edwards 1986).
Barron, von W in terfe ld t, and Fischer (1984) found that in most 
instances a lin e a r  re la tio n  between u t i l i t y  and value offered a good 
f i t  that could not be s ig n ifican tly  improved upon when subjected to 
an exponential transformation derived from theoretical relationships. 
An experiment by von W interfe ld t, G rif f in , and Edwards (1984) re ­
vealed that fo r most subjects, u t i l i t y  and value were equal in 
multi a ttributed  conditions. Von W interfeldt and Edwards (1986) take 
the position that there is  l i t t l e  experimental evidence to suggest 
that drastic  differences between u t i l i t y  and value e x is t. For these 
reasons, i t  is believed that strength of preference responses simu­
lated from an underlying MAUF do not adversely a ffe c t the procedure’ s
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operationalization nor its  structural a b i l i ty  to derive a set of 
scaling parameters.
Incorrectly  specified mathematical programming MAUFs were en­
coded by modeling additive aggregate forms whenever the underlying 
representation was m u ltip lica tive . Incompletely specified models 
were assessed by omitting the a ttribu tes  described in Subsection
5 .3 .3  from the pairwise preference comparisons and hence from the GP 
problems.
5 .4 .4  Assessing The Experimental Keeney-Raiffa MAUFs
The KR conditional u t i l i t y  functions were encoded by f i t t in g  an 
equation to a set of observed u t i l i t y  values. The observed u t i l i t ie s  
were revealed by the subject’ s noisy certa in ty  equivalent responses 
to a set o f 50-50 lo tte r ie s  as described in Subsection 5 .4 .3 .
A set o f independent equations, established from decision maker 
indifference responses and the estimated conditional u t i l i t y  func­
tions, were solved to determine each MAUF’ s scaling parameters. All 
"true" responses were distorted by a percentage error term (having 
mean 0 and standard deviation o f 0.025 and 0.05) to simulate noisy 
inputs. A generic illu s tra tio n  of the approach used to formulate the 
equations is given below for the three a ttr ib u te  case.
The largest scaling parameter is  f i r s t  iden tified  from the 
su b jec t’ s simulated preferences fo r the following p ro files : 
(x1* ,x 20 ,x3° ) , (x10 ,x 2* ,x 3 0 ) , ( x i° ,x 2° ,x 3* ) .
Assume the decision maker prefers the p ro file  (x i* ,x 2° ,x 3° ) . This 
implies that kj is the largest scaling parameter.
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Next, the decision maker is asked to provide a value fo r a t t r i ­
bute x j (e .g .,  x j 1 ) so that the alternatives ( x j ' ,X2° ,X 3 ° )  and 
(X i° ,X 2* ,X 3° )  are equally preferable. Using an underlying MAUF, a 
value which establishes th is  indifference is simulated. Since u t i l ­
i ty  values have been scaled between 0 and 1 , th is  implies
klU i (x j1) = k2 . (28)
Likewise, the synthetic subject simulates another value fo r a ttr ib u te  
x i (e .g .,  x j" ) so that he or she is  in d iffe ren t between the p ro files  
(x i" ,X 2° ,X 3° )  and (x i° ,X 2°,X 3* ) . Equating u t i l i t ie s  y ields
k iui (x i" )  -  k3 . (29)
I f  the parameters are being e lic ite d  fo r an additive composite 
model, then consistency requires that
kl  + k2 + k3 ■ 1» (30)
and equations (28 )-(30 ) are solved fo r the values of the k^’ s.
I f  the composite u t i l i t y  form is  m u ltip lica tive , then consis­
tency requires that (30) be replaced by
1 + K -  (1 + Kkx)(l + Kk2) ( l  + Kk3) .  (31)
Since equations (28), (29 ), and (31) contain four variab les, an 
additional equation must be formulated to determine a solution fo r  
kl> k2 > k3 and K. This equation is established by having the subject
simulate a p ro b ab ility , p j, so that he or she is in d iffe re n t between
the certa in  outcome (x i* ,x 20 ,X3° )  and the lo tte ry  o ffering  outcome x* 
with a p ro b ab ility  pj and outcome x° with probability  1 - p j. By 
equating expected u t i l i t ie s ,  i t  can be seen that
kl  -  P I- (32) — ■
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The system of equations (28 ), (29 ), (31 ), and (32) are then solved to 
y ie ld  the scaling parameters fo r a m u ltip lic a tiv e  MAUF.
Incorrectly  specified KR models were e lic ite d  by f i t t in g  ad­
d it iv e  composite forms to underlying m u ltip lica tive  preference con­
figu ra tions. Incompletely structured models were assessed by model­
ing reduced a ttr ib u te  sets as described in Subsection 5 .3 .2 .
5 .4 .5  Assessing the Experimental SMART MAUFs
The SMART univariate u t i l i t y  expressions were estimated by 
f i t t in g  an equation to a stra ight lin e  connecting each a ttr ib u te ’ s 
least and most preferred values. The lin e a r expressions were ad- 
d it iv e ly  combined with decision maker simulated a ttr ib u te  weights 
to form the experimental SMART MAUFs.
Various weighting techniques have been used by SMART. Unlike 
the KR methodology which views the k^’ s as scaling constants neces­
sary to match the units o f one a ttr ib u te  with the units of another, 
SMART parameters e x p lic it ly  involve the concept of a ttr ib u te  impor­
tance (von W interfeldt and Edwards 1986). To re f le c t  th is  d i f f e r ­
ence, SMART assessed weights (parameters) are denoted w .̂
The rank exponent weighting technique, a varia tion  of the pre­
ference preserving ra tio  estimation technique, was used to derive the 
synthetic decision maker’ s a ttr ib u te  importance weights. The rank 
exponent weighting plan was chosen because i t  considers the decision 
maker’ s judgments about the dispersion of weights. Rank exponent 
weights are defined by the following (see von W interfeldt and 
Edwards, 1986, p .284):
wi -  (n + 1 - R i)z/ . |  Riz » (33)
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where Wj is  the weight for the ith  a ttr ib u te , n is the number of 
attrib u tes  considered, is the importance order rank fo r a ttr ib u te  
i with the most important a ttr ib u te  assigned a rank of 1 and the 
least important a ttr ib u te  assigned a rank of n, and z is estimated 
from
w i/w j -  (n + 1 - R i)z/ (n  + 1 - R j)z (34)
fo r some p a ir o f a ttribu tes  (e .g .,  the most and least important).
To implement the weighting procedure the underlying MAUF scaling 
parameters ( i . e . ,  the kq’ s) were degraded by an error component 
re flec tin g  a percentage of the "true" scaling constant. That is , 
Noisy Parameter Value = "True" Parameter *  (1 + N) 
where N is a normally d istributed random variable with mean 0 and 
standard deviation o f e ither 0.025 or 0 .05. The largest noisy para­
meter was assigned a rank of 1 , the next largest a rank of 2 , e tc ., 
u n til a l l  n a ttrib u tes  were ordered. The ra tio  o f the most to least 
important a ttr ib u te  was used to calculate an estimate of z using 
(34 ). Noisy weights fo r every a ttr ib u te  were simulated using (33). 
These noisy weights were combined with the lin e a r univariate u t i l i t y  
equations to form the MAUF.
Because SMART assumes an additive representation, the procedure 
incorrectly  specifies any MAUF whose underlying form is  nonadditive. 
Thus, SMART assessed MAUFs were incorrectly  specified fo r those 
decision contexts where the synthetic subject’ s internal decision 
space was ordered by the KR4M and KR6M expressions. Incompletely 
specified SMART models were encoded by excluding a ttribu tes  from the 
e lic ita t io n  exercise as discussed in Subsection 5 .3 .2 .
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5 .4 .6  R e p lica tin g  the Experimental E l ic i ta t io n s
Findings derived from the inputs o f a single decision maker 
could be biased by atypical responses. To reduce the effects of 
anomalous inputs, a f ie ld  or laboratory study would assign each 
e lic ita t io n  procedure to several subjects. To lessen the influence 
of anomalous simulated decision maker responses on th is  study’ s 
findings, the experimental e lic ita t io n s  were rep licated. Specifi­
c a lly , ten MAUFs were encoded at both levels of noisy decision maker 
response using each assessment procedure fo r every e lic ita t io n  sce­
nario examined.
5.5 Validating the Assessed MAUFs
5.5.1  Overview
While decision scientists recognize the importance of validating  
a lte rn ative  e lic ita t io n  procedures, no universal validation  c rite rio n  
has yet been developed. A primary problem in va lidating  MAUFs is the 
general lack o f external c r ite r ia  by which inherently subjective 
inputs and models can be judged. Because objective validation stan­
dards are not read ily  availab le , applied decision researchers have 
devised substitute validation plans: convergent validation  and pre­
d ic tive  va lid a tio n . This section describes these two validation  
strateg ies, and the c r ite r ia  by which the preference predictions of 
the experimental MAUFs were analyzed.
5 .5 .2  Convergent Validation
Convergent validation is based on the princ ip le  that d iffe ren t 
procedures fo r measuring an underlying construct ( i . e . ,  u t i l i t y )
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should be highly correlated. Thus, high correlations are said to 
validate both models, while low correlations invalidate  at least one 
of the procedures. Researchers have employed the convergent valida­
tion  strategy to determine the r e l ia b i l i t y  of an e lic ite d  model, and 
to investigate whether or not predictions are sensitive to the as­
sessment procedure used. Fischer (1977) computed the coeffic ien t of 
determination to measure the degree of lin e a r convergence between 
h o lis tic  and decomposed u t i l i t ie s .  Barron (1980) employed the same 
measure to demonstrate the degree of convergence between h o lis tic  
responses and HOPE predictions. A major shortcoming o f the conver­
gent validation  c rite rio n  for comparing a lte rn a tive  assessment tech­
nologies is that the approach does not guarantee v a lid ity  since 
competing techniques can possess the same systematic bias.
5 .5 .3  Predictive Validation
Predictive or estimative validation measures how well an e l ic i ­
ted function rep licates a "true" set of preference evaluations. The 
"true" evaluations can be represented by an external model or c r i ­
terion used by expert decision makers (S t i l lw e l l ,  Seaver, and Edwards 
1983; Adelman, Sticha, and Donnell 1984), a function taught to ex­
perimental subjects (von W interfeldt, G r if f in , and Edwards 1984), or 
an assumed "true" function used in a simulation analysis (Barron and 
Person 1979).
The researcher’ s defin itio n  of what constitutes a s ignificant 
difference in preference predictions is a key component of any pre­
d ic tive  va lidation  study. Hobbs (1986) noted that s ign ifican t d i f ­
ferences in preference predictions can be defined to occur when the
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assessed MAUF incorrectly  ranks the most preferred a lte rn a tiv e , the 
best few a lte rn a tives , or a ll decision a lte rn atives . In part, the 
researcher’ s choice of a d e fin itio n  w ill  determine the c rite r io n  by 
which pred ictive  v a lid ity  is measured. For example, some studies 
have used correlation  analysis to gauge an e lic ite d  model’ s predic­
t iv e  r e l ia b i l i t y  (S t i l lw e l l ,  Barron, and Edwards 1983; Farmer 1987). 
While high correlations re fle c t a model’ s a b il ity  to correctly  rank 
the e n tire  set o f decision a lte rn atives , they can be a misleading 
ind icator o f a model’ s a b il ity  to predict a decision maker’ s most 
preferred choice (Hobbs, 1986; and Barron, 1987a, 1987b).
From a practica l point of view, the problem of selecting a best 
a lte rn a tiv e  may be how close the e lic ite d  model’ s predicted choice is  
in value to the foregone "true" preference. In other words, pre­
d icting  a f i r s t  preference which is  the decision maker’ s underlying 
second choice may not produce a serious loss in value. What is  
important, however, is avoiding large losses in u t i l i t y  which can 
occur when the assessed model selects a "tru ly" in fe rio r  a lte rn a tive  
as a f i r s t  preference. Measures which have computed the proportion 
of u t i l i t y  or value loss to quantify the degree of conformity between 
predicted and "true" evaluations have been used by Fischer, 
Damodaran, Laskey, and Lincoln (1987), Johnson and Payne (1985), and 
Barron (1980, 1987a).
5 .5 .4  Analyzing The Preference Predictions Of The E lic ited  MAUFs
The assessed MAUFs evaluated f iv e  separate sets o f decision 
consequences consisting of eight randomly generated disparate a l te r ­
natives. No a lte rn ative  w ithin a set was dominated by ( i . e . ,  in ­
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fen 'o r to ) i ts  competitors. The sets of consequences evaluated are 
contained in Appendix C. The performance of the e lic ite d  models was 
determined by comparing th e ir  predicted preferences to the synthetic 
subject’ s known "true" choices.
The degree o f conformity between the assessed and "true" evalua­
tions was quantified using several measures. To determine an as­
sessed model’ s overall predictive c a p a b ilitie s , nonparametric mea­
sures of co rre la tion , Spearman’ s rho and Kendall’ s tau, were com­
puted. To quantify differences between an MAUF’ s predicted f i r s t  
preferences and the decision maker’ s "true" f i r s t  choice, the pro­
portion o f u t i l i t y  loss (PUL) was determined. This measure is de­
fined as follows:
True U t i l i t y  (C-s*) - True U t i l i t y  ( C / )
PUL = ---------------------------------------------------------    (35)
True U t i l i t y  (Cj ) - True U t i l i t y  (C j°)
where, C-j* and C^° denote the most and least preferred consequences 
selected by the "true" MAUF, and C j1 the a lte rn a tive  selected by the 
encoded model. The numerator represents the loss in u t i l i t y  resu lt­
ing from selecting decision a lte rn ative  C-j1 rather than C j*. The 
denominator normalizes th is  loss re la tiv e  to the difference between 
the expected u t i l i t ie s  of the most preferred and least preferred 
alte rnatives  according to the "true" MAUF. This measure was used to 
assess the f i r s t  preference prediction cap ab ilities  o f the a lterna­
t iv e ly  e lic ite d  MAUFs. Table 5-6 illu s tra te s  the calculation of 
Spearman’ s rho, Kendail’ s tau, and the proportion o f u t i l i t y  loss for 
a hypothetical case.
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TABLE 5-6
Measuring the Assessed MAUF’ s Predictive V a lid ity
* *
equence
U t i l i t y  Value Ranking3 Pairs11




1 0.894 0.880 4 5 6 1
2 0.861 0*855 6 6 6 0
3 0.900 0.920 2 1 4 1
4 0.898 0.890 3 4 3 1
5 0.915 0.902 1 2 3 0
6 0.880 0.892 5 3 2 0
7 0.812° 0.829 8 7 0 1
8 0.820 0.805 7 8 0 0
Best Consequence According to True U t i l i t y
Best Consequence According to Predicted U t i l i t y
a Spearman’ s Rho = 0.881
b Kendall’ s Tau -  0.714
Proportion o f U t i l i t y  Loss fo r the Most Preferred Consequence:
TRUE U(Ci*) - TRUE U ^ '  )
TRUE U ^ * )  - TRUE U(Ci ° )
= (0.915 - 0 .9 0 0 )/(0 .915 - 0.812) ■= 0.1456
where C j* and C<0 denote the most and least preferred consequences
selected by the "true" MAUF, and C j 1 is  the consequence 
selected by the predicted model.
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5.6 Summary
This chapter presented the plan fo r examining the structural 
a b il it ie s  of four MAUF e lic ita t io n  procedures to recover a synthetic 
decision maker’ s underlying preferences fo r four decision contexts. 
The experimental e lic ita t io n  paradigm, the advantages o f a simulation 
study, and the sources of e lic ita t io n  error to be included in the 
assessment exercises were discussed. The implementation of each 
assessment technology was described in d e ta il.  Also presented were 
the measures by which the performances of the assessed MAUFs were 
judged. The results of th is  study are presented in Chapter 6 .
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CHAPTER 6 RESULTS AND DISCUSSION
6.1 Introduction  
This chapter presents the results of the study described in 
Chapter 5. Section 6.2 discusses the predictive precision of the a l ­
te rn a tiv e ly  encoded MAUFs. Section 6.3 describes the a b il i ty  of the 
e lic ite d  scaling constants to characterize the underlying willingness  
of the experimental decision maker to  enact tradeoffs between pairs 
of competing objectives. A summary o f the study’ s findings is  pro­
vided in Section 6 .4 .
6.2 Assessed MAUF Preference Predictions
6 .2 .1  Overview
Differences in the predictive performances of the competing 
assessment technologies were judged by ( 1 ) how well the assessed mod­
els revealed the subject’ s "true" ordinal preferences, and ( 2 ) how 
well the assessed models correctly id e n tifie d  the subject’ s most 
preferred decision a lte rn a tive . Performance c rite rio n  (1) was deter­
mined using both Kendall’ s Tau and Spearman’ s Rho. However, since 
both measures led to the same conclusions, findings are reported in 
terms of Spearman’ s Rho only. Each procedure’ s performance on c r i ­
terion  ( 2 ) was evaluated by the percentage of f i r s t  preferences cor­
re c tly  id e n tif ie d , while the "regret" associated with an incorrectly  
predicted f i r s t  choice was measured by the proportion of u t i l i t y  loss 
(PUL).
90
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Results are presented separately fo r the four and six a ttr ib u te  
decision tasks by e lic ita t io n  scenario. Findings are separated by 
the level o f decision maker response error only fo r those cases where 
mean performances were judged to be sensitive to the magnitude of 
noise involved.
6 .2 .2  Ordinal Predictive Performances
Results are reported in both graphical and tabular form. 
Figures 6-1 and 6-2 graphically display the overall a b i l i ty  o f each 
e lic ita t io n  technique to capture the subject’ s "true" ordinal p re fe r­
ences fo r the four and six a ttr ib u te  tasks, respectively. The mean 
measure o f performance is Spearman’ s Rho. The horizontal axis of 
each graph l is t s  the e lic ita t io n  scenario examined. Thus, "complete- 
correct" denotes completely and correctly  specified models, "com­
p le te -inco rrec t"  denotes completely but incorrectly  specified models, 
etc . Tables 6-1 and 6-2 l i s t ,  also by e lic ita t io n  scenario, the mean 
corre la tion , standard deviation, and range fo r each assessment 
methodology fo r the four and s ix  a ttr ib u te  decision problems, re ­
spectively.
A Kruskal-W allis one-way analysis o f variance revealed sig­
n ific a n t differences (p < 0 . 000 1 ) in predictive performances among 
assessment procedures within each e lic ita t io n  scenario. To determine 
which mean performances were d iffe re n t, pairwise comparisons between 
procedures w ith in  an e lic ita t io n  scenario were conducted using the 
Wilcoxon rank sum te s t. Results of the paired comparison tests are 
given in Tables 6-3 and 6-4.
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TABLE 6-1
KR4 Ordinal Preference P red ic tions
E lic ita t io n  Scenario Standard










Keeney-Raiffa 0.951 0.058 0.286
HOPE 0.940 0.054 0.333
Math Prog. 0.773 0.251 1.714
SMART 0.924 0.046 0.143
Incomplete-Correct 
Keeney-Raiffa 0.955 0.060 0.212
HOPE 0.963 0.043 0.236
Math Prog. 0.831 0.184 1.048
Incomplete-Incorrect 
Keeney-Raiffa 0.937 0.070 0.414
HOPE 0.959 0.045 0.236
Math Prog. 0.861 0.123 0.619
SMART 0.927 0.054 0.178
Underlying MAUF: KR4A
Complete-Correct 
Keeney-Raiffa 0.971 0.043 0.214
HOPE 0.951 0.056 0.238
Math Prog. 0.832 0.038 1.643
SMART 0.852 0.115 0.333
Incomplete-Correct 
Keeney-Raiffa 0.961 0.053 0.398
HOPE 0.955 0.051 0.333
Math Prog. 0.849 0.142 0.810
SMART 0.868 0.091 0.333
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TABLE 6-2
KR6 Ordinal Preference P red ic tions
E lic ita t io n  Scenario Standard


























Keeney-Raiffa 0.936 0.055 0.167
HOPE 0.895 0.091 0.476
Math Prog. 0.600 0.284 1.495
Incomplete-Incorrect 
Keeney-Raiffa 0.949 0.052 0.310
HOPE 0.904 0.081 0.476
Math Prog. 0.840 0.110 0.548
SMART 0.777 0.179 0.762
Underlying MAUF: KR6A
Complete-Correct 
Keeney-Raiffa 0.936 0.038 0.119
HOPE 0.941 0.063 0.262
Math Prog. 0.806 0.117 0.428
SMART 0.812 0.117 0.357
Incomplete-Correct 
Keeney-Raiffa 0.895 0.090 0.381
HOPE 0.912 0.077 0.357
Math Prog. 0.807 0.140 0.857
SMART 0.769 0.168 0.595
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TABLE 6-3
KR4 S ta tis tic a l Analysis - Wilcoxon Rank Sum Test
E lic ita t io n  Scenario 
Paired Analysis
Complete-Correct
KR - HOPE 
KR - Math Prog.
KR - SMART 
HOPE - Math Prog. 
HOPE - SMART 
Math Prog. - SMART





















KR - HOPE 
KR - Math Prog.
KR - SMART 
HOPE - Math Prog. 
HOPE - SMART 














KR - HOPE 0.4197
KR - Math Prog. 0.0001
KR - SMART *
HOPE - Math Prog. 0.0001
HOPE - SMART *
Math Prog. - SMART *
Incomplete-Incorrect
KR - HOPE 0.0042
KR - Math Prog. 0.0001
KR - SMART 0.0004
HOPE - Math Prog. 0.0001
HOPE - SMART 0.0001
Math Prog. - SMART 0.0001



















No data fo r these scenarios because the SMART technique is 
structured fo r solving only add itive models.
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TABLE 6-4
KR6 S ta tis tic a l Analysis - Wilcoxon Rank Sum Test
E lic ita t io n  Scenario T-Test Approximate Significance3 Sample 
Paired Analysis KR6M KR6A Size
Complete-Correct
KR - HOPE 0.0001 0.0121 100
KR - Math Prog. 0.0001 0.0001 100
KR - SMART *  0.0001 100
HOPE - Math Prog. 0.0001 0.0001 100
HOPE - SMART *  0.0001 100
Math Prog. - SMART *  0.7090 100
Complete-Incorrect
KR - HOPE 0.0001 100
KR - Math Prog. 0.0001 100
KR - SMART 0.0001 100
HOPE - Math Prog. 0.0001 100
HOPE - SMART 0.0001 100
Math Prog. - SMART 0.3346 100
Incomplete-Correct
KR - HOPE 0.0001 0.0937 200
KR - Math Prog. 0.0001 0.0001 200
KR - SMART *  0.0001 200
HOPE - Math Prog. 0.0001 0.0001 200
HOPE - SMART *  0.0001 200
Math Prog. - SMART *  0.0088 200
Incomplete-Incorrect
KR - HOPE 0.0001 200
KR - Math Prog. 0.0001 200
KR - SMART 0.0001 200
HOPE - Math Prog. 0.0001 200
HOPE - SMART 0.0001 200
Math Prog. - SMART 0.0041 200
ates t calculated from NPAR1WAY SAS program
*  No data fo r these scenarios because the SMART technique is 
structured fo r solving only additive models.
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KR and HOPE assessment techniques were s ig n ifican tly  (p < 0.0001) 
better performers than SMART and mathematical programming regardless 
of the e lic ita t io n  scenario considered. Although some differences 
were detected in the mean performances of the KR and HOPE procedures 
fo r the four a ttr ib u te  decision tasks, both techniques produced mean 
correlations in the mid to high 0 .90 ’ s. SMART was also a good per­
former; producing mean correlations above 0.92 when underlying pre­
ferences were defined m u ltip lic a tiv e ly , and above 0.85 when under­
lying preferences were additive. A ll three procedures generated 
re la tiv e ly  consistent predictions as indicated by the range and 
standard deviations (Table 6-1) of the correlations.
For the six a ttr ib u te  a lternatives , KR and HOPE continued to 
provide accurate recoveries of the subject’ s underlying preference 
structures. KR MAUFs s ig n ifican tly  (p < 0.0001) outperformed a ll 
other techniques in each e lic ita t io n  scenario when the subject’ s 
internal preference judgments were configured m u ltip lic a tiv e ly . No 
sig n ifican t differences were detected between KR and HOPE models when 
preferences were described add itive ly .
SMART also provided good ordinal rankings ( i . e . ,  mean correla­
tions between 0.77 and 0 .82 ). However, a decrease in SMART’ S overall 
performance from the four a ttr ib u te  evaluations was reflected in 
lower mean correlations and higher standard deviations. This reduced 
performance may be due to the "reduced ad d itiv ity "  of the KR6M as 
compared to the KR4M preferences, or because the six a ttr ib u te  deci­
sion p ro files  were closer in terms o f "true" u t i l i t y  and therefore 
less distinguishable than the four a ttr ib u te  consequences.
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The lower mean correlations and wider ranges ty p ic a lly  produced 
by the mathematical programming procedure suggest that its  perfor­
mance was less re lia b le  than those of the other methodologies. In 
addition, the technique was generally more sensitive to the magnitude 
o f response noise, missing a ttrib u tes , and the form of the assessed 
aggregate model than the other procedures. Tables 6-5 and 6 -6  l i s t  
the mean performances and standard deviations, separated by both 
error level and e lic ita t io n  scenario, fo r the mathematical program­
ming predictions fo r the four and six a ttr ib u te  decision a lte rn a ­
tiv e s , respectively.
When choices involved four a ttribu tes , the procedure provided 
accurate preference recoveries (mean correlations above 0 . 8 ) at the 
0.025 level of error regardless of the e lic ita t io n  scenario or under­
lying composite form. At the 0.05 magnitude o f response noise, the 
quality  of the ordinal preference predictions deteriorated notice­
ably. At th is  noise le v e l, both lower mean correlations (between 
0.62 and 0.855) and increased in s ta b ility  in predictions were noted 
over the 0.025 error ra te . Most surprising, were the observed im­
provements in preference predictions at the 0.05 error level when 
attribu tes  were omitted from the assessed models.
A possible explanation fo r th is  unexpected finding rests in the 
structural composition of the mathematical programming technique i t ­
s e lf . Weber (1987) argued that error based e lic ita t io n  methods which 
permit inconsistent decision maker inputs can create d if f ic u lt ie s  
when extended to the case of incomplete information. The mathemati­
cal programming procedure is essentially  an error based method. The
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Table 6-5
Mathematical Programming Technique 
KR4 - Ordinal Preference Predictions
Attributes X3
Underlying Function Complete A ttribu te  X3 and X4 




Mean 0.928 0.915 0.839
(SD) (0.073) (0.082) (0.594)
Misspecified
Mean 0.847 0.903 0.850
(SD) (0.252) (0.045) (0.137)
KR4A
Correctly Specified
Mean 0.946 0.896 0.870




Mean 0.619 0.721 0.743
(SD) (0.371) (0.254) (0.149)
Misspecified
Mean 0.672 0.837 0.855
(SD) (0.409) (0.152) (0.124)
KR4A
Correctly Specified
Mean 0.718 0.801 0.830
(SD) (0.321) (0.190) (0.144)
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TABLE 6 -6
Mathematical Programming Technique 
KR6M - Ordinal Preference Predictions
E lic ita t io n  Scenario
Complete A ttribu te  X3 
Attributes Missina
Attributes X3 


















technique derives a model’ s scaling constants by solving a goal pro­
gramming problem to minimize decision maker preference inconsisten­
cies. In certa in  instances, i t  is possible that no u t i l i t y  function 
w ill conform exactly to the inconsistent information provided. When 
th is  occurs, a function is estimated which best f i t s  the inconsistent 
inputs according to some error measure. When less inconsistent 
information is  given, the errors are sm aller, and the analyst can 
better f i t  a function to the available (inconsistent) information.
This e ffe c t was most evident in the four a ttr ib u te  decision 
tasks at the 0.05 level of response e rro r. Here, the omission of 
"minor" a ttrib u tes  increased the number o f "correct" ( i . e .  reduced 
the number o f inconsistent) inputs to the goal programming model.
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This resulted in an increase in the number of replications where the 
orderings of the scaling parameters o f the e lic ite d  and the "true" 
models agreed. Table 6-7 displays the rank orderings o f the scaling 
constants e lic ite d  by the mathematical programming technique fo r the 
cases where no a ttribu tes , one a ttr ib u te , and two a ttribu tes  were 
omitted from the assessed functions. For the KR4M underlying p re fer­
ence structure, when completely specified, the procedure estimated 
scaling constant values which were correctly ordered, when compared 
to  the "true" rankings, in only 3 o f 10 cases. When one a ttr ib u te  
was omitted from the assessed functions, the incidence of correct 
orderings increased to 6 o f 10 rep lications , and to 8 o f 10 re p lic a ­
tions when two attributes were omitted. Sim ilar results were also 
found fo r the KR4A underlying decision space. Because the omitted 
a ttr ib u tes  represented re la tiv e ly  "minor" objectives, any deleterious  
e ffe c t th e ir  absence had on preference predictions was more than 
o ffs e t by the improved ordering o f the assessed parameter values.
For the six a ttrib u te  decision scenarios (Table 6 - 6 ) ,  the omis­
sion o f one a ttr ib u te  at the 0.05 error level improved the preference 
predictions o f the assessed models from mean correlations of 0.627 to 
0.711. This e ffe c t was not repeated, however, when three objectives  
were excluded from the assessed functions. In th is case the scaling 
parameter values of the omitted a ttribu tes  were s u ffic ie n tly  large 
that th e ir  absence had an adverse influence on the decision maker’ s 
inputs. This created two problems. F irs t, an increase in inconsis­
ten t information which led to reduced accuracy in assessed parameter 
estimates. Second, a s u ffic ie n tly  large loss of relevant information
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TABLE 6-7
SCALING PARAMETER ORDERING 







1, 2, 4, 3
k i ’ s





k-j ’ s 










1 2 , l , 3 and 4* 1 , 4, 2 2 , 1
2 2 , l , 3 and 4* 1 , 2 , 4 1 , 2
3 t  y 1 , 4, 3 1 , 2 , 4 1 , 2
4 A y 2 , 3 and 4* 1 , 2 , 4 1 , 2
5 A y 2 , 3, 4 1 , 2 , 4 1 , 2
6 A y 3, 4, 2 1 , 4, 2 1 , 2
7 A  y 4, 3, 2 1 , 4, 2 1 , 2
8 A  y 2 , 4, 3 1 , 2 , 4 1 , 2
9 A y 2 , 4, 3 1 , 2 , 4 1 , 2
10 A  y 2 , 4, 3 2 , 4, 1 2 , 1
Incorrectly  Specified
Rep. 1 1 , 2 , 4, 3 1 , 2 , 4 2 , 1
Rep. 2 1 , 2 , 3 and 4* 1 , 2 , 4 1 , 2
Rep. 3 1 , 2 , 4, 3 1 , 2 , 4 1 , 2
Rep. 4 1 , 2 , 3, 4 1 , 2 , 4 1 , 2
Rep. 5 1, 3, 2, 4 1 , 2 , 4 1 , 2
Rep. 6 1, 3, 2, 4 1 , 4, 2 1 , 2
Rep. 7 1, 3, 2 and 4* 1 , 4, 2 1 , 2
Rep. 8 1 , 2 , 4, 3 1 , 2 , 4 1 , 2
Rep. 9 1 , 2 , 3 and 4* 1 , 2 , 4 1 , 2
Rep. 10 1 , 2 , 4, 3 1 , 2 , 4 1 , 2
Rep. 1
Underlying MAUF: KR4A
1> 2 , 4, 3 2 , 4, 1 2 , 1
Rep. 2 1 , 2 , 3, 4 2 , 1 , 4 2 , 1
Rep. 3 1 , 2 , 4, 3 1 , 2 , 4 1 , 2
Rep. 4 1, 3, 2, 4 1 , 2 , 4 1 , 2
Rep. 5 1 , 2 , 3 and 4* 1 , 2 , 4 1 , 2
Rep. 6 1, 3, 2, 4 1 , 4, 2 1 , 2
Rep. 7 1 , 2 , 4, 3 1 , 2 , 4 1 , 2
Rep. 8 1 , 2 , 4, 3 1 , 2 , 4 1 , 2
Rep. 9 2 , 1 , 4, 3 2 , 1 , 4 2 , 1
Rep. 10 1 , 2 , 4, 3 1 , 2 , 4 2 , 1
♦denotes t ie  between scaling parameters
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necessary fo r the encoded models to accurately discrim inate among 
decision consequences. The resu lt was a decrease in ordinal predic­
t iv e  performance from 0.711 w ith one a ttr ib u te  missing to 0.497 with 
three a ttrib u tes  excluded.
In summary, the KR procedure ty p ic a lly  outperformed the other 
techniques in terms of ordinal preference predictions. HOPE was a 
close second, and in some instances provided s lig h tly  more accurate 
predictions than KR. SMART and mathematical programming were the 
least re lia b le  predictors o f ordinal preferences. For the four a t­
tr ib u te  decision tasks, SMART provided substantially better rep lic a ­
tions of the underlying m u ltip lica tive  decision space and marginally 
better rep lications o f the additive space than did mathematical pro­
gramming. When decision a lte rn atives  involved six a ttr ib u tes , how­
ever, mathematical programming was s lig h tly  better than SMART. No 
instances existed, however, where the preferences revealed by SMART 
or mathematical programming were superior to those revealed by KR or 
HOPE.
6 .2 .3  F irs t Preference Predictive Performance
Again, results  are presented in both graphical and tabular 
form. Because the performance of each procedure was sensitive to 
differences in error leve ls , findings are displayed separately for 
the 0.025 and 0.05 magnitudes o f response noise.
Figures 6-3 and 6-4 i l lu s t r a te  each procedure's a b i l i ty  to 
correctly  id e n tify  the simulated subject’ s most preferred four a t ­
tr ib u te  a lte rn a tive  at the 0.025 and 0.05 error leve ls , respectively. 
The measure o f performance is  the percentage o f f i r s t  preferences
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correctly  predicted. The horizontal axis o f each graph l is ts  the 
e lic ita t io n  scenario examined. In addition to these resu lts , the 
mean PUL, its  largest value, and its  frequency, by error le v e l, are 
shown in Tables 6 -8  and 6-9.
As shown, KR assessed models strongly dominated the other tech­
niques. At the 0.025 level of noisy decision maker inputs, KR en­
coded models always correctly id en tified  the subject’ s most preferred  
choice. While some incorrect f i r s t  preferences were revealed by KR 
assessed models at the 0.05 level of e rro r, the procedure continued 
to produce more correct predictions and lower mean PULs than the 
other three methodologies.
Selecting a second best predictor of f i r s t  choices was more 
d i f f ic u l t .  At the 0.025 level of e rro r, the percentage of correct 
f i r s t  preferences was usually higher fo r mathematical programming 
than fo r HOPE models. Both methods outperformed SMART, whose 60% 
accuracy was insensitive to the e lic ita t io n  scenario examined. D if ­
ferences between the percentage o f correct predictions fo r HOPE and 
mathematical programming encoded models were, however, small, and 
mean PULs were re la tiv e ly  ins ign ifican t fo r both procedures. Fur­
thermore, "substantial regret" ( i .e .  a high PUL) from incorrect f i r s t  
choices occurred only when a completely but incorrectly encoded 
mathematical programming model led to a PUL of 0.860.
The picture is somewhat clearer at the 0.05 error level where, 
with respect to the number of correctly revealed f i r s t  choices, HOPE 
assessed models weakly dominated those of mathematical programming, 
and strongly dominated those of SMART. In addition, HOPE’ S incorrect
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TABLE 6-8
KR4 F irs t Preference Predictions - 0.025 Error Response
E lic ita t io n % of 1st
Scenario Preferences Mean High No. of
Techniaue Correct PUL PUL Occurrences
Underlying MAUF: KR4M
Complete-Correct
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 78 0.009 0.094 1
Math Prog. 76 0.025 0.224 3
Complete-Incorrect
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 76 0.019 0.315 2
Math Prog. 80 0.056 0.860 1
SMART 60 0.032 0.094 10
Incomplete-Correct
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 86 0.014 0.176 1
Math Prog. 93 0.006 0.175 1
Incomplete-Incorrect
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 88 0 .01 1 0.176 2
Math Prog. 93 0.005 0.094 15
SMART 60 0.032 0.094 20
Underlying MAUF: KR4A
Complete-Correct
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 86 0.026 0 .2 0 0 6
Math Prog. 96 0 .00 1 0 .0 2 0 2
SMART 60 0.063 0.177 10
Incomplete-Correct
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 93 0.005 0.207 1
Math Prog. 88 0.024 0.298 5
SMART 60 0.063 0.177 20
Indicates accurate f i r s t  preference predictions in a ll cases
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TABLE 6-9
KR4 F irs t Preference Predictions - 0.05 Error Response
E lic ita t io n % of 1st
Scenario Preferences Mean High No. o f
Techniaue Correct PUL PUL Occurrences
Underlying MAUF: KR4M
Complete-Correct
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 68 0.028 0.315 1
Math Prog. 50 0.213 1 .00 0 2
Complete-Incorrect
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 64 0.036 0.315 3
Math Prog. 54 0.147 0.860 3
SMART 60 0.032 0.094 10
Incomplete-Correct
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 74 0.019 0.176 1
Math Prog. 74 0.089 1 .00 0 1
Incomplete-Incorrect
Keeney-Raiffa 100 0 .0 0 0 *
HOPE 77 0.024 0.315 1
Math Prog. 77 0.066 0.701 2
SMART 60 0.032 0.094 20
Underlying MAUF: KR4A
Complete-Correct
Keeney-Raiffa 88 0 .0 1 2 0.136 4
HOPE 72 0.039 0.298 1
Math Prog. 58 0 .1 1 0 0.941 1
SMART 60 0.063 0.177 10
Incomplete-Correct
Keeney-Raiffa 96 0.006 0.136 4
HOPE 82 0 .0 2 1 0.207 2
Math Prog. 82 0.062 0.849 1
SMART 60 0.063 0.177 20
Indicates accurate f i r s t  preference predictions in a ll  cases
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recommendations produced, on average, less decision maker "regret" 
than incorrectly  revealed mathematical programming or SMART choices. 
F in a lly , unlike HOPE or SMART encoded models, mathematical program­
ming MAUFs revealed, fo r each e lic ita t io n  scenario, at least one 
incorrect f i r s t  preference which produced a large PUL.
Results fo r the six a ttr ib u te  cases are presented in Figures 6 - 
5 and 6 -6  as well as in Tables 6-10 and 6-11 fo r the 0.025 and 0.05 
erro r rates, respectively. In general, a ll techniques were less 
accurate predictors of the experimental subject’ s most preferred  
a lte rn a tive  when the underlying problem space was structured by six 
rather than four a ttribu tes . A possible explanation is that the 
alte rnatives  described by six a ttrib u tes  were closer in th e ir  "true" 
attractiveness than the consequences described by four a ttrib u tes .
The re la tiv e  performances of the techniques when MAUFs were 
completely and correctly assessed was unaffected by the amount of 
noise introduced into the e lic ita t io n  process. Generally, the KR 
procedure produced more correct f i r s t  preferences and lower mean PULs 
than its  competitors. HOPE was the next best performer. Noticeably 
poorer predictions were offered by mathematical programming and 
SMART. Neither of these methods could achieve a 50% success rate; 
and substantial "regret" (e .g .,  PUL of 1.00) was produced by m ulti- 
pi ic a tiv e ly  assessed mathematical programming models at the 0.05 
error le v e l.
The findings fo r the remaining e lic ita t io n  scenarios do not 
read ily  reveal a clear winner. For instance, SMART models accurately 
id e n tifie d  an equal or greater number o f KR6M f i r s t  choices, at both
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TABLE 6-10
KR6 F irs t Preference Predictions - 0.025 Error Response
E lic ita t io n % of 1st
Scenario Preferences Mean High No. of
Techniaue Correct PUL PUL Occurrences
Underlying MAUF: KR6M
Complete-Correct
Keeney-Raiffa 76 0.004 0.047 3
HOPE 62 0 .0 1 2 0.174 1
Math Prog. 46 0.032 0.236 2
Complete-Incorrect
Keeney-Raiffa 58 0 .0 1 1 0.047 10
HOPE 56 0.006 0.097 1
Math Prog. 58 0.027 0.287 2
SMART 64 0.083 0.504 8
Incomplete-Correct
Keeney-Raiffa 68 0.015 0.114 10
HOPE 63 0.019 0.114 10
Math Prog. 40 0.097 1 .0 0 0 9
Incomplete-Incorrect
Keeney-Raiffa 57 0.018 0.114 10
HOPE 52 0.026 0.114 10
Math Prog. 53 0.030 0.326 3
SMART 79 0.019 0.504 2
Underlying MAUF: KR6A
Complete-Correct
Keeney-Raiffa 84 0.008 0.055 4
HOPE 64 0.018 0.094 3
Math Prog. 38 0.079 0.451 1
SMART 24 0.103 0.486 8
Incomplete-Correct
Keeney-Raiffa 63 0.030 0.163 10
HOPE 60 0.033 0.163 10
Math Prog. 50 0.053 0.444 1
SMART 39 0.036 0.094 10
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TABLE 6-11
KR6 F irs t Preference Predictions - 0.05 Error Response
E lic ita tio n % of 1st
Scenario Preferences Mean High No. of
Techniaue Correct PUL PUC Occurrences
Underlying MAUF: KR6M
Complete-Correct
Keeney-Raiffa 82 0.003 0.047 2
HOPE 52 0.026 0.326 1
Math Prog. 34 0.236 1 .0 0 0 4
Complete-Incorrect
Keeney-Raiffa 64 0.008 0.047 7
HOPE 52 0.026 0.326 1
Math Prog. 66 0.033 0.504 1
SMART 66 0.073 0.504 7
Incomplete-Correct
Keeney-Raiffa 70 0.014 0.114 10
HOPE 53 0.023 0.420 1
Math Prog. 35 0.284 1 .0 0 0 11
Incomplete-Incorrect
Keeney-Raiffa 60 0.017 0.114 2
HOPE 54 0.029 0.420 2
Math Prog. 66 0.033 0.420 1
SMART 80 0.019 0.504 2
Underlying MAUF: KR6A
Complete-Correct
Keeney-Raiffa 80 0.009 0.055 4
HOPE 64 0.027 0.270 2
Math Prog. 34 0.061 0.348 2
SMART 24 0.103 0.486 8
Incomplete-Correct
Keeney-Raiffa 62 0.029 0.163 9
HOPE 64 0.040 0.592 1
Math Prog. 40 0.067 0.444 2
SMART 39 0.036 0.094 10
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error leve ls , than other completely but incorrectly specified models. 
At the same time, however, when the consequences of incorrect pre­
dictions were evaluated, SMART recorded higher mean PULs.
When the e lic ite d  functions were incompletely but correctly  
modeled, KR and HOPE registered the best performances. Both proce­
dures recorded a larger number of correct f i r s t  preference predic­
tions than mathematical programming or mathematical programming and 
SMART fo r the KR6M and KR6A scenarios, respectively. For the KR6M 
case, mathematical programming’ s in a b ility  to accurately id en tify  a 
most preferred a lternative  was exacerbated by the large decision 
maker "regret" which sometimes accompanied the technique’ s incorrect 
recommendations. On the other hand, when encoded MAUFs were incor­
re c tly  and incompletely specified, SMART provided the highest per­
centage o f correct f i r s t  preference predictions, a lb e it the largest 
PUL fo r an incorrect choice.
To summarize, KR encoded models were generally better predic­
tors of f i r s t  preferences than the models of the other e lic ita t io n  
methodologies. Even when mathematical programming and/or SMART e l i ­
c ited  functions provided more correct predictions, the KR procedure 
minimized the consequences o f an incorrect choice (e .g .,  lower mean 
and individual PUL values). Determining a second best performer was 
more d i f f ic u l t .  No clear choice was evident solely on the basis of 
the number of correct f i r s t  preference predictions offered. When the 
consequences of an incorrect recommendation were considered, HOPE 
ty p ic a lly  provided lower mean PULs than either mathematical program­
ming or SMART. Furthermore, inaccurate HOPE f i r s t  preference predic­
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tions avoided the substantial "regret" that accompanied some incor­
re c tly  revealed SMART and mathematical programming f i r s t  choices. 
Thus, on the basis of these measures i t  appears that HOPE was a bet­
te r  performer than both SMART and mathematical programming.
6.3 Relative Tradeoff Evaluations
6.3 .1  Overview
Multi a ttr ib u te  u t i l i t y  theory cautions against interpreting the 
MAUF scaling parameters as indicators of an a ttr ib u te ’ s (ob jective ’ s) 
re la tiv e  importance. Rather, the appropriate theoretical in terp re ta ­
tion  is  that the parameters re fle c t the willingness of the decision 
maker to e ffe c t tradeoffs between con flic ting  objectives. Such 
information could prove valuable in analyzing complex decision tasks.
Of the e lic ita t io n  procedures examined, only KR openly claims 
to recover th is  tradeo ff information. However, the other procedures 
do not always form ally disassociate themselves from th is  property. 
As a consequence, the user of an assessment technology might believe  
that the encoded MAUF parameters reveal tradeo ff information, when 
in fa c t, they do not.
This section discusses the extent to which the a lte rn a tive ly  
e lic ite d  scaling constants re lia b ly  recover tradeoff information. 
Relative tra d eo ff ra tios  were calculated fo r each pa ir of parameter 
estimates as follows:
Relative Assessed ki/Assc~sed k-:
Tradeoff = -------------------------------------------- (36)
Ratio True k^/True kj
When unbiased, th is  ra t io  w ill equal 1.0. Ratios greater (less) than
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1 .0  indicate th a t the assessed parameters have overweighted (under­
weighted) the decision maker’ s willingness to make tradeoffs between 
two objectives. Unfortunately, th is  ra t io  is asymmetric about the 
value 1 .0 . This can resu lt in misleading mean values of the ra tio  
scores. To overcome th is  problem, the natural logarithm o f the 
ra tios  was computed, averaged, and then the averages were retrans­
formed to y ie ld  a measure of the mean re la tiv e  tradeoff values.
A technique’ s a b il ity  to capture re la tiv e  tradeo ff information 
should be greatest fo r those cases where assessed models are cor­
re c tly  and completely specified. Thus, with the exception of SMART, 
ra tios  were computed only fo r the scaling constants o f completely and 
correctly  modeled functions. An exception was granted fo r SMART 
since the procedure is  s tru c tu ra lly  incapable o f encoding a m u lt ip li­
cative composite form.
6 .3 .2  Relative Tradeoff Ratio Performance
The mean re la tiv e  tradeoff ra tio s  produced by each technique 
when the assessed MAUF was fu lly  specified are presented in Tables 6 - 
12 to 6-17. Standard deviations (SD) are also lis te d . The results  
are presented by underlying MAUF and ra te  o f decision maker response 
erro r.
With respect to the underlying KR4M and KR4A preference struc­
tures (Tables 6-12 and 6 -13), the derived KR scaling parameters pro­
vided consistently accurate re la tiv e  tradeoffs as evidenced by mean 
values near 1.0 with small standard deviations. The HOPE procedure 
did not perform as well as KR when tradeoffs involved the a ttr ib u te  
X3 . One explanation could be HOPE’ S in a b ility  to recover a reason-
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TABLE 6-12
Relative Tradeoff Ratios - KR4M
Relative Keeney- Mathematical
Tradeoff Ratios R aiffa  HOPE Programming SMART3
0.025 Response Error
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aSMART is misspecified since i t  must always be additive
bSome rep lications have negative or near-zero 
estimated scaling parameters
value
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TABLE 6-13
Relative Tradeoff Ratios - KR4A
Relative Keeney- Mathematical
Tradeoff Ratios Raiffa HOPE Programming SMART
0.025 Response Error
kr k2 Mean 1.193 1.015 0.791 1.189
(SD) (0.025) (0.066) (0.034) (0.006)
kl ' k3 Mean 1.153 0.792a 1.980a 0.936
(SD) (0.034) (0.719) (1.847) (0.034)
kl -k 4 Mean 1.177 1.125 0.560 0.745
(SD) (0.044) (0.236) (0.107) (0 . 0 12 )
k2 -k3 Mean 0.967 0.780a 2.504a 0.787
(SD) (0.032) (0.714) (1.863) (0.029)
k2 -k4 Mean 0.986 1.108 0.708 0.627
(SD) (0.042) (0 . 2 20 ) (0.093) (0.007)
k3 -k4 Mean 1 .0 2 0 1 .448a 0.283a 0.797
(SD) (0.030) (0.852) (1.928) (0.024)
0.05 1Response Error
kr k2 Mean 1.191 1.072 0.828 1.185
(SD) (0.104) (0.125) (0.460) (0 . 0 1 0 )
kl " k3 Mean 1.230 0.348a 1.672a 0.942
(SD) (0.164) (0.489) (2.446) (0.063)
ki-k 4 Mean 1.203 1.061 1.838a 0.740
(SD) (0.159) (0.154) (2.446) (0.027)
k2 -k3 Mean 1.032 0.322a 2 . 020a 0.795
(SD) (0.085) (0.523) (2.779) (0.053)
k2 -k4 Mean 1 .0 1 0 0.990 2 . 2203 0.624
(SD) (0.085) (0.207) (2.469) (0.016)
k3 -k4 Mean 0.978 2.9183 1.0993 0.785
(SD) (0.042) (0.456) (4.003) (0.037)
aSome rep lications have negative or near-zero value
estimated scaling parameters
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able parameter value fo r the "minor" objective (a ttr ib u te ) X3 when 
h o lis tic  responses were noisy. For some rep lica tions , HOPE produced 
a negative value fo r 1*3 . While th is  shortcoming of HOPE has been 
acknowledged by Weber (1985), i t  has not been widely reported in the 
l ite ra tu re , and is  not mentioned in the orig ina l work developing the 
procedure. Although highly consistent resu lts  were obtained from 
rank exponent weights e lic ite d  by SMART, the procedure tended to 
underweight tradeoffs fo r most a ttrib u te  pairs .
As can be seen, the mathematical programming scores indicate  
the presence of a substantial bias. The ra tio s  are also highly v a r i­
able. In many replications the technique determined a near zero 
value fo r one or more of the parameters modeled which resulted in 
large tradeo ff ra tio s . I t  should be noted, however, that the pro­
cedure makes no claim to capture tradeoff information since the p a ir­
wise comparisons required to implement the procedure do not involve 
such judgments.
Results fo r the KR6M underlying construct are exhibited in 
Tables 6-14 and 6-15. In th is  instance both KR and HOPE produced 
reasonably good resu lts . The HOPE generated ratios did, however, 
display greater in s ta b ility  than the KR scores. As before, HOPE did 
not always generate th eo re tica lly  correct ( i . e . ,  >0 ) scaling para­
meters fo r each a ttr ib u te . The mathematical programming procedure 
was again in e ffec tive  in recovering useful information regarding the 
subject’ s willingness to make tradeoffs. SMART produced good ratios  
fo r some pairs of a ttrib u tes , but had a tendency to s ign ifican tly  
underweight others.
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TABLE 6-14
Relative Tradeoff Ratios - KR6M (0.025 Response Error)
Relative Keeney- Mathematical
Tradeoff Ratios Raiffa HOPE Proarammina SMARTa
k l-k 2 Mean 0.961 0.962 1.046 1.043
(SD) (0.025) (0.046) (0.172) (0.004)
kl " k3 Mean 0.966 0.922b 8.558b 1.032
(SD) (0.061) (0.453) (2.699) (0.032)
kl ' k4 Mean 0.950 1.027 15 .132b 0.912
(SD) (0.030) (0.078) (2.880) (0.005)
kl ‘ k5 Mean 0.951 1.091 3.122b 0.733
(SD) (0.038) (0.172) (2.105) (0.209)
kl _k6 Mean 0.946 0.971 2 .037b 0.793
(SD) (0.042) (0 . 220 ) (1.936) (0.208)
k2-k3 Mean 1.005 0.966b 8 .178b 0.990
(SD) (0.082) (0.459) (2.720) (0.036)
k2_k4 Mean 0.988 1.068 14.459b 0.875
(SD) (0.051) (0.074) (2.901) (0.009)
k2 'k5 Mean 0.990 1.134 2.984b 0.703
(SD) (0.061) (0.189) (2.136) (0.208)
k2 _k6 Mean 0.984 1.009 1.946b 0.761
(SD) (0.058) (0 . 2 21 ) (1.855) (0.209)
k3‘ k4 Mean 0.984 1 . 001b 1.768b 0.884
(SD) (0.043) (0.502) (2.662) (0.028)
k3-k5 Mean 0.985 1.186b 0.365b 0.710
(SD) (0.033) (0.437) (4.447) (0.209)
k3_k6 Mean 0.980 1.033b 0.238b 0.769
(SD) (0.043) (0.382) (4.105) (0.208)
k4‘ k5 Mean 1 .00 2 1.062 0.206b 0.804
(SD) (0.025) (0.196) (4.324) (0.208)
k4”k6 Mean 0.996 0.945 0.135b 0.870
(SD) (0.028) (0.248) (4.360) (0.208)
k5-k6 Mean 0.995 0.890 0.652b 1.082
aSMART
(SD) (0.037) (0.274) (2.616) (0.416)
is  misspecified since i t must always be additive
bSome rep lications have negative or near-zero value 
estimated scaling parameters
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TABLE 6-15
R e la tive  T radeoff Ratios - KR6M (0.05 Response E rro r)
ive Keeney- Mathematical
SMART3Ratios Raiffa HOPE Proaramminu
Mean 0.903 0.961 0.702 1.042
(SD) (0.046) (0.129) (1.330) (0.005)
Mean 0.927 0.679b 14.491b 1.041
(SD) (0.082) (0.412) (2.862) (0.046)
Mean 0.896 1.031 66.844b 0.914
(SD) (0.054) (0.206) (2.976) (0.007)
Mean 0.939 1.033 5.316b 0.828
(SD) (0.082) (0.412) (2.865) (0.193)
Mean 0.893 1.174 2.538k 0.706
(SD) (0.068) (0.597) (3.481) (0.203)
Mean 1.027 0.698b 20.637b 0.999
(SD) (0.115) (0.424) (2.603) (0.051)
Mean 0.992 1.072 95.190b 0.877
(SD) (0.075) (0.137) (2.184) (0.012)
Mean 1.040 1.075 7.572b 0.795
(SD) (0.105) (0.422) (2.945) (0.193)
Mean 0.990 1.222 3.615b 0.678
(SD) (0.086) (0.500) (2.965) (0.204)
Mean 0.967 1.583b 4.613b 0.878
(SD) (0.064) (0.534) (3.427) (0.040)
Mean 1.013 1.634b 0.367b 0.796
(SD) (0.078) (0.489) (4.237) (0.206)
Mean 0.963 1.796b 0.175b 0.679
(SD) (0.060) (0.826) (4.872) (0.191)
Mean 1.048 1.002 0.080b 0.907
(SD) (0.077) (0.421) (3.861) (0.194)
Mean 0.997 1.139 0.038b 0.773
(SD) (0.056) (0.493) (3.487) (0.201)
Mean 0.951 1.137 0.477b 0.852
(SD) (0.100) (0.693) (4.230) 
misspecified since i t  must always be additive
(0.394)
^ i - k 2
•<l-k3













bSome replications have negative or near-zero value 
estimated scaling parameters
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Tables 6-16 and 6-17 l i s t  the re la tiv e  tradeo ff ra tios  from the 
KR6A underlying structure. The KR tradeoff information was not as 
re lia b le  fo r th is  scenario. This appears to be due to the proce­
dure’ s underweighting of the "true" parameter x j .  HOPE produced 
accurate, but highly variable results . The mathematical programming 
procedure remained a poor performer. No difference was observed be­
tween the SMART ra tio s  fo r the KR6M and KR6A cases.
6.4 Summary
This chapter presented the results of the study. The quality  
of the e lic ite d  functions’ predictive performances were judged in two 
ways. F irs t, the ordinal predictions of the a lte rn a tiv e ly  assessed 
MAUFs were compared to the synthetic decision maker’ s "true" p refer­
ence rankings. The most consistently re lia b le  performances were 
demonstrated by the KR and HOPE methodologies. SMART’ S performance, 
while consistent, was less accurate than the KR and HOPE e lic ite d  
rankings. Mathematical programming ordinal predictions exhibited  
less precision and greater v a r ia b ility  than the orderings revealed by 
the other assessment technologies.
The a b il i ty  of the assessed models to correc tly  id en tify  the 
subject’ s most preferred decision a lte rnative  was then investigated. 
KR encoded models dominated the other procedures when choices in ­
volved four a ttr ib u tes . When the internal problem space was ordered 
by six a ttrib u tes , i t  became more d i f f ic u lt  to determine a best 
procedure. KR predictions did not always excel in terms of the 
number o f f i r s t  choices correctly id e n tifie d . However, incorrect
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TABLE 6-16
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aSome replications have negative 
estimated scaling parameters
or near-zero value
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TABLE 6-17
R e la tive  T radeo ff Ratios - KR6A (0.05 Response E rro r)
Relative Keeney- Mathematical
Tradeoff Ratios R aiffa HOPE Proarammina SMART
k i-k 2 Mean 0.476 0.970 0.778 1.044
(SD) (0.077) (0.131) (0.466) (0.005)
k i-k 3 Mean 0.922 0.816a 4.467a 1.039
(SD) (0.060) (0.438) (2.280) (0.049)
ki -k 4 Mean 0.873 0.984 24.438a 0.912
(SD) (0.070) (0.176) (2.838) (0.007)
k i-k 5 Mean 0.936 0.959 8 . 559a 0.825
(SD) (0.071) (0.275) (2.362) (0.192)
k i-k 6 Mean 0.918 1.078 0.514 0.703
(SD) (0.080) (0.468) (0.506) (0.204)
k2 -k3 Mean 1.936 0.838a 5.746a 0.996
(SD) (0 . 120) (0.487) (2.227) (0.054)
k2 -k4 Mean 1.833 1.015 31.431a 0.874
(SD) (0.088) (0.109) (2.574) ( 0 . 011 )
k2-k 5 Mean 1.965 0.989 11.008a 0.790
(SD) ( 0 . 111 ) (0.268) (2.531) (0.191)
k2 -k6 Mean 1.927 1 .112 0.661 0.674
(SD) (0.098) (0.371) (0.316) (0.205)
k3 -k4 Mean 0.947 1.223a 5.470a 0.877
(SD) (0.098) (0.538) (2.491) (0.043)
k3’ k5 Mean 1.015 1.241a 1.916a 0.794
(SD) (0.075) (0.457) (3.473) (0 . 202)
k3 'k6 Mean 0.995 1 .346a 0 .115a 0.677
(SD) (0.108) (0.772) (2.293) (0.195)
k4 'k5 Mean 1.072 0.974 0.350. 0.904
(SD) (0.097) (0.247) (4 .801) (0.193)
k4-k6 Mean 1.051 1.096 0 . 0 21a 0.771
(SD) (0.088) (0.373) (2.640) (0 . 201)
k5_k6 Mean 0.981 1.125 0.060a 0.853
(SD) (0.106) (0.457) (2.609) (0.393)
aSome replications have negative or near-zero value 
estimated scaling parameters
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selections were not accompanied by large proportions of u t i l i t y  loss. 
A lte rn a tive ly , in those cases where SMART or mathematical programming 
led to a greater number of correctly id e n tifie d  f i r s t  choices than 
e ith e r KR or HOPE, th e ir  incorrect recommendations often produced 
greater decision maker regret.
F in a lly , the a b i l i ty  of the e lic ite d  scaling parameters to  
represent the decision maker’ s willingness to make tradeoffs between 
pairs o f objectives was measured. I t  was determined that KR assessed 
scaling parameters (with some exceptions) generally recovered th is  
information. Parameters assessed by HOPE were also re la tiv e ly  good 
at providing useful resu lts . Exceptions were noted fo r HOPE, how­
ever, when the underlying MAUF contained "minor" attribu tes and 
decision maker h o lis tic  evaluations were noisy. In such cases, 
derived scaling parameters were sometimes negative. Mathematical 
programming does not profess to o ffe r th is  information and was unable 
to do so fo r the models estimated. Scaling parameters e lic ite d  by 
SMART consistently underweighted the decision maker’ s re la tiv e  trade­
o ffs .
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CHAPTER 7 SUMMARY AND CONCLUSION
7.1 Overview
This research investigated the structural a b il it ie s  of four 
MAUF assessment procedures to capture an experimental decision ma­
ker’ s underlying preferences fo r disparate choice a lte rn atives . The 
assessment procedures examined were: the Keeney-Raiffa (KR) proce­
dure (Keeney and R aiffa  1976); the h o lis tic  orthogonal parameter 
estimation, or HOPE, procedure (Barron and Person 1979); the simple 
multi a ttr ib u te  rating  technique, or SMART (Edwards 1977); and the 
mathematical programming procedure (Klein et a l . 1985).
A hypothetical decision making environment was created to 
compare the s e n s itiv ity  of each procedure’ s performance to e l ic i t a ­
tion errors of known type and magnitude. While behavioral effects  
were neutralized, the experimental e lic ita t io n  exercises contained 
one or more o f the following assessment errors: noisy respondent
inputs; incorrectly  specified model forms; and incompletely defined 
a ttr ib u te  sets. A procedure’ s robustness was determined, in a gene­
ral manner, by comparing the revealed preferences o f the assessed 
functions to the a r t i f ic ia l  subject’ s known internal preference 
constructs.
The general findings o f the research are contained in Section 
7 .2 . Section 7.3 presents guidelines to assist an analyst in select­
ing an assessment technology. The lim ita tio n s  of the study and 
suggestions fo r future research are given in Section 7 .4 . F ina lly , 
conclusions are drawn in Section 7.5
127
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7.2 Summary o f General Findings
Each assessment procedure modeled four d is tin c t underlying 
MAUFs. The re la tiv e  performance of each technique was evaluated in 
terms o f its  a b il i ty  to capture the subject’ s ordinal preferences, 
most preferred preference, and willingness to e ffe c t tradeoffs bet­
ween a ttrib u tes .
On the basis of its  overall performance across e lic ita t io n  
scenarios, the KR procedure was the most robust technique examined. 
KR models consistently provided accurate ordinal preference re ­
coveries. In addition, the technique revealed a higher percentage 
of correct f i r s t  preferences than did its  competitors for every 
assessment context except one. Perhaps, ju s t as importantly, was 
KR’ s a b il i ty  to encode models which avoided substantial "regret" when 
the subject’ s most desired a lte rn ative  was incorrectly  revealed. 
F in a lly , KR derived scaling parameters re lia b ly  portrayed the in te r ­
nal tradeoffs made by the decision maker in evaluating choice a lte r ­
natives.
While HOPE encoded useful MAUFs, its  preference predictions 
were ty p ic a lly  more inconsistent and less accurate than those of KR. 
Both KR and HOPE ordinal preference predictions were re la tiv e ly  
insensitive to the type and magnitude of errors introduced into the 
assessment process. However, unlike KR, the accuracy of HOPE’ S iden­
t i f ie d  f i r s t  choices often exhibited marked deterioration  with in ­
creases in the level of response noise from the decision maker. 
Also, the re la tiv e  tradeoff information gleaned from HOPE’ S derived 
scaling parameters was more variable and less re lia b le  than the
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information provided by the KR e lic ite d  parameters. This was most 
evident when tradeoffs involved "minor" attributes and/or when 
h o lis tic  inputs were subjected to moderate levels of noise.
The structure o f the mathematical programming procedure makes 
implementation re la t iv e ly  expensive in terms of analyst time and 
e f fo r t .  Because the nonlinear programming problems used to estimate 
the single a ttr ib u te  u t i l i t y  functions are nonconvex, care must be 
taken to avoid in fe r io r  solutions. This w ill generally require the 
analyst to solve each problem several times using d iffe ren t s tarting  
points. Furthermore, the procedure does not provide a specific  
approach fo r conducting consistency checks. Rather, inputs are 
considered "p rac tic a lly  consistent" as long as a feasible region for 
the nonlinear programming problems ex is ts . F in a lly , the analyst has 
no p rio r knowledge as to the number of pairwise preference compari­
sons needed to estimate a set o f scaling parameters; nor does the 
analyst know when a s u ffic ien t number o f such comparisons have been 
e lic ite d .
The increased e f fo r t  required of the e lic ito r  to implement the 
mathematical programming technique is not ju s tif ie d  considering the 
procedure’ s less accurate and substantia lly  more variable preference 
predictions. The procedure demonstrated a greater s e n s itiv ity  to 
increased respondent noise than e ith e r the KR or HOPE methodologies. 
In several instances, the accuracy of the technique’ s ordinal predic­
tions decreased by 25%-30% when the subject’ s inputs became no is ier. 
Sim ilar rates of decrease in the percentage of correctly id en tifie d  
f i r s t  preferences were also found to accompany increases in noisy
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response rates. The mathematical programming procedure was also the 
only technique to select as the most preferred choice the subject’ s 
least desired a lte rn a tive . The procedure’ s e lic ite d  scaling con­
stants could not accurately reveal the subject’ s internal re la tiv e  
tradeoffs between objectives. However, th is  technique is  not struc­
tured to recover th is  tradeo ff information since i t  is  based solely 
on decision maker pairwise preference comparisons.
S im ila rly , SMART ordinal preferences were less accurate than 
those generated by the KR and HOPE methodologies. In addition, a 
decrease in ordinal preference predictions was observed when the 
subject’ s internal decision space deviated more severely from an 
additive construct. SMART also appeared to be more successful at 
representing an overall preference structure than i t  was in revealing  
the subject’ s most desired a lte rn a tiv e . While th is  may be an ar­
t i f a c t  of the underlying preferences and choices evaluated, i t  does 
suggest the technique is  s tru c tu ra lly  better at providing gross 
preference orderings than at making fin e  d istinctions among a lte r ­
natives. F in a lly , scaling parameters e lic ite d  by SMART repeatedly 
underweighted the decision maker’ s actual re la tiv e  tradeoffs among 
a ttr ib u tes .
7.3 Guidelines fo r Selecting an E lic ita tio n  Procedure
The s u ita b ility  o f an assessment technique depends on the 
partic ipants , the purpose, and the consequences of the decision 
problem being analyzed. At a minimum, the technique selected must be 
s tru c tu ra lly  capable of recovering the information needed to f u l f i l l
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the requirements o f the analysis. The following guidelines can 
assist an analyst in deciding i f  a technique is s tru c tu ra lly  ap­
propriate fo r a specific  decision task.
1. While the implementation of the KR procedure can require a 
sizeable investment of analyst and decision maker tim e, its  close 
structural lin k  to the basic theory of multi a ttr ib u te  u t i l i t y  analy­
sis yie lds robust preference models. In the presence of various 
types of assessment errors, the technique consistently and accurately 
captures the respondent’ s underlying preference construct. There­
fo re , the KR technique is  recommended fo r those decisions where 
selecting a most preferred a lte rn ative  is c r i t ic a l .  Since KR ac­
curately modeled the subject’ s willingness to e ffe c t tradeoffs  
between objectives, i t  is  also recommended whenever such information 
is  needed.
2. HOPE appears to be s tructu ra lly  capable of providing good 
to excellent recoveries of a decision maker’ s ordinal preferences.
Its  a b i l i ty  to accurately predict f i r s t  preferences, however, appears 
to be sensitive to the magnitude of noise contained in the h o lis tic  
inputs. The structural composition of the technique is such that
noise in one input can a ffec t the estimated value of at least one
scaling constant and several individual u t i l i t y  values. Thus, even 
moderate amounts o f noise can reduce HOPE’ S accuracy in predicting a 
most preferred a lte rn a tive . This makes HOPE s lig h tly  less a ttrac tive  
s tru c tu ra lly  than KR when the most desirable decision a lte rnative  
must be correctly  id e n tifie d . In addition, noisy inputs can y ie ld  
th e o re tic a lly  invalid  scaling parameters and meaningless single
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objective u t i l i t y  values when "minor" objectives are present. While 
th is  does not appear to s ig n ifican tly  a lte r  HOPE’ S ordinal preference 
predictions, i t  can reduce the method’ s effectiveness when fine  
distinctions among competing strategies must be made to identify  the 
best course of action.
3. Unlike HOPE, SMART estimates scaling constants and single 
a ttr ib u te  u t i l i t y  functions separately. Thus, errors in the estimate 
of conditional u t i l i t y  functions and scaling parameters are indepen­
dent of one another. However, SMART’ S sole re liance on lin ear condi­
tional u t i l i t y  functions and an additive construct inherently in tro ­
duces error into  the assessment process when the underlying single 
a ttr ib u te  functions are highly nonlinear and/or the composite form is 
nonadditive. The potential therefore exists fo r  a less robust model 
to be assessed whenever the underlying preference construct deviates 
substantia lly  from an additive representation. SMART’ S structural 
sim plic ity  may also explain why i t  appears to be more successful in 
providing overall preference rankings than in correctly  identifying a 
f i r s t  preference. Consequently, when a subject’ s most desired 
a lte rn a tive  must be id e n tifie d , the analyst should select e ith er the 
KR or HOPE procedure. However, one advantage o f SMART’ S structural 
sim plic ity  is the ease with which the technique can be implemented. 
This advantage increases the s u ita b ility  o f SMART fo r those decision 
tasks where contemplated choices must be quickly separated into  
categories o f acceptable and unacceptable a lte rn a tives .
4. Not only is the mathematical programming procedure d i f ­
f ic u lt  to implement (from the analyst’ s standpoint) i t  appears to be
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the least robust of the methods tested. I ts  structural weaknesses 
are especially evident when noisy responses create inconsistent 
inputs. In such instances, estimated scaling parameters can be so 
distorted that preference predictions can reverse the decision 
maker’ s least and most preferred choices. Even overall preference 
rankings can be highly unstable and/or inaccurate. Since noisy and 
inconsistent responses are p o ten tia lly  present in every assessment 
exercise, the procedure is not recommended.
7.4 Lim itations and Suggestions fo r Future Research
The generalization of th is  study’ s findings to other decision 
contexts is  lim ited  by several factors. F irs t , th is  study was 
conducted using a hypothetical decision maker whose preferences were 
e lic ite d  in an environment where various assessment errors could be 
e ith er neutralized or systematically introduced and controlled. 
Because th is  study was concerned with the structural a b il ity  of 
d iffe re n t e lic ita t io n  procedures to encode va lid  preferences th is  
approach seemed prudent. However, in re a lity  the assessment process 
does not take place in a behavioral vacuum, and the presence of 
various analyst and e l ic ito r  influences can also a ffec t a procedure’ s 
performance.
Second, to study as wide a range of assessment errors as 
possible the study examined only four underlying preference struc­
tures. A larger and more varied study represents an important step 
in extending th is  study’ s recommendations to a broader set of under­
lying preferences and decision tasks. Closely related to th is  1 im i­
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ta tion  is  the constraint imposed by using a single hypothetical 
experimental subject. The s u ita b ility  of any procedure may vary 
across decision makers and decision problems. Information regarding 
individual perceptions of a technique’ s effectiveness in real deci­
sion making situations would therefore be beneficial in establishing  
a procedure’ s appropriateness fo r a specific  decision task.
This study developed a set of guidelines to assist an analyst’ s 
choice o f a s tru c tu ra lly  appropriate MAUF e lic ita t io n  technique. 
However, because a procedure’ s effectiveness can depend on the 
decision problems and its  partic ipants , the recommendations presented 
here are prelim inary ones. To establish a more d e fin it iv e  set of 
guidelines, future research must address the lim ita tio n s  discussed 
above. For example, many d iffe ren t underlying preference constructs 
could be developed by sampling from a d is trib u tio n  o f simulated 
scaling parameters and univariate u t i l i t y  functions. This would 
provide a more extensive examination o f a technique’ s structural 
a b il ity  to  accurately model a wider and more varied set o f prefer­
ences than those considered here.
In addition , research extending the recently completed works of 
Laskey and Fischer (1987) and Fischer et a l . (1987) to compare the 
robustness o f s ta t is t ic a l models to tra d it io n a lly  encoded functions, 
and to evaluate the effects of proxy a ttrib u tes  on a procedure’ s 
performance, respectively, should be conducted. F in a lly , to more 
fu lly  delineate the influences of behavioral e ffects  on a technique’ s 
performance, studies employing liv e  subjects in both laboratory and 
real decision making settings should be conducted. Such research
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
135
would provide greater insight in to  a subject’ s perception of a metho­
dology’ s worthiness and effectiveness under d iffe re n t assessment 
environments.
7.5 Conclusion
The findings of th is  research revealed that a lte rn a tiv e ly  en­
coded MAUFs can y ie ld  s ig n ific a n tly  d iffe re n t decision rules for 
evaluating experimental choice a lte rn a tives . This suggests that an 
analyst deliberating  over the choice of an assessment methodology 
should re la te  a technique’ s structural a b il it ie s  to the requirements 
of the decision being contemplated. While the recommendations pro­
vided by th is  study may be applicable only to decision contexts 
s im ila r to those examined, the d issertation  provides an in i t ia l  set 
of guidelines to assist an analyst in choosing an MAUF e lic ita t io n  
procedure.
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APPENDIX A
DETERMINATION OF THE MAGNITUDE OF THE NOISY RESPONSES 
The magnitude of the response error to be introduced into the 
experimental e lic ita t io n  exercises was determined using the approach 
o f Barron and Person (1979). Four a ttrib u te  levels (1 ,2 ,3 ,4 ) ,  with 
levels  1 and 4 representing the least and most preferred a ttr ib u te  
values, respectively, were defined fo r every decision c r ite r io n . The 
numerical values corresponding to each a ttrib u te  level are presented 
in Table A -l.  For the underlying KR4 (KR6) MAUF, a ll a ttr ib u te  v a l­
ues were fixed at level 3, except the two (three) a ttribu tes  with the 
smallest scaling parameters. The "true" MAUFs were used to compute 
the u t i l i t y  fo r each of the 16 (64) p ro files  consisting o f the four 
leve ls  o f the two (three) free a ttr ib u tes . The process was repeated 
with the two smallest KR4 (three smallest KR6) a ttribu tes  held con­
stant at level 2. Table A-2 contains the standard deviation values 
calculated from the "true" u t i l i t y  responses over the 16 (64) u t i l i t y  
values. Standard deviations ranging from 0.017 to 0.054 were de­
rived . The values o f 0.025 and 0.05 were selected as representative  
standard deviation levels fo r purposes of th is  study.
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Table A -l A ttribu te  Values at Four Levels
KR4
xi
A ttribu te  
x2 x3 x4
Level 1 75 800 800 2000
Level 2 68 550 550 1400
Level 3 57 250 250 700
Level 4 50 0 0 0
KR6
xi x2 x3
A ttribute  
x4 x5 x6
Level 1 4000 50 90 1000 250,000 1500
Level 2 2834 77 64 667 167,500 1000
Level 3 1667 104 38 334 85,000 501
Level 4 500 130 12 1 2,500 2
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Table A-2. Standard Deviation o f "TRUE" H o lis tic  Responses
A ttributes Attributes  
Fixed at Fixed at









Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
150





1 1 1 1
1 2 2 3
1 3 3 4
1 4 4 2
2 1 2 2
2 2 1 4
2 3 4 3
2 4 3 1
3 1 3 3
3 2 4 1
3 3 1 2
3 4 2 4
4 1 4 4
4 2 3 2
4 3 2 1
4 4 1 3
a Source Addelman (1962)
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Table B-2. Orthogonal Experimental Design fo r 6 A ttributes
On 4 Levels3
X1 x2
A ttr i bute 
x3 x4 x5 x6
1 1 1 1 1 1
1 2 2 3 4 1
1 3 3 1 2 4
1 4 4 2 1 3
1 1 1 4 3 2
2 1 2 2 2 2
2 2 3 4 1 1
2 3 4 1 3 1
2 4 1 3 1 4
2 1 1 1 4 O
3 1 3 3 3 3
3 2 4 1 1 2
3 3 1 2 4 1
3 4 1 4 2 1
3 1 2 1 1 4
4 1 4 4 4 4
4 2 1 1 2 3
4 3 1 3 1 2
4 4 2 1 3 1
4 1 3 2 1 1
1 1 1 1 1 1
1 2 1 2 3 4
1 3 2 4 1 3
1 4 3 1 4 2
1 1 4 3 2 1
a Source Addelman (1962)
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APPENDIX C
FOUR ATTRIBUTE AND SIX ATTRIBUTE PROFILES
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TABLE C -l. FOUR ATTRIBUTE PROFILES
Xl x2
Val ue 







2000 4 2 2
57 250 800 1400 3 3 1
57 550 250 2000 3 2 3
50 800 800 700 4 1 1
68 250 250 2000 2 3 3
68 250 800 0 2 3 1
68 800 800 700 2 1 1
75 0 800 700 1 4 1
50 250 550
SET 2
1400 4 3 2
57 250 0 2000 3 3 4
50 800 250 1400 4 1 3
50 800 800 0 4 1 1
68 0 800 700 2 4 1
57 0 550 1400 3 4 2
68 0 0 2000 2 4 4
57 250 800 700 3 3 1
SET 3
50 0 550 1400 4 4 2
50 550 0 1400 4 2 4
50 800 250 700 4 1 3
68 550 0 700 2 2 4
50 550 550 700 4 2 2
68 550 250 0 2 2 3
68 0 250 700 2 4 3
50 0 0 2000 4 4 4
SET 4
50 800 0 2000 4 1 4
57 800 250 700 3 1 3
50 550 550 1400 4 2 2
50 550 800 0 4 2 1
57 0 800 700 3 4 1
68 0 250 2000 2 4 3
57 550 0 2000 3 2 4
SET 5
68 0 550 0 2 4 2
57 250 0 0 3 3 4
50 0 550 2000 4 4 2
50 550 550 0 4 2 2
50 550 0 2000 4 2 4
68 0 250 1400 2 4 3
50 550 250 700 4 2 3
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X1 x2 x3 x4 x5
1 3 4 1 3 3
2 3 2 4 2 3
3 2 1 2 4 3
1 4 1 2 1 2
2 3 1 3 3 4
4 2 2 1 4 2
4 1 2 4 2 4
4 1 4 3 1 2
3 4 1 4 1 2
1 4 3 3 2 2
2 2 2 1 3 1
4 4 3 2 2 2
1 3 1 3 2 4
1 4 3 2 1 4
3 1 1 3 3 4
2 3 4 2 1 3
2 4 3 2 3 4
4 4 3 3 3 2
2 2 4 3 4 2
1 2 2 4 2 3
3 3 3 4 4 2
1 4 4 2 1 1
4 1 1 3 3 3
2 2 4 2 4 3
1 4 1 3 1 1
4 4 2 2 1 3
2 3 1 4 1 1
3 4 2 2 3 1
4 3 2 3 1 1
3 3 2 3 4 1
3 1 2 4 1 4
4 3 1 1 3 1
4 4 3 4 3 1
4 2 2 3 1 2
2 4 2 1 2 2
3 2 3 2 1 3
4 4 1 3 4 4
3 3 4 1 1 3
2 1 2 2 1 4
2 3 3 3 4 1
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