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対称錐計画は線形計画 (\mathrm{L}\mathrm{P}) , 2次錐計画(SOCP), 半正定値計画 (SDP) をすべて含む大きな
錐線形計画のクラスである。特に、主双対内点法が適用できるほぼ最大のクラスとして知られ






実ベクトル空間 \mathbb{E} は、任意の元 x, y\in \mathbb{E} に対して以下の性質をもつ乗算 \circ が定義されているときJordan
代数と呼ばれる:
 x\circ y = y\circ x (1)
x\circ(x^{2}\circ y) = x^{2}\circ(x\circ y) . (2)
ここで、 x^{2} は x\circ x を表している。この乗算に関する単位元を e とする。任意の x \in \mathbb{E} に対して
x\circ e=e\circ x=x が成り立つ。また、 x\circ y=e となる y を x^{-1} と表記する。


















と定義しても (1), (2) を満たす。ここで \tilde{x} , ỹ は n-1 次元ベクトルである。この乗算の単位元は








3. n\times n 対称行列の集合 \mathrm{S}^{n} の場合を考える。 \mathrm{S}^{n} は n(n+1)/2 次元の実ベクトル空間である。 X, \mathrm{Y}\in \mathbb{S}^{n}
通常の積 (XY)_{j}l=\displaystyle \sum_{k=1}^{n}X_{ $\iota$ k}Y_{k_{J}} は (1) を満たさない。しかし
\displaystyle \mathrm{X}\circ Y=\frac{XY+YX}{2} (5)
と定義すれば (1), (2) を満たす。単位元は恒等行列 I である。
Jordan 代数 \mathrm{E} は、そこに以下の性質を持つ内積 \rangle が定義されているとき、ユークリッド Jordan 代
数と呼ばれる:
\forall x, y, z\in \mathbb{E}, \langlexoy,  z ) =\langle y,  x\circ z\rangle . (6)
この性質を持つ内積をユークリッド内積と呼ぶ。以下では \mathbb{E} はユークリッ ド Jordan代数を表すものとす
る。 \mathrm{E} において、ユークリッ ド内積を用いたノルムを
\Vert x\Vert_{J}=\sqrt{\langle x,x)}
で定義する。
ベクトル a_{1} , . . . , a_{m}\in \mathbb{E} に対して一次写像 A : \mathbb{E}\rightarrow \mathbb{R}^{m} を
(A(x))_{ $\iota$}=\langle a_{ $\iota$}, x)
で定義する。便宜上、 A(x) を行列のようにAx と書く ことにする。また、
\mathrm{k}\mathrm{e}\mathrm{r}A = \{x\in \mathrm{E} : Ax=0\}=\{x\in \mathrm{E} : \langle a_{l}, x\rangle=0(i=1, \ldots, m)\},
{\rm Im} A^{T} = { y\in \mathbb{E} : ヨu\in \mathbb{R}^{m} s.t. y=\displaystyle \sum_{l=1}^{m}u_{x}a_{ $\iota$} }
と書く。線形代数の基本定理として、 \mathrm{k}\mathrm{e}\mathrm{r}A と {\rm Im} A^{T} がお互いに直交補空間となることは容易に確かめら
れる。
\mathbb{E} において c\mathrm{o}c=c が成り立つ元を射影子 (idempotent) と呼ぶ。 \mathbb{E} の任意の元 x に対し、 r 個の射
影子 c_{1} , . . . , c_{r} および r 個の実数 $\lambda$_{1} \geq$\lambda$_{2}\geq\ldots\geq$\lambda$_{r} が存在して
x=$\lambda$_{1}c_{1}+\cdots+$\lambda$_{r}c_{r}
と書けることが知られている。ただし、射影子の集合 \{c_{1}, . . . , c_{ $\tau$}\} は
c_{i}\displaystyle \circ c_{J}=0(i\neq j) , \sum_{J^{=1}}^{r}c_{i}=e, \langle c_{J}, c_{J}\}=1(j=1, \ldots, r)
を満たす。 \{c_{1}, . . . , c_{ $\tau$}\} は x の Jordan 枠 (Jordan frame) と呼ばれる。 $\lambda$_{1} , . . . ,  $\lambda$。は  x の固有値
(Eigenvalue), r は \mathrm{E} のランク (rank) と呼ばれる。以下では、 x の固有値を $\lambda$_{j}(x) (j=1, \ldots, r) と書
く ことにする。ただし、 $\lambda$_{1}(x)\geq$\lambda$_{2}(x)\geq\cdots\geq$\lambda$_{r}(x) が成り立っているものと仮定する。次の関係式は重
要である:
\displaystyle \langle e, x\rangle=\{\sum_{l=1}^{r}c_{l}, \sum_{J=1}^{r}$\lambda$_{j}(x)c_{J}\}=\sum_{J^{=1}}^{r}$\lambda$_{ $\gamma$}(x) .
例2 1. \mathbb{E}=\mathbb{R}^{n} において (3) で \circ が定義されているとき,
\displaystyle \langle x, y\rangle=\sum_{g=1}^{n}x_{J}y_{j}
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2. \mathbb{E}=\mathbb{R}^{n} において (4) で \circ が定義されているとき、通常の内積 \displaystyle \sum_{J^{=1}}^{n}x_{J}y_{J} は (6) を満たさない。内
積を
\displaystyle \{x, y\rangle=2\sum_{J^{=1}}^{n}x_{J}y_{J}












3. X, Y\in \mathbb{S}^{n} に対して
\langleX,  Y)=\mathrm{t}\mathrm{r}(XY)
で定義された内積は (6) を満たす。よって \Vert I\Vert_{J}=\sqrt{} である。また、実対称行列 X には n 個の固
有値 $\lambda$_{1} , . . . , $\lambda$_{n} と対応する単位固有ベクトル q_{1} , . . . , q_{n} があり、
X=\displaystyle \sum_{J^{=1}}^{n}$\lambda$_{J}q_{J}q_{J}^{T}
と固有値分解できることはよく知られた事実である。この場合 \mathbb{S}^{n} のランクは n であり、 q_{J}q_{J}^{T} (j=
1 , . . . , n) が射影子となる。
1.2 対称錐
ユークリッ ドJordan 代数 \mathrm{E} において、「2乗の錐」 すなわち
\mathcal{K}=\{x^{2} : x\in \mathbb{E}\}
を対称錐と呼ぶ。これは、固有値が全て非負である元の集合と一致することが知られている。また、対称錐
の内部は、固有値が全て正である元の集合と一致する。
例3 1. (3) の場合、2乗の錐は
\{x^{2} : x\in \mathbb{R}^{n}\}=\{z : z_{j}=x_{j}^{2}(j=1, \ldots, n)\}=\{x : x\geq 0\}.
つまり非負象限 \mathbb{R}_{+}^{n} である。 \mathbb{R}_{+}^{n} の内部は Int \mathbb{R}_{+}^{n}=\{x : x>0\}=\mathbb{R}_{++}^{n} である。
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2. (4) の場合、2乗の錐は
\{x^{2} : x\in \mathbb{R}^{n}\}=\{ \left(\begin{array}{l}
||x||^{2}\\
2x_{0^{\tilde{X}}}










3. (5) の場合、2乗の錐は半正定値行列の集合となる。 \mathrm{X}\succeq O でX が半正定値であることを表すとす
れば、
{X : X\succeq 0 }
となる。この錐は半正定値錐と呼ばれる。以下では半正定値錐を \mathrm{S}_{+}^{n} で表す。また、その内部は正定
値行列錐 \mathbb{S}_{++}^{n} である。
ユークリッ ドJordan 代数 \mathbb{E} において、ベクトル w\in \mathrm{i}\mathrm{n}\mathrm{t}\mathcal{K} に対して \mathrm{L}(w):\mathbb{E}\rightarrow \mathbb{E}, \mathrm{Q}(w):\mathbb{E}\rightarrow \mathrm{E} を
\mathrm{L}(w)x=w\circ x, \mathrm{Q}(w)=2\mathrm{L}(w)^{2}-\mathrm{L}(w^{2})
で定義する。 \mathrm{Q}(w) は2次表現 (Quadratic representation) と呼ばれ、次の性質を持つことが知られている。
1. \mathrm{Q} は一次変換である。











以下、本稿では対称錐 \mathcal{K} が p 個の単純な対称錐の直積で書かれていることを仮定する。つまり、
\mathcal{K}=\mathcal{K}_{1}\times \mathcal{K}_{2}\times\cdots\times \mathcal{K}_{p} (7)
である。線形計画であれば全ての \mathcal{K}_{l} が \mathbb{R}_{+} であり、2次錐計画であれば \mathcal{K}、は \mathbb{R}_{+} のほか2次錐 \mathrm{L}_{n}. を




錐の分解 (7) に対応してユークリッ ドJordan代数 \mathbb{E} は
\mathbb{E}=\mathbb{E}_{1}\times \mathbb{E}_{2}\times\cdots\times \mathbb{E}_{\mathrm{p}} (8)
と分解できる。 \mathbb{E} における乗算は各部分空間 \mathbb{E}_{ $\iota$} における乗算の直積で定義される。
以後、 \mathbb{E}_{i} の次元は n_{\mathrm{t}} , ランクは r_{l} と仮定する。 \mathbb{E} の次元は N=\displaystyle \sum_{ $\iota$=1}^{p}n_{l} , ランクは r=\displaystyle \sum_{ $\iota$=1}^{\mathrm{p}}r_{l} とな
る。各 \mathbb{E}_{l} の単位元を e、とすると \mathbb{E} の単位元は
e=e_{1}\times \cdots \times e_{p}
である。
1.4  1-\infty ノルムと \infty-1 ノルム
これから扱う対称錐計画問題では、全空間 \mathbb{E} が(8) のように部分空間の直積として書かれていることを
仮定する。また x\in \mathbb{E} に対し、 \mathbb{E}、に対応する部分を x、と表記する。各部分ベクトル x、はベクトルのと
きもあれば対称行列のときもある。
この構造を反映して、以下のノルムを定義する :
\displaystyle \Vert x\Vert_{1,\infty}=\max_{ $\iota$=1,\ldots,\mathrm{p}}\Vert x_{\mathrm{t}}\Vert_{1},
ただし、
\displaystyle \Vert x_{ $\iota$}\Vert_{1}=\sum_{J^{=1}}^{r}|$\lambda$_{J}(x_{\mathrm{t}})|
は固有値に関する1 ノルムである。また、 \Vert\cdot\Vert_{1,\infty} と双対なノルムは
\displaystyle \Vert x\Vert_{\infty,1}=\sum_{ $\iota$=1}^{p}\max\{|$\lambda$_{j}(x_{ $\iota$})| :j=1, . . . , r_{l}\}
と定義される。
これらのノルムに関して以下の性質があることはすぐに確かめられる。
補題1 1. (Cauchy‐Schwarz の不等式)
\forall x, y\in \mathrm{E}, |\langle x, y\rangle|\leq\Vert x\Vert_{1,\infty}\Vert y\Vert_{\infty,1}.
2. x\in \mathcal{K} のとき、 \displaystyle \Vert x\Vert_{1,\infty}=\max\{\langle e_{ $\iota$}, x_{i}\rangle : i=1, . . . ,p\}.
3. \Vert x\Vert_{\infty,1}\leq\sqrt{p}\Vert x\Vert_{\mathrm{J}}
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例4 1. 全ての \mathcal{K}_{1} , . . . , \mathcal{K}_{p} が \mathbb{R}_{+} の場合,
\displaystyle \Vert x\Vert_{1,\infty}=\max\{|x_{i}| : i=1, . .. p\}=\Vert x\Vert_{\infty}
である。
2. 全ての \mathcal{K}_{1} , . . . , \mathcal{K}_{p} が2次錐の場合,
\displaystyle \Vert x\Vert_{1,\infty}=\max\{|$\lambda$_{1}^{l}|+|$\lambda$_{2}^{l}| : i=1, . .. p\}
である。特に x\in \mathcal{K} の場合には
\displaystyle \Vert x\Vert_{1,\infty}=\max\{2(x_{\mathrm{r}})_{0} : i=1, . . . ,p\}
となる。ここで (x_{\mathrm{t}})_{0} は部分ベク トル x_{ $\iota$} の先頭要素を表す。
2 同次対称錐計画問題の内点許容解を求めるアルゴリズム
2.1 扱う問題
\mathcal{K}=\mathcal{K}_{1}\times\ldots\times \mathcal{K}_{p} を単純な対称錐 p 個の直積として、次の2つの問題を考える:
\langle \mathrm{P}(A)\rangle find  x s.t. Ax=0,  x\in int \mathcal{K}
\langle D(A)\rangle find (u, y) s.t. y=A^{T}u, y\in \mathcal{K}, y\neq 0
線形計画 \langle LP(A) ), \langle DLP(A)\rangle の場合と同様に、 \langle P(A)\rangle と \langle D(A)\rangle はどちらか一方のみに必ず解が存在
する、いわゆる 「二者択一」 の関係にある。
補題2次のうちどちらか一方のみが常に成り立つ:




find  x s.t. Ax=0, \Vert x\Vert_{1,\infty}\leq 1,  x\in int \mathcal{K}.
1‐inf ノルムの性質から、この問題は以下の問題と等価である:
\langle P_{s}(A)\rangle find  x s.t. Ax=0, \langle e_{ $\iota$},  x_{i}\rangle \leq 1 (i=1, \ldots, p) ,  x\in int \mathcal{K}.
明らかに、 \{P_{8}(A)\rangle の許容解は \langle P(A)\rangle の許容解であるし、 \langle \mathrm{P}(A)\rangle に許容解  x があれば、 x/\langle e,  x\rangle は
鳥(A) の許容解である。つまり、 \langle P(A) ) の許容解の有無は \langle P_{s}(A)\rangle の許容解の有無と一致する。以下では
\{P_{s}(A)\rangle の許容集合を \mathcal{F}_{s}(A) と置く.
a, b\in \mathbb{E}_{i} に対し、半空間 H(a, b)\subseteq \mathbb{E}_{i} を
H(a, b)=\{x_{i}\in \mathbb{E}_{l} : \langle a, x_{i}\rangle\leq\{a, \mathrm{b}\}\}
で定義する。一般に \{e_{ $\iota$}, e_{i}\}=r_{i} であるので、
x\in \mathcal{F}_{s}(A)\Rightarrow x_{i}\in H(e_{ $\iota$}, e_{i}/r_{l})
であることに注意する。
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\langle e_{i}, x i\}\leq($\rho$_{i}r_{i})^{-1}
容解の
[範囲
図1: カッ ト生成ベク トルの意味
2.2 カット生成ベクトル
次の補題は証明は簡単だが、Chubanov のアルゴリズムの対称錐への拡張において根幹をなすものであ
る。ここで r_{\max}=\displaystyle \max r_{ $\iota$} である。
補題3 ([7, Theorem 12]) ベク トル y が
y\displaystyle \in \mathcal{K}, z=P_{A}y, z\not\in \mathcal{K}, y-z\not\in \mathcal{K}, \Vert z\Vert_{J}\leq\frac{1}{2r_{\max}\sqrt{p}}\Vert y\Vert_{1,\infty} (9)
を満たすとする。 y の i 番目の部分ベクトル y_{\mathrm{t}}\in \mathbb{R}^{n_{t}} に対し、
$\rho$_{i}=\displaystyle \frac{\{e_{l},y_{l}\rangle}{r_{l}\sqrt{p}||z\Vert_{J}} (10)
と定義する。もし、ある i について p_{l}\geq 2 ならば、任意の x\in \mathcal{F}_{s}(A) に対して x_{i}\in H(y_{\mathrm{a}}, ($\rho$_{i}r_{l})^{-1}e_{i}) が
成り立つ。
証明: 条件よ り、 P_{Ay} \neq  0 である。 x が \langle P_{ $\varepsilon$}(A) } の解なので、 \langle e_{i},  x_{\mathrm{t}}\rangle \leq  1 (i \in \{1, \ldots,p\}) , すなわち
\Vert x\Vert_{1,\infty}\leq 1 が成り立つ。補題1を用いると
\langle y_{ $\iota$},  x_{x}\rangle \leq \langle y, x)=\langle y, P_{A}x)= \langlePAy,  x\rangle\leq \Vert P_{A}y\Vert_{\infty,1}\Vert x\Vert_{1,\infty}
\leq \Vert P_{A}y\Vert_{J}\sqrt{p}=(r_{l}$\rho$_{l})^{-1}\langle e_{i)}y_{ $\iota$}\rangle
が得られ、従って  x_{i}\in H(y_{i}, (r_{f}$\rho$_{l})^{-1}e) が得られる. \square 
図1に補題3の意味するところを示す。図1において、もともとの \langle P_{s}(A) } の許容解の x、成分の存在範
囲が錐榿 と赤い平面より下側の領域であるのに対し、補題は本当の x_{ $\iota$} の存在範囲が、青い面で切られた
小さな部分となっていることを表している。このようにして、存在範囲の体積を狭めることができる。
(9) を満たすベクトル y をカット生成ベクトルと呼ぶ。
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2.3 Main Algorithm の考え方
さて、 \langle LP(A)\rangle の場合、Basic Procedure からカッ ト生成ベクトルが得られれば、対応する  A の列を2
倍することによってスケーリングを変更した。対称錐計画の場合、これに対応する操作には2次表現を用
いる。
今、Main Algorithm の k 番目の反復で Basic Procedure がカット生成ベクトル y を返して来たとする。
この y および J=\{i : $\rho$_{ $\iota$}\geq 2\} に対し、以下のように定める:
$\alpha$_{l} = (\displaystyle \frac{1}{$\rho$_{l}}-\frac{1}{\sqrt{$\rho$_{i}(3$\rho$_{l}-2)}}) ,
$\beta$_{l} = r_{i}-$\alpha$_{i} り
w_{x} = \displaystyle \frac{r_{l}$\rho$_{l}$\alpha$_{l}}{\langle e_{l},y_{i}\rangle}y_{i}+$\beta$_{l}e_{ $\iota$},
v_{i} = w_{i}^{-1}.
すると、次が成立する。
定理4 i\in J に対し、上記のように w_{ $\iota$}, v_{ $\iota$} を定めると、次が成り立つ。
1. H(y_{\mathrm{t}}, ($\rho$_{l}r_{l})^{-1}e_{ $\iota$})\cap H(e_{t}, r_{l}^{-1}e_{i})\subseteq H(w_{ $\iota$}, v_{x}) .
2. r_{i}\mathrm{Q}(w_{i}^{-1/2})(H(e_{i}, e_{ $\iota$}/r_{l}))=H(w_{i}, v_{t}) .
ここで w_{l}^{-1/2} は2乗すると w_{i}^{-1} となるベク トル、 \mathrm{Q}(w_{l}^{-1/2}) は w_{i}^{-1/2} の2次表現である。 w_{l}^{-1/2} \in \mathcal{K}、
より、 \mathrm{Q}(w_{l}^{-1/2}) は正則であり、また \mathrm{Q}(w_{i}^{-1/2})\mathcal{K}_{l}=\mathcal{K}_{l} である。
この定理の意味するところを図2に示す。図2の左図において、青と緑の面と錐の境界で囲まれた部分
は、カッ ト生成ベク トル y により制限された 記,の存在範囲である。 H(w_{i}, v_{\mathrm{t}})=\{x、: \{w_{ $\iota$}, x_{\mathrm{t}}\rangle\leq r_{l}^{-1}\}
はこの集合を含むような半空間となっている。そして、一次変換 r_{l}^{-1}\mathrm{Q}(w^{1/2}) は
1. \mathcal{K} を \mathcal{K} に写し、
2. \langle w_{i}, x_{i}\rangle\leq r_{i}^{-1} を \langle e_{ $\iota$}, x_{\mathrm{t}})\leq 1 に写す (図2の右) 。
この一次変換を用いて、Main Algorithm の反復を以下のように考える。 k 番目の反復で Basic Procedure
がカット生成ベクトル y を返したとする。 \langle P_{s}(A^{k})\rangle の任意の  x \in \mathcal{F}_{s}(A^{k}) について, i \in  J に対して
x_{i}\in H(w_{ $\iota$}, v_{\mathrm{t}}) が成り立つ。したがって く  P_{s}(A^{k})\rangle は次の間題と同値である :
\langle Ps’) A^{k}x=0, x\in \mathcal{K}, \displaystyle \sum_{i=1}^{\mathrm{p}}\langle e_{i}, x_{ $\iota$}\rangle\leq 1, x_{i}\in H(w_{ $\iota$}, v_{\mathrm{t}})(i\in J) .
ブロック対角行列 Q=\mathrm{D}\mathrm{i}\mathrm{a}\mathrm{g}(Q_{1}, \ldots, Q_{\mathrm{p}}) を以下のように定める:
Q_{i}=\left\{\begin{array}{ll}
I & \mathrm{i}\mathrm{f} i\not\in J\\
r_{l}\mathrm{Q}(w_{l}^{-1/2}) & \mathrm{i}\mathrm{f} i\in J.
\end{array}\right.
ここで x=Qx' と変数変換すると、 \langle P_{s}' } は
\langle P_{s}''\rangle A^{k}Qx'=0, Qx^{r}\in \mathcal{K}, \{e_{i}, Q_{i}x_{l}\rangle\leq 1(i\in\{1, \ldots,p\}) , Q_{J}x_{J}'\in H(w_{g}, v_{J})(j\in J)
と等価である。定理4の2より、 j\in J のとき
Q_{J}x'\in H(w_{g}, v_{j})\Leftrightarrow x'\in H(e_{J}, e_{J}/2)\Leftrightarrow\langle e_{j}, x'\rangle\leq 1
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図2: 一次変換 \mathrm{Q} の効果
が成り立つ。 i\not\in J に関しては \langle e_{\dot{\mathfrak{g}}}, Q_{\mathrm{t}}x_{l}'\rangle=\langle e_{ $\iota$}, x_{i}' } \leq 1 がそのまま成り立つ。従って、
\{e_{ $\iota$}, x_{i}'\}\leq 1(i=1, \ldots,p)
となる。さらに i\in J に関しては \langle e_{ $\iota$}, Q_{\mathrm{z}}x_{l}'\rangle=\{Q_{i}e_{i}, x_{l}'\}=2\langle w_{\mathrm{t}},  x_{l}'\rangle より
\langle e_{l)}Q_{ $\iota$}x_{l}'\}\leq 1\Leftrightarrow\{w_{t}, x_{i}'\rangle\leq 1/r_{l}
であるので、まとめると \langle P_{8}''\rangle は
\{P_{s}^{l;/}\}A^{k}Qx'=0, x'\in \mathcal{K}, \{e_{ $\iota$}, x_{l}'\rangle\leq 1(i=1, \ldots)p) , \{w_{\mathrm{t}}, x_{l}'\}\leq 1/r_{l}(i\in J)
と等価である。
A^{k+1}=A^{k}Q と置けば
\langle P_{ $\delta$}(A^{k+1})\rangle A^{k+1}x'=0, x'\in \mathcal{K}, \langle e_{ $\iota$}, x_{l}'\}\leq 1(i=1, \ldots,p)
は {Ps”’} の緩和問題となっている。つまり、 \langle P_{s} (Ak)} に解があるならば、 \langle P_{ $\varepsilon$}(A^{k+1})\rangle にも解がある。数学
的帰納法を用いると、 \langle P_{s} (A1)} =\langle P_{s}(A) } に解があるならば、{P_{8} (Ak)} に解があることが証明できる。
Main Algorithm の全体を図3に記す。また、表2は、Main Algorithm が A と  $\epsilon$>0 が与えられたと
きに返す値を記したものである。
2.4 体積に関する考察と Main Algorithm の反復回数
Main Algorithm の収束の証明において鍵となるのは、 H(w_{\mathrm{z}}, v_{\mathrm{z}})\cap \mathcal{K}_{i} の体積が H(e_{i}, e_{i}/r_{l})\cap \mathcal{K}_{\mathrm{t}} の体
積と比べて (一定量) 小さくなる、という事実である。体積が小さいと、それに応じて最小固有値も小さく
なければならない。この性質を利用して、反復が十分に進んだ場合に
\langle P_{s}(A)\rangle の任意の許容解は  $\epsilon$ よりも小さな固有値を持つ
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表2: Main Algorithm の返り値とその意味
1: procedure MAINALGoRITHM (\mathrm{a}_{1}, . . . , a_{m}, \mathcal{K},  $\epsilon$)
2 :  $\epsilon$=0
3: for k=1 : maxiter do
4: Call BasicProcedure with (al, . . . , a_{m} )
5: if \mathrm{A}(y) is returned then





11: else if \mathrm{B}(y) is returned then






18: % これより下では y はカット生成ベクトル.
19: for i\in\{1, . . . , p\} do
20: Compute $\rho$_{i} by (10)
21: if $\rho$_{\mathrm{t}}\geq 2 then
22:  $\alpha$ く‐ \displaystyle \frac{1}{$\rho$_{t}}-\frac{1}{\sqrt{$\rho$_{l}(3$\rho$_{l}-2)}}
23:  $\beta$\leftarrow r_{t}- $\alpha$
24:  w_{ $\iota$}\displaystyle \leftarrow\frac{ $\alpha$ r_{l}$\rho$_{t}}{\langle e,y)}y_{ $\iota$}+ $\beta$ e_{i}
25:  $\epsilon$[i]\leftarrow $\epsilon$[i]+\log r. -r_{l}^{-1}\log\det(w_{ $\iota$})
26 : if  $\epsilon$[i]<\log r_{i}+\log $\epsilon$ then
27: return \mathrm{C}
28: end if





34: Q^{k}=\mathrm{D}\mathrm{i}\mathrm{a}\mathrm{g}(Q_{1}, \ldots, Q_{p})











図3: Main Algorithm (対称錐版)
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ことを宣言し、Main Algorithm は終了する。
具体的な評価のために、記号を導入する。  a_{l}, b_{l}\in \mathrm{E}_{i} に対し、 V_{i}(a_{l}, b_{i})=\mathrm{v}\mathrm{o}\mathrm{l}(H(a_{ $\iota$}, b_{l})\cap \mathcal{K}の と定義す
る。関数  $\varphi$ を
 $\varphi$( $\rho$)=2-\displaystyle \frac{1}{ $\rho$}-\sqrt{3-\frac{2}{ $\rho$}}
と定義すれば、 i\in J に対して次が成り立つ [7, Theorem 12, (\mathrm{i}\mathrm{i}\mathrm{i}) ]:
V_{i}(w_{i}, v_{\mathrm{t}})= (\displaystyle \frac{r_{l}}{(\det(w_{i}))^{1/r}})^{d}. V_{i}(e_{i}, e_{ $\iota$}/r_{i})\leq\exp(-\frac{ $\varphi$($\rho$_{i})d_{l}}{r_{l}})V_{i}(e_{\mathrm{t}}, e_{ $\iota$}/r_{l}) . (11)
 $\varphi$ は  $\rho$ \geq  1 で単調増加関数であり、  $\rho$= 1 ならば  $\varphi$( $\rho$) = 0,  $\rho$= 2 ならば  $\varphi$( $\rho$) = 2/3-\sqrt{} > 0
である。また  $\phi$( $\rho$) = \exp(- $\varphi$( $\rho$)) とすると、  $\phi$( $\rho$) は  $\rho$ \geq  1 で単調減少関数であり、  $\phi$(1) = 1,  $\phi$(2) =
\exp(-(3/4-\sqrt{}/2))\simeq 0.9580 である。つまり、 i\in J のとき、 \mathrm{Q} によりこの体積は毎回定数倍だけ減少
する。
Main Algorithm では  $\epsilon$ という配列を通して状態をモニタしている。この配列は、次の性質を持つ。ここ
で、  $\lambda$_{r}.(x_{ $\iota$}) は x_{i} の最小固有値である。
補題5 [7, Lemma 16] \langle P_{8}^{1} ) =\langle P_{s} ) の任意の解 x に対し、Main Algorithm の任意の反復 k において次が
成り立つ :
 $\epsilon$[i]\geq\log r_{i}+\log$\lambda$_{r_{\mathrm{t}}}(x_{ $\iota$}) .
この補題より、次が導かれる。
系6 もしある i において  $\epsilon$[i]<\log r_{l}+\log $\epsilon$ が成り立てば、 \{P_{s}\rangle の任意の解  x において $\lambda$_{r_{t}}(x_{\mathrm{t}})< $\epsilon$.
これを用いて、Main Algorithm の反復回数を評価できる。
定理7 Main Algonthm は
r $\varphi$(2)^{-1}\log$\epsilon$^{-1}(\leq 12r\log$\epsilon$^{-1})
回以下の反復で終了する。
証明: Basic Procedure が毎回カッ ト生成ベクトルを返して来たとすれば、各反復で $\rho$_{ $\iota$} \geq 2 なる添字 i が
存在し、そのとき
\displaystyle \log r_{i}-\frac{1}{2}\log\det w_{ $\iota$}\leq-\frac{ $\varphi$(2)}{r_{l}}<0
が成立する。つまり、  $\epsilon$[i] は少なく とも  $\varphi$(2)/r_{l}>0 だけ減少する。Corollary 6より、ある i が
r_{l} $\varphi$(2)^{-1}\displaystyle \log(\frac{1}{r_{l} $\epsilon$})
回選択されれば  $\epsilon$ 解が存在しないことがわかる。従って、せいぜい
\displaystyle \sum_{i=1}^{p}r_{l} $\varphi$(2)^{-1}\log(\frac{1}{r_{l} $\epsilon$}) \leq r $\varphi$(2)^{-1}\log(\frac{1}{ $\epsilon$})
回Basic Procedure を呼べば Main Algorithm は終了する。 口
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1: function BASICPROCEDURE(A= (al, . . . , a_{m} ) ) \mathcal{K} )
2: y^{0}=\displaystyle \frac{e}{r}, z^{0}=P_{A}y^{0}.
3: for k=0 , 1, 2, . . . do
4: if z^{k} \in Int \mathcal{K} then return \mathrm{A}(z^{k})
5: else if  y^{k}-z^{k}\in Int \mathcal{K} then return \mathrm{B}(y^{k}-z^{k})
6: else if 2\sqrt{p}\Vert z^{k}\Vert j\leq r_{\max}^{-1}\Vert y\Vert_{1,\infty} then return \mathrm{C}(y^{k})
7: end if
8: Let \mathrm{c} be an idempotent such that \langle e, \mathrm{c}) =1 and \langle z , c) \leq 0.
9: q\leftarrow P_{A}c
10:  $\alpha$=\ovalbox{\tt\small REJECT}_{\Vert z^{k}-q\Vert_{J}}^{-Z^{k}}$\tau$_{(})




\triangleright z^{k} は \langle \mathrm{P}(A)\} の許容解
\triangleright y^{k}-z^{k} は (D(A)) の許容解
\triangleright y^{k} はカッ ト生成ベクトル
図4: Basic Procedure (対称錐計画版)
表3: Basic Procedure の返り値
2.5 Basic Procedure
対称錐の場合の Basic Procedure を図4に示す。Basic Procedure は a\mathrm{i} , . . . , a_{m}\in \mathbb{E} を受け取り、これ
を一次写像 A とみなして射影を計算する。具体的には、 P_{A} は
\mathrm{k}\mathrm{e}\mathrm{r}A=\{x\in \mathrm{E} : \{a_{\mathrm{t}}, x\rangle=0\}
への射影を表す。また、返り値としては表3のどれかを返す。
Basic Procedure の動きは線形計画の場合と似ている。アルゴリズムを通して、 y は常に錐に含まれ、か
つ \langle e, y\rangle=1 を満たしている。 y を \mathrm{k}\mathrm{e}\mathrm{r}A に射影し、それが条件を満たさなければ、カット生成ベクトル
の条件をなるべく満たすように次の点を生成する。図5にその動きの概略を示す。
図5において、 y を \mathrm{k}\mathrm{e}\mathrm{r}A に射影した点 z が、 \langle \mathrm{P}(A) } の許容解でも \{D(A)\rangle の許容解でもなかったと
する。このとき、
\{c, z)\leq 0
を満たす射影子 c を計算することができる。その方法はいくつかあるが、例えば z の固有値分解 z =
\displaystyle \sum_{g=1}^{r}$\lambda$_{J}\mathrm{c}_{J} において、最も小さい固有値は負のはずなので、これに対応する射影子を取れば良い。SDP の
場合には、これは本質的には最小固有値に対する固有ベクトルを計算することに対応する。
この c を再び \mathrm{k}\mathrm{e}\mathrm{r}A に射影したものを q とする。 q がやはり \langle P(A)\rangle の許容解でも \langle D(A) } の許容解で
もなかった場合、
z と q を結ぶ直線上の点で、最も原点に近い点
を次の射影された点 z' とし、対応する c‐y 上の点を次の y' とするのである。このようにして生成される
点列は、次の性質をもつことが証明できる:
\displaystyle \frac{1}{\Vert z\Vert_{J}^{2}}\geq\frac{1}{\Vert z\Vert_{J}^{2}}+1.
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\langle e,  y\rangle
図5: Basic Procedure の動き
この性質を利用すると、以下の定理が証明できる。
定理8 [7, Proposition 14] Basic Procedure は  4p^{3}r_{\max}^{2} 回以下の反復で終了する。
3 関連する話題
本稿では、Chubanov の方法 [1, 2, 10] の対称錐への拡張 [7] について説明した。







Chubanov の方法の対称錐への拡張は、Peña ら [9] も行なっている。本稿で紹介したアルゴリズムと同様
に、Main Algorithm から Basic Procedure を呼びだす手法である。その収束の解析は \mathrm{k}\mathrm{e}\mathrm{r}A\cap \mathcal{K} の条件数
 $\delta$(\displaystyle \mathrm{k}\mathrm{e}\mathrm{r}A\cap \mathcal{K})=\max_{x}\{\det(x) : x\in \mathrm{k}\mathrm{e}\mathrm{r}A\cap \mathcal{K}, \Vert x\Vert_{J}^{2}=r\}
が、アルゴリズムが進むにつれて大きくなることをべースに行われ、結果として、彼らのアルゴリズムの
Main Algorithm は \log_{1.5} $\delta$(\mathrm{k}\mathrm{e}\mathrm{r}A\cap \mathcal{K})^{-1} 回の反復で終了することが示されている。また [9] では、Basic
Procedure において採用できる様々な方法を提案/解析している。そのうちの一つは Soheili and Pena [11]




1. [9] \#\mathrm{f}1 つの対称錐をターゲッ トとしており、収束の係数は r=\displaystyle \sum_{J=1}^{p}r_{l} によって表現されている。
[7] においては対称錐の直積を考えているので、 p と r_{\max} を用いて表現されている。必ずしもどちら
か一方がいつも優れているわけではないが、2次錐計画など、多くの場合では後者がより良い計算複
雑度になる。
2. [9] は Main Algorithm の反復が  $\delta$(\mathrm{k}\mathrm{e}\mathrm{r}A\cap \mathcal{K})^{-1} によって表現されているが、これはあらかじめ計算
することが困難な量である。それに比べ [7] では、各反復で 「 \langle P_{8}(A) ) の許容解の最小固有値はいく
つ以下か」 という情報を常に持ちつつ、アルゴリズムが動く。
2017年になり、Chubanov は線形計画問題に対する新しいアルゴリズム [3] を発表した。これは上で述
べたアルゴリズムの線形計画問題版に関して、双対側 \langle D) の許容解を求めるアルゴリズムであり、大きな
特徴としては、
\langle D\rangle の許容解かどうかを確かめるオラクルがある
ことを仮定している。与えた解が許容解でない場合、このオラクルは  A^{T}u が負になる添字を返す。射影と
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