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POLYNOMIAL PARTITION ASYMPTOTICS
ALEXANDER DUNN AND NICOLAS ROBLES
Abstract. Let f ∈ Z[y] be a polynomial such that f(N) ⊆ N, and let pAf (n) denote
number of partitions of n whose parts lie in the set Af := {f(n) : n ∈ N}. Under hypotheses
on the roots of f − f(0), we use the Hardy–Littlewood circle method, a polylogarithm
identity, and the Matsumoto–Weng zeta function to derive asymptotic formulae for pAf (n)
as n tends to infinity. This generalises asymptotic formulae for the number of partitions
into perfect dth powers, established by Vaughan for d = 2, and Gafni for the case d ≥ 2, in
2015 and 2016 respectively.
1. Introduction and Preliminaries
A partition of a positive integer n is a non-decreasing sequence of positive integers whose
sum is n. Let A ⊆ N and pA(n) denote the number of partitions of n such that each part of
the partition is restricted to be an element of A. When A := N, we obtain the well studied
unrestricted partition function, usually denoted by p(n). Let f ∈ Z[y] be a polynomial such
that f(N) ⊆ N. Then we define pAf (n) to be the number of partitions of n whose parts lie
in the set Af := {f(n) : n ∈ N}. Under mild hypotheses on f , we derive an asymptotic
formula for pAf (n) using the Hardy–Littlewood circle method and a fine analysis of the
Matsumoto–Weng zeta function [8].
In 1918, Hardy and Ramanujan initiated the analytic study of p(n) with the use of the
celebrated Hardy–Littlewood circle method [4]. They proved
p(n) ∼ 1
4
√
3n
epi
√
2n/3 as n→∞.
For fixed k ≥ 2 they also conjectured an asymptotic formula for the restricted partition
function pAk(n), where Ak denotes the set of perfect kth powers. Later in 1934, Wright [18]
provided proof for Hardy and Ramanujan’s conjectured formula concerning pAk(n). However,
Wright’s proof relied heavily on a transformation for the generating function for the sequence
{pAk(n)} that involved generalised Bessel functions.
Vaughan has recently established a simplified asymptotic formula for pAk(n) in the case
k = 2 [16]. This was subsequently generalised for all k ≥ 2 by Gafni [3]. Using the ideas
from [16] and [3], Berndt, Malik, and Zaharescu in [2] have derived an asymptotic formula
for restricted partitions in which each part is a kth power in an arithmetic progression. More
precisely, for fixed a0, b0, k ∈ N with (a0, b0) = 1, they give an asymptotic for pAk(a0,b0)(n),
as n tends to infinity, where Ak(a0, b0) := {mk : m ≡ a0mod b0}. It is at the end of Berndt,
Malik, and Zaharescu’s paper [2] that they pose the question of establishing an asymptotic
formula for pAf (n). To this end, we will follow the implementation of the circle method
presented in [2, 3, 16], with some key innovations. The first is a careful analysis of the
Matsumoto–Weng zeta function and the application of a polylogarithm identity to extract
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the main terms of the asymptotic occurring in Theorem 1.1. For this see Lemma 2.2. The
second key innovation is a generalisation of the classical major arc estimate for Waring’s
problem, see Lemma 2.3.
For other types of formulae for restricted partitions, we refer the reader to [11] and [12].
Interestingly, Vaughan has obtained an asymptotic formula for the number of partitions into
primes [17].
We now introduce some notation and preliminaries that will allow us to state Theorem
1.1. Let d ≥ 2 and suppose
f(y) :=
d∑
j=0
ajy
j ∈ Z[y]
is fixed such that (a0, . . . , ad) = 1 and
f(y)− a0 = ady
d−1∏
j=1
(y + αj)
is such that αj ∈ C \ R≤−1. By convention, for z ∈ C we let −pi < arg(z) ≤ pi and
α := (α1, . . . , αd−1, 0). Note that the greatest common divisor condition imposed above is
important because it ensures there are no congruence obstructions to representing an integer
n with a partition whose parts are values of f .
Evaluations of the Matsumoto–Weng zeta function at integers and residues of its poles
naturally appear in our asymptotic formulae for pAf (n). We will provide some brief back-
ground on this function. Matsumoto and Weng [8] introduced the following r-tuple zeta
function
ζr
(
(s1, . . . , sr); (β1, . . . , βr)
)
:=
∞∑
n=1
1
(n+ β1)s1 · · · (n + βr)sr (1.1)
where the sj ∈ C are complex variables and βj ∈ C \ R≤−1 for all 1 ≤ j ≤ r. Here
(n+ βj)
sj = exp(−sj log(n+ βj))
where the branch of the logarithm is fixed as −pi < arg(n + βj) ≤ pi. This series is clearly
well defined and absolutely convergent in the region,
Re(s1 + · · ·+ sr) > 1.
By means of the classical Mellin–Barnes integral formula [8, Eqn. 4], ζr(·,β) has meromor-
phic continuation to Cr with respect to the variables s1, . . . , sr when β = (β1, . . . , βr−1, 0).
One can see [8, Prop. 1] for more details. We will use the one–variable specialisation
s := s1 = · · · = sr of (1.1), and its corresponding meromorphic continuation with respect to
s when βr = 0. This one–variable function will be denoted by ζ(·,β). By [8, Prop. 1], the
function ζ(·,β) has a simple pole at s = 1/r with residue 1/r, and at most simples poles
at s = (1 −m)/r by [8, Lem. 5] with m ∈ N. Let cm denote the residue of ζ(·,β) at such
point. The cm are given by sums of products of multinomial coefficients with the roots βr,
and examples can be found on [8, pp. 246–247]. In fact ζ(·,β) is analytic all non-positive
integers by [8, Prop. 2], and we have the explicit evaluation
ζ(0,β) = ζ(0)− 1
r
r−1∑
j=1
βj (1.2)
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where ζ(·) denotes the Riemann zeta function. There is also an evaluation of ζ ′(0,β) in [8,
Theorem E].
Now we introduce some parameters depending on n that occur in our asymptotic formulae.
For each n ∈ N sufficiently large (depending only on f), let X, Y ∈ R be such that
n = X
(
1
d2
ζ
(1 + d
d
)
Γ
(1
d
)(X
ad
)1/d
+ ζ(0,α) +
W ′l (0)
2piiX
)
(1.3)
where Wl for l = 0, 1 (depending on whether a0 = 0 or a0 6= 0 respectively) are computable
constants defined in Lemma 2.2 and
Y :=
d+ 1
2d3
(X
ad
)1/d
Γ
(1
d
)
ζ
(
1
d
+ 1
)
+
1
2
ζ(0,α)− W
′′
l (0)
8pi2X2
. (1.4)
In the cases we consider, W ′l (0) is purely imaginary, so X ∈ R is well-defined. Here it is
instructive to observe that X ∼ C1n
d
d+1 and Y ∼ C2n
1
d+1 as n → ∞ for some computable
constants C1, C2 > 0, depending only on f . Under certain hypotheses on f , the implication
of Theorem 1.1 will be
pAf (n) ∼ C3n−
2d(1−ζ(0,α))+1
2(d+1) exp
(C4n 1d+1)
for some computable constants C3, C4 > 0, depending only on f . Keeping (1.2) in mind, it is
interesting how the roots −α1, . . . ,−αd−1 of f −a0 affect the main terms of the asymptotics.
To state our results more precisely let
C := 1
d
ζ
(
1 + d
d
)
Γ
(1
d
)(X
ad
)1/d
+W (0)
where the appropriate W is chosen depending on a0.
Theorem 1.1. Fix f ∈ Z[y] as above and suppose αj ∈ R≥0 for all 1 ≤ j ≤ d− 1 . Suppose
a0 ≥ 0, a1 = 0, ad−1
ad
:=
d−1∑
j=1
αj <
d
2
,
a0
ad
< 1
and f is non-constant as a function mod p for all primes p ≤ d. Let n,X, Y ∈ R be as above
and 0 < R < 1 fixed. Then, for any 1 < J < dR, there exist w1, · · · , wJ−1 ∈ R (independent
of n) such that
pAf (n) =
1
2pia
ζ(0,α)
d
exp
(
C + n
X
)
X1−ζ(0,α)Y
1
2
(
√
pi +
J−1∑
q=1
wqY
−q +Of,R(Y
−J)
)
as n→∞.
Note that the hypotheses placed on f ∈ Z[y] in Theorem 1 guarantee that all coefficients
of f are non-negative.
In the case f(x) = xd with d ≥ 2 fixed, Theorem 1.1 yields the same main terms occurring
in [3, Theorem 1].
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2. Auxiliary lemmas
The generating series for {pAf (n)} is given by
Ψf(z) :=
∞∑
n=1
pAf (n)z
n =
∞∏
n=1
(
1− zf(n))−1. (2.1)
It will be convenient in computations to define the logarithm of the above
Φf (z) :=
∞∑
j=1
∞∑
n=1
1
j
zjf(n). (2.2)
For X,Θ ∈ R with X ≥ 1, the following quantities will be useful
ρ := exp
(−1/X), ∆ := (1 + 4pi2X2Θ2)−1/2 and x := 1− 2piiΘX
X
.
2.1. Bound for Matsumoto–Weng zeta function. In the special case we consider, the
Matsumoto–Weng zeta function has a polynomial bound in bounded vertical strips of the
complex plane. This will be useful throughout the proof of Lemma 2.2.
Lemma 2.1. Suppose β = (β1, . . . , βd−1, 0) where βj ∈ R≥0 for 1 ≤ j ≤ d − 1. Then for
s = σ + it with |t| > 1 we have
|ζ(s,β)| ≪β,σ |t|Oβ,σ(1). (2.3)
Proof. Without loss of generality we may assume there is at least one 1 ≤ j ≤ d − 1 such
that βj 6= 0. Otherwise ζ(s,β) = ζ(ds) and we have ζ(ds)≪ |t|Od(1). We may permute the
βj appropriately to suppose 1 ≤ l ≤ d − 1 is such that βj 6= 0 for 1 ≤ j ≤ l and βj = 0
otherwise. Thus we can make the reduction
ζ
(
s,β
)
= ζl+1
(
s, . . . , s, (d− l)s; (β1, . . . , βl, 0)
)
. (2.4)
The result follows from now applying [8, Proposition 1(iii)] to the right hand side of (2.4). 
2.2. Asymptotics for Φf . To obtain asymptotics for Φf , our strategy is to apply the
Cahen–Mellin tranform [13, Entry 3.1] to the summand of Φf . We then employ a polylog-
arithm identity to simplify the resulting contour integral. The rest of the proof of Lemma
2.2 will largely proceed via residue calculus and controlling the error when we shift lines of
integration. The W0 and W1 terms come from the residues of ζ(s,α) at various poles. In
what follows let e(x) := exp(2piix).
Lemma 2.2. Let f ∈ Z[y] be as in Theorem 1.1 and R, ε > 0 fixed. Let 0 < L < 1 be
sufficiently small and fixed depending on f, R and ε. Then for all X > 0 sufficiently large
and Θ ∈ R such that |Θ| ≤ X Ld−1, we have
Φf
(
ρe(Θ)
)
=
a
−1/d
d
d
Γ
(1
d
)
ζ
(
1 +
1
d
)( X
1− 2piiΘX
)1/d
+ ζ(0,α) log
( X
ad(1− 2piiΘX)
)
+W1(Θ) +Of,R,ε
(
X−R+ε
)
if a0 6= 0 (2.5)
POLYNOMIAL PARTITION ASYMPTOTICS 5
where
W1(Θ) =
a
−1/d
d
d
x−1/dΓ
(1
d
) ∞∑
k=1
(−1)kζ(1/d+ 1− k)
k!
ak0x
k
+ ζ ′(0,α) +
∞∑
m=1
(−1)m
m
(a0
ad
)m
ζ(m,α)
+
∞∑
k=0
dR∑
m=1
m6≡1mod d
cm
(−1)kζ(1−m
d
+ 1− k)
k!
Γ
(1−m
d
)
ak0a
− 1−m
d
d x
k− 1−m
d
+
∞∑
k=0
R∑
m=1
(−1)k+mζ(1−m− k)
m!k!
ak0a
m
d x
k+mζ(−m,α). (2.6)
and ρ = exp
(−1/X). Further,
Φf
(
ρe(Θ)
)
=
a
−1/d
d
d
Γ
(1
d
)
ζ
(
1 +
1
d
)( X
1− 2piiΘX
)1/d
+ ζ(0,α) log
( X
ad(1− 2piiΘX)
)
+W0(Θ) +Of,R,ε
(
X−R+ε
)
if a0 = 0, (2.7)
where
W0(Θ) = ζ
′(0,α) +
dR∑
m=1
m6≡1mod d
cmζ(
1−m
d
)Γ
(1−m
d
)
a
− 1−m
d
d x
− 1−m
d
+
R∑
m=1
(−1)mζ(1−m)
m!
amd x
mζ(−m,α). (2.8)
Remark. In this proof, the implied constants occuring in estimates used to show uniform
convergence of a sum of funtions or an integrand are allowed to depend on a fixed X . Bounds
for errors coming from integrals used to obtain the error terms in (2.5) and (2.7) are uniform
in X . Note that (2.10) and (2.11) are repeatedly used in the proof of Lemma 2.2.
Proof. First consider the case a0 > 0. Recall
Φf (ρe(Θ)) =
∞∑
j=1
∞∑
n=1
1
j
exp
(−jf(n)x).
This can be re-written as
Φf (ρe(Θ)) =
∞∑
j=1
exp(−ja0x)
j
∞∑
n=1
exp
(−j(f(n)− a0)x).
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Using the Cahen–Mellin transform [13, Entry 3.1] the above becomes
Φf
(
ρe(Θ)
)
=
1
2pii
∞∑
j=1
exp(−ja0x)
j
∞∑
n=1
∫
(c)
Γ(s)
(
j(f(n)− a0)x
)−s
ds
=
1
2pii
∞∑
j=1
exp(−ja0x)
∞∑
n=1
∫
(c)
j−s−1Γ(s)x−sa−sd n
−s
d−1∏
l=1
(n + αl)
−sds, (2.9)
for any c > 0. Here we choose c := 1/d+ ε for any ε > 0. By an argument in [16] we know
that ∣∣∣( X
1− 2piiΘX
)s∣∣∣ ≤ (X∆)σ exp(|t|(pi
2
−∆
))
. (2.10)
We also have Stirling’s bound
|Γ(s)| ≪ |s|σ− 12 exp
(
−pi
2
|t|
)
where s = σ + it. (2.11)
For a fixed X , each integrand in (2.9) is bounded above by
≪f |c+ it|c− 12 j−c−1 exp
(−∆|t|)n−c d−1∏
l=1
|n+ αl|−c ≪f,X n−c
d−1∏
l=1
|n+ αl|−c.
Uniform convergence ensures we may interchange the summation over n and integration in
(2.9) to obtain
Φf
(
ρe(Θ)
)
=
1
2pii
∞∑
j=1
∫
(c)
exp
(−ja0x)
js+1
Γ(s)x−sa−sd ζ(s,α)ds.
By a similar uniform convergence argument using Lemma 2.1 we may interchange the sum-
mation over j and integration to obtain
Φf
(
ρe(Θ)
)
=
1
2pii
∫
(c)
Lis+1(e
−a0x)Γ(s)x−sa−sd ζ(s,α)ds, (2.12)
where Lis(z) is the polylogarithm function [14]
Lis(z) :=
∞∑
k=1
zk
ks
for s ∈ C and |z| < 1.
We now employ the polylogarithm identity [14, pg. 1050]
Lis(e
µ) = Γ(1− s)(−µ)s−1 +
∞∑
k=0
ζ(s− k)
k!
µk, (2.13)
valid for all |µ| < 2pi and s 6= 1, 2, 3, . . .. Since |Θ| ≤ X Ld−1, we have |a0x| < 2pi for all X
sufficiently large. Also s+1 is never a positive integer on the line of integration (c), so using
(2.13) in (2.12) we have
Φf
(
ρe(Θ)
)
=
1
2pii
(I1 + I2) (2.14)
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where
I1 :=
∫
(c)
Γ(s)Γ(−s)(a0
ad
)s
ζ(s,α)ds
I2 :=
∫
(c)
∞∑
k=0
(−1)kζ(s+ 1− k)
k!
Γ(s)ak0a
−s
d x
k−sζ(s,α)ds. (2.15)
2.2.1. Integral I1. Here is where we use the hypothesis that |a0/ad| < 1. For P > 1 > c
fixed, we extend the contour to the rectangle HP,T with vertices [P−iT, P+iT, c−iT, c+iT ],
oriented clockwise. For all s ∈ HP,T note that ζ(s,α) = O(1) uniformly in P . Using (2.11)
we see that the integral on the horizontal sides of HP,T are bounded above by
≪ P |a0/ad|c|c+ iT |−1 exp(−pi|T |)→ 0 as T →∞.
On the vertical line Re(s) = P the integral is bounded above by
|a0/ad|P
∫ ∞
0
|P + it|−1 exp(−pi|t|)dt≪f P−1|a0/ad|P .
Inside of HP,T the integrand has poles at s = 1, 2, . . . , ⌊P ⌋. By Cauchy’s residue theorem
(keeping in mind the orientation)
I1 =
⌊P ⌋∑
m=1
(−1)m
m
(a0
ad
)m
ζ(m,α) +Of
(
P−1|a0/ad|P
)
.
Now allowing P →∞ we obtain
I1 =
∞∑
m=1
(−1)m
m
(a0
ad
)m
ζ(m,α).
2.2.2. Integral I2. In order to interchange the integration and the summation over k in
(2.15) we need to show uniform convergence of the sum on the domain of integration. By
the asymmetrical version of functional equation for ζ , (2.11) and the fact that ζ(k−s) = O(1)
uniformly with respect to k for all k ≥ 2 and s ∈ (c). Thus the following holds for k ≥ 2
and s ∈ (c):
|ζ(s+ 1− k)||a0x|k
k!
=
|a0x|k
k!
∣∣∣2s+1−kpis−k sin (pi(s+ 1− k)
2
)
Γ(k − s)ζ(k − s)
∣∣∣
≪f |a0x|
k
k!
(2pi)−k exp
(pi
2
|t|
)
|k − s|k−c−1/2 exp
(
−pi
2
|t|
)
≪f |a0x|
k
k!
(2pi)−k|k − s|k
≪f
(e|a0x|
2pi
)k
2k
(
1 +
( |t|
k
)k)
(2.16)
≪f
(e|a0x|
pi
)k(
1 +
( |t|
k
)k)
. (2.17)
The last lines follow by the triangle inequality and the asymptotic
k! ∼
√
2pik
(k
e
)k
as k →∞.
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Applying (2.10), Lemma 2.1 and (2.11), the following holds for |t| ≥ e
|Γ(s)x−sa−sd ζ(s,α)| ≪f (X∆)c|c+ it|c−
1
2 |t|Oα(1) exp (−∆|t|).
Thus for |t| > e each summand inside the integrand of I2 is bounded by
≪f,X
(e|a0x|
pi
)k
|t|Oα(1) exp (−∆|t|)(1 + |t|k
kk
)
. (2.18)
Set t˜ := X−
L
d t. Then the right side (2.18) is bounded above
≪f,X
(e|a0x|X Ld
pi
)k
|t|Oα(1) exp (−∆X Ld |t˜|)(1 + |t˜|k
kk
)
≪f,X
(e|a0x|X Ld
pi
)k
exp
(
−∆X Ld |t˜|+ log
(
1 +
|t˜|k
kk
)
+Oα
(
log |t˜|)
)
. (2.19)
Since |Θ| ≤ X Ld−1 we see that ∆X Ld is bounded below by some absolute positive constant.
Thus for all |t˜| > 1,
−∆X Ld |t˜|+ log
(
1 +
( |t˜|
k
)k)
+Oα
(
log |t˜|) ≤ Cαk, (2.20)
for some absolute constant Cα > 0. Thus (2.19) is bounded above by
≪f,X
(e|a0x|X LdCα
pi
)k
. (2.21)
For all s = c+ it, with |t| ≤ X Ld , we have |ζ(s,α)| = Oα(1) uniformly in t by the Extreme
Value Theorem and the fact that ζ(c+ it, α) is absolutely convergent. So the left hand side
of (2.2.2) is bounded above by
≪f,X |c+ it|c− 12 exp
(−∆|t|)≪f,X 1.
Thus each summand inside the integrand of I2 for |t| ≤ X Ld is bounded by
≪f,X
(e|a0x|
pi
)k
exp
(
log
(
1 +
(X Ld
k
)k))
≪f,X
(e|a0x|X Ld
pi
)k
. (2.22)
Since |Θ| ≤ X Ld−1,
|x|X Ld ≤
( 1
X
+ 2piX
L
d
−1
)
X
L
d ≤ 2pi
(
X
L
d
−1 +X
2L
d
−1
)
for all d ≥ 2. Thus |x|X Ld is small for all sufficiently large fixed X . Using this observation
in (2.21) and (2.22) we conclude that each summand in (2.15) is bounded above by
≪f,X
(1
2
)k
for all sufficiently large fixed X . Thus the sum over k in (2.15) converges uniformly on (c)
and we can interchange the integration and summation in I2.
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After performing the interchange of integration and summation in I2, we extend the con-
tour in each summand to the rectangleMT,R with vertices [−R− iT,−R+ iT, c+ iT, c− iT ]
for R > 0 fixed, oriented anti-clockwise. We arrive at
I3 :=
∞∑
k=0
∫
MT,R
(−1)kζ(s+ 1− k)
k!
Γ(s)ak0a
−s
d x
k−sζ(s,α)ds. (2.23)
All summands have a simple pole at s = 1/d inside MT,R, with total residue
a
−1/d
d
d
x−1/dΓ
(1
d
) ∞∑
k=0
(−1)kζ(1/d+ 1− k)
k!
ak0x
k, (2.24)
since the residue of ζ(s,α) at s = 1/d is 1/d.
The k = 0 summand in (2.23) has a double pole at s = 0 with residue
ζ(0,α) log
( X
ad(1− 2piiΘX)
)
+ ζ ′(0,α). (2.25)
All summands for k ≥ 1 in (2.23) have a simple pole at s = 0 with total residue
ζ(0,α)
∞∑
k=1
(−1)kζ(1− k)
k!
ak0x
k. (2.26)
Each summand has a potential simple pole at s = (1−m)/d for m ∈ N with m 6≡ 1mod d,
with total residue
∞∑
k=0
dR∑
m=1
m6≡1mod d
cm
(−1)kζ(1−m
d
+ 1− k)
k!
Γ
(1−m
d
)
ak0a
− 1−m
d
d x
k− 1−m
d (2.27)
where cm is the residue of ζ(s,α) at s = (1 −m)/d. The method for finding these residues
is explained in [8].
Each summand has a simple pole s = −m for m ∈ N, with total residue
∞∑
k=0
R∑
m=1
(−1)k+mζ(1−m− k)
m!k!
ak0a
m
d x
k+mζ(−m,α). (2.28)
For all T > 0, I3 is the sum of (2.24), (2.25), (2.26), (2.27) and (2.28) by Cauchy’s residue
theorem.
We now reconcile with I2 with I3. We write (2.23) as
I3 =
∞∑
k=0
(∫ −R−iT
−R+iT
+
∫
(c)
+
∫
LR,T
+
∫
LR,−T
)(−1)kζ(s+ 1− k)
k!
Γ(s)ak0a
−s
d x
k−sζ(s,α)ds,
(2.29)
where LR,T and LR,−T denote horizontal sides of MR,T , oriented appropriately. We now
apply Lemma 2.1 and a similar argument used to establish (2.16). From this we see that
∣∣∣ ∫
LR,±T
∣∣∣≪f,R,X ∞∑
k=1
(e|a0x|
pi
)k
(k+R)R exp
(
−∆|T |+log
(
1+
( |T |
k
)k+R)
+Oα,R(log |T |)
)
.
(2.30)
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Without loss of generality we may assume that |T | ≥ X Ld . Arguing as above we see that
the summand of (2.30) is bounded above by (2.21) with Cα replaced with Cα,R. By the
Dominated Convergence Theorem we can let T → ∞ in each of the summands and the
hence the limit of (2.30) as T →∞ is 0.
All that remains to do is bound the contribution to (2.29) from the line Re(s) = −R.
Using (2.10), (2.11), Lemma 2.1 and performing a similar computation used to establish
(2.16), the integrand of (2.29) (say for |t| ≥ 1) is bounded above by
≪f,R (X∆)−R| − R + it|−R− 12 |t|Oα,R(1) exp
(−∆|t|) |ζ(1−R − k + it)|
k!
|a0x|k
≪f,R (X∆)−R|t|Oα,R(1)
(e|a0x|
pi
)k
(k +R)R
(
1 +
|t|k+R
kk+R
)
exp
(−∆|t|). (2.31)
When |t| ≤ 1 and Re(s) = −R (with R /∈ 1
d
Z), |ζ(s,α)| = Oα,R(1) by the Extreme Value
Theorem. Thus the integrand of (2.29) in this case is bounded above by
≪f,R (X∆)−R
(e|a0x|
pi
)k
(k +R)R| −R + it|−R− 12 exp(−∆|t|)
≪f,R (X∆)−R
(e|a0x|
pi
)k
(k +R)R. (2.32)
Using (2.31) and (2.32) we can use a similar uniform convergence argument appearing above
to interchange the summation over k and the integral
∫ −R−iT
−R+iT
in (2.29). Doing this we obtain
∣∣∣ ∫ −R−iT
−R+iT
∑
k
∣∣∣≪f,R (X∆)−R
(∫ ∞
1
|t|Oα,R(1) exp (−∆|t|)
×
∑
k
(e|a0x|
pi
)k
(k +R)R
(
1 +
|t|k+R
kk+R
)
dt+
∑
k
(e|a0x|
pi
)k
(k +R)R
)
. (2.33)
Making a change of variable, the right hand side of (2.33) is bounded above by
≪f,R (X∆)−R
∞∑
k=0
(k +R)R
(e|a0x|
pi
)k(Γ(k +Oα,R(1))∣∣∆∣∣k+Oα,R(1)kk + Γ
(
Oα,R(1)
))
≪f,R X−R∆−R−Oα,R(1)
∞∑
k=0
(k +R)R
(
3e|a0x|X Ld
)k
≪f,R X−R+Oα,R(L/d)
≪f,R X−R+ε,
where the last inequalities holds for all sufficiently large fixed X and L chosen small enough
depending on R,α and ε.
In the case a0 = 0, we need only analyse the integral
I3 :=
∫
(c)
Γ(s)ζ(s+ 1)ζ(s,α)a−sd x
−sds
which can be handled by similar arguments used above. Putting all of the above together
we obtain the result. 
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2.3. Major arc estimates. Let f ∈ Z[y] as is in the Theorem 1.1. Since all the coefficients
of f are non-negative, there is a smooth ψ : R≥0 → R≥0 such that (ψ ◦ f)(x) = x. In our
implementation of the circle method in Section 3, for large U > 0 we will need major arc
estimates for the exponential sum
F(Θ) :=
ψ(U)∑
y=1
e
(
Θf(y)
)
.
This is more general than the linear combination of single monomial and linear term originally
considered for Waring’s problem, see [15, Theorem 4.1]. To this end, fix U > 0 large and for
Θ ∈ R, a, b ∈ Z and q ∈ N, we define the auxiliary exponential sums
S(q, a, b, f) :=
q∑
y=1
e
(af(y) + by
q
)
,
S(q, a, f) := S(q, a, 0, f).
Furthermore, we define the integral function
vf(β) =
∫ ψ(U)
0
e
(
βf(γ)
)
dγ,
and
V(Θ, q, a, f) := q−1S(q, a, f)vf(Θ− a/q),
The proof of Lemma 2.3 will be a modification of [15, Theorem 4.1]. Where Vaughan
appeals to Hua’s bound in [15, Theorem 4.1], we will instead appeal to Weyl’s inequality
for exponential sums whose argument is a polynomial. The property that f ∈ Z[y] has
non-negative coefficients and no linear term will play a crucial role in the proof of Lemma
2.3.
Lemma 2.3. Let f(y) ∈ Z[y] be as in Theorem 1.1. Suppose a, q ∈ N such that (a, q) = 1
and Θ = a/q + β where |β| ≤ 1/q. Then for any ε > 0 we have
F(Θ)− V(Θ, q, a, f)≪f,ε q1−21−d+ε(1 + U |β|) 12 . (2.34)
Proof. For brevity put M := ψ(U). We write
F(Θ) =
∑
y≤M
e
(
βf(y)
) q∑
m=1
m≡ymod q
e
(af(m)
q
)
= q−1
∑
−q/2<b≤q/2
S(q, a, b, f)F (b), (2.35)
where
F (b) :=
∑
y≤M
e
(
βf(y)− by/q).
For each −q/2 < b ≤ q/2, the function βf ′(γ)− b/q is monotonic in the variable γ ∈ [0,M ].
Thus [15, Lemma 4.2] of Vaughan can be applied to the above interval for γ with H1 =
−H2 = −H where H = ⌈|β|f ′(M) + 1⌉. This yields
F (b) =
H∑
h=−H
I(b+ hq) +Of
(
log(2 +H)
)
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where
I(c) :=
∫ M
0
e
(
βf(γ)− cγ/q)dγ.
Since the polynomial is fixed and (a, q) = 1, we have (aad, q) = Of(1) uniformly in q. Thus
for each q there exists a˜, q˜ ∈ Z such that q˜ > 0, (a˜, q˜) = 1, q˜ ≫f q and aad/q = a˜/q˜. This
rational number is the leading coefficient of the polynomial (af(y) + by)/q, so we can apply
Weyl’s inequality [10, Theorem 4.3] to obtain
|S(q, a, b, f)| ≪f,ε q1+εq˜−21−d ≪f,ε q1−21−d+ε (2.36)
for any fixed ε > 0. Note that (2.36) is uniform in b because the implied constant in [10,
Theorem 4.3] depends only on ε and the degree d of the polynomial. Thus
F(Θ)− q−1S(q, a, f)vf (β)
= q−1
∑
−B<b≤B
b6=0
S(q, a, b, f)I(b) +Of,ε
(
q1−2
1−d+ε log(2 +H)
)
(2.37)
where B =
(
H + 1
2
)
q. Now we consider (2.34). Note that the error term in (2.37) is
acceptable.
Using integration by parts we see that the contribution to I(b) from those γ ∈ [0,M ] such
that ∣∣βf ′(γ)− b/q∣∣ ≥ 1
2
∣∣∣ b
q
∣∣∣ (2.38)
is ≪ q/|b|. Thus the total contribution from γ to (2.37) satisfying (2.38) is bounded by
≪f,ε q1−21−d+ε log(2B)≪f,ε q1−21−d+ε
(
1 + U |β|) 12 . (2.39)
For γ not satisfying (2.38) we must have
|βf ′(γ)− b/q| ≤ |b|
2q
. (2.40)
Such γ must satisfy
|b|
2q
≤ |β|f ′(γ) ≤ 3|b|
2q
. (2.41)
Thus for sufficiently large M > 1 we have
|b| ≪f q|β|f ′(M)≪f q|β|Md−1.
For such a b let
δ := |β| 12d−2
( |b|
q
) d−2
2d−2
.
Again applying integration by parts, the contribution to I(b) from the γ satisfying (2.40)
with |βf ′(γ)− b/q| ≥ δ is ≪ δ−1. We now treat the remaining γ satisfying (2.40). In other
words, such γ satisfy |βf ′(γ) − b/q| ≤ δ. We apply the triangle inequality and see such γ
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must lie in an interval [γ1, γ2] satisfying:
2δ ≥ |β||f ′(γ2)− f ′(γ1)|
≥ |β|
d∑
j=1
ajj
(
γj−12 − γj−11
)
≥ |β|(γ2 − γ1)
d∑
j=2
ajjγ
j−2
2
≫f |β|(γ2 − γ1)f
′(γ2)
γ2
, (2.42)
where we have used the facts that aj ≥ 0 for 0 ≤ j ≤ d, γ2 > γ1 and a1 = 0.
Now consider the case γ2 ≥ 1. We have
f ′(γ2) ≍f γd−12 and
f ′(γ2)
γ2
≍f γd−22 . (2.43)
Thus
|β|(γ2 − γ1)f
′(γ2)
γ2
≫f |β|(γ2 − γ1)γd−22 . (2.44)
Furthermore (2.41) and (2.43) imply that
γd−22 ≍f
( |b|
q|β|
)d−2
d−1
. (2.45)
Combining (2.42), (2.44) and (2.45) we have
|γ2 − γ1| ≪f δ−1.
Consider the case 0 < γ2 < 1. Then
|β|(γ2 − γ1)f
′(γ2)
γ2
≫f |β|(γ2 − γ1)f ′(γ2)≫f (γ2 − γ1) |b|
q
, (2.46)
where the last inequality follows from (2.41). Then (2.42) and (2.46) imply that
γ2 − γ1 ≪f δ−1|b|−
2
2d−2 |βq| 22d−2 ≪f δ−1,
where the last line follows from the facts that |β| ≤ 1/q and b 6= 0 is an integer.
Thus the total contribution to (2.37) from γ satisfying (2.40) is
≪f,ε
∑
0<b≪f q|β|Md−1
q−2
1−d+ε|β|− 12d−2
( q
|b|
) d−2
2d−2
≪f,ε q
d−2
2d−2
−21−d+ε|β|− 12d−2
(
q|β|Md−1
)1− d−2
2d−2
≪f,ε q1−2d−1+ε|β| 12M d2
≪f,ε q1−2d−1+ε|β| 12U 12 . (2.47)
Combining (2.37), (2.39) and (2.47) yields the result. 
As explained in Section 3, most major arcs will actually be subsumed by the error coming
from the minor arcs. The following two lemmas will ensure that we can conclude this.
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Lemma 2.4. Let f ∈ Z[y] be as in Theorem 1.1. Let Θ ∈ R, a, q ∈ N be such that (a, q) = 1
and β = Θ− a/q and |β| ≤ 1/q. Then for all sufficiently large X
∣∣Φf(ρe(Θ))∣∣ ≤ Γ(1 + 1
d
)(X
ad
)1/d ∞∑
j=1
|S(qj, a˜j , f)|
j(d+1)/dqj
+Of,ε
(
q1−2
1−d+ε logX
(
1 +X|β|)12)
where qj = q/(q, j), a˜j = aj/(q, j) and ρ = exp
(−1/X).
Proof. We first write Φf as
Φf(ρe(Θ)) =
∞∑
j=1
∞∑
n=1
1
j
exp(−jf(n)/X) e(jf(n)Θ).
For the first exponential we obtain
exp(−jf(n)/X) =
∫ ∞
n
f ′(u)jX−1 exp(−jf(u)/X)du,
and therefore
Φf (ρe(Θ)) =
∞∑
j=1
1
j
∫ ∞
0
f ′(u)jX−1 exp(−jf(u)/X)
∑
n≤u
e(jf(n)Θ)du. (2.48)
Recall that the hypothesis on f of Theorem 1.1 implies that aj ≥ 0 for all 0 ≤ j ≤ d.
Trivially ∣∣∣∣∣
∫ ∞
0
f ′(u)jX−1 exp(−jf(u)/X)
∑
n≤u
e
(
jf(n)Θ
)
du
∣∣∣∣∣
≤
∫ ∞
0
uf ′(u)jX−1 exp
(−jf(u)/X)du
=
∫ ∞
0
exp
(−jf(u)/X)du
≤
∫ ∞
0
exp
(−jadud/X)du
≪f
(X
j
)1/d ∫ ∞
0
exp(−yd)dy
≪f
(X
j
)1/d
,
where the third and fourth lines follow from integration by parts and the non-negativity of
the polynomial coefficients respectively.
Let J be a parameter of our choice and consider the tail of the sum over j in (2.48). We
have∣∣∣∣∣
∞∑
j=J+1
1
j
∫ ∞
0
f ′(u)jX−1 exp(−jf(u)/X)
∑
n≤u
e(jf(n)Θ)du
∣∣∣∣∣
≪
∞∑
j=J+1
1
j
(
X
j
)1/d
≪
(
X
J
)1/d
. (2.49)
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It remains to consider
J∑
j=1
1
j
∫ ∞
0
f ′(u)jX−1 exp(−jf(u)/X)
∑
n≤u
e(jf(n)Θ)du. (2.50)
By Lemma 2.3 we have∑
n≤u
e(jf(n)Θ) = q−1j S(qj, a˜j , f)
∫ u
0
e(jβf(γ))dγ +Of,ε
(
q1−2
1−d+ε
j
(
1 + f(u)j|β|)12).
Thus (2.50) becomes
J∑
j=1
S(qj , a˜j, f)
jqj
∫ ∞
0
f ′(u)jX−1 exp(−jf(u)/X)
∫ u
0
e
(
jβf(γ)
)
dγdu+ E (2.51)
where
|E| ≪f,ε
J∑
j=1
q1−2
1−d+ε
j
j
(∫ 1
0
+
∫ ∞
1
)
f ′(u)jX−1 exp(−jf(u)/X)
(
1 +
(
f(u)j|β|)12)du
≪f,ε q1−21−d+ε
( J
X
+
J
3
2 |β| 12
X
+
J∑
j=1
1
j
∫ ∞
1
f ′(u)jX−1 exp(−jf(u)/X)
(
1 +
(
f(u)j|β|)12)du)
≪f,ε q1−21−d+ε
( J
X
+
J
3
2 |β| 12
X
+
J∑
j=1
1
j
∫ ∞
1
dud−1jX−1 exp(−jadud/X)
(
1 +
(
udj|β|) 12
)
du
)
≪f,ε q1−21−d+ε
( J
X
+
J
3
2 |β| 12
X
+ log J
(
1 + |β| 12X 12)),
where the last line follows from [3, p. 27]. Choosing J = X yields the bound
|E| ≪f,ε q1−21−d+ε logX
(
1 + |β| 12X 12
)
. (2.52)
We now turn our attention to the main terms in (2.51), integrating by parts we obtain
X∑
j=1
S(qj, a˜j , f)
jqj
∫ ∞
0
exp
(− jf(u)X−1(1− 2piiβX))du.
This is bounded above by
X∑
j=1
|S(qj, a˜j, f)|
jqj
∫ ∞
0
exp
(−jf(u)X−1)du
≤
X∑
j=1
|S(qj, a˜j, f)|
jqj
∫ ∞
0
exp
(−jadudX−1)du
≤
J∑
j=1
|S(qj, a˜j, f)|
j1+
1
d qj
Γ
(
1 +
1
d
)(X
ad
)1/d
. (2.53)
Combining (2.49), (2.52) and (2.53) completes the proof. 
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Lemma 2.5. Let f ∈ Z[y] be as in Theorem 1.1. Then there exists a constant 0 < Cf < 1
such that for all q > 1 and a ∈ Z with (a, q) = 1,
|S(q, a, f)| ≤ Cfq.
Proof. Applying Weyl’s inequality [10, Theorem 4.3], we have (2.36) for b = 0. Thus for
0 < C˜f < 1 there exists an integer Rf such that for all q ≥ Rf we have
|S(q, a, f)| ≤ C˜fq.
Now consider the case q ≤ Rf . Now
f(y) ≡ cmod p
has at most d ≤ p−1 solutions by Lagrange’s Theorem [1, Theorem 5.21] and the hypothesis
(ad, . . . , a0) = 1. Thus f can’t be constant as a function modulo each prime p for all p > d.
Together with the hypothesis that f is non-constant as a function modulo primes p ≤ d, we
can conclude by the Chinese Remainder Theorem that for each q there exists at least one
1 ≤ g := g(q) ≤ q such that f(g) 6≡ 0mod q. Thus af(g) 6≡ 0mod q since (a, q) = 1. Thus
|S(f, a, q)| ≤
∣∣∣q − 1 + e(af(g)
q
)∣∣∣ ≤ ∣∣∣q − 1 + e( 1
Rf
)∣∣∣ ≤ Cˆfq,
for some 0 < Cˆf < 1. Taking Cf := max{C˜f , Cˆf} is sufficient. 
3. Proof of Main Theorems
We will prove the main theorem using the Hardy–Littlewood circle method. From Cauchy’s
theorem we have,
pf(n) =
∫ 1
0
ρ−n exp
(
Φf (ρe(Θ))− 2piinΘ
)
dΘ. (3.1)
Recall X is implicitly defined by (1.3). Observing the periodicity in the integrand of (3.1)
with respect to Θ, we may replace [0, 1] with U := [−X 1d−1, 1 − X 1d−1]. For a, q ∈ N such
that 1 ≤ q ≤ X 1d , 1 ≤ a ≤ q and (a, q) = 1, we define each disjoint major arc
M(q, a) :=
{
Θ ∈ U :
∣∣∣Θ− a
q
∣∣∣ ≤ q−1X 1d−1}.
Furthermore we set
M :=
⋃
1≤a≤q≤X1/d
(a,q)=1
M(q, a).
The minor arcs are defined by m := U \M. In typical applications of the circle method,
the main terms for the asymptotic in question usually consist of the contributions coming
from all major arcs, and the error from the minor arcs. The problem of determining the
asymptotic behaviour of pAf (n) defies this rule of thumb.
By periodicity of the integrand of (3.1) we can denote M(1, 1) as M(1, 0). The main con-
tributions come from M(1, 0), whereas the contributions from M\M(1, 0) will be subsumed
by the error contributed by m. Thus the arcs in M \M(1, 0) are referred to as auxiliary
major arcs. The anatomy of the proof follows the decomposition(∫
M(1,0)
+
∫
M\M(1,0)
+
∫
m
)
ρ−n exp
(
Φf (ρe(Θ))− 2piinΘ
)
dΘ.
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We will follow the implementation of the circle method outlined in [2, 3, 16], with the key
difference being the deployment of our Lemmas in Section 2 and our treatment of the major
arc M(1, 0). First we need the following lemma to handle the minor arcs and a subset of the
major arc M(1, 0) that does not contribute to the main terms.
Lemma 3.1. Let f ∈ Z[y] be as in Theorem 1.1 and let Θ ∈ m. Then for any ε > 0, we
have
|Φf
(
ρe(Θ)
)| ≪f,ε X 1d+ε− 1d2d−1 . (3.2)
Let 0 < L < 1 be fixed and suppose Θ ∈M(1, 0) \ (−X Ld−1, X Ld−1). Then
|Φf
(
ρe(Θ)
)| ≪f,ε X 1d+ε− Ld2d−1 . (3.3)
Proof. Let J be a real positive number. It follows from (2.48) and (2.49) that
|Φf
(
ρe(Θ)
)| ≪f J∑
j=1
1
j
∫ ∞
0
f ′(u)jX−1 exp(−jf(u)/X)
∣∣∣∣∣
∑
n≤u
e(jf(n)Θ)
∣∣∣∣∣du+
(X
J
) 1
d
≪f
J∑
j=1
1
j
(∫ 1
0
+
∫ ∞
1
)
f ′(u)jX−1 exp(−jf(u)/X)
∣∣∣∣∣
∑
n≤u
e(jf(n)Θ)
∣∣∣∣∣du+
(X
J
) 1
d
≪f
J∑
j=1
∫ ∞
1
dud−1jX−1 exp(−jadud/X)
∣∣∣∣∣
∑
n≤u
e(jf(n)Θ)
∣∣∣∣∣du+
(X
J
) 1
d
+
J
X
≪f
J∑
j=1
∫ ∞
0
dud−1jX−1 exp(−jadud/X)
∣∣∣∣∣
∑
n≤u
e(jf(n)Θ)
∣∣∣∣∣du+
(X
J
) 1
d
+
J
X
,
(3.4)
where we use the fact that all of the coefficients of the polynomial are non-negative on the
third line of the above. For each j, we use Dirichlet’s approximation theorem to choose
rj ∈ Z≥0 and qj ∈ N such that∣∣∣∣∣jadΘ− rjqj
∣∣∣∣∣ ≤ q−1j X 1d−1 and qj ≤ X1− 1d .
Applying Weyl’s inequality [10, Theorem 4.3] we have∣∣∣∣∣
∑
n≤u
e(jf(n)Θ)
∣∣∣∣∣≪f,ε u1+ε−21−d + u1+εq−21−dj + u1+ε
( qj
ud
)21−d
. (3.5)
Note that for any λ > 0, integration by parts yields
∫ ∞
0
uλ
(
jdud−1X−1 exp
(−jadud/X))du≪f (X
j
)λ
d
. (3.6)
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Since Θ /∈M we must have jadqj ≥ X 1d . We choose J = X . Thus (3.4), (3.5), (3.6) and the
fact that qj ≤ X1− 1d imply that
|Φf
(
ρe(Θ)
)| ≪f,ε 1 + J∑
j=1
1
j
((X
j
) 1+ε
d
− 1
d2d−1
+
(X
j
) 1+ε
d
q−2
1−d
j +
(X
j
) 1+ε
d
− 1
2d−1
q2
1−d
j
)
≪f,ε 1 +X
1+ε
d
− 1
d2d−1
J∑
j=1
(
j−1−
1+ε
d
+ 1
d2d−1 + j−1−
1+ε
d
+ 1
2d−1
)
≪f,ε X
1+ε
d
− 1
d2d−1 .
This proves (3.2).
We now prove (3.3). Since Θ ∈ M(1, 0) \ (−X Ld−1, X Ld−1), Θ does not lie on any other
major arc because they are disjoint. In particular, if Θ satisfies∣∣∣∣∣Θ− rq
∣∣∣∣∣ ≤ q−1X Ld−1,
with r ∈ Z≥0, q ∈ N, then q > X 1d . Otherwise Θ would lie on a major arc or in the interval
(−X Ld−1, X Ld−1). Thus for each j, we use we use Dirichlet’s approximation theorem to choose
rj ∈ Z≥0 and qj ∈ N such that∣∣∣∣∣jadΘ− rjqj
∣∣∣∣∣ ≤ q−1j X Ld−1 and qj ≤ X1−Ld .
By the above argument we see that jqjad > X
1
d . Repeating the above computation with the
new bound qj ≤ X1−Ld we obtain (3.3).

Now we can begin the proof of Theorem 1.1.
Proof. Fix R < 1. Fix L sufficiently small depending on R,α and ε as in Lemma 2.2. We
first examine the major arc M(1, 0). Recall that
Ψf(z) = exp
(
Φf(z)
)
.
Applying Lemma 2.2, we have the following for all |Θ| ≤ X Ld−1:
ρ−nΨf(ρe(Θ)) = ρ
−n exp
(
Ξf
(
ρe(Θ)
)(
1 +Of,R,ε(X
−R+ε)
)
, (3.7)
where Ξf(ρe(Θ)) is equal to the right hand side (2.5) or (2.7) without the error term. Also
note that we have
X
1− 2piiXΘ = X∆e
iφ
where φ = arg(1 + 2piiXΘ). Thus 0 < |φ| ≤ pi/2, so 0 < cos(φ/d) < 1. This means∣∣∣∣
(
X
1− 2piiXΘ
) 1
d
∣∣∣∣ = (X∆) 1d . (3.8)
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We now study (3.1) over the interval
[− 3
8piX
, 3
8piX
]
. In other words, the main term of (3.7):∫ 3
8piX
− 3
8piX
ρ−n exp
(
Ξf
(
ρe(Θ)
)− 2piinΘ)dΘ. (3.9)
The function
K(Θ) := Ξf
(
ρe(Θ)
)− 2piinΘ
over the region of integration can be Taylor expanded about Θ = 0 as
K(Θ) = C + ζ(0,α) log X
ad
− Y (2piXΘ)2 +G(Θ)
where
G(Θ) =
∞∑
j=3
(ujY + vj)(2piiXΘ)
j,
and
uj :=
(
j − 1 + 1
d
j
)(
1 + 1
d
2
)−1
vj := ζ(0,α)
(1
j
− uj
2
)
+Of
( 1
X
1
d
)
.
Since we have R < 1 fixed, the last double summation in both (2.6) and (2.8) vanishes.
Since all of the αj ∈ R>0 for 1 ≤ j ≤ d − 1, the induction argument establishing formulae
for the residues cm on [8, pp. 247–248] shows that cm ∈ R for all m ∈ N. Thus Y, uj, vj ∈ R
for all j.
Thus the integrand (3.9) becomes(
X
ad
)ζ(0,α)
exp
(
C + n
X
)∫ 3
8piX
− 3
8piX
exp
(
− Y (2piXΘ)2 +G(Θ)
)
dΘ. (3.10)
Considering the integral in (3.10), it will be convenient to use a parity argument
∫ 3
8piX
0
(
exp
(
G(Θ)
)
+ exp
(
G(−Θ))) exp (− Y (2piXΘ)2)dΘ
= Re
(∫ 3
8piX
0
2 exp
(
G(Θ)− Y (2piXΘ)2)dΘ). (3.11)
Making the change of variable φ = (2piXΘ)2Y together with (3.11) allows us to re-write the
integral on the right-hand side of (3.10) as follows
1
2pia
ζ(0,α)
d
exp
(
C + n
X
)
X1−ζ(0,α)Y
1
2
∫ 9Y/16
0
Re
(
exp
(− φ+H(φ)))φ−1/2dφ (3.12)
where
H(φ) :=
∞∑
j=3
ij(uj + vjY
−1)φj/2Y 1−j/2.
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For a fixed J , we further decompose H into
H(φ) := HJ(φ) +
∞∑
j=2J+3
ij(uj + vjY
−1)φj/2Y 1−j/2.
Recalling the facts
0 ≤ ad−1
ad
≤ d
2
and ζ(0,α) = ζ(0)− 1
d
d−1∑
j=1
αj = −1
2
− ad−1
dad
,
we have
|ζ(0,α)| < 1. (3.13)
Thus
vj
uj
= ζ(0,α)
( 1
ujj
− 1
2
)
+Of
( 1
X
1
d
)
.
Combining (3.13) with the observation juj ≥ 1 for any j ≥ 3, we have∣∣∣ζ(0,α)( 1
ujj
− 1
2
)∣∣∣ ≤ 1
2
.
Thus for all X sufficiently large we have |vj| ≤ |uj| for all j ≥ 3. Also note that for j ≥ 2
we have
|v2j | ≤ u2j ≤ u4 = 6d
2 + 5d+ 1
12d2
.
Thus for 0 ≤ φ ≤ 9Y/16, Y sufficiently large, and d ≥ 2, then
ReHJ(φ) = Re
2J+2∑
j=3
ij(uj + vjY
−1)φj/2Y 1−j/2 =
J+1∑
j=2
(−1)j(u2jY + v2j)φjY −j
≤ a4(Y + 1)
2J+2∑
j=2
( φ
Y
)j
≤ a4(Y + 1)
∞∑
j=2
( φ
Y
)j
=
6d2 + 5d+ 1
12d2
(Y + 1)
(φ/Y )2
1− φ/Y
≤ 9
7
× 6d
2 + 5d+ 1
12d2
(1 + Y −1)φ
=
(18
28
+
15
28d
+
3
28d2
)
(1 + Y −1)φ
≤ 105
112
(
1 +
1
105
)
φ
<
(
1− 1
2016
)
φ, (3.14)
where Y > 105 is assumed. Also notice by definition that HJ(φ) → H(φ) pointwise as
J →∞. Thus for a parameter Z > 0, we have∫ 9Y/16
Z
Re
(
exp
(− φ+H(φ)))φ−1/2dφ≪ Z−1/2e−Z/2016.
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Taking Z = 2016J log Y yields∫ 9Y/16
Z
Re
(
exp
(−φ+H(φ)))φ−1/2dφ≪ Y −J .
Consequently (3.12) becomes
1
2pia
ζ(0,α)
d
exp
(
C + n
X
)
X1−ζ(0,α)Y
1
2
(∫ Z
0
Re
(
exp
(−φ +H(φ)))φ−1/2dφ+O(Y −J)
)
. (3.15)
When 0 ≤ φ ≤ Z, summing up a geometric series yields the estimate
∞∑
j=2J+3
ij(uj + vjY
−1)φj/2Y 1−j/2 ≪ φ
J+3/2Y −1/2−J
1− (φ/Y )1/2 ≪ φ
J+3/2Y −1/2−J
and so
exp
(
∞∑
j=2J+3
ij(uj + vjY
−1)φj/2Y 1−j/2
)
= 1 +O
(
φJ+3/2Y −1/2−J
)
.
Hence we now focus to the truncated sum HJ(φ). The integral occurring in (3.15) becomes∫ Z
0
Re
(
exp
(− φ+HJ(φ)))(1 +O(φJ+3/2Y −1/2−J))φ−1/2dφ. (3.16)
Since (3.14) holds, the error term in (3.16) contributes O(Y −1/2−J). Thus (3.15) becomes
1
2pia
ζ(0,α)
d
exp
(
C + n
X
)
X1−ζ(0,α)Y
1
2
(∫ Z
0
Re
(
exp
(− φ+HJ(φ)))φ−1/2dφ+O(Y −J)
)
.
Now consider
exp
(
HJ(φ)
)
=
∞∑
j=0
HJ(φ)
j
j!
.
For 0 ≤ φ ≤ Z we have
HJ(φ) =
2J+2∑
j=3
ij(uj + vjY
−1)φj/2Y 1−j/2 ≪
∞∑
j=3
Y (φ/Y )
j
2 ≪ Y − 12φ 32 ≤ Y − 14 .
Thus ∣∣∣∣∣
∫ Z
0
exp(−φ)Re(HJ(φ))jφ− 12dφ
∣∣∣∣∣ ≤ Y − j4 ,
and hence
∞∑
j=4J+4
∫ Z
0
exp(−φ) Re
(HJ(φ)j
j!
)
φ−1/2dφ≪ Y −J .
Consequently we need to estimate∫ Z
0
exp(−φ)
4J+3∑
j=0
Re
(HJ(φ)j
j!
)
φ−1/2.
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Since cj, dj, Y ∈ R and can write
HJ(φ) =
2J+2∑
j=3
(
uj
(
Y −
1
2
)j−2
+ vj
(
Y −
1
2
)j)
(iφ1/2)j ,
we see that HJ(φ) can be viewed as a real polynomial in iφ
1/2 of degree 2J + 2 for a fixed
Y . Therefore
4J+3∑
j=0
1
j!
(
Hj(φ)
)j
=
(2J+2)(4J+3)∑
h=0
ph(Y
−1/2)(iφ1/2)h
where the coefficients ph(z) are polynomials in z of degree at most h. It can be verified that
p0(φ) = 1, p1(φ) = p2(φ) = 0, and ph(0) = 0,
and for h ≥ 3 the polynomial ph is even (resp. odd) when h is even (resp. odd). Also note
that ∫ ∞
Z
exp(−φ)φh−12 dφ ≤ Y −J
∫ ∞
0
exp(−φ)φh−12 dφ≪ Y −J .
Therefore
∫ 3
8piX
− 3
8piX
ρ−n exp
(
Ξf(ρe(Θ))− 2piinΘ
)
dΘ =
1
2pia
ζ(0,α)
d
exp
(
C + n
X
)
X1−ζ(0,α)Y
1
2
(
I +O(Y −J)
)
where
I =
∫ Z
0
Re
(
exp(−φ+HJ(φ))
)
φ−1/2dφ
=
L∑
h=0
h even
ph(Y
−1/2)
∫ Z
0
exp(−φ)φh−12 dφ+O(Y −J)
= Γ
(1
2
)
+
L/2∑
h=2
p2h(Y
−1/2)Γ
(
h+
1
2
)
+O(Y −J). (3.17)
Note that p2h is an even polynomial, so (3.17) is indeed a polynomial in the variable Y
−1.
So let wq be the coefficient of Y
−q in (3.17). Thus
∫ 3
8piX
− 3
8piX
ρ−n exp(Ξf(ρe(Θ))− 2piinΘ)dΘ
=
1
2pia
ζ(0,α)
d
exp
(
C + n
X
)
X1−ζ(0,α)Y
1
2
(
pi1/2 +
J−1∑
q=1
wqY
−q +O(Y −J)
)
. (3.18)
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Recalling (3.7) we have
∫ 3
8piX
− 3
8piX
ρ−n exp(Φf(ρe(Θ))− 2piinΘ)dΘ
=
1
2pia
ζ(0,α)
d
exp
(
C + n
X
)
X1−ζ(0,α)Y
1
2
(
pi1/2 +
J−1∑
q=1
wqY
−q +O(Y −J) +Of,R,ε
(
X−R+ε
))
. (3.19)
We now need to consider (3.1) over U \ [− 3
8piX
, 3
8piX
]. It suffices to prove
∫
U\[− 3
8piX
, 3
8piX
]
ρ−n exp
(
Φf
(
ρe(Θ)
)− 2piinΘ)dΘ≪ 1
2pia
ζ(0,α)
d
exp
(
C + n
X
)
X1−ζ(0,α)Y
1
2
Y −J . (3.20)
We treat the left side of (3.20) over U \ [− 3
8piX
, 3
8piX
]
in three stages.
On the set (−X Ld−1, X Ld−1) \ [−3/(8piX), 3/(8piX)], we have
∆ ≤ 4
5
.
Fix η > 0 small such that (1 + η)(4/5)
1
d < 1. Applying Lemma 2.2 and recalling (3.8) then
we see that ∣∣Φf (ρe(Θ))∣∣ ≤ (1 + η)(4
5
) 1
d a
−1/d
d
d
Γ
(1
d
)
ζ
(
1 +
1
d
)
X
1
d ,
for sufficiently largeX . This implies (3.20) over the set (−X Ld−1, X Ld−1)\[−3/(8piX), 3/(8piX)].
Applying Lemma 3.1, it is clear that (3.20) is satisfied when the integral is restricted to
the domain
(
M(1, 0) \ (−X Ld−1, X Ld−1)
)
∪m.
The third stage is to study the integral in (3.20) on the auxiliary major arcs M(q, a).
Hence we have 1 < q ≤ X 1d and β = Θ− a/q satisfies |β| ≤ q−1X 1d−1. Thus by Lemma 2.4
we have
∣∣Φf(ρe(Θ))∣∣ ≤ a−1/dd Γ(1 + 1d
)
X
1
d
∞∑
j=1
|S(qj, a˜j , f)|
j(d+1)/dqj
+Oε
(
X
1
d
− 1
d2d−1
+2ε) (3.21)
for all sufficiently large X . For each qj , we need to bound the series
∞∑
j=1
|S(qj , a˜j, f)|
j
d+1
d qj
.
Recalling the notation from Lemma 2.4 we have
a˜j =
aj
(j, q)
and qj =
q
(j, q)
.
When q | j then qj = 1 and hence |S(qj, a˜j , f)| = 1. When j 6 | q we have qj > 1 and
then applying Lemma 2.5 we have |S(qj , a˜j, f)| ≤ (1 − δf)qj where δf > 0 is defined by
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Cf := 1− δf . Thus
∞∑
j=1
|S(qj, a˜j , f)|
j
d+1
d qj
=
∞∑
j=1
q|j
1
j1+
1
d
+
∞∑
j=1
j∤q
1− δf
j1+
1
d
= (1− δf)
(
1− 1
q1+
1
d
)
ζ
(
1 +
1
d
)
+
1
q1+
1
d
ζ
(
1 +
1
d
)
=
(
1− δf + δf
q1+
1
d
)
ζ
(
1 +
1
d
)
<
(
1− δf
2
)
ζ
(
1 +
1
d
)
. (3.22)
Combining (3.21) and (3.22) we obtain
∣∣Φf(ρe(Θ))∣∣ ≤ (1− δf
2
)a−1/dd
d
Γ
(1
d
)
ζ
(
1 +
1
d
)
X
1
d ,
and we see that (3.20) holds on the auxiliary major arcs.
Recalling (3.19) and (3.20), any choice 1 < J < dR will mean the error term Of,R,ε(X
−R+ε)
can be absorbed. 
Here we offer some remarks on possible alternative strategies to the one adopted in this
paper.
Remark. For the sake of this remark assume a0 = 0 and aj > 0 for 1 ≤ j ≤ d. Following
the proof of [9, Thm. C4], Parseval’s theorem in the form∫ ∞
0
f(t)g(t)ts−1dt =
1
2pii
∫
(c)
F(w)G(s− w)dw
where c > 0 and F and G are the Mellin transforms of f and g, respectively, one can show
by induction that for d ∈ N we have
Id(s) :=
∫ ∞
0
exp
(
− jx
d∑
r=1
art
r
)
ts−1dt
=
1
d
∞∑
n1=0
· · ·
∞∑
nd−1=0
(−1)n1+···+nd−1
n1! · · ·nd−1! a
n1
1 · · · and−1d−1 a
−
1
d
(s+
∑d−1
r=1 rnr)
d
× (jx)n1+···+nd−1−1d (s+
∑d−1
r=1 rnr)Γ
(
1
d
(
s+
d−1∑
r=1
rnr
))
(3.23)
for Re(x) > 0 and Re(s) > 0. If we let x = 1/X − 2piiΘ and s = 1, then the main term of
Lemma 3 becomes Id(1).
Remark. A temptation is to take a multivariable approach to Lemma 2.2 by means of
repeatedly applying the Cahen–Mellin transform. By this transform, we have
exp(−jarnrx) = 1
2pii
∫
(cr)
Γ(sr)(jarn
rx)−srdsr (3.24)
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where x = 1/X − 2piiΘ and cr > 0 for r = 1, · · · , d. This allows us to write
Φf (ρe(Θ)) =
∞∑
j=1
∞∑
n=1
1
j
exp
(
− j
( d∑
r=1
arn
r
)(
1
X
− 2piiΘ
))
=
∞∑
j=1
∞∑
n=1
1
j
d∏
r=1
(
1
2pii
∫
(cr)
Γ(sr)(jarn
rx)−srdsr
)
=
1
(2pii)d
∫
(c1)
· · ·
∫
(cd)
( d∏
r=1
Γ(sr)
)
ζ
( d∑
r=1
sr + 1
)
× ζ
( d∑
r=1
rsr
)( d∏
r=1
a−srr
)
x−
∑d
r=1 srdsd · · · ds1 (3.25)
provided that
d∑
r=1
σr > δ and
d∑
r=1
krσr > 1 + δ (3.26)
where sr = σr + itr with σr, tr ∈ R and 0 < δ < 1 for r = 1, · · · , d. However, dealing
with the main terms arising from computing the above d-fold integral is not as convenient as
appealing to the Matsumoto–Weng zeta function and it is not entirely clear how to obtain
satisfactory error terms.
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