We investigate the geometric structure of the unit ball of the Marcinkiewicz sequence space m 
Introduction
This paper examines the interaction between geometry of Banach spaces and algebras of holomorphic functions. Specifically, we will show that, for a large class of Banach spaces with an unconditional basis, the set of complex extreme points of the unit ball coincides with the peak points of an algebra of holomorphic functions defined on its ball. This allows us to give a complete characterisation of the complex extreme points in terms of its coordinates. It also enables us to give necessary and sufficient conditions on a subset of the unit sphere to be a boundary for the algebra of functions which are continuous on the closed unit ball and holomorphic on its interior. The connection between geometry of Banach spaces and holomorphic functions is not without precedent. Complex extreme points were introduced by Thorp and Whitley, [18] , which allowed them to establish the Strong Maximum Modulus Principle while Globevnik, [12] , showed that peak points for the ball algebra over E are complex extreme points of the unit ball of E.
Given a complex Banach space E we denote by A b (B E ) the Banach algebra of all functions which are continuous and bounded on B E , the closed unit ball of E, and holomorphic on the interior of B E . By A u (B E ) we denote the Banach in Section 2 we will give necessary and sufficient conditions on a subset of the unit ball of the space, E, to be a boundary for the A u (B E ). This allows us to show that in many cases A u (B E ) does not have aŠilov boundary in the sense of Globevnik.
Given a bounded sequence z = (z n ) n we define the distribution of z, d z , by d z (s) = card{k ∈ N : |z k | > s} for s ≥ 0. Setting z * n = inf{s > 0 : d z (s) ≤ n} we obtain the decreasing rearrangement, z * , of z. Let us recall the definition and some elementary facts about Marcinkiewicz sequence spaces. We let Ψ = (Ψ(n)) ∞ n=0 be an increasing sequence of nonnegative real numbers with Ψ(0) = 0 and Ψ(n) > 0 if n ≥ 1. Such functions will be called symbols. The Marcinkiewicz sequence space associated to the symbol Ψ, m Ψ , is the vector space of all bounded sequences (z n ) n such that
where z * = (z * n ) is the decreasing rearrangement of (z n ) n . We denote by m To avoid the case where m 0 Ψ = {0} we shall assume that lim n→∞ Ψ(n) = ∞. We assume without loss of generality that Ψ(1) = 1. This condition is equivalent to the assumption that e j = 1 for all j in N. It follows from [14] that we can also assume that (Ψ(n)/n) is decreasing. From this it follows that if z ∈ m 0 Ψ then lim n |z n | = 0 and z ∞ ≤ z . Thus m 0 Ψ → c 0 and the standard unit vectors (e j ) j form an unconditional basis for m 0 Ψ . However, this will also follow if we relax the condition and require that (Ψ(n)/n) is eventually decreasing allowing a wider class of symbols to which our results apply.
Choi and Han, [8] , examine the boundaries A u (B m 0 Ψ ) when Ψ is strictly increasing. Here we will investigate the geometric structure of the unit ball of m 0 Ψ along with the boundaries of A u (B m 0 Ψ ) for arbitrary Ψ. Given a Banach space E, a point z in B E is said to be a real extreme point of B E if z is not the midpoint of any line segment which is contained in B E . When E is a complex Banach space we shall say that z in B E is a complex extreme point of B E if z + λy ≤ 1 for all λ ∈ ∆ implies that y = 0. The real extreme points of B E are denoted by Ext R (B E ) while the complex extreme points are denoted by Ext C (B E ).
Let E be a complex Banach space. A point z in E is said to be exposed point of the unit ball of E if there is a linear function, ϕ ∈ E , such that ϕ(z) = 1 and Re(ϕ(y)) < 1 for all y ∈ B E , y = z. A unit vector z is strongly exposed if there is a unit vector ϕ ∈ E so that ϕ(z) = 1 and given any sequence (z k ) ⊆ B E with ϕ(z k ) → 1 we can conclude that z k converges to z in norm. We will say that ϕ strongly exposes B E at z. We denote the set of exposed points of the unit ball of E by Exp(B E ) and the set of strongly exposed points by St − Exp(B E ).
Geometry of m

Ψ
In order to study the geometry of m 0 Ψ we introduce the notion of the torus of level n for any n ∈ N.
Definition 1
The n-torus, T n , is the set of all z ∈ m 0 Ψ such that (Tn1) z has support of length n,
Since (Ψ(n)) n≥0 is an increasing sequence, for any symbol Ψ, T n is actually a subset of the unit sphere of m 0 Ψ . We say that the support of z is σ = {j 1 , . . . , j n } if z = n k=1 z j k e j k , where each z j k is nonzero and j 1 < · · · < j n . By m Proposition 2 Let Ψ be a symbol. Let z ∈ T n and let σ be the support of z.
) is the disc algebra A(∆) and every point of T 1 , the unit sphere, is a peak point. We suppose that n ≥ 2.
. . , n. Now, by (Tn2), we may consider the polynomial g :
It is clear that g belongs to A u (B m σ Ψ ) and g(Π σ (z)) > 0. Following the proof of [16, Theorem 2.3] it is possible to show that |g(x)| < g(Π σ (z)) for all
As a consequence of [11, Theorem 4] , we also obtain that Π σ (z) is a complex extreme point of B m σ Ψ . The next proposition states that having finite support is a necessary condition to be a complex extreme point in m 0 Ψ . In its proof we adapt some techniques from [15] . * and therefore z have finite support. Take 0 < r < z * m+1 . Since lim |z j | = 0, there exists n > m so that |z j | < r for all j > n. Finally, note that a = 1 − max
Consider b = min{z * m+1 − r, a} and let y = be n+1 ∈ B m 0 Ψ . We claim that z + λy ≤ 1 for all λ ∈ ∆. Indeed, for j > m we have Proof: By Proposition 3 we know that z has finite support. Let us suppose that z has length n. It follows that z * n = 0. Clearly we have that Π n (z
where N − 1 is the index of the last nonzero coordinate of z. We have that
is increasing the same holds for k > n + 1. Therefore z + λy ≤ 1 for all λ ∈ ∆ contradicting the fact that z is a complex extreme point of B m 0 Ψ . Given a symbol Ψ we denote by N Ψ the set of all the positive integers n ∈ N such that Ψ(n) = Ψ(n + 1). In [15] Kamińska and Lee prove that the unit ball of m 0 Ψ has an extreme point if an only if there is n in N with Ψ(n) = Ψ(n + 1). Specifically, they show that for each n in N Ψ the point Theorem 5 Let Ψ be a symbol. The following are equivalent:
Proof: An application of [11, Theorem 4] gives us that (a) implies (b).
To show that (b) implies (c) take z ∈ Ext C (B m 0 Ψ ). By Proposition 3 z has finite support. Let us suppose that z has support of length n. Clearly
Since z * n = 0 we may consider a = min{z * n , Ψ(n) − n j=1 z * j } > 0 and y = ae N where N − 1 is the index of the last nonzero coordinate of z.
Let w = z + λy with |λ| ≤ 1, then w
Hence z + λy ≤ 1 for all λ ∈ ∆ contradicting the fact that z is a complex extreme point. Therefore z ∈ T n . The proof of Proposition 4 shows that Ψ(n) = Ψ(n + 1) for n = |supp(z).
Since m 0 Ψ is a rearrangement invariant space, to prove that (c) implies (a) it is enough to show that z * is a peak point for
Since Ψ(n) = Ψ(n + 1) we have that
Thus |ϕ(x)| ≤ 1 for all x ≤ 1 and ϕ(z * ) = 1. Note that the last inequality in the above estimate of |ϕ(x)| is strict whenever |supp(z)| > n and hence
Now consider the holomorphic function f :
Corollary 6 Let Ψ be a symbol. Let z ∈ Ext C (B m n Ψ ) and suppose that |supp(z)|− k. Then either k = n or k < n and k ∈ N Ψ .
As in Proposition 4 we can show that z * , and therefore z, is not an extreme point. The result now follows.
Denote by P the set of all the peak points of A u (B m 0 Ψ ) and for n in N, denote by P n the set of all points z in m 0 Ψ with support of length at most n such that Π n (z * ) is a peak point for A u (B m n Ψ ). The equivalence between (a) and (c) of Theorem 5 gives the following result.
Corollary 7 Let Ψ be a symbol. Then P = n∈NΨ T n .
As consequence of the above, we obtain another characterisation of the set of all peak points in terms of the sets of peaks points of level n. To be more precise we have:
Proof: Suppose z belongs to P n for some n in N Ψ , then there exists g in A u (m n Ψ ) such that g peaks at Π n (z * ). Let k be the length of the support of z * . It follows from [11, Theorem 4] and Corollary 6 that k ∈ N Ψ . Let ϕ in (m 0 Ψ ) be the linear function associated to z * defined as in (2) . It follows as in
Consequently, z * and z belong to P. Conversely, if z ∈ P then z * ∈ P. By Theorem 5, there exists n ∈ N Ψ such that |supp(z * )| = n. Restricting the function f which peaks B m 0 Ψ at z * we get that z ∈ P n . 
It is perhaps worth observing that in general Ext
Theorem 9
The set of all peak points, P, is closed.
Proof: Let z belong to P, the closure of P, and
We first show that z belongs to nj <N T nj and then we show that nj <N T nj is closed. Suppose n j ∈ N Ψ , with n j ≥ N , and take y in T nj . We have
Hence z ∈ nj ≥N T nj and therefore, by Corollary 7, z ∈ nj <N T nj . Choose a sequence (z n )
∞ n=1 in nj <N T nj which converges to z. As N is finite there is a largest positive integer M ∈ N Ψ , M < N , so that T M contains infinite many (z n ) n . Without loss of generality, we may assume that (
We observe that the length of the support of z cannot be greater than M . To see this, note that if z i = 0 we can find n i so that |z i − z n i | < |z i |/2 for all n > n i and hence z n i = 0 for all n sufficiently large. As the length of the support of each term in the sequence (z n )
Since is arbitrary we get that 
We also have that
We note that the real and complex extreme points of m Example 13 Consider the symbol with Ψ(1) = 1, Ψ(2) = 2, . . . , Ψ(n − 1) = n − 1, Ψ(n) = Ψ(n + 1) = n and Ψ(j) = j for j ≥ n + 2. Using [14, Theorem 3.2 (4)] again we obtain another renorming of c 0 . This time we see that m n Ψ is isometrically isomorphic to n ∞ . The set of complex extreme points, real extreme points and exposed points all coincide with {λ 1 e i1 + · · · + λ n e in : i 1 , . . . , i n are distinct, |λ j | = 1}.
Boundaries of
Following the notation introduced in Section 1, for a finite ordered set σ = {j 1 , . . . , j n } we denote by P σ the set of all points z in m 0 Ψ with support contained in σ such that Π σ (z) is a peak point of A u (B m σ Ψ ). This last condition is equivalent to requiring that Π n (z * ) be a peak point of A u (B m n Ψ ). Note that our definition of P n , in the previous section, does not correspond to any P σ since an element in P σ may have support of length strictly less than n. We denote by |σ| the length of σ and by T σ the restricted torus defined by
Lemma 14 Let σ be a finite ordered set. Then P σ = T σ ∪ γ⊂σ |γ|∈N Ψ T γ . In particular, P σ is closed.
Proof: Let σ = {j 1 , . . . , j n }. For each z in T σ the polynomial g, defined as in (1), associated to (z * j1 , . . . , z * jn ) will peak at z * . This implies that T σ ⊂ P σ . On the other hand, given z in T γ with γ ⊂ σ, |γ| ∈ N Ψ , Theorem 5 implies that z is a peak point of A u (B m 0 Ψ ). Restricting the function which peaks at z to m σ Ψ we see that P σ contains T γ .
Suppose that P σ contains a point z which is not in
where ϕ is a linear functional defined similarly to (2) . It follows that f /|f (z)| peaks at z and thus z belongs to P(Ψ). This however contradicts Theorem 5 for the symbolΨ. Thus P σ = T σ ∪ γ⊂σ |γ|∈N Ψ T γ and, in particular, P σ is closed.
Lemma 15 Let (n j ) j∈N be an increasing sequence of positive integers and σ nj be a sequence of finite ordered sets with |σ nj | = n j . Then j≥1 P σn j is closed in B m 0 Ψ . Proof: Take z in the closure of j≥1 P σn j . Since n k=1 z * k Ψ(n) tends to zero there exists N ∈ N so that for any n ≥ N we have
Let x ∈ T γ with l = |γ| ≥ N and γ = {i 1 , . . . , i l } ⊆ σ nj some j in N. We have
By Lemma 14 it follows that z ∈ j≥1 γ⊆σn j |γ|≥N T γ and hence z ∈ j≥1
Therefore there exists a sequence (z k ) k converging to z with z k in some T γ k and |γ k | < N . The proof of Theorem 9 now shows that j≥1 γ⊆σn j |γ|<N T γ is closed and hence j≥1 P σn j is closed.
The following Theorem may also be deduced from [9, Corollary 2.3].
Theorem 16 Let S be a subset of B m 0 Ψ and let (Π σn ) n a sequence of finite dimensional projections with {σ n } n increasing and n∈N σ n = N. Then S is a boundary for A u (B m 0 Ψ ) if and only if for every n, P σn is contained in the closure of Π σn (S).
Proof: Assume that P σn is contained in the closure of Π σn (S) for every n and suppose that S is not a boundary for For each k we consider m k so that Π σm k (w k ) = w k . As P σm k is a boundary for A u (m
As the closure of Π σm k (S) contains P σm k there exists u k in Π σm k (S) such that |f (u k )| converges to 1. Choose z k in S with u k = Π σm k (z k ) and set
Fix 0 < δ < 1 and let ξ ∈ ∆. Note that since u k and v k are of disjoint support
By [11, Lemma 1.4 ] there exits C > 0 so that for any choice of α, β in ∆,
Taking α = 0 and β = 1 we have
From our choice of u k we conclude that |f (
The uniform continuity of f gives that lim k→∞ |f (z k )| = 1. Since (z k ) k ⊂ S this is a contradiction. Thus S is a boundary for A u (B m 0 Ψ ).
Conversely, suppose S is a boundary for A u (B m 0 Ψ ) and that there exists σ n so that the closure of Π σn (S) does not contain P σn . Then there exists z ∈ P σn and δ > 0 such that for all x ∈ Π σn (S) we have x − z ≥ δ. Take g as in (1) Proof: Suppose that N Ψ is finite. By Corollary 8, P = n∈NΨ 1≤n≤r P n , where r = max N Ψ . Then any z in P has support of length at most r. Moreover, Lemma 14 tells us that P n contains elements with support of length n. Thus, for any k > r, Π k (P) = Π k (P) cannot contain P k . Since Π k is a sequence of finite dimensional projections satifying the conditions of Theorem 16 it follows that P is not a boundary for A u (B m 0 Ψ ). Conversely, suppose N Ψ is infinite and that (σ n ) n is an increasing sequence of finite ordered sets with |σ n | in N Ψ . Then (Π σn ) n with {σ n } n increasing and n∈N σ n = N. By Corollary 8, P = n∈NΨ P σn and hence Π σn (P) ⊃ P σn . Another application of Theorem 16 gives the desired result. Proof: For each j ∈ N, let S j = k≥j P k . Since (Π k ) k≥j which satisfies Theorem 16 and Π k (S j ) ⊃ P k , applying both Lemma 15 and Theorem 16, we have that S j is a closed boundary.
Let r = max N Ψ . For each k ≥ r, Proposition 2 and Lemma 14 imply that
l=k T l and letting k tend to infinity we get that ∞ j=1 S j = P. Applying Corollary 8 we have that P = n∈NΨ
and therefore Theorem 16 implies that P = ∞ j=1 S j is not a boundary for
Theorem 19 Let Ψ be a symbol such that N Ψ is infinite and for each k ∈ N Ψ the sequence (Φ k (n)) n>k+1 given by Take x ∈ S. As x ∈ P, by Corollary 7, there exists q ∈ N Ψ so that x ∈ T q . We claim that,
is bounded below. Indeed, choose N sufficiently large so that
) be the open ball of radius δ 2 centred at x. We will show that S \ U is also a boundary for A u (B m o Ψ ) which is a contradiction. Let y ∈ S. Since y ∈ P, by Corollary 7, y ∈ T k for some k ∈ N Ψ . Let σ = {i 1 , . . . , i k } be the support of y with |y i1 | ≥ |y i2 | ≥ . . .
In what follows we split the proof in two parts. First suppose that k ≥ q. Take > 0 such that < y * k . Since (Φ k (n)) n is decreasing to zero, we can find p ∈ N Ψ so that p > N , p > i max = max{i j : j = 1, . . . , k} + 2 and
αe lj where the l j are chosen to have support disjoint from that of x and λ is a complex number of modulus 1 such that
We next show that z is in T p . Since z * = k−1 j=1 y * j e j + (y * k − )e k + e k+1 + p j=k+2 αe j , we consider the following three cases
In the second case we used that Φ k is decreasing. From the third case, taking n = p, it follows that p j=1 z * j = Ψ(p) and z ∈ T p .
Note that y − Π σ (z) = λ e i k and therefore y − Π σ (z) = .
Since S is a boundary for A u (B m 0 Ψ ) by Theorem 16 we can find w ∈ S so that Π µ (w) − z < min{ ,
We also have
Note that this can be done for any sufficiently small. Therefore w belongs to S \ U and y is in the closure of Π σ (S \ U ).
To conclude the proof we have to see what happens when y ∈ T k with k < q. In this case x − y ≥ x * q > δ which implies that y ∈ U . Now fix > 0. Since S is a boundary and N Ψ is infinite, by Theorem 16, we can find w ∈ S so that Π µ (w) − y < min{ , δ 2 }, where µ is a support containing σ. We conclude as before that w ∈ U and that y belongs to the closure of Π σ (S \ U ).
In both cases we arrive at the same situation which allows us to conclude, applying Theorem 16, that S \ U is a boundary for A u (B m 0 Ψ ) contradicting the fact that S is the minimal closed boundary.
Bishop [6, Theorem 1] shows that when A is a separating algebra of continuous functions on C(K) with K a compact Hausdorff metrizable space then the Bishop boundary of A and theŠilov boundary of A coincide. Theorem 19 shows that the condition that K is compact cannot be dropped and it is possible for the Bishop Let us now observe that we cannot replace exposed point with strongly exposed point in Theorem 11. We will show that when Ψ satisfies the conditions of Theorem 19 then the unit ball of m 0 Ψ cannot contain any strongly exposed point. In order to prove this we will need the concept of a strong peak point. We recall that a point in the unit sphere of a Banach space E is a strong peak point for A u (B m 0 Ψ ) if there is f in A u (B m 0 Ψ ) such that f (x) = 1 and given any > 0 there is δ > 0 such that |1 − f (y)| < δ implies that x − y < . This is equivalent to the condition that there is f in A u (B m 0 Ψ ) such that f (x) = 1 and given any > 0 there is δ > 0 such that x − y ≥ implies that |f (y)| < 1 − δ.
Theorem 20 Let Ψ be a symbol such that N Ψ is infinite and for each k ∈ N Ψ the sequence (Φ k (n)) n>k+1 given by Φ k (n) = Ψ(n) − Ψ(k + 1) n − (k + 1) is decreasing.
Then B Au(B m 0 Ψ ) does not contain strongly exposed points. ). Taking y = x in the proof of Theorem 19 we see that it is possible to remove a neighbourhood U of x and for the set P \ U to remain a boundary for A u (B m 0 Ψ ). However, from the definition of strong peak point, we see that f P\U < 1 contradicting the fact that P \U is a boundary for A u (B m 0 Ψ ).
Since the exposed and strongly exposed points in a finite dimensional space coincide we see that we cannot replace exposed points with strongly exposed points in Theorem 11.
