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The similarities between Hartree-Fock (HF) theory and the density matrix renormalization group (DMRG) are
explored. Both methods can be formulated as the variational optimization of a wave-function Ansatz. Linearization
of the time-dependent variational principle near a variational minimum allows to derive the random phase
approximation (RPA). We show that the nonredundant parameterization of the matrix product state (MPS)
tangent space [J. Haegeman, J. I. Cirac, T. J. Osborne, I. Pizˇorn, H. Verschelde, and F. Verstraete, Phys. Rev.
Lett. 107, 070601 (2011)] leads to the Thouless theorem for MPS, i.e., an explicit nonredundant parameterization
of the entire MPS manifold, starting from a specific MPS reference. Excitation operators are identified, which
extends the analogy between HF and DMRG to the Tamm-Dancoff approximation (TDA), the configuration
interaction (CI) expansion, and coupled cluster theory. For a small one-dimensional Hubbard chain, we use a
CI-MPS Ansatz with single and double excitations to improve on the ground state and to calculate low-lying
excitation energies. For a symmetry-broken ground state of this model, we show that RPA-MPS allows to retrieve
the Goldstone mode. We also discuss calculations of the RPA-MPS correlation energy. With the long-range
quantum chemical Pariser-Parr-Pople Hamiltonian, low-lying TDA-MPS and RPA-MPS excitation energies for
polyenes are obtained.
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I. INTRODUCTION
The standard classification of quantum ground states dates
back to Landau.1,2 Mean-field theory is used to describe a
state, and a phase transition is marked by the breaking of
a symmetry. The particle-conserving mean-field theory for
fermions is Hartree-Fock (HF) theory.3–6 In HF theory, the
exact ground state is approximated by a Slater determinant
(SD),7 and the energy of a Hamiltonian is minimized within
this variational Ansatz space. To obtain excited states or
a more accurate description of the ground state, post-HF
(post mean-field) methods8,9 can be carried out such as the
Tamm-Dancoff approximation (TDA),10,11 the random-phase
approximation (RPA),12 Møller-Plesset perturbation theory,13
the configuration interaction (CI) expansion,7,14 and coupled
cluster (CC) theory.15–17
Within the framework of second quantization,18–20 the
reference SD obtains a simple product form when the canonical
HF orbitals are used to construct the Fock space. Occupied-
virtual (OV) excitation operators allow to connect the reference
SD to post-HF wave-function Ansa¨tze. The Thouless theorem
gives a nonredundant parameterization to generate all possible
SDs from any given SD reference, by means of its OV
excitation operators.21–24
Recently, a new way to understand the qualitative structure
of quantum many-body states has appeared, whereby the state
is approximated by a tensor network, i.e., a contracted product
of tensors where each tensor represents a local degree of free-
dom. These Ansa¨tze are efficient representations of low-energy
states because they capture the boundary law for the entangle-
ment entropy. In one dimension, the tensor network is known
as a matrix product state (MPS). The MPS is the wave-function
Ansatz for the density matrix renormalization group (DMRG)
algorithm.25–30
DMRG can capture states beyond the realm of Landau
(or mean-field) theory, i.e., states with topological order.31–36
DMRG has also been shown to be a powerful method to
treat the static correlation problem in electronic structure
theory.37–41 Static correlation arises when a state consists
of several significant SD contributions, which HF theory is
of course unable to deal with, because a single SD does
not describe the qualitative structure of the targeted state.
Post-HF methods, which start from a single SD reference,
have difficulty building in large static correlation a posteriori.
In these situations, DMRG has provided a new ability to
access the electronic structure. The analog of static correlation
for DMRG is a quantum critical system, which introduces
corrections to the entanglement boundary law, which cannot
be captured by DMRG.
DMRG can be interpreted as a mean-field theory in the
sites, which is analogous to HF, which is a mean-field theory
in the particles.42–44 Therefore it is natural to search for
extensions to DMRG that are analogous to post-HF methods:
post-DMRG methods. One example is linear response theory.
Time-dependent HF theory is obtained by using an SD Ansatz
in the time-dependent variational principle (TDVP).21,22,45–48
Time-dependent DMRG (which stays within the MPS Ansatz
space) is similarly obtained by using an MPS Ansatz in the
TDVP.43,44,49–51 RPA, or linear response theory for HF, is
obtained by linearizing the time-dependent HF equations in
the vicinity of a variational mimimum.52–54 Equivalently, the
RPA equations can be derived from an equation of motion
(EOM) approach with excitation operators.55–59 RPA yields a
mean-field description of quasi-particle excitations. The linear
response theory for DMRG was first derived by Dorando
et al.60 and was later recast as RPA for MPS.43,44,51
In this work, we construct a more complete analog of the
mean-field framework, which allows us to define a full set of
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post-DMRG methods. We give a nonredundant parameteriza-
tion of the entire MPS manifold, starting from a specific MPS
reference. This is the analog of the Thouless theorem for HF.
We identify the excitation operators of the Thouless theorem.
These excitation operators allow for a complete rederivation
of RPA for MPS by means of the EOM, in complete analogy
with HF. All other results, such as an improvement of the
ground-state theory by the fluctuation-dissipation theorem,
follow. With these excitation operators, we can define the
analogs of other post-HF methods for MPS, such as CC and
CI.
For a small one-dimensional Hubbard chain, we use a
numerical CI-MPS Ansatz with single and double excitations
to improve on the ground state and to calculate low-lying
excitation energies. For a symmetry-broken ground state
of this model, we show that RPA-MPS allows to retrieve
the Goldstone mode. We also discuss calculations of the
RPA-MPS correlation energy. With the long-range quantum
chemical Pariser-Parr-Pople (PPP) Hamiltonian, low-lying
TDA-MPS and RPA-MPS excitation energies for polyenes
are also obtained.
II. HF MEAN-FIELD THEORY
This section provides a brief introduction to the variational
principles, HF mean-field theory, the Thouless theorem, and
post-HF methods. It focusses on the topics for which a DMRG
analog will be constructed in this paper. For readers familiar
with HF, this section can be a good guideline to understand
our post-DMRG discussion.
A. Variational principles
Because the Hilbert space increases exponentially with
system size, a variational wave-function Ansatz |(z)〉 with
parameterization z is often used to make calculations feasible.
In order to minimize the energy functional
E(z,z) = 〈 |
ˆH | 〉
〈 | 〉 (1)
to approximate ground states, the time-independent varia-
tional principle (TIVP) δL
δz
= 0 can be employed, where the
Lagrangian is42
L = 〈 | ˆH | 〉 − λ(〈 | 〉 − 1). (2)
The overline denotes complex conjugation. This yields the
time-independent self-consistent field (SCF) equations. To
approximate time evolution, the time-dependent variational
principle (TDVP) δS
δz
= 0 can be employed, where the action
is21,22,45–48,50
S =
∫ t2
t1
dt
(
ih¯
2
〈 | ˙〉 − ih¯
2
〈 ˙ | 〉 − 〈 | ˆH | 〉
)
.
(3)
The dot denotes time derivation. This yields the time-
dependent SCF equations.
B. The Slater determinant
From a given single-particle basis, any other single-particle
basis can be constructed by a unitary transformation: aˆ†j =
ˆb
†
kU
k
j . Second quantization is used to denote the single-particle
states,18–20 and the summation convention is used for double
indices. An N -particle SD is an antisymmetrized product of
N single-particle states (called occupied orbitals):7
|〉 = aˆ†1aˆ†2...aˆ†N |−〉 . (4)
The variational freedom is a unitary transformation from the
given single-particle basis of L orbitals to another basis where
the first N orbitals are used to construct the SD. There is
gauge freedom in the Ansatz, as any unitary transformation
that does not mix the N occupied orbitals with the L − N
virtual orbitals, does not change the wave function (except
for a global phase). An SD is therefore described by the
Grassmann manifold UL/(UN × UL−N ), with Uk the unitary
group of k × k unitary matrices. This manifold has dimension
2N (L − N ), and can be parameterized by N (L − N ) complex
numbers.21,22 This will henceforth be called a complex
dimension N (L − N ).
C. The Fock equations
If the particles of a system interact pairwise, the Hamilto-
nian can always be written in second quantization as
ˆH = ˆb†i Tij ˆbj + 12 ˆb†i ˆb†jVijkl ˆbl ˆbk. (5)
The TIVP can be expressed in terms of the unitary transfor-
mation generating the occupied orbitals:
L = U †α iTijUjα + 12U †α iU †β jVijklU lβUkα
− 12U †α iU †β jVijklU lαUkβ − λβα
(
U
†α
kU
k
β − δαβ
)
. (6)
The Greek indices denote occupied orbitals, while the Latin
indices denote all single-particle basis states. Varying with
respect to U †mi leads to the Fock equations:3–6
FikUkp =
(
Tik + U †β jVijklU lβ − U †β jVijlkU lβ
)
Ukp
= Uiqλqp. (7)
The gauge can be partially fixed by requiring that the
Lagrangian multiplier matrix λ to enforce orthonormal orbitals
becomes diagonal, and that the diagonal elements are sorted in
ascending order. These diagonal elements are then interpreted
as the single-particle energy levels.8,9,21,22 The remaining
gauge freedom is then U⊗L1 , i.e., the phase of each HF
orbital. The lowest N single-particle states are used to
construct the SD.
The Fock equations are orbital-based mean-field equations.
There is self-consistency because the Fock operator in Eq. (7),
which determines the orbitals, also depends on the orbitals.
D. The Thouless theorem
The Thouless theorem for HF23,24 and its unitary
counterpart21,22 state that any N -electron SD can be globally
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parameterized, respectively, as
|〉 ∝ exp (Xvo ˆB†vo) |0〉 , (8)
|〉 = exp (Xvo ˆB†vo − Xvo ˆBvo) |0〉 (9)
with |0〉 a random SD, with N occupied (o) and L − N
virtual (v) orbitals. ˆB†vo is a shorthand for aˆ†vaˆo. Note that
the summation convention was used. The equality in Eq. (9)
holds because the exponential of an anti-Hermitian operator is
unitary and hence does not change the norm.
This parameterization is of complex dimension N (L − N )
and is thus nonredundant. All parameters X are needed to
parameterize the neighbourhood of |0〉. For all possible
combinations |0〉 and |〉, a solution X can always be found.
The theorem does not state that this X is unique. In fact, X is
not unique, see, e.g., the discussion in the appendix of Rowe
et al.21 The reader can think about the Lie group O(3), where
several combinations of successive rotations along different
axes can generate the same global rotation. Instead of working
with the redundant parameters U , we can equivalently work
with the nonredundant parameters X.
The nth-order variation of a wave function defines its
nth-order tangent space. The (first-order) tangent space of
this nonredundant parameterization consists of the single OV
excitations ˆB†vo |0〉.
E. Time evolution
The TDVP leads to the time-dependent SCF
equations:21,22,45–48,61
ih¯ ˙U (t)ip = F (t)ikU (t)kp. (10)
The Fock operator dictates how orbitals are rotated into each
other over time. Rotations within the space of occupied orbitals
or within the space of virtual orbitals do not change the SD
wave function as it represents a Grassmann manifold. Only
the rotation of occupied and virtual orbitals into each other
has physical meaning.
To obtain the rate of OV rotation determined by Eq. (10) in
the point |0〉, the Thouless parameterization of a general SD
can be used in the TDVP:
ih¯ ˙Xvo(X = 0) = 〈0 | ˆBvo ˆH | 0〉 . (11)
The parameters Xvo are flattened to a column X. The same
equation is obtained by inserting Eq. (9) in the time-dependent
Schro¨dinger equation and by projecting this equation onto
ˆB
†
vo |〉 = ˆB†vo |(X,X)〉. The time evolution and its projec-
tion are respectively given by
ih¯
(
˙Xwp
∂
∂Xwp
+ ˙Xwp ∂
∂Xwp
)
|〉 = ( ˆH − EHF) |〉 , (12)
ih¯ 〈| ˆBvo
(
˙Xwp
∂
∂Xwp
+ ˙Xwp ∂
∂Xwp
)
|〉
= 〈| ˆBvo( ˆH − EHF) |〉 , (13)
where w denotes virtual orbitals and p occupied orbitals.
Evaluation for X = 0 yields Eq. (11).
F. RPA
Linearization of the TDVP near a variational minimum
leads to RPA.21,22,52–54,61 Take the variational minimum as
the reference |0〉. Expand Eq. (13) up to first-order around
X = 0. The zeroth order terms vanish because the expansion
point is a variational minimum: 〈0 | ˆBvo ˆH | 0〉 = 0. This
is Brillouin’s theorem.62 The linearized equations are
ih¯ ˙Xvo = 〈0 | ˆBwp ˆBvo( ˆH − EHF) | 0〉Xwp
+ 〈0 | ˆBvo( ˆH − EHF) ˆB†wp | 0〉Xwp (14)
= −〈0 | [ ˆBvo,[ ˆH, ˆBwp]] | 0〉Xwp
+ 〈0 | [ ˆBvo,[ ˆH, ˆB†wp]] | 0〉Xwp. (15)
Assume a harmonic motion of the form X = Ye−iωt + Zeiωt .
This leads to the RPA equations:
h¯ω
[
I 0
0 −I
](Y
Z
)
=
[
A B
B A
](Y
Z
)
(16)
with Avo;wp = 〈0 | [ ˆBvo,[ ˆH, ˆB†wp]] | 0〉 and Bvo;wp =
−〈0 | [ ˆBvo,[ ˆH, ˆBwp]] | 0〉. Note that if (ω,Y,Z) is a
solution, (−ω,Z,Y) is a solution too.
Consider the energy functional
E(X,X) = 〈(X,X) | ˆH | (X,X)〉 (17)
and its expansion up to second order in X:
E(2)(X,X) − EHF = 12
(
X
X
)† [
A B
B A
](
X
X
)
. (18)
The RPA method searches for the harmonic modes of this
potential near its minimum, akin to normal mode analysis in
analytical mechanics.
In linear response theory, the RPA frequencies occur as
poles in the response function. Because the exact response
function for the exact ground state has the excitation ener-
gies of the Hamiltonian as poles, the RPA frequencies are
interpreted as approximate excitation energies.61 A second
argument to interpret the RPA frequencies as excitation
energies is given by the alternative derivation of RPA by means
of the EOM.55–57,61 Assume we know the exact ground state |0〉
and the exact excitation operators, which connect the ground
state to the excited states ˆQ†n = |n〉 〈0|. The operator ˆQn then
destroys the ground state. With h¯ωn = En − E0, the excitation
energy of the excited state |n〉, it is easy to derive the EOM:
〈0 | [δ ˆQ,[ ˆH, ˆQ†n]] | 0〉 = h¯ωn 〈0 | [δ ˆQ, ˆQ†n] | 0〉 . (19)
For RPA, two assumptions are made: the excitation operators
are approximated by ˆQ†n = Y von ˆB†vo − Zvon ˆBvo and the expec-
tation values of the commutators are calculated with the HF
reference wave function. The latter approximation is called the
quasiboson approximation. Equation (16) is then retrieved.
As an alternative, an exact bosonic algebra can be set up:
[ ˆBvo, ˆB†wp] = δvwδop, (20)
[ ˆBvo, ˆBwp] = 0 (21)
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by adding higher order terms to ˆB†vo = aˆ†vaˆo +O(aˆ4). The
Hamiltonian can then be written in terms of these new
operators:
ˆHB = EHF − trA2 +
1
2
( ˆB† ˆB)
[
A B
B A
](
ˆB
ˆB†
)
+O( ˆB3).
(22)
RPA coincides with neglecting all terms of O( ˆB3) in the
bosonic expansion. This leads to the RPA correlation energy
and wave function:23,24,61
EcRPA = − trA2 +
∑
ωn>0
h¯ωn
2
= −
∑
n
h¯ωn
∑
vo
| Zvon |2 , (23)
|RPA〉 ∝ e 12 (ZY−1)vo;wp ˆB†vo ˆB†wp |0〉 . (24)
The RPA correlation energy has contributions from the zero
point energy of the harmonic oscillators with frequency ωn.
The RPA wave function vanishes by the action of deexcitation
operators: ˆQn |RPA〉 = 0.
If the Hamiltonian has a continuous symmetry, and the exact
ground state is degenerate due to this symmetry, a ground-state
calculation typically breaks this symmetry. Think for example
about a spin- 12 ground state. A calculation will lead to
one possibility: α |sz = 12 〉 + β |sz = − 12 〉. A gapless bosonic
degree of freedom remains, which corresponds to rotating
within the spin- 12 multiplet, called a Goldstone boson.
63,64 An
interesting feature of RPA is its ability to retrieve Goldstone
modes. The excitation energy of a Goldstone mode is of course
zero, and the mode is its own dual solution (ω = 0,Y,Z) =
(ω = 0,Z,Y).20,23,24 This implies that∑
vo
(Y voY vo − ZvoZvo) = 0. (25)
G. Post-HF methods
With the excitation operators ˆB†vo = aˆ†vaˆo, a set of orthonor-
mal vectors can be generated: |HF〉, ˆB†vo |HF〉, ˆB†vo ˆB†wp |HF〉....
They correspond to the zeroth, first, and second order tangent
space of the Thouless parameterization of a general SD.
With the CI method, eigenstates of the Hamiltonian are
approximated by working in an incomplete basis of such
vectors.7,14 Consider, for example, the second-order expansion
CISD, or CI with single and double excitations:
|CISD〉 ∝ (x + yvo ˆB†vo + 12zvo;wp ˆB†vo ˆB†wp) |HF〉 . (26)
With CIS, or CI with only single excitations, the lowest
energy state is again |HF〉 due to Brillouin’s theorem, and the
eigenstates approximated in the basis ˆB†vo |HF〉 are therefore
excited states. Note that this corresponds to diagonalizing the
Amatrix of RPA in Eq. (16). Historically, this method is known
as TDA.10,11
The RPA wave function in Eq. (24) suggests a CC
Ansatz.15–17 Consider, for example, CCSD or CC with single
and double excitations:
|CCSD〉 ∝ e(yvo ˆB†vo+ 12 zvo;wp ˆB†vo ˆB†wp) |HF〉 . (27)
An important property of Ansatz wave functions is their size
consistency, i.e., the property that for two noninteracting
subsystems, the compound wave function is multiplicatively
separable and the total energy additively separable. CISD is
not size consistent if there are more than two electrons in the
compound system, whereas CCSD is always size consistent
because of the exponential Ansatz.8,9
III. THE MATRIX PRODUCT STATE
A. The Ansatz
Consider the many-body Hilbert space |n1n2 . . . nL〉,
formed by taking the direct product of L local Hilbert spaces
|ni〉. The local degrees of freedom can be, e.g., the spin
projections of spins on a lattice, or the occupancies of orbitals.
In the latter case, the states |n1n2 . . . nL〉 form the Fock space.19
An MPS can be seen as a linear combination of these vectors,
where the coefficient of each vector is a product of matrices:
|〉 =
∑
{ni }
A[1]n1A[2]n2 . . . A[L]nL |n1n2 . . . nL〉. (28)
We assume an MPS with open boundary conditions, i.e., the
first matrix has row dimension 1 and the last matrix has
column dimension 1. The bond dimension (virtual dimension)
Di of an MPS at boundary i is the column dimension
of the matrices at site i and the row dimension of the
matrices at site i + 1. With our assumption, D0 = DL = 1.
The total number of complex parameters in this Ansatz is
dimA = ∑Li=1 Di−1dDi , with d the size of the local Hilbert
space |ni〉. Just as in the SD, there is gauge freedom in the
Ansatz. Right multiplying the d site matrices on site i with the
nonsingular matrix G ( ˜A[i]ni = A[i]niG), and simultaneously
left multiplying the d site matrices on site i + 1 with its inverse
G−1 ( ˜A[i + 1]ni+1 = G−1A[i + 1]ni+1 ), does not change the
wave function ( ˜A[i]ni ˜A[i + 1]ni+1 = A[i]niA[i + 1]ni+1 ). A
global scalar multiplication does not change the wave function
either. The MPS manifold, i.e., the quotient space of the
general parameterization (complex dimension dimA) and all
gauge freedom (complex dimension ∑Li=1 D2i ), has complex
dimension dimT = ∑Li=1(dDi−1 − Di)Di .49,65–67
B. The SD as low bond dimension limit
An interesting connection to HF can be made by consid-
ering an MPS where the L orbitals are the HF orbitals. As
each orbital occupation number is definite in an SD, an MPS
with bond dimension 1 suffices to represent it. Conversely,
if an MPS has bond dimension 1 and represents a state with
definite particle number, each orbital has a definite occupation
number. If this is not the case, two or more orbitals must be
entangled (there is static correlation between them), and the
bond dimension has to be larger than 1 to represent this. An
MPS with bond dimension 1 and definite particle number can
hence always be represented by an SD. An SD is the low
bond dimension limit of an MPS, while a general full CI (FCI)
solution requires an exponentially large bond dimension to be
represented by an MPS.68
The SD Ansatz provides a single variational approximation
to the ground state, which unfortunately fails to represent
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static correlation. On the contrary, the MPS Ansatz allows to
systematically improve the approximation to the ground state
by increasing the bond dimension, up to the point where all
static correlation is resolved.37–41
IV. THE DMRG EQUATIONS
The TIVP leads to the DMRG equations.42 The canonical
DMRG equations for site i are retrieved when additional
constraints are added to the Lagrangian to enforce that the
site matrices to the left of site i are left-normalized:
∀j < i :
∑
nj
(Anj [j ])†Anj [j ] = IDj , (29)
and that the site matrices to the right of site i are right-
normalized:
∀j > i :
∑
nj
Anj [j ](Anj [j ])† = IDj−1 . (30)
With (Anj [j ])αβ = A[j ]nj αβ , the Lagrangian becomes
L = 〈 | ˆH | 〉 − λ(A[i]niαβA[i]niαβ − 1)
−
∑
j<i
λ[j ]βγ
(
A[j ]njαβA[j ]nj αγ − δγβ
)
−
∑
j>i
λ[j ]αγ
(
A[j ]njαβA[j ]nj γβ − δγα
)
. (31)
Varying with respect to A[i]niαβ gives the canonical one-site
DMRG equations:
Heff[i]niαβn˜i α˜ ˜βA[i]
n˜i α˜ ˜β = λA[i]niαβ (32)
in terms of the effective Hamiltonian.42 By bringing the MPS
into canonical forms of which the left- and right-normalization
conditions above are examples, the gauge freedom can be
(partially) removed. For the left- and right-normalization
conditions, the remaining gauge freedom is a unitary rotation
(G unitary). All gauge freedom can be removed by bringing
the MPS into Vidal’s canonical form.69
The DMRG equations are site-based mean-field equations.
There is self-consistency because the effective Hamiltonian in
Eq. (32), which determines the site matrices of a particular
site, depends on the site matrices of the other sites.42–44,68
In DMRG, the effective Hamiltonian hence plays the role of
Fock operator.42 Since both of them act locally (respectively,
on one site and one orbital), it might be worthwhile to explore
Rayleigh-Schro¨dinger perturbation theory analogs for DMRG
in the future, such as Møller-Plesset perturbation theory.8,9,13,42
Note that in practice the two-site DMRG algorithm is
used to optimize an MPS. The two-site algorithm is more
robust against local minima, and when symmetry is imposed
it provides a natural way to distribute the bond dimension D
over the symmetry sectors. After the two-site algorithm has
converged, a few one-site DMRG sweeps allow to make the
MPS fully self-consistent. This can be compared to HF, where
the optimal SD is found by gradient methods61 or by direct
inversion of iterative subspaces70 for stability reasons. The
DMRG and HF solutions satisfy respectively Eqs. (32) and
(7), irrespective of the optimization scheme.
V. THE MPS TANGENT SPACE
A. A redundant parameterization
Flatten the site matrices A[i]ni to a column A with entries
(A[i]ni )α,β = Ainiαβ = Aμ, and consider a small variation
Aμ = Aμ0 + Bμ. The wave function can then be expanded as
|〉 = |0〉 + Bμ ∣∣0μ〉+ 12BμBν ∣∣0μν 〉+ . . . (33)
with first-order tangent space |0μ〉 = ∂μ |0〉 = ∂|
0〉
∂Aμ
and
second-order tangent space |0μν〉 = ∂μ∂ν |0〉. Note that the
summation convention was used. Each order of MPS tangent
space contains all lower orders, e.g., Aμ0 |0μ〉 = L |0〉 and
A
μ
0 B
ν |0μν〉 = (L − 1)Bμ |0μ〉.43,44,49,65
The tangent vectors |0μ〉 are redundant, as the MPS
manifold has dimension dimT, and there are dimA such
vectors. The metric, or overlap matrix Sμν = 〈0μ | 0ν〉, is
therefore not invertible. In Sec. V C, dimT explicit linear
combinations of the vectors |0μ〉 are given, so that the overlap
in this new basis is the unit matrix, and |0〉 is orthogonal
to this new basis. Remember that variations in the direction
of |0〉 only cause norm or phase changes of the Ansatz, but
do not change the physical state. This new basis is then a
nonredundant parameterization of the MPS tangent space.
B. Hamiltonian sparsity
The Hamiltonian (5) is sparse, as it consists of a sum of
one- and two-particle interactions. When it acts on a certain
SD, the result lies in the space spanned by the given SD and its
single and double OV excitations. This is immediately clear
by changing the single particle basis in Eq. (5) from ˆb†k to the
SD orbitals aˆ†j .
A typical lattice Hamiltonian can be considered sparse too,
as it consists of a sum of one- and two-site operators. It is
sparse in site space instead of particle space. Let us focus on
the one-dimensional Hubbard model:71
ˆH = −
L−1∑
σ,i=1
(aˆ†iσ aˆi+1σ + aˆ†i+1σ aˆiσ ) + U
L∑
i=1
nˆi↑nˆi↓. (34)
Consider its action on an MPS. Let μi be a shorthand for
(ni,α,β), or μ restricted to site i. The Hamiltonian connects
the MPS to a part of its double tangent space:
ˆH |0〉 ∝ Cμiνi+1 ∣∣0μiνi+1 〉 . (35)
It might hence be worthwhile to construct the site-space analog
of the particle Fock space.18,19 A new second quantization
should be constructed, based on the MPS reference instead of
the HF orbitals.
C. A nonredundant parameterization
A nonredundant parameterization of the MPS tangent space
was first presented by Dorando et al.60 in DMRG projector
terminology. Haegeman et al.49 provided a construction in the
language of the MPS wave function and the corresponding
manifold. To present the relationship between the two, here
we describe the tangent space construction in projector terms,
but by using the explicit MPS representation of the projectors.
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Consider an MPS where all left-renormalized basis states
at boundary i − 1,∣∣Li−1α 〉 = ∑
{nj :j<i}
[An1 [1] . . . Ani−1 [i − 1]]α |n1 . . . ni−1〉 ,
(36)
are orthonormal and all right-renormalized basis states at
boundary i,∣∣Riβ 〉 = ∑
{nj :j>i}
[Ani+1 [i + 1] . . . AnL [L]]β |ni+1 . . . nL〉 ,
(37)
are orthonormal. In the DMRG algorithm, a renormalization
transformation is constructed to reduce the direct product of
|Li−1α 〉 (size Di−1) and |ni〉 (size d) to a new left-renormalized
basis at boundary i (size Di  dDi−1). This renormalization
transformation is a projection, represented by the site matrices
of site i: ∑
αni
(A[i]ni )α,β
∣∣Li−1α 〉 |ni〉 . (38)
The projection onto the dDi−1 − Di discarded states from the
direct product space, defines the nonredundant tangent space.
We now explain the explicit construction of the nonredundant
tangent space as provided by Dorando et al.60 in MPS
terminology. Consider the QR-decomposition of the projector:
(A[i]ni )α,β = A[i](αni ),β =
∑
γ
Q[i](αni ),γ Rγ,β . (39)
Q[i] contains Di orthonormal columns of size dDi−1. Its left
null space is spanned by dDi−1 − Di vectors. This allows
to construct the dDi−1 × (dDi−1 − Di) matrix ˜Q[i], so that
[Q[i] ˜Q[i]] is unitary. A part of the nonredundant tangent space
can then be parameterized by the matrix x[i] with dimensions
(dDi−1 − Di) × Di :∑
αβni
( ˜Q[i]ni x[i])α,β
∣∣Li−1α 〉 |ni〉 ∣∣Riβ 〉 . (40)
If the renormalized basis states |Li−1α 〉, |Riβ〉 are not or-
thonormal, their overlap has to be taken into account. It was
Haegeman et al.49 who first presented the parameterization in
that case:∑
αβni
(l[i − 1]− 12 ˜Q[i]ni x[i]r[i]− 12 )α,β
∣∣Li−1α 〉 |ni〉 ∣∣Riβ 〉
(41)
with l[i − 1] the density matrix of the left renormalized
states |Li−1α 〉 and r[i] the density matrix of the right renor-
malized states |Riβ〉. The QR-decomposition of Eq. (39) is
now performed on l[i − 1] 12 A[i]ni instead of on A[i]ni . The
complete nonredundant tangent space is formed by doing
this construction for the projector on each site. Combine all
matrices x[i] to a column x of length dimT. By writing the
construction in Eq. (41) as Bμ(x) |0μ〉, with
Bni (x)[i] = l[i − 1]− 12 ˜Qni [i]x[i]r[i]− 12 , (42)
one possibility for a nonredundant tangent space basis of
dimension dimT is immediately obtained:∣∣Tk 〉 = ∂∂xk Bμ(x)
∣∣0μ〉 . (43)
Note that this provides a construction of |Tk 〉 as a linear
combination of |0μ〉. Any tangent vector can be constructed
by taking a complex linear combination of these dimT vectors:
xk |Tk 〉 = Bμ(x) |0μ〉. Because of the construction of ˜Qni [i],
these vectors are orthogonal to |0〉: 〈0 | 0μ〉Bμ(x) = 0.
The metric of the parameterization in Eq. (42) is the unit
matrix: Bμ(x)SμνBν(y) = x†y.49,65 Analogous results have
been obtained in a different context.66,67
For an SD written as an MPS (D = 1 and d = 2), the
nonredundant tangent space vectors correspond to the addition
(removal) of an electron to (from) the system.
VI. THE THOULESS THEOREM FOR MPS
The operators ˆB†vo link an SD |0〉 to its nonredundant
tangent space ˆB†vo |0〉. Exponentiation of these operators
led to the Thouless theorem. Here, we present the MPS
counterpart.
A. Proposal
For the sake of simplicity, we use a part of the gauge free-
dom to work with a left-canonical MPS. The left-normalization
condition in Eq. (29) then holds for all sites. This implies
∀i : l[i] = IDi . Consider the following matrix notation for site
matrices: C[i] has entries (C[i])(αni ),β , i.e., the row-index
of the matrices C[i] contains the physical index ni . The
left-normalization condition then becomes
A[i]†A[i] = IDi . (44)
Because of the construction of ˜Q[i], the site matrices B(x)[i]
are left-orthogonal to the site matrices A[i]:
B(x)[i]†A[i] = 0. (45)
This allows to propose the MPS counterpart of the Thouless
theorem:
A(x,x)[i] = exp (B(x)[i]A0[i]† − A0[i]B(x)[i]†)A0[i],
(46)
where now A0[i] is used for A[i] to clearly mark the
difference with A(x,x)[i]. The matrix in the exponential is
anti-Hermitian, and the transformation in Eq. (46) is therefore
unitary. As the A0[i] site matrices were left-normalized, the
A(x,x)[i] site matrices are also left-normalized. An MPS built
with the A(x,x)[i] site matrices,
|(x,x)〉 =
∑
{ni }
A(x,x)[1]n1 . . . A(x,x)[L]nL |n1n2 . . . nL〉 ,
(47)
is hence still left-canonical and therefore normalized. For
x = 0, |(x,x)〉 = |0〉. The tangent space of this MPS
parameterization is familiar too:
∂
∂xk
|(x,x)〉
∣∣∣∣
x=0
= ∣∣Tk 〉 , (48)
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which can be easily checked by using Eqs. (44) and (45).
|(x,x)〉 is therefore an explicit nonredundant parameteriza-
tion of the MPS manifold in the neighbourhood of |0〉.
B. Global validity
Here we show that Eq. (47) is a global parameterization
of the MPS manifold, or that any MPS with bond dimensions
Di can be generated from |0〉 (which has the same bond
dimensions). This implies that we can optimize over the
parameters x instead of over A to find an energy minimum.
For a specific site index i, the parameterization A(x,x)[i]
of Eq. (46) is a Grassmann manifold with matrix dimensions
dDi−1 × Di . Define y by x[i] = y[i]r[i] 12 to obtain
˜A(y,y) = A(x,x)[i]
= exp ( ˜Q[i]yQ[i]† − Q[i]y† ˜Q[i]†)Q[i]. (49)
Note the close analogy to Eq. (9). We show in Appendix
that Eq. (49) represents a Grassmann manifold. Note that we
assume that the density matrix r[i] is nonsingular (i.e., r[i]− 12
exists) for the construction of the nonredundant tangent space
in Eq. (42). For a left-canonical MPS, the Schmidt values
are the positive square roots of the eigenvalues of r[i]. The
condition of nonsingular density matrices r[i] is therefore
equal to having all Schmidt values of |0〉 nonzero. This is
a condition for the global validity of Thouless’s theorem for
MPS.
Now give a normalized MPS |1〉, with the only restriction
that it has the same bond dimensions as |0〉. We will prove
by construction that
∃x : | 〈1 | (x,x)〉 | = 1. (50)
(1) Set i = 1. (2) Use a part of the gauge freedom at
boundary i to bring the site matrices A1[i] of |1〉 in left-
normalized form: AL1 [i]. (3) Find x1[i] so that the columns of
A(x1,x1)[i] and the columns of AL1 [i] span the same space,
which is always possible because A(x,x)[i] is a Grassmann
manifold. (4) Use the remaining gauge freedom at boundary
i, i.e., a unitary transformation UDi , to enforce A(x1,x1)[i] =
Aexact1 [i] = AL1 [i]UDi . (5) If i < L, set i = i + 1 and go to 2.
When the construction is finished, all parameters of x1 are
assigned, and the gauge freedom in |1〉 was used to write
|1〉 exactly as |(x1,x1)〉, i.e., ∀i : Aexact1 [i] = A(x1,x1)[i].
See Refs. 66 and 67 on the diffeomorphism between a finite
chain MPS manifold and a product manifold of Grassmann
manifolds. This concludes the proof that Eq. (47) can represent
any MPS with the same bond dimensions, as long as |0〉
does not have any vanishing Schmidt values. Note that the
theorem guarantees a solution x1, but does not guarantee that
this solution is unique, in analogy with the discussion in Sec.
II D.
C. The double tangent space
To get a better understanding of the MPS double tangent
space, consider the second order term of A(x,x)[i]:
A(x,x)[i] − A0[i] − B(x)[i]
= − 12A0[i]B(x)[i]†B(x)[i] +O(x3)
= − 12A0[i]r[i]−
1
2 x[i]†x[i]r[i]− 12 +O(x3). (51)
The expansion of |(x,x)〉 up to second order then consists of
the following. (1) The MPS reference |(0,0)〉 = |0〉. (2)
The tangent space ∂
∂xk
|(x,x)〉 |x=0 = ∂∂xk |(0,0)〉 = |Tk 〉.
Note that ∂
∂xk
|(0,0)〉 = 0. The tangent space consists of all
possible connections between the unused basis states from
|Li−1α 〉 ⊗ |ni〉 and |Riβ〉. (3) The nonlocal part of the double
tangent space ∂2
∂xk∂xl
|(0,0)〉 = |T 2kl 〉. Note that this term is
only nonzero if xk and xl correspond to different sites of the
MPS chain. This part corresponds to two single excitations
on different sites. Also note that ∂2
∂xk∂xl
|(0,0)〉 = 0. (4) The
local part of the double tangent space ∂2
∂xk∂xl
|(0,0)〉 = |T 2
kl
〉.
Note that this term is only nonzero if xk and xl belong
to the same site, and correspond to the same row index in
the matrix notation x[i]. This part consists of all possible
connections between the renormalized basis states |Liα〉 (from
|Li−1α 〉 ⊗ |ni〉) and |Riβ〉.
These states are not all mutually orthogonal. Note that the
local part of the double tangent space arises because we have
considered a unitary variant of the Thouless theorem for MPS.
The original (nonunitary) Thouless parameterization for HF
depends only on the complex parameters, and not on their
complex conjugates.
If two excitation operators in HF try to annihilate an
occupied single particle twice, the state is destroyed. The space
of double OV excitations therefore consists of the replacement
of two different occupied single particles by two different
virtual single particles.
The local part of the double tangent space of an MPS can be
written as Bμ |0μ〉, which lies entirely in the space spanned by
the MPS reference |0〉 and the nonredundant tangent space
vectors |Tk 〉. Together with the other two arguments above,
this provides a justification to discard this part of the double
tangent space without any loss in variational freedom, and to
consider only two single excitations acting on different sites,
for the double tangent space.
D. Excitation operators
The excitation operators for an MPS can be read from the
Thouless theorem:∣∣Tk 〉 = ˆB†k |0〉 = ∂∂xk |(x,x)〉
∣∣∣∣
x=0
. (52)
See, e.g., Sec. IV in Rowe et al.21 for a discussion on the
relationship between the linearized time-dependent variational
principle on a general manifold, and the EOM approach
to the RPA equations. The operators ˆB†k are obtained by
going from the manifold representation based on the virtual
space in Eq. (46), to a representation based on the physical
Hilbert space |(x,x)〉 = exp (xk ˆB†k − xk ˆBk) |0〉. When only
the first-order tangent space needs to match, ˆB†k = |Tk 〉 〈0|
can be used. It will be a challenge to find the ˆB†k ’s to match
the higher order tangent spaces too. Finding an answer to this
problem, is closely related to finding a site-space analog of
the particle Fock space, based on the MPS reference. From
Eq. (46), it can be understood that this excitation operator
projects out the site matrices A0[i(k)] and replaces them with
the tangent space site matrices ∂xkB(x)[i(k)]|x=0. It adds a
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single excitation to the vacuum |0〉. In the chosen gauge,
a single MPS excitation is localized to one site, just like a
single OV excitation of an SD is localized to one orbital. From
Eq. (46), it can also be understood that a deexcitation operator
projects out the tangent space site matrices ∂xkB(x)[i(k)]|x=0
and replaces them with the site matrices A0[i(k)]. Remember
that the tangent space metric is the unit matrix for the chosen
parameterization, and that the deexcitation projections are
hence not only orthogonal to the MPS reference (they destroy
the vacuum |0〉) but also orthogonal to other tangent space
site matrices:
ˆBl |0〉 = 0, (53)
ˆBl
∣∣Tk 〉 = δl,k |0〉. (54)
The deexcitation operators of the ket vectors are the excitation
operators of the bra vectors:
〈0| ˆBl = 〈Tl | . (55)
Consider the commutators [ ˆB†l , ˆB†k ] and [ ˆBl, ˆB†k ]. Their general
expressions are far from trivial, only their expectation value
with respect to the vacuum |0〉 is clear:
〈0 | [ ˆB†l , ˆB†k ] | 0〉 = 0, (56)
〈0 | [ ˆBl, ˆB†k ] | 0〉 = δk,l . (57)
A bosonic algebra for the excitation operators is hence only
retrieved when expectation values with respect to the vacuum
are taken. The operators ˆB†k are called quasiboson operators.
VII. OPTIMAL TIME EVOLUTION FOR MPS
The optimal time evolution of an MPS, which stays within
the MPS Ansatz space, was derived by means of the TDVP in
Refs. 43,44 and 49. Now that we have established the Thouless
theorem for MPS, we can rephrase the result as
ih¯x˙k(x = 0) = 〈0 | ˆBk ˆH | 0〉. (58)
Also in this case, Eq. (58) can be obtained by inserting |(x,x)〉
in the time-dependent Schro¨dinger equation, and by projecting
the time-dependent equation onto ˆB†k |(x,x)〉:
ih¯ 〈| ˆBk
(
x˙l
∂
∂xl
+ ˙xl ∂
∂xl
)
|〉 = 〈| ˆBk( ˆH − EMPS) |〉.
(59)
Evaluation for x = 0 yields Eq. (58). This form of time prop-
agation automatically stays within the MPS Ansatz space. No
Hamiltonian decompositions or bond dimension truncations
are necessary.43,44,49
VIII. RPA FOR MPS
A. In a redundant parameterization
One way to obtain the RPA equations for MPS, is to con-
sider the linearized time-dependent equations in the vicinity
of a variational minimum, and to project them onto the tangent
space of the manifold.43,44,51 Consider a small time-dependent
step around the minimum Aμ(t) = Aμ0 + Bμ(t). The
time-dependent equation, its projection onto the tangent space,
and its first-order terms become
ih¯ |ν(A)〉 ˙Aν = ( ˆH − EMPS) |(A)〉 , (60)
ih¯ 〈μ(A) | ν(A)〉 ˙Aν = 〈μ(A) | ˆH − EMPS | (A)〉 ,
(61)
ih¯ 〈μ(A0) | ν(A0)〉 ˙Bν
= 〈μ(A0) | ˆH − EMPS | ν(A0)〉Bν
+ 〈μν(A0) | ˆH − EMPS | (A0)〉Bν, (62)
with EMPS = 〈0 | ˆH | 0〉. By taking a harmonic Ansatz for
the perturbation B = Ye−iωt + Zeiωt , the RPA equations are
found:
h¯ω
[
S 0
0 −S
](
Y
Z
)
=
[
H W
W H
](
Y
Z
)
(63)
with Sμν = 〈0μ | 0ν〉, Hμν = 〈0μ | ˆH − EMPS | 0ν〉,
and Wμν = 〈0μν | ˆH − EMPS | 0〉. Note that
‖( ˆH − EMPS) |0〉 ‖2 becomes smaller when |0〉 becomes
a better approximation for the exact ground state. ‖W‖2 is
hence a measure for the accuracy of the MPS approximation
to the exact ground state.51 A specific eigenvector of Eq. (63)
can be obtained in O(LD3) complexity.43,44,60
B. In a nonredundant parameterization
By changing the basis from |0μ〉 to |Tk 〉 = Zμk |0μ〉, with
∂
∂xk
Bμ(x) = Zμk , the overlap matrix S becomes the unit matrix
I : Z
μ
k SμνZ
ν
l = δkl . Analogously, the Hermitian matrix A and
the complex symmetric matrix B, both of dimension dimT×
dimT, can be defined as resp. Akl = Zμk HμνZνl and Bkl =
Z
μ
k WμνZ
ν
l . The RPA equations become
h¯ω
[
I 0
0 −I
](
y
z
)
=
[
A B
B A
](
y
z
)
, (64)
where y and z are now coefficients with respect to |Tk 〉. The
same result can be obtained by linearizing Eq. (59), just as for
HF.
The A and B matrices can be constructed explicitly. If only
a few excitation energies are desired, it is better to resort to
a sweep algorithm, which can be implemented in an existing
DMRG code.60 Implementation details of this sweep algorithm
will be presented elsewhere.
C. EOM derivation
The excitation operators discussed in Sec. VI D allow
for a rederivation of the RPA equations for MPS by means
of the EOM. An exact bosonic algebra can be set up by
adding correction terms to operators defined in Sec. VI D,
so that [ ˆB†l , ˆB†k ] = 0 and [ ˆBl, ˆB†k ] = δl,k . A justification is
given by Eqs. (56) and (57). The Hamiltonian can be
expanded in these bosonic operators, and RPA coincides with
truncating the expansion after second order. Expressions for
the RPA correlation energy and wave function follow, just as
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for HF:
EcRPA = − trA2 +
∑
ωn>0
h¯ωn
2
= −
∑
n
h¯ωn
∑
k
∣∣zkn∣∣2, (65)
|RPA〉 ∝ e 12 (zy−1)k;l ˆB†k ˆB†l |0〉 . (66)
IX. POST-DMRG METHODS
A. TDA and Brillouin’s theorem
A preferred tangent basis can be found by searching
the eigenstates of the Hamiltonian in the basis |Tk 〉. This
corresponds to diagonalizing the A matrix of the RPA Eq. (64).
As |0〉 = 1
L
A
μ
0 |0μ〉 gave the lowest energy solution for the
Ansatz Bμ |0μ〉 and |Tk 〉 ⊥ |0〉, approximations for excited
states are found this way. This is the MPS analog of TDA.8–11,61
For a variational minimum,
0 = ∂E
∂A
μ
0
=
〈
0μ
∣∣ ˆH | 0〉
〈0 | 0〉
− 〈
0 | ˆH | 0〉
〈0 | 0〉2
〈
0μ
∣∣0〉 . (67)
If the wave function |0〉 is normalized and only norm- and
phase-conserving changes ˆB†k |0〉 ⊥ |0〉 are considered,49,60〈
Tk
∣∣ ˆH | 0〉 = 〈0 | ˆBk ˆH | 0〉 = 0. (68)
This is the MPS analog of Brillouin’s theorem.8,9,62 For MPS,
excited momentum eigenstates of translationally invariant sys-
tems have previously been approximated in the nonredundant
tangent space basis.72,73
B. CC and CI
The Thouless theorem for MPS and Eq. (66) suggest CC
and CI Ansa¨tze on top of an MPS reference. Consider, for
example, the single and double excitations:
|CCSD〉 ∝ eyk ˆB†k+ 12 zkl ˆB†k ˆB†l |0〉 , (69)
|CISD〉 ∝ (x + yk ˆB†k + 12zkl ˆB†k ˆB†l ) |0〉 . (70)
With the exposition in Secs. V, VI C, and VI D, we can also
propose the following CCSD and CISD Ansa¨tze:
|CCSD〉 ∝ eCμν∂μ∂ν |0〉 , (71)
|CISD〉 ∝ Cμν |0μν〉 (72)
with O[ 12 (LdD2)2] parameters in the symmetric C tensor.
Note that working in the Lth order tangent space corresponds
to the FCI Ansatz. For DMRG (HF), the CCSD and CISD
Ansa¨tze can be considered as a way to improve the correlation
between two sites (electrons) embedded in an approximate
environment given by the zeroth-order MPS (SD). Since the
double tangent space can connect sites that are far apart, this
enables the CCSD and CISD expressions to directly build
in long-range entanglement. If the zeroth-order description
fails (static correlation for HF, critical system for DMRG),
these Ansa¨tze will fail too. Also for MPS, CISD is not
size-consistent if there are more than two sites in the compound
system, whereas CCSD is always size-consistent because of
the exponential Ansatz.
X. SYMMETRY-ADAPTED CALCULATIONS
For large calculations, symmetry-adapted MPS Ansa¨tze
are often used. They allow to search for eigenstates within
a specific symmetry sector of the total Hilbert space, and lead
to computational advantages in memory and time. An MPS
Ansatz without symmetry adaptation can yield an approximate
eigenstate that breaks the symmetry. Its tangent space then also
contains symmetry-broken vectors. RPA-MPS breaks down if
a symmetry multiplet of a non-Abelian group is incomplete at
a certain MPS boundary. Therefore we use symmetry-adapted
MPS Ansa¨tze for the applications.
A. Tangent space without symmetry adaptation
First, consider an MPS Ansatz without symmetry adapta-
tion. A basis for its nonredundant tangent space, which is at
the same time a basis of symmetry eigenvectors, can only
be constructed when the MPS reference is an eigenvector
of those symmetries. If the MPS reference is a symmetry
eigenvector, its tangent space (in general) also contains
symmetry eigenvectors that belong to a different irreducible
representation (irrep). We provide a simple counting argument.
Consider an MPS with length L even, then the center virtual
dimension has to be d L2 to represent a general FCI state.68 The
number of states in its nonredundant tangent space is then
dimT =
L
2∑
k=1
(ddk − dk−1)dk−1 = dL − 1, (73)
i.e., the rest of the Hilbert space. Note that these dL − 1
nonredundant tangent space vectors can only be constructed if
all Schmidt values are greater than zero.49,65 Suppose that this
is the case. The MPS reference and its nonredundant tangent
space then span the entire Hilbert space. If the MPS reference
transforms according to a particular irrep of the symmetry
group of the Hamiltonian, a basis of symmetry eigenvectors
can be constructed for its nonredundant tangent space. If the
Hilbert space is spanned by symmetry vectors belonging to at
least two different irreps, the nonredundant tangent basis then
contains symmetry eigenvectors belonging to a different irrep
than the MPS reference.
B. Implications for RPA
If an MPS Ansatz without symmetry adaptation is variation-
ally optimized, it can occur that due to the choice of virtual
dimensions a symmetry multiplet of a non-Abelian group [e.g.,
SU(2)] is incomplete at a certain boundary. From the projector
interpretation of the nonredundant tangent space, it can be
understood that this may lead to spurious zero energy RPA
excitations: replacing an occurring renormalized basis state of
the multiplet by one that is not in the renormalized basis, can
lead to a state with the same energy and hence a spurious zero
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energy RPA excitation. For this reason, we have opted to use
symmetry-adapted MPS references in this work.
C. Tangent space of a symmetry-adapted Ansatz
We now discuss the construction of the tangent space of
an SU(2) ⊗ U(1) adapted MPS Ansatz. A spin- and particle
number-adapted MPS decomposes into Clebsch-Gordan coef-
ficients of the imposed symmetry groups and reduced tensors,
due to the Wigner-Eckart theorem:39,40,74–77
Ass
zN
jLj
z
LNLαL;jRj
z
RNRαR
= 〈jLjzLssz∣∣jRjzR〉 δNL+N,NRT sNjLNLαL;jRNRαR .
(74)
The derivative operator ∂
∂Aμ
in Eq. (33) is then replaced by ∂
∂T κ
.
All symmetry imposing Clebsch-Gordan coefficients are still
in place, and the tangent space vectors hence have the same
symmetry as the MPS reference. The nonredundant tangent
space can be constructed in an analogous way as for the case
without symmetry adaptation. The entire symmetry sector of
the Hilbert space (minus the MPS reference) is retrieved in the
nonredundant tangent space, if the virtual dimensions are taken
as large as possible. The difference between the tangent spaces
with and without symmetry adaptation can be compared to the
restricted and unrestricted HF manifolds.21,22 For the former
only singlet excitations are possible, while for the latter triplet
excitations are allowed too, even if the ground state is a singlet.
Note that if a symmetry-adapted MPS is optimized by the
imaginary time evolution of Sec. VII, the distribution of the
bond dimensions over the symmetry sectors is fixed. As such
an optimization does not lead to an optimal distribution of the
bond dimensions, we have used the two-site DMRG algorithm
to optimize all the MPS reference wave functions in this work.
Henceforth, symmetry-adapted will be used as a shorthand for
spin- and particle number-adapted.
XI. THE 1D HUBBARD CHAIN
In this section, we approximate low-lying eigenstates of
the one-dimensional Hubbard chain with open boundary
conditions (OBC) [see Eq. (34)]. The CISD-MPS Ansatz
of Eq. (72), which contains all excitations to the double
tangent space, is used to improve on the ground state and
to find low-lying excitations. The results are compared with
TDA-MPS, which contains all excitations to the single tangent
space. With RPA-MPS, we search for the Goldstone mode
of a symmetry-broken ground state. In addition, we discuss
RPA-MPS correlation energy calculations.
A. CISD-MPS
The TDA and CISD calculations were done by optimizing a
symmetry-adapted MPS reference, with D retained multiplets
at each boundary. This reference was then used in TDA
and CISD calculations without symmetry constraints. As the
symmetry-adapted reference is not necessarily a variational
minimum for an MPS Ansatz without symmetry constraints,
negative excitation energies can occur.
The CISD Ansatz in Eq. (72) leads to a generalized
eigenvalue problem,〈
0κλ
∣∣ ˆH ∣∣0μν 〉Cμν = E 〈0κλ∣∣0μν 〉Cμν, (75)
which was solved by multitargeting the lowest states with the
Davidson algorithm.78 By decomposing theC tensor, the CISD
Ansatz can be written as a sum over MPS wave functions:
|CISD〉 =
∑
i<j
Cμiνj
∣∣0μiνj 〉
=
∑
i<j
∑
p(i,j )
C
μi
L,pC
νj
R,p
∣∣0μiνj 〉 . (76)
This allows to use standard MPS machinery68 in the matrix-
vector multiplication. Because the sum of several MPS wave
functions yields an MPS with a larger bond dimension,68 this
immediately leads to the understanding that the CISD Ansatz
can introduce extra entanglement.
We chose L = 8 and four U values: 0.1, 1, 10 and
100. With increasing U , the ground state changes from a
collection of quasi-free particles to a highly correlated state.
For the latter, HF gives a qualitatively wrong description. For
U = 1, the ground state contains seven particles and has spin
1
2 . If a symmetry-broken reference is chosen, the multiplet
degeneracy of the excitations is lost. Therefore we opted for
the first singlet state as MPS reference for U = 1. Although
the TDA and CISD calculations were not symmetry-adapted,
the multiplet degeneracy was exactly retrieved because we
started from a symmetry-adapted MPS reference. The first
four multiplets for each U value are shown in Table I.
The TDA-MPS (D = 9) energies and the CISD-MPS
(D = 3) energies are of roughly the same quality, and improve
on the TDA-MPS (D = 3) energies significantly. The CISD-
MPS Ansatz contains O[ 12 (LdD2)2] variational parameters to
include extra correlation between all pairs of sites on top of
the MPS reference, and can be used both to improve on the
ground state and to approximate excited states. The TDA-MPS
Ansatz contains O(LdD2) variational parameters, and due to
the MPS analog of Brillouin’s theorem, it can only be used to
approximate excited states. The relative accuracy of the CISD-
MPS (D = 3) and MPS (D = 9) reference state energies
changes with U . With increasing single-particle nature, the
CISD-MPS Ansatz performs better for the targeted reference.
For small D, not all excited states are retrieved with
TDA-MPS. An example is the third excited state for D = 3
and U = 100. The targeted state consists of two singlet-triplet
excitations, which interact to form a bound singlet state. This is
well captured by CISD-MPS (D = 3) and TDA-MPS (D = 9),
while E3 for TDA-MPS (D = 3) in Table I corresponds in fact
to a doublet. The MPS (D = 9) reference has a large enough
bond dimension to capture the two excitations in its single
tangent space, while the CISD-MPS (D = 3) Ansatz captures
the double excitation in the MPS’s double tangent space.
B. RPA-MPS and Goldstone modes
The L = 8 and U = 1 case is an ideal candidate to retrieve
a Goldstone mode, because a specific spin- 12 ground-state
vector is necessarily a symmetry-broken state. With an MPS
reference optimized without any symmetry constraints and
D = 16 (now exceptionally the number of states instead of
the number of multiplets), we find one zero-energy solution
to the RPA equations, and this solution also satisfies Eq. (25).
This is the Goldstone mode from the symmetry-broken spin- 12
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TABLE I. CISD-MPS improvement on the ground state and low-lying excitation energies for the one-dimensional Hubbard chain with
length L = 8 and OBC. D is the number of SU(2) multiplets retained at each boundary in the symmetry-adapted MPS reference calculation.
The state for which the absolute energy is shown, was chosen as MPS reference.
U Quantity S N Exact (FCI) TDA-MPS (D = 3) TDA-MPS (D = 9) CISD-MPS (D = 3)
0.1 E0 0 8 −9.319312 −9.067465 −9.301264 −9.315185
E1 − E0 12 7 0.297631 0.222150 0.285466 0.311181
E2 − E0 12 9 0.397631 0.322150 0.385466 0.411181
E3 − E0 0 6 0.611620 0.873285 0.619417 0.629720
1 E0 − E1 12 7 −0.022354 −0.082237 −0.029340 0.011799
E1 0 6 −7.790647 −7.532068 −7.780764 −7.785715
E2 − E1 0 8 0.095814 0.543100a 0.105942 0.135785
E3 − E1 1 6 0.517393 0.572255a 0.530944 0.542513
10 E0 0 4 −5.187427 −5.083270 −5.186955 −5.187090
E1 − E0 12 5 0.008950 −0.010314 0.009270 0.010988
E2 − E0 1 4 0.113988 0.127636 0.114721 0.114984
E3 − E0 12 5 0.189005 0.205577a 0.196828 0.192880
100 E0 0 4 −4.805753 −4.736845 −4.805615 −4.805360
E1 − E0 1 4 0.013020 0.013672 0.013016 0.013783
E2 − E0 1 4 0.027045 0.022700 0.027013 0.028034
E3 − E0 0 4 0.034327 0.316707a 0.034327 0.035940
aExcitation with different multiplicity. The required FCI excitation is not in the TDA-MPS spectrum.
ground state. Zero-energy solutions can also arise for singlet
ground states, if the MPS accidently breaks non-Abelian
symmetries, as discussed in Sec. X. This can be avoided by
retaining complete multiplets at each boundary, whereas the
RPA Goldstone mode for a symmetry-broken ground state will
always occur, even for bond dimensions that reproduce the full
Hilbert space.
C. The RPA-MPS correlation energy
We calculated RPA-MPS correlation energies for
symmetry-adapted Ansa¨tze. Remember that only excitations
with the same symmetry as the MPS reference are then
retrieved. For the Hubbard chain with OBC and length L = 6,
filled with N = 4 electrons, in the singlet state, and U = 1,
EcRPA is shown in Fig. 1. From Eq. (65), 2EcRPA can be
interpreted as the mean difference between RPA and TDA
excitation energies, multiplied by the number of excitations
(dimT). With increasing D, |EcRPA| first increases because the
number of excitations increases. For even larger D, the mean
difference between the RPA and TDA energies vanishes faster
than the number of excitations increases. When the FCI virtual
dimensions are reached, the RPA and TDA excitation energies
are equal, as the B-matrix vanishes, and EcRPA is exactly zero.
When calculating EcRPA, care has to be taken that the MPS
reference is the variational minimum and that no symmetries
are broken, such as the multiplet structure at a boundary or, e.g.,
the SO(4) symmetry when considering a half-filled Hubbard
chain.79 If these conditions are not fulfilled, the RPA-MPS
correlation energy breaks down (|EcRPA|  |EMPS|).
XII. POLYENES
Polyenes are linear conjugated chains of hydrocarbons:
CH2 = CH − CH = CH − CH = CH2. (77)
Excitations in the π system lie in the visible region of
the spectrum, and polyenes are therefore important building
blocks for light absorption and dyes. They have a long history
of use as benchmark systems to test new quantum chemistry
excited state methods. The π system can be approximated by
the long-range Pariser-Parr-Pople (PPP) Hamiltonian, where
the two-body terms of the Hamiltonian (5) are approximated
by a local Coulomb repulsion:
ˆV = 1
2
∑
klστ
Rklnˆkσ nˆlτ . (78)
The Latin letters denote orbitals and the Greek letters
spin projections. For our calculations, we used the Ohno
FIG. 1. (Color online) The RPA-MPS correlation energy for the
Hubbard chain with OBC, length L = 6, filled with N = 4 electrons,
in the singlet state, and U = 1. A symmetry-adapted Ansatz was used,
with D retained multiplets at each boundary.
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FIG. 2. (Color online) The first three TDA-MPS excitation
energies for a polyene chain with N carbon atoms for which the
π system was approximated by the long-range PPP Hamiltonian.
parameterization for the electron-electron repulsion Rkl .80 All
Hamiltonian parameters, except Rsingle
double
= 1.40 ± 0.05A˚, are
identical to the ones in Ref. 81.
Many DMRG calculations studying the excited states
and response properties of conjugated molecules have been
performed, using a parameterized Hamiltonian.82–87 At the ab
initio level, high-lying excited states have been targeted with
the harmonic Davidson adaptation of the DMRG method.88
Frequency-dependent dipole polarizabilities were computed
at the ab initio level by Dorando et al.60 using the TDA-MPS
approximation.
Using the PPP Hamiltonian, we approximated the first three
particle-conserving singlet excitations with the symmetry-
adapted RPA-MPS and TDA-MPS methods. We kept D = 20
retained multiplets at each boundary. The TDA-MPS excita-
tion energies are shown in Fig. 2 as a function of the number
of carbon atoms N in the polyene. The symmetry labeling
was based on Fig. 10 in Ref. 89. The difference between
the RPA-MPS and TDA-MPS energies is shown in Fig. 3,
indicating that the ground-state MPS reference is already quite
accurate for D = 20, as the B-matrix contributions are small.
The RPA-MPS and TDA-MPS excitation energies match better
for the higher excitations of Fig. 2.
XIII. SUMMARY
In this work, we attempted to set up a post-DMRG
framework by finding the excitation structure of the MPS
reference. As a guide, we carefully followed the structure of
HF theory and the subsequent post-HF methods, exploiting the
fact that both HF and DMRG can be seen as productlike wave
functions.42
A variational wave-function Ansatz can be used in the
TIVP to yield self-consistent equations. With the TDVP,
optimal time-evolution is found which stays within the Ansatz
manifold. Linearization of the TDVP around a variational min-
imum gives the RPA equations. The optimal time-evolution
requires a nonredundant parameterization of the Ansatz’s
tangent space to exclude meaningless variations of the wave
FIG. 3. (Color online) The difference between the RPA-MPS and
TDA-MPS energies for the first three excitations of a polyene chain
with N carbon atoms for which the π system was approximated by
the long-range PPP Hamiltonian.
function. Occupied-occupied variations in HF theory, as well
as variations in the direction of the renormalized DMRG basis
states, only lead to norm or phase changes. They do not change
the physical state represented by the Ansatz.
Exponentiation of the norm- and phase-conserving varia-
tions in HF theory, led to the Thouless theorem: a nonredundant
parameterization of the entire HF (Grassmann) manifold,
generated by the OV excitations of any particular SD. In
this work, we have proposed the DMRG counterpart: a
nonredundant parameterization of the entire MPS manifold,
generated by the norm- and phase-conserving changes of
any particular MPS wave function. Just like the norm- and
phase-conserving changes of HF theory are generated by
replacing an occupied orbital by a virtual orbital, the norm-
and phase-conserving changes of an MPS wave function are
generated by replacing the occuring renormalized basis states
by discarded renormalized basis states. We have proven the
MPS counterpart of Thouless’s theorem for a general MPS
with OBC, for which no Schmidt values vanish.
By identifying the excitation structure of the SD/MPS
Ansatz by means of the Thouless theorem, the RPA equations
can be rederived be means of the EOM. This allows for a
bosonic expansion of the Hamiltonian, and the definition of
the RPA correlation energy and wave function.
The different orders of tangent space of the Thouless
parameterization generate the CI basis. Eigenstates of the
Hamiltonian can be approximated in this basis. CIS, or CI with
only single excitations, yields again the SD/MPS reference due
to Brillouin’s theorem, as well as a set of excited states. These
excited states are found by diagonalizing the Hamiltonian in
the nonredundant tangent basis, or the A matrix of RPA. This
method is known as TDA.
When the MPS reference is a good approximation of the
true ground state, ‖( ˆH − EMPS) |0〉 ‖2 becomes small, and
the B-matrix contributions of RPA vanish. TDA and RPA then
lead to the same excitation energies. The RPA wave function
suggests a size-consistent CC Ansatz on top of the reference
wave function.
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The ideas presented in this paper are illustrated with
proof-of-principle calculations of CISD-MPS improvements
on the ground state, TDA-MPS, RPA-MPS, and CISD-MPS
excitation energies, an RPA-MPS Goldstone mode, and the
RPA-MPS correlation energy. In contrast to HF, the MPS
reference gives also in the highly correlated regime of the Hub-
bard model a qualitatively good description, and variational
post-DMRG methods such as TDA-MPS and CISD-MPS give
numerically relevant results. For an MPS with small bond
dimensions, two correlated single excitations are not always
retrieved in the tangent space, and the CISD-MPS Ansatz is a
better choice then.
Recently, we learned about Ref. 90, which presents RPA-
MPS calculations and new multisite excitation Ansa¨tze for
uniform MPS.
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APPENDIX: EXPLICIT GRASSMANN MANIFOLD
PARAMETERIZATION
The proof given here is inspired by the proof for the
unitary counterpart of Thouless’s theorem for HF, given in
Rowe et al.21 Give a unitary m × n matrix Q with m > n,
i.e., Q†Q = In, and a second unitary matrix U , of the same
form as Q. Form a unitary m × (m − n) matrix ˜Q so that
[Q ˜Q][Q ˜Q]† = I = [Q ˜Q]†[Q ˜Q]. For the parameterization
˜A(y,y) = exp ( ˜QyQ† − Qy† ˜Q†)Q (A1)
with y an (m − n) × nmatrix containing the complex variables
and y the corresponding flattened column, there exists at least
one yu so that the columns of ˜A(yu,yu) and the columns of U
(denoted by uk) span the same space. We will provide a proof
by construction.
(1) The matrix M = U †QQ†U is a hermitian positive
semidefinite matrix. There exists a unitary transformation to
rotate the basis ui to vi, so that vk†QQ†vj = δkjn2k .
(2) Write vi in terms of qk and q˜k, the columns of Q and ˜Q:
vi =
∑
k αikqk +
∑
l βil q˜l. From the previous step we know
that δij = vi†vj = n2i δij +
∑
l βilβjl .
(3) If ni = 0, define ri by niri =
∑
k αikqk. If ni = 1, define
r˜i by (1 − n2i )
1
2 r˜i =
∑
l βil q˜l. Note that if, e.g., 2n > m, a
number of ni will certainly be 1, and the corresponding vectors
r˜i cannot be constructed.
(4) From the previous steps, it follows that the vectors {ri, r˜i}
are orthonormal. Complete both sets with additional vectors, so
that they span the same space as the columns of, respectively,
Q and ˜Q. If the matrix R contains ri in its columns and ˜R
contains r˜i in its columns, a unitary transformation P links R
and Q by R = QP and a unitary transformation ˜P links ˜R
and ˜Q by ˜R = ˜Q ˜P .
(5) If ni = 1, consider wi = exp [γi(r˜iri† − rir˜†i )]ri =
cos (γi)ri + sin (γi)r˜i. Assign 0  γi  π2 so that cos (γi) =
ni . It then follows that wi = vi. Note that if ni = 1, γi would
have been 0, and that the exponential in front of ri then becomes
the identity. So it poses no problem that the corresponding
vectors r˜i cannot be constructed.
(6) If γ is regarded as a diagonal matrix containing the
γi values, the singular value decomposition of yu is given by
yu = ˜PγP †. This can be confirmed by writing the exponential
expression for wi in terms of Q and ˜Q.
This concludes the construction of the complex (m − n) ×
n matrix yu. Equation (A1) hence represents a Grassmann
manifold.
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