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Dynamics of non-autonomous chemostat models
Toma´s Caraballo, Xiaoying Han, Peter E. Kloeden and Alain Rapaport
Abstract Chemostat models have a long history in the biological sciences as well
as in biomathematics. Hitherto most investigations have focused on autonomous
systems, that is, with constant parameters, inputs and outputs. In many realistic sit-
uations these quantities can vary in time, either deterministically (e.g., periodically)
or randomly. They are then non-autonomous dynamical systems for which the usual
concepts of autonomous systems do not apply or are too restrictive. The newly de-
veloping theory of non-autonomous dynamical systems provides the necessary con-
cepts, in particular that of a non-autonomous pullback attractor. These will be used
here to analyze the dynamical behavior of non-autonomous chemostat models with
or without wall growth, time dependent delays, variable inputs and outputs. The
possibility of over-yielding in non-autonomous chemostats will also be discussed.
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1 Introduction
Traditional models of the chemostat assume fixed availability of the nutrient and its
supply rate, as well as fast flow rates to avoid the tendency of microorganisms to
attach to container walls. However, these assumptions become unrealistic when the
availability of a nutrient depends on the nutrient consumption rate and input nutri-
ent concentration and when the flow rate is not fast enough. On the other hand, the
appearance of delay terms in chemostat models [4, 5] can be fully justified since
the future behavior of a dynamical system does not in general only depend on the
present but also on its history. Sometimes only a short piece of history provides the
relevant influence (bounded or finite delay), while in other cases it is the whole his-
tory that has to be taken into account (unbounded or infinite delay). In this article we
will discuss chemostat models with a variable nutrient supplying rate and a variable
input nutrient concentration, along with time–variable delays and wall growth.
Denote by x(t) the concentration of the growth-limiting nutrient and by y(t) the
concentration of the microorganism at any time t. When wall attachment is taken
into account (see e.g. [3, 13, 16]), we can regard the consumer population y(t) as
an aggregate of two categories of populations, one in the growth medium, denoted
by y1(t), and the other on the walls of the container, denoted by y2(t). Suppose that
the nutrient is equally available to both of the categories, so it can be assumed that
both categories consume the same amount of nutrient and at the same rate. Let D
be the rate at which the nutrient is supplied and also the rate at which the contents
of the growth medium are removed, and I be the input nutrient concentration which
describes the quantity of nutrient available with the system at any time. Assume that
D and I vary continuously in time (e.g., periodically [6] or randomly) in bounded
positive intervals D(t) ∈ [dm,dM] and I(t)∈ [im, iM], respectively, for all t ∈R. In ad-
dition, let τ1(t) and τ2(t) be the time delay into material recycling and in the growth
response of the consumer species, respectively. The consideration of variable inputs,
variable delays and wall growth result in the following system of non-autonomous
delay differential equations:
dx(t)
dt
= D(t)[I(t)− x(t)]−aU(x(t))[y1(t)+ y2(t)]+bγy1(t− τ1(t)), (1)
dy1(t)
dt
= −[γ+D(t)]y1(t)+ cU(x(t− τ2(t)))y1(t)− r1y1(t)+ r2y2(t), (2)
dy2(t)
dt
= −γy2(t)+ cU(x(t− τ2(t)))y2(t)+ r1y1(t)− r2y2(t), (3)
where a > 0 is the maximal consumption rate of the nutrient and also the maximum
specific growth rate of microorganisms, c with 0 < c ≤ a is the growth rate coef-
ficient of the consumer species, γ is the collective death rate of microorganisms,
b ∈ (0,1) is the fraction of dead biomass that is recycled, r1 and r2 are the rates at
which the species stick on to and shear off from the walls respectively, and U is the
uptake function describing how the nutrient is consumed by the species and satisfy-
ing:
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(1) U(0) = 0 and U(x)> 0 for all x > 0;
(2) limx→∞U(x) = L < ∞;
(3) U is continuously differentiable;
(4) U is monotonically increasing.
In this article, when concrete computations are sought, we choose the uptake
function to have the Michaelis-Menten or Holling type-II form, given by
U(x) =
x
λ + x
, (4)
where λ > 0 is the half-saturation constant. The results in all but the last section are
collected from the papers [7, 8, 9].
2 Preliminaries on non-autonomous dynamical systems
Given a real number h ≥ 0, denote by Ch := C([−h,0],Rn) the Banach space of
continuous functions mapping the interval [−h,0] into Rn equipped with the usual
supremum norm
‖φ‖Ch = sup
θ∈[−h,0]
|φ(θ)|.
Note that Ch ∼= Rn when h = 0.
Consider the functional differential equation
z˙(t) = f (t,zt) (5)
where f : R×Ch→ Rn is continuous and maps bounded sets into bounded sets and
zt(·) ∈Ch is given by
zt(θ) = z(t+θ), θ ∈ [−h,0],
for any given continuous function z(·) : R→ Rn and t ∈ R. Note that Equation (5)
is a general formulation and includes ordinary differential equations (h = 0)
z˙(t) = f (t,z(t)),
in which case the state space Ch reduces to Rn.
Assume that an initial function ψ ∈ Ch prescribed at the initial time t0 ∈ R is
associated with (5) to form an initial value problem. The solution of this initial
value problem for which an existence and uniqueness theorem holds then defines a
solution map, Z(t, t0): ψ 7→ zt(·; t0,ψ) ∈ Ch for t ≥ t0, which is, in fact, a process
(also called a two-parameter semigroup) satisfying
• Z(t, t0) : Ch→Ch is a continuous map for all t ≥ t0;
• Z(t0, t0) = IdCh , the identity on Ch, for all t0 ∈ R;
• Z(t, t0) = Z(t,s)Z(s, t0) for t ≥ s≥ t0.
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Definition 1. Let Z be a process on a complete metric space X . A family A =
{A(t)}t∈R of compact subsets of X is called a pullback attractor for Z if it is
• invariant: Z(t, t0)A(t0) = A(t) for all t ≥ t0;
• pullback attracting: for any nonempty bounded subset D of X
distX{Z(t, t− t0)D,A(t)}→ 0 as t0→ ∞ (for each t ∈ R)
where distX denotes the Hausdorff semi-distance.
Pullback attraction uses information about the dynamical system from the past in
contrast with the usual forward convergence with t → ∞ for fixed t0 which uses
information about the future.
Definition 2. A family {B(t)}t∈R of nonempty subsets of X is said to be pullback
absorbing with respect to a process Z if for each t ∈R, and every nonempty bounded
subset D of X , there exists TD(t)> 0 such that
Z(t, t−σ)D⊆ B(t), for all σ ≥ TD(t).
The following result (see [15]) shows that the existence of a family of compact
absorbing sets implies the existence of a pullback attractor.
Theorem 1. Let Z(t, t0) be a process on a complete metric space X. If there exists
a family {B(t)}t∈R of compact absorbing sets, then there exists a pullback attractor
A = {A(t)}t∈R such that A(t)⊂ B(t) for all t ∈ R. Furthermore,
A(t) =
⋃
D⊂X
bounded
ΛD(t) where ΛD(t) =
⋂
T≥0
⋃
t0≥T
Z(t, t− t0)D.
For the general case of (5) being a delay differential equation (h 6= 0), the next
sufficient condition ensures the existence of a pullback attractor.
Theorem 2. ([11, Theorem 4.1]) Suppose that Z(t, t0) maps bounded sets of Ch into
bounded sets of Ch, and there exists a family {B(t)}t∈R of bounded absorbing sets
for Z in Ch. Then there exists a pullback attractor A for equation (5).
For the particular case of (5) being an ordinary differential equation (h = 0),
the following theorem ensures the existence of an attractor in both the forward and
pullback senses that consists of singleton sets, i.e., a single entire solution.
Theorem 3. ([14, 15]) Suppose that a process Z on Rn is uniform strictly contract-
ing on a positively invariant pullback absorbing family {B(t)}t∈R of nonempty com-
pact subsets of Rn, i.e., for each R > 0, there exist positive constants K and α such
that
|Z(t, t0)x0−Z(t, t0)y0|2 ≤ Ke−α(t−t0) · |x0− y0|2 , ∀ t ≥ t0, x0,y0 ∈ B(0,R),
where B(0,R) is the closed ball in Rn centered at the origin with radius R >
0. Then the process Z has a unique global forward and pullback attractor A =
Non-autonomous chemostats 5
{A(t) : t ∈ R} with component sets consisting of singleton sets, i.e., A(t) = {ξ ∗(t)}
for each t ∈ R, where ξ ∗ is an entire solution of the process.
3 Properties of solutions
The existence and uniqueness of solutions to (1)-(3) with initial conditions
x(t) = ψ1(t− t0), y1(t) = ψ21(t− t0), y2(t) = ψ22(t− t0), ∀t ∈ [t0−h, t0] (6)
follow immediately from the continuity of the input functions D(t) and I(t) and
the assumptions on the uptake function U . Therefore we have the unique solution
z(·; t0,ψ) of (1)-(3) such that zt0(·; t0,ψ) = ψ , i.e.,
zt0(θ ; t0,ψ) := z(t0+θ ; t0,ψ) = ψ(θ) for θ ∈ [−h,0].
Consequently we can construct a non-autonomous dynamical system or process
Z(t, t0) : Ch →Ch in the phase space Ch defined for any t ≥ t0 as
Z(t, t0)φ = zt(·; t0,φ), φ ∈Ch.
The positiveness and boundedness of solutions are stated in the following theorems.
Theorem 4. For any non-negative continuous initial condition (6) on [t0−h, t0], the
solutions to (1)-(3) are non-negative.
Proof. We will show that if a solution starts in the octant R3+ = {(x,y1,y2) : x ≥
0,y1 ≥ 0,y2 ≥ 0}, then it remains there forever. In fact, by continuity, each solution
has to take value 0 before it reaches a negative value. With x = 0 and y1 ≥ 0, y2 ≥0,
equation (1) reduces to
x′(t) = D(t)I(t)+bγy1(t− τ1(t)),
and thus x(t) is strictly increasing at x = 0. With y1 = 0 and x ≥ 0, y2 ≥ 0, the
reduced ODE for y1(t) is
y′1(t) = r2y2 ≥ 0,
hence y1(t) is non-decreasing at y1 = 0. Similarly, y2 is non-decreasing at y2 = 0.
Therefore, (x(t),y1(t),y2(t)) ∈ R3+ for any t. 
Theorem 5. Assume that D : R→ [dm,dM] where 0 < dm < dM < ∞, and I : R→
[im, iM] where 0 < im < iM < ∞ are continuous. In addition assume that τ ′1(t) ≤
M1 < 1 for all t ∈ R. Then solutions to (1)-(3) are bounded for any bounded initial
conditions provided that
µ := min{δ ,γ− c}> 0 where δ := dm− M11−M1 γ− c. (7)
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Proof. Define over R×Ch the functional v(·, ·, ·, ·) as
v(t,φ1,φ21,φ22) := φ1(0)+bφ21(0)+bφ22(0)+
bγ
1−M1
∫ 0
−τ1(t)
φ21(s)ds. (8)
Given a solution z(·)= (x(·),y1(·),y2(·)) of (1)-(3) corresponding to an initial datum
(ψ1,ψ21,ψ22) ∈Ch, define the function ν(t) := ν(t,zt) for t ∈ R. After a change of
variable in the integral in (8) we obtain
ν(t) = x(t)+by1(t)+by2(t)+
bγ
1−M1
∫ t
t−τ1(t)
y1(s)ds.
Then the time derivative of ν(t) along solutions to (1)-(3) is
dν(t)
dt
= D(t)I(t)−D(t)x(t)−aU(x(t))(y1(t)+ y2(t))+bγy1(t− τ1(t))
−b[γ+D(t)]y1(t)−bγy2(t)+bcU(x(t− τ2(t))(y1(t)+ y2(t))
+
bγ
1−M1 (y1(t)− (1− τ
′
1(t))y(t− τ1(t))).
Since τ ′1(t) ≤ M1 < 1, we have − 11−M1 (1− τ ′1(t)) ≤ −1. Also using the facts that
U(x) ≤ 1 for x ≥ 0, dm ≤ D(t)≤ dM and im ≤ I(t)≤ iM for any t, we have
dν(t)
dt
≤ dMiM−dmx(t)−b(γ+dm)y1(t)−bγy2(t)+bc(y1(t)+ y2(t))+ bγ1−M1 y1(t)
≤ dMiM−dmx(t)−b
(
γ+dm− c− bγ1−M1
)
y1(t)−b(γ− c)y2(t)
≤ dMiM−dmx(t)−bδy1(t)−b(γ− c)y2(t).
where δ is as defined in (7). Now define the region
Ω := {(x,y1,y2) ∈ R3+ : dmx+bδy1+b(γ− c)y2 ≤ dMiM}.
If a trajectory starts at time t0 from a point in R3+ \Ω , then the functional
ν(·, ·, ·, ·) along a trajectory starting from this point would be decreasing for all times
t ≥ t0 such that (x(t),y1(t),y2(t)) ∈ R3+ \Ω . Therefore
ν(t,xt ,(y1)t ,(y2)t) ≤ ν(t,xt0 ,(y1)t0 ,(y2)t0)
≤ x(t0)+by1(t0)+by2(t0)+ bγ1−M1
∫ t0
t0−τ1(t)
y1(s)ds
≤ |ψ1|+b
(
1+
γh
1−M1
)
|ψ21|+b|ψ22|,
which implies that
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‖(x(t),y1(t),y2(t))‖ := x(t)+ y1(t)+ y2(t)
≤ 1
b
ν(t,xt ,(y1)t ,(y2)t)≤ 1b |ψ1|+
(
1+
γh
1−M1
)
|ψ21|+ |ψ22|. (9)
If a trajectory starts from or enters the region Ω at t1 ≥ t0 and stays in Ω forever,
then by the definition of Ω we have that for any time t ≥ t0, dmx(t)+ bδy1(t)+
b(γ− c)y2(t) ≤ dMiM , which implies that
‖(x(t),y1(t),y2(t))‖ ≤ dmbµ x(t)+
δ
µ
y1(t)+
γ− c
µ
y2(t)≤ dMiMbµ . (10)
If a trajectory starts from, enters or re-enters the region Ω at times t2i−1 ≥ t0 and
exits at time t2i, (i = 1,2, · · ·), then (9) holds for all times (t2i, t2i+1) and (10) holds
for all times (t2i−1, t2i).
To summarize, for any t > t0, we have
‖zt‖ = ‖(xt ,y1t ,y2t)‖= x(t+θ)+ y1(t+θ)+ y2(t+θ)
≤ max
{ |ψ1|
b
+
(
1+
γh
1−M1
)
|ψ21|+ |ψ22|, dMiMbµ
}
.
Therefore, given any (ψ1,ψ21,ψ22) ∈ Ch with |ψ1|+ |ψ21|+ |ψ22| ≤ r, we have
zt = (xt ,y1t ,y2t) ∈ BCh(0, r˜) for t ≥ t0, where
r˜ := max
{
r
b
,r
(
1+
γh
1−M1
)
,
dMiM
bµ
}
. 
In the next section we will discuss the existence of non-autonomous attractors for
different variations of system (1)-(3). Geometric details of the attractors are pro-
vided for some special cases.
4 Pullback attractors for non-autonomous chemostat models
In this section we discuss the existence and properties of the pullback attractors
for the chemostat system (1)-(3). In particular, we will study the system with wall
growth and variable delays, wall growth and variable inputs, and the special case
with no wall growth.
4.1 Chemostats with wall growth, variable delays and fixed inputs
When D(t) =D, I(t) = I, τ1(t) 6= 0 and τ2(t) 6= 0, the existence of a pullback absorb-
ing set can be proved by using the Razumikhin technique, which uses a Lyapunov
function rather than a functional. The reader can find an interesting motivation for
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the Razumikhin technique in the book by Hale and Lunel [12, pp. 151]. More pre-
cisely, our result is a consequence of the uniformly ultimately boundedness of the
solutions according to Theorem 4.3 on pp.159 in [12]. To make the result more
accessible to the reader, we first recall the following notation.
Given a continuous function V : R×Rn → R and an initial function φ ∈ Ch, the
(upper Dini) derivative of V along the solutions of (5) is defined to be
V˙ (t,φ(0)) = limsup
ε→0+
1
ε
[V (t+ ε,z(t+ ε; t,φ)−V (t,φ(0))]. (11)
Theorem 6. Assume that D(t) = D, I(t) = I and τ ′1(t) ≤ M1 < 1. Then the non-
autonomous dynamical system generated by (1)-(3) possesses a pullback attractor
in Ch provided that
min
{
D− M1
1−M1 γ− c,γ− c
}
> 0 and min{D,γ− c}> bγ.
Proof. Since we are interested in only non-negative solutions, consider the function
V (t,x,y1,y2) := x+ y1+ y2 = ‖(x,y1,y2)‖.
Given any initial value φ ∈Ch we consider the solution z(·; t,φ):=(x(·),y1(·),y2(·))
of (1)-(3) passing through (t,φ) and we will check the assumptions in Theorem 4.3
from [12]. Observe that when V is differentiable, the upper Dini derivative coincides
with the derivative of the function V along solutions of the problem (5). However,
the Lyapunov function will not always be differentiable, but only continuous. Hence
we can write x(t) = φ1(0), y1(t) = φ21(0) and y2(t) = φ22(0) at time t.
By letting u(s) = s/2 and v(s) = 2s, we have
u(‖(x,y1,y2)‖)≤V (t,x,y1,y2)≤ v(‖(x,y1,y2)‖).
The time derivative of V along the solution of (1)-(3) through (t,φ) satisfies
V˙ (t,φ(0)) = DI−Dφ1(t)− (γ+D)φ21(0)− γφ22(0)+bγφ21(−τ1(t))
− [aU(φ1(0))− cU(φ1(−τ2(t)))] (φ21(0)+φ22(0))
≤ DI−Dφ1(0)− (γ+D− c)φ21(0)− (γ− c)φ22(0)+bγφ21(−τ1(t)).
For any q > 1, define p(s) = qs. Provided that V (t +θ ,φ(θ)) < p(V (t,φ(0))) for
θ ∈ [−h,0], we have
φ21(−τ1(t))< q(φ1(0)+φ21(0)+φ22(0)).
Consequently,
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V˙ (t,φ(0)) ≤ DI− (D−bγq)φ1(0)− (γ+D− c−bγq)φ21(0)− (γ− c−bγq)φ22(0)
≤ DI−Gq[φ1(0)+φ21(0)+φ22(0)] = DI−Gq‖φ(0)‖,
where Gq = min{D,γ− c}−bγq.
Fix q = 1+ ε , then Gq > 0 when ε is small enough and min{D,γ − c} > bγ .
Letting
w(s) =
{
0, s≤ DI/Gq,
1
2 (Gqs−DI), s > DI/Gq,
we have V˙ (t,φ(0))≤−w(‖φ(0)‖) for any ‖φ(0)‖ ≥ 0. It follows immediately from
Theorem 4.3 on pp. 159 in [12] that the solutions to (1)-(3) are uniformly ultimately
bounded, i.e., there exists β > 0 such that for any α > 0, there is a constant Tα > 0,
which is independent of t, such that
‖z(t; t0,φ)‖ ≤ β , ∀t ≥ t0+Tα , ∀t0 ∈ R, φ ∈Ch, ‖φ‖Ch ≤ α.
This implies that the absorbing sets exist, in both the pullback and forward senses.
The existence of a non-autonomous attractor then follows immediately from Theo-
rems 2 and 5. 
4.2 Chemostat with wall growth, variable inputs and no delays
For the special case with no delays, τ1(t) = τ2(t) = 0 the system (1) - (3) consists
of ordinary differential equations. In addition to the existence of non-autonomous
attractors we will be able to obtain more geometric details of the attractor. To this
end, we make the following change of variables:
α(t) =
y1(t)
y1(t)+ y2(t)
, z(t) = y1(t)+ y2(t). (12)
Assuming that U(x) =
x
λ + x
, system (1) - (3) then attains the form
x′(t) = D(t)[I(t)− x(t)]− ax(t)
λ + x(t)
z(t)+bγα(t)z(t), (13)
z′(t) = −γz(t)−D(t)α(t)z(t)+ cx(t)
λ + x(t)
z(t), (14)
α ′(t) = −D(t)α(t)(1−α(t))− r1α(t)+ r2(1−α(t)). (15)
Observe that α(t) satisfies the Riccati equation (15) and is not coupled with x(t)
and z(t). For any positive y1 and y2 we have 0 < α(t)< 1 for all t. Note that α ′|α=0
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= r2 > 0 and α ′|α=1 = −r1 < 0, so the interval (0,1) is positively invariant. This is
the biologically relevant region.
When D(t) = D is a constant, there is a unique asymptotically stable steady state
α∗ ∈ (0,1) given by
α∗ :=
D+ r1+ r2−
√
(D+ r1+ r2)2−4Dr2
2D
. (16)
Hence when t→ ∞, replacing α(t) by α∗ in equations (13) and (14) we have
dx(t)
dt
= D(I(t)− x(t))− ax(t)
λ + x(t)
z(t)+bγα∗z(t) (17)
dz(t)
dt
= −γz(t)−Dα∗z(t)+ cx(t)
λ + x(t)
z(t). (18)
More details of the long term dynamics of the solutions to (17) - (18) are established
in the following theorem.
Theorem 7. Assume that D(t) = D for all t ∈ R, and I : R→ [im, iM] with 0 < im <
iM < ∞ is continuous, a ≥ c, b ∈ (0,1) and γ > 0. Then system (17) - (18) has a
pullback attractor A = {A(t) : t ∈ R} inside the non-negative quadrant. Moreover,
(i) the entire solution (w∗(t),0) is asymptotically stable (in the usual forwards
sense) in R2+, where
w∗(t) = De−Dt
∫ t
−∞
I(s)eDsds,
and the pullback attractorA has a singleton component subset A(t)= {(w∗(t),0)}
for all t ∈ R, provided γ+Dα∗ > c;
(ii) the pullback attractor A also contains points strictly inside the positive quad-
rant in addition to the set {(w∗(t),0)}, provided
γ+Dα∗ <
cDiM
λ (a− c+ γ−bγα∗+D)+DiM := ϕD(iM). (19)
Proof. (i) When γ+Dα∗ > c,
dz(t)
dt
=−
(
γ+Dα∗− cx(t)
λ + x(t)
)
z(t)≤ 0,
which implies that z(t) decreases to 0 as t→∞ for any z(t0)≥ 0. Consequently, x(t)
satisfies dx(t)dt = D(I(t)− x(t)) and has a nontrivial nonautonomous equilibrium
x(t) = x(t0)e−D(t−t0)+De−Dt
∫ t
t0
I(s)eDsds,
which converges to w∗(t) as t→ ∞ or t0→−∞.
(ii) Let u(t) := x(t)+ z(t), then
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u′(t) = D(I(t)− x(t))+ (c−a)x(t)
λ + x(t)
z(t)+bγα∗z(t)− γz(t)−D(t)α∗z(t).
On the one hand,
u′(t) ≤ D(I(t)− x(t))− (γ−bγα∗+Dα∗)z(t)
< DI(t)−Dx(t)−Dα∗z(t)≤ DiM−Dα∗u(t).
On the other hand,
u′(t) ≥ D(I(t)− x(t))− (a− c+ γ+Dα∗−bγα∗)z(t)
≥ DI(t)−Dx(t)− (a− c+ γ−bγβ ∗+D)z(t)
> Dim− (a− c+ γ−bγβ ∗+D)u(t).
Therefore we have the upper and lower bounds for u(t) as
l :=
DiM
a− c+ γ−bγα∗+D < u(t)<
iM
α∗
. (20)
For ε > 0 small, define Tε to be the trapezoid
Tε := {(x,z) ∈ R2+ : x≥ ε, z≥ ε,
DiM
a− c+ γ−bγα∗+D ≤ x+ z≤
iM
α∗
},
then Tε is absorbing. In addition, we have the following inequalities satisfied on the
boundaries of Tε :
x′(t)
∣∣
x=ε = D(I(t)− ε)+(bγα∗−
aε
λ + ε
)z(t)> 0,
z′(t)
∣∣
z=ε >
(
−γ+Dα∗+ c(l− ε)
λ + l− ε
)
ε > 0,
(x(t)+ z(t))′
∣∣
x+z=iM/α∗
< 0, (x(t)+ z(t))′
∣∣
x+z=l > 0.
Hence Tε is invariant and this implies that there exists a pullback attractor A =
{A(t) : t ∈ R} in Tε . 
When I(t) = I is fixed and D(t)∈ [dm,dM] varies continuously in time, a pullback
attractor of the form Aα = {Aα(t) : t ∈ R} in the unit interval (0,1) exists, since
the unit interval is positively invariant (see e.g., [15]), and its component subsets are
given by
Aα(t) =
⋂
t0<t
α (t, t0, [0,1]) , ∀t ∈ R.
These component subsets have the form Aα(t) =
[
α∗l (t),α
∗
u (t)
]
, where α∗l (t) and
α∗u (t) are entire bounded solutions of the Riccati equation. Differential inequalities
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can be used to obtain bounds on these entire solutions as
Aα(t) = [α∗l (t),α
∗
u (t)]⊂
[
r2
r1+ r2+dM
,
r2
r1+ r2
]
:= [α,α].
To investigate the case where the pullback attractor consists of a single entire
solution, we need to find conditions under which α∗l (t) ≡ α∗u (t) for any t ∈ R. To
this end, let ∆α(t) = α∗u (t)−α∗l (t). Then
∆ ′α(t) = D(t)(α
∗
u (t)+α
∗
l (t))∆α(t)− (D(t)+ r1+ r2)∆α(t)
≤ dM ·2α∗u (t)∆α(t)− (dm+ r1+ r2)∆α(t)
≤
(
2dMr2
r1+ r2
−dm− r1− r2
)
∆α(t).
Thus, when 2dMr2 < dm(r1+ r2) + (r1+ r2)2, we have
0≤ ∆α(t)≤ e
(
2dMr2
r1+r2
−dm−r1−r2
)
(t−t0)∆α(t0)→ 0 as t→ ∞ or t0→−∞.
Since dm < dM , this holds, e.g., if dM(r2− r1) < (r1 + r2)2. It essentially puts a
restriction on the width of the interval in which D(t) can takes its values, unless r1
> r2. Note that α∗(t) is also asymptotically stable in the forward sense in this case.
Therefore for t (or−t0) sufficiently large, x(t) and z(t) components of the system
(13)–(15) satisfy
x′(t) = D(t)(I− x(t))− ax(t)
λ + x(t)
z(t)+bγα∗(t)z(t), (21)
z′(t) = −γz(t)−D(t)α∗(t)z(t)+ cx(t)
λ + x(t)
z(t). (22)
The following theorem is proved in [7].
Theorem 8. Assume that I(t) = I and D : R→ [dm,dM] with 0 < dm < dM < ∞ is
continuous, a ≥ c, b ∈ (0,1) and γ > 0. Then system (21) - (22) has a pullback
attractor A = {A(t) : t ∈ R} inside the non-negative quadrant. Moreover,
(i) the axial steady state solution (I,0) is asymptotically stable in the non-negative
quadrant and the pullback attractorA has a singleton component subset A(t) =
{(I,0)} for all t ∈ R, provided γ+dmα > c;
(ii) the pullback attractor A also contains points strictly inside the positive quad-
rant in addition to the point {(I,0)}, provided
γ+dMα <
cdmI
λ (a− c+ γ+dM−bγα)+dmI : ϕI(dm). (23)
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4.3 Chemostat with no wall growth or delays
In the special case where τ1(t) = τ2(t) = 0 and the wall growth is neglected (see e.g.
[17]), system (1) - (3) reduces to the system of ODEs
dx(t)
dt
= D(t) [I(t)− x(t)]− ax(t)
λ + x(t)
y(t), (24)
dy(t)
dt
= −D(t)y(t)+ ax(t)
λ + x(t)
y(t). (25)
We are able to obtain more details of the attractor for this special case, as stated in
the following theorem, which is also proved in [7].
Theorem 9. Assume that I(t) = I fixed and D :R→ [dm,dM] with 0 < dm < dM <∞
is continuous. Then the non-autonomous dynamical system generated by the system
of ODEs (24)–(25) has a pullback attractor A = {A(t) : t ∈ R} in R2+. Moreover,
(i) when a < dm, the axial steady state solution (I,0) is asymptotically stable in the
non-negative quadrant and the pullback attractor A has a singleton component
subset A(t) = {(I,0)} for all t ∈ R;
(ii) when a > (1+ λ/I)dM, the pullback attractor A also contains points strictly
inside the positive quadrant in addition to the point {(I,0)};
(iii) when dm < a <
dm(λdm+dM I)2
(λdm+dM I)2−λ Id2m , the pullback attractor A consists of the axial
point {(I,0)} and a single entire solution ξ ∗ that is uniformly bounded away from
the axes as well as heteroclinic entire solutions between them, i.e., its component
subsets are
A(t) =
{
(x,y) ∈ R2+ : x+ y = I;ξ ∗(t)≤ x≤ I
}
for t ∈ R.
Assume that D(t) =D fixed and I :R→ [im, iM] with 0 < im < iM <∞ is continuous.
Then the non-autonomous dynamical system generated by the system of ODEs (24)–
(25) has a pullback attractor A = {A(t) : t ∈ R} in R2+. Moreover,
(i) when D > a, the entire solution (x∗(t),y∗(t)) = (w∗(t),0) is asymptotically
stable in R2+ and the pullback attractor has singleton component sets A(t) =
{(w∗(t),0)} for every t ∈ R;
(ii) when aim > D(λ+ iM), the pullback attractor has nontrivial component sets that
include (w∗(t),0) and strictly positive points;
(iii) when D < a and a
(
λ 2+λ (2iM− im)+ i2M
)
< D(λ + iM)2, the pullback attrac-
tor contains a nontrivial entire solution that attracts all other strictly positive
entire solutions.
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5 Random chemostat models
It practice input and output parameters may vary slightly in a random manner, tak-
ing values in bounded intervals about an ideal or mean value. The system (1)–(3)
without delays then becomes a system of pathwise random ordinary differential
equations (RODEs):
x′(t) = Dt(ω)(It(ω)− x(t))−a x(t)m+ x(t) (y1(t)+ y2(t))+bγy1(t), (26)
y′1(t) = −(γ+Dt(ω))y1(t)+ c
x(t)
m+ x(t)
y1(t)− r1y1(t)+ r2y2(t), (27)
y′2(t) = −γy2(t)+ c
x(t)
m+ x(t)
y2(t)+ r1y1(t)− r2y2(t), (28)
where the inputs are perturbed by real noise, i.e., Dt and It are continuous and es-
sentially bounded with values
Dt(ω) ∈ d · [1−εD,1+εD], It(ω) ∈ i · [1−εI ,1+εI ], d > 0, i > 0, εD, εI < 1.
Bounded noise can be modeled in various ways. For example, given a stochastic
process Zt such as an Ornstein-Uhlenbeck process, D or I could be the stochastic
process defined by [2]
ζ (Zt(ω)) := ζ0
(
1−2ε Zt(ω)
1+Zt(ω)2
)
, (29)
where ζ0 and ε are positive constants with ε ∈ (0,1]. This takes values in the interval
ζ0[1− ε,1+ ε] and tends to peak around the points ζ0(1± ε), so is suitable for a
noisy switching scenario. Another possibility is the stochastic process
η(Zt(ω)) := η0
(
1− 2ε
pi
arctanZt(ω)
)
, (30)
where η0 and ε are positive constants with ε ∈ (0,1], which takes values in the
interval η0[1− ε,1+ ε] and is centered on η0.
In the theory of random dynamical systems the driving noise process is repre-
sented abstractly by a canonical driving system θt(ω) on the sample space Ω , and
the system is analyzed in a pathwise fashion. The solutions to the system of RODEs
(26)–(28) generate a cocycle mapping, and the non-autonomous system has a skew–
product like structure with the noise process acting as a measure theoretical rather
than topological autonomous dynamical system (see [1, 8, 15] for more details).
A random attractor is a pullback attractor for this system and consists of random
subsets, reducing to a single stochastic process when the random sets are singleton
sets. Counterparts of the deterministic results above (without delay) are given in [8].
Convergence to a random attractor is pathwise in the pullback sense. Forward con-
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vergence also holds, but in the weaker sense of in probability due to the possibility
of large deviations. Random delays could also be considered as in e.g., [10], but this
has not yet been done in the chemostat context.
6 Over-yield in non-autonomous chemostats
For a given amount of nutrient that is fed in a chemostat during a given period of
time T , one can compare the biomass production over the time period, depending on
the way the amount of nutrient is distributed over the time period. We say that there
exists a biomass over-yielding when a time varying input produces more biomass
than a constant input. To illustrate the effect of over-yielding in non-autonomous
chemostats, we consider the chemostat model with wall growth, variable inputs and
non delays as in Section 4.2.
When D(t) = D is constant an I(·) a non-constant T -periodic function with
1
T
∫ t+T
t
I(s)ds = I¯ ,
a periodic solution of system (17)-(18) has to fulfill the equations
0 = D(I¯− x¯)−a 1
T
∫ t+T
t
U(x(s))z(s)ds+bγα∗z¯ , (31)
0 = −(γ+Dα∗)z¯+ c 1
T
∫ t+T
t
U(x(s))z(s)ds , (32)
where x¯, z¯ denote the average values of the variables x(·), z(·) over the period T .
Combining equations (31) and (32), one obtains the relation
D(I¯− x¯) =
[
a(γ+Dα∗)
c
−bγα∗
]
z¯ . (33)
One can also write from equation (18)
0 =
1
T
∫ t+T
t
z′(s)
z(s)
ds =−(γ+Dα∗)+ c 1
T
∫ t+T
t
U(x(s))ds .
As the function U(·) is concave and increasing, one deduces the inequality x¯ > x∗,
where x∗ stands for the steady state of the variable x(·) with the constant input
I(t)= I¯. Similarly, x∗ satisfies the equality cU(x∗)= γ+Dα∗. One can then compare
the corresponding biomass variables, with the help of equation (33), and obtain:[
bγα∗− a(γ+Dα
∗)
c
]
(z¯− z?)> 0 .
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We conclude that an over-yielding occurs when the condition
bcγα∗ > a(γ+Dα∗) (34)
is fulfilled. One can see that the nutrient recycling of the dead biomass (bγ 6= 0) is
essential to obtain an over-yielding.
Consider now the chemostat model without wall, I(·) = I constant and D(·) a
non-constant T -periodic function with
1
T
∫ t+T
t
D(s)ds = D¯ .
From equations (24)-(25) a periodic solution has to fulfill
I = x(t)+ y(t) (35)
0 =
1
T
∫ t+T
t
y′(s)
y(s)
ds =−D¯+a 1
T
∫ t+T
t
U(x(s))ds (36)
From equation (36), one obtains, as before, the inequality x¯ > x∗ and thus y¯ < y∗.
Consequently over-yielding never occurs.
For the chemostat model with a wall and periodic D(·), we have not been able to
prove if an over-yielding is possible, although numerical simulations tend to show
that it is not.
Remark 1. For more general time varying inputs (i.e. not necessarily periodic), one
can also study the influence of the variations of the inputs on the characteristics
of the pullback attractor. Indeed Theorems 7, 8 and 9 provide precise conditions for
which the pullback attractor is larger than the single wash-out trajectory {(w∗(·),0)}
(i.e. absence of biomass). When enlarging the input set [im, iM] or [dm,DM] allows
the pullback attractor to be larger than the single wash-out, one can consider that a
biomass survival (and thus an over-yielding) could occur.
• Statements (ii) in Theorem 9 (chemostat with no wall) show that enlarging the
input sets does not help the dynamics to avoid the wash-out.
• In statements (ii) of Theorems 8 and 9 (chemostat with wall), one can check
that the functions ϕD(·), ϕI(·) as defined in (19) and (23), respectively, could be
increasing or decreasing depending on the values of the parameters. Therefore,
enlarging the input set could be beneficial for the biomass survival, which is
different from the no wall case.
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