Introduction Evaluation of Neural Pattern Classifiers for a Remote Sensing Application
Satellite remote sensing, developed from satellite technology and image processing, has been a popular focus of pattern recognition research since at least the 1970s. Most satellite sensors used for land applications are of the imaging type and record data in a variety of spectral channels and at a variety of ground resolutions. The current trend is for sensors to operate at higher spatial resolutions and for providing more spectral channels to optimize the information content and the usability of the acquired data for monitoring, mapping and inventory applications. At the end of this decade, the image data obtained from sensors on the currently operational satellites will be augmented by new instruments with many more spectral bands on board of polar orbiting satellites forming part of the Earth Observing System (Wilkinson et al. 1994) .
As the complexity of the satellite data grows, so too does the need for new tools to analyse them in general. Since the mid 1980s, neural network (NN) techniques have raised the possibility of realizing fast, adaptive systems for multispectral satellite data classification. In spite of the increasing number of NN-applications in remote sensing (see, for example Key et al. 1989 , Benediktsson et al. 1990 , Hepner et al. 1990 , Lee et al. 1990 , Bischof et al. 1992 , Beerman and Khazenie 1992 , Civco 1993 , Dreyer 1993 , Salu and Tilton 1993 , Wilkinson et al. 1994 ) very little has been done on evaluating different classifiers. Given that pattern classification is a mature area and that several NN approaches have emerged in the last few years, the time seems to be ripe for an evaluation of different neural classifiers by empirically observing their performance on a larger data set. Such a study should not only involve at least a moderately large data set, but should also be unbiased. All the classifiers should be given the same feature sets in training and testing.
This paper addresses the above mentioned issue in evaluating the classification accuracy of three neural network classifiers. The classifiers include two types of the Multi-Layer Perceptron (MLP) and a Radial Basis Function Network (RBF). The widely used normal classifier based on parametric density estimation by maximum likelihood, NML, serves as benchmark. The classifiers were trained and tested for classification (8 a priori given classes) of multispectral images on a pixel-by-pixel basis. The data for this study was selected from a section (270 x 360 pixels) of a Landsat-5 Thematic Mapper scene ; location of the center: l 6° 23 ' E, 48° 14' N; observation date: June 5, 1985) .
In section two of this paper, we will describe the structures of the various pattern classifiers. Then we will describe the experimental set-up in section 3, i.e. the essential organization of inputs and outputs, the network set-ups of the neural classifiers, a technique for addressing the problem of overfitting, criteria for evaluating the estimation (in-sample) and generalization (out-of-sample) ability of the different neural classifiers and the simulation set up (section 3). Four classes of simulations serve to analyse the stability of the classification results with respect to training time (50,000 epochs), the gradient descent control term (constant and variable learning schemes), the initial parameter conditions, and different training and testing sets. The results of the experiments are presented in section 4. Finally, in section 5 we give some concluding remarks.
The Pattern Classifiers
Each of our experimental classifiers consists of a set of components as shown in figure 1. The ovals represent input and output data, the rectangles processing components, and the arrows the flow of data. The components do not necessarily correspond to separate devices. They only represent a separation of the processing into conceptual units so that the overall structure may be discerned.
The inputs may -as in the current context -come from Landsat-5 Thematic Mapper (TM) bands. 
Three experimental neural classifiers are considered here: multi-layer perceptron (MLP) classifiers of two types, MLP-1 and MLP-2, and one radial basis function (RBF) classifier. The normal classifier NML serves as statistical benchmark. The following terminology will be used in the descriptions of the discriminant functions below: . n dimensionality of feature space (n representing the number of spectral bands used, n=6 in our application context), 9tn the set of all n-tuples of real numbers (feature space), x feature vector of a pixel (x = (x1, ... , xn) e 9tn), C number of a priori given classes (l~c~C).
The Normal Classifier
This classifier (termed NML) which is most commonly used for classifying remote sensing data serves as benchmark for evaluating the neural classifiers in this paper. NML is based on parametric density estimation by maximum likelihood (ML). It presupposes a multivariate normal distribution for each class c of pixels. In this context, it may be worthwhile to mention first factors pertaining to any parametric classifier.
Let L(clk) denote the loss (classification error) incurred assigning a pixel to class c rather than to class k. Let us define a particular loss function in terms of the Kronecker symbol Dck c=k otherwise
This loss functilln implies that correct classifications yield no losses, while incorrect classifications produce equal loss values of 1. In this case the optimal or Bayesian classifier is that one which assigns each input x ('feature vector' of a pixel), to that class c for which the a posteriori probability p( clx) is highest, i.e. 
where p(c) denotes the a priori probability of class c and p(x) the mixture density f p(x) dx with x belonging to the training set S c 9tn. For a pattern classification problem in which the a priori probabilities are the same, p( c) can be ignored. For the normal classifier NML each class c is assumed to have a conditional density function c= l, .. ., C
with µc and ~c being the mean and associated covariance matrix for class c. The first term on the right-hand side of (5) is constant and may be discarded for classification. By replacing the mean vectors µc and the covariance matrices ~c with their sample estimates, Ille and Sc, squaring and taking logarithms the set of NML-discriminant functions is given by (6) where p( c) denotes the estimate of p( c ).
The Multi-Layer Perceptron Classifiers
Multi-layer perceptrons are feed-forward networks with one or more layers of nodes between the input and output nodes. These additional layers contain hidden (intermediate) nodes or units. We have used MLPs with three layers (counting the inputs as a layer), as outlined in figure 2. and the number of outputs, N< 2 >[ =CJ are determined by the application at hand, and in our study are six for the input layer (one for each spectral channel TMl, TM2, TM3, TM4, TM5 and TM7) and eight for the output layer (representing the eight a priori categories of the pixels). The parameter with respect to the network architecture outlined in figure 2 is the number N(l) of non-linear hidden units that are fully connected to the input units and with the output units. Output and hidden units have adjustable biases (left out of consideration in figure 2 ). The weight mjJ) connects the i-th node of the (1-1)-th layer to the j-th node of the I-th layer (1=1, 2; 1 ~ i ~ ~I-1), 1 ~j~ ~0). The weights can be positive, negative or zero.
Let us define b~1) the bias term of the i-th node of the I-th layer (1 = 1, 2), and 'l'(x) the non-linear hidden unit activation function, then the set of discriminant functions are of the form:
It is worthwhile to note that classifiers of type (7) use a softmax output unit activation function (see Bridle 1989) . This activation function is a composition of two operators: an exponential mapping, followed by a normalisation to ensure that the output activations are non-negative and sum to one.
The specification of the activation function 'I' is a critical issue in successful application development of a MLP classifier. We have experimented with two types of sigmoid functions, the most widely used non-linear activation functions: asymmetric and symmetric sigmoid functions.
We use logistic activations for defining MLP-1 and hyperbolical tangent (tanh) activations for MLP-2.
The activation Sh of a logistic (sigmoid) hidden unit is given by (8) which performs a smooth mapping (-oo, +oo) ~ (0,1). The slope 'a' can be absorbed into weights and biases without loss of generality and is set to one.
The activation Th of a tanh hidden unit is given by (9) performing a smooth mapping (-oo, -too) -7 (-1, +1). We here also set a=l.
For the training of the weights of MLP networks, a reasonable procedure is the use of an optimization algorithm to minimise the mean-square-error (least mean square error function) over the training set between the discriminant values actually produced and the target discriminant values that consist of the appropriate strings of ls and Os as defined by the actual classes of the training pixels. For example, if a training vector is associated to class 1, then its target vector of discriminant values is set to (1,0, ... , 0).
Networks of the MLP type are usually trained using the error backpropagation algorithm (see Rumelhart et al. 1986 ). Error backpropagation is an iterative gradient descent algorithm designed to minimise the least square error between the actual and target discrimination values. This is achieved by repe_ atedly changing the weights of the first and second parameter layer according to the gradient of the error function. The updating rule is given by
Where E denotes the least mean square error function to be minimised over the set of training examples, and 11 the learning rate, i.e. the fraction by which the global error is minimised during each pass. The bias value bh is also learned in the same way. In the limit, as 11 tends to zero and the number of iterations tends to infinity, this learning procedure is guaranteed to find the set of weights which gives the least mean square error (see White 1989 ).
The Radial Basis Function Classifier
In the MLP classifiers, the net input to the hidden units is a linear combination of the inputs. In a Radial Basis Function (RBF) network the hidden units compute radial basis functions of the inputs.
The net input to the hidden layer is the distance from the input to the weight vector. The weight vectors are also called centres. The distance is usually computed in the euclidean metric. There is generally a bandwidth a associated with each hidden unit. The activation function of the hidden units can be any of a variety of functions on the non-negative real numbers with a maximum at zero, approaching zero at infinity, such as the Gaussian transfer function.
We have experimented with a RBF classifier which uses softmax output units and Gaussian functions in the hidden layer. The following notation is necessary to describe the classifier. Let 
k=l, ... ,N its width vector, while b~I) and ro}~) with 1 :5 I :5 N( 2 ) =: C and 1 :5 I :5 N(I) are the bias term to the kth node of the I-th layer and the weight connecting the I-th output node to the k-th hidden node, respectively.
Then the discriminant functions are given by:
where each hidden unit j computes the following radial basis function:
The centres c(k), widths cr(k), output bias nodes b?) and output node weights co}~) may be considered as trainable weights of the RBF network. They are trained initially using the cluster means (obtained by means of the K-means algorithm) as the centre vectors c(k). The width vectors cr(k) are set to a single tunable positive value. Note that no target discriminant values are used to determine c(k) and cr(k), while training of the output weights and bias proceeds by optimization identical to that described for the MLP classifiers.
The crucial difference between the RBF and the two MLP classifiers lies in the treatment of the inputs. For the RBF classifier, as can be seen from (12), the inputs factor completely. Unless all inputs xi (1 :5 i :5 n) are reasonably close to their centres c}k)' the activation of hidden unit k is close to zero. A RBF unit is shut off by a single large distance between its centre and the input in any one of the dimensions. In contrast, in the case of the MLP classifiers, a large contribution by one weighted output in the sum of (7) or (8) non-trivial at the one hand, but still allows for extensive tests on in-sample and out-of-sample performance of the classifiers. 
Network Set Up of the Neural Classifiers and the Overfitting Problem
The architecture of a neural classifier is defined by the arrangement of its units, i.e. the set of all weighted connections between units (see figure 2 ). This arrangement (i.e. the topology) of the network of a classifier is very important in determining its generalization ability. Generalization refers to the ability of a classifier to recognize patterns outside the training set. An important issue for good generalization is the choice of the optimal network size. This means finding the optimal number of hidden units, since inputs and outputs are defined by the problem at hand. There are some rules of thumb which often fail drastically since they ignore both the complexity of the task at hand and the redundancy in the training data . The optimal size of the hidden layer is usually not known in advance. Strengths or the Conoecdon Weights
The number of hidden units when the minimum is arrived may be viewed as a kind of measure of the degree of freedom of the network (Gershenfield and Weigend 1993) . If the hidden layer is chosen to be too small, it will not be flexible enough to discriminate the patterns well, even in the training set. If it is chosen too large, the excess freedom will allow the classifier to fit not only the signals, but also the noise. Both, too small and too large hidden layers thus lead to a poor generalization capability in the presence of noise (Weigend et al. 1991 ).
This issue of overfitting or in other words the problem of estimating the network size has been widely neglected in remote sensing applications, up to now. Recently, several techniques have been proposed to get around this problem. To be relieved from the uncertainty of a specific choice of a validation set of the cross-validation approach (see Fischer and Gopal 1994) we have chosen in this study another approach, a network pruning or weight-elimination technique to overcome the problem of overfitting. This technique starts with an oversized network and attempts to minimise the complexity of the network (in terms of connection weights) and the standard sum squared error function by removing 'redundant' or least sensitive weights (see Weigend et al. 1991 ).
We deliberately have chosen an oversized, fully connected MLP-1 network with 22 hidden units and a variable learning rate. The 338 weights were updated after each 3 patterns, presented in random order (stochastic approximation). In the first 17 ,000 epochs, the procedure eliminated the weights between the eight output units and eight hidden units. Since these eight units did not receive the signals in the backward pass anymore, their weights to the input subsequentially decayed. In this sense, the weight-elimination procedure can be thought of as unit-elimination, removing the least important hidden units. The weights and biases of the pruned MLP with 14 remaining hidd~n units are given in appendix A. The architecture of the pruned MLP-1 is outlined in figure 3 . The size of the network declined from 338 to 196 free parameters.
In contrast to MLP-classifiers, RBF networks are self-pruning to some degree. Unimportant connections are effectively pruned away by the training process leaving a large width. Each large width effectively deletes one connection from an input to one RBF and reduces the number of active patterns by two.
Performance Measures
The ultimate performance measure for any classifier is its usefulness to provide accurate classifications. This involves in-sample and out-of-sample classification accuracy. Four standard measures will be used to measure various aspects of classification accuracy:
• the classification error (also termed confusion) matrix (f 1 k) with f 1 k (l,k=l, ... , C) denoting the number of pixels assigned by the classifier to category 1 and found to be actually in ( --c-I: fr j=l J
• the total classification accuracy 't [or the total classification error 't' defined as 't' = (100
Ef.. 
Experimental Simulation Set Up
Neural networks are known to produce wide variations in their performance properties. This is to say that small changes in network design, and in control parameters such as the learning rate and the initial parameter conditions might generate large changes in network behaviour. This issue, which is the major focus of our simulation experiments, has been highly neglected in remote sensing applications up to now. In real-world applications, it is, however, a central objective to identify intervals of the control parameters which give robust results, and to demonstrate that these results persists across different training and test sets.
In-sample and out-of-sample performance are the two most important experimentation issues in this study. In-sample performance of a classifier is important because it determines its convergence ability and sets a target of feasible out-of-sample performance which might be achieved by finetuning of the control parameters (Refenes et al. 1994 ). Out-of-sample performance measures the ability of a classifier to recognize patterns outside the training set, i.e. in the testing set strictly set · apart from the training set. The performance depends on many factors, such as
• the gradient descent control term,
• initial parameter conditions, and
• training and testing sets.
Consequently, it is important to analyse the stability with respect to such control parameters.
Several other important issues are not considered in this study, such as for example the issue of how the convergence speed can be improved. We have not used any acceleration scheme of backpropagation such as momentum. We also do not discuss the dependence of the performance on the size of the training/testing sets. Thus, we were able to analyse the effect of different hidden unit activation functions, the sigmoid (logistic), the hyperbolic tangent (tanh) and the radial basis activations, upon performance. All other factors including initial conditions are fixed in these simulations (rt=0.8). Thus, the best overall result is provided by the MLP-1 classifier with 14 hidden units and 196 free parameters, followed by MLP-2, and RBF. Both MLP classifiers outperform the NML classifier in terms of generalization capabilities. The superiority of the MLP classifiers over RBF may be, moreover, underlined by considering the in-sample and out-of-sample classification error matrices (see appendix B), the map user's and map producer's accuracies in appendix C. Even though trained on 1,640 pixels only, the MLP-1 classifier can be used to classify the 97,200 pixels of the whole image. The raw satellite image and the MLP-1 classified image are displayed in figure 4. Figure 5 shows the in-sample performance for the two versions of the multi-level perceptron, MLP-1 and MLP-2, and the radial basis function classifier as a function of training time in epochs (11=0.8, trained for 50,000 epochs, and equal random initialisations). The in-sample performance tends to converge asymptotically at a minimum that is found at about 17 ,000 epochs in the case of the MLP-classifiers and about 36,000 epochs in the case of RFB.
Stability with Training Time
There are some regions with temporary performance drops. At least, in the case of the MLPclassifiers we do not think that these can be interpreted as signs of overtraining, because they appear rather early in the training process. More probably, their existence implies that the network is still undertrained, and the better solutions are yet to come for larger numbers of epochs. This behaviour persists across the three different neural classifiers. Training Time in Epochs (in 1 OOO) Figure 6 shows the in-sample and out-of-sample classification error curves for the three trials. It is clear, that different initial conditions can lead to more or less major differences in the starting stage of the training process. After about 15,000 epochs the differences in performance more or less vanish. Nevertheless, it is important to stress that the issue of stability with initial conditions deserves consideration when training a classifier in a real-world application context.
Stability with the Gradient Descent Control Term Tl
The choice of the control parameter for the gradient descent along the surface essentially influences the magnitude of weight changes and, thus, is crucial for learning performance. But it is difficult to find appropriate learning rates. On one hand, a small learning rate implies small changes even though greater weight changes would be necessary. On the other hand, a greater learning rate implies greater weight changes. Greater weight changes might be required because of the speed of convergence on the network stability. Larger learning rate values might also assist the classifier to escape from a local minimum.
It is important to examine how the classification results vary with the gradient descent control term.
A stability analysis with respect to this parameter shows that both in-sample and out-of-sample performance of the classifier remain very stable in the range of 11=0.4 to 11=0.8, while a small change from 11=0.4 to 11=0.2 yields a dramatic loss in classification accuracy (see table 3 ). The optimal learning rate is the one which has the largest value that does not lead to oscillation, and this is 11=0.8 in this experiment. Figure 7 shows that a variable learning rate adjustment (declining learning rate: 11=0.8 until 5,000 epochs, 11=0.4 until 15,000 epochs, then 11=0. l until 35,000 epochs and thereafter Tl =0.00625) might lead to faster convergence, but only to a slightly better generalization performance. ... 
Stability of Results with Different Training and Testing Samples
All the simulations we mentioned so far were performed for the same training and test data sets, obtained by stratified random sampling. To examine the effect of different training and test data sets on the performance, we used three randomly selected trials with stratification to generate training and testing sets of 1,640 and 820 pixels, respectively. In figure 8 we see only minor differences. The in-sample performance of the. classifier did not alter significantly after 15,000
epochs. The out-of-sample performance of two trials was rather similar after 36,000 epochs.
However, one of the trials shows a different pattern in out-of-sample performance. If the training and test samples were randomly drawn without stratification, major differences in performance might arise between the trials (see figure 9 ). 
Conclusions
One major objective of this paper was to evaluate the classification accuracy of three neural classifiers, MLP-1, MLP-2 and RBF, and to analyze their generalisation capability and the stability of the results. We illustrated that both in-sample and out-of-sample performance depends upon finetuning of control parameters. Moreover, we were able to show that even a simple neural learning procedure such as the backpropagation algorithm outperforms by about 5 percent the conventional classifier in generalisation that is most often used for multispectral classification on a pixel-by-pixel basis, the NML classifier. The non-linear properties of the sigmoid (logistic) and the hyperbolic tangent (tanh) activation functions in combination with softmax activations of the output units allow neural network based classifiers to discriminate the data better and generalize significantly better, in the context of this study.
We strongly believe that with careful network design and multiple rather than single training sites and with a more powerful learning procedure, the performance of the neural network classifiers can be improved further, especially the RBF classifier. In this respect, other techniques than the Kmeans procedure might be more promising to use in order to obtain the initial values for the RBF centres and widths.
We hope that the issues addressed in this paper will be beneficial not only for designing neural classifiers for multispectral classification on a pixel-by-pixel basis, but also for other classification problems in the field of remote sensing, such as classification of multi-source data or multi-angle data.
The classifier was trained for 17,000 epochs with backpropagation and a constant learning rate of 0.8. The connection weights and biases of the network are given below in table Al. When simulated serially on a SPARCserver 10-GS, the training took 15.1 CPU-minutes. Once the parameters have been determined, predictions are extremely fast. Interpretation of these weights sheds light on which spectral channels are important for particular surface categories. Similarly, the connection weights indicate, for each output category, the degree of information redundancy among channels in the input data. Channels which are only weakly weighted add little additional information to the classification process. The identification of the exact role of the hidden units is difficult, as they often represent generalisations of the input patterns. Figure Al shows with which input data channel each hidden node is associated in the trained network (top) and with which hidden unit each output class is related (bottom). The unit labelled 'bias' has output +1 and so represents the bias term. The areas of the boxes represent the values, the colour the signs (black= positive, white= negative). Following the connections through these two boxes, thus, indicates which input channels are linked to particular output categories. An error matrix is a square array of numbers set out in rows and columns which expresses the number of pixels assigned to a particualr category relative to the actual category as verfied by some reference (ground truth) data. The columns represent the reference data, the rows indicate the classification generated. It is important to note that differences between the map classification and reference data might be not only due to classification errors. Other possible sources of errors include errors in interpretation and delineation of the reference data, changes in land cover between the data of the remotely sensed data and the data of the reference data (temporal error), variation in classification of the reference data due to inconsistencies in human interpretation etc. 
