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Abstract
We show that for large > 0, the “generalized” boundary value problem
−u = u(u − a(x))(1 − u) in , u| = ,
where 1(x)∞, behaves like the special case  ≡ 1. In particular, we show the existence
of solutions with sharp boundary layers and interior spikes, and determine the location of the
spikes.
© 2005 Elsevier Inc. All rights reserved.
MSC: 35J20; 35J60
Keywords: Boundary layer; Spike layer; Bistable; Boundary blow-up; Reduction method
 Research partially supported by the Australian Research Council and NSF of China.
∗ Corresponding address. School of Mathematics, Statistics and Computer Science, University of New
England, Armidale, NSW 2351, Australia. Fax: +00 61 (0) 2 6773 3312.
E-mail addresses: ydu@turing.une.edu.au (Y. Du), guozongming@dhu.edu.cn (Z. Guo).
0022-0396/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2005.08.006
Y. Du, Z. Guo / J. Differential Equations 221 (2006) 102–133 103
1. Introduction
Let  be a bounded regular domain in RN . We are interested in the existence and
asymptotic behavior (as  → ∞) of solutions to the following problem:
−u = u(u − a(x))(1 − u) in , u| = , (1.1)
where  > 0 is a parameter, a(x) is a continuous function satisfying 12 < a(x) < 1 for
x ∈ , (x) satisﬁes
1(x) + ∞ and for each ﬁnite constant c,
min{(x), c} is a continuous function on . (1.2)
By u| = , we mean limx→x0,x∈ u(x) = (x0), ∀x0 ∈ . Therefore (1.1) is
a generalized boundary value problem, which includes entire boundary blow-up (i.e.,
 ≡ ∞), partial boundary blow-up and ﬁnite variable boundary values as special
cases.
If the boundary condition u| =  in (1.1) is replaced by the homogeneous Neu-
mann boundary condition, then (1.1) becomes a typical bistable problem: the trivial
solutions u ≡ 0 and u ≡ 1 are stable as stationary solutions of the corresponding
parabolic problem. As will become clear later, with the generalized boundary condition
u| =  above, (1.1) still has two “stable” solutions u and u, and for large , u
is close to 0 and u is close to 1.
Our interest in problem (1.1) arises from the following considerations. In the case
 ≡ 1, problem (1.1) can be easily transformed (by letting v = 1−u) to an equivalent
boundary value problem with homogeneous Dirichlet boundary conditions; in such a
form and with a(x) a constant function a0 this problem has been extensively studied,
and from the works of [CS,GP,Ja,NTW], we ﬁnd that for large , (1.1) has three
nonnegative solutions: u < uˆ < u ≡ 1, with the properties that
u → 0 as  → ∞ locally uniformly in ,
and under some further technical geometric conditions on , say  is convex, uˆ
develops a spike as  → ∞; more precisely,
(i) for all large , vˆ := 1 − uˆ has only one local maximum point x ∈ ;
(ii) subject to a subsequence, as  → ∞, x → x0 with x0 ∈  satisfying d(x0, ) =
max d(x, );
(iii) vˆ → 0 locally uniformly in  \ {x0};
(iv) vˆ(x) → U(0) as  → ∞, where U is the unique positive solution of
−U = U(U − (1 − a0))(1 − U), U(0)U(x) in RN,
U(x) → 0 as |x| → ∞. (1.3)
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Moreover, from the results of [DW1,DW2] we see that the above three solutions of
(1.1) (with a(x) ≡ a0) and their properties are retained when the boundary condition
u| = 1 is changed to u| =  for any constant  > 1; namely, for large , there
are three nonnegative solutions: u < uˆ < u, with the properties that
u → 0, u → 1 as  → ∞ locally uniformly in ,
and uˆ develops a spike as  → ∞.
More recently, the boundary blow-up case u| = ∞ was considered in [AdPL,DuY],
and it was shown that (1.1) (with a(x) ≡ a0) has solutions with these properties in this
boundary blow-up case as well.
It is natural to ask whether solutions with these properties are retained when the
boundary value has the more general form u| =  with  satisfying (1.2). We will
address this question here and give a positive answer. Moreover, we will determine the
effect on the proﬁle of the solutions when a is a nonconstant function.
Our results suggest that, for large , away from , the functions , a and the
geometry of  have little contribution to the proﬁle of the maximal solution u and
the minimal solution u (they are close to 1 and 0, respectively); for the spike layered
intermediate solution u, again  has little contribution to its proﬁle away from ,
however, the function a(x) and the geometry of  play important roles in the location
of its spikes, and in this regard, a(x) seems to play a dominate role over the geometry
of  when it is reasonably different from a constant function. The techniques in this
paper rely heavily on those in [AdPL,DY2,DuY].
Our main results are the following.
Theorem 1.1. Suppose that 12 < a(x) < 1 and  satisﬁes (1.2). Then the following
conclusions hold.
(i) For any  > 0, (1.1) has a maximal solution u. Moreover, u > 1 in  and
lim→∞ u(x) = 1 uniformly on every compact subset of .
(ii) There exists 0 > 0 such that for  > 0, (1.1) has at least two more solutions: u <
u. Moreover, u is the minimal solution of (1.1) and satisﬁes lim→∞ u(x) = 0
uniformly on every compact subset of .
Our next result discusses the proﬁles of the intermediate solution u for large . We
need to introduce some notations. Let us denote the unique positive solution of (1.3)
with 1 − a0 = b by Ub, and for x′ ∈ RN and  > 0, denote
Ub,,x′(x) = Ub
(x − x′

)
.
Denote f b(u) = u(u−b)(1−u) and let m = mb :=
√|(f b)′(0)|. Then it is well-known
that Ub(x) is radially symmetric about the origin 0 and
|DUb(x)|, Ub(x)Ce−m|x| in RN.
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Therefore Ub,,x′(x) → 0 as  → 0 uniformly on RN \ Br(x′) (∀r > 0) while
Ub,,x′(x′) = Ub(0). Here Br(x′) denotes the open ball with center x′ and radius r.
Theorem 1.2. Suppose that 12 < a(x) < 1 and  satisﬁes (1.2). Then the following
conclusions hold.
(i) If a(x) ≡ a0 is a constant, then for all large , (1.1) has a solution u satisfying
u < u < u and
u = u − U1−a0,−1/2,x + w,
where x ∈  satisﬁes
lim
→∞
d(x, ) = max
x∈
d(x,),
and w is small in the sense that
∫

(
−1|Dw|2 + w2
)
dxCe−
√
 for some C,  > 0.
(ii) If a(x) has a strict local minimum a0 at x0 ∈ , or a strict local maximum a0 at
x0 ∈ , then for all large , (1.1) has a solution u satisfying u < u < u and
u = u − U1−a0,−1/2,x + w,
where x ∈  satisﬁes
lim
→∞
x = x0,
and w is small in the sense that
∫

(
−1|Dw|2 + w2
)
dx = o(−N/2).
In comparison, let us note that U1−a0, := U1−a0,−1/2,x satisﬁes
N/2
∫

(−1|DU1−a0,|2 + U21−a0,) dx →
∫
RN
(|DU1−a0 |2 + U21−a0) dx > 0.
In fact, it is not difﬁcult to use our estimates and elliptic regularity to show that w → 0
uniformly on any compact subset of .
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Remark 1.3. (i) If the restriction a(x) > 12 is dropped, the minimal solution u as
described in Theorem 1.1 may no longer exist. The general case 0 < a(x) < 1 is
discussed in [DGZ], where boundary blow-up solutions with interior layers near {x ∈
 : a(x) = 12 } are obtained and solutions with spikes near certain critical points of
a(x) are constructed off solutions with boundary layers. It is a challenging problem to
better understand the interior layers in two or more dimensions and hence construct
solutions with interior layers and spikes (as in the 1 dimension case in [ACH] and
[UNY] under Neumann boundary conditions).
(ii) A more general version of Theorem 1.2(ii) will be proved in Section 3; see
Theorem 3.4.
(iii) If  is ﬁnite everywhere on , or  ≡ ∞, then the maximal solution u
is the only solution of (1.1) satisfying u1; see, for example, [DG2,DG1,DM]. This
is no longer true in general if  is as given in (1.2). Related results can be found
in [MV3,MV2,MV1]. We will consider this uniqueness problem in a forthcoming
paper.
Problem (1.1) with  ≡ 1 but with a more general a(x) was recently considered in
[DY2]. Problem (1.1) with homogeneous Neumann boundary conditions but with  an
interval in R1 was studied by many people, see, for example, [ACH,AMPP,CP,UNY]
and the references therein; for  in higher dimensions, see [DY1,dN]. In [G,GW],
some different but related results to Theorem 1.1 can be found.
The rest of this paper is organized as follows. In Section 2, we provide the proof of
Theorem 1.1. The proof of Theorem 1.2 is more involved, and is given in
Section 3.
2. Existence results
In this section, we prove Theorem 1.1. We ﬁrstly recall a comparison result from
[DM]; this is Lemma 2.1 there stated in a slightly more general form, but the proof is
exactly the same.
Lemma 2.1. Suppose that  is a bounded domain in RN , f (x, u) is a continuous
function on × [0,∞). Let u1, u2 ∈ C1() be positive in  and satisfy (in the weak
sense)
Lu1 + f (x, u1)0Lu2 + f (x, u2), x ∈ ,
and limx→ (u2−u1)0, where Lu = ij [aij (x)uxi ]xj is a uniformly elliptic operator
with smooth coefﬁcients aij , f (x, u)/u is strictly decreasing in u for ﬁxed x ∈  in
the range inf {u1, u2} < u < sup {u1, u2}. Then u2u1 in .
Note that the positive functions u1 and u2 could be undeﬁned on . Therefore, this
comparison result can be applied to solutions with boundary blow-ups. The existence
of such positive functions u1 and u2 has hidden restrictions on f (x, u).
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Proof of Theorem 1.1. We divide the proof into several steps.
Step 1: For every  > 1, there exists a solution u∗ of (1.1) such that 1u∗ and
u∗ → 1 as  → +∞ uniformly on any compact subset of .
We ﬁrstly choose a sequence {n} ⊂ C2() with the following properties:
(i) 1n min{, n};
(ii) nn+1;
(iii) n →  uniformly on any compact subset of {x ∈  : (x) < ∞};
(iv) n → ∞ uniformly on {x ∈  : (x) = ∞}.
For each positive integer n, let (1.1)n denote (1.1) with n in place of . We ﬁnd
that any constant Mn is an upper solution of (1.1)n while 1 is a lower solution. It
follows easily that (1.1)n has a maximal solution un1, in the sense that any solution
u of (1.1)n satisﬁes uun in . Since f (x, u)/u is strictly decreasing for u1, we
can use Lemma 2.1 above to conclude that unun+1 for all n.
Let a∗ := max
x∈ a(x). Then f (x, u)u(u−a∗)(1−u) for u1 and x ∈ . Hence
un is a lower solution to
−u = u(u − a∗)(1 − u), u| = n. (2.1)
Applying Lemma 2.1 again we conclude that unvn, where vn is the unique solution
of (2.1) satisfying vn1, which satisﬁes vnvn+1 and by some standard arguments in
[AdPL], vn → v as n → ∞ locally uniformly in , and v is the unique solution of
−v = v(v − a∗)(1 − v), v1 in , v| = ∞.
Therefore, we must have unvnv. It follows that u∗(x) := limn→∞ un(x) exists for
every x ∈ , and it is a solution to (1.1) and satisﬁes 1u∗v in . By Proposition
2.5 of [AdPL] (see also Theorem 1.4 in [DG1]), we have lim→+∞ v = 1 uniformly
on any compact subset of . The above inequalities imply that the same holds for u∗.
This completes the proof of Step 1.
Step 2: For every sufﬁciently large  > 0, (1.1) has a minimal solution u such that
min
x∈ u < 1 and lim→+∞ u = 0 uniformly on any compact subset of .
For each integer n1, we consider the following problems,
−u = f (x, u), u| = n, (2.2)
−w = f (x,w), w| = n. (2.3)
Clearly n is an upper solution for (2.3) and 0 is a lower solution. Hence (2.3) has a
minimal solution wn in the order interval [0, n] := {w ∈ C1() : 0wn}. Further-
more, by using a standard iteration technique we see that wn is the minimal solution
among all nonnegative solutions of (2.3). Since nn, wn is an upper solution of (2.2),
which has a lower solution 0. Therefore, (2.2) has a minimal solution un in the order
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interval [0, wn], and by the same iteration consideration, wn is the minimal solution
of (2.2) among all its nonnegative solutions. Using the minimality of the solutions we
easily see that wnwn+1, unun+1 and unvn, where vn is the solution to (2.1) used
in Step 1. Since unwnvnv, we easily see that w := limn→∞ wn is a solution
of (2.3) with the boundary condition replaced by w| = ∞, and u := limn→∞ un is
a solution of (1.1), and uw.
If u is an arbitrary solution of (1.1), then min{u, n} is an upper solution of (2.2)
and hence un min{u, n}. It follows that unu and hence uu. Thus, u is the
minimal solution to (1.1).
It remains to show that lim→+∞ u = 0 uniformly on any compact subset of .
Since uw, it sufﬁces to show that lim→+∞ w = 0 uniformly on any compact
subset of . To this end, we introduce another auxiliary problem,
−z = f˜ (z), z| = n, (2.4)
where n is a positive integer and
f˜ (u) =
{
u(u − a∗)(1 − u) if 0u1,
u(u − a∗)(1 − u) if u1,
with a∗ = inf a(x), a∗ = sup a(x). Clearly 12 < a∗a∗ < 1 and f˜ (u)f (x, u)
for all x ∈  and u0. Moreover, (−f˜ ) is locally Lipschitz continuous and satisﬁes
the conditions (H1)–(H3) in [AdPL]. By Proposition 4.1 and its proof in [AdPL], we
know that (2.4) has a minimal solution zn, and z := limn→∞ zn is a solution of (2.4)
with boundary condition replaced by z| = ∞. Since f˜ (zn)f (x, zn), we ﬁnd that
zn is an upper solution to (2.3) and hence wnzn, 0wz. By [AdPL], as  → ∞,
z → 0 locally uniformly in . Since 0wz, the same holds for w. This ﬁnishes
the proof for Step 2.
Step 3: There exist positive constants  such that (1.1) has no solution with
inf u < 1 if  ∈ (0, ], and for  > , apart from u, (1.1) has a second solution
satisfying inf u < 1.
Let c(x) = supu∈[0,1) [f (x, 1) − f (x, u)]/(1 − u). Then c is a continuous function
over . Suppose that n is a positive integer; we want to show that neither (1.1) nor
(1.1)n has a solution satisfying inf u < 1 if  := 1()/ sup c(x) − 1, where
1() denotes the ﬁrst eigenvalue of the problem −u = u, u| = 0. Indeed, if
(1.1) or (1.1)n has a solution with inf u < 1 and 0 < , then {x ∈  : u(x) < 1}
has a nontrivial component  and v := 1 − u is a positive solution of the problem
−vc(x)v in , v| = 0.
If  > 0 satisﬁes − = 1(), | = 0, then
1()
∫

v dx
∫

c(x)v dx sup

c(x)
∫

v dx.
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Therefore, 1() sup c(x), which is a contradiction to the assumption , due
to 1()1().
To prove the existence of a second solution with inf u < 1 for large , we use a
degree argument in the spirit of the proof of Proposition 5.1 in [AdPL]. (Note, however,
instead of the general topological degree, the ﬁxed point index relative to a convex set
is needed, and a C1 space seems more appropriate.) Let n1 be a ﬁxed integer. We
deﬁne the operator Ft , for 0 t1, as follows.
For v ∈ C1n() := {v ∈ C1() : v = n on }, we deﬁne Ft = w, where w is the
unique solution of the problem
−w + ()w = [t+ (1 − t)]f (x, v) + ()v, w| = n,
where  is chosen such that |fu(x, u)| for all x ∈  and all u ∈ [0, n]. From standard
elliptic regularity results (see [GT]) we know that Ft deﬁnes a compact operator from
(t, v) ∈ [0, 1] × C1n() into C1n(). Moreover, by our choice of , for each , Ft
is order preserving for functions v in the order interval [0, n] ⊂ C1n().
Let a∗ and f˜ be as deﬁned in Step 2, choose a0 ∈ (a∗, 1) and deﬁne
B :=
{
v ∈ C1n() : 0v < n in , inf

v ∈ (0, a0)
}
,
O := {v ∈ B : v < 	0 in },
where 	0 is an upper solution of (1.1)n constructed in the following manner: ﬁrstly,
we choose 0 >  such that the problem
−u = f˜ (u), u| = ∞
has a minimal solution u˜ satisfying inf u˜ < a0 for 0; such a solution exists due
to Theorem 1.1(ii) of [AdPL]. We may assume that 0 ∈  and then choose 10 so
that for every 1,  := (−10)1/2 ⊂ . Then clearly u0(x) := u˜0 [(−10)1/2x]
satisﬁes
−u0 = f˜ (u0) in  ⊂ .
We set 	0 = min{u0, n + 1} in , and extend it by n + 1 to all of . We easily see
that 	0 is an upper solution to
−u = f˜ (u) in , u| = n.
Since f˜ (	0)f (x,	0), we ﬁnd that 	0 is an upper solution of (1.1)n.
Let P denote the closed convex set {v ∈ C1n() : v0}. It is easy to see that Ft(B) ⊂
P for t ∈ [0, 1] and , and F0(O) ⊂ P for 1. We are now ready to calculate
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the ﬁxed point index iP (F0,B) := i(F0,B0, P ) and iP (F0,O) := i(F0,O0, P ), where
B0 = B \ B, O0 = O \ O. (See [A, Section 11] for the deﬁnition and some basic
properties of the ﬁxed point index.)
Suppose  and t ∈ [0, 1]. If v ∈ B satisﬁes v = Ft(v), then
−v = [t+ (1 − t)]f (x, v), vn in , v| = n, inf v ∈ [0, a0].
Since f (x, u)0 for u1, and f (x, v)/v ∈ L∞(), by the strong maximum principle
and the Harnack inequality we necessarily have 0 < v < n in  and 
v(x) > 0 if
x ∈  is such that v(x) = n, where 
 denotes the unit outward normal to . Thus
the only possibility for v ∈ B is that inf v = a0. In this case we can ﬁnd x0 ∈ 
such that v(x0) = inf v = a0 ∈ (a∗, 1). Therefore, by Bony’s maximum principle,
there exists a sequence xn → x0 such that f (x0, v(x0)) = limn→∞ (−v(xn))0.
This implies, due to the properties of f (x, u), v(x0)a(x0) < a0. This contradiction
proves that Ft has no ﬁxed point on B. By the properties of the ﬁxed point index,
we can now conclude that iP (Ft ,B) is well-deﬁned and is independent of t. Since we
have proved that (1.1)n has no solution satisfying inf u < 1 for , we must have
iP (F1,B) = 0. It follows that
iP (Ft ,B) = 0, ∀t ∈ [0, 1], . (2.5)
We show next that iP (F0,O) = 1 for 1. Indeed, since 	0 is an upper solution
of (1.1)n and 0 is a lower solution, (1.1)n has a minimal solution z for each 1.
By construction, 	0 is not a solution and hence, it follows from the strong maximum
principle that z < 	0 in . Let us now deﬁne, for 1,
Ht = tF0 + (1 − t)z, t ∈ [0, 1].
If v ∈ O satisﬁes v = Htv, then since F0 is order preserving and F0v 
= v for
v ∈ B, we easily see that v ∈ O \ O. It follows that iP (Ht ,O) is well-deﬁned and
is independent of t ∈ [0, 1]. Therefore
iP (F0,O) = iP (H1,O) = iP (H0,O) = 1. (2.6)
By (2.5), (2.6) and the properties of the ﬁxed point index, we deduce
iP (F0,B \ O) = iP (F0,B) − iP (F0,O) = −1.
This implies that v = F0v has a solution in B \ O. In other words, for each 1,
(1.1)n has a solution un in B \ O. Since unu, a standard regularity consideration
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shows that, by passing to a subsequence, un converges locally uniformly to some
u which solves (1.1). Since un 
∈ O and unn, there exists xn ∈  such that
un(xn) > 	0(xn) = u˜0((−10)−1/2xn). We may assume, by passing to a subsequence,
that xn → x ∈ . Then u(x) u˜0((−10)−1/2x). This implies that u 
= u for
all large , say . Since inf un ∈ (0, a0), we have inf ua0 < 1. This ﬁnishes
the proof of Step 3.
Step 4: For every  > 1, (1.1) has a maximal solution u. Moreover, 1 < u in 
and u → 1 as  → +∞ uniformly on any compact subset of .
Firstly, let us note that if ∞ := {x ∈  : (x) = ∞} is empty, then the solution
u∗ obtained in Step 1 is unique, due to a simple application of Lemma 2.1. Therefore,
we suppose that ∞ 
= ∅. By condition (1.2) we ﬁnd that ∞ is a closed set.
For  > 0 deﬁne ∞ = {x ∈  : d(x,∞) < } and let n be a decreasing sequence
of positive numbers converging to zero. We can ﬁnd a sequence n satisfying (1.2)
and such that
(i) n = ∞ on n∞;
(ii) nn+1 on  \ n∞;
(iii) as n → ∞, n →  uniformly on  \ ∞ for every  > 0.
Let u∗,n be the solution of (1.1) with n in place of , as constructed in the proof
of Step 1. We know from the proof there that u∗,nv in , where v is the unique
solution of
−v = v(v − a∗)(1 − v) =: f a∗(v), v1 in , v| = ∞. (2.7)
Let u be an arbitrary solution of (1.1) satisfying u1 in . We claim that uv
in . Indeed, denote by vn the unique solution of (2.7) with  replaced by n :=
{x ∈  : d(x, ) > 1/n}, we easily see from Lemma 2.1 that uvn+1 vn in n. It
follows that v∗ := limn→∞ vn exists and uv∗ in . Moreover, it is easily seen that
v∗ is a solution to (2.7). Therefore v∗ = v due to uniqueness. It follows that uv
in .
We are now ready to show that uu∗,n in . For any small positive number  and
x0 ∈ n/2∞ , we can ﬁnd a small ball B(x0) such that B(x0) ∩  ⊂ n∞ and for
x ∈ B(x0) ∩ , u∗,n(x) and v(x) are large enough so that
f (x, u∗,n(x)) − (1 + )
[
u∗,n(x)
]3
, f a
∗
(v(x)) − (1 − )
[
v(x)
]3
.
Therefore
−u∗,n − (1 + )(u∗,n)3 in B(x0) ∩ , u∗,n|∩B(x0) = ∞,
−v − (1 − )(v)3 in B(x0) ∩ , v|∩B(x0) = ∞.
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From Lemmas 2.2 and 2.3 in [Du] (where equalities in the above problems are assumed
but the proofs work for the inequality case as well), we ﬁnd that, for any  > 0 and
x∗ ∈  ∩ B(x0),
lim
x→x∗,x∈C(x∗)
u∗,n(x)
d(x, )−1

( 2
1 + 
)1/2
, lim
x→x∗,x∈C(x∗)
v(x)
d(x, )−1

( 2
1 − 
)1/2
,
where C(x∗) = {x ∈  : (x − x∗) · 
x∗}, 
x∗ stands for the unit inward normal of
 at x∗. Moreover, the proofs in [Du] show that for ﬁxed  > 0, the limits in the
above inequalities are uniform in x∗ ∈  ∩ B/2(x0). Therefore,
lim
d(x,)→0,x∈∩B/2(x0)
u∗,n(x)
d(x, )−1

( 2
1 + 
)1/2
,
lim
d(x,)→0,x∈∩B/2(x0)
v(x)
d(x, )−1

( 2
1 − 
)1/2
.
Since uv, we deduce easily from the above inequalities that
lim
d(x,)→0,x∈∩B/2(x0)
[
u(x) − u∗,n(x)
] = −∞, (2.8)
where  = ( 1+21− )1/2.
For any x1 ∈  \n/2∞ , u(x1) = (x1) < ∞ and u∗,n(x1) = n(x1)(x1). Hence
we have
lim
x→x1,x∈
[
u(x) − u∗,n(x)
]
< 0. (2.9)
From (2.8) and (2.9) we easily see that
lim
d(x,)→0,x∈
[
u(x) − u∗,n(x)
]
< 0.
Since  > 1 and u∗,n1 in , u
∗
,n satisﬁes
−(u∗,n)f (x, u∗,n) in .
Therefore, we can apply Lemma 2.1 to conclude that uu∗,n in . Since  > 0 can
be arbitrarily small, letting  → 0 we obtain uu∗,n in , as we claimed.
By a similar consideration, we ﬁnd u∗,nu
∗
,n+1 in . Therefore, u := limn→∞ u∗,n
exists. Moreover, it is standard to see that u solves (1.1). From uu∗,nv, we deduce
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that uuv in . Therefore 1u is the maximal solution of (1.1). By the strong
maximum principle, we have u > 1 in . Since v → 1 as  → ∞ uniformly on
compact subsets of , the same holds true for u due to the above inequalities. This
ﬁnishes the proof for Step 4 and hence completes the proof of Theorem 1.1. 
3. Proﬁles of the intermediate solutions
In this section, we will study the asymptotic behavior of the intermediate solutions of
(1.1) for large . We will adapt several well-known techniques in singular perturbation
problems, for which it is convenient to rewrite (1.1) as
−2u = f (x, u) in , u| = , (3.1)
where 2 = 1/.
We start with some preparations. Let w∗ denote the maximal solution of (3.1). By
Theorem 1.1 we know that w∗ > 1 in  and w∗ → 1 locally uniformly in  as  → 0.
We want to ﬁnd a solution to (3.1) of the form w∗ −w with w ∈ H 10 (). This amounts
to solving
−2w = h(x,w) in , w| = 0, (3.2)
where
h(x, t) = h(x, t) = f (x,w∗ (x)) − f (x,w∗ (x) − t).
(We do not know whether (3.1) can have solutions of the form w∗−w with w 
∈ H 10 ().)
Lemma 3.1. Fix b ∈ (max a(x), 1) and let t∗ > 1 satisfy
f b(t∗) min[0,1] f
b(t).
Then h(x, t) < 0 for all t t∗ and every x ∈ .
Proof. We recall that w∗ > 1 in . Let us also notice that f (x, t)f b(t) for x ∈ ,
t ∈ [0, 1] and f (x, t)f b(t) for x ∈  and t1. If w∗ (x)− t1, then h(x, t) < 0 due
to f being strictly decreasing in [1,∞). If w∗ (x)− t0, then we also have h(x, t) < 0
because f (w∗ (x)) < 0 while f (w∗ (x) − t)0.
Suppose now 0 < w∗ (x) − t < 1. Then w∗ (x) > t t∗ and hence
f (x,w∗ (x)) < f (x, t∗)f b(t∗) min
t∈[0,1] f
b(t)f (x,w∗ (x) − t),
i.e., h(x, t) < 0. This completes the proof. 
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In order to use a variational approach, we now modify h(x, t). By a direct calculation
we can write
h(x, t) = ft (x,w∗ )t − t2[t + ( 12 )ftt (x, w∗ )].
We choose a C2 function g∗(t) such that
(i) 0g∗(t) t2,
(ii) g∗(t) = 0 for t0, g∗(t) = t2 for t ∈ [0, t∗],
(iii) | di
dti
g∗(t)|Ct−i for t t∗ and i = 0, 1, 2,
where  ∈ (0, 1) is chosen so that
2 + 2 < 2∗, 2∗ = ∞ if N = 2; 2∗ = 2N/(N − 2) if N > 2.
We now see that
g(x, t) = g(x, t) := −g∗(t)[t + ( 12 )ftt (x, w∗ )]
is a C2 function in t.
Consider the problem
−2v − ft (x,w∗ (x))v = g(x, v) in , v| = 0. (3.3)
We have the following result.
Lemma 3.2. Let v be a solution to (3.3). Then 0v t∗ in , and hence v is a
solution to (3.2).
Proof. Since w∗ > 1 in  and w∗ → 1 in C0loc() as  → 0 and ft (x, t) < 0 for
t1 and all x ∈ , we have that there exists c0 > 0 independent of  such that for 
sufﬁciently small,
−ft (x,w∗ (x))c0 ∀x ∈ .
As g(x, t) = 0 for t0, we see from the maximum principle that any solution v to
(3.3) satisﬁes v0 in .
Suppose for contradiction that (3.3) has a solution v satisfying v(x) > t∗ for some
x ∈ . The interior regularity implies that v is in C1() ∩ W 2,p() for all p > 1 and
there exists x0 ∈  such that v(x0) = max v > t∗. Therefore, by Bony’s maximum
principle, there exists a sequence xn → x0 such that
g(x0, v(x0)) + ft (x0, w∗ (x0))v(x0) = limn→∞
(− 2v(xn))0. (3.4)
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If  := v(x0) + ( 12 )ftt (x0, w∗ (x0))0, then
g(x0, v(x0)) + ft (x0, w∗ (x0))v(x0) < g(x0, v(x0)) = −g∗(v(x0))0,
which contradicts (3.4).
If  < 0, then, by Lemma 3.1,
g(x0, v(x0) + ft (x0, w∗ (x0))v(x0)  −v(x0)2+ ft (x0, w∗ (x0))v(x0)
= h(x0, v(x0)) < 0.
Hence we again have a contradiction to (3.4). This completes the proof. 
As in [DuY], we deﬁne the space H = H as the completion of C∞0 () under the
norm
‖u‖ :=
(∫

(2|Du|2 − ft (x,w∗ )u2) dx
)1/2
.
Since −ft (x,w∗ (x))c0 > 0 in  for some constant c0, we ﬁnd that H ⊂ H 10 ().
Let
I (u) = ( 12 )
∫

(2|Du|2 − ft (x,w∗ )u2) dx −
∫

G(x, u) dx,
where G(x, t) = ∫ t0 g(x, s) ds.
By slight modiﬁcations of the arguments in the proof of Lemma 2.4 in [DuY], we
obtain the following result.
Lemma 3.3. I (u) is well-deﬁned for u ∈ H .
Clearly, any critical point w of I in H satisﬁes
∫

(
2Dw · D− ft (x,w∗ )w− g(x,w)
)
dx = 0, ∀ ∈ C∞0 ().
Therefore, by standard regularity consideration, w is C1 in the interior of  and satisﬁes
(3.3) in  in the weak sense. Since H ⊂ H 10 (), the boundary condition is satisﬁed
in the weak sense.
With these preparations in place, it is now easy to check that part (i) of Theorem 1.2
can be proved in the same way as in [DuY], with only minor modiﬁcations required.
Therefore, we will only give the detailed proof for part (ii) of Theorem 1.2, where a(x)
is a nonconstant function. In fact, we will prove the following more general result.
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Theorem 3.4. Suppose that 12 < a(x) < 1 and a(x) has strict local minima at
x1, . . . , xk ∈ . Denote ai = a(xi), i = 1, 2, . . . , k. Then there is an 0 > 0 such
that for  ∈ (0, 0], (3.1) has a solution of the form
u∗ = w∗ −
k∑
i=1
U,i + ,
where
U,i (x) = U1−ai ,,xi (x) = U1−ai
(
x − xi

)
, lim
→0 x

i = xi, i = 1, . . . , k,
and  is small in the sense that
∫

(2|D|2 + 2 ) dx = o(N).
If x1, . . . , xk ∈  are strict local maximum points of a(x), then the same conclusion
holds.
The condition that x1, . . . , xk are strict local minimum (maximum) points of a(x)
can be relaxed; see Remark 3.9 for details.
The rest of this section is devoted to the proof of Theorem 3.4. We will combine
the “cut-off” technique used in [DuY] with the reduction arguments in [DY2].
For any small  > 0, we use B(xi) to denote the open ball of radius  and center xi ,
where xi , i = 1, . . . , k, are the strict local minima of a(x) as assumed in Theorem 3.4
(the case they are strict local maxima can be handled similarly, unless explicitly stated
otherwise); then deﬁne
D = {z = (z1, z2, . . . , zk) : zi ∈ B(xi), i = 1, 2, . . . , k}.
We ﬁx  > 0 small enough so that
|xi − xj | > 8, d(xi, ) > 8 for all 1 i, jk, i 
= j,
and
a(x) > a(xi) for x ∈ B4(xi) \ {xi}, i = 1, . . . , k.
We then choose i = i, ∈ C1() such that
0i (x)1 in , i (x) = 1 if |x − xi |, i (x) = 0 if |x − xi |2.
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We let
U˜1−ai ,,zi (y) := i (y)U1−ai ,,zi (y) = i (y)U1−ai
(
y − zi

)
.
For each z ∈ D, deﬁne
E,z =
{
 ∈ H :
〈
,
U˜1−ai ,,zi
zih
〉

= 0, 1 ik, 1hN
}
,
where zih denotes the hth component of zi = (zi1, . . . , ziN ) ∈ RN and
〈u,〉 =
∫

(2Du · D+ u) dx.
We observe that E,z is a closed subspace of H.
We will construct a solution for (3.3), which has the form
v =
k∑
i=1
U˜1−ai ,,zi + ,
where  ∈ E,z with z = (z1 , . . . , zk ), and
‖‖ =
(∫

2|D|2 − ft (x,w∗ )2
)1/2
= o(N/2).
Deﬁne I˜ = I˜ by
I˜ (z,) = I
(
k∑
i=1
U˜1−ai ,,zi + 
)
, z = (z1, . . . , zk) ∈ D,  ∈ E,z.
Proposition 3.5. There exist 1 > 0 and 0 < 0 <  such that for any  ∈ (0, 1] and
0 <  < 0 there is a C1-map z → (z) = (z) ∈ H deﬁned for z ∈ D, such that
(z) ∈ E,z,
d
d
I˜ (z,(z) + 	)|=0 = 0, ∀	 ∈ E,z. (3.5)
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Moreover, we have the following estimate:
‖(z)‖ = O
(
k∑
i=1
|a(zi) − ai | + o(1)
)
N/2,
where o(1) → 0 as  → 0.
Clearly (3.5) is equivalent to that  = (z) is a critical point of I˜ (z,) in E,z for
ﬁxed z ∈ D. For convenience of notation, we write
W,z =
k∑
i=1
U˜1−ai ,,zi .
Following a standard procedure (see, e.g., [DY2]), we expand I˜ (z,) near  = 0
as follows:
I˜ (z,) = I˜ (z, 0) + 〈k(z),〉 + 12 〈Q(z),〉 + R,z(),
where
〈k(z),〉 =
∫

(
2DW,z · D− ft (y,w∗ )W,z− g(y,W,z)
)
dy, (3.6)
〈Q(z),	〉 =
∫

(
2D · D	− ft (y,w∗ )	− gt (y,W,z)	
)
dy, (3.7)
R,z() = −
∫

(
G(y,W,z + ) − G(y,W,z) − g(y,W,z)
−( 12 )gt (y,W,z)2
)
dy. (3.8)
Here 〈·, ·〉 denotes the inner product in H induced by its norm, and so k(z) ∈ H is
uniquely determined by the right-hand side of (3.6), and similarly Q : H → H is
uniquely determined by the right-hand side of (3.7).
We easily see that
d
d
I˜ (z,+ 	)|=0 = 〈k(z) + Q(z)+ R′,z(),	〉, ∀,	 ∈ H. (3.9)
In order to prove Proposition 3.5, we prepare several lemmas.
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Lemma 3.6. There exists 2 > 0 and C > 0 such that for  ∈ (0, 2] and z ∈ D/2,
‖R′,z()‖C−N/2‖‖1+ , ‖R′′,z()‖C−N/2‖‖ , ∀ ∈ H,
where  ∈ (0, 1) is given in the deﬁnition of g∗(t).
Proof. The proof for the above estimates follows exactly that of Lemma 2.7 in [DuY];
the only difference is that we should replace f ′(u∗ ) and f ′′(u∗ ) there by ft (x,w∗ )
and ftt (x, w∗ ), respectively. 
Lemma 3.7. There exist 3 ∈ (0, 2], 1 ∈ (0, ) and c1 > 0, such that if  ∈ (0, 3],
then for any z ∈ D1
‖P,zQ(z)‖c1‖‖, ∀ ∈ E,z, (3.10)
where P,z denotes the orthogonal projection from the Hilbert space H to its closed
subspace E,z.
Proof. We ﬁrst notice that, since U˜1−ai ,,zi (x) ∈ (0, 1) ⊂ (0, t∗) for i = 1, . . . , k, and
since i and j have disjoint supports when i 
= j , we have W,z(x) ∈ (0, 1). Thus,
ft (x,w
∗
 ) + gt (x,W,z) = ht (x,W,z) = ft (x,w∗ − W,z),
and
〈Q(z),	〉 =
∫

(
2D · D	− ft (y,w∗ − W,z)	
)
dy.
We now use a contradiction argument to prove (3.10). Suppose that there are j → 0,
j → 0 and zj = (z1,j , . . . , zk,j ) ∈ Dj , j ∈ Ej ,zj such that
‖Pj ,zj Qj (zj )j‖j = oj (1)‖j‖j , (3.11)
where oj (1) → 0 as j → ∞. We may also assume that ‖j‖j = N/2j .
For each i, deﬁne
i,j := {y : j y + zi,j ∈ }, ˜i,j (y) := j (j y + zi,j ) for y ∈ i,j ,
and extend ˜i,j to be zero for y 
∈ i,j . Then {˜i,j } is bounded in H 1(RN). Thus by
passing to a subsequence we may assume that
˜i,j ⇀ ˜i ∈ H 1(RN) as j → ∞.
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Let
E∗i,j =
{
v ∈ H 1(RN) :
∫
RN
(
DUhi,j · Dv + Uhi,j v
)
= 0, h = 1, . . . , N
}
,
where Uhi,j (y) = i (j y+zi,j )DyhU1−ai (y). Then from j ∈ Ej ,zj it is easily checked
that ˜i,j ∈ E∗i,j . Moreover, for any ﬁxed i and j, E∗i,j is a closed subspace of H 1(RN).
Since
i (j y + zi,j )(DyhU1−ai )(y) → (DyhU1−ai )(y) as j → ∞,
we ﬁnd by using the exponential decay properties of U1−ai (y) and DyhU1−ai (y) that∫
RN
(
D(DyhU1−ai ) · D˜i + (DyhU1−ai )˜i
)
dy = 0, h = 1, . . . , N.
That is to say that ˜i ∈ E∗i , where
E∗i :=
{
 ∈ H 1(RN) :
∫
RN
(
D(DyhU1−ai ) · D+ (DyhU1−ai )
)
= 0,
h = 1, . . . , N
}
.
For any 	 ∈ Ej ,zj , if we write 	˜i,j (y) = 	(j y + zi,j ) and W˜i,j (y) = Wj ,zj (j y +
zi,j ), then by (3.7) and (3.11), we have∫
i,j
(
D˜i,j · D	˜i,j − ft (j y + zi,j , w∗j (j y + zi,j ) − W˜i,j (y))˜i,j 	˜i,j
)
dy
= −Nj
∫

(
2jDj · D	− ft (y,w∗j − Wj ,zj )j	
)
dy
= −N/2j 〈Qj (zj )j ,	〉/‖j‖j = o(−N/2j )‖	‖j .
Now choose an arbitrary 	 ∈ E∗i ⊂ H 1(RN) and then choose constants cjh such that
	∗ := 	−
N∑
h=1
c
j
hU
h
i,j ∈ E∗i,j .
To see that such cjh exist and to ﬁnd out their properties, it is convenient to recall that,
if we denote hUb(y) = DyhUb(y), then
−(hUb) = (f b)′(Ub)(hUb),
Y. Du, Z. Guo / J. Differential Equations 221 (2006) 102–133 121
and for h 
= l,
∫
RN
D(hUb) · D(lUb) dx =
∫
RN
(f b)′(Ub)(hUb)(lUb) dx
=
∫
RN
(f b)′(Ub(|x|))[U ′b(|x|)/|x|]2xhxl dx = 0,∫
RN
(hUb)(lUb) dx =
∫
RN
[U ′b(|x|)/|x|]2xhxl dx = 0.
Therefore, we always have
∫
RN
(
D(hUb) · D(lUb) + (hUb)(lUb)
)
dx = 0. (3.12)
From 	 ∈ E∗i , we ﬁnd, for each h = 1, . . . , N ,
lim
j→∞
∫
i,j
(
DUhi,j · D	+ Uhi,j	
)
dy
=
∫
RN
(
D(hU1−ai ) · D	+ (hU1−ai )	
)
dy = 0.
Together with (3.12), this implies that for all large j, cjh is uniquely determined and
c
j
h → 0 as j → ∞.
Let 	i,j (y) = 0i (j y + zi,j )	∗(y), where 0i (y) is a C1 cut-off function similar
to i (y) except that 0i (y) = 0 when |y − xi | > 3, 0i (y) = 1 when |y − xi | < 2.
Clearly, (	i,j )j ,zi,j (y) := 0i (y)	∗j ,zi,j (y) is in H, where, as before, we use the notation
	,z(y) = 	( y−z ). Moreover, since the change of 	i,j from 	∗ happens outside the
supporting sets of Uhi,j , we ﬁnd 	i,j ∈ E∗i,j and (	i,j )j ,zi,j ∈ Ej ,zj . Now in the
previous equalities deduced from (3.11) we substitute 	˜i,j by 	i,j and ﬁnd that∫
i,j
(
D˜i,j · D	i,j − ft (j y + zi,j , w∗j (j y + zi,j ) − W˜i,j (y))˜i,j	i,j
)
dy
= o(−N/2j )‖0i 	∗j ,zi,j ‖j = o(1).
On the other hand, due to cjh → 0, we have 	i,j → 	 in H 1(RN), and we also easily
see that
w∗j (j y + zi,j ) → 1, W˜i,j (y) → U1−ai (y), a(j y + zi,j ) → a(xi) = ai
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uniformly on every compact subset of RN . It follows that
lim
j→∞
∫
i,j
(
D˜i,j · D	i,j − ft (j y + zi,j , w∗j (j y + zi,j ) − W˜i,j (y))˜i,j	i,j
)
dy
=
∫
RN
(
D˜i · D	− (f 1−ai )′(U1−ai )˜i	
)
dy.
Therefore, ˜i satisﬁes
∫
RN
(D˜i · D	− (f 1−ai )′(U1−ai )˜i	) dy = 0, ∀	 ∈ E∗i . (3.13)
Since hU1−ai is a solution of −u − (f 1−ai )′(U1−ai )u = 0, (3.13) also holds for
	 = hU1−ai , h = 1, . . . , N . Thus we have proved that ˜i is a solution of
−u − (f 1−ai )′(U1−ai )u = 0, u ∈ H 1(RN). (3.14)
By [NTW,PS], U1−ai is a nondegenerate solution of (1.3) with ai in place of a0,
that is, any solution of (3.14) belongs to span{1U1−ai , . . . , NU1−ai }. Therefore,
˜i ∈ span{1U1−ai , . . . , NU1−ai }.
Since ˜i ∈ E∗i , we must have ˜i = 0, that is, ˜i,j converges to 0 weakly in H 1(RN)
as j → ∞. By Sobolev imbedding theorems on bounded domains, we deduce from
this fact that for any ﬁxed R > 0,
∫
BR(0)
˜2i,j dy = oj (1), i = 1, 2, . . . , k.
This will be used below to derive a contradiction. We start with, due to (3.11),
o(Nj ) = o(‖j‖2j )
=
∫

2j |Dj |2 dy −
∫

ft (y,w
∗
j − Wj ,zj )2j dy
=
∫

2j |Dj |2 dy
−
(∫
\∪ki=1Bj R(zi,j )
+
∫
∪ki=1Bj R(zi,j )
)
ft (y,w
∗
j − Wj ,zj )2j dy.
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On BjR(zi,j ), w∗j and Wj ,zj have L
∞ bounds independent of j. Thus,
∣∣∣∣∣
∫
∪ki=1Bj R(zi,j )
ft (x, w
∗
j − Wj ,zj )2j dx
∣∣∣∣∣ CNj
k∑
i=1
∫
BR(0)
(˜i,j )
2 dy = o(Nj ),
∣∣∣∣∣
∫
∪ki=1Bj R(zi,j )
ft (x, w
∗
j )
2
j dx
∣∣∣∣∣ CNj
k∑
i=1
∫
BR(0)
(˜i,j )
2 dy = o(Nj ).
We may ﬁx ˜ > 0 small so that
−ft (x,w∗j (x) − t) − 12ft (x,w∗j (x)), ∀x ∈ , ∀|t | ˜.
By the exponential decay properties of U1−ai for each i, we see that if we choose
R > 0 sufﬁciently large,
|Wj ,zj (y)| ˜ if y ∈ \ ∪ki=1 BjR(zi,j )
for all large j. Then, for all large j,
o(Nj ) = o(‖j‖2j )
=
∫

2j |Dj |2 dy −
∫

ft (y,w
∗
j − Wj ,zj )2j dy

∫

2j |Dj |2 dy −
1
2
∫
\∪ki=1Bj R(zi,j )
ft (y, w
∗
j )
2
j dy + o(Nj )
 1
2
‖j‖2j + o(Nj ) =
(1
2
+ oj (1)
)
Nj .
This is a contradiction. Thus the lemma is proved. 
Lemma 3.8. There exists 0 < 4 < 3 such that for  ∈ (0, 4],
‖k(z)‖ = O
(
k∑
i=1
|a(zi) − ai | + o(1)
)
N/2,
uniformly for z ∈ D/2.
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Proof. Let us recall
〈k(z),〉 =
∫

(
2DW,z · D− h(y,W,z)
)
dy.
For z ∈ D/2, |y − xi | implies |y − zi |/2 and therefore,
U1−ai ,,zi (y), |DU1−ai ,,zi (y)|Ce−m
∗/(2) when |y − xi |,
where m∗ = min1 ik m1−ai . It follows that:
∫

2DW,z · D dy
=
∫

2
k∑
i=1
DU1−ai ,,zi · D(i) dy
+
k∑
i=1
∫
|y−xi |
2
(
U1−ai ,,ziDi · D− DU1−ai ,,zi · Di
)
dy
=
∫

2
k∑
i=1
DU1−ai ,,zi · D(i) + O
(
e−m∗/(2)‖w‖
)
=
∫

(
k∑
i=1
f 1−ai (U1−ai ,,zi )
)
i dy + O
(
e−m∗/(2)‖w‖
)
.
Therefore,
〈k(z),〉
=
∫

(
2DW,z · D− h(y,W,z)
)
dy
=
∫

(
k∑
i=1
f 1−ai (U1−ai ,,zi )i − h(y,W,z)
)
 dy + O
(
e−m∗/(2)‖‖
)
=
∫

(
k∑
i=1
f 1−ai (U1−ai ,,zi )i − f (y,w∗ ) + f
(
y,w∗ −
k∑
i=1
U˜1−ai ,,zi
))
 dy
+O
(
e−m∗/(2)‖‖
)
.
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Since i (y) = 0 when |y − xi |2, we ﬁnd that
∫

(
k∑
i=1
f 1−ai (U1−ai ,,zi )i − f (y,w∗ ) + f
(
y,w∗ −
k∑
i=1
U˜1−ai ,,zi
))
 dy
=
k∑
i=1
∫
|y−xi |<2
(
f 1−ai (U1−ai ,,zi )i − f (y,w∗ ) + f (y,w∗ − U˜1−ai ,,zi )
)
 dy.
Therefore, we can write
〈k(z),〉 =
k∑
i=1
(J i1 + J i2) + O
(
e−m∗/(2)‖‖
)
,
where
J i1 =
∫
|y−xi |<2
(
f 1−ai (U1−ai ,,zi )i − f 1−ai (U1−ai ,,zi )
)
 dy
=
∫
<|y−xi |<2
(
f 1−ai (U1−ai ,,zi )i − f 1−ai (U1−ai ,,zi )
)
 dy,
J i2 =
∫
|y−xi |<2
(
f 1−ai (U1−ai ,,zi ) − f (y,w∗ ) + f (y,w∗ − U˜1−ai ,,zi )
)
 dy.
We have
|J i1 |
∫
<|y−xi |<2
CU1−ai ,,zi |i − 1||| dy = O
(
e−m∗/(2)
)
‖w‖.
To estimate J i2, we notice that for y satisfying |y − xi | < 2, w∗ (y) is uniformly
bounded in  and
∫
{|y−xi |<2}\{|y−zi |<1/2}
∣∣∣f 1−ai (U1−ai ,,zi ) − f (y,w∗ ) + f (y,w∗ − U˜1−ai ,,zi )
∣∣∣|| dy

∫
{|y−xi |<2}\{|y−zi |<1/2}
CU1−ai ,,zi || dy = O
(
e−m∗/1/2
)
‖‖.
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Since z ∈ D/2, for all small , we have i (y) = 1 when |y − zi | < 1/2, and hence
J i2 =
∫
|y−zi |<1/2
(
f 1−ai (U1−ai ,,zi ) − f (y,w∗ ) + f (y,w∗ − U1−ai ,,zi )
)
 dy
+O
(
e−m∗/1/2
)
‖‖.
For |y − zi | < 1/2, we have
|f (y,w∗ )| = |f (y,w∗ ) − f (y, 1)| = O(|w∗ (y) − 1|),
and
|f (y,w∗ − U1−ai ,,zi ) − f (y, 1 − U1−ai ,,zi )| = O(|w∗ (y) − 1|).
Let v∗ be the unique solution of (2.7) with  = 1/2. Then 1w∗ v∗ . As in [DuY,
p. 167], by the proof of Theorem 2.1 in [DW1], v∗ satisﬁes,
− ln(v∗ (y) − 1) → d(y, )m1−a∗ as  → 0,
uniformly on any compact subset of . Therefore
|w∗ (y) − 1| |v∗ (y) − 1| = O
(
e−m1−a∗/
)
for |y − zi | < .
It follows that:
|J i2 | =
∣∣∣∣
∫
|y−zi |<1/2
(
f 1−ai (U1−ai ,,zi ) + f (y, 1 − U1−ai ,,zi )
)
 dy
∣∣∣∣
+O
(
e−m∗/1/2
)
‖‖

∫
|y−zi |<1/2
U1−ai ,,zi (1 − U1−ai ,,zi )|ai − a(y)||| dy + O
(
e−m∗/1/2
)
‖‖

(
|ai − a(zi)| + Ai()
) ∫
|y−zi |<1/2
U1−ai ,,zi (1 − U1−ai ,,zi )|| dy
+O
(
e−m∗/1/2
)
‖‖,
where
Ai() := sup{|a(x) − a(y)| : x, y ∈ B(xi), |y − x| < 1/2} → 0 as  → 0.
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Therefore,
|J i2 | 
(
|ai − a(zi)| + Ai()
)(∫
|y−zi |<1/2
U21−ai ,,zi (1 − U1−ai ,,zi )
2 dy
)1/2
O
(‖‖)
+O
(
e−m∗/1/2
)
‖‖
=
(
|ai − a(zi)| + Ai()
)
N/2
(∫
RN
U21−ai (1 − U1−ai )2 dx + o(1)
)1/2
O
(‖‖)
+O
(
e−m∗/1/2
)
‖‖.
We ﬁnally obtain
〈k(z),〉 =
k∑
i=1
(J i1 + J i2) + O
(
e−m∗/(2)‖‖
)
=
(
k∑
i=1
|ai − a(zi)| + A()
)
O(N/2)‖‖ + O
(
e−m∗/1/2
)
‖‖,
where A() =
k∑
i=1
Ai() = o(1). Therefore,
‖k(z)‖ = O
( k∑
i=1
|a(zi) − ai | + A()
)
N/2,
as required. 
Proof of Proposition 3.5. By (3.9), we need to solve the following equation for  ∈
E,z for each given z ∈ D:
P,zk(z) + P,zQ(z)+ P,zR′,z() = 0.
This problem is equivalent to the following problem on the whole space H = H:{
P,zk(z) + P,zQ(z)P,z+ P,zR′,z() = 0,
(I − P,z) = 0,  ∈ H. (3.15)
By Lemma 3.7, we ﬁnd that for  ∈ (0, 3] and z ∈ D1 , the linear operator Q(z) :
H → H given by
Q(z) =
(
P,zQ(z)P,z, (I − P,z)
)
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satisﬁes
‖Q(z)‖ min{1, c1}‖‖, ∀ ∈ H.
Therefore, the inverse
(
Q(z)
)−1
exists with norm bounded by 1/min{1, c1}. We can
now rewrite (3.15) as
 = Gz :=
(
Q(z)
)−1(− P,zk(z) − P,zR′,z(), 0).
By Lemmas 3.6 and 3.8, we can ﬁnd 53 such that for each z ∈ D0 with
0 := min{1, /2} and each  ∈ (0, 5], Gz maps B := { ∈ H : ‖‖C‖k(z)‖}
to itself and is a contraction mapping:
‖Gz1 − Gz2‖c0‖1 − 2‖, ∀1,2 ∈ B,
where C > 1 and c0 < 1 do not depend on  ∈ (0, 5] and z ∈ D0 . It follows that
 = Gz has a unique solution (z) ∈ B for any given z ∈ D0 . Moreover, the
dependence of (z) on z is as smooth as Gz on z; in particular, it is C1. As now
‖(z)‖C‖k(z)‖, ∀z ∈ D0 , ∀ ∈ (0, 5],
the required estimate for ‖(z)‖ in Proposition 3.5 follows directly from Lemma 3.8.
This completes the proof. 
We are now ready to prove Theorem 3.4 by a reduction method based on Proposi-
tion 3.5.
Proof of Theorem 3.4. Suppose that  ∈ (0, 1],  ∈ (0, 0), and (z) is given by
Proposition 3.5. Let
F(z) = I˜ (z,(z)) = I
(
k∑
i=1
U˜1−ai ,,zi + (z)
)
, z ∈ D.
As indicated in [DY2], by standard argument in the reduction method, it can be
shown that if z ∈ D is a critical point of F, then
∑k
i=1 U˜1−ai ,,zi + (z) is a
critical point of I, and hence a solution to (3.3). (See Proposition 2.9 and its proof in
[DuY] for a similar situation.)
We will show in the following that F has a critical point z = (z1, . . . , zk) satisfying
z → (x1, . . . , xk) in RkN as  → 0. By the estimate for ‖(z)‖ in Proposition 3.5,
Y. Du, Z. Guo / J. Differential Equations 221 (2006) 102–133 129
we ﬁnd that, for such z, ‖(z)‖ = o(N/2). Moreover, by the exponential decay
property of U1−ai , we easily see that
‖(1 − i )U1−ai ,,zi ‖ = O
(
e−m∗/(2)
)
= o(N/2).
Therefore, if we denote
 = −(z) +
k∑
i=1
(1 − i )U1−ai ,,zi ,
then u∗ = w∗ −
k∑
i=1
U1−ai ,,zi +  meets all the requirements in Theorem 3.4.
We now set to show the existence of such z. By the expansion of I˜ (z,) and the
estimates in Proposition 3.5 and Lemma 3.6, we have
F(z) = I˜ (z,(z))
= I˜ (z, 0) + 〈k(z),(z)〉 + 12 〈Q(z)(z),(z)〉 + R,z((z))
= I˜ (z, 0) + O(‖k(z)‖‖(z)‖) + O(‖(z)‖2 ) + O(‖R′,z((z))‖‖(z)‖)
= I˜ (z, 0) + O
(
k∑
i=1
|a(zi) − ai |2 + o(1)
)
N.
Since the support of i is in B2(xi) and |xi − xj | > 8 when i 
= j , we ﬁnd
I˜ (z, 0) = I
(
k∑
i=1
U˜1−ai ,,zi
)
= (1/2)
∫

⎛
⎝2
∣∣∣∣∣D
(
k∑
i=1
iU1−ai ,,zi
)∣∣∣∣∣
2
− ft (y,w∗ )
∣∣∣∣∣
k∑
i=1
iU1−ai ,,zi
∣∣∣∣∣
2⎞⎠ dy
−
∫

G
(
y,
k∑
i=1
iU1−ai ,,zi
)
dy
=
k∑
i=1
∫
B2(xi )
(1/2)2|D(iU1−ai ,,zi )|2 dy
−
k∑
i=1
∫
B2(xi )
(
(1/2)ft (y,w∗ )|iU1−ai ,,zi |2 + G(y, iU1−ai ,,zi )
)
dy.
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For simplicity of notation, we write
Ui, = U1−ai ,,zi .
Using the exponential decay property of Ui, and |DUi,|, we obtain
∫
B2(xi )
2|D(iUi,)|2 dy
=
∫
B(xi )
2|DUi,|2 dy + O
(
e−m∗/(2)
)
=
∫
RN
2|DUi,|2 dy + O
(
e−m∗/(2)
)
= N
∫
RN
f 1−ai (U1−ai )U1−ai dx + O
(
e−m∗/(2)
)
= 2AiN + o(N), where Ai = (1/2)
∫
RN
f 1−ai (U1−ai )U1−ai dx.
Using the exponential decay of Ui, and our estimates for |w∗ − 1|, we have
∫
B2(xi )
(
(1/2)ft (y,w∗ )iU2i, + G(y, iUi,)
)
dy
=
∫
B(xi )
(
(1/2)ft (y,w∗ )U2i, + G(y,Ui,)
)
dy + O
(
e−m∗/(2)
)
=
∫
B(xi )
(
F(y,w∗ − Ui,) − F(y,w∗ ) + f (y,w∗ )Ui,
)
dy + O
(
e−m∗/(2)
)
=
∫
B(xi )
(
F(y, 1 − Ui,) − F(y, 1)
)
dy + O
(
sup
B(xi )
|w∗ (y) − 1|
)
+O
(
e−m∗/(2)
)
=
∫
B(xi )
(
F(y, 1 − Ui,) − F(y, 1)
)
dy + o(N )
=
∫
RN
(
F(y, 1 − Ui,) − F(y, 1)
)
dy + o(N ).
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Therefore,
F(z) = I˜ (z, 0) + O
(
k∑
i=1
|a(zi) − ai |2 + o(1)
)
N
=
k∑
i=1
Ai
N −
k∑
i=1
∫
RN
(
F(y, 1 − Ui,) − F(y, 1)
)
dy
+O
(
k∑
i=1
|a(zi) − ai |2 + o(1)
)
N.
By (3.17) in [DY2], we have∫
RN
(
F(y, 1 − Ui,) − F(y, 1)
)
dy
=
∫
RN
F 1−ai (Ui,) dy + (ai − a(zi))
∫
RN
(1
3
U3i, −
1
2
U2i,
)
dy + o(N)
= N
∫
RN
F 1−ai (U1−ai ) dx + (ai − a(zi))N
∫
RN
(1
3
U31−ai −
1
2
U21−ai
)
dx
+o(N).
So we ﬁnally obtain
F(z) = NA + N
k∑
i=1
([
ai − a(zi)
]
c˜i + O
(|ai − a(zi)|2)+ o(1)), (3.16)
where
A =
k∑
i=1
(
Ai −
∫
RN
F 1−ai (U1−ai ) dx
)
,
and due to U1−ai 1,
c˜i =
∫
RN
(1
2
U21−ai −
1
3
U31−ai
)
dx > 0.
Consider now the problem
max{F(z) : z ∈ D}. (3.17)
132 Y. Du, Z. Guo / J. Differential Equations 221 (2006) 102–133
Let z = (z,1 , . . . , z,k ) ∈ D be a maximum point of problem (3.17), and denote
z0 = (x1, ..., xk). Then we have
F(z )F(z0) = NA + o(N).
On the other hand, if  > 0 is suitably small, say  ∈ (0, ∗] with ∗0, then
|ai − a(zi)| is small for (z1, . . . , zk) ∈ D and hence
F(z )NA + N
k∑
i=1
(
ai − a(z,i )
)
(c˜i/2) + o(N).
It follows that:
k∑
i=1
(
ai − a(z,i )
)
(c˜i/2)o(1).
This implies that
z → z0 as  → 0. (3.18)
Therefore, for ﬁxed  ∈ (0, ∗], we can ﬁnd  ∈ (0, 1) such that for  ∈ (0, ), z
is an interior point of D and hence a critical point of F. Together with (3.18), we
have proved what we wanted.
If x1, . . . , xk are strict local maxima of a(x), we replace (3.17) by the correspond-
ing minimization problem, and the analysis is similar. This completes the proof of
Theorem 3.4. 
Remark 3.9. In Theorem 3.4, the condition that xi , i = 1, . . . , k, are strict local
minimum (respectively, maximum) points of a(x) can be relaxed, as in [DY2]. We can
replace this by the following: There exists closed connected sets A1, . . . , Ak which are
disjoint and contained in  such that a(x) = ai on Ai and a(x) > ai (respectively,
a(x) < ai) for x ∈ N(Ai) \ Ai , where  > 0 and N(Ai) := {x ∈  : d(x,Ai) < }.
In such a case, the same conclusion holds except that, instead of xi → xi as  → 0,
we have the following: subject to a subsequence, xi → xi for some xi ∈ Ai . This can
be proved by replacing xi by Ai in our proofs.
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