A new computing method for discrete-signal sinc interpolation suitable for use in image and signal processing and the synthesis of holograms is described. It is shown to be superior to the commonly used zero-padding interpolation method in terms of interpolation accuracy, flexibility, and computational complexity.
Discrete-signal interpolation is a very common operation in digital signal and image processing. It is always required when one needs resolution in the signal domain that is higher than that corresponding to the sampling rate. Typical examples of this need are in signal positioning and spectrum analysis with subpixel accuracy, image geometric transformations, and hologram encoding for the synthesis of binary holograms.
The most accurate method for representing signals with monotonically decreased spectra from their samples is sinc interpolation. In sinc interpolation, a continuous signal a͑ x͒ is restored from its samples ͕a n ͖ that are taken with a discretization interval ⌬x by their interpolation with a sinc function:
In digital signal processing the exact sinc interpolation is replaced by the signal interpolation from its finite number of N samples:
with a function sincd͑M; N; . . . ͒ that is a discrete analog of the sinc function and approximates it to the accuracy of boundary effects. M is a parameter equal to N Ϫ 1, N, or N ϩ 1, depending on the algorithmic implementation of interpolation formula ͑2͒.
The commonly used method of discrete sincinterpolation is zero padding. It is implemented by padding the signal discrete Fourier transform ͑DFT͒ spectrum with an appropriate number of zeros and performing the inverse transformation of the padded spectrum. Three methods of zero padding are possible. In the first method the signal spectral coefficient ␣ N͞2 ͑N is number of signal samples͒ is discarded from the padded spectrum, and this results in interpolation by Eq. ͑2͒ with M ϭ N Ϫ 1. In the second method this coefficient is repeated twice, which results in interpolation by Eq. ͑2͒ with M ϭ N ϩ 1. In the third method the coefficient ␣ N͞2 is halved and then repeated twice, as in the second method. This method is evidently a combination of the first two methods and results in a signal interpolation with a function sincd͑ Ϯ 1; N; x͒ ϭ ͓sincd͑N Ϫ 1; N; x͒
Method 3 converges to zero much faster than the sincd functions with M ϭ N Ϯ 1 ͑see Fig. 1͒ and therefore produces fewer boundary effects.
The computational complexity of this method is O͑NL log NL͒, where L ͑an expansion factor͒ is the number of interpolated signal samples per initial one. With the use of the so-called pruned fast Fourier transform ͑FFT͒ algorithms, 1-3 the computational complexity can be reduced to O͑NL log N͒. However, the zero-padding method has a number of drawbacks: ͑1͒ It requires a buffer memory for NL signal samples while actually working with the sequences of N samples. ͑2͒ The use of the radix 2 FFT requires L to be a power of 2, which restricts the flexibility of the algorithm. ͑3͒ Signal expansions by arbitrary factors cannot be performed. ͑4͒ Implementation of pruned FFT algorithms requires cumbersome programming.
I describe an alternative method of sinc interpolation that eliminates these restrictions. The method is based on the so-called shifted DFT's ͑SDFT's͒. 3 SDFT's take into account the possibility of an arbitrary shift of the signal-discretization sample points in relation to the signal coordinate system and are defined as
where the positive exponent is for the direct SDFT, the negative exponent is for the inverse SDFT, and u and are arbitrary shift parameters that describe shifts ͑in fractions of the corresponding discretization intervals͒ of the signal and its spectrum's sampling points, respectively, in relation to the corresponding coordinate systems. The possibility of signal interpolation by the SDFT follows from the fact that one can perform direct and inverse SDFT's with different signal and spectral shifts ͓Fig. 2͑a͔͒. In general, one can show that, with shifts ͑u, ͒ and ͑ p, q͒ for the direct and inverse operations, respectively, the SDFT will result in a signal 3 given by
which, with an appropriate choice of the parameters, provides a sincd-interpolated signal ͓Eq. ͑2͔͒ for x͞⌬x ϭ k Ϫ p ϩ u. For instance, let us set the values u ϭ 0 and q ϭ ϭ Ϫ͑M Ϫ 1͒͞2; we then have a n
This expression suggests an algorithm for the discrete sinc interpolation shown in Fig. 2͑b͒ . When M ϭ N Ϫ 1, interpolation is equivalent to the first version of the zero-padding algorithm, and when M ϭ N ϩ 1, interpolation is equivalent to the second version of the zero-padding algorithm. When M ϭ N, the algorithm implements interpolation by a function given by sincd͑N; N; x͒ ϭ sin͑x͒ N sin͑x͞N͒ , which approximates the continuous sinc interpolation most closely. In terms of the convergence speed to zero and boundary effects in signal interpolation, this function behaves as the sincd functions with the values M ϭ N Ϯ 1, as shown in Fig. 1 ͑two upper curves͒.
The algorithm of Fig. 2 involves modulating and demodulating the input signal and output signals, respectively, in addition to signal spectrum modulation, which introduces the required signal shift. We can omit these additional modulations if the signal spectrum modulation coefficients ͕ r ͖ are made pairwise complex conjugate: ͕ r ϭ NϪr *͖. The algorithm modified in this way is shown in Fig.  3 One can regard the selection of A ϭ 1 as a sort of spectral shaping with a window function of W N͞2 ϭ 1͞2, W r ϭ 1 ͑r N͞2͒. Naturally, one can include in this algorithm arbitrary spectrum-shaping windows.
With the described SDFT-based interpolation algorithms, signal expansion is possible when the expansion factor is an arbitrary integer or a rational number. For instance, for the expansion factor m͞n, an m-fold signal expansion is performed first, and then every nth sample has to be taken out of the interpolated signal. Examples of such an expansion of an image fragment are shown in Fig. 4 .
The computational complexity of the above SDFTbased interpolation algorithms is O͑N log N͒ per set of N interpolated-signal samples. When we need to obtain interpolated-signal samples in the vicinity of a certain initial-signal sample ͑as in the case of locating a signal maximum with a subpixel resolution͒ the computational complexity is only O͑N͒ operations per interpolated sample required for the inverse DFT for one output sample. In a signal L-fold expansion ͑magnification͒, we need to perform L consecutive signal shifts by intervals of 1͞L. The computational complexity of this procedure is O͑NL log N͒, as it is for the zero-padding algorithms implemented by pruned FFT's, although the SDFT-based algorithms remain much simpler in programming, more storage efficient, and more flexible in terms of the expansion factor.
For two-dimensional and multidimensional discrete-signal interpolation, there are two options. The most simple is a separable sinc interpolation when the above-described one-dimensional discrete sinc interpolations are consecutively applied to each coordinate. With L x and L y as the expansion coefficients in two dimensions of a ͑N x ϫ N y ͒-sample signal, separable interpolation requires that there are
operations, where the superscript sep denotes separable and the subscript op denotes operations. Note that this formula is not symmetric with relation to the interpolation directions. One can see that, if
, interpolation first in the x direction and then in the y direction requires fewer operations than interpolation in the reverse order. Two-dimensional inseparable ͑insep͒ discrete interpolation is also possible and in different versions, depending on the way the modulating multipliers N x ͞2,0 , 0, N y ͞2 , and N x ͞2,N y ͞2 are treated. The computational complexity,
of the inseparable interpolation is, however, higher than that of separable algorithms. In conclusion, note that the same approach can be applied to obtaining signal spectrum analysis with a subpixel resolution. In this case, repeated, direct SDFT's with appropriate shift parameters in the spectral domain have to be performed to obtain interpolated spectral samples.
