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Abstract. In this paper, a novel interface of human-robot interaction
has been developed to provide enhanced user experience for teleopera-
tors. The interface has been implemented and tested on a Baxter robot
platform and it can be easily adapted to other robot platforms. The main
objective of this work is to provide a teleoperator immersive experience
when controlling a telerobot arm by enabling the user to see and feel
what the robot sees and feels from a first person point of view. This
objective has been achieved by our designed interface integrating a hap-
tic feedback device, a virtual reality headset, and an RGB-D camera.
An operator can manipulate a robotic arm and receive force feedback
information about interactions between the robot’s grippers, as well as
the robot’s environment, whilst viewing the captured visual information
of the robot’s workspace, on the screen of the virtual reality headset. A
servo motor driving platform has been designed as a new robot head to
manipulate the camera on top of it, such that a teleoperator is able to
control the pose of the camera in a natural manner via the wearable vir-
tual reality headset. The orientation of the built-in inertial measurement
unit (IMU) of the virtual reality headset is used to directly command
the angles of the head platform on which the camera is mounted. The
operator will have an immersive and in-depth experience when manipu-
lating the robotic arm. Extensive tests with a variety of users have been
carried out to evaluate the design in this work with quantified analysis.
Keywords: Teleoperation · Immersive virtual feedback · Human-robot
interaction
1 Introduction
With the advance of automation technologies, robots have become increasingly
prominent in our everyday lives [1]. Autonomous robots have become in com-
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mon use in industrial, as these robots are able to complete high precision tasks
with minimal completion time, especially within hazard environments. However,
specialised tasks that require extensive interactions with uncertain environment,
e.g., it is not suitable for fully-autonomous robots to complete medical opera-
tion. A tele-controlled robot with human operator may be desired for these tasks
[2], i.e., teleoperation. Works demonstrated in [3] showed how stereo vision con-
tributes to improve the performance of applications in mobile robot teleguide.
[4] presents a non-contacting vision-based method of robot teleoperation which
improves accuracy of object gripping tasks. Teleoperation has progressed to the
point, where human operators can easily control a multi-jointed robotic arm
[5–8], via a haptic feedback device. As introduced in [9], with haptic force feed-
back, a pilot can have a natural representation when approaching obstacles.
Force feedback was also added in [10] to aid camera system avoiding obstacle
in mobile robot teleoperation. It is natural to combine haptic information with
visual information for coordinated information feedback. However, conventional
means of visual feedback using a monitor do not provides to an operator an
immersive user experience. To enhance the telepresence, in this work, an immer-
sive visual feedback device Oculus Rift DK2 is employed, together with a Kinect
v2 RGB-D imaging device, and haptic device Geomagic Touch, to teleoperate a
Baxter robot arm (Fig. 1).
Fig. 1. Illustration of the teleoperation setup, with each key component labelled,
including a Kinect head mount system, a Baxter robot, a Geomagic Touch and an
Oculus Rift DK2. [photo taken at Plymouth University]
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Haptic feedback devices which give an operator force feedback from a tele-
robot have been utilised by numerous researchers [11,12]. In this work, using
IR sensor at the cuff of Baxter’s end effector (Fig. 2), the haptic feedback infor-
mation is provided as the distance between an object/surface and the baxter’s
gripper. This haptic force feedback is also bonded with two other customised
force feedbacks, tactile force, and restoration force. Tactile force is derived from
a force sensing resistor (FSR) mounted onto one of the pincers of Baxter’s end
effector gripper (referred to as the FSR pincer, Fig. 2), which allows an operator
to sense the firmness of objects picked up with the gripper. Restoration force
tends to return the haptic joystick back to the preset original pose, after an
operator has used the haptic joystick to change the position of the robot’s grip-
per’s pincers. Force feedback is presented to an operator via a Geomagic Touch
haptic feedback joystick (Fig. 1), which is also used by the operator to control
the position of Baxter’s end effector.
Fig. 2. Illustration of one of the Baxter robot’s end effectors. A: the cuff camera; B:
the IR range sensor; C: active, gripper attachment [20]; D: VR headset capture of the
operators view of the robot workspace, captured by the cuff camera
Immersive visual feedback technique which provides an operator a sense of
telepresence has been implemented in many research projects [13,14]. In [15], a
panoramic display system was used for improving teleoperation performance of
a mining robot. An virtual reality (VR) headset, Oculus Rift, was used in [16]
to control a simulated robot in a combat scenario. An intuitive 3D interface was
designed to allow operator immersed in a virtual environment while teleoper-
ating [17]. Rather than using the conventional interface composed of a monitor
and a keyboard [18], immersive visual feedback technique can give operators a
feeling that they are controlling robot as sitting inside robot. In this paper, the
output image stream after image processing is displayed on the Oculus Rift DK2
headset. The operator is be able to manipulate the gaze of the Kinect camera’s
field of view (via a servo pan and tilt kit), as they move their head in a manner
which is naturally similar, towards a certain direction for a better view. The IMU
unit built into the Oculus Rift headset tracks the operator’s head motion, and
this subsequently turns the developed pan and tilt servo platform on which the
Kinect camera is mounted. The Kinect pan and tilt servo platform is mounted
onto the head of Baxter, and enables an operator to feel as though they are
looking at the robot’s workspace from a static position, in place of the robot.
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In order for the operator to control the gaze of visual feedback camera, i.e.,
Kinect v2, a pan and tilt servo mount has been designed and manufactured,
and fixed on top of Baxter’s head. This also could be beneficial to other research
carried out on the Baxter robot platform in the future. Baxter is a robust, reliable
research robot platform which has only been available for nearly three years,
and research already conducted on this platform has shown very promising and
interesting results, this project will be the first of its kind to implement a system
which combines haptic, immersive visual feedback on this platform. Extensive
tests have been carried out, based on our previous work [19], to compare the
user experiences of non-immersive and immersive teleoperation interfaces and
their performances.
2 System Communications
Commands/data are sent/received via User Datagram Protocol (UDP) sockets,
over a local wireless network as shown in Fig. 3, between the slave (Baxter termi-
nal) computer and the Baxter robot. Two additional computers are employed,
namely, a master computer, which is connected to the Geomagic Touch hap-
tic joystick and controls the position of the Baxter’s end effector, and a slave
computer, which captures and processes images from the Kinect v2 device and
from the cuff camera of Baxter’s right arm (Fig. 2), as well as rendering, and
serving these images to the Oculus Rift headset. This computer also sends the
orientation of the Oculus Rift to the Arduino microcontroller which controls the
pose of the head platform. All communications between the single master, the
two slave computers, the Arduino microcontroller system, the and Baxter robot,
are transmitted over the local wireless network. A Baxter control system model,
interfaces with the Geomagic Touch haptic feedback controller, to apply force
Fig. 3. Network diagram, representing each PC/terminal as a node on the local wireless
network
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feedback to the operator via the controller, and sets the position of the Baxter’s
end effector from the position of the haptic feedback controller’s end effector
(via the slave/Baxter terminal computer). This model is executed on the master
computer. In order to control the orientation and position of the Baxter’s end
effector, the master computer must send the end effector orientation and position
data to the slave (Baxter terminal) computer, which is subsequently sent to the
Baxter robot. A Baxter control script written in Python is running on the slave
computer (Baxter terminal), listening for commands from the master computer,
interpreting them, and then sending the commands to the Baxter (sent as ROS
commands). The overall communications system is shown in Fig. 3.
3 Haptic Feedback and Teleoperation Control
3.1 Position and Orientation Control
The position of the Baxter’s end effector is determined by the position of the
first three joints of the Geomagic Touch haptic feedback controller. A Simulink
program developed in our previous work [5] is used to interface between the
master computer and the Geomagic Touch controller. The Baxter’s end effector
position commanded by the Geomagic Touch, must first be modified to match the
Baxter’s frame as detailed in [5]. This position is then sent to the Baxter robot,
via the slave Baxter terminal PC. To control the orientation of the Baxter’s end
effector, the transformation matrix, which include the rotation and translation of
the 4th, 5th and 6th joints of the Geomagic Touch controller is used to calculate
the Euler angles of the roll, pitch, and yaw of the Baxter’s end effector.
3.2 Haptic Feedback
Tactile Force. Using IR sensor at the cuff of Baxter’s end effector, the haptic
feedback information is provided as the distance between an object and the bax-
ter’s gripper. The operator receives haptic feedback continuously while control-
ling the position and orientation of the Baxter’s end effector. The haptic joystick
provides to the operator feedback information about the workspace environment,
which can be noticed both consciously and subconsciously by the operator. Oper-
ator using only a joystick is not able to receive tactile feedback when grasping an
object with the robot arm’s gripper. Tactile feedback whilst grasping an object
is important for enhanced user experience of natural feeling and delicate manip-
ulation of soft objects. Therefore, a simple one dimensional force sensor is added
one of the pincer pads, on the end effector’s gripper.
The operator can change the position of both pincers of the robot arm grip-
per’s end effector, by pressing the second button on the joystick stylus (Fig. 4a).
Changing the position of the feedback joystick’s first joint will now open or close
the gripper (Fig. 4c, d), with a resolution of 256 divisions (8-bit unsigned). The
position of the robot arm and the end effector will also be fixed, so that only
the gripper’s pincers may move. The operator only feels force feedback through
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the haptic joystick when the FSR has some force applied to it, and when the
operator has pressed the second stylus button to fix the position of the robot
arm, in order to change the position of the gripper’s pincers. The operator can
now feel the firmness/consistency of an object, which is in-between the gripper’s
pincers; through force feedback. The force exerted by the gripper’s pincers on the
object is however constant, therefore the operator does not receive true (natural
feeling) haptic information about the firmness/consistency of an object.
Algorithm 1. Haptic force feedback function
1: Sending reference trajectories
2: if second button pressed then
3: Initial pose recorded
4: Arm position fixed
5: Joint 1 can be moved to close gripper
6: Tactile force on
7: end if
8: if second button pressed again then
9: Restoration force on
10: Joints restore to initial pose
11: while joint reaches acceptance zone do
12: Arm position fixed
13: end while
14: end if
Restoration Force. When the operator has changed the position of the grip-
per’s pincers, the operator then presses the second stylus button to release the
position of the robot arm. However, since the angle of the haptic joystick’s joints
has changed (Fig. 4c), the position of the robot arm will stay in the fixed posi-
tion (Fig. 4f), until the angles of the haptic joystick’s joints match the angles of
the haptic joystick’s joints when the second stylus button was initially pressed
(Fig. 4g); an acceptance zone of roughly ±5% of the initial haptic joystick’s joint
angles is used.
To force the angles of the haptic joystick’s joints to go back to their respective
angles when the second stylus button was initially pressed (Fig. 4e), the angle
of each of the haptic joystick’s joint at the time of the initial button pressed
is respectively fed into a separate PD controller as the desired angle, and the
current haptic joystick’s joint angles as the process variable; the output of each
PD controller is used to create a 3 dimensional joint torque vector, which is
then supplied to the Geomagic Touch joystick and given to the operator as force
feedback (which exhibits spring-like behaviour, Fig. 4e):
T = Kp (PSP − PPV ) + Kd
(
P˙SP − P˙PV
)
(1)
where haptic feedback controller joint torques T =
[
TJ1 TJ2 TJ3
]T ∈ R3×1,
Kp and Kd are properly chosen gains, PSP is the preset point, and PPV is
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(a) Second button
pressed, initial joint
positions recorded
(b) Arm joints posi-
tions are fixed
(c) Moving joint 1,
to close grippers
(d) Gripper closed
(e) Press the
button again, joints
back to initial pose
(controllers enabled)
(f) Arm pose is
fixed until Geo-
magic joints have
each reached the
acceptance zone
(g) Geomagic joints
have reached the
acceptance zone,
haptic feedback
stops (controllers
disabled)
(h) Arm joints re-
leased, normal posi-
tion control resumes
Fig. 4. Illustrates the function of the haptic feedback PD controllers, returning the
Geomagic joints to their initial angles, after the operator grasps an object with the end
effector gripper. The light grey button nearest the operators hand is referred to as the
second button, and the dark grey button is referred to as the first button, respectively
the process variable point. These PD controllers are disabled when each of the
joystick’s joints have reached their respective acceptance zone.
Changing Perspective. The operator has the option to display the Kinect
colour images, or camera images captured from the end effector camera of the
robot arm (Fig. 2). When the operator switches views to the end effector camera,
a gain of K is applied to all end effector position movements transmitted to the
Baxter robot (Eq. 2):
Ppm = Pini + K (Pcur − Pini) (2)
where Ppm is the end effector position, Pini is the initial end effector position,
in precision mode, Pcur is the end effector position calculated by the Geomagic
Touch controller block, using standard position mapping [5]. Since the position
mapping between the Geomagic and robot arm has changed, the angles of the
Geomagic’s joints are returned to their respective initial angles.
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4 Visual Feedback System
4.1 Mounting Kinect V2 on Baxter
The head platform was purposely designed to fit directly onto the head of Baxter
in SolidWorks, and 3D printed (Fig. 5). This head platform does not require
any modifications to be made to the existing Baxter robot, since the platform
attaches directly to the head of Baxter (as shown in Fig. 6a). The legs of the head
platform allow the platform to be fixed around the head of the Baxter robot,
whilst not interfering with the field of view of the robot’s sonar ring (Fig. 6a).
Fig. 5. The two halves of the Kinect - Baxter head mounting base; back half (left,
and front half (right). The cross section shows the profile of the Baxter head cap, and
central peg. The legs (with notches), fix the head mounting base, to the head of Baxter
(a) (b)
Fig. 6. (a) The 3D printed head platform attached directly to the head cap of the
Baxter robot (grey ABS dish, above green LED ring); the platform’s six legs fit around
the head of the Baxter. (b) The complete pan and tilt servoing platform with Kinect
amounted; 3D printed support bar (green) attaches the Kinect to the tilt servo bracket,
MDF pan servo spacer (green) mounts the servo assembly to the Baxter head mount.
(Color figure online)
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Small notches in each of the platform’s legs (Fig. 6b), guide a zip tie which is
used to fix the head platform laterally to the robot. Two Dynamixel MX28R
servo, one tilt servo and one pan servo, was directly attached to the edge of the
head platform. It can hold the Kinect v2 with a 3D printed support bar attached
to the tilt servo. This gives us the view from Baxter’s head.
4.2 Viewing the Robot Workspace
Controlling Kinect’s View. We used an Arduino Microcontroller Develop-
ment board to control the both pan and tilt positions of MX-28R servos. Servo
data packets containing the desired servo setting position are output via the
Arduino’s USART peripheral, to a TTL to RS485 converter, in order to convert
TTL logic level signals to RS485 levels (MX-28R utilise the RS485 communi-
cations protocol). The Arduino is connected to a Wi-Fi shield, from which the
Arduino can receive UDP packets, which contain encoded servo position strings,
constructed as follows: Servo ID, separating character, desired servo position,
and finally an end-of-file character. The broadcast string “S1,1023\0”, will set
servo ID 1 (pan servo), to position 1023 (90◦). The Arduino decodes the received
strings, and sets the pan and tilt servo positions appropriately. Using the image
processing slave PC (Fig. 3), pitch and yaw angles of the Oculus Rift are acquired,
encoded into a position string, and subsequently sent as an UDP packet via Wi-
Fi to the Arduino Wi-Fi shield. Pitch and yaw angles are given as Euler angles
by the Oculus Rift Software Development Kit (SDK). So that the Kinect sensor
will follow the operator’s head motion when they turn or tilt their head.
Rendering on Oculus Rift. To give the most immersive experience possible to
the operator, the output of the Kinect v2s colour camera (the view from Baxter),
is displayed on the screen of the Oculus Rift DK2. This gives the operator the
sensation that they are looking at the workspace through the eyes of Baxter.
To do this, the current colour and depth frames are captured from the Kinect
v2. A distortion was applied to original image (as shown in Fig. 7) to cancel
Oculus Rift’s lenses’ distortion. A flat image of Oculus’s capture will present
to operator as final image (unless stereoscopic effects are used to create a 3
dimensional view of the environment). The captured 1920× 1080 pixels colour
image from the Kinect v2 is presented to each eye of the Oculus Rift; the Oculus
SDK then internally rescales the size of each image to match the resolution of
each eye.
A Natural View of the Workspace. Oculus Rift DK2 features a built-in
9-axis IMU (Inertial Measurement Unit); a 6-axis MEMS gyroscope and
accelerometer (Invensense MPU-6500), and a 3-axis MEMS magnetometer
(undisclosed manufacturer and model). The Oculus SDK can be used to extract
the Euler angles of the Oculus Rift, from the IMU; the IMU applies digital low
pass filtering to the output gyroscope and accelerometer on-chip, the SDK reads
these outputs and converts the accelerometer and gyroscope data from Quater-
nion notation to Euler angle notation. Euler showed that any rotation in a 3
10 J. Chen et al.
Fig. 7. Radial distortion is added to the input image before it is displayed on the
Oculus Rift, to compensate for radial distortion due to the headset’s lenses
dimensional space, can be described as 3 rotation about each axis (x, y, and z).
Therefore, obtaining the Euler angles of the Oculus Rift via the Oculus SDK,
represents the orientation of the operator’s head as roll (about the z axis), pitch
(about the x axis), and yaw (about the y axis). However, the orientation of the
Kinect v2 can only be altered for the yaw and pitch (pan and tilt servos), there-
fore the roll in this case is fixed; this extra degree of freedom could be added
later by mounting the current Kinect pan tilt servo assembly, on top of a servo
which will control the roll of the Kinect v2. The obtained Euler angles of the
Oculus’s pitch and yaw, are given in radians; these are converted into degrees
to simplify the process of converting the pitch and yaw angles into the tilt and
pan servo positions respectively. The conversion is given as follows:
Rs =
RO
Ra
(3)
where Rs is the position of the tilt or pan of servo, RO is the pitch or yaw angle
of the Oculus and Ra = 0.088◦ is the angular resolution of servo. The clockwise
rotations have been set as a positive rotation.
Changing Perspectives. During system testing, it is difficult for the operator
to gain a sense of depth within Baxter’s workspace; this is due to a significant
distance between the Kinect’s camera and the target object; when controlling
Baxter to complete a pick and place operation. Due to the lack of the operator’s
sense of depth, a method was devised to change the images rendered of the
Oculus Rift’s display from the Kinect’s colour video stream, to the camera built
into the cuff of Baxter’s right arm (as shown in Fig. 8).
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Fig. 8. Monitor outputs: left image is the image captured by Kinect on the top of
Baxter, and the two distorted images on the right, are the right arm, cuff camera. A
pink line represents the centre of the frame to make aligning the gripper with objects
easier. (Color figure online)
5 Test and Evaluation
5.1 Testing Scenario
Twelve subjects were asked to pick up one Lego block each time and stack it
on top of one another. Three different settings of the teleoperation system were
tested: VR system plus force feedback on the haptic device; VR system only
(without force feedback); and on-screen visual feedback with keyboard control
of Kinect’s position plus force feedback on the haptic device. The gain K for the
force feedback in Eq. 2 was set at 0.25 due to the designer’s experience.
Number of collisions that the end-effector collided with the table was recorded
while operator performing each task. The result was shown in Fig. 9. All the
operators were asked to fill in a questionnaire after they completed all three
tasks, the questionnaire is attached in AppendixA.
Fig. 9. Total number of collisions that the end-effector collided with the table while
twelve operators performing each task.
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Fig. 10. Average user experience ratings of each system setting, including concentra-
tion required, immersion and ease of control.
It is illustrated from Fig. 9 that there is a relationship between the level of
the immersion experienced by the operator and the collision times of robot’s
end effector. Since the number of the collision times increased significantly when
the operators’ immersion level decreased. The sensation of viewing the robot
workspace in a way which is close to the natural humans view (as well as control
of view), could be considered as the cause of this result.
The ratings of the three different teleoperation experiences is shown in
Fig. 10. The least concentration level during teleoperation was required when
both VR and force feedback applied. The level of immersion decreased dramati-
cally between VR systems and screen visual feedback system. And it also became
harder for the users to complete the task while the level of immersion decreased.
6 Conclusion
A novel human-robot interaction interface for teleoperation has been developed
in this paper. The interface integrated both visual feedback and haptic feed-
back technologies to provide immersive user experience. The visual feedback is
provided by a vision system mounted on a custom-built head platform, which is
naturally controlled to track the head’s motion of human operator. The designed
interface provides operator an immersive sensation of viewing from robot’s per-
spective, aiding operator in concentrating on completing a given task. In the
meantime, operator is able to manipulate the position of the Kinect device in a
natural way by moving his/her head. It can reduce the cognitive load on user
while performing teleoperation. User experience investigation results show that
the invited testers preferred using our designed interface to view visual feedback
of the robot workspace and control the field of view of visual feedback, rather
than using the conventional interface composed of a monitor and a keyboard.
The use of virtual reality based interfaces in teleoperation projects is a solu-
tion which may become more apparent in the near future, since these interfaces
offer immersive platforms for visual feedback to the operator, that can only be
experienced on these types of devices.
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Appendix
A Participant Questionnaire
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