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Abstract—Graphs are naturally sparse objects that are used
to study many problems involving networks, for example, dis-
tributed learning and graph signal processing. In some cases,
the graph is not given, but must be learned from the problem
and available data. Often it is desirable to learn sparse graphs.
However, making a graph highly sparse can split the graph
into several disconnected components, leading to several separate
networks. The main difficulty is that connectedness is often
treated as a combinatorial property, making it hard to enforce
in e.g. convex optimization problems. In this article, we show
how connectedness of undirected graphs can be formulated
as an analytical property and can be enforced as a convex
constraint. We especially show how the constraint relates to the
distributed consensus problem and graph Laplacian learning.
Using simulated and real data, we perform experiments to learn
sparse and connected graphs from data.
I. INTRODUCTION
Graphs are naturally sparse objects which describe relations
between different data sources. Graphs are classically used
in network problems, such as distributed estimation [1]–[4].
Other examples are webpage ranking [5], [6] and relations in
social networks [7], [8]. More recently, graphs have been used
to generalize signal processing concepts, such as transforms,
to signals defined on graphs [7]–[12]. Often, the graph in
question is sparse. For example, in social networks, there are
many users and each user is only connected to few other users,
resulting in a sparse graph. In many applications, the graph is
not given a-priori but needs to be learned from data [13]–[18].
When learning sparse graphs, one challenge is that promoting
sparsity may make the graph disconnected. Connectedness is
hard to incorporate as it is often treated as a combinatorial
property [18]. In this article we show that connectedness is
an analytical property that can be formulated as a convex
constraint and subsequently be used efficiently in learning.
A. Preliminaries and notations
A graph G = (V, E ,A) is commonly defined as a set of
nodes/vertices V = {1, 2, . . . , N} = [N ] and edges E ⊂ [N ]×
[N ] together with an adjacency matrix A ∈ RN×N . Two nodes
k ∈ V and l ∈ V share an edge if (k, l) ∈ E . The elements of
the adjacency matrix describes the strength of the connection
between two nodes. The relation between E and A is: (k, l) ∈
E ⇔ Akl 6= 0. For undirected graphs, the adjacency matrix
A is symmetric. In this article we consider real symmetric
adjacency matrices with non-negative components.
We denote the matrix determinant by det(·), the matrix trace
by tr(·). We use  () to denote positive (semi) definiteness
of symmetric matrices and ≥ to denote element-wise greater or
equal. We use 1 = (1, 1, 1, ... , 1> ∈ RN to denote the vector
consisting of only ones and IN to denote the N ×N identity
matrix. The k’th largest eigenvalue of a matrix is denoted by
λk(·) and the element-wise `1-norm by ||A||1 =
∑
k,l |Akl|.
B. Problem statement
Many graph learning problems can be posed as finding
the adjacency matrix A that minimizes an objective function
g(A) under appropriate constraints. To make the adjacency
matrix sparse, a sparsity promoting penalty function s(A) is
often introduced. The graph is thus obtained by solving the
optimization problem:
min
A
g(A) + ηs(A), subject to constraints (1)
where η > 0 is a regularization parameter and A is symmetric.
A few examples of g(A), s(A) and constraints are shown in
Table I. Signal Processing on Graphs (SPG) and the graphical
LASSO are data-driven problems while the distributed consen-
sus problem only uses the topology of an underlying graph.
We note that all optimization problems in Table I are convex.
Often, the learned graph becomes disconnected for large
values of η. This means that the resulting graph describes two
or more separate non-interacting systems. In this article, we
address the issue of learning sparse connected graphs by for-
mulating a convex constraint which preserves connectedness.
Our contributions are as follows:
1) We analytically formulate connectedness in terms of a
weighted Laplacian matrix.
2) For the distributed consensus problem we show that the
graph splits into several components when the parameter
η exceeds some value.
We illustrate the validity of the proposed constraint through
numerical simulations considering both synthetic data and real
world temperature data.
II. PRESERVING THE CONNECTEDNESS OF GRAPHS
The connectedness of a graph is usually described by the
spectrum of the graph Laplacian matrix defined using the
incidence matrix [19]. As the Laplacian is not a continuous
function of the adjacency matrix A, preserving connectedness
in terms of the Laplacian matrix leads to combinatorial op-
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Problem g(A) s(A) constraints
Consensus [4], [15], [16] µ(A) = max{λ2(A),−λN (A)} ||A||1 − tr(A) A1 = 1, A ≥ 0, Aij = 0 for (i, j) /∈ E
Graphical LASSO [13] tr(RˆA)− log det(A) ‖A‖1 A  0
SPG [12], [17] tr(XLX>) ‖A‖1 L = diag(A1)−A
TABLE I
FEW EXAMPLES OF g(A), s(A) AND constraints THAT CAN BE USED IN (1).
timization problems. For this reason we instead consider the
weighted graph Laplacian matrix L ∈ RN×N with elements
Lkl =
{ ∑
m6=k Akm , if k = l,
−Akl , if k 6= l,
the matrix can thus be expressed as L = diag(A1)−A. We
note that for x = [x1, · · · , xN ]T
x>Lx =
∑
k,l
Akl
(
x2k − xkxl
)
=
1
2
∑
k,l
Akl
(
x2k − 2xkxl + x2l
)
=
1
2
∑
k,l
Akl(xk − xl)2 =
∑
k<l
Akl(xk − xl)2.
The weighted Laplacian is thus positive semi-definite when
Aij ≥ 0. The nullspace of the weighted Laplacian relates to
the number of connected components through the following
lemma.
Lemma 1 (Connected components). The number of connected
components of a graph with adjacency matrix A equals to the
dimension of the null space of L.
The proof of Lemma 1 is similar to the proof for the
(unweighted) Laplacian in [19] and is therefore not repeated
here. Lemma 1 gives that a graph is connected if and only if
the second smallest eigenvalue of L (also known as the Fiedler
value) is nonzero. By noting that span{1} ⊂ null(L), we find
the following proposition.
Proposition 1 (Graph connectedess constraint). A graph with
adjacency matrix A ≥ 0 is connected if and only if
L+
1
N
11> = diag(A1)−A+ 1
N
11>  0. (2)
Proof. Let the graph be G = (V, E ,A). Assume first that there
exists a vector x 6= 0 such that
x>
(
L+
1
N
11>
)
x =
∑
i>j
Aij(xi − xj)2 + 1
N
(
N∑
i=1
xi
)2
,
is zero. This means that
∑N
i=1 xi = 0 and xi = xj for all
i and j such that Aij > 0. Hence, xj = xi for all nodes
j ∈ V connected to a the node i ∈ V , the vector x is thus
piecewise constant over the graph. However, the vector cannot
be completely constant since
∑N
i=1 xi = 0 and x 6= 0 by
assumption. The graph must therefore consist of at least two
components.
Next, assume that the graph is disconnected. Then there
exists two sets C and D such that C ∪ D = V , C ∩ D = ∅
and Aij = 0 for all (i, j) ∈ C × D. Set the elements of
x be xi = 1/|C| for i ∈ C and xj = −1/|D| for j ∈ D
where |C| and |D| denotes the number of elements in C and
D respectively. We find that
x>(L+
1
N
11>)x =
1
N
(|C|/|C| − |D|/|D|)2 = 0.
Hence L+ 1N 11
>  0.
Proposition 1 immediately implies that the solution to the
graph learning problem (1) is connected when the constraint
diag(A1)−A+ 1
N
11>  IN , (3)
is imposed for some  > 0 and Aij ≥ 0.
For the graphical Lasso problem [13], the components of
the adjacency matrix A are not necessarily non-negative.
However, the sign pattern of the solution is the same as that
of Rˆ in the sense that RˆijAij ≥ 0 for all (i, j) [20], [21].
One can therefore replace the adjacency matrix in (3) by an
adjacency matrix A˜ with components A˜ij = sign(Rˆij)Aij .
The constraint can therefore also be used in problems with
negative adjacency matrices provided that the sign pattern of
A is known.
We next consider the application of the constraint to signal
processing on graphs and the distributed consensus problem.
III. APPLICATIONS
A. The consensus problem
In the distributed consensus problem [4], [15], [16], we
iteratively compute the mean of a sequence {xi(0)}Ni=1 as
xi(t+ 1) =
∑
j
Aijxj(t); t = 0, 1, 2, . . . ,
where Aij ≥ 0 and xj(t) denotes the value at the j’th node at
the t’th iteration. The iterations converge to the mean as t→
∞ when A1 = 1 and µ(A) = max{λ2(A),−λN (A)} < 1
[4]. Smaller µ(A) leads to faster (worst case) convergence.
In some scenarios, for example when the number of com-
munication links is limited, it is desirable to obtain a sparse
graph [15], [16]. This can be done by setting [16]
s(A) =
∑
i 6=j
Aij = N − tr(A) = tr(IN −A) = tr(L).
The optimization problem (1) then becomes [16]:
min µ(A) + ηtr(IN −A),
subject to A1 = 1, A ≥ 0, A> = A
Akl = 0, for all (k, l) /∈ E .
(4)
The optimization problem (4) does not ensure that the graph
is connected. In fact, we now prove that the solution to (4) is
guaranteed to be disconnected for certain values of η.
Proposition 2 (Consensus graph splitting with sparsity
penalty). In the consensus problem (4), the graph with N
nodes and adjacency matrix A splits up into at least k
connected components when
η > 1/(N − k + 1), for k = 1, 2, . . . , N.
Proof. We prove the proposition by induction over k. The
graph consists of at least one connected component, so the
proposition holds for k = 1. Assume that the proposition holds
for k − 1. Since L  0, the eigenvalues λ1 ≥ λ2 ≥ · · · ≥
λN = 0 of L are non-negative. The induction hypothesis gives
that λN−k+2 = λN−k+3 = · · · = λN = 0. We find that
1 = µ(IN ) ≥ µ(A) + ηtr(IN −A) = µ(IN − L) + ηtr(L)
≥ 1− λN−k+1 + η(λN−k+1 + λN−k+2 + · · ·+ λ1)
≥ 1 + λN−k+1 (η(N − k + 1)− 1) .
So λN−k+1 (η(N − k + 1)− 1) ≤ 0. Since λN−k+1 ≥ 0,
we find that λN−k+1 = 0 if η > 1N−k+1 . Hence, for η >
1
N−k+1 , dim(null(L)) ≥ k and the graph consists of at least
k connected components.
Proposition 2 generalizes the result from [16] which states
that the graph becomes completely disconnected (consists of
N independent components) when η > 1.
Next we examine the effect of imposing the connectedness
constraint (3) on the consensus problem. The constraint can
be rewritten as
A− 1
N
11>  (1− )IN .
This gives us that
λ2(A) = λ1
(
A− 1
N
11>
)
≤ 1− .
This shows that the graph is connected when λ2(A) ≤
µ(A) < 1. Convergence of the consensus rule (µ(A) < 1)
thus implies connectedness, whereas the reverse is not true.
For example, when λN (A) = −1 and λ2(A) < 1, the graph is
connected but the consensus rule is not guaranteed to converge.
B. Signal processing on graphs
Signal processing on graphs (SPG) [7], [8], [11], [12] is an
emerging field which deals with processing and analysis of
data defined over graphs. Concepts such as sampling, filters
and transforms have been generalized to graph signals [9]–
[12], [22], [23]. In many problems the graph needs to be
learned from data [14], [17], [24]. The aim is then to find a
sparse adjacency matrix that describes similarities in a given
data set. For undirected graphs, a commonly used measure of
graph signal smoothness is the Laplacian quadratic form
xTLx =
∑
k<l
Akl(xk − xl)2,
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Fig. 1. Graph learning from data. (a) shows the sinusoids used to learn the
graph, (b) shows reconstruction without the connectedness constraint and (c)
shows reconstruction with the connectedness constraint. Edges with weights
less than 0.001 have been truncated.
where Akl ≥ 0. A graph signal x with a small xTLx varies
smoothly across the edges of the graph [9], [12], [17], [25].
Given N time series in a matrix X = [x1, x2, . . . ,xN ] ∈
RM×N , one can find graphs describing the smoothness in the
data by setting
g(A) =
1
M
M∑
t=1
∑
i>j
Aij(Xti −Xtj)2 = 1
M
tr(XLX>).
Self-edges can be removed by setting Aii = 0 for all i ∈ V and
the rows can be normalized by setting A1 = 1 to prevent the
trivial solution A = 0, giving that ||A||1 = N . The connected
graph learning problem thus becomes
min
A
1
M tr
(
X (IN −A)X>
)
subject to IN −A+ 1N 11>  IN ,
Aii = 0, Aij ≥ 0,A1 = 1,A> = A.
(5)
where we used that L = IN −A.
IV. NUMERICAL SIMULATIONS
We here show numerically that the constraint (3) ensures
connectedness. We consider the problem of learning the
weighted graph Laplacian from data using synthetic data and
a data set of temperatures at Swedish cities [26]. In the
experiments we solved the optimization problem (5) using the
CVX toolbox [27] with  = 0.01.
A. Experiments using synthetic data
In the first experiment we synthetically generated the signals
X ∈ RM×N as
Xkl = dk sin(fk · l + φk),
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Fig. 2. Histogram of edge weights for learning graphs from data without the
connectedness constraint (a) and with the constraint (b). The y-axis has been
reduced to show the number of non-zero components more clearly.
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Fig. 3. Learned graph for the Swedish temperature dataset without the
connectedness constraint.
where dk ∼ N (0, 1), fk ∼ U
[
2pi
N − 0.05, 2piN + 0.05
]
, φk ∼
U [−pi, pi] and U [a, b] denotes the uniform distribution on an
interval [a, b]. In the experiment we set N = M = 50.
The data is shown in Figure 1 (a). We construct a graph
describing the smoothness and periodicity of the data [12],
[24], [25] with and without the connectedness constraint. In
Figure 1 (b) and (c) we see that without the connectedness
constraint the graph shows local smoothness of the signals and
is disconnected while the graph with the constraint shows local
smoothness as well as some periodicity. In Figure 1, the edges
with weight less than 0.001 were truncated. To examine if the
graph is sensitive to the truncation we show the histogram
of the adjacency matrices in Figure 2. We find that without
the constraint, only a few edges have large weights while the
remaining are small. With the constraint, the weights assume
a wider range of values.
B. Experiments using real data
In this experiment, we use time series of daily temperature
data from 45 swedish cities from October to December of
2014 [26]. Our task is to find a graph that shows which cities
have similar temperatures. Note that in the experiment, the
algorithm only has access to the temperatures and not the
locations of the cities. We truncated edges with weights less
than 0.05. In Figure 3 we see that the graph learned without
the connectedness constraint does identify some neighboring
cities but is disconnected while the graph with the constraint in
Figure 4 does identify neighboring cities from the temperature
data. The graph also shows that cities on the same latitude have
related temperatures. We show the histogram of edge weights
in Figure 5. We find that the edge weights have a wider range
of values when the constraint is enforced.
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Fig. 4. Learned graph for the Swedish temperature dataset with the connect-
edness constraint.
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Fig. 5. Histogram of edge weights for learning graphs from temperature data
without the connectedness constraint (a) and with the constraint (b). The y-
axis has been reduced to show the number of non-zero components more
clearly.
V. CONCLUSION
In many problems, it is useful to represent relations between
data using graphs. Often, the graph is not given a-priori but
needs to be learned from data. Since graphs are often preferred
to be sparse, it is a challenge to preserve connectedness of the
graph while simultaneously enforcing sparsity. In this paper,
we showed that connectedness is an analytical property that
it can be imposed on a graph as a convex constraint making
it possible to guarantee connectedness when learning sparse
graphs. For the consensus problem, we showed that the graph
is guaranteed to be disconnected for certain values of the
regularization parameter when no constraint is imposed. We
illustrated the effect of the constraint when learning a graph
for synthetic data and for temperature data.
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