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Introduced by Koelman and Hoogerbrugge in the early 1990s, dissipative particle 
dynamics (DPD) has been used as simulation technique for complex fluids such as 
polymer suspensions, colloids and multi-phase flows. The problems involving mixing 
and dispersion of viscous and fluids including homogeneous and heterogeneous fluids 
present commonly in many fields ranging from science to engineering. In the 
mesoscopic level, the problem of mixing of heterogeneous fluids is still a big challenge 
owing to the complexity, multi-scale of flow field, chemical reactions etc. 
This thesis involves the Dissipative Particle Dynamics approach in simulation of 
mixing of complex fluids: 
1. Simulation of domain growth and phase separation in two-dimensional 
binary immiscible has shown that DPD particle system follows the power law 
of the growth kinematics of binary immiscible fluids with a good accuracy. It 
has been also shown that the conservative force plays an important role in 
deciding whether the components of the binary mixture will be completely 
separated or an emulsion will be created.  
2. In the simulation of Rayleigh-Taylor instability of two immiscible fluids, 
the break up and coalescence are observed. It has been found that the speed of 
mixing and the turnover depend on the immiscibility factor which results from 
microscopic interactions between the binary fluid components. 
3. In the simulation of mixing of two miscible fluids, the mixing efficiency is 
the most important parameter to be observed. The mixing index which 
represents for the mixing efficiency depends strongly on the miscible factor and 
 iii
the acceleration gravity. In the study of immiscible mixing, one should have 
paid interest in how to enhance mixing. Here, mixing is enhanced in passive 
ways. The flows over straight and square-wave channel are simulated. It is 
proven that the square-wave channel helps to produce chaotic advection and in 
turn, enhance mixing 
4. The simulation also involves the parallel computing. Though DPD is a 
promising technique to simulate flows at mesoscopic level, simulating flows of 
realistic dimensions requires computational expense. It has been shown that 
splitting the tasks to multiple computers helps to decrease the burden in 
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The simulation of complex fluids is a major challenge for Computational Fluid 
Dynamics (CFD). In Computational Fluid Dynamics, the fluid flows are represented 
by a set of equations representing the conservation of mass, momentum and energy. 
Fluid properties are defined by a set of constitutive equations. For the simplest fluid, 
the Newtonian fluid, the systems of governing equations are commonly termed the 
Navier-Stokes equations.  Established numerical methods such as Finite Difference 
Method (FDM), Finite Element Method (FEM) and Finite Volume Method (FVM) 
have been highly successful in solving the Navier-Stokes equations. It assumes the 
flow to be continuous at microscopic level. For complex fluids, such as polymeric 
liquids and emulsions, the assumption of “material continuity” at microscopic level 
may not be valid. These fluids may exhibit property variations at meso-scale level that 
affect their macroscopic behavior. This posed difficulties for numerical modeling. 
1.1.1 COMPLEX FLUID 
Complex fluids are fluids having many coexisting length and time scale, and fluids 
whose hydrodynamic description is unknown or does not exist at all. Such fluids 
include particulate and colloidal suspensions, polymeric liquids, emulsions and other 
self-assembling amphiphilic fluids, and fluids where Browian motion is important. 
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Flows involving two or more fluids that react to give a fluid of different hydrodynamic 
behavior are also regarded as complex. Complex fluids are applied in many fields of 
industry from food processing, drug delivery, to oil refineries. For such fluids it is 
often necessary to base the modeling on a microscopic picture of the system, thus 
working from the bottom upwards. As the conventional continuity-based modelling 
and methods are not able to deal effectively with material details at microscale level, 
several such “bottom up” strategies have been introduced over the last decade.  
Molecular dynamics is one of the more established approach by which one may 
incorporate all the microscopic details of complex fluid flows. However, MD has 
proven to be horrendously expensive. Experience suggests that MD takes into account 
too many intricate details, while the essential properties of complex fluids are 
frequently observed at mesoscopic levels. Hydrodynamic lattice-gas (LG) model, 
which models the fluid as a discrete system particle on a regular lattice, represents an 
efficient discretization of the fluid. So is the Dissipative Particle Dynamics (DPD) 
model, which represents the fluid as a system of lumped particles interacting via a set 
of forces representing conservative potential, random and viscous interaction. It thus 
appears that for effective computation of complex fluid flows, the numerical method of 
choice must be able to effectively capture the relevant scales of interactions involved. 
1.1.2 MACROSCOPIC SIMULATION TECHNIQUES 
At macroscopic level, the flow is considered to be continuous in the domain and the 
behavior of the flow is characterized by a set of governing partial differential equations. 
At the boundary of the domain, the discontinuities at the boundary are represented by 
additional equations known as boundary conditions. Over the years, the macroscopic 
simulation techniques have improved greatly so that they not only can solve simple 
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fluid cases but many complex cases as well such as multi-phase flows containing 
liquid-vapor interfaces. However, the macroscopic representations of such flows are 
very complex and involved.  Moreover, for flows in which the microscopic details are 
important and cannot be neglected, the macroscopic approach faces additional 
difficulties because of its inherent assumptions of local smoothness.   
1.1.3 MICROSCOPIC SIMULATION TECHNIQUES 
At microscopic level, particle methods have proven to be very powerful to simulate the 
microstructural characteristics of fluids where the continuum or the Newtonian 
hypothesis may break down. Molecular Dynamics is successfully employed to 
simulate the flows with micro-domains of the order of about 100 nm in size with time 
steps of a few nanoseconds. Together with MD, Statistical methods like Monte Carlo 
are also usually used to simulate the fluid behavior at microscopic level. However, it is 
very computationally expensive to simulate the flows of larger domain. Moreover, 
these techniques are primarily employed to study gaseous fluid rather than the flow 
dynamics or liquids involved. 
1.1.4 MESOSCOPIC SIMULATION TECHNIQUES 
For the flows whose scale is smaller than the macroscale but greater than the 
microscale, macroscopic simulation techniques and the microscopic simulation 
techniques may not be appropriate. Mesoscopic simulation technique may have to be 
used for such flows. These techniques allow simulation of the flows in domain of the 
order of ten of mµ  and with much larger time steps than for microscopic simulation 
techniques. These techniques are usually based on solving the equations of motion, 
which are defined by the Newton’s Second Law. Similar to Molecular Dynamics 
Chapter 1: Introduction 
 
 4
method, the fluid is represented by a system of particles which are assumed to move in 
a continuous domain. Each particle brings along the properties of the fluid such as the 
mass or the density. Since the particles interact with each other, this results in a net 
force which acts on each particle and makes it move.  
1.1.5 DISSIPATIVE PARTICLE DYNAMICS 
Closely similar to Molecular Dynamics, Dissipative Particle Dynamics is also a 
particle method in which the motions of particles are created by the interactions 
between the particles through interaction forces. However, unlike MD which is used to 
simulate the fluids at microscopic level, DPD is a mesoscopic simulation technique 
that allows simulating complex fluids at greater length and time scales. The DPD 
system can be considered as a coarse-graining of fluid particles on a larger length scale. 
It means that the particles representing for the fluid are assembled in this length scale 
and all smaller scale motions are neglected. 
In contrast to other mesoscopic simulation techniques such as Lattice Automata 
technique where the flow system exists in the lattice, the DPD particles representing 
the fluid flows exist in a continuous domain, thus avoiding intricacies associated with 
the possible of breakdown of Galilean invariance.  
DPD can be thought as bridging the gap between the macroscopic simulation 
techniques and the microscopic simulation techniques. The ease in incorporating 
complex fluid constituents into the model is the true power of DPD method because in 
nature, a fluid may comprise many different types of substances or species. Simulating 
such a system is still a challenge to other mesoscopic simulation techniques. The 
important advantage of DPD over other mesoscopic simulation techniques is that 
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simulating various sorts of complex fluid materials is not much more complicated than 
simulating a single-specie fluid. Moreover, the boundary conditions can be 
implemented more simply due to the lack of lattice.  
The validity of the DPD model has been well proven by numerous researchers in the 
past few years. DPD has been successfully applied to many systems such as polymer 
suspensions, colloids, multi-phase flows.    
1.2 LITERATURE REVIEW 
1.2.1 DISSIPATIVE PARTICLE DYNAMICS 
There are many approaches simulating the behavior of complex fluids. The traditional 
continuum-based method based on the formulation and solution of partial differential 
equations has been confronted with many limitations. Although additional methods 
based on microlevel modelling have been introduced and undertaken in recent times, 
these methods are also besetted with various difficulties due to their complexities. 
Away from traditional continuum methods, molecular dynamics method is said to be 
the most accurate microscopic methods, but owing to its large computational expense, 
this method is not applied widely but for a small number of simple fluid flows. 
Computational limitations prevent MD from being used extensively today. 
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1.2.1.1 Motivation of the DPD technique 
 
Figure 1.1: Vanderwalls Force in Molecular Dynamics 
Molecular dynamics (MD) simulation, based on the statistical mechanics of non-
equilibrium liquids (Evans and Morriss, 1990), replaces the continuum description 
with a finite set of discrete particles using periodicity conditions. It can provide 
detailed information of the flow field. As computer power increases, MD simulation 
has found more applications in complex flow areas, including molecular 
hydrodynamics (Koplik and Banavar, 1995). MD simulation has been used 
successfully in studying simple flows such as Poiseuille flows (Hu et al., 1996) and 
Couette flows (Jabbarzadeh et al., 1997).  
In Molecular Dynamics simulation, the flow is represented by a system of particles. 
The particles interact with each other through Vanderwalls forces which are functions 
of the separation distance between atoms as sketched in Figure 1.1. As can be seen in 
Figure 1.1, this force depends strongly on the distance r  when r  is sufficiently small, 
that is, the magnitude of the force increases considerably when there is a small 
decrease in r . Therefore, in that case, a hard shell is formed around the particles which 
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hardly allow any particle to pass through. However, the particles can pass through this 
hard shell if we increase the value of time step in the simulation. Nevertheless, this 
produces a very large repulsive force acting on the particle, thus, producing very high 
velocity and temperature which can render the system unstable. Due to this 
phenomenon, in Molecular Dynamics simulation, the time step has to be kept very 
small in the order of nanoseconds. For that reason, MD simulation techniques are hard 
to deal with for flows at mesoscopic level.    
Introduced by Frisch et al. (1986) and Wolfram (1986), lattice-gas automata (LGA) 
have been used as a numerical method for hydrodynamics simulation. Since then, the 
simulation of single component two-dimensional fluid could be done by discrete 
Boolean elements on a triangular lattice governed by the incompressible Navier-Stokes 
equations. Extrapolated by Rothman and Keller (1988), the single-phase LGA can 
simulate immiscible fluids. Currently, amphiphilic fluids involving mixtures of oil, 
water and surfactant (Boghosian et al., 1996) also can be simulated using this 
technique. Compared with MD, lattice-gas automata models are much faster in terms 
of computation; however, this technique has been confronted with a major 
disadvantage: the loss of Galilean invariance. This makes complex flows such as 
compressible flows or multiphase flows with interfaces become more difficult to solve. 
Therefore, there was a need to develop a new technique that allows simulation the fluid 
flows at mesoscopic level with reasonably computational cost. 
1.2.1.2 Theoretical Developments in DPD 
Introduced by Koelman and Hoogerbrugge in the early 1990s, dissipative particle 
dynamics has been used as simulation technique for complex fluids at mesoscopic 
scale with the aim of capturing the advantages and eliminating the disadvantages of 
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MD and LGA. DPD does not suffer from the lack of Galilean invariance and it is much 
faster computationally than MD.  
Dissipative Particle Dynamics is considered as a method that can fill the gap between 
the microscopic simulation techniques and the macroscopic simulation techniques. 
One great advantage of this method is that the fluid is modelled as a discrete set of 
particles and each particle can represent a group of molecules rather than a single 
molecule as in MD simulation. The particles move thanks to interactions between the 
particles.  
In the past few years, DPD has attracted much concern from researchers, who 
contribute to its model development. The statistical mechanics of DPD using Fokker-
Planck formalism was proposed by Espanol and Warren (1995). After that, Marsh et al. 
(1997) has a significant contribution in the development of a kinetic theory approach to 
the model. Marsh and Coveney (1998) have also proposed a detailed balance and H-
theorem for DPD based on the Fokker-Planck formalism. According to this theory, the 
model can be considered to be isothermal and the motion of the system is set up based 
on the local equilibrium approximation. In addition, the energy conservation in DPD 
has been extended by Espanol (1997) and Avalos and Mackie (1997). Besides, DPD 
algorithm was also investigated in relation with other methods such as smoothed 
particle dynamics (Espanol et al., 1997).    
1.2.1.3    Particle Interactions 
The difference of DPD from other methods such as MD is the interactions between the 
particles. The particles interact with each other through interaction forces acting along 
the connecting line between the centers of the two particles. Since these forces obey 
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the Newton’s Third Law, the momentum of the system is conserved. These forces exist 
only in a circle which is defined by a cutoff radius; outside this circle these forces are 
vanished.  That is, at each time step, not all the particles but only the particles within 
the circle of the given cutoff radius are taken into account in the simulation. This is one 
of the features of DPD simulation, which contribute to its improved numerical 
efficiency.   
In DPD simulation, the interaction forces consist of three forces: conservative, 
dissipative and random forces as following:    
• The conservative force is actually a soft-repulsive force. In the simulation, this 
force acts on the particles as they are moving, the magnitude and the vector of 
the force depend on the relative position of the particles over other particles 
within the cutoff radius circle. The most significant parameter in the formula of 
the conservative force is the repulsion parameter. The value of repulsion 
parameter decides the speed of sound of the fluid. The compressibility of the 
fluid increase with the increase of the repulsion parameter, and thus, the speed 
of the sound increases. In addition, the repulsion parameter also plays an 
important role in determining the miscibility or immiscibility of binary fluids. 
Readers are referred to chapter 4 for further details. Thank to the soft-repulsion 
of conservative force, DPD simulation can be done with much larger time step.   
• The dissipative force represents the drag between moving particles. It depends 
on the relative position of the particle. In addition, it is also proportional to the 
difference in velocity between the particles. With the presence of the 
dissipative force in the simulation, the relative motion of the particles can be 
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slowed down. This force can be regarded to be significant in producing the 
viscosity of the fluid.  
• While the dissipative force tends to reduce the energy of the system, the role of 
the random force is to pump energy into the system so that the temperature of 
the system is maintained. Together with dissipative force, the random force 
also contributes to produce viscosity.  
It is remarkable to note that the dissipative force and random force are related through 
the fluctuation-dissipative theorem which indicates that in order to maintain a defined 
temperature, the dissipative force and random force coefficients must be coupled.   
Furthermore, when DPD is applied to polymer, spring force should be considered as 
one interaction force in addition to other three forces acting on the particles. Besides, 
the random noise coefficient and the dissipative coefficient, the spring force 
coefficients must be chosen carefully because they affect the properties of the system. 
1.2.1.4 Application of DPD in modeling complex fluids 
One of the most important advantages of DPD over other simulation techniques is that 
fluids with structures (internal degrees of freedom) can be modelled by introduction of 
additional interaction forces. As stated previously, the simulation of polymers can be 
easily carried out by adding a spring force to the DPD interaction forces. This spring 
force will connect the particles and makes them like a chain. In simulation of binary 
fluids, by adjusting the repulsion parameter of the conservative force, one can get a 
mixture of miscible binary fluids or a phase separation of immiscible binary fluids 
(Coveney and Novik, 1996).     
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In the past few years, DPD has been proven to be capable of simulating complex fluids. 
Coveney and Novik (1996) have successfully employed DPD in simulating the growth 
of the domain and phase separation of binary immiscible fluids. From this work, it can 
be concluded that DPD is effective in simulating the domain growth according to the 
correct power law in comparison to other method. Besides, the surface tension between 
the two immiscible fluids is proven to obey exactly the Laplace’s law.   
Again, the immiscible fluids are often used to examine the validity of DPD. The 
mixing driven by Rayleigh-Taylor (R-T) instability of immiscible fluids was carried 
out by Dzwinel and Yuen (2001). This method has been shown to be effective in  
capturing the processes of breakup and coalescence, which are very important in a R-T 
instabibily mixing process. Moreover, modelling the motion of the interface in DPD is 
much simpler than other methods.  
From its successful applications in modeling complex fluids, many researchers have 
explored this method in modeling biofluids, whose scales are relatively large, in the 
order of microns. Simulating such a flow is still a challenge for conventional solvers 
because of the presence of many complex phenomena in the fluids. An example of the 
biofluids is the flow of DNA strands in a micro channel. This intricate flow was 
successfully modelled by Fan et al. (2003).  
Modelling amphiphilic bilayers is truly a difficult problem. Although Molecular 
Dynamics can actually deal with this kind of fluid, the scale of model is very small 
(microscale); hence, it cannot be applied for practical cases. Extending the scale of the 
MD simulation to the larger scale can be done but it needs much computational 
expense. Shillcock and Lipowsky (2002) have proven that this problem can be 
completely avoided if DPD is employed instead of MD.   
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Morphology change and rupture of cell membrane by the effect of nonionic surfactants 
has been studied by Groot and Rabone (2001). The results showed that the behavior of 
the lipid bilayer is different at each time step 
Studying the effects of surfactants on the oil-water interface has many applications in 
practice such as detergent or food processing industries. Rekvig et al. (2003) and Groot 
(2003) have been proven that DPD is a promising method to model many different 
physical-chemical problems. Electrostatic interactions are also taken into account in 
simulating Coulombic polymer-surfactant interactions. 
A problem of great currency today is drug delivery. Though many experiments have 
been carried out, they are still very expensive and relatively ineffective. Numerical 
simulations have been investigated to model such a flow; however it is still a challenge. 
The possible reason is that there exist many blood cells in blood. Moreover, blood 
clotting also makes the simulating more difficult. Dzwinel et al. (2003) have 
significantly contributed in the field of bio-engineering when successfully using DPD 
in modeling blood dynamics. The blood cells are represented by groups of particles 
which are considered to be frozen in the simulation. To simulate the blood clotting 
process, fluid particles are set to be frozen during the simulation.  
The success in simulating blood containing blood cells and blood clotting emboldens 
researchers to investigate the potential of DPD in modelling solid particles. Since then, 
solid particles are being modelled by frozen particles. However, this application of 
DPD in simulating solid particles still faces many complexities because of deformation 
of the suspended particles. In conventional methods, many improvements have been 
done to solve this problem. Though the Dynamics-mesh for finite element method 
(Malcevic and Ghattas, 2002) or a new numerical method for solving 3-D Stokes 
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equations (Fogelson and Peskin, 1988) can solve this problem, they are too 
complicated and computationally expensive.      
The flow of concrete mixtures has attracted much attention because of its obvious and 
wide applications in practice. This kind of flow is considered to be very difficult 
because of the presence of solid particles in the medium having complex properties. 
Martys and Ferraris (2003) have attempted to use DPD to simulate such flows. 
Although one can observe how the gravels move in the mixture, the results obtained 
are not fully satisfactory. However, this preliminary success of DPD in simulating the 
concrete flows will at least motivate researchers to further improve the DPD method to 
solve ever larger classes of problems.       
1.2.2 FLUID MIXING 
The mixing phenomena of two or more fluids are not only relevant to natural 
phenomena but also to many engineering applications. For example, mixing of laminar 
flows, such as flows in stirred tank reactors and pipe mixers etc. are typical of flows 
involved in the chemical, pharmaceutical and food industry processes. On the other 
hand, mixing of turbulent flows, such as flows inside gas turbines, combustion engines 
etc. are typical of flows involved in power generation, transportation and pollution 
transport. In addition, flows in micro-mixers can be applied in biomedical fields.  
Many industrial processes are dependent on efficient mixing of fluids. There are 
typically two ways to enhance mixing: active and passive. While in active mixing, the 
external factors such as pressure field or electro-kinetic field are usually employed, 
improving the geometry of the mixing devices is employed in passive mixing. The 
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aims of using either active or passive ways are to reduce the mixing time and improve 
mixing homogeneity represented by the concentration distribution.     
1.2.2.1 Mixing at macroscales 
At the macroscopic level, mixing usually involves turbulence and flows of high 
Reynolds number. The high-speed (high Re) flows contain many eddies that increase 
the interfacial area between two fluids and which in turn enhances molecular mixing.  
A turbulent mixing process typically consists of three stages: entrainment, dispersion 
and diffusion (Eckart, 1948).  
The simplest case of turbulent mixing is passive mixing. This type of mixing occurs 
commonly in practice such as in the dispersion and mixing of inks or dyes in a liquid. 
Though the dispersion and mixing are created by turbulent flow, this type of mixing is 
not coupled with the driving flow dynamics and thus passive. The second type of 
turbulent mixing is mixing of fluids with different density under the effects of 
acceleration or gravitational field. Examples of this type of mixing are the Rayleigh-
Taylor and the Richtmyer-Meshkov instability-driven mixing. The last type of 
turbulent mixing is mixing producing changes in the properties of the mixture such as 
the density or pressure. Examples are combustion phenomena and explosions.   
Although mixing at macroscale level usually relates to turbulent fluids, mixing of 
laminar flows is also very important in industrial and engineering applications. This 
type of mixing occurs commonly in polymer blending engineering or food processing. 
The important task of studying mixing is determining accurately the velocity profile of 
the field. In addition, studying the concentration field and residence time is also very 
important.  
Chapter 1: Introduction 
 
 15
While the mechanisms of mixing in laminar flows are fairly well understood, their 
simulation remains computationally expensive. In particular the simulations of 3D 
mixing problems require case-by-case treatment with special methods. One challenge 
in studying mixing is how to track the motions of the interface between two fluids. 
Many different methods based on the ideas of tracking deforming fluid volumes 
(Rudman, 1997) have been proposed to study laminar mixing. Galaktionov et al. 
(1997) has extended this method to 3D flows in which the stretching and curvature of 
the interface are taken into account. Proposing an application of parallel virtual 
machine and message-passing interface into this method (Galaktionov et al., 1997) has 
significantly contributed in reducing the computational cost. In spite of recent growth 
in computational capacity, this method remains expensive. It is also only valid for the 
initial stages of the mixing. 
In comparison with the tracking fluid technique, mapping technique generally requires 
less computational cost.  This technique is based on the periodic property of the mixing 
process – as mixing is a sequence of repetitive actions. The principle of this technique 
is firstly using a fluid tracking technique to generate a large mapping matrix describing 
fluid exchange between sub-domains; then, at the second step, the concentration 
process will be simulated by a sequence of matrix-vector multiplications. Galaktionov 
et al. (2001) again successfully employed this technique to simulate and optimize 3D 
industrial flows. The results showed that mapping technique gives an adequate 
description of the concentration field as well as residence time distribution.         
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1.2.2.2 Mixing at microscsales 
Mixing at micro-scale level has been paid much interest in recent years due to its many 
applications in both bio-MEMS and in micro Total Analysis Systems (µTAS). For 
integrated systems involving biochemical analyses, mixing plays an important role in 
ensuring complete chemical reaction of the fluids. For macro systems, propellers or 
magnetic beads are often used to create sufficiently large inertial forces to induce 
turbulence that enhances mixing. Therefore, mixing at macro-scale usually involves 
flows of high Reynolds number and turbulence. Unlike the flows at macro-scale, the 
flows in micro device such as MEMS are laminar flows because in these flows the 
inertial forces are too weak to induce turbulence. As a result, creating rapid mixing 
flows in microfluidic devices is a great challenge because mixing is then dependent 
mainly on molecular diffusion.  
Rapid mixing in microfluidic devices is truly necessary for many fields of science and 
engineering involving bio-engineering, drug delivery or other fields relating to 
chemical reactions. Rapid mixing is particularly essential for biological processes such 
as enzyme reactions, where the reactants are required to be in contact with each other 
in order to generate a full reaction. For micro-fabricated chemical systems, fast mixing 
is also required to achieve good complex chemical synthesis. 
In the last few years, many strategies have been proposed for enhancing mixing in 
microfluidic devices. Typically, we can classify them into the 2 basic types: passive 
and active mixing. While passive mixing focuses on developing channel geometry to 
increase the interfacial surface area of the fluids, active mixing relates to the externally 
applied factors such as pressure or electric field to drive the fluids.  
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A. Passive mixing 
The width of the channel plays an important role in enhancing mixing. According to 
theory, it has been thought that reducing the cross section and increasing the length of 
the channel help mix faster. The reason is that the diffusive time is a function of square 
of the width of the channel. Reducing the width of the channel obviously enhances 
diffusion process; thus, mixing is faster. However, in practice, we may encounter many 
difficulties relating to the geometry of the channel such as prohibitive pressure drop or 
loosing the well-proportion of the geometry leading the manufacturing difficulties.   
Since passive mixing refers to the geometry of the micro-channels, micro-channels are 
usually called passive mixers.  The principles of passive mixing can be classified into 
four types:  
• T-shape micro-mixers operate depending on molecular diffusion of the fluids. 
In many microfluidic devices, mixing produced purely by diffusion is very 
slow (Kamholz and Yager, 2001). The principle of T-shape mixer is to reduce 
the diffusion distances in order to enhance mixing between two fluids. The T-
shape mixers have been used in many cases of flows (Bokenkamp et al., 1998; 
Bessoth et al., 1999; Ehrfeld et al., 1999 and Lowe et al., 2000). Gobby et al. 
(2001) used computational fluid dynamics to study the effects of operational 
and design parameters on the mixing of two fluids in a T-shaped mixer. It has 
been showed that the mixing length decreases with the speed of the fluids and 
it can be reduced when a throttle T-mixer was employed instead of a normal T-
mixer. It is considerably to note that though the throttle T-mixers can help mix 
faster, it produces high pressure drop. Besides, they also found that changing 
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the angle between two inlets of the channel does not affect the mixing 
noticeably.  
• Some passive mixers are generated by slitting and recombining substreams. 
This again helps reduce diffusion path and increase the contact area between 
the fluids. Many researchers such as Ehrfeld et al. (1999), Schwesinger et al. 
(1996), Koch et al. (1997, 1999) have investigated the mixing performance of 
this type of mixers. The said authors showed that mixing efficiency increases 
considerably. Koch et al. (1999) has used image processing to observe 
proportional mixing and characterize the evolution of diffusion over time.      
• Chaotic advection: Ottino (1989) has reported that chaotic advection can 
enhance the performance of mixing by stretching and folding the fluids. 
Following this theory, the mixing by chaotic advection of flows at low and 
intermediate Reynolds number was investigated numerically by Stroock et al., 
(2002) and Liu et al., (2000), respectively. Mixing by chaotic advection was 
also studied through experimentally by Song et al. (2003). The latter authors 
have indicated that though chaotic advection can enhance mixing, it cannot 
assure rapid mixing over the whole domain because poorly mixed regions can 
exist together with well mixed regions.    
• Altering flow direction micro-mixers: This can help to create stirring effect by 
forcing one fluid into another. The presence of chaotic advection together with 
stirring effect significantly enhances mixing.  
Recently, 3D serpentine channels have been proposed by Liu et al. (2000). This 
twisted pipe has been proved to give very good mixing performance. It is significant to 
note that this channel can deal successfully with intermediate Reynolds number flows. 
This serpentine channel is also studied by computational method with commercial 
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CFD code, CFX®. It showed that while the mixing performance is poor at Re=0.2, at 
Re=6, the effects of inertial forces become important. The transverse momentum 
around the bends of the channel causes “secondary flows” which increases the 
interfacial area, and finally leads to much better mixing (Xia and Shu, 2005). 
However, such channels are difficult to fabricate and are moreover ineffective in 
microchannels due to their very low Reynolds number.     
Besides, stirring effects can also be created by variations in geometry. Wang et 
al. (2001) indicated that placing obstacles in the channel help improve mixing. These 
obstacles disrupt the flow and in turn reduce the diffusion path. The presence of the 
obstacles changes the direction of the flow and thus, stirring occurs to enhance mixing. 
In addition, Wang et al. (2002) showed that the asymmetric layout of the obstacles also 
affects the mixing performance. Placing many symmetric obstacles in the channel is 
not as good as placing just a few asymmetric obstacles. Again, such obstacles results in 
enhanced pressure drop, which is undesirable.  
In recent time, enhancing mixing by passive ways is not simply based on the types of 
passive mixers as described above. Researchers try to combine the advantages of each 
type within a micro-mixer to produce a better mixing. A T-channel with patterned 
grooves has been investigated through CFD simulation by Wang et al. (2003). The 
results indicate that fluid can be folded and stretched by the transverse motion and thus 
the interfacial area is increased. The patterned grooves of the channel can generate 
rotation of the flow, which in turn enhances passive mixing can be enhanced 
obviously.       
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B. Active mixing 
In microfluidic devices, the flows are laminar due to the low Reynolds number of the 
flow. As a result, enhanced mixing involving turbulence or flow separation does not 
work well in such devices. Molecular diffusion is the main factor causing mixing; 
however, mixing purely by diffusion is very slow. Thus, improving molecular 
diffusion is the way to enhance mixing. It has been showed that chaotic advection 
really can improve diffusion. Thus, the principle of active mixing is creating chaotic 
advection in the channel.  
Lee et al. (2001) successfully used unsteady pressure perturbations which are applied 
transversely to the main flow to enhance mixing. The results show that this method is 
very effective in inducing folding and stretching on the interface of two fluids. Chaotic 
mixing has been achieved effectively and the homogeneous region is obtained rapidly. 
Chaotic advections also can be created by effects of magnetic field. Suzuki and Ho 
(2002) have explored the ability of enhancing mixing of a local time dependent 
magnetic field by applying magnetic beads in the channel. In this work, the mechanism 
and sufficient conditions so that the motions of the magnetic beads lead to chaos are 
explained in details. It has been proved that efficient mixing can be achieved rapidly 
even for creeping flow where passive mixing faces many difficulties.        
Electrokinetic factor has been given much attention in enhancing mixing due to the 
relative ease of integrating it with microchannels. In this method, electro-osmosis is 
used to generate the electric field along the channel. Oddy et al. (2001) introduced an 
electrokinetic instability to enhance mixing in microchannel. Accordingly, unstable 
electroosmotic flow is generated by applying an external alternating field.  Erickson 
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and Li (2002) has investigated the circulations of the flow near the charge wall and 
effectively applied these circulations to improve mixing of flows in a T-shape 
microchannel. The significantly improved mixing can be clearly seen from the 
remarkable reduction of the mixing channel length. The effectiveness of electrokinetic 
factor in enhancing mixing is tested again by Johnson et al. (2002) in creating strong 
lateral transport in the channel.  
Generally, electroosmotic flows can be used as a mean to control the flows in 
microfluidics. The electroosmotic flows with uniform zeta potentials were paid much 
interest by researchers (Patankar and Hu, 1998; Yang et al., 2001). However, 
electroosmotic flows with non-uniform zeta potentials have been thought to be more 
effective in creating circulation to enhance mixing. Accordingly, a theoretical model 
about the effects of heterogeneous surface on the electrokinetically driven flows is 
introduced by Ajdari (2003). It is suggested that due to these effects, circulation 
regions will be generated and thus mixing can be improved by these circulations.  
The effect of inhomogeneous surface charge distribution on improving mixing has 
been proved numerically by Hau et al. (2003). The obtained results show that the mean 
streamwise flow is generated due to the effect of the negative surface charge which is 
applied on over much of the inner surface of the channel. On the other hand, the 
transverse motions are caused by the small region of positive surface charge which is 
applied on the top and bottom of the channel. Consequently, the mixing time and 
mixing length are noticeably reduced.  
While many efforts for enhancing mixing focus on treating fluids as continuous flows 
in microchannel, new methods based on droplet have been tried with some success. 
This method is based on the principle of digitizing the fluids into many droplets. 
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Enhanced mixing can be obtained by mating the droplets and merging the mixed 
droplets into the flow. Based on this theory, Jesse Fowler et al. (2002) introduced an 
approach employing electrowetting-on-dielectric (EWOD) actuator to enhance mixing. 
The experiment results show that the mixing can be improved 50 times in comparison 
with purely mixing by diffusion. The mixing time has been reduced significantly.   
The new trend now is to combine passive and active mixing to exploit the advantages 
of both. Chang and Yang (2004) have numerically investigated the mixing driven by 
electrokinetic factor incorporated in a channel with patterned blocks. In this study, the 
authors have proposed a new effective approach to enhance mixing. That is, 
heterogeneous surfaces are placed on the surface of the patterned blocks. The results 
again confirm that placing rectangular blocks in the channel produces stronger 
diffusion effects and thus, enhances mixing. Furthermore, it also points out that 
patterning the heterogeneous surface on the surface of the blocks is really effective in 
enhancing mixing. This study also provides a parameter to control the 
electrokinetically-driven flow mixing. Increasing the value of non-uniform zeta 
potential helps shorten the mixing channel and improve mixing effectively.      
1.2.3 MIXING AT MESOSCALE AND APPLICATIONS OF DPD  
The concern with the mixing and dispersion of viscous fluids, including homogeneous 
and heterogeneous fluids, extends over many fields of engineering and science. While 
conventional methods with partial differential equations are usually employed to 
simulate mixing of fluids at macroscale, the mixing of fluids at microscale is usually 
investigated by computational means.  However, at the mesoscopic level, the problem 
of mixing of heterogeneous fluids still a big challenge owing to the complexity and 
multi-scale nature of the flow and the possible presence of chemical reaction. To solve 
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these problems, macroscopic simulation techniques may break down, yet microscopic 
simulation techniques seems to be impossible because of its high demand on 
computational capabilities. It has been showed that the classical models are intractable 
in giving enough sufficient physical information for feedback dynamics from the 
microstructures to the macro global structure.  
Dissipative Particle Dynamics has been proven to be a novel technique to simulate 
complex fluids at the mesoscale. Immiscible fluids at the mesoscale have been given 
much attention from researchers. Dzwinel and Yuen (2001) have explored the 
capability of DPD in simulating the mixing driven by Rayleigh-Taylor (R-T) 
instability of immiscible fluids. In the simulation, the breakup and coalescence 
processes are monitored in detail carefully. In addition, the interactions between the 
overall flow and the microstructures are also observed.  
It is important to note that surface tension is an important factor affecting mixing. It is 
a function of the immiscibility factor between two fluids and has a direct effect on R-T 
instability. Coveney and Novik (1996) have successfully employed DPD in simulating 
the growth of the domain and phase separation of binary immiscible fluids. The results 
show that the surface tension between the two immiscible fluids is proven to obey the 
Laplace’s law exactly. Later, Dzwinel and Yuen (2000) have also found the same law 
for the surface tension. In addition, the phase separation of binary immiscible fluids 
under the effect of large immiscibility factor was also investigated. It is found that 
there occur foam-like structures in the domain.    
The greatest difficulty of DPD is how DPD parameters relate to real properties of 
fluids at macroscopic level. Though many authors have successfully employed DPD in 
simulating complex fluids, particularly mesoscopic mixing, they frequently ignore this 
Chapter 1: Introduction 
 
 24
problem. Moreover, the role of Atwood number in deciding whether the R-T instability 
occurs was not studied.   
Mixing of miscible fluids in a channel is also a field of interest. This problem 
commonly occurs in many fields such as drug delivery or flows in MEMS. At 
microscale, mixing in microchannel has been investigated by experiment (Liu et al, 
2000) and commercial computational fluid dynamics code, CFX® (Xia and Shu, 2005).  
It has been shown that square-wave channel is much more effective in creating an 
efficient mixing in comparison with straight channel. This was represented in much 
higher mixing index of square channel than that of straight channel. However, at 
mesoscale, the problems of mixing in such channels have not been studied so far.  
1.3 OBJECTIVE AND SCOPE OF STUDY 
Based on the review above, it can be seen that though mixing at mesoscopic level is 
important, it has not been received sufficient concern due to its complexities and 
intricacies. The principal objective of this thesis is to study mixing of both real 
immiscible and miscible fluids at mesoscopic level by using dissipative particle 
dynamics. For immiscible fluids, we study the phase separation of the binary fluids and 
mixing driven by Rayleigh-Taylor instability. For miscible fluids, we investigate the 
mixing in straight and square-wave channel.   
To achieve these objectives, the scopes of the study can be summarized as follows:  
1. The greatest difficulty of dissipative particle dynamics is how to match 
macroscopic properties of real fluids to DPD interactions. It was expected that 
by employing coarse graining procedures and MD simulations of clusters, this 
problem can be easily solved. However, the obtained result does not represent 
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all details of the dynamics of the system. Here, we employ the continuum 
equations and kinetic theory to match DPD interactions to the properties of real 
fluids such as: density, sound velocity and viscosity.  
2. Coveney and Novik (1996) have successfully applied DPD in simulating the 
growth of the domain and the phase separation of immiscible binary mixture. 
However, the authors have not mentioned the relationship between the DPD 
interactions and the properties of real binary mixture. Though the results 
showed the good accuracy, we cannot know under what condition the 
components of the mixture will be fully separated or when emulsion occurs. In 
this thesis, we focus on investigating the domain growth and phase separation 
of water-oil mixture. Besides, the role of conservative force in creating phase 
separation is also explored. 
3.  Mixing driven by Rayleigh-Taylor instability has been studied by Dzwinel and 
Yuen (2001) using DPD. However, the results did not address problem of 
relating DPD interactions to real fluids such as water and oil. Here, we will 
study the Rayleigh-Taylor instability mixing of water-oil under the effect of 
gravity. The role of Atwood number representing for the density jump is also 
examined as a sufficient condition for R-T instability to take place.  
4. The problem of mixing of miscible fluids in a channel is found in many fields 
of engineering. While mixing in micro-channel has been paid much interest, 
mixing in channel at mesoscale is still a challenge. In addition, enhancing 
mixing is also a field of interest. Though DPD has proven its abilities in 
simulating mixing at mesoscale, enhancing mixing with complex geometry still 
poses many intricacies. Therefore, the author would like to examine the 
effectiveness of a simple square channel in creating a passive mixing in 
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comparison with mixing in a straight channel. The mixing index parameter is 
used to represent the efficiency of mixing.            
1.4 ORGANIZATION OF THE THESIS 
This thesis is organized into seven chapters 
In Chapter 1, the background, motivation and necessity of the study are described. A 
literature review about Dissipative Particle Dynamics (DPD), fluid mixing and the 
applications of DPD in simulating fluid mixing at mesoscopic level is demonstrated in 
detail. The objective and scope of the study are also expressed clearly. 
In chapter 2, the DPD algorithm is described clearly. In order to improve the dynamic 
behavior of the DPD system, a modification of the formula based on the weight 
function is also mentioned. Some suggested integration schemes and their 
performances are briefly summarized and discussed. The problem of matching DPD 
interactions to real fluid properties using continuum limit equations and kinetic theory 
is also addressed.   
Studying the domain growth and the phase separation of water-oil mixture is the 
content of the third chapter. The role of conservative force in contributing to the 
immiscible factor, which is very important in deciding phase separation, is explored.  
In Chapter 4, the Rayleigh-Taylor (R-T) instability driven mixing of two immiscible 
fluids is studied using DPD. The first section of this chapter describes the fundamental 
of R-T instability of immiscible binary fluids. Water-oil mixture is the main object of 
this study. However, some simulations will also be carried out for other mixtures to 
Chapter 1: Introduction 
 
 27
investigate the role of the Atwood number, which represents for the effect of density 
jump between two fluids, in deciding the speed of mixing.    
The content of the 5th chapter focuses on passive mixing in a square-wave channel. 
The simulations are carried out for straight and square channels to study the 
effectiveness of each channel. The mixing index representing for efficient mixing will 
be formulated. The obtained results then will be discussed together with the 
experiment results conducted by Liu et al (200) and CFD results conducted by Xia and 
Shu (2005). 
In Chapter 6, parallel computing is discussed in its capacity to shorten the 
computational time. In future, enhancing mixing in an active way by using electrostatic 
field over the channel promises a potential in incorporating with DPD.     
The 7th seventh chapter is the last chapter of this thesis. In this chapter, we draw some 
conclusions about the abilities of DPD in simulating mixing of complex fluid at 
mesoscopic level. Its advantages and disadvantages will also be discussed.  
 






FORMULATION OF THE METHOD 
 
 
2.1 DPD ALGORITHM 
The DPD method simulates a system of interacting particles whose motions obey 
the Newton’s second law. For each particle, the DPD evolution algorithm can be 












= ∑  (2.1) 
where ir  and iv  are the position and velocity vectors of particle i  respectively. The 
mass of particle is chosen as the unit of mass and ijF  is the inter-particle interaction 
force between particle i  and particle j .  
The dissipative particle dynamics is described by N  number of fluid particles 
interacting with each other through the interaction forces. The inter-particle interaction 
forces consist of three components: conservative, dissipative and random forces. 
 C D Rij ij ij ijF F F F= + +  (2.2) 
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The conservative force is represented by soft repulsion acting along the line of 
interaction of the two particles. The dissipative force is concerned with the friction 
experienced by a particle in motion. Thus, it is proportional to the velocity of the 
particle. The random force represents the Brownian effect of microscopic collisions, 
varying randomly following a Gaussian distribution. The forces are effective only 
within the specified cutoff radius cr . 
 
                         
Figure 2.1. Schematic of the discrete particles used to describe a dissipative 
particle dynamics of fluid 
Considering the particle at position ir  with velocity iv , the interaction forces are 
given by                        
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α - Conservative force amplitude 
γ - Dissipative force amplitude 
σ - Random noise amplitude 
ijr  - Distance between two particles i  and j  where ij ijr r≡ G  and ij i jr r r≡ −G G G  









= - The direction vector from particle i  to particle j  
ijv - Relative velocity between two particles where ij i jv v v= −  
, ,C R Dw w w  - Corresponding weight functions 
ξ  - Random variable with zero mean and unit variance. 
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 (2.4) 
The density iρ of ith particle system is given by: 
 i i iS m nρ ⋅ ⋅=  (2.5) 
where n  is the average particle density per unit volume, iS  is the scaling factor, im  is 
the molecular mass. We call i i iM S m=  is the mass of the DPD cluster. 
Espanol and Warren (1995) have investigated the equilibrium state of the DPD system 
using Fokker-Planck formalism. The first result for the DPD system equilibrium state 
is so-called detailed balance. It has been showed that the continuous-time DPD 
algorithm satisfies the detailed balance when the weight functions Dw  and Rw  satisfy: 
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where Bk  and T  are the Boltzmann constant and the temperature of the system, 
respectively. This will ensure that the particulate temperature, strictly speaking the 
fluctuation kinetic energy of the system, remains constant. While the random inter-
particles force RijF  which represents the results of thermal motion of all molecules 
contained in particle i  and particle j  heats up the system, the dissipative force DijF  
reduces the relative velocity of two particles and removes kinetic energy from their 
mass center to cool down the system.  
2.2 MODIFICATION OF THE FORMULATION 
2.2.1   THE WEIGHT FUNCTIONS 
The weight functions determine the distribution of the forces within the specified cut 
off radius. For a soft interaction, these weight functions are of lower degree, whereas 
for the hard interaction, these functions are made-up of high degree polynomials 
charactering Vanderwalls intermolecular forces. The weight function for the 
conservative force determines the property of the fluid under study. 
The dissipative force also directly affects the rate of momentum transfer within the 
system and thus the dynamic properties of the system, such as the Schmidt number Sc , 
and its viscosity η  etc. The Schmidt number is a dimensionless parameter, defined as 




ρ=      (2.7) 
Because the soft interaction between particles in a DPD system, the speed of 
momentum transfer is slow and has the same order of particle diffusion, that is, the 
Schmidt is about unity. The viscosity of the DPD system is also slow, about 10-4 cP. 
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For real fluids, water for example, the Schmidt number is O(103) and its viscosity is 
about 1 cP. 
To improve the dynamic behavior of the DPD system, we write the weighting function 
for the dissipative force in a more general form:  
( ) ( ) 2 (1 / )
0
s
D R c c
c
r r r rw r w r
r r
⎧ − <⎪⎡ ⎤= = ⎨⎣ ⎦ >⎪⎩
                              (2.8) 
where rc is the cutoff radius for the dissipative and random forces, and s is the 
exponent of the weighting function. Here rc is allowed to be larger than one. 























Figure 2.2. The weighting function for dissipative forces 
The weighting function is plotted in Fig.2.2 for some typical values of s. When s=2, 
the weighting function for the conventional DPD formulation is recovered; ( )Dw r  and 
its gradient are both continuous at / 1cr r = . However, we can see that though the 
weighting function is still continuous at / 1cr r = , its gradient is discontinuous there if 
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1.0s ≤ ; and that the jump of the weighting functions across / 1cr r =  becomes larger 
when s is smaller. It is not obvious what influence the discontinuity of the gradient of 
has on the DPD system. We only require the continuity of the weighting function itself 
and allow a mild discontinuity of its gradient. Hence 1/ 2s =  is chosen in the present 
study instead of 2s =  as in other people’s previous simulations (Novik and Coveney, 
1997; Dzwinel and Yuen, 2000). 
2.2.2 ASSESSMENT OF DYNAMIC BEHAVIOR 
Now we further assess the effect of s on the Schmidt number and viscosity of a DPD 
system. Similar to Groot and Warren’s (1997) analysis, we can obtain the dynamic 
properties of the DPD system. The dissipative viscosity can be expressed as a function 
of s 
                               
2 52 1 4 6 4 1
15 1 2 3 4 5
D cr
s s s s s
πγρη ⎛ ⎞= − + − +⎜ ⎟+ + + + +⎝ ⎠                     (2.9) 
as shown in Fig 2.3, the dissipative viscocity increases with s decreases drastically. 
Now we can further compare the dynamic properties for 1/ 2s = with those for 2s = , 
as obtained by Groot and Warren (1997), as listed in Table 2.1. 
It is seen from Table 2.1 that simply reducing the exponent of weighting function, s, 
from 2.0 to 0.5, we can increase the viscosity and Schmidt number significantly. For 
example, Sc would increase to 35.5 times if Sc >>1/2. This analysis shows a way to 
improve dynamic behavior of the system with the same computational requirement.  
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Figure 2.3. The influence of s on dissipative viscosity η  
 
 
Table 2.1. Dynamic property for two DPD systems 















Viscosity, η  2 52
2 1575
crD πγρρ +  
2 5512
2 51975
crD πγρρ +  














The expressions in Table 2.1 also indicate the dependence of the dynamic properties 
on γ  and rc. The Schmidt number is proportional to γ2 and rc8. It means that when we 
want to increase Schmidt number, we can increase γ or rc or increase both. However, 





. If the 
temperature of the system can be well controlled, it is feasible to improve the dynamic 
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properties of the system by the way of increasing γ. As stated above, the most efficient 
way to increase Schmidt number is to increase rc as it is proportional to rc8. However, 
the computational demand of calculating the dissipative and random force is 
proportional to the cube of rc. The computation cost is an important factor to consider 
when simulating large systems.  
2.3   MATCHING MACROSCOPIC PROPERTIES TO DPD INTERACTIONS 
One of the most difficulties of DPD is how to relate the real fluid properties such as 
density, temperature, diffusive coefficient, kinetic viscosity, sound velocity etc. to the 
DPD parameters. This problem is very important since simulations are ultimately a 
tool to study real fluid processes. Moreover, knowledge of the relationships between 
real fluids properties and DPD interactions will help us to better understand and 
control the behavior of DPD fluids.  
Marsh (1998) has derived hydrodynamic variables such as viscosity and diffusive 
coefficients based on the linearized Fokker-Planck equation as follows: 
















⎧ ⎫⎪ ⎪⎨ ⎬⎪ ⎪⎩ ⎭
= ++
=
                                         
(2.10)
 
where n  is the particle density, m  is the mass of the particle, d  is the dimension of 
the system, 0ω  is the collision frequency, wt  is the traversed time and bk T  is the 
equilibrium temperature. 
 
The collision frequency ω0 and the traversed time tw are given by 
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               (2.11) 
where []r which denotes for an integral over the position space, is given by 
                                                 
( )[ ] ( )∫= tvrfdrtvrf r ,,.,,                                         (2.12) 
The equation (2.10) is explicit expressions for the thermodynamic and transport 
properties in terms of density n, temperature KbT, friction γ, and range r. These 
equations are derived from the macroscopic evolution equations, decribing the fluid 
dynamics on large spatial and temporal scales, i.e. the Navier-Stokes equation. 
In addition, Dzwinel and Yuen (2000) have also estimated DPD collision parameters 
, andα γ σ  from real fluid properties such as kinetic viscosity, diffusive coefficient, 
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Dif Diffusive 





γυ ⎡ ⎤= +⎢ ⎥+⎣ ⎦  
  
 
Table 2.2. Input data and internal parameter computed by kinetic theory and 
continuum limit equations (from Dzwinel and Yuen, 2000) 
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2.4   INTEGRATORS 
In this section, various integration schemes applied in DPD are presented in detail. The 
similarity among these schemes is the dependence of dissipative forces on velocity. 
However, they completely differ in the approaches. Although each scheme contributes 
significantly in forming DPD model, it has both advantages and disadvantages. In the 
purpose of choosing the best scheme for further usage, we will study these schemes by 
their performances.  
The stochastic differential equation pertaining to DPD is given by 
             ( )1
i i
C D R
i i i i
i
dr v t
dv F t F t F t
m
= ∆
= ∆ + ∆ + ∆                                      (2.13) 
a. Euler integrator 
The Euler integration scheme is the basic form of integration. The single integration 
step is given by: 
Table 2.3 
The Euler approach 
(1) Calculate forces 
(2) ( )1 C D Ri i i i iv v F t F t F tm= + ∆ + ∆ + ∆  
(3) i i ir r v t= + ∆  
 
b. Velocity verlet integrator (DPD-VV) 
In Table 2.4, steps in the velocity verlet integrator have been summarized. This 
velocity verlet algorithm is based on the Euler algorithm but more accurate. It 
calculates the forces at an intermediate point and then the velocity is recalculated to a 










The DPD-VV approach 
(1)  ( )1 12 C D Ri i i i iiv v F t F t F tm= + ∆ + ∆ + ∆  
(2) i i ir r v t= + ∆  
(3) Calculate forces ( ) ( ) ( ), ,C D Ri ij i ij i ijF r F r F r  
(4) ( )1 12 C D Ri i i i iiv v F t F t F tm= + ∆ + ∆ + ∆  








= − ∑  
 
We can see in this algorithm, the calculation of force, which is more computationally 
demanding, is done only once whereas the velocity is updated at two points. Thus, the 
increase in accuracy is achieved with less increase in computation. 
c. Self-consistent schemes (SC-VV) 
In the interaction forces, only the dissipative force is dependent on velocity, which is 
in turn dependent partly on the dissipative force. The self-consistent scheme 
recalculates the dissipative force and the velocity and the convergence is reached. The 
algorithm is similar to the DPD-VV method. 
Table 2.5 
The SC-VV approach 
(1) ( )1 12 C D Ri i i i iiv v F t F t F tm= + ∆ + ∆ + ∆  
(2) i i ir r v t= + ∆  
(3) Calculate forces ( ) ( ) ( ), ,C D Ri ij i ij i ijF r F r F r  
(4) ( )* 1 12 C Ri i i iiv v F t F tm= + ∆ + ∆  





v v F t
m
= + ∆  
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(6) Calculate forces ( )Di ijF r  








= − ∑  
 
d. Integrator by den Otter and Clarke (OC) 
Den Otter and Clarke (2001) introduced an approach using a leapfrog algorithm in 
which variables α  and β  are predefined. These variables indicate the relative weight 
of the random forces to the conservative force and the dissipative force. 
In this approach, we calculate averages .Di iF v
G G , .D Di iF F
G G
 and .R Ri iF F
G G
 either 
analytically or numerical. Then α  and β  are calculated from: 
( )1 1 G teG tα − ∆= −∆                (2.14) 











G G                                                             (2.15) 






i i i i
R R
i i
m F v t F F
F F
α αβ − − ∆=
G G GG
G G                                       (2.16) 
Table 2.6 
The approach OC by Otter and Clarke 
(1) ( )1 1C D Ri i i i i
i
v v F t F t F t
m m
α β= + ∆ + ∆ + ∆  
(2) i i ir r v t= + ∆  








= − ∑  
 
Chapter 2: Formulation of The Method 
 
 41
e. Shardlow’s splitting method (S1) 
Based on the methods of solving differential equations, Shardlow introduced an 
integrator that can be applied in DPD. The idea is to separate the conservative forces 
from the dissipative and random forces.  After splitting, while the conservative force 
can be solved using molecular dynamics methods, the dissipative and random forces 
are solved using Langevin method.  
Table 2.7 
The approach S1 by Shardlow 
(1) For all pairs of particle whose ij cr r<  
a) ( )( ) ( )21 1 1 1.2 2i i ij ij ij ij ij ij iji iv v w r v e e t w r e tm mγ σ ξ= − ∆ + ∆G G G G  
b) ( )( ) ( )21 1 1 1.2 2j j ij ij ij ij ij ij ijj jv v w r v e e t w r e tm mγ σ ξ= − ∆ + ∆G G G G  
c) 
( )
( ) ( ) ( )
2
2
1 1 1 1 .
2 2 1
ij
i i ij ij ij ij ij ij ij ij
i i ij
w r t
v v w e t v e e w r e t
m m w r t
γσ ξ σ ξγ
∆ ⎡ ⎤= + ∆ − + ∆⎣ ⎦+ ∆
G G G G G  
d) 
( )
( ) ( ) ( )
2
2
1 1 1 1 .
2 2 1
ij
j j ij ij ij ij ij ij ij ij
j j ij
w r t
v v w e t v e e w r e t
m m w r t
γσ ξ σ ξγ
∆ ⎡ ⎤= − ∆ + + ∆⎣ ⎦+ ∆






v v F t
m
= + ∆  
(3) i i ir r v t= + ∆  






v v F t
m






v v F t
m







= − ∑  
 
f. Lowe’s approach – Lowe-Andersen method (Lowe) 
In this approach, all pairs of particles whose ij cr r<  are set with a probability tΓ∆  
of taking a new relative velocity from Maxwell distribution.    
 




The approach by Lowe using Gaussian distributed random numbers ( )gijξ  from a 






v v F t
m
= + ∆  
(2) i i ir r v t= + ∆  






v v F t
m
= + ∆  
(5) For all pairs of particles whose ij cr r<  
a) Generate .oij ijv e
G G from a distribution ( ) *2 /g Bij k T mξ  
b) ( )2 .oij ij ij ij ije v v e∆ = −G G G G G  
c) i i ijv v= + ∆
G
 










= − ∑  
 
2.5   PERFORMANCE OF THE INTEGRATORS 
In the dissipative particle dynamics, the thermal fluctuations are considered the most 
important physical quantity in studying hydrodynamics behaviors of fluid at 
mesoscopic scales. In studying the performance of the integrators, the average kinetic 
temperature Bk T  will be calculated after the system has equilibrated. Nikunen et al. 
(2003) investigated the performance of several integration schemes by testing 
independently each scheme in two model problems A and B. The first model problem, 
A, concerns the performance of integration schemes in the absence of conservative 
interaction; the dynamics of the system is only governed by the thermal noise and 
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dissipative components. Contrary to the first model problem, in the second model 
problem B, the conservative interaction is one of three major interactions in the system, 
it has the form of ( ) ( )Cij ij ijF r Aw r=  where 25A = . The simulation is run in 
10 10 10× ×  sized box with periodic boundary conditions. Particle density 4ρ = , all 
particles are identical and their mass are set as unit of mass, i.e. 1im m= =  for all i , 
the desired thermal energy is 1Bk T =  and the random force strength is 3σ = . 
Summary of the results are shown in figure 2.4. 
 
 
                                    (a)                                                                   (b) 
Figure 2.4.Results for the deviations of the observed temperature Bk T  vs. the size of 
time step t∆ , a) in model A, b) in model B (from Nikumen et al. (2003)). 
It has been shown in model problem A (Fig 2.4 a) that the scheme DPD-VV and SC-
VV perform very well at small time increments but the deviation becomes very large at 
greater time steps. For the scheme OC, the deviation is greater than the DPD-VV but 
smaller than SC-VV. For Shardlow S1 and Lowe scheme, the temperature is controlled 
very well,. The average kinetic temperature Bk T  is maintained close to the desired 
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temperature of 1.0  for all time steps t∆ . For model problem B, as shown in Fig 2.4 b), 
all the integration schemes performed quite well only for small time steps.  
From the above results, it can be concluded that the Lowe and S1 perform better than 
the other schemes. However, they are very expensive computationally since additional 
computations associated with particles within Cr  are needed. The DPD-VV scheme 
represents the best compromise between accuracy and cost. This is thus selected for 
the DPD simulation carried out in this work.  
2.6   APPLICATION OF CELL ALGORITHM IN PARTICLES AND WALL 
INTERACTIONS 
2.6.1 Particles interactions 
In DPD system, particles interact with each other within a circle defined by the cutoff 
radius Cr . Outside this circle, the interaction forces vanish. Though checking all the 
particles of the system to find their distances to the particle can be easily done, it 
consumes a lot of CPU time. The cost is particularly severe for a large number of 
particles.  
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Figure 2.5. Interacting particles 
  
Figure 2.6. Schematic representation of interacting cells 
Tto solve this problem, the system space is subdivided into cells (see figure 2.5). 
Particles are distributed on over all the cells. Each particle is assigned the cell ID of the 
cell that it resides in. In the simulation, at each time step, a neighbor list is made of all 
cells covering the cutoff radius region. And only particles in the listed neighbor cells 
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are taken into account in checking their distances to the particle under consideration. 
This helps to reduce the computational cost considerably. 
This cell-based algorithm is frequently used in MD simulations. The efficiency of cell 
algorithm in reducing the evolution time in DPD simulations has also been studied by 
Sundar and Khoo (2005).  
2.6.2 Wall interactions  
The cell algorithm is also used in calculating particle-wall interaction. Checking all 
particles to find their distances to the wall is computationally expensive, particularly in 
the case of inclined walls.  
 
Figure 2.7. Cell-Wall interaction 
Initially, we calculate the distance L  from the center of all the cells to the center of the 
wall particles. Then, a neighbor list is made of the cells which satisfy the condition: 
                                                       CL cr r− <                                                          (2.17) 
where Cr  is the cutoff radius, and cr  is the radius of the circle around the cell.   
rC 
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Then, similar to particle interactions, only the particles in the listed cells are taken into 
account in checking their distance to the wall particles. This technique also shows 
effectiveness in reducing computational cost.  
2.7 THE WALL BOUNDARY CONDITION 
2.7.1 The need for wall boundary condition 
Wall boundary in DPD serves the purpose of keeping the particles within the system 
domain and to appropriately reflect particles back into system space in a manner that 
preserves the usual non-slip flow condition. 
Defining the wall boundary condition is a very important aspect of DPD flow 
simulation. In particle methods, specifying the wall boundary condition is much more 
complex due to the discontinuity in space at the wall. Large fluctuations of the fluid 
properties can be created if the wall-fluid particle interactions are not properly handled. 
In DPD methods, specifying the wall boundary faces three main difficulties. They are 
related to the need to  
1. Maintain the temperature distribution 
2. Maintain the density distribution 
3. Enforce the no-slip boundary condition 
2.7.2 The conventional wall boundary 
At each time step, there are two steps to force the wall boundary condition in the 
simulation. Firstly, fluid-wall interaction forces are calculated using Eq. (2.18). After 
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that, the particles are relocated according to their new positions which are calculated 
according to Eq. (2.19).   









i ++= 1              (2.18) 
                                                                dtvdr ii =                (2.19) 
In conventional DPD wall model, the wall comprises two parts: a set of ‘frozen’ 
particles that interact with the fluid particles and a mathematical wall to prevent the 
fluids particles escaping from the system domain (see figure 2.8). However, it is 
difficult to maintain the mathematical wall since fluid particles may penetrate the 
assigned wall particles due to the soft interactions between DPD particles. In addition, 
slip phenomenon of the near-wall particles may occur if their velocities are sufficiently 
high. To prevent this, density of the wall particles and their repulsive field strength are 
usually increased to strengthen the wall. Increasing the number of layers of wall 
particles is also useful. However, these can produce large density fluctuations in the 
flow field near the wall. 
 
Figure 2.8. Strengthen the wall by increasing the number of layers of wall particles 
Much attention has been given to solve this problem. It has been suggested that no-slip 
boundary conditions should be used instead of using frozen wall particles. Revenga et 
al. (1999) proposed a technique using a large force to represent for the effect of the 
Fluid Wall 
‘Frozen’ wall particles  
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wall on the fluid particles. However, in some cases, this force is not large enough to 
prevent fluid particles from escaping out of the system. Willemsen et al. (2000) proved 
that adding one more layer of particles outside the domain is really helpful. The 
position and velocity of these additional particles are defined by the inside near-wall 
particles in such a way that the mean velocity of the inside and outside near-wall 
particles satisfies the boundary conditions. This technique has been proved to be useful 
in simple domains but not so easy to implement for geometrically complex domain.   
2.7.3 The impenetrable wall model 
In DPD, the impenetrable wall is modeled so that fluid particles cannot pass through. 
However, due to the soft interactions between the particles, fluid particles can diffuse 
through the wall. To solve this problem, as mentioned above, higher density and 
stronger repulsive force can be applied to wall particles but this results in large density 
fluctuations. Therefore, a mechanism is introduced to reflect escaping particles back to 
the system.  
Specular Reflection Bounceback Reflection Maxwell Reflection  
Figure 2.9. Wall reflection models 
There are typically three types of reflections: specular, bounce back and Maxwell 
reflections. Specular reflection is the simplest form of reflections in which the normal-
wall velocity is reversed.  In Maxwell reflection, fluid particles colliding with the wall 
are brought back into the system with a velocity defined by a Maxwell velocity 
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distribution. In bounce back reflection, the fluid particles have their incident velocity 
reserved upon collision with the wall.  
In comparison with each other, each reflection model has its own advantages in 
implementing the no-slip boundary conditions. While specular reflection is simple to 
model, Maxwell reflection provides a good temperature distribution control along the 
wall. However, the bounce back reflection model can be said to dominate over the left 
two models in representing the no-slip boundary condition because the colliding 
particles have zero mean velocity through the collision.      
Though the bounce back reflection is good, it makes the simulations unstable. 
Therefore, in this thesis, we employed the specular reflection to reflect escaping 
particles back to the system.   
2.7.4 New continuum wall model with single layer of particles 
To overcome the disadvantages of the conventional wall, Sundar and Khoo (2005) has 
proposed a new wall model based on a continuum approach. In this model, the wall is 
assumed to be continuous though it is also made of uniformly distributed particles. The 
fluid particle-wall interaction can be determined by integrating a weighting function in 
the interaction region. One should keep in mind that among the three types of 
interaction forces, the conservative force is larger in magnitude. Hence, maintaining 
the particle density should take care of conservative force. The idea of this model is 
that balancing only the conservative force of the fluid-wall interaction can help to 
decrease fluid density fluctuations near the wall.   
For this wall model, the equations for DPD fluid-wall interaction can be rewritten as  
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i += 1               (2.20) 







1=                (2.21) 




ii dvdvdv +=                (2.22) 
                                                          dtvdr ii =                (2.23) 
In this wall model, Sundar and Khoo (2005) used only one layer of wall particle rather 
than multi-layers. The key idea is to make particle density as a variable parameter 
which can be done by integrating the weight function of conservative force in the 
region of interaction. (Readers are preferred to Appendix B.3 for further details). 
Unlike the conventional wall model where the particles of the wall interacted the fluid 
particles via three types of interaction forces as illustrated in Eq. (2.18), this new wall 
layer interacts with the fluid particles only via dissipative and random interaction 
forces, while the conservative force interaction is effected via the continuum approach. 
The same types of reflection are also used in this model to repel fluid particles hitting 
the wall back into the flow. The most important advantage of this new single-layer 
wall model over the conventional wall model is its ease in implementation in the 
simulation and in specifying wall density of curved walls.     
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DOMAIN GROWTH AND PHASE SEPARATION 
OF IMMISCIBLE FLUIDS 
3.1 INTRODUCTION 
The mixing of immiscible liquids at mesoscales has recently attracted the attention of 
researchers. Two liquids are immiscible if they do not diffuse into each other when 
placed adjacent to each other. A common example is a mixture of oil and water. In this 
case the oil particles attract each other through a so-called short-range van der Waals 
force, the water particles attract each other through a long range-force dominated by 
electrostatic interactions.  
Phase ordering is a process by which a system evolves to equilibrium state from a 
homogeneous phase into two-phase region. Over the last decades, it has been difficult 
to obtain analytical solutions. Therefore, much experiments and computational 
simulations have been carried out. It was found out that the domain growth follows a 
scaling law (Binder and Stauffer, 1974; Gunton et al., 1983; Bray, 1994). It has been 
shown that the average domain size at time t , ( )R t , obeys asymptotic form ( )R t t β∝  
in which β  depends on the conservative laws, the dimensions of the system etc. 
(Hohenberg, and Halperin, 1977). 
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Much effort have been attempted to predict or validate the growth exponent β  for 
different classes of systems. Lifshitz and Slyozov (1961) found out that the growth 
exponent β  should be 1/3  for a system with conserved order parameters and without 
momentum conservation. Through experiments and computer simulations, this result 
has been confirmed by Gunton et al. (1983). Besides, based on dimensional analysis, 
Siggia (1979) predicted that for 3-D systems, there should have been a crossover in 
domain growth and the exponent should be 1/3β =  for early-time regime and 1β =  
for late-time regime. Later, experiments showed the same results (Wong and Knobler, 
1981; Perrot et al., 1994). However, San Miguel et al. (1985) argued that Siggia’s 
theory was inaccurate and that 1/ 2β =  in 2-D and 1/3β =  in 3-D instead of 1 as 
proposed by Siggia. After that, Velasco and Toxvaerd (1993) have successfully 
employed MD technique in the domain growth simulations and showed that β  should 
be 1/ 2  for early-time regime and this value must be greater for late-time regime. On 
the other hand, 2 /3β =  has been found by Lattice Boltzmann (Alexandar et al., 1993) 
and Langevin dynamics (Wu et al., 1995) simulations.   
Motivated by the successful applications of the dissipative particle dynamics technique 
in simulations of complex fluids, Coveney and Novik (1996) first employed this 
method in simulating the domain growth in phase separation of binary immiscible 
fluids. For 2-D problems, the authors again confirmed that the growth exponent should 
be 1/ 2 and 2 /3   for early- and late-time regime, respectively. In addition, they also 
proved that the surface tension between two immiscible fluids obeys the Laplace’s law. 
A few years later, also using DPD, Dzwinel and Yuen (2001) have again validated 
these growth exponents and the surface tension. In comparison with Coveney and 
Novik’s work, one most important advantage in Dzwinel and Yuen’s simulations is 
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that the authors matched the DPD interactions with real fluid properties. This allows 
DPD method to simulate real fluids.  
In this thesis, the author also employs DPD in simulating the domain growth in phase 
separation of immiscible fluids. The mixture is the most common one: oil/water. In the 
simulation, the Brownian force coefficient is chosen as 1σ = . According to equation 
(2.6), the dissipative coefficient γ  can be computed from a given value of σ . We 
define the immiscibility between two fluids A and B: AB AB AA AB BBα α α α∆ = − = − . 
When 0AB∆ ≤ , the two fluids are miscible; when 0AB∆ > , two fluids are immiscible, 
i.e. two fluids will separate to each other. The phase separation occurs only in the 
system of two immiscible fluids and this process depends on the value of AB∆ . They 
can separate completely or can produce emulsion.  
3.2 THE PHYSICAL LENGTH AND TIME SCALE OF THE SIMULATION 
In DPD simulation, liquid elements are represented by beads (particles) which interact 
with each other within a cutoff radius Cr . It is convenient to take this cutoff radius Cr  
as the unit of length and Bk T  as unit of energy in the simulation.  
To find the physical length and time scale, we will address the relation between the 
unit of length Cr  and the volume of a DPD bead.  Let Dn  be the bead density, i.e. the 
number of DPD beads per cubic Cr  and mN  the number of water molecule that each 
DPD bead represents. Hence, a cubic of volume 3Cr  represents D mn N  water molecules.  
According to Groot and Rabone (2001), each water bead has a volume of 90 Å3 and a 
water molecule has a volume of 30 Å3. It can be concluded that each water bead must 
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contain three water molecules, that is, 3mN = . Then, by matching the volume of a 
bead to that of mN  water molecules the unit of length Cr  can be calculated:  
 ( )1/33.107C D mr n N=  (3.1) 
Because the bead density  10Dn =  was chosen in this simulation, the corresponding 
value of Cr  is: ( )1/33.107 9.654C D mr n N= =  Å with 3mN =  
Since each water-bead represents three water molecules, the self-diffusion constant of 
a water-bead is one-third of the self-diffusion constant of water (Groot and Rabone, 
2001). The authors also showed that the physical time scale can be found by matching 
the diffusion constant of water. 




rD τ=  (3.2) 
Since /3bead waterD D= , we can now calculate the time scale τ  with the experimental 
value of diffusion constant of water 5 22.43 10 cm /swaterD
−= ×  (Partington et al., 1952). 
 




τ ×= = =  (3.3) 
For the Velocity-Verlet algorithm, Groot and Warren (1997) has shown that the 
suitable time step should be 0.06 11.76 pst τ∆ = = . 
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3.3 INPUT DATA 
A few simulations were carried out for some different quenches to model the phase 
separation in binary immiscible fluids. Asymmetric quenches were carried out for 
some ratios of two particle types. However, the author will focus on the phase 
separation in symmetric quenches of two immiscible fluids. Exactly half of the 
particles are oil, colored red and the rest are water, colored blue (or green). At the 
initial state of the simulation, particles are placed in alternate layers; each layer 
containing one type of particles. All particles are assumed to be motionless at the start 
of simulation.  
The simulations were carried out in a 2-D box with periodic boundary conditions. A 
relatively large particle density 10Dn = , which corresponds to 36,000 particles was 
used in these simulations. The physical length and time scale are also taken the values 
which have been calculated above: 9.654Cr =  Å and 196 psτ = .  The box size was 
60 60×  in Cr  unit corresponding to 579.24 579.24×  Å2 in physical unit. The 
parameters of simulation are summarized in Table 3.1.  
Table 3.1. Summary of parameters used in Domain Growth and Phase Separation of 
Binary Immiscible Fluids Simulations 
 
Parameter Value Meaning 
Bk T  1 Temperature 
Cr  1 Cutoff radius 
Dn  10 Particle (bead) density per unit volume 
x yL L×  60 x 60  System dimensions 
σ  1 Noise amplitude 
αAA, αBB 20 Repulsion between identical particle types 
αAB Various values Repulsion between different particle types 
mA 1 Mass of water  particle 
mB 0.98 Mass of oil particle 
tN  40000 Number of time steps 
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3.4 SIMULATION RESULTS 
The simulations were allowed to evolve over 30000 time steps. At each chosen time 
interval, the system was recorded so that the temperature, the single-phase region can 
be governed using the kinetics. Coveney and Novik (1996) recommended that the 
growth of binary immiscible fluid should follow the power law with good accuracy.  








for R vR t t
for R
β ρβ θ
⎧ ⎫<⎪ ⎪⎪ ⎪∝ = =⎨ ⎬⎪ ⎪>⎪ ⎪⎩ ⎭
 (3.4) 
where ( )R t  is the time-dependent domain size; R H  and θ  are the hydrodynamic 
length and surface tension, respectively. The hydrodynamic length R H  is estimated as 
a crossover point between the early- and late-time regime. When the hydrodynamic 
interaction is assumed to be neglected, β  is set to be 1/ 3 .  
To calculate the domain growth, at each time step, we calculate the structure function 
as proposed by Coveney and Novik (1996).   
                 ( ) ( ) ( )( ) ( ) 21 2 1 21, x, x, exp 2 xS t t t i dV ρ ρ ρ ρ π= − − + × − ⋅∫k k x  (3.5) 
where ( ) ( )1 2x, , x,t tρ ρ  are the spatial mass density of particle 1 and 2 at the time t  at 
a site with coordinates given by x, respectively; 1 2,ρ ρ  are the average mass 
density of particle 1 and 2, respectively; and k  is the wave number. The authors also 
noted that since the 2-D periodic boundary conditions are imposed on the simulation 
cell, the structure function is only meaningful at points in the Fourier space satisfying: 
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                                     ( ), , , ,x y
x y
m nk k m n
L L
⎛ ⎞= = ∈⎜ ⎟⎜ ⎟⎝ ⎠
k ]           (3.6) 
where xL  and yL  are the x - and y -length of the box.  
To characterize the growth of domain size of the system, the mean of k  which is 
weighted by the structure function is calculated. However, the authors emphasized that 
unlike the lattice-gas simulation technique in which points are discretized on a grid, the 
DPD particles are positioned continuously in the domain. Therefore, the structure 
function is still meaningful when k  approach infinity. Nevertheless, rather than using 
the structure function , Coveney and Novik (1996) has proposed a function ( ),F tk  
which was fit to the grid points holding the meaningful values of ( ),S tk . In the 
simulation, the formula of ( ),F tk  is:  
                         ( ) ( ) ( ) ( )( )20 1, , expF t F t c t c t= = −k k k k                        (3.7) 
where ( )0c t  and ( )1c t  are coefficients evaluated by fitting ( ),F tk  to ( ),S tk . 
The domain size is then calculated                            
 ( ) 1
k
R t =  (3.8) 
The computed values of ( )R t  will be then plotted in log-log versus t . Let’s write: 
 ( )R t t β∝  (3.9) 
in which β  is the growth exponent that we need to find. 
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Similar to what has been done by Coveney and Novik (1996), to obtain accurate 
results, the results would be taken average from several simulations. In this thesis, ten 
simulations would be carried out with the parameters described in Table 3.1. The 
complete results for ten simulations are in Table 3.2.  







10log t  cross 
over 
10log R  cross 
over 
1 0.4705 0.648 3.012 0.863 
2 0.4701 0.640 3.000 0.865 
3 0.4692 0.667 3.014 0.865 
4 0.4755 0.657 3.103 0.898 
5 0.4812 0.644 3.073 0.884 
6 0.4786 0.636 3.004 0.874 
7 0.4754 0.665 3.054 0.913 
8 0.4803 0.673 3.065 0.858 
9 0.4775 0.664 3.000 0.877 
10 0.4813 0.677 3.076 0.902 
 
Table 3.3. Relative error of mean from ten simulations’ results in comparison with 
Coveney and Novik’s results 
 Slope1 Slope2 10log t  
crossover 
10log R  
crossover 
Present results 0.476 0.657 3.040 0.880 
Coveney and Novik 0.477 0.65 3.060 0.90 
Relative error 0.002 0.010 0.006 0.022 
The average domain size from ten simulations was plotted versus t   in a log-log plot in 
figure 3.1. By simulating the same problem and comparing the numerical results to the 
available results from Coveney and Novik (1996), we found that the simulation in this 
thesis has produced consistently results in terms of small relative error (Table 3.3). It 
can be seen in Table 3.2 that the results follow exactly with the scaling power law in 
Eq. (3.4). There are two scaling regimes, called early- and late-time regions. For the 
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first scaling regime, the early-time exponent β  obeys closely to 1/ 2  and the late-time 
exponent β  increases to 2 / 3  for second scaling regime.  

















Figure 3.1. The variation of the average domain size with time in a log-log plot with 
immiscibility factor  30∆ =  
It also can be seen from the figure that these two regions have a crossover at about the 
time steps 1000t t= ∆  and the value of the hydrodynamic length HR  defined as the 
crossover point can be estimated: 0.910 7.94HR ≈ =  in Cr  unit, roughly 7.62 nm.   
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Figure 3.2. The snapshots of binary separation of immiscible fluids at different time 
steps when 30∆ =  
(a) 9100 1.176 10 sect t −= ∆ = ×      , (b) 81000 1.176 10 sect t −= ∆ = × , 
(c) 82000 2.352 10 sect t −= ∆ = ×   , (d) 84000 4.705 10 sect t −= ∆ = × ,  
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( )a  
   
( )b  
   
( )c  
   
( )d  
Figure 3.3. The snapshots of phase separation at various values of immiscibility factor   
(a) 13 (b) 30 (c) 200 (d) 600 at various time steps: 82000 2.352 10 sect t −= ∆ = × , 
710000 1.176 10 sect t −= ∆ = ×  and 715000 1.764 10 sect t −= ∆ = ×  
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We present the snapshots of phase separation of binary immiscible fluids for different 
time steps in Figure 3.2. We can see from the figure that there are the merging and 
contraction of the clusters. It is possibly due to viscous drag and high surface tension 
of the two immiscible fluids. This result is similar to those represented by Coveney 
and Novik. However, we cannot know whether and when the components of this 
binary immiscible fluid will be entirely separated or an emulsion will occur in the 
system. To answer this question, we will now study the role of repulsion parameter 
between two different particle types. The simulations are carried out for a few values 
of immiscibility factor. The results are presented in figure 3.3.  It has been shown that 
for large immiscibility factor, instead of the complete separation of the two phases, 
there occur droplets of various sizes.    
    
Figure 3.4. The initial phase at time steps 81000 1.176 10 sect t −= ∆ = ×  of separation 
process for ∆ =30 and 200 respectively 
The initial phase of domain growth at the time steps 1000 for ∆ = 30 and 200 
respectively is represented in figure 3.4. It can be seen that for small value of ∆ (i.e., 
small repulsion between particles of different type), the “void” between the two phases 
is weak; however, it is very strong when the value of ∆ is large. This is proven by the 
fact that a small ∆ values produce a small average separation distance between the two 
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different types of particles whereas a large ∆ values produce a large separation 
distance. It is also significant to note that the “void” increases with time from the start 
of the simulation and reach the maximum value after 500-1000 time steps.  
In addition, we also examine the phase separation of the fluids having large difference 
in density 1:3 in the case of large immiscibility factor. The snapshots at different time 
steps are presented in figure 3.5. From the figure we can see the increase in the number 
of bubbles of various sizes. The smallest size of these bubbles may be tens of particles 
and the largest size can reach thousands. The bubbles do not merge and remain very 
stable in both shape and amount when time is roughly greater than 15000t t= ∆ . 
Dzwinel and Yuen (2000) indicated that the contraction of the threads into spherical 
bubbles is the reason making the kinetic energy increased in the beginning of the 
simulations.  
According to Dzwinel and Yuen (2000), when the immiscibility factors are sufficiently 
large, there occur emulsions in the system. However, in our obtained results, the 
presence of emulsion is very rare. Though in the Fig. 3.5, there are some emulsions, 
however, compared to Dzwinel and Yuen’s results, these emulsions are not 
remarkable.  
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Figure 3.5. The snapshots of the phase separation of the fluids having large difference 
in density 1:3 with various immiscibility factors (a)∆=30 (b) ∆=80 (c) ∆=180 
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3.5 CONCLUSION 
We have investigated the domain growth and phase separation of binary immiscible 
fluids in two spatial dimensions using dissipative particle dynamics. It is found that for 
small value of immiscibility factor, the time-dependent domain growth obeys the 
scaling law ( )R t tβ=  in which early-time and late-time exponent β  is close to 1/2 and 
2/3, respectively. This result follows exactly with the previous results obtained by 
other methods ranging from molecular dynamics (Velasco and Toxvaerd, 1993), 
Langevin dynamics (Lookman et al., 1996), lattice-gas automata (Emerton et al.) to 
dissipative particle dynamics (Coveney and Novik, 1996 and Dzwinel and Yuen, 
2000). For large values of immiscibility factor ∆, the phase separation process changes 
both quantitatively and qualitatively. It’s expected that the two phases will completely 
separate when ∆ increases. However, the results show there exist many spherical 
bubbles with various sizes. The presence of emulsions as obtained by Dzwinel and 
Yuen (2000) at large immiscibility factor is not common in the simulations’ results.   
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MIXING DRIVEN BY RAYLEIGH-TAYLOR 
INSTABILITY  
4.1  INTRODUCTION 
In this chapter, we shall consider mixing of binary fluids driven by the Rayleigh-
Taylor (R-T) instability. The Rayleigh-Taylor instability has been studied by many 
researchers. At the macroscopic level, the process of the development of the Rayleigh-
Taylor instability is affected by various factors like the surface tension between two 
immiscible fluids, viscosity and compressibility of the fluids, the shape of domain, and 
the acceleration gravity, etc. These effects have been investigated by theory, 
experiment and by numerical simulation, mostly employing traditional methods of 
computational fluid dynamics (CFD). However, the continuum hydrodynamical 
approach encounters difficulty when dealing with the mixing driven by R-T instability 
at the mesoscopic level because of the multiscale nature of the flow fields, chemical 
reactions, etc. where the nonlinear processes of breakup and coalescence are very 
important and worth monitoring.  
In the mixing of two fluids, the interface between the two immiscible fluids needs to 
be tracked. In order to study mixing, motion of the interface, the merging and 
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reconnection phenomena of the interface must be captured by the model at each time 
step. In 1992, Glimm et al. introduced a method to solve this problem in continuum 
fluid models called the front-tracking method. However, this method seems to have 
difficulty dealing with the mixing at mesoscopic level. A possible reason is that in 
mesoscopic systems, the thermal fluctuations are important and cannot be neglected. 
Thermal fluctuations lead to a diffused rather than well-defined interface. 
In spite of such above difficulty in tracking the motion of interface between two 
immiscible fluids, Breuer and Petruccione (1993) suggested that the mesoscopic 
systems with thermal fluctuations could be simulated by a stochastic version of the 
traditional computational fluid dynamics method.  The advantage of this method is that 
beside the temperature fluctuation, the velocity fluctuation and density fluctuation can 
also be incorporated by using the Fokker-Planck equation. Nevertheless, this method is 
not capable of simulating the R-T instability mixing of two immiscible fluids. 
Moreover, in the simulation of complex fluids, this method also faces difficulties 
involving the coarse graining and large size of fluid particles.  
According to Ottino (1989) and Ottino et al. (2000), there are two processes in mixing: 
breakup and coalescence of the interfaces. The coupling of these two processes in the 
mixing of two immiscible can be done by employing discrete particles in representing 
the fluid flows. This idea has been successfully used in large-scale simulations of 
flows at microscopic level over a domain having an area of 610  Å2 by molecular 
dynamics method. However, compared to dissipative particle dynamics, it is believed 
that the MD’s computational efficiency is much lower, especially in mesoscopic 
simulations. By considering each particle as a cluster of molecules, the simulation will 
be done with larger spatial scales. Dzwinel and Yuen (2001) have effectively 
Chapter 4: Mixing Driven by Rayleigh-Taylor Instability 
 
    69
employed this up-scaling proposal in the DPD method to simulate mixing of binary 
immiscible fluids by R-T instability. In their simulation, the breakup and coalescence 
processes are monitored in detail carefully. The interactions between the overall flow 
and the smaller flow structures are also observed.  
4.2 FUNDAMENTALS OF R-T INSTABILITY FOR IDEAL FLUID LAYERS 
Let us consider two immiscible fluids layers, one lying on top of each other and 
bounded between two substantially long, horizontal flat surfaces as illustrated in 
Figure 4.1. The densities of the fluids in the top and the bottom layers are 1ρ  and 2ρ , 
respectively, and the corresponding surface tension between them is σ . The fluids are 
motionless at the initial stage. When the interface oscillates slightly, the small 
displacement of the interface is  
                                                             ( ),y x tξ=                            (4.1) 
Where ξ  is the vertical displacement from the equilibrium position 0y = . 
 
Figure 4.1. Two immiscible fluids of different densities bounded between two planes. 
Distances from the walls to the interface are a  and b  for the fluids 1 and 2, 
respectively. 
y 
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Since the ideal fluids are vorticity-free at the initial stage and in subsequent times by 
the conservation of circulation (Goranovic, 2003), the flow is thus potential and thus, 
the velocity of each layer is given by 
 ( ) ( )v i iφ= ∇  (4.2) 
where 1,2i =  and ( )tφ φ= . Inserting the above velocity into the Euler’s equation for 
incompressible flow: 
 2Du p u f
Dt
ρ µ= −∇ + ∇ +   (4.3) 
with zero viscosity, we obtain generalization of Bernoulli’s theorem for time 
dependent flow 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )21
2
i i i i i i
t v gz p f tρ φ ρ ρ∂ + + + =  (4.4) 
Since the potential ( )tφ  is not uniquely determined, it can be redefined by a time 
transformation ( ) ( ) ( ) /t t tf tφ φ ρ= +  without loss of generality. We can thus eliminate 
( )f t  from Eq. (4.4). If the velocities are small the quadratic term can also be 
neglected and we get for the pressures anywhere in the liquids 
 ( ) ( ) ( ) ( )i i i itp gzρ ρ φ= − − ∂  (4.5) 
At the wall, the vertical components of velocity ( )1v y  and ( )2v y  are zero, from Eq. (4.2), 
we get 
 
( ) ( ) ( )





A y a i kx t
B y b i kx t
φ ω
φ ω
⎡ ⎤= − −⎣ ⎦
⎡ ⎤= + −⎣ ⎦
 (4.6) 
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for the waves propagating in the x -direction.  
We now formulate the boundary conditions for velocities and stresses at the interface 
between two fluids. We define the "jump" in a function f(x; y; z) at the boundary z = z0 
between two media by the following, which represents the change in its value across 
the boundary:  
( )
00 0
2 1, , , ,
( ) ( ) z zx y z z x y z zf f f f f+ − == == − = − , 
where + and - refer to the different sides, 2 and 1 respectively, of the boundary. 
Velocity BCs:  
 0x y zv v v= = =  (4.7) 
 1 2y y
dv v
dt
ξ= =  (4.8) 
Stress BCs: 
 2Mi ik ik k s ip n T n nτ σ ξ− + + = ∇  (4.9) 
where the 2s∇  is the two-dimension (surface) Laplacian expressing the surface 
curvature for small deformations and MikT  is Maxwell stress tensor. 
At y ξ= , we have: 
 ( ) ( )0 0 0y zv φ= ∂ =  (4.10) 
 ( ) ( ) ( ) ( )1 20 0y y tφ φ ξ∂ = ∂ = ∂  (4.11) 
 2sp σ ξ− = ∇  (4.12) 
 
where we evaluated the derivatives at 0y =  since the oscillations are small. Inserting 
the pressure from Eq. (4.5) into Eq. (4.12) we get 
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 ( ) 2t sgρ ξ ρ φ ξ σ ξ+ ∂ = ∇  (4.13) 
which after differentiation with respect to time and using Eq. (4.11), gives the 
condition on the potential φ  
 ( ) ( ) ( ) ( )0 0 0 0y tt y xx zzgρ φ ρ φ σ φ φ⎡ ⎤∂ + ∂ = ∂ ∂ + ∂⎣ ⎦  (4.14) 
Inserting the solutions from Eq. (4.6) into the conditions Eq. (4.10) and (4.14), we 
arrive at two algebraic equations for two unknowns A and B. The eigen-frequency kω  
is determined when the determinant of the system vanishes: 







ρ ρ σω ρ ρ
− += + .                                   (4.15) 
If we call Re Imk k kiω ω ω= + , for the cases with Re 0kω ≠ , the stability will depend 






< →⎧⎪= →⎨⎪> →⎩
 (4.16) 







< →⎧⎪= →⎨⎪> →⎩
 (4.17) 
If the surface tension σ =0, then (4.15) shows that one of the eigen-mode has 
Im 0kω >  if 1 2ρ ρ> . In this case, the fluid on the top is heavier than the fluid at the 
bottom and the system is unstable.   
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For 0σ ≠ , the critical wave number and the corresponding critical wavelength can be 
found from the condition 2 0kω =  
 ( )1 2C gk ρ ρθ
−=  (4.18) 
 ( )1 2
2 2C
Ck g
π θλ π ρ ρ= = −  (4.19) 
Consider a system consisting of two fluids bounded by a box of L  length as in Fig. 
5.1, the minimum permissible wave number is Lk L
π=  and the corresponding 
wavelength is 2L Lλ = . The instability of the system happens only when the L Cλ λ>  
i.e. the length L of the box must be greater than the smallest length creating by the 
wave at the incipient stage of the instability.  
 
Figure 4.2. The incipient stage of the instability of the system consisting of two fluids, 
the heavy one is on the top and the light one is on the bottom. 
Thus, we obtain the length of the box in that case the instability of the system occurs:  
 ( )1 22CL L g
θπ ρ ρ> = −  (4.20) 
y=0 
x=0 x=L λC/2 
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For R-T instability involving viscous fluids, Chandasekhar (1961) concluded that the 
critical wavelength Cλ is not influenced by the viscosity. It means that the above results 
can be used for both viscous and inviscid fluids.  
4.3 INPUT DATA 
We will only consider symmetric quenches here for which the same particle density 
Dn  is used for both fluids. With particle mass im , the densities of the fluids are 
i i DS m nρ = ⋅ ⋅ . In this case, the heavier fluid is denoted by subscript H, while the 




ρ ρβ ρ ρ
−= +  (4.21) 
The simulation was carried out for the R-T mixing of two immiscible fluids such as oil 
and water in a 2-D box with periodic boundary condition. Similar to the DPD 
simulations of domain growth and phase separation (in Chapter 3), the cutoff radius Cr  
and Bk T  were also chosen as a unit of length and unit of energy, respectively. The 
physical length and time scales are chosen as 9.654Cr =  Å and 196 psτ =  (same as 
those in Chapter 3). A square box sized 60 60×  and a rectangular box sized 45 225×  
in Cr  unit, which are 579.24 579.24×  Å2 and 434.43 2172.15×  Å2 in physical unit 
respectively, are used in the simulations. The particle (bead) density was 10 per unit 
volume. Therefore the total number of particles of both types are 43.6 10×  particles, 
half of which particles are water (type 1) and the other half oil (type 2).  
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The simulations were evolved over 50,000 time steps under the effect of gravity 
acceleration ( ) ( )
10
11
2 2 2 212
length scale 9.654 10 m m0.2 0.2 14 10




⎡ ⎤ × ⎡ ⎤ ⎡ ⎤= = ≈ ×⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥ ×⎣ ⎦
  
For a mixture of water-oil, we calculate the critical wave length Cλ  with the surface 







θλ π ρ ρ
−= ≈ ×−  
The parameters of simulation are summarized in Table 4.1.  
Table 4.1. Summary of parameters used in Rayleigh Taylor Mixing Simulation 
 
Parameter Value Meaning 
Bk T  1 Temperature 
Cr  1 Cutoff radius 
Dn  10 Particle (bead) density per unit volume 
x yL L×  60 x 60 and 45 225×   System dimensions 
σ  1 Noise amplitude 
αAA, αBB 20 Repulsion between identical particle types 
αAB 50, and 120 Repulsion between different particle types 
mA 1 Mass of water  particle 
mB 0.92 Mass of oil particle 
G 0.2 Acceleration gravity 
tN  40000 Number of time steps 
 
4.4  SIMULATION RESULTS 
Dzwinel et al. (2000) showed that in the simulation of microscale R-T instability of 
miscible Lennard-Jones fluids, there always exist four basic stages, 
1. The incipient regime: the vertical oscillations making all the particles move 
downward are created as soon as the gravity acceleration is applied to the 
Chapter 4: Mixing Driven by Rayleigh-Taylor Instability 
 
    76
initially frozen system. Horizontal oscillations also occur due to the presence of 
thermal fluctuations. 
2. The linear regime: the perturbations begin growing exponentially. 
3. The large scale or nonlinear regime 
4. The chaotic regime 
In the simulation, the final stage of R-T instability mixing of immiscible and viscous 
fluids is hardly resolved because of the presence of small-scale coalescence. Below, 
we describe the corresponding stages of R-T mixing with the results obtained using 
DPD method.  
4.4.1 Incipient regime 
Youngs (1984) and Schmeling (1987) pointed out that at the macroscopic level the 
initiation of the R-T instability is created by an incipient harmonic perturbation. 
However, in the microscopic level, Dzwinel et al (2000) showed that thermal 
fluctuations and fluid elastic compressibility also play an important role in the mixing 
process. When the simulation starts, both heavy and light particles move downward 
due to the effect of applied gravity acceleration; this motion causes a compression of 
heavy particles on light particles. As a consequence, the vertical oscillations are 
created owing to the limitation of the depth of the box. The period of the oscillation 




τ π=   (4.22) 
where c  and yL  is the average sound velocity of the system and the length of the box 
in y-direction respectively.  
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Dzwinel et Yuen. (2001) showed that not only thermal fluctuations but the elastic 
compressibility of the fluids also contribute to the initiation of R-T instability.  
4.4.2 Linear regime 
When the surface tension is not taken into account in the simulation of incompressible, 
viscous fluids, the system is unstable at all wavelengths and the maximum instability 






βλ π ⎛ ⎞≈ ⎜ ⎟⎝ ⎠ , (4.23) 
where v  denotes the average kinematic viscosity of the fluid as defined by  
 ( ) ( )/H L H Lv µ µ ρ ρ= + +  (4.24) 
here ,H Lµ µ  are the dynamic viscosities and ,H Lρ ρ  are the dynamic densities of 
heavy and light fluids respectively. Dzwinel and Yuen (2000) recommended the use of 
a parameter mN  that represents the number of fingers at the interface of the two fluids 
 xm
m
LN λ=  (4.25) 
where xL  is the length of the box in x-direction. 
When the surface tension is present, the system is stable at all wave-lengths Cλ λ< , 
where Cλ  is the critical wavelength as defined in Eq. (4.19). 
A. R-T instability in a 60 60×  (in Cr  unit) box of water-oil mixture 
 
The simulation was carried out for  43.6 10×  particles in which a half is particles type 
1: water, a half is particles type 2: oil. The red is for heavy fluid (oil) and the green is 
for light fluid (water). 
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Figure 4.3 The snapshots of R-T mixing when the immiscibility factor ∆ = 30  
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Figure 4.4. The snapshots of R-T mixing when the immiscibility factor ∆ = 100 at  
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B. R-T instability in a 225 45×  (in Cr  unit) box of water-oil mixture 
These results are similar to what were obtained by Dzwinel and Yuen (2001). The 
mentioned authors also indicated that the number of fingers occurring at the interface 
of the two fluids increases monotonously with the aspect ratio of the box; equal to the 
length divided by the depth of the box. To verify this, a box of the length of 5 times of 
the depth is simulated with 45 10×  particles of both types. The snapshots of the 
simulation are presented in figure 4.5 and 4.6 for two different values of immiscibility 
factors.   
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Figure 4.5. The snapshots of R-T mixing when the immiscibility factor ∆ = 30 at  
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Figure 4.6. The snapshots of R-T mixing when the immiscibility factor ∆ = 100 at  
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4.4.3 Large scale regimes with breakup of microstructures 
As can be seen from the figures 4.3, 4.4, 4.5, 4.6, and 4.7, there occur fingers at the 
interface of two fluids. As time goes by, these fingers grow in size and then break up. 
Because the vertical length of the box is very small, the growing fingers result in the 
formation of bubbles that saturate the light fluid at the bottom. 
 
Figure 4.7. The zoomed-in snapshots from simulations presented in figure 4.5 (c) to 
show growing finger and formed bubbles which saturate the light fluid in the bottom   
For fully immiscible fluid case, the fingers and mushroom structures grow and then 
erode producing plume like patterns. It can be seen that, after eroding, the fingers 
completely disappear. There is no longer the density interface. Chaotic flows are 
produced which make the light fluid particles disperse into the heavy fluid.  
For small values of immiscibility factor, secondary fingers occur instead of plume like 
pattern (Fig 4.5). It is found that the presence of the secondary fingers is due to the less 
viscous fluid pushing into the more viscous fluid (Dzwinel and Yuen, 2001).   
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Figure 4.8. The snapshot from simulations presented in figure 4.3 (e) to show 
secondary fingers at t=235.2 ns 
For larger immiscibility factors, greater surface tension, the presence of bubble erosion 
(figure 4.9) can be seen locally only in selected place with low viscosity caused by the 
greatest rate of shear.    
 
Figure 4.9. The zoomed-in snapshots from simulations presented in figure 4.6 (d) to 
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4.4.4 Coalescence 
Dzwinel and Yuen (2001) have shown that after the breakup process, the flow speed 
will reach the maximum at a certain time step. After that, the speed slows down 
quickly. It has been shown that the density interface between two immiscible fluids 
tends to shrink because of the overturn and the process of coalescence of 
microstructures (Dzwinel and Yuen, 2001). 
In studying the mixing of immiscible fluids, Ottino et al. (2000) indicated that the 
break up and coalescence are two competing processes of mixing. When there is no 
gravity, phase separation occurs and the growth of the domain is observed. This 
problem has already been investigated in Chapter 3. The results showed that for small 
value of immiscibility factor ∆, the domain growth follows the scaling law ( )R t tβ=  in 
which the early-time and late-time exponent β  are close to 1/2 and 2/3, respectively. 
However, for large values of immiscibility factor, the immiscible fluids separate into 
many droplets of various sizes and emulsions may form (figure 4.10).   
     
(a)                                              (b) 
Figure 4.10. The snapshots at t= 235.2 ns from the simulations of phase separation of 
binary immiscible fluids having 
(a) small  fluid density ratio 1:0.98 when 30∆ =  
(b) large fluid density ratio 1:3 when 180∆ =  
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According to Ottino et al. (1999), a coalescence process consists of three phases: 
collision of two drops, drainage of the thin liquid between the two drops and the 
eventual rupture of the thin film. It is noted that the time for coalescence depends 
mostly on the drainage time.    
In the case of large immiscibility factor, there is no erosion on the fingers. The two 
fluids overturn very smoothly. It has been observed that 90% of the overturning is 
obtained rapidly. However, there exist a thin layer of heavy fluid and light fluid for a 




Figure 4.11. The snapshots of the R-T mixing with large immiscibility factor 180∆ =  
at (a) t = 117.6 ns, (b) t = 176.4 ns, (c) t = 235.2 ns   
 
In the case of small immiscibility factor with the presence of erosion, the coalescing 
microstructures can be observed. Dzwinel and Yuen (2001) concluded that the 
presence of erosion makes the overturning process is much slower than in the case of 
no erosion because large erosion and fast coalescence discourage the vertical motions.   
 
Thin layer of light fluid 
Thin layer of heavy fluid 
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4.4.5 R-T instability in a 60 60×  (in Cr  unit) with large Atwood number  
In the previous simulations, the mixture was water-oil. Hence, the corresponding 





ρ ρβ ρ ρ
− −= = =+ +  
In this case, we choose the mixture in which the mass of heavy fluid is 1Am =  and that 
of light fluid is 0.25Bm = . Therefore, the corresponding Atwood number should be 
0.6β = . The parameters used in this case are the same with the previous simulations 
except for the masses of two fluids. Summary of the parameters is described in Table 
4.2 
Table 4.2. Summary of parameters used in Rayleigh Taylor Mixing Simulation with 
large Atwood number 
 
Parameter Value Meaning 
Bk T  1 Temperature 
Cr  1 Cutoff radius 
Dn  10 Particle (bead) density per unit volume 
x yL L×  60 x 60  System dimensions 
σ  1 Noise amplitude 
αAA, αBB 20 Repulsion between identical particle types 
αAB 50 Repulsion between different particle types 
mA 1 Mass of heavy  particle 
mB 0.25 Mass of light particle 
G 0.2 Acceleration gravity 
tN  55000 Number of time steps 
 
 
In the following figures, the heavy fluid will be represented by green particles and the 
light fluid will be represented by red particles.  
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Figure 4.12. The snapshots of R-T mixing with large Atwood number with 
immiscibility factor ∆ = 30 at t = 58.8 ns, 117.6 ns, 176.4 ns, 235.2 ns, 352.8 ns, 
635.04 ns. Green and Red for heavy and light fluid particles respectively. 
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By comparing figure 4.12 with figure 4.3 (water-oil mixture), we saw that: though the 
immiscibility factor had the same value ∆ = 30, the results for small Atwood number 
(water-oil mixture) showed the bubble erosion of the finger at the interface but there 
was no erosion in the case of large Atwood number. This result is similar to the case of 
large immiscibility factor (figure 4.4). That means there is no erosion but there occur 
secondary fingers after primary finger broke up.  
In addition, the overturn process is very smooth due to no erosion. It can reach almost 
95% complete overturn at time step 30,000t t= ∆ . However, the complete overturn 
took very long time. It has showed that the R-T instability reached stable state from 
time step 30,000 t∆  to 54,000 t∆ . It seems that the complete overturn may never be 
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4.5 CONCLUSIONS 
Dissipative particle dynamics has been employed to study the problem of Rayleigh-
Taylor mixing of two immiscible fluids at the mesoscale. It is found that the speed of 
mixing depends strongly on the immiscibility factor. In the case of large immiscibility 
factor, there are large mushroom like structures and the small microstructures have no 
considerable effect on the flow. For small immiscibility factor, there occurs erosion of 
the mushroom-like structures. The resulting fast coalescence dissipates the energy 
from the system and in turn, slows down the flow. Thus, the time taken for overturning 
is very long in 2-layer fluids with small immiscibility factor. 
Compared to other simulation techniques, DPD has some advantages: 
1. The break up and coalescence processes are monitored simultaneously. 
2. The interaction between the microstructures and the macroscopic-level flow 











PASSIVE MIXING OF MISCIBLE FLUIDS 
5.1 INTRODUCTION 
The problems of mixing of two or more fluids in a channel have been given much 
attention because of their potential application in medicine and engineering. While 
mixing at macroscale usually involves high Reynolds number or turbulent flows, 
micromixing relates to flows at very low Reynolds number. Mixing at low Reynolds 
number is governed by molecular diffusion.  
 In the last few years, many strategies have been proposed for enhancing mixing in 
microfluidic devices. We can classify them into 2 types: passive and active mixing. 
Active mixing relates to the externally applied factors such as pressure (Lee et al., 
2001) or electric field (Oddy et al, 2001; Yang et al., 2001; Erickson and Li, 2002) to 
drive the fluids. On the other hand, passive mixing focuses on developing channel 
geometries so that the interfacial surface area of the fluids is increased, which in turn 
promote mixing by diffusion.    
The T-shape mixers have been shown to be able to reduce diffusive distance 
(Bokenkamp et al., 1998; Bessoth et al., 1999; Ehrfeld et al., 1999; Lowe et al., 2000). 
Besides, the mixers which are generated by splitting and recombining substreams can 




also reduce the diffusion path and increase the contact area between fluids (Ehrfeld et 
al., 1999; Schwesinger et al., 1996, Koch et al., 1997, 1999).  
Ottino (1989) has reported that chaotic advection can enhance the performance of 
mixing by stretching and folding the fluids. To create chaos, the geometry of the 
channel should be complex, but not too much so that it could be easily fabricated and 
integrated into microfluidic systems. Liu et al. (2000) has designed a 3-D serpentine 
channel for the purpose of enhancing mixing. In order to examine the effectiveness of 
the 3D serpentine channels, the authors also carried out the simulations for square-
wave channels and straight channels. The normalized average intensity is considered 
as a criterion to examine the effective mixing.  
Actually, the serpentine channel is a 3D development of the square-wave channel 
because the basic block of this geometry is the “square-wave shaped” section. In this 
thesis, we will only investigate 2D channels. It means that only flows in the square-
wave channels and straight channels are modeled. The details of the geometries are 
sketched in figure 5.1.     
 
Figure 5.1. Schematic of the three-dimensional serpentine channel (top), schematic of 
square-wave channel (middle), schematic of straight channel (bottom) 




5.2 MIXING INDEX 
If particles are to be mixed, starting out from segregated groups and ending up with the 
components randomly distributed, the expected variances (s2) of the sample 
compositions from the mean sample composition can be calculated. 
Consider a two-component mixture consisting of a fraction p of component P and a 
fraction q of component Q. In the unmixed state virtually all small samples taken will 
consist either of pure P or of pure Q. From the overall proportions, if a large number of 
samples are taken, it would be expected that a proportion p of the samples would 
contain pure component P. That is their deviation from the mean composition would 
be (1-p), as the sample containing pure P has a fractional composition 1 of component 
P.  
( ) ( ) ( )
( )
2 22
0 1/ 1 1 0
1
s n pn p p n p
p p
⎡ ⎤= − + − −⎢ ⎥⎣ ⎦
= −
  (for n samples)                     (5.1) 
When the mixture has been thoroughly dispersed, it is assumed that the components 
are distributed through the volume in accordance with their overall proportions. The 
probability that any particle picked at random will be component Q will q, and (1-q) 
that it is not Q. Extending this to samples containing N particles, it can be shown, 
using probability theory, that: 
                                                ( )2 201 / /rs p p N s N= − =                                          (5.2) 
Ö Mixing index: ( ) ( ) ( )2 2 2 20 0/ rM s s s s= − −                                         (5.3) 
Mixing index (M) goes from 0 to 1 during the course of the mixing process. 
 
 




5.3 SIMULATION RESULTS 
Similar to the DPD simulations of domain growth and phase separation (in Chapter 3), 
and R-T instability (in Chapter 4), the unit of length and unit of energy were the cutoff 
radius Cr  and Bk T , respectively. Therefore, the physical length and time scale are also 
taken the same values: 9.654Cr =  Å and 196 psτ = . 
5.3.1 MIXING IN STRAIGHT CHANNELS 
5.3.1.1   Input data 
A straight channel of 2250 2Cin r  area will be first simulated. The width of the channel 
was taken to be 15 Cin r  and the length was 150 Cin r . This corresponds to a channel 
of 2097 nm2 in which the width was 14.5 nm and the length was 145 nm. The particle 
(bead) density was 18 per unit volume. Therefore, the number of particles of both 
types would be 44.05 10×  in which a half is particles type 1: water, a half is particles 
type 2: glycerol. For better visualization, the water particles were coloured red and 
glycerol particles are colour green. The simulations were evolved over 40,000 time 
steps corresponding to 470 ns. Let’s define miscibility factor 
AA AB BB ABα α α α∆ = − = − . The parameters of simulation are summarized in Table 5.1.  
Table 5.1. Summary of parameters used in Straight Channel Simulation 
 
Parameter Value Meaning 
Bk T  1 Temperature 
Cr  1 Cutoff radius 
Dn  18 Particle (bead) density per unit volume 
x yL L×  150 x 15 System dimensions 
σ  1 Noise amplitude 
αAA, αBB 20 Repulsion between identical particle types 




αAB 20, 15 and 7 Repulsion between different particle types 
mA 1 Mass of water  particle 
mB 1.26 Mass of glycerol particle 
G Table 5.2 Acceleration gravity 
tN  40000 Number of time steps 
 
In addition, another purpose of the simulation was to examine the effect of gravity on 
promoting mixing. Therefore, different values of acceleration gravity will be applied to 
the domain. The values of gravity in DPD unit and the corresponding values in 
physical unit were described in Table 5.2 
Table 5.2. Values of acceleration gravity 
In DPD unit length scale
time scale
⎡ ⎤⎢ ⎥⎣ ⎦
 In physical unit 2
m
s
⎡ ⎤⎢ ⎥⎣ ⎦  
0 0 
0.05 113.5 10×  
0.1 117 10×  
0.15 1110.5 10×  
0.2 1114 10×  
5.3.1.2 Simulation results 
At the initial stage, the fluids are motionless. The equilibrium position is obtained by 
simulating the ideal case by taking the fluid of lower density (water) at the top and the 
fluid of high density (glycerol) at the bottom. The acceleration gravity is set to be zero 
in the first simulation. To calculate mixing index, the domain is divided into a finite 
number of regions which have the same area. The simulation was allowed to evolve 
over 40000 time steps. At each time step, in each region, the number of particles of 
each type was counted. Then, the mixing index was calculated using the probability 
theory as described in section 5.2. Snapshots of the simulation at various time steps in 
the case of miscibility factor ∆ = 5 were described in Figure 5.1.   





Figure 5.2. The snapshots of the mixture in a straight channel at various time steps   (a) 
t = 0, (b) 91.176 10 st −= × , (c) 81.176 10 st −= × , (d) 71.176 10 st −= × , (e) 73.352 10 st −= ×   
 
 
Figure 5.3. The variation of mixing index with time steps when ∆ =5 


























Figure 5.5. The variation of mixing index with acceleration gravity at t=3000 
 




From the chart in figure 5.2, we can see that it takes approximately 352 ns (30,000 t∆ ) 
for all particles of the system move to mix well, that represented by the approaching to 
1 of the mixing index.   
A few simulations were carried out for different values of miscibility factor. It has 
been showed in the figure 5.3 that the more the value of miscibility factor is, the 
shorter the needed time to achieve the ideal mixing index is. We can see clearly that 
the needed time is reduced a half by just doubling the miscibility factor.    
In addition, the effect of acceleration gravity on the mixing process also has been 
studied. It can be seen obviously in the figure 5.4 that the mixing index depends 
strongly on the applied acceleration gravity. Increasing the acceleration gravity can 
help to promote faster mixing.  
5.3.2 Mixing in a square-wave channel 
It can be seen from the section 5.3.1 that though the straight channel can produce good 
mixing, it takes quite long time, approximately 350 ns. For the last few years, it has 
been showed that changing the geometry of the channel can improve mixing. Liu et al. 
(2000) has investigated the passive mixing in a three-dimensional serpentine 
microchannel. They showed that the 3D serpentine microchannel is really effective in 
enhancing mixing by comparing its intensity with that of a square-wave channel and a 
straight channel. It should be noticed that though the square-wave channel is not as 
effective as the serpentine channel, it can produce a good mixing within a reasonable 
short time in comparison with the straight channel. It must be well known that solving 
a 3D problem is not a simple task, particularly using DPD. Therefore, in this thesis, we 




only simulate 2D microchannel with periodic boundary condition. That is, the square-
wave channel will be simulated as a passive mixer to enhance mixing.  
5.3.2.1 Input data 
The dimension and the geometry of the channel are illustrated in the figure 5.6. It also 
should be noticed that the square-wave channel has the same area as the straight 
channel: 2250 2Cin r  area corresponding to 2097 nm
2. The parameters used in the 
simulations were the same with those in Table 5.1. 
Figure 5.6. Schematic of the square-wave channel 
In practice, a square-wave channel is long and has many segments which have the 
same geometry and dimension. Simulating a true square-wave channel with many 
segments requires much computational cost but is not necessary. In this thesis, due to 
the periodic boundary condition, only one segment is simulated instead of the whole 











Similar to the case of straight channel, glycerol and water are the miscible fluids used 
in the simulation. Each fluid is place on the top of each other at the initial stage. There 
are totally 44.05 10×  particles of both types which are motionless at the beginning. 
The red denotes for water and the green denotes for glycerol. The simulation was 
evolved over 40,000 time steps. At each time step, the mixing index was calculated. 
The homogeneous mixing is achieved when the mixing index approach 1. 
5.3.2.2  Simulation results 
The snapshots of the simulation with miscibility factor ∆* = 5 are presented in figure 
5.6. It can be seen clearly that two fluids mix very fast. As can be seen from figure 5.7 
and figure 5.8, while in a straight channel, the mixture almost reaches homogeneity at 
295 nst ≈ , it is only 59 nst ≈  if a square-wave channel was used. That is, we can say 
that we can decrease the mixing time to one-fifth of its original value if we replace a 
straight channel by a square-wave channel.  





Figure 5.7. The snapshots of the mixture at various time steps when ∆* = 5                
(a) t = 0, (b) 2.352 nst = , (c) 11.76 nst = , (d) 58.8 nst =  























We have investigated the mixing in a straight channel and a square-wave channel. By 
observing the mixing index, we have again confirmed that the square-wave channel is 
really effective in enhancing mixing. The results showed that quickness or slowness of 
the mixing process depends on the miscibility factor and the applied acceleration 
gravity. Though the simulation was only carried out over one-segment channel, the 
results can be used for the channels with many segments because of the periodic 
boundary condition.   
 








DPD is a particle method that allows simulating flows at mesoscopic level. However, 
for flows of realistic dimensions such as millimeters, the computational cost can be 
very high. In addition, for time averaging a lot memory is required to store the 
solutions of successive iterations. A problem with 50 x 50 bins storing the values of 
density, temperature and velocity is considered here as an example. If the averaging is 
taken over 10000 time steps, the required memory to store the solution would reach 
760MB. This problem will be more serious if a larger number of particles are 
simulated in a larger number of time steps. However, it can be completely solved if we 
split the tasks into multiple computers.         
In DPD, only the particles within the specified cutoff radius interact with each other. 
Beyond the cutoff radius, the interaction forces vanish. This makes it easy for DPD 
tasks to be implemented in parallel. The system is divided into a few blocks interacting 
with each other by a strip. The thickness of the strip is greater than or equal to the 
cutoff radius. The blocks and the interaction regions are sketched in Figure 6.1.     
 
 





Figure 6.1: Splitting the load for parallel computing 
As shown in Figure 6.1, in each block the ghost cells are located in the left side and the 
cells to be transferred are in the right side. The algorithm for parallel computation is 
described as follows: 





Figure 6.2. The algorithm of parallel computation 
 
Initialize the forces of the particles to zero 
Send the particles in the ghost cells to the neighbors 
Receive the particles in the ghost cells 
Particles in the interaction region interact with each other 
Send the updated particles in the ghost cells to the neighbors 
Receive and update the particles in the ghost cells 
Reposition the particles 
Distribute the particles moving out of each block to their neighbors 
Receive the particles coming into a block 
Gather the particles moving out the blocks 




It can be seen that in each iteration, the particles in the interaction region is transferred 
to the neighbors and the data is reported to the server as illustrated in Figure 6.2. 
Considering a periodic box of size l x m, if the box is split in to two parts to be 
assigned for two CPUs, the amount of data transfer from each block be rc x m. Each 
block will be sending and receiving the particles. Hence, it is advisable to maintain a 
relatively small interaction region to minimize the data transfer. Also, at each time 
step, the bunch of data pertaining to the bins is transferred to the server program. This 
code then stores these data for time averaging. The architecture of the parallel code is 
given below. 
 
Figure 6.2:  Structure of Parallel Code 
Due to the load on communication, the efficiency of distributed computing reduces as 
the number of processors increase. The number of communications increases twice as 
that of the number of clients.  
A plane Poiseuille flow is considered in which the flow is between two parallel plates 
of length 100 units. The width of the channel is 20 units. The particle density is taken 
to be 4 resulting in simulation of 8000 particles. The speedup achieved with various 
number of CPUs is plotted in Figure 6.3.  




Number of CPUs Speedup Achieved 
  2   1.74 
  4   3.53 





















Figure 6.3: Speedup curve for distributed computing 
It is interesting to observe that the speedup curve follows the trend of a quadratic 
polynomial. When extrapolated, the curve tends to get saturated when the number of 
CPUs is greater than 25. However, for a reasonably large computation where the ratio 
of the data transferred to the total number of particles is very less, the speed up 
achieved might be more significant.  
Message Passing Interface (MPI) is used for implementation of distributed computing. 
Each instance copy of the program is assigned an identification number starting from 
zero. In the present model, we assign the program with the id=0 as the server. The data 
is transferred from server to the clients through blocking send (the routine waits for the 
other code to receive the data) and blocking receive (the routine waits for the other 




code to send the data) routines. Non-blocking send routines are employed for 
















In this thesis, mixing of complex fluids has been modeled by the dissipative particle 
dynamics. It has been shown that this method has a great potential in modelling 
complex fluids, particularly the mixing of complex fluids at mesoscopic level with 
reasonable computational cost and many advantages compared to other simulation 
techniques such as Molecular Dynamics or Lattice Gas Automata.  
A modification of the DPD formula has been employed. It has been proven that 
reducing the exponent of the weight function can improve the dynamics behavior of 
the DPD system.   
Rather than using multi-layers to simulate the wall, a single layer of wall has been 
employed in the simulation. This single layer of wall not only is easy in 
implementation but also help reduce the density and temperature fluctuations near the 
wall.  
The domain growth and the phase separation of binary immiscible fluids have been 
simulated. In addition, the mixing driven by Rayleigh-Taylor instability of two 
immiscible fluids has been also investigated. The results have showed a good 
similarity to previous results.  
Chapter 7: Conclusion 
 
 109
The passive mixing of two miscible fluids in a square-wave channel has also been 
simulated with periodic boundary condition. The results showed that complex 
geometries can help to reduce the diffusive distance, which in turn promote mixing. By 
comparing with the flow over straight channel, the square-wave channel has been 
showed its effectiveness in creating well-distributed mixture within a reasonable short 
time. Though the results obtained are highly preliminary, it has shown the potential of 
extending to problems with non-periodic boundary condition which are commonly 
encountered in many fields of fluid-flow related engineering.   
Another subject of interest in this thesis is computational efficiency. Though the DPD 
is effective in simulating complex fluids at mesoscopic level, it takes too much 
computational time. However, the computational time can be reduced when the code is 
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CALCULATING WALL COLLISION 
Consider a particle locating at position r and moving with velocity v. The collision 
between the wall and the particle is decided by the intersection between the traverse 
path of the particle and the wall segment.   
 
Figure A.1: Wall Collision 
As stated in section 2.6.3 (Impenetrable wall model), there are typical three types of 
reflection: specular, bounce back and Maxwell reflections. Assume that the wall and 
the particle interact at the point (ix, iy), the velocity vector after the collision can be 
calculated according to each case of reflection.    
According to the bounce back reflection, after collision, the velocity is reversed in all 
directions. Hence, the particle traces back its path after collision.  
According to the specular reflection, only the wall-normal component of the velocity is 
reversed. Let’s call the wall-normal vector nw
JJG
. The wall-normal velocity component is 
calculated by 
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JG JG JJGii                                                  (A.1) 
Note that the sign of the normal component of the velocity is reversed. Now, the 
absolute velocity of the particle is recovered from these components as 
                                                   nx nyx nx ny
y tx ty
w wv
v vv w w=                                  (A.2) 















B.1 CALCULATING LINE - CIRCLE INTERSECTION 
Consider a circle centered at (0, 0) with radius r and an infinite line starting from point 
1 (x1, y1) and ending at point 2 (x2, y2). The intersection between them is sketched in 
figure B.1  
 
Figure B.1. Intersection of line and circle 
Let’s call ,rd D  respectively the length of the line and the determinant which are 




















The circle and the line intersect each other at the points defined by:  
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where the function sgn(x) is given as  
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B.2 INTEGRATING OVER A TRIANGLE 
 
Figure B.2. Integrating over a triangle 
The triangle is created by two intersecting lines 1l  and 2l  with slope 1m  and 2m , 
respectively in which the vertex containing the line 1x m y=  is at (0,0). The schematic 
of the triangle is presented in figure B.2.  
The integral is given as 

























                                (B.4) 
Thus, the integral for the weight function is given as 
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B.3 INTEGRATING OVER A SECTOR 
θ
 
Figure B.3. Integrating over a sector 
The integral over a sector defined by the angle ϕ  and the radius r  is given as 
                                                       
sec 0 0
r
f f r d dr
ϕ
ϕ= ⋅ ⋅∫ ∫ ∫v                                            (B.6) 
The function that depend on the (x,y) direction will be integrated along the x and y 
axes separately as follows 










= ⋅                                                    (B.7) 
Therefore, the integration becomes 








F f r d dr









                                    (B.8) 
The results obtained from integrating the weight function 
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B.3 INTEGRATION OF THE WEIGHT FUNCTION 
The key idea in the continuum wall model as presented in section 2.6.4 is integrating 
the weight function of the conservative force along the region of interaction so that the 
particle density can be considered as a variable parameter. From the calculation the 
intersection between circle and wall as described in Appendix B.1, the region of 
interaction can be taken out by subtracting the triangle from the sector. The integration 
of the weight function of the conservative force can be done by subtracting the force of 
the triangle from that of the sector.  
 From the theory of DPD, the conservative force is given by 
                                                   ( )∑= ijijCCtot erwF α                                            (B.10) 
in which the summation is done for the particles within the cutoff radius.   
If the domain is considered to be continuous, the summation will be replaced by an 
integral. Since for each type of particles, α is a constant, the equation of the 
conservative force can be rewritten as follow: 
                                                 
( ) ( ) drerwerwF ijijCijijCCtot ∫∑ == αα                  (B.11) 
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Figure B.4. Integration over the area of interaction 
The integration over the area of interaction as sketched in figure B.4 can be done by 
transforming it to standard form of the triangle as in figure B.2. From this, the 
integrations over a triangle and a sector are calculated as described in appendix B.2 
and appendix B.3., respectively.     
The resultant interactive force is formulated as 
                                                     ( )triwwF −= secαρ                                             (B.12) 
where ρ is the particle density; sec,triw w  are the weight functions for a triangle and 
sector,  respectively.   
As can be seen from the above formula, there presents the density parameter in the 
interaction force. Thus, we can easily decide the interactive force by adjusting the 
density. For other wall models, the distribution of the particles along the wall should 
be cared carefully in the case of curling wall. However, with the current wall model, 
this problem is easily overcome because the integration is done involving only the area 
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falling in the circle of interaction (appendix A). Therefore, each wall has it own 













Figure B.5. Integrated Weight Function 
The plot of the weight function for a straight wall is presented in figure B.5. As can be 
seen from the figure, the new wall model is effectively in reducing the density 
fluctuation excepting for the case of low particle density.  
