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Chapitre 1
Introduction
1.1 Contexte
Cette thèse est une contribution à la sémantique de jeux des langages de programmation.
La sémantique de jeux est apparue au début des années 90, dans les travaux de Coquand [9],
Hyland et Ong [25], Abramsky, Jagadeesan et Malacaria [1], et Nickau [38]. Elle fournit des
modèles de langages de programmation fonctionnels typés, comme PCF [25], dans lesquels les
programmes sont vus comme des joueurs qui interagissent selon une certaine stratégie avec
un opposant. Ce dernier représente intuitivement l’environnement du programme considéré.
Nous avons indiqué que ces programmes étaient typés : chaque type définit une règle de
jeu différente, son arène. La construction principale en sémantique de jeux consiste à définir
l’interaction de deux stratégies sur les arènes respectives A B et B C, pour tous types
A, B, C.
Cette approche a été développée à grande échelle. Elle a fourni des modèles de lan-
gages fonctionnels avec références, en appel par nom et par valeur, de divers fragments de
la logique linéaire. Plus récemment, elle a même trouvé des applications en vérification de
programmes [5].
Si les intuitions de base de la sémantique de jeux sont claires, certains de ses aspects se
révèlent très subtils, en particulier la notion d’innocence. En effet, une fois définie l’arène
correspondant à un type, la notion naïve de stratégie (un ensemble de parties non vide et clos
par préfixe) peut se révéler trop générale. Un symptôme en est qu’on peut définir de telles
stratégies sur une arène fonctionnelle A B qui ne sont pas applicatives, c’est-à-dire qu’elles
ne renvoient pas toujours le même résultat lorsqu’on leur donne le même argument. De telles
fonctions sont bien sûr définissables en présence de références, mais pas dans les langages
purement fonctionnels tel que PCF. Les auteurs [25] introduisent donc la notion de vue d’un
joueur dans une partie et se restreignent aux stratégies dont les réactions ne dépendent, à
chaque stade du jeu, que de la vue du joueur considéré. En particulier, la vue d’un joueur sur
une arène fonctionnelle ne lui permet pas de connaitre les précédents arguments lui ayant été
passés.
Un autre aspect mal compris de la sémantique de jeux réside dans la combinatoire mise
en jeu par la composition de stratégies innocentes. Melliès [37] a notamment proposé une
présentation alternative de l’innocence fondée sur les structures d’évènements, tandis que
Harmer et al. [21] ont étudié la question d’un point de vue plus catégorique.
Enfin, la sémantique de jeux ne s’est que très peu aventurée hors du cadre séquentiel.
En effet, à part les travaux de Laird [33] et Ghica et Murawski [17], elle ne capture qu’une
équivalence peu fine, l’équivalence par may-testing. Néanmoins, les sémantiques de jeux pré-
sentent des similitudes avec certaines approches sémantiques pour les langages concurrents.
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Ainsi, les modèles proposés par Joyal et al. [28] utilisent les préfaisceaux, en gros, comme
des stratégies non-déterministes. Cependant, ces modèles ne présentent aucun analogue de
la notion d’innocence. Un travail récent de Hirschowitz et Pous [42] donne un modèle, les
terrains de jeux, rapprochant les modèles de préfaisceaux à la Joyal et al. des sémantiques de
jeux. En effet, dans les terrains de jeux, on utilise aussi les préfaisceaux pour représenter les
stratégies non-déterministes, mais cette fois avec une condition d’innocence conceptuellement
très proche de la notion de Hyland et Ong. Les terrains de jeux n’ayant pas encore été adaptés
au berceau originel des sémantiques de jeux, les langages fonctionnels, la présente thèse peut
se comprendre comme partant des dernières et faisant un pas dans la direction des premiers.
Résumons brièvement les contributions que nous apportons à ces questions.
1.2 Résumé
Le résultat principal de la thèse est une nouvelle sémantique de jeux pour un λ-calcul
de continuations dans le style de Lafont, Reus et Streicher [32]. Mais notre sentiment est
que la contribution essentielle de la thèse réside dans les méthodes utilisées pour arriver à ce
résultat, plus que dans le résultat lui-même.
Stratégies innocentes et extensions de Kan à droite Le premier aspect nouveau de
notre sémantique est une reformulation de la notion d’innocence en termes de préfaisceaux et
d’extensions de Kan [34], que nous résumons maintenant. Notre point de départ est un enri-
chissement de la structure des parties du jeu. Habituellement, les parties sont des séquences
de coups (éventuellement modulo homotopie pour Melliès [37]) munies de l’ordre préfixe. Ici,
nous considérons une catégorie de parties qui contient, en plus de la relation préfixe, d’autres
morphismes. En particulier, cette catégorie n’est pas un préordre : il peut y avoir plusieurs
morphismes entre deux objets fixés. Cela reflète le fait qu’une partie peut contenir plusieurs
occurrences de la même vue.
Ce point de vue permet de considérer les vues (V) comme une sous-catégorie de la catégorie
des parties (K). Une stratégie innocente est alors simplement un préfaisceau booléen sur la
catégorie des vues, c’est-à-dire un foncteur Vop 2, où 2 est l’ordinal fini 0 ≤ 1, vu comme
la catégorie engendrée par le graphe 0 1. Pour expliquer le sens de cette définition, on dit
qu’un tel préfaisceau σ : Vop 2 accepte une vue v si σ(v) = 1 et la refuse si σ(v) = 0. Une
propriété importante d’un tel préfaisceau, qui fait écho à la stabilité par préfixe requise en
sémantique de jeux standard, est le fait que pour tout morphisme h : v � v de vues, si v
est acceptée, alors v� l’est aussi. En effet, le cas contraire demanderait un morphisme 1 0,
qui manque dans la catégorie 2.
Étant donné une stratégie innocente, on peut calculer son comportement sur toutes les
parties, par opposition aux seules vues. Ce comportement est représenté par un préfaisceau
booléen sur la catégorie K des parties. Comme ci-dessus avec les vues, un tel préfaisceau spé-
cifie quelles parties sont acceptées ou refusées. Pour calculer le comportement d’une stratégie
innocente σ comme ci-dessus, on prend son extension de Kan à droite le long du plongement
i : V K. On commence par donner rapidement la définition d’extension de Kan à droite,
puis on explique.
Si i : V K et σ : V C sont deux foncteurs, l’extension de Kan à droite de σ le long de
i est une manière d’étendre le foncteur σ sur K tout entier, i.e., de compléter le diagramme :
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V K
C
i
σ τ
α
avec un foncteur τ qui, lorsqu’on le restreint à V par précomposition par i, vaut σ (à la
transformation naturelle α près). Il n’existe en général pas de manière unique de réaliser une
telle extension : l’extension de Kan à droite est la plus grande extension, au sens où tout
autre choix d’extension se factorise par α.
Si on note ÙC, pour toute catégorie C, la catégorie de foncteurs Cop 2, alors on peut
voir de manière équivalente le foncteur ÙV ÙK d’extension de Kan à droite comme l’adjoint à
droite du foncteur de restriction ÙK ÙV envoyant tout foncteur F : Kop 2 sur le composé
Vop i
op
Kop F 2.
Dans notre cas particulier, où les foncteurs (en particulier, les stratégies) dont on prend
les extensions de Kan à droite sont tous des préfaisceaux booléens, on a une caractérisation
des extensions sous la forme suivante :
Proposition 1.1. L’extension à droite d’un foncteur F : Vop 2 le long de i est définie
comme l’inf :
F �(k) =
�
{v∈V|K(i(v),k)�=∅}
F (v).
Preuve. Considérons G : Kop 2. Les catégories de préfaisceaux booléens étant des ordres
partiels, un morphisme G F � se résume à la condition que pour toute partie k acceptée
par G et pour toute vue v telle qu’il existe un morphisme v k, v est acceptée par F . Mais
comme G est clos par le bas, ceci est équivalent à la condition que toutes les vues acceptées
par G le soient aussi par F . Or, cette dernière condition est équivalente à G ◦ iop ≤ F .
Pour revenir aux stratégies innocentes, le comportement d’une telle stratégie consiste donc
à accepter uniquement les parties dont toutes les vues sont acceptées, les vues d’une partie k
étant toutes les vues v telles qu’il existe un morphisme v k.
De plus, étant donné une stratégie naïve non innocente, on peut l’innocentiser en res-
treignant le préfaisceau correspondant sur K à V, puis en reprenant une extension de Kan à
droite. En résumé, les stratégies innocentes sont équivalentes à une sous-catégorie réflexive
de celle des stratégies naïves, Kop 2.
Au passage, l’extension de Kan à gauche d’un préfaisceau booléen F : Cop 2 le long
d’un foncteur f : C D est une opération qui permet de compléter le diagramme
C D
2
f
F G
α
avec la paire (G, α). Le foncteur d’extension de Kan à gauche est défini de manière équivalente
comme l’adjoint à gauche du foncteur de restriction. Comme pour les extensions de Kan à
droite, on dispose d’une caractérisation dans notre cas, que l’on utilisera abondamment dans
la suite :
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Proposition 1.2. L’extension à gauche de F est définie comme le sup :
F �(d) =
�
{c∈C|D(d,f(c))�=∅}
F (c).
En particulier, si f satisfait la condition que pour tout u : d f(c) dans D, il existe u� : c�
c dans C tel que f(u�) = u, alors on a
F �(d) =
�
{c∈C|f(c)=d}
F (c).
Preuve. Pour le cas général, considérons G : Dop 2. Le fait que F � ≤ G revient au fait que
pour tout d et u : d f(c), on ait F (c) ≤ G(d). En particulier, pour d = f(c) et u = idd,
cela donne F (c) ≤ G(f(c)). Ainsi, F ≤ G ◦ f op.
Réciproquement, F ≤ G ◦ fop signifie que pour tout c ∈ C on ait F (c) ≤ G(f(c)). Ainsi,
pour tout u : d f(c), on a G(f(c)) ≤ G(d), donc F (c) ≤ G(d). On a donc F � ≤ G.
Pour les deux cas spéciaux, on démontre facilement que la formule donnée est équivalente
à celle du cas général.
Élimination des coupures par factorisation Le second aspect nouveau de notre sé-
mantique est qu’elle représente les coups du jeu comme des morphismes dans une catégorie
P, bien distincte de la catégorie K des parties ci-dessus (dont elle fournit en fait les briques
de base). Cette idée a été appliquée précédemment dans des cadres considérablement plus
simples [23, 22].
Au-delà des coups du jeu, la catégorie P contient aussi comme morphismes, d’une part,
des plongements entre positions du jeu et, d’autre part, des coupures.
En simplifiant à l’extrême, une position du jeu est une sorte de graphe dans lequel les
nœuds représentent des joueurs. Les arêtes font office de « plateaux de jeu » entre leurs deux
extrémités. Par exemple le graphe partiel étiqueté par des formules :
a⊥⊥×¬B ¬1
1
1×¬b⊥⊥
C×D
est une position valide du jeu avec cinq joueurs. Chaque coup effectué par un joueur sur l’un
de ces plateaux de jeu passe la main à l’autre extrémité, tout en modifiant la configuration
globale. Les coups possibles peuvent différer d’un plateau à l’autre et sont spécifiés par une
formule logique. Avec l’exemple précédent, le joueur racine pourrait par exemple jouer un
coup qui ferait passer à la configuration :
a⊥⊥×¬B ¬1
1
1×¬b⊥⊥
C×D
1
On peut noter un dernier point important : les arêtes peuvent être partielles, ce qui permet
aux positions de donner une vision partielle de la configuration globale.
En sémantique de jeux standard, tout se passe comme si seules les positions de la forme
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A B
avaient droit de cité. La construction de base consiste à considérer une catégorie dont les
objets sont les formules A, B, . . . et dont les morphismes A B sont les stratégies sur la
position ci-dessus. Pour composer une stratégie σ : A B avec une stratégie τ : B C,
on construit un pseudo-jeu ad hoc (« pseudo » parce qu’il n’en est pas un dans le sens formel
du terme), qui modélise l’interaction entre les deux stratégies. On cache ensuite les coups
intervenant sur le plateau commun, B, pour ne garder que les interactions avec les joueurs
extérieurs à la position.
Dans notre cadre, pour composer une stratégie σ : A B avec une stratégie τ : B C
on considère la position, disons X, donnée par
A B C
et une opération catégorique standard et très simple, le copairing, noté [σ, τ ], permet de
définir la stratégie dans laquelle le joueur de gauche suit σ, celui de droite suivant τ . Reste à
cacher les coups sur B. La catégorie P fournit pour cela une classe spéciale de morphismes,
les coupures, qui peuvent fusionner l’arête et les deux joueurs adjacents en un seul joueur.
Dans notre exemple, on a un morphisme c
A B C c A C .
Pour obtenir la composée de σ et τ , on commence par faire descendre (en écho à la notion de
descente de Grothendieck) les parties de la position de gauche, X, à celle de droite, disons Y .
Pour cela, il suffit de savoir factoriser une composée X � m X c Y , où m est un coup,
en X � c
�
Y � m
�
Y , où c� est une coupure et m� est à nouveau un coup. On obtient un
diagramme
X � Y �
X Y,
m
c�
c
m�
qui représente la descente de m en m� le long de c. Cette notion s’étend inductivement aux
parties.
On passe ici sur de nombreux détails techniques, notre notion de partie étant en fait plus
riche que celle de suite de coups. De même, la notion de coupure doit être significativement
étendue pour obtenir le résultat souhaité. Ceci est dû à la non-linéarité du λ-calcul considéré :
la descente de certains coups le long d’une coupure fait apparaitre des sortes de contractions,
qui méritent un traitement spécial.
L’étape suivante est de définir la composée τ ◦σ comme acceptant toutes les vues obtenues
par descente d’une partie acceptée par (la stratégie naïve associée à) [σ, τ ].
Le lecteur catégoricien attend depuis longtemps l’entrée en scène de la notion de système
de factorisation [15]. Décevons-le tout de suite : si les coupures définissent en effet un système
de factorisation sur P, nous devons, comme mentionné plus haut, définir la descente sur une
classe plus générale de morphismes, D0h, qu’on appelle morphismes de descente. Or, le système
de factorisation induit par D0h n’est pas pertinent dans notre cas. Nous aurons donc recours
à une structure plus faible ad hoc, celle de système de commutation.
Pour expliquer cela, rappelons la notion de système de factorisation sur une catégorie C.
Soient f : X X � et g : Y Y � deux morphismes de C. On dit que f est orthogonal à g,
ce qu’on note f⊥g, lorsque tout carré commutatif
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X Y
X � Y �
u
f
v
g
h
admet un unique relèvement h faisant commuter les deux triangles. Cette définition s’étend
aux ensembles de morphismes de la manière évidente et on définit, pour un ensemble M de
morphismes, son orthogonal F⊥ à droite comme l’ensemble des g tels que pour tout f ∈ F on
ait f⊥g. On définit symétriquement l’orthogonal ⊥F à gauche.
Définition 1.1. Un système de factorisation sur C consiste en une paire (L, R) de classes de
morphismes de C, telles que
— tout morphisme f : X Y se factorise en X l Z r Y avec l ∈ L et r ∈ R ;
— L = ⊥R ;
— L⊥ = R.
On a le résultat standard :
Proposition 1.3. La paire (L, R) forme un système de factorisation ssi
(i) tout morphisme f : X Y se factorise en X l Z r Y avec l ∈ L et r ∈ R ;
(ii) cette factorisation est unique à unique isomorphisme près ;
(iii) L et R contiennent tous les isomorphismes et sont stables par composition.
Lorsqu’on écrit, ci-dessus, que les coupures induisent un système de factorisation sur P,
cela signifie que la paire (⊥(Cuts⊥), Cuts⊥) forme un système de factorisation. En l’occur-
rence, on a même un système de factorisation (Cuts, Cuts⊥). Un symptôme de l’inadéquation
du système de factorisation induit par D0h est qu’aucun des coups de notre jeu n’est dans
(D0h)⊥. En factorisant c ◦ m comme ci-dessus, on n’aurait donc aucune chance d’obtenir que
m� soit un coup.
Notre solution est d’introduire une notion plus faible, celle de système de commutation,
qui relâche celle de système de factorisation sur les points (i) et (iii) de la proposition 1.3.
Brièvement, pour le point (i), on se contente de demander que tout morphisme de la forme
l ◦ r (avec l ∈ L et r ∈ R) admette une factorisation ; pour le point (iii), on s’abstient de
demander que R soit stable par composition (voir la définition 5.2 ci-dessous). On développe
quelques outils généraux pour composer de tels systèmes, qui adaptent des résultats sur les
systèmes de factorisation ternaires [43, 40]. Ceci nous permet de construire un système de
commutation (D0h, M), où M est la classe des coups. Notons au passage que M n’est pas stable
par composition et que la propriété (ii) deviendrait fausse si on considérait la sous-catégorie
engendrée. Le système de commutation ainsi obtenu mène comme attendu à une définition
de la composition de stratégies innocentes.
De manière inattendue, la notion de système de commutation s’avère utile par ailleurs
pour démontrer la correction de notre sémantique.
Composition de stratégies et foncteurs polynomiaux booléens Venons-en au troi-
sème aspect nouveau de notre sémantique, qui réside dans l’utilisation de la théorie des
foncteurs polynomiaux pour définir la composition des stratégies. Pour expliquer cela, il faut
rendre leur juste place aux versions relativisées des catégories de vues et de parties V et K.
En effet, lorsqu’on définit les stratégies comme des préfaisceaux booléens Vop 2, on omet
de préciser que les stratégies sont définies relativement à une position de départ donnée.
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La catégorie V contient comme objets des vues sur toutes les positions. Si on considère une
position X, on veut se contenter de demander qu’une stratégie sur X spécifie son acceptation
pour les seules vues sur X. On définit donc la catégorie V/X des vues sur X. Techniquement,
elle s’obtient à partir de V et de X comme une catégorie comma. Une stratégie sur X est
donc un préfaisceau booléen (V/X)op 2. De manière similaire, on définit la catégorie K/X
des parties sur X.
Pour définir la composition de stratégies, reprenons la coupure c : X Y définie plus
haut et remarquons que la descente établit une relation entre les parties sur X et celles sur
Y . Cette relation n’est pas fonctionnelle : certaines parties sur X n’admettent pas d’image
et, de plus, l’image d’une partie, lorsqu’elle est définie, ne l’est qu’à isomorphisme près dans
K/Y . Ainsi, plutôt qu’un foncteur K/X K/Y , la descente est une relation entre K/X et
K/Y . Dans la catégorie des ensembles, on peut représenter toute relation R ⊆ X × Y par un
span X s R t Y , constitué de ses projections. Ici, de même, on peut représenter la
relation de descente le long de c par un span
K/X lef TH/c
rig
K/Y
de foncteurs, tel que pour toutes parties k ∈ K/X et k� ∈ K/Y , k� soit une descente de k le
long de c si et seulement s’il existe t ∈ TH/c tel que lef(t) = k et rig(t) = k�.
Pour composer nos deux stratégies σ et τ ci-dessus, on veut d’abord considérer leur
copairing [σ, τ ] : V/Xop 2, puis calculer son comportement, qui doit être un préfaisceau
K/Xop 2 par extension de Kan à droite. On veut ensuite exprimer le fait d’accepter une
partie sur Y exactement si elle est l’image par descente d’une partie acceptée sur X. Enfin,
on veut restreindre le résultat aux vues sur Y pour obtenir une stratégie sur Y .
On a ainsi la suite de foncteurs
(V/A;B + V/B;C)
∼= V/X iX K/X lef TH/c
rig
K/Y iY V/Y ,
où A; B et B; C désignent respectivement les positions
A B et B C .
La composition de stratégies transporte les préfaisceaux booléens par changement de base le
long de cette suite en prenant
— d’abord une extension de Kan à droite pour arriver à K/X,
— puis une restriction pour arriver à TH/c,
— puis une extension de Kan à gauche pour arriver à K/Y ,
— puis enfin une nouvelle restriction.
Si l’on note ÙC la catégorie de foncteurs Cop 2, alors la composition s’écrit comme un
foncteur :
ˇ�(V/A;B + V/B;C) ∼= V̄/X (iX)∗ K̄/X lef∗ T̆H/c
rig! K̄/Y
i∗Y V̄/Y ,
que l’on notera en abrégé comme :
(V/A;B + V/B;C)
∼= V/X
ΠiX K/X Δlef TH/c
Σrig K/Y
ΔiY V/Y ,
où Π indique une extension à droite, Δ une restriction et Σ une extension à gauche.
Le point important est que ce foncteur est un exemple de foncteur polynomial entre
catégories de préfaisceaux, au sens de Kock [30, chapitre 16]. Il existe plusieurs notions de
foncteurs polynomiaux, même entre catégories. Considérons un diagramme
C d E
p
F s D.
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Un tel diagramme induit un foncteur
C Δd E
Πp F Σs D.
Dans ce travail, on considèrera la notion suivante de foncteur polynomial :
Définition 1.2. Un foncteur ÙC ÙD est polynomial si et seulement s’il est isomorphe à une
composée de foncteurs de la forme Σs ◦ Πp ◦ Δd.
Un résultat non-trivial habituel de la théorie des foncteurs polynomiaux est leur stabilité
par composition : si nous n’avons pas trouvé de preuve de cette stabilité dans notre cadre,
elle n’intervient cependant pas dans les résultats présentés dans ce travail.
La composition des stratégies innocentes est un foncteur polynomial. Cette construction
nous mènera à une méthode presque systématique pour démontrer les résultats attendus sur
cette notion de composition, tels que l’associativité de la composition. Dans la plupart des
cas, appliquer la méthode bêtement conduit à réduire le résultat aux quelques cas qu’on
aurait trouvés difficiles dans une démonstration plus standard.
1.3 Conclusion et perspectives
Nous introduisons dans cette thèse trois nouvelles techniques pour définir des sémantiques
de jeux et raisonner dessus.
— Nous enrichissons la notion de stratégie en y ajoutant de nouveaux morphismes au-
delà de l’ordre préfixe ; cela permet la mise en relation des stratégies innocentes et des
stratégies naïves par extension de Kan à droite.
— Nous proposons la notion de système de commutation pour définir l’opération de
hiding, qui permet de cacher l’interaction entre deux joueurs.
— Enfin, nous définissons la composition des stratégies innocentes à l’aide de foncteurs
polynomiaux booléens, ce qui mène à une démonstration nouvelle d’associativité.
À l’aide de ces techniques, nous définissons un nouveau modèle de jeux pour un λ-calcul de
continuations, dont nous démontrons la correction. Nous laissons ouverte, en revanche, la
question de sa complétude.
Plusieurs voies d’améliorations de ce travail restent cependant ouvertes. La principale
d’entre elles réside dans la structure utilisée pour décrire le jeu, la catégorie des positions P.
Les objets de cette structure ad hoc sont, en gros, des espaces topologiques finis étiquetés.
Cette catégorie n’a aucune bonne propriété habituelle, telle que la présence de certaines
limites ou colimites, ce qui rend les preuves de certains résultats particulièrement techniques,
alors que les énoncés semblent tout à fait naturels.
Cette catégorie a l’avantage de pouvoir représenter les morphismes que nous avons appelés
plus haut les coupures, ce qui va de pair avec notre volonté de traiter le hiding avec les systèmes
de commutation. Or, dans le développement de la thèse, nous considérons des structures
proches des terrains de jeux évoqués plus haut, sans les atteindre tout à fait : on peut regretter
ceci, du fait que les terrains de jeux semblent offrir de meilleures propriétés. Cependant, les
outils utilisés jusqu’ici pour définir ces derniers, à savoir les préfaisceaux finis sur des catégories
graduées, semblent peu propices à modéliser les coupures.
Nous posons donc la question : peut-on, dans le cadre des terrains de jeux et plus pré-
cisément des préfaisceaux finis sur une catégorie graduée, représenter le hiding sans trop y
perdre en simplicité ? Il semble en particulier peu encourageant de conserver notre catégorie
P telle quelle.
En revanche, il nous semble prometteur d’utiliser :
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— les extensions de Kan à droite pour relier les stratégies innocentes aux stratégies
naïves ;
— ainsi que les foncteurs polynomiaux booléens pour définir la composition des stratégies
innocentes et démontrer son associativité.
Ces deux outils se rélèvent finalement assez indépendants du choix de la représentation
concrète du jeu, au point qu’ils s’appliqueraient probablement à d’autres approches. Ils ne
dépendent en particulier pas du traitement du hiding comme un système de commutation. Il
pourrait par exemple être fructueux d’appliquer ces techniques dans le cadre original de la
sémantique de jeux.
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Chapitre 2
Catégories de réponse
Ce chapitre sert essentiellement, du point de vue du travail sur la sémantique de jeux
présentée par la suite, à introduire :
— un λ-calcul, appelé λ-calcul de réponse, avec tous les produits, ainsi que les implications
de la forme A ⊥ pour un type ⊥ fixé ;
— les catégories de réponse, qui définissent la sémantique catégorique habituelle de ce
λ-calcul.
Le but de ce travail de thèse sera de montrer, aux chapitres suivants, que les stratégies
gagnantes de notre sémantique de jeux forment une catégorie de réponse de Selinger [45], la
définition de cette structure étant redonnée dans ce chapitre en partie 2.1.
Nous définissons la sémantique catégorique habituelle du λ-calcul de réponse en construi-
sant la catégorie syntaxique engendrée par le λ-calcul. Il s’agit d’une catégorie Λ(A) dont les
objets sont les types du λ-calcul et dont les morphismes sont les classes d’équivalences pour
βη de termes typés en contexte. Un morphisme A B dans cette catégorie est un terme M
qui admet un jugement de typage
x : A � M : B.
Les produits et l’exponentielle sur les termes engendrent des produits et une exponentielle sur
la catégorie syntaxique, qui satisfont les axiomes des catégories de réponse. Nous montrons
en partie 2.3 que la catégorie syntaxique Λ(A) est une catégorie de réponse libre.
Lafont, Reus et Streicher [32] adoptent un point de vue différent, en exprimant l’impli-
cation par une négation. Du point de vue catégorique, cela revient à introduire la notion de
structure de catégorie cartésienne équipée d’un foncteur de négation [46] (on se restreindra ici
au cas où le tenseur est en réalité un produit cartésien). Il est communément accepté que ces
deux points de vue sont les mêmes : catégoriquement, cela s’exprime comme une équivalence
entre la catégorie des (petites) catégories de réponse et celle des catégories de dialogue. Cette
preuve, essentiellement technique, ne semble cependant pas avoir été totalement écrite, aussi
nous la détaillons dans les parties 2.1 et 2.2.
Ce résultat permet en particulier de préciser les conditons de cohérence requises sur les
foncteurs préservant les structures de réponses ou la négation afin de vérifier l’équivalence
entre ces deux notions.
2.1 Définition de la catégorie des catégories de réponse
Définition 2.1. Une catégorie de réponse est une catégorie C ayant :
(i) les produits finis, et on note 1 l’objet terminal,
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(ii) un objet ⊥ tel que toutes les exponentielles de la forme ⊥A existent, pour tout objet A.
On dit que ⊥ est un objet exponentiel.
Il est bien connu qu’avoir les produits finis dans une catégorie est équivalent à demander
uniquement les produits binaires ainsi que la présence d’un objet terminal : c’est ce point de
vue que nous adopterons dans la suite. Pour alléger les notations lorsqu’il n’y a pas d’am-
bigüité, nous noterons simplement AB pour le produit A×B, en convenant que l’associativité
des produits se fait à gauche. On notera également αA,B,C : A(BC) ABC l’associativité,
en omettant les indices lorsque le contexte le permet.
Lemme 2.1. Pour tout objet C, l’objet ⊥C est lui-même exponentiel dans C, en posantÄ
⊥C
äB := ⊥BC . Son morphisme d’évaluation ev� est la curryfiée dans le diagramme :
⊥BCBC ⊥BC(BC) ⊥
⊥CC.
α−1 ev
ev�C
ev
Preuve. Pour un morphisme m : AB ⊥C , la flèche λ�m : A ⊥BC est donnée par la
curryfication pour ⊥ de la flèche supérieure du diagramme suivant :
A(BC) ABC ⊥CC ⊥
⊥BCBC.
α mC ev
λ�m(BC)
ev
Considérons par ailleurs le diagramme suivant, pour n’importe quel morphisme ψ : A
⊥BC :
A(BC) ABC ⊥CC ⊥
⊥BC(BC) ⊥BCBC
⊥BC(BC)
α mC ev
ψ(BC)
evα
ψBC
ev�C
α−1
=
=
(�)
Comme α est un isomorphisme, et par propriété universelle de ev, le périmètre du diagramme
commute si et seulement si le triangle marqué avec (�) commute, ce qui prouve d’une part
que λ�m vérifie :
ev�(λ�mB) = m
et d’autre part son unicité.
La curryfication partielle λ� et l’évaluation ev� définissent un isomorphisme naturel entre
les homsets C(AB, ⊥C) et C(A, ⊥BC). Étant donné un morphisme m : ABC ⊥D dans
C, il existe deux manières d’obtenir la flèche curryfiée A ⊥BCD : soit en appliquant la
curryfication partielle deux fois (sur C puis sur B), soit en utilisant l’associativité puis en
curryfiant αm : A(BC) ⊥D. Dans une catégorie de réponse, on peut prouver que ces deux
méthodes aboutissent au même résultat :
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Lemme 2.2. Le diagramme suivant commute :
C(ABC, ⊥D) C(A(BC), ⊥D)
C(AB, ⊥(CD))
C(A, ⊥(B(CD))) C(A, ⊥(BCD))
C(α,⊥D)
C(A,⊥α−1 )
λ�
λ�
λ�
Preuve. Soit m : ABC ⊥D. Son image par la partie supérieure du diagramme est d’après
le lemme 2.1 l’unique flèche telle que :
A(BC) ⊥BCD(BC)
ABC
⊥D
λ�(m◦α)(BC))
α
m
ev�
commute. L’image de m par la partie inférieure du diagramme est la flèche :
A ⊥B(CD) ⊥BCD,λ
�λ�m ⊥α−1
donc il suffit de vérifier que sa composition avec ev� est bien égale à m ◦ α, c’est-à-dire que
le diagramme suivant commute :
A(BC) ⊥B(CD)(BC) ⊥BCD(BC)
ABC ⊥B(CD)BC ⊥BCDBC
⊥CDC
⊥D
λ�λ�m(BC)
α
α
λ�λ�mBC
α−1
⊥α−1 (BC)
⊥α−1 BC
λ�mC
ev�C
m
ev�
ev�
=† =†
=‡
=‡
Les parties marquées avec † commutent par naturalité de α. Les parties marquées avec ‡
commutent grâce au lemme 2.1. Enfin, pour prouver que le pentagone restant commute, on
montre que son image par le foncteur − ×D commute :
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⊥B(CD)BCD ⊥BCDBCD ⊥BCD(BC)D
⊥B(CD)(BCD) ⊥BCD(BCD)
⊥B(CD)B(CD) ⊥B(CD)(B(CD)) ⊥
⊥CD(CD)
⊥CDCD ⊥DD.
⊥α−1 BCD
⊥α−1 (BCD)
ev�CD
ev�(CD)
α−1
α−1
⊥B(CD)α−1
α−1
α−1D
α−1
ev
ev
ev�D
ev
ev
ev�D
(×)
(×)
(×)
(×)
(†)
(†)
(†)
(‡)
Les parties marquées avec (×) commutent par associativité du produit cartésien. Les parties
marqués avec (†) sont toutes de la forme :
⊥XY XY ⊥XY (XY ) ⊥
⊥Y Y
α−1 ev
ev�Y ev
et commutent par définition de ev�. Enfin, le carré marqué (‡) correspond à la définition de
⊥α−1 , qui est la flèche λ(ev ◦ ⊥B(CD)α−1).
On note Resp la catégorie des petites catégories de réponse, en prenant pour morphismes
les foncteurs qui préservent la structure de réponse à isomorphismes cohérents près. Préci-
sément, un foncteur f : C D entre deux catégories de réponse est un foncteur de réponse
lorsque :
Définition 2.2 (Foncteur de réponse). (i) f préserve les produits. On notera fAB l’iso-
morphisme f(AB) fAfB.
(ii) il existe un isomorphisme f(⊥) ⊥, noté f⊥,
(iii) la flèche f(⊥A) ⊥fA définie par
f(⊥A)fA f(⊥AA) f(⊥) ⊥
⊥fA(fA)
∼= fev ∼=
λ(−)(fA)
ev
est un isomorphisme. On la note f⊥A .
On peut voir que ces isomorphismes pris entre les objets f(⊥AB) ⊥fBfA correspondent
aux flèches induites par les diagrammes similaires pour ev� et λ�.
2.2 Catégories de dialogue (catégories cartésiennes avec né-
gation)
Définition 2.3. On appelle catégorie de dialogue cartésienne, ou plus simplement catégorie
de dialogue dans la suite, une catégorie C qui possède :
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(i) les produits finis, en notant 1 l’objet terminal,
(ii) un foncteur de négation contravariant ¬ : Cop C,
(iii) et une bijection
ϕA,B,C : C(A × B, ¬C) C(A, ¬(B × C)) (2.1)
naturelle en A, B et C, vérifiant le diagramme de cohérence :
C(ABC, ¬D) C(A(BC), ¬D)
C(AB, ¬(CD))
C(A, ¬(B(CD))) C(A, ¬(BCD)).
C(α,¬D)
C(A,¬α−1)
ϕAB,C,D
ϕA,B,CD
ϕA,BC,D
Définition 2.4. On note Dial la catégorie des petites catégories de dialogue cartésiennes,
en prenant pour flèches les foncteurs qui préservent la structure de dialogue à isomorphismes
cohérents près, i.e., f : C D est un foncteur de dialogue quand :
(i) f préserve les produits. On notera fAB l’isomorphisme f(AB) fAfB ;
(ii) il existe des isomorphismes f¬A : f(¬A) ¬fA ;
(iii) f est cohérent avec ϕ, i.e., le diagramme suivant commute :
C(AB, ¬C) C(A, ¬(BC))
C(f(AB), f¬C) C(fA, f¬(BC))
C(fAfB, ¬fC) C(fA, ¬fBfC).
ϕ
ϕ
f
C(f−1AB ,f¬C)
f
C(fA,(¬f−1BC)f¬BC)
Les catégories de réponse sont toutes des catégories de dialogue dès lors que l’on choisit
comme foncteur de négation l’exponentiation ⊥−, et pour ϕ la fonction qui à chaque mor-
phisme m : AB ⊥C associe sa curryfiée partielle λ�m : A ⊥BC . La cohérence de ϕ est
donnée par le lemme 2.2.
De plus, tout foncteur de réponse f : C D est également un foncteur de dialogue entre
ces catégories vues comme des catégories de dialogue, puisque :
1. f préserve les produits,
2. les isomorphismes requis f(¬A) ∼= ¬fA sont les isomorphismes f(⊥A) ∼= ⊥fA dans la
catégorie de réponse D,
3. la cohérence de f avec ϕ est vérifiée par le fait que f préserve l’exponentielle.
On note F : Resp Dial le foncteur correspondant.
Inversement, on peut définir un foncteur G : Dial Resp qui à chaque catégorie de
dialogue associe une catégorie de réponse en choisissant, pour tout object B :
— comme objet exponentiable l’objet ⊥ = ¬1, avec (¬1)B = ¬(B × 1),
— comme morphisme d’évaluation la flèche ϕ−1
Ä
id¬(B×1)
ä
.
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Lemme 2.3. Les flèches ev = ϕ−1
Ä
id¬(B×1)
ä
définissent un objet exponentiable ⊥.
Preuve. Pour tout morphisme m : AB ¬1, soit ψ : A ¬(B1) un morphisme qui fait
commuter le diagramme
AB ¬1
¬(B1)B.
m
ψB
ev=ϕ−1(id)
Par naturalité de ϕ−1−,B,C en A, le diagramme suivant commute :
id ψ
Hom(¬(BC), ¬(BC)) Hom(A, ¬(BC))
Hom(¬(BC)B, ¬C) Hom(AB, ¬C) ϕ−1(ψ)
ϕ−1(id) ϕ−1(id) ◦ (ψ × B)
−◦ψ
−◦(ψ×B)
ϕ−1 ϕ−1
Ainsi, on a l’identité :
AB ¬(B1)B ¬1ψB ϕ
−1(id)
ϕ−1(ψ)
ce qui prouve que λm = ϕ(m) fait commuter le triangle. En composant par ϕ, on a ψ = ϕ(m),
donc λm est unique.
Lemme 2.4. Tout foncteur de dialogue f : C D est également un foncteur de réponse,
avec la structure de réponse précédente sur C et D.
Preuve. Le foncteur f préserve les produits, et l’isomorphisme f(⊥) ⊥ correspond à
l’isomorphisme f(¬1) ∼= ¬f1 ∼= ¬1 dans D.
Il reste à prouver que la flèche canonique ψ : f(¬(A1)) ¬(fA1) est un isomorphisme.
On considère pour cela le diagramme commutatif :
Hom(¬(A1), ¬(A1)) Hom(¬(A1)A, ¬1)
Hom(f¬(A1), f¬(A1)) Hom(f(¬(A1)A), f¬1)
Hom(f¬(A1), ¬(fAf1)) Hom((f¬(A1))A, ¬f1)
Hom(¬((fA)1), ¬((fA)1)) Hom(¬((fA)1)fA, ¬1)
ϕ−1
ϕ−1
ϕ−1
f f
Hom(id,h1) Hom(k1,k2)
Hom(h2,h3) Hom(k3,k4)
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où les hi et kj sont les isomorphismes associés à f . Il est facile de voir que h3h1h2 = id. Le
carré du haut commute par cohérence de f par rapport à ϕ−1, et le carré du bas commute
par naturalité de ϕ−1 en ses premier et troisième paramètres.
En prenant l’image de id¬(A1), le diagramme suivant commute :
f¬(A1)fA f((¬A1)A) f(¬1) ¬1
¬((fA)1)(fA)
k3k1 k2k4fϕ
−1(id¬(A1))
ϕ−1(id¬(fA)1)
h(fA)
D’après le lemme 2.3, ψ est l’unique flèche qui fait commuter ce diagramme, donc ψ = h est
un isomorphisme.
On peut désormais prouver l’équivalence entre les catégories de dialogue et les catégories
de réponse.
Théorème 2.5. Les foncteurs F et G
Resp Dial
F
G
définissent une équivalence de catégories.
Preuve. L’image par FG d’une catégorie de dialogue D est une catégorie de dialogue dont la
négation vaut ¬(− 1), qui est isomorphe à ¬.
L’image par GF d’une catégorie de réponse C est une catégorie de réponse dont l’objet ex-
ponentiable est ⊥1, qui est isomorphe à ⊥. Le lemme 2.1 garantit que toutes les exponentielles
sont isomorphes.
2.3 Catégories de réponse libres
Dans cette section, on fixe un ensemble de types atomiques que l’on note A, et on construit
une catégorie de réponse syntaxique engendrée par A, sur le même modèle que les catégories
cartésiennes fermées avec le λ-calcul simplement typé [10]. On introduit pour cela une variante
du λ-calcul, notée λd-calcul. On prouve au théorème 2.9 que cette catégorie est la catégorie
de réponse libre engendrée par A.
2.3.1 λ-calcul en forme β-normale et η-longue
Étant donné un ensemble dénombrable de variables, on considère l’ensemble des λ-termes
à α-équivalence près engendré par la grammaire :
M, N, . . . ::= x | ()
| πiM | �M, N�
| λx.M | MN
(2.2)
dont on rappelle les règles usuelles de β-réduction :
(λy.M)N β M [y �→ N ]
πi�M1, M2� β Mi
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De même que les catégories de réponse se restreignent à un seul objet exponentiable, on
définit les termes du λ-calcul de réponse comme un sous-ensemble du λ-calcul simplement
typé en restreignant le membre droit de la flèche à un seul symbole, noté ⊥. Ainsi, les types
sont engendrés par la grammaire :
A, B, . . . ::= A | 1 | ⊥ | ⊥A | A × B (2.3)
et on dérive les jugements de typage à partir des règles :
Γ, a : A � a : A Γ � () : 1
Γ � M : ⊥A Γ � N : A
Γ � MN : ⊥
Γ, y : A � M : ⊥
Γ � λy.M : ⊥A
Γ � M : A1 × A2
Γ � πiM : Ai
Γ � M : A Γ � N : B
Γ � �M, N� : A × B
Lemme 2.6 (Substitution). Si Γ, x : A � M : B et Γ � N : A, alors Γ � M [x �→ N ] : B.
Corollaire 2.7 (Réduction du sujet). Si Γ � M : A et M se réduit en N , alors on peut typer
N en Γ � N : A.
Grâce à la réduction du sujet, puisque tout terme du λd-calcul se traduit en un λ-terme
simplement typé, on en déduit que β est fortement normalisante.
Il reste à traiter le cas de l’η-expansion, et on procède pour cela exactement comme [26].
Si l’on dispose d’un terme typé, alors on réécrit :
N η () si le sous-terme N est de type 1,
N η λy.Ny si le sous-terme N est de type ⊥A,
N η �π1N, π2N� si le sous-terme N est de type A × B,
dans les cas où ces réécritures ne créent pas de β-redex. Un terme est dit en forme η-longue
lorsque toute étape d’η-expansion dont il est la source crée un β-redex.
Remarque 2.1. L’η-expansion préserve les types.
Le λd-calcul est un fragment du λ-calcul stable par β et η : en appliquant la même preuve
que dans [26], on peut donc montrer que tout terme typé du λd-calcul admet une forme
normale β-réduite et η-longue :
Lemme 2.8. Le λd-calcul est fortement normalisant pour βη.
Dans la section suivante, on s’intéresse à la sémantique catégorique du λd-calcul. Cette
dernière interprète les termes quotientés par βη en tant que morphismes. L’existence de
formes β-réduites et η-longues permet de construire cette catégorie en choisissant un repré-
sentant canonique de chaque classe d’équivalence, et donc de raisonner sur les morphismes
en procédant par induction sur la syntaxe des termes βη-normaux.
2.3.2 Catégorie syntaxique
Afin de construire la sémantique catégorique usuelle pour le λd-calcul, on suit le même
schéma que pour le λ-calcul simplement typé et les catégories cartésiennes fermées, en dé-
finissant d’abord la catégorie syntaxique Λ(A) formée par les termes du λd-calcul puis en
prouvant que cette catégorie syntaxique est une catégorie de réponse (proposition 2.11). On
montre finalement le théorème :
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Théorème 2.9. La catégorie syntaxique Λ(A) est la catégorie de réponse libre engendrée par
l’ensemble de types atomiques A.
Définition 2.5. Soit Λ(A) la catégorie dont :
— les objets sont les formules engendrées par la grammaire (2.3) ;
— les morphismes A B sont les termes M du λd-calcul en forme β-normale et η-longue
qui admettent un jugement de typage :
x : A � M : B.
La composition dans Λ(A) est, comme d’habitude, donnée par la substitution. Ainsi, si
l’on dispose de deux termes M : A B et N : B C, alors la forme normale de N [x �→ M ]
admet, d’après lemme de substitution 2.6, un jugement de typage
x : A � N [x �→ M ] : C.
L’identité en A est simplement la forme η-longue du terme x. L’associativité de la composition
traduit l’égalité :
(P [x �→ N ])[x �→ M ] = P [x �→ N [x �→ M ]]
où M : A B, N : B C et P : C D. Cette égalité est évidemment vérifiée par le
λ-calcul. On a donc bien que :
Lemme 2.10. Λ(A) est une catégorie.
Les produits et exponentielles syntaxiques sur les formules créent directement la structure
de réponse de Λ(A) :
Proposition 2.11. La catégorie Λ(A) est une catégorie de réponse.
Preuve. Comme indiqué précédemment, on montre que le produit de deux objets A et B de
Λ(A) est la formule A × B. Les projections π : A × B A et π� : A × B B sont définies
à partir des formes η-longues des termes :
π := (x : A × B � π1x : A)
π� := (x : A × B � π2x : B)
et, pour tout cône x : C � P : A, x : C � Q : B, l’unique morphisme C A × B qui joint ce
cône aux projections est la forme normale de �P, Q�. Un calcul montre que π ◦ �P, Q� = P et
que π� ◦ �P, Q� = Q. L’unicité vient du fait que �P, Q� est de type A × B et est en particulier
en forme η-longue. Si l’on suppose l’existence d’une flèche F : C A × B qui joint les deux
cônes, alors comme F est β-normal et η-long, il existe F1 et F2 tels que F = �F1, F2�. En
composant avec π et π�, on a bien F1 = P et F2 = Q.
L’exponentielle de A est donnée par la formule ⊥A. Le morphisme d’évaluation ev : ⊥A ×
A ⊥ est le terme typé :
x : ⊥A × A � (π1x)(π2x) : ⊥.
Pour tout morphisme M : A × B ⊥, l’unique flèche λM qui fait commuter
A × B ⊥
⊥B × B
M
ev
λM×idB
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est donnée par le terme
x : A � λy.M [x �→ �x, y�] : ⊥B.
Un calcul donne ev ◦ (λM × idB) =βη M [x �→ �π1x, π2x�], qui a la même forme normale que
M .
Pour l’unicité, tout autre terme F : A ⊥B en forme normale et qui fait commuter le
diagramme s’écrit, à cause de son type, sous la forme F = λy.F �. On peut réduire ev◦(F ×id) :
ev ◦ (F × id) = (π1x)(π2x)[x �→ �(λy.F �)[x �→ π1x], π2x�]
= F �[x �→ π1x][y �→ π2x]
qui par hypothèse est convertible à M . Or, la substitution :
σ = [x �→ π1x][y �→ π2x][x �→ �x, y�]
est β-égale à l’identité, donc on a :
F � = F �σ = M [x �→ �x, y�]
ce qui montre l’unicité de λM .
Lien avec la structure de dialogue Lors de la définition des types du λd-calcul, nous
aurions pu faire le choix équivalent d’introduire une négation syntaxique, i.e., choisir les types
engendrés par la grammaire :
A, B, . . . ::= A | 1 | ¬A | A × B (2.4)
Le théorème 2.5 permet en effet ce choix, à une équivalence de catégories près. Nous aurions
donc dû prouver, à la place de la proposition 2.11, que Λ(A) est une catégorie de dialogue
cartésienne, comme défini en section 2.2. Il aurait cependant fallu définir les isomorphismes
ϕA,B,C sur les termes du λd-calcul, puis prouver leur naturalité en A, B et C ainsi que le
diagramme de cohérence : ces résultats reviennent à effectuer des vérifications calculatoires,
qui sont immédiates lorsque l’on considère simplement les exponentielles.
Cependant, en partie 7.6 où l’on s’intéressera à la catégorie des stratégies gagnantes du
jeu graphique, la structure du jeu est telle qu’il est au contraire plus facile de prouver que la
catégorie des stratégies gagnantes est une catégorie de dialogue cartésienne. Le résultat du
théorème 2.5 est donc crucial pour faire le lien entre le λ-calcul et le jeu graphique.
Il ne reste désormais plus qu’à montrer l’initialité de la catégorie syntaxique. On redonne
pour cela d’abord la définition de catégorie de réponse libre (ou initiale) engendrée par un
ensemble. Soit U : Resp Set le foncteur d’oubli qui envoie chaque catégorie de réponse sur
son ensemble d’objets. On dit que FA est la catégorie de réponse libre engendrée par A s’il
existe une fonction
A
η UFA
telle que pour toute fonction F : A UD, où D est une catégorie de réponse, alors il existe
un foncteur de réponse F ∗ : FA D qui fait commuter le diagramme :
A UFA
UD.
η
F
UF ∗
Ce foncteur est unique dans le sens suivant : s’il existe un autre foncteur G : FA D qui
fait commuter le même diagramme, alors il existe un isomorphisme naturel G ∼= F ∗.
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Preuve du théorème 2.9. La fonction η est la fonction évidente qui envoie chaque point de A
sur le type atomique correspondant.
Le foncteur F ∗ est défini par induction sur les types et la structure des termes. Sur les
objets :
— F ∗(a) = a quand a ∈ A,
— F ∗(A × B) = F ∗A × F ∗B,
— F ∗(⊥) = ⊥,
— F ∗(1) = 1,
— F ∗(⊥A) = ⊥F ∗A.
et sur les morphismes :
— F ∗(x : a � x : a) = idF a,
— F ∗(�M, N�) = �F ∗M, F ∗N�,
— F ∗(MN) = ev ◦ �F ∗M, F ∗N�,
— F ∗(()) = (),
— F ∗(λy.M) = λF ∗(M [x �→ π1x, y �→ π2x]).
Sur les types atomiques, tout autre foncteur G qui fait commuter le diagramme vérifie
Ga = Fa pour a ∈ A. Or, G préserve la structure de réponse de FA donc par induction sur
la structure des types, les isomorphismes qui font de G un foncteur de réponse s’étendent en
des isomorphismes :
— G(A × B) ∼= F ∗A × F ∗B,
— G(⊥) ∼= ⊥,
— G(1) ∼= 1,
— G(⊥A) ∼= ⊥F ∗A.
On vérifie facilement par induction sur les termes de FA que ces isomorphismes engendrent
l’isomorphisme naturel G ∼= F ∗ qui garantit l’unicité de F ∗.
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Chapitre 3
Catégorie des positions et coups du
jeu
3.1 Occurrences
Nous définissons dans cette partie les formules utilisées dans les positions du jeu gra-
phique : il s’agit essentiellement des types du λ-calcul défini à la section 2.3.1, avec une petite
modification sur les atomes.
On dispose comme précédemment d’un ensemble dénombrable de symboles atomiques
A, mais nous distinguons pour le jeu deux copies de ces symboles, notées a⊥⊥ et a⊥ pour
a ∈ A. Elles servent uniquement en section 3.4 à traiter les axiomes : les règles du jeu
graphique introduisent en effet une notion forte de polarité due à l’enracinement des positions.
Cette polarisation nécessite de traiter les axiomes de façon particulière. Le jeu graphique se
comporte comme si, dans les règles de déduction de la section 2.3, on remplaçait tous les
atomes a par a⊥⊥, et si on remplaçait la règle axiome :
Γ, a � a
par des preuves :
Γ, a⊥ � a⊥
Γ, a⊥⊥, a⊥ �
Γ, a⊥⊥ � a⊥⊥
qui utilisent les deux nouvelles règles :
Γ, a⊥ � a⊥ Γ, a
⊥⊥, a⊥ �
Γ, a⊥⊥ � a⊥⊥
L’ensemble des formules F est formé de l’union des mots engendrés par les deux règles
suivantes :
P ::= A⊥
Q ::= P ⊥ | 1 | ¬Q | Q × Q
F := P ∪ Q.
(3.1)
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Une occurrence d’une formule A dans une formule B, identifiées avec leurs arbres de
syntaxe abstraite, est un chemin depuis la racine de B jusqu’à un sommet v, tel que A est
égale au sous-arbre de B enraciné en v.
On note Occ la catégorie des occurrences, dont les objets sont les formules de F , et
dont les morphismes ξ : A B sont les occurrences de A dans B. La composition, donnée
par la concaténation des chemins, est évidemment associative. Son identité est le chemin à
un sommet. On représentera les occurrences par la séquence des connecteurs traversés, en
mentionnant quelle branche est sélectionnée pour ×.
Exemple 3.1. La formule ¬1 admet deux occurrences dans ¬(¬1 × ¬¬1), qu’on notera ¬; ×l
et ¬; ×r; ¬.
La formule a⊥ a une occurrence dans 1 × ¬(a⊥⊥), notée ×r; ¬; ⊥.
Avec cette notation, l’occurrence identité étant représentée par la séquence vide, on l’ap-
pelle parfois l’occurrence vide.
Pour définir la catégorie des positions à la section 3.2, nous aurons besoin d’une notion
de signe sur les occurrences afin de déterminer les changements d’orientation autorisés dans
le jeu graphique. Pour cela, on dit qu’une occurrence ξ : A B est :
— positive lorsque B contient un nombre pair de négations ¬ ou −⊥ situées strictement
au-dessus de l’occurrence ξ de A. Dans le cas particulier où B ne contient aucune
négation située strictement au-dessus de A, on dit que l’occurrence est sans négation ;
— négative lorsque B contient un nombre impair de négations situées strictement au-
dessus de A. Dans le cas particulier où le chemin contient exactement une négation,
on dit que l’occurrence est alternante.
Exemple 3.2. L’occurrence ¬; ×l est négative, alors que ¬; ×r; ¬ est positive. L’occurrence
×r; ¬; ⊥ est positive.
Lemme 3.1. Si un carré
A B
C D
ξ0
ξ1 ξ3
ξ2
commute dans Occ alors il existe un unique relèvement dont le type est soit C B soit
B C.
Preuve. Il s’agit d’un résultat classique sur les arbres.
3.2 Positions
Les positions du jeu sont, intuitivement, des fragments partiels d’arbres étiquetés. For-
mellement :
Définition 3.1. Une position U du jeu est un triplet de fonctions :
F edg(U) ver(U)
�U s
t
où :
— ver(U) est un ensemble fini de sommets,
— edg(U) est un ensemble fini d’arêtes,
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— �U affecte une formule à chaque arête,
— s et t sont des fonctions partielles, qui indiquent respectivement les source et but de
chaque arête,
et qui vérifient les propriétés suivantes :
(i) bonne formation locale : le voisinage de tout sommet v ∈ V est de la forme
Γ � A, Γ �, Γ, a⊥ �, ou Γ, a⊥ � a⊥,
où
— Γ est un multiensemble de formules dans Q (3.1),
— A est une formule dans Q (3.1),
— le voisinage de v est ici le multiensemble des étiquettes d’arêtes adjacentes à v, celles
des arêtes entrantes étant notées à gauche du signe � et celle de l’éventuelle arête
sortante étant notée à droite ;
(ii) sans branchement : s est injective sur son ensemble de définition ;
(iii) acyclicité : en oubliant l’orientation des arêtes, il n’existe aucun cycle élémentaire dans
le graphe ;
(iv) quasi-enracinement : l’ensemble
{v ∈ ver(U) tel que ∀e ∈ edg(U), s(e) �= v}
des sommets sans arête sortante contient au plus un seul sommet. Lorsqu’il existe, ce
sommet est appelé indifféremment la racine de la position, ou le sommet actif.
Remarque 3.1. Dans la définition précédente, la condition de bonne formation locale (i) im-
plique la condition de non-branchement (ii). Nous conservons ici cette dernière par analogie
avec les travaux sur MLL [22], la bonne formation locale étant une adaptation très spécifique
à la logique étudiée ici.
Les fonctions s et t sont partielles, mais on peut les considérer de manière équivalente
comme des fonctions totales s∗ et t∗ de codomaine ver(U) + 1, en posant s∗(e) = ⊥, l’unique
élément de 1, lorsque s(e) n’est pas défini. L’ensemble ver(U) + 1 est équipé de l’ordre ≤
engendré par : ∀v ∈ ver(U), ⊥ ≤ v.
Définition 3.2 (Signe d’une position). Une position est positive lorsqu’elle possède un som-
met actif, et négative sinon, i.e., lorsque tous les sommets ont une arête sortante.
Cette définition des positions cherche en réalité à formaliser l’intuition que les positions
sont des fragments d’arbres. Ceci s’explique en considérant une variation de la topologie
usuelle sur les graphes. On voit chaque position U comme un espace topologique dont les
points sont ceux du coproduit edg(U) + ver(U) et dont les ouverts sont définis par :
Définition 3.3 (Ouvert). O est ouvert lorsque pour tout sommet v ∈ O, toutes ses arêtes
adjacentes sont également dans O.
Sans tenir compte provisoirement des étiquettes et des orientations des arêtes, les positions
sont des sous-ensembles ouverts d’arbres totaux.
Les fonctions continues au sens de cette topologie donnent une première notion de mor-
phismes entre les positions, qui, si l’on oublie temporairement les étiquettes et les orientations,
ressemblent intuitivement à des morphismes de graphes mais peuvent par ailleurs envoyer des
arêtes sur des sommets et inversement.
— L’envoi d’arêtes sur des sommets permet de définir les coupures en section 5.1 ;
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— L’envoi de sommets sur des arêtes n’a pas de sens dans notre cadre et sera interdit
par la suite.
Si f : U V est une fonction continue entre deux positions, et si e est une arête de U ,
on dit que e est persistante par f lorsque f(e) est une arête de V ; f est elle-même persistante
si toutes les arêtes de U sont persistantes.
Il est désormais possible de définir les morphismes entre positions, de la façon suivante :
Définition 3.4 (Morphisme de positions). Un morphisme U V où U et V sont des
positions est un couple (f, of ) de fonctions, que l’on notera dans la suite simplement f : U
V , telles que :
(i) f est une fonction continue de U vers V , vues comme des espaces topologiques,
(ii) f envoie les sommets sur des sommets,
(iii) of est une fonction qui à chaque arête persistante e ∈ edg(U) associe une occurrence
of (e) :
of ∈
�
e∈f−1(edg(V ))
Occ(�U (e), �V (f(e))),
(iv) et si e est une arête persistante, alors e est renversée si et seulement si of (e) est négative.
Formellement, cela signifie que l’on doit vérifier les inégalités :
t(f(e)) ≥ f(s(e)) s(f(e)) ≥ f(t(e))
lorsque of (e) est négative, et :
s(f(e)) ≥ f(s(e)) t(f(e)) ≥ f(t(e))
lorsque of (e) est positive.
La composition est définie en composant les fonctions continues d’une part, et en conca-
ténant les occurrences d’autre part. L’identité est le morphisme (id, �) où � est la fonction
constante égale à l’occurrence identité, et il est facile de voir que :
Lemme 3.2. On a une catégorie des positions, notée P.
Lemme 3.3 (Caractérisation équivalente des morphismes). De manière équivalente dans la
définition 3.4, on peut remplacer l’hypothèse de continuité de la fonction f : U V par la
propriété : pour chaque arête e ∈ edg(U) qui s’envoie par f sur un sommet de V , on a les
inégalités
f(e) ≥ fs(e) et f(e) ≥ ft(e).
Preuve. Pour l’implication, les inégalités sont évidentes si fs(e) (resp. ft(e)) n’est pas définie.
Si fs(e) est définie, comme {s(e), e} est connexe, son image par f continue est encore connexe.
Un ensemble à deux sommets distincts n’est pas connexe, donc f(e) = fs(e). La seconde
inégalité s’obtient de la même manière.
Pour la réciproque, on note O ⊆ V un ouvert, v un sommet de f −1(O) et e une arête
adjacente à v dans U , afin de montrer que f(e) ∈ O. On détaille le cas s(e) = v, le cas t(e) = v
se résout de la même façon.
— Si f(e) est une arête, alors le point (iv) de la définition 3.4 impose que f(e) est
adjacente au sommet f(v). Comme O est ouvert et contient f(v), on a f(e) ∈ O.
— Si f(e) est un sommet, l’inégalité f(e) ≥ fs(e) entraine : f(e) = f(v), donc f(e) ∈ O.
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3.2.1 Représentation graphique des positions
On représente graphiquement par
A
une position U où ver(U) = { , }, edg(U) = {e} et :
s(e) = t(e) = �(e) = A.
Une arête dont l’une des extrémités n’est pas définie sera représentée de la façon suivante,
lorsque par exemple le sommet but manque :
A
Quand une arête ne possède aucun sommet source ni but, l’orientation de l’arête n’est
pas définie, mais l’on utilisera malgré cela la notation
A
où la tête de la flèche ne correspond à aucune information sur la position elle-même, autre
que l’indication de type disant que l’on représente effectivement une arête. Une telle arête est
dite isolée.
Enfin, la plupart des morphismes que l’on considèrera dans P sont décrits par une trans-
formation locale sur quelques arêtes et sommets d’une position, et laissent le reste de la
position intact. Pour représenter les parties non modifiées, on utilisera
ΓA1
An
B
pour dessiner une position connexe enracinée Γ, dont la racine est notée sur le dessin, et où
l’on ajoute éventuellement à cette racine :
— une arête sortante d’étiquette B,
— des arêtes entrantes d’étiquettes A1, . . . , An.
3.2.2 Séquents
Intuitivement, on identifie les sommets dans une position aux joueurs du jeu. Chaque
position possède alors au plus un joueur en position active, qui est le sommet racine. Ainsi,
les positions possédant un seul sommet jouent un rôle important dans la définition du jeu,
car elles décrivent le comportement local d’un même joueur dans une stratégie.
Par ailleurs certaines de ces positions à un seul sommet s’identifient aux jugements du
chapitre 2 de la façon suivante.
Définition 3.5 (Séquent). Un séquent est une position à un seul sommet, sans arête isolée.
Si U est une position quelconque, on note Sq(U) l’ensemble des séquents de U , c’est-à-dire
l’ensemble des parties de U qui sont des séquents.
Graphiquement, un séquent est une position de la forme :
B
A1
An
et
A1
An
Dans la suite, on reprendra les notations A1, · · · , An � B et A1, · · · , An � pour désigner
respectivement ces positions.
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Lemme 3.4 (Continuité). On note U la composée des foncteurs d’oubli P Top Set.
Soient U et V deux positions, et f : UU UV une fonction.
Si f envoie les sommets sur des sommets, et si pour tout séquent S de V , f −1(US) est
un ouvert de U , alors f est continue.
Preuve. Les ouverts d’une position s’écrivent comme des unions de séquents et d’arêtes isolées.
3.2.3 Syntaxe pour les positions
Lorsque A1, . . . , An sont n formules, avec X1, . . . , Xn des positions connexes enracinées
(i.e., telles qu’il existe un sommet sans arête sortante), alors on définit la position enracinée
notée :
(A1 · X1, . . . , An · Xn)
comme étant la position :
X1 Xn
A1 An
. . .
c’est-à-dire la position dont la racine possède n arêtes entrantes, l’arête i, pour 1 ≤ i ≤ n,
ayant pour étiquette Ai et pour sommet source la racine de Xi.
On étend légèrement la notation précédentes au cas où les Xi sont des ensembles vides
(qui ne sont donc pas enracinés), en définissant la position :
(A1, . . . , An)
qui possède n arêtes entrantes à la racine, d’étiquettes les Ai, dont la source est pendante.
Par ailleurs, on peut étendre cette notation sur les morphismes, si l’on dispose :
— de morphismes de positions enracinées fi : Xi Yi, qui préservent les racines, et
— d’occurrences positives ξi : Ai Bi dans Occ,
pour 1 ≤ i ≤ n, alors on peut définir un morphisme
(ξ1 · f1, . . . , ξn · fn) : (A1 · X1, . . . , An · Xn) (B1 · Y1, . . . , Bn · Yn)
qui envoie la ie arête à la racine vers l’arête correspondante du codomaine avec l’occurrence
ξi, et la sous-position Xi vers la sous-position Yi en appliquant le morphisme fi.
La continuité de (ξi · fi)i provient du fait que tous les fi préservent les racines. Pour la
vérifier, on utilise la caractérisation donnée au lemme 3.4 en considérant S � = (ξi · fi)−1i (S)
pour chaque séquent S du codomaine. Lorsque S est à la racine, alors S � est le séquent
racine du domaine, donc est ouvert. Lorsque S est contenu dans l’un des Yi mais n’est pas
à la racine de Yi, alors le fait que fi préserve la racine de Xi assure que S� ne contient pas
le sommet racine de Xi : par continuité de fi, S� est un ouvert de Xi, donc un ouvert de
(A1 · X1, . . . , An · Xn). Enfin, lorsque S est à la racine de Yi, alors :
— S� ∩ Xi est un ouvert de Xi car fi est continue,
— S� contient la racine de Xi, mais également l’arête Ai qui relie Xi à la racine de
(Ai · Xi)i, donc S� est encore ouvert dans (Ai · Xi)i.
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3.2.4 Pullbacks et pushouts dans P
La catégorie P admet un objet terminal, noté 1 et constitué d’un seul sommet, et un
objet initial ∅. Elle n’est cependant ni complète ni cocomplète car elle ne possède pas tous
les pullbacks ni tous les pushouts.
Ceci provient en grande partie de la catégorie des occurrences Occ : en effet, en présence
d’arêtes persistantes dans un diagramme commutatif dans P
U V
U � V �
f
g
f �
g�
on peut déduire, pour une arête persistante e ∈ edg(U) donnée, un diagramme dans Occ :
�U (e) �V (f(e))
�U �(g(e)) �V �(f �g(e)).
of (e)
og(e)
of � (g(e))
og� (f(e))
Un tel carré n’existe, d’après le lemme 3.1, que si l’une des formules �U �(g(e)) ou �V (f(e))
est une sous-formule de l’autre. Il est facile de construire des paires (f, g) ou (f �, g�) qui ne
vérifient pas cette condition, par exemple avec le span d’étiquettes :
A × ¬A ×r;¬ A ×l A × ¬A.
Dans la suite de cette section, pour ignorer les problèmes d’occurrences, on considère la
sous-catégorie pleine P1 de P obtenue en se limitant aux positions dont toutes les arêtes ont
pour étiquette 1. On remarque que le foncteur d’oubli U : P1 Top ne crée ni les limites,
ni les colimites. Ainsi, le carré
q
p
où p écrase chaque arête sur son sommet source (l’arête verticale n’a pas d’antécédent), et
où q préserve les arêtes mais leur ajoute un sommet but commun, est un pushout dans P1
et même dans P. Néanmoins, on sait que le foncteur d’oubli Top Set relève les limites,
dans le sens de Adámek et al [2], et donc que le pushout du diagramme ci-dessus a quatre
éléments dans Top.
Lemme 3.5. De même, le carré
q
p
c
c
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est un pullback dans P, alors que la limite dans Top serait donnée par un objet à quatre points
{( , ), ( , ), ( , ), ( , )}
dont seul le premier est fermé, et seul le dernier est ouvert.
Preuve. On note U , V , W les positions telles que p : U V et q : U W . La position U
est composée de trois arêtes entrantes el, em et er, sur un sommet v.
Pour expliciter les définitions des morphismes p et q dans le diagramme précédent, on
note ep l’arête du codomaine de p, et vp son sommet but. On procède de même pour eq et vq
dans le codomaine de q.
Les morphismes p et q sont définis par :
p(el) := vp
p(em) := ep
p(er) := ep
et
q(el) := eq
q(em) := ep
q(er) := vq.
Soit (f : U � V, g : U � W ) un cône au-dessus de (c, c). On définit le morphisme
k : U � U par :
k(w) := v si w ∈ ver(U �),
k(e) := v si f(e) est un sommet et g(e) est un sommet,
k(e) := er si f(e) est une arête et g(e) est un sommet,
k(e) := em si f(e) est une arête et g(e) est une arête,
k(e) := el si f(e) est un sommet et g(e) est une arête.
Ce morphisme est bien défini, car il est continu (l’image réciproque du seul séquent est
U � en entier) et tous les sommets ont pour image v.
L’égalité f = pk résulte d’une simple vérification pour chaque élément de U �. Pour une
arête e ∈ edg(U �) :
— si f(e) est une arête, alors k(e) = er ou k(e) = em. En composant par p, on obtient
dans les deux cas p(k(e)) = ep = f(e) ;
— si f(e) est un sommet, alors k(e) = v ou k(e) = el. En composant par p, on obtient
dans les deux cas p(k(e)) = vp = f(e).
Symétriquement, g = qk. Les égalités précédentes suffisent à définir uniquement k.
Le foncteur d’oubli U ne reflète pas non plus les limites et les colimites, comme le montrent
les deux exemples suivants, qui sont respectivement un pullback et un pushout dans Top (les
flèches c et c� s’envoient sur des isomorphismes dans Top), mais pas dans P1, ni d’ailleurs
dans P :
c
c� et
c
c�
3.3 Sous-positions
3.3.1 Composantes connexes
Définition 3.6. Pour tous points x et y de l’espace topologique X sous-jacent à une position
U , un arc de x à y est un chemin, i.e., une fonction continue de [0, 1] dans X. On note x ¨ y
si et seulement s’il existe un arc de x à y.
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Lemme 3.6. Pour toute position U , ¨ est une relation d’équivalence, dont chaque classe
forme un sous-ensemble fermé et ouvert de U .
On appelle les classes d’équivalence pour ¨ des composantes connexes de U . Elles corres-
pondent en effet aux composantes connexes de l’espace topologique sous-jacent (grâce au fait
que dans les espaces considérés, la connexité revient à la connexité par arcs).
Remarque 3.2. La connexité peut s’exprimer de manière alternative en terme de graphes
usuels. Si U est une position, on note U la position obtenue en ajoutant un nouveau sommet
pour chaque extrémité d’arête sans sommet dans U .
Deux points de U sont dans la même composante connexe si ces deux points sont dans la
même composante faiblement connexe du graphe U .
Proposition 3.7. Une position est isomorphe au coproduit de ses composantes connexes.
Un morphisme f : U V de P est appelé plongement d’une composante connexe lorsqu’il
se décompose en
U
ιl
U + W
∼=
V ,
où U est connexe. On note CEmb la sous-catégorie de P dont les objets sont toutes les
positions, et dont les morphismes sont uniquement les plongements de composantes connexes
et les isomorphismes.
3.3.2 Plongements
Définition 3.7. Un plongement i : U V est un morphisme injectif, persistant et à occur-
rences vides.
On notera les plongements avec une flèche spéciale, .
Lemme 3.8. Pour tout triangle commutatif
V
U W
g
h
f
où f est un plongement, alors g est un plongement.
Preuve. Simple vérification.
On remarque que les plongements ne sont pas stables par pushout, car le carré
U V
W 1
g
f
où U , V et W sont respectivement les positions :
et où g écrase chaque arête sur l’un des deux sommets de W , est un pushout dans P mais la
flèche f n’est pas mono.
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Exemple 3.3. La catégorie P n’a pas tous les pullbacks le long des plongements, et lors-
qu’un tel pullback existe, il n’est pas nécessairement calculé comme dans Top. Dans les deux
contrexemples suivants, l’existence d’un pullback calculé comme dans Top contredirait l’hy-
pothèse de bonne formation locale des positions ou l’hypothèse de quasi-enracinement.
Pour le quasi-enracinement, on considère les deux plongements suivants :
1 11 1
Le pullback calculé dans Top serait un objet formé uniquement de deux sommets, qui ne
vérifie pas la condition de quasi-enracinement pour être une position.
Pour la bonne formation locale, on considère d’une part le morphisme f :
a⊥
a⊥
f
a⊥⊥
a⊥⊥
qui retourne chaque arête avec, pour chacune, l’occurrence négative a⊥ a⊥⊥, et d’autre
part le plongement h :
a⊥⊥
h
a⊥⊥
a⊥⊥
Leur pullback dans P est la position :
a⊥
a⊥
qui s’envoie sur le domaine de f non pas avec l’identité, mais en écrasant l’arête entrante sur
son sommet but. Elle s’envoie sur le domaine de h en écrasant l’arête entrante sur sommet
but et en jouant l’occurrence négative a⊥ a⊥⊥ sur l’autre arête. Calculé dans Top, le
pullback serait de la forme :
a⊥⊥
qui ne vérifie pas la condition de bonne formation locale. En effet, cette dernière demande
que tout sommet avec une arête sortante atomique a⊥ possède une arête entrante portant le
même atome.
Ce dernier contrexemple montre également que les plongements ne sont pas toujours
stables par pullback. En revanche, lorsque l’un des morphismes est sans occurrence, on a :
Lemme 3.9. Lorsqu’il existe, le pullback d’un plongement le long d’un morphisme sans
occurrence est encore un plongement.
Preuve. Soit :
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P U
V W
h�
f �
h
f
un tel pullback, où h est un plongement et f est un morphisme sans occurrence.
Le morphisme h� est sans occurrence, car si e ∈ edg(P ) est une arête persistante par h�,
on peut construire la position Q avec une seule arête e� d’étiquette �U (h�(e)). Cette position
a deux morphismes
V Q U
qui font commuter le diagramme précédent, donc par propriété universelle du pullback il
existe une unique flèche Q P qui joint les deux cônes. Ceci induit un triangle commutatif
dans Occ :
�Q(e�)
�P (e) �U (h�(e))
oh� (e)
donc oh�(e) est l’occurrence vide.
Le morphisme h� est persistant car si e ∈ edg(P ) était écrasée par h� sur un sommet, alors
comme h est persistant, e s’envoie par f � également sur un sommet. On pourrait construire
un cône :
V 1 U
qui envoie l’unique sommet de 1 respectivement sur f �(e) et h�(e) dans V et U . Par propriété
universelle du pullback, il existe un unique morphisme k : 1 P qui joint les deux cônes.
Comme l’image de l’unique sommet de 1 est un sommet, e a donc un sommet adjacent.
Supposons qu’il s’agit du sommet source. Dans ce cas, on a un cône qui part de la position :
�P (e)
et s’envoie sur V et U en envoyant ses deux éléments sur les images respectives de e. Il
existerait alors deux morphismes de ce cône vers le cône de sommet P : l’identité, et le mor-
phisme qui écrase l’arête sur son sommet adjacent. Ceci contredirait la propriété universelle
du pullback.
Pour l’injectivité de h�, on considère deux éléments x, x� ∈ P tels que h�(x) = h�(x�). On
distingue deux cas :
— si x et x� sont de même nature (deux arêtes ou deux sommets), alors l’injectivité est
triviale ;
— tandis que le cas où x et x� sont de natures différentes (une arête et un sommet) est
impossible, car leur image commune serait un sommet, mais on vient de prouver que
h� était persistant.
3.3.3 Plongements de sous-arbres
Pour toute position U , on définit un ordre sur edg(U) + ver(U) en prenant la plus petite
relation ≤ réflexive et transitive telle que pour tout e ∈ edg(U),
— si s(e) est définie, alors s(e) ≤ e et
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— si t(e) est définie, alors e ≤ t(e).
Cette relation forme un ordre partiel par acyclicité de U . Un arc dans U est orienté ssi la
fonction [0, 1] U correspondante est croissante.
Un plongement h : U V est dit clos par le bas ssi pour tout arc orienté x � h(y) dans
V , on a x ∈ h(U).
Définition 3.8. Un plongement de sous-arbre est un plongement h : U V clos par le bas,
tel que U est connexe et enracinée. On note ces plongements par la flèche h : U V . Ils
forment une sous-catégorie de P.
Un plongement de sous-arbre U V est, en gros, l’injection d’un sous-arbre complet de
V dans V . Une caractérisation équivalente est :
Lemme 3.10. Un morphisme h est un plongement de sous-arbre si et seulement s’il est
obtenu par pushout
1 U
V W
ρ
f h
d’un morphisme racine ρ, i.e., un morphisme 1 U envoyant l’unique sommet de 1 sur la
racine de U , pour U connexe, le long d’un morphisme feuille f , i.e., un morphisme 1 V
envoyant l’unique sommet de 1 sur un sommet de V sans arête entrante.
On utilise pour le résultat précédent un lemme intermédiaire. On dit qu’un morphisme
f : U V conserve les atomes si tout sommet de U qui possède une arête entrante ato-
mique (i.e., d’étiquette un certain a⊥ avec a ∈ A) a pour image un sommet de V avec une
arête entrante de même étiquette. Les morphismes persistants conservent en particulier les
atomes, mais également, par exemple, les morphismes qui écrasent uniquement des arêtes
non pendantes. Le lemme 3.10 est une conséquence de :
Lemme 3.11. Soit f : U V est un morphisme sans occurrence, qui préserve la racine
entre deux positions connexes enracinées U et V , et qui conserve les atomes. Soit g : U W
un plongement de sous-arbre. Alors il existe un pushout
U V
W X
f
g
p
q
et q est encore un plongement de sous-arbre.
Preuve. Ce pushout est calculé comme dans Top, et consiste à greffer la position enracinée
V dans W sur le même sommet que celui sélectionné par g.
Soit v ∈ ver(W ) l’image de la racine de U par g, et v� la racine de V . On définit la position
X en posant :
edg(X) := edg(V ) + (edg(W ) \ edg(U))
�X := �V + �W
ver(X) := ver(V ) + (ver(W ) \ ver(U)),
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les sources et buts des arêtes étant hérités des orientations dans V et W (elles sont identiques
pour les parties communes car f et g sont sans occurrence). Seules les hypothèses de non-
branchement et de bonne formation locale ne sont pas trivialement vérifiées pour s’assurer
que X est bien définie. Le non-branchement est cependant immédiat pour tous les sommets
sauf l’image de v� : pour ce dernier on remarque qu’en tant que racine de V , v � n’a aucune
arête sortante dans V . Pour la bonne formation locale de X :
— comme V est localement bien formée, les voisinages des sommets de X qui proviennent
de V à l’exception de v� sont bien formés ;
— de même pour les sommets qui proviennent de W à l’exception de v ;
— pour le sommet v�, s’il possède une arête sortante étiquetée de la forme a⊥, alors
v ∈ ver(W ) possède une arête sortante d’étiquette a⊥. Par bonne formation locale de
W , il existe une arête entrante e ∈ edg(W ) d’étiquette a⊥. On distingue alors deux
cas : soit e �∈ edg(U) et on retrouve bien cette même arête dans edg(W )\edg(U), donc
dans edg(X) ; soit e ∈ edg(U), mais comme f est sans occurrence et que f conserve
les atomes, alors le voisinage de de v� dans V possède encore une arête entrante de
même étiquette que e. Cette arête est donc dans edg(X). Dans les deux cas, v � a bien
une arête entrante dans X d’étiquette a⊥.
Les morphismes p et q sont définis par p(x) = f(x), op(e) = of (e), et q(x) = g(x),
oq(x) = og(x) = �. La flèche q est un plongement (évidemment injectif et persistant), clos par
le bas par construction, donc q est un plongement de sous-arbre.
Le carré est bien un pushout dans P : soit
W
p�
X �
q�
V
un autre cocône, et k : X X � un morphisme qui relie les deux cocônes. Si x ∈ X, alors :
— soit x provient de V , donc il existe x� ∈ V tel que p(x�) = x, donc k(x) = k(p(x�)) =
p�(x�) ;
— soit x provient de W , et de même il existe x� ∈ W tel que k(x) = q�(x�).
De même pour les arêtes persistantes par k, on a ok(e) = op�(e�) quand e est dans l’image
de p, pour une certaine arête e�, et similairement dans le cas contraire ok(e) = oq�(e�).
Comme par ailleurs tout sommet v ∈ ver(X) a un antécédent dans W ou V , alors il existe
un sommet de v� ∈ ver(X �) tel que k(v) = v�, les équations précédentes suffisent à définir
k.
Preuve du lemme 3.10. Pour l’implication, si h : U W est un plongement de sous-arbre,
on note v l’image de la racine de U par h. La position V est formée à partir de W en retirant
tous les points qui possèdent un arc orienté non trivial vers v : on retire donc l’image de U
privée de v. On vérifie simplement que c’est le pushout demandé.
Réciproquement, un morphisme feuille est un plongement de sous-arbre, donc son pushout
le long de ρ est encore un plongement de sous-arbre par le lemme 3.11.
Lemme 3.12. On peut prendre le pullback de deux plongements de sous-arbres.
Preuve. Soient :
U W V
f k
deux plongements de sous-arbres. Leur pullback est calculé comme dans Top en définissant
d’abord P la position par :
— les sommets de P sont les sommets de W qui sont à la fois dans l’image de f et dans
celle de k ;
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— les arêtes de P sont les arêtes de W qui sont à la fois dans l’image de f et dans celle
de k ;
— leurs étiquettes sont celles dans W (qui sont identiques aux étiquettes de leurs anté-
cédents dans U et V ) ;
— les orientations sont héritées de W .
Comme f et k sont injectives, il existe des inclusions canoniques P U et P V .
Pour vérifier que P est une position, les conditions de non-branchement et d’acyclicité sont
donc évidentes. Il reste à vérifier la bonne formation locale et le quasi-enracinement.
Pour la bonne formation locale, soit v ∈ ver(P ) un sommet qui possède une arête sortante
atomique e ∈ edg(P ). Comme W est localement bien formée, il existe une arête atomique
e� ∈ edg(P ) de même étiquette que e et de sommet but v. Comme f et k sont des plongements
de sous-arbres dont l’image contient v, alors e� est encore dans leur image.
Pour le quasi-enracinement, on remarque d’abord que si deux sommets sont dans P , alors
il existe un chemin non orienté dans W qui les relie : ceci provient du fait qu’ils sont tous
les deux dans les sous-arbres U et V . Pour toute paire de sommet, l’un des deux au moins
possède donc une arête sortante, ce qui montre que P a au plus une racine.
Le fait que ce cône est universel est une simple vérification, que l’on détaillera dans un
cas similaire au lemme 3.14.
3.3.4 Plongements ouverts
Définition 3.9. Un plongement ouvert est un plongement qui envoie les ouverts sur des
ouverts. On utilisera la flèche h : U V pour représenter les plongements ouverts.
Ils forment une catégorie, que l’on note Emb.
Autrement dit, les plongements ouverts sont les plongements qui n’ajoutent pas d’arêtes
à leurs sommets. Plus précisément :
Lemme 3.13. Un plongement h : U V est ouvert si et seulement si pour tout sommet
v ∈ ver(U), les arêtes adjacentes à f(v) sont exactement les images par f des arêtes adjacentes
à v.
Preuve. Il s’agit d’une reformulation directe de la définition des ouverts.
Lemme 3.14. La catégorie des positions P a les pullbacks le long des plongements ouverts
de Emb. Ces plongements sont stables par pullback.
Preuve. Ces pullbacks sont calculés comme dans Top. Soient h : U V un plongement
ouvert, et f : W V un morphisme. On pose P = f−1(h(U)), qui vient avec une inclusion
évidente h� : P W , et un morphisme f � : P U défini par :
f �(x) := h−1(f(x))
of �(e) := of (e) si e est persistante par f .
La première égalité définit bien une fonction edg(P ) + ver(P ) edg(U) + ver(U), car h est
injective. De plus, il est facile de vérifier l’égalité fh� = hf � en tant que fonctions dans Set.
On montre que cette fonction f � est bien un morphisme dans P.
Avec la deuxième égalité, on peut en effet vérifier les conditions suivantes :
(i) continuité : soit O ⊆ U un ouvert de U . Comme h est injective, O = h−1h(O), donc
f �−1(O) = (hf �)−1(h(O)) = (fh�)−1(h(O)),
qui est ouvert car h est ouvert et fh� est continue ;
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(ii) l’image d’un sommet est un sommet : si v ∈ ver(P ), f(v) est un sommet. Comme h est
persistant et injectif (définition 3.7), f �(v) est un sommet ;
(iii) of � donne une occurrence pour chaque arête persistante : h est persistant, donc toute
arête e ∈ edg(P ) est persistante par f � ssi elle est persistante par f . Comme h est sans
occurrence, �U (f �(e)) = �V (hf �(e)), donc of � a le type attendu ;
(iv) préservation de l’orientation : f � renverse les arêtes de la même manière que f .
On vérifie que P est bien une position : les seules propriétés non triviales sont la bonne
formation locale et le quasi-enracinement. Pour la première, si e ∈ edg(P ) est une arête
sortante d’un sommet v ∈ ver(P ) avec une arête atomique, alors h�(e) est une arête atomique
de edg(W ) avec un sommet source h�(v). Comme W est localement bien formée, il existe une
arête e� ∈ edg(W ) de même étiquette atomique que h�(e) et de sommet but h�(v). Il reste à
montrer que f(e�) est dans l’image de h, ainsi e� aura un antécédent dans P qui garantira la
bonne formation locale autour de v. On distingue deux cas, selon la nature de l’image de e�
par f : s’il s’agit du sommet f(h�(v)), alors il est par hypothèse dans l’image de h, tandis
que s’il s’agit d’une arête, elle est adjacente à f(h�(v)). Ce dernier est dans l’image de h, et
comme h est ouvert, toutes ses arêtes adjacentes sont dans l’image de h.
Pour le quasi-enracinement de P , on utilise encore le fait que h est ouvert. En effet, comme
pour la bonne formation locale, toutes les arêtes adjacentes à un sommet v de ver(W ) tel que
f(v) est dans l’image de h sont également dans l’image de h. Les sommets de P et de W ont
donc le même ensemble d’arêtes adjacentes, avec les mêmes orientations et étiquettes. Si P
n’était pas quasi-enracinée, W ne le serait donc pas non plus.
Le cône U
f �
P
h�
W est universel car si U
p
Q
q
W est un autre cône,
on a l’inclusion q(Q) ⊆ f−1(h(U)). En effet : q(Q) ⊆ f −1fq(Q) = f−1(hp(Q)), mais h est
injectif donc hp(Q) ⊆ h(U). On peut donc poser k : Q P de la façon suivante :
k(x) := q(x)
ok(x) := oq(x)
ce qui caractérise k de façon unique.
Il reste à vérifier que les plongements ouverts sont stables par pullback. Soit
P W
U V
h�
f �
h
f
un pullback le long d’un plongement ouvert h. Soit v ∈ ver(W ) un sommet qui est dans
l’image de h�, et e une arête adjacente à v. D’après ce qui précède, f(v) est dans l’image de
h. De plus quelle que soit sa nature, f(e) est dans l’image de h, car :
— si f(e) est un sommet, f(e) = f(v) par continuité de f ,
— si f(e) est une arête, elle est adjacente à f(v). Comme h est ouvert, d’après la remarque
précédente f(e) est dans l’image de h.
Par construction de P , e est donc dans l’image de h�. On conclut grâce au lemme 3.13 que
h� est ouvert.
Restrictions Dans la suite, sauf mention contraire, on définit la restriction d’un morphisme
f : U V le long d’un plongement ouvert h : W V par le pullback de f le long de h.
Cette restriction, qui se fait par le codomaine du morphisme, est plus naturelle dans notre
cadre que la restriction usuelle (par exemple dans Set), qui consisterait à précomposer par
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un plongement, du fait de la structure des coups (que nous verrons en partie 3.4). Un coup
d’une position U vers une position V sera en effet vu comme un morphisme dans P de type
V U : le pullback permet alors d’isoler un joueur dans U et de suivre son évolution dans
V par le coup.
Lemme 3.15. Soit h1 un plongement, h3 un plongement ouvert, et h2 un morphisme tels
que le diagramme
U
V W
h2
h1
h3
commute, alors h2 est un plongement ouvert.
Preuve. La flèche h2 est un plongement par le lemme 3.8. Comme h3 et h1 sont des plon-
gements, l’image d’un ouvert O ⊆ U par h2 s’écrit h−11 (h3(O)), qui est ouvert car h3 est
ouvert.
Lemme 3.16. Tout carré de la forme :
U V
U + W V + X,
f1
f1+f2
h1 h2
où h1 et h2 sont des plongements de composantes connexes, est un pullback.
Preuve. Si l’on se donne un cône U + W
p
P
q
V , alors l’image de p est contenue
dans U , donc l’unique morphisme k : P U est donné par la corestriction de p.
Proposition 3.17. Un plongement ouvert surjectif h est un isomorphisme.
Preuve. Chaque point du codomaine admet un antécédent, qui est unique dans le cas d’un
plongement, ce qui donne une fonction inverse h−1 dans Set. Elle est continue car h envoie
les ouverts sur des ouverts, donc les images réciproques par h−1 d’ouverts sont ouverts. On a
donc un inverse dans Top. Pour obtenir enfin un morphisme dans P, le seul point non trivial
à vérifier est que cette fonction envoie bien les sommets sur des sommets. Or, un plongement
envoie les arêtes sur des arêtes : l’antécédent d’un sommet est toujours un sommet.
3.4 Coups
Nous pouvons désormais définir la classe M des coups de notre jeu, en considérant d’abord
deux classes de coups globaux. Les coups seront obtenus par restriction de ces coups globaux
le long de plongements (ouverts).
L’idée utilisée dans les travaux sur MLL [22, 23] pour définir un jeu graphique à partir du
calcul des séquents reposait sur la possibilité de définir des coups sur les positions graphiques
qui miment les règles duales du calcul des séquents. Cependant, le jeu pour MLL se voulait
très souple quant à la polarité, les joueurs ne jouant pas nécessairement à tour de rôle et
plusieurs ordres de jeu étant possibles.
Ici, nous utilisons encore le jeu graphique pour mimer les règles logiques. Le jeu étant
fortement polarisé (c’est en effet une présentation de la logique linéaire polarisée), nous nous
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faciliterons le travail en choisissant une présentation focalisée, au sens d’Andreoli [3]. Cela
signifie que les coups correspondent à des règles dérivables en calcul des séquents, qui inversent
la polarité. Plus précisément, nous considérons les formules synthétiques suivantes :
A := A⊥ | [A1, . . . , An].
Ces formules sont presque en bijection avec les formules de F , via la traduction θ définie
inductivement par
θ(a⊥) = a⊥
θ(a⊥⊥) = [a⊥]
θ(1) = []
θ(¬Q) = [θ(Q)]
θ(Q × Q�) = θ(Q); θ(Q�)
[A1, . . . , An]; [B1, . . . , Bm] = [A1, . . . , An, B1, . . . , Bm].
La fonction θ n’est pas vraiment une bijection, puisqu’elle identifie par exemple A × (B × C)
et (A × B) × C, pour tous A, B, C. Néanmoins, modulo associativité et neutralité de 1 pour
le produit, la fonction suivante définit son inverse γ :
γ(a⊥) = a⊥
γ[A1, . . . , An] = δ(A1) × . . . × δ(An)
δ(a⊥) = a⊥⊥
δ(Q) = ¬(γ(Q)),
avec la convention que le produit d’une liste vide est 1. Nos étiquettes, formellement, restent
donc des formules de F ; mais on définit le jeu en se fondant sur leur image par θ.
Nous considérons donc une règle droite :
Γ, Ai �
Γ � [A1, . . . , An]
(3.2)
et deux règles gauches :
Δ, [A1, . . . , An] � Ai
Γ, [A1, . . . , An], Δ �
Δ, [A1, . . . , An], a⊥ � a⊥
Γ, [A1, . . . , An], Δ, a⊥ �
(Ai = a⊥) (3.3)
où Γ et Δ dénotent des listes de formules de Q (on ne tient pas compte de l’ordre dans les
listes pour appliquer les règles).
La règle droite n’a en elle-même pas d’interprétation en logique, car nous serions plutôt
tentés d’utiliser une règle de la forme :
Γ, A1 � · · · Γ, Ai � · · · Γ, An �
Γ � [A1, . . . , An]
Notre règle droite mime en fait le coup du jeu, où l’opposant doit choisir la composante sur la-
quelle il interroge le joueur. On retrouve la règle logique complète au moment de construire les
stratégies : on demandera que les stratégies soient réceptives, c’est-à-dire qu’elles contiennent
toutes les manières d’interroger le joueur pour chaque prémisse possible.
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La première règle gauche est applicable dans le cas où toutes les hypothèses sont non-
atomiques. La seconde s’applique lorsqu’exactement une des hypothèses est atomique et exige
que la formule choisie pour passer à droite du séquent soit à son tour atomique. Cette gestion
complexe des formules atomiques reflète les intuitions suivantes. Dans les règles de déduction
naturelle en forme η-longue présentées en partie 2.3.1, on a un axiome standard : Γ, a, Δ � a.
Considérons par exemple a, a � a. Pour offrir une interprétation fidèle du λ-calcul, notre jeu
doit spécifier quelle hypothèse est utilisée. Notre solution consiste à considérer que l’opposant
doit d’abord «marquer» l’atome de droite (techniquement en le faisant passer de [a⊥] à a⊥
et de droite à gauche), puis que, dans un séquent comportant un atome marqué, le seul coup
possible consiste à en marquer un autre (cette fois de gauche à droite).
L’alternance entre joueurs se traduit ici par le fait que chaque règle fait passer d’un séquent
avec formule à droite à un séquent sans formule à droite, ou l’inverse. Cela sera reflété dans le
jeu par le fait que les coups modifieront systématiquement la racine de la position considérée.
Coup de base Les coups de base globaux sont les morphismes m : U V entre positions
connexes de la forme :
Γ
Δ
A
Γ
Γ
Δ
A
A�
ξ−
U V
(3.4)
où ξ− est une occurrence alternante A� A. (Pour indiquer les images par m de chaque
sommet de V , on a utilisé le même symbole pour représenter chaque sommet de V et son
image par m.) Autrement dit, on a θ(A) = [A1, . . . , An] et A� = Ai pour un 1 ≤ i ≤ n. Le
coup fait ainsi passer :
— le voisinage du sommet marqué avec le symbole de la conclusion de la règle droite (3.2)
à la prémisse de cette règle ;
— et, pour l’une des deux copies, le voisinage du sommet marqué avec le symbole de la
conclusion de la règle gauche (3.3) à la prémisse de cette règle.
Ce morphisme :
— identifie les deux copies de la sous-position Γ de V vers la sous-position Γ de U ,
— laisse la sous-position Δ intacte,
— envoie les arêtes A et A� de V sur l’arête A de U .
Toutes les occurrences sont vides, sauf celle de l’arête A�, qui vaut ξ−.
Le morphisme est bien défini pour l’orientation des arêtes car seule l’arête eA� est renversée,
et ξ− est une occurrence alternante, donc en particulier négative.
Remarque 3.3. Les coups de base globaux sont caractérisés de façon unique par l’occurrence
ξ− et par la donnée de l’arête d’étiquette A distinguée dans la représentation précédente.
Coup axiome Parmi les coups globaux, on distingue un cas particulier où l’arête active
est atomique, et on dit que le coup est un coup axiome global. Graphiquement, il s’agit des
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coups de la forme :
Γ Θ
Δ
B
a⊥
Γ Γ Θ
Δ
Ba⊥
a⊥
ξ−
U V
(3.5)
où ξ− est ici une occurrence alternante a⊥ B. (Pour indiquer les images par m de chaque
sommet de V , on a utilisé le même symbole pour représenter chaque sommet de V et son
image par m.) Autrement dit, B est nécessairement de la forme [B1, · · · , Bn], où Bi = a⊥,
pour 1 ≤ i ≤ n.
Appelons GM la classe des coups globaux.
Définition 3.10. Dans un coup global f : V U , l’arête active est l’unique arête d’occur-
rence non identité. Un coup local, ou simplement coup dans la suite, est le pullback d’un coup
global le long d’un plongement ouvert h : W U , où W est connexe et son image contient
l’arête active. On note M l’ensemble des coups.
Remarque 3.4. Dans les positions de la forme :
1
Γ
Δ
on ne définit aucun coup dont l’arête active est l’arête d’étiquette 1.
Exemple 3.4. Le morphisme
A A A
est le pullback d’un coup global le long d’un plongement ouvert, mais n’est pas un coup car
l’arête active n’apparait pas.
Considérons la classe CM+ de coups locaux dont les domaine et codomaine sont respec-
tivement les prémisse et conclusion des règles d’inférence suivantes :
Γ, [A1, . . . , An], Δ � Ai
Γ, [A1, . . . , An], Δ �
Γ, [A1, . . . , An], Δ, a⊥ � a⊥
Γ, [A1, . . . , An], Δ, a⊥ �
(Ai = a⊥) (3.6)
et, de même, la classe CM− de morphismes définie par les règles d’inférence :
Γ � [A1, . . . , An] Γ, Ai �
Γ � [A1, . . . , An]
Γ � [A1, . . . , An] Γ, a⊥ �
Γ � [A1, . . . , An]
(Ai = a⊥.) (3.7)
Ces règles sont à interpréter comme des morphismes du coproduit des prémisses vers la conclu-
sion, où Γ et Δ représentent des arbres. Par exemple, la première règle de (3.7) représente le
morphisme
Γ
[A1,...,An]
Γ Γ
[A1,...,An] Ai
ξ−
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On dit que les coups correspondant aux deux règles de gauche dans (3.6) et (3.7) sont négatifs,
tandis que ceux correspondant aux règles de droite sont positifs.
Considérons enfin la classe EM des morphismes de la forme
[A1,...,An] [A1,...,An] Ai
ξ−
Lemme 3.18 (Caractérisation des pullbacks ouverts de coups). Soit h : Z Y un plonge-
ment ouvert où Y est connexe. Soit m : X Y un coup, tel que l’arête active e ∈ edg(Y )
est dans l’image de h. Alors le pullback de m le long de h est isomorphe, dans P , à un
morphisme de la forme
(f + [idV , idV ] + idW ) : (U � + V + V + W ) (U + V + W ),
où f : U � U est dans GM ∪ CM+ ∪ CM− ∪ EM, et Z � U + V + W .
De plus, on a l’une des situations suivantes :
— U est réduite à une arête et f ∈ EM ;
— U et U � sont positives (définition 3.2) et f ∈ GM ;
— U > 0 et U � < 0 et f ∈ CM+ ;
— U < 0 et U � > 0 et f ∈ CM−.
Preuve. Considérons un coup défini par le pullback
X X0
Y Y0.
k
m
h0
m0
Par hypothèse, (l’image de) Y contient l’arête active e de m0. Soit U la composante connexe
de Y contenant e. Le plongement U Y est encore ouvert. Soit f le morphisme obtenu par
pullback
U � X
U Y.
f m
Par construction, f est un coup.
— Si U contient les deux extrémités de e, alors f ∈ GM.
— Si U ne contient aucune des extrémités de e, alors f ∈ EM.
— Si U contient la source de e mais pas son but, alors f ∈ CM−.
— Si U contient le but de e mais pas sa source, alors f ∈ CM+.
Soit Y � = Y \ U . On a Y ∼= Y � + U .
Soient Γ et Δ les sous-positions de Y0 comme définies en (3.4). Soient maintenant V =
Γ ∩ Y � et W = Δ ∩ Y �. On a des pullbacks de la forme
V + V X
V Y
[idV ,idV ] m et
W X
W Y,
m
ce qui conclut la démonstration.
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Corollaire 3.19 (Caractérisation des coups). On a :
M = EM ∪ CM− ∪ CM+ ∪ GM.
En particulier, le domaine d’un coup possède :
— une seule composante connexe lorsque le coup est dans GM ∪ CM+ ;
— deux composantes connexes lorsque le coup est dans EM ∪ CM−.
Preuve. Le codomaine d’un coup est connexe, donc dans le lemme 3.18, V et W sont vides.
Tout ouvert connexe s’écrit comme le codomaine d’un coup dans l’une des classes de coups.
Définition 3.11. Une arête e dans une position V est disponible ssi
— V a une racine v et e est adjacente à v,
— ou V n’a pas de racine et e n’a pas de but.
Soit MCode l’ensemble des triplets (V, e, ξ), où V est une position, e est une arête dispo-
nible de V et ξ est une occurrence alternante dans �V (e).
Voyons M comme une sous-catégorie de P , dont les morphismes m1 m2 sont les
carrés commutatifs
U U �
V V �,
k
m1
h
m2
avec h et k dans Emb.
Équipons de plus MCode de la structure de catégorie suivante : un morphisme (V, e, ξ)
(V �, e�, ξ�) est un plongement ouvert h : V V � tel que h(e) = e� et ξ = ξ�.
Construisons maintenant le foncteur code: M MCode envoyant
— tout coup m : U V sur (V, e, ξ), où e est l’arête active de m et ξ est l’occurrence
correspondante
— et tout morphisme (k, h) sur h.
Lemme 3.20. Le foncteur code est une équivalence de catégories.
Preuve. Un coup m : U V est déterminé, à isomorphisme près dans P/V , son arête active
e ∈ V et une occurrence alternante dans l’étiquette de e.
Corollaire 3.21 (Extension des coups). Si m : U V est un coup, et si h : V W est
un plongement ouvert avec W connexe, alors il existe un unique coup m : U W et un
plongement ouvert h : U U (à un isomorphisme près) tels que :
U U
V W
h
h
m m
est un pullback.
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Preuve. Soit e ∈ edg(V ) l’arête active de m. On définit le coup m sur W dont l’arête active
est h(e), avec la même occurrence que m. On note m� : U � V le pullback de m le long de h.
D’après le lemme 3.18, comme W est connexe, m� est un coup d’arête active e et d’occurrence
l’occurrence de m : ces deux coups sont isomorphes (lemme 3.20).
De même, la caractérisation des coups par arête active (lemme 3.20 assure l’unicité de
m.
Lemme 3.22. Si m : V W est un coup, si f, g : U V sont des isomorphismes, et si
U V W
f
g
m
commute, alors f = g.
Preuve. Soit e ∈ edg(W ) l’arête active de m, et e1, e2 ∈ edg(V ) les antécédents de e par m
telles que om(e1) = � et om(e2) n’est pas vide.
Comme f est un isomorphisme, il est en particulier sans occurrences, donc il existe une
unique arête e�2 ∈ edg(U) antécédent de e2 par f . Comme il s’agit de la seule arête de U
qui s’envoie avec une occurrence non vide sur e par mf , on a également g−1(e2) = e�2. Les
isomorphismes f et g préservent les sommets source et but de e�2.
L’image inverse f−1({e1, e2}) est une paire {e�1, e�2} de deux arêtes distinctes. Il s’agit
également de l’image inverse (mf)−1(e), donc g(e�1) = f(e�1), et f et g préservent les source
et but de e�1.
Les positions U , V et W sont par conséquent de la forme :
X�
Y �
Z
e�1
e�2
X
Y
Z
e1
e2
X
Z
e
Soit x ∈ X � : on montre que f(x) est dans X par induction sur un chemin de x à la racine
du sous-arbre X � :
— la racine du sous-arbre est la source de e�1, donc elle est préservée par f ;
— les arêtes adjacentes à un sommet v de X � tel que f(v) ∈ X ont, par continuité, leur
image dans X ;
— il en est de même pour les sommets adjacents à une arête dont l’image par f est dans
X.
Or si f(x) et g(x) sont tous les deux dans X, alors f(x) �= g(x) implique que mf(x) �=
mg(x), ce qui est absurde.
On procède de même sur Y et Z, ce qui montre que f(u) = g(u) pour tout u ∈ U .
3.5 Forte normalisation des parties globales
Dans cette section on s’intéresse aux parties globales naïves, c’est-à-dire aux suites dé-
nombrables (finies ou non) de coups globaux composables :
U0
m0
U1
m1 ·
Lorsqu’elles sont finies, ces parties sont les morphismes de la catégorie libre engendrée par le
graphe dont les sommets sont les positions sans arêtes pendantes, et dont les flèches sont les
coups globaux entre ces positions.
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La structure des coups de base dans le jeu permet de créer de telles parties potentiellement
infinies, comme par exemple :
¬¬1 ¬¬1
¬1
¬¬1
¬1
1
¬¬1
¬¬1
¬1 1
¬¬1
¬1
. . .
où les copies successives du joueur noté jouent toujours le même coup sur l’arête d’origine
¬¬1, sans répondre aux coups sur les autres arêtes. Cependant afin d’isoler une notion de
stratégie gagnante pour notre jeu, nous aurons besoin de pouvoir identifier des positions
finales pour chaque joueur, et donc d’éliminer à priori les comportements divergents.
Pour cela, nous introduirons la notion de vue à la section 4.1.3, mais nous prouvons dès
maintenant un résultat intermédiaire qui garantit la forte normalisation des parties.
On définit pour cela des positions enrichies où les sommets sont tous étiquetés par un
entier naturel, c’est-à-dire que l’on ajoute dans la donnée de chaque position U une fonction
�U : ver(U) N, et on forme la catégorie P[N] dont les objets sont les positions enrichies, et
les morphismes sont les morphismes de P entre les positions non enrichies sous-jacentes.
Comme coup de base global enrichi, on choisit une variante des coups de base globaux :
n + 1
m
Γ
Δ
A
n
m m
Γ
Δ Δ
A A−
qui diminue de 1 l’étiquette du nœud actif. En particulier, ce nœud ne peut plus jouer de
nouveau coup lorsque son étiquette est nulle.
Pour toute position U ∈ P, on définit la position enrichie U [n] obtenue en ajoutant
l’étiquette n à tous les nœuds de U . Le foncteur d’oubli U : P[N] P est fidèle, ce qui assure
que :
Lemme 3.23. Si
U0
m0
U1
m1
U2
m2 · · · mn−1 Un
est une partie finie dans P, alors il existe une position enrichie U �0, qui est la position de
départ d’une unique partie enrichie qui simule (mi)0≤i<n, c’est-à-dire une suite de coups
enrichis
U �0
m�0
U �1
m�1
U �2
m�2 · · ·
m�n−1
U �n
telle que Um�i = mi.
On peut par ailleurs choisir U �0 = U [n].
Preuve. Dans la partie (mi)0≤i<n, chaque sommet est en position active au plus n fois : en
posant U �0 = U [n], on s’assure donc que �U �i (ρi) > 0, où ρi est la racine de U
�
i , et 0 ≤ i < n.
On peut donc jouer tous les coups à l’identique.
L’unicité des (m�i)0≤i<n, étant donné une position U �0 de départ, provient de la fidélité de
U .
La fin de cette section est consacrée à la preuve que le jeu enrichi est fortement norma-
lisant, en utilisant un argument similaire à [11, 12]. On dit qu’une position enrichie U est
fortement normalisante (abrégé sn dans la suite) lorsque toute partie enrichie démarrant de
la position U est finie.
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Lemme 3.24. Soient U et V deux positions enrichies telles que UU = UV , et pour tout
sommet v ∈ ver(U), �U (v) ≥ �V (v).
Si U est sn, alors V est sn.
Preuve. On prouve par induction sur n que toute suite V = V0
m0
V1
m1
. . .
mn
Vn
de coups enrichis se relève en une suite de coups enrichis U = U0
m0
U1
m1
. . .
mn
Un
où pour chaque 1 ≤ i �= n on vérifie d’une part l’égalité UUi = UVi et d’autre part la propriété
�Ui(v) ≥ �Vi(v) pour chaque v.
Le résultat est évident pour n = 0.
Par hypothèse d’induction on a pu obtenir une suite U0 . . . Un−1 vérifiant la
propriété précédente. Soit vr la racine de Vn−1 : étant donné que l’on a pu jouer le coup mn−1
depuis la position Vn−1, alors le rang �Vn−1(vr) est strictement positif. Il en est donc de même
pour �Un−1(vr) > 0.
On peut donc définir Un avec UUn = UVn et dont les étiquettes valent :
�Un(v) =
�
�Un−1(mn−1(v)) − 1 quand mn−1(v) = vr,
�Un−1(mn−1(v)) sinon.
Avec cette définition, mn est un coup Un−1 Un. L’expression précédente de �Un(v)
peut être réécrite en :
�Un(v) = �Vn(v) + �Un−1(mn−1(v)) − �Vn−1(mn−1(v))
d’où �Un(v) ≥ �Vn(v).
Lorsque U est une position enrichie avec n sommets distingués v1, . . . , vn, A est une
formule, et V1, . . . , Vn des positions enrichies enracinées, on définit la position enrichie
W (U, (vi)1≤i≤n, A, (Vi)1≤i≤n)
en prenant
— l’union disjointe de U et des Vi,
— et pour chaque i, on ajoute une arête dont la source est la racine de Vi et le but est le
sommet vi dans U . Cette arête est étiquetée par A :
U
A A A
V1 Vi Vn
Lemme 3.25. Si U et V1, . . . , Vn sont sn, alors W (U, A, Vi) est sn.
Preuve. On prouve ce résultat par induction selon un ordre lexicographique bien fondé
<:= (<form, <play, <rank)
entre les paires (A, U) où A est une formule, et U une position enrichie qui est sn.
Soit <form l’ordre sur les formules défini par A <form B ssi A est une sous-formule stricte
de B.
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Soit <play l’ordre sur les positions enrichies dont on sait qu’elles sont sn, défini par U <play
V quand il existe une partie finie p : UU UV non vide entre les positions non enrichies.
Nous n’avons pas encore prouvé que cet ordre est de manière générale bien fondé, mais il l’est
évidemment si l’on se restreint aux positions bien fondées.
Enfin, pour chaque position enrichie U , on note R(U) le multiensemble fini des rangs des
sommets de U :
R(U) = {�U (v) | v ∈ ver(U)}.
Définition 3.12 (Ordre multiensemble). Soit ≤b un ordre bien fondé. Si X est un mul-
tiensemble (dénombrable), on note X(x) le nombre d’occurrences d’un élément x ∈ X, en
convenant que X(x) = 0 si x �∈ X. L’ordre multiensemble est l’ordre défini entre deux mul-
tiensembles X et Y par :
X ≤m Y ⇔ ∀x ∈ X, (X(x) ≤ Y (x)ou∃x�, x ≤b x�etX(x�) < Y (x�)).
Proposition 3.26. L’ordre multiensemble sur les multiensembles finis est bien fondé.
On note <rank l’ordre induit sur les positions enrichies par l’ordre multiensemble sur les
R(U).
Soit m un coup enrichi W (U, (vi), A, (Vi)) X. Son arête active em est l’une des arêtes
entrantes à la racine de W (U, (vi), A, (Vi)). Cette arête em donc est :
— interne à U ,
— ou bien l’une des arêtes ajoutées par l’opération W , qui relie, pour un certain j, la
racine de Vj au sommet vj ∈ ver(U). Ce sommet vj est la racine de U .
Dans le premier cas, lorsque l’arête active est interne à U , il existe donc une position U �
et un coup m� : U U �. On définit la famille (v�j)j de sommets de U � en prenant :
— pour 1 ≤ j ≤ n, on conserve v�j = vj ,
— on ajoute pour chaque 1 ≤ i ≤ n tel que vi apparait dans le sous-arbre de U sous
l’arête active em, une copie du sommet vi = v�σi, en choisissant une numérotation
arbitraire σ de ces sommets.
On procède de même pour définir la famille des positions (V �j ) correspondante. Ceci permet
d’écrire X = W (U �, v�j , A, V �j ). Par hypothèse, U est sn, donc U � l’est également, ce qui assure
que (A, U �) < (A, U) et donc que W (U �, vi, A, Vi) est sn par hypothèse d’induction.
Dans le second cas, l’arête active est une arête qui relie la racine d’un Vj au sommet vj de
U , ce qui donne graphiquement pour un coup m, en notant A� la sous-formule de A choisie
par le coup, et en omettant les étiquettes des nœuds :
U
A A A
V1 Vi�=j Vn
A
Vj
m
U �
A A A
V1 Vi�=j Vn
A
Vj
A�
Vj
L’étiquette de la racine de U vaut n + 1, avec n ≥ 0. Soit U � la position telle que UU � = UU ,
dont la racine est étiquetée avec n, et dont les autres sommets portent les mêmes étiquettes
que dans U . La position enrichie X se décompose sous la forme :
X = W (Vj , ρj , A�, W (U �, (vi), A, (Vi))),
où ρj est la racine de Vj .
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La position U � est sn d’après le lemme 3.24. Comme U � <rank U , alors W (U �, (vi), A, (Vi))
est sn par hypothèse d’induction. Comme Vj est sn par hypothèse, et que A� <form A, alors
X est sn par hypothèse d’induction.
Ainsi, pour tout coup W (U, (vi), A, (Vi)) X, on prouve que X est sn, donc la position
W (U, (vi), A, (Vi)) est sn.
Les positions enrichies à un seul sommet, i.e., dont l’image par U est isomorphe à 1, sont sn
par absence de coup dont elles seraient la position de départ. On peut reconstruire n’importe
quel arbre complet en ajoutant chaque arête, avec sa source, une à une avec l’opération W
précédente, ce qui assure que :
Théorème 3.27. Les parties enrichies sont fortement normalisantes.
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Chapitre 4
Stratégies innocentes et
composition parallèle
Dans le chapitre précédent, nous avons défini une catégorie P, guidés par l’intuition que ses
objets sont les positions de notre jeu. Nous avons isolé une classe de morphismes représentant
les coups. Il serait naturel de définir à présent les parties séquentielles comme des suites
de coups composables et les stratégies naïves comme les ensembles de parties séquentielles
clos par préfixe. Toutefois, cette notion ne fait pas vraiment sens, puisqu’elle permet à une
stratégie d’accepter un coup, tout en refusant un coup isomorphe. On corrige ce petit défaut
en fin de chapitre, pour donner une définition plus sensée des stratégies naïves.
On obtient ainsi une notion naïve de stratégie, qui reste faiblement reliée aux catégories de
réponse et au λ-calcul étudiés au chapitre 2. Cette notion de stratégie pose en fait plusieurs
problèmes. D’abord, une telle stratégie peut refuser des coups sur une position négative.
Ensuite, une telle stratégie peut envisager de jouer de plusieurs manières différentes ; elle
peut ne pas être déterministe. De plus, une telle stratégie peut rester sans réponse à un coup,
voire répéter indéfiniment le même coup. Enfin, une telle stratégie permet aux joueurs d’agir
différemment en fonction de ce qui arrive aux autres (ce qui bloque toute tentative d’obtenir
un modèle plein du λ-calcul). Chacune de ces caractéristiques représente un obstacle pour
établir une correspondance forte avec les catégories de réponse.
Notre première étape pour améliorer la situation suit la méthode proposée par Hyland
et Ong [25] et indépendamment par Nickau [38]. On définit la notion de vue et on raffine la
notion de stratégie. D’une part, on définit une stratégie innocente comme étant un ensemble
de vues clos par préfixe. D’autre part, on montre comment reconstruire une stratégie naïve à
partir d’une stratégie innocente.
Cela résout le dernier des problèmes mentionnés ci-dessus. On traite les autres, qui sont
plus faciles dans un second temps. On revient en fin de chapitre aux stratégies naïves pour
les relier aux stratégies innocentes.
4.1 Catégorie double des vues
4.1.1 Extension verticale dans une catégorie double
On définit d’abord, à partir de la catégorie P, la catégorie double K0 des câbles, qui
permet ensuite de définir une notion de vues analogues aux vues en sémantique de jeux.
Intuitivement, une catégorie double D0 [13, 14, 18] est constituée d’un ensemble de cellules
α :
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A B
C D
h
u
k
v(α)
dont les bords horizontaux forment une catégorie D0h, et les bords verticaux forment une
catégorie D0v avec le même ensemble d’objets. Ces cellules peuvent être composées horizon-
talement :
A B C
A� B� C �
h1 h2
h�1 h
�
2
v1 v2 v3(α) (β) �
A C
A� C �
h2◦h1
h�2◦h�1
v1 v3(β ◦ α)
et verticalement (on applique d’abord la cellule du haut puis celle du bas) :
A B
A� B�
A�� B��
h
h�
h��
v1
v�1
v2
v�2
(α)
(β)
�
A B
A�� B��,
h
h��
v�1◦v1 v�2◦v2(β • α)
et forment donc deux catégories de cellules respectivement D0H et D0V . Ces deux compositions
vérifient la loi d’échange. Notons ◦ la composition dans D0H , et • la composition dans D0V . La
loi d’échange demande que pour toutes les cellules α, β, γ et δ composables, on ait l’égalité
suivante :
(δ ◦ γ) • (β ◦ α) = (δ • β) ◦ (γ • α).
Dans la suite, les cellules que l’on utilise s’interprètent naturellement comme des trans-
formations qui partent du bord bas-gauche et qui vont vers le bord haut-droit. On les notera
par conséquent sous la forme :
A B
A� B�.
α
Le sens de la flèche n’entre pas en conflit avec le sens de la composition horizontale, mais
va en revanche dans le sens contraire de la composition verticale. On pourra retenir que la
composition verticale va du haut vers le bas : les diagrammes dans la suite respectent cet
ordre.
On se concentre désormais sur la catégorie D0H dont les objets sont les morphismes verti-
caux et les morphismes sont les cellules de D0. On souhaite ajouter des morphismes supplé-
mentaires à cette catégorie D0H pour former une catégorie D. Cette construction sera utilisée
dans la suite sur les vues, les câbles et la descente pour prendre ne compte l’ordre préfixe sur
leurs tuiles respectives. Nous présentons donc ici le cas général.
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Concrètement, on va considérer certaines cellules α : v v� de D0H non plus comme des
morphismes de v vers v� (qui sont des flèches de D0h), mais comme des morphismes de v vers
v�v�� pour toute flèche v�� qui se compose avec v�. Autrement dit, α sera vue dans D comme
un morphisme de son domaine (dans D0H) vers une extension de son codomaine (dans D0H).
Pour souligner l’intuition que l’on agrandit les codomaines en passant de D0H à D, on nomme
cette construction l’extension verticale d’une catégorie double. Cette dernière intervient déjà,
par exemple, pour montrer les résultats de [42].
Commençons par isoler les cellules de D0 concernées par cette construction : il s’agit des
cellules minimales que l’on définit à présent.
Définition 4.1 (Décomposition). Soit α une cellule de D0, et g ◦ f une factorisation donnée
de son bord gauche :
U U �
V
W W �.
f
g
v
α
Une décomposition de la cellule α par rapport à (f, g) est une paire de cellules (β, γ) telles
que
U U �
V V �
W W �
f
g
v
v1
v2
α
β
γ
commute, i.e., α = β • γ.
Définition 4.2 (Décomposition minimale). Une décomposition minimale est une décompo-
sition (β, γ) telle que pour toute autre décomposition (β �, γ�), il existe une unique cellule δ
telle que
U U �
V V ��
V V �
W W �
f
g
v
v1
v2
v�1
v�2
β
γ�
γ
β�
δ
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commute. Algébriquement, ceci se résume à demander que les égalités :
δ • γ� = γ et β • δ = β�
soient vraies.
Une cellule α est dite minimale si elle est sa propre décomposition minimale, i.e.,
U U �
U U �
W W �
id
v
id
vα
id
est une décomposition minimale de α.
Lorsque l’on dispose de cellules de la forme :
U U � U ��
V V � V ��
W W � W ��
f
g
v1
v2
v�1
v�2
α
β
α�
β�
où les paires (α, β) et (α�, β�) forment des décompositions minimales, alors il ne semble pas
nécessaire que la paire (α� ◦ α, β� ◦ β) soit une décomposition minimale relativement au bord
gauche de la grande cellule.
Autrement dit, les décompositions minimales ne semblent pas être nécessairement stables
par composition horizontale dans la catégorie double, même si cette propriété sera vérifiée
dans les catégories construites par la suite.
Définition 4.3. On dit qu’une catégorie a les décompositions si :
(i) elle possède toutes les décompositions minimales,
(ii) et si ces décompositions minimales sont stables par composition horizontale.
Lemme 4.1. Si γ = β • α est une décomposition minimale, alors β est minimale.
Preuve. Par propriété universelle des décompositions minimales, il suffit de montrer que toute
décomposition de β en :
V V �
V X �
W W �
δ
β�
(4.1)
admet une cellule � vers la décomposition :
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V V �
V V �
W W �,
id
β
i.e., une cellule � telle que :
id • � = δ et � • β� = β.
Or, en précomposant verticalement (4.1) par α, on obtient deux décompositions de γ,
d’une part en β� • (δ • α), et d’autre part en β • (id • α) = β • α.
U U �
V V �
V X � V �
W W �
α
δ
β�
β
�
La propriété universelle de la décomposition minimale de γ = β •α donne la cellule � cherchée.
Les décompositions minimales sont uniques à un isomorphisme près, donc en faisant un
choix pour ces décompositions, on peut définir une loi interne ◦ sur les cellules minimales de
la façon suivante. Soient :
W3
V2 W2
U1 V1
U V W
α
β
deux cellules minimales. On prend une décomposition minimale de la cellule β en β = β2 • β1.
On définit alors β ◦ α comme étant la cellule :
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W3
W2
U1 V1 W1
U V W
α β2
qui est encore bien minimale, par hypothèse sur D0. Cette opération n’est pas nécessairement
associative en général. Dans la suite, tous les décompositions minimales seront cependant
uniques, et non uniques à isomorphisme près : la loi ◦ sera donc une loi de composition sur
ces cellules minimales.
Définition 4.4 (Extension verticale d’une catégorie double). Étant donné une catégorie
double D0 avec décompositions telle que la loi ◦ définie ci-dessus soit associative, on définit D
la catégorie dont les objets sont les flèches verticales de D0, et dont les morphismes v v�
sont les cellules minimales α : v v�2 telles qu’il existe v�1 vérifiant :
v� = v�2 ◦ v�1.
Graphiquement :
X �
X Y �
Y Z �.
u
v
v�1
v�2
v�
α
4.1.2 Câbles
On définit à présent la catégorie double K0 des tuiles de câbles, que l’on peut voir comme
une généralisation des vues (ces dernières formeront une sous-catégorie pleine de la catégorie
verticale K0v) :
— sa catégorie horizontale K0h est la sous-catégorie pleine de Emb (définition 3.9) dont
les positions sont connexes, potentiellement vides,
— sa catégorie verticale est la catégorie libre engendrée par le graphe possédant les mêmes
objets, et ayant pour arêtes X Y les câbles élémentaires.
Définition 4.5. Un câble élémentaire est une paire
X
h
Z
m
Y
de morphismes composables dans P, où :
— m est un coup,
— h est un plongement ouvert et son image est une composante connexe de Z,
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— la composée mh dans P n’est pas un isomorphisme.
Si l’on considère les sommets d’une position Y comme des joueurs, et que l’on joue sur
Y le coup m, alors ce coup décrit l’évolution de l’ensemble des joueurs. Un câble élémentaire
permet au contraire, grâce au plongement ouvert h, de ne considérer plus qu’un sous-ensemble
des joueurs après avoir joué le coup. Ceci permettra, lors de la construction des stratégies, de
spécifier le comportement de tout sous-ensemble de joueurs sans tenir compte de l’évolution
des autres joueurs éloignés dans la position.
Certains câbles élémentaires, où h n’est pas trivial, permettent de déduire l’ensemble de
tous les autres câbles élémentaires de même coup m : c’est le cas lorsque l’image de h contient
le sommet actif, en utilisant le corollaire 3.21. En utilisant par ailleurs le lemme 3.18, on peut
remarquer que les seuls plongements possibles pour h sont les plongements qui contiennent
l’arête active du coup m, afin que mh ne soit pas un isomorphisme.
Définition 4.6 (Câbles). La catégorie des câbles est la catégorie librement engendrée par le
graphe dont les objets sont les positions connexes et dont les arêtes sont les câbles élémen-
taires. On la note K0v.
La composition dans P définit un foncteur K0v P.
Lemme 4.2. Si (h, m) est un câble élémentaire, alors la composée m ◦ h est épi dans P.
L’image d’un câble par le foncteur de composition K0v P est épi dans P.
Preuve. D’après le corollaire 3.19, on a l’une des deux situations suivantes :
— Z est connexe, donc h est trivial,
— Z a deux composantes connexes, qui ont la même image par m.
Or les coups sont épis.
Il reste à définir les catégories de cellules K0H et K0V . La catégorie K0V sera librement
engendrée par le graphe des tuiles de câbles élémentaires :
Définition 4.7. Une tuile de câbles élémentaire est un diagramme commutatif de la forme :
X X �
Y Y �
Z Z �
h1
h
k
m
h�
m�
h2
ou
X X �
X Y Y �
X Z �
h1
h
k
m
h�
m�
h2
où les carrés marqués sont des pullbacks, et vérifiant :
— sur le diagramme de gauche, (h, m) est un câble élémentaire,
— sur le diagramme de droite, h est un plongement de X en tant que composante connexe
de Y .
Dans la suite, on appellera tuiles actives les tuiles provenant du diagramme de gauche, et
tuiles passives les tuiles provenant du diagramme de droite.
Les foncteurs doml, codr : K0V K0v, qui à chaque tuile associent respectivement son
bord gauche et son bord droit, dont définis inductivement sur les tuiles, en prenant sur une
tuile élementaire α comme ci-dessus :
61
— si α est active, doml(α) = (h, m) ;
— si α est passive, doml(α) = idX ;
— et codr(α) = (h�, m�) dans les deux cas.
La catégorie K0V est la catégorie libre engendrée par le graphe dont les sommets sont les
plongements de K0h, et dont les arêtes h1 h2 sont les tuiles de câbles élémentaires.
Remarque 4.1. Pour la catégorie double K0, ainsi que dans la suite pour les tuiles de descente,
on désigne les deux cellules sous l’appellation tuiles, reprenant ainsi la terminologie de [16].
La composition horizontale des suites formées de tels diagrammes se définit par induction
sur la longueur de ces suites. Les tuiles élémentaires se composent grâce au lemme du pullback,
et pour deux cellules quelconques α et β
X X � X ��
Z Z � Z ��
α β
on procède par induction sur la longueur du bord droit de β :
— s’il est de longueur nulle, son bord droit l’est également, et α et β sont triviales,
— sinon on décompose la cellule en β = β2 • β1 où β2 est une tuile élémentaire. Si le bord
gauche de β2 est un câble élémentaire, alors α se décompose en α2 • α1 où α2 est une
tuile élémentaire : on pose alors
β ◦ α = (β2 ◦ α2) • (β1 ◦ α1)
où β1 ◦ α1 est défini par induction. Sinon, lorsque le bord gauche de β2 est trivial, on
pose en utilisant l’hypothèse d’induction
β ◦ α = (β2 ◦ id) • (β1 ◦ α).
Avec cette définition, on peut tout de suite noter que si α = α2 • α1 et β = β2 • β1
où β2 est une tuile élémentaire composable horizontalement avec la tuile α2, alors β ◦ α =
(β2 ◦ α2) • (β1 ◦ α1). On en déduit que :
Lemme 4.3. La composition de K0H est associative.
Preuve. Soient α, β et γ trois cellules composables horizontalement. On prouve le résultat
par induction sur la longueur du bord droit de γ.
Lorsque ce bord est de longueur nulle, les trois cellules sont triviales.
Sinon, on peut décomposer γ = γ2 • γ1, où γ2 est une tuile élémentaire. On obtient, en
itérant, les décompositions β = β2 • β1 et α = α2 • α1 où β2 et α2 sont soit triviales, soit des
tuiles élémentaires, selon la longueur de leur bord gauche, et se composent horizontalement
avec γ2. Avec la remarque précédente, la composée γ ◦ (β ◦ α) est égale à :
(γ2 ◦ (β2 ◦ α2)) • (γ1 ◦ (β1 ◦ α1)).
La composition horizontale est associative sur les tuiles élémentaires, et en utilisant l’hypo-
thèse d’induction, cette composée est égale à :
((γ2 ◦ β2) ◦ α2) • ((γ1 ◦ β1) ◦ α1).
Or γ ◦ β vaut, comme γ2 est une tuile élémentaire : γ ◦ β = (γ2 ◦ β2) • (γ1 ◦ β1), où γ2 ◦ β2 est
encore une tuile élémentaire. On a donc l’identité :
(γ ◦ β) ◦ α = ((γ2 ◦ β2) ◦ α2) • ((γ1 ◦ β1) ◦ α1).
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Proposition 4.4. K0 est une catégorie double.
Preuve. Les seuls points non triviaux sont l’associativité de la composition dans K0H , prouvée
au lemme 4.3, ainsi que la loi d’échange. Pour cette dernière, on sait par définition de la
composition verticale que la version faible où la cellule en bas à droite est une tuile élémentaire
est vérifiée.
On peut représenter graphiquement les compositions de cellules comme un système de
réécriture avec deux règles :
α β α β
◦ et
α
β
α
β
•
La loi d’échange revient à prouver l’égalité entre les deux réécritures :
α β
γ δ
α β
γ δ
◦
α β
γ δ
•
α β
γ δ
•
◦
On prouve cette égalité par induction sur la longueur du bord droit de δ. Lorsque ce bord est
de longueur 1, alors le résultat correspond à la loi d’échange faible prouvée précédemment.
Sinon, on peut décomposer δ et γ en deux tuiles élémentaires δ = δ2 • δ1 et γ = γ2 • γ1. On
considère alors le diagramme :
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
α β
γ1 δ1
γ2 δ2
•
•
•
•
•
◦
◦
•
◦
◦
◦
•
◦
•
◦
•
•
◦
•
◦
◦
(†)
(‡)
(‡)
(assoc.)
(assoc.)
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où le diamant marqué avec (†) est une égalité par hypothèse d’induction, et les diamants
marqués avec (‡) sont égaux par la loi d’échange faible.
En anticipant sur la définition 6.4 de fibration qui sera détaillée au chapitre 6, on prouve
dès maintenant le résultat suivant, qui indique intuitivement que les tuiles de câbles sont
caractérisées par la donnée de leurs bords supérieur et droit.
Lemme 4.5. Le foncteur domaine dom: K0V CEmb est une fibration.
Preuve. On définit d’abord par induction sur la longueur du câble k le relèvement d’un
plongement h : U � dom k. Lorsque k est un câble élémentaire, soit
U V W
h1 m
sa décomposition en un plongement h1 suivi d’un coup m.
Soit W � l’image de U � par l’image du morphisme mh1h. On remarque que les coups sont
ouverts, donc mh1h est ouvert. On a donc bien un plongement ouvert h� : W � W dans
K0h. On prend ensuite le pullback de m le long de h� :
U � U
V � V
W � W .
h
h2
h�
h1
m
k
m|W �
mh1h
f
Par propriété universelle du pullback, il existe une flèche f : U � V �. D’après le lemme 3.15,
f est un plongement. W et U � sont connexes, donc W � est également connexe. D’après la ca-
ractérisation des coups 3.19, V � possède au plus deux composantes connexes : U � est contenue
dans une composante connexe de V �. On montre que U � est exactement cette composante
connexe.
Comme f est ouvert, si v est un sommet de V � dans l’image de f et e une arête adjacente
à v, alors e a un antécédent par f . D’autre part si e est une arête de V � dans l’image de f
et v est un sommet adjacent à e, alors m|W �(v) ∈ W � implique que v admet un antécédent
dans U par mh1h, donc en particulier par f . Par induction, U � est donc bien une composante
connexe de V �.
Pour montrer que ce relèvement est cartésien, il faut montrer que si l’on a deux tuiles de
câbles comme dans :
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U � U
U ��
W � W
W ��
h�
h
k��
k� k
κ��
κ
κ�
h��
alors il existe une unique tuile de câbles κ� qui fait commuter le diagramme. On traite le cas
où les tuiles sont élémentaires, le cas général étant ensuite immédiat par induction.
On remarque que W �� est l’image de U �� par kh�� : le relèvement de h� le long de k� convient
pour la tuile κ�. Cette tuile est unique car les plongements sont monos.
4.1.3 Vues
Définition 4.8. Une vue X Z est un câble tel que Z est un séquent.
Les vues élémentaires sont les câbles élémentaires qui sont également des vues. Leurs
domaine et codomaine sont toujours de signes opposés, car d’après la décomposition des
coups du corollaire 3.19, pour une vue élémentaire
X
h
Z
m
Y
alors, comme Y est un séquent, m est un coup de la classe CM. Donc Z est :
— soit, si Y est positif, un séquent négatif isomorphe à X ;
— soit, si Y est négatif, le coproduit Y + P où P est un séquent positif. Comme la
composée mh n’est pas un isomorphisme, h envoie X sur le séquent P .
Par ailleurs, au moins l’une des positions X et Y dans la décomposition précédente est
positive, un séquent ne pouvant pas passer en un seul coup d’une position négative à une
autre position négative.
Définition 4.9. Soit V0 la sous-catégorie double pleine de K0 obtenue en restreignant les
morphismes verticaux uniquement aux vues.
Il est facile de voir que la catégorie V0H est un groupoïde, car toute cellule α : v v� dans
cette catégorie est un empilement de tuiles élémentaires actives dont les bords horizontaux
sont des isomorphismes. En effet α se projette, par le foncteur codomaine, sur un plongement
ouvert h : cod(v) cod(v�) dont les domaine et codomaine sont des séquents : h est donc
un isomorphisme. La tuile élémentaire de bord inférieur h est une tuile active : si tel n’était
pas le cas, alors on aurait un diagramme commutatif
X X �
Y Y �
X X �
h
∼=
m m�
h
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dont le bord droit serait un isomorphisme ainsi que le bord droit de α, ce qui serait absurde.
On conclut par induction sur la longueur de α.
On peut appliquer la définition 4.4 pour étendre verticalement la catégorie double V0 en
une catégorie des vues V. Dans ce cas, les cellules minimales sont les empilements de tuiles
de vues dont le bord droit de la tuile supérieure n’est pas trivial. On peut par ailleurs décrire
cette catégorie comme étant la catégorie dont :
— les objets sont toutes les vues,
— et les morphismes v v� sont donnés par les cellules de la forme
Z X �
X
Y Y �
h
w
v
l
v�
α
(4.2)
dans K0, où deux morphismes (Z, w, h, l, α) et (Z �, w�, h�, l�, α�) sont identifiés lorsque
l = l� et qu’il existe un isomorphisme β dans K0H qui fait commuter le diagramme
Z X �
Z �
X
Y Y �,
α
α�
β
v
v�
i.e., α = α� ◦ (idv • β) dans K0H (• est la composition de K0V ).
Le foncteur codomaine cod: V Emb envoie tout objet v : X Y sur Y et toute
cellule α sur le morphisme noté l ci-dessus. Pour une position X donnée, la sous-catégorie
de V dont les seuls morphismes sont les cellules de bord inférieur idX , est la fibre de cod
au-dessus de X, notée V(X).
Proposition 4.6. Pour tout X, V(X) est un préordre.
Preuve. On se donne une cellule α : v v� dans V (X) et on procède par induction. Comme
le morphisme inférieur de α est idX , le pullback inférieur est trivial : les vues v et v � débutent
par le même coup. On construit ainsi un isormorphisme de vues dans V0, ce qui, après quotient
dans V(X), donne bien un préordre.
4.2 Stratégies
4.2.1 Stratégies innocentes
On peut désormais définir les stratégies innocentes du jeu. Les stratégies innocentes sont
habituellement des ensembles de vues pour chaque joueur de la position de départ, clos
par préfixe. Ici, la relation « être un préfixe » entre les vues est donnée par l’existence
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d’un morphisme dans la catégorie V. La condition de clôture par préfixe vient du fait que
les stratégies seront des préfaisceaux (booléens) sur (une variante de) V, que l’on définit
maintenant.
On identifie les joueurs avec les sommets d’une position, ou de façon isomorphe, avec les
séquents d’une position en incluant leurs voisinages ouverts. Pour une position X donnée, on
pourrait uniquement considérer les ensembles, clos par préfixe, de vues dont le codomaine est
un séquent de X. Cependant, l’introduction des coupures au chapitre 5 permet à un joueur
de se scinder en deux sommets reliés par une arête : nous serons donc amenés à considérer des
stratégies formées de câbles sur une position de base. La construction V̄/X est donc présentée
ici de façon à pouvoir être immédiatement généralisée à la catégorie des câbles.
Pour chaque position X, qui n’est pas nécessairement un séquent, on note �X� : 1 Emb
le foncteur qui à l’unique objet de 1 associe l’objet X dans Emb. On considère la comma-
catégorie
V/X 1
V Emb.
!
π
cod
�X�θ
Ses objets sont les paires (v, h) où :
— v : Z Y est une vue sur un séquent Y ,
— h : Y X est un plongement ouvert ;
et ses morphismes (v, h) (v�, h�) sont les paires
V ��
Z
Y V
X
h h�
v
v�
α
formées :
— d’une cellule minimale α : v v� de V,
— dont le bord inférieur est un morphisme h h� dans Emb/X.
Définition 4.10 (Stratégie (innocente)). Une stratégie sur une position X est un foncteur
(V/X)op 2, où 2 est l’ensemble ordonné 0 ≤ 1.
On appelle préfaisceau booléen sur une catégorie C un foncteur Cop 2. Comme 2 est
un ordre, un tel préfaisceau est caractérisé par sa valeur sur les objets. Dans la suite, on dit
qu’un objet c ∈ Ob(C) appartient à un préfaisceau booléen σ ssi σ(c) = 1.
Une stratégie innocente σ sur X vérifie, grâce à la structure de préfaisceau booléen sur
V/X, les stabilités par :
— préfixe : si v est un préfixe d’une autre vue v�, il existe un morphisme v v� dans
V/X, et par fonctorialité, σ(v) ≥ σ(v�),
— isomorphismes : si deux vues sont isomorphes dans V/X, elles ont même valeur par σ.
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Dans le cas particulier d’une stratégie sur un séquent Z, cette dernière est donc équivalente
à un ensemble de vues sur Z clos par préfixe et stable par isomorphisme dans V.
Si, pour une catégorie C, on note ÙC la catégorie des foncteurs Cop 2 (qui est un poset),
alors la fonction qui à chaque position X associe V̄/X s’étend en un foncteur
V̄/− : Embop Poset.
En effet, un plongement ouvert h : X Y induit une transformation naturelle
1 Emb,
�X�
�Y �
h
donc, par propriété universelle de la comma-catégorie V/Y , un foncteur V/h : V/X V/Y .
La précomposition par (V/h)op définit un foncteur Ṽ/h : V̄/Y V̄/X entre posets. Autrement
dit :
Ṽ/h = Cat((V/h)op, 2) : Cat((V/Y )op, 2) Cat((V/X)op, 2).
4.2.2 Stratégies gagnantes
Définition 4.11. Dans une catégorie C, un chemin est une suite éventuellement dénombrable
de morphismes composables, dont aucun n’est un isomorphisme.
Une stratégie σ ∈ K/X est non vide lorsqu’elle accepte au moins les vues identité sur les
séquents de sa position de départ.
Une stratégie σ est finie lorsque sa catégorie des éléments el (σ), qui est un préordre, n’a
pas de chemin infini. Autrement dit, il n’existe pas de suite infinie de câbles composables :
X
k0
X1
k1
X2 · · ·
telle que σ en accepte tous les préfixes finis.
Une stratégie σ sur X est réceptive quand pour toute vue v : V U où V est négative,
pour tout x : U X, et pour toute vue élémentaire v� : W V , on a (v, x) ∈ σ implique
(v ◦ v�, x) ∈ σ. Autrement dit, la stratégie σ est stable par ajout de coups négatifs.
Une stratégie σ est robuste quand toute vue v : V W dans σ où V est positive admet
un prolongement dans σ, i.e., il existe w : U V une vue élémentaire telle que (v ◦ w) ∈ σ.
Une stratégie est déterministe si une telle extension par un coup positif est unique, i.e.,
si v : V W est dans σ et que V est positive, alors pour tous w1 et w2,
v ◦ w1 ∈ σ et v ◦ w2 ∈ σ
implique que w1 et w2 sont isomorphes dans K0/V , i.e., on a :
U1 U2
V .
∼=
w1 w2
Définition 4.12. Une stratégie est gagnante lorsqu’elle est non vide, finie, réceptive, robuste
et déterministe.
Nous verrons en partie 7.6 que les stratégies gagnantes forment une catégorie de réponse.
Nous pensons même qu’il s’agit de la catégorie de réponse libre engendrée par l’ensemble des
atomes A.
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4.3 Catégorie des stratégies
4.3.1 Recollement des stratégies
On décrit dans cette partie l’opération de recollement des stratégies, dont un cas parti-
culier sera analogue à la composition parallèle en sémantique de jeux.
Rappelons d’abord que :
— pour un séquent Z, on note V(Z) l’ensemble des vues de V de codomaine Z. Il s’agit
de la fibre de cod: V P au-dessus de Z ;
— pour une position X, on note Sq(X) comme en section 3.2.2 l’ensemble des séquents
de X, i.e., les ouverts de X qui contiennent exactement un sommet.
Proposition 4.7. On a :
V/X �
�
Z∈Sq(X)
V(Z) �
�
Z∈Sq(X)
(V/Z).
Preuve. Les objets de V/X sont les paires (v, h) où v est une vue sur un séquent S et h est
un plongement ouvert S X. Un tel S est isomorphe à l’un des éléments Z de Sq(X), et
on peut choisir une vue v� sur Z isomorphe à v dans V0.
Par propriété universelle du coproduit dans Cat, on obtient donc un procédé pour recoller
des stratégies :
Proposition 4.8. Étant donné une famille de stratégies σx pour tous les joueurs x d’une
position X, il existe une unique stratégie σ dont chaque restriction sur un séquent autour de
x est σx. Ce recollement est défini par l’isomorphisme
V̄/X �Z∈Sq(X) Ṽ/Z.
σ,Z �→σ|Z
P �→�P �
(4.3)
Preuve. La proposition 4.7 donne l’équivalence de catégories :
Cat((V/X)op, 2) � Cat
ÑÑ
�
Z∈Sq(X)
(V/Z)
éop
, 2
é
.
Comme 2 n’a pas d’automorphismes non triviaux, le seul isomorphisme naturel entre
deux foncteurs F, G : C 2, pour n’importe quelle catégorie C, est l’identité. L’équivalence
précédente est donc un isomorphisme, et on a :
V̄/X = Cat((V/X)op, 2) ∼= Cat
ÑÑ
�
Z∈Sq(X)
(V/Z)
éop
, 2
é
∼=
�
Z∈Sq(X)
Cat((V/Z)op, 2) =
�
Z∈Sq(X)
Ṽ/Z.
On généralise ici la notation des séquents (A � B) : si A, B et C sont trois formules, alors
on définit A � B � C la position à deux sommets 0 et 1, et trois arêtes 2, 3, 4, d’étiquettes
respectives A, B et C, de la forme :
A 0 B 1 C ,
i.e., le pushout de A � B et de B � C le long de l’arête d’étiquette B.
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Définition 4.13. Soient X = (A � B), Y = (B � C), et U = (A � B � C). On considère
deux stratégies σ ∈ V̄/X et τ ∈ V̄/Y . Leur composition parallèle (σ | τ) ∈ V̄/U est l’image de la
famille P = [0 �→ σ, 1 �→ τ ] par l’isomorphisme (4.3), i.e., �P �.
Proposition 4.9. Les stratégies gagnantes sont stables par composition parallèle.
Preuve. Chacune des propriétés, parmi non vide, finie, déterministe, robuste et réceptive, est
préservée par composition parallèle.
4.3.2 Extension des stratégies aux câbles
Dans cette partie, on étend d’une part les stratégies aux préfaisceaux booléens de câbles en
général, sans se restreindre aux seules vues, et on montre d’autre part comment ces stratégies
sont reliées aux stratégies naïves.
En appliquant à K0 la construction de la définition 4.4 sur les catégories doubles D0 �→ D,
on obtient une catégorie K dont les objets sont les câbles et dont les morphismes sont les
classes d’équivalences de cellules de la forme :
Z X �
X
Y Y �,
h
w
k
l
k�
α
où k et k� sont des câbles.
De même que pour les vues, on définit un foncteur K̄/− : Embop Poset.
Il existe un plongement évident i : V K et, de manière similaire pour chaque position
X, un plongement i/X : V/X K/X. En choisissant des extensions de Kan à droite le long de
(i/X)op, on obtient un foncteur, qui est en fait un morphisme de préordres, extX : V̄/X K̄/X.
On peut expliciter, pour une stratégie σ, son extension à droite extX(σ) le long de i/X
(V/X)op (K/X)op
2
σ extX(σ)
(i/Xop)
qui vaut sur les objets, d’après [34, X.4] :
extX(σ)(k, h) =
�
v,x
σ(v, x)K/X((v,x),(k,h))
=
�
{v,x|∃α : (v,x) (k,h)}
σ(v, x)
Autrement dit, extX(σ) est la stratégie qui accepte un câble lorsque toutes ses vues sont
acceptées par σ.
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Proposition 4.10. L’opération X �→ extX définit une transformation naturelle
Embop Poset
Ṽ/−
K̃/−
ext
On revient maintenant aux stratégies naïves, annoncées en début de chapitre. En première
approche, on peut se restreindre aux positions sans arête pendante. Dans ce cas, on peut
assimiler la catégorie K(X) à une catégorie de parties séquentielles. En effet, sur les positions
sans arête pendante, les coups préservent la connexité et les câbles sont donc simplement
des suites de coups. De plus, la notion de morphisme de câble dans K(X), c’est-à-dire les
diagrammes (4.2) dans K0 tels que Y = Y � et l = idY , revient à l’ordre préfixe modulo
isomorphisme. On peut donc poser :
Définition 4.14. Une stratégie naïve sur une position sans arête pendante X est un préfais-
ceau booléen sur K(X).
On obtient un ordre partiel comme précédemment. On peut de plus composer la trans-
formation naturelle de la proposition 4.10 avec la transformation obtenue par restriction le
long de l’inclusion K(X) K/X pour obtenir une transformation naturelle de composantes
V̄/X K̄/X, comme souhaité.
Le cas des positions avec arêtes pendantes est plus compliqué et on se contentera ici
d’esquisser une solution. On commence par étendre K0, en remplaçant les câbles élémentaires
par les câbles élémentaires généralisés, obtenus en demandant, dans la définition 4.5, que
h soit un plongement ouvert, mais sans exiger que son image soit une composante connexe
de Z. Les câbles élémentaires généralisés contiennent donc en particulier les coups, obtenus
en prenant h = idZ . En répétant les définitions suivantes, on obtient une notion de câble
généralisé et une catégorie double GK0, munie d’un plongement évident K0 GK0, qui
induit un plongement K GK. De plus, appelons partie séquentielle un câble généralisé
composé de câbles élémentaires généralisés (m, h) tels que h = id. Soit Plays la sous-catégorie
pleine de GK restreinte aux parties séquentielles. Plays admet un foncteur d’oubli vers Emb,
dont on peut donc prendre les fibres.
Définition 4.15. Une stratégie naïve sur une position arbitraire X est un préfaisceau booléen
sur Plays(X).
Bien sûr, si X est totale, on a Plays(X) � K(X). Pour passer des stratégies innocentes
aux stratégies naïves, on prend maintenant l’extension à droite le long du plongement V/X
GK/X, puis on restreint le long de GK/X Plays(X).
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Chapitre 5
Élimination des coupures par
systèmes de commutation
Nous avons mentionné le fait que le recollement de stratégies jouait le rôle de la com-
position parallèle de la sémantique des jeux. Nous nous intéressons dans ce chapitre aux
propriétés d’élimination des coupures dans la catégorie des positions, afin de pouvoir définir
au chapitre 7 la descente des stratégies, qui joue le rôle du hiding en sémantique de jeux.
5.1 Résumé
Dans ce chapitre, nous nous intéressons à la règle de coupure multiplicative
Γ � A A, Δ �
Γ, Δ �
du λ-calcul, que l’on peut représenter par un morphisme
A
Γ Δ
c
Γ Δ
dans la catégorie des positions. Idéalement, l’élimination des coupures s’exprimerait comme
une factorisation, sous la forme du lemme 5.10, de tout carré
U V
W X
m
c
f
c�
où le bord droit f serait un coup lorsque le bord gauche m était déjà un coup. Lorsque c’est
le cas, on dit que f est la descente de m le long de c. Pour arriver à cette première étape,
on aura d’abord besoin d’autoriser les coupures à intervenir sur n’importe quelle arête de la
position, et pas uniquement une arête adjacente à la racine comme suggéré par le morphisme
c précédent.
Cependant, dans le cas où l’on considère la suite U m W c X, avec m un coup
au-dessus de la position W définie par
B ¬A
et U , X et V les positions définies par
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B
¬A
B
A
, B et
B
B
alors en factorisant cm, le morphisme f : X V n’est pas un coup, mais une contraction
élémentaire. Pour une position enracinée X et une étiquette A, on définit le morphisme
évident δA,X : (A · X, A · X) (A · X) qui identifie les deux copies de A et de X. Alors :
Définition 5.1 (Contraction élémentaire). Une contraction élémentaire est un morphisme δ
obtenu par pushout le long de plongements de sous-arbre (définition 3.8) de la forme
(A · X, A · X) Y
(A · X) Z
δA,X δ
pour une formule A et une position enracinée X. Une contraction est une composée, potentiel-
lement triviale, de contractions élémentaires, et on note Contr la catégorie des contractions.
On observe que la flèche (A · X) Z est un plongement d’un sous-arbre complet dans
le diagramme précédent.
Cet exemple montre qu’il est nécessaire d’ajouter une étape supplémentaire d’élimination
des contractions : contrairement aux coupures, les classes de morphismes correspondantes ne
forment pas un système de factorisation (voir 1.1), mais une variante plus faible, un système
de commutation, que l’on introduit en partie 5.2.
La présence de ces contractions dans l’élimination des coupures justifie par ailleurs le fait
que l’on ne s’intéresse à qu’une règle de coupure multiplicative, et non à une coupure additive
de la forme :
Γ � A A, Γ �
Γ � .
Cette dernière s’obtient en composant une coupure et une contraction, telles que décrites ici.
Le résultat essentiel de ce chapitre est le théorème 5.29, qui assure d’une part que la classe
des morphismes de descente, définis comme les morphismes qui se décomposent sous la forme
A
c
B
δ
C,
où c est une coupure, et δ une contraction, est une sous-catégorie ; et d’autre part que la
composition définie au chapitre 7 est bien associative.
5.2 Systèmes de commutation
5.2.1 Définition
Définition 5.2. Un système de commutation dans une catégorie C est une paire de classes
de morphismes L et R, que l’on note R � L, et qui vérifie :
1. L est une sous-catégorie qui contient tous les isomorphismes ;
2. R contient tous les isomorphismes, et est stable par composition avec les isomorphismes ;
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3. lorsqu’un morphisme se décompose en r◦l avec r ∈ R et l ∈ L, alors cette décomposition
est unique, i.e., si rl = r�l� avec également r� ∈ R et l� ∈ L, alors il existe un unique
isomorphisme ϕ tel que
U
V � V ��
W
l�
r�
l
r
ϕ
commute ;
4. lorsque l ∈ L et r ∈ R sont deux morphismes composables, il existe l� ∈ L et r� ∈ R
tels que :
U V �
V W
r
l
l�
r�
commute.
Remarque 5.1. Les systèmes de factorisation sont des systèmes de commutation.
Les seules différences entre les systèmes de commutation et les systèmes de factorisation
résident dans le fait que :
— la classe R peut ne pas être une sous-catégorie, comme nous le verrons par exemple à
la section 5.4 où la composée de deux flèches dans R peut donner une flèche de L,
— nous ne cherchons pas nécessairement à factoriser tous les morphismes de la catégorie
C, mais uniquement ceux de la forme L ◦ R.
À un unique isomorphisme près, on pourra donc noter pour un morphisme f = rl, avec
r ∈ R et l ∈ L :
left f = l right f = r.
La notation L � R d’un système de commutation mime les positions respectives des mor-
phismes venant de R et de L dans le bord bas-gauche du diagramme :
U V �
V W ,
r
l
l�
r�
en particulier afin de suggérer que le système de commutation est une manière de replacer
dans le bon ordre les morphismes de L ◦ R.
Remarque 5.2. Si U et V sont deux classes de morphismes d’une catégorie, on note U ◦ V la
classe de morphismes obtenue en composant un morphisme de U avec un morphisme de V ,
i.e. :
U ◦ V = {u ◦ v | u ∈ U et v ∈ V }.
Cette classe n’est en particulier pas nécessairement une catégorie.
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On peut commencer par remarquer qu’il est souvent possible d’obtenir un système de
commutation à partir d’un autre, en restreignant les deux classes de morphismes. En effet,
si l’on se donne une paire de classes de morphismes Y � X dans une catégorie, ainsi que des
sous-ensembles de flèches U ⊆ X et V ⊆ Y , on dit que U et V sont relativement stables si
pour toutes flèches u ∈ U et v ∈ V , il existe un carré commutatif
A B�
B C,
v
u
u�
v�
où les flèches u� et v� sont encore respectivement dans U et V . On a :
Lemme 5.1. Si U est une sous-catégorie qui contient les isomorphismes, si V contient
tous les isomorphismes et est stable par composition par les isomorphismes, et si U et V
sont relativement stables pour un système de factorisation, alors V � U est un système de
commutation.
Preuve. Le système Y � X sous-jacent fournit l’unique isomorphisme qui joint deux mor-
phismes égaux dans V ◦ U .
5.2.2 Lemmes ternaires
Le but de cette section est de prouver trois résultats d’unicité, aux lemmes 5.2, 5.3 et 5.4,
similaires à l’unicité d’une factorisation dans un système de factorisation ternaire (voir [40]).
Les deux premiers résultats sont adaptés aux cas où l’on dispose de systèmes de commu-
tation hérités de systèmes de factorisation :
Lemme 5.2. On se donne trois systèmes de commutation :
A � B A � C NC � C
tels que A ◦ B ⊆ NC, et B ◦ C forme une catégorie. Alors on a le système de commutation :
A � B ◦ C.
Preuve. La catégorie B ◦ C contient les isomorphismes car B et C, qui apparaissent dans les
systèmes de commutation A � B et A � C contiennent eux-mêmes les isomorphismes. Soient
trois flèches composables a ∈ A, c ∈ C et b ∈ B. On peut compléter les carrés :
U V � W �
V W X
a
c b
c�
a1
b�
a�
en utilisant successivement, de gauche à droite, les systèmes de commutation A �C et A �B.
Ceci prouve l’existence de la factorisation pour A � B ◦ C.
Pour prouver son unicité, on se donne une autre factorisation
U
c��
V �� b
��
W �� a
��
X.
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On peut alors construire le diagramme
V � W �
U X
V �� W ��,
c�
b�
a�
c��
b��
a��
ϕ ψ
où l’isomorphisme ϕ est donné par unicité dans NC �C, puis l’isomorphisme ψ est obtenu par
unicité de la factorisation dans A�B. La flèche ψ est unique car pour tout autre isomorphisme
ψ� : W � W �� qui fait commuter l’extérieur du diagramme, on construit dans la partie gauche
grâce à NC �C un isomorphisme ϕ� : V � V ��. Par hypothèse, seul ϕ convient, donc ϕ� = ϕ
et ψ� = ψ.
Lemme 5.3. On se donne trois systèmes de commutation :
B � A C � A NA � A
où C ◦ B ⊆ NA. Alors on a le système de commutation :
C ◦ B � A.
Preuve. On se donne trois flèches composables c ∈ C, b ∈ B et a ∈ A. On peut compléter les
carrés :
U V W
V � W � X
b c
aa1
c�
a�
b�
en utilisant successivement de droite à gauche C �A et B �A, ce qui prouve l’existence d’une
factorisation a� ∈ A, (c� ◦ b�) ∈ C ◦ B.
Pour prouver l’unicité, si c�b�a� = c��b��a�� alors, grâce à C ◦ B ⊆ NA et A � NA, il existe
un unique isomorphisme ϕ qui joint a� et a��.
Lemme 5.4. On se donne les trois systèmes de commutation suivants :
C � B B � A C ◦ B � A.
On a alors :
C � B ◦ A.
Preuve. Soient c : U V , a : V W et b : W X trois flèches, prises respectivement
dans C, A et B. On construit a�, b� et c� :
— d’abord en factorisant dans C ◦ B �A les flèches c et a en a� ∈ A et c1b1 ∈ C ◦ B, avec
c1 ∈ C et b1 ∈ B,
— puis en factorisant bc1 dans C � B en c�b2, c� ∈ C et b2 ∈ B.
77
Graphiquement :
V W
U V1 X
V � W �.
c
a
b
b1
c1
b2
a�
b�
c�
Comme on a C ◦ B � A, alors C ◦ B est une sous-catégorie. Comme on a par ailleurs C � B,
alors C contient les identités, donc B est encore une sous-catégorie de C ◦ B. On a donc
b� = b2b1 dans B.
Enfin, on prouve la condition d’unicité des systèmes de factorisation. Soient a, a� ∈ A,
b, b� ∈ B et c, c� ∈ C des flèches telles que l’extérieur de
V W
U X
V � W �
a
b
c
a�
b�
c�
ϕ ϕ�
commute. On obtient d’abord l’isomorphisme ϕ par unicité dans C◦B�A, puis l’isomorphisme
ϕ� par unicité de la factorisation dans C � B. Cet isomorphisme ϕ� est unique, car si l’on
prend une autre flèche ψ� faisant commuter le diagramme complet, alors en particulier la
partie gauche du diagramme commute. Par unicité dans B � A, on obtient ψ tel que
V W
U
V � W �
a
b
a�
b�
ψ�ψ
commute. Cependant, ϕ et ψ font tous les deux commuter le diagramme complet :
V W
U X
V � W �
a
b
c
a�
b�
c�
ϕ ψ
donc grâce à C ◦ B �A, on obtient l’égalité ϕ = ψ. Dès lors, ψ� = ϕ�, ce dernier étant l’unique
isomorphisme faisant commuter la partie droite du diagramme.
5.2.3 Décomposition de carrés commutatifs
Dans cette partie, on fixe un système de commutation B � A, et on convient que tous les
morphismes a, a�, a�� sont dans A, et les morphismes b, b�, b�� sont dans B.
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Lemme 5.5. On peut prouver que tout diagramme
U V
U � W � V �
a
a�
a�� b��
b
admet un unique relèvement h : U � V dans A.
Preuve. Par B �A, il existe en effet un unique isomorphisme ϕ : W � V qui fait commuter
le diagramme : h est alors la composée U � a
��
W �
ϕ
V . Tout autre relèvement k ∈ A
fait commuter en particulier le triangle
V
U � W � V �.
a�� b��
b
k
ψ
Par B�A il existe un isomorphisme ψ : W � V qui fait commuter le diagramme : cependant
ψ fait également commuter l’extérieur du rectangle d’origine. Par unicité, on a donc φ = ψ,
ce qui implique que k = h.
Soit C la catégorie obtenue en posant Ob(C) = B et Hom(b, b�) l’ensemble des carrés
commutatifs
U U �
V V �
a�
a
b b�
où a, a� ∈ A. Les morphismes de C sont caractérisés, à un unique isomorphisme près, par la
flèche a, puisque b� se construit à partir de B � A.
Lemme 5.6. C est une catégorie.
Si l’on note cod: C A le foncteur codomaine, alors :
Lemme 5.7. Le foncteur cod est une opfibration. Tous les morphismes de C sont opcarté-
siens.
Preuve. Soient U b V a V � deux flèches respectivement dans B et A. Le relèvement
de a est obtenu en factorisant ab dans B � A.
Tout carré (a, a�) : b b� ∈ C est opcartésien, car pour tous morphismes a1, a�1, a2 ∈ A
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et b�� ∈ B composables comme indiqué ci-dessous, on peut construire par B � A :
U V �
W �
V W
X
b
a�
b�
a
a2
a1
a�1
b��
a�2
où a�2 ∈ A est l’unique relèvement donné par le lemme 5.5.
Ceci implique en particulier que :
Lemme 5.8. Toute factorisation
U W
U � V � W �
a�
b b�
a1 a2
peut se décomposer en
U V W
U � V � W �.
a�1 a
�
2
b b�
a1 a2
b��
a�
Preuve. On obtient deux relèvements opcartésiens de a1 et a2 par cod. Leur composée est un
relèvement opcartésien de a2a1, donc isomorphe a�. Quitte à composer par cet isomorphisme,
étant donné que A est stable sous les isomorphismes, on pouvait donc choisir a�2a�1 = a�.
5.3 Coupures
Pour montrer le lemme 5.11, on fait un détour dans cette section par la catégorie LaxP
qui est construite comme P, mais où l’on autorise également les positions qui ne vérifient pas
la condition de bonne formation locale de la définition 3.1.
On reviendra finalement dans P à partir du lemme lemme 5.11.
5.3.1 Définition
Pour chaque formule A, on définit le morphisme cA dans LaxP comme la flèche qui
envoie la position avec une seule arête A vers la position 1 qui ne contient qu’un point.
Graphiquement :
A cA
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Définition 5.3 (Coupures généralisées). Une coupure généralisée élémentaire est un pushout
d’une flèche cA le long d’un plongement. Toute composée d’une suite de coupures généralisées
élémentaires est une coupure généralisée, et on note GCuts la classe des coupures généralisées.
Comme les cA sont épis, alors on a évidemment que :
Lemme 5.9. Les coupures généralisées sont épis.
En posant la convention que tout isomorphisme de LaxP est la composée d’une suite
vide de coupures élémentaires, GCuts est une sous-catégorie de LaxP qui contient tous les
isomorphismes.
Remarque 5.3. Lorsqu’il existe, le pushout d’une coupure généralisée de long d’un plongement
est encore une coupure généralisée.
Par ailleurs on définit la sous-catégorie des vraies coupures, que l’on note Cuts, comme
étant la sous-catégorie de GCuts engendrée par les composées de vraies coupures élémentaires,
i.e., les pushouts de cA de la forme
A U
V W
m
cA
lorsque l’arête A est persistante par m et que son image possède des sommets source et but
dans U . Graphiquement, une vraie coupure élémentaire est un morphisme de la forme :
A
Γ Δ
cA
Γ Δ
Remarque 5.4. Les vraies coupures préservent la bonne formation locale des positions, i.e.,
tous les séquents du codomaine sont de la forme :
Γ � Γ � A Γ, ⊥a � Γ, ⊥a � ⊥a
dès que cette propriété est vérifiée sur le domaine.
5.3.2 Factorisation des coupures
Définition 5.4 (Sans coupure). Un morphisme est sans coupure lorsque toutes les arêtes
sont persistantes. On note CutFree la sous-catégorie des morphismes sans coupure.
Lemme 5.10. La paire (GCuts, CutFree) forme un système de factorisation dans LaxP.
Preuve. On adapte à la catégorie LaxP une preuve déjà donnée dans [23, Section 3.2]. Tout
morphisme f : U V de LaxP peut se décomposer en :
w
U V
f
c r
où c est une coupure généralisée, et r est persistant.
Lorsque f est persistant, on choisit c = idU et r = f .
Sinon, il existe une arête e : {e} U qui n’est pas persistante par f . On prend le
pushout :
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{e} 1
U1
U V
ce
�e�
c1
f
ι
f1
où la flèche ι envoie l’unique sommet de son domaine sur f(e), qui est bien un sommet. Le
morphisme f1 est obtenu par propriété universelle : son domaine possède exactement une
arête de moins que U . On termine la construction de c par récurrence sur le nombre d’arêtes
de la position source.
On montre ensuite l’existence d’un unique relèvement h ∈ LaxP pour tout carré :
X Y
U V
f
c
g
r
h
où c ∈ GCuts, r ∈ CutFree et f, g ∈ LaxP. On choisit d’abord une factorisation pour f dans
(GCuts, CutFree) :
W
X Y .
f
c� r�
Pour tout morphisme k : X Y de LaxP, on note col(k) l’ensemble des arêtes de X dont
l’image par k est un sommet de Y . Comme col(r) = col(r�) = ∅, on a :
col(c) ⊆ col(f) = col(c�).
Soit, par pushouts successifs, c�� : U W la coupure qui écrase les arêtes de c(col(c�))∩col(g) :
on a col(c��c) = col(c�), donc
X
W
U
c
c�
c��
commute. Le relèvement h est défini par h = r�c��. L’ensemble du diagramme :
X Y
W
U V
f
c
g
r
c�
c��
r�
(�)
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commute donc, comme c est épi, le triangle marqué (�) commute également. L’unicité de h
vient également du fait que c est épi.
On revient désormais dans P. La preuve du lemme 5.10 ne fonctionne à priori pas dans
cette catégorie, car la position U1 n’est pas nécessairement localement bien formée. En re-
vanche si l’on est uniquement en présence de vraies coupures, i.e., de coupures qui n’écrasent
que des arêtes ayant un sommet but et un sommet source, alors cette construction est valide
dans P. Enfin, certains morphismes dans CutFree peuvent malgré tout faire apparaitre des
coupures généralisées : pour éviter ce cas, on se restreint aux morphismes sans coupure et
fermés.
Définition 5.5. On note CCutFree la sous-catégorie de P des morphismes sans coupure et
fermés, i.e., qui envoient les fermés sur des fermés.
Lemme 5.11. On a le système de commutation CCutFree � Cuts dans P.
Preuve. On se donne un morphisme g ∈ CCutFree et une vraie coupure c ∈ Cuts comme
dans :
U V W
g c
et on montre que lors de la construction de la factorisation de cg au lemme 5.10, chaque étape
préserve la bonne formation locale.
Tout d’abord, si e ∈ edg(U) est une arête écrasée par cg, on montre que e possède
un sommet à chaque extrémité. Pour cela, remarquons que g(e) est une arête, car g est
persistant, qui est écrasée par c. Comme c est une vraie coupure, g(e) possède dans V un
sommet à chaque extrémité, que l’on note vs et vt. On a alors à priori quatre cas, mais on
montre une contradiction dans les trois premiers :
— e n’a pas de sommet source ni de sommet but, donc {e} est fermé dans U . Cependant,
g({e}) = {g(e)} n’est pas fermé dans e, car il ne contient pas vs et vt. Ceci contredit
l’hypothèse que g est fermé ;
— e possède un sommet v à une extrémité tel que g(v) = vs, et n’a pas de sommet à
l’autre extrémité. Ceci contredit encore le fait que g est fermé car la paire {e, v} est
fermée dans U mais son image par g ne contient pas vt ;
— de même, le cas ou e n’a qu’un sommet extrémité tel que g(v) = vt est impossible ;
— e possède donc un sommet à chaque extrémité.
La coupure c1 définie dans la preuve du lemme 5.10 est donc une vraie coupure, ce qui
assure que U1 est bien formée localement.
5.3.3 Pullbacks le long de plongements ouverts
Lemme 5.12. Soient c ∈ Cuts et h ∈ Emb qui se factorisent en
U V
X Y
h
c
c�
h�
alors h� est un plongement ouvert.
Preuve. On définit, sans utiliser pour l’instant le système de factorisation, c� : U V comme
étant la coupure qui écrase une arête e ∈ edg(U) si et seulement si h(e) est écrasée par c.
On définit ensuite h� en distinguant les arêtes et les sommets de V :
83
— les arêtes de V ont un unique antécédent dans U par c�. On pose alors pour e ∈ edg(V ),
h�(e) = chc�−1(e) ;
— par définition de c�, tous les antécédents dans U par c� d’un sommet v ∈ ver(V ) ont
la même image v� ∈ ver(Y ). On pose h�(v) = v�.
Pour chaque arête persistante par h�, on choisit l’occurrence vide. Le fait que h� est bien
un morphisme (il reste à démontrer la continuité) provient de la caractérisation donnée au
lemme 3.3, car toutes les arêtes sont persistantes par h�.
Il reste à montrer que h� est ouvert. On utilise pour cela le lemme 3.13. Soit v ∈ ver(V )
un sommet, et e ∈ edg(Y ) une arête voisine de h�(v). Montrons que e admet un antécédent
par h�. Comme c est surjective, il existe une arête e� ∈ edg(X) et un sommet v� ∈ ver(X)
tels que c(e�) = e, c(v�) = h�(v), et e� est voisine de v�. En identifiant ces points avec leurs
antécédents par h, la coupure c� préserve l’arête e� car c la préserve : on a donc dans V une
arête c�(e�) et un sommet c�(v�) voisins. Or, c�(v�) = v et h�(c�(e�)) = e, donc e est bien l’image
d’une arête c�(e�) voisine de v.
En définissant ces morphismes c� et h�, nous venons d’exhiber une factorisation de ch.
Or par unicité d’une telle factorisation dans un système de factorisation, toute factorisation
est isomorphe, donc le bord droit du carré commutatif de départ est toujours un plongement
ouvert.
Lemme 5.13. Tout carré :
U V �
V W
c�
h
c
h�
où c, c� ∈ Cuts et h, h� ∈ Emb est un pullback.
On montre d’abord le lemme suivant :
Lemme 5.14. Dans tout carré :
U V �
V W
c�
h
c
h�
où c, c� ∈ Cuts et h, h� ∈ Emb, si z ∈ W est dans l’image de h� alors on a l’égalité :
h(c�−1(h�−1({z}))) = c−1({z}).
Preuve. On note P = h(c�−1(h�−1({z}))). P n’est pas vide, car z est dans l’image de h et c�
est épi : on note x un point de P (qui est un sommet, ou une arête).
L’égalité à montrer est équivalente à : h(h−1(c−1({z}))) = c−1({z}), or l’inclusion
h(h−1(Y )) ⊆ Y
est toujours vraie.
Les coupures ne modifient pas les composantes connexes, donc c−1(z) est une composante
connexe de V . Soit y ∈ c−1({z}). Les points x et y ont pour image z par c, donc par connexité,
il existe un chemin qui relie x à y.
— Si e est une arête sur ce chemin, alors il suffit que s(e) ∈ P ou t(e) ∈ P pour avoir
e ∈ P , car h est ouvert.
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— Si v est un sommet de ce chemin, alors comme c� est une vraie coupure, il suffit qu’une
arête adjacente à v soit dans P pour avoir v ∈ P .
Ainsi de proche en proche en partant de x, on montre que y ∈ P .
Preuve du lemme 5.13. Soit
V P V �
f g
un cône au-dessus de (c, h�). On prouve en premier lieu que f(P ) ⊆ h(U), en montrant que
pour tout x ∈ P , il est impossible que f(x) �∈ h(U). En effet, si un tel x existe alors g(x) ∈ V �.
Or comme c� est épi, il existe y ∈ U tel que c�(y) = g(x). En composant par h�, on obtient :
ch(y) = h�c�(y) = h�g(x) = cf(x).
Soit O le plus petit ouvert de W contenant ch(y) : en considérant son image réciproque par
c, l’égalité précédente assure que f(x) ∈ c−1(O). Mais par ailleurs, h�(V �) est un ouvert de W
qui contient ch(y) donc O ⊆ h�(V �). On utilise alors l’égalité du lemme 5.14 pour obtenir :
O = h�c�(O�) = ch(O�).
Or, comme c est une coupure, c−1(O) est le plus petit ouvert de V qui contient c−1(ch(y)),
et h(O�) est un ouvert (car h est ouvert) qui contient également c−1(ch(y)), d’où :
c−1(O) = h(O�),
donc en particulier f(x) ∈ h(O�) ⊆ h(U), ce qui contredit l’hypothèse x �∈ f −1(h(U)).
On peut donc définir w : P U par :
∀x ∈ P, w(x) = h−1(f(x))
et, comme toutes les occurrences sont vides pour les morphismes c, c�, h, h�, poser ow(e) =
of (e) pour les arêtes persistantes.
La continuité de w vient du fait que pour tout ouvert O ⊆ U , w−1(O) = f−1(h(O)). Or,
h est ouvert donc h(O) est ouvert, et f est continue, donc f −1(h(O)) est ouvert.
L’unicité de w vient du fait que h est mono.
Lemme 5.15. Les coupures sont stables par pullback le long des plongements ouverts.
Preuve. Soit :
U V
V �
W X
f
g h
c
h�
c�
un pullback où h est un plongement ouvert, et c une coupure. D’après le lemme 3.14, g
est un plongement ouvert. On factorise le morphisme cg en h�c� comme indiqué (h� est un
plongement ouvert d’après le lemme 5.12). Le carré :
U V
V � X
f
c� h
h�
k
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admet un unique relèvement k, qui est un plongement ouvert d’après le lemme 3.15. Le
morphisme f est surjectif car le pullback est, par construction au lemme 3.14, calculé comme
dans Top : si x ∈ V , alors comme c est surjectif, il existe y ∈ V � tel que h(x) = c(y). Le
pullback U possède ainsi un point z ∈ U tel que f(z) = x.
Le relèvement k est surjectif car f et c� sont surjectifs, donc d’après la proposition 3.17,
k est un isomorphisme : f est par conséquent une coupure.
5.3.4 Descente des câbles
Les coups sont fermés, donc on peut étudier leur comportement par factorisation dans le
système de commutation CCutFree � Cuts :
Lemme 5.16. Si m : U V est un coup, et c : V W est une coupure, alors en factorisant
dans CCutFree � Cuts, le morphisme right cm est :
— un coup si c ne coupe pas l’arête active de m,
— ou sinon, une contraction élémentaire.
Preuve. La factorisation de cm donne un carré
U V �
V W
m
c
c�
m�
et on détaille la forme des positions U , V , V � et W pour chaque cas.
Lorsque c ne coupe pas l’arête active de m, alors il est facile de voir que c� est encore une
coupure et m� est un coup (les arêtes modifiées par chacun sont disjointes). L’arête active de
m� est l’image par c de l’arête active de m.
On raisonne par cas sur m grâce au corollaire 3.19.
Si c coupe l’arête active de m ∈ GM, alors les positions U et V sont respectivement :
A A�
Γ ΓΔ
et
A
Γ Δ
où l’on a représenté l’arête active par m avec l’étiquette A, et A� est une occurrence négative
une fois dans A. Comme c coupe l’arête A, alors V � et W sont les positions :
Γ
Γ
Δ et Γ Δ
et m� est la contraction élémentaire qui fusionne les deux copies du sous-arbre Γ.
Dans le cas où m ∈ CM−, alors U , V , V � et W sont respectivement les positions :
A
A�
Γ
Γ A
Γ
Γ
Γ
Γ
Dans le cas où m ∈ CM+, alors U , V , V � et W sont respectivement les positions :
A
A�
Δ
A
Δ Δ Δ
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Dans le cas m ∈ EM, V � est réduite à deux sommets.
5.4 Contractions
5.4.1 Propriétés des contractions
On note Contr la classe des contractions. Les contractions sont fermées : la classe Contr
est une sous-catégorie des morphismes de CCutFree qui contient les isomorphismes. (Ces
derniers sont engendrés par convention par la suite vide.)
Lemme 5.17. Tous les morphismes δA,X sont épis, donc les contractions sont épis.
Lemme 5.18. Les contractions sont stables par pushout le long des plongements de sous-
arbres complets.
Exemple 5.1. La propriété précédente n’est pas vérifiée si on l’étend aux plongements, même
ouverts, car le carré :
δ
h
f
h�
est un pushout, mais le morphisme du bas n’est plus une contraction.
Pour toute occurrence ξ : A B, et toute paire de morphismes préservant la racine
f : X Z et g : Y Z de même codomaine, on peut définir un morphisme ξ · �f, g� : (A ·
X, A · Y ) (B · Z) qui :
— préserve la racine,
— fusionne les deux arêtes A en les envoyant sur l’arête B,
— et envoie chaque sous-position X et Y sur Z respectivement par f et g.
De manière similaire à (ξ · f, ξ · g) en 3.2.3, le fait que f et g préservent la racine entraine la
continuité de ξ · �f, g�. On a alors en particulier l’identité :
δA,X = A · �idX , idX�
Lemme 5.19 (Décomposition des contractions). Si une contraction δ vérifie :
(A · X1, A · X2) U
(A · Y1, A · Y2) V
(A·f,A·g) δ
pour f : X1 Y1 et g : X2 Y2 alors f et g sont des contractions.
Preuve. On procède par induction sur la longueur d’une décomposition choisie pour δ. Dans
le cas où δ est une contraction élémentaire, elle est engendrée par un pushout de la forme :
(B · Z, B · Z) U
(B · Z) V .
δB,Z δ
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On considère le pullback sur la face supérieure du diagramme (lemme 3.12) :
P (A · X1, A · X2)
(B · Z, B · Z) U
(A · Y1, A · Y2)
(B · Z) V .
m
m�
δB,Z δ
(A·f,A·g)
— Le cas m = m� ∼= id est impossible car (B · Z) �= (A · Y1, A · Y2).
— Si P est vide, alors f ∼= idX1 et g ∼= idX2 , puisque δ est l’identité ailleurs que sur
(B · Z, B · Z).
— Si m ∼= id alors (A · X1, A · X2) est contenue dans Z, donc f ∼= id et g ∼= id.
— Si m� ∼= id alors (B · Z, B · Z) est contenue dans X1 ou X2 : l’un des deux morphismes
f ou g est donc un pullback de la contraction δ, et l’autre est un isomorphisme.
— Si aucun des cas précédents n’est vérifié, alors A = B, X1 et X2 sont contenues dans
Z, et (A · X1, A · X2) et (B · Z, B · Z) partagent une arête A dans U . Dans ce cas,
f ∼= id et g ∼= id.
Pullbacks le long de plongements ouverts De manière générale, les contractions ne
sont pas stables par pullback le long des plongements, en particulier à cause du contrexemple
suivant :
[id,id]
h�
δ
h
Remarque 5.5. Le pullback
P V
W U
h�
f
δ
h
d’une contraction élémentaire le long d’un plongement ouvert est :
— soit une contraction élémentaire, lorsque le sommet fourche de δ est dans l’image de
h,
— soit isomorphe, dans P , à un morphisme :
idX + [idY , idY ] : X + Y + Y Y .
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5.4.2 Morphismes sans contraction
Définition 5.6. Un morphisme f : U V dans CCutFree est dit sans contraction si, pour
tout diagramme commutatif de la forme :
(A · X, A · Y ) U
(B · Z) V
ξ·�g,h� f
avec ξ : A B ∈ Occ, g : X Z et h : Y Z, alors g �= h. On note ContrFree la classe
des morphismes fermés, sans coupure et sans contraction.
De manière équivalente, f est sans contraction s’il n’existe pas de carré commutatif de la
forme
(A · X, A · X) U
(A · Z) V .
A·�g,g� f
Lemme 5.20. Une contraction δ ∈ Contr n’est pas dans ContrFree.
Preuve. La contraction δ est obtenue par un pushout d’un morphisme δA,X le long d’un
monomorphisme m :
(A · X, A · X) Y
(A · X) Z.
m
δA,X δ
m�
Un contrexemple détaillé ci-dessous montre que la classe des morphismes sans contraction
n’est pas stable par composition. Ceci implique que la paire (Contr, ContrFree) ne peut pas
être un système de factorisation pour la catégorie CCutFree des morphismes fermés sans
coupure. Cependant, les propositions 5.22 et 5.24 montrent que cette paire vérifie tous les
autres axiomes des systèmes de factorisation, en particulier l’unicité d’une factorisation pour
tout morphisme.
Pour montrer que ContrFree n’est pas stable par composition, on peut considérer l’exemple
de deux morphismes f : U V et g : V W dans ContrFree dont la composée se factorise
par une contraction. Soit X une position enracinée, Y une position enracinée, et h : X Y
un morphisme qui préserve la racine. Pour une formule A, on définit :
— U la position (A · X, A · X),
— V la position (A · X, A · Y ),
— W la position (A · Y ),
— f est le morphisme (A · id, A · h) : (A · X, A · X) (A · X, A · Y ),
— g est le morphisme δA,Y ◦ (A · h, A · id) : (A · X, A · Y ) (A · Y, A · Y ) (A · Y ).
La composée g ◦ f est égale au morphisme A · �h, h�, ce qui prouve qu’elle n’est pas dans
ContrFree.
Proposition 5.21. Les isomorphismes de P sont sans contraction. De plus, ContrFree est
stable par composition par les isomorphismes.
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Preuve. Si l’on suppose qu’un isomorphisme f admet une décomposition :
(A · X, A · Y ) U
(A · Z) V
m
A·�g,h� f
alors A · �g, h� est un monomorphisme d’après le lemme 3.8, ce qui est absurde.
La stabilité par isomorphisme de ContrFree est évidente par construction.
Proposition 5.22. Tout morphisme de CCutFree se décompose dans ContrFree ◦ Contr.
Preuve. Soit f : U V un morphisme fermé sans coupure qui admet une décomposition
(A · X, A · X) U
(A · Y ) V
A·�g,g� f
où g est un morphisme X Y . Prenons le pushout suivant dans le diagramme :
(A · X, A · X) U
(A · X) W
(A · Y ) V
δA,X
δ1
f �
A·g
h�
fA·�g,g�
où f � est donné par propriété universelle du pushout. La flèche δ1 est une contraction, et h�
est un plongement de sous-arbre d’après le lemme 3.11. On peut conclure la factorisation de
f par induction sur le nombre d’arêtes dans dom f : dans le diagramme précédent, W possède
au minimum une arête de moins que U (les deux arêtes d’étiquette A sont fusionnées par
δ1).
Lemme 5.23. Pour tous U
f
V
g
W , si gf et g sont sans contraction, alors f
aussi.
Preuve. Supposons f /∈ ContrFree. Par définition, il existe un carré commutatif
(A · X, A · X) U
(A · Z) V .
A·�h,h� f
On obtient donc un diagramme commutatif
(A · X, A · X) U
(A · Z) V W ,
A·�h,h� f
gf
g
contredisant gf ∈ ContrFree.
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Proposition 5.24. Les ensembles Contr et ContrFree forment un système de commutation
ContrFree � Contr.
Preuve. Il reste seulement à prouver que la factorisation est unique à unique isomorphisme
près. On prouve pour cela que tout carré de la forme
U � U
V � V
δ h
δ�
g
w (5.1)
où δ et δ� sont des contractions, h un morphisme sans contraction, et g un morphisme quel-
conque, admet un unique relèvement w, qui n’est formé que de contractions. Ainsi lorsque g
est lui-même sans contraction, par le lemme 5.23, le relèvement w est l’unique isomorphisme
qui fait commuter le carré.
Remarquons aussi que l’unicité de w est une conséquence directe du fait que δ est épi
(lemme 5.17).
Pour l’existence du relèvement, on procède par induction bien fondée sur la paire (|U �|, |δ|),
où |U �| est le cardinal de U � et |δ| est la longueur minimale des décompositions de δ en
contractions élémentaires.
Observons d’abord que si δ est un isomorphisme, on peut choisir δ �δ−1 comme relèvement.
Si |δ| > 0, on choisit une décomposition minimale de δ en δ1 ◦ δ2 avec δ1 une contraction
élémentaire et l’hypothèse d’induction (puisque |δ2| < |δ|) fournit un relèvement w qui fait
commuter le diagramme :
U � U
W
V � V .
δ2
δ1
h
δ�
g
w
Soit X la position contractée par δ1, et A l’étiquette de l’arête correspondante, c’est-à-dire
que δ1 est engendrée par le pushout :
(A · X, A · X) W
(A · X) V �.
m
δA,X δ1
On note X1 et X2 les images par m des deux copies de X dans (A ·X, A ·X), et w1 : X1
Y1 et w2 : X2 Y2 les restrictions du domaine de w à X1 et X2. Enfin, on note h1 et h2 les
morphismes hi : Yi Z, i ∈ {1, 2}, obtenus en restreignant le domaine de h à Y1 et Y2. Ces
deux flèches ont même codomaine Z car d’après l’égalité (5.1), X1 et X2 ont même image
par hw.
Observons d’abord que si X1 et X2 ont même image par w, alors w se factorise par la
contraction δ1, ce qui conclut la démonstration.
Or, X1 et X2 ont forcément même image par w. En effet, supposons le contraire. Alors,
comme w est une contraction, les deux arêtes A n’ont pas non plus même image et on obtient
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un diagramme commutatif de la forme :
(A · X1, A · X2) W
(A · Y1, A · Y2) U
(A · Z) V .
(A·w1,A·w2)
A·�h1,h2� h
w
Comme w est une contraction, le lemme 5.19 assure que w1 et w2 sont également des contrac-
tions. Comme h est sans contraction, on en déduit que h1 et h2 sont sans contraction : dans
le cas contraire, on peut construire à partir d’un diagramme
(B · Y �, B · Y �) Yi
(B · Y �) Z
ξ·�m,m� hi
pour hi, on peut composer horizontalement avec :
Yi U
Z V
hi h
ce qui contredirait l’hypothèse que h est sans contraction (définition 5.6). En appliquant
l’hypothèse d’induction aux carrés
X Y1
Y2 Z
w1
w2 h1
h2
et
X Y2
Y1 Z,
w2
w1 h2
h1
on obtient des relèvements j : Y1 Y2 et k : Y2 Y1, dont on montre par unicité qu’ils
sont inverses l’un de l’autre. On a donc (modulo isomorphisme) h1 = h2, ce qui contredit
h ∈ ContrFree.
5.4.3 Interaction avec les coupures
Dans cette partie, on démontre
Proposition 5.25. On a le système de commutation Contr � Cuts.
C’est une conséquence directe des lemmes 5.11 et 5.1, et de :
Lemme 5.26. Si δ : U V ∈ Contr et c : V W ∈ Cuts se factorisent en c� : U V � ∈
Cuts et δ� : V � W ∈ CCutFree, alors δ� ∈ Contr.
On commence par prouver le lemme suivant :
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Lemme 5.27. Tout carré :
U V �
V W
c�
m
c
m�
où c, c� ∈ Cuts et m, m� sont des monos, et tel que l’adhérence de toute arête coupée par c est
dans m(U), est un pushout.
Preuve. Soit :
V P V �
f g
un autre cocône. On peut d’abord remarquer que :
∀x ∈ W, ∀y, y� ∈ c−1(x), f(y) = f(y�).
En effet, quand c−1(x) n’est pas un singleton, alors c−1(x) ⊆ m(U) par hypothèse. On note
X = m−1(c−1(x)). Comme m�c� = cm, alors c�(X) est un singleton, donc gc�(X) = fm(X)
également. Un morphisme h : W P vérifie donc :
∀x ∈ W, h(x) = f(c−1(x))
ce qui prouve son existence en tant que fonction. On vérifie grâce au lemme 3.3 que h est
continue : soit e ∈ edg(W ) est une arête telle que h(e) est un sommet. La coupure c est
bijective sur les arête de son image, donc il existe une unique arête e� ∈ edg(V ) telle que
c(e�) = e. Comme f est continue, on a f(e�) ≥ fs(e�), ou autrement dit en réécrivant f = hc,
h(e) ≥ hs(e). On procède de même pour h(e) ≥ ht(e).
L’unicité de h est assurée par le fait que c est épi.
Preuve du lemme 5.26. On prouve d’abord le résultat pour une contraction δA,X : (A · X, A ·
X) (A · X), et une coupure élémentaire. Soit c : (A · X) B une coupure élémentaire :
— si l’arête coupée est dans X, alors c� = (A · c|X , A · c|X) : (A · X, A · X) (A · c(X), A ·
c(X)) est une coupure, et δA,c(X)c� est une factorisation de cδA,X ,
— si l’arête coupée est l’arête A de (A · X, A · X), on pose Y le pushout du morphisme
racine ρ le long de lui-même :
1 X
X Y
ρ
ρ
et c� : (A · X, A · X) Y la coupure qui écrase l’arête A. On décompose la position
X en :
X = (A1 · X1, . . . , An · Xn)
où les Xi peuvent être vides. La position Y est la colimite des morphimes racines
1 (Ai · Xi, Ai · Xi)1≤i≤n. On note par ailleurs X �i la colimite des (Aj · Xj)1≤j<i et
des (Aj · Xj , Aj · Xj)i≤j≤n. La suite des contractions δi obtenues par pushouts :
(Ai · Xi, Ai · Xi) X �i
(Ai · Xi) X �i+1
δAi,Xi δi
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vérifie δn . . . δ1c� = cδA,X .
Pour passer à une contraction élémentaire engendrée par δA,X , on distingue deux cas,
selon la position de l’arête coupée par c, qui est une coupure élémentaire :
— le cas où c coupe une arête externe à (A · X) est facile, car les arêtes modifiées par c
et par δ sont distinctes ;
— sinon, si c coupe une arête interne à (A · X), on considère le diagramme
(A · X, A · X) U �
U U ��
(A · X) V �
V V ��
δA,X
c1
c2
δ1
m�
m
δ
h
c3
c
construit de la façon suivante :
1. la face de gauche est le pushout obtenu par définition de la contraction δ,
2. la face du bas est obtenue par factorisation de cm. Comme c ne coupe que des
arêtes internes à (A · X), cette face est un pushout d’après le lemme 5.27,
3. la face du fond est la descente de δA,X par c1. La flèche δ1 est une contraction
d’après ce qui précède,
4. la face du haut est le pushout de c2 le long de m� (lemme 3.11),
5. h est obtenu par propriété universelle de ce pushout.
Le rectangle formé par la face de gauche suivie de la face du bas est un pushout :
(A · X, A · X) (A · X) V �
U V V ��
δA,X
m� m
δ
c1
c
donc le rectangle formé de la face du haut suivie de la face de droite est également un
pushout :
(A · X, A · X) U � V �
U U �� V ��
c2
c3
δ1
h
D’après le lemme du pushout, la face de droite est ainsi également un pushout : h est
donc une contraction.
On conclut la preuve par induction en choisissant une décomposition en contractions
élémentaires.
5.4.4 Commutation avec les câbles
Le but de cette section est de prouver que les classes :
— des coups d’une part,
— et des plongements de composantes connexes d’autre part,
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sont stables par commutation dans ContrFree � Contr.
De manière générale, les contractions et les plongements ne forment pas un système de
commutation à cause du contrexemple suivant.
Exemple 5.2. Le morphisme :
f
est sans contraction car il n’identifie pas deux sous-arbres complets, à cause de l’absence de
sommet source à l’arête inférieure. Il s’écrit cependant comme la composée
h δ
d’un plongement ouvert suivi d’une contraction. La factorisation dans ContrFree � Contr de
(h, δ) est id ∈ Contr, f ∈ ContrFree, mais f n’est pas un plongement.
Cependant, les plongements utilisés pour définir les câbles sont uniquement des plon-
gements de composantes connexes : dans ce cas il est évident que l’on peut permuter les
contractions et ces plongements.
Lemme 5.28. On a le système de commutation M � Contr.
Preuve. Les coups sont sans contraction. Grâce à la caractérisation des coups au corol-
laire 3.19, il suffit de vérifier que chacune des classes EM, CM+, CM− et GM sont stables
par factorisation dans ContrFree � Contr. On vérifie que la factorisation d’un coup m pour
chaque classe le long d’une contraction élémentaire δ : W X en :
U V
W X
δ�
m
δ
m�
vérifie que m� est encore un coup. On conclut dans le cas d’une contraction quelconque en
choisissant une décomposition en contractions élémentaires (grâce à l’unicité de la factorisa-
tion dans ContrFree � Contr).
Le cas m ∈ EM est impossible, car W serait réduite à une arête, or δ doit avoir au moins
un sommet dans son domaine.
Lorsque m ∈ GM, le seul cas non trivial apparait lorsque δ fusionne l’arête active de m.
Les positions U , V , W et X sont alors respectivement de la forme :
Γ
Δ
Δ
A
A
A�
Δ Γ
Δ
A
A�
Δ Γ
Δ
Δ
A
A Γ
Δ
A
et m� est le coup dont l’arête active est l’arête marquée A dans W ; δ� est la contraction qui
fusionne les arêtes A de U .
Lorsque m ∈ CM+, et que δ fusionne l’arête active, alors les positions U , V , W et X sont
de la forme :
Γ
A
A
A�
Γ
A
A�
Γ
A
A Γ
A
Lorsque m ∈ CM−, l’arête active de m n’a pas de but, donc δ ne fusionne pas cette
arête.
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5.5 Morphismes de descente
On définit la catégorie des morphismes de descente D0h comme étant la sous-catégorie de
P dont les morphismes sont les flèches qui se décomposent en :
U
c
V
δ
W
où c est une vraie coupure, et δ est une contraction. Il s’agit bien d’une catégorie car on a
montré à la proposition 5.25 que Contr � Cuts formait un système de commutation, donc on
sait écrire toute composée :
U
c
V
δ
W
c�
V
δ�
W
comme un morphisme de D0h en faisant commuter δ et c�, et en utilisant le fait que Cuts et
Contr sont des sous-catégories.
La notation D0h sera justifiée au chapitre 7, où cette classe de morphismes formera la
catégorie horizontale d’une catégorie double des tuiles de descente.
Le seul résultat important à retenir sur les systèmes de commutation est le suivant :
Théorème 5.29. Nous avons les deux systèmes de commutation :
M � D0h CEmb � D0h
Preuve. On prouve le résultat pour M � Contr ◦ Cuts, en appliquant les différents résultats
de ce chapitre de la façon suivante :
Lem. 5.28
M � Contr
Prop. 5.25
Contr � Cuts M ◦ Contr � Cuts
M � Contr ◦ Cuts Lem. 5.4
Il reste seulement à prouver M ◦ Contr �Cuts, ce qui est une conséquence des lemmes 5.1
et 5.16.
Le système de commutation CEmb � D0h s’obtient en raisonnant sur chaque composante
connexe pour un morphisme h ∈ CEmb donné : sur le domaine de h, ce plongement est l’iden-
tité. Ceci donne une factorisation évidemment unique. Sur les autres composantes connexes,
un morphisme de descente qui modifie ces composantes se factorise en un isomorphisme.
5.6 Affaiblissements
Dans cette partie, on définit la classe des affaiblissements, qui sont des plongements d’une
certaine forme. Les affaiblissements incarnent dans le jeu graphique les règles d’affaiblissement
habituelles :
Γ, Δ �
Γ, A, Δ �
Γ, Δ � B
Γ, A, Δ � B
Définition 5.7 (Affaiblissements). Un affaiblissement élémentaire est un morphisme w de
la forme
1 X
Z Y
ρ w
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pour une position Z connexe enracinée sans arête atomique, et où ρ est le morphisme qui
envoie le seul sommet de 1 sur la racine de Z. Toute composée d’une suite d’affaiblissements
élémentaires est un affaiblissement.
On note Weak la sous-catégorie des affaiblissements, et on représentera les affaiblissements
par des flèches U V .
Étant donné qu’un affaiblissement n’ajoute pas de sommet aux arêtes pendantes de son
domaine, on remarque que :
Lemme 5.30. Les affaiblissements envoient les fermés sur des fermés.
Lemme 5.31. On peut prendre le pullback des affaiblissements le long :
— des coups lorsque l’arête active n’est pas affaiblie,
— des coupures,
— des contractions.
Les affaiblissements sont stables par ces pullbacks.
Preuve. Il s’agit d’une simple vérification pour chaque cas, en prenant d’abord les versions
élementaires de chaque classe (entre affaiblissements, coupures et contractions). On passe au
cas général en choisissant une décomposition, puis en appliquant le lemme du pullback.
Dans le cadre actuel, les affaiblissements servent uniquement à définir la structure de
négation de la catégorie de réponse formée par les stratégies, en partie 7.6.2 afin de prouver
la correction de notre sémantique de jeux. On les décrit dès à présent, car on utilise les
deux résultats suivants afin de définir la négation d’une stratégie. Sur les câbles, nous aurons
besoin d’un résultat d’élimination des affaiblissements que l’on présente sous la forme de
systèmes de commutation en section 5.6.1. Sur les morphismes de descente nous verrons en
section 5.6.2 qu’il n’existe pas de tel système de commutation car les affaiblissements ne
sont en général pas stables par commutation avec les contractions. On montre à la place un
résultat de factorisation qui s’avèrera suffisant pour montrer que la négation est fonctorielle
à la proposition 7.41.
5.6.1 Interaction avec les coups
Lemme 5.32. On a le système de commutation M � Weak.
Preuve. On procède par induction sur la longueur d’une décomposition choisie pour les affai-
blissements. On détaille le cas où l’on a m : U V un coup de base. La factorisation pour
un coup en général s’obtient en retirant les parties manquantes par rapport au coup de base.
Soit w : V W un affaiblissement élémentaire. On cherche à construire l’unique paire (à un
unique isomorphisme près) :
U V � Ww
� m�
égale à wm.
Lorsque m est un coup global, on peut représenter les positions U , V et W respectivement
sous la forme :
Γ
Γ
Δ
A A�
Γ
Δ
A
Γ�
Δ�
A
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où Γ et Δ sont les sous-positions respectivement de Γ� et Δ� par l’affaiblissement w. On peut
alors définir V � comme étant la position :
Γ�
Γ�
Δ�
A A�
ainsi que w� l’affaiblissement qui envoie les sous-arbres Γ sur les sous-arbres Γ� et le sous-arbre
Δ sur Δ�, et m� le coup d’arête active A dans V .
L’unicité d’une telle factorisation provient du lemme 3.20.
5.6.2 Interaction avec la descente
Les affaiblissements sont des morphismes fermés sans coupure. Dans cette partie, on
montre qu’ils sont stables par factorisation dans les systèmes de commutation CCutFree�Cuts
et ContrFree � Contr.
Commutation avec les coupures
Lemme 5.33. Les classes Cuts et Weak sont relativement stables pour le système de com-
mutation (GCuts, CCutFree).
Preuve. Les affaiblissements étant stables par pushout le long des monomorphismes, il suffit
de prouver que la descente d’un affaiblissement élémentaire le long d’une vraie coupure est
un affaiblissement. Mais si
1 Y U �
X U V
ρ
m
w
c�
c
w�
est une telle factorisation avec une décomposition de w, alors on peut remarquer que w � est
l’affaiblissement élémentaire :
1 c�(Y )
cm(X) V .
w�
On conclut la preuve par induction sur la longueur d’une décomposition (choisie) d’un affai-
blissement comme composée d’affaiblissements élémentaires.
Interaction avec les contractions Le but de cette partie est de prouver un résultat
assurant qu’en factorisant dans ContrFree �Contr un affaiblissement suivi d’une contraction,
on obtient de nouveau une contraction et un affaiblissement. Dans le cas général, cet énoncé
est faux car si l’on considère l’affaiblissement :
A
A
X
w
A
A
X
X
que l’on compose avec la contraction δA,X , alors la composée δA,X ◦ w est sans contraction,
mais n’est pas un affaiblissement.
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Définition 5.8 (Affaiblissement équilibré). Soit δ : V W une contraction, et w : U V
un affaiblissement. On dit que w est δ-équilibré si, pour toute paire d’arêtes e, e� ∈ edg(V )
telles que δ(e) = δ(e�) alors w−1(e) ∼= w−1(e�).
Autrement dit, pour toute paire de branches contractées par δ, alors w doit soit préserver
les deux branches, soit les affaiblir toutes les deux. Dans le contrexemple précédent, w n’était
pas δA,X -équilibré.
Lemme 5.34. Si δ est une contraction et w est un affaiblissement δ-équilibré, alors la fac-
torisation dans ContrFree � Contr des flèches :
U V W
w δ
donne une contraction suivie d’un affaiblissement.
On peut immédiatement remarquer deux propriétés d’une telle factorisation :
— les affaiblissements étant sans contraction, le système ContrFree � Contr garantit que
la factorisation est unique ;
— le carré obtenu est toujours un pullback (il est calculé comme dans Top).
Preuve du lemme 5.34. On prouve le résultat par induction sur la longueur d’une décompo-
sition choisie pour δ. Lorsque δ est une contraction élémentaire, on note e et e� les deux arêtes
distinctes de V de même but, d’étiquette A, et fusionnées par δ
Lorsque les arêtes e et e� ne possèdent pas d’inverses par w, alors la composée δw est déjà
un affaiblissement.
Dans le cas contraire, les sous-arbres enracinés en s(e) et s(e�) sont isomorphes (et po-
tentiellement vides si e et e� n’ont pas de sommet source), et on les note indifféremment
X.
Ainsi, δ est obtenue par un pushout :
1 V0
(A · X, A · X) V
(A · X) W .
ρA,X
δA,X δ
Le morphisme (A · X, A · X) V est un plongement de sous-arbre (définition 3.8).
On construit le diagramme commutatif :
(A · X �, A · X �) U
(A · X, A · X) V
(A · X �) V �
(A · X) W
δA,X�
δ�
δA,X
w
w�
δ
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de la façon suivante :
1. on part de la face avant, qui est la définition de la contraction δ ;
2. la face du haut est obtenue par pullback le long de w (lemme 5.31). Ce pullback est bien
(A · X �, A · X �) car w est δ-équilibré, où X � est obtenu par affaiblissement w�� : X � X
à partir de X ;
3. on utilise cet affaiblissement pour définir l’affaiblissement (A · X �) (A · X), que l’on
place sur l’arête inférieure de la face de gauche ;
4. pour la face du fond, on prend le pushout de δA,X� le long du plongement de sous-arbre
(A · X �, A · X �) U , ce qui définit la contraction δ� ;
5. la flèche w� est obtenue par propriété universelle de ce pushout.
Il reste à montrer que w� est un affaiblissement, en calculant sa valeur sur chaque point de
V � : comme la face de droite commute, w� est sans occurrence, et préserve toutes les arêtes.
Si e est une arête qui n’a pas d’antécédent par w�, alors δ−1(e) n’a pas d’antécédent par w,
donc aucun point du sous-arbre sous e n’a d’antécédent par w�.
5.6.3 Interaction avec les plongements ouverts
De même que pour les contractions à la section 5.4, l’ensemble des plongements ouverts
ne forme pas en général un système de commutation avec l’ensemble des affaiblissements
notamment parce qu’un affaiblissement w de la forme :
w
peut se décomposer en :
w� h�
où h� est un plongement et w� un affaiblissement.
On peut cependant prouver qu’il existe une commutation des affaiblissements et des plon-
gements, qui est maximale au sens du résultat suivant :
Lemme 5.35. Toute composée :
U V W
h w
avec h ∈ Emb et w ∈ Weak se factorise en :
U V � Ww
� h�
avec h� ∈ Emb et w� ∈ Weak. Cette factorisation est maximale, car pour toute paire h�� ∈ Emb
et w�� ∈ Weak telle que :
U V �
V �� W
w�
w�� h�
h��
alors il existe un unique plongement k : V �� V � qui fait commuter le diagramme.
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Preuve. On note h : U V un plongement et w : V W un affaiblissement élémentaire,
en procédant comme pour les résultats précédents par induction sur la longueur d’une dé-
composition des affaiblissements.
On note :
1 V
X W
ρ w
le pushout dont provient l’affaiblissement élémentaire w, en notant 1 l’image de son unique
sommet dans V ou dans X. Le cas où 1 n’a pas d’inverse par h est facile, car les sous-positions
affectées par h et w sont disjointes. Lorsque 1 est également un sommet de U , alors on choisit
w : U V � l’affaiblissement
1 U
X V �.
ρ w�
La position V � est un ouvert de W , ce qui donne le plongement h� : V � W .
Pour prouver la maximalité, on remarque que h��, étant ouvert, ne peut pas ajouter des
arêtes aux sommets déjà présents dans son domaine : pour chaque sous-arbre X affaibli par
w�, alors w�� affaiblit au minimum les arêtes à la racine de X. Pour chaque arête e à la racine
de X, on note Xe le sous-arbre négatif de X contenant e : ce sont des ouverts de X. De même
on note X � le sous-arbre de X affaibli par w��, et X �e les sous-arbres négatifs sous chaque arête
e à la racine de X �.
On a l’inclusion X �e ⊆ Xe. Le plongement h� est ouvert, donc Xe est un ouvert de W . De
même, X �e est un ouvert de W , donc l’inclusion X �e Xe est un plongement, ce qui définit
un plongement k : V �� V �. Ce dernier est unique car h� est mono.
Ainsi, dans le cas particulier des câbles où les plongements sont des plongements de
composantes connexes, on prouve bien le lemme :
Lemme 5.36. On a bien le système de commutation CEmb � Weak. Chaque carré de facto-
risation est un pullback.
Preuve. Les pullbacks viennent du lemme 3.16, car un affaiblissement dont le domaine a
plusieurs composantes connexes s’écrit toujours comme un coproduit.
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Chapitre 6
Quelques résultats sur les carrés
exacts
Avec la définition des stratégies au chapitre 4 et l’élimination des coupures via des systèmes
de commutation au chapitre 5, nous avons défini tous les éléments de base de notre sémantique
de jeux. Il reste à montrer comment l’élimination des coupures engendre une opération de
descente sur les stratégies, ce qui sera l’objet du chapitre 7.
Pour cela, nous utiliserons le langage des foncteurs polynomiaux [30, chapitre 16], d’une
part pour définir l’opération de descente elle-même comme un foncteur polynomial, et d’autre
part comme une technique systématique de preuve. Ainsi, les preuves d’associativité de la
composition des stratégies et de correction de la sémantique de jeux seront des preuves
d’égalité entre foncteurs polynomiaux.
Le but de ce court chapitre est donc de redonner les définitions que nous utiliserons par la
suite, ainsi que quelques résultats principaux sur les diagrammes de foncteurs polynomiaux,
définis en introduction (voir 1.2).
On se place ici dans le cadre, restreint par rapport à [30] ou [19], où l’on ne considère
que des préfaisceaux booléens (les foncteurs ont pour codomaine 2) et non pas ensemblistes
(les foncteurs ont pour codomaine Set). Concrètement, si C est une catégorie, un préfaisceau
booléen est un foncteur :
σ : Cop 2
où :
— 2 est la catégorie — et même l’ordre — possédant exactement deux objets notés 0 et
1, et un unique morphisme non trivial 0 1 ;
— Cop est la catégorie formée à partir de C en renversant formellement tous les mor-
phismes. En d’autres termes, Cop(A, B) = C(B, A).
Si la catégorie C est un préordre, on note alors un morphisme a b sous la forme a ≤ b.
Un préfaisceau booléen σ sur C indique pour chaque objet s’il est accepté (σ(a) vaut 1) ou s’il
est refusé (σ(a) vaut 0). Le fait que σ soit un foncteur indique que l’image d’un morphisme
a ≤ b dans C est un morphisme σ(b) σ(a) dans 2, le sens de la flèche est renversé car σ a
pour domaine Cop. Si b est accepté, i.e., σ(b) = 1, alors comme le seul morphisme dans 2 qui
part de 1 est l’identité, a est également accepté. Si l’on voit le préordre dans C comme une
relation « être un préfixe », alors un préfaisceau booléen sur C est équivalent à un ensemble
d’objets de C acceptés, stable par préfixe et par isomorphisme.
Si σ, τ : Cop 2 sont deux préfaisceaux booléens, détaillons à présent les transforma-
tions naturelles α : σ τ . Formellement, une telle transformation est [34] une famille de
morphismes αa : σ(a) τ(a) dans 2 tels que pour tout morphisme f : a b, le diagramme
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suivant commute :
σ(a) σ(b)
τ(a) τ(b).
σ(f)
τ(f)
αa αb
Cependant dans le cas de préfaisceaux booléens, comme 2 est un préordre et donc qu’il existe
au plus un morphisme entre deux objets donnés, alors la condition de naturalité est triviale.
Une telle transformation naturelle exprime simplement le fait que les objets acceptés par σ
sont inclus dans les objets acceptés par τ .
L’existence d’un isomorphisme naturel entre préfaisceaux booléens se résume en une éga-
lité entre ces préfaisceaux.
Si C est une catégorie, on peut donc former la catégorie ÙC — qui est un ordre, car 2
l’est — dont les objets sont les préfaisceaux booléens sur C et dont les morphismes sont les
transformations naturelles.
Les foncteurs polynomiaux sont une manière d’exprimer certains foncteurs entre ces ca-
tégories de préfaisceaux.
6.1 Foncteurs entre préfaisceaux booléens
Définition 6.1. Si F : C D est un foncteur, alors on note F ∗ le foncteur ÙD ÙC qui
envoie chaque préfaisceau σ sur F op ◦ σ :
Cop Dop
2.
F op
σF ∗(σ)
Le foncteur F ∗ est appelé foncteur de restriction le long de F . On peut reformuler la
définition précédente en disant que : un objet c ∈ C est accepté par F ∗(σ) si et seulement si
l’objet F (c) ∈ D est accepté par σ.
Proposition 6.1. Pour tout F , il existe deux adjonctions :
F! � F ∗ et F ∗ � F∗.
Ces foncteurs sont respectivement les extensions de Kan à gauche et à droite, déjà données
en introduction de cette thèse (chapitre 1). On rappelle que l’on dispose de caractérisations
explicites grâce aux propositions 1.1 et 1.2. Intuitivement, ces caractérisations peuvent se
formuler ainsi :
— si d ∈ Obj(D), alors F!(σ)d = 1 si et seulement s’il existe un morphisme d Fc dans
D tel que σc = 1 ;
— si d ∈ Obj(D), alors F∗(σ)d = 1 si et seulement si pour toute flèche Fc d ∈ Hom(D)
alors σc = 1.
Dans le cas de F!, si F admet des relèvements, alors on peut même choisir Fc ∼= d.
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6.2 Carrés exacts
Le fait de disposer d’un diagramme commutatif, ou même d’une simple transformation
naturelle
C D
F
G
= C D
F
G
α
entre foncteurs n’implique à priori en rien qu’un diagramme de foncteurs polynomiaux défini
à partir du premier ne commute ou ne possède une transformation naturelle. Le but de cette
partie est de définir :
— d’une part les carrés compagnons, qui fournissent certaines transformations naturelles
automatiques entre foncteurs polynomiaux quand il existe une transformation natu-
relle entre les foncteurs sous-jacents ;
— d’autre part la notion de carrés exacts : il s’agit des carrés où les transformations
naturelles obtenues précédemment sont en fait des isomorphismes. Dans le cas des
préfaisceaux booléens, les carrés exacts sont des carrés commutatifs de foncteurs po-
lynomiaux.
6.2.1 Compagnons (calcul des mates)
Une transformation naturelle
C D
F
G
α
induit une transformation naturelle α∗ : G∗ F ∗. Ainsi lorsque l’on dispose de quatre
foncteurs et d’une transformation α tels que
A B
D C
F
G
H
I α (6.1)
alors il existe une transformation naturelle
ÙA ÛB
ÙD ÙC
F ∗
G∗
H∗
I∗ α∗
et on peut construire deux carrés compagnons, en utilisant respectivement les adjonctions
F ∗ � F∗ et F! � F ∗ :
ÙA ÛB
ÙD ÙC
F ∗
G∗
H∗
I∗ γ et
ÙA ÛB
ÙD ÙC
F!
G∗
H!
I∗ β
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en composant dans le diagramme suivant d’une part la partie verticale pour obtenir γ et la
partie horizontale pour obtenir β :
ÛB
ÙD ÙA ÛB
ÙD ÙC ÛB
ÙD
F ∗
G∗
H∗
I∗
F!
H!
G∗
I∗
α∗
�
�
η
η
Schématiquement, ce résultat peut se retenir en représentant les transformations natu-
relles de la façon suivante :
ÙA ÛB
ÙD ÙC
F ∗
G∗
H∗
I∗ ⇑ implique
ÙA ÛB
ÙD ÙC
F ∗
G∗
H∗
I∗ ⇑
ÙA ÛB
ÙD ÙC
F ∗
G∗
H∗
I∗ ⇒ implique
ÙA ÛB
ÙD ÙC
F!
G∗
H!
I∗ ⇒
En suivant la terminologie de [39], on nomme transformation de Beck-Chevalley l’opéra-
tion qui permet de passer de la cellule α aux cellules γ et β comme noté ci-dessus.
Définition 6.2 (Carré exact). On dit que le carré (6.1) est exact lorsque β est un isomor-
phisme.
Proposition 6.2. Un carré est exact si et seulement si γ est un isomorphisme.
Preuve. Ce résultat apparait dans [39] pour des préfaisceaux non nécessairement booléens, ce-
pendant sans référence à sa preuve. Il est vraisemblable qu’un calcul sur les adjoints permette
de l’obtenir. On redonne ici une preuve uniquement dans le cas des préfaisceaux booléens,
notablement simplifiée du fait que ces derniers forment un préordre (car 2 est un préordre).
Si γ est un isomorphisme, on considère uniquement sa réciproque pour construire une
transformation naturelle :
ÙA ÛB
ÙD ÙC
F!
G∗
H!
I∗ δ
en composant avec les unités et counités de la façon suivante :
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ÙA
ÙD ÙA ÛB
ÙD ÙC ÛB
ÙC.
F ∗
G∗
H∗
I∗
F!
G∗
H!
I∗
γ−1
η
�
�
η
La transformation de Beck-Chevalley donnait une transformation naturelle dans le sens
contraire :
ÙA ÛB
ÙD ÙC.
F!
G∗
H!
I∗ β
Dans le cas booléen, les transformations entre préfaisceaux booléens forment un préordre
donc ces deux transformations sont inverses l’une de l’autre.
Pour la réciproque, on procède de même en partant de l’inverse de β.
Lemme 6.3 (Distributivité). Lorsque la transformation naturelle compagnon est également
un isomorphisme, alors on peut obtenir un sens de la distributivité. Ainsi, si
ÙA ÛB
ÙD ÙC
F!
G∗
H!
I∗ ⇔
est un isomorphisme, alors avec la transformation précédente on obtient l’implication :
ÙA ÛB
ÙD ÙC.
F!
G∗
H!
I∗ ⇒
Remarque 6.1. Comme le carré est exact, on aurait pu partir du carré I∗F ∗ ⇔ H∗G∗ et
appliquer la transformation analogue : on obtient alors la même implication que ci-dessus.
6.2.2 Notation
Dans la suite, nous serons souvent amenés à considérer d’abord des foncteurs entre cer-
taines catégories, puis les foncteurs entre catégories de préfaisceaux booléens qu’ils induisent.
Pour chaque foncteur de la première classe, on indiquera sur les flèches les lettres :
— Δ si l’on prend, entre préfaisceaux booléens, le foncteur précomposition ;
— Σ si l’on prend l’extension de Kan à gauche ;
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— ou Π si l’on prend l’extension de Kan à droite.
Par exemple au chapitre 7, on considère en premier lieu des foncteurs :
V/X h K/X dom TH/c
cod K/Y h
�
V/Y
que l’on annote de la façon suivante :
V/X Π K/X Δ TH/c
Σ K/Y Δ V/Y
pour indiquer que l’on s’intéresse au foncteur polynomial défini par la composée :
V̄/X h∗ K̄/X dom
∗
T̆H/c
cod! K̄/Y h
�∗
V̄/Y .
Par ailleurs dans un diagramme où l’on a annoté les flèches avec Δ, Σ ou Π, on indi-
quera avec une flèche double pleine les transformations naturelles entre les foncteurs de base,
et avec une flèche double en pointillés les transformations naturelles entre les foncteurs de
préfaisceaux correspondants. Ainsi, le carré
A B
D C
ΣF
ΔG
ΣH
ΔI
α
signifiera qu’il existe une transformation naturelle α : GF HI, ainsi qu’un isomorphisme
naturel :
ÙA ÛB
ÙD ÙC.
F!
G∗
H!
I∗ β
Avec ces notations, on peut en particulier réécrire les carrés compagnons de la section 6.2.1
sous les formes suivantes :
A B
D C
ΔF
ΠG
ΔH
ΠI et
A B
D C.
ΣF
ΔG
ΣH
ΔI
6.3 Exemples de carrés exacts
6.3.1 Foncteurs pleins ou fidèles
Proposition 6.4 (Guitart [19, Exemple 1.14 (4)]). Si F est plein et fidèle, alors le carré
B B
B C
F
F
id
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est exact.
Proposition 6.5. Si G est plein, alors pour tous F et H tels que F = GH alors le carré
A B
C B
ΔF
ΔH
ΠG id
est exact.
Preuve. Un objet b ∈ Obj(B) est accepté :
(i) par le foncteur du bas si Hb est accepté,
(ii) par le foncteur du haut si pour toute flèche Gc Fb, alors c est accepté.
La transformation de Beck-Chevalley donne l’implication (ii) ⇒ (i).
Réciproquement, comme GHb = Fb, et si l’on suppose que G est plein, alors (ii) est
équivalent à : pour toute flèche c Hb, c est accepté. Or Hb est accepté si l’on suppose (i),
donc tous ses préfixes c également.
Corollaire 6.6. Lorsque G est plein, le carré :
A B
C B
ΣF
ΣH
ΔG id
est exact.
Proposition 6.7. Si G est surjectif sur les objets, alors le carré :
A B
C B
ΔF
ΔH
ΣG id
est exact.
Preuve. Un objet a ∈ Obj(A) est accepté :
(i) par le foncteur du bas s’il existe a Gc tel que Hc est accepté ;
(ii) par le foncteur du haut si Fa est accepté.
La transformation de Beck-Chevalley donne l’implication (i) ⇒ (ii). Pour la réciproque,
comme G est surjectif sur les objets, alors il existe c tel que a = Gc. Comme Fa est accepté,
et que Fa = FGc = Hc, alors Hc est accepté.
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6.3.2 Coproduits de carrés exacts
Proposition 6.8. Si deux carrés :
Ai Bi
Di Ci
Δfi
Πki Πgi
Δhi
pour i ∈ {1, 2} sont exacts, alors le carré :
A1 + A2 B1 + B2
D1 + D2 C1 + C2
Δf1+f2
Πk1+k2 Πg1+g2
Δh1+h2
est exact.
Preuve. On note f le coproduit des foncteurs f1 + f2, ainsi que pour g, h et k. On explicite
les valeurs des foncteurs polynomiaux sur un préfaisceau σ ∈ ˝�B1 + B2 :
(ΔhΠgσ)(d) =
�
b|∃g(b) h(d)
σ(b)
(ΠkΔf σ)(d) =
�
a|∃k(a) d
σ(f(a)).
Par symétrie, on peut supposer que d ∈ D1. Dans ce cas, il existe un morphisme g(b) h(d)
si et seulement si b ∈ B1 et s’il existe un morphisme g1(b) h1(d). De même pour k(a) d :
l’existence d’un tel morphisme n’est possible que dans le cas k1(a) d dans D1, avec a ∈ A1.
On a donc :
(ΔhΠgσ)(d) = (Δh1Πg1)(π1σ)(d)
qui est bien égal, comme le premier carré est exact, à :
(ΠkΔf σ)(d) = (Πk1Δf1)(π1σ)(d).
6.3.3 Comma catégories
On mentionne dans cette partie la dernière structure importante que l’on utilisera dans
les preuves : les comma catégories. Nous les avons déjà mentionnées au chapitre 4 pour définir
les catégories des vues et des câbles relativisées à une position. Nous donnons à présent la
définition générale.
Définition 6.3. Soient F : A C et G : B C deux foncteurs. La comma catégorie F ↓ G
est la catégorie dont :
— les objets sont les triplets (a, f, b) où f est un morphisme F (a)
f
G(b) dans C, a
est un objet de A et b un objet de B ;
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— les morphismes sont les paires (h, k) de morphismes de A et B qui font commuter le
diagramme :
F (a) F (a�)
G(b) G(b�).
F (h)
G(k)
f f �
Cette catégorie est équipée de deux foncteurs de projection π : F ↓ G A et π� : F ↓
G B. Le foncteur π envoie par exemple :
— les objets F (a) G(b) sur l’objet a ∈ Obj(A) ;
— les morphismes (h, k) sur le morphisme h ∈ Hom(A).
Il existe par ailleurs une transformation naturelle :
F ↓ G A
B C
π
π� F
G
α
définie par α(a,f,b) = f . Les comma catégories sont également appelées pullbacks lax, car ils
généralisent la notion de pullback. En particulier, s’il existe un cône lax, i.e., deux foncteurs
P et Q équipés d’une transformation naturelle comme dans :
D
F ↓ G A
B C
π
π� F
G
P
Q
K
alors il existe un unique foncteur K indiqué en pointillés qui fait commuter le diagramme.
Le résultat important pour la suite concernant les comma catégories est que :
Proposition 6.9 (Guitart [19, Exemple 1.14 (2)]). La comma catégorie :
F ↓ G A
B C
π
π� F
G
est exacte.
6.3.4 Fibrations ou op-fibrations
On montre dans cette partie un résultat spécifique aux préfaisceaux booléens, mais très
similaire à [7, Lemme 3.6].
Définition 6.4 (Fibration). Soit F : C D un foncteur entre catégories. On dit que F est
une fibration quand tout morphisme de la forme f : d Fc admet un relèvement par F ,
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i.e., un morphisme u : c� c tel que Fu = f . On demande que ce relèvement soit de surcroit
cartésien, c’est-à-dire que pour toutes flèches g et v telles que f ◦ g = Fv comme dans le
diagramme :
c�� c
c�
Fc�� Fc
d
v
w u
g f
F F
F
où u est le relèvement par F de f , alors il existe une unique flèche w qui fait commuter le
diagramme et telle que Fw = g.
Une op-fibration est une fibration entre les catégories opposées, i.e., F : C D est une
op-fibration si et seulement si F op : Cop Dop est une fibration.
Proposition 6.10. Pour les préfaisceaux booléens, tout pullback :
D B
A C
Σq
Δp Δg
Σf
id
est exact si f est une fibration.
Preuve. On a déjà l’implication :
D B
A C
Σ
Δ Δ
Σ
dont il reste à montrer la réciproque.
Soit F ∈ ÙA, et b un objet de B. On calcule les valeurs sur b de l’image de F par chaque
foncteur polynômial :
(i) par le foncteur du bas :
(ΔgΣf F )(b) =
�
{a|∃gb fa}
Fa,
(ii) par le foncteur du haut :
(ΣqΔpF )(b) =
�
{d|∃b qd}
F (p(d)) =
�
{a�,b�|∃b b�∧fa�=gb�}
F (a�).
Soit u : gb fa tel que Fa = 1. On prend v : a� a un relèvement cartésien de u
par f , en particulier fv = u. On a fa� = gb, donc (a�, b) est bien un objet du pullback D.
Comme Fa = 1 et qu’il existe un morphisme a� a, alors Fa� = 1, ce qui montre que l’on
a bien (ii).
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Proposition 6.11. Pour les préfaisceaux booléens, le carré :
D B
A C
Σq
Δp Δg
Σf
id
est exact si g est une op-fibration.
Preuve. On reprend les mêmes notations qu’à la proposition 6.10. Soit u : gb fa tel que
Fa = 1, et v : b b� un relèvement op-cartésien de u par g. On a gb� = fa, donc (ii).
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Chapitre 7
Descente
Avec les résultats du chapitre 5 concernant les systèmes de commutation, nous pouvons
désormais définir la descente des stratégies, qui correspond au hiding habituel de la séman-
tique des jeux. En appliquant le recollement des stratégies, introduit à la section 4.3.1 suivi
de la descente, nous montrons à la section 7.5 que l’on peut définir une opération associative
sur les stratégies. Dans le cas particulier des stratégies sur des séquents de la forme A � B
à la section 7.6, cette opération définit une composition qui forme une catégorie de réponse,
dont on conjecture l’équivalence avec la catégorie de réponse syntaxique de la section 2.3.
7.1 Plan du chapitre
Si l’on se donne un morphisme de descente c : X Y , on veut pouvoir définir une
opération qui établit une relation entre les parties acceptées sur X et les parties acceptées sur
Y . Les systèmes de commutation du chapitre 5 fournissent l’outil de base pour transformer
les parties sur X vers les parties sur Y , mais cette relation n’est pas fonctionnelle :
— un objet (k, h) ∈ K/X est une paire composée d’un plongement ouvert h : X � X
et d’un câble k : X �� X �. Il est en particulier possible que X � contienne une arête
écrasée par c, mais ne contienne pas l’un de ses sommets source ou but. Dans ce cas,
le câble k n’admet pas de descente par le système de commutation 5.29 ;
— et dans les cas où la descente est définie, elle ne l’est en réalité qu’à isomorphisme
près.
On représente pour ces raisons la descente le long de c comme un span :
K/X lef TH/c
rig
K/Y
où TH/c est une catégorie qui possède un objet t si et seulement si lef(t) descend le long de c
sur le câble rig(t).
Examinons succinctement les étapes principales de la construction de ce span. On com-
mence en section 7.2 par définir une nouvelle catégorie double D0, la catégorie des tuiles de
descente, à partir de laquelle on formera la catégorie triple T0 des cubes de descente. En
fixant une direction dans cette catégorie triple, on obtient une catégorie double T0H , que l’on
étend en TH avec la méthode déjà décrite à la définition 4.4. On procède ensuite comme à la
section 4.2.1 pour relativiser les tuiles de descentes à un morphisme de descente c : X Y ,
pour former la catégorie TH/c. Cette opération de relativisation construit simultanément les
deux fonctions lef et rig annoncés.
La section 7.3 est une suite de résultats assez naturels, mais dont les preuves sont essen-
tiellement techniques, permettant de reconstruire des cubes de T0 à partir de certaines de
leurs faces.
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L’intérêt de cette structure réside surtout dans le fait de pouvoir écrire à la section 7.4 la
définition suivante de la descente des stratégies gagnantes, que l’on donne dès à présent :
Définition 7.1. Le foncteur Dc : V̄/X V̄/Y , appelé descente le long de c : X Y , est la
composée de :
— l’extension de Kan à droite le long de l’opposé de V/X K/X,
— la restriction le long de l’opposé de lef : TH/c K/X,
— l’extension de Kan à gauche le long de l’opposé de rig : TH/c K/Y ,
— la restriction aux vues, i.e., la restriction le long de l’opposé de V/Y K/Y .
Graphiquement, on parcourt (de gauche à droite) :
V/X K/X dom TH/c
cod K/Y V/Y .
Remarque 7.1. La descente, vue comme un foncteur V̄/X V̄/Y , est donc un foncteur
polynomial au sens de Kock [30, chapitre 16], défini par la composée :
V/X Π K/X Δ TH/c
Σ K/Y Δ V/Y .
Le foncteur de descente est à priori défini pour n’importe quel préfaisceau booléen sur une
catégorie de vues, mais on peut montrer que les stratégies gagnantes (définies en section 4.2.2)
restent stables par application de Dc.
On peut alors utiliser cette opération en section 7.5 dans le but de définir une catégorie
de stratégies, dont la composition est définie par :
Définition 7.2. Pour toutes formules A, B et C, on définit la composition en A, B, C comme
le foncteur polynomial
V̇A�B × V̇B�C
∼= ˝�VA�B�C Dc V̇A�C ,
où c : (A � B � C) (A � C) est la coupure qui écrase l’arête B, et l’isomorphisme du
milieu est le recollement de stratégies donné en proposition 4.8.
Le résultat principal de la partie 7.5 réside dans le fait que cette opération est bien une loi
de composition, et en particulier qu’elle vérifie bien la propriété d’associativité. Ce résultat
fait l’objet du théorème 7.21, dont la preuve met en œuvre des techniques génériques fournies
par le langage des foncteurs polynomiaux, qui reposent fortement sur les résultats généraux
du chapitre 6.
Ces mêmes techniques servent en section 7.6 à montrer que la catégorie des stratégies que
l’on vient de définir possède la structure de réponse définie au chapitre 2.
7.2 Une catégorie triple
7.2.1 Cubes de descente
On définit dans cette partie les structures annoncées précédemment :
— la catégorie double D0 des tuiles de descente,
— et la catégorie triple T0 des cubes de descente.
La catégorie horizontale de D0 est la catégorie des morphismes de descente D0h. Sa caté-
gorie verticale est la catégorie des câbles K0v. Ses cellules sont construites librement à partir
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des tuiles de descente atomiques : il s’agit des diagrammes de la forme
X X �
Y Y �
Z Z �
c1
h
c
m
h�
m�
c2
et
X
Y X �,
Z
c1
h
c
m
c2
(7.1)
où les bords verticaux, non dégénérés, sont des câbles élémentaires, et où les bords horizontaux
sont des morphismes de descente. D’après le théorème 5.29, le bord bas-gauche de chaque
diagramme détermine le reste du carré à un isomorphisme près.
Définition 7.3. La catégorie D0V est la catégorie libre engendrée par le graphe dont les
sommets sont les morphismes de descente, et dont les arêtes c1 c2 sont les tuiles de
descente élémentaires données en (7.1).
Remarque 7.2. Les bords des tuiles de descente sont des câbles : les objets de D0V sont donc
tous connexes.
Proposition 7.1. Les foncteurs dom, cod: D0V K0v s’étendent en une structure de caté-
gorie double D0.
Preuve. Le seul point un peu délicat concerne la définition de la composition horizontale. On
procède en fait comme pour la composition horizontale des tuiles de câbles à la section 4.1.2,
en utilisant une induction sur la longueur du bord droit des tuiles de descente.
Dans le cas de deux tuiles de descente élémentaires ou triviales :
X X � X ��
Z Z � Z ��,
α β
on raisonne par cas :
— si α est triangulaire, alors β est triviale ;
— si le bord droit de α n’est pas trivial, alors le diagramme de bord gauche lef(α) et
de bord droit rig(β) obtenu en composant les morphismes de descente est encore une
tuile de descente par unicité de la factorisation.
Cette opération est associative et vérifie la loi d’échange, en appliquant les mêmes preuves
qu’au lemme 4.3 et qu’en proposition 4.4.
On peut désormais définir la catégorie triple T0 des cubes de descente, qui est une structure
à trois dimensions et qui inclut les plongements ouverts, les câbles et les morphismes de
descente. Contrairement aux catégories des câbles ou des tuiles de descente, que l’on avait
définies en donnant leurs générateurs avec les tuiles de câbles ou de descentes élémentaires,
nous définissons directement la catégorie T0 via ses cubes de descente. Nous isolerons ensuite
des cubes de descente élémentaires à la définition 7.5, et nous montrerons au théorème 7.2
que tous les cubes s’écrivent comme une composée de cubes élémentaires.
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Définition 7.4. Un cube de descente est un quadruplet (α, β, α�, β�) tel qu’il apparait dans
un diagramme de la forme :
U U �
X X �
V V �
Y Y �
β
β�
α α�
(7.2)
où les bords verticaux sont des câbles, α et α� sont des cellules dans K0, β et β� sont des
cellules dans D0, et où les faces inférieure et supérieure commutent dans P.
Les faces inférieure et supérieure de ces cubes sont des cellules dans la catégorie double
Emb dont :
— les objets sont les positions connexes,
— la catégorie horizontale est la catégorie Emb,
— la catégorie verticale est la catégorie des morphismes de descente D0h,
— les cellules sont tous les carrés commutatifs de P entre ces morphismes.
Pour chaque cube de descente, on peut donner six fonctions qui envoient le cube sur ses
faces :
T0 D02
Emb D0h
K02 K0v
Emb P0
fro
lef
bac
rig
bas
roo
où les commutations évidentes sont vérifiées. Les noms de ces fonctions proviennent des
faces qu’elles sélectionnent : fro (front, face avant), bac (back, face arrière), roo (roof, face
supérieure), bas (base, face inférieure), lef (left, face gauche), rig (right, face droite).
On peut par ailleurs définir des compositions dans chacune des trois directions de la
catégorie pour obtenir :
Remarque 7.3. Les cubes de descente forment une catégorie triple T0, i.e., un objet catégorie
dans DCat.
Les cellules triples de T0 sont donc les cubes dont :
— les faces inférieure et supérieure sont des morphismes dans Emb ;
— les faces gauche et droite sont des cellules doubles dans K0 ;
— les faces avant et arrière sont des cellules doubles dans D0h.
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Une propriété essentielle des cubes de descente est qu’ils admettent une unique décompo-
sition en cubes élémentaires, ce qui est formalisé par le théorème 7.2.
Définition 7.5. Un cube de descente élémentaire est un cube de descente de l’une des formes
suivantes, où toutes les arêtes verticales représentées sont des câbles élémentaires :
U U �
X X �
V V �
Y Y �
U
X
V V �
Y Y �
X X �
V V �
Y Y �
X
V V �
Y Y �.
Les cubes de descente élémentaires forment un graphe Te, dont les sommets sont les
morphismes dans Emb , les arêtes étant les cubes de descente élémentaires, notre convention
étant que la source est la face du haut et le but la face du bas.
De même, les cubes de descente forment un graphe roo, bas : T0 Emb , notre conven-
tion étant que roo est la fonction source et bas la fonction but.
On a de plus une inclusion évidente de graphes I : Te T0. Or T0 forme une catégo-
rie ; on obtient donc par propriété universelle un unique foncteur I∗ : (Te)∗ T0 faisant
commuter le diagramme
Te (Te)∗
T0
η
I
I∗
de graphes, où (Te)∗ est la catégorie libre engendrée par Te, i.e., ses objets sont ceux de Te
et ses morphismes sont les chemins dans Te.
La propriété essentielle évoquée plus haut est :
Théorème 7.2. Le foncteur I∗ est un isomorphisme, identité sur les objets.
On a besoin de quelques lemmes.
Lemme 7.3. Soient un carré commutatif (c, d) : j h dans Emb , α : � k une tuile de
câbles dans K0H et β : � �� et β� : k k� des tuiles de descente dans D0H , comme représenté
dans
U U �
X X �
V V �
Y Y �.
β
β�
α
��
d
c
�
k
k�
j h
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Si k et � sont tous deux des câbles élémentaires, alors |��| = |k�|, i.e., k� est trivial ssi �� l’est.
Preuve. Si k� est trivial, alors d écrase l’arête active du coup sous-jacent à k. Or, � n’étant
pas trivial, V contient cette arête active, qui est donc écrasée par c aussi : �� est trivial.
Si k� n’est pas trivial, l’arête active du coup sous-jacent n’est pas écrasée par d, donc a
fortiori pas non plus par c : �� n’est pas trivial.
Lemme 7.4. Il n’existe pas de cube de descente de la forme
U U �
X X �
V �
Y Y �
W W �
Z Z �,
k k�
c
où les arêtes verticales k : Y Z, k� : Y � Z � et V � W � sont des câbles élémentaires.
Preuve. S’il en existait un, on aurait un cône d’épimorphismes qui ferait commuter le rec-
tangle
U U � V �
W Y Y �.
(Les câbles sont épis d’après lemme 4.2, et les morphismes de descente également d’après les
lemmes 5.9 et 5.17.)
Or, le câble élémentaire k : Y Z, descendant en un câble élémentaire k� : Y � Z � non
trivial, le morphisme de descente c : Z Z � n’écrase pas son arête active.
L’arête active de k est nécessairement présente dans W : si ce n’était pas le cas, alors W �
ne contiendrait pas non plus l’arête active de k�, ce qui contredirait le fait qu’il existe une
tuile de câbles élémentaire sur la face de droite.
Pour admettre une tuile de câbles idW k depuis un câble trivial, Y doit contenir
deux arêtes, disons e1 et e2, s’envoyant sur la même arête e par k, l’une, disons e1 avec
une occurrence vide et l’autre avec une occurrence alternante. Ces deux arêtes survivent à
la descente et s’envoient respectivement sur e�1 et e�2 dans Y �. L’image de W Y , doit de
plus contenir e1 mais pas e2, donc celle de W Y Y � contient e�1 mais pas e�2. De
même, l’image de V � Y � doit contenir e�2 mais pas e�1 (par définition du câble élémentaire
V � W �, celui-ci n’étant pas un câble trivial).
Revenons maintenant au rectangle ci-dessus. Comme il commute, les images des deux
morphismes doivent coïncider. Cependant, l’une contient e�1 mais pas e�2 et l’autre contient
e�2 mais pas e�1 : contradiction.
Lemme 7.5. Il n’existe pas de cube de descente de la forme
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U U �
X X �
V V �
Y Y �
W W �
Z Z �
où les arêtes verticales V W , Y Z, Y � Z � et V � W � sont des câbles élémentaires.
Preuve. Comme k : Y Z descend en un câble élémentaire k�� : Y � Z �, alors c : Z Z �
n’écrase pas son arête active e. Comme k� : V W est aussi un câble élémentaire, on déduit
de l’existence de la tuile de câbles k� k que W contient e. On en déduit aussi que e admet
un antécédent e1 par k�, qui admet une occurrence alternante.
Or, l’existence de la tuile de câbles idW � k�� assure que e admet un autre antécédent
que e1 par k, disons e2, qui est munie de l’occurrence vide. Ces deux arêtes survivent à la
descente et ont pour images respectives e�1 et e�2 dans Y �. Par construction, W � contient e�2
mais pas e�1. En revanche, l’image de V Y Y � contient e�1 mais pas e�2. Le diagramme
V V � W �
Y Y �
ne commute donc pas, puisque les deux chemins n’ont pas la même image.
Or, l’existence supposée du cube de descente implique que, préfixé par U V , ce même
diagramme commute, ce qui est impossible puisque U V est épi.
Lemme 7.6. Si l’on dispose de morphismes sous la forme :
U U �
X X �
V V �
Y Y �
W W �
Z Z �
tels que :
— le cube extérieur est un cube de descente ;
— et les faces gauche, droite, avant et arrière commutents ;
alors le carré
V V �
Y Y �
commute.
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Preuve. Le carré en question, préfixé par U V , commute. Comme ce morphisme est épi,
il commute.
Preuve du théorème 7.2. Ce foncteur est évidemment l’identité sur les objets ; il suffit donc
de montrer qu’il est plein et fidèle. Pour cela, on montre qu’étant donné un cube de descente
θ : e e�, il existe un unique chemin ρ : e e� dans Te tel que I∗(ρ) = θ. En posant
θ = (α, β, α�, β�) comme à l’équation (7.2), on procède par induction sur la longueur du câble
k : X Y .
On montre facilement que si k est la liste vide, alors θ est le cube trivial : c’est donc
l’image du chemin vide et de lui seul. Sinon, on a quatre cas.
Soit αk : k� k la première tuile de câbles de la face gauche du cube et soit γk : k k��
la première tuile de descente de la face avant.
Si k� et k�� sont tous deux des câbles élémentaires (i.e., non-triviaux), alors la première
tuile de descente de la face du fond est de la forme αb : k� kb. Par le lemme 7.3, kb est un
câble élémentaire. Par le lemme 7.5, la première tuile de câbles du bord droit du cube est de
la forme βr : kb k��. On conclut par le lemme 7.6 et par hypothèse d’induction.
Si k� est non-trivial mais k�� l’est, alors par le lemme 7.3, la première tuile de la face du fond
est de la forme αb : k� idW � . On conclut par le lemme 7.6 et par hypothèse d’induction.
Si k� est trivial mais pas k��, alors par le lemme 7.4 la première tuile de la face de droite
est de la forme βr : idW � k�� et on conclut par le lemme 7.6 et par hypothèse d’induction.
Si k� et k�� sont tous deux triviaux, on conclut par le lemme 7.6 et par hypothèse d’induc-
tion.
7.2.2 Extension verticale des cubes de descente
Notation 7.1. Pour une catégorie double D0, on rappelle qu’on note D0V et D0H les catégories
obtenues en considérant les cellules doubles comme des morphismes respectivement verticaux
et horizontaux.
De manière similaire, on note T0V , T0H et T0D les catégories doubles obtenues en considérant
les cellules triples de T0 comme des cellules doubles dans les plans orthogonaux aux directions
verticale, horizontale et frontale.
En particulier, T0H est une catégorie double dont les objets sont les morphismes de des-
cente, les morphismes horizontaux sont les morphismes de Emb , les morphismes verticaux
sont les cellules de D0, et dont les cellules doubles sont les cubes de descente.
Proposition 7.7. La catégorie double T0H a les décompositions.
Preuve. Par induction sur les cubes de descente, en utilisant la décomposition en cubes
élémentaires du théorème 7.2.
On peut donc appliquer à cette catégorie double la construction de la définition 4.4, ce
qui nous donne une catégorie TH dont :
— les objets sont les cellules β de D0,
— les morphismes β β� sont les cubes de descente minimaux dont la face du fond est
β et la face avant une tuile β �0, préfixe de β�.
De même que pour les vues en section 4.2.1, on définit pour tout morphisme de descente
c : X Y la comma-catégorie TH/c
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TH/c 1
TH Emb .bas
�c�
Les objets de TH/c sont des diagrammes de la forme :
U � V �
U V
X Y
c
α
avec α une cellule de D0, et les morphismes sont des paires :
U �2 V
�
2
U �1 V
�
1
U1 V1
U2 V2
X Y
c
formées d’un cube de descente minimal dans TH et d’un morphisme dans Emb .
Par propriété universelle des comma-catégories, elle admet deux foncteurs :
K/X dom TH/c
cod K/Y ,
qui envoient chaque morphisme comme dessiné précédemment respectivement sur ses faces
de gauche et droite. Ces foncteurs existent bien, car en considérant les cubes de descente
élémentaires (définition 7.5, on remarque que les foncteurs qui envoient chaque cube sur
respectivement sur sa face gauche et sa face droite préservent la minimalité : l’image d’un
cube minimal est une tuile minimale.
Remarque 7.4. La notation TH/c utilisée ici ne correspond pas à une slice de la forme C/c
où c serait un objet d’une catégorie C. En termes de comma-catégories, il serait usuel de
noter TH/c sous la forme bas ↓ idc. La notation TH/c correspond ici mieux à l’intuition que
les tuiles de descentes considérées sont toutes construites sur une même base, donnée par le
morphisme de descente c.
7.3 Reconstructions de cubes de descente
Dans de nombreux cas, on peut à partir de certaines faces et certaines arêtes reconstruire
l’intégralité d’un cube de descente (mais pas nécessairement de façon unique). Intuitivement,
on peut mentionner par exemple le fait que dans un cube de descente, le câble avant-gauche
permet presque toujours de déduire un cube entier :
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— la tuile de descente dont il est le domaine se déduit par commutation avec les mor-
phismes de descente,
— le domaine de la face arrière est un sous-câble, et le reste de la face arrière se construit
de nouveau par commutation.
En général, il reste alors à prouver que ces constructions peuvent se faire de façon com-
patible avec certaines autres faces données à priori par hypothèse, comme par exemple au
lemme 7.9.
Dans cette partie, on énonce donc de tels résultats de reconstruction de cubes qui seront
utilisés par la suite dans les preuves des propriétés de la descente des stratégies.
7.3.1 Face de droite
Lemme 7.8. Tout diagramme
U U �
X X �
V V �
Y Y �
β
β�
α
��
d
c
�
k k�
dans T0 se complète de manière unique en un cube de descente.
Preuve. Par une induction sur α, il suffit de montrer le cas où α est une tuile de câbles
élémentaire. On procède ensuite par cas sur la forme de β et β �. D’après le lemme 7.3, si k�
est trivial, alors �� l’est aussi et le résultat est trivial. Pour traiter le cas où k� n’est pas trivial,
on commence par montrer que tout diagramme comme la partie solide ci-dessous, où
— (hZ , MZ) est un câble élémentaire, et donc (hZ� , MZ�) aussi,
— hW et hW � sont des plongements de composantes connexes,
— mais MW n’est pas forcément un coup : MW peut être de la forme W + W W
lorque h1l ne contient pas l’arête active de MZ . On dit dans ce cas que MW est une
duplication ;
se complète avec la partie en pointillés :
U U �
X X �
V V �
Y Y �
W W �
Z Z �.
hW �
c3
d3
c2
hW
hZ
hZ�
h3l
h2l
h2r
h3r
MW �
d1
c1
h1l
MW
MZ
MZ�
d2
Dans ce diagramme, on a facilement que si MW est un coup (respectivement une duplication),
alors MW � aussi.
On construit h2r : V �� V grâce au lemme 3.20 : comme les face avant, arrière et gauche
commutent, les coups MW � et MZ� jouent la même occurrence sur la même arête active, donc
il existe une unique manière de compléter la face de droite avec le plongement h2r . Il s’agit
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d’un pullback car le pullback de MZ� est encore un coup qui joue la même occurrence sur la
même arête, donc est isomorphe à MW � .
Les morphismes de descente sur la face supérieure préservent les composantes connexes :
on déduit donc de l’existence de h3l celle de h3r , car hW et hW � sélectionnent la même compo-
sante connexe (modulo descente). L’unicité de h3r vient du fait que hZ� est mono.
Retournons au cas où k� n’est pas trivial. Si � non plus n’est pas trivial, alors on a un
diagramme ci-dessus avec MW et MW � des coups, qui donne le complètement attendu. Si à
présent � est trivial, alors MW est une duplication et par conséquent MW � aussi. On complète
donc facilement le diagramme ci-dessus en un cube de descente de la forme en bas à gauche
dans la définition 7.5.
7.3.2 Face arrière
Lemme 7.9. Si t est une tuile de descente et κ est une tuile de câbles comme dans
U � V �
W � X �
U V
W Xh
�
c
t
κ
alors on peut construire un cube de descente comme indiqué en pointillés.
Preuve. On prouve d’abord le résultat par induction quand κ = id, puis on l’étend, de
nouveau par induction, au cas général.
Lorsque κ = id, t se décompose en une suite de tuiles de descente triangulaires (de bord
droit trivial), i.e., c écrase les arêtes actives de tous les coups de lef t. On procède alors pour
ce cas par induction sur t en la décomposant en :
W �
W0
W X
c
t�
t0
où t� est une tuile de descente et t0 est une tuile élémentaire. Le bord gauche de cette tuile
élémentaire se décompose en dom t0 = m0h0 où m0 est un coup élémentaire et h0 est un
plongement de composante connexe : comme c préserve les composantes connexes et que W
est connexe, alors dom m0 est connexe et h0 est trivial.
Par pullback de m0 le long du plongement U W , on construit m1 dont le domaine
peut à priori ne pas être connexe. Ce cas se produit lorsque l’arête active est écrasée par c et
n’a pas de sommet but dans U : ceci contredit le fait que c est une vraie coupure.
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Le morphisme m1 est donc soit un isomorphisme, soit un coup. Dans le premier cas, on
peut poser le cube de descente :
W0
U V
W X
m0id
c
Dans le second cas, il existe un morphisme de câbles m1id m0id. On peut donc poser
un cube de descente de la forme
U0
W0
U V
W X
m1id
m0id
c
et terminer la construction par induction.
On passe ensuite au cas où la tuile de câbles κ n’est plus nécessairement triviale, par
induction sur κ. On écrit κ = κ0 • κ� où κ0 est une tuile de câbles élémentaire. Le bord droit
de κ0 est par définition toujours non trivial, et comme cod t = dom κ, on décompose t de la
façon suivante :
W � X �
W1
W0 X1
W X
c
t0
t1
t�
où :
— t0 est une suite de tuiles de descente élémentaires de bord droit trivial,
— t1 est une tuile de descente élémentaire de bord droit cod κ0,
— t� est une tuile de descente de bord droit cod κ�.
Grâce au cas précédent, on construit un premier cube de descente de face avant t0 et de face
droite la tuile identité.
Il faut ensuite construire le cube derrière t1. On décompose cette tuile élémentaire en :
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U1 W1 X1
U �0 W
�
0 X
�
0
U0 W0 X
h1
m1
h0
m0
d2
d1
d0
h2
m2
et on prend, comme indiqué, le pullback de m1 le long du plongement U0 W0. Selon les
cas :
— soit U �0 est connexe, donc h2 est un plongement trivial ;
— soit U �0 n’est pas connexe, mais alors comme précédemment W �0 et X �0 ne sont pas
non plus connexes : on prend pour h2 le seul plongement de composante connexe
compatible avec h0.
Quitte à compléter le rectangle à gauche (si m2h2 est un isomorphisme, afin d’obtenir une
tuile de câbles négative), alors on définit bien une tuile de câbles au-dessus de U0. D’après le
lemme 7.8, elle se complète de manière unique en un cube de descente de face avant t1 et de
face droite κ0.
On conclut en précomposant verticalement ce cube avec le cube de face avant t� et de face
droite κ� obtenu par hypothèse d’induction.
Corollaire 7.10. Le foncteur rig : TH/c K/Y qui à chaque tuile associe son bord droit est
une fibration.
7.3.3 Face avant
Les résultats de reconstruction précédents utilisent tous la structure de la face avant afin
de construire le cube de descente en entier : intuitivement, le bord gauche de cette face est
le câble qui contient le plus d’information en espace (toutes les autres positions de départ
sont plus petites en un certain sens) et sur la partie (le bord gauche d’une tuile de descente
élémentaire et le bord droit d’une tuile de câbles élémentaire ne sont jamais triviaux).
On montre cependant dans cette partie un résultat de reconstruction de la face avant
d’un cube, à partir d’un ensemble de tuiles de descente pour la face du fond, compatibles en
un certain sens. Ce résultat, même si nous ne parvenons pas à le formuler de cette façon,
ressemble néanmoins fortement à une preuve d’amalgamation dans un champ [48].
On définit d’abord la restriction d’une tuile de descente à un câble. Soit t une telle tuile,
et k un préfixe de rig t : on note t|k la tuile de descente obtenue comme le plus grand préfixe
de t de bord droit k.
Soient t1 et t2 deux tuiles de descente de la forme :
U �i S
�
i
Ui Sc
k�i kiti
sont compatibles si pour tout préfixe commun k de k1 et k2, alors t1|k = t2|k.
On définit enfin les vues-tuiles :
Définition 7.6. Une vue-tuile est une tuile de descente dont le bord droit est une vue. Si t
est une tuile de descente, on dit que t� est une vue-tuile de t s’il existe un morphisme t� t
dans TH .
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On note Vt la sous-catégorie pleine de TH des vues-tuiles.
Proposition 7.11. Le foncteur rig : Vt V est une fibration.
Preuve. Le relèvement cartésien d’une tuile de vues v rig t, où t est une vue-tuile, est le
cube donné par le lemme 7.9, dont la face arrière est t|v.
Le fait que ce relèvement est cartésien signifie que si l’on se donne deux cubes :
W �1 W1
V �1 V1
W �0 W0
U �1 U1
V �0 V0
U �0 U0
v�
v
t
t|v
t�
κ
où le cube avant est le relèvement de v rig t, alors on a une unique factorisation comme
indiqué en pointillés. (Les cubes représentés sur le diagramme sont en réalité des morphismes
entre tuiles de descente dans la catégorie TH , avec extensions verticales.) Comme V0 est déjà
un séquent, on peut remarquer que W0 est un séquent isomorphe.
On procède ensuite par induction sur la tuile de descente t. Lorsque t est triviale, alors t�
est l’identité : le cube t� t|v est le cube idt� .
Pour l’étape d’induction, on décompose verticalement t en t = t0t1 où la tuile supérieure
t1 est élémentaire. Le morphisme t� t dans TH est :
— soit un morphisme t� t0 dans la catégorie étendue verticalement TH . Dans ce cas,
on applique directement l’hypothèse d’induction ;
— soit un morphisme t� t dans la catégorie T0H , sans extension verticale.
Dans ce second cas, on peut décomposer les cubes en :
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W �2 W2
V �2 V2
W �1 W1
U �2 U2
V �1 V1
W �0 W0
U �1 U1
V �0 V0
U �0 U0
v�0
v0
v�1
v1
t0
t1
t��0
t��1
t�0
t�1
κ0
κ1
de la façon suivante :
1. t0t1 est la décomposition de t où t1 est élémentaire. Le bord droit de t1 peut en parti-
culier être trivial ;
2. v0v1 est l’unique décomposition de v telle qu’il existe des tuiles de câbles v0 rig t0
et v1 rig t1 ;
3. de même, κ0κ1 est l’unique décomposition de κ qui fait commuter la face droite. La
tuile κ1 est soit triviale, quand rig t1 est triviale, soit élémentaire ;
4. t|v est décomposée en t��1t��0 ;
5. t� est décomposée en t�1t�0.
En appliquant l’hypothèse d’induction sur la partie inférieure, on obtient un morphisme
t�0 t
��
0 dans T0H , qu’il reste à précomposer par un cube de descente t�1 t��1 que l’on définit
à présent.
Comme la tuile t1 est élémentaire et qu’il existe des cubes de descente t�1 t1 et t��1 t1,
alors les tuiles t�1 et t��1 sont élémentaires ou triviales. Or, t�1 n’est pas triviale, ce cas ayant déjà
été traité plus haut car il existerait alors un cube t� t0. (Son bord droit peut cependant
être trivial.)
On décompose les bords gauches de t�1 et t��1 en :
W �2 W
�
3 W
�
1
h� m�
rig t�1
et
V �2 V
�
3 V
�
1 .
h�� m��
rig t��1
Le pullback de m�� le long du plongement W �1 V �1 est, par le lemme du pullback, le coup
m�. (Au passage, t��1 n’est donc pas triviale.)
La position W �3 est connexe si et seulement si V �3 l’est. Lorsqu’elles sont connexes, les
plongements h� et h�� sont triviaux. Dans le cas contraire, le fait que la descente préserve les
composantes connexes assure, grâce au choix fait sur la tuile κ1, que h� et h�� sélectionnent la
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même composante connexe, et donc qu’il existe un plongement W �2 V �2 qui fait commuter
le cube de descente.
Lemme 7.12. Soit kr un câble W � W . On se donne un morphisme de descente c1 : V
W . Pour chaque séquent S ∈ Sq(W ), on se donne un carré commutatif :
US S
V W .
cS
c1
hS
Pour chaque séquent S�i ∈ Sq(W �), on se donne enfin une tuile de câbles κi et une tuile
de descente ti comme dans :
U �i S
�
i
W �
US S
V W
cS
vi
kr
c1
hS
ti
κi
où les ti sont deux à deux compatibles.
Il existe alors une tuile de descente t dont les ti sont les restrictions par la fibration rig.
Avant de donner la preuve de ce résultat, nous détaillons un contrexemple à l’existence
d’un recollement si l’on ne demande pas la compatibilité des tuiles de descente. On définit
pour cela deux câbles kl et kr donnés en figure 7.1, ainsi que la coupure c :
¬¬C ¬A×¬B ¬¬C
¬¬C ¬A×¬B
¬¬C
¬¬C
¬A×¬B
A
¬¬C
¬A×¬B
A
¬¬C
¬C
¬¬C ¬A×¬B
¬¬C
¬¬C
¬A×¬B
B
¬¬C
¬A×¬B
B
¬¬C
¬C
Figure 7.1 – Câbles kl et kr non recollables.
Comme kl et kr débutent par deux coups positifs distincts, il n’existe aucun recollement
k qui possèderait des morphismes kl k et kr k. Pourtant, leurs descentes c(kl) et c(kr)
sont des vues qui se recollent, car les coups qui distinguent kl et kr sont des coups internes du
point de vue de la descente le long de c. Ces deux câbles ne sont bien sûr pas compatibles au
sens précédent, car les restrictions maximales pour le bord gauche trivial ne sont pas égales.
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Preuve du lemme 7.12. On procède par induction sur le câble kr.
Lorsque kr est l’identité, on note S le séquent positif de W . Quitte à les réordonner, les
ti sont :
— soit les tuiles identité lorsque leur base n’est pas US
cS
S ;
— soit, pour l’unique tuile t0 de base US
cS
S, une suite de la forme :
Un
... S
U1
US .
cS
m1
mn
m2
On note U0 = US . Le coup m1 : U1 U0 est positif, donc s’étend de manière unique
en m�1 : V1 V le long du plongement US
hS
V (corollaire 3.21). La position U1 est
positive, car sinon m1 serait un coup qui joue sur une arête pendante : cette arête ne pourrait
donc pas être une arête écrasée par c1 (qui ne fait que des vraies coupures), ce qui contredit
le fait que m1 descend sur l’identité.
On peut donc itérer cette construction, en constatant à chaque étape que chacun des
mj : Uj Uj−1 est positif, donc s’étend de manière unique le long du plongement hj : Uj
Vj obtenu à l’étape précédente. On forme le cube de descente κ0 en composant verticalement
les cubes de descente :
Uj+1
Vj+1
Uj S
Vj W
mj+1
m�j+1
hj+1
hj
pour 0 ≤ j < n.
Pour toutes les autres tuiles ti, avec i > 0, alors la base de ti est négative : les coups mi
joués par la tuile t0 ne modifient pas la base de ti, donc les κi sont des cubes de descente
identités.
Pour l’étape d’induction, on décompose kr en
W � W0 W
k1r k
0
r
kr
où k1r est un câble élémentaire.
Cette décomposition induit une décomposition unique des vues vi en vi = v0i v1i où :
— v0i est une vue de k0r ;
— v1i est une vue élémentaire ou triviale de k1r .
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Pour appliquer l’hypothèse d’induction sur k0r , il faut définir une famille de vues-tuiles :
�
Sj∈Sq(W0)
t�j
que l’on obtient par restrictions des ti. Si Sj est un séquent de W0, alors il existe un séquent
Si ∈ Sq(W �) (pas nécessairement unique) tel que k1r(Si) = Sj , car k1r est surjectif. On pose
t�j = ti|v0i . Cette définition ne dépend pas du choix de Si car si Si� est un autre séquent tel que
k1r(Si�) = Sj , alors v0i = v0i� (les vues d’un câble sont déterminées de façon unique par leur
domaine), et par compatibilité, les restrictions de ti et ti� le long de cette vue sont égales.
La famille des t�j est compatible, car si v est un préfixe de rig ti|v0i alors v est également
un préfixe de v0i et ti|v0i |v = ti|v.
Ceci donne donc une tuile de descente t0 de bord droit k0r dont les restrictions sont les
ti|v0i . Il reste à compléter cette tuile avec une tuile t
1 de bord droit le câble élémentaire k1r .
On distingue selon les signes de W0 et de W �.
Le cas où W0 et W �0 sont toutes les deux négatives est impossible : par définition, les
câbles élémentaires ont au moins une extrémité positive.
Lorsque W0 est positive et W � est négative, alors k1r est un coup qui rend la main à
l’environnement. Soit S0 le séquent positif de W0, et S� son antécédent (unique car S0 est
positif) par k1r . La tuile de descente tS� donnée pour le séquent S � se décompose en :
U �S� S
�
W �
U0 S0
W0
US S
V W
v1
S�
v0
S�
cS
k1r
k0r
c1
hS
t1
S�
où v0S� et v1S� sont des vues respectivement de k0r et k1r . On décompose inductivement la tuile
de descente t1S� en une suite de tuiles élémentaires t1 · · · tk : le bord droit de la composée est
v1S� , qui est élémentaire, donc les bords droits de toutes ces tuiles sont triviaux, sauf un. On
montre qu’il s’agit du bord droit de la tuile du haut tk. Si le bord droit de tj n’est pas trivial,
alors son domaine est négatif, donc le bord droit de la tuile suivante tj+1 n’est pas non plus
trivial : seul le bord droit de tk est donc non trivial.
On construit la tuile de descente t1 cherchée :
— en procédant comme précédemment avec le cas de base pour les tuiles t1 à tk−1 :
— pour la tuile tk, on étend de la même façon le coup (positif) donné par tk sur toute la
position, et on prend pour cube de descente élémentaire le cube de la forme :
U � S�
Vk W
�
U0 S0
Vk−1 W0
tk
t1
k1r
Les autres séquents Sj ne sont pas modifiés par ce coup, donc on compose avec un
dernier cube de la forme :
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Vk W
�
X0 Sj
Vk−1 W0.
t1
k1r
Lorsque W0 et W � sont toutes les deux positives, k1r est un coup où deux séquents internes
s’échangent la main. Soit S0 le séquent positif de W0, et on reprend les mêmes notations que
dans le cas précédent. De la même façon, les coups joués par tS0 sont d’abord des coups
internes, suivis d’un coup qui passe la main à un autre séquent de la position. On construit
la tuile de descente t1 cherchée :
— en procédant comme précédemment avec le cas de base pour les coups internes données
par les tuiles t1 à tk−1 :
— pour la tuile tk, on étend de la même façon le coup (positif) donné par tk sur toute la
position, et on prend pour cube de descente élémentaire le cube de la forme :
U � S�
Vk W
�
U0 S0
Vk−1 W0.
tk
t1
k1r
Pour le séquent qui reprend la main après le coup, on empile un cube de la même
forme. Les autres séquents ne sont pas modifiés par ce coup, donc on compose avec
un dernier cube dont la face du fond est l’identité.
Lorsque W0 est négative et W � est positive, k1r est un coup qui reprend la main depuis
l’extérieur : ce cas se traite comme le cas où W0 est positive et W � négative.
La condition de compatibilité des vues-tuiles nécessaire pour appliquer le résultat pré-
cédent semble à priori trop forte, car les vues-tuiles à recoller sont obtenues à partir de
préfaisceaux sur les tuiles de descente, qui ne donnent des vues-tuiles qu’à isomorphisme
près.
On dit qu’une famille de vues-tuiles est faiblement compatible lorsque la condition d’égalité
t1|k = t2|k demandée pour les familles compatibles est remplacée par la donnée d’un simple
isomorphisme ιk,ij : ti|k ∼= tj |k. Lorsque l’on montre l’effectivité d’un champ, on demande
habituellement que ces isomorphismes satisfassent également la condition de cocycle, i.e., que
l’on a toutes les égalités :
ιk,ij = ιk,il ◦ ιk,jl.
Dans le cas présent, cette condition est vérifiée grâce au résultat suivant :
Lemme 7.13. Il n’existe pas d’automorphisme non trivial de tuiles de descente dans D0/c,
pour une coupure c : U V .
Preuve. On montre d’abord que si k est un câble, il n’existe pas d’automorphisme non trivial
de k dans K0/ cod k. Pour un câble élémentaire, un automorphisme s’écrit :
U V
W
U V
h
m
h
m
ιl ιr
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où m est un coup et h un plongement de composante connexe. D’après le lemme 3.22, ιr est
l’identité. Comme h est mono, ιl est également l’identité.
Ce résultat s’étend à tous les câbles par induction.
On considère un tel automorphisme d’une tuile t, dont le bord inférieur est c. Cet au-
tomorphisme est donné par un automorphisme de kl et un automorphisme de kr, qui sont
triviaux d’après la remarque précédente.
Lemme 7.14. Soit c : U V un morphisme de descente entre positions connexes.
Si (ti)0≤i<n est une famille faiblement compatible acceptée par un préfaisceau booléen
γ ∈ T̆H/c, alors il existe une famille compatible isomorphe (t�i)0≤i<n également acceptée par
γ.
Preuve. Ce résultat provient de la stabilité de γ par composition par les isomorphismes, et
de l’absence d’automorphismes de vues-tuiles non triviaux.
Formellement on traite d’abord le cas où tous les ti sont élémentaires par induction sur la
structure d’arbre de V . Le résultat se généralise ensuite par induction sur le multiensemble
des longueurs des tuiles ti.
Lorsque toutes les tuiles de descente sont élémentaires, soit S le séquent disponible de
V , i.e., le séquent racine quand V est positive, ou l’unique séquent avec une arête sans but
lorsque V est négative (l’unicité de cette arête provient du fait que V est connexe). Soit t0
l’une des tuiles de descente sur S :
U �S S
�
US S
t0
Pour chaque autre tuile t1 sur S, il existe un isomorphisme ι : t0 ∼= t1. Soit t�1 := t1 · ι : cette
tuile est acceptée par γ, et t�1 = t0. On procède de même pour toutes les autres tuiles sur S.
Les tuiles sur les autres séquents sont triviales.
7.4 Descente des stratégies gagnantes
7.4.1 Préservation de l’innocence et du déterminisme
Pour une coupure c : X Y , le foncteur de descente Dc (définition 7.1) définit successi-
vement à partir d’une stratégie dans V̄/X des préfaisceaux booléens dans K̄/X, T̆H/c, K̄/Y et
enfin V̄/Y . Ainsi, si α est une stratégie dans V̄/X, on note β, γ, δ, � les préfaisceaux booléens
obtenus à chaque étape dans
V/X Π K/X Δ TH/c
Σ K/Y Δ V/Y
α �→ β �→ γ �→ δ �→ �.
La notion habituelle d’innocence des stratégies provient, dans notre cadre, directement
de la structure de préfaisceau booléen sur la catégorie des vues étendues. Cependant, lorsque
l’on passe aux préfaisceaux booléens sur les câbles ou les tuiles de descente, il existe certains
préfaisceaux qui peuvent ne pas être « définis par leurs vues. » (On donne ci-dessous un
exemple d’un tel préfaisceau.)
Dans cette partie, on commence donc par étendre la notion d’innocence à ces préfaisceaux,
puis on montre que l’innocence est préservée par chacun des foncteurs polynomiaux qui
définissent l’opération de descente, à condition de vérifier l’hypothèse de déterminisme à
partir de δ.
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Définition 7.7 (Préfaisceau de câbles innocent). On dit qu’un préfaisceau de câbles β ∈ K̄/X
est innocent si tout câble k de K/X, k est accepté par β lorsque toutes ses vues sont acceptées
par β.
Pour les préfaisceaux sur TH/c, on utilise les vues-tuiles (définition 7.6) :
Définition 7.8 (Préfaisceau de tuiles innocent). Un préfaisceau de tuiles γ ∈ T̆H/c est
innocent si pour toute tuile de descente t ∈ TH/c, il suffit que γ accepte toutes les vues-tuiles
de t pour que γ accepte t.
Proposition 7.15. Les préfaisceaux β et γ sont innocents.
On a d’abord besoin d’un lemme de décomposition :
Lemme 7.16. Pour toute tuile de câbles élémentaire κ : k1 k2 telle que cod(κ) se dé-
compose en X
f
Y
g
Z, il existe un câble k� sur Y et des morphismes k1
κ1
k�
κ2
k2 tels que κ = κ2 ◦ κ1.
Preuve. On commence par construire le diagramme suivant :
X2 Z2
Y2
X1 Z1
Y1
X Z
Y
hX
mX
hZ
mZ
f g
g1
f2 g2
hY
mY
k1 k2
f1
où
— (mX , hX) est la vue élémentaire apparaissant dans t, côté X ;
— f1 est obtenue par propriété universelle du pullback Y1 ;
— Y2 est la composante connexe de X2 dans Y1 ;
— et g2 découle du fait que Z2 est une composante connexe de Z1 contenant X2 ; en effet,
comme Y2 est connexe et contient aussi X2, on conclut que Z2 contient Y2.
On procède ensuite par cas. Si la composée mY ◦ hY a des occurrences non triviales, alors
on obtient une tuile active κ2 : (mY , hY ) (mZ , hZ). Si mX ◦ hX a aussi des occurrences
non triviales, alors k1 est un câble élémentaire et on a directement la décomposition voulue.
Sinon, k1 est le câble identité sur X et on décompose t en une tuile passive κ1, suivie de κ2.
Si maintenant la composée mY ◦ hY n’a pas d’occurrences non triviales, alors mX ◦ hX
non plus et on décompose κ en un morphisme trivial κ1 entre les câbles identité sur X et Y ,
suivi d’une tuile passive κ2.
Ce résultat s’étend pour toute tuile de câbles :
Lemme 7.17. Pour tout morphisme κ : k1 k2 dans K0H tel que cod(κ) se décompose en
X
f
Y
g
Z, il existe un câble k� sur Y et des morphismes v κ1 k� κ2 k tels
que κ = κ2 ◦ κ1.
Preuve. Par induction sur κ.
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Preuve de la proposition 7.15. L’innocence de β provient directement de la définition de Π.
Pour l’innocence de γ, on se donne une tuile de descente t : kl kr dont toutes les
vues-tuiles sont acceptées par γ. Pour montrer que t est acceptée par γ, il suffit de montrer
que toutes les vues de kl sont acceptées par β. Prenons u : v kl une telle vue et appe-
lons hl : Xl Zl le codomaine (vertical) de u et c : Zl Zr le codomaine vertical de t.
Graphiquement, on a donc un diagramme :
Y �r Y
�
r
X �l
Z �l Z
�
r
Yl Yr
Xl
Zl Zr
k�l
hrh�l
v
hl
c
kl kr
t
u
dans lequel on s’apprête à construire les parties notées en traits pointillés.
Soit Yl = c−1(c(Xl)) : intuitivement, Yl est le plus petit ouvert de Zl contenant Xl et tous
les sources et buts des arêtes écrasées par c. Considérons la factorisation
Yl Yr
Zl Zr
h�l
cY
c
hr
de c ◦ hl. La coupure cY est une vraie coupure. Comme Xl est un séquent (parce que v est
une vue), toutes les arêtes non pendantes de Yl sont écrasées par cY ; de plus Yl est connexe
et donc Yr est un séquent. Par le lemme 7.17, on obtient un câble k�l au dessus de Yl tel que u
se factorise en v u1 k�l
u2
kl. On choisit une tuile de descente de bord gauche k�l le long
de cY , ce qui, comme Yr est un séquent, donne par le lemme 7.8 donne une vue-tuile t� t.
Comme, par hypothèse, toutes les vues-tuiles de t sont acceptées par γ, t� est acceptée, ce qui
est équivalent au fait que k�l est accepté par β, qui est lui-même équivalent au fait que toutes
les vues de k�l sont acceptées par α. Donc, en particulier, v est acceptée. Comme on a pris v
arbitraire, toutes les vues de kl sont acceptées par α, donc kl est accepté par β et donc t est
acceptée par γ, comme souhaité.
En revanche en présence de non déterminisme sur les préfaisceaux de câbles, l’implication
« γ est innocent implique δ est innocent » seule est fausse. En effet, considérons deux câbles
kA et kB : on représente kA sur la figure 7.2 (kB est obtenu de manière similaire avec les
occurrences qui sélectionnent la formule B). Les coups positifs joués par ce câble ainsi que
les coups négatifs qu’il accepte se font tous sur l’occurrence gauche de chaque produit (dans
la branche qui contient la formule A). On définit le préfaisceau γ qui accepte tout câble qui
possède un morphisme dans K vers kA ou kB. En particulier, le préfaisceau γ n’accepte pas
le câble qui prolonge kA par le coup négatif qui sélectionne l’occurrence de B dans ¬A × ¬B.
Ce préfaisceau décrit le comportement d’un joueur, marqué , qui tire un booléen au hasard
la première fois qu’il a la main pour décider s’il joue sur A ou s’il joue sur B, puis n’accepte
plus que les coups qui correspondent à ce choix.
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¬¬(¬A×¬B) ¬¬¬A×¬¬¬B ¬¬¬1
¬(¬A×¬B) ¬¬¬A×¬¬¬B ¬¬¬1
¬(¬A×¬B) ¬¬A ¬¬¬1
¬(¬A×¬B) ¬¬A ¬¬1
¬(¬A×¬B) ¬¬A ¬¬1
¬(¬A×¬B) ¬¬A ¬1
¬(¬A×¬B) ¬¬A ¬¬1
¬(¬A×¬B) ¬A ¬1
¬(¬A×¬B) ¬¬A ¬¬1
¬A×¬B ¬A ¬1
¬(¬A×¬B) ¬¬A ¬¬1
A ¬A ¬1
¬(¬A×¬B) ¬¬A ¬¬1
A A
¬1
¬(¬A×¬B) ¬¬A ¬¬1
A A
1
¬(¬A×¬B) ¬¬A ¬1
A A
1
¬(¬A×¬B) ¬A ¬1
A A
1
(¬A×¬B) ¬A ¬1
A A
1
A ¬A ¬1
A A
1
Figure 7.2 – Câble kA innocent non déterministe.
¬¬(¬A×¬B) ¬¬¬1
¬(¬A×¬B) ¬¬¬1
¬(¬A×¬B) ¬¬1
¬(¬A×¬B)
¬¬1
¬(¬A×¬B) ¬1
¬(¬A×¬B)
¬¬1
¬A×¬B
¬1
¬(¬A×¬B)
¬¬1
A
¬1
¬(¬A×¬B)
¬¬1
A
1
¬(¬A×¬B)
¬1
A
1
(¬A×¬B)
¬1
A
1
A
¬1
A
1
Figure 7.3 – Câble descendu
kcA.
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Ce préfaisceau est innocent, mais si l’on considère la coupure qui écrase l’arête d’étiquette
¬¬¬A × ¬¬¬B, alors δ n’accepte que deux câbles kcA et kcB (et leurs vues). On donne une
représentation de kcA en figure 7.3. Cependant, le câble k�, qui débute comme kcA et kcB mais
dont le dernier coup est :
(¬A×¬B)
¬1
A
1
B
¬1
A
1
a toutes ses vues acceptées par δ, mais n’est pas lui-même accepté par δ. Autrement dit,
avant la descente, le joueur marqué avec fait un choix interne dont il conserve une trace
dans sa vue grâce à l’arête écrasée. Après descente de cette arête, ce choix n’est plus visible
dans la vue du sommet : en refusant k�, δ n’est pas innocent.
Ce problème, bien connu en sémantique de jeux [20], se résout facilement en se restreignant
aux préfaisceaux déterministes, car on peut alors prouver le lemme 7.18 et la proposition 7.19.
Lemme 7.18. Si α est déterministe, alors β, γ, δ et � sont déterministes.
Preuve. Par l’absurde, si β n’était pas déterministe, il accepterait un câble k et deux exten-
sions de k par des coups positifs non isomorphes m1 et m2, i.e., β accepterait km1 et km2.
Ces deux coups jouent sur l’unique séquent positif de dom k, que l’on note S. Par induction
sur k, on construit facilement une vue v de k, de domaine S. En prenant les pullbacks de
m1 et m2 le long du plongement S cod m1 = cod m2, on obtient deux extensions de v
par des coups positifs non isomorphes m�1 et m�2 et acceptées par β. Par définition de Π, α
accepterait les vues m�1v et m�2v, ce qui contredit l’hypothèse « α déterministe. »
Les préfaisceaux γ et � sont obtenus par restriction le long d’un Δ plein et fidèle, qui
préserve évidemment le déterminisme.
Pour δ, si ce préfaisceau accepte deux câbles km1 et km2 où m1 et m2 sont deux coups
positifs non isomorphes, on peut remarquer par unicité de la descente que m1 et m2 descendent
d’une suite de coups positifs composables (m�1,1, . . . , m�1,k) et (m�2,1, . . . , m�2,l) donc isomorphes
jusqu’à un certain rang (au pire, seuls m�1,k et m�2,l qui descendent respectivement sur m1 et
m2 ne sont pas isomorphes). Autrement dit, on aurait deux tuiles de descente non isomorphes,
ce qui contredirait l’hypothèse « γ déterministe. »
Proposition 7.19. Si γ est déterministe et innocent, alors δ est innocent.
Preuve. On se donne un câble kr sur Y , tel que toutes ses vues v kr sont acceptées par
δ. Par définition de Σ, il suffit d’exhiber une tuile de descente t de bord droit kr acceptée
par γ. Cette tuile sera obtenue en appliquant le lemme 7.12, où le déterminisme de γ suffit
à garantir la compatibilité des tuiles. On montrera que toutes les vues-tuiles de t possèdent
des morphismes vers les vues-tuiles utilisées pour reconstruire t : par innocence de γ, ceci
assurera que t est acceptée.
Le câble kr définit une famille de vues
�
Si∈dom(kr)
vSi
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où chaque vue est unique à isomorphisme de vues près. Par hypothèse, ces vues sont acceptées
par δ donc on a une famille de vues-tuiles :
�
Si∈dom(kr)
tSi
où pour chaque i, rig tSi = vSi . Soient t1 et t2 deux tuiles quelconques dont les bords droits
partagent une vue préfixe commune v. On montre que t1|v ∼= t2|v par l’absurde en considérant
le premier coup de lef t1 qui n’est pas isomorphe à un coup de lef t2 :
— ce coup n’est pas positif car γ est déterministe,
— il n’est pas non plus négatif car alors sa descente ne serait pas triviale. Or, un coup
est identifié de manière unique par sa descente (ici dans rig t1) lorsqu’elle n’est pas
triviale.
Quitte à appliquer le lemme 7.14, on peut choisir une famille où l’égalité t1|k = t2|k est
vérifiée.
D’après le lemme 7.12, il existe donc une tuile t et des cubes de descente ci : tSi t. On
montre que toutes ses vues-tuiles sont acceptées par γ.
Soit t� t une vue-tuile de t : son bord droit admet un morphisme vers une vue vi donc
le lemme 7.12 donne une factorisation du cube en t� tSi t pour l’une des vues-tuiles
tSi définies précédemment. Le préfaisceau γ accepte tSi donc γ accepte t�. Par innocence de
γ, t est acceptée, donc δ accepte rig t = kr.
Proposition 7.20. Le préfaisceau � est innocent.
Preuve. Ce préfaisceau est obtenu par restriction de δ, qui est innocent.
7.4.2 Stabilité par descente
On prouve dans cette partie que :
Théorème 7.21. Les stratégies gagnantes sont stables par descente.
(On conserve dans cette partie les notations α, β, γ, δ et � introduites au début de la
section précédente.)
Pour montrer ce résultat, on prouve que la descente préserve les différentes propriétés des
stratégies gagnantes (voir la définition 4.12). Ainsi, on a :
Lemme 7.22. Les stratégies réceptives sont stables par descente.
Preuve. Le préfaisceau β est réceptif car s’il accepte un câble k avec dom k < 0, et si k � est
une extension élémentaire de k par un coup négatif, alors toutes les vues de kk � sont de la
forme vv� où v est une vue de k, v� une vue de k� (tous les deux élementaires), et v� est une
extension de v par un coup négatif. Comme α est réceptif, vv� est acceptée dès que v est
acceptée : toutes les vues de kk� sont donc acceptées quand k est accepté. Par définition de
Π, kk� est accepté.
Les préfaisceaux γ et � sont réceptifs dès que respectivement β et δ le sont, car ils sont
obtenus par restriction.
Il reste à montrer que δ est réceptif. Soit k un câble accepté par δ dont le domaine est
négatif. Par définition de δ, comme le foncteur rig : TH/c K/Y est une fibration, il existe
une tuile de descente t :
V � V
U � U
k� k
t
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qui est acceptée par γ. Soit ke = mehe un câble élémentaire composable avec k où me est un
coup négatif, et he sélectionne la composante positive de dom me. L’arête e ∈ edg(V ) n’a pas
de sommet but : elle admet donc une unique arête antécédent e� ∈ edg(V �) par le morphisme
de descente. Soit m�e le coup négatif sur V � qui joue sur e� la même occurrence que me sur e :
à isomorphisme près, la descente de m�e est me. Soit h�e le plongement de composante connexe
qui sélectionne la composante positive de dom m�e : ce plongement descend en he. Il existe
donc une tuile de descente te négative :
W � W
V � V
U � U
k�e ke
k� k
t
te
qui prolonge t. Comme γ est réceptif, t • te est acceptée : ainsi par définition de Σ, l’extension
kke est acceptée par δ.
En revanche, les stratégies robustes ne sont en général pas stables par descente, et l’hy-
pothèse que les vues sont finies joue un rôle crucial dans la preuve. Cette propriété demande
l’existence de prolongements de câbles par certains types de coups : or, il est à priori possible
que le foncteur polynomial
V/X Π K/X
engendre des stratégies infinies, i.e., pour lesquelles il existe une suite infinie de câbles élémen-
taires composables dont tout préfixe fini est accepté. Un exemple d’un tel comportement est
donné en début de partie 3.5. Tant que ces coups se jouent sur des arêtes qui seront écrasées
par descente, toutes les tuiles de descente correspondantes ont un bord droit trivial : ceci
permet d’engendrer des stratégies non robustes par descente de stratégies robustes.
En revanche, lorsque les stratégies sont finies on peut utiliser la forte normalisation énon-
cée au théorème 3.27 pour montrer le lemme suivant :
Lemme 7.23. Si α est une stratégie finie, alors β, γ, δ et � sont finis.
Preuve. Le seul résultat non trivial est le fait que β est fini, les autres préfaisceaux étant
obtenus par extension de Kan à gauche ou par restriction.
Soit X la position enrichie (voir section 3.5) construite à partir de X en rajoutant, pour
chaque arête pendante de X, un sommet qui bouche cette arête, et en choisissant pour chaque
nœud l’étiquetage suivant :
— pour les nœuds qui proviennent de X, on prend la longueur maximale d’une vue
acceptée par α sur son séquent ;
— pour les nœuds « bouchons », leur voisinage possède exactement une arête : on prend,
sur la formule de cette arête, le plus grand nombre de négations imbriquées. Par
exemple pour la formule (¬¬A) × (¬B), on prend l’étiquette 2. On note |e|, pour une
arête e ∈ edg(X), ce nombre.
La position X vérifie que pour chaque x ∈ ver(X) :
�(x) ≥ min{|e| | e adjacente à x}. (7.3)
On montre désormais que pour tout câble k accepté par β, il existe une partie enrichie p
ainsi qu’une tuile de câbles :
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X Y
X X,
k Up
par induction sur le câble k. On commence par le cas où k est élémentaire. Le coup p est le
coup qui joue la même occurrence que m sur la même arête active : l’étiquette du sommet
actif enrichi permet de jouer ce coup, car l’arête active possède au moins une négation, et X
vérifie (7.3).
Les étiquettes des sommets non modifiés de Y vérifient encore (7.3). L’antécédent du
sommet actif de p vérifie également cette condition : son étiquette a diminué de 1, mais c’est
aussi le cas de la mesure de la formule sur l’arête active.
Ainsi, si X vérifie (7.3), alors Y vérifie également cette condition, ce qui permet de ter-
miner la construction de p par induction.
Or, d’après le théorème 3.27, la position X est fortement normalisante : toutes les parties
p partant de cette position sont finies. Tout câble k accepté par β est donc de longueur
finie.
Ce résultat entraine alors facilement le lemme suivant.
Lemme 7.24. Les stratégies finies et robustes sont stables par descente.
Preuve. Comme pour la réceptivité, le seul préfaisceau qui n’est pas évidemment robuste est
δ.
Soit k un câble accepté par δ et dont le domaine est positif. Par définition de δ, comme
le foncteur rig : TH/c K/Y est une fibration, il existe une tuile de descente t acceptée par
γ de la forme :
V � V
U � U
k� k
t
Le domaine de k� est positif (les morphismes de descente préservent la polarité), donc il existe
une extension de k� par un coup m�0 telle que la composée des tuiles de descente :
W � W
V � V
U � U
m�0 k0
k� k
t�
t
est acceptée par γ. Si k0 n’est pas trivial, alors on obtient bien une extension de k par un
coup, ce qui assure que δ est robuste.
En revanche, si le bord droit de t� est trivial, alors dom m�0 est encore une position positive.
On répète l’opération précédente, ce qui donne une suite de coups positifs tels que les préfixes
de
km�0m
�
1m
�
2 . . . m
�
n
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sont acceptés. Comme γ est finie ce processus s’arrête, i.e., dom m�n est négatif. Le coup m�n
joue en particulier sur une arête dont la source est pendante dans cod m�n : par descente, ce
coup descend sur un câble élémentaire non trivial.
Si m�i0 est le premier coup de la suite des (mi)0≤i≤n qui descend en un coup non trivial
m, alors km est accepté par γ.
Preuve du théorème 7.21. Les stratégies gagnantes sont par définition les stratégies :
— non vides, évidemment stables par descente,
— finies, stables par descente d’après le lemme 7.23,
— réceptives, stables par descente d’après le lemme 7.22,
— robustes, stables par descente d’après le lemme 7.24,
— et déterministes, stables par descente d’après le lemme 7.18.
7.5 Composition des stratégies gagnantes
Pour définir la catégorie des stratégies gagnantes dans cette partie, nous devons définir
un foncteur de composition.
Si A, B et C sont des formules, on pose, en reprenant la notation de la section 4.3.1,
X1 = (A � B) et X2 = (B � C). On note X = (A � B � C) leur pushout le long de l’arête
B, et Y = (A � C).
Cette catégorie de stratégies est en réalité enrichie sur les ordres. Ses objets sont les
formules, et le poset des morphismes A B est donné par les stratégies gagnantes sur
A � B. Les identités sont les stratégies copycat, dont on donnera la définition précise plus
tard.
La composition en A, B, C est le foncteur polynomial Dc défini par
V/X1 + V/X2 ∼= V/X Π K/X Δ TH/c Σ K/Y Δ V/Y ,
où c : X Y est la coupure qui écrase uniquement l’arête B, restreint aux seules stratégies
gagnantes.
Remarque 7.5. Au premier isomorphisme V/X1 + V/X2 ∼= V/X près, il s’agit du même foncteur
que le foncteur donné en définition 7.1.
Le reste de cette partie est consacré à la preuve de :
Théorème 7.25. La composition est associative.
Pour cela, on commence par montrer que :
Lemme 7.26. La descente est fonctorielle sur les stratégies gagnantes, i.e., pour tous mor-
phismes de descente c : X Y et c� : Y Z, on a :
Dc� ◦ Dc = Dc�c.
La composée Dc� ◦ Dc vaut par définition :
V/X TH/c V/Y TH/c� V/Z
K/X K/Y K/Y K/Z
Π
Δ
Σ
Δ
Π
Δ
Σ
Δ
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On remarque que la partie du milieu :
V/Y
K/Y K/Y
Δ
Π
consiste à d’abord oublier les câbles, en ne gardant que les vues, puis à recréer ces câbles
juste après. La condition de Beck-Chevalley assure qu’il existe une transformation naturelle :
K̄/Y V̄/Y K̄/Y .Δ Π
id
mais l’implication inverse n’est pas vraie en général, car si l’on part d’un préfaisceau sur K/X
non innocent, alors le foncteur polynomial du haut le rend innocent, quitte à la rendre non
déterministe. Intuitivement, c’est grâce à la précomposition par
V/X K/XΠ
au tout début de la descente qui assure que tous les préfaisceaux que l’on rencontre à chaque
étape de la descente sont innocents, et donc que l’on peut prouver :
Lemme 7.27. Les deux foncteurs polynomiaux suivants sont égaux :
K/X TH/c K/Y V/Y
V/X K/Y
K/X TH/c
Π
Δ Σ Δ
Π
Π
Δ
Σ
id
Preuve. On considère uniquement des préfaisceaux booléens, et on dispose déjà d’une trans-
formation naturelle dans un sens. Il reste donc uniquement à montrer qu’il existe une trans-
formation naturelle du foncteur du haut vers le foncteur du bas.
Si α est une stratégie gagnante dans V̄/X, on pose comme en section 7.4.1 :
V/X Π K/X Δ TH/c
Σ K/Y Δ V/Y
α �→ β �→ γ �→ δ �→ �.
On sait, par la proposition 7.15 que tous les préfaisceaux sont innocents. En particulier,
δ accepte un câble k si et seulement s’il accepte toutes les vues de k, ce qui garantit bien par
définition de Π que δ = ΠΔ(δ).
Preuve du lemme 7.26. Grâce au lemme 7.27, il suffit de prouver qu’il existe un isomorphisme
naturel entre les foncteurs polynomiaux :
K/X TH/c K/Y TH/c� K/Z
Δ Σ Δ Σ
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et
K/X T/c�c K/Z.Δ Σ
On considère pour cela le diagramme :
TH/c K/Y
K/X T TH/c�
TH/c�c K/Z.
Δ
Δ
Δ
∼
Σ
Δ
Σ
Σ
Σ
Le pullback T (pris entre les foncteurs sous-jacents, et non entre les foncteurs polynomiaux)
a pour objets les paires composables de tuiles de descente sur c et c� : grâce au lemme 5.8,
on peut construire l’équivalence de catégories avec la catégorie des tuiles de descente sur c�c.
Il reste à prouver que le carré de pullback est exact, grâce à la proposition 6.10 car le
foncteur TH/c K/Y est une fibration.
Preuve du théorème 7.25. On considère quatre formules A, B, C et D, et on définit les posi-
tions
X := (A � B � C � D)
Y := (A � C � D)
Z := (A � D)
X1 := (A � B)
X2 := (B � C)
X12 := (A � B � C)
X3 := (C � D)
Y1 := (A � C).
On pose c : X Y , c� : Y Z et c12 : X12 Y1 les coupures qui écrasent respectivement
les arêtes B, C et B.
Pour prouver l’associativité, on montre que la composition biaisée à droite, i.e., le foncteur
polynomial qui envoie des stratégies (σ, τ, γ) sur (X1, X2, X3) vers (γ ◦ (τ ◦ σ)), coïncide avec
la composition non biaisée, qui est définie en précomposant Dc�c avec l’isomorphisme
V/X ∼=
�
i=1,2,3
V/Xi.
La preuve que la composition non biaisée est égale à la composition biaisée à gauche, i.e., qui
renvoie les stratégies précédentes sur ((γ ◦ τ) ◦ σ) est analogue.
D’après le lemme 7.26, Dc�c = Dc� ◦ Dc : on prouve donc en réalité que la composition
biaisée à droite est égale à ce foncteur. En explicitant les définitions, cette composition est
égale au foncteur polynomial
�
i∈1,2,3 V/Xi K/X12 + V/X3 K/Y1 + V/X3 V/Y
V/X12 + V/X3 TH/c12 + V/X3 V/Y1 + V/X3
Π∼= Δ Σ Δ ∼=
(7.4)
144
composé avec
V/Y Π K/Y Δ TH/c�
Σ K/Z Δ V/Z.
Ce dernier foncteur est exactement Dc� , donc on prouve simplement que le foncteur (7.4)
est égal à Dc.
On considère pour cela le diagramme
K/X
V/X TH/c
Trc
Trc12 + V/X3
V/X12 + V/X3 TH/c12 + V/X3
K/X12 + V/X3.
Π Δ
Δ
Π
Π Δ
Δ Π
∼= ΠΠ
λX
λX12
id
Les catégories Trc et Trc12 sont par définition des comma catégorie (définition 6.3), de cônes
respectifs λX et λX12 . Le carré du haut est exact d’après la proposition 6.9, et le carré du
bas est exact comme coproduit de carrés exacts (proposition 6.8), ce que l’on indique avec
les flèches doubles en pointillés.
Le foncteur Trc12 +V/X3 Trc est donné par propriété universelle de la comma catégorie
Trc. Il envoie :
— les triplets (v, κ, t) de Trc12 (dont on explicite la définition ci-dessous) sur des triplets
(h ◦ v, κ, t�) où t� est obtenue à partir de t en composant la base de la tuile avec le
carré commutatif :
X12 Y1
X Y ,
h
c
c12
— les vues de V/X3 sur ces vues composées avec le plongement h.
L’isomorphisme entre foncteurs polynomiaux du carré de droite provient directement du
fait que le carré commute. Enfin, comme le carré de gauche commute, la transformation de
Beck-Chevalley donne une implication. Pour prouver que le diagramme de foncteurs poly-
nomiaux commute, il reste donc à montrer sa réciproque. Pour cela on explicite d’abord la
catégorie Trc :
— ses objets sont les flèches de v dom t de K/X, où v ∈ V/X et t ∈ TH/c, i.e., les
diagrammes :
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V W
U
Xi X
� Y �
X Y
v
c
t
— ses morphismes (v�, t�) (v, t) sont des paires de morphismes v� v de V/X et
t� t de Trc qui font commuter le diagramme :
V1 W1
V2 W2
U2
U1
Xi X
�
2 Y
�
2
Xi X
�
1 Y
�
1
X Y
v�
v
c
t
t�
En dépliant les définitions, si l’on se donne un préfaisceau sur V/X12 + V/X3, alors son image
accepte une paire (v, t) :
(i) par le foncteur polynomial du bas si d’une part toute sous-tuile t� dans Trc12 dont le
bord gauche est une vue a son bord gauche accepté, et si d’autre part toute sous-vue v �
de v est acceptée ;
(ii) par le foncteur polynomial du haut si v est acceptée.
Dans (i), on peut en particulier choisir v� = v, ce qui prouve (i) ⇒ (ii).
Considérons désormais le diagramme
TH/c K/Y V/Y
V/Y1 + V/X3
TH/c12 + V/X3 K/Y1 + V/X3,
Σ
Π
Σ
Π
Δ
Δ
Δ
∼=id id
où la flèche en pointillés est donnée par la proposition 6.5.
On montre désormais que le carré :
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TH/c K/Y
TH/c12 + V/X3 K/Y1 + V/X3
Δ
Π
Δ
Π
est exact ce qui, d’après la remarque 6.1, donnera la première implication :
TH/c K/Y
TH/c12 + V/X3 K/Y1 + V/X3.
Σ
Π
Σ
Π
. Dans ce carré, une tuile de descente t ∈ TH/c est acceptée :
(i) par le haut si d’une part pour tout k� cod t, k� ∈ K/Y1, k� est accepté, et d’autre part
pour toute vue avec v cod t, v ∈ V/X3, v est acceptée ;
(ii) par le foncteur du bas si d’une part pour toute tuile t� t avec t� ∈ TH/c12, alors
cod t� est accepté, et d’autre part pour toute vue v ∈ V/X3 telle que idv t alors v est
acceptée.
On montre l’implication (ii) ⇒ (i). Elle est évidente pour les vues v ∈ V/X3, qui ne sont pas
modifiées par descente le long de c12. Pour un câble k� cod t, alors d’après le lemme de
reconstruction 7.9, il existe une tuile t� t de bord droit k�. Or par (ii), cod t� = k� est
accepté.
Il reste à montrer l’implication
TH/c K/Y
TH/c12 + V/X3 K/Y1 + V/X3
Σ
Π
Σ
Π
en montrant que (i) ⇒ (ii) dans :
(i) un câble k ∈ K/Y est accepté par le foncteur du bas si :
— pour tout k� ∈ K/Y1 tel que k� k, il existe t ∈ TH/c12 telle que cod t = k� et t est
acceptée (car le foncteur rig : TH/c K/Y est une fibration),
— et pour toute vue v ∈ V/X3 avec v k, v est acceptée ;
(ii) un câble k ∈ K/Y est accepté par le foncteur du haut s’il existe une tuile t ∈ TH/c avec
cod t = k telle que :
— pour toute tuile t� ∈ TH/c12 avec t� t, alors t� est acceptée,
— pour toute vue v ∈ V/X3 avec idv t, alors v est acceptée.
Autrement dit, cette implication revient à savoir construire une tuile de descente t sur c de
bord droit k qui soit maximale, au sens où tout autre sous-câble sur Y1 ou sur X3 provient
d’une tuile de descente plus petite que t. Pour des stratégies déterministes, il s’agit exactement
du résultat du lemme 7.12, puisque :
— l’hypothèse (i) donne pour chaque vue vi k une tuile ti de bord droit vi,
— pour une vue de V/X3, la tuile de descente identité,
— qui, par déterminisme, sont compatibles.
Ces vues-tuiles se recollent donc en une tuile t avec rig t = k. Cette tuile vérifie bien les
hypothèses pour être acceptée par (ii) car :
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— si t� est une vue-tuile de TH/c12 avec t� t alors, par la proposition 7.11, il existe une
factorisation t� ti t, or chacune des tuiles ti était acceptée donc t� est acceptée ;
— si v est une vue dans V/X3 telle que idv t, alors v est une vue de k donc est acceptée.
On conclut en précomposant par l’isomorphisme �i∈1,2,3 V/Xi ∼= V/X12 + V/X3.
7.6 Structure de réponse
Dans cette partie, on montre comment on peut définir une catégorie de réponse à partir
des stratégies gagnantes. Nous prouvons pour cela :
— que la descente permet de définir une composition sur les stratégies gagnantes (pro-
position 7.28) ;
— que l’on a des produits cartésiens dans cette catégorie (propositions 7.29 et 7.35) ;
— que l’on a un foncteur de négation (proposition 7.41) qui vérifie les conditions de
cohérence des catégories cartésiennes avec négation.
Les preuves de ces résultats font intervenir plusieurs diagrammes de foncteurs polyno-
miaux, dont les objets sont les préfaisceaux sur les vues, les câbles et les tuiles de descentes.
Pour alléger les notations dans ces diagrammes, nous remplacerons si nécessaire l’écriture
d’une position :
Γ1 � Γ2 � · · · � Γn
par la notation :
Γ1; Γ2; · · · ; Γn
où les Γi sont des listes de formules séparées par des virgules.
Définition 7.9. On note Win(A), ou dans la suite simplement Win, le graphe dont les
sommets sont les formules sur A, dont les arêtes A B sont les stratégies gagnantes sur
A � B, et avec pour loi de composition la composition des stratégies.
Proposition 7.28. Win forme une catégorie.
Preuve. Nous avons prouvé en partie 7.5 que la composition des stratégies gagnantes est
associative. Il reste à montrer l’existence d’identités, qui sont données comme d’habitude par
les stratégies copycat.
Soit A une formule et ξ : A� A une occurrence alternante. On dit que le coup mΓ,ξ
jouant l’occurrence ξ dans
Γ
A
A�
A�
Γ
A A�
est un coup copycat lorsque Γ est formée uniquement d’arêtes entrantes, sans sources, et dont
aucune ne porte l’étiquette A.
Soit v : U (A � A) une vue où U est positive. Elle se décompose en
v = v−1 v+1 · · · v−n−1v+n−1v−n
où les v−i sont des vues dont le codomaine est positif et le domaine négatif, et les v+i sont des
vues sont le codomaine est négatif et le domaine positif.
Soit ξi l’occurrence jouée par chaque coup v−i . La vue v est une vue copycat sur A � A si
et seulement si chaque v+i est un coup copycat d’occurrence ξi.
La stratégie copycat iA est la stratégie réceptive engendrée par les vues copycat sur A � A.
Il s’agit bien d’une stratégie finie (les occurrences sont des occurrences sur A strictement
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décroissantes), déterministe (étant donné un séquent positif, il existe au plus un coup copycat
depuis ce séquent car l’arête d’étiquette A dans la définition précédente est unique).
La stratégie copycat est robuste, car on montre par induction que :
— cod v−i est un séquent de la forme Γi, A� � A� où A� est une sous-formule stricte des
formules de Γi ;
— dom v−i est un séquent de la forme Γi, A�, A�� � pour le même Γi que ci-dessus, avec
ξi : A�� A�.
Il existe donc bien un coup copycat d’occurrence ξi qui part de la position Γi, A�, A�� �.
Pour montrer que iA est l’identité de A dans la catégorie des stratégies gagnantes, on
considère une version étendue des coups copycat, de la forme :
Γ
A
A�
A�
Γ
A A�
où les arêtes de Γ ont toutes un sommet source. La descente de ce coup le long de cA est
un isomorphisme. Ceci montre que dans la descente pour définir iAσ, tous les coups positifs
provenants de iA sont écrasés, et les coups sur σ sont préservés. Il en est de même pour
la composée σiA en ajoutant cette fois-ci un sommet source à l’arête A� de départ du coup
copycat.
Les stratégies gagnantes ont été définies en section 4.2.2 comme étant en particulier non
vides, afin d’avoir la propriété suivante :
Proposition 7.29. La formule 1 est un objet terminal de Win.
Preuve. Il n’existe aucun coup partant de la position A � 1, quelle que soit A, donc la stratégie
qui accepte uniquement la partie vide est le seul morphisme A 1. Elle est évidemment
gagnante.
(Cette stratégie est distincte de la stratégie qui n’accepte aucune partie.)
7.6.1 Produits binaires
On traite à présent le cas des produits binaires. On commence pour cela par donner
une caractérisation de la descente des stratégies gagnantes, en particulier pour traiter le fait
qu’elles sont non vides. On montre ensuite l’existence des produits dans la catégorie Win.
On note Strat+(X) la sous-catégorie pleine de V̄/X dont les objets sont non vides (i.e.,
ils acceptent au moins la vue identité sur X). On peut en fait voir un morphisme A B
comme un préfaisceau booléen (gagnant) sur V+/(A�B), où V+ est la restriction de V aux
vues qui ne sont pas l’identité.
On a d’abord :
Proposition 7.30. À l’isomorphisme Strat+(A � B) ∼= ˝�V+/(A�B) près, la composition dans
Win est égale à
V+/A�B + V+/B�C ∼= V+/A�B�C Π K+/A�B�C Δ T+H/cB
Σ K/A�C Δ K+/A�C.
Preuve. Ce résultat revient à prouver que le diagramme
149
V+/A;B + V+/B;C V+/A;B;C K+/A;B;C T+H/cB K/A;C K+/A;C
K/A;C
V/A;B + V/B;C V/A;B;C K/A;B;C TH/cB K/A;C
∼=
Π
Π Δ Σ Δ
Π
∼= Π Δ Σ
Π Π Π
Σ Δ
Π
(�) Prop. 6.4
commute, où la partie horizontale supérieure est le foncteur considéré, et où la partie inférieure
est le foncteur de descente le long de cB. Le triangle en bas à droite est exact d’après le
corollaire 6.6. Les foncteurs polynomiaux verticaux ne changent pas les valeurs des stratégies
sur les objets, donc tous les carrés sauf celui marqué avec (�) sont exacts.
Ce dernier carré n’est pas exact (la stratégie vide sur Ṫ+H/cB s’envoie sur la stratégie vide
par le foncteur polynomial du haut, et sur la stratégie qui accepte le câble identité par le
foncteur polynomial du bas).
On peut quand même prouver l’implication :
T+H/cB K/A;C
TH/cB K/A;C
Π
Σ
Σ
Π
car un câble k ∈ K/A;C est accepté :
(i) par le foncteur du haut si pour tout k� k, il existe une tuile t� ∈ T+H/cB acceptée et
telle que cod t� = k� ;
(ii) par le foncteur du bas s’il existe une tuile t ∈ TH/cB telle que cod t = k et pour toute
sous-tuile t� t non triviale, t� est acceptée.
Pour montrer (ii), on utilise (i) en choisissant k� = k, ce qui donne une tuile acceptée
t ∈ T+H/cB telle que cod t = k. On peut en particulier voir t comme une tuile de TH/cB : par
hypothèse, toutes ses sous-tuiles sont acceptées.
On obtient donc une première implication :
T+H/cB K/A;C K+/A;C
TH/cB K/A;C.
Σ Δ
Π
Σ
Π
On obtient sa réciproque grâce au lemme 7.9.
On traite à présent le cas des produits binaires. Pour cela, on commence par montrer
que les vues (différentes de l’identité) sur les séquents de la forme C � A × B sont en fait
en bijection avec les vues sur les séquents C � A ou C � B. Ceci permet de définir d’une
part les projections, et d’autre part pour toute paire de stratégies gagnantes σ : C A et
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τ : C B le morphisme �σ, τ� qui fait commuter le diagramme :
C
A A × B B.
σ τ
π π�
�σ,τ�
On montre enfin en proposition 7.35 que cette construction correspond bien à un produit
cartésien.
Pour chaque séquent X, on définit BVX l’ensemble des classes d’équivalence des vues
élémentaires au-dessus de X. Autrement dit, il s’agit des vues élémentaires de V0(X) quo-
tientées par isomorphismes de vues. Pour chacune de ces classes, on choisit un représentant
afin de pouvoir écrire b ∈ BV(Y, X) pour indiquer que [b] ∈ BVX , lorsque b est une vue
élémentaire b : Y X. On montre facilement que :
Lemme 7.31. Pour toutes formules A, B et C, on a BVC�A×B � BVC�A + BVC�B.
Preuve. Chaque séquent étant négatif, l’arête active est unique. Par ailleurs, si l’on note
Occ−1(A) la classe des occurrences alternantes de codomaine A, alors on a Occ−1(A × B) ∼=
Occ−1(A) + Occ−1(B).
Le résultat est alors une conséquence de la caractérisation des coups par arête active et
occurrence (remarque 3.3).
Lemme 7.32. Pour tout séquent X, on a :
V+/X �
�
[b]∈BVX
V/ dom(b).
On a alors :
Lemme 7.33. V+/C�A×B � V+/C�A + V+/C�B.
Preuve. On applique d’abord l’isomorphisme du lemme 7.32 et on réécrit les vues élémentaires
initiales avec l’équivalence du lemme 7.31.
On peut alors construire les objets produits et les projections avec :
Corollaire 7.34. Cette équivalence induit un isomorphisme d’ordres partiels Win(C, A ×
B) ∼= Win(C, A) × Win(C, B).
Les projections A × B A et A × B B sont simplement les images de la stratégie
copycat A × B A × B le long de cet isomorphisme.
Proposition 7.35. Win possède les produits binaires, hérités des produits syntaxiques, i.e.,
le produit de A et B est la formule A × B.
Preuve. Il reste à montrer la naturalité de l’isomorphisme du corollaire 7.34, ce qui revient à
vérifier que le diagramme suivant commute :
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V+/C�;C + V+/C;A + V+/C;B V+/C�;C + V+/C;A×B
V+/C�;C + V+/C;A + V+/C�;C + V+/C;B
V+/C�;C;A + V+/C�;C;B V+/C�;C;A×B
K+/C�;C;A + K+/C�;C;B K+/C�;C;A×B
T+H/cC + T
+
H/c
�
C T+H/c��C
K/C�;A + K/C�;B K/C�;A×B
K+/C�;A + K+/C�;B K+/C�;A×B.
∼=
∼=
Π Π
Σ Σ
Σ
∼=
∼=
∼=
∼=
∼=
Δ
Δ
Δ
Δ
Δ
(�)
Tous les rectangles commutent trivialement, sauf celui marqué avec (�) : ce dernier est exact
car le foncteur horizontal est surjectif sur les objets (proposition 6.7).
7.6.2 Négation
On ajoute à présent à la catégorie Win un foncteur de négation ¬ : Winop Win, et on
montre qu’il vérifie les conditions de cohérence demandées pour une catégorie de réponse. La
négation est héritée de la négation syntaxique sur les formules : sur les objets, ce foncteur ¬
envoie chaque formule A sur la formule ¬A.
Afin de définir la négation sur les morphismes, on considère d’abord pour chaque affaiblis-
sement (voir la définition 5.7) w : X X � le foncteur d’affaiblissement Ww : V/X V/X�
qui envoie chaque vue sur X vers la vue sur X � obtenue par les commutations successives
données par les lemmes 5.32 et 5.36. On peut alors définir ¬ sur les morphismes A B en
prenant l’extension de Kan à gauche le long du foncteur :
V/A�B Ww V/(A,¬B�B) V/(A,¬B�) V/(¬B�¬A), (7.5)
où
— w : (A � B) (A, ¬B � B) est l’affaiblissement évident entre les deux séquents,
— le foncteur du milieu est la post-composition avec la vue élémentaire qui joue le coup
(A, ¬B � B) (A, ¬B �), et
— le dernier foncteur est la post-composition avec la vue élémentaire qui joue le coup
(A, ¬B �) (¬B � ¬A).
On définit de façon similaire, grâce aux résultats de commutation de la section 5.6.2, qu’il
est également possible d’éliminer les affaiblissements sur les tuiles de descente, ce qui définit
le foncteur d’affaiblissement Ww : TH/cB TH/c¬B, avec les coupures évidentes cB : A � B �
C A � C et c¬B : ¬C � ¬B � ¬A ¬C � ¬A. Ceci revient à savoir construire, par
induction sur les tuiles de descente, la face avant de diagrammes de la forme :
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U2 V2
U �2 V
�
2
U1 V1
U �1 V
�
1 .
d
kl
kr
wl wr
d�
w�r
k�l
k�r
t
t�
w�l
Cette construction n’est possible, pour construire la face du haut, que dans le cas où w �l est
d�-équilibré. On montre que :
Lemme 7.36. Si t est élémentaire et si d’une part wl est d-équilibré et d’autre par wl n’affai-
blit pas les arêtes écrasées par d, alors il existe une tuile de descente t�, et des affaiblissements
w�l et w�r comme indiqués dans le diagramme précédent.
L’affaiblissement w�l est d�-équilibré et n’affaiblit pas les arêtes écrasées par d�.
Preuve. On obtient d’abord les faces :
U2 U �2
U1 U �1
w�l
wl
kl k
�
l
et
V2 V �2
V1 V �1
w�r
wr
kr k
�
r
grâce aux systèmes de commutation 5.32 et 5.36.
On considère ensuite la tuile de descente t� obtenue en faisant commuter k�l avec d. Comme
wl n’affaiblit pas les arêtes écrasées par d, cette dernière écrase exactement les mêmes arêtes
que la descente U1 V1, donc k�r est trivial si et seulement si kr est trivial. Dans le cas où
ces câbles ne sont pas triviaux, comme les coups sont caractérisés de manière unique par leur
arête active et leur occurrence, la descente de k�l le long de d est isomorphe à k�r.
La face supérieure est une factorisation dans ContrFree�Contr. Comme w�l et w�r sont par
construction deux affaiblissements, w�l est d�-équilibré.
Les arêtes affaiblies par w�l s’envoient sur des arêtes affaiblies par wl par k�l, tandis que
les arêtes écrasées par d� s’envoient par ce même câble sur des arêtes écrasées par d : w�l
n’affaiblit par conséquent aucune arête écrasée par d�.
Ce résultat se généralise immédiatement par induction sur t�. On montre par ailleurs que
l’on a trois propriétés de relèvement :
Lemme 7.37. Si t est une tuile de descente, et k un câble tels que l’on a la partie en traits
pleins du diagramme :
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W �1 W1
V �1 V1
W �0 W0
U �1 U1
V �0 V0
U �0 U0
d
d�
d��
k
w�
w
t
t�
t��
alors on peut compléter avec les flèches notées en pointillés, de sorte que l’on ait :
— un cube de descente t� t,
— où t� est l’image de t�� par élimination des affaiblissements.
Preuve. Les morphismes w et d�� sont obtenus par pullback de d� le long de w� (lemme 5.31).
Les arêtes écrasées par d�� ne sont donc en particulier pas affaiblies par w.
La tuile t� est obtenue en appliquant le lemme 7.9.
Pour construire t��, on se ramène par induction au cas où t� est élémentaire. Soit k� le
bord droit de t� : c’est un câble élémentaire. L’arête active de k� a un antécédent par w dans
W �0 : soit m le coup qui joue dans W �0 la même occurrence que le coup de k� sur cette arête.
Le choix de composante connexe de k� donne un unique choix de composante connexe pour
compléter m en un câble k.
On distingue ensuite selon la nature de rig t�. S’il s’agit d’un câble trivial, alors comme d
et d�� écrasent les mêmes arêtes (w n’affaiblit pas les arêtes écrasées par d��), alors m descent
également sur un câble trivial, ce qui donne bien un cube de descente t�� t�.
Dans le cas où rig t� n’est pas trivial, tous les coups partant de W0, W �0, V �0 et V0 jouent
la même occurrence sur la même arête, ce qui assure que le câble k descend bien sur le câble
W1 W0.
Lemme 7.38. Si t est une tuile de descente, et k un câble tels que l’on a la partie en traits
pleins du diagramme :
W �1 W1
V �1 V1
W �0 W0
U �1 U1
V �0 V0
U �0 U0
d
d�
d��
k
w�
w
t
t�
t��
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où w est d�-équilibré, alors on peut compléter avec les flèches notées en pointillés, de sorte
que l’on ait :
— un cube de descente t� t,
— où t� est l’image de t�� par élimination des affaiblissements.
Preuve. Comme w est d�-équilibré, on peut factoriser w pour obtenir w� et d�� (partie arrière
de la face inférieure).
La face du fond est construite par descente de k le long de d��. La tuile de descente t� du
milieu est obtenue par élimination des affaiblissements.
On applique pour conclure le lemme 7.8 qui fournit une tuile de câbles sur la face droite
pour compléter le diagramme avec un cube de descente t� t.
Lemme 7.39. Soit k� : V � V un câble, et w : U V un affaiblissement tel que les
arêtes affaiblies par w ne sont actives dans aucun coup de k�. On suppose que pour toute vue
v�i k
�, on possède une vue vi telle que Ww�(vi) = v�i, comme ci-dessous. Il existe alors un
câble k : U � U et des tuiles de vues κi : vi k comme dans :
U � X �i
V � W �i
U Xi
V Wi,
hi
vi
w�
k�
v�i
w
k
κi
où Ww(k) = k�.
Preuve. On se ramène par induction au cas où k� est élémentaire, et on décompose ce dernier
en un plongement ouvert suivi d’un coup :
V � V �� V .h
� m�
k�
Chaque tuile de câbles v�i k� s’écrit sous la forme :
W �i V
�
W ��i V
��
Wi V
h�i
m�i
h�
m�
k�v�i ou
W �i V
�
Wi W
��
i V
��
Wi V
h�i
m�i
h�
m�
k�
et on reconstruit dans un premier temps un cube commutatif dont les faces avant et arrière
sont des carrés commutatifs d’arêtes de droite respectivement mihi et m�ih�i, au lieu de tuiles
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de câbles. Pour passer aux tuiles de câbles, il suffira de compléter ce cube dans les cas où les
vues sont triviales.
Selon les signes de V et V �, on est dans l’un des cas suivants :
— si V et V � sont de signes contraires, alors toutes les vues v�i sauf une sont triviales ;
— si V et V � sont positives, alors toutes les vues v�i sauf deux sont triviales. Quitte à les
réordonner, ces deux vues sont v�0 où W0 est positive et W �0 est négative, et v�1 où W1
est négative et W �1 est positive ;
— le cas où V et V � sont négatives est impossible.
Soit e ∈ edg(U) l’antécédent par w de l’arête active de k� (qui existe bien par hypothèse).
On définit le coup m : U �� U comme le coup qui joue la même occurrence que m� sur
l’arête e. Autrement dit, m est obtenu par le pullback (lemme 5.31) :
U �� V ��
U V .
w
w��
m m�
On définit ensuite h : U � V � par le pullback :
U � V �
U �� V ��.
w��
h h�
Comme w�� préserve les composantes connexes, ce plongement est bien un plongement de
composante connexe.
Pour chaque i, mi est obtenu par pullback de m�i le long de w�i : par unicité, le pullback
de m le long de hi est bien le coup mi. On construit de même hi par pullback de h�i le long
de l’affaiblissement : par construction, hi est un plongement de composante connexe. Par
propriété universelle du pullback sur la face de gauche, il existe un morphisme X �i U � qui
fait commuter la face arrière. Cette flèche est un plongement ouvert d’après le lemme 3.15.
Lemme 7.40. Si l’on a un diagramme de la forme :
U � X �
V � W �
U X
V W
v
h w�
w
h�
k
k�
v�
κ
où k est un câble, w un affaiblissement, k� = Ww(k), et où v� est une vue de k�, alors il existe
une tuile de vues κ : v k comme indiqué.
Preuve. On construit d’abord la face inférieure en prenant le pullback :
X U
W V .
h
w� w
h�
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On procède ensuite par induction sur k�, en traitant le cas où k� est élémentaire. Comme au
lemme 7.39, on construit d’abord le cube où les vues sur les arêtes de droite sont remplacées
par un plongement précomposé par un coup. Lorsque cette composée est un isomorphisme, on
retrouve les tuiles de vues en complétant le diagramme pour former la tuile de vues négative.
Le câble k� est élémentaire lorsque k l’est : on décompose ces câbles en k = hm et k� = h�m�
où m et m� sont des coups et h et h� des plongements de composantes connexes.
Soit mv le pullback de m le long de h. Graphiquement, on a :
U �� X ��
V �� W ��
U X
V W
mv
w
m
m�
mv�
Par propriété universelle du pullback, il existe un morphisme X �� W �� qui fait commuter
le cube. D’après le lemme du pullback, la face de droite est un pullback et de plus son arête
supérieure est un plongement ouvert.
Soit hv le pullback de h� le long de w�� : par propriété universelle du pullback pour la
face de gauche, il existe un morphisme X � U �, qui, comme au lemme précédent, est un
plongement de composante connexe.
Proposition 7.41. Le foncteur polynomial (7.5) définit bien un foncteur Winop Win.
Preuve. La fonctorialité provient du fait que le diagramme suivant commute :
V/A;B;C K/A;B;C TH/cB K/A;C
V/¬C;¬B;¬A K/¬C;¬B;¬A TH/c¬B K/¬C;¬A.
Π Δ Σ
Π Δ Σ
Σ Σ Σ Σ(ii) =(i)
Les foncteurs polynomiaux horizontaux sont les foncteurs de descente en A � B � C et
¬C � ¬B � ¬A, tandis que les foncteurs verticaux correspondent au foncteur de négation.
On note F : K/A;B;C K/¬C;¬B;¬A et G : TH/cB TH/c¬B les foncteurs correspondants
dans le diagramme précédent. G est l’extension de Kan à gauche le long du foncteur :
V/A�B�C Ww V/X V/(¬C�¬B�¬A),
où :
— w est l’affaiblissement :
ABC ABC
¬B
¬C
¬C
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— le foncteur de droite est le foncteur précomposition par la partie p définie comme
composée des coups :
ABC
¬B
¬C
¬C
AB¬C
¬B
¬C
A¬B¬C
¬A¬B¬C .
Le carré (ii) est exact car si t ∈ TH/c¬B est acceptée par le foncteur du bas alors il existe
un câble k� ∈ K/A;B;C accepté, et un morphisme lef t Fk�. Ceci implique en particulier que
l’on est dans l’un des deux cas suivants :
— lef t est un préfixe de p. Soit tp la tuile de descente de bord gauche p, alors on a un
cube de descente t tp, ce qui permet de se ramener au cas suivant ;
— ou alors p est un préfixe de lef t.
Dans ce cas, quitte à raccourcir k�, on peut choisir lef t = Fk�. D’après le lemme 7.36 appliqué
avec le câble k� et à la tuile de câbles id lef t, alors on a bien une tuile de descente t� telle que
t Gt� (en réalité, t = Gt� ici), et dont le bord gauche k� est accepté.
Pour le carré (i), on montre d’abord la réciproque du carré :
V/A;B;C K/A;B;C
V/¬C;¬B;¬A K/¬C;¬B;¬A.
Π
Π
Δ Δ
Soit k ∈ K/A;B;C est un câble accepté par le foncteur du haut, et v� ∈ V/¬C;¬B;¬A une vue
v� Fk. On est dans l’un des deux cas suivants :
— soit v� est une vue de p. Dans ce cas, v� se prolonge en une vue vp, où vp est une vue
de p. On se ramène au cas suivant pour montrer que vp est acceptée ce qui impliquera,
par stabilité par préfixe, que v� est acceptée ;
— soit v� se décompose en v�pv0 où vp est une vue de p.
Dans le second cas, on a donc un diagramme de la forme :
U �
V � W �
U
V �� W ��
V W .
k
p
v�0
vp
Ce dernier se complète d’après le lemme 7.40 avec une vue v k telle que Fv = v�. Comme
k est accepté par le foncteur du haut, Fv est acceptée, donc v� est acceptée.
On a donc l’implication :
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V/A;B;C K/A;B;C
V/¬C;¬B;¬A K/¬C;¬B;¬A.
Π
Π
Σ Σ
et il reste à montrer sa réciproque, grâce au lemme 7.39. Soit k ∈ K/¬C;¬B;¬A un câble accepté
par le foncteur du bas. On distingue trois cas :
— si k ne joue pas ses premiers coups comme p, i.e., si k n’est pas un préfixe de p, et si p
n’est pas un préfixe de k, alors il existe une vue v k qui n’admet par de morphisme
vers l’image de F : autrement dit, k n’est pas accepté par le foncteur du bas ;
— si k est un préfixe de p, alors on prolonge k en p pour se ramener au cas suivant ;
— si k se décompose en pk0. D’après le lemme 7.39, il existe un câble k� ∈ K/A;B;C avec
Fk� = k et dont toutes les vues sont acceptées, ce qui prouve que k est accepté par le
foncteur du haut.
On montre désormais que ¬ fait de Win une catégorie de réponse. On doit pour cela
définir les isomorphismes ϕA,B,C : Win(A × B, ¬C) Win(A, ¬(B × C)).
Définition 7.10. Soit ϕA,B,C le foncteur polynomial défini sur les stratégies par
V/A×B�¬C Δ V/A×B,C�
∼= V/A,B,C�
∼= V/A,B×C� Σ V/A�¬(B×C),
où les foncteurs sont, respectivement de gauche à droite :
— la post-composition par (A × B, C �) (A × B � ¬C),
— le foncteur qui remplace tout coup éventuel sur A ou B par le coup correspond sur
A × B, et qui fusionne les arêtes A et B sur une seule arête A × B,
— la même opération avec B et C,
— la post-composition par (A, B × C �) (A � ¬(B × C)).
Lemme 7.42. Les ϕA,B,C sont des isomorphismes.
Preuve. Tous les foncteurs polynomiaux dans la définition précédente sont des isomorphismes
sur les stratégies non vides et réceptives.
Théorème 7.43. Les ϕA,B,C donnent une structure de réponse sur Win.
Pour montrer le résultat précédent, il reste à prouver que les ϕA,B,C sont :
— naturels en A, B et C ;
— vérifient le diagramme de cohérence de la définition 2.3.
La naturalité se prouve en exploitant encore les techniques de preuves des foncteurs po-
lynomiaux :
Lemme 7.44. Les ϕA,B,C sont naturels en A, B et C.
Preuve. On prouve simultanément la naturalité sur chaque composante, en montrant que le
diagramme de foncteurs polynomiaux suivant commute :
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V/A�;A +
V/B�;B +
V/C�;C +
V/A×B;¬C
V/A�;A +
V/B�;B +
V/C�;C +
V/A,B,C;
V/A�;A +
V/B�;B +
V/C�;C +
V/A;¬(B×C)
V/A�×B�;A×B +
V/¬C;¬C� +
V/A×B;¬C
V/A�;A +
V/¬(B×C);¬(B�×C�) +
V/A;¬(B×C)
V/A�×B�;A×B;¬C;¬C� V/X V/A�;A;¬(B×C);¬(B�×C�)
K/A�×B�;A×B;¬C;¬C� K/X K/A�;A;¬(B×C);¬(B�×C�)
TH/cA×B,¬C TH/cX TH/cA,¬(B×C)
K/A�×B�;¬C� K/A�,B�,C�; K/A�;¬(B�×C�)
Δ Σ
Δ Σ
Δ Σ
Δ Σ
Δ Σ
Σ Σ
∼= ∼=
∼=
Π Π Π
Δ
Σ
Δ
Σ
Δ
Σ
(i)
(ii)
(iii)
(iv)
(v)
où X est la position
.
A�
C�
B�
B
C
A
Les implications triviales ou données par Beck-Chevalley sont indiquées en pointillés.
Parmi les six implications qu’il reste à vérifier, la réciproque du carré (i) est donnée grâce à
la proposition 6.5.
Pour la réciproque de (ii), on note F : K/X K/A�×B�;A×B;¬C;¬C� le foncteur correspon-
dant dans le diagramme. On se donne un câble k ∈ K/X ainsi qu’une vue v� Fk, avec
v� ∈ V/A�×B�;A×B;¬C;¬C�. En supposant que k est accepté par le foncteur du haut, il faut
montrer que v� est acceptée. Quitte à prolonger v� en une vue v��, on peut supposer que l’on
a les traits pleins d’un diagramme de la forme :
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V �2 V2
U �2 U2
V �1 V1
U �1 U1
U �0 U0,
v
k
v��
p
F k
où p est la suite des deux coups négation sur C � puis C. Grâce au lemme 7.40, on reconstruit
la vue v de k comme indiqué. Comme k est accepté par le foncteur du haut, l’existence de
la tuile de câbles v k implique que Fv = v�� est acceptée. La vue v� est un préfixe de v��,
donc v� est acceptée.
La réciproque de (iii) se prouve de la même manière que la réciproque du carré (ii) en
proposition 7.41.
Prouver la réciproque de (iv) revient, d’après la proposition 6.2, à prouver la réciproque
du carré :
TH/cA×B,¬C TH/cX
K/A�×B�;¬C� K/A�,B�,C�;
Δ
Π
Π
Δ (7.6)
sur lequel on a noté l’implication donnée par Beck-Chevalley.
On utilise pour cela le lemme 7.37. Soient t une tuile de TH/cA×B,¬C et k� ∈ K/A�,B�,C� un
câble tels qu’il existe une tuile de câbles F (k�) rig t. Il faut montrer que k� est accepté.
On décompose t en séparant les coups de p du reste de la tuile. Concrètement, on dispose de
la face droite et de la face avant du diagramme :
161
W �1 W1
V �1 V1
W �0 W0
U �1 U1
V �0 V0
U �0 U0
V � V
U � U .
k�
cA×B,¬C
p
t
t�
t��
Le cube de descente inférieur est construit par descente, tandis que les cubes supérieurs
d’élimination des affaiblissements (à l’arrière) et de descente (à l’avant) sont construits par
le lemme 7.37. Il existe donc une tuile de descente t�� ∈ T+H/cB de bord droit k�, et un cube
de descente G(t��) t. Par le foncteur du haut, t�� est acceptée, donc k� est accepté.
Le carré (v) se prouve de la même manière que le carré (i) à la proposition 7.41.
Il reste à montrer que les ϕA,B,C sont des isomorphismes et vérifient le diagramme de
cohérence de la définition 2.3. Pour ce dernier point, afin de pouvoir utiliser ici encore les
mêmes techniques que précédemment sur les foncteurs polynomiaux, il est nécessaire d’ex-
primer chaque partie de ce diagramme comme un foncteur polynomial. Si pour ϕA,B,C , ceci
provient de sa définition, le diagramme fait cependant intervenir l’associativité du produit
cartésien (par précomposition par α−1). Nous avons donc besoin du lemme suivant :
Lemme 7.45. La précomposition par α−1 :
Win(α−1A,B,C , D) : Win(A × (B × C), D) Win((A × B) × C, D)
est égale au changement de base le long de
V/(A×(B×C)�D) ∼= V/(A,B,C�D) ∼= V/((A×B)×C�D).
Preuve. Soit σ une stratégie dans Win(A × (B × C), D). Les câbles de (α−1 | σ) sont des
câbles sur la position
(A×B)×C A×(B×C) D
Par induction sur les câbles de (α−1 | σ), pour chaque vue v de σ, il existe un unique câble k
sur la position complète qui admet v comme vue (dans K0). Le morphisme v k dans K0
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se décompose en un empilement de tuiles des formes :
V �
U � V ��
U V
• ◦
l •
V �
U � V ��
U V
◦ •
• t
U � V �
U V
r ◦
où l’on note, dans chaque tuile élementaire :
— l quand une des copies du sommet plein reçoit un coup négatif sur son arête à
gauche ;
— l quand une des copies du sommet plein joue un coup positif sur une arête à
gauche ;
— quand une des copies du sommet creux passe la main à un sommet plein
adjacent ;
— quand une des copies du sommet plein passe la main à un sommet creux
adjacent ;
— r pour les coups échangés une copie de l’arête de droite, i.e., quand une des copies
du sommet creux joue un coup positif sur une arête de droite, ou quand une des copies
du sommet creux reçoit un coup négatif depuis son arête de droite.
Par descente, on a donc une décomposition des tuiles acceptées dans TH/cA(BC) de la forme
(on remet les tuiles de câbles correspondantes sur la partie gauche de chaque diagramme) :
V �
U � V �� W �
U V W
• ◦
l •
V �
U � V �� W �
U V W
◦ •
• t
U � V � W �
U V W
r ◦
Dans les deux premiers diagrammes, l’étiquette de l’arête active sur le bord gauche est :
— soit une sous-formule de A, B ou C, dans ce cas l’arête active à droite porte la même
formule, et les deux coups jouent la même occurrence ;
— soit (A × B) × C, dans ce cas l’arête active à droite porte l’étiquette A × (B × C), et
la vue joue la même occurrence au parenthésage près.
En composant, les bords droits de ces diagrammes sont exactement les images des bords
gauches par le changement de base annoncé.
Preuve du théorème 7.43. On a prouvé au lemme 7.44 que les ϕA,B,C sont naturels. Il reste
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à montrer que ce sont des isomorphismes qui satisfont le diagramme de cohérence :
Win(A × (B × C), ¬D) Win((A × B) × C, ¬D)
Win(A × B, ¬(C × D))
Win(A, ¬((B × C) × D)) Win(A, ¬(B × (C × D))).
Win(α−1,¬D)
ϕA,B×C,D
Win(A,¬α)
ϕA×B,C,D
ϕA,B,C×D
Le diagramme de cohérence est vérifié, car d’après le lemme 7.45, il suffit de vérifier que
le diagramme
V/(A×(B×C)�¬D) V/(A,B,C�¬D) V/((A×B)×C�¬D)
V/((A×B),C,D�)
V/(A,(B×C),D�) V/(A,B,C,D�) V/(A×B�¬(C×D))
V/(A,B,C×D�)
V/(A�¬((B×C)×D)) V/(A,B,C,D�) V/(A�¬(B×(C×D))),
∼= ∼=
∼= Σ
Δ Σ
Δ
Σ
Δ
∼=
∼=
Δ
Σ
Δ
Σ
(�)
(�)
commute sur les stratégies non-vides et réceptives. Les seules parties non triviales sont mar-
quées avec (�), mais elles sont exactes car les foncteurs sont pleinement fidèles (proposi-
tion 6.4).
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Résumé
Ce travail est une contribution à la sémantique de jeux des langages de programmation.
Il présente plusieurs méthodes nouvelles pour construire une sémantique de jeux pour un
λ-calcul de continuations.
Si les sémantiques de jeux ont été développées à grande échelle pour fournir des mo-
dèles de langages fonctionnels avec références, en appel par nom et par valeur, ou pour
différents fragments de la logique linéaire, certains de leurs aspects demeurent cependant
très subtils. Cette thèse s’intéresse spécifiquement à la notion d’innocence et à la com-
binatoire mise en jeu dans la composition des stratégies innocentes, en donnant pour
chacune une interprétation via des constructions catégoriques standards.
Nous reformulons la notion d’innocence en termes de préfaisceaux booléens sur une
catégorie de vues. Pour cela, nous enrichissons la notion de partie dans notre sémantique
de jeux en ajoutant des morphismes entre parties qui vont au-delà du simple ordre préfixe
habituel. À partir d’une stratégie, donnée par les vues qu’elle accepte, on calcule son
comportement sur toutes les parties en prenant une extension de Kan à droite.
La composition des stratégies innocentes s’appuie sur les notions catégoriques ha-
bituelles de systèmes de factorisation et de foncteurs polynomiaux. Notre sémantique
permet de modéliser l’interaction entre deux stratégies comme une seule stratégie dont
il faut parvenir à cacher les coups internes, grâce à une technique d’élimination des cou-
pures : cette étape est accomplie avec une version affaiblie des systèmes de factorisation.
La composition de stratégies repose pour sa part sur l’utilisation de la théorie des fonc-
teurs polynomiaux. Les propriétés essentielles, telles que l’associativité ou la correction
de la sémantique, proviennent d’une méthode de preuve presque systématique donnée par
cette théorie.
Abstract
This work is a contribution to game semantics for programming languages. We de-
scribe new methods used to define a game semantics for a λ-calculus with continuations.
Game semantics have been widely used to provide models for functional programming
languages with references, using call-by-name or call-by-value, or for different fragments
of linear logic. Yet, some parts of these semantics are still highly subtle. This work
mainly deals with the notion of innocence, and with combinatorics involved in composing
innocent strategies. We provide both of them with an interpretation which relies on
standard categorical constructions.
We reformulate innocence in terms of boolean presheaves over a given category of
views. We design for this purpose an enriched class of plays, by adding morphisms which
do not appear in the traditional preorder of plays. We show how to compute the global
behaviour, i.e., on every play, of a strategy given by its class of accepted views by taking
a right Kan extension.
Our composition of innocent strategies relies on the usual categorial notions of factori-
sation systems and polynomial functors. In our semantics, the interaction between two
strategies is itself a strategy, in which we must hide internal moves with a cut-elimination
process. This step is given by a weakened version of factorisations systems. Composition
of strategies involves material borrowed from polynomial functors theory. This theory
yields a systematic proof method for showing essential properties, such as associativity
of composition, or correction of our semantics.
