Abstract. We study a family of coherent states, called Schrödingerlets, both in the continuous and discrete setting. They are defined in terms of the Schrödinger equation of a free quantum particle and some of its invariant transformations.
Introduction
In Quantum Mechanics, the time evolution of a d-dimensional free particle is described by the Schrödinger equation
where ∆ is the Laplace operator acting on the "space" variable x ∈ R d , and f 0 is a square-integrable function on R d describing the state of the quantum particle at time zero (for the sake of simplicity, the mass is normalized so that the Laplacian has the simple factor 1/2π).
The aim of this paper is to introduce a new family of coherent states (i.e. a frame) generated by the time evolution unitary operator defined by the Schrödinger equation; following [1, 2, 3] , its elements are called Schrödingerlets.
Clearly, the time evolution operator e i t 2π ∆ is not enough to generate a frame for L 2 (R d ), hence we need to add other unitary transformations. Observe that equation (1.1) is invariant both with respect to the rotations R ∈ SO(d), under the canonical action f (x, t) → f (Rx, t),
and with respect to the dilations a ∈ R + , under the parabolic action
where the factor a Our goal is to study the properties of the corresponding family of coherent states {π(x)η} x∈G where η is a suitable "ground state", i.e. an admissible vector. In the context of signal analysis, this amounts to analyzing the voice transform f → f, π(·)η as a map from L 2 (R d ) into a suitable Hilbert space of functions on G. We restrict ourselves to the L 2 -framework, both in the continuous and in the discrete setting. Our main contribution is twofold. First, we show that π is a reproducing representation of G and we characterize its admissible vectors. This result was already known for d = 2 [3] , and here we extend the proof to arbitrary d. Furthermore, we construct a discrete Parseval frame of the form {π(x i )η} i∈I , where {x i } i∈I is a suitable sampling of G.
In Section 2 we introduce the Schrödingerlets in two dimensions and we discuss the construction of a Parseval frame of two-dimensional Schrödingerlets. The purpose of this dimensionality restriction is twofold. Firstly, it allows to present the main ideas of this work in a simpler way, so that it may serve as a good introduction to the more involved general setting. Secondly, the two-dimensional case is somehow different from the higher dimensional cases, since when d = 2 the spherical harmonics on S d−1 correspond to the standard Fourier series; thus, a separate presentation allows to underline the peculiarities of the case d = 2.
Section 3 is devoted to studying the Schrödingerlets in any dimension. Proposition 3.3 shows that π is a reproducing representation and characterizes its admissible vectors. As a consequence, the Schrödingerlet voice transform permits to represent the quantum states as continuous functions on the parameter space R × R + × SO(d). Time evolution and rotations correspond to translations in the first and third variable, respectively, whereas dilations give rise to a multi-scale analysis of the original quantum state. However, the usual interpretation of multidimensional wavelets as a combination of (multi-dimensional) translations and dilations fails to apply here: translations are only one-dimensional, and act on the radial variable in the frequency domain, as we shall see below. To give a physical intuition, let us consider the 3D case where f , up to a normalization, can be regarded as the state of a quantum spinless particle and η as a probe state. If the momentum distribution of η is concentrated around a ball with center p 0 = 0 and radius δ, clearly the momentum distribution of ψ = π(0, a, R)η is concentrated around a ball with center in p = Rp 0 /a and radius δ/a. Hence ψ(t) = π(t)ψ is the free quantum evolution of the state ψ and the probe particle moves in the direction of p. It follows that | f, π(t, a, R)η | 2 is the transition probability between f and ψ(t), where a controls the scale change, R the rotation and t the time. For the classical directional wavelet transform, a and R play the same role, but the quantum evolution of ψ is replaced by a 3D translation in the space. We note that the lack of spatial translations in Schoredingerlets makes hard (if not impossible) to use them for a micro-local analysis, as for example wavefront sets resolution of the signals.
The main result of the paper is Theorem 3.4, which provides sufficient conditions in order to have a Parseval discrete frame.
We refer to [4, 5] for a general introduction to coherent states and reproducing formulae associated with unitary representations. Schrödingerlets in dimension two were first introduced in [3] and further discussed in [1, 2] , where G is regarded as a closed subgroup of the symplectic group and π is equivalent to the restriction to G of the metaplectic representation, whose role in signal analysis has been investigated in a series of papers [6, 7, 8, 9, 10] . We remark that the representation π is reducible and its reproducing kernel is not integrable. Hence, we cannot directly apply the classical theory of square-integrable representations by Duflo and Moore [11] , nor the coorbit space theory developed by Feichtinger and Gröchenig [12, 13] .
Another construction of reproducing representations based on the covariance properties of a free quantum particle is given by the coherent states associated to the isochronous Galilei group (see [4, Chapter 8.4 .2] and references therein). However, in this case, the dilations are not present and the frame does not depend on the time parameter. Indeed, in order to make the representation square-integrable it is necessary to reduce the Galilei group by taking the quotient modulo a group that contains the time translations.
The proof that π is a reproducing representation is based on the general theory developed in [3] . However, in our case, the fact that π is the direct sum of a countable family of square-integrable representations π i causes additional difficulties. A general approach to obtain a discrete frame without assuming that the kernel is in L 1 (G) has been developed in [14, 15, 16, 17] , but it requires the boundedness of a suitable convolution operator (see condition (R3) of [14] ), which is hard to prove in our setting. We follow here a different approach. Taking into account that π = i π i , the discretization is achieved by a slight generalization of a well known result on discrete wavelet frames in L 2 (R) [18, Theorem 1.6, Chapter 7] , by Schur's orthogonality relations for finite groups and a technical lemma about Parseval frames (Lemma 3.6). Comparing with the approach taken in [14] , we are able to provide only Hilbert frames; we hope to extend our results in future work and succeed in describing Banach frames related to the function spaces introduced in [15, 16, 19] . We also plan to investigate the relation between the decay of the Schrödingerlet coefficients and the smoothness properties of the analyzed function.
The main result in two dimensions
We state here the main result of this paper particularized for two-dimensional signals. In the first part of the section we introduce the continuous Schrödingerlets following [19] .
2.1. The continuous Schrödingerlets in 2D. For d = 2 we identify the abelian group SO(2) with the one dimensional torus T = R/2πZ as
The group G is (R ⋊ R + ) × T and its elements are denoted by (b, a, θ), writing b instead of the time variable t. In order to better visualize the action of π given by (1.2), it is worth rewriting it in an equivalent formulation by means of an intertwining operator S which we shall now define. We work in the Fourier domain with polar coordinates, and then perform a Fourier series with respect to the angular variable. Below we write R 2 for the dual space to R 2 and dξ and dx for the corresponding Lebesgue measures. We denote by dθ the Riemannian measure of T (so that
) and x · ξ is the Euclidean scalar product. Define the unitary operator J :
The unitarily equivalent representation (JF )π(JF )
The action on the radial variable can be described by the representation of R ⋊ R + on L 2 ( R + ) given by
which is nothing else than the one-dimensional wavelet representation in the positive frequency domain. The action on the angular variable is simply given by a rotation
. Therefore, the action of π on two-dimensional functions should be thought of as a classical one-dimensional wavelet representation on the radial component combined with rotations around the origin.
Consider now the Fourier series with respect to θ and define the unitary operator S :
From now on, we shall consider the equivalent representation π
. In view of (2.1) and (2.2), the action of π ′ is given by
Denote the character φ → e −inφ of T by ρ n ; the representation π ′ can be decomposed as
where each component ρ n W + acts irreducibly on L 2 ( R + ). It was proven in [2, 19] that π ′ , and therefore π, is reproducing, namely
namely, if and only if each component η n is a one-dimensional wavelet [20] . A simple way to construct admissible vectors in n∈Z L 2 ( R + ) satisfying (2.4) is to fix a one-dimensional wavelet η 0 ∈ L 2 ( R + ) satisfying (2.4) and then construct all the other components η n by dilating η 0 . Since (2.4) is invariant under positive dilations, it is immediately satisfied for all n. More precisely, set for all n ∈ Z (2.5)
for some weights α n > 0 that satisfy α 0 = 1 and n α n < ∞. This last condition ensures that the resulting η has finite norm in n∈Z L 2 ( R + ), because
The discrete Schrödingerlets in 2D.
We now show how to construct a Parseval frame of n∈Z L 2 ( R + ) associated to π ′ . Then, by means of the intertwining operator S, this frame can be transformed into a Parseval frame of L 2 (R 2 ) associated to π. Constructing a Parseval frame corresponds to a discretization of (2.3) of the form
for suitable choices of the admissible vector η and of a sampling {x i } i∈N of the group G. Our approach is based on the fact that π ′ is the direct sum of wavelet representations acting on 1D signals. Thus, it is instructive to look first at the well known one-dimensional case, namely at the representation W + acting on
provided that the conditions
hold true. Note that in this case the sampling of the group R ⋊ R + is the discrete set {(2 j k, 2 j ) : k, j ∈ Z}. We now generalize this construction to the Schrödingerlets. In view of the above sampling of the affine group, it is natural to consider the discretization of G given by
for some L ∈ Z + , where Z + := {1, 2, . . . } is the set of positive integers. Note that the angles φ l = 2πl/L give a uniform sampling of T and form a finite cyclic subgroup of order L. Let us now discuss suitable assumptions on the admissible vector η so that {π
We first observe that for every n ∈ Z it is necessary that each η n ∈ L 2 ( R + ) give rise to a Parseval frame for the corresponding space L 2 ( R + ), i.e. that each η n satisfies (2.6) (suitably normalized):
In the continuous setting, it is necessary and sufficient to assume that each η n is a one-dimensional wavelet, i.e. that (2.4) holds true for every n, in order to have the continuous reproducing formula (2.3). In the discrete case, however, assumptions (2.7) are not sufficient, and we assume the following conditions to hold true:
where Z * = Z \ {0}. When η n is given by (2.5), the above expressions can be simplified into conditions involving η 0 and the weights α n .
These orthogonality relations do not contain all the cross terms between η n and η m for n = m, but only those corresponding to the cases when m − n ∈ LZ. The reason for this simplification can be explained as follows. Two characters ρ n and ρ m restricted to the finite subgroup {2πl/L : l = 0, . . . , L − 1} are equivalent if and only if m − n ∈ LZ. As a consequence, all the cross terms corresponding to m and n for which m − n / ∈ LZ are zero by Schur orthogonality relations for finite groups. The following theorem shows that the above conditions are sufficient in order to obtain a Parseval frame.
The proof is given in Section 3.4 as part of the proof of Theorem 3.4. Here we just exhibit functions η satisfying the assumptions. Take η 0 ∈ L 2 ( R + ) such that (2.7a) is satisfied for n = 0 and such that supp η 0 ⊆ [0, 2π]. Moreover, choose weights α n ∈ (0, 1] such that α 0 = 1, n α n < ∞ and 
We now comment on the role of the number of rotations L. The conclusion of Theorem 2.1 still holds true when L = 1, namely when no rotations are considered. However, the rotations do play a role in the choice of the admissible vector η. Indeed, condition (2.8), or (2.9) in the case when (2.5) holds true, becomes weaker as L increases. More precisely, if L 2 is a multiple of L 1 and η satisfies (2.8) with L = L 1 , then the same equalities hold true with L = L 2 . Note that this is equivalent to saying that the two corresponding discrete subgroups of T are one contained into the other.
Note that for L = 1 a simple computation shows that η = 1, hence the frame obtained in Theorem 2.1 is in fact an orthonormal basis of n∈Z L 2 ( R + ) . Indeed, it is a standard general fact that a tight frame whose elements have norm (greater than or equal to) one is necessarily an orthonormal basis (see e.g. [ 
is a closed unimodular subgroup of G and its Haar measure is dh = a −1 dadR, and the set {(b, 1, I) | b ∈ R} ≃ R is a normal abelian closed subgroup of G, whose Haar measure is the Lebesgue measure db. Moreover, G is the semi-direct product of R and H with respect to the inner action of H on R given by
We set
Here V (a, R) is the unitary operator
and b → U (b) is the one-parameter group of unitary operators on L 2 (R d ) associated with the Laplacian by the spectral calculus, namely
We now prove that π is a reproducing representation. Proof. It is enough to prove the result for π, which belongs to the family of representations introduced in [3] , regarding G as semi-direct product of R and H. Indeed, H acts on the dual group R of R by the contra-gradient action
The group H acts on R d as well as on the dual space R d by means of
is easily seen to satisfy the following properties: i) Φ is a smooth map whose gradient is ∇Φ(ξ) = 2ξ; ii) the set of critical points of Φ reduces to the origin, which is a Lebesgue negligible set, and Φ(
and h ∈ H; iv) the action of H on R + is transitive, the stability subgroup at 1 ∈ R + is the compact group SO(d), and q : (0, +∞) → H, q(ω) = ω −1 , is a smooth section, namely
is the unit sphere of R d endowed with the Riemannian measure ds. From (3.2d) it is clear that
, which shows that π is the mock-metaplectic representation associated with the map Φ (see [3] ). Theorem 9 of [3] then implies that π is a reproducing representation.
It is worth noting that the above proof works also in the case when G is simply given by R ⋊ R + , namely in absence of rotations. Indeed, the only difference is in the stability subgroup at 1, which would be trivial in this case. Therefore, the corresponding representation is reproducing also without considering rotations.
We now study the admissible vectors of π. First, we need to recall some elementary facts.
Let ρ be the regular representation of
There holds that
where each H i is the space of spherical harmonics, namely the complex polynomials in d variables, homogeneous of degree i and harmonic. Here each polynomial is regarded as a function on S d−1 , so that H i can be identified as a subspace of
. For an account of the role of spherical harmonics in the representation theory of the orthogonal groups see [21] . Let
Moreover,
where ρ i is the restriction of ρ to H i . We denote by P i the projection from
If d > 2, each representation ρ i is irreducible, and two representations ρ i and ρ j are inequivalent whenever i = j (the multiplicity of each ρ i is one). For d = 2, every H i with i ≥ 1 has dimension 2 and each ρ i is the sum of two inequivalent irreducible one-dimensional representations, namely ρ
Hence, we still obtain a decomposition into inequivalent irreducible representations if we just replace the index set N with Z. For simplicity, we shall proceed using the notation of the case d ≥ 3. Except for this minor notational difference, the two-dimensional case described in Section 2 is completely covered by the argument given below.
Recall that the group R ⋊ R + has only two inequivalent infinite dimensional irreducible representations up to unitary equivalence, which we denote by W + and W − (see e.g. [22] ). Each of them acts on L 2 ( R + ) and L 2 ( R − ), respectively, as
We have the following simple lemma.
, then the changes of variable ω = r 2 and ξ = rs yield
The inverse of J is given by
which proves that J is unitary.
In what follows, we will freely identify
We define the unitary operator S : 
Proof. This proof 1 is based on the general theory developed in [3] . We sketch the main steps. For any ω ∈ R + we denote by ν ω the measure on R d which is the image measure of ω
so that, for all compactly supported continuous functions ϕ, we havê
The change of variable in spherical coordinates (as in (3.10)) giveŝ
where r 2 = ω, so that the disintegration formula 
1 An alternative proof can be derived using Proposition 2.23 of [5] .
for some constant C, to be computed. Recalling (3.1) and q(ω) = ω −1 , we obtain C = 1 sincê
Observe that
; ii) the "restriction" of the mock-metaplectic representation π to the fiber Φ −1 (1) and to the stability subgroup SO(d) is precisely ρ. Hence, (3.7) provides the decomposition of ρ into its irreducibles, all of them with multiplicity 1; iii) up to the normalization factor 1/ √ 2, the operator SF −1 coincides with the operator introduced in [3] , whose main feature is that it decomposes π into its irreducibles, each of which is the canonical representation obtained by inducing the irreducible representation of R × SO(d) acting on H i as
is admissible if and only if, for all
Explicitly, this amounts toˆ+
We mentioned above after Proposition 3.1 that the reproducing property holds true also in absence of rotations. The same is true for the construction of the admissible vectors given in Proposition 3.3. Indeed, it is enough to let ρ be the trivial representation of the identity group and to substitute identity (3.5) with
where
, so that expression (3.7) still provides the decomposition of ρ into its irreducibles. The rest of the derivation is identical as above. As it is natural, the corresponding conditions (3.14) become stronger in this case, which is the price to pay for the removal of the rotations. This is the continuous counterpart of what observed on the role of rotations for the construction of a Parseval frame (see the comments after Theorem 2.1).
3.2.
A family of admissible vectors. We now show a procedure to construct all the admissible vectors η ∈ L 2 (R d ) based on the identification provided by (3.11). Let η ∈ L 2 (R d ) satisfy (3.14). For any fixed i ∈ N, we choose an orthonormal basis {e i,k } di k=1 of H i , and define
. Furthermore, condition (3.14) implies
If ϕ i,k = 0, replacing e i,k with v i,k = c i,k e i,k in (3.17) we can always assume that
and all ϕ i,k satisfy (3.18a). If for some k the function (Sη) i (·), e i,k Hi is zero, we set v i,k = 0 and choose an arbitary ϕ i,k satisfying (3.18a).
The fact that η ∈ L 2 (R d ) implies
Conversely, given a family (
is orthogonal in H i and satisfies (3.18c) and (3.18d), then (ϕ i,k , v i,k ) i∈N,k=1,...,di defines an admissible vector via (3.18b). A simple solution is given as follows.
is admissible.
3.3. Discretization. The aim of this section is to construct a Parseval frame for L 2 (R d ) based on a discretization of the reproducing representation π. We fix a finite subgroup of SO(d) of cardinality L F = {R 1 , . . . , R L }, and we choose as grid points those in the family
We denote by F the set of equivalence classes of irreducible (unitary) representations of F , and for each equivalence class in F we fix a representative χ :
where H χ is the Hilbert space on which χ acts and U(H χ ) is the corresponding set of unitary operators. The dimension of H χ , which is always finite, is denoted by
For each i ∈ N, the representation ρ i restricted to F decomposes into its irreducibles
where m i,χ ∈ N is the multiplicity of χ into ρ i|F (with the convention that C 0 = {0} if m i,χ = 0, namely when the representation χ does not enter into the decomposition).
We remark that in the two-dimensional case the picture is clearer (see Section 2 and the remarks that follow (3.7)). Taking F = {2πl/L : l = 0, . . . , L − 1}, the set F is given by L one-dimensional representations corresponding to the L-roots of unity, namely F = {χ l (·) = e 2πil·/L : l = 0, . . . , L−1}. Writing H k = span{e ik· } for k ∈ Z (as already observed, the natural index set in 2D is Z), a simple calculation shows that ρ k corresponds to χk, wherek = k mod L. Therefore, in the above decomposition one has
Back to the case d ≥ 3, from (3.5) and (3.19) we finally obtain the decomposition of ρ |F into its irreducibles
where m χ = i∈N m i,χ , the operator I mχ is the identity on C mχ and C ∞ = ℓ 2 (N) if i∈N m i,χ = ∞. By (3.11) and (3.20) , the following identifications hold true:
where (ǫ µ ) µ∈N is the canonical basis of ℓ 2 (N) and each C mi,χ is regarded as a closed subspace of ℓ 2 (N). According to this decomposition, we denote by
Next, for each χ, we select an orthogonal basis w
For each i ∈ N, we choose m i,χ vectors in this family and denote by ∆ i,χ = (δ 1 , . . . , δ mi,χ ) the corresponding family of indices (since any element w χ δ can chosen many times, it can happen that δ µ = δ µ ′ for some pair of indices). We set
where each v i,χ,µ is a vector in H i by means of (3.19) . Finally, we select m i,χ functions ϕ i,χ,1 , . . . , ϕ i,χ,mi,χ ∈ L 2 ( R + ) such that the following conditions hold true: a) the series
and for all odd integers m
Let us comment on the relation between these assumptions and the corresponding ones given in the two-dimensional case. Assumption (3.24) is simply a restatement of the fact that η should have finite norm. Assumptions (3.25) and (3.26) correspond to assumptions (2.7) and (2.8), respectively. As we have already anticipated when discussing the 2D case, the condition (i, µ) = (i ′ , µ ′ ) corresponds to m = n and w χ δµ = w χ δ µ ′ corresponds to m − n ∈ LZ. We are now ready to state the main result of this paper.
Then the family {π(
The proof is in Section 3.4. We add a few comments.
hence (3.24) ensures that (3.27) is well defined (compare with (3.18b) ).
An important result in wavelet theory [18, Theorem 1.6, Chapter 7] shows that (3.25a) and (3.25b) are equivalent to the fact that for each i ∈ N, χ ∈ F and µ = 1, . . . , m i,χ the family
so that L/ ln 2 η is an admissible vector for π by Proposition 3.3. We now show that there exist families of {ϕ i,χ,µ }, satisfying the above conditions. To this end, fix a function ϕ ∈ L 2 ( R + ) supported in [0, 1] and such that
Choose a sequence {α i,χ,µ } such that 0 < α i,χ,µ < 1 and
Suppose further that, for any χ ∈ F , if there exists i, i ′ ∈ N and µ = 1, . . . , m i,χ ,
where (i, χ, µ) → n i,χ,µ is any bijection from the index set
With the above choices, define
Now, the sum in (3.25b) contains products of the form
Since |2 j 2πm/α i,χ,µ | > |2 j 2πm| > 1 for every odd integer m and every non-negative integer j, one of the two factors must always vanish, so that (3.25b) holds true. Similarly, (3.31) implies (3.26a) and (3.26b).
3.4. Proof of Theorem 3.4. We first prove a technical lemma, which is a variant of a well known result (see Lemma 1.10 of [18] ).
We recall that a family (ψ i ) i∈N in a separable Hilbert space H is a Parseval frame if one of the following two equivalent conditions is satisfied:
see Theorem 1.7 Chapter 7 of [18] . Both series converge unconditionally. For a thorough discussion on frames see e.g. [23, 24] .
By construction, D is a linear subspace containing S, so that D is dense and V is a linear operator. It is known that V is a closed operator, see Proposition 2.8 of [5] . By (3.32), the restriction of V to S preserves the scalar product. By linearity, the same property holds on the linear subspace spanned by S, which is contained in D and dense in H since S is total in H. Then V extends to a unique isometry W from H into ℓ 2 (N). Since V is closed, then D = H and V = W . By definition of V , the family (ψ i ) i∈N is a Parseval frame.
The following lemma is a variant of a result given in [5] 
Proof. Assume that (ψ i ) i∈N is a Parseval frame for H and fix j ∈ N. Given f ∈ H j and f ′ ∈ H ′ j , we have
For all k ∈ N, P k is a bounded linear operator, and
whence a) and b) easily follow. Conversely, set
which is total in H by construction. Conditions a) and b) imply that (3.32) of Lemma 3.5 is satisfied, hence, (ψ i ) i∈N is a Parseval frame.
The following result is a restatement of the well known characterization of wavelet Parseval frames. For the sake of clarity, we set λ = (j, k) ∈ Λ = Z 2 and Proof. The fact that (3.33) is equivalent to (3.25a) and (3.25b) is one of the fundamental results at the root of wavelet frames, see Theorem 1.6 of [18] . The fact that (3.26a) and (3.26b) imply (3.34) follows by Lemma 1.18 of [18] , which, by polarization, can be rewritten as ϕ i ′ ,χ,µ ′ (2 n ω)ϕ i,χ,µ (2 n (ω + 2πm)).
Indeed, (3.26a) implies that the first summand vanishes, whereas (3.26b) implies that h m vanish for all odd integers, hence the second summand is zero.
Proof of Theorem 3.4 . By means of the unitary operator S, we can prove the result for the family of vectors
Sπ(x λ,ℓ )η λ ∈ Λ, ℓ = 1, . . . , L in the space i∈N L 2 ( R + , H i ), which by (3.11) and (3.21) can be identified with
We will apply Lemma 3.6. So, let us fix i, i ′ ∈ N, χ, χ ′ ∈ F and µ ∈ {1, . . . , m i,χ }, µ ′ ∈ {1, . . . , m i,χ ′ }. Given ϕ, ϕ ′ ∈ L 2 ( R + ) and w ∈ H χ , w ′ ∈ H χ ′ , we look at the quantity
Recall that, since x λ,ℓ = (x λ , R ℓ ), 
where the second equality is a consequence of (3.33). Summarizing the above results in a single equation, we obtain
The conclusion follows from Lemma 3.6.
