1. Introduction. This paper focuses on the total least squares (TLS) formulation of the linear approximation problem with multiple right-hand sides
A ∈ R m×n , X ∈ R n×d , B ∈ R m×d , A T B = 0, (1.1) or, equivalently,
We concentrate on the incompatible problem (1.1), i.e. R(B) ⊂ R(A). The compatible case reduces to finding a solution of a system of linear algebraic equations. In TLS, contrary to the ordinary least squares, the correction is allowed to compensate for errors in the system (data) matrix A as well as in the right-hand side (observation) matrix B, and the matrices E and G are sought to minimize the Frobenius norm in min X,E,G G E F subject to (A + E)X = B + G.
(1.3)
2. Preliminaries. As usual, σ j (M ) denotes the jth largest singular value, R(M ) and N (M ) the range and the null space, M F and M the Frobenius norm and the 2-norm of the given matrix M , respectively, and M † denotes the Moore-Penrose pseudoinverse of M . Further, v denotes the 2-norm of the given vector v, I k ∈ R k×k denotes the k-by-k identity matrix.
In order to simplify the notation we assume, with no loss of generality, m ≥ n + d (otherwise, we can simply add zero rows). Consider the SVD of A, r ≡ rank(A), 
where
. . , σ s , 0) ∈ R m×(n+d) , and
If s = n+d (which implies r = n), then Σ and Σ have no zero singular values. Among the singular values, a key role is played by σ n+1 , where n represents the number of columns of A. In order to handle possible higher multiplicity of σ n+1 , we introduce the following notation σ p ≡ σ n−q > σ n−q+1 = . . . = σ n q = σ n+1 = . . . = σ n+e e > σ n+e+1 , (2.5) where q singular values to the left and e − 1 singular values to the right are equal to σ n+1 , and hence q ≥ 0, e ≥ 1. For convenience we denote n − q ≡ p. (Clearly σ p ≡ σ n−q is not defined iff q = n, similarly σ n+e+1 is not defined iff e = d.)
For an integer ∆ (not necessarily nonnegative) it will be useful to consider the following partitioning 
∈ R m×(d+∆) , and V
11 ∈ R d×(n−∆) , V
12 ∈ R d×(d+∆) ,
∈ R n×(n−∆) , V 22 ∈ R n×(d+∆) . When ∆ = 0, the partitioning conforms to the fact that [B|A] is created by A appended by the matrix B with d columns and in this case the upper index is omitted, Σ 1 ≡ Σ (0) 1 , etc. The classical analysis of the TLS problem with a single right-hand side (d = 1) in [7] , and the theory developed in [17] were based on relationships between the singular values of A and [B|A] . For d = 1, in particular, σ n > σ n+1 represents a sufficient (but not necessary) condition for the existence and uniqueness of the solution. In order to extend this condition to the case d > 1, the following generalization of [7, Theorem 4 .1] is useful. is of full column rank equal to (n − ∆).
The first part follows immediately from the interlacing theorem for singular values [17, Theorem 2.4, p. 32] (see also [13] ). For the proof of the second part see [ We start our analysis with the following definition. (2.6) . Take ∆ ≡ q, where q is the "left multiplicity" of σ n+1 given by (2.5). • If V (q) 12 is rank deficient (i.e. has linearly dependent rows), then we call (1.1)-(1.3) a TLS problem of the 2st class.
The set of all problems of the 1st class will be denoted by F . The set of all problems of the 2nd class will be denoted by S .
3. Problems of the 1st class. For d = 1, the right singular vector subspace corresponding to the smallest singular value σ n+1 of [b|A] contains for a TLS problem of the 1st class a singular vector with a nonzero first component. Consequently, the TLS problem has a (possibly nonunique) solution. As we will see, for d > 1 an analogous property does not hold. The TLS problem of the 1st class with d > 1 may not have a solution. First we recall known results for two special cases of problems of the 1st class.
3.1. Problems of the 1st class with unique TLS solution. Consider a TLS problem of the 1st class. Assume that σ n > σ n+1 , i.e. q = 0 (p = n). Setting
12 ≡ V 12 is a square (and nonsingular) matrix. Define the correction matrix 
]. Since V 12 is square and nonsingular,
which gives the uniquely determined TLS solution
We summarize these observations in the following theorem, see [17, 
12 is of (full row) rank d. In the following discussion we restrict ourselves to the single right-hand side case. The condition (i) implies that the TLS problem is of the 1st class. If d = 1 and q = 0, then (i) reduces to (3.4) and the statement of Corollary 3.3 says that σ n > σ n+1 if and only if σ n > σ n+1 and [1, 0, . . . , 0]
T v n+1 = 0. In order to show the difficulty and motivate the classification in the sequel, we now consider all remaining possibilities for the case d = 1. It should be, however, understood that they go beyond the problems of the 1st class and the unique TLS solution. If σ n = σ n+1 , then it may happen either σ n > σ n+1 and i T 1 v n+1 = 0, which means that the TLS problem is not of the 1st class and it does not have a solution, or σ n = σ n+1 . In the latter case, depending on the relationship between σ n−q and σ n−q+1 = . . . = σ n+1 for some q > 0, see Corollary 3.3, the TLS problem may have a nonunique solution, if the TLS problem is of the 1st class (see the next section), or the solution may not exist. We see that an attempt to base the analysis on the relationship between σ n and σ n+1 becomes very involved.
The situation becomes more transparent with the use of the core problem concept from [11] . For any linear approximation problem Ax ≈ b (we still consider d = 1) there are orthogonal matrices P , R such that 
We will review all possible situations: 
⇐⇒ TLS solution exists and is unique,
⇐⇒ TLS solution exists and is not unique,
If the TLS solution exists, then the minimum norm TLS solution can always be computed, and it is automatically given by the core problem formulation. If the TLS solution does not exist, then the core problem formulation gives the solution equivalent to the minimum norm nongeneric solution constructed in [17] .
We will see that in the multiple right-hand sides case the situation is much more complicated.
3.2. Problems of the 1st class with nonunique TLS solutions-a special case. Consider a TLS problem of the 1st class. Assume that e ≡ d in (2.5), i.e. let all the singular values starting from σ n−q+1 ≡ σ p+1 be equal,
The case q = 0 (p = n) reduces to the problem with unique TLS solution discussed in Section 3. Then it seems meaningless to approximate B by the columns of A, and we will get consistently with [17] the trivial solution X TLS ≡ 0 (this case does not satisfy the nontriviality assumption A T B = 0 in (1.1)). Therefore in this section the interesting case is represented by n > q > 0 (0 < p < n).
We first construct the solution minimal in norm. Since V
12 ∈ R d×(q+d) is of full row rank, there exists an orthogonal matrix Q ∈ R (q+d)×(q+d) such that
where Γ ∈ R d×d is square and nonsingular. Such an orthogonal matrix Q can be obtained, e.g., using the LQ decomposition of V 
is an orthonormal basis of its orthogonal complement, and
Define the correction matrix
where u j and v j represent left and right singular vectors of the matrix [B|A], respectively. If σ p+1 = . . . = σ n+d = 0, then the correction matrix is a zero matrix (σ n+1 = 0) and the problem is compatible, thus we consider σ p+1 = . . . = σ n+d > 0. Note that with the choice of any other matrix Q = [Q 1 |Q 2 ] giving a decomposition of the form (3.7), Q 2 represents an orthonormal basis of the subspace spanned by the columns of V (q) T 12 , and therefore Q 2 = Q 2 Ψ for some orthogonal matrix Ψ ∈ R d×d . Consequently, (3.9) is uniquely determined independently on the choice of Q in (3.7).
Clearly 
This can be expressed as Using Corollary 3.3 we get It can be shown, that for any such choice a norm of the corresponding solution X is larger than or equal to the norm of X (q) given by (3.10), and any such X represents a TLS solution. Consequently, the special TLS problem satisfying (3.6) has infinitely many solutions.
3.3. Problems of the 1st class-the general case. Here we consider a TLS problem of the 1st class with a general distribution of singular values. We will discuss only the remaining cases not covered in the previous two sections, i.e., n ≥ q > 0 (0 ≤ p < n, recall that p = n − q) and e < d, giving
(note that σ p does not exist for q = n (p = 0)). We will see that in this general case the problem (1.1)-(1.3) may not have a solution.
We try to construct a TLS solution with the same approach as in Section 3.2, and we will show that it may fail. Since, with the partitioning (2.6), ∆ ≡ q, the matrix
is of full row rank, there exists an orthogonal matrix Q ∈ R (q+d)×(q+d)
such that
where Γ ∈ R d×d is square and nonsingular. With the partitioning Q = [Q 1 |Q 2 ], where
×d , the columns of Q 2 form an orthonormal basis of the subspace spanned by the columns of V (q) T 12 , and
(3.14)
Following [17] , it is tempting to define the correction matrix
which differs from (3.9) because the diagonal factor is no longer a scalar multiple of the identity matrix. Analogously to the previous section, the matrix (3.15) is uniquely determined independently on the choice of Q in (3.13).
The columns of the matrix [
T are in the null space of the corrected matrix
In general the columns of [
T do not represent a basis for the null space of the corrected matrix. If A is not of full column rank, the extended matrix [B|A] has a zero singular value with the corresponding right singular vector having the first d entries equal to zero. Such a right singular vector is in the null space of the corrected matrix but it can not be obtained as a linear combination of the columns of [Γ T |Z T ] T . Since Γ is square and nonsingular,
and we can construct
The matrices (3.17) and (3.15) do not depend on the choice of Q in (3.13). The matrix X (q) given by (3.17) is a natural generalization of X (q) given by (3.10). The classical TLS algorithm [15, 16] (see also [17] ) applied to a TLS problem of the 1st class returns as output the matrix X (q) given by (3.17) with the matrices G, E given by (3.15). We will show, however, that X (q) is not necessarily a TLS solution. We first focus on the question whether there exists another correction E, G corresponding to the last q + d columns of V that makes the corrected system compatible. Such a correction can be constructed analogously to (3.13) by considering an orthog-
where Γ ∈ R d×d is nonsingular and Ω is a matrix not necessarily equal to zero. Then define the correction matrix
The corrected system (A + E)X = B + G is compatible and the matrix
solves this corrected system. The columns of [
T have to be in the null space of the corrected matrix [B + G|A + E]. As above, they do not necessarily represent a basis of this null space. Now we show that X (q) does not necessarily represent a TLS solution, i.e., the Frobenius norm of the correction matrix (3.15) need not be minimal. This can be illustrated by a simple example. Let q = n and e < d. Then in (3.13) we set
in the partitioning (2.6) vanish for ∆ ≡ q = n.) Therefore Summarizing, the classical TLS algorithm of Van Huffel computes for TLS problems of the 1st class the output (3.2), (3.10), or (3.17), which are formally analogous, but with different relationship to the TLS solution. While (3.2) and (in the particular case of a very special distribution of the singular values) (3.10) represent TLS solutions (having minimal Frobenius and 2-norm), the interpretation of (3.17) remains unclear. The partitioning of the set F of TLS problems of the 1st class according to the conditions valid in (3.2), (3.10), and (3.17) is unsatisfactory. In particular, apart from the simple case (3.2) and the very special case (3.10) we do not know whether a TLS solution exists. 1 We will therefore develop a different partitioning of the set F in Section 4. First we briefly discuss some properties of matrices X (q) and X.
3.4. Note on the norms of matrices X (q) and X. It is obvious that X given by (3.17) is a special case of X given by (3.20) . The following Lemma 3.5 gives simple formulas for the Frobenius norm and 2-norm of X. Lemma 3.6 shows that X (q) has the minimal norms among all X of the form (3.20) . The proofs are fully analogous to the proofs of [17, Theorems 3.6 and 3.9].
T ∈ R (n+d)×d have orthonormal columns and assume Γ ∈ R d×d is nonsingular. Then the matrix X = − Z Γ −1 has the norms
where σ min ( Γ) is the minimal singular value of Γ.
given by (3.13)-(3.17) and
Moreover, equality holds for the Frobenius norms if and only if X = X (q) .
These lemmas can be easily seen as follows. A matrix X of the form (3.20) is going to be minimal in the Frobenius or the 2-norm when Γ −1
is maximized, respectively. The minimization/maximization are with respect to the orthogonal matrix Q which is considered a free variable, with the constraint that Γ has to be nonsingular. The interlacing theorem for singular values applied to the matrices [Ω| Γ] = V (q) 12 Q and Γ gives
with all the inequalities becoming equalities if and only if Ω = 0. The minimum for the 2-norm is reached when the smallest singular values are equal, i.e.,
Note that there can be more than one matrix of the form (3.20) reaching the minimum of the 2-norm. If the corrected matrix (A+ E) has linearly dependent columns, then the corrected system with the correction [ G| E] of the form (3.19) can have more than one solution. The following lemma shows that under some additional assumptions on the structure of Q, the matrix (A + E) is of full column rank, and therefore the matrix X of the form (3.20) is the unique solution of the corrected system. (Note that the correction (3.15) is a special case of the correction (3.19).) Lemma 3.7. Consider a TLS problem of the 1st class. Let [ G| E] be the correction matrix given by (3.19) and let X be the matrix given by (3.20) . If Q in (3.18) has the block diagonal form Q = diag(Q , I d−e ), where Q ∈ R (q+e)×(q+e) is an orthogonal matrix, then (A + E) is of full column rank and X represents the unique solution of the corrected system (A + E) X = B + G.
Proof. Since Q = diag(Q , I d−e ) has the block diagonal structure,
i.e.Ū ΣV T represents the SVD of [B|A] with
Using this SVD, the corrected matrix can be written as 
is of full column rank. The matrix X is then the unique solution of the corrected system (A + E) X = B + G.
We will see in the next section that the form Q = diag(Q , I d−e ) appears in a natural way.
4. Partitioning of the set of problems of the 1st class. We will base our partitioning and the subsequent classification of TLS problems with multiple righthand sides on the following theorem.
Theorem 4.1. Consider a TLS problem of the 1st class. Let (2.3) be the SVD of [B|A] with the partitioning given by (2.6), ∆ ≡ q ≤ n, where q is the "left multiplicity" of σ n+1 given by (2.5), p ≡ n − q. Consider an orthogonal matrix Q such that
where Q 1 ∈ R (q+d)×q , Q 2 ∈ R (q+d)×d , and define
Then the following two assertions are equivalent:
(i) There exists an orthonormal matrix Ψ ∈ R d×d , such that Q ≡ Q diag(I q , Ψ) has the block diagonal structure (ii) The matrix
Proof. First we prove the implication (i) =⇒ (ii). We partition
which gives, using (4.2) and (2.5) 
Since σ n+1 > σ n+e+ for all = 1, . . . , d − e, this implies that all rows of Q 22 have norm equal to one. Consequently, since Q is an orthogonal matrix, Q 21 = 0, i.e.
and the matrix Q 22 has orthonormal rows. Consider the SVD
, P ∈ R d×d are square orthogonal matrices. Define orthogonal matrices
Because Q is orthogonal, the last d − e columns of Q 12 Ψ (i.e. corresponding to the block I d−e ) are zero and 
, the matrix Q yields the same correction (4.2) as Q.
The statement of this theorem says that any correction [ G| E] (reducing rank of [B|A] to at most n) having the norm given by (4.4) can be obtained as in (4.1)-(4.2) with Q in the block diagonal form (4.3). Now we describe three disjoint subsets of problems of the 1st class representing the core of the proposed classification. Define the partitioning of the matrix V (q) 12 with respect to e, the "right multiplicity" of σ n+1 , given by (2.5)
∈ R d×(d−e) . Note that since rank(V has full column rank),
• rank(W (q,e) ) > e and rank(V (−e) 12
has full column rank),
is rank deficient), will be denoted by F 1 , F 2 , and F 3 , respectively. Clearly, F 1 , F 2 , and F 3 are mutually disjoint and
4.1. The set F 1 -problems of the 1st class having a TLS solution in the form X (q) . Consider a TLS problem of the 1st class from the set F 1 , i.e. rank(W (q,e) ) = e in (4.5) which implies V
is of full column rank, i.e. rank(V (−e) 12 ) = d − e. First we give a lemma which allows to relate the partitioning (4.5) to the construction of a solution in (3.13)-(3.17). (i) The matrix W (q,e) has rank equal to e. (ii) There exists Q in the block diagonal form (4.3) satisfying (3.13).
Proof. Let W (q,e) ∈ R d×(q+e) have rank equal to e. Then rank(V (−e) 12 ) = d − e. There exists an orthogonal matrix H ∈ R (q+e)×(q+e) (e.g., a product of Householder 
where the block diagonal matrix Q is the orthogonal matrix (4.3) from Theorem 4.1. The TLS solution is uniquely determined by the orthogonal matrix
In our construction, Q ∈ R (q+e)×(q+e) is required to lead to a nonsingular Γ. Since the matrix inversion is a continuous function of entries of a nonsingular matrix, and matrix multiplication is a continuous function of entries of both factors, the matrix X = − Z Γ −1 is a continuous matrix-valued function of Q . Define two nonnegative functionals N 2 (Q ) :
+∞] on a set of all (q + e)-by-(q + e) orthogonal matrices such that
The functional N F (Q ) is defined analogously. Note that both functionals are nonnegative and lower semi-continuous on the compact set of all (q + e)-by-(q + e) orthogonal matrices, and thus both functionals have a minimum on this set.
Theorem 4.5 does not address the uniqueness of the minimum norm solutions, and it also does not give any practical algorithm for computing them. Further note that the sets of solutions minimal in 2-norm and minimal in the Frobenius norm can be different or even disjoint. This fact can be illustrated with the following example. Consider the problem given by its SVD decomposition
where A ∈ R 4×2 , B ∈ R 4×2 (it is easy to verify that A T B = 0). Here q = 1, e = 1,
have rank two and one, respectively. This problem is of the 1st class and belongs to the set F 2 . The TLS solution is determined by the orthogonal matrix
which depends only on one real variable φ. the norms it is clear that the set of solutions minimal in 2-norm has no intersection with the set of solutions minimal in the Frobenius norm. If we use in the previous example (4.8) the matrix of the right singular vectors
then there exists a solution which is minimal in both 2-norm and the Frobenius norm. Now we show that a TLS solution does not exist for the problems from the set F 3 . Using a general matrix Q, see (3.18) we construct a correction (3.19) which makes the system compatible, and the norm of this correction is arbitrarily close to the lower bound , where C 11 ∈ R q×q and C 22 ∈ R (d−e)×(d−e) are diagonal matrices having ρ diagonal entries (on the positions (k , k ) and (j , j ), = 1, . . . , ρ, respectively) equal to cos(θ) (the other diagonal entries are equal to 1), and S 12 ∈ R q×(d−e) has entries on positions (k , j ), = 1, . . . , ρ, equal to sin(θ) (the other entries are zero). Since 0 < θ < π, the matrix
] is nonsingular, and thus the corresponding correction makes the system compatible. The transformation matrix
can be, with θ −→ 0, arbitrarily close to the block diagonal form (4.3), and moreover the Frobenius norm of the corresponding correction
can be arbitrarily close to the lower bound given by (4.4). Consequently, there is no minimal correction that makes the system (1.1) compatible. The TLS problem (1.1)-(1.3) with rank deficient V 
Proof. The upper bound in (4.9) follows immediately from (3.15). The lower bound in (4.9) follows from the fact that the correction matrix makes the system compatible, i.e. the resulting rank of [B + G|A + E] is at most n, which also proves the upper bound in (4.10). Since the rank of [G|E] is at most d, the lower bounds in (4.10) follows trivially.
The result of the following theorem can also be found in [22 
(recall that n = p + q). This happens either if q = 0 (the case with the unique solution discussed in Section 3.1), or if σ p+1 = . . . = σ n+d (the special case discussed in Section 3.2). is, at the same time, rank deficient),
.
Then the matrix
with the corresponding correction can be constructed analogously to (3.13)-(3.17), with q replaced by t. Obviously, this matrix might not be uniquely defined when σ n−t+1 is not simple, in particular, when σ n−t = σ n−t+1 . In order to handle a possible multiplicity of σ n−t+1 , it is convenient to consider the following notation σ n−e q > σ n−e q+1 = . . . = σ n−t = σ n−t+1 ≥ σ n−t+2 , (iii) if the problem is of the 2nd class, i.e., the problem belong to the set S , then X (κ) does not represent a TLS solution (a TLS solution does not exist), κ ≡ q.
For d = 1 (single right-hand side case) the output X (κ) of Algorithm 1 represents the TLS solution of the core problem (3.5) transformed to the original coordinate system. The output X (κ) has two further important interpretations.
Lemma 6.1 (The constrained total least squares (C-TLS)). The matrix
given by Algorithm 1 represents the unique solution of the constrained minimization problem
and
with the correction [G|E] given by (3.15) (with q possibly replaced by q).
The additional constraint (6.2) can be equivalently rewritten as
where Y is defined analogously to (3.13). Since σ n−κ > σ n−κ+1 , the correction matrix in (6.1)-(6.2) is unique. Consequently, the constrained problem (6.1)-(6.2) has the unique solution X C-TLS ≡ X (κ) . Furthermore, since the matrix in (3.13) (with q possibly replaced by q) has orthonormal columns, X The problem (6.3) is clearly a TLS problem of the 1st class (belonging to the set F 1 ). Moreover it is a special case described in Section 3.2. This problem is called truncated total least squares problem (T-TLS) for the given A, B, with the solution X T-TLS ≡ X (κ) , see [17, note on p. 82]. It is worth to note that the T-TLS concept allows us to assume that the original problem AX ≈ B is a perturbation of the modified problem AX ≈ B. From the T-TLS point of view, any TLS problem may be interpreted as a perturbed problem of the 1st class with the special singular values distribution (3.6). Since X T-TLS = X (κ) , Algorithm 1 can be used as a relatively simple and useful regularization technique, see, e.g., [21, 2, 3] 7. Conclusions. We have presented a new classification of TLS problems with multiple right-hand sides. Each TLS problem falls into one of four distinct sets. The union of the first three sets F j , j = 1, 2, 3 contains problems of the 1st class. It is complemented by the set S of problems of the 2nd class, as illustrated by the following schema: set F 1 set F 2 set F 3 set S
E '
XTLS ≡ −V It has been shown that the special cases analyzed in [17] belong to the set F 1 . We have proved that any problem from F 1 ∪ F 2 has a TLS solution, whereas problems from F 3 ∪ S do not have a TLS solution. Moreover, for any problem from F 1 ∪ F 2 there exist a TLS solution minimal in the 2-norm and the solution minimal in the Frobenius norm, but for the problems from the set F 2 the minimum norm solutions can be distinct.
The classical TLS algorithm (Algorithm 1) computes a TLS solution only for problems belonging to the set F 1 . We have not provided an efficient algorithm for computing a TLS solution for the problems from F 2 (where it exists). It can possibly be obtained using a nonlinear optimization over a parameterization of the set of corresponding orthogonal matrices. However, this optimization is hardly practically applicable.
The TLS problems with d = 1 have been clarified through the concept of the core reduction. An extension of this concept to a TLS problems with d > 1 could help to understand the discrepancy between the true TLS solution and the solution given by the classical TLS algorithm. An approach based on such a reduction, outlined in [12] , will be discussed elsewhere.
