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Abstract
Fix a discrete-time Markov chain (V, P ) with finite state space V and transition
matrix P . Let (Vn, Pn) be the Markov chain on n-blocks induced by (V, P ), which
we call the n-block process associated with the base chain (V, P ). We study coalescing
random walks on mixing n-block Markov chains in discrete time. In particular, we are
interested in understanding the asymptotic behavior of ECn, the expected coalescence
time for (Vn, Pn), as n→∞. Define the quantity L = − log λ, where λ is the Perron
eigenvalue of the matrix Q that has entries Qi,j = P
2
i,j. We prove the existence of
four limits and show that all of them are equal to L: lim
n→∞
1
n
logECn, lim
n→∞
1
n
logm∗n,
lim
n→∞
1
n
log m¯n, and lim
n→∞
− 1
n
log ∆n, where m
∗
n and m¯n are the maximum and average
meeting times for (Vn, Pn) respectively. We establish the inequalities 0 < L ≤ h,
where h is the entropy of P , and show that L = h iff P is a measure of maximal
entropy. The formulas and bounds for L provide a complete characterization of ECn
on the exponential scale.
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1Introduction
Every Markov chain is associated with a graph that has vertices representing the
states and directed edges between states with a non-zero transition probability. A
coalescing random walk on a Markov chain is defined as follows. Place a random
walker on each vertex of the graph associated with the chain. As time evolves,
the walkers move independently according to the transition probabilities until they
meet. When two or more walkers meet, or occupy the same state simultaneously,
they coalesce (become one walker or cluster) and move together thereafter. The first
time that only one walker remains in the system is the coalescence time.
The coalescence time is of interest in its own right and also due to its relationship
with an important parameter in another interacting particle system, the voter model.
The voter model can be interpreted as describing the evolution of opinions in a
social network and has received considerable attention from the “network science”
community (see [5] and references therein). Because the coalescing random walk is
dual to the voter model, the consensus time of the voter model is equivalent to the
coalescence time of the coalescing random walk. Thus, one of the main objectives in
the study of coalescing random walks is to determine the expected coalescence time
EC.
The expected coalescence time is well-studied for certain types of graphs, such as
the torus in Zd [4] and r-regular graphs [3]. However, since EC is often difficult to
calculate directly, methods for estimating the order of EC are often studied instead.
Typically, other parameters of the Markov chain are used to bound EC.
In [3], the authors find sharp asymptotic bounds on the order of magnitude for
EC and several other parameters for random walks on r-regular graphs for r ≥ 3. For
a coalescing random walk on an r-regular graph with n vertices, they estimate EC
as 2θrn, where θr =
r−1
r−2 . Note that 1 < θr ≤ 2. In other words, EC is approximated
as a constant multiple of |V |, the cardinality of the state space of the Markov chain.
Hitting times and meeting times (See Definitions 2.0.7 and 2.0.8) have also been
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used to estimate EC. For transitive, reversible, irreducible, continuous-time Markov
chains, Oliveira (2012) proves that EC is approximately 2m(Q) where m(Q) is the
expected meeting time of two independent continuous-time random walks [8]. A
similar result is also proved for general mixing continuous-time chains which esti-
mates EC as a constant multiple of the expected meeting time [8]. For reversible,
irreducible, continuous-time chains over a finite state space, Oliveira (2010) proves
that there exists a universal constant K > 0 such that, for any number n ≥ 1 of in-
dependent coalescing random walks, ECn has an upper bound of K times the largest
expected hitting time on the chain [9].
Although EC has been studied for certain graphs and for reversible, continuous-
time Markov chains, there remain unanswered questions about estimating EC for
non-reversible, discrete-time Markov chains. Our work is focused on characterizing
EC for the discrete time n-block Markov chain (see Definition 2.0.9). The n-block
process on a Markov chain (V, P ) (see Definition 2.0.2) is the order n version of
(V, P ). Thus, as n→∞ the memory of the chain increases. We study the asymptotic
behavior of parameters of the n-block process as n→∞. This can be thought of as
the “long-memory limit.”
Our main results are stated precisely in the following theorem. For precise defi-
nitions of (Vn, Pn) and the stationary distribution pi and a formula for entropy h, see
Definitions 2.0.9, 2.0.5, and 2.0.13. For convenience, we define some notation which
will be used throughout this document. Let (Vn, Pn, pin) be the n-block Markov chain
induced on a mixing Markov chain (V, P, pi). Let EMij denote the expected meeting
time of two random walkers started at states i and j. Define
m∗n = max
i,j∈Vn
EMij,
m¯n = Epin×pin(EMi,j),
∆n =
∑
u∈Vn
((pin)u)
2.
Note that m∗n is the maximum expected meeting time and m¯n is the average expected
meeting time over all pairs of states in Vn. We can interpret ∆n as follows: Pick
two states from Vn randomly and with replacement. Then ∆n is the probability of
picking the same state twice.
Theorem 1.0.1. Let (V, P ) be a non-trivial mixing discrete-time Markov chain with
state space V and transition matrix P with entropy h(V, P ). Let (Vn, Pn) be the n-
block process induced by (V, P ). Let pin be the stationary distribution for (Vn, Pn).
Let ECn denote the expected coalescence time for (Vn, Pn). Define the matrix Q such
that Qij = P
2
ij. Let λ be the Perron eigenvalue of Q, and define L = − log λ. Then
2
the following limits exist and are equal to L:
lim
n→∞
1
n
logECn (1.1)
lim
n→∞
1
n
log(m∗n) (1.2)
lim
n→∞
1
n
log(m¯n) (1.3)
lim
n→∞
− 1
n
log ∆n. (1.4)
Furthermore,
0 < L ≤ h(V, P ), (1.5)
and L = h iff P is a measure of maximal entropy.
To obtain these results, we first develop general bounds for EC in terms of the
maximum expected meeting time (Propositions 3.0.16 and 3.0.20) :
maxEMij ≤ EC ≤ (e+ 2)(log |V |+ 1) maxEMij. (1.6)
The upper bound in (1.6) was inspired by an analogous result for continuous time
chains from [1]. Aldous-Fill [1] provides an upper bound on EC in terms of the
maximum expected hitting time for continuous time Markov chains. We adapt their
proof to prove a similar upper bound in terms of the maximum expected meeting
time for discrete time Markov chains. For this proof, we also bound the tail of the
probability distribution of the meeting time using an exponential term (see Lemma
3.0.18).
In Lemma 3.0.26, we establish a version of subadditivity for ∆n, which allows us
to prove the existence of lim
n→∞
− 1
n
log ∆n in Lemma 3.0.27. Applying Lemma 3.0.28
to Lemma 3.0.32 allows us to prove that L = lim
n→∞
− 1
n
log ∆n in Lemma 3.0.33. In
Corollary 3.0.25 we determine bounds for ECn in terms of ∆n using Corollary 3.0.23
and Proposition 3.0.20. These bounds are used to prove that lim
n→∞
1
n
logECn exists
and equals L (Lemma 3.0.34). Then, (1.6) is used to prove that lim
n→∞
1
n
log(m∗n) exists
and equals lim
n→∞
1
n
logECn, and therefore equals L.
In Lemma 3.0.37, we use the Shannon-McMillan-Breiman theorem and Jensen’s
inequality to obtain L ≤ h. We bound the stationary distribution by exponential
terms in Lemma 3.0.38, which then allows us to prove L > 0 in Lemma 3.0.39.
Finally, in Lemma 3.0.40 we use theorems and facts stated in [7] and [2] to prove
that L = h iff P is a measure of maximal entropy.
There are a couple of interesting points in the results described in Theorem
1.0.1. First, note that the bounds on L imply that ECn (as well as m∗n and m¯n) is
exponential in n. Secondly, the equality of the limits means that ECn, m∗n and m¯n are
equal on the exponential scale asymptotically. This result is somewhat surprising,
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given that full coalescence involves the meeting of many walkers, whereas the meeting
time only considers the meeting of two walkers. In the context of the “big bang”
idea, however, this result seems reasonable [5]. At the beginning of the coalescing
random walk, coalescence events occur quickly as every walker is close to at least
one other walker. (Recall that by assumption there are no isolated points in the
graph G, so each vertex is associated with at least one edge. Thus, initially, each
walker is one edge away from at least one other walker.) It is reasonable that the
time required for the last meeting of walkers in the system contributes significantly
to the coalescence time. This is easily understood for the meeting of two walkers on
a large graph (i.e. for a Markov chain with a large state space) where the distance
between the walkers may be significant.
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2Definitions
Definition 2.0.2. A finite-state, discrete time Markov chain is defined by
1. a finite set V , called the state space;
2. a transition matrix P , consisting of elements Pi,j for i, j ∈ V , where Pi,j is
the probability of transitioning from state i to state j;
3. the Markov property:
Let Xt denote the state of the chain at time t > 0 and sk ∈ V for all k ≥ 1.
Then the Markov property states that
P(Xt = st | X1 = s1, X2 = s2, ..., Xt−1 = st−1) = Pst−1,st .
This is also called the memoryless property.
We denote a Markov chain with state space V and transition matrix P by (V, P ).
Definition 2.0.3. A Markov chain is non-trivial if |V | > 1 (i.e. the Markov chain
has more than one state).
Definition 2.0.4. A Markov chain (V, P ) is Bernoulli if ∀ i, j ∈ V ,
Pi,j = pij
where pij is the stationary probability of state j (see Definition 2.0.5).
Definition 2.0.5. A stationary distribution pi for a Markov chain (V, P ) is a
probability vector such that
pi = piP.
This vector represents a probability distribution on V . If P is irreducible, then pij > 0
for all j ∈ V .
Remark: If (V, P ) is mixing, then there exists a unique stationary distribution pi.
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Definition 2.0.6. A coalescing random walk on the Markov chain (V, P ) is a
coupling of k Markov processes (V, P ) such that
• for each i, {X it} is a random walker on the Markov chain (V, P ) with initial
state i ∈ V . Let S denote the set of initial states of the k walkers.
• for any i, j ∈ S, {X it} and {Xjt } are independent for t ≤ τij, where τij =
inf{t > 0|X it = Xjt }.
• if X it = Xjt for some t, then X is = Xjs for all s ≥ t.
The coalescence time is given by supi,j∈S{τij}.
It is often more practical to estimate or bound EC in terms of other parameters of
the Markov chain rather than calculating EC directly. The hitting time and meeting
time parameters are especially useful in this regard.
Definition 2.0.7. Suppose Xt is the observed state at time t of a Markov chain with
state space V and transition matrix P . We define the hitting time of j ∈ V as
Tj = inf{t > 0 : Xt = j}
Let i ∈ V be the initial state of Xt. We write the expected hitting time of j from
state i as EiTj.
Definition 2.0.8. Let V be a finite set and P be a probability matrix that define a
Markov chain. Let Xt and Yt be independent copies of the Markov chain with initial
states i and j respectively. We define the meeting time as
Mi,j = inf{t > 0 : Xt = Yt}
Our work focuses on the families of n-block processes on Markov chains. The
concept of n-block processes is introduced in Example 16 of Chapter 14 of [1]. We
only consider discrete-time processes, as n-block processes are naturally discrete.
The n-block process is defined as follows:
Definition 2.0.9. Let (V, P ) be a Markov chain with state space V and transition
matrix P . We call (V, P ) the base chain or underlying chain. For n ≥ 1, the n-
block chain (Vn, Pn) associated to (V, P ) has state space Vn = {x = x1x2...xn | xk ∈
V for all k} ⊆ V n. For x ∈ Vn with x = x1x2...xn, let x[k, l] = xk...xl. The transition
matrix Pn has entries
(Pn)i,j =
{
Pi[n],j[n] if i[2, n] = j[1, n− 1]
0 otherwise
Definition 2.0.10. Let (V, P ) be a Markov chain with state space V and transition
matrix P . The product chain on (V, P ) is the Markov chain with state space
{(u, v) | u, v ∈ V } and transition probabilities P(i,j),(i∗,j∗) = Pi,i∗Pj,j∗. We say (V, P )
is the base chain for the product chain.
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Definition 2.0.11. The diagonal of the product chain is defined as
D = {(v, v)|v ∈ V }
Note that a meeting time on a Markov chain is equivalent to a hitting time of
the diagonal of the corresponding product chain. This is useful, because the hitting
time is often easier and simpler to work with than the meeting time.
Definition 2.0.12. A Markov chain is mixing if ∃k > 0 such that P kij > 0 for all
i, j ∈ V .
Formula 2.0.13. A formula for the entropy of a mixing Markov chain (V, P, pi) is
given by
h = −
∑
i,j∈V
piiPij log(Pij)
Entropy is a fundamental quantity of the Markov chain that can be interpreted
as a measure of randomness in the Markov chain. In information theory, entropy is
equivalent to the information content. Shannon introduced entropy as the expected
value of the information contained in a message [10]
Now we will state some fundamental results regarding Markov chains. It can be
shown that the mixing property is equivalent to the property of being both irreducible
and aperiodic. The Markov chain convergence theorem states that irreducible and
aperiodic Markov chains converge to their stationary distribution. This theorem is
stated in [6] as follows
Theorem 2.0.14 ([6]). Suppose that P is irreducible and aperiodic, with stationary
distribution pi. Then there exists constants α ∈ (0, 1) and C > 0 such that
max
x∈V
‖P t(x, ·)− pi‖TV ≤ Cαt
We will also state the following fact.
Fact 2.0.15. Let (V, P ) be a mixing Markov chain with finite state space V and
transition matrix P . Let EC be the expected coalescence time for (V, P ). Then
EC <∞.
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3Proofs
3.0.1 General bounds for EC
In this section, we bound the expected coalescence time of a general mixing discrete-
time Markov chain in terms of the maximum meeting time of the chain.
Proposition 3.0.16. Let (V, P ) be a Markov chain with finite state space V and
transition matrix P . Then
max
i,j∈V
EMij ≤ EC.
Proof. Let i∗, j∗ ∈ V be s.t. EMi∗,j∗ = maxi,j EMij. Label the vertices in a linear
order so that i ≺ i∗ ≺ j∗ for all i ∈ V such that i 6= i∗ and i 6= j∗. Define Wk as
the walker started at state k. Construct the coalescing random walk so that, for any
i, j ∈ V such that i ≺ j, when walkers Wi and Wj meet, they cluster and thereafter
follow Wj. By this construction, we have
Mi∗j∗ ≤ C. (3.1)
That is, a walker that meets with Wi∗ or Wj∗ thereafter follows Wi∗ or Wj∗ respec-
tively. There are two cases: either the cluster containing i∗ has already coalesced
with the cluster containing j∗ before the coalescence time C or the coalescence of
the two clusters results in full coalescence. (We see that Mi∗j∗ > C implies that the
cluster containing i∗ has not yet coalesced with the cluster containing j∗ at the full
coalescence time. This is a contradiction of the definition of C.) These two cases
imply (3.1) as desired. Taking the expectation of both sides of (3.1) completes the
proof.
To obtain the upper bound, we first need to prove a few lemmas. We will adapt
a proof from Chapter 2 (pg. 19) of [1] to prove the following lemma.
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Lemma 3.0.17. Let (V, P ) be a discrete-time Markov chain with finite state space
V and transition matrix P . Let TB be the first hitting time on B ⊂ V , and let
tB = maxi EiTB. For any i, j ∈ V ,
Pµ(TB > t) ≤ e−
t
(e+1)tB . (3.2)
Proof. For any initial distribution µ, any integer time s > 0, and any integer m ≥ 1,
Pµ(TB > ms|TB > (m− 1)s) = Pθ(TB > s) for some distribution θ that depends on µ
≤ max
i
Pi(TB > s).
(3.3)
Regarding notation: Pi(TB > s) is the probability that TB > s given an initial state
i.
Applying Markov’s inequality to the right-hand side of (3.3) yields
Pµ(TB > ms|TB > (m− 1)s) ≤ maxi EiTB
s
=
tB
s
. (3.4)
Now we will use mathematical induction on m to show that
Pµ(TB > ms) ≤
(
tB
s
)m
for m ≥ 1. (3.5)
We start by considering (3.4) for m = 1:
Pµ(TB > s|TB > 0) = Pµ(TB > s) ≤ tB
s
.
We see that (3.5) is true for m = 1, so for some m the following inequality holds:
Pµ(TB > ms) ≤
(
tB
s
)m
. (3.6)
By (3.4),
Pµ(TB > (m+ 1)s|TB > ms) ≤ tB
s
. (3.7)
Multiplying both sides of (3.7) by Pµ(TB > ms) gives
Pµ((TB > (m+ 1)s) ∩ (TB > ms)) = Pµ(TB > (m+ 1)s|TB > ms)Pµ(TB > ms) ≤ tB
s
Pµ(TB > ms)
≤
(
tB
s
)m+1
by (3.6).
In general, for a random variable X, and constants c1 and c2 > 0,
P((X > c1 + c2) ∩ (X > c1)) = P(X > c1 + c2).
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So our inequality simplifies to
Pµ(TB > (m+ 1)s) ≤
(
tB
s
)m+1
.
Thus, by mathematical induction on the positive integers, we obtain (3.5) as desired.
Let t = js and substitute into (3.5):
Pµ(TB > t) ≤
(
tB
s
) t
s
. (3.8)
Note that (3.8) holds for any s ∈ N, but we would like to optimize this bound
by finding an s that minimizes f(s, t) =
(
tB
s
) t
s . Although s must be an integer, we
will first minimize f over all real numbers s > 0 as doing so will make it clear which
integer value of s minimize f .
First, differentiate f with respect to s:
d
ds
[(
tB
s
) t
s
]
=
d
ds
[
e
t
s
ln( tBs )
]
= e
t
s
ln( tBs )
(
− t
s2
ln
(
tB
s
)
+
t
s
(
s
tB
)(
−tB
s2
))
= e
t
s
ln( tBs )
(
− t
s2
ln
(
tB
s
)
− t
s2
)
= e
t
s
ln( tBs )
(
− t
s2
)(
ln
(
tB
s
)
+ 1
)
.
(3.9)
The first two factors on the right-hand side of (3.9) are always non-zero, so we only
need to consider the third factor. Let ln
(
tB
s
)
+ 1 = 0. Then,
ln
(
tB
s
)
= −1
tB
s
= e−1
s = etB.
We don’t have any boundary points to check, so s = etB is our only critical point.
Now let us conduct a first derivative test. Conveniently,
2tB ≤ etB ≤ 3tB.
We find that
fs(2tB, t) < 0 and fs(3tB, t) > 0.
Thus, the first derivative test tells us that f attains a minimum at s = etB. Since f
is strictly decreasing for s < etB and strictly increasing for s > etB, the integer value
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of s that minimizes f must be one of the closest integers on either side of s = etB.
That is, this integer is either the largest integer smaller than s = etB, i.e. betBc, or
the smallest integer larger than s = etB, i.e. detBe.
There doesn’t seem to be an obvious or simple way to determine which of betBc
and detBe is the more optimal choice with regards to minimizing f(s, t), but we can
still use either one to bound P(TB > t). It turns out that choosing s = detBe makes
things easier later on, so we select s = detBe.
Our inequality then becomes
Pµ(TB > t) ≤
(
tB
detBe
) t
detBe
. (3.10)
If we let k be a constant defined as k = detBe
tB
, then we can write detBe = ktB.
Note that e ≤ k ≤ e + 1 (since etB ≤ detBe = ktB ≤ (e + 1)tB and tB > 0), and so
1
e+1
≤ 1
k
≤ 1
e
. Now we can rewrite (3.10) and finish the proof.
Pµ(TB > t) ≤
(
tB
ktB
) t
ktB
=
(
1
k
) t
ktB
≤
(
1
e
) t
ktB
= e
− t
ktB
≤ e− t(e+1)tB .
(3.11)
Corollary 3.0.18. Let (V, P ) be a discrete-time Markov chain with finite state space
V and transition matrix P . Let m∗ = maxi,j∈V EMi,j. For any i, j ∈ V ,
P(Mi,j > t) ≤ e−
t
(e+1)m∗ . (3.12)
Proof. Consider the product chain on (V, P ). This is the Markov chain with state
space V ×V and transition matrix P ×P . Let Zt = (Xt, Yt) be a copy of the product
chain Markov process of independent processes Xt and Yt, each of which is a Markov
process started at states i and j respectively on our original Markov chain. We
can view the meeting time on the original Markov chain, Mi,j, as the hitting time of
D = {(x, x) : x ∈ V } on the product chain. Apply Lemma 3.0.17 to the product chain
by letting B = D. Then TD = Mi,j and tD = maxi,j E(i,j)TD = maxi,j EMi,j = m∗.
Thus,
P(Mi,j > t) ≤ e−
t
(e+1)m∗ . (3.13)
(In this case, µ is the distribution for which state (i,j) has probability 1 and all other
states have probability 0.)
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Next, we will prove the following lemma using calculus.
Lemma 3.0.19. Let A and a be constants such that A ≥ 1 and a > 0. Then,
∞∑
t=0
min(1, Ae−at) ≤ a−1(1 + log(A)) + 1. (3.14)
Proof. Let f(t) = min(1, Ae−at). For all A and a, if we define t∗ = ln(A)
a
, then
Ae−at
∗
= 1. We know that Ae−at is monotonically decreasing. Therefore, Ae−at > 1
for t < t∗ and Ae−at < 1 for t > t∗. Now we can conclude that f(t) = 1 for t ≤ t∗ and
f(t) = Ae−at for t > t∗, so f(t) is monotonically decreasing as well. This then implies
that the right-hand Riemann sum of f(t) on the interval (0,∞) underestimates the
integral of f(t) on the same interval. If we let ∆x = 1, the right-hand Riemann sum
is ∞∑
t=1
min(1, Ae−at),
and so,
∞∑
t=1
min(1, Ae−at) ≤
∞∫
0
min(1, Ae−at)dt.
Using calculus,
∞∫
0
min(1, Ae−at)dt = a−1(1 + log(A)), A ≥ 1,
so ∞∑
t=1
min(1, Ae−at) ≤ a−1(1 + log(A)).
Add 1 to each side to obtain
∞∑
t=0
min(1, Ae−at) ≤ a−1(1 + log(A)) + 1.
We will use Lemmas (3.0.17) and (3.0.19) to prove the following upper bound on
EC. This proof is inspired by a proof in Chapter 14 (pg. 14-15) of [1].
Proposition 3.0.20. Consider a general discrete-time Markov chain with state space
V . Let m∗ = maxi,j∈V EMij. We have the following upper bound on EC:
EC ≤ (e+ 2)(log |V |+ 1)m∗.
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Proof. We will consider the coalescing random walk (CRW) of walkers of a general
Markov process on a graph with vertex set V . First, label the vertices 1, 2, ..., |V |.
Construct the CRW so that vertices that meet with vertex 1 thereafter follow the
path of vertex 1. This construction yields
C ≤ max
j
M1,j.
Note that this implies
P(C > t) ≤ P(max
j
M1,j > t) ≤
∑
j
P(M1,j > t). (3.15)
Now, consider EC by using the Tail-Sum formula for expectation,
EC =
∞∑
t=0
P(C > t) (3.16)
≤
∞∑
t=0
min(1,
∑
j
P(M1,j > t)) (3.17)
(3.18)
We see that (3.17) results from (3.15) and the fact that P(C > t) ≤ 1 for all t. By
Lemma 3.0.17, we obtain
EC ≤
∞∑
t=0
min(1, |V |e− t(e+1)m∗ ) (3.19)
where m∗ = maxi,j∈V EMij. Apply Lemma 3.0.19 to the right-hand side of (3.19) to
finish the proof:
EC ≤ (e+ 1)m∗(1 + log |V |) + 1 ≤ (e+ 2)(log |V |+ 1)m∗. (3.20)
Corollary 3.0.21. For general mixing discrete-time Markov chains (V, P ) with finite
state space V and transition matrix P ,
max
i,j∈V
EMij ≤ EC ≤ (e+ 2)(log |V |+ 1) max
i,j∈V
EMij. (3.21)
Proof. This corollary follows from Proposition 3.0.16 and Proposition 3.0.20.
13
3.0.2 Bounds on EC and EMij for mixing n-block Markov chains
Lemma 3.0.22. Let (V, P ) be a non-trivial discrete-time mixing Markov chain with
finite state space V and transition matrix P . Let (Vn, Pn) be the n-block process that
arises from (V, P ). Define ∆n =
∑
u∈Vn
(pin)
2
u. Then, ∃k1 > 0 such that, for i, j ∈ Vn
chosen from pin,
EMi,j ≥ k1
∆n
.
We see that the following corollary follows directly from the lower bound in (3.21)
and Lemma 3.0.22.
Corollary 3.0.23. In the setting of Lemma 3.0.22, it holds that
ECn ≥ k1
∆n
.
Proof of Lemma 3.0.22. Let i, j ∈ Vn be chosen from pin. Let X and Y be indepen-
dent copies of the n-block Markov chain with states at time t described by Xt and
Yt respectively. We have
P(Mij ≤ k) = P(
k−1⋃
g=0
{Xn+g1+g = Y n+g1+g }) ≤ kP(Xn1 = Y n1 ) = k∆n, (3.22)
where the inequality is a consequence of the union bound and of the stationarity of
the chain.
Define K = sup{t | t∆n ≤ 1} = b 1∆n c. The following equalities and inequalities
hold:
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EMij =
∞∑
t=0
P(Mij > t)
=
∞∑
t=0
(1− P(Mij ≤ t))
≥
K∑
t=0
(1− P(Mij ≤ t))
≥
K∑
t=0
(1− t∆n) by (3.22)
= (K + 1)−∆nK
(
K + 1
2
)
≥ (K + 1)(1− ∆nK
2
)
≥ 1
2
(K + 1)
≥ k1
∆n
.
Lemma 3.0.24. Let (V, P ) describe a mixing discrete-time Markov chain with state
space V and transition matrix P . Let (Vn, Pn) be the n-block process on (V, P ).
Define ∆n =
∑
u∈Vn
(piu)
2. Then ∃k1, k2 > 0 such that ∀ i, j ∈ Vn,
k1
1
∆n
≤ EMij ≤ k2n 1
∆n
.
Proof. The lower bound is Corollary 3.0.22.
Consider the transition matrix for the product chain of (V, P ), which we will
denote as P∗. Because V is mixing, for any a, b, c ∈ V , we have that PT∗ ((a,b),(c,c))pi2c →
1 as T → ∞. Thus, for any  > 0, ∃T such that for all x[n], y[n], u[1] ∈ V ,
PT∗ ((x[n],y[n]),(u[1],u[1]))
pi2
u[1]
≥ 1− .
Fix 0 <  < 1 and the corresponding T . Let X it denote the n-block state at
time t > 0 of a random walker started at state i ∈ Vn at t = 0. Then for arbitrary
i, j, u ∈ Vn,
P(X in+T = X
j
n+T = u) = P
T
∗ ((i[n], j[n]), (u[1], u[1]))
pi2u
pi2u[1]
≥ (1− )pi2u. (3.23)
Summing (3.23) over all u ∈ Vn gives
P(Mij ≤ n+ T ) ≥ P(X in+T = Xjn+T ) ≥ (1− )
∑
u∈Vn
pi2u = (1− )∆n. (3.24)
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Next, we will use mathematical induction to prove P(Mij > m(n + T )) ≤ (1 −
(1− )∆n)m for m ≥ 1. Consider the base case, m = 1. Trivially, by (3.24), we have
P(Mij > n+ T ) = 1− P(Mij ≤ n+ T ) ≤ 1− (1− )∆n.
Now suppose P(Mij > m(n+T )) ≤ (1− (1− )∆n)m for some m. We can express
P(Mij > (m+ 1)(n+ T )) as follows:
P(Mij > (m+1)(n+T )) = P(Mij > (m+1)(n+T )|Mij > m(n+T ))·P(Mij > m(n+T )).
We define the notation i∗ := X im(n+T ) and j
∗ := Xjm(n+T ). We can write
P(Mij > (m+ 1)(n+ T )) = P(Mi∗j∗ > (n+ T )) · P(Mij > m(n+ T )).
By (3.24) and our hypothesis,
P(Mij > (m+ 1)(n+ T )) ≤ (1− (1− )∆n) · (1− (1− )∆n)m = (1− (1− )∆n)m+1.
By induction on m, we prove that P(Mij > m(n+ T )) ≤ (1− (1− )∆n)m for all m
≥ 1.
Now define a geometric random variable G with parameter (1− )∆n. Note that
we can write P(G > m) = (1− (1− )∆n)m. Thus,
P(Mij > m(n+ T )) = P
(
Mij
n+ T
> m
)
≤ P(G > m).
We can sum over all m and use the Tail-Sum formula to obtain
E
(
Mij
n+ T
)
≤ EG = 1
(1− )∆n .
Since n+T is a constant, we have
EMij
n+ T
≤ 1
(1− )∆n ,
which implies
EMij ≤ (n+ T ) 1
(1− )∆n .
Since T is fixed, we have n+ T ≤ Kn for some K ∈ N. Let k2 = K1− . Then we have
EMij ≤ k2n 1
∆n
,
as desired.
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Corollary 3.0.25. Under the conditions of Lemma 3.0.24, there exists constants
k1, k2 > 0 such that
k1
1
∆n
≤ ECn ≤ k2n2 1
∆n
.
Proof. The lower bound is simply Corollary (3.0.23), so we will show the upper
bound.
Apply the upper bound in Proposition 3.0.20 to (Vn, Pn):
ECn ≤ (e+ 2)(n log |V |+ 1)m∗n ≤ (e+ 2)(log |V |+ 1)nm∗n,
where m∗n = maxi,j∈Vn EMi,j. Letting K = (e+ 2)(log |V |+ 1), we have
ECn ≤ Knm∗n. (3.25)
Apply Lemma 3.0.24 for i∗, j∗ ∈ Vn such that EMi∗j∗ = maxij EMij = m∗n. Then,
ECn ≤ Kn(K2n 1
∆n
)
= k2n
2 1
∆n
.
where k2 = KK2.
3.0.3 Proposition 1: L = − lim
n→∞
1
n
log ∆n
Lemma 3.0.26. Let (V, P, pi) describe a discrete time Markov chain with finite state
space V , transition matrix P , and stationary distribution pi. Let (Vn, Pn, pin) be the n-
block Markov process induced by (V, P ). Define ∆n =
∑
j∈Vn(pin)
2
j . Then ∃k1, k2 > 0
such that
k1∆m∆n ≤ ∆m+n ≤ k2∆m∆n. (3.26)
Let k′ = inf{t > 0 | (P t)ij > 0 ∀i, j ∈ V }, and let s ≥ k′. Then there exists a
constant k3 such that
∆m+n+s ≥ k3∆m∆n. (3.27)
Proof. We begin by writing out formulas for ∆m∆n and ∆m+n.
∆m∆n =
∑
u∈Vm,w∈Vn
pi2upi
2
w
and
∆m+n =
∑
u∈Vm+n
pi2u =
∑
v∈Vm,w∈Vn
(
pivPv[m],w[1]
piw
piw[1]
)2
.
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Let m3 = minw∈V piw and k2 =
(
1
m3
)2
. Then we can obtain the upper bound in
(3.26):
∆m+n ≤
∑
u∈Vm,w∈Vn
piu
2piw
2
(
1
piw[1]
)2
≤ k2
∑
u∈Vm,w∈Vn
piu
2piw
2 = k2∆m∆n.
Fix s ≥ k′. Now we prove that ∆m+n+s ≥ k3∆m∆n for some constant k3.
We first write a formula for ∆m+n+s:
∆m+n+s =
∑
v∈Vm,u∈Vs,w∈Vn
(
pivPv[m],u[1]
piu
piu[1]
Pu[s],w[1]
piw
piw[1]
)2
By the mixing property of P and the constraint on s, for all v, w ∈ V , ∃u ∈ Vs
such that P(Xm+s+n1 = vuw) > 0. Let
k3 = min
P(Xm+s+n1 =vuw)>0
(
Pvu[1]
piu[1]
piu
Pu[s]w
piw
)2
> 0.
Then,
∆m+n+s ≥ k3
∑
v∈Vm,u∈Vs,w∈Vn
(pivpiw)
2 = k3∆m∆n
which proves (3.27).
Now to show the lower bound, we will use the two results proved above. From
the upper bound in (3.26), we have
∆m+n+s ≤ k2∆m+n∆s
≤ k2∆m+n since ∆s ≤ 1.
Combining the inequality above with (3.27), we have
k3∆m∆n ≤ ∆m+n+s ≤ k2∆m+n,
which can be rewritten as
k3
k2
∆m∆n ≤ ∆m+n.
Let k1 =
k3
k2
and we are done.
Now we will use Lemma 3.0.26 to prove that lim
n→∞
− 1
n
log(∆n) exists. The proof
is very similar to the proof for the subadditivity lemma [7].
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Lemma 3.0.27. Let (V, P, pi) describe a discrete time Markov chain with finite state
space V , transition matrix P , and stationary distribution pi. Let (Vn, Pn, pin) be
the n-block Markov process induced by (V, P ). Define ∆n =
∑
j∈Vn(pin)
2
j . Then,
lim
n→∞
− 1
n
log(∆n) exists.
Proof. Let n = qm+ r, 0 ≤ r < m for any n,m > 0. Then by Lemma (3.0.26),
∆n = ∆qm+r ≥ k1∆qm∆r. (3.28)
Using Lemma 3.0.26 q times, we obtain
∆qm ≥ (k1)q−1(∆m)q. (3.29)
By (3.28) and (3.29),
∆n ≥ (k1)q(∆m)q∆r.
Taking the logarithm yields
log(∆n) ≥ q log(k1) + q log(∆m) + log(∆r).
Multiplying by −1
n
gives(
− 1
n
)
log(∆n) ≤ −q log(k1)
n
− q log(∆m)
n
− log(∆r)
n
.
Note that q = n−r
m
. Let k = min0≤r<m log(∆r). Then,
− log(∆n)
n
≤ −(
n−r
m
) log(k1)
n
−
(
n− r
n
)
log(∆m)
m
− k
n
=
(
− 1
m
+
r
nm
)
log(k1)−
(
n− r
n
)
log(∆m)
m
− k
n
.
Taking the limit supremum in n yields
lim sup
n
− log(∆n)
n
≤ − 1
m
log(k1)− log(∆m)
m
.
Taking the limit infimum in m yields:
lim sup
n
− log(∆n)
n
≤ lim inf
m
− log(∆m)
m
= lim inf
n
− log(∆n)
n
.
We also always have that lim inf − 1
n
log(∆n) ≤ lim sup− 1n log(∆n). Thus,
lim inf
n
− 1
n
log(∆n) = lim sup
n
− 1
n
log(∆n),
and so lim
n→∞
− 1
n
log(∆n) exists.
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Next, we prove that L = lim
n→∞
− 1
n
log ∆n using the following lemmas.
Lemma 3.0.28. Let {an} be a sequence of positive real numbers such that {an}
converges to a > 0 (i.e. lim
n→∞
an = a). Then,
1
n
log
n∏
k=1
ak → log a.
Proof. First, fix  > 0. By the continuity and monotonicity of the logarithm function,
an → a implies log an → log a. Thus, we can choose a constant M such that for all
k > M,
| log(ak)− log(a)| < 
2
. (3.30)
Now, let us consider the term log
n∏
k=1
ak. Note that log
n∏
k=1
ak =
n∑
k=1
log ak by a
property of logarithms. For sufficiently large n (i.e. for n > M), we can write
log
n∏
k=1
ak =
M∑
k=1
log ak +
n∑
k=M+1
log ak
Applying the Triangle Inequality produces the following inequality.∣∣∣∣ 1n
M∑
k=1
log(ak)+
1
n
n∑
k=M+1
log(ak)−log(a)
∣∣∣∣ ≤ 1n
M∑
k=1
∣∣∣∣ log(ak)∣∣∣∣+∣∣∣∣ 1n
(
n∑
k=M+1
log(ak)
)
−log(a)
∣∣∣∣.
(3.31)
We can bound the second term of the right-hand side of (3.31) as follows. First,
write∣∣∣∣ 1n
n∑
k=M+1
log(ak)− log(a)
∣∣∣∣ ≤ ∣∣∣∣ 1n
n∑
k=M+1
[log(ak)− log(a)]
∣∣∣∣
≤ 1
n
n∑
k=M+1
∣∣∣∣ log(ak)− log(a)∣∣∣∣ by the Triangle Inequality.
Then, by (3.30), ∣∣∣∣ 1n
n∑
k=M+1
log(ak)− log(a)
∣∣∣∣ ≤ 1n
n∑
k=M+1

2
=
n−M
n
( 
2
)
<

2
.
Now, (3.31) becomes∣∣∣∣ 1n
M∑
k=1
log(ak) +
1
n
n∑
k=M+1
log(ak)− log(a)
∣∣∣∣ ≤ 1n
M∑
k=1
| log(ak)|+ 
2
. (3.32)
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Let M = max1≤k≤M | log(ak)|. Then we can bound the first term of the right-
hand side of (3.32) in terms of M :
1
n
M∑
k=1
| log(ak)| ≤ 1
n
M∑
k=1
M =
MM
n
.
For sufficiently large n (i.e. for n > 2MM

), we have MM
n
< 
2
, in which case (3.32)
becomes ∣∣∣∣ 1n
M∑
k=1
log(ak) +
1
n
n∑
k=M+1
log(ak)− log(a)
∣∣∣∣ ≤ 2 + 2 = .
Thus, for any  > 0 and sufficiently large n,∣∣∣∣ 1n
n∑
k=1
log(ak)− log(a)
∣∣∣∣ ≤ .
This implies that 1
n
log
n∏
k=1
ak → log(a) as desired.
At this point, we will make the following definitions.
Let (V, P ) be a discrete-time mixing Markov chain with finite state space V and
transition matrix P . Let Xt be the state of the product chain (V, P )× (V, P ) at time
t. Let At be the event that Xt = (u, u) for some u ∈ V , and let It = ∩tk=0Ak. Then
we define the function gk(u) = P(Xk = (u, u), Ik) for k ≥ 0 and u ∈ V . Observe that
gk+1(v) = (Xk+1 = (v, v), Ik+1)
=
∑
u∈V
P(Xk+1 = (v, v), Ak+1|Xk = (u, u), Ik)P(Xk = (u, u), Ik)
=
∑
u∈V
gk(u)P(Xk+1 = (v, v), Ak+1|Xk = (u, u), Ik).
Note that if Xk+1 = (v, v) occurs, then by definition Ak+1 also occurs with prob-
ability 1. Thus, we have
P(Xk+1 = (v, v), Ak+1|Xk = (u, u), Ik) = P(Xk+1 = (v, v)|Xk = (u, u), Ik).
By the Markov property, we can further reduce this probability as follows.
P(Xk+1 = (v, v)|Xk = (u, u), Ik) = P(Xk+1 = (v, v)|Xk = (u, u)) = P 2uv.
Thus, we have the following recursive formula for the family of functions {gn}:
gk+1(v) =
∑
u∈V
gk(u)P
2
uv.
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Now, we define the family of row vectors {µk} such that µk = gk. (Note that
|µk| = |V |.) We also define S(µk) =
∑
v∈V
µk(v). Observe that
S(µk) =
∑
v∈V
P(Xk = (v, v), Ik) = P(Ik).
From the definition, we can determine
µ0(u) = g0(u) = P(X0 = (u, u), I0) = P(X0 = (u, u)) = pi2u.
For k ≥ 0 and v ∈ V ,
µk+1(v) =
∑
u∈V
µk(u)P
2
u,v. (3.33)
Now, we define the matrix Q with entries Qij = P
2
ij. Since Q is non-negative
and Qij > 0 iff Pij > 0, any N > 0 that satisfies (P
N)ij > 0 for all i, j ∈ V also
satisfies (QN)ij > 0 for all i, j ∈ V . So, Q is mixing and thus, irreducible. By the
Perron-Frobenius theorem [7], Q has a positive eigenvector vQ with corresponding
eigenvalue λQ > 0, which we call the Perron eigenvalue, such that λQ > λi for all
other eigenvalues λi.
With this definition of Q, we can rewrite (3.33) as
µk+1(v) =
∑
u∈V
µk(u)Qu,v = (µkQ)(v).
This implies
µk = µk−1Q = . . . = µ0Qk. (3.34)
Lemma 3.0.29. Let (V, P ) be a mixing discrete-time Markov chain with finite state
space V and transition matrix P . Let Q be defined as above, and let λ be the Perron
eigenvalue of Q. Let µk and S(µk) also be defined as above.
Then,
lim
k→∞
S(µk)
λk
= µ0 · v,
where v is the normalized right eigenvector of Q.
Proof. By Theorem 4.5.8 in [7], the mixing property of Q implies that Q is primitive.
Now, let v∗ and w∗ be the right and left eigenvectors for Q respectively. We want
to normalize w∗ and v∗ so that their inner product equals 1. Define w = w
∗∑
i
(w∗)i
and
v = v
∗
v∗·w . The vectors w and v are scalar multiples of w
∗ and v∗ respectively, so they
are left and right eigenvectors for Q as well. For w, we have
wQ =
 w∗∑
i
(w∗)i
Q = 1∑
i
(w∗)i
w∗Q =
1∑
i
(w∗)i
λw∗ = λw
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and similarly for v.
Note that our construction of v implies v · w = 1, as desired.
Taking w and v as the left and right eigenvectors of Q with associated eigenvalue
λ, we have the following equation by Theorem 4.5.12 in [7] :
(Qn)ij = [(viwj) + ρij(n)]λ
n (3.35)
where ρij(n)→ 0 as n→∞.
Now, let us consider S(µk), starting with the definition.
S(µk) =
∑
j
(µk)j
=
∑
j
(µ0Q
k)j by (3.34)
=
∑
j
∑
i
(µ0)i(Q
k)ij by expanding the summand
=
∑
j
∑
i
(µ0)i[(viwj) + ρij(k)]λ
k by (3.35).
(3.36)
We can divide both sides of the above equation by λk to obtain
S(µk)
λk
=
∑
j
∑
i
(µ0)i(viwj) +
∑
j
∑
i
(µ0)iρij(k).
The right-hand side can be simplified as follows.
S(µk)
λk
=
∑
j
[
wj
∑
i
(µ0)ivi
]
+
∑
j
∑
i
(µ0)iρij(k)
= (µ0 · v)
∑
j
wj +
∑
j
∑
i
(µ0)iρij(k)
= (µ0 · v) +
∑
j
∑
i
(µ0)iρij(k) since
∑
i
wi = 1 by definition.
Note that µ0 and v are constant for a fixed Markov chain. Since, lim
k→∞
ρij(k) = 0,
we have lim
k→∞
∑
j
∑
i
(µ0)iρij(k) = 0. Thus, lim
k→∞
S(µk)
λk
= µ0 · v.
Lemma 3.0.30. Under the same conditions as Lemma 3.0.29,
lim
k→∞
µk
S(µk)
= w. (3.37)
Corollary 3.0.31. Under the conditions of Lemma 3.0.30,
lim
k→∞
P(Xk = (v, v)|Ik) = wv.
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Proof of Corollary (3.0.31). Note that µk
S(µk)
is a vector with elements
(
µk
S(µk)
)
v
=
P(Xk = (v, v)|Ik) for v ∈ V . By definition,(
µk
S(µk)
)
v
=
P(Xk = (v, v), Ik)∑
w∈V
P(Xk = (w,w), Ik)
.
Note that the denominator reduces to P(Ik). Thus,(
µk
S(µk)
)
v
=
P(Xk = (v, v), Ik)
P(Ik)
= P(Xk = (v, v)|Ik).
The last equality follows from the formula for conditional probability. Lemma
(3.0.30) completes the proof.
Proof of Lemma (3.0.30). Consider µk
S(µk)
for arbitrary k. Define Ck =
S(µk)
λk
. By
(3.34), we have
µk
S(µk)
=
µ0Q
k
Ckλk
=
µ0
Ck
(
1
λk
Qk
)
. (3.38)
Thus, for arbitrary j ∈ V ,(
µk
S(µk)
)
j
=
[
µ0
Ck
(
1
λk
Qk
)]
j
by (3.38)
=
∑
i
(µ0)i
Ck
(
1
λk
Qk
)
ij
=
∑
i
(µ0)i
Ck
(viwj + ρij(k)) by (3.35).
(3.39)
Observe that ∑
i
(µ0)i
µ0 · v (viwj) = wj
∑
i
(µ0)ivi
µ0 · v = wj. (3.40)
Since lim
k→∞
Ck = µ0 · v and lim
k→∞
ρij(k) = 0, the right-hand side of (3.39) converges to
the left-hand side of (3.40), and so(
µk
S(µk)
)
j
→ wj.
This holds for arbitrary j, so it holds for all j. Thus, lim
k→∞
µk
S(µk)
= w as desired.
Lemma 3.0.32. Let (V, P, pi) be a mixing discrete-time Markov chain with finite
state space V , transition matrix P , and stationary distribution pi. Let Xt be the state
of the product chain of (V, P, pi) at time t. Let Ak be the event that Xk = (u, u) for
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some u ∈ V (i.e. Xk is on the diagonal of the product chain). Let Ik = ∩ki=1Ak.
Then
lim
k→∞
P(Ak|Ik−1) =
∑
i,j
wiP
2
ij,
where w is the normalized left eigenvector of the matrix Q with entries Qij = P
2
ij.
Proof. For notational simplicity, let Xt = i denote the event Xt = (i, i). First, we
note that
P(Ak|Ik−1) =
∑
i
P(Ak, Xk−1 = i|Ik−1).
We can multiply the right-hand side by P(Xk−1=i,Ik−1)P(Xk−1=i,Ik−1) and re-order terms in the nu-
merator and denominator to obtain
P(Ak|Ik−1) =
∑
i
P(Xk−1 = i|Ik−1)P(Ak|Xk−1 = i, Ik−1).
By the Markov property, the second factor becomes P(Ak|Xk−1 = i). By stationarity,
P(Ak|Xk−1 = i) = P(A2|X1 = i). We can express this probability in terms of
transition probabilities as
P(Ak|Xk−1 = i) =
∑
j
P 2ij.
Now, we have
P(Ak|Ik−1) =
∑
i
[
P(Xk−1 = i|Ik−1)
∑
j
P 2ij
]
=
∑
i
∑
j
[
P(Xk−1 = i|Ik−1)P 2ij
]
.
(3.41)
By Corollary (3.0.31), we obtain
P(Ak|Ik−1)→
∑
i
∑
j
wiP
2
ij.
Now, we can prove the following formula for L.
Lemma 3.0.33. Under the conditions of Lemma 3.0.32,
L = lim
n→∞
− 1
n
log ∆n.
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Proof. Note that ∆n can be written as ∆n = P(A0) ·
n−1∏
k=1
P(Ak|Ik−1), where P(A0) =∑
i∈V
pi2i . Thus,
lim
n→∞
− 1
n
log ∆n = lim
n→∞
− 1
n
log(P(A0) ·
n−1∏
k=1
P(Ak|Ik−1))
= lim
n→∞
− 1
n
log(P(A0)) + lim
n→∞
− 1
n
log(
n−1∏
k=1
P(Ak|Ik−1))
= lim
n→∞
− 1
n
log
(
n∏
k=1
P(Ak|Ik−1)
)
.
By Lemmas 3.0.28 and 3.0.32,
lim
n→∞
− 1
n
log
(
n∏
k=1
P(Ak|Ik−1)
)
= − log
∑
i,j
wiP
2
ij.
Observe that
− log
∑
i,j
wiP
2
ij = − log
∑
i,j
wiQij by definition of Q
= − log
∑
j
(wQ)j
= − log
∑
j
(λw)j by definition of w
= − log(λ
∑
j
wj)
= − log λ since w is a probability vector by definition
= L by definition.
3.0.4 Proposition 2: L = lim
n→∞
1
n
logECn
Lemma 3.0.34. Let (V, P ) describe a mixing discrete-time Markov chain with state
space V and transition matrix P with entropy h and stationary distribution pi. Let
(Vn, Pn) be the n-block process on (V, P ) with stationary distribution pin. Define
∆n =
∑
u∈Vn
((pin)u)
2. Let ECn be the expected coalescence time for the coalescing
random walk on (Vn, Pn). Then, lim
n→∞
1
n
logECn exists, and
lim
n→∞
1
n
logECn = L(P, V ).
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Proof. From Lemma 3.0.25, we have that
k1
1
∆n
≤ ECn ≤ k2n2 1
∆n
.
Taking the logarithm yields
log k1 + log
(
1
∆n
)
≤ logECn ≤ log k2 + log n2 + log
(
1
∆n
)
.
Dividing by n gives
log k1
n
− log ∆n
n
≤ logECn
n
≤ log k2
n
+
2 log n
n
− log ∆n
n
. (3.42)
We previously showed that lim
n→∞
− 1
n
log ∆n exists in Lemma 3.0.27. Observe that
taking the limit as n → ∞ of the leftmost and rightmost sides of (3.42) yields
lim
n→∞
− 1
n
log ∆n in both cases. By the Squeeze Theorem, it follows that lim
n→∞
1
n
logECn
exists and equals lim
n→∞
− 1
n
log ∆n.
Thus, by Lemma (3.0.33),
lim
n→∞
1
n
logECn = lim
n→∞
− 1
n
log ∆n = L(P, V )
as desired.
3.0.5 Proposition 3: Formulas for L in terms of meeting times
In this subsection, we will prove formulas for L in terms of m∗n, the max meeting
time, and m¯n, the mean meeting time.
Lemma 3.0.35. Assume the conditions of Lemma 3.0.34. Assume that |V | > 2 and
let m∗n = maxij∈Vn EMij. Then, lim
n→∞
1
n
logm∗n exists and
lim
n→∞
1
n
logm∗n = L(P, V ).
Proof. By Lemma 3.0.22 and Proposition 3.0.16, there exists a constant k1 > 0 such
that
k1
1
∆n
≤ m∗n ≤ ECn.
We can take the logarithm and divide by n to obtain
1
n
log k1 − 1
n
log ∆n ≤ 1
n
logm∗n ≤
1
n
logECn.
In Lemmas 3.0.27 and 3.0.33 we proved that the limit of the leftmost side as n→∞
exists and equals L. In Lemma 3.0.34 we proved that the limit of the rightmost side
as n→∞ exists and equals L as well. Thus, by the Squeeze Theorem, lim
n→∞
1
n
logm∗n
exists and equals L.
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Lemma 3.0.36. Assume the conditions of Lemma 3.0.35. Define m¯n = Epin×pin(EMij).
Then, lim
n→∞
1
n
log m¯n exists and
lim
n→∞
1
n
log m¯n = L(P, V ).
Proof. Recall that m¯n is the average expected meeting time taken over all pairs of
i, j ∈ Vn. By Lemma 3.0.24, ∃k1, k2 > 0 such that
k1
1
∆n
≤ EMij ≤ k2n 1
∆n
for all i, j ∈ Vn, which implies
k1
1
∆n
≤ m¯n ≤ k2n 1
∆n
.
Taking the log and dividing by n yields
1
n
log k1 − 1
n
log ∆n ≤ 1
n
log m¯n ≤ 1
n
log k2 +
1
n
log n− 1
n
log ∆n. (3.43)
Lemma 3.0.33 allows us to take the limit of the leftmost and rightmost sides of (3.43)
as n→∞. By the Squeeze Theorem, lim
n→∞
1
n
log m¯n exists and equals lim
n→∞
− 1
n
log ∆n.
By Lemma 3.0.33, lim
n→∞
1
n
log m¯n = L.
3.0.6 Theorem 2: Bounds for L = − log λ
Let L(V, P ) = lim
n→∞
− 1
n
log ∆n, which exists by Lemma (3.0.27). In this section, we
will prove
0 < L(V, P ) ≤ h
where h is the entropy of the Markov chain. We will also show that L = h if and
only if P is a measure of maximal entropy.
First, we will prove the upper bound.
Lemma 3.0.37. Let (V, P ) describe a mixing Markov chain with finite state V and
transition matrix P with entropy h. Let (Vn, Pn) be the n-block chain that arises from
(V, P ). Then,
L(V, P ) ≤ h.
Proof. First define a function gn : Vn → R with gn(j) = (pin)j for all j ∈ Vn.
Define ∆n =
∑
j∈Vn(pin)
2
j . We observe that ∆n = Epin(gn). Thus,
log ∆n = logEpin(gn).
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By the Shannon-McMillan-Breiman Theorem,
h = lim
n→∞
− 1
n
Epin(log gn).
The log function is concave, so by Jensen’s Inequality,
Epin(log gn) ≤ logEpin(gn)
which implies
L = lim
n→∞
− 1
n
logEpin(gn) ≤ lim
n→∞
− 1
n
Epin(log gn) = h.
Next we will show the lower bound, for which we will need the following lemma.
Lemma 3.0.38. Let (V, P ) be a non-trivial mixing discrete-time Markov chain with
finite state space V and transition matrix P . Let (Vn, Pn) be the n-block process
induced by (V, P ). Let pin be the stationary distribution of (Vn, Pn). Then there
exists positive constants δ and K such that for all u ∈ Vn,
(pin)u ≤ Ke−δn.
Proof. Since (V, P ) is mixing, ∃m > 0 such that (Pm)ij > 0 for all i, j ∈ V . Let
m = inf{t|(P t)ij > 0 for all i, j ∈ V }. Then for any n, we can write n = ms + r
for non-negative integers s and 0 ≤ r < m. Let α = maxi,j∈V (Pm)ij < 1 and define
α2 = α
1
m > 0. Choose δ = ln 1
α2
> 0. We now consider two cases. Either s = 0 or
s ≥ 1. Suppose s = 0. Then we can write (pin)u as
(pin)u = piu[1]
r∏
k=1
Pu[k],u[k+1].
Note that s = 0 implies that n = r for some 0 < r < m. Thus, m − n > 0. In
general, we have (pin)u ≤ 1. Since 1αm−n2 > 1, we have
(pin)u <
1
α2m−n
.
Multiplying the right-hand side by
αn2
αn2
gives us
(pin)u <
αn2
αm2
.
Let K = 1
αm2
. Note that our choice of δ implies α2 = e
−δ. Thus,
(pin)u < Ke
−δn
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as desired.
Now consider the case s ≥ 1. We can write (pin)u as
(pin)u = piu[1]
s−1∏
k=0
[
m∏
l=1
Pu[mk+l],u[mk+l+1]
]
r−1∏
k=0
Pu[ms+k],u[ms+k+1].
Note that the first and last factors in the above equality are each bounded above
by 1. Thus,
(pin)u ≤
s−1∏
k=0
[
m∏
l=1
Pu[mk+l],u[mk+l+1].
]
Now, we observe that
m∏
l=1
Pu[mk+l],u[mk+l+1] ≤ (Pm)u[mk+1],u[m(k+1)]. (The right-hand
side is the sum of the expression on the left-hand side over all possible paths of length
m starting at state u[mk + 1] and ending at u[m(k + 1)].) Thus,
(pin)u ≤
s−1∏
k=0
(Pm)u[mk+1],u[m(k+1)] ≤ αs = (αm2 )s.
Multiplying the rightmost expression by
αr2
αr2
gives
(pin)u ≤ 1
αr2
αms+r2 ≤
1
αm2
αn2 .
As before, let K = 1
αm2
. Substitute e−δ = α2 to obtain
(pin)u ≤ Ke−δn,
as desired.
Lemma 3.0.39. Under the conditions of Lemma 3.0.38,
0 < L = lim
n→∞
− 1
n
log(∆n).
Proof. Since Lemma 3.0.38 holds for all u ∈ Vn, it must hold for u∗ ∈ Vn such that
(pin)u∗ = maxv∈Vn(pin)v. Thus,
max
v∈Vn
(pin)v ≤ Ke−δn.
Recall that ∆n = Epin(gn) (see proof Lemma 3.0.37), so ∆n is an expectation of the
stationary distribution of the n-block process. Therefore, ∆n ≤ maxv∈Vn(pin)v, and
so
∆n ≤ Ke−δn. (3.44)
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Next, we take the natural log of both sides of (3.44) and multiply by − 1
n
:
− 1
n
log ∆n ≥ − 1
n
logK + δ.
Now we take the limit as n→∞. (In Lemma 3.0.27 we proved that this limit exists
for the left-hand side of the above equation, and it clearly exists for the right-hand
side.) We obtain
lim
n→∞
− 1
n
log ∆n ≥ δ > 0,
as desired.
Lemma 3.0.40. Under the conditions in 3.0.37, L = h if and only if P is a measure
of maximal entropy.
Proof. First, we will show that if P is MME, then L = h. We use the following fact
from [7]. Let P be MME for the graph with vertex set V . Then there exists positive
constants K1, K2 such that for all n and for any j ∈ Vn,
K1e
−hn ≤ (pin)j ≤ K2e−hn. (3.45)
Define gn : Vn → R as gn(j) = (pin)j. Then mini∈Vn(pin)i ≤ Epin(gn) ≤ maxi∈Vn(pin)i.
Therefore, by (3.45),
K1e
−hn ≤ Epin(gn) ≤ K2e−hn.
But since Epin(gn) = ∆n, we have that
K1e
−hn ≤ ∆n ≤ K2e−hn.
Taking the logarithm and multiplying by − 1
n
yields
− log(K1)
n
+ h ≥ − log(∆n)
n
≥ − log(K2)
n
+ h.
Lastly, we take the limit as n→∞ :
h ≥ lim
n→∞
− log(∆n)
n
≥ h.
Thus, L = lim
n→∞
− log(∆n)
n
= h as desired.
Now, we will show that if L = h, then P is a measure of maximal entropy.
Recall that we defined the matrix Q such that Qij = P
2
ij. Let A be the adjacency
matrix for P . Define X = {x = (xj)∞j=0 : xj ∈ V and Axj ,xj+1 = 1 for all j} and
let M(X) be the set of measures on X. Define a function f : X → R such that
f(x) := logQx0x1 = 2 logPx0x1 . Note that f only depends on the first two states
x0 and x1. We will now state some facts from thermodynamic formalism that will
be used in our proof (see [2, pages 11-12]) for summary of facts with references to
original citations).
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Fact 3.0.41. For continuous f : X → R, we can define a notion called the pressure
of f, denoted P(f), which satisfies the Variational Principle:
P(f) = sup{h(µ) +
∫
fdµ}.
Fact 3.0.42. Suppose f is a function that only depends on two coordinates.
1. Define
Q∗(i, j) =
{
0 if A(i, j) = 0
exp[f(ij)] otherwise
Then P(f) = log λ where λ is the Perron eigenvalue of stoch(Q∗).
2. There exists a unique µf ∈M(X) such that
h(µf ) +
∫
fdµf = P(f).
3. µf is the Markov chain that corresponds with stoch(Q
∗).
Next, we state a theorem which is proved in greater generality by Parry and
Tuncel (see [2] for the original citations).
Fact 3.0.43. Let f, g : X → R be functions that only depend on two coordinates.
Then the following two statements are equivalent.
1. µf = µg
2. There exists a function k : X → R and a constant c ∈ R such that f =
g + k − k ◦ σ + c.
Lastly,
Fact 3.0.44. µ is a measure of maximal entropy iff µ = µ0.
Now we can begin the proof. By Fact 3.0.41,
P(f) = log λ = −L = −h (3.46)
where the last equality follows by assumption.
Let µP be the measure corresponding to (V, P ). Then,
h(µP ) +
∫
fdµP = h(P ) +
∑
piiPij logQij
= h(P ) + 2
∑
piiPij logPij
= h(P )− 2h(P ) = −h(P )
= P(f).
(3.47)
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By Fact 3.0.41, (3.47) implies that µf = µP . Define the function g :=
1
2
f = logPx0,x1 .
We see thatQ∗ = P , and since P is a stochastic matrix already we also have stoch(Q∗)
= P. By Fact 3.0.42, it follows that µg = µP . Therefore, µf = µg.
Applying Fact 3.0.43 yields
f = g + k − k ◦ σ + c
for some function k and constant c.
Using the definition g = 1
2
f and rearranging a term gives us
g = k − k ◦ σ + c = 0 + k − k ◦ σ + c.
Applying Fact 3.0.43 again (this time in the other direction) allows us to conclude
µg = µ0. By Fact 3.0.44, it follows that µg is MME. Since µg = P , we have that P
is MME as desired.
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4Bernoulli Markov chains
In this section, we will discuss some results for Bernoulli n-block Markov chains.
Recall that a Bernoulli Markov chain has the property that the probability of transi-
tioning to a state j depends only on j and not on the state which the chain occupied
previously. Additionally, every Bernoulli chain has a stationary distribution pi, and
transition probabilities can be expressed as Pij = pij. Thus, every Bernoulli chain
is defined by a state space V and a stationary distribution pi, so we can denote
a Bernoulli chain by (V, pi) and the n-block process on (V, pi) by (Vn, pin), where
Vn = V
n and pin is such that pin(j) =
n∏
i=1
pij[i].
First, we will provide formulas for expected hitting times and expected meeting
times. These formulas allow us to derive formulas for the maximum expected hitting
time and the maximum expected meeting time respectively.
Proposition 4.0.45. Let (V, pi) describe a Bernoulli Markov chain with finite state
space V and stationary distribution pi. Let (Vn, pin) be the n-block process that arises
from (V, pi). Let ptij be the probability of transition from state i to state j in t time
steps for any i, j ∈ Vn. For i, j ∈ Vn, define I(i, j, d) = Ij[1,n−d]=i[d+1,n]. Then for
every i, j ∈ Vn, the expected hitting time has the formula
EiTj =
1
(pin)j
n−1∑
d=0
(pdjjI(j, j, d)− pdijI(i, j, d)). (4.1)
Proof. We begin by considering the parameter Zij, defined in Aldous-Fill [1] as
Zij =
∞∑
t=0
(ptij − (pin)j).
Since X0 and Xt are independent for t ≥ n, ptij = (pin)j for t ≥ n. This implies
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that
Zij =
n−1∑
t=0
(ptij − (pin)j).
Lemma 12 from Chapter 2 of [1] provides a relationship between Zij and EiTj:
EiTj =
Zjj − Zij
(pin)j
.
So we have
EiTj =
1
(pin)j
n−1∑
d=0
(pdjjI(j, j, d)− pdijI(i, j, d)),
as desired.
We also obtained a formula for the maximum expected hitting time.
Proposition 4.0.46. Let v1 = mini∈V pii. Then, under the assumptions of Proposi-
tion 4.0.45,
max
i,j∈Vn
EiTj =
1− vn1
(v1)
n(1− v1) . (4.2)
Proof. Let pi = (pi1, pi2, ...pim) with pi1 ≤ pi2 ≤ ... ≤ pim, let us define jk to be the kth
letter of word j (1 ≤ k ≤ n) and pijk as the probability associated with the kth letter
of j.
We can express the stationary probability as follows:
(pin)j =
n∏
k=1
pijk .
Additionally, we can now express pdij in terms of I(i, j, d) and of probabilities pijk as
follows:
pdij = I(i, j, d)
d−1∏
r=0
pijn−r .
Let us first calculate Ei∗Tj∗ for i∗ and j∗ such that i∗ = l1l2l3...ln and j∗ = {w}n
for letters lr and w such that piw = v1 = min(pi1, pi2, ...pim) and lr 6= w for 1 ≤ r ≤ n.
35
We have
Ei∗Tj∗ =
1
(pin)j∗
n−1∑
d=0
(pdj∗j∗I(j∗, j∗, d)− pdi∗j∗I(i∗, j∗, d))
=
1
(pin)j∗
n−1∑
d=0
(pdj∗j∗)
=
1
(piw)
n
n−1∑
d=0
(piw)
d
=
1
(piw)
n
(
1− piwn
1− piw
)
=
1
(v1)
n
(
1− v1n
1− v1
)
.
Now let us consider EiTj for arbitrary i and j:
EiTj =
1
pij
n−1∑
d=0
(pdjjI(j, j, d)− pdijI(i, j, d))
≤ 1
(pin)j
n−1∑
d=0
(pdjjI(j, j, d))
≤ 1
(pin)j
n−1∑
d=0
(pdjj)
≤
n∏
k=1
1
pijk
+
(
n∏
k=1
1
pijk
)
n−1∑
d=1
d−1∏
r=0
pijn−r
=
n∏
k=1
1
pijk
+
n−1∑
d=1
n−d∏
r=1
1
pijr
≤
n∏
k=1
1
v1
+
n−1∑
d=1
n−d∏
r=1
1
v1
=
1
(v1)n
+
n−1∑
d=1
1
(v1)n−d
=
1
(v1)n
n−1∑
d=0
(v1)
d
= Ei∗Tj∗ .
Since EiTj ≤ Ei∗Tj∗ for all i and j, we have
max
i,j
EiTj =
1− v1n
(v1)
n(1− v1) .
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For the expected meeting time, we have the following formula.
Proposition 4.0.47. Let (V, pi) describe a Bernoulli Markov chain with finite state
space V and stationary distribution pi. Let (Vn, pin) be the n-block process that arises
from (V, pi). Define p =
∑
j∈V
pi2j . Let kij be the length of the maximal common suffix
of i and j. Then for every i, j ∈ Vn, the expected meeting time has the formula
EMij =
1− pn−kij
pn(1− p) . (4.3)
If kij ≤ n−1, then we can also express the expected meeting time with the formula
EMij =
n∑
h=kij+1
1
ph
.
Proof. Let Wi and Wj be two independent copies of (Vn, pin) started at states i ∈ Vn
and j ∈ Vn respectively. Let Xt and Yt describe the state at time t > 0 of Wi and
Wj respectively. Given i and j, kij is fixed, so for notational simplicity, we will
denote kij by k for the remainder of this proof. Let eg be the event that Xt = Yt for
1 ≤ t ≤ g − 1 and Xg 6= Yg, for 1 ≤ g ≤ n− k. Let e0 be the event that Xt = Yt for
1 ≤ t ≤ n− k (and therefore Wi and Wj meet on the (n− k)th step). The events eg
partition the outcome space, so
E(Mi,j) =
n−k∑
g=0
P(eg)E(Mi,j|eg).
Since each step is independent, we have
P(eg) = pg−1(1− p) for 1 ≤ g ≤ n− k
and
P(e0) = pn−k.
Now let us consider E(Mi,j|eg). For g = 0, we have E(Mi,j|e0) = n − k by
definition. Define T = inf{N : Xt = Yt for N ≤ t ≤ N + n − 1} and N0 = n + T .
(Note that N0 has the same probability distribution as Mij for i, j ∈ Vn such that
kij = 0.) Given eg, we know that after the g
th step, the maximal common suffix of Xt
and Yt has length 0, which implies that, from the g + 1
th step onwards, the expected
additional time for Wi and Wj to meet is equivalent to the expected meeting time
for a pair of random walkers Wi∗ and Wj∗ with ki∗j∗ = 0, or EN0. Thus, we have
E(Mi,j|eg) = g + EN0 for 1 ≤ g ≤ n− k.
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Substituting for E(Mi,j|eg) and P(eg) yields
E(Mi,j) = P(e0)E(Mi,j|e0) +
n−k∑
g=1
P(eg)E(Mi,j|eg)
= (n− k)pn−k +
n−k∑
g=1
pg−1(1− p)(g + EN0).
Using the fact that EN0 = EMi,j for i, j ∈ V s.t. kij = 0, we obtain
EN0 = npn +
n∑
g=1
pg−1(1− p)(g + EN0).
A combination of basic algebra and Lemma 4.0.48 (which follows this proof) provides
EN0 =
1− pn
pn(1− p) . (4.4)
After substituting (4.4) into the formula for EMi,j, we have:
EMi,j = (n− k)pn−k +
n−k∑
g=1
pg−1(1− p)(g + 1− p
n
pn(1− p))
= (n− k)pn−k + 1− p
p
n−k∑
g=1
gpg + (1− p) 1− p
n
pn(1− p)
n−k∑
g=1
pg−1
= (n− k)pn−k + 1− p
p
(
pn−k+1((n− k)p− (n− k)− 1) + p
(1− p)2
)
+
1− pn
pn
(
1− pn−k
1− p
)
using lemma 4.0.48
= (n− k)pn−k + p
n
pn
(
pn−k((n− k)p− (n− k)− 1) + 1
1− p
)
+
1− pn−k − pn + p2n−k
pn(1− p)
= (n− k)pn−k + p
2n−k((n− k)p− (n− k)− 1) + pn
pn(1− p) +
1− pn−k − pn + p2n−k
pn(1− p)
= (n− k)pn−k + p
n−k(n− k)(p− 1)
1− p +
1− pn−k
pn(1− p)
=
1− pn−k
pn(1− p) .
We can rewrite this formula using the following formula:
xn − 1
x− 1 = x
n−1 + xn−2 + ...+ x+ 1 for 0 < x 6= 1.
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For k ≤ n− 1, this gives us
EMi,j =
pn−k − 1
pn(p− 1)
=
1
pn
(pn−k−1 + pn−k−2 + ...+ p+ 1) for k < n
=
1
pk+1
+
1
pk+2
+ ...+
1
pn−1
+
1
pn
=
n∑
h=k+1
1
ph
.
Lemma 4.0.48. For integers n ≥ 1 and for p ∈ (0, 1),
n∑
g=1
gpg =
pn+1(np− n− 1) + p
(1− p)2 .
Proof. This proof is inspired by the proof for the expected value of the geometric
random variable. We begin by considering the sum
n∑
g=1
pg. Using the formula for the
sum of a geometric series with a common ratio |r| < 1, we obtain:
n∑
g=1
pg =
p− pn+1
1− p . (4.5)
Next, we differentiate (4.5) with respect to p:
n∑
g=1
gpg−1 =
(1− p)(1− (n+ 1)pn)− (p− pn+1)(−1)
(1− p)2
=
1− p+ (p− 1)(n+ 1)pn + p− pn+1
(1− p)2
=
pn(np− n− 1) + 1
(1− p)2 .
Multiply both sides of the equation by p to obtain the desired formula.
The following proposition easily follows from Proposition 4.0.47.
Proposition 4.0.49. In the setting of Proposition 4.0.47, we have
max
i,j∈Vn
EMij =
1− pn
pn(1− p) . (4.6)
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Proof. From Formula 4.0.47, we have
EMi,j =
1− pn−kij
pn(1− p)
Note that the denominator is independent of i and j and thus is constant for a fixed
Bernoulli chain, while the numerator varies with kij and so depends on i and j. Since
n − kij > 0 for all kij (assume i 6= j) and 0 < p < 1, we know that 1 − pn−kij > 0
for all kij. The numerator 1 − pn−kij is maximized when pn−kij is minimized. Since
0 < p < 1, pn−kij is minimized when n− kij is maximized, i.e. when kij = 0. Thus,
kij = 0 maximizes EMi,j, and so we have
max
i,j∈Vn
EMi,j =
1− pn
pn(1− p)
as desired.
It turns out that the similarity between (4.2) and (4) allows us to prove the
following inequality.
Proposition 4.0.50. Let (V, pi) describe a Bernoulli Markov chain with finite state
space V and stationary distribution pi. Let (Vn, pin) be the n-block process that arises
from (V, pi). Then,
max
i,j∈Vn
EMij ≤ max
i,j∈Vn
EiTj. (4.7)
Additionally, maxi,j∈Vn EMij = maxi,j∈Vn EiTj if and only if pi is uniformly dis-
tributed.
Remark: An analogous inequality is proved for reversible continuous-time chains
in [1].
Proof. Suppose m = |V | and pi = (pi1, pi2, ...pim) with 0 < pi1 ≤ pi2 ≤ ... ≤ pim < 1.
Recall that we defined p =
m∑
i=1
pi2i . Using the fact that
m∑
i=1
pii = 1 and 0 < pi1 ≤ pij for
j > 1, we get
pi1 = pi1(pi1 + pi2 + ...+ pim)
= pi21 + pi1pi2 + ...+ pi1pim
≤ pi21 + pi22 + ...+ pi2m = p.
Note that equality holds when the stationary distribution is uniform (i.e. when
pii =
1
m
for all 1 ≤ i ≤ m). The inequalities 0 < pi1 ≤ p < 1 imply
1 <
1
p
≤ 1
pi1
,
and thus, for all n ≥ 1,
1 <
(
1
p
)n
≤
(
1
pi1
)n
. (4.8)
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Recall that
max
i,j
EiTj =
pin1 − 1
pin1 (pi1 − 1)
max
i,j
EMi,j =
(p)n − 1
(p)n(p− 1) .
We will rewrite maxi,j EiTj and maxi,j EMi,j with the help of the following formula:
xn − 1
x− 1 = x
n−1 + xn−2 + ...+ x+ 1 for 0 < x 6= 1.
Now we have
max
i,j
EiTj =
1
vn1
(vn−11 + v
n−2
1 + ...+ v1 + 1)
=
1
v1
+
1
v21
+ ...+
1
vn−11
+
1
vn1
,
and similarly,
max
i,j
EMi,j =
1
pn
(pn−1 + pn−2 + ...+ p+ 1)
=
1
p
+
1
p2
+ ...+
1
pn−1
+
1
pn
.
By applying (4.8), we obtain the desired inequality.
Previously, we stated that p = v1 when v is uniformly distributed. In this case,
it is clear from the symmetry of the formulas for maxi,j EiTj and maxi,j EMi,j that
maxi,j EiTj = maxi,j EMi,j, as desired. This proves that if v is uniformly distributed,
then maxi,j EMi,j = maxi,j EiTj.
Now let us show that if maxi,j EMi,j = maxi,j EiTj, then v is uniformly dis-
tributed.
Suppose maxi,j EMi,j = maxi,j EiTj. Recall that
max
i,j
EMi,j =
n∑
k=1
1
pk
,
and similarly,
max
i,j
EiTj =
n∑
k=1
1
v1k
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So,
n∑
k=1
1
pk
=
n∑
k=1
1
v1k
n∑
k=1
(
1
pk
− 1
v1k
)
= 0
n∑
k=1
(
v1
k − pk
(pv1)k
)
= 0
Consider the term v1
k−pk
(pv1)k
. Since p > 0 and v1 > 0, pv1 > 0 and therefore
(pv1)
k > 0 for all k (and in particular, for k ≥ 1). Thus, the denominator of our
term is always positive. Now consider the numerator. We know that 0 < v1 ≤ p < 1,
which implies 0 < vk1 ≤ pk < 1 for k ≥ 1. So, vk1 − pk ≤ 0, and thus,
vk1 − pk
(pv1)k
≤ 0
This implies that
n∑
k=1
(
vk1−pk
(pv1)k
) is a sum of terms each ≤ 0. The only way we can have
n∑
k=1
(
vk1−pk
(pv1)k
) = 0 is if
vk1−pk
(pv1)k
= 0 for all k ≥ 1. Thus,
vk1 − pk = 0.
Rearranging a term gives us
vk1 = p
k,
which implies
|v1| = |p|.
Both v1 > 0 and p > 0, so
v1 = p
as desired.
Lastly, we have the following inequality that relates the entropy of the Bernoulli
n-block chain with the maximum expected meeting time.
Proposition 4.0.51. Let (V, pi) describe a Bernoulli Markov chain with finite state
space V and stationary distribution pi. Let (Vn, pin) be the n-block process that arises
from (V, pi). Let h = h(V, pi) be the entropy of (V, pi). Then,
lim
n→∞
1
n
log(max
i,j∈Vn
EMi,j) ≤ h (4.9)
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Proof. Consider the n-block process on a Bernoulli Markov chain with finite state
space V . Let p =
∑
j∈V
(pij)
2. From Proposition 4.6,
max
i,j∈Vn
EMij =
1− pn
pn(1− p) .
Using algebra, we obtain:
1
n
log(max
i,j∈Vn
EMi,j) =
1
n
log(
1− pn
pn(1− p))
=
1
n
[− log(pn) + log(1− pn)− log(1− p)]
= − log(p) + 1
n
log(1− pn)− 1
n
log(1− p)
Note that
lim
n→∞
1
n
log(1− pn) = 0
and since log(1− p) is constant,
lim
n→∞
1
n
log(1− p) = 0
So,
lim
n→∞
1
n
log(max
i,j∈Vn
EMi,j) = − log(p)
= − log(Epi(piv))
(4.10)
Now consider the entropy of the Bernoulli source:
h = −
∑
v∈A
piv log(piv)
= −Epi(log(piv))
(4.11)
By Jensen’s inequality, we have
log(Epi(piv)) ≥ Epi(log(piv))
So,
− Epi(log(piv)) ≥ − log(Epi(piv)). (4.12)
Substituting (4.10) and (4.11) into (4.12) yields
h ≥ lim
n→∞
1
n
log(max
i,j∈Vn
EMi,j)
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