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Abstract 
Since the first observation of the photovoltaic phenomenon, photovoltaics underwent continuous improvement and 
evolution, expanding its market and applications worldwide. Photovoltaic solar cells can be classified into three 
generations depending on the technology used: single junction (multi) crystalline (1G), single junction thin film (2G) and 
hetero-junctions (3G). Organic and hybrid solar cells belong to the 3G generation. Low temperature and typographic 
printing processing, tunable colors, flexibility and short payback time are but a few of the advantages these technologies 
possess, making organic and hybrid photovoltaics appealing in terms of both cost and architectonic integration. An almost 
infinite number of organic and hybrid solar cells are possible, due the high number of combinations that organic chemistry 
provides. However, depending on the structure and materials used, these devices can be grouped into three categories: 
dye-sensitized, polymeric and perovskite solar cells. Despite the several advantages, organic and hybrid photovoltaics 
have lower efficiency, lifetime and reliability compared to inorganic technologies. The best performances single cell 
efficiency goes from 11.9% of dye-sensitized to 22.1% of perovskite solar cells. However, scaling the area while 
maintaining high performances is a complex process compared to inorganic PV, mainly due to the absence of industrial 
expertise. Furthermore, higher susceptibility to oxygen, moisture and UV radiation make organic and hybrid photovoltaics 
more vulnerable and less reliable than commercially available inorganic photovoltaics. All these issues must be addressed 
in order to improve the organic/hybrid solar cells efficiency, reliability, lifetime and market expansion. 
We investigated the response of roll coated organic solar cells at different bias voltages and illumination levels to 
implement a detailed impedance model. The technique used for the investigation is based on the combination of standard 
DC characterization with the impedance spectroscopy at different bias and illumination intensity conditions. We analyzed 
both fresh and intentionally degraded cells. The impedance spectra show different peaks evolutions, depending on the 
degradation of the cells. Moreover, the same trend appears by measuring the cells at different illumination levels. To 
describe the cell impedance behaviors we suggest an electrical model based on distributed elements. By fitting the model 
to experimental data, we extrapolate the parameters related to electron transport, recombination and accumulation. The 
main differences between fresh and degraded samples are underlined. In addition, we subjected P3HT:PCBM solar cells 
to electrical constant current stress and thermal storage. We used the impedance spectroscopy technique combined to 
conventional DC measurements for device characterization during all stresses. We identified and separated different 
contributions affecting the open circuit voltage and short circuit current during both stresses. We calculated the 
photocurrent, measuring current voltage curves in both dark and light at each stress step. A model applied to photocurrent 
experimental data measured during the current stress allows the estimation of parameters such as generation, 
recombination, dissociation rate and nearly zero field voltage within the active layer as a function of the stress time. 
Several mechanisms are behind all these changes; in particular, extrapolated parameters show that the stress mainly affects 
the recombination rate of the polaron charge transfer states. 
On hybrid solar cells, the anomalous electrical behavior of lead halide perovskite opto-electronic devices still 
prevents their full reliability. Though it is recognized a correlation with the presence of mobile ionic species within the 
perovskite layer, the phenomenon is still under debate. We report the characterization of methylammonium lead iodide 
perovskite nanocrystals with a graphitic material patching the nanocrystals surfaces produced by a laser ablation 
decomposition of an organic solvent on the surfaces of the precursor PbI2. Electrical measurements indicate that the 
macroscopic ionic diffusion lowers within thin films based on this material. We show that an electronic coupling between 
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the nanocrystals and the graphitic material is present and we suggest a passivating effect, which produces a 
macroscopic reduction of ions motion. 
Then, we studied the hysteresis and electric field effects on planar CH3NH3PbI3 perovskite devices, synthetized 
from laser-ablated precursors, by means of electrical characterizations at different scan rates and optical 
measurements. The aim of our investigation is to characterize the phenomena behind perovskite degradation under 
prolonged applied electric field. Using a perovskite more resistant to electric field induced degradation, we run long 
time characterizations that were not accomplishable before. Thus, we distinguished all the degradation-involved 
phenomena. The results point to the presence of ions migrating in the perovskite when the device is biased. Our data 
showed that ions migration degrades the interfaces with the consequent creation of degraded layers that limit the 
current injected in the device and the extracted photocurrent. These layers where detected also by means of optical 
Raman characterization. In order to explain the details of the mechanisms concurring to the observed behaviors, we 
presented a qualitative model. The observed phenomena exacerbated by the planar structure are even more destructive 
on standard solution processed perovskites to which the results can be extended. The same degradation dynamics 
occur on vertical devices, typical on perovskite solar cells, and the obtained results provide a useful in-depth analysis 
of the ionic migration effects. Furthermore, we subjected to both storage and thermal stress solid state solar cells 
based on organ-metal perovskites and using Spiro-OMeTAD as hole transport material. We applied two different 
sealing techniques to encapsulate the devices, in order to study the differences during the experiment. Applying fast 
cycle-voltammetry, transient measurement and very slow DC measurements, we correlated the results obtained 
during the 540h experiment to different degradation dynamics within the cell structure. The correlation allows us to 
distinguish at least two possible sources of degradation that can help understanding loss mechanisms of perovskite 
solar cells. 
Finally, accurate determination of the lifetime of novel hybrid and organic solar cells is often rather challenging 
due to very dynamic behavior of such cells over time and ageing curves with shapes of varying nature. Therefore, in 
order to accurately and reproducibility determine the lifetime of  photovoltaic (PV) devices with such a behavior a 
novel elaboration algorithm was developed, which enables automatic smoothing, filtering and extrapolation of the 
real lifetime data and reproducibility determining the lifetime parameters defined in the ISOS guiding standards. The 
algorithm is also capable of predicting the lifetime of devices, not tested until the end of sample life, given that there 
is sufficient amount of measured data points for performing reliable extrapolation of ageing curves (to a limited time 
frame).
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1 Introduction 
 
The first observation of the photovoltaic principle was in 1839 by A.E. Becquerel who put two AgCl coated platinum 
electrodes into an acidic solution that under illumination generate current [1]. Photovoltaic technology evolved since 
Becquerel discovery and solar panels are distributed worldwide nowadays, with applications on huge photovoltaic plants 
as well as on small domestic power systems. However, the direct conversion of the solar radiation into electric energy is 
a business dominated by inorganic materials that require expensive and complex manufacturing procedures besides a 
huge effort on proper disposal facilities and dumps. In the described scenario, a new generation of organic and hybrid 
photovoltaic devices was born, whose compounds are easier to process and recycle. 
 
1.1 Solar Cell Generations 
The several types of photovoltaic solar cells for energy harvesting are usually grouped into different generations 
classified by the technology used in the solar cells [2]. 
1.1.1.1 First Generation (1G) 
The first generation of photovoltaic solar cells is based on single junction devices. Multi-crystalline and single-crystal 
silicon solar cells are the most representative and diffused examples of the first generation technology. The 1G is mainly 
based on lithographic screen printing technology. Since 1G production process is common to semiconductor 
manufacturing, it found a huge expertise and enormous manufacturer factories to help the scaling to mass production. In 
2018, single-crystal solar cells hit 26.1% efficiency that lowers to 22.3% for multi-crystalline as reported in Fig. 1.1.1. 
Despite in 2005 a single-crystal solar cell with concentrator proved a maximum efficiency of 27.6%, thus approaching 
the silicon Shockley-Queisser [3] limit of 30% efficiency, the average efficiency for a common solar panels installation 
is about 17%. Mainly due to silicon wafers production cost, the price per watt of 1G solar cells is still about three to four 
times higher than traditional energy sources such as fossil fuels and usually it does not include the recycling costs. 
1.1.1.2 Second Generation (2G) 
The second generation of photovoltaic technologies are still based on single junction devices; however, the aim of 
2G is to maintain the same efficiency as 1G using less material. CuIn(Ga)Se2 (CIGS), CdTe/CdS (CdTe) amorphous-Si 
(a-Si) and polycrystalline-Si (p-Si) are the key-role materials used on 2G solar cells. These materials are usually deposited 
as a thin film coating (1-10 µm) on low-cost substrates (glass), thus reducing the overall expense of solar panels. Despite 
the high 21.7% and 21% efficiencies obtained on a laboratory size CIGS and CdTe solar cells, scaling of 2G technology 
to plant size solar panels reduces the efficiencies to an average 16% and 10.7% [4]. This efficiency drop in large-scale 
2G solar panels is attributed to poor material uniformity over large area and material issues. Besides, 2G technology found 
limited support for scaling to mass production because of the absence of the industrial support that so easily helped the 
spread of 1G technology [2]. Consecutively, 2G expansion on the market is slower compared to 1G despite the cheaper 
cost per watt that 2G offers. 
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1.1.1.3 Third Generation (3G) 
The third-generation photovoltaics is distinguished by the usage of multi-junction solar cells. Using multiple 
band-gap materials the 3G aims to increase the devices efficiency improving the photons harvesting. Hetero-junctions 
allow an increase in efficiency that overcomes the 30% limit predicted for silicon based technology. The record for 
multi-junction monolithic cells with concentrator is 46.0% efficiency while it lowers to 38.8% without concentrator; 
both records were obtained with four junction devices [5]. As the graph in Fig. 1.1.1 clearly shows, the higher the 
junction number the higher the maximum efficiency the device can reach. However, such outstanding records were 
obtained using expensive processing techniques and costly III-V inorganic semiconductors. Thus, despite multi-
junction solar cells based on III-V inorganic semiconductors proved it possible to overcome the Shockley-Queisser 
limit on silicon devices, their usage is limited to space constrained applications (e.g.: aerospace) or to power plans 
using expensive concentrators that maximize the energy harvesting, minimizing the required solar panel area. 
3G however includes several other multi-junction solar cells, mostly devices based on relatively inexpensive 
semiconductors and with low-cost processing. The low cost PV in 3G are Dye-Sensitized Solar Cells (DSSCs), 
Polymeric Solar Cells and Perovskite Solar Cells (PSCs). Despite the outstanding short payback time and cost per 
watt, these PV technologies still suffer of lower lifetime expectancy and efficiency compared to inorganic solar cells. 
However, the potential for scalability and competitiveness make of these PV devices a promising alternative for solar 
energy harvesting in the next future. 
Other PV technologies among 3G are quantum-dot solar cells (QDSCs) and solar cells with nanostructured additions. 
These technologies represent an evolution of the 3G multi-junction concept since the multi-band gap solar cell is obtained 
by proper tuning of the quantum-dot material used or by addition of nanoscale inorganic add-ons in the solar cell. Despite 
carrying very promising possibilities, these technologies have not been tested yet on large area devices and are mainly 
studied and developed as laboratory size solar cells. 
 
Fig. 1.1.1 NREL plot updated to 2018 showing the efficiency of different photovoltaics technologies. 
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1.2 Organic and Hybrid Photovoltaics 
1.2.1 Genesis and attractiveness 
Despite Pochettino firstly observed the photovoltaic effect on organic compounds in 1906 [6], it was only with the 
development of organic chemistry starting in the ’50 and with several studies on photovoltaics properties of organic 
compounds (from carotene to phthalocyanines-PC) that a first milestone was posed for a new type of photovoltaic based 
on organic semiconductors. In 1988, the first solar cell using an organic dye sensitizer was built by M. Grätzel e B. 
O’Regan [7]. 
Organic and hybrid photovoltaics are 3G because their working principle is that of a hetero-junction. Usually, these 
cells use a multi-layer vertical structure, with the photoactive layer sandwiched between two semi-transparent electrodes. 
Other layers in addition to this simple structure help maximizing the device reliability and optimizing the energy 
harvesting. The active layer absorbs photon energy, converting this energy into free charges. The correct usage of an 
electron transport layer (ETL) and a hole transport layer (HTL) help the separation and extraction of the photo-generated 
charges. Aligning highest occupy molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) with the 
corresponding electrodes work functions is fundamental to maximize the cells efficiency. 
Among the several properties of organic and hybrid semiconductors is the low-cost and low temperature processing. 
Due to the organic nature and thin film applications, these semiconductors perform exceptionally well also under 
mechanical stress and thus it is possible to realize photovoltaics devices on flexible substrates, as shown in Fig. 1.2.1. 
Flexibility is a mandatory for integrating photovoltaics where traditional inorganic solutions cannot be used without 
affecting the visual aesthetics. Besides, flexibility supports the development of low cost typographic processing such as 
roll-to-roll techniques, shown in Fig. 1.2.2, increasing the production throughput and thus lowering the PV module cost 
per watt [8]. Furthermore, the usage of different colors is possible thanks to the almost infinite tuning possibilities given 
by organic and hybrid semiconductors; an example is the application in Fig. 1.2.3. Indeed, engineering the materials 
allows altering and modifying the optical and electrical properties of the active layer, optimizing not only reliability and 
efficiency but also esthetic impact [9]. 
All the properties and advantages of 3G organic and hybrid photovoltaics make these devices appealing both in term 
of costs and technology, as a promising renewable energy source. 
 
Fig. 1.2.1 Photovoltaics modules 
manufactured at DTU (Denmark 
Technical University) on PET 
substrate. The modules are made of 8 
cells on series. 
 
Fig. 1.2.2 LA330 Solar laminator, Roll-
to-Roll solar cell printing unit installed a 
RISØ-DTU (National Laboratory for 
Sustainable Energy). 
 
Fig. 1.2.3 Windows of the conference 
center EPFL (École polytechnique 
fédérale de Lausanne) in Switzerland 
with colorful embedded organic DSSC. 
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1.2.2 Structures and operational mechanism 
Several structures and materials were developed and studied for organic and hybrid photovoltaics. The two most 
known structures are described in Fig. 1.2.4a and consist of two transport layers, contacted by the electrodes, sandwiching 
the active layer. When the anode is at the bottom of the structure, deposited directly on the substrate, the cell is in standard 
configuration; otherwise, the structure is inverted. Fig. 1.2.4b describes the general desired band diagram for these 
devices. The active layer has the function of absorbing the photons energy, creating free charges. Depending on the solar 
cell type, the active layer is made of different organic/hybrid compounds and can be either microporous (as in DSSCs) or 
compact solid (as in polymeric solar cells and PSCs) semiconductor. The ETL and HTL are specifically selected 
semiconductors, whose band alignment allow the transportation of a selected charge type while preventing the opposite 
type from reaching the electrode and recombine. Besides the electrical properties, ETL and HTL are also required optical 
characteristics such as transparency or UV light absorbance. Transparency at wavelengths where the active layer 
efficiently converts photons to charges guarantees outstanding conversion efficiencies, while preventing UV from 
reaching the active layer limits the high-energy photon induced degradation that is typical of organic materials [10,11]. 
   
Fig. 1.2.4 a) Standard and inverted structures adopted for organic and hybrid solar cells. b) General band diagram of a hybrid/organic 
solar cell. 
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Despite the wide range of substrates, active layers, ETL and HTL possibilities, we can group organic and hybrid 
photovoltaics 3G solar cells in three main categories: 
? Dye-sensitized solar cells; 
? Polymer solar cells; 
? Perovskite solar cells; 
These three groups mainly differ for the type of materials used as active layer. DSSCs use a dye (organic/inorganic) and 
an electrolyte. The typical cell structure is shown in Fig. 1.2.5a. The dye usually permeates the surface of microporous 
TiO2 that is the ETL. Upon exposure to light, once a photon reaches the dye it generates an exciton that separating creates 
free positive and negative charges. The positive charge moves to the HTL and then to the anode thanks to the liquid 
electrolyte while the negative charge is exchanged through the porous ETL with the cathode. Polymeric solar cells 
described in Fig. 1.2.5b make use of a thin film organic active layer, which is a blend of at least two different polymers 
or molecule forming an organic hetero-junction. Once the photon gets into the active layer, its absorption generates an 
exciton that is separated thanks to the different HOMO and LUMO energy levels of the polymers in the compound. The 
generated free charges then reach the right electrode thanks to the selective HTL and ETL. Finally, PSCs represent an 
evolution of DSSCs. Despite DSSCs traditionally make use of liquid electrolyte, at the beginning of the 21st century a 
new solid state dye sensitized solar cells was realized, comprehending only solid elements, thus posing the basis for the 
development of perovskite solar cells. In PSCs, as described in Fig. 1.2.5c, the perovskite active layer is in direct contact 
with the HTL and ETL. Indeed, despite a porous ETL layer was maintain as in DSSCs to maximize the charge extraction 
efficiency, there is no electrolyte. Due to the good holes/electrons mobility within the perovskite layer, there is no need 
for an ionic charge-transport electrolyte and the extraction process is more similar to the one occurring in polymeric solar 
cells rather than that of DSSCs. The photon exciting the hybrid active layer directly generates an electron-hole couple, 
similarly to standard inorganic solar cells, then the free charge is extracted thanks to the selectivity of the HTL and ETL. 
However, the perovskite structure is much more unstable compared to polymers and upon the application of an electric 
field the structure ionizes and some ions (e.g.: Pb+, MA+, I-) start moving within the perovskite. These ions are responsible 
of several phenomena (as hysteresis and long time-transient responses) that make PSCs more similar to DSSCs rather 
than to polymer solar cells. 
 
Fig. 1.2.5 Examples of a) DSSC structure, b) polymeric solar cell structure and c) PSC. 
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As shown in several reviews on organic photovoltaics (OPV) [12], the outstanding innovation of this technology is the 
usage of economic materials, easier to process and in most cases dispose of, limiting the environmental pollution. DSSCs 
are made of both organic and inorganic materials. TiO2, ZnO, SnO are but a few of the oxides used as ETL (cathode), 
while graphene, Pt nano-particles[13] and PtCl2 are used as HTL (anode). Anthocyanin pigments are the organic 
molecules usually adopted as dye and selected accordingly to the required optical and electrical properties. Finally, iodine 
based electrolytes (e.g.: I3-) are the most common ionic charge-transport used in DSSCs. Polymeric solar cells make use 
of synthetized organic molecules and polymers as active layer [14] (e.g.: PCBM, P3HT, PF, PCDTBT, PF8TBT and 
PF10TBT). In order to enhance the charge separation while limiting charge recombination at the contacts, oxides layers 
(e.g.: ZnO, MoO3, TiO2) are used as ETL/HTL, in combination with other organic semiconductors like PEDOT:PSS or 
graphene. On the other hand, perovskite solar cells active layer most common materials are CH3NH3PbI3 and FAPbI3, 
while PCBM, PEDOT:PSS, TiO2, ZnO, NiMgLiO, PTTA, SnO2, Spiro-OMeTAD are used as HTL and ETL layers. Since 
PSCs use PbI2 as the active layer precursor, disposing of these solar cells containing lead iodide is more challenging 
compared to DSSCs and polymeric solar cells. In order to make PSCs environmental friendly, several researchers are 
pointing their efforts into the development of new active layers exploiting other substances (lead free) easier to recycle, 
such as CH3NH3SnX3 (where X = I, Br or Cl), Cs2AgBiBr6 [15] or CH3NH3SnI3-xBrx [16]. Despite the efficiencies reached 
by lead free devices are still lower than the outstanding record performance of 22.1% reached by PSCs using lead, the 
quick development of the technology and the huge efforts invested worldwide among the different research centers 
suggest that in the next future perovskite technology will become safer and economically competitive with silicon 
photovoltaics.  
All the three groups make use of external contacts (electrodes) typically made of Au, Ag or Al for laboratory size devices, 
while they use conductive carbon-based compounds for large area solar cells and solar panels. 
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1.2.3 Weaknesses and issues 
Despite the conspicuous improvements since the first proof of organic/hybrid photovoltaics capabilities and the 
competitive processing techniques, these technologies nowadays have not conquered yet a market comparable to standard 
inorganic photovoltaics. The main obstacle to the expansion of organic/hybrid photovoltaics market relies on the huge 
gap in terms of reliability and performances if compared to common inorganic (mostly silicon) devices.  
An in deep analysis of photovoltaic performances obtained by the different technologies both organic/hybrid and 
inorganic is reported by Green et al. [4]. From the results of Green et al. research, it is possible to observe that silicon and 
inorganic (GaAs, CIGS, CdTe, InGaP/InGaAs) PV module efficiencies (ranging from 18.6% to 31.2%) are considerably 
higher than organic/hybrid PV modules (ranging from 8.7% to 11.6%). Indeed, despite the single cell efficiency of 
hybrid/organic photovoltaics reaches values as high as 22.1% for PSCs, 11.9% for DSSCs and 12.6% for polymeric solar 
cells [17], scaling the devices area maintain high performances is a complex task compared to inorganic PV technologies. 
Accelerated aging tests proved that the reliability of organic/hybrid photovoltaics is considerably lower than that of 
commercially available inorganic PV [11,18–23], resulting in a shorter lifetime expectancy for the former PV compared 
to the latter. However, the main issue behind the scaling of organic/hybrid PV technologies is the lack of industrial 
expertise, in contrast to the enormous amount of skills, technical knowledge and resources that silicon-based IC industries 
possess. Nonetheless, the recent industrial efforts [24] in the field of organic/hybrid photovoltaics proved that realizing 
large area PV modules while maintaining high performances is feasible. Paving the way for further research and 
investments into organic/hybrid photovoltaics. 
Nowadays, organic/hybrid PV are primarily used as an alternative when standard rigid silicon PV cannot be installed. 
Flexibility, colorfulness and easier aesthetical integration of these solar cells make organic/hybrid PV a useful tool for 
engineers, designers and architects to combine renewable energy harvesting devices into buildings and spaces that were 
not exploitable before. However, the exponential growth of these innovative technologies foresight a much wider 
application in the next future and for this reason further research on organic/hybrid photovoltaics is necessary. In order 
to make these technologies economically competitive and extend their application on a large scale, improved 
performances in parallel to increased lifetime and reliability are mandatory. 
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1.3 Measurement Techniques 
In order to study solar cells, several techniques are available; these measurements can be electrical, optical or a 
combination of both. Current-voltage characterization under standard solar simulator is the most common method to 
assess the cell-under-test efficiency; however, other techniques are available to determine a device (and more in general 
a semiconductor) physical parameters and reliability. Among the possible parameters that can be extrapolated from 
electro-optical characterization and modeling are charge carriers mobility and lifetime, internal generation/recombination 
rates, defects density and distribution, dielectric constant, breakdown electric field, absorbance spectrum, work functions 
levels and band gap, internal/external quantum efficiencies. On the other hand, the application of stressing factors are 
intended to accelerate the aging of the device in order to study what would be the device behavior during its future 
everyday usage. Analyzing the parameters listed above while stressing a device (e.g. applying a strong electric 
field/current or exposing the device to extreme environmental conditions) allows understanding the critical mechanisms 
compromising the device reliability and shortening its lifetime. Below is a concise description of the available 
characterization and stress techniques. Remarkably, among the several techniques listed, some were developed 
specifically to study organic/hybrid photovoltaics, since these innovative semiconductors have peculiar behaviors that 
could not be analyzed using standard inorganic characterization measurements. 
1.3.1 Characterization 
Characterization techniques can be divided in three main groups, depending on the time domain analyzed during the 
measurements. There are continuous, modulated and transient characterizations. 
1.3.1.1 DC measurements 
I-V: current-voltage scan that measures that sample steady-state current flowing through the device while 
applying a voltage, both in dark and under illumination. Fig. 1.3.1a shows the typical I-V curves of a solar cell. 
In order to guarantee the correct current sampling at each applied voltage it is necessary to wait a hold time at 
each step, thus letting any transient response to decay. Integrating and averaging the current samples allow 
increasing the signal-to-noise (SRN) ratio. The standard performance parameters such as fill factor (FF), 
efficiency (η), short-circuit current (ISC) and open-circuit voltage (VOC) are extrapolated directly from the I-V 
scan under illumination of a solar cell. Furthermore, using proper models, I-V measures are useful to extrapolate 
many other parameters both in inorganic and organic/hybrid PV such as series (RS) and shunt (RSH) resistances 
or photocurrent. However, while this technique is reliable on inorganic PV, it has to be handled with care when 
applied on some hybrid solar cells [25]. 
ISC: short-circuit current measure is an I-V scan under illumination of a single point, the short-circuit condition 
(0V). The current measured by this characterization is usually estimated from the complete I-V scan in light by 
proper interpolation around 0 V, as shown in Fig. 1.3.1a. Sometimes however, due to the poor stability of the 
device under test or when the I-V scan is highly hysteretic, it is preferable to use this dedicated measure to 
calculate the short-circuit current using a specifically chosen hold time that allows all transient phenomena to 
end. 
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VOC: open-circuit voltage characterization measures the potential difference at the electrodes of a solar cell under 
illumination when imposing a zero-current flowing through the device. Similar to the ISC, the VOC is usually 
extrapolated from the I-V scan in light (see Fig. 1.3.1a). However, in some cases it is preferable to dedicate a 
specific measure to calculate correctly the open-circuit voltage. 
MPP: the maximum power point measure allows monitoring the current-voltage operating point corresponding 
to the device maximum output power, correspondingly VMPP e IMPP. While this technique is usually adopted in 
PV installations to maximize the power conversion efficiency by tuning the operating voltage and current of the 
modules according to the illumination intensity, it is also useful to analyze the efficiency of devices under real 
operating conditions and accelerated aging stresses. In particular, the MPP is a useful technique when it is not 
possible to measure reliable I-V on a solar cell (as in the case of unstable devices). 
LBIC: light beam induced current is a powerful tool to determine any defective points on the solar cell area. 
This measure, as described in Fig. 1.3.1b [26], consists on scanning with a laser beam (resolution < 100µm) the 
active area of the device under test (both single solar cell and module) while measuring the device ISC. By creating 
a 2D map of the measured current, it is possible to determine damaged parts in the active area or defective regions 
due to issues in the manufacturing process. 
EQE, IQE: external and internal quantum efficiency techniques measure the photo-generated current of a device 
under monochromatic light and quantify how many of the incoming photons (EQE) or absorbed photons (IQE) 
are converted into extracted electrons and holes at the electrodes. 
 
Fig. 1.3.1 Standard current-voltage curves in dark and light of a solar cell a). Representation of LBIC setup as described in [26]. 
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1.3.1.2 AC measurements 
IS: impedance spectroscopy is a modulation measurement that characterizes the electrical frequency response of 
a device under test. By applying a small sinusoidal voltage/current signal and measuring the consequent 
current/voltage, it is possible to obtain the impedance (module and phase) of the device at a specific frequency. 
Repeating the measurement in the desired range of frequencies and estimating the real and imaginary parts from 
the module and phase gives the Nyquist plot of the device impedance, as the example shown in Fig. 1.3.2a. The 
IS can be measured at different steady-state conditions and illumination levels, with a frequency range going 
from µHz to MHz depending on the device typology. Impedance spectroscopy in combination with proper 
impedance modeling are powerful tools to characterize materials and interfaces of devices based on both organic 
and inorganic semiconductors. Since IS measurements are highly sensitive to noise and erroneous artifices, care 
must be put in the preparation of IS setup. 
C-V: capacitance-voltage measurement is an IS measurement at a single frequency but variable voltage. The 
model used to fit the resulting impedance is composed of a resistor in parallel with a capacitor and since this 
model comprehends only two variables (R and C), using real and imaginary parts of the impedance allows 
estimation of both resistance and capacitance behaviors within the analyzed voltage range. The C-V 
measurement is traditionally associated to characterization of spatial charge regions (SCR) in inorganic 
semiconductors. Plotting the 1/C2 over voltage graph (see Fig. 1.3.2b) and interpolating the resulting curve gives 
a useful estimation of parameters such as the material doping type and distribution or the built-in voltage. On 
organic/hybrid devices however, C-V measurements can be misleading due to the complexity of the samples 
structure, since the contribution to measured impedance does not come only from a single interface or SCR. 
However, C-V technique gives useful results when there is an element dominating the impedance of the device, 
since it describes that element behavior within the analyzed voltage range without requiring a complete IS 
characterization that is time consuming and that may degrade the device under test. 
IMPS, IMVS: intensity modulated photocurrent spectroscopy and intensity modulated photo-voltage 
spectroscopy are modulation techniques similar to IS but using a frequency modulated light as stimulating source 
and measuring the frequency modulated photocurrent or photo-voltage at the selected bias voltage or current. 
The resulting frequency response shows useful data regarding the materials and interfaces role in the charge 
transport, recombination, extraction and accumulation. 
  
Fig. 1.3.2 Example of IS a) as measured on the resulting impedance from the parallel of a resistor and a capacitor. b) standard 1/C2 over 
voltage plot for a silicon diode. 
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1.3.1.3 Transient measurements 
Suns-VOC: is an electro-optical technique that measures the voltage transients of a solar cell under pulsed light 
stimulation at different power intensity. Imposing zero-current condition at the electrodes and measuring the VOC 
transient under controlled light power intensity, it is possible to measure the amount of photo-generated charge 
present within the device and the equivalent current related to internal recombination at the various intensities 
[27]. Post-processing the measurement results, the suns-VOC allows estimating a pseudo-current-voltage curve 
that is not affected by the contribution of the contacts resistance and thus by RS, as shown in Fig. 1.3.3a. Fast 
and synchronized light sources and measurement units are required in order to implement a precise Suns-VOC 
measurement setup, since most of both organic and inorganic devices have very fast photo-voltage transient 
response. 
DLTS: deep level transient spectroscopy technique is a set of measurements at different temperatures in dark 
that sample the transient current (or capacitance) during a voltage pulse. This technique is commonly applied to 
inorganic devices to estimate the trap release timings thus extrapolating the defects activation energy, but it can 
be extended to organic/hybrid devices as well.  
OCVD: open circuit voltage decay is a measurement developed specifically to study the first DSSCs. This 
technique samples the VOC decay of a solar cell after that the light source illuminating the device is switched off. 
OCVD results elaboration and modeling allow extrapolation of charge carrier lifetime and recombination rates. 
Fig. 1.3.3b shows as an example the resulting OCVD of perovskite solar cell. 
ABVD: applied bias voltage decay consists in the measure of the transient voltage after that the bias previously 
applied to the device is switched off. Applying bias forces free carriers within the device and measuring the open 
circuit voltage decay after that the bias is removed allows estimation of recombination rates by means of proper 
modeling. 
  
Fig. 1.3.3 Comparison of Suns-VOC and I-V measurements as reported in [28] a). OCVD example b) of a perovskite solar cell. 
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1.3.2 Stress 
The aim of the stresses is to accelerate the aging of the device under stress, giving an estimation of what would be 
the normal lifetime in everyday usage. Furthermore, by applying the above characterization techniques during the stresses, 
it is possible to estimate the failure mechanisms giving the manufacturer crucial information. Therefore, stressing devices 
is a fundamental step in the development of reliable and long lifetime PV. Since the stresses point to simulate the effect 
of everyday usage but on a shorter time scale, there exist several types of stresses on semiconductors. Depending on the 
key stressing element, it is possible to divide the stresses into few groups: thermal, electrical, light induced and 
environmental stresses. Furthermore, among the possible key elements discriminating a stress from another is the intensity 
regulation of the stressing element and the time scale used during the stress. A stress is commonly defined as “ramped 
stress” when the intensity increases at each step during the stress, while it is defined as “constant stress” when the intensity 
is the same during all the time of stress. Similarly, stresses can be classified by the timing used during the stress, which 
can be logarithmic or linear. In the below sections there is a summary of the procedures most commonly used to evaluate 
a device reliability and lifetime expectancy. By using more than a stress type at the same time, it is possible to study the 
combined effects of the stresses. 
1.3.2.1 Thermal stress 
Using specifically designed temperature control systems, the device undergoes storage at controlled temperature, 
usually high. While this procedure is called annealing when it is short and it helps improving the device performances, 
prolonged exposure to high temperatures usually leads to a degradation of the semiconductor. In organic/hybrid solar 
cells, since the building process runs at low temperatures, thermal stress usually plays the role of both annealing and 
degrading factor. However, at relatively high and low temperatures (compared to operating conditions) thermal stress is 
particularly detrimental on organic/hybrid semiconductors since it can change both the morphology and the structure of 
the solar cell materials, while this is less effective with inorganic semiconductors that are processed at hundreds Celsius 
degrees. 
1.3.2.2 Electrical stress 
The most important electrical stresses are forward current, reverse voltage, pulsed current/voltage and ESD stresses. 
These stresses aim to simulate the electrical conditions a solar cell undergoes once connected into a module/panel, in 
particular on organic and hybrid solar cells, since it is usually not possible to use bypass diodes. Forward current is a 
consequence of partially shading a cell connected in parallel to others into a solar panel (Errore. L'origine riferimento 
on è stata trovata.a), since the other working devices will see the shaded cell as a load. Reverse voltage occurs when a 
single cell in a series is shaded (Errore. L'origine riferimento non è stata trovata.b); since the shaded cell is not photo-
enerating, the current is interrupted and the open-circuit voltage of the remaining cells drops on the shaded one. Pulsed 
current/voltage might occur when there is a hot-plug connection of the solar cell to the control system, since the solar 
panel is always on when exposed to the light. Finally, electro-static discharge stress simulates the human body discharges 
typically occurring during installation and handling of solar panels and modules. 
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Fig. 1.3.4 . Effects of partial shading on two module configurations: module with parallel rows of cells a) and module with only series of 
cells b). 
1.3.2.3 Light induced stress 
Using a solar panel implicitly means that the solar cells will undergo extensive exposure to all the components of the 
solar spectrum. The most damaging component affecting a solar cell is usually ultraviolet light (UV) due to high-energy 
photons. UV light is particularly damaging for organic/hybrid solar cells and UV barriers are usually installed during 
solar panel manufacturing in order to extend the modules lifetime and reliability. By using high intensity UV light and 
characterizing the device under stress, it is possible to study the mechanisms behind the induced degradation and thus 
realize suitable countermeasures. Other light induced stresses include high suns exposure, which simulate the usage of 
concentrators, and modules partial shading usually causing the electrical stresses previously described. 
1.3.2.4 Environmental stress 
Solar panels are a powerful renewable energy harvesting technology adopted not only in energy plants as an 
alternative to fossil fuel combustion, but also integrated in home architecture and impact-zero building roofs since it is 
easily portable and its installation does not require particularly complex facilities. Being exploited worldwide as energy 
sources, solar panels undergo all types of weather distress and environmental conditions. In particular, organic/hybrid PV 
are highly susceptible to moisture and oxygen, since these factors affect the materials composition and the internal 
bonding. Stressing the devices in high humidity or oxygen it is possible to determine the weaknesses of the encapsulation 
and sealing techniques used to reduce the effects of environmental stresses. 
1.3.2.5 ISOS stress 
Stresses on inorganic semiconductors are quite standardized and comparable each to other, due to the limited 
number of inorganic semiconductors used in electronics. On the other hand, stresses on organic and hybrid 
semiconductors test a much wider spectrum of devices, differing in both structure and materials. In order to give a 
standardized procedure to stress organic and hybrid photovoltaics in 2011 a consensus on the stability testing protocol 
was born at the International Summit on OPV Stability (ISOS) [29]. These stressing procedures are the ISOS tests 
and each test comprehends a combination of stressing factors that simulate the effects of everyday usage in different 
environmental conditions, light exposures and temperatures, without considering the effects of electrical stressing 
factors. The standard includes six basic tests, six intermediate tests and three advanced tests, probing the solar cell 
reliability both outdoor and indoor, under illumination and in dark or at controlled environmental conditions.
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2 Organic Solar Cells 
Organic solar cells belong to Organic Photovoltaic (OPV) technology. The organic composite used as active layer in 
these solar cells form an organic hetero-junction exploiting the optoelectronic properties of two or more materials to 
maximize the cells performances. Fig. 2.0.1 summarizes a few of the most common donor and acceptor polymers used in 
OPV, as reported in [30]. Therefore, the EQE spectrum of organic solar cells are usually the combination of two or more 
absorption peaks each centered on a specific material band-gap. As an example, Fig. 2.0.2 shows the EQE of a 
P3HT:PCBM organic solar cell where it is possible to distinguish the two contributions corresponding to each organic 
material composing the blend in the solar cell active layer. 
Organic solar cells have attracted the attention of many research groups as a low-cost and eco-sustainable alternative 
to conventional solar cells in some applications [8,31–36]. The device efficiency and the fabrication processing speed of 
polymer solar cells were significantly improved during the last few years. However, lifetime and reliability are still the 
bottleneck to the spread of this technology. Indeed, during the operational life of a photovoltaic module, several factors 
may concurrently contribute in the loss of the cell performances and particularly affect organic photovoltaics. For 
example, light exposure, high temperature, non-optimal electrical operative conditions and electrostatic discharge (ESD) 
are just a few of the possible reasons that lead to the cell degradation during its operating conditions. Modeling and 
analyzing OPV undergoing aging stresses allow the identification of the mechanisms behind the degradation, 
distinguishing which material and/or mechanism are the main culprits for the lowered performances. 
In order to extract the performance parameters (efficiency, fill factor, short circuit current and open circuit voltage) 
of samples under accelerated stress, the most common way is to carry out periodic current-voltage (I-V) measurements 
[23,29,37,38]. However, even though these common figures of merit are immediate indicators of the cell performance, 
they cannot give a comprehensive picture of the several physical parameters, which are crucial to improve the energy 
conversion efficiency. A more advanced analysis is therefore needed in order to have better understanding of the complex 
behavior of such parameters. The accurate extrapolation and analysis of photocurrent [39–41] and the study of the 
impedance spectroscopy [42,43] – for example – represent further investigation tools in organic heterojunction solar cells 
that can reveal the behavior of these important physical parameters such as generation rate, polaron charge transfer states 
separation and recombination rate, built-in potential and carrier lifetime. 
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Fig. 2.0.1 Summary of the most commonly used donors and acceptors polymers as reported in [30]. 
 
Fig. 2.0.2 External quantum efficiency of a bulk heterojunction organic solar cell based on P3HT:PCBM blend. The EQE peaks correspond 
to the maximum absorption of PCBM and P3HT.  
D
O
N
O
R
S
A
C
C
E
P
TO
R
S
300 400 500 600 700
0
10
20
30
E
Q
E
 [%
]
Wavelength [nm]
PCBM P3HT
 15 
 
2.1 Characterization and modeling of organic P3HT:PCBM solar 
cells as a function of bias and illumination 
Section 2.1 is an extracted of the corresponding published paper Ref. J9 
2.1.1 Introduction 
In order to describe the physical phenomena behind photo-generation on solid organic semiconductors, several works 
suggested both DC and AC models [37,43–46]. The simplest models proposed in literature link the phenomena related to 
the physics of organic solar cells (e.g., generation, recombination and transport) to linear equivalent components (resistors 
and capacitance). However, those first-order models rarely fit to experimental data with an acceptable degree of precision. 
In addition, the majority of the works in literature describe the polymeric solar cell impedances only at one selected bias 
point or illumination level. This may be a severe limitation both for the correct interpretation of the impedance data and 
the accurate description of the role of semiconductor/semiconductor and semiconductor/contact interfaces. 
To achieve a better fit of experimental data, more sophisticated models introduce one or more constant-phase-element 
(CPE), which is an easy mathematical artifice for justifying the dispersion in frequency of many phenomena especially 
in presence of irregular and porous interfaces. Although this strongly improves the quality of the fit of experimental data, 
it could bring some confusion on the correct association between model element and the corresponding physical 
phenomena [47]. In particular, some confusion may come from the correct interpretation of the value of the exponent of 
the CPE. 
In order to overcome many of these limits, in this section we analyzed the dependence of the cell impedance on both 
bias and illumination level, and we run a complete AC and DC characterization of P3HT:PCBM solar cell. We proposed 
a more comprehensive model based only on distributed-impedance contributions, avoiding the use of CPE. Finally, we 
validated the model in a wide range of illumination level and operating bias conditions. 
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2.1.2 Methods 
 We considered organic solar cells with a P3HT:PCBM active layer, ZnO blocking layer and PEDOT:PSS 
as organic conductor [48–51]. The active layer thickness is L=315nm and the active area is 1cm2. The samples are 
produced by the solar energy group at the Technical University of Denmark. We carried out the characterization of 
the samples by using a Solartron SI1260 Impedance Analyzer and an Agilent E5263A Parameter analyzer. We 
illuminated the cells by using a white LED because the measurement noise floor generated by white LED is much 
lower, compared to a xenon solar simulator. Besides, the white LED optical power is easily controllable, since it is 
almost linearly dependent to the bias current. 
 However, the spectra of the white LEDs differ from the one of the solar simulator, as well as Si cell 
absorption is different compared to an organic solar cell. We calibrated the LED output power by mean of a reference 
solar cell and by considering the different shape of the illumination spectrum. We verified that the short circuit current 
measured on an organic solar cell with both solar simulator and white LED are the same after calibration and 
correction. 
We developed a custom sample holder, to reduce parasitic effects, such as series resistance and inductance. We 
also kept the overall cable length smaller than 40 cm, because excessive cable length might induce an unacceptable 
signal delay, with a consequent error on the measured impedance phase. After short-circuit and open circuit 
calibration, we achieved a reliable impedance measurement up to 8MHz. 
We characterized three groups of solar cells:  
1) Fresh cells fabricated to reach the optimal performance. 
2) PEDOT degraded cells, where PEDOT:PSS used as hole transport layer at the anode contact was exposed to a 
temperature of 80°C with high moisture and in presence of air for 15 minutes before completing the cell manufacturing. 
3) ZnO degraded cells, where the Flextrode [49] was exposed to UV radiation for 1h during building process before 
the blend deposition and cells encapsulation. 
In the following, we will show the curves of three representative cells taken from group 1, 2, and 3. Tab. 2.1-A lists 
the three groups and the type of degradation. 
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Group# Status Degradation performed 
1 Fresh None 
2 Degraded 
 PEDOT has been 
exposed for 15 minutes to a 
temperature of 80°C  with 
high moisture and in presence 
of air 
 
3 Degraded 
“Flextrode” exposed to 
UV radiation for 1 hour 
during building process 
Tab. 2.1-A Summary of some of the cells used. First column is the cell number. Second column is the cell status (i.e., fresh or degraded). 
Third Column is the type of degradation the cell underwent during building process. 
 
We summarized the experimental procedure in Fig. 2.1.1. The bias voltages considered are -1.5V to 0.5V, with 0.1V 
step and 10mV ac signal amplitude, while the illumination levels are 0 Sun to 2 Sun, with 0.2 Sun step. 
A complete characterization requires 8 hours. For this reason, before and immediately after the complete 
characterization, we did a quick characterization including one I-V and one IS in dark and under illumination, to assess 
any measurement-induced degradation. We verified that any change induced by the measurements is smaller than 5% in 
the worst case, i.e., much smaller than the variation range of the extracted parameters.  
 
 
Fig. 2.1.1 Characterization procedure applied for measuring cells; the characterization could take a long time to complete. Cells 
performances are under control by means of pre, post and on measurements characterization. 
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2.1.3 Results 
 Fig. 2.1.2 represents the most important figures of merit of some of the characterized cells as a function of 
illumination levels. Fresh cells (group 1) and PEDOT:PSS degraded cells (group 2) feature a very similar behavior, 
showing small variation each-to-other (within the 10%). On the contrary, ZnO-degraded cells (group 3) exhibit a 
different behavior, indicating that UV exposure significantly changes the short circuit current, the open circuit voltage 
and the maximum output power. In particular, the short circuit current and the maximum power decreased to 50% 
and 25% of their initial value, respectively. 
 
 
Fig. 2.1.2 Evolution of a) the short circuit current density (JSC), b) open circuit voltage (VOC) and c) maximum power (PMax) under different 
illumination levels. 
 
 Fig. 2.1.3 shows the I-V curves taken at different illumination levels on three representative cells of the 
groups listed in Tab. 2.1-A. The main differences between fresh and group 3 degraded cells are the S-shape appearing 
around VOC (Fig. 2.1.3b) and the short circuit current reduction. We relate the S-shape appearing in the proximity of 
VOC to a degradation of the photo-generated current due to UV exposure [52–54]. It is possible to associate the 
decrease in performances of cells group 3, with the increased resistance due to ZnO degradation by means of UV 
light exposure during cells building (which will be confirmed by IS-analysis and modelling presented in the 
following). On the contrary, the degradation induced by simply exposing PEDOT:PSS to high moisture and 
temperature during building process (group 2), only slightly reduces the short circuit current (see Fig. 2.1.2c and Fig. 
2.1.3c). For this reason, in the following we refer to fresh and degraded cells indicating group 1 and group 3 cells 
respectively. 
 
   
Fig. 2.1.3 J-V on three cells: a) fresh (from group 1); b) PEDOT:PSS degraded cells (group 2); c) ZnO degraded cell (group 3). 
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2.1.4 Discussions 
Fig. 2.1.4 presents the proposed impedance model. Because the active layer might be intentionally or unintentionally 
unintentionally doped, we divided the active layer in two parts: a carrier depleted region (SCR, Space Charge Region) 
and a quasi-neutral region (QNR). 
 
Fig. 2.1.4 Total impedance model representation 
 
In Fig. 2.1.4, the SCR is represented by the distributed impedance: 
??????? ? ?????? ??? ? ??????????????? ????? ? ??????????? ? 
where: 
? RT is the transport resistance of the photo-generated carriers across the SCR. 
? RRG accounts for all charge transfer between acceptor and donor complexes. If cell is measured in dark, it accounts 
for the polaron recombination at the acceptor/donor interface. If cell is measured under illumination, it also includes 
the contribution of the photocurrent, which is voltage-dependent[55,56]. 
? Cµ is the electrochemical capacitance associated to the charge separation at the acceptor/donor interface within the 
blend. 
The distributed impedance, shown in Fig. 2.1.5, is  the same used in several work to describe the interfaces between 
porous materials [47,57]. In addition, a depletion capacitance (CSCR) in parallel to the distributed impedance accounts for 
the junction capacitance.  
We modelled the ZnO/active-layer interface with another distributed impedance: 
??? ???? ? ? ?????? ?????????????? ???? ????????????????? ?? 
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Fig. 2.1.5 Distributed impedance model used to simulate dispersion due to porosity of the material or inter-digitation. 
Where: 
? RTAL is the transport resistance across the active layer blend. 
? RP is the contact resistance of the active layer/ZnO interface. 
? CP is the capacitance associated to the active layer/ZnO contact. 
Finally the overall series resistance RS includes the contributions of the blend QNR and contacts. 
In our model, we assume it is possible to relate ZnO/organic semiconductor and organic semiconductor/organic 
semiconductor interfaces to distributed impedance like the one described in Fig. 2.1.5. This assumption is based on 
some well-known morphological and chemical observation on P3HT:PCBM and ZnO found in literature[58–60]. 
Indeed, distributed impedance well describes the inter-diffusions of polymers within the blend and the interaction of 
the porous ZnO with the active layer. Furthermore, we underline the use of a distributed impedance with a single side 
transport resistance in both interfaces. Indeed, the transport resistance in SCR impedance accounts for the electron 
transport through PCBM polymer, since the mobility of PCBM is generally much lower than the mobility in 
P3HT[61,62] and thus it justifies the neglecting of the transport resistance of P3HT. At ZnO/organic semiconductor 
interface we consider a single transport resistance related to the blend since polymer mobility (both electrons and 
holes) is orders of magnitude lower than electrons mobility in ZnO [63–65]. 
 
2.1.4.1 Model discussion and validation 
We fitted IS at different bias and illumination levels by using our model. Fig. 2.1.6, Fig. 2.1.7 and Fig. 2.1.8 
show some comparisons between model and experimental data obtained on fresh cells and degraded ones. The 
proposed model well fits data and allows to identify the behavior of each interface as a function of bias and light 
intensity. In addition, we plot in each figure the separate contribution of each impedance element in order to 
emphasize the effect of interfaces. Fig. 2.1.9 summarizes the model parameters as a function of bias and illumination 
level for a fresh cell. We do not show ZnO impedance parameters because they are almost constant with bias and 
illumination; Tab. 2.1-B lists the average value of ZnO parameters. 
As expected the width of SCR saturates for high reverse bias, approaching a value around 170nm in dark (0 sun) 
calculated as: 
? ? ???????? 
r2
r1 c1
r2
r1 c1
r2
r1 c1
r2
r1 c1
r2
r1 c1
xdx
v(x) v(x+dx)
i(x) i(x+dx)
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with εr ≈ 3.5 [66,67]. Under illumination, excitons are photogenerated in P3HT and PCBM. Most of them are 
separated, generating free polarons that are collected by P3HT (positive polarons) and PCBM (negative polarons), leading 
to an increase of carriers concentration within the blend, and in turn to a reduction of the depletion width. At 1-sun 
illumination, the SCR width saturates around 130nm, while at 2-sun illumination it saturates around 100nm. 
 
 
 RTAL [Ω cm2] RP [Ω cm2] CP [nF cm-2] 
Group 1 17.05 2.8 117 
Group 3 15 60 250 
Tab. 2.1-B ZnO impedance parameters extracted from IS fitting. Parameters are almost constant with both bias and illumination variations. 
We show the mean value obtained in several fits. 
 
From the Schottky-Mott plot of Fig. 2.1.10a that represents 1/CSCR2 as a function of the applied bias, we notice a 
decrease of the intercept with the voltage axis for increasing illumination level and a decrease in slope. In the hypothesis 
that we could apply the Schottky-Mott analysis and supposing that the ZnO side (n doped) is much more doped than the 
blend, we estimate that the hole concentration in P3HT should increase from p=2.5·1016 cm-3 in dark to p=7.5·1016 cm-3 
at 2-sun illumination. In principle, such increase in hole concentration should come from photogeneration, but this is 
strongly in disagreement with the number of extracted carrier. Furthermore, calling VSM the intercept with voltage axis 
[68] we obtain VSM=0.305V at 0-sun illumination, VSM=-0.04V at 1-sun illumination and VSM=-0.324V at 2-sun 
illumination. We cannot consider VSM to be the built-in potential upper limit; indeed, VSM is far below expected bandgap 
of the blend, which is around 0.7V [68], and reaches negative values when measured under illumination. Following these 
considerations, we believe that we cannot apply this analysis to calculate the p carriers concentration in light or built-in 
voltage both in light and in dark, which is in accordance with other works published by several research groups [68–71]. 
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Fig. 2.1.6 Fitting results on IS of group 1 cell. Experimental data measured at 0.5 V forward bias with 1 Sun illumination. 
      
Fig. 2.1.7 Fitting results on IS of group 1 cell. Experimental data measured at 0 V forward bias with 1 Sun illumination. 
    
Fig. 2.1.8 Fitting results on IS of group 3 cell. Experimental data measured at 0 V forward bias with 1 Sun illumination. 
 
 
Fig. 2.1.9 Parameters extrapolated at several illumination levels (0, 1, 2 Sun) and at varying bias voltage from a cell of group 1. a) are the 
parameters calculated at 0 Sun, b) at 1 Sun and c) at 2 Sun. 
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 Increasing the illumination level leads to a reduction of resistances RRG and RT as expected, because they are 
both carrier-concentration dependent. Instead, the series resistance RS keeps almost constant with both varying bias and 
illumination level. In our model the series resistance accounts for both the QNR and contact resistance: being RS constant, 
points out that no significant changes of QNR or contacts resistance happen. 
On the other hand, the electrochemical capacitance Cµ increases with increasing illumination level, as expected 
because it is dependent on the amount of photogenerated charges. 
The same analysis repeated on degraded cells is shown in Fig. 2.1.10b and Fig. 2.1.11. In ZnO degraded cells blend, 
we observe a behavior similar to fresh cells, although parameters behavior is noisier. By plotting and fitting 1/CSCR2 and 
applying Schottky-Mott analysis, we obtained a value of carriers concentration from p=4.7·1016 cm-3 in dark to p=1.5·1017 
cm-3 at 2-sun illumination, values close to what was observed in fresh devices. The resulting VSM at different illuminations 
is VSM=0.5V in dark, VSM=-0.219V at 1-sun illumination and VSM=-0.45V at 2-sun illumination. 
 
 
Fig. 2.1.10 1/C2 plot used to apply Schottky-Mott analysis. Symbols used to represent data derived from fitting procedure on experimental 
data, while continuous lines are used to describe the fit apply to calculate slope and intercept of 1/C2 curves. a) represents the data 
obtained from a cell of group 1, b) represents the data from a cell of group 3. 
 
   
 
Fig. 2.1.11 Parameters extrapolated at several illumination levels (0, 1, 2 Sun) and at varying bias voltage from a cell of group 3. a) are 
the parameters calculated at 0 Sun, b) at 1 Sun and c) at 2 Sun. 
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Fig. 2.1.12 and Tab. 2.1-C show some important physical parameters extracted from SCR [44] as follows: 
 ??? ? ????? ????? ? ???? 
 
?? ? ????????  ?? ? ?????? 
 
τrec and τdiff represent the lifetime constant for recombination/generation (in dark/light) and the time constant of 
electrons diffusion respectively, Dn is the diffusion coefficient and µn is the electron mobility calculated using the 
Nernst-Einstein relationship (kBT is the thermal energy). We extrapolated diffusion parameters summarized in Tab. 
2.1-C, at forward bias where we assume the drift contribution to be negligible. 
 
 τdiff [s] Dn [cm2s-1] µn [cm2V-1s-1] 
Group 1 10-4 8·10-7 3·10-5 
Group 3 10-3 1·10-7 4·10-6 
Tab. 2.1-C Electrons diffusion lifetime, diffusion coefficient and electron mobility extrapolated at forward bias for group 1 and 3 cells. 
In Fig. 2.1.12 we notice that, although the recombination time constant behavior is similar for group 1 and group 
3, there is a constant offset separating the two curves. We will discuss a possible explanation for this shift between 
fresh and degraded cells in the next section. 
Finally, we remark that obtained electrons mobility in PCBM (see Tab. 2.1-C) is compatible with results reported 
in other works [72,73], although there is more than an order of magnitude of variability in literature [44]. 
 
 
Fig. 2.1.12 Recombination time constant extrapolated from model fitting to IS measurement data performed in dark. Open symbols 
represent group 1 cells, filled symbols group 3 cells. 
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2.1.4.2 Comparison between fresh and UV degraded devices 
Fig. 2.1.13, Fig. 2.1.14, Fig. 2.1.15 and Fig. 2.1.16 show some of IS data we measured on cells of group 1 and 3. We 
omitted a direct comparison of IS representing group 2 since they are similar to group 1 and no significance differences 
are visible. A comparison of reverse bias voltage IS at 1–sun illumination of a fresh cell (Fig. 2.1.13) and a degraded cell 
(Fig. 2.1.14) does not lead to an immediate distinction. The amplitudes of the impedance peaks are the main differences 
at reverse bias voltage. The fresh cell IS starts at 0V with a maximum imaginary peak amplitude around 200 Ω and ends 
at more than 600 Ω at -1.5V. On the other hand, the degraded cell IS imaginary peak starts at less than 100 Ω at 0V and 
stops at 400 Ω at -1.5V. 
A clear distinguish between fresh and degraded cells is possible observing forward IS measurements. Fig. 2.1.15 and 
Fig. 2.1.16 show the IS run at 0.5V with decreasing illumination levels. Comparing Fig. 2.1.15 and Fig. 2.1.16, we notice 
that while in fresh cells we clearly identify two different peaks at forward bias in particular at high illumination levels, 
these peaks are not visible in UV degraded cells. In Fig. 2.1.15 we clearly distinguish the presence of a high frequency 
(HF) peak and a low frequency (LF) peak. On the other hand, the same set of data represented in Fig. 2.1.16 for a degraded 
cell does not allow the identification of the two different peaks, although we performed measurements at the same bias 
and illumination level. 
Since the main variation between cells from group 1 and group 3 is the UV exposure of the “Flextrode” during 
fabrication, we argue that the shift of the HF peak to lower frequency is due to ZnO degradation induced by UV light. As 
previously demonstrated by Fig. 2.1.8, fitting our model into group 3 experimental data results in the identification of 2 
comparable peaks (ZnO and SCR) similar in amplitude and frequency position for some specific bias and illumination. 
Thus, we associate the shifted peak to ZnO impedance that moves to lower frequency in degraded cells, merging with 
SCR peak in a single frequency dispersed peak.  
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Fig. 2.1.13 Experimental IS of a group 1 with bias varying from 0 V to -1.5 V (increasing reverse applied voltage) at 1 Sun. 
   
Fig. 2.1.14 Experimental IS of a group 3 cell with bias varying from 0 V to -1.5 V (increasing reverse applied voltage) at 1 Sun. 
  
 
Fig. 2.1.15 Experimental IS of a group 1 cell with decreasing 
illumination from 2 to 0 Sun at 0.5 V. 
 
   
Fig. 2.1.16 Experimental IS of a group 3 cell with decreasing 
illumination from 2 to 0 Sun at 0.5 V. 
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Comparing extrapolated parameters in Fig. 2.1.9 and Fig. 2.1.11, for fresh and degraded cells respectively, we notice 
that although the voltage and illumination dependence is qualitatively similar, the parameter values are quantitatively 
different. In particular, RRG variation on degraded cells is more than two orders of magnitude smaller than in fresh cells. 
The same occurs for Cµ variation that is visibly reduced. We explain this change of the parameters dependency from bias, 
observing the different results obtained for ZZnO parameters extracted with our model. Referring to data in Tab. 2.1-B, 
containing averaged value of ZZnO parameters, and comparing the amplitude of ZnO peak in Fig. 2.1.6 and Fig. 2.1.8 we 
notice especially from the real part at low frequency (approaching DC) of the ZZnO, that this impedance is much bigger in 
degraded cells than fresh ones. The presence in group 3 of a higher ZnO interface resistance that is more than an order of 
magnitude bigger than in a fresh cell, leads to a higher voltage drop at this interface in both DC and AC measurements. 
We argue that due to a bigger resistance at the ZnO-blend interface, the voltage drop across this interface drastically 
increases. 
Furthermore, extrapolated fitting parameters (Fig. 2.1.11) from degraded cells do not clearly saturate in reverse bias 
as in fresh cells (Fig. 2.1.9). We suggest that the electric field dropping across SCR in degraded cells is smaller; applying 
up to -1.5V reverse voltage does not lead to saturation of SCR width. Thus, the reduced electric field in the SCR does not 
allow a direct comparison of extracted parameters. 
Observing experimental data, we suggest that due to the voltage drop across ZnO interface, we have to compare the 
values obtained on degraded cells with values extrapolated on fresh cells in a range of bias from -0.8V to 0.1V. Indeed, 
we can compare both quantitatively and qualitatively parameters shown in Fig. 2.1.11 with those shown in Fig. 2.1.9 in 
the described range. 
 The increased voltage drop across ZnO interface would justify also the noisy results on fitting 1/CSCR2 curves on 
group 3 cells, shown in Fig. 2.1.10b. We could not obtain a clear trend of the 1/CSCR2 data since we are not at high reverse 
bias voltage due to low polarization of the SCR. 
 Finally, the lower electric field applied to the SCR of degraded cells leads to the impedance evolution observed 
in Fig. 2.1.8, Fig. 2.1.14 and Fig. 2.1.16. The SCR peak at forward voltage is larger than expected due to the lower electric 
field apply, hence it is comparable with the ZnO peak although we are applying an external potential up to 0.5V. The total 
impedance is the sum of these undistinguishable components.  
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2.1.5 Summary 
We analyzed heterojunction P3HT:PCBM solar cell by means of I-V and IS measurements at various bias voltage 
and illumination intensity. This large collection of data allows obtaining a more comprehensive picture of IS peaks 
and permits us to elaborate a wider model for describing the cell characteristics. 
 ZnO generates a peak at high frequency in IS curves of fresh cells. This peak moves towards lower frequency 
values and increases in size when ZnO is degraded by exposing the electrode to UV during the fabrication process. 
The main peak, which widely varies with increasing reverse bias voltage and illumination, is ascribed to the Space 
Charge Region impedance. This agrees with the evolution of the extracted parameters as a function of bias and 
illumination. In particular: 
• CSCR decreases in size with increasing reverse bias applied, as expected from the increase of the SCR width. 
Besides, it increases with higher illumination due to resizing of SCR width. 
• RS is almost constant in all theoretical curves, the small variations are consistent with numerical errors and 
measurements noise. This parameter accounts for the resistance of the Quasi Neutral Regions and the contacts as 
well. Incidentally, we believe that any illumination dependence of the QNR resistance should be very small because 
the concentration of photo-generated carriers should be negligible with respect to the pre-existing carriers. 
• RT keeps an almost constant value with bias but it decreases with increasing illumination level. We suggest 
this relates to the variable number of carriers present in the spatial charge region with illumination variations. 
• RRG increases with increasing reverse bias and decreasing illumination, in both cases due to the lower 
recombination/generation rate. Besides this parameter tends to saturate at high reverse bias in fresh cells. 
• Cµ tends to decrease with increasing reverse bias since it is an electrochemical capacitance related to the 
distance of polarons pairs, which increases with higher electric field. On the other hand it increases with rising 
illumination level due to the higher number of polarons generated at the donor/acceptor interface. 
Noticeably, due to a higher impedance value of ZnO interface, the polarization conditions of SCR in fresh cells and 
UV degraded ones are definitely dissimilar and we cannot directly compare extracted physical coefficients without 
taking into account these differences. 
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2.2 Effects of current stress and thermal storage on polymeric 
heterojunction P3HT:PCBM solar cell 
Section 2.2 is an extracted of the corresponding published paper Ref. J5 
2.2.1 Introduction 
Many works studied the standard current density vs. voltage and performance parameters degradation of organic 
solar cells during several types of stress [23,29,37,38]. While these measurements are a useful tool to assess the main 
device parameters such as open circuit voltage, short circuit current, fill factor and cell efficiency, they can also provide 
important physical parameters such as generation rate, exciton separation probability [46,55], and built-in potential [41] 
in organic heterojunction solar cells.  
We investigated the effects of accelerated electrical stress in forward bias condition and thermal storage on these 
parameters. Forward bias electrical stress emulates the conditions at which a (partially) shaded cell might be brought. In 
fact, shading due to clouds or dust is a very common scenario that might negatively affect the whole panel reliability. 
Thermal stress, instead, emulates the heating due to the sun exposure and internal losses.  Besides standard I-V 
measurements, we also employed the Impedance Spectroscopy (IS) technique to obtain a more comprehensive picture of 
the cell degradation phenomena. 
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2.2.2 Methods 
The 1-cm2 active area cells are manufactured in roll-to-roll compatible process using a mini-roll coater [32,74]. The 
active layer of P3HT:PCBM is sandwiched between the front electrode (Flextrodes) consisting of Ag grid, PEDOT:PSS 
and ZnO and a back electrode of PEDOT:PSS hole transport\electron blocking layer and Ag grid electrode. We used two 
types of accelerated stress: constant current stress (CCS) in forward bias conditions at 70mA/cm2, 100mA/cm2, and 
150mA/cm2 in dark and under 1-sun illumination and thermal storage (TS) at 100°C, 110°C, and 120°C without bias. We 
periodically stopped the stress to monitor device degradation by means of I-V and IS measurements in both light and 
dark. IS is taken at 0.5V forward bias (close to the open circuit voltage) in a frequency range from 100Hz to 8MHz. I-V 
is taken with a voltage from -2.5V to 1V. The total stress time is around 7h for CCS and 31h for TS. We used the Agilent 
E5263A Parameter analyzer for I-V measurements and Solartron 1260A Impedance/Gain-phase analyzer for IS 
measurements. We illuminated the cells by using a white LED because the measurement noise floor generated by white 
LED is much lower, compared to a xenon solar simulator. 
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2.2.3 Results and Discussions 
2.2.3.1 Electrical Stress – CCS 
Fig. 2.2.1, Fig. 2.2.2, Fig. 2.2.3, Fig. 2.2.4 and Fig. 2.2.5 summarize the effects of CCS. Fig. 2.2.1 shows the short 
circuit current density (JSC) during electrical stress. We normalized the values to those measured before stress. JSC 
decreases monotonically in all the devices and the reduction rate increases for increasing stress current levels. Moreover, 
if we perform CCSs under illumination, the degradation rate reduces with respect to those performed in dark. This may 
be associated with a moderate illumination-induced self-heating, which leads to a partial recovery of the CCS induced 
damage. In fact, when we carry out CCS under illumination, the optical power (100mW/cm2) results in a slight increase 
of the device temperature, and in turn, self-annealing, accordingly with our previous findings [23]. 
 
Fig. 2.2.1 Short circuit current (normalized to the fresh value) 
measured during CCS at different stress current level performed 
both in dark and under illumination.  
 
Fig. 2.2.2 Photo-generated current of a cell that underwent CCS 
at 70mA/cm2 in dark. Only few of the time steps are plotted for 
a better clarity. Straight dashed lines describe the diffusion 
current density at zero-field voltage variation. 
In order to gain a more comprehensive picture of the effects of an electrical stress on the photocurrent generation 
capability of organic solar cells, we calculate the net photocurrent density (JPH) by subtraction of the I-V taken under 
illumination and in dark. Fig. 2.2.2 shows the resulting photocurrent of one of the cells subjected to CCS at 70mA/cm2 in 
dark. In this plot the solid bold (green) line represents the fresh device, the dashed bold (blue) line represents the last step 
of stress and three solid thin (orange) lines are three intermediate steps. 
To extrapolate information from the photocurrent, we used the following model: 
??? ? ??? ????? ????????? ? ? ????????? ? ??????? ? ? ??       (1) 
Eq. (1) is based on the Sokel-Hughes model for photoconductivity in insulator [46], modified to account also for the 
dissociation of charge transfer states (P), accordingly to the Braun-Onsager theory [55,56]. In Eq. (1) we defined V the 
bias applied to the cell, VZF the voltage corresponding to the nearly zero-field within the active layer (corresponding to 
an almost flat band condition), L the thickness of the film and G the net generation rate of polaron pairs. P is the function 
describing the separation probability of a bound polaron pair into two free polarons, which is electric field dependent. 
Furthermore, we added a constant diffusion contribution (JD) as described by Limpinsel et al. [41] and Ooi et al.[40] in 
their analysis to account for the non-ideal contacts and non-constant electric field in the close proximity of the electrodes. 
In fact, at V=VZF the cell reach a nearly-flat band state within the active layer. Following the original model from Sokel-
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Huges, this should occur when the applied voltage is equal to the difference between the electrode work functions, which 
is the same point where the photocurrent becomes zero. Instead, due to non-ideal contacts, the zero field condition occurs 
at a smaller voltage. Hence, charge extraction is still possible. Following the analysis of Ooi [40], the potential barriers at 
the active layer-electrodes interfaces allow a small diffusion current (JD) to flow, although the electric field is zero or 
slightly positive in most of the active layer. In order to distinguish between zero-field condition and zero-photocurrent 
condition, in the following we will refer to zero field voltage as VZF and zero-photocurrent voltage as VPH0. For further 
details on the model the reader may refer to the works of Limpinsel et al.[41] and Ooi et al.[40].  
 In the plot of Fig. 2.2.2 we underlined also the zero-field voltage and the diffusion current reduction. In Fig. 2.2.3, 
we show the behavior of VZF variations during CCS, with respect to its initial value. We notice a general increase of the 
VZF, up to 90mV in the worst case (CCS at 150mA/cm2 in dark). In Fig. 2.2.4, we show the decrease of JD as a function 
of the stress time during CCS at different current levels and illumination conditions. Finally, Fig. 2.2.5 shows the 
estimated separation probability extracted from the photocurrent according to the model of Eq. (1). We notice that for 
high electric field the separation probability tends to converge to 1, however at low electric field the differences from step 
to step are more pronounced. 
 
 
Fig. 2.2.3 Normalized zero-field voltage (VZF) during CCS at 
different stress current levels performed both in dark and under 
illumination.  
 
Fig. 2.2.4 Normalized diffusion current density (JD) contribution 
at zero-field voltage (VZF) during CCS at different stress current 
level performed both in dark and under illumination. JD during 
CCS in dark is described with filled symbols, while empty 
symbols are used for CCS in light. 
 
Fig. 2.2.5 Separation probability during CCS at 70mA/cm2 in 
dark. P(E) is symmetrical to the zero field voltage. We plotted 
the same time steps as the photocurrent shown in Fig. 2.2.2. 
 
Fig. 2.2.6 Variation of VPH0, VZF and ΦB with time of stress during 
the CCS at 70mA/cm2. Right scale refers to the potential barrier 
while left scale to the zero-field voltage and the VPH0. 
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There are several phenomena contributing to the variation of the short circuit current during CCS. One is the 
separation probability (see for instance Fig. 2.2.5), which contributes to the reduction of the field dependent photocurrent 
by up to 38% in the worst-case scenario, i.e., the CCS at 150 mA/cm2 in dark. Another contribution comes from the VZF 
shift that, in turn, has an impact on the diffusion current JD. We related VZF shift during CCS to the oxidation of P3HT 
[73,75]. As previously observed in literature, the exposure of P3HT to oxygen increases the p-type doping, moving the 
P3HT Fermi level toward the HOMO band. We believe that oxygen and moisture are present during fabrication process 
and they may permeate the encapsulation layers reaching the active layer [76,77]. The electrical stress may accelerate the 
oxidation, increasing the effective doping and thus increasing the VZF value. As expected the higher the CCS current the 
higher the oxidation rate is. 
We may explain the VZF dependence from the CCS currents and conditions with both the increase of the applied 
voltage required to maintain the imposed forward current and the temperature increase due to self-heating that can 
thermally assist in the chemical reactions. Incidentally, in [23] we measured that temperature may increase up to 90 °C 
during CCS at 150mA/cm2 in dark. The illumination during CCS produces only marginal changes, probably due to the 
slightly smaller voltage required to set the CCS current. 
Following the analysis of refs. [40,41], the sum of the potential barriers at the interfaces is responsible for the diffusion 
current JD. According to the model, we calculate ΦB as: 
?? ? ???? ? ??? .          (2) 
In Fig. 2.2.6 we show a comparison of VZF, VPH0 and ΦB during one of the CCS stresses that represents the behavior 
observed in all CCSs. We notice that while VZF increases with time of stress (attributed to an increase of p-doping of 
P3HT), VPH0 decreases and thus the barrier ΦB decreases. ΦB decrease is one of the possible contributions responsible for 
the decay of JD. Indeed, a lowering of the potential barriers decreases the amount of charge extracted at the correct 
electrode.  
The calculation of the diffusion current during CCS, reported in Fig. 2.2.4, confirms previous observations. JD is the 
diffusion current at the zero-field potential VZF and relates to both photo-generation within the blend and selectiveness of 
contacts. A decrease of diffusion current indicates that the number of dissociated donor/acceptor pairs extracted by 
diffusion from the active layer is decreasing with the stress time [40]. We observe from experimental data that JD decays 
in all performed CCSs. However, we cannot distinguish the generation rate from the potential barrier contribution to the 
JD decay. Furthermore, the behavior of JD and JSC are alike, but not identical. Indeed, while short circuit current (Fig. 
2.2.1) on CCSs at high forward bias (150mA\cm2) tends to saturate, JD does not. This is a further confirmation that we 
cannot entirely ascribe the decay of the JSC to this parameter, but the separation probability considerably contributes to 
the variations of photocurrent. 
Finally, to underline the relation between the zero-field potential and the diffusion current density, we notice that the 
behaviors of these two parameters with time and current of stress are rather similar. The faster is the approach of VZF to 
VPH0, the higher is the decay of JD, as we notice by comparing Figs. 4 and 6.  In particular, when ΦB approaches 0V, as 
for CCS at 150mA/cm2, the diffusion current JD tends to disappear. This enforces the validity of the model applied to 
elaborate the measurements. 
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2.2.3.2 Thermal Storage – TS 
Fig. 2.2.7 to Fig. 2.2.10 describe the results obtained from the thermal storage stress. Fig. 2.2.7 shows the effects of 
the TS on JSC, which is very sensitive to the storage temperature and storage time. At 120°C, the thermal storage produces 
significant damage. Indeed, after the first hour of stress the short circuit current is reduced by up to 50%. Instead, at 110°C 
we observe an initial small recovery (in the first 3 hours) and then a reduction of JSC. Finally, at 100°C we observe no 
significant variations except for a marginal recovery, at least for a storage time as long as 31 hours.
 
 
Fig. 2.2.7 Normalized short circuit current density during thermal 
storage at three different temperatures. TS at 100°C is 
represented by green squares, TS at 110°C by blue triangles 
while TS at 120°C by red filled circles. The same legend is used 
in Figs. 9 and 10. 
 
Fig. 2.2.8 Photo-generated current of a cell that underwent TS 
at 110°C. Bold green line is the fresh photocurrent, purple lines 
indicate the photocurrent during the first 3h of storage, orange 
and dashed blue lines describe the photocurrent during longer 
TS steps.  
 
 
Fig. 2.2.9 Zero-field voltage variations during thermal storage. 
Values are normalized to VZF before applying TS. 
 
Fig. 2.2.10 Normalized diffusion current density at VZF during TS 
at different temperature. 
 
Fig. 2.2.8 shows the typical behavior of the photocurrent of one of the TS performed at 110°C. In contrast to the 
CCS, during TS we observe that photocurrent may undergo a partial recovery together with the degradation process. In 
fact, during first stress steps (within 3h) we notice that the photocurrent is larger than the fresh device in reverse conditions 
or under a moderately forward bias, even though the zero-field voltage is always decreasing, as highlighted in Fig. 2.2.9. 
In Fig. 2.2.9 we see a reduction of VZF that is up to an order of magnitude bigger than the variation observed during CCS 
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and in the opposite direction. Besides, while at 100°C the decay seems to stabilize at least within 31h, at 110°C and 120°C 
VZF keeps decreasing even after 31 hours. Finally, Fig. 2.2.10 shows the diffusion current density JD during TS as a 
function of the time of stress. During the 100-°C storage stress, JD shows only moderate variation accordingly with the 
almost constant VZF. At 110°C JD shows an initial increase and starts decreasing after 3 hours. The initial increase of JD 
agrees with the reduction of VZF as was discussed earlier. In fact, the reduction of VZF is a signature of an increase of the 
residual barrier at the contacts, which increases the contribution of the diffusion current JD. However, the reduction of JD 
after 3 hours of thermal storage is apparently in contrast with the monotonic reduction of VZF. During the 120-°C stress 
the diffusion current is always decreasing, in contrast to the behavior of VZF. 
To explain the differences between electrical stress and thermal storage a couple of considerations must be drawn. 
Firstly, during CCS the variation of VZF comes from an increase of effective doping due to P3HT oxidation. If we attempt 
to ascribe the VZF variation during thermal stress to the same phenomenon, this should result in a decrease up to five 
orders of magnitude in P3HT doping concentration, making the polymer undoped. Such variations have been observed in 
several works [76–80], but at temperatures as high as 150°C and in high vacuum chamber, which is not our case. Secondly, 
the reduction of both VZF and JD during thermal stress, suggest that other mechanisms should be held responsible for the 
photocurrent reduction, apart from the lowering of the interface barriers.  
In light of these considerations, we suggest that photocurrent reduction is due to some thermally induced 
morphological changes in the active layer. Noticeably, our stress temperatures are close to the glass transition point of 
the active layer, which is estimated to be 110°C [78,79]. This could explain why at 100°C thermal stress we observe only 
minor changes in the short circuit current and, in general, in all the cell performances. Instead, at higher temperature (110-
120°C) some morphological rearrangements can take place, in particular phase separation, which reduces the separation 
rate of polaron pairs, and in turn the net free carrier generation [80,81]. In fact, it is well known that, in polymeric solar 
cells, charge generation requires that the excitons reach a donor-acceptor interface, within their diffusion length (which 
is in the range of 5-10nm). In the phase separation process the creation of large islands reduces the effective acceptor-
donor interface area and thus, the number of possible sites where excitons may be efficiently dissociated. In this way, the 
probability that an exciton is generated in close proximity of an acceptor-donor complex is reduced.  
 
 
2.2.3.3 Impedance Spectroscopy – IS 
Fig. 2.2.11 and Fig. 2.2.12 show two representative examples of IS measurements performed at 0.5V forward bias 
under illumination during TS at 120°C and CCS at 150mA/cm2 in light respectively. We notice the presence of two peaks 
of the imaginary part in both stresses, the first one at high frequency (MHz) and the second one at low frequency (10kHz). 
These peaks behave differently during TS and CCS. TS induces an increase in the intensity of both peaks and a shift of 
the peaks position to lower frequency. On the other hand, CCS slightly varies just the amplitude of the peak at low 
frequency while the peak at high frequency seems unchanged. These variations are underlined in the real part of IS, where 
we fitted impedance data (symbols) using the IS model (lines) suggested in ref. [43]. 
According to this and other models present in literature [45] the peak at low frequency is related to the active layer, 
and the peak at high frequency to the ZnO interface. Thus, the differences observed in peaks variations can be related to 
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different degradations induced by each stress on a specific layer of the cells. CCS, by forcing forward current into the 
cells, degrades the active layer much more than the ZnO interface. This results in a clear variation of the active layer peak 
and in almost constant amplitude of ZnO peak. On the other hand, TS degrades both the active layer and ZnO interface. 
The high level of degradation of the ZnO interface may be responsible for the observed reduction of VZF that is huge 
compared to what we observe during CCS. 
ZnO degradation, in parallel to TS effects on the active layer could generate very high barriers at interfaces leading 
to the reduction of VZF observed in Fig. 2.2.9. Thus, IS confirms our interpretation on the effects of CCS and thermal 
storage. 
 
 
 
Fig. 2.2.11 Imaginary part (a) and real part (b) of the IS 
measured during TS at 120°C. Filled symbols represent the 
fresh device, empty symbols correspond to the last step of 
stress. Continuous and dashed lines describe the fitting model. 
Real part (b) contains also the fit of each part of the model that 
we applied. The active layer is described with red lines while the 
electrodes interfaces with green lines. 
 
 
 
Fig. 2.2.12 Imaginary part (a) and real part (b) of the IS 
measured during CCS at 150mA/cm2 in light. Filled symbols 
represent the fresh device, empty symbols correspond to the 
last step of stress. Continuous and dashed lines describe the 
fitting model. Real part (b) contains also the fit of each part of 
the model that we applied. The active layer is described with red 
lines while the electrodes interfaces with green lines. During 
CCS the electrodes interfaces contribution to IS is almost 
unchanged, while the active layer contribution is responsible for 
the main variations. 
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2.2.4 Summary 
We performed electrical stress at forward current and thermal storage on P3HT:PCBM solar cells. During electrical 
stress, we applied several levels of current both in dark and under illumination, and we tested three different temperatures 
for thermal storage. Applying a modified version of the Sokel-Hughes/Braun-Onsager model, we extracted the diffusion 
photocurrent contribution at the zero-field voltage and we analyzed the variations of these two parameters with stress 
time. Stresses generate both degradation and recovery on solar cells. During CCS we observe an increase of the VZF for 
all devices and we related this shift to the p-doping induced by oxidation process within P3HT. 
Differently, TS induces a huge decrease of quasi-flat band voltage that we cannot relate only to the doping level of 
the P3HT. Moreover, the TS may induce a recovery of the diffusion current density depending on the time of storage and 
if the temperature of stress is above or below the glass transition point. A possible explanation for observed variations is 
that a phase change occurs within the cells that induce a rearrangement of the active layer morphology. 
Finally, we proved that IS performed during stresses allow a better comprehension of interface degradation. Indeed, 
with IS we clearly observe that CCS and TS generate different damages on the active layer and the ZnO interface. 
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2.3 Application of photocurrent model on polymer solar cells 
under forward bias stress 
Section 2.3 is an extracted of the corresponding published paper Ref. J8 
2.3.1 Introduction 
Among the several environmental conditions affecting organic solar cells reliability, light exposure is especially 
critical in flexible organic photovoltaic. In organic photovoltaic module, the architectonic application on curved surfaces 
is responsible for partially shadowing cells. Thus, illumination conditions might be not optimal and not uniform over the 
whole module, due to architectonic constrains. These conditions may force the shaded or partially shaded cells in the 
module to operate in forward or reverse bias, accordingly to the type of connections used in the module between the cells. 
These types of stress may negatively affect the reliability of the whole panel.  
In this section, the forward bias stress emulates the situation of a partially shaded module with parallel-connected 
cells, when a cell is brought to forward bias due to the module connections. We analyzed the evolution of the physical 
parameters during accelerated electrical stress in forward bias condition. We estimated them by applying an existing 
photocurrent model and we investigated the parameters behavior during the stress. 
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2.3.2 Methods 
We assembled the 1-cm2 active area cells in roll-to-roll compatible process with a mini-roll coater [82]. The front 
electrode (Flextrode) is composed of an Ag grid, PEDOT:PSS and ZnO, and the back electrode consists of PEDOT:PSS 
and the Ag grid encloses the blend of P3HT:PCBM. 
We applied forward bias accelerated stress at 70mA/cm2, 100mA/cm2, and 150mA/cm2 constant currents (CCS) in 
dark and under illumination. We systematically paused the stress to monitor devices conditions by means of I-V 
measurements in both light and dark. We performed I-V with a voltage from -2.5V to 1V. The total stress time was 7h. 
An Agilent E5263A Parameter analyzer was used for both the I-V measurements and the stress. We illuminated the cells 
by using a white LED because the measurement noise floor generated by white LED is much lower, compared to a xenon 
solar simulator. Besides, we used white LEDs because of its very low content in UV wavelengths and low power 
dissipation. These properties of the LEDs allow a reduction of the degradations induced by the light source (UV and 
thermal effects) so that we could better isolate the sole effect of the CCS on the devices. We calibrated the LED intensity 
to reach a cell illumination level equivalent to that obtained by a solar simulator at 1 sun. We verified that the short circuit 
current under LED illumination and solar simulator illumination at 1 sun have the same values, as well as all other 
important figure of merits (fill-factor, efficiency, etc). Finally, we used a PVE300 spectral responsivity analyzer to 
perform External Quantum Efficiency (EQE) measurements. 
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2.3.3 Results and Discussions 
2.3.3.1 Figures of merit degradation during CCS 
The devices we build reach an average efficiency of 1.2-1.3% with an open voltage of 0.55V and an average short 
circuit current density of 5 mA/cm2 [34]. Although the efficiency is lower than other polymeric organic solar cell devices 
reported in literature [83–86], we underline that we do not process these devices under controlled environment. Indeed, 
we use a semi-automatic mini-roll coater under environmental air. The usage of a glove-box and a spin-coater would 
probably increase such efficiency, allowing the reaching of higher performances. However, glove-box processing and 
devices spin-coating are not the real conditions applied during roll-to-roll mass production. Thus, both the uncontrolled 
environment and the not fully automatized process may lead to an efficiency reduction. On the other hand, such devices 
are closer to the cells built on real photovoltaic modules since they undergo the same processing [8]. 
Fig. 2.3.1 show the evolution of the short circuit current density (JSC) and normalized efficiency (η) as a function of 
the stress time, respectively. In Fig. 2.3.1a we notice that, independent of the applied stress current, all the CCS induced 
a monotonic decrease of the JSC and the rate of decay was increasing with the stress current. Noticeably, for the larger 
stress current value (150 mA/cm2) under illumination (open red triangles), the decay rate seems to slow down during the 
last stress steps, likely due to an annealing process, which partially compensates the CCS-induced degradation. In fact, 
the cells temperature reached up to 90°C at 150 mA/cm2 [23]. The self-heating induced by power dissipation during the 
stress, induced a partial recovery of the short circuit current density, at least for a stress as long as 25000 seconds.  
The efficiency shows a behavior similar to the short circuit current. In Fig. 2.3.1b we plot the efficiency evolution 
normalized to the fresh value. Despite efficiency generally decreases with increasing stress time and current, there is a 
small recovery during the last stress steps for high stress current values (150 mA/cm2), more accentuated under 
illumination, due to the additional temperature increase induced by the light exposure. This is due to the high temperature 
reached during the stress, which results in partial annealing of the damage generated in the first part of the stress. 
 
Fig. 2.3.1 Short circuit current density (a) and normalized efficiency (b) as a function of stress time, during CCS. 
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2.3.3.2 Photocurrent model description 
To further investigate the mechanisms behind the degradation/recovery during CCS, we calculated the photocurrent 
as the difference of light and dark currents: 
JPH = JLIGHT – JDARK  (1) 
Where JPH is the photocurrent, JLIGHT is the current density measured under illumination and JDARK the current 
measured in dark. In order to obtain an accurate value of the photocurrent we also corrected the experimental data to 
account for the parasitic series resistance. The series resistance value was calculated by means of impedance spectroscopy 
[19], and it was continuously monitored during the stress. In all the devices, the series resistance ranges between 10Ω and 
15 Ω, and it is almost constant during the stress. Remarkably, the current measured in our cells may approach 8mA, which 
may produce a voltage drop as large as 0.12V in the non-active regions (contacts, zinc oxide layer, etc.) This means that 
for a given voltage, the actual voltage drop across the active layer might be significantly different when the I-V is 
measured in dark and light conditions. For this reason, we corrected the I-V curves before subtracting JDARK to JLIGHT. Fig. 
2.3.2 shows the effect of the series resistance in both dark and light I-V and the extrapolated photocurrent. 
 
Fig. 2.3.2 Current density in dark/light and photocurrent, without 
(solid lines) and with (dashed lines) series resistance RS. In this 
specific case RS = 12Ω. The contribution of the series resistance 
is particularly relevant at high forward bias. 
 
 
Fig. 2.3.3 (a) band bending at nearly zero-field voltage (VZF) and 
(b) at VPH0 where the photocurrent is zero. ΦB represents the 
additional potential required to reach zero photocurrent. 
 
 
After series resistance correction, in order to fit to the experimental data we adopted the model proposed in [41], 
which expresses the photocurrent as the superposition of two contributions: 
??? ? ??? ????? ????????? ? ? ????????? ? ??????? ? ? ??  (2) 
 
Equation (2) includes the Sokel-Hughes model for photoconductivity in insulators [46], the Braun-Onsager 
dissociation probability of polarons charge transfer states (P) [55] and a diffusion current contribution (JD) firstly 
introduced by Ooi et al. [39,40] and then employed also by Limpinsel et al. [41]. In (2), G is the average generation rate 
of polaron pairs (assumed constant all over the active layer); q is the elementary charge; L is the thickness of the active 
layer; VT is the thermal voltage; V is the actual voltage drop across the active layer; VZF is the voltage corresponding to 
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the nearly zero electric field within the active layer. The function P accounts for the separation probability of a bound 
polaron pair into two free polarons and it is electric field dependent. Finally, JD is the current density contribution, which 
correspond to the current at V=VZF. VZF substitution to the built-in voltage and JD current density account for the non-
ideal contacts and the non-constant electric field in the close proximity of the electrodes. Indeed, the Sokel-Hughes model 
considers photoconductivity in insulator where there is no charge accumulation. Thus, Ooi and Limpinsel included JD and 
VZF terms in their models to take account for bend bending due to charge accumulation at interfaces. We invite the reader 
to refer to reference [39–41] for further details. 
Following the adopted model, Fig. 2.3.3 represents a qualitative band diagram that helps understanding the carrier 
dynamics within the active layer at different operating voltages. Contact interfaces bend due to non-ideal alignment 
between the blend and the electrodes Fermi levels. The band bending generates two barriers at the contact interfaces 
preventing electrons flow toward the anode and holes flow toward the cathode. In other words, we may figure the 
electrodes as partially selective contacts [40]. The higher the barrier, the stronger is the selectivity of the contact. Fig. 
2.3.3a describes the situation that occurs when the external applied potential keeps the bulk of the active layer at a nearly 
zero-field condition. We refer to this applied bias as VZF. In other words, within the active layer there is a quasi-flat band 
condition. Then, dissociated charges (electrons/holes) flow to the electrodes by drift in the region close to the contacts 
and by diffusion in the bulk of the active layer [39,41]. However, since there are selective interfaces that generate barriers, 
they do not flow equally to anode and cathode but they mostly reach the electrode with lower potential barrier. Thus, the 
photocurrent generated at VZF is not zero, giving raise to JD. The absolute value of JD relates to both the amount of free 
carriers generated and the height of the barriers. Fig. 2.3.3b shows the band bending when the photocurrent is zero. We 
refer as VPH0 to the voltage at which the photocurrent is zero. In this case, the model predicts that the band bending within 
the active layer compensates the barriers height. Thus, by applying VPH0, electrons and holes can equally flow to both 
cathode and anode, resulting in a zero photocurrent. Although a more sophisticated modeling could improve the accuracy 
of VPH0 and VZF, as a first approximation, we can figure that the additional potential (defined ΦB in Fig. 2.3.3) required 
to move from the quasi flat band (Fig. 2.3.3a) to the zero-photocurrent condition (Fig. 2.3.3b) is correlated to the sum of 
the band bending at the two interfaces. We may estimate ΦB as the difference between VPH0 and VZF. 
2.3.3.3 Parameter extraction 
By fitting the photocurrent with (2), we extrapolated the parameters: JD, VZF, ΦB, G, kREC and kSEP as a function of 
the stress time, with kREC and kSEP the polaron recombination and separation rates respectively affecting the separation 
probability P as described by the Braun-Onsager theory [55].  
Fig. 2.3.4 shows an example of the fitting results on a cell that underwent CCS at 70mA/cm2 under light. We observe 
that when (2) is applied to photocurrent, it gives a very good fit of experimental data in both forward and reverse bias 
voltages. In Fig. 2.3.4, the series resistance used to account for contacts interfaces and other drops is 12Ω·cm2 (measured 
by impedance spectroscopy), and it is compatible with the series resistance measured by other research groups [43,45]. 
Fig. 2.3.5 and Fig. 2.3.6 show the evolution of JD and ΦB respectively. JD keeps decreasing until last step of stress. 
We must correlate the decrease of JD with the decreasing behavior of ΦB, which is the difference between VPHO and VZF. 
The higher is ΦB the larger are the band bending – and in turn the sum of voltage drops – at the interfaces. The reduction 
of ΦB is a clear signature that the voltage drop and the barrier height near the contact are reducing. In turn, this contributes 
to reduction of the intensity of the diffusion current. 
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Of course, such a reduction could originate also from the mobility reduction, which affects the diffusion constant by 
the Einstein relation. However, we extrapolated the evolution of the mobility from the dark current, assuming a Space 
Charge Limited conduction through the organic layer, and we verified that mobility remains practically unchanged during 
stress with a value of μ = 7.6·10-3 cm2V-1s-1. For this reason, we can neglect the effect of mobility in the diffusion current.  
 
 
Fig. 2.3.4 Photocurrent experimental data (symbols) and fitting 
results of model (2) (lines) corrected with a series resistance of 
12Ω·cm2. The shown stress steps are from a CCS performed at 
70mA/cm2 in light. 
 
 
Fig. 2.3.5 Diffusion current JD normalized to fresh value as a 
function of stress time. 
 
Fig. 2.3.7 shows the correlation between the diffusion current JD and the potential ΦB. Each correlation curve is a 
straight line. All curves are enclosed into a well-defined band, confirming that higher ΦB corresponds to higher JD. 
Furthermore, as ΦB decreases during the stress, there is a corresponding reduction of JD. In particular during CCS at 150 
mA/cm2 in dark (filled red triangles), when ΦB tends towards zero during last stress steps, JD gets close to zero as well. 
In fact, the disappearing of the barrier generates a non-selective contact and, in turn, the diffusion current at nearly zero-
field voltage (VZF) vanishes. 
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Fig. 2.3.6 Potential ΦB as a function of the stress time. 
 
Fig. 2.3.7 Correlation graph between the diffusion current JD and 
the voltage ΦB with stress time. 
 
Fig. 2.3.8 Nearly zero-field voltage VZF as a function of the stress 
time. 
 
Fig. 2.3.9 Qualitative band banding at the nearly zero field 
voltage VZF on a fresh device (a) and after that the oxidation 
process increased the P3HT doping (b). 
 
The decrease of ΦB must be associated with the increase of VZF shown in Fig. 2.3.8. We related the variation of VZF 
during stress to the oxidation of P3HT [73,75]. In fact, it has been already observed in literature, that the exposure of 
P3HT to oxygen increases the p-type doping, shifting the P3HT Fermi level toward the HOMO band. In turn, this reduces 
the band bending in proximity of the anode, as qualitatively described by the sketch in Fig. 2.3.9. Among the causes for 
the increase in P3HT doping, oxygen and moisture embedded during the fabrication process can be the primary 
candidates. In addition, they may also permeate the encapsulation layers reaching the active layer during device operation 
[76,77]. The electrical stress may accelerate the oxidation process, increasing the effective doping and thus increasing the 
VZF value. In fact, the higher the CCS current the higher the oxidation rate is. This may come from both the increase of 
the applied voltage required to maintain the imposed forward current and the temperature increase due to self-heating that 
can thermally assist the chemical reactions. Incidentally, in [23] we measured that temperature may increase up to 90 °C 
during CCS at 150mA/cm2 in dark. 
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The illumination during CCS produces only marginal changes, despite the additional device heating expected from 
the illumination. However, the presence of light during stress decreases the voltage required to set the CCS current. This, 
in turn, slightly decreases the power dissipation, partially compensating the additional heating induced by illumination. 
 
 
Fig. 2.3.10 Voltage VPH0 (corresponding to JPH = 0 mA/cm2) as 
a function of the stress time. 
 
 
Fig. 2.3.11 Normalized External Quantum Efficiency (EQE) 
comparison between a fresh cell (black line) and cells that 
underwent CCS at 70, 100 and 150mA/cm2 both in light and in 
dark (symbols). 
 
Fig. 2.3.12 Recombination rate of polaron charge transfer states with time of stress. 
 
Fig. 2.3.10 shows the voltage corresponding to the zero of the photocurrent as a function of the stress time.  
VPH0 = VZF + ΦB decreases with stress time due to the higher decrease of the potential ΦB compared to the increase of 
VZF. 
When comparing the evolution of JSC in Fig. 2.3.1a and JD in Fig. 2.3.5 during stress, we observe a very different 
behavior. For instance, during CCS at 150 mA/cm2 under illumination JD keeps always decreasing down to almost zero, 
while JSC slowly decreases with a saturating behavior after 10000 seconds. This clearly indicates that the decay of the 
short circuit current density cannot originate only from JD, but also the generation rate and dissociation probability play 
important roles. However, the generation rate of polaron pairs G extrapolated from photocurrent is constant with stress 
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time, independently on the CCS current or illumination conditions. We calculated that G = 1.08±0.07·1021 cm-3s-1. EQE 
measurements further confirms that G is constant. Fig. 2.3.11 shows the EQE as a function of radiation wavelength 
normalized on its area, for both fresh and stressed cells. No significant variations are observed, indicating that the 
absorption spectrum shape of the blend is constant during CCS. It is worth clarifying again and the reader should bear in 
mind that the absolute EQE for degraded sample is lower than for the fresh sample and here the normalized data is 
presented instead for better indication of no changes in the curve shape and thus in the absorption. This is a signature that 
no changes occur to the generation rate of bounded polaron pairs, confirming the idea that the stress does not affect G.  
Since G is almost constant, the variation of the short circuit current must derive from the change of polaron 
recombination and/or separation rates. Following the Braun-Onsager theory, the separation rate is [55]: 
???? ? ????? ??????????????????? ? ?????????? ?????? ? ? ??????????   (3) 
Where J1 is the first order Bessel function, q is the elementary charge, a is the average molecular distance, <µ> is the 
average mobility (7.6·10-3cm2V-1s-1 in our case),  ? is the electric permittivity, ?E is the exciton binding energy, kT is the 
thermal energy potential, F is the electric field. kSEP0 represents the charge transfer exciton separation rate at zero electric 
field. 
Because kSEP0 is primarily dependent on the mobility, we assumed kSEP0 almost constant. Its value obtained for all the 
CCSs at different currents is kSEP0 = 9.9±2.5·103 s-1 calculated with a=1 nm and ?=3?0. Instead, Fig. 2.3.12 shows the 
evolution of kREC, i.e the polaron recombination rate, which increases by increasing stress time in most of the samples. In 
some cases, such as during the CCS at 150 mA/cm2 under illumination, kREC start decreasing after 10000 seconds, i.e., 
the same time when the short circuit current saturates to the minimum value and the efficiency starts experiencing a partial 
recovery. Tentatively, we may ascribe the decrease of the recombination rate with the annealing of some morphological 
defects responsible for the exciton quenching, due to the high temperature reached during stress. 
Again, this confirms that the recombination rate severely affects the cells performances, and it is one of the dominant 
effects driving the variation of the short circuit current and the cell efficiency, as well.  
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2.3.4 Summary 
We showed that the polaron recombination rate is one of the major reasons for the cell degradation during constant 
current stress in forward bias condition. Besides, our data and the model show that a correlation exists between the band 
bending at the interfaces and the photocurrent, and these bending contribute to cell performances together with the polaron 
recombination rate. 
Even though the applied model is very simple and qualitative, it is still suitable for finding a relation between the cell 
degradation and the variation of some parameters, such as the exciton separation probability or the contact barrier heights. 
Of course, some limits still exist. For instance, it is possible to extract the cumulative effects of the barrier height at the 
contacts, but it is not possible to distinguish and separate the contribution of the single barrier. For sure, the development 
of a more quantitative and complete model is worthy for a more detailed and accurate analysis, for quantifying better the 
role of interface degradation and the mechanisms behind the photocurrent generation. 
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3 Perovskite Solar Cells 
The word perovskite indicates a group of minerals having similar orthorhombic structure and properties such as 
piezoelectricity, magneto-resistance or superconductivity. CaTiO3 was the first mineral called “perovskite” by Gustav 
Rose in 1840 and the name “perovskite” was assigned to honor the mineralogist Lev Aleksevich von Petrovski, Minister 
of the Internal Affairs under Nicolas I of Russia. Fig. 3.0.1 shows how CaTiO3 perovskite appears as a mineral in nature. 
Afterward, the term perovskite indicated all those structures having the general formula ABX3, where A and B are metallic 
cations of big and small radius respectively, while X is an anion. 
Perovskite can be synthesized or natural, fully inorganic or hybrid organic-inorganic. However, for photovoltaic 
applications, the hybrid organic-inorganic CH3NH3PbX3 (where X is Cl, Br, I or a combination of them) proved to be one 
of the most efficient perovskite materials for solar cells. Fig. 3.0.2 shows the structure assumed by methyl-ammonium 
lead-iodide in cubic shape. Organometal hybrid perovskite materials have gained huge visibility since the first application 
of halide perovskite as dye-sensitizer material in hybrid Dye-Sensitized Solar Cells (DSSCs) [87]. Encouraged by the 
promising optical and electrical properties of these materials, many researchers focused their efforts on improving the 
performances of solar cells based on organometal hybrid perovskites, called perovskite solar cells (PSCs). Their 
performance quickly raised from the initial 3.8% efficiency to the highest so far record of 22.1% [5] and efforts are 
continuously being invested to bring the efficiency close to its theoretical ~31% limit [88]. Furthermore, perovskites have 
gathered increasing interest on several fields because of the tunable properties [89–91] and the fact that these materials 
are suitable for low-cost roll-to-roll industrial processes [92–96] since they use inexpensive precursors and low processing 
temperatures whether compared to traditional inorganic semiconductors. Thus, besides photovoltaic devices, perovskites 
have been investigated also for other applications such as photo-detectors [97], thin film transistors (TFTs) [98], optically 
and electrically pumped LASER [99–104] and LEDs [105,106]. 
Despite PSCs have recently made important progresses in terms of device efficiency, the reported interesting figures 
still belong to devices electrically unstable, as noted in the NRL efficiency chart of Fig. 1.1.1[17]. These devices exhibit 
several weaknesses mostly related to their hybrid organic nature [19–21,25,107–111]. Moisture is one of the major issues 
[108,109] because interaction with water molecules generates an irreversible hydrolysis process that decomposes the 
perovskite layer. The moisture induced degradation has been documented with humidity levels as low as 55% [112–114] 
and it negatively affects the device performances, besides it is paired with a visible shift from dark black to yellow of the 
perovskite color [9,115]. Furthermore, the presence of a UV component in the illumination spectrum assists water 
hydrolysis by exploiting the TiO2 as an efficient photo-catalyst [116], in a way similar to what observed in dye-sensitized 
solar cells (DSSC) [11]. Temperature affects PSCs and despite an initial annealing improves the device performances by 
increasing the film quality, the exposure of the cell to relatively high temperature for longer times could be detrimental 
[108]. Furthermore, perovskites exhibit a hysteretic behavior, emphasized by the adoption of planar configurations [117]. 
While in some applications long persistence phenomena are desirable [118], in photovoltaic devices the hysteresis is 
detrimental since it negatively impacts on the device maximum power point extraction, affecting the correct efficiency 
estimation [25,119]. Upon polarization and illumination, slow transients and hysteretic effects have been reported with a 
variety of dynamics, which differ in magnitude and time scale, depending both on the material processing and on the 
specific device architecture [120–122]. Several works [119,123–126] agreed on explaining such hysteretic phenomena 
by means of ions moving within the perovskite layer. However, other studies [127–131] concluded that the perovskite 
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behaves as a ferroelectric material to some extent. At the time of writing, it is well accepted that ionic motion is the 
dominant contribution to hysteresis within perovskite thin films [122,126,132] and several experimental evidences 
support a defect-assisted phenomenon [133–135]. Moreover, interface effects at the selective contact/perovskite interfaces 
have been identified and related to ionic and electronic defects [136–140]. Regarding the latter, it is usually reported that 
using fullerene related materials, as electron transport layer (ETL) [141–144] reduces the electrical instability since it 
passivizes the defects enhancing charge extraction. 
In conclusion, further research and solutions are required to make perovskite-based devices ready to enter the market.  
 
 
 
Fig. 3.0.1 Perovskite CaTiO3 as usually found in nature. 
 
Fig. 3.0.2 Methyl-ammonium lead-iodide perovskite structure, 
CH3NH3 is the organic cation within the tetragonal PbI. 
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3.1 Suppression of ionic motions in perovskite thin film for 
optoelectronic applications  
3.1.1 Introduction 
Perovskite materials obtained with lead iodide nanocrystals (NCs) synthesized by laser ablation in benzene derivative, 
suggested that the ionic motion can be hindered also upon prolonged bias application [145]. New data on perovskite 
obtained from PbI2 ablated in iodobenzene and in a non π-conjugated solvent like isopropyl alcohol are presented in the 
following section. In particular, the solvent decomposition processes, during laser ablation, produce a graphitic interface 
intimately bound to lead iodide nanocrystals, which have an active role in the perovskite thin film electrical behavior. 
Among the techniques used for the characterization of the synthesized materials, electron paramagnetic resonance 
experiments showed a completely different behavior of the perovskite obtained with PbI2 synthesized under different 
solvents. Measurements in dark and light on lateral and vertical configuration allowed deducing a model for the electrical 
behavior of these materials. The results confirm the role of the graphitic component of the hybrid precursor in the 
suppression of the ionic motion, which can be connected with the transfer of charges and the passivation of the defect 
states of the perovskite. 
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3.1.2 Methods 
All reagents used are from Sigma-Aldrich if not differently reported.  
3.1.2.1 NC colloidal ink production 
Lead iodide nanocrystals were produced by laser ablation in solution (LASiS). The second harmonic of a Nd:YAG 
laser (Quantel), at 532 nm, 9 ns and 10 Hz, was focused, with a fluence of 3 Jcm-2, on the surface of a PbI2  compressed 
powder tablet . The tablet was placed in a vial under iodo-benzene (IodoB) and isopropyl-alcohol (IPA) for obtaining 
PbI2-IodoB-NC and PbI2-IPA-NC, respectively. An optimized 2h synthesis produces 0.065 mg/mL of PbI2-iodoB-NC 
and 0.39 mg/mL of PbI2-IPA-NC in colloidal solutions. The method for the estimation of the colloidal concentration was 
already reported [145].  
3.1.2.2 Thin film deposition 
Nanocrystals thin films were produced by spray coating diluted isopropanol solutions on different substrates (Si, 
glass or FTO). C-PVK (perovskite obtained from PbI2-IodoB-NC precursor) and PVK (perovskite obtained from PbI2-
IPA-NC precursor) samples were prepared following an optimized 2-step procedure. First, an approximately 200 nm thin 
film was prepared using the colloidal solutions. The colloidal solution of PbI2-iodoB-NC in IPA was obtained by the 
centrifugation of the colloidal solution in iodo-benzene, the elimination of the surnatant and the dissolution of the 
nanocrystals in IPA. The prepared thin films were then immersed in a methyl-ammonium (MAI, DYESOL, Italy) 
anhydrous isopropanol solution (10 mg/mL) under gentle stirring for 2 minutes in order to obtain the  conversion to 
perovskite. Then, the films were dipped into fresh anhydrous IPA twice and finally rinsed with dichloromethane. The 
solution processed 200 nm PbI2 thin film, for obtaining SP-PVK, was prepared following literature [146]. 
3.1.2.3 C-PVK and PVK thin films 
Two perovskite thin films were prepared on Au interdigitated chips by spray coating the two solutions of the 
precursors PbI2-IodoB-NCs or PbI2-IPA-NCs on the chip followed by a quick dip coating into a concentrated MAI IPA 
solution (30 s). A sequential dry step in clean anhydrous IPA and in chloromethane allowed obtaining C-PVK and PVK 
samples. Perovskite film thickness was measured to be about 250 nm with an optical profilometer. 
3.1.2.4 X-Ray analysis 
The X-ray diffraction spectra were recorded with a BRUKER D8 ADVANCE diffractometer with Bragg–Brentano 
geometry and equipped with a Cu Kα1 (λ = 1.544060 Å) anode at operating voltage of 40 kV and operating current of 40 
mA. All the diffraction patterns were recorded at room temperature over an angular range (2θ) between 10° and 60°, at 
step size of 0.020°, and an acquisition time of 1 s. Step size was used as error source for experimental data.  
3.1.2.5 HR-TEM and SEM analysis 
The high resolution TEM images were acquired on a high resolution JEOL 2100F TEM, working at 200 kV. Samples 
for TEM were prepared with 2µL of solution, dispersed in isopropanol, deposited on a lacey carbon film TEM grid 
(Quantifoil) and left to dry for two hours before its introduction into the TEM. The measurements were performed on 
nanoparticles stuck to the carbon laterals to avoid the contrast of the amorphous carbon film. SEM images were acquired 
with a Zeiss SUPRA40 Field Emission SEM. 
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3.1.2.6 Raman and UV-Vis-NIR measurements 
Raman spectra were recorded with an inVia Renishaw ?Raman instrument. The laser line at 633 nm of a He-Ne laser 
was used for excitation. A 20x objective was used to focalize the laser beam. A Cary 5000 instrument of Agilent was used 
for recording the UV-Vis-NIR spectrum. 
3.1.2.7 EPR analysis 
EPR measurements were performed on a Bruker ELEXSYS E580 spectrometer at X-band (9-10 GHz). The sample 
temperature was controlled by a N2 cooling systems. Illumination of the sample was  performed either with a white light 
excitation by a Xe lamp (300W , LOT Quantum Design, λ=300-900nm, about 50mW/cm2 on the sample) or with a narrow-
bandwidth excitation using a monochromator (about 0.5mW/cm2 and 10nm bandwidth). To achieve a higher light 
irradiance, light-induced EPR spectra have also been recorded by illuminating the samples with nanoseconds laser pulses 
(second harmonic of a Nd:YAG, 532nm, 5 ns/pulse, 5mJ/pulse cm2).  The C-PVK sample was obtained as follows: 66 ?L 
of a 20 mM MAI IPA solution were added into a 3.5 mM PbI2-IodoB-NCs in iodobenzene, obtaining a MAI 5 mM final 
concentration. After a gentle sonication for 10’, the black dispersion was centrifuged and recovered in toluene for EPR 
analysis. For preparing PVK sample, the reaction occurred in IPA solution, simply adding an excess of 10x of MAI. Also 
in this case, after a gentle sonication for 10’, the black dispersion was centrifuged and recovered in toluene for the EPR 
analysis. A reference sample with pyrolysis of the iodobenzene (“IodoB”) was produced by direct ablation of the solvent 
for 20’ at the same conditions of PbI2-iodoB-NCs. The resulting black powder precipitate was centrifuged and re-
dispersed in toluene for EPR analysis. The dispersion was then inserted into a quartz tubes for EPR measurements; 
removal of the solvent and of atmospheric oxygen was obtained by vacuum pumping (P<10-3 mmHg) followed by sealing 
under vacuum of the tubes. 
3.1.2.8 Electrical characterization 
1 Sun equivalent power light was used for illumination, using a white led. Two sample structures were realized for 
the experiments: a planar structure with inter-digitated gold fingers at 20 ?m distance (ID); a Metal/insulator (or 
semiconductor)/Metal (MIM) vertical structure (about 200 nm) with asymmetric electrodes. The ID structure was realized 
on a silicon substrate, passivized by silicon dioxide, with gold fingers as electrodes. The MIM structure was an 
FTO/PVK/Carbon-Tape structure. A top copper foil was used above the carbon-tape to reduce series resistance of the 
contact. The electrical characterization was performed by means of current-voltage scans both in dark and under 
illumination. All the measurements were done inside a custom-made glove box filled with nitrogen to avoid air and 
moisture degradation of the samples. The voltage applied ranges from -10V to 10V with planar devices (ID) while from 
-3V to 3V on vertical structures (MIM). The scan rates (SR) used are 5V/s (fast scan) and 300 ?V/s (DC steady state 
scan). We used the Agilent B1500 parameter analyzer to perform the characterization as we monitored both the electrodes 
and the gate (only in planar structures) during the measurements to keep under control any leakage occurring due to the 
setup or substrates. The different measurements have the following scan setting (if not otherwise stated): i) “No Bias”: 
the device is in short circuit condition at 0V for 600 s (ID) or 100 s (MIM) before scanning forward/reverse. The resulting 
curve is the merge of the two scans. SR = 5V/s; ii) “Positive (Negative) Bias”: the device is biased at the maximum 
forward (reverse) bias for 600 s (ID) or 100 s (MIM) before scanning from forward (reverse) to reverse (forward) and 
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backward. SR = 5V/s. iii) “Steady State”: the device is scanned from forward to reverse and backward after a pre-bias of 
600 s (ID) or 100 s (MIM). The scan rate applied is SR = 300 ?V/s, thus we assume the resulting measure being the real 
DC steady state of the device. Due to the very long time of the measurement (up to 36h), the forward and backward scan 
could not overlap each other mainly due to induced degradation in the device. We characterized the devices using “No 
Bias” and “Positive (Negative) Bias” both in dark and under illumination, while we measured the devices with the “Steady 
State” characterization only in dark to avoid an excessive degradation due to light exposure. A custom white LED provides 
the illumination that is constant for all the devices under test. The temperature was maintained constant in ID samples at 
25 °C through a Peltier cell in contact with the bottom of the device. 
3.1.2.9 KPM analysis 
The samples with solutions of PbI2-NCs suspended in different solvents (IPA and iodobenzene) drop-cast on silicon 
substrates have been characterized by atomic force microscopy (AFM) and Scanning Kelvin probe microscopy (SKPM). 
The measurements were done simultaneously for both channels in the same image area by means of an MFP-3D 
instrument (Asylum Research, CA, USA).  A MESP probe (Bruker, CA, USA), with resonant frequency of 75 kHz and 
tip diameter of 70 nm after the 25 nm coating of CoCr providing the required electrical conductivity. The set elevation 
height for the second pass – during which the surface potential is measured – was 50 nm. Touching of the tip during the 
lowest part of its oscillation was prevented as proper feedback tuning cancelled out most oscillation during the second 
pass, and the height of the center (rest) position of the tip during the second pass was as high as the set point amplitude 
used during the first (topographic) pass, which we estimated to be 70 nm.  The used tip was calibrated, preliminary to the 
measurements versus freshly exfoliated HOPG, which was assumed to hold the work function level of 4.65 eV. Thus, the 
apparent tip work function was in our case 4.93 eV. 
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3.1.3 Results and discussions 
Lead iodide nanocrystals were produced by nanosecond pulsed laser ablation (laser ablation in solution, LASiS) [147] 
at 532 nm of a target of PbI2 following the published recipe [145]. Briefly, a disk of 10 mm diameter and 2 mm tick of 
compressed powder of PbI2 was placed at the bottom of a vial with 4 mL of iodo-benzene or isopropanol and nanosecond 
laser pulses (10 Hz) were focalized on the target (3 Jcm-2) obtaining a colloidal solution of PbI2-IodoB-NC or PbI2-IPA-
NC, respectively. Ablation time was optimized for obtaining stable colloidal inks with different concentrations (see 3.1.2 
methods) without using any stabilizing molecule. UV-Vis-NIR spectra, X-ray and FE-SEM characterizations of the NC 
are provided in Fig. 3.1.1. The UV-Vis-NIR spectra reported in Fig. 3.1.1a show, for both samples, low scattering in the 
NIR region, suggesting small dimensions of the crystals. The optical edge for PbI2 can be seen at 515 nm (2.4 eV), in 
agreement with literature [148]. The lower optical density at the absorption edge of PbI2-iodoB-NC with respect to PbI2-
IPA-NC derives from the different production yield in the two solvents. Fig. 3.1.1b shows the XRD analysis of thin films 
obtained by spraying the colloidal inks on silicon and, for comparison, a typical solution-processed PbI2 thin film. The 
peak at 12.6°, related to the (110) plane of PbI2 is present in all samples. By fitting this peak with a Lorentzian curve, we 
can estimate the minimum crystallite size for the samples exploiting the conventional Scherrer equation [149], obtaining 
for PbI2-IPA-NC  15 nm, for PbI2-IPA-NC 19 nm, and for solution-processed PbI2 22 nm.  
An experimental confirmation is provided by SEM images. In particular, the FE-SEM images of drop casted colloidal 
solutions in Fig. 3.1.1c-d present a size distribution in the range of 10-100 nm for laser ablated samples. With these NC 
one can produce highly packed thin film morphologies, (see Fig. 3.1.2), in which a 200 nm thick film, obtained by spray-
coating the colloidal solution of PbI2-IodoB-NC, is reported. Low-atomic weight material is present around the 
nanoparticles, (see Fig. 3.1.2b), which likely corresponds to carbon compounds as evidenced by an EDX analysis (see 
Tab. 3.1-A) for both PbI2-IPA-NC and PbI2-IPA-NC samples.  
 
Fig. 3.1.1 a) UV-Vis spectra of PbI2-IPA-NCs and PbI2-IodoB-NCs solutions; b) XRD pattern showing (110) plane of PbI2 for different 
samples; c) and d) show SEM images of drop casted PbI2-IodoB-NC and PbI2-IPA-NC, respectively (scale bar 100 nm). 
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a) PbI2-IPA-NCs 
Element Line Type Apparent Concentration k Ratio Wt% Wt% Sigma Atomic % 
C K series 0.19 0.00192 5.19 0.28 31.58 
O K series 0.40 0.00134 3.00 0.18 13.69 
Si K series 0.53 0.00417 5.49 0.14 14.30 
I L series 2.87 0.02872 44.53 0.61 25.67 
Pb M series 2.73 0.02545 41.80 0.62 14.76 
Total:    100.00  100.00 
b) for PbI2-IodoB-NCs 
Element Line Type Apparent Concentration k Ratio Wt% Wt% Sigma Atomic % 
C K series 0.23 0.00227 6.53 0.36 33.80 
O K series 0.44 0.00147 3.30 0.23 12.81 
Si K series 0.89 0.00705 9.43 0.22 20.87 
I L series 2.76 0.02756 43.79 0.72 21.44 
Pb M series 2.34 0.02180 36.95 0.75 11.08 
Total:    100.00  100.00 
Tab. 3.1-A a) EDX report for PbI2-IPA-NCs. b) EDX report for PbI2-IodoB-NCs. EDX data confirm the nominal stoichiometry of the PbI2 for 
both cases and shows a carbon content of about 30% in atomic percentage, which is above a possible environmental contamination. 
 
 
Fig. 3.1.2 SEM analysis of PbI2-IodoB-NCs-based thin film. a) and b) top view image at different magnifications, c) cross section image. 
Green arrows highlight light areas where low weight-material is well-contrasted with respect to the darker neighboring particles. 
In order to provide a detailed description of the microscopic composition of these particles, Raman and TEM analyses 
were performed (Fig. 3.1.3). Raman spectra (Fig. 3.1.3a) show narrow bands, suggesting crystalline material. The D-band 
at 1340 cm-1 and G-band at 1600 cm-1 show the presence of graphitic like structures [150]. Moreover, the Raman peaks 
at 1530 cm-1 can be assigned to little graphene domains like graphene nanoribbons (GNRs) [151]. 
The Raman spectra show that in the sample are also present saturated hydrocarbon chains because of the presence of 
typical peaks at 2900 cm-1 for the -CH2/-CH3 stretching, at 1450 cm-1 for -CH3/-CH2 bending and at 1300 cm-1 for -CH2 
twist. By performing laser ablation of the IodiB solvent only, the precipitate (blue dash curve) shows the spectrum 
characteristic of amorphous carbon (IodoB-NC), namely very large bands around 1600 and 1340 cm-1 and no bands in the 
 57 
 
3000 cm-1 spectral region. One deduces that the presence of PbI2 in the plume (during the ablation) catalyzes the formation 
of nanocarbon crystalline structures and saturated hydrocarbon chains. 
One also observes, in Fig. 3.1.3a, that the content of graphitic structures is large for PbI2-iodoB-NC, whereas much 
less graphitic material is present for PbI2-IPA-NC. In order to confirm this observation, HR-TEM images were recorded. 
 
Fig. 3.1.3 Raman and TEM characterization of the produced NC. a)-b) Raman spectra excited at 633 nm of PbI2-iodoB-NC (red line), of 
PbI2-IPA-NC (black line) and of amorphous carbon (blue dashed line); HR-TEM characterization of c) PbI2-iodoB-NC and d) PbI2-IPA-NC, 
respectively. The zoomed areas correspond to different regions highlighting crystalline lattices for PbI2 (in yellow) and graphene (in green).  
In Fig. 3.1.3c-d HR-TEM images of the NC are presented. The image in Fig. 3.1.3c confirms that PbI2-iodoB-NC is 
a hybrid material. Different areas of a nanocrystal are highlighted in the image. Green areas (A) are consistent with 
graphitic materials (here the rhombohedral packing is highlighted with (100) and (002) planes of a typical AB stacking 
[152]), whereas yellow areas can be recognized as a lead iodide crystal (B) since 4.6 Å and 6.9 Å are consistent with the 
lattice constant of a unstrained rhombohedral lead iodide [153]. The hybrid nature of the material is also well displayed 
in area “C” in which a dislocation is found along the (110) plane of PbI2 revealing the intimate contact of the lead iodide 
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phase with the graphitic one (for instance (002) plane of graphene is shown). In addition, there are amorphous areas (light 
grey areas) surrounding particles, which can be correlated to the presence of the saturated hydrocarbon chains found in 
the Raman spectra. Although TEM imaging cannot give a tridimensional picture of the surface, the presence of unstrained 
PbI2 suggests that the graphitic material is at the interface between lead iodide nanocrystals. TEM images of PbI2-IPA-
NC show much less graphitic material, as already expected from the Raman measurements. Fig. 3.1.3d shows, however, 
that some graphitic material is present ((020) plane of AA’ stacking [152] for graphene  (zoom B)),  together with PbI2 
(zoom A). Amorphous areas are evident also in this case (dark grey areas) and can be related to the presence of the 
saturated hydrocarbon chains observed in the Raman spectrum. 
More insight into the electronic interaction of the carbon materials present on PbI2-IodoB-NC, PbI2-IPA-NC and on 
the derived perovskite nanomaterials, was obtained by performing Electron Paramagnetic Resonance (EPR) spectroscopy. 
EPR is a high-sensitive technique able to get information on the presence of unpaired electrons, and it is useful to validate 
hole/electron transfer mechanisms in semiconductors [154]. The EPR signals are related to the amount and nature of the 
paramagnetic species present in the sample. As reported in Fig. 3.1.4a-B, an EPR signal is observed in dark for PbI2-
IodoB-NC. On the contrary, no EPR signals can be detected for PbI2-IPA-NC (Fig. 3.1.4a-A). The comparison shows that 
the EPR spectrum cannot be due to the presence of Pb. The observed EPR signal shows a slightly asymmetric line-shape 
and a resonance field, which corresponds to a g-factor (a parameter proportional to the magnetic moment of the unpaired 
electron) of g=2.0030.  
The deconvolution of the EPR line can be satisfactorily achieved using two Lorentzian line-shapes as shown in Fig. 
3.1.4b (fitting parameters reported in Tab. 3.1-B), suggesting the presence of at least two paramagnetic species with very 
close resonant fields (g-factors), but with different line-widths. The EPR spectrum of the amorphous carbon, obtained by 
ablation of pure iodobenzene (IodoB, Fig. 3.1.4c), is significantly different from the spectrum of PbI2-IodoB-NC. The 
main difference is in the relative contribution of the broad line, which amounts to 80% for iodoB-NC and only 50% for 
PbI2-iodoB-NC (Tab. 3.1-B).  
Sample Lorentzian component Center (G, ? 0.3) 
g-factor * 
(?0.0002) 
Linewidth 
(G, ? 0.2) 
Relative 
Weight (? 5%) 
PbI2-IodoB-NC 
Broad line 3427.7 2.0039 6.5 50% 
Narrow line 3429.2 2.0030 2.8 50% 
IodoB 
Broad line 3427.9 2.0038 15.5 80% 
Narrow line 3429.2 2.0030 4.1 20% 
Tab. 3.1-B Best-fit parameters for the Lorentzian deconvolution of the EPR spectra in Fig. 3.1.6. 
*The g factor is calculated by the resonance relation: ? ????????  , where ??? ?is the center of the resonance line, ???is the Bohr magneton, ??? 
is the Planck constant and ???is the microwave frequency of the spectrometer. 
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Fig. 3.1.4 a) EPR spectra in dark (black lines) and in light (red lines) for: A) PbI2-IPA-NC, B) PbI2-IodoB-NC, C) IodoB; Deconvolution with 
two Lorentzian lines (in first derivative mode) of the experimental EPR spectra of the b) PbI2-IodoB-NC and c) IodoB samples. Black lines: 
experimental EPR spectra. Red Lines: best fit of the experimental spectra, obtained as sum of two Lorentzian peaks. The best fit 
parameters of the Lorentzian components are reported in Tab. 3.1-B. 
The two Lorentzian contributions to the EPR spectra of PbI2-IodoB-NC show g-factors and linewidths analogous to 
those previously attributed to different types of paramagnetic species found in nanographite samples [155,156]. This 
agrees with the presence of graphitic-like structures in carbon materials produced by laser ablation [147], which often 
include paramagnetic species and defects that can be detected by EPR [157]. The absence of any EPR signal in PbI2-IPA-
NC is explained by the very low fraction of graphitic phases in this material. 
The different intensities of the two components of the EPR line of PbI2-IodoB-NC, compared to that of iodoB sample 
(the amorphous carbon), suggests the presence of a charge transfer interaction in PbI2-IodoB-NC between the graphitic 
carbon and the PbI2 nanocrystals also in dark, since the EPR line-shapes depends on the nature of the spins. Although 
further studies are needed for species assignment, their variation can be used as a proof of the interaction between the 
materials. This interaction is expected to produce more effect under illumination. Fig. 3.1.4 reports the EPR spectra under 
illumination (red lines). It is possible to observe an increase of the EPR signal of PbI2-IodoB-NC irradiated with visible 
white light. This not occurs for the IodoB sample, confirming the presence of a charge transfer between the graphite and 
the PbI2 nanocrystals. Furthermore, no EPR signal is observed, also under illumination, for PbI2-IPA-NC. These results 
demonstrate that the graphitic phase of the hybrid materials, present in PbI2-iodoB-NC and almost absent in  
PbI2-IPA-NC, is able to exchange spins (i.e. charges, such as electron or holes) with PbI2 nanocrystals. 
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Photo-generated EPR spectra of PbI2-IodoB-NC with different excitation wavelengths (from 450 up to 850nm) are 
reported in Fig. 3.1.5, where only the differences between the light-on and the dark spectra are shown. One can observe 
that the light-induced EPR signal can be detected up to the excitation wavelength of 850 nm, therefore at photon energies 
well below the PbI2 absorption edge at 525 nm. This shows that also a direct excitation of the graphitic material, which 
absorbs in this spectral region, induces a spin (charge) transfer to the PbI2. This is a further confirmation of the active 
contact between the graphitic part and the lead iodide core of the hybrid nanocrystals.  
PbI2-IodoB-NC and PbI2-IPA-NC were converted to perovskite (in the following we will use C-PVK for the 
perovskite from PbI2-IodoB-NC and PVK for that obtained from PbI2-IPA-NC), by using a MAI solution (see 3.1.2 
methods). The same EPR behavior of the precursors was observed also for C-PVK and PVK, namely, EPR signals were 
observed only in C-PVK (Fig. 3.1.6) and under illumination only C-PVK shows an increase of EPR intensity. One should 
recall that the presence of a charge transfer between the graphitic carbon and the perovskite nanocrystals was also 
suggested by calculations [158]. The absence of EPR signals for PVK also after illumination shows that the graphitic 
phase present in this material is not sufficient to produce an EPR signal, as it was also observed in the precursor PbI2-
IPA-NC.  
 
Fig. 3.1.5 Light-induced EPR spectra excited at different 
wavelength (difference between light on and dark signals) for 
PbI2-IodoB-NCs. 
 
Fig. 3.1.6 EPR spectra in dark (black lines) and under 
illumination (red lines) of the two perovskite PVK (obtained from 
PbI2-IPA-NC) and C-PVK (obtained from PbI2-IodoB-NC). The 
spectra are almost coincident with those recorded on the 
precursor, indicating that the conversion to perovskite does not 
affect the nature and number of paramagnetic defects in the 
carbon NC. 
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The existence, in dark, of a charge exchange mechanism involving the graphitic material can be further supported by 
the analysis of the work function of the prepared materials with Scanning Kelvin Probe Microscopy (SKPM). Atomic 
Force Microscopy (AFM) and SKPM measurements (see Fig. 3.1.7) for PbI2-IPA-NC and PbI2-IodoB-NC show that only 
for the latter a substantial KPM signal contrast between grain boundaries and bulk particles can be seen. This shows the 
presence of a different material at grain boundaries, which the Raman, TEM and EPR characterizations suggest being the 
graphitic material. A SKPM line profile (see Fig. 3.1.7) shows a difference in work functions of PbI2 and graphitic 
materials of about 25 mV, confirming literature values for bulk PbI2 (4.6 eV) [148,159] and graphitic species (4.3-4.9 eV) 
[160,161]. These measurements support the conclusion that an exchange mechanism of charges between the two phases 
present in PbI2-iodoB-NC is possible also in dark and that, therefore, this is also possible for C-PVK. 
 
Fig. 3.1.7 SPM characterizations of NCs. AFM and KPM images related to PbI2-IPA-NCs (a-b) and related to PbI2-IodoB-NCs (d-e); Line 
profiles (red curve, AFM; blue line, KPM) for c) PbI2-IPA-NCs and f) PbI2-IodoB-NCs. 
Perovskite thin films, obtained from PbI2-NC colloidal inks, were realized by spray coating (see 3.1.2 methods) 
obtaining PVK and C-PVK thin films on different substrates. FE-SEM images and XRD patterns for both films show a 
good uniformity of the thick films (up to one micron), and the usual tetragonal lattice for both samples (see Fig. 3.1.8 and 
Fig. 3.1.9). The parameters of the crystallographic cell, deduced from the XRD pattern, show that C-PVK and PVK do 
not present any stress due for example to inclusion of carbon materials inside the crystals, confirming the SKPM data that 
this material is present only on grain borders.  
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Fig. 3.1.8 SEM images of C-PVK and PVK thin films samples on Si substrate for I-V measurements. C-PVK top view a) and cross section 
images c); PVK top view b) and cross section d). Scale bar is 1 um. C-PVK surface (a) is more uniform than PVK (b), revealing crystals 
up to 300 nm in size. EDX data confirm stoichiometry of converted perovskite. Cross section images c-d highlights good uniformity in film 
thickness. 
 
Fig. 3.1.9 XRD patterns for C-PVK and PVK thin films. Reflections assignment confirm tetragonal perovskite for both samples (Space 
group I4/mcm (Z =4)). PbI2 presence in PVK sample (see the peak with the star at about 12.6° related to (110) plane) is due to incomplete 
conversion. XRD analysis using Scherrer equation suggests the existence of nanocrystallites of 30 nm size for both samples. 
In order to get information on the ionic motion in perovskite solar cells, we perform electrical measurements both in 
vertical and in lateral architectures. In this second configuration a larger number of interfaces, where ions can accumulate, 
are present because the distance between electrodes are of the order of tens of ?m and not of hundreds of nm as in the 
first case. The lateral configuration was therefore used for enhancing the contribution of grain boundaries.  
I-V measurements were performed in dark and light on a lateral structure with interdigitated gold fingers (ID), where 
C-PVK or PVK thin films were deposited by spraying the colloidal inks, as described in the 3.1.2 methods sections. 
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In Fig. 3.1.10 are reported the I-V measurements in dark. The data are compared with the measurements obtained 
with a thin film of the usual solution-processed perovskite (SP-PVK) obtained in a traditional synthesis [146], namely, in 
solution and without the PbI2 obtained by LASiS. 
 
Fig. 3.1.10 I-V characterization in dark conditions. a) C-PVK, b) PVK, c) and d) SP-PVK without and with steady state curves, respectively. 
c) and d) differ for the voltage range applied.   
 
The spraying coated C-PVK film (Fig. 3.1.10a) shows a symmetric behavior, whereas the PVK film (Fig. 3.1.10b) 
shows some asymmetric currents, namely when a reverse (forward) bias is applied before the voltage scan, the forward 
(reverse) current is lower than reverse (forward) current. The behavior of PVK film is the typical “rectifier” behavior of 
perovskite based devices, which was suggested by the Huang et al. [162] and De Bastiani et al. [124] to be the consequence 
of a p-n junction formation at one of the two gold electrodes. The same but enhanced behavior can be observed in the 
traditional solution-processed perovskite film (SP-PVK) (Fig. 3.1.10d).  Considering the steady-state curve (Fig. 3.1.10c, 
green curve), SP-PVK shows larger instability towards voltage scan when compared to C-PVK or PVK samples. It is 
noteworthy to underline that steady-state curves are obtained by a continuous bias of the sample at 300 ?V/s for more 
than one day, which is a voltage-stress for the materials usually not considered in the literature.  
The observed ‘rectifier’ behavior can be rationalized with the scheme reported in Fig. 3.1.11, also according to 
previous suggestions [124,162]. 
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Fig. 3.1.11 The band diagram represents the device at flat-bands and after different applied pre-bias voltages: a) the pre-bias is 0 V; b) 
pre-biasing 10 V until steady state. 
Upon the application of an electric field (Fig. 3.1.11b), ions within the perovskite thin film can migrate to the 
electrodes. Simulating the ions drift/diffusion with 1018 ions/cm3 concentration [163], one finds that a band bending occurs 
at the interfaces within a region width of approximately 10-30 nanometers. This band bending can be approximated with 
a dipole that forms at the interfaces, which changes the valence and conduction band alignment with the electrodes. As a 
result, a diode like behavior is observed in the I-V scan. Using a very slow scan rate, the behavior can be interpreted as a 
DC steady state characterization. This justifies the green continuous curve in Fig. 3.1.10b where an abrupt increase in the 
slope above/below 2.5V/-2.5V is observed and suggests that above/below these thresholds, the dipole shift is so relevant 
that the electrode/perovskite interfaces behave like an ohmic contact, thus changing the slope of the curve. This is also 
supported by the linear behavior above/below 2.5V/-2.5 and within low electric field (Emax = 5kV/cm corresponding to 
10 V for ID with 20 ?m distance between gold fingers).  
In Fig. 3.1.10a the symmetrical current voltage curve observed for C-PVK, in accordance with [145] and the above 
interpretation, shows that for C-PVK  negligible or no dipoles are formed at the perovskite/electrode interfaces, also when 
the device is pre-biased. This can be interpreted, therefore, with a hindered motion of ions in C-PVK. One observes that 
C-PVK resistance to degradation, during measurements, is higher compared to PVK and particularly to SP-PVK, since 
the forward and backward steady state scans overlap almost perfectly although the measurement takes up 36 h to complete. 
I-V measurements were also obtained with a MIM structure (see Fig. 3.1.12). In these cases, the clear “rectifier” behavior 
found with ID samples is almost not observed for all materials (C-PVK, PVK and SP-PVK). The difference with the ID 
measurements can be understood with the different distance between electrodes, which is two orders of magnitude larger 
for ID samples (20 ?m for ID and 200 nm for MIM). In the case of ID sample the larger number of grain interfaces, where 
the ionic motion occur, between electrodes, amplifies the rectifier behavior of the samples. I-V curves for ID structure 
under light show very similar behavior for all the samples (Fig. 3.1.13). This suggests that under illumination photo-
generated carriers dominate the conduction, whereas injected carriers are negligible with respect to the whole charge flow. 
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Fig. 3.1.12 I-V characterization of MIM samples in dark conditions. a) C-PVK, b) PVK, c) solution-processed thin films, respectively. 
 
Fig. 3.1.13 I-V characterization of ID samples in light conditions. a) C-PVK, b) PVK, c) S-P PVK, respectively 
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The comparison of the results for C-PVK and the other materials shows that the role of the graphitic materials 
produced by the laser ablation of PbI2 can be considered the origin of their different electrical behavior. Since the electrical 
measurements can be interpreted with a hindered ionic motion in C-PVK, one can model this behavior considering the 
interaction of the graphitic material present on the nanocrystal grain boundaries. Ionic motion in perovskite materials is 
made possible by the presence of different defects related to vacancies (V), interstitial atoms (I) and anti-sites (A) of 
iodine, methyl-ammonium (MA) and Pb. Several calculations have shown that these defects can be present within the 
electronic gap of perovskite [133,164–167] and according to calculations some defects can operate as electron/hole 
acceptors like IIodine  or IMA [166,167]. 
The hindered ionic motion present in C-PVK can be interpreted considering that the defects, although present, are 
less available in this material. Since the EPR and SKPM measurements show that the graphitic material is active in a 
charge transfer interaction, one can deduce that the transfer of electron/hole to the perovskite makes the defect states less 
available to the ionic motion, which can be considered a passivation of defect states present in the energy gap region of 
the perovskite [168]. The sketch reported in Fig. 3.1.14 would like to recall such an interpretation with defect states 
present in the electronic gap of the perovskite and the exchange of electrons/holes with the graphitic material.  
 
Fig. 3.1.14 Proposed mechanisms of C-PVK behavior under dark conditions. 
The presence of a graphitic shell around the perovskite nanoparticles has positive effects on both stability and lowered 
hysteresis of the standalone material. However, despite hindering the ionic motion within the active layer, the semi-
conductive graphitic materials might increase the non-radiative recombination rates of the injected/photo-generated 
charges or even create conductive paths between the electron and hole transport layers, thus causing a higher shunt in the 
resulting solar cell or lowering the efficiency of LEDs. Therefore, further research is necessary to assess the effects of 
these graphitic materials and testing them in fully structured devices is mandatory to evaluate the impact of the graphitic 
shell on both devices performance and endurance. 
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3.1.4 Summary 
The laser ablation synthesis in organic solvent of PbI2 nanocrystals made possible to obtain different types of 
perovskite materials depending on the solvent used as a bath for the target. A hybrid graphite-lead iodide precursor was 
obtained with a strong interaction among materials, since the graphite was obtained with the decomposition of the solvent 
on the surfaces of the nanocrystals. Among the characterization techniques, the EPR one allowed to evidence the presence 
of a charge exchange between the nanocrystals and graphene-like patches at the grain boundaries making less available 
the defect states of perovskite material to the ionic motion. The electrical characterizations confirm that thin film graphite-
lead iodide based perovskite has a less hysteretic behavior than the reference spin-coated thin film perovskite. These 
results shed light on the key role of defect sites on the mechanism of ionic motion, providing a path for the synthesis of 
stable materials. However, further research is necessary to assess the effects of the graphitic shell in fully assembled 
devices. 
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3.2 Understanding lead iodide perovskite hysteresis and 
degradation causes by extensive electrical characterization 
Section 3.2 is an extracted of the corresponding published paper Ref. J16 
3.2.1 Introduction 
A promising alternative to the usage of polymers to hinder ionic motion is the perovskite processed from solution-
ablated precursors developed by Lamberti et al., which proved outstanding resistance and low hysteresis [145,169]. 
Indeed, while standard solution processed perovskite could not survive extensive electrical characterization and showed 
irreversible degradation in a few hours, laser-ablated derived perovskite proved higher tolerance and resistance both to 
electric field and environmental exposure. 
We exploit the endurance of methyl-ammonium lead iodide (MAPI) derived from laser-ablated precursors to 
investigate the hysteretic phenomena of MAPI perovskite, i.e. one of the most commonly used material in high 
performance PSCs. Since MAPI from laser-ablated precursors endures prolonged electric field application, it allows for 
extensive electrical characterizations, permitting measurements that were impossible on standard solution processed 
MAPI. Thus, we could investigate whether the hysteresis is mostly due to ions and/or ferroelectric properties of the 
perovskite material (PVK) by using extremely low scan rates. Besides, having MAPI derived from laser ablated precursors 
a slower degradation dynamic, we could detect the effects of the hysteresis on the material. We proved that different 
mechanisms contribute to the hysteresis observed in PSCs and that ion migration is responsible for both long term 
transitory effects and permanent structural changes in the PVK layer, altering the electrical properties of the studied 
devices. Since the studied material is similar to the standard MAPI, we believe that our results can be extended to solution-
processed perovskite both on planar and vertical structures, despite being more challenging to study the phenomena on 
those devices.  
Finally, we modeled the perovskite bands bending explaining the mechanisms behind current injection/extraction 
into/from the hybrid-organic semiconductor, which is of the utmost importance in the understanding of the band alignment 
for photovoltaics applications.   
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3.2.2 Methods 
3.2.2.1 Setup and devices structure 
Performing the characterization in inert atmosphere and at controlled temperature is mandatory in order to limit 
degradation to electric field induced effects. Fig. 3.2.1 describes the developed setup (Fig. 3.2.1a) and the devices structure 
(Fig. 3.2.1b). We run all the electrical characterizations in nitrogen at 25°C, if not otherwise stated, by using custom 
developed hardware and instrumentation. An additional external aluminum black box encloses the nitrogen box in order 
to prevent external light and EMI radiation interferences; both boxes are grounded. The temperature controller is peltier-
based and allows setting the sample temperature from 80°C to -20°C. 
 
Fig. 3.2.1 Setup developed to run the electrical measurements a). The nitrogen and temperature-controlled systems are used in order to 
prevent the device degradation during the characterization. The shielding box prevents external light and EMI interferences while 
measuring the device. Representation b) of the planar structure used. 
We fabricated planar interdigitated devices (IDs), using 10x10mm2 crystalline silicon substrates (FBK, Fondazione 
Bruno Kessler) covered by silicon oxide and patterned with interdigitated golden electrodes (work-function  
ΦAu = -5.1eV). IDs have a 20um PVK active layer between golden electrodes; Fig. 3.2.1b gives more details on the 
geometries of the substrate. Furthermore, we coated a 10x10mm2 FTO/glass substrate (TEC 7, 2mm thickness, Sigma-
Aldrich) for optical characterizations. 
3.2.2.2 Devices preparation 
The IDs and FTO/glass devices were obtained depositing the precursor ink into the respective substrates by spray 
coating. Spray coating was performed by using a home-made system based on Professional Dual Action Airbrush Set / 
Kit with gravity feed (ExquizonEU) operating with nitrogen flow of 3 bar (20°C). The substrate was positioned vertically, 
2cm far from the nozzle tip and kept at 50°C during the deposition. 1ml of precursor ink was sprayed in air under extractor 
hood (20% humidity). The spray-coating process was controlled by means of stepper motors with horizontal and vertical 
steps equal to 10mm and 200μm respectively, for 3 cycles. The width of the spray-coated layer was about 1/3 of the 
substrate dimension. After PbI2 film deposition, the sample was converted to PVK dipping the substrate in 10mg/ml 
methylammonium iodide (MAI) anhydrous isopropyl alcohol (IPA) solution for 3 minutes, then rinsed in fresh anhydrous 
IPA and finally in anhydrous dichloromethane. Converted perovskite films thickness is about 1µm as measured by 
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scanning electron microscopy (SEM) cross section. More details on the processing of laser ablated (LASiS) materials are 
available in ref. [169]. 
3.2.2.3 Optical characterizations 
We run ultraviolet photoelectron spectroscopy (UPS) analysis on MAPI PVK sample to estimate the work function 
of the materials under investigation. We used a Kratos Axis UltraDLD spectrometer. The UPS measurements were taken 
using a He I (21.22 eV) discharge lamp, on an area of 55μm in diameter, at pass energy of 10 eV and with a dwell time 
of 100ms. The work function (i.e. the position of the Fermi level with respect to vacuum level) was measured from the 
threshold energy for the emission of secondary electrons during He I excitation. A −9.0 V bias is applied to the sample in 
order to precisely determine the low kinetic energy cut-off, as discussed in ref [170]. 
We collected Raman measurements by means of a custom setup equipped with an Ar+/ Kr+ gas laser (Coherent, 
Innova 70) tuned for emission at 514.5 nm. The laser is focused on the sample through an Olympus BX 41 microscope 
with a 20x objective (Olympus, LMPlan FLN 20×, NA = 0.40). The Raman scattering diffused by the sample is coupled 
into the slit of a three?stage subtractive spectrograph (Jobin Yvon S3000) and detected by a liquid nitrogen?cooled CCD 
(Jobin Yvon, Symphony, 1024 × 256 pixels, front illuminated). The laser spot diameter is about 2 µm. The laser power 
used during the measurements is 250 µW for PbI2 powder, MAI powder and PVK on SiO2, 25 µW for PVK on Au. The 
integration time is 10s (and 30 averaged acquisitions) for PbI2 and 20s (and 100 averages) for MAI powders, 20s (and 30 
averaged acquisitions) for PVK on SiO2 and 20s (and 60 averaged acquisitions) for PVK on Au. All measurements were 
carried out in standard conditions. 
We recorded X-ray diffraction spectra (XDR) with a BRUKER D8 ADVANCE diffractometer with Bragg–Brentano 
geometry and equipped with a Cu Kα1 (λ = 1.544060 Å) anode at operating voltage of 40 kV and operating current of 40 
mA. All the diffraction patterns were measured at room temperature over an angular range (2θ) between 6° and 60°, at 
step size of 0.020°, and an acquisition time of 1 second. Step size was used as error source for experimental data. 
 
3.2.2.4 Electrical characterization 
An Agilent B1500 parameters analyzer is used for the electrical characterization of the samples and control of the 
white led lamp used as light source. High-resolution source measurement units (SMU) are used to measure electrodes 
current, while a high-power SMU unit drives the light source. We run light measurements under a white LED biased to 
give a light power density of approximately 50mW/cm2. 
Current voltage scans (I-V) are with a scan rate of 5V/s and 300µV/s for fast scan and steady-state scan, respectively. 
Using two scan rates that differ orders of magnitude allows distinguishing temporary phenomena from permanent ones 
and thus distinguishing the phenomena behind the hysteresis. Tab. 3.2-A summarizes the timings, scan directions, voltage 
ranges and illumination used for characterizing the samples.  
We define a scan as positive when we measure a forward scan from 0V to 5V immediately followed by a backward 
scan from 5V to 0V. On the other hand, we define as negative a scan going in the opposite direction, thus we first measure 
from 0V to -5V and then from -5V to 0V. 
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 SR [V/s] 
Scans Direction  
&  
Voltage Range [V] 
Light - LED 
(50mW/cm2) 
I-V Fast 5 
Negative: 0 ? -5; -5 ? 0 
Positive: 0 ? +5; +5 ? 0 
OFF - ON 
I-V Steady-State 300E-6 OFF 
Tab. 3.2-A Specifications on the characterization timings, direction, voltage ranges and illumination used. 
We repeated positive and negative scans several times with the different scan rates in order to monitor any appreciable 
differences in the devices behavior related to the characterization itself and prolonged applied electric field. Fig. 3.2.2 
shows the complete electrical characterization including seven cycles of measurements. Starting and ending cycles (#1 
and #7) are equivalent; these measurements purpose is to compare the devices at the beginning and at the end of the 
complete characterization. The check cycles (#2, #3 and #4) comprehend only steady-state scans in order monitor and 
test the devices resistance to measurement-induced degradation. The full cycle (#5) measures fast scans both in light and 
in dark after a steady-state I-V in positive and negative directions. Finally, the storage cycle (#6) is intended to let the 
device rest such that relaxation phenomena could be detected with the ending cycle of measurements. 
 
Fig. 3.2.2 Specifications on the measurements type and order used during the complete characterization. 
  
START (Cycle #1)
CHECK
(Cycle #2 #3 #4)
FULL
(Cycle #5)
x 3
END (Cycle #7)
STORAGE
(Cycle #6)
Complete Characterization
1° Fast I-V positive and negative in dark
2° Fast I-V positive and negative in light
3° Steady-state negative I-V in dark
1° Steady-state positive I-V in dark
2° Steady-state negative I-V in dark
1° Steady-state positive I-V in dark
2° Fast I-V positive and negative both in
dark and light
3° Steady-state negative I-V in dark
4° Fast I-V positive and negative both in
dark and light
5 Days Storage at 25°C in nitrogen
1° Fast I-V positive and negative in dark
2° Fast I-V positive and negative in light
3° Steady-state negative I-V in dark
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3.2.3 Results and Discussions 
In [145,169] some of us showed that the analyzed MAPI perovskite exhibits a rectifying current-voltage behavior in 
dark, as a consequence of keeping the devices pre-biased at positive or negative voltages before the I-V scan is measured. 
On the other hand, such phenomenon does not occur when the device is measured after storage or is kept pre-biased at 
0V for a long time before the current-voltage scan. According to [169], we suggested that this behavior is correlated to 
the presence of ions that drift-diffuse through the grain boundaries of the perovskite layer. The rectifying behavior is 
temporary and it vanishes once the device is kept in storage (or biased at 0V) since ions move back and uniformly re-
distribute within the perovskite layer. 
The fact that the analyzed material shows higher resistance to electric field induced degradation when compared to 
standard solution processed perovskite allows for stressful characterizations to be run, therefore expanding the knowledge 
of the causes and effects behind hysteresis in perovskites. We cycled several scans both at fast and very low scan rates. 
Using several scan cycles and orders of magnitude different scan rates allow investigating temporary/permanent 
phenomena and testing the robustness of the perovskite to the applied electric field. In particular, the 0.3mV/s current-
voltage scans are intended to capture the steady-state curves of the device, thus revealing the real state of the device once 
all transient behaviors terminate. Optical characterizations are designed in order to support and validate the observed 
electrical data, in addition to provide further information for the model dynamics. 
3.2.3.1 Current-voltage scans 
Fig. 3.2.3 summarizes the typical current-voltage scans on IDs both in dark (Fig. 3.2.3a) and light (Fig. 3.2.3b) 
conditions. In Fig. 3.2.3a, both the fast scan and steady-state curves show hysteresis, despite the very low scan rate used 
in steady-state measurements. We exclude that ferroelectric domains polarized by the electric field might be responsible 
for the observed behavior and whether they exist, we suggest they are negligible. Indeed, the different response to variable 
scan rates and the transient nature of the current voltage curves eliminate the ferroelectric hypothesis, as we will better 
explain in the following paragraphs. On the other hand, the data at very low scan rate could suggest that in addition to 
some ionic species (usually iodine ion I-) associated to perovskite hysteresis, there are others moving within the perovskite 
at a much slower pace. The photo-generation properties of the device are clearly evaluable in Fig. 3.2.3b, where the 
comparison of light and dark curves show that the currents differ by more than two orders of magnitude. Furthermore, by 
comparing Fig. 3.2.3a and Fig. 3.2.3b we notice that we can easily approximate the curves by a linear fit under 
illumination, while in dark the conduction is non-linear. These different conductions indicate that photo-generated charge 
dominate the injected charge in light, at least at the selected illumination and voltage.  
Ion drift-diffusion within organic-inorganic semiconductors has been widely studied [171–174] and the rectifying 
phenomenon in PVK materials was already explained in several works as the consequence of ion drift-diffusion through 
the active layer, in particular on planar films [123,124]. 
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Fig. 3.2.3 I-V scans at different scan rates on an ID in dark a) and in light b), where we added the dark current for comparison. 
However, no one to the best of our knowledge has ever recorded current-voltage scans with such a low scan rate that 
is a good approximation of the steady-state condition. Fig. 3.2.4 focuses on the detail of the steady-state curve around 0V 
captured both on cycle #1 (Fig. 3.2.4a) on a fresh device (i.e. not measured neither stressed before), and in cycle #2 (Fig. 
3.2.4b). The insets in Fig. 3.2.4 represent the absolute value of the currents in logarithmic scale to emphasize the zero-
current crossing voltage for each scan. Comparing the scans at different cycles, we notice that the steady-state scan on 
cycle #1 from 0V to -5V on a fresh device has the zero-current crossing voltage at 0V, while the backward scan from -
5V to 0V crosses around -0.25V.  Then, in cycle #2, during the positive scan at 0V the current is above zero, while the 
backward scan crosses zero-current at 0.24V. 
The same repeats during the following cycles from #3 to #5, similarly to what observed by Huang et al. in their work 
[123]. Only with cycle #7 we recorded an I-V in steady-state that starts with zero-currents at zero at 0V. This occurred 
after cycle #6, leaving for 5 days in storage conditions and unbiased the device. Thus, the residual voltage is a recoverable 
phenomenon that disappears after storage. 
We think that the reset of the device, occurring after the storage at controlled temperature, is due to the slow diffusion 
of ions occurring within the PVK. The storage allows the ions accumulated at the interface with the electrodes to diffuse 
back to their initial isotropic distribution, eliminating the residual zero-current crossing voltage (VDIP) measured during 
the steady-state scans. If VDIP was due to ferroelectric domains switching during the scan, the domains should not reset 
unless there is a change in the PVK temperature, applied electric fields or even longer relaxation times. Furthermore, 
ferroelectric domains should switch and produce the VDIP voltage even with fast scans, which is not the case. Thus, we 
consider negligible the effects of ferroelectric domains contributing to the observed hysteresis. In agreement with 
Beilsten-Edmands et al. [121], we associate this behavior to heavy ions (Pb2+ and/or MA+) moving within the PVK layer.  
Finally, comparing Fig. 3.2.4a and Fig. 3.2.4b we notice the presence of flexes around ±1.25V (red dotted circles) 
when scanning from 0V to ±5V in Fig. 3.2.4b, while there is no flex in Fig. 3.2.4a. Similar to VDIP, these flexes are 
recoverable effects due to the ionic migration. The flexes disappear if we leave the device in storage conditions long 
enough and their weight on the current-voltage curves lower with continuous steady-state measurements. The storage 
allows a reset of the ion distribution, while the continuous measurements induce a degradation of the interfaces, as 
explained in the following sections, which weakens the formation of these flexes. 
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Fig. 3.2.4 I-V steady-state scan detail at low voltages. The zero-current crossing voltage depends on the scanning direction. From 5V to 
0V a positive voltage (0.24V) remains at zero-crossing current, while from -5V to 0V a negative voltage (-0.22V). Red dotted circles 
envelop the current flexes that are scanning direction dependent. If the device scanned is fresh and unbiased a) the current flex is not 
present and the scan starts from 0A (red dashed circle) otherwise b) there are flexes and VDIP. 
3.2.3.2 Morphological and optical analysis 
The top and lateral view of the scanning electron microscopy (SEM) are shown in Fig. 3.2.5a and Fig. 3.2.5b 
respectively. Fig. 3.2.5c shows the Tauc plot [175], Fig. 3.2.5d the UPS, whereas Fig. 3.2.5e the XDR. The SEM image 
of Fig. 3.2.5a shows the typical cubic shape for tetragonal perovskite lattice with an average size of 200nm. The lateral 
view on Si substrate shows a compact thick film of approximately 1.3um (Fig. 3.2.5b). No PbI2 spherical particles are 
visible in SEM images; furthermore, the low-intensity peak at 12.6° in XDR pattern (Fig. 3.2.5e) related to PbI2 phase is 
much lower than the high-intensity peak of (100) plane MAPI perovskite at 14.1° [145,169] confirming an almost 
complete conversion during MAI-solution immersion step. Because the average grain size of the spray-coated thin film 
is 200nm, in an ID device there is at least a hundred grains involved with the charge transport from an electrode to the 
other. According to Huang et al. [122], ions migrate within the PVK layer from grain to grain, preferring the paths across 
defective grain boundaries. In fact, Huang hints that the activation energy for ions hopping at the grain boundaries is 
smaller than on a single crystal. The migration stops when the drift-diffusion process is balanced and, when a bias is 
applied, ions accumulate close to the electrodes creating a charge accumulation at the gold fingers. The same occurs in a 
vertical metal-semiconductor-metal structure [169]; however, the migration related phenomena cannot be easily detected 
using electrical measurements in a vertical device, since the PVK thickness approaches the grain size. In fact, in these 
devices, the conduction from electrode to electrode involves just a few crystals and the number of defective interfaces is 
lowered. Thus, despite the structure used in solar cells is vertical, it is important to investigate these phenomena on planar 
devices, in order to exacerbate the ion effects and fully understand the PVK-based devices working principle. 
The optical characterization of sprayed PVK on glass substrate allows estimating the perovskite band gap (1.52eV) 
that we can approximate from the Tauc plot provided in Fig. 3.2.5c. This value is in agreement with solution-processed 
tetragonal perovskite materials as reported in [176]. From UPS characterization, we extrapolated the HOMO band level 
and the Fermi level of the material. In Fig. 3.2.5d the UPS spectrum of a PVK sample sprayed on Au electrode is shown: 
the HOMO level is approximately 0.9eV lower than the -4.53eV estimated Fermi level. Using the extrapolated data, the 
calculated HOMO band ends at -5.43eV while the LUMO energy level starts at -3.91eV. 
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Fig. 3.2.5 Morphological and optical characterization of PVK film. a) Top view SEM image and b) lateral view SEM image. c) is the Tauc 
plot for PVK sample. The linear regression on the Tauc plot allows the estimation of the direct band gap as 1.52 eV. d) is the UPS spectrum 
of PVK sample highlighting HOMO level with respect to the Fermi level (4.53eV) and higher binding energies region for work functions 
estimation. e) is the XDR pattern of a MAPI sample; the low-intensity peak at 12.6° is related to PbI2 while the high-intensity peak at 14.1° 
is related to (100) plane MAPI perovskite, confirming the almost complete conversion into perovskite after MAI processing. 
According to these values, the Fermi level is pinned toward the LUMO band and thus the material is n-doped, in 
contrast with values obtained from solution-processed perovskites reported in literature [177]. However, these results are 
in agreement with the concept of doping PVK by including in the film structure graphene/graphite materials with reported 
work function of 4.4-4.6eV [160,161]. The introduction of these doping materials is likely due to the laser ablation process 
and explains the overall Fermi level shifts toward the LUMO band [169].  
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3.2.3.3 Ion migration induced perovskite degradation 
In addition to give rise to reversible hysteretic behaviors such as the VDIP and the flexes, the ion migration is also 
responsible for the material degradation. Indeed, the high ion concentration in close proximity of the electrodes, upon 
application of bias, generates a huge electric field that damages the perovskite lattice. 
Effects on I-V curve 
Fig. 3.2.6 compares both steady-state dark (Fig. 3.2.6a) and fast light (Fig. 3.2.6b) I-V scans during cycle #1-2 and 
#5. Despite the inert atmosphere and the controlled temperature, the application of a prolonged electric field in dark during 
such an extended characterization can induce some permanent degradation observable both in dark and light curves. In 
Fig. 3.2.6a we see how the current decreases with time of measurement, as during cycle #5 the injected current is lower 
than during cycle #2 and #1. The current decrease is permanent and the current does not recover after storage. Except the 
fast scans and the first steady-state scan from 0V to -5V during cycle #1, in all the curves we detect the VDIP voltage 
related to the device history, which is recoverable. Besides, we observe that with increasing cycles of characterization, 
the current flexes occurring when scanning from 0V to ±5V tends to vanish and disappear. We suggest that this effect 
and the current reduction are related to electric field induced degradation mechanisms.  
In particular, the application of an electric field for a long time (as is the case for the steady-state I-V scans) allows 
ions to migrate and accumulate. The migration stops when drift-diffusion is balanced. However, this migration leads to a 
high concentration of ions in close proximity of the electrodes. We suggest that such a high concentration of ions is the 
source of the PVK degradation close to the contact, since it generates a high electric field. The high density of ions has a 
negative effect on the PVK, inducing a high level of stress on the MAPI lattice. Therefore, a lattice-degraded layer starts 
surrounding the gold electrodes limiting the injected current (Fig. 3.2.6a) and the extracted photo-charge as we observe 
in Fig. 3.2.6b. Indeed, the extracted photo-generated current is lower in cycle #5 than in fresh devices, but this difference 
is not comparable with the variations in the injected dark current during the respective cycles. Moreover, the extracted 
photo-current from a fresh device can be approximated by a linear fit, while the photo-current measured on the same 
device in cycle #5 is considerably different. 
Finally, in Fig. 3.2.6b (inset) we continue to observe the presence of a VDIP voltage. VDIP is approximately -0.28V 
(dashed blue line with empty circles) when the previous measurement was a negative steady-state scan and 0.25V (orange 
dashed line with empty triangles) in case of a positive steady-state scan. On the contrary, the fast scan in light on a fresh 
device or after storage crosses the zero-current at 0V.  
Although the planar structures of the IDs exacerbated this phenomenon, the presence of VDIP is in accordance with 
well-observed long time open circuit voltage decay occurring in PVK solar cells [20] and with pre-polarization affecting 
solar cell performance [178]. 
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Fig. 3.2.6 a) Steady-state scans of an ID sample in dark during several cycles. Continuous lines stand for scans from 0V to ±5V, while 
dashed lines for scans from ±5V to 0V. Circles indicate the positive and negative scans during cycle #2 measurements after the first scan 
of the fresh device (red lines) while the filled squares curves indicate the steady-state I-V during cycle #5. b) Fast I-V curves in light of the 
same sample as in a) at different measurement steps. Red continuous line is the fresh device; blue dashed line with circles is after the 
cycle #5 negative steady-state scan; orange dot-dashed line is after the cycle #5 positive steady-state scan. The inset in b) underlines the 
presence of a residual built-in voltage in the curves when measuring in light after steady-state scans. 
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Electric field effects on the PVK lattice 
In order to verify our hypothesis on the existence of a degraded layer surrounding the electrodes, we recorded Raman 
spectra in different regions and on different IDs samples as shown in Fig. 3.2.7. The blue curve represents a sample 
measured on gold fingers after cycle #7 electrical characterization, whereas the red curve represents a fresh device 
measured on Au and stored unbiased for the same amount of time. The Raman spectrum of MAPI at standard conditions 
does not show any significant peaks and such is the fresh perovskite sample (red curve) [179,180]. On the other hand, 
several peaks appear for the fully characterized device measured on gold electrodes. The appearance of such peaks is 
compatible with the presence of crystalline lead iodide [181]. Specifically, the peak at 94 cm-1 is due to Pb-I stretching 
[182] as well as the peak at 110 cm-1 is related to longitudinal modes (with the second order present at 215 cm-1) vibrations 
[183]. Furthermore, the blue line peak at 110 cm-1 can be ascribed both to PbI2 and MAI [179], since it probably represents 
the overlapping of the reference signals  measured as powder compound (dashed curves). Additionally, we measured the 
Raman spectrum between the electrodes, where the perovskite is grown on the SiO2. Spectra collected between the 
electrodes (green curve in Fig. 3.2.7) both on a fully characterized and on a fresh device do not show the presence of 
perovskite precursors. Thus, we assume that the destructive effects of ion migration seen on both IV measurements and 
Raman spectra were due to the high ion concentration and electric field close to the contacts [184]. 
The conclusion is straightforward: the prolonged biasing during the steady-state measurement causes ionic migration 
that progressively and irreversibly degrades the perovskite lattice close to the electrodes, by leaving a lead iodide-based 
thin film with MAI, following an accepted mechanism already reported in literature [185].  
 
Fig. 3.2.7 Raman characterization of PVK sprayed on ID substrates on a fresh device and after the cycle #7. We added PbI2 and MAI 
powders Raman spectra as a reference. 
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3.2.3.4 Qualitative model 
In order to simplify the understanding of the phenomena generated by the electric field to the readers, we present a 
qualitative model that explains the effects of ion migration within the PVK layer. Fig. 3.2.8 shows the qualitative band 
bending of the device in dark under different applied biases. Fig. 3.2.8a represents the fresh device unbiased. Here, ions 
(light blue and gray spheres) occupy their initial position in the lattice and are distributed uniformly within the layer, thus 
the bands are flat. Fig. 3.2.8b shows the device biased in steady-state condition (5V in the example). Dipoles are generated 
at the interfaces with gold electrodes due to charge accumulation. These dipoles are few nm thick (10~50nm) [186] and 
they enhance holes/electrons injection via tunneling (since we are using gold as electrodes - 5.1eV - hole injection is more 
likely). Thus, the creation of such dipoles produces an effect similar to the functionalization usually adopted in organic 
devices to promote charge injection [187–189].  
Once the dipoles width is in the nanometers order, the charges easily cross the potential barrier by tunneling. 
Therefore, the dipole potential barriers are not impeding but promoting the charge injection, since the dipole heights are 
equivalent to shifts of the electrode work functions (called ΔφB1 and ΔφB2 in Fig. 3.2.8) toward the HOMO/LUMO. If 
these equivalent electrode work functions align with the HOMO/LUMO band, we obtain an approximately ohmic contact. 
The effects of these dipoles are clearly visible in Fig. 3.2.3a, where we identify two different current-voltage regimes: 
|voltages| < 3V is injection limited; |voltages| > 3V is ohmic.  
In Fig. 3.2.8c we depict a transient condition, where we represented the temporary bands bending occurring when 
applying a negative voltage (-2.5V) after that the device was kept at positive bias (5V) until steady-state. 
In this transient condition, ions drift-diffusion is unbalanced. The dipoles are formed at the interfaces with the 
electrodes, but the equivalent work functions are shifted in the opposite direction if compared with the expected shifts at 
steady-state. During this transient condition, the injection barrier is higher compared to the cases shown in Fig. 3.2.8a and 
Fig. 3.2.8b and there is no tunneling of electrons/holes, resulting in a lower overall current. 
The transient condition described in Fig. 3.2.8c might explain the flexes in the currents observed in Fig. 3.2.6a. Here, 
the first steady-state scan from 0V to -5V (red line) shows a higher current than the backward scan (from -5V to 0V in 
red dashed line), since the new-forming dipole is favorable to current injection, as in Fig. 3.2.8b. On the other hand, 
during the following measurement cycles the situation reverses, resembling the one in Fig. 3.2.8c. Thus, the currents 
measured from 0V to ±5V during cycles from #2 to #5 are lower than the backward currents from ±5V to 0V. 
All these observations point to the fact that despite using such a low scan rate as 0.3mV/s, the resulting scans do not 
represent the final steady-state condition of the device, since the transitory phenomena persist. Probably heavy ions (Pb2+ 
and/or MA+) are responsible for the hysteresis despite the low scan rate. 
Moreover, the very long ion transient response may be behind the recoverable current flexes underlined in Fig. 3.2.4b. 
Indeed, the current injected into the PVK film is very low, until the dipoles, generated during the previous scan in the 
opposite direction, vanish. This occurs around ±1.25V in Fig. 3.2.4b. The current starts rising once the new-generated 
dipoles help the alignment of electrodes work function and PVK bands, enhancing the injection. 
Finally, Fig. 3.2.8d shows what happens after the PVK film is biased for a prolonged time. The ions accumulated at 
the interfaces with the gold electrodes are responsible for a permanent damage of the PVK film, which converts back to 
the original precursors (PbI2 and MAI detected by Raman in Fig. 3.2.7), leaving a degraded layer around the gold 
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electrodes that limits the current injection. Indeed, due to the HOMO/LUMO of these degraded layers, a higher injection 
barrier exists between the undamaged PVK layer and the gold electrodes that reduces the hole/electron injection and 
tunneling.  The presence of these degraded layers explains the lowering of the dark current and the different shape and 
decrease of the light current with increasing measurement time, shown in Fig. 3.2.6a and Fig. 3.2.6b respectively. On 
perovskite solar cells, the generation of these degraded layers is responsible of an increase in the series resistance of the 
solar cell and an increased internal recombination, thus affective both fill factor and efficiency. 
The fact that the PVK layer between the electrodes is undamaged is coherent with the presence of dipoles at the 
contacts. The dipoles at the interfaces compensate most of the externally applied voltage. Therefore, the electric field in 
the bulk PVK is much lower than close to the electrodes, as in Fig. 3.2.8b, with a consequent lower stress on the lattice. 
Moreover, the layers might be behind the vanishing of the current flexes around ±1.25V observed in Fig. 3.2.6a. 
Indeed, the degraded layers are now interfering with the current injection into the PVK film, therefore they change the 
effects of dipoles, in particular on the tunneling probability of holes/electrons.  
 
 
 
Fig. 3.2.8 Qualitative model representation of the band diagram without (a) and with (b) biasing the ID sample at steady-state conditions. 
c) is the qualitative band banding during a transient measurement, here the tunneling is reduced due to the persistence of a dipole 
generated during the positive steady-state scan. d) represents the situation occurring under biasing after prolonged exposure to high 
electric field in close proximity to the contacts, the tunneling current is reduced due to higher barriers generated by degraded PVK. 
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3.2.4 Summary 
We studied methyl-ammonium lead-iodide perovskite material. MAPI is synthetized starting from spray-coated PbI2 
precursor obtained by laser ablation technique and is more robust against ion migration and electric field induced 
degradation, although being very similar to the standard spin-coated MAPI. The aim of our investigation was recognizing 
all the possible phenomena at the base of the electrical hysteresis characterizing perovskite devices. In particular, we 
aimed to distinguish between temporary and permanent phenomena generated during the current-voltage scans. We used 
electrical characterization at different scan rates and optical measurements to reach our goal. 
The results of our measurements are straightforward: no or negligible ferroelectric phenomenon exists in the PVK 
and ion migration in the PVK has several effects, both positive and negative. 
The ions move following the drift-diffusion law and the migration occurs mainly in the MAPI grain boundaries. 
Under the effect of applied bias, ions accumulate at the interfaces with the electrodes, generating dipoles. The dipoles 
change the band alignment of the semiconductor with the electrode work functions and thus they change the current 
injection dynamics, in particular changing the current injected by tunneling effect.  
However, due to the high electric field at the interfaces generated by the ions accumulated, a degradation mechanism 
occurs that converts back to the initial precursors (MAI and PbI2) the PVK layer. Therefore, insulating degraded layers 
generate around the electrodes, limiting the current injected in dark and extracted in light. The presence of these layers 
was detected both in the current-voltage scans and in the optical measurements. 
In order to explain the dynamics observed in the devices during the current-voltage scans, we presented a qualitative 
model describing the bands bending under different conditions. Our model takes account for all the phenomena observed 
in the electrical and optical characterizations. 
Although we made all these observations and models to explain the characterization of a planar structure (IDs), the 
same phenomena occur in case of vertical structures, which are used in perovskite solar cells. However, these phenomena 
are less evident in vertical structures, due to the different thickness of the active layer and the different number of grains 
and boundaries involved in the charge/ion transport. 
Remarkably, the damage induced by the dipoles is a relevant problem on vertical as well as on planar structures. 
Despite the positive improved band alignment that dipoles might induce, the high electric field generated is destructive. 
Thus, we give a wiser view of the ion migration effects, providing a further demonstration that ionic motion must be 
suppressed in order to optimize functionality and reliability of PVK materials, extending perovskite solar cells lifetime. 
 
 
  
 82 
 
3.3 Effects of thermal stress on hybrid perovskite solar cells with 
different encapsulation techniques 
Section 3.3 is an extracted of the corresponding published paper Ref. J12 
3.3.1 Introduction 
The high variability of the environmental conditions during PSCs lifetime has several effects on the reliability and 
stability of the devices. Several encapsulation techniques are available to prevent degradation phenomena, which are 
boosted by harsh environmental conditions such as high moisture, ultraviolet radiation and extreme temperature variation. 
In this regard, we analyzed the effects of storage in air and accelerated thermal stress on PSCs encapsulated with two 
different type of sealing techniques to investigate the contribution of temperature, moisture and humidity on PSCs 
degradation. We used traditional DC techniques in parallel with transient techniques and fast cycle-voltammetry for a 
better understanding of cells degradation phenomena. 
 
3.3.2 Methods 
We manufactured the cells at the CHOSE laboratory in Rome. The single cell active area is 1.05-cm2 and it is grown 
on an Fluorine-doped Tin Oxide (FTO)/glass substrate [94]. The perovskite solution-processed thin-film is deposited by 
spin coating over a mesoporous titania layer to enable the crystal growth of the CH3NH3PbI3 structure. Spiro-OMeTAD 
is used as hole transport layer (HTL) and Au as anode contact. To study the intrinsic stability of the perovskite solar cell, 
we used two different glass-to-glass sealing techniques: with (ES-PSC) edge sealing and without (GS-PSC)[113]. Fig. 
3.3.1 shows the differences between encapsulation strategies. We sealed both devices (a) and (b) by using a glass-to-glass 
sealing technique applying a light-curable glue. After that, to protect further the device from moisture and oxygen 
percolation through the sealing, we used only on ES-PSC an UV-curable glue on the edges of the encapsulation glass 
(white sealing material on the device (b) in Fig. 3.3.1).  We subjected some of the samples to thermal stress applying 
different temperatures of 40°C, 60°C, 80°C and 100°C, while others were stored in dark in ambient air condition. During 
the stresses, we kept the devices in the dark without bias. 
 
Fig. 3.3.1 Pictures of the samples (a) without edge sealing (GS-PSC) and (b) with edge sealing (ES-PSC). 
(a) (b)
NO EDGE
SEALING
EDGE
SEALING
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We periodically stopped the stress to monitor devices degradation by means of transient measurements, fast cycle-
voltammetry and slow current-voltage (I-V) both in light and in dark. The last measurement was performed after 400-h 
storage in the dark for all the devices in order to observe possible recovery phenomena. The transient measurements 
include the open circuit voltage decay (OCVD) and the applied bias voltage decay (ABVD). The OCVD is a well-known 
technique, particularly used in DSSCs [117] to determine the charge lifetime and tentatively extended to PSCs [190] in 
order to appreciate both the charge kinetics and the depolarization timings. The time resolution for the OCVD transient 
measurements is about 100ms with filling time of 180s and sampling time as long as 500s. Because of the long 
depolarization timing of the studied devices, we focused only on slow kinetics (~ms to ~s), avoiding the analysis of very 
fast transient decay (~μs) [178]. On the other hand, the ABVD polarizes the device with an external bias in dark conditions 
until it reaches the equilibrium. Then, the open circuit voltage transient is measured, with the same timings of the second 
phase of OCVD. We performed the ABVD by applying an external voltage equal to the measured VOC under 1-Sun 
illumination. Using the same potential as the voltage generated by the cell under illumination, we replicated similar 
polarization conditions as during the OCVD. Thus, the voltage decay obtained by OCVD and ABVD are comparable. 
The cycle-voltammetry measurement consists of a series of fast scan performed sequentially without disconnecting the 
device, while the stabilized I-V measurements is a single very slow scan, backward and forward. The stabilized current-
voltage scan is very slow to allow the device current to stabilize after a constant voltage is applied. This is necessary to 
obtain an I-V curve without hysteretic phenomena, typical of PSCs. On the contrary, we perform the cycle-voltammetry 
in order to detect the hysteretic phenomena. Cycle-voltammetry and stabilized I-V are taken from -1.5V in reverse 
condition to 1V in forward polarization, with ramp-rate (RR) 3V/s and 0.003V/s respectively, both in dark and under 
illumination. We used a white LED as light source. 
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3.3.3 Results 
In Fig. 3.3.2 we show a comparison of the efficiency η, normalized to its pre-stress value. GS-PSC η is represented 
with dashed lines while ES-PSC with continuous lines. The average efficiency of all the samples before stress was 10.5%. 
We notice that for both sealing techniques, the devices efficiency decreases with increasing stress time and only in 
unstressed cells, we observe no efficiency losses after the 400h-storage step. For both devices, the performance 
degradation increases with the stress temperature. We distinguish 3 groups of temperatures, each one with a different 
decay rate. In Group I, we find cells subjected to stress at 40°C or stored at ambient temperature. In Group II, we find 
cells stressed at 60°C. In Group III there are cells stressed at 80°C and 100°C. Furthermore, we notice that efficiency in 
ES-PSC devices is generally higher than in GS-PSC when devices are stored or stressed at low temperatures (40°C and 
60°C). However, this phenomenon is reversed with GS-PSC, since the latter cells maintained a higher efficiency than ES-
PSC at the highest stress temperature (100°C). On the other hand, at an intermediate temperature of 80°C the cells perform 
similarly during the stress. Fig. 3.3.3 shows the normalized short-circuit current (ISC) measured during the stress. ISC 
features a similar trend to the efficiency, but with a slower decay rate. However,  ISC is almost unchanged (within the 5-
10%) with respect to the initial value at storage conditions and low temperature stresses (40°C and 60°C during the first 
15h) compared to η.  
 
Fig. 3.3.2 Cells efficiency normalized to the fresh value on GS-
PSC (dashed lines) and ES-PSC (continuous lines) measured 
during different thermal stresses and during storage. 
 
Fig. 3.3.3 Cells ISC normalized to the fresh value on GS-PSC 
(dashed lines) and ES-PSC (lines) measured during different 
thermal stresses and during storage. 
 
Fig. 3.3.4 VOC (normalized to the fresh value) measured on (a) GS-PSCs and (b) ES-PSCs during the experiment. 
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Fig. 3.3.4 summarizes the open-circuit voltage for GS-PSC (a) and ES-PSC (b) devices respectively during the whole 
experiment. In both device types, the thermal stress decreases the open circuit voltage by 0.2V in the worst case. The 
storage in dark does not affect VOC at least within 538h. In contrast, during the stresses, VOC reduces, even at low stress 
temperatures. Furthermore, we observe that in GS-PSC, at 100°C, the VOC decay rate reduces when compared with the 
stress performed at 80°C. On the other hand, this does not occur in ES-PSC, where the decays are similar at 80°C and 
100°C. Using the efficiency, the short-circuit current and the open circuit voltage, we calculated the fill factor (FF), which 
is shown in Fig. 3.3.5 as function of the stress time and temperature. The FF shows s a progressive degradation with 
increasing stress time and temperature, in a similar way to the efficiency. Remarkably, at the highest stress temperature 
(100°C) GS-PSC cells degrade with a lower decay rate compared to ES-PSC ones, while during other stresses both cells 
exhibit a similar behavior. 
For a better understanding of the hysteresis phenomenon in perovskite solar cells, Fig. 3.3.7 reports an example of 
cycle-voltammetry both in dark (a) and under illumination (b). The cycle-voltammetry performed in dark shows some 
hysteresis only at forward bias due to the charge injected and trapped inside the solar cell. On the other hand, the same 
measurement under illumination gives a hysteretic behavior at all the measured voltages due to photo-generated carriers. 
Fig. 3.3.6 shows the area of the hysteresis normalized to its pre-stress value, calculated during a stabilized cycle under 
illumination of the cycle-voltammetry for both stressed and stored cells. We notice that the hysteresis decreases in both 
stored and stressed devices. Noticeably, the hysteresis variation during storage and stresses at low temperatures (40°C 
and 60°C) is within 15%. On the other hand, increasing the stress temperature highly affects the hysteresis, reducing up 
to 75% its area. Fig. 3.3.8 shows an example of the OCVD measurement used to characterize the devices.  
 
Fig. 3.3.5 FF normalized to the fresh value measured on GS-
PSCs (dashed lines) and ES-PSCs (continuous lines) during the 
experiment.
 
Fig. 3.3.6 Hysteresis area calculated from cycle-voltammetry 
during the experiment on GS-PSC (dashed line) and ES-PSC 
(continuous line). 
 
 
 
Fig. 3.3.7 Example of cycle-voltammetry on a type GS-PSC 
both in dark (a) and under illumination (b). 
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Our focus during the stresses is on depolarization kinetics related to the ion migration generating the slow decay 
occurring on the timescale of seconds. Analyzing the initial voltage of OCVD (within the first few ms) we detect charges 
lifetime and recombination rate variations related to fast phenomena in the device (~μs). Nevertheless, it is not possible 
to correctly estimate the decay constants. We observed in almost all the stressed devices that with increasing stress time 
and temperature both the fast and slow decay accelerates, reducing the initial voltage detected with the first OCVD sample 
and the time required reaching the equilibrium. Finally, Fig. 3.3.9 shows as an example a comparison of an ABVD and 
an OCVD taken on a device polarized at equivalent bias conditions. The two measures overlap, leading to the same curve 
and this behavior is independent on the device and stress conditions. For this reason, we decided to use OCVD as the 
reference measurement to analyze voltage decay kinetics at open circuit conditions.
 
Fig. 3.3.8 OCVD measurement performed on one of the ES-
PSC stressed at 100°C. 
 
Fig. 3.3.9 ABVD and OCVD performed on an ES-PSC polarized 
at the same bias conditions. 
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3.3.4 Discussions 
Both ES-PSC and GS-PSC efficiency degrade with increasing stress time and temperature. We suggest that three 
processes are related to performance decays: the oxidation of the TiO2, the undoping of the Spiro-OMeTAD and the 
wetting of the perovskite in particular close to the edges. Specifically, we consider the HTL degradation to be one of the 
main reason behind the performances loss, due to the dissociation of doping elements (TBP and Li-TFSI) from the Spiro-
OMeTAD and to its crystallization. Indeed, comparing Figs. 2 and 3, we notice that a huge efficiency decay occurs after 
the first stress step (70% loss at 100°C ES-PSC), while this does not replicate in the ISC evolution (about 40% loss during 
the same stress).  The extracted ISC is related to the perovskite layer performances; ISC losses are lower compared to 
efficiency decay, when the devices are stressed at low temperatures or for short times. This phenomenon is the signature 
of an appreciable increase of the series resistance and thus a decrease of the fill factor (Fig. 3.3.5) and efficiency (Fig. 
3.3.2). It has already been proven how Spiro-OMeTAD degrades with high temperature [108,113] and our experiments 
are in agreement with those results, showing that one major problem behind efficiency decay is related to charge transport 
and extraction rather than to perovskite degradation (clearly observable by ISC analysis). 
Both ES-PSC and GS-PSC degrade during the experiment; however, there are some differences in the degradation 
curves. Storing or stressing Group I affect similarly the devices, both ES-PSC and GS-PSC. The efficiency decay is at 
most 10% within 58h. Only after 100h 40-°C stress, the temperature  induces a faster decay compared to stored devices, 
mainly due to FF and VOC variations rather than ISC decay. Because these cells are  stable when stored in dark [113], we 
ascribe part of the efficiency drop during the experiment to the measurement process itself, that requires a long time due 
to very slow stabilization kinetics of perovskite solar cells. Thus, we estimated that 10% of the devices efficiency loss 
within 130h experiment is due to the measurements, at all stress temperatures. Observing the cells of Group II, we notice 
that the edge sealing helps maintain a higher efficiency within 28h of stress with respect to GS-PSC. However, by 
increasing the stress time, the decay rate enhances in ES-PSC compared to GS-PSC. Similarly, Group III shows an 
inversion in the trend, with GS-PSC performing better than or equally to ES-PSC during the stress. In particular, with the 
highest stress temperature (100°C), the additional sealing becomes counterproductive. The absence of sealing helps in 
keeping high performances when the cells are stressed at 100°C. This indicates that the additional glue on the edges works 
as a protective layer at low temperatures and short times but may be detrimental at high temperature and long exposure. 
We tentatively relate this unexpected behavior to two possible reasons. 1) The edge-sealing glue solvent may 
evaporate and percolate trough the sealing damaging the device. This process is almost negligible during storage or low 
stress temperature, but becomes relevant with longer exposure or increasing temperature. 2) The additional sealing 
changes the oxygen interaction with the perovskite and the Spiro-OMeTAD layers, modifying the oxygen percolation 
through the encapsulation. Indeed, as already shown in the literature [109,191], oxygen plays an important role in 
perovskite solar cells, both in the realization process and efficiency degradation. High temperatures may induce different 
phenomena in the perovskite layer possibly related to the percentage of oxygen present in the device. Changing such 
concentration with the additional edge sealing may lead to different mechanisms within the device, partially responsible 
for the degradation rate reduction. However, further studies are required to establish the reasons behind the observed 
differences. 
Visual inspection of the perovskite layer close to the edges (e.g. Fig. 3.3.1) shows that edge sealing reduces the 
moisture percolation through the encapsulation: dark and smooth on ES-PSCs, more jagged and yellowish on GS-PSCs. 
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This indicates that while in ES-PSCs the edge sealing prevents the moisture from damaging the perovskite, in GS-PSCs 
a degradation occurs on the edges. Despite these differences, both sealing techniques help maintaining the cells 
performances, when they are stored for long time in dark without previous stresses. 
 Both ES-PSC and GS-PSC show a monotone VOC decay with stress time (see Fig. 3.3.4). On the other hand, devices 
stored in dark undergo minimal variations of the open circuit voltage. This phenomenon leads to a continuous increase of 
the internal recombination rate with increasing stress time and temperature. The observation is in agreement with results 
obtained comparing FF, ISC and η. After the first stress step, where the degradation of the transport layers (Spiro-OMeTAD 
in particular) is the main responsible for the performance reduction, we suggest that processes occurring within the 
perovskite layer compete equally with HTL degradation to efficiency losses. The irreversible decomposition of perovskite 
cations may diminish the internal polarization [119] that helps charge splitting, thus lowering the free carriers and the 
open circuit voltage measured. 
The fast cycle-voltammetry and OCVD further confirm the increasing cation degradation hypothesis. According to 
the literature [119], the hysteresis detected by the fast current-voltage scan diminishes with both trapping or ion migration 
reduction. In addition, OCVD points to a reduction of the time scale of the slow kinetic. This kinetic is related to the time 
that ion migration takes to reach equilibrium. Analyzing the correlation of OCVD and cycle-voltammetry, we tentatively 
conclude that the variation of mobile ionic species migrating within the device [119] is one of the major contribution 
increasing the charge recombination rate in the perovskite. 
Analyzing ES-PSC and GS-PSC cycle-voltammetry hysteresis with stress time (Fig. 3.3.7) and comparing the two 
sealing techniques, we notice no appreciable differences, unless the stress temperature is 100°C. During the stress at the 
highest temperature, the area enclosed by the fast current-voltage scan follows a much slower decrease in GS-PSC 
compared to ES-PSC. Attempting an explanation to such a phenomenon, we suggest that the same processes that reduce 
the ISC and VOC decay rate at high temperature are also responsible for the slower hysteresis area decrease. These processes 
relate to the perovskite layer degradation with high stress temperature. Some sort of annealing occurs within the perovskite 
layer with high stress temperature; annealing that competes with degradation processes. However, further investigations 
are required to fully understand such phenomenon. 
From all of these considerations, we can state that edge sealing improves cell lifetime and durability, except at the 
highest stress temperature of 100°C. Improving perovskite resistance to moisture and oxygen percolation, edge sealing 
reduces contribution of the processes concurring to the solar cell degradation at moderate stress temperature. On the other 
hand, at high stress temperature (above 80°C) we observe an inversion in the degradation trend, with GS-PSC keeping 
higher performances compared to ES-PSC, at least within 130h of thermal stress. Finally, we observed that storing 
unstressed devices in dark does not affect performances. 
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3.3.5 Summary 
We performed storage and thermal stresses on solid state solar cells based on organometal perovskites using Spiro-
OMeTAD as hole transport material and encapsulated using two different sealing techniques. Both stresses and simple 
storage induced degradation on the samples, lowering efficiency, short-circuit current, open-circuit voltage and fill factor. 
Storing devices in dark leads only to small performances loss mainly due to the measurement process itself, while thermal 
stress generated increasing damages to the device. 
Edge sealing results to be a better approach to reduce moisture percolation and oxidation mechanisms at least at stress 
temperatures below 80°C, resulting into an increased lifetime. On the other hand, at high stress temperatures the additional 
sealing becomes counterproductive and accelerates the performances decay. However, further investigation is necessary 
in order to fully understand the kinetics and dynamics occurring within perovskite solar cells exposed to thermal stresses. 
In conclusion, by coupling thermal stress and electrical measurements, we detected and distinguished at least two possible 
sources of degradation that can give insights into the understanding of losses mechanisms of perovskite solar cells. 
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4 Lifetime of organic and hybrid solar cells 
The novel PV technologies, such as polymer photovoltaic (OPV), perovskite PV (PVSK) and dye sensitized 
solar cells (DSSC) represent a low-cost and eco-sustainable alternative to conventional solar cells and may therefore 
revolutionize the PV market in the near future. 
In order to prove that OPV can become competitive in the photovoltaic market, it is of the outmost importance 
to demonstrate that OPV is competitive in terms of cost, efficiency and reliability [192]. Although it has already been 
proven that OPV scalability can be easily extended [193–197], with low resource claims and at low cost, significant 
research is still required to improve efficiency and stability [19,21,23]. Improving OPV efficiency to 5% with 5 years 
lifetime would bring the cost of electricity generated by this technology on a level that would challenge the fossil 
fuels [194]. Although today’s lab scale OPV reach 10-12% and recent studies proved that overcoming the 5% 
efficiency limit is possible on large modules [198–200], the optimization of lifetime is still lacking behind [201,202].  
In order to improve and demonstrate the lifetime and stability of OPVs it is necessary to set standards for testing 
the stability. Due to the structural and material differences between OPV and inorganic technology the existing 
standards for inorganics technology are not applicable for OPVs [192]. Thus, a fair comparison of the stresses 
performed in different laboratories with different custom setup is usually hard to reach for such technologies [203]. 
Indeed, not only the different stress procedure but also the large variability of devices structure and 
polymers/materials result in several different ageing mechanisms. Modeling the ageing behavior of organic solar 
cells using mathematical approach is therefore rather difficult. 
In this chapter, we present a possible approach to evaluate and estimate the lifetime of novel PV technologies. 
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4.1 A novel algorithm for lifetime extrapolation, prediction and 
estimation of emerging PV technologies  
Section 4.1 is an extracted of the corresponding published paper Ref. J13 
4.1.1 Introduction 
In 2011 at the International Summit on OPV Stability (ISOS) the first step toward standardization of lifetime testing 
was done [29], and guidelines were established for stability testing of organic solar cells, that each laboratory could refer 
to [204]. The guidelines were aimed to give a tool for performing harmonized and comparable lifetime data. In the 
guidelines, both indoor and outdoor tests with different illumination and moisture-controlled conditions were included. 
ISOS helped eliminating the challenges related to diversity of equipment and test conditions used among different 
laboratories. 
Nevertheless, the lifetime data obtained from such ISOS tests could still vary a lot in shape and behavior, depending 
on the device structure and the applied materials. Therefore, two parameters were suggested for the definition of the 
lifetime: T80 - the time when the sample degrades to 80% of its initial value E0, and TS80 – the time when the sample 
degrades to 80% from the performance value ES at a random TS point chosen by the experimenter (normally used to 
describe the more stabilized second phase of ageing) [205]. Since however the random choice of TS value may introduce 
some incomparability among different laboratories, as a complementary to ISOS guidelines a new method for calculating 
lifetime was suggested in a study published in 2015 [206]. It was proposed that T80 is calculated as the 80% of the 
maximum reached performance, while TS is chosen such that the energy produced in the window between TS and TS80 is 
the maximal within the lifetime of the sample. An additional condition for reliable choice of TS80 is that the efficiency at 
TS should not be lower than the 50% of the maximum efficiency that the cell has reached through the course if its lifetime. 
We introduce an algorithm that allows an easier extrapolation of the defined TS80 and T80 using the set of rules 
described above [206] and enables the prediction of the lifetime in the case when the experimental data is incomplete (T80 
or TS80 have not been reached). With the automatic determination of the lifetime values the algorithms also reduces the 
human error factor leading to the harmonization of the lifetime determination process. While the discussion and the 
described experiments in this section are based on the OPV technologies, the presented thoughts and tools are equally 
applicable for the other emerging PV. 
The presented algorithm is the first version and therefore contains certain drawbacks. However, the overall 
performance of the algorithm is not impaired and therefore, we choose to present it together with highlighting all the 
drawbacks and offering optimization steps for any new versions to be developed. 
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4.1.2 Methods 
In the following we recall the lifetime marker definition given in earlier study [206] and we describe the main sources 
generating noise in data, the algorithm structure and the software environment adopted for implementing it. 
4.1.2.1 Lifetime Marker 
Short summary of the definition of lifetime markers given in [206] is discussed here and summarized in Tab. 4.1-A, 
while for more details the reader is referred to the earlier publication. Fig. 4.1.1a shows typical examples of ageing curves 
for OPV reprinted from the earlier publication [206], that often evolve with a linear or exponential behavior. Curve 1 
represents one of the most common decay shapes (the so called “hockey stick”) with initial rapid ageing followed by 
stabilized phase, while curves 2-5 describe other often-recorded behaviors for OPVs. The published study offers a set of 
rules for approaching each curve type in order to determine the lifetime. In particular, if the curves shows initial increase, 
then the starting point for ageing is shifted to the maximum value and named E´0 and the T80 initial lifetime parameter is 
calculated from the new point T´0 (see curve 3 in Fig. 4.1.1a). Meanwhile TS is chosen such, that the energy produced in 
the period TS-TS80 (the grey area marked with II in Fig. 4.1.1b) is the maximal. Boundary conditions to the latter rule is 
that ES value at TS must not be less than half of maximum value E0 (or E´0).  The procedure for the identification of such 
time windows is explained in detail in ref. [206] and also summarized in Tab. 4.1-A. Furthermore, one can eventually 
choose the single best parameter between T80 and TS80 to describe the lifetime of the cells depending on whether the 
largest amount of energy is produced in the first phase of ageing T0-T80 or the second TS-TS80 (grey area I or II in Fig. 
4.1.1b respectively). 
Due to such a variety of curves, it is rather challenging to develop a model that would simulate the diverse behaviors 
of organic PV. Nevertheless, in the following sections, a method is presented that with a limited but sufficient accuracy 
defines lifetime parameters for different ageing curves. 
 
 
 
 
Fig. 4.1.1 a) Examples of various shapes of aging curves taken from real data. b) Example of identifying the best pair describing the 
stability of the sample. Reproduced with permission from [206].  
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Parameters Method 
Determination of starting point E0 & T0 
E0 – initial performance 
T0 – initial time 
T0 & E0 pair is either chosen at the first 
measurement point, or if the curve has an initial 
increase followed by a reduction (such as the curve 3 
in Fig. 4.1.1a) then T0 & E0 is set at the maximum 
point. 
Determination of stabilized section ES & TS 
ES – performance at the start of stabilized section 
TS – starting time of stabilized section 
If after a certain point the aging curve enters into 
a more stable phase (commonly observed during 
solar cell aging), then a second pair of starting values 
TS & ES is identified, typically chosen at a point from 
where the aging rate almost doesn’t change anymore, 
as shown on curve 1 in Fig. 4.1.1a. 
Determination of T80 and TS80 
T80 – time when performance reaches 80% of E0 
TS80 – time when performance reaches 80% of ES 
T80 (or if applicable TS80) is determined by 
subtracting T0 (or TS) from the time when 80% of E0 
(or ES) is reached. Fig. 4.1.1b highlights the areas 
determined by T80 and TS80. 
Lifetime marker [E0;T80] or [ES;TS80] The largest area among I and II in Fig. 4.1.1b 
(part of the curve where the cell produces the largest 
amount of energy) will determine the pair that will 
describe the lifetime. 
Exceptions Exceptions are made in the following cases: 
? If ES is less than half of E0, in which case the 
sample is considered to have degraded before 
stabilization (see curve 2 in Fig. 4.1.1a), then 
[E0; T80] is chosen by default to represent the 
lifetime. 
? [a]If the measurements has been stopped prior 
to reaching the 80% threshold then “TFinal - T0” 
or “TFinal - TS”, where TFinal is the point of last 
measurement (see curve 4 in Fig. 4.1.1a), is 
chosen instead to represent the minimum 
possible lifetime. 
Tab. 4.1-A The list of steps for determining the lifetime marker. Reproduced with permission from [206]. 
[a] This kind of exception can will be easily avoided by applying the algorithm 
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4.1.2.2 Noise Sources and Data Variation 
While determination of lifetime markers, described in the previous section, may be somewhat trivial for smooth 
curves such as the ones presented in Fig. 4.1.1a), it is well know that often the curves contain certain noise in forms of 
spikes or temporal deviation of the ageing from its course and this can significantly complicate the process of lifetime 
determination. Common examples of such noises are depicted in Fig. 4.1.2, where the data was acquired from cells 
exposed to indoor light soaking using automated measuring setup. Fig. 4.1.2 shows three common forms of outliers:  
Spikes, which are often a result of electrical interferences in the data acquisition setup and are typically very short 
and random; 
Longer period break down, typically resulting from an unexpected break down of the light source; 
Change in conditions, where the data unnaturally deviates from its ageing course typically due to a change in the test 
conditions, such as increase of room temperature.   
All these noises can also happen due to weak contacts in the test sample itself. While developing an algorithm for 
determining lifetime data, it is of high importance to filter out such data deviations to avoid erroneous lifetime predictions. 
Therefore, as will be discussed in the following sections, a significant part of the algorithm is devoted to filtering out any 
possible noises in the curve before extracting the lifetime values. However, one has to keep in mind that the acquired data 
has to be sensible enough, such that the ageing course is easily identifiable despite the noises or else even the best filtering 
algorithm will not be able to distinguish between real data and outliers.   
 
Fig. 4.1.2 A typical aging curve of a measured OPV device with common measurement or device failures. The failures are expressed in 
forms of spikes, longer period break downs or step like deviation from the course of ageing commonly due to change in conditions of 
testing (such as temperature elevation in the setup).  
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4.1.2.3 Algorithm Structure 
The algorithm is generally based on the idea of filtering the outliers from the measured lifetime data and applying 
the best suitable fitting function to the curve in order to accurately determine the lifetime. 
Algorithm Tools 
MatLab® software was utilized for developing the algorithm. In particular, we adopted certain functions that allowed 
quickly developing the algorithm in a working program. Among the most important ones, we cite the functions: 
“Hampel”: this function calculates the moving average (μ) and standard deviation (σ) over n values within a vector 
of length m, where n ≤ m. During the moving averaging processing, if the value in the central element in the n sub-vector 
differs by more than kσ from μ, where σ is the standard deviation and k is a user defined constant, the filter clamps the 
outlier to the average μ [207].  
“Fit”: given a specific function, generates the best fit on curve/surface by tuning the function parameters in order to 
minimize the square mean root error. The functions we used in order to predict the lifetime behavior of the cells were: 
“poly1” a polynomial of the first order (a straight line), “exp1” a single exponential and “exp2” double exponential. 
We adopt the “Hampel” function because in our opinion it is the simplest method based on statistical analysis that 
allows outlier detection. Despite alternatives [208] exist, the method implemented by the “Hampel” function has the 
advantage of detecting and removing outliers minimizing computational duty, complexity and end-user interaction.  
The reason we chose the three simple functions described above was because all the ageing curves could be fitted 
with one of them, while the attempt of using more complex (higher order) functions led to unrealistic scenarios during 
data extrapolation. In addition, most of the physical and chemical ageing mechanisms typically resemble the 
aforementioned simple functions. 
Web Interface 
In order to upload data into an algorithm for processing and acquire the results a webpage was developed, which is 
hosted at plasticphotovoltaics.org. It allows the users with access credentials to upload the acquired data into an online 
form, by copying their data in the available tables. Once uploaded the data will asynchronously be processed by a 
dedicated calculation server using the algorithm and the results will be emailed to the user. The data is also stored in a 
database sorted according to additional information provided by the user (such as date, sample type, user name etc.), so 
that comparisons of multiple datasets are possible at any stage. The asynchronous nature of the process makes sure any 
number of users can submit data at any given time; the server then carries out the calculation sequentially. The advantage 
of the online platform is that it enables data uploading and processing from everywhere at any time. 
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Algorithm 
 
Scheme 4.1.1 Data processing flow diagrams representing the different phases of the algorithm. Each sub-section is magnified in order 
to describe the main processes executed within it. 
 
Scheme 4.1.1 represents the flow diagram of the algorithm.  The algorithm elaborates the data in two consecutive 
phases, followed by the output of the estimated lifetime parameters. The algorithm requires an input of the ageing data 
for all four photovoltaic parameters PCE, fill factor (FF), open circuit voltage (VOC) and Short Circuit Current (ISC) for 
data filtering purposes. The list below outlines the set of the steps that algorithm processes for determining the lifetime 
from an ageing curve. 
Phase I – cleaning and filtering the measured data by removing outliers 
Columns of PCE, FF, VOC and ISC versus time are inserted in an online platform (described in Section 4.1.2.3) that 
transfers the data into a server where algorithm processes the data 
Algorithm first checks and eliminates data rows where FF is above 100% or is negative (typically, data points that 
result in spikes due to some electrical noises in the measuring setup) 
Hampel outlier removal function is then applied on PCE, FF, VOC and ISC in order to remove the spikes that are far 
from the local average [209]. Hampel calculates the local average μ and the standard deviation σ for a defined number of 
adjacent data points called number of samples. 
Hampel then clamps to the local average value all the outliers that deviate by more than kσ as described in previous 
section, where k is defined by the user. The filtering process is repeated 3 times using 7 samples with k value changing 
from 2 in the first run to 0.2 in the second and to 0.1 in the third run for the VOC, ISC and FF. For PCE the k values are 3, 
2 and 1 correspondingly with 7 samples during the first two runs and 3 samples during the last one. The choice of the 
number of iterations and the parameters represents a trade-off between noise rejection and data reliability. Fig. 4.1.3 
shows some examples of the different cases. Curve 1 represents the real data after the FF check. Exceeding the number 
of samples and too restrictive standard deviation clamping values may lead to the creation of unrealistic curves (Curve 
2). On the other hand, choosing a suitable number of samples for the moving average but an excessively wide clamping 
value may not effectively filter the noise in the data (Curve 3). Tab. 4.1-B summarizes the number of samples and k values 
used to obtain filtered Curves in Fig. 4.1.3. Finally, in Curve 4 the algorithm reaches a good noise rejection by applying 
several iterations and changing the filter parameters according to values described above. While the chosen parameters 
work well for a large range of data with reasonable frequency of measurements, the parameters may have to be adjusted 
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upon drastic change in the frequency of the measurements. With fast decay performances or too low frequency of 
measurements, it is necessary to choose wider clamping factors to avoid an excessively smoothing of the data. Further 
versions of the algorithm should involve automatic detection of the frequency and number of data points and self-
correction of the set parameters. 
Algorithm then performs a further check on the data validity by exploiting the VOC and ISC values. A double 
exponential fitting function is applied to the product VOC*ISC in order to detect any larger amount of outlier data, such as 
in the case when the light source is turned off for long period during the tests. The algorithm identifies and eliminates any 
such data points that deviate from the fitted curve by a certain deviation factor defined by the user. In this case, the applied 
deviation factor was in the range of 0.5. Currently, the limitation of the algorithm is that only double exponential function 
can be utilized in this step. However, the analyzed data sets show that the double exponential function is a good choice. 
Indeed, using two exponentials we can easily fit both double and single exponential as well as linear decays, as it is the 
case in Fig. 4.1.4. Nonetheless, further versions of the algorithm should involve adding the possibility of choosing 
different fitting function depending on the curve shape.   
 
Fig. 4.1.3 Examples of the Hampel outlier remover effects. 
Curve 1 represents the real data after the FF check. Curve 2 
shows an excessive use of samples for the moving average and 
exaggerated strictly constrains on the maximum deviation from 
the average for the clamping settings.  Curve 3 describes the 
case of an application where the filtering is not good enough to 
remove the spiky points. Curve 4 shows a proper filtering 
obtained by correctly tuning the Hampel filter parameters. 
 
Fig. 4.1.4 Example of the large outlier cluster removal filter 
application. The Filter removes data falling outside the green 
valid zone enclosed by the outlier limits (red dotted line). This 
example proofs that the double exponential can successfully fit 
linear as well as single and double exponential decays. 
 
 
Curve 
Iteration 1 Iteration 2 Iteration 3 
# Samples k # Samples k # Samples k 
2 61 0.03 61 0.02 21 0.01 
3 21 3 21 3 21 3 
4 7 3 7 2 3 1 
Tab. 4.1-B Number of samples and values of k used during the Hampel iterations on PCE data to obtain filtered curves showed in Fig. 
4.1.3. 
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Phase II – determination of lifetime markers 
 After Phase I, the algorithm forwards filtered data to Phase II, which carries the following steps: 
Each individual data point on the PCE curve is chosen as a starting point and T80 value is determined at the point 
when the curve intersects the 20% degradation mark from the chosen starting point. The step is carried out for all the 
points on the curve until the 20% degraded value is beyond the final measured value TFinal. 
For all the determined T80 values, the corresponding energy produced by the solar cell sample is calculated, which is 
the area under the ageing curve defined by the corresponding T0-T80 time range (see for example the grey areas in Fig. 
4.1.1b). The chosen starting point, for which the corresponding energy is the maximum, is defined as the TS_Filter stabilizing 
point. 
The algorithm then defines:  
E0 (PCE at the starting point or at the maximum PCE value if the curve initially increases before starting to decline)  
T80 lifetime calculated for E0 value 
ES_Filter (PCE at TS_Filter point) 
TS80_Filter stabilized lifetime calculated for ES_Filter value 
Then the algorithm takes the data in the range TS_Filter-TFinal and applies the fit function, described in Section 4.1.2.3 
and determines the best fitting function based on the minimal square mean root error. The importance of applying fitting 
functions to the data is to double check the accuracy of filtering. The reason the function is applied only to the section of 
the curve starting from TS_Filter value is because the section before TS_Filter is typically very dynamic and therefore the 
fitting of the functions leads to rather large square mean root errors. 
The fitted function is then extrapolated to Tlimit = 1.5 *(TFinal-TS) + TS, which is useful in case the sample did not 
degrade by 20% within the measurement period. Limiting the extrapolation by only 1.5 times is useful in order to keep 
the predicted section of the curve reasonably close to realistic scenarios. 
The fitted function (in the range TS_Filter-Tlimit) is combined with the measured data in the range T0-TS_Filter and Hampel 
function is applied to the total data to assure the combination of the two is smooth. 
Similar to the process made for the measured data T80 lifetime value is calculated for every data point of the fitted 
curve until the 20% degradation point is beyond the Tlimit value and new TS_Fit point is defined based on same criteria of 
maximum energy. Based on determined TS_Fit value ES_Fit and TS80_Fit are identified. 
Output 
Algorithm then produces a row of the following lifetime data: 
E0, T0, T80 for initial part of measured data 
ES_Filter, TS_Filter, TS80_Filter for stabilized part of measured data 
ES_Fit, TS_Fit, TS80_Fit for fitted data 
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The corresponding energy values Energy0, EnergyS_Filter and EnergyS_Fit (the areas under the ageing curve defined by 
the corresponding T0-T80 time ranges). 
Algorithm additionally publishes two plots on the website described above. Fig. 4.1.5 shows an example of the plots. 
The first plot presents the measured data and the data after filtering, as well as highlights the determined lifetime 
parameters and the corresponding energy values (area under the curves defined by the lifetime values). The second plot 
shows the measured data with the fitted curve and highlights the lifetime parameters and energy values of the fitted curve. 
Finally, a table containing all the lifetime data is additionally printed. This allows easily assessing the accuracy of filtering 
process and the determined parameters. It also allows choosing the best pair between the measured and fitted lifetime 
parameters for describing the lifetime of the sample, although in almost all the cases the fitted data produces the most 
accurate prediction of lifetime. In the results section a set of examples is presented of the processed data and plots. 
 
Fig. 4.1.5 Print screen picture of the results plotted on the web interface (http://plasticphotovoltaics.com). X-axis represent the time value 
and y-axes PCE value. Both plots show E0, T0, T80 in comparison with the output obtained from filtered data ES_Filter, TS_Filter, TS80_Filter in the 
upper window, or the ES_Fit, TS_Fit, TS80_Fit in the lower picture resulting from the fitting procedure (E stands for PCE). 
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4.1.3 Results and Discussions 
4.1.3.1 Data Analysis 
It is important to emphasize that all the stability data used for experimenting the algorithm features are based on 
ageing of commonly used P3HT (Poly(3-hexylthiophene-2,5-diyl)): PCBM (Phenyl-C61-butyric acid methyl ester) based 
roll coated OPV devices. The fill factors and efficiencies of such freshly prepared devices are in the ranges of 55 to 60% 
and 1 to 2% respectively, which is close to the average performance for such devices [202]. Thus, the samples are good 
representatives for such studies. Fig. 4.1.6 O-graph [206] illustrates the differences of ES and TS80 markers obtained from 
filtered and fitted data on a considerable number of different samples. Black circles represent markers calculated from 
Ph. I data while stars from Ph. II. We underlined an increase in the lifetime TS80 obtained from the fitting process in light 
blue. On the other hand, we used purple stars in the opposite case. Observing the diagram, we notice that fitted markers 
tend to result in shorter TS80 and higher ES values compared to the filtered ones. Indeed, the number of purple stars is 
considerably higher than light blue ones and purple markers show a higher PCE value compared to the corresponding 
filtered markers. The reason filtered data in most case will lead to longer lifetimes compared to fitted data is because 
despite the filtering process the curve may still contain sudden bumps and recessions (see for ex. Fig. 4.1.5). The algorithm 
is set up such that it will always look for the section of the curve where the largest energy is produced and will calculate 
the lifetime in that section. Since in the filtered data there are many peaks, which artificially increase the produced energy, 
this prolongs the lifetime compared to the fitted data, where the curves is rather smooth and is free of peaks. The effect 
of the peaks in the filtered data becomes also more pronounced at the more stabilized part of the curves and therefore, the 
lifetime window with the largest energy will normally shift towards these sections for filtered data and will therefore have 
also lower starting point ES compared to fitted data. This situation results into a TS80 overestimation, while lowering ES. 
 
Fig. 4.1.6 O-graph representing the difference of filtered and fitted lifetime parameters: ES on PCE axis and TS80 on Time axis. Markers 
obtained from filtered data are in black circles, while stars represent markers resulting from fitting Ph. II. We underlined an increase of the 
marker TS80 calculated on Ph. II compared to the corresponding marker resulting from Ph. I data with a light blue color, while a decrease 
is indicated by the purple star markers. 
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In these cases, of course it is important to compare the results with the fitted curve, which normally filters out all the 
sudden bumps and recessions and therefore delivers the most accurately determined lifetime values.  
Fig. 4.1.7 provides some examples of data processed by the online platform discussed above. This tool plots two 
graphs per each incoming lifetime data set: the first one with PCE resulting only from filtering (Ph.I) (Fig. 4.1.7a, Fig. 
4.1.7c) and the second one with fitting (Ph. II) processed data (Fig. 4.1.7b, Fig. 4.1.7d). Tab. 4.1-C summarizes the energy 
and lifetime markers estimated for all the devices shown in Fig. 4.1.7. In these examples Fig. 4.1.7a and Fig. 4.1.7b relate 
to a device where markers calculated from Ph. I, Ph. II data are alike. The plots show that in case of a device producing 
sporadic noisy points, Ph. I of the algorithm is enough to remove these points (Fig. 4.1.7a) and calculate the correct 
markers, while Ph. II is useful just to forecast the lifetime. On the other hand, Fig. 4.1.7c and Fig. 4.1.7d are processed 
starting from a device with lifetime data filled with dumps and rifts. Comparing the two plots allows us to underline the 
extent to which the complete algorithm allows a better lifetime marker estimation compared to simply filtering noisy data. 
In this example, the [ES_Filter; TS80_Filter] energy window (underlined in Fig. 4.1.7c) calculated for filtered curve (Ph. I) is 
erroneous, since the bumps in the curve affect the lifetime determination. Meanwhile, the fitted curve (Ph. II) leads to 
overlap of [ES_Fit; TS80_Fit] and [E0; T80] window, pointing to the fact that for this specific device the maximum lifetime in 
reality is reached at the initial stage and therefore T80 and TS80 are the same.  
 
 
Fig. 4.1.7 Examples of processed data by using the web platform tool. a) and c) are data processed only by Ph. I while b) and d) are data 
processed by the whole algorithm (Ph. I and Ph. II), forecasting the lifetime beyond TFinal. Within each subfigure, we underlined some 
examples of peculiar behaviors of PCE over time and how the algorithm solves most of these problems. 
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Device 
[E0; T80] 
[ (%); (h) ] 
[ES_Filter; TS80_Filter] 
[ (%); (h) ] 
[ES_Fit; TS80_Fit] 
[ (%); (h) ] 
a) & b) [1.53; 9.1] [1.1; 13.6] [1.1; 13.6] 
c) & d) [0.66; 57.2] [0.45; 90.4] [0.66; 57.9] 
Tab. 4.1-C Lifetime marker estimated by the Extrapolation procedure from data processed during Ph. I and/or Ph. II showed in Fig. 4.1.7. 
In the Tab. 4.1-C we observe that for some devices, as the cases a), the fitting procedure applied during Ph. II is 
redundant since the algorithm does not obtain substantial differences from estimation performed after Ph. I or Ph. II. On 
the other hand, in some cases, as the example device used in Fig. 4.1.7c, Fig. 4.1.7d, the fit is a key resource to prevent 
misleading estimation and avoid erroneous markers calculation.  
While it may appear that lifetime estimation from fitted curve will always be more accurate compared to filtered 
curve, it is still important to check the data from fitting against the filtered data. Indeed, due to very dynamic nature of 
the curves the fitting may in some circumstances not represent the real data accurate enough, especially in the predicted 
section of the curve. Thus, although the algorithm is significantly aiding the process of reproducibly estimating the 
lifetime values and greatly decreasing the time of data treatment, the user of the tool still needs to carefully monitor the 
shapes of filtered and fitted curve after each processing and assess the accuracy of lifetime determination with one or the 
other method. 
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4.1.3.2 Algorithm Future Optimizations 
The following paragraph summarizes some drawbacks and possible future improvements of the algorithm. 
First, in the current version the tuning of the parameters (number of samples and k) used during the application of the 
Hampel filtering procedure (see Phase I in the Algorithm Structure paragraph) was done by an iterative empirical 
approach, by increasing or decreasing k and the number of samples, based on the results observed during data processing. 
The parameters are mostly defined by the frequency of the measurement and therefore, for data with different periodicity 
of measurements the parameters need to be adjusted accordingly. Indeed, the higher the sampling frequency, the higher 
number of samples can be used to calculate the moving average. A proposed improvement to the algorithm would be to 
develop automatic procedure where the algorithm identifies the frequency of the measurements and selects the parameter 
values accordingly. The k parameter however, depends on both the number of samples chosen and the curve dynamic. 
When the decay is highly exponential, using an exceedingly small k value in combination with a high number of samples 
will clamp the initial dynamic behavior. Therefore, the algorithm additionally should estimate the tangential of the ageing 
curves at different sections and adjust the k value depending on the range of the value of tangential.  
Second, in the current version of the algorithm one of the filtering steps constitutes application of double exponential 
fitting to the product VOC*ISC and although, double exponential can to some extend be fitted to linear functions, it still 
imposes constrains. Therefore, the future versions of the algorithm should include a possibility of choosing between 
exponential and linear functions. 
Finally, the functions currently adopted to forecast the device lifetime are only the linear, single and double 
exponential. In the future, a wider range of choices may allow the users to personalize the fitting functions applied during 
Ph. II. Furthermore, a tool providing users’ custom defined functions could be useful in order to give the users higher 
flexibility and interaction with the algorithm processing steps. 
It is our hope that after carrying several optimization steps in the algorithm and testing and validating it for many 
different data scenarios, we will build a publically available tool for automatic lifetime calculation, where any user can 
upload data and extract lifetime parameters. Meanwhile, this manuscript will serve as a guideline for anyone willing to 
go through the process of programming the presented algorithm. For manual determination of the lifetime from any ageing 
curve, we once more refer the reader to Tab. 4.1-A.   
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4.1.4 Summary 
An algorithm was presented that allows automatic estimation of the lifetime markers from different ageing curves of 
photovoltaic devices with rather dynamic behavior, such as organic or hybrid PVs. The algorithm consists of two parts, 
the data filtering, which reduces the noise and the fitting part, which applies a fitted curve to the ageing curve to accurately 
determine the lifetime or predict it by extrapolation of the ageing curve within a limited time range. The article discussed 
in detail the algorithm as well as the online tool that allows uploading measured data and monitoring the data processed 
by the algorithm. A range of examples of data treatment on real measured samples was presented and the difference 
between filtered and fitted data was discussed. It was demonstrated that the combination of the two methods was the 
optimal for the most accurate and reproducible lifetime assessment. Finally, a few possible improvements of the algorithm 
were discussed, that would allow optimizing the data processing. It was highlighted that the important advantage of the 
algorithm is the significant reduction of data processing time compared to manual determination of lifetime from 
multitude of ageing curves with different shapes.  
The drawback of such a method is that although it automatically detects and fits the shape of the ageing curves, it 
may still in certain circumstances not be able to fit correctly some of the very dynamic degradation features and therefore, 
to a certain degree human control of the final fitted curves is necessary. 
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5 Conclusions 
Photovoltaics is undergoing continuous evolution since its first demonstration and different technologies developed 
in the years of industrial and academic research. Among the several technologies, organic and hybrid photovoltaics 
represent a low cost and short payback time alternative to more efficient but expensive inorganic solar cells. However, 
several issues are still to be address in order to make organic and hybrid PV technologies advantageous compared to 
widespread inorganic competitors. In particular, reliability and stability must be investigated and tested, verifying which 
are the reasons behind UV, temperature, moisture and electric field induced degradation. Revealing the physics behind 
these degradation mechanisms allows adopting proper countermeasures that will permit extending organic and hybrid 
solar cells lifetime and making these sustainable technologies competitive with the market ready inorganic PVs. To this 
purpose, we characterize, model and stress both organic and hybrid solar cells. 
We analyzed heterojunction P3HT:PCBM solar cell by means of I-V and IS measurements at various bias voltage 
and illumination intensity. This large collection of data allows obtaining a more comprehensive picture of IS peaks and 
permits us to elaborate a model for describing the cell characteristics. ZnO generates a peak at high frequency in IS curves 
of fresh cells. This peak moves towards lower frequency values and increases in size when ZnO is degraded by exposing 
the electrode to UV during the fabrication process. The main peak, which widely varies with increasing reverse bias 
voltage and illumination, is ascribed to the space charge region impedance. This agrees with the evolution of the extracted 
parameters as a function of bias and illumination. Noticeably, due to a higher impedance value of ZnO interface, the 
polarization conditions of SCR in fresh cells and UV degraded ones are definitely dissimilar and we cannot directly 
compare extracted physical coefficients without taking into account these differences. 
Furthermore, we performed electrical stress at forward current and thermal storage on P3HT:PCBM solar cells. 
During electrical stress, we applied several levels of current both in dark and under illumination, while we tested three 
different temperatures for thermal storage. Applying a modified version of the Sokel-Hughes/Braun-Onsager model, we 
extracted the diffusion photocurrent contribution at the zero-field voltage and we analyzed the variations of these two 
parameters with stress time. Stresses generate both degradation and recovery on solar cells. During constant current stress 
we observe an increase of the zero-field voltage for all devices that we related to the p-doping induced by oxidation 
process within P3HT. Differently, thermal storage may induce a recovery of the diffusion current density depending on 
the time of storage and if the temperature of stress is above or below the glass transition point. A possible explanation for 
observed variations is that a phase change occurs within the cells that induce a rearrangement of the active layer 
morphology. We proved that IS performed during stresses allow a better comprehension of interface degradation. Indeed, 
with IS we clearly observe that current stress and thermal storage generate different damages on the active layer and the 
ZnO interface. We deepened the investigation of the degradation mechanisms during the constant current stress in forward 
bias condition and we showed that the polaron recombination rate is one of the major reasons for the cell degradation. 
Besides, our data and the model show that a correlation exists between the band bending at the interfaces and the 
photocurrent, and these bending contribute to cell performances together with the polaron recombination rate. Even 
though the applied model is very simple and qualitative, it is still suitable for finding a relation between the cell 
degradation and the variation of some parameters, such as the exciton separation probability or the contact barrier heights. 
Of course, some limits still exist. For instance, it is possible to extract the cumulative effects of the barrier height at the 
contacts, but it is not possible to distinguish and separate the contribution of the single barrier. Afterward, we improved 
this qualitative model by developing our detailed and complete analytical representation of the photocurrent dynamics. 
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Perovskite based solar cells promise high efficiency at low cost; however, this technology is not stable and 
reliable and thus advancement in materials and processing is mandatory. The laser ablation synthesis in organic 
solvent of PbI2 nanocrystals made possible to obtain different types of perovskite materials more resistant to ionic 
motion. A hybrid graphite-lead iodide precursor was obtained with a strong interaction among materials, since the 
graphite was obtained with the decomposition of the solvent on the surfaces of the nanocrystals. Among the 
characterization techniques, the EPR one allowed to evidence the presence of a charge exchange between the 
nanocrystals and graphene-like patches at the grain boundaries making less available the defect states of perovskite 
material to the ionic motion. The electrical characterizations confirm that thin film graphite lead-iodide based 
perovskite has a less hysteretic behavior than the reference spin-coated thin film perovskite. These results shed light 
on the key role of defect sites on the mechanism of ionic motion, providing a path for the synthesis of stable materials.  
In order to disclose the mechanisms behind perovskite instability, we studied methyl-ammonium lead-iodide 
perovskite material. MAPI is synthetized starting from spray-coated PbI2 precursor obtained by laser ablation 
technique explained above and is more robust against ions migration and electric field induced degradation, although 
being very similar to the standard spin-coated MAPI. The aim of our investigation was recognizing all the possible 
phenomena at the base of the electrical hysteresis characterizing perovskite devices. In particular, we aimed to 
distinguish between temporary and permanent phenomena generated during the current-voltage scans. We used 
electrical characterization at different scan rates and optical measurements to reach our goal. The results of our 
measurements are straightforward: no or negligible ferroelectric phenomenon exists in the PVK and ions migration 
in the PVK has several effects, both positive and negative. The ions move following the drift-diffusion law and the 
migration occurs mainly in the MAPI grain boundaries. Under the effect of applied bias, ions accumulate at the 
interfaces with the electrodes, generating dipoles. The dipoles change the band alignment of the semiconductor with 
the electrodes work function and thus they change the current injection dynamics, in particular changing the current 
injected by tunneling effect. However, due to the high electric field at the interfaces generated by the accumulated 
ions, a degradation mechanism occurs that converts back to the initial precursors (MAI and PbI2) the PVK layer. 
Therefore, insulating degraded layers generate around the electrodes, limiting the current injected in dark and 
extracted in light. The presence of these layers was detected both in the current-voltage scans and in the optical 
measurements. In order to explain the dynamics observed in the devices during the current-voltage scans, we 
presented a qualitative model describing the bands bending under different conditions. Our model takes account for 
all the phenomena observed in the electrical and optical characterizations. Although we made all these observations 
and models to explain the characterizations of a planar structure, the same phenomena occur in case of vertical 
structures, which are used in perovskite solar cells. However, these phenomena are less evident in vertical structures, 
due to the different thickness of the active layer and the different number of grains and boundaries involved in the 
charge/ion transport. Remarkably, the damage induced by the dipoles is a relevant problem on vertical as well as on 
planar structures. Despite the positive improved band alignment that dipoles might induce, the high electric field 
generated is destructive. Thus, we provided a wiser view of the ions migration effects, giving a further demonstration 
that ionic motion must be suppressed in order to optimize functionality and reliability of PVK materials, extending 
perovskite solar cells lifetime. 
On full perovskite solar cells using Spiro-OMeTAD as hole transport material, we performed storage and thermal 
stresses. The cells are encapsulated using two different sealing techniques. Both stresses and simple storage induced 
degradation on the samples, lowering efficiency, short-circuit current, open-circuit voltage and fill factor. Storing 
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devices in dark leads only to small performances loss mainly due to the measurement process itself, while thermal stress 
generated increasing damage to the devices. Edge sealing results to be a better approach to reduce moisture percolation 
and oxidation mechanisms at least at stress temperatures below 80°C, resulting into an increased lifetime. On the other 
hand, at high stress temperatures the additional sealing becomes counterproductive and accelerates the performances 
decay. However, further investigation is necessary in order to fully understand the kinetics and dynamics occurring within 
perovskite solar cells exposed to thermal stresses. In conclusion, by coupling thermal stress and electrical measurements, 
we detected and distinguished at least two possible sources of degradation that can give insights into the understanding 
of losses mechanisms of perovskite solar cells. 
Since organic or hybrid PV ageing curves have a rather dynamic behavior, we developed an algorithm that allows 
automatic estimation of the lifetime markers from different ageing curves. The algorithm consists of two parts, the data 
filtering, which reduces the noise and the fitting part, which applies a fitted curve to the ageing curve to accurately 
determine the lifetime or predict it by extrapolation of the ageing curve within a limited time range. We discuss in detail 
the algorithm as well as the online tool that allows uploading measured data and monitoring the data processed by the 
algorithm. We present a range of examples of data treatment on real measured samples and we discuss the difference 
between filtered and fitted data. We demonstrate that the combination of the two methods was the optimal for the most 
accurate and reproducible lifetime assessment. Finally, we discuss a few possible improvements of the algorithm, which 
would allow optimizing the data processing. We highlight that the important advantage of the algorithm is the significant 
reduction of data processing time compared to manual determination of lifetime from multitude of ageing curves with 
different shapes. The drawback of such a method is that although it automatically detects and fits the shape of the ageing 
curves, it may still in certain circumstances not be able to fit correctly some of the very dynamic degradation features and 
therefore, to a certain degree human control of the final fitted curves is necessary. 
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