Introduction
For a second order elliptic differential operator L with Hölder continuous coefficients (see Definition 1.1) and a bounded domain Ω ⊂ R n , n ∈ N, with certain assumptions on the boundary ∂Ω we consider the Cauchy-Dirichlet problem: For u 0 ∈ C 0 (Ω) sufficiently smooth find a function u : [0, ∞) → (C 0 (Ω), · sup ) differentiable in t such that ∂u ∂t (t, x) = Lu(t, x), t > 0, x ∈ Ω, u(0, x) = u 0 (x), x ∈ Ω, (1.1)
Let (C 0 (Ω), · C 0 (Ω) ) be the Banach space of continuous functions vanishing at the boundary endowed with the norm of uniform convergence (also called supremum norm).
We define (L, D(L)) on C 0 (Ω) by:
D(L) = {u ∈ C 2,α (Ω) | u = Lu = 0 on ∂Ω}.
We assume the coefficients a ij ,b i ,c, 1 ≤ i, j ≤ n to be at least C 0,α (Ω)-smooth and bounded by a constant 0 < C < ∞. The matrix A := (a ij ) i,j is assumed to be symmetric and uniformly elliptic with ellipticity constant λ > 0. Throughout this paper α denotes an arbitrary but fixed real number with 0 < α < 1. Here as usual C 2,α (Ω) denotes the space of twice Hölder continuously differentiable functions such that the derivatives admit a (Hölder) continuous extension to the boundary. For a boundary point x 0 , Lu(x 0 ) is defined using the continuous extensions of the derivatives of u and the coefficients of L to ∂Ω.
A so called Feynman formula gives an approximation of the solution of (1.1) in terms of an iterated sequence of integrals over elementary functions only, see Definition 1.3 below. In particular this formula gives a finite-dimensional approximation to the well-known Feynman-Kac formula, see [ZJ01] :
u(t, x) = E x exp t 0 c(ξ τ )dτ u 0 (ξ t ) t < τ Ω , x ∈ Ω, t > 0.
(1.2)
Here E x denotes the expectation w.r.t the law of the diffusion process with diffusion matrix a ij and drift coefficient b i starting in x, according to [ZJ01, Theo. 3.1].
We now recall the approximation formula from [BGS10] and some main steps in its proof to motivate the assumptions which we will prove in this paper. Define for u ∈ D(L) Note that we have defined L without the factor 1 2 in front of the second order terms, which leads to a slightly different form of F t than in [BGS10] .
The subindex c denotes that the functions in C 2,α c (Ω) have compact support in Ω, analogously the subindex 0 denotes that the functions vanish at the boundary. The analogous notation is used for the spaces C k,α (Ω). Using a Taylor expansion of Eu it can be shown that for u 0 ∈ C 2,α 0 (Ω) with Lu = 0 on ∂Ω: 
is the generator of a strongly continuous semigroup (T t ) t≥0 , then for any 0 ≤ t 0 < ∞ the sequence F (t/n) n n∈N converges to T t as n → ∞ in operator norm, uniformly with
To ensure that (F t ) t≥0 defined above is uniformly exponentially bounded the extension operator E is assumed to be contractive w.r.t the sup norm. Note that an estimate of the form F t ≤ Mexp(at) for M > 1 is not sufficient to apply the Chernoff theorem. So boundedness of E would not be sufficient. This leads to the following assumption:
c (R n ) with the properties:
Here C 2,α c (R n ) denotes the space of twice hölder continuously differentiable functions with compact support in R n .
Moreover to apply the Chernoff theorem the solution to (1.1) must be represented by a strongly continuous operator semigroup and (1.4) must hold on a core of the generator of the semigroup. This leads to the following assumption: Theorem 1.5 Let F (t) be as in Definition 1.3 and (T t ) t≥0 the semigroup generated by (L, D(L)) (due to 1.4). Then for all t ≥ 0 it holds In section 2 we prove Assumption 1.4 for the case of C 0,α (Ω)-smooth coefficients and
domains Ω which are C 2,α -smooth and bounded, see Theorem 2.3.
In section 3 we prove Assumption 1.3 for coefficients in C 2,α (Ω) and domains Ω which are C 4,α -smooth and bounded, see Theorem 3.8.
Remark 1.6: For C 2,α -smooth Ω and C 0,α -smooth coefficients the semigroup (T t ) t≥0 is even analytic and the solution u(t) = T t u 0 is in C 
Existence and Regularity
First we state two well-known theorems concerning elliptic differential operators of second order.
Lemma 2.1 Let u ∈ C 2 0 (Ω), L as in Definition 1.1. If u attains its maximum (minimum) at an interior point x 0 of Ω then for λ 0 := sup x∈Ω c(x) it holds:
(2.5)
In particular, the operator L − λ 0 is dissipative on C 0 (Ω).
Proof. The proof of (2.5) can be found in the proof of [GT77, Theo. 3.1]. Let x 0 ∈ Ω be a point where the supremum of |u| is attained, then for the bounded linear functional
and c ≤ 0. Let further Ω be a bounded C 2,α -smooth domain. Then for f ∈ C 0,α (Ω) there exists a unique solution u ∈ C 2,α 0 (Ω) such that:
Proof. See [GT77, Theo. 6.14].
generates a strongly continuous operator semigroup. is even in C 2,α (Ω) for t > 0.
Using the results of [L95], we get:
Theorem 2.6 In the situation as in Theorem 2.3 we have:
2. The corresponding semigroup (T t ) t≥0 is the restriction of an analytic semigroup.
Proof. Let D ′ be the RHS of (2.6). By [L95, Cor. 3.1. 
Embedding operator
In this section we construct the contractive smooth embedding of D(L) ⊂ C defined to be the value at the corresponding point inside multiplied by 1 or −1. Such an extension is clearly contractive, however it is not smooth enough in general. For example
Then since u(0) = 0 and ∂ xũ (x) = ∂ x u(−x),ũ is a continuously differentiable continuation ofũ. However
On the other hand, if
Here ∂ x ∂ x u(0) means the continuous extension of ∂ x ∂ x u to the boundary. So we get a smooth and contractive continuation if we restrict ourselves to the subspace of C In this case the reflection has to be replaced by a squeezed reflection, see Theorem 3.1.
Then we give the construction of the embedding operator for C 4,α -smooth domains and elliptic differential operators with C 2,α (Ω)-smooth coefficients. In this case the reflection has to be done along a certain direction, see Lemma 3.4. To ensure the C 2,α -smoothness of the continued function, we need that the direction of reflection depends C 2,α -smooth on the boundary point. We first construct a local extension in Theorem 3.6 and then the global one in Theorem 3.8. Proof. Define for x < 0 F (x) = −x + b a x 2 . Then there exists an ε > 0 such that F (x) > 0 for −ε < x < 0. Define the extension E 0 u of u by:
Half-line
By construction condition (3.7) is fulfilled. Moreover for y < 0 we have:
Using the continuity of F we get that for y ր 0:
Here ∂ x u(0) denotes the continuous extension of ∂ x u from R + to 0. The same notation is used for ∂ x ∂ x u(0).
For the second derivative we have for y ր 0
Thus also
By construction E 0 u is twice Hölder continuously differentiable in R + and (−ε, 0), moreover by the calculations above the extensions of the interior derivatives in R + and
General smooth domain
exists for each point x 0 ∈ ∂Ω a neighborhood V of x 0 , a neighborhood U of 0 and a C k,α -smooth diffeomorphism ψ : U → V such that:
Here R n 0 denotes the n − 1-dimensional hyperplane {x ∈ R n | x n = 0} and R n + the halfspace {x ∈ R n | x n > 0}. 
Proof. Denote by e i the i-th unit vector. Since e i = n j=1 e i , v j v j we have
and
Plugging (3.9), (3.10) into L yields:
Since v k ∈ C 3,α (V ), the second order coefficients v k , Av l and the first order coeffi-
Now we construct the direction of reflection.
Lemma 3.4 Let L be a differential operator as in Definition 1.1 with C 2,α -smooth coefficients, Ω a C 4,α -smooth domain. Then for every point x 0 ∈ ∂Ω and V the neighborhood of Definition 3.2 there exist a C 2,α -smooth vector fieldṽ n : V ∩ ∂Ω → R n pointing into Ω and C 2,α -smooth coefficientsã nn ,b : V ∩ ∂Ω → R such that for u ∈ D(L) as in Definition 1.1 and x ∈ V ∩ ∂Ω:ã nn ∂ṽ n ∂ṽ n u(x) +b∂ṽ n u(x) = 0. (3.12)
In particular, it holdsã nn = v n , Av n andb is as in (3.8). Here ∂ṽ n u(x) and ∂ṽ n ∂ṽ n u(x)
are the continuous extension of the inner derivatives to the boundary.
Proof. Let x 0 ∈ ∂Ω, V be the neighborhood of x 0 , U be the neighborhood of 0 and ψ be the C 4,α -smooth diffeormophism of Definition 3.2. By orthonormalising the column vectors of the Jacobi matrix Dψ we obtain a family of vector fields v 1 , ..., v n : V → R n .
Since ψ maps points z ∈ U with z n > 0 into Ω the last column vector (Dψ) n on ∂Ω points into Ω and thus also v n restricted to ∂Ω points into Ω. Note that v 1 , ..., v n fulfill the assumption of 3.3.
Thenṽ n ∈ C 3,α (∂Ω). Since u = 0 on the boundary, we have
Therefore we have
14)
Letb be as in (3.8). The boundary condition Lu = 0 implies using (3.13), (3.14), (3.15) and Lemma 3.3:
We construct now a local embedding operator. For a point x ∈ R n we denote by x ′ the vector of the first n − 1 coordinates.
Theorem 3.5 Let L be a differential operator as in Definition 1.1 with C 2,α -smooth coefficients, Ω a C 4,α -smooth domain. Then for each x 0 ∈ ∂Ω, there exists a neighborhood V of x 0 , a neighborhoodŨ of 0 and a C 2,α -smooth diffeomorphismψ as in Definition 3.2 with the additional property:
whereṽ n : V → R n is the vector field provided by Lemma 3.4.
Proof. Let x 0 ∈ ∂Ω, ψ, U, V the C 4,α -diffeomorphism and the neighborhoods as in Definition 3.2. Furthermore letṽ n : V → R n the C 2,α -smooth vector field provided by
n (x).
Sinceṽ n (x) points into Ω and is not an element of the tangential space which is spanned by the first (n − 1) column vectors of Dψ(z), it holds:
Since y 
with the corresponding properties of ψ imply: 
For the derivatives of F we have:
Moreover the following estimate holds:
where C := sup z∈Ũ |b ′ (z ′ , 0)| and λ is the ellipticity constant mentioned after Definition 1.1. Choosing ε 1 > 0 small enough we therefore get:
.
We check the smoothness of the extended function. Note that by the smoothness of a ′ and b ′ , F is a C 2,α -smooth function.
For points with z n < 0 E 0 u is a composition of u and the C 2,α -smooth functionψ • F . Now let z (0) ∈ U with z (0) n = 0, y 0 :=ψ(z (0) ). We write z ր z (0) for z → z (0) and z n < 0. Then ∂ i (u •ψ)(z 0 ) = 0, where ∂ i (u •ψ)(z 0 ) denotes the continuous extension of the inner derivative to the boundary point z 0 . We use the same notation for higher order derivatives below. Then ∂ i (u •ψ • F )(z ′ , z n ) → 0 as z ր z (0) for i = n, so ∂ i E 0 u exists in z (0) . By the same arguments the second partial derivatives in direction i, j = n exist.
Moreover
∂ n (−u •ψ • F )(z) = −∂ n (u •ψ)(F (z))∂ n F n (z) → ∂ n (u •ψ)(z (0) ) as z ր z (0) .
By the same argument together with ∂ n ∂ i F n (z) → 0 as z ր z (0) we get ∂ n ∂ i (−u •ψ •
u,ψ and the coefficients a ′ , b ′ .
Remark 3.7: Note that for the C 2,α -smoothness of the diffeomorphismψ in Theorem 3.5 we need that the transformed differential operator has C 2,α -smooth second order coefficients. For the C 2,α -smoothness of the F in Theorem 3.6 also the first order coefficients must be C 2,α -smooth. Since the first order coefficients contain second derivatives of the diffeomorphism ψ, Ω must be assumed to be C 4,α -smooth.
We have therefore established the main tool for constructing the embedding operator on the whole domain. 
