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Abstract. The growth of the popularity of deep learning algorithms has been determined by the possibilities of using a special 
type of deep neural network - GNN (Graph Neural Network) in the field of forecasting educational programs in educational systems. 
In addition, based on the DKT (Deep Knowledge Tracing) method, an improved method of selecting training programs was presented. 
The results of the improved method indicate that this method of predicting the results of knowledge is superior to previous methods 
and has a positive impact on the quality of learning.
В настоящее время повышение качества обра-
зования – это не только задача государственного 
уровня. Это, в первую очередь, задача самих учреж-
дений образования, которые по мере развития рынка 
образовательных услуг и обострения конкуренции 
вынуждены искать дополнительные конкурентные 
преимущества. 
Существующие методы и подходы оценки каче-
ства образования не позволяют объективно оцени-
вать знания каждого учащегося, а также не способны 
выявлять устойчивой зависимости между эффектив-
ностью обучения студентов и качеством организации 
деятельности учебных заведений. 
Указанные недостатки обуславливают необходи-
мость разработки новых методов обучения, которые 
позволят определять учебные программы для макси-
мально эффективного обучения учащихся на основе 
их индивидуального уровня знаний и способности к 
обучению.
Применение нейронной сети GNN [1] в состав-
лении учебной программы предполагает прогнози-
рование успеваемости учащихся в ходе выполнения 
программы обучения. Для данного прогнозирования 
необходимо представить систему обучения в виде 
графа G=(V, E, A); требование к усвоению учебной 
программы декомпозируется на N заданий, известных 
как V=(v1, …, vN ), и эти задания разделяют отношения 
зависимости, представленные как E V×V, где сте-
пень зависимости определяется матрицей смежности 
A RN×N. Каждый учащийся имеет текущее состояние 
прогресса обучения , по времени . В процес-
се обучения студент выполняет задания vi, после чего 
обновляется состояние , где Ni – множество со-
седних заданий [2]. 
Использование возможностей нейронной сети 
GNN в модели отслеживания знаний позволяет улуч-
шить производительность и интерпретируемость, в 
отличие от предыдущих методов, которые не учиты-
вают особенности структур данных построенных на 
графе [3]. Цель данной работы заключаются в следу-
ющем:
– продемонстрировать возможности нейронной 
сети GNN в решениях задач по подбору учебных 
программ;
– реализация модели предсказаний учебных про-
грамма на основе графа.
– провести тестирование разработанного метода 
подбора учебных программа и сравнить результаты 
работы с другими методами.
Предложенный метод заключается в использо-
вании GNN в задаче по подбору учебных программ 
и представление необходимых данных для модели в 
виде графа. Архитектура данного метода представле-
на на рисунке 1.
Архитектура предложенного метода состоит из 
трёх этапов, а именно:
1. Агрегирование (aggregation). Агрегирует скры-
тый слой состояний и объединяет -тые ответы на за-
дания с соседними заданиями :
(1)
где  – входной вектор, который пока-
зывает правильность выполнения заданий за период 
времени t;  – матрица индексов учеб-
ных заданий и ответов на них;  – матри-
ца индексов учебных заданий; Ec(k) – матрица, где 




Дистанционное обучение – 
образовательная среда XXI века
2. Обновление (update). Обновление скрытого 
слоя состояний агрегированных признаков (features) 
и графа модели:
 (2)
где fself – многослойный перцептрон (MLP [3]); Gea – 
блок удаления и добавления [5] и Ggru – управляемый 
рекуррентный блок [6]; fneighbor – функция распростра-
нения по соседним узлам графа.
3. Предсказание (predict). Определение прогно-
зируемой вероятности учащегося, правильно выпол-
няющий каждое задание на шаге:
  (3)
где Wout – матрица весов для всех узлов графа; bk –сме-
щение узла k, σ – это функция сигмоида. Полученная 
модель минимизирует оценку функции отрицатель-
ного логарифмического правдоподобия (Negative 
Log-Likelihood) [7].
Для тестирования был выбран один из открытых на-
боров данных (dataset) PISA [8] об обучения студентов в 
высших учебных учреждениях. Каждый набор данных 
включает в себя три выборки: обучение (training), ва-
лидация (validation), тестирование (test) в соотношении 
8:1:1. В качестве метрики оценки была выбрана пло-
щадь под кривой AUC (Area Under Curve) [10].
Метод DKT [9] тестировался на нейронная сети с 200 
скрытыми слоями и коэффициентом обучения 0.001. Ме-
тод DKVMN (Dynamic Key-Value Memory Network) [5] 
тестировался на нейронной сети с размером 128 скрыты-
ми слоями и коэффициентом обучения 0.01 [11]. Пред-
ложенный метод тестировался на нейронной сети с 180 
скрытыми слоями и коэффициентом обучения 0.01.
Таблица 1 – Сравнения результатов предсказаний
Метод
Площадь под кривой 
 (Area Under Curve)
PISA 2015 PISA 2018










Граф DKT 0.723 0.764
Предложенный метод 0.698 0.733
Исходя из результатов тестирования (таблица 1) 
можно сделать вывод, что предложенный метод ока-
зался эффективнее своих предшественников.
В данной работе рассмотрен метод по подбору 
учебных программ в образовательных системах, кото-
рый учитывает структуру учебной программы в виде 
графа и прогнозирует результаты обучения учащихся. 
Проведя тесты, было установлено, что метод эффек-
тивен по сравнению со своими предшественниками и 
помогает лучше прогнозировать результат обучения 
учащихся по сгенерированной учебной программе.
Cравнения работы методов предсказаний на при-
мере двух аспектов представлено в таблице 2.












DKT Единичный скрытый вектор Отсутствует
DKVMN Множество скры-тых векторов
Между входны-











Результаты данного исследования могут быть 
полезны в применении в различных сферах образо-
вания и могут помочь улучшить построение образо-
вательного процесса.
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