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Résumé 
Le présent mémoire porte sur l'évaluation des performances des Codes Turbo. Ces 
derniers font partie des techniques les plus puissantes pour la correction des erreurs pour 
les transmissions numériques. L'encodage se fait à l'aide d'une concaténation parallèle 
de deux codeurs convolutionnels récursifs et systématiques a travers un entrelaceur. 
C'est par le décodage que ces codes sont qualifiés de turbo, Le décodage est itératif et 
s'effectue à l'aide de deux décodeurs en série. Une information de fiabilité (information 
extrinsèque) est transmise entre les deux décodeurs permettant ainsi au décodeur suivant 
de corriger des erreurs que le précédent n'aurait pu modifier. Pour ce processus, 
l'algorithme MAP est utilisé. Ce dernier permet d'atteindre de très bonnes performances 
proches de la limite de Shanon. 
L'analyse des performances des Codes Turbo est très complexe. En effet, pour ce faire, il 
faut considérer tous les éléments de cet encodage. Nous pouvons penser a différents 
paramètres comme ceux des codeurs convolutionnels qui constituent l'encodage. Nous 
pouvons également penser a l'algorithme de décodage qui modifie de façon conséquente 
les performances. 
Les performances des Codes Turbo en fonction des entrelaceurs font le sujet de ce 
mémoire. Dans un premier temps, les entrelaceurs pseudo-aléatoires sont considérés. 
L'évaluation des performances des entrelaceurs aléatoires purs montrent qu'ils sont 
d'excellents systèmes. L'entrelacement symétrique est introduit en y ajoutant la notion 
d'aléatoire : la notion de séparation de distance après entrelacement est utilisée. Ceci 
permet d'imposer une séparation minimum entre les bits consécutifs après entrelacement. 
Les performances de cet entrelacement hybride sont meilleures que celles de l'aléatoire. 
Toutefois, une analyse de la complexité de i'entrelacew symétrique S révèle qu'il est 
pdo is  difficile de générer un tel processus 
vii 
Les entrelaceurs déterministes sont ensuite étudiés. Ils sont caractérisés par la 
connaissance à l'avance de la position des bits après entrelacement, L'entrelacement bloc 
est le premier étudié et montre de ~ O M ~ S  performances pour de petites tailles de bloc. 
Néanmoins, à mesure que la taille des blocs augmente, ces performances se détériorent. 
La complexité de cet entrelacement est moindre. L'entrelacement convolutionnel est 
ensuite considéré. Les performances obtenues avec ce type d'entrelacement ne sont pas 
excellentes, quelle que soit la taille de bloc utilisée. 
Enfin, l'entrelacement de type bloc-hélicoi'dal est présenté. Ce dernier présente des 
caractéristiques bien particulières car il permet d'obliger une certaine séparation entre les 
bits après entrelacement. De plus, sa simplicité est excellente car le processus inverse de 
I'entrelaceur est simple grâce à des symboles de synchronisation. Trois types 
d'entrelacement bloc-hélicoïdal sont présentés et les trois donnent de bonnes 
performances quelle que soit la taille de bloc considérée. Toutefois, le comportement est 
meilleur pour des faibles tailles de bloc. 
viii 
Abs tract 
This thesis evaluates the performances of Turbo Codes. These are among the best error 
correcting codes for digital communications. They are concatenated codes composed of 
two recursive and systematic convolutionnal codes. An interleaver is used to allow the 
two encoders to see different sequences of bits. 
The decoding process is what gives to those codes the property of turbo. This process is 
iterative and is done with two decoders in serie. The extrinsec information links the two 
decoders and offers some reliability information for the second decoder. This allows the 
second decoder to correct errors the fint one may have not modified. The MAP algonthm 
is used and allows the Turbo Codes to mach excellent performances. 
Many factors have to be considered to analyze the performances of Turbo Codes. The 
parameters of the two convolutiomal encoders are among them. We may also consider 
the decoding algorithm. 
Nevertheless, the interleavers are the sub-systems considered in this thesis. The pseudo- 
random interleavers are first studied. The pure random interleaver is evaluated and gives 
very good performances. We then introduce the symetric interleaver, to which we add the 
property of randomness, This allows to induce a separation between two consecutive bits 
after interleaving. Those interleavers give much better performances than the pure 
random ones. Nevertheless, the complexity may be high depending on the chosen 
parameters. 
The deterministic interleavers are classical and of low compIexity. The block interleaver 
is evaluated and gives very good performances for short block sizes. However, the 
performances decrease with the block sizei The convolutional interleavers are more 
ut 
complex because they induce some delay to the encoding process. Their performances 
are not excellent, wether the block size is large or not. 
Finally, the block-helical interleaving process is introduced. It allows a certain sepration 
d e r  interleaving and its deinterleaving process is easy thanks to synchronization bits. 
There are three types of these interleavers, which gives same kind of good performances. 
Nevertheless, the behavior of such an interleaver seems better for short block sizes. 
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Chapitre 1 - Introduction 
1.1 Théorie de l'information 
Un système de communications numériques est un moyen de transport de l'information 
entre un utilisateur et un autre. Le terme numérique est relatif à la séquence de symboles 
qu'il utilise pour représenter I'infomation, En général, pour les communications 
numériques l'alphabet utilisé est binaire. Ce genre de transmission de données est trks 
intéressant dans le sens où il permet l'utilisation de nombreuses techniques de 
manipulation de l'information. Parmi celles-ci, nous pouvons penser à la compression de 
l'information, à I'encryptage de cette dernière, mais aussi aux codes correcteurs 
d'erreurs. Ce sont ces derniers qui font l'objet de beaucoup de recherches actuellement, 
En 1948, Shannon a publié un article intitulé "A Mathematical Theory of 
communication'' dans le Bell Systems Technical Journal [48]. Par la suite, il publia un 
second article en 1949, toujours dans le même journal "Communication Theory of 
Secrecy Systems" [49]. Ces deux articles faisaient référence au travail sur le codage de 
l'information. Le premier de ces deux papiers définit la manière dont nous effectuons des 
transmissions numériques de nos jours. Il s'agit de la base de la théorie de l'information. 
Dans cet article, il introduit la métrique au travers de laquelle l'information peut être 
quantifiée. Cette métrique définit le nombre minimum de symboles nécessaires de façon 
à numériser un message sans faire d'erreur. A partir de ceci, un message qui contient la 
même information mais un nombre de symboIes supérieur est redondant et ouvre la porte 
au codage de l'information et à la correction des erreurs grâce aux codes. C'est ainsi que 
trois types de codages ont pu être introduits : 
codage de source : ce dernier est utilisé pour supprimer la redondance dans les 
paquets d'information de la source; 
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codage d'encryptage: seul le destinataire peut décoder l'information 
transmise grâce a ce type d'encodage; 
a codage correcteur d'erreur : un tel codage sert à minimiser l'impact du bruit. 
Ceci est réalisé en introduisant de la redondance. Ce type de codage est aussi 
appelé codage de canai. 
Finalement, il est important de relater le théorème de Shannon à la base des codes 
correcteurs d'erreur. Pour tout canal, il est possible d'associer une capacité de canal C. 11 
existe dors des codes de contrôle d'erreur de façon à ce que l'information puisse ëtre 
transmise au travers du canal à des taux inférieurs a C avec une probabilité d'erreur par 
bits faible. 
Shannon fut un des précurseurs des codes correcteurs d'erreur. Il y en a eu bien d'autres. 
Un autre nom que nous pouvons mentionner dans ce chapitre d'introduction est 
Hamming. Ce dernier était un contemporain de Shannon et travaillait pour les 
laboratoires Bell dans les années quarante. Beaucoup le considèrent comme le fondateur 
du sujet des codes correcteurs d'erreur grâce à son article "Error Detecting and Error 
Correcting Codes" paru dans le Bell System Technicd Journal en 1950 [24]. Ce grand 
chercheur est très connu pour ses fameux codes de Hamming. 
1.2 Les premiers usages des codes correcteurs d'erreur 
C'est le domaine spatial qui a permis le développement de ces codes correcteurs d'erreur. 
En effet, les premières utilisations de ceux-ci en communication devaient permettre de 
surmonter la perte de puissance Lors de la propagation entre le récepteur ou transmetteur 
de l'engin spatial et le transmetteur ou le récepteur de la station terrestre, Les engins 
envoyés dans l'espace, à l'origine* se devaient d'être assez petits pour des raisons 
économiques, mais aussi des taisons d'énergie* comme la poussée des moteurs. Par 
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conséquent, emporter une grande antenne, ou de grosses batteries, ou encore de gtands 
panneaux solaires dans ces appareils était hors de question. Réduire la taille de l'antenne 
entraînait obligatoirement une perte de puissance à l'émission ou à la réception. Le signal 
transmis avait donc une puissance moindre. Néanmoins, le bruit est toujours le même. 
Ainsi, de nombreuses erreurs pouvaient facilement détériorer le signai. 
L'idée des codes correcteur d'erreur est de gagner en terme de puissance (dB). En 
générai, nous parlons de rapport signai sur bruit. Le gain de codage est la différence entre 
un rapport signal a bruit Ef lo  requis pour atteindre une certaine performance d'erreur 
par bit (BER) avec un système codé et le E&io requis pour atteindre la même 
performance d'erreur avec un système non codé. 
De façon plus spécifique, nous allons maintenant parler du choix de la modulation. En ce 
qui concerne les transmissions spatiales, la modulation binaire de phase BPSK est la plus 
sensée car elle offie une meilleure puissance par rapport aux autres modulations. Le gain 
de cette modulation par rapport à la modulation binaire de fréquence BFSK est de 3 dB 
[46] 1521. Une transmission BPSK non codée nécessite un E a o  de 9.6 dB pour atteindre 
une performance de IO-'. En utilisant un codage de Reed-Solomon avec un code 
convolutionnel, de façon standard, il est possible d'atteindre la même performance à 2.2 
dB. Ceci équivaut donc à un gain de codage de 9.6-2.2, soit 7.6 dB. 
Nous venons de voir que les codes correcteurs d'erreur permettent de réduire la valeur du 
E D O  nécessaire à l'entrée du démodulateur pour obtenir Ia même performance d'erreur 
sans codage. Ceci a un impact notamment sur les exigences requises vis-à-vis des 
paramètres de liaison. Grâce au codage, des communications seront fiables pour de plus 
grandes distances étant donné que la puissance d'émission peut être réduite. Il est 
également possible de réduire la taille des antennes, ce qui a, comme nous l'avons vu, un 
impact matériel et économique sur renvoi d'engins spatiaux entre autres, Un gain de 1 
dB est équivalent à une grande économie d'argent pour les concepteurs de systèmes de 
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communication. Actuellement, on évalue à 80 millions de dollars le gain de 1 dB [52], 
mais ceci n'est qu'une estimation. 
Avec de tels chifies, il serait possible de penser réduire au maximum le coût d'un 
appareil de transmissions numériques. Malheureusement, il en est tout autrement dans la 
vie de tous les jours. En effet, il existe une limite au codage- Shannon a ainsi défini la 
capacité de canal en considérant le cas du bruit blanc additif et gaussien (AWGN) 
comme : 
C = W log, 1 + - bits par seconde 3 
Dans cette équation, W est la largeur de bande du canal en Hertz, S est la puissance 
moyenne du signal et N la puissance du bruit dans le canal. A partir de cette équation, il 
est possible de développer une limite sur le gain de codage. L'efficacité spectrale q est 
introduite en bits par seconde par Hertz. Cette dernière représente le nombre moyen de 
bits d'information transmis par intervalle de signalisation. La valeur de E& est alors : 
Jusqu'au début des années 90, les chercheurs ont été capables d'aller gagner jusqu'à 2 dB 
de cette limite. Néanmoins, il restait tout de mème ces 2 dB à aller chercher. De 
nouveaux codes ont permis d'approcher d'avantage cette limite, à savoir les Codes Turbo 
qui ne sont qu'à 0.3 dl3 de Ia capacité. 
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1.3 L'avènement des Codes Turbo 
Les codes correcteurs d'erreur peuvent être classifiés en deux catégories, à savoir les 
codes blocs et les codes convolutio~els. Tandis que les premiers requièrent la 
subdivision au préalable des bits d'information en paquets ou blocs d'information, les 
seconds sont plus intéressants puisqu'ils permettent un codage de l'information de façon 
continue. 
Les codes convolutionnels sont p m i  les plus utilisés dans les communications sans fil 
de par leur propriété de continuité dans la irruismission de I'informiition. En effet, nous 
n'avons pas a attendre que le bloc de bits soit arrivé avant de transmettre. Leur 
performance est excellente et ceci grâce à la puissance des algorithmes de décodage 
disponibles. Entre autres, nous pouvons penser au décodage de Viterbi qui fut une 
révolution. Cet algorithme est a maximum de vraisemblance et donc optimal; il assure le 
minimum de probabilité d'erreur par séquence. Néanmoins, ces codes ont un désavantage 
de taille. En augmentant la longueur de contrainte, nous augmentons certes le gain de 
codage, mais également la complexité du décodage de façon exponentielle. Ceci est tel 
que les systèmes pratiques sont limites à une longueur de contrainte égale a 9 
Les codes convolutionnels connaissant des limites, la recherche s'est concentrée sur la 
conception de codes correcteurs d'erreur plus puissants, L'idée de base était évidemment 
de conserver l'avantage des codes convolutio~els tout en se débarrassant de leur 
contrainte. De multiples tentatives ont aboutit aux codes produit [18], aux codes 
concaténés [20], aux codes multi-niveaux [3 11, mais aussi aux algorithmes sous-optimaux 
pour le décodage des codes convolutio~els avec de grandes longueurs de contraintes, 
comme le décodage séquentiel [LOI, Ie décodage de Viterbi adaptatif [13] et le décodage 
bidirectionnel [Il]. 
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En 1993, Berrou Glavieux et Thitimajshima ont développé une nouvelle approche aux 
codes correcteurs d'erreur: les Codes Turbo [a]. Il s'agit en fait de la concaténation 
parallèle de deux codeurs convolutionnels récursifs et sytématiques de faible longueur de 
contrainte à travers un entrelaceur. Le décodage est effectué de façon itérative par deux 
décodeurs concaténés en série. Les auteurs cités ci-dessus ont montré que nous ne 
sommes plus qu'à 0.7 dB de la borne de Shannon. Étant donné qu'avec les codes 
correcteurs d'avant, nous en étions à 2.2 dB, ceci veut dire que l'avènement des Codes 
Turbo apportait un gain de codage additionnel de 1.5 dB. Actuellement, les Codes Turbo 
se situent à 0.2 dB de cette fameuse limite [38]. 
Les performances des Codes Turbo sont fonctions non seulement des codes 
convolutionnels utilisés, mais aussi de I'algorithme de décodage et des entrelaceurs. De 
nombreuses recherches ont porté sur les deux derniers points. Les Codes Turbo étant très 
complexes, une des méthodes utilisées pour leur étude est d'examiner l'effet de chacun 
des paramètres un à la fois. Dans ce mémoire, nous nous sommes concentrés sur l'effet 
des entrelaceurs sur la performance des Codes Turbo. Ces derniers font i'objet de 
beaucoup de recherche et de nombreux algorithmes ont été développés de façon à 
améliorer les performances des transmissions numériques. Une des utilités des 
entrelaceurs est de mélanger l'information de façon à annuler l'effet néfaste des canaux 
de transmission. Pour les Codes Turbo, ces entrelaceurs permettent surtout au décodeur 
de pouvoir comger les erreurs de façon subséquente. Nous nous intéresserons à l'effet 
des entrelaceurs dans ce mémoire. 
1.4 Composition du mémoire 
Pour l'étude des entrelaceurs au sein des Codes Turbo, nous avons divisé notre recherche 
en plusieurs parties. Les premiers chapitres de ce mémoire portent sur l'aspect théorique 
des systèmes de communication et des Codes Turbo. Ainsi, dans Ie second chapitre, nous 
nous intéressons à ce que nous appelons la concaténation parallèle. Cette dernière est une 
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méthode utilisée de nos jours pour le codage de l'information que nous devons corriger 
à la réception, 11 s'agit d'utiliser deux codeurs en parallèle qui reçoivent la même 
séquence d'information, mais dans un ordre différent. Dans ce chapitre, nous introduisons 
tout d'abord les systèmes de communication. Le codage convolutionnel qui est la base 
des Codes Turbo est aussi introduit de façon théorique. Nous en verrons deux types, à 
savoir le codage convolutionnel non récursif et le récursif. Par la suite, la concaténation 
parallèle est vue en détail et nous terminons ce chapitre par différents paramètres 
pertinents aux transmissions numériques : la modulation BPSK et les différents types de 
canaux disponibles. 
Le troisième chapitre fait l'objet d'un des paramèîres importants des Codes Turbo. En 
effet, sans l'algorithme de décodage, ces derniers ne sont plus d'excellents correcteurs 
d'erreur. Il existe de nombreux algorithmes de décodage et un des meilleurs pour les 
Codes Turbo s'avère être l'algorithme MAP. L'étude qui en sera faite sera de nature 
théorique. Nous voyons en particulier tous les paramètres nécessaires à cet algorithme 
comme les métriques d'états. Nous restreignons notre étude au canal AWGN et enfin 
présentons quelques variantes de cet algorithme. 
L'algorithme de décodage étant présenté, nous pouvons nous intéresser aux Codes Turbo. 
Ces derniers font partie du chapitre suivant. Le principe de décodage itératif est présenté 
en premier lieu car il est à la base du décodage de ces codes. Les différents termes 
pertinents de l'information extrinsèque sont développés. Ces derniers sont nécessaires au 
bon fonctionnement du décodage. Enfin, le décodage turbo est introduit. Par la suite, dans 
ce chapitre, l'élément que nous allons étudier dans tout le reste du mémoire est présenté. 
Il s'agit de l'entrelaceuf. Une grande partie de la théorie des entrelaceurs est faite à la fin 
du chapitre. Nous verrons, entre autres, le facteur d'étalement qui est un paramètre 
pertinent à l'étude des Codes Turbo. 
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Une fois les entrelaceurs introduits, il est possible de commencer l'étude qui fait l'objet 
de ce mémoire. en effet, dans le chapitre 5, les entrelaceurs pseudo-aléatoires sont 
étudiés. Tout d'abord, l'intérêt se porte sur les entrelaceurs purement aléatoires. Ces 
derniers nous servent de tremplin pour la description des performances des Codes Turbo 
en général. Par la suite, les entrelaceurs symétriques sont introduits pour enfin nous 
concentrer aux entrelaceurs symétriques S dont l'intérêt porte sur l'aspect d'aléatoire et 
de symétrie. 
Le chapitre suivant porte sur des entrelaceurs plus classiques qui sont déterministes. II 
s'agit tout d'abord des entrelaceurs blocs dont la simplicité est notoire. Les entrelaceurs 
convolutionnels font alors l'objet d'une étude assez poussée pour en comprendre le 
fonctionnement au sein des Codes Turbo, Ces deux types d'entrelaceur ont en commun la 
cornaissance de la position des bits de sortie à l'avance. 
L'objet du chapitre 7 porte sur les entrelaceurs hélicoïdaux. Ces derniers sont introduits 
dans leur plus grande généralité. Nous nous concentrons ensuite sur les tous nouveaux 
entrelaceurs bloc-hélicoïdaux dont il existe trois types. Nous effectuons l'étude des 
performances de ces entrelaceurs au sein des Codes Turbo. 
Finalement, nous concluons à l'aide du chapitre 8. Mais avant de conclure sur tout le 
travail que nous avons effectué, nous comparons tous les entrelaceurs que nous avons 
présentés dans ce mémoire de façon à en faire ressortir les meilleurs dans chacun des cas 
considérés. 
Chapitre 2 - Concaténation parallèle 
2.1 Introduction 
Le domaine des télécommunications est un domaine en mouvement constant. Au tout 
début, on se souvient des téléphones résidentiels avec fils. Nous avons ensuite connu 
l'avènement des MODEMS pour les ordinateurs. Depuis une décennie, le monde des 
télécommunications découvre l'ère du sans fil ("~ireless'~) et surtout des transmissions 
numériques. Ces dernières ont permis de connaître des échanges de données de plus en 
plus fiables. Elles sont à l'origine du développement de ce qu'on appelle le codage 
correcteur d'erreur (Error Correcting Codes). Nous avons déjà mentionné Hamming qui 
fut un des tous premiers à introduire ces codes, mais il y a aussi les codes de Reed 
Solomon, et bien d'autres noms que nous pourrions citer comme Viterbi et son fameux 
algorithme de décodage. 
En 1993 ont été introduits les Codes Turbo. Mais avant de parler de ces codes très 
puissants, il nous faut faire une introduction générale sur les systèmes de communications 
et le codage correcteur d'erreur en particulier. C'est pourquoi, nous allons, dans un 
premier temps, décrire les systèmes de communication. Nous nous intéresserons par la 
suite au codage correcteur d'erreur et en particulier aux codes convolutio~els qui sont la 
base des Codes Turbo. Nous verrons également certaines notions nécessaires à la 
compréhension de la suite du mémoire comme diffërents types de canaux de transmission 
et modulation. Enfin, nous introduirons les Codes Turbo. 
2.2 Systèmes de communication 
Un système de communication est un moyen de transport de L'Uiformation d'un usager a 
un autre, le plus souvent éloigné. Le système que nous considérons est numérique : une 
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séquence de symboles d'un alphabet est utilisée pour transmettre cette information, 
Dans notre cas, il s'agit de l'alphabet binaire. Comme nous l'avons déjà mentionné, 
utiliser Ies transmissions numériques permet en particulier de pouvoir corriger les erreurs. 
Les différents éléments d'un système de communication sont représentés à la figure 2.1. 
DiErentes étapes y sont illustrées, comme le codage de source, le cryptage et le codage 
de canai. Nous allons présenter ces différentes étapes. 
La première opération qui est effec~ée sur la source de données est le codage de source 
[SOI. Ce dernier est principalement utilisé pour réduire la redondance dans la séquence 
d'information. 11 existe deux types de sources de données. Tout d'abord, la source de 
données la plus répandue est analogique. Il s'agit tout simplement de signaux électriques. 
Par exemple, pour un cellulaire, la source de données sera le microphone de l'appareil. 
En général, lorsque nous sommes confrontés à ce type de source de données, pour 
pouvoir effectuer du codage, il est nécessaire de numériser l'information d'origine. Ceci 
nous amène alors au deuxième type de données qui est tout simplement une source 
numérique. En effet, le numérique se retrouve en grande partie dans les ordinateurs. 
Lorsque nous parlons de transmissions à l'aide des ordinateurs, la source de données est 
directement numérique et n'a nullement besoin d'être numérisée. Dans ce cas, le codage 
de source s'applique directement a la source de données. 
La phpart du temps, la source est analogique. Il faut donc la numériser. Le signal qui 
provient de la source doit, dans un premier temps, être échantillonné. Ensuite, il faut 
quantifier et enfin le transformer en une suite binaire de "O" et de "1". Cette 
transformation s'effectue a l'aide de techniques de conversion analogique-numérique 
comme la modulation à impulsion codée (PCM). 
Après avoir codé la source, il s'agit de passer a l'étape de cryptage. Cette dernière a pour 
principal but d'empêcher les usagers non autorisés de comprendre le message transmis a 
L'aide de la source de données, Ensuite, le codage de canal est effectué. Ce demier 
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consiste à ajouter de la redondance au message de façon à pouvoir corriger les erreurs 
qui pourraient se transmettre dans le canal. Ces erreurs sont le plus souvent introduites 
par du bruit qui pourrait faire passer un bit "O" à l'état de bit "1". Les trois étapes de 
codage que nous venons de décrire sont à effectuer dans l'ordre indiqué. Enfin, le 
modulateur joue le rôle d'adapteur de canal. Son rôle est de faire en sorte que la séquence 
convienne au canal physique par lequel les données sont transmises. 








wle tomsur cibide 
Figure 2.1 - Système de communication 
La source de données ainsi modifiée passe au travers d'un canal physique. Il existe trois 
types de canaux différents. Le premier canal est spatiai. Le signai est émis par satellite 
via une station terrestre. Le deuxième type de c d  est Ie genre de canaux que nous 
retrouvons dans Ies transmissions radiomobiles comme les ceiIulaires. Ce type de 
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transmission est aussi appelé "wireless". Enfin, un troisième type de canal existe. 11 
s'agit des liaisons par câble, le plus souvent via de la fibre optique. On peut penser aux 
liaisons téléphoniques mais aussi au tout nouveau mode de transmission de 1'Intemet 
qu'ofie, par exemple, la compagnie montréalaise Vidéotron. Nous nous intéresserons 
plus loin dans ce mémoire à ces différents types de canaux. 
Ainsi, le signal est transmis vers le récepteur. Néanmoins, nous avons effectué plusieurs 
opérations sur ce dernier, ce qui implique évidemment qu'à la réception, nous ne 
recevons pas le signal d'origine. Si une voix est transmise via un cellulaire, ce que nous 
obtenons pour le moment n'est qu'une séquence de " 1" et de "O". Pour retrouver le signal 
d'origine, c'est-à-dire le message vocal transmis, il faut effectuer les étapes inverses de 
ce que nous avons décrit ci-dessus. Évidemment, ces étapes doivent être effectuées dans 
l'ordre inverse. Le signai est donc tout d'abord démodulé pour ensuite être décodé par le 
décodeur de canal. Le décodage est en général un algorithme bien particulier 
correspondant au codage d'origine qui va minimiser la probabilité d'erreur. Enfin, le 
signal sera décrypte et le décodage de source terminera le processus. 
Ayant décrit un système de communication dans son ensemble, nous allons maintenant 
nous intéresser au codage de i'information et tout particulièrement au codage 
convolutionnel. 
2.3 Codage Convolutionnel 
Les codes convolutionnels font partie des codes correcteurs d'erreur et sont parmi les 
plus utilisés dans les communications sans fil où une probabilité d'erreur par bit fa i le  est 
requise. Ii existe deux types de codage, à savoir le bloc et le convolutio~el. Les codeurs 
blocs prennent une séquence d'entrée et la séparent en plusieurs blocs de N bits. Le 
codeur doit donc attendre d'avoir eu N bits à son entcée pour effectuer son opération 
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d'encodage et transmettre son bloc codé. Les codeurs convolutionnels ont une 
différente approche dans le sens où le flux de bits à l'entrée et a la sortie est continu. ii ne 
sépare pas les bits d'entrées en blocs. Quand un bit entre dans le codeur, un ou plusieurs 
symboles codés sont générés à la sortie. Les codes convolutionnels ont été introduits en 
1955 par Elias [19]. Ce dernier montra qu'une certaine redondance peut être introduite à 
l'aide de registres à décalage. 
Un codeur convolutionnel binaire (n,k) est un dispositif qui accepte des k-tuples binaires 
en entrée et produit des n-tuples binaires en sorties. Il existe deux types de codeurs 
convolutionnels. Tout d'abord, un codeur convolutionnel à réponse finie à une impulsion 
est aussi connu sous le nom de codeur convolutionnel non récursif. II existe aussi Ies 
codeurs convolutio~els à réponse infinie a une impulsion, qu'on appelle aussi codeur 
récursif. Mentionnons aussi l'appellation de systématique qui décrit un codeur dont 
l'information prdsente a l'entrée est reproduite intégralement a la sortie. Les trois 
principaux paramètres qui caractérisent un codeur convolutiomel sont : 
Sa longueur de contrainte K : il s'agit du nombre de bits de cases de registre 
nécessaires à la génération d'un bit de sortie; 
rn Son taux de codage R : en général, il s'agit d'une fraction dont le numérateur 
correspond au nombre d'entrées pour un nombre de sorties correspondant au 
dénominateur; 
Ses générateurs G,, ..., G, : ceux-ci caractérisent le code et sont les opérations 
binaires qui permettent d'obtenir les symboles codés de sortie. 
23.1 Codeurs convolutioonels non récursifs 
Intéressons-nous maintenant aux codeurs convolutionnels non récursifs. La figure 2.2 
représente i'exemple simple d'un codeur convolutionnel de taux R = !4 et de longueur de 
contrainte K = 3. A l'entrée, les bits d'information dt sont introduits un à la fois de façon 
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continuelle. Ils sont insérés dans un registre à décalage dont la longueur est égale a K. 
La mémoire du codeur ainsi défini est p = K - 1. 
Figure 2.2 - Codeur convolutionnel non récursif et non systématique, 
G @ ) = [ ~ + D '  1 +D+D'] 
A la sortie, comme nous avons un taux de codage de %, deux symboles de parité sont 
générés. Ces derniers sont définis par l'addition modulo 2 des bits d'information. Les 
additions sont définies par les générateurs du code. Qu'entendons-nous par vecteurs 
générateurs? Sur la figure 2.2, nous constatons qu'il y a des additionneurs. La connexion 
d'un additionneur i (i = 1, 2, ..., V) à une cellule j (i = 0, 1, ..., K - 1) est définie par le 
paramètre binaire gij. Ce paramètre est égal à 1 s'il y a une connexion et O s'il n'y en a 
pas. Pour un i donné, nous pouvons définir un vecteur générateur que nous noterons Gi. 
Dans le cas de notre figure, les vecteurs générateurs sont: 
Ceci est exprimé en base binaire. Néanmoins, ces vecteurs générateurs sont le plus 
souvent exprimés en base octale. Ainsi, dans notre cas, nous obtiendrons : 
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De façon mathématique, soit dt le bit d'information à l'entrée du codeur à l'instant t, 
nous pouvons écrire que te symbole codé correspondant XI peut s'écrire : 
K-1 
X I  = Cg,d, (mod 2) i = 1, ..., V 
La séquence de sortie est donc une combinaison linéaire des entrées présentes et passées. 
Cette séquence peut s'exprimer sous la forme du produit de convolution de la séquence 
d'entrée et de la réponse impulsionnelle du codeur (réponse a l'entrée 1000. ..), d'oU le 
nom de codes convolutionnels. 
II est possible d'écrire cette iquation sous forme de matrice, plus facile a interpréter. En 
introduisant la variable D comme le délai séparant deux intervalles de temps successifs, il 
vient que : 
La matrice G(D) est la matrice génératrice du codeur. Dans l'exemple de la figure 2.2, 
nous obtenons : 
16 
Une représentation équivalente du codew de la figure 2.2 est illustrée à la figure 2.3. 
Cette représentation permet de mettre en évidence l'aspect mémoire du code. Ce genre de 
codeur est appelé récursif et systématique. 
Figure 2.3 - Codeur convolutionnel récursif et systématique K = 3, R = 112 
2.3.2 Codeurs convolutionnels récursifs 
II existe un autre type de codeur, à savoir les codeurs récursifs et systématiques. La 
récursivité est caractérisée par le fait que les n équations de sortie sont fonctions des 
entrées et sorties précédentes. Quant à l'aspect systématique, nous avons déjà mentionné 
qu'il s'agissait de transmettre les bits d'information dans les symboles codés. Selon 
Fomey [21], il existe pour chaque code non systématique, un code systématique avec une 
boucle de contre-réaction, possédant les mêmes propriétés de distance. Pour montrer un 
tel processus, nous allons prendre l'exemple de la figure 2.2 et utiliser deux sorties. On a 
alors : 
Nous avons vu que pour avoir la propriété systématique, il faut qu'à l'une des sorties 
nous retrouvions exactement l'information, Nous clevons donc avoir : 
-- 
où G = (G, ,G2) représente le vecteur de la version systématique. Nous savons de plus 
que : 
Nous obtenons alors les générateurs du code systématique recherché : 
Les bits de sortie peuvent alors s'écrire : 
ce que nous pouvons écrire dans l'espace tempord : 
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En tenant compte du fait que toutes les opérations sont faites modulo 2, et en faisant 
l'hypothèse que gio = 1, le symbole ak peut s'exprimer récwsivement en fonction des 
symboles a ~ - ,  Cj = 1,2, ..., K-1) et du symbole dk. 
Ainsi, dans le cas d'un code récursif et systématique, ce sont les symboles ak qui sont 
contenus dans le registre à décalage du codwr. À partir des équations ci-dessus, mus 
pouvons alors construire les symboles de parité à la sortie du codeur, l'une de ces deux 
séquences étant les bits d'information : 
La figure 2.4 illustre un codeur récursif systématique correspondant au codeur de la 
figure 2.2: 
Figure 2.4 - Codeur convolutiomel récursif systématique R = %, K = 3, G = (1,715) 
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Enfin, mentionnons les méthodes graphiques pour représenter un code convolutionnel. 
Il en existe trois, à savoir l'arbre, le treillis et le diagramme d'état. Ce dernier très utilisé 
et il est une représentation de tous les états possibles du codeur ainsi que de toutes les 
transitions d'un état à un autre. A la figure 2 5 ,  nous avons illustrC un exemple de ce type 
de diagramme. Les Si, i = 0, 1, 2, 3 représentent les états 00,01, 10 et 11. Les lignes en 
gras indiquent que le bit 1 est transmis, les lignes en pointiIlées que le bit O est transmis, 
0 1 
Figure 2.5 - Diagramme d'état d'un codeur convolutionnel 
2.4 Concaténation parallèle 
C'est à partir des codes convolutionnels que nous venons de décrire que les Codes Turbo 
ont été découverts. La concaténation est à la base de ces derniers. Il existe deux sortes de 
concaténations, à savoir la concaténation série et la parall&le. La première à avoir été 
introduite fut la concaténation série par Forney en 1965 [20]. En effet, ce dernier eut 
l'idée de relier un codeur de Reed-Solomon à un codeur convolutionnel, le tout sépaté 
d'un entrelaceu. Le terme série indique que les deux codeurs sont mis l'un après l'autre. 
Cette idée de concaténation série a permis d'améliorer la probabilité d'erreur par bit de 
façon exponentielle. Cependant, tout gain est accompagné d'un prix que nous nous 
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devons de payer. Dans ce cas, le prix à payer fut la complexité. Le gain obtenu en 
produisant ce système s'accompagnait d'une complexité accrue dans le décodage. 
Il fallut attendre trente ans pour que Berrou, Glaviewc et Thitimajshima [8] décrivent ce 
que nous appelons maintenant la concaténation parailéle. En fait, cette dernière fut le 
point partant des Codes Turbo. Elle fut introduite avec la notion de décodage itératif. La 
diffërence avec la concaténation série, c'est que cette fois, les codeurs utilisés sont en 
parallèle. Ces derniers opèrent donc sur le même ensemble de bits plutôt que l'un sur la 
sortie de l'autre comme c'est la cas dans la concaténation série. Il est à noter que, que ce 
soit pour la concaténation série ou la parallèle, le nombre de codeurs peut être de deux ou 
plus. En ce qui concerne les Codes Turbo, ils ont été introduits en mettant en parallèle 
deux codeurs convolutio~els identiques. Par ailleurs, ces codeurs étaient récursifs et 
systématiques, Néanmoins, il est important de noter qu'il est possible de concevoir des 
Codes Turbo possédant plus de deux codeurs convolutionnels. Les Codes Turbo que nous 
considérons dans ce mémoire sont constitués de deux codeurs identiques de type récursifs 
et systématiques séparés par un entrelaceur. II va de soit que si nous prenions trois 
codeurs, nous aurons deux entrelaceurs et ainsi de suite. Nous avons représenté un codeur 
turbo classique à la figure ci-dessous. 
P : Matrice de Perforation 
Figure 2.6 - Codeur turbo 
Intéressons-nous maintenant au fonctionnement des Codes Turbo. Nous allons expliquer 
ces derniers à partir de la figure 2.6. Nous observons que ce codeur possède deux étages. 
Le premier étage correspond à la transmission de l'information d'entrée, c'est-à-dire que 
les bits sont transmis tels quel. Ce que nous appelons le deuxième étage correspond à la 
génération des symboles de parité permettant la correction des erreurs. Cet étage produit 
deux symboles de parité pour chaque symbole d'information transmis. 
Lorsqu'une séquence de symboles dk arrive au codeur, elle passe par deux étapes 
pdlèles.  La première correspond au premier codeur de l'étage supérieur. Cette étape est 
simplement le codage convolutio~el de cette séquence. Elle produit alors une séquence 
de symboles de parité x: . La séquence d'entrée passe en parallèle par le codeur infèrieur 
après avoir été entrelacée. Ce deuxième codeur produit une séquence de symboles de 
parité x k  . Une fois ces deux symboles de parité générés, ils peuvent ètre perforés ou non 
d 
di de produire la séquence ou le vecteur de parité x: = (XF, x:)~u~ sera multiplexé 
avec Les symboles d'information xk . Le but de la perforation, si perforation iI y a, est de 
supprimer certains symboles de parité afin de faire varier Ie taux de codage. 
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Si nous considérons la concaténation parallèle de deux codeurs systématiques dont les 
b 
taux de codage sont R , = - b et R, = - , le taux global du codeur turbo est : 
VI v, 
La soustraction, au dénominateur, de b est due au fait que les symboles systématiques ne 
sont transmis qu'une seule fois. Cette dernière équation s'écrit aussi : 
Dans notre cas de la figure 2.6, les taux de codage Ri et Rz sont tous deux de '4. Le taux 
global de notre codeur turbo sans perforation est dors 10 .  
2.5 Modulation BPSK 
11 existe de nombreux types de modulation pour les communications numériques. 
Néanmoins, pour notre recherche, nous n'en avons utilisé qu'une, à savoir la modulation 
BPSK (Binary Phase Shifi Keying). Cette dernière est une modulation très utilisée dans 
l'étude théorique des communications numériques [37]. Effectivement, elle est 
caractérisée par une faible probabilité d'erreur par bit. Un modulateur BPSK est 
représenté à Ia figure ci-dessous. 
Signal BPSK 
Convaiisaur 
de niveau + anCos ut 
Figure 2.7 - ModuIateur BPSK 
En appliquant les sorties Xk et Yk du codeur turbo à l'entrée du modulateur, nous 
obtenons : 
En BPSK, les phases opposées de la porteuse (O et x )  sont transmises toutes les T 
secondes en considérant T la durée temporelte d'un bit. Ces phases sont aussi 
représentées par +1 et -1. Ces derniers viennent des expressions cos(o,t) et cos(o,t+x). 
Ceci se représente sous forme de constellation a deux pouits. Chaque bit entrant dans le 
modulateur BPSK se retrouvera en l'un de ces deux points de cette constellation. Ceci est 
dors une modulation par phase. 
Étant donné que nous avons affaire à une modulation par phase, le problème du 
démodulateur est de récupérer la bonne phase p u r  démoduler. Ceci constitue la 
principale difficulté du récepteur BPSK. Enfin, écrivons l'expression de la probabilité 
d'erreur par bit d'un tel modulateur : 
2.6 Les types de canaux 
Le canal est un véritable problème pour les transmissions de données. En effet, il est 
source de bruits de toutes sortes. Il  existe des modèles pour identifier ce bruit et nous 
allons nous évertuer à en décrire quelques-uns. 
2.6.1 Canal AWGN (Additive White Gaussian Noise) 
Le premier modèle est le plus utilisé en théorie. II s'agit du bruit additif blanc et gaussien 
(AWGN). 11 fournit un modèle presque parfait pour certains systèmes de communication 
et se prête à des calculs relativement faciles. Ce modèle implique que le bruit du canal est 
une variable aléatoire n qui s'additionne au signal modulé. Dans ce cas, la variable n est 
gaussienne, de moyenne nulle et de variance C J ~ .  Mathématiquement, nous pouvons écrire 
la densité de probabilité du bruit additif blanc gaussien : 
La densité spectrale unilatérale de ce type de bruit est constante de valeur NO. 
Conséquemment, si nous considérons la variable du signal modulé xk, il nous est possible 
de donner la sortie du canai comme : 
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Le modèle de bruit additif blanc gaussien est ûès simple et très pratique, comme nous 
l'avons dit, pour les calculs théoriques, Il reflète également très bien la réalité dans les 
communications spatiales. Néanmoins, si nous nous intéressons maintenant aux 
comunications terrestres comme les communications radiomobiles, ce type de bruit ne 
reflète plus très bien Ia réalité. Il nous faut donc prendre un autre modèle. 
2.6.2 Canal de Rayleigh 
Sur la teme, les signaux sont en général soumis à une forte atténuation. Cette atténuation 
est le plus souvent reliée a la vitesse du récepteur, par exemple, lorsqu'on téiéphone au 
moyen d'un cellulaire dans une voiture. Cette atténuation n'est pas modélisée par les 
bruit AWGN. Toutefois, il existe un modèle qui prend en compte cette atténuation, 11 
s'agit du modèle de canal de Rayleigh. 
Le modele de canal de Rayleigh est caractérisé par deux paramètres et est illustre à La 
figure 2.8. L'un de ces deux paramètres est une variable aléatoire n de distribution 
gaussieme. L'autre variable est l'enveloppe du signal, ak. 
Canal de Rayleigh 
Figure 2.8 -Modèle de canal de Rayleigh 
La sortie rk du modèle de canal de Rayieigh est : 
La fonction de densité de ak est : 
Le modèle d'un canal de Rayleigh est schématisé à la figure 2.8, où rk est la version 
bruitée du signal xk à l'entrée du canal. La méthode ta plus simple pour obtenir 
l'enveloppe dont la puissance moyenne est unitaire est de générer deux variables 
gnussiennes & et ck de variance % et de moyenne nulle. En considérant que je processus 
d'évanouissement est décorrélé, l'enveloppe du signal sera alors donnée par : 
2.7 Conclusion 
Dans ce chapitre, nous avons tout d'abord introduit les systèmes de communication de 
façon générale. Nous nous sommes, par la suite, intéressés au codage convolutionnel et 
en particulier aux codeurs récursifs qui sont utilisés pour les Codes Turbo, La 
concaténation parallèle a ensuite été décrite, introduisant ainsi le codage turbo. Enfin, 
nous avons mentionné la modulation que nous avons utilisée pour notre système de 
codage et les deux types de canaux les plus utilises dans les systèmes de communication. 
Nous avons ainsi décrit la partie codage de notre système. il nous reste maintenant à 
parler du décodage et en grande partie de i'aigorithme de décodage que nous utilisons 
pour les Codes Turbo. Le prochain chapitre fait ainsi référence à l'algorithme MAP. 
Chapitre 3 - Algorithmes de décodage 
3.1 Introduction 
Au chapitre précédent, nous avons décrit tes bases de notre système de Code Turbo. Dans 
ce genre de système, il existe une partie codage et une partie décodage. Dans cette 
deuxième partie, l'élément le plus important est l'algorithme de décodage car c'est ce 
dernier qui permet en grande partie de minimiser la probabilité d'erreur par bits, ce que 
nous recherchons. 
De nombreuses recherches ont été effectuées dans ce domaine. Un premier algorithme 
très souvent utilisé pour les Codes Turbo est le SOVA (Sofi Output Viterbi Algorithm) 
[4]. Ce dernier est une variante de l'algorithme de Viterbi. En 1966, Chang et Hancock 
[14] ont développé un autre algorithme minimisant la probabilité d'erreur par symbole. 
Cet algorithme est appelé MAP pour Maximum a Posteriori. En 1972, Bah1 et al. [l] ainsi 
que McAdam et al. [3] ont adapté cet algorithme aux codes correcteurs d'erreur. 
La principale caractéristique des deux algorithmes dont nous venons de parler est qu'ils 
donnent une mesure de fiabilité sous forme probabiliste, à savoir une métrique. Nous ne 
nous intéresserons pas au premier de ces algorithmes, mais décrirons le deuxième. En 
effet, l'algorithme MAP est celui que nous avons utilisé dans notre système. Dans un 
premier temps, nous allons introduire la notion de "maximum a posteriori probability". 
Ensuite, nous nous intéresserons à l'algorithme MAP au sein des codes convolutionnels. 
Enfin, nous décrirons différentes versions de cet algorithme. 
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3.2 Probabilité a posteriori 
L'algorithme de Viterbi est un algorithme très utilisé dans les systèmes de 
communications. Le but de celui-ci est de minimiser la probabilité d'erreur d'un mot ou 
d'une séquence de symboles. Dans ce cas, la règle de décision est le principe de 
maximum de vraisemblance. À la différence de l'algorithme de Viterbi, l'algorithme 
MAP agit sur la probabilité d'erreur par symbole ou par bit. La règle utilisée dans le cas 
de ce dernier est la maximisation de la probabilité a posteriori. 
Nous allons maintenant expliquer le terme de maximum a posteriori. Dans notre cas, 
celui de l'algorithme MAP, nous parlerons de décision pondérée, En effet, les symboles 
sont décodés a l'aide d'une information supplémentaire. Pour définir la probabilité a 
posteriori, soient les événements Ai, i = 1,2, ..., M . Ceci constitue l'ensemble des 
messages transmis dans un intervalle de temps donné. Maintenant, considérons B, le 
signal reçu que nous désirons décoder. Ce message a été corrompu par du bruit. 11 s'agit 
d'une variable aléatoire dont nous noterons la densité de probabilité p(B). La probabilité 
a postenori est définie par la probabilité que nous reconnaissions le message Ai étant 
donné que nous avons reçu le message B. Utilisant la règle de Bayes, on peut écrire : 
Essayons maintenant de définir cette probabilité plus adéquatement. En notons R la 
séquence reçue et di, le symbole reçu, cette équation devient : 
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3.3 Maximum a posteriori 
L'équation (3.2) développée au paragraphe précédent exprime ta probabilité a posteriori. 
Nous avons déjà mentionné que le principe de l'algorithme MAP consistait à choisir le 
maximum de cette probabilité, Nous voyons que I'équation est différente selon que i = O 
ou i = 1 .  La règle de décision de I'algorithme MAP consiste alors a comparer les 
probabilités pour ces deux cas et de prendre le mmimum, c'est-idire ta décision la plus 
probable. Deux cas peuvent se présenter : 
Nous le voyons, deux hypothèses sont à considérer, a savoir l'hypothèse Ho qui implique 
que le bit "0" a été transmis et I'hypothèse Hl qui sous-entend le contraire. Insérons 
maintenant I'Gquation (3.2) dans l'équation (3.3). I l  vient que : 
Nous pouvons alors simplitler cette double inéquation : 
que nous pouvons mettre aussi sous la forme plus conventio~elie :
En général, la probabilité que l'on ait à priori un bit "1" ou un bit "O" à l'entrée est 
équiprobable. II est donc justifié de dire que : 
ce qui nous simplifie de façon intéressante l'équation (3.6) 
Or, grâce a la règle de Bayes, on peut écrire : 
Sachant que les bits "O" et "1" sont équiprobables, en divisant ces deux termes, (3.8) 
devient : 
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Ceci constitue ce que nous appelons le rapport de vraisemblance. Le fait que ce soit 
supérieur ou inférieur à "1" implique qu'il serait judicieux de prendre le logarithme de 
cette expression et de comparer à zéro. Ainsi avons-nous la règle de décision suivante : 
L L R ( ~  ,) = log [PW. = IIR) ] 
p(dk = OIR) > 
HI 
Ceci veut donc dire que: 
si LLR(d,) 1 O, le bit décodé est "1" 
si LLR(d, ) < O, le bit décodé est "0" 
Ce rapport de vraisemblance est la base de l'algorithme MAP que nous allons 
développer. Cette règle de décision va être utilisée par la suite pour définir les étapes de 
cet algorithme. 
3.4 Probabilité conjointe 
Nous allons maintenant appliquer ce que nous avons déjà introduit au cas des Codes 
Turbo. Pour ce faire, nous allons considérer un codeur systématique récursif de taux de 
codage %. Soit : 
dk = i, i = 0,1, le bit d'information présent a l'entrée du codeur à l'instant k; 
M = K - 1, la mémoire du codeur; 
Sk = rn, m = 0,1, ..., 2M, l'état du codeur; 
0 N, la longueur de la séquence à coder; 
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(~,,A,~,,~,~,)=(x:,A,x:,A,x~), la séquence à coder (aussi la 
séquence d'idbrmation); 
(x: ,A , X: ,A , XP, ), la séquence composée des symboles de parité; 
R, = (ri, $' ), la version regue de (x; , X: ) à l'instant k; 
R = (R, ,A , R, ,A , RN ) , la séquence bruitée reçue de longueur N. 
Avec ces notations, l'équation du rapport de vraisemblance devient : 
LLR(d, ) = log p(d, = l k y )  
[P(dk = dR >] 
Nous allons maintenant introduire une nouvelle notion. La probabilité conjointe est 
définie par : 
Étant d o ~ é  que nous avons 2M états : 
Maintenant que nous avons introduit la notion de probabilité conjointe, nous pouvons 
décrire l'algorithme MAP, ce que nous allons faire dans la prochaine section. 
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3.5 L'algorithme MAP 
Dans cette partie, nous allons introduire de nouvelles notions qui vont nous permettre de 
mieux calculer le LLR. Nous allons introduire les notions de métrique d'état en avant, de 
métrique d'état en arrière, et de métrique de branche. En tout premier lieu, nous allons 
donner quelques définitions nécessaires au développement de l'algorithme MAP. 
3.5.1 Définitions 
Nous définissons ici trois notions essentielles au développement de la probabilité 
conjointe et de ce fait, à la construction de l'algorithme MAP. Ces trois notions sont : 
lamétrique d'état enavant : a,(m) = ~ ( ~ : - ' l d ,  = i.S, = r n , ~ ) )  (3.16) 
a ,(m) = P(RF*'Is, = rn) (3- 171, 
car les événements apres l'instant k 
n'influencent en rien les événements avant k; 
la métrique d'état en amère : p , (m) = P(R ,N Bk = m) (3.18) 
ta métrique de branche : 6 L(m) = ~ ( d ,  = i, S, = m, R:) (3-19) 
Ayant d é f ~  ces trois notions, il s'agit maintenant de s'intéresser à la probabilité 
conjointe et de l'exprimer en fonction des métriques. 
3.5.2 Probabilité conjointe 
La probabilité conjointe est (équation (3.14)): 
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Grâce à la règle de Bayes, cette expression devient, en faisant sortir R: : 
De plus, nous savons, de règle générale que : 
d'ou : 
On utilise maintenant (3.23) dans (3.21) : 
D'où : 
Nous allons maintenant utiliser de nouveau L'équation (3.23) de la façon suivante : 
D'où : 
Grâce aux métriques introduites au paragraphe précédent, nous pouvons écrire cette 
équation sous la forme : 
h ; (m) = a,  (m)~(~:+,ld, = i,S, = rn,R:)6:(m) 
WR ,N 
Nous n'avons pas encore introduit la méirïque d'état en arrière, mais nous pouvons le 
faire car : 
En effet, en connaissant I'état du codeur Sk = m et le bit d'entrée di( = i à l'instant k, I'état 
suivant Swi peut se noter sous la forme Sk+\=f(i,m). Ceci signifie que l'état précédent de 
Sk.+,*i est m et que le bit d'entrée à l'instant k est dk = i. 
Donc : 
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Finalement, avec cette expression de la probabilité conjointe, nous pouvons écrire le 
logarithme du rapport de vraisemblance comme suit (à l'aide de l'équation (3.15)): 
Nous constatons donc que le logarithme du rapport de vraisemblance est une fonction des 
différentes métriques définies auparavant. Le calcul de ce logarithme se réduit donc aux 
calculs de ces trois métriques. Nous allons maintenant nous intéresser à ces trois 
dernières et donner une métliode de calcul afin d'évaluer le logarithme du rapport de 
vraisemblance. 
3.5.3 Métrique d'état en avant 
Nous avons défini la métrique d'état en avant comme étant : 
Comme nous pouvons le constater, cette métrique, a l'instant k, dépend de la séquence 
reçue R:, Cette dernière va jusqu'à l'instant k. Utilisons la règle de Bayes pour 
simplifier l'expression de cette métrique : 
Nous savons, de plus, que l'étal Sa! a été initialisé par le bit dk-l. NOUS pouvons donc 
écrire Skel SOUS la forme Sk-, = b(j,m). Cette notation signifie que l'état SSk-, est celui qui 
précède l'état Sk = m, sachant que le bit d'entrée au codeur à l'instant (k-1) est j. La 
métrique peut alors s'écrire : 
Soit : 
a k.l (bü, m)) = P($' 1 s, = bti, ml) 
De même : 
6 h(m)=~(d,  =i,S, =rn,R:) 
Donc 
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Nous reconnaissons ces termes dans L'équation (3.34). Nous en déduisons que : 
A partir de cette dernière équation, nous constatons que cette métrique d'état à l'instant k 
s'exprime en fonction de la même métrique d'état ii l'instant précédent. Ceci explique 
pourquoi nous lui donnons le nom de métrique en avant : il faut connaître les instants 
précédents, donc la valeur initiale pour pouvoir lz calculer. 
3.5.4 Métrique d'état en arrière 
Au paragraphe précédent, nous avons développé l'expression de la métrique en avant. 
Intéressons-nous maintenant à la deuxième métrique, à savoir la métrique d'état en 
arrière. 
Nous avons également conch que la métrique d'état en avant dépendait des instants 
précédents. II en est différemment de la métrique d'état en arrière comme l'indique son 
nom. En fait, cette métrique, à l'instant k, dépend de la séquence reçue (instant N) après 
l'instant k. Nous avons défini cette métrique comme : 
Développons cette expression à l'aide de la règle de Bayes. 
Comme pour la métrique d'état en avant, nous pouvons définir une fonction Sk+[ = QYm) 
de façon a simplifier cette expression. Il vient alors que : 
Nous en déduisons que cette métrique à l'instant k est fonction de la même métrique à 
l'instant k+l, d'où la nomination de métrique en arrière, étant donné qu'il faut c o ~ a i t r e  
l'instant k = N pour reculer dans le treillis et calculer notre métrique (elle dépend des 
conditions terminales). 
3.5.5 Métrique de branche 
Nous avons défini trois métriques et étudié deux d'entre elles. II nous reste donc a nous 
interroger sur la dernière de ces métriques, à savoir celle de branche. Contrairement aux 
deux autres métriques, celle-ci ne dépend ni des instants précédents, ni des instants 
suivants. Seul l'instant présent nous intéresse, Nous avons vu que : 
Donc, toujours grâce à la règle de Bayes: 
Nous savons également que R, = (ri, r: ), donc : 
6 (m) = ~(rlld,  =il S, = m).P(r:ld, = i, S, = m) 
x P(S, = rnld, = i ).P(d, = i) 
Ceci constitue notre nouvelle expression pour cette métrique. Nous constatons qu'elle 
dépend des symboles recueillis à la sortie du canal. Ainsi, le type de canal va Muer sur 
notre algorithme. Dans la suite de notre mémoire, nous allons nous intéresser au canal 
AWGN. Cette métrique ne changera donc pas en fonction du canal. Néanmoins, nous 
aurions aussi pu faire des simulations pour des canaux i évanouissement, comme le canal 
de Rayleigh. Dans ce cas, cette métrique aurait changé l'algorithme. 
3.6 L'algorithme MAP dans un canal AWGN 
Nous avons déjà défini ce type de canal. En outre, nous avons, pour ce type de canal : 
la densité de probabilité de l'information reçue est : 
la densité de probabilité de L'information de parité reçue est : 
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Nous avons ici défini ch le symbole codé sachant que dk = i et que Sk = m. NOUS allons 
utiliser ces deux expressions pour exprimer la métrique de branche. Nous avons déjà vu 
que cette métrique est : 
Nous pouvons alors remplacer les expressions des densités de probabilité définies ci- 
dessus dans cette dernière équation. Nous savons également qu'il y a 2M états possibles 
pour le codeur. Donc le troisième terne de la dernière expression est 1 / 2 ~ .  11 vient alors 
que : 
Nous pouvons rassembler les exponentielles : 
Il s'agit alors de développer cette dernière expression : 
Or, nous savons que 
car les vdeurs de i et c i  sont soit 0, soit 1. 
D'où : 
Étant donné que nous allons effectuer le logarithme du rapport de vraisemblance, toute 
constante peut &re enlevée. Nous pouvons alors mettre l'équation précédente sous la 
forme d'une constante multipliée par une fonction de la variable i et de l'état m : 
3.7 Algorithme Log-MAP utilisé 
Intéressons-nous maintenant à L'algorithme que nous allons utiliser. Nous avons vu que le 
logarithme du rapport de vraisemblance était : 
(3.58) 
Nous allons maintenant introduire trois nouvelles variables, a savoir les logarithmes des 
métriques : 
Avec ces nouvelles notations, nous obtenons : 
Nous allons maintenant introduire l'opérande E entre deux variables ai et a2 définie par 
[22][45] comme : 
Soit encore, en généralisant : 
Avec ces notations, nous pouvons maintenant réécrire le logarithme du rapport de 
vraisemblance : 
Nous avons donc une bonne expression pour le logarithme du rapport de vraisembiance. 
Néanmoins, il nous reste à déterminer Ak et Bk. 
On peut donc en déduire le logarithme de la métrique d'état en avant : 
Intéressons-nous maintenant à la métrique d'état en arrière : 
D'ou : 
A partir des équations que nous venons de développer, iI est maintenant possible de 
donner les clifferentes étapes de L'algorithme MAP : 
1. Initiaüsation : à partir de l'instant k = 0, 
A, (m) = -CO, pour tout m # O 
B,(O) = 0 
B, (m) = -a, pour tout m + O 
2. Calcul et sauvegarde de la métrique de branche : pour tous les symboles 
2 
regus, évaluer : D! (m) = &i + r~cm) 
b' 
3. Calcul de la métrique en avant : a partir de l'instant k = 1 et pour tous les 
4. Calcul de la métrique en arriére : à partir de l'instant k = N - 1 et pour tous 
5. Évrluation du rapport de vraisemblance : pour tous les états, évaluer le 
LLR. 
3.8 Autres versions de l'algorithme MAP 
3.8.1 Algorithme log-MAP 
La probabilité conjointe peut se développer de différentes façons. Ceci implique donc que 
les métriques qui sont concernées vont être modifiées. Une autre notation peut ètre 
adoptée pour les méûique en avant et en arrière : 
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Avec ce que nous avons défini lors de ce chapitre, nous sommes capables de 
développer le LLR qui est : 
L'algorithme que nous avons décrit ne change alors que pour les équations en elles- 
mêmes. 
3.8.2 L'algorithme MAP sous optimal 
Le calcul de l'opérande E peut être très compliqué. C'est pourquoi il est important de 
chercher à simplifier notre algorithme. Une des façons de faire est de réduire le nombre 
de calculs nécessaires i l'opérande E. Une simplification qui peut être intéressante est 
comme suit : 
À partir de cette équation, nous pouvons alors donner le rapport de vraisemblance de 
l'algorithme : 
= min[~k tn (m) + BO, (m)] - min[A:(m) nt + B: (m)] (3.72) 
Cet algorithme permet une implémentation matérielle plus facile. Néanmoins, il 
s'accompagne d'une complexité importante, à savoir l'implémentation de deux boucles 
récursives [44]. 
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3.9 Comparaison de l'algorithme SOVA avec I'algorithme MAP 
L'algorithme SOVA (Soft Output Viterbi Algorithm) est une version simplifiée de 
l'algorithme de Viterbi. II permet la génération d'une information mesurant le degré de 
fiabilité de la décision prise lors du décodage des symboles reçus. Son principal avantage 
est qu'il nécessite une seule boucle récursive pour le calcul des probabilités d'erreur, 
contrairement à l'algorithme MAP. De surplus, il ne requiert aucun stockage des 
séquences reçues pour le calcul des branches comme le MAP. Son implémentation n'est 
donc que plus aisée, mais plus difficile que Viterbi. 
11 a été démontré que les probabilités générées par l'algorithme SOVA étaient biaisées et 
ceci conduisait à une sous-évaluation de la probabilité d'erreur. Ceci a en particulier été 
constaté pour des milieux bruités. Enfin, il a également été démontré que la variation du 
niveau de sorties de l'algorithme MAP est beaucoup plus importante. Ceci implique donc 
une meilleure sensibilité pour ce dernier. 
Il était important de mentionner qu'un autre algorithme que le MAP était possible pour le 
décodage turbo, à savoir le SOVA. Néanmoins, étant donne que l'algorithme M M  ofie 
de meilleures caractéristiques, nous avons utilisé ce dernier. 
3.10 Conclusion 
Dans ce chapitre, nous avons présenté l'algorithme MAP que nous avons utilisé pour le 
décodage turbo de nos simulations. Ce dernier a été choisi car il permet la minimisation 
de la probabilité d'erreur par bit ainsi que la génération d'information de fiabilité pour 
chaque bit. II est impottant de noter que cet algorithme est complexe et qu'il induit un 
certain délai dans le décodage. Nous avons également vu qu'il existait des simplifications 
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à cet algorithme. Enfin, il est important de savoir que d'autres algorithmes, comme le 
SOVA sont disponibles pour le décodage turbo, même si nous ne l'avons pas utilisé. 
Le choix de l'algorithme de décodage est extrêmement important pour le décodage turbo. 
Néanmoins, il n'est pas le seul paramètre à prendre en compte étant donné que ce 
décodage est très complexe. Nous allons voir, dans le prochain chapitre un autre des 
paramètres importants au décodage, à savoir l'entrelacew. Toutefois, avant de parler des 
entrelaceurs en général, nous nous évertuerons à décrire de façon détaillée le processus de 
décodage turbo. 
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Chapitre 4 - Decodage iteratif et entrelacement 
4.1 Introduction 
Dans le chapitre précédent, nous nous sommes concentrés sur un algorithme de décodage 
propre au décodage itératif. Ce dernier est très approprié pour les Codes Turbo. Nous 
avons également vu le processus de codage de ces codes. 11 nous reste maintenant à parler 
de la deuxiéme partie, à savoir le processus de décodage itératif. Ce dernier est ce qui 
donne aux Codes Turbo la propriété de "turbo". Nous verrons que la notion de plusieurs 
itérations peut apporter un énorme gain de codage. 
Néanmoins, rnème si l'algorithme de décodage est extrêmement important pour les Codes 
Turbo, il n'en reste pas moins que les entrelaceurs jouent aussi un rôle important dans les 
performances des Codes Turbo. Un entrelaceur est un système qui prend une séquence de 
symboles d'un alphabet à l'entrée et qui produit une séquence de ces mêmes symboles 
dans un ordre différent. Le but de l'entrelaceur n'est donc pas de changer l'information, 
mais d'en modifier l'ordre. 
Dans le cas des canaux à salves d'erreurs, le probléme est qu'une salve d'erreur peut 
toucher un seul mot de code. Les codes ne sont pas capables de corriger les erreurs s'il y 
a plus d'un certain nombre de bits en erreurs dans un mot de code, Le but de 
l'entrelacement est alors de faire en sorte qu'une salve d'erreur se retrouve dans plusieurs 
mots de code différents. En séparant les bits, une salve d'erreur longue de 5 bits pourra 
éventuellement ne toucher qu'un bit de cinq mots de code différents. 
II existe deux sortes d'entrelaceurs classiques, le bloc et le convolutionnel. Le premier 
consiste à insérer des bits dans une matrice le long des lignes et de lire les bits de sortie 
colonne par colonne. L'entrelaceur pseudo-aléatoire est un dérivé de ce dernier étant 
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donné que des bits sont mis en mémoire de façon séquentielle et lus a la sortie de façon 
aléatoire. Le deuxième entrelaceur classique est le convolutio~el. Son principe est 
différent du bloc dans le sens où la notion de délai est induite. En effet, les bits sont 
insérés par lignes, mais chaque ligne possède un délai de plus que la précédente, la 
première ligne n'ayant aucun délai. Nous aurons l'occasion de présenter en détaiI ces 
deux types d'entrelaceur plus loin dans ce chapitre. 
4.2 Principe de décodage itératif 
Nous avons vu que les symboles fournis par le canal au décodeur sont de trois sortes. II 
s'agit en effet des symboles d'information et des symboles de parité générés par le 
premier codeur et ceux par le deuxième. Le décodage itératif va donc prendre ces trois 
types de symboles et minimiser la probabilité d'erreur par bit. Le principe de décodage 
itératif est illustré 3 la figure 4.1 ci-dessous : 
-1 Décodeur 2 rp 
Figure 4.1 - Principe de décodage itératif 
La technique de décodage illustrée par cette figure se fait par itérations de deux étapes. 
En effet, comme nous le voyons, contrairement au codage, les blocs (décodeurs) sont en 
série et non en parallèle. II va donc de soi que chaque décodeur agit l'un après l'autre. A 
partir des séquences reçues (rilet k~}, le décodeur numéro 1 décode le bloc reçu. II 
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transmet une information Li(dd qui est appelée information extrinsèque et liée au 
logarithme du rapport de vraisemblance. Cette information peut être vue comme une 
évaluation de la fiabilité du décodage de décodeur 1. Le décodeur 2 a alors à sa 
disposition cette information de fiabilité ainsi que les symboles de parité du deuxième 
codeur. Ainsi, certaines erreurs non corrigées par le décodeur 1 peuvent l'être par le 
décodeur 2. Ces deux étapes se répètent autant de fois que désiré par une boucle de contre 
réaction, Notons que nous avons omis I'entrelacew sur ce schéma pour une explication 
plus claire. 
Considérons maintenant l'information extrinsèque entre les deux décodeurs. Supposons 
que les LLR générés par le décodeur 1 soient complètement générés. Ll(dk) est alors 
fonction de k ) e t  {r;~). De la même fqon, la génération de l'information extrinsèque 
L2(dk) du deuxième décodeur est fonction de G;h ) et de Li(dk). Comme Li(dk) est 
fonction des séquences {rilet {rip}, il en est de même de L2(dk) car cette dernière est 
fonction de Li(dk). Ainsi, I'infomation extrinsèque que va recevoir décodeur 1 a la 
deuxième itération est fonction des séquences reçues à la première itération par ce même 
décodeur. Nous allons donc avoir une certaine corrélation indésirable entre le premier et 
le deuxième décodeur. C'est pourquoi, et nous le verrons plus loin, seule une partie (celle 
non corrélée) de l'information extrinsèque est transmise. Cette information extrinséque 
fait l'objet de notre prochain paragraphe. 
4.3 Information extrinsèque 
Nous allons maintenant manipuler mathématiquement l'information extrinsèque de façon 
à extraire I'infomation nécessaire! au décodage turbo. Nous avons déjà vu, au chapitre 
précédent que : 
Nous avons également vu que pour un canal AWGN, on avait : 
~ [ ~ i i  2 + r:ci] 
6 (m) = C(M,o( r: , r[ )P(d, = i)ea 
Il vient donc que, en insérant (4.2) dans (4.1) : 
Il s'agit de cette information qui est transmise au décodeur 1 ou au décodeur 2. 
Seulement, une partie de cette Somation ne sera pas transmise, i cause de la corrélation 
qu'eIle pourrait avoir avec la nouvelle séquence reçue. Manipulons donc cette équation : 
LLR(d, ) = log 




P(dk = 0)Cak(m@ , (f[Q m))C(M,o, r;. r,P )es - mo - 
L'équation (4.4) s'écrit alors aussi : 
+ log 
Nous voyons donc que ce logarithme du rapport de vraisemblance se décompose en trois 
termes. Le premier terme correspond a ce qu'on appelle l'information à priori. Cette 
information est un indice supplémentaire sur le bit qui va être décodé. Le deuxième terme 
indique l'influence du canal sur ce logarithme. Quant au troisième, il s'agit de 
l'information extrinsèque qui est l'information qui sera utilisée à titre de quaniificateur de 
la justesse du décodage. Cette Uifomation extrinsèque est très importante pour le 
décodage turbo car elle fait circuler le terme de correction d'un décodeur a un autre. 
"'O 
zM -1 
)Znk (4 kt, m))C(M,c.r:, r,P )ea 
De plus, pour la première itération, il est concevable d'émettre l'hypothèse 
d'équiprobabilité pour les bits "O" et "1". Donc : 
4.4 Décodeur turbo 
Nous avons défini l'information extrinsèque et l'algorithme de décodage. Nous pouvons 
maintenant préciser plus en détail le processus de décodage des Codes Turbo. Un 
décodeur turbo est fourni à la figure 4.2. Notons que sur cette figure apparaît ce qu'on 
appelle un entrelaceur. Pour le moment, nous ne parlerons pas de ce système et allons 
décrire le processus. 
ENT:Entrelaceur DEL: Dtlaceur Bit &adE 
Lm : Informotion A Rion 
4 : Information ExtrinSqut de DECl 
& : Information EkîrinsCque de DEC2 
Figure 4.2 - Schéma d'un décodeur turbo 
Les bits sont reçus par le premier décodeur et une certaine information est transmise au 
deuxième- Nous venons de voir, au paragraphe précédent, que le logarithme du rapport de 
2 
vraisemblance du premier décodeur est ri + L(d, ) . Pour fins d'explications, nous 
O 
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allons renommer ce terme car nous avons deux décodeurs pour le décodage turbo. Nous 
allons donc dire que le deuxième décodeur reçoit I'information suivante : 
L'information Li(dk) devient alors l'information a priori pour le deuxième décodeur. 
Néanmoins, comme nous pouvons ie constater sur la figure du décodeur turbo, il existe 
un entrelaceur. Ce dernier permet au deuxième décodeur de voir une séquence de mêmes 
bits que le premier, mais dans un ordre différent. Pour être rigoureux, nous allons alors 
changer l'indice du bit. Le deuxième décodeur reçoit donc l'information suivante : 
Cette information passe au travers du deuxième décodeur. Ainsi, à la sortie de ce demier, 
nous nous retrouvons avec l'information : 
Lt(di) représente l'information extrinsèque du deuxième décodeur. Cette information, à 
l'aide d'une boucle de retour, est ensuite retransmise au premier décodeur, en ayant, au 
passage, été délacée pour que le premier décodeur voit la séquence dans l'ordre exact. 
Pour que ce premier décodeur soit efficace, il faut Iui transmettre une bonne information 
a prion qui lui donne une efficacité sur le décodage du deuxième décodeur. Néanmoins, 
cette information a priori doit être différente de ce que le premier décodeur connaît déjà. 
II nous faudra donc extraire t'irifomation du décodeur 1 de la première itération. De 
façon à ce que ce décodeur f onc t i o~e  comtement, nous devons lui transmettre L~(dk). 
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Il nous faut donc soustraire, à l'information transmise par le deuxième décodeur, le 
2 
terme 7 q s  + L,(di) . Cette information est donc transmise au premier décodeur avec un 
CJ 
certain délai. 
A la deuxième itération, le premier décodeur va transmettre une autre information au 
deuxième décodeur. Selon Ie même principe que nous avons décrit, l'information 
transmise au deuxième décodeur sera : 
Pour des raisons similaires, de façon a ne transmettre que l'information a priori, seule 
Li(dj) est transmise. Maintenant que nous avons décrit le processus de décodage des 
Codes Turbo, nous allons étudier les entrelaceurs. 
4.5 Introduction aux entrelaceurs [26] 
Un entrelaceur est un système à une entrée et une sortie. Il prend une séquence de 
symboles à l'entrée et produit une séquence du même alphabet a la sortie dans un ordre 
complètement différent. La notation que nous 
période T est la suivante : 
allons utiliser pour un entrelaceur de 
1 +Y+ Yi = *n(i) 
Figure 4.3 - Un entrelaceur 
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Le bit xi est inséré à l'entrée de I'entrelaceur 1, à l'instant i. La sortie, après une 
certaine latence, est alors yi = Xxci)- Cette notation correspond au temps réel. Si 
maintenant, nous exprimons la même chose en terme de séquences, nous obtenons : y = 
I,(x). De façon mathématique, l'entrelacew Ix est décrit par la permutation : st : Z + Z. 
L'entrelaceur est alors une permutation sur les entiers de l'alphabet Z. 
En ce qui concerne l'opération inverse, a savoir le dé-entrelaceur, il s'agit d'un système 
qui opère a la sortie de l'entrelaceur ou plus loin dans un système de communication et 
qui remet en place les symboles tels qu'ils étaient a l'origine. Nous utiliserons la notation 
1, pour le dé-entrelaceur. Avec les notations que nous utilisons, il vient tout de suite que : 
- 1  I,, = In * 
De tàçon logique, pour qu'un entrelaceur soit réalisable, il faut qu'il soit périodique de 
période finie. De façon mathématique, pour vérifier qu'un entrelaceur est bien de période 
finie T, il suffit d'effectuer une simple opération de délai sur cet entrelaceur. Si 
l'entrelaceur commute avec l'opération délai, alors ce demier possède une période finie. 
11 est à noter que la période que nous considérons est la fondamentale, à savoir la plus 
petite période de l'entrelaceur. Un entrelaceur qui a une période T satisfait l'équation 
suivante : 
~ ( i )  - T = x(i T), Q i (4.1 1) 
Ayant maintenant introduit la notion de période finie d'un entrelaceur, il nous est possible 
de représenter les permutations de ce dernier. Il s'agit d'illustrer les images de chacun des 
éléments de l'entrelaceur. Une des façons de faire est illustrée à la figure suivante : 
Figure 4.4 - Vecteur de permutation d'un entrelacew 
Cette notation correspond a la permutation fondamentale de l'entrelaceur. Pour obtenir 
les autres permutations lors d'une communication numérique, il suffit de combiner cette 
permutation fondamentale avec la périodicité de I'entrelsiceur, Notons qu'avec une telle 
notation, nous pouvons omettre la première ligne de ce vecteur de permutation. 
Une autre façon de montrer Les permutations d'un entrelaceur est illustrée à la figure 3. 
Néanmoins, cette notation, bien que plus graphique et permettant de mieux voir 
l'évolution d'un entrelaceur, est difficile à mettre en place pour un entrelaceur dont la 
période est grande. Cette notation reste quand même intéressante dans le cas de la théorie 
des entrelaceurs. 
Figure 4.5 - Un entteliiceur de période 3 
4.6 Méthodes d'entrelacement 
Il existe deux façons de modifier l'ordre des lettres d'un alphabet, en particulier des bits. 
Dans un premier temps, la modification peut se faire par blocs. Ce genre d'entrelacement 
sera qualifié de bloc. Quant au deuxième, iI s'agit de L'entrelacement multiplexé. Ce 
dernier type est plus connu pour son introduction de délai dans la transmission. Nous 
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allons décrire brièvement ces deux types d'entrelacement qui sont fondamentaux dans 
l'étude des entrelaceurs. 
4.6.1 Eotrelaceurs blocs 
II s'agit d'un entrelaceur qui effectue une permutation spécifique sur l'ensemble de 
départ 2, = (O, 1, A , T - 1). Par cela, nous entendons qu'il s'agit d'une application 
bijective d'un ensemble sur le même ensemble. Chaque origine a une et une seule image 
qui fait partie du même ensemble de départ. Ainsi, l'ensemble d'arrivée est ZT = {no, XI, 
..., XT-1). Ce genre d'entrelaceur est le type mème qui effectue une permutation et qui 
possède une période fondamentale. 
LRIBT: 3 RUBT: 9 m 
Mode d'opération Matrice 3x3 
Figure 4.6 - Un exemple de processus bloc 
Son nom, entrelaceur bloc, vient du fait qu'il effectue une permutation sur un bloc de 
symboles. Néanmoins, étant donnée de la confusion que ce nom peut apporter avec 
l'entrelaceur bloc classique, nous qualifierons ce genre d'entrelaceurs de permutation. En 
effet, le meilleur exemple pour ce genre d'entrelaceur est l'entrelaceur bloc classique. Un 
tel entrelaceur est illustré à la figure (4.6) avec ses quatre modes d'opération. Nous nous 
chargerons de décrire ce système dans Ia suite du mémoire. 
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4.6.2 Entrelaceun multiplexés 
Ce type d'entrelacement s'effectue également sur un bloc de bits, mais à la différence des 
entrelaceurs blocs, sa caractéristique est l'introduction de délais dans la transmission. Ce 
genre d'entrelacement est illustré à la figure 4.6. La séquence d'entrée est multiplexée en 
T sous séquences. Chaque sous séquence (correspondant à une ligne sur le schéma) 
introduit un délai variable. Les entrelaceurs convolutio~els font partie de ce type 
d'entrelaceurs. 
Figure 4.6 - Un entrelaceur multiplexe 
4.7 Représentations et décomposition 
Il s'agit maintenant de définir des paramètres nécessaires à l'étude des entrelaceurs. Ces 
paramètres sont utiles également au design de ces derniers. Dans un premier temps, il va 
s'agir d'introduire des notions qui permettront par la suite de décrire ces paramètres. 
4.7.1 Décomposition 
II est possible de définir un entrelaceur à l'aide d'une matrice que nous qualifierons de 
génératrice. II est important tout d'abord de noter qu'un entrelaceur, quel qu'il soit, peut 
être décomposé de deux façons différentes qui sont équivalentes : 
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tout entrelaceur peut se décomposer en un entrelaceur de permutation suivi 
d'un entrelaceur multiplexé; 
tout entrelaceur peut se décomposer en un entrelaceur multiplexé suivi d'un 
entrelaceur de permutation. 
Cette dernière notion peut être illustrée plus facilement à l'aide des matrices. Ceci va 
faire le sujet de notre prochain paragraphe. 
Nous allons tout d'abord décrire une matrice génératrice d'un entrelaceur de permutation. 
Nous considérons un entrelaceur de période T. L'illustration se fait à l'aide d'une mairice 
carrée T x T de "1" et de "O". De façon intuitive, si un "1" apparaît dans la i""' ligne et la 
jeme colonne, une permutation s'effectue du ikme symbole de l'entrée vers le je"'' symbole 
de sortie. Ce concept est illustré à la figure ci-dessous : 
0 1 0  0 1 0  
Figure 4.7 - Matrices génératrices 3x3 d'entrelaceurs blocs 
L'autre type d'entrelaceurs dont nous avons parlé peut également être représente par une 
matrice, mais cette fois, celle-ci ne contiendra pas de 1 ni de O. 11 s'agit ici des 
entrelaceurs multiplexés qui introduisent un délai. il faut donc introduire la notion de 
délai que nous allons noter "DD". S'il n'y a aucun délai, il y aura un "1" dans la matrice. 
Pour un délai de 1, le symbole " D  sera utilisé, pour un délai de 2, le symbole "D'" sen  
introduit et ainsi de suite. 11 s'agit donc ici de la notion de monôme. Il est a noter que 
cette matrice est diagonale étant donné qu'un délai est introduit sur chacun des bits, il n'y 
a donc pas de permutation. La matrice utilisée sera également de dimensions T x T. Un 
exemple de ce genre de matrice est iUustré à la figure 4.7: 
Figure 4.7 -Matrice génératrice 3x3 d'entrelaceur multiplexé 
Ayant introduit les deux types de matrices génératrices, il est maintenant facile d'illustrer 
la décomposition d'un entrelaceur général par un produit de matrice de permutation par 
une matrice multiplexée. La notion de permutation est comprise dans la première, alors 
que le concept de délai est introduit par la deuxième. Soit M(D) une matrice diagonale 
représentant la partie multiplexie de l'entrelaceur, Nous définissons ensuite P la matrice 
illustrant les permutations de cet entrelaceur. Alors, la matrice de l'entrelaceur est : 
4.7.2 Notion d'équivalence 
Ayant introduit les matrices génératrices des entrelaceurs, nous allons maintenant nous 
intéresser a la notion d'équivalence. Nous savons qu'un entrelaceur possède en général 
une période sur laquelle les permutations se répètent. Fondamentalement, il est donc 
logique de penser que deux entrelaceurs qui possèdent les mêmes permutations, 
différentes dans le temps, sont équivalents. Ceci constitue la définition d'équivalence des 
entrelaceurs. 
Nous dirons que deux entrelaceurs sont équivalents si : 
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Cette définition est en terme de délai. Néanmoins, en terme d'application, ceci équivaut 
Cela équivaut donc à dire que l'entrelaceur 1 est équivalent à l'entrelaceur 1' si en 
retardant l'un et en avançant l'autre, nous obtenons les mêmes permutations. Un exemple 
de ceci est illustré ci-dessous : 
Figure 4.8 - Un exemple de deux permutations équivalentes 
4.7.3 Notion de causalité 
Nous allons maintenant introduire la notion de causalité qui nous servira dans l'étude 
théorique des paramètres d'un entrelaceur. Un entrelaceur est dit causal si la sortie 
y = xXo au temps i dépend seulement des entrées Xj avec j 5 i. Cela veut donc dire que la 
sortie j ne dépend que des entrées pkcédentes et de l'entrée courante. 
Les entrelaceurs en général ne sont pas causaux, Néanmoins, il est possible, à l'aide 
d'une opération, de les rendre causal. Pour ceci, il nous faut d é f i  la séparation 
minimale entre i et n(i). intuitivement, ceci correspond au minimum de distance 
géographique après entrelacement : 
6 = min(i -x (i)) 
&icT 
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Avec cette notation, il est facile de voir qu'un entrelaceur est causal si cette distance est 
positive, soit 6 1 0. Maintenant, il est possible de rendre causal tout entrelaceur a i'aide 
de délais appropriés sur les entrées et les sorties. En effectuant des délais de la sorte sur 
un entrelaceur, on obtient un entrelaceur équivalent qui possède les mêmes propriétés. 
Nous verrons plus loin dans ce chapitre que les paramètres d'un entrelaceur sont donnés 
par son entrelaceur causal équivalent. 
En ce qui concerne la matrice génératrice de I'entrelaceur causal, elle possède deux 
propriétés : 
0 Les exposants de D sont tous positifs 
Tous les termes dans la partie triangulaire gauche de la matrice (les termes gij 
avec j<i) sont divisibles par D. 
4.8 Paramètres d'un entrelaceur 
Nous avons maintenant introduit tous les outils nécessaires à la description des 
paramètres des entrelaceurs. Il existe beaucoup de paramètres et nous allons, dans ce 
paragraphe, décrire les essentiels. Il s'agira surtout du délai, de la mémoire, et du facteur 
d'étalement. 
4.8.1 Le délai 
Le délai d'un entrelaceur est un paramètre très important dans le design. En effet, il est 
difficile de concevoir un délai trop important dans la transmission de données de nos 
jours étant donné qu'un des facteurs importants d'une transmission est la rapidité. 11 est 
donc important de connaître a i'avance ou de pouvoir évaluer le délai que notre système 
va introduire. 
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Le délai d'un entrelaceur est le délai que la paire entrelaceurldé-entrelaceur crée. II 
s'agit du délai total des données après entrelacement et dé-entrelacement. Nous avons vu 
qu'il existait deux types d'entrelaceurs. Pour un entrelaceur de permutation, nous savons 
qu'il faut attendre que la matrice soit remplie avant d'entrelacer et de transmettre. Le 
délai de la transmission va donc être de l'ordre du nombre de bits dans la matrice, ce 
qu'on appelle la taille de l'entrelaceur. Le déIai en terme de temps sera alors dépendant 
de la vitesse de transmission. II en est de même pour un entrelaceur multiplexé, a la 
différence que ce genre d'entrelaceur nous donne directement le délai impliqué, étant 
donné que le schéma est représenté par des blocs de délai. 
II est toutefois très difficile d'évaluer le délai d'un entrelaceur. Ce que nous pouvons dire 
est que plus la longueur du bloc est grande, plus le délai sera important. Ceci est a 
considérer dans tout design. Maintenant, pour des communications par satellite, ce genre 
de paramètres est peu important. En effet, toute transmission par satellite est induite de 
délai. 
4.8.2 Mémoire 
Tout entrelaceur nécessite une certaine mémoire pour entrelacer. Nous avons dijà vu la 
notion de causalité. Si notre entrelaceur n'est pas causal, la mémoire requise est tout 
simplement la longueur de I'entrelaceur. Néanmoins, la notion de causalité permet de 
trouver la mémoire minimum requise pour un entrelaceur. En effet, un entrelaceur est 
causal si la sortie au temps i ne dépend que des entrées précédentes ou courantes. La 
mémoire requise est dors le nombre de bits qui changent de position, En effet, il est 
inutile d'utiliser de l'espace mémoire pour un bit qui ne change pas de position. Il est a 
noter que les notions de délai et de mémoire sont liées. La mémoire requise est au moins 
le délai requis. 
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4.8.3 Facteur d'étalement 
Le facteur d'étalement est un des facteurs les plus représentatifs de la capacité d'un 
entrelaceur, Il permet de visualiser la densité des bits après entrelacement. Il s'agit tout 
simplement de dresser un graphique illustrant la position des bits après entrelacement. 
Grâce à ce facteur, nous pouvons immédiatement conclure sur la corrélation des bits 
apres entrelacement. Étant donné que pour les Codes Turbo, la corrélation joue un grand 
rôle pour le décodage, dresser le graphe du facteur d'étalement de l'entrelaceur que nous 
utilisons est un outil primordial pour juger des performances que nous obtenons. 
Aux figures 4.9 et 4.10 sont illustrés deux exemples de facteur d'étalement pour deux 
entrelaceurs différents. Nous observons, à la figure 4.9 qu'il existe deux zones sur le 
graphe non occupées par les bits après entrelacement, Cet entreiaceur n'étale donc pas de 
façon adéquate les bits. Ces derniers sont bien trop rapprochés les uns des autres. Ceci a 
pour effet de créer une certaine corrélation entre eux. A l'inverse, à la figure 4.10, 
l'entrelaceur utilise tout t'espace disponible dans le graphe pour étaler les bits de sortie. 
Ce dernier a donc toutes les chances de décorréler les bits. Nous voyons bien que la 
densité des bits est moins importante qu'à la figure 4.9. Toutefois, il est important de 
noter que ce genre de graphe illustre [a puissance de l'entrelaceur de séparer les bits, II ne 
donne en aucun cas la performance des Codes Turbo. Il existe beaucoup de parameires a 
prendre en compte et l'entrelaceur n'en est qu'un. Néanmoins, ce Facteur d'étaiement est 
un excellent moyen de pouvoir interpréter les perfomances de nos simulations. 
Figure 
Position des symboles a rentrée 
4.9 - Un entrelaceur dont le facteur d'étalement est mauvais 
Position des symboles 2i i'entree 
Figure 4.10 - Un enûelaceur dont le facteur d'étalement ea bon 
4.9 Conclusion 
Dms ce chpitre, nous avons donc étudié deux notions très importantes des Codes Turbo. 
Dans un premier temps, [a notion de décodage itératif a été introduite, pour ensuite nous 
concentrer sur le décodeur turbo. Nous avons ainsi pu déterminer que la puissance des 
Codes Turbo provient surtout de l'aspect de décodage itératif. Par la suite, nous avons pu 
nous concentrer sur un des éléments imporiants des Codes Turbo, a savoir I'entrelaceur. 
Ce dernier est un mélangeur de bits qui permet de décorder l'information, vue du 
décodage turbo. Les paramètres des entrelaceurs ont été étudiés. Nous avons ainsi vu la 
notion de délai, celle de mémoire, mais surtout le facteur d'étalement qui sera une notion 
primordiale dans notre étude des entrelaceurs pour les Codes Turbo. Dans notre prochain 
chapitre, nous allons présenter une première sorte d'entrelaceurs, à savoir les entrelaceurs 
pseudo-aléatoires. 
Chapitre 5 - Entrelaceun pseudo-aléatoires 
Les entrelaceurs pseudo-aléatoires sont des algorithmes dont il est impossible de 
connaître le développement à cause de la notion d'aléatoire. Lorsque Les Codes Turbo ont 
été découverts, deux types d'entrelaceurs étaient utilisés, à savoir les entrelaceurs blocs et 
les entrelaceurs pseudo-aléatoires. Ces derniers ont rapidement donné de meilleurs 
résultats que les premiers. Ces meilleurs résultats fiuent, entre autres, justifiés par ce 
caractère aléatoire de I'entrelaceur, capable de mieux répartir l'information extrinsèque 
au décodage. À partir de ces résultats, certains chercheurs ont mis l'accent sur l'aléatoire 
et ont décidé de développer des entrelaceurs meilleurs que les pseudo-aléatoires tout en 
gardant l'aspect de hasard [28]. C'est ainsi que les entrelaceurs symétriques S ont été 
introduits. Ces derniers, nous le venons, donnent de très bons résultats et même souvent 
de meilleurs résultats que les pseudo-aléatoires. Dans ce chapitre, nous allons donc 
introduire les entrelaceurs pseudo-aléatoires pour ensuite nous concentrer sur les 
symétriques S. 
5.1 Les entrelaceurs pseudo-aléatoires 
5.1.1 Principe d'aléatoire 
Le concept d'entrelaceurs pseudo-aléatoires est extrêmement simple. II s'agit tout 
simplement de générer, aléatoirement, une nouvelle séquence d'ordre pour les bits. En 
général, l'aléatoire est crée grâce a une racine car cette notion n'existe pas pour les 
ordinateurs. En fait, il n'existe pas vraiment d'algorithme permettant de créer un aléatoire 
parfait. Par aléatoire parfait, nous entendons un algorithme qui, répété inhiment, ne 
redonnera jamais la même séquence. Monnatiquement, nous devons donc générer un 
algorithme aléatoire grâce à la racine. De façon pratique, pour dé-entrelacer, il s'agira de 
transmettre cette racine ou alors de transmettre une table. Dans tous les cas, Ia génération 
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d'un tel algorithme n'est pas aisée. Néanmoins, comme nous allons le voir, ce type 
d'entrelaceur donne de très bons résultats. 
5.1.2 Résultats 
Dans le chapitre précédent, nous n'avons indus aucun résultats, alors que suite à la 
description du concept des Codes Turbo, il aurait été logique d'en présenter. Néanmoins, 
comme nous avons décidé d'expliquer ces résultats au moyen des entrelaceurs aléatoires, 
nous les présentons maintenant. 
Comme nous l'avons déjà vu, les Codes Turbo sont surtout caractérisés par le taux de 
codage et la longueur de contrainte. Le but de ce paragraphe est de montrer la capacité de 
correction des erreurs des Codes Turbo. Il est important de noter que les simulations sont 
pour un canal AWGN, De surpius, nous n'avons pas utilisé de queue pour la terminaison 
des treillis. Les paramètres des Codes Turbo utilisés varient et sont indiqués en titre sur 
les figures. Toutefois, en ce qui concerne la longueur de contrainte, nous avons utilisé K 
= 3 et K = 5.  Le taux de codage global de ces codes est 1/3 ou 112. L'évaluation des 
performances se fait par le calcul de la probabilité d'erreur par bit (BER) en fonction du 
E a o .  Le nombre d'itérations que nous avons utilisées est égal à 5. Enfin, l'algorithme 
log-MAP a été utilisé, 
5.1.2.1 Codes Turbo Ri = 113 e t  K= 3 
Les figures 5.1 a 5.4 illustrent des Codes Turbo de taux 113. La taille des blocs varie entre 
196 et 3600 symboles. A partir de ces figures, nous pouvons constater que pour des 
faibles rapports signal sur bruit, le probabilité d'erreur s'améliore avec Ia taille du bloc. 
Cette dernière correspond a k taille de i'entrelaceur. L'amélioration constatée est de 
L'ordre de lm,  N étant la taille des blocs. En effet, en prenant la troisième itération, à 1.5 
dB, pour N = 400, nous avons une BER d'environ loJ et pour N = 3600 de 9.105, ce 
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qui nous fiit un rapport d'environ I l ,  qui est du même ordre de grandeur que 3600 / 
400 = 9. Cette affirmation a été démontrée par Benedetto [SI pou les entrelaceurs blocs. 
En effet, ce dernier a démontré que la probabilité d'erreur par bit était bornée par : 
ou h-,, est le poids minimum des bits de parité dans les événements erreur générés par des 
séquences d'information de poids 2. D'aprés cette équation, il apparait alors que le gain 
apporté par l'entrelaceur est inversement proportionnel à la longueur N des blocs. 
Le nombre d'itérations requis décroît quand le rapport signal sur bruit augmente. En 
effet, quelle que soit le figure considérée, pour de larges rapports, trois itérations 
suffisent. Toutefois, pour de plus petits E n o ,  cinq itérations sont nécessaires. 
Le gain entre deux itérations consécutives décruit avec le nombre d'itérations. En effet, si 
nous prenons N = 900, à une BER de lu2, nous constatons que le E& de la première 
itération est d'environ 2.5 dB. Celui de la deuxième est environ de 1.2 dB, la troisième 
0.8 dB, la quatrième 0.7 dB, et la cinquième 0.6 dB, Les gains entre chaque itération sont 
donc respectivement de 1.3 àB, 0.4 dB, 0.1 dB et 0.1 dB. Entre la première et la 
deuxième itération, le gain est donc considérable. Entre la deuxiéme et la troisième, il est 
encore conséquent. Toutefois, les gains suivants ne sont pas importants, Ceci tend donc à 
conclure que les Codes Turbo ont tendance à saturer à plus grand Eflo. Ceci amène aussi 
à penser que dans certains cas, ajouter de la complexité (nombre d'itérations) n'apporte 
pas toujours un bon gain. Dans le cas des Codes Turbo, il faut donc savoir faire un 
compromis entre cornplexitfi et gain. 
Figure 5.1 - BER, R, = 113, K = 3, entrelaceur aléatoire, canal AWGN, N = 196 
1 oo 
R, = 113. K = 3, G = (1,517). Rand. Inter., N = 400 
Figure 5.2 - BER, R, = 113, K = 3, entrelaceur aléatoire, c d  AWGN, N = 400 
Figure 5.3 - BER, R, = 113, K = 3, entrelaceur aléatoire, canal AWGN, N = 900 
Figure 5.4 - BER, R, = 113, K = 3, entrelaceur aléatoire, canal AWGN, N = 3600 
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5.1.2.2 Codes Turbo R, = 112 et K = 3 
A titre de comparaison avec le taux de codage lf3, nous avons inclus les mêmes résultats 
pour un taux de codage moindre, à savoir 112. Une méthode pour obtenir un tel codage 
est de perforer un codeur turbo de taux 1/3. La relation entre la taille de l'entrelaceur et la 
probabilité d'erreur est encore illustrée pour un tel taux. Les remarques que nous avons 
faites sur les itérations sont aussi identiques. La seule différence avec le taux de codage 
113 réside dans les performances. Nous constatons que pour un taux de 112, les 
performances ne sont pas aussi bonnes que pour le taux 113. Ceci est normal étant donné 
que pour un taux 112, nous envoyons moins de bits de parité. Lors du décodage, 
l'information extrinsèque ne sera donc pas aussi performante que si on envoyait deux bits 
de parité. Enfin, nous remarquons aussi que la perte par rapport au taux 113 décroît quand 
E O o  croit. 
O 0.5 I 1.5 2 2 5  3 
E, 1 No(&) 
Figure 5.5 -BER, R, = 1f2, K = 3, entrelaceur aléatoire, canai AWGN, N = 196 
E, 1 W d W  
Figure 5.6 - BER, Rr = la, K = 3, entrelaceur aléatoire, canal AWGN, N = 400 
1 o0 
R, = 11 2, K = 3,G = (1,5/7), Rand. Inter., N = 900 
Figure 5.7 - BER, & = 112, K = 3, entrelaceur aléatoire, canal AWGN, N = 900 
Figure 5.8 - BER, R, = 112, K = 3, entrelaceur aléatoire, canal AWGN, N = 3600 
5.1 J.3 Codcs Turbo K = 5 
Maintenant que nous avons compare deux taux de codage différents pour les Codes 
Turbo, il est bon de constater l'influence de la longueur de contrainte sur tes 
performances. Nous avons donc changé cette contrainte et avons pris K = 5. Pour un taux 
de codage 113, pour de faibles rapports signal sur bruit, il semble que la longueur K = 5 
n'apporte pas grand chose de plus que K = 3. Aucun gain n'est constaté. Cela n'est donc 
pas nécessaire de compliquer le processus de codage. Toutefois, nous notons un certain 
gain pour de plus grands rapports. Les mêmes remarques qu'aux deux paragraphes 
précédents sont encore valables. 
Figure 5.9 - BER, R, = 1/3, K = 5, entrelaceur aiéatoire, canal AWGN, N = 900 
Figure 5.10 - BER, Rt = 112, K = 5, entrelaceur aléatoire, canal AWGN, N = 900 
5.2 Les entrelaceurs symétriques S [28] 
5.2.1 Les entrelaceurs symétriques 
Le désavantage de la plupart des entrelaceurs réside dans le fait que nous avons besoin 
d'une séquence d'entrelacement et d'une autre inverse au processus d'entrelacement En 
effet, comme ces séquences sont différentes, des tables d'allocation disjointes sont 
nécessaires. Ceci requiert, entre autres, plus de mémoire que si nous pouvions faire en 
sorte que ces deux processus soient réduits a un. Néanmoins, ce problème peut être résolu 
de façon assez simple. En effet, nous pouvons imaginer un processus de mélange qui 
serait identique à l'entrelacement et au dé-entrelacement. Ceci peut être effectué en 
utilisant une opération de symétrie. 
Un entrelaceur symétrique échange la position de deux bits entre eux. Ceci veut dire que 
si le bit 9 après entrelacement se retrouve à la position 5, alors obligatoirement, le bit 5 se 
retrouvera à la position 9. Nous avons illustré un entrelaceur symétrique à la figure 5-12. 
Nous avons également, a titre de comparaison, illustré un entrelaceur non symétrique. 
Les séquences d'entrelacement et de dé-entrelacement sont indiquées. Nous constatons, 
dans le cas de l'entrelacement symétrique, que ces deux séquences sont identiques. 
Entrelacement 
Wenûelacement 
Figure 5.1 1 - Un processus d'entrelacement syrnéîrique 
Entrelacement 
Deentrelacement 
Figure 5.12 - Un processus d'entrelacement non symétrique 
5.2.2 Les entrelrceurs symétriques S 
Cet aspect de symétrie est fort intéressant. Toutefois, en utilisant ceci, nous perdons un 
peu de la propriété d'aléatoire requise pour le décodage turbo de façon à décorréler les 
informations transmises entre les décodeurs. Une idée intéressante serait alors d'imposer 
cet aléatoire dans un algorithme d'entrelacement symétrique. Une contrainte 
supplémentaire est ensuite d'ajouter à cet algorithme un aspect de distauce, U s'agit de 
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forcer les bits entrelacés d'être distants de leurs bits voisins d'origine. Par exemple, 
nous pourrons implanter un algorithme d'entrelacement symétrique de longueur N = 196 
avec une distance de 3, La distance de cet entrelaceu est un paramètre important et il est 
noté S. L'aigorithme consiste alors à générer deux bits aléatoires, de vérifier qu'ils sont 
bien distants de S et de les permuter pour obtenir la symétrie. L'algorithme 
d'entrelacement symétrique S est alors : 
1. Générer un tableau de longueur N; 
2. Générer deux nombres au hasard qui n'ont pas éE au préalable insérés dans le 
tableau; 
3. Si la distance entre ces deux nombres est infërieure à S, retourner à l'étape 2; 
4. Si la distance entre ces deux nombres et les S nombres précedents ou suivants 
dans le tableau est inférieure j; S, retourner à l'étape 2, sinon, interchanger ces 
deux nombres; 
5,  Si le tableau n'est pas plein, retourner à l'étape 2; 
6. Si le tableau est complet, alors, arrêter, sinon, retourner à l'étape 1. 
Cet algorithme est illustré à la figure 5.1 3. Il est important de noter qu'un tel algorithme 
peut s'avérer très complexe si la distance est grande, De plus, il est évident qu'il existe 
une séparation maximale possible pour un N donné. Par exemple, il est impossible de 
générer un tel algorithme avec N = 196 et S = 50. 




1 GenBrer 2 nombres 1 v n o n q  a; as hasard,qui d ns le tableau ne sonp- 
nombres et k s  S 
prBc6dents ou suivants 
dans le tableau est 
I Echanger les nombres 
Figure 5.13 -Algocithme de i'entrelaceur symétrique S 
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5.2.3 Résultats 
Nous avons effectué des simulations pour évaiuer la qualité de l'entrelaceur symétrique 
S. Nous avons simulé un codeur turbo de taux global 1/3, de longueur de contrainte 3, 
dans un canal AWGN. L'entrelaceur symétrique S possède deux paramètres variables. 
Tout comme tout entrelaceur, sa Iongueur peut varier. Le paramètre S peut également lui 
ch'mger. Nous avons donc effectué nos simulations pour des longueurs d'entrelaceurs 
entre 196 bits et 900 bits. Quant au paramètre S, plus la longueur de I'entrelaceur est 
élevée, plus nous pouvons l'augmenter. Nous allons, dans ce paragraphe, présenter nos 
résultats. 
5.2.3.1 Entrelaceurs de longueur 196 bits 
Pour ce type d'entrelaceur, le domaine d'ensemble des S possibles est assez restreint. 
Nous avons été capables de simuler jusqu'a S = 10. De surplus. pour S = 10, l'algorithme 
que nous avons programmé a mis un temps important à développer la séquence 
d'entrelacement. Nous présentons deux résultats de simulations aux figures 5.14 et 5.15. 
Globalement, les performances de ce type d'entrelaceur sont excellentes, même pour de 
petits blocs comme 196 bits. Ces performances seront à comparer aux autres types 
d'entrelaceurs plus classiques et moins complexes pour des petits blocs. Nous verrons 
alors s'il est intéressant de payer le prix de la complexité. En effet, plus S est grand, plus 
l'algorithme de cet entrelaceur est complexe. En comparant rapidement avec l'entrelacew 
aléatoire, a la troisième itération, pour une BER de 10" à la figure 5.1, nous obtenons un 
E D O  de 2.5 dB. Pour le symétrique S = 3, nous obtenons déjà 2.4 dB, ce qui nous 
procure un gain de 0.1 dB, rien qu'en forçant une séparation minime. Quant à la 
séparation S = 7, nous obtenons 2.1 dB environ, ce qui procure un gain de 0.4 dB. Nous 
le voyons donc, une certaine amélioration est apportée avec cet entrelaceur, Notons que 
84 
ces gains sont obtenus pour des petits blocs. Nous verrons, par la suite, les gains de 
blocs plus importants. 
Nous notons un bon gain entre les différentes itérations. Ceci est principalement dû au 
fait que cet algorithme est un dérivé de L'entrelacement aléatoire. Il est donc normal de 
noter le même comportement. Toutefois, dans le cas de l'entrelacement aléatoire, nous 
avons noté que les Codes Turbo tendaient à saturer au-delà d'une certaine valeur de 
E D O .  ii semblerait, en regardant les figures 5.14 et 5.15 que ce ne soit pas le cas pour les 
entrelaceurs symétriques S. 
Nous observons un très bon gain de la première à la troisième itération, tout comme pour 
le cas de l'entrelaceur aléatoire. Toutefois, à partir de la troisième itération, le gain 
observé est encore plus minime que dans le cas de l'entrelacement aléatoire. Pour une 
BER de IO", le gain entre la deuxième et la troisième itération est d'environ 0.5 dB pour 
S = 7. Il n'est alors plus que de 0.1 dB entre la troisième et la quatrième. Ceci tend donc à 
confirmer que l'aspect de symétrie ainsi que la séparation imposée apportent une nette 
amélioration pour un petit nombre d'itérations, La complexité que nous ajoutons dans 
l'algorithme nous permet donc de diminuer le nombre d'itérations pour avoir les mêmes 
résultats. 
En comparant les performances pour S = 3 et S = 7, il vient qu'elles sont bien meilleures 
pour un paramètre de 7. Aux figures 5.16 et 5-17, nous avons tracé la courbe du facteur 
d'étalement de ces deux entrelaceurs. Nous observons que l'entrelaceur S = 7 possède un 
étaiement plus important que le S = 3- Ceci est logique étant donné que nous avons 
imposé une distance de 7 au lieu de 3. En effet, à la figure 5.16, pour S = 3, nous 
constatons que de nombreux bits sont proches les uns des autres. Ces derniers seront alors 
plus ou moins corrélés entre eux. Ceci tend donc a conclure que plus S augmente, 
meilieures sont les performances. Toutefois, nous verrons dans le prochain paragraphe 
que ce n'est pas toujours le cas. En fait, il existe une limite pour le facteur S en ce qui 
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concerne les performances, Il est à noter que nous aurions pu avoir les mêmes 
performances pour le cas S = 3. En effet, selon l'algorithme, il est tout à fait possible 
qu'en obligeant une séparation de 3, nous nous retrouvions avec une séparation de 7. 
Toutefois, la probabilité que ceci soit le cas est faible. 
Figure 5.14 - BER, Ri = 113, K = 3, ent. symétrique (3), canal AWGN, N = 196 
Figure 5.15 -BER, R, = 1/3, K = 3,  ent. symétrique (7), canal AWGN. N = 196 
Position des symboles a L'entrée 
Figure 5.16 - Facteur d'étalement, entrelaceur symétrique S = 3, N = 196 
20 40 60 80 100 120 140 160 180 
Position des symboles a rentrée 
Figure 5.17 - Facteur d'étalement, entrelaceur symétrique S = 7, N = 196 
5.2.3.2 Entrelaceurs de longueur 400 bits 
Nous venons donc de voir que les perfomances dans le cas de 196 bits semblent 
excellentes. II est donc prévisible qu'elles le seront également pour des longueurs 
supérieures. Nous avons donc effectué des simulations pour N = 400. Dans ce cas, 
l'ensemble des S possibles est plus important. Nous avons simulé jusqu'a S = 14. Nous 
présentons deux simulations aux figures 5.18 et 5.19. 
En comparant avec l'entrelacement aléatoire pour 400 bits, nous avons, toujours pour la 
troisième itération a 2.5 dB un gain a 104 un gain de 0.2 dB pour S = 3 et de 0.4 d8 pour 
S = 10 par rapport à l'entrelacement aléatoire. L'entrelacement symétrique S est donc 
meilleur pour N = 400 encore. Notons que pour cette longueur, le meilleur entrelacement 
s'effectue pour S = 10. 
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Nous notons toujours un bon gain entre les différentes itérations. Les Codes Turbo 
semblent encore ne pas saturer dans ce cas. Les gains entre chaque itération sont encore 
importants jusqu'à la troisième. Ensuite, nous avons des gains minimes. 
En comparant les performances pour S = 3 et S = 10, il apparaît qu'elles sont bien 
meilleures pour un paramètre de 10. Aux figures 5.18 et 5.19, nous avons encore tracé la 
courbe du facteur d'étalement de ces deux entrelaceurs. Encore une fois, nous observons 
une nette amélioration pour un S important. 
E, 1 No(dB) 
Figure 5.18 - BER, R, = 113, K = 3, ent. symétrique (3), canal AWGN, N = 400 
Figure 5.19 - BER, R, = 113, K = 3, ent. symétrique (1 O), canal AWGN, N = 400 
Position des symboles a rentrée 
Figure 5.20 - Facteur d'étalement, entrelaceur symétrique S = 3, N = 400 
Position des symboles A rentrée 
Figure 5.21 - Facteur d'étalement, entrelaceur symétrique S = 10, N = 400 
5.2.3.2 Entreloceurs de longueur 900 bits 
La mime étude a été effectuée pour des tailles de bloc de 900 bits. Les mêmes 
conclusions ressortent des tigures 5.22, 5.23, 5.24 et 5.25. Cette fois, nous avons été 
capables de simuler jusqu'à S = 18. Il est à noter une certaine différence entre le cas S = 3 
et le cas S = 15. En effet, alors que le premier tend à montrer une saturation à la troisième 
itération, le deuxième montre que pour un S = 15, nous pouvons obtenir un gain jusqu'a 
la cinquième itération. Cet entrelaceur est donc capable de corriger très bien les erreurs i 
mesure que la taille des blocs augmente. 
Enfin, les figures 5.24 et 5.25 montrent la différence des facteurs d'étaiement pour les cas 
S = 3 et S = 15. Alors que la première figure montre quelques zones de forte densité., il en 
est tout autrement pour la deuxième. Le facteur d'étalement du cas S = 15 est vraiment 
très bon et offie une excellente décorrélation entre les bits. 
Figure 5.22 - BER, R, = 113, K = 3, ent. symétrique (31, canal AWGN, N = 900 
Figure 5.23 -BER, R, = 1/3, K = 3, ent. symétrique (15), canal AWGN, N = 900 
Position des symboles à l'entrée 
Figure 5.25 - Facteur d'étalement, entrelaceur symétrique S = 15, N = 900 
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5.2.3.3 Influence du paramètre S 
Nous avons mené une petite étude pour ce qui est de L'influence du paramètre S sur les 
performances des Codes Turbo. Aux figures 5.27, 5.28 et 5.29 se trouvent trois 
graphiques de comparaison des performances des Codes Turbo en fonction du facteur S à 
2.5 dB pour les itérations deux à quatre. 
Il ressort un comportement général de ces entrelaceurs. En effet, nous observons un 
comportement en " U  pour chaque cas. Les performances s'améliorent jusqu'a unc 
certaine valeur de S et tendent à ne plus apporter de gain. Il s'avère même qu'après cette 
valeur de S, les performances sont réduites. Ceci tend donc à montrer qu'il existe une 
valeur de S donnée pour laquelle les performances sont les meilleures. Ceci est observé 
pour toutes les itérations étudiées. De plus, pour toutes les itérations, le valeur idéale de S 
est la même. Une justification de cette observation serait qu'a partir d'un certain S, la 
séparation apportée en plus par tous les S supérieures n'améliore pas la décorrélation. 
Nous observons respectivement les valeurs optimales de S comme étant 7 pour 196 bits, 
10 pour 400 bits et 15 pour 900 bits. Nous pouvons alors émettre la conclusion que les 
entrelaceurs symétriques S donnent les meilleures performances pour S = 
10" 
.R, = 113,K =3,G = (1,5/7),Sym.Intcrl.,N = 196, EbMO =2.5dB 
Figure 5.26 - Comparaison des entrelaceurs symétriques, N = l96,2.5 dB 
Figure 5.27 - Comparaison des entrelaceurs symétriques, N = 400,2,5 dB 
Figure 5.28 
4 6 8 10 t2  14 16 18 
S 
- Comparaison des entrelaceurs symétriques, N = 900,2.5 dB 
5.2.3.4 Délai 
Nous allons terminer notre étude des entrelaceurs symétriques S par une évaluation en 
terme d'itdrations du délai induit par la génération d'un tel algorithme. Nous sommes sûrs 
qu'augmenter S implique un délai plus important, mais jusqu'à maintenant, nous n'avons 
pas évalué ce délai. Nous avons donc, lors de nos simulations, calculé le nombre 
d'itérations nécessaires et avons tracé les graphes du nombre d'itérations en fonction de S 
aux figures 5.29, 5.30 et 5.31. De ces trois figures, nous observons immédiatement que 
ces courbes sont des exponentieiles, Plus nous augmentons S, plus grand est le nombre 
d'itérations. Nous nous attendions à ce rédtat étant donné que plus S augmente, pIus 
nous approchons de la limite possible pour la génération de l'algorithme. 
Ces graphiques apportent des renseignements très intéressants pour le choix du facteur S.  
O 
En effet, grâce à ces derniers, nous sommes capables d'évaluer le temps que cela va nous 
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prendre pour générer l'algorithme. Nous sommes surtout capables de voir la limite en 
terme de délai de cet entrelaceur. Ainsi, pour N = 196, nous voyons qu'il n'est pas 
nécessaire d'alter au-delà de S = 7. Ainsi, un bon choix pour 196 bits serait de prendre S 
= 7. De même, pour N = 400, nous observons que le meilleur choix, en terme de délai 
raisonnable est S = 10. Enfin, pour N = 900, le meilleur S est 15. Il est fort intéressant de 
noter que ces limites correspondent exactement aux meilleures performances que nous 
avons obtenues. 
Nombre d'itérations nécessaires pour N = 196 
Figure 5.29 -Nombre d'itérations en fonction de S pourN = 196 
Nombre d'itérations nécessaires pour N = 400 
Figure 5.30 - Nombre d'itérations en fonction de S pour N = 400 
Nombre d'ithtions nécessaires pour N = 900 
--A - 
Figure 5.31 - Nombre d'itérations en fonction de S pour N = 900 
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Chapitre 6 - Entrelaceurs blocs et convolutionnels 
Nous allons maintenant continuer notre étude des pehrmances des entrelaceurs avec des 
systèmes plus classiques. L'intérêt va maintenant être porté sur la simplicité. En effet, 
même si le besoin de bonnes performances est nécessaire, il n'en va pas moins que 
souvent, nous n'avons pas besoin d'excellentes performances, mais plutôt de simplicité et 
rapidité. 
Nous allons donc nous intéresser aux entrelaceurs blocs dans un premier temps. Ces 
derniers font l'objet de beaucoup de recherches et offrent une excellente simplicité. Nous 
étudierons les performances de ces derniers. Par la suite, nous introduirons les 
entrelaceurs convolutionnels qui ne sont pas plus complexes que les entrelaceurs blocs, 
mais qui ont le désavantage d'induire des délais à la transmission de l'information. 
6.1 Les entrelaceurs blocs 
6.1.1 Principe 
Les entrelaceurs blocs sont des systèmes très simples. Ils font partie de ce qu'on appelle 
les entrelaceurs déterministes, à savoir que nous connaissons à l'avance la position d'un 
bit après entrelacement. Quelle que soit la longueur de bloc utilisée, pour générer un 
entrelaceur bloc, il suffit d'écrire les bits d'entrée dans une matrice, par exemple ligne par 
ligne. La lecture des bits entrelacés se fait alors colonne par colonne. Il existe de 
nombreuses façons de générer un tel entrelaceur. Par exemple, nous pourrions écrire la 
matrice d'entrée Ligne par ligne de droite à gauche et lire colonne par colonne de haut en 
bas. Toutefois, les performances de ces entrelaceurs ne dépendent pas de la procédure de 
lecture. Nous avons utilisé la méthode classique d'écriture ligne par ligne de gauche a 
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droite et d'écriture colonne par colonne de haut en bas. Un entrelaceur bloc est illustré 
à la figure 6.1. A la figure 6.2, nous avons également illustré le processus 
d'entrelacement bloc. Avec la nomenclature que nous avons prise, deux bits consécutifs à 
l'entrée seront séparés du nombre de lignes. Ainsi, a la figure 6.2, nous voyons que les 
bits i et 2 sont séparés de 4 bits, ce qui correspond aux nombres de lignes de fa matrice 
d'entrelacement. II serait donc judicieux de prendre un nombre important de lignes pour 
la matrice d'entrelacement. Toutefois, il faut prendre en compte le fait que le nombre de 
colonnes doit aussi être important, sinon, l'entrelacement ne serait pas judicieux. 
Entrelacement bloc D6sntrelacement bloc 
Figure 6.1 - Entrelacement bloc 
LOO 
Figure 6.2 - Processus d'entrelacement bloc 
6.1.2 Résultats 
Nous avons eff'ectué des simulations pour évaluer Ia qualité de I'entrelaceur bloc. Nous 
avons simulé un codeur turbo de taux global 1/3, de longueur de contrainte K = 3, dans 
un canal AWGN. Nous rivons effectué nos simulations pour des longueurs d'entrelaceurs 
entre 196 bits et 900 bits. Nous dons, dans ce paragraphe, présenter nos résultats. 
6.1.2.1 Entrelaceurs de longueur 196 bits 
ii s'agit ici d'un nombre peu élevé de bits. Comme nous pouvons le constater à la figure 
6.4, le facteur d'étalement d'un tel entrdaceur semble bon, Les bits après entrelacement 
sont bien répartis. ii en ressort une bonne performance de ces entrelaceus. Il est à noter 
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que l'entrelaceur bloc est très simple. Cette information sera à prendre en compte lors 
de la comparaison des entrelacews. 
Comme nous l'avons déjà noté, le gain entre les différentes itérations est excellent entre 
la première et la deuxième itération, puis entre la deuxième et la troisième. Toutefois, ce 
gain est très restreint quand on passe aux itérations suivantes. Nous observons aussi ici 
une certaine saturation des Codes Turbo. Ce type d'entrelacement tend donc, comme tous 
ceux que nous avons VUS jusqu'à maintenant a ne plus pouvoir apporter de gain au 
décodage. Globalement, ce type d'entrelaceur apporte une bonne performance pour de 
petites tailles de blocs. Nous allons maintenant voir s'il en est de même pour de plus 
grandes tailles de blocs. 
1 o0 
R, = 11 3, K = 3, G = (1,5/7), Block Interl., N = 196 I 
Figure 6.3 - BER, R, = 113, K = 3, enirelaceur bloc, canal AWGN, N = 196 
Position des symboles B l'entrée 
Figure 6.4 - Facteur d'étalement, entrelaceur bloc, N = 196 
6.1.2.2 En trelaccurs de longueur 400 bits 
Nous nous sommes donc maintenant intéressés à un nombre de bits plus élevés, à savoir 
400. En observant k facteur d'étalement d'un entrelaceur bloc de 400 bits. nous pouvons 
conclure qu'il est a ssa  bon. Maintenant, nous remarquons que ce tàcteur est uniforme et 
que la distance après entrelacement est constante. 11 devrait en résulter une très bonne 
performance. Il n'en est malheureusmunt pas le cas. En effet, si nous regardons la figure 
6.5, nous notons que les pafozmiinces sont bonnes mais semblent saturer rapidement. Ce 
type d'entrelacement semble donner de bonnes pe~omances pour un petit nombre 
d'itérations. Nous voyons que dès la deuxième itération, nous obtenons des performances 
semblables à la quatrième ou cinquième itération. Ce genre d'entrelaceur n'est donc pas 
intéressant pour des simulations à de nombreuses itérations. II semblerait donc que 
l'entrelaceur bloc soit excellent pour de petits blocs et ne soit plus très intéressant lorsque 
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nous augmentons la taiile des blocs. Nous venons si cette affirmation est vraie dans le 
prochain paragraphe lors de la présentation des résultats pour des blocs de 900 bits. 
En ce qui concerne le gain entre les différentes itérations, il n'est pas très bon. En effet, 
dès la deuxième itération, nous obtenons des performances similaires aux itérations 
supérieures pour des rapports signal sur bruit élevés. Toutefois, pour des rapports où le 
bruit est important, utiliser un plus grand nombre d'itérations semble intéressant. Le gain 
a 10" entre la deuxième et la troisième itération est d'environ 0.3 dB, alors qu'il est 
d'environ 0.5 dB à 10". Globalement, ce type d'entrelaceur est bon pour des tailles de 
bloc de 400 bits, mais non pour un petit nombre d'itérations, étant donnée la saturation 
rapide des Codes Turbo. Nous allons maintenant nous intéresser à des tailles de bloc de 
900 bits. 
1 o0 
R, = 113, K = 3, G = (1,517). Block InrerL, N = 400 
Figure 6.5 - BER, Rt = 113, K = 3, entrelaceur bloc, canal AWGN, N = 400 
Figure 6.6 - Facteur d'étalement, entrelaceur bloc, N = 400 
6.1.2.2 Entrelaceurs de longueur 900 bits 
Pour une telle taille de blocs, en observant le facteur d'étaiement à la figure 6.8, il semble 
que plus le nombre de bits augmente, moins Ic facteur d'étalement semble bon. Alors que 
pour des tailles de 196 et 400 bits, ce paramètre semblait bien répartir les bits après 
entrelacement, il ne semble plus être de même pour 900 bits. L'uniformité de la 
répartition après entrelacement qui caracthise cet entrelaceur semble donc jouer en sa 
défaveur pour de grandes tailles de bloc. En effet, plus on augmente la taille, moins cet 
entrelaceur semble être capable de deconéler l'information. A 900 bits, la place pour la 
répartition des bits est plus importante que pour de plus petites tailles de bloc. Un 
entrelaceur déterministe qui prodétermine les places des bits après entrelacement 
n'utilisera donc pu de fagon adéquate cet espace pour du fiBs de décorrélation. 
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Ceci se reflète sur les performances à la figure 6.7. Nous observons qu'il n'est pas 
nécessaire d'utiliser un grand nombre d'itérations étant donné que les itérations trois, 
quatre et cinq donnent les mêmes performances. Nous remarquons également que, 
comme pour 400 bits, le gain entre la deuxième et la troisième itération est mince, et il est 
encore moins important que pour le cas de 400 bits. Ce type d'entrelaceur sature donc 
encore plus rapidement pour de grandes tailles de blocs, ce qui peut s'avérer inintéressant 
dans le cas de transmissions par satellites. Toutefois, nous avons vu que pour de petites 
tailles de bloc, les performances sont intéressantes pour une complexité moindre. Les 
entrelaceurs déterministes semblent donc bons pour de petites tailles de bloc. Nous allons 
maintenant tenter de confirmer ceci en étudiant un deuxième type d'entrelaceur 
déterministe, à savoir les entrelaceurs convolutionnels. 
1 1.5 2 2 5  3 3.5 
E, 1 N,(W 
Figure 6.7 -BER, R, = 113, K = 3, entrelaceur bloc, canal AWGN, N = 900 
Position des symboles entrelacés 
1 O7 
aura un décalage de 3 le long de la ligne. A la sortie, un autre commutateur permet la 
lecture des bits. Nous observons que le premier bit sera lu dès le départ. Une fois ce bit 
tu, l'interrupteur passe à la seconde ligne. Normalement, le bit de sortie devrait être le 
deuxierne transmis. Néanmoins, il faut prendre en compte le délai, Ce dernier implique 
qu'aucun bit ne sera lu à cet instant. Étant donné qu'il y a des dklais sur chacune des 
lignes, le deuxième bit lu à la sortie sera le deuxième bit qui a été introduit sur la 
première ligne. II s'agit donc du (m+if"' bit car il y a m lignes. Ce n'est qu'à la deuxième 
itération de l'interrupteur qu'un bit de la deuxième ligne est lu. Ceci peut se généraliser: 
un bit de la itm ligne sera lu, pour la première fois, au i'"" passage de l'interrupteur. 
h..X,, X.6,X.9, X4,X,, X - z 3  X ~ $ 9 X s 9  Xs, X?, X.~ ,  X 1 2 9  Xg,.+* 
Figure 6.9 - Processus d'entreiacement convolutionnel (m = 4, D = 1 bit) 
Notons un délai par le symbole *. L'entrelacement convolutionnel peut alors être vu 
comme une mairice, dans la laquelle les bits d'entrée sont introduits ligne par ligne. Ceci 
est représenté a la figure 6.10. A titre de représentation, nous avons utilisé un bloc de 20 
bits entrelacés avec les paramètres m = 4 et D = 1. 
Figure 6.10 - Matrice de l'entrelaçement convoluti~nnel m = 4, D = 1 
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La séquence de sortie est alors obtenue en Lisant les bits colonne par colonne: 
Figure 6.1 1 - Séquence de sortie de l'entrelacement convolutio~el m = 4, D = 1 
Nous constatons, à l'aide de la figure 6.10, que le mélange des bits se fsiit de façon 
hélicoïdale si on ne prend pas en compte les délais, En ce qui concerne, la séparation des 
bits après entrelacement, la distance minimale entre deux bits consécutifs après 
entrelacement est au moins ml étant donné qu'il y a m lignes. Ceci est en général valable 
pour tout D. En effet, illustrons ceci en comparant les séquences de sortie pour le même 
entrelaceur de la tigure 1, mais avec D = 1 et D = 2. La figure 6. I l  illustre la sortie pour 
D = 1. La matrice d'entrelacement pour D = 2 est indiquée à ia figure 6.12. Quant à la 
séquence de sortie pour D = 2, elle est illustrée à la figure 6.13. 
Figure .2 - Matrice de l'entrelacement convolutionnel m 
Figure 6.13 - Séquence de sortie de l'entrelacement convolutio~el m = 4, D = 2 
Grâce à la tigure 6.13, nous constatons que la séparation entre les bits pour D = 2 est 
meilleure que pour D = 1, c'est-à-dire 9 au lieu de 5. En effet, la séparation après 
entrelacement entre le bit 1 1 et le bit 12 est bien 9 par exemple. Nous avons donc gagné 
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en terme de séparation. Ceci se généralise évidemment: plus D est grand, meilleur est 
le spectre des séparations. Toutefois, il faut bien comprendre que plus D augmente, plus 
longue sera la durée de l'encodage. En terne de délais, nous en avons introduit deux fois 
plus pour le cas D = 2. En effet, pour D = 1, nous pouvons calculer 12 délais introduits, 
alors que pour D = 2, il en faut 24 pour générer la matrice. Ce gain en terme de séparation 
s'accompagne donc d'un délai plus important. Il faudra donc bien prendre en compte ces 
paramètres lors du choix d'un entrelaceur convolutio~el. 
6.2.2 Résultats 
Nous avons effectué des simulations pour évaluer la qualité de l'entrelaceur 
convolutio~el. Nous avons simule un codeur turbo de taux global 113, de longueur de 
contrainte 3, dans un canal AWGN. Nous avons effectué nos simulations pour des 
longueurs d'entrelaceurs entre 196 bits et 900 bits. Nous allons, dans cc paragraphe, 
présenter nos résultats. 
6.2.2.1 Eatrelaceurs de longueur 196 bits 
6.2.2.1.1 Variation des paramètres m et D 
Comme nous avons vu au paragraphe précédent, un entrelaceur convolutio~el est 
caractérisé par deux paramètres, à savoir m le nombre de lignes de l'entrelaceur et D Ie 
nombre de délais. il s'ensuit donc que les performances de cet entrelaceur vont varier en 
fonction de ces paramètres. Une méthode intéressante à utiliser pour L'étude des 
performances de cet entrelaceur pour les Codes Turbo est donc de faire varier ces deux 
paramètres indépendamment I'un de i'autre. Notre étude commence donc avec un 
graphique illustrant l'évolution des performances de l'entrelaceur convolutionnel en 
variant m et D. A la figure 6.14 se trouve un graphique de cette évolution. Nous avons 
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pris les résultats que nous avons obtenus à 2.5 dB et pour la quatrième itération. Nous 
avons fait varier le nombre de lignes de 4 à 30 et le nombre de délais par bloc D de 1 à 4. 
Ce graphe va nous permettre de déterminer la meilleure combinaison possible pour un tel 
entrelaceur. Nous observons que plus D augmente, meilleures sont les performances en 
général. Toutefois, nous notons également que plus nous augmentons le nombre de lignes 
m, moins cela s'avère intéressant. En effet, par exemple, pour m = 25, nous observons les 
mêmes performances que ce soit pour D =2, D = 3 ou D = 4. Donc, pour un tel nombre de 
lignes, il ne s'avère pas judicieux d'augmenter le nombre de délais étant donné que ceci 
ajoute de la complexité sans améliorer les performances. 
La variation du nombre de lignes donne une courbe en "U" et nous pouvions nous 
attendre à ceci. En effet, le nombre de bits par bloc que nous avons pris est 196. Pour un 
petit nombre de lignes, nous avons donc un grand nombre de colonnes et l'entrelacement 
n'est pas efficace. De même, pour un grand nombre de lignes, nous avons un petit 
nombre de colonnes, nous donnant ainsi un aspect symétrique à cet entrelacement. Les 
meilleures performances sont obtenues pour m = 17. De surplus, nous observons que la 
meilleure combinaison est (1 7,4). 
Néanmoins, nous pouvons nous demander si le gain en performances justifie d'aller 
jusqu'à D = 4. Autant le passage entre D = 1 et D = 2 est intéressant, autant il n'en est 
peut-être pas de même pour les autres. Ce passage entre D = 1 et D = 2 nous donne une 
forte amélioration dans la performance vu que nous passons de 5 . 1 0 ~  à 9.10'~. Par la 
suite, nous ne gagnons pas autant. Passer de D = 2 à D = 3 améliore la performance de 
9.10-' à 8-10", gain très minime par rapport au précédent. Enfin, nous ne notons aucun 
gain n'est observé entre D = 3 et D = 4, il s'agit même d'une perte de performances. Ceci 
nous amène donc à conclure qu'à partir d'un ceriain D, plus aucun gain n'est observé. 
Dans ce cas, ii s'agit de D = 3. Il est donc judicieux de ne pas augmenter la complexité 
inadéquatement. 
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Nous sommes certains maintenant que la meilleure combinaison est (17,3) ou (17,4). 
Toutefois, si à 2.5 dB, nous recherchons une BER de 104, nous avons quatre possibilités 
à l'aide de ce graphique. Nous pouvons utiliser soit (17,1), soit (9,2), soit (7,3), ou encore 
(6,4). Dans ce cas, il serait plus judicieux de prendre le premier cas à cause du délai 
induit restreint. Toutefois, il se peut que nous ne puissions remplir nos exigences avec 
D = 1. Ceci serait le cas si nous recherchions une BER meilleure que IO? Dans ce cas, 
nous nous rabattrions sur D = 2. Nous voyons donc que ce genre de graphe peut s'avérer 
très utile dans le choix de notre combinaison de lignes et de délais. II suffit de tracer le 
bon graphe au bon rapport signal sur bruit et à la borne itération. Finalement, nous 
aurions pu effectuer des simulations impliquant des délais supérieurs à 4. Toutefois, nous 
nous sommes arrêtés à 4 car le but de ce paragraphe est de montrer l'évolution des 
performances. De surplus, nous avons vu qu'à partir de D = 3, nous ne gagnions plus 
grand chose en performances. 
Figure 6.14 - BER de l'entrelaceur convolutionnel en fonction de m et D pour N = 196 
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6.2.2.1.2 Évaluation des entrelaceun convolutionnels de longueur 196 bits 
Nous venons de voir qu'il existe une combinaison idéale pour ce type d'entrelaceur. Nous 
allons maintenant tenter de justifier ce comportement. Aux figures 6.15, 6-16, 6.17 et 
6.18, nous avons tracé les facteurs d'étalement de quatre entrelaceurs convolutionnels de 
196 bits. Progressivement, nous avons augmenté le nombre de lignes et le nombre de 
délais. 
La première figure illustre un cas extrême, à savoir (10,l). Nous avons pris ce cas pour 
montrer que les bits entrelacés ne sont pas bien répartis, ce qui est le cas. Le passage à la 
prochaine figure illustre le meilleur cas pour D = 1, à savoir 17 lignes. Nous notons tout 
de suite une meilleure répartition, mais nous observons encore des zones inutilisées. Ceci 
implique donc qu'il y a sujet à amélioration. Nous avons déjà admis que la meilleure 
combinaison pour D = 1 est m = 17. Ainsi, si nous voulons améliorer les performances, il 
va falloir passer à un D supérieur. Nous avons décidé de prendre D = 4 pour illustrer la 
dif'fërence. 
Pour m = 17 et D = 4, à la figure 6.17, nous notons une bonne répartition des bits. Ceci 
confirme le bon comportement de cet entrelaceur pour cette combinaison. Enfin, nous 
avons illustre i la figure 6.1 8 l'effet d'un m trop grand. Utiliser un m trop éIeve entraîne 
une répartition trop dense des bits et implique une mauvaise performance. 
Finalement, à la figure 6.19, nous avons tracé la courbe des performances des Codes 
Turbo de I'entrelaceur (17,4) qui nous est apparu comme ie meilleur. Ce type 
d'entrelaceur a un comportement très personnel. En effet, nous notons un bon gain enm 
ta première et la deuxième itération ainsi qu'entre les deux itkitions subséquentes. 
Toutefois, à partir de l'itération numéro trois, nous obtenons les mêmes performances. Ii 
est donc évident qu'il est inutile d'aller au-delà de la troisième itération- Globalement, ce 
type d'entrelaceur ne possède pas de ~ o M ~ S  performances, mais pour s'en persuader, il 
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faudra le fsire en effectuant la comparaison avec les autres entrelacews, ce qui fera 
l'objet de wtre dernier chapitre. 
Maintenant que nous avons effectué l'étude pour des blocs de 196 bits, nous allons nous 
intéresser à des longueurs de blocs plus importantes pour voir si ce type d'entrelaceur 
possède Lin meilleur comportement. 
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Figure 634 - Facteur d'&alement, entrelacew convolutionnel(30,4), N = 196 
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Figun 6.19 - BER, Rt = 1B. K = 3, ent. convofutionneI(17,4), cmd AWGN, N = 196 
6.2.2.2 Entrelaceun de longueur 400 bits 
6.2.2.2.1 Variation des paramétres m et D 
Nous avons effectué la même étude que pour des blocs de 196 bits. Nous avons tracé le 
même type de courbes et nous en sommes arrivés aux même conclusions. En effet, nous 
observons toujours le comportement en "ü". Toutefois, cette fois, la meilleure 
combinaison est différente. En effet, à la figure 6.20, nous observons que le nombre de 
lignes idéal est 30. Ce nombre a donc augmenté par rapport aux blocs de 196 bits. Ceci 
est normal car nous considérons maintenant des tailles de blocs supérieures. 
L'influence des délais ne change pourtant pas. Effectivement, plus nous augmentons ce 
dernier, meilleures sont les performances. Nous notons même cette fois un gain entre 
D = 1 et D = 4.  Ceci est à mettre au compte que comme nous utilisons des blocs de 400 
bits, la matrice d'entrelacement est plus grande et offie plus de place à l'entrelacement 
des bits. Nous observons toutefois que le gain entre D = 3 et D = 4 est minime. 
Ainsi, globalement, le Comportement de cet entrelaceur est le même pour des blocs de 
196 bits. La meilIeure combinaison, cette fois, est (30,4). 
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Figure 6.20 - BER de I'entrelaceur convolutionnel en fonction de rn et D pour N = 400 
6.2.2.2.2 Évaluation des entrelaceun convolutionnels de longueur 400 bits 
Comme pour des blocs de 196 bits, nous avons tracé les facteurs d'étdement de 
différentes combuiaisons aux figures 6.2 1,6.22,6.23 et 6.24. Nous avons suivi le même 
raisonnement. Tout d'abord, nous nous sommes intéressés a la combinaison (10,l) qui 
nous donne une répartition très dense laissant ainsi des zones non occupées. Ensuite, nous 
avons utilisé la combinaison (30,l) qui est la meilleure pour D = 1. Nous observons 
exactement le même comportement que pour des blocs de 196 bits. En effet, il existe bel 
et bien une amélioration dans la répartition des bits, mais il reste toutefois des zones non 
occupées, laissant ainsi la possibilité d'une amélioration. 
Nous obtenons cette amélioration en augmentant le délai. Nous avons alors utilisé la 
combinaison (30,4) qui est censée être la meilleure des combinaisons que nous avons 
utilisées. Cette fois, les bits sont bien répartis et donnent ainsi de bonnes performances 
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que nous avons tracées à la figure 6.25. Ces performances sont exactement du même 
type que pour N = 196. Les mêmes conclusions peuvent être dressées, à savoir que la 
meilleure itération est la troisième, et que les performances ne semblent pas excellentes. 
Enfin, nous avons augmenté le nombre de ligne jusqu'à 45 et nous avons observé la 
mauvaise répartition des bits. 
Poslion des symboles à rentrée 
Figure 6.21 - Facteur d'étalement, entrelaceur convolutio~el(10,1), N = 400 
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Figure &22 - Facteur d'étafement entrelaceus convolutionne1 (30,1), N = 400 
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Position des symboies a rentrée 
Figure 623 - Facteur d'étalement, enbelacwr conv~lutionnel(30,4), N = 400 
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6.2.2.3 Entrelaceurs de longueur 900 bits 
Nous avons effectué les mêmes simulations pour N = 900. Étant donné que nous arrivons 
aux mêmes condusions qu'aux paragraphes précédents, nous avons juste tracé les 
courbes dans ce paragraphe avec une succincte explication. 
6.2.2.3.1 Variatian des paramètres m et  D 
Dans ce cas, il semble que le nombre de lignes optimal est 35. Nous notons aussi qu'au- 
delà d'un délai de 2, aucun gain n'est observé. II semblerait donc que plus nous 
augmentons la taille des blocs, moins le délai a d'influence. 
Figure BER 
40 45 50 55 60 
en fonction de m et D pour N = 900 
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63.2.3.2 Évaluation des entrelaceun canvolutionne1s de longueur 900 bits 
Les facteurs d'étalement de quatre entrelaceurs convolutionnels de 900 bits ont été tracés 
aux figures 6.27,6.28,6.29, et 6.30. Enfin, les performances ont été évaluées à la figure 
6.3 1. 
100 200 300 400 500 600 700 800 900 
Position des symboles a rentrée 
Figure 6.27 - Facteur d'étalement, entrelaceur convolutionnel (IO,\)' N = 900 
Positron des symboles à rentrée 
Figure 6.28 - Facteur d'étalement, enirelaceu convolutionnel(35,1), N = 900 
Position des symboles a hntrée 
Figure 6.29 - Facteur d'étaiement, entrrlaceur mnvo1utionnel(35,4), N = 900 
~ - - -  
Position des symboles a rentrée 
Figure 6.30 - Facteur d'étalement, entrelùceur convolutionnel(60,1), N = 900 
Figure 6.31 
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- BER, R, = ln, K = 3, ent- convoiuiionnei (35,4), canal AWGN, 
6.3 Conclusion 
Dans ce chapitre, nous nous sommes donc intéressés à des entrelaceurs plus classiques, à 
savoir les entrelaceurs déterministes. Ces derniers sont caractérisés par la connaissance de 
la position des bits par avance. Nous avons vu, dans un premier temps, les entrelaceurs 
blocs qui sont les plus classiques et les plus simples, Toutefois, bien que ces derniers 
possèdent de bonnes performances pour de petites tailles de bloc, ils se détériorent 
rapidement à mesure que nous augmentons N. 
Par la suite, nous avons étudié les entrelaceurs convolutionnels. Ces derniers sont un peu 
plus complexes que les entrelaceurs blocs. Toutefois, nous avons vu qu'une augmentation 
de la complexité n'offrait pas obligatoirement un gain dans les performances. Même si 
les entrelaceurs convolutio~els permettent un grand choix de paramèires, cela 
n'améliore pas la BER. Dans le chapitre suivant, nous allons maintenant nous intéresser a 
un autre type d'entrelaceur qui est aussi un entrelaceur déterministe, mais développé A 
partir de certaines restrictions. II s'agit des entrelaceurs bloc-hélicoïdaux. 
Chapitre 7 - Entrelaceurs hélicoïdaux 
Nous avons déjà étudié les entrelaceurs classiques tels que les entrelaceurs blocs et 
aléatoires. Néanmoins, il existe beaucoup d'autres entrelaceurs. De nombreux types 
d'entrelaceurs ont été développés, mais n'ont pratiquement jamais fGt l'objet d'une étude 
au sein des Codes Turbo. Nous avons effectué ce type d'étude, et les entrelaceurs non 
classiques que nous avons considkrés fiirent de classe hélicoïdale. C'est en 1985 que 
Berlekarnp et Tong ont eu l'idée d'une telle classe d'entrelaceurs. Ces derniers ont la 
particularité d'avoir une excellente synchronisation. Néanmoins, ils possèdent également 
des désavantages, a savoir une restriction sur la profondeur, ce qui est le cas pour les 
entrelaceurs hélicoïdaux purs. Nous verrons dans ce chapitre que ce désavantage peut être 
éliminé grâce aux nouveaux entrelaceurs bloc-hélicoïdaux, tout en conservant la propriété 
de synchronisation. 
7.1 Entrelaceurs hélicoidaux 
7.1.1 Entrelaceurs de profondeur (N-1) 
Le meilleur moyen d'introduire Les entrelaceurs hélicoïdaux est par un exemple tout 
comme le fait D. Chi dans [15] et [lq. Néanmoins, nous pouvons tout de suite affirmer 
que ce type d'entrelaceurs revient en partie a lue les bits d'entrée, rangés dans une 
matrice, le long d'une diagonale. Tout d'abord, il est important de mentionner que les bits 
d'entrée sont écrits dans une maûîce colonnes par colonnes. Deux termes sont 
primordiaux pour les entrelaceurs hdicbfdaux. Tout d'abord, la longueur de I'entrelaceur 
représente le nombre de lignes remplies avant de changer de colonnes. Dans l'exemple 
ci-dessous, à la figure 7.1, la longueur est 4. Ainsi, les bits sont écrits vers le bas par 
blocs de 4. Une fois 4 bits inscrits, il s'agit de changer de colonnes et de recommencer a 
écrire 4 bits, mais en commençant une ligne plus bas. Les bits 1 à 4 sont ainsi écrits dans 
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la première colonne en commençant par la première ligne. Par la suite, les bits 4 à 7 
sont eux inscrits dans la deuxième coIonne en commençant par la deuxième ligne. Ce 
processus est répété pour un certain nombre de colomes qui correspond à la profondeur 
de I'entrelaceur. Dans notre cas, nous avons une profondeur de 3 étant donné que nous 
avons 3 colonnes. Par la suite, nous adopterons la notations H(N,P) pour décrire un 
entrelaceur de longueur N et de profondeur P. 
Figure 7.1 - Matrice du processus d'entrelacement hélicoïdal H(4,3) 
A la sortie, les bits sont lus ligne après ligne, produisant la séquence entrelacée suivante : 
Figure 7.2 - Séquence de sorîie de I'entrelaceur hélicoïdal H(4,3) 
II est important de noter que les symbotes * ne sont là qu'à fin d'illustration pour bien 
comprendre le processus. En aucun cas ils ne sont transmis mais peuvent ou non être 
l'origine de délais suivant Ie design de I'eatrelaceur. 
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Dans notre exemple, l'entrelaceur est de longueur 4 et de profondeur 3. Ceci équivaut 
à dire qu'une salve d'erreur doit être d'au moins 4 bits pour altérer un mot de code plus 
qu'une fois, un mot de code étant représentk par la longueur. En effet, supposons qu'une 
salve d'erreur se produise sur le bit 6 de la séquence de sortie. Comme nous considérons 
le bit 6, les autres bits du mot de code considéré sont 5, 7 et 8. Le bit suivant dans la 
séquence de sortie est le 9 et ne fait pas partie du mot de code. il en est de même du bit 
suivant, à savoir 4. 11 nous faut donc aller au bit suivant pour avoir le bit 7 et se retrouver 
dans le même mot de code d'origine du bit 6. Nous le constatons, la salve d'erreur doit 
@tre de longueur 4 bits pour altérer les bits 6 et 7. Ceci est une propriété intéressante des 
entrelaceurs hélicoïdaux. En effet, il nous est possible de contr6ler la séparation des bits 
après entrelacement. Ainsi, si nous connaissons statistiquement la longueur moyenne des 
salves d'erreur d'un canal, nous pouvons en conséquence adapter l'entrelaceur pour 
éviter que cette salve ne frappe deux fois le même mot de code. De surplus, nous pouvons 
constater que les bits d'un même mot de code sont séparés exactement de quatre 
symboles. Il existe donc bien une synchronisation qui caractérise cet entrelaceur et qui 
permet d'effectuer le processus inverse aisément. 
Ce que nous venons de présenter au moyen d'un exemple est généralisable, Nous avons 
pris le cas où la longueur est N et la profondeur N-1. Dans ce cas, le délai total de 
l'entrelacement est (N-2)(N-1) et la mémoire requise est N(N-1)/2. Ceci équivaut donc 
environ Zt la moitié des paramètres de mémoire et délai des entrelaceurs blocs de mëme 
profondeur. Toujours en généralisant, ta synchronisation nécessaire a l'opération inverse 
de l'entrelacement est N(N-1). Néanmoins, un des avantages de cet entrelaceur est que, 
étant donnée sa symétrie, une synchronisation rnodulo N est suffisante. Fidement, ce 
type d'entrelacement est aussi connu sous le nom d'entrelacement hélicoïdal d'ordre N. 
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7.1.2 Entrelaceurs hélicoïdaux de profondeur autre que (N-1) 
Nous venons d'introduire les entrelaceurs hélicoTdaux d'ordre N, c'est-à-dire de longueur 
N et de profondeur (N-1). Maintenant, nous allons nous intéresser à ces mêmes 
entrelaceurs, toujours de longueur N, mais de profondeur autre que (N-1). En fait, le 
processus est un tout petit peu différent, mais le principe reste le même. Considérons un 
entrelaceur dont la longueur est 8 et la profondeur 5. La matrice des bits d'entrée est 
construite avec le même principe qu'au paragraphe précédent, à une nuance près. En fait, 
dans ce cas, le kkme mot de code est inscrit dans la colonne (k-I)N modulo D. Ainsi, tout 
comme pour les entrelaceurs hélicoïdaux d'ordre N, les 8 premiers bits sont inscrits dans 
la première colonne (colonne O). La différence apparaît lors de l'écriture des bits 
suivants. Le bit 9 est inscrit dans la quatrième colonne (il s'agit du deuxième mot de 
code, donc la colonne est (2-1)x8 modulo 5, c'est-à-dire la colonne 3, donc la quatrième), 
une ligne en dessous, tout comme l'hélicoïdal d'ordre N. Néanmoins, lorsque nous 
anivons au bit 16, au lieu d'écrire sur une nouvelle ligne, nous remplissons la première 
ligne de la deuxième colonne. Lors de l'écriture des 8 prochains bits, nous 
commencerons à la troisième ligne et les d e u  derniers bits seront respectivement inscrits 
dans la première et la deuxième ligne. La colonne considérée est (3-1)x8 modulo 5, soit 
la colonne 1. 
Figure 7.3 - Matrice du processus d'entrelacement hélicoïdal H(8,5) 
A la sortie, tes bits sont lus ligne après ligne, produisant la séquence entrelacée suivante : 
Figure 7.4 - Séquence de sortie de i'entrelaceur hélicoïdal H(8,5) 
A partir de la séquence de sortie, il est facile d'observer que chacun des bits d'un même 
mot de code (bits 1 à 8 pour le premier et ainsi de suite) font l'objet d'un délai de 4 bits. 
En effet, il y a 4 bits entre le bit 1 et le bit 2.11 en est de même entre le bit 3 et le bit 3. 
Ceci nous amène à apporter deux conclusions. Premièrement, la séparation de deux bits 
consécutifs après entrelacement est de 5. Ensuite, l'opération inverse d'entrelacement 
sera aisée dans le sens où une synchronisation modulo 8 est suffisante. En effet, i l  suffit 
de mettre un bit de synchronisation tous les 8 bits et le déentrelacernent se fera aisément. 
L'opération inverse commencera par la recherche du premier bit de synchronisation. Une 
fois ce bit trouvé, il suffira d'aller chercher 5 bits plus foin pour avoir le deuxième et ainsi 
de suite. Une fois les 8 premiers bits retrouves, la recherche du deuxième bit de 
synchronisation peut commencer. Une fois ce bit trouvé, nous recommençons l'opération 
de prendre un bit tous les 5. 
Nous venons de généraliser L'entrelacement hélicoïdal. Néanmoins, nous avons vu que 
l o s  du processus d'entrelacement, le ktmC mot de code était écrit dans la colonne (k-1)N 
modulo D. Nous voyons immédiatement que dans certains cas, ce processus ne pourra 
remplir toutes les colonnes de la matrice entrelacée. En effet, si nous prenons N = 8 et 
D = 4, tous les mots de code seront écrits dans la première colonne. 11 est donc nécessaire 
de donner une restriction pour que l'entdaceur hélicoïdal puisse être généré 
correctement. Une condition suffisante est que D doit être relativement premier avec N. 
Ceci a été évoqué par [38]. 
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7.2 Entrelaceurs bloc-hélicoïdaux (BH) [15] 
Nous avons déjà vu que les entrelaceurs hélicoïdaux possédaient une meilleure 
synchronisation, en particulier, ceux dont la profondeur est autre que (Pl-1) si la longueur 
de mot de code est N. Néanmoins, ils possèdent le désavantage de nécessiter que D et N 
soient premiers entre e u .  11 existe également une autre restriction, à savoir que cet 
algorithme ne fonctionne que si un seul symbole de synchronisation est introduit entre 
deux mots de code. Si nous en introduisons plus, cet algorithme ne fonctionnera plus. Ces 
deux restrictions amènent à penser qu'une amélioration peut être apportée a cet 
algorithme, C'est pourquoi les entrelaceurs BH ont été introduits. 
7.2.1 Notations 
Tout au long de la description des entrelaceurs BH, nous allons utiliser certaines 
notations, en particulier pour les démonstntions mathématiques : 
m % N est le reste de [a division de m par N, O I m % N S N; 
e [a] est le plus grand entier infèrieur ou égal a a; 
(m,n) est le plus grand commun diviseur des entiers m et n; 
O N est la longueur d'un mot de code, ce dernier incluant le bit de 
synchronisation; 
D est la profondeur d'entrelacement, D > 1; 
r nous définissons R comme : R = (N - I)% D 
7.2.2 Introduction aux entrelaceurs BE 
La base des entrelaceurs BH se tient sur trois propriétés fondamentales : 
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i) le processus de lecture lit bien les ND symboles une et une seule fois 
ii) si on prend D symboles consécutifs dans la séquence entrelacée, ils 
appartiennent à des mots de code différents 
iii) deux symboles de synchronisation sont séparés par N symboles 
Nous allons prendre comme notations r pour la ligne d'une matrice et c pour la colonne. 
Nous allons également utiliser le terme de processus d'écriture qui correspond a l'écriture 
des bits d'entrée dans la matrice d'entrelacement. Enfin, le terme de processus de lecture 
fera référence a la lecture des bits a la sortie de la matrice d'entrelacement, ce qui 
correspond a la séquence de bits de sortie. La première idée d'algorithme est la suivante. 
r = m % N  
Processus d'écriture : 
c =[ml N] 
r = m % N  
Processus de lecture : 
c=mO/oD 
En ce qui concerne le processus d'écriture, il est assez simple étant donné qu'il s'agit 
d'écrire les bits colonne par colonne. Nous allons illustrer le processus de lecture sur un 
exempIe. Prenons N = 8 et D = 5. Le tableau suivant donne dans l'ordre la lecture des bits 
dans la matrice d'entrelacement : 
Tableau 7.1 -Ordre de lecture des lignes et des colonnes pour BH(8,S) 
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De façon intuitive, il s'agit toujours de prendre les lignes et les colonnes dans l'ordre 
qu'elles viennent. Ceci est dû à la défuiition du modulo. Ce tableau illustre l'ordre des 
lignes et des colonnes, mais n'est pas assez schématique. A partir de la figure suivante, il 
est plus aisé de voir l'évolution des bits de sortie de la matrice d'entrelacement a l'aide 
des flèches, en commençant par la ligne O et la colonne O. 
séquence 
Figure 
sortie de cet 
Figure 7.6 - Séquence de sortie de l'entrelaceur BH(8'5) 
Position cies symboles à rentrée 
Figure 7.7 - Facteur d'étalement de l'entrelaceur BH(8,S) 
Finalement, ci-dessus, nous montrons le facteur d'étaiement des bits après entrelacement. 
Nous observons bien une certaine distance entre les bits, pour la plupart. En conséquence, 
une salve d'erreur ne pourra pas toucher plusieurs mots de code différents. 
Nous avons pris N = 8 et D = 5, ce qui implique qu'ils sont bien premiers entre eux. De 
plus, a partir de la séquence de sortie de cet entrelaceur, nous pouvons afïïrmer que les 
trois propriétés des entrelaceurs BH sont remplies. Maiheureusement, cet algorithme ne 
fonctionne pas si N et D ne sont pas premiers entre eux. Ceci implique donc qu'il existe 
une amélioration à apporter à cet algorithme de façon à nous débarrasser de cette 
contrainte. Dans les paragraphes suivants, nous allons nous concentrer a ne plus avoir de 
restrictions sur la longueur et la profondeur des entrelaceurs BH. 
7.3 Les nouveaux entrelaceurs BH 
Le but de ces entrelaceurs est de ne plus se soucier d'avoir à choisir adéquatement la 
longueur et la profondeur pour que l'algorithme fonctionne. Les propriétés des 
entrelaceurs BH doivent toutefois être remplies. Parmi les entrelaceurs BH, il existe trois 
catégories, dont deux sont des simplifications. Dans un premier temps, nous allons nous 
concentrer sur l'algorithme général de ces entrelaceurs, pour ensuite décrire les trois 
types. Ces derniers ont été introduits par D. Chi [15]. 
7.3.1 Les entrelaceurs BH -Aspect théorique 
Ces entrelaceurs sont caractérisés par : 
I r = m % N  Processus d'écriture : c =[ml N] 
r = m % N  
Processus de lecture : 
c =(m%N+[m/G]+[rn/N]R)%D 
Dans ce paragraphe, nous allons démontrer qu'en écrivant les symboles entrelacés à 
partir du système d'équation (7.2)' les trois propriétés citées plus haut sont respectées. 
7.3.1.1 Le processus de lecture lit bien les ND symboles une et une seule fois 
Soit @(m) = (r,c) . Soient deux entiers m et E , il suffit dors de montrer que : 
O l m c N D  
, si O(m) = alors m = 5. 
OlïE<ND 
Supposons que Q(m) = U@ï) - Alors : 
Alors, il vient que : 
rn DN 
Deplus, OSm<DNaOI- G'G 
ND avec G =- m DN , d'où O s - c -(D,R) 
(DY R) G ND 
or, (DR) est entier et p=[m/Ol, d'ou, O i p 5 (D,R) < R , soit O 5 p < R ou encore 
IP - FI < R (7.6) 
En prenant en compte (7.5) et (7.6) : 
q -q t O = p - j5 2 R , ce qui est en contradiction avec Ip - pl 5 R 
soit m =fi 
En conclusion, le processus de lecture lit les bits une et une seule fois et les lit tous. 
7.3.1.2 D symboles entrelacés qui se suivent appartiennent ji des mots de code 
différents 
Pour monîrer cette affirmation, il nous faut d'abord énoncer un lemme : 
O(m) = c 
soit , alors : 
Q(m+l)=E 
Soit rn=Nq+(r-1) O<r-1cN 
Nous savons que E = r + [(m - 1)l G] + qR (mod D) 
Montrons alon que [(m + 1)l G] = [m 1 G] 
c'est-à-dire que (m + 1)% G t 0 ,  car dans ce cas, (m+l) 1 G et m / G ont même quotient. 
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Supposons que (m + 1)%G = O, avec G = - 
(D* R) 
Alors : 
(N divise (m + 1) car est un entier car (D, R) est le plus grand diviseur commun 
Cette dernière affhation est en contradiction avec l'hypothèse que nous avons émise, à 
savoir (m+l)%N;tO. 
Donc, [ ( m + 1 ) / ~ ] = [ m / ~ ] e t ~ = c + l ( m o d ~ )  
c = c (mod D) 
(m+l )%N=O= 
2. ouE=c+l(modD) 
Supposons (m + 1) % N = O 
Alors : 
m + l = q N  
m=qN-1 
m=(q-l)N+N-1 
donc, c = N - l + [ m l ~ ] + ( ~ - l ) ~ ( r n o d ~ )  
or, R =(N-l)%D*(N-l)=QD+R(modD) 
donc c = QD + R + [m I G]+ (q - 1) ~ ) ( m o d  D) 
soit c = [m 1 G] + qR (mod D) 
De plus, 
o(m+l) = E  *E = ( m + l ) % ~ + [ ( m + l ) / ~ ] + [ ( m + l ) / ~ ~ a v e c ( m + l ) %  N = O  
D70ù,E = [(m + ~ ) / G ] + ~ R  (mod D) (7.1 O) 
Les équations (7.9) et (7.10) impliquent dors que : 
Grâce au lemme que nous venons de démontrer, il est alors possible de montrer que D 
symboles entrelacés qui se suivent appartiennent à des mots de code différents. 
Considérons le système d'équations : 
ci ,O < i 5 D - 1, est incrémenti (mod D) i moins qu'il y ait un entier j tel que 
1 < j < D - 1 et (m + j)%N = O. Or, le lemme que nous avons montre prouve que ce 
( m - ~ j ) ~ ~ ~  symbole n'appartient pas au mot de code des D précédents. 
7.3.1.2 Deux symboles de synchronisation sont séparés par N symboles 
Les symboles de synchronisation sont siniés à la ligne O. II y a N lignes. Ainsi, deux 
symboles de synchronisation après entrelacement sont séparés de N symboles. 
7.3.2 Les entrelaceurs BH de type 1 
Ce type d'entrelaceur est un cas particulier des entrelaceurs BH. Dans ce cas, il s'agit de 
considérer que R = O. Ceci équivaut à dire que (N - 1)' c'est-à-dire la longueur du mot de 
code moins un bit, est divisible par la profondeur. Dans ce cm, nous allons démontrer que 
l'algorithme d'entrelacement est simplifié. En effet : 
Soit m=qN+r  O l r c N  
m=pG+t  O l t c N  
Noussavonsque R=Oavec R=(N-1)%D. 
DN DN 
Donc D divise (N-1) et alors : G = - = - = N (w) D 
Ainsi : c = r + p + qR (mod D) avec R = O 
c=r+p(modD) 
c = r+q(modD) 
Or, Ddivise q(N-l )=qN-q=m-r-q=-c  
Donc c =  m % D  
Nous voyons donc que ce cas revient exactement au cas du paragraphe d'introduction sur 
les entrelaceurs BH. Ce type d'entrelaceur est caractérisé de type 1. 
7.3.3 Les entrelaceurs BH de type II 
Nous venons de voir une première simplification à l'algorithme, mais une autre est 
également possible, 11 s'agit maintenant d'émettre l'hypothèse que D et R sont premiers 
entre eux, donc que D est premier avec le reste de ta division de (N - 1) par D. Nous 
justifions cette hypothèse surtout par la simplification que celle-ci amène a l'algorithme. 
En effet : 
Si (D,R)=l alors c = ( ~ % N + [ ~ ~ N ] R ) % D  
û r , m < N D  2 [mlND]=0 
Donc c = ( ~ % N + [ ~ / N ] R ) % D  
II s'agit ici des eiitrelaceurs de type II. Il est caractérisé par : 
I r = m % N  Processus d'écriture : c =Cm/ Nj 
1 r = m % N  Processus de lecture : c=(m%N+[rn/N]R)%D 
Comme pour le paragraphe d'introduction aux entrelaceurs BH, nous allons décrire ce 
processus sur un exemple, a savoir le BH(10,5), et donner quelques illustrations. Le 
tableau suivant donne dans l'ordre la lecture des bits dans la matrice d'entrelacement : 
Tableau 7.2 -Ordre de lecture des lignes et des colonnes pour BH(I0,S) 
Figure 7.8 - Processus d'entrelacement BH(10,5) 
A partir de la figure précédente, il nous est possibie de déterminer la séquence de sortie, a 
savoir : 
Figure 7.9 - Séquence de sortie de i'entrelaceur BH(10'5) 
Enfin, le facteur d'étalement de ce type d'entrelaceur est : 
5 10 15 20 25 30 35 40 45 50 
Position des bits a l'entrée 
Figure 7.10 - Facteur d'étalement de I'entrelaceur EH( 10,j) 
Nous constatons ici que cet entrelaceur possède une bonne dispersion des bits après 
entrelacement. En effet, chaque bit contigu est distant de ses deux voisins de 11  bits ou 
bien de 9 bits. Ainsi, une salve d'erreur inferieure à 9 bits naaffectera jamais deux fois le 
même mot de code. Ceci peut donc s'avérer très intéressant. 
7.3.4 Les entrelaceurs BI4 de type III 
Les entrelaceurs de type III sont le cas général des entrelaceurs que nous avons décrit. 
L'algorithme est donc celui que nous avons déjà énoncé, à savoir : 
r = m % N  
Processus d'écriture : 
c = [ r n i N ]  
r = m % N  
Processus de lecture : 
c=(m%N+[m/G]+[rn/N]R)%D 
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Illustrons ceci a l'aide d'un exemple. Nous prenons ici N = 10 et D = 6. La kcture des 
lignes et colonnes se fait selon le tableau suivant : 
Tableau 7.3 - Ordre de lectwe des lignes et des colonnes pour BH(10,6) 
1 Ligne l ~ o ~ o n n e l  
Quant aux processus d'entrelacement, à la séquence de sortie, et au facteur d'étalement, 
ils sont illustrés aux figures 7.1 1,7.12 et 7.13. 
Figure 7.1 1 - Processus d'entrelacement BH( 1 O$) 
Figure 7.12 - Séquence de sortie de l'entrelaceur BH(10,6) 
Position des bits a I'entrb 
Figure 7.1 3 - Facteur d'étalement de I'entrelaceur BH( 10,6) 
Dans cet exemple, nous notons qu'un tel entrelaceur peut ne pas être efficace. En effet, 
après entrelacement, les bits 20 et 21 par exemple, sont encore l'un à côté de l'autre. 
Ainsi, si une erreur frappe ces deux bits, il se pourrait qu'une erreur frappe ces deux 
même bits ou l'un des deux après entrelacement, ce qui rendrait le travail du décodeur 
assez dificile. Il est donc bon de noter qu'un tel entrelaceur est à choisir avec précaution. 
Il se peut qu'il soit très efficace en ce qui concerne la dispersion des bits, comme 
l'exemple du BH(10,5), mais le contraire est tout a f ~ t  possible, comme ce dernier 
exemple. 
7.4 Résultats 
Comme aux chapitres précédents, nous avons effectué de nombreuses simulations pour 
évaluer les entreiaceurs BH grâce à notre sùnuiateur. Nous avons utilisé un codeur nubo 
de taux global 113, de longueur de conttainte 3, dans un canal AWGN. Pour une taille de 
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bloc donnée, il existe de nombreux entrelaceun BH, en fonction du nombre de lignes 
et du nombre de colonnes que nous utilisons. Par exemple, pour des blocs de 200 bits, 
nous avons huit possibilités intéressantes, à savoir 4 x 50, 5 x 40, 8 x 25, 10 x 20, 20 x 
IO, 25 x 8,  40 x 5 et 50 x 4. Dans les prochains paragraphes, nous allons donc nous 
intéresser aux entrelaceurs BH et alions déterminer quelle est la situation idéale pour de 
meilleures performances. 
7.4.1 Entrelaceurs de longueur 200 bits 
Nous avons utilisé ici des tailles de blocs de 200 bits pour étudier les performances en 
fonction du nombre de lignes et du nombre de colonnes. Le nombre 200 offre plus de 
possibilités que 196. Toutefois, lorsque nous ferons la comparaison des entrelaceurs, nous 
utiliserons 196 bits. Les performances sont équivalentes étant donné que la taille est 
minime. 
Vu qu'il y a huit possibilités intéressantes, il serait assez long et pénible de commencer 
notre étude par le tracé de chacun des facteurs d'étaiement. Nous avons donc effectué une 
étude un peu différente qui consiste a d'abord déterminer le meilleur des entrelaceurs à 
l'aide des performances comparées. Ensuite, nous justifierons ceci à partir du facteur 
d'étalement. 
Le graphique de la figure 7.14 nous indique donc les différentes performances pour les 
huit entrelaceurs de 200 bits que nous avons déjà nommés. Nous n'avons pas tracé toutes 
les itérations, mais une seule, à savoir la quatrième. À partit de ce graphe, nous pouvons 
affirmer que deux des entrelaceurs ont des performances très mauvaises. Ii s'agit des 
4 x 50 et 5 x 40. 11 semblerait donc qu'un petit nombre de lignes ne permettent pas à 
I'entrelaceur de bien répartir les bits. Ceci se jusae par le fait que quatre ou cinq lignes 
ne permettent pas d'offrir une grande diagonaie. Or, le principe de cet entrelaceur est de 
mélanger les bits par diagonale. Ainsi, si nous cotnmençons la diagonale au bit 1 et que 
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nous avons quatre lignes, le cinquième bit sera probablement le bit 2 et il ne sera 
distant du bit 1 que de quatre bits. 
Nous constatons ensuite que les deux prochains entrelaceurs dont les performances sont 
médiocres sont les 50 x 4 et 8 x 25. Ce dernier se justifie de la même façon que pour 
4 x 50 et 5 x 40. Toutefois, le 50 x 4 est un cas un peu différent. En effet, si l'entrelaceur 
40 x 5 donnait de mauvaises performances, nous pourrions affirmer qu'un grand nombre 
de lignes ne donne pas de bonnes performances. Néanmoins, il n'en est pas le cas. 
Pourtant, nous voyons qu'entre 40 lignes et 50, il y a une différence conséquente. Nous 
pouvons donc conclure que 50 lignes est mauvais alors que 40 semble bon. II est à noter 
quand même que la différence des performances n'est pas énorme, Ainsi, utiliser un 
grand nombre de lignes n'est pas fondamentalement mauvais. En effet, nous avons vu 
que l'entrelacement BH s'effectuait par diagonale vers le bas. Donc, plus nous avons de 
lignes, plus grande est la diagonale, ce qui impliquera une plus grande séparation. 
Enfin, les meilleurs entrelaceurs sont 20 x 10 et 25 x 8. Nous observons donc qu'un 
entrelaceur dont le nombre de lignes et le nombre de colonnes tend à faire de la matrice 
d'entrelacement une mairice carrée sont les meilleurs. Ceci se justifie par le fait que 
toutes les diagonales par lesquelles nous passons pour entrelacer les bits sont grandes 
dans le cas d'une matrice carrée. 
loO 
R, = 1 /3, K = 3, G = {1,517), BH. Interl., N = 200 
Figure 7.14 - Différentes performances des entrelaceurs BH N = 200 
Nous allons maintenant passer a la justification de ce que nous venons de voir. Pour ce 
faire, nous avons pris le meilleur des cas et Le pire. A la figure 7.15 se trouve le facteur 
d'entrelacement de l'entrelaceur 4 x 50. Tout de suite, nous sommes persuadés que ce 
dernier est mauvais étant donnée la répartition des bits. Ces derniers ne semblent même 
par répartis. Ils sont tout simplement distribués selon trois grandes diagonales. A 
l'opposé, a la figure 7.16 se trouve le facteur d'étalement de l'entrelaceur 20 x 10. Nous 
observons tout de suite la différence. Les bits sont beaucoup moins denses et espacés, 
Nous pouvons voir les diagonales suivies, mais nous observons aussi que ces diagonales 
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Figure 7.16 - Facteur d'&lement, entrelaceur BH 20 x 10, N = 200 
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Nous sommes donc maintenant sûrs que Ie meiIIeur des entrelaceurs BH est la 
combinaison 20 x 10. Nous avons alors tracé la courbe des performances de cet 
entrelaceur a la figure 7.17. Comme pour tous les entrelaceurs, nous observons de trés 
bons gains entre les différentes itérations jusqu'a la troisième. Gtobalernent, cet 
entrelaceur semble avoir de bons résultats p o u  une complexité moindre. Nous allons 
maintenant nous intéresser à des tailles de blocs plus importantes. 
Figure 7.17 - BER, R, = 113, K = 3, entrelaceur BH 20 x 10, canal AWGN, N = 200 
7.4.2 Eatrelaceurs de longueur 400 bits 
Dans les mêmes conditions que précédemment, nous avons elTechré nos simulations pour 
des blocs de 400 bits. Nous avons utilisé huit combinaisons, à savoir 8 x 50, 5 x 40, 
16 x 25,20 x 20,25 x 16,40 x 10, et 50 x 8. À la figure 7.18 se ttouve la comparaison 
des performances pour ces huit entrelacetus, toujours a la quatrième itération. II existe 
une différence par rapport a des blocs de 200 bits. Autant pour ces demiers les 
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entcelaceurs pouvaient être séparés en trois catégories, à savoir "mauvaises 
performances", "performances moyennes" et "bonnes performances", autant ceci n'est 
plus le cas ici. En effet, nous n'avons que deux catégories. 
Tout d'abord, deux de ces entrelaceurs paraissent très mauvais. II s'agit de 8 x 50 et 
5 x 40. Ceci confirme donc ce que nous avons dit pour des blocs de 200 bits. Pour un 
petit nombre de lignes, les enttelaceurs ne sont pas capables de séparer adéquatement les 
bits et il en résulte de mauvaises performances. 
Enfin, tous les autres entrelaceurs possèdent des performances similaires qui ont l'air 
correct. Ceci tend donc à montrer que plus nous augmentons la taille des blocs, moins les 
paramètres de lignes et de colonnes sont capables de modifier les performances. En fait, i l  
en est tout autre. Nous allons voir pourquoi dans l'étude du facteur d'étaiement. 
Mentionnons toutefois que pour la suite, nous allons considérer que le meilteur de ces 
entrelaceurs est le 16 x 25. 
Figure 7.18 - Différentes performances des entrelaceurs BH N = 400 
Nous venons de voir que ce type d'entrelaceur semble non adéquat pour mélanger les 
blocs de grandes tailles. Nous avons tout d'abord trace le facteur d'étalement du pire des 
cas, h savoir le 8 x 50. Tout comme des tailles de 200 bits, nous observons que cet 
entrelaceur ne peut séparer les bits correctement. il apparaît immédiatement les 
diagonales utilisées pas la matcice. Enfin, nous avons tracé le facteur d'étalement de 
l'entrelaceur 16 x 25 à la figure 7.20. Autant pour le cas de 200 bits la séparation 
semblait bonne, autant dans ce cas nous observons qu'il existe des zones non utilisées. 
Cet entrelaceur ne semble donc pas utiliser tout i'espace disponible pour mélanger les 
bits. Les diagonales utilisées sont trop évidentes. C'est pourquoi nous n'obtenons que des 
performances moyennes que nous avons tracées a la figure 7.21. Au paragraphe suivant, 
nous allons finir notre étude avec le cas de 900 bits- 
.- - 
Positbn des symboles a I'entrée 
Figure 7.1 9 - Facteur d'étaiement, entrelacew BH 8 x 50, N = 400 
Position des symboles à I'entrée 
Figure 7.20 -Facteur d'étalement, entrelaceur BH 16 x 25, N = 400 
E, 1 NOCdB) 
Figure 7.21 - BER, R, = 1/3, K = 3, entrelaceur BH 16 x 25, canal AWGN, N = 400 
7.4.3 Entrelaceurs de longueur 900 bits 
Nous avons tracé, à la figure 7.22, différents entrelacements de type BH pour des tailles 
de bloc de 900 bits. Nous avons ici utilisé neuf combinaisons : 15 x 60, 18 x 50,20 x 45, 
25 x36,3Ox3O, 36x25,JSx 20,SOx 18 et6Ox 15. 
Le comportement que nous avons illustré au paragraphe précédent se confirme ici encore. 
En effet, nous notons qu'il n'y a plus qu'un seul de ces entrelaceurs qui semble se 
détacher des autres et encore, ceci est moins significatif que précédemment. En fait, tous 
tes entrelaceurs semblent donner le même type de performances. U semblerait donc que, 
quelle que soit la combinaison utilisée, L'entreIacem BH est incapable de bien séparer les 
bits. Ceci se justifie a u  figures mivantes, 723 et 7.24 oii nous avons tracé les facteurs 
d'étalement des combinaisons 15 x 60 et 30 x 30. 11 semble que la séparation des bits 
pour le premier est vraiment mauvaise et que celle de la deuxième est meilleure. 
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Toutefois, même dans le meilleur des cas, cette séparation est insuffisante pour donner 
de bonnes performances. Ceci se montre à la figure 7.25 où nous avons tracé les 
performances de l'entrelacement BH 30 x 30. Cet entrelacement, pour de grandes tailles 
de bloc ne semble donc pas adéquat. 
EL, 1 No(&) 
Figure 7.22 - Différentes performances des entrelacetus BH N = 900, 4ème itération 
Position des symboles a i'entrèe 
Figure 7.23 - Facteur d'étalement, entrelaceur BH 15 x 60, N = 900 
Position des symboles A l'entrée 
Figure 7.24 - Facteur d'étalement, entrelaceur BH 30 x 30, N = 900 
E, ! N,(dB) 
Figure 7.25 - BER, Rr = 113, K = 3, entrelaceur BH 30 x 30, canal AWGN, N = 900 
7.5 Conclusion 
Dans ce chapitre, nous avons introduit les entrelaceurs bloc-hélicoïdaux et d'en étudier 
les performances. Nous avons, dans un premier temps, décrit le processus 
d'entrelacement des entrelaceurs hélicoïdaux pour ensuite nous intéresser à ces nouveaux 
entrelaceurs BH. Nous avons démontré l'intérêt de ces entrelaceurs et qu'ils étaient 
intéressants pour de petites tailles de blocs, mais qu'ils semblaient ne plus être 
performants en augmentant le nombre de bits par bloc transmis. 
Nous terminons ainsi notre étude de quelques uns des entrelaceurs qui existent. Dans le 
prochain chapitre, qui s en  le sujet de notre concIusion, nous allons nous évertuer i 
comparer les différents entrelaceurs que nous avons étudiés dans ce mémoire. Nous 
serons alors en mesure de choisir un type d'entrelaceur pour chaque cas. 
Chapitre 8 - Conclusion 
Ce chapitre de conclusion se divise en deux parties. Dans un premier temps, nous allons 
effectuer une synthèse de nos résultats de façon a faire ressortir, dans chaque cas 
considéré, le meilleur des entrelacews. L'accent sera porté sur les trois cas que nous 
avons considérés, a savoir 196,400 et 900 bits. Évidemment, le cas 900 bits inclut aussi 
des tailles de bloc supérieures. Le comportement des entrelaceurs pour des tailles 
supérieures est similaire au cas de 900 bits. 
Dans un deuxième temps, nous allons nous concentrer sur le récapitulatif de chacun des 
chapitres que nous avons rédiges. Nous effectuerons une synthèse des différentes études 
menées ainsi que des méthodes utilisées- Enfin, nous terminerons cette conclusion par des 
nouvelles perspectives de recherches ji considérer dans le domaine du codage correcteur 
d'erreurs. 
8.1 Comparaison des résultats 
Le mémoire que nous avons écrit a porté sur l'étude des entrelaceurs au sein des Codes 
Turbo. Nous en avons vu plusieurs types. Toutefois, l'étude que nous avons effectuée 
pour le moment était marginale. En effet, nous avons considéré chacun des entrelaceurs 
L'un après l'autre. Il est donc tout a fait légitime de penser à effectuer une synthèse 
générale sur tous les résultats que nous avons obtenus. 
Nous avons donc comparé les différents entrelaceurs que nous avons étudiés- A w  figures 
8.1, 8.2 et 8.3, nous avons tracé trois graphiques de comparaison des meilleurs 
entrelaceurs dans chacun des cas. La quatrième itération a étt utilisée. A la figure 8.1, 
nous avons utilisé des tailles de bloc de 196 bits. 
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Il ressort immédiatement de ce graphique que le meilleur entrelaceur est sans aucun 
doute le symétrique (7). Toutefois, nous nous souvenons aussi que cet entrelaceur 
implique un certain délai dû au nombre d'itérations nécessaires à son implémentation. 
C'est pourquoi même si les autres entrelaceurs possèdent des performances relativement 
moindres, nous pensons que pour un design à 196 bits, ils sont a considérer. Après le 
symétrique (7)' le meilleur des entrelaceurs est le bloc. Nous savons que ce dernier est 
ires simple à implanter. La faible différence de performances avec le symétrique (7) ne 
justifie alors pas d'utiliser un algorithme complexe. Nous pensons effectivement que pour 
te cas 196 bits, l'utilisation de l'entrelaceur bloc est justifiée. Néanmoins, il est bon de 
savoir que nous pouvons avoir de meilleures performances avec le symétrique. De façon 
surprenante, l'entrelaceur bloc surclasse des entrelaceurs aléatoires comme les 
symétriques (3) ou le pseudo-aléatoire. Nous en concluons donc que pour des tailles de 
bloc moindres, la notion d'aléatoire n'apporte pas énormément de gain. Nous allons 
même jusqu'à constater que l'entrelaceur BH est meilleur que le pseudo-aléatoire. 
Figure 8.1 - Comparaison des entrelacem, N = 196, 4eme itération 
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Le cas 400 bits est un peu différent du cas précédent. En effet, nous constatons 
immédiatement une grande diversité dans les résultats. Tout d'abord, nous observons 
qu'un des entrelaceurs est à extraire du reste, à savoir le bloc- Ce dernier sembie avoir des 
performances très médiocres par rapport aux autres. En effet, nous avons vu que ce 
dernier possédait un facteur d'étalement moyen à mesure que la taille des blocs 
augmentait. 
Par la suite, nous constatons encore que beaucoup d'entrelaceurs possèdent des 
performances similaires, Il s'agit des entrelaceurs convolutio~el, BH, pseudo-aléatoire 
et symétrique (3). Toutefois, nous notons que ce sont les deux entrelacews qui ont la 
propriété d'aléatoire qui ont les meilleures performances, II semblerait donc que cette 
propriété améliore de façon conséquente les performances à mesure que le taille des blocs 
augmente. Cette assertion est confirmée par I'entrelaceur symétrique (10) qui surclasse 
tous les entrelaceurs de loin. 
Pour ce cas, l'entrelaceur symétrique (10) semble donc le meilleur choix. Toutefois' 
même si les performances sont moins bonnes, des entrelaceurs comme le convolutionnel 
et le BH sont à considérer. 
Figure 8.2 -Comparaison des entrelaceurs, N = 400,4""C itération 
Enfin, cette comparaison se termine avec le cas de 900 bits. Cette fois, les entrelaceurs 
sont classés en trois catégories. La première est la catégorie "médiocre". Contrairement 
au cas 400 bits où un seul des entrelaceurs était médiocre, nous en avons trois ici. 11 s'agit 
des entrelaceurs bloc, convolutionnel et BH. Ainsi, pour de grandes tailles de bloc, les 
entrelaceurs déterministe sont inutiles. 
La deuxième classe d'entrelaceurs est celle dont les performances sont bonnes et la 
complexité moyenne, voire faible. En effet, nous constatons que les entrelacews pseudo- 
aléatoires et symétriques (3) ont de bonnes performances sans toutefois atteindre le 
niveau du symétrique (15). Nous notons en outre que la différence entre le pseudo- 
aléatoire et le symétrique (3) est fafble. Pour de grandes tailles de bloc, la notion 
d'aléatoire semble donc jouer un grand rôle. 
1 64 
Enfi ,  l'entrelaceur symétrique (1 5) possède les meilleures performances de très loin. 
Il semble donc adéquat d'utiliser cet entrelaceur pour de grandes tailles de bloc. En fait, à 
la lumière de ces résultats, nous pourrions généraliser : pour une taille de bloc N 
supérieure à 900 bits, le meilleur entrelaceur est le symétrique en prenant S = E- 
Figure 8.3 - Comparaison des entrelaceurs, N = 900, 4'mC itération 
Finalement, nous avons rassemblé tous ces résultats dans un tableau de façon à choisir un 
entrelaceur pour une BER donnée. Nous avons utilisé des BER de 10-3 à IO'. Dans 
chaque cas, nous avons mentionné l'entrelaceur dont les performances sont les 
meilleures. Ensuite, nous avons donné nos deux meilleurs choix en prenant en compte les 
performances et la complexité de i'entrelaceur. Ces résuIîats sont donnés au tableau ci- 
dessous. 
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Tableau 8.1 - Choix d'un entrelaceur pour une taille de bloc donnée 
































J 1 O" 1 Symétrique (1 5) 1 Symétrique (1 5) 1 Symbtrique (1 5) 1 





Symétrique (1 5) 
Symétrique (15) 
Symétrique (1 5) 
Dans ce mémoire nous nous sommes intéressés i l'étude des Codes Turbo et en 
particulier au comportement des entrelaceurs. Les Codes Turbo font partie de la toute 
dernière génération des codes correcteurs d'erreur et permettent d'approcher la limite de 
Shannon de très près. Dans un premier temps, nous avons concentré notre étude sur des 
généralités. En effet, au chapitre 2, l'effort a été porté sur l'étude générale des systèmes 
de transmission, Dans un premier temps, un système de communication a été présenté, 
pour ensuite passer au codage convolutionnel. Les codeurs convolutionneIs récursifs et 
non récursifs ont été étudiés. Par la suite, la concaténation parallèle, à la base des Codes 





Une fois les bases établies, il s'agissait de décrire les différentes parties qui composent 
les Codes Turbo. Nous avons décidé de commencer par un élément très important, à 
savoir l'algorithme de décodage. II en existe plusieurs, mais nous nous sommes servis de 
l'algorithme MAP. L'étude qui a été menée fut très îhéonque et plusieurs notions k n t  
Aléatoire 
Aléatoire 
Symétrique (1 5) 
Symétrique (3) 
Symétrique (3) 
Symétrique (1 5) 
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introduites, comme les métriques de branche. A la fin du chapitre, un récapitulatif des 
différentes étapes nécessaires pour générer l'algorithme a été dressé. 
Au chapitre 4, nous avons décrit le décodage turbo. La notion de décodage itératif fut 
introduite au préalable. Ensuite, nous avons décrit en détail le processus de décodage 
turbo et avons présenté le schéma général d'un décodeur turbo. Ce n'est qu'à la fin de ce 
chapitre que nous avons étudié les entrelaceurs. Ces derniers permettent à l'information 
d'être décorrélée et donc aux différents codeurs et décodeurs de ne pas voir la même 
séquence de bits. Nous avons ainsi pu donner des paramètres primordiaux au 
développement d'entrelacews, comme le délai, la mémoire requise et le facteur 
d'étaiement, 
L'étude des performances des entrelaceurs a commencé au chapitre 5 avec les 
entrelaceurs pseudo-aléatoires, Les premiers étudiés furent les aléatoires pures. Ces 
derniers nous ont permis de décrire des résultats généraux des Codes Turbo et ainsi de 
voir l'effet du décodage itératif. Dans la deuxième partie de ce chapitre, nous avons 
introduit la notion de symétrie qui permet de rassembler en un processus l'entrelacement 
et le déentrelacement Enfin, l'intérêt a été porté sur les entrelaceurs symétriques S dont 
les deux propriétés sont la symétrie et la séparation minimale des bits après 
entrelacement. Nous avons ainsi pu observer la qualité de ces entrelaceurs. 
Le chapitre 6 a porté sur des entrelaceurs plus classiques et moins complexes. Nous 
avons d'abord porté de l'intérêt sur les entrelaceun bloc qui sont déterministes. Nous 
avons pu ainsi comprendre leur processus et constater leur efficacité pour des petites 
tailles de blocs. Nous avons également pu constater que les performances étaient réduites 
à mesure que nous augmentions la taille des blocs. Par la suite, une longue étude fut 
portée sur les entrelaceurs convolutiomels. Une des caractéristiques de ces entrelaceurs 
est qu'ils sont multiplexeurs. Ils induisent un délai à la transmission. En étudiant l e m  
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performances, nous avons pu constater qu'ils ne semblaient pas être efficaces, quelle 
que soit la taille des blocs. 
Enfin, le dernier chapitre a porté sur les entrelaceurs hélicoïdaux. Tout d'abord, il fut 
question des entrelaceurs hélicoïdaux purs pour fins d'introduction. Par la suite, l'intérêt 
fiit porté sur les tous nouveaux entrelaceurs BH. Les performances de ces derniers sont 
assez bonnes et sont accompagnées d'une complexité moindre. 
Autant nous avons tenté d'être le plus complet possible dans le domaine des entrelaceurs 
pour les Codes Turbo, autant il reste des perspectives de recherche. Voici une liste non 
exhaustive de recherches intéressantes sur les Codes Turbo : 
étude d'un entrelaceur qui utilise l'information extrinsèque pour générer les 
vecteurs de permutation; 
étendre l'étude des entrelaceurs à des longueurs de contrainte supérieures à 3 
pour contirmer les résultats obtenus dans ce mémoire; 
étudier des Codes Turbo dont le nombre de codeurs est supérieur à deux; 
effectuer une étude sur la nécessité d'une queue ou non; 
comprendre l'influence de l'information extrinsèque sur Ics performances des 
Codes Turbo. 
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