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中文摘要
中文摘要
不平衡数据在统计机器学习领域成为一个越来越热门的研究课题。目前流行的
统计机器学习理论和已有的分类算法，大多是建立在各类样本数据量大致相等的前
提下，从而进行各类统计推断或是分析的。然而这些已有的经典方法一旦应用在不
平衡数据中，便产生了严重的偏倚现象，使得少数类的识别率很低。但是在现实中
的应用场景，少数类所隐含的信息是人们更加关注的。因此使少数类的识别率提高
有理论意义和现实意义。
本文从两个方面对传统的分类算法进行改进：
1.数据层面，提出BOS上抽样方法。该方法基于非参数统计的Boostrap抽样方
法。在每次样本的构造过程中取少数类的子样本集，对其求期望值作为新样本。从而
扩充了样本容量，使类间不平衡度降低。实验表明，该抽样方法与经典的SMOTE算
法相比，其分类指标都有不错的提升；特别是在需要扩容的样本量不多时，BOS算
法的构造样本的有效性更强。
2.算法层面，提出Ort统计量和Im-AdaBoost算法。本文通过分析AdaBoost算法
的权重更新过程，指出其只区分了分类是否正确的情况，而未对正类和负类样本加
以区分；并分析了基分类器的多样性对集成学习泛化能力的影响，提出了正交多样
性统计量Ort。基于以上两方面的研究，本文针对不平衡数据给出了Im-AdaBoost算
法，并且当参数s = 1时，AdaBoost为Im-AdaBoost算法的特殊情况。该算法的泛化
误差上界和AdaBoost算法保持一致，为每轮权重更新时的规范化因子的连乘积。实
验表明，改进后的算法与AdaBoost分类算法相比，F1和g-mean指标都有一定的提
升。
关键词：Bootstrap重抽样；非参数统计；集成学习
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Abstract
Abstract
Imbalanced data has increasingly become a popular research topic in the eld
of statistical machine learning. At present, the popular statistical machine learning
theory and the existing classication algorithm are mostly based on the fact that the
amount of sample data is roughly equal, commencing all kinds of statistical inference
or analysis. However, these existing classical methods, once applied in imbalanced
data, would produce a serious biased phenomenon, making the recognition rate of the
minority class quite low.Nevertheless, people concern more about the information of
the minority class in the application of the reality. Therefore, the improvement of the
recognition rate of the minority class embraces the theoretical and practical signicance.
This paper improves the traditional classication algorithm from two aspects.
1. From the data level, BOS sampling method is being proposed. The method is
based on the nonparametric statistical Bootstrap sampling method. In each sample
construction process, we take a small number of sub-sample set, calculating the
expected value as a new sample. Therefore, the sample size would be extended,
reducing the imbalance between classes. Experiments show that the sampling method
has been improved in metrics compared with the classical SMOTE algorithm. The
constructive samples of BOS algorithm are more eective especially when the number
of samples needed to be expanded is small.
2. From the algorithm level, Ort statistics and Im-AdaBoost algorithm are being
proposed. In this paper, we analyze the weight update process of AdaBoost algorithm,
and point out it only distinguishes whether the classication is correct, but not
distinguishes the positive and negative classes. In addition, we analyze the inuence
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Abstract
of the diversity of the classier on the generalization ability of the ensemble learning,
and put forward the orthogonal diversity statistics. Based on the above two aspects,
this paper gives the Im-AdaBoost algorithm for imbalanced data.AdaBoost is a special
case of Im-AdaBoost algorithm when parameter s = 1. The upper bound of the
generalization error of this algorithm is consistent with the AdaBoost algorithm, which
is the continued product of the normalization factor when the weight of each round
is updated.Experiments show that F1 and g metrics are enhanced in the improved
algorithm, compared with AdaBoost classication algorithm.
Key words: Bootstrap Resampling;Nonparametric statistics;Ensemble Learning
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第一章 绪论
1.1 引言
在数据科学的相关研究中，目前的一个严峻挑战便是如何更好地去处理现实生
活中的“不平衡数据”。数据的不平衡性指的是在样本集中，某一类的样本量和其他
类别相比显得稀少。在日常生活中，不平衡数据存在于方方面面，并且人们往往更
有兴趣去研究少数类的特征。例如，在对客户流失原因的分析中，一般将流失客户
认为是少数类，因为相对于正常的用户来说，只有少数的客户会变更其他的服务商。
然而对于公司来说，提前识别出流失客户并给出相关挽留措施客户是及其重要的。
不平衡数据的例子还存在与其他领域中。Kubat[1]在1998年对海面泄漏石油问题的寻
找上做了深入研究。首先由遥感卫星生成海面图像，但由于石油和水的反射性是不
同的，因此在图像中所呈现的色调也是不同的，石油的颜色会更加的深，并且由于
外界因素的影响，如天气和泄漏时间长短等，石油块的几何形状会慢慢由一大块分
裂成一些小的石油块，颜色也会随之产生变化。所以对海面卫星图的识别，从中找
出石油溢出图像便是不平衡数据的分类问题。屏幕像素坏点的识别问题是和石油溢
出相似的不平衡数据问题。
在金融领域也有很多不平衡问题。如银行的信用体系中大部分的样本都是良好
的信用记录，不良信用的样本量是占少数的，而信用欺诈的客户数量相对更少，但
这些少数类客户可以给银行等金融机构带来巨大的风险，并且每个信用欺诈客户的
样本特征和带来的损失都是不同的。从正常的客户信用消费行为中，识别出具有潜
在不良信用和欺诈行为的客户是银行现在面临的艰难课题。在生物信息领域中，通
过分析基因信息中碱基对的排序信息进而识别出是否带有某种罕见病基因也是不平
衡数据问题，因为基因组的信息往往是高维数据。
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从上面的几个例子，可以发现不平衡问题在现实生活中是占有一定比重的，并
且少数类样本具有特殊的意义。若是未能对少数类尽早识别或是识别错误，都会产
生不小的损失。所以不平衡问题的研究有重要的现实意义和理论意义。
1.2 不平衡分类问题
当前的各种传统模式分类方法中，都是建立在类别大致相等的条件下进行推导
的，并没有考虑到不平衡数据自身的特点，从而使得这些传统方法应用在不平衡数
据上时引起分类失效。
1.2.1 数据稀缺问题
从数据层面来说，不平衡数据指的就是某一类样本量的稀少性，这包括绝对稀
少和相对稀少。
绝对稀少指的就是少数类样本数量的绝对过少，该类已有的样本不足以充分表
示该类的特征。Weiss[2]通过人工生成的数据进行实验指出，绝对稀少类别的分类
错误率与其他类别相比明显高出许多。相对稀少指的是其样本量相对于其他类别
来说，占有的比例过小，也就是说其本身的样本容量并不小。面对绝对稀少的情况
时，学习器好比大海捞针，特别是基于启发式的贪心算法的分类能力明显降低 [3]。
Japkowicz和Stephen[4]对样本不平衡度、样本集规模和样本集的概念复杂度进行变
化，通过实验对比得出：当训练样本的总量足够多时，相对稀少的不平衡问题不一
定导致传统分类器的分类性能下降；而绝对稀少的数据由于分布不集中且样本量过
少，易引起分类器的失效。
1.2.2 噪声数据的影响
不管是任何数据集，存在噪声数据的问题都是不可避免的，且对分类器的分类
性能可以产生不同的影响。然而对于不平衡数据集来说，存在噪声的数据的对少数
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类的影响是巨大的甚至是决定性的 [3]。对少数类数据集来说，其抗噪能力是较弱的，
只要存在少数的噪声样本，都会对决策函数产生较大的影响 [2]。
1.2.3 决策面偏移的影响
经典的模式分类方法, 其几乎都是基于各类样本数量大致相等的条件下而建立
的。因此在处理不平衡数据时，分类器的性能都有不同水平的降低。
支持向量机等分类器的目的是在特征空间中寻找最优的决策面。最优决策面的
产生过程采用的是结构风险最小化原则，其目的是为了使分类精度和算法的复杂度
之和达到最优。然而，对于不平衡数据集，其少数类的支持向量对于多数类来说也
是不平衡的。因此支持向量机为了到达结构风险最小化，会忽略少数类样本对结构
风险产生的影响。进而将会扩大决策边界，使得训练的超平面偏离最优超平面。
贝叶斯分类器等概率估计的分类器，其核心为对概率分布的估计。由于少数类
样本的缺少，预测成少数类的概率将会远小于预测成多数类的概率。决策树等基于
规则的分类器，是通过对规则的选择而进行决策。其中，支持度和可信度是规则选
择的重要指标。而由于不平衡数据的支持度是不平衡的，进而会影响到规则的选
择 [5]。
1.2.4 评测指标问题
评价指标直接影响了分类器在训练过程中的优化方向，进而影响了分类器的性
能。准确率是大多数传统分类方法的评价指标。但是准确率并没有体现出少数类单
一类别的分类效果，而是总体评价了少数类和多数类的分类结果。若有极不平衡数
据集，其少数类和多数类的样本量比值为1：99。在这种极不平衡的情况下，即使分
类器将所有的样本都判定为多数类，其最终的准确率也可以达到99%。
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1.3 不平衡分类问题的解决策略
面对不平衡数据的几类问题，研究者们提出了各种解决方法，总体上来说，这
些方法可以分为两方面：一方面是从样本数据集层面入手，使样本的不平衡度降低。
研究较多的是重采样方法和样本训练集划分方法。另一方面是从算法层面入手，研
究现有算法处理不平衡数据集时的问题，将算法进行优化使之能够良好地解决不平
衡数据的分类问题。现在较为成熟的方法有特征选择方法、代价敏感学习和集成方
法。
1.3.1 重采样方法
上一小节描述了不平衡数据在分类时，产生分类性能不佳的几类原因。可以说
不平衡数据自身的样本量问题是最本质的原因，因为由于样本量的不均才引起其他
几个原因。因此学者们试图从本质上降低不平衡数据的不平衡度，重采样方法就是
其中的一种解决策略。
重采样方法分成两类相反方向的重采样。一类是使多数类样本变少的下抽
样(under-sampling)，另一类是使少数类样本变多的上采样(over-sampling)。其目的
都是使训练集减少不平衡度。
Kubatm[6]提出了单边选择方法(one-side selection，OSS)，将多数类样本分为四
类，再结合Tomet Link以及CNN方法(condensed near neighbor) 剔除多数类样本中的
其他三类样本，进而提高分类效果。LaurikkalaChen[7]基于单边选择方法，给出了剔
除多数类样本近邻点的方法(neighborhood cleaning Rule，NCL)。Chen[8]在2005年提
出了基于SVM来分类不平衡数据时，通过修剪多数类样本的支持向量的方法进而提
高灵敏度和特异性。
最简单的上抽样方法是对少数类样本的随机复制，但是该方法极易导致过拟
合 [9]，并且不能实质性地提高少数类的识别率 [10]。Chawla[11]等人提出了基于最近
邻线性插值的SMOTE 算法。Lee[12]对不平衡数据集中少数类样本加上随机的噪声，
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使得样本量扩容。Chawla[13]后来结合了Boost算法和SMOTE算法，形成了具有这两
种算法的优点的新算法SMOTEBooost。
1.3.2 训练集划分方法
对 训 练 数 据 集 进 行 划 分, 是 解 决 训 练 集 不 平 衡 度 的 另 一 种 途 径。
Chan和Stolfo[14]通过先获得一个可接受的类别样本分布，再将多数类样本随机
地分割成一些不相交的多数类子集。这些子集的样本个数由少数类样本集的数量和
事先获得的样本分布所决定。再分别进行子分类器的学习，最终通过元学习综合这
些子分类器的结果给出最终判别。Lu和Ito[15] 应用最小最大化集成规则，给出了最
小最大模块化(min-maxmodular) 的神经网络模型，该模型能使子分类器高效的结合，
使组合分类器能有效地实现增量学习和并列学习。
1.3.3 分类器集成方法
Kotsiantis和Pintelas[16]将经过重采样处理后的训练集用三种不同的分类算法进
行训练，然后对这些分类器结果应用多数投票的方式给出最终预测。Chen等人 [17]给
出了平衡随机森林算法，核心为对多数类样本进行下抽样，并对少数类样本进行上
抽样。最后对经过重抽样后的数据集结合投票的方法进行集成学习。Liu等人 [18]在
人脸识别的级联模型基础上，给出了基于级联模型的不平衡数据分类算法，该算
法对多数类样本进行逐步剔除，使得最终得到的级联结构节点的样本趋于平衡。
Zhou和Liu[19]将代价敏感方法与神经网络结合，并且将分类器集成的思想用在了最
终的结果输出上。他们将该方法在UCI的数据集上进行测试，发现该集成方法可以良
好地解决不平衡数据的分类问题。
1.3.4 代价敏感学习方法
在不平衡分类问题中，人们往往更关少数类是否分类正确。因为少数类样本带
有更多的潜在信息，比普遍的多数类样本具有更多意义。也就是说，若是将少数类
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