In human-human conversations, listeners often convey intentions to their speakers through feedbacks comprising reflexive short responses. The speakers then recognize these intentions and dynamically change the conversational plans to transmit information more efficiently. For the design of spoken dialogue systems that deliver a massive amount of information, such as news, it is essential to accurately capture users' intentions from reflexive short responses to efficiently select or eliminate the information to be transmitted depending on the user's needs. However, such short responses from users are normally too short to recognize their actual intentions only from the prosodic and linguistic features of their short responses. In this paper, we propose a user's short-response intention-recognition model that accounts for the previous system's utterances as the context of the conversation in addition to prosodic and linguistic features of user's utterances. To achieve this, we define types of short response intentions in terms of effective information transmission and created new dataset by annotating over the interaction data collected using our spoken dialogue system. Our experimental results demonstrate that the classification accuracy can be improved using the linguistic features of the system's previous utterances encoded by Bidirectional Encoder Representations from Transformers (BERT) as the conversational context.
Introduction
In human-human conversations, listeners often convey their understanding level or degree of interest in the current topic to speakers through feedbacks comprising reflexive short responses. Based on the feedback from the listener, the speaker dynamically modifies his/her conversational plan to adjust the conversational situation to the state of the listener. A speaker may add supplemental information or change the topic when a listener's understanding level seems insufficient or when they seem to have no interest in the current topic, respectively. By applying such a series of processes to a human-system conversation, Fujie and Kobayashi developed a smooth and convenient conversation system [1, 2] . By providing or eliminating information depending on the user's needs [3] , we develop a spoken dialogue system that efficiently delivers a massive amount of information. In the proposed system, any given written documents, such as news articles, can be translated into an utterance plan consisting of a primary plan for delivering main content and the associated subsidiary plans for supplementing the main content. By applying text summarization and style conversion Table 1 : An assumed conversation between a user (U) and our system (S) . Japanese pronunciations are written in Italic form. S1:
Google Glass U1: (e?) [reflexive short response] What's it?
S2:
Google Glass is Google's glasses-type Internet terminal.
U2: I see.
S3: So, it seems it was found that the man who wore the Google Glass was being treated for addiction.
U4:
How long did he wear it?
S4: 1 18 He seems to have been wearing it for up to 18 hours a day.
U5:
(e?) [reflexive short response] Too long! S6:
The man says that he started viewing dreams as if they were projected through Google Glass's.
U6:
Hmmm.
techniques, a primary plan is automatically generated. The subsidiary plans are compiled by considering potential user/system interactions. To efficiently select or eliminate subsidiary plans depending on the user's needs, it is essential to accurately capture users' intentions from reflexive short responses while delivering the primary plan. Here, "intention" refers to certain types of user requests while consuming information, which are transmitted directly/indirectly and explicitly/implicitly by the users. An assumed example of the conversation between a user and our system is shown in Table 1 . In the table, the utterances of U1 and U5 can be regarded as reflexive short responses that indicate the user's understanding. Note that U1 and U5 were articulated with the same Japanese pronunciation "e?" with different intents. U1 intends that the user did not know about Google Glass. U5 intends a surprise for wearing Google Glass for 18 hours a day. By accurately perceiving the difference between the two utterances, our system was able to define Google Glass and present more detailed information regarding Google Glass to the user. In this way, to transmit information efficiently, it is important to understand users' implicit information requests from reflexive short utterances. Conventionally, in spoken dialogue systems that recommend or transmit information, intentions are estimated from para-language [4] or explicit sentences [5] and are used for dialogue control. However, such users' reflexive short responses, such as U1 and U5 in Table 1 , are normally too short to distinguish their actual intentions only by prosodic and linguistic features.
In this paper, we propose a user's short response intention recognition model that takes the previous system's utterances into account as the context of the conversation in addition to prosodic and linguistic features of user's utterances. In the pro-posed model, users' intentions are identified using the prosodic features of the user's utterance extracted from the spectrogram and the linguistic features of the user's utterance and the previous system's utterances encoded by Bidirectional Encoder Representations from Transformers (BERT) [6] . The rest of the paper is organized as follows. Section 2 discusses related works done by other researchers. We introduce the dialogue data collected using our system in Section 3. Next, we describe classified intentions in the view of efficient information transmission and annotated labels on the utterance data in Section 4. Furthermore, we evaluate the effectiveness of the proposed model using this dataset in Section 5. Finally, we present a conclusion of this paper in Section 6.
Related Work
Spoken dialogue systems for information seeking tasks, such as item recommendation, typically control their dialogue flows based on users' explicit intentions, such as questions and recommendation queries, which are estimated from user's explicit utterances. There are various methods used for recognizing intentions from prosodic and linguistic features of the users' utterances. Yoshino et al. developed a news navigation system that transmits information adapted to the user's interests [5] . Using linguistic features, such as part-of-speech tags and semantic role labels, they proposed a method to estimate these intentions through logistic regression assuming that users' utterances are given in the form of explicit sentences. Conventionally, supplemental prosodic features such as F0 have been used for intention recognition [7, 8, 9, 10] . Fujie et al. proposed a method for estimating whether the user's attitude to the system is positive or negative via Bayesian discrimination using para-linguistic information such as fundamental frequency (F0) [4] . In recent years, numerous methods used for recognizing intentions or emotions by using spectrograms with rich information close to raw speech signals have been increasing [12, 13, 15, 16, 17] . Using the features obtained by inputting a spectrogram, phase information, and MGDCC [11] into a convolutional neural network (CNN), Guo et al. proposed a model for identifying emotions using bidirectional long short-term memory (LSTM) [12] . Luo et al. proposed a model that identifies emotions by combining the features obtained by inputting a spectrogram into a convolutional recurrent neural network (CRNN) and manually designed features such as F0 and MFCC [13] . Yenigalla et al. proposed a model to identify emotions by combining the features obtained by inputting a spectrogram into CNN and embedded representations of the phonemes obtained by word2vec [14] [15] . By combining linguistic features of user's utterance and the prosodic features extracted from a spectrogram [18, 19] , we proposed a model to identify intentions.
In contrast, conversational media that assume that users primarily listen to a certain amount of information, e.g., listening to music, and sometimes spontaneously ask for clarification and details of the contents should accept users' explicit and implicit "pull" and "push" requests to retrieve a certain amount of information via natural methods. The users' intents may include backchannels showing that a user is listening to the news or showing his/her interests and questions with ambiguous short phrases (recall U1 and U5 in Table 1 ). However, such users' responses are normally too short to distinguish their actual intentions only from the para-linguistic and linguistic features of the users' responses. In this paper, we propose an intention recognition model that considers not only prosodic and linguistic features of user utterances but also previous system utterances. 
Dataset
We classified user intentions that demand the system to increase or decrease the amount of information to transmit [19] . Table 2 shows the user intention types, their effects, and corresponding system actions. We defined Question, Request Supplement, and Request Repeat as intention to demand increase of information to transmit. We defined Disinterest and Already Known as intention to demand decrease of information to transmit. In addition, we defined Wait Request to make the system wait to speak so that simultaneous utterances by the user and system would not occur. We employed seven annotators to annotate these intention labels to users' utterance data collected by our spoken dialogue system [3] . Among all the collected user utterances, we extracted short user utterances of less than 1.5 seconds using a voice activity detection (VAD) program. We allocated at least three annotators to annotate each short utterance. Table 3 shows the distribution of each label. The "Majority vote" column refers to the number of annotated utterance data that got a majority vote among more than three annotators. Additionally, the "At least one vote" column refers to the number of annotated utterance data that got at least one vote among more than three annotators.
Intention Recognition Model
An overview of the intention recognition model we propose is shown in Figure 1 . First, a spectrogram is generated from a short time width fragment of speech. Next, the obtained spectrogram is input to an AutoEncoder including CNN (CNN-AutoEncder) and the prosodic features compressed in the intermediate layer is input to LSTM along time series. LSTM sequentially outputs the probability of the intention. When a speech recognition result is obtained, the prosodic features contained in LSTM, the linguistic features of the user's utterance, and the linguistic features of the previous system's utterances are integrated; then, the final probability of the intention is calculated using these features.
Design of Feature Extraction Part
In general, fundamental frequency (F0) is used as a feature to recognize users' intentions. However, due to the quasiperiodicity of the speech waveform, ambient noise, and variation in the F0 in the voice spanning over a wide range, it is difficult to accurately extract the F0. We developed a model of extracting features directly from the time-frequency spectrum of speech without involving F0 estimation [18, 19] . The characteristics related to phoneme and voice height appear as a spectrogram pattern. Therefore, we consider this pattern as an image and train the CNN-AutoEncoder (Figure 1.b) . We use the prosodic features compressed in the intermediate layer to recognize the users' intentions.
Design of Discrimination Part
The discrimination part comprises a discrimination part (P) and a discrimination part (L).
Discrimination Part (P)
In the discrimination part (P), the prosodic features extracted from the CNN-AutoEncoder are sequentially input to the LSTM to identify the users' intentions ( Figure 1.c) . Since speech has a variable length in the time direction, a model that can obtain the length in the time direction is necessary. Even for the sound of the same speech sentences, voice duration varies depending on said the speaker and their condition or state. Furthermore, the changes in the time direction of prosody are also useful in intention recognition, such as being easily recognized as Question when the pitch of the end of utterance rises. Therefore, we use the LSTM, which can deal with long time sequences for feature extraction.
Discrimination Part (L)
In the discrimination part (L), intentions are identified using the prosodic features included in the LSTM of discrimination part (P), the linguistic features of user's utterance, and the system's immediately preceding utterances. Here, the system's immediately preceding utterances represent the system's current and previous utterances when the user's utterance is obtained. For example, in the conversation of Table 1 , when identifying the intention of the user's utterance U5, the range of the system's utterances used as the context is the current system's utterance S4 and the previous system's utterance S3. We used BERT [6] to encode linguistic features. We describe the flow of processing in the discrimination part (L). First, we analyze the speech recognition result of the user's utterance and obtain a sequence of words {u w i } M i=1 and a sequence of auxiliary features (e.g.,
Similarly, for the system's utterances, we also obtain a sequence of words {s w k } N k=1 and a sequence of auxiliary features {s a k } N k=1 . Next, a vector sequence {u e i } M i=1 is calculated by combining a representation obtained by inputting the word sequence of the user's utterance into the BERT and a representation obtained by linear transformation of the auxiliary features. Similarly, for the system's utterances, a vector sequence {s e k } N k=1 is calculated. Then, to obtain a vector vu, self-attention [20] is applied to the encoded result of the user's utterance. To obtain a context vector vp, we compute attention [21] for each state of the LSTM holding prosodic features using the vector vu as a query. To obtain a context vector vs, we compute attention [21] for the encoded result of the system's utterances using a vector combined vu and vp as a query. Finally, using a vector combining vp, vu and vs, the probability of the intention is calculated in the output layer.
Experiments

Learning of Feature Extraction Part
We use a large speech corpus (Corpus of Spontaneous Japanese: CSJ) [22] to train the CNN-AutoEncoder. The input to the CNN-AutoEncoder is a spectrogram generated by frame size of 800 (50ms), frameshift of 160 (10ms), and chunk size of 1024 and these sizes are 10 × 256.
Pre-training of BERT
In this section, we describe the experimental setup about pretraining of the BERT. We extracted adjacent sentence pairs from about 1 million articles of Wikipedia without duplication so that the paragraph was not exceeded. Among the sentence pairs, 5 million sentence pairs were used as a training set and 10 thousand sentence pairs were used as a development set, and the BERT was pre-trained with 2 tasks: masked language model and next sentence prediction [6] . The model parameters were set such that the number of blocks in the transformer was 2, the dimension of the hidden layer was 256, and the number of heads in the self-attention was 2.
Auxiliary Features
In this section, we describe the details of the auxiliary features. In our system that speaks based on scenarios, system's utter- 
Experimental Setup
The training set, development set, and test set used in model learning and evaluation were made by dividing the dataset in Table 3 at a ratio of 2:1:1 for each intention. The same number of negative examples as positive examples were randomly extracted from data of other intentions. The evaluation metric is accuracy. The discrimination part (P) is trained using a 256dimensional vector, which is the intermediate layer vector of the CNN-AutoEncoder. To the CNN-AutoEncoder, a 100 ms spectrogram was shifted in intervals of 50 ms. In other words, there was an overlap of 50 ms with the input of the current time and the input of the next time. This was to let the LSTM learn information about the time change. We represent the result of calculating the accuracy for the test set based on the output of the final state of the LSTM as "P". We set the dimensions of the linear and hidden layers of the LSTM to be 64. Using the hidden states of the LSTM of the discrimination part (P) and linguistic features of the user's utterance, the discrimination part (L) that excluded the structure of processing the system's utterances from the network was trained. We represent the result of calculating the accuracy for the test set as "P+U". All of the networks of the discrimination part (L) were trained using the hidden states of the LSTM of the discrimination part (P), the linguistic features of the user's utterance, and the linguistic features of the system's utterances. We represent the result of calculating the accuracy for the test set as "P+U+S". In addition, we compared the model that the BERT was pre-trained and the model that the BERT was not pre-trained. We also compared the model that input auxiliary features and the model that did not input them. Furthermore, we compared the model that trained using "At least one vote" dataset in Table 3 and the model that trained using "Majority vote" dataset.
Experimental Results
The experimental results are shown in Table 4 . For all intentions, we found that adding linguistic features of the user's utterance is better than only inputting prosodic features. In addition, it was found that accuracy can be improved by adding auxiliary features by pre-training the BERT. As for the quality of the dataset, the performance using the dataset that adopted a label annotated by majority annotators was higher than the performance using the dataset that adopted a label annotated by at least one annotator. With respect to the effects of taking into consideration the linguistic features of the system's utterances, the performance of Question, Request Supplement, Request Repeat, Already Known, and Wait Request (At least one vote) were improved. However, the performance of Disinterest and Wait Request (Majority vote) were slightly degraded. Wait Request tends to extend the duration of the end of the utterance and to be grammatically incomplete. Therefore, it is considered that the reason for this is that the feature of the user's utterance contributes more to the identification than the context of the conversation. Users' interest in topics varies. Therefore, as for Disinterest, it is thought that the result was worse because the variation in context is large.
Conclusion
To communicate information efficiently via spoken dialogues, we examined a method to identify the user's intention from reflexive short responses. Since the interpretation of reflexive short responses depends on the context of the conversation, we proposed an intention recognition model that considers not only prosodic features and linguistic features of user's utterance but also context information of system's utterances. We classified the intentions in terms of efficiently transmitting information and annotated them on the dialogue data collected by the actual conversation system. As a result of the experiment using this dataset, we confirmed that the discrimination performance of the intentions is improved by using the linguistic features of the immediately preceding system's utterances. Furthermore, we confirmed that the model performance is improved by adding auxiliary features by pre-training the BERT by improving the quality of the dataset. In the future, we would like to consider a multimodal intention recognition method that also considers visual cues such as facial expressions.
