The Jones polynomial and Khovanov homology of a classical link are invariants that depend upon an initial choice of orientation for the link. In this paper, we define and prove a Khovanov homology theory for unoriented virtual links. (Virtual links include all classical links.) The graded Euler characteristic of this homology is proportional to a similarly-defined unoriented Jones polynomial for virtual links, which is a new invariant in the category of non-classical virtual links. The unoriented Jones polynomial continues to satisfy an important property of the usual (oriented) Jones polynomial: for classical or even links, the unoriented Jones polynomial evaluated at one is two to the power of the number of components of the link. As part of extending the main results of this paper to non-classical virtual links, a new, simpler algorithm for computing integral Khovanov homology is described. Finally, we define unoriented Lee homology theory for virtual links based upon the unoriented version of Khovanov homology.
Introduction
It is well-known that the Kauffman bracket polynomial does not require the choice of an orientation on the link. However, the Jones polynomial and Khovanov homology based upon it does. The same is true for virtual links: The Khovanov homology defined in [5, 28] is an oriented virtual link invariant. In this paper, we show how to remove this dependence on the orientation to get an invariant of the underlying link.
In the original Khovanov invariants, the orientation was used to determine an overall grading shift in the bracket homology (cf. Theorem 6 and Theorem 7). (The bracket homology is the "categorification" of the Kauffman bracket of a diagram.) We introduce different grading shifts that also lead to an invariant homology that does not require L to be oriented. To describe these shifts, we need three numbers for any virtual diagram: s + , s − , and m. The number m is simply the number of mixed-crossings of the diagram, i.e., the number of classical crossings between different components of the link. Each component can also have several self-crossings. We can bifurcate the self-crossings into two types, s + and s − , that correspond to the number of positive and negative self-crossings of the diagram (see Section 2 for definitions).
Let (C(D), ∂) be the bracket complex defined in Section 4 for a diagram D of an unoriented link L. The unoriented Khovanov chain complex,C(D), is a gradings-shifted version of the bracket complex:
Theorem A. Let L be an unoriented virtual link. The unoriented Khovanov homology, denoted Kh(L), can be computed from any virtual diagram of L and is a virtual link invariant.
The bracket homology and gradings-shift also leads to an unoriented version of Lee homology:
Theorem B. Let L be an unoriented virtual link. The unoriented Lee Homology, Kh (L), is an invariant of the link L.
This homology theory may have an impact on the study of the genera of unorientable spanning surfaces for both classical and virtual links. A priori there is no coherent way to orient the links appearing in a non-orientable cobordism. This renders the usual theory impractical for studying such cobordisms. Having a Lee homology theory that is independent of orientablity removes this barrier.
As part of proving Theorem A and Theorem B, we introduce a new, simpler algorithm for computing the differentials in the bracket complex for virtual links (see Section 5) . This new algorithm represents a significant improvement over the current algorithms described in the literature and can be used for computing both the usual (oriented) and unoriented versions of Khovanov homology for virtual links.
An immediate consequence of Theorem A and Proposition 1 is that the graded Euler characteristic of the unoriented Khovanov homology defines a polynomial invariant that does not depend on the orientation of the link: χ q ( Kh(L)) = i,j∈ 1 2 Z (−1) i q j dim( Kh i,j (L)).
One might reasonably call this the "unoriented Jones polynomial" for the link (see J 0 L in Section 2). However, this choice has two substantial deficiencies. First, the polynomial has complex, not real, coefficients. Second, even for classical links, evaluating the polynomial at q = 1 is not always positive as it is for the usual Jones polynomial. A significant amount of this paper is dedicated to correcting both of these deficiencies. It turns out that the solution-cores and mantles-can be applied to fix other problems that have come up in the virtual link theory literature.
We can get a hint of how to fix these deficiencies by looking at classical links. For classical links, the required normalization is to multiply χ q ( Kh(L)) by (−1) λ where λ = The definition ofλ also solves the second deficiency. An even link is a virtual link in which there are an even number of classical mixed-crossings for every component in a diagram of the link (cf. [15, 32] ). Even links are sometimes called 2-colorable links in the literature (cf. [36] ). Since all virtual knots and classical links are even, one can often generalize theorems of virtual knots and classical links to even virtual links. The next theorem is new in the literature for the usual (oriented) Jones polynomial for non-classical virtual links L. It also shows thatλ correctly addresses the second issue for the unoriented Jones polynomial (see Theorem 5 and Corollary 3):
Theorem D. If L is an oriented virtual link with components, then
The number, J L (1), is independent of the choice of orientation.
Thus, we prove that the usual (oriented) Jones polynomial, J L , counts the number of components of a virtual link when the link is even, extending this well-known property for classical links, and that the unoriented Jones polynomial, J L , also preserves this property.
In order to define λ, we needed to introduce a new idea in virtual link theory that extends even link invariants to all virtual links: the identification of the core and mantle of a virtual link, and more generally, a multi-core decomposition (See Section 3.2). A multi-core decomposition is the separation of a virtual link L into a set of invariant sublinks, L = C 1 ∪ . . . ∪ C n ∪ M n , where each sub-link C i is even (C 1 is called the core), and the sub-link M n is either the empty link, or it is odd (M n is the final mantle).
While there are a number of invariants for even virtual links in the literature, generalizing them to all virtual links has been elusive. They fail to be invariants for odd virtual links because the definition of the invariant often depends heavily on each component having an even number of classical mixed-crossings. However, by identifying an invariant even sub-link, the core, and eventually a set of invariant even sub-links in the multi-core decomposition, one can derive an invariant of the (odd) link by applying the even link invariants to each even core in the decomposition (see Theorem 2) .
Theorem E. Any invariant of even links, Ψ, induces a tuple of invariants (Ψ(C 1 ), . . . , Ψ(C n )) for the multi-core decomposition of a virtual link L, and the tuple itself is an invariant of L.
In the case of the unoriented Jones polynomial, the multi-core decomposition identifies 
Unoriented Jones Polynomial for Classical Links
We introduce the main ideas of this paper by reviewing and generalizing the oriented version of the Jones polynomial for classical links to the unoriented Jones polynomial. First, changing the orientation of a component of a link changes the usual (oriented) Jones polynomial in a controlled way. For example, if L = K 1 ∪ K 2 is a two component link with orientations chosen for K 1 and K 2 , let L be the same link but with the direction of K 2 reversed so it has the opposite orientation. Then the Jones polynomials J L and J L in variable A are related by
where Lk(K 1 , K 2 ) is the linking number of K 1 and K 2 with respect to the original orientations (cf. [33] ). See Section 4 for definitions where we define J L (A) by the usual writhe normalization of the Kauffman bracket. It has been known for some time in the mathematical community how to adjust the normalization of the original Kauffman bracket (in variable A) to eliminate the factor in Equation (1) . Since the original bracket is invariant under Reidemeister two and three moves, one can limit the usual writhe normalization factor to the "self-writhe" of components of a link to compensate for Reidemeister one moves. Using the self-writhe one can then write down a "Jones polynomial" in variable A that is invariant of the orientation as well. For a recent discussion of this fact, see [9] . In this paper, we use the Kauffman bracket (in variable q) that leads to the Khovanov homology construction. This requires adjusting the normalization factor in a different way.
The new choice of normalization factor is based upon a few simple observations. Let L = K 1 ∪ · · · ∪ K be a link with components and let D be a virtual diagram of L. A self-crossing in D is a classical crossing in which both arcs of the crossing are from the same component. For a specific component K i , the usual signs for each self-crossing of K i are the same for either orientation of K i . Therefore we keep this information. Let s + and s − be the total number of positive and negative self-crossings of a link L. Note that the positive and negative signs can be assigned to each self-crossing of a component without choosing an orientation for that component. Here is how: Start at the over arc and travel around the component until reaching the crossing again. If the over arc is approached from the right with respect to the direction traveled, the crossing is positive, otherwise it is negative. This algorithm is equivalent to "temporarily" orienting a component and calculating the usual sign of the crossing. The point is that a temporary orientation is merely a convenient way to calculate s + and s − ; it is not necessary for our construction.
A moment of reflection on the Reidemeister moves shows that the first Reidemeister move is covered by the self-crossing data, and the third Reidemeister move should not play a role in any normalization. For the second Reidemeister move, the case of using the move on a single component K i continues to be taken care of by the self-crossing data. The final case is a Reidemeister two move for strands from two different components of a link. Therefore, the remaining type of crossing to consider is a mixed-crossing, that is, a classical crossing of a diagram involving two different components. Let m be the total number of mixed-crossings of a diagram D. Note that we do not assign a positive or negative sign to these crossings.
Before addressing the final case, let us review how the Kauffman bracket changes for this move. First, to get the Jones polynomial, one multiplies the Kauffman bracket by a normalization factor that depends on the writhe, i.e.,
where n − and n + are the number of negative and positive (classical) crossings respectively. 1 Here we are using the form of the Kauffman bracket given by = − q , and (2)
Clearly, the normalization depends upon the way the components are oriented, but the Kauffman bracket itself does not require a choice of orientation (with the same thing happening for bracket homology defined in Section 4 and Section 5). Applying the Kauffman bracket to two strands with one over the other, we see that
In other words, we can pull the strands apart at the cost of multiplying by an overall factor of −q −1 (which partially motivates the usual normalization). Note that (4) (−1) − 1 2 m q − 1 2 m , yields the proper correction factor. Further, note that the change in − 1 2 m is equal to the change in n + − 2n − under the move because, for any orientation of the strands, there will always be one positive crossing and one negative crossing.
Thus we may define the unoriented Jones polynomial of a classical link L by (5)J L (q) = (−1) −n − q (s+−2s−− 1 2 m) L . Based upon Expression (4), one should expect to see −s − − 1 2 m as the exponent of −1 instead of −n − . However, as we will elaborate in Section 3,
where λ = i<j Lk(K i , K j ). To compute λ requires a choice of orientation. However, this sum of linking numbers changes by an even number when the orientation of L is changed. Hence, n − is made up of two terms that do not change under a change of orientation and one term that changes by an even number. The discussion above immediately implies Next we extend the definition of the unoriented Jones polynomial to virtual links. There are a number of pitfalls. The first is that 1 2 m and Lk(K i , K j ) can be half integers. This means that the polynomial may have imaginary-valued coefficients. Since we wish to preserve (as much as possible) the well known fact that evaluating the Jones polynomial at 1 is 2 , this presents a problem. Worse yet, if the orientation of K i (or K j ) is reversed, then Lk(K i , K j ) changes by an odd number if the total number of mixed-crossings between K i and K j is odd. Hence, the term λ needs to be modified to compensate for this issue. We tried many potential modifications that were orientation invariant, however, these modifications could not be normalized so that the well-known fact (2 ) continued to hold, even for classical links. The solution involves what we call the "core" of the virtual link, and it turns out that the core has far wider implications for virtual link theory.
Unoriented Jones Polynomial for Virtual Links
Before defining the core of a virtual link, we begin this section by recalling some basic facts about virtual link theory.
3.1. Virtual Knot Theory. Classical knot theory is the study of embeddings of disjoint unions of S 1 in S 3 . Virtual knot theory, as introduced by Kauffman [18] , is also the study of disjoint unions of S 1 , but in a different ambient space: Σ g × [0, 1], where Σ g denotes a closed orientable surface of genus g. Unlike links in many other 3-manifolds, virtual links have a diagrammatic theory, akin to to that of classical links. We begin by recalling some of the relevant facts about the theory, and refer the reader to [18, 20, 30] for a more thorough treatment.
A virtual link diagram is a 4−valent planar graph in which the vertices are decorated with classical crossings or virtual crossings, denoted by . Examples of virtual link diagrams are given in Figure 3 and A classical link diagram is simply a virtual link diagram without virtual crossings. Thus, classical knot theory is a proper subset of virtual knot theory. For an in-depth treatment of the diagrammatic theory of virtual links see [18] .
3.2.
The Even Core of a Virtual Link. For classical links, the Jordan Curve Theorem implies that each component of a link diagram intersects every other component of the diagram in an even number of crossings. However, virtual crossings are not genuine crossings, which allows one to define a parity for virtual links.
Definition 1 (Component-to-Component Parity). Let D be a diagram of a virtual link L with components K 1 , ..., K . The component-to-component parity, denoted π(K i , K j ), is 0 if there are an even number of mixed crossings between components K i and K j and 1 otherwise.
Definition 2 (Component Parity). Let D be a diagram of a virtual link L with components K 1 , ..., K . Define the parity of K i , denoted π(K i ), to be the number of mixed crossings of D involving component K i , modulo 2.
Remark 1. Let m i be the number of mixed classical crossings involving component K i , and let v i be the number of virtual crossings involving K i and some other component. By the Jordan Curve Theorem,
Hence, the parity of K i is also the number of virtual crossings, mod 2, between K i and all other components.
Definition 3 (Link Parity). Let D be a diagram of a virtual link L with components K 1 , ..., K . The link L is called even if all components of L are even, i.e., π(K i ) = 0 for all i, and called odd if there exists an odd component. The parity of L, denoted π(L), is π(L) = 0 if L is even and π(L) = 1 if L is odd.
Note that the virtual Reidemeister moves have no effect on the parity, and the classical Reidemeister moves clearly leave the parity unchanged, and hence we obtain: It is well-known that even virtual links form a subset of virtual links for which it is often easier to define invariants (cf. [15, 32, 36] ). However, odd virtual links present certain challenges. Some of these challenges may be overcome by choosing an invariant even sublink.
Definition 4. Given a diagram of a virtual link L = K 1 ∪ K 2 ∪ . . . ∪ K we obtain a sublink L 1 by deleting all the odd components of L. The resulting sub-link L 1 may be even or odd. If it is even, stop. Otherwise, repeat the procedure on L 1 to get L 2 , and continue until an even sub-link, L k , is obtained (L k may be the empty link, which is even). Call the even sub-link L k the core of L and denote it by C.
Note that after deleting the odd components of L i to get L i+1 , it is possible that components of L i+1 that were even in L i become odd in L i+1 . However, Lemma 1 still applies to the sub-link L i+1 thought of as a link by itself. Therefore the deletion process is unique: L 1 will always be even or odd as its own link, and the odd components of L 1 that are deleted to get L 2 will always be the same components, and so on. Thus, we immediately obtain: Lemma 2. Any invariant of the even core of a virtual link L is an invariant of L.
Invariants of odd links calculated from the even core leave out much of the information about the link. In order to recapture some of that information it is helpful to look at the complement of the even core, which we call the mantle of the virtual link.
Definition 5. The mantle of a link L is the sub-link M given by the complement of the core, i.e., M = L \ C.
The astute reader will note that the mantle may be either an even or odd link in its own right, and possesses its own even core. Hence, we may repeat the process described above. Given a virtual link L, determine its core C 1 and mantle, M 1 (note: L = M 1 ∪ C 1 ) using Definition 4. Next, determine the core of M 1 and denote it by C 2 using Definition 4. This process also determines a new mantle, M 2 . At this stage, L = C 1 ∪ C 2 ∪ M 2 . Repeat this process until M n is either empty or has an empty core (if M n is non-empty and has empty core, it must contain only odd components). Thus, one obtains a decomposition of the link: L = C 1 ∪ . . . ∪ C n ∪ M n . We call this the multi-core decomposition of the link. Repeated applications of Lemma 2 yield the following theorem. Theorem 2. Any invariant of even links, Ψ, induces a tuple of invariants (Ψ(C 1 ), . . . , Ψ(C n )) for the multi-core decomposition of a virtual link L, and the tuple itself is an invariant of L.
In particular, this theorem implies that any invariant of even links immediately generalizes to a new invariant of all virtual links-not just even links. For example, the papers [32] and [15] generalize the odd writhe of a virtual knot [19] to even virtual links. In [15] , a virtual orientation is described where the orientation of a component changes direction in a diagram D at every virtual crossing (which is why the link must be even). Using this orientation, the sum of the signs of classical crossings between K i and K j whose over arc is K i is denoted Λ D (i, j). Clearly, this number depends upon the order: [15] , see also [32] ] Let L = K 1 ∪ K 2 ∪ · · · ∪ K be an ordered virtual link. Every core C r inherits an ordering from the ordering of L. For every core C r of L, and any pair of components, K i and K j in C r , the number |Λ Cr (i, j)| is an invariant of the ordered unoriented virtual link L.
Another generalization of the odd writhe to even links was given in [36] . In that paper, an even link is equivalent to the link being 2-colorable. The definition of 2-color writhe, J 2 (D), of an even link diagram D depends upon a special parity function on each crossing that satisfies the parity axioms (briefly mentioned below). For a given 2-coloring of an oriented link, define a quantity for that coloring as the sum of classical crossing signs of only the odd crossings (where odd is defined by that parity function). The 2-color writhe of the link, J 2 (L), is then a tuple of these numbers-one for each 2-coloring of a diagram D of L. This tuple is defined up to permutations of the entries.
Corollary 2. The tuple consisting of the 2-color writhe of each core, (J 2 (C 1 ), . . . , J 2 (C n )), is an invariant of the oriented virtual link L.
Rushworth shows that for a virtual knot, J 2 (K) is the odd writhe of K (see Proposition 3.4 of [36] ).
Sometimes these tuples of invariants can be profitably added together to get an overall invariant of the link. We want more, however. For an upgraded definition of λ for all virtual links (not just even links), we wish to define "linking numbers" for all components, not just components in each of the cores. To do so, we introduce a parity function defined from pairs of components of L. This parity function is defined on components, but could be described as a parity function on crossings (cf. [31, 36] ), as we will see next.
3.3.
A Parity Function. It will be useful to define a parity on pairs of components of a virtual link. Let L = K 1 ∪ . . . ∪ K be a virtual link with multi-core decomposition, L = C 1 ∪C 2 ∪. . .∪C n ∪M n . We define a component parity function on pairs of components as follows:
For convenience, if p(K i , K j ) = 0 we say that the two components link evenly, and if p(K i , K j ) = 1 we say that the two components link oddly.
Our component parity function descends to a parity function on crossings, as described in [36] and [31] . If c is a crossing between component K i and K j , then we assign the parity, p(K i , K j ), to c. Any self-crossing is assigned a parity of 0. Axioms 0 and 1 (cf. [36] ) are clearly satisfied. Because all crossings between K i and K j will have the same parity, Axiom 2 is clearly satisfied. For a Reidemeister 3 move, we either have all three components in the same core, C r , two in the same core, and one is not, or, no two of the strands are in the same core. These correspond to the three allowable cases of Axiom 3. We could just work with the parity function on crossings, but find it convenient to work with the component parity function at the level of component-to-component for reasons that will become apparent below.
3.4. The Unoriented Jones Polynomial of a Virtual Link. We wish now to generalize the unoriented Jones polynomial (Equation (5)) for classical links to an invariant of unoriented virtual links. As observed in Section 2, for a classical link, one may define the unoriented Jones polynomial of a link by
In fact, the same definition works for any even virtual link. Here is why: Suppose the orientation of K i is reversed. In the classical case, the number of mixed crossings between K i and each other component will be even. However, for an even virtual link, it is possible that the number of mixed crossings between K i and K j is odd for some j (cf. Figure 10 ). In that case, reversing the orientation on K i will change Lk(K i , K j ) by an odd number. However, in an even virtual link, π(K i ) = 0 for all i. Hence, there must be an even number of components that intersect K i in an odd number of mixed crossings. Thus, the overall parity of the exponent on (−1) is unchanged by the orientation swap.
For an odd virtual link, the unoriented Jones polynomial as defined for even/classical links need not be an orientation invariant, as the following example shows. Example 1. Let L 0 and L 1 be the oriented virtual Hopf links shown on the left and right, respectively in Figure 3 . Observe that unoriented Jones polynomial defined for classical links is not orientation invariant, because λ − s − − 1 2 m for L 0 is −1 while for L 1 it is 0. Thus, we need to extend the unoriented Jones polynomial defined for classical/even links to odd links. This amounts to redefining the term λ. We do this next. Consider a diagram of an oriented virtual link L = K 1 ∪ . . . ∪ K . We first define a modified linking number :
The modified linking number is, up to sign, the ordinary linking number, and if K i and K j belong to the same core, C r , it has the same sign as the ordinary linking number. If K i and K j belong to different cores, or if at least one of them belongs to the mantle, M n , then the modified linking number may have the opposite sign as the ordinary linking number.
Lemma 3. The modified linking number, Lk(K i , K j ), is an element of 1 2 Z and is an oriented virtual link invariant.
Proof. Consider a diagram of an oriented link L, and a multi-core decomposition L = C 1 ∪ . . . ∪ C n ∪ M n . If K i and K j belong to the same core, then the modified linking number is just the ordinary linking number, and must be an integer since each core is an even sub-link.
If K i and K j do not belong to the same core, but they do interact in an even number of mixed-crossings, then Lk is still an integer. Otherwise, K i and K j interact in an odd number of mixed-crossings. Thus Lk(K i , K j ) is a half-integer, and because π(K i , K j ) = 1 in this case, the exponent on −1 in the definition of Lk will be an integer.
The fact that Lk is an oriented virtual link invariant follows from the fact that the ordinary linking number and parity are link invariants.
We can use the modified linking number to extend λ from even links to all virtual links:
Sinceλ is defined in terms of linking numbers, which are invariant under the Reidemeister moves (virtual and classical), we immediately obtain: Lemma 4. The numberλ is an oriented virtual link invariant.
Remark 2. When L is even, L is the core. Thus, for an even link L, λ =λ andλ extends the definition of λ to odd links.
The numberλ is well-behaved under a change of orientation. Suppose K s ∈ C r . Let L s be the link L with the same orientations on the components except the orientation of K s reversed. Let K s denote the component K s with the opposite orientation. Subtracting λ(L) −λ(L s ), we pick up only the terms where the orientation changes. Thus:
(−1) p(Ks,K j )·(Lk(Ks,K j )+ 1 2 π(Ks,K j )) +(−1) p(Ks,K j )·(−Lk(Ks,K j )+ 1 2 π(Ks,K j )) Lk(K s , K j ).
For any j such that K j ∈ C r , the term in the sum above becomes 2Lk(K s , K j ). It may be that K s and K j interact in an odd number of classical crossings, in which case 2Lk(K s , K j ) may be odd. However, if that happens, it must do so for an even number of such j, because C r is an even sub-link.
For any j such that K j / ∈ C r , the component parity function is given by p(K s , K j ) = 1, and so the exponents come into play. It is still possible that K s and K j interact in an even or odd number of classical crossings. If K s interacts with K j in an odd number of classical crossings, then π(K s , K j ) = 1 and one of the exponents above will be even and the other will be odd. Hence that term will contribute 0. Otherwise, π(K s , K j ) = 0 and the exponents will both be even or both be odd. Thus, that term will contribute ±2Lk(K s , K j ), which is an even number, since Lk(K s , K j ) is an integer in this case.
If K r ∈ M n , the argument is similar to the previous case. Hence, these observations, together with Lemma 4, prove:
Lemma 5. If L s is the virtual link obtained from L = K 1 ∪ . . . ∪ K by reversing the orientation on component K s thenλ(L) andλ(L s ) differ by an even integer.
By definitionλ is possibly a half-integer, and in many cases, an integer. But, in either case the previous lemma guarantees that (−1)λ is invariant of the choice of orientation of L, since changing the orientation on a component changesλ by an even integer. (Here and throughout the paper, we take (−1) We now have all of the ingredients in place to define the unoriented Jones polynomial for any virtual link L. Note that this definition extends both the definition of the unoriented Jones polynomial for classical links (cf. Equation (5) and Equation (6)) and even links by Remark 2. When L is an even virtual link (i.e. when L is its own even core), these two formulas are identical.
As observed in Theorem 3, (−1)λ need not be a real number, but it turns out that (−1)λ − 1 2 m is. In particular, given a diagram of a virtual link L = K 1 ∪ . . . ∪ K , observe that if π(K i , K j ) = 1 then Lk(K i , K j ) is a half-integer. If there is an odd number of such pairs, then λ will be a half-integer as well. Otherwise, λ will be an integer. Similarly, in counting the total number of mixed crossings, if there is an odd number of pairs of components such that π(K i , K j ) = 1, then there will be an odd number of mixed crossings in the diagram. Hence, 1 2 m will be a half-integer in this case, and will be an integer otherwise. In either case, noting that s − ∈ Z, we obtain the following lemma. Proof. The Kauffman bracket clearly does not depend on orientation. The normalization factor q (s+−2s−− 1 2 m) depends only on self-crossings and the total number of mixedcrossings, neither of which change under an orientation switch, and (s − + 1 2 m) is orientation invariant for similar reasons. Thus, by Theorem 3, the first statement follows.
The second statement follows from Lemma 6 and the fact that q (s+−2s−− 1 2 m) L has integer coefficients.
3.5.
Evaluating the Unoriented Jones Polynomial at 1. In this subsection, we explain why the choices of (−1) −n − and (−1)λ −s − − 1 2 m are important normalization factors for the oriented and unoriented Jones polynomials, J L and J L . Namely, we will show that evaluating either polynomial at 1 is either 2 for an -component even link or 0 if the link is odd. We start with the following definition and lemma. Definition 7. We define a numerical invariant for virtual links by evaluating the bracket polynomial at 1:
[L] = L (1). If c is a mixed crossing then s − and 1 2 m remain unchanged. If c involves two components in the same core of L, then the crossing change results in a net change of 1 in the linking number. If the crossing change is between two components that do not belong to the same core, then we consider the effect of the crossing change on Lk(K i , K j ) where K i and K j are the two components that cross at c. Note that when the crossing is switched, Lk(K i , K j ) will change by 1 which is sufficient to change the parity of Lk(K i , K j ) as desired.
The proof for J is simpler: changing a positive crossing to a negative (or vice-versa) clearly changes the parity of n − and hence, compensates for the sign change of [L].
Remark 3. One possible extension of λ we considered was to use the classical/even λ only on the crossings in the even core(s) and ignore all other crossings. However, Lemma 7 shows why we needed a modified linking number that incorporated every mixed-crossing: Without a modified linking number calculated from every mixed-crossing, the lemma and therefore main results of this subsection would not be true.
It is well known that, for a classical link, the usual (oriented) Jones polynomial is, when evaluated at 1, equal to two to the number of components of the link. It was not known how this result extended to virtual links. The following theorem is a new theorem in the (non-classical) virtual link literature.
Theorem 5. If L is an oriented virtual link with components, then
We first noticed this result in the category of planar trivalent graphs (cf. [1, 4] ), and wondered if a similar result held for virtual links. The fact that it does was an important motivation behind this current paper and [3] (See Future Aims, Section 8).
Proof. Enumerate the components of L by L = K 1 ∪ . . . ∪ K . The proof proceeds by induction on the number of classical crossings in the diagram of L. The theorem is clearly true if there are no classical crossings.
Suppose that there exists some crossing for a diagram of L. By repeated applications of Lemma 7 we can assume without loss of generality that every crossing of L is positive, i.e., n − = 0. Let c be a (positive) crossing between K i and some other component K j of L. If L A represents the link L with an A-smoothing at crossing c, and L B represents the link L with a B-smoothing at crossing c (see Section 4 for definitions of A-and B-smoothing), then (11) [
Both L A and L B have one less component than L since K i is welded to K j (see Figure 4 ). Observe that if c is oriented as shown on the left side of Figure 4 , then the A-smoothing L A is compatible with this orientation, while the B-smoothing L B must be reoriented as shown in Figure 5 . Let K ij stand for the component in L B with orientation given by K j and K i , i.e., the part of K i from L but with the opposite orientation. (11), we get
Note that (−1) k+1 = (−1) π(K i ) . Hence, we can rewrite Equation (12) as
By induction, J A (1) must be either (2 −1 ) or 0 depending on the parity of L A . Similarly, J B (1) is either (2 −1 ) or 0 depending on the parity of L B . Moreover, since c was a crossing between different components of L, the parity of L A and L B are the same: π(L A ) = π(L B ). Thus, J L (1) = 1 + (−1) π(K i ) 2 −1 · π(L A ).
A similar argument applies when the chosen crossing involves only a single component. In that case, L A and L B will have an extra component, but the reasoning remains essentially the same. Thus, by induction the theorem follows.
The proof above is for the usual (oriented) Jones polynomial for virtual links, but the result still holds for the unoriented Jones polynomial. There are two key observations needed to see why this is true. First, by Theorem 5, [L] = 0 if L is odd. Thus, we need only checkJ L (1) for L even. Second, for an even virtual link,λ = λ (cf. Remark 2), and n − = −λ + s − + 1 2 m. Putting these observations together, we get: Corollary 3. If L is an unoriented virtual link with components, then
Thus,J L (1) = J L (1), which meansJ L continues to have the same non-negativity propoerty when evaluated at 1 as the (oriented) Jones polynomial J L .
Note that Corollary 3 could have been proven directly from Lemma 7, but the proof would have obscured the equivalent arguments that are elucidated by the proof of Theorem 5.
Other Component Parity Functions and Other
Polynomials. There were two reasons for choosing the multi-core decomposition and the component parity function above. First, we wanted the polynomial invariant to be an invariant of the underlying link that does not depend on the orientation (cf. Theorem 4), and second, we wanted the polynomial, when evaluated at q = 1 to count the number of components of the link (cf. Theorem 5 and Corollary 3). However, there are other component parity functions we might have chosen to use in our definition of the modified linking number, each of which may be useful to other mathematicians in other contexts.
For example, we could treat only pairs of components in the even core C = C 1 of L as even and ignore the other cores {C 2 , . . . , C n } in the multi-core decomposition:
otherwise.
Using this component parity function in the place of p in the definition of the modified linking number leads to a different λ C and another polynomial J C L for which Theorem 4 and Corollary 3 are both true. While this choice satisfies both of the criteria listed above, the component parity function p is still preferable, as it maximizes the behavior of even links in L.
Another option is to treat every pair of components as odd:
Using this parity to define a modified linking number has the virtue of giving rise to a polynomial, J M L , for which Theorem 4 is still true. However, Corollary 3 will fail to be true.
The last option we consider is in some sense the simplest, as it does not use λ, or its variants, at all. The polynomial we obtain from this choice is (13) J 0 L (q) = (−1) (−s−− 1 2 m) q (s+−2s−− 1 2 m) L . The polynomial clearly does not depend on the orientation of the link, and hence is an unoriented virtual link invariant. However, it can have complex (not real) coefficients, so it does not satisfy the last part of Theorem 4, nor does it satisfy Corollary 3. Nevertheless, J 0 L (q) has the advantage of being entirely determined by the graded Euler characteristic of the unoriented Khovanov homology described in Section 6, and unlike J L , J C L and J M L , all of which require the choice of orientation of the link to define them (though they do not depend on that choice), J 0 L does not require such a choice at all.
Bracket Homology and Khovanov Homology
In this section, we describe Khovanov homology along the lines of [6, 23] , and we tell the story so that the gradings and the structure of the differential emerge in a natural way. This approach to motivating the Khovanov homology uses elements of Khovanov's original approach, Viro's use of enhanced states for the bracket polynomial [38] , and Bar-Natan's emphasis on tangle cobordisms [7] .
We begin by working without using virtual crossings, and then we show how to introduce extra structure and generalize the Khovanov homology to virtual knots and links in the next section.
A key motivating idea involved in defining the Khovanov invariant is the notion of categorification. One would like to categorify a link polynomial such as the Kauffman bracket D for a link diagram D of a link L. There are many meanings to the term categorify, but here the quest is to find a way to express the link polynomial as a graded Euler characteristic D = χ q (H(D)) for some homology theory associated with D . Remark 4. We will call this homology theory the bracket homology of D to emphasize that this theory depends upon the diagram and is only categorifying the Kauffman bracket of that diagram. The bracket homology is an invariant of L up to some overall shift in the gradings. At the end of this section, we will show how to use an orientation of L to shift the gradings of the bracket homology to get the usual Khovanov homology invariant.
The bracket polynomial [16, 17] model for the Jones polynomial [12] [13] [14] 39] is usually described by the inductive expansion of unoriented crossings into A-smoothings and B-smoothings on a link diagram D via:
Letting c(D) denote the number of crossings in the diagram D, if we replace D by A −c(D) D , and then replace A by −q −1 , the bracket can be rewritten in the the form of Equation 2 and Equation 3: = − q with = (q + q −1 ). It is useful to use this form of the bracket state sum for the sake of the grading in the Khovanov homology (to be described below).
We should further note that there is a well-known convention for describing the bracket state expansion by enhanced states where an enhanced state has a label of 1 or x on each of its component loops. We then regard the value of the loop q + q −1 as the sum of the value of a circle labeled with a 1 (the value is q) added to the value of a circle labeled with an x (the value is q −1 ). We could have chosen the more neutral labels of +1 and −1 so that q +1 ⇐⇒ +1 ⇐⇒ 1 and q −1 ⇐⇒ −1 ⇐⇒ x, but, since an algebra involving 1 and x naturally appears later, we take this form of labeling from the beginning.
To see how the Khovanov grading arises, consider the form of the expansion of this version of the bracket polynomial in enhanced states. We have the formula as a sum over enhanced states s:
where n B (s) is the number of B-type smoothings in s, r(s) is the number of loops in s labeled 1 minus the number of loops labeled x, and j(s) = n B (s) + r(s). This can be rewritten in the following form:
where we define C i,j (D) to be the linear span of the set of enhanced states with n B (s) = i and j(s) = j. Then the number of such states is dim C i,j (D). We would like to turn the bigraded vector spaces C i,j into a bigraded complex (C i,j , ∂) with a differential ∂ :
The differential should increase the homological grading i by 1 and preserve the quantum grading j. Then we could write
where χ (C •,j (D)) is the Euler characteristic of the subcomplex C •,j (D) for a fixed value of j. This formula would constitute a categorification of the bracket polynomial. Below, we shall see how the original Khovanov differential ∂ is uniquely determined by the restriction that j(∂s) = j(s) for each enhanced state s. Since j is preserved by the differential, these subcomplexes C •,j have their own Euler characteristics and homology. We have
where H •,j (D) denotes the bracket homology of the complex C •,j (D). We can write D = j q j χ(H •,j (D)).
The last formula expresses the bracket polynomial as a graded Euler characteristic of a homology theory associated with the enhanced states of the bracket state summation. This is the desired categorification of the bracket polynomial. Khovanov proved that a gradings-shifted version of this homology theory (using an orientation of the link) is an invariant of oriented knots and links, and that the graded Euler characteristic of the gradings-shifted version is the usual (oriented) Jones polynomial. Thus, he created a new and stronger invariant than the original Jones polynomial.
The differential is based on regarding two states as adjacent if one differs from the other by a single smoothing at some site. Thus, if (s, τ ) denotes a pair consisting in an enhanced state s and site τ of that state with τ of type A, then we consider all enhanced states s obtained from s by resmoothing at such a τ from A to B, and relabeling (with 1 or x) only those loops that are affected by the resmoothing. Call this set of enhanced states S [s, τ ]. Then we shall define the partial differential ∂ τ (s) as a sum over certain elements in S [s, τ ], and the differential for the complex by the formula
with the sum over all type A sites τ in s. Here c(s, τ ) denotes the number of A-smoothings prior to the A-smoothing in s that is designated by τ. Priority is defined by an initial choice of order for the crossings in the knot or link diagram.
In Figure 6 , we indicate the original forms of the states for the bracket (not yet labeled by 1 or x to specify enhanced states) and their arrangement as a Khovanov category where the generating morphisms are arrows from one state to another where the domain of the arrow has one more A-state than the target of that arrow. In this figure we have assigned an order to the crossings of the knot, and so the reader can see from it how to define the signs for each partial differential in the complex. We now explain how to define ∂ τ (s) so that j(s) is preserved. The unique form of the partial differential can be described by the following structure of multiplication and comultiplication on the algebra V = k[x]/(x 2 ) where k = Z for integral coefficients:
(1) The element 1 is a multiplicative unit and x 2 = 0, and (2) ∆(1) = 1 ⊗ x + x ⊗ 1 and ∆(x) = x ⊗ x.
These rules describe the local relabeling process for loops in an enhanced state. Multiplication corresponds to the case where two loops merge to a single loop, while comultiplication corresponds to the case where one loop bifurcates into two loops. It is easy to see that Proposition 1. The partial differentials ∂ τ (s) are uniquely determined by the condition that j(s ) = j(s) for all s involved in the action of the partial differential on the enhanced state s.
The entire discussion above was for an unoriented link diagram D of a link L. We will return to such diagrams in the next section on virtual links, but before we do so, we briefly describe how to obtain the usual Khovanov homology from the bracket homology.
Let {b} denote the degree shift operation that shifts the homogeneous component of a graded vector space in dimension m up to dimension m + b. Similarly, let [a] denote the homological shift operation on chain complexes that shifts the rth vector space in a complex to the (r + a)th place, with all the differential maps shifted accordingly (cf. [6] ). Given an orientation of the link L, the crossings in the diagram D of L can be assigned to be positive or negative in the usual way. If n + and n − are the total number of positive and negative crossings (classical, not virtual), we can shift the gradings of the bracket homology H(D) by [−n − ] and {n + − 2n − }. Khovanov proved that this shifted bracket homology was an invariant of the oriented link:
Theorem 6 (Khovanov, [23] ). Let D be a link diagram of an oriented link L. Then
It is this form of the theory that generalizes nicely to an unoriented version of Khovanov homology (see Section 6) .
There is much more that can be said about the nature of the construction of this section with respect to Frobenius algebras and tangle cobordisms. The partial boundaries can be conceptualized in terms of surface cobordisms. The equality of mixed partials corresponds to topological equivalence of the corresponding surface cobordisms, and to the relationships between Frobenius algebras and the surface cobordism category. The proof of invariance of Khovanov homology with respect to the Reidemeister moves (respecting grading changes) will not be given here. See [6, 7, 23] . It is remarkable that this version of Khovanov homology is uniquely specified by natural ideas about adjacency of states in the bracket polynomial.
Bracket Homology of Virtual Links
In this section, we describe how to define and calculate Khovanov homology for virtual links for arbitrary coefficients. This section is not a review-it provides a much-desired simplification of the algorithm for calculating Khovanov homology for virtual links compared to other algorithms in the literature. This new definition and algorithm provides the same theory as earlier papers [28] and [5] , but requires far less setup and terminology. It is an algorithm that is amenable for programming and we intend to implement it and discuss computations in a sequel to this paper.
Extending Khovanov homology to virtual knots for arbitrary coefficients is complicated by the single cycle smoothing as depicted in Figure 7 . We define a map for this smoothing η : V −→ V . In order to preserve the quantum grading (j(s ) = j(s) via Proposition 1), we must have that η is the zero map.
Consider the following complex in Figure 8 Composing along the top and right we have
But composing along the opposite sides we see
Hence the complex does not naturally commute or anti-commute. When the base ring is Z/2Z the definition of Khovanov homology given in the previous section goes through unchanged. Manturov [28] (see also [29] , [30] ) introduced a definition of Khovanov homology for (oriented) virtual knots with arbitrary coefficients. Dye, Kaestner and Kauffman [5] reformulated Manturov's definition and gave applications of this theory. In particular, they found a generalization of the Rasmussen invariant and proved that virtual links with all positive crossings have a generalized four-ball genus equal to the genus of the virtual Seifert spanning surface. The method used in these papers to create an integral version of Khovanov homology involves using the properties of the virtual diagram to make corrections in the local boundary maps so that the individual squares commute (or anti-commute).
Here we give a simplified version that obtains the same theory by starting with unoriented diagrams. This definition is much simpler than the definitions given in [28] and [5] . These papers started with oriented states for the Khovanov homology following patterns that began in analysis of the Khovanov-Rozansky sl(n) homology theory [10, 24] . The original formulation of Khovanov homology as in [23] uses unoriented states. It took some time to realize that the construction for integral Khovanov homology can be done in this unoriented and simpler manner. This formulation of the bracket homology first occurs in the work of Kauffman and Ogasa (see the paper in preparation [21] ).
The simplified definition proceeds as follows. We set a base point on each loop of each state as indicated by the black dots in Figure 9 . Algebra to be processed by the local boundary maps is placed initially at these basepoints. Then it is transferred to the site where the map occurs (either joining two loops at that site, or splitting one loop into two at that site). Taking a path along the diagram from this basepoint to the site, one will pass either an even number of virtual crossings or an odd number. If the parity is even, then both x and 1 transport to x and 1 respectively. If the parity is odd, then x is transported to −x and 1 is transported to 1. The local boundary map is performed on the algebra as transported to the site, and then in the image state, the result is transported back to the base point(s). This transport schema modifies the local boundary maps in the complex so that all squares commute. We then define the signs for the full boundary maps exactly as we have done in the standard integral Khovanov homology.
In Figure 9 we have illustrated the situation where the top left state is labeled with 1 and in the left vertical column we have ∆(1) = 1 ⊗ x + x ⊗ 1. We show how the initial element 1 appears at the base point of the upper left state and how it is transported (as a 1) to the site for the co-multiplication. The result of the co-multiplication is 1 ⊗ x + x ⊗ 1 and this is shown at the re-smoothed site. To perform the next local boundary map, we have to transport this algebra to a multiplication site. This result of the co-multiplcation is to be transported back to basepoints and then to the new site of multiplication for the next composition of maps. In the Figure we illustrate the transport just for x ⊗ 1. At the new site this is transformed to (−x) ⊗ 1. Notice that the x in this transport moves through a single virtual crossing. We leave it for the reader to see that the transport of 1 ⊗ x has even parity for both elements of the tensor product. Thus 1 ⊗ x + x ⊗ 1 is transported to 1 ⊗ x + (−x) ⊗ 1 at the multiplication site. Upon multiplying we have m(1 ⊗ x + (−x) ⊗ 1) = x − x = 0. Thus we now have that the composition of the left sides of the square is equal to the given zero composition of the right hand side of the square (which is a composition to two zero single cycle maps). Note that in applying transport for composed maps we can transport directly from one site to another without going back to the base point and then to the second site.
To get the virtual Khovanov homology of [5, 28] , we calculate the bracket homology H(D) from a diagram D of a link L using the modifications described in this section. Next, we orient the link and use the total number of positive crossings n + and negative crossings n − to shift the gradings of the bracket homology. Like the last theorem of the last section, this homology theory is invariant of the oriented link L. It does not depend upon the diagram D.
Theorem 7 (Manturov [28] , Dye, Kaestner and Kauffman [5] ). For a diagram D of an oriented virtual link L,
Other definitions for virtual Khovanov homology have been given by [37] and [35] . Each of these definitions give different solutions to handling the difficult morphism square discussed above.
Unoriented Khovanov Homology
We are now ready to describe the unoriented Khovanov homology in terms of the bracket homology and a grading shift (see Theorem 6) . Let L be a virtual link and D a diagram of the link. The bracket homology H(D) is an invariant of the link up to grading shifts, i.e., given any two diagrams D 1 and D 2 of the same link, there are numbers a and b such that H(D 1 ) ∼ = H(D 2 )[a]{b}. Recall that the bracket homology was defined without choosing an orientation. The grading shifts (−s − − 1 2 m) and (s + − 2s − − 1 2 m) needed to define the unoriented Khovanov homology do not require the choice of an orientation either (see the Introduction and Section 2).
For a diagram D of a link L, shift the bracket chain complex (C(D), ∂) to get the unoriented Khovanov chain complex:
(We do not include λ, as λ does require choosing an orientation and can jump by an even integer by choosing a different orientation.) Let Kh(D) be the homology of this chain complex. Figure 2) do not effect the enhanced states, s + , s − , or m. Hence Kh(D 1 ) = Kh(D 2 ) in that case. For the first classical Reidemeister move and the second classical Reidemeister move performed on the same component, the terms −s − and s + − 2s − shift the bracket homology by the same number as in the proof of the oriented Khovanov homology. For the second classical Reidemeister move performed between two different components, H(D 1 ) ∼ = H(D 2 )[1]{1} for the move that removes two mixed-crossings in D 1 . In this case, the term − 1 2 m in both grading shifts compensates for this change in grading. Finally, the third classical Reidemeister move does not change s + , s − or m, and it induces is an isomorphism H(D 1 ) ∼ = H(D 2 ). In each case, a = b = 0, which was to be shown.
A corollary of this theorem is that Kh(D) is isomorphic for every diagram D of L. Thus Kh(D) is an invariant of L which can be computed for any diagram D. Therefore, we can define: For classical links, the gradings ofC(D) are always integer valued-there are always an even number of mixed-crossings in a classical link, thus 1 2 m is always an integer. One might conjecture that the same is true for even links since each component has an even number of mixed-crossings. This is not true, however, as the even virtualized Borromean rings in Figure 10 shows: Figure 10 . An even virtualized Borromean Rings with an odd number of mixed-crossings.
Since the homology Kh(L) can be graded by half-integers, we must extend the usual integral grading to the additive group 1 2 Z. The graded Euler characteristic for unoriented Khovanov homology is then
Everything in the formula above continues to make sense if we choose the standard square root of −1, i.e., (−1) 1 2 = i. The graded Euler characteristic of the unoriented Khovanov homology is a polynomial that may have imaginary valued coefficients. Therefore, evaluating the graded Euler characteristic at 1 is of the form i k · 2 for an even virtual link and 0 for an odd link. We could have defined the unoriented Jones polynomial as this graded Euler characteristic, which would yield J 0 L (cf. Equation (13)). Maybe for some purposes this would be the reasonable thing to do. However, normalizing the polynomial so that it evaluates to 2 (even) or 0 (odd) is desirable from the standpoint of matching and generalizing already known theorems in classical link theory. The main motivation behind working with the core and mantle of Section 3.2 was to establish an overall normalization that makes the unoriented Jones polynomial have integer-valued coefficients and evaluates like the oriented Jones polynomial. It is the reason for the extra (−1)λ in Equation (10). Thus, up to a well defined "sign," the unoriented Khovanov homology categorifies the unoriented Jones polynomial:
The complex number (−1)λ, i.e., the "sign," is calculated by choosing an orientation of the virtual link diagram of L, but once computed, the result is independent of the choice of that orientation by Theorem 3. Hence, while Kh(L) does not require choosing an orientation for L at any point in the construction, the unoriented Jones polynomial does. However, both Kh(L) andJ L are invariant of that choice of orientation. Remark 6. If one is willing to temporarily orient the link (as we do to calculateJ L ), the homological grading ofC(D) could be changed so that there is no (−1)λ factor in Theorem 9. Define a functionl ofλ to the set {0, (18) gives an orientation-invariant Khovanov homology whose graded Euler characteristic isJ L .
Lee Homology of Unoriented Links
Lee [27] makes another homological invariant of knots and links by using a different Frobenius algebra. She takes the algebra A = k[x]/(x 2 − 1) with
(1) = 0. This can be used to define a differential ∂ and a link homology theory that is distinct from Khovanov homology. In this theory, the quantum grading j is not preseved, but we do have that (19) j(∂(α)) ≥ j(α)
for each chain α in the complex. This means that one can use j to filter the chain complex for the Lee homology. The result is a spectral sequence that starts from Khovanov homology and converges to Lee homology.
We can extend Lee's Frobenius algebra to virtual links to get a bracket complex for Lee theory as follows. The involution defined in Section 5 that takes x → −x as it is transported through a virtual crossing leads to a well-defined bracket chain complex, (C (D), ∂ ), for the algebra A. This complex is filtered in the sense of Equation (19) . After shifting overall by the unoriented gradings-shifts presented in this paper, we get a Lee theory for a link that does not require a choice of orientation to define the homology: is an invariant of the link L.
The usual (oriented) Lee homology is simple for classical links. One has that the dimension of the Lee homology is equal to 2 where is the number of components of the link L (cf. Theorem D!). Up to homotopy, Lee's homology has a vanishing differential, and the complex behaves well under link concondance. In his paper [8] , Dror BarNatan remarks, "In a beautiful article Eun Soo Lee introduced a second differential on the Khovanov complex of a knot (or link) and showed that the resulting (double) complex has non-interesting homology. This is a very interesting result." Rasmussen [34] uses Lee's result to define invariants of links that give lower bounds for the four-ball genus, and determine it for torus knots. Rasmussen's invariant gives an (elementary) proof of a conjecture of Milnor that had been previously shown using gauge theory by Kronheimer and Mrowka [25, 26] .
In [5] , Lee homology was generalized to virtual knots and links. Applications of it to unoriented links can be articulated again with the methods of the present paper. We will carry this out in detail in our next paper [2] .
Future Aims
This paper has been devoted to formulating an unoriented version of the Jones polynomial (via a normalization of the Kauffman bracket polynomial) and a corresponding version of Khovanov homology for virtual knots and links that is based in unoriented link diagrams. The resulting Khovanov homology is a reformulation of the Manturov [28] version of Khovanov homology and it improves on the methods of Dye, Kaestner and Kauffman [5] . We intend the present paper as a basis for further research and wish to make the following points about future work.
• The dependence of the invariant on a choice of orientations is useful in certain contexts. For example, orientations are useful in the context of oriented cobordisms. An invariant of the underlying link is useful as well and may inform on unoriented cobordisms. Our next paper explores the unoriented version of Lee homology for virtual links described above and its applications to cobordisms, genus, and Rasmussen invariants [2] .
• This paper grew out of a search for an invariant in a different context: the 2-factor polynomial for ribbon graphs. A ribbon graph G with a perfect matching M can be made to behave like a knot by orienting the cycles in G \ M (see [1] ). However, to define an invariant of a ribbon graph that is independent of the choice of perfect matchings of the graph and orientations on the complementary cycles required an "orientation free" invariant. We will describe this new invariant of ribbon graphs in [3] .
• There is a computer program for virtual homology as formulated by Tubbenhauer (http://www.dtubbenhauer.com/vKh.html) and a computer program for Khovanov homology for classical links available at Dror Bar Natan's website (http://katlas.org/wiki/Khovanov_Homology). We plan to generalize the Mathematica program of Bar Natan to the version of Khovanov homology for virtual knots and links that is expressed in the this paper.
At the present time, we know remarkably little about virtual Khovanov homology. It is our intent that this situation will begin to change with the tools developed in this paper.
