Abstract. Information Retrieval models, which do not represent texts merely as collections of the words they contain, but rather as collections of the concepts they contain through synonym sets or latent dimensions, are known as Bag-of-Concepts (BoC) representations. In this paper we use random indexing, which uses co-occurrence information among words to generate semantic context vectors and then represent the documents and queries as BoC. In addition, we use a novel representation, Holographic Reduced Representation, previously proposed in cognitive models, which can encode relations between words. We show that these representations can be successfully used in information retrieval, can associate terms, and when they are combined with the traditional vector space model, they improve effectiveness, in terms of mean average precision.
Introduction
Information Retrieval (IR) is a discipline involved with the representation, storage, organization, and access to information items [1] . IR systems are designed to provide, in response to a user query, references to documents which could contain the information desired by the user. To compare documents and queries, these have to be represented in an appropriate way to be processed. Sometimes, features are extracted from documents without performing any advanced processing; this produces what is known as Bag of Words representation (BoW), where the document attributes are words or word stems.
Merely considering the words of a document has shown not to be enough for representing content. For instance, consider two documents using the same set of words, but one discussing the topics in a positive sense, while the other refers to the same topic but in a negative sense. Then, a document would be more appropriately represented if syntactic and semantic information was included. There is research that has sought to include such semantic aspects as Latent Semantic Analysis [9] , which has included implicit context information in the indexing process. The information is obtained by grouping terms that have similar meaning using Singular Value Decomposition (SVD). However, this method is quite computationally expensive.
On the other hand, there have been other efforts to represent more precise concepts than only words. For instance, Mitra et al., Evans and Zhai [5] , [6] , among others have investigated the use of phrases as part of text representation since the early days of information retrieval. Their overall performance improvement has been only marginal, however. Recently Vilares, et al. in [22] have extracted binary dependencies (i.e. noun-modifier, subject-verb and verbcomplement), their experiments have shown some improvement.
This paper, as an alternative to representing concepts, considers the use of Random Indexing (RI) to produce context vectors, which capture the implicit "semantics" of documents and queries without expensive reduction techniques as SVD. Thereafter, the context vectors are used to represent documents as Bag of Concepts (BoC) [7] . Besides this, we present the use of Holographic Reduced Representation (HRR) [2] to include syntactic relations between words. These techniques, to the best of our knowledge, have not been used in IR.
Nowadays, the traditional IR engines are able to retrieve the majority of relevant documents for most collections, but generally the ranking of the retrieved results leads to poor performance, in terms of precision. Therefore, we propose to use BoC and HRR to re-rank the results generated by the traditional vector space model (VSM) [4] . Our assumption was that the BoW could be enriched with information from a concept-based representation to improve its precision. Our results achieved with the English CLEF2005 collection for Adhoc track, have confirmed our hypothesis showing an improvement of over 16% in mean average precision (MAP).
The remainder of this paper is organized as follows: Section 2 provides a brief description of related work, particularly on including phrases in information retrieval. Section 3 presents Random Indexing, how it is used to create BoC representations, and related work. Section 4 introduces the concept of Holographic Reduced Representations (HRRs) and presents how to use them to represent documents. Section 5 explains the experimental setup and the results obtained. Finally, section 6 concludes the paper and gives some directions for further work.
Previous Work
There are several previous works, suggesting the use of phrases to index and retrieve documents. For instance, Evans & Zhai [5] present an approach to index noun phrases for IR. They describe a hybrid method to extract meaningful sub-compounds from complex noun phrases. Mitra et al. [6] present a study that compares the usefulness of phrase recognition by using linguistic and statistical methods. Croft et al. describe an approach where phrases identified in natural language queries are used to build structured queries for a probabilistic retrieval model [17] . Despite their many implementations, retrieval experiments with phrases have shown inconsistent results. Recently, a number of retrieval approaches have investigated the effectiveness of language modeling approach in modeling statistical phrases such as n-grams or proximity-based phrases, showing promising results [18] , [19] .
Our study differs from previous phrase-based approaches, in one aspect. We express phrases using a representation that reflects syntactic structure. This structure is then distributed across the document representation, rather than taking the phrases as new terms extending the space dimension.
Random Indexing
Random Indexing (RI) is a vector space methodology that accumulates context vectors for words based on co-occurrence data. The technique can be described via the following two steps: Random Indexing, in the same manner as Latent Semantic Analysis (LSA), attempts to capture implicit "semantic" relations, but RI has additional advantages as: a) it does not have to use reduction techniques like Singular Value Decomposition (SVD) to reduce the space dimensionality; b) It is an incremental method, which means that we do not have to process all the data before we can start using the context vectors [8] .
There are several works that have validated the use of RI in text processing tasks: for example, Kanerva et al. in [20] used Random Indexing to solve the part of the TOEFL, in which given a word, the subject is asked to choose its synonym from a list of four alternatives. Sahlgren & Karlgren [21] demonstrated that Random Indexing can be applied to parallel texts for automatic bilingual lexicon acquisition. Sahlgren & Cöster [7] used Random Indexing to carry out text categorization.
A Representation from Cognitive Science
Distributed representation allows to integrate connectionism and cognitivism, where mental representations (symbols) are specified by distributed patterns of neural activities, while is possible to introduce formal algebraic operations on these distributed patterns, to mathematically model cognitive operations [10] . This approach, whose principles in cognitive science were formulated at the end of the 1960's [11] , [12] , [13] , [14] , [15] , was culminated by the Holographic Reduced Representation (HRR) formulated by T. Plate [2] . The HRR, is a method for representing compositional structure in analogical reasoning. HRRs are vectors whose entries follow a normal distribution N (0, 1/n). They allow us to express structure using a circular convolution operator to bind terms. Circular convolution operator (⊗) binds two vectors x = (x 0 , x 1 , . . . , x n−1 ) and y = (y 0 , y 1 , . . . , y n−1 ) to give z = (z 0 , z 1 , . . . , z n−1 ) where z = x ⊗ y is defined as:
Illustrating the use of HRRs to represent simple predicates, we suppose an instantiated frame, which is the superposition of the frame name and the rolefiller bindings (roles convolved with their respective fillers). For example, in a very simplified frame for eating, the vector for the frame name is eating and the vectors for the roles are eat agent and eat object . This frame can be instantiated with the fillers Peter and the fish to produce "Peter eats the fish" as follows:
Accordingly, we adopt HRRs to build a text representation scheme in which two-word terms could be represented. Therefore, to define an HRR document representation, the following steps are done: a) Determine the index vectors for the vocabulary by adopting the random indexing method, as described earlier; b) Syntactically tag the documents using a natural language processing tool; c) Bind the tf.idf-weighted index vector of each word to its role. This "side" role is an HRR which serves to distinguish the right side from the left side of the two-word term. d) Add the resulting HRRs (with the two-word nouns encoded) to obtain a single HRR vector; e) Multiply the resulting HRR by an attenuating factor α; f) Normalize the HRR produced to obtain the vector which represents the document. In [23] and [24] there are some examples of this representation.
Fishbein, and Eliasmith have used the HRRs together with Random Indexing for text classification, having BoC as their baseline [3] . We have reported other result using this representation in [23] with smaller collections and adding the HRRs to a special representation named Index Vector Representation. In [24] we reported results using GEOCLEF collection from 2005 to 2008 and using HRRs to code prepositional location phrases. It is important to mention that up to now, we are not aware of other research that uses RI together with HRRs.
Experimentation
The proposed document representation was generated for the English document collection used in CLEF 2005 for the Adhoc track. This is composed of 56,472 news articles taken from the Glasgow Herald (British) 1995 and 113,005 from LA Times (American) 1994 for a total of 169,477. The queries used were 50 from number 251 to number 300. They contain title, a brief description, and a narrative. The experiments, described below, were done taking only the title and description fields.
The experiments were divided into two stages. The aim of the first was to obtain as many relevant documents as possible; this was carried out by Lemur 1 , an open source system designed to facilitate research in information retrieval. The VSM using tf.idf weighting scheme and a cosine measure to determine vector similarity were configured in Lemur and the results generated were used as a baseline.
In the second stage, the list of documents generated by Lemur, with elements of three attributes query-document-similarity was re-ranked. In the re-ranking process the Lemur similarity list was combined (adding the similarity values) with two additional similarity lists. These lists were multiplied by 1/4 before the merging process to give more importance to the similarities obtained by Lemur. Of these additional lists, the former one was generated when documents and queries were represented as BoC and compared; the latter list was produced when the same documents and queries were represented as HRRs and compared. These lists were built taking only the first 1000 documents for each query to diminish the processing time. However, it should be mentioned that, on average, the time to build the BoC representation for a query and its associated documents was 2.9 min., and 4.6 min. to build the HRRs. In contrast, the time for comparing the query with the one thousand documents was only 0.124 seconds in both representations.
The HRR document representations were built as specified in section 4 where α was equal to 1/6, taking only two-word terms. MontyLingua [16] was used for parsing the documents and queries and extracting the two-word terms. Examples of these composed terms are: civil war, serial killer, Russian force, military action. Both BoCs and HRRs representations were weighted and compared using the same schemes used for the VSM. We carried out several previous experiments intended to assess the effects of dimensionality, limited vocabulary, vector density and context definition. In our experiments the vector dimensionality was 4096 and the density 20 non-zero elements. We removed stop words and used stemming in the same way as the traditional VSM. These parameters, which were determined after our preliminary experiments, produced suitable data for our proposal. However, defining their right value is an open research topic.
Evaluation
The results after re-ranking the documents were evaluated with two metrics: Mean Average Precision (MAP), which is defined as the average of all the AvgP obtained for each query. AvgP is defined as:
Where P(r) is the precision at r considered documents, rel(r) is a binary function which indicates if document r is relevant or not for a given query q; n is the number of relevant documents for q; m is the number of relevant documents retrieved for q. The second metric is R-Precision (R-Prec), which is defined as the precision reached after R documents have been retrieved, where R is the number of relevant documents for the current query. Table 1 compares Lemur results, with those produced after adding to it, BoC and HRR similarity lists. This process thereby produces Lemur + BoC and Lemur + BoC + HRR lists. Notice how BoC improves MAP and R-Prec by always being above 15%. Although BoC gave a high improvement in MAP, HRR additionally improved it by 1.3%. In contrast, the R-Prec decreased 2% when the HRRs were added. Consequently the HRRs, as was expected, help to emphasize the representation of specific concepts as observed for the MAP increment, but they cause a loss of generality reflected in the R-Prec decrement. The results obtained by both Lemur + BoC and Lemur + BoC + HRR, performing a paired t-student test, were found to be statistically significant in a 99% confidence interval in terms of MAP. Table 2 shows the same comparison, but now in terms of precision at the indicated number of documents. The proposed representations increased the precision in all cases, but it should be noted that the difference is higher at low recall levels. It is difficult to compare our results with those mentioned in related work, because the authors worked with different collections, metrics and environments. However, as mentioned in [25] "Sparck Jones has suggested that a difference in the scores between two runs that is greater than 5% is noticeable, and a difference that is greater than 10% is material".
Results

Conclusions and Future Works
In this article, we have presented a proposal for representing documents and queries that according to the experiments, has shown itself to be feasible and able to capture "semantic relations" and encode two-word terms. BoC improved the initial ranker. HRRs produced a slight gain in precision. However, they have the potential to encode other relations between concepts (e.g. syntactical relations such as subject-verb, or additional information as identifying named entities).We think if more types of relations are considered it could lead to a higher improvement. Based on our results, it seems reasonable to conjecture that these new representations when combined with the VSM to re-rank the documents, increase precision. Our results showed an improvement above 16% in MAP. Additional study and experimentation will be necessary to quantify the usefulness of the proposed representations. Then, we will continue working with other collections that provide us with more specific contexts to be represented. This allows us to thoroughly explore the usefulness of the proposed representations to improve IR effectiveness.
