In this article, we present a new imprecise statistical inference method for accelerated life testing data, where nonparametric predictive inferences at normal stress levels are integrated with a parametric Arrhenius-Weibull model. The method includes imprecision based on the likelihood ratio test which provides robustness with regard to the model assumptions. We use the likelihood ratio test to obtain an interval for the parameter of the Arrhenius link function providing imprecision into the method. The imprecision leads to observations at increased stress levels being transformed into interval-valued observations at the normal stress level, where the width of an interval is larger for observations from higher stress levels. If the model fits well, our method has relatively little imprecision. However, if the model fits poorly, it leads to more imprecision. Simulation studies are presented to investigate the performance of the proposed method.
Introduction
Accelerated life testing (ALT) is frequently used to obtain information on the lifespan of devices. Testing items under normal conditions can require a great deal of time and expense. To determine the reliability of devices in a shorter period of time, and with lower costs, it may be possible to use ALT. In ALT, a unit is tested under levels of physical stress (e.g. temperature, voltage or pressure) greater than normal operating conditions. Using this method, devices will fail more quickly, enabling estimation of the lifetime under normal conditions via extrapolation using an ALT model. There is a wide range of designs for ALT, including constant-, step-and progressive-stress testing. 1 Two components usually used to extrapolate a device's lifespan under normal use conditions from ALT results are the life time distribution (e.g. Weibull or log-normal) and the relationship between failure time and the stress level (e.g. Arrhenius law or power law).
In recent decades, various methods for analysing ALT data and a variety of applications for assessing the reliability with different ALT scenarios have been
introduced. An excellent introduction to ALT was given by Nelson. 1 Since Nelson, 1 there has been a large amount of literature on ALT and a variety of statistical methods have been developed, we mention several recent contributions. Fan et al. 2 developed the maximum likelihood estimation (MLE) and Bayesian inference on all parameters of ALT models under an exponential distribution, with a link function between the failure rate and the stress variables in a linear way under the Box-Cox transformation. Fard and Li 3 presented optimal step stress to obtain the optimal hold time at which the stress level is changed for step-stress ALT design for reliability prediction. They assumed a Weibull distribution for the failure time at any constant stress level, and the scale parameter of the Weibull distribution is assumed to be a log-linear function of the stress level. Elsayed and Zhang 4 proposed an optimal multiple-stress-type ALT plan using a proportional hazards model to obtain failure time data rapidly in a short period of time. Sha and Pan 5 introduced stepstress ALT with Bayesian analysis for the Weibull proportional hazard model. Nasir and Pan 6 posited a Bayesian optimal design criterion and presented acceleration model selection ALT studies, while Han 7 conducted research into temporally and financially constrained constant-stress and step-stress ALT.
While ALT models typically consider failure times as the events of interest, there have also been important contributions with more detailed modelling, in particular exploiting methods to mathematically model degradation processes. For example, Liao and Tseng 8 proposed an optimal design for step-stress accelerated degradation tests with the degradation process modelled as a stochastic diffusion process. Pan et al. 9 presented a bivariate constant-stress accelerated degradation model and related inference. They assumed a device which has two performance characteristics which are controlled by a Wiener process, to determine the reliability of high-quality devices with a time scale transformation, and the Frank copula is used to model dependence of the two performance characteristics. Duan and Wang 10 proposed a bivariate constant-stress accelerated degradation model with inference based on the inverse Gaussian process. It is important to note here that the modelling of degradation processes does require much information about the engineering process and physical properties of the equipment, which may come from detailed measurements of the process or expert judgements. While this is an important development for real-world ALT, we do not address such approaches further in this article and only assume information about the failure times to be present.
Yin et al. 11 introduced imprecise probability theory 12 for ALT data using the power-Weibull model. In this article, we follow the same approach used by Yin et al. 11 but we investigate the Arrhenius-Weibull model, so a different link function is used between different stress levels. The methods are basically the same, but Yin et al. 11 did not give an argument, other than simulation studies, for the imprecision in the parameter. We use a parametric statistical test between the pairwise stress levels to obtain the intervals for the parameter of the link function for which we do not reject the null hypothesis. This use of a frequentist statistical test to determine the level of imprecision is the main novelty in this article.
We develop a new likelihood ratio test-based method for analysing ALT data with imprecise probabilities, where nonparametric predictive inferences (NPIs) at the normal stress level are integrated with a parametric Arrhenius-Weibull model. This new method consists of two steps. First, we assume the Arrhenius-Weibull model for all levels and we derive an interval for the parameter of the Arrhenius link function by pairwise likelihood ratio tests, which allows observations of increased stress levels to be transformed to interval-valued observations at the normal stress level. Second, we use NPIs at the normal stress level for predictive inference on the failure time of a future unit operating under normal stress, using the original data at the normal stress level and interval-valued data transformed from higher stress levels.
This article is organized as follows: in section 'Nonparametric predictive inference' the main ideas of NPIs are briefly reviewed. In section 'ALT inference using pairwise likelihood ratio tests', our novel method of imprecise statistical inference is introduced. Section 'Example: simulated data' presents an example with simulated data in order to illustrate our method and its main properties. In section 'Example: real data', the new method is applied to a dataset from the literature. Section 'Simulation studies' presents results of simulation studies that investigate the performance of the proposed method. Finally, some concluding remarks are made in section 'Concluding remarks'.
The model
In this article, we consider the Arrhenius model and a Weibull lifetime distribution for a constant-stress ALT. The Arrhenius model is based on physical or chemical theory and is often an appropriate model to use when the failure mechanism is driven by temperature. 1 The Weibull distribution is often suitable for examining component, system or product life. The Arrhenius-Weibull model is adopted to the current research on imprecise statistical approaches to establish the use of imprecision in modelling the nature of the relationship between stress levels and unit failure rates. The main issue here is how to extrapolate the failure data from units tested at higher-than-normal stress levels to units operating at the normal stress level.
The model at each stress level (the two-parameter Weibull distribution) is
The unknown parameters of the Weibull distribution are the shape parameter b and the scale parameters a i at stress level i, where a i . 0 and b . 0, and its survival function is
The Arrhenius-Weibull model is specified as follows. K 0 represents the stress at the normal level. There are m ø 1 increased stress levels, with stress K i at the level i 2 1, . . . , m f g , and we assume that K i increases as a function of i. In this article, the Weibull distributions for different stress levels are assumed to have different scale parameters a i . 0 for level i but the same shape parameter b. The Arrhenius link function for the scale parameters is
Using this model with varying temperatures (in Kelvin) as stress levels, K 0 is the normal temperature at stress level 0, K i is the higher temperature at stress level i and g . 0 is the parameter of the Arrhenius link function model.
Using this link function model, an observation t i at the stress level i, subject to stress K i , can be transformed to stress level 0. For fixed g, the transformed observation denoted by t i!0 (g) from level i to level 0 is given by the equation
Now, we define the model through the probability density function as
where the Arrhenius link function for scale parameters a i should be identified to establish a connection between the different stress levels i.
Let all the data be denoted by t
n . . . t 1 n 1 , . . . , t m 1 , . . . t m n m g, and let the stress levels be denoted by K = K 0 , . . . , K m f g . The likelihood function is defined as
So, there are, in total, three parameters that need to be estimated to fit the complete model, a 0 , b and g. In this article, we will apply the pairwise likelihood ratio test to create an interval for the parameter g of the link function, as presented in section 'ALT inference using pairwise likelihood ratio tests'. We assume the same b for all stress levels, so differences between stress levels are only modelled through the a i and hence in the model through the a 0 and g parameters of the link function between different stress levels. For ease of presentation, we assume that there are no right-censored observations and that there are failure observations at the normal stress level. We briefly comment on these assumptions in section 'Concluding remarks'.
Nonparametric predictive inference
NPI is a statistical method, which provides lower and upper survival functions for a future observation based on past data using imprecise probability. 12, 13 Hill 14 proposed an assumption which gives direct conditional probabilities for a future random quantity which depend on the values of related random qualities. 13, 15, 16 It proposes that the rank of a future observation among the values already observed will be equally likely to have each possible value 1, . . . , n + 1. Suppose that X 1 , X 2 , . . . , X n , X n + 1 represent exchangeable and continuous real-valued possible random quantities, then the ranked observed values of X 1 , X 2 , . . . , X n can be denoted by x (1) n) . Let x 0 = 0 and x n + 1 = '. The assumption A (n) is
Here, no tied observations are included for convenience; any tied values can be dealt with by assuming that tied observations differ by a small amount which tends to zero. 17 Inferences which are based on A (n) are nonparametric and predictive. They can be considered suitable if there is hardly any knowledge about the random quantity of interest, except for the n observations, or if one does not want to use any such further information. The A (n) assumption is not sufficient to derive precise probabilities for many events of interest. However, this approach does yield optimal bounds for probabilities through the 'fundamental theorem of probability', 18 which are lower and upper probabilities in the imprecise probability theory. 12, 15 The lower and upper probabilities for event A are denoted by P(A) and P(A), respectively. These are open to interpretation in various ways. 12 For instance, P(A) can be assumed to be the supremum buying price for a gamble on event A, such that if A occurs then 1 is paid, if not then 0 is paid. This can also simply be interpreted as the maximum lower bound for the probability of A, which derives from the assumptions made. Similarly, P(A) can be interpreted as the minimum selling price for the gamble on A or the minimum upper bound based on the assumptions made. We have 04P(A)4P(A)41 and P(A) = 1 À P(A c ) where, A c is the complimentary event of A. 12, 15 The NPI lower and upper survival functions for a future observation X n + 1 in case of no censoring are
The imprecision, the difference between the upper and lower survival functions, reflects the amount of information in the data. We will only use equations (5) and (6) for the NPI method in this article.
ALT inference using pairwise likelihood ratio tests
To investigate equality of two independent failure data groups, possibly including right-censored observations, the likelihood ratio test can be used. 19 This is a popular statistical test that can be applied to investigate equality of the probability distribution of two independent groups, which has been briefly introduced in section 'Introduction'. 1, 20 In this section, we present new predictive inference based on ALT data and the likelihood ratio test. We use NPIs at the normal stress level, with the fully parametric model used in our new statistical method analysing data from ALT. The use of NPIs here provides lower and upper survival functions for a future observation at the normal stress level, based on all failure data.
This new statistical method for data in ALT divides into two steps. First, the basic Arrhenius-Weibull model is adopted, 1 and the pairwise likelihood ratio test is used between the stress levels K i and stress level K 0 , to obtain the intervals for the parameter g for which we do not reject the null hypothesis that the data transformed from stress level i to normal stress level 0, and the original data obtained at the normal stress level 0, come from the same Weibull distribution. The hypothesis test we use in this article is
The test statistic is defined as
The probability density function of the Arrhenius-Weibull model is assumed in this article to describe the failure time at a fixed stress level, and its parameters are, therefore, maximized in the likelihood ratio test. There are, in total, three parameters that need to be estimated under the alternative hypothesis: a 0 , b and g. Under the null hypothesis, for which g is fixed while a 0 and b are estimated, the LR follows a x 2 1 distribution. To get ½g i , g i , for each value of g, we would have differentâ 0 andb, but we do not use these any further in our method.
For each i = 1, . . . , m, we find g i , the smallest value for g 0 for which we do not reject the null hypothesis, and g i , the largest value for g 0 for which we do not reject the null hypothesis. Then, we define g = max fmin g i , 0g and g = max g i . Note that because of the physical interpretation of generally faster failures with increased stress levels, we exclude negative values which lead to some g values being set at 0. In this article, we will always restrict g to non-negative values. We find the g i and g i numerically using statistical software R.
Note that, we do not make a confidence statement for the final NPI lower and upper survival functions, so we do not explicitly quantify the prediction accuracy. If indeed the main assumption is valid, that increased stress tends to decreased failure times, then negative g i are typically resulting from statistical variation and would disappear for larger samples.
One may wish to allow g to be negative, which may, for example, be reasonable if it turned out that the higher stress level could possibly improve a unit's failure time. However, in normal ALT applications, there tends to be sufficient knowledge about the effect of the stress on the failure times to justify negative values for g not to be considered. Hence, we also do not consider such values in this article. It should be emphasized though that our inferential method could still be used if negative values for lower g were allowed.
In the second step, we apply the data transformation using g for all levels i = 1, . . . , m to get transformed data at level 0, which are then used together with the original data at the normal stress level, to derive the NPI lower survival function S. Similarly, we apply the data transformation using g for all levels i = 1, . . . , m to get transformed data at level 0, which are then used together with the original data at the normal stress level, to derive the NPI upper survival function S. Note that each observation at an increased stress level transforms into an interval-valued observation at the normal stress level 0, where the width of an interval is larger for an observation from a higher stress level.
Note that, if the model fits really well, we expect most g i values to be quite similar, as well as most g i values. If the model fits poorly, g i are most probably very different, or g i are very different, or both. Hence, in case of poor model fit, the resulting interval ½g, g tends to be wider than that in the case of good model fit. If the model assumed is not too far from reality, we would expect the widest interval for the parameter g to come from the likelihood ratio test applied to levels 1 and 0.
If the model assumed is not too far from reality, we would expect the widest interval for the parameter g to come from the likelihood ratio test applied to levels 1 and 0. If the model fits well, a level 1 observation is transformed to a smaller interval on level 0 than a level expect more often that g = g i for an i 6 ¼ 1 or g = g i for an i 6 ¼ 1. If the model assumptions are not fully correct, for example, using some misspecification cases or there is a lot of overlap between the data, then latter can happen.
Although our method involves multiple pairwise tests, we do not aim to combine these into a single test of a hypothesis involving all groups simultaneously. A multiple testing (comparison) procedure arises in many scenarios, where two groups of data are compared over time with each other. 21, 22 A well-known scenario that one may be interested in testing is the comparison between two groups based on the confidence level. 22 While we use pairwise tests in our approach, we do not combine these into an overall confidence level statement for the resulting inference. Instead, we use NPIs to derive the lower and upper predictive survival functions, and we investigate the performance of our predictive method separately via simulations.
If the assumed model is fully correct, then the lower and upper g will form an interval with at least 1 À a confidence level, with a the significance level for each pairwise test. However, we explicitly develop our method for robust inference as the basic assumed model will, in practice, not be 'correct', and acknowledging this makes confidence statements hard to justify. This is an interesting topic for future research. The method proposed in this section is illustrated by two examples using simulated data and real data in sections 'Example: simulated data' and 'Example: real data' and studied in more detail by simulation in section 'Simulation studies'.
Example: simulated data
In this section, we present an example consisting of two cases. In Case 1, we simulated data at all levels using the parametric model for the link function we assume for the analysis. In Case 2, we change these data such that the assumed link function will not provide a good fit anymore and we investigate the effect on the interval ½g, g and the corresponding lower and upper predictive survival functions for the normal stress level. We assumed the normal temperature stress level to be K 0 = 283 and the increased temperatures stress levels to be K 1 = 313 Kelvin and K 2 = 353 Kelvin. We generated 10 observations from a Weibull distribution at each stress level linked by the Arrhenius link function. The Weibull distribution at level K 0 had shape parameter b = 3 and scale parameter a 0 = 7000, and the Arrhenius parameter was set at g = 5200. This model keeps the same shape parameter at each temperature, and the scale parameters are linked by the Arrhenius relation, which led to a 1 = 1202.942 at level K 1 and a 2 = 183.0914 at level K 2 . The 10 failure times of units were simulated at each temperature, so data of a total of 30 units are used in the study. The failure times are given in Table 1 .
To illustrate the pairwise likelihood ratio tests method using these data, we first assume the Weibull distribution at each stress level and the Arrhenius link function for the data. To obtain the intervals ½g i , g i of the values g i for which we do not reject the null hypothesis with regard to the well-mixed data transformation, we used the pairwise likelihood ratio test between K i for i = 1, 2 and K 0 . The resulting intervals ½g i , g i for three significance levels are given in Table 2 .
In the second step of our method, we transformed the data using the ½g, g values. All observations at the increased stress levels were transformed to the normal stress level. Therefore, the observations at the increased stress levels K 1 and K 2 are transformed to intervalvalued observations at the normal stress level K 0 . We briefly illustrate this in Figure 1 using only three points of the data at each level; therefore, we have six lines going down as shown in Figure 1 . We transformed the data from the higher stress levels K 1 and K 2 using ½4060:018, 6605:752 with 0:01 level of significance, mixed with the original samples at the normal stress level K 0 . Note that in Figure 1 , the two largest transformed data points are actually the g and g transformations of the largest observation from level K 2 . So, this illustrates the key property of our method that data Table 1 . Failure times at three temperature levels in the first three columns and corresponding failure times with misspecification in the last two columns. transformed from higher levels tend to be wider intervals at the normal level. The NPI lower survival function is based on the original data at level 0 together with the transformed data from the stress levels K 1 to K 0 and K 2 to K 0 using g. Similarly, the NPI upper survival function is based on the original data at level 0 together with the transformed data from the stress levels K 1 to K 0 and K 2 to K 0 using g. The g transformed the points to the smallest values and, therefore, is the most pessimistic case which leads to the lower survival function S. The g transformed the points to the largest values and, therefore, is the most optimistic case which leads to the upper survival function S. In Case 1, we take g = 4060:018 and g = 6605:752; g = 4424:881 and g = 6261:168; and g = 4593:700 and g = 6100:653 of the pairwise K 1 , K 0 with 0:01, 0:05 and 0:10 significance levels, respectively. We used all the above g and g values to transform the data to the normal stress level 0, see Figure 2 (a). In this figure, the lower survival function S is labelled as S(g i ) and the upper survival function S is labelled as S(g i ). This figure shows that higher significance levels lead to more imprecision for the NPI lower and upper survival functions.
In Case 2, we illustrate our method in case of misspecification. We multiply the data at level K 1 by 1.4, and in addition, we multiply the data at level K 2 by 0.4. The simulated data values are given in the last two columns in Table 1 . In this case, we take g = 3066:539 and g = 6909:985; g = 3431:402 and g = 6742:573; and g = 3600:221 and g = 6664:701 for 0:01, 0:05 and 0:10 significance levels, respectively. We used all the above g and g values to transform the data to the normal stress level 0, see Figure 2 (b). Figure 2 (b) also shows that a higher significance level results in more imprecision for the NPI lower and upper survival functions. In Case 2, we can see that the ½g i , g i intervals for the two pairwise comparisons are fully disjoint unlike in Case 1. Note that in Case 2, the observations at level K 1 have increased, leading to smaller g 1 and g 1 values, which, in turn, leads to the lower and upper survival functions to decrease in comparison to Case 1. Also, the observations at K 2 stress level in Case 2 have decreased, resulting in larger values for g 2 and g 2 , and this leads to the lower and upper survival functions to increase in comparison to Case 1. Therefore, it is obvious that considering the g and g values gives substantially more imprecision in our NPI method. In case of poor model fit, the NPI lower and upper survival functions in Figure 2 (b), using our method as discussed in section 'ALT inference using pairwise likelihood ratio tests', have more imprecision than if the model fits well.
Example: real data
The method proposed in section 'ALT inference using pairwise likelihood ratio tests' is now applied to a dataset from the literature, 23 which results from a temperature-accelerated lifespan test. The time-tofailure data were collected at three temperatures (in Kelvin): K 0 = 393, K 1 = 408, and K 2 = 423, with 393 the normal temperature for the process of interest. Ten units were tested at each temperature, so a total of 30 units were used in the study. All the units failed during the experiment. The failure times, in hours, are given in Table 3 . For the data in Table 3 , we have assumed the Weibull failure time distributions at each stress level, with the Arrhenius link function between different stress levels. Then, the pairwise likelihood ratio test is used separately between level K i and K 0 , for i = 1, 2 to derive the intervals ½g i , g i for the value of the parameter g of the Arrhenius link function, such that we do not reject the null hypothesis that two groups of failure data (the transformed data from level i and the real data from level 0) come from the same underlying distribution, is not rejected for values of g in this interval. The resulting intervals ½g i , g i are given in Table 4 , for three test significance levels.
Note that because the data corresponding to the different stress levels already have quite some overlap, the likelihood ratio tests even did not rule out some negative values for g. However, because of the physical interpretation of generally faster failures with increased temperature, we exclude negative values, which leads to some g i values being set at 0. Following the method presented in this article, we transformed the data using the overall values ½g, g, derived as the smallest and largest corresponding values for the pairwise tests, respectively. Based on the original data at level 0 together with the data transformed from the stress levels K 1 to K 0 and K 2 to K 0 using g, the NPI approach provides the NPI lower survival function. Similarly, but using g for the transformation, we derived the NPI upper survival function. For the significance levels 0:01, 0:05 and 0:1, the values of g are always 0 in this case, and for g, we have, 4881:225, 3988:558 and 3572:193, respectively. The resulting lower and upper survival functions are presented in Figure 3 , where, of course, the three different significant levels lead to the same lower survival function due to the restriction for 1  3850  3300  2750  2  4340  3720  3100  3  4760  4080  3400  4  5320  4560  3800  5  5740  4920  4100  6  6160  5280  4400  7  6580  5640  4700  8  7140  6120  5100  9  7980  6840  5700  10  8960  7680  6400 the g values to be non-negative. In this figure, the lower survival function S is labelled as S(g i ) and the upper survival function S is labelled as S(g i ). This figure shows that a smaller significance level leads to more imprecision for the NPI lower and upper survival functions, which is directly resulting from the fact that the intervals of not rejected values of g i in the pairwise tests will be nested, becoming larger if the significance level is decreased. These lower and upper survival functions can also be used to deduce corresponding lower and upper values for percentiles, which are found in the usual way by inverting the respective functions. These functions can also be used as inputs into decision processes; for example, with regard to setting warranty policies, this is a topic of ongoing research by the authors.
Simulation studies
The imprecise predictive statistical method, we propose in this article for ALT, uses the pairwise likelihood ratio tests with the parametric Arrhenius-Weibull model. This is intuitively attractive because it shows some robustness and demonstrates the effect of imprecision when we lack perfect information about the link between different stress levels. In this section, we first apply simulation studies to investigate the performance of our proposed method when considering the assumed Arrhenius-Weibull model as the true underlying model.
To investigate the predictive inference performance of our new method for ALT data, we conduct a simulation study. We assumed the temperature stress levels to be K 0 = 283, K 1 = 313 and K 2 = 353. In this analysis, we run the simulation 10,000 times with the data simulated from the Weibull distribution with b = 3, a = 7000 and the Arrhenius link function parameter g = 2000, where we have used n = 10, 50, 100 assigned to each stress level. We applied the method described in section 'ALT inference using pairwise likelihood ratio tests', with levels of significance 0:01, 0:05 and 0:10. For good performance of the method, we check the results by taking into account a future observation, and we consider if it mixes well among the data at level K 0 , where we use both the actual data at level K 0 and the data transformed to level K 0 . We examined the performance in the quartiles of NPI lower and upper survival functions for q = 0:25, 0:50, 0:75 and whether the future observation at the normal stress level has exceeded these quartiles in the right proportion. One can use different quartiles, but these quartiles provided a good indicator of the performance of our method. We conducted simulation with the assumed Arrhenius-Weibull model, hence with data generated from the same model as used for our method, hence we expect a good performance.
For good performance of the method, we require that the future observation for each run at the normal stress level has exceeded the first, second and third quartiles of the NPI lower survival functions just over proportions 0:75, 0:50 and 0:25 of all runs, respectively, and for the NPI upper survival functions just under proportions 0:75, 0:50 and 0:25. Table 5 presents the results of the performance of our method for this simulation. All cases in Table 5 show an overall good performance of the proposed method, with levels of significance 0:01, 0:05 and 0:10 and with sample size n = 10, 50, 100. Note that the quartiles in this table are denoted by qL and qU, corresponding to the NPI lower and upper survival functions, respectively. We note that for the corresponding proportion with larger values of n, the differences between lower and upper survival functions tend to decrease, which means that when having more data, the NPI lower and upper survival functions allow more precise inference. As mentioned in section 'ALT inference using pairwise likelihood ratio tests', if the model fits very well or perfectly, then in most cases, g = g 1 and g = g 1 . Table 6 shows that when we simulate from the assumed Arrhenius-Weibull model of 10,000 runs with 0:05 level of significance, hence with data generated from the same model, most of the widest intervals come from level K 1 . From these simulations, we conclude that the proposed approach using the Arrhenius-Weibull model provides suitable predictive inference if the model assumptions are fully correct. We will investigate robustness in case of model misspecification in the next three simulation cases.
In Case 1, we are dealing with a particular misspecification of the model for statistical inference for ALT data. 24, 25 Table 7 presents the results of the predictive performance of our method. We used the same scenario as in the first simulation, but we assumed shape parameter b = 2 for each level, in the analysis. Now, only the scale parameter a and the parameter g of the link function are explicitly maximized in the likelihood ratio. In comparison to the first simulation where the shape parameter b = 3 was estimated, there is a slight effect on the quartiles in Table 7 . From Tables 5 and 7 , the effect of fixing the shape parameter b = 2 in the analysis can also be seen on the quartiles of the NPI lower and upper survival functions for q = 0:25, 0:50, 0:75, which is reflected by more imprecision for this case. Also, we checked whether the future observation at the normal stress level has exceeded these quartiles in the right proportion. Further note that, in Table 7 , there seems to be more imprecision than in Table 5 . Throughout this simulation, when we fixed the shape parameter b = 2 in the fitted model, our novel method provided sufficient robustness against the misspecification. Table 6 . Number of the simulation runs with g = g 1 or g = g 1 or both of 10,000 simulation runs with 0:05 level of significance.
Min g and the max g n = 10 n = 50 n = 100 g = g 1 8699 8963 9022 g = g 1 8675 9003 9087 g = g 1 and g = g 1 7374 7966 8109
In Case 2, we investigate the predictive performance of our method for ALT data, change these data such that the assumed link function will not provide a good fit, show the change to the resulting quartiles of NPI lower and upper survival functions for q = 0:25, 0:50, 0:75 and investigate whether the future observation at the normal stress level has exceeded these quartiles in the right proportion.
To illustrate this, we generated datasets as before with n = 10, 50, 100 observation at each stress level using the Arrhenius-Weibull model. But now, all the data at stress level K 1 are multiplied by 1:2, and in addition, we multiply all the data at level K 2 by 0:8. We run the simulation 10,000 times. Using these generated data, we again applied our method as described in section 'ALT inference using pairwise likelihood ratio tests', with levels of significance 0:01, 0:05 and 0:10. We compute the likelihood ratio test within the statistical software R to the simulated dataset separately between the stress levels K 1 and K 0 and then K 2 and K 0 for finding the values g and g. Then, we used these g and g values to transform the data to the normal stress level K 0 . All the results in Case 2 provide an insight into whether the presented method shows sufficient robustness against the misspecification case considered. Table 8 presents the results of these simulations with n = 10, 50, 100.
For n = 50, 100, there are a few cases for which the future observation for each run at the normal stress level has exceeded the first, second and third quartile (qU0:25, qU0:50 and qU0:75) corresponding to the NPI upper survival functions just over 0:75, 0:50 and 0:25 of the pairwise level K 1 Ã (1:2) to K 0 , receptively, see Table 8 . Exceeding the first, second and third quartile (qU0:25, qU0:50 and qU0:75) of the NPI upper survival function just over 0:75, 0:50 and 0:25 corresponds to the use of this misspecification case where the data at stress level K 1 are multiplied by 1:2, and in addition, we multiply all the data at level K 2 by 0:8. There are slight increase in qU0:25, qU0:50 and qU0:75, which means that we have too many observations passing these quartiles from the upper 0:75, 0:50 and 0:25. They seem that the points 0:75, 0:50 and 0:25 occurred a bit earlier, and they should be related to the effect of multiplying the data by 1:2 and 0:8 for the stress levels K 1 to K 0 and K 2 to Table 7 . Proportion of runs with future observation greater than the quartiles, Arrhenius model, b = 2 in the fitted model: Case 1. K 0 , respectively. As mentioned, this is in line with expectation, which is mainly due to the misspecification case we assumed as well as increasing n that caused the imprecision in the method to become small. Note that, the lower significance level leads to less imprecision for the NPI lower and upper survival functions. Further note that in this simulation, the observations at the stress level K 1 have increased, resulting in smaller g 1 and g 1 , and hence possibly smaller g and g compared to the earlier simulations, when we assume the model assumptions are fully correct. Also, the data at level K 2 Ã (0:8) have decreased, resulting in larger g 2 and g 2 and hence possibly larger g and g, in comparison to the first simulation results in Table 5 . Table 9 shows the numbers of the simulation runs with g = g 1 or g = g 1 or both for this case considered, of 10,000 simulation runs with 0:05 level of significance. It shows that when we use the simulated data for this case, most of the g = g 1 intervals come from level K 1 and few of the g = g 1 intervals come from level K 1 in comparison to the Table 6 when we assume the correct model. Note that, the resulting intervals at level K 2 Ã (0:8) become larger, that is why most cases of the Table 9 . Number of the simulation runs with g = g 1 or g = g 1 or both of 10,000 simulation runs with 0:05 level of significance, Arrhenius model, K 1 Ã (1:2) and K 2 Ã (0:8): Case 2.
Min g and the max g n = 10 n = 50 n = 100 g = g 1 9993 10,000 10,000 g = g 1 1821 12 5 g = g 1 and g = g 1 1814 12 5
g come from g 2 in comparison to the first simulation. Therefore, in case of worse model fit, the NPI lower and upper survival functions for q = 0:25, 0:50, 0:75, using our proposed method discussed in section 'ALT inference using pairwise likelihood ratio tests', have more imprecision. We next investigate the robustness and the performance of our predictive inference against the necessary assumptions. To conduct this, we simulated the data from the Eyring-Weibull model with the parameters a 0 = 7000, b = 3 and l = 2000. The Weibull distributions for different stress levels are assumed to have different scale parameters a i . 0 for level i but the same shape parameter b. The Eyring link function for the Weibull scale parameters is
where using this model with temperatures as stress levels, K 0 is the normal temperature (Kelvin) at stress level 0, K i is the higher temperature (Kelvin) at stress level i and l . 0 is the parameter of the Eyring link function model. In this simulation, we used the assumed Arrhenius link function model between different stress levels. We applied the method described in section 'ALT inference using pairwise likelihood ratio tests', with levels of significance 0:01, 0:05 and 0:10, with 10, 000 simulation runs. Table 10 shows the results of the predictive performance of our method. We use the same scenario as in the first simulation but with data generated from the Eyring-Weibull model. In comparison with the simulation where the model assumptions are fully correct, the results in Table 10 are very similar to those in Table 7 , which means that from the preceding investigation, the Eyring model and the Arrhenius model lead to similar conclusions. These simulations show that the proposed approach provides suitable robustness in predictive inference against the model assumptions in case of this specific model misspecification. One can similarly investigate other cases of model misspecification.
The main findings drawn from the above simulations are the future observation at the normal stress level K 0 has exceeded the quartiles that we considered in the right proportions. Both with the Arrhenius-Weibull model and the power-Weibull model, our method achieves suitable predictive inference if the model assumptions are fully correct, and the intervals inferences; in our model, it would lead to large imprecision, which would reflect that there is a problem of model fit. We have seen that when the number of observations at each stress level is n = 100, the imprecision between the NPI lower and upper survival functions tends to decrease compared to when the number of observations at each stress level n = 10.
Concluding remarks
This article has presented statistical methods for ALT using the Arrhenius-Weibull model under constantstress testing, supported by the theory of imprecise probability, 12, 15 where the imprecision results from the use of the likelihood ratio test. 19 The proposed method applies the use of the likelihood ratio test to compare the survival distribution of pairwise stress levels, in combination with the Arrhenius model finding the interval of g values according to the null hypothesis. The observations at the increased stress levels were transformed to interval-valued observations at the normal stress level by developing imprecision in the link function of the Arrhenius model via a classical test between the pairwise stress levels. We found that using an interval of values for the parameter in the link function between different stress levels enabled us to achieve a greater level of robustness than if we were to use a single point for the parameter. Using the Arrhenius model, we linked the data at different stress levels to the normal stress level, after which NPI can be used at the normal stress level. The most pessimistic case, which leads to the lower survival function S, uses g to transform the data points to the smallest values at the normal stress level, unlike the most optimistic case, which uses g to transform the data points to the largest values at the normal stress level. We discussed the use of pairwise tests instead of one test on all stress levels simultaneously, elsewhere. 26 If the model fits poorly, a single test on all stress levels would result in less imprecision, while our proposed method, combining pairwise tests, tends to result in more imprecision. It should be mentioned that we were quite surprised to see that the classical literature in this field mostly presents methods for parameter estimation, with no explicit attention to prediction at the normal stress level. Hence, we did not find classical methods that were suitable for direct comparison with our method. Using the proposed approach, the intervals ½g, g for the parameter for the link function have adequate imprecision if the model fits well. However, the intervals ½g, g for the parameter for the link function get wider if the model fits poorly. The latter can happen if the model assumptions are not fully correct. However, if we have large imprecision, the remaining inferences are probably of no use at all. Therefore, it will be a strong recommendation to do more detailed modelling or to sample more data in such cases. Regarding the choice of the values of the factors for assessing robustness of the methods, we only show that any suggested form of misspecification can be included in simulations to then study the level of robustness. We have shown how the use of different significant levels for the pairwise likelihood ratio tests lead logically to varying imprecision in the final inferences. An interesting topic for future research concerns the choice of the significance level, in particular related to theoretical coverage properties for the final predictive inference resulting from the NPI-based inference in the form of lower and upper survival functions for a future observation at the normal stress level. It should be emphasized here, however, that our aim differs substantially from the usual hypothesis testing in frequentist statistics, as we do not aim at a good test performance in order to decide between two hypotheses, but we want to provide a method which can also be used if the assumed basic model does not fit well, which will then be indicated by large imprecision.
The application of our novel method in this article assumed that we have failure times observed at the normal stress level K 0 . The assumption of having failure data at the normal stress level K 0 may not be realistic in real-world applications. In this case, we can apply our method with basic function to a higher stress level that is above the normal stress level K 0 . The combined data at that level are then transformed all together to the normal stress level K 0 . Investigating this is a topic for future research.
Usually, events of interest in reliability and survival analysis are failure times. 27, 28 However, such data often include right-censored observations. The A (n) assumption cannot handle right-censored observations and demands fully observed data. Coolen et al. 27 presented a generalization of A (n) , called rc-A (n) , which is suitable for NPIs with right-censored data. This method can be used at the second step in our approach if there are right-censored data, and also the likelihood ratio test can be applied. So generalizing this method to data including right-censored observations is straightforward. Moreover, a transformation link function, generalizing equation (3), can also be derived if we allow different shape parameters b i for each level i, so our method can be generalized in this way as well. Investigating these generalizations, for example, to consider the effect of such changes on the imprecision in the resulting lower and upper survival functions, is an important topic for future research. Of course, one may want to use a different parametric model at each stress level. As long as the model enables the Arrhenius link function (or a similar link function) to be used to link scale parameters, and transformations of data at higher stress levels to the normal stress levels can be written explicitly as function of a parameter of the link function, then the method as presented in this article can straightforwardly be adapted. It is also possible to apply the basic idea of our new method without assuming a parametric model at each stress level but instead using the Arrhenius link function directly to transform observations to the normal stress level. In that case, the likelihood ratio test used in this article must be replaced by a nonparametric test to determine a range of values for the parameter of the Arrhenius link function for which the transformed data mix well with actual data at the normal stress level. As this approach requires substantially different aspects to be explained compared to the method presented in this article, it will be presented elsewhere.
As mentioned in the 'Introduction' section, there is an increasing literature on more detailed modelling of degradation processes related to accelerated test scenarios. It will be of interest to investigate if the method presented in this article can also be developed for inference based on such more detailed models. While this will pose substantial challenges, the main idea to avoid very detailed or complicated models through the use of simpler models in combination with imprecision suggests that there may be strong advantages possible for similar methods related to degradation processes.
Since we began this research, we have not found ALT methods with imprecision in literature. The classical methods as presented in literature seem effectively to stop at parameter estimates, so no predictions and certainly not predictions explicitly at the normal stress level are considered. Of course, there are more published imprecise statistical methods for other reliability inferences. 27, 28 The main approach presented in this article, that is taking a simple model and adding imprecision to a parameter, then using corresponding transformed data for imprecision at the level of interest, has not been presented before for any inference problem. One important aspect of ALT applications is the decision of the design of the experiment, so which stress levels to use and how many items to use at each level. There is substantial attention to this in the literature on ALT, and we have not addressed it yet in combination with the inferential method presented in this article; hence, this is left as an important topic for future research.
As with any novel statistical method developed for real-world applications, the real value of our method should be shown in practical applications. To implement the method, not more is needed on the modelling side for the classic inference methods with the same model assumptions, but the main questions are how one can use the resulting lower and upper survival functions to support real-world decisions. In continuing research, we are investigating this important aspect in the context of warranty contracts, while it is also interesting to consider the use of our method for other decision support scenarios. Finally, we are starting research into different ALT scenarios, where we aim to develop a similar approach, for example, for the case of stepstress testing.
