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Abstract
We prove that de6nitions of number-conserving cellular automata found in literature are equiv-
alent. A necessary and su9cient condition for cellular automata to be number-conserving is
proved. Using this condition, we give a quasi-linear time algorithm to decide number-conservation.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Cellular automata (CA) are widely known as formal models for complex systems
ruled by local interactions [6,12,14,16,17]. Despite of their apparent simplicity they
display a richness of behaviors most of which are not yet fully understood. The classi-
6cation of these behaviors has a main obstacle: most of the interesting properties about
them are undecidable [9]. Moreover, some other properties are “dimension sensitive”;
for example, surjectivity is decidable in polynomial time for one-dimensional CA and
undecidable for dimension ¿2 [3,4,8].
Roughly speaking, the property of number-conservation consists of the ability of
some CA to preserve the density of active sites. We prove that this widely used
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property can be decided in almost linear time (in the size of the CA) in any dimension
and any alphabet. More precisely, the algorithm has linear time complexity if access
to the transition table has constant time cost independent of the dimension of the
space. Otherwise the complexity is O(s log s), where s is the size of the transition
table. Preliminary works had been carried out for one-dimensional CA on circular
con6gurations (periodic boundary conditions) in [1,2,15]. This paper generalizes those
results to higher dimensions and general boundary conditions. The fact that the decision
algorithm is not sensitive to dimension of the space or to boundary conditions is rather
surprising since this kind of properties are usually undecidable [8,9].
CA that satisfy number-conservation property are called number-conserving (NCA).
This class of CA has been introduced by [13] and is receiving a growing interest in
physics as a source for models of particles systems ruled by conservations laws of
mass or energy.
Great attention has received the application of NCA to practical situations such as
highway tra9c Jows. In this context diKerent de6nitions of “number-conservation”
were given according to the type of boundary conditions assumed (periodic, 6nite,
in6nite) [1,2,13]. In Section 3, we prove that all of them are equivalent. We also give
another equivalent de6nition in terms of densities. Section 4 is devoted to the proof of
our main result: the quasi-linear time decision algorithm.
We stress that the class of NCA is not only big enough to give reliable models
for car tra9c and similar models allowing the study of tra9c jams, critical tra9c
masses, crossing-roads, car accidents, etc. but also they are interesting from a pure
computer science point of view. For instance Morita et al. have given a reversible
two-dimensional NCA capable of universal computation [10,11].
In a forthcoming paper [5], we will study the asymptotic behavior of NCA focusing
on chaotic behavior.
2. Cellular automata
This section brieJy introduces main de6nitions on cellular automata and some useful
results which will be used later.
Given a 6nite set S = {0; 1; : : : ; s}, a con9guration c is a map c :Zd→ S. The set
C= {c | c :Zd→ S} is called the space of con9gurations and d is called the dimension
of the space. The quiescent con6guration 0 is a special map such that ∀v˜∈Zd; 0(v˜)= 0.
A con6guration c is 9nite if the set {v˜∈Zd =0} is 6nite. We denote CF the set of all
6nite con6gurations. A neighborhood N of size u is an ordered set of vectors v˜1; : : : ; v˜u.
CA are formally de6ned as quadruples (d; S; N; f) where d; S; N are as above and
f : Su→ S. The map f is often called the local rule of the cellular automaton. Any
local rule induces a global rule A : SZ
d → SZd as follows:
∀c ∈ SZd∀v˜ ∈ Zd; A(c)(v˜) = f(c(v˜+ v˜1); : : : ; c(v˜+ v˜u)):
When S is equipped with the discrete topology and C is given the corresponding
product topology, C is a Cantor set, i.e. a compact, totally disconnected, perfect set.
With respect to this topology, Hedlund [7] proved that CA are exactly those continuous
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functions which commutes with the shift maps, i.e. ∀i∈ 1; : : : ; d; A ◦ e˜i = e˜i ◦A, where
e˜i is 1 at the ith component and 0 otherwise. The shift map of type e˜i is a very simple
cellular automaton de6ned as follows:
∀c ∈ C ∀v˜ ∈ Zd; e˜i(c)(v˜) = c(v˜+ e˜i):
Since A is continuous, the structure 〈C; F〉 can be viewed as a dynamical system. In
the second part of this work [5] we will try to shape the dynamical behavior of NCA
with focus on chaotic behavior.
A con6guration c is said to be spatial periodic if there exists ˜c such that ∀v˜∈Zd;
c(v˜ + ˜c)= c(v˜) for some i∈{1; : : : ; d} and the vector ˜c is the period of c; CP
denotes the set of spatial periodic con6gurations. The expression 06v˜¡˜c; v˜∈Zd
means ∀i∈{1; : : : ; d}; 06v˜i¡(˜c)i where d is the dimension of the space and v˜i is
the ith component of v˜.
For one-dimensional CA they use a simpli6ed notation. The neighborhood is {−r; : : : ;
0; : : : ; r}, where r is called the radius and for any map f : S2r+1→ S the induced global
map is de6ned as
∀c ∈ C ∀i ∈ Z; F(c)(i) = f(c(i − r); : : : ; c(i); : : : ; c(i + r)):
The (one-dimensional) shift map  is such that ∀c∈C ∀i∈Z; (c)(i)= c(i + 1).
3. Number-conservation
In this section, we prove that two de6nitions of number-conservation found in liter-
ature are equivalent. In order to “enlarge” the set of con6gurations in which to study
number-conservation a third de6nition, based on some notion of “density”, is intro-
duced. Theorem 1 proves that the class of NCA is exactly the same as the one given
by the 6rst two de6nitions.
For the sake of simplicity, proofs are given for a one-dimensional CA but they can
be generalized to arbitrary dimension easily.
Denition 1. Let A be a d-dimensional cellular automaton. A is said to be periodic-
number-conserving (PNC) iK
∀c ∈ CP;
∑
06v˜¡˜c
c(v˜) =
∑
06v˜¡˜(c)
A(c)(v˜):
Denition 2. Let A be a d-dimensional cellular automaton. A is said to be 9nite-
number-conserving (FNC) iK
∀c ∈ CF;
∑
v˜∈Zd
c(v˜) =
∑
v˜∈Zd
A(c)(v˜):
Remark that both the above de6nitions imply that f(0; 0; : : : ; 0)=0, i.e., 0 is a
quiescent state.
De6nitions of PNC and FNC have clear advantages in terms of numerical simulations
of NCA since they are countable sets. It can be interesting to weaken these de6nitions
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and grant “NCA behavior” on larger classes of con6gurations. For instance, suppose
to study CA in a one-dimensional lattice in which each cell is in a non-zero state if
there is a particle on it. The state of the cell can be used to represent the particle mass.
Finally, assume that the mass is chosen from a 6nite set of contiguous integers. Then,
for all in6nite con6gurations c, the quantity
lim
n→∞
∑n
i=−n c(i)
2n+ 1
is the average mass of the con6guration, provided that the limit exists. Similarly, the
quantity
lim
n→∞
∑n
i=−n (A(c))(i)∑n
i=−n c(i)
represents the loss=gain of mass in the average; again, provided that the limit exists.
Therefore, one can de6ne “number-conserving” all CA in which there is neither loss
nor gain of mass in the average. Generalizing to arbitrary dimensions and considering
“upper density” in place of density one can give the following de6nition.
Denition 3. Let A be a d-dimensional cellular automaton. A window is a hypercube
of Zd centered in 0 determined by its size. Consider the sequence of windows {Fn} of
size 2n+ 1 and denote by n(c) the sum of states in Fn of a con6guration c∈C. Let
m= lim inf n→∞ n(A(c))=n(c) and M = lim supn→∞ n(A(c))=n(c). A is said to be
number-conserving (NC) iK
1. A(0)= 0;
2. ∀c∈C\{0}; M =1.
Remark 1. De6nition 3 is independent of the point 0. In fact
lim sup
n→∞
n(A ◦ (c))
n((c))
= lim sup
n→∞
n(A(c))
n(c)
:
Continuing the above physics interpretation we can say that the above quantity is
independent of the “referring” point of the system.
Theorem 1 proves that the class of CA of type NC is exactly the same as PNC or
FNC.
Theorem 1. Let A be a cellular automaton. The following statements are equivalent:
1. A is NC;
2. A is FNC;
3. A is PNC;
Proof. The result is proved for CA of dimension 1; the generalization to higher di-
mensions is straightforward. Let A be a cellular automaton with a neighborhood of
radius l. For any con6guration c∈C, de6ne m=mc and M =Mc as in De6nition 3.
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^c :
p
A ( ) :^c
p
^cp
^cp
^cp
x times
A ( ) :c~
pA(c)^ pA(c)^pA(c)^
~c : ... ... 00 ......
^cpSuffix
^cpPrefixl l
...0 0 ......
^c1
^c2
l l
l2 l2
Fig. 1. Construction of the 6nite con6guration.
1→ 2. For any c∈CF, it is clearly M =m. If A is NC then M =m=1. Since c is
6nite, A(c) is also 6nite. Therefore n(c) and n(A(c)) are de6nitively constant. At
this point the fact M =m=1 implies that FNC is veri6ed.
2→ 3. Let l be the radius of the neighborhood. Assume A is not PNC, i.e.
∃p; ;  ∈ N;∃cˆ ∈ CP;
∑
06i¡p
cˆ(i) =  =  = ∑
06i¡p
A(cˆ)(i);
where p is the period of cˆ.
We denote by
cˆp the segment of length p of cˆ centered at the origin;
cˆp Su9xl the su9x length l of cˆp;
cˆp Pre6xl the pre6x of length l of cˆp.
Construct a 6nite con6guration c˜∈CFA as shown in Fig. 1: repeat cˆp x times and
complete the segment obtained in this way with cˆp Pre6xl at the right-hand side and with
cˆp Su9xl at the left-hand side of the segment.
Then,
∑
i∈Z
c˜(i) = x
p∑
i=1
cˆp(i)︸ ︷︷ ︸
x
+
l∑
i=1
cˆp Pre6xl(i)︸ ︷︷ ︸
6ls
+
l∑
i=1
cˆp Su9xl(i)︸ ︷︷ ︸
6ls
and
∑
i∈Z
A(c˜)(i) = x
p∑
i=1
A(cˆp)(i)︸ ︷︷ ︸
x
+
l∑
i=1
A(cˆp Pre6xl)(i)︸ ︷︷ ︸
62ls
+
l∑
i=1
A(cˆp Su9xl)(i)︸ ︷︷ ︸
62ls
:
We obtain the following inequalities:
x6
∑
i∈Z
c˜(i)6 x+ 2ls
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and
x6
∑
i∈Z
A(c˜)(i)6 x + 4ls:
Suppose that ¡. If we choose an integer x such that x¿2ls=(− ), we are in a
contradiction with the previous inequalities.
Similarly, if ¿ then the contradiction is obtained by choosing x¿4ls=( − ).
Hence A is not FNC.
3→ 1. Assume A is not NC. If A(0) =0 then A is not PNC and the theorem is
proved. Now suppose that A(0)= 0 but there exists a con6guration c such that M =m
with M =1. Let M = l¿1 with l∈R∪{+∞} (the proof for M¡1 is similar). From
the de6nition of superior limit, for all ¿0 there exist in6nitely many n such that,
n(A(c))¿(l − )n(c). Fix any ¿0 such that l − ¿1. By the continuity of A
there exists  ¡ such that for all con6gurations c′ ∈B (c) implies A(c′)∈B(A(c)),
where B"(x) denotes the ball of radius " centered in x. Since the set of spatial pe-
riodic con6gurations is dense, there exists y∈CP ∩B (c). Since y is spatial periodic,
A(y) is also spatial periodic and, by continuity A(y)∈B(A(c)). Therefore, we have
lim supn→∞ n(A(y))=n(y)¿l− . Hence A is not PNC.
4. A necessary and su$cient condition
4.1. Dimension 2
In this section, we prove a necessary and su9cient condition for number-conserva-
tion. Since the formal statement of the general condition is rather complicated we prefer
to state it for two-dimensional CA and only afterwards to give the general statement
and a sketch of its proof.
Proposition 1. Let A=(2; N; Q; f) be a 2D cellular automaton with N =
(
(0; 0) (1; 0)
(0;−1) (1;−1) ) and f :Q
4→Q. A is number-conserving if and only if
f
(
a b
c d
)
= a+
[
f
(
0 0
0 c
)
− f
(
0 0
0 a
)]
+
[
f
(
0 0
0 b
)
− f
(
0 0
0 d
)]
+
[
f
(
0 0
c d
)
− f
(
0 0
a b
)]
+
[
f
(
0 b
0 d
)
− f
(
0 a
0 c
)]
:
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Proof. First we prove that the condition is necessary. Assume that A is NC and denote
by “c the sum of the states in a 6nite con6guration c of A. Since A is in particular
FNC (see Theorem 1) one 6nds
“A


: : : : : : : : : : : : : : : : : :
: : : 0 0 0 0 : : :
: : : 0 a b 0 : : :
: : : 0 c d 0 : : :
: : : 0 0 0 0 : : :
: : : : : : : : : : : : : : : : : :


= a+ b+ c + d:
Thus,
a+ b+ c + d=f
(
0 0
0 a
)
+ f
(
0 0
b 0
)
+ f
(
0 c
0 0
)
+ f
(
d 0
0 0
)
+f
(
0 0
a b
)
+ f
(
c d
0 0
)
+ f
(
0 a
0 c
)
+ f
(
b 0
d 0
)
+f
(
a b
c d
)
: (1)
Replacing a by 0 yields
b+ c + d=f
(
0 0
b 0
)
+ f
(
0 0
0 b
)
+ f
(
0 c
0 0
)
+ f
(
0 0
0 c
)
+f
(
d 0
0 0
)
+ f
(
c d
0 0
)
+ f
(
b 0
d 0
)
+ f
(
0 b
c d
)
: (2)
Subtracting (2) from (1) we obtain
f
(
a b
c d
)
= a+ f
(
0 0
0 b
)
+ f
(
0 0
0 c
)
+ f
(
0 b
c d
)
−f
(
0 0
0 a
)
− f
(
0 0
a b
)
− f
(
0 a
0 c
)
: (3)
Setting b=0 in (2), we have also
c + d=f
(
0 0
0 c
)
+ f
(
0 c
0 0
)
+ f
(
0 0
d 0
)
+ f
(
d 0
0 0
)
+f
(
0 0
c d
)
+ f
(
c d
0 0
)
: (4)
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Subtracting (4) from (2) we obtain
f
(
0 b
c d
)
= b+ f
(
0 0
d 0
)
+ f
(
0 0
c d
)
− f
(
0 0
0 b
)
−f
(
0 0
b 0
)
− f
(
b 0
d 0
)
: (5)
We replace this term in (3)
f
(
a b
c d
)
= a+ b− f
(
b 0
d 0
)
+ f
(
0 0
c d
)
− f
(
0 0
a b
)
+ f
(
0 0
0 c
)
−f
(
0 0
0 a
)
+ f
(
0 0
d 0
)
− f
(
0 0
b 0
)
− f
(
0 a
0 c
)
: (6)
If A is FNC then
“A


: : : : : : : : : : : : : : :
: : : 0 0 0 : : :
: : : 0 b 0 : : :
: : : 0 d 0 : : :
: : : 0 0 0 : : :
: : : : : : : : : : : : : : :


= b+ d:
After similar calculi as above, replacing b by 0, one 6nds
f
(
b 0
d 0
)
= b+ f
(
0 0
0 d
)
+ f
(
0 0
d 0
)
− f
(
0 0
0 b
)
− f
(
0 0
b 0
)
−f
(
0 b
0 d
)
: (7)
By replacing this term in (6), we obtain exactly the formula of our proposition.
Let us prove that the condition implies PNC. For any periodic con6guration consider
the sum of terms mentioned in the condition over the period. The terms of type [f(: : :)−
f(: : :)] cancel giving exactly the condition for PNC. Using Theorem 1 we have the
thesis.
Theorem 2 generalizes the condition to a more general neighborhood in dimension 2.
Theorem 2. Let A=(2; N; Q; f) be a 2D cellular automaton with
N =


(0; 0) (0; 1) : : : (0; n− 1)
(1; 0) (1; 1) : : : (1; n− 1)
...
...
...
(m− 1; 0) (m− 1; 1) : : : (m− 1; n− 1)


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and f :Qm×n→Q. A is number-conserving if and only if
f


x1;1 x1;2 : : : x1;n
x2;1 x2;2 : : : x2;n
...
...
...
xm;1 xm;2 : : : xm;n


= x1;1 +
m−1∑
i=0
n−2∑
j=0
f


0 : : : 0
...
...
0 : : : 0

 i
︸ ︷︷ ︸
j+1
0
x1;2 : : : x1;n−j
x2;2 : : : x2;n−j
0
...
...
...
xm−i;2 : : : xm−i;n−j


+
m−2∑
i=0
n−1∑
j=0
f


0 : : : 0
...
...
0 : : : 0

 i+1
︸ ︷︷ ︸
j
0
x2;1 : : : x2;n−j
x3;1 : : : x3;n−j
0
...
...
...
xm−i;1 : : : xm−i;n−j


−
m−1∑
i=0
n−1∑
j=0(i+j¿0)
f


0 : : : 0
...
...
0 : : : 0

 i
︸ ︷︷ ︸
j
0
x1;1 : : : x1;n−j
x2;1 : : : x2;n−j
0
...
...
...
xm−i;1 : : : xm−i;n−j


−
m−2∑
i=0
n−2∑
j=0
f


0 : : : 0
...
...
0 : : : 0

 i+1
︸ ︷︷ ︸
j+1
0
x2;2 : : : x2;n−j
x3;2 : : : x3;n−j
0
...
...
...
xm−i;2 : : : xm−i;n−j


:
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Proof (Sketch). In order to show that the condition is necessary, we consider the
con6guration
...
...
...
...
...
: : : 0 0 0 0 0 : : :
: : : 0 x1;1 x1;2 : : : x1;n 0 : : :
: : : 0 x2;1 x2;2 : : : x2;n 0 : : :
... 0
...
...
... 0
...
: : : 0 xm;1 xm;2 : : : xm;n 0 : : :
: : : 0 0 0 0 0 : : :
...
...
...
...
...
Since A is FNC, we have x1;1 + x1;2 + · · ·+ xm; n equals the sum of states obtained
in each cell after the application of A, that is the sum of all f(: : :); in this equation
we replace x1;1 by 0, then x1;2 by 0, and so on, up to x1; n.
We obtain a formula similar to (6)
f


x1;1 x1;2 : : : x1;n
x2;1 x2;2 : : : x2;n
...
...
...
xm;1 xm;2 : : : xm;n

= x1;1 + x1;2 + · · ·+ x1;n
−f


x1;2 x1;3 : : : x1;n 0
x2;2 x2;3 : : : x2;n 0
...
...
...
...
xm;2 x1;2 : : : xm;n 0

+ · · · :
In order to obtain the 6nal formula, starting from the con6guration
...
...
...
...
...
: : : 0 0 0 0 0 : : :
: : : 0 x1;2 x1;3 : : : x1;n 0 : : :
: : : 0 x2;2 x2;3 : : : x2;n 0 : : :
... 0
...
...
... 0
...
: : : 0 xm;2 xm;3 : : : xm;n 0 : : :
: : : 0 0 0 0 0 : : :
...
...
...
...
...
one establishes the equation for
f


x1;2 x1;3 : : : x1;n 0
x2;2 x2;3 : : : x2;n 0
...
...
...
...
xm;2 xm;3 : : : xm;n 0

 :
Then replacing x1;2 by 0, then x1;3, and so on, up to x1; n.
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The condition is su9cient: for periodic con6gurations, when calculating the sum of
states on the period, every f-term is present two times. If it is present in the sum of
f-terms with x1;1 (resp. x2;2) as 6rst non-zero element, then it is present in the sum
of f-terms with x1;2 (resp. x2;1) as 6rst non-zero element. Hence the sum of states on
a period is
∑m
i=1
∑n
j=1 xi; j. Therefore this condition implies PNC and by Theorem 1
the thesis is proved.
4.2. Dimension n
Let g be a function with two parameters de6ned as follows:
g(a; b) =
m−a∑
i=0
n−b∑
j=0
f


0 : : : 0
...
...
0 : : : 0

 i−1+a
︸ ︷︷ ︸
j−1+b
0
xa;b : : : xa;n−j
xa+1;b : : : xa+1;n−j
0
...
...
...
xm−i;b : : : xm−i;n−j


;
where a; b∈{1; 2} and i + j¿0 if a+ b=2.
Then, the assertion of Theorem 2 can be simpli6ed in the following way: A is
number-conserving if and only if
f


x1;1 x1;2 : : : x1;n
x2;1 x2;2 : : : x2;n
...
...
...
xm;1 xm;2 : : : xm;n

 = x1;1 + g(1; 2) + g(2; 1)− g(1; 1)− g(2; 2):
In dimension 3, we can de6ne the function g with 3 parameters:
g(a; b; c) =
m−a∑
i=0
n−b∑
j=0
l−c∑
k=0
i + j + k ¿ 0
if a+ b+ c = 3
f :
Then, in a similar way as in dimension 2, we can establish a necessary and su9cient
condition for a cellular automaton to be number-conserving. The only point to know
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is which terms are denoted by “−” and which ones by “+”: it is shown by a tedious
technical proof (that we do not detail here) that “−” appears for g(1; 2; 2); g(2; 1; 2)
and g(2; 2; 1) and “+” for the other terms. In fact, g(a; b; c) appears with the “−” sign
if and only if (a−1; b−1; c−1) corresponds to a diagonal vector in dimension 2, and
with the “+” sign otherwise.
The following result is shown with the same technical proof as in lower dimensions.
Theorem 3. Let g(a1; a2; : : : ; an) de9ned in a similar way as in dimension 3. Let
A=(n; S; N; f) be a cellular automaton with m= |N |=d1×d2× · · · ×dn, where ∀j∈
1; : : : ; n; dj is the neighborhood size in the jth dimension. A is number-conserving if
and only if ∀(x1; : : : ; xm)∈ Sm
f(x1; : : : ; xm) = x1 +
d1−a1∑
i1=0
d2−a2∑
i2=0
· · ·
dn−an∑
in=0
(−1)kg(a1; a2; : : : ; an);
where ∀i; 16i6n; ai ∈{1; 2}, and k =1 if (a1 − 1; a2 − 1; : : : ; an − 1) corresponds to
a diagonal vector in the (n− 1)-dimensional place, k =2 otherwise.
Theorem 4. The property “number-conserving” is decidable in O(s log s) for CA of
any dimension, where s denotes the size of the transition table.
Remark that the complexity O(s log s) does not depend on the dimension of the
space. More precisely, the multiplicative constant of the O depends neither on the
dimension nor on the number of states or neighborhood of the cellular automaton. All
these quantities are resumed in s.
Proof of Theorem 4. The number of terms of our condition in Theorem 2 is propor-
tional to the number of neighbors. As a consequence, the size of the set of conditions
to be checked is proportional to the size of the local transition rule of the CA, which
is upper bounded by the size of the cellular automaton in the chosen representation.
Access to the table costs at most O(log s).
Remark that if cellular automata are given by a program computing their rule and not
by the rule exhaustively, then Theorem 4 does not hold. This drawback is often present
in cellular automata theory. However, if we consider that access to the transition table
is performed in constant time, then the algorithm is linear.
5. Conclusions
The paper discusses two formulations of the notion of being number-conserving
which have arisen in recent works on the study of physical phenomena ruled by con-
servation laws of mass or energy. We have proved that all these formulations are
equivalent and we have given another equivalent de6nition in terms of density.
B. Durand et al. / Theoretical Computer Science 299 (2003) 523–535 535
Moreover, we have given a quasi-linear time algorithm for deciding if a CA (of
any dimension and any state set) is number-conserving. We stress that the linearity of
the algorithm is something rather surprising since most of the interesting structural or
dynamical properties of CA are known to be undecidable.
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