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Steepest-entropy-ascent quantum thermodynamics, or SEAQT, is a unified approach of quantum
mechanics and thermodynamics that avoids many of the inconsistencies that can arise between the
two theories. Given a set of energy levels, i.e., energy eigenstructure, accessible to a given physical
system, SEAQT predicts the unique kinetic path from any initial non-equilibrium state to stable
equilibrium by solving a master equation that directs the system along the path of steepest entropy
ascent. There are no intrinsic limitations on the length and time scales the method can treat so it
is well-suited for calculations where the dynamics over multiple spacial scales need to be taken into
account within a single framework. In this paper, the theoretical framework and its advantages are
described, and several applications are presented to illustrate the use of the SEAQT equation of
motion and the construction of a simplified, reduced-order, energy eigenstructure.
I. INTRODUCTION
Mechanics and equilibrium thermodynamics overlap
extensively in computational materials science, but they
have different origins. Quantum and classical mechanics
describe non-entropic phenomena through a fundamental
description of particle (and wave) behavior based upon
Schro¨dinger’s or Newton’s equation of motion. Thermo-
dynamics is concerned with stable equilibria and pro-
vides a phenomenological description of matter derived
from the first and second laws of thermodynamics. Be-
cause mechanics and thermodynamics developed inde-
pendently and from different starting points, there are
well-known conceptual incompatibilities between the two
frameworks1.
An intriguing theory that reconciles these incompat-
ibilities appeared almost 40 years ago2–6. Its mathe-
matical framework, which is now called steepest-entropy-
ascent quantum thermodynamics (SEAQT), has devel-
oped extensively over the intervening years (e.g., see
references7–27). In the SEAQT theoretical framework,
energy and entropy are used as fundamental state vari-
ables (as does classical thermodynamics), but entropy is
interpreted as a measure of energy load sharing among
available energy eigenlevels rather than as a statistical
property of a statistical ensemble. In addition, SEAQT
postulates that the time-evolution of an isolated system
maximizes the rate of entropy production at every in-
stant of time. The particular path that satisfies this pos-
tulate is determined by a unique master equation called
the SEAQT equation of motion, which directs the system
along the path of steepest entropy ascent.
The steps required to apply the SEAQT framework
to materials-related problems are illustrated in this pa-
per through several solid-state applications. By way of
introduction, the SEAQT model is first compared and
contrasted with common computational approaches in
Section II. In Sec. III, the SEAQT equation of motion is
derived for the case of an isolated system and for interact-
ing systems. In Sec. IV, the issues associated with con-
structing an energy eigenstructure (a set of energy levels)
are described for solids, and then a method for building
a simplified energy eigenstructure (a so-called “pseudo-
eigenstructure”) is presented to address these issues. In
Sec. V, the SEAQT model is demonstrated using a simple
model system and then a ferromagnetic spin system with
a focus on the use of the SEAQT equation of motion and
the construction of the pseudo-eigenstructure. Finally,
the salient features and advantages of the SEAQT model
are noted in Sec. VI along with some future directions for
study.
II. ADVANTAGES OF THE SEAQT MODEL
A. Mechanics and Thermodynamics
The energy–entropy (E–S ) diagram (Fig. 1), which is a
two-dimensional cut in the E–S plane of the hypersurface
of all stable equilibrium states for a given system, helps
clarify where the mechanics and equilibrium thermody-
namic approaches are valid. While mechanics describes
non-entropic states corresponding to the vertical axis of
Fig. 1, classical thermodynamics is largely limited to the
stable equilibria represented by the bounding curve in
the figure.
A variety of material properties can be calculated re-
liably in the non-entropic region using first principle
methods for solving Schro¨dinger-like equations (e.g., the
Kohn-Sham equations of density functional theory), but
these methods cannot be employed directly at the finite
temperatures of the entropic region. In order to de-
termine properties at finite temperatures, quantum sta-
tistical mechanics is often combined with density func-
tional theory where the most probable state is explored
by searching the minimum free energy. Quantum statisti-
cal mechanics has had much success describing solid-state
phenomena such as magnetic transitions, gas–liquid tran-
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FIG. 1. A schematic energy–entropy (E–S) diagram for a
system with constant volume, V , and number of particles, N .
The bounding curve represents the stable equilibrium states
in the in the E–S plane described by equilibrium thermo-
dynamics, and the vertical axis is a non-entropic line that
represents the domain of mechanics in this plane. The cross-
hatched area is the non-equilibrium region that is not strictly
described either by mechanics or by thermodynamics.
sitions, and order–disorder transformations28,29. How-
ever, it introduces unphysical assumptions by assuming
a heterogeneous ensemble (Appendix A) and its appli-
cability is limited to the stable equilibrium region and
does, thus, not apply to the non-equilibrium region (the
cross-hatched area in Fig. 1).
There are a number of ways to combine quan-
tum mechanics with thermodynamics to describe non-
equilibrium time-evolution processes at the quantum
scale30. For example, using a nonlinear time-dependent
Schro¨dinger equation of motion31,32 with an added fric-
tional term or Markovian and non-Markovian quantum
master equations33–35 where so-called “dissipative open
systems” are assumed are two such ways that this can be
done. Unfortunately, as recently pointed out, these ap-
proaches are plagued by inconsistencies in descriptions
such as the definition of state, which is different in each
of the approaches30. It is simply noted here without
dwelling on these inconsistencies that the SEAQT frame-
work provides an alternative approach for unifying quan-
tum mechanics and thermodynamics that does not intro-
duce any intrinsic inconsistencies. Additional details can
be found in reference30.
B. Multiscale calculations in materials science
Computational investigations of materials cover a
broad range of length and time scales. Macroscopic ma-
terial properties generally depend to some extent on the
underlying atomistic, microscopic, and mesoscopic be-
havior. For example, the deformation behavior of a struc-
tural steel component depends not only upon the geome-
try of the component but also on the steel microstructure
and its dependence upon the local plastic deformation
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FIG. 2. Common computational methods and the dif-
ferent time and length scales for their application in ma-
terials science43. The acronyms shown are Finite Element
Method (FEM), Phase Field Model (PFM), Molecular Dy-
namics (MD), kinetic Monte Carlo (kMC), and Density Func-
tional Theory (DFT). The range of scales over which SEAQT
has been applied to date is indicated by the gray region; there
are no intrinsic limitations that prevent it from being ex-
tended over larger spatial scales.
zones, which, in turn, depend upon the atomic bonding
of the constituent atoms.
Approaches suitable for calculating material properties
apply to different length and time scales (Fig. 2). For in-
stance, in the above example of deformation behavior,
macroscopic strains are calculated using the finite ele-
ment method36,37, microstructure evolution at the meso-
scopic spatial scale with phase field models38,39, atomic
displacements with molecular dynamics simulations40
and kinetic Monte Carlo simulations, and bonding-level
behavior with electronic structure calculations41,42.
Each computational method is quite successful when
applied over the length and time scales for which it
was developed, but extending them to other length/time
scales is problematic. To overcome these difficulties,
computational methods have been combined synergisti-
cally such that the time-dependence of a property is cal-
culated in a larger-scale computational model with pa-
rameters/data determined from smaller-scale methods in
a “constitutive approach”44. For example, a deforma-
tion process can be simulated by calculating atomistic
parameters with molecular dynamics45 or Monte Carlo
simulations46 and then passing them to a phase field
model that calculates the microstructure47,48, which is
subsequently passed to a finite element method that sim-
ulates the deformation process. Although the constitu-
tive approach connects different length scales, the dy-
namics at smaller scales are usually ignored by the larger
scales. As pointed out in reference44, although the con-
stitutive approach may be adequate for a simple system,
its applicability to a complex system is questionable, be-
cause complex interactions among scales are possible and
many parameters would be required to represent them.
3Furthermore, parameters/data in the constitutive rela-
tion are calculated ignoring the effect of larger-scale phe-
nomena by assuming a homogeneous system44. There-
fore, in order to reliably describe behavior over multiple
scales, it is desirable to combine methods that take into
account the dynamics at each scale and mutually update
data during the entire time-evolution process. This is dif-
ficult with existing methods because the state variables
and governing equations differ from one scale to the next
and converting variables and using different governing
equations becomes very problematic22.
The SEAQT framework has the potential to improve
this situation. Unlike the computational methods de-
scribed above, the SEAQT framework uses energy and
entropy as its fundamental state variables and the time-
evolution of a system is determined from the SEAQT
equation of motion based on the principle of steepest
entropy ascent at each instant of time. Since energy
and entropy can be defined for any state in any sys-
tem regardless of scale and the equation of motion is
based upon quantum mechanics without resort to the
near/local equilibrium assumptions, the framework ap-
plies to any state at all length and time scales. Thus, it is
able to describe physical phenomena and their couplings
at all length and time scales within a single theoretical
framework22.
The SEAQT framework has several additional distin-
guishing characteristics relative to conventional compu-
tational models. They are as follow:
• MD is limited to high temperatures (above the De-
bye temperature) because it is based on classical
mechanics, while SEAQT is equally valid at all tem-
peratures. In addition, MD models require an ar-
tificial term in the Hamiltonian when a system in-
teracts with a heat reservoir42, while there is no
need to introduce arbitrary terms in the Hamilto-
nian with the SEAQT approach since the frame-
work is based on a fundamental and not a phe-
nomenological description.
• Whereas the PFM is most appropriate for
near-stable equilibrium states because the time-
evolution process is determined by a master equa-
tion (e.g., the Cahn-Hilliard equation and the
Allen-Cahn equation49) that is derived assuming
small deviations from equilibrium, the SEAQT
framework requires no such restriction, because the
SEAQT equation of motion does not require the
near/local equilibrium assumption.
• While the kMC method needs to identify all pos-
sible discrete events that can take place at each
instant of time, the kinetic path in SEAQT is de-
termined by merely solving the SEAQT equation
of motion (a set of first-order, ordinary differential
equations). Thus, the computational burden as-
sociated with the SEAQT framework is small com-
pared to that for kMC (as well as the other methods
FIG. 3. Schematic descriptions of the isolated systems under
consideration: (a) the simple isolated system considered in
Sec. III A, and (b) the isolated system with two subsystems
that exchange energy in a heat interaction in Sec. III B.
described here). Moreover, the stochastic frame-
work in kMC can make it difficult to extract physi-
cal insights from the simulations without a statisti-
cal analysis of multiple computational experiments.
III. SEAQT EQUATION OF MOTION
The SEAQT equation of motion is based on the
steepest-entropy-ascent principle using energy and en-
tropy as the basic state variables, and it has been
demonstrated that the equation of motion recovers the
Boltzmann transport equations in the near-equilibrium
limit23. Here, the SEAQT equation of motion is derived
for an isolated system and for an isolated composite sys-
tem that contains two interacting systems that exchange
energy in a heat interaction (Fig. 3).
A. Isolated system
A typical quantum mechanics equation of motion, such
as a Schro¨dinger-like equation, only describes a subset
of reversible processes (i.e., those involving non-entropic
phenomena). The SEAQT equation of motion, on the
other hand, adds a postulated dissipative term to the
time-dependent Schro¨dinger equation that makes it pos-
sible to describe both reversible and irreversible pro-
cesses. This equation for a simple (as opposed to general)
quantum system is written as7–10
dρˆ
dt
=
1
i~
[ρˆ, Hˆ] +
1
τ(ρˆ)
Dˆ(ρˆ) , (1)
where ρˆ is the density operator, t the time, ~ the re-
duced Planck constant, Hˆ the Hamiltonian operator, τ
the relaxation time, and Dˆ the dissipation operator. The
4left-hand side of the equation and the first term on the
right corresponds to the time-dependent von Neumann
equation (or Schro¨dinger equation), and the second term
on the right is the dissipation term — an irreversible
contribution that accounts for relaxation processes in the
system. The density operator, ρˆ, includes all the informa-
tion about the state of the system. Its use allows SEAQT
to unify quantum mechanics and thermodynamics into a
consistent theoretical framework2–5.
When there are no quantum correlations between
particles, ρˆ is diagonal in the Hamiltonian eigenvector
basis18,19,21 and ρˆ and Hˆ commute, i.e., [ρˆ, Hˆ] = 0. Un-
der this circumstance, the SEAQT equation of motion,
Eq. (1), reduces to9,10,17
dpj
dt
=
1
τ(p)
Dj(p) , (2)
where the pj are the diagonal terms of ρˆ, each of which
represents the occupation probability in the jth energy
eigenlevel, j , and p denotes the vector of all the pj .
(Since the contribution of quantum correlations would
be quite small for most material properties, the form
of the SEAQT equation of motion shown in Eq. (2) is
employed hereafter.) The dissipation term, Dj(p), can
be derived via either a variational principle9 or via the
use of a manifold9,10,17 with the postulate that the time-
evolution of a system follows the direction of steepest
entropy ascent constrained by appropriate conservation
laws. Here, the derivation of the SEAQT equation of
motion is briefly described using the mathematical tech-
nique of a manifold constrained by the conservation of
energy and conservation of the occupation probabilities.
For the purpose of deriving the dissipation term,
Dj(p), the square root of the probability distribution,
xj =
√
pj , is employed (as is done in references
9,10,17).
Using xj , the summation of the occupation probabilities
and the expected energy and entropy of a system are
written as17
I =
∑
i
pi =
∑
i
x2i
E = 〈e〉 =
∑
i
ipi =
∑
i
ix
2
i
S =〈s〉 = −
∑
i
piln
(
pi
gi
)
= −
∑
i
x2i ln
(
x2i
gi
)
,
(3)
where gj is the degeneracy of the energy eigenlevel j .
The von Neumann formula for entropy is used in the
last line of Eq. (3) because it satisfies all the charac-
teristics required by thermodynamics50,51 (the quantum
Boltzmann entropy formula is discussed in Appendix A).
The gradients of each property in state space are then
expressed as
gI =
∑
i
∂I
∂xi
eˆi =
∑
i
2xieˆi
gE =
∑
i
∂E
∂xi
eˆi =
∑
i
2ixieˆi
gS =
∑
i
∂S
∂xi
eˆi = −
∑
i
2xi
[
1 + ln
(
x2i
gi
)]
eˆi ,
(4)
where eˆi is the unit vector for component, i, i.e., the
ith eigenlevel. Since I = 1 and E = constant, the time-
evolution of state, x˙ (=dx/dt), must be orthogonal to the
manifold spanned by gI and gE . That is, g˙I (=dgI/dt)
and g˙E (=dgE/dt) must be zero (see Fig. 4). Therefore,
the time-evolution is given by the solution of9,10,17
dx
dt
=
1
τ(x)
gS⊥L(gI ,gE)
=
1
τ(x)
∣∣∣∣∣∣
gS gI gE
(gS , gI) (gI , gI) (gE , gI)
(gS , gE) (gI , gE) (gE , gE)
∣∣∣∣∣∣∣∣∣∣(gI , gI) (gE , gI)(gI , gE) (gE , gE)
∣∣∣∣ ,
(5)
where L(gI , gE) is the manifold spanned by gI and gE
and gS⊥L(gI ,gE) is the perpendicular component of the
gradient of the entropy, gS , to the manifold, which is
written in an explicit form using the theory of Gram
determinants9 (the notation (· , ·) represents the scalar
product of two vectors). The explicit form of the SEAQT
equation of motion for this case is then written as9,10,17
dpj
dt∗
=
∣∣∣∣∣∣
−pj lnpjgj pj jpj
〈s〉 1 〈e〉
〈es〉 〈e〉 〈e2〉
∣∣∣∣∣∣∣∣∣∣ 1 〈e〉〈e〉 〈e2〉
∣∣∣∣ , (6)
where
〈e2〉 = ∑
i
2i pi , 〈es〉 = −
∑
i
ipiln
pi
gi
,
and t∗ ( = tτ(p) ) is the dimensionless time and τ(p) a
relaxation time. In Eq. (6), the time-dependent trajec-
tory of state evolution, pj(t
∗) is expressed in terms of a
dimensionless time rather than in terms of the real time,
t. The two kinds of time are distinguished by using the
term ‘kinetics’ to refer to processes expressed in terms
of t∗ and ‘dynamics’ to refer to processes expressed in
terms of t. Thus, the ‘kinetics’ establishes the unique
thermodynamic path along which the state of the sys-
tem evolves in state space (e.g., Hilbert space), while τ
determines the speed at which the system evolves along
this path, i.e., the so-called ‘dynamics’. A detailed dis-
cussion of this distinction can be found in references17,18.
The derivation of the SEAQT equation of motion can
be extended to include additional conservation condi-
tions, e.g., the number of particles20, the volume19, and
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FIG. 4. Geometric representation of the steepest-entropy-
ascent direction constrained by the conservation of occupation
probabilities and the energy6,30. The gradients gI , gE , and
gS are, respectively, the gradients of the occupation proba-
bilities, energy, and entropy in state space, and L(gI , gE) is
the manifold spanned by gI and gE . While x˙ would be in
the direction of gS for an unconstrained process, it must be
orthogonal to the manifold for maximum entropy generation,
i.e., gS⊥L(gI ,gE), in order to conserve the occupation proba-
bilities and the energy9.
the magnetization27. The SEAQT equation of motion
with constant magnetization is shown in Sec. V B.
B. Heat interaction between systems
The SEAQT equation of motion was formally derived
in the previous section (Sec. III A) for an isolated system
but can also be extended to interacting systems by treat-
ing them as interacting systems within a larger, isolated
composite system18,20 (see Fig. 3 (b)). (Hereafter, we call
the interacting systems “subsystems” within the compos-
ite.) Furthermore, if one of the subsystems is much larger
than the other, the bigger subsystem can be treated as a
reservoir and the SEAQT equation of motion for a sys-
tem interacting with a reservoir can be formulated as
well18,20.
To derive the SEAQT equation of motion for two
(sub) systems, A and B, interacting via a heat inter-
action, three quantities in the composite system must
be conserved: the energy of the overall composite sys-
tem and the occupation probabilities in each subsys-
tem. In this case, the manifold can be expressed as
L = L(gAI , g
B
I , gE). The equation of motion for each
subsystem takes the form18
dpAj
dt∗
=
∣∣∣∣∣∣∣∣∣∣
−pAj ln
pAj
gAj
pAj 0 
A
j p
A
j
〈s〉A 1 0 〈e〉A
〈s〉B 0 1 〈e〉B
〈es〉 〈e〉A 〈e〉B 〈e2〉
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 〈e〉A
0 1 〈e〉B
〈e〉A 〈e〉B 〈e2〉
∣∣∣∣∣∣
, (7)
where 〈·〉A (orB) is the expectation value of a property in
subsystem A (or B), and 〈·〉 = 〈·〉A+ 〈·〉B is the property
in the composite system (only the equation of motion for
system A is shown above). Representing the cofactors of
the first line of the determinant in the numerator by C1,
CA2 , and C3, Eq. (7) can be expressed as
18
dpAj
dt∗
= pAj
(
−lnp
A
j
gAj
− C
A
2
C1
− Aj
C3
C1
)
= pAj
[
(sAj − 〈s〉A)− (Aj − 〈e〉A)
C3
C1
]
= pAj
[
(sAj − 〈s〉A)− (Aj − 〈e〉A)β
]
.
(8)
The factor β is defined as β ≡ C3/C1 because it can be
related to a temperature, T , as β = 1kBT using the con-
cept of hypo-equilibrium states described in Appendix B.
Here, kB is Boltzmann’s constant. In addition, β is re-
lated to the mole fractions of the subsystems18. There-
fore, when system B of Fig. 3 (b) is much larger than
system A and viewed as a heat reservoir, Eq. (8) is trans-
formed into18
dpj
dt∗
= pj
[
(sj − 〈s〉)− (j − 〈e〉)βR
]
, (9)
where βR = 1kBTR , TR is the temperature of the reservoir,
and the superscripts, A, are removed because there is just
one system of interest to follow.
Although only two subsystems exchanging energy in a
heat interaction are considered here, the approach can
be generalized to additional subsystems exchanging heat
and/or mass18.
IV. PSEUDO-EIGENSTRUCTURE
The SEAQT equation of motion is solved with a partic-
ular energy eigenstructure. In general, an energy eigen-
structure (a set of energy eigenlevels) is constructed for a
quantum system by assuming appropriate degrees of free-
dom for the particles or molecules: for example, trans-
lation, rotation, and vibration degrees of freedom (see
Fig. 5). A relatively simple energy eigenstructure can
be constructed for a low-density gas by assuming the gas
particles behave independently (the ideal gas approxima-
tion). In the solid (or liquid) phase, on the other hand,
interactions between particles play a determining role for
the properties so that interactions cannot be ignored and
the energy eigenstructure becomes quite complex. This
complexity can be mitigated by replacing the quantum
model with a reduced-order model24–27 constructed from
an appropriate solid-state analog. Furthermore, since
these energy eigenstructures usually involve an infinite
number of energy eigenlevels — and cannot be used with
the SEAQT framework for this reason — a density of
states method17 must be employed to convert an infinite
energy-eiegnlevel system to a finite-level one. Two com-
mon reduced-order models (coupled oscillators and the
mean-field approximation) are described in Sec. IV A and
the density of states method is explained in Sec. IV B.
6FIG. 5. The translational, rotational, and vibrational de-
grees of freedom of particles (or molecules). They are com-
monly used as quantum models when an energy eigenstruc-
ture of a gas phase is constructed.
A. Reduced-order model
1. Coupled oscillators
Unlike atoms or molecules in a gas or liquid phase
which include all of the degrees of freedom of Fig. 5, the
motion of particles in a solid are spatially constrained
and only include the vibrational degree of freedom. This
has some computational benefits because it removes the
need to calculate any eigenlevels associated with trans-
lation or rotation. Since atoms in a lattice exhibit col-
lective atomic movements even at quite high tempera-
tures, they can be modeled reasonably well by a collec-
tion of coupled oscillators with quantized energies. The
energy eigenstructure is constructed by associating en-
ergies with all the frequencies available to the system.
This can be done by constructing a reduced-order model
that treats a system of particle oscillators as a collec-
tion of subsystems with different vibrational frequencies
(see Fig. 6). The oscillators may be physical objects, like
atoms or molecules, or they can be analogs like magnetic
spin waves. Example applications of the approach are
found in reference24 where thermal expansion is calcu-
lated from an eigenstructure built from anharmonic cou-
pled oscillators and in reference27 where magnetization
is calculated from an eigenstructure based on harmonic
coupled oscillators.
2. Mean-field approximation
The lattice (spin) wave description using coupled
harmonic oscillators breaks down at high tempera-
tures because of interactions among the subsystems of
Fig. 6 (phonon-phonon or magnon-magnon interactions).
These interactions can be included explicitly in the eigen-
structure by using anharmonic oscillators rather than
simple harmonic oscillators (see reference24). Alterna-
tively, one can use a mean-field approximation to de-
scribe the interactions. The mean field approximation
has been used extensively to describe the magnetiza-
tion of ferromagnetic materials28,29,52 where interactions
among spins on a lattice are replaced with an effective in-
ternal magnetic field (see Fig. 7). The mean-field model
FIG. 6. The system description for coupled oscillators with
various vibrational frequencies, ωj . The system is divided
into three interacting subsystems, each with its own vibra-
tional frequency. n is an integer quantum number that ap-
plies to the phenomenon of interest, e.g., phonons for oscil-
lating molecules in a lattice or magnons for magnetic spin on
a lattice.
FIG. 7. The spin system before and after the mean-field
approximation is employed. The interactions between mag-
netic moments (spins) is substituted by the effective internal
magnetic field, Heff.
is often used with the Ising model where magnetic mo-
ments are allowed to point in only two directions, up or
down. The method is illustrated in Sec. V B wherein the
magnetization change of body-centered cubic (bcc) iron
is calculated with the SEAQT framework.
The mean-field approximation fails to predict magneti-
zation changes of ferromagnetic materials at low temper-
atures because it uses a uniform (or constant) value for
the effective internal field and ignores changes of the field
in the region where up-spins or down-spins are slightly
localized. This happens at low temperatures because
the contribution of interaction energy becomes large. To
cope with the problem, there have been attempts to in-
clude short-range correlations between spins in the model
by defining clusters29 (see Fig. 8). The same is true for
mean-field approximations applied to atomic configura-
tions in alloys (see below)53. However, very large clusters
are required to describe the wave-like behavior of mag-
netic moments at low temperatures so the mean-field ap-
proximation is not suitable for describing magnetization
7FIG. 8. The mean-field approximation, which includes short-
range correlations by defining pair and triangle clusters, re-
spectively.
at very low temperatures.
Combining the mean-field approximation with an Ising
model can also be used to model atomic configurations
in a binary A–B alloy28,29 where up- and down-spins
are used to represent A- and B-atoms. The mean-field
approximation replaces detailed interaction energies be-
tween particles with an effective interaction energy (as
is done in a spin system, Fig. 7). In this case, apply-
ing the SEAQT equation of motion to the eigenstructure
can track the time-evolution of atomic arrangements in a
specific alloy provided the atomic configurations are con-
strained to reflect the accessible states of the system as
it evolves. This methodology is used in references25,26 to
explore phase decomposition in a binary alloy system.
B. Density of states method
As the number of oscillators or particles in a solid phase
increases, the number of energy eigenlevels becomes ef-
fectively infinite, and applying the SEAQT equation of
motion results in a system of equations infinite in ex-
tent, which clearly is problematic. This difficulty can be
avoided with the density of states method developed by
Li and von Spakovsky within the SEAQT framework17.
The density of states method approximates an infinite
energy-eigenlevel system with one composed of a finite
number of discretized energy eigenlevels called a pseudo-
eigenstructure. The approach is based on the observa-
tion that the occupation probabilities for all eigenlevels
within a sufficiently small energy range behave dynami-
cally in a similar fashion. As a result, the energy eigen-
levels within a given range can be represented by a single
pseudo-eigenlevel and associated degeneracy. A quasi-
continuous condition17 on the size of the energy range
ensures that the approximate pseudo-eigenstructure ef-
fectively results in the same property values as would be
predicted with the original infinite-level eigenstructure.
In the density of states method, the continuous energy
distribution, (x), of an infinite-level energy system is di-
vided into discrete bins with a set of discrete eigenlevels,
j . The system with the continuous distribution of energy
eigenlevels is referred to as the ‘original’ system, and the
discretized bins and associated energy eigenlevels as the
‘pseudo-system’. From a practical standpoint, the num-
ber of bins, R, in the pseudo-system is made as small as
possible to reduce the number of simultaneous equations
of motion that need to be solved in the SEAQT frame-
work. However, in order to accurately represent the orig-
inal energy eigenstructure, the property values predicted
for the original and the pseudo-systems should be approx-
imately same. The conditions under which this will be
true can be established using canonical distributions. For
the original system with a continuous energy spectrum,
the canonical distribution for occupation probabilities is
given by
p(x) =
g(x)e−β(x)∫∞
−∞ g(x
′)e−β(x′) dx′
=
g(x)e−β(x)
Zcont
, (10)
where p(x) and g(x) are, respectively, the occupation
probability and the degeneracy of the energy (x) and
β = 1/kBT . The occupation probability of a discrete
energy eigenlevel in the pseudo-system, pj , is expressed
as
pj =
∫ xmaxj
xminj
p(x) dx =
1
Zcont
∫ xmaxj
xminj
g(x)e−β(x) dx
=
Z
Zcont
1
Z
e−βj
∫ xmaxj
xminj
g(x)e−β((x)−j) dx ,
(11)
where x
min (or max)
j is the minimum (maximum) value of
x in the jth energy interval (or bin) and j and Z are,
respectively, the jth energy eigenlevel and the partition
function in the pseudo-system. When
Z
Zcont
e−β((x)−j) ≈ 1
in the range, xminj ≤ x ≤ xmaxj , Eq. (11) can be written
as
pj ≈ 1
Z
e−βj
∫ xmaxj
xminj
g(x) dx =
gje
−βj
Z
, (12)
where gj =
∫ xmaxj
xminj
g(x) dx. Since Eq. (12) is the canonical
distribution for discrete energy eigenlevels, the property
values of the original and pseudo-systems will be similar
when the following condition is satisfied:
(x)− j
kBT
≈ ln
(
Z
Zcont
)
= ln
( ∑
i gie
−βi∫∞
−∞ g(x
′)e−β(x′) dx′
)
.
(13)
When Z ≈ Zcont, the condition can be simplified to
(x)− j
kBT
≈ 0 ⇒ |(x)− j |  kBT
⇒ |j±1 − j |  kBT ,
(14)
where the relation, |j±1 − j | < |(x)− j |, is employed
since j−1 < (xminj ) < (x) < (x
max
j ) < j+1 for a
8monotonic function of (x). Thus, when Z ≈ Zcont, the
number of energy intervals (or bins), R, can be deter-
mined by checking whether Eq. (14), which is called the
quasi-continuous condition17, is satisfied or not. Note
that since Z < Zcont in most cases, the general condition,
Eq. (13), is less stringent than that given by Eq. (14).
V. DEMONSTRATIONS
A. Simple model systems
The use of the SEAQT equation of motion is illustrated
in this section assuming a simple system composed of par-
ticles with four, non-degenerate energy eigenlevels. This
model was introduced in reference9 for an isolated sys-
tem. Here, interactions with a heat reservoir or another
system are considered.
The four energy eiegenlevels, j , are arbitrarily set as
[1, 2, 3, 4] = [0, 1/3, 2/3, 1] with no degeneracy, i.e.,
the gj = 1. The stable equilibrium states can be deter-
mined by the canonical distribution:
psej =
gjexp(−βsej)∑
i
giexp(−βsei) =
gjexp(−βsej)
Zse
, (15)
where Zse is the partition function, βse = 1/kBT
se, and
the se superscript denotes stable equilibrium. Consider
now a system in which some of the available energy eigen-
levels are not occupied; such a system is not in sta-
ble equilibrium. The occupation probabilities calculated
with a canonical distribution modified to account for the
unoccupied energy eigenlevels are referred to a partially
canonical distribution9:
p
pe
j =
δjgjexp(−βpej)∑
i
δigiexp(−βpei) , (16)
where βpe = 1/kBT
pe and δj takes a value of one or
zero depending upon whether the state is occupied or
not. For four energy eiegenlevels, one could make a
partially canonical distribution, for example, by mak-
ing the third energy eigenlevel unoccupied, or setting
[δ1, δ2, δ3, δ4] = [1, 1, 0, 1] in Eq. (16). This partially
canonical distribution can be used to determine an initial
non-equilibrium state for the SEAQT equation of motion.
The E–S diagram calculated from the canonical distri-
bution, Eq. (15), and the partially canonical distribution,
Eq. (16), is shown in Fig. 9. For simplicity in this illus-
trative example, dimensionless energies with kB = 1 are
used.
First, three different relaxation paths are investigated
using the SEAQT equation of motion. Two paths (Paths
2 and 3) represent a system moving from an initial equi-
librium state to a final equilibrium state through an in-
teraction with a heat reservoir, TR, using Eq. (9). The
initial states (or initial occupation probabilities), p0j , are
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FIG. 9. The E–S diagram for a system of particles with
four energy eiegenlevels, [1, 2, 3, 4] = [0, 1/3, 2/3, 1].
9 The
entropy and energy calculated from the canonical (stable equi-
librium) and partially canonical distributions are represented
by the dotted and broken lines, respectively. Three different
kinetic paths calculated using the SEAQT equation of mo-
tion are labeled with arrows. Path-1 is for an isolated system
whose initial non-equilibrium state is prepared by Eq. (17)
with λ = 0.1. Paths 2 and 3 are for a system interact-
ing with a heat reservoir, TR, evolving from different ini-
tial states prepared using Eq. (15): Path-2 represents cooling
from T0 = 1.0, and Path-3 depicts heating from T0 = 0.25.
The final stable equilibrium state for all three paths is indi-
cated by the open circle and corresponds to a temperature of
T se or TR = 0.5.
prepared from Eq. (15) by replacing T se with T0 of a cho-
sen value for the initial temperature. The remaining path
(Path-1) corresponds to an isolated system evolving from
a non-equilibrium initial state to stable equilibrium using
Eq. (6). The initial state for this path is given using the
partially canonical distribution, ppej , and a perturbation
equation that displaces the initial state from the partially
canonical state such that9
p0j = (1− λconst)ppej + λconstpsej , (17)
where λconst is the perturbation constant. Note that β
pe
is determined through the relation,
∑
i ip
pe
i =
∑
i ip
se
i .
The calculated kinetic paths are shown in Fig. 9 as well
as the canonical and partially canonical distributions. As
can be seen, although the initial states are different, the
final states are the same and correspond to a stable equi-
librium state at TR (or T
se). The time-dependence of
each occupation probability in the relaxation process for
the isolated system (Path-1 of Fig. 9) is shown in Fig. 10.
Although the expected energy, 〈e〉 = ∑i ipi, is con-
stant throughout the process (Path-1 is a horizontal line
on the E–S diagram of Fig. 9), the probability distribu-
tion among the individual energy eigenlevels does change
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FIG. 10. The time dependence of the occupation probabili-
ties for the isolated system in the relaxation process shown in
Fig. 9 (Path-1). The detail analysis of the relaxation process
for the isolated system can be found in reference9.
with time. This redistribution of the internal energy is
driven by an increase in entropy as the state of the system
evolves.
Next, a case involving a heat interaction between two
systems is considered. The two systems are treated
within the context of an isolated composite system. This
correspond to the system description of Fig. 3 (b). The
two subsystems, A and B, are identical and have the
same energy eigenstructure as described above. The E–
S diagrams calculated for subsystems A and B as well as
the composite system, A + B, using Eq. (15) are shown
in Fig. 11. Because both the energy and entropy are ex-
tensive properties, the values of these properties for the
composite system are twice the energy and entropy of the
individual subsystems A and B. The relaxation paths of
each subsystem calculated from Eq. (7) (or Eq. (8)) are
shown together in Fig. 11 where initial states are pre-
pared by Eq. (15) with TA0 = 1.0 and T
B
0 = 0.25. While
the energy in the composite system is constant, the ener-
gies of subsystems A and B are not, and they approach
each other with time and reach the same final states,
which indicates they are in a mutual stable equilibrium
(i.e., TA = TB). The time evolution of the occupation
probabilities in subsystems A and B are shown in Fig. 12.
Although the initial probability distributions are differ-
ent in the two subsystems, they become the same at the
final state of mutual stable equilibrium. Recall that the
two subsystems here are assumed to be identical. If they
are not, the probability distributions are not necessarily
the same even at mutual stable equilibrium.
Note that as can be seen in Fig. 11, the kinetic path
of each subsystem moves along its own manifold of dif-
ferent stable equilibrium states. This is a direct result of
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FIG. 11. The E–S diagrams for the interacting subsys-
tems A and B as well as for the composite system, A + B.
The canonical distributions of the composite system and sub-
systems A and B are, respectively, shown as solid and dotted
lines. The kinetic paths of each subsystem and the composite
calculated using the SEAQT equation of motion are depicted
as well. The final states of the subsystems and the composite
are shown by open circles.
the steepest-entropy-ascent principle when initial states
belong to the manifold and is an essential feature of the
concept of hypo-equilibrium states17,18 described in Ap-
pendix B. The non-equilibrium state of the composite
system, A + B, at every instant of time is what Li and
von Spakovsky call a 2nd-order hypo-equilibrium state.
B. bcc-Fe spin system
To extend beyond a simple system model, a realistic
magnetic spin system is considered next and a pseudo-
eigenstructure is constructed based on a reduced-order
model (an Ising model with a mean-field approximation)
and the density of states method. The SEAQT equation
of motion is applied to the pseudo-system eigenstructure
to calculate the magnetization of bcc-Fe in the presence
of an external magnetic filed and a heat reservoir.
1. Theory
The SEAQT equation of motion for a ferromagnetic
material is derived first. When magnetic spin is con-
served, the manifold is L(gI , gE , gM ) (where gM is the
gradient of the magnetization) and the SEAQT equation
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FIG. 12. The time dependence of occupation probabilities
in subsystems A and B in the relaxation process shown in
Fig. 11. The occupation probabilities of subsystems A and B
are shown by solid and dotted lines, respectively.
of motion becomes
dpj
dt∗
=
∣∣∣∣∣∣∣∣
−pj lnpjgj pj jpj mjpj
〈s〉 1 〈e〉 〈m〉
〈es〉 〈e〉 〈e2〉 〈em〉
〈ms〉 〈m〉 〈em〉 〈m2〉
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 〈e〉 〈m〉
〈e〉 〈e2〉 〈em〉
〈m〉 〈em〉 〈m2〉
∣∣∣∣∣∣
, (18)
where
〈s〉 = −∑
i
piln
pi
gi
, 〈e〉 = ∑
i
ipi ,
〈m〉 = ∑
i
mipi , 〈es〉 = −
∑
i
ipiln
pi
gi
,
〈e2〉 = ∑
i
2i pi , 〈em〉 =
∑
i
imipi ,
〈ms〉 = −∑
i
mipiln
pi
gi
, 〈m2〉 = ∑
i
m2i pi ,
and mj is the magnetization associated with the j
th en-
ergy eigenlevel, j . When there is an exchange of energy
via a heat interaction between the system of interest and
a heat reservoir, TR, in an external magnetic field, HR,
Eq. (18) is transformed into27
dpj
dt∗
= pj
[
(sj − 〈s〉)− (j − 〈e〉)βR + (mj − 〈m〉) γR
]
,
(19)
where βR = 1/kBTR and γ
R = HR/kBTR.
Next, a simplified eigenstructure is constructed using
the Ising model and the mean-field approximation. When
interactions between only the first-nearest-neighbor pairs
are taken into account, the energy of the spin system is
given by
E =
1
2
Nz
∑
ij
eij yij , (20)
where N is the number of lattice points, z is the coordi-
nation number (the number of first-nearest-neighbor sites
per lattice point), and eij and yij are, respectively, the
pair interaction energy and the pair (cluster) probability
between i and j spins. When the mean-field approxi-
mation (with no short-range correlations) is employed,
Eq. (20) becomes (see Appendix C)
E(c) =
1
2
Nz Jeff c(1− c) , (21)
where c is the fraction of down-spins and
Jeff ≡ 2e↑↓ − e↑↑ − e↓↓ .
The degeneracy of Eq. (21) is given by a binomial coeffi-
cient as
g(c) =
N !
N↑!N↓!
=
N !
(N(1− c))!(Nc)! , (22)
where N↑ and N↓ are the number of lattice sites asso-
ciated with up-spin and down-spin, respectively. Here,
using the approximation for a factorial54,
x! ≈ (2x+ 1
3
pi)xxe−x ,
Eq. (22) is a continuous function. The energy eigenlevels
and the degeneracy, Ej and gj , are determined from
Eqs. (21) and (22) by replacing c with cj . In a bulk ma-
terial, the atomic fraction of down-spin, cj , could take
any value, and the number of energy eigenlevels becomes
effectively infinite. To cope with this infinity of levels,
the density of states method17 is used (see Sec. IV B).
Following the procedures of Sec. IV B, the energy eigen-
levels, degeneracies, and fractions of down-spins become
Ej =
1
gj
∫ c¯j+1
c¯j
g(c′)E(c′) dc′ , (23)
gj =
∫ c¯j+1
c¯j
g(c′) dc′ , (24)
and
cj =
1
gj
∫ c¯j+1
c¯j
g(c′)c′ dc′ , (25)
where c¯j is specified using the number of intervals, R, as
c¯j = j/R. Here j is an integer and takes values from zero
to R/2. The magnetization for a given energy eigenlevel
is given using the fraction of down-spins, cj , as
Mj = Nµ (1− 2cj) , (26)
11
where µ is the magnetic moment of iron (µ = 2.22µB
where µB is the Bohr magneton
55). Note that the energy
eigenlevels and magnetizations are expressed here as Ej
and Mj instead of j and mj in order to emphasize that
these are extensive properties.
The number of intervals, R, is determined from
Eq. (14) (or Eq. (13)). However, since the degeneracy,
gj , in Eq. (24) significantly increases with the number of
particles, N , the ratio, Z/Zcont, rapidly decreases with
N and the criterion given in Eq. (14) becomes greatly
relaxed. Taking this into account, the following relaxed
criterion is used here instead of Eq. (14) (or Eq. (13)):
|Ej±1 − Ej |
N
 kBT . (27)
The validity of Eq. (27) was tested for this particular ap-
plication by repeating the calculations for different num-
bers of energy intervals to see how the calculated mag-
netization converges and then by confirming that the the
results calculated based on Eq. (27) are close to the con-
verged magnetization.
2. Results
The equilibrium magnetization at each temperature is
determined from the extended canonical distribution
psej =
gj exp[−βse (Ej −MjHse)]∑
i
gi exp[−βse (Ei −MiHse)]
=
gj exp[−βse (Ej −MjHse)]
Zse
,
(28)
where Zse is the partition function, βse=1/kBT
se, and
T se and Hse are, respectively, the temperature and the
external magnetic field strength at stable equilibrium.
The calculated temperature dependence of the magne-
tization, M =
∑
iMipi, in various external magnetic
field strengths is shown in Fig. 13 where Jeff is esti-
mated from experimental data of the Curie tempera-
ture, Tc = 1043 K,
55 as Jeff = 7.2 × 10−22 (J/atom)
(see Appendix C). It can be seen that the calculated
magnetization shows a similar temperature dependence
with the experimental data and increases with an exter-
nal magnetic field, as expected. However, the results
at low temperatures deviate from experiments. This
is a well-known tendency in the equilibrium magneti-
zation calculated from the Ising model with a mean-
field approximation28,29,52 because spin wave contribu-
tions (and any short-range correlations) are ignored in
the energy eigenstructure. An alternate model for build-
ing the pseudo-eigenstructure based upon coupled har-
monic oscillators that is more applicable at low temper-
atures can be found in reference27.
The time-evolution process of magnetization can be
calculated using the SEAQT equation of motion. Here,
the relaxation process for a system interacting with a
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FIG. 13. The calculated temperature dependence of equilib-
rium magnetizations of bcc-Fe at various external magnetic
field strengths using N = 106. (b) shows the low temperature
range of (a). The solid black circles are experimental data at
H = 0 (kOe)56. The magnetization, M∗, is a dimensionless
magnetization normalized by the magnetic moment of iron,
M∗ = M/µ.
reservoir is investigated using Eq. (19) where the initial
probability distribution, p0j is prepared using Eq. (28)
by replacing T se and Hse with T0 and H0. The calcu-
lated relaxation process at different external magnetic
field strengths, HR = 0, 100, 200, and 500 kOe, with
T0 = 300 K, H0 = 0 kOe, and TR = 800 K are shown
in Fig. 14. Although the initial states are the same, the
final states are different, each of which corresponds to
the equilibrium values shown in Fig. 13, which are in-
dependently calculated from the canonical distribution,
Eq. (28).
Note that as before the dimensionless time, t∗, normal-
ized by the relaxation time, τ , is used in the calculated
relaxation processes. The relaxation time can be corre-
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FIG. 14. The calculated relaxation of magnetization in bcc-
Fe at various external magnetic field strengths with TR =
800 K using N = 106. The initial states are prepared using
T0 = 300 K and H0 = 0 kOe. The magnetization, M
∗, is
a dimensionless magnetization normalized by the magnetic
moment of iron, M∗ = M/µ, and t∗ is the dimensionless time
normalized by the relaxation time, t∗ = t/τ .
lated with a real time by calibrating with either ab initio
calculations11,18,23,24 or experimental data16,22. For the
relaxation of magnetization, the experimental results of
spin-pumping could be employed for real-time scaling27.
VI. CONCLUDING COMMENTS
In this paper, we have attempted to illustrate the
methodology of applying the SEAQT framework to prob-
lems in materials science. With this framework, steepest
entropy ascent dictates via an equation of motion the
unique kinetic path a system follows from any initial
non-equilibrium state to stable equilibrium. Since the
method is based in Hilbert or Fock space with no ex-
plicit connection to a spatial or time scale, there are no
inherent restrictions on the applicability of the SEAQT
model in terms of system size or time. For this reason, it
is useful for multiscale calculations where a larger scale
time-evolution process requires input from smaller scale
behaviors within a single framework.
The SEAQT approach also has significant computa-
tional advantages relative to other computational meth-
ods. Many conventional computational tools in materials
science require extensive information about the system
being studied (e.g., the positions and momenta of par-
ticles and/or possible kinetic paths at each time-step),
and this data is then updated in time through micro-
scopic mechanics (e.g., molecular dynamics) or stochas-
tic thermodynamics (e.g., kinetic Monte Carlo methods).
Such methodologies place significant demands on compu-
tational resources such as the computational speed and
data storage. The SEAQT framework is based upon a
different paradigm. The kinetic path a system follows
as its state evolves is found by simply solving R first-
order, ordinary differential equations (i.e., the SEAQT
equation of motion) using energy and entropy as the fun-
damental state variables (where R is the number of en-
ergy eigenlevels). For this reason, the computational cost
in SEAQT modeling is remarkably small compared with
conventional methods. For example, the kinetic paths
shown in Fig. 14 in Sec. V B (R = 555 with N = 106)
were calculated in a few minutes on a laptop computer
with 8 GB of memory.
As a final remark, there are three fronts where progress
is needed to develop SEAQT applications for materi-
als science. The first is a more elaborate description
for the pseudo-eigenstructures. Both the equilibrium
and non-equilibrium properties calculated by the SEAQT
method depend entirely on the accuracy of the pseudo-
eigenstructure (or the underlying solid-state model). In
the mean-field approach used in Sec. V B, for example,
short-range correlations were ignored. For a more reli-
able description of material properties, short-range cor-
relations could be added. This is especially relevant to
alloy systems because it is known that short-range cor-
relations between different atomic species can affect the
kinetic paths of phase transformations.
The second front is an extension of the method to
heterogeneous systems. Although homogeneous systems
have been assumed in references24–27 (as well as in
Sec. V B in this paper), most materials are highly het-
erogeneous at a mesoscopic scale. Lots of interesting be-
haviors are observed at this the scale (such as unique
microstructures depending upon a stress field and lattice
misfits). In order to describe the heterogeneous system,
the construction of a network of local systems would be
required as is done in reference22. The third front is
the coupling of different phenomena, which is something
that is inherent to this framework. The topics investi-
gated to date — thermal expansion24, magnetization27,
and phase decomposition25,26, for example, are not nec-
essarily independent but may depend upon each other in
nonlinear ways. For a complete description of solid-state
phenomena, the inclusion of the coupling effects would
be essential. To accomplish this aim within the SEAQT
framework, a similar approach as that used to explore
the coupled behavior between electrons and phonons23
could be employed.
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APPENDIX
A. QUANTUM STATISTICAL MECHANICS
AND THE QUANTUM BOLTZMANN ENTROPY
Quantum statistical mechanics (QSM) is a bridge be-
tween quantum mechanics and thermodynamics as well
as is SEAQT. Although both QSM and SEAQT are
ensemble-based approaches, the concepts of ensemble are
different in each framework. QSM uses a heterogeneous
ensemble, whereas SEAQT is based on a homogeneous
ensemble. Furthermore, while the SEAQT framework
employs the von Neumann formula for the entropy, QSM
employs the quantum Boltzmann entropy formula. In
this appendix, the distinctions between the ensembles
and entropy formulas used are discussed.
A homogeneous ensemble is an ensemble of identical
systems that are identically prepared, while a heteroge-
neous ensemble is an ensemble of identical systems not
identically prepared5,30. In QSM, the state of a system is
given as a weighted average of various states in a hetero-
geneous ensemble57. This causes a violation of the well-
known second law of thermodynamics5,30 (i.e., no energy
via a work interaction can be extracted from a system
when the system is in a stable equilibrium state58). In
a heterogeneous ensemble, it is possible to extract work
from the system in a stable equilibrium state because
some of the states in the ensemble necessarily deviate
from the average (stable equilibrium) — a perpetual mo-
tion machine of the second kind58. In the SEAQT frame-
work, on the other hand, the state of a system is defined
differently. It is given by an ensemble of energy eigen-
levels for the system5,30 (rather than an ensemble of sys-
tems, each of which is in a different energy eigenlevel).
Since the SEAQT framework does not average over a set
of different states, it does not violate the second law of
thermodynamics.
Now, as to the von Neumann entropy formula, it sat-
isfies all of the characteristics of the entropy required by
thermodynamics50,51, while the quantum Boltzmann en-
tropy formula makes entropy a statistical property (and
not a fundamental one) that results from a loss of in-
formation. Nevertheless, QSM with the quantum Boltz-
mann entropy formula has produced great success in com-
putational materials science. This suggests that there is
a relationship between the two entropy formulae under
some conditions. This relationship can be readily derived
as follows. The von Neumann entropy is defined as
s = −
∑
i
piln
(
pi
gi
)
, (A.1)
where pj and gj are, respectively, the occupation prob-
ability and the degeneracy in the jth energy eigenlevel,
j (kB is omitted here for simplicity). When the oc-
cupation probability, pj , is localized at a single energy
eigenlevel, j∗ , the distribution is given as pj∗ ≈ 1 and
pj 6=j∗ ≈ 0. Then, the von Neumann entropy formula,
Eq. (A.1), becomes s ≈ lngj∗ . This entropy corresponds
with the quantum Boltzmann entropy formula, s = lnW
(where W is the number of complexions of the most prob-
able state28), because both gj∗ and W represent the same
physical quantity59 (even though they are based on differ-
ent ensembles). Therefore, the Boltzmann entropy for-
mula is valid when it is assumed that the occupation
probability is highly localized at a given energy eigen-
level. Since, in QSM for a solid phase, it is assumed that
the contribution of the most probable state is dominant
compared with others when a stable equilibrium state
is reached, the use of the quantum Boltzmann entropy
formula may be justified. However, the assumption is
rigorously exact only for an infinite, bulk sample29.
B. THE CONCEPT OF HYPO-EQUILIBRIUM
STATES
The concept of hypo-equilibrium states developed by
Li and von Spakovsky17,18 within the SEAQT theoret-
ical framework provides simple relaxation patterns for
systems. The concept makes the SEAQT equation of
motion quite simple and tractable. Here, the basic idea
is described and non-equilibrium intensive properties are
defined.
Using the steepest-entropy-ascent principle, it has been
proven that when an initial state is divided into M sub-
spaces, each of which is in a canonical distribution (this is
called a M th-order hypo-equilibirum state), the system
remains in a M th-order hypo-equilibirum states during
the entire time-evolution process17. Therefore, the prob-
ability distribution in the each subspace can be described
as
pKj (t
∗) = pK(t∗)
gKj exp[−β(t∗)Kj ]∑
i
gKi exp[−β(t∗)Ki ]
= pK(t∗)
gKj exp[−βK(t∗)Kj ]
ZK(t∗)
,
(B.1)
where β(t∗) = 1/kBT (t∗), pKj and g
K
j are, respectively,
the occupation probability and the degeneracy in the en-
ergy eigenlevel Kj in the K
th subspace and pK is the
mole fraction of the subspace. Any state can be repre-
sented using the canonical distribution by properly di-
viding the system into subspaces. The canonical dis-
tribution in a non-equilibrium state allows us to de-
fine intensive properties (e.g., temperature) in the non-
equilibrium region. Intensive properties defined this way
are fundamental17 unlike a phenomenological temper-
ature defined, for example, via the kinetic energy of
the particles, E = 32kBT .
60 The definitions and uses
of the non-equilibrium intensive properties are found in
references21,23,27.
This is also true for subsystems that constitute a com-
posite system17. In Fig. 3 (b), for example, two systems
interacting via a heat interaction are considered with no
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mass exchange, i.e., pA(t∗) = pB(t∗) = 1. Therefore, if
the initial states of the each (sub) system, A and B, are
described by a canonical distribution, the time-evolution
of occupation probabilities in the each subsystem are
given as
p
A(B)
j (t
∗) =
g
A(B)
j exp[−β(t∗)A(B)j ]
ZA(B)(t∗)
. (B.2)
Furthermore, using the concept of hypo-equilibrium
states, the substitution of C3/C1 ≡ β in Eq. (8) can be
justified. With the use of Eq. (B.2), Eq. (8) is written as
dpAj
dt∗
= pAj
[
(sAj − 〈s〉A)− (Aj − 〈e〉A)β
]
⇒ d(lnp
A
j )
dt∗
=
[
(sAj − 〈s〉A)− (Aj − 〈e〉A)β
]
⇒ d
dt∗
(−βA(t∗)Aj − lnZA(t∗))
= (Aj − 〈e〉A)(βA(t∗)− β) ,
(B.3)
where the following relations are used:
ln
(
dpAj
dt∗
)
= ln
(
d(lnpAj )
dt∗
dpAj
d(lnpAj )
)
= ln
(
d(lnpAj )
dt∗
)
+ ln
(
dpAj
d(lnpAj )
)
= ln
(
d(lnpAj )
dt∗
)
+ lnpAj
⇒ d(lnp
A
j )
dt∗
= exp
[
ln
(
dpAj
dt∗
)
− lnpAj
]
=
1
pAj
dpAj
dt∗
,
(B.4)
and
sAj = −ln
pAj
gAj
= βA(t∗)Aj + lnZ
A(t∗)
〈s〉A = −
∑
i
pAi ln
pAi
gAi
= βA(t∗) 〈e〉A + lnZA(t∗) .
(B.5)
Subtracting Eq. (B.3) for the ith and jth energy eigen-
levels yields17
d
dt∗
[−βA(t∗)(Ai − Aj )] = (Ai − Aj )(βA(t∗)− β)
⇒ dβ
A(t∗)
dt∗
= −(βA(t∗)− β) .
(B.6)
This is the equation of motion for the intensive prop-
erty, βA. At stable equilibrium, dβA(t∗)/dt∗ → 0, which
corresponds to the condition, βA(t∗) = β. Therefore,
β (≡ C3/C1) is considered to be 1/kBT as defined in
Eq. (B.1). When system B is viewed as a heat reservoir,
β is replaced by βR and Eq. (B.6) becomes
dβ(t∗)
dt∗
= −(β(t∗)− βR) , (B.7)
where the superscripts, A, are removed. Therefore, the
time-evolution of a system that interacts with a heat
reservoir can be determined readily from Eqs. (B.2) and
(B.7) if the initial state of the system is described by a
canonical distribution. A more detailed discussion about
hypo-equilibrium states and a more general case (e.g., for
heat and mass diffusion between interacting systems) can
be found in reference18.
C. SPIN ENERGY USING THE ISING MODEL
WITH THE MEAN-FIELD APPROXIMATION
An approximate energy in a spin system is derived us-
ing the Ising model with a mean-field approximation in
this appendix. The energy in a spin system is given by
Eq. (20) by taking into account only the first-nearest-
neighbor pair interactions. Using the mean-field approx-
imation, which does not include any short-range correla-
tions between spins, the pair probabilities in Eq. (20) are
given by a product of probabilities of up- and/or down-
spins as
y↑↑ = x↑x↑ , y↑↓ = x↑x↓ ,
y↓↑ = x↓x↑ , y↓↓ = x↓x↓ ,
where x↑ and x↓ are, respectively, the probability of up-
spins and down-spins in a system. Then, Eq. (20) can be
expanded as
E =
1
2
Nz (e↑↑x↑x↑ + 2e↑↓x↑x↓ + e↓↓x↓x↓)
=
1
2
Nz
[
e↑↑(1− c)2 + 2e↑↓c(1− c) + e↓↓c2
]
,
(C.1)
where x↑ and x↓ are replaced as x↑ = 1 − c and x↓ =
c by defining the fraction of down-spins, c. Now, the
reference energy of Eq. (C.1) is set to the line connecting
two energies of all up-spins (c = 0) or all down-spins
(c = 1) as
∆E(c) = E(c)− E(1.0)− E(0.0)
1.0− 0.0 c . (C.2)
Thus, the energy becomes
∆E(c) =
1
2
Nz(2e↑↓ − e↑↑ − e↓↓)c(1− c)
=
1
2
Nz Jeff c(1− c) ,
(C.3)
where Jeff is the effective interaction energy defined as
Jeff ≡ 2e↑↓ − e↑↑ − e↓↓.
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The effective interaction energy, Jeff, can be deter-
mined either from ab initio calculations61 or from experi-
ments. Here, it is roughly estimated using the experimen-
tally measured Curie temperature of iron, Tc = 1043 K.
55
The Helmholtz free energy of the spin system is given by
F = E − TS = E − kBT lnW
=
1
2
Nz Jeff c(1− c)− kBT ln N !
(N(1− c))!(Nc)! ,
(C.4)
where Eq. (C.3) is used in the energy term and the quan-
tum Boltzmann entropy formula is employed. Applying
Stirling’s formula, lnx! ≈ xlnx− x, Eq. (C.4) becomes
F =
Nz
2
Jeff c(1− c)
−NkBT [cln(1− c)− clnc− ln(1− c)] .
(C.5)
It is expected that the second derivative of the free en-
ergy in terms of the fraction of down-spins, c, becomes
zero at the Curie temperature, Tc, and c = 0.5, i.e.,
(d2F/dc2)c=0.5 = 0. Using this relation, Jeff is derived as
Tc =
zc(1− c)Jeff
kB
=
zJeff
4kB
⇒ Jeff = 4kBTc
z
. (C.6)
Since Tc = 1043 K
55 and z = 8 for bcc-Fe, the effective
interaction energy becomes Jeff = 7.2× 10−22 (J/atom).
Note that an ad hoc assumption is used here for the
estimation of Jeff, i.e., the second derivative of F in
terms of c becomes zero at T = Tc and c = 0.5. A
more reliable approach for estimating Jeff can be found
in references28,29,52. Furthermore, the free-energy analy-
sis, Eq. (C.4), is used here just for the estimation of Jeff.
In the SEAQT framework, no free-energy functions are
used because these functions are strictly applicable only
at stable equilibrium.
D. COMPUTATIONAL TIPS
There are many computational tools that can be
used for SEAQT modeling. The calculations shown in
Sec. V B are conducted using Mathematica (11.2.0.0) and
MATLAB (R2017a). They are used for the calculations
of the energy eigenstructure and to solve the equation of
motion, respectively.
The relaxation processes are numerically calculated
with an ordinary differential equation (ODE) solver in
MATLAB (e.g., ode45 and ode15). In MATLAB, how-
ever, very small/large values are treated as zero/infinity,
and the ODEs (or the SEAQT equation of motion) can-
not be solved. This becomes a problem when the number
of energy eigenlevels and/or the degeneracy of the energy
eigenlevels become very large (because the occupation
probability, pj , and the degeneracy, gj , become pj → 0
and gj → infinity, respectively). The way to avoid the
issue is described in this appendix.
The most straightforward approach to circumvent the
problem is to use the logarithm of pj and gj . For ex-
ample, the SEAQT equation of motion, Eq. (19), can be
rewritten using the logarithm as
d(lnpj)
dt∗
=
[
(sj − 〈s〉)− (j − 〈e〉)βR + (mj − 〈m〉) γR
]
,
(D.1)
where the relation, Eq. (B.4), is used. Note that all pj
and gj in Eq. (D.1) also need to be converted to the log-
arithmic forms in the code such that
sj = −lnpj
gj
= lngj − lnpj
〈s〉 = −
∑
i
piln
pi
gi
=
∑
i
exp [lnpi + ln(lngi − lnpi)]
〈e〉 =
∑
i
ipi =
∑
i
exp (lni + lnpi)
〈m〉 =
∑
i
mipi =
∑
i
exp (lnmi + lnpi) .
(D.2)
A similar computational issue is faced with calculating
stable equilibrium states for a system that has a huge
number of energy eigenlevels or an enormous degeneracy.
A stable equilibrium state is determined from a canoni-
cal distribution, e.g., Eqs. (15) and (28). In the canoni-
cal distribution, the problem is evaluating the partition
function, e.g., Z ≡ ∑i giexp(−i/kBT ), because some
terms in the partition function are converted to infinity
by some software. The problem can be avoided using
the logarithms as well. The partition function can be
expanded as
Z ≡
∑
i
gie
−βi = X1 +X2 +X3 + ...+XR
= Xmax
(
X1
Xmax
+
X2
Xmax
+ ...+ 1 + ....+
XR
Xmax
)
,
(D.3)
where Xj ≡ gje−βj , R is the number of energy eigen-
levels, and Xmax is the maximum Xj in the expansion.
Using the logarithm of Xj , i.e., lnXj = lngj − βj ,
Eq. (D.3) is written as
lnZ = lnXmax + ln
(
X1
Xmax
+
X2
Xmax
+ ...+
XR
Xmax
)
=lnXmax + ln[exp(lnX1 − lnXmax)
+ exp(lnX2 − lnXmax) + ...+ exp(lnXR − lnXmax)] .
(D.4)
The canonical distribution, pj = gje
−βj/Z, can then be
calculated using the logarithms as
lnpj = lngj − βj − lnZ
⇒ pj = exp (lngj − βj − lnZ) . (D.5)
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Although the degeneracy, gj , in Sec. V B are directly
evaluated from Eq. (24) using Mathematica, they can be
estimated simply using the following relation:
gj =
N !
(N(1− cj))!(Ncj)!
lngj ≈ N · ln [cj ln(1− cj)− cj lncj − ln(1− cj)]
(D.6)
where the Stirling formula, lnx! ≈ xlnx−x, is employed.
From this relation, it is evident that ln gj is simply pro-
portional to the number of particles, N . Therefore, once
the degeneracies for a system composed of a small num-
ber of particles (say, N = NS), i.e., ln gSj , are calculated
from Eq. (24), the degeneracies for a large number of par-
ticles (say, N = NL), i.e., ln gLj , can be determined from
ln gLj =
NL
NS
ln gSj .
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