featuring AES systems. The systems of the first category are closely bonded to the quality of the designed features. On the other hand, the systems of the other category are based on the automatic learning of the features and relations between an essay and its score without any handcrafted features. We reviewed the systems of the two categories in terms of system primary focus, technique(s) used in the system, training data (y/n), instructional application (feedback system), and the correlation between e-scores and human scores.
The paper is composed of three main sections. Firstly, we present a structured literature review of the available Handcrafted Features AES systems. Secondly, we present a structured literature review of the available Automatic Featuring AES systems. Finally, we draw a set of discussions and conclusions. Results. AES models have been found to utilize a broad range of manually-tuned shallow and deep linguistic features. AES systems have many strengths in reducing labour-intensive marking activities, ensuring a consistent application of marking criteria, and facilitating equity in scoring. Although many techniques have been implemented to improve the AES systems, three primary challenges have been concluded: they lack the sense of the rater as a person, they can be tricked into PeerJ Preprints | https://doi.org/10.7287/peerj.preprints.27715v1 | CC BY 4.0 Open Access | rec: 9 May 2019, publ: 9 May 2019 assigning a lower or higher score to an essay than it deserved or not, and they cannot assess the creativity of the ideas and propositions and evaluating their practicality. Many techniques have been used to address the first two challenges only.
Results showed that the SSWE and the LSTM approach, without any prior knowledge of the 238 language grammar or the text domain, was able to mark the essays in a very human-like way, 239 beating other state-of-the-art systems. Furthermore, while tuning the models' hyperparameters on 240 a separate validation set (Alikaniotis et al., 2016), they did not perform any further preprocessing 241 of the text other than simple tokenization. Also, it outperforms the traditional SVM model by 242 combining the SSWE and LSTM. On the contrary, LSTM alone did not give significant more 243 accuracies compared to the SVM. 244 According to Alikaniotis, Yannakoudakis, and Rei , the combination of 245 the SSWE with the two-layer bi-directional LSTM had the highest correlation value on the test 246 set averaged 0.91 (Spearman) and 0.96 (Pearson).
A Neural Approach to Automated Essay Scoring
248 Taghipour and H. T. Ng developed in 2016 a Recurrent Neural Networks (RNNs) approach 249 which automatically learn the relation between an essay and its grade. Since the system is based 250 on the RNNs, so it can use the non-linear neural layers to identify the complex pattern in the data 251 and learn it, and encode all the information required for essay evaluation and scoring (Taghipour 252 & Ng, 2016) . 253 The designed model architecture can be presented in five layers as follow: 254 a) Lookup other is stacked on sentence vectors to learn essays representations. 295 The dataset that they employed in experiments is that the ASAP contest dataset organized by 296 Kaggle, the settings of data preparation followed the one that Phandi, Chai, and Ng used (Phandi, 297 Chai, & Ng, 2015). For domain adaptation (cross-domain) experiments, they followed Phandi, 298 Chai, and Ng (Phandi et al., 2015) , by picking four pairs of essay prompts, namely, 1  2, 34, 299 56 and 78, where 12 denotes prompt one as source domain and prompt. They used 300 quadratic weighted Kappa (QWK) as the evaluation metric. 301 In order to evaluate the performance of the system, they compared it to EASE system (an open 302 source AES available for public) with its both models Bayesian Linear Ridge Regression 303 (BLRR) and Support Vector Regression (SVR). 304 The Empirical results showed that the two-layer Convolutional Neural Network (CNN) 305 outperformed other baselines (e.g., Bayesian Linear Ridge Regression) on both in-domain and 306 domain adaptation experiments on the ASAP dataset So, the neural features learned by CNN 307 were very effective in essay marking, handling more high-level and abstracting information 308 compared to manual feature templates. In domain average, QWK value was 0.73 vs. 0.75 for 309 human rater (Dong & Zhang, 2016) . Figure 1 The IEA architecture The proposed linguistically informed Convolution Recurrent Neural Network architecture
