A procedure is described to exploit measurements for the re®nement of free structure parameters if only a few (or even only one) re¯ections are available. The method is illustrated taking an epitaxial layer of Ga 0.5 In 0.5 P deposited on (001)GaAs as an example, where the number of accessible re¯ections is limited by geometrical conditions. Another complication with this material arises from the well known ordering phenomenon, which occurred in a small part of the layer only. It is shown that the energy dependence of DAFS (diffraction anomalous ®ne structure) intensity is still suf®ciently sensitive to values of free structure parameters when the oscillating part of the DAFS/XAFS (X-ray absorption ®ne structure) structure factor is ignored for evaluation of intensity. This facilitates evaluation of DAFS intensities considerably by avoiding timeconsuming analysis of ®ne structure.
Introduction
Common X-ray diffraction structure analysis is based on the collection of as many re¯ection intensities as possible from the specimen. Interatomic distances, bond angles, displacement parameters, site occupancies and electron density distribution are then determined by ®tting observed intensities to those calculated from structure models. Optimum structural parameters result from an iterative procedure averaging numerous re¯ections. The corresponding algorithms fail, however, when the accessible number of re¯ections is drastically limited. A possible approach in such cases is the determination of shortrange order parameters by use of X-ray absorption ®ne structure (XAFS) and diffraction anomalous ®ne structure (DAFS). While the XAFS method is well established today (cf. Koningsberger & Prins, 1988 ) the DAFS method is still developing rapidly. For aspects of theory, experimental methods, techniques of analysis and some applications of DAFS, we refer the reader to the work of Arcon et al. (1987) , Stragier et al. (1992) and Sorensen et al. (1994) . The problems involved with the material used for illustration of the method in the present work are dealt with in more detail, e.g., by Meyer et al. (1999) . Sorensen et al. (1994) emphasized that the major advantage of combining XAFS and DAFS is to evaluate short-and longrange order features with the same specimen, at the same time and under the same conditions. In addition, they referred to co-re®nement of the atomic positions using all of the Bragg peak intensities of DAFS experiments, measured over a continuous range of energies, at the same time. Thus, the atomic positions simultaneously ®t both long-range diffraction and short-range ®ne-structure information.
It is the aim of this communication to demonstrate the sensitivity of DA(F)S/ XA(F)S to structure parameter variation in the particular case in which only one Bragg re¯ection is accessible and in which, for the sake of simplicity, no analysis of the ®ne structure of diffraction/absorption is intended. That is why`F' in DA(F)S and XA(F)S is written in brackets. The latter means that the experimental requirements are much easier to realise than those of a complete DAFS experiment. Therefore, we want to stress the simplicity of the method, making it of interest to other (non-DAFS) users.
Properties of the specimen and the ordering phenomenon
The procedure will be illustrated taking as an example the structure of chemically ordered domains of Ga 0.5 In 0.5 P in a Ga±In±P layer of thickness 1.9 mm on (001)GaAs. The average composition of the layer was Ga 0.5 In 0.5 P. It was grown epitaxically at T = 993 K on a (001)GaAs substrate, misoriented 2 towards [010] using metal-organic vapor-phase epitaxy (MOVPE) (Gottschalch et al., 1997) . This type of ordering has been reported by Ueda et al. (1987) . It strongly depends on the growth conditions and on the substrate orientation. Since ordering affects optoelectronic properties of these materials (e.g. gap energy) and hence their application to electronic devices (Horng & Lee, 1992) there is considerable interest in evaluating the structure.
There are various possibilities to form ordered structures from disordered zincblende-type alloys of stoichiometric composition Ga 0.5 In 0.5 P (see, e.g., Matsumura et al., 1990) . Mostly a transition from cubic zincblende type [space group (216) F4 Å 3m] to rhombohedral CuCrS 2 type [space group (160) R3m] has been reported. To accomplish this, {111} planes of zincblende are occupied in the sequence Ga, P, In, P, Ga, P, F F F Some authors denote this rhombohedral compound as`CuPt type', neglecting the anions. This is, at least, misleading since the space group of the CuPt type is (166) R3 Å m and the anions play a role in adjusting the structure. One peculiarity of this ordering phenomenon is that it is restricted to [1 Å 11] and [11 Å 1] directions when the epilayer is deposited on (001) substrate (Gomyo et al., 1988) .
The portion of ordered volume of the epilayer was determined as 6.7 (2) vol.% along the [11 Å 1] cub direction of the ZnS type.
Approximate values of the free structure parameters z Ga , z In , z P1 and z P2 of rhombohedral Ga 0.5 In 0.5 P can be guessed knowing the zincblende structure, but their exact values are not well known. In particular, two distinct free P positions appear in the ordered phase. In connection with these degrees of freedom, the question arises whether atoms in the ordered phase can be better approximated by either the virtual crystal model (VCM) or the local structure model (LSM). The VCM describes the alloy as an arrangement of atoms at ideal sites in the corresponding unit cell, which in turn is strained homogeneously to adapt the new occupancy distribution. Bond angles are approximately conserved while bond distances are changed. Various authors (Sorensen et al., 1994; Takeda et al., 1990) gave examples of non-conformity of the VCM with the results of XAFS experiments, which enabled the nearest neighbourhood of the metal species to be evaluated. Their results could be better understood by applying the LSM, which describes local distortions of the structure. If bond lengths are assumed to split into two (metal 1 ±non-metal, metal 2 ±non-metal) distributions, bond angles must also be distorted to allow for the different sizes of the metal ions. In the present case, the (Ga,In)P alloy would be understood as a composition of Ga±P and In±P components. From our previously published Ga K-edge DAFS experiments, we concluded that the nearest neighbourhood of Ga in Ga 0.5 In 0.5 P can be described following the VCM, while in the remaining Ga 0.5 In 0.5 P layer, Ga positions follow more closely the LSM. Our results of a complete DAFS/XAFS analysis of the ®ne structure of superlattice re¯ections are dealt with elsewhere (Meyer et al., 1999) . Naturally, the results presented here will be compared with the results of that analysis. Note that the same experimental data are used in this communication.
Experimental
DAFS experiments were carried out at the Hamburg Synchrotron Radiation Laboratory, HASYLAB, at the undulator beamline BW1 using an Si 111 double-crystal monochromator with ®xed exit. The eight-circle diffractometer available at this station was used to adjust the interesting h111i directions of the (Ga,In)P layer into the scattering plane. The ®ne adjustment was performed with the specimen angle 3 and the tilt axis 2 of the specimen goniometer. For tracking the Bragg angle versus energy E in the range of 800 eV above the Ga K absorption edge (about 10 369 eV) to measure the re¯ection intensity I M (E), the accuracy of the specimen goniometer was suf®ciently high (0.001 ) because the superlattice re¯ections of (Ga,In)P were rather broad [full width at half-maximum (FWHM) about 0.4 in ]. The re¯ection intensities and the Ga K¯uorescence intensities were recorded simultaneously by two thermoelectrically cooled Si-pin photodiodes (Meyer et al., 1995) using Keithley 427 and 428 current ampli®ers, respectively, for the photocurrent measurement. The Ga K¯uorescence intensity was used for absorption correction. The incoming monochromatic beam was limited by slits (2.62 mm in the 3 direction, 0.7 mm parallel to the 3 axis) and monitored by an ionization chamber situated between the slits and the specimen. A 1.09 mm slit in front of the re¯ection detector (in the direction) reduced thē uorescence background. The energy-dependent background was measured near the Bragg angle of the superlattice re¯ection and subtracted from the measured re¯ection intensity to correct for residual¯uorescence intensity. The polarization vector of incident radiation was parallel to the normal of the scattering plane. For the Bragg-angle tracking, the specimen goniometer was moved using a second-order polynomial in 3/(E), which was obtained by a diffraction preexperiment for locating the peak positions at several energies in the scanning range. The DAFS experiments at the superlattice re¯ections used as a database here ran within the energy range 10 200±10 800 eV, with energy steps of 2 eV and measuring times of 5 s. At a mean Bragg angle of 5 , about 60% of the radiation intensity interacts with the layer. Measured re¯ection intensities of the Ga 0.5 In 0.5 P 0003 superlattice re¯ection versus photon energy, the hexagonal c axis being parallel to the [11 Å 1] direction of the sphalerite type (F4 Å 3m).
Dependence of DAFS intensity on structure parameters
At ®rst we want to point out that an additional energydependent background can disturb re®nement of structure parameters by the present method. We have already discussed the background correction, above. The strong in¯uence of absorption correction is caused by the fact that the energydependent re¯ection intensities used as information are affected very strongly by the energy-dependent absorption of the radiation. When, in particular, anomalous dispersion is exploited to obtain an element-speci®c contrast, the absorption coef®cients have to be known very accurately, in view of the rapid changes in the vicinity of absorption edges. This was accomplished by simultaneous measurement of¯uorescence radiation of the anomalously scattering element. In¯uences of the ®ne structure of the absorption coef®cient are thus taken into account.
In our case, the measured superlattice re¯ection intensities are superimposed by the XAFS, averaged over all resonant atoms of the entire specimen volume. The absorption correction was performed by correcting the measured re¯ection intensities I M (E) with an absorption correction factor A(E) according to
A(E) can be calculated by integrating over the different possible path lengths of the X-ray photons in the layer of thickness t: AE 1 À expÀ2"Eta sin cos 2 2"Ea sin cos 2 Y 2 with the total absorption coef®cient "E " e E1 À 1E " b EX 3
In equations (2) and (3), " e (E) denotes the absorption coef-®cient of the edge atom, " b (E) is the total absorption coef®cient of all non-edge atoms, 1(E) is the XAFS contribution to the absorption coef®cient of the edge atom, is the Bragg angle and 2 the tilt angle of the specimen. The total absorption coef®cient "(E) of the (Ga,In)P layer was calculated using equation (3), including the mass absorption coef®cients for the elements P, Ga and In (International Tables for X-ray  Crystallography, 1985) and a mass density & = 4.459 g cm À3 taken from Adachi (1982) . Inserting "(E) in equation (2) then gives A(E) as shown in Fig. 3 . The corrected re¯ection intensities I M (E)/A(E) for the superlattice re¯ection of the layer, calculated on the assumption that the ordered domains were equally distributed with depth, is shown in Fig. 4 . The kinematic scattering approximation I o (E) 9 |F(E)| 2 is expected to be justi®ed because of the small size of superlattice domains. The observed superlattice re¯ections correspond to the 0003 re¯ection (hexagonal axes) of (Ga,In)P. In the special case that the free parameters z P1 and z P2 of Wyckoff position 3(a) (0, 0, z) of the P atoms are equal to thè ideal' values 0.125 and 0.625, respectively (expected from VCM), and that z In = 0.5 (z Ga 0, Ga at the origin), the resulting structure factor for this re¯ection contains only contributions of Ga and In. Deviations from these ideal positions can lead to contributions of the P atoms and accordingly to changes of the relative contributions of the Ga and In atoms.
These energy-dependent changes of the contributions of the individual atoms to the structure factor are the basis of our approach. We will discuss them making use of a numerical Absorption correction function A(E) for the superlattice re¯ection of Ga 0.5 In 0.5 P in a (Ga,In)P epilayer on (001)GaAs (layer thickness t = 1.9 mm).
Figure 4
Absorption-corrected re¯ection intensities I M (E)/A(E) versus photon energy near the Ga K edge (according to Fig. 1 and Fig. 3 ).
Figure 2
Ga K¯uorescence intensity versus photon energy (background-corrected and normalized) measured simultaneously with the re¯ection intensities shown in Fig. 1. subdivision of the structure factor into contributions of the individual atoms. The structure factor F s (smooth part without contributions of ®ne structure) for the 0003 re¯ection with non-resonant atomic scattering amplitudes f 0Ga , f 0In and f 0P and their resonant (anomalous) parts f H sGa + if HH sGa , f H sIn + if HH sIn and f H sP + if HH sP (resulting in corrections of the smooth curve without contributions of ®ne structure) will be described as
where A, B and C are independent of energy but dependent on structure parameters. For our further discussion, we now combine the structure information and scattering amplitudes of all atoms in the unit cell to
with coef®cients D and D* containing the energy-dependent atomic scattering amplitudes according to
as an example. The coef®cients D Ga , D In , D P1 and D P2 stand therefore for the sum of contributions to the real part of the structure factor, while the coef®cients D Ã Ga , D Ã In , D Ã P1 and D Ã P2 summarize the contributions to its imaginary part. In Figs. 5, 6 and 7, calculated values for these coef®cients are presented.
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Figure 5
Coef®cients D Ga and D Ã Ga versus photon energy, summarizing the contributions of the Ga atoms to the real and the imaginary part of the structure factor (z Ga = 0.000, z In = 0.500, z P1 = 0.125, z P2 = 0.625).
Figure 6
Coef®cients D In and D Ã In versus photon energy, summarizing the contributions of the In atoms to the real and the imaginary part of the structure factor for different values of the free structure parameter z In and ®xed values of z Ga = 0.000, z P1 = 0.125, z P2 = 0.625. (1) z In = 0.485, (2) z In = 0.495, (3) z In = 0.500, (4) z In = 0.520.
Figure 7
Coef®cients D P1 and D Ã P1 versus photon energy, summarizing the contributions of the P 1 atoms to the real and the imaginary part of the structure factor for different values of the free structure parameter z P1 and ®xed values of z Ga = 0.000, z In = 0.500, z P2 = 0.625. (1) z P1 = 0.105, (2) z P1 = 0.120, (3) z P1 = 0.125, (4) z P1 = 0.145. We used atomic scattering factors for Ga, In and P given in International Tables for X-ray Crystallography (1985) and corrections for f H and f HH according to Cromer & Liberman (1970) . Displayed are examples for selected values of the structure parameters z. The energy dependence in Figs. 5, 6 and 7 has been obtained keeping the structure parameters z of all other atoms ®xed at values according to the average positions of the VCM (z Ga = 0, z In = 0.500, z P1 = 0.125, z P2 = 0.625) so that only the parameter of the atom concerned was varied. Fig. 5 shows the contributions of D Ga to the real part and of D Ã Ga to the imaginary part of the structure factor in the energy region around the Ga K absorption edge, as screened in Fig. 1 . Because of the anomalous scattering of Ga in this region, characteristic changes of both contributions occur. This shows why anomalous dispersion is useful for our approach: only a small energy region is needed to obtain contributions characteristic of an atomic species using resonant scattering. This is illustrated by the curves which represent the contributions of D In and D Ã In to the structure factor ( Fig. 6 ). While signi®cant changes of the contributions D In and D Ã In occur as the values of the structure parameter z In are varied, no signi®cant shape of the curve is found. Note that D In reaches its maximum contribution for z In 9 0.505. D In has its maximum contribution with negative sign while D Ã In goes to zero. The sensitivity of the structure factor |F s | 2 to z In is obviously great. Two intensity measurements at different energies would therefore be suf®-cient to decide whether the structure parameter proposed ®ts well.
In Figs. 7 and 8 , the contributions of the two crystallographically different P atoms are given in a similar manner as those for In in Fig. 6 . This time the curves refer to selected values of z P1 (Fig. 7) or of z P2 (Fig. 8 ). As can be seen, the sensitivity to P positions is also signi®cant. However, the contributions of P 1 and P 2 to the structure factor may compensate to zero, when appropriate positions are occupied.
Results
Let us now compare our experimental intensity data I o (E) with those computed, I c (E, z i ), for different z i values in order to identify re®ned parameters. It must be recalled that our experimental intensities are still convoluted with an energydependent instrumental function and with the primary intensity distribution. Fortunately, we need not know these functions for the approach described here as long as their in¯uence can be approximated by a continuous function of low order. If this is true, other usual corrections of diffractometry, such as polarization correction and the instrument function, can be combined to give an energy-dependent factor.
Along this line we can formulate the criterion for the re®nement of the structure parameters: computed and observed intensities, I c and I o , should differ from each other only by a factor in the form of a continuous function of low order in energy. In our case, the instrumental function was not determined experimentally.
Re®nement was started with the structure parameters expected from the VCM. For obvious reasons, we ®rst varied contributions of the heaviest atom, z In , giving rise to the largest change. Fig. 9 shows I o /I c curves for different values of z In , with other parameters held ®xed. As can readily be recognized, I o /I c (z In = 0.505) (curve labelled 3) gives the best ®t to the optimum curve represented by the second-order Coef®cients D P2 and D Ã P2 versus photon energy, summarizing the contributions of the P 2 atoms to the real and the imaginary part of the structure factor for different values of the free structure parameter z P2 and ®xed values of z Ga = 0.000, z In = 0.500, z P1 = 0.125. (1) z P2 = 0.605, (2) z P2 = 0.620, (3) z P2 = 0.625, (4) z P2 = 0.645.
Figure 9
Ratio of observed (corrected) and computed re¯ection intensities (I o /I c ) for different values of the free structure parameter z In , while the free structure parameters z P1 and z P2 were held ®xed to the VCM values of 0.125 and 0.625, respectively [z Ga = 0.000, z In = (1) 0.485, (3) 0.505, (4) 0.520]. The spline curve (full smooth line) corresponds to a second-order polynomial approximating the smooth part of I c . polynomial spline function. Oscillations due to the ®ne structure of absorption contained in I o are well interpolated.
Finally, we wonder whether P 1 and P 2 deviate from the VCM of zincblende, i.e., to what extent z P1 + 0.5 deviates from z P2 . The absolute value of z P1 or of z P2 would remain unknown during this test. Fig. 10 shows the intensity ratio I o /I c for different values of z P1 , while z P2 = 0.625 was held ®xed to the VCM value and z In = 0.505 was given the optimum value of Fig. 9 . Again, the best ®t is obtained for the VCM ®gure, i.e. for z P1 = 0.125. Similar to Fig. 9 , a polynomial spline function has been drawn, which interpolates I o /I c best for z P1 = 0.125.
The procedure of re®nement can be handled iteratively. In the present case, no improvement was obtained after the ®rst run. The ordered structure of Ga 0.5 In 0.5 P is characterized by parameters z Ga = 0.000 AE 0.005, z In = 0.505 AE 0.005, z P1 = 0.125 AE 0.005, z P2 = 0.625 AE 0.005.
The temperature factor has not been considered in the present example, because of the low angle, of about 5 , that the incident beam formed with the surface.
We will now synthesize a structural model combining the present results of DA(F)S with those of DAFS communicated by Meyer et al. (1999) . From the diffraction angle of the 0003 superlattice re¯ection, a lattice parameter c (Ga,In)P = 19.69 (1) A Ê for the ordered phase was derived. This compares with c (Ga,In)P = 19.617 (3) A Ê for the disordered phase as inferred from the lattice parameter a (Ga,In)P = 5.663 (1) A Ê via a (Ga,In)P = [1/2(3 1/2 )]c (Ga,In)P . Lattice parameter a (Ga,In)P of the disordered phase has been taken from the diffraction angle of the 222| (Ga,In)P re¯ection. Thus a strain 4 c = (19.69 À 19.62)/ 19.69 9 4 Â 10 À3 of the unit cell along the c direction has occurred during ordering. Cubic variants of ordering can thus be excluded in the present case. Fig. 12 shows re¯ection intensities calculated for structure parameters as expected from the LSM [z Ga = 0.000, z In = 0.510, z P1 = 0.120, z P2 = 0.640, c (Ga,In)P = 19.69 A Ê , lattice parameters of binary disordered phases a GaP = 5.451 A Ê and a InP = 5.869 A Ê (Adachi, 1982) ]. From a comparison with the observed corrected re¯ection intensities shown in the same manner as in Fig. 11 , we conclude that the intensities calculated on the basis of the VCM structure parameters ®t the observed data much better than those calculated from the LSM (Fig. 11) . Moreover, comparison of Figs. 11 and 12 indicates the error limits for structure parameters derived according to this procedure.
Conclusions
In cases of severely constrained diffraction geometry, energydispersive measurements may yield valuable structural data. DA(F)S intensities have been found suf®ciently sensitive to structure parameters for re®nement. A simple procedure is proposed that enables structural data to be determined avoiding the complex DAFS ®ne-structure modelling.
Demonstrating the procedure with a partly ordered (Ga,In)P layer on GaAs, evidence has been con®rmed for the validity of the virtual crystal model in the ordered part, while the disordered solid solution is similar to the local structure model. The ordered phase is strained along the c axis at 0.4% compared with the disordered one. All free structural parameters have been found to be of the VCM value within the error limit. research papers Figure 10 Ratio of observed (corrected) and computed re¯ection intensities (I o /I c ) for different values of the free parameter z P1 . [z Ga = 0.000, z In = 0.505, z P2 = 0.625, z P1 = (1) 0.105, (3) 0.125, (4) 0.145]. The spline curve (full smooth line) corresponds to a second-order polynomial approximating the smooth part of I c .
Figure 11
Observed (corrected) re¯ection intensities (dashed line) and calculated re¯ection intensities using the re®ned structure parameters (solid line): z Ga = 0.000, z In = 0.505, z P1 = 0.125, z P2 = 0.625. Expected error limit: AE0.005.
Figure 12
Observed (corrected) re¯ection intensities (dashed line) and calculated re¯ection intensities using structure parameters expected for an LSM (solid line): z Ga = 0.000, z In = 0.510, z P1 = 0.120, z P2 = 0.640.
