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We investigate a two-dimensional boundary layer flow in a channel with a suction
slot on the upper wall by solving the steady Navier-Stokes equations to compute
steady state solutions and we investigate their stability using global stability anal-
ysis together with linear temporal simulation and a continuation method. Our
primary aim in this work is to investigate bifurcations occurring in separated
flows at large Reynolds numbers (R). Another motivation is to investigate the
stability of a separated flow. The 2D steady Navier-Stokes equations in stream-
function (ψ)-vorticity (ω) are solved numerically using a hybrid finite difference
and spectral method combined with pseudo arc length continuation techniques
to track turning points and bifurcations.
We are able to calculate two branches of solutions and the turning point
bifurcation in this particular problem. Global stability results indicate that the
first solution on the lower branch, where the separation bubble is short, is stable,
while the second solution on the upper branch, where the separation bubble
is large, is unstable. The presence of the turning point is confirmed by the
changing signs in the eigenvalue spectrum, as it moves from the lower, stable
solution branch to the upper, unstable solution branch. The numerical simulation
confirms the stability of the lower branch solutions and confirms that the upper
branch is unstable; it is also in good agreement with global stability behaviour.
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Chapter 1
Introduction
1.1 Introduction
In the study of fluid dynamics one of the most difficult and fundamental problems
is the study of flow separation from a solid body and the resulting global changes
in the flow field occurring after this separation.
In this thesis, we investigate the stability and compute solutions and bifurca-
tions of the two-dimensional Navier-Stokes and related equations for boundary
layer flow in a channel with suction on the upper wall. We use different meth-
ods to obtain a description of the flow structure, especially the formation of
laminar separation bubbles in the case of large Reynolds number (Re). To com-
pute steady state solutions and investigate stability and bifurcations, we solve
the Navier-Stokes equations using global stability analysis combined with linear
temporal simulation and a continuation method.
We also aim to develop the mathematical tools for studying the steady state
problem and track bifurcations in separated flows. It is necessary in our research
to gain a firm understanding of the steady flow solutions before we work with
unsteady state solutions. It is important to identify the parameters which lead
27
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to loss of stability and then use continuation methods to follow bifurcations and
investigate the different states and their properties. The main objective will be
obtaining the solutions for large Reynolds numbers.
As discussed by Gajjar & Azzam (2004), the correct description of the flow
features for large Reynolds numbers is an important aspect of the steady in-
compressible fluid flow past a circular cylinder problem and others. One of the
reasons for computing the steady flow is the need of an accurate solution of the
steady flow before a departure from the steady state can be described. Another
reason is that steady flow description is the basis of the asymptotic theory for the
above mentioned and other related problems. Finally, the techniques developed
in the work of Gajjar and Azzam will be applied to the problems included in this
work.
Bifurcation theory studies the changes in the qualitative character of the so-
lutions, especially equilibrium solutions of nonlinear systems with variable pa-
rameters. A nonlinear system may consist of a system of algebraic, ordinary
differential, or partial differential equations. Here we are interested in bifurca-
tion problems governed by the Navier-Stokes equations.
In our efforts to find numerical solutions to the problems described by par-
tial differential equations in this thesis, we employ the finite difference method
in x-direction combined with Chebychev collocation in y-direction to discretize
the domain. Newton linearization with correction terms is used to linearize the
equations and finally, we solve the resulting linear system of equations with a
direct solver.
Before starting work with the main problem of our research, we began with
the study of two test problems which were used to develop and test the techniques
that we came to utilize in our work.
In the following sections we will introduce the basics of our methods which we
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have used in this thesis, the spectral method, finite difference method, Chebychev
collocation, continuation methods, and Navier-Stokes equations.
Chapter two is devoted to a description of a portion of the boundary layer
theory and separation, as well as a review of the relevant literature.
In chapter three, we will discuss in detail the two test problems with all their
possible solutions. The performance of the methods will be outlined based on
the obtained results.
In chapter four, we present our work with the main problem, the two-dimensional
boundary layer flow in a channel with suction on the upper wall. We describe
in detail our computations with their results for the basic flow, global stability
analysis and bifurcation analysis, as well as linear temporal simulation.
Chapter five studies the different boundary conditions in the two-dimensional
boundary layer flow in a channel with suction on the upper wall.
The results of global stability analysis and linear temporal simulation for one
of these boundary conditions are described in chapter six.
Finally, the conclusions of our work in this thesis are presented in chapter
seven.
1.2 Spectral Methods, Finite Difference Meth-
ods, and Chebychev Collocation
Several methods for obtaining the solution of incompressible and steady Navier-
Stokes equations, have been used in earlier works, for example, finite difference,
finite element, and spectral methods.
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1.2.1 Spectral Methods
The point of spectral methods is to describe the function as an expansion in
terms of some basis functions, generally orthogonal polynomials, or Fourier ap-
proximation trigonometric functions. The most important elements of these are
the trial functions (approximating functions) and the test functions (weight func-
tions ). For a truncated series expansion of the solution the trial functions are
used as the basis functions, whereas we use the test functions to make sure that
the differential equation is satisfied by the truncated series expansion as closely
as possible. We can arrive at this by minimizing the residual, which is the error
in the differential equation resulting from the use of truncated expansion, in place
of the exact solution, in relations to a suitable norm. The residual must satisfy
a suitable orthogonality condition in relations to each of the test functions.
Spectral methods give us many advantages over finite difference and related
methods and they offer a whole different way for getting solutions of ordinary
differential equations, or partial differential equations. One of these advantages
is the concept of spectral accuracy. Using spectral methods with an increased
number of points, the accuracy of the approximation (for smooth functions) in-
creases exponentially. On the other hand, finite difference method truncation
error is reduced by a factor of 4 only when the number of points of a second
order method is doubled. For a more detailed explanation, see Canuto et al.
(1987)
1.2.2 Finite Differences
There are many practical problems in applied sciences and engineering which can
be illustrated by using mathematical models constructed with partial differential
equations. There are also several numerical techniques to solve these problems,
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for example, the method of finite differences which depends on formulae to ap-
proximate the derivatives.
Assume that a function φ and its derivatives are single-valued functions and
continuous. Using a Taylor’s series expansion, we have
φ (x+ h) = φ (x) + hφ′ (x) +
h2
2!
φ′′ (x) +
h3
3!
φ′′′ (x) + . . . (1.1)
φ (x− h) = φ (x)− hφ′ (x) + h
2
2!
φ′′ (x)− h
3
3!
φ′′′ (x) + . . . (1.2)
for small h.
Subtracting equations (1.1) and (1.2), we obtain(
∂φ
∂x
)
=
φ (x+ h)− φ (x− h)
2h
+O
(
h2
)
. (1.3)
Also, adding equations (1.1) and (1.2), we obtain(
∂2φ
∂x2
)
=
φ (x+ h)− 2φ (x) + φ (x− h)
h2
+O
(
h2
)
. (1.4)
Now, considering the function φ = φ (x, y) and dividing the domain of solution
in the x − y plane into equal rectangles (or equal squares, depending on the
problem) as shown in figure (1.1), where ∆x = h & ∆y = k, the node (xi, yj)
can be determined by:
xi = x0 + i ∆x , yj = y0 + j∆y.
At the points (xi, yj) we try to approximate a derivative of a function φ (x, y).
We use ωi,j as denoting the approximate value of φ (x, y) at the point (xi, yj).
The first and second derivatives in x may be approximated by,(
∂φ
∂x
)
i,j
=
ωi+1,j − ωi−1,j
2h
+O
(
h2
)
, (1.5)
(
∂2φ
∂x2
)
i,j
=
ωi+1,j − 2ωi,j + ωi−1,j
h2
+O
(
h2
)
. (1.6)
CHAPTER 1. INTRODUCTION 32
x
y
i, j − 1
i+ 1, j
i, j + 1
i− 1, j
i, j
ih
jk
h
k
Figure 1.1: Finite difference approximations.
These approximations are centered at the points (xi, yj), and are called central-
difference-approximations, (we use the Taylor series in the variable x for each
point in the interior of the grid to generate the centered-difference formula). The
truncation errors O (h2) which have arisen from replacing the first and second
derivatives
(
∂φ
∂x
)
i,j
and
(
∂2φ
∂x2
)
i,j
with the approximation, can be easily obtaind by
using Tayler series expansion for ω (i+ 1, j) and ω (i− 1, j) for small h.
When we use the method of finite differences to solve a boundary value prob-
lem every derivative appearing in the equation, as well as in the boundary con-
dition, is replaced by an appropriate difference approximation. From the finite
difference techniques central differences are preferably used for reasons of greater
accuracy. See Conte & de Boor (1981) and Burden & Faires (2001).
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1.2.3 Chebychev Collocation
Collocation is the name for one of a number of different spectral methods which
are distinguished by the choices of test functions. Collocation methods are em-
ployed with respect to the physical space values of the unknown function and
they use the values of the function at specific physical points as the basic rep-
resentation and thus require the differential equation to be satisfied exactly at
the collocation points. Expansion functions are only used to evaluate derivatives.
Generally the physical grid points are identical with the collocation points for the
differential eaquation as well as those for the boundary conditions. See Canuto
et al. (1987).
Here we will discuss one of the spectral methods, which is called Cheby-
chev collocation. In Chebychev collocation, we use Chebychev polynomials to
represent a function in terms of expansions. The Chebychev polynomials are
orthogonal on [−1, 1] with respect to the test function or weight function w,
where
w =
1√
1− x2 . (1.7)
In Chebychev collocation, a function is described in terms of expansions using
Chebychev polynomials which are defined by
Tn (x) = cos
(
n cos−1 (x)
)
, for each n ≥ 0 and x ∈ [−1, 1].
(1.8)
Thus
T0 (x) = cos 0 = 1 and T1 (x) = cos
(
cos−1 (x)
)
= x. (1.9)
For n ≥ 1, by substituting θ = cos−1 (x) into equation (1.8) we get this
equation,
Tn (θ (x)) ≡ Tn (θ) = cos (nθ) , where θ ∈ [0, π]. (1.10)
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We get a recurrence relation by noting that,
Tn+1 (θ) = cos (nθ) cos θ − sin (nθ) sin θ, (1.11)
and
Tn−1 (θ) = cos (nθ) cos θ + sin (nθ) sin θ. (1.12)
By adding these equations we get,
Tn+1 (θ) = 2 cos (nθ) cos θ − Tn−1 (θ) . (1.13)
Returning to the variable x, equation (1.13), has the form
Tn+1 (x) = 2xTn (x)− Tn−1 (x) , (1.14)
from which we can find T2 (x) , T3 (x) , . . . etc. The recurrence relation defined by
(1.14) shows that Tn (x) is a polynomial of degree n with leading coefficient 2
n−1.
Further, it is clear from (1.8) that,
| Tn (x) |≤ 1, for all −1 ≤ x ≤ 1. (1.15)
Chebychev polynomials are used to minimize the approximation error and
can be also used to reduce the degree of an approximating polynomial with very
little loss of accuracy, because they have a minimum maximum absolute value
that is spread evenly on an interval, see Burden & Faires (2001).
In a collocation method we may represent a smooth function with respect to
its values at a set of discrete points. By analytic derivatives of the interpolating
polynomial, we approximate derivatives of the function. The following Gauss-
Lobatto points (1.16), are commonly used.
yj = cos
(
jπ
N
)
j = 0, 1, . . . , N. (1.16)
At these points, we suppose that the given function is approximated and we
describe by uj the approximate values of the function u(yj).
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A given differential equation requires us to approximate the derivatives at the
node points. Following Canuto et al. (1987) and Trefethen (2000), we can write(
du
dy
)
i,p
=
∑N
j=0Dp,jui,j, where Dp,j are the elements of the Chebychev collocation
differentiation matrix D. The elements of the matrix D are given by
Dp,j =

cp(−1)p+j
cj(yp−yj) p 6= j,
− yj
2(1−y2j )
1 ≤ p = j ≤ N − 1,
2N2+1
6
p = j = 0,
−2N2+1
6
p = j = N,
(1.17)
where
cp =
 2 p = 0, N,1, otherwise (1.18)
Thus the first and second derivatives in matrix form can be written as
dω0
dy
dω1
dy
...
dωN
dy

= D

ω0
ω1
...
ωN

, and

d2ω0
dy2
d2ω1
dy2
...
d2ωN
dy2

= D2

ω0
ω1
...
ωN

. (1.19)
whereD is the first derivative andD2 is the second derivative which are calculated
by multiplying the first order matrix by itself.
The details of the methods used in this section are described in Canuto et al.
(1987), Fornberg (1996), Trefethen (2000) and Burden & Faires (2001).
1.3 Continuation Methods
In this section, we discuss continuation methods as described in Seydel (1994),
in more detail, to help us and the reader understand the analysis of our work in
the next chapters.
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Here, the continuation method is explained based on the following system of
nonlinear algebraic equations,
f (y, λ) = 0, (1.20)
which defines implicity curves of solutions and here y denotes an n-dimensional
vector. In this work, f must be smooth enough that all necessary derivatives exist.
Also, here we want to calculate the bifurcation diagram for the fixed points of an
equation (1.20). The easiest way to follow the branches numerically is to follow
the next recursive procedure.
First, we approximate an initial solution
(
y(1), λ(1)
)
and then use the continua-
tion method ( predictor-corrector) to get further solutions
(
y(2), λ(2)
)
,
(
y(3), λ(3)
)
,
. . . , on the branch until one reaches a goal point.
From the above discussion, we note that each step is split with predictor-
corrector methods into two steps as follows
(
y(j), λ(j)
) predictor−→ (−y(j), −λ(j)) corrector−→ (y(j+1), λ(j+1)) ,
where j = 1, 2, 3, . . .
In the first step, we use an explicit method for the predictor, while in the
second one, we use an implicit method, for the corrector, see Figure (1.2).
The predictor
(
−
y
(j)
,
−
λ(j)
)
is not generally a solution of the equation f (y, λ) =
0. It just produces an initial guess for corrector iterations that leads us to a
solution of the equation f (y, λ) = 0. The corrector iteration is shown by dots in
Figure (1.2). Step length or step size is the name for the distance between two
solutions
(
y(j), λ(j)
)
and
(
y(j+1), λ(j+1)
)
which follow each other. In particular
when y(j+1) is not yet known we use the step size freely because this distance is
not easy to measure. Besides equation f (y, λ) = 0, we need a connection that
gives us the location of a solution on the branch.
CHAPTER 1. INTRODUCTION 37
λ
[y]
(
y(j+1), λ(j+1)
)
(
y¯(j), λ¯(j)
)
(
y(j), λ(j)
)
Figure 1.2: Predictor-corrector principle.
Continuation methods vary as predictor, parameterization strategy, corrector,
and step length control change. Actually, the first three items can be chosen
independently of each other, but the last one which is the step-length control must
be related to the predictor, the corrector, and the underlying parameterization,
as mentioned in Seydel (1994).
1.3.1 Predictors
Here we discuss and use ODE methods, as discussed in Seydel (1994), which are
ordinary differential equations methods based on f(y, λ) and its derivatives.
If we determine
(
y(1), λ(1)
)
it follows that the initial iterator for y is y¯(1) = y(1)
and
−
λ(1)= λ(1), as shown in Figure (1.3).
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We iterate by using Newton’s method after having obtained the initial iterator
by moving horizontally from
(
y(1), λ(1)
)
.
In Figure (1.4), we show that by following the tangent line to the branch at(
y(1), λ(1)
)
we get a better initial iterator.
λ
[y]
(
y(2), λ(2)
)
(
y¯(1), λ¯(1)
)(y(1), λ(1))
Figure 1.3: The initial iterate and the next iterate using continuation method.
We consider a small change df of the equation f (y, λ) = 0 to obtain the slope
of the tangent line and so arrive at,
0 = df = fydy + fλdλ. (1.21)
From the above equation we get the slope of the branch dy
dλ
as,
dy
dλ
= −fy−1fλ, (1.22)
under the condition that fy
−1 exist or det
(
fy
(
y(1), λ(1)
)) 6= 0.
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λ
[y]
(
y(2), λ(2)
)
(
y¯(1), λ¯(1)
)
(
y(1), λ(1)
)
Figure 1.4: The initial iterate and the next iterate using continuation method.
To get the branch on which
(
y(1), λ(1)
)
lies, we must integrate this system
starting from the initial value
(
y(1), λ(1)
)
. If we have the singularity, when fy
= 0, this procedure fails and these points are turning points (bifurcation points).
To overcome this singularity we change the parameter to the arclength s. In
this case we have y = y(s), λ = λ(s) and f = f (y(s), λ(s)) .
Therefore, we get
0 = fy
dy
ds
+ fλ
dλ
ds
, (1.23)
where the following relation is satisfied by the arclength s,(
dy1
ds
)2
+ · · ·+
(
dyn
ds
)2
+
(
dλ
ds
)2
= 1. (1.24)
CHAPTER 1. INTRODUCTION 40
An implicit system of n + 1 differential equations for the n+ 1 unknowns(
dy1
ds
)
, . . . ,
(
dyn
ds
)
,
(
dλ
ds
)
, (1.25)
is expressed by equations (1.23) and (1.24).
At the point
(
y(1), λ(1)
)
we get an equation for the slope of the branch by
differentiating the equations f (y (s) ;λ (s)) = 0 with respect to s, as
J
dy
ds
+ fλ
dλ
ds
= 0, (1.26)
where J = fy is the Jacobian matrix of first-order partial derivatives of f with
respect to y. The definition of s in vector notation is(
dy
ds
)T (
dy
ds
)
+
(
dλ
ds
)2
= 1. (1.27)
In the initial iterate for Newton’s method, we calculate the derivatives J and
dλ
ds
and then get,
−
y
(1)
= y(1) +
dy
ds
∆s, (1.28)
−
λ(1) = λ(1) +
dλ
ds
∆s. (1.29)
To obtain dy
ds
and dλ
ds
, we rewrite equation (1.26) as,
J
dy
ds
= −fλ dλ
ds
. (1.30)
To determine dy
ds
in terms of dλ
ds
we can solve the equation (1.30), if J is
non-singular. The critical point which satisfies fy
(
y(1), λ(1)
)
= 0, is called a
turning point (limit point) when fλ
(
y(1), λ(1)
) 6= 0 and a bifurcation point when
fλ
(
y(1), λ(1)
)
= 0.
Then, to determine dy
ds
and dλ
ds
, assuming z = dy
ds
/dλ
ds
, equation (1.30) can be
written as,
Jz = −fλ, (1.31)
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if z is a unique solution of (1.31), then dy
ds
= zdλ
ds
. After substituting dy
ds
into
equation (1.27) we can easily get,
dλ
ds
= ± 1√
zTz+ 1
, (1.32)
dy
ds
= ± z√
zTz+ 1
. (1.33)
The correct choice of sign at the initial point of a branch ensures that we
can continue the branch. First, let the vector between the last two points be
(∆y,∆λ) and after that choose the sign so that(
∆y
∆λ
)T (
dy/ds
dλ/ds
)
> 0. (1.34)
This ensures we are continuing (along the arc) in the same direction as in our
previous step.
We can update y(1), λ(1) to get y¯
(1), λ¯(1) as,
y¯(1) = y(1) +
dy
ds
∆s, (1.35)
λ¯(1) = λ(1) +
dλ
ds
∆s. (1.36)
1.3.2 Corrector
Corrector methods are typically used to solve the equation f (y, λ) = 0. (See
Seydel (1994)).
To begin with, we characterize correctors that result from a predictor, as
shown in figure (1.5). The parameterizing equation determines the final limit(
y(2), λ(2)
)
of the corrector iteration. Here we use arclength parameterization
(step length ∆s ).
Then, for the (n + 1) - dimensional vector Y = (y, λ), we consider one step
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λ
[y]
(
y(2), λ(2)
)
λ¯
result of predictor
Figure 1.5: Iteration of a corrector.
of the Newton iteration.
fy∆y + fλ∆λ = −f
(
y(ν), λ(ν)
)
, (1.37)
y(ν+1) = y(ν) +∆y ; λ(ν+1) = λ(ν) +∆λ. (1.38)
The n equations in n + 1 unknown ∆y,∆λ make up the system of linear
equations.
In order to complete the system we can attach one more equation which
parameterizes the course of the corrector iteration.
A sequence of corrector iterations Y(ν) defined by equation (1.37 )(
y(ν), λ(ν)
)
, ν = 1, 2, . . . , (1.39)
and beginning with the predictor,
(
y¯(1), λ¯(1)
)
:=
(
y(1), λ(1)
)
, (1.40)
CHAPTER 1. INTRODUCTION 43
converge to a solution
(
y(2), λ(2)
)
shown by dots in Figure (1.2), and there hits
the branch that is the intersection of the curve defined by f (y, λ) = 0.
Since f
(
y(ν), λ(ν)
) 6= 0 in general we can obtain Newton’s method from the
equation f
(
y(ν) +∆y;λ(ν) +∆λ
)
= 0 where,
f
(
y(ν) +∆y;λ(ν) +∆λ
)
= f
(
y(ν), λ(ν)
)
+J
(
y(ν), λ(ν)
)
∆y(ν)+
∂f
∂λ
(
y(ν), λ(ν)
)
∆λ
(ν)
,
(1.41)
so
f
(
y(ν), λ(ν)
)
+ J
(
y(ν), λ(ν)
)
∆y(ν) +
∂f
∂λ
(
y(ν), λ(ν)
)
∆λ
(ν)
= 0, (1.42)
or
J
(
y(ν), λ(ν)
)
∆y(ν) +
∂f
∂λ
(
y(ν), λ(ν)
)
∆λ
(ν)
= −f (y(ν), λ(ν)) . (1.43)
We need to add one more equation to the resulting system to obtain a unique
solution.
In order to obtain a unique solution, we assume that the iterates move per-
pendicular to the direction of the previous point on the branch, this yields that(
y(ν)− −yk
)T
∆y(ν) +
(
λ(ν)− −λk
)T
∆λ(ν) = 0, (1.44)
equations (1.43) and (1.44) can be written in matrix form as, J
(
y(ν), λ(ν)
)
∂f
∂λ
(
y(ν), λ(ν)
)(
y(ν)− −yk
)T (
λ(ν)− −λk
)T

 ∆y(ν)
∆λ
(ν)
 =
 −f (y(ν), λ(ν))
0
 .
(1.45)
where
y(ν+1) = y(ν) +∆y(ν), (1.46)
λ(ν+1) = λ(ν) +∆λ
(ν), (1.47)
and we continue until we are successful in obtaining convergence, by iterating
the procedure. The calculation of the Jacobian in each step gives appropriate
approximations for the next step.
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Solutions are sought by this algorithm preferably at pre-determined intervals
of arclength ∆s, rather than of the parameter ∆λ.
During each Newton iteration, using a presumed value of λ , we compute J, f
and ∆y. At each iteration, both λ and the solution y must be updated for the
solution of the augmented system.
In Salinger et al. (2002) (LOCA), the bordering algorithm uses the sparse
nature of J to solve instead,
Ja = −f , (1.48)
Jb = − ∂f
∂λ
, (1.49)
where a and b are temporary vectors. We find the new updates by
∆λ = −
(
n +
(
y(ν)− −yk
)T
· a
)
/
(
∂λ
∂s
+
(
y(ν)− −yk
)T
· b
)
, (1.50)
∆y = a+∆λb. (1.51)
This way is better computationally than to build the (N +1)× (N +1) (1.45)
system (provided J is not close to being singular) and solve it once, since the
resulting matrix would be more dense than the original Jacobian.
1.3.3 Parameterization
Seydel (1994) describes a branch as a connected curve consisting of points in
(y, λ) space which are solutions of f(y, λ) = 0. This curve has to be param-
eterized. When we introduce parameterization we can calculate terms like the
previous solution because parameterization is a mathematical way to determine
each solution on the branch. It is a kind of measure along the branch. Even
though the control variable λ seems to be the first choice of parameter because
it has the advantage of having physical significance, we can encounter difficulties
at turning points.
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We use a general parameterization for the branch, assuming that there is a
variable s, so that the branch can be written as (y (s) ;λ (s)), thus we do not
have to decide which parameterization we will use. Our preferred parameteriza-
tion is always arclength, which is the obvious choice for s, even though several
parameterizations are possible.
1.3.4 Arclength
As described by Seydel (1994) and cited in the previous section, to parameterize
a branch, arclength s can be used. It is defined by the relation(
dλ
ds
)2
+
(
dy
ds
)2
= 1. (1.52)
In this case we do not face a problem at turning points, because this choice
means pulling the imaginary particle in the direction tangent to the branch.
Multiplying the arclength equation (1.24) by ds2, we get a corresponding equation
f(y, λ, s) = 0, for which resulting parameterizing equation has the form
0 =
n∑
i=1
(yi − yi (sj))2 + (λ− λ (sj))2 − (s− sj)2 . (1.53)
At discretized arclength distance ∆s = s−sj , we fix the solution (y (s) , λ (s))
by joining equation (1.53) with equation f(y, λ) = 0, if the solution calculated
earlier during continuation is (yj, λj) = (y (sj) , λ (sj)).
1.4 Navier-Stokes Equations
The Navier-Stokes equations are the basic equations in fluid dynamics. As de-
scribed by Canuto et al. (1987), the incompressible Navier-Stokes equations basi-
cally comprise four different formulations, i.e., streamfunction-vorticity, primitive
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variable (velocity and pressure), streamfunction and velocity-vorticity formula-
tions.
On a domain Ω, the non dimensional incompressible Navier-Stokes equations
are written as,
ut + u · ∇u = −∇p+ 1
Re
∇2u, (1.54)
∇ · u = 0, (1.55)
where u is the velocity vector, p is the pressure and Re is the Reynolds number.
Equation (1.54) is called the momentum equation, and equation (1.55) is
called the continuity constraint equation. For the pressure no initial or boundary
conditions are necessary.
Vorticity (ω) is one of the characteristics of a flow and is defined by
ω = ∇× u. (1.56)
It is the term for the local rotation rate of the fluid. Taking the curl of
equation (1.54) we obtain a dynamical equation for the vorticity in the form,
ωt + u · ∇ω = ω · ∇u+ 1
Re
∇2ω. (1.57)
In two-dimensional flow, the streamfunction ψ can be combined with the
vorticity ω to yield a concise description for this flow. The streamfunction relation
to the velocity is expressed by
u = ψy, (1.58)
v = −ψx, (1.59)
and to the vorticity by
∇2ψ = −ω, (1.60)
where ω = (0, 0, ω) and u = (u, v, 0).
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Equation (1.54) reduces to
ωt + ψyωx − ψxωy = 1
Re
∇2ω. (1.61)
The streamlines with ψ = constant give the instantaneous direction of the
flow. The corresponding boundary conditions depend on the problem.
1.5 Some Historical Facts About the Continua-
tion Method
In the last half of the last century, two new techniques have been introduced
to obtain the numerical solution of nonlinear system of equations. The first
technique is known as predictor-corrector continuation method, while the second
one is known as a piecewise linear (PL) method.
Many scientists and engineers used the first technique to improve the con-
vergence properties, especially when adequate starting values are not available.
Lemke-Howson used the second technique, see (Lemke & Howson (1964)) in solv-
ing nonlinear complementarity problems to calculate fixed points of set-valued
maps. In this work we are dealing with the first technique (predictor-corrector
continuation method).
Modern mathematics has found that continuation methods are valuable tools.
Basic ideas of continuation were developed in the 1960s and published in early
papers by Haselgrove (1961) and Klopfenstein (1961). The analysis of these
methods has been developed in 1970s and later by Keller (1977) and others, even
though some basic ideas had appeared earlier than that, see Cliffe et al. (2000).
From the 1960s and later, many authors used continuation methods to research
problems in applications, such as flow research, chemical reactions, solidification,
and combustion, see Seydel (1994). Many scientists and researchers are still
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adding more developments to the predictor-corrector continuation method.
There are many developments for the continuation method which became es-
sential for many steplength algorithms. Time has shown that simple continuation
principles are applied successfully to most problems and many authors used them
successfully in many applications. The developments many of the methods are
described in numerous books such as Allgower & Georg (1990), Seydel (1994),
and Govaerts (2000).
Many developments for the numerical analysis of the continuation methods
have been reported in the late 1970s by numerous authors. As a direct result
of these developments, several codes for the method became available, begin-
ning with PITCON (see Rheinboldt (1986)) and AUTO (see Doedel & Kernevez
(1986)). In recent times AUTO added some developments to the code, including
the discretization of the boundary value problems, steady state, and time depen-
dence. The PITCON code deals with parameter-dependent nonlinear problems,
see Cliffe et al. (2000).
In the last years there have been extensive applications of the numerical bi-
furcation methods to different problems in fluid dynamics. Comprehensive treat-
ment of numerical bifurcation techniques have also been introduced.
Discretization errors of bifurcation problems have been analyzed. Multipa-
rameter problems and the construction of numerical approaches based on the use
of singularity theory became the focus of attention after reliable algorithms for
numerical path following and simple bifurcation phenomena were devised.
One of the main aims of numerical continuation methods is the accurate
determination of certain points on a smooth curve. For example, turning points
may be of concern in the case of the equation representing a branch of solutions
for a nonlinear eigenvalue problem which involves the eigenvalue parameter λ.
Such a turning point can signify a change in the stability of the solutions in
CHAPTER 1. INTRODUCTION 49
engineering and physics applications. There is an enormous amount of literature
for calculating turning points, see for example Seydel (1994).
At present, continuation is used widely, even though not one particular con-
tinuation method can be recommended exclusively. A vast number of possible
continuation methods can be obtained from combining the different elements (pre-
dictor, parameterization, corrector, step-control) in a variety of ways. Each one
of these ways has its own merit. An encouraging fact for engineers and scientists
is that simple continuation principles work sufficiently well, even on complicated
problems.
Chapter 2
Boundary Layer Theory and
Boundary Layer Separation
The investigation of flow separation from a solid body and the resulting global
changes in the flow field is one of the most difficult and basic problems in fluid
dynamics.
As mentioned in Sychev et al. (1998), attempts at a solution were first made
by Helmholtz and Kirchhoff as early as (1868) and (1869) respectively, by describ-
ing separated flow past a blunt body, but they could not provide an adequate
explanation of the reason for separation. In the beginning of the 20th century
Prandtl (1905) was the first to have an explanation for the physical phenomenon
of flow separation at high Reynolds numbers as being associated with the sep-
aration of boundary layers. His work became the basis for all further study of
the asymptotic behavior of fluid motion. Prandtl’s boundary layer theory laid
the foundation for the explanation of the physical nature of flow separation phe-
nomena. The boundary layer theory has been instrumental in the study of many
different aspects of fluid flow at high Reynolds numbers.
Prandtl’s theory states that we must subdivide a high Reynolds number flow
50
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past a rigid body into two regions, an outer region and an inner region. While
we may regard the outer region and main part of the flow as inviscid, however,
near the wall, there is always an thin inner region, which has a thickness of
O
(
Re−
1
2
)
, where the flow is mainly viscous, no matter how large the Reynolds
numbers are. This narrow inner region was called the boundary layer by Prandtl
and flow separation occurs because of the special characteristics of this layer.
One of the characteristics of this region is that it is affected by the no slip
condition, which means that the streamwise velocity of the fluid particles must
be zero at the wall, if the wall is rigid and stationary.
Prandtl’s boundary layer theory uses a hierarchical approach to the calcula-
tion of the outer inviscid flow, first ignoring the presence of the boundary layer
and then analyzing it by using the pressure gradient which is related to the ex-
ternal slip velocity, and which we have derived from the outer flow field.
Pressure gradients along the wall determine flow separation in the boundary
layer. If the pressure decreases in the direction of the flow the boundary layer
remains attached to the wall, but the boundary layer separates from the body
surface when the pressure starts to rise.
This separation occurs because the kinetic energy of the fluid particles is
less near the wall than inside of the boundary layer and therefore the velocity
decreases, meaning that even a small increase in pressure in the outer flow can
cause the particles to reverse their direction and form the recirculating region
characteristic of separated flow.
To understand the conditions for flow separation we must first investigate how
an adverse pressure gradient affects the structure of flow near the point where the
zero streamline detaches from the solid wall. In a steady flow the separation point
is the point where the skin friction first reaches zero, as shown in Figure (2.1).
This means that the analysis of boundary layer separation from a smooth surface
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Figure 2.1: Boundary layer separation.
is relevant to the study of the solution of the boundary layer equations close to the
point of zero friction. The solutions of the boundary layer equations, which are a
parabolic, non-linear, viscous subset of the fully elliptical governing Navier-Stokes
equations governing the boundary layer, give a corresponding normal velocity of
O
(
Re−
1
2
)
at the edge of the boundary layer.
Many studies have been undertaken about this subject and in general they
assumed that pressure distribution along the body surface is regular at the sep-
aration point, meaning that the positive pressure gradient is distributed along
a finite section of the surface and itself is finite, see Sychev et al. (1998) and
Anderson (2005).
The study of the phenomenon of separation with increasing values of the
Reynolds number is one of the most interesting aspects of fluid dynamics. High
Reynolds number flows relate to rather fast flows of fluids with small viscosity,
such as air and water. The Reynolds number Re is defined by Re = LU
ν
and is a
dimensionless ratio of inertial to viscous forces, where U is velocity, L is length
and ν stands for kinematic viscosity.
To describe a viscous fluid flow we generally use the Navier Stokes equations
with corresponding boundary and initial conditions. Basically, in flows which
have arbitrary Reynolds numbers the Navier-Stokes equations can be solved nu-
merically, but with higher Reynolds numbers, resolving flow features in thin re-
gions such as boundary layer is a common difficulty. Important to the accuracy
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of a finite difference solution is the size of the grid in relation to the scale of the
solution. As the solution is being numerically approximated to get to a good
solution, grid spacing must be of a small enough size to be able to resolve the
flow field (Briley (1971) ).
In the study of boundary layer separation with high Reynolds numbers which
has many applications in different fields, another interesting aspect is the study of
laminar separation in a two dimensional incompressible boundary layer flow. As
mentioned by Alam & Sandham (2000), laminar separation bubble is the name
for the phenomenon which occurs when an adverse pressure gradient causes a
laminar boundary layer separation from a surface with a resulting turbulent flow
which may reattach to the surface downstream.
Below we will give an overview of some of the literature which deals with the
problem of laminar boundary layer separation.
2.1 Literature Review
One of the earliest publications concerning laminar separation bubbles was by
Jones (1938) and it led the way for a number of experimental investigations into
the basic structure and features of laminar separation bubbles.
Figure (2.2) shows the typical structure of a two-dimensional laminar bound-
ary layer separation bubble in a model by Horton (1968) that is still in use today.
Horton shows in this figure that, first, the recirculation region contains slow-
moving fluid near the separation point, but that at the center of the recirculation
vortex near the reattachment point the recirculation velocities are stronger. Sec-
ondly, at the separation point he observes the streamline gradually rising away
from the wall as it separates, but reattaching quickly to the wall after the bound-
ary layer has transitioned to turbulence. The high-velocity region close to the
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Figure 2.2: The classical structure of a laminar separation bubble. (Horton
(1968)).
reattachment point is marked by a strong pressure gradient, whereas near the sep-
aration point within the separated region, the wall pressure remains constant.The
‘dead air’ region is the area immediately downstream of the separation point,
where the flow close to the wall is practically stationary. The unstable sepa-
rated shear layer transitions to turbulence and reattaches behind the reverse-flow
vortex.
In aerodynamics, in their work on laminar boundary layer separation from the
leading edge of a thin aerofoil, Owen & Klanfer (1955) define the term ’bubble’
as the area between the point of separation and the point of reattachment of the
flow. They classify bubbles into two different types according to their length, or
to be more exact: their size compared to the thickness of the laminar boundary
layer at the separation point. This order of magnitude of the bubble depends
mainly on the Reynolds number, which depends on the displacement thickness
δ∗s at the point of separation.
This means that a bubble of separated flow will be longer or shorter depending
on whether the Reynolds number is less or greater than a certain critical value,
which in turn corresponds to the stability or instability of the flow. In their work
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they determined that long bubbles had lengths of the order of 104δ∗s whereas the
length of short bubbles was of the order of 102δ∗s .
Marquillie & Ehrenstein (2002) have presented a numerical method which is
capable of computing the two dimensional separating boundary layer flow over
a bump and gives us a clear description of the numerical solution procedure,
which uses a mapping that transforms the present geometry into a Cartesian
coordinate system. This is then solved by using the Chebychev collocation and
finite differences discretization. The fractional time step procedure which is used
to enforce the divergence free condition is then compared to the influence matrix
technique. While they reproduce numerically self-induced vortex shedding, they
also investigate the separation structure for increasing Reynolds numbers.
More recently, a numerical investigation to compute the stability of separating
boundary layer flow over a backward facing two-dimensional bump has been pre-
sented by Marquillie & Ehrenstein (2003). The latter work is concerned with local
versus global stability of separation bubbles in relation to the onset of nonlinear
oscillations of the global flow field. It is less concerned with locating the critical
Reynolds numbers numerically than with clarifying the mechanisms of instability.
Topological changes near or at the point of reattachment seem to be the major
causes of change from convective to absolute instability at low frequencies. Below
the critical Reynolds number the steady state flow becomes convectively unstable,
whereas above the critical Reynolds number the numerically computed flow field
undergoes self sustained, two dimensional, low frequency oscillations upstream
from the separation bubble, which leads to vortex shedding downstream.
In many practical problems it is important to know the conditions under
which boundary layer separation occurs. The conditions which lead to separa-
tion, the structural characteristics of the separation bubble, as well as temporal
development of separation after the introduction of an adverse pressure gradient,
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can all lead to problems such as dynamic flow stall.
Earlier research into unsteady boundary layer flows at high Reynolds numbers
has presented model problems where the adverse pressure gradient is determined
by the surface geometry, for example, the impulsively-started circular cylinder
(see Nakamura & Watanabe (1985) for a review ), the flat plate (see Marxen &
Henningson (2007) for a review), or the flow past the leading edge of an airfoil
(for review see Degani et al. (1996)).
Another model problem, the geometry of the flow through a channel with a
suction in the upper wall, allows for adjustment of the magnitude of the adverse
pressure gradient with the proportionate changes on the boundary layer of the
lower wall, simply through modifications of the suction strength. In the following
review we discuss the results of researchers who used this geometry in their work.
Among the first researchers to work with two-dimensional incompressible
Navier Stokes equations in simulating laminar separation bubbles were Pauley
et al. (1990). In their paper they describe a numerical study of the separation
of a two dimensional laminar boundary layer under the influence of an abruptly
imposed, external, adverse pressure gradient, using time-accurate numerical so-
lutions of the Navier-Stokes equations, in order to gain more understanding of
the physics of this flow. To solve the incompressible Navier-Stokes equations
for a fluid with constant viscosity they used a fractional timestep method which
was second-order accurate in space and time. Computations made for different
suction strengths at each of three different Reynolds numbers showed that when
the adverse pressure gradient was weak, a closed, steady separation bubble devel-
oped and the separated region was very thin, while the separated region became
longer and small oscillations in skin friction developed when increased suction and
therefore a stronger pressure gradient was applied. However, up to the critical
value of suction strength S = 0.12, when vortex shedding begins, the separation
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bubble remained steady. They also established that periodic vortex shedding
from the separation was created by a strong adverse pressure gradient and there
were similarities to experimental results for laminar separation bubbles in the
general features of the time-averaged results. In comparing their work with the
steady separation experiments of Gaster (1966), they found that the phenomenon
which he called ’bursting’ actually is the same as time-averaged, periodic shed-
ding. They also arrived at the conclusion that the shedding Strouhal number,
which is based on the boundary layer momentum thickness at separation and the
local boundary layer edge velocity, was constant and independent of the pressure
gradient as well as of the Reynolds number.
Hsiao & Pauley (1994) compared three methods, the triple deck method
of marginal separation, the full Navier Stokes computation and the interactive
boundary layer (IBL) method for solving the steady two-dimensional marginal
separation of an incompressible boundary layer flow, primarily in order to deter-
mine the suitability of the triple-deck method of marginal separation in practical
application. They applied these three methods independently to solve the same
flow field at different Reynolds numbers. They reported that the full Navier-
Stokes computation at high Reynolds numbers did not produce stable solutions
of laminar flow, whereas the other two methods performed well. The secondary
objective of their work was to determine the boundary condition describing the
external flow. To determine the solution of skin friction near the separation point
they used the incompressible unsteady Navier-Stokes equations and solved them
by using a fractional step method. In the Navier Stokes computation separation
occurred at high suction strength, while near the reattachment point the instanta-
neous skin friction curve formed oscillations and the boundary became unstable.
Hsiao, following the earlier work of Pauley et al. (1990), classified the separa-
tion bubble as steady when the oscillations of the skin friction curve didn’t pass
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through zero skin friction condition (where the critical value of suction strength
S, defined as the part of the through flow removed through the suction port,
in Pauley is S = 0.12), while the oscillations of the skin friction curve passed
through the zero line at the critical value of suction strength S = 0.09 for the
Navier-Stokes computation. They presented two different comparisons, the first
one between the IBL method and the triple deck method of marginal separation,
and the second one between the Navier-Stokes computation and the IBL method
at low Reynolds numbers. From these two comparisons the critical value of Γ
(deviation from marginal separation condition) involved in the basic equation of
marginal separation relates directly to the critical value of suction strength S,
above which the separation bubble becomes unsteady.
Alam & Sandham (2000) have numerically computed laminar separation bub-
bles with turbulent reattachment. The numerical method used in their study is
the pseudo-spectral method. They have carried out simulations with short lam-
inar bubbles in two and three dimensions. They used simulation data to get
velocity profiles to compute stability characteristics of mean flow profiles in the
separated flow region and they have shown that reverse flow of the order of
15− 20% is required for local profiles to become absolutely unstable. They men-
tion the distinction first made by Gaster (1966), between absolute instability,
meaning disturbances growing in time, and convective instability, i.e., distur-
bances growing in space, and its importance for the study of laminar separation
bubbles. They propose that the explanation for the profuse vortex shedding men-
tioned by Pauley et al. (1990), could be an effect which the presence of an area
of local instability has on the bubble as a whole. They also considered the possi-
bility that this phenomenon, the global response of the bubble as a whole to an
area of instability, may be related to what is referred to as ’bursting’, i.e., when
a short bubble bursts to form either a long bubble, or does not reattach at all.
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In their comparison between two-dimensional and fully three-dimensional sim-
ulations they proposed that three-dimensional simulations are characterized by
the breakdown of Λ-vortices, which leads to a full transition to turbulence, while
the two-dimensional simulations do not seem to sufficiently explain the features
of the short separation bubbles.
One of the recent studies which employ this geometry is Cassel et al. (2007)
where a flow similar to that investigated by Pauley et al. (1990) and Alam & Sand-
ham (2000) is studied. Computing the full unsteady, two-dimensional Navier-
Stokes equations, they obtained results which determined general features of flow
as well as flow behaviors within certain limits. In their solutions they found
that within specific limits of the Reynolds number Re and suction rate α there
are different regimes which comprise steady separation where (when Re = 5000
and α = 0.08), a steady recirculation region along the lower wall developed after
some time, whereas in their example of unsteady separation ( when Re = 10000
and α = 0.30 ) they showed accompanying vortex shedding under the suction
slot on the lower wall. They found it to their advantage to use the unsteady
boundary layer equations as a reduced model, compared to the full Navier-Stokes
equations. They investigated sub-optimal control of the unsteady separation by
using the unsteady boundary layer equations along with the quasi-steady control
equation as the state equations. In order to determine their ability to suppress
the unsteady separation process they investigated different combinations of do-
main and boundary-based performance measures and penalty functions. This
sub-optimal control approach yielded considerable insight into the suitability of
different methods for controlling unsteady flow separation. The results obtained
by Cassel suggest a more efficient use of different combinations of performance
measures and penalty functions in the search for a domain or boundary-based
control mechanism that will provide the optimal control over unsteady boundary
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layer separation.
The geometry employed in Pauley et al. (1990), Hsiao & Pauley (1994), Alam
& Sandham (2000) and Cassel et al. (2007) is the same as the one employed in
the present work.
Chapter 3
Two Test Problems
3.1 Introduction
In this chapter, we describe two test problems. The first problem is a nonlinear
equation which models the temperature distribution in a reacting material. The
main objectives in this problem are to find the solutions of a nonlinear two di-
mensional partial differential equation with one unknown, and to find the turning
points by using continuation methods. The second test problem involves the two-
dimensional Navier-Stokes equations. We developed the appropriate numerical
technique to solve this problem.
The reason for studying these two test problems separately is that this allowed
us to check the numerical method to implement in our main problem and to obtain
the principles for constructing good local, global and derivative-approximating
algorithms that became the basis of our algorithms for the main problem, even
though the algorithms for multivariable problems are more complex than the ones
in these test problems.
The most important methods and techniques used to find the solution of the
nonlinear equations we are working with here, have been discussed in the previous
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chapter.
In this chapter, in sections 3.2.1 to 3.2.3, we discuss the formulation of the
first test problem and the numerical techniques used, as well as the boundary
conditions. In section 3.2.4 we consider the continuation method for calculating
the bifurcation diagram to follow the turning point. The turning point tracking
algorithm in section 3.2.5 is used to find the turning point, and finally the results
obtained are discussed in section 3.2.6. The second test problem is discussed in
section 3.3 and we come to the final conclusions for both problems in section 3.4.
3.2 The First Test Problem
We present a 2D test problem for one nonlinear equation which models the tem-
perature distribution in a reacting material, using a numerical technique based on
finite differences in one direction, combined with spectral Chebychev collocation
in the other direction.
Our goal here is to give a description of the techniques for solving the non-
linear equations and calculating the turning points. Our problem has many ap-
plications, for example in the theory of thermal ignition, see Bazley & Wake
(1978).
3.2.1 Problem Formulation
When we have a reacting material with an exothermic reaction, where reac-
tant consumption is neglected, the equations governing the steady-state thermal
regime are investigated and can be written as described by Bazley & Wake (1978)
and Seydel (1994) as
∂θ
∂t
= ∇2θ + λe θ1+εθ . (3.1)
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Here the variable θ = (T − Ta)E/ (RT 2a ) is a normalized temperature, with
T : the local, absolute temperature,
Ta: the surface temperature,
R: gas constant,
E: Arrhenius activation energy,
ε = RTa/E, nondimensional parameter,
λ : nondimensional parameter, and
∇2θ: Laplacian (with respect to dimensionless space variables).
A temperature model within a material with exothermic reaction is given by
equation (3.1). We limit ourselves to the steady state situation in a unit square
with 0 ≤ x ≤ 1, 0 ≤ y ≤ 1 and then,
∇2θ = −λe θ1+εθ inside the square, (3.2)
θ = 0 on the boundary. (3.3)
10
1
x
y
θ = 0
θ = 0
θ = 0
θ = 0
Figure 3.1: The boundary conditions of a temperature model within a material
with exothermic reaction.
The equations with the boundary conditions have to be solved to obtain the
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variable θ (a normalized temperature), (see Figure 3.1 ).
3.2.2 Numerical Method
Equation (3.2) is discretized using central differences in the x-direction and
Chebychev collocation in the y-direction. When we use finite difference com-
bined with spectral method, we can directly solve the sparse block tridiagonal
matrix which has arisen from the discretization. We start by transforming the
domains. After that, we discretize them, and then we use Newton linearization
to solve the resulting nonlinear equations.
Suppose that we are trying to approximate a derivative of a function θ (x, y)
at the points xi, yj. Denote the approximate value of θ (x, y) at the point xi, yj
by θi,j .
The x-domain is simply discretized into a uniform grid defined over [xmin, xmax]
given by,
x = xk = xmin + (k − 1)∆x, k = 1, 2, . . . , m
and
∆x =
xmax − xmin
m− 1 ,
where xmax = 1 and xmin = 0, then
∆x =
1
m− 1 .
Thus, the first and second derivatives in x-direction are discretized using
central differencing in the interior of the domain:(
∂θ
∂x
)
kj
=
θk+1,j − θk−1,j
(2∆x)
, (3.4)
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(
∂2θ
∂x2
)
kj
=
θk+1,j − 2θk,j + θk−1,j
(∆x)2
. (3.5)
To apply the Chebychev collocation, the y domain 0 ≤ y ≤ 1 is first mapped
linearly into −1 ≤ z ≤ 1. Here zj is the set of Chebychev points given by
zj = − cos
(
jπ
N
)
, j = 0, 1, . . . , N (3.6)
and they are linearly related to yj by the expression yj =
zj+1
2
.
Then the first derivative in y is given by:(
∂θ
∂y
)
kj
=
(
2
ymax
) N∑
p=0
(D1)j,p θk,p, (3.7)
For second derivative terms we can use these similar expressions.(
∂2θ
∂y2
)
kj
=
(
2
ymax
)2 N∑
p=0
(D2)j,p θk,p, (3.8)
where D1j,p and D2j,p are the elements of the Chebychev collocation differentia-
tion matrix D, see equation (1.19 ), where (ymax = 1).
The Discrete Form
The discrete form of the equation (3.2) is given by
θk+1j − 2θkj + θk−1j
∆x2
+
(
∂2θ
∂y2
)
kj
= −λe
θkj
1+εθkj , (3.9)
where, 2 ≤ k ≤ m− 1,
1 ≤ j ≤ N − 1.
Also, the boundary conditions are given by
θkj = 0 for k = 1, m and 0 ≤ j ≤ N,
θkj = 0 for j = 0, N and 1 ≤ k ≤ m. (3.10)
CHAPTER 3. TWO TEST PROBLEMS 66
Linearizing the Equation
The discretization gives a set of non-linear equations. By using a Newton lin-
earization technique these equations are solved by
θkj = Tkj + qkj, (3.11)
where |qkj| ≪ 1,
where (q) is a correction term and T is some initial guess.
By substituting of (3.11) into (3.9) and (3.10) we obtain
qk+1j − 2qkj + qk−1j + Tk+1j − 2Tkj + Tk−1j
∆x2
+
(
∂2T
∂y2
)
kj
+
(
∂2q
∂y2
)
kj
= −λe(Tkj+qkj)(1+ε(Tkj+qkj))
−1
. (3.12)
Now
(Tkj + qkj) (1 + εTkj + εqkj)
−1 = (Tkj + qkj)
[
(1 + εTkj)
(
1 +
εqkj
1 + εTkj
)]−1
,
= (Tkj + qkj) (1 + εTkj)
−1
(
1 +
εqkj
1 + εTkj
)−1
,
≃ (Tkj + qkj) (1 + εTkj)−1
(
1− εqkj
1 + εTkj
+ .....
)
,
≃ (1 + εTkj)−1
(
(Tkj + qkj)− (Tkj + qkj) εqkj
1 + εTkj
)
,
≃
(
1
1 + εTkj
)(
(Tkj + qkj)− εTkjqkj
1 + εTkj
)
,
≃
(
1
1 + εTkj
)(
Tkj + qkj
(
1− εTkj
1 + εTkj
))
,
≃
(
1
1 + εTkj
)(
Tkj + qkj
(
1 + εTkj − εTkj
1 + εTkj
))
,
≃
(
1
1 + εTkj
)(
Tkj + qkj
(
1
1 + εTkj
))
,
≃
(
1
1 + εTkj
)(
Tkj +
qkj
1 + εTkj
)
.
(3.13)
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Hence
(Tkj + qkj) (1 + εTkj + εqkj)
−1 ≃ Tkj
1 + εTkj
+
qkj
(1 + εTkj)
2 . (3.14)
By substituting equation (3.14) into equation (3.12), we obtain
Tk+1j − 2Tkj + Tk−1j
∆x2
+
qk+1j − 2qkj + qk−1j
∆x2
+
(
∂2T
∂y2
)
kj
+
(
∂2q
∂y2
)
kj
= −λe
Tkj
1+εTkj
+
qkj
(1+εTkj)
2
,
or (3.15)
qk+1j − 2qkj + qk−1j
∆x2
+
(
∂2q
∂y2
)
kj
+
λe
Tkj
1+εTkj
(1 + εTkj)
2 qkj = Rkj, (3.16)
where
Rkj = −
(
Tk+1j − 2Tkj + Tk−1j
∆x2
)
−
(
∂2T
∂y2
)
kj
− λe
Tkj
1+εTkj . (3.17)
The boundary conditions are dealt with via,
Tkj + qkj = 0,
giving
qkj = −Tkj for j = 0, N and 1 ≤ k ≤ m,
qkj = −Tkj for k = 1, m and 0 ≤ j ≤ N.
Thus
1
∆x2
[qk+1j − 2qkj + qk−1j] +
(
D2q
)
kj
+ λFkjqkj = Rkj, (3.18)
for , 2 ≤ k ≤ m− 1,
where
Fkj =
e
Tkj
1+εTkj
(1 + εTkj)
2 ,
Rkj = − 1
∆x2
[Tk+1j − 2Tkj + Tk−1j]−
(
D2T
)
kj
− λe
Tkj
1+εTkj .
CHAPTER 3. TWO TEST PROBLEMS 68
Therefore, the matrix form of equation (3.18) can be written as
1
∆x2
IQk−1 +
[
− 2
∆x2
I+D2 + λF
]
Qk +
1
∆x2
IQk+1 = Rk, (3.19)
where I is an identity matrix and 0 is a zero matrix, each of size (N + 1)× (N + 1).
It is seen that (3.19) leads to a linear system of the form
AkQk−1 +BkQk +CkQk+1 = Rk. (3.20)
where Ak, Bk and Ck are (N +1)× (N +1) matrices, and Qk is a vector at each
node x = xk
Qk =

Q1
Q2
...
Qm

, (3.21)
and
Qk = (qk0, qk1, qk2, . . . , qkN)
T . (3.22)
Here qkj denotes the value of the temperature at x = xk and y = y (zj) . When
we use central differences in the x-direction the result is that a block tridiagonal
matrix and the matrices Ak,Bk,Ck are dense matrices of size (N + 1)× (N + 1).
The result of the linear system (3.20) when written in matrix form is:
MQ = R, (3.23)
where
Q = (Q1, Q2, Q3, . . . , Qm)
T ,
R = (R1, R2, R3, . . . , Rm)
T ,
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and
M =

B1
A2 B2 C2
A3 B3 C3
A4 B4 C4
. . .
. . .
. . .
Am−1 Bm−1 Cm−1
Bm

. (3.24)
Taking advantage of the sparsity pattern of the block tridiagonal matrix M ,
we solved the linear system (3.23) for all the vectors Qk, 1 ≤ k ≤ m , by using a
direct solver.
3.2.3 The Boundary Conditions
When we use Newton linearization, the boundary condition becomes
qkj = −Tkj for k = 1, m 0 ≤ j ≤ N,
qkj = −Tkj for j = 0, N 1 ≤ k ≤ m. (3.25)
The x boundary condition is implemented through the establishment of the
matrix equations of the form (3.20) for the case k = 1, which is taken in isolation,
as are the cases k = 2 and k = m . First though, the y boundary conditions are
included in the problem and the final forms of the matrices in (3.20) are given
for 2 ≤ k ≤ m− 1.
Now the matrices for 2 ≤ k ≤ m− 1 are given by
Ak =
1
∆x2
I, (3.26)
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Bk =
−2
∆x2

1 0 . . 0
0 1 .
. 1 .
. 1 0
0 . . 0 1

+ λ

Fk0 0 . . 0
0 Fk1 .
. . .
. . 0
0 . . 0 FkN

+D2,
(3.27)
where D2Qk =

(D2q)k0
(D2q)k1
...
(D2q)kN

,
(3.28)(
D2q
)
kj
= 4
[(
D2N
)
k0
q0j +
(
D2N
)
k1
q1j + · · ·+
(
D2N
)
kN
qNj
]
, (3.29)
Ck =
1
∆x2
I, (3.30)
Rk =

Rk0
Rk1
...
RkN−1
RkN

=

−Tk0
Rk1
...
RkN−1
−TkN

,
where (R)kj = −
1
∆x2
[Tk+1 − 2Tk +Tk−1]−
(
D2T
)
k
− λHk,
where Hk = e
Tkj
1+εTkj .
Now the matrices for k = 1 are given by
A1Q0 +B1Q1 +C1Q2 = R1,
Q0 = (q00, q01, . . . , q0N )
T = (0, 0, . . . , 0)T .
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Then,
A1 = 0.
Since
Q1 = (q10, q11, . . . , q1N)
T ,
B1 = I,
Q2 = (q20, q21, . . . , q2N )
T = (0, 0, . . . , 0)T ,
C1 = 0.
Then
R1 =

−T10
−T11
...
−T1N

.
Now the matrices for k = m are given by
AmQm−1 +BmQm +CmQm+1 = Rm, (3.31)
Am = 0,
Bm = I,
Cm = 0,
Rm =

Rm0
Rm1
...
RmN

,
Qm = (qm0, qm1, . . . , qmN )
T ,
= (−Tm0,−Tm1, . . . ,−TmN )T ,
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and consequently Rm =

Rm0
Rm1
...
RmN

=

−Tm0
−Tm1
...
−TmN

.
3.2.4 Continuation
To calculate the bifurcation diagram to follow the turning point, we use the
continuation method.
In equation (3.2) of the problem formulation, we need to find θ (x, y;λ; ǫ) .
From the solutions which we have obtained for the test problem in section
3.2.1 to 3.2.3 we discretize equation (3.2) to get
θk+1j − 2θkj + θk−1j
(∆x)2
+
(
∂2θ
∂y2
)
kj
+ λe
θkj
1+εθkj = 0, (3.32)
2 ≤ k ≤ m− 1,
1 ≤ j ≤ N − 1,
with the boundary condition
θkj = 0 k = 1, m 0 ≤ j ≤ N,
θkj = 0 j = 0, N 1 ≤ k ≤ m. (3.33)
Suppose we have a solution θ =
−
θ and λ =
−
λ for a given ε which is a solution
to (3.32).
Then we want to obtain a predictor for
(
θ(0), λ(0)
)
, by using the same method
which has been discussed in section (1.3.1). The initial iterate for Newton’s
method can be obtained by
θ(0) =
−
θ +
(
dθ
ds
)
∆s, (3.34)
λ(0) =
−
λ +
(
dλ
ds
)
∆s. (3.35)
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and we can also find dθ
ds
and dλ
ds
from
dλ
ds
= ± 1√
zTz+ 1
, (3.36)
dθ
ds
= ± z√
zTz+ 1
. (3.37)
Now to find z let us linearize perturbation (Ukj,∆λ) of the solution
(
θ¯; λ¯
)
θkj =
−
θkj +Ukj where |Ukj| ≪ 1, (3.38)
λkj =
−
λkj +∆λ where |∆λ| ≪ 1, (3.39)
then substituting into (3.32) and neglecting the second-order terms. This leads
to
Uk+1j − 2Ukj + Uk−1j
(∆x)2
+
(
∂2U
∂y2
)
kj
+ λ¯
 Ukj(
1 + ε
−
θkj
)2
 e
−
θ kj
1+ε
−
θ kj +
∆λe
−
θkj
1 + ε
−
θkj = −
−
θk+1j −2
−
θkj +
−
θk−1j
(∆x)2
−
∂2 −θ
∂y2

kj
− λ¯e
−
θ kj
1+ε
−
θ kj , (3.40)
2 ≤ k ≤ m− 1,
1 ≤ j ≤ N − 1,
with the boundary condition,
Ukj = −
−
θkj k = 1, m 0 ≤ j ≤ N, (3.41)
Ukj = −
−
θkj j = 0, N 1 ≤ k ≤ m. (3.42)
Then we rewrite equation (3.40) as(
J
∂f
∂λ
)
(U ∆λ)T = −f
(
−
θ, λ¯
)
, (3.43)
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where (
∂f
∂λ
)
kj
= e
−
θ kj
1+ε
−
θ kj , (3.44)
and
J =

B1
A2 B2 C2
A3 B3 C3
A4 B4 C4
. . .
. . .
. . .
Am−1 Bm−1 Cm−1
Bm

. (3.45)
To find the unique solution z in equation
Jz = − ∂f
∂λ
, (3.46)
we construct the Jacobian matrix J and vector
(
∂f
∂λ
)
. Then after we find the
unique solution z, we obtain dλ
ds
and dθ
ds
from equations (3.36) and (3.37). Then
the branch is continued by determining the appropriate choice of sign.
After we obtain dλ
ds
and dθ
ds
, we update the initial iterate for Newton’s method
as
θ(0) =
−
θ +
(
dθ
ds
)
∆s, (3.47)
λ(0) =
−
λ +
(
dλ
ds
)
∆s, (3.48)
where ∆s is chosen.
Since the predictor step is given, the θ(0)and λ(0) can be used by the same
corrector method, which has been discussed in section (1.3.2 ) where we have
obtained the solution for a and b, being temporary vectors. By using a and b
we obtain the new updates for ∆λ and ∆θ.
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3.2.5 The Turning Point Tracking Algorithm
Newton’s method is used by the turning point tracking algorithm to converge to
a turning point, and to track it as a function of a second parameter, simple zero
order continuation is used. A single eigenvalue λ = 0 with associated real-valued
null vector y is found at a turning point bifurcation. The turning point is char-
acterized by the following formulation where the solution is on the steady state
solution branch, which is determined by the first vector equation (3.49), which is
one of the n scalar equations. The second vector equation (3.50) determines that
there is a real-valued eigenvector y, which corresponds to a zero eigenvalue, and
the last scalar equation (3.51) specifies the length of the null vector at length 1,
as seen in Salinger et al. (2002) (LOCA) and Seydel (1994)
f = 0, (3.49)
Jy = 0, (3.50)
φ · y = 1. (3.51)
Here φ is a constant vector and is chosen to be the same initial guess for y.
The values of θ, y, and λ are specified by this set of 2n + 1 equations.
The following is the form of a full Newton method for this system which can
be solved by using bordering algorithms, see Salinger et al. (2002) (LOCA)
J 0 ∂f
∂λ
∂Jy
∂θ
J ∂Jy
∂λ
0 φ 0


∆θ
∆y
∆λ
 = −

f
Jy
φ · y − 1
 . (3.52)
The following four linear solves of the matrix J and some simple algebra
can appropriately formulate the linear equations in the Newton iteration for the
turning point algorithm (3.52):
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Ja = −f , (3.53)
Jb = − ∂f
∂λ
, (3.54)
Jc = −∂Jy
∂θ
a, (3.55)
Jd = −∂Jy
∂θ
b− ∂Jy
∂λ
. (3.56)
The variables a,b, c and d are temporary vectors of length n. Just as this
matrix is solved, in Newton iteration each of the four linear solves of J are per-
formed by the application code in the same way. By reusing a factorization for
a direct solver and the preconditioner for a preconditioned iterative solver, work
can be saved in the second, third and fourth solves. Usually θ and λ come from
a steady solution near the turning point as located by an arclength continuation
run, and the algorithm requires initial guesses for them.
From the last section we obtained a and b, when we used continuation method,
so now we want to obtain ∂Jy
∂θ
a, note that J (θ, λ) acting on vector U is defined
by
[J (θ, λ)U]kj →
Uk+1j − 2Ukj + Uk−1j
(∆x)2
+
(
D2yU
)
kj
+ λf (θkj)Ukj, (3.57)
where
f (θ) =
e
θ
1+εθ
(1 + εθ)2
. (3.58)
Now by taking the derivative a of the (3.57), the vector ∂Jy
∂θ
a is defined by
∂Jy
∂θ
a = lim
σ→0
J (θ + σa, λ)y − J (θ, λ)y
σ
. (3.59)
Hence we can see that[
∂JU
∂θ
a
]
kj
→ λf ′ (θkj)Ukjakj , (3.60)
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or [
∂Jy
∂θ
a
]
kj
= λf ′ (θkj)ykjakj , (3.61)
where
f ′ (θ) =
e
θ
1+εθ [1− 2ε (1 + εθ)]
(1 + εθ)4
. (3.62)
Hence by substituting (3.62) for (3.61) we obtain(
∂Jy
∂θ
a
)
kj
= λ
e
θ
1+εθ [1− 2ε (1 + εθ)]
(1 + εθ)4
ykjakj, (3.63)
also, in the same way, we obtain ∂Jy
∂θ
b(
∂Jy
∂θ
b
)
kj
= λ
e
θ
1+εθ [1− 2ε (1 + εθ)]
(1 + εθ)4
ykjbkj. (3.64)
Since
y = φ =
b
||b|| (3.65)
where ||b|| =
√
bTb, the equation (3.51) is initially satisfied from this scaling.
Also, we have calculated ∂Jy
∂λ
from equation (3.57),
∂Jy
∂λ
= f (θ)y,
then from equation (3.58) we obtained
∂Jy
∂λ
=
e
θ
1+εθ
(1 + εθ)2
y.
Here we can obtain c and d by substituting the values into equations (3.55)
and (3.56).
Finally, after we have all values for the variables a,b, c and d, we can calculate
the correction terms such that
∆λ =
1− φ · c
φ · d , (3.66)
∆θ = a+∆λb, (3.67)
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∆y = c+∆λd− y. (3.68)
By these results, we can obtain the values of θ, y, and λ such that
θ = θ¯ +∆θ,
λ = λ¯+∆λ,
y = y¯ +∆y.
To converge to the next turning point at the next value of a second parameter
we use a small change of simple zero order continuation, after convergence to a
turning point. The constant vector is set to φ = y and the initial guesses for λ
and y are the converged values at the previous turning point.
3.2.6 Results and Solutions
In this section, a number of results for the 2D test problem for one nonlinear
equation will be discussed. These results are obtained using the Chebychev col-
location in y-direction and second order finite differences in x-direction. We take
N + 1 to be the number of the Chebychev collocation points in the y-direction
and m is the number of points in x-direction.
The problem in 2D is given by
∇2θ = −λe θ1+εθ inside the square
θ = 0 on the boundary.
To find out the turning points, the above equation is solved in Seydel (1994)
using the standard five-point star for discretizing the Laplacian on a uniform
square mesh with N2 interior grid points,(
i
N + 1
,
j
N + 1
)
, i, j = 1, 2, . . . , N. (3.69)
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N m λc θc
10 101 6.80804 1.39289
10 121 6.80803 1.38684
10 141 6.80807 1.38965
10 161 6.80802 1.39822
Table 3.1: Comparison of λc and θc obtained from different grid sizes for ε = 0,
for m = 101, 121, 141, 161 and N = 10.
Bazley & Wake (1978) also solved the above equation by using the variational
method and the modified model which is exactly solvable for the two simple
geometries of the infinite slab and the infinite circular cylinder.
In the present study, using the numerical method described in the previous
sections, numerical solutions were obtained for different grid sizes and different
values of ε.
Numerical results were obtained using the continuation method for different
values of ε, producing branching diagrams and turning points.
For ε = 0 with N = 10 and m = 101 we observe a good convergence to the
steady solution, which means the Chebychev and second order finite differences
code converge very well with fewer than 4 Newton iterations.
Figure (3.2) shows the relation between parameter λ and temperaturemax |θ|,
for ε = 0 with N = 10 and m = 101. It is observed that as the parameter λ
increases, the temperature max |θ| increases also.
By applying continuation method in 2D test problem equations, the plots of
the parameter λ and the temperature max |θ| for different values of m and N ,
and fixed value of ε = 0, are shown in figures (3.3), (3.4) and tables (3.1) and
(3.2). These plots clearly illustrate branching diagrams and also show grid inde-
pendence in different figures. From these figures and tables we can observe a good
convergence to the steady solution which proves our method to be appropriate.
To find out the turning point we are calculating solutions for various values
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Figure 3.2: The relation between parameter λ and temperature (max |θ|) where
ε = 0, m = 101 and N = 10.
N m λc θc
30 101 6.80802 1.38799
40 101 6.80803 1.38924
45 101 6.80803 1.39269
50 101 6.80804 1.38933
Table 3.2: Comparison of λc and θc obtained from different grid sizes for ε = 0,
for N = 30, 40, 45, 50 and m = 101.
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Figure 3.3: λ andmax |θ| obtained from different grid sizesm = 101, 121, 141, 161
and N = 10, for ε = 0.
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Figure 3.4: λ and max |θ| obtained from different grid sizes for ε = 0, for N =
30, 40, 45, 50 and m = 101.
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ε λc1 λc2
0.00000 6.80805
0.02000 6.96178
0.04000 7.12616
0.06000 7.30269
0.08000 7.49320
0.10000 7.70002
0.12000 7.92618
0.14000 8.17570
0.16000 8.45418
0.18000 8.76991
0.20000 9.13619 7.10164
0.20500 9.23814 7.54772
0.21000 9.34526 7.98139
0.21500 9.45828 8.39986
0.22000 9.57818 8.80032
0.22500 9.70625 9.17979
0.23000 9.84447 9.53490
0.24000 9.99608 9.86111
0.25000 Non
Table 3.3: The critical values of λc versus ε, when N = 10 and m = 101.
of λ and ε, when N = 10 and m = 101, which can be observed in table (3.3),
and figure (3.5). Also in figures (3.6) and (3.7), we can see that every variation
in the value of ε gives us a different branching diagram and turning point.
When we use these figures to compare our solutions with the solutions avail-
able in the literature, we observe that our results agree with those published in
Bazley & Wake (1978), as well as Seydel (1994), namely, for ε = 0 there is only
one turning point, for ε > 0 there are two turning points and finally, there is no
turning point when ε > ε0 (note: the value of ε0 here, as well as in the literature,
is ε0 ≤ 0.25 ). Thus we can infer from the above table and figures that the
numerical method adopted to determine the turning points seems to be in good
agreement with the literature.
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Figure 3.5: The critical values of λc1 and λc2 versus ε when N = 10 and m = 101.
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Figure 3.6: Comparison of turning points obtained from different values of ε when
N = 10 and m = 101.
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Figure 3.7: Comparison of turning points obtained from different values of ε when
N = 10 and m = 101.
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3.3 The Second Test Problem
In this section we consider the Navier-Stokes equations using numerical tech-
niques similar to those described earlier in the first test problem. With the
Navier-Stokes equations we find the main difficulty to be in the nonlinearity. We
can use a Newton linearization and work in terms of correction terms, as we have
seen in the previous sections. Together with the discretization the linearization
leads to a linear system.
Here, we combine the use of Newton linearization with a direct solver for the
ensuing block tridiagonal system of equations to solve the vorticity streamfunc-
tion form of the equations. All the numerical techniques employed here in the
solution of this particular problem have been used earlier in our work with the
previous problem.
3.3.1 Problem Formulation
The idea and formulation of the incompressible Navier-Stokes equations have been
discussed in chapter 1. The form of the steady-state Navier-Stokes equations in
streamfunction-vorticity formulation which we use for our test problem is
ψyωx − ψxωy = 1
Re
(ωxx + ωyy) + F1 (x, y) , (3.70)
ω = (ψxx + ψyy) , (3.71)
where
F1 (x, y) =
(
(y − 1)Re 12 + 1
)
e−Re
1
2 yRe sin (x) cos (x)− 1
Re
sin (x)(
(Re− 1)2 e−Re
1
2 y + y − 1
)
,
for x, y ∈ D, D = [0, π]× [0, 1]. The term F is added to ensure that the solution
below satisfies the equation exactly.
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The corresponding boundary conditions for the flow are given by (see Figure
3.8)
ψ = 0 & ω = 0 for x = 0, 0 ≤ y ≤ 1,
ψ = 0 & ω = 0 for x = π , 0 ≤ y ≤ 1,
ψ = 0 & ω = Re sin x for y = 0, 0 ≤ x ≤ π,
ψ = e−Re
1
2 sin (x) & ω = (Re− 1) e−Re
1
2 sin (x) for y = 1, 0 ≤ x ≤ π.
0
1
x
y
ω = Re sin x, ψ = 0
ω = 0
ψ = 0
ω = (Re− 1) e−Re
1
2 sin (x)
ω = 0
ψ = 0
ψ = e−Re
1
2 sin (x)
π
Figure 3.8: The boundary conditions of the test problem of Navier-Stokes equa-
tions.
The exact solution to (3.70) and (3.71) is
ψ =
(
y + e−Re
1
2 y − 1
)
sin x, (3.72)
ω =
(
e−Re
1
2 y (Re− 1)− (y − 1)
)
sin x. (3.73)
The equations with the boundary condition have to be solved to obtain ψ and
ω. The equations are solved first by transforming the domain, then discretized by
using the finite difference method on a uniform grid in the x-direction combined
with Chebychev collocation in the y-direction domain. As in the previous prob-
lem, when we use finite difference combined with spectral method, we can directly
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solve the sparse block tridiagonal matrix which has arisen from the discretization.
3.3.2 Results and Solutions
The computational details for the numerical solution procedures which we have
developed in working with this test problem are given in Appendix A.
As the result of our work here we obtain an extremely sparse and large lin-
ear system from linearization together with discretization, where the number of
unknowns is 2(N + 1)m, and values used are m = 50 for finite difference points
and N = 20 for Chebychev points, with Reynolds number Re = 10. We can
also conclude that there is good convergence to the steady solution. The code
converges well with Chebychev collocation in y-direction and second order finite
differences in x-direction, with fewer than 5 Newton iterations. We used Matlab
and Fortran to solve the equations.
3.4 Conclusion
The numerical techniques which we have used in our work with both test problems
have proven to be useful for implementation in the main problem of this thesis. In
the first test problem we observed that our result is in good agreement with the
literature. Working with the second test problem, the Navier-Stokes equations,
we arrived at a good convergence with the steady state solutions. Therefore,
we will implement these numerical techniques in our main work with the 2D
boundary layer flow in a channel, discussed in the next chapter.
Chapter 4
Two-Dimensional Boundary
Layer Flow in a Channel with
Suction on the Upper Wall
4.1 Introduction
In this chapter we investigate bifurcations occurring in separated flows at large
Reynolds numbers Re. Our aim is the investigation of the stability of a separated
flow using global stability analysis together with linear temporal simulation and
the continuation algorithm by solving the steady Navier-Stokes equations. The
framework of our problem is a two-dimensional boundary layer flow in a chan-
nel with suction on the upper wall. The area of interest for this present study
is the lower wall of the channel, where the changes in response to the chang-
ing magnitudes of suction with the resulting adverse pressure gradients can be
observed.
The flow in a channel is only one of many practical applications which have
shown the importance of studying the separated boundary layer flow with large
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Reynolds numbers in order to understand and better control stability. Working
with Navier-Stokes equations and using numerical techniques, the importance lies
in resolving the very thin boundary layers present with this kind of flow.
There are several previous studies of channel flow with suction. Pauley et al.
(1990) made a numerical investigation, as well as Hsiao & Pauley (1994) and Alam
& Sandham (2000), who investigated the same problem with different initial and
boundary conditions.
In the following sections we will first present the problem formulation and
then describe our use of the numerical techniques. These techniques have been
employed successfully because the discretization of the non linear equations with a
Newton linearization results in a linear system with a block tridiagonal structure,
which is then easily solved with a direct solver. Furthermore, in section 4.7 we
will give a detailed discussion of our results and solutions for the basic flow. We
then describe our work with global stability analysis and the relevant results in
section 4.8. Linear temporal simulation with its results is discussed in section
4.9, and we come to conclusions in section 4.10.
4.2 Problem Formulation
Our problem concerns the flow of an incompressible fluid flowing through a chan-
nel with a very simple geometry, which consists of a test wall at the lower wall
and a suction port on the upper wall (control wall). By adjusting the suction
strength we create an adverse pressure gradient which leads to marginal separa-
tion conditions in the laminar boundary layer on the test wall.
The governing, non-dimensional, steady-state, 2-D, incompressible Navier-
Stokes equations are solved in terms of streamfunction (ψ) and vorticity (ω)
formulation describing the total flow and written as,
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ψyωx − ψxωy = 1
Re
(ωxx + ωyy) , (4.1)
ω = (ψxx + ψyy) . (4.2)
The Reynolds number here is given by Re = UL
ν
, while L is the characteristic
entrance length, and the inlet velocity is U , with ν being the kinematic viscosity
of the fluid.
The flow domain is 0 ≤ x ≤ xmax and 0 ≤ y ≤ ymax.
The corresponding boundary conditions for the flow (see Figure 4.1) are given
by
ψ = 0, ψy = 0 for y = 0, 0 ≤ x ≤ xmax,
ψy = 1− βψˆs, ω = 0 for y = ymax, 0 ≤ x ≤ xmax,
ψ = y, ω = 0 for x = 0, 0 ≤ y ≤ ymax,
ψxx = 0, ω − ψyy = 0 for x = xmax, 0 ≤ y ≤ ymax,
where
β is the suction ratio (control size),
ymax is channel height,
ψˆs is a function defined by
ψˆs = −
−(s0( bs
2ymax
))
+
s0
π
ln ∣∣∣∣∣sinh
[
pi(x−1−bs)
2ymax
]
sinh
[
pi(x−1)
2ymax
] ∣∣∣∣∣
 ,
bs is the set equal to 0.062,
and s0 =
ymax
bs
.
The function ψˆs is the same as that used by Hsiao & Pauley (1994) and Braun
(2006) and corresponds to taking a distribution of source singularites between
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ψy = 1 − βψˆs
ψ = y
ω = 0 boundary layer
Figure 4.1: Sketch of channel with suction with boundary conditions.
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Figure 4.2: plots for the function ψˆs where ymax = 0.3, Re = 50000, β = 0.0997,
N = 100 and m = 1501.
x = 1 and x = 1 + bs for the outer inviscid flow. There is a singularity in ψˆs at
x = 1 but in our numerical work, we approximated ψˆs(1) by ψˆs(1.0001). The plot
of the distribution of the function ψˆs for ymax = 0.3, Re = 50000, β = 0.0997,
N = 100 and m = 1501 is shown in figure (4.2).
The equations with the boundary condition have to be solved to obtain ψ and
ω. In the calculations reported below ymax = 0.3 was usually taken, but other
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values were also considered.
4.3 Numerical Solution Procedure
All the numerical techniques employed in the solution of this particular problem
have been used earlier in our work with the previous problem discussed in chapter
3, but appear here with an added element of complexity.
These equations (4.1) and (4.2) are solved first by transforming, then dis-
cretizing the domain, by using the finite difference method for the first and second
derivative on a non-uniform grid in the x-direction, combined with the Chebychev
collocation in the y-direction domain, which is suitable for our problem here be-
cause it clusters points at the boundaries and this is important in the resolution
of boundary layers. As in chapter three, when we use finite difference combined
with spectral method and discretization, we find the main difficulty to be in the
non-linearity. Here we use Newton linearization and correction terms to linearize
the equations. We can directly solve the sparse block tridiagonal matrix which
has arisen from the discretization by combining the use of Newton linearization
with a direct solver to solve the vorticity streamfunction form of the equation.
4.3.1 Discretization in y-Direction
For the y-direction we work with function values using the Chebychev collocation.
In Chebychev space the mapping (0, ymax) −→ (−1, 1) is used such that the
collocation points are given by
z = zj = − cos
(
jπ
N
)
j = 0, 1, . . . , N, (4.3)
and
y = y (zj) = yj =
ymax
2
(1 + zj) , j = 0, 1, . . . , N. (4.4)
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We also define ψk,j = ψ (x = xk, y = yj) and ωk,j = ω (x = xk, y = yj) .
Then, the first derivative in y is given by(
∂Γ
∂y
)
k,j
=
2
ymax
N∑
i=0
(D1)j,i Γk,i, (4.5)
and the second derivative in y is given by(
∂2Γ
∂y2
)
k,j
=
(
2
ymax
)2 N∑
i=0
(D2)j,i Γk,i, (4.6)
where Γ can be either streamfunction (ψ) or vorticity (ω), while the respective
elements of the Chebychev collocation differentiation matrix of D and D2 are
D1j,i and D2j,i (see equation (1.17)).
Near the boundary we need greater numerical accuracy. Chebychev Colloca-
tion clusters points at boundaries and therefore gives us greater resolution. In
our work here we use a non-uniform grid in y-direction and we solve our problem
by using this following mapping,
y = f (z) ,
f (z) = yj
(
(1− ag)
(yj
b
)2
+ ag
)
, (4.7)
where b = ymax, and in our work here ag = 1.
4.3.2 Discretization in x-Direction
By using functions x = f (ξ) where
d
dx
=
dξ
dx
d
dξ
, and
d2
dx2
=
d2ξ
dx2
d
dξ
+
(
dξ
dx
)2
d2
dξ2
,
The x-domain is simply discretized into a uniform grid defined over [ξmin, ξmax]
given by,
ξ = ξk = ξmin + (k − 1)△ξ k = 1, 2, . . . , m (4.8)
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and
△ξ = ξmax − ξmin
m− 1 , (4.9)
where ξmax = 0.93, and ξmin =
(
2
pi
)
tan−1
(−b1
a1
)
,
while b1 = 1 and a1 = π.
To allow for a non-uniform grid in the x-direction we use a transform in the
x-direction similar to one employed by Logue (2008), given by,
xk = f (ξk) = b1 + (a1) tan
(π
2
ξk
)
,
where xk and ξk are the physical variable and the computational variable respec-
tively, while b1 = 1 is the location of the gathering of the grid points and a1 = π
is the parameter for their distribution at b1.
Thus the first and second derivatives in the x-direction are discretized using
central differencing in the interior of the domain by(
∂Γ
∂ξ
)
kj
=
Γk+1,j − Γk−1,j
(2∆ξ)
, (4.10)
and (
∂2Γ
∂ξ2
)
kj
=
Γk+1,j − 2Γk,j + Γk−1,j
(∆ξ)2
, (4.11)
where Γ also can be either streamfunction (ψ) or vorticity (ω).
4.3.3 The Discrete Form
By using functions y = f (z) and x = f (ξ) where
d
dy
=
dz
dy
d
dz
and
d
dx
=
dξ
dx
d
dξ
,
we also have
d2
dy2
=
d2z
dy2
d
dz
+
(
dz
dy
)2
d2
dz2
and
d2
dx2
=
d2ξ
dx2
d
dξ
+
(
dξ
dx
)2
d2
dξ2
,
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for the equations (4.1) and (4.2) we obtain,[
dz
dy
dψ
dz
] [
dξ
dx
dω
dξ
]
−
[
dξ
dx
dψ
dξ
] [
dz
dy
dω
dz
]
=
1
Re
[
d2ξ
dx2
dω
dξ
+
(
dξ
dx
)2
d2ω
dξ2
+
d2z
dy2
dω
dz
+
(
dz
dy
)2
d2ω
dz2
]
, (4.12)
and
ω =
d2ξ
dx2
dψ
dξ
+
(
dξ
dx
)2
d2ψ
dξ2
+
d2z
dy2
dψ
dz
+
(
dz
dy
)2
d2ψ
dz2
. (4.13)
Then, by using first and second order discretization in x and y for the above
equations, we get the following discrete equation:(
dz
dy
)
(Dzψ)kj
(
dξ
dx
)
ωk+1j − ωk−1j
2∆ξ
−
(
dz
dy
)
(Dzω)kj
(
dξ
dx
)
ψk+1j − ψk−1j
2∆ξ
=
1
Re
(
d2ξ
dx2
)
ωk+1j − ωk−1j
2∆ξ
+
1
Re
(
dξ
dx
)2
ωk+1j − 2ωkj + ωk−1j
(∆ξ)2
+
1
Re
(
d2z
dy2
)
(Dzω)kj +
1
Re
(
dz
dy
)2 (
D2zω
)
kj
, (4.14)
and
ωkj =
(
d2ξ
dx2
)
ψk+1j − ψk−1j
2∆ξ
+
(
dξ
dx
)2
ψk+1j − 2ψkj + ψk−1j
(∆ξ)2
+
(
d2z
dy2
)
(Dzψ)kj +
(
dz
dy
)2 (
D2zψ
)
kj
,
1 ≤ k ≤ m and 0 ≤ j ≤ N. (4.15)
The corresponding boundary conditions are given by
ψk0 = 0, (ψy)k0 = 0 for y = 0, 1 ≤ k ≤ m,
(ψy)kN = 1− βψˆs, ωkN = 0 for y = ymax, 1 ≤ k ≤ m,
ψ1j = yj, ω1j = 0 for x = 0, 0 ≤ j ≤ N ,
(ψxx)mj = 0, ωmj − (ψyy)mj = 0 for x = xmax, 0 ≤ j ≤ N .
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4.4 Linearizing the Equations
We have nonlinear equations (4.14) and (4.15) with their boundary conditions,
so we need to use a Newton linearization and work with correction terms Gkj and
Hkj where  ψkj =
−
ψkj +Gkj,
ωkj = Ωkj +Hkj,
(4.16)
such that |Gkj|, |Hkj| ≪ 1 and
−
ψkj, Ωkj are some initial guesses.
By substituting equations (4.16) into equations (4.14) and (4.15) and their
boundary conditions, we obtain(
dz
dy
)(
Dz
−
ψ
)
kj
(
dξ
dx
)
Hk+1j −Hk−1j
2∆ξ
+
(
dz
dy
)
(DzG)kj
(
dξ
dx
)
Ωk+1j − Ωk−1j
2∆ξ
−
(
dz
dy
)
(DzH)kj
(
dξ
dx
) −
ψk+1j −
−
ψk−1j
2∆ξ
−
(
dz
dy
)
(DzΩ)kj(
dξ
dx
)
Gk+1j −Gk−1j
2∆ξ
− 1
Re
(
dξ
dx
)2
Hk+1j − 2Hkj +Hk−1j
(∆ξ)2
− 1
Re
(
dz
dy
)2
(
D2zH
)
kj
− 1
Re
(
d2ξ
dx2
)
Hk+1j −Hk−1j
2∆ξ
− 1
Re
(
d2z
dy2
)
(DzH)kj = RBkj, (4.17)
where
RBkj = −
(
dz
dy
)(
Dz
−
ψ
)
kj
(
dξ
dx
)
Ωk+1j − Ωk−1j
2∆ξ
+
(
dz
dy
)
(DzΩ)kj
(
dξ
dx
)
−
ψk+1j −
−
ψk−1j
2∆ξ
+
1
Re
(
d2ξ
dx2
)
Ωk+1j − Ωk−1j
2∆ξ
+
1
Re
(
dξ
dx
)2
Ωk+1j − 2Ωkj + Ωk−1j
(∆ξ)2
+
1
Re
(
d2z
dy2
)
(DzΩ)kj +
1
Re
(
dz
dy
)2 (
D2zΩ
)
kj
,
(4.18)
we also have(
d2ξ
dx2
)
Gk+1j −Gk−1j
2∆ξ
+
(
dξ
dx
)2
Gk+1j − 2Gkj +Gk−1j
(∆ξ)2
+
(
d2z
dy2
)
(DzG)kj
+
(
dz
dy
)2 (
D2zG
)
kj
−Hkj = (RA)kj , (4.19)
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where
(RA)kj = −
(
d2ξ
dx2
) −
ψk+1j −
−
ψk−1j
2∆ξ
−
(
dξ
dx
)2 −ψk+1j −2 −ψkj + −ψk−1j
(∆ξ)2
−
(
d2z
dy2
)(
Dz
−
ψ
)
kj
−
(
dz
dy
)2(
D2z
−
ψ
)
kj
+ Ωkj . (4.20)
4.5 Solution of Discrete Equation
Let
Tk =
 Gk
Hk
 & Gk =

Gk0
Gk1
...
GkN

& Hk =

Hk0
Hk1
...
HkN

. (4.21)
Below is the form of the linear system which we obtain after Newton lineariza-
tion,
AkTk−1 +BkTk +CkTk+1 = Rk 1 ≤ k ≤ m, (4.22)
where
Ak =
 A1 A2
A3 A4
 ,
Bk =
 B1 B2
B3 B4
 ,
Ck =
 C1 C2
C3 C4
 ,
Rk =
 R1
R2
 , (4.23)
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where (4.21) Tk is the vector of unknown streamfunction and vorticity cor-
rections at each station x = xk, with ψkj, which is denoting the value of the
streamfunction and Ωkj , which is denoting the value of the vorticity at the point
x = xk, y = y (zj). Each entry in the vector T is a vector of size (N + 1)× 1. In
x-direction the use of second order differences gives rise to the block tridiagonal
structure in (4.22). In (4.22) each of the coefficient matrices is a dense matrix of
size 2(N +1) by 2(N + 1), stemming from the system (4.17) −→ (4.20), enforced
at the collocation points and all entries in these matrices are matrices of size
(N + 1) by (N + 1). All the vectors Tk in the linear system (4.22) were solved
by using a direct solver and utilizing the sparsity pattern of the block tridiagonal
matrix. The result of the linear system (4.22), when written in matrix form is:
JT = R, (4.24)
where
J =

B1 C1
A2 B2 C2
A3 B3 C3
A4 B4 C4
. . .
. . .
. . .
Am−1 Bm−1 Cm−1
Am Bm

, (4.25)
and
T is a vector of correction terms to be found,
T = [T1,T2, . . . ,Tm−1,Tm]
T ,
R = [R1,R2, . . . ,Rm−1,Rm]
T .
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4.6 The Boundary Conditions
The boundary conditions with Newton linearization become
for y = 0, Gk0 = −ψ¯k0,
(
dz
dy
)
(DzG)k0 = −dzdyDzψ¯k0,
for y = ymax,
(
dz
dy
)
(DzG)kN = −dzdyDzψ¯kN + 1− βωˆs, HkN = −ΩkN ,
for x = 0, G1j = −ψ¯1j + yj, H1j = −Ω1j ,
for x = xmax

(
d2ξ
dx2
)
Gmj−Gmj−1
∆ξ
+
(
dξ
dx
)2 Gmj−2Gmj−1+Gmj−2
(∆ξ)2
= −
(
d2ξ
dx2
)
ψ¯mj−ψ¯mj−1
∆ξ
− ( dξ
dx
)2 ψ¯mj−2ψ¯mj−1+ψ¯mj−2
(∆ξ)2
,
Hmj −
(
d2z
dy2
)
(DzG)mj −
(
dz
dy
)2 (
Dz
2G
)
mj
= −Ωmj +
(
d2z
dy2
) (
Dzψ¯
)
mj
+
(
dz
dy
)2 (
Dz
2ψ¯
)
mj
.
As mentioned earlier in section (4.4) the x boundary condition is implemented
through the establishment of the matrix equations of the form (4.22) for the cases
k = 1 and k = m, but first, the y boundary conditions are included in the problem
and the final form of the matrices in (4.22) are given for 2 ≤ k ≤ m− 1.
In the following, (I) denotes an identity matrix and (0) denotes a zero matrix
each of size (N + 1) by (N + 1).
Thus, the matrices for 2 ≤ k ≤ m − 1 are given by comparison with (4.19 )
and the boundary conditions,
(A1)k = −
(
d2ξ
dx2
)
1
2∆ξ
I+
(
dξ
dx
)2
1
∆ξ2
I, (4.26)
and
A1k (0, :) = 0,
A1k (N, :) = 0. (4.27)
(A2)k = 0. (4.28)
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(B1)k =
(
d2z
dy2
)
(Dz) +
(
dz
dy
)2 (
D2z
)−(dξ
dx
)2
2
∆ξ2
I, (4.29)
and
B1k (0, :) = (1, 0, . . . , 0) ,
B1k (N, :) =
(
dz
dy
)
Dz. (4.30)
(B2)k = −I, (4.31)
and
B2k (0, :) = 0,
B2k (N, :) = 0. (4.32)
(C1)k =
(
d2ξ
dx2
)
1
2∆ξ
I+
(
dξ
dx
)2
1
∆ξ2
I, (4.33)
and
C1k (0, :) = 0,
C1k (N, :) = 0. (4.34)
(C2)k = 0. (4.35)
(R1)k =

−
−
ψk0
(RA)kj
−dz
dy
Dzψ¯kN + 1− βωˆs
 .
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Now, the matrices for 2 ≤ k ≤ m − 1 are given by comparison with (4.17 )
and the boundary conditions, where (diag(...)) denotes a diagonal matrix with
the elements on the main diagonal shown in brackets below.
(A3)k =
(
dz
dy
)
diag
(
(DzΩ)k,0 , (DzΩ)k,1 , . . . , (DzΩ)k,j , . . .
)(dξ
dx
)
1
2∆ξ
I,
(4.36)
and
A3k (0, :) = 0,
A3k (N, :) = 0. (4.37)
(A4)k = −
(
dz
dy
)
diag
((
Dz
−
ψ
)
k,0
,
(
Dz
−
ψ
)
k,1
, . . . ,
(
Dz
−
ψ
)
k,j
, . . .
)
(
dξ
dx
)
1
2∆ξ
I− 1
Re∆ξ2
(
dξ
dx
)2
I+
1
2Re∆ξ
(
d2ξ
dx2
)
I, (4.38)
and
A4k (0, :) = 0,
A4k (N, :) = 0. (4.39)
(B3)k =
(
dξ
dx
)
1
2∆ξ
diag
[
(Ωk+1,0 − Ωk−1,0) , (Ωk+1,1 − Ωk−1,1) , . . . ,
(Ωk+1,j − Ωk−1,j) , . . .
](dz
dy
)
Dz, (4.40)
and
B3k (0, :) =
(
dz
dy
)
Dz,
B3k (N, :) = 0. (4.41)
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(B4)k = −
(
dξ
dx
)
1
2∆ξ
diag
[(−
ψk+1,0 −
−
ψk−1,0
)
,
(
−
ψk+1,1 −
−
ψk−1,1
)
, . . . ,(
−
ψk+1,j −
−
ψk−1,j
)
, . . .
](dz
dy
)
(Dz) +
2
Re∆x2
(
dξ
dx
)2
I
− 1
Re
(
dz
dy
)2 (
D2z
)− 1
Re
(
d2z
dy2
)
Dz, (4.42)
and
B4k (0, :) = 0,
B4k (N, :) = (0, . . . , 0, 1) . (4.43)
(C3)k = −
(
dz
dy
)
diag
(
(DzΩ)k,0 , (DzΩ)k,1 , . . . , (DzΩ)k,j , . . .
)(dξ
dx
)
1
2∆ξ
I,
(4.44)
and
C3k (0, :) = 0,
C3k (N, :) = 0. (4.45)
(C4)k =
(
dz
dy
)
diag
((
Dz
−
ψ
)
k,0
,
(
Dz
−
ψ
)
k,1
, . . . ,
(
Dz
−
ψ
)
k,j
, . . .
)(
dξ
dx
)
1
2∆ξ
I− 1
Re∆ξ2
(
dξ
dx
)2
I− 1
2Re∆ξ
(
d2ξ
dx2
)
I,
(4.46)
and
C4k (0, :) = 0,
C4k (N, :) = 0. (4.47)
CHAPTER 4. 2D FLOW IN A CHANNEL WITH SUCTION 105
(R2)k =

−
(
dz
dy
)(
Dz
−
ψ
)
k0
RBkj
−ΩkN
 .
Now, the matrices for K = 1 are given by
A1T0 +B1T1 +C1T2 = R1, (4.48)
where
A1 = 0,
B11 = B41 = I,
C1 = 0, (4.49)
and
R1 =
 − −ψ1j +yj
−Ω1j
 .
Now, the matrices for k = m are given by
DmTm−2 +AmTm−1 +BmTm = Rm, (4.50)
where
A1m = −
(
d2ξ
dx2
)
1
∆ξ
−
(
dξ
dx
)2
2
∆ξ2
,
B1m =
(
d2ξ
dx2
)
1
∆ξ
+
(
dξ
dx
)2
1
∆ξ2
,
B3m = −
(
d2z
dy2
)
(Dz)mj −
(
dz
dy
)2 (
D2z
)
mj
,
B4m = I,
D1m =
(
dξ
dx
)2
1
∆ξ2
, (4.51)
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and
Rm =
 −
(
d2ξ
dx2
)
ψ¯mj−ψ¯mj−1
∆ξ
− ( dξ
dx
)2 ψ¯mj−2ψ¯mj−1+ψ¯mj−2
(∆ξ)2
,
−Ωmj +
(
d2z
dy2
) (
Dzψ¯
)
mj
+
(
dz
dy
)2 (
D2zψ¯
)
mj
 .
4.7 Results and Solutions
This section shows the results for the basic flow and bifurcations using different
grid sizes, suction ratios β, and varying values for Re.
In the beginning, for calculating the Navier-Stokes equations, we used the
Blasius solution in the inlet region as the initial condition. Here, for the finite
Re outside the boundary layer, the flow will be slightly faster than the uniform
flow speed of one. To calculate this slight difference we computed the flow from
the initial Blasius solution, meaning, the inviscid solution without suction at
u = 1, until we obtained a steady-state, adjusted Blasius solution. After that, we
introduced a gradually increasing suction ratio β, until we arrived at its critical
value when the flow separates.
The results obtained here in the basic flow give us an extremely sparse and
large linear system, with the number of unknowns 2(N + 1)m, while we observe
good overall convergence to the steady solution, and the codes of second order
finite differences in x-direction and Chebychev collocation in y-direction work
well. Matlab and Fortran are used to solve the equations.
Note that all figures illustrating this particular problem show only the partial
x-domain, while the full domain here in this chapter is [0.30].
Figure (4.3) shows the effect of an adverse pressure gradient produced by a
suction port on the upper wall of a channel, which leads to the separation of a
laminar boundary layer with consequent formation of a separation bubble on the
lower wall. Here, Re = 50000, N = 100, m = 501, and β = 0.0997.
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Figure 4.3: Streamline contour plots where ymax = 0.3, Re = 50000, β = 0.0997,
N = 100 and m = 501. Solid line(-) for streamline level and dashed line(...) for
separation bubble. Here contour levels are in intervals of (0.01).
Braun (2006) mentions that in marginal separation in a two dimensional
boundary layer flow in a channel steady state solutions exist and admit of two
branches of solutions as well as a turning point bifurcation. We note that in previ-
ous work with the two-dimensional boundary layer flow in a channel with suction
on the upper wall, no one has calculated these branches and bifurcations. It is of
interest that in this present study we have managed to calculate the two solution
branches and turning point bifurcations for the first time, using the continuation
algorithm described in the first chapter.
The plots of the parameter β and separation length (the distance between the
separation point and the reattachment point) for different values of the Chebychev
points N and finite difference points m in the y-direction and x-direction, respec-
tively, and fixed value of Re = 50000, are shown in figures (4.4) and (4.5). These
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plots illustrate the two branches of solutions, as well as turning point bifurcations
which are similar to the ones discussed by Braun (2006). In marginal separation
theory it is found that the steady state solutions also admit two branches of solu-
tions in the vicinity of a critical parameter, as first shown by Ruban (1981) and
Stewartson et al. (1982). According to the theoretical predictions described in
Braun (2006) the theory predicts that the separation length Ls = O
(
(β − βs)
1
2
)
as β → β+s . The separation length is difficult to estimate correctly in the vicinity
of βs and this is one of the reasons why this behavior is not very apparent in
figure (4.5). Taking even finer grids it is possible to reproduce this behavior, as
seen for example in the work of Logue (2008) in a related context.
Figure (4.4) clearly shows grid independence for different values of N and
fixed value of m, while there is a trend towards convergence for different values of
m and fixed value of N in figure (4.5). Further branching diagrams and turning
point bifurcations for different values of ymax are shown in figure (4.6). We see
that as the value of ymax gets larger, the value of β, which is the starting point
of the separation, also becomes larger.
In figure (4.7) we compare the two solutions on the upper and the lower
branches, where figure (4.7.a) shows that on the lower branch the separation
bubble for the solution is short, whereas in figure (4.7.b) we see a larger separation
bubble on the upper branch. These results have been calculated using Re =
50000, N = 100, m = 501, and β = 0.0997.
From our results it is evident that for different values of N and m a turning
point bifurcation occurs at critical value of the suction ratio βc, as shown in table
(4.1). Table (4.1) also shows extrapolated critical values for increasing m.
Computations were made for both, lower and upper branches, with different
values for the total number of points m and N in x-direction and y-direction,
respectively, in order to determine that our results are grid independent.
CHAPTER 4. 2D FLOW IN A CHANNEL WITH SUCTION 109
0.06 0.065 0.07 0.075 0.08 0.085 0.09 0.095 0.1 0.105 0.11
0
0.5
1
1.5
2
2.5
 
 
N=80
N=90
N=100
β
S
ep
ar
at
io
n
le
n
gt
h
Figure 4.4: Tracking diagram of turning points obtained from different values of
N and fixed value of m = 501, where ymax = 0.3 and Re = 50000.
Figures (4.8) and (4.9) show streamlines for different values for N and fixed
values of m = 100, which shows us that our results are grid independent, with
figure (4.8) illustrating the streamline for the first solution for the lower branch,
and figure (4.9) illustrating the second solution for the upper branch. To give
a clearer view we have plotted the velocity profile for different values of N and
fixed values of m in figure (4.10).
We have the opposite setup in figures (4.11) and (4.12), where we have fixed
value of N = 100 and different values for m, but for both branches of solutions
the results are not grid independent and plotting the velocity profiles in figure
(4.13) confirmed these results. Figures (4.11) and (4.13.a) show the results for
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Figure 4.5: Tracking diagram of turning points obtained from different values of
m and fixed value of N = 100, where ymax = 0.3 and Re = 50000.
the lower branch, while figures (4.12) and (4.13.b) show the results for the upper
branch. All these results have been calculated using Re = 50000 and β = 0.0997.
As we calculate the results for the basic flow with different values of Re (table
(4.2) and figure(4.14) ) it becomes apparent that the flow starts to separate when
suction ratio β reaches a critical value β = βs. We observed as well that as
the Reynolds number increases the critical suction ratio βs, at which separation
occurs, decreases.
From our calculations of the first solutions in the lower branch with varying
values for the suction ratio β, we have observed that when the adverse pressure
gradient is weak, as a direct result of the suction strength, the separated region
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Figure 4.6: Tracking diagram of turning points obtained from different values of
ymax, where Re = 50000 and β = 0.0997.
builds up into a steady, closed separation bubble. When suction increases corre-
sponding to a stronger pressure gradient, the separated region lengthens, as seen
in figure (4.15).
On the other hand, calculations of the second solutions in the upper branch
with varying values for the suction ratio β, show that when suction decreases,
the separated region length, as seen in figure(4.16). In both calculations, for the
first and second set of solutions, we have been using 80 Chebychev points with
501 finite difference points, as well as Reynolds number Re = 50000.
Figures(4.17) and (4.18) detail the streamlines and the vorticity correspond-
ing to the base flow for the first solution and second solution, respectively, for
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N = 100 N = 90 N = 80
m βc βc βc
401 0.100493
501 0.100870 0.100870 0.100875
601 0.102879
1001 0.104313
1501 0.105479
∞ 0.106416
Table 4.1: Comparison of critical values of the suction ratio βc where the turning
point bifurcation occurs, obtained from different values of m and N where ymax =
0.3 and Re = 50000.
m = 501 m = 1001 m = 1501
Re βs βs βs
5000 0.11147 0.11163 0.10998
10000 0.11078 0.10745 0.10757
20000 0.10194 0.10019 0.10125
30000 0.09876 0.09846 0.09809
40000 0.09730 0.09619 0.09518
50000 0.09642 0.09501 0.09512
60000 0.09444 0.09437 0.09401
70000 0.09409 0.09398 0.09329
80000 0.09279 0.09259 0.09172
Table 4.2: Comparison of the critical values of suction ratio βs when separation
starts, and Re, for different grid sizes for m = 501, 1001, 1501 and N = 100 where
ymax = 0.3.
Re = 50000, β = 0.0997, N = 100 and m = 501. The contours of stream-
lines in both solutions are smooth (figures (4.17.a) and (4.18).a), but we ob-
serve very small wiggles in the vorticity line in the first solution on the lower
branch (figure(4.17.b)), which increase slightly in the second solution on the up-
per branch, (figure (4.18.b)). Since these wiggles are relatively small they do not
have a determining effect on the solutions and if we minimize the grid size further
they may disappear.
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Table (4.3) shows the relationship between the values of m and the corre-
sponding highest values of Re, which are useful in our calculations, where we can
see that the value of Re increases proportionately to the increase in the number
of grid points m. Therefore, to calculate with higher Reynolds numbers Re than
those we used, one would have to increase the number of grid points m, because
we found that in computations with Re higher than those shown in table (4.3),
our method is no longer convergent in basic flow.
m Re
501 ≈ 55000
1001 ≈ 74000
1501 ≈ 81000
Table 4.3: Comparison of grid points m and Re, for ymax = 0.3, N = 100 and
β = 0.0997.
Figures (4.19) and (4.20) illustrate the wall pressure for the lower and upper
branch, respectively. It is evident that the pressure curve rises until it approaches
the separation point, where it becomes constant until the reattachment point,
where pressure increases slightly until it becomes constant again downstream. In
figure (4.20) the peak in the pressure curve resulting from the large separation
bubble on the upper branch is significant, while we see a negligible rise in the
pressure curve in figure (4.19), where the separation bubble on the lower branch
is short. Past experiments by Gaster (1966) showed that the rising pressure
coefficient curve becomes constant, corresponding to the region of the separation
bubble, followed by a rise in magnitude downstream past the reattachment point.
Wall skin friction (τ) where (τ = ψyy) at y = 0 for the lower and upper
branches is illustrated in figure (4.21), where we see the curve of the skin fric-
tion remaining constant downstream, except for a downturn in the region of the
separation bubble. The relatively small size of the downturn in figures (4.21.
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a,b) is characteristic of the lower branch, where the separation bubble is short,
while on the upper branch, where the separation bubble is large, the downturn is
slightly deeper, see figures (4.21. c,d ). More wall skin friction features (τ) where
(τ = ψyy√
Re
x
) at y = 0, are shown in figure (4.22), where we see in figure (4.22 a, b),
in the separation region on the lower branch a sharp initial downturn, followed
immediately by an equally abrupt ascent until the skin friction becomes constant
downstream in the x-direction. In figure (4.22 c, d ) for the upper branch we see a
similar feature, but at a greater magnitude corresponding to the larger separation
bubble.
Multiple wall skin friction curves for different values of β are shown in figure
(4.23). It is evident that the first curve, where β = 0.0783 is less than critical
value of the suction ratio βs = 0.0951, does not descend below zero, while with
increasing values of beta, above βs, the wall skin friction curve descends to below
zero.
Figure (4.24) shows plotting of the wall skin friction at x = 1.5 with different
values of β. This figure clearly illustrates the two branches of solutions, the upper
and the lower branch, as well as the turning point bifurcation. Our result in this
plotting is in some agreement with the plot by Braun (2006) in his bifurcation
analysis. In Braun’s figure 25 (b) there are four multiple solutions in some in-
terval, while in another interval showed only two solutions. In our work we have
found only two solutions.
From this section it has become evident that the basic flow results are grid
independent for N but not quite for m. The importance of our work lies in
the fact that we are the first to calculate two solutions and the turning point
bifurcation in this particular problem. In the next section we will discuss the
linear stability of the solution around the turning point.
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Figure 4.7: Streamline contour plots for lower and upper branches where ymax =
0.3, Re = 50000, β = 0.0997, N = 100 and m = 501. Solid line(-) for stream-
line level and dashed line(...) for separation bubble. Here contour levels are in
intervals of (0.01).
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(a) N = 80
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(b) N = 90
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(c) N = 100
Figure 4.8: Streamline contour plots (lower branch) for different grid sizes for
N = 80, 90, 100 and m = 501, where ymax = 0.3, Re = 50000 and β = 0.0997.
Solid line(-) for streamline level and dashed line(...) for separation bubble. Here
contour levels are in intervals of (0.01).
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(a) N = 80
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Figure 4.9: Streamline contour plots (upper branch) for different grid sizes for
N = 80, 90, 100 and m = 501, where ymax = 0.3, Re = 50000 and β = 0.0997.
Solid line(-) for streamline level and dashed line(...) for separation bubble. Here
contour levels are in intervals of (0.01).
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(b) Upper branch
Figure 4.10: Plot showing velocity profile for lower branch and upper branch at
ymax = 0.3, Re = 50000, β = 0.0997 and different grid sizes for N = 80, 90, 100,
and m = 501.
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(a) m = 401
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Figure 4.11: Streamline contour plots (lower branch) for different grid sizes for
m = 401, 501, 1001, 1501 and N = 100, where ymax = 0.3, Re = 50000 and
β = 0.0997. Solid line(-) for streamline level and dashed line(...) for separation
bubble. Here contour levels are in intervals of (0.01).
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Figure 4.12: Streamline contour plots (upper branch) for different grid sizes for
m = 401, 501, 1001, 1501 and N = 100, where Re = 50000, ymax = 0.3 and
β = 0.0997. Solid line(-) for streamline level and dashed line(...) for separation
bubble. Here contour levels are in intervals of (0.01).
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Figure 4.13: Plot showing velocity profile for lower and upper branches at ymax =
0.3, Re = 50000 and β = 0.0997, and different grid sizes for m = 501, 1001, 1501
and N = 100.
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(a) Re = 5000, β = 0.11001
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(b) Re = 10000, β = 0.10618
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(c) Re = 40000, β = 0.09385
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(f) Re = 80000, β = 0.08680
Figure 4.14: Streamline contour plots for ymax = 0.3, N = 80, m = 501, different
Reynolds numbers Re and the various critical suction ratios βs. Here contour
levels are in intervals of (0.01).
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Figure 4.15: Streamline contour plots for lower branch at ymax = 0.3, Re = 50000,
N = 80, m = 501, and different values of β. Solid line(-) for streamline level and
dashed line(...) for separation bubble. Here contour levels are in intervals of
(0.01).
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(c) β = 0.09833
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Figure 4.16: Streamline contour plots for upper branch at ymax = 0.3, Re =
50000,N = 80,m = 501 and different values of β. Solid line(-) for streamline level
and dashed line(...) for separation bubble. Here contour levels are in intervals of
(0.01).
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Figure 4.17: Plot showing streamlines and vorticity for lower branch at ymax =
0.3, Re = 50000, β = 0.0997, m = 501 and N = 100.
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Figure 4.18: Plot showing streamlines and vorticity for upper branch at ymax =
0.3, Re = 50000, β = 0.0997, m = 501 and N = 100.
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(a) Wall pressure for lower branch
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(b) Snapshot of the figure above
Figure 4.19: Plot showing wall pressure for lower branch at ymax = 0.3, Re =
50000, β = 0.0997, and grid size m = 1501 and N = 100.
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(a) Wall pressure for upper branch
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(b) Snapshot of the figure above
Figure 4.20: Plot showing wall pressure for upper branch at ymax = 0.3, Re =
50000, β = 0.0997, and grid size m = 1501 and N = 100.
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(a) Wall skin friction for lower branch
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(b) Snapshot of the figure above
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(c) Wall skin friction for upper branch
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(d) Snapshot of the figure above
Figure 4.21: Plot showing wall skin friction τ where τ = ψyy at y = 0 for lower and
upper branches at ymax = 0.3, Re = 50000, β = 0.0997, and grid size m = 1501
and N = 100.
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(a) Wall skin friction for lower branch
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(b) Snapshot of the figure above
0 5 10 15 20 25 30
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
x
S
k
in
fr
ic
ti
o
n
τ
(c) Wall skin friction for upper branch
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(d) Snapshot of the figure above
Figure 4.22: Plot showing wall skin friction τ where τ = ψyy√
Re
x
at y = 0 for
lower and upper branches at ymax = 0.3, Re = 50000, β = 0.0997, and grid size
m = 1501 and N = 100.
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Figure 4.23: Plot showing wall skin friction τ where τ = ψyy at y = 0 for different
values of β where ymax = 0.3, Re = 50000, and grid size m = 1501 and N = 100.
0.075 0.08 0.085 0.09 0.095 0.1 0.105 0.11
−15
−10
−5
0
5
10
15
20
25
30
β
S
k
in
fr
ic
ti
o
n
τ
(a) Wall skin friction at x = 1.5
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(b) Snapshot of the figure above
Figure 4.24: Plot showing wall skin friction τ where τ = ψyy at y = 0 and x = 1.5
where ymax = 0.3, Re = 50000, β = 0.0997, and grid size m = 1501 and N = 100.
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4.8 Stability of Flow through a Channel with
Suction
The study of the stability of a two-dimensional boundary layer flow in a channel
with a suction by solving Navier-Stokes equations has been the subject of many
research projects in recent times. In these studies different numerical methods
have been used to analyze the stability of the flow. We have discussed some of
these works in the literature review in chapter 2.
In this section the primary focus is on analysis and calculation of the stability
of the flow through a channel with suction and the investigation of bifurcations
occurring in separated flows at large Reynolds numbers, using global stability
analysis.
The method which we have used here to analyze the stability of a stationary
solution is the one employed by Boppana (2007), where the unsteady Navier-
Stokes equations which govern the flow are linearized in the neighborhood of the
stationary solution and, to determine the stability, the eigenvalues of the resulting
large matrix are computed. This method is called the global stability analysis
and has never been used to analyze stability in this particular problem, but is
being applied in the present work for the first time.
Throughout our work with global stability analysis to determine the stabil-
ity of the flow, we have chosen to use ARPACK software which computed the
smallest magnitude eigenvalues and eigenvectors of the system. ARPACK is an
abbreviation for ARnoldi PACKage, which is a collection of Fortran77 subrou-
tines created to solve large scale eigenvalue problems. The technique called the
Arnoldi process is more suitable for large matrices and is used in approximating
a number of eigenvalues and corresponding eigenvectors of a general (n× n) ma-
trix. ARPACK software is designed to enable calculation of a number (say, k) of
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eigenvalues of a large structured matrix J , using n ·O (k) +O (k2) storage. The
k eigenvalues with, for example, largest real part or largest magnitude and the
corresponding eigenvectors are specified by the user. To solve generalized eigen-
value problems ARPACK is the specialized software appropriate to the task. For
more detailed information on ARPACK, see Lehoucq et al. (1997).
The work on calculations and analyses of stability in this section is dependent
on computations and results which we have obtained previously, when working
with the basic flow.
In the following sections we will show the particularities of the numerical
technique used to analyze global stability of flow in different configurations, as
well as present the results.
4.8.1 Flow Stability Analysis
The form of unsteady Navier-Stokes equations in stream function ψ and vorticity
ω is given as,
ωt + ψyωx − ψxωy = 1
Re
(ωxx + ωyy) , (4.52)
ω = (ψxx + ψyy) . (4.53)
To begin with, we suppose that the solutions of the equations (4.52) and
(4.53) for the basic steady flow with perturbations can be expressed as
ψ = ψ̂ (x, y) + δ ~ψ (x, y, t) , (4.54)
ω = ω̂ (x, y) + δ~ω (x, y, t) . (4.55)
Here we let the steady, basic flow which satisfies equations (4.52) and (4.53)
be ψ̂ (x, y) and ω̂ (x, y) and its perturbations are ~ψ (x, y, t) and ~ω (x, y, t), where
the value of δ is supposed to be small.
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To determine whether the perturbations increase or decrease in time we em-
ploy the following procedure:
First: we have computed the steady basic flow or stationary solution, which
we have calculated in the previous section.
Second: The perturbation components of the above system are determined
by solving the form of the Navier-Stokes equations that result from substituting
these quantities (4.54) and (4.55) into equations (4.52) and (4.53), and subtract-
ing out the basic flow equations.
Third: We then linearized the resulting equations for small perturbations by
neglecting terms of O (δ2).
Fourth: Values for the temporal evolution of ~ψ and ~ω are thus found from
normal modes and hence the perturbations can be decomposed into a normal
mode form proportional to e−λt.
Therefore, the perturbations may be assumed to be of the form:
~ψ (x, y, t) = ψ˜ (x, y) e−λt, (4.56)
~ω (x, y, t) = ω˜ (x, y) e−λt. (4.57)
Now, by substituting equations (4.56) and (4.57) into equation (4.54) and
(4.55) and then substituting the result into equations (4.52) and (4.53) we obtain,
λδω˜e−λt +
(
ψ̂y + δψ˜ye
−λt
) (
ω̂x + δω˜xe
−λt)− (ψ̂x + δψ˜xe−λt) (ω̂y + δω˜ye−λt)
=
1
Re
(
ω̂xx + δω˜xxe
−λt + ω̂yy + δω˜yye
−λt) , (4.58)
ω̂ + δω˜e−λt = ψ̂xx + δψ˜xxe
−λt + ψ̂yy + δψ˜yye
−λt. (4.59)
Then, by subtracting out the basic-flow equations we obtain:
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First: a steady system of equations,
ψ̂yω̂x − ψ̂xω̂y = 1
Re
(ω̂xx + ω̂yy) , (4.60)
ω̂ =
(
ψ̂xx + ψ̂yy
)
, (4.61)
with the boundary conditions,
ψ̂ = 0, ψ̂y = 0 for y = 0, 0 ≤ x ≤ xmax,
ψ̂y = 1− βψˆs, ω̂ = 0 for y = ymax, 0 ≤ x ≤ xmax,
ψ̂ = y, ω̂ = 0 for x = 0, 0 ≤ y ≤ ymax,
ψ̂xx = 0, ω̂ − ψ̂yy = 0 for x = xmax, 0 ≤ y ≤ ymax.
The above steady system of equations with their boundary conditions is iden-
tical to the one we worked with in the previous section, except that we replaced
ψ and ω with ψ̂ and ω̂.
Second: the linear stability equations
λω˜ + ψ̂yω˜x + ψ˜yω̂x − ψ̂xω˜y − ψ˜xω̂y = 1
Re
(ω˜xx + ω˜yy) , (4.62)
ω˜ =
(
ψ˜xx + ψ˜yy
)
, (4.63)
with homogenous boundary conditions,
ψ˜ = 0 and ψ˜y = 0 for, y = 0, 0 ≤ x ≤ xmax,
ψ˜y = 0 and ω˜ = 0 for, y = ymax, 0 ≤ x ≤ xmax,
ψ˜ = 0 and ω˜ = 0 for, x = 0, 0 ≤ y ≤ ymax,
ψ˜xx = 0 and ω˜ − ψ˜yy = 0 for, x = xmax, 0 ≤ y ≤ ymax.
To find ψ˜, ω˜ and λ for different Re, β and grid sizes we have already solved
equations (4.60) and (4.61) with their boundary conditions for ψ̂ and ω̂ in the
previous section, and when we used this stationary solution to feed into equations
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(4.62) and (4.63) and by using functions y = f (z) and x = f (ξ) where,
d
dy
=
dz
dy
d
dz
and
d
dx
=
dξ
dx
d
dξ
,
we also have,
d2
dy2
=
d2z
dy2
d
dz
+
(
dz
dy
)2
d2
dz2
and
d2
dx2
=
d2ξ
dx2
d
dξ
+
(
dξ
dx
)2
d2
dξ2
,
we got the following discrete equation:(
dz
dy
)(
Dzψ̂
)
kj
(
dξ
dx
)
ω˜k+1j − ω˜k−1j
2∆ξ
+
(
dz
dy
)(
Dzψ˜
)
kj
(
dξ
dx
)
ω̂k+1j − ω̂k−1j
2∆ξ
−
(
dz
dy
)
(Dzω˜)kj
(
dξ
dx
)
ψ̂k+1j − ψ̂k−1j
2∆ξ
−
(
dz
dy
)
(Dzω̂)kj
(
dξ
dx
)
ψ˜k+1j − ψ˜k−1j
2∆ξ
=
1
Re
(
d2ξ
dx2
)
ω˜k+1j − ω˜k−1j
2∆ξ
+
1
Re
(
dξ
dx
)2
ω˜k+1j − 2ω˜kj + ω˜k−1j
(∆ξ)2
+
1
Re
(
d2z
dy2
)
(Dzω˜)kj +
1
Re
(
dz
dy
)2 (
D2z ω˜
)
kj
− λω˜kj,
(4.64)
and
ω˜kj =
(
d2ξ
dx2
)
ψ˜k+1j − ψ˜k−1j
2∆ξ
+
(
dξ
dx
)2
ψ˜k+1j − 2ψ˜kj + ψ˜k−1j
(∆ξ)2
+(
d2z
dy2
)(
Dzψ˜
)
kj
+
(
dz
dy
)2 (
D2z ψ˜
)
kj
,
1 ≤ k ≤ m and 0 ≤ j ≤ N. (4.65)
The stability equations above with their boundary condition can be written
in the form of the general linear system,
A¯kT¯k−1 + B¯kT¯k + C¯kT¯k+1 = λR¯kT¯k 1 ≤ k ≤ m. (4.66)
All the matrices A¯k, B¯k and C¯k which we have written in the linear system
above are similar to the matrices Ak, Bk and Ck which we have obtained before
in the previous section, in the linearization, with the exception of ψ¯ and Ω which
have to be replaced by ω̂ and ψ̂.
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In addition, the vectors R¯ here are different,
(
R¯
)
k
= 0. (4.67)
Here, the form of the general linear system (4.66) can be expressed in the
form of a generalized eigenvalue problem given by,
J¯T¯ = λR¯T¯, (4.68)
where
T¯ =
[
T¯1, T¯2, . . . , T¯m−1, T¯m
]T
,
R¯ =

R¯1
R¯2
R¯3
. . .
R¯m−1
R¯m

, (4.69)
and
J =

B¯1 C¯1
A¯2 B¯2 C¯2
A¯3 B¯3 C¯3
A¯4 B¯4 C¯4
. . .
. . .
. . .
A¯m−1 B¯m−1 C¯m−1
A¯m B¯m

. (4.70)
Finally, to obtain eigenvalues λ and eigenvectors T¯ we solve the generalized
eigenvalue problem (4.68) using ARPACK.
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4.8.2 Results of Global Stability Analysis
Here we will discuss in detail the results we have obtained through our work with
global stability analysis to determine the stability of the flow through a channel.
In the system we have formulated the eigenvalue can be real or complex.
Therefore, to determine the stability of the flow we have to calculate the eigen-
value and determine if the smallest magnitude of the real part of eigenvalue is
positive or negative. Thus,
1-The flow will be temporally unstable with growing perturbation, if the real
part of the eigenvalue is negative.
2- The flow will be temporally stable with decreasing perturbation if the real
part of the eigenvalue is positive.
3-The flow will be marginally stable if the real part of the eigenvalue equals
zero, but the imaginary part has any value other than zero.
4-An exchange of stabilities takes place when both parts of the eigenvalue,
real and imaginary, have values which equal zero.
From calculating the results for the basic flow we have observed that there
are two solutions, one in the lower branch and the other in the upper branch, as
well as a turning point. Here, by calculating the global stability result, we have
determined that the first solution on the lower branch is stable, while, after the
turning point bifurcation, the second solution on the upper branch is unstable.
At the turning point bifurcations these changing stabilities are not unusual, but
for this particular flow a turning point bifurcation has been discovered here for
the first time.
In the global stability calculations for the two solutions the values of the
real eigenvalues move along the real axis towards the origin approaching the
turning point. The first solution figure (4.25.a) shows that the real part of the
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eigenvalues does not change signs meaning does not crossing the imaginary axis,
which indicates that the short bubble branch is stable, while the second solu-
tion figure(4.25.b) shows the real part of the eigenvalue spectrum as well as the
changing signs of the real eigenvalue which indicates that the long bubble branch
is unstable. The changing signs in the eigenvalue spectrum as we move from the
lower solution branch to the upper solution branch further confirm the presence
of the turning point.
Throughout our computations the solutions have been calculated for both
branches with various values for the different parameters.
In the beginning, using various domain checks in order to check convergence,
we determined that the result is grid independent for different values of N , where
m = 501 is fixed for both, the stable solution in the lower branch (figure (4.26.a)),
as well as the unstable solution in the upper branch (figure (4.26.b)).
On the other hand, for both, the stable and unstable solutions, results are
not grid independent, although we observe a slow trend towards it, when using
different numbers of Chebychev points, m = 401, m = 501, m = 1001, and
m = 1501, while the number of finite difference points remains fixed at N = 100,
as shown in figure (4.27.a) for the stable solution and figure (4.27.b) for the
unstable solution. The figure (4.27) shows that for the lower branch the number
of eigenvalues changes most.
In the previous section we have expressed the general linear system(4.66) in
the form of the generalized eigenvalue problem,
J¯T¯ = λR¯T¯. (4.71)
In this system, to ensure that ARPACK would not miss any unstable modes
with a large imaginary part, we have generated many more eigenvalues than
needed because ARPACK cannot specify that the smallest real part be calculated,
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but only the smallest magnitude complex number. Figure (4.28.a) shows that
when we generate 200, 400 and 600 eigenvalues to determine the critical eigenvalue
for the stable solution, all the numbers of eigenvalues (nev) generated give the
same smallest real part. Working with the unstable solution we obtain the same
result as in the stable solution, as exhibited in figure(4.28.b).
Figures (4.29.a) and (4.29.b) show the results of our computations for the
eigenvalues with different values of σ in the stable and unstable solutions respec-
tively, to be convergent, where σ is a shift in spectral transformation (ARPACK).
All these computations have been made using the same Re, β and grid size,
which typically took the values, 50000, 0.0997 and N = 100, m = 501, respec-
tively.
To check for grid convergence for different values of ( nev ) and σ, all the
results have been calculated using three different grid sizes, 501, 1001 and 1501,
finite difference points with 100 Chebychev points. Increasing the value of finite
difference points had no effect on grid independence and results have been found
to be convergent.
Figures (4.30.a) and (4.30.b) illustrate that for typically 1501 finite difference
points and 100 Chebychev points the flow is about to undergo another kind of
bifurcation, a Hopf bifurcation. In both, the stable and unstable solutions, the
eigenvalues of the Hopf bifurcation tend to zero, but do not cross the imaginary
axis. But in the unstable solution at the largest separated region of our calcu-
lations for these high gradients, where Re = 50000 and β = 0.0908, we observe
that the eigenvalues of the Hopf bifurcation cross the imaginary axis with the
eigenvalue of the turning point bifurcation which we have calculated previously,
see figure (4.31).
As explained earlier, in the formulation of our system a stable mode is indi-
cated by a positive real part of the eigenvalue, while a negative real part of the
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eigenvalue shows an unstable mode. For these computations we used ARPACK,
to calculate eigenvalues as well as the corresponding eigenvectors.
In the first solution on the lower branch the channel flow is linearly stable
within the range of computed Re. These results are shown in figure (4.32) and
this figure shows the comparison between increasing values of Re and the smallest
real part of the eigenvalue ℜ (λs), with varying values for β. From this figure
(4.32) and table (4.4) we see that when we increase the value of the Re, the
smallest critical real part of eigenvalue ℜ (λs) is positive and decreases very close
to zero. For the unstable solution, figure (4.33) and table (4.5) illustrates that
with increasing value of Re, the smallest critical real part of eigenvalue is negative
and crosses the imaginary axis. The grid size we use here in this computation is
N = 100, m = 1501.
β = 0.0997 β = 0.1
Re ℜ (λs) ℜ (λs)
1000 0.36548E+00 0.36459E+00
5000 0.22437E+00 0.22432E+00
10000 0.15788E+00 0.15785E+00
20000 0.12121E+00 0.12119E+00
30000 0.99102E-01 0.99083E-01
40000 0.88420E-01 0.88399E-01
50000 0.83138E-01 0.83114E-01
60000 0.80763E-01 0.80735E-01
70000 0.73678E-01 0.65652E-01
80000 0.26100E-01 0.52364E-02
Table 4.4: Comparison of Re and the smallest real part of the eigenvalue ℜ (λs)
for lower branch solution, with different values for β at ymax = 0.3, N = 100 and
m = 1501.
The figures (4.34) show contour plots of the real part of the eigenfunction
for the disturbance streamfunction for various grid sizes, on the unstable branch
with Re = 50000, N = 100 and β = 0.0997. Note that since the eigenvalue
is real, the imaginary part of the eigenfunction can be taken to be zero. The
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β = 0.0997 β = 0.1
Re ℜ (λs) ℜ (λs)
37000 -0.15326E-01 -0.15681E-01
40000 -0.16542E-01 -0.16847E-01
45000 -0.18778E-01 -0.19356E-01
50000 -0.21961E-01 -0.22628E-01
55000 -0.24996E-01 -0.25556E-01
60000 -0.27356E-01 -0.27683E-01
65000 -0.28713E-01 -0.28635E-01
70000 -0.28613E-01 -0.27813E-01
75000 -0.26118E-01 -0.23733E-01
80000 -0.17888E-01 -0.48057E-02
Table 4.5: Comparison of Re and the smallest real part of the eigenvalue ℜ (λs)
for upper branch solution with different values for β at ymax = 0.3, N = 100 and
m = 1501.
eigenfunction is normalised so that the maximum value is unity in the region
0 < x < 20. The contour plots in figures (4.34) show that the the eigenvector is
converged for different grid sizes in the region shown. Note that the calculated
imaginary part of the eigenfunction was not zero but exhibited an oscillation, but
with zero mean, for any fixed y value. This is an indication of numerical errors,
which we speculate would be reduced by appropriate choice of grid sizes, and
using different boundary conditions at the outlet boundary. It was not feasible
to conduct these investigations because of insufficient computational resources.
The global stability results that have been presented in this section are shown
to be linearly stable in the first solution on the lower branch and unstable in the
second solution of the upper branch, while the change from stable to unstable,
as we move from the lower to the upper branch of the solutions, further confirms
the presence of the turning point. To confirm the results of the global stability
analysis and to get accurate values for the critical parameters of stability loss
we use linear temporal simulations of the unsteady equations as discussed in the
following section.
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Figure 4.25: Plot showing eigenvalues for two solutions, lower and upper branches
at ymax = 0.3, Re = 50000, β = 0.0997, N = 100 and m = 501.
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(b) Upper branch
Figure 4.26: Plot showing eigenvalues for two solutions, lower and upper branches
at ymax = 0.3, Re = 50000, β = 0.0997 and different grid sizes for N = 80, 90, 100
and m = 501.
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Figure 4.27: Plot showing eigenvalues for two solutions, lower and upper branches
at ymax = 0.3, Re = 50000, β = 0.0997 and different grid sizes for m =
401, 501, 1001, 1501 and N = 100.
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(b) Upper branch
Figure 4.28: Plot showing the different number of eigenvalues for two solutions,
lower and upper branches at ymax = 0.3, Re = 50000, β = 0.0997, m = 501 and
N = 100.
CHAPTER 4. 2D FLOW IN A CHANNEL WITH SUCTION 147
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−1.5
−1
−0.5
0
0.5
1
1.5
 
 
σ=−2
σ=−3
σ=−4
ℜ (λ)
ℑ
(λ
)
(a) Lower branch
−0.05 0 0.05 0.1 0.15 0.2 0.25 0.3
−1.5
−1
−0.5
0
0.5
1
1.5
 
 
σ=−2
σ=−3
σ=−4
ℜ (λ)
ℑ
(λ
)
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Figure 4.29: Plot showing the eigenvalues with varying shift-σ for two solutions,
lower and upper branches, at ymax = 0.3, Re = 50000, β = 0.0997, m = 501 and
N = 100.
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(b) Unstable solution
Figure 4.30: Plot showing eigenvalues for two solutions, stable and unstable, at
ymax = 0.3, Re = 50000, β = 0.0997, N = 100 and m = 1501.
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(b) Diagram of eigenvalues crossing the imaginary axis
Figure 4.31: Plot showing eigenvalues for unstable solution at the largest sepa-
rated region where ymax = 0.3, Re = 50000, β = 0.0908, N = 100 and m = 1501.
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Figure 4.32: Comparison between increasing values of Re and the smallest real
part of the eigenvalue ℜ (λs) for lower branch solution, with varying values for β
at ymax = 0.3, N = 100 and m = 1501.
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Figure 4.33: Comparison between increasing values of Re and the smallest real
part of the eigenvalue ℜ (λs) for upper branch solution, with varying values for
β at ymax = 0.3, N = 100 and m = 1501.
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Figure 4.34: Contour plots of the real part of the stream function eigenvector
for unstable solution, where ymax = 0.3, Re = 50000, β = 0.0997, N = 100 and
different m = 1001, 1501, 2001.
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4.9 Linear Temporal Simulation
In this section we apply linear temporal simulation to investigate the stability of
the channel flow, using the linearized unsteady Navier-Stokes equations describing
the flow. We will verify that our results are numerically stable by performing a
stability test, using Re = 50000, β = 0.0997, N = 100 and m = 501.
4.9.1 Verifying Numerical Stability
The form of the incompressible, unsteady Navier-Stokes equations in stream func-
tion ψ and vorticity ω in the channel flow is given as,
ωt + ψyωx − ψxωy = 1
Re
(ωxx + ωyy) , (4.72)
ω = (ψxx + ψyy) , (4.73)
with boundary conditions,
ψ = 0, ψy = 0 for y = 0, 0 ≤ x ≤ xmax,
ψy = 1− βψˆs, ω = 0 for y = ymax, 0 ≤ x ≤ xmax,
ψ = y, ω = 0 for x = 0, 0 ≤ y ≤ ymax,
ψxx = 0, ω − ψyy = 0 for x = xmax, 0 ≤ y ≤ ymax.
Assuming the total flow to be separated into a basic flow and a perturbed
flow we get:
ψ = ψ̂ (x, y) + δ ~ψ (x, y, t) , (4.74)
ω = ω̂ (x, y) + δ~ω (x, y, t) . (4.75)
where ψ and ω are total flow, ψ̂ and ω̂ denote the basic flow, perturbed flow is
expressed as variables with a bar, and δ is a small number (δ ≪ 1).
By substituting equations (4.74) and (4.75) into equations (4.72) and (4.73)
and neglecting terms of O (δ2) we obtain,
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First, a steady system of equations
ψ̂yω̂x − ψ̂xω̂y = 1
Re
(ω̂xx + ω̂yy) , (4.76)
ω̂ =
(
ψ̂xx + ψ̂yy
)
. (4.77)
Second, the stability equations
ω̂t + ψ̂y~ωx + ~ψyω̂x − ψ̂x~ωy − ~ψxω̂y = 1
Re
(~ωxx + ~ωyy) , (4.78)
~ω =
(
~ψxx + ~ψyy
)
. (4.79)
From equations (4.78) and (4.79) we can see that ~ω and ~ψ have a trivial
solution, meaning that these equations are homogeneous. Because the values of
~ω and ~ψ must be very small in order to obtain a numerically stable solution for
equations (4.78) and (4.79), we are going to use relations (4.74) and (4.75) to
change the equations (4.78) and (4.79) from homogeneous to non-homogeneous
equations by substituting ~ω = ω−ω̂ and ~ψ = ψ−ψ̂ into (4.78) and (4.79) arriving
at,
ωt + ψ̂yωx + ψyω̂x − ψ̂xωy − ψxω̂y − 1
Re
(ωxx + ωyy)
= 2
(
ψ̂yω̂x − ψ̂xω̂y
)
− 1
Re
(ω̂xx + ω̂yy) , (4.80)
ω − (ψxx + ψyy) = ω̂ −
(
ψ̂xx + ψ̂yy
)
.
(4.81)
By substituting the steady system of equations (4.76) and (4.77) into equa-
tions (4.80) and (4.81) we obtain the following equations. These equations with
their corresponding boundary conditions are solved for ω and ψ.
ωt + ψ̂yωx + ψyω̂x − ψ̂xωy − ψxω̂y − 1
Re
(ωxx + ωyy) = ψ̂yω̂x − ψ̂xω̂y(4.82)
ω − (ψxx + ψyy) = 0. (4.83)
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Again, as in previous sections, by using functions y = f (z) and x = f (ξ)
where,
d
dy
=
dz
dy
d
dz
and
d
dx
=
dξ
dx
d
dξ
,
we also have,
d2
dy2
=
d2z
dy2
d
dz
+
(
dz
dy
)2
d2
dz2
and
d2
dx2
=
d2ξ
dx2
d
dξ
+
(
dξ
dx
)2
d2
dξ2,
we got the following equations:
ωt +
[
dz
dy
dψ̂
dz
][
dξ
dx
dω
dξ
]
+
[
dz
dy
dψ
dz
] [
dξ
dx
dω̂
dξ
]
−
[
dξ
dx
dψ̂
dξ
] [
dz
dy
dω
dz
]
−
[
dξ
dx
dψ
dξ
] [
dz
dy
dω̂
dz
]
− 1
Re
[
d2ξ
dx2
dω
dξ
+
(
dξ
dx
)2
d2ω
dξ2
+
d2z
dy2
dω
dz
+
(
dz
dy
)2
d2ω
dz2
]
=
[
dz
dy
dψ̂
dz
] [
dξ
dx
dω̂
dξ
]
−
[
dξ
dx
dψ̂
dξ
][
dz
dy
dω̂
dz
]
, (4.84)
and
ω −
[
d2ξ
dx2
dψ
dξ
+
(
dξ
dx
)2
d2ψ
dξ2
+
d2z
dy2
dψ
dz
+
(
dz
dy
)2
d2ψ
dz2
]
= 0. (4.85)
To develop the above equations in time, a first order backward difference
method is used to discretize the term for the time derivative which is illustrated
by the first term in the following scheme.
ωp+1 − ωp
∆t
+
(
dz
dy
)(
Dzψ̂
)
kj
(
dξ
dx
)
ωp+1k+1j − ωp+1k−1j
2∆ξ
+
(
dz
dy
)(
Dzψ
p+1
)
kj(
dξ
dx
)
ω̂k+1j − ω̂k−1j
2∆ξ
−
(
dz
dy
)(
Dzω
p+1
)
kj
(
dξ
dx
)
ψ̂k+1j − ψ̂k−1j
2∆ξ
−
(
dz
dy
)
(Dzω̂)kj
(
dξ
dx
)
ψp+1k+1j − ψp+1k−1j
2∆ξ
− 1
Re
(
d2ξ
dx2
)
ωp+1k+1j − ωp+1k−1j
2∆ξ
− 1
Re
(
dξ
dx
)2 ωp+1k+1j − 2ωp+1kj + ωp+1k−1j
(∆ξ)2
− 1
Re
(
d2z
dy2
)(
Dzω
p+1
)
kj
− 1
Re
(
dz
dy
)2 (
D2zω
p+1
)
kj
=
(
dz
dy
)(
Dzψ̂
)
kj
(
dξ
dx
)
ω̂k+1j − ω̂k−1j
2∆ξ
−
(
dz
dy
)
(Dzω̂)kj
(
dξ
dx
)
ψ̂k+1j − ψ̂k−1j
2∆ξ
, (4.86)
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and
ωp+1kj −
(
d2ξ
dx2
)
ψp+1k+1j − ψp+1k−1j
2∆ξ
−
(
dξ
dx
)2 ψp+1k+1j − 2ψp+1kj + ψp+1k−1j
(∆ξ)2
−
(
d2z
dy2
)(
Dzψ
p+1
)
kj
−
(
dz
dy
)2 (
D2zψ
p+1
)
kj
= 0,
1 ≤ k ≤ m and 0 ≤ j ≤ N, (4.87)
where ∆t is the time step and superscript p denotes variables from the previous
time levels, while p+ 1 denotes variables from the present time levels.
The above schemes (4.86) and (4.87) have been discretized by using the Cheby-
chev collocation combined with second order central difference in y-direction and
x-direction, respectively, as previously described in section 4.3.
These equations (4.86) and (4.87) with their boundary conditions can be
written in the form of a general linear system,
J˜Φ˜ = R˜, (4.88)
where Φ˜ is the vector of the unknown streamfunction and vorticity is expressed
as,
Φ˜ =
 ψp+1
ωp+1
 (4.89)
and the block tridiagonal matrix J˜ which has been written in the linear system
above is similar to the block tridiagonal matrix J which we have obtained before
in section (4.5), while additional terms arise from the unsteady term and are
easily incorporated into the solve. The vector Φ˜ in the linear system (4.88) was
solved by using a direct solver and utilizing the sparsity pattern of the block
tridiagonal matrix.
Figures (4.42) and (4.43) demonstrate the maximum values of ~ψ
(
~ψmax
)
and
~ω (~ωmax) at each time step for the whole time range (t) respectively and affirm
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that the numerical method is stable. The maximum values for ~ψ and ~ω were
obtained by subtracting the base flow from the total flow.
Following, we will discuss the simulation employing the numerical method
which has been proven to be stable from the results of the previous computations.
The equations below are the governing equations for the channel flow, followed
by the boundary conditions
ωt + ψ̂yωx + ψyω̂x − ψ̂xωy − ψxω̂y − 1
Re
(ωxx + ωyy) = ψ̂yω̂x − ψ̂xω̂y(4.90)
ω − (ψxx + ψyy) = 0. (4.91)
ψ = f (x, t), ψy = 0 for y = 0, 0 ≤ x ≤ xmax,
ψy = 1− βψˆs, ω = 0 for y = ymax, 0 ≤ x ≤ xmax,
ψ = y, ω = 0 for x = 0, 0 ≤ y ≤ ymax,
ψxx = 0, ω − ψyy = 0 for x = xmax, 0 ≤ y ≤ ymax.
where
f (x, t) =
[
e−20(x−1.5)
2
] [
e−50(t−1)
2/(1000
√
pi)
]
Here, we investigate the effects on the above flow of the introduction of a
source of perturbation, i.e. a change in the boundary conditions at the wall, as
well as the development of this perturbation as time increases. We are using the
same simulation method as Boppana (2007).
The equation(4.90) we arrived at previously, can be expressed as,
ωt + ψ̂yωx + ψyω̂x − ψ̂xωy − ψxω̂y − 1
Re
(ωxx + ωyy)︸ ︷︷ ︸
V
= ψ̂yω̂x − ψ̂xω̂y.(4.92)
In the segment below we will discretize the time derivative term.
1- The first time step.
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Here, we use the Crank-Nicholson scheme, where equation (4.92) becomes,
ωp+1 − ωp
∆t
+
V p+1 + V p
2
= ψ̂yω̂x − ψ̂xω̂y.
=⇒
2
∆t
ωp+1 + V p+1 =
2
∆t
ωp − V p + ψ̂yω̂x − ψ̂xω̂y. (4.93)
In our computations, the value for the time levels starts at p = 0, then we
obtain ψ(0) and ω(0) from the basic flow, while we obtain ψ(1) and ω(1) when we
solve equations (4.91) and (4.93) with the corresponding boundary condition.
2- The second time step and later.
We use here a second order backward difference scheme, where equation (4.92)
becomes,
1
∆t
(
3
2
ωp+2 − 2ωp+1 + 1
2
ωp
)
+ V p+2 = ψ̂yω̂x − ψ̂xω̂y.
=⇒
3
2∆t
ωp+2 + V p+2 =
4ωp+1 − ωp
2∆t
+ ψ̂yω̂x − ψ̂xω̂y. (4.94)
After obtaining the solution for two time levels from the first time step above,
we can therefore obtain ψp+2 and ωp+2 by solving equations (4.91) and (4.94)
with corresponding boundary conditions.
4.9.2 Results of the Simulation
In the linear temporal simulation to track the convergence to an asymptotic state
we use the horizontal velocity (u) at a randomly chosen node (x, y) = (0.1, 1.4),
where, typically, we use Re = 50000, β = 0.0997 and ∆t = 0.025, in calculating
our results.
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Figure (4.35.a) illustrates that the first solution on the lower branch is stable,
where t = 300, whereas the second solution on the upper branch is unstable,
where t = 1000, as shown in figure (4.35.b). After performing various grid size
checks with increasing accuracy for Chebychev points (N) in y-direction, as well
as varying finite difference points (m) in x-direction, the solutions on the lower
and upper branches remain the same. See figure (4.36) for different N and figure
(4.37) for different m.
In the first solution on the lower branch, at each time interval and for each
of the three different time steps used, ∆(t) = 0.025, 0.0125 and 0.05, when we
compute the value of (u), the results are graphically similar and grid indepen-
dent, as presented in figure (4.38). Figure (4.38.a) shows the full time range (t),
while figure (4.38.b) shows the time range (t) truncated. From these results we
chose ∆(t) = 0.025 as the most suitable and least time-consuming one for our
calculations. At the same time, in the second solution on the upper branch our
computations give us identical results, see figure (4.39.a) and figure (4.39.b) for
the whole range of (t) and truncated (t), respectively.
As mentioned in section (4.8.2) on results of global stability analysis, the
second solution on the upper branch is unstable. Here in the linear simulation
the velocity (u) has the form:
u (x, y, t) = ektf (x0, y0) . (4.95)
To confirm our results in the global stability, the value of (k) in the equation
(4.95) should agree with the smallest real part of the eigenvalue ℜ (λs) in the
global stability after a long time. From the simulation the growth rate k was
estimated via
k =
Gt (t)
G (t)
≃ G (t+∆t)−G (t−∆t)
2G (t)
,
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with various measures taken for G(t). In the figure (4.40) results are shown with
G (t) =
(∫ ∫
u2dxdy
)1
2
,
with the integral taken over the whole domain and approximated unmerically
using a trapezoidal rule. From figure (4.40) it is evident that the value of (k) is
very close to the predicted value of ℜ (λs) for various m which means that the
results of the linear temporal simulation in the unstable solution on the upper
branch are in excellent agreement with the smallest real part of the eigenvalue
obtained from the global stability analysis of the second solution. Other measures,
for example taking G (t) = u (x0, y0, t), gave similar results, with the mean value
of k in good agreement with the predicted values. In the figure (4.40) some
oscillation can be seen in k, and with other measures these were large.
Further confirmation of the agreement can be seen in the contour plot of the
perturbation streamfunction shown in figure (4.41) taken at time t = 199.9. This
can be compared with the contour of the eigenvector shown in figure (4.34)
4.10 Conclusions
The numerical technique employed to calculate a two dimensional boundary layer
flow in a channel with a suction port on the upper wall, which involves Chebychev
collocation in one direction, combined with finite differences in the other direction,
proved to be adequate and gave good results.
Investigating the formation of a laminar separation bubble on the lower wall
of a channel with a suction profile on the upper wall, we find that the size of the
bubble depends on the strength of the adverse pressure gradient.
Of interest here is that for the first time in this particular problem we discov-
ered two solutions as well as a turning point as the solutions move from the the
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lower to the upper branch. Characteristic for the flow on the lower, first solution
branch is a short separation bubble, while we have a larger separation bubble on
the second solution upper branch.
In the basic flow, our computations for both solutions obtained good results
and showed these results to be grid independent of m for any given values of N ,
but in the opposite case, when N is fixed and for different values of m, results
tend towards convergence.
The length of the separation bubble depends on the suction ratio β which
in turn depends on the value of the Reynolds numbers. This means that in the
first solution on the lower branch the separation bubble becomes larger when the
suction ratio increases as a result of the decrease in the value of the Reynolds
number Re. While in the second solution on the upper branch the separation
bubble becomes larger when the suction ratio decreases as a result of the increase
in the value of the Reynolds number Re.
The global stability and linear temporal simulation results both indicate that
the first solution on the lower branch is stable, while the second solution on the
upper branch is unstable. In addition, computations for various grid checks con-
firmed for both, stable and unstable solutions, that the result is grid independent
for different values of N , but not quite convergent for different values of m. In
the global stability analysis the smallest real part of the eigenvalue approaches
and crosses the imaginary axis as it moves from the lower, stable solution branch
to the upper unstable solution branch and confirms the presence of the turning
point. In linear temporal simulation we obtain that the results are convergent
for varying values of ∆(t) in the two solutions.
Comparison between the value of the smallest real part of the eigenvalue
which we obtained from the global stability analysis in the unstable solution
on the upper branch and the results of linear temporal simulation were good
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agreement.
4.11 Comparison of Results with Literature
This current study, to the best of our knowledge, is the first work to calculate
two solution branches and the turning point bifurcation in the two dimensional
boundary layer flow in a channel with a suction on the upper wall. To investigate
the stability of the flow the global stability analysis has been applied in this
particular problem for the first time as well. Consequently, comparisons of our
computational results to the results of previous works which we have discussed
in the literature review in chapter 2, are limited.
In the computations of incompressible Navier-Stokes equations of Pauley et al.
(1990), Hsiao & Pauley (1994), Alam & Sandham (2000) and Cassel et al. (2007),
as well as in our work, the Blasius boundary layer solution was used at the inlet
of the computational domain, while the boundary conditions we used here are
different from theirs.
Similar behaviour in the response of the separation bubble to an increase in
the adverse pressure gradient was found in the study of Pauley et al. (1990) and
our computations. Increased suction produced a lengthening of the separated
region. In their work the separation bubble remained steady until the critical
value of suction strength S = 0.12, which marks the onset of unsteady separation.
When they investigated the timestep independence of the solution they used two
different timesteps ∆T = 0.005 and ∆T = 0.0025. They obtained that the two
step sizes for flow velocities and shedding frequencies differed by at most 0.5%,
while in the two solutions we obtained when we computed the velocity u for
three different time steps ∆(t) = 0.025, 0.0125 and 0.05, our results were grid
independent.
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Hsiao & Pauley (1994), quite opposite to our findings, did not obtain a stable
solution of laminar flow at high Reynolds numbers for their full Navier-Stokes
computation, although they used the same geometry as we did, but with a differ-
ent value for channel height H = 0.2096. In their computation, when separation
occurred at high suction strength, the boundary layer became unstable near the
reattachment point. This differs from our result which produced two solutions,
one stable and the other unstable.
In comparing our results with Alam & Sandham (2000) we are in agreement
with their description in the three-dimensional case study of the separation bub-
ble as being located in the region of the strongest adverse pressure gradient,
as well as their finding that a stronger suction resulting in a stronger adverse
pressure gradient produces a longer bubble. In their work in three dimensions
with numerical stability, they classified their simulated bubbles as convectively
unstable, meaning spatially unstable, while we observed in our work with global
stability analysis that in the first solution the short bubble is stable, whereas the
long bubble in the second solution is unstable.
Comparing our study with Cassel et al. (2007), we show a schematic compari-
son in table (4.6) between our results for the critical suction ratio when flow starts
to separate at different Reynolds numbers and those given by Cassel. Although
our boundary conditions are different from those used by Cassel it becomes ev-
ident from this table that the same effect we observed in our study has been
observed by Cassel, i.e., that when we increase the value of the Reynolds num-
ber the critical suction ratio decreases. We can also see that while we use the
same values for Reynolds numbers our values for critical suction ratios are smaller
than those used by Cassel. We note that the channel height Cassel worked with
is H ≤ 0.25, while the channel height we worked with is H = 0.3. Similarities
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in our results can also be observed in their mention of a steady recirculation re-
gion in the steady Navier-Stokes solutions of a channel flow with suction, where
they describe the effect of a suction slot in the upper wall on the formation of a
recirculation region in the lower wall.
Cassel study This study
Re (βs) (βs)
5000 0.205 0.111
10000 0.170 0.110
20000 0.134 0.101
50000 0.105 0.096
Table 4.6: Comparison of the critical values of suction ratio βs and Re, for Cassel
study and this study.
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Figure 4.35: Plot showing u(0.1, 1.4, t) evolving with time t for two solutions
lower and upper branches at ymax = 0.3, Re = 50000, β = 0.0997, N = 100 and
m = 501.
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Figure 4.36: Plot showing u(0.1, 1.4, t) evolving with time t for two solutions,
lower and upper branches, at different grid sizes for N = 80, 90, 100 and m = 501,
where ymax = 0.3, Re = 50000, β = 0.0997.
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Figure 4.37: Plot showing u(0.1, 1.4, t) evolving with time t for two solutions,
lower and upper branches, at different grid sizes for m = 401, 501, 1001, 1501 and
N = 100 where ymax = 0.3, Re = 50000, β = 0.0997.
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Figure 4.38: Plot showing u(0.1, 1.4, t) evolving with time t for lower branch at
different time steps ∆(t), where ymax = 0.3, Re = 50000, β = 0.0997, m = 501
and N = 80.
CHAPTER 4. 2D FLOW IN A CHANNEL WITH SUCTION 169
0 100 200 300 400 500 600 700 800 900 1000
−18
−16
−14
−12
−10
−8
−6
−4
−2
0
2
x 104
 
 
∆t=0.025
∆t=0.0125
∆t=0.05
t
u
(a) Upper branch
0 2 4 6 8 10 12 14 16 18 20
−10
−5
0
5
x 10−4
 
 
∆t=0.025
∆t=0.0125
∆t=0.05
t
u
(b) Detailed view of the same signal
Figure 4.39: Plot showing u(0.1, 1.4, t) evolving with time t for the upper branch
for different time steps ∆(t) where ymax = 0.3, Re = 50000, β = 0.0997, m = 501
and N = 80.
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(a) k calculated numerically as compared with the smallest real part of the eigenvalue
(ℜ (λs) ≈ −0.021961) where m=1501
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(b) k calculated numerically as compared with the smallest real part of the eigenvalue
(ℜ (λs) ≈ −0.025407) where m=1001
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(c) k calculated numerically as compared with the smallest real part of the eigenvalue
(ℜ (λs) ≈ −0.024085) where m=501
Figure 4.40: Plot showing k evolving with time t for the upper branch as com-
pared with the predicted smallest real part of the eigenvalue (ℜ (λs)) for different
m, where ymax = 0.3 Re = 50000, β = 0.0997, and N = 100. The dashed
line shows the smallest real part of the eigenvalue as predicted from the global
stability analysis.
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Figure 4.41: Plot showing the perturbations streamfunction with time t = 199.9
at ymax = 0.3, Re = 50000, β = 0.0997, N = 100 and m = 1501.
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Figure 4.42: Plot showing the perturbations with time t at ymax = 0.3, Re =
50000, β = 0.0997, N = 100 and m = 501.
0 50 100 150 200 250 300
1
1.5
2
2.5
3
3.5
4
4.5
x 10−4
y
t
Figure 4.43: Plot showing the perturbations with time t at ymax = 0.3, Re =
50000, β = 0.0997, N = 100 and m = 501.
Chapter 5
Different Boundary Conditions in
Two-Dimensional Boundary
Layer Flow in a Channel with
Suction on the Upper Wall
5.1 Introduction
In this chapter we study a two-dimensional boundary layer flow in a channel
with a suction on the upper wall, as we have done in the previous chapter, where
we have obtained satisfactory results, meaning two solutions on the upper and
lower branches respectively, as well as a turning point. Here, we solve the same
steady Navier-Stokes equations, but with different boundary conditions, in order
to check for changes in the solutions when we introduce slight differences in the
boundary conditions, as well as to determine which boundary conditions can
be useful for working with this problem. The predominant differences in the
boundary conditions we worked with in the previous chapter and those used in
173
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the three cases treated in this chapter, are located on the upper wall.
Here we discuss the study of these various different boundary conditions in
the three cases below.
The first boundary condition which is discussed in case 1 shows itself to be
only partially useful in our work, as explained later in this chapter.
Case 2 is mainly a discussion of the results we obtained when we worked with
a variation in the boundary condition used in case 1. This variation was very
slight and located in the upper wall only, but yielded several different results.
The boundary condition described in case 3 is similar to that studied by Alam
& Sandham (2000) but it proves to be not suitable for solving our problem for
reasons given later in the following section.
Below we show the different boundary conditions of cases 1 to 3 and in the
next section we will discuss each case separately.
The boundary conditions for case 1 are as follows:
ψ = 0, ψy = 0 for y = 0,
ψ = βψˆs + ymax, ω = βωˆs for y = ymax,
ψ = y, ω = 0 for x = 0,
ψ = ymax
2
(1− β)
(
y
ymax
)2 (
3− y
ymax
)
, ω = 3
ymax
(1− β)
(
1− y
ymax
)
for x = xmax.
Case 2 is the outcome of our work with case 1, all the boundary conditions
being identical, except for a small variation in the boundary condition of the
upper wall, which is as follows:
ψ = 0, ψy = 0 for y = 0,
ψ = βψˆs + ymax, ψyy = 0 for y = ymax,
ψ = y, ω = 0 for x = 0,
ψ = ymax
2
(1− β)
(
y
ymax
)2 (
3− y
ymax
)
, ω = 3
ymax
(1− β)
(
1− y
ymax
)
for x = xmax.
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Finally, the boundary conditions in case 3 which are similar to the study by
Alam & Sandham (2000) are completely different from those in case 1 and 2, as
seen below:
ψ = ψb & ω = ωb for x = 0, 0 ≤ y ≤ ymax,
ψxx = 0 & ω = ψyy for x = xmax , 0 ≤ y ≤ ymax,
ψ = 0 & ψy = 0 for y = 0, 0 ≤ x ≤ xmax,
ψy = 1 & ψ = y − S(x) for y = ymax, 0 ≤ x ≤ xmax.
In the following sections we will show the results of the calculations of the
channel flow for these three cases, using the same problem formulation and nu-
merical method already discussed extensively in chapter 4 and summarized in the
section below.
5.2 Problem Formulation and Numerical Solu-
tion Procedure
The problem consists of a flow through a channel with a suction port and an
adjustable adverse pressure gradient on the upper wall leading to corresponding
changes in the separation conditions in the laminar boundary layer on the lower
wall.
We have written and solved the governing, non-dimensional, steady-state, 2-
D, incompressible Navier-Stokes equations in terms of streamfunction (ψ) and
vorticity (ω) formulation as,
ψyωx − ψxωy = 1
Re
(ωxx + ωyy) , (5.1)
ω = (ψxx + ψyy) . (5.2)
The Reynolds number here is given by Re = UL
ν
, while L is the characteristic
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entrance length, and the inlet velocity is U , with ν being the kinematic viscosity
of the fluid.
In the numerical techniques employed here we solved the incompressible Navier-
Stokes equation first by transforming, then discretizing the domain, using the
Chebychev collocation in the y-direction domain combined with the finite dif-
ference method for the first and second derivative on a non-uniform grid in the
x-direction. As in chapter 4, we use Newton linearization and correction terms to
linearize the equations. We solve the matrix which resulted from the discretiza-
tion through the combined use of Newton linearization with a direct solver in
order to solve the vorticity streamfunction form of the equation.
5.3 Case 1
The boundary conditions for the flow in this case, which are given below, differ
from those used in chapter 4 at y = ymax and x = xmax, while the values for ymax
and bs are changed as well (see Figure 5.1).
ψ = 0, ψy = 0 for y = 0,
ψ = βψˆs + ymax, ω = βωˆs for y = ymax,
ψ = y, ω = 0 for x = 0,
ψ = ymax
2
(1− β)
(
y
ymax
)2 (
3− y
ymax
)
, ω = 3
ymax
(1− β)
(
1− y
ymax
)
for x→∞,
where β is the suction ratio (control size),
ymax is channel height which equals 0.25,
ψˆs is a function defined as
ψˆs =
1
2
[
erf
(
−
√
bs (x− 1)
)
− 1
]
ymax,
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ωˆs is a function defined as
ωˆs = 2ymax
(
b
3
2
s
)
√
π
[x− 1] e−bs[x−1]2,
and bs is the set equal to 500.
x
∞
y
ymax
0 ψ = 0
ψy = 0
ω = 3
ymax
(1 − β)
“
1− y
ymax
”
ψ =
ymax
2
(1 − β)
“
y
ymax
”
2
“
3−
y
ymax
”
ω = βωˆs
ψ = βψˆs + ymax
ψ = y
ω = 0 boundary layer
Figure 5.1: Sketch of channel with suction with boundary conditions for case 1.
The equations with the boundary condition have to be solved to obtain ψ and
ω. The computational details for the matrices which describe the equations with
the above boundary conditions are given in Appendix B.
5.3.1 Case 1: Results and Solutions
The initial condition used here for calculating the Navier-Stokes equations is the
Blasius solution. In the present study the effect of an adverse pressure gradient
produced by a suction port on the upper wall of a channel leads to the develop-
ment of a separation bubble on the lower wall.
Results are described for different grid sizes, different values of Re and suction
ratios β.
Working with a large, sparse linear system where the number of unknowns
is 2(N + 1)m, we observe a good convergence to the steady solution, with the
codes of second order finite differences in x-direction and Chebychev collocation
in y-direction converging very well. The number of Chebychev points and finite
difference points used here isN = 90 andm = 501, respectively, with Re = 10000.
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In order to determine that our results are grid independent, computations were
made for different values of the total number of points m and N in x-direction
and y-direction, respectively.
The first computations with Re = 10000 are shown in figures (5.2) and (5.3).
In figure (5.2) streamlines are plotted for different values for N and fixed value
of m, while in figure (5.3) we have the opposite setup, meaning we have fixed
value of N and different values for m. From these figures we can observe that the
results are grid independent. We have plotted the velocity profile for different
values of N and fixed m in figures (5.4).
The second computations with Re = 15000 are seen here in figures (5.5) and
(5.6). In figure (5.5) streamline is plotted for different values for m and fixed
value of N , but in figure (5.6) we have fixed value of m and use different values
for N . The velocity profile plot shown in figure (5.7), also shows that our results
are grid independent.
As shown below, in table (5.1) and figure (5.8), after testing many different
values of Reynolds numbers Re we found that the critical suction ratio βs at which
separation occurs, decreases as the Reynolds number increases. (see table 5.1).
Another visualisation of the same effect is seen in figure (5.9), where we observe
that at fixed value of β = 0.219, but with increasing values of the Reynolds
number Re, the separation bubble increases in length.
From our calculations with different values for the suction ratio and Reynolds
number we have observed that when the adverse pressure gradient which is the
direct result of the suction strength, is weak, the separated region builds up into
a steady, closed separation bubble. When we increase suction corresponding to a
stronger pressure gradient the separated region lengthens, as seen in figure (5.10)
at fixed Reynolds number Re = 10000 and fixed grid size N = 100, m = 501.
Figure (5.11.a) shows the plot of the wall pressure for the whole domain, while
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Re βs
5000 0.205
7000 0.18
10000 0.165
15000 0.15
20000 0.134
30000 0.125
40000 0.119
50000 0.109
60000 0.107
80000 0.100
100000 0.095
Table 5.1: Comparison of the critical values of βs, and Re, for N = 80, m = 501,
ag = 1 and bs = 500 in (case 1).
figure (5.11.b) shows the wall pressure plot for the partial domain. It is evident
that after the initial event the pressure decreases in the x-direction, whereas, in
chapter 4 we observed that the pressure, after initial developments related to
the separation bubble, becomes constant. This difference in the wall pressure
solutions is the result of a slight difference between the boundary conditions in
the two cases.
Our computations for the basic flow in this case gave us good results which
allow us to further investigate the stability of the separated flow. But results here
allowed for only one solution, while we obtained two solutions and the turning
point bifurcation in chapter 4, due to the slight difference in boundary conditions
from chapter 4, which we introduced here.
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Figure 5.2: Streamline contour plots (case 1) for R = 10000, β = 0.219, ag = 1,
bs = 500 and different grid sizes for N = 80, 90, 100, 110 andm = 501. Solid line(-
) for streamline level and dashed line(...) for separation bubble. Here contour
levels are in intervals of (0.01).
CHAPTER 5. DIFFERENT BC’S IN 2D FLOW IN A CHANNEL 181
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(a) N=80, m=201
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(b) N=80, m=301
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(c) N=80, m=401
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(d) N=80, m=501
Figure 5.3: Streamline contour plots (case 1) for R = 10000, β = 0.219, ag =
1, bs = 500 and different grid sizes for m = 201, 301, 401, 501 and N = 80.
Solid line(-) for streamline level and dashed line(...) for separation bubble. Here
contour levels are in intervals of (0.01).
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Figure 5.4: Plot showing velocity profile (case 1) at R = 10000, β = 0.219, ag = 1,
bs = 500 and different grid sizes for N = 80, 90, 100, 110 and m = 501.
CHAPTER 5. DIFFERENT BC’S IN 2D FLOW IN A CHANNEL 183
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(a) N=100, m=801
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(b) N=100, m=901
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(c) N=100, m=1001
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(d) N=100, m=1101
Figure 5.5: Streamline contour plots (case 1) for R = 15000, β = 0.2, ag = 1,
bs = 500 and different grid sizes for m = 801, 901, 1001, 1101 and N = 100.
Solid line(-) for streamline level and dashed line(...) for separation bubble. Here
contour levels are in intervals of (0.01).
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Figure 5.6: Streamline contour plots (case 1) for R = 15000, β = 0.2, ag = 1, bs =
500 and different grid sizes for N = 80, 90, 100, 110 and m = 1001. Solid line(-
) for streamline level and dashed line(...) for separation bubble. Here contour
levels are in intervals of (0.01).
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Figure 5.7: Plot showing velocity profile (case 1) at R = 15000, β = 0.2, ag = 1,
bs = 500 and different grid sizes for N = 90, 100, 110, 120 and m = 1001.
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Figure 5.8: Streamline contour plots (case 1) for N = 80, m = 501, ag = 1,
bs = 500, different Reynolds numbers Re = 5000, 7000, 10000, 15000 and the
various critical suction ratios βs. Solid line(-) for streamline level and dashed
line(...) for separation bubble. Here contour levels are in intervals of (0.01).
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Figure 5.9: Streamline contour plots (case 1) for N = 80, m = 501, β = 0.219,
ag = 1, bs = 500 and different values of Re. Solid line(-) for streamline level
and dashed line(...) for separation bubble. Here contour levels are in intervals of
(0.01).
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Figure 5.10: Streamline contour plots (case 1) for R = 10000, N = 100, m = 501,
ag = 1, bs = 500 and different values of β. Solid line(-) for streamline level and
dashed line(...) for separation bubble. Here contour levels are in intervals of
(0.01).
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(a) Wall pressure for the whole domain
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(b) Snapshot of the wall pressure for the partial domain
Figure 5.11: Plot of wall pressure (p) for case 1 where R = 40000, β = 0.219 and
grid sizes N = 80 and m = 1501.
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5.4 Case 2
While in the results from case 1 in equation (4.7), we used the value of ag = 1,
here in case 2, when we studied the problem with a different boundary condition
in the upper wall, by replacing ω = βωˆs with ψyy = 0, where bs = 5000, we also
changed the value for ag from ag = 1 in case 1, to ag = 0.1 in case 2, because we
wanted to increase the number of points close to the lower wall over the number
of points close to the upper wall. In fact, equation(4.7) shows that ag influences
the distribution of Chebychev points, meaning the value of ag = 1 corresponds to
standard Chebychev points, while, when ag is smaller than this, it means more
points in the lower boundary near y = 0 than in the upper boundary. Working
with these changes we obtained several results which we will discuss further below.
In case 2 we performed many grid checks for different values of m andN to
confirm that our results are grid independent, as shown in figures (5.12), where we
have a fixed value for m and N is variable, and figure (5.13), where m is variable
and N is fixed, with Re = 10000. Furthermore, an additional clarification of grid
independence is furnished by the velocity profile plot for different values of N
and fixed m, as shown in figure (5.14). In figure (5.13), for instance, we can see
the appearance of a minute bubble situated at x = 1 which is closely followed by
the much larger main bubble.
We tested many different values of Reynolds number Re in case 2 and we
obtained the same results as in case 1, namely that when we increase the value
of the Reynolds number the critical suction ratio βs decreases. See figure (5.15)
and table (5.2).
We worked with different values for suction strength at fixed Reynolds number
Re = 10000 with grid size N = 100 and m = 501 and we observed that as we
increase the adverse pressure gradient the separation bubble lengthens in direct
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Re βs
5000 0.2
7000 0.18
10000 0.165
15000 0.15
Table 5.2: Comparison of the critical values of βs, and Re (case 2), for N = 80,
m = 501, ag = 0.1 and bs = 5000.
proportion to the strength of the suction, confirming our results in case 1. This
is illustrated clearly in figures (5.16) where ag = 0.1 and bs = 5000.
As an additional check from equation (5.2),
ω = (ψxx + ψyy) , (5.3)
and with our boundary condition on y = 0, ψ = 0 substituted into the above we
arrive at,
ω = ψyy, on y = 0. (5.4)
That means we should get the same plot for ω and ψyy, but in this present
study we arrived at below that there was a large difference in computed values
of ω and ψyy. This led us to test the values of the parameters ag and bs as well
as the different boundary conditions in the upper wall in cases 1 and 2 to find
out where this problem originates. In the following paragraphs we give a detailed
description of these tests as well as a comparison of the results.
Figures (5.17) and (5.18) show us the comparison between ω and ψyy for cases
2 and 1 with different grid sizes, when Re = 10000 and β = 0.219. Figures (5.19)
and (5.20) show the comparison of the range of errors between ω and ψyy in cases
2 and 1, when we subtract ω from ψyy, with different grid sizes, and the same
Re and β. From these figures we observed that in case 1, when we increase the
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number of points in the y-direction, the range of error decreases (figure 5.20),
whereas in case 2, with the same increase in points in the y-direction, the range
of error increases (figure 5.19). This happens because the value of ag in case 1 is
ag = 1, but the value of ag in case 2 is ag = 0.1.
In addition, figures (5.21) and (5.22) illustrate the result of our work in both
cases, 1 and 2, where β = 0.2, when we exchanged the values of the parameter
ag = 0.1 for ag = 1 and vice versa, with fixed bs and the boundary conditions in
the upper wall. We obtain that the range of error between ω and ψyy increases
when we change the value of ag from ag = 1 to ag = 0.1.
Figures (5.23) and (5.24) show the result of testing two different values of bs,
5000 and 500 for both cases, 1 and 2, with fixed values for parameter ag and the
boundary condition in the upper wall. We observe from these results that when
we change the value of bs the resulting range of error is not very significant. For
the most suitable results it is preferable to work with the value bs = 500 rather
than bs = 5000.
While the boundary conditions in the upper wall are different, the figures
(5.25) which illustrate the comparison between ψyy and ω and figure (5.26) which
shows streamline plotting, clearly demonstrate agreement between cases 1 and 2
when we fixed the parameter ag = 1 and bs = 500, with R = 10000, β = 0.2 and
grid sizes N = 90 and m = 501.
In figures (5.27) we show that the range of error, when we fix the parameter
ag = 1 and bs = 500 with R = 10000, β = 0.2 and grid sizes N = 90 andm = 501,
is smaller in case 1 than in case 2.
Finally, we have established that the source of the error is to do with the
value of the parameter ag. When we change ag it means more points on the lower
wall which leads to less resolution at the upper wall, whereas our results show
that we also need resolution at the upper wall near the suction slot. Likewise,
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the boundary condition in the upper wall ω = βωˆs in case 1, has been proven to
be more suitable for our problem than ψyy = 0 in case 2, because the range of
error between ψyy and ω for case 1 is less than that in case 2. While we worked
with the boundary conditions in chapter 4 we also tested the values of ψyy, and
ω and we observed that the range of error is very small, much smaller than in
case 1, see figure (5.28). Figure (5.28. a) shows a comparison between ψyy and
ω, while figure (5.28. b) shows the range of error.
CHAPTER 5. DIFFERENT BC’S IN 2D FLOW IN A CHANNEL 194
00
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(a) N=80, m=501
0
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(b) N=90, m=501
0
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(c) N=100, m=501
0
0
0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
x
y
(d) N=110, m=501
Figure 5.12: Streamline contour plots (case 2) for R = 10000, β = 0.219, ag =
0.1 , bs = 5000 and different grid sizes for N = 80, 90, 100, 110 and m = 501.
Solid line(-) for streamline level and dashed line(...) for separation bubble. Here
contour levels are in intervals of (0.01).
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Figure 5.13: Streamline contour plots (case 2) for R = 10000, β = 0.219, ag =
0.1, bs = 5000 and different grid sizes for m = 201, 301, 401, 501 and N = 80.
Solid line(-) for streamline level and dashed line(...) for separation bubble. Here
contour levels are in intervals of (0.01).
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Figure 5.14: Plot showing velocity profile (case 2) at R = 10000, β = 0.219,
ag = 0.1, bs = 5000 and different grid sizes for N and m = 501
.
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Figure 5.15: Streamline contour plots (case 2) for N = 80, m = 501, ag = 0.1,
bs = 5000, different Reynolds numbers Re = 5000, 7000, 10000, 15000, and the
various critical suction ratios βs. Solid line(-) for streamline level and dashed
line(...) for separation bubble. Here contour levels are in intervals of (0.01).
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Figure 5.16: Streamline contour plots (case 2) for R = 10000, N = 100, m = 501,
ag = 0.1, bs = 5000 and different values of β. Solid line(-) for streamline level
and dashed line(...) for separation bubble. Here contour levels are in intervals of
(0.01).
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Figure 5.17: Comparison of ψyy and ω for case 2 where bs = 5000, ag = 0.1,
R = 10000, β = 0.219, and different grid sizes for N = 110, 100, 90, 80 and
m = 501.
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Figure 5.18: Comparison of ψyy and ω for case 1 where bs = 500, ag = 1,
R = 10000, β = 0.219 and different grid sizes for N = 110, 100, 90, 80 and
m = 501.
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Figure 5.19: Comparison of the errors between ψyy and ω for case 2 where
bs = 5000, ag = 0.1, R = 10000, β = 0.219, and different grid sizes for
N = 110, 100, 90, 80 and m = 501.
CHAPTER 5. DIFFERENT BC’S IN 2D FLOW IN A CHANNEL 202
0 0.5 1 1.5 2 2.5
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
(a) N=110, m=501
0 0.5 1 1.5 2 2.5
−0.1
−0.05
0
0.05
0.1
0.15
(b) N=100, m=501
0 0.5 1 1.5 2 2.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
(c) N=90, m=501
0 0.5 1 1.5 2 2.5
−1.5
−1
−0.5
0
0.5
1
1.5
(d) N=80, m=501
Figure 5.20: Comparison of the errors between ψyy and ω for case 1 where bs =
500, ag = 1, R = 10000, β = 0.219 and different grid sizes for N = 110, 100, 90, 80
and m = 501.
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(a) Case 2 where bs = 5000 and ag = 1
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Figure 5.21: Comparison of ψyy and ω for case 1 and case 2 by interchanging the
values for parameter ag = 0.1 and ag = 1, where R = 10000, β = 0.2 and grid
sizes N = 90 and m = 501.
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Figure 5.22: Comparison of the errors between ψyy and ω for case 1 and case 2 by
interchanging the values for parameter ag = 0.1 and ag = 1, where R = 10000,
β = 0.2 and grid sizes N = 90 and m = 501.
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(a) Case 2 where bs = 500 and ag = 0.1
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Figure 5.23: Comparison of ψyy and ω for case 1 and case 2 by interchanging
the values for bs = 5000 and bs = 500, where R = 10000, β = 0.2 and grid sizes
N = 90 and m = 501
.
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Figure 5.24: Comparison of the errors between ψyy and ω for case 1 and case 2 by
interchanging the values for bs = 5000 and bs = 500, where R = 10000, β = 0.2
and grid sizes N = 90 and m = 501.
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Figure 5.25: Comparison of ψyy and ω for case 1 and case 2 by fixing the parameter
ag = 1 and bs = 500, where R = 10000, β = 0.2 and grid sizes N = 90 and
m = 501.
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Figure 5.26: Streamline contour plots for case 1 and case 2 by fixing the parameter
ag = 1 and bs = 500, where R = 10000, β = 0.219 and grid sizes N = 90 and
m = 501. Solid line(-) for streamline level and dashed line(...) for separation
bubble. Here contour levels are in intervals of (0.01).
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Figure 5.27: Comparison of case 1 and case 2 for ranges of error between ψyy and
ω by fixing the parameter ag = 1 and bs = 500, where R = 10000, β = 0.2 and
grid sizes N = 90 and m = 501.
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Figure 5.28: Comparison of ψyy and ω for the boundary conditions in chapter 4
and the ranges of error for ψyy and ω, where R = 50000, β = 0.0997 and grid
sizes N = 100 and m = 501.
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5.5 Case 3
In case 3, we focus on the study of the same problem discussed in chapter 4,
namely a two-dimensional boundary layer flow in a channel with a suction, and
we solve it, as in the earlier chapter, by using the steady Navier-Stokes equations,
but in this case we work with changed boundary conditions, mostly on the upper
wall.
All the numerical methods and techniques used in the solution of the problem
here are exactly as the ones employed in chapter 4, where they are described in
greater detail. The boundary conditions for the flow which we are using here (see
figure (5.29)) are similar to those studied by Alam & Sandham (2000) and are
given by
ψ = ψb & ω = ωb for x = 0, 0 ≤ y ≤ ymax,
ψxx = 0 & ω − ψyy = 0 for x = xmax , 0 ≤ y ≤ ymax,
ψ = 0 & ψy = 0 for y = 0, 0 ≤ x ≤ xmax ,
ψy = 1 & ψ = y − S(x) for y = ymax, 0 ≤ x ≤ xmax.
Here S(x) = S0 +
∫ x
x0
Sae
−Sb(q−Sc)2dq
where three constants, Sa, Sb and Sc, control the size, shape and location of the
suction profile, respectively.
x
xmax
y
ymax
0
suction
sa
ψ = 0
ψy = 0
ψxx = 0
ω = ψyy
ψ = y − S(x)
ψy = 1
ψ = ψb
ω = ωb boundary layer
Figure 5.29: Sketch of channel with suction, with boundary conditions in case 3.
This case proved to be unsuitable for solving our particular problem because
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we observed that the results are not convergent, meaning the solution is not grid
independent as we will show in the following results.
5.5.1 Case 3: Results and Solutions
Here is a discussion of the results obtained in case 3.
We began by considering the flow through a channel without suction (see
figure (5.30)) as shown below,
ψ = ψb & ω = ωb for x = 0, 0 ≤ y ≤ ymax,
ψxx = 0 & ω = ψyy for x = xmax , 0 ≤ y ≤ ymax,
ψ = 0 & ψy = 0 for y = 0, 0 ≤ x ≤ xmax ,
ψy = 1 & ψyy = 0 for y = ymax, 0 ≤ x ≤ xmax.
x
xmax
y
ymax
0 ψ = 0
ψy = 0
ψxx = 0
ω = ψyy
ψyy = 0
ψy = 1
ψ = ψb
ω = ωb
Figure 5.30: Sketch of channel without suction, with boundary conditions in case
3.
We observed a good convergence to the steady solution for values of N = 101
and m = 501 with 0 < Re < 100, 000.
After we observed a good convergence for the flow through a channel without
suction, we investigated the two-dimensional boundary layer flow in a channel
with a suction on the upper wall, similar to that studied by Alam & Sandham
(2000) (see figure (5.29)).
Using a variety of Reynolds numbers Re, as well as different grid sizes and
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suction ratios Sa to establish grid independence, we arrived at the following
results:
In our computations with different values for Reynolds number we arrived
at the suitable value for Reynolds number, Re = 10000, which is the value we
will use throughout our calculations in this case. When we increased the values
of the Reynolds numbers to Re = 30000, 40000, 50000, 60000 and fixed grid size
N = 100 and m = 501, we obtained that our method was not convergent in basic
flow.
We can see that the separation of a laminar boundary layer on the lower wall
is the direct effect of an adverse pressure gradient produced by a suction port on
the upper wall of a channel, see figure (5.31) for ymax = 0.3 where Re = 20000,
N = 100 and m = 501.
Furthermore, we have investigated different values for ymax. We tested ymax =
0.05 and ymax = 0.1, but we found the results to be not grid independent, as
shown below.
For ymax = 0.05 we show in figures (5.32) and (5.33) some streamline contour
plots obtained from our computations for Re = 10000 and Sa = 0.15 by using
fixed value for m with N being variable in figure (5.32) and vice versa in figure
(5.33). Furthermore, figure(5.34) illustrates the velocity profile.
In contrast, for ymax = 0.1 figure (5.35) shows streamlines for different values
of N and fixed values of m while figure (5.36) shows the opposite setup, meaning
fixed value for N and various values for m where Re = 10000 and Sa = 0.09.
Furthermore, the velocity profile is shown in figure (5.37)
These figures for the different values of ymax demonstrate clearly that, as the
grid size changes, our results are not grid independent.
As we increase the adverse pressure gradient by increasing the size of the
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Figure 5.31: Streamline contour plots (case 3) where R = 20000, Sa = 0.65,
N = 100 and m = 501. Solid line(-) for streamline level and dashed line(...) for
separation bubble. Here contour levels are in intervals of (0.01).
suction port Sa in the upper wall, we observe that the steady separation bubble
increases in size. This is illustrated in figures (5.38) and (5.39) for two values of
ymax where we used different values for Sa. Figure (5.38) shows the result for
ymax = 0.05 with fixed values for Reynolds number Re = 10000, N = 101 and
m = 501, while figure (5.39) shows the result for ymax = 0.1 where Reynolds
number is Re = 10000, N = 140 and m = 501.
5.6 Conclusions
We show in our work that a laminar boundary layer is forced to separate by the
action of a suction profile applied at the upper wall of a channel, which leads
to the development of a laminar separation bubble on the lower wall, whose size
depends on the strength of the adverse pressure gradient.
In working with different test cases we introduced small changes in the bound-
ary conditions, usually those located on the upper wall, which led us to observe
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that the results change with the introduction of even slight changes in the bound-
ary conditions, a fact which has also been mentioned by Hsiao & Pauley (1994)
Subsequently, we observed that the major differences between the results in
case 1 and case 3 seem to be in relations to grid independence; this was the result
of the different values of N and m for Re = 10000. In addition, through working
with case 2 we observed that the boundary condition in the upper wall in case
1 is more relevant to our problem because the range of error between ψyy and ω
for case 1 is less than that in case 2. On the other hand, the major difference
between the results of the boundary conditions discussed in chapter 4 and the
results in case 1 was that we observed only one solution in case 1, whereas we
obtained two solutions and the turning point bifurcation in chapter 4.
Using a numerical technique to calculate a two dimensional boundary layer
flow in a channel with a suction port on the upper wall, based on Chebychev
collocation in one direction and combined with finite differences in the other
direction we obtained good results and found the technique to be adequate for
case 1.
From our calculations we arrived at the conclusion that the boundary condi-
tions which are used in case 1 are the most suitable ones for solving our problem,
as opposed to the boundary conditions employed in the other cases.
Our computations carried out in case 1 obtained good results and showed
these results to be grid independent for different values of Reynolds numbers Re,
as well as exhibiting good convergence throughout the domain.
We observe that the length of the separation bubble depends on the suction
ratio β which in turn depends on the value of the Reynolds numbers meaning
that the separation bubble becomes larger as the suction ratio increases and the
increase in the value of the suction ratio is in direct relations to the decrease in
the value of the Reynolds number Re.
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In conclusion, the computations carried out for the basic flow in case 1 work
well and we will use them in the next chapter to investigate the stability of
separated flow, as well as to investigate bifurcation occurring in separated flow
at large Reynolds numbers, using global stability analysis and linear temporal
simulation.
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Figure 5.32: Streamline contour plots (case 3) for ymax = 0.05, R = 10000,
Sa = 0.15, and different grid sizes for N = 70, 80, 90 and m = 301.
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Figure 5.33: Streamline contour plots (case 3) for ymax = 0.05, R = 10000,
Sa = 0.15, and different grid sizes for m = 201, 301, 501 and N = 101.
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Figure 5.34: Plot showing velocity profile (case 3) for different m at ymax = 0.05,
R = 10000, β = 0.15, and N = 101.
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Figure 5.35: Streamline contour plots (case 3) for ymax = 0.1, R = 10000, Sa =
0.09, and different grid sizes for N = 120, 130, 140 and m = 501.
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Figure 5.36: Streamline contour plots (case 3) for ymax = 0.1, R = 10000, Sa =
0.09, and different grid sizes for m = 201, 301 and N = 100.
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Figure 5.37: Plot showing velocity profile (case 3) for different m at ymax = 0.1,
R = 10000, β = 0.09, and N = 100.
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Figure 5.38: Streamline contour plots (case 3) for ymax = 0.05, R = 10000,
N = 101 and m = 501 and different values of Sa.
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Figure 5.39: Streamline contour plots (case 3) for ymax = 0.1, R = 10000, N =
140 and m = 501 and different values of Sa.
Chapter 6
Case 1: Flow Stability
6.1 Introduction
In the previous chapter we obtained accurately calculated basic flow results for
case 1 and here we will use these results to further investigate flow stability and
bifurcations occurring in separated flow at large Reynolds number. The same
global stability analysis and linear temporal simulation as in chapter 4 are used
to analyze the stability of the flow. The computational details for these analyses
have been presented comprehensively in chapter 4 and here we will focus on a
complete presntation of the results for these calculations.
6.2 Global Stability Analysis
In the system we have formulated the eigenvalue can be real or complex and an
unstable mode is indicated by a negative real part of the eigenvalue. Therefore, to
determine the stability of the flow we have to know if the smallest magnitude of
the real part of eigenvalue is positive or negative. Having first obtained eigenval-
ues λ and eigenvectors T¯ we then solved the generalized eigenvalue problem using
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ARPACK to solve for the smallest magnitude eigenvalue and the eigenvector of
our system.
In the beginning, in order to check convergence, we used various domain
checks. Figure (6.1) demonstrates that the result is grid independent for different
values of N , where m = 501 is fixed. On the other hand, as shown in Figure
(6.2), when we used different values for m while the value for N = 80 remained
fixed, we observed that for values of m = 751, m = 901 and m = 1001 the results
remained grid independent, except for the value m = 501.
In chapter 4 we have expressed the general linear system (4.66) in the form
of the generalized eigenvalue problem,
J¯T¯ = λR¯T¯ (6.1)
In this system, to ensure that ARPACK would not miss any unstable modes
with a large imaginary part, we have generated many more eigenvalues than
needed because ARPACK cannot specify that the smallest real part be calculated,
but only the smallest magnitude complex number.
Figure (6.3) shows that we generated 200 eigenvalues, which is double the
number of eigenvalues (nev) for determining the smallest eigenvalue throughout
our calculations in the global stability analysis. The resulting graph in figure
(6.3) shows that all the (nev) give the same smallest real part of eigenvalue and
are in agreement with half of the 200 eigenvalues we generated in order to cross
check our results. All these computations have been made using the same Re, β
and grid size, which typically took the values, 10000, 0.219 and N = 80, m = 501,
respectively.
Figure (6.4) shows the results of our computations for the eigenvalues with
different values of σ to be convergent. σ is defined as a shift used in spectral
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Figure 6.1: Plot showing eigenvalues at R = 10000, β = 0.219 and different grid
sizes for N = 80, 90, 100, 110 and m = 501.
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Figure 6.2: Plot showing eigenvalues at R = 8000, β = 0.219 and different grid
sizes for N = 80 and m = 501, 751, 901, 1001.
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Figure 6.3: Plot showing that the number of eigenvalues are true at R = 10000,
β = 0.219, N = 80 and m = 501.
transformation (ARPACK). Here, all the results for different σ have been cal-
culated using the same grid size, 501 finite difference points, and 80 Chebychev
points, as well as Re = 10000 and β = 0.219.
Figure (6.5) shows the comparison between increasing values of Re and the
smallest real part of the eigenvalue ℜ (λs), with varying values for β. From this
figure (6.5) and table (6.1) we conclude that when we increase the value of the Re
the smallest real part of eigenvalue ℜ (λs) decreases very close to zero. Thus, we
can see that the smallest real part of eigenvalue is independent of β for any given
value of Re. The grid size we use here in this computation is N = 80, m = 501.
As explained previously, in the formulation of our system a stable mode is
indicated by a positive real part of the eigenvalue, while a negative real part
of the eigenvalue shows an unstable mode. For these computations we used
ARPACK, to calculate eigenvalues as well as the corresponding eigenvectors.
The channel flow is linearly stable within the range of computed Re. These
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Figure 6.4: Plot showing the eigenvalues with varying shift-σ at R = 10000,
β = 0.219, N = 80 and m = 501.
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Figure 6.5: Comparison between increasing values of Re and the smallest real
part of the eigenvalue ℜ (λs), with varying values for β at N = 80 and m = 501.
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β = 0.219 β = 0.23 β = 0.26
Re ℜ (λs) ℜ (λs) ℜ (λs)
1000 0.32369E+00 0.32368E+00 0.32365E+00
5000 0.65247E-01 0.65238E-01 0.65213E-01
10000 0.32941E-01 0.32932E-01 0.32908E-01
20000 0.16787E-01 0.16778E-01 0.16755E-01
30000 0.11398E-01 0.11390E-01 0.11368E-01
40000 0.86983E-02 0.86895E-02 0.86704E-02
50000 0.70690E-02 0.70599E-02 0.70444E-02
60000 0.59720E-02 0.59636E-02 0.59485E-02
70000 0.51784E-02 0.51743E-02 0.51338E-02
80000 0.45741E-02 0.45854E-02 0.43291E-02
Table 6.1: Comparison of Re and the smallest real part of the eigenvalue ℜ (λs)
with different values for β at N = 80 and m = 501.
results are shown in figures (6.6) to (6.9) and we see the smallest eigenvalue is
positive and close to zero, which shows that there is no unstable linear mechanism
in this form.
In the next section we will use linear temporal simulation to affirm the results
we obtained using global stability analysis, as well as attempt to find out any
differences between the results obtained by using linear temporal simulation or
global stability analysis.
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Figure 6.6: Plot showing the eigenvalues at R = 10000, β = 0.219, N = 80 and
m = 501.
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Figure 6.7: Plot showing the eigenvalues at R = 20000, β = 0.219, N = 80 and
m = 501.
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Figure 6.8: Plot showing the eigenvalues at R = 40000, β = 0.219, N = 80 and
m = 501.
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Figure 6.9: Plot showing the eigenvalues at R = 60000, β = 0.219, N = 80 and
m = 501.
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6.3 Linear Temporal Simulation
In this section we discuss the results obtained using linear temporal simulation
in our investigation of flow stability. We proceeded in the same way as in section
4.9, using those same techniques, but with the boundary conditions of case 1.
We computed the simulation results using various grid sizes, time steps ∆(t),
Reynolds numbers Re, and suction ratios β. Typically, we used 80 Chebychev
and 501 finite difference points, as well as Re = 40000 and β = 0.219 up to time
(t = 300). In the beginning we test four different time steps ∆(t) = 0.1, 0.05,
0.025 and 0.0125, to choose the one most suited to obtain an accurate convergent
solution of our calculations. Figure (6.10) demonstrates that when we compute
the value of velocity u(x, y, t), at each time interval, where (x, y) = (0.13, 1.5) a
randomly chosen node, for each different time step, the first and second values for
time step ∆(t) = 0.1 and 0.05 do not give us convergence, while from ∆(t) = 0.025
and 0.0125, ∆(t) = 0.025 emerges as the most suitable and least time consuming
one, which therefore will be used in our further calculations. Figure (6.10.a)
shows the full time range (t = 300), while in figure (6.10.b) we see a snapshot.
Figure (6.11), shows the evolution of u(0.13, 1.5, t) with time t for increasing
values of Re. From these figures it is evident that when we increase the value
of Re above 40000, our solutions change from stable to unstable. We further
confirmed this result when we computed the velocity u(0.13, 1.5, t) up to t = 1000
for decreasing Re, see figure(6.12) .
After performing various grid size checks with increasing values for finite dif-
ference points (m) in x-direction, we observe that the solutions remain stable,but
not grid independent, see figure (6.13).
Investigating the results for various values of β, we see in figure (6.14) that
the results are stable and β = 0.219 is the most useful one for our calculations.
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Figures (6.15) and (6.16) show the stream function perturbations (~ψ) and
vorticity perturbations (~ω) respectively, as they develop in time. It is evident
that the disturbances take the form of growing wave packets moving downstream.
The maximum amplitude of the initial wave packet is very large, but decreases
dramatically with time until it reaches a finite value, then it oscillates about this
value until it begins to increase again, moving downstream as time develops.
6.4 Conclusions
Having investigated flow stability, using global stability analysis and linear tem-
poral simulation, we have arrived at the conclusion, after performing various grid
checks, that the result in the global stability analysis computations is grid inde-
pendent for different values of N and m, as well as for different (nev) and σ. We
also have demonstrated that the smallest real parts of the eigenvalues are positive
and close to zero and none of them cross the imaginary axis, which suggests that
there is no unstable linear mechanism in this result. The numerical simulations
on the other hand show that the results are stable until Re = 40000 but become
unstable if this value increases. The disturbances take the form of growing wave
packets moving downstream.
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Figure 6.10: Plot showing (u(0.13, 1.5, t)) evolving with time t at different time
steps ∆(t), where R = 40000, β = 0.219, m = 501 and N = 80.
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Figure 6.11: Plot showing (u(0.13, 1.5, t)) evolving with time t at different value
of Re where N = 80, m = 501, and β = 0.219.
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Figure 6.12: Plot showing (u(0.13, 1.5, t)) evolving with time t = 1000 at different
value of Re where N = 80, m = 501, and β = 0.219.
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Figure 6.13: Plot showing (u(0.13, 1.5, t)) evolving with time t at different grid
sizes for m = 501, 1001, 1501 and N = 80 where R = 40000, β = 0.219.
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Figure 6.14: Plot showing (u(0.13, 1.5, t)) evolving with time t for different values
of β, where m = 501, N = 80 and R = 40000.
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Figure 6.15: Plot showing evolving stream function perturbations ~ψ (x, 0.125) at
different points in time where N = 80, m = 501, Re = 40000 and β = 0.219.
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Figure 6.16: Plot showing evolving vorticity perturbations ~ω (x, 0.125) at different
points in time where N = 80, m = 501, Re = 40000 and β = 0.219.
Chapter 7
Conclusions
In our investigation into the stability and structure of a two dimensional boundary
layer flow in a channel with a suction on the upper wall, we used several different
techniques. The main goal of the thesis we have presented here is to develop
the mathematical tools for computing the basic flow at large Reynolds numbers
Re, identify the parameters which lead to a loss of flow stability and track bifur-
cations in separated flows. We solved the Navier-Stokes equations using global
stability analysis combined with linear temporal simulation and the continuation
algorithm to compute the steady state solutions and investigate the stability of a
separated flow, as well as bifurcations. In the beginning, we employed Chebychev
collocation in y-direction combined with finite difference method in x-direction
to discretize the steady equations describing the flow. Newton linearization with
correction terms were used to linearize the non linear equations which have re-
sulted from this discretization, and finally we solved the emerging linear system
of equations with a direct solver. This numerical technique had shown itself to be
suitable for implementation in our main problem after having been tested in the
work with the two test problems. The unique result of our study of this partic-
ular problem is the discovery and computation of two solutions and the turning
239
CHAPTER 7. CONCLUSIONS 240
point as the solutions move from the lower to the upper branch. On the lower,
first solution branch we found that a short separation bubble is the characteris-
tic feature of the flow, whereas, on the second solution upper branch we had a
large separation bubble. When we decreased the value of the Reynolds number
Re the suction ratio β increased proportionately and caused the bubble on the
lower branch to become larger, whereas, on the second solution upper branch,
the result of an increase in the value of the Reynolds number Re was a decreasing
suction ratio β and the subsequent enlargement of the separation bubble. This
means that the length of the separation bubble depends on the size of the suction
ratio β which, in turn, depends on the value of the Reynolds number.
Working with global stability analysis, we arrived at a generalized eigenvalue
problem after having substituted the solutions from the basic flow into stabil-
ity equations and discretized them. Then, we solved the emerging system using
ARPACK, in order to obtain further eigenvalues and eigenvectors. The results
of our computations using global stability analysis show that the flow became
linearly stable with the first solution on the lower branch, but linearly unstable
with the second solution on the upper branch. The smallest real part of the eigen-
value confirms the presence of the turning point as it changes signs while moving
from the lower, stable solution branch to the upper, unstable solution branch.
Flow stability results of the global stability analysis were further confirmed when
we double-checked them using linear temporal simulation. When we compared
the value of the smallest real part of the eigenvalue in the unstable solution on
the upper branch with the results of the linear temporal simulation for various
finite difference points m, we observed that the agreement is good. In addition,
grid checks for convergence were performed for the stable solutions on the lower
branch as well as the unstable solutions on the upper branch.
In our work with the two dimensional boundary layer flow in a channel with
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a suction on the upper wall, we solved the steady Navier-Stokes equations with
three different boundary conditions which we named case 1, 2, and 3, to determine
their usefulness for our problem. The boundary conditions used in case 1 proved
to be better than the ones we used in case 2 and 3 for solving our particular
problem. Computations in the basic flow with the boundary conditions obtained
in case 1 gave good results and these results were grid independent for different
values of Reynolds number Re. In this instance, we observed only one solution
where the length of the separation bubble depends on the suction ratio which
depends on the value of the Reynolds number. This means that the separation
bubble becomes larger with the increasing suction ratio, which itself is propor-
tionate to the decrease in the value of the Reynolds number Re. Investigation of
flow stability with global stability analysis and linear temporal simulation yielded
that there is no linearly unstable mechanism in this result and the smallest real
part of the eigenvalue never crosses the imaginary axis, meaning that the flow
is linearly stable. Our numerical simulations showed us that the flow remained
stable until Re = 40000, but became unstable when we increased this value.
Briefly, the general conclusions we arrived at in the current work are that
the effect of an adverse pressure gradient produced by a suction port on the
upper wall of a channel, leads to the separation of a laminar boundary layer
with consequent formation of a separation bubble on the lower wall. The size of
the separation bubble on the lower wall depends on the strength of the suction
ratio which itself is dependent on the value of the Reynolds number Re. We
observed as well that the solutions are subject to change in response to even the
slightest modifications introduced in the boundary conditions. This is illustrated
by the difference between the results obtained in chapter 4 and case 1, where we
obtained two solutions and a turning point bifurcation in chapter 4, whereas case
1 yielded only one solution.
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Comparisons between the results of our study and the available literature
have been discussed in chapter 4. In all the cases studied here with their different
boundary conditions we are in agreement with Alam & Sandham (2000) as to the
separation bubble being located in the region of the strongest adverse pressure
gradient, where the stronger suction results in producing a longer bubble. Some
of our results, like, for example, our results in case 3, were not as suitable as the
results obtained in chapter 4 and case 1 and therefore did not lend themselves to
comparison with Alam & Sandham (2000), although the boundary conditions are
similar. We also found our results to be in agreement with Cassel et al. (2007) in
as far as an increase in the value of the Reynolds number Re produces a decrease
in the critical suction ratio, as well as their description of the effect of a suction
slot on the upper wall on the formation of a recirculation region in the lower wall.
7.1 Further Work
In this study we have presented new results in the computational tracking of
bifurcations in a separated flow. Based on these results, and our general approach
to the problem of flow stability, like the first time use of global stability analysis
to calculate eigenvectors and eigenvalues for this particular problem, we feel that
there is further work needed in the areas of globally unstable Tollmien-Schlichting
modes. To pick up this kind of global instability modes, computations with much
higher Reynolds numbers Re and more points of finite difference m, which means
very fine grids, are needed. For the many possible applications in the real world, a
three dimensional investigation would also be a valuable and challenging subject
of further study, as might be solving the incompressible unsteady Navier-Stokes
equations. and further investigating the stability of the unsteady, nonlinear flow.
Appendix A
Computational Details for the
Second Test Problem
A.1 Discretization in x-Direction and y-Direction
Using discretization in x and y direction for the equations (3.70) and (3.71) to
give the following discrete equation:
(Dyψ)kj
ωk+1j − ωk−1j
2∆x
− (Dyω)kj
ψk+1j − ψk−1j
2∆x
=
1
Re
ωk+1j − 2ωkj + ωk−1j
(∆x)2
+
1
Re
(
D2yω
)
kj
+ F1 (xk, yj) ,
ωkj =
ψk+1j − 2ψkj + ψk−1j
(∆x)2
+
(
D2yψ
)
kj
,
1 ≤ k ≤ m and 0 ≤ j ≤ N. (A.1)
The corresponding boundary conditions are given by
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ψ1j = 0 & ω1j = 0 for x = 0, 0 ≤ j ≤ N ,
ψmj = 0 & ωmj = 0 for x = π , 0 ≤ j ≤ N ,
ψk0 = 0 & ωk0 = Re sin x for y = 0, 1 ≤ k ≤ m,
ψkN = e
−Re 12 sin (x) & ωkN = (Re− 1) e−Re
1
2 sin (x) for y = 1, 1 ≤ k ≤ m.
A.2 Linearizing the Equations
We have nonlinear equations (A.1) with their boundary conditions, so we need to
use a Newton linearization and work with correction terms Gkj and Hkj where ψkj =
−
ψkj +Gkj,
ωkj = Ωkj +Hkj ,
(A.2)
such that |Gkj| , |Hkj | << 1
By substituting (A.2) into (A.1) and their boundary conditions we obtain
(
Dy
−
ψ
)
kj
Hk+1j −Hk−1j
2∆x
+ (DyG)kj
Ωk+1j − Ωk−1j
2∆x
− (DyH)kj
−
ψk+1j −
−
ψk−1j
2∆x
−
(DyΩ)kj
Gk+1j −Gk−1j
2∆x
− 1
Re
Hk+1j − 2Hkj +Hk−1j
(∆x)2
− 1
Re
(
D2yH
)
kj
= RBkj,
(A.3)
where
RBkj = F1 (xk, yj)−
(
Dy
−
ψ
)
kj
Ωk+1j − Ωk−1j
2∆x
+ (DyΩ)kj
−
ψk+1j −
−
ψk−1j
2∆x
+
1
Re
Ωk+1j − 2Ωkj + Ωk−1j
(∆x)2
+
1
Re
(
D2yΩ
)
kj
, (A.4)
also we have
Gk+1j − 2Gkj +Gk−1j
(∆x)2
+
(
D2yG
)
kj
−Hkj = (RA)kj , (A.5)
where
(RA)kj = −
−
ψk+1j −2
−
ψkj +
−
ψk−1j
(∆x)2
−
(
D2y
−
ψ
)
kj
+ Ωkj. (A.6)
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A.3 Solution of Discrete Equation
Let
Tk =
 Gk
Hk
 & Gk =

Gk0
Gk1
...
GkN

& Hk =

Hk0
Hk1
...
HkN

. (A.7)
Below is the form of the linear system which we obtain after Newton lineariza-
tion
AkTk−1 +BkTk +CkTk+1 = Rk 1 ≤ k ≤ m, (A.8)
where
Ak =
 A1 A2
A3 A4
 ,
Bk =
 B1 B2
B3 B4
 ,
Ck =
 C1 C2
C3 C4
 ,
Rk =
 R1
R2
 , (A.9)
where Tk in (A.8) is the vector of unknown streamfunction and vorticity.
The result of the linear system (A.8) when written in matrix form is:
JT = R, (A.10)
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where
J =

B1 C1
A2 B2 C2
A3 B3 C3
A4 B4 C4
. . .
. . .
. . .
Am−1 Bm−1 Cm−1
Am Bm

, (A.11)
and
T is a vector of correction terms to be found,
R is a vector.
A.4 The Boundary Conditions
The boundary condition with Newton linearization becomes
G1j = −
−
ψ1j H1j = −Ω1j for x = 0,
Gmj = −
−
ψmj Hmj = −Ωmj for x = π,
Gk0 = −
−
ψk0 Hk0 = Re sin xk − Ωk0 for y = 0,
GkN = e
−Re 12 sin (xk)−
−
ψkN HkN = (Re− 1) e−Re
1
2 sin (xk)− ΩkN for y = 1.
As mentioned earlier the x boundary condition is implemented through the
establishment of the matrix equations of the form (A.8) for the cases k = 1 and
k = m. First though, the y boundary conditions are included in the problem and
the final form of the matrices in (A.8) are given for 2 ≤ k ≤ m− 1.
Thus, the matrices for 2 ≤ k ≤ m− 1 are given by compare with (A.5 ) and
the boundary condition
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(A1)k =
1
∆x2
I, (A.12)
and
A1k (0, :) = 0,
A1k (N, :) = 0. (A.13)
(A2)k = 0. (A.14)
(B1)k =
(
D2y
)− 2
∆x2
I, (A.15)
and
B1k (0, :) = (1, 0, . . . , 0) ,
B1k (N, :) = (0, . . . , 0, 1) . (A.16)
(B2)k = −I, (A.17)
and
B2k (0, :) = 0,
B2k (N, :) = 0. (A.18)
(C1)k =
1
∆x2
I, (A.19)
and
C1k (0, :) = 0,
C1k (N, :) = 0. (A.20)
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(C2)k = 0. (A.21)
(R1)k =

−
−
ψk0
−
−
ψk+1j−2
−
ψkj+
−
ψk−1j
(∆x)2
−
(
D2y
−
ψ
)
kj
+ Ωkj
e−Re
1
2 sin (xk)−
−
ψkN
 .
Now, the matrices for 2 ≤ k ≤ m − 1 are given by comparison with (A.3 )
and the boundary condition
(A3)k =
1
2∆x
diag
(
(DyΩ)k,0 , (DyΩ)k,1 , . . . , (DyΩ)k,j , . . .
)
, (A.22)
and
A3k (0, :) = 0,
A3k (N, :) = 0. (A.23)
(A4)k = −
1
2∆x
diag
((
Dy
−
ψ
)
k,0
,
(
Dy
−
ψ
)
k,1
, . . . ,
(
Dy
−
ψ
)
k,j
, . . .
)
− 1
Re∆x2
I,
(A.24)
and
A4k (0, :) = 0,
A4k (N, :) = 0. (A.25)
(B3)k =
1
2∆x
diag
[
(Ωk+1,0 − Ωk−1,0) , (Ωk+1,1 − Ωk−1,1) , . . . ,
(Ωk+1,j − Ωk−1,j) , . . .
]
Dy, (A.26)
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and
B3k (0, :) = 0,
B3k (N, :) = 0. (A.27)
(B4)k = −
1
2∆x
diag
[(−
ψk+1,0 −
−
ψk−1,0
)
,
(
−
ψk+1,1 −
−
ψk−1,1
)
, . . . ,(
−
ψk+1,j −
−
ψk−1,j
)
, . . .
]
Dy +
2
Re∆x2
I− 1
Re
(
Dy
2
)
, (A.28)
and
B4k (0, :) = (1, 0, . . . , 0) ,
B4k (N, :) = (0, . . . , 0, 1) . (A.29)
(C3)k = −
1
2∆x
diag
(
(DyΩ)k,0 , (DyΩ)k,1 , . . . , (DyΩ)k,j , . . .
)
, (A.30)
and
C3k (0, :) = 0,
C3k (N, :) = 0. (A.31)
(C4)k =
1
2∆x
diag
((
Dy
−
ψ
)
k,0
,
(
Dy
−
ψ
)
k,1
, . . . ,
(
Dy
−
ψ
)
k,j
, . . .
)
− 1
Re∆x2
I,
(A.32)
and
C4k (0, :) = 0,
C4k (N, :) = 0. (A.33)
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(R2)k =

Re sin xk − Ωk0
RBkj
(Re− 1) e−Re
1
2 sin (xk)− ΩkN
 .
Now, the matrices for K = 1 are given by
A1T0 +B1T1 +C1T2 = R1, (A.34)
where
A1 = 0,
B1 = I,
C1 = 0, (A.35)
and
R1 =
 − −ψ1
−Ω1
 .
Now, the matrices for k = m are given by
AmTm−1 +BmTm +CmTm+1 = Rm, (A.36)
Am = 0,
Bm = I,
Cm = 0, (A.37)
and
Rm =
 − −ψm
−Ωm
 .
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A.5 Continuation
Here we use the continuation method which has been discussed in chapter one, to
calculate the bifurcation diagram to follow the turning point. In section A.1 to
A.4 we have obtained the solution for the test problem of Navier-Stokes equations.
Suppose we have a solution ψ =
−
ψ, ω = Ω and Re =
−
Re, which is a solution
to (A.1 ), for a given Re, by following the same method which has been used in
chapter one we can find the unique solution z in the following equation
Jz = − ∂f
∂Re
. (A.38)
Let us linearize with a perturbation ( Gkj, Hkj and ∆Re) of the solution (
−
ψ,
Ω and
−
Re) as
ψkj =
−
ψkj +Gkj where |Gkj| ≪ 1,
ωkj = Ωkj +Hkj where |Hkj| ≪ 1,
Re =
−
Re +∆Re where |∆Re| ≪ 1.
(A.39)
Then, after linearizing for small |Gkj| , |Hkj| and |∆Re|, substituting into (A.1)
and neglecting the second-order terms we obtain
Hk+1j −Hk−1j
2∆x
(
Dy
−
ψ
)
kj
+ (DyG)kj
Ωk+1j − Ωk−1j
2∆x
− (DyH)kj
−
ψk+1j −
−
ψk−1j
2∆x
−Gk+1j −Gk−1j
2∆x
(DyΩ)kj −
1
−
Re
Hk+1j − 2Hkj +Hk−1j
(∆x)2
− 1−
Re
(
D2yH
)
kj
+
∆Re
−
Re
2
(D2yΩ)kj +
∆Re
−
Re
2
 Ωk+1j − 2Ωkj + Ωk−1j
(∆x)2
= RBkj , (A.40)
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where
RBkj = F1 (xk, yj)− Ωk+1j − Ωk−1j
2∆x
(
Dy
−
ψ
)
kj
+ (DyΩ)kj
−
ψk+1j −
−
ψk−1j
2∆x
+
1
−
Re
Ωk+1j − 2Ωkj + Ωk−1j
(∆x)2
+
1
−
Re
(
D2yΩ
)
kj
, (A.41)
and
Gk+1j − 2Gkj +Gk−1j
(∆x)2
+
(
D2yG
)
kj
−Hkj = (RA)kj , (A.42)
where
(RA)kj = −
−
ψk+1j −2
−
ψkj +
−
ψk−1j
(∆x)2
−
(
D2y
−
ψ
)
kj
+ Ωkj, (A.43)
with the boundary condition
for x = 0, G1j = −
−
ψ1j H1j = −Ω1j 0 ≤ j ≤ N ,
for x = π, Gmj = −
−
ψmj Hmj = −Ωmj 0 ≤ j ≤ N ,
for y = 0, Gk0 = −
−
ψk0 Hk0 − (∆Re) sin (xk) =
−
Re sin xk − Ωk0 1 ≤ k ≤ m,
for y = 1, GkN + (∆Re)
(
−
Re
−1
2
2
)
e−
−
Re
1
2
sin (xk) = e
−
−
Re
1
2
sin (xk)−
−
ψkN ,
for y = 1, HkN − (∆Re) e−
−
Re
1
2
sin (xk) + (∆Re)
(
−
Re− 1
)(
−
Re
−1
2
2
)
e−
−
Re
1
2
sin (xk)
=
(
−
Re− 1
)
e−
−
Re
1
2
sin (xk)− ΩkN 1 ≤ k ≤ m.
Let
Tk =
 Gk
Hk
 & Gk =

Gk0
Gk1
...
GkN

& Hk =

Hk0
Hk1
...
HkN

.
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Thus, we obtain a linear system of the form
AkTk−1 +BkTk +CkTk+1 +Dk∆Rek = Rk 1 ≤ k ≤ m. (A.44)
Then we rewrite this equation as(
J
∂f
∂Re
)
(T ∆Re)T = R, (A.45)
where
J =

B1 C1
A2 B2 C2
A3 B3 C3
A4 B4 C4
. . .
. . .
. . .
Am−1 Bm−1 Cm−1
Am Bm

, (A.46)
(
∂f
∂Re
)
= (D1,D2, . . . ,Dm)
T , (A.47)
Dk =
 L1k
L2k
 , (A.48)
L1k = (L1k0, L1k1, . . . , L1kN)
T ,
L2k = (L2k0, L2k1, . . . , L2kN)
T ,
and
L11 = L1m = L21 = L2m = 0,
L1kj = 0,
L1k0 = 0,
L1kN =
 −Re
−1
2
2
 e−−Re 12 sin (xk) , (A.49)
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(L2)kj =
 1
−
Re
2
(D2yΩ)kj +
 1
−
Re
2
 Ωk+1j − 2Ωkj + Ωk−1j
(∆x)2
, (A.50)
L2k0 = − sin (xk) ,
L2kN = −e−
−
Re
1
2
sin (xk) +
(
−
Re− 1
) −Re
−1
2
2
 e−−Re 12 sin (xk) . (A.51)
Having found
(
∂f
∂Re
)
from (A.47) we solve equation (A.38) to find the unique
solution z, and obtain dT
ds
and dRe
ds
where
dRe
ds
= ± 1√
zTz+ 1
, (A.52)
dT
ds
= ± z√
zTz+ 1
. (A.53)
After we obtain dT
ds
and dRe
ds
the branch is continued by determining the appro-
priate choice of sign and we can update the initial iterate for Newton’s method
as
T(0) =
−
T +
(
dT
ds
)
∆s, (A.54)
Re(0) =
−
Re +
(
dRe
ds
)
∆s, (A.55)
where is ∆s is chosen.
As in the previous work in chapter 1, from the predictor step and the corrector
we have obtained the solution for a and b, being temporary vectors and we use
them to obtain the new updates for ∆Re and ∆T.
A.6 The Turning Point Tracking Algorithm
Now, to track a turning point as a function of Re, we follow the bordering al-
gorithm which has been disccussed in section (3.2.5). Therefore, the four linear
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equations that are to be solved are equation (3.53) to equation (3.56), except
that the parameter is Re instead of λ and x instead of θ. Equations (3.53) to
(3.56) thus become
Ja = −f , (A.56)
Jb = − ∂f
∂Re
, (A.57)
Jc = −∂Jy
∂x
a, (A.58)
Jd = −∂Jy
∂x
b− ∂Jy
∂Re
, (A.59)
where a,b, c and d are temporary vectors.
From the previous work in this section we obtain a and b, when we use
continuation method, we now want to obtain ∂Jy
∂x
a.
First note that J (ψ, Re)y is given by
J (ψ, Re)y = (J1, . . . ,Jm)
T , (A.60)
where
Jk = Ak (ψ)yk−1 +Bk (ψ)yk +Ck (ψ)yk+1, (A.61)
and coefficient matrices Ak, Bk, Ck, have been defined earlier in section (A.4).
Now, the vector ∂J(ψ,Re)
∂ψ
ya is defined by
∂J (ψ, Re)
∂ψ
ya = lim
σ→0
J (ψ + σa, Re)y − J (ψ, Re)y
σ
. (A.62)
Let us write
y = (y1, . . . ,ym)
T , (A.63)
with
yk = (Gk,Hk)
T , (A.64)
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and
Gk = (Gk0, . . . ,GkN)
T , (A.65)
Hk = (Hk0, . . . ,HkN)
T , (A.66)
(A.67)
and also
a = (α1,β1, . . . ,αk,βk, . . . ,αm,βm)
T , (A.68)
αk = (αk0, . . . ,αkN)
T , (A.69)
βk = (βk0, . . . ,βkN)
T . (A.70)
Then
J (ψ, Re)y = (J1, . . . ,Jk, . . . ,Jm)
T , (A.71)
with
Jk = (J1k,J2k)
T , (A.72)
and
J1k = (J1k0, . . . ,J1kN)
T , (A.73)
J2k = (J2k0, . . . ,J2kN)
T , (A.74)
(A.75)
From earlier we note that,
J1kj =
Gk+1j − 2Gkj +Gk−1j
(∆x)2
+
(
D2yGk
)
kj
−Hkj, (A.76)
and
J2kj =
Hk+1j−Hk−1j
2∆x
(
Dy
−
ψk
)
kj
+ (DyGk)kj
Ωk+1j−Ωk−1j
2∆x
− (DyHk)kj
−
ψk+1j−
−
ψk−1j
2∆x
− Gk+1j−Gk−1j
2∆x
(DyΩk)kj − 1−
Re
Hk+1j−2Hkj+Hk−1j
(∆x)2
− 1
−
Re
(
D2yHk
)
kj
.(A.77)
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Since the dependence of J (ψ) on ψ is linear we see that
∂J (ψ, Re)
∂ψ
ya = (P1, . . . ,Pk, . . . ,Pm)
T , (A.78)
where
Pk = (P1k,P2k)
T , (A.79)
and
P1k = (P1k0, . . . ,P1kN)
T , (A.80)
P2k = (P2k0, . . . ,P2kN)
T . (A.81)
The calculation of the limit shows that
P1kj = 0. (A.82)
P2kj =
Hk+1j −Hk−1j
2∆x
(Dyαk)kj + (DyG)kj
βk+1j − βk−1j
2∆x
− (DyH)kj
αk+1j −αk−1j
2∆x
− Gk+1j −Gk−1j
2∆x
(Dyβk)kj , (A.83)
2 ≤ k ≤ m− 1,
1 ≤ j ≤ N − 1,
(A.84)
and
P2kj = 0 otherwise. (A.85)
In the same way, but using b instead of a we obtain
[
∂Jy
∂x
b
]
kj
.
Also, by following the same way for J and since the dependence of J (Re) on
Re is linear we have calculated
[
∂Jy
∂Re
]
kj
as[
∂Jy
∂Re
]
= (E1, . . . ,Ek, ...,Em)
T , (A.86)
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where
Ek = (E1k,E2k)
T , (A.87)
and
E1k = (E1k0, . . . ,E1kN)
T , (A.88)
E2k = (E2k0, . . . ,E2kN)
T . (A.89)
The calculation of the limit shows that
E1kj = 0. (A.90)
E2kj =
1
−
R e2
Hk+1j − 2Hkj +Hk−1j
(∆x)2
+
1
−
R e2
(
D2yH
)
kj
, (A.91)
2 ≤ k ≤ m− 1
1 ≤ j ≤ N − 1,
(A.92)
and
E2kj = 0 otherwise. (A.93)
Thus, by substituting the values into equations (A.58) and (A.59) we can
obtain c and d.
We can calculate the correction terms from all values for the variables a, b,
c and d, which we have obtained already, such that
∆Re =
1− φ · c
φ · d , (A.94)
∆T = a+∆Reb, (A.95)
∆y = c+∆Red− y. (A.96)
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At last, by these results we can obtain the values of T, y, and Re such that
T = T¯+∆T,
Re = R¯e +∆Re,
y = y¯ +∆y.
As demonstrated earlier in section (3.2.5), we can converge to the next turning
point at the next value of a second parameter.
Appendix B
Computational Details for the
BC’s (Case 1)
The boundary conditions with Newton linearization for case 1 become
for y = 0, Gk0 = −
−
ψk0,
(
dz
dy
)
(DzG)k0 = −dzdyDz
−
ψk0,
for y = ymax, GkN = −
−
ψkN +βψˆs + ymax, HkN = −ΩkN + βωˆs,
for x = 0, G1j = −
−
ψ1j +yj, H1j = −Ω1j ,
for x =∞, Gmj = −
−
ψmj +
ymax
2
(1− β)
(
yj
ymax
)2 (
3− yj
ymax
)
,
for x =∞, Hmj = −Ωmj + 3ymax (1− β)
(
1− yj
ymax
)
.
Thus, the matrices for 2 ≤ k ≤ m − 1 are given by comparison with (4.19 )
and the boundary conditions
(A1)k = −
(
d2ξ
dx2
)
1
2∆ξ
I+
(
dξ
dx
)2
1
∆ξ2
I, (B.1)
and
A1k (0, :) = 0,
A1k (N, :) = 0. (B.2)
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(A2)k = 0. (B.3)
(B1)k =
(
d2z
dy2
)
(Dz) +
(
dz
dy
)2 (
Dz
2
)− (dξ
dx
)2
2
∆ξ2
I, (B.4)
and
B1k (0, :) = (1, 0, . . . , 0) ,
B1k (N, :) = (0, . . . , 0, 1) . (B.5)
(B2)k = −I, (B.6)
and
B2k (0, :) = 0,
B2k (N, :) = 0. (B.7)
(C1)k =
(
d2ξ
dx2
)
1
2∆ξ
I+
(
dξ
dx
)2
1
∆ξ2
I, (B.8)
and
C1k (0, :) = 0,
C1k (N, :) = 0. (B.9)
(C2)k = 0. (B.10)
(R1)k =

−
−
ψk0
(RA)kj
−
−
ψkN +βψˆs + ymax
 .
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Now, the matrices for 2 ≤ k ≤ m − 1 are given by comparison with (4.17 )
and the boundary conditions
(A3)k =
(
dz
dy
)
diag
(
(DzΩ)k,0 , (DzΩ)k,1 , . . . , (DzΩ)k,j , . . .
)(dξ
dx
)
1
2∆ξ
I,
(B.11)
and
A3k (0, :) = 0,
A3k (N, :) = 0. (B.12)
(A4)k = −
(
dz
dy
)
diag
((
Dz
−
ψ
)
k,0
,
(
Dz
−
ψ
)
k,1
, . . . ,
(
Dz
−
ψ
)
k,j
, . . .
)
(
dξ
dx
)
1
2∆ξ
I− 1
Re∆ξ2
(
dξ
dx
)2
I+
1
2Re∆ξ
(
d2ξ
dx2
)
I, (B.13)
and
A4k (0, :) = 0,
A4k (N, :) = 0. (B.14)
(B3)k =
(
dξ
dx
)
1
2∆ξ
diag
[
(Ωk+1,0 − Ωk−1,0) , (Ωk+1,1 − Ωk−1,1) , . . . ,
(Ωk+1,j − Ωk−1,j) , . . .
](dz
dy
)
Dz, (B.15)
and
B3k (0, :) =
(
dz
dy
)
Dz,
B3k (N, :) = (0, . . . , 0, 1) . (B.16)
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(B4)k = −
(
dξ
dx
)
1
2∆ξ
diag
[(−
ψk+1,0 −
−
ψk−1,0
)
,
(
−
ψk+1,1 −
−
ψk−1,1
)
, . . . ,(
−
ψk+1,j −
−
ψk−1,j
)
, . . .
](dz
dy
)
(Dz) +
2
Re∆ξ2
(
dξ
dx
)2
I
− 1
Re
(
dz
dy
)2 (
Dz
2
)− 1
Re
(
d2z
dy2
)
Dz, (B.17)
and
B4k (0, :) = 0,
B4k (N, :) = 0. (B.18)
(C3)k = −
(
dz
dy
)
diag
(
(DzΩ)k,0 , (DzΩ)k,1 , . . . , (DzΩ)k,j , . . .
)(dξ
dx
)
1
2∆ξ
I,
(B.19)
and
C3k (0, :) = 0,
C3k (N, :) = 0. (B.20)
(C4)k =
(
dz
dy
)
diag
((
Dz
−
ψ
)
k,0
,
(
Dz
−
ψ
)
k,1
, . . . ,
(
Dz
−
ψ
)
k,j
, . . .
)
(
dξ
dx
)
1
2∆ξ
I− 1
Re∆ξ2
(
dξ
dx
)2
I− 1
2Re∆ξ
(
d2ξ
dx2
)
I,
(B.21)
and
C4k (0, :) = 0,
C4k (N, :) = 0. (B.22)
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(R2)k =

−
(
dz
dy
)(
Dz
−
ψ
)
k0
RBkj
−ΩkN + βωˆs
 .
Now, the matrices for K = 1 are given by
A1T0 +B1T1 +C1T2 = R1, (B.23)
where
A1 = 0,
B11 = B41 = I,
C1 = 0, (B.24)
and
R1 =
 − −ψ1j +yj
−Ω1j
 .
Now, the matrices for k = m are given by
AmTm−1 +BmTm +CmTm+1 = Rm, (B.25)
Am = 0,
B1m = B4m = I,
Cm = 0, (B.26)
and
Rm =
 −
−
ψmj +
ymax
2
(1− β)
(
yj
ymax
)2 (
3− yj
ymax
)
−Ωmj + 3ymax (1− β)
(
1− yj
ymax
)
 .
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