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1 Einleitung
Diese Arbeit untersucht die Möglichkeiten, auf der Basis von ellcode-Analysen alitäts-
aussagen zur Wartbarkeit zu machen. Ziel ist die Unterstützung des Wartungsprozesses, der
von großer ökonomischer Bedeutung ist. Hierzu werden zunächst die Probleme beschrieben,
die sich durch die Wartung als Teil der Entwicklung von Sowaresystemen ergeben, und an-
schließend Maßnahmen diskutiert, die aus Sicht der Entwickler zur Erhaltung der Wartbarkeit
beitragen können.
1.1 Wartung von Sowaresystemen als Bestandteil des
Entwicklungsprozesses
Die Entwicklung von Sowaresystemen endet nicht mit ihrer Auslieferung an den Kunden.
Nach kurzer Zeit ergeben sich o neue Anforderungen und bestehende Funktionen sollen ver-
ändert oder Fehler behoben werden. Boehm beziﬀerte schon 1979 den Kostenanteil solcher
Wartungsarbeiten an den Gesamtkosten eines Systems auf ca. 70% [Boe79]. Auch die Entwick-
lung neuer Programmierparadigmen und -sprachen haben nicht zu einer Verringerung dieses
Anteils geührt, im Gegenteil: Edelstein ührt an, dass die Wartungskosten jährlich um 10%
steigen [Ede93]. Sommerville verweist auf eine Untersuchung von Erlikh [Erl00], in der sogar
ein Kostenanteil von 90% ermielt wurde [Som07a].
Milerweile hat sich die Erkenntnis durchgesetzt, dass Wartung und Evolution Teil des Ent-
wicklungsprozesses von Sowaresystemen sind (s. bspw. [McC96, S. 575]). Auf Grund sich
ständig ändernder Anforderungen sind sie ein nahezu
"
natürlicher\ und unvermeidbarer Vor-
gang, wie Lehman in seinen Laws of Soware Evolution deutlich macht: Ohne eine kontinuierli-
che Anpassung verringert sich im Laufe der Zeit der Nutzen eines Systems ür den Anwender
[BL76; Leh+97]. Dies geährdet insbesondere langlebige Informationssysteme, wie sie bspw. in
Banken und Versicherungen zum Einsatz kommen. Unternehmen sind abhängig vom Produk-
tionsfaktor Information und seiner reibungslosen Verarbeitung [Som07a; Spi06]. Maßnahmen
wie die Fehlerbereinigung und die Umsetzung neuer Funktionen (=Wartung) sowie die Por-
tierung auf neue Technologie-Plaformen (=Evolution) stellen somit eine Investition ür die
unternehmerische Zukun dar.
Die Auswirkungen der Wartung auf den ellcode und dessen Strukturen sind jedoch gra-
vierend. Laut Müller et al. vergrößert sich der Code-Umfang durch Erweiterungen, Updates
usw. jährlich um ca. 10%, die Wartung allein ührt alle sieben Jahre zu einer Verdoppelung
[MWT94]. Dabei erschwert nicht nur der Umfang des Codes das Verständnis und damit seine
Bearbeitung. Nach Lehmans Untersuchungen werden Systeme mit fortschreitender Wartung
zunehmend komplexer, während ihre Code-alität gleichzeitig abnimmt [Leh+97]. Eick et al.
fanden bei der Analyse eines großen Systems (die gesamte Systemhistorie umfasste 100 Mio.
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Zeilen ellcode und nochmals 100 Mio. Zeilen in Header-Dateien und Makeﬁles, aufgeteilt
auf 50 Subsysteme und 5000 Module) ebenfalls Indikatoren ür einen zunehmenden Verfall der
Code-Strukturen (Code Decay) [Eic+98]. Wie Lehman bezeichnen auch Hunt und omas ei-
nen solchenalitätsverlust in Anlehnung an die Physik als Soware-Entropie [HT03]. Durch
die Wartung wird so schließlich ein Stadium erreicht, in dem es nahezu unmöglich ist, Code
zu korrigieren oder hinzuzuügen, ohne zugleich neue Fehler zu produzieren [BL76].
In einer solchen Situation liegt es nahe, dass eine Neuentwicklung der betroﬀenen Systeme
in Betracht gezogenwird. Die Altsysteme beinhalten substantiellesWissen über die Organisati-
on selbst, ihre Geschäsprozesse und -strategien, die sich über Jahre hinweg entwickelt haben.
Diese
"
Verzahnung\ mit dem Unternehmen spiegelt sich auch im Code wider, insbesondere im
Design [BCK98; Con68]. Sie wird allerdings in vielen Fällen nicht explizit dokumentiert und
ist als
"
tacit knowledge\ nur implizit vorhanden [Mas10]. Im Rahmen der Anforderungsana-
lyse ür die Neuentwicklung kann sie als Informationsquelle daher nur bedingt herangezogen
werden. Sommerville weist zudem auf eine Untersuchung von Ulrich (s. [Ulr90]) hin, in der
die Kosten eines Reengineering (Reengineering: Auereitung eines Altsystems zwecks Wart-
barkeit) als signiﬁkant geringer eingeschätzt werden als die Kosten ür eine Neuentwicklung
gleichen „Reifegrads“ [Som07a]. Vor diesem Hintergrund ist eine qualitätssichernde und auf
Evolution ausgerichtete Wartung — nicht nur von Legacy-Systemen — mindestens genauso
wichtig wie die Konstruktion neuer Soware, wenn nicht sogar wichtiger [MWT94; SHT05].
Bei der Betrachtung von Unternehmen aus der Fortune 100-Liste ließ sich bereits 1994 fest-
stellen, dass diese durchschnilich 35 Millionen Zeilen ellcode pﬂegen [MWT94]. Allein
der Umfang dieser Systeme ührt dazu, dass 60% der Wartungszeit mit der Suche nach denje-
nigen Zeilen ellcode zugebracht wird, die ür die Umsetzung einer neuen Anforderung ge-
ändert werden müssen [Ede93]. Die Systemdokumentation ist dabei nur bedingt hilfreich, da
die Konsistenz von Dokumentation und Code nicht zwangsläuﬁg gegeben ist [Som07a; DP09].
Auchwenn der Pﬂege der Systemdokumentation viel Aufmerksamkeit gewidmet wird, gilt: Der
ellcode ist die einzige zuverlässige Informationsquelle, wenn es um Fragen der Wartung und
Evolution eines Systems geht [Mar09; DP09]. Er bildet die Grundlage ür die auszuliefernde An-
wendung und vereint alle Entscheidungen, die Domänenspezialisten, Designer, Programmierer
und Tester in seine Entwicklung haben einﬂießen lassen. Dieses Wissen muss ür erfolgreiche
Soware Maintenance so weit wie möglich wieder verügbar und der alitätssicherung zu-
gänglich gemacht werden. Besonderes Augenmerk sollte dabei auf die Güte der Informationen
gerichtet werden, denn sta immer mehr Informationen anzuhäufen, werden die richtigen —
ür die Wartung hilfreichen — Informationen benötigt. Welche Informationen das sind, hängt
von der Art der Maßnahmen ab, die im Rahmen der Soware Maintenance durchgeührt wer-
den sollen.
1.2 Maßnahmen zur Erhaltung der Wartbarkeit
Soware Maintenance wird o übersetzt mit „Wartung“. Dieser Begriﬀ assoziiert einen De-
fekt, der behoben werden muss. Auch das gehört zu Soware Maintenance, jedoch ist darunter
auch „Erhaltung“ zu verstehen: Anpassung, Veränderung, Optimierung und natürlich Repara-
tur. Eine bessere Übersetzung wäre demnach „Soware-System-Erhaltung“ [SHT05]. Die IEEE
2
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kategorisiert die Systemerhaltung in erweiternde und korrigierende Maßnahmen [06a]. Zur ers-
ten Kategorie gehören die Verbesserung der Performance, Wartbarkeit oder die Modiﬁkation
anderer Eigenschaen (Perfective Maintenance) sowie die Anpassung eines Produkts an eine
sich ändernde Systemumgebung — auch Portierung genannt — (Adaptive Maintenance), zur
zweiten die Beseitigung von Fehlern (Corrective Maintenance) und die präventive Suche und
Korrektur latenter Fehler, bevor sie eﬀektiv werden (Preventive Maintenance). Jede dieser Maß-
nahmen erfordert ein mehr oder weniger umfangreiches Wissen über den System-ellcode
und seine Strukturen.
Dieses Wissen kann mit Methoden des Programmverstehens (Program Comprehension) und
durch Reverse Engineering erlangt werden [Som07b; RW10]. Dabei wird zunächst derellcode
analysiert mit dem Ziel, Komponenten und ihre Beziehungen untereinander zu identiﬁzieren
und Darstellungen der Soware zu erzeugen, die eine andere Form oder ein höheres Abstrakti-
onsniveau haben. Dazu gehören verschiedene Sichten auf die Systemarchitektur wie z. B. Aufruf-
Graphen, Klassendiagramme und Kontrollﬂuss-Diagramme (s. dazu bspw. [Kru95]), aber auch
Visualisierungen von Impact-, Trend- und Metrik-Analysen (s. bspw. [Ber10]). Neben einer Re-
duzierung der Komplexität, die das Verständnis erleichtern soll, gewinnt der Entwickler auch
Hinweise aufalitätsmängel, die ür präventiveWartungsmaßnahmen hilfreich sein können.
Refactoring-Werkzeuge erleichtern das Reengineering, indem sie passend zu sog. Code Smells
automatisierte Code-Transformation anbieten (s. [Fow99]).
Koschke beklagt allerdings, dass es trotz einiger Arbeiten zum Prozess der Architekturrekon-
struktion bis dato keinen umfassenden Katalog von Techniken gibt, der detailliert beschreibt,
wann und wo welche Maßnahmen zur Strukturverbesserung zu ergreifen sind [Kos05]. Bei
der Vermessung von Soware mit Hilfe von Metriken zeigen sich ähnliche Schwierigkeiten:
"
Absolute Zahlen ür gute oder schlechte Größen von Klassen, Packages, Subsystemen oder
Schichten lassen sich nicht angeben.\ [RL04] Der Einsatz solcher Metriken wird zusätzlich er-
schwert durch die nicht standardisierte Interpretation der Messergebnisse [And+04]. Gründe
daür sind u. a. die unklare Deﬁnition von Begriﬀen wie
"
Wartbarkeit\ und fehlende Maßstä-
be, bspw. ür die maximale Vererbungstiefe von Klassenhierarchien. McCabe stellt in [McC76]
einen Graph-orientierten Ansatz zur Komplexitätsbestimmung von Programmen vor, der an
einigen Fortran-Programmen evaluiert wurde. Diese Maße sind zwar gut ür Projekte geeig-
net, deren Programmiersprachen dem Paradigma der Strukturierten Programmierung folgen (s.
[Dij69; Dij70a; Dij70b]), sie haben aber nur eingeschränkten Nutzen bei Verwendung von ob-
jektorientierten Sprachen. Die bekannteste Metrik-Suite ür derartige Sprachen ist die von Chi-
damber und Kemerer [CK91; CK94]; sie erfasst Struktur- und Volumenmaße. Allerdings gibt es
auch hier Zweifel am Nutzen einzelner Metriken. Eine Untersuchung von Aggarwal et al. hat
ergeben, dass von 14 untersuchten Metriken nur sechs hinreichend gute eigenständige Aussa-
gen lieferten, während die anderen Metriken entweder Teilmengen dieser sechs bildeten oder
dieselbe Information auf andere Weise darstellten [Agg+06].
Ein weiteres Problem ist die Unterstützung der Entwickler sowohl durch die Struktur der
Programmiersprachen als auch durch die Programmierwerkzeuge während der Entwicklung
selbst. Objektorientierte Sprachen wie C++ und Java bieten keine direkte sprachliche Unter-
stützung zur Umsetzung von Architekturen, wodurch die Identiﬁzierung von Komponenten
nur indirekt, bspw. durch Strukturanalysen, erfolgen kann. Hier fehlt neben einer Präzisierung
der Begriﬀsdeﬁnition
"
Soware-Architektur\ eine Auﬂistung von relevantenMerkmalen, Sich-
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ten und Perspektiven.
In den letzten Jahren wurden mehrere Ansätze entwickelt, diealitätsaussagen überell-
code ermöglichen. Die von Gamma et al. katalogisierten Entwurfsmuster bieten dem Entwickler
zu häuﬁg wiederkehrenden Problemstellungen bewährte Code-Strukturen als Lösung an und
dienen als
"
Best Practices\-Leitfaden undMaßstab [Gam+96]. Dabei werden auch Aspekte wie
Wiederverwendbarkeit und Erweiterbarkeit betrachtet. Weiterhin hat Fowler mit seinen Code
Smells und den entsprechenden Refactoring-Vorgaben einen ersten Schri in Richtung Maß-
nahmenkatalog getan [Fow99]. Code Smells sind Indikatoren ür Bereiche im ellcode, die
durch ein Refactoring verbessert werden können. Roock und Lippert heben das Refactoring auf
die Architekturebene und geben Hinweise auf Architektur-Smells, die zu
"
großen\ Refactorings
von Komponenten ühren [RL04]. Kerievsky kombiniert Entwurfsmustern und Refactoring zu
"
Refactoring to Paerns\ und bietet so Methoden an, die die Evolution von Systemen helfen
können [Ker06]. Trotz der schon angeührten Probleme unterstützen die Metrik-Suiten von
McCabe, Halstead (s. [Hal77]), Chidamber und Kemerer, das MOOD-Set von Harrison et al.
(s. [HCN98]) sowie Fokussierungen und Erweiterungen verschiedene qualitätsorientierte Be-
trachtungen des Codes und erlauben eine Lokalisierung wartungsbedüriger Code-Bereiche
und die Abschätzung des Wartungsumfangs (s. dazu u. a. [BBM96; BDW99; BMB99; Cos+05;
FN01; Gos+03; HS01; LC01; WYF03]).
1.3 Zielsetzung
Im Rahmen dieser Arbeit sollen folgende Forschungsfragen aus diesem Problembereich ange-
gangen werden:
1. Welche alitätsmerkmale lassen sich aus ellcode ermieln? Die Ermilung vonali-
tätsmerkmalen ist nur ein erster Schri, um zu einem qualitäts- und evolutionsbewussten
Wartungsprozess zu gelangen. Feingranulare Merkmale wie bspw. Lines of Code, Metri-
ken nach McCabe und Halstead bilden eine Teilmenge dieser Merkmale, wichtiger sind
jedoch Merkmale auf der Ebene der Soware-Architektur. Zunächst muss jedoch der
alitätsbegriﬀ selbst näher untersucht und eine Deﬁnition abgeleitet werden, um die
etablierten Merkmale hinsichtlich ihres Nutzens ür diese Arbeit einer Bewertung zu-
ühren zu können. Gleiches gilt ür den Architekturbegriﬀ und die Architekturqualität.
2. Wie relevant sind die Merkmale ür die Wartbarkeit und Weiterentwicklung eines Systems?
Die Relevanz muss insbesondere aus Sicht der Entwickler bewertet werden, denn sie sind
es, die mit demellcode hantieren müssen. Besonderes Augenmerk liegt dabei auf der
Systemarchitektur, denn ihre Tragähigkeit ist entscheidend ür die Langlebigkeit eines
Soware-Produkts [BCK98].
3. Wie lässt sich aus den gewonnenen Informationen einalitätsmodell entwickeln, das sich in
den Kontext eines Sowareentwicklungsprozesses eingliedert? Ein solches alitätsmodell
muss sich ebenfalls wie das zu bewertende Sowaresystem entwickeln können, um seine
Aussagekra zu behalten. Somit muss zunächst untersucht werden, welche etablierten
alitätsmodelle es gibt und wie sie hinsichtlich der Deﬁnition des alitätsbegriﬀs in
dieser Arbeit zu bewerten sind.
4
1.4 Einordnung und Aufbau der Arbeit
Zur Beantwortung dieser Fragen wird ein alitätsmodell zur Wartung entworfen, das die
Wartbarkeit von Sowaresystemen aus Sicht der Entwickler bewerten kann. Eine Analyse des
BIS¹ der Universität Bielefeld mit Hilfe dieses alitätsmodells soll zeigen, ob es ür die a-
litätsbewertung dieses Systems geeignet ist.
1.4 Einordnung und Aufbau der Arbeit
DieArbeit ist dem Forschungsbereich derWirtschaswissenschaen, genauer, derWirtschas-
informatik, zuzuordnen und verfolgt ein Gestaltungsziel, das sich durch die Entwicklung die-
ses Artefakts ür die Problemlösung manifestiert. Weiterhin sollen Erkenntnisse überalitäts-
merkmale, deren Verwendung und Eﬀektivität zu erlangen. Somit wird auch ein Erkenntnis-
ziel verfolgt. Wissenschastheoretisch gliedert sich die Arbeit damit in die gestaltungsorien-
tierte Wirtschasinformatik ein (s. dazu auch [Öst+10]). Konstituierendes Merkmal dieses For-
schungsparadigmas ist die Hinwendung zur Konstruktion von Artefakten zur Problemlösung,
ganz im Gegensatz zur behavioristischen Forschung, die vornehmlich nach Erklärungen von
in der Realwelt beobachtbaren Phänomenen sucht [Hev+04; Zel07]. Unter dem Begriﬀ Artefakt
werden dabei Modelle, Methoden, Konstrukte und Umsetzungen subsumiert. Will man dem
Wunsch nach einer Generalisierbarkeit von Forschungsergebnissen Rechnung tragen, können
auch eorien als Artefakte aufgefasst werden [BKN08].
Die von Hevner et al. in [Hev+04] vorgeschlagenen Richtlinien zur Bewertung von For-
schungsarbeiten werden unter Einbeziehung der dazu von Zelewski in [Zel07] angeührten
Kritikpunkte folgendermaßen ür diese Arbeit angewendet:
1. Das zu lösende organisatorische Problem wird in Abschni 1.3 umrissen und in Kapitel
2 detailliert beschrieben. Entwickelt werden zwei Artefakte: (1) Ein Satz von alitäts-
merkmalen auf der Ebene der Soware-Architektur, mit deren Hilfe (2) einalitätsmo-
dell erstellt wird.
2. Die Grundproblematik wird in den Abschnien 1.1 und 1.2 beleuchtet und in Kapitel 2
vor dem Hintergrund der Forschungsfragen ausgearbeitet.
3. Die Eﬀektivität und alität der Artefakte wird anhand ihrer Umsetzung in Kapitel 5
geprü. Da allerdings eine alternative Sichtweise auf diealität eines Sowaresystems
eingenommen werden soll, ist die Menge der Evaluierungsmethoden neben der Umset-
zung der Erweiterung auf die Anwendung derselben im Rahmen einer Fallstudie (Kapitel
6) mit anschließender Diskussion beschränkt.
4. Der Forschungsbeitrag ist in Abschni 1.3 skizziert und wird in den Kapiteln 2 bis 6
entwickelt.
5. Die Stringenz der Arbeit wird gewahrt durch die Verwendung etablierter eorien zur
Sowarequalität und den Einsatz von Technik-Standards bei der Umsetzung.
¹Das BIS ist einWeb-basiertes Informationssystem ür die Universität Bielefeld. Es besteht aus dem elektronischen
kommentierten Vorlesungsverzeichnis, der Prüfungsverwaltung und dem Personen- und Einrichtungsverzeich-
nis. Sämtliche BIS-Anwendungen werden hausintern entwickelt und betrieben.
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6. Durch das Ziel, eine alternative Sichtweise anzubieten, kann diese Arbeit nur eine von
mehreren möglichen Lösungen sein, die versuchen, die verschiedenen Probleme im Um-
feld der Soware-Wartung zu lösen.
7. Die Arbeit richtet sich ausschließlich an ein Fachpublikum, das mit den eorien und
Methoden der Sowareanalyse undalitätssicherung vertraut ist.
Die Arbeit ist in vier Teile untergliedert. Der erste Teil (Kapitel 2, 3 und 4) beleuchtet die theo-
retischen Grundlagen desalitätsbegriﬀs und untersucht ihre Anwendbarkeit auf denell-
code eines Sowaresystems. Dazu werden existierende alitätsstandards herangezogen und
auf ihren Nutzen ür die Analyse eines Sowaresystems geprü. Fokussiert wird auf die Be-
reiche Soware-Architektur und Soware-Vermessung miels Metriken, da sie die Basis der
Informationsgewinnung ausellcode darstellen. Darüber hinaus muss geprü werden, ob es
Abhängigkeiten dieser Analyse- und Bewertungsmethoden von bestimmten Programmierpa-
radigmen oder -sprachen gibt und welche Auswirkungen dies auf die Bewertung eines So-
waresystems haben kann.
Die Untersuchungsergebnisse ühren im zweiten Teil (Kapitel 5) zur Entwicklung einesa-
litätsmodells und eines zugehörigen Sowaremodells, die beide anschließend in Form konkre-
terMethoden der Informationsgewinnung ausellcode dienen. Im drien Teil (Kapitel 6) wird
ein konkretes Sowaresystem der Universität Bielefeld, das System BIS, mit dem entwickelten
System exemplarisch analysiert.
Der vierte Teil (Kapitel 7) fasst die Forschungsergebnisse zusammen und gibt einen Ausblick
auf noch oﬀene Forschungsfragen und weitere Untersuchungen.
6
2 alitäten von Sowaresystemen
Any fool can write code that a
computer can understand. Good
programmers write code that
humans can understand.
(Martin Fowler in
"
Refactoring\)
Im Zuge dieses Kapitels werden zunächst die Ziele der Entwickler und ihre Anforderungen
an Soware-alität charakterisiert. Es folgt ein Überblick zum Standard ISO 9126. Nach ei-
ner Betrachtung des vom Standard deﬁnierten alitätsmodells wird auf die Konkretisierung
der Eigenschaen und Merkmale zu Kenngrößen eingegangen. Eine Auswertung im Hinblick
auf die Eignung der Standards als Ausgangpunkt ür die Entwicklung eines alitätsmodells
beendet die Untersuchung.
2.1 Ziele der Entwickler
An der Entwicklung eines Sowaresystems sind viele sog.
"
Stakeholder\ beteiligt, die jeweils
bestimmte Ziele verfolgen und eigene Erwartungen an diealitäten des Systems haben [BCK98,
S. 6]. So sind bspw. ür den Benutzer
"
äußere\ alitäten wie die gewünschten Funktionen,
die Fehlerfreiheit, Arbeitsgeschwindigkeit und Eﬃzienz (allg. die
"
Usability\) wichtig, ür das
Management der entwickelnden Organisation die Entwicklungsdauer und das Budget.
Die Aufgabe der Entwickler besteht in der Umsetzung der funktionalen und nicht-funktio-
nalen Anforderungen. Da sich in den letzten 10 Jahren die Erkenntnis durchgesetzt hat, dass
Änderungen ein normaler Bestandteil des Entwicklungsprozesses sind und jederzeit aureten
können, haben sich nicht nur die Entwicklungsmodelle verändert (s. zu diesen
"
agile Metho-
den\ bspw. [Mar02]), sondern auch die Anforderungen an den ellcode und dessen Struk-
turierung. Martin geht sogar soweit zu behaupten, dass der Entwurf eines Systems falsch sei,
wenn er diesem Änderungsdruck nicht standhalte [Mar02, S. 90]. Das Augenmerk der Ent-
wickler liegt also nicht mehr nur auf der reinen Umsetzung der Anforderungen, sondern auch
auf den
"
inneren\ alitäten wie der Systemstrukturierung (Architektur und Komponenten,
Umänge und Komplexität einzelner Bestandteile, Entwurfsmuster) und z. T. subjektiven Ein-
schätzungen von Lesbarkeit und Verständlichkeit, umschrieben mit Begriﬀen wie
"
Schönheit\
oder
"
Eleganz\ [Mar09, S. 32, 39].
Publikationen wie [Gam+96], [Fow99], [RL04], [Ker05] und [Mar09] geben z. T. sehr detail-
lierte Hinweise auf Merkmale, die die Wartbarkeit beeinﬂussen und wie die Struktur eines Sys-
tems auf der Architekturebene beschaﬀen sein sollte. Sie been diese Hinweise jedoch nicht
in ein übergeordnetes alitätsmodell ein, das die inneren alitäten näher ausührt und ih-
nen einzelne Merkmale zuordnet. Es fehlt zudem der Bezug zu höheren Abstraktionsebenen,
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wie er bspw. von verschiedenen Sichten hergestellt wird. Mit Hilfe solcher Sichten können die
Architekturen beschrieben werden, die ein System besitzt (s. dazu u. a. [Kru95]). Die Struktu-
rierung des Systems auf dieser Abstraktionsebene hat maßgeblichen Einﬂuss auf die späteren
Systemeigenschaen [BCK98, S. 78]; Denert bezeichnet die Soware-Architektur im Vorwort
zu [Sie04] gar als
"
die Königsdisziplin des Soware-Engineering\ .
Für eine Bewertung der Wartbarkeit vonellcode aus Sicht der Entwickler muss dera-
litätsbegriﬀ mit Hilfe einesalitätsmodells deﬁniert werden.alitätsmodelle versuchen, das
allgemeine, unscharfe Verständnis von
"
alität\ durch eine Taxonomie von Einzelfaktoren
mess- und damit bewertbar zu machen. Für Soware-alitätsmodelle heißt das, dass ali-
tätsunterbegriﬀe abgeleitet und diese weiter zu Indikatoren verfeinert werden, welche dann
einem Messinstrumentarium zugänglich sind. Ziel ist, durch Messergebnisse Rückschlüsse auf
die Gesamtqualität ziehen zu können (s. dazu bspw. [Wal01, S. 47]). Zusätzlich erreicht man
eineVereinheitlichung der Vorstellung vonalität undmacht sie dadurch kommunizierbar.a-
lität wird konkretisiert und damit mess- und bewertbar gemacht [Wal01, S. 46]. Kommunizier-
barkeit ist besonders ür große und langlebige Produkte ein wichtiges Kriterium, da diese i. d. R.
von einem größeren Entwickler-Team bearbeitet werden.
Der im folgendenAbschni beschriebene Standard ISO 9126 beschreibt ein solchesalitäts-
modell. Inwieweit er als Ausgangspunkt ür die Entwicklung einer solchen Begriﬀsdeﬁnition
dienen kann, wird anschließend untersucht.
2.2 alitätsstandard ISO 9126
Die unterschiedlichen Sichtweisen der Stakeholder erschweren die Entwicklung einer umfas-
senden Deﬁnition eines alitätsbegriﬀs. Ein Indiz daür zeigt sich in den vielfachen Bemü-
hungen verschiedener Autoren und Institutionen wie DIN, IEEE und ISO sowie den daraus ent-
standenen Standards, die sich zudem gegenseitig referenzieren. Abbildung 2.1 versucht, diesen
Zustand zu illustrieren.
2.2.1 ISO 9126 im Kontext anderer Standards
Die International Organization for Standardization (ISO) hat eine Reihe von Standards veröf-
fentlicht, die auf die Bedürfnisse der ür die Auswahl und Entwicklung verantwortlichen In-
teressengruppen zugeschnien sind. Auch wenn der Benutzer in den Entwicklungsprozess mit
einbezogen wird, so sind primär das Management und die Entwickler die Hauptakteure, wenn
es umMaßnahmen zuralitätssicherung geht. DemManagement obliegt die Planung des mit-
unter langfristigen Einsatzes von Sowaresystemen sowie die Koordination der verügbaren
Ressourcen. Dieser Lebenszykluswird in den Standards ISO 15288 (Life Cycle Management: Sys-
tem Life Cycle Processes), ISO 14598 (Information Technology: Soware Product Evaluation) und
IEEE/EIA 12207 (Soware life cycle processes) aufgeschlüsselt und mit weiteren Arbeitsabläufen
innerhalb einer Organisation verzahnt [ISO00; 99a; 98]. Sie beschreiben neben den Prozessen,
die den gesamten Lebenszyklus eines Sowaresystems strukturieren, auch Verfahren ür die
Auswahl von Produkten.
Auch wenn Standardprodukte ausgewählt werden und keine Neuentwicklung staﬁnden
soll, muss in vielen Fällen eine Anpassung, zumindest jedoch eine Integration in ein vorhande-
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ISO TR 15271
ISO 12207
IEEE/EIA 12207
ISO 15288
ISO 9001 IEEE 1074
IEEE 610.12
ISO 14598
ISO 9126
ISO 25000
ISO 8402 ISO 2382
IEEE 1471
ISO 42010ISO 100006 DIN ISO 9001
IEEE 730
IEEE 982.2IEEE 1028 IEEE 1219
IEEE 1061
Abbildung 2.1: Standards zur alität von Sowaresystemen aus dem Bereich IEEE und ISO
(eigene Darstellung; ohne Anspruch auf Vollständigkeit).
nes System vorgenommen werden. Diese Wartungsarbeiten werden als Teil eines allgemeinen
Entwicklungsprozesses angesehen, dessenalitätssicherung in der Standard-Serie ISO 25000
(Soware engineering - Soware product ality Requirements and Evaluation (SaRE) ) umfas-
send erläutert werden soll (s. [05a]). Die Veröﬀentlichung der ersten Teilstandards begann 2005.
ISO 25000 soll die beiden verwandten Standards ISO/IEC 9126 (Soware product quality) (s. [01;
03a; 03b; 04a]) und ISO/IEC 14598 kombinieren und nach Veröﬀentlichung sämtlicher Teildo-
kumente ersetzen. Dieser neue Standard verfolgt das Ziel, Inkonsistenzen zwischen den beiden
Vorgängerstandards ISO 9126 und ISO 14598 zu beseitigen und einen koordinierten Zugang zur
Soware-Produktvermessung und -bewertung bieten.
2.2.2 Aufbau des Standards
ISO 9126 besteht aus vier Teilstandards. Teil eins beschreibt das dem Standard zugrunde liegen-
dealitätsmodell, dass sich in zwei Teilmodelle untergliedert (Produktqualität=interne/externe
alität und Gebrauchsqualität). Teil zwei speziﬁziert Kenngrößen ür die Bewertung der ex-
ternen, Teil drei ür die Bewertung der internen alität. Teil 4 beschreibt schließlich Kenn-
größen ür die Gebrauchsqualität [01; 03a; 03b; 04a].
In ISO 9126 wird wie bei Wallmüller auf einen Zusammenhang zwischen der alität des
Entwicklungsprozesses und der Produktqualität hingewiesen:
"
Die alität eines Soware-
Produkts wird bestimmt durch den Prozess, in dem es entwickelt wird, und dieMerkmale, die es
besitzt.\ [Wal01, S. 11]. Das demalitätsmodell zugrunde liegende Verständnis deralitäts-
entwicklung gleicht einer Kee, deren Glieder Prozessqualität–interne alität–externe ali-
tät–Gebrauchsqualität durch Einﬂuss- und Abhängigkeitsbeziehungen miteinander verbunden
sind. Die Prozessqualität trägt zur Produktqualität bei, die wiederum die Gebrauchsqualität be-
einﬂusst. Umgekehrt ühren die Bedürfnisse und Erwartungen der Benutzer, die das Produkt in
bestimmten Umgebungen einsetzen und so eine Gebrauchsqualität erwarten, zur Speziﬁkation
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Qualita¨t
Unterbegriff
Kennzeichen
Merkmal
Kenngro¨ße
Abbildung 2.2: Zerlegungssystematik desalitätsbegriﬀs in ISO 9126-1.
der Anforderungen an die externealität, die wiederum die Speziﬁkation der Anforderungen
an die internealität beeinﬂusst.
Prozessqualita¨t interne Qualita¨t externe Qualita¨t Gebrauchsqualita¨t
beeinflusst
abha¨ngig von
beeinflusst
abha¨ngig von
beeinflusst
abha¨ngig von
Abbildung 2.3: Verständnis der Entwicklung vonalität (nach [01]).
Internealität unterscheidet sich von externeralität darin, dass sie durch Untersuchun-
gen des nicht ausührbaren Produkts (vornehmlichellcode, aber auch Dokumentation inkl.
Modelle) mit Hilfe interner Maße ermielt wird. Externealität zeigt sich hingegen nur beim
konkreten Einsatz des Produkts und wird durch externe Maße erhoben. Die Gebrauchsquali-
tät wiederum ist abhängig von den jeweiligen Bedürfnissen, Erwartungen und Erfahrungen
des Benutzers und dem Kontext, in dem er das System nutzt. Dies ührt ür dasselbe Produkt
zu verschiedenenalitätsausprägungen. Um überhaupt eine Gebrauchsqualität zu erreichen,
muss zunächst eine ausreichend große Eﬀektivität vorliegen, ohne die das Produkt ür den
Benutzer wertlos wäre. Eine gewisse Eﬀektivität vorausgesetzt gibt die Produktivität an, wie
eﬃzient er seinen Aufgaben mit Hilfe des Produkts nachgehen kann.
Das Verhältnis der Gebrauchsqualität zur internen/externen alität wird durch den Be-
nutzertyp beeinﬂusst. Für den Benutzer ist primär die Funktionalität, die Zuverlässigkeit und
Eﬃzienz eines Produkts ausschlaggebend, ür einen mit der Wartung beauragten Entwickler
resultiert sie eher aus derWartbarkeit des Produkts [01, S.15]. Gebrauchsqualität wird demnach
durch den Zweck und Kontext bestimmt und deﬁniert dadurch eine bestimmte Sichtweise auf
die externealität.
2.2.3 Innere und äußere Produktqualität
Das in ISO 9126-1 deﬁnierte Teilmodell ür interne/externe alität gründet die alität ei-
nes Soware-Produkts auf sechs Eigenschaskategorien, die sich weiter in einzelne Untereigen-
schaen und die wiederum in Merkmale untergliedern. Merkmale können durch Kenngrößen
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(=metrics) vermessen werden, welche als Indikatoren in die Bewertung eingehen. Es richtet
sich vornehmlich an Entwickler.
interne/externe Qualita¨t
Funktionalita¨t Zuverla¨ssigkeit Nutzbarkeit Effizienz Wartbarkeit Portabilita¨t
Abbildung 2.4: Taxonomie des Teilmodells ür interne/externealität (nach [01]).
Das Teilmodell deﬁniert und detailliert folgende Eigenschaskategorien:
• Funktionalität
• Zuverlässigkeit
• Nutzbarkeit
• Eﬃzienz
• Wartbarkeit
• Portabilität
Funktionalität (functionality)
Diese Eigenscha beschreibt die Fähigkeiten des Produkts, durch das Bereitstellen von Funk-
tionen die Bedürfnisse eines Benutzers unter bestimmten Einsatzbedingungen zu befriedigen.
Dabei kommen sowohl explizit festgehaltene Bedürfnisse (bspw. in einem Pﬂichtenhe) als
auch implizite (Erwartungen an die Arbeitsgeschwindigkeit) in Betracht.alität bemisst sich
dann am Grad der Erüllung dieser Bedürfnisse.
Funktionalität wird durch ünf Untereigenschaen deﬁniert:
• Die Eignung (suitability) bemisst, wie gut die durch das Produkt bereitgestellte Men-
ge von Funktionen die Tätigkeiten des Benutzers unterstützt. Die Eignung wird zudem
durch die Untereigenscha Betriebsähigkeit der Eigenscha Nutzbarkeit beeinﬂusst.
• Die Genauigkeit (accuracy) des Produkts zeigt sich durch vom ihm gelieferte korrekte
und vom Benutzer so erwartete Ergebnisse.
• Interoperabilität (interoperability) beschreibt, wie gut das Produkt mit anderen Systemen
interagieren kann.
• Sicherheit (security) im Sinne des Datenschutzes und der Integrität wird daran gemessen,
wie gut ein Produkt den nicht autorisierten Zugriﬀ auf sensible Daten unterbinden kann.
• Konformität (functionality compliance) bezeichnet den Grad der vom Produkt eingehal-
tenen Standards, Konventionen und Gesetze.
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Zuverlässigkeit (reliability)
Als Zuverlässigkeit wird die Fähigkeit eines Produkts verstanden, unter bestimmten Bedingun-
gen ein bestimmtes Leistungsniveau beizubehalten. Dies gilt insbesondere ür den Fehlerfall,
seien es Bedienungs- oder Produktfehler.
Vier Untereigenschaen beschreiben die Zuverlässigkeit:
• Als Reife (maturity) wird das Vermögen betrachtet, Ausälle durch Produktfehler zu ver-
meiden. Dies geschieht üblicherweise durch Überprüfungen von Zwischenergebnissen
innerhalb des Produkts.
• Fehlertoleranz (fault tolerance) hingegen beschreibt die Fähigkeit des Systems, trotz Pro-
duktfehler und (mutwilliger) Fehlbedienung durch den Benutzer oder den Entwickler
stabil zu bleiben.
• Sollte es trotz aller Vorkehrungen zu einem Ausfall des Systems kommen, ist die Wie-
derherstellbarkeit (recoverability) der Leistung und der betroﬀenen Daten ein wichtiges
Merkmal.
• Ein Produkt sollte Standards und Konventionen zur Zuverlässigkeit (reliability compliance)
einhalten. (Dieses Merkmal wird durch den Standard nicht weiter ausgeührt. Ein Argu-
ment könnte sein, dass durch die Orientierung an derartigen Standards die Umsetzung
der übrigen drei Merkmale unterstützt und insgesamt eine bessere Akzeptanz erreicht
werden soll.)
Nutzbarkeit (usability)
Die Nutzbarkeit eines Produkts ist die wohl augenälligstealitätseigenscha ür den Benut-
zer. Ein Produkt sollte verständlich, gut zu erlernen und zu verwenden sowie araktiv sein.
Neben dem Endkunden werden hier auch alle von der Verwendung Betroﬀenen als Benutzer
betrachtet, d. h. auch Administratoren und Betreuer. Dabei sollen all diese Arbeitsumgebungen
mit in die Betrachtung der Nutzbarkeit eingehen.
Fünf Untereigenschaen sollen die Nutzbarkeit belegen:
• DieVerständlichkeit (understandability) eines Produkts erlaubt demBenutzer einzuschät-
zen, ob es ür seine Zwecke geeignet ist und wie es dazu eingesetzt werden kann. Aus-
schlaggebend ist neben dem ersten Eindruck die Produktdokumentation.
• Eine gute Erlernbarkeit (learnability) beähigt den Benutzer, in kurzer Zeit die Fähigkeiten
des Produkts kennen zu lernen und einzusetzen.
• Unter Betriebsähigkeit (operability) versteht man den Grad der möglichen Bedienung
Kontrolle des Produkts durch den Benutzer. Die Bedienbarkeit wird auch von den Un-
tereigenschaen Eignung, Änderbarkeit, Anpassungsähigkeit und Installierbarkeit be-
einﬂusst.
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• Die Araktivität (aractiveness) eines Produkts beschreibt den Reiz, den das Produkt
auf einen Benutzer ausüben und ihn zum Kauf oder Einsatz animieren kann. Neben der
Funktionalität spielt dabei auch die optische Gestaltung eine wesentliche Rolle.
• Ein Produkt sollte Standards und Konventionen zur Nutzbarkeit (usability compliance) ein-
halten. Da auch hier eine nähere Erläuterung fehlt, soll dieses Merkmal als Hinweis auf
die etablierten Standards und Best-Practices zum GUI-Design (bspw. [Ras00]) und zu
asi-Standards einzelner Produktklassen (Oﬃce-Produkte, Webbrowser etc.) verstan-
den werden.
Eﬀizienz (eﬀiciency)
Ein Produkt besitzt eine bestimmte Eﬃzienz bei der Verwendung vorhandenen Systemressour-
cen. Neben Prozessor- und Speicherkapazität betri dies auch Verbrauchsmaterialien wie Pa-
pier. Drei Untereigenschaen detaillieren dies:
• Das Zeitverhalten (time behaviour) beschreibt die Antwortzeiten, Verarbeitungszeiten
und Durchsatzraten eines Produkts bei seiner Verwendung.
• Allgemein wird die Ressourcenverwendung (resource utilisation) als Beschreibung der
Verwendung bestimmter Typen und Mengen von Ressourcen festgehalten.
• Das Produkt sollte sich an etablierten Eﬃzienzstandards (eﬃciency compliance) orientie-
ren. Ob es hier milerweile zu allgemein gültigen Standard und Konventionen kommen
wird, bleibt allerdings fraglich. Ein übliches Vorgehen bei zu langsam laufenden Produk-
ten oder Systemen ist, einfach leistungsähigere Hardware einzusetzen.
Wartbarkeit (maintainability)
Die Wartbarkeit eines Produkts beschreibt, wie gut Änderungen, Erweiterungen oder Anpas-
sungen an die Umgebung vorgenommenwerden können. Dies betri neben dem System-Code
selbst auch die erhobenen Anforderungen und funktionalen Speziﬁkationen. Damit erstrecken
sich Betrachtungen zur Wartbarkeit auch auf die zugehörige Dokumentation.
Anhand der folgenden ünf Untereigenschaen soll die Wartbarkeit beurteilt werden:
• Analysierbarkeit (analysability) ist eine Eigenscha, die es erlaubt, Fehlerquellen oder
Deﬁzite durch eine Untersuchung des Systems — das kann derellcode, die Dokumen-
tation und/oder die zugehörigen Daten sein — zu identiﬁzieren und die zu ändernden
Stellen einzugrenzen.
• Die Änderbarkeit (changeability) beschreibt dann, wie gut die entsprechenden Änderun-
gen implementiert werden können. Dazu gehören auch Korrekturen und Anpassungen
der Dokumente.
• Damit Änderungen keine unerwünschten Seiteneﬀekte zeigen, sollte das Produkt eine
gewisse Stabilität (stability) besitzen. Erreicht werden kann dies durch Unit-Tests und
Techniken wie defensives Programmieren, Design by Contract und den Einsatz von Ex-
ception Handling.
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• Um Änderungen auf ihre Korrektheit hin überprüfen zu können, muss das Produkt so
beschaﬀen sein, dass es getestet (testability) werden kann. Dies kann bspw. in Form von
sog.White-Box-Tests oder eher anwendernahen Black-Box-Tests erfolgen. Grundlage dazu
ist eine angemessene Modularisierung des Produkts.
• Das Produkt sollte Standards und Konventionen zurWartung (maintainability compliance)
einhalten.
Portabilität (portability)
Unter Portabilität wird nicht nur die Übertragung auf eine andere Hardware-Plaform, son-
dern allgemein der Transfer in eine andere Einsatzumgebung verstanden. Das können auch
organisatorische und andere Soware-Umgebungen sein. Durch ünf Untereigenschaen soll
die Portabilität gezeigt werden:
• Unter Anpassungsähigkeit (Adaptability) oder Konﬁgurierbarkeit versteht man die Fä-
higkeit eines Produkts, an den Einsatz in verschiedenen Umgebung angepasst werden
zu können, ohne das Produkt selbst zu modiﬁzieren. Dazu zählt u. a. auch die Skalierung
interner Größen wie Bildschirm-Maße, Transaktionsvolumen und Reportlänge.
• Die Installierbarkeit (installability) eines Produkts beschreibt, wie gut es in eine beste-
hende Umgebung eingeügt werden kann.
• Üblicherweise stehen Systeme nicht allein, sondern arbeiten mit anderen unabhängigen
Systemen zusammen und teilen deren Ressourcen. Daher ist dieKoexistenz (co-existence)
mit anderen Systemen eine wichtigealitätseigenscha.
• Ersetzbarkeit (replaceability) beschreibt sowohl die Ersetzung des Produkts durch eine
neue Version als auch die Ersetzung durch ein kompatibles Produkt. Neben den funktio-
nalen Anforderungen müssen insbesondere auch die Schnistellen zu anderen Systemen
kompatibel sein.
• Das Produkt sollte Portabilitätsstandards und Konventionen (portability standards) erül-
len.
2.2.4 Gebrauchsqualität
Das Teilmodell ür Gebrauchsqualität betrachtet die alität eines Soware-Produkts auch
Sicht des Benutzers. Es zerlegt den Oberbegriﬀ in die vier Eigenschaskategorien Eﬀektivität,
Produktivität, Sicherheit und Befriedigung, die jedoch nicht weiter unterteilt werden.
Gebrauchsqualita¨t
Effektivita¨t Produktivita¨t Sicherheit Befriedigung
Abbildung 2.5: Taxonomie des Teilmodells ür Gebrauchsqualität (nach [01]).
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Unter dem Begriﬀ Gebrauchsqualität wird allgemein die Fähigkeit eines Produktes verstan-
den, den Benutzer bei der Erreichung bestimmter Ziele eﬀektiv zu unterstützen. Dabei handelt
sich nicht direkt um Eigenschaen des Produkts selbst, vielmehr wird die Art und Weise be-
wertet, wie sich das Produkt in die Arbeitsumgebung des Benutzers integriert. Einealitäts-
bewertung erfolgt somit immer im Kontext einer konkreten Arbeitsumgebung und dem Grad
der Unterstützung durch das Produkt. Demnach ührenmehrere mögliche Einsatzumgebungen
zu entsprechend vielen möglichen Bewertungen der Gebrauchsqualität.
Eﬀektivität (eﬀiciency) Das Produkt sollte den Benutzer dabei unterstützen, bestimmte
Ziele korrekt und vollständig zu erreichen.
Produktivität (productivity) Unter Produktivität ist die Fähigkeit des Produkts zu verste-
hen, dem Benutzer bestimmte Ressourcen bereitzustellen, um eﬀektiv bestimmte Ziele zu er-
reichen. Dazu gehören Zeit, Aufwand, Material oder monetäre Ressourcen.
Sicherheit (safety) Die Verwendung des Produkts sollte ein akzeptables Risiko ür die be-
troﬀenen Personen und Organisationen darstellen. Risiken ergeben sich in der Regel aus Deﬁ-
ziten bei der Funktionalität und Sicherheit, der Zuverlässigkeit, Nutzbarkeit oder Wartbarkeit.
Befriedigung (satisfaction) Die Verwendung des Produkts sollte dem Benutzer Befriedi-
gung verleihen und die weitere Verwendung motivieren.
2.2.5 Kenngrößen
Die Teilstandards ISO 9126-2, ISO 9126-3 und ISO 9126-4 deﬁnieren die Kenngrößen ür die
Merkmale der internen/externen und Gebrauchsqualität. In den Texten wird eingangs darauf
hingewiesen, dass die Auﬂistungen keinen Anspruch auf Vollständigkeit erheben und sowohl
ihr Umfang als die einzelnen Kenngrößen bei Bedarf angepasst oder erweitert werden kön-
nen. Ausgeschlossen wird die Vorgabe konkreter Wertebereiche ür die Kenngrößen, da diese
ür jedes (Teil-)Produkt in Abhängigkeit von den Anforderungen, Einsatzbereich etc. eigens
festzulegen sind [03a, S. 1].
Kenngrößen für externealität Die in ISO 9126-2 aufgeührten Kenngrößen ür externe
alitätsmerkmale werden durch das Beobachten oder Befragen der Benutzer, durch Verglei-
che von Speziﬁkation und Umsetzung oder durch Zählen von Fehlern und Zugriﬀen innerhalb
eines bestimmten Zeitintervalls vermessen. Bei einigen Kenngrößen wird außerdem eine Er-
fassung über einen längeren Zeitraum empfohlen, um Trendanalyse durchühren und mit Hilfe
von Wachstumsmodellen Prognosen erstellen zu können. Im Anhang ﬁndet sich ein Beispiel
ür eine Speziﬁkation der Gebrauchsqualität im Rahmen der Anforderungsanalyse sowie eine
Beispieltabelle ür die Bewertung der Verwendungs- und externenalität. Geschlossen wird
mit einer kurzen Einührung in die Maßtheorie (Skalenarten, Typen von Maßen).
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Kenngrößen für internealität ISO 9126-3 schlägt ür die Erhebung das Zählen von im-
plementierten Funktionen, Bausteinen, Zugriﬀen und Datensätzen vor. Dazu gehören Funktio-
nen mit Logging-Fähigkeiten, die Anzahl Kommentarzeilen, die Änderungen festhalten, wird
herangezogen sowie die Anzahl Variablen, die davon betroﬀen sind. Die Testabdeckung und
-autonomie sind Kenngrößen ür die Erfassung der Testbarkeit; sie beschreiben, wie unabhän-
gig voneinander einzelne Komponenten getestet werden können, bspw. durch Verwendung
von Stubs und Mocks. Bis auf Anhang E sind die Anhänge identisch mit ISO 9126-2.
Kenngrößen für die Gebrauchsqualität Die Gebrauchsqualität wird in ISO 9126-4 durch
Beobachten bzw. Befragen der Benutzer erfasst. Die Eﬀektivität bemisst sich anhand der An-
zahl korrekt erledigter Teilaufgaben; die Produktivität setzt diese Werte mit der benötigten
Arbeitszeit in Beziehung, um so die Arbeitsbelastung zu bestimmen. Die Sicherheit eines Pro-
dukts erstreckt sich auf vier Bereiche: Das Gesundheitsrisiko ür den Benutzer selbst durch
die Verwendung des Produkts, das bestehende Risiko ür Drie, der mögliche ökonomische
Schaden und das Risiko ür das System selbst. Konkret aufgetretenen Fälle werden gezählt und
in Beziehung zur Anzahl aller Benutzer gesetzt. Der Grad der Befriedung wird mit Hilfe von
Fragebögen ermielt, die u. a. auf die Verwendung bestimmter Funktionen eingehen.
2.3 Auswertung des Standards
Inwieweit sich der Standard als Ausgangspunkt ür die Entwicklung einesalitätsmodells ür
die Wartung eignet, wird anhand der folgenden Kriterien beurteilt:
• Bietet der Standard eine nachvollziehbare Zerlegung desalitätsbegriﬀs, der die Wart-
barkeit als einealität berücksichtigt?
• Wird ein Bezug hergestellt zu ellcode-Artefakten, die die Wartbarkeit beeinﬂussen
können?
• Gibt es Angaben zu Grenzwerte von Kenngrößen, die diese Artefakte erfassen?
Der Katalog der Eigenschaen aus ISO 9126, ihre Zerlegungssystematik und der Versuch,
dazu konkrete Kenngrößen zu deﬁnieren, ist nachvollziehbar und deckt sich vom Ansatz her
mit den Vorschlägen anderer Autoren (s. bspw. [Wal01, S. 35], [Bot+04]). Dementsprechend
kann dieser Teil des Standards ür die Deﬁnition einesalitätsbegriﬀs verwendet werden.
Der Standard stellt jedoch keinen Bezug zu Strukturen imellcode her und geht nicht dar-
auf ein, wie mit Hilfe von Kenngrößen die Wartbarkeit bewertet werden kann. Nur in ISO
9126-3, Anhang E (Pure Internal Metrics) wird informell auf das Messen von Aributen einge-
gangen, die das interne Design und den Code des Produkts betreﬀen und Einﬂuss auf einige
oder alle Eigenschaen und Merkmale des Systems haben. Darunter ﬁnden sich Volumenmaße
wie Modulgröße in Lines of Code,Modulkopplung, das Halstead-Maß, Fan-In/-Out und die zyklo-
matische Komplexität nach McCabe. Es bleibt jedoch bei diesen wenigen feingranularen Kenn-
größen, Architektur-relevante Ansätze werden nicht thematisiert. Entsprechend fehlen auch
Angaben zu Grenzwerten.
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Auällig ist, dass der Standard nicht auf diejenigen Techniken näher eingeht, die ür ihren
werkzeuggestützten, Code-zentrierten Ansatz zur alitätssicherung bekannt sind: Soware-
Vermessung miels Metriken wird seit vielen Jahren praktiziert (s. [Zus98, S. 5]). Die Rekon-
struktion von Sichten aus ellcode ist ebenfalls ein wichtiges Hilfsmiel das Programmver-
stehen beim Reengineering (s. bspw. [Kos05]).
Bevor auf Basis von ISO 9126 einalitätsmodell zur Bewertung der Wartbarkeit entwickelt
werden kann, muss zunächst geklärt werden, welche Artefakte und Strukturen die Wartbar-
keit von ellcode beeinﬂussen können. Dazu werden Methoden der Soware-Vermessung
und Soware-Architekturrekonstruktion näher untersucht. Die dabei gewonnenen Erkennt-
nisse ﬂießen dann in die Entwicklung desalitätsmodells ein. Eine Fundierung auf Basis der
Maßtheorie, wie sie Zuse in [Zus98] vorschlägt, ist vor dem Hintergrund der Diskussion um
die Weyuker-Eigenschaen von Komplexitätsmaßen (s. [Zus98, S. 369]) ratsam.
Das nachfolgende Kapitel gibt zunächst einen Überblick über die Disziplin der Soware-
Vermessung sowie ihrer Historie und beschreibt den aktuellen Stand der Forschung in diesem
Bereich. Anschließend wird der Bezug zur Rekonstruktion von Soware-Architekturen her-
gestellt und verdeutlicht, dass eine nähere Untersuchung des Architekturbegriﬀs notwendig
ist.
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3 Die Vermessung vonellcode
Miss alles, was sich messen lässt,
und mach alles messbar, was sich
nicht messen lässt.
(Galileo Galilei)
Die Soware-Vermessung ist wohl das älteste Verfahren, um die Produkt- und Prozessquali-
tät von Soware-Produkten empirisch zu erfassen. Sie versucht — in Anlehnung an das Mes-
sen, wie es bspw. in der Physik staﬁndet — durch die antiﬁzierung qualitativer Aspekte
Aussagen zur alität von Sowaresystemen oder dem zugehörigen Entwicklungsprozess zu
machen. Dazu wird ein Sowaremodell entworfen, mit dessen Hilfe auf die notwendigen Erfas-
sungskriterien ür eine Vermessungsmethode abstrahiert wird. Diese Maße, o auch Metriken
genannt, lassen durch Abbildung der Messwerte Rückschlüsse auf bestimmte Eigenschaen
des Systems oder des Prozesses zu. Neben der Feststellung des Ist-Zustandes wird auch ver-
sucht, Prognosen bspw. zur Kostenentwicklung zu stellen (s. dazu u. a. das COCOMO-Modell
von Boehm [Boe81]).
Der folgendeÜberblick zur zeitlichen und inhaltlichen Entwicklung ist z. T. aus Kans „Metrics
and Models in Sowareality Engineering“ ([Kan02]) und Zuses „A Framework of Soware
Measurement“ ([Zus98]) entnommen, einer der wohl umfangreichsten Arbeiten aus diesem
Gebiet. Danach wird eine Zusammenfassung des aktuellen Stands der Forschung gegeben und
der Bezug zur Architekturerkennung bzw. -rekonstruktion hergestellt.
3.1 Historie
Das wissenschaliche Messen an sich bzw. eine Fundierung desselben ist gut 120 Jahre alt. Zu-
se zitiert eine Beschreibung der Historie der Vermessung von Lemmerich, laut der das Messen
1887 mit der Arbeit
"
Counting and measuring from an Epistemological point of View\ von
Helmholtz erstmals fundiert beschrieben wurde. Die seitdem erfolgten Bemühungen münde-
ten 1990 in der modernen axiomatisch aufgestellten eorie von Luce et al., Krantz et al. und
Roberts [Zus98, S. 57].
Das Messen im Kontext der Sowareentwicklung begann erst Mie der 1960er Jahre. Mo-
tiviert wurde es durch das Wissen, dass die Programmstruktur und die Modularität wichtige
Aspekte bei der Entwicklung zuverlässiger Sowaresysteme sind. Die Relevanz dieser Aspekte
wurde u. a. von Parnas (s. [Par75]) beschrieben. Nach Shapiro trat in dieser Zeit die Eﬃzienz der
Systeme, die lange Zeit als das ausschlaggebende Kriterium der Entwicklung zugrunde gelegt
wurde, zugunsten von Eigenschaen wie Wartbarkeit zunehmend in den Hintergrund [Zus98,
S. 58].
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Das erste Maß, das zudem auch noch heute breite Anwendung ﬁndet, ist Lines of Code (LOC).
Dieses 1955 vorgestellte Volumenmaß zählt die Anweisungen imellcode und erfasst so die
Größe von Systemen und Systembestandteilen. 1974 unternahm Wolverton einen der ersten
Versuche, mit Hilfe von LoC die Entwicklerproduktivität zu messen. Shepperd demonstrier-
te, dass es eine starke Korrelation zu anderen Maßen wie bspw. zu McCabes Zyklomatischer
Komplexität gibt [SI93, S. 10]. Nach diesen Versuchen mit Volumenmaßen entwickelte Rubey
1968 das erste Maß, das die Komplexität erfassen sollte. Auch Knuth befasste 1971 sich mit
einer empirischen Untersuchung von FORTRAN-Programmen hinsichtlich ihrer Komplexität
[Knuth1971]. Eine populäre Reihe von Komplexitätsmaßen wurde 1976 von McCabe aus der
Graphentheorie abgeleitet [McC76]. Halstead prägte in [Hal77] den Begriﬀ
"
Soware Science\ ,
dem die Idee zugrunde lag, dass wissenschaliche Methoden auf Strukturen und Eigenschaen
von Programmen angewendet werden sollten. Mit ihrer Hilfe konnte anhand des ellcodes
u. a. der Wartungsaufwand abgeschätzt werden. Seine Maße und die von McCabe gehören bis
heute zu den bekanntestenMaßen überhaupt. Gilb veröﬀentlichte 1977 eine umfassende Arbeit
zur Soware-Vermessung, die sowohl die verschiedenen Anwendungsbereiche von Metriken
beleuchtet als auch eine Einbeung in den Entwicklungsprozess vornimmt [Gil77]. Yourdon
und Constantine befassten sich 1979 mit dem damals populären Paradigma der Strukturierten
Programmierung [YC79]. Sie stellten dabei auch Überlegungen zum Entwurf von Systemen an.
Auf den Arbeiten von Myers (s. [Mye75]) auauend untersuchten sie die verschiedenen Struk-
turierungsmöglichkeiten im Hinblick auf ihre Auswirkungen bei Änderungen. Sie entwarfen
dazu Richtlinien zur Modularisierung, die sich an der Kopplung und Kohäsion von Bausteinen
orientieren. Henry und Kafura versuchten 1981, mit Hilfe von Fan-In/Fan-Out die Komplexität
von Prozeduren und Modulen zu bestimmen und sie zu Änderungen in Beziehung zu setzen
[HK81]. Mie der 1980er Jahre ührte Zuse die Maßtheorie der Physik in die Sowaretechnik
ein. Ihr axiomatischer Ansatz erlaubte die Charakterisierung und den Vergleich der hinter den
verschiedenen Maßen stehenden qualitativen Modelle [Zus98, S. 66].
Zu beobachten ist eine Verschiebung von der Untersuchung feingranularer Strukturen, wie
sie bspw. Halstead und McCabe durchührten, hin zur Betrachtung übergeordneter Struktu-
ren und ihrer Relationen. Mit der beginnenden Verbreitung der Objektorientierung verfestigte
sich dieser Trend und die Modularität von Systemen stand zunehmend im Mielpunkt. Dabei
wurden die klassischen Maße ergänzt durch Richtlinien und Heuristiken zum Entwurf objekt-
orientierter Systeme.
Die der Einührung der Objektorientierung gemachten Versprechungen von einfacherer,
besser zu verstehender Soware haben sich nach Broy und Siedersleben bis heute nicht erüllt
[BS02], alitätsbetrachtungen müssen weiterhin vorgenommen werden, um wartbare Syste-
me zu erhalten. Demzufolge wurde vonMorris 1989mit der Anpassung bestehenderMaße bzw.
mit der Entwicklung neuer Maße begonnen. Lieberherr und Holland übertrugen im Rahmen
des Demeter-Projekts die Ideen der Kapselung und Kohäsion auf die Objektorientierung und
prägten den Begriﬀ des
"
shy code\ [LH89]. Sie versuchten, den Impact einer Änderung so ef-
fektiv wie möglich zu begrenzen. Chidamber und Kemerer veröﬀentlichten 1991 mit
"
Towards
aMetrics Suite for Object Oriented Design\ ([CK91]) eine Reihe bis heute verbreiteterMaße ür
die Vermessung von OO-Systemen, obwohl Untersuchung wie bspw. [Agg+06] Überlappungen
der einzelnen Maße gezeigt haben. 1993 entwarf Lorenz elf Maße, mit deren Hilfe das Design
eine OO-Systems bewertet werden können sollte. Für jedes Maß machte er auch Vorschläge
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hinsichtlich der Grenzwerte (ür die Programmiersprachen Smalltalk und C++). Die Liste der
Maße beinhaltet auch zwei Prozessmaße, ür die Daten aus dem Projektumfeld erforderlich sind
[Kan02, S. 334]. Basili und Melo haben die C&K-Suite 1996 empirisch auf ihre Tauglichkeit
als alitätsindikatoren hin untersucht und bestätigen können [BBM96].
Auch das 1995 von Abreu und Carapuça veröﬀentlichte MOOD-Metrik-Set hat die Bewer-
tung des objektorientierten Designs zum Ziel [AC94]. Harrison et al. haben die Maße 1998
im Rahmen einer empirischen Untersuchung verwendet und dabei ihren Nutzen bestätigen
können [HCN98]. Welche Auswirkungen das Design auf die alität haben kann, ermiel-
ten Abreu und Melo 1996 durch den Vergleich der MOOD-Messergebnisse von acht Systemen,
die nach identischen Anforderungen entwickelt wurden [AM96]. Briand et al. haben diese Be-
ziehung 2000 näher untersucht, indem sie die alität mit der Fehlerhäuﬁgkeit von Klassen
verglichen [Bri+00].
Die Organisation von immer größeren Sowaresystemen erfordert eine Abstraktionsebe-
ne oberhalb der von Klassen. Die Einheiten dieser Ebene werden als Module oder Pakete be-
zeichnet. In seinen Artikeln ür den C++-Report ([Mar96b; Mar96a; Mar96c; Mar96d; Mar96e;
Mar97]), die er 2003 als Teil eines Buches veröﬀentlichte (s. [Mar02]), überträgt Martin das
Kopplungs- und Kohäsionskonzept der Klassen auf die Ebene der Pakete, indem er sechs Ent-
wurfsprinzipien beschreibt. Diese greifen z. T. Aspekte aus anderen Arbeiten auf, bspw. das
Open-Close-Prinzip von Meyer (s. [Mey97, S. 57]) oder das Liskovsche Ersetzungsprinzip
[Lis87]. Neben der Übertragung der Konzepte ist sein Ansatz, die positionale Stabilität eines
Pakets zu ermieln, sowie der Versuch, seine Abstraktheit zu berechnen, ein wichtiger Beitrag
zur ematik.
Für alle aufgeührten Ansätze gilt, dass vor dem Einsatz einer Metrik geprü werden muss,
inwieweit sie die gewünschten Kenngrößen ermieln kann und ob die allgemein vorgegebenen
Grenzwerte im jeweiligen Analysekontext sinnvoll sind. Ein Beispiel: Die Größe vonMethoden
einer Klasse ist normalerweise weitaus geringer als die einer Prozedur oder Funktion in einem
dem strukturierten Programmierparadigma folgenden System. Die McCabe-Metriken könnten
hier nur unter Zuhilfenahme zusätzlicher Technik greifen, da sie nicht mit Klassen und Ver-
erbung umgehen können. Der Nutzen einzelner Metriken kann nicht in jedem Fall empirisch
eindeutig nachgewiesen werden (s. [SI93, S. 3]). Vor einem Einsatz muss daher eine Auswahl
aus der Menge aller in Frage kommenden Maße staﬁnden.
Mögliche Grenzwerte stehen als Problem aber erst an drier Stelle, denn die Speziﬁkation
einzelner Maße selbst kann nicht immer eindeutig interpretiert werden. Ein Beispiel daür ist
die Anzahl der Methoden einer Klasse (Number of Methods, NOM). Die Speziﬁkation macht
keine Angaben, ob dabei nur die lokal deﬁnierten Methoden erfasst oder auch die von einer
Oberklasse geerbten Methoden mit einbezogen werden müssen. Dasselbe gilt ür überschrie-
bene, Klassen- und Instanzmethoden. Ohne eine vorher erfolgte detaillierte Speziﬁkation sind
derartig ungenau deﬁnierte Maße ür eine Bewertung nicht geeignet.
3.2 Aktueller Stand
Zwar gibt es immer noch Forschungen im Bereich der Soware-Vermessung, in der Wirtscha
etabliert haben sich jedoch hauptsächlich die im vorigen Abschni aufgeührten Maße (vgl.
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[Zus98, S. 491]). Damit hat sich in der Praxis ein weitgehend stabiles Instrumentarium gebildet.
Vergleicht man den Anteil an Maßen ür die Prozessqualität mit dem Anteil an Maßen ür die
Produktqualität, die vom Entwickler direkt während der Entwicklung erhoben werden können,
so liegt in der Literatur der Schwerpunkt eher bei der Analyse der Prozessqualität (vgl. bspw.
[EDB04] oder [Kan02]). Die zunehmende Verbreitung agiler und iterativer Vorgehensmodelle
wird ebenfalls aufgegriﬀen, bspw. untersuchen Alshayeb und Li de Nutzen von Maßen, um in
derartigen Projekten Vorhersagen über den Wartungsaufwand machen zu können [AL03].
Bei der Produktqualität ist eine Entwicklung von der Code-Ebene weg hin zur Analyse und
Bewertung des Systementwurfs zu beobachten. Durch die Bewertung des Entwurfs wird ver-
sucht, frühzeitig eine gute alität zu erzielen, die sich anschließend auch im ellcode nie-
derschlagen soll. Nebenellcode werden dabei auch UML-Modelle analysiert, die im Rahmen
der Entwurfstätigkeit entstehen (bspw. [GPC05]). In enger Verbindung steht dazu die Untersu-
chung der alitätseigenschaen von Entwurfsmustern. Huston betrachtet dazu die Kompa-
tibilität von Soware-Maßen und Entwurfsmustern [Hus01]. Muraki und Saeki hingegen ver-
wenden in [MS01] Maße, um den Einsatz von Entwurfsmustern im Rahmen von Refactoring-
Maßnahmen zu prüfen. Auch die Wiederverwendung von Komponenten bzw. deren Eignung
wird untersucht. Insgesamt stehen Komponenten und ihre Einsatzmöglichkeiten zunehmend
im Fokus (s. bspw. [WYF03; GA04]).
Lanza und Marinescu versuchen in [LM06] den Schri vom Maß zur Eigenscha, indem sie
Messergebnisse durch Filter auf die relevanten Werte reduzieren und sie anschließend mit ei-
nem auf den logischen UND- und ODER-Operationen basierenden Kompositionsmechanismus
verbinden. Auf diese Weise können auch komplexere Design-Regeln untersucht werden. Da-
mit eröﬀnen sich zwei Wege, um ein System mit solchen Detektoren zu analysieren: (1) Man
versucht,
"
gutes Design\ mit Regeln und heuristischen Daten zu deﬁnieren, oder (2) Sympto-
me
"
schlechten Designs\ zu ﬁnden und damit die Artefakte, die einer Überarbeitung bedürfen.
Diesen letzten Ansatz verfolgt auch Fowler in [Fow99] mit den sog. Code-Smells. Sie weisen auf
Code-Abschnie hin, die strukturell verbessert werden müssen. Code-Smells und die zugehö-
rigen Refactoring-Maßnahmen sind in der Entwicklergemeinscha weithin anerkannt und als
Umsetzung in modernden integrierten Entwicklungsumgebungen wie der Eclipse Workbench
vorhanden.
Soware-Vermessung ist zunehmend eng verbunden mit der Darstellung der Ergebnisse in
Form einer Visualisierung. Die Darstellung von Vererbungsgraphen gehört milerweile zu je-
dem Design-Werkzeug dazu. Ducasse und Lanza haben mit den Class Blueprints eine Darstel-
lung vorgeschlagen, durch die von den Detektoren gesammelten
"
verdächtigen\ Artefakte so
dargestellt werden können, dass ihre potentiellen Design-Deﬁzite unmielbar zutage treten
[DL05]. Für einen Gesamtüberblick über die Komplexität eines Systems kann die
"
Overview
Pyramid\ benutzt werden, mit der Messergebnisse zu Größe und Komplexität, Kopplung und
Vererbung kombiniert gezeigt werden können. Die Systemstruktur hingegen bilden sie mit
Hilfe polymetrischer Darstellungen ab [LM06].
Neuere Techniken wie die Aspektorientierte Programmierung erlauben aufgrund ihrer ver-
gleichsweise geringenVerbreitung und der fehlenden Erfahrung in derWartung großer Legacy-
Systeme noch keine belastbaren Aussagen hinsichtlich ihrer alität und bieten auch keine
entsprechend gerüsteten Maße.
Die Bewertung von Soware-Architekturen, insbesondere hinsichtlich der Wartbarkeit, ist
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Abbildung 3.1: Beispiel ür einen Class Blueprint (aus [DL05]).
noch Forschungsgebiet. Für eine Vermessung und Bewertung von Architektur-relevanten Ar-
tefakten ist zunächst eine begriﬄiche Auseinandersetzung mit anschließender Deﬁnition er-
forderlich; danach folgt die Identiﬁzierung der zu bewertenden Artefakte. Erst dann kann eine
Übertragung der Metrikkonzepte versucht werden. Es geht schlicht um die Frage:
"
Was ist eine
gut wartbare Architektur?\ Wie Kapitel 4 zeigen wird, ist allein schon die Deﬁnition des Archi-
tekturbegriﬀs schwierig, von Handlungsempfehlungen ür die Bewertung ganz zu schweigen.
Die Identiﬁzierung Architektur-relevanter Artefakte ist zudem ein ganz eigener aktiver For-
schungsbereich.
Der nachfolgende Abschni beschreibt den Bezug der Vermessung zur Soware-Architek-
tur, der geprägt ist von der Erkennung bzw. Rekonstruktion und gibt einen Überblick über den
Stand der Forschung.
3.3 Architekturerkennung ausellcode
Die Vermessung des ellcodes eines Systems auf den verschiedenen Abstraktionsebenen ist
kein Problem, solange es ür die Elemente dieser Ebenen eine syntaktische Entsprechung in
der Programmiersprache gibt. Leider bieten die etablierten Sprachen eine Unterstützung nur
bis zur Ebene der Module bzw. Pakete an. Für eine Vermessung oberhalb dieser Ebenen kann
das Messobjekt daher nicht immer zweifelsfrei bestimmt werden. Darüber hinaus stellt sich
auch die Frage, ob die üblichen Maße auf diesen Ebene eﬀektiv anwendbar sind. Bevor also
eine Untersuchung staﬁnden kann, muss die Architektur eines Systems auf möglichst vielen
Abstraktionsebenen rekonstruiert werden. Dabei ist die Vermessung nur eines von mehreren
Zielen; omals geht es im Rahmen von Wartungsarbeiten darum, zunächst einen Überblick
über das System zu gewinnen.
Um Informationen zur Architektur eines Systems überhaupt in irgendeiner Form festzu-
halten, nutzen viele Entwickler die zugehörige Systemdokumentation oder versuchen, höhere
Abstraktionsebenen bspw. mit Hilfe von projektspeziﬁschen Präﬁx-/Suﬃx-Konventionen ür
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Bezeichner nachzubilden oder mit Vorgaben zur Verwendung bestimmter Entwurfsmuster (s.
dazu bspw. [JES03]) eine systemweite Strukturierung zu erreichen. Sowohl der Dokumentati-
onsansatz als auch die artiﬁzielle Nachbildung können nur bis zu einem gewissen Grad auto-
matisiert untersucht werden, da sie entweder keinen formalen Richtlinien folgen oder so pro-
jektspeziﬁsch sind, dass umfangreiche Anpassungen am Analysewerkzeug erforderlich sind.
Die enge Projektbindung kann dabei auch die Vergleichbarkeit der Messergebnisse zu Unter-
suchungen anderer Systeme einschränken. Da die Dokumentation der Architektur nach einer
Änderung am ellcode i. d. R. nur unzureichend nachgeührt wird [Kos05, S. 127], konzen-
triert sich die Vermessungsproblematik auf die Untersuchung von Architektur-relevanten Ar-
tefakten imellcode.
Die Verwendung von Soware-Maßen beschränkt sich jedoch nicht nur auf die Bewertung
vorhandener Artefakte. Bevor eine Messung vorgenommen werden kann, müssen die Messob-
jekte identiﬁziert und in den Systemkontext eingeordnet werden. Maße können diesen Prozess
mit ihrer Bewertungsfunktionalität unterstützen. Die Bestimmung der Kopplung und Kohäsion
von Klassen hil bspw. bei der Identiﬁzierung von Klassen-Clustern. Eine konkrete Architektur
kann aber auch als Lösung eines Partitionierungsproblems aufgefasst werden, bei dem anhand
der Kopplung und Kohäsion eine optimale Gruppierung verfolgt wird [Kos05, S. 130].
Ebenso wie ihre Bewertung ist auch die Erkennung von Architektur noch ein aktives For-
schungsgebiet. Durchgesetzt hat sich die Erkenntnis, dass es abhängig vom konkreten Interesse
eines Betrachters unterschiedliche Blickwinkel gibt, die auf bestimmte Aspekte einer Architek-
tur abzielen. Demzufolge spricht man auch nicht mehr von der Architektur, sondern von einer
Menge von Architekturen. Koschke gibt in [Kos05] einen umfangreichen Überblick über die Li-
teratur und die Methoden zur Architekturrekonstruktion. Ausgehend vom Standard IEEE 1471
([IEE00]) kategorisiert er die verschiedenen Ansätze anhand der Blickwinkel, die rekonstruiert
werden sollen. Formal deﬁniert ein solcher Blickwinkel die Regeln und Semantik einer kon-
kreten Sicht auf ein System und kann damit auch als ihr Typ verstanden werden. Eine Sicht
ist demnach eine Repräsentation eines Systems aus der Perspektive einer Menge verwandter
Anliegen. Die Rekonstruktion einer Architektur lässt sich nun beschreiben als Abbildung von
einer Ausgangssicht auf eine Zielsicht, wobei die Ausgangssicht diejenigen Daten beschreibt,
auf die sich die Rekonstruktion stützt. Die Zielsicht ist das Resultat der Rekonstruktion. Diese
Abbildungen sind allerdings nur selten formal deﬁniert; in der Praxis besteht der Rekonstruk-
tionsprozess in weiten Teilen aus einer Kombination von manuellen und semi-automatischen
Schrien. Er ist damit noch immer geprägt von Kreativität, Heuristiken und erfordert Erfah-
rung [Kos05, S. 129].
Die Ausgangssichten stützen sich in der Regel auf den ellcode eines Systems und auf
Beobachtungen zur Laufzeit. Dementsprechend unterscheidet man statische und dynamische
Analysen. Statische Analysen umfassen abstrakte Syntaxbäume, Kontroll-, Datenﬂuss- undAb-
hängigkeitsgraphen. Sie haben das Ziel, Elemente wie Module, Klassen etc. zu beschreiben, die
als Repräsentationen das Ziel der Rekonstruktionsbestrebungen sind. Dynamische Analysen
liefern Darstellungen eines konkreten Programmablaufs. Solche Traces sind jedoch abhängig
von Eingaben und erlauben keine allgemein gültigen Aussagen über das System. Gerade diese
Aussagen werden aber mit einer Rekonstruktion gesucht. Für die Analyse kommen noch ande-
re Informationsquellen in Frage: der Entwicklungsprozess des Systems, ein verwendetes Ver-
sionsverwaltungssystem und natürlich die zugehörige Dokumentation. Diese ellen bieten
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u. U. Ansatzpunkte ür die Entwicklung von Hypothesen, die eine Analyse erleichtern können,
indem sie den Umfang des Suchraums verringern.
3.3.1 Der Modulblickwinkel
Vor dem Hintergrund der Vermessung sind Ausgangssichten auf Basis statischer Analysen
von Interesse, da sich die meisten Maße auf die statische Struktur desellcodes stützen. Der
überwiegende Teil der von Koschke aufgeührten Arbeiten hierzu befasst sich mit der Rekon-
struktion des Modulblickwinkels. Dieser Blickwinkel beschreibt die verschiedenen statischen
Strukturen des ellcodes, wobei ein Modul als Übersetzungseinheit verstanden wird, die ei-
ne bestimmte Funktionalität umsetzt. Die Untersuchung der Dekomposition nimmt dabei den
größten Raum ein. Daneben werden u. a. Klassenhierarchien und -modelle sowie Schnistel-
len und Entwurfsmuster untersucht, die Diﬀerenz zwischen Ist- und Sollarchitektur betrachtet
und eine Zuordnung der Produktfunktionalitäten zu Modulen vorgenommen. Die verschiede-
nen Ansätze werden nun kurz vorgestellt.
• Dekomposition: Ziel der Dekompositionsbestimmung ist, die Unterteilung der System-
funktionalität durch Analyse der Teil-von-Beziehungen zu ermieln, welche die ell-
code-Menge in Gruppierungen verwandter Artefakte untergliedern (z. B. kooperierende
Klassen oder ähnliche Datentypen). Im Wesentlichen werden ür die Zuordnung sta-
tische Abhängigkeitsbeziehungen untersucht. Neben bekannten Clustering-Verfahren
und genetischen Algorithmen sind ür die Eingruppierung auch Techniken aus dem Be-
reich der Graphentheorie geeignet. Dazu gehört u. a. die Dominanzanalyse und die Mus-
tererkennung auf Graphen [Kos05].
• Schnistellen: Die Untersuchung von Schnistellen als strukturierende Elemente auf
syntaktischer Ebene ist nur auf den ersten Blick trivial. Sie besitzen mehr oder weni-
ger eindeutige syntaktische Entsprechungen (mehr in Java, weniger in C++), die die di-
rekten Beziehungen zwischen Klassen und Modulen widerspiegeln. Allerdings spielen
neben diesen direkten auch indirekte Beziehungen eine Rolle. Yourdon und Constanti-
ne thematisieren Beziehung dieser Art vor dem Hintergrund von Änderungen und de-
ren Seiteneﬀekten (s. [YC79]). Neben den rein syntaktischen Aspekten repräsentieren
Schnistellen immer auch eine Menge von Annahmen, die sich in Form von Vor- und
Nachbedingungen gegenüber der
"
Umwelt\ (s. dazu auch [Mey97, Kapitel 11]) sowie
in Protokollen manifestieren. Protokolle beschreiben die Art und Weise, wie eine be-
stimmte Schnistelle zu benutzen ist bzw. wie dies imellcode geschieht. Ihre Analyse
erfordert Datenﬂussanalysen, die sich bei objektorientierten Systemen mit ihren Late-
Binding-Eigenschaen als schwierig erweisen.
• Klassenmodelle und -hierarchien: Die Ermilung einer Klassenhierarchie auf syntakti-
scher Ebene ist trivial. Die tatsächlich imellcode umgesetzte Verwendung entspricht
allerdings nicht immer der Hierarchie und dem dabei intendierten Vererbungsgedanken,
weshalb eine Ermilung derselben omals sinnvoll ist. Klassenmodelle beleuchten die
Beziehungen von Klassen untereinander, wobei formal zwischen Assoziation und Ag-
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gregation unterschieden wird. Da es aber keine syntaktische Entsprechung dieses Un-
terschieds gibt, gestaltet sich eine Herleitung schwierig.
• Entwurfsmuster: Neueren Datums ist die Suche nach Entwurfsmustern (s. zu Entwurfs-
mustern auch [Gam+96; Lar04]). Vornehmlich werden dabei Ansätze der statischenMus-
tererkennung über Graphen oder abstrakte Syntaxbäume oder Data-Mining-Techniken
verwendet. Bei eher verhaltensorientierten Mustern kommen zusätzliche Informationen
aus der Protokollanalyse hinzu. Das Hauptproblem bei der Suche ist allerdings die kom-
binatorische Explosion, der einige Methoden mit Hilfe von Heuristiken beizukommen
versuchen.
• Konformität: Sobald Annahmen über eine Architektur vorliegen, sei es im Rahmen ei-
ner Analyse oder als Entwicklungsvorgabe, können sie mit der tatsächlich vorliegenden
Architektur abgeglichen werden. Die Ergebnisse dieser Konformitätsprüfungen zeigen
Diﬀerenzen auf, die durch Anpassungen des Modells oder der Implementierung besei-
tigt werden können.
• Merkmalsabbildung: Die Implementierung einer Funktionalität oder Verantwortlichkeit
eines Sowareprodukts erfolgt idealerweise durch ein Modul oder, je nach Deﬁnition
des Modulbegriﬀs, durch einen eng gefassten Modulverbund. Inwieweit diese Abgren-
zung eingehalten wird, lässt sich anhand einer Abbildung der Produktfunktionen auf
Module ermieln. Diese Abbildung kann sowohl statisch als auch dynamisch erfolgen,
wobei die statische Form auf Seiten des Analytikers Wissen über die Implementierung
voraussetzt. Dabei sucht der Analytiker in einem extrahierten Abhängigkeitsgraphen
nach merkmalsrelevanten Routinen. Dynamische Abbildungen verfolgen, welche Mo-
dulaufrufe die Anwendung einer bestimmten Produktfunktion auslöst und visualisieren
diese Zuordnung.
Vergegenwärtigt man sich die Details des üblichen Wartungsprozesses, so ist besonders die
Merkmalsabbildung hilfreich, grenzt sie doch den Suchraum, sprich: die zu untersuchende
ellcode-Menge massiv ein. Die Voraussetzungen ür diese Abbildung (=Wissen um die Im-
plementierung) sind durch ein Werkzeug jedoch nur teilweise zu erüllen. Zusammen mit der
Dekomposition, die letztendlich die Basis der Klassenhierarchien- und -modelle inkl. Schni-
stellen eines Systems ist, zeigen die Arbeiten u. a. von Yourdon und Constantine ([YC79]) zur
Kopplung und den verschiedenen Formen der Kohäsion eine mögliche Alternative zum Imple-
mentierungswissen auf.
Weitere Untersuchungen befassen sich mit der Rekonstruktion von Use Cases und dem Ein-
ﬂuss von Konﬁgurationen auf ein System bzw. dessenellcode.
3.3.2 Komponenten-Konnektoren-Blickwinkel
Der Komponenten-Konnektoren-Blickwinkel stützt sich auf die Architekturbetrachtungen von
Shaw und Garlan ([SG96]). Sie unterteilen die Bestandteile eines Systems in Komponenten, die
eine bestimmte Funktionalität erüllen, und Konnektoren, die die Komponenten miteinander
verbinden. Dementsprechend erlangen die Elemente dieses Blickwinkels erst zur Laufzeit Be-
deutung. Trotz dieses Umstands sind Ansätze zur dynamischen Analyse zwar stärker, aber
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nicht übermäßig vertreten. Gesucht werden ellcode-Strukturen, die als Konnektoren den
Daten- oder Kontrolltransfer zwischen Komponenten realisieren. Dabei wird i. d. R. vereinfa-
chend angenommen, dass eine Komponente eine Laufzeitinstanz eines Moduls aus dem Mo-
dulblickwinkel (z. B. einer Klasse) ist. Dass zwei Komponenten interagieren und in welcher
Reihenfolge und Häuﬁgkeit dies geschieht, kann mit Hilfe dynamischer Analysen nur nähe-
rungsweise bestimmt werden. Wie bei der Merkmalsabbildung ist auch hierbei Wissen über
die Implementierung notwendig.
Statische Objektspuren zeichnen den Weg der Aufrufe nach, die ein Objekt erhält bzw. tätigt.
Sie verfeinern die Untersuchungsergebnisse zur Kollaboration um Angaben zur Aufrufreihen-
folge und -häuﬁgkeit.
Sichten des konzeptionellen Blickwinkels beschreiben ein System mit Konzepten aus der An-
wendungsdomäne. Diese enge Bindung an die Anwendungsdomäne verhindert allerdings eine
vollständig automatische Rekonstruktion, da dazu Wissen über die Domäne und etwaige Refe-
renzarchitekturen unabdingbar ist. Derartige Hintergrundinformationen können durch Inter-
views und die Analyse existierender Dokumentation gewonnen werden und ergänzen die aus
anderen, implementierungsnäheren Sichten ermielten Erkenntnisse.
3.3.3 Weitere Blickwinkel
Ein Großteil der Veröﬀentlichungen befasst sich mit den beiden bisher vorgestellten Blickwin-
keln (s. [Kos05]). Die übrigen Arbeiten widmen sich den nachfolgend aufgeührten
"
Nischen\-
Perspektiven.
• Einbeung: Die Sichten dieses Blickwinkels betrachten die Einbeung des Systems in
seine Umgebung. Das betri sowohl die Koexistenz mit anderen Systemen als auch die
Betriebssystemumgebung.
• Zuständigkeit: Dieser Blickwinkel zielt eher auf die Projektorganisation ab, da er die
Zuordnung einzelner Entwickler bzw. Entwicklergruppen zu ellcode-Bestandteilen
aufzeigt. Dies ist insbesondere dann von Interesse, wenn die Entwicklung von (räumlich)
getrennten Teams durchgeührt werden soll.
• Generierung: Unter Generierungwird der Build-Prozess eines Systems verstanden. Dem-
entsprechend befassen sich die Sichten dieses Blickwinkels mit den zugehörigen Skrip-
ten, Makeﬁles und Generatoren.
• Dateien: Das Hauptaugenmerk dieses Blickwinkels liegt in der Zuordnung der logischen
Module der Sichten des Modulblickwinkels zu Elementen der Dateiebene, wie also der
ellcode in Dateiform in der Entwicklungsumgebung organisiert ist. Je nach Program-
miersprache ist diese Überbrückung zwischen physischer und logischer Sicht mehr oder
weniger gut nachvollziehbar.
Ein umfassendes Systemverständnis ist nur zu erlangen, wenn die Sichten der verschiedenen
Blickwinkel zusammen betrachtet werden können. Dazu müssen Abbildungen die Elemente
der einzelnen Sichten zueinander in Beziehung setzen. Zur Erzeugung derartiger Meta-Sichten
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werden u. a. Überlappungen imellcode und lexikalische Übereinstimmungen von Element-
bezeichnern als Beziehungsmerkmale herangezogen.
3.4 Zusammenfassung
Die Disziplin der Soware-Vermessung ist trotz der verügbaren Methoden und Techniken
noch nicht in der Lage, aus dem Stand einem Entwickler eine Bewertung der Wartbarkeit einer
gegebenen Architektur zu liefern. Als problematisch erweist sich die Anwendbarkeit der Maße
auf Artefakte der Architekturebene und die Ermilung dieser Artefakte aus dem ellcode.
Die Bewertung der
"
Wartbarkeit\ wird nicht tiefergehend behandelt. Es bleibt unklar, was
eine diesbezüglich
"
gute\ Architektur charakterisiert.
Für die Beantwortung der Forschungsfragen dieser Arbeit ergeben sich daraus folgende Auf-
gaben:
• Der Begriﬀ der Soware-Architektur muss näher untersucht werden mit dem Ziel, ihn
ür einealitätsbewertung enger zu fassen und Hinweise zu ﬁnden, welche Merkmale
eine wartbare Architektur ausmachen.
• Die dabei gewonnen Erkenntnisse ﬂießen in den Auau einesalitätsmodells ein, das
eine Brücke schlägt von der abstraktenalitätseigenscha
"
Wartbarkeit\ zu konkreten
Maßen, die auf aus dem ellcode rekonstruierte Sichten anwendbar sind und deren
Tauglichkeit empirisch nachgewiesen ist.
Der Standard IEEE 1471 bietet einen geeigneten Ausgangspunkt ür die Suche nach einer
Deﬁnition desArchitekturbegriﬀs, stützt er sich doch inweiten Teilen auf die Arbeiten von Bass
et al., Perry und Wolf, Shaw und Garlan sowie Zachman (s. [BCK98; PW92; SG96; Zac87]). Ein
Studium dieser ellen ist daher sinnvoll, um einerseits die aus Sicht der Autoren relevanten
Aspekte von Soware hinsichtlich ihrer Architektur zu verstehen. Andererseits werden mit
der Betrachtung auch Ratschläge zu ihrer Umsetzung einhergehen, die ür das zu entwickelnde
alitätsmodell hilfreich sein können.
Besonders die Kopplungs- und Kohäsionseigenschaen scheinen Merkmale zu sein, die ür
eine wartbare Strukturierung des ellcodes eine wichtige Rolle spielen. Sie tauchen sowohl
auf der feingranularen Ebene der Funktion, Methoden und Klassen auf als auch bei der Orga-
nisation größerer Systeme auf. Bei der Rezeption der Arbeiten zur Architektur sollte daher ein
besonderes Augenmerk auf Hinweise dazu gelegt werden.
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Architektur ist im Idealfall immer
direkte Auseinandersetzung mit
den Menschen.
(Richard Meier)
Die Objektorientierung bzw. die sie umsetzenden Programmiersprachen besitzen keine Werk-
zeuge ür die Abbildung Architektur-relevanter Artefakte. Die zur Verügung stehenden Kon-
strukte wie Klassen oder Pakete sind daür zu feingranular [BS02, S. 5]. Dieses Deﬁzit zeigt sich
auch bei der Bewertung der alität auf dieser Ebene: Aus Sicht der Soware-Vermessung ist
sie weitgehend ungeklärt. Allerdings können Richtlinien zum Architekturentwurf Hinweise
geben, wie eine
"
gute\ Architektur beschaﬀen sein sollte. Dementsprechend werden die nach-
folgend beschriebenen Arbeiten zumema Soware-Architektur mit dem Ziel untersucht, die
eine Architektur konstituierenden Artefakte zu identiﬁzieren und charakteristische Merkmale
ür die alitätsbewertung zu sammeln.
Auch wenn im Pﬂichtenhe kein Dokument zur Architektur zu ﬁnden ist, so gilt trotzdem:
„Jedes Sowaresystem hat eine Architektur, auch wenn diese nicht explizit modelliert wurde.“
[Has06, S. 49]. Diese kann miels Techniken zur Architekturrekonstruktion bis zu einem ge-
wissen Grad aus ellcode extrahiert und einer Bewertung zugänglich gemacht werden. Die
Beschreibung bzw. explizite Modellierung ist kein Selbstzweck, sondern verfolgt in der Regel
die folgenden Hauptziele:
• Dokumentation der Entwurfsentscheidungen
• Kommunikation und Verständnis der Systemstruktur
• Bewertung deralität nicht-funktionaler Aspekte
Voraussetzung ür eine Beschreibung ist eine geeignete Begriﬀsdeﬁnition, die anschließend
von den verschiedenen Beschreibungsmethoden undDarstellungstechnikenwie bspw. der UML
aufgegriﬀen werden kann. Die milerweile erreichte Akzeptanz des Begriﬀs und seiner Re-
levanz ür Sowaresysteme veranlasste die IEEE Computer Society, mit dem Standard IEEE
Std 1471-2000 einen entsprechenden Deﬁnitionsversuch zu wagen und Richtlinien ür die Be-
schreibung von Sowaresystemen zu verfassen. Im nachfolgenden Abschni werden die ür
einealitätsbetrachtung relevanten Aspekte des Standards untersucht und geprü, ob sie ür
einealitätsbewertung der Systemarchitektur durch den Entwickler geeignet sind.
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4.1 Soware-Architekturen nach IEEE 1471-2000
Der Standard IEEE Std 1471-2000 ist ein Leitfaden ür die Beschreibung der Architektur Soware-
intensiver Systeme [IEE00]. Charakteristisch ür derartige Systeme ist der maßgebliche Einﬂuss
von Soware auf den Systementwurf, die Konstruktion, Auslieferung und Evolution. Trotz ei-
ner fehlenden Deﬁnition zeigt die breite, wenn auch unpräzise Nutzung von Begriﬀen wie
"
architecture\ oder
"
architecture level\ durch die Entwickler- und Forschergemeinde die Ak-
zeptanz einer Architekturmetapher. Das Bewusstsein ür die Notwendigkeit einer derartigen
Sichtweise auf Systeme hat zur Entwicklung verschiedener Methoden und Werkzeuge ür den
Entwurf und die Beschreibung von Soware-Architektur geührt. Es herrscht jedoch weder Ei-
nigkeit bei der Begriﬀsdeﬁnition noch bei der Art und Weise, wie Architektur zu beschreiben
ist. Unter [09] ist bspw. eine Liste vieler gängiger Deﬁnitionen zu ﬁnden. Allen Deﬁnitions-
versuchen gemein ist die Idee, die Architektur mit unterschiedlichen Sichten zu beschreiben.
Diese unterscheiden sich nicht nur im Detaillierungsgrad voneinander, sondern insbesondere
dadurch, was dargestellt werden soll: Statische Aspekte wie Klassenhierarchien oder System-
schichten, dynamische Aspekte wie Aufrufgraphen oder nebenläuﬁge Prozesse usw. Jede Sicht
zeigt dabei nur die ür den jeweiligen Betrachter relevanten Details und reduziert so die Kom-
plexität und den Umfang des Systems. Das Sichtenkonzept wird vom Standard aufgegriﬀen
und in einem Architekturbeschreibungskonzept weiter ausgeührt.
4.1.1 Begriﬀsdefinitionen und konzeptueller Rahmen
Die IEEE versteht Soware-Architektur als
"
the fundamental organization of a system em-
bodied in its components, their relationships to each other, and to the environment, and the
principles guiding its design and evolution\ [IEE00, S. 3]. Die Deﬁnition weist schon auf den
konzeptuellen Rahmen ür die Architekturbeschreibung hin, in dem die weiteren Begriﬀsdeﬁ-
nitionen erfolgen. Abbildung 4.1 illustriert die Beziehung der Begriﬀe.
Stakeholder
concerns
Umgebung
direkte
Kommunikation
indirekte
Kommunikation
Einflüsse
System
System A
System B
Abbildung 4.1: System, Kontext und Stakeholder (eigene Darstellung).
Systemumgebung Ein System wird immer im Zusammenspiel mit der Umgebung (
"
con-
text\ ,
"
environment\) betrachtet, in die es eingebeet ist. In der Umgebung können ande-
re Systeme existieren, die direkt über Schnistellen oder indirekt auf andere Weise mit dem
30
4.1 Soware-Architekturen nach IEEE 1471-2000
System interagieren können. Die sich daraus ergebenden Einﬂüsse können entwicklungsbe-
zogener, operationeller, politischer oder anderer Natur sein. Ein System ist kein Selbstzweck,
sondern erüllt immer eine oder mehrere Aufgaben (
"
mission\), die sich aus den Bedürfnis-
sen (
"
concerns\) eines oder mehrerer Interessengruppen (
"
stakeholder\) ergeben. Neben den
funktionalen Anforderungen können dabei auch Vorgaben zur Performance, Zuverlässigkeit
etc. gemacht werden.
Komponenten und Beziehungen Der fundamentale Auau eines Systems besteht aus ei-
ner Menge von Komponenten (
"
components\), die miteinander in Beziehung (
"
relationships\)
stehen. Dieser Auau ist die Architektur des Systems und kann durch Soware-Architektur-
beschreibungen (
"
architectural descriptions\) näher erläutert werden. Die Art der Komponen-
ten und der Beziehungen werden durch die Sichtweise bestimmt.
Views und Viewpoints Die Beschreibung der Architektur eines Systems erfolgt durch sog.
Sichten. (
"
views\). Eine Sicht ist eine
"
representation of a whole system from the perspective
of a related set of concerns\ [IEE00, S. 3]. Die Architektur tri somit immer vor dem Hin-
tergrund einer bestimmten Interessenlage zutage. Das wiederum bedeutet, dass es zu jedem
System immer mehrere Sichten gibt.
Wie eine Sicht zustande kommt, bestimmt der Blickwinkel oder die Perspektive (
"
viewpoint\).
Er gibt vor, wie eine konkrete Sicht erstellt und abgebildet wird, er ist sozusagen der Typ der
Sicht. Dazu gehören sowohl die verwendeten Beschreibungsmethoden (Notationsarten, Mo-
delltypen etc.; s. bspw. UML [BHK04]) als auch die Analyse- und Modellierungstechniken. Üb-
licherweise benutzt eine Architekturbeschreibung mehrere Blickwinkel. Die Auswahl wird be-
stimmt durch den Zweck, den die Architekturbeschreibung ür den oder die Betrachter erüllen
soll.
Informationen, die nicht Teil einer Sicht sind, können in der üblichen Systemdokumentati-
on aufgeührt werden. Dies betri bspw. die Systemübersicht, Angaben zur Systemumgebung
und zu den Interessengruppen inkl. deren Bedürfnisse sowie die Begründung der Entwurfsent-
scheidung ür eine bestimmte Architektur.
Architekturmodelle Eine Sicht kann aus einem oder mehreren Architekturmodellen beste-
hen. Jedes Modell wird mit denen durch den zugehörigen Blickwinkel bestimmten Methoden
erstellt. Ein Architekturmodell kann dabei mehr als einer Sicht zugeordnet werden, vorausge-
setzt, die Blickwinkel sind kompatibel (s. Abb. 4.2 auf S. 32).
Der Standard empﬁehlt, bei großen Systemen zu jeder Komponente eine eigene Architek-
turbeschreibung zu verfassen. Die dabei entstehenden Modelle können durchaus in den Be-
schreibungssichten der anderen Komponenten auauchen. Trotz dieser Verbindung bleiben
die Beschreibungen aber eigenständig. Blickwinkel müssen nicht direkt in der Architekturbe-
schreibung deﬁniert werden, sondern stadessen darf auf eine anderswo vorliegende Deﬁniti-
on verwiesenwerden. Diese so deﬁnierten Blickwinkel heißen
"
library viewpoints\ und sollten
bei wiederholtem Einsatz in einen Katalog aufgenommen werden.
Abbildung 4.3 auf S. 33 zeigt den Auau des konzeptuellen Modells der Architekturbeschrei-
bung, wie es im Standard deﬁniert wird. Als Notation wurde ein UML-Klassenmodell gewählt.
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Stakeholder Sichten
AX
B
C
Architektur-
modelle
B
A
Abbildung 4.2: Sichten mit gemeinsamen Architekturmodellen (eigene Darstellung).
Standardkonforme Architekturbeschreibung sollten die folgenden sechs Elemente aufwei-
sen:
• Identiﬁkation, Version und Überblick: Die Identiﬁkation wird ür die Einordnung in die
übrige Dokumentation des Systems benötigt. Eine Versionierung inkl. Historie zeigt die
Entwicklung der Beschreibung auf und ermöglicht rückblickend eine Überprüfung von
Architekturentscheidungen. Neben einer Zusammenfassung sollte auch ein Glossar so-
wie eine Liste referenzierter Dokumente und Standards aufgeührt sein. Als Orientierung
dazu kann der Standard IEEE/EIA Std 12207.0-1996 dienen.
• Identiﬁkation der ür die Architektur relevanten Interessengruppen und Bedürfnisse:
Zu den aufzuührenden Interessengruppen gehören mindestens Anwender, Käufer, Ent-
wickler undWartungsingenieure; die relevante Bedürfnisse umfassen neben dem eigent-
lichen Zweck auch Angaben zur Eignung, zu Risiken und zur Wartbarkeit. Weiterhin
sollten Angaben zu den aus der Systemumgebung kommenden Anforderungen gemacht
werden.
• Auswahl der Blickwinkel, die ür die Darstellung der Architektur verwendet werden,
sowie die Begründung der Auswahl: Jeder Blickwinkel sollte speziﬁziert werden durch
einen eindeutigen Namen, die Zielgruppe und deren Belange. Außerdem sollten die zu
verwendenden Sprachen, Modellierungstechniken und Analysemethoden, die zur Kon-
struktion einer Sicht dieses Blickwinkels dienen, aufgelistet werden. Dies gilt auch ür
Verweise auf anderswo deﬁnierte Blickwinkel (Library Viewpoints). Die Auswahl sollte
zudem begründet werden.
• Sichten auf das System: Grundvoraussetzung ist, dass jede Sicht konform zu genau einem
Blickwinkel sein muss. Sie besitzt eine eindeutige Kennung sowie den Vorgaben der Or-
ganisation entsprechende einleitende Informationen. Eine Sicht kann ein oder mehrere
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Abbildung 4.3: Modell des Architekturbeschreibungskonzepts (nach [IEE00, S. 5]).
Architekturmodelle enthalten, die mit den durch den zugehörigen Blickwinkel vorgege-
benen Hilfsmieln umgesetzt sein müssen.
• Liste mit Inkonsistenzen: Sämtliche Inkonsistenzen, die zwischen den verwendeten Sich-
ten vorliegen, sollten aufgeührt werden. Zudem sollte eine Konsistenzanalyse der übri-
gen Sichten vorgenommen und das Ergebnis mit in die Dokumentation eingeügt wer-
den.
• Begründung ür die Auswahl der vorliegenden Architektur: Die durch die Architektur
umgesetzten Konzepte sollten aufgeührt und begründet werden. Wurden alternative
Architekturen untersucht und abgelehnt, sollte dies ebenfalls festgehalten werden. Dies
gilt auch bei der nachträglichen Dokumentation von Altsystemen, sofern noch bekannt
ist, welche Entscheidungen warum getroﬀen wurden.
4.1.2 Beispiele für Blickwinkel
Die im Anhang C des Standards aufgeührten Beispiele ür Blickwinkel entstammen den Ar-
beiten von Perry und Wolf (s. [PW92]) sowie Shaw und Garlan (s. [SG96]). Blickwinkel ür
die Struktur eines Systems verwenden Komponenten ([SG96]) oder Elemente ([PW92]), die mit-
tels Konnektoren bzw. verbindenden Elementen zueinander in Beziehung stehen. Nach Shaw und
Garlan deﬁniert ein Architekturstil ein Vokabular von Komponenten und Konnektoren sowie
eine Menge von Regeln ür deren Einsatz, die ür Ausprägungen dieses Stils verwendet werden
dürfen. In der Speziﬁkation eines solchen Blickwinkels müssen also die Komponenten eines
Systems identiﬁziert werden, ihre Schnistellen und die Verbindungen der Komponenten un-
tereinander. Verhaltensorientierte Blickwinkel gehen der Frage nach, welche Art von Aktionen
es in einem System gibt, wie sie zueinander in Beziehung stehen (geordnet, nebenläuﬁg etc.)
und wie die Systemkomponenten interagieren. Im Fokus stehen dabei Ereignisse, Prozesse,
Zustände und zugehörige Operationen.
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Neben den als Notationsart häuﬁg verwendeten Diagrammen kann ein Blickwinkel durch
eine Formel deﬁniert werden. Der Standard zeigt als Beispiel daürModellierung der Bit-Fehler-
rate eines Kommunikationskanals.
4.2 Die Bedeutung des Standards für Entwickler
Die Übernahme des Sichtenkonzepts von Zachman, Perry und Wolf sowie Shaw und Garlan
ist insofern aus Entwicklersicht positiv zu beurteilen, als sie eine Reduzierung der Komplexität
des Systems auf die ür den jeweiligen Betrachter relevanten Aspekte ermöglicht. Konkret be-
deutet das eine Dekomposition des Systems in statische und/oder dynamische Komponenten,
die je nach Blickwinkel weiter unterteilt und durchModelle beschriebenwerden können. Eben-
falls positiv zu sehen ist die Einbeung in einen konzeptuellen Rahmen, der die Zweckbindung
der Beschreibung verdeutlicht: Die Einschränkung der Sichtenvielfalt durch die Anforderungs-
lage vermeidet überﬂüssige Betrachtungen und ührt zu zielgruppengerecht zugeschnienen
Blickwinkeln und Sichten.
Allerdings verbleibt die Richtlinie auf dieser abstrakten Ebene und ührt auch mit den Bei-
spielen im Anhang keinen Katalog bewährter Blickwinkel ein. Die Empfehlungen beschränken
sich auf die Metadaten der Dokumente wie Identiﬁkation oder Version, liefern darüber hinaus
aber nur Hinweise aufellen wie [BCK98] und [Zac87], denen der Entwickler konkrete Vor-
schläge zu Blickwinkeln entnehmen können soll. Dementsprechend werden auch keine Anga-
ben zu Techniken und Vorgehensweise bei der Architekturrekonstruktion gemacht. Der Ver-
weis auf den Standard IEEE/EIA 12207.0-1996 ([98]) ist keine Hilfe, da auch an dieser Stelle nur
allgemeine Empfehlungen zu ﬁnden sind. Damit fehlt die ür Entwickler wichtige Verbindung
zumellcode und den daraus extrahierbaren Artefakten, welche eine Voraussetzung ür die
alitätsbeurteilung der Architektur sind. Interessant ist zudem, dass die Begriﬀe
"
Kompo-
nente\ und
"
Konnektor\ nicht im Modell des Architekturbeschreibungskonzepts auauchen.
Hinsichtlich der Bewertung von Architekturen macht der Standard keine Angaben, sondern
stellt nur ihre Relevanz ür die zu treﬀenden Designentscheidungen heraus.
Zusammenfassend ist festzuhalten, dass sich der Standard aus Sicht eines Entwicklers nur
als Ausgangspunkt ür die Formulierung eines eigenen Architekturbegriﬀs eignet, der eine Er-
milung von Artefakten aus ellcode ermöglicht mit dem Ziel, die Wartbarkeit bewerten
zu können. Benötigt wird einWartungsblickwinkel mit entsprechenden Sichten bzw. Architek-
turmodellen. Dazu werden in den nachfolgenden Abschnien dieellen zum Standard IEEE
1471-2000 und weitere relevante Arbeiten untersucht.
4.3 Die Entwicklung des Architekturbegriﬀs und sein Bezug zur
Wartbarkeit
Die fortschreitende Entwicklung der Hardware, insbesondere der Speicherähigkeit, sowie die
an Größe und Komplexität zunehmenden Sowaresysteme erforderten neue Ansätze, um die
Entwicklung und Wartung kontrollieren zu können. Die Techniken zur Modularisierung, wie
sie bspw. Parnas in seinemArtikel
"
e inﬂuence of soware structure on reliability\ (s. [Par75])
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Akteur
Blickwinkel
Blickwinkel
Struktur
Funktion
Ort
Funktion
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Struktur
Abbildung 4.4: Beispiel: Akteur mit zwei Blickwinkeln und zugehörigen Beschreibungsarten
(eigene Darstellung).
beschreibt, waren ein erster Ansatz, der auch heute noch Bestand hat. Damit trat die Zuverläs-
sigkeit undWartbarkeit der Systeme an die Stelle der zuvor alles beherrschenden Eﬃzienz. Der
gewachsene Gestaltungsspielraum erforderte eine neue Sichtweise auf die Systemstruktur, um
Schnistellen und Komponenten deﬁnieren und kontrollieren zu können.
4.3.1 Sichtenkonzept nach Zachman
In Anlehung an die klassische Architektur schlägt Zachman in [Zac87] eine Reihe von Blickwin-
keln vor, deren konkrete Sichten bestimmte Aspekte eines Informationssystems herausstellen
und so seine Architektur konstituieren sollen.
In seinem Framework kombiniert er die beiden folgenden Ideen: Auf der einen Seite gibt
es eine Reihe von Darstellungsklassen, die die Architektur aus einem bestimmten Blickwinkel
erfassen, auf der anderen Seite verschiedene Beschreibungsarten ür einen Blickwinkel, die
jeweils einen bestimmten Aspekt des Systems hervorheben. Für die beteiligten Akteure ergibt
sich also eine durch ihre Interessen determinierte Menge von Blickwinkeln, die jeweils durch
eine ausgewählte Beschreibungsart auf einen speziﬁschen Aspekt des Systems eingehen. Das
Beispiel in Abbildung 4.4 illustriert die Zusammenhänge.
Die wesentliche Erkenntnis aus Zachmans Beitrag besteht darin, dass es zu einem System
nicht die Architektur gibt, sondern eine Menge von Architekturen. Diese Menge setzt sich zu-
sammen aus den Sichtweisen der Beteiligten, und zwar in Abhängigkeit davon, welche Aufgabe
er oder sie zu erüllen hat. Er weist in seinem Fazit auch auf mögliche Schwierigkeiten bei der
Kommunikation und der Bewertung hin, da es nicht
"
die bessere\ Architektur gibt und betont,
dass eine nicht explizit erarbeitete Architektur zu einem Risiko ür die Entwicklung werden
kann.
Die Deﬁnition eines Wartungsblickwinkels erfordert also zunächst die genauere Bestim-
mung derAufgabe eines Entwicklers imKontext derWartung sowie der sich daraus ergebenden
Anforderungen an die Architektur(en) eines Systems.
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4.3.2 Architektur nach Perry und Wolf
Perry undWolf greifen in ihren
"
Foundations for the Study of Soware Architecture\ ([PW92])
das Sichtenkonzept von Sowa und Zachman auf. Die Sichten ihres Architekturmodells beste-
hen aus Modellelementen, deren Anordnung sowie Erläuterungen, die die Wahl gerade dieser
Konstellation begründen. Die Faktoren, die aus Sicht der Autoren mit ür die hohen Soware-
Kosten verantwortlich sind und auch die Architektur betreﬀen, sind die Evolution und die An-
passung eines Systems. Die mit der Evolution einhergehenden tiefgreifenden Änderungen üh-
ren dabei o zu einem Verfall der ursprünglichen Struktur. Sie identiﬁzieren zwei wesentliche
Risiken: Eine Architekturerosion tri dann auf, wenn die Regeln der gegebenen Architektur ver-
letzt werden, wie bspw. bei der Nichtbeachtung der Ordnung einer geschichteten Architektur.
Eine Architekturdri hingegen ist das Resultat einer unzureichenden Kenntnis der Strukturen
und Regeln, die nicht zu einer Verletzung, aber zu einer Verwässerung der Architektur ührt.
Sie kann die Erosion begünstigen.
Um diese Risiken zu minimieren, sollte eine Darstellung nicht nur beschreibenden, sondern
auch vorschreibenden Charakter haben. Die Autoren leiten daraus folgende Anforderungen an
Architekturbeschreibungen ab:
• Die Beschreibung der Vorgaben der speziﬁschen Architektur muss den nötigen Detail-
lierungsgrad aufweisen. Dabei sollen jedoch nur diejenigen Bedingungen berücksichtigt
werden, die ür die jeweilige Architekturebene relevant sind.
• Es muss eine Unterscheidung der relevanten,
"
tragenden\ Elemente der Architektur von
"
dekorativen\ Elementen erfolgen. Auf dieseWeise bleibt die Kernaufgabe der Architek-
tur sichtbar erhalten und die Erosion wird unterbunden.
• Die verschiedenen Aspekte einer Architektur müssen auf angemessene Weise beschrie-
ben werden. Dies kann durch Wahl geeigneter Blickwinkel erfolgen.
• Eine Beschreibung soll Abhängigkeits- und Konsistenzanalysen ermöglichen. Die Ab-
hängigkeitsanalyse soll die Wechselwirkung von Architektur, Anforderungen und De-
sign herausstellen; durch die Konsistenzanalyse kann die (möglicherweise fehlende) Über-
einstimmung von Architektur und -stil sowie der Elemente nachgewiesen werden.
Vor diesem Hintergrund verstehen Perry und Wolf Soware-Architektur als
"
… a set of ar-
chitecture (or, if you will, design) elements that have a particular form\ [PW92, S. 44]. Sie
deﬁnieren ihr Architekturmodell als Tripel
Soware Architecture = {Elements, Form, Rationale}.
Elemente können dabei sein: (1) processing elements, die Transformationen auf Daten aus-
ühren, (2) data elements, die die zu transportierenden und zu verarbeitenden Daten enthalten,
und (3) connecting elements, die die Bestandteile der Architektur bspw. durch Prozeduraufru-
fe, gemeinsame Datenbereiche etc. miteinander verbinden. Die Architekturform wird bestimmt
durch die Gewichtung von Eigenschaen und Beziehungen der Elemente. DieGewichtung kann
entweder die Relevanz betonen und so die Unterscheidung von notwendigen und dekorativen
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Elementen ermöglichen, oder die alternativen Entwürfe bzgl. der umzusetzenden Vorgaben
bewerten. Die Eigenschaen geben das Minimum an Bedingungen vor, die die ausgewählten
Architekturelemente erüllen müssen. Die Beziehung der Elemente zueinander deﬁniert ihre
Anordnung, d. h. den Auau bestehend aus Prozess-, Daten- und Verbindungselementen. Die
Erläuterung (Rationale) ist ein Teil der Beschreibung, die die Vielzahl an Entscheidungen fest-
hält, welche zu dieser konkreten Architekturausprägung geührt haben. Dazu gehört sowohl
die Wahl der Elemente als auch der Form und damit des Architekturstils. Geleitet werden die
Entscheidungen von den funktionalen und nicht-funktionalen Anforderungen an das System.
Im Gegensatz zu einer konkreten Architektur gibt ein Architekturstil abstrakte Elemente und
mögliche Verbindungen vor und kann so als Typ einer Architektur verstanden werden. Er
speziﬁziert charakteristische Eigenschaen, die sich bspw. mit Begriﬀen wie
"
parallel\ oder
"
verteilt\ beschreiben lassen, und hebt so die bestimmende Anordnung der Bestandteile her-
vor. Beispiele ür verschiedene Architekturstile sind u. a. in [GS94] und [SG96] zu ﬁnden. Die
Grenze zwischen Stil und Ausprägung ist jedoch ﬂießend und hängt nicht zuletzt auch vom Be-
trachter und seiner Deﬁnition des Architekturbegriﬀs ab; was ür den einen Architekten noch
ein Architekturstil ist, kann ür den anderen schon eine konkrete Ausprägung sein.
Die drei wichtigsten Sichten auf ein System sind den Autoren nach die Prozess-, Daten- und
Verbindungssicht. In der Prozesssicht wird der Datenﬂuss durch die Processing Elements be-
trachtet und die damit einhergehenden Anforderungen an die Verbindungen der Elemente. Die
Datensicht hingegen orientiert sich am Verarbeitungsﬂuss und weniger an den Verbindungen.
Prozess- und Datenelemente stehen darüber hinaus in einer wechselseitigen Abhängigkeits-
beziehungen: Die Transformation eines Datums durch ein Prozesselement erzeugt als Resultat
einen neuen Zustand dieses Datenelements. Die Prozesselemente müssen diese Zustände be-
rücksichtigen, wenn sie eingehende Datenelemente verarbeiten wollen, d. h. die Verbindungen
dürfen nur zwischen kompatiblen Prozesselementen existieren. Trotz der verbreiteten Objekt-
orientierung glauben Perry und Wolf, dass diese drei Sichten mit ihren jeweiligen Schwer-
punkten notwendig und ür die Architekturebene von Bedeutung sind. Sie bieten neben einem
Rahmen ür die Anforderungsanalyse und den Entwurf auch eineMöglichkeit, Analysen durch-
ühren zu können. Durch die Identiﬁkation von Komponenten und ihrer Abhängigkeiten wird
zudem dieWiederverwendung verbessert. Beide raten allerdings dazu, diese auf dem Architek-
turlevel zu deﬁnieren und nicht auf die Implementierungsebene auszudehnen, da dort zu viele
weitere Bedingungen berücksichtigt werden müssen.
Der Beitrag von Perry und Wolf erweitert das Architekturverständnis dahingehend, dass
ihre Deﬁnition eine formale Identiﬁkation einzelner Architekturstile ermöglicht. Die Beschrei-
bung der Architekturform erlaubt zudem eine Bewertung alternativer Entwürfe; im Gegensatz
zu Zachmans Ansicht lassen sich Architekturen so anhand ihrer möglichen Eignung auswäh-
len. Motiviert durch die Hauptbedrohungen (Dri und Erosion) erweitern sie außerdem die
Funktion der Architekturdarstellung von einer reinen Beschreibung hin zu einer Vorgabe ür
den Systementwurf. Wie an ihrer Deﬁnition des Architekturbegriﬀs zu erkennen ist, sehen sie
die Dokumentation der Entwurfsentscheidungen gleichberechtigt zur Darstellung. Dies ist ein
Versuch, die Nachvollziehbarkeit der Entwicklung der Systemstruktur sicherzustellen und das
Dri- bzw. Erosionsrisiko bei weiteren Arbeiten am System möglichst gering zu halten. Wie
eine Verletzung der Regeln zu bewerten ist, ühren Perry und Wolf nicht näher aus.
Aus Sicht des Entwicklers ist ein geringes Dri-/Erosionsrisiko demnach gleichzusetzen mit
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einer besseren Wartbarkeit eines Systems. Daraus ergibt sich die Frage, wie Architektur bzw.
die ihr zugrunde liegenden Regeln und die
"
tragenden\ Elemente imellcode (wieder-)erkannt
werden können und sich so die Architektur rekonstruiert lässt. Der Blickwinkel auf die techni-
sche Umsetzung (
"
designers view\ und
"
builders view\) mit seinen Beschreibungsarten (E-R-
und Datenﬂuss-Diagramme) ist aufgrund seiner Abstraktheit dazu nicht geeignet.
4.3.3 Empirische Untersuchungen zu Architekturstilen
Die bisher vorgestelltenArbeiten bereiteten durch das Sichtenkonzept und zugehörige Begriﬀs-
deﬁnitionen denWeg ür detaillierte Betrachtungen einzelner Aspekte von Soware-Architek-
tur. Die Interessen
"
nicht-technisch\ orientierter Beteiligter wie bspw. der Auraggeber wer-
den aufgewertet und als Voraussetzung ür eine eﬀektive Entwicklung angesehen. Eine Be-
trachtung der technischen Umsetzung, deren Strukturen weitreichende Auswirkungen auf das
spätere System haben, wird jedoch nicht weiter ausformuliert. Die von Perry und Wolf ange-
botenen Beispiele betrachten Systeme zwar aus der Perspektive der Entwickler, sind dabei aber
zu abstrakt, als dass sie ür konkrete Darstellungen herangezogen werden könnten.
Einen ür Entwickler geeigneteren Zugang präsentieren Garlan und Shaw in ihrem Bericht
"
An Introduction to Soware Architecture\ ([GS94]). Auch sie machen die zunehmende Größe
der Systeme verantwortlich ür die Verlagerung des Design-Problems von der Ebene der Al-
gorithmen und Datenstrukturen auf eine höhere Ebene, die Architekturebene des Designs. Auf
dieser Ebene geht es primär um die Organisation und Kommunikation der Systembestandtei-
le, die Zuordnung von Funktionalität zu Komponenten und um die Skalierung und Perform-
anz. Ermöglicht wird dies durch den Fortschri der Programmiersprachen, der regelmäßig zu
"
größeren\ konzeptuellen Entwurfsblöcken geührt hat: Von linearem Code über Schleifen-
Strukturen, Prozeduren/Funktionen bis hin zu abstrakten Datentypen und Modulen, Klassen
und Paketen. Mit Hilfe dieser neueren Sprachelemente können Bausteine der Architekturebene
besser implementiert werden.
Garlan und Shaw weisen zwar darauf hin, dass eine allgemein anerkannte Taxonomie archi-
tekturaler Paradigmen noch in weiter Ferne liegt, jedoch können schon jetzt eindeutige Muster
identiﬁziert werden. Um die Merkmale einzelner Muster herausarbeiten zu können, deﬁnieren
sie ihren Architekturbegriﬀ wie folgt:
• Ein System bzw. seine Architektur besteht aus einer Menge von Komponenten, die auf
bestimmte Weise durch Konnektoren miteinander verbunden sind.
• Ein Architekturstil wird deﬁniert durch die Beschreibung der strukturellen Organisati-
on dieser Bestandteile. Dabei wird die Menge erlaubter Komponenten und Konnektoren
und ihre Anordnung speziﬁziert sowie eine Reihe von Bedingungen vorgeschrieben, die
erüllt sein müssen, damit ein System einen bestimmten Stil aufweist. Die Bedingungen
können bspw. topologischer Natur sein.
Garlan und Shaw unterscheiden Architekturstile ür Einzelsysteme und sog. verteilte Syste-
me, die sich über mehrere Prozesse oder auch Maschinen erstrecken. Anhand der Deﬁnition
konnten sie die Architektur der untersuchten Sowaresysteme verschiedenen Stilen zuordnen.
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Pipes and Filters: Eine Komponente eines Systems dieses Architekturstils besitzt eine Reihe
von Eingabe- und Ausgabekanälen. Die eingehenden Daten erfahren eine Transforma-
tion, deren Ergebnis als Ausgabe an weitere Komponenten geleitet werden kann. Die
Transformation erfolgt i. d. R. inkrementell, so dass schon eine Ausgabe verügbar wird,
bevor die Eingabe vollständig verarbeitet ist (daher die Bezeichnung
"
ﬁlter\). Die er-
zeugten Datenströme werden über Konnektoren, die
"
pipes\ , an die Komponenten wei-
tergeleitet, wobei die zu transportierenden Daten keinen Einschränkungen unterliegen.
Eine wichtige Invariante dieses Architekturstils setzt voraus, dass die Komponenten un-
abhängig voneinander arbeiten, d. h. sie haben keine Kenntnis voneinander und verü-
gen auch nicht über gemeinsame Zustände oder Speicherbereiche. Sie teilen einzig die
ein- und ausgehenden Formate der Datenströme. Eine Spezialisierung dieser Invariante
sind die sog.
"
pipelines\; sie beschränken die Topologie auf eine lineare Sequenz von
Filtern. Bekannte Vertreter hierür sind U-Shell-Programme und ältere Compiler-
Architekturen.
Data Abstraction and Object-Oriented Organization: Die Komponenten dieses Architek-
turstils sind Objekte, die als Instanzen abstrakter DatentypenDaten und zugehörige Ope-
rationen kapseln. Sie verantworten die Integrität einer Ressource (=Daten), weshalb Gar-
lan und Shaw sie auch Manager nennen. Als Konnektoren fungieren die Methodenauf-
rufe, über die Objekte miteinander interagieren.
Die Vorteile der Kapselung, die entsprechend dem Parnas’schen Geheimnisprinzip die
Daten nur über deﬁnierte Schnistellen verügbar macht, sind weithin bekannt: Ohne
dem Anwender des Objekts etwas mieilen zu müssen, kann die interne Datenreprä-
sentation modiﬁziert werden, solange die Schnistelle unverändert bleibt. Daraus ergibt
sich eine Entkopplung der einzelnen Objekte, die die Wartung und Wiederverwendung
verbessert. Außerdem unterstützt dieser Stil einen reduktionistischen Lösungsansatz im
Sinne des
"
Teile-und-Herrsche\-Prinzips: Zugriﬀsroutinen, kombiniert mit den von ih-
nen adressierten Daten, können als Menge von interagierenden Agenten umgesetzt wer-
den, die jeweils ein bestimmtes Teilproblem lösen.
Ein großer Nachteil der Objektorientierung im Vergleich zum Pipe-Filter-Stil besteht
in der Notwendigkeit, dass einem Objekt die Identität desjenigen Objekts bekannt sein
muss, dessen Methoden aufgerufen werden sollen. Diese Zwangsverbindung ührt zu
möglichen Seiteneﬀekten, wenn ein so von mehreren Objekten referenziertes Objekt
bspw. gelöscht wird. Zusätzlich kann man noch anühren, dass die Beobachtungen der
letzten Jahre darauf hinweisen, dass OO-Systeme mit zunehmender Größe nicht nur
schnell an Übersichtlichkeit verlieren können, sondern der Ansatz generell von den po-
pulären OO-Sprachen nur unzureichend umgesetzt wird (s. dazu bspw. [BS02]).
Garlan und Shaw weisen in einer Fußnote darauf hin, dass sie die Vererbung — eines der
Hauptmerkmale der Objektorientierung — nicht als Methode zur Architekturgestaltung
ansehen. Dies ist insofern richtig, da die Vererbungsbeziehung mit den Möglichkeiten,
die die verwendete Deﬁnition des Architekturbegriﬀs bietet, nicht als Konnektor ange-
sehen werden kann. Allerdings gibt es eine Reihe von Möglichkeiten, über eine Verer-
bungsbeziehung Architektur-relevante Strukturen zu schaﬀen (z. B. über Mehrfachver-
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erbung, Ableiten von abstrakten Klassen und Schnistellen). Dies lässt sich gut an den
von Gamma et al. in [Gam+96] vorgestellten und milerweile weit verbreiteten Ent-
wurfsmustern zeigen.
Event-Based, Implicit Invocation: Anders als bei den bisher vorgestellten Architektursti-
len, bei denen Prozeduren bzw. Methoden direkt aufgerufen werden, erfolgt die Kom-
munikation in solchen ereignisbasierten Systemen implizit über die Systeminfrastruk-
tur. Jede Komponente kann sich ür bestimmte Ereignisse beim System registrieren und
dabei Prozeduren seiner Schnistelle angeben, die beim Aureten eines dieser Ereignisse
aufgerufen werden sollen. Neben den Prozeduren kann die Schnistelle auch Ereignisse
aufweisen, die die Komponente emiieren kann. Konnektoren setzen sich also zusam-
men aus den Ereignissen der Komponenten, der Aufruf- oder Broadcast-Infrastruktur
des Systems und den ür diese Ereignisse registrierten Komponentenprozeduren. Da sich
mehr als eine Komponente ür ein bestimmtes Ereignis registrieren kann, ührt das Emit-
tieren zu beliebig vielen, in ihrer Reihenfolge unbekannten Prozeduraufrufen. In vielen
Systemen dieser Art ist es allerdings auch möglich, Prozeduren direkt aufzurufen und so
die Infrastruktur zu umgehen.
Die Integration von Komponenten ist milerweile soweit gediehen, dass Begriﬀe wie
Enterprise Service Bus und Middleware bei der Entwicklung großer Anwendungen zu-
nehmend eine Rolle spielen. Nicht nur der Datentransfer, auch die Kommunikation der
Komponenten wurde durch neue Protokolle standardisiert. Die Integration verschie-
denster Bausteine — die sogar in unterschiedlichen Programmiersprachen implementiert
sein können — ist heute als Service-orientierte Architektur (SOA) bekannt (s. dazu bspw.
[ST07]).
Layered Systems: Schichtarchitekturen gehören mit zu den bekanntesten Architekturstilen.
Die Komponenten dieses Stils sind in hierarchischen Schichten angeordnet, wobei eine
Schicht immer nur die Prozeduren der direkt unterliegenden Schicht aufrufen kann. Die-
se unterliegende Schicht repräsentiert so eine
"
virtuelle Maschine\ , auf der die nächst-
höhere Schicht implementiert wird. Die Kommunikation erfolgt ausschließlich an den
Schichtgrenzen. Die Konnektoren werden damit auf die Schnistellen der Komponen-
ten reduziert. Invarianten dieses Stils durchbrechen die strikte Trennung der Schichten
und isolieren tiefer liegende Schichten nicht so stark. Dies erleichtert u. U. die Zuord-
nung von Funktionalitäten zu einzelnen Schichten und vermeidet die Implementierung
ausschließlich nach unten delegierender Prozeduren, die keine eigene Logik besitzen.
Eines der bekanntesten Beispiele ür eine Schichtarchitektur das ISO OSI-Protokoll und
das daraus abgeleitete Kommunikationsprotokoll TCP/IP.Weiterhin sind die meisten der
etablierten Betriebssysteme in Schichten bzw. Ringen organisiert.
Repositories: Dieser etwas irreührende Name bezeichnet Systeme, die eine zentrale Kom-
ponente besitzen, deren Aufgabe in der Verwaltung einer systemweiten Datenstruktur
besteht. Diese Datenstruktur repräsentiert den Systemzustand. Neben dieser zentralen
Komponente operieren alle weiteren
"
Satelliten\-Komponenten unabhängig voneinan-
der unter Verwendung der Datenstruktur. Zwei Kategorien von Repository-basierten
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Systemen können anhand des Kontrollﬂusses im System identiﬁziert werden: Bestim-
men die Arten der eingehenden Transaktionen die auszuührenden Prozesse, kann die
zentrale Datenstruktur in Form einer Datenbank umgesetzt werden. Ist hingegen der Zu-
stand der Datenstruktur Auslöser von Prozessen, eignet sich ein sog. Blackboard ür die
Implementierung. Die Komponenten werden dann als knowledge source bezeichnet, da
sie einen Teil des anwendungsspeziﬁschen Wissens enthalten. Weil die Kommunikati-
on der Komponenten mit der Datenstruktur — sei es nun Datenbank oder Blackboard
— sehr vielältig sein kann, speziﬁzieren Garlan und Shaw die Konnektoren dieses Stils
nicht näher. Die Interaktion der Satelliten-Komponenten untereinander erfolgt jedoch
ausschließlich über die zentrale Komponente.
Die Blackboard-Ausprägung dieses Stils weist Gemeinsamkeiten mit dem Stil ereignis-
basierter Systeme auf; auch dort wird dezentral an der Problemlösung gearbeitet. Die
Komponenten überwachen den Zustand des Blackboards und reagieren eigenständig,
wenn die Datenlage eine weitere Bearbeitung ermöglicht, und schreiben die Ergebnisse
anschließend zurück ins Blackboard. Auf diese Weise wird inkrementell eine Lösung des
Problems herbeigeührt. Datenbank-gestützte Systeme nutzen ihre zentrale Komponente
als umfangreichen, eﬃzient implementierten und persistenten Speicher.
Die vorgestellten Architekturstile haben universellen Charakter und sind nicht ür einen be-
stimmten Einsatzbereich vorgesehen. Durch die zunehmende Verbreitung der IT haben sich
verschiedene Anwendungsdomänen herauskristallisiert, ür die es speziﬁsche Referenzarchitek-
turen gibt. Durch die Beschränkung auf eine Domäne kann mit diesen domänenspeziﬁschen
Architekturen auf Anforderungen wesentlich besser eingegangen werden als dies in einer uni-
versellen, nicht genau abzugrenzenden Umgebung möglich wäre. Ein Beispiel ür eine solche
Domäne ist die Automobilindustrie, in der u. a. Sicherheitsaspekte großen Einﬂuss auf die IT-
Systeme in den Fahrzeugen haben. Aus Sicht der Architekturerkennung sind an Referenzarchi-
tekturen angelehnte Systementwürfe einfacher zu rekonstruieren, da durch die Vorgaben der
Referenz die Kernelemente der Struktur feststehen und ür die Rekonstruktion direkt genutzt
werden können.
Weiterhin wird durch die Auﬂistung suggeriert, dass die Stile in
"
Reinkultur\ vorkommen.
Tatsächlich ist dies eher die Ausnahme, vielmehr sind heterogene Architekturen die Regel. Ar-
chitekturstile können hierarchisch kombiniert werden, d. h. auf jeder Hierarchieebene kann
eine andere Architektur vorherrschen. Die Komponente einer Pipes-Filters-Architektur kann
also selbst eine objektorientierte Struktur besitzen. Auf diese Weise können auch Konnektoren
hierarchisch dekomponiert werden: Der Pipe-Konnektor wird mglw. intern durch eine FIFO
realisiert. Die Art der Konnektoren muss ür eine Komponente zudem nicht zwingend dieselbe
sein: Die Komponente kann einen Konnektor ür die Verbindung zu einem Repository besitzen
und einen anderen ür die Verbindung zu einem Filter.
Heterogene Architekturen erschweren die Rekonstruktion, da u. U. ür jedes Element ein
anderes Analyseverfahren eingesetzt werden muss. Die automatische Identiﬁzierung eines Ar-
chitekturstils anhand seiner speziﬁscher Merkmale wird damit wesentlich aufwändiger und
die Genauigkeit und Zuverlässigkeit eines allgemeineren Untersuchungsansatzes sinkt.
Die bis dato eher theoretisch geührten Diskussion über Architektur und -stile ergänzen Gar-
lan und Shaw um konkrete Beispiele, die in existierenden Systemen gefunden wurden und den
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Abbildung 4.5: Varianz der Schnistellen und Struktureinschränkungen.
meisten Entwicklern schon begegnet sein düren. Sie sind damit die ersten, die einen Kata-
log von realen und verbreiteten Architekturstilen aufgestellt haben sowie Vor- und Nachteile
durch direkten Vergleich von Implementierungen zu ermieln versuchten.
Bei näherer Betrachtung der Vor- und Nachteile der Architekturstile lassen sich zwei Ten-
denzen erkennen:
• Die Komponenten sind in ihrer Funktionsweise weitgehend eigenständig und je nach Stil
bis zu einem gewissen Grad voneinander abhängig. Die Eigenständigkeit und eine mög-
lichst geringe gegenseitige Kopplung ördern die Wiederverwendung und Wartbarkeit
der Komponenten und sind damit Zeichen einer „guten“ Architektur.
• Die Vorgaben der Stile ühren zu einer unterschiedlichen Varianz der Schnistellen der
Komponenten. Beim Pipes-Filters- und Repository-Stil ist das Datenformat bzw. das Da-
tenbankschema das verbindende Element. Änderungen daran erfordern Änderungen an
allen Komponenten. Aus Sicht des Wartungsingenieurs sollte das Format bzw. Schema
daher möglichst unveränderlich sein. Beim Event-basierten Stil nimmt die Schnistel-
le zur Systeminfrastruktur diese Rolle ein; die übrigen Schnistellen der Komponenten
sind von den Stilvorgaben nicht betroﬀen. Bei einer Schichtenarchitektur reduziert sich
die Vorgabe darauf, die Richtung des Kontrollﬂusses zwischen den Komponenten einzu-
schränken. Dieser Stil ist damit nur ein Spezialfall des Daten abstrahierenden bzw. ob-
jektorientierten Stils, bei dem keinerlei Einschränkungen der Kommunikation bestehen.
Abbildung 4.5 illustriert die Einordnung der Architekturstile anhand ihrer Schnistellenvari-
anz bzw. Einschränkungen.
Aus diesen Tendenzen lässt sich Folgendes ableiten: Je höher die Varianz der Schnistellen
ist, desto ﬂexibler kann eine Komponente eingesetzt werden, desto schwieriger ist jedoch die
Rekonstruktion eines Architekturstils, da die Stilvorgaben abnehmen, die die Analyse unter-
stützen können. Praktisch bedeutet das: Ist das Datenformat bekannt, können die Komponen-
ten eines Pipes-Filters-Stil ohne größere Probleme auch im ellcode gefunden werden. Das-
selbe gilt auch ür den Event-basierten Stil, denn die Schnistelle zur Systeminfrastruktur ist
eindeutig. Sowohl die Schichtenarchitektur als auch der objektorientierte Stil hingegen können
eine unüberschaubare Vielfalt an Schnistellen bieten. Hier ist eine syntaktische Unterstützung
seitens der verwendeten Programmiersprachen notwendig, um sowohl die Schnistellen als
auch die Komponenten auf der Architekturebene identiﬁzieren zu können. Andernfalls muss
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mit Hilfe von Heuristiken oder anderer Verfahren der Architekturerkennung gearbeitet wer-
den. Die Schnistellenerkennung ist damit die zentrale Aufgabe der Architekturrekonstruk-
tion, da mit ihrer Hilfe sowohl Komponenten identiﬁziert als auch Kontrollﬂüsse aufgedeckt
werde können.
4.3.4 Sichtenbezug nach Soni et al.
Ansta zunächst ein theoretisches Modell zu entwickeln und mit informellen Beispielen zu er-
läutern, nutzen Soni et al. in [SNH95] die Idee der Blickwinkel, um die bei ihren Untersuchun-
gen vorgefundenen Architekturbeschreibungen zu kategorisieren. Sie konnten vier verschie-
dene Blickwinkel identiﬁzieren, die von Systemarchitekten und Designern genutzt werden.
Durch die Untersuchung von im Einsatz beﬁndlichen Systemen unterschiedlicher Größen-
ordnungen wollen sie oﬀenlegen, wie Architektur praktisch umgesetzt wird und welche Fragen
sich bei der Entwicklung stellen. Bei Interviews mit Systemarchitekten und Designern sowie
der Analyse von Design-Dokumenten undellcode wurde deutlich, dass ür die meisten Sys-
teme zunächst eine Unterscheidung getroﬀen wird in eine produktspeziﬁsche Architektur und
eine Architektur ür die darunter liegenden Plaform, die als
"
virtuelle Maschine\ ür das
Produkt fungiert. Weiterhin befassen sich die Strukturbeschreibungen der beiden Architektur-
klassen hauptsächlich mit vier Architekturkategorien:
• Die konzeptuelle Architektur beschreibt die wesentlichen Design-Elemente und ihre Be-
ziehungen. Dabei handelt es sich um aus der Problemdomäne abgeleitete Elemente, die
dementsprechend einen hohen Abstraktionsgrad aufweisen. Diese Architektur ist unab-
hängig von Implementierungsentscheidungen und betont die Interaktion der Elemente.
Bei den untersuchten Systemen wurde die konzeptuelle Architektur nur implizit in der
Beschreibung anderer Strukturen aufgeührt und nicht eigenständig erfasst.
• Durch die Modul-/Verbindungsarchitektur erfolgt eine funktionale Dekomposition in lo-
gische Subsysteme, die aus Modulen und abstrakten Einheiten bestehen. Ziel ist dabei,
"
Programming-in-the-Large\ zu ermöglichen und interne und externe Abhängigkeiten
zu reduzieren und zu isolieren. Dies geschieht i. a. durch Verwendung eines Schichten-
modells. Die Beschreibungen dieser Kategorie reﬂektieren die verschiedenen Implemen-
tierungsentscheidungen, die zunächst unabhängig von der Programmiersprache bleiben.
Die Elemente der konzeptuellen Architektur ﬁnden hier ihre Umsetzung in einem oder
mehreren Modulen.
Im Vergleich zu den Beschreibungen der anderen Kategorien zeigten die Modul-/Verbin-
dungsarchitekturen der untersuchten Systeme den höchsten Detaillierungsgrad.
• Die Ausührungsarchitektur beschreibt das dynamische Verhalten des Systems inkl. Lauf-
zeitelementen wie Prozessen sowie Kommunikationsmechanismen. Sie weist den ein-
zelnen Funktionalitäten der konzeptuellen Architektur Laufzeitelemente und Ressour-
cen zu. Dies beinhaltet auch Entwurfsentscheidungen bzgl. Lokalisation, Migration und
Replikation von Laufzeitelementen (dies betri sog. verteilte Systeme). Gesteuert wird
die Entwicklung der Ausührungsarchitektur durch die nicht-funktionalen Anforderun-
gen, die auch die Betriebssysteme und die Hardware betreﬀen. Durch den ständigen
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Technologie-Wandel ist sie eher von Änderungen betroﬀen als die beiden bisherigen Ka-
tegorien. Beschreibungen dieser Kategorie sind ähnlich ausührlich wie die der vorigen
Kategorie.
• Die Code-Architektur betrachtet die Organisation vonellcode, Binaries und Bibliothe-
ken in der Entwicklungsumgebung. Dazu gehört, je nach Programmiersprache, die Un-
terteilung in Module oder Verzeichnisse sowie die Einrichtung zu verwendender Werk-
zeuge (Konﬁgurationsmanagement, Build-Werkzeuge, Unit Tests, Deployment usw.). Sie
liegt zwar explizit vor, wird aber nicht als Teil der Soware-Architektur beschrieben,
sondern hauptsächlich ür die Konzeption der Konﬁgurationen, des Baus und der Aus-
lieferung eingesetzt.
Die Beschreibungen mehrerer Systeme lassen sich nicht eindeutig einer Kategorie zuordnen.
In mehreren Fällen wurde die Architektur auch nicht explizit formuliert, sondern lag implizit
in Textform (also nicht als Diagramm o. ä.), im Code oder einer anderen Strukturbeschreibung
vor.
Die Untersuchungsergebnisse von Soni et al. bestätigen sowohl die Anwendbarkeit des Sich-
tenkonzepts als auch die bisher vorgestellten Deﬁnitionsversuche zur Architektur. Für eine
Bewertung der Wartbarkeit ist insbesondere die Unterscheidung von Produkt- und Plaform-
architektur hilfreich, da sie in Kombinationmit einem Schichtansatz per se die Portabilität eines
Systems unterstützt. Für eineralitätsbewertung können Sichten desModul-/Verbindungsblick-
winkels herangezogen werden, da sie eine Verbindung zwischen ellcode-Elementen (Mo-
dulen) und Entwurfsentscheidungen (logische Dekomposition) herstellen. Die Sichten stehen
damit auf der Architekturebene des Designs.
Neben der Bestätigung der bisherigen, theoriegetriebenen Ansätze ist die Unterscheidung
von Plaform- und Produktarchitektur von nachhaltiger Relevanz, stellt sie doch einen Be-
zug her zu den Begriﬀen Design Paerns und Frameworks, die ür die Architektur im Rahmen
heutiger industrieller Sowareentwicklung von großer Bedeutung sind.
4.3.5 Architektur im Entwicklungsprozess nach Kruchten
Eine industrielle Sowareentwicklung erfordert umfassende Prozessmodelle, die die Arbeiten
von der Anforderungsanalyse an über die Entwicklung bis hin zur Wartung mit den Erkennt-
nissen über Architektur verbindet. Ein Großteil der heutzutage entwickelten Soware wird mit
den Mieln der Objektorientierung bewältigt, die in allen Stadien der Entwicklung Verwen-
dung ﬁnden und dadurch nachhaltige Auswirkungen aufalitätseigenschaen der Architek-
tur haben können. Darüber hinaus wurden ür die Darstellung objektorientierter Strukturen
verschiedene Notationsformen entwickelt, von denen sich die UML als asi-Standard eta-
bliert hat.
Kruchten versucht mit seinemModell, die Architektur als wesentlichen Bestandteil der So-
wareentwicklung in einen iteratives Vorgehensmodell zu integrieren [Kru95]. Er grei die Deﬁ-
nition desArchitekturbegriﬀs von Perry undWolf auf und kombiniert ihnmit demBlickwinkel-
und Sichtenkonzept von Zachman (allerdings ohne direkt darauf Bezug zu nehmen). Er nennt
seinen Ansatz das
"
4+1\-Sichtenmodell: Mit vier Blickwinkeln können die verschiedenen Ar-
chitekturaspekte beschrieben werden und ein weiterer illustriert anhand von Szenarien deren
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Zusammenspiel. Auch wenn Kruchten auf andere Techniken wie E-R-Diagramme hinweist,
so zielt sein Ansatz eindeutig auf eine objektorientierte Herangehensweise ab. Dies zeigt sich
nicht nur bei der Deﬁnition der Blickwinkel, sondern auch bei den verwendeten Notationsfor-
men, die später Eingang in die Uniﬁed Modeling Language (UML) fanden. Erklären lässt sich
diese Ausrichtung durch die Mitarbeit Kruchtens bei der Firma Rational, die zu der Zeit maß-
geblich an der Entwicklung objektorientierter Werkzeuge und der UML beteiligt war. Das von
ihm zugrunde gelegte Architekturmodell entspricht dem von Boehmmodiﬁzierten Modell von
Perry und Wolf: Soware Architecture = {Elements, Form, Rationale/Constraints}.
Das
"
4+1\-Sichtenmodell besteht aus folgenden Blickwinkeln:
• Der logische Blickwinkel auf ein System betrachtet seine (objektorientierte) Dekomposi-
tion in Objekte bzw. Objektklassen. Das Hauptziel ist die Unterstützung der funktionalen
Anforderungen. Die Objekte repräsentieren Schlüsselkonzepte der Problemdomäne und
setzen die PrinzipienAbstraktion, Kapselung undVererbung um. Neben der funktionalen
Analyse dient die Dekomposition aber auch zum Auﬃnden von systemweiten Mecha-
nismen und Entwurfsmustern. Kruchten deﬁniert hier allerdings nicht, ob es sich dabei
ausschließlich um Aspekte des zukünigen Systems oder auch der Problemdomäne han-
delt.
• Hauptaufgabe des Prozess-Blickwinkels ist die Untersuchung der nicht-funktionalen An-
forderungen wie Performanz, Verügbarkeit, Nebenläuﬁgkeit und Verteilung. Die in den
logischen Sichten erfassten Hauptabstraktionen werden dazu auf eine (Arbeits-)Prozess-
Architektur abgebildet. Der Beschreibung legt Kruchten ein Schichtenmodell zugrunde:
Auf oberster Ebene wird das IT-System als Netz kommunizierender Prozesse abgebildet,
die möglicherweise über mehrere Hardware-Knoten in einemNetzwerk verteilt sind. Die
Prozesse agieren als Dienste, die jeweils gestartet, gestoppt und konﬁguriert werden kön-
nen. Jeder Prozess besteht wiederum aus einer Gruppe von Tasks, separaten Kontrollﬂüs-
sen, die entweder als eindeutig adressierbare Haupask oder als unterstützende, lokal ar-
beitende Nebentask aureten. Haupasks können damit vom jeweiligen Betriebssystem
direkt verwaltet werden und entsprechen einem Betriebssystem-Prozess oder -read.
Nebentasks lassen sich bspw. durch Multithreading implementieren. Die Kommunika-
tion der Haupasks untereinander erfolgt miels dedizierter Protokolle wie RPC oder
Event Broadcasts. Nebentasks hingegen nutzen systemnahe Techniken wie Shared Me-
mory oder FIFOs auf Dateiebene.
Dieser Blickwinkel eignet sich laut Kruchten auch zur Untersuchung der Umsetzungs-
qualität der nicht-funktionalen Anforderungen. Indem in die Rahmenstruktur des Sys-
tems lasterzeugende Dummy-Tasks integriert werden, kann man sein Verhalten unter
verschiedenen Bedingungen beobachten.
• Den Entwicklern ist der Entwicklungsblickwinkel zugedacht. Die Sichten dieses Blick-
winkels dienen zur Dekomposition des Systems in Subsysteme, die auf Anraten Kruch-
tens in Schichten organisiert werden sollten. Subsysteme stehen untereinander durch
Import/Export-Beziehungen in Verbindung. Die Schichtung erlaubt einem Subsystem al-
lerdings nur Zugriﬀ auf Subsysteme, die sich in derselben oder direkt unterliegen Schicht
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Abbildung 4.6:
"
4+1\-Modell (nach [Kru95, S. 2]).
beﬁnden. Dieser Ansatz soll neben einer besseren Verwaltung auch die dezentrale Ent-
wicklung von Subsystemen ermöglichen. Das Ziel dieses Blickwinkels besteht darin, ei-
ne möglichst einfache Entwicklung des Gesamtsystems zu gewährleisten, was u. a. die
Unterstützung von Soware Management und die Wiederverwendung von Bausteinen
beinhaltet.
• Die in den einzelnen Prozess-Sichten vorbereitete Distribution der Arbeitsprozesse auf
Taskswird durch den physikalischen Blickwinkel und die Verteilung aufHardware-Knoten
vervollständigt. Konkret wird festgehalten, wo welcher Dienste bzw. welche Haupt- inkl.
Nebentasks arbeiten sollen. Dabei spielen nicht-funktionale Anforderungen wie Verüg-
barkeit, Skalierbarkeit, Zuverlässigkeit etc. eine Rolle, wobei im Vergleich zum Prozess-
Blickwinkel auch die Möglichkeiten und Einschränkungen der einzelnen Betriebssyste-
me zu beachten sind.
Ein Szenarium ist eine Instanz eines allgemeineren Anwendungsfalls oder Use Cases. Es dient
zur Veranschaulichung der Arbeitsweise des Systems in einer konkreten Situation. Für jedes
Szenariumwerden Sichten der vier Blickwinkel entworfen und ihre Beziehungen und Kommu-
nikation aufgezeigt. Mit einer sinnvollen Szenarien-Auswahl kann sichergestellt werden, dass
alle Anforderungen vollständig umgesetzt wurden.
Die einzelnen Blickwinkel bzw. ihre Sichten stehen in gegenseitiger Abhängigkeit. Ausge-
hend vom logischen Blickwinkel werden die Prozess- und die Entwicklungssichten beeinﬂusst.
Diese wiederum haben Auswirkungen auf die physikalischen Sichten. In einer logischen Sicht
stehen die Objekte zunächst einzeln, fokussiert auf ihre Funktionalität und Rolle in der Pro-
blemdomäne und im Systemkontext. Eine potentielle Parallelität zu anderen Objekten ist zu-
nächst nicht von vorrangigem Interesse. In der Prozess-Sicht jedochmuss einer Nebenläuﬁgkeit
— sofern sie tatsächlich vorliegt — Rechnung getragen werden, indem ür die Objekte entspre-
chend parallelisierbare Prozesse oder reads angelegt werden. Die in den logischen Sichten
auauchenden Klassen werden in Form eines separat nutzbaren Moduls implementiert (die
konkrete Umsetzung hängt von der verwendeten Programmiersprache ab). Zusammenhän-
gende Klassen werden in Subsystemen zusammengefasst. Einer der von den Beürwortern der
Objektorientierung propagierten Vorteile des OO-Ansatzes besteht in der Verringerung der
Klu zwischen Analyse und Entwurf; die in der Problemdomäne gefundenen Objekte sollen
als Vorlage mit in den Entwurf einﬂießen. Bei Untersuchungen hat Kruchten aber festgestellt,
dass diese Klumit zunehmendem Projektumfang größer wird. Domänenklassenmüssen dem-
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nach selbst wieder in mehrere Klassen dekomponiert werden. Die Organisation der Prozesse
bzw. reads ergeben bestimmte Anforderungen, die bei der Zuordnung auf die verügbare
Hardware beachtet werden müssen. Dazu gehören auch Teststellungen und Deployment.
Interessanterweise geht Kruchten nicht auf den Übergang zwischen Entwicklungssicht und
physikalischer Sicht ein, obwohl erfahrungsgemäß auch hier wechselseitige Abhängigkeiten
bestehen. Eine Organisation in Subsysteme und Schichten muss ür eine mögliche Verteilung
entsprechende Schnistellen und Kommunikationsprotokolle vorsehen. Je nach Umfang der
Subsysteme können auch Anforderungen an die Leistungsähigkeit der Hardware bestehen
(bspw. benötigt ein DBMS weniger CPU-Leistung, aber viel Hauptspeicher).
Kruchten empﬁehlt ausdrücklich, seinen Ansatz nach Bedarf anzupassen. Zusätzlich schlägt
er einen iterativen Prozess bei der Entwicklung der einzelnen Sichten vor, der von den jeweils
kritischsten Szenarien ausgeht. Dieser Versuch, die Architekturentwicklung in ein Entwick-
lungsprozessmodell aufzunehmen, kann als einer der Grundsteine der heutigen agilen Ent-
wicklung und als Vorläufer des Uniﬁed Process (UP) angesehen werden. Das ebenfalls von ihm
vorgeschlagene Soware Architecture Document entspricht in weiten Teilen dem gleichnamigen
Artefakt im UP (zum UP s. bspw. [Lar04]). Der Zusammenhang zwischen dem
"
4+1\-Ansatz
und dem Architekturmodell von Perry und Wolf lässt sich allerdings nur auf konzeptioneller
Ebene herstellen, d. h. es gibt Elemente, die durch ihre Anordnung eine bestimmte Form hervor-
bringen und deren Auswahl erläutert wird. Die jeweiligen Herangehensweisen (strukturierte
bzw. objektorientierte Analyse) unterscheiden sich grundlegend voneinander und ühren zu
einem anderen Verständnis der Sichten. Die Datensicht von Perry und Wolf entspricht in ge-
wisser Weise der logischen Sicht, die aber durch die Fokussierung auf die Objektorientierung
die relevanten Aspekte aus der Problemdomäne betrachtet und nicht zwangsläuﬁg auf zu ver-
arbeitende konkrete Datentypen und Daten abzielt. Im Gegenteil: Objekte in der Implementie-
rung unterscheiden sich in vielen Belangen von denen in der Analyse. Außerdem kombiniert
diese Sicht Daten mit zugehörigen Aktionen, wie es in der Objektorientierung üblich ist. Die
Prozess-Sicht des
"
4+1\-Modells hingegen ähnelt der Sicht von Perry und Wolf, denn sie be-
trachtet die nicht-funktionalen Aspekte über mehrere Abstraktionsschichten hinweg bis zur
Implementierung einzelner Tasks. Die Verbindungssicht, die Daten und ihre Verarbeitung in
Beziehung setzen soll, ist bei einem objektorientierten Vorgehen durch das Paradigma selbst
implizit vorgegeben. Im weitesten Sinne handelt es sich also um eine
"
Übersetzung\ des An-
satzes von Perry und Wolf in die Welt der Objektorientierung.
Laut Kruchtenwurde dasModell erfolgreich beimehreren großen Projekten eingesetzt [Kru95,
S. 14]. Die heutige Verbreitung des Uniﬁed Process und der Objektorientierung untermauert die
Leistungsähigkeit seines Ansatzes. Andere Modelle wie bspw. von Soni, Nord und Hofmeister
können nach seiner Auﬀassung auf das
"
4+1\-Modell abgebildet werden und stellen nur eine
Spezialisierung dar. Ein Vergleich der Modelle zeigt tatsächlich eine weitgehende Übereinstim-
mungen der Blickwinkel, obwohl sich die Vorgehensweise von Soni et al. bei der Entwicklung
ihres Ansatzes drastisch von der Kruchtens unterscheidet.
Kruchten geht nicht auf die alität von Soware-Architektur ein, allerdings ist die Ver-
wendung von Szenarien als anforderungsinduzierter Einstieg in die Architekturbeschreibung
ein neuer Ansatz. Er spielt in dem im nachfolgenden Abschni erläuterten Buch ([BCK98])
eine maßgebliche Rolle bei der Bewertung einzelner Sichten. Die Beschreibung des Entwick-
lungsblickwinkels bleibt schwammig und reduziert die zu empfehlenden Programming-in-the-
47
4 Soware-Architektur
Large-Ansätze auf das Schichtenmodell. Trotzdem ist der Beitrag ein wichtiger Meilenstein,
konsolidiert er doch die verschiedenen Ansätze zur Architekturbeschreibung in ein umfassen-
des Modell und integriert es in einen iterativen Entwicklungsprozess.
4.3.6 Architecture Business Cycle nach Bass et al.
In ihrem Buch
"
Soware Architecture in Practice\ ([BCK98]) stellen Bass, Clemens und Kaz-
man die Architektur ins Zentrum der Systementwicklung. Dabei präsentieren sie sie nicht nur
als theoretisches Artefakt des Entwurfs, sondern betrachten ihre verschiedenen Ausprägun-
gen ganz konkret anhand mehrerer Fallstudien. Darüber hinaus formulieren sie Regeln ür die
Evaluierung von Architekturstilen und erläutern fundamentale Grundoperationen, die im Hin-
blick auf bestimmte Eigenschaen beim Entwurf von neuen Architekturstilen eingesetzt wer-
den können. Zusammen mit einer eigenen Architekturanalysemethode markiert dieses Buch
einen vorläuﬁgen Endpunkt bei der Suche nach einer geeigneten Architekturmetapher und der
Bewertung von Architekturqualitäten; nahezu alle späteren Arbeiten beziehen sich darauf.
Bass et al. greifen sowohl das Sichtenkonzept und den Stilbegriﬀ als auch die Komponen-
ten-Konnektoren-Metapher auf, legen jedoch einen anderen Schwerpunkt. Ihre zentrale Frage
lautet:
"
Was sind die Beziehungen der Architektur eines Systems zu der Umgebung, in der das
System entwickelt und eingesetzt werden soll?\ Als Antwort deﬁnieren sie den Architecture
Business Cycle (ABC), der die Wechselwirkungen der technischen, geschälichen und sozialen
Einﬂüsse mit der Architektur eines Sowaresystems begleiten und koordinieren soll. Neben
den funktionalen und nicht-funktionalen Anforderungen spiegeln demnach auch organisatori-
sche Faktoren eine Rolle bei der Entwicklung. Ihre Deﬁnition des Architekturbegriﬀs beinhaltet
das Sichtenkonzept sowie den Komponentenbegriﬀ, verfeinert allerdings den Schnistellenge-
danken:
"
e soware architecture of a program or computing system is the structure or
structures of the system, which comprise soware components, the externally vi-
sible properties of those components and the relationships among them.\ [BCK98,
S. 6]
Die Architektur eines Systems besteht aus mehr als einer Strukturbeschreibung (darin fol-
gen sie Zachman). Weiterhin deﬁniert eine Architektur eine oder mehrere Komponenten. Eine
Komponente abstrahiert von allen Details, die nichts mit der Verwendung von und durch ande-
re Komponenten zu tun haben. Sämtliche Informationen, die nicht Teil der Schnistelle — der
ür andere Bestandteile
"
sichtbaren\ Eigenschaen der Komponente — sind, werden ausgelas-
sen. Damit ist auch das Verhalten jeder Komponente Teil der Architektur. Aus der Deﬁnition
folgt ferner, dass jedes System eine Architektur besitzt, auch wenn es sich nur um ein Ein-
Komponenten-System handelt.
Die Deﬁnition macht keine Aussage über die Güte der Architekturqualität. Bass et al. schrei-
ben dazu:
"
ere is no such thing as an inherently good or bad architecture.\ [BCK98, S. 17],
zeigen aber auch einen Weg hin zu einer Evaluierung auf:
"
…architectures can in fact be eva-
luated (…) but only in the context of speciﬁc goals\ . Eine Bewertung kann nur zusammen mit
konkreten Zielvorstellungen hinsichtlich einer
"
guten\ Architektur vorgenommenwerden. Sie
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weisen jedoch darauf hin, dass es eine Reihe von allgemein gültigen
"
Faustregeln\ ür die Ent-
wicklung
"
guter\ Architekturen und deren Strukturen gibt, die sie
"
process recommendations\
(ür den Entwicklungsprozess) und
"
product (structural) recommendations\ (ür das Produkt)
nennen ([BCK98, S. 18]).
Neben diesen Regeln greifen Bass et al. weitere schon bekannte Konzepte auf. Dazu gehört
der Begriﬀ des Architekturstils, den sie im Unterschied zu Perry und Wolf bzw. Shaw und
Garlan unter Verwendung einer Typisierung der Komponenten und eines Verweises auf Ver-
wendungsmuster deﬁnieren:
"
An architectural style is a description of component types and paern of their
runtime control and/or data transfer.\ [BCK98, S. 24]
Die Typisierung ermöglicht eine einfachere Speziﬁkation der Komponenten, die in einem Stil
vorkommen können. Wie bei Shaw und Garlan ist auch bei dieser Deﬁnition die topologische
Anordnung der Komponenten via Konnektoren konstituierendes Merkmal eines Architektur-
stils. Die Konnektoren regeln dabei die Kommunikation, aber auch die Koordination bzw. Ko-
operation der Komponenten zur Laufzeit. Nach Ansicht von Bass et al. gehört zu einem Stil
auch eine Reihe semantischer Randbedingungen, die die Arbeitsweise der Komponenten und
die Auswirkungen der Kommunikation einschränken können (bspw. darf ein Repository nicht
eigenständig seine Daten modiﬁzieren). Wie Entwurfsmuster (s. dazu [Gam+96]) sind auch
Architekturstile vorgefertigte Segmente, die mit ihren jeweiligen Eigenschaen ür eine be-
stimmte Anwendung modiﬁziert werden können [BCK98, S. 93]. Jedes Muster steht damit ür
eine Abfolge von Entwurfsentscheidungen, die zu bestimmten Eigenschaen und alitäten
des Musters geührt haben.
Bass et al. setzen den von ihnen verwendeten Begriﬀ
"
structure\ mit
"
view\ gleich und stel-
len auf diese Weise die Verbindung zu dem schon bekannten Blickwinkel-Konzept her. Ohne
Anspruch auf Vollständigkeit ühren sie die folgenden Blickwinkel auf, wobei die Liste viele
der schon von anderen Autoren aufgeührten Blickwinkel umfasst:
• Die Modulstruktur beschreibt die Aufgabenzuteilung, mit der die bei der Problemlösung
anfallende Arbeit auf Module verteilt wird. Module stehen über is-a-submodule-of -Rela-
tion in Beziehung zu anderen Modulen, sie deﬁniert als eine vertikale Anordnung in
Sinne einer Hierarchie. EinemModul werden neben seiner Schnistelle auch Code, Test-
pläne etc. zugeordnet.
• Durch Abstraktion der funktionalen Anforderungen ergeben sich die Einheiten der kon-
zeptuellen/logischen Struktur, die über shares-data-with-Relationen verbunden sein kön-
nen. Auf diese Weise können Referenzmodelle abgebildet werden.
• Mit Hilfe der Prozess-/Koordinationsstruktur, die orthogonal zur Modul- und Konzept-
struktur steht, lassen sich die dynamischen Aspekte eines laufenden Systems beschrei-
ben. Die Einheiten entsprechen Prozessen oder reads, die über verschiedene Synchro-
nisationsbeziehungen interagieren.
• Die Abbildung der Soware auf die Hardware wird durch die physikalische Struktur be-
schrieben, die besonders ür parallele und verteilte Systeme interessant ist. Verbunden
sind Prozessoren oder andere Hardware-Einheiten via communicates-with-Relationen.
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• Die Verwendungsstruktur ergänzt die Modulstruktur, indem die dort aufgeührten Modu-
le bzw. ihre Bestandteile— Prozeduren—über assumes-the-correct-presence-of -Relationen
horizontal angeordnet werden. Dies gilt auch ür die Aufrufstruktur, die die Aufrufe zwi-
schen den (Sub-)Prozeduren miels calls-/invokes-Relationen beschreiben.
• Daten- undKontrollﬂuss geschieht zwischen Programmen undModulen — beim Kontroll-
ﬂuss zusätzlich zwischen Systemzuständen —, die über may-send-data-to- bzw. becomes-
active-aer-Relationen kommunizieren. Durch die Beschreibung des Datenﬂusses kann
die Umsetzung von Anforderungen an das System verfolgt werden. Der Kontrollﬂuss ist
u. a. relevant ür das funktionale Verhalten des Systems.
• Handelt es sich um ein objektorientiertes System, existiert außerdem eine Klassenstruk-
tur. Klassen bzw. Objekte können über is-instance-of bzw. inherits-from in Beziehung
stehen.
Wie Kruchten weisen auch Bass et al. darauf hin, dass zwar jeder Blickwinkel seine Exis-
tenzberechtigung und eine gewisse Eigenständigkeit hat, er aber nicht unabhängig von den
Ausgestaltungen der anderen Blickwinkel ist.
Durch ihre Speziﬁkation von Komponenten deﬁniert eine Architektur auch die Umstände,
unter denen eine Änderung erfolgt und bestimmt auch die betroﬀenen Bestandteile. Dabei kön-
nen die von einer Änderung ausgelöstenModiﬁkationen unterschiedliche Ausmaße annehmen:
Eine Änderung schlägt sich in der Modiﬁkation nur einer Komponente nieder, es sind mehre-
re Komponenten betroﬀen oder es sind drastische Anpassungen wie bspw. ein Wechsel des
zugrunde liegenden Architekturstils notwendig.
Änderbarkeit gehört zu den nicht zur Laufzeit beobachtbaren alitätseigenschaen eines
Systems. Sie wird wesentlich durch die Architektur bestimmt:
"
Modiﬁability is largely a function of the location of change. Making a widespread
change to the system is more costly then making a change to a single component,
all other things being equal.\ [BCK98, S. 82]
Eine
"
gute\ Soware-Architektur sollte vor dem Hintergrund der Änderbarkeit so angelegt
sein, dass Modiﬁkationen auf möglichst wenige Komponenten und Konnektoren beschränkt
bleiben. Dies kann bei der Entwicklung in zu einem gewissen Grad berücksichtigt werden,
indem man die Menge der wahrscheinlich zukünig anfallenden Änderungen abschätzt, bspw.
durch einen Vergleich mit ähnlichen Systemen, und Ungenauigkeiten oder Mehrdeutigkeiten
in den Anforderungen untersucht. Die Präzisierung selbiger ührt u. U. zu Modiﬁkationen des
Systems.
Neben den systemeigenen (nicht-funktionalen) und geschäsbezogenen (funktionalen)a-
litäten beschreiben die Autoren zusätzlich drei architektureigene alitäten:
1. Unter konzeptueller Integrität verstehen sie ein allgemeines Konzept oder Prinzip, das dem
Systementwurf innewohnt und systemweit umgesetzt wird. Sie verweisen auf ein Zitat
von Brooks, der diese alität außerordentlich wichtig einschätzt und sogar behauptet,
dass eine System ohne konzeptuelle Integrität mangelha ist [BCK98, S. 88].
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2. Korrektheit und Vollständigkeit sind erforderlich, um alle Systemanforderungen mit den
zur Laufzeit verügbaren Ressourcen zu erüllen.
3. Baubarkeit gewährleistet eine Architektur dann, wenn mit ihrer Hilfe das System inner-
halb des vorgegebenen Zeit- und Kostenrahmens fertiggestellt werden kann und gleich-
zeitig so ﬂexibel bleibt, dass die im Laufe der weiteren Entwicklung anfallenden Ände-
rungen gut umgesetzt werden können.
Die Analyse von Architektur vor der eigentlichen Entwicklung ist ür Bass et al. eine abso-
lute Notwendigkeit, um die Anforderungen erüllen zu können. Sie muss auch während der
Entwicklung fortgesetzt werden, da sie die Voraussetzung ür eine eﬀektive Wartung ist. Ins-
besondere vor dem Hintergrund der Langlebigkeit von Systemen und den damit verbunde-
nen Anforderungsänderungen und Anpassungen an neue Umgebungen zeigt sich, dass zu den
wichtigstenalitäten die Änderbarkeit und die Portierbarkeit gehören. Neben der Umsetzung
der funktionalen Anforderungen machen sie eine
"
gute\ Architektur aus.
Eine Analyse stützt sich zunächst auf die vorhandenen Beschreibungen: Sichten der oben
erläuterten Blickwinkel, vorhandene Anforderungsdokumente, Gespräche mit den verschie-
denen Interessengruppen etc. Da verschiedenealitätsaribute nicht unabhängig voneinan-
der sind, sondern ihre jeweilige Bedeutung erst im Kontext einer Änderung gewinnen, wählen
Bass et al. als Ausgangspunkte sog. Änderungsszenarien. Diese werden im nächsten Schri
aus den bis dahin gewonnenen Informationen entwickelt und anschließend der vorhandenen
bzw. geplanten Architektur gegenüber gestellt. Sie unterscheiden dabei direkte von indirekten
Szenarien: Direkte Szenarien können ohne Architekturänderungen vom System durchgeührt
werden, das System funktioniert alsowie erwartet. Indirekte Szenarien hingegen erfordern eine
oder mehrere Änderungen und zeigen dadurch die diesbezüglichenalitäten der Architektur
auf.
Ändern zwei Szenarien dieselbe Komponente (oder eine zusammengehörende Gruppe von
Komponenten), haben sie eine Bezug zueinander. Dieser Bezug ist eng verbunden mit Metri-
ken der strukturellen Komplexität, Kopplung und Kohäsion. Handelt es sich um inhaltlich ver-
wandte Szenarien, deutet dies auf eine hohe Kohäsion und geringe strukturelle Komplexität der
Komponenten hin. Sind die Szenarien jedoch fundamental unterschiedlich, liegt wahrschein-
lich nur eine geringe Kohäsion und demzufolge eine höhere strukturelle Komplexität vor.Wenn
also viele nicht zusammen gehörende Szenarien tendenziell dieselben Komponenten betreﬀen,
handelt es sich um eine eher schlecht zu modiﬁzierende Architektur.
Bei Legacy-Systemen gestaltet sich eine Analyse weitaus schwieriger. Wenn eine Dokumen-
tation der Architektur vorliegt, ist zunächst fraglich, inwieweit sie mit der tatsächlichen Archi-
tektur des im Betrieb beﬁndlichen Systems übereinstimmt — die Konsistenz von Dokumenta-
tion undellcode muss geprü werden. U. U. sind die ursprünglichen Entwickler nicht mehr
verügbar und können bei einer notwendigen Nachdokumentation nicht helfen. Letztendlich
bleibt dann nur eine Rekonstruktion auf Basis desellcodes.
Die Deﬁnition des Architekturbegriﬀs und seine Implikationen formulieren Bass et al. im
Wesentlichen entlang den Deﬁnitionen der bisher vorgestellten Arbeiten. Sie legen jedoch
durch ihre Betonung der Schnistellen einen anderen Schwerpunkt und stellen die Kommuni-
kation der Komponenten in denMielpunkt. Die aufgeührtenKonzeptewie Sichten/Blickwinkel
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und Architekturstile entsprechend weitgehend den schon bekannten Ansätzen. Wie Shaw und
Garlan versuchen auch sie, alitätsaussagen zu einzelnen Architekturstilen zu machen, ge-
hen dabei allerdings einen Schri weiter. Mit ihren
"
product recommendations\ beschreiben
sie sprach- und systemunabhängige Richtlinien, denen eine Architektur genügen sollte, und
deﬁnieren Grundoperationen, die ür die Entwicklung von Architekturstilen hinsichtlich be-
stimmter alitäten relevant sind. Sie weisen weiter darauf hin, dass nicht alle alitätsari-
bute durch die Ausgestaltung der Architektur beeinﬂusst werden. Darüber hinaus identiﬁzie-
ren sie architektureigenealitäten, die gänzlich unabhängig von den funktionalen und nicht-
funktionalen Anforderungen existieren, aber eine Rolle ür das Architekturverstehen spielen.
Sie betonen, dassalitäten ihre Bedeutung ausschließlich in Gegenwart einer konkreten An-
forderung erhalten — zum Beispiel angesichts eines Änderungsszenariums — und ür sich ge-
nommen wertlos sind.
Vor dem Hintergrund der Rekonstruktion und Bewertung von Architekturen sind besonders
die Folgerungen aus den Deﬁnitionen und Aussagen sowie die eingestreuten Zitate interes-
sant. Bass et al. zitieren Gamma et al. dahingehend, dass es unmöglich sei, aus der Laufzeit-
Struktur eines objektorientierten Programms auf die Code-Strukturen zu schließen, die zur
Compile-Zeit vorliegen; Klassen und -hierarchien zeigten sich nicht in dem Netzwerk kommu-
nizierender Objekte, das zur Laufzeit entsteht und sich permanent ändert (s. [BCK98, S. 45]).
Dieses Zitat legt nahe, dass eine Architekturanalyse zur Laufzeit nicht sinnvoll ist, wenn es um
alitäten wie Änderbarkeit oder Wiederverwendung geht. Diese gehören laut Bass et al. zu
denjenigen alitätsaributen, die gerade dann nicht erkennbar sind. Die bei der Vorstellung
ihrer
"
Soware Architecture Analysis Method\ geäußerten Vermutung bzgl. einer Korrespon-
denz bestimmter Metriken zu verwandten Szenarien erlaubt außerdem möglicherweise Rück-
schlüsse auf die Güte der Modellierung sowie einen Überblick darüber, welche Komponenten
"
zusammengehören\ . Inwieweit architektureigene alitäten im Rahmen einer Architektur-
rekonstruktion überhaupt erfasst und bewertet werden können, bleibt unklar, da die Autoren
konkrete Deﬁnitionen zur konzeptuellen Integrität oder zur Baubarkeit schuldig bleiben.
4.3.7 Architektur in der aktuellen Sowareentwicklung
Auch wenn mit Garlan und Shaw bzw. Bass et al. die Blickwinkel ür die Entwickler im Ver-
gleich zu den anderen aufgeührten Arbeiten mehr in den Vordergrund stellen, so wird doch
nur bedingt auf die technischen Anforderungen einer industriellen Soware-Fertigung und die
damit verbundenen Trends in der Sowareentwicklung der letzten Jahre eingegangen. Dazu ge-
hören insbesondere die dezentrale Entwicklung von Systemen und die zunehmende Verwen-
dung vorgefertigter bzw. gekauer Bausteine. Der Einsatz solcher Bausteine soll verschiede-
ne alitäten eines Systems wie Fehlerfreiheit und Performance bis zu einem gewissen Grad
planbar machen und anschließend den Aufwand und die Kosten insbesondere der Wartung
nachhaltig reduzieren.
Komponentenorientierte Entwicklung
Szyperski geht davon aus , dass der Trend hin zu einer großteilig assemblierenden Entwicklung
Zeichen jeder gereien Ingenieursdisziplin ist und sich ein Markt von Anbietern und Kompo-
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nenten entwickeln wird, der analog zu anderen Märkten gute und preiswerte Bausteine her-
vorbringt [Szy99, S. xiii, 6]. Dies würde ür die Entwicklung Soware-intensiver Systeme zur
Konsequenz haben, dass im Rahmen einer industriellen Fertigung der Integration von Baustei-
nen und den damit verbundenenAnforderungen an die Architekturmehr Beachtung geschenkt
werden muss. Er hat nicht das Ziel, eine weitere Form von Architekturbeschreibung zu präsen-
tieren, sondern er untersucht, welche Voraussetzungen ür eine solche komponentenorientierte
Entwicklung gegeben sein müssen und wie sich dies auf die Entwicklung und die Systemstruk-
turierung auswirkt. Die sich daraus ergebenden neuen Maßstäbe ür die alitätsbewertung
der Architektur sind insbesondere ür Entwickler interessant, weshalb die Komponentenori-
entierung hier im Kontext der Betrachtung der Architekturqualität eine Rolle spielt.
Den Schlüssel zur Komponentenorientierung sieht Szyperski in der Modularität. Sie ührt
zu einem Umdenken nicht nur bei der Implementierung, sondern beeinﬂusst auch die frühen
Entwicklungsphasen: Die (Wieder-)Verwendung bestehender Bausteine erfordert eine Modu-
larität nicht nur bei der Implementierung, sondern auch in den Bereichen Anforderungen, Ar-
chitektur und Entwurf. Dies ührt schon vor der ersten Code-Zeile zu einer entsprechenden
Kapselung der funktionalen Anforderungen und ördert die Adaptivität, Skalierung und Wart-
barkeit des Systems. Allerdings geht er in seinem Buch auf gerade diese Schrie nicht weiter
ein und konzentriert sich ausschließlich auf die Behandlung von Implementierungsaspekten.
Änderungen an einer Komponente wirken sich im Vergleich zu monolithischen Umsetzun-
gen nur begrenzt aus. Dies entspricht den Empfehlung von Bass et al., dass Änderungen mög-
lichst
"
lokal\ gehalten werden sollen; s. dazu auch Abschni 4.3.6 [Szy99, S. xiii ]. Die Kap-
selung ührt weiterhin dazu, dass die bei monolithischen Systemen üblichen umfangreichen
Update-Zyklen entfallen, da durch die Entkopplung des Systems einzelne Bausteine unabhän-
gig voneinander ausgetauscht werden können. Damit eröﬀnet sich ein passabler Weg, nicht
nur Fehler bereinigen und Optimierungen ausliefern zu können, sondern auch das Funktions-
portfolio entsprechend den Kundenwünschen aufzustellen. Er erhält so ein auf seine Bedürf-
nisse zugeschnienes Produkt. Nicht zuletzt entspricht die Komponentenorientierung einer
konsequenten Weiterentwicklung des Teile-und-Herrsche-Ansatzes: Wo in der Objektorien-
tierung oder strukturierten Programmierung Objekte bzw. Prozeduren/Funktionen in Paketen
oder Namensräumen zusammengefasst werden und aus Architektursicht kein weiteres Abs-
traktionsniveau bieten, implementiert eine Komponente bestimmte Schnistellen und besitzt
eine genau umrissene Funktionalität. Dadurch erschließt sich ein zusätzliches Abstraktionsni-
veau, auf dem mit Komponenten auf ähnliche Weise hantiert werden kann wie dies mit Objek-
ten bzw. Prozeduren geschieht.
Anders als bei den bisher aufgeührtenMethoden zur Architekturbeschreibung ist eine Kom-
ponente bei Szyperski kein Abstraktum, sondern ein Artefakt mit bestimmten, über die Eig-
nung als Komponente entscheidenden Eigenschaen und konkretem Verwendungsziel [Szy99,
S. 3]. Sie haben darüber hinaus auch eine direkte Bedeutung ür den Kunden [Szy99, S. 12]. Hier
zeigt sich die Verbindung zu den funktionalen Anforderungen, die ein System mit Hilfe dieser
Komponente erüllen soll; seine Arbeitsweise und sein Auau wird kommunizierbar. Zwar
ist die Komponentenorientierung kein originär objektorientiertes Konzept, allerdings wird sie
milerweile umfassend in diesemBereich verwendet, um die dortigenDeﬁzite bei der Beschrei-
bung der Architektur großer Systeme auszugleichen [Szy99, S. 144] Auf dieser Basis deﬁniert
er seinen Komponentenbegriﬀ wie folgt:
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„A soware component is a unit of composition with contractually speciﬁed in-
terfaces and explicit context dependencies only. A soware component can be de-
ployed independently and is subject to composition by third parties.“[Szy99, S. 34]
Im Unterschied zu einem Objekt eines objektorientierten Systems ist eine Komponente in sich
geschlossen und kann separat ausgeliefert und verwendet werden [Szy99, S. 30]. Die daraus re-
sultierende Unabhängigkeit der Komponenten voneinander und vom Systemkontext schließt
verschiedene Abstraktionen wie bspw. Typdeklarationen, Makros oder C++-Templates ür die
Implementierung aus (sie alle sind nur zum Zeitpunkt des Kompilierens relevant). Prozeduren,
Klassen oder Module, aber auch ganze Anwendungen hingegen können in einer Komponen-
te zusammengefasst werden. Voraussetzung ist, dass sie in einer aufruaren, „binären“ Form
vorliegen und ihre Funktionalität über Schnistellen verügbar machen. Im Gegensatz zu ei-
nem Objekt, das nach seiner Erzeugung immer einen Zustand und eine eigene Identität besitzt,
weisen Komponenten zudem keinen persistenten Zustand auf, d. h. Kopien einer Komponente
sind folglich auf der Integrationsebene nicht voneinander zu unterscheiden. Objekte hingegen
sind anhand ihrer Speicheradresse immer eindeutig identiﬁzierbar und können nur darüber
Methoden anderer Objekte aufrufen.
Ein weiterer Begriﬀ, der häuﬁg im Kontext von Systembeschreibungen verwendet wird, ist
Modul. Szyperski versteht darunter die Zusammenfassung abstrakter Datentypen und bzw.
Klassen zu Kompilationseinheiten. Sie haben allerdings keine Bedeutung auf funktionaler oder
Architekturebene und dienen hauptsächlich zur Organisation des Codes auf Dateiebene, bspw.
ür verteiltes Kompilieren. Damit sind sie nur ür die Entwickler von Interesse [Szy99, S. 32].
Auf der Systemebene (der Systemarchitektur nach Szyperskis eigenem Verständnis) haben
sich erfolgreiche Systeme durch einigewenige Prinzipien hervorgetan: Schichtung (strikt, nicht-
strikt) und Hierarchien bzw. Heterarchien. Die Schichtarchitektur entspricht dem schon bei
Shaw und Garlan aufgeührten Schichten-Architekturstil (s. Abschni 4.3.3). Abweichungen
wie bspw. eine nicht-strikte Schichtung können möglicherweise dazu ühren, dass die System-
struktur nicht mehr dargestellt werden kann. Diese Problematik ist insofern wichtig, da laut
Szyperski Architekturbeschreibungen immer bestrebt sein sollten, ein Gleichgewicht zwischen
Verständlichkeit, Funktionalität und Ökonomie zu suchen. Die Darstellbarkeit bietet also einen
ersten Test, ob eine Architektur (schon) so komplex ist, dass sie nicht mehr durch ein einfaches
Diagramm beschrieben werden kann. Auch Coad und Yourdonweisen darauf hin, dass eine Be-
schränkung notwendig ist [CY90, S. 107]. Szyperski untermauert dieses Bewertungskriterium
mit einem Verweis auf Beck:
"
It may seem strange to base architectural decisions on such a vague criteria of
human perceptibility. (…) However, they all fade to gray when the perceived com-
plexity of an architecture prevents understandability and thus prevents eﬀective
teaching, maintenance, and evolution.\ [Szy99, S. 142]
Modularität ist ür Szyperski das Schlüsselkonzept zur Entwicklung von Soware-Archi-
tekturen, um die Wiederverwendung von Bausteinen zu ermöglichen und eine langfristige
Wartung zu gewährleisten. Die Wiederverwendung hat dabei nicht nur positive Auswirkun-
gen auf die Projektlaufzeit, -kosten und -qualität, sondern ührt auch zu einem Wissenstrans-
fer in Form von Entwurfsmustern und Frameworks, der wiederum die der Architekturqualität
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zugute kommt. Sie durchzieht als Kerngedanke den gesamten Entwicklungsprozess. Auf der
technischen Seite proﬁtieren Wartung und Weiterentwicklung vom begrenzten Einﬂuss von
Änderungen — den Impacts —, die sowohl beim Entwurf als auch bei der Umsetzung eine Rolle
spielen. In Kombination mit einer Beschränkung der Komplexität ördert sie eﬀektiv das Sys-
temverstehen. Allerdings erlaubt erst die Beschränkung der Komplexität, wie sie bspw. durch
eine Begrenzung der Anzahl von Beschreibungselementen erfolgen kann, dass Entwickler und
Wartungsingenieure ein Verständnis ür das System und die ihm zugrunde liegenden Struktu-
ren entwickeln können, um eine Architekturdri bzw. -erosion zu vermeiden. Eine ausgefeilten
Strukturierung ist wertlos, wenn das Verstehen durch die wahrgenommene Komplexität der
Architektur behindert wird [Szy99, S. 142]. Eine
"
gute\ Architektur ist ür Szyperski demnach
hoch modular, dabei in ihrer Komplexität beschränkt und folgt einer gut dokumentierten zen-
tralen Strukturierungsidee, wie sie bspw. von einem Framework geliefert wird.
Dennoch verschweigt er nicht die Nachteile, die ein derartig modularer Ansatz mit sich
bringt. Zunächst weist er darauf hin, dass die herkömmlichen Objektmodelle objektorientier-
ter Sprachen nicht wirklich als Vorlage ür ein Komponentenmodell taugen; es müssen also
alternative Ansätze gefunden werden. Weiterhin birgt gerade die o als Vorteil hervorgehobe-
ne Möglichkeit der Vererbung das Risiko, eine vermeintlich entkoppelte Bausteine durch die
Verwendung einer gemeinsamen Basisklasse doch wieder eng aneinander zu binden. Szyperski
beschreibt dies als semantisches und syntaktisches
"
fragile base class problem\ [Szy99, S. 103].
Auch die Alternative zur Vererbung, die Objektkomposition miels Forwarding bzw. Delega-
tion, ist nicht immer geeignet, um sämtliche Probleme zu lösen [Szy99, S. 117]. Letztendlich
besteht zumindest auf der Ebene der Parameterübergabe die Notwendigkeit, dass ein kleinster
gemeinsamer Nenner einerseits auf syntaktischer Ebene, andererseits auf semantischer Ebene
gefunden wird. Beginnend bei den verwendeten Sprachelementen gibt es bis hin zu systemweit
genutzten sog. Werkzeug-Klassen also immer eine gewisse Verbindung der Bausteine unter-
einander. Auf derellcode-Ebene muss ür die Bewertung der Wartbarkeit sowohl die Verer-
bung als auch die Objektkomposition untersucht werden, um zumindest eine Vererbung über
Komponentengrenzen hinweg explizit zu machen bzw. sie auszuschließen. Zur sinnvollen Ver-
wendung der Delegation verweist Szyperski auf Gamma et al., die den Einsatz der Delegation
nur dann empfehlen, wenn sie sich vereinfachend auf das Design auswirkt [Szy99, S. 122].
QUASAR
Bei der Implementierung betrieblicher Informationssysteme hat sich eine Schichtarchitektur
als Standardarchitekturstil durchgesetzt. Sie besteht aus der Benutzerschnistelle, dem An-
wendungskern mit der fachlichen Logik, und der Datenverwaltung, die meist in Form einer
Datenbank vorliegt. Dazu kommen weitere Bestandteile etwa ür die Fehlerbehandlung. Wie
schon in Abschni 4.3.3 beschrieben, ist eine Kommunikation zwischen den Schichten auf die
Schichtschnistellen begrenzt. Nach Ansicht von Siedersleben und Denert ist die Schichtar-
chitektur in der Literatur jedoch
"
notorisch unterspeziﬁziert\ , da weder die Schichtzuständig-
keiten klar deﬁniert werden noch eine in der Praxis weitgehende Unabhängigkeit der Schich-
ten voneinander erreicht wird [SD00, S. 247]. Im Rahmen ihrer Verfeinerung der Schichtar-
chitektur namens QUASAR (alitäts-Sowarearchitektur) beschreiben sie ein im Vergleich
zu den bisher aufgeührten Bewertungsverfahren recht pragmatischen Ansatz. Als Ausgangs-
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punkt ür ihre Entwicklung wählen sie eine Schlussfolgerung, die sie der Arbeit von Lai und
Weiss entnehmen (s. [LW99]): Diealität einer Architektur wird maßgeblich bestimmt durch
ihre Robustheit gegenüber Variabilität. Anders ausgedrückt: Welche Komponenten müssen bei
welcher Änderung modiﬁziert werden? Zunächst teilen sie alle Änderungen in drei Kategorien
ein:
• R-Änderungen betreﬀen die externe Repräsentation fachlicher Objekte. Dazu gehören
Datenbank-Schemata oder Maskenlayouts. Fachliche Funktionen werden nicht berührt.
• T-Änderungen betreﬀen die Technik, also API-Anpassungen oder ein Wechsel der Tech-
nologie (bspw. von MFC nach Qt).
• A-Änderungen betreﬀen die Anwendung selbst, es werden also fachliche Funktionen be-
arbeitet.
Diese drei Kategorien hängen in bestimmter Weise zusammen: R-Änderungen sind unabhän-
gig von T- und A-Änderungen, jedoch implizieren sowohl T- als auch A-Änderungen in der
Regel R-Änderungen. Wie Bass et al. verwenden Siedersleben und Denert Änderungsszenari-
en, deren Auswirkungen auf die Architektur sie ür einealitätsbewertung heranziehen. Ihre
Bewertung der Standardarchitektur ällt denkbar schlecht aus: Die Dialog- und Datenverwal-
tungsschicht enthalten den Großteil des Systemcodes und ist primär durch Technik bestimmt.
Das hat zur Folge, dass bei T-Änderungen mindestens eine der beiden Schichten umgebaut
werden muss. R-Änderungen betreﬀen sogar das gesamte System. Damit ist eine Wiederver-
wendung kaum mehr möglich.
Um eine gute, sprich: klare und modulare Architektur, zu erhalten, müssen ihrer Meinung
nach zwei Ziele verfolgt werden:
1. Der Einﬂuss der verschiedenen Änderungstypen soll klar deﬁniert werden.
2. Die von R- und/oder T-Änderungen betroﬀene Code-Menge soll minimiert werden.
Als Leitlinie dient ihnen das Prinzip der Trennung von Zuständigkeiten (Separation of Con-
cerns), nach dem sich jedes System ausschließlich mit der Anwendung befassen sollte, ür die
es gebaut wurde. Formal gehört jedes Stück Soware zu genau einer der folgenden Kategorien:
• 0-Soware ist unabhängig von Anwendung und Technik.
• A-Soware wird bestimmt durch Anwendung, ist aber unabhängig von Technik.
• T-Soware hingegen ist unabhängig von Anwendung, jedoch bestimmt durch Technik.
• AT-Soware wird durch beides bestimmt.
0-Soware wie bspw. die C++-STL ist hervorragend ür dieWiederverwendung geeignet (üb-
licherweise auch mit diesem Ziel entworfen), setzt aber meist nur abstrakte Konzepte wie Con-
tainer oder Sortieralgorithmen um. Damit ist sie allein nicht von Nutzen. A-Soware kann
immer dann wiederverwendet werden, wenn die vorhandene Anwendungslogik ganz oder
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teilweise benötigt wird. Technisch kann dies auf verschiedene Art und Weise erfolgen, z. B.
über die Einbindung von DLLs oder durch CORBA-Komponenten. T-Soware kann (in Teilen)
dann wiederverwendet werden, wenn ein neues System dieselben technischen Komponenten
einsetzt; Beispiele sind JDBC oder MFC. AT-Soware hingegen ist allgemein schwer wartbar
und kaum zu ändern. Eine Ausnahme bildet nur R-Soware, die eine schwache Form von AT-
Soware ist. Sie befasst sich hauptsächlich mit der Transformation von fachlichen Objekten
und externen Repräsentationen. Diese lassen sich allerdings gut generieren und sind demzu-
folge besser zu warten.
Eine gute Architektur zeichnet sich also durch folgende Eigenschaen aus:
1. Die Soware-Bausteine lassen sich eindeutig kategorisieren.
2. Es sollte möglichst keine AT-Soware vorhanden sein.
3. Der Anteil an T-Soware sollte minimal gehalten werden.
Ihr Ziel — eine Standardarchitektur mit klar deﬁnierten Änderungstypen und nur wenig
R-/T-Änderungen — erreichen Siedersleben und Denert u. a. durch die Verwendung von Fas-
saden und Adaptern, die die konkreten technischen APIs von fachlichem Anwendungscode
entkoppeln und eine Serialisierung und damit einen Transfer von Objekten ermöglichen (s. da-
zu [Sie04]). Sie weisen allerdings darauf hin, dass ür eine derartig weitreichende Entkopplung
ein nicht zu unterschätzender Aufwand betrieben werden muss, der sich möglicherweise nicht
immer lohnt.
Der Ansatz, Soware-Bausteine anhand von Änderungsauswirkungen zu bewerten, ist nicht
neu, wird er doch schon bei Bass et al. mit ihren Änderungsszenarien eingesetzt, um die Ko-
häsion und Kopplung von Komponenten zu bestimmen. Siedersleben und Denert nutzen ihn,
um eine Kategorisierung der Änderungen und der Soware-Bausteine vorzunehmen. Mit ihrer
Einteilung bestätigen sie die von Soni et al. gefundene Trennung von Plaform- und Produktar-
chitektur (s. S. 43). Die Technik und die 0-Soware wäre demnach der Plaform zuzurechnen
und die A-Soware dem Produkt. Allerdings abstrahieren sie von den tatsächlich vorliegen-
den Abhängigkeiten wie Vererbungskeen über Komponentengrenzen. Abhängigkeiten der
Schichten können ihrer Meinung nach durch die Implementierung zusätzlicher Wrapper redu-
ziert werden. Dabei stellt sich aber die Frage, wie groß der Aufwand ür die Implementierung
solcher Wrapper ist und inwiefern damit tatsächlich Abhängigkeiten reduziert oder beseitigt
werden können. Für eine solide Bewertung ist dieses Abstraktionsniveau zu hoch und es wä-
re ratsam, weitere Detailuntersuchungen vorzunehmen, die bspw. die Befolgung der Law of
Demeter betreﬀen (s. dazu auch [LH89]).
4.4 Folgerungen
Im Vergleich zur Soware-Architektur hat die Vermessung von Soware sowohl methodisch
als auch praktisch einen hohen Reifegrad erreicht. Obwohl es noch Detailprobleme wie bspw.
bei der Deﬁnition von Schwellenwerten oder der Interpretation von Messwerten gibt (s. S.
21), wird sie auf breiter Ebene bei der Bewertung eingesetzt. Es fehlt jedoch an Maßen zur
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Bewertung von architekturrelevanten Strukturen, die dazu o nur sehr feingranulare Struk-
turen erfassen. Die Metriken von Lanza und Marinescu versuchen, auch
"
höhere\ Strukturen
zu erfassen, beide warnen aber gleichzeitig vor einem allzu blauäugigen Einsatz: Es ist um-
fangreiches Expertenwissen notwendig, um (a) die Detektoren auszusuchen, und (b) die so
gefundenen Symptome zu interpretieren und ür die Entwicklung nutzbar zu machen. Populär
sind die McCabe-Metriken, die Halstead-Maße, die OO-Metriken nach Chidamber und Keme-
rer und das MOOD-Set von Abreu und Carapuça, wobei die Eignung einer Metrik durch das
verwendete Programmierparadigma beeinﬂusst wird. McCabe-Metriken, die vorwiegend bei
der strukturierten Programmierung eingesetzt werden, ﬁnden, allerdings mit Einschränkun-
gen, auch bei der Bewertung von objektorientierten Sowaresystemen Anwendung. Die An-
sätze zum Entwurf und zur Analyse von Soware-Architektur hingegen gleichen zur Zeit eher
einem Konglomerat aus verschiedenen Begriﬀsdeﬁnitionen, Strukturierungsvorschlägen und
Faustregeln als einer konsolidierten Vorgehensweise samt Werkzeugkasten.
Der ISO-Standard 9126 ür die Bewertung der Soware-Produktqualität zeigt durch die Un-
terscheidung von innerer und äußereralität die Zielgruppen auf. Für Entwickler sind haupt-
sächlich innere alitätsmerkmale relevant, besonders die Wartbarkeit (zerlegt in Analysier-
barkeit, Änderbarkeit, Stabilität (=seiteneﬀektfrei) und Testbarkeit) und Portabilität (bestehend
aus Anpassungsähigkeit (die im Wesentlichen der Änderbarkeit entspricht), Installierbarkeit,
Koexistenz und Ersetzbarkeit). Die aufgeührten Kenngrößen ür diese internenalitätsmerk-
male sind allerdings unzureichend. Dies gilt auch ür die Vorschläge zur Ermilung von Wer-
ten dieser Kenngrößen. Der Standard ist damit zunächst nicht praxistauglich und kann nur als
Ausgangspunkt ür konkretealitätsvorstellungen dienen.
Dass Soware-Architektur ein milerweile anerkannt wichtiger Aspekt bei der Entwick-
lung und Wartung ist, zeigt sich durch den Versuch, diesbezüglich einen Standard vorzulegen.
ISO 1471-2000 subsumiert die gängigsten Deﬁnitionen und Konzepte aus diesem Bereich. Da-
zu zählt das Sichtenkonzept von Zachman und die damit verbundene Zielgruppenorientierung,
die Kategorisierung der Systembestandteile in Komponenten und Konnektoren, sowie Archi-
tekturmodelle, die den Sichten zugrunde liegen und auf bestimmte Strukturen fokussieren.Wie
ISO 9126 verbleibt auch dieser Standard auf einer abstrakten Ebene und gibt keine konkreten
Empfehlungen zur Verwendung von Sichten bzw. Perspektiven und Rekonstruktion von archi-
tekturrelevantenArtefakten ausellcode. EbensowenigwerdenArchitekturstile als zentrales
Strukturierungselement näher behandelt oder Hinweise zuralitätsbewertung von Architek-
turen gegeben. Stadessen ﬁnden sich nur Verweise auf die üblichenellenwie Bass et al. und
Zachman und es wird deutlich, dass auf dieser Ebene wichtige Designentscheidungen getroﬀen
werden müssen, nicht aber, wie dies erfolgen sollte. Die besonders ür Entwickler und War-
tungsingenieure wichtige Verbindung von Architektur undellcode-Strukturen fehlt völlig.
Wie ISO 9126 kann auch dieser Standard nur als Ausgangspunkt ür die Entwicklung eigener,
konkreter Architekturvorstellungen dienen.
Architekturerosion und -dri sind die wesentlichen Risiken, denen ein System im Laufe sei-
nes Lebens durch Wartungsarbeiten ausgesetzt ist. Die Entwicklung des Architekturbegriﬀs
und die Methoden zur Untersuchung haben eine Reihe von Merkmalen identiﬁziert, die aus
Sicht der Entwickler eine
"
gute\ Soware-Architektur aufweisen sollte. Das Prinzip des Sepa-
ration of Concerns ist dabei Grundlage vieler Konzepte; es liegt sowohl dem Sichtenkonzept
zugrunde als auch vielen Entwurfsempfehlungen bei der Programmierung (z. B. Funktions-
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umfang von Schnistellen, Kapselung). Komponenten und Konnektoren ﬁnden sich sich auch
auf ellcode-Ebene, allerdings bieten die meisten Mainstream-Programmiersprachen keine
direkte Unterstützung geschweige denn eine Deﬁnition des Begriﬀs
"
Komponente\ , obschon
durch den SOA-Ansatz bestimmte ESB-Schnistellenfunktionalitäten eine Komponente als sol-
che kennzeichnen. Die Anordnung und Klassiﬁzierung von Bausteinen und die damit verbun-
deneUmsetzung vonArchitekturstilen ist jedoch nur durch eigene Programmierarbeitmöglich;
die Einhaltung von Randbedingungen, wie sie Kruchten fordert, ist auch dann nicht umfassend
überprüar. Die wichtigsten im Code sichtbaren Merkmale, die mehr oder weniger direkt mit
der Wartbarkeit in Verbindung gebracht werden können, sind die Kopplung und die Kohäsion
von Komponenten. Durch sie wird eine diesbezüglichealitätsbewertung bis zu einem gewis-
sen Grad möglich, die sich aber ausschließlich angesichts konkreter Änderungsanforderungen
zeigt und dies auch nur in statischen Sichten. Weiterhin wird der Dokumentation als Arte-
fakt einer Architekturbeschreibung ein höherer Stellenwert zuteil, auch wenn sie sich einer
automatischen Erfassung und Auswertung durch die Verwendung natürlicher Sprache weit-
gehend entzieht (Anstrengungen in dieser Richtung werden aber auch unternommen, s. bspw.
[Rup07]). Auf ein nicht zu unterschätzendes Problem gehen die meisten Autoren nicht ein: Die
Synchronisation und Konsistenz der Sichten und der Sichtbegriﬀ selbst (s. [Hil99; Hil00]).
Die Richtlinien von Bass et al., die Code Smells von Fowler und die Vorgaben Szyperskis zur
Komponentenorientierung sind Versuche, sich aus unterschiedlichen Perspektiven an eine gute
Architektur im Sinne von
"
wartbar\ anzunähern, die teilweise erfolgreich sind. Die vielfach ge-
forderte Entkopplung von Bausteinen funktioniert nur bis zu einer bestimmte Modellierungs-
ebene/Code-Ebene, allerspätestens bei der Parameterübergabe muss Übereinstimmung herr-
schen. Ob dann ausschließlich auf die zur jeweiligen Programmiersprache gehörenden Basis-
typen zurückgegriﬀen oder doch mit Fachklassen gearbeitet wird, ist entscheidend ür den
Kopplungsgrad. Das gilt auch ür die Vererbung, insbesondere über Klassengrenzen hinweg.
Die Delegation als Alternative dazu ist laut Gamma nur dann sinnvoll, wenn sie Dinge ver-
einfacht, was seiner Ansicht nach nur bei entsprechend hoch formalisierten Strukturen wie
Entwurfsmustern der Fall ist. Die beim SOA-Ansatz verfolgte vollständige Entkopplung nimmt
dem Entwickler zudem ein wichtiges Werkzeug: Durch die Typüberprüfung des Compilers
können viele Fehler aufgedeckt werden, was auch einer der Gründe ür die Verbreitung sta-
tisch getypter Sprachen ist. Dazu kommt, dass aus der losen Bindung zur Laufzeit umgekehrt
zustandslose Services resultieren. Eine Zustandsverwaltung muss damit ggf. durch andere Be-
standteile des Systems erfolgen (s. dazu bspw. [ST07, S. 245]).
Alle Ansätze steuern auf das eigentliche Ziel hin: Das Systemverstehen. Der Entwickler muss
ausgehend vomellcode in möglichst kurzer Zeit ein korrektes mentales Modell des Systems
auauen und dabei die Architektur(en), die Regeln des Architekturstils und die daran geknüpf-
ten Bedingungen erfassen. Eigenschaen wie Kopplung, Kapselung und Modularität beeinﬂus-
sen diesen Prozess. Eine gute, sprich: verständliche, Architektur ist hoch modular, besitzt eine
geringe Komplexität mit geringer Kopplung zwischen und hoher Kohäsion innerhalb der Kom-
ponenten und folgt einer zentraler Strukturierungsidee, die zudem noch gut dokumentiert ist.
Ausgehend von diesem Ziel stellen sich die Frage: Wie können aus ellcode architekturre-
levante Artefakte ermielt werden, die eine derartige Bewertung ermöglichen? Zuvor muss
allerdings die Frage beantwortet werden, wie ein Entwickler Architektur versteht, welchen
"
Wartungsblickwinkel\ er also einnimmt.
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Bei diesen Ansätzen darf jedoch der menschliche Faktor nicht vergessen werden, der bei
der Entwicklung eines Systems und später bei der Wartung immer eine Rolle spielt. Inwie-
weit tatsächlich Ergebnisse aus ellcode ermielt werden können, die eindeutige Aussagen
zu bestimmten qualitative Eigenschaen erlauben, ist möglicherweise nicht endgültig zu be-
antworten. Wallmüller weist mit Bezug auf Pirsig darauf hin, dass Soware-Produkte zu einem
erheblichen Teil das Ergebnis intuitiver und kreativer Arbeit sind. Er unterscheidet messbare
alität in Form von Kenngrößen von der ebenfalls als qualitativ relevant anzusehenden krea-
tiven Tätigkeit, die sich einer Messung entzieht. Damit erhält deralitätsbegriﬀ neben einer
logisch/rationalen Seite zusätzlich eine subjektive, vom direktenWahrnehmen und Empﬁnden
geprägte Seite, die sich durch Begriﬀe wie Originalität, Einfachheit und Mächtigkeit beschrei-
ben lässt [Wal01, S. 26]. Pirsig stellt eine direkte Verbindung zwischen dem Erfahrungsschatz
und dem subjektivenalitätsbegriﬀ her:
"
Die Namen, die Gestalten und Formen, die wir der
alität geben, sind außerdem auch in den apriorischen Bildern begründet, die sich in un-
serem Gedächtnis angesammelt haben. Wir sind beständig bestrebt, im Ereignis der alität
Analogien zu unseren früheren Erfahrungen zu ﬁnden.\ [Pir06, S. 263]. Daraus ergibt sich als
Anforderung an ein Analysesystem, dass der Entwickler die Schwellenwerte an seine Bedürf-
nisse bzw. Fähigkeiten und Erfahrung anpassen können muss. Weiterhin folgt daraus, dass
sämtliche Bewertungen einen unbekannten subjektiven Anteil haben. Eine objektive Bewer-
tung kann damit nur eingeschränkt vorgenommen werden. Alle auf diese Weise ermielten
Kennzahlen können also nur als Indizien dienen, die hinreichend ür nähere Untersuchungen
sind, aber nicht notwendigerweise eine schlechtealität bezeugen.
Im nächsten Kapitel wird auf Basis dieser Erkenntnisse ein alitätsmodell und ein zuge-
höriges Sowaremodell aufgebaut, die beide anschließend in Form konkreter Methoden der
Informationsgewinnung ausellcode dienen.
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Complexity kills. It sucks the life
out of developers, it makes
products diﬀicult to plan, build
and test, it introduces security
challenges, and it causes end-user
and administrator frustration.
(Ray Ozzie, Mail
"
The Internet
Services Disruption\)
Die im vorigen Kapitel gewonnenen Erkenntnisse hinsichtlich der Ermilung und Bewertung
von alitätsmerkmalen auf Basis von ellcode bilden die Grundlage ür die Entwicklung
eines alitäts- und des zugehörigen Soware-Modells sowie der benötigten Extraktionsme-
thoden. Zunächst werden die Grundlagen des Messens im Soware-Engineering erläutert und
anschließend das alitätsmodell entworfen, dass im Wesentlichen die ür Entwickler rele-
vanten EigenschaenWartbarkeit und Portabilität in eine Taxonomie von Einzelfaktoren über-
ührt. Bevor die jeweiligen Indikatoren deﬁniert werden können, ist zunächst ein Soware-
modell notwendig, das die benötigten Code-Strukturen abbildet, die ür die Ermilung der
Kenngrößen erforderlich sind.
Ein Ziel dieser Untersuchung ist die Bewertung einer Fallstudie. Es handelt sich dabei um ein
in der Programmiersprache Java geschriebenes System zur Verwaltung von Veranstaltungs-
und Prüfungsdaten. Java ist ähnlich wie C++ eine objektorientierte Programmiersprache, die
auch klassische imperative Elemente besitzt. Beide Modelle müssen daher sowohl die Möglich-
keiten der strukturierten Programmierung als auch die Objektorientierung im Allgemeinen
und ihre Umsetzung in der Sprache Java im Speziellen berücksichtigen.
5.1 Ausgangssituation
Die alität von ellcode zeigt viele Aspekte, die ür eine Bewertung relevant sein können;
Abbildung 5.1 auf S. 62 versucht eine Zuordnung der bisher in diesem Kontext gefallenen Be-
griﬀe. Die Hauptaufgabe einesalitätsmodells besteht darin, eine ür den jeweiligen Anwen-
dungskontext passende Kombination dieser Aspekte anzubieten.
Das vorige Kapitel kam zu folgenden Ergebnissen:
1. Die langfristig ür Entwickler relevanten Eigenschaen eines Systems sind dieWartbar-
keit und Portabilität des ellcodes. Beide Eigenschaen werden im Wesentlichen ge-
prägt durch die Kopplung, die Kohäsion und Komplexität der einzelnen Bausteine sowie
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Abbildung 5.1: Aspekte der alität vonellcode.
durch ihre zugehörige Dokumentation.
Die automatisierte Analyse von Dokumentation ist im Vergleich zurellcode-Analyse
ungleich schwieriger und noch nicht soweit fortgeschrien (s. dazu S. 59 unten). Daher
wird sie im nachfolgend entwickeltenalitätsmodell nicht als Merkmal berücksichtigt.
2. Die Merkmale lassen sich nur aus statischen Perspektiven bzw. deren Sichten auf das Sys-
tem (=den ellcode) ermieln. Ein Soware-Modell beschreibt demnach nur statische
Sichten auf das System, bspw. in Form von Klassen- und Komponentendiagrammen.
3. Das Abstraktionsniveau des Soware-Modells einer Programmiersprache ist einerseits
zu feingranular, andererseits nicht ausreichend, um auf der Architekturebene Kompo-
nenten (wie auch immer dieser Begriﬀ zu deﬁnieren ist) zu erheben und zu bewerten.
Entsprechend muss hier das Soware-Modell angepasst bzw. erweitert werden.
4. Neben den
"
klassischen\ Metriken sind auch eher weich deﬁnierte
"
Faustregeln\ wie
die Product Recommendations von Bass et al. oderalitätsdefekte wie die Code Smells
von Fowler wichtige alitätsmerkmale, die zur Bewertung des Systems herangezogen
werden können.
5.2 Grundlagen
Der Sinn und Zweck einesalitätsmodells wurde schon in Abschni 2.2.2 erläutert: Das Ver-
ständnis von
"
alität\ soll durch eine Taxonomie von Einzelfaktoren präzisiert und messbar
werden, um von den Messergebnissen auf die jeweiligen alitätseigenschaen und damit
auf die Gesamtqualität eines Systems schließen zu können. Bei dieser Operationalisierung des
alitätsbegriﬀs stößt man zunächst auf zwei bekannte Probleme:
1. Es gibt keine allgemein anerkannte Deﬁnition des Begriﬀs
"
Soware-alität\ .
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2. Wie
"
gut\ ein System ist, zeigt sich erst, wenn es produktiv eingesetzt wird [CM78, S.
133].
Dem zweiten Problem kann nur begegnet werden, indem schon im Vorfeld die alität des
Systems ermielt und die weitere Entwicklung so gesteuert wird, dass sich im Produktivbe-
trieb die gewünschte alität zeigt. Das erste Problem lässt sich durch eine möglichst klare
und widerspruchsfreie Deﬁnition desalitätsbegriﬀs zumindest produktspeziﬁsch bzw. pro-
duktfamilienspeziﬁsch lösen. Allerdings stellt sich bei jeder Deﬁnition die Frage, inwieweit die
ermielten Ergebnisse tatsächlich dazu beitragen, die Entwicklung hinsichtlich der alität
positiv zu beeinﬂussen. Eine Möglichkeit bestünde im Hinzuziehen von Experten, die eine ent-
sprechende Bewertung der Ergebnisse vornehmen könnten, was jedoch mangels Personal und
auch aus Kostengründen nicht immer möglich oder gewünscht ist. Die automatische Ermi-
lung vonalitätseigenschaen ist damit die einzige Alternative, die auf Basis einer begriﬄi-
chen Zerlegung des alitätsbegriﬀs den Zusammenhang von Merkmalen und Eigenschaen
beleuchten kann.
In den nachfolgenden Abschnien wird zunächst auf die Grundlagen der Begriﬀszerlegung
eingegangen und anschließend erläutert, wie einalitätsmodell entwickelt werden kann.
5.2.1 Zerlegung desalitätsbegriﬀs
Der ISO-Standard 9126-1 bietet einen geeigneten Ausgangspunkt, um mit der Entwicklung ei-
nes eigenenalitätsmodells zu beginnen. Die vom Standard verwendete Zerlegungssystema-
tik basiert auf der Factor-Criteria-Metrics-Methode (FCM) von Cavano und McCall (s. [CM78]).
Auf der obersten Ebene ﬁnden sich die Beschreibungen der jeweiligen Produktqualitäten (die
alitätsfaktoren), die auf der nächsieferen Ebene in ein oder mehrere Aribute der Soware
aufgelöst werden (alitätskriterien und Unterkriterien). Diese wiederum können durch Metri-
ken zum ellcode in Beziehung gesetzt und bspw. in Zahlform erfasst werden, welche auf
Programmierempfehlungen aus der Fachliteratur basieren. Abbildung 5.2 auf S. 64 zeigt die
drei Ebenen und ihre jeweilige Bedeutung.
Die im FCM beschriebene Zerlegung besitzt nur drei Ebenen, die Erfahrung zeigt aber, dass
zusätzliche Ebenen sinnvoll sind. Entsprechend wurde die Zerlegungssystematik des ISO-Stan-
dards entworfen. In [10d] wird bspw. eine weitere Schicht mit Entwurfsregeln vorgeschlagen,
die Angaben zur Merkmalsausprägung macht (z. B.
"
hohe Kohäsion\) und diese in ünf Schrit-
ten mit den Kenngrößen verbindet (s. Abbildung 5.3). Die Abbildung veranschaulicht zudem,
wie die abgeleiteten Ziele durch Metriken mit dem ellcode in Beziehung gesetzt werden
können.
Eine derartig angelegte Deﬁnition des alitätsbegriﬀs bietet mehrere Vorteile. Zunächst
werden die Zusammenhänge zwischen hoch abstraktenalitätsfaktoren und konkreten So-
warestrukturen transparent und plausibel gemacht. Entwickler sind somit in der Lage einzu-
schätzen, welche Änderungen möglicherweise Auswirkungen auf bestimmte Faktoren haben.
Das wiederum ermöglicht bei negativen Auswirkungen ein sofortiges Gegensteuern in der Ent-
wicklung, indem auf Basis der Zerlegung Handlungsempfehlungen gegeben werden.
Nicht immer ist es jedoch möglich, eine präzise Konkretisierung zu erreichen. Setzt man
bspw. die Eigenscha Wartbarkeit als alitätsziel fest, wird unter
"
guter Wartbarkeit\ übli-
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i n te rpre ta t ion  is possible; with a constra int  l i ke  
that ,  Program B may well  be considered to have the 
higher "qua l i t y . "  Likewise, another in te rp re ta -  
t ion might resu l t  i f  a d i f f e ren t  appl icat ion was 
chosen. For instance, i f  one knew that Program A 
was designed to operate on only one machine while 
Program B was b u i l t  fo r  a d is t r ibu ted  system, 
qua l i t y  measurements would be in terpreted d i f f e r -  
ent ly  according to the users. 
I t  is easy to see that assessing software qua l i t y  
quickly becomes very d i f f i c u l t .  One reason for  
th is is that the same funct ion or algorithm can 
be implemented in many forms and i t  is not always 
c lear which form is best. Another reason is that  
the complexity and in teract ions involved in large- 
scale software developments increase nonl inear ly  
with size (Ref I ) .  And f i n a l l y ,  documentation 
must be considered an in tegra l  part of software. 
In fac t ,  software can be considered to consist  
almost en t i r e l y  as documentation. From require-  
ments spec i f ica t ion to the coded program, software 
exists pr imar i ly  as a wr i t ten document. There are 
few proven techniques for  determining qua l i t y  fo r  
wr i t ten works. 
The progress being made in the measurement of 
software qua l i t y  is due pr imar i ly  to the use o f  
new software engineering techniques. As more 
d isc ip l ined,  engineering approaches, tools,  and 
methodologies are developed and fol lowed in the 
production of software, the software products 
themselves become mere order ly  and rigorous. As 
a resu l t  of t h i s ,  certa in aspects of  qua l i t y  can 
be measured in more ob ject ive,  quant i f iab le  ways. 
By breaking down the qua l i t y  of  software into i t s  
component factors,  one can arr ive at several 
aspects of software that can be analyzed quan- 
t i t a t i v e l y .  This decomposition has been the p r i -  
mary research in te res t  in qua l i t y  measurement. 
as an aid in speci fy ing qua l i t y  object ives fo r  
t he i r  software systems. These high level factors 
are then broken down into c r i t e r i a  and subcr i te r ia  
that  are more sof tware-directed unt i l  spec i f i c  
metrics (actual ,  quant i f iab le  measurements) are 
proposed that re la te to the factors.  These metrics 
are based on suggested programming pract ices in 
the l i t e r a t u r e .  By making these measurements, i t  
is bel ieved that a corresponding measurement or 
rat ing w i l l  be obtained for  the qua l i t y  factor .  
The current state of  th is  research is that  few of  
the metrics have been e i the r  proven or disproven. 
The current state of work in th is  area is com- 
p le te ly  described in reference 2. 
Based on these discussions, the fol lowing three 
points must be considered in measuring software 
qua l i ty :  
I .  To determine the qua l i t y  of  software, 
predetermined a t t r ibu tes  must be measured in a 
consistent fashion. 
2. A re la t ionsh ip  must be developed between 
the product to be measured and the appl icat ion 
that w i l l  use i t .  
3. A pred ic t ive rat ing of software qua l i t y  
is not absolute. I t  is an ind icat ion of  the 
qua l i t y  of  the end product. 
AN APPROACH TO QUANTIFICATION 
The framework establ ished ( f igure  I) is conducive 
to the quant i ta t ive  measurement of software 
qua l i ty .  The approach to quan t i ta t i ve ly  measur- 
ing software qua l i t y  u t i l i z i n g  this framework w i l l  
be discussed in th is  section of the paper. 
Research sponsored by the Ai r  Force has led to a 
proposed software measurement model which con- 
tains a comprehensive, h ierarchica l  de f i n i t i on  o f  
software qua l i t y  ( f igure I ) .  At the highest 
leve l ,  qua l i ty  factors are defined that are appro- 
pr ia te for  software acquis i t ion managers to use 
FACTOR 
At the highest leve l ,  the major aspects ( factors)  
of  software qua l i t y  are i den t i f i ed .  In i den t i f y -  
ing and def ining these factors,  the user and use 
of these factors has to be considered. 
The user is the program manager or acquis i t ion 
manager, the customer of  the software system 
14ANAGEHENT-ORIENTED VIEW OF 
PRODUCT QUALITY 
SOFTNARE-ORIENTED ATTRIBUTES 
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Figure I .  Software Qual i ty Framework 
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Abbildung 5.2: Auau der FCM-Zerlegung ([CM78, S. 135]).
Abbildung 5.3: alitätsmodell aus [10d] (Portal des ViSEK-Projekts des Fraunhofer IESE, ge-
ördert vom BMBF).
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5.2 Grundlagen
cherweise verstanden, dass in kürzester Zeit unter Belegung weniger Ressourcen Änderungen
am System vorgenommen werden können. Das wiederum bedeutet, dass eine Bewertung nur
angesichts einer konkreten Änderungsanforderung (s. dazu auch S. 48) durch die Messung der
benötigten Zeit und des Ressourcenverbrauchs möglich ist. Eine prädiktive Bewertung wäh-
rend der Entwicklungszeit ist so nicht möglich. Stadessen grei man auf Merkmale zurück,
denen man unabhängig von einer bestimmten Anforderung einen mehr oder weniger direkten
Einﬂuss auf die alitätseigenscha zuspricht. Für die Wartbarkeit wird bspw. die Kopplung
von Soware-Bestandteilen herangezogen. Solche Ersatzmerkmale nennt man Prädiktoren (s.
[10e]). Ihnen liegt immer eine Hypothese zugrunde, die ihren Einﬂuss auf die im Modell auf-
geührtenalitätseigenschaen beschreibt.
5.2.2 Vorgehensweise nach Wallmüller
Welche Schriemüssen unternommenwerden, um ein eigenesalitätsmodell zu entwickeln?
Wallmüller beschreibt dazu eine mögliche Vorgehensweise (s. [Wal01, S. 28]):
1. Deﬁnieren der Messziele
2. Ableiten der Messaufgaben aus den Messzielen
3. Bestimmung der Messobjekte
4. Festlegen der Messgröße und Messeinheit
5. Zuordnung der Messmethoden/-werkzeuge zu den Messobjekten/-größen
6. Ermieln der Messwerte
7. Interpretation der Messwerte
Er betont, dass bekannt sein muss, warum gemessen wird, denn die Interpretation der Mess-
werte basiert immer auf einer bestimmten Hypothese (s. o.). Entsprechend dieser Vorgehens-
weise stellt sich zunächst die Frage, welche alitätsfaktoren durch eine Messung bewertet
werden sollen. AnschließendmüssenHypothesen aufgestellt werden, welcheMerkmale — bzw.
an ihrer Stelle die Prädiktoren — als Konkretisierung in Frage kommen. Handelt es sich im die
Bewertung von systeminternen alitätseigenschaen, spielt auch die verwendete Program-
miersprache eine Rolle bei der Auswahl der Prädiktoren. An dieser Stelle ist ein Sowaremodell
notwendig, welches einerseits die Menge der möglichen Prädiktoren beschreibt, die die einge-
setzte Programmiersprache bietet, und das andererseits auchMessobjekte anbietet. Dabei muss
das Sowaremodell nicht auf die Möglichkeiten der Programmiersprache beschränkt bleiben,
sondern kann darüber hinaus auch weitere Abstraktionsstufen abbilden, die bspw. die Archi-
tektur des Systems betreﬀen. Zusammen mit den aus dem alitätsmodell abgeleiteten Kri-
terien deﬁniert es dann den in Abschni 4.2 angekündigten Wartungsblickwinkel, in dem die
daür relevanten Aspekte desellcodes herausgearbeitet werden. Das Sowaremodell beein-
ﬂusst auch die Messmethoden und Werkzeuge, die ür die Ermilung der Messwerte in Frage
kommen. Zusammen mit den Hypothesen werden die Messwerte schließlich interpretiert.
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Messprozess
Qualitäts-
Modell
Software-
Modell
 Messobjekte
 Messwerkzeuge
Messziele 
Messaufgaben 
 Metriken (Größe, Einheit)
Interpretation
Abbildung 5.4: Messprozess bei der Vermessung vonellcode (eigene Darstellung).
Der Messprozess im Soware Engineering verbindet damit das alitätsmodell mit einem
zugehörigen Sowaremodell. Die Interpretation der Messergebnisse als abschließender Schri
wird dabei sowohl vom Auau des alitätsmodells als auch vom verwendeten Sowaremo-
dell maßgeblich bestimmt (s. Abb. 5.4; die Pfeile zeigen von ihrem Deﬁnitionskontext auf den
Anwendungskontext).
5.3 Messziel
Der erste Schri bei der Entwicklung ist die Bestimmung des Messziels, von dem sich die ein-
zelnen Messaufgaben ableiten. Als Ergebnis der Untersuchungen in den Kapiteln 2 bis 4 wird
folgendes Messziel deﬁniert:
Deﬁnition 1. Das Messziel umfasst die Untersuchung und Bewertung der internenalität ei-
nes Sowaresystems in Form deralitätseigenschaenWartbarkeit und Portabilität.
Der ISO-Standard 9126-1 untergliedert die Wartbarkeitseigenscha weiter in die Unterei-
genschaen Analysierbarkeit, Änderbarkeit, Stabilität, Testbarkeit und Standardkonformität, die
Portabilitätseigenscha in die UntereigenschaenAnpassungsähigkeit, Installierbarkeit,Koexis-
tenz, Ersetzbarkeit und ebenfalls Standardkonformität. Da im ISO-Standard kaum auf etwaige
alitätsmerkmale eingegangen wird, die diese Unterbegriﬀe beeinﬂussen oder konkretisie-
ren, müssen sie ür eine Integration in einalitätsmodell zunächst näher betrachtet werden.
Dabei stellt sich die Frage, inwieweit ein Zusammenhang mit den alitätsmerkmalen Kopp-
lung, Kohäsion und Komplexität besteht, denen eine sie prägende Eigenscha zugeschrieben
wird.
Die jeweiligen Untereigenschaen werden nun näher untersucht mit dem Ziel, Hypothesen
ür die Bestimmung konkreter Messaufgaben zu formulieren. Die Aufgaben müssen sich dabei
auf messbare Eigenschaen von Strukturen imellcode bzw. dem zugehörigen Sowaremo-
dell beziehen, um eine Zuordnung der Messmethoden zu ermöglichen.
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5.3.1 Wartbarkeit
Analysierbarkeit
Analysierbarkeit ermöglicht durch Untersuchungen des ellcodes und weiterer Informati-
onsquellen die Identiﬁzierung von Fehlern oder Deﬁziten (die auch als noch nicht vorhandene
Funktionalität zu verstehen sind) und das Eingrenzen von (korrigierenden) Änderungen.
Diese recht unscharfe Deﬁnition bedarf einer näheren Erläuterung und der Interpretation.
Zunächst schlägt der ISO-Standard 9126-3 ür die Bewertung der Analysierbarkeit das Zäh-
len von Logging-ähigen und eingebauten Diagnose-Funktionen. Dies deckt sich nicht mit der
Deﬁnition, die sich im zugehörigen Standard ISO 9126-1 beﬁndet. Sie sieht ganz klar eine Ana-
lyse des ellcodes und zugehöriger Daten und Dokumente ür die Bewertung vor. Durch
Logging und Diagnose-Funktionen kann zwar das Systemverhalten zur Laufzeit bis zu einem
deﬁnierten Grad beobachtet werden, nicht aber der Auau desellcodes und keinesfalls die
Dokumentation. Insofern ist diese Vorgabe nicht geeignet und es wird ür die Deﬁnition des
alitätsmodells der im ISO-Standard 9126-1 festgelegte Analysierbarkeitsbegriﬀ gewählt, der
auf das Systemverstehen durch den Entwickler abzielt.
Bennicke und Rust bietenmit [BR04] einen umfassendenÜberblick übereorien undUnter-
suchungen zum Systemverstehen. Das Hauptproblem fassen sie folgendermaßen zusammen:
"
Während es bei der Programmentwicklung darum geht, Antworten auf diese Fragen [
"
Was
wird entwickelt?\ (Speziﬁkation) und
"
Wie wird es entwickelt?\ (Umsetzung)] zu entwickeln
oder zumindest zu präzisieren, geht es beim Programmverstehen darum, schon einmal gefunde-
ne Antworten zu regenerieren\ [BR04, S. 17]. Das Verstehen versucht eine Rekonstruktion des
Entwicklungsprozesses (
"
Forward Engineering\), der von einem potentiell anderen Entwickler
geührt wurde, und wird auch
"
Reverse Engineering\ oder
"
Backward Engineering\ genannt.
Ziel ist also, aus den verügbaren Informationsquellen die Historie der Entwurfsentscheidun-
gen abzuleiten, die zu diesem System geührt haben. Als Informationsquellen benennen sie
denellcode, die interne Dokumentation in Form vonellcode-Kommentaren, zusätzliche
externe Dokumentation sowie das Wissen des Entwicklers über die Problemdomäne. Der Ana-
lyseprozess sollte dabei analog zum Entwurfsprozess organisiert werden, da so die Ergebnisse
des Entwurfsprozesses besser nachzuvollziehen sind [BR04, S. 16].
Neben der ür die Analyse aufgewendeten Ressourcen müsste auch die Fachkenntnis des
Entwicklers als Faktor mit in die Bewertung der Analysierbarkeit einﬂießen, da sie sich u. U.
massiv auf das Systemverstehen auswirken kann. Ein Beispiel: Ein Entwickler, dem Entwurfs-
muster fremd sind, könnte angesichts einer Zuständigkeitskee (s. [Gam+96, S. 410]) die Frage
stellen, ob die Implementierung nicht vereinfacht werden könnte.
Die Rekonstruktion von Entwurfsentscheidungen wird durch die beim Forward Engineering
vorgenommenen Transformationen erschwert (vgl. [BR04, S. 8]):
• Dekomposition: Die Dekompositionsstrategie ist nicht festgelegt, weshalb eine Speziﬁ-
kation durch verschiedene Dekompositionen umgesetzt werden kann.
• Spezialisierung: Ähnlichkeitsbeziehungen, wie sie in der Problemdomäne zu ﬁnden sind,
können auf verschiedene Arten im ellcode realisiert werden oder sie sind dort nicht
mehr explizit aufzuﬁnden.
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• Wahl des Algorithmus: Eine abstrakte Funktion wie das Sortieren kann durch verschie-
dene konkrete Algorithmen (icksort, Bubblesort) realisiert werden.
• Verzahnung: Mehrere abstrakte Konzepte können in einer einzigen Struktur zusammen-
gefasst werden.
• Delokalisierung: Ein Konzept wird nicht immer an nur einer Stelle umgesetzt, sondern
über den Code verteilt.
• Optimierung: Leistungssteigerungen werden o durch Anpassungen der Implementie-
rungen erreicht, die allerdings das zugrunde liegende Konzept häuﬁg verwischen.
Den Transformationen liegt die Idee der schriweisen Verfeinerung zugrunde; dieser Ansatz
impliziert die Entwicklung einer Hierarchie von Elementen. Laut Courtois ist dieses Konzept
essentiell ür das Verstehen großer Systeme, denn durch die unterschiedliche Kopplungsstär-
ken innerhalb und zwischen den Subsystemen können sie im Rahmen der Analyse als eigen-
ständig betrachtet werden [Cou85, S. 597]. Meyer weist allerdings darauf hin, dass objektorien-
tiertes Design gerade nicht dem üblichen uniformen Dekompositionsgedanken folgt [Mey97,
S. 111].
Die Informationssammlung bei hypothesengesteuerten Vorgehensweisen ist immer auch
von ökonomischen Zielen gelenkt: Es wird in der Regel diejenige Strategie gewählt, die die ko-
gnitiven Ressourcen möglichst gering belastet. Eine Informationssammlung ausschließlich auf
Basis eines mentalen Modells, also ohne direkte Bezugnahme auf denellcode, ist allerdings
erst dann möglich, wenn das Modell schon ausreichend elaboriert ist. Bis dahin verbessert eine
klare Strukturierung desellcodes das Verstehen erheblich. Experten im Programmverstehen
setzen dabei das sog.
"
chunking\ ein, um ihre mentale Kapazitätsgrenze des Kurzzeitgedächt-
nisses nicht zu überschreiten. Als
"
chunking\ bezeichnet Miller die Fähigkeit, Informationen
zu größeren Einheiten zusammenzufassen (sog.
"
chunks of information\) [Mil56]. Der öko-
nomische Aspekt wird allerdings schon daran erkennbar, welche Code-Bereiche in welchem
Umfang untersucht werden. Eine systematische Analyse zeichnet sich dadurch aus, dass ür
sämtliche Programmteile versucht wird, ihre Bedeutung und Funktionsweise zu erschließen.
Erst dann wird eine etwaige Änderung am Code vorgenommen. Eine bedarfsgesteuerte Analy-
se hingegen betri nur die ür die Änderung vermeintlich relevanten Teile des Codes. Auch
wenn Untersuchungen wie die von Liman et al. zeigen, dass systematische Analysen, die ein
vollständiges und auch die Programmdynamik widerspiegelndes Modell erbringen, allgemein
zu besseren Ergebnissen ühren, so eignen sie sich nicht ür umfangreiche Systeme. An dieser
Stelle müssen mit Hilfe von Werkzeugen die relevanten Code-Bereiche ermielt werden.
Bedarfsgesteuerte Analysen werden laut Brooks immer Top-Down durchgeührt [Bro83],
d. h. der Entwickler beginnt mit einer Ausgangshypothese, die er abhängig von den Analy-
seergebnissen sukzessive verfeinert. Ausdrucksstarke Programmiersprachen bieten syntakti-
sche Konstrukte wie bspw. Klassen und Module, um Konzepte auf einem hohen Abstraktions-
niveau formulieren zu können. Sie unterstützen damit die Zuordnung von Funktionalitäten
entlang einer hierarchischen Dekomposition bis hinunter auf die Ebene des ellcodes. Eine
bedarfsgesteuerte Analyse kann dementsprechend an dieser Hierarchie ausgerichtet werden.
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Solche syntaktischen Konstrukte reduzieren auch den Code-Umfang, da sich mit ihrer Hil-
fe die Sachverhalte ausdrücken lassen, die in einfacheren Programmiersprachen umständlich
ausprogrammiert werden müssten.
Neben der Strukturierung des Codes zwecks Abbildung unterschiedlicher Abstraktionsebe-
nen spielt auch die Anzahl von Elementen und deren Verbindungen untereinander eine Rolle.
Coad und Yourdon beziehen sich bei der Angabe von Grenzwerten auf die Untersuchungs-
ergebnisse von Miller (s. [CY90, S. 107]), der als Kapazitätsgrenze des Kurzzeitgedächtnisses
sieben plus/minus zwei
"
Bits\ ermielt hat [Mil56]. Auch Beck meint, dass die Architektur
gut strukturierter Systeme mit Hilfe von drei bis ünf Objekten beschrieben werden können
sollte (s. [And+93, S. 358]). Für das Paradigma der Strukturierte Programmierung vertreten
Yourdon und Constantine allerdings bei Modulen (Module im Sinne der Strukturierten Pro-
grammierung) einen anderen Umfang [YC79, S. 166]. Dabei beziehen sie sich auf Baker, der
die
"
klassische\ Ansicht vertri, dass maximal 50 Zeilen — das entsprach damals einer auf ei-
nem Terminal darstellbaren Seite — eine gute Modulgröße sei. Weinberg hingegen sieht schon
bei 30 Zeilen eine kritische Größe erreicht. Dieser Wert deckt sich mit den Empfehlungen, die
Roock und Lippert geben [RL04, S. 35].
Die interne Ausgestaltung der feingranularen Elemente wie Funktionen und Methoden be-
einﬂusst ebenfalls die Analysierbarkeit. Verzweigungen und Schachtelungen können die An-
zahl möglicher Pfade durch ein solches Element in nur wenigen Zeilen schnell vergrößern.
Ein Beispiel: Mit nur 255 Zeilen, wovon 42 deklarative und 131 ausührbare Statements sind,
kommen die Elemente aus TopPVCReinforcement.cpp auf eine zyklomatische Komplexität von 14
[Teß04, S. 83], verursacht durch mehrfach verschachtelte switch-Anweisungen und Schleifen.
Zusammen mit den übrigen Erkenntnissen lassen sich ür die Analysierbarkeit alsalitäts-
untereigenscha damit folgende Schlüsse ziehen:
• Die Untersuchungen von Soloway et al. (s. [Sol+88]) bestätigen die Aussagen aus Kapi-
tel 2, dass die Dokumentation — wenn überhaupt — nur eine untergeordnete Rolle bei
der Wartung spielt. Bei einer alitätsbewertung des ellcodes ist sie als ergänzende
Informationsquelle somit nicht relevant.
• Die Analyse geschieht bedarfsgesteuert und folgt primär einem Top-Down-Ansatz. Die
Orientierung des Entwicklers imellcode wird von jeder ihm bekannten Struktur un-
terstützt. Je nach Ausbildung und Erfahrung kann es sich dabei um das Ergebnis der
Anwendung von Regeln aus der Objektorientierung handeln, um allgemein bewährte
Programmier-Schemata (s. [SE89]), oder auch um Instanzen der herkömmlichen Kompo-
nenten- und Framework-Technologien sowie der Referenzarchitekturen desAnwendungs-
bereichs, wie sie bspw. in Produktfamilien aureten. Das gilt auch ür die konzeptionelle
Trennung von Plaform- und Produktarchitektur, wie sie Soni et al. beobachtet haben
(S. 43 oben) und die Komponenten, die Szyperski beschreibt. Die hierarchische Struktu-
rierung und die dabei erzeugten Elemente und deren Verbindungen haben aufgrund des
Top-Down-Ansatzes maßgeblichen Einﬂuss auf Analysierbarkeit.
• Der Umfang der Entitäten auf jeder Ebene sowie ihrer Verbindungen sollte sich an der
kognitiven Leistungsähigkeit des Menschen orientieren. Legt man als Richtwerte die
in den Untersuchungsergebnissen von Miller et al. gefundenen Zahlen zugrunde, dann
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sollten auf jeder Abstraktionsebene der verschiedenen Sichten auf das System nichtmehr
als maximal neun Elemente vorliegen bzw. jedes Element maximal neun Verbindungen
besitzen. Drei bis sieben Elemente/Verbindungen gelten als gut handhabbar.
• Die interne Strukturierung feingranularer Elemente sollte möglichst einfach ausfallen,
um die Anzahl zu untersuchender Pfade gering zu halten.
• Je mehr Unterstützung durch syntaktische Konstrukte seitens der Programmiersprache
besteht, wenn es um die Formulierung von Entwurfsentscheidungen geht, desto eher las-
sen sich Hypothesen bzgl. der Funktionsweise des Codes bestätigen bzw. sind aufgrund
der Explizität ihrer Abbildung imCode gar nicht nötig. Dies entspricht dem von Bennicke
und Rust angesprochenen
"
single source\-Prinzip [BR04, S. 37 1. Abs.]. Alle weiteren auf
der Sprache auauenden Artefakte folgen einer eigenen Logik und Struktur und müssen
indirekt erschlossen werden.
• Existiert eine bestimmte Funktionalität mehrfach undwird sie dazu von jeweils verschie-
denen Stellen referenziert, muss der Code an all diesen Stellen korrigiert werden, wenn
eine Änderung gerade diese Funktionalität betri. Damit steigt das Risiko unbeabsich-
tigter Seiteneﬀekte. Solche Redundanzen sind ein Zeichen fehlerhaer Dekomposition
und weisen u. U. auf tiefer gehende Missverständnisse bei der Problemanalyse und dem
Systementwurf hin.
Wie sich diese Schlussfolgerungen konkret imalitätsmodell niederschlagen, kann im De-
tail erst anhand des zugehörigen Sowaremodells gezeigt werden, da die verwendete Program-
miersprache die Strukturierungsmöglichkeiten und Ausdrucksformen maßgeblich bestimmt.
Auf den bisherigen Erkenntnissen lässt sich die folgende Hypothese aufstellen:
Hypothese 1. Die Bewertung der Analysierbarkeit eines Sowaresystems ist abhängig von (1)
dem Umfang der Entitäten, (2) der verwendeten Programmiersprache und ihren Ausdrucks-
möglichkeiten, (3) der Strukturierung des Codes (inkl. der Anzahl von Entitäten und Verbin-
dungen in jeder Sicht), und (4) dem Aureten von Redundanzen.
Änderbarkeit
Die Änderbarkeit eines Systems bestimmt, wie gut Änderungen implementiert werden können.
Neben demellcode gehören auch Korrekturen und Anpassungen der Dokumente dazu.
Wie bei der Analysierbarkeit zeigt sich auch hier eine Diskrepanz zwischen der Deﬁnition
im ISO-Standard 9126-1 und den Vorschlägen ür eine praktische Umsetzung im Standard ISO
9126-3. Als Kenngröße wird der Umfang der Änderungen in der Dokumentation und imell-
code (in Form von Kommentarzeilen) angegeben. Diese Kenngröße ist aufgrund der Probleme
bei der Analyse von Dokumentation ungeeignet, um eine prädiktive Bewertung desellcodes
hinsichtlich der Änderbarkeit vorzunehmen, da keine Ableitung des Ressourcenbedarfs mög-
lich ist.
Für die Änderbarkeit spielen ähnliche Faktoren eine Rolle wie ür die Analysierbarkeit, denn
auch hier geht es um einen möglichst geringen Zeit- und Ressourcenverbrauch. Allerdings be-
sitzt die Strukturierung ein größeres Gewicht, denn wurde die Möglichkeit von Änderungen
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oder Erweiterungen schon im Vorfeld bei der Entwicklung bedacht und an den jeweiligen Stel-
len entsprechend ﬂexible Strukturen geschaﬀen, ist es einfacher, Änderungen vorzunehmen.
Dies entspräche dann einer
"
besseren\ Änderbarkeit. Die Strukturierung besitzt eine weite-
re Eigenscha, die sich auf die Änderbarkeit auswirkt: Sie kann den Impact von Änderungen
einschränken, so dass korrigierende Arbeiten, die möglicherweise nach der eigentlichen Än-
derungen anfallen, verringert oder vermieden werden.
Änderbarkeit ist im Wesentlichen eine Funktion der Lokalität [BCK98, S. 82], wie sie durch
das Kapselungsprinzip erzeugt wird. Die daraus resultierende Modularität und das Informati-
on Hiding ühren zu einer Trennung von Schnistelle und Implementierung und erlaubt nicht
nur unabhängige Anpassungen der Implementierung, sondern hebt auch die Bedeutung der
Schnistelle als strukturierendes Element hervor [Amb01, S. 144]. Je nach verwendetem Pro-
grammierparadigma kann Kapselung durch ganz unterschiedliche Konzepte auf verschiedenen
Abstraktionsebenen umgesetzt werden: Module, Pakete, Klassen, Funktionen, Methoden etc.
Der durch das Information Hiding eingeschränkte Zugriﬀ auf die Interna eines Bausteins
vermeidet die Entwicklung von eng gekoppelten Code-Strukturen, die die Änderbarkeit massiv
beeinträchtigen können [Amb01, S. 144ﬀ unten]. Je geringer die Kopplung, desto geringer sind
die Auswirkungen einer Änderung. Information Hiding wird laut Meyer allerdings o falsch
verstanden [Mey97, S. 52]: Es geht nicht darum, aus irgendwelchen Sicherheit- oder Geheim-
nisgründen die Implementierung zu verbergen, sondern vielmehr darum, einen verlässlichen
Kontrakt zwischen Anbieter und Nutzer zu gewährleisten . Die Trennung von Schnistelle und
Umsetzung ermöglicht allerdings auch den Verkauf von kompiliertem Code in Form von Bi-
bliotheken. So müssen nur die Schnistellen oﬀen liegen und die Umsetzung bleibt in der Hand
des Anbieters. In dieser Form wird das geistige Eigentum des Herstellers dem direkten Zugriﬀ
entzogen.
Eine hoheModularität lässt sich laut Meyer erreichen [Mey97, S. 46], indem eine gute Über-
tragung der Strukturen der Problemdomäne auf das Anwendungssystem staﬁndet. Die Güte
dieser Dekomposition kann mit Hilfe von Kohäsionsmessungen abgeschätzt werden (s. S. 51).
Weiterhin sollte die Anzahl der Verbindungen zwischen den beteiligten Bausteinen minimiert
(
"
few interfaces\) und der Informationsaustausch über die so verbliebenen Verbindungenmög-
lichst gering gehalten werden (
"
small interfaces\). Besonders um Seiteneﬀekte zu vermeiden,
sollten Verbindungen auch immer explizit sein. Dies betri nicht nur die Verwendung der
Schnistellen, sondern auch indirekte Verbindungen über gemeinsame Datenstrukturen. D. h.
wenn zwei Bausteinemiteinander kommunizieren, so sollte dies aus demellcode beider Bau-
steine hervorgehen (
"
explicit interfaces\).
Neben der Anzahl und Bandbreite beeinﬂusst auch die Art der Kopplung und der Kohäsi-
on sowie die Komplexität der Schnistelle die Änderbarkeit. Yourdon und Constantine unter-
scheiden normale und pathologischen Kopplungen [YC79, S 260]. Zu Letzteren zählen sie die
Kommunikation über Sichtbarkeitsgrenzen hinweg (Umgehen von Schichten und Schnistel-
len durch direkte Referenzierung von Elementen) und die Kommunikation über globale Varia-
blen oder ähnliche globale Strukturen (
"
common environment coupling\). Kopplungen dieser
Art verschlechtern nicht nur die Änderbarkeit, sie haben auch die Tendenz sich zu vermeh-
ren [YC79, S. 261]. Der Kohäsion ordnen Yourdon und Constantine anhand von sieben asso-
ziativen Prinzipien verschiedene Gütegraden zu. Zuällige, logische und temporäre Kohäsionen
sollten bei der Entwicklung möglichst vermieden werden, da sie Elemente zusammenfassen,
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die aus funktionaler Sicht nichts miteinander zu tun haben. Die übrigen Gütegrade (prozedu-
ral, kommunikationsbetont, sequenziell, funktional) sind aus ihrer Sicht tragbar, aber allgemein
schwierig zu erfassen. Die Komplexität einer Schnistelle umfasst einerseits die Anzahl der Pa-
rameter, andererseits aber auch die Sequenz von Aufrufen, die notwendig ist, um die Funktio-
nalität eines Bausteins abzurufen (z. B. Initialisierung, Datenübergabe, Aufruf der eigentlichen
verarbeitenden Funktion, Abruf des Ergebnisses). Jeder Parameter kann über seinen Datentyp
außerdem das Risiko einer weiteren Kopplung mit sich bringen. Sichtbare Datenelemente eines
Bausteins gehören ebenfalls zur Schnistelle und tragen zu ihrer Komplexität bei.
Um die Modularität systemweit mit Hilfe der Kopplung bewerten zu können, schlagen Your-
don und Constantine eine Heuristik auf Basis der sog. Kontrollspanne (
"
span of control\) vor,
die auch
"
fan-out\ genannt wird [YC79, S. 171]. Die Kontrollspanne umfasst alle direkt von
einem Baustein aufgerufenen Bausteine. Ähnlich wie bei der Größe eines Elements deutet eine
sehr große oder sehr kleine Kontrollspanne auf einen schlechten Entwurf hin. Yourdon und
Constantine sehen eine untere Grenze bei eins bis zwei, die obere Grenze bei zehn. Sie weisen
allerdings darauf hin, dass gut entworfene Bausteine o an der unteren Grenze liegen. Eine zu
große Kontrollspanne hingegen lässt vermuten, dass die Modularisierung übertrieben wurde,
d. h. der Entwurf ist zu feingranular. Analog zum
"
fan-out\ beschreibt der
"
fan-in\ die Anzahl
der eingehenden Aufrufe. Dieser Wert sollte immer möglichst groß sein, da er auf eine Kon-
zentration von Funktionalität und eine Vermeidung von Redundanz hinweist und damit ein ein
Zeichen guter Modularität ist.
Die Messung der Kohäsion und Kopplung nach der Deﬁnition ist in der bisher vorgestell-
ten Form unabhängig vom verwendeten Programmierparadigma. Allerdings ist die Eignung
der Grenzwerte von
"
fan-in\ bzw.
"
fan-out\ bei objektorientierten Systemen fraglich. Anders
als Systeme, die mit den Mieln der Strukturierten Programmierung entwickelt werden und
einer strengen Aufruf-Hierarchie folgen (es gibt immer eine Kontroll-
"
Wurzel\), sind objekt-
orientierte Systeme als Netzwerk kommunizierender Agenten organisiert. Dazu kommt, dass
sich die Kontrollspanne nicht immer eindeutig feststellen lässt, da das Late-Bindung mehrere
Aufrufziele ermöglicht.
Lieberherr und Holland übertragen die Kopplungs- und Kohäsionsbetrachtungen auf die ob-
jektorientierte Entwicklung. Im Rahmen des Demeter-Projekts entwickelten sie das danach be-
nannte Gesetz von Demeter [LH89]. Dieses Gesetz besagt, dass jedes Objekt in einer Methode,
das eine Nachricht empängt, nur aus einer bestimmten Menge, den sog.
"
preferred objects\ ,
stammen darf. Diese Menge umfasst:
• die Parameter der Methodenschnistelle
• die self-Pseudovariable
• Objekte der zugehörigen Klasse (=Instanz- und Klassenvariablen)
• Objekte, die in der Methode selbst erzeugt werden.
Salopp könnte man übersetzen:
"
Sprich nur mit den engsten Bekannten.\ Die Auswirkung
dieses Gesetzes hinsichtlich der Kopplung entspricht weitgehend den Zielen von Yourdon und
Constantine: Pathologische Kopplungen werden vermieden, die Anzahl der Nachrichten wird
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minimiert und die Kohäsion der Klassen wird verbessert, da mehrWert auf Klasseninformatio-
nen (Variablen) gelegt wird. Darüber hinaus berücksichtigt das Gesetz die Vererbung. Kopp-
lung und Kohäsion können damit als alitätsuntereigenscha ür eine Bewertung objektori-
entierter Systeme herangezogen werden. Die konkret in Frage kommenden Strukturen hängen
von der eingesetzten Programmiersprache ab und lassen sich daher erst bestimmen, wenn das
Soware-Modell vorliegt. Als Hypothese lässt sich jedoch schon festhalten:
Hypothese 2. Die Bewertung der Änderbarkeit ist abhängig von (1) der Strukturierung des
ellcodes, (2) seinem Umfang, und (3) seiner Redundanz.
Stabilität
Die Stabilität beschreibt, bis zu welchen Grad ein System vor unerwünschten Seiteneﬀekten
geschützt ist, die durch Änderungen ausgelöst werden (können).
Welche Seiteneﬀekte die Stabilität beeinﬂussen, wird im ISO-Standard nicht näher erläutert.
In ISO 9126-2 werden ausschließlich Fehler beschrieben, die während Tests oder im Produk-
tivbetrieb aureten, ISO 9126-3 verweist exemplarisch auf die Anzahl von einer Änderung
betroﬀener Variablen. Dieser Umstand legt nahe, dass Auswirkungen auf die Architektur, die
u. U. massiv die Struktur des Systems beeinﬂussen, nicht als Seiteneﬀekte verstanden werden.
In Frage kommen somit nur syntaktische und semantische Auswirkungen. Erstere zeigen sich
bei der Verwendung statisch getypter Programmiersprachen inkl. statischer Typüberprüfung
während des Kompiliervorgangs im Rahmen der Wartungsarbeiten und treten daher norma-
lerweise nicht in Produktivsystemen auf. Dynamische getypte Sprachen hingegen quiieren
unzulässige Aufrufe zur Laufzeit mit einem Typfehler und anschließendem Programmabbruch,
wenn dies nicht als Möglichkeit beim Entwurf bedacht und der Typfehler entsprechend abge-
fangen wird.
Semantische Seiteneﬀekte zeigen sich in ihrer schwächsten Form durch die Produktion feh-
lerhaer Ergebnisse (der Wertebereich einer Funktion ist falsch, es wird ein falscher Zahltyp
zugrunde gelegt, es wird mit einem falschen Zwischenergebnis aufgrund von Rundungsfeh-
lern weiter gerechnet etc.). Sie können aber auch zur Sicherheitslücke werden, wenn bspw.
Eingaben nicht geprü werden; derartige Angriﬀe auf Datenbanken sind unter der Bezeich-
nung SQL-Injection bekannt. Besonders Programmiersprachen ohne automatisches Speicher-
management können ein Sicherheitsrisiko darstellen, da durch die manuelle Speicherverwal-
tung die Gefahr von Speicherlecks und unzureichend geprüen Speicherbereichen steigen
kann. Unrühmlich hervorgetan haben sich in diesem Bereich C und C++. Meyer sieht das auto-
matische Speichermanagement als absolute Notwendigkeit ür die Entwicklung zuverlässiger
objektorientierte Systeme an [Mey97, S. 332, S. 294]. Dadurch dass die Ursache allgemein in
den Variablenwerten zu suchen ist, hil eine Typüberprüfung an dieser Stelle nicht weiter. Eine
Möglichkeit ist, an deﬁnierten Stellen im Code Tests der Werte zu platzieren. Gemeinhin wird
dies auch mit demAuau einer
"
internen Firewall\ verglichen. Die Methode desDefensive Pro-
gramming befasst sich mit dieser Art der Überprüfung: Sämtliche eingehende Daten werden
zunächst als potentiell unsicher angesehen und müssen getestet werden, bevor die Funktion
oder Methode weiterarbeitet. Diese Tests können entweder mit den üblichen Sprachmieln
wie Konditionalausdrücken oder mit Hilfe sog. Assertions implementiert werden. Assertions
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prüfen durch einfache logische Ausdrücke, ob eine Variable bzw. ihr Wert eine bestimmte Be-
dingung erüllt. Ist dies nicht der Fall, kommt es zu einem Assertion-Fehler und die Programm-
ausührung wird abgebrochen, da die Methode oder Funktion kein sinnvolles Ergebnis mehr
produzieren kann. Für eine mathematisch ausgerichtete Betrachtung von Assertions und ihre
Bedeutung bei der Zuordnung von Semantik zu Programmen sei auf [Flo67] verwiesen. Meyer
zitiert Hoare, der darauf hinweist, dass Alan Turing höchstselbst 1950 Assertions als einfaches
Miel zur Überprüfung eingeührt hat [Mey97, S. 407].
Assertions sind milerweile Teil aller gängigen Programmiersprachen, bieten in diesen Aus-
prägungen allerdings nur punktuellen Schutz, der zudem dieWartbarkeit schon durch die reine
Menge an Zusatzcode eher erschwert denn verbessert. Meyer geht mit seiner Alternative des
Design by Contract einen wesentlichen Schri weiter und fasst die Assertions nur als Teil eines
größeren Konzepts zur Sicherstellung der Programmkorrektheit auf [Mey97, S. 331]. Basis
dieses Konzepts ist die Auﬀassung, dass die Beziehung einer Klasse zu einem sie benutzenden
"
Klienten\ (üblicherweise ein Objekt einer anderen Klasse) als formale Übereinkun mit bei-
derseitigen Rechten und Pﬂichten zu sehen ist. Für die Umsetzung nutzt er ebenfalls Assertions,
die in dieser Form jedoch nur noch die Logik mit den obigen Assertions gemein haben:
"
An assertion is an expression involving some entities of the soware, and stating
a property that these entities may satisfy at certain stages of soware execution.\
[Mey97, S. 337]
Damit können Assertions nicht nur auf Methoden, sondern auch auf Klassen angewendet
werden; sie bilden die Grundbausteine ür die Formulierung sog. Pre- und Postconditions sowie
Klasseninvarianten. Methoden (oder Routinen, wie Meyer sie nennt) können mit Hilfe von Pre-
conditions Bedingungen zugewiesen werden, die beim Aufruf der Methode erüllt sein müssen.
Wie der Name nahe legt, beschreiben Postconditions Bedingungen, die zumMethodenende er-
üllt sein müssen. Eine Klasseninvariante überträgt die Bedingungen auf eine Klasse.
Auf Folgendes sei jedoch hingewiesen: Auch wenn durch die Formulierung von Bedingun-
gen durch Assertions dem normalen Code ähnliche Zeilen erzeugt werden, so darf nicht ver-
gessen werden, dass damit keine imperative Aussage erzielt werden soll, sondern eine appli-
kative. Assertions sind keine Instruktionen, die wie normale Befehle abgearbeitet werden und
den Zustand der
"
virtuellen Maschine\ verändern, sondern es handelt sich dabei um eine be-
schreibende Formulierung, die speziﬁziert, wie bestimmte mathematisch-logische Methoden
angewendet werden. Sie beschreibt,
"
was\ getan wird, nicht aber das
"
wie\ , und ergänzt damit
die syntaktische Seite des Codes (das
"
wie\) um eine semantische (und dokumentiert damit den
Code). Dadurch kann die Korrektheit eines Programms bis zu einem gewissen Grad garantiert
werden. Meyer betont den methodologischen Aspekt von Assertions: Sie sind ein konzeptuel-
les Werkzeug ür die Analyse, den Entwurf, die Implementierung und Dokumentation mit dem
Ziel,
"
eingebaute Zuverlässigkeit\ zu erreichen [Mey97, S. 341].
Mit Hilfe von Assertions lässt sich also konzeptionell die Zuverlässigkeit bzw. Stabilität ei-
nes Systems sicherstellen. Was aber soll passieren, wenn eine Assertion nicht erüllt wird?
Zuverlässigkeit wird von Meyer unterteilt in Korrektheit und Robustheit. Die Korrektheit be-
zieht sich auf die Konsistenz von Implementierung und Speziﬁkation, die durch Assertions
sichergestellt werden kann. Die Robustheit betri diejenigen Situationen, in denen Assertions
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nicht eingehalten werden oder das System aus anderen Gründen nicht weiterarbeiten kann.
Ein Programmabbruch ist allgemein keine passable Lösung, insbesondere nicht bei Systemen
im Produktivbetrieb. Meyer schlägt daher die Verwendung von Exceptions vor. Sie eröﬀnen
zwei Lösungswege:
• erneuter Versuch: Nach einer Korrektur der Umstände, die zu der Exception geührt ha-
ben, wird erneut versucht, die Routine auszuühren.
• Fehler (auch bekannt als
"
organized panic\): Die
"
Umgebung\ wird aufgeräumt (tem-
poräre Objekte löschen, Datei-Handles schließen usw.), der Aufruf terminiert und ein
Fehlerreport an den Aufrufer abgesetzt.
Der erste Lösungsweg stellt den Idealfall eines stabilen und robusten Systems dar. Allerdings
können nicht immer alle Eventualitäten beim Entwurf bzw. der Implementierung bedacht wer-
den, so dass früher oder später der zweite Lösungsweg beschrien werden muss. Dazu müssen
allerdings zwei Bedingungen erüllt sein ([Mey97, S. 417]):
1. Der aufrufende Klient muss eine Ausnahme erhalten (der
"
panic-\Teil), die ihn über den
Fehler informiert.
2. Das System muss in einen konsistenten Zustand überührt werden (der
"
organized\-
Teil), damit anschließend korrekt weitergearbeitet werden kann .
Exceptions sindmilerweile Teil der meisten objektorientierten Programmiersprachen, auch
wenn das Design-by-Contract-Konzept von ihnen i. a. nicht direkt unterstützt wird.
Fasst man die einzelnen Aspekte, die Einﬂuss auf die Stabilität haben, vor dem Hintergrund
des entstehenden alitätsmodells zusammen, lässt sich ür die syntaktische Seite festhalten,
dass die Verwendung statisch getypter Sprachen durch die statische Typüberprüfung einen
gewissen Schutz vor Seiteneﬀekten bieten. Gewiss deshalb, weil jede der aktuell verwendeten
Sprachen die Möglichkeit bietet, die Typisierung durch Typumwandung (Cast) zu unterlaufen.
Trotz dieses Risikos kann davon ausgegangen werden, dass die Stabilität in diesem Bereich nur
gering beeinﬂusst wird. Daher wird die
"
syntaktische Stabilität\ nicht in das zu entwickelnde
alitätsmodell eingehen. Die Wahl einer Programmiersprache mit einer automatischen Spei-
cherverwaltung (Garbage Collection) hingegen trägt nachhaltig zur Stabilität bei. Der Einsatz
von Assertions (in Form von Pre-/Postconditions und Klasseninvarianten) bzw. die Eingabe-
/Ausgabekontrolle an kritischen Stellen im System im Sinne des Defensive Programming ver-
bessert die semantischen Stabilität. Das gilt auch ür die Fehlerbehandlung durch Exceptions.
In welcher konkreten Form sich Stabilität als Struktur im Code manifestiert, hängt von der
verwendeten Programmiersprache ab und ist damit Teil des Soware-Modells. Eine Integrati-
on dieses alitätsaspekts in das alitätsmodell ist jedoch nur eingeschränkt möglich. Wie
auch bei den beiden vorherigen Untereigenschaen zeigt sich die Stabilität erst im Betrieb, d. h.
nachdem die Änderungen eingepﬂegt worden sind. Alle hier aufgeührten Sicherungsmaßnah-
men sind daher ausschließlich präventiver Natur. Dementsprechend ist eine Bewertung der
Stabilität nur über Prädiktoren möglich, die das Vorhandensein von stabilisierenden Maßnah-
men bzw. die Verwendung sich negativ auswirkender Konstrukte wie Return-Codes anzeigen.
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Sinnvoll erscheint die Konkretisierung des Stabilitätsbegriﬀ durch die von Meyer unter dem
Oberbegriﬀ Zuverlässigkeit aufgeührtenalitätseigenschaen Korrektheit und Robustheit, da
sie durch die eine Verbindung zu Strukturen im Code hergestellt werden kann. Eine tiefer ge-
hende Bewertung gestaltet sich jedoch schwierig: Ist die Abwesenheit von Return-Codes als
positiv ür die Robustheit zu bewerten? Können sie überhaupt von normalen
"
geer\-Return-
Angaben unterschieden werden? Wie umfangreich müssen Exceptions zum Einsatz kommen,
damit von einem
"
stabilen\ System gesprochen werden kann?
Zunächst kann ür dasalitätsmodell folgende Hypothese aufgestellt werden:
Hypothese. Die Stabilität eines Sowaresystems — die Abwesenheit von Seiteneﬀekten, hervorge-
rufen durch Modiﬁkationen — wird bestimmt durch seine Korrektheit und Robustheit.
Korrektheit und Robustheit hängen zwar partiell von den Eigenschaen der verwendeten
Programmiersprache ab, da es in dieser Arbeit aber um einen allgemeinenAnsatz zuralitäts-
bewertung vonellcode geht, werden Speziﬁka wie Speicherverwaltung und Klasseninvari-
anten als gegeben vorausgesetzt und gehen nicht weiter in die Bewertung ein. Entsprechend
lässt sich die Hypothese verfeinern:
Hypothese 3. Die Stabilität bzw. die Korrektheit und Robustheit eines Systems hängt ab von
(1) der Verwendung von Assertions (dies betri die Korrektheit) und (2) von der Verwendung
von Exceptions zur Fehlerbehandlung (dies betri die Robustheit).
Die Untereigenschaen Korrektheit und Robustheit können zwar anhand der beschriebenen
konzeptionellen Code-Strukturen identiﬁziert werden, eine Bewertung ist aber nur nominal
möglich. Es lässt sich nur bedingt abschätzen, in welchem Umfang Assertions und Excepti-
ons die Stabilität verbessern. Für Assertions kann folgende Annahme gemacht werden: Besitzt
eine Funktion oder Methode Parameter, so hängt ihre Funktionsweise von den übermielten
Werten ab. Dem Defensive Programming-Ansatz zufolge müssten diese mit Assertions geprü
werden. Für die Bewertung der Stabilität wäre dann ein Abgleich der Parameterliste und der
zugehörigen Assertions denkbar, soweit diese denn vorhanden sind. Bei der Verwendung von
Exceptions könnte die Anzahl gefangener und weitergeleiteter Ausnahmen und ein Vergleich
beider Werte Hinweise auf die Robustheit geben. Bspw. deuten zahlreiche catch-Blöcke in ei-
ner Methode und wenige/keine weitergereichten Ausnahmen darauf hin, dass hier ein erneuter
Ausührungsversuch unternommen werden soll.
Bei der Bewertung stellt sich außerdem die Frage, wie Assertions und Defensive-Program-
ming-Techniken vor dem Hintergrund der allgemeinen Wartbarkeit einzuschätzen sind. Beide
Ansätze erhöhen den Code-Umfang, der bei Modiﬁkationen potentiell angepasst, auf jeden Fall
aber überprü werden muss. Je nach Systemgröße kann dies zu einen kaum überschaubaren
Mehraufwand ühren [Mey97, S. 343]. Eine Antwort kann hier jedoch nicht gegeben werden
und muss Gegenstand weiterer Untersuchungen sein.
Testbarkeit
Die Testbarkeit soll die Korrektheit des Programms nach Änderungen möglichst umfassend
sicherstellen.
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Die im ISO-Standard 9126-3 vorgeschlagenen Verfahren zur Erfassung der Testbarkeit be-
fassen sich mit dem Umfang autonomer Hilfsfunktionen im ellcode. Die dazu angeührten
Metriken zur Vollständigkeit bzgl. der in der Speziﬁkation aufgeührten Tests und der Darstel-
lung von Testergebnissen während eines Testlaufs sind ür eine Beurteilung des ellcodes
jedoch irrelevant. Die Ermilung der Testautonomie des Systems hingegen ist sowohl auf der
Systemebene als auch systemintern wichtig, da besonders bei umfangreichen Systemen ein
manueller Test eine umfassende Prüfung der Korrektheit nicht mehr gewährleisten kann. Für
eine Bewertung der systeminternen Testbarkeit ist damit aus Sicht der Autonomie der Grad
und die Güte der Modularisierung ausschlaggebend.
Autonomie ist allerdings nur ein Aspekt der Testbarkeit. Binder versteht Soware-Tests ganz
allgemein als das Ausühren von Code unter der Verwendung von ausgewählten Eingabe- und
Zustandskombinationen, um Fehler aufzuspüren [Bin99, S. 44]. Die Grundlage daür sind Kom-
ponenten. Aus Testsicht ist eine solche Komponente ein während der Entwicklung sichtbares
Soware-Aggregat wie bspw. eine Klasse, Funktion oder Subsystem, das über eine Schnistelle
verügt. Dadurch existiert eine Möglichkeit, unter Wahrung der Kapselung auf die Funktiona-
litäten des Aggregat zuzugreifen. Eine
"
angemessene\ Modularität ist damit nicht nur eine
Voraussetzungen ür die Testautonomie, sondern ür das Testen überhaupt.
Tests sollten immer einer deﬁnierten Teststrategie folgen, um in der Menge aller möglichen
Tests diejenigen zu ﬁnden, die mit vertretbarem Aufwand eine möglichst umfangreiche Kor-
rektheit erreichen. Dabei kann ein Test jedoch nie die Abwesenheit von Fehlern zeigen, son-
dern nur ihr Vorhandensein (Dijkstra in [DDH72]). Konkrete Teststrategien werden immer auf
der Basis eines Fehlermodells entwickelt [Bin99, S. 66]. Zwei allgemeine Fehlermodelle und
zugehörige Strategien sind bekannt: Das
"
conformance-directed testing\ prü, ob das System
einer bestimmten Speziﬁkation oder Anforderung genügt. Die Konformität kann allerdings
auch ür Systeme gezeigt werden, deren Implementierung fehlerha sind. Die zweite Strate-
gie, das
"
fault-directed testing\ , sucht nach solchen Implementierungsfehlern. Da die Anzahl
möglicher Kombinationen von Eingaben, Systemzuständen, Ausgaben undAusührungspfaden
schon bei kleinen System sehr groß werden kann, ist ür die zweiten Strategie ein Fehlermodell
notwendig, dass neben den besonderen Eigenheiten des Systems auch die ür das Programmier-
paradigma speziﬁschen Fehlerformen und -schwerpunkte berücksichtigt. Das Fehlermodell er-
möglicht damit eine Abschätzung, mit welcher Menge an Testdaten die Korrektheit überprü
werden kann, ohne dass wesentliche Fehler unerkannt bleiben.
Für eine Bewertung der Testbarkeit vonellcode ist nur das
"
fault-directed testing\ und die
damit verbundenen Strukturen imellcode relevant. Auauend auf der Teststrategie werden
Test-Suiten entworfen, wobei die zwei folgenden Ansätze relevant sind:
• Responsibility-based/Black Box Testing: Ausgehend von den Verantwortlichkeiten ge-
genüber anderen Systembestandteilen wird die Funktionalität einer Komponente getes-
tet. Die konkrete Implementierung der Komponente ist dabei nicht von Interesse, es wird
ausschließlich über die Schnistelle kommuniziert.
• Implementation-based/White Box Testing: Im Gegensatz zum Black-Box-Testen wird bei
diesem Ansatz ganz explizit auf die Implementierung eingegangen. Dazu ist allerdings
entweder auf der Seite der Programmiersprache ein Mechanismus notwendig, der einen
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Zugriﬀ auf die Interna einer Komponenten ermöglicht (z. B. der friend-Mechanismus in
C++), oder es muss eine beim Testen nachträgliche Instrumentierung des Codes staﬁn-
den, die einen solchen Zugriﬀ herstellt.
Das System wird ür den Test üblicherweise in die Bereiche
"
Unit\ ,
"
Integration\ und
"
Sys-
tem\ unterteilt. Unit-Tests befassen sich mit den kleinsten Komponenten, die getestet werden
können. Dazu zählen bspw. Klassen. Integrationstests prüfen die Komposition der Komponenten
und testen die Kommunikation sowie die Schnistellen. Systemtests untersuchen die funktiona-
len und nicht-funktionalen Eigenschaen des Gesamtsystems. Dieser Ansatz ermöglicht — eine
entsprechende Modularität vorausgesetzt — umfassende automatische Tests und hat schon vor
geraumer Zeit Eingang in die Sowareentwicklung gefunden. Bekannt ist der Continuous Inte-
gration-Ansatz (s. bspw. [DMG07]), der von verschiedenen Implementierungen ﬂankiert wird
(u. a. CruiseControl [10a] und BuildBot [War10]) und die existierenden Unit-Test-Frameworks
nutzt, z. B. JUnit ([06b]).
Unbeantwortet ist allerdings noch immer Frage nach der adäquaten Testmenge, die mit Hilfe
des Fehlermodells abgeschätzt werden soll. Weyuker hat dazu einen Kriterienkatalog entwor-
fen [Wey88], mit dessen Hilfe die Güte von Testdaten ür dasWhite-Box-Testen bestimmt wer-
den kann. Aus den Kriterien lassen sich Anforderungen an die Strukturierung des ellcodes
ableiten.
Welche Auswirkungen haben diese Axiome zusammenmit den durch die Objektorientierung
eingeührten Strukturierungsmöglichkeiten auf die Testbarkeit? Das objektorientierte Paradig-
ma bietet mächtige Konstrukte ür die Entwicklung von Systemen, die jedoch mit ganz eige-
nen Fehlerrisiken und Testproblemen zu kämpfen haben. Die Kapselung von Operationen und
Variablen in Klassen, die vielen Wege, ein System aus Objekten zu konstruieren sowie die For-
mulierung komplexen Verhaltens mit Hilfe weniger einfacher Statements ermöglicht es dem
Entwickler, eleganten und schlanken ellcode zu schreiben [Bin99, S. 67]. Perry und Kai-
ser widerlegen jedoch die intuitiv naheliegende Vermutung, dass bspw. durch die Vererbung
der Testaufwand in ähnlichem Maße wie den Programmieraufwand reduziert werden kann
[PK90]. Indem sie die Axiome von Weyuker auf die Vererbung anwenden, kommen sie zu dem
Ergebnis, dass obwohl eine Klasse, die als adäquat getestet angesehen wird, alle davon abge-
leiteten Klassen separat getestet werden müssen (folgt aus dem Antidecomposition-Axiom).
Darüber hinaus erfordern diese Tests ür jede Klasse eine eigene Testmenge (folgt aus dem
Antiextensionality-Axiom). Dies gilt auch ür in Subklassen überschriebene Methoden. Insge-
samt aestieren Perry und Kaiser der Objektorientierung einen höheren Testaufwand, da jede
Vererbungsebene separat getestet werden muss, und das sowohl komponentenweise als auch
integrativ. Das
"
Urgestein\ des prozeduralen Tests, die statische Pfadanalyse, ist angesichts
der Möglichkeiten des Polymorphismus (sowohl statisch zur Compile-Zeit, bspw. durch Tem-
plates oder Generics, oder dynamisch zur Laufzeit) und des Late Binding ür den Entwurf von
Tests nur von geringen Nutzen. Zudem erhöhen beide Techniken massiv die Anzahl möglicher
Ausührungspfade. Bis dato gibt es keine Werkzeuge, die bei der Test Coverage-Analyse über
die Methode und deren statischen Aufruf hinausgehen [Bin99, S. 105].
In Anbetracht der ür einen vollständigen Test notwendigen Menge von Einzeltests und des
Statement Coverage-Axioms ist die Testbarkeit großer objektorientiert implementierter Sys-
teme insgesamt fraglich, sowohl was den Entwurf der Testmenge, ihren Umfang als auch den
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Zeitbedarf angeht. Es gibt jedoch Spekulationen, nach denen durch einen umfassenden Test
der verwendeten Basisklassen der Aufwand ür die Tests der abgeleiteten Klassen um 40–70%
reduziert werden kann [Bin99, S. 97]. Belege wurden daür zwar bisher noch nicht erbracht,
aber Harrold et al. konnten zeigen, dass ihr Hierarchical Incremental Testing-Ansatz in der La-
ge ist, die Testmenge zu reduzieren bzw. die Möglichkeit der Wiederverwendung von Tests
zu demonstrieren [Bin99, S. 100]. Die Strukturierung des ellcodes mit Hilfe der Vererbung
verbessert damit potentiell die Testbarkeit.
Zusammenfassend betrachtet wird die Testbarkeit eines Systems imWesentlichen bestimmt
durch den Grad der Autonomie der Tests und dem Testumfang. Die Autonomie betri dabei
sowohl die funktionale als auch die strukturelle Dekomposition. Erstere erlaubt eine separa-
te Prüfung der einzelnen Funktionalitäten und betri damit die Kohäsion der Komponenten.
Die strukturelle Dekomposition zielt ab auf die Möglichkeit, Komponenten unabhängig von-
einander testen zu können und wird entsprechend beeinﬂusst durch deren Kopplung. Die Be-
schränkung des Testumfangs, wie sie bspw. durch den Einsatz von Vererbung möglich scheint,
ist noch nicht soweit erforscht, als dass sie eine valide Bewertungsmöglichkeit bieten könnte.
Die Vererbungstiefe wird daher nur insoweit einbezogen, dass sich ﬂache Hierarchien positiv
auf die Testbarkeit auswirken. Ebenso wenig existieren konkrete Zahlen, die einen akzepta-
blen Autonomiegrad beschreiben. Daher werden ür die Bewertung der Testbarkeit dieselben
Kriterien zugrunde gelegt wie ür die Bewertung der Änderbarkeit (s. Abschni 5.3.1, S. 70).
Vererbungshierarchien verschlechtern die Testbarkeit durch den höheren Testaufwand. Somit
kann folgende Hypothese zur Testbarkeit aufgestellt werden:
Hypothese 4. Die Testbarkeit eines Systems wird bestimmt durch (1) den Grad der Autonomie
der zu testenden Komponente und damit durch die Modularität, und (2) die Größe der in der
Komponente vorliegenden Vererbungstiefen.
Standardkonformität
Der ISO-Standard 9126-3 schlägt zur Ermilung der Standardkonformität desellcodes bzgl.
seiner Wartbarkeit vor, anhand von dazu existierenden Standards die Implementierung zu prü-
fen und Verstöße aufzuzeigen. Etablierte und auch brauchbare Standards sind jedoch nicht
verügbar, wie Kapitel 2 deutlich macht. Auch der einzige weit verbreitete Standard, der sich
mit der Wartbarkeit näher befasst (ISO 9126), macht keine konkreten Angaben zu ellcode-
Strukturen u. ä. (s. zur Eignung auch Abschni 2.3, S. 16).
Was einem Standard ürellcode-Konformität am Nächsten kommt, sind sog. Coding Stan-
dards, wie sie ür die meisten Programmiersprachen existieren. Für Java gibt es bspw. die Ja-
va Code Conventions ([99b]), die sehr detailliert auf die Organisation der ellcode-Dateien,
Einrücktiefe, Kommentierung, und Namenskonventionen ür Bezeichner eingehen. Darüber
hinaus geben sie Hinweise auf Best Practices bei der Programmierung. Besonders bei populä-
ren Sprachen stehen jedoch mehrere solcher Coding Standards in Konkurrenz (ür Java gibt es
bspw. auch Coding-Konventionen von IBM und der US Navy).
Zusätzlich zu solchen allgemeinen Richtlinien werden ür größere Projekt o eigene Vorga-
benkataloge erstellt. Sie enthalten Angaben zu projektspeziﬁschen Bezeichnern oder zur Doku-
mentation desellcodes, umdarausmitWerkzeugenwie Javadoc ([04b]) API-Beschreibungen
79
5 Ein alitätsmodell zur Beurteilung von ellcode
extrahieren zu können. Ein Beispiel ür einen derart strukturierten Bezeichner: CTopFittingTa-
bleNamesData ([Teß04, S. 90]); dies ist der Name einer Klasse (C) aus dem Modul top (Top), die
sich der Beschlagsermilung (Fitting) befasst.
Durch die projektspeziﬁsche Entscheidung ür einen der konkurrierenden Coding Standards
und den zusätzlichen eigenen Vorgaben ist ein allgemeiner Bewertungsansatz nur schwer zu
realisieren. Sollte auch ein kleinster gemeinsamer Nenner aus den betreﬀenden Vorgaben er-
mielt werden können, so stellt sich weiterhin die Frage, wie Verstöße zu bewerten sind. Ist
ein nicht konformer Klassenname ebenso gravierend wie der Verstoß gegen eine Strukturvor-
gabe? Letztendlich zielen Standards dieser Art darauf ab, dass sich ein Entwickler schnell im
ellcode zurecht ﬁndet und bekannte Fallstricke in der Programmierung durch Anwendung
von Best Practices vermieden werden. Die Orientierung wird schon mit der Analysierbarkeit
bewertet (s. Abschni 5.3.1, S. 67). Die Befolgung von Best Practices kann nicht ohne Weiteres
ermielt werden, da es sich in der Regel um allgemein formulierte Faustregeln handelt und
nicht im konkrete Hinweise. Die Kapitel 2 bis 4 beleuchten derartige Regeln und die damit
verbundenen Schwierigkeiten. Aus diesen Gründen ﬁndet die separate Bewertung der Stan-
dardkonformität keinen Eingang in das in dieser Arbeit entwickelte alitätsmodell.
5.3.2 Portabilität
Die Portabilität eines Systems wird geprägt durch seine Anpassungsähigkeit, Installierbarkeit,
Koexistenz, Ersetzbarkeit und Standardkonformität.
Portabilität bezeichnet die Eigenscha eines Systems, in anderen Systemumgebungen einge-
setzt werden zu können. Dabei kann es sich um andere Hardware- aber auch Sowareumge-
bungen handeln sowie um eine Übertragung auf eine neue Version der verwendeten Program-
miersprache. In kleinerem Umfang tri Portabilität in Form der Konﬁguration in Erscheinung
und bezeichnet dann die Anpassung einer Installation an die konkreten Einsatzbedingungen.
Anpassungsfähigkeit
Die Anpassungsähigkeit eines Systems zeigt sich daran, wie gut es an eine konkrete Einsatz-
umgebung angepasst werden kann.
Der ISO-Standard 9126-3 empﬁehlt ür die Ermilung dieser Untereigenscha, die Anpas-
sungsähigkeit von Datenstrukturen zu erheben, die Anzahl an Hardware- und Soware-ab-
hängigen Funktionen zu erfassen und deren Änderbarkeit zu bestimmen. Die Abhängigkeit von
Hard- und Soware sollte nach den Empfehlungen von Bass et al. in wenigen Modulen kon-
zentriert werden, was praktisch durch die Trennung von Plaform- und Produktarchitektur
auch umgesetzt wird, wie Soni et al. ermieln konnten. Für eine Identiﬁkation dieser Stellen im
ellcode ist allerdings Zusatzwissen auf Seiten des Entwicklers erforderlich, da aus dem Code
selbst nicht notwendigerweise hervorgeht, ob bspw. eine verwendete Klasse vom Betriebssys-
tem oder einem Zusatzprodukt bereitgestellt wird. Dies gilt auch ür die Hardware-nahen Mo-
dule. Eine gute Modularisierung ist aber die Voraussetzung ür eine derartige Kapselung von
Funktionen, weshalb eine Abschätzung der Anpassungähigkeit auch durch die Bewertung der
Änderbarkeit erfolgen kann.
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Hypothese 5. Die Bewertung der Anpassungsähigkeit ist abhängig von der Strukturierung des
ellcodes in der Form, wie sie auch zur Bewertung der Änderbarkeit herangezogen wird.
Installierbarkeit
Die Installierbarkeit untersucht, wie gut ein System in eine bestehende Umgebung eingeügt
werden kann.
Die Empfehlungen aus ISO 9126-3 beschränken sich darauf, die Anzahl der Installations-
schrie und deren Automatisierungsgrad zu erfassen. Da sowohl die Anforderungen, die durch
die neue Umgebung bestehen, als auch die dazu passenden Schnistellen auf der Systemsei-
te sich allgemein nicht aus dem ellcode herleiten lassen, ist dieses Untereigenscha nicht
geeignet, Teil des alitätsmodells zu werden und wird daher nicht weiter berücksichtigt.
Koexistenz
Die Koexistenz zeigt, wie gut ein System mit anderen Systemen zusammenarbeiten kann.
Ermielt werden soll laut Empfehlung dazu die Anzahl der Einheiten, mit denen das Produkt
laut Speziﬁkation zusammenarbeiten kann, und die Anzahl der im produktiven Einsatz beﬁnd-
lichen Einheiten, die eine Koexistenz benötigen. Da sich die Angaben dazu nur in der Speziﬁka-
tion wiederﬁnden, ist wie bei der Bewertung der Anpassungsähigkeit auch hier Zusatzwissen
notwendig, um die Abhängigkeiten im ellcode identiﬁzieren zu können. In welchen Um-
fang diese Identiﬁkation möglich ist, lässt sich angesichts der vielen Formen von Abhängigkeit
kaum vorhersagen Im einfachsten Fall wird möglicherweise nur ein Paket importiert, schwieri-
ger nachzuweisen ist hingegen die Verwendung einer bestimmten Datenbank. Eine vergleich-
bare Orientierung der Bewertung an der Strukturierung, wie sie bei der Anpassungähigkeit
möglich ist, kann daher nicht vorgenommen werden. Dementsprechend gibt es keine allge-
mein eindeutigen imellcode zu ermielnden Merkmale, die eine Aufnahme der Koexistenz
als Untereigenscha in dasalitätsmodell rechtfertigen könnten.
Ersetzbarkeit
Die Ersetzbarkeit eines Systems beschreibt die Ersetzung einer bestehenden Installation durch
eine neue Version oder durch ein kompatibles Produkt.
Bewertet wird die Ersetzbarkeit nach ISO 9126-3 durch die Anzahl der Daten und Funktionen,
die bei einem Wechsel unverändert übernommen bzw. verwendet werden können. Ausgangs-
punkt ist die Speziﬁkation der betroﬀenen Daten und Funktionen, wodurch eine automatisier-
te Herleitung aus dem ellcode schwierig ist. Für eine Beurteilung könnte man sich einen
Vergleich des ellcodes der alten und neuen Version vorstellen, der die Unterschiede in der
Datenbehandlung bzw. Funktionalität oﬀenlegt. Da Versionswechsel aber üblicherweise um-
fassende Änderungen amellcode mit sich bringen, würden diese Unterschiede in der Menge
wahrscheinlich untergehen. Darüber hinaus düre es schwierig werden, an denellcode ei-
nes gekauen Produkts zu gelangen. Die Ersetzbarkeit ist damit insgesamt nicht geeignet, die
Portabilität im Rahmen desalitätsmodells zu bewerten.
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Standardkonformität
Die Bewertung der Standardkonformität bzgl. der Portabilität wird aus denselben Gründen
nicht mit in dasalitätsmodell aufgenommen, wie sie in Abschni 5.3.1 auf S. 79 beschrieben
werden.
Zusammenfassung Abschni 5.3
Die in den Unterabschnien aufgestellten Hypothesen zielen im Wesentlichen ab auf die hier-
archischeDekomposition in Formder Vererbung undAggregation bzw. Komposition von Struk-
turelementen. Dabei ist sowohl der Umfang der Vererbung und Elemente als auch die An-
zahl und Art der Verbindungen von Interesse. Maßgebliches strukturierendes Konstrukt ist die
Schnistelle. Sie begrenzt nach außen die Art und den Umfang der Kopplung und hat Einﬂuss
auf die Autonomie der einzelnen Elemente.
Die Programmiersprache ist als externer Einﬂussfaktor kein Teil des alitätsmodells, son-
dern konkretisiert die möglichen Ausprägung einzelner Merkmale durch ihre syntaktische Ele-
mente. Je nach Mächtigkeit kann sie allerdings auch die Konkretisierung einschränken; dies
betri hauptsächlich die Stabilität mit ihren Pre-/Postconditions und Klasseninvarianten, da
diese von nur wenigen Sprachen unterstützt werden.
Die Zerlegung der Portabilität in Untereigenschaen hat gezeigt, dass diese alitätseigen-
scha im Bereich der Anpassungsähigkeit große Ähnlichkeit mit der Änderbarkeit hat und
daher eine weitere Unterteilung der Anpassungsähigkeit nicht sinnvoll ist. Sämtliche wei-
teren Untereigenschaen sind ür eine Ermilung aus ellcode nicht geeignet und werden
nicht mit in dasalitätsmodell aufgenommen.
Nach einer kurzen Betrachtung des Komplexitätsbegriﬀs kann jetzt die Zerlegungssystema-
tik des alitätsbegriﬀs deﬁniert werden. Die Zuordnung der Hypothesen bzw. der daraus
abgeleiteten alitätsmerkmale bereitet dann die Deﬁnition der Messaufgaben und -objekte
vor.
5.4 Komplexität alsalitätsmerkmal?
Der Komplexitätsbegriﬀ taucht im Bereich des Soware-Engineering und der Analyse an vie-
len Stellen auf. Es gibt Maße ür die Ermilung von Komplexität und Maßnahmen, um mit zu
großer Komplexität umzugehen. Manche versuchen auch eine Abgrenzung von Komplexität
und Kompliziertheit: Komplizierte Systeme erlauben sichere Vorhersagen bei Kenntnis aller
Komponenten und deren Beziehungen, komplexe Systeme hingegen sind auch dann nicht vor-
hersagbar. Im allgemeinen Sprachgebrauch werden beide Begriﬀe synonym verwendet, wobei
in der Informatik wohl eher die Kompliziertheit eines Systems gemeint ist. Der Entwickler
sollte schließlich genau wissen, was das von ihm geschriebene Programm tut.
Komplexität bzw. Kompliziertheit ist immer dann ein Problem, wenn sie zu Verständnis-
schwierigkeiten ührt. Die wahrgenommene Komplexität eines Systems bzw. des zugrunde
liegendenellcodes könnte daher als negativealitätseigenscha in Betracht gezogen wer-
den. Der Versuch einer Einbeziehung ist allerdings problematisch:
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1. Zunächst wäre eine Deﬁnition des Begriﬀs notwendig. Viele Autoren haben sich dar-
an versucht, allein in der Informatik gibt es Deﬁnitionen mit völlig unterschiedlichen
Zielrichtungen: Die Komplexitätstheorie versucht, den Ressourcenbedarf eines Problems
abzuschätzen; die Deﬁnition im Kontext der Informationstheorie beschreibt den Infor-
mationsgehalt einer Nachricht (Kolmogorov-Komplexität). Für die alitätsbewertung
kommt Komplexität als Gegenteil von Einfachheit einer brauchbaren Deﬁnition wohl
am Nächsten.
2. Komplexität ist immer abhängig vom Betrachter, d. h. es handelt sich hierbei um eine
subjektive Einschätzung, die abhängig ist von Erfahrung und Vorbildung. Die gebotenen
Informationen weisen eine nicht angemessene Strukturierung auf bzw. werden nicht
entsprechend präsentiert, wodurch es zu einer Überforderung der Kognitionsähigkei-
ten kommt (s. dazu auch [Mil56]).
Booch behauptet, dass Soware inhärent komplex ist [Boo93, S. 5]. Als Gründe ührt er die
Komplexität der Problemdomäne und des Entwicklungsprozesses selbst an sowie die große Fle-
xibilität von Soware im Hinblick auf die Möglichkeiten der Problemlösung und die Schwie-
rigkeit, das Verhalten von diskreten Systemen zu beschreiben (s. dazu auch [Cou85]). Eine
bewährte Strategie, um mit dieser inhärenten Komplexität umzugehen, ist die Etablierung von
Struktur, sowohl in der Problemdomäne und im Entwicklungsprozess als auch im ellcode
selbst in Form von Kapselung (vereinfacht die Beschreibung) und Mustern (beschränken die
Flexibilität). Damit wären Komplexität und Struktur aber zwei Seiten derselbenMedaille: Kom-
plexität ist die Abwesenheit von Struktur. Der Grad der Strukturierung spielt bei vielen der in
diesem Kapitel aufgeührtenalitätsuntereigenschaen wie bspw. der Analysierbarkeit eine
zentrale Rolle und wird dort mit entsprechenden Merkmalen abgeschätzt, die Komplexität ist
damit in gewisser Weise schon Teil des alitätsmodells. Eine explizite Berücksichtigung der
Komplexität ist neben der Subjektivität der Bewertung und der schwierigen Deﬁnition auch
aus diesem Grund nicht sinnvoll. Trotz dieser Schwierigkeiten gibt es Versuche, die Komplexi-
tät als Merkmal mit in die Bewertung aufzunehmen. Dazu gehört die Betrachtung der Anzahl
möglicher linear unabhängiger Pfade durch eine Funktion oder Methode, wie sie bspw. durch
die zyklomatische Komplexität von McCabe erfolgt. Sie hat sich als ein Indikator ür risiko-
behaete Stellen im ellcode bewährt. Die Bezeichnung dieses Maßes deutet schon auf die
zugrunde liegende Hypothese hin, dass eine hohe Pfadanzahl gleichgesetzt wird mit einer ho-
hen wahrgenommenen Komplexität und entsprechenden Häufung von Fehlern.
5.5 Basis desalitätsmodells
5.5.1 Zerlegungssystematik
Die Zerlegungssystematik ür das alitätsmodell basiert auf dem FCM-Ansatz, der jedoch
entsprechend der Deﬁnition des alitätsbegriﬀs in ISO 9126-1 und dem Modell von Wall-
müller (s. [Wal01, S. 46]) erweitert wird, um die in den vorigen Abschnien aufgestellten
Hypothesen einordnen zu können (s. auch Abb. 5.5 auf S. 84):
• Ziel ist die interne Produktqualität.
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• Diese lässt sich bewerten anhand der EigenschaenWartbarkeit und Portabilität.
• Jede dieser Eigenschaen kann weiter aufgeschlüsselt werden in verschiedene Unterei-
genschaen wie Analysierbarkeit oder Stabilität.
• Jede Untereigenscha wird geprägt von einem oder mehreren Merkmalen.
• Die Ebene der abgeleiteten Merkmale umfasst Entwurfsregeln wie geringe Kopplung, ho-
he Kohäsion und schmale Schnistellen. Sie bestimmen zusammen mit dem Soware-
modell die Messaufgaben.
• Die Kenngrößen zu den abgeleiteten Merkmalen können schließlich aus dem ellcode
ermielt und anhand der zugehörigenWertebereiche interpretiert werden.
Qualität Eigenschaft Untereigenschaft Merkmal abgeleitetes Merkmal Kenngröße
Abbildung 5.5: Zerlegungssystematik ür dasalitätsmodell.
Die abgeleitetenMerkmale und damit auch die Kenngrößenwerden teilweise bestimmt durch
verschiedene Einﬂussfaktoren, die abhängig sind von speziﬁschen im Projekt getroﬀenen Ent-
scheidungen. Dazu gehört die Wahl der Programmiersprache und der Entwurfsmethode (ob-
jektorientiert, funktional etc.), u. U. auch die Wahl des Komponentenmodells. Dies hat Auswir-
kungen insbesondere auf die Strukturierungsmöglichkeiten, die Blickwinkel und die verüg-
baren Kenngrößen. Bevor eine vollständige Deﬁnition des alitätsmodells gegeben werden
kann, muss daher das zugehörige Sowaremodell vorliegen. Einige der aufgestellten Hypothe-
sen greifen dem schon vor, indem sie Annahmen zu den Einﬂussfaktoren machen, z. B. wird
die Testbarkeit beeinﬂusst von der Vererbung. Dies ist allerdings ein normaler Auswahlprozess,
der immer im Hinblick auf das Untersuchungsobjekt erfolgt, um eine möglichst realitätsnahes
alitätsmodell zu erhalten. Im Fall der in dieser Arbeit untersuchten Fallstudie sind als Ein-
ﬂussfaktoren sowohl die Entwurfsmethode (objektorientiert) als auch die Programmiersprache
(Java) relevant.
5.5.2 Zuordnung der Hypothesen
Die Zerlegung der Eigenschaen Wartbarkeit und Portabilität wurde in den Abschnien 5.3.1
bzw. 5.3.2 erläutert. Es folgt die Zuordnung der konkreten und der davon abgeleiteten Merk-
male zu den Untereigenschaen, um den ersten Teil desalitätsmodells zu vervollständigen.
Analysierbarkeit Ein in der Hypothese aufgeührtesMerkmal ist der Umfang von Entitäten.
Damit ist die Größe feingranularer Elemente wieMethoden und Klassen gemeint, aber auch die
Anzahl der Elemente pro Struktureinheit. Letzteres wird hier als Hierarchisierung bezeichnet.
Die Anzahl der Verbindungen pro Element wird bestimmt durch die Kopplung. Neben der An-
zahl ist auch die Ausgestaltung feingranularer Elemente, speziell der Umfang möglicher Pfade,
ür die Bewertung von Belang.
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Die Programmiersprache als externer Einﬂussfaktor deﬁniert die Ausgestaltungen desell-
codes. In diesem Fall betri dies die Möglichkeiten der Strukturierung, insbesondere die Er-
zeugung von Hierarchien: Die Vererbung, die Organisation von syntaktischen Elementen in
Klassen und Paketen sowie die Komposition von Komponenten.
Der Einﬂuss von redundantem Code auf die Analysierbarkeit wird nicht nur die Anzahl der
Redundanzen, sondern auch durch ihren jeweiligen Umfang bestimmt.
Änderbarkeit Die Hypothese zur Änderbarkeit zielt ab auf die Strukturierung, genauer: die
Modularität des ellcodes. Sie wird bestimmt durch die Kohäsion der einzelnen Elemente
und durch ihre Schnistellen. Relevant sind die Komplexität der Methodenschnistellen, die
Anzahl der Verbindungen zu anderen Elementen über die Schnistelle (=Kopplung) und die
Breite der gesamten Klassenschnistelle (=Anzahl öﬀentlicher Variablen und Methoden).
Sowohl der Umfang als auch die Redundanz der von einer Änderung betroﬀenCode-Bereiche
haben Einﬂuss auf die Änderbarkeit.
Stabilität Sowohl die Bewertung der Korrektheit als auch Robustheit sind nur eingeschränkt
möglich. Für Exceptions kann ein Vergleich der Anzahl gefangener und weitergeleiteter Aus-
nahmen Hinweise auf die Robustheit geben. Die Korrektheit hingegen kann abgeschätzt wer-
den durch Assertions, die die eingehenden Parameter einer Methode prüfen.
Testbarkeit Die Testbarkeit ist abhängig vom Grad der Autonomie der Elemente und der
Vererbungstiefe und sind damit Teil der Modularität.
Portabilität und ihre Untereigenschaen Die Portabilität geht nur über die Untereigen-
scha der Anpassungsähigkeit in das alitätsmodell ein, die auf dieselbe Weise bewertet
wird wie die Änderbarkeit. Eine nährere Untersuchung dieser Untereigenscha ist damit nicht
erforderlich.
Zusammenfassung Abschni 5.5
Auf Basis der Zerlegungssystematik wurden die in den Hypothesen aufgeührten Bewertungs-
hinweise bis zur Ebene der abgeleiteten Merkmale zugeordnet. Abbildung 5.6 zeigt eine Dar-
stellung dieser Zerlegung. Damit ist der erste Teil des alitätsmodells abgeschlossen.
Aus den abgeleitetenMerkmalen lassen sich nun zusammenmit dem Sowaremodell, das die
besonderen Eigenschaen der Programmiersprache berücksichtigt und die relevanten Struk-
turierungsmöglichkeiten herausstellt, die Messobjekte und -aufgaben bestimmen. Die Zuord-
nung von Grenzwerten und eine Berechnungsvorschri, mit der die Werte zu Aussagen über
einzelne Merkmale kombiniert werden können, vervollständigen dasalitätsmodell.
5.6 Messaufgaben und -objekte
Die im Rahmen des Messprozesses deﬁnierten Ziele und die daraus abgeleiteten Messaufgaben
deﬁnieren die Ausgestaltung des ersten Teils desalitätsmodells. Der zweite Teil besteht aus
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Abbildung 5.6: Basis desalitätsmodells.
den konkreten Messaufgaben und den Maßen, mit deren Hilfe Kenngrößen ür die Bewertung
ermielt werden können. Die von der Programmiersprache vorgesehenen Strukturierungs-
elemente bestimmen dabei die zugehörigen Messobjekte. Die Interpretation der Kenngrößen
beschließt dann die Entwicklung desalitätsmodells.
5.6.1 Das Sowaremodell
Sowaremodelle oder Abstraktionen von Programmen sind die Grundlage jeder statischen
Analyse von ellcode und haben die Aufgabe, die im Kontext der jeweiligen Untersuchung
relevanten Aribute herauszustellen. Dabei beeinﬂusst sowohl die verwendete Programmier-
sprache als auch das Messziel die Menge dieser Merkmale.
Ein Programm bzw. dessenellcode spiegelt eine bestimmte Idee einer Abfolge von Aktio-
nen wider. Diese Abfolge kann sich nur der Miel bedienen, die das der Sprache zugrunde lie-
gende Abstraktionsmodell zur Verügung stellt. Ein Beispiel ist die Verwendung von konditio-
nalen Bedingungen oder Schleifen. Frühe Sprachen wie die verschiedenen Assembler-Dialekte
halten sich mit ihrem Abstraktionsmodell sehr eng an die unterliegende Hardware; der Kap-
selungsgedanke ﬁndet sich nur in rudimentärer Form, bspw. als benannte Code-Abschnie.
Moderne Sprachen besitzen ein Typenkonzept, kennen Schleifen und Konditionalausdrücke,
und können mit Hilfe von Funktionen bzw. Prozeduren eine Sichtbarkeitsbeschränkung von
Elementen deﬁnieren. Damit kann das Information Hiding und der Modularisierungsgedanke
von Parnas praktisch umgesetzt werden (s. [Par72]).
Die zur Implementierung der Fallstudie verwendete Programmiersprache gehört zu den ob-
jektorientierten Sprachen. Das ür die Bewertung benötigte Sowaremodell muss daher die
durch dieses Paradigma eingeührten Strukturierungsmöglichkeiten berücksichtigen. Der nach-
folgende Abschni bietet in einen kurzen Überblick die relevanten Aspekte (s. dazu bspw.
[Amb01]), bevor ihre Umsetzung in Form der Sprache Java betrachtet wird (nach [Krü06]).
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Objektorientierung
Die grundlegende Idee der objektorientiertenWeltsicht ist, dass Probleme durch interagierende
Agenten gelöst werden können, die jeweils einen kleinen Teil zur Gesamtlösung beitragen. Der
Vorteil im Vergleich zur Strukturierten Analyse bzw. Programmierung besteht in der feineren
problemorientierten Dekomposition des Gesamtsystems im Sinne des Separation of Concerns,
die zu einem besseren Systemverständnis und in Folge zu einer besseren Entwicklung und
Wartung ühren soll.
Die Agenten werden auch Objekte genannt und sind Instanzen von Klassen. Eine Klasse ab-
strahiert von konkreten Objekten, indem sie Daten (=Aribute) und Funktionen (=Methoden)
kapselt und über eine deﬁnierte Schnistelle ür andere Objekte in einem bestimmten Umfang
(=Information Hiding) verügbar macht. Die Sichtbarkeit (public, private, protected) bestimmt
dabei, welche Elemente von außen erreichbar sind. Sie ist damit eine Art Blaupause ür kon-
krete Objekte. Untereinander kommunizieren Objekte über Nachrichten, die auch eine Nutzlast
transportieren können.
Klassen stehen in zwei Arten von Beziehungen zueinander: Vererbung und Verwendung.
Die Vererbung nutzt die Tatsache, dass es in den meisten Problemdomänen hierarchische Ab-
leitungsstrukturen gibt, die durch die Phrase
"
ist ein\ (
"
is a\) beschrieben werden können, z. B.
"
ein Hund ist ein Tier\ . Auf dieseWeise können gemeinsameMerkmale in abgeleiteten Klassen
wiederverwendet und so der Implementierungsaufwand reduziert werden. Aribute und Me-
thoden können in einer erbenden Klasse auch überschrieben werden, um das Verhalten weiter
zu speziﬁzieren. Nach Liskov sollte die Vererbung immer so erfolgen, dass es bei der Verwen-
dung egal ist, auf welcher Ebene der Vererbungshierarchie eine zu einer Instanz gehörenden
Klasse angesiedelt ist (s. [Lis87]). Allerdings wird diese Möglichkeit der Wiederverwendung
auch zur Implementierungsvererbung genutzt, die keine Spezialisierung mehr darstellt.
Das Vererbungskonzept ermöglicht Polymorphismus, d. h. Instanzen von Klassen einer Verer-
bungshierarchie können auf die gleiche Nachricht (potentiell unterschiedlich) reagieren. Wel-
che Instanz nun tatsächlich die Nachricht erhält, wird erst zur Laufzeit entschieden, weshalb
hier auch von Late Binding gesprochen wird.
Eine Klasse kann von einer anderen Klasse ür die Erzeugung lokaler Instanzen oder als
Nachrichtenargument verwendet werden. Diese Verwendungsform nennt man Assoziation. Ei-
ne Klasse kann auch aus mehreren Klassen aufgebaut sein, es besteht also eine
"
ist Teil von\-
Beziehung (
"
part of\). Haben die Teile-Klassen eine eigene Daseinsberechtigung, spricht man
von Aggregation, teilen sie hingegen ihren Lebenszyklus mit der zusammengesetzten Klasse,
so nennt man diese eine Komposition. Die meisten Programmiersprachen setzen diesen feinen
Unterschied nicht um.
Instanzen von Klassen und damit die Daten des Systems existieren zunächst nur zur Lauf-
zeit und werden bei Programmende gelöscht. Um zu einem späteren Programmlauf auf diese
Instanzen zugreifen zu können, müssen sie persistent gemacht werden. Bei Sprachen, die kei-
nen Image-basierte Persistenz beherrschen wie bspw. Smalltalk (s. [LP90]), geschieht dies meist
mit Hilfe von Dateien oder Datenbanken. Eine Serialisierung bringt die Instanzen dazu in eine
speicherbare Form. Neben den Instanzen selbst müssen auch die Beziehungen zwischen ihnen
gesichert werden.
Klassen deﬁnieren eine Schnistelle, indem sie bestimmte Aribute und Methoden als öf-
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fentlich deklarieren. Eine Klasse kann aber auch eine gegebene Schnistelle implementieren,
um bestimmte Anforderungen zu erüllen, wie sie bspw. die Verwendung der Klasse in einem
Container mit sich bringt. Schnistellen sind also nicht nur ein Eﬀekt des Information Hiding
von Klassen, sondern stellen ein wichtiges, eigenständiges Strukturierungsinstrument dar.
Die Objektorientierung selbst macht keine Angaben zur Organisation von Klassen über die
Vererbung und Verwendung hinaus. Besonders bei großen Systemen ist aber eine weitere Abs-
traktionsebene erforderlich, eben besagte Architekturebene. Etabliert hat sich hier der Kompo-
nentenbegriﬀ. Eine Komponente ist im Bereich der objektorientierten Entwicklung eine modu-
lare, erweiterbare und separat auslieferbare Einheit, die klar deﬁnierte Schnistelle besitzt und
Abhängigkeiten explizit ausweist, sofern vorhanden. Sie besitzen im Kontext der Problemlö-
sung eine ür den Anwender verständliche Bedeutung. Komponenten können zu Subsystemen
und diese wiederum zu einem Gesamtsystemen assembliert werden (s. dazu auch [Szy99, S.
132]). Wie diese Integration zu erreichen ist und welche Details dabei zu beachten sind, ist
allerdings völlig oﬀen.
O wird sta Komponente der Begriﬀ Modul verwendet. Tatsächlich gibt es große Ähnlich-
keiten zwischen beiden, allerdings dienenModule vorwiegend zur Organisation vonellcode
mit dem Ziel, eine dezentrale Entwicklung und Kompilation zu ermöglichen. Sie besitzen über
hart kodierte Konstanten keine weiteren unveränderlichen Bestandteile. Komponenten hinge-
gen können weitgehend parametrisiert werden, indem man die ihnen mitgegebenen Ressour-
cen verändert; dies erfordert dann aber keine erneuten Compiler-Lauf.
Objektorientierung mit Java
Die Programmiersprache Java implementiert eine Entwicklung auf Basis von Dateien, die mit-
tels eines Compilers in Bytecode übersetzt werden, der auf einer virtuellen Maschine, der Java
Virtual Machine, ausgeührt werden kann. Dieser Ansatz ist bis auf den generierten Bytecode
identisch mit der Entwicklung von Programmen in C oder C++. Die Verwendung einer virtu-
ellen Maschine ähnelt dem Ansatz bspw. von Smalltalk, allerdings wird dort sta der dateiba-
sierten Entwicklung ein Image-Konzept verfolgt.
Als objektorientierte Sprache implementiert Java das Klassen- und Objektkonzept so wie im
vorigen Abschni beschrieben. Eine Klasse wird deﬁniert mit dem Schlüsselwort class, dem
ein Sichtbarkeitsparameter vorangestellt werdenmuss. Dieser hat Auswirkungen auf die Sicht-
barkeit der Klasse außerhalb des Pakets, in dem sie deﬁniert wird. Per Konvention sollte jede
Klasse in einer eigenen Datei deﬁniert werden. Eine Instanz einer Klasse kann mit dem Schlüs-
selwort new unter Angabe des Klassenbezeichners erzeugt werden. Die Übergabe von Objekten
an Methoden erfolgt generell per Referenz. Das bedeutet, dass in den die Nachricht empfange-
nen Methoden immer auf dem Originalobjekt gearbeitet wird. Besonders bei der Verwendung
von Containern kann dies zu Missverständnissen ühren
Die Aribute und Methoden werden durch Angabe eines Sichtbarkeitsparameters und des
Typs deﬁniert. Ihre Verügbarkeit ür die Vererbung kann außerdem mit final begrenzt und
mit static unabhängig vom Lebenszyklus einer Instanz gemacht werden. Statische Aribu-
te und Methoden heißen im Java-Jargon Klassenvariablen. Normale Instanzvariablen (Aribu-
te) werden zusammen mit dem Objekt erzeugt und sind an dessen Lebensdauer gebunden.
Klassenvariablen/-methoden hingegen existieren unabhängig von Objekten, können also ohne
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vorherige Instantiierung verwendet werden.
Eine Methode kann auf alle Aribute und Methoden seiner Klasse und der Superklasse zu-
greifen. Aribute und Methoden der Superklasse müssen dazu als public oder protected de-
klariert sein. Innerhalb einer Methode können Instanzen aller im Paket bekannt gemachten
Klassen erzeugt werden. An eine Methode übergebene Objekte müssen ein Teil der Parame-
terliste sein. Innerhalb einer Methode ist eine Strukturierung in Form von Blöcken möglich,
die wiederum aus Anweisungen bestehen. Ein Block begrenzt die Lebensdauer der in seinem
Bereich angelegten lokalen Variablen und deren Sichtbarkeit. In Blöcken können durch Kon-
ditionalausdrücke wie if-then-else und switch verzweigte Programmpfade formuliert und mit
while und for Schleifen beschrieben werden.
Java deﬁniert zwei zusätzliche Klassenarten, lokale und anonyme Klassen. Klassen werden
in einer Datei deﬁniert, d. h. die Deﬁnition erfolgt auf Paketebene (s. u.). Seit Version 1.1 kön-
nen zusätzlich eingebeete Klassen, sog. lokale Klassen, deﬁniert werden (Java bezeichnet sie
als Inner Classes). Es handelt sich dabei um normalen Klassen, die allerdings innerhalb einer
vorhandenen Klasse oder auch Methode deﬁniert werden können. Die Methoden dieser Klas-
se können auf alle Aribute der umgebenden Klasse zugreifen. Lokale Klassen können auch
anonym sein, d. h. der Bezeichner entällt bei der Deﬁnition. Anonyme Klassen werden häu-
ﬁg in Methoden verwendet, sozusagen als
"
Einwegklasse\ , da sie nur einmal instanziert wer-
den kann. Die Lesbarkeit solcher Konstruktionen war und ist Gegenstand vieler Diskussionen,
auch weil sie den Programmierern die Möglichkeit gibt,
"
mal eben\ eine benötigte Klasse zu
deﬁnieren, ohne im Vorfeld über den Entwurf nachdenken zu müssen. Vorteilha ist jedoch
die erwirkte Flexibilität, die sich bspw. bei der Deﬁnition von Listenern im Kontext des Event
Handling bewährt hat.
Java implementiert eine Einfachvererbung, d. h. es kann bei einer Spezialisierungsbeziehung
nur eine Superklasse angeben werden. Im Vergleich zu C++ erscheint dies zunächst als Be-
schränkung. Diese Sprache verwendet den Vererbungsmechanismus aber auch ür die Formu-
lierung und Implementierung von Schnistellen. Dazu bietet Java die Möglichkeit, Schnistel-
len mit dem Syntaxelement Interface explizit zu konstruieren. Eine Klasse kann beliebig vie-
le dieser Schnistellen implementieren. Schnistellen können auch an andere Schnistellen
vererbt werden. Klassen können mit dem Schlüsselwort final gegen das Ableiten von neuen
Klassen geschützt werden. Aribute mit diesem Modiﬁer werden zu Konstanten, d. h. sie kön-
nen nicht verändert werden. Derart geschützte Methoden dürfen in abgeleiteten Klassen nicht
überlagert werden.
Die Klasse Object ist die Basisklasse aller in Java deﬁnierten Klassen und muss bei der Deﬁ-
nition nicht explizit angegeben werden. Diese Vererbungsbeziehung ermöglicht eine einfache
Implementierung von Containern wie Vektoren, Stacks, Listen etc. Diese Container heißen in
Java Collections. Die Verwendung der obersten Basisklasse hat allerdings einen Nachteil: Um
auf die Klasse des Objekts und damit auf die Spezialisierung zugreifen zu können, muss ein Cast
staﬁnden. Dieser ist nicht typsicher. Seit J2SE 5.0 gibt es ein an die C++-Templates angelehnten
Mechanismus namens Generics, der parametrisierbare Container deﬁniert, z. B. List<String>.
Damit sind Container typsicher und Casts unnötig. Im Gegensatz zu C++ wird dabei aber kein
zusätzlicher Code erzeugt.
Die Behandlung von Ausnahmen ist kein originäres Element der Objektorientierung, wird in
Java aber mit Hilfe von Klassen umgesetzt und sind damit eine weitere Form der Assoziation.
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Durch die catch-or-throw-Regel lassen sich
"
explizite\ und
"
implizite\ Ausnahmen unterschei-
den. Explizite Ausnahmen müssen bei der Klassendeﬁnition an den entsprechenden Methoden
mit dem Schlüsselwort throws aufgeührt werden. Sie weisen damit auf potentiell geworfene
Ausnahmen hin. Implizite Ausnahmen werden innerhalb einer Methode mit einem try-catch-
Block abgefangen und behandelt. Der Typ der Ausnahme muss im Kopf des catch-Blocks auf-
geührt werden, ist aber außerhalb der Methode nicht relevant.
Java ein standardisiertes Komponentenmodell. Java Beans sind eigenständige Bausteine, die
unabhängig von Hardware und Betriebssystem plaformübergreifend verwendet werden kön-
nen. Beans zeichnen sich dadurch aus, dass sie einen parameterlosen Konstruktor besitzen und
(de-)serialisierbar sind. Letzteres wird durch die Implementierung der Schnistelle Serializ-
able erreicht. Das Paket java.beans stellt viele ür die Implementierung von Beans hilfreichen
Klassen und Schnistellen bereit. Einen eindeutigen Hinweis im ellcode, dass eine Klasse
eine Bean implementiert, gibt es jedoch nicht. Ein Teil der Standardisierung bezieht sich auf
Namenskonventionen, die eine Abschätzung erlauben, bspw. bei der Registrierung von Metho-
den zur Eigenschasverwaltung. Einzig ein Eintrag in der Manifest-Datei der Form
Name BeanClassFile.class
Bean: True
weist eine Klasse explizit als Bean aus. Diese Datei ist aber kein Teil des eigentlichen ell-
codes. Damit bleibt als charakteristisches Merkmal ür die Identiﬁzierung nur die Implemen-
tierung der Serialisierungsschnistelle. Der ursprüngliche Anwendungsbereich von Beans war
die Modellierung von graphischen Schnistellen mit Hilfe eines GUI-Builders, sie haben sich
jedoch auch ür den Einsatz in JSPs und Servlets als sehr nützlich erwiesen. Die Implementie-
rung der Serialisierungsschnistelle ist ür die Verwendung in Servlets allerdings nicht zwin-
gend notwendig [DD04, S. 1302], was eine eindeutige Identiﬁzierung einer Klasse als Kompo-
nente allein aus demellcode faktisch unmöglich macht. Die Integration von Komponenten
zu Subsystemen bzw. die Umsetzung einer Strukturierung auf dieser Ebene erfolgt damit ohne
direkte Unterstützung durch entsprechende Konstrukte der Programmiersprache. Eine Rekon-
struktion könnte mit Hilfe von Techniken wie die Dominanz- und Clusteranalyse versucht
werden, die auf die Lokalität bzw. die Detektion von eng gekoppelten oder einander ähnlichen
Einheiten abzielen. Aus den dabei ermielten Clustern kann dann möglicherweise auf höhere
Strukturen wie Schichten geschlossen werden. Voraussetzung daür ist jedoch eine im ell-
code vorhandene, diesbezüglich
"
sinnvolle\ Kopplung und ein Kopplungsgrenzwert, der die
Zugehörigkeit einer Einheit zu einem Cluster deﬁniert, beides projektspeziﬁsche Aspekte. Im
Rahmen einer allgemeinen Analyse können die den in Abschni 5.3.1 auf Seite 69 aufgeührten
Wertebereiche ür die Kopplung als eine erste Annäherung an die vom Entwickler intendierte
Clusterung dienen.
Alternativ zu einer Integration auf Komponentenbasis kann eine Strukturierung des Gesamt-
systems auch mit Hilfe einer Pakethierarchie erfolgen. Angesichts mangelnder Alternativen
düre das wohl der Regelfall sein, zumindest werden Pakete in vielen einschlägigen Werken
zur Java-Programmierung als das Organisationswerkzeug oberhalb der Klassenebene geührt.
Für die Organisation von Klassen bietet Java die Möglichkeit, selbige in Paketen zusammen
zu fassen. Pakete selbst können in eine Pakethierarchie eingegliedert werden. Die Organisati-
on der Pakete zeigt sich auch auf Dateiebene: Jeder Teil eines Paketnamens repräsentiert ein
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Unterverzeichnis, z. B. sind Klassen des Pakets com.sun.image im Verzeichnis /com/sun/image zu
ﬁnden. Über das Schlüsselwort import können Pakete vollständig oder Klassen aus diesem Paket
explizit verügbar gemacht werden. Importe sind nicht transitiv, d. h. eine in einem Unterpaket
importierte Klasse ist durch einen Import des Unterpakets nicht ür andere Klassen verügbar.
Der Compiler muss immer einen voll qualiﬁzierten Bezeichner ermieln können.
Pakete besitzen keinen zu den Klassen vergleichbaren eigenen Schnistellen-Mechanismus,
sondern deﬁnieren nur einen Namensraum. Die Kriterien ür die Zugehörigkeit einer Klasse
sind denn auch völlig beliebig:
"
Ein Paket ist eine Sammlung von Klassen, die einen gemeinsa-
men Zweck verfolgen oder aus anderen Gründen zusammengefasst werden.\ [Krü06, S. 295].
Die Zuordnung der Klassen und Pakete der Java-Klassenbibliothek zeigen eine logische Kohä-
sion, d. h. eine Zuordnung erfolgt aufgrund einer als verwandt gesehenen Funktionalität. Ein
Beispiel: Sämtliche Klassen, die etwas mit der Ein-/Ausgabe zu tun haben, gehören zum Pa-
ket java.io. Pakete erzeugen über ihren Namensraum allerdings eine Kapselung. Eine Klasse
darf eine anderen verwenden, sie entweder im selben Paket deﬁniert sind oder die zu verwen-
dende Klasse als public deklariert wurde. Die
"
Schnistelle\ eines Pakets könnte demnach als
die Menge der öﬀentlichen Klassen aufgefasst werden. Wird kein Namensraum miels package
deﬁniert, liegt die Deﬁnition einer Klasse im Default-Paket. Globale Variablen oder Funktio-
nen gibt es daher in Java nicht. Pakete entsprechen im Wesentlichen den schon beschriebenen
Modulen; sie helfen, die Mengen von Klassen überschaubar zu halten. Die Orientierung der Pa-
ketnamen am DNS-System des Internet deutet schon an, dass auch die dezentrale Entwicklung
großer Projekte beim Entwurf der Sprache berücksichtigt wurde [Krü06, S. 301]. So lassen sich
im Vorfeld Namenskollisionen vermeiden.
Seit Version 1.4 besitzt Java ein Schlüsselwort zur Implementierung von Assertions namens
assert. Dem Schlüsselwort muss ein Ausdruck folgen, der entweder zu True oder False ausge-
wertet werden kann. Die Umsetzung von Assertions ist im Vergleich zu der von Meyer vor-
gestellten Form im Kontext des Design by Contract (s. [Mey97]) eher rudimentär, stellen aber
dennoch ein nützliches Hilfsmiel dar.
Java bietet eine Reihe weiterer Mechanismen und APIs an, besonders ür die Implementie-
rung großer Systeme in Unternehmen (J2EE). Dazu gehören Schnistellen u. a. ür den Daten-
bank-Zugriﬀ, Remote Method Invocation, verteilte CORBA-Objekte, Directory Services wie
Active Directory oder OpenLDAP, verteilte Transaktionen, Enterprise Messaging etc. (s. bspw.
[FFC99; Joh02]). Mit ihrer Hilfe lässt sich die klassische Schichtenarchitektur komfortabel um-
setzen. Für eine automatische Ermilung vonalitätsmerkmalen können sie als projektspe-
ziﬁscher Einﬂussfaktor allerdings nicht im Detail berücksichtigt werden.
Zuordnung der Messobjekte und -aufgaben zu abgeleiteten Merkmalen
Den abgeleitetenMerkmalewerden nunmöglicheMessobjekte zugeordnet. Diese erhaltenwie-
derum im Kontext des Merkmals sinnvolle und durch das Messobjekt ermöglichte Messaufga-
ben zugeteilt. Das Ziel ist, die Voraussetzungen zu bestimmen, um anschließend aus der Menge
der bekannte Sowaremaße eine mögliche Auswahl zu treﬀen.
Die Herleitung der Messaufgaben ergibt sich aus der Kombination der verschiedenen Struk-
turierungsmöglichkeiten der Programmiersprache und den zu ermielnden Aspekten der ab-
geleiteten Merkmale. Nachfolgend werden zu jedem Merkmal die ür eine Ermilung relevan-
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ten Messobjekte auf den verschiedenen Abstraktionsebenen betrachtet, die die Sprache bietet,
bevor im daran anschließenden Abschni eine vollständige Übersicht vorgestellt wird.
Breite der Schnistelle Als Messobjekte kommen nur Strukturelemente in Frage, die ent-
weder eine eigene Schnistelle besitzen (Methoden und Klassen) oder ür sich eine Schnistel-
le herleiten lässt (Pakete). Subsysteme besitzen ebenfalls eine Schnistelle, o in Form einer
Fassade (s. [Gam+96, S. 212]). Die zuverlässige automatische Erkennung von Subsystemen ist
jedoch schwierig, daher werden sie hier nicht als Messobjekt berücksichtigt. Ähnlich verhält
es sich mit Komponenten. Legt man die Implementierung der Serialisierungsschnistelle als
Merkmal zugrunde, so ist die Breite der Komponentenschnistelle identisch mit der der Klasse.
Sie braucht also nicht separat berücksichtigt werden.
Kopplung Eine Methode ist deﬁnitionsgemäß immer an die sie deﬁnierende Klasse gekop-
pelt. Damit bestehen potentiell weitere Verbindungen zu Aributen und Methoden in ihren
verschiedenen Ausprägungen. Kopplungen zu anderen Klassen erfolgen durch die Benennung
von Klassen als Typ in der Parameterliste, durch die Erzeugung Instanzen von Klassen inner-
halb einer Methode oder über die Deﬁnition einer lokalen Klasse.
Bei Klassen entsteht Kopplung zunächst durch die Zugehörigkeit zu einem Paket und weiter
über die Deklaration von Aributen oder die Deﬁnition lokaler Klassen. Da das Verhalten einer
Klasse auch von ihrer Superklasse abhängt (soweit vorhanden), besteht auch hier eine Abhän-
gigkeitsbeziehung und damit eine Kopplung. Diese Abhängigkeit gibt es auch bei Schnistellen
untereinander, die ebenfalls Teil einer Vererbungshierarchie sein können. Die Implementie-
rung durch Klassen sind eine weitere Kopplungsform. Die Abhängigkeit einer Methode bzw.
Klasse von einer Klasse kann auch zu einer Abhängigkeit von einem
"
Fremd\-Paket ühren,
wenn erst der Import diese Klasse verügbar macht.
Die Kopplung von Komponenten untereinander ist abhängig davon, wie ein System sie in-
tegriert. Die Verwendung eines Application Servers zur Bean-Integration erlaubt keine Rück-
schlüsse auf die Beziehungen zu anderen Komponenten. Eine Ermilung der Kopplung ist da-
her nicht ohne Zusatzwissen möglich; das gilt ebenso ür die Kopplung von Subsystemen.
Pakete deﬁnieren über die import-Anweisung eine Abhängigkeitsbeziehung zu anderen Pa-
keten. Weiterhin gilt, dass eine Abhängigkeitsbeziehung aus Sicht des Gesamtsystems tran-
sitiv ist, d. h. instabile Pakete sind (in-)direkt abhängig von stabilen Paketen (s. [Mar02, S.
261]). Aus diesem Grund ist die Position eines Pakets innerhalb dieses Abhängigkeitsgraphen
von Interesse. Zusammen mit der Abstraktheit kann eine Überprüfung hinsichtlich des Stable-
Abstraction-Prinzips erfolgen (s. [Mar02, S. 264]).
Kohäsion Die verschiedenen Formen der Kohäsion, wie sie u. a. von Yourdon und Constan-
tine beschrieben wurden ([YC79]), untersuchen die Beziehung von Elementen auf der Ebene
von Funktionen bzw. Prozeduren. Da in der Objektorientierung die Klasse das eigentliche Mo-
dellierungselement ist, steht ihre Kohäsion bei der Bewertung im Vordergrund. Ermielt wird
die Kohäsion anhand der Methoden und deren Zugriﬀe auf disjunkte Aributmengen der Klas-
se. Die Kohäsion von Komponenten kann aufgrund ihrer zur Klasse identischen Struktur auf
dieselbe Weise ermielt werden.
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Eine Übertragung dieses Ansatzes auf die Paketebene ist nicht möglich. Die Bewertung der
Kohäsion von Paketen ist nach Auﬀassung von Martin abhängig vom gewünschten Grad der
Wiederverwendung [Mar02, S. 254]. Dementsprechend beschreiben die von ihm aufgeühr-
ten drei Prinzipien REP, CRP und CCP Kriterien, anhand derer Klassen in Paketen organisiert
werden sollten. Inwieweit ein System diesen Prinzipien Folge leistet, ist aus demellcode al-
lerdings nicht zu ermieln. Da auch die Anzahl der die Wiederverwendung nutzenden Client-
Klassen nicht vorherzusehen ist, kann ür Pakete keine zuverlässige Kohäsionsbestimmung
vorgenommen werden.
Vererbung Die Bewertung der
"
Güte\ einer Vererbung im Sinne des Liskovschen Erset-
zungsprinzips ist aufgrund der semantischen Bedeutung der Vererbung in der Problemdomäne
nicht möglich. Hinweise können allerdings die Zahlen geerbter, eigener und überdeckter At-
tribute bzw. Methoden liefern. Darüber hinaus ist die Anzahl von Kindklassen und die Position
der Klasse in der Vererbungshierarchie relevant, um die Stabilität der Klasse zu bewerten. Dazu
gehört auch die Anzahl ﬁnaler Aribute und Methoden. Besonders wichtig ist die Vererbung
über Paketgrenzen hinweg, wobei sie ür Pakete selbst keine Rolle spielt. Bis auf die Ermilung
der Aribute und ﬁnalen Bestandteile sind die Messaufgabe ür Schnistellen identisch.
Größe der Entität Der Analyseaufwand steht in Relation zum Umfang eines Messobjekts
und lässt sich recht einfach in Zeilen erfassen. Für die Bewertung des Umfangs einer Methode
ist zusätzlich die Anzahl möglicher Pfade wichtig. Der Umfang von Klassen wird ebenso an-
hand ihrer Zeilenanzahl bestimmt; relevant ist außerdem die Anzahl der Aribute und Metho-
den. Für Schnistellen kann nur die Anzahl von Methoden ermielt werden. Die Größe eines
Pakets kann sinnvoll nur in Form von Zeilen, Klassen oder Schnistellen angegeben werden.
Anzahl Redundanz kann auf verschiedenen Strukturierungsebenen vorkommen. Die mög-
liche Spannbreite reicht von nahezu identischen Blöcken (vergleichsweise geringer Umfang)
über Methoden bis hin zu kompleen Klassen (umfangreiche Redundanz), die kopiert und nur
marginal verändert werden (die entspräche einem Umgehen der Vererbung).
Breite und Tiefe von Hierarchien Die Vererbung als eine Möglichkeit der hierarchischen
Strukturierung wird als eigenes abgeleitetes Merkmal separat betrachtet (s. o.). Eine weitere
statische Hierarchie bildet sich durch die möglichen Zugehörigkeiten von Elementen, die Java
bietet: Ein Block gehört zu einer Methode, die wiederum einer Klasse oder Schnistelle (hier
geht allerdings nur die Schnistelle der Methode ein) zugeordnet ist usw. (s. dazu Abb. 5.7
auf S. 94). Lokale Klassen müssen auch berücksichtigt werden, solange sie einen Bezeichner
tragen. Anonyme Klassen fallen damit weg, was angesichts ihres geringen Einﬂusses auf die
Struktur unproblematisch ist. Die Elemente dieser Hierarchie deﬁnieren jeweils einen Sicht-
barkeitsbereich und bestimmen die Lebensdauer der eingeschachtelten Elemente und besitzen
optional eine Schnistelle. Für eine Bewertung ist die Breite und Tiefe, also die Morphologie
dieser Dekompositionshierarchie, von Interesse. Da Blöcke keine Bezeichner tragen, beginnt
die Untersuchung der Hierarchie auf der Ebenen der Methoden. Aus demselben Grund werden
auch Aribute nicht mit aufgeührt.
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Block
Methode lokale Klasse
Klasse Schnittstellelokale Klasse
Paket
System
Abbildung 5.7: Dekomposition in Java auf Basis der Zugehörigkeit.
Assertions und Exceptions Als Messobjekte ür die Ermilung kommen in Java nur Me-
thoden in Frage, da ür sie eine Schnistelle mit Parametern deﬁniert werden kann. Relevant
ist der Grad der Abdeckung bei der Überprüfung eingehender Parameter durch Assertions und
die Anzahl gefangener und weitergeleiteter Exceptions.
5.6.2 Bestimmung der Messaufgaben
Mit Hilfe der Zuordnung können nun die durch die Messobjekte ermöglichten Messaufgaben
bestimmt werden. Der nachfolgende Baum ordnet jedem abgeleiteten Merkmal die relevanten
Messobjekte und die sich daraus ergebenden Messaufgaben zu. Das Zeichen #wird dabei stell-
vertretend ür dasWort
"
Anzahl\ benutzt. Bei der Bestimmung kommt es zu inhaltlichen Über-
schneidungen, weil die zugehörigen Sprachkonstrukte Einﬂuss auf mehrere Merkmale haben.
Die einzelnen Ebenen haben die Bedeutung abgeleitetesMerkmal—Messobjekt—Messaufgabe, ggf.
ergänzt um weitere Hinweise.
Breite der Schnistelle
Methode
#Parameter der Signatur
#spezifizierter Ausnahmen
Klasse (Komponente)
#öﬀentlicher Aribute
#öﬀentlicher Methoden
Paket
#öﬀentlicher Klassen
#öﬀentlicher Schnistellen
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Kohäsion
Klasse (Komponente)
#disjunkter Aributmengen
Kopplung
Methode (lokale Kopplung)
#verwendeter Klassenvariablen
#verwendeter Klassenmethoden
#verwendeter Instanzvariablen
#verwendeter Instanzmethoden
#lokaler Klassen
#verschiedener Klassen in Parameterliste
#verschiedener instanzierter Klassen
Methode (paketweite Kopplung)
#verschiedener Klassen aus Fremdpaketen in Parameter-Liste
#verschiedener instanzierter Klassen aus Fremdpaketen
#verwendeter Klassenvariablen aus Fremdpaketen
#verwendeter Instanzvariablen aus Fremdpaketen
Klasse
#Instanzvariablen einer Klasse
#Klassenvariablen einer Klasse
#Klassenvariablen einer Klasse aus Fremdpaket
#lokaler Klassen
Superklasse (falls Vererbung vorliegt) . . . . . . . . . . . . . . . . . . . . . . . . . . . .Boolscher Wert
#implementierter Schnistellen
#implementierter Schnistellen aus Fremdpaketen
Schnistelle
#implementierender Klassen
Superschnistelle (falls Vererbung vorliegt) . . . . . . . . . . . . . . . . . . . . . . Boolscher Wert
Paket
#importierter Pakete
Abstraktheit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Wert aus dem Intervall [0; 1]
Stabilität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Wert aus dem Intervall [0; 1]
Anzahl
Methode
# und Umfang redundanter Blöcke
Klasse
# und Umfang redundanter Methoden
Paket
# und Umfang redundanter Klassen
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Vererbung
Klasse
Position in Vererbungshierarchie
#eigener Aribute
#geerbter Aribute
#überdeckter Aribute
#eigener Methoden
#geerbter Methoden
#überdeckter Methoden
#finaler Aribute
#finaler Methoden
#Kindklassen
#paketübergreifender Vererbung
Schnistelle
Position in Vererbungshierarchie
#eigener Methoden
#geerbter Methoden
#überdeckter Methoden
#Kindschnistellen
#paketübergreifender Vererbung
Größe des Elements
Methode
#Zeilen
#möglicher Pfade
Klasse
#Zeilen
#Aribute
#Methoden
#Zeilen eines redundanten Blocks
#redundanter Methoden
Schnistelle
#Anzahl Methoden
Paket
#Zeilen
#Klassen
#abstrakter Klassen
#Schnistellen
#redundanter Klassen
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Morphologie
Methode (ermielt für jede Hierarchieebene)
#Zeilen
Klasse
#Methoden
Schnistelle
#Methoden
Paket
#Klassen
#abstrakter Klassen
#Schnistellen
#Pakete
System
#Klassen
#Pakete
Assertions und Exceptions
Methode
#geprüer Parameter
#gefangener Ausnahmen
#weitergeleiteter Ausnahmen
5.6.3 Zuordnung und Kombination von Grenzwerten
Die Suprema und Richtlinien ür die Bewertung der aus den Messaufgaben bestimmten Kenn-
größen basieren auf den in Abschni 5.3.1 auf Seite 69f. hergeleiteten Grenzwerten. Demnach
besteht ür alle strukturrelevanten Merkmale ein Intervall [0; 9]mit 0 als natürlichem Inﬁmum
und 9 als Indikatorgrenzwert; das Teilintervall [3; 7] beschreibt einen akzeptablenWertebereich
ür Kenngrößen. Die Angaben zu den übrigen Merkmalen werden nachfolgend beschrieben.
Im Detail gilt ür die einzelnen Messaufgaben:
• Die Größe von Methoden sollte weniger als 30 Zeilen betragen.
• Die Kohäsion von Klassen sollte möglichst maximiert und entsprechend die Anzahl dis-
junkter Aributmengen minimiert (<) werden.
• Die Anzahl möglicher Pfade sollte < 9 sein.
• Redundanzen sollten möglichst nicht aureten, daher wird hier der Wert 0 angestrebt.
• Die Kenngrößen bei der Vererbung überschneiden sich, es gilt aber als Richtwert die in
der jeweiligen Klasse bekannte Menge von Aributen bzw. Methoden. Damit gilt ür die
Bestandteile von Klassen:
#geerbter Ar./Meth.+ #eigene Ar./Meth.  #überdeckter Ar./Meth. < 9
Die Vererbung über Paketgrenzen hinweg sollte allerdings minimal sein.
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P P
K K K K
M M M M M M M M
Abbildung 5.8: Elementzugehörigkeiten eines Pakets P , dargestellt in Form eines geschachtel-
ten Baums.
• Die lokale Kopplung sollte weniger als 9 Verbindungen ausweisen. Das gilt auch ür die
Kopplung über Paketgrenzen hinweg.
• Die Abstraktheit und Stabilität eines Pakets liegt immer zwischen 0 und 1. Sie hängt ab
von der Position der Klassen in der Vererbungshierarchie und der Kopplungsrichtung
der Pakete. Als Richtlinie gilt: Die Stabilität eines Pakets A sollte immer größer sein als
die Stabilität eines Pakets B, das von A abhängt. Für die Abstraktheit gilt: Ein Paket sollte
so abstrakt wie stabil sein.
• Die Anzahl der in einer Methode gefangenen im Vergleich zur Anzahl der weitergelei-
teten Exceptions sollte möglichst groß sein, da sie ein Hinweis auf die Robustheit der
Klasse ist.
• Die Bewertung von Assertions kann nur vor dem Hintergrund des Defensive-Program-
ming-Ansatzes erfolgen, d. h. es ist ein Abgleich der Parameterliste und etwaiger zuge-
höriger Assertions notwendig. Ein sinnvoller Grenzwert kann hier aber nicht angegeben
werden, so dass die Bewertung nur nominal erfolgt (Assertion vorhanden oder nicht).
Bei der Bewertung der Morphologie steht die Gleichmäßigkeit der Baumstruktur im Vorder-
grund, es wird also auf eine möglichst ausgewogene Verteilung der bei der Dekomposition von
Java-ellcode entstehenden Elemente auf die Strukturierungsebenen abgezielt. Je Teilbaum
sollten maximal 9 Elemente vorliegen, also 9 Methoden je Klasse, 9 Klassen je Paket etc. Die
Zugehörigkeit von Elementen lässt sich gut als geschachtelter Baum darstellen (s. Abb. 5.8;
M=Methode, K=Klasse, P=Paket). Für die Bewertung der Morphologie ist auch die Schachte-
lungstiefe relevant, die besser an einer klassischen Baumstruktur abzulesen ist (s. Abb. 5.9 auf
der nächsten Seite).
Die Bewertung ergibt sich aus der Abweichung jedes Teilsbaums von einer idealen Struktur.
Die Abweichung eines Teilbaums t 2 T ergibt sich aus:
A(t) = j1  n
c
j
mit n: Anzahl der Kindknoten, und c: angenommener idealer Schachtelungsfaktor. Je kleiner
A(t), desto gleichmäßiger ist die Strukturierung des Teilbaums. Für die milere Gesamtabwei-
chung der Baumstruktur T gilt dann:
A(T ) =
P
i j1  nic j
t
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P
P
K
M … M
… K
M … M
… P
K
M … M
… K
M … M
Abbildung 5.9: Elementzugehörigkeiten eines Pakets P , dargestellt als klassische Baumstruk-
tur.
mit ni: Kindknoten des Teilbaums ti von T mit Tiefe 1, und t: Anzahl aller Teilbäume von T .
Eine milere Gesamtabweichung von  1 bedeutet, dass einzelne Teilbäume um mehr als c
vom idealen Wert abweichen.
5.6.4 Interpretation von Kenngrößen
Die Grenzwerte nehmen bei der Bewertung die Rolle einer Indikatorfunktion ein. Das dazu be-
nötigte Intervall ergibt sich aus dem jeweiligen angegebenenMaximalwert und dem Nullpunkt
der zugehörigen Skala (hier immer 0). Liegt ein Wert x nun außerhalb eines solchen angege-
benen Intervalls T , so ist er ein Indikator ür eine potentiell risikobehaetes Messobjekt:
xT =

1; x 2 T
0; sonst
Damit ist allerdings noch nicht die Frage beantwortet, wie die Ergebnisse der einzelnen Mess-
aufgaben zu einer Aussage bzgl. des abgeleiteten Merkmals kombiniert werden können. Na-
hezu alle etablierten Maße nutzen verschiedene Rechenoperationen, um eine Bewertung ab-
geleiteter Merkmale zu erreichen. Problematisch ist, dass dabei immer mehrere Kenngrößen
verschiedener Messobjekte und Merkmale kombiniert werden und nicht immer klar ist, wel-
chen Einﬂuss die einzelnen Werte haben. Ein Beispiel: Die Berechnung des Kopplungsfaktors
(CF) berücksichtigt die Kopplung zwischen Klassen inkl. der Kopplung durch Vererbung, igno-
riert aber Vererbung über Paketgrenzen hinweg. Allgemein sollten geringe Kopplungswerte
angestrebt und grenzüberschreitende Vererbung vermieden werden. Die Vererbung, eine all-
gemein sinnvolle Beziehung, wirkt sich aber in hier unbestimmtem Umfang ungewollt negativ
auf die Bewertung aus.
Bestechend einfach hingegen ist der Ansatz von Lanza und Marinescu. Sie verwenden eine
sehr einfache und elegante Form der Kombination auf Basis logischer Verknüpfungen, die sie
Detection Strategy nennen [LM06, S. 49]:
„A Detection Strategy is a composed logical condition, based on metrics, by which
design fragments with speciﬁc properties are detected in the source code.“
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Qualität
Eigenschaft
∧
Untereigenschaft
∧
Merkmal
∧
abgeleitetes
Merkmal
interne Qualität
Wartbarkeit
∧
Analysierbarkeit Änderbarkeit StabilitätTestbarkeit
∧∧ ∧
Hierarchisierung ModularitätRedundanz Korrektheit RobustheitUmfang
∧∧∧
Kopplung KohäsionGröße desElements VererbungBreite Tiefe
Breite der
Schnittstelle Assertions ExceptionsAnzahl
Abbildung 5.10: Kombination der Kenngrößen zu abgeleiteten Aussagen.
Praktisch bedeutet das, dass die Ergebnisse der Indikatorfunktionen eines abgeleiteten Merk-
mals mit Hilfe eines logischen Operators wie ^ und _ kombiniert werden. Ein Beispiel: Die
Interpretationsergebnisse der Kenngrößen zur Morphologie werden miels ^ verknüp. Das
bedeutet: Solange alle Kenngrößen in einem
"
guten\ Bereich liegen, ist die Hierarchie des ver-
messenen Systems hinsichtlich der Analysierbarkeit unauällig. Diese Kombinationsform ist
auf allen Ebenen desalitätsmodells anwendbar, so dass schließlich eine Antwort auf die Fra-
ge nach der internen alität der Art
"
in Ordnung\ oder
"
nicht in Ordnung\ möglich wird.
Abbildung 5.10 auf dieser Seite illustriert die Kombination anhand der Zerlegung in Abbildung
5.6 auf Seite 86 (die Abweichung der Elementanordnung ist dem verwendeten Werkzeug an-
zulasten, hat aber keine inhaltlichen Auswirkungen).
Zusammenfassung Abschni 5.6
Die Entwicklung desalitätsmodells, angelehnt an ein an der Programmiersprache Java ori-
entiertes Sowaremodell, ﬁndet mit der Interpretation der Kenngrößen seinen Abschluss. Die
Ermilung von Messwerten und ihre Interpretation sind Teil eines konkreten Messprozesses,
wie er in Kapitel 6 staﬁndet. Der nächste Abschni vergleicht das alitätsmodell mit eta-
blierten Sowaremaßen und beschreibt die Vor- und Nachteile aus theoretischer Sicht, bevor
es im Rahmen der Fallstudie in Kapitel 6 exemplarisch angewendet wird.
5.7 Vergleich der Messaufgaben desalitätsmodells mit
etablierten Sowaremaßen
Nahezu alle alitätsmodelle, die ür eine Bewertung von ellcode herangezogen werden,
nutzen verbreitete Sowaremaße wie Weighted Method/Class, Lack of Cohesion oder Response
for a Class. Die Ermilung und Verarbeitung von Kenngrößen des in dieser Arbeit entwickel-
ten alitätsmodells ist dazu vergleichsweise simpel. Es berücksichtigt jedoch die speziellen
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Anforderungen der Entwickler im Rahmen von Wartungstätigkeiten, zu denen u. a. auch die
Nachvollziehbarkeit der Bewertungsergebnisse gehört.
Bevor ein Vergleich beider Ansätze — der etablierten Maße mit dem entwickeltenalitäts-
modell — vorgenommen werden kann, müssen zunächst die maßtheoretischen Grundlagen,
Basis aller Sowaremaße, beschrieben werden. Ihnen folgt eine kurze Vorstellung der relevan-
ten Maße. Für einen Vergleich kommen nur Sowaremaße in Frage, deren Eignung empirisch
nachgewiesenwurde (s. dazu u. a. [BWL99], [Kan02, S. 339], [Agg+06]). Neben den obligatori-
schen Lines of Code kommen daür Maße aus Metrik-Suiten der folgenden Arbeiten in Betracht:
• Chidamber und Kemerer ([CK94])
• Martin ([Mar02])
• McCabe ([McC76])
• MOOD ([HCN98])
• Lorenz und Kidd ([LK94])
• Li und Henry ([LH93])
5.7.1 Maßtheoretische Grundlagen
Aus der Sicht derMaßtheorie, wie sie von Zuse in die Sowareentwicklung eingeührtwurde (s.
[Zus85]), besteht beim Messen folgender mathematischer Sachverhalt: Auf der einen Seite gibt
es einen empirischen Betrachtungsbereich, auf der anderen Seite einen durch mathematische
Hilfsmiel deﬁnierbaren Zahlenbereich. Messen bedeutet nun, dass es einen Homomorphismus
zwischen dem empirischen und demZahlenbereich gibt, also eine strukturerhaltende Abbildung,
die die Relationen des Messbereichs im Zahlenbereich widerspiegelt (zu Homomorphismen s.
bspw. [Fis08]). Das wiederum bedeutet:
• es existiert eine Verhältnis-Relation wie
"
größer als\
• es gibt eine Additionsoperation
• der Wahrheitswert ist gegenüber einer Transformationen invariant, d. h. eine Darstel-
lung in einer anderen Einheit bleibt ohne Auswirkungen
Viele der etablierten Metriken verletzen diese mathematischen Implikationen und weisen da-
neben noch weitere Deﬁzite auf [Zus98, S. 42]. Dazu gehören fehlerhae und mehrdeutige
Interpretationen der Messwerte, fehlende Skalenangaben und damit unzulässige Zusammen-
fassung und Interpretation kombinierter Messwerte, sowie Simpsons Paradoxon (Verälschung
durch Umrechnung in Prozentzahlen).
Eine weitere geforderte Eigenscha von Maßen beschreibt Pressman mit dem Begriﬀ
"
who-
leness\ , den er folgendermaßen erklärt (s. [PI94, S. 365]; der Komplexitätsbegriﬀ ist in diesem
Zusammenhang nicht wichtig): SeiC(x) die empfundene Komplexität eines Problems undE(x)
der ür die Lösung benötigte Zeitaufwand. Dann gilt:
C(p1) > C(p2)) E(p1) > E(p2)
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Allerdings haben Untersuchungen gezeigt, dass ür die empfundene Komplexität auch gilt:
C(p1 + p2) > C(p1) + C(p2)
woraus ür den Zeitaufwand folgt:
E(p1 + p2) > E(p1) + E(p2)
Der Wert der Kombination der Messobjekte ist nicht gleich der Summe der Einzelwerte. Zuse
verallgemeinert den Ansatz und formuliert ür die Komplexität von Soware:
u(p1  p2) > u(p1) + u(p2)
mit u als Sowaremaß. Das Beispiel zeigt anschaulich, dass ein allzu sorgloser Umgang mit
Kenngrößen unter Umständen zu fatalen Fehlinterpretationen ühren kann. Allerdings relati-
viert Fahrmeir die strenge Auslegung der Skalenzugehörigkeit [FPT02, S. 17]. Als Beispiel ührt
er die Berechnung von Durchschnisnoten an. Noten sind ordinalskaliert, d. h. sie können un-
ter Anwendung einer Ordnungsrelation in eine Reihenfolge gebracht werden. Für diese Skala
ist jedoch eineotientenbildung eigentlich nicht zulässig; erst verhältnisskalierte Merkmale
können so verwendet werden. Die Durchschnisnote lässt sich aber sinnvoll als vergleichende
Maßzahl interpretieren, weshalb die Berechnung durchaus Sinn macht. Entsprechend gilt ür
die Auswahl von Sowaremaßen ür dasalitätsmodell, dass zu jedemMaß neben den Mess-
objekten auch eine Angabe zur Skala und damit zu den erlaubten Operationen und einer poten-
tiellen Vergleichbarkeit gemacht werden müsste. Bei näherer Betrachtung der Messaufgaben
zeigt sich, dass sich bis auf sechs Aufgaben bei jeder Messung elementare, verhältnisskalierte
Werte ergeben, ein Vergleich untereinander und die Berechnung des Durchschnis u. ä. sind
also zulässig und eine Angabe der Skala erübrigt sich.
5.7.2 Beschreibung der etablierten Maße
Es folgt eine kurze Vorstellung der einzelnen Maße der etablierten Metrik-Suiten, bei der ihre
Ermilungsmethode und die Wertebereiche ür die Kenngrößen beschrieben werden. Unter-
schieden werden können elementare Maße wie Lines of Code oder die Anzahl von Methoden
sowie abgeleitete Maße, bspw. Response for a Class oder derMethod Hiding Factor. Die Deﬁnitio-
nen sind den angegebenenellen entnommen und werden ggf. näher erläutert. Gleiches gilt
ür die Wertebereiche, wobei fehlende Angaben durch die hergeleiteten Werte aus Abschni
5.3.1 ergänzt werden. Die Abkürzungen der Messobjekte stehen ür: M=Methode, C=Klasse,
S=Schnistelle, P=Paket und G=Gesamtsystem, W/M=Grenzwert pro Maß.
Name Definition W/M elle
Lines of Code (LOC) #Zeilen M<30 [RL04]
C<900
P<27000
Zyklom. Komplexität CYCLO(M) = e  n+ 2p M<10 [McC76]
Weighted Method/Class WMC(C) =Pnn=1 ci C<100 [CK94] (1)
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Depth of Inheritance DIT=Pfadlänge zur Basisklasse C<6 [CK94] (2)
Number of Children NOC=Anzahl direkter Kindklassen C<9 [CK94] (3)
Coupling between Objects CBO(C) = jKj+ jM j+ jAj+ jV j C<6 [CK94] (4)
Response for a Class RFC(C) = M [  SiRi C<100 [CK94] (5)
Lack of Cohesion LCOM(C) = jP j   jQj;wenn|P|>|Q|; 0 sonst C<9 [CK94] (6)
Eﬀerent Couplings EC=#Abhängigk. von Kl. aus Fremdpaketen - [Mar02]
Aﬀerent Couplings AC=#abhängiger Klassen aus Fremdpaketen - [Mar02]
Instability I(P ) = EC(P)AC(P)+EC(P) 0<P<1 [Mar02]
Abstraction A(P ) = Na
Nc
0<P<1 [Mar02] (7)
Main Sequence Distance D’(P ) = jA(P ) + I(P )  1j P<0,2 [Mar02]
Aribute Hiding Factor AHF(G) =
PT
i=1
PAd(Ci)
m=1 (1 V (Ami))PT
i=1 Ad(Ci)
G>0,25 [HCN98] (8)
Method Hiding Factor MHF(G) =
PT
i=1
PMd(Ci)
m=1 (1 V (Mmi))PT
i=1Md(Ci)
G>0,25 [HCN98] (9)
Aribute Inheritance Factor AIF(G) =
PT
i=1 Ai(Ci)PT
i=1 Aa(Ci)
G!1 [HCN98] (10)
Method Inheritance Factor MIF(G) =
PT
i=1Mi(Ci)PT
i=1Ma(Ci)
G!1 [HCN98] (11)
Coupling Factor CF(G) =
PT
i=1[
PT
j=1 is client(Ci;Cj)]
T2 T G<0,5 [HCN98] (12)
Polymorphism Factor PF(G) =
PT
i=1Mo(C1)PT
i=1[Mn(CiDC(Ci))]
G<0,5 [HCN98] (13)
Number of Methods NOM(C) = Ml(C) C<20 [LH93] (14)
Number of Aributes NOA(C) = Al(C) C<6 [Hen95] (15)
Number of Methods overr. NMO(C) = Mo C=S<9 [Hen95] (16)
Data Abstraction Coupling DAC(C) =PTi=1 uses (C;Ci) C=S<9 [LK94] (17)
Public Instance Methods PIM(C) = Mv(C) C<9 [LK94] (18)
Number of Instance Methods NIM(C) = Md(C) C<20 [LK94] (19)
Number of Instance Variables NIV(C) = Ad(C) C<6 [LK94] (20)
Tabelle 5.1: Deﬁnition der verwendeten etablierten Maße.
1. Problematisch ist die Bestimmung der Menge der Methoden: Werden eigene und geerbte
Methoden ür die Ermilung verwendet oder nur eigene Methoden? O wird aus die-
sem Grund nur die Anzahl der Methoden einer Klasse ohne einen Komplexitätsfaktor
verwendet (ci = 1) [Kan02, S. 338]. Dann entspricht WMC der Anzahl der Methoden
(NOM); diesen Eﬀekt haben Aggarwal et al. bei ihren Untersuchungen festgestellt.
2. Je tiefer die Position einer Klasse in der Vererbungshierarchie ist, desto mehr Methoden
erbt sie von den Superklassen und desto schwerer ist ihr Verhalten vorherzusagen. Umso
größer ist allerdings dieWahrscheinlichkeit, dass sie Aribute undMethodenwiederver-
wendet.
3. Je größer die Zahl der Kindklassen/-schnistellen ist, desto eher ﬁndet Wiederverwen-
dung sta. Bei zu großen Zahlen hingegen kann eine unpassende Abstraktion der Su-
perklasse vorliegen.
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4. K : Anzahl verwendeter Klassenvariablen,M : Anzahl verwendeter Klassenmethoden,A:
Anzahl verwendeter Instanzmethoden, V : Anzahl verwendeter Instanzmethoden.
Hohe Kopplungswerte weisen auf schlechte Modularität und Kapselung hin.
5. M : Menge aller Methoden von C , und SiRi: Menge aller Methoden, die vonM aufge-
rufen werden.
Der Wertebereich ist stark abhängig von der Programmiersprache, bspw. sind bei Small-
talk-Projekten wesentlich höhere Werte zu verzeichnen als bei C++-Projekten. Die hier
vorgeschlagene RFC-Obergrenze sollte abhängig vom jeweiligen Projekt angepasst wer-
den.
6. Ii: Menge aller Instanzvariablen, die eine MethodeMi nutzt, P = f(Ii; Ij)jIi \ Ij = ;g
und Q = f(Ii; Ij)jIi \ Ij 66= ;g.
Niedrige LCOM-Werte weisen auf eine hohe Kohäsion der Klasse hin, d. h. die Metho-
den sind um gemeinsame Aribute aufgebaut. Hohe Werte weisen darauf hin, dass eine
Klasse geteilt werden sollte.
7. Na: Anzahl abstrakter Klassen in einem Paket P , Nc: Anzahl Klassen in P .
8. Ad(Ci) = Av(Ci) + Ah(Ci) mit Av : Anzahl sichtbarer Aribute der Klasse Ci und Ah:
Anzahl nicht sichtbarer Aribute von Ci;
V (Ami) =
PT
j=1 visible(Ami; Cj)
T   1
mit visible(Ami; Cj) = 1 wenn j 6=i und Cj may referenceAmi; T : Anzahl aller Klassen
im System.
9. Md(Ci) = Mv(Ci) +Mh(Ci) mitMv : Anzahl sichtbarer Methoden der Klasse Ci und
Mh: Anzahl nicht sichtbarer Methoden von Ci;
V (Mmi) =
PT
j=1 visible(Mmi; Cj)
T   1
mit visible(Mmi; Cj) = 1 wenn j6=i und Cj may callMmi; T : Anzahl aller Klassen im
System.
10. Aa(Ci) = Ad(Ci) +Ai(Ci): in Klasse Ci verügbare Aribute mit Ad(Ci) = An(Ci) +
Ao(Ci): in Klasse Ci deﬁnierte Aribute, wobei An: neu deﬁnierte, nicht überschrei-
bende Aribute und Ao: neu deﬁnierte, überschreibende Aribute sind; Ai: geerbte und
nicht überschriebene Aribute von Ci; T : Anzahl aller Klassen im System.
Je größer der AIF-Wert, desto mehr wird die Vererbung genutzt.
11. Ma(Ci) = Md(Ci)+Mi(Ci): in KlasseCi verügbareMethodenmitMd(Ci) = Mn(Ci)+
Mo(Ci): in Klasse Ci deﬁnierte Methoden, wobeiMn: neu deﬁnierte, nicht überschrei-
bende Methoden und Mo: neu deﬁnierte, überschreibende Methoden sind; Mi: geerbte
und nicht überschriebene Methoden von Ci; T : Anzahl aller Klassen im System.
Je größer der MIF-Wert, desto mehr wird die Vererbung genutzt.
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12. is client(CC ; CS) = 1, wenn CC ) CS und CC 6= CS , sonst 0, wobei CC ) CS ür
eine Beziehung zwischen der Client-Klasse CC und der Supplierklasse CS steht. T : An-
zahl aller Klassen im System.
Die Interpretation dieser Werte ist nicht unproblematisch, da bspw. die Kopplung via
Vererbung durchaus sinnvoll und im Sinne der Wiederverwendung ist, sie aber den
Kopplungfaktor auch vergrößert. Allgemein sind geringe Kopplungswerte anzustreben.
13. M0(Ci): überschreibende Methoden in der Klasse Ci,Mn(Ci): neue Methode der Klasse
Ci undDC(Ci): Anzahl aller Nachkommen von Ci. T : Anzahl aller Klassen im System.
Die Bewertung des PF-Maßes ist ähnlich schwierig wie die von CF: In einigen Fällen
kann das Überschreiben von Methoden das Verständnis verbessern, wohingegen ein zu
hoher Grad an Polymorphismus das Gegenteil bewirkt.
14. Ml(C): Anzahl in Klasse C lokal deﬁnierter Methoden.
15. Al(C): Anzahl in Klasse C lokal deﬁnierter Aribute (NOA).
16. Mo(C): Anzahl in Klasse C überschriebener Methoden (NMO).
17. uses (C;Ci) = 1, wenn die Klasse C eine Klasse Ci als Klassen- oder Instanzvariable
nutzt, sonst 0. T : Anzahl aller Klassen im System.
18. Mv(C): Anzahl öﬀentlicher Methoden einer Klasse C (PIM).
19. Md(C): Anzahl aller Methoden (public, protected, private) einer Klasse C (NIM).
20. Ad(C): Anzahl aller Instanzvariablen (public, protected, private) einer Klasse C (NIV).
Es wird deutlich, dass es ür jede Strukturebene, von derMethode bis hin zumGesamtsystem,
ein oder mehrere Maße gibt. Das gilt sowohl ür die Bewertung der Kopplung (CBO, EC, AC,
CF) als auch ür die Vererbung. Letztere ist sogar Messobjekt einer systemweiten Betrachtung
durch AHF, MHF, AIF und MIF. Darüber hinaus ﬁnden sich elementare Maße wie NOM, NOC
etc., die teilweise ür die Ableitung der komplexeren Maße verwendet werden.
So verührerisch die Verwendung eines systemweiten Maßes wie CF sein kann, so unklar
ist, inwieweit sich die verschiedenen Strukturierungsmöglichkeiten vonellcode auf die Be-
rechnung und auf die Güte der anschließende Bewertung auswirken. Dies entspricht nicht der
Forderung nach einer transparenten und durch den Entwickler nachvollziehbaren Bewertungs-
methode.
5.7.3 Vergleich der Wertebereiche
Für den Vergleich kommen ür die etablierten Maße die Angaben aus den jeweiligen Untersu-
chungen zum Einsatz, wie sie bei Lorenz ([Kan02, S. 337]; aufgrund der Ähnlichkeit von Java
zu C++ werden die Aussagen zu C++ verwendet), Kan ([Kan02, S. 342]), Lanza und Marinescu
([LM06, S. 16]) und Roock und Lippert ([RL04, S. 35]) zu ﬁnden sind. Tabelle 5.2 auf der nächsten
Seite zeigt eine Zusammenstellung der Angaben zu den elementaren Maßen aus der Literatur
105
5 Ein alitätsmodell zur Beurteilung von ellcode
Kenngrößen Lorenz L. & M. Kan R. & L. eigene Werte
Anzahl Zeilen/Methode <24 <20 - <30 <30
Anzahl Methoden/Klasse <20 <15 <40 <30 <9
Anzahl Instanzvar./Klasse <6 - - - <9
Anzahl Klassen/Paket - - - <30 <9
Anzahl Pakete/Subsystem - - - <30 <9
Tiefe d. Vererbungshierarchie <6 - - - <9
Subsystemkopplung <6 - - - <9
Klassenkopplung im Subsys. max - <5 - <9
Tabelle 5.2: Grenzen ür die elementaren Kenngrößen.
und stellt ihnen die eigenen Werte gegenüber. Aufgeührt sind allerdings nur diejenigen An-
gaben, die als Zahlwerte vorliegen oder als eindeutige Grenzwerte erkennbar sind.
Der Vergleich zeigt, dass die Grenzwerte der etablierten Sowaremaße stellenweise recht
konservativ angesetzt werden, ein Element also eher als auällig in Erscheinung tri als bei
dem hier entwickeltenalitätsmodell. Es gibt aber auch Werte, die vom jeweils selben Autor
weit höher angesetzt werden. Dies betri hauptsächlich die Hierachisierung, also die Anzahl
Methoden pro Klasse, die Anzahl Klassen pro Paket und die Anzahl Pakete pro Subsystem.
Da viele der abgeleiteten Maße auf diesen elementaren Kenngrößen aufsetzen, wird schnell
deutlich, wie groß die Spannweite der dann möglichen Wertebereiche sein kann. Insgesamt
zeigt sich, dass die Ebene der Architektur, in der Objektorientierung imWesentlichen repräsen-
tiert durch Paketstrukturen, im Vergleich zur feingranularen Ebene der Klassen und Methoden
noch weiterer Untersuchungen bedarf. Die hier aufgeührten eigenenWerte dienen daher auch
zunächst nur zur Orientierung, basierend auf den theoretischen Überlegungen aus Abschni
5.3.1.
5.7.4 Vergleich der Messaufgaben mit Sowaremaßen
Kosten-Nutzen-Betrachtung der etablierten Maßen
Der Nutzen jeder der aufgeührten Metrik-Suiten wurde in mehreren Untersuchungen ür sich
empirisch gezeigt. Der Einsatz aller Maße ür eine Bewertung ist allerdings nicht unbedingt
notwendig, da aufgrund von Überschneidungen nicht notwendigerweise zusätzliche Erkennt-
nisse gewonnen werden können. Aggarwal et al. haben aus den aufgeührten Suiten 22 Maße
ausgewählt und sie anhand der Ergebnisse dreier Fallstudien statistisch untersucht [Agg+06].
Berechnet wurden Abweichung, Hauptkomponenten und Korrelation. Dabei konnten sie zei-
gen, dass teilweise dieselben Messwerte ermielt wurden (bspw. entsprechen die Werte von
WMC denen von NOM) und dass Teilmengen-Beziehungen bestanden (bspw. ist NOM Teil-
menge von RFC). Abbildung 5.11 auf der nächsten Seite illustriert die gefundenen Beziehun-
gen zwischen diesen Klassenmetriken (LCC: Loose Class Cohesion, ICH: Information based
Cohesion, TCC: Tight Class Cohesion, MPC: Message Passing Coupling).
Angesichts der Leistungsähigkeit heutiger Rechner kann derMehraufwand einer Ermilung
aller Maße jedoch vernachlässigt werden, zumal die Fallstudien, auf die Aggarwal et al. ihre Er-
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LCOM
ICH TCC
LCC DAC
CF CBO
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RFC
Abbildung 5.11: Beziehungen zwischen Metriken (nach [Agg+06, S. 168]).
kenntnisse stützen, von demselben Autor stammen. Die Überschneidungen könnten demnach
auch ein Artefakt der Programmiereigenheiten des Autors der Fallstudien sein.
Abdeckung der Messaufgaben durch etablierte Maße
Tabelle 5.3 ordnet den Messaufgaben elementare und abgeleitete Maße aus der angegebenen
Literatur zu, um den Grad der Abdeckung der Messaufgaben durch die etablierten Maße zu
bestimmen. Einige derMessaufgaben, die nicht direkt abgedeckt werden, können allerdings aus
vorhandenen Maßen berechnet werden, z. B. NIM-PIM=Anzahl nicht-öﬀentlicher Methoden
(protected, private).
Messobjekt Messaufgabe elem. Maße abgel. Maße
Methode #Parameter der Signatur
#spezifizierter Ausnahmen
Klasse #öﬀentlicher Aribute AHF
(Komponente) #öﬀentlicher Methoden PIM MHF
Paket #öﬀentlicher Klassen AC
#öﬀentlicher Schnistellen AC
Methode #verwendeter Klassenvariablen CBO, CF
(lokale #verwendeter Klassenmethoden CBO, CF, RFC
Kopplung) #verwendeter Instanzvariablen CBO, CF
#verwendeter Instanzmethoden CBO, CF, RFC
#lokaler Klassen CF
#verschiedener Klassen in Parameterliste CF
#versch. instanzierter Klassen CF
(paketweite #versch. Klassen aus Fremdpak. in Param.-Liste EC CF, RFC
Kopplung) #versch. instanzierter Klassen aus Fremdpaketen EC CF, RFC
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Messobjekt Messaufgabe elem. Maße abgel. Maße
#verwendeter Klassenvariablen aus Fremdpaketen EC CF
#verwendeter Instanzvariablen aus Fremdpaketen EC CF
Klasse #Instanzvariablen einer Klasse NIV, NOA CF, DAC
#Klassenvariablen einer Klasse NOM CF, DAC
#Klassenvariablen einer Klasse aus Fremdpaket CF, DAC
#lokaler Klassen CF, DAC, CF
Superklasse (falls Vererbung vorliegt) CF,
#implementierter Schnistellen CF,
#implementierter Schnist. aus Fremdpaketen CF,
Schnistelle #implementierender Klassen CF,
Superschnistelle (falls Vererbung vorliegt) CF,
Paket #importierter Pakete CF, D’
Abstraktheit A, D’
Stabilität D’, I
Klasse #disjunkter Aributmengen LCOM
(Komponente)
Klasse Position in Vererbungshierarchie DIT
#eigener Aribute NOA
#geerbter Aribute AIF, CF
#überdeckter Aribute NOA PF
#eigener Methoden NOM
#geerbter Methoden MIF, CF
#überdeckter Methoden NMO, NOM MHI, PF
#finaler Aribute NOA
#finaler Methoden NOM
#Kindklassen NOC
#paketübergreifender Vererbung EC CF
Schnistelle Position in Vererbungshierarchie DIT
#eigener Methoden NOM
#geerbter Methoden CF, MIF
#überdeckter Methoden NMO, NOM MHF, PF
#Kindschnistellen NOC
#paketübergreifender Vererbung EC CF
Methode #Zeilen LOC
#möglicher Pfade CYCLO WMC
Klasse #Zeilen LOC
#Aribute NOA, NIV
#Methoden NOM, NIM
#Zeilen eines redundanten Blöcke
#redundanter Methoden
Schnistelle #Anzahl Methoden NOM, NIM
Paket #Zeilen LOC
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Messobjekt Messaufgabe elem. Maße abgel. Maße
#Klassen
#abstrakter Klassen
#Schnistellen
#redundanter Klassen
Methode # und Umfang redundanter Blöcke
Klasse # und Umfang redundanter Methoden
Paket # und Umfang redundanter Klassen
Methode #Zeilen LOC
Klasse #Methoden NOM, NIV, PIM
Schnistelle #Methoden NOM
Paket #Klassen A
#abstrakter Klassen
#Schnistellen
#Pakete
System #Klassen
#Pakete
Methode #geprüer Parameter
#gefangener Ausnahmen
#weitergeleiteter Ausnahmen
Tabelle 5.3: Zuordnung der Maße zu Messaufgaben und -objekten.
Java-speziﬁsche Strukturen wie lokale Klassen, Assertions und Exceptions, aber auch die
Redundanzaspekte, werden nicht durch die etabliertenMaße berücksichtigt. Schnistellen kön-
nen durch ihre Nähe zu Klassen zwar indirekt erfasst werden (z. B. NOM), ihrer Bedeutung ür
die Struktur eines Sowaresystems wird das aber nicht gerecht. Beides darf aber nicht ver-
wundern, da die Sowaremaße keine derartigen sprachspeziﬁschen Aspekte erfassen können.
Trotzdem kann das nicht die Lücke verbergen, die sich bei der Ermilung der Morphologie
auut. Die drie Spalte macht zudem nochmals deutlich, wie vielältig die in die Berechnung
eingehenden Grundwerte sein können (z. B. CF). Abbildung 5.12 auf der nächsten Seite zeigt
die Zuordnung der Maße anhand der Zerlegung aus Abschni 5.5, angelehnt an Abbildung 5.6
auf Seite 86.
Vor- und Nachteile beider Ansätze
Wie schon zu Beginn von Abschni 5.7 auf Seite 100 angedeutet positioniert sich das in die-
ser Arbeit entwickeltealitätsmodell nicht als Konkurrent zu bestehenden Ansätzen, die die
in den vorigen Unterabschnien beschriebenen Sowaremaße verwenden, sondern als Ergän-
zung. Das gilt sowohl ür die Ermilung und Verarbeitung von Kenngrößen als auch ür die
Bewertung nicht erfasster Messaufgaben wie Redundanz, Assertion- und Ausnahmebehand-
lung sowie der Morphologie.
Die etablierten Maße haben den Vorteil, dass sie ihre Tauglichkeit bei der Bewertung von
Strukturen in mehreren Untersuchungen gezeigt haben. Gerade die ür die Bewertung der
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Wartbarkeit wichtigen MerkmaleModularität und Vererbung werden auf verschiedenen Struk-
turebenen erfasst und sogar systemweit bewertet. Eine am jeweiligen Projekt ausgerichtete
Kalibrierung vorausgesetzt bilden sie ein relativ zuverlässiges Instrumentarium, um problema-
tische Elemente und Strukturen zu identiﬁzieren.
Gerade auf der Architekturebene zeigen sich jedoch ür den Entwickler auch Nachteile. Eine
Bewertung soll ihm als Orientierung dienen, die entsprechend als schlecht bewerteten Bereiche
zu ﬁnden und zu korrigieren. Dazu ist es allerdings erforderlich, dass klar wird,welche Elemen-
te bzw. Strukturen in welchen Maße ür das Bewertungsergebnis verantwortlich sind. Speziell
ür einige abgeleitete Maße ist das nicht der Fall. Dazu kommt, dass sich eine Bewertung am
Kenntnisstand des Entwicklers ausrichten sollte. Dies lässt sich durch Veränderung der Grenz-
werte relativ problemlos realisieren. Es ist dann aber wiederum nicht eindeutig ersichtlich, wie
sich die Bewertung der Strukturen im Detail ändert.
Das in dieser Arbeit entwickeltealitätsmodell versucht, diesen Schwächen der etablierten
Modelle durch einen vergleichsweise einfachenMessansatz zu begegnen. Dieser Ansatz erlaubt
nicht nur eine unmielbar nachzuvollziehende Einﬂussnahme der einzelnen Kenngrößen, er ist
auch so ﬂexibel, dass die Grenzwerte prinzipiell auf jeder Strukturierungsebene ür jedes Ele-
ment individuell angepasst werden können. Dadurch können viele False-Positive-Ergebnisse,
wie sie bei der Verwendung bestimmter Entwurfsmuster aureten können (bspw. hohe Kopp-
lungswerte bei Singleton und Listener), vermieden und die besonderen Eigenheiten einzelner
Subsysteme berücksichtigt werden. Durch die Verwendung verhältnisskalierterWerte entsteht
außerdem eine Vergleichbarkeit der Elemente innerhalb eines Projekts, die bspw. bei der Ver-
rechnung mit einer Fehlerrate hilfreich ist, um Grenzwerte anzupassen. Der Einsatz einer In-
dikatorfunktion ür die Bewertung vermeidet zudem eine Reihe von Problemen vieler Maße,
wie sie Zuse beschrieben hat (s. [Zus98, S. 42]). Sie kann aber trotzdem die Kernaussage eines
Prädiktors transportieren, was ür die Suche nach Auälligkeiten imellcode ausreicht. Die
Kombination der Aussagen durch logische Operatoren ist dann nur eine konsequente Fortüh-
rung dieses Gedankens.
Ein Alleinstellungsmerkmal desalitätsmodells ist die Integration der Redundanz und der
Stabilität als konstituierende Eigenschaen der Wartbarkeit. Die Redundanz ist eine sprach-
unabhängige Eigenscha, Assertions und Exceptions sind schon länger Teil jeder verbreite-
ten objektorientierten Sprache. Daher verwundert es etwas, dass diese beiden Eigenschaen
von den etablierten Sowaremaßen bisher nicht berücksichtigt werden. Auch die Hierarchi-
sierung, Resultat der Dekomposition eines Systems und damit maßgeblich verantwortlich ür
die bedarfsgesteuerte Top-Down-Analyse, wird nicht entsprechend berücksichtigt. Weiterhin
ermöglicht dasalitätsmodell die Integration der etablierten Sowaremaße in den Messpro-
zess miels der Detection Strategy von Lanza und Marinescu (s. Abschni 5.6.4 auf Seite 99).
Die Kenngrößen erlauben zunächst nur die Detektion eines potentiell risikobehaeten Mess-
objekts, nicht aber eine Abschätzung des Risikos. Dies kann aber ein vorhandenes abgeleite-
tes Maß. Zwar ist aufgrund der Ordinalskalierung der berechneten Werte nur eine bedingte
Vergleichbarkeit möglich, aber sie können die Reihenfolge der weiteren Untersuchungen der
Messobjekte bestimmen.
Esmuss an dieser Stelle nochmals betont werden, dass sämtliche ermieltenWerte und deren
Interpretationen ausschließlich als Indikatoren ür mögliche Probleme dienen und keinesfalls
absolute Aussagen liefern können. Sollten sich also Auälligkeiten zeigen, muss durch eine
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Untersuchung der betroﬀenen Abschnie imellcode eine Bestätigung erfolgen.
5.8 Zusammenfassung
Auf Basis der in Abschni 4.4 beschriebenen Ergebnisse wurde nach dem von Wallmüller vor-
geschlagenen Prozess einalitätsmodell entworfen, das sich an den etablierten Standards ISO
9126 und IEEE 1471 orientiert und diese anhand der Erkenntnisse aus der Untersuchung des
Wartbarkeitsbegriﬀs erweitert.
Die Erweiterungen erstrecken sich sowohl auf die Menge der zu ermielnden Merkmale —
hier ist besonders die Stabilität und die Testbarkeit zu nennen — als auch auf die Grenzwerte
der einzelnen elementaren Kenngrößen. Die Verwendung logischer sta algebraischer Opera-
tionen zur Herleitung höherwertiger alitätsaussagen vermeidet unzulässige Berechnungen
und verbessert die Nachvollziehbarkeit der Aussagen, da der Entwickler den Einﬂuss einzelner
Kenngrößen direkt erkennen und ggf. wirksame Gegenmaßen einleiten kann.
Die Strukturierungsmöglichkeiten der Objektorientierung und ihrer Umsetzung in Form der
Sprache Java und die Modularität haben im alitätsmodell einen besonderen Stellenwert:
Die hierarchische Zuordnung von Elementen — sowohl durch Vererbung als auch durch Pa-
kete — sollte nicht nur einer einheitlichen Dekompositionsstrategie folgen, sondern auch ent-
sprechend ihrer Stabilität und unter Berücksichtigung von Scope of Control und Scope of Eﬀect
organisiert werden (s. dazu [Mar02, S. 261] und [YC79, S. 178]), um den Impact von Ände-
rungen möglichst gering zu halten. Die Bestimmung der Morphologie eines Systems und eine
anschließende Abbildung der Kopplung der einzelnen Bestandteile kann hierzu wertvolle Hin-
weise liefern.
Der Vergleich desalitätsmodells mit den etablierten Maßen macht deutlich, dass das Mo-
dell i. a. kleinere Grenzwerte ansetzt. Die Beschränkung auf elementare, verhältnisskalierte
Kenngrößen vermeidet außerdem die von Aggarwal et al. ([Agg+06]) beschriebenen Nebenef-
fekte. Aggregierte Aussagen zur alität eines System wie der Kopplungsfaktor (CF) kämp-
fen zudem immer mit Informationsverlusten, die durch die Verdichtung der beteiligten Kenn-
größen verursacht werden. Die dabei entstehende Diskrepanz zur tatsächlichen Ausprägung
der einzelnen Merkmale lässt sich gut an der Fallstudie zeigen, deren Morphologie exempla-
risch im nachfolgenden Kapitel untersucht wird.
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Programs must be wrien for
people to read, and only
incidentally for machines to
execute.
(Abelson & Sussman,
"
Structure
and Interpretation of Computer
Programs\)
Die Entwicklung des alitätsmodells erfolgte mit Blick auf ein Refactoring des BIS. In die-
sem Kapitel soll nun exemplarisch ein abgeleitetes Merkmal aus dem ellcode ermielt und
bewertet werden. Die Untersuchung erfolgt in vier Phasen:
1. Beschreibung des Messgegenstands
2. Auswahl der Messwerkzeuge und Bestimmung der Messaufgaben vor dem Hintergrund
des entwickeltenalitätsmodells
3. Ermilung der zu den Messaufgaben gehörenden Kenngrößen
4. Interpretation der Kenngrößen und Folgerungen
Die durch den Messgegenstand vorgegebenen Einﬂussfaktoren grenzen sowohl die Auswahl
der Messaufgaben als auch die Werkzeugpalee ein. Da das alitätsmodell im Wesentlichen
elementare Kenngrößen verwendet, stehen ür die Ermilung mehrere Messwerkzeuge zur
Verügung. Die Interpretation der Kenngrößen und die Bewertung des abgeleiteten Merkmals
hingegen muss selbst entwickelt werden.
6.1 Das BIS
6.1.1 Historie
Die Beschreibung orientiert sich am Tagungsbeitrag
"
Ein Campus-Management-System als
evolutionäre Entwicklung - Ein Erfahrungsbericht\ von Henning Brune et al. [Bru+09]. Dem-
nach entstand das
"
Bielefelder Informationssystem\ (BIS) aus dem Bedarf heraus, die Über-
schneidung von Veranstaltungen ür die Studierenden zu reduzieren. Die ersten Arbeiten da-
zu begannen 1998 im Kontext der Lehramtsausbildung, die besonders mit diesem Problem zu
kämpfen hat. Der Kern des BIS, das elektronische kommentierte Vorlesungsverzeichnis (eKVV)
vereint die vorher von den einzelnen Fakultäten und Lehrstühlen auf eigenen Webseiten be-
reit gestellten Veranstaltungsbeschreibungen und bietet Lehrenden wie Studierenden einen
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einheitlichen Zugang zu diesen Informationen über das Internet. Mit der Zeit ist der Funkti-
onsumfang des Systems stetig größer geworden. Nach Einührung der Prüfungsverwaltung als
letzte großen Neuerung im Jahr 2006 wird es 2011 die Möglichkeit geben, die an der Universität
Bielefeld existierenden Studiengänge zu modellieren und damit eine automatische Notenbe-
rechnung anzustoßen.
Das BIS ist bis dato ein weitgehend buchendes System, das nur rudimentäre Auskunsfunk-
tionen besitzt. Die Verwendung oﬀener Standard ermöglicht jedoch die Entwicklung von Sa-
tellitensystemen, die aus den originären Daten des BIS verdichtete Daten ableiten können. Ein
erster Prototyp einer solchen Entwicklung wurde 2008 in Betrieb genommen und wird seitdem
erfolgreich ür die Erstellung von Bachelor-Abschlüssen genutzt. Ein weiteres System, das pri-
mär Ausküne ür Prüfungsämter geben können soll, beﬁndet sich derzeit an der Fakultät ür
Wirtschaswissenschaen der Universität Bielefeld in der Entwicklung.
Die gewählte Architektur auf Basis eines Application Servers ermöglicht die Verteilung des
Systems auf mehrere Server-Instanzen, um die besonders zu Semesterbeginn und in den Prü-
fungsphasen auretenden Lastspitzen abfangen zu können. Außerdem erlaubt die Umsetzung
das Einspielen von Updates oder den Einbau neuer Komponenten, ohne dass das gesamte Sys-
tem heruntergefahren werden muss.
6.1.2 Einflussfaktoren
Die Implementierung des BIS erfolgt zum Großteil in der Programmiersprache Java. Java hat
sich innerhalb der letzten Dekade an die Spitze der beliebtesten Sprachen gestellt, unterstützt
durch die aktive Entwicklergemeinde und die zahlreichen Projekte, die als Open Source ver-
ügbar sind. Hier ist besonders die Apache Foundation als Schirmherr zu nennen, die miler-
weile mehr als 100 Top-Level-Projekte betreut, darunter u. a. die ür Java wichtigen Anwen-
dungen Ant, Commons, Maven und log4j [10f]. Das System ist als Client-Server-Anwendung
ausgelegt: Auf der Server-Seite beﬁndet sich die Datenbank und die Anwendungslogik des
Systems, auf der Client-Seite ist nur ein Webbrowser erforderlich. Für die Entwicklung der
Anwendungslogik wurde eine komponentenorientierte Vorgehensweise auf Basis von Apa-
che Tomcat gewählt, einem Open Source Application Server, der die Java Servlet- und Java-
Server Pages-Technologien ([Mor07], [Chu09]) implementiert. Zusammen mit Struts, einem
Framework ür die Entwicklung Java-basierterWebanwendungen ([10g]), wurde so eine REST-
Architektur umgesetzt. Als Datenbankwird die vomHochschulrechenzentrum betriebene Ora-
cle 11-Installation verwendet, jedoch ist das System prinzipiell mit beliebigen DBMS einsatz-
ähig.
Das BIS wird mit Hilfe der Eclipse Workbench entwickelt, einer integrierten Entwicklungs-
umgebung, die sich besonders durch ihre Flexibilität und Erweiterbarkeit auszeichnet [10b].
Für die Implementierung werden verschiedene Java-Bibliotheken genutzt, die bis auf zwei Pa-
kete alle frei verügbar sind. Die nicht frei erhältlichen Pakete sind P4DML, ein PDF-Konverter,
und ein TIM-Adapter. TIM (Tivoli IdentityManager) ist eine vomHochschulrechenzentrum der
Universität Bielefeld verwendete Authentiﬁzierungslösung. Damit kommt bei der Entwicklung
durchgehend Open Source zum Einsatz, wodurch die Kosten auf der Werkzeugseite minimal
sind.
Folgende relevante Einﬂussfaktoren können der Beschreibung des Systems entnommenwer-
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den:
• Die Verwendung der externen Bibliotheken verursacht Kopplungen. Das Ausmaß und
die Verwendungsstellen sind nicht bekannt.
• Der komponentenorientierte Ansatz lässt vermuten, dass die verschiedenen Teilprojekte
des BIS separat entwickelt werden. Das einzige Strukturelement der Programmierspra-
che auf dieser Abstraktionsebene ist das Paket. Daher ist zu vermuten, dass anders als bei
einem monolithischen Projekt mit einem zentralen Paket auf der obersten Projektebene
ür jedes Teilprojekt ein separates Paket vorgesehen ist.
• Durch die Verwendung des Struts-Frameworks besteht das BIS nicht vollständig aus
Java-ellcode. Die Präsentationsschicht verwendetHTMLmit eingebeeten Java-Statements
oder JSP-Tags. Eine Analyse desellcodes wird damit beschränkt auf die Kernbausteine
(Request- und Response-Handler sowie die Anwendungslogik).
Für die Analyse wurden vom BIS-Team die Pakete der Systembasis zur Verügung gestellt.
Der Größe der Systems beläu sich auf ca. 14,1MB, verteilt auf 162 Verzeichnissemit insgesamt
1863 Dateien (Java-ellcode und HTML-Dokumentation der einzelnen Pakete).
6.2 Auswahl der Analysewerkzeuge
Für die Ermilung der elementaren Kenngrößen kommen die Eclipse-Plugins Metrics und JDe-
pend zum Einsatz sowie Understand for Java. Das Analysewerkzeug iPlasma wird ür die Er-
zeugung der Übersichtspyramiden benutzt. Die Darstellung der Systemstruktur basiert auf den
vom Metrics-Plugin ermielten Werten und wird durch eine Eigenentwicklung erzeugt.
6.2.1 iPlasma
iPlasma ([10c]) integriertmehrereAnalysewerkzeuge in eine konsistente Umgebung. DasWerk-
zeug unterstützt dabei alle ür eine Untersuchung notwendigen Schrie: Extraktion eines So-
waremodells ausellcode bis hin zu aggregierten Bewertungen auf Basis vonMetriken. Außer-
dem ist die Suche nach Code-Duplikaten möglich. Der Großteil der Werkzeuge befasst sich mit
der Visualisierung von Strukturen, darunter auch die Darstellung der Class Blueprints nach
Lanza ([Lan03]).
Die Entwickler des Systems haben damit mehrere große Projekte untersucht, darunter die
Eclipse Workbench sowie den Webbrowser Mozilla Firefox (beide besitzen mehr als 2 Millio-
nen Lines of Code). Der Umfang des BIS sollte daher bei einer Analyse keine Schwierigkeiten
bereiten.
6.2.2 Metrics
Metrics ([05b]) ist als Plugin ür die EclipseWorkbench das ideale Werkzeug, um eine entwick-
lungsbegleitende alitätssicherung in dieser Umgebung umsetzen. Im Gegensatz zu iPlasma
analysiert Metrics jedoch nicht den Java-ellcode, sondern instrumentiert diesen, so dass
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erst nach einem Build Kenngrößen ermielt werden können. Da durch diesen Ansatz die tat-
sächlichen Strukturen des ellcodes erfasst werden können, so wie sie der Java-Compiler
extrahiert, düren die Ergebnisse sehr präzise sein. Die Notwendigkeit eines Compile-Laufs
erfordert allerdings nicht nur die Bereitstellung sämtlicher externer Bibliotheken, sondern ür
die zwei nicht zur Verügung stehenden Pakete auch Anpassungen am BIS-ellcode. Um den
ellcode trotz der fehlenden Pakete kompilieren zu können, wurden die betroﬀenen Berei-
che daher entweder auskommentiert oder durch die Ermilung nicht beeinﬂussende Elemente
ersetzt. Erforderlich war dies bei nur drei Dateien.
Zum Umfang der von Metrics ermielten Kenngrößen gehören die klassischen Volumen-
maße, die Maße ür objektorientierte Systeme von Chidamber und Kemerer ([CK94]) sowie das
MOOD-Set ([HCN98]) und die Kopplungsmaße von Martin ([Mar02]). Neben der Darstellung
der Werte in der Eclipse Workbench besteht ür die Weiterverarbeitung auch die Möglichkeit
eines XML-Exports. Über die Leistungsähigkeit beim Umgangmit großen Systemen sind keine
Angaben zu ﬁnden, ebenso wenig Vergleiche mit anderen Werkzeugen.
6.2.3 JDepend
Das Ziel von JDepend ([Cla06]) ist die Ermilung der Entwurfsqualität von Paketen mit Hilfe
von Metriken, wie sie Martin beschrieben hat ([Mar02]). Dazu gehören aﬀerente und eﬀerente
Kopplung, Abstraktheit, Instabilität und die Detektion von Abhängigkeitszyklen. Das Werk-
zeug ist sowohl als Plugin als auch in Form einer Standalone-Lösung (auf Konsolenebene oder
mit GUI) verügbar.
JDepend macht bei der Analyse einige vereinfachende Annahmen: Java-Interfaces werden
wie abstrakte Klassen behandelt. Dadurch wird die Berechnung der Abstraktheit beeinﬂusst.
Die Berechnung der beiden Kopplungsformen unterscheiden sich von der ursprünglichen De-
ﬁnition nach Martin, da nicht direkt die Klassenabhängigkeiten ermielt, sondern die Import-
Beziehungen der Pakete untereinander erfasst werden. Geht man davon aus, dass nur Pakete
importiert werden, deren Klassen tatsächlich auch Verwendung ﬁnden, sollten die Werte aller-
dings korrekt sein. Wie das Metrics-Plugin bietet auch JDepend die Möglichkeit, Messwerte in
XML-Format zu exportieren.
Auch zu diesemWerkzeug gibt es keine Referenzangaben oder Hinweise ür den Umgangmit
großen Projekten. Die Ergebnisse sowohl von Metrics als auch von JDepend sollten daher auf
Übereinstimmung geprü werden. Alternativ könnte man einen Abgleich mit einem weiteren,
allerdings kommerziellen Werkzeug wie Understand for Java vornehmen.
6.2.4 Understand for Java
Die von SciTools entwickelte Analyseplaform Understand ist ür eine ganze Reihe von Pro-
grammiersprachen verügbar, u. a. auch ür C/C++ und Java (s. [05c]). Die C/C++-Variante wur-
de schon erfolgreich bei der Analyse eines großen kommerziellen Modellierungswerkzeugs
eingesetzt, das von einem der weltgrößten Unternehmen im Fassaden- und Proﬁlbau entwi-
ckelt wird (s. [Teß04]). Die Leistungsähigkeit beim Umgang mit großen Systemen steht daher
außer Frage. Von allen beschriebenen Werkzeugen bietet Understand for Java zudem die um-
fassendste Menge elementarer Maße. ErmielteWerte können in einemXML-Format und auch
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in Form einer CSV-Datei exportiert werden.
Aufgrund ihrer Integration in die EclipseWorkbench wird zunächst den beiden Plugins Met-
rics und JDepend der Vorzug bei der Analyse gewährt.
6.2.5 Messaufgaben
Bei Systemen von der Größenordnung des BIS ist zunächst ein Überblick sinnvoll, bevor eine
Detailanalyse erfolgt. Dazu werden folgende Messaufgaben bearbeitet: Lines of Code, Anzahl
Methoden, Anzahl Klassen und die Anzahl von Paketen, ermielt ür das gesamte System.
Informationen über die Nutzung von Vererbung können ebenfalls hilfreich sein, weshalb auch
die Vererbungstiefe und -breite ermielt wird.
Die Detailanalyse betrachtet ausgesuchte abgeleitete Merkmale des alitätsmodells, die
sich im Wesentlichen mit der Organisation des ellcodes auf Paketebene befassen. Dazu ge-
hören die Morphologie des Systems sowie diealitätsmaße von Martin, die auf die Kopplung
von Paketen abzielen. Zu ermieln ist also:
• Anzahl Klassen pro Paket
• Anzahl Pakete pro Paket
• Schachtelung von Klassen und Paketen
• Anzahl verschiedener Klassen und Schnistellen aus Fremdpaketen, sowohl in der Para-
meterliste als auch bei der Deﬁnition von Klassen (aﬀerente Kopplung)
Die Werte ür den Überblick werden mit Hilfe von iPlasma ermielt und an Stelle einer
Tabelle in einer alternativen Darstellungsform abgebildet. Für die Ermilung der Detailanalyse
kommen zunächstMetrics und JDepend zumEinsatz und die Kenngrößenwerden anschließend
mit den Werten von Understand for Java abgeglichen.
6.3 Ermilung der Kenngrößen
6.3.1 Rahmenbedingungen der Analyse
Die Analyse eines Projekts dieser Größenordnung erfordert auch eine ür heutige Verhältnisse
gut ausgestaete Maschine. Die Instrumentierung des ellcodes durch das Metrics-Plugin
setzt einen kompleen Build des Projekts voraus, dem dann die eigentliche Extraktion der
Kenngrößen folgt. Beides ist sehr speicherintensiv, so dass hier eine minimale Ausstaung von
mindestens 2 GB RAM anzuraten ist. Die Analyse der Pakethierarchie auf Basis eines XML-
Exports der ermielten Kenngrößen benötigt weitere 2,6 GB RAM und ist sehr rechenlastig.
Soll eine die Entwicklung begleitendealitätssicherung durch den Entwickler staﬁnden, ist
daher ein System mit Mehrkernprozessor und mindestens 4 GB RAM bereitzustellen.
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6.3.2 Probleme bei der Ermilung
Die Ermilung der elementaren Kenngrößen ist ür keines der aufgeührten Werkzeuge ein
Problem. Auällig ist aber die Diskrepanz, die sich bspw. bei der Anzahl der Klassendeﬁnitionen
zeigt. Aufgrund der Fehlens von diesbezüglichen Deﬁnitionen auch in der Dokumentation des
kommerziellen Werkzeugs Understand for Java ist nicht zweifelsfrei klar, wie es dazu kommt.
iPlasma zählt oﬀenbar Schnistellen und abstrakte Klassen nicht zu den Klassendeﬁnitionen,
Understand for Java hingegen schon. Metrics stellt Schnistellen und Klassen gleich. Für eine
präzise Auswertung muss zunächst ür das dabei verwendeteWerkzeug sicher gestellt werden,
auf welcheWeise die einzelnen Kenngrößen zustande kommen. Bis dahin sollten dieMesswerte
insgesamt mit Vorsicht verwendet werden.
6.3.3 Ein erster Systemüberblick
Im Vergleich zu einer tabellarischen Darstellung bietet eine sog. Übersichtspyramide nach Lan-
za neben den absoluten Werten auch eine kompakte Zuordnung verschiedener Mielwerte
[LM06, S. 24]. Abbildung 6.1 zeigt die Übersichtspyramide ür das BIS. Zu sehen sind drei
farblich markierte Bereiche:
• gelb: Dieser Bereich der Pyramide beschreibt die Größe und Komplexität (im Sinne von
McCabe) des Systems. Die Zahlen in der rechten Spalte sind die absoluten Zahlen zur zy-
klomatischen Komplexität (CYCLO), Lines of Code (LOC), Anzahl deﬁnierter Methoden
in einer Klasse (NOM) sowie die Anzahl Klassen (NOC) und Pakete (NOP).
DieWerte auf der linken
"
Treppe\ sind die Durchschnisangabenwie die AnzahlMetho-
den pro Klasse. Sie berechnen sich immer durch Division der nächst unteren Zahl durch
die nächst höhere. Die durchschniliche zyklomatische Komplexität von 0,16 ergibt sich
also aus CY CLO = CY CLOLOC .
• hellgrün: Die Spitze der Pyramide zeigt die Mielwerte zweier vererbungsrelevanter
Kenngrößen. NDD (Numbers of Direct Descendants) beschreibt die durchschniliche
Anzahl direkter Kindklassen, HIT (Hierarchy of Inheritance) die durchschniliche Tiefe
der Vererbungsbäume.
• hellblau: Der drie Bereich auf der rechten Seite zeigt zwei Kopplungswerte: FOUT (Fan-
Out) steht dabei ür die Anzahl Klassenreferenzen und CALL ür die Anzahl disjunkter
Methodenaufrufe im gesamten System.
Für eine Interpretation der Größen- und Komplexitätsmielwerte der Übersichtspyramide
können prinzipiell die Grenzwerte des alitätsmodells angelegt werden. Damit wären alle
Werte kleiner neun i. a. unauällig. iPlasma nutzt geringügig andere Grenzwerte, wie die Farb-
gebung erkennen lässt. Rot steht dabei ür eine Überschreitung des Grenzwertes, grün und blau
ür akzeptable Werte.
Im folgenden Abschni wird als ein Beispiel ür die Anwendung des alitätsmodells die
Morphologie des BIS untersucht. Beantwortet werden soll die Frage, ob sich die schlanke und
feingliedrige Struktur, die sich aus den Werten der Übersichtspyramide ableiten lässt, durch
eine Detailanalyse bestätigt werden kann.
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Abbildung 6.1: Übersichtspyramide zum BIS.
6.3.4 Untersuchung der Morphologie des BIS
Zunächst werden die Pakete anhand ihres Volumens, gemessen in Lines of Code, gegenüber ge-
stellt, um einen Eindruck von der allgemeinen Verteilung der Code-Menge zu erhalten. Dann
folgt eine Detailuntersuchung der Schachtelung eines aufgrund seiner Größe auälligen Pa-
kets.
Abbildung 6.2 zeigt ein Balkendiagramm, das die Pakete der ersten Ebene der Strukturie-
rungshierarchie in TLOC (Total Lines of Code) auührt. Auällig ist die Breite der ersten Ebe-
ne: Hier sind 18 Pakete zu ﬁnden. Damit wird der Grenzwert dieses abgeleiteten Merkmals,
den das alitätsmodell zugrunde legt, weit überschrien. Vergegenwärtigt man sich aller-
dings die Entwicklung des BIS und den doch sehr heterogenen Funktionsumfang, relativiert
sich die Bewertung dieser Kenngröße: Die Namen der Pakete deuten auf eine funktionsorien-
tierte Organisation hin, sie implementieren also jeweils eine eigene Teilanwendung im Kontext
des BIS und können demnach auch separat bewertet werden.
Der Name und der Umfang des ersten Pakets lässt vermuten, dass es sich hierbei um ein
Paket zur Datenabstraktion handelt. Damit deutet sich eine Trennung der Anwendung in eine
Anwendungs- und Datenhaltungsschicht an. Eine Analyse der Kopplung mit anderen Paketen
der ersten Ebene und deren Bestandteilen könnte diesen Verdacht bestätigten, wird hier aber
nicht weiter verfolgt.
Lässt man das Paket org.unibi.kvv (Implementierung des kommentierten Vorlesungsver-
zeichnisses) als einen der ältesten und vom Funktionsumfang her größten Baustein außer Acht,
so zeigt sich, dass die Pakete insgesamt einen sehr moderaten Umfang besitzen (s. Tabelle 6.1
auf der nächsten Seite). Nur org.unibi.common ällt aus dem Rahmen, wobei der Name vermu-
ten lässt, dass es sich hierbei um ein ähnlich fundamentales Paket handelt wie bei org.uni.data.
Eine Analyse der aﬀerenten Kopplung mit JDepend bestärkt diesen Verdacht: Allein das Teil-
paket org.unibi.common.dao besitzt einen Kopplungswert von 95, der nur noch übertroﬀen wird
vom Wert des Pakets org.unibi.common.tools: 108. Die auf Klassen dieses Pakets zugreifenden
Klassen und Methoden sind über das gesamte System verteilt, d. h. der Impact einer Änderung
an diesem Paket hat unvorhersehbare Auswirkungen. Abbildung 6.3 (S. 121) zeigt eine Darstel-
lung dieser von org.unibi.common abhängigen Pakete des BIS inklusive der Verbindungsstärke,
gemessen anhand der Anzahl der Verwendungskontexte von Klassen aus org.unibi.common. Gut
zu erkennen ist die enge Kopplung zur vermuteten Datenabstraktionsschicht mit dem Wert
6770. Betrachtet man nun die Abhängigkeiten org.unibi.common selbst (Abbildung 6.4, S. 122),
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Abbildung 6.2: Größe der Pakete der ersten Hierarchieebene in LOC.
so zeigt sich, dass org.unibi.common von org.unibi.data abhängt. Zwischen den beiden größten
Paketen des BIS besteht also einen Abhängigkeitszyklus!
Name TLOC
org.unibi.benvw 1405
org.unibi.common 19008
org.unibi.dokument 1078
org.unibi.einr 3130
org.unibi.foda 2310
org.unibi.foren 655
org.unibi.idm 557
org.unibi.kvv 24066
org.unibi.mailverteiler 5883
org.unibi.news 653
org.unibi.person 4665
org.unibi.pv 8651
org.unibi.raum 2740
org.unibi.roller 191
org.unibi.rss 1084
org.unibi.sm 1401
org.unibi.stud 3939
Tabelle 6.1: Größe der Pakete der ersten Hierarchieebene.
Bei der Bestimmung der Morphologie eines Systems wird die Schachtelung der Elemente
betrachtet, wie also Klassen in Paketen zusammengefasst werden und Pakete mit anderen Pa-
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Abbildung 6.3: Von org.unibi.common abhängige Pakete inkl. Anzahl der Verwendungen.
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Abbildung 6.4: Abhängigkeiten des Pakets org.unibi.common inkl. Anzahl der Verwendungen.
keten und Klassen zu größeren Paketen. Solche Teil-von-Beziehungen können mit Hilfe eines
geschachtelte Baum dargestellt werden.
Abbildung 6.5 auf der nächsten Seite zeigt eine solche Darstellung der Morphologie des BIS.
Pakete werden als adrate abgebildet, Klassen als Ovale. Die Größe der adrate bzw. Ova-
le steht hierbei nicht in Bezug zur Elementgröße. Beﬁndet sich ein adrat innerhalb eines
größeren adrats, so handelt es sich dabei um ein Unterpaket desselben. In der Abbildung
stellt das große adrat links der Bildmie das Paket org.unibi.data dar. In der rechten obe-
ren Ecke ist das Paket org.unibi.common zu sehen. Zu erkennen ist, dass die Hierarchisierung
des Systems insgesamt sehr heterogen ist: Die Schachtelungstiefen reichen von nur einer bis
hin zu sieben Paketebenen. Außerdem werden teilweise extrem viele Klassen in einem Paket
zusammengefasst.
Die Hierarchisierung des Pakets org.unibi.common, als Ausschni zu sehen in Abbildung 6.6
(S. 124), soll nun näher untersucht werden. Zunächst ist festzustellen, dass das Paket schon
auf oberster Ebene 17 Unterpakete aufweist; einzelne Klassen sind auf dieser Ebene nicht vor-
handen. Weiterhin kann man gut erkennen, dass einzelne Hierarchieebenen deutlich zu breit
angelegt sind: Es werden sehr viele Elemente zu einer Ebene zusammengefasst. Dabei sticht be-
sonders das Unterpaket user heraus, das aus zwei Paketen und 86 Klassen besteht. Abbildung
6.7 auf Seite 125 zeigt das Paket in Form einer klassischen Baumstruktur, wobei die Bläer je-
weils ür die Anzahl von Klassen stehen. Bei einem angenommenen Schachtelungsfaktor von
7 beträgt die milere Gesamtabweichung der 33 Teilbäume 1,23. Dieser Wert deutet auf eine
große Abweichung von einer idealen Strukturierung hin.
An diesem Beispiel wird deutlich, wie sehr der in der Übersicht 6.1 (S. 119) präsentierte
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Abbildung 6.5: Darstellung der Paketstruktur des BIS als geschachtelter Baum.
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Abbildung 6.6: Paket org.unibi.common.
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6 Analyse des BIS-ellcodes
Durchschni von 10 Klassen pro Paket die tatsächlich vorliegende Hierarchisierung verschlei-
ern kann.
6.4 Anwendung desalitätsmodells
Aus Sicht des entwickelten alitätsmodells betreﬀen die hier ür org.unibi.common ermiel-
ten Kenngrößen die abgeleiteten Merkmale Kopplung, Breite und Tiefe der Hierarchisierung
sowie die Größe eines Elements. Damit lassen sich die Merkmale Modularität und Hierarchisie-
rung teilweise bestimmen. Einige abgeleitetenMerkmale sind in Klammern eingefasst, da keine
zugehörigen Kenngrößen ermielt wurden. Aufgrund der logischen Und-Verknüpfung ergibt
sich daraus aber kein Problem ür die Anwendung, solange nur ein abgeleitetes Merkmal als
"
nicht in Ordnung\ bewertet wird:
• Modularität = (Vererbung) ^ (Breite der Schnistelle) ^ Kopplung
• Hierarchisierung = Breite ^ Tiefe
Die Kopplung ist aufgrund der zyklischen Abhängigkeit als gravierend fehlerha zu werten.
Die enge Kopplung von org.unibi.common und org.unibi.data mit 6770 Verbindung bzw. 913
in der Gegenrichtung liegen aus Sicht des alitätsmodells weit außerhalb aller empfohlenen
Grenzwerte. Mit einer Tiefe von maximal 7 Ebenen, jedoch einer Breite von 17 und mehr Ele-
menten ist dieHierarchisierung nicht gleichmäßig. Die berechnetemilere Gesamtabweichung
beträgt 1,23 bei einem angenommenen Schachtelungsfaktor von 7 und ist damit ebenfalls zu
groß. Sowohl Modularität als auch Hierarchisierung sind aufgrund dieser Ergebnisse als
"
nicht
in Ordnung\ zu betrachten.
Die auf diesen Merkmalen aufsetzenden Untereigenschaen Analysierbarkeit, Änderbarkeit
und Testbarkeit müssen auch ohne Untersuchung auf mögliche Redundanzen als
"
nicht in Ord-
nung\ gewertet werden:
• Analysierbarkeit = Hierarchisierung ^ (Redundanz) ^ Umfang ^Modularität
• Änderbarkeit = (Redundanz) ^ Umfang ^Modularität
• Testbarkeit = Modularität
Die durchgeührte exemplarische Untersuchung zeigt, dass das BIS aus Sicht des entwickel-
tenalitätsmodells z. T. erschreckende Mängel aufweist und die Wartbarkeit des Systems als
geährdet eingestu werden muss. Die zyklischen Abhängigkeiten von Paketen wiegen dabei
besonders schwer.
Vergleicht man dieses Ergebnis mit den auf Seite 119 aufgeührten Durchschniswerten der
Übersichtspyramide, welche das BIS insgesamt unauällig erscheinen lassen, wird deutlich,
in welchem Umfang solche aggregierten Werte den tatsächlichen Systemzustand verschleiern
und die Entwickler täuschen können.
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Bevor weitere Entwicklungen in Angriﬀ genommen werden, sollte zunächst ein Refactoring
der Basis-Pakete org.unibi.data und org.unibi.common durchgeührt werden mit dem Ziel, den
Abhängigkeitszyklus zu durchbrechen und die Abhängigkeit untereinander auf wenige, klar
deﬁnierte Bereiche zu reduzieren.
Die streckenweise sehr großen Anzahlen von Klassen auf den untersten Hierarchieebenen
lässt die Frage nach der Kohäsion der zugehörigen Pakete auommen und danach, welcher
Idee die Integration der Klassen zu einem Paket folgt.
Eine mögliche Ursache ür die stellenweise große Anzahl an Klassen (und evtl. auch ür die
Kopplungs- und Kohäsionswerte) kann die Verwendung von Code-Generatoren sein, die seit
einiger Zeit bei der BIS-Entwicklung zu Einsatz kommen. Die Entwickler arbeiten damit auf
einer anderen Abstraktionsebene und nutzen domänenspeziﬁsche Sprachen (DSL), die vom
Generator in Java-Code übersetzt werden. Dieser Umstand wird vom alitätsmodell nicht
erfasst. Da die Entwickler den generierten Code jedoch nicht mehr direkt modiﬁzieren müs-
sen, entsteht daraus ür das System aus Sicht der Wartbarkeit kein Problem, auch wenn die
ermielten Kenngrößen über den Grenzwerten liegen.
Es bleibt fraglich, wie die weitere Entwicklung in Zukun gestaltet werden soll. Geht man
bspw. von einem 5-Jahres-Zyklus aus, d. h. alle ünf Jahrewird eine Komponente neu entwickelt
oder umfassend angepasst, kann die enge Kopplung ein Heraustrennen eben dieser Komponen-
te erschweren oder unmöglichmachen. Ob sich allerdings ein umfassendes Refactoring-Projekt
angesichts eines angekündigten kommerziellen Ersatzsystems lohnt, ist noch unklar.
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7 Fazit
The dominant view is that
soware developers, to deserve
the title of soware engineers,
need to do what other engineers
are supposed to: produce a
kilogram of paper for every gram
of actual deliverable.
(Meyer,
"
Object-Oriented Soware
Construction\)
7.1 Zusammenfassung der Forschungsergebnisse
Ziel dieser Arbeit war die Entwicklung einesellcode basiertenalitätsmodells ür die Be-
urteilung der Wartbarkeit von Sowaresystemen. Die Entwicklung wurde von den folgenden
drei Forschungsfragen geleitet:
1. Welche architekturbezogenenalitätsmerkmale lassen sich ausellcode ermieln?
2. Wie relevant sind die Merkmale ür die Wartbarkeit und Weiterentwicklung eines Sys-
tems?
3. Wie lässt sich aus den gewonnenen Informationen einalitätsmodell entwickeln?
Zur Beantwortung dieser Fragen wurden in Kapitel 2 zunächst etabliertealitätsstandards
untersucht. Im Fokus stand dabei die Zerlegung des alitätsbegriﬀs und die Überleitung zu
Merkmalen, die sich automatisiert ausellcode ermieln lassen. Die Ermilung dieser Merk-
male war ema des drien Kapitels, welches zu dem Ergebnis kommt, dass die vorgestellten
Metriken allein nicht ür einealitätsbewertung der Architektur geeignet sind. Die sich dar-
aus ergebende Notwendigkeit, die Architektur einer Bewertung zugänglich zu machen, ührte
in Kapitel 4 zu einer detaillierten Untersuchung der Entwicklung des Architekturbegriﬀs im
Kontext der Sowareentwicklung. Das Systemverstehen durch den Entwickler — beeinﬂusst
von der Modularität der Architektur, ihrer internen Kopplung und Kohäsion sowie der zu-
grunde liegenden zentralen Strukturierungsidee — konnte dabei als die wichtigstealitätsei-
genscha identiﬁziert werden.
Ausgehend von den formulierten Anforderungen an die Struktur von ellcode wurde in
Kapitel 5 einalitätsmodell entworfen, das eine Zerlegung desalitätsbegriﬀs bis zur Ebe-
ne desellcodes vornimmt und in Kombination mit einem speziell an die Programmierspra-
che Java ausgerichteten Sowaremodells eine einfache Bewertung von Sowaresystemen vor-
schlägt. Durch die Art der Ableitung höherwertiger alitätsaussagen aus den Merkmalen
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wurde darüber hinaus eine Integration mit den bestehenden etablierten Sowaremaßen mög-
lich. In Kapitel 6 wurde das BIS exemplarisch unter Anwendung desalitätsmodells bewertet,
wobei das Hauptaugenmerk auf der Untersuchung der Morphologie lag.
Dasalitätsmodell als Ergebnis der Untersuchungen leistet imDetail folgenden Forschungs-
beitrag:
• Es bietet eine Auswahl vonalitätseigenschaen und -merkmalen auf Basis bestehen-
der Standards und den Anforderungen der Wartbarkeit von Architektur aus Sicht des
Entwicklers.
• Diese Merkmale werden in einalitätsmodell eingebeet und zueinander in Beziehung
gesetzt. Dadurch wird deralitätsbegriﬀ kommunizierbar.
• Für die Ermilung stellt das Modell eine Auswahl von Grenzwerten ür Kenngrößen auf
Basis theoretischer Erkenntnisse bereit.
• Durch die Berücksichtigung der speziﬁschen Eigenschaen einer Programmiersprache
verfeinert das Modell die Menge der Messaufgaben und damit die Genauigkeit der Be-
wertung.
• Die Beschränkung auf elementare Maße macht die Auswirkungen von Änderungen am
ellcode auf die Bewertung direkt nachvollziehbar. Dabei bleibt es aber ﬂexibel und
kann sowohl an die Fähigkeiten der Entwickler als auch an projektspeziﬁsche Vorgaben
angepasst werden.
Im Gegensatz zu den etablierten alitätsmodellen liefert das in dieser Arbeit entworfene
Modell keine höherwertigen quantitativen Aussagen, sondern funktioniert als reiner Indikator.
Aus diesem Grund können keine quantitativen Abschätzungen zu den einzelnen alitätsei-
genschaen, geschweige denn zum potentiellen Aufwand vonWartungsarbeiten erbracht wer-
den. Derartige Angaben haben jedoch immer nur im Kontext der ganz speziﬁschen Messsitua-
tion eine Bedeutung und sind zu einem guten Teil abhängig von der subjektiven Einschätzung
des Messenden.
Die Anwendung desalitätsmodells wird derzeit noch von der fehlenden Werkzeugunter-
stützung behindert. Zwar können viele der elementaren Kenngrößen durch die gängigenWerk-
zeuge zur Metrikanalyse ermielt werden, aber die Interpretation dieser Werte und die Kombi-
nation der Ergebnisse der Indikatorfunktion fehlt. Für die Untersuchungen im Rahmen dieser
Arbeit wurden die XML-Exporte des Metrics-Plugins mit Hilfe von selbst entwickelten Python-
Skripten ausgewertet. Zweckmäßig wäre eine Erweiterung des Plugins um diese Auswertungs-
funktionalität.
7.2 Ausblick
Die Bearbeitung der Forschungfragen ührte neben Erkenntnissen auch zu neuen Fragen und
Aufgaben, die zumema weiterer Forschungarbeiten werden sollten:
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• Sowohl die Grenzwerte des alitätsmodells als auch die der etablierten Sowaremaße
berücksichtigen nicht die verschiedenen Arten von Soware. Eine Ermilung Soware
speziﬁscher Werte sollte daher in Betracht gezogen werden. Zur Typisierung könnte
man zunächst eine Unterteilung in Betriebssysteme und Anwendungssoware vorneh-
men. Letztere wiederum ließe sich weiter unterteilen in Anwendungen mit klassischer
Architektur nach QUASAR, moderne Webanwendungen, die o mit Hilfe von Frame-
works umgesetzt werden, und schließlich Systeme, die dem SOA-Ansatz folgen. Es steht
zu vermuten, dass ür jede Sowareart ein eigener Satz an Grenzwerten angepasst wer-
den muss.
• Die Bewertung von ellcode aus mehreren Programmiersprachen ist bisher kaum ein
ema. Ein möglicher Grund könnten die Schwierigkeiten sein, ein konsistentes So-
waremodell zu erstellen. Das gilt besonders ür die Kombination imperativer Sprachen
mit ihren deklarativen Verwandten wie CSS oder XSL.
• Die Stabilität wird in der Literatur zur alitätsbewertung nicht als alitätsmerkmal
geührt. Hier fehlt es nicht nur an Richtlinien ür die Verwendung von Strukturen im
ellcode, sondern auch an empirischen Untersuchungen zu Grenzwerten und demAuf-
bau interner Firewalls. Besonders sicherheitskritische Soware würde davon proﬁtieren.
• Mit der zunehmenden Verbreitung domänenspeziﬁscher Sprachen (DSL) und den damit
verbundenen Code-Generatoren verändert sich die Situation ür die Entwickler: Sie müs-
sen sich mehr mit der Modellierung von Soware befassen und weniger mit ellcode.
Dabei stellt sich aber die Frage, wie eine alitätsbewertung bei derart entwickelten
Systemen realisiert werden kann.
Die Dokumentation als alitätsmerkmal wird von den meisten alitätsmodellen nicht be-
rücksichtigt. Sie ist allerdings eines der wichtigstenalitätsmerkmale, die ein Sowaresystem
ausmachen. Daher sollte ihr auch ein entsprechender Stellenwert in den Modellen zugebilligt
und Techniken entwickelt werden, die eine Bewertung ermöglichen. Einen Versuch in diese
Richtung unternahm Knuth mit seinem Literate Programming-Ansatz [Knu84]. Er tauschte die
Rollen von Dokumentation undellcode: Ansta denellcode mit Kommentaren nachträg-
lich zu dokumentieren, wird ein Sowaresystem als Dokument verstanden, dass mit Hilfe sog.
Code Chunks um konkrete Anweisungen erweitert wird. Knuth lieferte mit seinem TEX-System,
das er auf diese Weise entwickelte, auch gleich einen Machbarkeitsnachweis ür seine Idee.
Mit der Integration desellcodes in die Dokumentation ührte Knuth gleichzeitig eine völ-
lig neue Perspektive in die Sowareentwicklung ein: Ausschlaggebend ür den Entwickler ist
nicht mehr die Struktur des ellcodes, sondern das Dokument: Die Kommunizierbarkeit von
Soware ist nun das Ziel. Das Programmverstehen wird damit unabhängig von der logischen
Dekomposition des Systems in Form von Paketen, Klassen usw. Dieser Wechsel ührt aber
auch dazu, dass die bisher gültigenalitätsmerkmale, die direkt auf denellcode aufsetzen,
ür eine Bewertung nutzlos werden. Relevant ist diealität der Beschreibung im Dokument,
nicht des Codes. Inwieweit es Bestrebungen hinsichtlich deralitätsuntersuchung von literat
programmierter Soware gibt, ist allerdings nicht bekannt.
Der positive Eﬀekt der Kommunizierbarkeit konnte an einem literat programmierten System
der Fakultät ür Wirtschaswissenschaen, Universität Bielefeld, empirisch gezeigt werden.
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Das Fakultätsinformationssystem, in der Programmiersprache Python und mit dem Literate-
Programming-Werkzeug Noweb ([Ram08]) entwickelt, wurde in drei Diplomarbeiten von pro-
grammierunerfahrenen Studierenden auf seine Wartbarkeit hin untersucht und positiv bewer-
tet [Car10; Hei10; Huc10].
Die literate Sowareentwicklung ist trotz des Erfolgs von TEX nicht weit verbreitet. Ein
Grund daür könnte die im Vergleich zu modernen Entwicklungsumgebungen rudimentäre
Werkzeugunterstützung sein. Wahrscheinlicher aber ist, dass das eigentliche Hindernis die
Entwickler selbst sind:
"
Without wanting to be elitist, the thing that will prevent literate programming
from becoming amainstreammethod is that it requires thought and discipline.e
mainstream is established by people who want fast results while using roughly the
same methods that everyone else seems to be using, and literate programming is
never going to have that kind of appeal. is doesn’t take away from its usefulness
as an approach.\ Patrick TJ McPhee in [Ram08]
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