Asymptotically exact and conservative confidence bands are obtained for possibly heteroscedastic variance functions, using piecewise constant and piecewise linear spline estimation, respectively. The variance estimation is as efficient as an infeasible estimator when the conditional mean function is known, and the widths of the confidence bands are of optimal order. Simulation experiments provide strong evidence that corroborates the asymptotic theory while the computing is extremely fast. A slower bootstrap band is also proposed, with much higher accuracy. As illustrations, the bootstrap spline band has been applied to test for heteroscedasticity in fossil data and in motorcycle data.
Introduction
Quantification of local variability of regression data is an indispensable ingredient for many scientific investigations. The most intuitive measure of such is the conditional variance function, whose estimation has been the subject of Müller and Stadtmüller [1] , Hall and Carroll [2] , Ruppert et al. [3] and Fan and Yao [4] , which employed kernel-type smoothing methods for the nonparametric variance function. Similar smoothing methods have also been used to estimate signal-to-noise ratio in [5] , with applications to time-series volatility estimation. These existing works estimate the conditional variance function via kernel smoothing of the squares of residuals from an initial kernel smoothing of the regression data. Such a two-stage smoothing technique has also been used in estimating homoscedastic variance in [6] . More recently, a new approach to variance estimation based on differencing has been proposed, which can successfully handle serially correlated errors, see [7] [8] [9] .
What has been lacking is a uniform confidence band for the whole variance curve over an entire bounded range and an explicit formula for the estimated variance function. The former is useful for making inference on the shape of the variance function, such as testing of homoscedasticity, while the latter is appealing to practitioners without much statistics expertise but wish to implement nonparametric procedures. Uniform confidence bands have been constructed for the conditional *Corresponding author. Email: yang@stt.msu.edu mean function in [10] [11] [12] [13] and for probability density function in [14] . All these and other related works, such as that of Mack and Silverman [15] , are based on kernel smoothing and make use of the 'Hungarian embedding' type results such as in [16, 17] . More recently, Zhou et al. [18] and Wang and Yang [19] constructed confidence bands for the conditional mean function using the polynomial spline method with explicit formulae for both the estimated conditional mean function and the confidence band. In particular, Wang and Yang [19] allow for heteroscedastic and nonnormal errors and is useful for testing hypothesis on the shape of regression curve.
In this paper, we propose polynomial spline confidence bands for heteroscedastic variance function in a nonparametric regression model. The greatest advantages of polynomial spline estimation are its simplicity of implementation and fast computation, see for instance, [20, 21] for the basic theory of polynomial spline smoothing and [22] for computing speed comparison of spline vs. kernel smoothing. Hence, it is desirable from a theoretical as well as a practical point of view to have confidence bands for polynomial spline estimators. We assume that observations {(X i , Y i )} n i=1 and unobserved errors {ε i } n i=1 are i.i.d. copies of (X, Y, ε) satisfying the regression model
where the error ε is conditional noise, with E(ε|X) ≡ 0, E(ε 2 |X) ≡ σ 2 (X), seeAssumption (A4) in Section 2. The conditional mean and conditional variance functions m(x) and σ 2 (x), defined on interval [a, b], need not be of any known form. Our goal is to construct a simultaneous confidence band for σ 2 (x) over [a, b] . In addition, the proposed variance estimator is asymptotically as efficient as the infeasible estimator, i.e., the asymptotic mean squared error is as small as if the conditional mean function m(x) is given (equivalently, as if the unobservable error ε is actually observed). As an example, consider the motor cycle data. Figure 4 shows that with a p-value as small as 0.008, one rejects the null hypotheses that the conditional variance function of the data is a constant as no horizontal line can be squeezed into the 99.2% variance function confidence band. For other methods of testing the heteroscedasticity or the lack-of-fit of regression function, see [23, 24] and Section 5 for simulation comparison of our method with that of Dette and Munk [23] .
The paper is organised as follows. In Section 2, we state our main results on variance confidence bands using constant/linear splines. In Section 3, we investigate the error structure of spline variance estimators leading to insights of proof. We give the actual steps to implement the confidence band in Section 4, and in Section 5, we report simulation results and applications to a fossil data and the well-known motorcycle data. The Appendix contains all the technical proofs needed for the main results.
Main results
An asymptotic exact (conservative) 100(1 − α)% confidence band for the unknown σ 2 (x) over the interval [a, b] consists of an estimatorσ 2 (x) of σ 2 (x), lower and upper confidence limitŝ
If the mean function m(x) were known, one could compute the errors ε i = Y i − m(X i ), 1 ≤ i ≤ n, and make use of the fact that E(ε the 'infeasible estimator' of the variance function as
is the space of functions that are piecewise polynomials of degree (p 2 − 1) on interval [a, b], defined precisely below, for some positive integer p 2 . To mimic the above unattainable spline smoother, we definê
are the squares of residualsε i,p 1 obtained from spline regression,
for some positive integer p 1 , in whicĥ
To introduce spline functions, for the two steps ν = 1, 2, we divide the finite interval
. A sequence of equally spaced interior knots {t j } N ν j =1 are given as
is the distance between neighboring knots. We denote by G Our approach is to construct the error bound function l n (x) around the spline estimatorŝ σ 
(b) The error is conditional noise: N 2 ). The idea of allowing different degrees of smoothness for m and σ comes from one referee.
To properly define the confidence bands, we denote for any x ∈ [a, b], define its location and relative position indices j ν (x), r ν (x) as
Since any x is between two consecutive knots, it is clear that
Corresponding inner products are defined by
can be spanned linearly by the B-spline basis introduced below or the truncated power basis introduced in Section 4, see [25] . Hence, the same estimator m p 1 (x) can be expressed as a linear combination of either of the two bases. While the truncated power basis is convenient for implementation, it is easier to work with the B-spline basis for theoretical analysis. 
Define the rescaled B-spline basis
Obviously, all the rescaled basis functions will have theoretical norm 1.
To express the estimatorm p 1 (x) based on the basis
and let the design matrix for spline regression be Then the estimatorm p 1 (x) in Equation (4) is expressed aŝ
where the coefficients {λ 1−p 1 ,p 1 , . . . ,λ N 1 ,p 1 } T are solutions of the following least-squares problem
or equivalently, of the normal equation
, thus the inner product matrix on the left side of the normal equation is diagonal for the constant B-spline basis (p 1 = 1), and tridiagonal for the linear B-spline basis (p 1 = 2). According to Lemma A.2, it is approximated by its deterministic version, whose inverse has an explicit formula given in [19] . For p 2 = 2, define the inverse of inner product matrix as S with its 2 × 2 diagonal submatrices
The widths of the confidence bands depend on the variance function:
with j (x) defined in Equation (5), and s ll in Equation (6), and
Under Assumptions (A1)-(A4), applying Theorems 1 and 2 from Wang and Yang [19] to the unobserved sample {(
where v n,1 (x) is given in Equation (7) and replaceable byv Z (x){f (x)nh 1 } −1/2 and
and an asymptotic 100(1 − α)% conservative confidence band for σ
where v n,2 (x) is as in Equation (7), replaceable byv n,2 (x) in Equation (16).
We state our main results in the next theorems. 
respectively. That is,
The proof of Theorem 2.1 and therefore also of Theorem 2.2 depend on Propositions A.1, A.2, and A.3 in the next section, whose proofs are given in the Appendix.
Error decomposition
In this section, we break the estimation errorσ
(x) into three parts. To understand this decomposition, we begin by discussing the spline space G (p 1 −2) and the representation of the spline estimatorsm p 1 (x) in Equation (4) andσ
We write Y as the sum of a signal vector m and a noise vector E
Projecting the response Y onto the linear space G
, one getŝ
Correspondingly, in the space
Regarding variance, we define Z = {ε Taking difference,
Then one writesσ
in which
Implementation
In this section, we describe procedures to implement the confidence bands in Theorem 2.2. Our codes are written in XploRe for convenience in order to use kernel smoothing, see [26] . Given any sample {(X i , Y i )} n i=1 from model (1), we use min(X 1 , . . . , X n ) and max(X 1 , . . . , X n ), respectively, as the endpoints of interval [a, b] . Motivated by the comment of one referee, we select the number of interior knots N ν using a BIC criteria. For knot location, we use equally spaced knots. According to Assumption (A3), the optimal order of N ν is n 1/(2p ν +1) . Thus we propose selecting the 'optimal' N ν , denoted byN 
where BIC = log(MSE) + q n log(n)/n, with MSE =
The least-squares problem in Equation (4) can be solved via the truncated power basis {1, x, . . . , 
The variance estimatorsσ
When constructing the confidence bands, one needs to evaluate the functions v 2 n,p 2 (x) in Equation (7) differently for the exact and conservative bands, and the description is separated into two subsections. For both cases, one estimates the unknown functions f (x) and v 2 Z (x) and then plugs in these estimates, as in [19] . This is analogous to using X ± 1.96 × s n / √ n instead of X ± 1.96 × σ/ √ n as a large sample 95% confidence interval for a normal population mean μ, where the sample standard deviation s n is a plugin substitute for the unknown population standard deviation σ .
Let K(u) = 15(1 − u 2 ) 2 I {|u| ≤ 1}/16 be the quadric kernel and s n the sample standard deviation of (X i )
where h 2 rot,f is the rule-of-thumb bandwidth in [27] .
and
where h 2 rot,σ is the rule-of-thumb bandwidth of Fan and Gijbels [28] 
The following uniform consistency results are provided in [14, 28] max
Implementing the exact band
The function v n,1 (x) is approximated by the following, withf (x) andv Z,1 (x) defined in Equations (11) and (12), j (x) defined in Equation (5)
Then Equations (13) and (8) imply that as n → ∞, the band below is asymptotically exact
Implementing the conservative band
The band below is asymptotically conservativê
where the function v n,2 (x) in Equation (7) for the linear band is estimated consistently bŷ
with j 2 (x) defined in Equation (5), andf (x) andv 2 Z,2 (x) defined in Equations (11) and (12), (x) and L j defined as follows:
The terms l ik , |i − k| ≤ 1 are defined through the following matrix inversion
and computed via Equations (18), (19) , and (20) given below, which are needed for Equation (17) . Letting
and applying the matrix theory from [29, 30] , we have
for 2 ≤ i ≤ N 2 + 1 and
for 2 ≤ i ≤ N 2 . By the symmetry of the matrix M N 2 +2 , the lower diagonal entries are l i+1,i = l i,i+1 , ∀i = 1, . . . , N 2 + 1; see [19] for details.
Implementing the bootstrap band
In this subsection, we use wild bootstrap for improved performance following the suggestion of one referee. We define the residualsξ i,p 1 ,p 2 =ε
, whereε i,p 1 are defined in Equation (3), and denote a predetermined integer by n B , whose default value is 500. The steps to compute the bootstrap band, similar to that of Yang [31] , are described in the following.
Step 1. Let {δ i,k } 1≤k≤n B , 1 ≤ i ≤ n, be i.i.d. samples of the following discrete distribution δ i,k = ±1 with probability 1/2. It is easily verified that E(δ i,k ) = 0, Var(δ i,k ) = 1.
Step 2. For any 1 ≤ k ≤ n B , define the kth wild bootstrap sampleε
, we apply the linear spline on E p 1 ,k to get the spline estimateσ
Step 3. The wild bootstrap (1 − α) pointwise confidence interval for function value σ (21) for each of the bootstrap sample generated in Step 2.
Step 4. According to Wang and Yang [19] , the uniform confidence band is wider than the pointwise confidence interval by a common inflation factor of K n = z
2{log(N 2 + 1) − log(α/2)} when localised at any point x. Hence we define the wild bootstrap
As one referee pointed out, instead of resampling at each point x and then inflate by a universal factor K n , it is also possible to resample the maximal deviation distribution, as was done in [32] , and obtain bootstrap lower and upper 100(α/2)% quantiles of sup x∈ [a,b] 
. Our approach, however, has the advantage of adaptivity since the confidence band is locally calibrated at each point x, without the constraint of symmetry.
Examples

Simulation example
To illustrate the finite-sample behavior of our confidence bands, we simulate data from model (1), with X ∼ U [−1/2, 1/2], and (14), (15) and using the bootstrap method, over 500 replications of sample size n. Following the suggestion of one referee, we have included variance functions σ 2 (x) that are strongly heteroscedastic (c = 5) and nearly homoscedastic (c = 100). In all cases, the performance of the constant band is worse than the linear band in terms of coverage, whereas the bootstrap band has the best coverage. In all cases, the coverage improves with increase in sample sizes, showing positive confirmation of Theorem 2.2. The bootstrap band achieves reasonable coverage for moderate sample size as low as 100, while for the nearly homoscedastic case of c = 100, the asymptotic linear band has good coverage for sample size as low as n = 200. For the strongly heteroscedastic case c = 5, it seems that the bootstrap band is the only satisfactory one. We therefore recommend using the bootstrap band for analyzing real data.
The graphs in Figures 1 and 2 are created based on two samples of size 100 and 500, respectively, for c = 100 and 5, respectively, each with three types of symbols: center thin solid line (true curve), Figure 2 . For data generated from model (22) (with σ 0 = 0.5, c = 5) of different sample size n and confidence level 1 − α, plots of confidence bands for variance (thick solid), the linear spline estimatorσ 2 2,2 (x) (dotted), and the true function σ 2 (x) (solid). The bands are computed from the bootstrap method. center dotted line (the estimated curve), and upper and lower thick solid line (bootstrap confidence band). In all figures, the confidence bands for n = 500 are thinner and fit better than those for n = 100. We next compare by simulation the testing of heteroscedasticity based on the proposed bootstrap confidence band to the results of Dette and Munk [23] for the following three models:
for c = 0, 0.5, 1.0 and σ 2 = 0.25 with standard normal errors. The design points X were generated uniformly from [0, 1] and the sample sizes were n = 50, 100, 200. Table 3 shows the relative proportion of rejections for the various situations using both our method and the results from [23, Table 1 , p. 700 (in brackets)]. Our method performs poorly when heteroscedasticity is weak (c = 0.5) for models I and III, so the type II error is larger than that of Dette and Munk [23] . For strongly heteroscedastic models (c = 1), however, our method achieves higher rejection power for models II and III, and comparable rejection power for model I, so the type II error is either comparable to Dette and Munk [23] or lower. For homoscedastic model (c = 0), our rejection rate is always lower, hence the bootstrap confidence band based test has smaller type I error than that of Dette and Munk [23] . Based on the above simulation, our method is better than that of Dette and Munk [23] at detecting strong heteroscedasticity and retaining homoscedasticity, whereas theirs is better than ours at discovering weak heteroscedasticity.
Fossil data and motorcycle data
In this subsection, we apply the bootstrap band to two real data sets, both of which have a sample size below 200.
The fossil data reflects global climate millions of years ago through ratios of strontium isotopes found in fossil shells. These were studied by Chaudhuri and Marron [33] to detect the structure via kernel smoothing. The corresponding penalised spline fit was provided in Ruppert et al. [34] . In this section, we test the heteroscedasticity of the fossil data variance. The null hypothesis is
The response Y is the strontium isotopes ratio after linear transformation, Y = 0.70715 + ratio * 10 −5 , since all the values are very close to 0.707, while the predictor X is the fossil shell age in million years.
In Figure 3 , the center dotted line is the linear spline fitσ A second data used to illustrate our technique is the well-known motorcycle data. The X-values denote time (in milliseconds) after a simulated impact with motorcycles. The response variable Y is the head acceleration of a PTMO (post mortem human test object).
In Figure 4 , the center dotted line is the linear spline fitσ contain the fitted constant line entirely, we reject the null hypothesis of homoscedasticity with p ≤ 0.008.
In both Figures 3 and 4 , there exists an exact correspondence of highσ 2 2,2 (x) value in the upper plot to greater width of the confidence band for the conditional mean function in the lower plot, throughout the entire data range.
The following lemma on uniform convergence of the empirical inner product to the theoretical counterparts is from [19, Lemma 3.1].
Lemma A.2 Under Assumptions (A2) and (A3), as n → ∞,
The next result on the empirical inner product matrix is based on [12, Lemma A.5; 19, Lemma B.2].
Lemma A.3 Under Assumptions (A2) and (A3), there exist constants c(f ), C(f ) > 0 independent of n but dependent on f, such that as n → ∞, with probability approaching 1
Using the above three results, we establish two additional technical lemmas to be used in proving Propositions A.1, A.2, and A.3. 
The same definition and fact also imply that
As all {B j,pν (x)} Nν j =1−pν are standardised, the definition and rate of A n,pν in (A3) imply the second half of (A7).
Lemma A.5 Under Assumptions (A2) and (A3), as n → ∞,
while for any continuous function r defined on [a, b] ,
With the definition of B j,
Thus Equation (A8) follows from To prove (A9), we argue that
The next three propositions show the asymptotical property of the three terms, I 
