Abstract. We shall derive Kazhdan-Lusztig type character formula for the irreducible modules with arbitrary non-critical highest weights over affine Lie algebras from the rational case by using the translation functor, the Enright functor and Jantzen's deformation argument.
Introduction
The aim of this paper is to give a character formula for the irreducible modules with arbitrary non-critical highest weights over affine Lie algebras.
Let us first recall the history of the corresponding problem for finite-dimensional semisimple Lie algebras. In [16] Kazhdan-Lusztig proposed a conjecture describing the characters of the irreducible modules with integral highest weights over finitedimensional semisimple Lie algebras in terms of Kazhdan-Lusztig polynomials. This conjecture was proved by Beilinson-Bernstein [1] and Brylinski-Kashiwara [2] independently using D-modules on the flag manifolds. Later its generalization to rational highest weights was obtained by combining an unpublished result of BeilinsonBernstein and a result in Lusztig [19] . Then by a result of Jantzen [8] the character formula of the irreducible modules with arbitrary highest weights is obtained by reducing it to the rational highest weight case.
As for affine Lie algebras, we know already descriptions of the characters of the irreducible modules with rational non-critical highest weights by KashiwaraTanisaki [14] , [15] (see Kashiwara (-Tanisaki) [11] , [12] , Kashiwara-Tanisaki [13] , and Casian [3] , [4] for the integral case). In this paper we shall derive the character formula for arbitrary non-critical highest weights over affine Lie algebras from the rational non-critical case by using the translation functor, the Enright functor and Jamtzen's deformation argument.
Let us describe our results more precisely. Let g be a finite-dimensional semisimple or affine Lie algebra over the complex number field C with Cartan subalgebra h. Let {α i } i∈I be the set of simple roots, and let W be the Weyl group. For a real root α we denote by s α ∈ W the corresponding reflection. Fix a W -invariant non-degenerate symmetric bilinear form ( , ) on h * . Set α ∨ = 2α/(α, α) for a real root α. Fix ρ ∈ h * satisfying (α of W on h * by w • λ = w(λ + ρ) − ρ for any λ ∈ h * .
When g is affine, we denote by δ the positive imaginary root such that any imaginary root is an integral multiple of δ.
For λ ∈ h * we denote by ∆ + (λ) the set of positive real roots α satisfying (α ∨ , λ + ρ) ∈ Z, and by Π(λ) the set of α ∈ ∆ + (λ) satisfying s α (∆ + (λ) \ {α}) = ∆ + (λ) \ {α}. Then the subgroup W (λ) of W generated by {s α ; α ∈ ∆ + (λ)} is a Coxeter group with the canonical generator system {s α ; α ∈ Π(λ)}. We denote the Bruhat ordering and the length function of W (λ) by ≥ λ and ℓ λ : W (λ) → Z ≥0 respectively. For y, w ∈ W (λ) we denote by P λ y,w (q) ∈ Z[q] the corresponding Kazhdan-Lusztig polynomial (see ), and by Q for any x, z ∈ W (λ).
We denote by W 0 (λ) the subgroup of W (λ) generated by {s α ; α ∈ ∆ + , (α ∨ , λ+ρ) = 0}.
For λ ∈ h * let M (λ) (resp. L(λ)) be the Verma module (resp. irreducible module) with highest weight λ. We denote the characters of M (λ) and L(λ) by ch(M (λ)) and ch(L(λ)) respectively. The aim of this paper is to give a description of ch(L(λ)) for any λ ∈ h * (satisfying (δ, λ + ρ) = 0 when g is affine). Set C = h * when g is finite-dimensional semisimple, {λ ∈ h * ; (δ, λ + ρ) = 0} when g is affine, C + = {λ ∈ C ; (α ∨ , λ + ρ) ≥ 0 for any α ∈ ∆ + (λ)}, C − = {λ ∈ C ; (α ∨ , λ + ρ) ≤ 0 for any α ∈ ∆ + (λ)}.
Let λ ∈ C. Then W 0 (λ) is a finite group, and we have (W (λ)•λ)∩(C + ∪C − ) = ∅. (see §2 below). Moreover, for any w ∈ W (λ) there exists a unique x ∈ wW 0 (λ) such that its length ℓ λ (x) is the largest (resp. smallest) among the elements of wW 0 (λ). We call it the longest (resp. shortest) element of wW 0 (λ).
Our main result is the following.
Theorem 1.1. Let g be a finite-dimensional semisimple or affine Lie algebra.
(i) Let λ ∈ C + . For any w ∈ W (λ) which is the longest element of wW 0 (λ) we have
(ii) Let λ ∈ C − . For any w ∈ W (λ) which is the shortest element of wW 0 (λ) we have
We would like to thank J. Bernstein and J. C. Jantzen for useful conversation and comments.
Integral root systems
Since the finite-dimensional case is similar and simpler, we assume in the sequel that g is affine. Let g be an affine Lie algebra over the complex number field C. Let h be the Cartan subalgebra, and let {α i } i∈I ⊂ h * and {h i } i∈I ⊂ h be the set of simple roots and the set of simple coroots respectively. We assume that {α i } i∈I and {h i } i∈I are linearly independent and dim h = |I| + 1. We denote by ∆ (resp. ∆ re , ∆ im , ∆ + , ∆ − ) the set of roots (resp. real roots, imaginary roots, positive roots, negative roots). Set ∆
There exists a unique δ ∈ ∆ + im satisfying ∆ + im = Z >0 δ. Let c ∈ i∈I Z >0 h i be the central element of g such that Z c = {h ∈ i∈I Zh i ; h, α i = 0 for any i ∈ I}. Here, , : h × h * → C denotes the canonical paring. We set Q = i∈I Zα i and
We fix a Z-lattice P of h * satisfying
there exists some λ ∈ P such that h j , λ = δ ij for j ∈ I (2.3) for any i ∈ I. Set
We further fix a non-degenerate symmetric bilinear form ( , ) :
normalized by
Then we have (α, α)/2 = 1/3, 1/2, 1, 2 or 3 for any α ∈ ∆ re . (2.9)
Its scalar extension to h * is also denoted by ( , ) :
and define s α ∈ GL(h * ) by
The subgroup W of GL(h * ) generated by {s α ; α ∈ ∆ re } is called the Weyl group. It is a Coxeter group with a canonical generator system {s αi ; i ∈ I}. We denote its length function by ℓ : W → Z ≥0 .
Fix ρ ∈ P satisfying (α ∨ i , ρ) = 1 for any i ∈ I, and define a shifted action of W on h * by
For a subset Γ of h * we denote by CΓ (resp. RΓ, QΓ) the vector subspace of h * over C (resp. R, Q) spanned by Γ.
and let cl : E → E cl denote the projection. The restriction ( , ) : E × E → R of ( , ) : h * R × h * R → R is positive semi-definite with radical Rδ. Thus it induces a positive definite symmetric bilinear form ( , ) :
Then ∆ cl is a (not necessarily reduced) finite root system in E cl .
For each γ ∈ ∆ cl there exists someγ ∈ ∆ re and r γ ∈ Z >0 satisfying cl −1 (γ) ∩ ∆ re = {γ + nr γ δ ; n ∈ Z}, (2.14)
Thus we have
We call a subset ∆ 1 of ∆ re a subsystem of ∆ re if s α β ∈ ∆ 1 for any α, β ∈ ∆ 1 (see Kashiwara-Tanisaki [15] and Moody-Pianzola [20] ). For a subsystem ∆ 1 of ∆ re we set
We call the elements of ∆ + 1 (resp. ∆ − 1 , Π 1 ) positive roots (resp. negative roots, simple roots) for ∆ 1 , and W 1 the Weyl group for ∆ 1 . The group W 1 is a Coxeter group with a canonical generator system S 1 , and its length function ℓ 1 :
(see [15] ).
Lemma 2.1. The following conditions for a subsystem ∆ 1 of ∆ re are all equivalent to each other.
Proof. It is well-known that (i) and (ii) are equivalent, and they are also equivalent to the condition that the restriction ( , ) | R∆ 1 ×R∆ 1 of ( , ) : E ×E → R is positive definite. Thus the conditions (i) and (ii) are equivalent to R∆ 1 ∋ δ. This condition is equivalent to (iii) and (iv) because
Lemma 2.2. Let ∆ 1 be a subsystem of ∆ re and let Π 1 be the set of simple roots for ∆ 1 . If Q∆ 1 ∋ δ, then we have δ ∈ α∈Π1 Q ≥0 α.
Proof. Let Π 2 be a minimal subset of Π 1 such that QΠ 2 ∋ δ. Write δ = α∈Π2 c α α with c α ∈ Q. Let Π 3 = {α ∈ Π 2 ; c α > 0}, and set γ = α∈Π3 c α α = δ + β∈Π2\Π3 (−c β )β. By (2.24) we have
and hence γ ∈ Qδ. If γ = 0, then we have δ = β∈Π2\Π3 c β β ∈ Q ≤0 Π 1 ⊂ i∈I Q ≤0 α i . This is a contradiction. Thus δ ∈ Qγ ⊂ QΠ 3 . By the minimality of Π 2 we have Π 2 = Π 3 , and hence we have δ ∈ α∈Π2 Q >0 α ⊂ α∈Π1 Q ≥0 α.
Lemma 2.3. Let Π 1 be the set of simple roots for a subsystem ∆ 1 of ∆ re . Then we have |Π 1 | < ∞.
Proof. Let ≈ be the equivalence relation on Π 1 generated by
and let {Π 1,a ; a ∈ A} denote the set of equivalence classes with respect to ≈.
For a ∈ A set V a = RΠ 1,a . Then cl(V a ) for a ∈ A are all non-zero and mutually orthogonal with respect to the natural positive definite symmetric bilinear form on E cl . Hence A is a finite set. Thus it is sufficient to show that Π 1,a is a finite set for each a ∈ A.
If V a ∋ δ, then ( , )|V a × V a is positive definite, and hence ∆ re ∩ V a is a finite subsystem of ∆ re . Thus Π 1,a is a finite set.
Assume that V a ∋ δ. By Lemma 2.2 there exists a finite subset Π 2,a of Π 1,a such that δ = α∈Π2,a c α α with c α ∈ Q >0 . Since
for any β ∈ Π 1,a \ Π 2,a , (2.24) implies (α, β) = 0 for any α ∈ Π 2,a and β ∈ Π 1,a \ Π 2,a . Since Π 1,a is an equivalence class with respect to ≈, we obtain Π 1,a = Π 2,a . Therefore, Π 1,a is a finite set.
For a subset J of I set
If J is a proper subset of I, then ∆ J is a finite subsystem with {α i ; i ∈ J} as the set of simple roots.
Lemma 2.4. For any finite subsystem ∆ 1 of ∆ there exist w ∈ W and a proper subset J of I such that w∆ 1 ⊂ ∆ J .
Proof. Set V = R∆ 1 . By Lemma 2.1 we have V ∋ δ. Since ( , )|V × V is positive definite, V ∩ ∆ re is a finite subsystem of ∆ re containing ∆ 1 . Hence we can assume ∆ 1 = V ∩ ∆ re from the beginning.
Set
is not identically zero on µ ∈ V ⊥ . Since ∆ re \ ∆ 1 is a countable set, there exists some λ ∈ V ⊥ such that (δ, λ) > 0 and (α, λ) = 0 for any α ∈ ∆ re \ ∆ 1 . Then we have ∆ 1 = {α ∈ ∆ re ; (α, λ) = 0}. Since (δ, λ) > 0, there exist only finitely many α ∈ ∆ + re such that (α, λ) < 0 by (2.18). Hence there exists some w ∈ W such that (α, wλ) ≥ 0 for any α ∈ ∆ + re by [9, Proposition 3.2] . Then we obtain w∆ 1 = {α ∈ ∆ re ; (α, wλ) = 0} = ∆ J with J = {i ∈ I ; (α i , wλ) = 0}. Since |∆ J | = |∆ 1 | < ∞, we have J = I.
They are subsystems of ∆ re . We denote the set of positive roots, the set of negative roots, the set of simple roots and the Weyl group for ∆(λ) by ∆ + (λ), ∆ − (λ), Π(λ) and W (λ) respectively. We denote those for ∆ 0 (λ) by ∆
Lemma 2.5. For λ ∈ h * such that ∆(λ) = ∅, the following conditions are equivalent.
(
Proof. (i)⇒(ii). Assume (δ, λ + ρ) ∈ Q and ∆(λ) = ∅. Take α ∈ ∆(λ). By (2.14) there exists some r ∈ Z >0 such that α + Zrδ ⊂ ∆ re . For n ∈ Z we have
and hence we have α+ nrδ ∈ ∆(λ) for any n ∈ Z satisfying 2nr(δ, λ+ ρ)/(α, α) ∈ Z.
In the sequel, we use the following proposition on the existence of rational points of a subset defined by linear inequalities. Since the proof is elementary, we do not give the proof.
Proposition 2.7. Let V Q be a finite-dimensional Q-vector space and set V R = R ⊗ Q V Q and V = C ⊗ Q V Q . Let X be a subset of V * Q and {Y a } a∈A be a family of non-empty finite subsets of V * Q . Let B x (x ∈ X) and C y,a (a ∈ A, y ∈ Y a ) be rational numbers. Set Ω = {λ ∈ V ; x, λ = B x for any x ∈ X}, Ω ′ = {λ ∈ Ω ; for any a ∈ A, there exists y ∈ Y a such that y, λ / ∈ C y,a Z}.
(ii) If A is a countable set and
It is sufficient to show that the group W 1 is generated by the reflections contained in it. Set
Since Ω ′ contains λ, Proposition 2.7 (ii) implies that Ω ′ ∩ h * R contains a point µ such that (δ, µ + ρ) > 0. Thus replacing λ with such a µ, we may assume that λ ∈ C ∩ h By a standard argument we have the following.
) if and only if there exist only finitely many
(ii) Assume (δ, λ + ρ) ∈ Q >0 . Set
For each γ ∈ ∆ cl there exist only finitely many
On the other hand we have |∆ + (λ)| = ∞ by Lemma 2.5, and hence
Thus we obtain the desired result by Lemma 2.9.
The assertion (iii) follows from (ii) by replacing λ with −λ − 2ρ.
Proof.
Then Ω ′ contains λ.
(i) By the definition of Ω we have
In particular, we have
Let µ ∈ Ω. (2.14) and the assumption Q∆(λ) ∋ δ imply cl
. By (2.14) and (2.32), this condition is equivalent to
Thus we obtain
where {q γ ; γ ∈ ∆ cl,1 } is a set of positive rational numbers. Then Ω ′ contains λ, and Proposition 2.
ii) This follows immediately from Proposition 2.7 (ii).
Lemma 2.13. For any λ ∈ C + ∪ C − , there exist w ∈ W and a proper subset J of I such that w∆
Proof. By replacing λ with −2ρ − λ if necessary, we may assume λ ∈ C + from the beginning. Let us first show that there exists some µ ∈ C ∩ h * R such that (δ, µ + ρ) > 0, ∆(µ) = ∆(λ) and (α ∨ , µ + ρ) = (α ∨ , λ + ρ) for any α ∈ ∆(λ). If Q∆(λ) ∋ δ, then we have (δ, λ + ρ) > 0 by Lemma 2.2, and Lemma 2.12 (i) implies the existence of such a µ. If Q∆(λ) ∋ δ, then Lemma 2.12 (ii) implies the existence of such a µ.
By (2.18) there exist only finitely many α ∈ ∆ + re such that (α ∨ , µ + ρ) < 0. Thus there exists some w ∈ W such that (α ∨ , w • µ + ρ) ≥ 0 for any α ∈ ∆ + re by [9, Proposition 3.2]. We may assume that ℓ(w) = min{ℓ(x) ; x ∈ wW 0 (µ)}. Then
and hence wα ∈ ∆ + . Thus we obtain w∆ + (λ) ⊂ ∆ + . Moreover, we have
Translation functor
In this section we shall give some properties of the translation functor (see also Deodhar-Gabber-Kac [6] , and Kumar [18] ).
For a Lie algebra a over C we denote its enveloping algebra by U (a) and the category of a-modules by M(a).
For an h-module M and µ ∈ h * we set
we define its character ch(M ) by the formal sum
We denote by O the full subcategory of M(g) consisting of M ∈ Ob(M(g)) satisfying (3.2) and for any ξ ∈ h * there exist only finitely many µ ∈ ξ + Q + such that
For α ∈ ∆ let g α denote the root space corresponding to α, and set
For λ ∈ h * define a g-module M (λ), called the Verma module with highest weight λ, by
where C λ = C1 λ is the one-dimensional b-module given by h1 λ = λ(h)1 λ for h ∈ h and n + 1 λ = 0. We denote its unique irreducible quotient by L(λ). We have
Moreover, M (λ) and L(λ) are objects of O for any λ ∈ h * . For M ∈ Ob(O) and λ ∈ h * we denote by [M : L(λ)] the multiplicity of L(λ) in M (see [9, §9.6] ). The following result due to Kac-Kazhdan [10] is fundamental in the study of highest weight modules. 
For
By Proposition 3.1 we have the following.
Define an equivalence relation ∼ on C by
By Kumar [17] we have the following.
For λ ∈ C let
be the projection functor given by
Proof. It is easily seen that M ⊗ L(ν) ∈ Ob(O). Hence it is sufficient to show that if L(ξ) appears as a subquotient of M ⊗ L(ν), then we have (δ, ξ + ρ) = 0.
We may assume that M = L(w • λ) for w ∈ W (λ). The central element c of g acts on L(η) via the multiplication of the scalar c, η = (δ, η) for any η ∈ h * . For w ∈ W (λ) we have (δ, w • λ) = (δ, λ) by the W -invariance of δ, and hence c acts on L(w • λ) via the multiplication of (δ, λ). Therefore we have cu = (δ, λ + ν)u for any u ∈ M ⊗ L(ν). If L(ξ) appears as a subquotient of M ⊗ L(ν), then we have (δ, ξ) = (δ, λ + ν), and hence
we define a functor
, where ν is a unique element of P + such that µ−λ ∈ W ν. It is obviously an exact functor.
The proofs of Lemma 3.5, Proposition 3.6 and Proposition 3.8 below are similar to those for finite-dimensional semisimple Lie algebras given in Jantzen [8] . We reproduce it here for the sake of completeness.
Lemma 3.5. Assume that we have either λ, µ ∈ C + or λ, µ ∈ C − and that µ − λ ∈ W ν for ν ∈ P + . Denote by Γ the set of weights of L(ν). Then for any w ∈ W (λ) satisfying w • µ − λ ∈ Γ we have w ∈ W 0 (λ)W 0 (µ).
Proof. By the assumption we have ∆(λ) = ∆(µ) and W (λ) = W (µ). Assume that there exists some w ∈ W (λ) \ W 0 (λ)W 0 (µ) satisfying w • µ − λ ∈ Γ. We may assume that its length ℓ λ (w) is the smallest among such elements. Set ξ = w•µ−λ ∈ Γ.
Since w is the shortest element of wW 0 (µ), [15, Proposition 2.2.11] implies
Since w is the shortest element of W 0 (λ)w,
. This contradicts (3.12). Thus we obtain w
.
and m, n ∈ Z <0 if λ, µ ∈ C − . Now we have
Since ξ and s α ξ = ξ + (m+ n)α are elements of Γ, we have s α w • µ− λ = ξ + nα ∈ Γ. By ℓ λ (s α w) < ℓ λ (w) we obtain s α w ∈ W 0 (λ)W 0 (µ) by the minimality of ℓ λ (w). Hence we have s α w • µ − λ ∈ W 0 (λ)(µ − λ) ⊂ W ν. It follows that ξ + nα is an extremal weight of L(ν). This contradicts ξ, ξ + (m + n)α ∈ Γ, and m, n ∈ Z >0 or m, n ∈ Z <0 . Proposition 3.6. Let λ, µ ∈ C such that µ − λ ∈ W P + and ∆ 0 (λ) ⊂ ∆ 0 (µ). Assume that we have either λ, µ ∈ C + or λ, µ ∈ C − . Then we have
Proof. Take x ∈ W and ν ∈ P + such that µ − λ = xν. Let Γ be the set of weights of L(ν). Since
we have
This implies
Assume that w • λ+ ξ = y • µ for ξ ∈ Γ and y ∈ W (λ). Then we have w −1 y • µ− λ = w −1 ξ ∈ Γ, and hence w −1 y ∈ W 0 (λ)W 0 (µ) = W 0 (µ) by Lemma 3.5. Thus we have
Hence we obtain ch(T λ µ (M (w •λ))) = ch(M (w •µ)). In particular, there exists some
Corollary 3.7. Let λ, µ ∈ C such that µ − λ ∈ W P + and ∆ 0 (λ) ⊂ ∆ 0 (µ). Assume that we have either λ, µ ∈ C + or λ, µ ∈ C − . For M ∈ Ob(O[λ]) let us write
with integers a w . Then we have
Proof. If λ ∈ C
− , then M has finite length. Therefore we can reduce the assertion to the case where M = M (y • λ) with y ∈ W (λ). Then the assertion follows from the preceding proposition.
Assume now λ ∈ C + . It is enough to show
for any ξ ∈ h * . Let Wt(M ) be the set of weights of M . We set h * N = {λ − i∈I n i α i ; n i ≥ N }. Since w • λ = λ implies w • µ = µ by Lemma 2.8, we may assume w ranges over W (λ)/W 0 (λ) in (3.15). If Wt(M ) ⊂ h * N for a sufficiently large N , then a w = 0 implies that l λ (w) is sufficiently large. Hence the both sides of (3.16) vanish. Fixing such an N we shall argue by the descending induction on m such that Wt(M ) \ h * N ⊂ h * m . Let w • λ (w ∈ W (λ)) be a highest weight of M . Then there is an exact sequence Proposition 3.8. Let λ, µ ∈ C such that µ − λ ∈ W P + and ∆ 0 (λ) ⊂ ∆ 0 (µ). Let w ∈ W (λ).
(i) If λ, µ ∈ C + , then we have
otherwise.
By applying the exact functor T λ µ , we obtain exact sequences 
we obtain an exact sequence
Proposition 3.9. Let λ 1 , λ 2 ∈ C such that λ 1 − λ 2 ∈ P and ∆ 0 (λ 1 ) = ∆ 0 (λ 2 ). Assume that we have either λ 1 , λ 2 ∈ C + or λ 1 , λ 2 ∈ C − . Let w ∈ W (λ 1 ), and write
with a y ∈ Z. Then we have
Proof. Note that ∆(λ 1 ) = ∆(λ 2 ), W (λ 1 ) = W (λ 2 ) and W 0 (λ 1 ) = W 0 (λ 2 ).
Case 1. λ 1 , λ 2 ∈ C + . By Lemma 2.13 there exist x ∈ W and a proper subset J of I such that
(and hence also for k = 2). Take
where δ = i∈I m i α i . By taking (α ∨ i , ξ 1 ) for i ∈ I \ J sufficiently large, we may assume that ξ 2 ∈ P + and (δ, µ + ρ) = 0. Moreover, we have
, and hence we have µ ∈ C + and ∆ 0 (µ) = ∆ 0 (λ 1 ) = ∆ 0 (λ 2 ).
Thus Proposition 3.
for any w ∈ W (λ k ) and k = 1, 2. The assertion then follows from Corollary 3.7.
Case 2. λ 1 , λ 2 ∈ C − . The proof is similar to the one for the case 1. Take x ∈ W and a proper subset J of I such that
Hence we obtain the desired result by Corollary 3.7.
Proposition 3.10. Assume that λ, µ ∈ C + (resp. λ, µ ∈ C − ) satisfy
Assume that w ∈ W (λ) is the longest (resp. shortest) element of wW 0 (µ). Write
Proof. Let us prove first the case where λ, µ ∈ C + . We first prove the following statement.
Let ν ∈ C + . For any N ∈ Z >0 there exists someν ∈ C + such that
By Lemma 2.13 there exist x ∈ W and a proper subset J of I such that x∆
for any α ∈ ∆(λ) and (δ,ν + ρ) = (δ, ν + ρ) + (δ, ξ). Hence by taking (α ∨ i , ξ) > 0 for i ∈ I \ J sufficiently large, we obtain (3.21).
Assume that µ ∈ C + . Let N ∈ Z >0 . By (3.21) there existsμ ∈ C + such that
, and (δ,μ + ρ) − (δ, µ + ρ) ∈ Z ≥N . By Lemma 2.13 there exist x ∈ W and a proper subset J of I such that x∆ + (μ) = x∆ + (µ) ⊂ ∆ + and x∆ 0 (μ) = x∆ 0 (µ) = ∆ J . Let w J be the longest element of W J . Take ν ∈ P + such that (α ∨ j , ν) > 0 for any j ∈ J, and setλ =μ − x −1 w J ν. Then we havẽ
when N is sufficiently large. For any α ∈ ∆ + (μ) we have (α
when N is sufficiently large. Since Π(μ) = Π(µ) is a finite set, we have (α ∨ ,λ + ρ) > 0 for any α ∈ Π(μ) for a sufficiently large N . By
when N is sufficiently large.
Take N satisfying (3.23), (3.24). Then we haveλ ∈ C + andλ satisfies the condition (3.18) for λ. By Proposition 3.9 the integers a y in (3.19) do not depend on the choice of λ. Hence (3.19) holds forλ. Since w is the longest element of wW 0 (µ) = wW 0 (μ) we have w∆
The desired result follows then from Proposition 3.9.
As the assertion in the case µ ∈ C − is proved similarly, we shall only give a sketch. By Proposition 3.9 and an analogue of (3.21) we may assume that (α ∨ , µ+ρ) for α ∈ ∆ + (µ)\∆ 0 (µ) and (δ, µ+ρ) are sufficiently small. Take x ∈ W and a proper subset J of I satisfying x∆ + (µ) ⊂ ∆ + and x∆ 0 (µ) = ∆ J . Take ν ∈ P + such that (α ∨ j , ν) > 0 for any j ∈ J, and setλ = µ − x −1 ν. Then we haveλ ∈ C − andλ satisfies the condition (3.18) for λ. Hence we can takeλ as λ by Proposition 3.9.
Enright functor
We recall certain properties of the Enright functor which will be used later (see Enright [7] , Deodhar [5] , Kashiwara-Tanisaki [15, §2.4 
]).
For i ∈ I define a subalgebra g i of g by
For µ ∈ h * let M i (µ) be the Verma module for g i with highest weight µ. We fix a highest weight vector m µ of M i (µ).
Then ϕ is an isomorphism of g i -modules.
Proof. By the definition of the Verma module ϕ is obviously a homomorphism of g i -modules.
Let us show that ϕ is surjective. It is sufficient to show that M ξ ⊂ Im(ϕ) for any ξ ∈ h * . Let m ∈ M ξ satisfying e We denote by F :
where U (g)f a−n i is a rank one free U (g)-module generated by the element f whose right U (g)-module structure is given by
for any m ∈ Z and any P ∈ U (g).
(4.5)
Note that the U (g)-bimodule U (g)f a+Z i depends only on (a mod Z) ∈ C/Z. For M ∈ Ob (M i (g, a) ) we set
It defines a left exact functor
called the Enright functor corresponding to i.
By the morphism of U (g)-bimodules
we obtain a canonical morphism of functors (see [15, §2.4 
We can similarly define a U (g i )-bimodule U (g i )f a+Z i
, and the Enright functor
gives an equivalence of categories, and its inverse is given by
Proof. (g, a) ).
it is sufficient to show that the canonical morphism N → S(−a) • S(a)(N ) is bijective for any N ∈ Ob (M(g i , a) ). This follows from Proposition 4.2 for g i and Lemma 4.1.
Proof of main theorem
In this section we shall give a proof of Theorem 1.1. We shall use different arguments according to whether Q∆(λ) ∋ δ or not. Assume λ ∈ C + ∪ C − .
In this case the following argument is completely similar to Bernstein's proof of the corresponding result for finite-dimensional semisimple Lie algebras.
Then we have
by Proposition 3.1 and (5.4).
The proof of Proposition 5.1 below is similar to those for finite-dimensional semisimple Lie algebras given in Jantzen [8, Theorem 4.9 and Corollar 4.11]. We reproduce it here for the sake of completeness.
Proposition 5.1. For any w, y ∈ W (λ)/W 0 (λ) the function a w,y (µ) defined in (5.7) is a constant function on Ω ′ (λ).
Fix w ∈ W (λ)/W 0 (λ) and ξ ∈ Q + , and consider the function
on Ω(λ). We have only to show that F is constant on Ω ′ (λ). By a consideration on the contravariant forms on Verma modules we see that F is a constructible function on Ω(λ). In particular, it is constant on a non-empty Zariski open subset U of Ω(λ). Let m be the value of F on U . We have to show
for any y ∈ W (λ)/W 0 (λ). Thus we see by the above argument that F is constant on Z. Assume for the moment that Z is a Zariski dense subset of Ω(λ). (5.9)
Since F is a constant function on Z, we have F (ν) = m for any ν ∈ Z. In particular, we obtain F (µ) = m.
It remains to show (5.9). Set V = {ξ ∈ h * ; (α ∨ , ξ) = 0 for any α ∈ ∆(λ)},
We have Ω(λ) = µ+V and Z = µ+V Z . By the definition of V the natural morphism C ⊗ Q V Q → V is an isomorphism. Since V Q is a Q-subspace of h * Q = Q ⊗ Z P we have V Q ≃ Q ⊗ Z V Z . Hence V Z is a Z-lattice of V . It follows that Z = µ + V Z is a Zariski dense subset of Ω(λ) = µ + V . Theorem 1.1 is already known to hold for λ ∈ h * Q such that ∆ 0 (λ) = ∅ and {w • λ = λ} = {1} by Kashiwara-Tanisaki [14] , [15] , and hence for any λ ∈ h * Q by Lemma 2. Note that we have dim l J < ∞ since J is a proper subset of I. For µ ∈ h * let M J (µ) be the Verma module for l J with highest weight µ and let L J (µ) be its irreducible quotient. We can regard them as p J -modules with trivial actions of n + J . By the definition we have U (g) ⊗ U(pJ ) M J (µ) ≃ M (µ) for any µ ∈ h * . Hence Theorem 1.1 in the case Q∆(λ) ∋ δ follows from the character formula for the irreducible highest weight modules over finite-dimensional semisimple Lie algebras, which is already known (see the comments at the end), and the following result. The proof of Theorem 1.1 is complete in the case Q∆(λ) ∋ δ.
We finally give comments on the proof of the character formula for the irreducible highest weight modules over finite-dimensional semisimple Lie algebras which we have used in our proof in Case 2. The unpublished result in the rational highest weight case due to Beilinson-Bernstein (in particular, the part relating some twisted D-modules with the twisted intersection cohomology groups of the Schubert varieties) is recovered as a special case of the result in Kashiwara-Tanisaki [14] (and also of the result in Kashiwara-Tanisaki [15] ).
