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Following the recent outburst of genetic data offered by microarray
experiments and whole-genome sequencing, biological phenomena have
been screened through many large scale analyses. Genome-wide associa-
tion studies have investigated potential associations between a phenotype
of interest and particular genotypes in terms of single-nucleotide polymor-
phisms (SNPs). Differential analyses of transcriptomic datasets looked for
association between phenotypes and gene expression proﬁles. Contrary
to SNP datasets, which capture the variability of nucleotide sequences at
the individual level, transcriptomic or expression datasets aim to measure
the variability of gene activity over time and tissues. Transcribed mRNA
levels are used as a proxy for the levels of proteins used by the cell at a






Figure 1 – Expression data: measurements of mRNA levels used as a proxy for gene
activity.
Despite great breakthroughs, those analyses stumble upon the fact that
the penetrance of single candidate alleles often remains very low (Vargh-
ese and Easton 2010) or gene signatures suffer from high variability (Ioan-
nidis 2005, Haury et al. 2011a). Among others, one explanation is that
they consider each gene independently and miss to take into account their
interactions. There is therefore an increasing interest for multivariate ap-
proaches, adopting the approach of systems biology.
From a mathematical viewpoint, graph theory provides an ideal frame-
work to model biological systems. A graph Γ is deﬁned as a couple (V , E)
of vertices and edges. Depending on whether the graph is directed or
not, that is to say whether the edges are directed or not, the set E de-
notes a set of ordered (resp. unordered) pairs of vertices. Many biological
phenomena can be represented under the form of a graph, or network3.
Roughly speaking, we can distinguish at least three types of well-modeled
3In the sequel, we use indifferently the vocabulary of “graph” or “network”. The former










Figure 2 – Targeted model of regulatory mechanism: some genes code for proteins, called
transcription factors, which bind to the promoter region of other genes in order to regulate
their activity.
biological networks: protein-protein interaction (PPI) networks, metabolic
pathways, and gene regulatory networks.
PPI networks model how proteins bind to each other. Vertices consist
of proteins; edges are added between two proteins when those are known
to bind together. PPI networks are a fruitful source of information but
there is a huge variation among them depending on the deﬁnition used
for the binding and the techniques developed in order to identify them.
To illustrate the wide variety of PPI sources we could mention, among
others, physical experimentations with potential discrepancies between in
sillico or in vivo methods, and computational biology algorithms, based
for instance upon phylogeny and homology relationships, 3D structure
modeling, or supervised learning techniques.
Metabolic networks compile metabolic pathways, which are the chains
of chemical reactions responsible for speciﬁc biological functions taking
place in a cell. In metabolic networks, an edge links in chain substracts and
products of chemical reactions, such that products of one reaction play the
role of substracts to the next. Metabolites involved in chemical reactions
consist in gene products and transformation of gene products but also in a
large range of cofactors found in the environment. More reﬁned metabolic
networks also provide information on the enzymes required to catalyse
the reaction, which make them quite complex and heterogeneous.
Gene regulatory networks aims to describe the inhibition and activa-
tion relationships operated by transcription factors onto genes, as illus-
trated in Figure 2. As such, each vertex represents at the same time a gene
and its protein products as one while edges represent the fact that one of
the genes codes for a protein which binds to the promoter region of the
other in order to regulate its activity. If gene regulations can be identiﬁed
individually via biological experimentations like knock-outs, it is now an
important statistical challenge to recover those gene regulatory networks
on a large scale thanks to expression datasets.
This statistical issue is the main motivation of this thesis. In such a
case, our deﬁnition of gene regulatory networks is the biological target
that we try to model. Yet, the acurate interpretation of what we infer is
conditioned by two points: ﬁrst, by the statistical modeling, which will
be detailed and discussed along the manuscript, second by the data on
which we work. Indeed, we restrict ourselves to the observation of bio-
logical phenomena from the unique point of view of mRNA levels, omit-
ing the multiplicity of regulatory actors and the complexity of regulatory
mechanisms themselves.
Various statistical techniques have already been studied to tackle this
Introduction 3
issue, among which partial derivative equations and Bayesian dynamic
networks. In this thesis we adopt the framework of Gaussian graphi-
cal models (GGMs), which combines both assets of multivariate Gaussian
distributions and graph theory.
Chapter 1 recalls major recent developments in this area, when the
main objective is not to infer the distribution at known graphical structure
but to recover the graphical structure itself. In that respect, the leading
challenge resides in design proportions, since we face expression datasets
where the number of available microarrays is much smaller than the num-
ber of genes under study. This so-called high-dimensional setting most
certainly deﬁnes a new paradigm for recent statistical developments, at
the opposite end of the usual asymptotic framework which consists in al-
lowing the number of observations to grow to inﬁnity in order to obtain
the most accurate estimations. The ﬁrst challenge of high-dimensional
statistics is to even be able to provide an answer in a context where it
seems a priori impossible using classical methods. Chapter 1 therefore de-
scribes the main advances offered by regularized approaches to solve high-
dimensional problems. At the root of the high-dimensional paradigm is
the notion of sparsity, which assumes that the burden of dimension is
only apparent: the true size of the problem is actually much lower than it
seems, and it sufﬁces to look for a solution in subspaces of low dimension
where the problem is solvable. Regularization and shrinkage approaches
described in Chapter 1 provide a particularly efﬁcient way of exploring
those low dimension subspaces.
In that context, data heterogeneity might be an asset, particularly to
improve the quality of the answer when the sample size is low. Chapters 2
and 3 consider two different but possibly complementary deﬁnitions of
heterogeneous transcriptional data. In both cases, an adequate statistical
modeling can alleviate the burden of high-dimension.
Chapter 2 models heterogeneity at the network level, building upon
the assumption that biological networks are organized: genes known to
participate in the same biological functions are more likely to regulate
each other, while some of them coding for transcription factors are much
more likely to play the role of hubs in networks. Following the work of
Ambroise et al. (2009), Chapter 2 suggests to make use of prior informa-
tion about the topology of the network in the deﬁnition of a weighted-Lasso
estimator to improve the accuracy and robustness of the identiﬁcation of
regulations.
Chapter 3 models heterogeneity at the observation level, focusing on a
recent regularization term called the cooperative-Lasso designed to combine
observations from distinct but close datasets (Chiquet et al. 2011). Since
many transcriptomic experiments are led simultaneously in several close
conditions, as part of a more general experimental scheme, such as stress
experiments, case/control or placebo/treatment studies, a method which
allows the information to be shared across conditions without reducing
the estimation to a single average network as would be done by meta-
analysis is of high-interest. This chapter refers to regularization schemes
4 Introduction
which has nourished a lot of research in the machine learning community
under the term of multi-task learning.
Finally, Chapter 4 addresses the crucial question of uncertainty in an
ongoing work in collaboration with F. Villers and N. Verzelen. Chapter
1 details ways to provide an answer in awkward design sizes. Chapter
2 and 3 deﬁne ways to provide an hopefully improved answer. Theory
states conditions under which the answer is reliable and consistent, how-
ever there is a need to quantify the quality and certainty of the answer
on a given dataset. Particularly, if we want the networks we infer to be
used appropriately by clinicians who want to improve disease diagnostics
and prognostics and maybe eventually identify new drug targets, we need
to be able to conﬁrm that differences observed between two networks in-
ferred in distinct conditions are indeed signiﬁcantly different. Chapter 4
tackles this issue.
Our contribution to this chapter focuses on the adaptation of Verzelen
and Villers (2010) with the use of Fisher statistics, the adaptation of higher-
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12 Chapter 1. High-dimensional GGMs and Gene Regulatory Networks
How to obtain the directed global Markov property is less trivial
though. Figure 1.3 represents two basic examples chosen by Whittaker
(1990) that well illustrate the subtleties of the interpretation of directed
edges in terms of conditional dependencies.






Figure 1.3 – Two examples of directed graphs. Deﬁnition 1.5 associates the two graphs
with the following set of conditional independences: in panel (a), X3 ⊥ X1|X2, X4 ⊥
X1|X2, X3 and X4 ⊥ X2|X1, X3; in panel (b), X1 ⊥ X2, X4 ⊥ X1|X2, X3, X4 ⊥
X2|X1, X3. Panel (a) satisﬁes the Wermuth condition while panel (b) does not because of
the motif highlighted by the light blue region.
Indeed, one would be tempted to interpret directed independence
graphs thanks to the useful local or global Markov property. In Figure 1.3,
panel (a), it seems natural that X4 should be independent from X1 condi-
tional on either X2 or X3 alone, as it would be the case, would the edges
be undirected. The independence conditional on X3, corresponding to the
local Markov property, can be obtained by combining X4 ⊥ X1|X2, X3 and
X4 ⊥ X2|X1, X3. Yet, there is no straighforward way to prove the inde-
pendence conditional on X2, which would correspond to a global Markov
property. Besides, interpreting the directed graph in panel (b) as an undi-
rected one clearly nourishes misleading interpretations. Indeed, in the
undirected case, conditioning on X3 leaves X1 and X2 independent while
this is absolutely wrong in the directed case.
The difference between the two graphs is the presence of the special
motif in panel (b), called Wermuth motif, where the two parents of X3 are
independent. To eliminate Wermuth conﬁgurations, the idea is to “marry”
the parents of the colliders and omit the direction of edges to form the
moral graph Γ˜ associated to the directed graph Γ≺. Then the directed in-
dependence graph Γ≺ shares the same Markov properties as its associated
moral graph Γ˜. Naturally, when the original directed graph satisﬁes the
Wermuth condition, then it possesses exactly the same Markov properties
as its undirected counterpart. The two moral graphs associated with the
directed graphs of Figure 1.3 are presented in Figure 1.4.
To state a directed global Markov property without resorting to the
moral graph, we need to ﬁnd out the right deﬁnition for a separating set
in the case of DAGs. Because of Wermuth conﬁgurations, the deﬁnition of
separating subsets requires a little more deﬁnitions than in the undirected
case. Along a given trail, let us distinguish collider from non collider
nodes: colliders are nodes where edges point to meet. A trail from i to j
is said to be blocked by S if and only if either there is a non-collider node
within S, or if there is a collider node outside S and its ancestor set (the
smallest subset containing all the parents of S and all the parents of those
1.2.StatisticalModeling 13


























































































































































































































































































































|ˆβolsj −βˆlassoj |≤λn ifˆβlassoj =0,













































































































































































































































































































































































































































































































































































1.4. Structured Modeling and Inference 31
known in machine learning as multi-task settings, or could correspond
to panel datasets: redondant datasets, called tasks, are collected about
the same phenonemon, be it multiple cameras, multiple sensing channels,
multiple individuals, correlated covariates. The objective is to combine
those redundant tasks under the hypothesis that they share the same sig-
nal sparsity pattern, without merging them into a single dataset as if they
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X11 X12 ... X1T
X21 X22 ... X2T
X31 X32 ... X3T
X41 X42 ... X4T
Γ Γ Γ



































































































































2Tr(ASA)−λA 1 , (2.6)






















































































































































































































































































































































46 Chapter 2. Weighted-Lasso for Time Course Data
Apart from our family of weighted-Lasso proposals, comparison will
be made with state-of-the art network inference methods in a VAR1 set-
ting: the Shrinkage method suggested by Opgen-Rhein and Strimmer
(2007), the Recursive Elastic Net method (Renet-VAR) developed by Shima-
mura et al. (2009) and the method based on dynamic Bayesian networks
proposed by Lèbre (2009), available in R within the G1DBN package.
Here, the interest of the inference lies in the recovery of the true edges,
in other words of whether the entries of A are correctly identiﬁed as
nonzero. Our estimators are mainly used for discriminating nonzero en-
tries from others. Quantities such as True Positives (TP), False Positives
(FP), True Negatives (TN) and False Negatives (FN) summarize the per-
formances of these classiﬁers. Precision TP/(TP + FP) is the ratio of the
number of true nonzero elements to the total number of nonzero elements
in the estimated matrix Aˆ. Recall TP/(TP + FN) denotes the proportion
of nonzero elements in A which were correctly recovered as nonzero in
the estimation, which corresponds to the usual statistical notion of power.
Fallout FP/(FP+TN) gives on the contrary the proportion of zero elements
in A which were falsely declared as nonzero in the estimation. In sta-
tistical terms, the Recall (or Hit Rate) would be the empirical equivalent
of the power of our classiﬁcation method considered as a test, while the
Fallout (or False Alarm Rate) would correspond to the ﬁrst type α error.
Note that, in the context of sparse network inference, the number of total
positives is small compared to the number of total negatives. Thus, small
variations of FP and TP will induce small variations in Fallout and large
variations in Recall. Hence, comparison between Precision and Recall is
generally more relevant than Fallout / Recall comparison in the present
sparse context. This is why we will generally choose to omit Fallout rates
when we need to alleviate the presentation of results.
These rates are easily obtained for the Lasso based methods since they
automatically produce null coefﬁcients. By increasing the penalty param-
eter we obtain sparser and sparser graphs. We start from a large enough
penalty to constrain all coefﬁcients of Aˆ to 0 and decrease the penalty until
we include as many variables as allowed by the ratio n/p. We then select
the best penalty from this list as the one maximizing either the BIC or the
AIC criterion.
Like the Lasso, Renet-VAR directly implements variable selection and
penalty choice is included in the algorithm. Concerning G1DBN, we fol-
low the author’s advice to tune the parameters of the test procedure as
described in the additional material of Lèbre (2009). When applying the
Shrinkage method developped by Opgen-Rhein and Strimmer (2007), a
supplementary step is required to transform continuous results into a bi-
nary solution. We follow Opgen-Rhein and Strimmer’s advice and rely
on local false discovery rates. This provides each edge with an existence
probability conditional on the corresponding entry in Aˆ. We declare as
inferred edge any edge with posterior probability exceeding the threshold
of 80% as the authors do.
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2.4.1 Simulated Data
Simulation Settings. To assess the performances of our approach, we
apply the VAR1 model to a very favorable setup, where existing models
already perform quite well. We then decrease the ratio n/p in order to
observe the response of each method to this increasing lack of information.
On top of that, we consider graphs of different sizes: small graphs of 20
nodes, larger graphs of 100 nodes and a setup with 800 nodes. For smaller
graphs, we consider three different amounts of observations: 10, 20 and
40. For medium sized graphs, we also consider the cases n = p/2 and
n = p but omit the case n = 2p as unrealistic. The setup p = 800, n = 20
is meant to mimic Spellman et al. (1998)’s dataset.
Simulation of the VAR1 process is based upon the simulation strategy
used by Opgen-Rhein and Strimmer (2007) in order to ease the compar-
isons, but introduces a structure based on hubs in order to better reﬂect
the structure we could expect from a real data set. A graph is ﬁrst sim-
ulated, with ﬁxed numbers of nodes and edges. Like Opgen-Rhein and
Strimmer (2007) we simulate sparse graphs, with K = 2p edges. Nodes
are split into two groups according to a multinomial distribution with
probabilities (0.1,0.9), leading to 10% of hubs in average. Edges are then
positioned in the graph according to a multinomial distribution, with 85%
of edges from hubs to leafs, and the remaining set within hubs. Exception
is made for the very large graph, for which we base the number of edges
and their distribution on Spellman et al. (1998)’s data. The matrix A is
synthesized on the basis of this graph: we attribute a random partial cor-
relation value uniformly distributed on [−1,−0.2] ∪ [0.2, 1] to all nonzero
coefﬁcients (corresponding to edges in the graph).
From this matrix, a VAR1 observation is generated, using a centered
Gaussian starting value and a centered Gaussian noise, both with variance
σ2 = 0.1. For computing time reasons, this is repeated 500 times for the
small graphs, 200 times for medium sized graphs and 100 times for the
large graph. Results are averaged over all samples.
To gain a better insight into the difﬁculty of these synthesized datasets
for a Lasso estimator, we checked whether the irrepresentability condition
(Zhao and Yu 2006, Meinshausen and Yu 2009) recalled in Chapter 1 was
validated in all these very simple simulations. First, note that the graph-
ical context requires the irrepresentability condition to be validated for
each of the p genes at the same time, which makes it much more difﬁcult
to hold than in the simple regression context where it is an already strong
hypothesis. In our context, since we solve p independent Lasso problems,
we can check the validity of the hypothesis in each of these individual
problems. For each gene, the irrepresentability condition is tested using
the true sign pattern extracted from the corresponding column of the true
adjacency matrix. Thus the sets of relevant and irrelevant covariates are
allowed to vary from one problem to another. Generating 100 samples of
each simulation setting, we observed that even in a favorable setup with
twice as many observations as variables (p = 20 genes) the irrepresentabil-
ity condition fails for 30% of genes in average. With p = 20 genes and only


















































2.4. Experiments and Discussion 49
vocabulary, and explain why the KnwCl penalty is far more accurate (pre-
cision of 84% in average for a recall of nearly 50% in average for the same
simulation setting p = 20, n = 10).
As expected, in all settings (except when n is really too small com-
pared to p) the Adaptive penalty improves the precision but at the price of a
smaller recall rate. On the contrary, the inferred classiﬁcation InfCl allows
to improve the precision without undermining the recall rate. However,
both methods are highly dependent on the initial Lasso estimate. There-
fore, the gain in precision resulting from such methods decreases with the
n/p ratio.
Beneﬁtting from a certain amount of supplementary information, the
KnwCl penalty leads to a clear increase in both precision and recall. Partic-
ularly when little information is available in terms of number of observa-
tions, taking prior information about which genes are potential regulators
and which are not into account improves the results dramatically. This is
true when compared to all Lasso based methods but generalizes to Shrink-
age, Renet-VAR and G1DBN. Admittedly, Renet-VAR leads to higher preci-
sion values with medium sized graphs, but it is compensated by smaller
recall rates.
Table 2.5 shows naturally that we cannot expect too much from very
extreme settings (p = 800, n = 20, that is, the Spellman et al.’s settings).
Average Recall rate is less than 20% for all methods except the KnwCl
penalty. In this case, knowledge of potential hubs allows the recall rate
to almost double in average while increasing the precision. Note how-
ever that even with this supplementary information precision rates never
exceed 50%.
To ﬁnish with, we would like to lay the emphasis on computing times.
For this we let the number of nodes range from 5 to 185 and ﬁxed the
number of observations at half the maximum number of nodes, i.e. n = 92.
This leads to a ratio n/p ranging from 0.05 to 2. Computing times for the
weighted-Lasso with inference of the classiﬁcation InfCl and selection of
the best penalty, Renet-VAR and G1DBN are presented in the log-log scale
in Figure 2.7. We can see that running times for Renet-VAR and G1DBN
can become a handicap as soon as p gets large while computing times for
InfCl rarely exceed 2 minutes.
2.4.2 Yeast Data
We confronted our model to time measurements of Saccharomyces cerevisiae
gene expression data collected by Spellman et al. (1998). We focus on the
subset of genes they identiﬁed as periodic, i.e. genes whose transcription
levels over time show evidence that they are cell-cycle regulated.
Remarks on the Data Set. This dataset is one of the ﬁrst microarray ex-
periments. It is thus doomed to be rather noisy, contrary to the simulated
data sets. Besides, we had to face the problem of missing values, which
appeared on some of the most important genes. We imputed them as the
mean of the two closer known observations in time for the gene consid-






















































































































































































































































































































2.4. Experiments and Discussion 53
Models Lasso Adaptive KnownCl InferCl Renet
Precision - - 0.082 - 0.004
Recall 0 0 0.068 0 0.003
Fallout 0 0 0.002 0 0.002
Table 2.2 – Precision, Recall and Fallout performances for all Lasso based methods and
Renet-VAR on Spellman et al.’s data set. Best Lasso penalties chosen on the basis of the
BIC criterion.
closely at how data were collected we noticed that measurements were
made every 7 minutes, which might be long enough for dependencies to
vanish. Also, since we measure values related to the cell cycle, measure-
ments were necessarily made on different cells each time, thus measuring
the expression levels on different individuals at each time point. In brief,
this apparently longitudinal data set might share more common points
with i.i.d. models than with VAR1 processes.
2.4.3 E. coli S.O.S. DNA Repair Network
In this section we quit the high dimensional setup and compare the per-
formances of all methods in a much easier framework. We focus on a
sub-network from E. Coli S.O.S. DNA repair network analyzed by Ronen
et al. (2002) 1. Data provide information on the main 8 genes of the S.O.S.
network (uvrD,lexA,umuD,recA,uvrA,uvrY,ruvA and polB) across 50 time
points. Measurements rely on precise expression kinetics which allow
Ronen et al. (2002) to monitor mRNA expression levels every 6 minutes
after exposition of the DNA to UV light at time 0. We will not dwell
on the measurement technology here (see Ronen et al. 2002, for details).
Note however that the authors do not measure the actual mRNA quantity
present in the cell at time t but the instant promoter activity of each gene.
Equivalence between the two measurements is guaranteed if the instant
quantity of mRNA in the cell roughly equals its production rate, that is to
say if there is no accumulation of mRNA in the cell. Under this assump-
tion, Ronen et al. (2002) ’s data can be used as any microarray dataset.
E. coli S.O.S. DNA repair network provides a precise benchmark: spe-
ciﬁc regulatory interactions in response to DNA damage have been char-
acterized. In other words, we can rely on a theoretical regulatory network
which represents the main direct transcriptory regulations actually taking
place during the experiment. According to the regularly updated Eco-
Cyc database, lexA is the only regulator in this subnetwork, regulating all
genes including itself. Concretly, the protein LexA is at the core of the reg-
ulation network, usually binding sites in the promoter regions of S.O.S.
genes to repress their expression. As soon as RecA senses DNA damage
(by binding to single-stranded DNA), it becomes activated and induces
LexA autocleavage. The decrease in LexA concentration alleviates the re-
pression of S.O.S. genes. When damage is repaired, the level of activated
RecA drops, LexA accumulates and represses again all S.O.S. genes.
Detailed results are presented in Figure 2.9. We can see that perfor-
mances differ a lot from one experiment to another. Particularly, experi-
























































what dominates experiment 4 and leads to so poor results. Strangely, we
could not find any mention of this regulatory activity in the literature. Ei-
ther there is a need for further biological research on this gene or there
is an undirect regulation blurring the results. Another unknown regula-
tion dominates all inferred graphs: regulation of uvrY by polB. It is all
the more interesting as it survives the bad a priori that the KnwCl penalty
holds against it. Further biological investigation could want to look at this
couple of genes more closely.
In this respect, we could note that the regulatory effect of activated
RecA on LexA does not appear on these graphs, which we could see as a
good point since this is a post-transcriptional regulation. We would also
like to lay the emphasis on the fact that we here check selection consis-
tency of all the methods but not their sign consistency. We only check
whether we identify the right edges and not the activation/inhibition pro-
cesses associated to them. Looking more closely at the estimated matrices,
we can see that the (shrunk) correlations estimated between lexA and the
remaining genes are all positive and not negative as the literature would
tell. This would not be a flaw in all methods but a direct result of the limi-
tations of transcriptomic data. Indeed, we only observe mRNA production
rates. As a consequence, we cannot spot the decrease in concentration of
protein LexA and only observe that the expression of all genes suddenly
increases, lexA included.
2.5 Conclusion
This chapter presents a weighted-Lasso algorithm designed to tackle time
varying gene expression data taking into account an underlying structure.
In this particular framework, the proposed approach outperforms similar
methods. Even when regulators and regulatees cannot a priori been dis-
tinguished through analysis of the literature, inference of the classification
greatly improves the performances of the Lasso. It therefore seems good
to advice that, whenever available, knowledge about potential transcrip-
tion factors should be taken into account and that basic knowledge on the
topology of biological networks should not be omitted in the modeling
process.




















































Figure 2.10 – Graphs inferred by the different methods on experiment 2 data. Lasso
penalties are chosen so as to maximize the BIC criterion. True positives are drawn in
black while false positives are shown in dashed gray.
3Consistency analysis of thecooperative-Lasso
The cooperative-Lasso was introduced by Chiquet et al. (2011) in thecontext of multiple Gaussian graphical models. More generally, the
cooperative-Lasso tackles the issues of estimation and selection of param-
eters endowed with a known group structure, when the groups are as-
sumed to be sign-coherent.
The present chapter sheds light on the derivation of optimality conditions
and consistency properties of this new regularization. We prove asymp-
totic consistency in terms of model selection and non-asymptotic oracle
inequalites in terms of estimation and prediction.
Finally, we provide an illustration of the beneﬁts of the cooperative-Lasso
in the context of multiple Gaussian graphical model inference on a lon-
gitudinal treatment/placebo experiment in Multiple Sclerosis and on a
case/control study in Breast Cancer.
The asymptotic model selection property has been published as part of
Chiquet et al. (2012), but the remaining of the chapter presents new results.
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x2 ≤ x1,2 ≤ √K x2,
x∞,2 ≤ x1,2 ≤ K x∞,2,




























dualnorms: 1− ∞,2/3− 3and 2− 2.
3.1.2 Cooperative-LassoPenaltiesasSign-AdaptiveMixedNorms



































xcoop,1,2 = x+ 1,2+ x− 1,2 = xcoop
xcoop,2,2 = ∑Kk=1 x+ 22+ x− 22 = x2,









x2 ≤ xcoop ≤ √2K x2
xcoop, ≤ xcoop ≤ 2K xcoop

























































































































































































































































































































































































































































































































































































































Ilustration Wegenerate datafromanordinaryregression model





















































































min Xu 2√nuS 2:|S|≤s,u∈R

























s(√m+ logK)√n , (3.14)
β−βˆcoop2≤ 32κ(s)2


























































































































































82 Chapter 3. Consistency analysis of the cooperative-Lasso
the objective in mind is to compare the regulatory networks inferred in
each condition, this is a momentous drawback. In the context of systems
biology, the identiﬁcation of modiﬁcations in the regulatory mechanisms
between different conditions is often the very purpose of the experimental
design. We can think of case/control studies comparing regulatory mech-
anisms in diseased patients and sane controls, placebo/treatment exper-
iments analysing the effect of a speciﬁc treatment on regulatory mecha-
nisms compared to the placebo group. Stress experiments can lead to a
large variety of gene expression proﬁles. More generally, even when the
experimental design does not deﬁne prior sets of conditions, any known
partition of some phenotypes can deﬁne a posteriori as many interesting
sets of conditions. In all these settings, differential analyses are often led
to identify the univariate variations in gene expression proﬁles that best
distinguish those conditions. In a similar way, GGMs can be used to iden-
tify variations in conditional dependency structures across distinct condi-
tions, hopefully unveiling changes in gene regulation mechanisms. This is
the ambition of the regularizations linked to assumptions (C3) and (C4),
namely the sparse group-Lasso and the cooperative-Lasso.
3.4.2 Illustration on Real Datasets
A thorough simulation study has been conducted by Chiquet et al. (2011),
we therefore refer to this paper for numerical experiments comparing the
performances of the cooperative-Lasso and group-Lasso in terms of edge
detections under various settings.
In this subsection, we illustrate the beneﬁts of the cooperative-penalty
on two datasets, ﬁrst of all a multiple sclerosis dataset issued from a
collaboration with J.C. Corvol which led to the presentation of a poster
at the European Comitee for Treatment and Research Multiple Sclerosis
(ECTRIMS 2012) and secondly, a cancer dataset kindly provided by M.
Jeanmougin. In both cases, the objective of the experiment is to compare
the gene regulatory networks of two subpopulations.
Multiple Sclerosis Dataset. Gene expression proﬁles were taken from
26 patients with secondary-progressive multiple sclerosis (MS) included
in a placebo-controlled, multiple-ascending dose, double-blind study (Ko-
valchin et al. 2010). Measurements were taken at baseline and once a
month over the next three months. Among them, 19 patients (active group)
were administered doses of amino acid copolymer PI-2301, which is en-
visaged as an alternative therapy for MS, while 7 patients (placebo group)
received a placebo. We adopt a candidate gene approach and infer a Gaus-
sian graphical model on 23 genes known or suspected to be genetically
associated with MS.
The speciﬁcity of this dataset is that it is longitudinal. We therefore
combine the VAR1 modeling and cooperative penalty. In order to correct
for patient-speciﬁc effect, the data is centered and scaled patient by pa-
tient. The networks presented in Figure 3.12 were selected according to
the BIC criterion.
The networks seem to share some of the paths, organized around





















































































































































































































































































































Figure 3.13 – Gaussian graphical models inferred by the coop-Lasso on RFS (top-left
panel) and notRFS (top-right panel) groups, common (bottom-left) and condition-specific
(bottom-right) edges. The amount of penalty is chosen by BIC.
4Homogeneity Tests forHigh-Dimensional Linear
Regression
This chapter presents some ongoing work in collaboration with F. Villersand N. Verzelen in an attempt at providing two-sample homogeneity
tests for high-dimensional linear regression, hence the heterogeneity in
the depth of analysis of the various methods explored.
We study an adaptation of the one-sample testing procedure described
in Verzelen and Villers (2010) to the two-sample framework, including
theoretical controls on type-I error and power.
We also include a more recent and less advanced investigation of an adap-
tation of higher-criticism to the two-sample testing problem, which we
think particularly interesting in terms of computing time when facing
high-dimensional dataset.
We provide numerical experiments illustrating the performances of those
testing strategy in a rather simple design setting. We hope to gather soon






























Y(1) = X(1)β(1)+ (1) (4.1)








































































































































































































































Y(1) = X(1)β(1)+ (1) (4.3)



































H0,S: β(1)S =β(2)S , σ(1)=σ(2), andΣ(1)S =Σ(2)S,




















NaïveFisherStatistic. Foragiven modelSofreasonablesize|S| ≤
Dmax=(n1∧n2)/2,testingH0,Sagainstthespeciﬁcalternativethat









2− Y(1)−X(1)β(1)S 2− Y(2)−X(2)β(2)S 2







































































































































































































































































































































































theconditionaldistributionofY(2)givenX(2)S = XS, whichwedenote
K PY(1)|XS;PY(2)|XS .Forshort,werespectivelynoteK1(S)andK2(S)
K1(S) := EX(1)S K PY(1)|XS;PY(2)|XS ,


































































































































































































































Seting η common η2 β(2)speciﬁc Signals
H00 - 0 - β(2)
β(1)
0
H0 5/8 7 - β(2)
β(1)
0
1 - 0 5/ β(2)
β(1)
8 7
2 5/8 7 5/ β(2)
β(1)
8 7
3 7/8 1 5/ β(2)
β(1)
8 7











































































Calibration (B) (P) (B) (P)
n=25 0.1±0.2 6±1.5 0.1±0.2 6±1.5
n=50 0.1±0.2 4.1±1.2 0.1±0.2 4.1±1.2
n=100∗ 0±0 6.5±2.2 0±0 6.5±2.2
(b)FiSstatistic
Modelcolection S1 SLasso
Calibration (B) (P) (B) (P)
n=25 5.1±1.4 5.3±1.4 0.8±0.6 5±1.4
n=50 5±1.4 5.6±1.4 0.3±0.3 4.8±1.3
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Figure 4.4 – Power for likelihood ratio statistics, comparing the inﬂuence of the choices
of model collection and calibration on power under different settings.
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Figure 4.5 – Power for Fisher statistics, comparing the inﬂuence of the choices of model
collection and calibration on power under different settings.
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S1 SLasso S1 SLasso
(P) (P) (P2) (P) (P) (P2)
PSMB8 0 0 0 0 1 0 0
TAP1 0 0 0 0 1 0 0
CXCL10 0 1 1 0 1 1 1
CXCL9 0 0 0 0 1 0 0
HLA-DOB 0 0 0 0 1 0 0
CYBB 0 0 0 0 1 0 0
NCF2 0 0 0 0 1 0 0
CXCL11 0 1 1 0 1 0 0
CD247 0 0 0 0 1 0 0
CD2 0 0 0 0 1 0 0
CD38 0 0 0 0 1 0 0
RYR2 1 0 0 0 0 0 0












116 Chapter 4. High-dimensional Homogeneity Tests
ticularly if we think of Gaussian graphical models applied to the inference
of gene regulatory networks.
On the contrary, the two-step adaptation of higher-criticism looks
rather promising for an excellent performance over computing-time ra-
tio, as observed empirically. In the view of its interesting empirical perfor-










S (X(1)S X(1)S)−1+(X(2)S X(2)S)−1 X(2)S .
Deﬁnition4.1(Recalofthedeﬁnitionoftheupper-boundQ2,|S|(u|XS)) Considersomenumber
u> a1.Ifalthecomponentsofaareequal,thenwetake
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Figure 4.9 – Inﬂuence of the correction for common effects on the power performances of
the likelihood ratio, Fisher and HC statistics.

Discussion and Perspectives
This thesis investigates the inference of high-dimensional Gaussian
graphical models from non identically and independently distributed
transciptomic data in the objective of recovering gene regulatory net-
works. In the context of high-dimensional statistics, the heterogeneity of
the dataset fruitfully paves the way to the deﬁnition of structured regular-
izers via weighted and block-sparse penalties. We also examine the crucial
issue of validating the answers provided by high-dimensional estimators.
Admittedly, the application of Gaussian graphical models to real tran-
scriptomic dataset reveals the limitations of our modeling of regulatory
phenomena. As exempliﬁed by E. coli S.O.S. network in Chapter 2, the
multiplicity of actors and levels of regulation left out by transcriptomic
data compromises the interpretation of inferred networks. Yet, it is hard
to imagine a solid statistical model integrating data from all relevant ﬁelds
of data (proteomic, transcriptomic, genetic, methylation, etc).
Besides, it remains difﬁcult to correctly evaluate the performances of
our methods, even to deﬁne what a correct evaluation would be. Indeed,
simulated experiments provide a comparison of competing estimators in
perfectly identiﬁed and controlled settings. Yet they are too close to our
statistical modeling assumptions to provide a realistic evaluation of ac-
tual performances on real datasets. On the contrary, applications to real
datasets lack of trustful benchmarks: even for model species like E. coli, it
is not obvious to reconstruct the actual set of regulations that should take
place in a given condition. Available gene regulatory networks might still
miss some actual regulations or include some regulations that exclusively
happen under some particular stress but not in the conditions under study.
Those incertainties result in fuzzy estimations of false negatives and false
positives.
As a result, we are avidly waiting for the emergence of clear bench-
mark networks validated experimentally on small model species in order
to ﬁnally evaluate to what extent Gaussian graphical models actually cap-
ture the transcriptomic regulatory mechanisms in place.
As a by-product, there are some information theoretic questions still
pending as to how difﬁcult the question of infering Gaussian graphical
models really is, depending on the actual structure of biological networks.
Information theoretic limits in high-dimensional linear regression state
that depending on the number of observations available and the number
of variables considered, one cannot hope to recover more than a certain
number edges (Wainwright 2009b, Verzelen 2012).
Information theoretic results about model selection in Gaussian graph-











































≤ x+,y+ + x−,y−













maxk=1,..,K(z+Gk 2,z−Gk )≤1 ifˆβ=0
maxk=1,..,K(z+Gk 2,z−Gk )=1and βˆ,z= βˆcoop otherwise.
(A.1)
Now,recalthatby Hölder’sinequality, |ˆβ,z| ≤ βˆcoopzcoop.
Therefore,theequalityin(A.1)isonlypossibleifforeverygroupGksuch































































































































































P max R+k,n,R−k,n ≤1 →1;
•ifgroupkintersectsthesupport,witheitherpositive(νk=1)or
negative(νk=−1)coefﬁcients,onemusthave





































































≤ X(β−β)2n+2λn βcoop− βˆcoopcoop+ β−βˆcoopcoop
Acloselookatthelasttermontherighthandsideshowsthatalterms
correspondinggroupsGksuchthat βGk coop=0disappear.DenotingbyS(β)thegroupsupportofβ,thatistosay{k=1...,K|βGk coop>0},coop-normtriangularinequalitiesleadto:
βcoop− βˆcoopcoop+ β−βˆcoopcoop





































































causeforeveryz∈Rp,max(z+ ,z− )≤ z
P (Xε)/ncoop,∞≥λn/2 =P maxk=1,..,Kmax((Xε/n)
+Gk ,(Xε/n)−Gk )≥λn/2


















Y(1) = X(1)S β(1)S + (1)S
Y(2) = X(2)S β(2)S + (2)S ,
where X(1)S β(1)S = E[Y|X(1)S ]andX(2)S β(2)S = E[Y|X(2)S ]a.s. Wenote
(σ(1)S )2 = Var((1)S ) = Var[Y(1)|X(1)S ]and(σ(2)S )2 = Var((2)S ) =






























S(X(2)S X(2)S)−1X(2)S (2)S −X(2)S(X(1)S X(1)S)−1X(1)S (1)S 2
σ2S
ConditionnalytoX,UisindependentofT1sinceT1isafunctionof
Π(1)S⊥ (1)S whileUisafunctionof((2)S,Π(1)S (1)S).Furthermore,UisthesquarednormofacenteredGaussianvectorwithcovariance

























































































































































































































































































































|a|∞ ≤ n1n2(n1−|S|)1+ϕmax Z
(2)




























































































































LemmaA.9.We wanttolowerboundtherandomvariable FS,2 =Rn1
(σ(1)S )2T1(n1−|S|)
whereRisdeﬁned
R:= X(2)S(β(2)S −β(1)S)+Π(2)S (2)S −(σ(1)S )2U1 2/n2.
LetusﬁrstworkconditionalytoX(1)S andX(2)S.UpondeﬁningtheGaus-sianvectorWby
W∼N 0,(σ(2)S )2Π(2)S +(σ(1)S )2X(2)S(X(1)S X(1)S)(−1)X(2)S ,
wegetR= X(2)S(β(2)S −β(1)S)+W 2/n2. Wehavethefolowinglowerbound:














Therandomvariable X(2)S(β(2)S −β(1)S)2/β(2)S −β(1)S 2Σ(2) folowsaχ2 distribution withn2 degreesoffreedom. ConditionalytoXS,
W,X(2)S (β(2)S −β(1)S )X(2)S (β(2)S −β(1)S )
2
isproportionaltoχ2 distributedrandomvari-
able with1 degree offreedomandits varianceissmalerthan












S )2+(σ(1)S )2ϕmax(X(2)S(X(1)S X(1)S)(−1)X(2)S ) .
Usingtheupperbound|S|≤(n1∧n2)/2andLemmaA.16,wecontrol
thelastterm























































































































Φk,+(W)≤ 4Φk,+( Σ(1))∨Φk,+( Σ(2)) ,

















































































Wθ2 = X(1)/√n1(θ(1)+θ(2))2+ X(2)/√n2(θ(1)−θ(2))2
≤ 2(θ(1)+θ(2)2Σ(1)+2θ(1)−θ(2)2Σ(2)
≤ 4Φk,+( Σ(1))∨Φk,+( Σ(2)) θ2
Wθ2 ≥ 12 (θ
(1)+θ(2)2Σ(1)+ θ(1)−θ(2)2Σ(2)
















≥ θ(2)+θ(1)2∨ θ(2)−θ(1)2θ2 i=1,2
κ2 10,k,X(i)/√ni
≥ κ2 10,k,X(1)/√n1 ∧κ2 10,k,X(2)/√n2
≥ 2−6 κ2 10,k, Σ(1) ∧κ2 10,k, Σ(2) ,
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wherethelastinequalityproceedsfromLemmaA.11.Hence,
















Theupper-boundΦ|θλ|0,+(W)≤ (1+ θλ 0/k∗)Φk∗,+(W)andLemmaA.11enforce



























































































































































































P χ2(d)≤d−2√dx ≤ exp(−x),
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