Let (X, T ) be a topological dynamical system and let Φ : X r → R be a continuous function on the product space X r = X × · · · × X (r ≥ 1). We are interested in the limit of V-statistics taking Φ as kernel:
Introduction
Consider a topological dynamical system (X, T ), where T : X → X is a continuous transformation on a compact metric space X with metric d. For r ≥ 1, let X r = X × · · · × X (product of r copies of X) and let C(X r ) be the space of continuous functions Φ : X r → R.
For Φ ∈ C(X r ) and n ≥ 1, let equality doesn't hold. A dynamical system (X, T ) is said to be saturated if for any µ ∈ M inv , we have h top (G µ ) = h µ . It is proved in [13] that systems of specification are saturated.
In this paper, we shall prove a variational principle which relates the topological entropy h top (E Φ (α)) to the measure theoretic entropies of invariant measures in the following set, called (Φ, α)-fiber,
where µ ⊗r = µ × · · · × µ is the product of r copies of µ. Theorem 1.1. Suppose that the dynamical system (X, T ) is saturated. Let Φ ∈ C(X r ) (r ≥ 1). If M Φ (α) = ∅, we have E Φ (α) = ∅. If M Φ (α) ∅, we have
Theorem 1.1 is well known when r = 1 (see e.g. [11, 13, 4, 3] ). In particular, it is known that for regular potential Φ, α → h top (E Φ (α)) is an analytic function (see e.g. [10, 19] ). But as we shall see, when r ≥ 2, this function can admit discontinuity even for "very regular" potentials.
The above consideration was motivated by the following problem. Recently the multiple ergodic limit (2) M Φ (x) := lim n→∞ 1 n n−1 i=0 Φ(σ i x, σ 2i x, · · · , T ri x) have been studied by Furstenberg ([15] ), Bergelson ([5] ), Bourgain ([7] ), Assani ([2] ), Host and Kra ( [16] ), and others. Fan, Liao and Ma proposed in [12] to give a multifractal analysis of the multiple ergodic average M Φ , in other words, to determine the Hausdorff dimensions of the level sets
This problem in its generality remains open. However, there are two results for the shift dynamics on symbolic space and for some special potentials Φ. The first one concerns the case where (1) i being the first coordinate of x i ). By using Riesz products, the authors in [12] proved that for α ∈ [−1, 1] we have
The second one concerns the case where X = {0, 1} N , T is the shift and
is a function depending only on the first coordinates x (1) 1 and x (1) 2 of x 1 and x 2 . The multifractal analysis of these double ergodic average was determined in [14] . A related work was done in [17] answering a question in [12] about the Hausdorff dimension of a subset of L Φ (α) for extremal values of α.
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As shown in [14] , the dimension of the "mixing part" of L Φ (α) which is defined by sup dim µ : µ(L Φ (α)) = 1, µ is mixing is equal to sup dim µ :
Φdµ ⊗r = α, µ is mixing .
This equality is very similar to the variational principal stated in Theorem 1.1.
In Section 2, we recall some facts about V-statistics. In Section 3, we recall some notions like topological entropy, generic points and specification property. The main theorem, Theorem 1.1, is proved in Section 4. In Section 5, we examine the special case of full shift together with some examples. We will see that, even for very regular function Φ, the function α → h top (L Φ (α)) may admit discontinuity.
To finish this introduction, we emphasise that the problem of multifractal analysis of multiple ergodic limits remains largely open.
V-statistics
V-statistics are tightly related to U-statistics which are well known in statistics. Let µ be a probability law on R. A U-parameter of µ is defined through a function called kernel h :
where µ ⊗d is the product measure µ×· · ·×µ (d times) on R d . This U-statistics is well defined for all µ such that the integral exists.
In statistics, U-parameters are also called estimable parameters and they constitute the set of all parameters that can be estimated in an unbiased fashion. A fundamental problem in statistics is the estimation of a parameter θ(µ) for an unknown probability law µ. To estimate a U-parameter θ h , people employ the U-statistics for θ h :
where the sum is taken over all (i 1 , · · · , i d ) with i j 's distinct and 1 ≤ i j ≤ n, where X 1 , · · · , X d is a sequence of observations of µ. Closely related to U-statistics is the V-statistics (von Mises statistics):
People expect that U h (X 1 , · · · , X n ) converges almost surely to θ h . This fact, if it holds, allows one to estimate θ h using observations. If it is the case, we say the U-parameter strong law of large numbers (SLLN) holds. The U-statistics SLLN had been well studied for independent observations. In [1] , the authors have studied the U-statistics SLLN for ergodic stationary process (X n ), i.e. X n = f • T n where T is ergodic measure-preserving hal-00708347, version 1 -14 Jun 2012 transformation on a probability space (Ω, A, P), f : Ω → R is a measurable function and X 1 admits µ as probability law.
If h is a kernel bounded by a integrable function and if (X n ) is ergodic, it can be proved (see [1] ) that almost surely
It is also proved in [1] that the U-statistics SLLN holds if the kernel h is continuous. In the following, we consider only V-statistics.
Topological entropy
For any integer n ≥ 1, the Bowen metric d n on X is defined by
For any ǫ > 0, we will denote by B n (x, ǫ) the open d n -ball centered at x of radius ǫ.
Let Z ⊂ X be a subset of X. Let ǫ > 0. A cover is a collection of Bowen balls (at most countable)
where the infimum is taken over all covers R of Z with n(R) ≥ n. The quantity H s n (Z, ǫ) being a non-decreasing function of n, the following limit exists H s (Z, ǫ) = lim n→∞ H s n (Z, ǫ). Consider the quantity H s (Z, ǫ) as a function of s, there exists a critical value, which we denote by h top (Z, ǫ), such that
The following limit exists
The limit h top (Z) is called the topological entropy of Z ( [8] ). For x ∈ X, we denote by V(x) the set of all weak limits of the sequence of probability measures n −1 n−1 j=0 δ T j x . Recall that X is compact. It is clear then that for any x we have
The following lemma is due to Bowen ([8] ).
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The set G µ of µ-generic points is the set of all x such that V(x) = {µ}. The Bowen lemma implies that
Bowen also proved that the inequality becomes equality when µ is ergodic. However, in general, we do not have the equality and it is even possible that G µ = ∅. In fact, µ(G µ ) = 1 or 0 according to whether µ is ergodic or not (see [9] ).
The equality h top (G µ ) = h µ does hold for any invariant probability measure in any dynamical system with specification ( [13] ). Lemma 3.2. Any dynamical system with specification (X, T ) is saturated. In other words, h top (G µ ) = h µ for any µ ∈ M inv .
A dynamical system (X, T ) is said to satisfy the specification property if for any ǫ > 0 there exists an integer m(ǫ) ≥ 1 having the property that for any integer k ≥ 2, for any k points x 1 , . . . , x k in X, and for any integers
The specification property implies the topological mixing. Blokh ([6]) proved that these two properties are equivalent for continuous interval transformations. Mixing subshifts of finite type satisfy the specification property. In general, a subshift satisfies the specification if for any admissible words u and v there exists a word w with |w| ≤ k (some constant k) such that uwv is admissible. For β-shifts defined by T β x = βx( mod 1), there is only a countable number of β's such that the β shifts admit Markov partition (i.e. subshifts of finite type), but an uncountable number of β's such that the β-shifts satisfy the specification property ( [20] ).
We finish this section by mentioning that continuous functions on X r can be uniformly approximated by tensor functions. It is a consequence of the Stone-Weierstrass theorem.
For any ǫ > 0, there exists a function of the form
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We can actually consider Banach-valued V-statistics. More than Theorem 1.1 can be proved.
Let B be a real Banach space and B * its dual space. The duality will be denoted by y, x (x ∈ B, y ∈ B * ). We consider B * as a locally convex topological space with the weak star topology σ(B * , B). For any B * -valued continuous function Φ : X → B * , we consider its V-statistics V Φ (n, x) as before, formally in the same way. It is clear that lim sup n→∞ ξ n B ≤ ξ means ξ n converges to ξ in the weak star topology σ(B * , B).
Given α ∈ B * and W ⊂ B. We define
where Φdµ denotes the vector-valued integral in Pettis' sense (see [18] ) and the inequality "
Proof. We prove the first assertion by showing that
There exists a measure µ ∈ V(x) ⊂ M inv and a sequence of integers (n k ) such that
We are going to show that µ ∈ M Φ (α, W). Let w ∈ W. Then Φ, w is a continuous function on X. For an arbitrarily small ǫ > 0, by the Stone-Weierstrass theorem (See Lemma3.3) there exists a function Φ of the form
(finite sum of tensor products) such that
Notice that
denotes the ergodic sum for a given function f . According to (4), we have
On the other hand, we write
We have
So, we get Φ, w dµ ⊗d ≤ α, w + 2ǫ.
Since ǫ is arbitrary, we have thus proved that µ ∈ M inv (α, W). The first assertion is then proved. Prove now the second assertion. What we have just proved also implies
By the Bowen lemma (Lemma 3.1), we get
To finish the proof of the second assertion, it suffices to prove the reverse inequality of (6). Let µ ∈ M Φ (α). Let x ∈ G µ . For any ǫ > 0 and any w ∈ W, consider Φ as above. We have
Φdµ ⊗r .
It follows that lim sup
Letting ǫ → 0 we get lim sup
In other words, we have proved
Taking the supremum over µ ∈ M inv (α, W) leads to the reverse inequality of (6). Proof. Let α n , α ∈ L (Φ,W) . Suppose α n → α in the weak star topology. We have to show that lim sup
Example: Shift dynamics
Since each fiber like M inv (α, W) is compact, there are maximizing measures µ α n ∈ M inv (α n , W) and µ α ∈ M inv (α, W) such that
Without loss of generality, we can assume that µ α n converge weakly, say to µ * . Since ∀w ∈ W, Φ, w dµ n ≤ α n , w , taking limit shows that µ * ∈ M inv (α, W). It follows that
On the other hand, recall that for the shift dynamics, the entropy function µ → h µ is upper semi-continuous. So,
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We combine (7), (8) and (9) to finish the proof.
Theorem 5.2. Assume that Φ is a function defined on Σ r m (r ≥ 1) which depends only on the first k coordinates of each of its variables (k ≥ 1). Then the suppremum in the variational principle (3) is attained by a (k − 1)-Markov measure.
Proof. This is just because the integral Φdµ ⊗r depends only on the values µ([a 1 , · · · , a k ]) of the measure µ on cylinders [a 1 , · · · , a k ] and there exists a (k − 1)-Markov measure ν such that µ([a 1 , · · · , a k ]) = ν([a 1 , · · · , a k ]) for all cylinders [a 1 , · · · , a k ] and such that h ν ≥ h µ .
In particular, if k = 1, maximizing measures are Bernoulli measures. For the Bernoulli measure µ p determined by a probability vector p = (p 0 , · · · , p m−1 ), we have h µ p = H 1 (p) where
Suppose that the function Φ is a product of r functions and each of its factor depends only on the first coordinate, i.e. (1) , · · · , x (r) )dµ p (x (1) ) · · · dµ p (x (r) ).
Notice that E Φ (α)
∅ iff α = A(p) for some probability vector p = (p 0 , · · · , p m−1 ). The following result is a direct consequence of the last theorem.
Theorem 5.3. Let Φ(x (1) , · · · , x (r) ) = φ 1 (x (1) 1 ) · · · φ r (x (r) 1 ). We have
For any α satisfying E Φ (α) ∅, we have
where the maximum is taken over all probability vectors p satisfying A(p) = α.
If k = 2, maximizing measures are Markov measures. A Markov measure µ p,P is determined by a probability vector p and a transition matrix P. Its entropy is equal to 
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Suppose Φ(x (1) , · · · , x (r) ) is of the form φ 1 (x (1) 1 , x (1) 2 ) · · · φ r (x (r) 1 , x (r) 2 ). Let (1) , · · · , x (r) )dµ p,P (x (1) ) · · · dµ p,P (x (r) ).
where the maximum is taken over all couples (p, P) satisfying A(p, P) = α.
Let us consider two examples. We will use the following trivial property of the entropy function H(
Lemma 5.5. Given two numbers p 1 , p 2 ∈ [0, 1]. We have 
For simplicity, we write A(x) for A(p). Suppose that φ 1 (0) φ 1 (1) and φ 2 (0) φ 2 (1) . Otherwise, the question is trivial. By multiplying φ by a constant we can suppose that A(x) is of the form
Let x = x * be the critical point of the quadratic function A (i.e., x * = a+b 2 ). Using the last lemma, it is easy to find the unique point x α such that Remark 5.1. We can see in the case m = 2, k = 1 and r = 2 the spectrums are always continuous (in fact, they are differentiable in the interior of L Φ ). In the following examples we will see that this is no longer the case when m = 2, k = 1 and r = 3.
Example 2. Consider the case m = 2, k = 1 and r = 3. We have
By multiplying φ by a constant, we can always suppose that A is of the form
. This cubic polynomial function is either increasing or admit a local maximal point x max and a local minimal point x min and then we must have x max < x min . As we will see, the continuity of the spectrum depends on the location of x max and x min .
When A is increasing or when x max , x min (0, 1), L Φ is the interval with −abc and (1 − a)(1 − b)(1 − c) as end points. For any α in the interval, A(x α ) = α admits a unique solution x α in [0, 1] and h top (E Φ (α)) = H(x α ). In this case the spectrum is continuous (and differentiable).
Suppose now that A(x) admits a local maximal point x max and a local minimal point x min (with x max < x min ). Then there exist a unique x ′ > x min and a unique x ′′ < x max such that
We point out that there are three possible situations: the spectrum is continuous, admits one discontinuous point or admits two discontinuous points. Before present in detail these three situations we prove the following lemma which will be useful for our discussion.
Lemma 5.6. Let P be a polynomial of degree 3 with positive leading coefficient. Suppose that P admits a local maximal point x max and a local minimal point x min . Then x max < x min and
Proof. The fact x max < x min follows from P(−∞) = −∞ and P(+∞) = +∞. By the existence of the extremal points, we can write
This means that for two equidistant points from x max , the left point climbs quicker than the right point descents. By integration, we get P(x 1 ) = P(x max ) +
x 1
x max P ′ (u)du, P(x 2 ) = P(x max ) + Making the change of variable v − x max = x max − u, we obtain
The first equality holds since P ′ is positive in (x 1 , x max ). Hence P(x 1 ) < P(x 2 ). We prove P(y 1 ) < P(y 2 ) in the same way.
In the following we present three situations. We use the last two lemmas. In each situation, there is a unique point x α such that A(x α ) = α, h top (E Φ (α)) = H(x α ).
We call x α the maximizing point. For every α ∈ L Φ , there could be one, two or three points x such that A(x) = α. The maximizing point x α is the one which is the nearest to 1/2. In Figures 4, 5 and 6, those parts of graph of A corresponding to the maximizing points will be traced by solid lines, other parts will be traced by dotted lines. . The spectrum has one discontinuous point at A(x max )(= A(x ′ )), the entropy jumps from H(x max ) to H(x ′ ).
Situation III. 0 < x max < 1/2 < x min < 1 (see Figure 6 ). Let a = 0.15, b = 0.7, and c = 0.8. Then x max = 0.3479, x min = 0.7520, x ′ = 0.9541 and x ′′ = 0.1458. The spectrum admits two discontinuous points. The following hold:
1. L Φ = [A(0), A(1)].
2. The maximizing points lie in the intervals [0, x ′′ )∪[x max , x min ]∪(x ′ , 1].
3.
A(x) is strictly monotonic in each of above three intervals. 4. The spectrum has two discontinuity points. One is A(x ′′ )(= A(x min )), where the entropy jumps from H(x ′′ ) to H(x min ), the other is A(x max )(= A(x ′ )), where the entropy jumps from H(x max ) to H(x ′ ).
