Motivation: Several pattern discovery methods have been proposed to detect over-represented motifs in upstream sequences of co-regulated genes, and are for example used to predict cis-acting elements from clusters of co-expressed genes. The clusters to be analyzed are often noisy, containing a mixture of co-regulated and non-co-regulated genes. We propose a method to discriminate co-regulated from non-co-regulated genes on the basis of counts of pattern occurrences in their non-coding sequences. Methods: String-based pattern discovery is combined with discriminant analysis to classify genes on the basis of putative regulatory motifs. Results: The approach is evaluated by comparing the significance of patterns detected in annotated regulons (positive control), random gene selections (negative control) and high-throughput regulons (noisy data) from the yeast Saccharomyces cerevisiae. The classification is evaluated on the annotated regulons, and the robustness and rejection power is assessed with mixtures of co-regulated and random genes. Contact: mailto:nicolas@scmbb.ulb.ac.be Supplementary information: http://rsat.ulb.ac.be/rsat/
INTRODUCTION
Understanding the regulation of biological processes is one of the main challenges in the post-genomic era. A major advance has been achieved through the development of large-scale techniques such as DNA chips, which permit to detect groups of genes responding to a common signal, or ChIP-chip binding assays (Lee et al., 2002) , which detect intergenic regions bound by a same transcription factor.
Several algorithms have been developed to predict transcription factor binding sites from a set of co-regulated genes. These algorithms are based on the detection of * To whom correspondence should be addressed.
over-represented patterns (pattern discovery) in the upstream sequences of co-expressed genes, relying on the assumption that these motifs might represent binding sites for transcription factors. String-based approaches (van Helden et al., 1998 (van Helden et al., , 2000b Tompa, 1999) are based on a test of significance on each pattern, and allow to restrict the expected rate of false positives by choosing an appropriate significance threshold. Matrix-based methods (Lawrence et al., 1993; Bailey and Elkan, 1994; Neuwald et al., 1995; Roth et al., 1998; Thijs et al., 2001 ) allow a more refined description of pattern degeneracy, but most current implementations present the inconvenience of systematically producing a prediction, even when random sequences are submitted.
A common practice is to use DNA chips or binding assays to detect co-regulated genes whose upstream sequences are then submitted to pattern discovery algorithms to predict potential transcription factor binding sites. However, it is well known that these large-scale experiments yield noisy data: microarray measurements show significant variability, and ChIP-chip binding assays tend to detect many false positive target genes. In addition, the statistical treatment of these data are not straightforward: clustering of genes on the basis of expression patterns yields very different results depending on the choice of the clustering metric and clustering method. Finally, even under the ideal circumstance of perfectly clean data that would have been optimally normalized and clustered, the identified sets of co-expressed gene are not necessarily co-regulated on the transcriptional level since indirect effects might be at play, such as the regulation of transcription factors by other transcription factors through protein-protein or protein-DNA interactions, or mRNA turnover.
In this study, we present an approach for predicting groups of co-regulated genes and transcription factor binding sites from noisy data. To this end, we combine string-based pattern discovery methods with discriminant analysis.
First, pattern discovery methods are used to detect short putative regulatory sequence motifs in individual groups of genes. These methods generally yield multiple patterns, corresponding to overlapping and degenerated sequence motifs, representing the binding site of a single transcription factor, or to the binding sites of several distinct transcription factors.
Second, the subset of genes that are likely to be co-regulated in each group is then identified without actually assembling the short patterns into longer motifs that represent the transcription factor binding sites, a difficult task that often yields ambiguous results (Kellis et al., 2003) . Instead, a discriminant analysis is used to classify the genes from each group into its original group or into a random group of genes of similar size on the basis of the number of occurrences of the identified upstream sequence motifs.
To validate this combined approach we apply it to two sets of known regulons (positive control), to random gene selections (negative control) and to regulons 'contaminated' with random genes (robustness analysis), respectively. The same approach is also applied to the complete set of regulons detected by the high-throughput ChIP-chip analysis of Lee et al. (2002) .
SYSTEM AND METHODS

Implementation and availability
Upstream sequences are analyzed using the regulatory sequence analysis tools (http://rsat.ulb.ac.be/rsat/) (van Helden, 2003) . Discriminant analysis is performed with the R package (http://www.r-project.org/).
Data on co-regulated genes
A regulon is defined here as the set of direct target genes for the same transcription factor, and it is denoted by the name of the corresponding transcription factor. We consider individual polypeptides as distinct transcription factors, despite the fact that the actual active entity might in some cases be a complex of several polypeptides (e.g. Hap2, Hap3, Hap4, Hap5) (Gancedo, 1998) .
A first dataset, hereafter referred to as 'annotated regulons', comprises 1165 gene-factor associations retrieved from the TRANSFAC (Wingender et al., 2000) and aMAZE (van Helden et al. 2000a; databases, our own literature searches, and a list compiled by Young et al. (http:// staffa.wi.mit.edu/cgi-bin/young_public/navframe.cgi?s=17& f=evidence), from which we excluded predictions from sequence analysis. Only factors that are associated with at least 5 genes were considered here, resulting in 79 regulons, with on average 14.7 genes per regulon.
A second set of gene-factor associations, hereafter referred to as 'high-throughput regulons', comprises those identified by a high-throughput ChIP-chip study (Lee et al., 2002) (http://web.wi.mit.edu/young/regulator_network/). In the latter set we consider only associations with the highest statistical significance (P -value ≤ 10 −3 ) as defined by the authors, and those with at least five genes. The considered set contains 97 regulons, comprising on average 45.5 genes, totalling 4412 factor-gene associations. Only 159 of these factor-gene associations are the same as those of the manually curated dataset.
Pattern discovery
Upstream sequences were retrieved over at most 800 bp from the start codon, clipping the sequence when necessary to exclude upstream open reading frames (ORFs). Large redundant fragments were discarded using Mkvtree and Vmatch (Kurtz et al., 2001) .
Two pattern discovery algorithms were applied to each set of sequences to detect statistically over-represented oligonucleotides and dyads (spaced pairs of short oligonucleotides), respectively. On the basis of previous work (van Helden et al., 1998 Helden et al., , 2000b we considered only hexanucleotides and pairs of trinucleotides separated by 0-16 bp. Each pattern was scored by a significance index sig as well as the corresponding E-value:
where E is the E-value, representing the number of patterns expected by chance for each of the analyzed gene groups (Fig. 1A) , derived from the P -value with a correction for multiple testing:
The P -value is estimated by the binomial formula, by comparing the observed number of occurrences for a given pattern with its expected number of occurrences, based on the frequency of this pattern across the entire nuclear genome (van Helden et al., 1998 (van Helden et al., , 2000b . N p is the number of possible distinct hexanucleotides or dyads. Since we perform two separate predictions, for oligonucleotides and dyads, respectively, the total E-value is expressed as the sum of the E-values obtained for these predictions:
The fraction of regulons expected to contain at least one pattern with a given sig (Fig. 1B) is derived from Poisson's law: P (at least one pattern with sig ≥ x)
Discriminant analysis
We use linear discriminant analysis (LDA) (Huberty, 1994) to classify genes according to oligonucleotide and dyad occurrences in their upstream regions as follows. Let us define group A as a given regulon involving g genes, with p over-represented patterns.
A negative control group B is defined by selecting a random set of genes from the yeast nuclear genome. We tested several sizes for this negative group: 1g, 3g, 10g and the entire genome (g is the size of the 'positive' group, here the regulons). Not surprisingly, when the entire genome is used as negative training group, the LDA builds a trivial discriminant function, which assigns almost all genes to the negative group. The best results were obtained with 3g, which was then used in our analysis.
The discriminant function is then calculated, which optimally separates genes from groups A and B, in the p-dimensional space of the patterns counts.
Here, we wish to use the discriminant analysis to predict which of the g genes belong to group A (the regulon). However, using the same g genes for training and prediction would unduly bias the result. On the other hand, their number is too small to consider subdividing them into training and test sets. A leave-one-out cross-validation approach is therefore applied, whereby each gene is successively taken out of the considered group, a discriminant function is built without it, and then used to assign it to groups A or B. Leave-one-out is the recommended procedure for estimating the error rate with small datasets (Huberty, 1994; Flury, 1997) as is the case here, given the low average size of the regulons.
Ideally, the control group (group B) should consist of genes that are not co-regulated with the components of the considered regulon (group A). Since this kind of negative information is generally lacking, random gene selections are used instead, with the risk of including some co-regulated genes by chance, thereby causing fluctuations in the results.
To reduce such fluctuations, the procedure described above was repeated 100 times for each regulon, using each time a different random selection of genes for group B.
The discriminant analysis provides not only a class prediction but also the posterior probability, which estimates the probability for the gene to belong to each group. The mean posterior probability is calculated over the 100 trials, and genes with mean posterior probability >0.5 are classified in the group of putative co-regulated genes (group A).
Many of the analyzed regulons contain a small number of genes and are characterized by a large number of overrepresented patterns. In such cases the number of variables is larger than the objects to be classified, which carries the risk of over-fitting. To circumvent this problem, we use a Forward Stepwise procedure (Huberty, 1994) to select the most discriminant subset of variables for each regulon.
RESULTS
Discovering over-represented hexamers and dyads in regulons
Using the above described pattern discovery procedures, we detect over-represented oligonucleotides and dyads in the upstream sequences of the groups of genes from the different datasets analyzed in this study. Figure 1 displays the number of significant patterns (Fig. 1A) , and the fraction of the gene groups in which at least one pattern was discovered with the indicated significance threshold (Fig. 1B) , as a function of this threshold. Applying our methods to annotated regulons is considered here as a positive control, since the genes belonging to the same regulon are by definition bound by the same transcription factor and should therefore share binding sites for this factor.
Two negative controls are provided by performing the same analysis on random selections of genes of the same size as in the annotated and high-throughput regulons, respectively. Inspection of the curves reveals that these negative controls follow quite well the theoretical expectation: the numbers of selected patterns and the percentage of gene sets decrease exponentially with the significance threshold. Patterns with significance ≥1 are identified in as many as 84% of the annotated regulons, but only in 19% of the random gene selections of corresponding sizes. With a higher significance threshold (sig ≥2) these percentages drop to 65% and 4% for regulons and random gene selections, respectively. Hence overall the pattern discovery methods used here have a very high specificity, and a good sensitivity.
The number of patterns per gene group is higher for highthroughput than for annotated regulons (Fig. 1A) , probably due to the larger size of the gene groups in the former dataset. Surprisingly however, statistically significant patterns are found in a smaller fraction of the gene groups in the highthroughput regulons than in the annotated ones (Fig. 1B) . This difference is likely due to the higher level of noise in Starting from a set of genes susceptible to contain co-regulated genes (group A), the RSA-Tools software package (van Helden, 2003 ) is used to discover over-represented patterns. The occurrence counts of the significant patterns are then used as variables for discriminant analysis, which builds a discriminant function to separate the original gene set (group A) from a random selection of genes (group B). Discriminant analysis includes a stepwise procedure of variable selection and a leave-one-out procedure. These two steps are repeated 100 times with a different random gene selection and the mean posterior probability is then used to classify each gene in group A (P > 0.5) or B (P ≤ 0.5).
the high throughput data. Indeed, a detailed analysis of these gene groups shows that some of the ChIP-chip experiments failed to identify the known target genes, and identified a large number of non-regulated genes instead. For example, the list of PHO4 target genes provided by Lee et al. (2002) contains none of the known Pho4p targets (Zhu and Zhang, 1999) , probably because, under the experimental conditions used in that study, this transcription factor is sequestered in the cytoplasm. The high-throughput method identifies a list of 62 genes for Pho4p, but most of them do not contain any occurrence of the Pho4p binding motif. The 62 reported genes are thus more likely to be experimental artifacts than real Pho4p targets. The low overlap between high-throughput and annotated regulons (see System and methods section) tends to confirm that the ChIP-chip method fails to detect a sizable proportion of known target genes, and potentially reports many false target genes.
Applying discriminant analysis to predict co-regulated genes
Having shown that highly significant regulatory patterns can be detected in a majority of the annotated regulons, the next step is to determine which genes are likely to be co-regulated. Using the detected patterns to define sets of co-regulated genes is however not straightforward. A complication arises from the fact that the simple presence of a pattern is not sufficient to indicate a regulatory site, since these patterns are very short, and might be found anywhere by chance.
However, we can take advantage of the fact that the upstream regions of a gene often contains multiple binding sites for the same factor, and that genes can be regulated by a combination of heterologous factors, which bind to distinct sites (Jones et al., 1992; Bucher, 1999) . Thus, to identify the group of genes that are likely to be co-regulated, we can take into account the combinations of patterns and their multiple occurrences.
Our pattern discovery algorithms generally output several patterns per gene set, indicating either the action of several distinct factors, or different variants of a degenerated binding site (van Helden et al., 1998 (van Helden et al., , 2000b . These multiple patterns can be used to classify the genes according to the number of occurrences of the discovered patterns in their upstream sequences. The approach followed is schematized in Figure 2 . Regulons with at least one significant pattern (sig ≥1) are subjected to a stepwise discriminant analysis (Huberty, 1994 ) with a leaveone-out cross-validation, in order to assign each gene either to its original regulon or to a control group (random gene selection). The assigned group (regulon or control) is then compared with the group from which the gene was drawn to evaluate the coverage and positive predictive power (PPP) of the assignment. Coverage is the fraction of the genes known to belong to the regulon, which are predicted to be part of it by the discriminant analysis [Cov = TP/(TP + FN)]. PPP is the fraction of all the genes predicted to be part of the regulon, which actually belong to it [PPP = TP/(TP + FP)]. The accuracy is defined as the average of coverage and PPP. Figure 3 displays the coverage versus PPP for the two datasets. Highly specific assignments are obtained for the annotated regulons. All the PPP values are higher than 71% (100% for 8 out of the 66 considered regulons), with on average 91% of the genes assigned to a regulon actually being part of it. The coverage is lower than the PPP, but still good: on average, 73% of the genes actually in the regulon have been assigned to it, with the lowest fraction being 29% and the highest 100% (for 8 out of the 66 regulons). This is a rather good performance, in line with the contention that the pattern discovery method yields a low rate of false positive predictions.
A more detailed analysis of the less successful predictions allows us to better understand the limitations of the approach. First, regulatory sites located outside the length limit of the analyzed upstream region will invariably be missed. The pattern discovery step may also encounter problems in detecting highly degenerate motifs. The five regulons with the lowest coverage (Table 1) are good examples of these limitations. They have quite low maximum significance values and a low number of patterns, which probably means that only small parts of complex sequence motifs were detected in these cases.
In addition, incomplete information on known regulons is a potential source of problems for the discriminant analysis, particularly for large regulons corresponding to global regulators. In such case, the probability of picking at random genes that are regulated by the same transcription factor as those in the regulon is particularly high, producing an overly restrictive discriminant function when this happens. A case in point is the ABF1 regulon (37 genes), which is one of the most poorly covered (38%) of the annotated regulons, despite the fact that the two discovered patterns (ATCN{7}ACG and TCAN{6}ACG), correspond to the known consensus TCRN{6}ACG (Zhu and Zhang, 1999) . In fact, the Abf1p consensus motif was already absent from 12 of the 37 training genes. In addition, this motif is likely to be found in Each line shows the results for one regulon. The two first columns respectively give the common name of the transcription factor and the number of genes for this regulon. Third and fourth columns indicates the significance level for the best patterns and the number of discovered patterns using oligo-and dyad-analysis, and the three last columns exhibits the coverage, PPP and accuracy [=(coverage + PPP)/2] returned by the discriminant analysis.
some control genes, since Abf1p acts on a broad spectrum of genes (the motif TCAN{6}ACG can be found in 25% of the control genes). Consequently, the discriminant function was very restrictive, and selected only the 11 genes with multiple repeats of the Abf1p binding site. Figure 3 also shows that the coverage and PPP are substantially lower for high-throughput than for annotated regulons, suggesting the probable presence of noise in the corresponding experimental data. Our method could be used to clean this kind of data, by detecting families characterized by a low rate of coverage.
The complete results of the discriminant analysis, showing the assignment probability for annotated and high-throughput regulons, are available in Supplementary material (Tables S1  and S2 ).
Testing the robustness of our approach with noisy regulons
To assess the robustness of our approach, or in other words its ability to extract co-regulated genes from a noisy dataset, we add artificial noise to the training set (group A) and perform the same analyses as above. For each annotated regulon, a noisy positive training group is built by mixing the original genes of the regulon with an equal number of random genes. Patterns are selected by running oligo-analysis and dyad-analysis on this noisy set with the same parameters as those used with the other datasets. Significant patterns (sig ≥1) were obtained in 57 of these noisy regulons (to be compared with 66 for the 'clean' regulons), for which we applied the discriminant analysis procedure. The negative training set is built as before, by selecting another set of random genes. Thus, for a regulon comprising g genes, the positive group contains 2g genes (g random genes), and the negative group contains 6g genes. We expect discriminant analysis to separate the original regulon from the added random genes, which we call 'training noise'. Table 2 shows the results of this exercise.
In examining these results, a first consideration is to evaluate whether the classification of genes from the original regulon is different when training is performed with the genes groups containing the training noise.
Two types of differences are observed: 'rescued' genes are those which were misclassified with the original clean training set, but are classified correctly with the noisy set, whereas 'lost' genes are those which were classified correctly with the clean training set but not with the noisy one. Not surprisingly, when considering the results for all regulons, the number of lost genes (130/916) is higher than the number of rescued ones (37/916).
Defining robustness as the fraction of genes from the regulon which were classified identically (either true positives or false negatives) with the clean and noisy training sets, respectively, we find that it equals 83%, on average. This suggests that training noise affects only moderately the extraction of genes belonging to the regulon.
Another interesting parameter to evaluate is the 'rejection power', defined as the fraction of the training noise that is filtered out by discriminant analysis. This rejection power varies from 20 to 100%, with an average of 78%. The lower rejection values correspond to very small regulons, where the number of genes (5-6) is apparently insufficient to efficiently train the discriminant procedure when contaminated by the same number of random genes.
Hence, overall the performance of the discriminant analysis on the noisy training set of 57 regulons considered here is rather encouraging. Indeed, despite the presence of 50% of noise in the positive control group, the average coverage drops only 10% from 76% to 66%, and the average PPP drops from 92% to 77%. The addition of 50% of noisy in the positive training set results in a drop of 13% in accuracy.
DISCUSSION
We propose here an approach which combines two statistical methods-the detection of over-represented motifs and discriminant analysis-to predict a subset of co-regulated genes from a potentially noisy set of input genes. The first step of the analysis (pattern discovery) generally detects multiple patterns, which may highlight two types of features: (i) binding sites for distinct transcription factors acting in a combinatorial way on the putative regulon and (ii) degenerated variants or overlapping extensions of the same binding motif.
After having evaluated the approach with known regulons and random gene selections, we applied it to predict putative short regulatory sequence patterns for 97 high-throughput regulons (Lee et al., 2002) . Importantly, each predicted pattern was associated with a significance index, and our calibration with random selections confirmed that this index follows the theoretical expectation in practice. Patterns with a good Column descriptions: TP (true positive): genes from the regulon assigned to group A (regulon). FN (false negative): genes from the regulon assigned to group B (control). Rescued: genes from the regulon assigned to group B with clean training, but group A with noisy training. Lost: genes from the regulon assigned to group B with clean training, but to group A with noisy training. Net relative loss: (lost − rescued)/(genes in regulon). Robustness: percentage of genes (regulon and control) assigned equally with clean and noisy training. Rejection power: percentage of noise rejected. Specificity: TP/(TP+FP (data not shown)). Coverage: TP/(genes in regulon). Accuracy: (specificity + coverage)/2. See Table S3 for complete results.
reliability (sig ≥2) were detected for 47 out of the 97 highthroughput regulons analyzed here. These predicted patterns generally correspond to the known transcription factor binding sites (Zhu and Zhang, 1999) in the cases for which we dispose of experimental information (data not shown). The other predicted motifs are good candidates for experimental validation. In addition to the prediction of putative patterns, we applied discriminant analysis to classify genes from each gene group according to the detected patterns and their number of occurrences to estimate their probability to be co-regulated. On the basis of our robustness analysis, we estimate that this approach is able to discard on the average 78% of the non-co-regulated genes in a mixed dataset containing 50% of co-regulated genes and 50% noise. The application of this filtering to high-throughput regulons discards significantly more genes than with annotated regulons (Fig. 3) . The comparison of discarded and retained genes should be informative for assessing the quality of each high-throughput regulon, and retaining the most likely target genes for each transcription factor. Such a detailed analysis is however beyond the scope of this paper.
Several papers (Rajewsky et al., 2002; Aerts et al., 2003; Bailey and Noble, 2003; Sharan et al., 2003; Sinha et al., 2003) use combination of regulatory motifs to predict regulatory modules on a genome-scale by detecting common occurrences of previously known motifs. An original aspect of our method is that it does not rely on any prior knowledge of the motifs, since those are discovered from the input gene set itself.
A more closely related work (Hu et al., 2000) , uses a decision tree to classify genes on the basis of multiple motifs resulting from pattern discovery. In this approach, a matrixbased approach (DMS) is used to discover motifs from a set of co-regulated genes. The resulting position-specific scoring matrices are matched against the sequences, and the counts of matches are used to train a decision tree in order to classify genes according to combinations of motifs in their upstream sequences. The authors tested the efficiency of their approach on one dataset, which comprises 82 heat-shock and 39 heatstroke genes, and obtained a hit rate of 80.85%. The approach by Hu et al. (2000) includes several interesting concepts. First, their pattern discovery algorithm sorts motifs according to a score based on multiple criteria, combining motif counts, motif location and coverage of the input sequences. Second, the classification step expands the original data space (pattern counts) to take into account their combinations. However, as described in their paper, the DMS pattern discovery algorithm does not include any cut-off criterion, which would allow returning a negative answer when there are no overrepresented motifs in a sequence set. It is thus likely to return more false positive than the string-based approaches used here, but this still needs to be evaluated. Our approach differs from theirs by the pattern discovery (string-based versus matrix-based) as well as classification (discriminant analysis versus decision trees) steps, and a comparative study would be interesting. Discriminant analysis has already been applied to predict intron/exon boundaries (Zhang, 2000) , but, to our knowledge, not for classifying genes according to cis-acting transcriptional signals. Several alternative classification methods could be used (SVM, KNN, . . .) , and the datasets used in this study could serve to assess the relative merits of these methods. With the datasets analyzed here, quadratic discriminant analysis did not perform better than LDA, probably due to the small size of the training sets (data not shown). We also made some trials with a k-nearest-neighbors classifier (KNN), but it turned out to be less efficient. This is not surprising, since KNN typically requires large training sets, which are not available in our case (Hastie et al., 2001) .
In another study (van Helden, 2004) , we combined pattern discovery and unsupervised classification (clustering) to classify genes on the basis of pattern counts in their upstream sequences. Several dissimilarity metrics and agglomeration rules were compared, and we showed that a Poisson-based estimation of dissimilarity was more efficient than the classical metrics (Euclidian, correlation, Mahalanobis). Using a supervised learning method in principle increases the power of a classification, but since discriminant analysis relies on the Mahalanobis distance (via the covariance matrix), we wondered if the gain due to the training was sufficient to compensate for the weakness of the metrics. We tested this by applying discriminant analysis on the same dataset as used by van Helden (2003) , and we obtained a hit rate of 83%, which clearly supersedes the score of 76% obtained with the best metric and agglomeration rule in our previous paper. An interesting perspective would be to build a supervised classifier using Poisson-based metrics. This will require the extension of our Poisson-based metrics to calculate a distance between an object and a group (the training groups).
The method proposed here can be applied in other contexts, such as the filtering out of clusters from microarray data, or the prediction of co-regulated gene subsets in multi-protein complexes.
