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Abstract. With the increasing application of recognition technology in daily 
life, both in areas such as security authentication, facial recognition 
techniques have been studied to be one of the least invasive technologies and 
the only one that does not require the user cooperation. However, for the face 
is a highly deformable element are still studied more effective techniques to 
identify a face discarding external elements such as image quality, brightness, 
occlusion and guidance. Thus, this article explores the result of a facial 
recognition prototype based on a study on the Viola -Jones algorithm and the 
inclusion of an artificial neural network in an integrated hardware, Raspberry 
PI 
Resumo. Com a crescente aplicação da tecnologia de reconhecimento no 
cotidiano das pessoas, tanto em áreas de autenticação como segurança, 
técnicas de reconhecimento facial vem sendo estudadas por ser uma das 
tecnologias menos invasivas e a única que não necessita da cooperação do 
usuário. Entretanto, por a face ser um elemento altamente deformável ainda 
são estudadas técnicas mais eficazes de identificar uma face descartando 
elementos externos como: qualidade da imagem, luminosidade, oclusão e 
orientação. Desta forma, este artigo explora o resultado de um protótipo de 
reconhecimento facial baseado em um estudo feito sobre o algoritmo de Viola-
Jones e a inclusão de uma rede neural artificial em um hardware integrado, o 
Raspberry PI. 
1. Introdução 
Em janeiro de 2016 foram registradas 150.643 tentativas de roubo de identidade de 
acordo com o Indicador Serasa Experian (2016), o equivalente a uma tentativa de fraude 
a cada 17,8 segundos no país. Diante desse panorama torna-se necessário o uso de 
tecnologias para autenticação de indivíduos. O procedimento de identificação facial é 
algo natural para o ser humano, pois todos os dias, reconhecem pessoas, aprendem-se 
características novas e armazenam-se novas faces no cérebro. No entanto, pesquisas 
referentes a reconhecimento facial são relativamente recentes, tendo início no final do 
século 20. No final dos anos 90 foram publicados três trabalhos altamente relevantes, 
que viriam a se tornar uma importante referência para a comunidade cientifica e 
acadêmica. Féraud et al (1997) desenvolveu um detector baseado em um novo modelo 
de rede neural artificial que foi nomeado de Constrained Generative Model, Sung e 
Poggio (1998) propuseram um detector de faces a base de distribuição. Ainda nesta 
  
época pode-se citar o trabalho de Rowley et al (1998), que relataram um detector de 
faces com base em redes neurais artificiais inspirados no trabalho de Féraud. No início 
do século 21 Viola e Jones (2001) propuseram o primeiro método de detecção de faces 
em tempo real, utilizando um conjunto de características simples em vez de extrair 
informações dos pixels da imagem. Aplicações de reconhecimento facial requerem um 
alto nível de sensibilidade para a detecção e comparação de características. Como 
demonstrado por Rowley et al (1998) o uso de técnicas de redes neurais artificiais 
(RNA) possibilita o sistema aprender quais recursos são mais eficazes a fim de 
determinar se existe uma correspondência de características (HAYKIN, 2001).  
Nesta pesquisa é abordada a implementação de um protótipo em um hardware 
integrado, do algoritmo Viola-Jones, fazendo o uso de uma rede neural artificial do tipo 
Multilayer Perceptron (MLP) utilizando o algoritmo backpropagation para aprimorar o 
desempenho da detecção em condições difíceis. A seção 2 descreve os componentes 
necessários para a execução do projeto. O desenvolvimento do protótipo é descrito na 
seção 3. A seção 4 é reservada para a análise dos resultados do experimento. Por fim a 
seção 5 realiza um fechamento do assunto bem como discorre sobre trabalhos futuros. 
2. Construção do Protótipo de Reconhecimento Facial 
O desenvolvimento do protótipo construído foi focado para capacitá-lo a analisar uma 
determinada cena retirada de uma foto ou vídeo em ambientes onde a luminosidade não 
seja a ideal. Para a parte física do protótipo foi utilizado um Raspberry Pi 2 Modelo B, 
conectado a uma Webcam USB de 1,3 Megapixels. O Rasbperry Pi contém um 
processador ARMv7 e necessita de uma SSD externa para a memória do dispositivo. 
Foi adicionado um cartão de memória de 16GB com a imagem do sistema operacional 
(SO) Raspibian por se tratar de um sistema operacional livre baseado em Debian, e 
otimizado para o hardware Raspberry Pi. Para o software desenvolvido foi utilizado um 
framework especialista para visão computacional, o OpenCV. O framework tem mais 
de 2500 algoritmos otimizados, à qual inclui um conjunto abrangente de algoritmos de 
aprendizado clássicos e especializados em visão computacional (Opencv.org, 2016, 
tradução nossa). Este framework foi utilizado tanto no desenvolvimento do algoritmo 
Viola-Jones, quanto na rede neural artificial. 
3. Desenvolvimento do Protótipo 
Pode-se separar em quatro etapas (figura 2) o desenvolvimento do protótipo, que 
conteve duas etapas de treinamento em paralelo. Na primeira etapa é realizada a 
aquisição da imagem, que nesta pesquisa foi obtida em tempo real por uma Webcam. 
Na segunda etapa é realizado um pré-processamento da imagem obtida, sendo aplicadas 
algumas transformações a fim de normalizá-la. Após este processo, a imagem já está 
apta para ser submetida ao algoritmo de Viola-Jones, paralelamente a esta etapa, é 
realizado o treinamento das harr-cascades e recolhido os resultados do conjunto de 
teste. 
  
Figura 2. Etapas do Sistema 
 Ao final desta etapa, foi dado início ao desenvolvimento da RNA e a 
incorporação ao detector de Viola-Jones, concomitantemente foi iniciado testes afim de 
definir qual a melhor arquitetura para a rede. 
3.1. Conjunto de teste 
Para o treinamento do protótipo foi utilizado o banco de faces do Dr. Libor Spacek
1
, 
Mestre em inteligência computacional e pesquisador da área de visão computacional, 
disponibilizado de forma gratuita na internet. Também foram utilizadas imagens 
aleatórias, não contendo faces, obtidas por meio da página de Naotoshi Seo
2
 em sua 
página sobre treinamento de cascatas de classificadores. Todo este conjunto foi obtido 
em diversos ambientes e condições de iluminação, sendo classificadas como baixa, 
média e alta complexidade de detecção. 
Utilizando o método de Holdout (THEODORIDIS; KOUTROUMBAS, 2003, tradução 
nossa) este conjunto foi dividido, 2/3 destas imagens formaram o conjunto de treino do 
protótipo, e 1/3 delas para o conjunto de testes somando ao todo 9.518 imagens.  
 
Figura 1. Base de Testes Positivas e Negativas 
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 Disponível em: http://cswww.essex.ac.uk/mv/allfaces/  
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 Disponível em: http://note.sonots.com/ 
  
Ao iniciar a aplicação do algoritmo se faz necessário preparar a imagem para que o 
processo de extração de características seja otimizado. O framework OpenCV conta 
com uma biblioteca específica para o tratamento de imagens: a imgproc a qual 
possibilita manipulações de alta complexidade. Neste protótipo foram efetuadas 
transformações referentes a cor, temperatura e tamanho da imagem. Depois desta etapa 
concluída, a imagem já está apta para fornecer dados das características de interesse.  
3.2. Desenvolvimento do algoritmo Viola-Jones 
No desenvolvimento da terceira etapa do projeto utilizou-se o framework OpenCV que 
já conta com uma implementação do algoritmo, englobando todos os seus conceitos 
chave: a extração das features, a definição da imagem integral, o filtro harr-cascades e 
o algoritmo Adaboost. O grande diferencial do algoritmo é que após a localização da 
face, é possível definir por meio de um cálculo matemático a provável região a qual se 
encontra os olhos ou a boca. Desta forma, o reconhecedor concentra sua busca nesta 
área, economizando recursos de processamento e diminuindo o tempo de busca.  
Ao longo do desenvolvimento desta etapa foram feitos alguns testes alterando o número 
de vizinhos (de 0 a 5) e a escala de pixels da procura (de 0.5 a 5), assim como alterar o 
modelo de harr-cascades, até chegar aos valores utilizados. Quando todas as funções 
foram ajustadas, deu-se início a etapa de treinamento, a qual pode ser analisada na 
Seção 4, e posteriormente deu-se início a implementação da rede neural artificial.  
3.3. Aplicação da rede neural artificial Multilayer perceptron  
Após concluir-se as etapas do algoritmo de Viola-Jones, foi adicionada uma rede neural 
artificial do tipo multilayer perceptron (MLP) ao protótipo com o intuito de contornar 
os problemas de iluminação e performance descritos por Camargos et al (2009), Naderi 
et al (2012, tradução nossa) e Roy e Bhattacharjee (2016, tradução nossa). O framework 
OpenCV conta com uma biblioteca voltada para aprendizado de máquina a ml, nela são 
disponibilizados as funções de ativação e o algoritmo de treinamento backpropagation, 
juntamente com uma de suas variações: o algoritmo Rprop
3
. A inteligência de modelos 
neurais surge em sistemas de componentes simples, por meio de um processo de 
aprendizagem, pelo qual as conexões entre os componentes são ajustadas e o 
processamento destes sistemas é distribuído por meio de camadas de neurônios 
(LUGER, 2013). Para criar a arquitetura da rede, utilizou-se a biblioteca ml do 
framework OpenCV, e determinou-se o número de camadas, a função de ativação e o 
tipo de treinamento por meio de suas funções. Como MLP utilizam camadas 
intermediárias se faz necessário a definição de uma função de ativação, nos algoritmos 
de backpropagation é necessária uma função de ativação contínua, diferençável e não 
decrescente (FACELI et al, 2015).  
A função do tipo sigmóide obedece a esses requisitos, sendo a empregada na pesquisa. 
Para definir a arquitetura da rede utilizou-se uma abordagem construtiva. Foi sendo 
incrementado novos neurônios e conexões em uma RNA MLP a fim de melhorar seu 
desempenho. Iniciou-se os testes da rede com uma topologia simples, contendo apenas 
uma camada, no entanto esta topologia não diferenciou imagens classificadas 
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 Resilient backpropagation ou Rprop é um algoritmo de aprendizagem derivado de uma variação do 
algoritmo de backpropagation que elimina a necessidade da função de ativação (RIEDMILLER E 
BRAUN, 1994). 
 incorretamente, ao longo dos testes foi sendo incrementado o número de neurônios, sem 
ter uma grande variação de resultado. Fez-se testes com topologias variadas (tabela 1) 
modificando a arquitetura, parâmetros e critérios da rede, anotando o percentual de 
acerto das mesmas. 
 
Tabela 1. Topologia das redes 
Topologia Entrada 
Camada Oculta 
Saída 
Taxa de 
Acerto 
Camada 1 Camada 2 
Topologia 1 4 76 X 1 50% 
Topologia 2 4 15 17 1 55% 
Topologia 3 4 15 20 1 60% 
Topologia 4 4 100 99 1 45% 
Topologia 5 4 32 128 1 44% 
Topologia 6 4 88 30 1 75% 
Topologia 7 8 143 200 1 15% 
  
Com esta abordagem pode-se perceber que que se uma das camadas tivessem mais que 
100 neurônios, a rede classificava imagens que obtiveram uma boa classificação na 
aplicação do algoritmo de Viola-Jones.  
4. Resultados Experimentais 
Após a aplicação de qualquer técnica para demonstrar sua efetividade, geralmente são 
feitos experimentos a fim de validar a sua eficácia. Estes experimentos geralmente 
ocorrem por meio da aplicação de modelos estatísticos como especificidade, 
sensibilidade e acurácia calculada sobre as taxas de erro. O conjunto de treino foi 
subdividido em dois grupos, sendo 4.342 imagens positivas e 2.035 imagens com 
referências negativas totalizando 6.377 imagens. O mesmo ocorreu com as 3.143 
imagens do conjunto de teste, as mesmas foram divididas em 2.143 imagens com uma 
referência positivas e outras 1.000 imagens com referências negativas, demonstradas na 
figura 3. 
 
 
Figura 3. Amostra de faces reconhecidas 
  
 A seguir são detalhadas as etapas de treinamento e teste do algoritmo Viola-
Jones e da rede neural artificial do tipo MLP.  
4.1. Análise dos resultados do algoritmo Viola-Jones 
A etapa de treinamento do algoritmo de Viola-Jones durou 7 dias, sendo que o conjunto 
foi exposto ao detector 200 vezes. Para cada conjunto de dados, o protótipo gerava um 
arquivo .log. Este arquivo continha informações relativas a imagem como: o tipo, 
quantidade de características detectadas, o atributo analisado e o tempo gasto para a 
extração e analise da característica. Ao realizar a análise deste arquivo percebe-se a 
tendência de que quanto mais treinamento a harr-cascades receber, mais ágil e 
especialista o detector se torna. Esta constatação pode ser visualizada na figura 4. 
 
 
Figura 4. Gráfico da Curva de Aprendizado 
 Apesar do intervalo pequeno em que as harr-cascades foram treinadas, já é 
nítido o efeito do treinamento nas mesmas. Finalizada esta etapa, foi exposto o conjunto 
teste para o detector, a fim de validar sua eficiência. Fazendo uso dos métodos 
estatísticos já comentados e uma comparação com os trabalhos semelhantes, obteve-se 
os resultados considerados satisfatórios. Para a sensibilidade (S) a taxa de verdadeiros 
positivos foi alta, cerca de 0,99103. Com uma alta taxa de sensibilidade, é pressuposto 
que o indicador de especificidade (E) sofra perdas, neste protótipo seu percentual foi de 
0,981. A partir destes dados pode-se afirmar que o protótipo tem demonstrando que o 
detector desenvolvido tem uma propensão maior a reconhecer imagens positivas do que 
negativas. Por fim é comparada a acurácia (A) do detector, aplicada a um intervalo de 
confiança de modo que se possa permitir quantificar a proporção de acertos com uma 
margem de erro, esta taxa obteve um percentual de 78,72% (A=0.78726) aplicando o 
intervalo de confiança padrão de 95%, a acurácia do detector varia entre 73,12% e 
83,12%. Em trabalhos (tabela 2) semelhantes observou-se que a taxa máxima da 
acurácia é de 88% e a mínima de 80%. Em trabalhos (tabela 2) semelhantes observou-se 
que a taxa máxima da acurácia é de 88% e a mínima de 80%. 
Tabela 2. Acurácia de sistemas semelhantes 
Autor Acurácia 
Quantidade de 
Imagens Treinadas 
Zomer (2005) 80% 75 
Fernandez et al (2014) 88,06% 1050 
Fernadez e Gonzaga (2007) 80% 200 
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 Embora a taxa de acurácia do detector tenha sido um pouco menor que a de 
outros trabalhos relacionados, é importante ressaltar que todos os conjuntos teste 
analisados possuem uma quantidade de amostras que varia entre 75 a 1.050. Pode-se 
observar que a quantidade de amostras para o treino e teste era consideravelmente 
superior.  Outro ponto a ser levado em consideração, é o tempo ao qual os detectores 
foram treinados, pois muitos dos autores não deixam claro a quantidade de tempo 
desprendida para a realização do treinamento dos classificadores. Sendo surpreendente 
o quão rápido alguns algoritmos classificadores aprendem, como no caso das harr-
cascades do algoritmo Viola-Jones, e como outros precisam de mais tempo, como as 
RNA.  
4.2. Análise do desempenho da Rede Neural Artificial  
Embora autores como Janard e Marurngsith (2015, tradução nossa) e Hajari e Andurkar 
(2015, tradução nossa) relatem em seus estudos a aplicação e treinamento de 
reconhecedores faciais em um Raspberry Pi, em nenhum momento é mencionado que a 
rede foi de fato treinada neste hardware. Foram realizados alguns testes para treinar a 
rede no Raspberry Pi com arquiteturas diferenciadas, porém, o mesmo não teve sucesso. 
Para avaliar a possibilidade de que o problema consistia na falta de recursos da placa, o 
software do protótipo foi submetido a um treinamento em um PC com 8 Gb RAM, 
650Gb de HD e processador Intel i5, onde foi comprovada a teoria de que os problemas 
relatados na etapa de treinamento da RNA no Raspberry Pi ocorreram por falta de 
recursos no hardware da placa.  
 Considerando o pouco tempo que se teve para treinar a rede (aproximadamente 
quatro dias), observando o padrão de aprendizado, foi feita uma previsão através do 
método de tendência, que calcula uma previsão de longo prazo, a partir de uma taxa 
indicativa de movimento. Através do cálculo de tendência, foi criado um gráfico do 
tempo a qual a rede levaria para ser treinada (figura 6), onde a linha azul traça o tempo 
de aprendizado do grupo positivo e a vermelha do grupo negativo. Neste cálculo foi 
considerando uma taxa de aprendizado de 0,05 por dia, ou seja a rede apresentaria uma 
evolução no reconhecimento de 5% ao dia, o qual levaria em tono de 28 dias para a rede 
atingir o resultado ótimo em relação as amostras positivas e 34 dias para atingir um 
resultado ótimo para amostras negativas, entretanto não temos como afirmar a 
veracidade destas informações, pois algoritmos de aprendizado, aprendem de uma 
forma geométrica, ou seja, não possui um padrão linear de aprendizado.  
 
  
 
Figura 5. Tendência de treinamento da RNA  
 No entanto, segundo Faceli et al (2015) uma das desvantagens do algoritmo 
backpropagation é sua lentidão na convergência para um bom conjunto de pesos e a sua 
queda de desempenho quando usado em grandes conjuntos de dados, pois pode ser 
necessário apresentar o conjunto de treinamento centenas ou milhares de vezes, o que 
demonstra, novamente que o tempo necessário para treinar a rede pode ser muito 
superior ao imaginado incialmente. 
5. Conclusão 
A aplicação de reconhecimento de padrões é uma área em constante evolução, e as 
melhores técnicas de processamento de imagens, a fim de se obter características com 
uma maior qualidade são constantemente discutidas pela comunidade científica. Sendo 
um dos algoritmos mais eficientes em termos de desempenho e processamento, o 
algoritmo de Viola-Jones não necessita de um grande poder computacional para ser 
aplicado, contudo a eficiência do algoritmo fica ligada a um bom desempenho do 
processamento das imagens a serem analisadas, caso as técnicas aplicadas nesta imagem 
não retornem uma boa quantidade de características a eficácia do algoritmo fica 
severamente comprometida. A aplicação desenvolvida nesta pesquisa apresentou uma 
boa taxa de acurácia considerando o tempo de treinamento limitado e a quantidade de 
amostras treinadas. Com o intuito de contornar os problemas de iluminação foi aplicada 
uma RNA em conjunto com o algoritmo de Viola-Jones, entretanto durante a fase de 
testes foi constatado que o Raspberry Pi não possuía poder computacional para o 
treinamento de uma RNA, entretanto em testes feitos com um hardware mais robusto o 
software desenvolvido executou com sucesso o treinamento da rede. Para continuação 
desta pesquisa é necessário um estudo mais aprofundado de hardware levando em 
consideração a necessidade de processamento de uma RNA, para assim efetuar o 
treinamento, coletar e comparar os resultados com o detector. Também existe uma 
necessidade de aprimorar o protótipo para que o mesmo possa ser utilizado em 
ambientes reais, e por fim implementar um identificador por meio das características 
obtidas, a fim de capacitar o reconhecer a definir a identidade de uma pessoa.  
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