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ON p-FILTRATIONS OF WEYL MODULES
BRIAN J. PARSHALL AND LEONARD L. SCOTT
Abstract. This paper considers Weyl modules for a simple, simply connected algebraic
group G over an algebraically closed field k of positive characteristic p 6= 2. The main
result proves, if p ≥ 2h − 2 (where h is the Coxeter number) and if the Lusztig character
formula holds for all (irreducible modules with) p-regular p-restricted highest weights, then
any Weyl module ∆(λ) has a ∆p-filtration, namely, a filtration with sections of the form
∆p(µ0 + pµ1) := L(µ0)⊗∆(µ1)
[1], where µ0 is p-restricted and µ1 is arbitrary dominant.
In case the highest weight λ of the Weyl module ∆(λ) is p-regular, the p-filtration is
compatible with the G1-radical series of the module. The problem of showing that Weyl
modules have ∆p-filtrations was first proposed by Jantzen in 1980. The proof in this
paper is based on new methods involving “forced gradings” arising from orders associated
to quantum enveloping algebras. A new Ext1-criterion is proved for ∆p-filtrations, but only
in the context of such forced gradings. Finally, these results have already had applications
to the G-module structure of Ext-groups for the restricted enveloping algebra of G.
1. Introduction
Let G be a simple, simply connected algebraic group defined and split over a prime field
Fp. For a dominant weight λ, let ∆(λ) be the Weyl module for G of highest weight λ. It has
dimension and character given by Weyl’s dimension and character formulas, respectively,
reflecting the fact that it arises through a standard reduction mod p process from a minimal
admissible lattice in the irreducible module LC(λ) for the complex simple Lie algebra of the
same type as G. Given a dominant weight µ, write µ = µ0 + pµ1, where µ0 (resp., µ1) is
a p-restricted (resp., arbitrary) dominant weight. Put ∆p(µ) := L(µ0) ⊗ ∆(µ1)
[1], where,
in general, given a rational G-module V , V [1] denotes the rational G-module obtained by
making G act on V through the Frobenius morphism F : G → G. An old question, going
back to Janzten’s 1980 Crelle paper [15], asks if every Weyl module ∆(λ) has a ∆p-filtration,
i. e., a filtration by G-submodules with sections isomorphic to modules of the form ∆p(µ).
In his paper, Jantzen gave a positive answer to this question when λ is “generic” in the
sense of being sufficiently far from the walls, and in the cases when G ∼= SL2 or SL3. See
[15, Thm. 3.8, Rem. 3.8(2), 3.13]. (There is also the dual notion of a ∇p-filtration, using
modules ∇p(µ) := L(µ0)⊗∇(µ1)
[1]; see (2.0.1) below.)
Let p ≥ 2h − 2 be an odd prime1, where h = (ρ, α∨0 ) + 1 is the Coxeter number of G.
Theorem 5.1, the main theorem of this paper, establishes that, if the Lusztig character
formula holds for all p-restricted irreducible modules, then each Weyl module ∆(λ), with λ
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1The assumption that p is odd is largely a convenience, since p = 2 ≥ 2h − 2 implies G = SL2. In this
case, the Jantzen question on p-filtrations has an easy and positive answer.
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any dominant weight, has a ∆p-filtration. A surprising feature of the proof is that, in the
case of p-regular λ, the ∆p-filtration of ∆(λ) is consistent with its G1-radical filtration.
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Moreover, it seems necessary in the argument to prove the theorem in this form. Perhaps
even more surprising, it also seems necessary to approach these Weyl modules and their
G1-radical series through their quantum analogues. The key point hinges on a new Ext
1-
criterion (see Theorem 4.5), important in its own right, for the existence of a ∆p-filtration of
a Weyl module by passing to a context of graded modules, and with the grading constructed
from a filtration in a quantum lifting. Such liftings may not exist for all modules, but they
do exist for Weyl modules. It is important to emphasize that the Ext1-criterion is available
only in a graded context afforded by such liftings.
Let Uζ be the (Lusztig) quantum enveloping algebra (having the same root type as G)
at a primitive pth root of unity ζ. The proof of Theorem 5.1 makes essential use of new
results in integral representation theory (developed in [25]) to link the representation theory
of Uζ and that of G. (Here the integral algebras are taken over a suitable DVR O.) In
particular, the irreducible Uζ-module Lζ(λ) of highest weight λ has two natural “reductions
mod p”, denoted ∆red(λ) and ∇red(λ). These modules, defined in (2.0.5), have properties
somewhat similar to Weyl and dual Weyl modules, and their characters and dimensions are
given in terms of Kazhdan-Lusztig polynomials. Assume p > h and the Lusztig character
formula for G holds3 for irreducible modules having p-restricted highest weights. It follows
that ∆red(λ) = ∆p(λ) for any dominant weight λ; see Lemma 2.5(c). Surprisingly, it is
often easier and more natural to work with the ∆red-modules, coming from the quantum
enveloping algebra Uζ , rather than the intrinsic G-modules ∆
p(λ).4 Also, see Theorem 7.1
and Remark 5.2 for positive results involving the modules ∆red(λ), assuming the Lusztig
character formula holds for some p-restricted irreducible modules.
An essential feature of our method here, which builds on ideas developed in [25], involves
a “forced grading” grA˜ of the integral quasi-hereditary algebras A˜ which connect the rep-
resentation theory of Uζ and G. Thus, a main result [25, Thm. 5.3] shows that grA˜ is itself
quasi-hereditary. Then Corollary 3.2 establishes that the (integral) algebra B˜ := (grA˜)0
obtained from the grade 0 piece of grA˜ is quasi-hereditary with standard modules ∆˜red(λ),
a lift of ∆red(λ) to an O-lattice. In this way, the modules ∆red(λ) arise naturally. At
this point, there is no assumption that the Lusztig character formula holds. However, it
enters into Lemma 4.1(c) and thus plays a role in the establishment of Theorem 4.4 and its
corollary Theorem 4.5, the Ext1-criterion mentioned above. Using several further technical
results (for example, it is required to prove that Weyl modules have “tight liftings”; see
definition immediately after the proof of Theorem 4.3), we obtain the main results in §5.
2The passage from p-regular to non-p-regular highest weights is achieved though an elementary use of
Jantzen translation functors. Translation preserves ∆p-filtrations, though the G1-radical filtration might be
lost (an open question).
3See fn. 6 for further discussion.
4As we show below, any Weyl module ∆red(λ) has a ∆p-filtration, at least for p ≥ 2h − 2, so, in order
to show that ∆(λ) has a ∆p-filtration, it suffices to show that ∆(λ) has a ∆red-filtration. However, there
is an example, when p = 2, due to Will Turner (unpublished), of a Weyl module which does not have an
∆red-filtration. In this case, G = SL5 and h = 5. We have checked that it does have a ∆
p-filtration. We do
not know of examples of Weyl modules (for any prime) that do not have a ∆p-filtration.
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The Ext1-criterion given in Theorem 4.5 suggests there should be ∆red-filtration results
for appropriately defined syzygies of a module ∆red(λ) and graded versions of the Weyl
modules ∆(λ). This is indeed the case, but the arguments require additional considerations
involving Koszul algebras, both using and improving upon the results of [24]. This work is
presented in a sequel [26] to this paper. In particular, it proved, under the hypotheses of
§5, that ExtnG1(∆
red(λ),∇red(µ))
[1] has a good filtration for all p-regular dominant weights
λ, µ. Here G1 is the first Frobenius kernel of G.
As noted above, the problem of finding a ∆p-filtration for Weyl modules was first proposed
by Jantzen [15, p. 173], who obtained several positive results in his paper. In addition,
Jantzen observed that, for p ≥ 2h−2, the character of the Weyl module could be written as a
non-negative linear combination of the characters of modules ∆p(µ). Under the p ≥ 2h− 2
assumption, Andersen proposed in [1] a positive solution. While providing worthwhile
connections to other problems and conjectures, his proposed solution was later withdrawn
[2]. To our knowledge, there has been no further progress since Andersen’s work, though
Parker obtained in [22] an interesting extension of Jantzen’s SL3 work to quantum GL3 at
a root of unity ℓ ≥ 2 over fields of arbitrary characteristic.
Notation
The following notation related to a p-modular system will be used throughout the paper.
(1) (K,O, k): p-modular system. Thus, O is a DVR with maximal ideal m = (π),
fraction field K, and residue field k. An O-lattice M˜ is, by definition, an O-module
which is free and of finite rank.
(2) A˜: O-algebra which is finite and free over O. Let A˜K := K ⊗O A˜ and A := k⊗O A˜.
More generally, if M˜ is an A˜-module, put M˜K := K⊗O M˜ andM = M˜k := k⊗O M˜ .
Sometimes, M˜k is also denoted M˜ . Often M˜ will be finite and free over O—namely,
a lattice for O (or A˜).
(3) Let M˜ be an A˜-lattice. Put r˜ad nM˜ := M˜ ∩ radn M˜K , where rad
n M˜K denotes the
nth-radical of the A˜K-module M˜K . Of course, rad
n M˜K = (rad
n A˜K)M˜K .
Dually, let s˜oc−nM˜ := soc−n M˜K ∩ M˜ , n = 0, 1, · · · , where {soc
−n M˜K}n is the
socle series of M˜K .
(4) Again, let M˜ is an A˜-lattice. grM˜ :=
⊕
n≥0 r˜ad
nM˜/r˜ad n+1M˜ , viewed as a (pos-
itively) graded module for the O-algebra grA˜ :=
⊕
n≥0 r˜ad
nA˜/r˜ad n+1A˜. Notice
that grA˜ is an O-lattice, and that grM˜ is a grA˜-lattice.
Dually, let gr⋄M˜ :=
⊕
n≥0 s˜oc
−nM˜/s˜oc−n+1M˜ , regarded as a negatively graded
grA˜-lattice. Observe that, taking O-duals, (gr⋄M˜)∗ = (grM˜∗) as (grA˜)op-lattice.
(5) We say that a A˜-lattice M˜ is A˜-tight (or just tight, if A˜ is clear from context) if
(1.0.1) (r˜ad nA˜)M˜ = r˜ad nM˜, ∀n ≥ 0.
Clearly, if M˜ is also A˜-projective, then it is tight. (We will see that many other
lattices can be tight.)
(6) Now let a˜ be an O-subalgebra of A˜. Then items (2)–(5) all make perfectly good sense
using a˜ in place of A˜. If M˜ is an A˜-lattice, then it is an a˜-lattice. In our applications
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later, it will usually be the case that (radn a˜K)A˜K = rad
n A˜K , for all n ≥ 0; see
(3.0.5). In that case, if M˜ is an A˜-lattice, then r˜ad nM˜ can be constructed viewing
M˜ as an A˜-lattice or as an a˜-lattice. Both constructions lead to identical O-modules.
Ambiguities of a formal nature may still arise as to whether it is more appropriate
to use a˜ or A˜, but are generally resolved by context. Similar remarks apply for grM˜ .
Often the A˜-tightness of M˜ is the same as its a˜-tightness; see Corollary 3.8.
Now suppose, for the moment, that A is a positively graded algebra. Given graded A-
modules M,N , the graded Extn-groups, will be denoted extnA(M,N), n = 0, 1, · · · . (These
are the Extn-groups computed in the category of graded A-modules.) When n = 0, the
space of homomorphismsM → N preserving grades is denoted homA(M,N) = ext
0
A(M,N).
The ordinary extension groups are ExtnA(M,N), where M,N need not be graded. If M,N
are graded, ExtnA(M,N) =
⊕
r∈Z ext
n
A(M,N(r)), n = 0, 1, 2, · · · , where N(r) is the graded
module obtained from N setting N(r)i := N(i− r).
2. Algebraic and quantum groups
Let G be a simple, simply connected algebraic group defined and split over Fp, where
p is a prime integer. Fix a maximal split torus T of G and a Borel subgroup B ⊃ T .
Let R be the root system of T , and let S be the set of simple roots corresponding to the
Borel subgroup B+ opposite to B. Throughout this paper, we will, with a few exceptions,
carefully follow the (very standard) notation laid down in [16, pp. 569–572] regarding G
and its representation theory. Two exceptions are as follows. Given λ ∈ X(T )+, the Weyl
module for G of highest weight λ will be denoted ∆(λ), rather than V (λ) as in [16]. Also,
let ∇(λ) = ∆(λ⋆)∗ be the “dual Weyl module” of highest weight λ. Here λ⋆ := −w0(λ),
where w0 is the longest element in the Weyl group of G. In the notation of [16], ∇(λ) is
denoted H0(λ).
A weight λ ∈ X(T ) is called p-regular (or just “regular” since the prime p will be
understood as fixed) provided that, for any root α, (λ + ρ, α∨) 6≡ 0 mod p. In other
words, λ does not lie on any reflecting hyperplane for the dot action of the affine p-Weyl
group Wp of G on E := X(T ) ⊗Z R. Let Xreg(T )+ denote the set of all regular dominant
weights. Observe that Xreg(T )+ 6= ∅ ⇐⇒ p ≥ h. A (necessarily dominant) weight λ is
called p-restricted (or just “restricted”) provided, for any simple root α, 0 ≤ (λ, α∨) < p.
Let X1(T ) be the set of restricted weights.
If λ, µ ∈ X(T ), define λ ≤ µ provided µ− λ is a sum of positive roots. In this way, any
subset Γ of X(T )+ can be regarded as a poset by restricting ≤ to Γ. If Γ ⊆ Λ are posets,
write Γ E Λ if Γ is an ideal in Λ in the sense that λ ∈ Λ and λ ≤ γ ∈ Γ implies that λ ∈ Γ.
We will often work with finite ideals in the poset Xreg(T )+ or even in X(T )+. For example,
let ΓJan = {λ ∈ X(T )+ | (λ+ ρ, α
∨
0 ) ≤ p(p− h+ 2)} be the Jantzen region. (Here α0 is the
maximal short root in the root system R of T in G.)
Let F : G → G be the Frobenius morphism of G, defined by its Fp-structure. For a
positive integer r and a rational G-module V , V [r] denotes the pull-back of V through F r.
Given λ = λ0 + pλ1 ∈ X(T )+ with λ0 ∈ X1(T ), define rational G-modules
(2.0.1) ∆p(λ) := L(λ0)⊗∆(λ1)
[1] and ∇p(λ) := L(λ0)⊗∇(λ1)
[1].
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Both ∆p(λ) and∇p(λ) are indecomposable G-modules. Furthermore, the universal mapping
properties of ∆(λ) and ∇(λ) [16, p. 183] easily imply that ∇p(λ) is a G-submodule of ∇(λ)
while ∆p(λ) is a G-homomorphic image of ∆(λ). In particular, ∆p(λ) (resp., ∇p(λ)) has
head (resp., socle) isomorphic to L(λ).
Let G1T–mod (resp., G–mod) be the category of finite dimensional rational G1T -modules
(resp., G-modules). For λ0 ∈ X1(T ), let Q̂1(µ0) be the injective envelope in the category
G1T–mod of the irreducible G1T -module L̂1(λ0) of highest weight λ0. When p ≥ 2h − 2,
the G1T -module structure on Q̂1(λ0) extends uniquely to a G-module structure [16, Ch.
11]. It is also the projective cover of L(λ0) in the category of rational G-modules consisting
of modules having composition factors L(γ) with γ ≤ λ′0 := 2(p− 1)ρ+ w0λ0.
We will usually assume that p ≥ 2h− 2, so that, for λ0 ∈ X1(T ), Q̂1(λ0) can be uniquely
regarded as a rational G-module, which will be denoted by Q♯(λ0). For λ = λ0 + pλ1,
λ1 ∈ X(T )+, define indecomposable rational G-modules by putting
(2.0.2)
{
Q♯(λ) := Q♯(λ0)⊗∇(λ1)
[1]
P ♯(λ) := Q♯(λ0)⊗∆(λ1)
[1].
Of course, both the restrictions Q♯(λ)|G1T and P
♯(λ)|G1T are injective and projective (but
not indecomposable, unless λ1 = 0).
The category G–mod of finite dimensional rational G-modules has a natural contravariant
duality d : G–mod → G–mod fixing the irreducible G-modules; see [5]. The duality d
stabilizes each Q♯(λ0), and so dQ
♯(λ) ∼= P ♯(λ).
Proposition 2.1. Assume that p ≥ 2h − 2. If V ∈ G–mod has a ∆p-filtration (resp., a
∇p-filtration), then Ext
1
G(V,Q
♯(µ)) = 0 (resp., Ext1G(P
♯(µ), V ) = 0), for all µ ∈ X(T )+.
Proof. We prove the ∆p-assertion, leaving the ∇p-case to the reader. First, the Hochschild-
Serre spectral sequence gives, for µ ∈ X(T )+, an exact sequence
(2.0.3) 0→ H1(G/G1,HomG1(V,Q
♯(µ))→ Ext1G(V,Q
♯(µ))→ Ext1G1(V,Q
♯(µ))G/G1 = 0.
(The last term is zero because Q♯(µ) = Q(µ0)⊗∇(µ1)
[1] is an injective G1-module.) Suppose
that V has a ∆p-filtration. To show that Ext1G(V,Q
♯(µ)) = 0, for all µ ∈ X(T )+, we can
assume that V = ∆p(λ) for λ = λ0 + pλ1 ∈ X(T )+. By (2.0.3) and [24, (4.0.2)],
Ext1G(∆
p(λ), Q♯(µ)) ∼= Ext1G/G1(∆(λ1)
[1],HomG1(L(λ0), Q(µ0))⊗∇(µ1)
[1])
∼=
{
Ext1G(∆(λ1),∇(µ1)) = 0, λ0 = µ0;
0, λ0 6= µ0
as required. (Here we have used [16, II.4.13 Prop.] and the isomorphism ∆(λ1)
∗ ∼= ∇(λ⋆1).)

Lemma 2.2. Assume that p ≥ 2h− 2. For λ, µ ∈ X(T )+, we have
ν ≤ µ =⇒ Ext1G(P
♯(µ), L(ν)) = 0 = Ext1G(L(ν), Q
♯(µ)).
Proof. Suppose that Ext1G(L(ν), Q
♯(µ)) 6= 0. Write ν = ν0 + pν1 with ν0 ∈ X1(T ) and
ν1 ∈ X(T )+. Since socG1 Q(µ0) = L(µ0), the exact sequence (2.0.3) with V = L(ν) implies
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that ν0 = µ0 and Ext
1
G(L(ν1),∇(µ1)) 6= 0. Therefore, by [24, (4.0.1)], ν1 > µ1, so ν > µ.
This proves the lemma for Q♯(µ). A similar argument establishes it for P ♯(µ). 
Proposition 2.3. Assume that p ≥ 2h− 2. Let λ = λ0 + pλ1 ∈ X(T )+, where λ0 ∈ X1(T )
and λ1 ∈ X(T )+.
(a) P ♯(λ) has a ∆-filtration and Q♯(λ) has a ∇-filtration.
(b) P ♯(λ) and ∆(λ) have G1-heads isomorphic to ∆
p(λ) as rational G-modules. Similarly,
Q♯(λ) and ∇(λ) have G1-socles isomorphic to ∇p(λ) as rational G-modules.
Proof. We prove (a) and (b) only for Q♯(λ) (and ∇(λ)), leaving the other cases to the
reader.
Proof of (a): By its construction, the G-module Q♯(λ0) is a direct summand of ∇(ξ)⊗St,
for some ξ ∈ X(T )+; see [16, Ch. 11]. Therefore, using [16, II.3.19], Q
♯(λ) is a direct
summand of
∇(ξ)⊗ St⊗∇(λ1)
[1] ∼= ∇(ξ)⊗∇((p− 1)ρ⊗ pλ1).
Since a tensor product of modules with a ∇-filtration have a ∇-filtration [16, II.4.21], Q♯(λ)
has a ∇-filtration.
Proof of (b): We have, writing soc for socG1 ,
socQ♯(λ) = soc(Q(λ0)⊗∇(λ1)
[1] ∼= soc(Q(λ0))⊗∇(λ1)
[1] ∼= L(λ0)⊗∇(λ1)
[1] ∼= ∇p(λ).
Lemma 2.2 easily implies that the inclusion L(λ) →֒ Q♯(λ) of rational G-modules extends
to a morphism∇(λ) →֒ Q♯(λ). Therefore, socG1 ∇(λ) ⊆ socG1 Q
♯(λ) = ∇p(λ). On the other
hand, ∇p(λ) →֒ ∇(λ), so ∇p(λ) ⊆ soc∇(λ). Thus, ∇p(λ) = socG1 ∇(λ). 
In addition to the G-modules ∆p(λ) and ∇p(λ), λ ∈ X(T )+, another family of modules,
denoted ∆red(λ) and ∇red(λ), will play an important role in this paper. These modules, first
studied by Lin [19] (with the ∆red(λ) making a brief appearance in Lusztig [21]), involve
the theory of quantum groups at roots of unity.
Let ζ ∈ C be a primitive pth root of 1. Let A = Z[v, v−1]n, where n = (v − 1, p).
We regard A as a subring of the function field Q(v). Define O′ := A/(φp), where φp =
1 + v + · · · + vp−1 ∈ n. Thus, O′ is a DVR with residue field Fp. It will be convenient to
enlarge O′ to be a complete DVR O with residue field k := Fp and fraction field K. Thus,
(K,O, k) will from now on be a p-modular system with residue field the algebraically closed
field k as defined above. The natural mapping A → O takes v to ζ.
Let U˜ ′ζ be the (Lusztig) A-form of the quantum enveloping algebra Uv associated to the
Cartan matrix of the root system R over the function field Q(v). Let
U˜ζ = O ⊗A U
′
ζ/〈K
p
1 − 1, · · · ,K
p
n − 1〉.
Finally, set Uζ = K ⊗O U˜ζ , so that U˜ζ is an integral O-form of the quantum enveloping
algebra Uζ at a pth root of unity. Put U ζ = U˜ζ/πU˜ζ , and let I be the ideal in U ζ generated
by the images of the elements Ki − 1, 1 ≤ i ≤ n. By [21, (8.15)],
(2.0.4) U ζ/I ∼= Dist(G),
the distribution algebra of G over k.
The category Uζ–mod of finite dimensional, integrable, type 1 Uζ-modules is a highest
weight category (in the sense of [4]) with irreducible (resp. standard, costandard) modules
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Lζ(λ) (resp., ∆ζ(λ), ∇ζ(λ)), λ ∈ X(T )+. For µ ∈ X(T )+, ch∆ζ(µ) = ch∇ζ(µ) = χ(µ)
(Weyl’s character formula). In the sequel, it will be sometimes convenient to denote Lζ(λ),
∆ζ(λ), and ∇ζ(λ) by LK(λ), ∆K(λ), and ∇K(λ), respectively.
The Lusztig character formula (LCF)
In the following three paragraphs, we discuss the Lusztig character formula (needed in
Lemma 2.5(c) and §4 below). The first paragraph considers the case of the algebraic group
G, the second considers the case of the quantum enveloping algebra Uζ , while the third
paragraph combines the two cases.
Assume that p ≥ h, and let
C− := {x ∈ E := X(T )⊗Z R | − p < (λ+ ρ, α
∨) < 0, ∀α ∈ R+}
be the unique alcove for the affine Weyl group Wp containing −2ρ. Viewing Wp as a
Coxeter group with fundamental reflections in the walls of C−, for y, x ∈ Wp, let Py,x be
the associated Kazhdan-Lusztig polynomial (in a variable q = t2). Given a dominant weight
λ, write λ = x · λ−, for a unique λ− ∈ C− and a unique x ∈ Wp of minimal length. The
Lusztig character formula is the formal expression
χKL(λ) :=
∑
y
(−1)ℓ(x)−ℓ(y)Py,x(1) ch∆(y · λ
−),
where the sum is over all y ∈Wp satisfying y ≤ x and y · λ ∈ X(T )+. If ch L(λ) = χKL(λ),
we say the LCF holds for L(λ) (or for the dominant weight λ). We will say that the LCF
holds for G if it holds for every restricted dominant weight λ. Equivalently, using a standard
Jantzen translation functor argument, the LCF holds for G if and only if it holds for every
regular restricted dominant weight).5 By [3], the LCF holds G if p ≫ 0 (depending on R,
but specific bounds not given). More recently, explicit (and large!) bounds on p insuring
the validity of the LCF for G are available in Fiebig [14, Cor. 9.9 and p. 135]. The
original Lusztig conjecture required only a bound p ≥ h. However, a recent announcement
of counterexamples by Williamson [29] indicates this bound must be increased.6
Now consider the case of Uζ-mod and assume that p > h. For any λ ∈ X(T )+, then the
irreducible, finite dimensional Uζ-module Lζ(λ) has character satisfying ch Lζ(λ) = χKL(λ).
Thus, for p > h, the “LCF holds for Uζ-mod.” See [28, §7] for a detailed discussion and
further references.
As discussed in [11] (and earlier in [19]), given λ ∈ X(T )+, there exist admissible lattices
∆˜ζ(λ) and ∇˜ζ(λ) for ∆ζ(λ) and ∇ζ(λ), respectively, so that ∆˜ζ(λ)/π∆˜ζ(λ) ∼= ∆(λ) and
∇˜ζ(λ)/π∇˜ζ(λ) ∼= ∇(λ). The lattice ∆˜ζ(λ) is generated as a U˜ζ-module by a highest weight
vector in ∆ζ(λ). In the sequel, ∆˜ζ(λ) is denoted simply by ∆˜(λ) and ∆ζ(λ) by ∆K(λ).
5The original Lusztig modular conjecture [20] posits that the LCF formula holds for all dominant weights
λ belonging to the Jantzen region ΓJan. If the LCF holds for G and p ≥ 2h− 3, then the restricted weights
are contained in the Jantzen region and, using Kato [18, p. 128], the Lusztig conjecture holds. In this paper,
we will usually assume that p ≥ 2h− 2 > 2h− 3.
6Replacing h by the order of the Weyl group would not appear to contradict any of Williamson’s proposed
counterexamples. We note that the orders of the Weyl groups are still much smaller than the bounds obtained
by Fiebig, which are huge.
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Given λ ∈ X(T )+, fix a highest weight vector v
+ ∈ Lζ(λ). Then there is a unique
admissible lattice ∆˜red(λ) (resp., ∇˜rad(λ)) of Lζ(λ) which is minimal (resp., maximal) with
respect to all admissible lattices L˜ such that L˜∩Lζ(λ)λ = Ov
+. For example, put ∆˜red(λ) =
U˜ζ ·v
+. By abuse of notation, ∆˜red(λ) (resp., ∇˜rad(λ)) is called the minimal (resp., maximal)
lattice of Lζ(λ). Any two “minimal” (resp., “maximal”) lattices are isomorphic as U˜ζ-
modules.
For λ ∈ X(T )+, put
(2.0.5) ∆red(λ) := ∆˜red(λ)/π∆˜red(λ) and ∇red(λ) := ∇˜rad(λ)/π∇˜rad(λ).
As noted above the LCF holds for Uζ–mod if p > h, giving
ch ∆red(λ) = ch ∇red(λ) = χKL(λ).
Proposition 2.4. (a) ([19, Thm. 2.7] or [11, Prop. 1.78]) Assume that µ = µ0 + pµ1 ∈
X(T )+ for µ0 ∈ X1(T ) and µ1 ∈ X(T )+. Then ∆
red(µ) ∼= ∆red(µ0) ⊗ ∆(µ1)
[1] and
∇red(µ) ∼= ∇red(µ0)⊗∇(µ1)
[1].
(b) Assume that p ≥ 2h − 2. Then, given any µ ∈ X(T )+, ∆
red(µ) (resp., ∇red(µ)) has
a ∆p-filtration (resp., ∇p-filtration). In particular, Ext
1
G(V,Q
♯(λ)) = 0 for all λ ∈ X(T )+
and any V ∈ G–mod having a ∆red-filtration.
Proof. It suffices to prove statement (b). By (a) and its notation, ∆red(µ) ∼= ∆red(µ0) ⊗
∆(µ)[1]. Any tensor product ∆(γ)[1] ⊗ ∆(δ)[1] ∼= (∆(γ) ⊗ ∆(δ))[1] has a filtration with
sections ∆(ω)[1]. Thus, it is enough to show that ∆red(µ0) has a ∆
p-filtration. Because
p ≥ 2h− 2, any restricted dominant weight belongs to the Janzten region, which consists of
all λ ∈ X(T )+ satisfying (λ+ρ, α
∨
0 ) ≤ p(p−h+2). If L(τ) is a composition factor of ∆
red(µ0),
then τ ≤ µ0, so τ also lies in the Jantzen region. Therefore, writing τ = τ0+pτ1 (τ0 ∈ X1(T ),
τ1 ∈ X(T )+), it follows that τ1 lies in the closure of the bottom p-alcove C (see [16, II,
§6.2]). Hence, L(τ1) ∼= ∆(τ1), so that L(τ) ∼= L(τ0) ⊗ L(τ1)
[1] ∼= L(τ0) ⊗∆(τ1)
[1] ∼= ∆p(τ),
as required. The final assertion follows from Lemma 2.1(b). 
Part (c) in the next result is an immediate consequence of part (a) of the above proposition
and the validity of the LCF for Uζ-mod as long as p > h. In fact, if the LCF holds for G,
then ∆red(λ) = L(λ), λ restricted.
Corollary 2.5. (a) Let µ ∈ X(T )+, and let M˜ be a U˜ζ-lattice, and set M := (M˜)k as
usual. Assume M˜K = Lζ(µ) and that L(µ) is the G-socle of M . Then M ∼= ∇red(µ).
(b) Similarly, for µ ∈ X(T )+, and assume M˜ is a U˜ζ-lattice such that M˜K ∼= Lζ(µ) and
such that the head of M is L(µ) as a G-module. Then M ∼= ∆red(µ).
(c) Assume that p > h is a prime. The LCF holds for G for all irreducible modules
having restricted highest weights if and only if ∆red(µ) = ∆p(µ), for all µ ∈ X(T )+.
Proof. As noted above, it is sufficient to address (a) and (b). We prove (b). By hypothesis,
M has irreducible head L(µ). Thus, M is a cyclic module generated by a µ-weight vector.
Thus, M˜ is also cyclic, generated by a µ-weight vector v. Since M˜K ∼= Lζ(µ), M˜µ is an
O-lattice of rank 1. Thus, M˜ is the unique, up to isomorphism, cyclic U˜ζ-lattice. Therefore,
M˜ ∼= ∆˜red(µ), and so M ∼= ∆red(µ), proving (b). Taking duals, proves (a). 
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Now let uζ be the small quantum group associated to Uζ and the Frobenius map F :
Uζ → U(gC) (the universal enveloping algebra of the complex simple Lie algebra gC with
root system R). Thus, uζ is a normal subalgebra of Uζ (as well as a Hopf subalgebra) of
dimension pdim gC , and Uζ//uζ ∼= U(g). The algebra uζ also admits an O-form u˜ζ whose
image in Dist(G) is isomorphic to the restricted enveloping algebra u = u(g). It is easy
to see that, given any M ∈ Uζ–mod, the Uζ-socle of M agrees with the uζ-socle of M |uζ .
Given V ∈ U(gC)–mod, let V
[1] ∈ Uζ–mod denote the pull-back ofM through the Frobenius
map F . (Although this notation conflicts with similar notation for G, it should not cause
confusion.)
Suppose Γ ⊂ Xreg(T )+ is a finite non-empty ideal in the poset Xreg(T )+, and let
Uζ–mod[Γ] be the full subcategory of Uζ–mod consisting of those modules with compo-
sition factors Lζ(λ), λ ∈ Γ. Then Uζ–mod[Γ] is a highest weight category with weight
poset Γ, standard (resp., costandard, irreducible) modules ∆ζ(λ) (resp., ∇ζ(λ), Lζ(λ)) for
λ ∈ Γ. If J is the annihilator of Uζ–mod[Γ], then Uζ–mod[Γ] ∼= Uζ/J–mod and the al-
gebra Aζ,Γ = Uζ/J is a quasi-hereditary algebra with weight poset Γ. Further, putting
A˜ζ,Γ equal to the image of U˜ζ in Aζ,Γ, AΓ := A˜ζ,Γ/πA˜ζ,Γ satisfies AΓ–mod ∼= G–mod[Γ],
the full subcategory of the G–mod consisting of finite dimensional rational G-modules with
composition factors L(γ), γ ∈ Γ.
The image A˜ζ,Γ of U˜ζ in Aζ,Γ is an O-subalgebra Aζ,Γ, necessarily an O-lattice. Further-
more, A˜ζ,Γ = AΓ, using (2.0.4). In addition, all projective modules for AΓ lift uniquely to
A˜ζ,Γ-lattices which are projective; see [12].
It will generally be necessary to enlarge the poset Γ. Thus, let Λ be a subposet in
Xreg(T )+ containing Γ as an ideal, and with the property that
(2.0.6) 2(p − 1)ρ+w0γ1 + pγ1 ∈ Λ, ∀γ ∈ Γ,
where γ = γ0 + pγ1, γ0 ∈ X1(T ), γ1 ∈ X(T )+. This implies that all the highest weights of
the G-composition factors of P ♯(γ), for γ ∈ Γ, belong to Λ. The module P ♯(γ) is defined
as a G-module when p ≥ 2h − 2, a condition we now assume; see (2.0.2), where γ = λ.
The G-module Q♯(γ0) is a projective indecomposable module in p-bounded subcategory
of G–mod defined in [16, II.11.11]. Thus, for Γ′ the poset ideal associated to the regular
weights in the p-bounded category, Q♯(γ0) is a projective AΓ′-module. As noted above, it
lifts uniquely to a projective A˜Γ′-lattice Q˜
♯(γ0). Now regard, Q˜
♯(γ0) as a U˜ζ-module, and
define
(2.0.7) P˜ ♯(γ) := Q˜♯(γ0)⊗ ∆˜(γ1)
[1].
This is a U˜ζ-module, and also A˜Λ-lattice, because of our requirements on Λ. Similarly, we
can define a A˜Λ-lattice (or a U˜ζ,Λ-module)
(2.0.8) Q˜♯(γ) := Q˜♯(γ0)⊗ ∇˜(γ1)
[1]
As a consequence of this discussion, the following result holds.
Proposition 2.6. Assume that p ≥ 2h − 2 is an odd prime. Let Γ be a finite, non-empty
ideal in Xreg(T )+ and let Λ be as above.
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(a) The modules defined in (2.0.7) and (2.0.8) satisfy{
P˜ ♯(γ) ∼= P ♯(γ);
Q˜♯(γ) ∼= Q♯(γ)
for all γ ∈ Γ, where Q♯(γ) and P ♯(γ) are defined as in (2.0.2).
(b) For γ ∈ Γ, P˜ ♯(γ) has a ∆˜-filtration and Q˜♯(γ) has a ∇˜-filtration.
Proof. Part (a) follows from the construction of P˜ ♯(γ) and Q˜♯(γ). To see (b), first observe
that by Proposition 2.3 that P ♯(γ) has a ∆-filtration. Therefore, by (the dual version of)
[16, II.4.16(b)], Ext1AΛ(P
♯(λ),∇(µ)) = Ext1G(P
♯(λ),∇(µ)) = 0, for all µ ∈ Λ. By a standard
base change result [9, Lem. 1.5.2(c)], this implies that Ext1
A˜Λ
(P˜ ♯(λ), ∇˜(µ)) = 0, for all
µ ∈ Λ. Therefore, Proposition 6.1 in Appendix I (§6) implies that P˜ ♯(λ) has a ∆˜-filtration.
A dual argument works to show that each Q˜♯(γ) has a ∇˜-filtration. 
3. A summary of previous results; new results on tight modules
This section begins by summarizing various results from [6], [12], [25]. Some important
(and new) facts concerning tight modules will be established. All this will be needed later
for the main results of the paper. Throughout fix an odd prime p satisfying p ≥ 2h−2. The
size restriction on p is only needed in order to make use of the graded results established in
[25].
Let Λ be a finite, nonempty ideal in the poset Xreg(T )+ of regular weights in X(T )+.
Consider the O-algebra A˜Λ = U˜ζ,Λ constructed in §2. It is an O-lattice. When the poset Λ
is understood, denote A˜Λ simply by A˜. If ∅ 6= Γ E Λ, there is a natural surjection A˜Λ ։ A˜Γ.
In this way, any A˜Γ-module M˜ can be viewed, by inflation, as an A˜Λ-module. Given two
finite A˜Γ-modules M˜, N˜ , inflation induces isomorphisms
(3.0.1) Extn
A˜Γ
(M˜ , N˜) ∼= Extn
A˜Λ
(M˜ , N˜) ∀n ≥ 0.
These results follow from the general theory of quasi-hereditary algebras [6] and its discus-
sion in the quantum case in [12] (the latter results are also recalled in [25]). The algebras
A˜Λ are all split quasi-hereditary algebras (QHAs) in the sense of [6].
A similar result holds at the graded level. More precisely, consider the O-algebras grA˜Λ
and grA˜Γ. These algebras are both (positively) graded QHAs with weight posets Λ and
Γ, respectively. There is a surjective homomorphism grA˜Λ ։ grA˜Γ which induces (by
restriction) an isomorphism
(3.0.2) Extn
grA˜Γ
(M˜ , N˜) ∼= Extn
grA˜Λ
(M˜ , N˜), ∀n ≥ 0.
for any two finite grA˜Γ-modules M˜, N˜ . In addition, these isomorphisms hold at the level of
graded ext•, when M˜, N˜ are graded grA˜Γ-modules. Also, if MK , NK are (grA˜Γ)K-modules
and if M,N are (grA˜Γ)k-modules, then
(3.0.3)
{
Extn
(grA˜Γ)K
(MK , NK) ∼= Ext
n
(grA˜Λ)K
(MK , NK);
Extn
(grA˜Γ)k
(M,N) ∼= Extn
(grA˜Λ)k
(M,N),
∀n ≥ 0
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A closely related result is the isomorphism
(3.0.4) (grA˜Λ)Γ ∼= grA˜Γ,
where (grA˜Λ)Γ denotes the largest quotient algebra of grA˜Λ, all of whose irreducible modules
have the form L(γ) for γ ∈ Γ.
All these quoted results in the previous paragraph follow from the (split) quasi-heredity
of grA˜Λ and the description of its standard modules (as the graded modules gr∆˜(λ), λ ∈ Λ)
proved in [25]; see especially Remark 3.18 and Theorem 5.3 there.
For the algebras A˜Λ, a key step in [25] in proving that grA˜Λ is an integral QHA is showing
that each grA˜Λ-module gr∆˜(λ), λ ∈ Λ, has a simple head. As a consequence of this fact we
also record the following result, using the proof of [25, Cor. 3.15].
Theorem 3.1. Let N˜ be a A˜Λ-lattice which has a ∆˜-filtration. Then the graded grA˜Λ-
module grN˜ has a gr∆˜-filtration. In addition, the multiplicity of ∆˜(ν) as a section of N˜
agrees with the multiplicity of gr∆˜(ν) as an ungraded section of grN˜ , or, equivalently, with
the sum of the multiplicities of the various shifts of gr∆˜(λ) as graded sections of grN˜ .
This leads to the following corollary.
Corollary 3.2. Let A˜Λ be as above and form the graded integral QHA grA˜Λ with weight
poset Λ. Then B˜ := (grA˜Λ)0 (the term in grade 0 in grA˜Λ) is an integral QHA with weight
poset Λ. It has standard (resp., costandard) modules ∆˜red(λ) (resp., ∇˜rad(λ)), λ ∈ Λ.
Proof. The projective indecomposable modules for B˜ are just the modules grP˜ (λ)0, λ ∈ Λ,
where P˜ (λ) is the projective cover of the irreducible A˜Λ-module L(λ). By Theorem 3.1,
the graded module grP˜ (λ) has a graded filtration by modules gr∆˜(ν). Since the head of
P˜ (λ) is L(λ), the top section of this filtration must be gr∆˜(λ), the only module gr∆˜(λ)
with head L(λ). By the multiplicity assertion of Theorem 3.1, all other sections gr∆˜(ν) of
the filtration satisfy ν > λ.
Now pass to grade 0 to obtain a filtration of grP˜ (λ)0 with top section gr∆˜(λ)0 and lower
sections gr∆˜(ν)0 for ν > λ. Clearly, any composition factor of gr∆˜(ν)0 has the form L(τ),
τ ≤ λ, with L(λ) occurring just once, in the head. It follows that B˜ is an integral QHA, as
required.
Finally, gr∆˜(λ)0 ∼= ∆˜(λ)/r˜ad∆(λ) is generated by a λ-weight vector as a U˜ζ-module,
so gives (the unique, up to isomorphism) minimal U˜ζ-lattice in the irreducible module
((gr∆˜(λ)0)K ∼= Lζ(λ). That is, gr∆˜(λ)0 ∼= ∆˜
red(λ). 
There are natural dualities d˜K on Uζ–mod and δ = d˜k on G-mod which fix irreducible
modules. Both are compatible by base change with a duality d˜ on the category of U˜ζ- or
A˜-lattices. It takes P˜ ♯(λ) to Q˜♯(λ), and also satisfies d˜∆˜(λ) ∼= ∇˜(λ) and d(grP˜ ♯(λ)) ∼=
gr⋄Q˜♯(λ), for all λ ∈ Λ.
Corollary 3.3. Let Γ E Λ satisfy condition (2.0.6) for all γ ∈ Γ, so that, if γ ∈ Γ,
then P˜ ♯(γ) and Q˜♯(γ) ) belong to the category A˜Λ-mod. Then, for γ ∈ Γ, grP˜
♯(γ) (resp.,
gr⋄Q˜♯(γ)) has, as a graded grA˜Λ-module, a gr∆˜-filtration (resp., gr∇˜-filtration). Thus,
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there is a filtration of grP˜ ♯(γ) (resp., gr⋄Q˜♯(γ)) as a graded grA˜Λ-module with sections of
the form gr∆˜(µ)(r) (resp., gr∇˜(µ)(−r)), r ∈ N, µ ∈ Λ.
Proof. By remarks before the corollary, it suffices to consider the case of P˜ ♯(γ). By Propo-
sition 2.6(b), P˜ ♯(γ) has a ∆˜-filtration. Now apply Theorem 3.1 to complete the proof. 
The subalgebra a˜ and the modules g˜rM
We make the following assumptions throughout the remainder of this section.
Assumptions 3.4. The prime p is assumed to be odd and ≥ 2h−2. Λ is a finite, non-empty
ideal in Xreg(T )+, which contains the set Xreg(T )+ ∩ X1(T ) of regular restricted weights.
In addition, if λ ∈ Xreg(T )+ ∩X1(T ), then 2(p − 1)ρ+ w0λ ∈ Λ. Let A˜ = A˜Λ.
Let a˜ be the image of the (integral) small quantum group u˜ζ in A˜Λ. Our assumptions
on Λ imply that a˜K is isomorphic to the projection u
′
ζ,K of uζ,K on its regular blocks. For
more details/discussion, see [25, §5]. Also,
(3.0.5) (radn a˜K)A˜K = rad
n A˜K , ∀n ∈ N,
by [24, Lem. 8.1, Lem. 8.3]. In addition, we have A˜K(rad
n a˜K) = rad
n A˜K , for n ≥ 0; see
[25, Theorem 6,1(b)] (the condition on “fatness” there is not necessary, since radicals are
preserved under surjective homomorphisms).
Also, a := a˜k is isomorphic (through the projection (u˜ζ)k → a˜k = a) to the (direct) sum
of the regular blocks in the universal enveloping algebra u of the Lie algebra of G. See [25,
fn. 17] for a discussion.
In the following, let r˜ad na˜ := a˜ ∩ radn a˜K (as discussed indirectly in item (6) in the
notation of §2), and put gra˜ :=
⊕
n≥0 r˜ad
na˜/r˜ad n+1a˜. Consider the decreasing filtration
(3.0.6) F˜ • : a˜ ⊇ r˜ad a˜ ⊇ r˜ad 2a˜ ⊇ · · ·
of a˜. Thus, F˜n = r˜ad
n
a˜. Given an a˜-module M˜ (which could be an a-module M7), we
define a graded gra˜-module g˜r M˜ by setting
(3.0.7) g˜r M˜ :=
⊕
n≥0
F˜nM˜/F˜n+1M˜ =
⊕
n≥0
(r˜ad na˜)M˜/(r˜ad n+1a˜)M˜.
In particular, g˜r a˜ = gra˜, and it follows that g˜r M˜ is a graded module for gra˜.
It is useful to observe the following lemma.
Lemma 3.5. Let M˜ be an a˜-lattice. There is a natural map g˜r M˜ → grM˜ of gra˜-modules.
The lattice M˜ is a˜-tight if and only if this map is surjective. Moreover, if the map is
surjective, then it is an isomorphism of gra˜-modules, and there is a physical equality g˜r M˜ =
grM˜ .
7In fact, we mostly use g˜r M˜ when M˜ = M is an A-module, where A = A˜. For a˜ lattices M˜ , g˜r M˜ is
poorly behaved because of the possibility of torsion, unless M˜ is a tight lattice, in which case g˜r M˜ = grM˜ .
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Proof. There is an evident, natural inclusion
(3.0.8) (r˜ad na˜)M˜ →֒ radn M˜K ∩ M˜
for all n ≥ 0, by the definition above of the left hand side. The term radn M˜K on the
right hand side may be viewed as constructed in A˜K-mod or in a˜K -mod, using (3.0.5).
This defines a natural map g˜r M˜ → grM˜ . When M˜ is a˜-tight, the inclusion (3.0.8) is an
equality (by the a˜-version of (1.0.1)). This gives a physical equality between g˜r M˜ and grM˜
as gra˜-modules (and certainly a surjection).
Conversely, assume the above natural map is surjective. Choose n ≫ 0 so that (3.0.8)
is an equality; for example, we can guarantee that both sides are 0. Using the fact that
(g˜r M˜)n−1 maps onto (grM˜)n−1, we can conclude that equality in (3.0.8) also holds for n−1.
The converse now follows by an evident induction. 
We will see later in Corollary 3.8 that the following lemma holds if Λ is replaced by any
poset ideal. However, the lemma is used implicitly in the proof of the corollary.
Lemma 3.6. Let P˜ be a projective indecomposable module for A˜ = A˜Λ. Then P˜ is a˜-tight.
Equivalently, g˜r P˜ = grP˜ .
Proof. If Λ′ is a larger poset containing Λ as a ideal, we can write P˜ = P˜ ′Λ where P˜
′ is
a projective indecomposable for the quasi-hereditary algebra A˜′ associated with the larger
poset Λ′. By construction the algebra a˜ means the same in A˜ and in A˜Λ′ . It is easy to
arrange that P˜ ′ is a˜-projective. (For example, take Λ′ to be the poset of pr-bounded weights
in the sense of [16, II.11] and take P˜ ′ to be a Gr-projective indecomposable. Here r is taken
large enough so that Λ ⊆ Λ′.)
Thus, P˜ ′ is a˜-tight. Consider the commutative diagram
grP˜ ′ (grP˜ ′)Λ gr(P˜
′
Λ)
g˜r P˜ ′ g˜r (P˜ ′Λ)
✲
✻ ✻
✲ ✲∼
The right hand map on the upper horizontal row is an isomorphism using (3.0.4), after
changing the names of the posets. The left hand map on the upper horizontal row is
surjective by its definition. The left hand vertical map is an isomorphism by Lemma 3.5.
Thus, the right hand vertical map is a surjection. Now apply Lemma 3.5 again. 
Corollary 3.7. Let A˜ = A˜Λ.
(a) A˜ is a tight a˜-module, i. e.,
(3.0.9) (r˜ad na˜)A˜ = r˜ad nA˜ = radn A˜K ∩ A˜ = (rad
n
a˜K)A˜K ∩ A˜, ∀n ≥ 0.
Thus, g˜r A˜ = grA˜ as (graded) O-modules. In particular, g˜r A˜ is naturally an O-algebra,
isomorphic (and even equal) to grA˜.
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(b) For n ≥ 0, A˜(r˜ad na˜) = (r˜ad na˜)A˜. This also (directly) gives g˜r A˜ an O-algebra
structure, necessarily agreeing with that in part (a) above. In addition, for any A˜-module M˜ ,
g˜r M˜ is a natural grA˜ = g˜r A˜-module. If M˜ is A˜-lattice, then the natural map g˜r M˜ → grM˜
of gra˜-modules in Lemma 3.5 is a map of grA˜-modules.
(c) g˜rA is a k-algebra, naturally isomorphic to (g˜r A˜)k. If M˜ is any A˜-module, then
(g˜r M˜)k is naturally as g˜rA-module. In particular, if M is an A-module, then g˜rM is
naturally a g˜rA-module.
Proof. Part (a) follows because A˜ is a direct sum of projective indecomposable modules P˜
which are all a˜-tight by Lemma 3.6. Hence, A˜ is tight.
Now we prove part (b). By (a), A˜ is a˜-tight, so that (r˜ad na˜)A˜ = r˜ad nA˜ = radn A˜K ∩ A˜
as a left A˜-submodule of A˜. Thus,
A˜(r˜ad na˜) ⊆ A˜(r˜ad na˜)A˜ = (r˜ad na˜)A˜.
The reverse containment holds by an evident argument working with right modules. This
verifies the first assertion in (b), and we leave the other assertions to the reader.
Finally, part (c) follows easily from part (b). 
This leads to the following result.
Corollary 3.8. Let M˜ be an A˜-lattice.
(a) M˜ is A˜-tight if and only if M˜ is a˜-tight.
(b) There is a natural map
(3.0.10) g˜r M˜ −→ grM˜
factoring in grade n ∈ N as
(3.0.11) (g˜r M˜)n ∼=
(r˜ad na˜)M˜ + πM˜
(radn+1 a˜)M˜ + πM˜
−→
r˜ad nM˜ + πM˜
r˜ad n+1M˜ + πM˜
∼= (grM˜)n.
(c) If M˜ is A˜- (or a˜-) tight, then g˜r M˜ = grM˜ . Also, the map (3.0.10) is an isomorphism
(3.0.12) g˜r M˜ ∼= grM˜.
(d) Conversely, if (3.0.10) gives an isomorphism (3.0.12), then M˜ is a˜-tight.
Proof. For part (a), Corollary 3.7(a) says that (r˜ad na˜)A˜ = r˜ad nA˜, for all n, and hence that
(r˜ad na˜)M˜ = (r˜ad nA˜)M˜ for all n. Also, r˜ad nM˜ = M˜ ∩radn M˜K agrees with its counterpart
for a˜, since (rad a˜K)A˜K = rad A˜K by (3.0.5). Hence, M˜ is a˜-tight if and only if it is A˜-tight.
This proves (a).
Proof of (b): The left hand isomorphism in (3.0.11) is obtained from the definition of
g˜r and the “first isomorphism theorem.” The middle map is obtained from the inclusion
(r˜ad na˜)M˜ ⊆ r˜ad nM˜ and its n+1-analog. The right hand isomorphism is a consequence of
the purity of r˜ad nM˜ in M˜ . This proves (b).
Next, consider part (c). First, the meaning of g˜r M˜ can be defined using a˜ or A˜ by
Corollary 3.7(a). This gives the first assertion of (c). Next, by above, (r˜ad a˜n)M˜ is a pure
ON p-FILTRATIONS OF WEYL MODULES 15
submodule of M˜ , so that (r˜ad a˜n)M˜ = (r˜ad a˜n)M , writing M := M˜ . Thus,
(grM˜)n ∼= (g˜r M˜)n ∼=
(
(r˜ad na˜)M˜
(r˜ad n+1a˜)M˜
)
∼=
(r˜ad na˜)M˜
(r˜ad n+1a˜)M˜
∼=
(r˜ad na˜)M
(r˜ad n+1a˜)M
,
which implies the second assertion in part (c).
To prove part (d), observe there is always a surjection g˜r M˜ ։ g˜rM (where, as above,
M := M˜) induced by the natural homomorphism M˜ ։M . We can also map grM˜ to its re-
duction mod π, obtaining, together with (3.0.10) and the map of Lemma 3.5, a commutative
diagram
g˜r M˜ −−−−→ grM˜yonto yonto
g˜rM −−−−→ grM˜.
Now part (d) follows from Nakayama’s lemma for O-modules and Lemma 3.5. 
Corollary 3.9. For each λ ∈ Λ, the module ∆˜(λ) is a˜-tight. More generally, if Γ ⊆ Λ is a
poset ideal, and if P˜ is a projective indecomposable module in A˜Γ, then P˜ is a˜-tight, as is
A˜Γ.
Proof. By Corollary 3.8, it suffices to show that A˜Γ is A˜-tight. In fact, given λ ∈ Λ, let
Γ be the ideal in Λ generated by λ. Then λ is maximal in Γ, so that ∆˜(λ) is a projective
indecomposable module in A˜Γ.
Now let Γ be any poset ideal in Λ, and let P˜ be a projective indecomposable module in
A˜Γ–mod. Form a commutative diagram
g˜r A˜ grA˜
onto
y yonto
g˜r A˜Γ −−−−→ grA˜Γ
of O-modules and natural maps. By (3.0.4), grA˜Γ ∼= (grA˜)Γ, which implies that the right
hand vertical map is surjective. On the other hand, the left hand vertical map is clearly
surjective by the definition of g˜r . Therefore, the bottom horizontal map is surjective, and
Lemma 3.5 implies that A˜Γ is tight. 
4. A homological criterion for p-filtrations
In this section, Assumptions 3.4 are in force. In particular, the prime p is odd and
≥ 2h − 2. Let Γ be a non-empty ideal in the finite poset Λ which is required to be itself
an ideal in the poset of regular dominant weights. Our focus will be on Γ and on modules
for the algebra AΓ. But we need Λ large enough so that various related rational G-modules
make sense as modules for AΛ. For that reason, we also assume that Λ satisfies the condition
(2.0.6) for all γ ∈ Γ. This condition means that if γ ∈ Γ, then P˜ ♯(γ) and Q˜♯(γ) belong
to A˜Λ–mod. See (2.0.7) and (2.0.8). Recall from the previous section that a˜ is the image
of the (integral) small quantum group u˜ζ in A˜Λ. Also, a := a˜k is isomorphic (through the
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natural surjection) to the sum of the regular blocks in the restricted enveloping algebra u
of G.
Additional assumptions, involving the LCF, will be introduced in Lemma 4.1(c) and after
its proof. The LCF will not be used until that point.
Let M be an a-module. For a non-negative integer r, let, in the notation of (3.0.6),
(4.0.1) Mr˜ := (g˜rM)r = F˜
rM/F˜ r+1M = (r˜ad ra˜)M/(r˜ad r+1a˜)M.
(This is a slight abuse of notation. We will not use the symbol “r˜”, for an integer r,
except as a subscript as above.) If M is an A-module, then Mr˜ is also an A-module (with
F˜>0A := Σn>0F
nA acting trivially).
Put s˜oc−nM := {x ∈M | F˜nx = 0}, and set
(4.0.2) g˜r ⋄M :=
⊕
n≥0
s˜oc−n−1M/s˜oc−nM
with the index n giving the degree −n term. (Thus, g˜r ⋄M is negatively graded.) If M is
an A-module, then g˜r ⋄M is a graded g˜rA-module.
Lemma 4.1. Let µ ∈ Γ.
(a) ∇p(µ) is naturally isomorphic to the a-socle of Q
♯(µ) and also naturally isomorphic
to the g˜r a-socle of gr⋄Q♯(µ).
(b) There are inclusions
∇p(µ) ⊆ ∇red(µ) ⊆ s˜oc
−1Q♯(µ)
of A-modules.
(c) Assume the LCF holds for G. Then the inclusions in part (b) are equalities, for all
µ ∈ Γ.
Proof. The first claimed isomorphism in part (a) is clear from the definitions. For the second
isomorphism, it suffices to prove the dual statement that the a-head of P ♯(µ) is isomorphic
to the g˜r a-head of g˜rP ♯(µ). (Both heads are a/(r˜ad a˜)a = (g˜r a)0-modules.) The a-head of
P ♯(µ) is P ♯(µ)/ rad aP ♯(λ), a homomorphic image of g˜rP ♯(µ)0. To check that this natural
homomorphism induces an isomorphism on heads, it is enough to check the corresponding
statement with P ♯(µ) replaced by a, since P ♯(µ) is a-projective. Here, however, it is obvious.
Thus, (a) is proved.
To see part (b), observe that the first inclusion follows from the definitions. Next, we
assert that ∇red(µ) ⊆ Q
♯(µ). We can assume that µ ∈ X1(T ), using Proposition 2.4(a). By
Proposition 2.3(b), Q♯(µ) has a∇red-filtration and G-socle L(µ). Thus, ∇(µ) is a submodule
of Q♯(µ). On the other hand, ∇red(µ) ⊆ ∇(µ), proving our assertion. Finally, r˜ad a acts
trivially on ∇red(µ), since this module arises by base change from a lattice in an irreducible
A˜K -module. Thus, the second containment holds.
Finally, observe that if LCF holds for G, then the heads of a˜K and a have the same
dimensions. Thus, the nilpotent ideal (r˜ad a˜)k has codimension equal to that of rad a, so
must be equal to rad a. Therefore, s˜oc−1Q♯(µ) is the a-socle of Q♯(µ), namely, ∇p(µ). This
clearly implies (c). 
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For the rest of this section, it is assumed (in additions to Assumptions 3.4 and (2.0.6) that
the LCF holds for G. Equivalently, by Corollary 2.5, ∆red(λ) = ∆p(λ), for all λ ∈ X(T )+.
Recall the convention that, ifM is a Z-graded module, thenM(a) is the Z-graded module
defined by putting M(a)b :=Mb−a, for integers a, b.
Lemma 4.2. Let M ∈ AΓ–mod, µ ∈ Γ, and r ∈ N. Assume, for each non-negative integer
s < r, that Ms˜ has a ∆
red-filtration. Then there is an isomorphism
f : homg˜rA(g˜rM(−r), g˜r
⋄Q♯(µ))
∼
−→ HomA(Mr˜,∇red(µ)) = Homg˜rA(Mr˜,∇red(µ))
given by restriction.
Proof. By Lemma 4.1(c) (which uses the LCF) and the definition (4.0.2), (g˜r ⋄Q♯(µ))0
identifies with ∇red(µ) as (g˜rA)0 ∼= g˜rA/(g˜rA)>0-modules. Also, the action of A on
Mr˜ := (r˜ad
ra˜)M/(r˜ad r+1a˜)M factors through the quotient A → (g˜rA)0. It follows that
there is a map the map
f : homg˜rA(g˜rM(−r), g˜r
⋄Q♯(µ))
∼
−→ HomA(Mr˜,∇red(µ))
which is induced by restriction to the homogeneous piece Mr˜ of g˜rM(−r).
The map f is injective. To see this, observe that, since any element x of the left hand side,
if nonzero, must have a nonzero image in g˜r ⋄Q♯(µ). Any such image is a g˜r a-submodule of
g˜r ⋄Q♯(µ), and must intersect the g˜r a-socle of g˜r ⋄Q♯(µ), which is contained in s˜oc−1Q♯(µ).
(Actually, we have equality, but an inclusion would be sufficient, as would follow just from
knowing that ∇p(µ) = soc
−1Q♯(µ)Γ, the largest submodule of s˜oc−1Q♯(µ) with composition
factors having highest weights in Γ. This equality is also sufficient to define f . We will
return to this issue in §7.)
But the image of x is a direct sum of terms x(Ms˜) ⊆ (g˜r
⋄Q♯(µ))s−r, with s ≥ 0. Thus,
x(Mr˜) 6= 0. Therefore, f is injective.
The map f is surjective. The hypothesis on ∆red-filtrations implies that
Ext1A(Ms˜, Q
♯(µ)) = 0, for s < r,
by Proposition 2.4(b). Thus, by the long exact sequence for Ext•A(−, Q
♯(µ)), there is a
surjection
(4.0.3) HomA(M/(r˜ad
r+1a˜)M,Q♯(µ))։ HomA(Mr˜, Q
♯(µ)) ∼= HomA(Mr˜,∇red(µ))
which factors through the inverse of the natural isomorphism
HomA(M/(r˜ad
r+1a˜)M, s˜oc−r−1Q♯(µ))
∼
−→ HomA(M/(r˜ad
r+1a˜)M,Q♯(µ)).
Notice that any a˜-submodule N of Q♯(µ) having (r˜ad r+1a˜)N = 0 must be contained in
s˜oc−r−1Q♯(µ).
Now, given g ∈ HomA(Mr˜,∇red(µ)), also regarded as a map to Q
♯(µ), we can therefore
choose
h ∈ HomA(M/(r˜ad
r+1
a˜)M,Q♯(µ)), h|Mr˜ = g.
Of course, h′|Mr˜ = g, where h
′ ∈ HomA(M/(r˜ad
r+1a˜)M, s˜oc−r−1Q♯(µ)) is induced by h. We
also have (g˜r h′)|Mr˜ = g, where g˜rh
′ : g˜r (M/(r˜ad r+1a˜)M) −→ g˜r (s˜oc−r−1Q♯(µ)) given by
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applying the g˜r -functor. Here, by a mild abuse of notation, g can be identified with the map
it induces g˜r (M/(r˜ad r+1a˜)M)r ∼=Mr˜ −→ g˜r (s˜oc
−r−1Q♯(µ))r ⊆ s˜oc
−1Q♯(µ) ∼= ∇red(µ).
Consider the diagram
g˜rM(−r)
τ
−−−−→ g˜r (M/(r˜ad r+1a˜)M)(−r)y(g˜r h′)(−r)
g˜r ⋄(s˜oc−r−1Q♯(µ))
θ
←−−−− g˜r (s˜oc−r−1Q♯(µ))(−r)
σ
y
g˜r ⋄Q♯(µ)
in which τ is obtained by applying g˜r to the quotient map M → M/(r˜ad r+1a˜)M , θ is the
obvious natural map of g˜rA-modules, and σ is the natural inclusion. The composition of
the maps defines a graded map
h′′ := σ ◦ θ ◦ (g˜r h′)(−r) ◦ τ : g˜rM(−r)→ g˜r ⋄Q♯(µ)
which, in grade 0—that is, on Mr˜ ∼= (g˜rM(−r))0—identifies with g. Therefore, f is surjec-
tive.
It follows that f is an isomorphism. 
We are now ready for the main theorems of this section. As its proof shows, the first
theorem below is a formality for general QHAs, though it is formulated for our context here.
Theorem 4.3. Suppose that N ∈ A–mod is annihilated by r˜ad a˜. Then N has a ∆red-
filtration if and only if
(4.0.4) dim N =
∑
µ∈Λ
dimHomA(N,∇red(µ)) dim∆
red(µ).
Proof. By Corollary 3.2, A˜/r˜ad A˜ = (grA˜)0 is an integral QHA with standard (resp., co-
standard) objects ∆˜red(λ) (resp., ∇˜rad(λ)). Because A˜ is a˜-tight,
A˜/r˜ad A˜ ∼= A/r˜ad a˜A
by (3.0.12) in Corollary 3.8. Now N has a semistandard filtration in the sense of [27], with
the multiplicity with which a nontrivial homomorphic image of a given ∆red(µ) appears
equal to dimHomA(N,∇red(µ)). Thus,
dimN ≤
∑
µ∈Λ
dimHomA(N,∇red(µ)) dim∆
red(µ)
Equality holds if and only if each homomorphic image of a ∆red(µ) appearing is actually
isomorphic to ∆red(µ), in which case the filtration is a ∆-filtration for the QHA A/r˜ad a˜A,
i. e., a ∆red-filtration. 
An A-module N is said to have a tight lifting if N ∼= N˜ for some tight A˜-lattice N˜ . This
implies that g˜rN ∼= grN˜ by Corollary 3.8(c). Also, we recall from Corollary 3.8(a) that any
A˜-lattice is A˜-tight if and only if it is a˜-tight. Notice if N is an AΓ-module, with a tight
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lifting or not, and N˜ is an A˜Λ-lattice with N˜ ∼= N , then N˜ is necessarily an A˜Γ-lattice. (N˜
has a filtration with sections which are lattices L˜λ in irreducible A˜K -modules LK(λ), λ ∈ Λ.
Then L(λ) is always a composition factor of L˜λ, forcing λ ∈ Γ.) Thus, any lift on N , tight or
not, is necessarily an A˜Γ-lattice. Also, grN˜ (defined using A˜Λ) is a grA˜Γ = (grA˜)Γ-module.
Theorem 4.4. Suppose an AΓ-module M has an A˜-tight lifting to a lattice M˜ for A˜. Then
Ms˜ has a ∆
red-filtration, for each s ≥ 0, if and only if
(4.0.5) Ext1
grA˜
(grM˜, gr⋄Q˜♯(µ)) = 0, ∀µ ∈ Γ.
Proof. First, (gr⋄Q˜♯(µ))K is grA˜K = (grA˜)K-injective, so that Ext
1
grA˜
(grM˜ , gr⋄Q˜♯(µ)) is an
O-torsion module. Hence, it is zero if and only if the reduction mod π map
(4.0.6) HomgrA˜(grM˜, gr
⋄Q˜♯(µ))→ HomgrA˜(grM˜, gr
⋄Q˜♯(µ))
is surjective. By the tightness hypothesis and Corollary 3.8(c), grM˜ ∼= g˜rM . Also,
gr⋄Q˜♯(µ) ∼= g˜r ⋄Q♯(µ).
To see this isomorphism, first notice that, since P˜ ♯(µ) is a tight a˜-lattice, we have grP˜ ♯(µ) =
g˜rP ♯(µ). Apply the duality functor d to both sides. On the left side, we get, using the
discussion above Corollary 3.3,
d(P˜ ♯(µ)) ∼= d˜(grP˜ ♯(µ)) ∼= gr⋄d˜(P˜ ♯(µ)) ∼= gr⋄Q˜♯(µ).
Next, use the general fact that, for any A-module N , there is a natural isomorphism
d(g˜rN) ∼= g˜r ⋄d(N); we leave the easy proof to the reader. Thus, if d is applied to the
right hand side g˜rP ♯(µ), we get g˜r ⋄d(P ♯(µ)) ∼= g˜r ⋄Q♯(µ), as desired.
Now assume the Ext1
grA˜
-vanishing hypothesis of the theorem holds for all µ ∈ Γ. Then,
taking into account the grading, (4.0.6) gives a surjection
(4.0.7) homgrA˜(grM˜(−s), gr
⋄Q˜♯(µ))։ homgrA˜(g˜rM(−s), g˜r
⋄Q♯(µ)),
for each integer s and each µ ∈ Γ. Observe that
dimhomgrAK (grM˜K(−s), gr
⋄Q˜♯(µ))K) = [(grM˜K)s : LK(µ)]
since (gr⋄Q˜♯(µ))K is the injective envelope of LK(µ) in grA˜K–mod. Thus, the O-lattice
homgrA˜(grM˜(−s), gr
⋄Q˜♯(µ)) has rank [(grM˜K)s : LK(µ)]. By general principles (see, e. g.,
[9, Lem. 1.5.2(b)]), for grA˜ lattices X˜ and Y˜ , we have HomgrA˜(X˜, Y˜ ) ⊆ HomgrA˜(X˜, Y˜ ), so
dimhomgrA(g˜rM(−s), g˜r
⋄Q♯(µ)) = [(grM˜K)s : LK(µ)],
since the map (4.0.7) is a surjection.
So we get, if r is an integer satisfying the hypothesis of Lemma 4.2,
dim(grM˜K)r =
∑
µ∈Γ
[(grM˜K)r : LK(µ)] dimLK(µ)
=
∑
µ∈Γ
dimHomA(Mr˜,∇red(µ)) dim∇red(µ).
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Here we are using the fact that M˜ is an A˜Γ-lattice, by the discussion before the theorem.
Since dim(grM˜K)r = dimMr˜, an induction on r proves that each Mr˜ has a ∆
red-filtration.
Conversely, assume that each Ms˜ has an ∆
red-filtration. Tracing back through the above
discussion recovers the Ext1-vanishing in the statement of the theorem. We leave further
details to the reader. 
Finally, he following result is a consequence of Theorem 4.4, since the Ext1-vanishing in
Theorem 4.5 implies the vanishing condition in Theorem 4.4; see [9, Lem. 1.5.2(c)].
Theorem 4.5. Suppose the AΓ-module M has a tight lifting. ThenMs˜ has a ∆
red-filtration,
for each s ≥ 0, provided that
Ext1g˜rA(g˜rM, g˜r
⋄Q♯(µ)) = 0, ∀µ ∈ Γ.
5. p-filtrations of Weyl modules
Let G be a simple, simply connected algebraic group over an algebraically closed field k
of positive characteristic p. Making use of the results so far obtained, we prove the following
theorem. The cases s = 0, 1 are consequences of earlier work in [23] and [11], which inspired
the present paper.
Theorem 5.1. Assume that p ≥ 2h − 2 is an odd prime and that the LCF holds for G.
Given any γ ∈ Xreg(T )+, each section ∆(γ)s˜, s ∈ N, viewed as a rational G-module, has a
∆red-filtration. In particular, ∆(γ) has a ∆red = ∆p-filtration.
Proof. It suffices to verify the hypothesis of Theorem 4.4 forM = ∆(γ). First, Corollary 3.9
implies that ∆˜(γ) is an a˜-tight lifting of ∆(γ). Thus, ∆˜(γ) has a A˜-tight lifting by Corollary
3.8. Finally, to check the Ext1-condition (4.0.5), observe that Corollary 3.3 implies the
grA˜-module gr⋄Q˜♯(µ), µ ∈ Γ, has a filtration by costandard modules (namely, the various
gr∇˜(τ)), for the QHA grA˜. Thus, the Ext1-group vanishes. 
Remark 5.2. Section 7 shows, in view of the above proof, that it is enough in Theorem
5.1 to assume that the LCF holds for any weight γ ∈ Xreg(T )+ satisfying γ < λ.
By [11, Lemma 3.1(b)], any Jantzen translation functor carries ∆p(λ), λ ∈ Xreg(T )+,
to either the 0 module or to another module of the form ∆p(µ), µ ∈ X(T )+. Since these
functors are exact, there is the following consequence.
Corollary 5.3. Assume that p ≥ 2h − 2 is an odd prime and that the LCF formula holds
for G. Then for any γ ∈ X(T )+, ∆(γ) has a ∆
red = ∆p-filtration.
Using the following lemma, Theorem 5.1 can be recast, using G1-radical series. We
continue to assume in the rest of this section that p ≥ 2h− 2 is an odd prime and that the
LCF holds for G. For µ0 ∈ X1(T ), let Q1(µ0) = Q̂1(µ0)|G1 . Also, u = u(g) is the restricted
enveloping algebra of the Lie algebra g of G.
Lemma 5.4. Let µ0 ∈ X1(T ) ∩Xreg(T )+. For n ≥ 0,
(5.0.1) Q˜ζ(µ0) ∩ rad
n
uζ
Qζ(µ0) ∼= rad
n
u(g)Q1(µ0).
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Proof. By choosing a poset Λ of regular dominant weights large enough, we can that Q˜ζ(µ0)
is an A˜ = A˜Λ-module, which we denote by Q˜
♯(µ0) in keeping with previous notation.
First, observe that r˜ad a = rad a, as was shown in the proof of Lemma 4.1(c). Of course,
(r˜ad a˜)(r˜ad na˜) ⊆ r˜ad n+1a˜ for any n ∈ N. Since Q˜♯(µ0) is tight, the left hand side of (5.0.1)
defines a filtration of Q♯(µ0) = Q1(µ0) whose sections are r˜ad
na˜(Q♯(µ0). It thus defines a
semisimple series of Q♯(µ0) whose length is at most the length of a radical series of Q˜K(µ0).
The right hand side of (5.0.1) defines the radical series of Q1(µ0). Also, the left hand side
terms give a semisimple series, having length equal to that of the radical series of Q1(µ0).
On the other hand, Qζ(µ0) and Q1(µ0) are both rigid modules having Loewy length equal
to |Φ|+1 by [16, II.D.14&D.8] (and its evident quantum analog). An elementary argument
establishes the filtrations of Q1(µ0) must be the same, so that (5.0.1) holds. 
Remark 5.5. An alternate proof can be given using the Koszulity of the regular weight
projections of the small quantum group and restricted enveloping algebra, proved in [3]
under the assumptions that p > h and that the LCF holds for G. These assumptions
hold here. It follows that the multiplicity of an irreducible module in the nth radical layer
of Q˜ζ(µ0) or of Q1(µ0) can be computed using products of the same (analogs of) inverse
Kazhdan-Lusztig polynomials. The result now follows from the remarks at the beginning
of the proof above, which show the right hand side of (5.0.1) is contained in the left hand
side. So a codimension count shows equality must hold.
For an a-moduleM , we put (for emphasis) graM =
⊕
n≥0 rad
nM/ radn+1M , where here
radnM = (rad a)nM . As a consequence, we immediately obtain the following important
result.
Corollary 5.6. For n ∈ N,
r˜ad na˜ = (rad a)n.
Thus, for any a-module M , we have g˜rM = gra(M).
Theorem 5.7. For any λ ∈ Xreg(T )+, each section of the G1-radical series of ∆(λ) has a
∆red-filtration. In particular, each section of this radical series has a ∆p-filtration.
Proof. By Corollary 5.6, g˜r∆(λ) = gra∆(λ) for any regular dominant weight λ. Thus, for
any positive integer s, ∆(λ)s = ∆(λ)s˜. The theorem thus follows from Theorem 5.1. 
6. Appendix I
Let (K,O, k) be a p-local system, and let A˜ be an integral quasi-hereditary algebra over
O. Assume that Λ is the poset of the QHA A˜, and for λ ∈ Λ, the standard module ∆˜(λ)
and costandard module ∇˜(λ) are given. Both ∆˜(λ) and ∇˜(λ) are A˜-lattices.
Proposition 6.1. Let M˜ be an A˜-lattice with the property that
(6.0.1) Ext1
A˜
(M˜ , ∇˜(λ)) = 0
for all λ ∈ Λ. Then M˜ has a ∆˜-filtration.
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Proof. For any given λ, the vanishing condition (6.0.1) is equivalent to both the following
two conditions holding:
(6.0.2)
{
(1) Ext1
A˜K
(M˜K ,∇K(λ)) = 0;
(2) HomA˜(M˜, ∇˜(λ))→ HomA˜(M˜ ,∇(λ)) is surjective.
(The map in (2) is induced by the natural map ∇˜(λ) → ∇(λ).) This fact is an easy
application of the long exact sequence of cohomology associated to the short exact sequence
0→ ∇˜(λ)
π
−→ ∇˜(λ)→ ∇(λ)→ 0. We leave the details to the reader. Furthermore, (3.0.2)
implies that, when M˜ is an A˜Γ-lattice for some poset Γ in Λ, and λ ∈ Γ, then each condition
(1) and (2) above is equivalent to its counterpart over A˜Γ.
For any nonempty poset ideal Γ in Λ, if X˜ is an A˜-lattice such that all composition factors
LK(ν) of X˜K satisfy ν ∈ Γ, then X˜ is an A˜Γ-module. In particular, any irreducible section
(“composition factor”) of X˜ has the form L(γ) with γ ∈ Γ.
We will prove the result by induction on |Λ|, the case Λ = ∅ and A˜ = 0 being trivial.
Let λ ∈ Λ be maximal with LK(λ) a composition factor of M˜K . Put Γ = {γ ∈ Λ | γ 6> λ}.
Thus, Γ is a poset in Λ containing λ as a maximal element, and M˜ is an A˜Γ-lattice. We
can therefore assume, without loss, that Γ = Λ.
Let NK be the largest quotient of M˜K for which [NK : LK(λ)] = 0. Set D˜ be the
kernel of the map M˜ ⊆ M˜K ։ NK . Then D˜ is a pure submodule of M˜ . Let N˜ =
M˜/D˜, an A˜-lattice for NK . Then L(λ) is not a composition factor of N˜ . For any ν 6=
λ, the map HomA˜(M˜ , ∇˜(ν)) → HomA˜(M˜ ,∇(ν)) is surjective, since Ext
1
A˜
(M˜ , ∇˜(ν)) = 0.
Notice HomA˜K (D˜K ,∇K(ν)) = 0 if ν 6= λ. (The head of D˜K has only composition factors
LK(λ), by maximality of NK . If HomA˜K (D˜K ,∇K(ν)) 6= 0, a composition factor LK(µ)
of ∇K(ν) would occur in the head of D˜K , and also LK(ν) would be a composition factor
of D˜K ⊆ M˜K . This gives λ = µ ≤ ν 6= λ, which is a contraction to the maximality
of λ.) Thus, Hom
A˜
(M˜, ∇˜(ν)) ∼= HomA˜(N˜ , ∇˜(ν)). Also, by the surjectivity above, every
map f ∈ Hom
A˜
(M˜,∇(ν)) comes from a map f˜ ∈ Hom
A˜
(M˜, ∇˜(ν)) ⊆ Hom
A˜K
(M˜K ,∇K(ν))
by reduction mod π. Since f˜(D˜) = 0, f(D˜) = 0 as well. Hence, Hom
A˜
(M˜ ,∇(ν)) ∼=
HomA˜(N˜ ,∇(ν)). Now we have that the natural map HomA˜(N˜ , ∇˜(ν)→ HomA˜(N˜ ,∇(ν)) is
surjective, for all ν 6= λ. Put Λ′ = Λ\{λ}, a proper poset ideal of Λ (possibly empty). For
ν ∈ Λ′, consider the exact sequence
Hom
A˜K
(D˜K ,∇K(ν))→ Ext
1
A˜K
(N˜K ,∇K(ν))→ Ext
1
A˜K
(M˜K ,∇K(ν))
arising from the long exact sequence for Ext. The right hand end is 0 by hypothesis. The
left hand term is also 0 by construction, as previously argued. Thus, the middle term
vanishes. Since both of its modules belong to A˜Λ′,K , Ext
1
A˜Λ′
(N˜K ,∇K(ν)) = 0 for all ν ∈ Λ
′.
By induction, N˜ has a ∆˜-filtration.
It remains only to show that D˜ has a ∆˜-filtration. We have
Ext1
A˜
(N˜ ,∇(ν)) = Ext1A(N˜k,∇(ν)) = 0, ∀ν,
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since N˜ has a ∆˜-filtration. (For later use, observe that these vanishings and their analogues
over A˜K holds for all groups Ext
n, n ≥ 1.) Thus, every element of Hom
A˜
(D˜,∇(ν)) comes by
restriction from Hom
A˜
(M˜ ,∇(ν)), by the long exact sequence of cohomology. But every ele-
ment of Hom
A˜
(M˜ ,∇(ν)), ν 6= λ, vanishes on D˜ as shown (for f) in the previous paragraph.
Therefore, HomA˜(D˜,∇(ν)) = 0 for ν 6= λ. Thus, the head of D˜ has the form L(λ)
⊕n. Next,
observe that, by a long exact sequence of cohomology argument, Ext1
A˜K
(D˜K ,∇K(ν)) = 0,
for all ν ∈ Λ. Also, HomA˜K (D˜K ,∇K(ν)/LK(ν)) = 0 for all ν ∈ Λ. This is because λ is
maximal and the head of D˜K is isomorphic to LK(λ)
⊕m. (Here m is a positive integer as is
n above.) Consequently, Ext1AK (D˜K , LK(ν)) = 0, for all ν, by another long exact sequence
argument. Therefore, D˜K is a projective A˜K -module. Hence, D˜K(λ) ∼= ∆K(λ)
⊕m. Since
the head of D˜ ∼= L(λ)⊕n, D˜ is a homomorphic image of ∆˜(λ)⊕n. Therefore, n ≥ m.
If we reduce the lattice D˜ mod π and count its composition factors, with multiplicities, we
get the same answer as when we reduce mod π the lattice ∆˜(λ)⊕m in D˜K . Hence, n ≤ m.
Thus, equality holds, and the surjection ∆˜(λ)⊕n ։ D˜ is an isomorphism, by dimension
considerations. 
Remark 6.2. Of course, a dual argument shows that M˜ has a ∇˜-filtration provided that
Ext1
A˜
(∆˜(µ), M˜ ) = 0, for all µ ∈ Λ. Or, observe that the argument above works for right as
well as left A˜-modules, and then take a linear dual.
7. Appendix II
We assume the notation and setup of the beginning of §4.1, and let Γ be a finite poset
of regular weights. Assume that the “LCF holds for Γ” in the sense that ∆p(γ) = ∆red(γ),
for all γ ∈ Γ. We will prove a substitute for Lemmas 4.1 and 4.2 under this assumption,
without requiring that the LCF holds for all dominant weights in the Jantzen region. More
precisely, we claim that (s˜ocQ♯(γ))Γ ∼= ∇red(γ), for all γ ∈ Γ.
The condition ∆p(γ) = ∆red(γ) is equivalent to the statement ∆p(γ0) = ∆
red(γ0), if
γ = γ0 + pγ1, with γ0 ∈ X1(T ), γ1 ∈ X(T )+. Of course, ∆
p(γ0) = L(γ0). We also note the
obvious fact that ∆p(γ)|a is a direct sum of copies of the irreducible a-module L(γ0)|a.
The module Q♯(γ) is dual to P ♯(γ)/(r˜ad a)P ♯(γ), which is the reduction mod π of
P˜ ♯(γ)/r˜ad P˜ ♯(γ), as noted in the proof of Lemma 4.2. The latter module may be in-
terpreted as (grP˜ ♯(γ))0, and grP˜
♯(γ) has a graded gr∆˜-filtration. Thus, (grP˜ ♯(γ))0 has a
∆˜red-filtration. All ∆˜red(ν)-sections, for ν ∈ Γ, may be assumed to occur together at the top.
Tracing back to s˜ocQ♯(γ) gives that the desired equality (Q˜♯(γ))Γ = ∇red(γ) holds if and
only if the only section ∆˜red(ν), ν ∈ Γ, occurring in the ∆˜red-filtration of P˜ ♯(γ)/r˜ad P˜ ♯(γ) is
the evident top term ∆˜red(γ). Equivalently, the head of P˜ ♯(γ)K,Γ is LK(γ). We now prove
this assertion.
Write P˜ ♯(γ)K as a direct sum of indecomposable U˜ζ,K-modules. Each is, of course, a
projective indecomposable module, and so has the form PK(ω) for some ω ∈ Xreg(T )+.
Since there is a nonzero homomorphism P˜ ♯(γ) ⊆ P˜ ♯(γ)K → PK(ω)/ radPK(ω) ∼= LK(ω),
L(γ) must appear in the reduction mod π of any full lattice in LK(ω). Hence, γ ≤ ω.
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Suppose that ω ∈ Γ. Then ∆red(ω0) = L(ω0) is the irreducibleG-module of highest weight
ω0, hence is an irreducible G1-module, and the same is true for L(γ0). Thus, L(γ0) ∼= L(ω0)
as G1-modules, and γ0 = ω0. Moreover, the highest weight 2(p − 1)ρ + w0ω0 of Q(γ0) is a
weight of QK(γ0) = PK(γ0), so 2(p−1)ρ+w0ω0+pω1 ≤ 2(p−1)ρ+w0γ0+pγ1, the highest
weight of Q♯(γ). Therefore ω1 ≤ γ1, since ω0 = γ0. Also, ω1 ≥ γ1, since ω ≥ γ, as already
shown. Thus, ω = γ.
Consequently, all irreducible modules in the head P˜ ♯(γ)K,Γ are isomorphic to LK(γ).
However, LK(γ) can appear only once in the head, since P˜
♯(γ) is a homomorphic image
of the projective A˜Λ-cover P˜ (γ) of ∆˜(γ), and its own ∆˜-filtration is part of a ∆˜-filtration
of P˜ (γ). Hence, LK(γ) occurs only once in the head of P˜
♯(γ), with all other composition
factors of the head indexed by higher weights. This completes the proof of the claimed
equality.
The claim can now serve as a substitute for Lemma 4.2. This allows both Theorems 4.4
and 4.5 to go through, provided the highest weights of composition factors of the moduleM
belong to a poset Γ for which the LCF holds. Therefore, the following analog of Theorem
5.1 holds.
Theorem 7.1. Assume that p ≥ 2h − 2 is odd. Suppose that λ ∈ Xreg(T )+ and that the
LCF holds for the poset Γ := {γ ∈ Xreg(T )+ | γ < λ}. Then each section ∆s˜(λ), s ≥ 0,
viewed as a rational G-module, has a ∆red-filtration. Each standard module ∆(γ), with
γ ∈ X(T )+ satisfying γ ≤ λ, also has a ∆
red-filtration.
We remind the reader that ∆red(λ′) = ∆p(λ′) for λ′ ∈ Γ. A similar statement holds for
γ′ ∈ X(T )+ and and γ
′ ≤ λ′, by a translation argument, which we leave to the reader.
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