A popular way to represent clustered binary, count, or other data is via the generalized linear mixed model framework, which accommodates correlation through incorporation of random effects. A standard assumption is that the random effects follow a parametric family such as the normal distribution; however, this may be unrealistic or too restrictive to represent the data. We relax this assumption and require only that the distribution of random effects belong to a class of 'smooth' densities and approximate the density by the seminonparametric (SNP) approach of Gallant and Nychka (1987) . This representation allows the density to be skewed, multi-modal, fat-or thin-tailed relative to the normal and includes the normal as a special case. Because an efficient algorithm to sample from an SNP density is available, we propose a Monte Carlo EM algorithm using a rejection sampling scheme to estimate the fixed parameters of the linear predictor, variance components and the SNP density. The approach is illustrated by application to a data set and via simulation.
INTRODUCTION
Generalized linear mixed models (GLMMs) (Schall, 1991; Zeger and Karim, 1991; Breslow and Clayton, 1993) are a popular way to model clustered (e.g. longitudinal) data arising in clinical trials and epidemiological studies of cancer and other diseases. In these models, correlation is taken into account through incorporation of random effects that are routinely assumed to be normally distributed. Calculation of the marginal likelihood requires integration over the distribution of the random effects. However, unlike that for linear mixed models (see, for example, Laird and Ware, 1982) , maximum likelihood inference for GLMMs is complicated by the fact that the random effects enter the model nonlinearly. This feature makes the required integration intractable in general, even if the random effects are normally distributed.
Consequently, much work has focused on approximate techniques that seek to avoid the integration. Unfortunately, approaches based on Laplace and other approximations (see, for example, Schall, 1991; Breslow and Clayton, 1993) may yield biased estimates of fixed model parameters (Breslow and Lin, 1995; Lin and Breslow, 1996) , particularly in the case of binary response. This difficulty has motivated a number of alternative approaches (see, for example, Lee and Nelder, 1996; Jiang, 1999) . There have also been attempts to carry out the necessary integrations via fully Bayesian analyses using Markov chain * To whom correspondence should be addressed Monte Carlo techniques (Zeger and Karim, 1991) or using Monte Carlo EM (MCEM) algorithms to implement 'exact' likelihood analysis (McCulloch, 1997; Booth and Hobert, 1999) . In the latter case, an approach proposed by Booth and Hobert (1999) is based on using acceptance-rejection methods to generate samples of independent draws from the appropriate conditional distribution. This allows one to assess the Monte Carlo error at each iteration of the algorithm, suggesting a rule for 'automatically' increasing the Monte Carlo sample size, making this method attractive as a general strategy for likelihoodbased analysis.
An assumption underlying many of these approaches is that the random effects have distribution belonging to some parametric family, almost always the normal. However, this assumption may be unrealistic, raising concern over the validity of inferences both on fixed and random effects if it is violated. Moreover, allowing the random effects distribution to have more complex features than the symmetric, unimodal normal density may provide insight into underlying heterogeneity and even suggest failure to include important covariates in the model. Accordingly, considerable interest has focused on approaches that allow the parametric assumption to be relaxed in mixed models (Davidian and Gallant, 1993; Magder and Zeger, 1996; Verbeke and Lesaffre, 1996; Kleinman and Ibrahim, 1998; Aitken, 1999; Jiang, 1999; Tao et al., 1999; Zhang and Davidian, 2001 ). Many of these approaches assume only that the random effects distribution has a 'smooth' density and represent the density in different ways. In the particular case of the linear mixed model for clustered data, Zhang and Davidian (2001) propose use of the 'seminonparametric' (SNP) representation of densities in a 'smooth' class given by Gallant and Nychka (1987) , which allows the marginal likelihood to be expressed in a closed form, facilitating straightforward implementation. They show that this approach yields reliable performance in capturing features of the true random effects distribution and the potential for substantial gains in efficiency over normal-based methods.
In this paper, we apply this technique to the more general class of clustered-data GLMMs. Although it is no longer possible to write the likelihood in a closed form, the fact that an efficient algorithm is available for sampling from an SNP density makes use of the MCEM algorithm of Booth and Hobert (1999) attractive. This allows fitting in the case of a 'smooth' but unspecified random effects density to be carried out with not much greater computational burden than when a parametric family is specified.
In Section 2, we introduce the semiparametric GLMM in which the random effects are assumed only to have a 'smooth' density, and we present the form of the SNP representation. Section 3 describes the proposed MCEM algorithm and the strategy to choose the degree of flexibility required for the density. We illustrate the methods by application to a data set in Section 4, and present simulations demonstrating performance of the approach in Section 5. Throughout, we use the terms 'cluster' and 'individual' interchangeably.
MODEL SPECIFICATION

Semiparametric generalized linear mixed model
Let y i j denote the jth response for the ith individual, i = 1, . . . , m and j = 1, . . . , n i . For each i, conditional on random effects b i (q × 1), the y i j , j = 1, . . . , n i are assumed to be independent and follow a generalized linear model (McCullagh and Nelder, 1989 ) with density
where
; φ is a dispersion parameter whose value may be known; c(· ; ·) is known function; and, for link function g(·), the linear predictor
fixed effects β (p × 1), the random effects b i , and known vectors of covariates x i j and s i j for the fixed and random effects, respectively. We assume the random effects are mutually independent across i and write
where γ is (q × 1), R is a (q × q) upper triangular matrix, and Z i is a random vector, which will prove convenient shortly. Rather than make the usual assumption that Z i is standard multivariate normal, so
where N q (·, ·) represents the q-variate normal distribution, we instead assume only that the Z i have density in a 'smooth' class of densities described mathematically by Gallant and Nychka (1987) . This class includes densities that may be skewed, multi-modal, or thin-or fat-tailed relative to the normal and in fact includes the normal; however, it excludes densities exhibiting unusual behavior, such as oscillations, or jumps that would likely be implausible representations of inter-individual heterogeneity. Thus, (1) and (2) together describe a semiparametric GLMM in the sense that the random effects distribution is not fully specified. Note that (2) does not restrict the random effects to have mean zero; thus, for identifiability purposes, x i j should not contain s i j in (1), and E(b i ) = R E(Z i ) + γ will be the fixed effects corresponding to s i j , usually including the 'intercept' term. This does not cause any difficulty, as we demonstrate subsequently.
SNP density representation
The term 'seminonparametric' or SNP was used by Gallant and Nychka (1987) to suggest an approach lying halfway between fully parametric and completely nonparametric specifications. Gallant and Nychka (1987) showed that densities satisfying certain smoothness restrictions, including differentiability conditions, could be represented by an infinite Hermite series expansion plus a lower bound on tail behavior. They suggested that a truncated version of the expansion could be used as a general-purpose approximation to a smooth density. Following Davidian and Gallant (1993) and Zhang and Davidian (2001) , we propose to represent the density of b i in the semiparametric GLMM by the truncated expansion, which we now describe.
Suppose Z is a q-variate random vector with density proportional to a truncated Hermite expansion so that Z has density
for some fixed value of K , where ϕ q (·) is the density function of the standard q-variate normal distribution N q (0, I q ). Here, P K (z) is a multivariate polynomial of order K , written above using multi-index α = (α 1 , α 2 , . . . , α q ) T (vector with nonnegative integer elements), |α| = q k=1 α k , and
The proportionality constant is given by 1/ P 2 K (s)ϕ q (s) ds, so that h K (z) integrates to 1. The coefficients in P K (z) may only be determined to within a scalar multiple, so to achieve a unique representation, it is standard to set the leading term in the polynomial equal to 1; for example, a 00 = 1 in the example (Davidian and Giltinan, 1995, Section 7.2) . The resulting representation, a normal density modified by a squared polynomial, is capable of approximating a wide range of behavior for K as small as 1 or 2. We discuss choice of K in Section 3.4.
We have found that, when using the SNP representation as given above for random effects, numerical instability in estimating the polynomial coefficients may result. To demonstrate, for K = 2 and q = 1, the density is h 2 (z)
is sufficiently large with a 2 a 1 , then 1/a 2 and 1/a 2 may be negligible and
leading to practical identifiability problems. In order to circumvent this difficulty, we use a reparametrization by taking the proportionality constant equal to 1, which is an alternative way to provide a unique representation and which is equivalent to requiring
It is straightforward to calculate this expectation by writing the polynomial in an alternative form, which we now demonstrate in the case q = 2, so that U = (U 1 , U 2 ) T . For given q and K , let J be the number of distinct coefficients in the polynomial P K (u); when q = 2, J = (K + 1)(K + 2)/2. Let p be the (J × 1) vector of polynomial coefficients; for example, when q = 2 and K = 2, p = (a 00 , a 10 , a 01 , a 20 , a 11 , a 02 ) T . Then the polynomial can be written as
where p j is the jth element of p, and j 1 and j 2 are the subscripts of p j in the original representation. For example, with q = 2 and K = 2 and p as given above, p 2 = a 10 and j 1 = 1, j 2 = 0. Now let V be the (J × 1) random vector whose jth element is U
Note that the elements of V are just products of powers of independent standard normal random variables, so that the expectation is straightforward to compute, and A is a positive definite matrix. Thus, we may write A = B T B for some B, and, with c = Bp, we require E{P 2
This leads to a reparametrization using
This representation may be shown to hold for general q.
The relationship between the original and new parametrization may be appreciated by an example.
from which it is straightforward to deduce that a 0 + a 2 = cos(ψ 1 ), a 1 = sin(ψ 1 ) cos(ψ 2 ), and
We thus propose to represent the density of Z i in (2) as
where the notation emphasizes that the polynomial is parametrized in terms of
is q-variate normal density with mean γ and covariance matrix , and δ is made up of all elements of ψ, γ , and R. Note that the random effects density is thus parametrized in terms of a finite set of parameters δ, where the dimension of δ (through ψ) depends on K . When K = 0, (3) reduces to a standard q-variate normal density and hence (4) is N q (γ , R R T ), so that the usual normal specification for GLMMs is a special case.
MONTE CARLO EM ALGORITHM
Likelihood
Under the model given in (1), (2) and (4), we may write the marginal likelihood for
. . , m. Because (5) cannot be evaluated analytically in general, we propose to maximize (5) in ζ via the MCEM algorithm of Booth and Hobert (1999) , incorporating the SNP representation for the random effects density. We treat K as a 'tuning parameter' controlling the degree of flexibility for the random effects, using the algorithm to fit the model for several choices of K , for example K = 0 (normal random effects), 1, and 2, choosing among them as described in Section 3.4.
The EM algorithm applied to random effects models treats b as missing data, y as the observed data, and (y, b) as the 'complete' data (see, for example Searle et al., 1992, Chapter 8) . Under this perspective, the complete data have density function f (y, b; ζ ) equal to the integrand in (5). At the (r + 1)th iteration, the E-step involves the calculation of
where f (b|y; ζ ) is the conditional distribution of b given y, and ζ (r ) denotes the value from the previous (r th) iteration. The M-step consists of maximizing Q(ζ |ζ (r ) ) in ζ to yield the new update ζ (r +1) . The process is iterated from a starting value ζ (0) to convergence; under regularity conditions, the value at convergence maximizes (5). Obtaining a closed form expression for (6) is often not possible, as it requires knowledge of the conditional distribution of b given y evaluated at ζ (r ) , which in turn requires knowledge of the marginal likelihood whose direct calculation is to be avoided. The suggestion exploited by Booth and Hobert (1999) for GLMMs with parametric random effects distribution is to use a Monte Carlo approximation to (6) in the E-step. Specifically, if it is possible to obtain a random sample (b (1) (b|y; ζ (r ) ), then (6) may be approximated by at the (r + 1)th iteration
yielding a so-called MCEM algorithm. By independence, to obtain a sample from f (b|y; ζ (r ) ), one may sample from the conditional distribution of b i given y i evaluated at ζ (r ) , f (b i |y i ; ζ (r ) ), say, for each i. Several algorithms for generating such random samples are available. One approach is to use the Metropolis-Hastings algorithm, as in McCulloch (1997) , to sample from the conditional distribution for each i using the random effects density as the candidate distribution. Alternatively, Booth and Hobert (1999) propose using a rejection sampling scheme (Geweke, 1996) , arguing that, unlike the MetropolisHastings approach, this produces independent and identically distributed samples that may be used to assess Monte Carlo error at each iteration and hence suggest a rule for changing the sample size L to enhance speed. Booth and Hobert (1999) advocate using rejection sampling as long as it is easy to simulate from the assumed random effects density. As we now discuss, the availability of an efficient rejection sampling scheme for the SNP representation makes this an attractive choice.
'Double' rejection sampling
To carry out the E-step for our model, a random sample from the conditional distribution of b i given y i evaluated at ζ (r ) for each i, which we denote f K (b i |y i ; ζ (r ) ) to emphasize dependence on K , is required. As discussed by Booth and Hobert (1999) , this involves first obtaining a random sample from the marginal distribution f K (b i ; δ (r ) ). Gallant and Tauchen (1992) propose an algorithm to generate a random sample from a SNP density, which we now describe.
To generate a sample from f K (b i ; δ (r ) ), we first generate a random sample from h K (z; ψ (r ) ). Following Gallant and Tauchen (1992) , this depends on finding an upper envelope for h K (z; ψ (r ) ); i.e. a positive, integrable function d K (z; ψ (r ) ), say, that dominates h K (z; ψ (r ) ), i.e. 0 h K (z; ψ (r ) ) d K (z; ψ (r ) ) for all z. This leads to the candidate density g K (z; ψ (r ) s; ψ (r ) ) ds. Gallant and Tauchen (1992) observe that for the SNP representation, g K (z; ψ (r ) ) is a weighted sum of Chi density functions, where a Chi random variable χ ν = (−1) S χ 2 ν , χ 2 ν is a Chi-square random variable with ν degrees of freedom, and S is Bernoulli(1/2). Sampling from a Chi density is straightforward (Monahan, 1987) . Exploiting these developments, a rejection algorithm to generate a random sample z from h K (z; ψ (r ) ) involves the following two steps: z; ψ (r ) ) then accept z; otherwise, go to 1 and repeat until a sample z is accepted.
If z * i is a sample generated this way for individual i, then a sample b
The acceptance rate is close to 50% (Gallant and Tauchen, 1992) . This scheme may be incorporated into the Booth and Hobert (1999) MCEM rejection sampling approach for generating a sample from f K (b i |y i ; ζ (r ) ) as follows.
(1) Generate a random sample b * i from f K (b i ; δ (r ) ) using the rejection sampling algorithm for the SNP density above. An accepted b * i is a random sample from the conditional distribution f K (b i |y i ; ζ (r ) ). Because both steps involve a rejection sampling scheme, we refer to this as 'double' rejection sampling.
EM algorithm
We may now describe implementation of the MCEM algorithm for our semiparametric GLMM for a fixed choice of K . If (b (1) , b (2) , . . . , b (L) ) are generated independently from the density function f (b|y; ζ (r ) 
m ) T , the Monte Carlo approximation at the E-step may be written as
In (8), the parameters (β, φ) and δ separate; thus, maximization of (8) at the M-step may be carried out in two steps. To obtain (β (r +1) , φ (r +1) ), the first term in (8) may be maximized in (β, φ), which is equivalent to finding the maximum likelihood estimate of the regression parameters for a generalized linear model with an offset. Maximizing the second term in (8) gives δ (r +1) , which may be carried out using standard optimization software. We have implemented this scheme in Fortran 90 using the IMSL optimization subroutine BCPOL to maximize the second term in (8) involving the SNP density. In our experience, this maximization is quite stable under our parametrization. Booth and Hobert (1999) propose that a normal approximation of the Monte Carlo error in ζ (r +1) may be used after iteration (r + 1) to deduce an appropriate choice of the Monte Carlo sample size L for the next iteration. In particular, they show that, after the (r + 1)th iteration, ζ (r +1) is approximately normally distributed with mean ζ * (r +1) , say, maximizing Q(ζ |ζ (r ) ), and covariance matrix that may be estimated. Hence, they advocate constructing an approximate 100(1 − α)% confidence ellipsoid for ζ * (r +1) . If the previous value ζ (r ) is inside of this confidence region, they recommend increasing L by the integer part of L/k, where k is a positive constant. Booth and Hobert (1999) have advocated choosing α=0.25 and k ∈ {3, 4, 5}. The authors also discuss several stopping rules for the EM algorithm. We have successfully used α = 0.25, k = 3, initial L = 50, and the stopping criterion that the relative change in all parameter values from successive iterations is no larger than 0.001.
To obtain starting values for the algorithm, one may assume the random effects follow a normal distribution and use existing software (e.g. SAS PROC NLMIXED or the macro GLIMMIX) to obtain starting values β (0) , φ (0) , γ (0) and R (0) . We have had success using ψ (0) = 0.
Combining the above, the MCEM algorithm for the semiparametric GLMM, incorporating 'double' rejection sampling, is as follows. (r +1) to be the maximum likelihood estimate ζ ; otherwise, set r = r + 1 and return to 2. Booth and Hobert (1999) show that a by-product of such an algorithm is the observed Fisher information, which may be approximated by the difference of two positive definite matrices. However, because of the Monte Carlo error, we have found that this difference may not always be positive definite in practice. Accordingly, we propose instead to approximate the observed Fisher information directly via Monte Carlo after convergence is achieved, which works well as shown in Section 5. In particular, the observed information for ζ may be written as
With b i = γ + Rz i and regularity conditions,
i ) are samples from normal distribution ϕ q (z i ) for large L, which can be substituted into the expression for observed information. We use L = 10 000 in the analyses of Sections 4 and 5. Standard errors for functions of the parameters, e.g. for estimators for E(b i ) and var(b i ) = R var(Z i )R T , may be obtained via the delta method.
Choosing K
The preceding developments assume that K , the degree of the SNP polynomial, is fixed. A larger K gives more flexibility for representing the random effects distribution, but choosing a K that is too large will result in an inefficient representation. Thus, it is desirable to choose K according to a criterion that balances the number of parameters and the suitability of the fit. Davidian and Gallant (1993) and Zhang and Davidian (2001) . For all of AIC, BIC and HQ, smaller values are preferred, so for any given criterion, one would choose K yielding the smallest value across several choices. In general, one would fit K = 0 (normal random effects), and richer choices K = 1, 2 and 3; often K = 1 or 2 is sufficient to represent adequately departure from normality.
To compute AIC, BIC and HQ following the MCEM algorithm, we propose approximating log L( ζ ; y) via Monte Carlo. We may generate samples (b (1) 
via rejection sampling as in Section 3.2, and obtain
which may be substituted into the expression for the desired criterion. We have used L = 10 000 in the sequel with good results.
APPLICATION: SIX CITIES DATA
To illustrate the utility of the methods, we apply them to data from the Harvard Study of Air Pollution and Health (Ware et al., 1984) , the so-called 'Six Cities Study'. The data consist of records for m = 537 children from Steubenville, Ohio, each of whom was examined annually from ages 7 to 10. Whether the child had a respiratory infection in the year prior to each exam was reported by the mother; also available was the mother's baseline smoking status as ascertained at the first interview. We considered the model (1) for the binary response y i j (1 = infection, 0 = no infection) for child i at age a i j (in years-9) with logit link and linear predictor η i j = s i β 1 + a i j β 2 + b i , where s i is mother's baseline smoking status (1 = smoker, 0 = non-smoker), b i = γ + r z i , and z i has the density (3) with q = 1 for K = 0, 1, 2. We also considered this model with an additional interaction term for smoking and age, but there was no evidence supporting the need for this term, and the results were similar.
The fit of the model is summarized in Table 1 . The estimates of the fixed effects β 1 and β 2 are similar across choices of K . Based on all three criteria in Section 3.4, K = 0 is preferred, suggesting that there is no evidence that the random effects distribution is different from the normal. Figure 1 shows the estimated random effects densities for K = 0, 1, 2. All estimates are unimodal and symmetric, further confirming that the data show little support for a departure from normality of the underlying random effects. This demonstrates a useful feature of our approach as a model-checking device; because the SNP representation contains the normal, fitting the model with K = 0 and then increasing K provides both visual and empirical information with which to gauge the validity of the usual normality assumption.
From Table 1 , note that the estimates of all fixed parameters are virtually identical for the K = 0 and K = 1 fits. This suggests that adopting a strategy of choosing K = 1 a priori as protection against departures from the normality assumption may not be unreasonable. The simulation results in Section 5 Table 1 . Results for the six cities study
Estimate ( support this idea, showing that, when the random effects are truly normal, loss of efficiency relative to using K = 0 is negligible. Computation times using our implementation on a Sun Ultra 10 workstation were 5, 10 and 20 min for K = 0, 1, and 2, respectively, including Monte Carlo calculation of standard errors and evaluation of the information criteria. Given the size of the data set, these computation times demonstrate the feasibility of the approach for practical use.
SIMULATION RESULTS
We conducted simulation studies to investigate performance of the proposed methods. We report on a case of binary response. In each of 100 Monte Carlo data sets, for each of i = 1, . . . , m = 250 individuals y i j , j = 1, . . . , n i = 5 observations were generated as conditionally independent given b i according to y i j |b i ∼ Bernoulli(π i j ), where For each data set, we fit (9) three times, with K = 0, 1, and 2, using the MCEM algorithm of Section 3.3, and calculated AIC, BIC, and HQ for each fit. A preliminary study revealed that K > 2 was never chosen by any criterion, so larger K were not considered in the interest of speed. For all simulations considered in this section, fits of each simulated data set for K = 0, 1, and 2, took about 3, 5, and 10 min respectively on a Sun Ultra 10 workstation. For this situation, over all 100 data sets, AIC selected K = 0 four times, K = 1 81 times, and K = 2 fifteen times; using BIC and HQ, these numbers were (20, 80, 0) and (6, 90, 4) respectively for K = (0, 1, 2). These results echo behavior observed in other contexts (for example, Zhang and Davidian (2001) ), that AIC (BIC) tends to choose larger (smaller) K , with HQ intermediate. Estimation results are summarized in Table 2 . The first part shows results under the usual normality assumption (K = 0), while the remaining parts give summaries for the fits preferred by BIC and HQ (results for AIC are similar and are excluded for brevity). Estimation of β 1 and β 2 is unbiased in all three cases; however, under the (inappropriate) normality assumption, estimation of E(b i ) and var(b i ) is compromised. The apparent robustness in terms of bias of the estimators for β 1 and β 2 may seem counterintuitive for nonlinear GLMM models, in which the regression coefficients and variance components are not 'orthogonal'. This lack of orthogonality would be expected to lead to bias under such a misspecification of the random effects distribution. Interestingly, however, apparent unbiased estimation of regression coefficients under misspecification in nonlinear random effects models has also been observed by other authors (for example, Hu et al., 1998; Tao et al., 1999; Zhang and Davidian, 2001) . A similar phenomenon has been discussed in nonlinear mixed models for pharmacokinetics by Lai and Shin (2000) .
Efficiency under K = 0 for the treatment effect β 1 is poor relative to that when the SNP density is estimated, showing that estimation of a treatment effect, often of primary interest, may be inefficient when the usual normality assumption is adopted but is violated. Estimation of β 2 , which corresponds to a covariate changing within individuals, suffers no loss of efficiency under misspecification of the random effects distribution. Similar results have been reported by Tao et al. (1999) and Zhang and Davidian (2001) . We conjecture that, because a cluster-level covariate such as treatment and the latent random effects both pertain to among-individual variation, misspecification of the random effects distribution would compromise quality of estimation of the corresponding regression coefficient. In contrast, a withinindividual covariate such as time is roughly 'orthogonal' to among-individual effects. Thus, estimation of the associated regression coefficient may be less affected. Figure 2a presents the average of estimated densities for the 100 data sets for K = 0 (normal case), along with those preferred by AIC, BIC, HQ, and shows that the SNP density representation is capable of approximating the true, underlying density even for K = 1 or 2. Figure 2b shows the 100 estimated densities preferred by HQ and further supports the flexibility of the approach. Only a few of the 100 fits do not capture the bimodality of the true density. With binary data and only 250 individuals, the information on the underlying random effects is not great; thus, the performance of the SNP approach for detecting and representing a departure from normality is encouraging. We conducted a second simulation under the same parameter settings as above, but with the true distribution of b i as N 1 (−0.45, 3.0625) . All three information criteria correctly selected K = 0 for all 100 data sets. The results are summarized in Table 3 over each fixed value of K . Thus, the results correspond to the situation where K is chosen a priori and held fixed. The estimates are almost all unbiased. The results show that, for estimating β, there is little price to be paid in terms of efficiency for allowing extra flexibility in representing the random effects if one chooses K fixed.
DISCUSSION
We have proposed a semiparametric generalized linear mixed model with flexible random effects distribution for clustered data. The method exploits the SNP approach to represent the density, where the degree of flexibility is controlled by the parameter K , chosen via inspection of standard information criteria. We use the MCEM algorithm with rejection sampling of Booth and Hobert (1999) for implementation, which, along with the parametrization of the density we advocate, provides stable and unbiased estimation, including reliable estimation of the random effects density. Because the algorithm is straightforward to implement and offers good performance, it is attractive for routine use in situations where departure from the usual normal assumption for the random effects is suspected or requires investigation.
The proposed approach is practically feasible for low-dimensional random effects, i.e. q = 1, 2, or 3, as is often the case in the clustered data situation. As with any mixed effects model, high-dimensional random effects can lead to prohibitive computation. Indeed, with q large, the available information may be insufficient to entertain any approach to relaxing parametric assumptions on the random effects. Our experience with the approach proposed here in several examples and simulations suggests that the computational burden associated with small q is not great, and reliable inferences on the random effects distribution are possible. Computational efficiency is in part due to the performance of the rejection sampling scheme for the SNP density, which enjoys acceptance rates close to 50%.
Despite the efficiency of the SNP part of our 'double' rejection sampling procedure, the second rejection sampling component may suffer a low acceptance rate in some applications, particularly for binary data configurations where the proportions of 0 and 1 responses within a cluster are severely imbalanced. Under these circumstances, an alternative approach also proposed by Booth and Hobert (1999) is the use of importance sampling at the E-step. These authors suggest a multivariate t importance density, which requires matching the first two moments to those of f (b|y, ζ (r ) ) at the (r + 1)th iteration. With the SNP representation for the random effects density, we suspect that f (b|y, ζ (r ) ) is likely to be multimodal, making identification of the dominant mode difficult. Yet another potential approach for the E-step is adaptive quadrature (Pinheiro and Bates, 1995) , which may share the same problem. We are currently investigating the performance of these alternatives for this and other popular models.
Our simulations and those of other authors indicate that, contrary to intuition, estimation of regression coefficients may be subject to only negligible bias under misspecification of the random effects distribution. This phenomenon deserves formal investigation.
