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“If you were successful, somebody along the line gave 
you some help. There was a great teacher somewhere 
in your life.” 
Barack Obama
8Acknowledgements
It is difficult to put on paper how much gratitude I feel towards the people around 
me during the time I worked on this thesis. Perhaps naively, I had thought that the 
time of growing up was behind me when I moved to the Netherlands and started 
my PhD but looking back that could not have been further from the truth. Below 
is an incomplete list of people who made these past years such a great time for me. 
Siewert Jan, thank you for the opportunity work in your group and for the way 
you lead the group. The relaxed atmosphere that encourages discussions and ex-
perimentation made me enjoy my time at the lab. Thank you also for showing trust 
and letting me study things I found interesting even when it meant I overextended 
myself and delayed the things you wanted me to work on. I learned invaluable les-
sons because of that. Thank you also for always having your door open whenever I 
needed advice. 
Alex, I wish we had had more time together. I am going to miss talking with you, be 
it about great books, latest sporting event, world news or trying to recall how exactly 
some physical principle works. You are a great teacher and unfortunately that meant 
that the lab had to share you with the rest of the university quite a bit. Luckily some-
times we could come with you to teach which I also enjoyed. 
Helgi, I remember the first party you organized at your place after I had arrived 
in Groningen and going through your bookshelf and knowing that I would feel at 
home at the lab. You were such an understanding supervisor and a source of great 
advice. Thank you also for all the figures you polished and the horrible drafts you 
corrected. 
Floris, I felt we could share a lot about our struggles and frustrations with each other 
because we went through our phds at the same time. Our runs together were refresh-
ing both physically and mentally for me. I enjoyed our conversations whether they 
were serious or funny. 
Juanjuan, apart from you calling me a nice boy I really enjoyed sharing the office 
with you. Thank you for telling me over and over again that I was doing good work, 
sometimes I really needed that encouragement. It was nice to see how we both 
changed during the years. Thank you also for being my paranymph at my defense.
Peter, when you moved to our office I had mixed feelings about it because I had been 
looking forward to having some peace and quiet. But you proved quickly those fears 
wrong. I enjoyed solving problems with you and just talking with you. Thank you 
9Acknowledgements
for your help with my Dutch and being my paranymph at my defense. 
Ignacio, thank you for organizing our big group outing. Some of my best memories 
with the lab are from that trip. Thank you also for always being the cheerful per-
sonality that could bring some laughter even to the worst of the rainy days in the 
Netherlands. 
Djurre, I enjoyed the too short time you were in our group after I started. But it felt 
like you never totally left, the lab was still full of things that you had organized be it 
lunch runs or websites. 
Manel, you seemed to have found the balance where you were constantly happy and 
productive. Thank you for being ready to help anyone with a problem and thank 
you for making the lab a funnier place to work at.
Tsjerk, I got to know you better on conference trips and I always learned something 
when talking with you. You could have warned me how hard it is to commute from 
Utrecht to Groningen, though. 
Riccardo, Ilias, Jonathan, Pim, Sebastian, Carsten, Paulo and Bart, I was already 
commuting when most of you joined the lab and I could not participate outside 
work and get to know you as much as I would have wanted to. It was a shame espe-
cially because I felt you all made the lab an even nicer place to work at. 
Hilda, Bea and Anmara, you saved me so many times when I did not know how 
some university instance worked. I usually came to your office with a problem and 
left on a good mood with the problem solved. Thank you! 
I would also like to thank people without whom I would not have ended up doing 
a PhD. Antti, you were a great teacher but more importantly you showed me the 
interesting world of physics. Emppu, thank you for convincing me to try computa-
tional modeling during that interview. You and Luca created an atmosphere where I 
enjoyed working during those early years. 
I would like to thank the members of my assessment committee Patrick Onck, 
Mikko Karttunen and Wouter Roos for critically reading this thesis.  
My parents Leni and Hannu, I did not realize how lucky I was to have parents like 
you before I was already grown up. Thank you for letting me live my life knowing 
10
Acknowledgements
that you would always love me no matter what and that I always had a place to come 
to with my problems. Whatever good there is in me is because of you two. But the 
faults are all my own. 
My sister Johanna, for years I followed in your footsteps without really knowing 
what I wanted in life. Thank you for having chosen such a good path for me to fol-
low. I remember our pizza, movie and laundry evenings and our trips to the book 
fair with joy. But the biggest lesson I learned from you I learned by watching you 
and Jukka with Lauri and Eero. 
Sonia, my sunshine. Thank you for walking into my life. You were always there for 
me when I was struggling with worry and disappointments and you knew how to 
make me see the big picture and all the good things in life. You are my everything 
pikkukarhu. Thank you for your love and support, I don’t know how I would have 




I believe it is in our nature to explore, to reach out 
into the unknown. The only true failure would be 
not to explore at all.
Ernest Shackleton
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Chapter 1 -  Introduction
1.1 Scope
This thesis describes the development and characterization of a coarse-grained Mar-
tini model for nucleic acids as well as an application of the model in studying a 
DNA-membrane system. The questions of what constitutes a good coarse-grained 
model and what goes into the parameterization of one are discussed extensively. 
Furthermore, the final models developed within this thesis research are described in 
detail and how the scientific community could best use them is discussed. 
Nucleic acids (see Fig. 1.1) constitute one of the most important classes of biomol-
ecules in nature. They store, transport and express the genetic information in our 
cells and play a crucial role in numerous biological processes. They are also used in 
nanotechnology thanks to their predictable base-pairing that enables design of self-
assembling structures made out of nucleic acids. As is the case with most biomolecu-
lar systems, the amount of information and level of detail that can be obtained using 
experimental and imaging techniques is limited. Computational modelling supports 
experimental observations and helps to draw conclusions from them by revealing 
molecular level interactions and mechanisms. Being able to computationally model 
the behaviour of nucleic acids in various biological and artificial environments is 
naturally of great interest. This chapter describes how molecular dynamics simula-
tions function and introduces the concepts used in later chapters, in which models 
for nucleic acids are developed and their behaviour is simulated. 
1.2 Molecular Dynamics
1.2.1 The Power of Computational Microscopy
How can we better understand molecular interactions that are too small to see using 
microscopic methods? What are the actual molecular level mechanisms that drive 
behaviour of biomolecules? Can we predict how minor changes in the biomolecules 
partaking in these biomolecular processes change their outcomes? What is the ef-
fect of other molecules, drugs for example, on such a process? These are some of 
the questions that molecular dynamics (MD) has been developed to answer. MD is 
a computational technique to model the behaviour of molecular systems and thus 
“see” the molecular interaction (or part thereof ) unravelling. In this sense MD can 
be thought of as a computational microscope with an unparalleled resolution. 
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At its core MD is a method to describe the movements of parts of a molecular 
system, most commonly at a level of individual atoms. Th e movements of these 
particles are calculated in tiny consecutive steps, where at each step the acceleration 
of all particles is calculated based on simple physical interactions and the displace-
ment calculated assuming constant acceleration during the step. Calculating these 
interactions, accelerations and movements is straightforward on a computer and 
repeating this process a great number of times for a molecular system a trajectory 
of the system’s evolution is obtained. Th is is how MD can explain in full atomistic 
detail how a cellular process unfolds. 
Th e greatest strength of MD, however, is beyond this step by step visualization of 
cellular processes. By repeating or continuing the computer simulation long enough 
Fig. 1.1. A representation of RNA and DNA structures and the chemical structures of the nu-
cleobases. Figure is from Wikipedia and is shared under the Creative Commons Attribution-
Share Alike 3.0 Unported license.
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such a process can in principle be sampled exhaustively. In practice, this means that 
the simulation has gathered all the information about the simulated system in all 
possible states. This is possible because simulation systems are ergodic, which means 
that, given enough time, the time averages of measured quantities tend to the same 
value as averages over all possible states of the system1. The concept of phase space, a 
collection of all possible states that the system can reach, is a useful way of describing 
the purpose of molecular dynamics. With enough time the MD simulation can sam-
ple each point in the system’s phase space and the frequency of visits at each point 
will match the probability of that point. Thus, ideally MD does not just reveal a 
single path of a cellular process, which alone would tell little, or the most likely path 
but the full set of possible paths for the process including their relative probabilities 
as well as the intermediate states2. Considering this great potential strength, it is no 
wonder MD has gathered substantial interest since its inception in the late 1950s3,4. 
1.2.2 Calculating Force 
Conceptually molecular dynamics is thus a clear and powerful tool for studying 
biomolecular interactions. However, an MD simulation can not describe nature as it 
is. Instead it uses a simplified model of nature that can be simulated on a computer. 
MD can in principle model the dynamics of a system exactly, however, the accuracy 
of the results is dependent on how well the MD computational model describes 
reality. This computational model is called the force field. It can be said that the 
precision of an MD simulation depends on sampling and the accuracy of the force 
field. The force field determines all interactions between the particles in an MD 
system and thus mostly defines the behaviour of the system and processes therein. 
Each interaction is defined as an interaction potential, a derivate of which gives the 
force due to the interaction. 
Most MD force fields are classical force fields, that is they do not treat electrons at 
all and treat the nuclei of atoms as point-like particles with point charges. There are 
force fields with higher level of detail, e.g., ones that include atom polarizabilities 
and on an even higher level of detail ones that include quantum mechanical (QM) 
effects, e.g., Car-Parrinello MD, QM/MM, and QM but these types of force fields 
are not discussed in this thesis. Most classical force fields describe intramolecular 
and intermolecular interactions separately using different kind of potentials that to-
gether aim to describe accurately and efficiently both the conformations and move-
ments of individual molecules as well as larger systems. The interactions are defined 
using a potential of the form
15
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where Vij
LJ and Vij
C are non-bonded potentials between particles i and j and Vi
bonded 
is the bonded interaction potential of particle i.  The force acting on particle i can 
then be calculated from 
which states the force is the negative gradient of the potential. The intermolecular 
potentials Vij
LJ and Vij
C are used to describe the van der Waals and Coulombic in-
teractions. The latter is calculated explicitly from the Coulomb potential of point 
charges in vacuum
where VC is the potential between particles i and j, qi and qj denote the partial 
charges of particles i and j, and rij the distance between particles i and j while ϵ0 is the 
permittivity of vacuum and ϵr the relative permittivity. Van der Waals interactions 
are commonly approximated using a Lennard-Jones (LJ) potential 
where ϵ and σ are parameters describing the strength and range of the interaction. 
The Lennard-Jones potential was historically a fast approximation of the measured 
actual interactions between atoms to be used in a force field for MD simulations 
thanks to the first term being the square of the second term thus simplifying the 
calculations. 
Intramolecular potentials commonly used in MD are bond, angle, and dihedral 
potentials. The functional forms of these are usually very simple, either a simple 
harmonic function, e.g., in the case of a stretching bond
where K is the force constant, rij the distance between the particles, and r0 the equi-
librium distance of that bond. It is common practice to constrain bonds to their 
equilibrium value instead of letting them vibrate to decrease the computational cost 
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of an MD simulation. Similarly to bonded potentials, the angle terms are commonly 
of the form
where θijk is the angle between particles i, j, and k. Another common functional form 
for angle potential is a similarly simple but continuous form using a trigonometric 
function
Dihedral terms can be either proper or improper type. The improper ones are iden-
tical to the angle potentials except that the angle θijkl is defined between two planes 
defined by particles i, j, k and j, k, l while the proper ones are periodic and com-
monly of the form
In addition to these bonded interactions particles further away in a molecule inter-
act with the same non-bonded interactions as intermolecular atoms do. First and 
second neighbour atoms do not commonly interact with each other through non-
bonded interactions in MD and the treatment of third neighbours (so called 1-4 
interactions) is dependent on the specific force field used. 
Force fields derive the parameters that define each interaction potential from quan-
tum mechanical (QM) calculations, experimental structures or other experimental 
data. For example, point charges are commonly either calculated by fitting to an 
electric potential obtained from a QM calculation or are manually tuned so that the 
computational results of the molecule match the experimental measurements. 
The words force field and model are often used interchangeably in the field. For 
the purposes of this thesis a force field defines what kind of functions are used to 
describe interactions between particles while a model defines exact values of param-
eters for a specific molecule. Thus there can be various models describing different 
molecules (or even the same one) that all use the same force field.  
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1.2.3 Ensembles
In addition to the force field, a simulation ensemble is required to fully define a 
simulation model for a system. Molecular dynamics can be performed in an ensem-
ble where the number of particles, volume and total energy of the system are con-
stant, i.e., microcanonical or NVE ensemble. MD simulations are more commonly 
performed in an ensemble where temperature and pressure instead of energy and 
volume are constrained near a constant value. This ensemble is called the isobaric-
isothermal or NpT ensemble whereas the one where temperature and volume in 
addition to the number of particles is constrained is called the canonical or NVT 
ensemble. These ensembles are used because they correspond to the experimental 
conditions that are being modelled. 
The methodology to constrain temperature of an MD simulation near a set value 
instead of keeping the total energy constant is called a thermostat algorithm. More 
accurately, the temperature of the system is kept close to a set reference temperature 
so that it is always converging towards this value. Temperature in a simulation sys-
tem is calculated from the total kinetic energies of the particles 
where <mv2> is the average of mass times velocity squared of the particles, k is the 
Boltzmann constant, and N-Nconstraints is the number of effective degrees of freedom 
in the system. The thermostat algorithm adjusts the velocities of the particles so that 
the temperature tends towards the set constant temperature. At its simplest form the 
velocities can be replaced by drawing new values from a Gaussian velocity distribu-
tion corresponding to the set temperature. This method is called the Andersen ther-
mostat5. Randomly assigning velocities leads to artefacts in MD simulations and this 
thermostat is not commonly used anymore. The Berendsen thermostat6 is an equally 
simple but less problematic method in practice. It is based on scaling the velocities 
using a factor that depends on the deviation from the set temperature and the time 
constant of the algorithm. The Berendsen thermostat overly dampens temperature 
fluctuations and thus does not produce a proper ensemble but this error is minor in 
large systems. The velocity-rescaling thermostat7 is a related method that produces 
the correct ensemble by adding a random component to the velocity scaling. Anoth-
er thermostat that produces the correct ensemble is the Nosé-Hoover thermostat8,9 
that adds a dynamics friction variable to the equations of motion. Temperature can 
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also be controlled by introducing friction and random noise in the system. In this 
case the simulation method is called Langevin dynamics or Brownian dynamics in-
stead of molecular dynamics and these are not discussed further here. 
The pressure in a simulation system can be kept constrained in a similar manner 
using a barostat algorithm. The pressure of a simulation box is calculated from the 
volume V, kinetic energy Ekin and the virial Ξ of the system
where
is the virial tensor which is the outer product of position rij and force Fij vectors in 
the system. The Berendsen barostat6 works by scaling the distances between all par-
ticles in the system (effectively increasing or decreasing the simulation box size) by 
a factor that depends on the pressure deviation, the time constant of the algorithm 
and the compressibility of the system so that the pressure tends towards a set value. 
The Parrinello-Rahman barostat10 produces the correct ensemble by adding a fric-
tion variable to the equations of motion similarly to the Nosé-Hoover thermostat. 
1.2.4 Improving Sampling 
While the incredible level of detail in simulation systems is perhaps the biggest asset 
of MD it is also its biggest limitation. Even though all calculations relevant to MD 
are rather simple, treating all the atoms in the simulation system explicitly quickly 
leads to very large numbers of particles and even larger numbers of interactions. 
Coupled with the fact that all-atom MD simulation time steps are on the order of 
femtoseconds, the sheer number of these individually simple calculations limits the 
length and time scales of systems within reach of MD. 
Using a cut-off distance for non-bonded interactions is the simplest, and practi-
cally universally used, method of limiting the number of calculations required dur-
ing each time step of an MD simulation. The rate of these calculations is further 
increased by maintaining a pair-list of other particles within the cut-off of each 
particle. This list saves time by not having to go through each particle pair at every 
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time step and is updated less frequently or even only when necessary, depending 
on the implementation. Ignoring all interactions outside the cut-off is not realistic 
and the effect of those ignored interactions should be mitigated. The Coulombic 
and van der Waals interactions are commonly treated differently because the van 
der Waals interactions decay faster than Coulombic interactions. Moreover, at the 
range of typical cut-off values (0.9 − 1.2 nm) all excluded van der Waals interactions 
are attractive whereas Coulombic interactions can be both attractive and repulsive. 
The effect of missing van der Waals interactions can be included by assuming that 
the particles further than the cut-off are uniformly distributed. An integral over all 
ignored interactions gives then the size of the effect. This approximation is called the 
dispersion correction. The Coulombic interactions are most commonly included 
using a particle-mesh-ewald (PME) method11,12 where the charges are distributed on 
a grid and a Fast Fourier Transformation (FFT)13,14 is used to calculate the sum of 
the forces more efficiently or a reaction-field method15 where the space outside the 
cut-off is approximated as a uniform medium with a specific dielectric constant. Yet 
another complication of using a cut-off is that the forces switch abruptly between 
a finite value to zero when a particle crosses the cut-off boundary which can lead 
to artefacts. This is often mitigated by using modified potentials where the force is 
smoothly tapered to zero at the cut-off. 
However, these approximations used in virtually all popular MD force fields are 
frequently not enough to reach the time and length scales required for many of the 
potential MD simulation systems. The systems are typically one of two types. Ap-
plications of the first type are too large to simulate for the required durations. These 
would include simulations of large parts of the cellular machinery. Applications of 
the second type require complete sampling of the phase space to obtain accurate 
quantitative results. An example of such an application is obtaining binding free 
energies of solutes to proteins or membranes. Despite the seemingly ever-increasing 
computational capabilities of supercomputers, graphical processing units and dedi-
cated MD hardware, these problems will not be overcome by a sheer increase in 
number of computations per second. While the time scales of an MD simulation 
could increase at the same pace with additional computational power, MD simula-
tion length scales are much more restricted due to compounding computational 
cost. An increase in system size is computationally expensive for two reasons. First, 
increase in size means an increase in number of particles and thus interactions that 
have to be calculated at each time step. Second, many larger scale processes have 
longer periods dramatically increasing the time scale required for proper sampling as 
well, multiplying the computational cost of a simulation. 
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Consequently, many other ways of speeding up MD simulations have been devel-
oped. Most of these methods could be categorised as improved sampling techniques, 
meaning that they aim to sample the interesting parts of the system’s phase space 
more efficiently. Many of these methods either bias the system in such a way that 
ensures the sampling is more efficient or even restrain the sampling to a predeter-
mined part of the phase space16. The most general method for improving sampling, 
however, is coarse-graining. 
1.3 Coarse-Grained MD
1.3.1 The Art of Coarse-Graining
Coarse-graining is a methodology to average out the smallest degrees of freedom 
of an MD system and thus increase the sampling drastically2. In practice a coarse-
grained (CG) system replaces individual atoms with beads or super-atoms that each 
describe a group of atoms. The level of coarse-graining, or how many atoms are 
described using a single bead, can range from a few non-hydrogen atoms up to full 
molecules described as single CG beads. Such a system is often drastically faster to 
simulate than atomistic (AA) systems for several reasons17. First, there are fewer par-
ticles in a CG system and thus fewer calculations need to be performed at each time 
step. Second, the energy landscape of a CG system is smoother than a corresponding 
AA system and thus the kinetics of the system are faster. Third, the simulation time 
step is limited by the fastest vibrations of the system and coarse-graining commonly 
removes these and thus a higher time step can be used in CG simulations. Due to 
these reasons CG simulations are often several orders of magnitude faster than cor-
responding AA simulations. Because of this drastic decrease in the computational 
cost, CG simulations can be performed on processes that would otherwise require 
too large system sizes or require too long time scales. The computational efficiency 
of CG simulations can also be used in a high-throughput manner to study large 
numbers of smaller systems that individually would be within the reach of AA simu-
lations or for faster computational testing and hypothesis formulation before costlier 
AA simulations are performed. 
The increase in speed of CG simulation over AA simulations does not come without 
cost. Exclusion of atomistic details makes the simulations faster but also means that 
the simulated system is described in a way that is further from the natural system. 
This necessary means that a CG system can not describe everything the real system 
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does. Most of the effort in developing a CG force field or a CG model goes to en-
suring that this loss of detail happens mostly in places that are not of interest. This 
is the art of coarse-graining, making a fast model is not difficult per se, a fast model 
that still has enough degrees of freedom to be realistic for the proposed application 
can be near impossible to make in some instances. 
1.3.2 Coarse-Graining Top-Down Versus Bottom-Up
There are various ways of doing coarse-graining but they can largely be categorized 
into two approaches with some overlap: methods that are developed bottom-up or 
top-down18. Bottom-up CG approaches try to describe the structure and dynamics 
of the underlying atomistic system as closely as possible by systematically mapping 
the CG interactions to atomistic simulation data. The underlying assumption is 
that this would inevitably lead the model to describe the system well also on the 
macroscopic level. However, in many cases these models are much more successful 
in reproducing the microscopic structures than macroscopic properties19. Top-down 
CG approaches take macroscopic features, most commonly thermodynamic data, 
and try to reproduce them as well as possible without sacrificing too much of the 
microscopic level dynamics. The CG interactions used are commonly much simpler 
than in bottom-up approaches since the goal is reproducing macroscopic properties 
instead of effective interactions from atomistic simulations. 
Both approaches have produced good CG force fields but the chosen parameter-
ization approach naturally biases the force field to perform better in applications 
that resemble the systems and properties used in the parameterization. However, 
top-down approaches tend to fare better in developing a full force field compatible 
with a large number of biomolecules because of the easier transferability of simpler 
potentials. It is an open question whether this is due to one approach being inher-
ently better at transferability or just making the parameterization of transferable 
force fields easier. One shouldn’t read too much into the differences between the 
approaches, however, since the division can often be somewhat artificial. There are 
numerous overlaps within this division of CG force fields and many of the successful 
CG force fields employ both approaches in their parameterization20. 
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While the loss of detail of a CG model can be limited by well executed parameteriza-
tion, it is always present to some extent. Thus, it is clear that an optimal CG model 
will vary depending on its purpose. Therefore, there is no single best way of coarse-
graining a system but the best approach depends on the goals tried to achieve with 
the model. This directly leads to the conclusion that when characterizing a good CG 
model, it is as important to note the limitations of the model as well as its strengths. 
Fig 1.2. Examples of models in the Martini force field. (A) Four water molecules modelled as one 
CG bead, (B) a polarizable water bead, (C) a peptide, (D) a phospholipid, (E) a fullerene, (F) a 
polymer, and (G) a polysaccharide. 
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Accuracy, how well the CG model reproduces the target data, and speed, how com-
putationally inexpensive it is, are not the only considerations of a good CG model. 
Other important aspects are how transferable the model is, i.e., how well it performs 
in other conditions than the ones it was designed for, and compatibility, i.e., how 
well it can describe different classes of biomolecules. These are practical issues that 
either greatly facilitate or hinder the use of the CG models and should be considered 
in their design. 
1.3.3 The Martini Coarse-Grained Force Field
The Martini coarse-grained force field21,22 is one of the most widely used biomo-
lecular CG force fields today. The level of coarse-graining in Martini is such that on 
average it describes 4 non-hydrogen atoms as one CG bead. The parameterization 
approach employed in Martini emphasizes the transferability and compatibility of 
the force field in addition to reproduction of thermodynamic data. Martini uses a 
chemical building block mapping methodology where the same chemical groups 
are represented by the same CG bead in all different molecules. The building block 
approach helps making Martini models of different classes of molecules compatible 
with each other. Furthermore, the force field uses only a limited number of interac-
tion levels between beads and has only 18 different bead types. The interaction level 
defines how strong the interaction between two bead types is. Martini has 5 polar 
(P), 5 non-polar (C), 4 apolar (N) and 4 charged (Q) bead types. For the polar and 
non-polar classes the 5 different types describe different strengths of (non-)polarity. 
The apolar and charged classes have four types each where one can act as a hydrogen 
donor, another as a hydrogen acceptor, one as both, and one neither. While these 
choices necessarily limit the quantitative accuracy of the force field, they improve 
compatibility and greatly facilitate parameterization of new molecules using the 
force field. 
The main parameterization target of Martini is the partitioning free energies of sol-
utes between polar and non-polar solvents and densities of liquids (top-down ap-
proach). In addition to these targets the bonded interactions are optimized based on 
atomistic reference simulations (bottom-up approach). Moreover, different classes of 
molecules use some specific macroscopic parameterization targets like bilayer prop-
erties in the case of lipids or membrane partitioning for amino-acids. 
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While the Martini building block approach is very successful in making Martini 
extendable and the different Martini models compatible with each other, it has limi-
tations that should be kept in mind. This is true to all CG force fields for reasons ex-
plained above although the specific limitations vary from force field to force field. In 
Martini, the building block approach has a significant impact on electrostatics since 
the CG beads are charged only if they have a full elementary charge. In practice, 
Martini systems have a low charge density and some of the charged interactions are 
effectively described by the Lennard-Jones interactions. Somewhat related to this, 
the most commonly used Martini water model does not contain charges and thus 
cannot screen Coulombic interactions which are instead screened using a uniform 
dielectric constant. Furthermore, Martini does not describe directional hydrogen 
bonding interactions which can sometimes hinder the accuracy of Martini. While 
this is technically also true for atomistic force fields, the coarser description of Mar-
tini lacks similar dipole-like interactions that are included in AA models that have 
several partial charges within a single CG bead. Besides these limitations Martini 
also has limitations common to all CG force fields that arise from the coarse-grain-
ing itself, sometimes the large size of individual beads leads to artefacts due to steric 
clashes, e.g., in a situation where molecular fit is not reproduced or the difficulty 
of transporting water through membranes or membrane channels since each water 
bead is the size of four water molecules. 
The Martini force field was originally developed for simulating lipids21,22. Some of 
the choices made in its parameterization, however, made it convenient for mod-
elling other classes of molecules as well. During the past ten years Martini mod-
els have been created for proteins23-25, carbohydrates26, carbon nanoparticles27, and 
polymers28-30. Some of these models are shown in Fig. 1.2. Smaller sized ring-type 
(S-type) beads that describe aromatic groups22 as well as a polarizable water model31 
have been added to the force field and a Dry Martini implicit solvent version32 has 
been parameterized for lipids. In this thesis, models for nucleotides are developed. 
1.4 Thesis overview
Nucleic acids are a major class of biomolecules that did not have a consistently 
parameterized Martini model. Considering their importance both biologically as 
well as in nanotechnology applications this has been a major drawback. The large 
length scales that nucleic acids frequently require make CG simulations often pref-
erable over atomistic simulations. The rest of this thesis describes the extension of 
Martini to include models for nucleic acids. Chapter 2 describes the development of 
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the Martini DNA model. That model is applied to simulations of DNA mediated 
vesicle fusion in Chapter 3. The development of the Martini RNA model is the topic 
of Chapter 4. Chapter 5 draws conclusions from the work in this thesis and gives 
an outlook on the future development of coarse-grained modelling of nucleic acids. 
Finally, Chapter 6 is my attempt to pass on to the next generation of PhD students 
some of the lessons learned while working on this thesis. 
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Chapter 2:
Martini Coarse-Grained Force Field: 
Extension to DNA
“Essentially, all models are wrong, but some are useful”
George Box
This Chapter is based upon the manuscript:
Martini Coarse-Grained Force Field: Extension to DNA by Jaakko J. Uusitalo, Helgi 
I. Ingólfsson, Parisa Akhshi, D. Peter Tieleman, and Siewert J. Marrink. J. Chem. 
Theory Comput., 2015, 11 (8), 3932–3945.
30
Chapter 2 - Martini Coarse-Grained Force Field: Extension to DNA
Summary
We systematically parameterized a coarse-grained (CG) model for DNA that is com-
patible with the Martini force field. The model maps each nucleotide into six to 
seven CG beads and is parameterized following the Martini philosophy. The CG 
non-bonded interactions are based on partitioning of the nucleobases between polar 
and non-polar solvents as well as base-base potential of mean force calculations. The 
bonded interactions are fit to single-stranded DNA (ssDNA) atomistic simulations 
and an elastic network is used to retain double-stranded DNA (dsDNA) and other 
specific DNA conformations. We present the implementation of the Martini DNA 
model and demonstrate the properties of individual bases, ssDNA as well as ds-
DNA, and DNA-protein complexes. The model opens up large scale simulations of 
DNA interacting with a wide range of other (bio)molecules that are available within 
the Martini framework.
2.1 Introduction
Coarse-graining in biomolecular simulations reduces the complexity of an atomistic 
simulation system by averaging over non-essential degrees of freedom. In practice, 
the reduction is achieved by replacing groups of atoms by larger units that approxi-
mate the interactions of the underlying atoms. Such structural coarse-graining speeds 
up simulations by reducing the number of computations performed per timestep, 
and enables the use of larger timesteps due to smoothening of the energy landscape. 
If done carefully, CG models offer a powerful tool to study systems at increased 
length and time scales with only limited loss of accuracy1,2.
DNA seems like an ideal molecule for CG molecular dynamics (MD) simulations, 
given the problematic nature of sampling DNA conformations at the all-atom lev-
el3-5. In double-stranded (dsDNA) form DNA molecules span sizes from nanome-
ters to centimeters and important structural features arise at widely different length 
scales, which can be addressed with different levels of coarse-graining. Initially, CG 
models for DNA were developed mainly for large length scales, where individual 
base pairs are largely ignored and the main focus is on elastic and packing proper-
ties of dsDNA6-9. More recently, an increasing number of models closer to atomistic 
resolution have been developed. For example, the 3SPN (three sites per nucleo-
tide) models10,11 have enough detail to include specific hydrogen bonding and base 
stacking potentials and derive their bonded interactions from the canonical B-DNA 
structure. These models describe elastic properties of DNA as well as DNA melt-
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ing fairly well. The OxDNA model12,13 also reproduces both thermodynamical and 
structural properties of DNA successfully by parameterizing the CG interactions 
against experimental stacking propensity and dsDNA melting temperatures as well 
as the ideal B-DNA structure. Another CG model with three beads per nucleotide 
by Linak et al.14 is also able to describe some non-Watson-Crick type base pairs using 
directional potentials. A similar model by Maciejczyk et al.15 uses potentials of mean 
force calculations to derive the CG potentials. The model by Maffeo et al.16 mod-
els ssDNA with 2 beads per nucleotide but does not describe sequence specificity. 
The SIRAH force field has a CG DNA model17 that differs from the others by us-
ing more CG beads per nucleotide (6 beads) with spherically uniform interactions. 
Another example of a CG DNA model with higher resolution is the HiRE model18 
that describes each nucleotide with 7 beads. Traditionally, CG DNA models param-
eterize the solvent implicitly and to our knowledge only the SIRAH model has an 
explicit solvent version available. Most of these models are focused on the structural 
or thermodynamic properties of DNA. There have not been many CG models that 
can describe DNA interactions with other biomolecules. Two models that do in-
clude DNA interactions with other biomolecules are the PRIMO(NA) model and 
the model by Poulain et al.19. In addition, Liwo et al.20 have announced that they are 
in the final stages of combining their protein and DNA force fields (UNRES and 
NARES-2P, respectively). 
Here we present a Martini21 CG DNA model systematically parameterized accord-
ing to the Martini philosophy and, therefore, compatible with other Martini models 
for biomolecules and solvents. The CG Martini force field21-23 combines top-down 
and bottom-up approaches for parameterization. The main targets are experimental 
values like densities of liquids and partitioning free energies of small solutes between 
polar and non-polar solvents which are used to determine non-bonded interaction 
parameters as well as atomistic reference simulations which are used mainly to ex-
tract bonded interaction parameters but also to fine-tune the non-bonded interac-
tions. Martini maps roughly four non-hydrogen atoms to one CG bead and has a 
restricted number of bead and interaction types. Each bead type describes one or 
more chemical building blocks and mimics their properties. This approach makes 
the CG Martini models transferable to different systems and compatible with each 
other. The Martini force field has parameters available for an increasing number of 
molecules, including lipids21,22, proteins24,25, carbohydrates26 and polymers27,28, and 
includes aqueous solvent explicitly at two different available levels of detail22,29. Since 
transferability and compatibility are intrinsic properties of models built using the 
Martini force field, a CG Martini DNA model opens up possibilities for CG DNA 
simulations of complex biological systems that other approaches have not been able 
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to address. Previous work on nucleotides using the Martini force field include an ad 
hoc version of a small piece of Martini DNA, parameterized by Khalid and cowork-
ers30 and used to study complexes of DNA and lipids30,31. A modified version of the 
SIRAH DNA model has also been adapted to work with Martini solvent to simulate 
DNA hairpin translocation and unzipping in nanopores32. A preliminary version has 
also been used in a model of a lipid nanoparticle containing RNA33,34. A separate 
model was made by Kim et al.35 to study RNA-peptide complexes. 
The parameterization approach we take here follows the general strategy for Martini, 
combining top-down information from experiment (notably, partitioning free ener-
gies) with bottom-up information derived from reference atomistic simulations. In 
particular, we first selected bead types for the nucleobases based on partition free en-
ergies from water to chloroform or hydrated octanol. The bonded interactions were 
fitted to reproduce bond, angle and dihedral distributions obtained from atomistic 
simulations of short ssDNAs. Finally, for dsDNA, an elastic network was optimized 
to retain the double helical structure and the persistence length of dsDNA. Our 
DNA model can be used to simulate both ssDNA and dsDNA and is compatible 
with all other Martini models. The main limitation of the model is in the base-pair-
ing, which is not specific enough and requires the elastic network to keep dsDNA 
in its canonical form. Reproducing melting curves or spontaneous hybridization is 
therefore not within the scope of our model. Furthermore, the elastic network used 
for the dsDNA will keep the DNA structure close to its initial form. This allows 
for simulations of various DNA structures with or without other biomolecules, but 
limits local reorganization which makes our model less suitable to study structural 
properties of dsDNA.
2.2 Model
In Martini DNA each nucleotide is mapped to 6 or 7 CG beads. The backbone is 
modeled with three beads by mapping the phosphate to one and the sugar to two 
beads. The pyrimidines (cytosine and thymine) are modeled as three-bead rings and 
the purines (adenine and guanine) as four-bead rings. The mapping of each base is 
illustrated in Fig. 2.1 and the exact mappings are listed in Table A1 of Appendix A. 
For each residue, the beads are divided into backbone beads (BB1, BB2, and BB3) 
and side chain beads (SC1, SC2, SC3, and SC4 for the purines). The first backbone 
bead (BB1) is the phosphate and last one (BB3) the 3’ end of the sugar. For the side 
chains the beads are defined in cyclical order so that SC1 is attached to backbone 
and, in dsDNA, the SC2 and SC3 beads would base-pair with the opposing strand.
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The bases in dsDNA are stacked very close to each other, with a distance between 
bases of only 0.34 nm. These stacked rings lead to problems in a CG model that 
describes the underlying atomistic structure with large isotropic beads. In Martini, 
approximately 4 heavy atoms are described with a single bead. The spherical shape 
is necessary partly due to the simplicity of the model but is commonly justified by 
the fairly uniform distribution of underlying atoms inside the spheres. While this 
approximation is good enough for most atomistic structures, it fails for thin, planar 
molecules like the nucleobases since the beads are too large in the dimension per-
pendicular to the plane of the base. Standard Martini beads use a LJ parameter σ = 
0.47 nm and even the smaller ring type beads (S type) use σ = 0.43 nm which is too 
large to model base stacking. In order to fit the bases at the correct distance in the 
CG DNA structure, we therefore created an even smaller bead type. We selected σ = 
Fig. 2.1. The CG mapping of Martini DNA. The DNA backbone is modeled with one bead 
describing the phosphate and two beads describing the sugar. The pyrimidines are modeled with 
three beads and the purines with four beads. The Martini bead type of each bead is show, the 
T-prefix marks the beads that use the new tiny bead type. For hydrogen bonding beads, the new 
special bead types are shown together with the bead type describing their interactions with all 
beads except the special hydrogen bonding beads (in parentheses).
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0.32 nm for this new bead type and denote these beads with T (for tiny). T particles 
interact with each other using the reduced , but behave as S type particles towards 
standard and S type particles (σ = 0.43 nm and epsilon reduced to 75% with S par-
ticles and σ = 0.47 nm with regular particles). 
Another addition to standard Martini was made to describe hydrogen bonding be-
tween the bases. Martini does not have any special interactions to model directional 
hydrogen bonds, although they are crucial for the formation of dsDNA and the 
specificity of base pairing. We therefore specifically tuned the interactions between 
the hydrogen bonding beads. Since Martini explicitly defines interactions pairwise 
for each bead type, we used special bead types for the hydrogen bonding particles, 
adding 8 special beads that are meant solely for this purpose. These beads interact 
with all other bead types based on their underlying chemical group (e.g., TA2, based 
on TN0, interacts like TN0 with all other bead types except for the 8 special hydro-
gen bonding bead types) but the energy levels are modified for interactions between 
these special 8 beads. The interaction matrix of these beads is presented in Table A2.
2.3 Methods 
This section covers the methods used to parameterize and test the DNA model. First, 
the simulation parameters are detailed for the four different types of CG simulations 
used: free energy calculations of nucleobases in solution, equilibrium simulations of 
DNA in solution, equilibrium simulations of DNA-protein systems and, finally, free 
energy simulations of nucleobases in membranes. Second, simulation parameters for 
the corresponding atomistic simulations are detailed. Third, the implementation of 
alchemical free energy calculations and potential of mean force calculations are ex-
plained in detail. The section concludes with an explanation of how the CG bonded 
interactions were obtained from atomistic simulations and how CG structures after 
simulation were backmapped to atomistic resolution. 
2.3.1 CG Simulations
The molecular dynamics (MD) simulations were performed using versions 4.5.x and 
4.6.x of the GROMACS simulation package36. The default Martini parameters21,22 
were used for non-bonded interactions: Lennard-Jones (LJ) interactions were shifted 
between 0.9 nm and 1.2 nm; Coulomb interactions were shifted between 0.0 nm 
and 1.2 nm and screened by a uniform relative electric permittivity (ϵr=15). In simu-
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lations with the polarizable water model29, the relative permittivity was adjusted 
to ϵr=2.5 and long range electrostatics were included using PME
37,38. The pair list 
radius was set to 1.4 nm and updated every 10th step. The timestep varied depend-
ing on the system; the systems including only the nucleobases were simulated with 
a 20 fs timestep, complete DNA molecules with a 10 fs timestep. 
The CG free energy simulations in solution were performed in periodic rhombic 
dodecahedron boxes with the temperature maintained using the velocity rescaling 
thermostat39 at a reference temperature of 298 K and time constant τT=0.5 ps. The 
Parrinello-Rahman barostat40 was used for pressure coupling with a reference pres-
sure of 1 bar,  4.5*10-5 bar-1 compressibility and a time constant τp=4.0 ps. Equi-
librium simulations of CG systems used the velocity rescaling thermostat39 with 
a reference temperature of 298 K and time constant τT=0.5 ps and the Berendsen 
barostat41 with a pressure of 1 bar, 3*10-4 bar-1 compressibility and τp=3.0 ps. For the 
DNA and DNA-protein stability test simulations, the temperature was maintained 
at 310 K using the Berendsen temperature coupling algorithm41 with a time con-
stant τT=2.0 ps. The Berendsen barostat
41 was used to maintain a reference pressure 
of 1.0 bar using a time constant τp=3.0 ps and a compressibility of 3.0*10
-5 bar-1. For 
membrane partitioning free energy simulations, the temperature was maintained at 
303 K using the Berendsen temperature coupling algorithm41 with a time constant 
τT=0.3  ps and semi-isotropic pressure coupling was applied using the Berendsen 
barostat41 with a reference pressure of 1.0 bar using a time constant τp=3.0 ps and 
a compressibility of 3.0*10-5 bar-1. Note, the use of different coupling schemes il-
lustrates the robustness of our model. Additional tests showed our results to be 
independent of the specific choice of thermostat or barostat (data not shown). The 
recommended parameters for Martini DNA simulations can be found at http://
cgmartini.nl.
2.3.2 AA Simulations 
Atomistic reference simulations were run with a timestep of 2 fs with all bonds 
constrained. The coupling schemes were identical to the CG simulations, except for 
membrane partitioning free energy simulations in which a time constant τT=0.1 ps 
was used for the temperature coupling and a time constant τp=2.0 ps and a compress-
ibility of 4.5*10-5 bar-1 for the pressure coupling. Parameters used for non-bonded 
interactions were based on Lavery et al.42 for AMBER except for the addition of 
a short switching region to avoid cutoff artifacts. A neighbor list of 1.2 nm was 
updated every 10th step while both LJ and Coulomb interactions were switched off 
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between 0.8 nm and 0.9 nm. Long-range electrostatics were handled with PME37,38 
and a dispersion correction was used for both energy and pressure. For CHARMM, 
parameters from Bjelkmar et al.43 were used, i.e., a neighbor list of 1.2 nm was 
updated every 10th step, Coulomb interactions were cut-off at 1.2 nm and PME 
was used for the long-range part whereas LJ interactions were switched off between 
1.0 nm and 1.2 nm and dispersion correction was employed for the long-range part. 
For GROMOS, parameters from Oostenbrink et al.44 were used. A neighbor list of 
0.8 nm was updated every 5th step together with a twin-range setup where Coulomb 
and LJ interactions were calculated until 1.4 nm. Reaction-field and dispersion cor-
rection were used for the long-range interactions.
 
Together with the CHARMM and AMBER force fields for the bases, the TIP3P45 
water model was used whereas SPC46 was used with GROMOS. The membrane par-
titioning free energy simulations used TIPS3P47 with CHARMM3648. The octanol 
and chloroform topologies used with the AMBER bases were GAFF49 taken from 
Caleman et al.50. The octanol for CHARMM is based on the CGenFF51 parameters 
for ethanol (adapted to octanol by Casteblanco52) whereas the chloroform used is 
the same as the GAFF topology used for AMBER. Although this chloroform model 
has been previously shown to be compatible with CHARMM2753,54, mixing force 
fields is always a reason for caution. Therefore we also included a comparison to 
previously published results of Wolf et al.55 who studied chloroform water parti-
tioning using different chloroform parameters for CHARMM and AMBER (with 
CHARMM and OPLS parameters, respectively). We denote the results from Wolf 
et al. as CHARMM-Wolf and AMBER-Wolf throughout the manuscript. For the 
GROMOS bases, we used the GROMOS53A644 parameters for both octanol and 
chloroform. For membrane partitioning free energy calculations with AMBER56, 
lipid parameters were taken from references57,58.
2.3.3 Free Energy Calculations
The partitioning free energies of small building blocks are the main benchmark used 
to parameterize non-bonded interactions in Martini21,22. We determined the bead 
types for the nucleobases by calculating their partitioning free energies from water 
to octanol (hydrated with a 0.26 mol fraction of water to match experimental condi-
tions59) and from water to chloroform. We used experimental values as well as results 
from all-atom simulations to benchmark the CG partitioning behavior. 
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All partitioning free energies are calculated by separately calculating the solvation 
free energies in both solvents and using a simple thermodynamic cycle, which yields 
the partitioning free energy as
where s1 and s2 denote the two solvents, Ø denotes vacuum and ΔG is the change 
in free energy related to the process described in the subscript. The free energies of 
solvation were obtained by simulating the reverse process. The solute was first equili-
brated in the solvent and then decoupled from it in discrete steps. The completely 
decoupled state corresponds to having the solute in vacuum (which approximates 
its gas phase) and thus the change in free energy from the fully coupled state to the 
uncoupled state is (the negative of ) the solvation free energy of the solute in that 
solvent. The decoupling was performed in separate steps that makes sampling from 
equilibrium possible and also allows running the simulations in parallel. The degree 
of coupling was described using a λ parameter that ranges from 0 (fully coupled) to 
1 (fully uncoupled). In all simulations that use the λ parameter the intramolecular 
interactions were not dependent on λ and were thus fully present regardless of the λ 
value. Separate simulations of each λ between 0 and 1 were performed and during 
each simulation the energy of the system was calculated using the two neighboring 
λ values at each neighbor search step. These energy differences between the native 
and foreign λ values were translated into free energy difference using the Bennett’s 
acceptance ratio method (BAR)60 as implemented in the GROMACS tool g_bar. 
The decoupling of the CG solute from the solvent could be performed in one stage 
as the CG solutes have no charges. To calculate each CG free energy value, 11 simu-
lations with uniformly distributed λ parameters were performed (a test with 10 
additional windows showed similar results). Each simulation was started from a 
pre-equilibrated system where the solute was fully interacting with the solvent. Each 
simulation was then energy minimized (steepest descent, 2000 steps) and equili-
brated in NVT for 1 ns and in NpT for 0.5 ns with the appropriate λ parameter. 
Production runs of  were then performed. The simulations were run in rhombic 
dodecahedron boxes, where the distance between periodic images was 2.6 - 3.4 nm 
depending on the system. Soft-core interactions were employed to avoid problems 
with small λ values; using GROMACS soft-core parameters sc_alpha = 0.5 and 
sc_power = 1.
The decoupling of the solute from the solvent in the AA simulations was performed 
in two stages. First, the Coulomb interactions were decoupled while the LJ interac-
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tions were kept fully coupled. Second, the LJ interactions were decoupled when no 
charges were present in the solute. Soft-core interactions were used in the second 
stage with the same parameters as in CG simulations to avoid singularities61. The 
first stage was performed with 6 separate simulations and the second one with 11 
simulations, each 20 ns long. For exact comparison with the available experimental 
data on unmethylated bases in water and octanol and methylated bases in water and 
chloroform, we created both types of bases using parameters from CHARMM2753,54, 
AMBER9462 and a modified version of GROMOS with charges scaled to improve 
the partitioning of bases to chloroform (kindly provided by Jozica Dolenc). For the 
chemical structures of the unmethylated and methylated nucleobases see Fig A1. 
The topologies were taken from the DNA building blocks and, if necessary, the bases 
were neutralized: for AMBER a hydrogen with the correct charge was added, for 
CHARMM a hydrogen with the default (0.07) charge was added and the charge of 
the attached nitrogen modified to neutralize the molecule. 
2.3.4 PMF Calculations
A number of potentials of mean force (PMFs) were calculated, namely PMFs of base 
stacking, base pairing, and base partitioning into a membrane environment. In each 
case, the PMF profiles were obtained from umbrella sampling simulations. 
To obtain the PMFs related to the base stacking, two bases were placed in a box with 
about 500 water beads. This is large enough so that even at the longest restraint dis-
tance the periodic images of the bases were further away than the distance between 
the two bases in the box. For the CG systems, windows were spaced 0.05 nm apart 
from 0.25 nm to 2.20 nm between the centers of mass of the bases. The distance be-
tween the bases was restrained with a harmonic umbrella potential with a force con-
stant of 2 000 kJ mol-1 nm-2. Each window was simulated for 100 ns. The atomistic 
simulations followed the same methodology with similar box sizes but the increased 
number of particles limited simulation length to 10 ns per window. 
The base pairing PMF profiles were obtained by constraining the bases to the same 
plane using position restraints in the directions perpendicular to the pulling direc-
tion. The bases were aligned so that the X-axis passed through the N1 atom of the 
purines and the N3 atom of the pyrimidines and the base plane was set as the XY-
plane. Position restraints with a force constant of  400 kJ mol-1 nm-2 were used in the 
Y direction and a 4 000 kJ mol-1 nm-2 force constant in the Z direction. Windows 
were again spaced 0.05 nm apart between 0.45 nm and 2.00 nm. For 42 CG systems 
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each window was simulated for 100 ns whereas the atomistic systems were simulated 
for 10 ns. 
PMFs of base partitioning into lipid bilayers was explored in a series of over 50 
simulations; transporting the different bases along various phospholipid bilayers 
(1,2-dioleoyl-sn-glycero-3-phosphocholine, DOPC; 1-palmitoyl-2-oleoyl-sn-glyce-
ro-3-phosphocholine, POPC; 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine, 
DOPE; and 1,2-dioleoyl-sn-glycero-3-phospho-L-serine, DOPS). For each system, 
both CG and AA simulations were performed. For the CG simulations, both po-
larizable and standard Martini water models were tested and for the AA simulations 
both AMBER99sb_parmbsc056 and CHARMM3648 were used with the simula-
tion parameters detailed above. Each system consisted of two nucleobases, a lipid 
bilayer (64 lipids in each leaflet), and ~3,500 CG water particles or ~10,000 AA 
water molecules. Additionally, all systems were neutralized by adding counterions. 
The two independent nucleobases were separated by 4 nm, using a harmonic poten-
tial force constant of 200 kJ mol-1 nm-2 on each nucleobase, and simulated in 20 
windows, spaced 0.2 nm apart. Each CG window was then simulated for 300 ns, 
corresponding to an overall simulation time of 6 μs for each system and each AA 
window for 100 - 150 ns, for a total of 2-3 μs per PMF profile. 
2.3.5 Parameterization of Bonded Terms
Bonded parameters in Martini are usually based on reference AA simulations. The 
aim is to match the conformations available in Martini as closely as possible to the 
conformational space of the reference AA model. This means that in Martini the 
bonded parameters are frequently used to balance out some inaccuracies in CG non-
bonded interactions. For DNA we decided to use CHARMM2753,54 as reference AA 
force field. In our tests it gave a more flexible ssDNA than AMBER9462. These find-
ings align well with the results of Guy et al.63 who found CHARMM to sample ss-
DNA configurations more efficiently than the AMBER force fields. The ssDNA was 
chosen as the reference state as we did not want to bias our model toward a more or-
dered DNA state such as dsDNA. We selected 10 different ssDNA sequences, each 4 
bases long, to use as our primary test systems. The sequences used are shown in Table 
A3. The short length of the strands avoids complications in parameterization that 
hairpins or other interactions between the ends of the strands would cause. The set 
of different sequences was used to test whether the distributions of the bonds, angles 
and dihedrals of the backbone were sequence dependent at the CG level. 
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2.3.6 Backmapping
Backmapping of DNA and protein-DNA complexes was performed from CG Mar-
tini to CHARMM3648 all atom representation using backward64. The backmap-
ping procedure takes an input CG structure and converts it to a target atomistic 
structure using the provided Martini to CHARMM mapping for each molecule 
(available at the Martini portal, http://cgmartini.nl/) and the atomistic topology. 
Using the backward scripts, the following procedure was used to relax the atomistic 
structure, after the initial backmapping step. First, an energy minimization for 500 
steps was performed, followed by MD simulations with increasing timesteps of 0.1, 
0.2, 0.5, 1.0, 1.5, and 2.0 fs. The LJ and Coulomb cut-offs were set at 0.9 nm. The 
neighbor list cut-off was set at 0.9 nm. Temperature was scaled using the velocity 
rescale algorithm and held at 200 K39. The resulting structures were further equili-
brated for 50 ns using the CHARMM3648 force field and the same parameters as the 
CHARMM36 atomistic simulations described above.
2.4 Results  
This section describes the parameterization and performance of our Martini DNA 
model in detail. The mapping of the model was described above in the Model sec-
tion. The model was parameterized in three steps. First, the non-bonded interactions 
were selected based on partitioning behavior of the bases and base-base interactions 
in water. Then, the bonded interactions of ssDNA were fitted to atomistic simula-
tion data. Last, the elastic network for dsDNA was parameterized. In addition to 
the parameterization of the model, we describe the behavior of Martini DNA in dif-
ferent environments and compare it to experimental and atomistic simulation data. 
2.4.1 Bonded Parameters
The bonded parameters were optimized based on all-atom (AA) reference simula-
tions of short single-stranded DNA (ssDNA). We tested a number of different se-
quences and determined that the backbone terms were not sequence specific at the 
Martini level and thus only one set of parameters was developed using the averaged 
data from all systems. Examples of the differences in distributions from different 
sequences can be found in Fig. A2. The bonded terms were manually adjusted so 
that the CG distributions cover most of the AA distributions without extending to 
values not observed in AA simulations. The full list of all bonded terms in the model 
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(kJ mol-1 nm-2 or 
kJ mol-1 or
kJ mol-1 rad-2)
BB1-BB2 1 0.360 20 000
BB2-BB3 1 0.198 80 000
BB3-BB1 1 0.353 10 000
BB1-BB2-BB3 2 110.0 200
BB2-BB3-BB1 2 102.0 150
BB3-BB1-BB2 2 106.0 75
BB1-BB2-BB3-BB1 2 95.0 25
BB2-BB3-BB1-BB2 1 180.0 3
BB3-BB1-BB2-BB3 9 85.02 2
BB3-BB1-BB2-BB3 9 160.03 2
BB3-ASC1 1 0.300 30 000
ASC1-ASC2 1 0.229 constraint
ASC2-ASC3 1 0.266 constraint
ASC2-ASC4 1 0.326 20 000
ASC3-ASC4 1 0.288 constraint
ASC4-ASC1 1 0.162 constraint
BB2-BB3-ASC1 2 94.0 250
BB3-ASC1-ASC2 2 160.0 200
BB3-ASC1-ASC4 2 140.0 200
ASC1-ASC2-ASC3 1 85.0 200
ASC1-BB3-BB1 2 158.0 200
ASC2-ASC1-ASC4 1 125.0 200
ASC2-ASC3-ASC4 1 74.0 200
Table 2.1. Martini DNA parameters1 (bonds, angles, and dihedrals).
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ASC3-ASC4-ASC1 1 98.0 200
BB1-BB2-BB3-ASC1 2 -90.0 20
BB2-BB3-ASC1-ASC2 2 -116.0 0.5
BB2-BB3-ASC1-ASC4 2 98.0 15
BB3-CSC1 1 0.270 30 000
CSC1-CSC2 1 0.220 constraint
CSC2-CSC3 1 0.285 constraint
CSC3-CSC1 1 0.268 constraint
BB2-BB3-CSC1 2 95.0 210
BB3-CSC1-CSC2 2 95.0 300
BB2-CSC1-CSC3 1 150.0 500
CSC1-BB3-BB1 1 180.0 30
CSC1-CSC2-CSC3 1 61.0 200
CSC2-CSC1-CSC3 1 71.0 200
CSC2-CSC3-CSC1 1 47.0 200
BB1-BB2-BB3-CSC1 2 -78.0 25
BB2-BB3-CSC1-CSC2 2 -90.0 20
BB2-BB3-CSC1-CSC3 2 -142.0 50
BB3-GSC1 1 0.300 30 000
GSC1-GSC2 1 0.295 constraint
GSC2-GSC3 1 0.295 constraint
GSC2-GSC4 1 0.389 20 000 
GSC3-GSC4 1 0.285 constraint
GSC4-GSC1 1 0.161 constraint
BB2-BB3-GSC1 2 94.5 250
BB3-GSC1-GSC2 2 137.0 300
BB3-GSC1-GSC4 2 130.0 250
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GSC1-GSC2-GSC3 1 69.5 200
GSC1-BB3-BB1 2 157.0 150
GSC2-GSC1-GSC4 1 125.0 200
GSC2-GSC3-GSC4 1 84.0 200
GSC3-GSC4-GSC1 1 94.0 200
BB1-BB2-BB3-GSC1 2 -90.0 20
BB2-BB3-GSC1-GSC2 2 -117.0 1
BB2-BB3-GSC1-GSC4 2 92.0 15
BB3-TSC1 1 0.270 30 000
TSC1-TSC2 1 0.217 constraint
TSC2-TSC3 1 0.322 constraint
TSC3-TSC1 1 0.265 constraint
BB2-BB3-TSC1 2 92.0 220
BB3-TSC1-TSC2 2 107.0 300
BB2-TSC1-TSC3 1 145.0 400
TSC1-BB3-BB1 1 180.0 30
TSC1-TSC2-TSC3 1 55.0 100
TSC2-TSC1-TSC3 1 83.0 100
TSC2-TSC3-TSC1 1 42.0 100
BB1-BB2-BB3-TSC1 2 -75.0 40
BB2-BB3-TSC1-TSC2 2 -110.0 15
BB2-BB3-TSC1-TSC3 2 -145.0 65
1In addition to the standard exclusions of bonded neighbors, the second neighbors are also ex-
cluded in the backbone and the base beads are excluded from the backbone beads of the same 
residue. 2Multiplicity of the dihedral is 2. 3Multiplicity of the dihedral is 3.
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is given in Table 2.1 while examples of the corresponding AA and CG distributions 
are shown in Fig. 2.2. The CG distributions for each bonded term are shown to-
gether with the target AA distribution in Fig. A3. Overall the distributions are well 
reproduced though CG distributions are smoother across the board, as expected. 
2.4.2 Partitioning of Bases
The most important test for bead types in Martini is how the building blocks parti-
tion between polar and nonpolar environments. To test our models of the nucleotide 
bases we calculated the free energies of partitioning from water to hydrated octanol 
and from water to chloroform. In both cases we compared the CG free energy values 
to experimental values as well as results from atomistic simulations, both previously 
published simulations and additional simulations we performed for this comparison 
(see the Methods section of Chapter 2). The partitioning free energies are shown in 
Fig. 2.3 as well as in Table A4. Fig. 2.3 shows how the CG values have an absolute 
error no larger than the atomistic force fields and furthermore follow the trend of the 
experimental results well. Here it is worth noting the large differences between the 
experimental results and all the computational results as well as the large differences 
between values obtained from different atomistic force fields. We also show calcu-
lated logP (clogP) values obtained from the ACD Labs logP prediction algorithm65. 
These correlate well with the experimental values; this is consistent with the values 
being based on experimental logP values of similar molecular fragments. In the case 
of chloroform the differences between our results for AMBER and CHARMM and 
the published results (AMBER-Wolf and CHARMM-Wolf ) are due to different 
parameters used for chloroform (see Methods section). Overall in comparison to the 
other computational models Martini DNA fares well by following the experimen-
tal order of partitioning free energies both in water-octanol and water-chloroform. 
Guanine and cytosine are more hydrophilic than adenine and thymine in both cases. 
2.4.3 Membrane Partitioning
To further explore the partitioning of the nucleotide bases between polar and non-
polar environments, we calculated the free energy profiles of moving the nucleobases 
into lipid bilayers. Fig. 2.4 shows a snapshot and the PMF profiles of moving the nu-
cleobases into a DOPC bilayer along an axis perpendicular to the bilayer, in both AA 
and CG simulations. PMFs of the nucleobases partitioning into POPC, DOPE, and 
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DOPS bilayers are shown in Fig. A4. The general features of the AA and CG PMF 
profiles match very well for all systems. In both sets of simulations each PMF profile 
shows a clear free energy barrier at the bilayer center, which results from pulling 
polar nucleobases into the hydrophobic tail region. The PMF value decreases rapidly 
when moving away from the bilayer center, with a similar slope in both AA and CG 
simulations. A minimum in the free energy profile is observed where the hydropho-
bic lipid tails end and the hydrophilic lipid polar headgroups begin, consistent with 
the amphipathic nature of nucleobases. At this location, the apolar aromatic rings 
of nucleobases interact with hydrophobic lipid tails, while nucleobase polar groups 
interact with lipid headgroups. Further out, a small barrier is sometimes observed 
when the nucleobases move past the polar/charged lipid headgroups and then the 
profile flattens out when nucleobases reach bulk water.
Fig. 2.2. Example distributions of bonded terms from both AA and CG simulations. Distribu-
tions from atomistic CHARMM simulations are in green and CG Martini distributions are in 
red. The backbone beads are numbered starting from the phosphate (BB1) and then the beads 
representing the sugar (BB2 and BB3). For a comparison of AA vs CG distributions for all 
bonded terms, see Fig. A3.
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Fig. 2.3. Partitioning free energies of the nucleobases. (A) Shows the water-chloroform parti-
tioning values for each tested force field together with the experimental values. (B) Shows the 
water-octanol partitioning free energies. In each figure the bases are sorted according to the ex-
perimental partitioning free energies. AMBER-Wolf and CHARMM-Wolf results are from Wolf 
et al.55 and use different solvent models than we did. Experimental results are from66,67 while 
the clogP data is from the ACD Labs algorithm in Chemspider (www.chemspider.com, retrieved 
15 January 2015). The raw data is presented in Table A4.
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The AMBER and CHARMM AA force fields produce similar profiles in general, 
although the exact values for the energy barriers differ somewhat. In AA simula-
tions, guanine and cytosine generally show the highest and adenine and thymine 
the lowest energy barriers at the center of the bilayer, in general agreement with the 
water-octanol and water-chloroform simulations, as well as previous computational 
and experimental results (see above). The CG simulations follow the same trend, 
although for cytosine the central barrier is lower than in the AA simulations. In the 
AA cytosine and guanine simulations water defects form and keep the nucleobases 
solvated but these are not observed at the CG level. Due to the large granularity of 
CG simulations there is no water structure in these kinds of defects and the corre-
sponding missing entropic contribution makes the defects either disproportionately 
expensive or nonexistent68,69, which can contribute to some of the observed differ-
ences in the PMFs. In the bilayer interface region, AA simulations prefer guanine 
and adenine and then thymine to interact with the phospholipid, which is well 
reproduced in CG simulations. The CG PMF profiles using the standard (non-
polarizable) water model show a reasonable agreement with both AA and the CG 
polarizable water. They reproduce well the main energetic features for nucleobase 
transport along the lipid bilayer as discussed above (see Fig. 2.4 and Fig. A4). Over-
all, considering that atomistic solvation free energy calculations as well as partition-
ing free energies between water and cyclohexane70 have associated errors of up to 8 
kJ mol-1, our CG free energy calculations reproduce the AA results quite reasonably. 
2.4.4 Base Stacking
The partitioning simulations describe how the bases interact with their environ-
ment. Next, we tested how they interact with each other in water. A PMF profile of a 
free cytosine and a guanine in water is shown in Fig. 2.5A, PMF profiles for all other 
nucleobase combinations are provided in Fig. A5. The AA and CG profiles match 
fairly well, showing the free energy minimum to be at a distance of 0.34 nm where 
the bases are stacked for all three force fields (Martini, CHARMM and AMBER). 
The main difference is the higher free energy barrier in the CG profile around 0.8 
nm, arising from the desolvation of the base-base interaction by the relatively large 
size of CG water beads compared to atomistic water molecules. 
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Fig. 2.4. Partitioning of the nucleobases into bilayers. (A) A simulation snapshot showing two 
nucleobases pulled through a lipid bilayer in CG simulations. The nucleobases are shown in blue, 
water in green, lipid headgroups in yellow and lipid tails in gray. (B) PMF profiles of the nucleo-
bases partitioning through a DOPC bilayer, shown for CHARMM, AMBER, and Martini with 
both standard and polarizable water (green, blue, red, and purple lines, respectively). The results 
of nucleobases partitioning into POPC, DOPE, and DOPS bilayers are presented in Fig. A4.
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2.4.5 Base-Base Hydrogen Bonding
The PMF profiles of two free bases in water show mainly the effect of stacking. The 
orientation where two bases can form hydrogen bonds between each other is fairly 
restricted and thus does not show up clearly in these PMF profiles. Since this is one 
of the most important features of DNA hybridization we study it by constricting the 
bases on a plane and calculating the PMF of moving them along the axis towards 
each other. Fig. 2.5B shows an example profile while profiles for all the other nucleo-
base combinations are shown in Fig. A6. The parameterization of the special class 
of hydrogen bonding beads (see above) focused on getting the relative preferences 
between different base pairs correct. However, the spherically symmetric nature of 
the potentials that Martini uses means that any strong interaction between the bases 
in hydrogen bonding would also affect their stacking. Thus, the shallower minima 
observed in the hydrogen-bonding PMFs (Fig. 2.5B and A6) are necessary to better 
match the base stacking PMFs discussed above. The free energy minima of the CG 
PMF profiles are shifted relative to the AA profiles in Fig. 2.5B. This is inevitable, 
since the CG bead size is selected based on the distance between two stacking bases 
and the increased hydrogen bonding distance cannot be compensated for in the size 
of the beads. The CG beads are mapped to the centers of mass of the underlying at-
oms and thus the beads of one nucleobase are further away from the other base than 
the hydrogen bonding atoms are. Table 2.2 summarizes the Martini DNA base-base 
pairing strengths. Importantly, Martini reproduces the order of corresponding at-
omistic results.
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Base pair
AMBER CHARMM Martini
ΔG (kJ mol-1) ΔG (kJ mol-1) ΔG (kJ mol-1)
C-G -22.6 ± 1.6 -16.5 ± 1.3 -10.0 ± 1.0
A-T -15.8 ± 0.8 -13.6 ± 0.2 -9.8 ± 1.5
C-T -11.3 ± 1.2 -11.8 ± 0.3 -9.2 ± 0.8
T-T -9.4 ± 0.6 -6.5 ± 0.2 -8.7 ± 1.0
A-G -8.8 ± 1.0 -9.6 ± 0.7 -8.3 ± 0.8 
G-T -7.8 ± 1.0 -5.2 ± 0.2 -6.2 ± 1.0
A-A -4.6 ± 0.6 -5.8 ± 0.7 -5.6 ± 1.0
A-C -3.2 ± 0.8 -2.6 ± 0.8 -5.1 ± 1.0
C-C -1.6 ± 1.5 -1.0 ± 1.2 -5.0 ± 1.0
G-G 3.7 ± 1.7 5.4 ± 0.3 -4.8 ± 0.5 
2.4.6 Single-stranded DNA
We tested a number of ssDNAs, differing in sequence, length, and the ionic strength 
of the solution. Fig. 2.6 shows the radius of gyration (Rg) of ssDNA with three differ-
ent ion concentrations together with experimental results as well as atomistic simu-
lations. The Martini DNA agrees well with the CHARMM force field that was used 
in parameterization of the bonded terms, especially at higher ion concentrations. 
The AMBER force field seems stiffer than CHARMM but the differences are fairly 
minor and there are questions whether its stiffness is realistic63. The recent experi-
mental results71, also shown in Fig. 2.6, predict larger Rg values, much straighter ss-
DNA strands, than any of the computational results show, even at very short strand 
lengths. We think the general discrepancy is due to different assumptions that are 
made in measuring radii of gyrations experimentally and thus should not be directly 
compared. Computationally, Rg values similar to the experimental values for the 
shortest strands would only be obtained for a single strand that is about as extended/
rigid as DNA in double helical form. 
Table 2.2. Nucleobase hydrogen bonding strength.
51
Chapter 2 - Martini Coarse-Grained Force Field: Extension to DNA
Fig. 2.5. DNA base-base interactions. (A) The PMF of two bases (cytosine and guanine) interact-
ing without additional constraints in water (only the distance between the bases in each pulling 
window is constrained). This probes mostly base-base stacking (see insert). (B) The PMF of 
cytosine and guanine hydrogen bonding while restricted onto a plane (the bases are constrained 
in the plane and then pulled, see insert). PMFs are shown for CHARMM, AMBER and Martini 
(green, blue and red, respectively). The data for other base pairs are presented in Fig. A5 (free/
stacking simulations) and Fig. A6 (hydrogen bonding simulations). 
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Fig. 2.6. Flexibility of ssDNA. 
The radius of gyration of ss-
DNA segments as a function 
of strand length in a solu-
tion. Results are shown for 
CHARMM, AMBER, and 
Martini with both standard 
and polarizable water (green, 
blue, red, and purple, respec-
tively). All simulations were 
run for a random sequence of 
ssDNA. The lines are a fit of 
the measurements to Rg=AN
ν, 
where ν is the number of 
monomers in the DNA and the 
rest are fitting parameters. (A) 
Shows results in solution with 
counterions only, (B) with 100 
mM NaCl and (C) with 1 M 
NaCl solution. Experimental 
data (black and gray) is from 
Sim et al. 201271 with a salt 
concentration of 12.5  mM 
in (A), 125  mM in (B) and 
1025 mM in (C). (D-F) Snap-
shots of the 20 base long ssD-
NAs from CG (top) and AA 
(bottom) simulations in a so-
lution with only counterions 
(D), 100 mM NaCl (E), and 
1 M NaCl (F), demonstrating 
the versatile structures found 
in all the simulations. The 
DNA backbone is colored in 
blue and nucleobases in cyan. 
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Correspondence between both atomistic force fields and Martini is good and with 
higher ion concentrations they are very similar, but at low ion concentrations Mar-
tini is more compact than the atomistic force fields. We think this is due to the 
implicit screening of the charges in Martini. To illustrate this we simulated the 40 
base long ssDNA with each ion concentration using the polarizable Martini water 
(PW) model. With the polarizable water model the effect of ion concentration is 
clearly visible. This suggests that Martini ssDNA with the standard water model best 
describes systems with moderate to high salt concentrations. 
2.4.7 Double-stranded DNA
Opposing ssDNAs do not hybridize spontaneously and pre-hybridized DNA struc-
tures are not stable when simulated using Martini DNA. This is likely due to the 
limited strength of interactions between the DNA strands as well as the large size 
of the solvent beads. For simulations of dsDNA we resorted to a similar solution 
as with Martini proteins where an elastic network is used to preserve the secondary 
structure72. For stable and accurate simulation of dsDNA we developed an elastic 
network to be used with the bonded terms that are based on ssDNA simulations. We 
parameterized two separate elastic network schemes for dsDNA. The first restrains 
the whole structure, is stable with larger simulation timesteps and retains the initial 
structure closely. The second is more flexible and does not hinder rotations of the 
bases, enabling more realistic movement of and interactions with the bases. We dis-
tinguish these two in this manuscript by calling them stiff and soft elastic networks. 
Both networks can be built using a modified version of the martinize script25 called 
martinize-dna. The different kinds of elastic networks are illustrated in Fig. 2.7. 
The stiff elastic network was designed to closely retain initial structures, including 
unusual ones (such as DNA in a protein complex, G-quadruplexes, or large-scale 
structures like those arising in DNA-origami), whereas the flexible elastic network 
was a compromise between realistic flexibility of the DNA and numerical stability. 
To calculate the persistence length we used the same definition as Ouldridge et al.13. 
The persistence length is determined by calculating the average angle between vec-
tors that connect consecutive bases in dsDNA and fitting an exponential decay to 
the data:
where ni is the i
th vector, <l0> is the time averaged length of the first vector (used 
here as an estimate for the distance between bases) and L is the persistence length. 
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The estimate for persistence length is obtained by placing the n0 in ten separate posi-
tions and fitting the equation to the averaged data. The errors are estimated as the 
standard deviation after doing block averaging with 5 blocks on the data. Persistence 
length was determined from simulations of 100 bp random sequence dsDNA where 
the elastic network was created on the ideal B-DNA starting conformation. Simula-
tions with counterions, 100 mM and 1M NaCl solution were each run for 500 ns 
for the stiff model and 3000 ns for the soft model, with the first 100 ns treated as 
equilibration and excluded from analysis. Fig. 2.8 shows the fit for 100 mM NaCl 
simulations. The reason for the shortest distances not fully reaching a correlation of 
one are small errors in defining the centers of the dsDNA base pairs corresponding 
to the vector end points. The difference between the soft and stiff elastic networks 
is evident in the calculated persistence lengths of these two models; the former has 
a persistence length of 66 ± 8 nm whereas the latter has a persistence length of 
280 ± 60 nm when only counterions are present. The values do not depend signifi-
cantly on the ion concentration; in 100 mM NaCl solution the persistence lengths 
are 68 ± 14 nm and 270 ± 60 nm, respectively, and in 1M NaCl 78 ± 11 nm and 
280 ± 70 nm. In comparison the generally accepted experimental value of dsDNA 
persistence length is about 50 nm73 in high salt concentrations. Additional soften-
ing of the elastic network to decrease the persistence length resulted in numerically 
unstable simulations.
Fig. 2.7. dsDNA mapping and elastic network for a dsDNA strand (PDB ID: 1BNA). (A) A 
wire-frame structure of AA (left) and CG (right) models. (B) Presents the same models using a 
space-filling representation. (C) Shows all the elastic bonds connected to a single residue in the 
stiff elastic network model. (D) Shows the elastic bonds for the soft model of dsDNA. The back-
bone is colored in blue, the nucleobases in cyan and the elastic bonds in green. 
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To further examine the properties of the dsDNA model, we calculated the ion dis-
tribution around a dsDNA molecule and compared that to the ion distribution ob-
tained from atomistic simulations. These distributions were calculated in solutions 
with only counterions as well as with ion concentrations of 100 mM and 1M NaCl. 
These tests were performed with standard Martini water as well as polarizable Mar-
tini water with PME. The ion distributions around dsDNA with a 100 mM NaCl 
solution are presented in Fig. 2.9. Results for the other conditions tested are shown 
in Fig. A7. In atomistic simulations the sodium ions condensate on the grooves of 
Fig. 2.8. The persistence length of dsDNA. (A) Snapshots from a simulation with the soft elastic 
network showing the bending range of a 100 bp long dsDNA. (B) The correlation plot used to 
determine the persistence length. The average angle between vectors <nx∙n0>, each of which con-
nects centers of two consecutive bases, is plotted on the y-axis. The distance x (in bases) of these 
two vectors is plotted on the x-axis. Fit is shown for both elastic network models. 
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Fig. 2.9. dsDNA ion distribution. (A) Shows the distributions of sodium as a function of dis-
tance from the DNA center in the XY plane for CHARMM (green), Martini (red), and Martini 
with polarizable water and PME (purple). (B) Presents the distributions of chloride with these 
force fields. In each case the corresponding water distribution is shown for comparison (dotted 
lines). (C) Shows the volume maps of locations most commonly occupied by sodium in Martini 
(top) and CHARMM (bottom) simulations. (D) Shows the most commonly occupied locations 
of chloride. In the case of CHARMM (bottom) chloride does not localize around DNA but is 
present in Martini in low amounts (top). The figures for Martini are from simulations using the 
standard Martini water model and all simulations have a 100 mM NaCl solution. Ion distribu-
tion from simulations with counterions only and 1 M NaCl are shown in Fig. A7.
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the DNA and chloride is completely excluded from the DNA. In the CG simula-
tions with standard Martini water, sodium condenses both in the grooves and near 
the phosphates, likely due to the size of CG beads preventing more ions packing 
into the grooves. In the CG simulations chloride is also present in small amounts 
near the DNA, which could be due to the implicit screening and short-ranged cut-
off of electrostatics. Using the polarizable water model the ions are somewhat more 
ordered around the DNA and thus the peaks in the radial distribution function are 
sharper. 
We also tested four 10-12 base pairs long dsDNA oligomers (PDB ID: 1BNA, 
424D, 109D, 158D)., In Fig. 2.10A, 1BNA is shown atomistically, coarse-grained 
and after mapping the CG structure back to atomistic resolution. The soft elastic 
DNA network mostly affects only the DNA backbone and is flexible enough to al-
low for a reasonable persistence length. The overall structure of these oligomers is 
very stable, with a root-mean-square deviation (RMSD) of 0.2 - 0.3 nm with the 
greatest flexibility in the terminal nucleobases (see Table A5). 
2.4.8 DNA-Protein Complexes
In order to assess the compatibility of the Martini DNA force field to other biomol-
ecules, we simulated several DNA-protein complexes. For each system the initial 
crystal structure was coarse-grained using the martinize script25. The soft elastic net-
work was used for the DNA and the ElNeDyn network for the proteins72. The sys-
tems were then equilibrated and simulated for 100 ns. We tested three DNA-protein 
complexes: the lambda repressor-operator complex, the sporulation-specific tran-
scription factor Ndt80, and the yeast MATalpha2/MCM1/DNA ternary complex 
(PDB IDs: 1LMB, 1MNN, and 1MNM, respectively). All the proteins remained 
firmly bound to their respective DNA and the DNA-protein complexes showed low 
RMSD of around 0.1 - 0.2 nm (see Table A5). Fig. 2.10B demonstrates this for the 
1MNM structure, showing the initial atomistic and final CG structures. 
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Fig. 2.10. DNA stability. (A) Snapshots of a dsDNA (PDB ID: 1BNA) are shown at the atomis-
tic resolution (top), after 100 ns of CG Martini simulation (middle), and after backmapping the 
final frame of the CG simulation to atomistic and simulating for 50 ns (bottom). (B) Snapshots 
of the DNA-protein complex (PDB ID: 1MNM) are shown at the atomistic resolution (top), 
after 100 ns of CG Martini simulation (middle), and after backmapping the final frame of the 
CG simulation to atomistic and simulating for 50 ns (bottom). 
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2.4.9 Backmapping to Atomistic Resolution
CG simulations can reach time and length scales inaccessible to AA simulations but 
are not appropriate for all problems. When higher resolution / atomistic insight is 
needed it is convenient to be able to map CG configurations onto AA coordinates. 
We demonstrate the feasibility of backmapping Martini DNA considering the final 
snapshots of the CG Martini DNA (1BNA) and DNA-protein complex (1MNM) 
simulations, as shown in Fig. 2.10. The DNA and DNA-protein complex were 
mapped to atomistic coordinates using backward64 (see Methods), and simulated 
with CHARMM for 50 ns. 
2.5 Discussion
We have described the parameterization and performance of a coarse-grained Mar-
tini DNA model. With respect to the bases, the behavior of Martini is comparable, 
and in some cases better, than most current atomistic DNA force fields in reproduc-
ing the experimental partitioning free energies. Free bases in solution have similar 
stacking free energies at the CG level as at atomistic level. The relative order of the 
strength of hydrogen bonding between bases is retained compared to atomistic force 
fields even though the absolute values do not match. The partitioning profiles of the 
bases across lipid membranes are also comparable to those obtained at the AA level.
The Martini parameterization strategy that is used to obtain the described DNA 
model is of course dependent on the target data used in the parameterization. The 
selection of atomistic force field used in conjunction with experimental data affects 
the parameters and performance of the model. In this manuscript, we have shown 
that the bonded interactions derived from atomistic simulation data are not sensi-
tive to the choice of force field, at least between the tested CHARMM and AMBER 
force fields. The non-bonded parameters are much more sensitive to this choice, 
as can be seen from the ssDNA radius of gyration results and the partitioning free 
energies. Properties of dsDNA, however, are less sensitive to the reference AA force 
field selection since they are largely determined by the elastic network. In principle 
the parameterization method described in the paper is fully transferable to another 
reference force field and future versions of the Martini DNA model could be repa-
rameterized using improved atomistic models56,74-76.
Concerning DNA strands, our model reproduces the radius of gyration of ssDNA 
from atomistic simulations well, in particular at moderate to high ion concentra-
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tions. At low ionic strength, the behavior is improved using the polarizable Martini 
water model. For the dsDNA model two elastic network levels are supported: a stiff 
network that maintains an arbitrary initial structure closely and a soft network that 
is more flexible and allows for movement of individual bases, and shows a realistic 
persistence length. The best choice of network will depend on the particular need 
in the application. For dsDNA the ion distribution of Na+ is reproduced reasonably 
well, but in contrast with the AA simulations the CG model shows a small accumu-
lation of Cl- in the DNA grooves. 
The main current limitation of the model is the reduced strength of the base-pairing 
interactions (cf. Fig. 2.5B), due to the inability of Martini to model directional hy-
drogen bonds. Consequently, Martini DNA cannot be used to study DNA hybrid-
ization, melting, hairpin formation or intercalation. Furthermore, the explicit sol-
vent limits some applications that require length and time scales that can be achieved 
only with even faster implicit solvent models that have drastically fewer degrees of 
freedom. We should stress that the limitations of the model should also direct users 
into what kind of applications the model is designed for. We do not recommend us-
ing Martini DNA for structural studies of DNA; the elastic network on the dsDNA 
and the limited accuracy of the model make it an imperfect choice for such applica-
tions. Instead, we foresee the model to be used in intermolecular applications where 
DNA plays its own role in a complex environment composed of other biomolecules 
such as: DNA-DNA interaction (e.g., DNA winding/unwinding in the nucleosome, 
or packing of DNA in viral capsids), DNA-protein interactions (e.g., protein-DNA 
transcription and repair complexes, or histone-mediated DNA packing), and DNA-
lipid interactions (e.g., gene delivery vehicles such as lipoplexes, or controlled vesicle 
fusion mediated by DNA strands), or in nanotechnology applications (e.g., DNA 
transport through nanopores, DNA wrapping around nanotubes, or large DNA 
origami and pyramid structures).
In summary, we have developed a new coarse-grain DNA model based on the Mar-
tini force field. The speed and compatibility of the model opens the way to perform 
large-scale modeling of complex biomolecular systems involving DNA. The DNA 
model will furthermore serve as a basis for the development of a Martini RNA 
model. All the parameters needed to use the Martini DNA model, as well as a tuto-
rial on how to build and simulate a DNA system using Martini, are available at the 
Martini portal cgmartini.nl.
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Summary 
DNA-mediated vesicle fusion is a biomimetic generalization of vesicle fusion medi-
ated by proteins in vivo. The advantage of using DNA is the possibility to use the 
complementarity of DNA bases to selectively control fusion of vesicles in biotech-
nological applications. Beside the DNA, such a system requires an anchor to bind 
the DNA strands to the surface of the vesicle. Here, we use molecular dynamics to 
study properties of such DNA-anchor systems. We characterize the partitioning of 
the anchors in the membrane, how the membrane is perturbed around them, and 
approach the question to which extent the anchored DNA can facilitate the fusion 
process. 
3.1 Introduction
Vesicle fusion is an important biological process, involved, e.g., in neurotrans-
mission, exocytosis and endocytosis, and viral infection1-5. In vivo, the process of 
membrane fusion is normally facilitated by dedicated protein complexes such as 
the SNARE proteins6-9. Controlled vesicle fusion is also important in many bio-
technological and biomedical applications where lipid vesicles are used to transport 
and deliver cargo. Inspired by nature, SNARE mimicking peptide-lipid conjugates 
have been successfully used to induce fusion events between model membrane sys-
tems10-12. A drawback of peptide-mediated fusion is its unspecificity, in the sense that 
control over which vesicles will fuse is hard to achieve. 
Instead of using peptides to trigger fusion, membrane attached DNA offers substan-
tial new opportunities. Nucleic acids have been extremely useful for the bottom-
up assembly of nanostructures resulting in countless beautiful examples of 1D, 2D 
and 3D objects13-16. The success of structural DNA nanotechnology rests upon its 
programmable, tunable and predictable self-recognition properties17-19. For guiding 
vesicle fusion hybrid DNA-polymer constructs can be used to anchor the DNA to 
the vesicular membrane. Polymers of various levels of hydrophobicity and molecular 
weight can be attached conveniently to oligonucleotides by solid phase synthesis20. 
The hydrophobic polymers embed into the hydrophobic leaflets of the vesicular bi-
layer, leaving the oligonucleotides exposed at the surface. The use of complementary 
DNA strands then allows, in principle, controlled fusion between specific vesicle 
sub-populations, see Fig. 3.1. 
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However, so far, DNA–mediated fusion has not been very successful. Although self-
assembly of vesicles has been achieved21,22, actual fusion of vesicles accompanied by 
content mixing has only been realized to an unsatisfactory extent of 2-3% of the ves-
icle population23-25. To improve the DNA-mediated vesicle fusion process, the group 
of Prof. Andreas Herrmann at the University of Groningen is currently exploring the 
fusion efficiency of several classes of amphiphilic DNA block copolymers26 as well as 
a new class of DNA amphiphiles involving lipid tail anchors27. 
To provide a molecular view on the DNA–mediated fusion process, and aid in the 
rational development of optimal constructs, here we use coarse-grained molecular 
dynamics simulations based on the Martini force field28,29. Vesicle fusion has previ-
ously been studied in detail using the Martini model30-33 and now a compatible Mar-
tini model for DNA is available34 (see Chapter 2) providing an ideal tool to study 
DNA–mediated vesicle fusion.
We study the membrane anchoring efficiency and the conformational space accessi-
ble to the DNA strand for a number of different constructs, including several DNA-
block copolymers and DNA-lipid constructs. We also simulate a full system of a 
vesicle fusing with a bilayer mediated by two DNA-lipid constructs with compli-
mentary DNA strands embedded in the two membranes. Our findings are discussed 
in light of possible improved designs for controlled and efficient vesicle fusion.
Fig. 3.1. Schematic representation of DNA-polymer constructs inserted in the membrane of 
vesicles to achieve fusion. Figure was kindly provided by Prof. Andreas Herrmann. 
72
Chapter 3 - DNA-Mediated Vesicle Fusion
3.2 Methods
In this section, the different types of simulation systems and the simulation pro-
cedures as well as the molecular parameters and analysis methods are detailed. All 
simulations were performed with the CG Martini force field28,29,35,36 and its recent 
extension to DNA34 using the Gromacs simulations package version 4.6.x37.
3.2.1 The DNA Anchors
Four different anchors were tested in this study for their ability to attach DNA 
onto lipid membranes (Fig. 3.2). Of those, three are polymer anchors; polypropyl-
ene oxide (PPO), poly-dioctylfluorene (PFO) and a block-copolymer of PPO and 
polyethylene glycol (PEG) called L64. The fourth is a lipid anchor, consisting of a 
12-carbon alkyne tail attached to a modified DNA base. The polymer anchors were 
selected based on our collaborators’ experimental work and were thought to cover 
different types of bilayer binding modes; PEG being the most hydrophilic and PFO 
the most hydrophobic of the polymers. The lipid anchor provides more attachment 
opportunities since several lipid anchors can be included in the same strand. 
The PPO model (Fig. 3.2A) used is based on the model from Hatakeyama and 
Faller38 and maps each monomer to a single CG bead. The bead type in the original 
model was of type C based on the first Martini parameters from 200428 but was 
changed here to SN0 to better match the Martini 2.029 definitions. The oligomer 
used in the simulations was 16 monomers long (n = 16).  
The PFO model (Fig. 3.2B) was kindly provided by Elton Carvalho from Universi-
dade de São Paulo (unpublished work). The fluorene is mapped onto five SC4 beads 
and the octyl tails are mapped onto two C1 beads each. The PFO oligomer used in 
the simulations was 13 monomers long (n = 13). 
The L64 oligomer is a diblock-copolymer of formula PEG13-PPO30-PEG13. The 
PPO model is the same as used above and the PEG model is from Rossi et al.39 (Fig. 
3.2C). The PEG model also maps each monomer to a single bead and uses a special 
SG0 bead type parameterized specifically for this purpose. More details on the pa-
rameterization of the special bead type can be found in the original publication39. 
The three monomer blocks of L64 are connected using the same bonded parameters 
as in the PPO model. 
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The DNA-lipid construct is based on a modified uracil base that has been covalently 
linked to a 12 carbon long alkyne attached to the C5 carbon (Fig. 3.2D). In this 
study an 18 base long single-stranded DNA with the four last bases replaced with 
modified uracils was used. In the Martini model the uracils were modelled as thy-
mines. 
3.2.2 System setup
For studying the localization of the anchors in lipid membranes a bilayer patch 
of about 1000 lipids was equilibrated using the same lipid composition as in the 
experimental vesicle fusion studies (performed in the Herrmann group), namely 
DOPC/DOPE/CHOL in a 2:1:1 ratio, where DOPC denotes 1,2-dioleoyl-sn-
glycero-3-phosphocholine, DOPE denotes 1,2-dioleoyl-sn-glycero-3-phosphoetha-
nolamine and CHOL denotes cholesterol. The bilayer was built using the insane.py 
script35 and equilibrated for 1 μs. The system contained about 20 000 water beads 
and about 450 ions to produce a 150 mM NaCl solution. A single-stranded DNA 
(ssDNA) with either a polymer anchor or the lipid anchor was then inserted into the 
solution and the system was simulated for 5 μs, the first 500 ns of which were used 
for equilibration. In each case the 500 ns equilibration was sufficient for the anchor 
to embed itself into the bilayer.
DNA-mediated vesicle fusion was studied using a system consisting of one large flat 
lipid bilayer and one small vesicle. Both the vesicle and the flat bilayer contained an 
18 base long ssDNA, with the first 14 bases having complementary sequences and 
the last 4 bases as lipid anchors that were attached to the respective bilayers. The 
Fig. 3.2. The coarse-grained Martini mappings for each DNA anchor used: polypropylene oxide 
(PPO, A), poly-dioctylfluorene (PFO, B), polyethylene glycol (PEG, C), and modified uracil an-
chor (DNA-lipid construct, D). The locations of CG beads are shown as blue spheres. The sizes 
of the spheres are chosen to show which atoms construct each bead and are thus only indicative 
of the actual size of the CG beads. 
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flat membrane consists of ~2000 lipids with the same composition as in the experi-
ment; DOPC/DOPE/CHOL in a 2:1:1 ratio. The vesicle has roughly 2700 lipids 
with the same composition and was created using the vesicle-builder.py script. The 
formed vesicle was first equilibrated briefly to create a stable vesicle. Subsequently 
six pores were opened in the vesicle by inserting dummy beads in a triangular prism 
alignment along each axis. The dummy beads repel lipid tail beads and do not in-
teract with other beads allowing lipids to flip-flop between the leaflets. This is an 
implementation of the more general method of Risselada et al.40 for creating pores 
on membranes by directing a lateral force on the lipid tails. The lipid content of 
the vesicle leaflets was equilibrated for 500 ns after which the dummy beads were 
removed and the vesicle was further equilibrated for 500 ns. 
The DNA strands with the lipid anchors were first inserted in solution in separate 
simulations, one with the flat bilayer and one with the vesicle, and simulated until 
they attached to the surface of their respective membranes. The simulation boxes 
were then combined and the vesicle and membrane slowly pulled closer to each 
other using the pull code in Gromacs while at the same time artificially hybridizing 
the two ssDNAs together. The hybridization was simulated by applying the elastic 
network of a double-stranded DNA (dsDNA) and slowly increasing the force con-
stant of the elastic network during a sequence of simulations. In the final prepara-
tion step the hybridizing strands were replaced with a perfect B-DNA structure and 
the system was briefly equilibrated after the replacement. It was also ensured that 
there was a significant water layer between the membranes at this starting configura-
tion. Once the DNA was fully hybridized the simulation was run for 5 μs to observe 
how the system progressed. The final simulation box contained roughly 120 000 sol-
vent beads, a 150 mM NaCl concentration and about 66 500 lipid beads. Together 
the system contained about 226 000 particles. The complete system is presented in 
Fig 3.3.
The system was also studied using modified Martini Q-C interactions, that are 
known to promote membrane fusion41. Normally Q-C interactions in Martini are 
very repulsive to prevent ions from passing through membranes. However, this re-
pulsion is excessive when lipid tails are required to pass by the lipid headgroups as in 
formation of a stalk in membrane fusion. Thus, for membrane fusion studies these 
interactions can be modified with the caveat that ions can permeate membranes 
more often than normal. 
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3.2.3 Simulation Parameters
All simulations were run using the standard Martini 2.029 parameters, thus the 
neighbor list cutoff was set to 1.4 nm and the neighbor list was updated every 10 
steps. The Lennard-Jones interactions were shifted starting from 0.9 nm and end-
ing at zero at a 1.2 nm distance. Coulomb interactions were shifted between 0 nm 
and 1.2 nm. A relative dielectric permittivity of ϵr=15 was used together with the 
Fig. 3.3. Snapshot of the vesicle fusion system. The system is cut about 1/4 open to show the 
DNA anchors in the bilayer and the vesicle. DNA is colored blue, anchors green and for the lip-
ids: the headgroups are yellow, phosphates orange, glycerols red and tails gray while cholesterol is 
black. Water and ions are left out for clarity. 
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standard Martini water model. The time step for all production runs was 10 fs while 
the equilibration steps used various shorter time steps. The temperature was kept 
near 310 K using the Berendsen thermostat42 with a time constant τT=2.0 ps while 
the pressure was set to 1 bar using the Berendsen barostat42 with a time constant 
τp=3.0 ps and compressibility of 3*10
-4 bar-1.
3.2.4 Analysis
The bilayer densities and localization of the DNA anchors was studied by calculating 
an average density of each component in the system along the bilayer normal (set as 
z-axis) with a custom script that used the MDAnalysis python package43. The aver-
age depths and standard deviations were also calculated using this script. To quantify 
the movement of DNA on the surface of the bilayer the minimum distance between 
DNA residues and bilayer surface was calculated using the Gromacs tool g_mindist 
and the average values calculated with g_analyse. The lateral diffusion of the lipids, 
DNA and lipid anchors was calculated using the Gromacs tool g_msd. The pertur-
bation of the membranes around the DNA anchor was analyzed by calculating at 
what height in the membrane the phosphate beads of the phospholipids were and 
how many water contacts the first non-polar beads of the lipid tails had. The thick-
ness of the membrane was calculated as the z-distance between the phosphate beads 
in each leaflet. The average tail order parameter was calculated from the average 
angle between each bond in the phospholipid (PC lipid) tails and the vector perpen-
dicular to the membrane surface and using the formula
where <θ> is the average angle and P the order parameter. For each simulation the 
trajectory was centered on the nearest bead of the anchor to the DNA. The heights 
and contacts were then accumulated and averaged over the simulation at each posi-
tion around the anchor and a surface was created by interpolating the values be-
tween the points. The reported uncertainty in the results is the standard deviation of 
the reported value unless otherwise stated. 
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3.3 Results
In this section we describe the results from each simulation experiment. First, we 
look at how different DNA anchors bind to the lipid membrane and specifically 
where in the membrane they localize and how close to the membrane they pull the 
DNA. Second, we look at how ssDNA moves on the surface of the lipid membrane. 
We study both the movements perpendicular to the membrane surface by looking at 
distance from the membrane surface as well as movements parallel to the membrane 
surface by calculating the lateral diffusion constant. Third, we analyze in detail to 
what extent the DNA anchors disturb the membrane organization around them. 
Finally, we study the how the DNA can affect the vesicle fusion process. 
3.3.1 Localization of lipid anchors
Anchoring the DNA strands properly on the membrane is important to prevent 
the anchors from desorbing from the produced vesicles and also to keep the strands 
anchored when they are hybridized. To determine how the different DNA anchors 
attach to the lipid bilayer we explored their bilayer localization. We calculated den-
sity profiles along the axis perpendicular to the bilayer surface for each component 
of the membrane, as well as the DNA anchor and ssDNA; these results are presented 
together with a snapshot of each system in Fig. 3.4. Average values of the distance 
between the DNA construct and the bilayer center are given in Table 3.1. From 
these data it is clear that the nature of the DNA anchor makes a large difference. The 
PPO anchor attaches in the lipid headgroup region and resides close to the glycerol 
groups of the lipids at a height of 2.1 ± 0.3 nm from the bilayer center. In contrast, 
due to its hydrophobic nature, the PFO anchor localizes in the middle of the lipid 
tail region, between lipid tails from the opposing leaflets, at a height of 0.3 ± 0.2 nm 
from the bilayer center. The L64 behaves similarly to PPO, but the more hydrophilic 
PEG block localizes closer to the water membrane interface and thus the L64 dis-
tribution is slightly further away from the bilayer center at 2.3 ± 0.2 nm. The alkyl 
tails of the DNA-lipid construct are closer to the water interface than regular lipid 
tails at a height of 1.7 ± 0.3 nm from the bilayer center. This is due to the lack of 
headgroup and glycerol moieties in the modified uracil tail. The uracil bases stay at 
the interface, a little above the lipid headgroups, see Fig. 3.4D. 
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Table 3.1. Average center of mass z-distance of DNA anchors and DNA strands from the bilayer 
center as well as their standard deviations.
PPO (nm) PFO (nm) L64 (nm) Lipid anchor (nm)
Anchor 2.1 ± 0.3 0.3 ± 0.2 2.3 ± 0.2 1.7 ± 0.3
DNA 3.2 ± 0.4 3.1 ± 0.3 3.3 ± 0.4 3.1 ± 0.4
3.3.2 Orientation and Dynamics of ssDNA
The ssDNA strands are often drawn as straight molecules sticking out of the mem-
branes and indeed such a structure would help the ssDNA to find a partner and 
hybridize. This structure, however, seems fairly unlikely and we wanted to study the 
dynamics of the ssDNA strand on the membrane surface. To analyze the alignment 
and movements of the membrane attached ssDNAs we calculated the minimum dis-
tance between the DNA residues and the membrane surface. These values describe 
the vertical movements of the ssDNA; the larger the value the more the ssDNA 
sticks out of the membrane plane. We performed the calculation using the 18 base 
long ssDNA with the modified uracil bases as the last 4 bases show in Fig. 3.5A. The 
movements of the ssDNA are fairly independent of the anchor and thus it is shown 
for only the DNA-lipid construct here. Fig. 3.5B is a violin plot showing the histo-
grams of the minimum distances between each of the DNA residues and the bilayer 
surface, while the minimum distance between the free end of the DNA and the 
bilayer surface is shown as a function of time in Fig. 3.5C. The average minimum 
distance for all the residues is 0.9 ± 0.5 nm. The short minimum distance shows that 
the ssDNA stays close to the membrane surface and does not significantly stick out 
of the membrane surface apart from short periods of time that 
Fig. 3.4. DNA anchor bilayer localization. The DNA anchors (A) PPO, (B) PFO, (C) L64, and 
(D) the lipid anchor were simulated for 5 μs in a DOPC/DOPE/CHOL lipid bilayer and their 
location in the bilayer monitored for the last 500 ns. Density profiles (left) show the distribu-
tion of the anchors and different parts of the lipids for comparison. Snapshots of the simulation 
(right) show how the anchors lay in the bilayer. The lipid tails are shown as gray, glycerol region 
red, phosphate groups as orange, headgroups as yellow, cholesterol is shown in black, DNA an-
chors green and DNA as blue. 
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Fig. 3.5. Extension of the lipid attached ssDNA on the lipid bilayer surface. A snapshot of the 
simulation (A). A violin plot showing the minimum distance distribution of each DNA residue 
from any CG bead on the surface of the bilayer (B). Th e minimum distance of the last residue 
at the free end the ssDNA (C). Th e graphs show that the ssDNA stays fairly close to the bilayer 
surface rather than sticking straight out into the solution. 
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it spends extended. Th e ssDNA forms a hairpin-like structure which can be seen 
from the wider distributions in the middle of the strand in Fig. 3.5B as well as in the 
decrease of maximum extensions in Fig. 3.5C after the fi rst 1.5 μs of the simulation. 
Th is structure has the opposing bases stacked against each other but seems stable in 
the simulation time-scale.
To analyze how the DNA constructs move along the bilayer we calculated the lateral 
diff usion constants for the fi rst DNA residue attached to the anchors as well as that 
of the DOPC and DOPE lipids. Th e results (Table 3.2) show that the anchored 
DNA constructs diff use at a reduced speed compared to the lipids. Th e largest re-
duction is found for PFO; being the largest (or stiff est) of the anchors considered, 
this is expected. Th e L64 construct diff uses relatively fast, which we contribute to its 
more pronounced interfacial location (cf. Fig. 3.4).     
Table 3.2. Th e lateral diff usion constants of lipids and the anchored DNA residues as well as an 










DOPC 2.8 ± 0.1 2.7 ± 0.1 2.7 ± 0.1 2.8 ± 0.1
DOPE 2.8 ± 0.1 2.7 ± 0.1 2.7 ± 0.1 2.8 ± 0.1
DNA 1.5 ± 0.4 1.0 ± 0.1 2.2 ± 0.1 1.1 ± 0.4
3.3.3 Perturbation of Lipids Around the DNA Anchors
According to current insight, the membrane fusion process starts with a lipid mov-
ing out of the membrane, a lipid tail reaching the other membrane and initiating the 
stalk formation32,44. Th is lipid splaying event is more likely the more the membrane 
is perturbed, and thus (local) perturbations can facilitate membrane fusion44. We 
therefore analyzed how each anchor perturbs the membrane around it by calculating 
the average order parameter of the phospholipid tails, the number of water contacts 
of the lipid tails, as well as deviations in positions of phospholipids head groups and 
membrane thickness around the anchors. A change in the tail order parameter in-
dicates whether the anchor is disturbing (decrease in order parameter) or stabilizing 
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(increase in order parameter) the lipid tails around it, while increased water contacts 
are a sign of defects in the membrane. The position of the head groups describe 
whether the anchor pulls the lipids around it up or down relative to the rest of the 
membrane. Furthermore, membrane thickness describes the same phenomenon but 
helps to exclude effects due to membrane undulations. 
The membrane perturbation results are described below for each of the systems. The 
PPO anchor in Fig. 3.6, the PFO anchor in Fig. 3.7, the L64 in Fig. 3.8 and the 
lipid anchor in Fig. 3.9. We also analyzed the DNA-lipid anchor where the mem-
brane was simulated using the modified Martini Q-C interactions described above 
(shown in Fig. 3.10). 
The PPO anchor has negligible effect on the average tail order parameter and the 
number of water contacts the tail beads make, see Figs. 3.6A&B. The only significant 
change is in the center of the figures, right next to the anchor, where it does make 
the tails more disordered and decreases the number of water contacts. The latter ef-
fect is most likely due to the DNA occupying the space on the surface where waters 
could interact with the tail beads. The values right in the middle of the figures are 
extrapolations of values around them since the anchor occupies this space and thus 
no lipids were observed there. The membrane is pulled downwards near the PPO 
anchor and it also gets thinner, as shown in Figs. 3.6C&D. The PPO localizes at 
the same depth as the phosphate groups of the lipids, see Fig. 3.4A. The thinning of 
the membrane can be explained by PPO displacing the phosphates that are pushed 
inwards. Based on how similar the height of the upper leaflet and the thickness look, 
it seems that PPO anchor has practically no effect on the lower leaflet as would be 
expected. As can be seen from Figs. 3.6E&F, the analyzed simulation time of 4.5 μs 
is sufficiently long for both the DNA and the PPO anchor to sample all directions 
on the surface of the membrane. 
The PFO anchor disorders the lipid tails around it and also tails further away from 
it, shown in Fig. 3.7A as the larger bluish region. It also seems that this leads to 
areas of higher order away from the anchor, as evidenced by the reddish regions in 
Fig. 3.7A. PFO does not seem to affect the number of tail-water contacts, see Fig. 
3.7B. In contrast, the PFO anchor has a large effect on the phosphate heights and 
the membrane thickness which both are reduced in a fairly large region around the 
anchor, see Figs. 3.7C&D. DNA has sampled all directions on the surface of the 
membrane, see Fig. 3.7E. However, the large and stiff PFO anchor does not sample 
all directions sufficiently as can be seen from Fig. 3.7F. This is likely also the reason 
why the lower half of Fig. 3.7A differs from the upper half. 
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Fig. 3.6. Membrane perturbations due to the presence of a PPO anchor. Th e lipid tail order pa-
rameter across the membrane (A), the number of water contacts of fi rst lipid tail beads (B), the 
phosphate height from the center of the membrane (C) and thickness of the membrane (D). Th e 
conformations sampled by DNA (E) and the anchor (F) are shown as well. 
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Fig. 3.7. Membrane perturbations due to the presence of a PFO anchor. Th e lipid tail order pa-
rameter across the membrane (A), the number of water contacts of fi rst lipid tail beads (B), the 
phosphate height from the center of the membrane (C) and thickness of the membrane (D). Th e 
conformations sampled by DNA (E) and the anchor (F) are shown as well.
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Fig. 3.8. Membrane perturbations due to the presence of a L64 anchor. Th e lipid tail order pa-
rameter across the membrane (A), the number of water contacts of fi rst lipid tail beads (B), the 
phosphate height from the center of the membrane (C) and thickness of the membrane (D). Th e 
conformations sampled by DNA (E) and the anchor (F) are shown as well.
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The L64 anchor has a small effect on the average tail order parameter, see Fig. 3.8A. 
It seems to decrease the number of water contacts the tail beads have in a fairly large 
region, compare Fig. 3.8B to Fig.3.6B and Fig. 3.7B. The PEG segments of L64 are 
localized on the surface of the membrane as seen in Fig. 3.4C and this is the likely 
reason for the slightly smaller number of water contacts on large areas of the surface. 
The phosphate heights of the membrane differ drastically between the upper and 
lower half of the membrane, see Fig. 3.8C. This is partially due to undulation but is 
very clearly seen also in the thickness of the membrane in Fig. 3.8D. The L64 anchor 
is not a stiff polymer but it is fairly long and the simulation was not long enough to 
fully sample its orientations on the surface of the membrane as seen from Fig. 3.8F. 
The lipid anchor orders the lipid tails near it as can be seen from the red region in 
the middle of Fig. 3.9A. Outside its immediate vicinity the DNA-lipid construct 
does not appear to affect the number of water contacts the lipid tails have, see Fig. 
3.9B. In contrast to the polymer anchors, the lipid anchor pulls the membrane up 
around it, as shown in Fig. 3.9C. This effect is in agreement with the localization of 
the lipid anchor shown in Fig. 3.4D. The lipid anchor does not embed as well as the 
lipids themselves, and thus the glycerol and headgroup regions of the surrounding 
lipids are exposed to the hydrophobic anchor. This leads to lipids around the anchor 
being pulled up and to a slight thickening of the bilayer. The effect of the lipid an-
chor is limited to the upper leaflet where it is attached as can be seen from the close 
correspondence of the membrane thickness, in Fig. 3.9D, to the phosphate heights, 
in Fig. 3.9C. As is to be expected from a small anchor, both DNA and lipid anchor 
have time to sample all orientations on the membrane surface during the simula-
tions, see Figs. 3.9E&F.  
The lipid-DNA was studied also using the modified Martini Q-C interactions too 
see how these changes in the force field might lead to changes in the fusion behavior. 
The major difference is on the behavior of the tails. The average tail order parameter 
is smaller over the whole membrane, as shown in Fig. 3.10A. Furthermore, the tail 
beads have slightly more contacts with water beads across the membrane surface 
in comparison to membrane simulated with standard Martini, see Figs. 3.10B and 
3.9B. There does not seem to be major differences in the height or thickness of the 
membrane nor in the sampling, see Figs. 3.10C-F. 
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Fig. 3.9. Membrane perturbations due to the presence of a lipid anchor. Th e lipid tail order pa-
rameter across the membrane (A), the number of water contacts of fi rst lipid tail beads (B), the 
phosphate height from the center of the membrane (C) and thickness of the membrane (D). Th e 
conformations sampled by DNA (E) and the anchor (F) are shown as well.
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Fig. 3.10. Membrane perturbations due to the presence of a lipid anchor when the modified 
Martini Q-C interactions are used. The lipid tail order parameter across the membrane (A), the 
number of water contacts of first lipid tail beads (B), the phosphate height from the center of 
the membrane (C) and thickness of the membrane (D). The conformations sampled by DNA 
(E) and the anchor (F) are shown as well. The edges of the box are shown in blue in the last two 
figures while the others show only part of the box as indicated by their axes. The major effect 
of the modified Q-C interactions is on the lipid tail average order parameter; the lipid tails are 
more disordered. 
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3.3.4 DNA mediated membrane fusion
Having analyzed how the various DNA constructs are embedded in the membrane, 
we now turn to the question of whether these constructs can facilitate fusion. We 
focus here only on the DNA-lipid construct which has been found to be the most 
promising fusion facilitator by our experimental collaborators. To study the fusion 
process, we simulated a system with a large bilayer patch and a vesicle attached by 
the DNA-lipid constructs. First, the vesicle was equilibrated for a total of 1 μs, the 
first half with induced pores along each axis to allow lipids to flip-flop between the 
leaflets and the second half with the pores closed. The equilibration of the vesicle 
was monitored by calculating the number of phospholipids in the outer leaflet of the 
vesicle during the simulation, see Fig. 3.11. The number of lipids per leaflet equili-
brates quickly and plateaus during the first 100 ns, see Fig. 3.11B. The fraction of 
DOPE lipids in the outer leaflet stabilizes after 400 ns. The low fraction of DOPE 
lipids in the outer leaflet is due to their inverted cone shape which is favorable in the 
negatively curved inner leaflet45. This is in agreement with earlier findings of Ris-
selada and Marrink45 where they found a similar ratio of 0.37 - 0.41 of DOPE lipids 
on the outer leaflet in a DPPC:DPPE vesicle with a 1:1 mixture. The closing of the 
pores after 500 ns is clearly visible as the fraction of lipids in the outer leaflet is fixed. 
The snapshots in Fig. 3.11A show how lipids move both ways through the pores but 
the net effect is clearly from the outer leaflet to the inner leaflet as evidenced by the 
temporal evolution of the total number of lipids in the outer layer. 
We simulated the vesicle fusion process facilitated by DNA using the DNA-lipid 
constructs. We also simulated the same system using the modified Martini Q-C 
interactions and performed a reference simulation with a free vesicle and bilayer 
without a DNA attachment. The production simulations lasted for 5 μs. In neither 
case was the actual fusion process observed during this time scale. 
To analyze what the possible role and effect of the DNA attachment is on the vesicle 
fusion process, we measured the distance between the center of mass of the vesicle 
and the membrane as well as number of contacts (beads within 0.7 nm of each 
other) between the vesicle and the membrane. These results are shown in Fig. 3.12. 
The mechanism of how the DNA attachment could facilitate fusion seems to be 
by restricting the membranes to be in the vicinity of each other compared to the 
situation where they could move freely, see Fig. 3.12B. Furthermore, the closest 
contact between the vesicle and the membrane is fairly distant from the DNA and 
the anchors, see Fig. 3.12A. This would indicate that rather than acting as the source 
of membrane perturbations that lead to stalk formation, the DNA mediates vesicle 
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fusion by preventing the vesicles from separating after once encountering each other. 
However, making definite conclusions about the role of perturbations in the mem-
brane due to the DNA anchor requires observations of how far from the DNA 
attachment the fusion process starts. Extended simulations are currently ongoing, 
hoping to catch the actual fusion process.
3.4 Conclusions
We studied different types of anchors that can be used to attach DNA on the sur-
face of a membrane, designed to be used for DNA-mediated vesicle fusion: Three 
polymer anchors with different levels of hydrophobicity and one anchor based on 
a DNA base modified with an aliphatic tail. We found significant differences with 
respect to the embedding of the anchors in the membrane. The hydrophobic PFO 
anchor localized in the center of the membrane, while the more hydrophilic PPO 
anchor adsorbed closer to the membrane/water interface. The L64 anchor behaved 
similar to PPO, with the PEG blocks providing an even stronger preference for the 
interface. The lipid anchor was localized around the glycerol region, the aliphatic tail 
not being long enough to fully reach the tail region of the lipids. We also found that 
the anchors disturbed the membrane around them in a fairly limited manner though 
there were differences between the anchors. Specifically, the lipid anchor pulled the 
surrounding lipids a few Ångströms out of the membrane whereas the polymer an-
chors rather pushed the headgroups of the neighboring lipids towards the center of 
the membrane. We find the PFO and lipid anchors to create the most significant 
perturbations around the anchor. Assuming the perturbations due to the anchors 
play a role in the fusion process, the PFO and lipid anchors should facilitate fusion 
better than the other anchors. Besides, due to their more hydrophobic nature, the 
Fig. 3.11. Equilibration of the vesicle before fusion simulations. Six pores are induced on the 
surface of the vesicle to allow the number of lipids in each leaflet to equilibrate. Five of the six 
pores are indicated with arrows and the lipid phosphates initially on the outer leaflet are colored 
red and on inner leaflet yellow. (A) The mixing of the lipids and closing of the pores is shown in 
snapshot from times t = 0 ns (left), t = 500 ns (middle) and t = 1 μs (right). On the lower row the 
outer leaflet is partially removed to make the pores more visible. (B) The change in fraction of 
phospholipids on the outer leaflet is shown as a function of time for DOPC, DOPE and both of 
them together. The closing of the pores shortly after removal of dummy beads at time t = 500 ns 
is clearly visible in the stabilization of the number of lipids. 
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PFO and lipid anchors are embedded deeper in the membrane and therefore have a 
lower risk of desorption. 
Whether these effects actually promote fusion is not yet clear. During our simula-
tions of the three vesicle bilayer systems, no fusion was observed. Perhaps this is not 
surprising, given the relative short duration of the simulations (5 μs). Experiments 
by van Lengerich et al.46 showed a mean wait time from docking to semi-fusion to 
be 9.3 ± 1.3 s for a vesicle with a single DNA attachment with a lipid phosphora-
midite anchor. Our simulations show that there appears to be no tendency for the 
DNA attachment to pull the membranes significantly closer than free vesicles would 
go. However, the attachment rather restricts the maximum distance between the 
membranes which leads to more frequent contacts between the membranes. Thus, 
the facilitating effect of these attachments is likely to be keeping the vesicles in each 
others proximity until membrane fusion occurs, as has been suggested before for 
related systems46-48. While direct comparison between the simulation system here 
and experiments is not possible the results are suggestive of the same mechanism for 
the DNA-lipid constructs. 
Future directions for this research that are currently being pursued include a method 
to artificially speed up the initiation of the fusion process and changing the lipid 
composition to more fusogenic mixtures44. This should produce simulations of the 
complete DNA-mediated fusion process, because CG simulations have previously 
been shown to be able to capture the fusion process32. In addition, the effect of 
having multiple DNA hybridizing strands present on the fusing membranes will be 
investigated.
Fig. 3.12. Results of the vesicle bilayer system. Snapshots from the beginning (left), middle 
(middle) and end of the simulation (right) from the three simulation systems (A). The systems 
with DNA attachment using standard Martini parameters (top) and modified Q-C interactions 
(middle) are shown together with the free reference simulation with no DNA attachment (bot-
tom). The center of mass distance between the vesicle and bilayer (B) as well as the number of 
contacts between the lipids of the vesicle and the bilayer (C) are shown as a function of time. 
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Martini Coarse-Grained Force Field: 
Extension to RNA
“Ever tried. Ever failed. No matter. Try Again. Fail 
again. Fail better.” 
 Samuel Beckett
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Summary
RNA has a significant role not only as the messenger of genetic information but 
also as a regulator of gene expression. Given its central role in cell biology, there is 
significant interest in studying the structural behavior of RNA and how it interacts 
with, e.g., proteins. Here, we have extended the coarse-grained Martini force field to 
include RNA, following our recent extension to DNA. Similarly to the DNA model 
the tertiary structure of RNA is constrained using an elastic network. The model, 
therefore, can not be used for applications involving RNA folding but rather offers 
a stable RNA structure for studying RNA interactions.  The RNA model is compat-
ible with all other Martini models and opens the way to large-scale explicit solvent 
simulations of systems including RNA and other biomolecules.
4.1 Introduction
Ribonucleic acid (RNA) plays a crucial role in gene expression, actively regulating 
protein synthesis. Not only the sequence but also the structure of RNA molecules 
is important in determining how RNA interacts with other biomolecules and influ-
ences, e.g., gene expression. Genome-wide studies of transcriptomes have shown 
that RNA tertiary structure can affect protein expression and RNA stability1. Non-
coding RNAs for example, can be recognized by proteins or large RNAs through 
molecular interactions involving short nucleotide sequences2-4. To study RNA-pro-
tein structural assemblies and RNA complexes like the ribosome requires computa-
tional tools that are capable of efficiently modeling these larger length scales. 
Atomistic molecular dynamics (MD) simulations are currently the method of choice 
for computationally studying protein-DNA/RNA complexes. Recent development 
in DNA and RNA force fields have significantly improved their capabilities for 
example in the description of the sequence-dependent structural variability5,6. At-
omistic MD simulations, however, are limited by their computationally cost and 
sufficient sampling of systems larger than a few tens of base pairs is difficult. These 
issues can be somewhat mitigated by enhanced sampling methods but for numerous 
potential RNA systems they are either not applicable or do not offer the required 
increase in computational efficiency. 
Recently, coarse-grained (CG) methodologies have emerged as a solution to acceler-
ate the conformational sampling and convergence. The drastic reduction in num-
ber of particles and interactions in CG models makes simulations of significantly 
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larger system possible7. Existing CG RNA models describe each RNA nucleotide 
with varying number of particles depending on the specific purpose the CG model 
was designed for. Some CG models for RNA are very coarse, and use just one8,9 or 
three10-13 pseudo-atoms or CG beads to describe each RNA nucleotide. They have 
been created for the prediction of 3D RNA structures using experimental infor-
mation to guide the parameterization. Higher-resolution models like the HiRE-
RNA from Pasquale and Derreumaux14 that uses 6 to 7 beads per nucleotide, or 
the oxRNA model from Sulc and co-workers15 that has 5 beads per nucleotide, 
have shown that CG models with sufficient level of detail can describe the complex 
backbone flexibility of RNA molecules. Of the existing CG RNA models, we know 
of only one11 that is transferable to systems including other (non-nucleic acid) bio-
molecules. In addition, many of the CG RNA models are implicit solvent models, 
which limits the range of applications. 
While many of the specialized RNA models are very good at what they were de-
signed for, there is a clear need to develop a CG RNA model that is able to describe 
complex biological systems in an explicit solvent environment. Therefore, we have 
developed an RNA model within the Martini force field framework16,17 that can be 
used in combination with other Martini models such as the existing protein18-20, 
DNA models21 or lipid22,23 models at a wide range of solvent conditions. In addition 
to compatibility with other Martini models, we also aimed to retain the distinct flex-
ibility properties of RNA as much as possible. With these objectives, we developed 
the RNA parameters following the general strategy for Martini parameterization, 
combining a top-down and bottom-up approach. The bead type selection was done 
based on the previous DNA model21,  described in Chapter 2 of this thesis, aimed at 
reproducing partitioning free energies. The bonded interactions were fitted to bond, 
angle and dihedral distributions derived from state-of-the-art atomistic simulations 
of short single-stranded RNAs (ssRNAs). This model uses an elastic network for 
maintaining specific RNA structures and thus is not capable of folding RNA. Our 
model was tested for flexibility of both single-stranded and double-stranded RNAs 
(dsRNAs) as well as RNA interactions with ions. We also measured and evaluated 
the reproducibility of several global flexibility parameters of RNA molecules and 
their sequence-dependency at the base pair level. Finally, we assessed the stability 
and reliability of the new RNA parameters in protein-RNA complexes. 
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4.2 Methods
This section describes the simulation methods used to produce the atomistic refer-
ence simulations and perform the CG RNA simulations. Furthermore, it describes 
the analysis methods used to evaluate the Martini RNA model.
4.2.1 Reference Atomistic Simulation Protocol 
A set of short ssRNAs sequences (4-mers) was selected including the GNRA, CUUG 
and UNCG tetramers (where N and R stand for any nucleotide and any purine re-
spectively), which correspond to more than 70% of the hairpin loops commonly 
present in ribosomal and signal-recognition particle RNAs24,25. Initial structures were 
generated ab initio using the Nucleic Acids Builder module available in the Amber-
Tools package26. Besides the 4-mers, a set of other atomistic simulations was carried 
out to validate the CG RNA force field. Three dsRNA structures (PDB ID: 1RNA, 
1QC0 and 354D) were simulated and compared with the corresponding CG simu-
lations. In all cases the structures were immersed in a box of water molecules and 
the minimum number of sodium counter ions necessary to neutralize the system. 
The starting structures were minimized, heated, and equilibrated for 1.1 ns by re-
leasing the harmonic restraints applied to the RNA molecules to avoid any artifact 
during the system equilibration as explained elsewhere27. After full relaxation, MD 
production runs were performed in the NpT ensemble with pressure set to 1 bar and 
temperature to 300 K using periodic boundary conditions and the particle-mesh 
Ewald algorithm28 to account for the long-range electrostatic effects. All bonds were 
constrained at their reference distances using the SHAKE algorithm29, which al-
lowed us to use a timestep of 2 fs. For the simulation of RNA molecules, we used the 
AMBER99 force field30 in combination with the parmbsc031 and the parmchiOL332 
corrections to improve the description of the α/γ backbone dihedral angles and the 
χ dihedral angle, respectively. For comparisons of RNA and DNA, single-stranded 
DNA simulations of corresponding sequences were performed. We used the recent 
parmbsc133 correction for DNA, which includes the parmbsc0 and other corrections 
on the sugar puckering, ϵ, ζ and χ dihedral angles. The TIP3P rigid model34 was used 
for water and the parameters from Joung and Cheatham35 for the sodium ions. All 
atomistic simulations were carried out using the AMBER 12.0 suite26.
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4.2.2 Coarse-Grained Simulation Protocol
Coarse-grained (CG) simulations were performed using the same Martini force field 
developed for the Martini DNA21. The model is based on Martini 2.017 but includes 
the tiny beads and special bead types for the hydrogen bonding beads of nucleotide 
bases, as explained in Chapter 2. The CG simulations used a shifted van der Waals 
potential with parameters rvdw_shift = 0.9 nm and rvdw = 1.2 nm and a shifted Coulomb 
potential with a 1.2 nm cutoff and the shift starting from 0 nm. The relative per-
mittivity was set to ϵr = 15 and the neighbor list cutoff was 1.4 nm. Temperature 
was coupled to 310 K using the Berendsen thermostat36 with time constant τT = 2.0 
while the pressure was maintained near 1 bar using the Berendsen barostat36 with 
time constant τp = 3.0 and compressibility of 3*10
-4 bar-1. Constraints were solved 
using the LINCS algorithm37 with parameters lincs_order = 8 and lincs_iter = 2. All 
production runs were performed using a time step of 10 fs while shorter time steps 
were used in equilibration. 
To obtain the bonded parameters a set of short ssRNA strands, listed in Table B1 of 
Appendix B, was simulated with Martini and the distributions of the bonded terms 
were compared to the reference atomistic simulations. Each ssRNA was simulated in 
a dodecahedron box where the minimum distance between periodic images was no 
smaller than 2.5 nm with about 300 water beads and counterions. The CG bonded 
parameters were then adjusted to improve the overlap of the CG and reference dis-
tributions and the simulations repeated with the new parameters. This process was 
iterated until a good correspondence between the CG and the atomistic distribu-
tions was found. The final parameters were simulated for 1 μs and the last 500 ns 
were used for analysis. For modeling dsRNA structures a stiff elastic network with a 
1.0 nm cut-off and a 500 kJ mol-1 nm-2 force constant is used.
4.2.3 Test Systems
To evaluate the performance of the Martini RNA model several test systems were 
examined. The behavior of ssRNA was examined by simulating polydU strands with 
lengths varying from 10 to 40 bases for 1 μs each. Double-stranded RNA modeled 
with a stiff elastic network was studied by simulating the 1RNA structure for 100 ns, 
calculating its helical parameters and comparing to results from atomistic simula-
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tions. 1RNA was also used to study the ion distributions around RNA by simulating 
it with 50 mM, 200 mM and 800 mM NaCl concentration with both the standard 
Martini water model as well as the polarizable water model38 for 1 μs. Simulations 
with the polarizable water used PME28,39 for electrostatics and had a relative electric 
permittivity set to ϵr = 2.5. 
Th e persistence length of dsRNA was evaluated by simulating a 100 base pair long 
random dsRNA (sequence is in Table B2) in 150 mM NaCl solution for 500 ns. 
Th e persistence length was determined by calculating the average angle between vec-
Fig. 4.1. CG Martini mapping of RNA residues. Compared to DNA the bead type and position 
of backbone bead BB3 and the position of TT3 in uracil have changed. Uracil uses the same 
TT-type hydrogen bonding beads as thymine since their parameters are the same and addition of 
TU-type would unnecessarily complicate the topology fi les.
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tors aligned along the helical axis of the dsRNA structure and fitting an exponential 
decay to the data40:
where ni is the i
th vector, <l0> is the time averaged length of the first vector (used here 
as an estimate for the distance between bases) and L is the persistence length. The 
points along the helical axis are approximated as the mean position of ith and i+6th 
nucleotide’s SC1 beads in one strand. The estimate for persistence length is obtained 
by placing the n0 in ten separate positions and fitting the equation to the averaged 
data. The accuracy of the value is estimated by fitting the equation to each starting 
position separately and calculating the standard deviation of obtained persistence 
lengths. 
Backmapping of RNA and protein−RNA complexes was performed from the Mar-
tini CG scale to AMBER all atom scale. Each system was coarse-grained using the 
scripts martinize.py and martinize-nucleotide.py to coarse-grain the protein and the 
RNA separately. Each system was then solvated (water and 150 mM NaCl) and 
simulated for 100 ns at the CG Martini level, same parameters as described above. 
The final CG structures were backmapped into the target atomistic structure using 
backwards41. The resolution transformation was done with backwards.py and initial 
equilibrium done with initram.sh using the default settings (500 step energy mini-
mizations followed with MD using 0.2, 0.5, 1.0 and 2.0 fs time steps)30,31,41. Map-
ping files for the Martini RNA nucleotides to AMBER were constructed based on 
the Martini to CHARMM DNA mapping files21. 
The martinize-nucleotide.py script used to coarse-grain RNA and DNA structures 
is available at cgmartini.nl together with files for backmapping the coarse-grained 
structures back to atomistic resolution. 
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4.3 Results
4.3.1 Mapping
The mapping of the Martini RNA is based on that of the Martini DNA model21 
described in Chapter 2. The DNA mapping is chosen based on chemical groups 
making sure that each component of a nucleotide; phosphate, sugar, and base have 
sensible mapping also as lone molecules. The bead types are chosen based on free 
energies of partitioning and dimerization free energies of the bases. The complete 
mapping of RNA is shown in Fig. 4.1, see also Table B3 for exact atoms to beads 
mappings. Compared to DNA, there are two important changes. First, the hydroxyl 
group in the ribose moves the position of BB3 bead in RNA and also the bead type 
is different; for RNA BB3 is modeled as a SNda bead compared to the SC2 bead type 
in DNA. The choice of SNda reflects the more polar character of the ribose as well 
as its hydrogen bonding capabilities. Second, the uracil base is modelled with three 
beads that have the same bead types as thymine to retain its hydrogen bond acceptor 
property, however, the position of the TT3 bead is changed due to the methyl group 
that is not present in uracil but is part of thymine. The bead names of thymine are 
used also for uracil to avoid unnecessary duplication of bead types in the topology. 
4.3.2 Bonded Parameters
The bonded parameters of RNA differ from those of DNA since the differences in 
atomistic structure shift the positions of the CG beads and change the flexibility 
of the molecule. The bonded parameters were selected using an iterative procedure 
described in the Methods section. Fig. 4.2 shows examples of the correspondence 
between the CG distributions obtained using the final CG parameters and the refer-
ence atomistic simulations. A full list of all the distributions can be found in Fig. 
B1. The CG distributions match the atomistic distributions well although with less 
detailed surfaces. The main target, that similar regions of the distance or angle space 
are sampled with comparable probabilities, is achieved well. Some compromises had 
to be made in the accuracy of the dihedral distributions to avoid stability issues 
that arise in Martini when an angle that is part of a dihedral can reach . For a more 
complete explanation of this issue, see Bulacu et al.42. The improved angle potential 
of Bulacu et al.42 was, however, not used for RNA to make sure the model is compat-
ible with simulation codes other than GROMACS 5.x. The full parameter set for 
Martini RNA is presented in Table B4. 
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4.3.3 Flexibility of ssRNA
As a fi rst test of our RNA model, we studied the fl exibility of ssRNA by calculating 
the radius of gyration of ssRNAs of varying lengths consisting solely of uracil bases. 
We compared these results with atomistic simulations of the same systems. We also 
studied the diff erences between RNA and DNA by simulating strands consisting 
of thymine bases both with Martini as well as atomistically. All these results are 
presented in Fig. 4.3A. Both atomistically and in CG model, the ssRNAs have a 
smaller radius of gyration than the ssDNAs. Experimental results of ssDNA and 
Fig. 4.2. Example comparisons of bonded distributions from atomistic simulations (trajecto-
ries mapped to CG resolution to calculate the distributions) which are shown in blue and CG 
simulations that are shown in red. (A) Th ree diff erent bond distributions are shown while in (B) 
three angle distributions and in (C) three dihedral distributions are shown. Th e beads from the 
following residue are marked with an apostrophe. 
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Fig. 4.3. Radius of gyration of ssRNA. (A) A comparison of RNA and DNA radius of gyrations 
both atomistically and coarse-grained. (B) Ionic strength dependence of ssRNA radius of gyra-
tion.  The lines are a fit to the measurements to clarify the differences between the models. The 
errorbars show the standard deviation of the measured values. 
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ssRNA flexibility43, in particular the persistence length based on end-to-end FRET 
measurements of 40 base long dT and dU strands, point to the opposite behavior. 
Despite this discrepancy, the behavior of the computational models is consistent 
with each other. Furthermore, the radius of gyration values from the CG models are 
lower for both ssRNA and ssDNA, which means that the CG strands form tighter 
structures compared to the atomistic models. One difficulty in interpreting these 
results is the large difference in the sampling times between the models: 1 μs in CG 
compared to 50 ns atomistically. Nevertheless, the RNA Martini model appears to 
be somewhat softer than the atomistic model. 
Furthermore, we explored whether the ion concentration had an effect on the radius 
of gyration by simulating systems in 50 mM and 200 mM NaCl solutions. The 
results of these simulations are presented in Fig. 4.3B. While the atomistic ssRNA 
radius of gyration values become lower with the higher ion concentration, the flex-
ibility of the CG ssRNA does not exhibit ion concentration dependence. The same 
observation was made for the Martini DNA model21 (see Chapter 2) and is not 
unexpected due to the treatment of electrostatics in Martini. Switching to the more 
accurate polarizable water model, however, does not have a large effect (Fig. 4.3B).
 
4.3.4 Detailed structure of dsRNA
To determine how well Martini RNA retains the detailed dsRNA structural charac-
teristics we simulated the 1RNA structure44 using Martini with a stiff elastic network 
(see Methods).  We calculated the helical parameters45 and their standard deviations 
and compared those to the values obtained from the crystal structure as well as at-
omistic simulations. The calculated values for six base pair step helical parameters 
are shown in Fig. 4.4. The helical parameters for the Martini RNA model follow the 
crystal structure values closely as expected of an elastic network model. The atomis-
tic model also tracks the crystal structure fairly closely but exhibits a higher variation 
than Martini. The largest differences between the Martini and AMBER structures 
are seen in the shift and twist helical parameters where Martini shows less variation 
along the structure.  
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4.3.5 Flexibility of dsRNA
We studied the persistence length of dsRNA by simulating a 100 base pair long ran-
dom dsRNA sequence in 150 mM NaCl solution. Th e persistence length of dsRNA 
was estimated to be 208 ± 53 nm which is signifi cantly larger than the experimental 
value of 72 ± 7 nm46.Th is is a direct result of the use of the stiff  elastic network 
model, discussed in the Methods section of Chapter 4. 
4.3.6 Ion Distributions Around dsRNA
RNA, like DNA, is a highly charged biomolecule. Th e negatively charged RNA 
backbone leads to condensation of positive ions from solution. To test how well the 
Martini RNA model describes these interactions, we studied the ion distributions 
around dsRNA with 150 mM and 800 mM NaCl solutions and compared those to 
ion distributions from atomistic simulations. Given the implicit electrostatic screen-
ing of the standard Martini water model, we also tested the polarizable water model. 
Th e results with the 150 mM NaCl solution are presented in Fig. 4.5 while the higher 
Fig. 4.4. Base pair step helical parameters of 1RNA molecule. Clockwise from top-left: the shift, 
slide, tilt, twist, roll and rise of RNA base pairs. Th e values from the crystal structure are in black, 
atomistic simulations in red and Martini in blue.
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Fig. 4.5. Ion distribution around dsRNA. A comparison of sodium radial distribution functions 
(RDF) around RNA phosphates (A). Atomistic RDF shown in blue, Martini with standard water 
in green and with polarizable water in red. Dashed lines present water RDF as a reference. Snap-
shots showing the most commonly occupied volume for sodium ions around the RNA structure 
shown in CG (top) and in an atomistic simulation (bottom). Th e snapshots of CG systems are 
from simulations with standard Martini water. Corresponding fi gure showing chloride radial 
distributions and most occupied volumes around RNA (B).
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ion concentration results are presented in Fig. B2. The radial distribution functions 
(RDF) of ions around RNA phosphates show that the CG model attracts somewhat 
more sodium than the atomistic simulations. The overall location and periodicity is 
rather well captured but shifted slightly further out as the atomistic sodium ions are 
able to approach closer to the phosphates. This is expected because of the larger size 
of the CG beads. While chloride is expelled from around RNA atomistically, a small 
amount of chloride is visible in the CG chloride RDF although it follows closely the 
water RDF after the first solvation shell. The chloride is thus expelled from the first 
solvation shell but senses no effect of the DNA beyond the first shell. The screening 
effect is reduced when polarizable water is used, bringing the atomistic and CG re-
sults in closer agreement. If compared to the results obtained with the DNA model 
in Chapter 2, ion behavior around the RNA model is consistent with those results. 
4.3.7 RNA Tertiary Stability and RNA-Protein Interactions
We studied the ability of the Martini RNA model to describe tertiary RNA struc-
tures and RNA-protein interactions using five example systems as test cases. The 
systems studied were a 14-mer A-type RNA helix (PDB-ID: 1RNA)44, a 14-mer 
cUUCGg tetraloop hairpin RNA (PDB-ID: 2KOC)47, the HuD protein bound to 
a short AU-rich single stranded RNA (PDB-ID: 1FXL)48, protein 19 of the human 
signal recognition particle (SRP19) in a complex with helix 6 of the Human SRP 
RNA (PDB-ID: 1JID)49, and the SRP19 protein with the 7S.S RNA from the ther-
mophilic methanogenic archaea (M. jannaschii) (PDB-ID: 1LNG)50. All systems 
were simulated for  at the CG level, and then backmapped to atomistic resolution 
and energy minimized and relaxed using AMBER. All RNA-protein complexes stay 
bound to each other during the simulations and the backmapped structures are close 
to the crystal structures. The starting (crystal) structures, the final CG structures, 
and the backmapped AA structures are shown in Fig. 4.6 for each of the five systems.
 
Fig. 4.6. RNA systems: crystal structure (left), final coarse-grained configuration (middle) and 
atomistic structure after backmapping (right). Studied systems were PDB IDs: 1FXL48 (A), 
1JID49 (B), 1LNG50 (C), 2KOC47 (D), and 1RNA44 (E).
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4.4 Conclusions
We developed a model for RNA that is compatible with the Martini force field. We 
followed the same parameterization methodology as Martini and specifically the 
same procedures as the recent Martini DNA model, see Chapter 2. The mapping of 
RNA was made as similar as possible to the mapping of the DNA model while mak-
ing the differences between RNA and DNA visible both in bead type assignment as 
well as position of CG beads. The bonded interactions were parameterized against 
atomistic reference simulations performed with AMBER9930-32. 
The CG RNA model was tested both in ssRNA and dsRNA form. The flexibility 
of ssRNA was compared to both atomistic reference simulations as well as to ss-
DNA. The CG ssRNA was found to be softer than the CG ssDNA model while 
both models are softer than their reference atomistic simulations. In contrast, the 
dsRNA, featuring a stiff elastic network, has a significantly higher persistence length 
compared to experimental numbers. This is in line with the main purpose of the 
stiff elastic network, which is to closely retain RNA tertiary structure. Consequently, 
the dsRNA model was found to reproduce well the helical parameters of an A-type 
RNA helix (PDB-ID: 1RNA) with small variation in the helical parameters. The ion 
distributions around an A-type RNA helix were found to compare favorably with 
atomistic reference distributions, with small packing differences arising from the 
larger size of CG ions. Finally, the RNA model was used to simulate RNA-protein 
structures which were successfully backmapped afterwards to atomistic resolution 
allowing simulating such systems across different resolutions depending on the re-
quired level of detail.  
While the stability of the RNA model is improved from the DNA model, the rec-
ommended maximum time step is still 10 fs and smaller time steps are sometimes 
necessary. This, together with improved base-base interactions will be a major target 
for the next generation Martini DNA and RNA model development. Other major 
targets will be improving the ssRNA flexibility based on the radius of gyration re-
sults and the dsRNA flexilibity by developing a softer elastic network similarly to the 
DNA model. With the Martini RNA model most major classes of biomolecules are 
now represented in the Martini force field. This opens up numerous possibilities for 
CG simulations. The benefits of the compromises made in the Martini force field to 
improve its transferability and compatibility are evident in how many different types 
of systems can be studied using it. 
115
Chapter 4 - Martini Coarse-Grained Force Field: Extension to RNA
4.5 Bibliography
(1) Mortimer, S. A.; Kidwell, M. A.; Doudna, J. A. Insights Into RNA Struc-
ture and Function From Genome-Wide Studies. Nat. Rev. Genet. 2014.
(2) Eddy, S. R. Non-Coding RNA Genes and the Modern RNA World. Nat. 
Rev. Genet. 2001, 2 (12), 919–929.
(3) Mattick, J. S.; Makunin, I. V. Non-Coding RNA. Hum. Mol. Genet. 2006, 
15 Spec No 1, R17–R29.
(4) Rinn, J. L.; Chang, H. Y. Genome Regulation by Long Noncoding RNAs. 
Annu. Rev. Biochem. 2012, 81 (1), 145–166.
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“Success consists of going from failure to failure 
without loss of enthusiasm.”
 Winston Churchill
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Summary
This final Chapter sums up the research I conducted during my PhD, by describing 
how the parameterization work has lead to further research based on the Martini nu-
cleic acid models and by hypothesizing on how I see the research continuing based 
on this work. Like in my thesis work, the focus will be mostly on the development 
of the Martini force field. The first section describes projects that are based on the 
nucleic acid models developed in this thesis. Section two develops an idea about im-
proving the general Martini force field that the molecular dynamics group in Gron-
ingen has been working on. Section three ties together my work on Martini DNA1 
described in Chapter 2 and the development of Dry Martini2, the implicit solvent 
variant of the Martini force field, that I worked on with many of my colleagues, and 
speculates on expanding the implicit solvent model to include nucleic acids. In sec-
tion four, I describe my ideas on how to further develop and improve the Martini 
DNA and RNA models. The section five takes a broader look at the future of the 
field of molecular dynamics and especially parameterization of MD force fields.
5.1 Applications of Martini DNA 
Apart from our work on DNA-mediated vesicle fusion discussed in Chapter 3, the 
Martini DNA model has already led to other projects both in our lab and elsewhere. 
Wei and Luijten3 used the model to study the complexation of siRNA and poly-
ethyleneimine (They used the DNA model in A-DNA conformation because the 
RNA model was not available at that time). The model is also being used to study 
membrane pores made out of DNA origami4 and how these artificial pores behave 
in a membrane as well as DNA–protein interactions by Ignacio Faustino (University 
of Groningen) and DNA-membrane interactions by Bart Bruininks (University of 
Groningen).  
A potential area of benefit related to my own work is to study fluorophores at-
tached to DNA. One of the few atomistic simulation projects5,6 I worked on during 
my PhD was a collaboration with an experimental group studying how photosta-
bilizers could be directly coupled to fluorophores to improve their photostability5. 
I performed atomistic simulations of these systems to explain the experimentally 
observed changes in photostability with different coupling schemes of the fluoro-
phore and the photostabilizer. Some of these results are presented in Fig. 5.1. This 
proved to be very educative but would have benefitted from ability to sample the 
systems longer and that is now possible with Martini and the new DNA model. The 
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exact small molecules would need to be parameterized for Martini but that should 
be fairly straightforward based on similar existing molecules. Th e speedup off ered 
by Martini would allow the study of much wider range of systems for longer time 
scales. Martini could also be expected to perform well in such a study where the 
hydrophobic and hydrophilic properties of molecules play a key role because the key 
properties match well with the parameterization targets of Martini force fi eld.
 
Fig. 5.1. Example of the atomistic results for the fl uorophore – photostabilizer systems5. Th ree 
diff erent types of attachment are studied: a proximal attachment (A), direct conjugation (B) 
and a direct attachment with a linker (C). Figures from left to right are: Schema of the attach-
ment, most occupied volumes of fl uorophore (in red) and photostabilizer (in blue) around DNA, 
distance of fl uorophore from photostabilizer (top), top of DNA (middle) and groove of DNA 
(bottom), and most commonly occupied volume of photostabilizer (in blue) around fl uorophore 
(in red). Th ese studies could be expanded signifi cantly using a CG force fi eld and Martini has 
historically performed well in this type of studies.  
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5.2 Next Generation Martini Force Field
The Martini force field has been expanded1,2,7-10 and updated11,12 several times during 
the past decade but no significant changes have been done to the core of the force 
field since the 2.0 update13 of the original Martini force field14. Now that most of the 
major classes of biomolecules are available in Martini, I think the next goal should 
be an update to the force field core. Although such a task is bound to be complex, 
the benefits of such an overhaul are considerable and the biggest possible improve-
ments on the whole Martini ecosystem clearly lie in improvements of the main force 
field. 
The main focus of this renewed force field should be on better treatment of different 
resolutions in mapping of CG beads. Currently S-beads used for, e.g., ring structures 
(and T-beads used in nucleic acids) with 3-to-1 or 2-to-1 mappings do not behave as 
well as normal sized Martini beads. This has lead to issues with, e.g., the clustering 
of soluble proteins and organization of polymers. These problems have been tackled 
by modifying the CG interactions of the proteins (de Jong et al., manuscript in 
preparation) and creating specific bead types for polymers15. 
Work from our group suggests that the problems are due to the assumptions of 
the building block model that break down with shorter bond lengths between the 
building blocks. If one considers the partitioning free energy of a molecule, part of 
it is due to the difference in the magnitude of solute-solvent interactions in the two 
solvents and part of it is due to the free energy of forming a cavity in the two solvents 
(called here the cavity effect). The size of a cavity required by a molecule formed by 
large CG beads differs from that of a cavity required by an atomistic molecule and 
this size difference varies depending on the resolution of the CG mapping and thus 
the bond lengths between the CG beads because the separate cavities formed by the 
beads overlap with short bond lengths. This can also be understood by considering 
that the original Martini model was carefully parameterized to compensate for the 
effect of coarse-graining on entropy in partition free energies by tuning the enthal-
pies. However, this balance does not exist for S-beads or molecules with short bonds.
Fig. 5.2 shows how this cavity effect depends on the bond length between the two 
beads of a molecule and how the magnitude of the effect increases rapidly when 
bond length is decreased from the standard value of 0.47 nm. The cavity volume 
fraction describes the size of the formed cavity compared to the combined size of 
the cavities that the two beads form alone in solvent. The change in free energy in 
Fig 5.2 is also the change in free energy of solvation between otherwise identical two 
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bead molecules that have a diff erent bond length. As can be seen from Fig. 5.2, the 
change in free energy of solvation depends fairly linearly on the cavity volume frac-
tion with bond lengths shorter than the Martini standard value of 0.47 nm. Th ese 
changes in free energies of solvation lead to a change in free energy of partitioning 
since the size of the eff ect depends on the solvent as can be seen from Fig. 5.2. Th is 
naturally causes a problem for Martini molecules that have S-beads or short bonds 
but rely on the careful parameterization of building block partitioning free energies 
and do not compensate for this change in the molecular partitioning free energy that 
is due to the cavity eff ect. 
Fig. 5.2. Th e cavity eff ect, demonstrated as the Potential of Mean Force (PMF) curve of two 
non-interacting beads with respect to the fraction of volume they create in a solvent (water, or 
hexadecane – hd). When the two bonded beads are closer the cavities they create overlap more 
and the total volume of the cavity they create in solvent is smaller. Th e graph shows that with 
shorter bond lengths it is easier to form a smaller cavity in the solvent and thus shorter bond 
lengths have lower free energy. Th e vertical line indicates the cavity volume fraction of the stan-
dard Martini bond length 0.47.
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Our group is working on a systematic solution to this problem that should improve 
the S-beads as well as systems with short bond lengths in general.  The problem is ad-
dressed by more systematic parameterization of the cross interactions between beads 
of different levels of coarse-graining and adjusting the interaction levels when beads 
are connected with short bonds. In practice, this will mean slightly more complex 
force field description because the interaction levels will depend not only on the 
atomistic structure underlying on CG bead but also the structure of the neighboring 
beads. However, our effort is to create a solution that uses simple rules that can be 
implemented in the topology generating algorithms like the martinize.py script and 
thus preserve Martini as a very straightforward model to use. I expect this to bring 
significant benefits to a wide range of different simulations systems from proteins, 
polymers and carbon nanoparticles to simulations with the implicit version of Mar-
tini.
5.3 Dry Martini Version of the Nucleic Acids
The Dry Martini force field2, in its current form, is meant only for lipids and with 
some reservations for membrane proteins. The main challenge with extending to all 
kinds of proteins as well as nucleic acids relates to the cavity effect described above. 
The cavity effect influences partitioning free energies of molecules that have tightly 
packed beads and this effect is even stronger in an implicit solvent force field than in 
standard Martini because the effect is only present in the explicit medium but absent 
in the implicit solvent. There are ways around this, although the tidiest solution in 
my opinion is modifying Martini along the lines described above which should also 
drastically decrease the difficulty in adding more molecule types to Dry Martini. 
Nucleic acids with implicit solvent would bring Martini closer to many other CG 
nucleic acid force fields in terms of speed but with the added benefit of being able 
to describe a wide range of interactions with other molecules. This would blur the 
boundaries between the use of nucleic acid specific CG force fields and Martini. As 
an example, the persistence length calculations of dsDNA presented in Chapter 2 
and here in Fig. 5.3 were 99 % water and thus the computational gain with an im-
plicit solvent model would be significant.
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5.4 Further Development of Martini Nucleic Acid Mod-
els
The first systematically parameterized Martini models for nucleic acids have been 
presented in this thesis. The availability of these models opens new avenues of re-
search as described above and in the earlier chapters but there is always more work 
to be done in improving any type of force field including coarse-grained force fields. 
The nucleic acid Martini models will be further developed to address limitations of 
the original models as well as to address issues that may arise from the wider use of 
the models in various new applications and environments.  
The major goal for the next version of the nucleic acid force fields should be im-
proving base-base interactions and with them provide unassisted nucleic acid hy-
bridization and stable double-stranded structures without added elastic network. 
I think this will require some fundamental changes in the CG model. Perhaps the 
introduction of new tiny beads based on the improved Martini will help with this 
but most likely larger changes in the model are needed as well. In my experience the 
two major obstacles are the shape of the CG base and the non-directionality of the 
Martini interactions between bases. The steric part can be tackled with changes in 
the bead size and by moving the mapped positions of the beads. The directionality 
that in the current model is absent but could be at least mimicked by, e.g., adding 
partial charges as virtual sites to the bases. The size of the partial charges would 
probably need to vary depending on the water model (and thus relative permittivity) 
used and should also replace the special interaction types used to mimic hydrogen 
bonding structure in the current model. Another possible solution to both of these 
problems is to increase the number of CG beads per base, assuming the next genera-
Fig. 5.3. Martini DNA system used to determine the persistence length of dsDNA without sol-
vent and with solvent. 99 % of particles in the simulation were water beads.
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tion Martini force field performs better with such tight mappings as some admit-
tedly very early results from my colleagues would indicate. Ideally these goals would 
be achieved in a manner that would also allow the model to be used with longer time 
steps than currently possible. 
Another long-term target for improvement are the ion models used especially in 
conjunction with the polarizable water model and their behavior with nucleic ac-
ids. The ion distributions around nucleic acids presented in earlier chapters leave 
room for improvement and with the addition of nucleic acid models to Martini the 
further development on charged interactions is perhaps more pressing than before. 
Nucleic acids should provide plenty of applications where these interactions will be 
tested and thus provide more data and direction for this work. Martini ion param-
eters are fairly unspecific and big improvements should be possible both in develop-
ing separate parameters for monovalent ions as well as in first real parameterization 
of divalent ions. 
5.5 The (Near) Future of Molecular Dynamics
The majority of this thesis handles the parameterization of MD force fields that form 
the backbone of any MD simulation. A good force field is a necessary condition for 
simulations to provide useful results and accordingly much work has been put into 
their continuous development over past decades. The ever-increasing computational 
power has made longer simulations and improved sampling possible, revealing flaws 
in many established force fields. Force field development is thus directed by the bet-
ter understanding and growing demands that arise from experiences of an increasing 
number of longer and larger simulations. An example of this is the development of 
the AMBER parmbsc0 force field16 that started from flaws revealed by simulations 
at a longer time scale than had previously been possible17.
The accuracy of force fields is increasing18-20 and one could predict that further im-
provements are always harder to come by than previous ones. Thus, the parameter-
ization task gets more and more difficult with every subsequent version of a force 
field. This should be countered with better practices of parameterization, such as 
large collaborations producing systematic tests of force fields21-23 and use of machine 
learning to help sample the immense parameter space available for the force fields24 
making force field parameterization both more transparent and reproducible. 
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Ideally, all these data, produced during the considerable parameterization effort that 
goes into any modern force field, could be collected together and opened to the 
public so that anyone with access to the required computational power could use 
the data to create a force field optimized to reproduce the quantities they find most 
important. This should be done in a standardized and systematic manner to make 
reusing such data more straightforward. Such ideas might seem far-fetched, how-
ever, there are already very interesting collaborations based on complete open access 
of MD data23 and the future requirements of including simulation data along with 
a publication should move the field naturally towards more sharing of data. There 
are also already tools to facilitate this sharing; projects like MDAnalysis25, a python 
library to analyze trajectories, make it easier to analyze data from different groups 
produced with different simulation packages. 
I see all these changes as signs of the molecular dynamics field maturing and growing 
its impact alongside purely experimental and purely theoretical research of biomo-
lecular systems. The field got a nod from the Nobel committee in the form of the 
Nobel Prize in Chemistry awarded to Karplus, Levitt and Warshel in 2013. What 
seems certain is that the significance of molecular modeling will only grow in the 
future. 
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“Opportunity is missed by most people because it is 
dressed in overalls and looks like work.”
Thomas Edison
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6.1 For Future PhD Students
If you have read this far, congratulations and thank you. Before I finish I would 
like to share some things I think I have learned during the past years working on 
this thesis. I doubt you will find any deep truths here but hopefully something that 
resonates and smoothens your path in science. 
Learn to say no. Science is full of interesting questions and opportunities and the 
new idea always seems the most enticing. It is also often easier to please people by 
saying yes, be that agreeing to a new project, promising to give a lecture, teaching 
a course or attending a meeting. However, these things pile up with alarming pace 
unless you learn to decline some of them. Focusing on a few things by saying no 
to other opportunities also leaves you with time to help your colleagues when they 
need you. 
Use the latest tools. Due to time constrains scientists can easily lag behind the de-
velopment of simulation packages, programming languages, analysis software or the 
newest simulation methods. As a student you still have time to experiment with new 
tools and learn them properly instead of using the same tools your older colleagues 
learned during their PhD years. I won’t suggest any specific things to learn, that 
advice would be inevitably outdated in a year or two. 
Learn (at least) one fundamental part of the field thoroughly. I do not mean your 
research topic but something that is less directly related to it, a technique or a related 
topic that provides additional insight to your own research. Try to become the expert 
of the group in that topic so that you can help others whenever questions relating to 
that area arise. This kind of knowledge makes you more useful for your colleagues 
and can help you contribute in your group early in your scientific career. 
Automate as much as possible of your work but no more. Scripting repetitive 
tasks not only removes monotonous work from your days but also makes your re-
search more reproducible. However, too much automation can lead to completely 
nonsensical results. The automation systems need to be carefully tested before use 
and when strange results occur it is best to start by going through one iteration 
manually to see what exactly is happening. Automating preparation and running of 
simulations leads necessarily to automation of analysis as well. Analysis of simula-
tions can especially benefit from automation and automatized visualization of results 
that can lead to new observations.
135
Chapter 6 - Epilogue
Find a good research topic. You will probably encounter an endless number of 
interesting research topics and often do not have much say in the choice early on. 
But when you do, try to choose well. Be critical of what new information you could 
provide if you performed the research, but try to also look at things from the per-
spective of your audience, sometimes things that seem almost self-evident in your 
niche are significant news for people working in other fields. Depending on your 
personality a good research project should either have possibility of significant im-
pact in the field or be succinct in its scope and provide a good starting place for a 
following related project. 
Finally, enjoy your PhD years. Scientific research requires you to accept disap-
pointments and long periods of time when the work you put in does not seem to 
amount to anything. But the sudden breakthroughs are based on those weeks and 
months of hitting your head against the wall without giving up. And those moments 
of fulfillment are worth the disappointments and uncertainty. Doing science for a 
living during the past years has been a privilege and it is hard for me to imagine a 






Table A1. The Martini DNA bead mapping.
Bead Bead type Mapped atoms
BB1 Q0 P, OP1/O1P, OP2/O2P, O5’, O3’
BB2 SN0 C5’, O4’, C4
BB3 SC2 C3’, C2’, C1’
SC1 (adenine) TN0 N9, C4
SC2 (adenine) TA2 C2, N3
SC3 (adenine) TA3 C6, N6, N1
SC4 (adenine) TNa C8, N7, C5
SC1 (cytosine) TN0 N1, C6
SC2 (cytosine) TY2 N3, C2, O2
SC3 (cytosine) TY3 C5, C4, N4
SC1 (guanine) TN0 N9, C4
SC2 (guanine) TG2 C2, N2, N3
SC3 (guanine) TG3 C6, O6, N1
SC4 (guanine) TNa C8, N7, C5
SC1 (thymine) TN0 N1, C6
SC2 (thymine) TT2 N3, C2, O2




Table A2. The interaction matrix for special DNA beads.a 
Based on Used in Bead TA2 TA3 TY2 TY3 TG2 TG3 TT2 TT3
TN0 adenine TA2 VII VI VI IV III III I III
TP1 adenine TA3 VI VI IV VI III III II I
TP2 cytosine TY2 VI IV IV VI -II -I I III
TP1 cytosine TY3 IV VI VI IV -I -II III I
TP1 guanine TG2 III III -II -I VIII VIII IV V
TP2 guanine TG3 III III -I -II VIII VIII V IV
TP2 thymine TT2 I II I III IV V II III
TNa thymine TT3 III I III I V IV III III
aThe interaction levels denote the same interactions strengths as elsewhere in Martini and the two 
additional levels have interaction strengths ϵ = 6.20 kJ mol-1 for level -I and ϵ = 6.50 kJ mol-1 for 




Figure A1. Chemical structures of the four nucleobases in (A) unmethylated and (B) methylated 
form: guanine (G), cytosine (C), adenine (A), and thymine (T). 
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Figure A2. Backbone bonded parameters for different sequences. (A) The bond distributions 
for bonds between the different backbone beads (BB1, BB2 and BB3). (B) Distributions of 
the angles between the three backbone beads (BB1, BB2 and BB3). (C) Distributions of the 
backbone dihedrals between the backbone beads (BB1, BB2 and BB3). Each color represents a 
CHARMM simulation with one of the 10 different sequences tested; these are listed in Table A3. 







Figure A3. CG and AA distributions of bonded terms. The average distribution from Martini 
CG simulations is shown in red whereas the average CHARMM AA distribution is in green. 
The title of each subplot lists the beads that participate in the bond (A), angle (B) or dihedral 
(C) while the letter in the beginning of side chain beads denotes to which nucleobase the bead 
belongs to. Beads are named according to the naming scheme of Fig. 2.1.
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Table A4. Partitioning free energies of the nucleobases.
Water - octanol partitioning free energies
(kJ mol-1) adenine thymine cytosine guanine
Experimental 0.5 3.5 5.5 9.5
Martini -5.4 ± 0.2 -2.5 ± 0.9 1.7 ± 0.6 -0.7 ± 0.9
AMBER -3.9 ± 0.2 -1.9 ± 1.2 5.8 ± 1.0 -2.7 ± 2.2
CHARMM 1.1 ± 5.1 -8.0 ± 0.4 0.1 ± 1.3 -1.9 ± 0.8
GROMOS -6.8 ± 0.6 -5.9 ± 1.1 -1.3 ± 0.6 -3.1 ± 1.3
clogP 0.2 0.7 6.0 13.1
Water - chloroform partitioning free energies
(kJ mol-1) 1-methylthymine 9-methyladenine 1-methylcytosine 9-methylguanine
Experimental 2.3 4.6 17.1 20.0
Martini 4.6 ± 0.8 4.9 ± 0.2 6.5 ± 0.7 10.7 ± 0.6
AMBER 2.1 ± 0.2 0.6 ± 0.2 14.2 ± 0.2 18.2 ± 0.2
AMBER-Wolf 11.7 6.4 28.9 30.2
CHARMM -9.3 ± 0.1 -2.3 ± 0.2 5.5 ± 0.6 14.3 ± 0.3
CHARMM-Wolf -5.4 2.3 17.3 25.3
GROMOS 1.9 ± 0.2 -0.4 ± 0.2 17.0 ± 0.2 19.3 ± 0.3
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Figure A4. PMF profiles of the nu-
cleobases partitioning into POPC 
(A), DOPE (B), and DOPS (C) bi-
layers. Blue, green, and purple lines 
are AMBER, CHARMM, and Mar-
tini with polarizable water, respec-
tively. For partitioning into DOPC 
see Fig. 2.4. 
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Figure A5. PMFs for DNA base-base stacking. 3D PMFs for each nucleobase pair interacting 
without constraints in water to probe base-base stacking. Data shown for CHARMM, AMBER 




Figure A6. PMFs for DNA base-base hydrogen bonding. PMFs for each nucleobase pair in-
teracting while restricted onto a plane to probe base-base hydrogen bonding. Data shown for 
CHARMM, AMBER and Martini (green, blue and red, respectively). For cytosine and guanine 
interaction see Fig. 2.5B.
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Figure A7. Ion distribution around dsDNA. The ion distribution as a function of distance from 
the DNA center in the XY plane is shown for sodium (A, B) and chloride (C) from simulations 
with counter ions only (A) and 1 M NaCl (B, C). See Fig. 9 for ion distribution from simulations 
with 100 mM NaCl.
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Table A5. Average RMSD values (nm) for 1BNA, 1MNM, 1MNN, and 1LMB structures with 
respect to the average structures in CG simulations. 
Base pair 1BNA 424D 109D 158D 1MNM 1MNN 1LMB
All DNA 0.19 0.28 0.17 0.06 0.10 0.11 0.16
DNA backbone 0.17 0.30 0.17 0.08 0.08 0.12 0.19
All DNA non back-
bone
0.20 0.27 0.16 0.05 0.11 0.11 0.15
All DNA excluding 
termini
0.16 0.25 0.14 0.06 0.09 0.09 0.15
DNA backbone 
excluding termini
0.15 0.28 0.15 0.07 0.07 0.10 0.18
All DNA non 
backbone excluding 
termini












































Table B3. The Martini RNA bead mapping.
Bead Bead type Mapped atoms
BB1 Q0 P, OP1/O1P, OP2/O2P, O5’, O3’
BB2 SN0 C5’, O4’, C4
BB3 SC2 C3’, C2’, C1’
SC1 (adenine) TN0 N9, C4
SC2 (adenine) TA2 C2, N3
SC3 (adenine) TA3 C6, N6, N1
SC4 (adenine) TNa C8, N7, C5
SC1 (cytosine) TN0 N1, C6
SC2 (cytosine) TY2 N3, C2, O2
SC3 (cytosine) TY3 C5, C4, N4
SC1 (guanine) TN0 N9, C4
SC2 (guanine) TG2 C2, N2, N3
SC3 (guanine) TG3 C6, O6, N1
SC4 (guanine) TNa C8, N7, C5
SC1 (uracil) TN0 N1, C6
SC2 (uracil) TT2 N3, C2, O2
SC3 (uracil) TT3 C5, C4, O4
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(kJ mol-1 nm-2 or
kJ mol-1
kJ mol-1 rad-2)
BB1-BB2 1 0.363 20 000
BB2-BB3 1 0.202 40 000
BB3-BB1 1 0.354 10 000
BB1-BB2-BB3 2 120.0 175
BB2-BB3-BB1 2 95.0 105
BB3-BB1-BB2 2 102.0 75
BB1-BB2-BB3-BB1 2 0.0 3.5
BB2-BB3-BB1-BB2 9 0.04 5
BB2-BB3-BB1-BB2 9 0.0 0.5
BB3-BB1-BB2-BB3 9 -10.02 1.5
BB3-BB1-BB2-BB3 9 10.02 1.5
BB3-ASC1 1 0.293 28 000
ASC1-ASC2 1 0.234 constraint
ASC2-ASC3 1 0.263 constraint
ASC2-ASC4 1 0.335 40 000
ASC3-ASC4 1 0.299 constraint
ASC4-ASC1 1 0.162 constraint
BB2-BB3-ASC1 2 87.0 260
BB3-ASC1-ASC2 2 153.0 90
BB3-ASC1-ASC4 2 135.0 185
ASC1-ASC2-ASC3 1 87.0 200
ASC1-BB3-BB1 2 160.0 15
ASC2-ASC1-ASC4 1 115.0 200
ASC2-ASC3-ASC4 1 74.0 200
ASC3-ASC4-ASC1 1 92.0 200
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BB1-BB2-BB3-ASC1 2 180.0 1.5
BB2-BB3-ASC1-ASC2 1 -40.02 4
BB2-BB3-ASC1-ASC2 2 180.0 2
BB2-BB3-ASC1-ASC4 1 -10.02 5
BB2-BB3-ASC1-ASC4 2 80.0 0.5
ASC1-ASC2-ASC3-ASC4 2 0.0 10
BB3-CSC1 1 0.280 11 000
CSC1-CSC2 1 0.224 constraint
CSC2-CSC3 1 0.281 constraint
CSC3-CSC1 1 0.267 constraint
BB2-BB3-CSC1 2 94.0 230
BB3-CSC1-CSC2 2 103.0 170
BB2-CSC1-CSC3 1 155.0 100
CSC1-BB3-BB1 1 130.0 0.5
CSC1-CSC2-CSC3 1 61.0 200
CSC2-CSC1-CSC3 1 71.0 200
CSC2-CSC3-CSC1 1 47.0 200
BB1-BB2-BB3-CSC1 1 55.02 3
BB1-BB2-BB3-CSC1 2 -130.0 1
BB2-BB3-CSC1-CSC2 2 180.0 3
BB2-BB3-CSC1-CSC2 1 0.06 2
BB3-GSC1 1 0.292 20 000
GSC1-GSC2 1 0.296 constraint
GSC2-GSC3 1 0.291 constraint
GSC2-GSC4 1 0.385 40 000 
GSC3-GSC4 1 0.296 constraint
GSC4-GSC1 1 0.162 constraint
BB2-BB3-GSC1 2 103.0 260
BB3-GSC1-GSC2 2 129.0 80
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BB3-GSC1-GSC4 2 137.0 120
GSC1-GSC2-GSC3 1 72.0 200
GSC1-BB3-BB1 2 170.0 20
GSC2-GSC1-GSC4 1 117.0 200
GSC2-GSC3-GSC4 1 84.0 200
GSC3-GSC4-GSC1 1 96.5 200
BB1-BB2-BB3-GSC1 1 -20.02 1
BB2-BB3-GSC1-GSC2 2 180.0 3.5
BB2-BB3-GSC1-GSC4 2 0.02 5
GSC1-GSC2-GSC3-GSC4 2 0.0 10
BB3-TSC1 1 0.286 18 000
TSC1-TSC2 1 0.224 constraint
TSC2-TSC3 1 0.289 constraint
TSC3-TSC1 1 0.276 constraint
BB2-BB3-TSC1 2 95.0 225
BB3-TSC1-TSC2 2 99.0 200
BB2-TSC1-TSC3 1 155.0 100
TSC1-BB3-BB1 1 180.0 5
TSC1-TSC2-TSC3 1 55.0 100
TSC2-TSC1-TSC3 1 83.0 100
TSC2-TSC3-TSC1 1 42.0 100
BB1-BB2-BB3-TSC1 1 0.02 2
BB2-BB3-TSC1-TSC2 2 180.0 4
BB2-BB3-TSC1-TSC3 1 0.06 2
1In addition to the standard exclusions of bonded neighbors, the second neighbors are also ex-
cluded in the backbone and the base beads are excluded from the backbone beads of the same 
residue. 2Multiplicity of the dihedral is 2. 3Multiplicity of the dihedral is 3. 4Multiplicity of the 








Figure B1. CG and AA distributions of bonded terms. Th e average distribution from Martini 
CG simulations is shown in red whereas the average AMBER AA distribution is in blue. Th e title 
of each subplot lists the beads that participate in the (A) bond, (B) angle or (C) dihedral w hile 
the letter in the beginning of side chain beads denotes to which nucleobase the bead belongs to. 
Beads are named according to the naming scheme of Fig. 4.1.
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Figure B2. Ion distribution around dsRNA. The ion distribution as a function of distance from 
the RNA center in the XY plane is shown for (A) sodium and (B) chloride from simulations in 






Nucleïnezuren spelen een cruciale rol in de opslag, transport en expressie van onze 
genetische informatie. Dit maakt het bestuderen van hun gedrag in biologische sys-
temen zeer relevant.  Ze zijn ook een belangrijk hulpmiddel geworden voor veel 
toepassingen in nanotechnologie, welke het onderzoek naar nucleïnezuren heeft 
verbreed naar niet-biologische systemen. Het bestuderen van biomoleculaire syste-
men die nucleïnezuren bevatten met behulp van experimentele en spectroscopische 
technieken kent uitdagingen, en de hoeveelheid details die met deze technieken 
opgehelderd kan worden is beperkt. Computationele modellen kunnen gebruikt 
worden om experimentele observaties te ondersteunen en aan te vullen.
Moleculaire dynamica simulaties zijn een populair computationeel gereedschap 
om de interacties en mechanismes van biomoleculaire systemen op te helderen op 
een moleculair niveau. Dit wordt gedaan door de krachten en bewegingen van alle 
deeltjes in het systeem te berekenen. Het doel van dit soort simulaties is om op een 
zeer gedetailleerd niveau te voorspellen hoe het systeem zich gedraagt. Het nadeel 
wat gepaard gaat met de gedetailleerdheid van deze simulaties is dat deze vaak com-
putationeel heel erg duur zijn. Één van de methodes om dit soort simulaties compu-
tationeel minder duur te maken is door middel van “coarse-graining”. Hierbij wor-
den sommige details uit het model verwijderd door groepjes atomen te beschrijven 
als één groter deeltje.
Dit proefschrift beschrijft de ontwikkeling en karakterisering van een model voor 
nucleïnezuren, gebruikmakend van het coarse-grained Martini krachtenveld; als-
mede een toepassing van het ontwikkelde model om een DNA-membraan systeem 
te bestuderen op een schaal die alleen toegankelijk is met behulp van coarse-grained 
simulaties.
Hoofdstuk 1 geeft een overzicht van moleculaire dynamica, en de belangrijkste con-
cepten in dit veld. Dit hoofdstuk beschrijft de details over hoe de krachten tussen 
deeltjes worden berekend, en hoe deze krachten worden vertaald naar de beweg-
ingen van de deeltjes. Het beschrijft ook een moleculair dynamisch krachtenveld; 
een verzameling parameters die beschrijven hoe een systeem zich gedraagt in een 
simulatie. Dit hoofdstuk beschrijft ook verschillende manieren van coarse-graining 
en de details van het coarse-grained Martini krachtenveld, welke centraal staat in dit 
proefschrift.
Hoofdstuk 2 beschrijft de ontwikkeling van een coarse-grained model voor DNA, 
gebruikmakend van het Martini krachtenveld. Het omvat de nieuwe definities van 
de deeltjes die noodzakelijk waren voor het beschrijven van DNA; hoe de param-
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eters voor covalente en niet-covalente interacties zijn gekozen; en hoe het model zich 
gedraagt in verschillende simulaties.
Hoofdstuk 3 beschrijft een toepassing van het DNA model ontwikkeld in hoofd-
stuk 2: een studie naar de fusie van vesikels onder invloed van DNA-strengen die 
verankerd zijn aan het oppervlakte van de vesikels, en hoe coarse-grained simulaties 
de computationele studie van dit soort systemen mogelijk maken.
Hoofdstuk 4 vervolgt het werk beschreven in Hoofdstuk 2 en breidt het model voor 
DNA uit zodat het ook gebruikt kan worden voor RNA. De nieuwe parameters voor 
covalente interacties worden beschreven en het RNA model wordt vergeleken met 
simulaties van RNA op atomistisch niveau, en met simulaties van DNA op zowel 
atomistisch als op coarse-grained niveau.
Hoofdstuk 5 beschrijft hoe ik de toekomst van het veld van moleculaire dynamica 
zie voor de komende jaren. Ik beschrijf in detail de korte-termijn ontwikkelingen 
van het Martini krachtenveld in bijzonder, maar ik beschrijf ook een aantal bredere 
trends in het veld. 
Hoofdstuk 6 sluit dit proefschrift af met een verzameling advies aan nieuwe pro-
movendi gebaseerd op de ervaringen die ik heb opgedaan tijdens mijn promotie.

