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Abstract
We study dynamical properties of random Schro¨dinger operators H(ω)
defined on the Hilbert space ℓ2(Zd) or L2(Rd). Building on results from
existing multi-scale analyses, we give sufficient conditions onH(ω) to obtain
the vanishing of the diffusion exponent
σ+diff := lim sup
T→∞
logE
(
〈〈|X|2〉〉T,fI (H(ω))ψ
)
log T
= 0.
Here E is the expectation over randomness, fI is any smooth characteris-
tic function of a bounded energy-interval I and ψ is a state vector in the
domain of H(ω) with compact spatial support. The quantity 〈〈|X|2〉〉T,ϕ
denotes the Cesaro mean up to time T of the second moment of position
〈|X|2〉t,ϕ at times 0 ≤ t ≤ T of an initial state vector ϕ. If the Hilbert
space is ℓ2(Zd), the method of proof can be strengthened to yield dynamical
localization. Under weaker assumptions, we also prove a theorem on the
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absence of diffusion. The results are applied to a randomly perturbed peri-
odic Schro¨dinger operator on L2(Rd), to a simple Anderson-type model on
the lattice and to a model with a correlated random potential in continuous
space.
Key-Words: Random Schro¨dinger operators, diffusion exponents, absence of dif-
fusion, dynamical localization, correlated random potentials.
1 Introduction
The study of random Schro¨dinger operators has a long history going back to the
fundamental work of Anderson [3] in 1958. Random Schro¨dinger operators occur
in probabilistic single-particle models which are commonly accepted [29, 22] to
provide a minimal description for electronic properties of disordered materials
such as doped semiconductors or metals with impurities. Anderson argued that
the presence of disorder induces the so-called phenomenon of localization: an
electron initially located in a bounded region will essentially remain there for all
times. This, in turn, should imply a vanishing conductivity – a fact which is
experimentally verified.
The first rigorous works on random Schro¨dinger operators are due to Pastur
[24] who concentrated on their spectral properties. Later on, these results were
extended to establish the almost-sure decomposition of the spectrum into pure-
point and continuous parts, to show the existence and regularity properties of the
integrated density of states, as well as exponential localization [18, 7, 25]. Here,
exponential localization means that the spectrum is almost surely pure point in
some set of energies, with exponentially decaying eigenfunctions. For energies at
the bottom of the spectrum or near band edges, this property is known for multi-
dimensional Anderson models on the lattice and for certain random Schro¨dinger
operators in multi-dimensional continuous space, see e.g. [21, 14, 17, 11, 2, 8, 20,
4, 19].
Rigorous studies of transport coefficients can be found in [21, 14, 17, 6, 28].
A relevant observable describing transport properties of a probabilistic single-
particle model is the energy-resolved mean diffusion constant. For a random
Schro¨dinger operator H(ω) on the lattice and an initial state localized at y ∈ Zd,
it is defined as [17, 28]
lim
ε→0
E
ε2 ∑
x∈ℓ2(Zd)
(x− y)2
∫ ∞
0
eεt|〈δx, e
−itH(ω)χI(H
(ω))δy〉|
2dt
 .
Here E is the expectation on the underlying probability space (Ω,F ,P) and χI is
the characteristic function of the set I ⊂ R of allowed energies. Other quantities
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of great interest (see e.g. [1, 28]), and closely connected to the previous one, are
the diffusion exponents
σ−diff := lim inf
T→∞
logE
(
〈〈|X|2〉〉T,χI(H(ω))ψ
)
log T
σ+diff := lim sup
T→∞
logE
(
〈〈|X|2〉〉T,χI(H(ω))ψ
)
log T
,
where 〈〈|X|2〉〉T,χI(H(ω))ψ := T
−1
∫ T
0
〈|X|2〉t,χI(H(ω))ψdt is the Cesaro mean of the
second moment of position 〈|X|2〉t,χI(H(ω))ψ := ‖ |X|e
−itHχI(H
(ω))ψ‖2 at times
0 ≤ t ≤ T of an initial state ψ with energy in I ⊂ R. Until the beginning of the
90’s, it was generally believed that the occurrence of pure-point spectrum was a
sufficient criterion for the vanishing of the diffusion exponents
σ−diff = σ
+
diff = 0 . (1)
However, we now know [10, 5] that pure-point spectrum and even exponential
localization are not sufficient conditions for getting (1) or the vanishing of the
diffusion constant, which follows already from σ+diff < 1. The study of dynamical
properties requires additional investigations. This was done recently by Aizen-
mann and Graf [1] who proved the dynamical localization property
E
(
sup
T>1
〈〈|X|2〉〉T,χI(H(ω))ψ
)
<∞
for a large class of discrete random models, i.e. defined on H = ℓ2(Zd). More
recently, Germinet and De Bie`vre [15] showed supT>0〈|X|
2〉T,χI(H(ω))ψ < ∞, P-
almost surely, for both discrete and continuous models exhibiting exponential
localization in I. This is quite a strong result, since it gives a bound for a
quantity which has not been averaged over time. However, this bound provides
no information about the expectation E. Our main goal here is to show that
the vanishing of diffusion exponents (1) also holds for a large class of random
Schro¨dinger operators on ℓ2(Zd) or L2(Rd) if we replace the characteristic function
χI by any smooth function fI with compact support in I (Theorem 2.1). For
Schro¨dinger operators on ℓ2(Zd) the method of proof can be strengthened to yield
dynamical localization (Theorem 2.2). By relaxing some of the assumptions, a
result on the absence of diffusion is also established (Theorem 2.3).
Similar to the strategy of Fro¨hlich and Spencer [14], who related the con-
ductivity at some fixed energy E to the behavior of the Green’s function at
this energy, it is the strategy of the present paper to derive (1) from appro-
priate decay estimates of the Green’s function. However, in order to calculate
E
(
〈〈|X|2〉〉T,fI(H(ω))ψ
)
we need a more refined analysis that takes into account the
dependence of the Green’s function on the energy E and on the realization ω ∈ Ω
of the random potential. This can be done with the help of von Dreifus and
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Klein’s estimates [11] on the decay of the Green’s function which are uniform
in energy (see (4) below). For proving absence of diffusion, it suffices to have
fixed-energy decay estimates (see (5) below). Although the second result on the
vanishing of the diffusion constant is weaker than the one of vanishing diffusion
exponents, it is worth to be mentioned, since the required fixed-energy estimates
are proven for a very large class of random operators. On the contrary, decay
estimates which are uniform in energy are only known for fewer cases (see e.g.
[11, 20, 15, 19]).
The paper is organized as follows: In Section 2 we present the assumptions
needed and we state our main results. In Section 3 we consider some examples
to illustrate the applicability of our theorems. Periodic continuous Schro¨dinger
operators perturbed by an alloy-type random potential serve as applications for
both Theorem 2.3 on the absence of diffusion and for Theorem 2.1 on vanish-
ing diffusion exponents at energies near band-edges. Example 2 is concerned
with an application of Theorem 2.2 and establishes dynamical localization for
a multi-dimensional Anderson model on the lattice. Finally, Example 3 deals
with a Schro¨dinger operator with a correlated alloy-type random potential. We
show that the diffusion exponents of this model get smaller and smaller for en-
ergies approaching the bottom of the spectrum. For this purpose we need a
“variable-energy” multi-scale analysis that gives algebraic decay estimates which
are uniform in energy. Details of these calculations are deferred to the Appendix.
Section 4 is devoted to the proofs of the theorems.
2 Main results
We first describe precisely the quantities of interest. For the physical relevance
of these quantities, one can refer for example to [30, 6, 1, 28].
Consider a probability space (Ω,F ,P) and a random operator H , that is a
random variable Ω ∋ ω 7→ H(ω) which takes on values in the space of linear
operators on a Hilbert space H. Here H will either be the space L2(Rd) of
square-integrable functions or the space ℓ2(Zd) of square-summable sequences.
By X = (X1, . . . , Xd) we denote the self-adjoint multiplication operator on H,
and |X| :=
(∑d
j=1X
2
j
)1/2
is its modulus. For the random operatorH we consider
the following
Assumptions 2.1
i) H is measurable and P-almost surely self-adjoint with constant domain
D(H).
ii) There is C ⊆ H such that C is P-almost surely a core for H and (i +
εXj)
−1C ⊆ C for all ε ∈ ]0, 1[ and j = 1, . . . , d.
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iii) The commutators [H,Xj] := HXj − XjH , j = 1, . . . , d, are well-defined
and relatively operator bounded with respect to H , i.e. for P-a.e. ω ∈ Ω
there exists b(ω) <∞ such that ‖[H(ω), Xj](H
(ω)+i)−1‖ ≤ b(ω). We further
assume that E
(
b2(ω)
)
<∞.
iv) D(H) ∩ D(|X|) is dense in H.
v) For L > 1, z ∈ C\R and q, q′ ∈ Zd with ‖q−q′‖∞ > 2L there is an operator
D
(ω)
L,q′(z) defined on D(H
(ω)) such that
1q′(H
(ω) − z)−1 1q = 1q′ D
(ω)
L,q′(z)(H
(ω) − z)−1 1q (2)
holds for P-almost every ω. Here 1q acts as the multiplication operator
corresponding to the function
1q(x) :=
{
1 if ‖x− q‖∞ < 1 ,
0 else .
(3)
Remark 2.1 For conditions on the random operatorH to fulfill i), see [18, 7, 25].
Among others, the measurability ofH assures that functions of the type (E, ω) 7→
‖(H(ω) − E − iε)−1ϕ‖, which are continuous in E, are jointly measurable in E
and ω. Assumption ii) is true for a large class of operators with C = C∞0 (R
d), see
e.g. [16]. Assumption iii) naturally occurs in the proof of Lemma 4.1 and helps
to guarantee the finiteness, for all strictly positive T , of the quantity 〈〈|X|2〉〉T,ψ
given below in Definition 2.2. Assumption v) assures the existence of a geometric
resolvent equation, which is written down in an abstract form in Eq. (2) in order
to suit both the discrete and the continuous case. Concrete examples for the
operators D
(ω)
L,q′(z), which in the sequel will be supposed to exhibit some nice
decay properties, can be found in Section 3 (see also [8] and [11]).
Definition 2.1 Let ρ : R+ → R+ be a non-negative function. The operator H
(ω)
is said to be (ρ, E, L, q)-regular, if
sup
ε 6=0
‖ 1qD
(ω)
L,q(E + iε)‖ ≤ ρ(L)
1/2 .
Multi-Scale Assumption 1
(M1) For H satisfying Assumptions 2.1.i) and v), we suppose that there exist
L0 > 1, α > 1, ν > 0, p > α(d + 2), a bounded interval I ⊂ R and a
non-negative function ρ : R+ → R+ such that for Lk := L
αk
0 one has
ρ(Lk) ≤ exp{−2L
ν
k } ,
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and
P
{
ω | H(ω) is (ρ, E, Lk, q
′′)− regular for all E ∈ I
and for either q′′ = q or q′′ = q′
}
≥ 1− L−pk , (4)
for all k ∈ N and all q, q′ ∈ Zd with ‖q − q′‖∞ > 2Lk.
Losely speaking, (M1) assumes a decay with good probability of the localized
resolvents (see the examples in Section 3). Such a decay can be shown by per-
forming a “variable-energy” multi-scale analysis in the spirit of von Dreifus and
Klein (see e.g. [11, 20, 15]). For the weaker Theorem 2.3 to hold, we only need
a weaker form of (M1), in that the set of events giving rise to decay need not be
uniform in energy.
Multi-Scale Assumption 2
(M2) For H satisfying Assumptions 2.1.i) and v), we assume that there exist
L0 > 1, α > 1, β > 0, m > (3 + d + β), p > 3 + d + β such that for
ρ(x) := x−m, Lk := L0
αk and for all E ∈ I and all q ∈ Zd, ‖q‖∞ > 2Lk, we
have
P
{
ω | H(ω) is (ρ, E, Lk, q)− regular
}
≥ 1− L−pk . (5)
Definition 2.2 Take ψ ∈ H such that for all t > 0, e−itHψ ∈ D(|X|). The
Cesaro mean up to time T > 0 of the second moment of ψ is defined as
〈〈|X|2〉〉T,ψ :=
1
T
∫ T
0
‖ |X|e−itHψ‖2dt ,
where i is the imaginary unit. By analogy with [1] and [28] we say that ψ is
dynamically localized if
E
(
sup
T>1
〈〈|X|2〉〉T,ψ
)
<∞ ,
where E is the expectation associated with P. The diffusion exponents are defined
as in [28]
σ+diff(ψ) := lim sup
T→∞
logE (〈〈|X|2〉〉T,ψ)
log T
,
σ−diff(ψ) := lim inf
T→∞
logE (〈〈|X|2〉〉T,ψ)
log T
.
When the limit exists, the diffusion constant is given by
D(ψ) := lim
ε→0
E
(
ε2
∫
R
‖ |X|(H(ω) − E − iε)−1ψ‖2 dE
)
.
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Remark 2.2 If the upper diffusion exponent obeys σ+diff(ψ) < 1, then the diffu-
sion constant vanishes, D(ψ) = 0.
The main results of this paper are summarized in the following theorems.
Theorem 2.1 (Vanishing diffusion exponents).
Consider a random operator H satisfying Assumptions 2.1 and the Multi-Scale
Assumption (M1). Let I ′ be any compact subset of I such that dist(∂I, ∂I ′) > 0.
Then for all compactly supported ϕ ∈ D(H) and all fI′ ∈ C
∞
0 (I
′) one has
σ±diff
(
fI′(H)ϕ
)
= 0 .
This implies in particular that the diffusion constant is zero, D
(
fI′(H)ϕ
)
= 0.
Remark 2.3 If the decay of the function ρ is only algebraic, one can still obtain
an estimate for the diffusion exponents. Namely if there exists n > α(d+ 2) and
c(n) <∞ such that
∀k ∈ N, ρ(Lk) < c(n)L
−2n
k ,
then we get according to Remark 4.3.ii)
σ−diff
(
fI′(H)ϕ
)
≤ σ+diff
(
fI′(H)ϕ
)
≤
α(d+ 2)
n
.
For discrete random Schro¨dinger operators a stronger result is stated in
Theorem 2.2 (Dynamical localization).
Suppose that the assumptions of Theorem 2.1 are fulfilled and that the Hilbert
space is H = ℓ2(Zd). Then one has dynamical localization
E
(
sup
T>1
〈〈|X|2〉〉T,fI′(H)ψ
)
<∞ . (6)
In case one can only establish the weaker Multi-Scale Assumption (M2), a
weaker dynamical property can still be shown.
Theorem 2.3 (Absence of diffusion).
Let H be a random operator satisfying Assumptions 2.1 and the Multi-Scale-
Assumption (M2), and let I ′ be as above. Then for all compactly supported ϕ ∈
D(H) and all fI′ ∈ C
∞
0 (I
′), we have
σ+diff
(
fI′(H)ϕ
)
< 1 .
This implies in particular that the diffusion constant vanishes, D
(
fI′(H)ϕ
)
= 0.
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3 Applications
We present here some examples of random Schro¨dinger operators for which the
assumptions of one of the above theorems are fulfilled. The first example concerns
both absence of diffusion and vanishing diffusion exponents near band edges. The
second example concerns dynamical localization and the third one smaller and
smaller diffusion exponents for energies approaching the bottom of the spectrum.
Our aim is to use, as much as possible, the spectral results already known for these
models in order to prove either (M1) or (M2), thus showing that our theorems
can easily be applied to a very large class of random Schro¨dinger operators.
We will adopt the following notations: For L > 0 and x ∈ Rd, ΛL(x) is the
cube {y ∈ Rd | ‖x−y‖∞ ≤ L} and χΛL(x) denotes a smooth characteristic function
of ΛL(x), i.e. χΛL(x) ∈ C
2(Rd) and for some fixed δ > 0,
χΛL(x) =

1 if ‖x− y‖∞ ≤ L− δ ,
0 if ‖x− y‖∞ ≥ L ,
∈ [0, 1] elsewhere .
Example 1: Random perturbations of periodic continuous Schro¨dinger
operators
We consider a specific case of the random Schro¨dinger operators studied in
[4],
H(ω) = −∆+ Vper + V
(ω) on L2(Rd) ,
where Vper is a bounded periodic potential such that−∆+Vper has a gap (B−, B+)
in its spectrum and V (ω) = g
∑
i∈Zd λi(ω)u(x− i) with
(H1) The potential u is positive, with compact support, such that u(x) ≥ 1 on
[−1/2, 1/2]d, ‖u‖∞ <∞.
(H2) (λi)i∈Zd is a stationary process of independent and identically distributed
random variables. We assume that the probability distribution of λi has a
Lebesgue density h ∈ C0(R), with compact support [−M,M ], and for some
ν > 0, P{| λ±M |< ε} ≤ εd+2+ν .
(H3) The coupling constant g satisfies g < (B+ − B−)/(2Mumax), where
umax = ‖
∑
u(x− i)‖∞.
It is proven in [4] that there exist non-empty compact subsets of R, I+ 6= ∅
and I− 6= ∅, at the edge of the almost-sure spectrum of H
(ω), such that for
α = (d + 4)/(d + 1), m = p = 4 + d, and for some L0 < ∞, if Lk = L
αk
0 ,
E ∈ I+ ∪ I−, q
′ ∈ Zd,
P{ω | sup
ε 6=0
‖[−∆, χΛLk (q′)](H
(ω)
ΛLk (q
′) − E − iε)
−11q′‖ ≤ L
−m
2
k } ≥ 1− L
−p
k ,
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where H
(ω)
ΛLk (q
′) = −∆+Vper+
∑
i∈Zd∩ΛLk (q
′) λi(ω)u(x− i) and 1q′ is defined in (3).
According to the geometric resolvent equation, for L > 0 and q′ ∈ Zd,
χΛL(q′)(H
(ω) − E − iε)−1 = (H
(ω)
ΛL(q′)
− E − iε)−1χΛL(q′)
+(H
(ω)
ΛL(q′)
− E − iε)−1[−∆, χΛL(q′)](H
(ω) −E − iε)−1 .
This implies (2) and (M2) with D
(ω)
L,q′(z) = (HΛL(q′)− z)
−1[−∆, χΛL(q′)]. Assump-
tions 2.1.i) – v) are easily verified with C = C∞0 (R
d), and b(ω) = 3(1+ ‖Vper‖∞+
(B+ − B−)/2); thus the conclusion of Theorem 2.3 holds for this model with
I = I+ ∪ I−.
Example 1 (revisited): Long-range single-site potentials
The model considered above – with the coupling constant g set equal to one –
was also studied in [19] under less restrictive assumptions on the random poten-
tial. Moreover, a “variable-energy” multi-scale analysis with exponential decay
estimates was established there for this model. It allows us to apply Theorem 2.1
for energies near band edges, thus yielding vanishing diffusion exponents in this
regime. We shall only be concerned with a particular case of [19] where Hypothe-
ses (H1) – (H3) are replaced by
(H1’) The single-site potential u ≥ 0 obeys u ≥ c > 0 on some non-empty open
set, is bounded and decays algebraically u(x) ≤ C(1 + |x|)−m with some
constants C <∞ and m > 8(d+ 1).
(H2’) (λi)i∈Zd is a stationary process of independent and identically distributed
random variables. We assume that the probability distribution of λi has a
bounded Lebesgue density with compact support [−M,M ] such that P{|
λ±M |< ε} ≤ ετ for all small ε > 0 and some τ > d+ 1.
As above, Assumptions 2.1 i) – v) are satisfied with C = C∞0 (R
d), with an almost-
surely uniformly bounded b(ω) (since V (ω) =
∑
i∈Zd λi(ω)u(x− i) is almost-surely
uniformly bounded) and with D
(ω)
L,q′(z) as defined in Example 1. The Multi-Scale
Assumption (M1) is provided by Thm. 4.3 in [19] for energies near band edges.
To see this, we note that our decay exponent p corresponds to the quantity 2ξ in
[19]. Thm. 4.3 in [19] holds for any positive value of ξ subject to the conditions
ξ < 2τ − d and ξ < (m/4)− d (Prop. 3.5(b) and Thm. 4.1 in [19]). Hence, (H1’)
and (H2’) guarantee that values ξ > d + 2 are allowed. But since α < 2 in [19],
it follows that Thm. 4.3 in [19] holds with 2ξ > α(d + 2), as required in (M1).
Thus, we can apply Theorem 2.1 in order to get a vanishing diffusion exponent
for energies near band edges of the almost-sure spectrum of H(ω).
Random Schro¨dinger operators with single-site potentials u, which may also
take on negative values, have been studied in [20]. There a “variable-energy”
multi-scale analysis with exponential decay is proven for energies near the bot-
tom of the spectrum. The result enables one to apply Theorem 2.1, thereby
establishing vanishing diffusion exponents under these circumstances, too.
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Example 2: Discrete Anderson model
We consider the random family [3, 14, 11, 7, 25]
H(ω) = −∆d + V
(ω) in ℓ2(Zd) ,
where (−∆dψ)(n) :=
∑
i∈Zd, |i−n|=1 ψ(i), is the discrete Laplacian and V
(ω)(n),
n ∈ Zd, are independent and identically distibuted random variables with abso-
lutely continuous density g(λ) := dµ/dλ satisfying
∫
λ2g(λ)dλ < ∞. Although
dynamical localization has already been proved in [1] for this model, we reconsider
this issue to demonstrate the applicability of Theorem 2.2.
For the discrete Anderson model, Assumptions 2.1.i), ii) and iv) are true with
C = D(H(ω)) = H. Since [H(ω), Xj ] is bounded, Assumption 2.1.iii) is fulfilled
with b(ω) = 2d for P-a.e. ω. Now, the usual geometric resolvent equation in
ℓ2(Zd) gives, for Im z 6= 0, and for all q, q′ ∈ Zd such that ‖q − q′‖∞ > 2L,
〈1q′, (H
(ω) − z)−11q〉
=
∑
u∈Λ,u′ 6∈Λ,‖u−u′‖∞=1
〈1q′, (H
(ω)
ΛL(q′)
− z)−11u〉 〈1u′, (H
(ω) − z)−11q〉 , (7)
where H
(ω)
ΛL(q′)
is the operator H(ω) restricted to the box ΛL(q
′) with Dirichlet
boundary conditions. Thus (7) gives us the property v) for H , if we define
D
(ω)
L,q′(z) by its action on ϕ ∈ H according to(
D
(ω)
L,q′(z)ϕ
)
(x) =
∑
u∈Λ,u′ 6∈Λ,‖u−u′‖∞=1
〈1u′, ϕ〉(H
(ω)
ΛL(q′)
− z)−11u(x) .
Moreover, thanks to [11, Theorem 2.2 and Proposition A.11], there exists 0 <
E0 <∞ such that for I = (−∞,−E0]∪ [E0,+∞) and for all q, q
′, ‖q−q′‖∞ > 2L,
we have
P
{
ω| ∀E ∈ I, H(ω)is (ρ, E, Lk, q
′′)−regular for either q′′ = q or q′′ = q′
}
≥ 1− L−pk ,
with p > 4d + 2, ρ(x) = e−mx/2 for some fixed m > 0, Lk = L
(3/2)k
0 for L0 finite
depending only onm and p. This gives exactly the Multi-Scale Assumption (M1).
One can thus apply Theorem 2.2 with any compact subset I ′ of I.
Example 3: Anderson model with correlated potentials
We consider the Hamiltonian on L2(Rd)
H(ω) = −∆+
∑
i∈Zd
λi(ω)u(x− i) , (8)
for which the random potentials λi(ω)u(x− i) at each site i are correlated. This
model has been studied e.g. by [12, 9]. Correlated potentials means here that
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the coupling constants λi are not independently distributed. In this case, it has
been proven that the bottom of the spectrum is dense pure point. Our goal here
is to prove, with the help of a “variable-energy” multi-scale analysis, dynamical
localization at the bottom of the spectrum. Let us first present the assumptions
for this model:
(A1) The site potential u(x) is non-negative, not identically zero, compactly
supported and ‖u‖∞ <∞.
(A2) {λi}i∈Zd forms a stationary stochastic process of identically distributed ran-
dom variables.
(A3) The conditional probability distribution of λ0, given λ
⊥
0 = {λi, i 6= 0}, is
absolutely continuous with respect to Lebesgue measure with density h0
which is compactly supported, ‖h0‖∞ <∞ and E(|λ0|
max(2,d)) <∞.
(A4) Let A be any given event on ΛL(0) (i.e. depending only on λi(ω), i ∈
ΛL(0)∩Z
d). We denote by A(x) the event A shifted to ΛL(x). For any given
α > 1 and β > 1, we assume that there exist K0(α) even and C(K0) <∞
such that for all integer K ≥ K0, one can find θ(K,α) > β having the
property that for L≫ 1, ∀x1, x2, · · · , xK ∈ Z
d with ‖xi − xj‖∞ ≥ (1/2)L
α,
(i 6= j), and for all events A on ΛL(0),
P
{
∩Ki=1 A(xi)
}
≤ C P(A)θ .
Existence of random processes satisfying (A2) – (A4) are given for example in
[12]. Under these hypotheses, it is known that H is an ergodic family of almost-
surely essentially self-adjoint operators on C∞0 (R
d). This implies i), ii) and iv)
of Assumption 2.1. Furthermore, for P-a.e. ω, the potential V (ω) is uniformly
bounded in ω, and thus [H(ω), Xj ] is relatively H
(ω)-bounded, with relative bound
2(1 + ‖V ‖2∞)
1/2. Assumption 2.1.v) is simply the geometric resolvent equation,
i.e., for 1 ≤ L <∞ and q, q′, such that ‖q − q′‖∞ > 2L one has,
1q′(H
(ω) − z)−11q = 1q′(H
(ω)
ΛL(q′)
− z)−1[H(ω), χΛL(q′)](H
(ω) − z)−11q ,
where χΛL(q′) is precisely defined in (43). Let E− := inf(Σ) denote the bottom of
the almost-sure spectrum of H(ω). Following [8, 12], we know that for all p > 0,
m > 0, S, N , and L0 <∞ there exists E(L0) > E− such that with the notations
of the Appendix and I = [E−, E(L0)], we have the initial decay:
P {∀E ∈ I, ∃(n′i)i=1,...S s.t. HL1(E, y1, m, (n
′
i)) or HL1(E, y2, m, (n
′
i)) }
≥ 1− L−p0 ,
where HL1 is a decay property for resolvents precisely defined in (44) of the
Appendix. Thus, according to the estimate (48) and Lemmas A.1 and A.2 we
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take α = 3/2 and K0 > 3d + 5 such that θ(K0, 3/2) > 3/d + 1/2; We also fix
S = 4, N = 4 +K0, p = (K0 + 1)/2, w = 2d+K0/2 + 1 and m > 4w+ 2(d− 1).
Then we obtain, with the notations of the Appendix, for Lk = L
( 3
2
)k
0 , and q, q
′
such that ‖q − q′‖∞ > 2Lk,
P
{
∀E ∈ I either for q˜ = q or q˜ = q′,
sup
ε>0
‖[−∆, χLkN (q˜)](HΛLk(q˜) − E − iε)
−1χLk0 (q˜)‖ ≤ L
−m
k
}
≥1− L−pk . (9)
This inequality is not the same as the one required in equation (4) of Assumption
(M1) since the decay of resolvents is only algebraic instead of being exponential.
However, m can be chosen larger and larger, if the interval I of energies gets closer
and closer to the bottom of the spectrum. Therefore, according to Remark 2.3,
the diffusion exponents converge to zero for energy intervals I approaching the
bottom of the spectrum.
4 Proof of the Main results
Lemma 4.1 guarantees that the Cesaro mean 〈〈|X|2〉〉T,ϕ of the second moment
of position is well-defined for all T > 1 and all ϕ as in Theorem 2.1. Lemma 4.2
exhibits the relation between the asymptotic behavior in T of 〈〈|X|2〉〉T,ϕ, for
ϕ localized in energy in a compact set I, and the behavior of the resolvents
(H − E − iε)−1 for energies E + iε approaching the real axis. In particular, it
shows that the main contribution to the second moment of position is due to
energies E in I. The proof of Theorem 2.1 is then completed with the help of
Lemma 4.3. To show Theorem 2.2, we refer in addtion to Remark 4.3.i). On the
other hand, Theorem 2.3 follows from the first two lemmas and Lemma 4.4.
The first lemma extends the results of Radin and Simon [26] to a larger class
of operators H , although the set S we consider is slightly different.
Lemma 4.1 Let H(ω) be a random operator satisfying Assumptions 2.1.i)–iv)
and let
S := {ϕ ∈ H, ‖ |X|ϕ‖ <∞, ‖H(ω)ϕ‖ <∞} . (10)
Then for P-a.e. ω, e−itH
(ω)
maps S into S, and there exists a finite constant c(ω)
such that for all t ∈ R, d = 1, . . . , j, ϕ ∈ S and ψ ∈ H, one has
〈ψ, [e−itH
(ω)
, Xj]ϕ〉 = −i
∫ t
0
〈ψ, e−i(t−s)H
(ω)
[H(ω), Xj]e
−isH(ω)ϕ〉 ds , (11)
and
‖ |X|e−itH
(ω)
ϕ‖ ≤ c(ω)|t|
(
‖ϕ‖+ ‖H(ω)ϕ‖
)
+ ‖ |X|ϕ‖ . (12)
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Remark 4.1 Strictly speaking, the set S depends on ω, but due to Assumption
2.1.i), S is P-almost surely constant.
Proof. Since there is no possible confusion, we drop the superscript ω. Fix
j ∈ {1, . . . , d} and let
Fε = (H + i)
1
i + εXj
(H + i)−1 .
By Assumption 2.1.ii) and since C is a core for H , the domain of Fε contains the
dense subset B := (H + i)C. Now on B, one can write
Fε := −
ε
i + εXj
[H,Xj](H + i)
−1Fε +
1
i + εXj
. (13)
Thus for ε < ε1 small enough, one has
Fε =
(
1 +
ε
i + εXj
[H,Xj](H + i)
−1
)−1 1
i + εXj
,
which implies that Fε is uniformly bounded in ε. From (13) one obtains
(i + εXj)Fε = 1− ε[H,Xj](H + i)
−1Fε ,
which is an operator uniformly bounded in ε for all ε < ε2 small enough. Hence,
the operator
(H + i)
Xj
i + εXj
(H + i)−1 = [H,Xj](H + i)
−1Fε +XjFε (14)
is bounded. Now one has
Xj
i + εXj
e−itH = e−itH
(
eitH
Xj
i + εXj
e−itH −
Xj
i + εXj
)
+ e−itH
Xj
i + εXj
. (15)
From (14), since Xj/(i + εXj) maps D(H) into D(H), one obtains for the term
in parenthesis in the right hand side of (15), in the weak sense
eitH
Xj
i + εXj
e−itH −
Xj
i + εXj
= i
∫ t
0
eisH [H,
Xj
i + εXj
]e−isH ds . (16)
Furthermore, by writing
[H,
Xj
i + εXj
] = [H,Xj ]
1
i + εXj
+Xj [H,
1
i + εXj
]
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and
Xj [H,
1
i + εXj
]
= Xj
(
1
i + εXj
(i + εXj)H
1
i + εXj
−
1
i + εXj
H(i + εXj)
1
i + εXj
)
= Xj
1
i + εXj
[εXj, H ]
1
i + εXj
,
one obtains, together with (15) and (16)
Xj
i + εXj
e−itH = i e−itH
∫ t
0
eisH[H,Xj ](H + i)
−1(H + i)
1
i + εXj
e−isH ds
+i
∫ t
0
eisHXj
ε
i + εXj
[Xj, H ](H + i)
−1(H + i)
1
i + εXj
e−isHds
+e−itH
Xj
i + εXj
.
Then for all ϕ ∈ D(H),
‖
Xj
i + εXj
e−itHϕ‖ ≤ |t| ‖[H,Xj](H + i)
−1‖ ‖Fε‖ ‖(H + i)ϕ‖
+|t| ‖
εXj
i + εXj
‖ ‖[H,Xj](H + i)
−1‖ ‖Fε‖ ‖(H + i)ϕ‖
+‖
Xj
i + εXj
ϕ‖
≤ c|t|
(
‖Hϕ‖+ ‖ϕ‖
)
+ ‖
Xj
i + εXj
ϕ‖ .
The constant c is independent of ε. Taking the limit ε→ 0, one gets for all ϕ ∈ S
‖Xje
−itHϕ‖ ≤ c|t|
(
‖Hϕ‖+ ‖ϕ‖
)
+ ‖Xjϕ‖ .
This proves (12). Now, since we know that e−itH maps S into S, one has for all
ϕ and ψ in S:
〈eitHXje
−itHϕ, ψ〉 = 〈Xjϕ, ψ〉+ i
∫ t
0
〈eisH[H,Xj]e
−isHϕ, ψ〉 ds . (17)
Since the integrand in (17) is uniformly bounded in s ∈ [0, t] and since S is dense
in H, one can extend (17) to all ψ ∈ H, which gives (11).
The following lemma is an easy generalization of a result of Montcho [23]
stated for operators H = −∆ + V , where V is bounded below. See also [17] for
related results in the case of random potentials which are piecewise constant.
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Lemma 4.2 Let H be a random operator satisfying Assumptions 2.1.i)–iv). Let
f ∈ C∞0 (R) be a non-negative function and I ⊃ supp f any compact interval
such that δ := dist(∂I, supp f) > 0; then for all ϕ ∈ D(H) ∩ D(|X|) there exist
constants c1,c2 and c3 depending only on ϕ, δ and ‖f‖L∞(R) such that for all
ε := 1/T > 0 we have, for P a.e. ω:
1
T
∫ T
0
‖ |X|e−itH
(ω)
f(H(ω))ϕ‖2dt
≤ c1 + c2b
2(ω) + c3ε
∫
I
‖ |X|(H(ω) − E + i
ε
2
)−1ϕ‖2dE . (18)
The random variable b(ω) was defined in Assumption 2.1.iii).
Proof. We will drop the label ω in the proof. Since H is self-adjoint and
|X| is closed, we have for ε = 1/T [27, Lemma 1 on p. 412]
1
T
∫ T
0
‖ |X|e−itHf(H)ϕ‖2dt ≤ e ε
∫
R
‖ |X|e−ε
t
2Θ(t)e−itHf(H)ϕ‖2dt
=
e ε
2π
∫
R
‖ |X|Rε(E)f(H)ϕ‖
2dE , (19)
where Rε(E) = (H −E + iε/2)
−1 and Θ(t) is the Heaviside function. In order to
bound the right-hand side of (19), we split the range of integration over E into
two parts and fix j ∈ {1, . . . , d}∫
R\I
‖XjRε(E)f(H)ϕ‖
2dE
≤ 4
(∫
R\I
‖Rε(E)f(H)Xjϕ‖
2dE (20)
+
∫
R\I
‖[Xj, f
1
2 (H)]f
1
2 (H)Rε(E)ϕ‖
2dE (21)
+
∫
R\I
‖f
1
2 (H)Rε(E)[H,Xj ]Rε(E)f
1
2 (H)ϕ‖2dE (22)
+
∫
R\I
‖f
1
4 (H)Rε(E)f
1
4 (H)[Xj, f
1
2 (H)]ϕ‖2dE
)
. (23)
Since dist(∂I, supp f) > 0, one can bound the term (20) from above by∫
R\I
‖Rε(E)f(H)‖
2‖Xjϕ‖
2dE ≤
2‖f‖2∞
δ
‖Xjϕ‖
2 . (24)
We now treat the term (21). Let ϕ˜E ≡ Rε(E)ϕ; then obviously, since ϕ is in
D(H), ‖ϕ˜E‖ and ‖Hϕ˜E‖ are finite and from Lemma 4.1 one has, by using the
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equality Rε(E) = −i
∫∞
0
e−εt/2eit(H−E)dt
‖ |X|ϕ˜E‖ ≤
∫ +∞
0
e−
εt
2 ‖ |X|eit(H−E)ϕ‖dt
≤ c
∫ +∞
0
e−
εt
2
(
t(‖ϕ‖+ ‖Hϕ‖) + ‖ |X|ϕ‖)
)
< ∞ . (25)
Therefore ϕ˜E is in the set S defined in Lemma 4.1. By writing f
1/2(H) =∫
R
f̂ 1/2(t)eitHdt, one can prove with the same arguments as above that
f 1/2(H)Rε(E)ϕ ∈ S. Then we get from Lemma 4.1
‖[f
1
2 (H), Xj]f
1
2Rε(E)ϕ‖
≤ sup
ξ∈H,‖ξ‖=1
∫
R
∫ t
0
|f̂
1
2 (t)| |〈ξ, e−i(s−t)H [H,Xj]e
isHf
1
2 (H)Rε(E)ϕ〉|ds dt
≤
∫
R
t|f̂
1
2 (t)| ‖[H,Xj](H + i)
−1‖ ‖(H + i)f
1
4 (H)‖ ‖Rε(E)f
1
4 (H)ϕ‖dt ,
and, using Assumption 2.1.iii), (21) is bounded above by∫
R\I
‖[f
1
2 (H), Xj]f
1
2Rε(E)ϕ‖
2dE
≤ b2(max
E∈I
|E|+ 1)2
(∫
R
t|f̂
1
2 (t)|dt
)2 2‖f‖∞
δ
. (26)
To bound the term (22) one writes∫
R\I
‖f
1
2 (H)Rε(E)[H,Xj]Rε(E)f
1
2 (H)ϕ‖2dE
≤
∫
R\I
(
‖f
1
2 (H)Rε(E)‖
2‖[H,Xj](H + i)
−1‖2
× ‖(H + i)f
1
4 (H)‖2‖f
1
4 (H)Rε(E)‖
2‖ϕ‖2dE
)
≤
2b2
3δ3
‖f‖2∞(max
E∈I
|E|+ 1)2‖ϕ‖2 . (27)
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Finally, for (23) one has∫
R\I
‖f
1
4 (H)Rε(E)f
1
4 (H)[Xj, f
1
2 (H)]ϕ‖2dE
≤
(∫
R\I
f
1
4 (H)Rε(E)‖
2dE
)(
sup
ξ∈H,‖ξ‖=1
|〈f
1
4 (H)ξ, [f
1
2 (H), Xj]‖〉|
)2
≤
2‖f‖
1
2
∞
δ
sup
ξ∈H
(
|
∫
R
f̂
1
2 (t)〈f
1
4 (H)ξ, [eitH , Xj]ϕ〉dt|
)2
≤
2‖f‖
1
2
∞
δ
(
sup
ξ∈H
∫
R
|f̂
1
2 (t)|
∫ t
0
|〈f
1
4 (H)ξ, e−i(s−t)H [H,Xj]e
isHϕ〉|ds dt
)2
≤
2b2‖f‖∞
δ
max
E∈I
(|E|+ 1)2‖ϕ‖2
(∫
R
t|f̂
1
2 (t)|
)2
. (28)
Inequalities (24)-(28) imply that there exists c <∞ independent of ω such that∫
R\I
‖ |X|e−itHf(H)ϕ‖2dE ≤ c b2 . (29)
As to the remaining contribution to (19), we write
ε
∫
I
‖XjRε(E)f(H)ϕ‖
2dE
≤ 2ε
∫
I
‖[Xj, f(H)]Rε(E)ϕ‖
2dE + 2ε
∫
I
‖XjRε(E)ϕ‖
2dE . (30)
The first term in (30) is bounded from above by
4ε
∫
I
‖[Xj, f
1
2 (H)]f
1
2 (H)Rε(E)ϕ‖
2dE
+ 4ε
∫
I
‖f
1
2 (H)[Xj, f
1
2 (H)]Rε(E)ϕ‖
2dE
≤ 4ε
∫
I
∫
R
|f̂
1
2 (t)| ‖[Xj, e
itH ]f
1
2 (H)Rε(E)ϕ‖
2dt dE
+ 4ε
∫
I
∫
R
|f̂
1
2 (t)| ‖f
1
2 (H)[Xj, e
itH ]Rε(E)ϕ‖
2dt dE . (31)
According to the fact that Rε(E)ϕ and f
1
2 (H)Rε(E)ϕ are both in the set S
defined in (10), one can prove as above with the help of Lemma 4.1 that each of
the two terms in (31) are bounded above by(∫
R
t|f̂
1
2 (t)|dt
)2
‖[H,Xj](H + i)
−1‖2 ‖(H + i)f
1
2 (H)‖2ε
∫
I
‖Rε(E)ϕ‖
2dE
≤ π
(∫
R
t|f̂
1
2 (t)|dt
)2
b2(max
E∈I
|E|+ 1)2‖f‖∞ .
This inequality together with (29) and (30) implies (18).
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Remark 4.2 Although stated for random operators, Lemmas 4.1 and 4.2 are
purely deterministic, in the sense that their statements remain true if we consider
a non-random H satisfying Assumptions 2.1.i)–iv).
The following two lemmas represent the key results of this section.
Lemma 4.3 Let H satisfy Assumptions 2.1.i), v) and the Multi-Scale Assump-
tion (M1). Then there exists a constant c4 <∞ such that for all ε < 1,
E
{∫
I
ε‖ |X|(H(ω) − E − iε)−1ϕ‖2dE
}
≤ c4 (log 1/ε)
α(d+2)/ν (32)
for all normalized ϕ ∈ H with compact support suppϕ. The constant c4 depends
on d, the size of suppϕ and on the constants α, p and ν of the Multi-Scale
Assumption (M1).
Proof. Without loss of generality we assume that suppϕ ⊆ {x | ‖x‖∞ <
L0} and ‖ϕ‖ ≤ 1. The proof is done in three steps.
First we consider ω ∈ Ωk(q, q
′) with ‖q − q′‖ > 2Lk, where
Ωk(q, q
′) := {ω | H(ω) is (ρ, E, Lk, q
′′)− regular for all E ∈ I
and either q′′ = q or q′′ = q′} .
Let us introduce the following notation
R(ω)(E + iε) := (H(ω) − E − iε)−1.
If H(ω) is (ρ, E, Lk, q
′)-regular, we apply (2) to get
‖ 1q′ R
(ω)(E + iε) 1q ‖
2 ≤ ρ(Lk)‖R
(ω)(E + iε) 1q ‖
2. (33)
In case H(ω) is (ρ, E, Lk, q)-regular, we apply the adjoint of (2) to obtain the
bound (33) with q replaced by q′ and ε replaced by −ε on the right-hand side of
(33). In any case one has for all ω ∈ Ωk(q, q
′), with ‖q − q′‖ > 2Lk, the estimate
‖ 1q′ R
(ω)(E + iε) 1q ‖
2 ≤ ρ(Lk)
(
‖R(ω)(E + iε) 1q ‖
2 + ‖R(ω)(E + iε) 1q′ ‖
2
)
.
(34)
Second we derive the upper bound
E
{∫
I
‖ 1q′ R
(ω)(E + iε)ϕ‖2dE
}
≤ (2L0 + 1)
2d
(
2ρ(Lk)ε
−2|I|+ πL−pk ε
−1
)
(35)
for all q′ ∈ Zd with L0 + 2Lk < ‖q
′‖∞ ≤ L0 + 2Lk+1. To this end we note that
‖ 1q′ R
(ω)(E + iε)ϕ‖2 ≤(2L0 + 1)
d
∑
q∈ΛL0 (0)∩Z
d
‖ 1q′ R
(ω)(E + iε) 1q ‖
2 ‖ 1q ϕ‖
2 , (36)
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where ΛL0(0) is defined as in Section 3. Then,∫
Ω
(∫
I
‖ 1q′ R
(ω)(E + iε)ϕ‖2dE
)
dP(ω)
≤ (2L0 + 1)
d
∑
q∈ΛL0 (0)∩Z
d
∫
Ω
(∫
I
‖ 1q′ R
(ω)(E + iε) 1q ϕ‖
2dE
)
dP(ω)
≤ (2L0 + 1)
d
∑
q∈ΛL0 (0)∩Z
d
{∫
Ωk(q,q‘)
(∫
I
ρ(Lk)
(
‖R(ω)(E + iε) 1q ‖
2
+‖R(ω)(E + iε) 1q′ ‖
2
)
dE
)
dP(ω)
+
∫
Ω\Ωk(q,q′)
(∫
I
‖ 1q′ R
(ω)(E + iε) 1q ϕ‖
2dE
)
dP(ω)
}
(37)
where we have used (34) in the integral over ω ∈ Ωk(q, q
′). For these ω we proceed
by bounding the resolvents according to ‖R(ω)(E + iε)‖ ≤ ε−1. This yields the
term 2ρ(Lk)ε
−2|I| in (35). For ω /∈ Ωk(q, q
′) we use∫
I
‖R(ω)(E + iε)ψ‖2dE ≤
π
ε
, (38)
which is valid for all ψ ∈ H with ‖ψ‖ = 1, and the Multi-Scale Assumption (M1),
viz. P(Ω \ Ωk(q, q
′)) ≤ L−pk , giving the second term in (35).
Finally we derive (32) as follows. Given ε, there exists k = k(ε) ∈ N such
that
eL
ν
k−1 ≤ ε−1 < eL
ν
k . (39)
Thus we get, for some constants c0 and c4
E
{∫
I
ε‖ |X|R(ω)(E + iε)ϕ‖2dE
}
≤ εE
{∫
I
‖χΛL0+2Lk (0)|X|R
(ω)(E + iε)ϕ‖2dE
}
+ ε
∞∑
j=k
∑
L0+2Lj<‖q′‖∞≤L0+2Lj+1
E
{∫
I
‖ 1q′ |X|R
(ω)(E + iε)ϕ‖2dE
}
≤ c0
(
Ld+2k +
∞∑
j=k
Ld+2j+1
(
ρ(Lj)ε
−1|I|+ L−pj
))
≤ c0
(
(log 1/ε)α(d+2)/ν +
∞∑
j=k
L
α(d+2)
j
(
e−2L
ν
j eL
ν
j |I|+ L−pj
))
≤ c4(log 1/ε)
α(d+2)/ν .
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Remark 4.3 i) If H = ℓ2(Zd), one can also use (38) in the integral over ω ∈
Ωk(q, q
′) in (37) and derive the bound 2πρ(Lk)ε
−1 instead of 2ρ(Lk)ε
−2|I|
for the first term in (35). This implies that (32) is bounded uniformly in
ε. Thus, we obtain the dynamical localization property (6), as claimed in
Theorem 2.2.
ii) If the decay of the function ρ in the Multi-Scale Assumption (M1) is only
algebraic
ρ(x) ≤ c(n) x−2n , (40)
for some n ∈ N with n > α(d + 2) and some constant c(n) < ∞, then
choosing k(ε) ∈ N according to Lnk−1 < ε
−1 ≤ Lnk instead of (39), we bound
(32) by c4ε
−α(d+2)/n. This implies σ+diff
(
fI′(H)ϕ
)
≤ α(d+2)
n
, as claimed in
Remark 2.3.
Lemma 4.4 Let H satisfy Assumptions 2.1.i), v) and (M2), then for ϕ ∈ H,
normalized and compactly supported, there exist c2 <∞ and υ > 0 such that for
all 0 < ε < 1
E
{
ε2
∫
I
‖ |X|(H(ω) −E − iε)−1ϕ‖2dE
}
< ευ .
Proof. We assume here, without loss of generality, that supp(ϕ) ⊂
{x | ‖x‖∞ ≤ L0}; then we obtain, for E ∈ I, ε > 0 and J0 ∈ N
‖|X|(H(ω) −E − iε)−1ϕ‖2
≤ (2L0 + 1)
2
∑
k≥J0
∑
q∈supp(ϕ)∩Zd
∑
q′∈Zd,L0+2Lk<‖q′‖∞≤L0+2Lk+1{
‖ |X|1q′‖
2
∞‖1q′(H
(ω) −E − iε)−11q‖
2‖1qϕ‖
2
}
+ d(LJ0 + L0 + 1)
2‖(H(ω) − E − iε)−1ϕ‖2 .
For fixed E and q we define
Ω(E, q) := {ω | H(ω) is (ρ, E, Lk, q)−regular} .
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Thus, according to Assumption (M2), we get
ε2
∫ (∫
I
‖|X|(H(ω) − E − iε)−1ϕ‖2dE
)
dP(ω)
≤ (2L0 + 1)
2
∑
k≥J0
∑
q∈supp(ϕ)∩Zd
∑
q′, L0+2Lk≤‖q′‖∞≤L0+2Lk+1{∫
I
(∫
Ω(E,q)
d(L0 + 2Lk+1 + 1)
2
Lmk
ε2‖(H(ω) −E − iε)−1‖2dP(ω)
+
∫
Ωc(E,q)
d(L0 + 2Lk+1 + 1)
2ε2‖1q′(H
(ω) − E − iε)−1‖2dP(ω)
)
dE
}
(41)
+d(L0 + 2LJ0 + 1)
2
E
{
ε2
∫
I
‖(H(ω) − E − iε)−1ϕ‖2dE
}
. (42)
By using the inequality ‖(H(ω) −E − iε)−1‖ ≤ ε−1 in (41) and inequality (38) in
(42), we derive the upper bound
ε2E
{∫
I
‖|X|(H(ω) − E − iε)−1ϕ‖2dE
}
≤ C(εL2J0 + |I|L
−β
J0
) .
Here C is a constant depending only on L0 and d. This gives the expected result
for an appropriate dependence of J0 on ε: for K ∈ N such that 2α
−K < 1 and if
LJ < ε
−1 ≤ LJ+1, we take J0 = J −K. We thus obtain υ = min{βα
−K−1, 1 −
2α−K}.
A Appendix
We present here the two lemmas necessary for the “variable-energy” multi-scale
analysis needed in Example 3. For the rest of this section, we fix α > 1, ℓ <∞,
N > 4 and S even, 2 < S < N − 1. For L = Nℓα we define for all n ∈
{0, 1, · · · , N}
χLn(x) =

JΛL/(4N)(x),0 n = 0 ,
J
ΛnL/N (x),
(L/N)1/α
4N
1 ≤ n ≤ N − 1 ,
JΛL(x),L/(4N) n = N ,
(43)
where, for δ > 0, JΛ,δ is a smooth characteristic function such that, for ∂Λ being
the boundary of the box Λ,
JΛ,δ(y) =
{
1 if y ∈ Λ and dist(y, ∂Λ) < δ ,
0 if y 6∈ Λ ,
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and for δ = 0, JΛ,δ is the characteristic function of Λ. One also defines the frame
FL(x, n) of the box ΛnL
N
(x) as the set of y ∈ ΛnL
N
(x) ∩ ( ℓ
4N
Z)d such that nL/N −
2ℓ/(4N) < ‖x−y‖∞ ≤ nL/N−ℓ/(4N). Thus supp∇χ
L
n(x) ⊂ ∪y∈FL(x,n)Λℓ/(4N)(y).
Note that Card(F)≤ cd,NL
(1−1/α)(d−1), cd,N being a constant depending only on
d and N . Now, for w,m > 0 and ni ∈ {0, 1, . . . , N}, i ∈ {1, . . . , S}, we define
WL(E, x, w, (ni)i=1,...,S) to be the property: ∀i = 1, . . . , S,
sup
ε>0
‖(HΛniL
N
(x)
−E − iε)−1‖ ≤ Lw ,
and HL(E, x,m, (ni)i=1,...,S) as the property: ∀i = 1, . . . , S , ∀y ∈ FL(x, ni),
sup
ε>0
‖[−∆, χℓN (y)](HΛℓ(y) − E − iε)
−1χℓ0(y)‖ ≤ ℓ
−m . (44)
Here HΛ refers to H restricted to Λ with Dirichlet boundary conditions. We call
a box Λℓ(y) having this last property an (m,E)-good box.
Lemma A.1 (Deterministic estimates).
Given x ∈ Zd, L < ∞ and E ∈ R, if (S − α)m > α(S + 1)w + S(d − 1)(α − 1)
and if there are S integers (ni)i=1,...,S, 1 ≤ n1 < n2 < · · · < nS ≤ N − 1 such that
WL(E, x, w, (ni)) and HL(E, x,m, (ni)) hold, then
sup
ε>0
‖[−∆, χLN(x)](HΛL(x) −E − iε)
−1χL0 (x)‖ ≤ L
−m .
The proof of the deterministic estimates is now well-known (see e.g. [12] for
discrete models and [13] for continuous models). For self-consistency, we give
here the most important steps of the proof of Lemma A.1.
Proof. Let WL,n,x = [−∆, χ
L
n(x)], (n 6= 0) and RΛ = (HΛ − E − iε)
−1. We
first apply S times the geometric resolvent equation to WL,N,xRΛL(x)χ
L
0 (x) with
the increasing sequence of boxes ΛniL/N(x), i = 1, . . . , S,
WL,N,xRΛL(x)χ
L
0 (x)
= WL,N,xRΛnSL
N
(x)χ
∂
nS
(x)WL,nS ,xRΛnS−1L
N
(x)χ
δ
nS−1
. . .WL,n2,xRΛn1L
N
(x)χ
∂
n1(x)WL,n1,xRΛn1L
N
(x)χ
L
0 (x) , (45)
where χ∂ni(x) is the characteristic function of the support of ∇χ
L
ni
(x). Now, again
with the help of the geometric resolvent equation, observe that for j = 1, . . . , S
‖WL,nj ,xRΛnjL
N
(x)χ
∂
nj−1
‖
≤
∑
y∈FL(x,nj−1)
‖WL,nj ,xRΛnjL
N
(x)χ
ℓ
0(y)‖
≤
∑
y∈FL(x,nj−1)
‖WL,nj ,xRΛnjL
N
(x)χ
ℓ
N (y)‖ ‖Wℓ,N,yRΛℓ(y)χ
ℓ
0(y)‖ . (46)
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In each term of this last sum, the first factor is estimated by using
WL(E, x, w, (ni)), and the second factor by using HL(E, x,m, (ni)). Thus, (45)
together with (46) gives
sup
ε>0
‖WL,N,xRΛL(x)χ
L
0 ‖ ≤ (c˜ cd,N)
S c˜
(
L(1−
1
α
)(d−1)Lwℓ−m
)S
Lw ≤ L−m
for L large enough. Remark that here we have used the following inequality (see
e.g. [8, Appendix 1] or [13]), for all L′, z and n ∈ {1, . . . , N − 1}:
‖WL′,n,zRΛL′ (z)χ
L′
0 ‖ ≤ c˜‖RΛL′ (z)‖ .
We now state the probabilistic part of this analysis. Since (4) requires a result
which is uniform in energy, we must do a “variable-energy” multi-scale analysis
like in [11], adapted to correlated potentials. One of the key estimates we use
here is a correlated Wegner estimate proven in [9]:
Proposition A.1 (Combes-Hislop-Mourre correlated Wegner estimate).
We assume (A1) – (A4) for the model (8). Then there exist I = [α, β], a compact
interval in the almost-sure spectrum of H(ω), ℓ0 < ∞ and CW > 0 such that for
E ∈ I, for any bounded open cubes Λ1, Λ2 with dist(Λ1,Λ2) ≥ ℓ0 and for all
0 < η < 1
E
(
Tr (E1[E − η, E + η]) Tr (E2[E − η, E + η])
)
≤ CWη
2|Λ1||Λ2| ,
where E1 and E2 are, respectively, the spectral families associated to HΛ1 and
HΛ2.
We can then establish the following lemma:
Lemma A.2 (Probabilistic estimates).
With the same notations as before, if there exist L0 < ∞ and p > 0 such that
(α− 1)(d− 1)(N − S)/(θ(N − S, α)− α) < p < w − 2d, and for all x1, x2,
‖x1 − x2‖∞ > 2L0,
P
{
∀E ∈ I, ∃(ni)i=1,...S s.t.
(
WL0(E, x1, w, (ni)) and HL0(E, x1, m, (ni))
)
or
(
WL0(E, x2, w, (ni)) and HL0(E, x2, m, (ni))
)}
≥ 1− L−p0 ,
then for L1 = NL
α
0 and for all y1, y2, ‖y1 − y2‖∞ > 2L1, we have:
P
{
∀E ∈ I, ∃(n′i)i=1,...S s.t.
(
WL1(E, y1, w, (n
′
i)) and HL1(E, y1, m, (n
′
i))
)
or
(
WL1(E, y2, w, (n
′
i)) and HL1(E, y2, m, (n
′
i))
)}
≥ 1− L−p1 . (47)
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Proof. Let y1 and y2 be such that ‖y1 − y2‖∞ > 2L1. We denote by W
(resp. H) the complementary events of W (resp. H). We start by estimating the
probability of the complement of the event that appears in (47)
P
{
∃E ∈ I, ∀(ni)i=1,...,S
(
WL1(E, y1, w, (ni)) or HL1(E, y1, m, (ni))
)
and
(
WL1(E, y2, w, (ni)) or HL1(E, y2, m, (ni))
)}
≤ P{∃E ∈ I, ∀(ni) WL1(E, y1, m, (ni)) and WL1(E, y2, m, (ni))}
+P{∃E ∈ I, ∀(ni) HL1(E, y1, w, (ni)) and HL1(E, y2, m, (ni))}
+P{∃E ∈ I, ∀(ni) WL1(E, y1, w, (ni)) and HL1(E, y2, m, (ni))}
+P{∃E ∈ I, ∀(ni) HL1(E, y1, m, (ni)) and WL1(E, y2, w, (ni))}
≤
∑
(ni)∈V
P
{
∃E ∈ I, ∀j, k ∈ {1, . . . , N − S},
dist(σ(HΛnjL1
N
(y1)), E) < L
−w
1 and dist(σ(HΛnkL1
N
(y2)), E) < L
−w
1
}
+3P{∃E ∈ I, ∀(ni), HL1(E, y1, m, (ni))} , (48)
where V = {(ni) | 1 ≤ n1 < n2 < · · · < nN−S ≤ N − 1}. The probability in the
first term in (48) is bounded from above by
P{∃E ∈ I, Tr(E1(Jw))(Tr(E2(Jw))) ≥ 1} , (49)
where Jw = (E−L
−w
1 , E+L
−w
1 ) and E1, E2 are, respectively, the spectral family
of HΛn1L1/N (y1) and HΛn2L1/N (y2). Now (49) is bounded from above by
P
{∫
I
Tr(E1(Jw))Tr(E2(Jw)) dE ≥
L−w1
2
}
≤
∫
dP(ω)1
{
∫
I
Tr(E1(Jw)) Tr(E2(Jw)) dE≥
L−w
1
2
}
≤
∫
dP(ω)2Lw1
∫
I
Tr(E1(Jw)) Tr(E2(Jw))
≤ 2Lw1
∫
I
E{Tr(E1(Jw)) Tr(E2(Jw))}dE
≤ 2CW |I|L
w
1 L
−2w
1 |Λn1L1
N
(y1)| |Λn2L1
N
(y2)| (50)
≤ 22d+1CW |I|L
−w+2d
1 . (51)
In inequality (50) we have used Proposition A.1. The second term in (48) is
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estimated as follows
P{∃E ∈ I, ∀(ni), HL1(E, y1, m, (ni))}
≤ P
{
∃E ∈ I, ∃1 ≤ n1 < · · · < nN−S ≤ N − 1, ∃(zi)i=1,...,N−S,
zi ∈ FL1(y1, ni), s.t. ΛL0(zi) are not (m,E)−good boxes
}
≤
(
N − 1
N − S
)
(Card(FL1))
N−S
×P{∃E ∈ I, ∀i ∈ {1, . . . , N − S}, ΛL0(zi) are not (m,E)−good boxes}
≤ c(N, S, d)L
(1− 1
α
)(d−1)(N−S)
1 L
−pθ(N−S,α)
0 , (52)
for some uniform constant c(N, S, d) depending only on N , S and d. In the last
inequality we have used Assumption (A4). Now, (51) and (52) give
P
{
∀E ∈ I, ∃(n′i)i=1,...S s.t.
(
WL1(E, y1, w, (n
′
i)) and HL1(E, y1, m, (n
′
i))
)
or
(
WL1(E, y2, w, (n
′
i)) and HL1(E, y2, m, (n
′
i))
)}
≥ 1− 22d+1
(
N − 1
N − S
)
CW |I|L
−w+2d
1
−3c(N, S, d)N
pθ(N−S,α)
α L
(1− 1
α
)(d−1)(N−S)− pθ(N−S,α)
α
1
≥ 1− L−p1 .
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