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Slit-strip Ising boundary conformal field theory 1:
Discrete and continuous function spaces
TAHA AMEEN, KALLE KYTÖLÄ, S.C. PARK, AND DAVID RADNELL
Abstract. This is the first in a series of articles about recovering the full algebraic struc-
ture of a boundary conformal field theory (CFT) from the scaling limit of the critical Ising
model in slit-strip geometry. Here, we introduce spaces of holomorphic functions in contin-
uum domains as well as corresponding spaces of discrete holomorphic functions in lattice
domains. We find distinguished sets of functions characterized by their singular behavior in
the three infinite directions in the slit-strip domains. We prove convergence results of the
distinguished discrete holomorphic functions to the continuum ones. In the subsequent ar-
ticles, the discrete holomorphic functions will be used for the calculation of the Ising model
fusion coefficients (as well as for the diagonalization of the Ising transfer matrix), and the
convergence of the functions is used to prove the convergence of the fusion coefficients. It
will also be shown that the vertex operator algebra of the boundary conformal field theory
can be recovered from the limit of the fusion coefficients via geometric transformations
involving the distinguished continuum functions.
1. Introduction
Conformal invariance results about the Ising model scaling limit. We have wit-
nessed a breakthrough in the mathematically precise understanding of the conformal invari-
ance properties of the critical planar Ising model, following the discrete complex analysis
ideas pioneered by Smirnov [Smi06]. The conformal invariance properties arise in the scaling
limit of the lattice model, upon zooming out so that the lattice mesh tends to zero.
One facet of the progress has been advances in the random geometry description of the
scaling limit. It has been proven that interfaces arising with Dobrushin boundary condi-
tions in both the Ising model and its random cluster model counterpart tend to conformally
invariant random curves known as Schramm-Loewner evolutions (SLE) [Smi10a, ChSm12,
CDHKS14]. Generalizations of interface convergence results for boundary conditions other
than Dobrushin type have been obtained in [HoKy13, Izy15, Izy17, KeSm19, KeSm17b,
BDH16, BPW18, PeWu18, Kar19]. The full collection of all interfaces in the Ising model
and its random cluster model counterpart tend to processes known as conformal loop en-
sembles (CLE) [KeSm16, BeHo19].
Instead of the random geometry of interfaces, the physics tradition as well as the construc-
tive quantum field theory tradition place focus on correlation functions. The existence of
scaling limits of renormalized Ising model correlation functions, and the conformal covari-
ance of these scaling limits, have been shown for energy [HoSm13, Hon10] and spin [CHI15].
Recently a similar conclusion has been obtained for mixed correlation functions of all pri-
mary fields including the spin and energy [CHI20]. It has even been shown that the set
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Slit-strip Ising BCFT 1 2
of all possible lattice local fields of the Ising model carries a representation of the Vira-
soro algebra [HKV17], a hallmark of conformal field theories (CFT), and that with generic
renormalization local correlation functions of such fields have conformally covariant lim-
its [GHP19]. Building on the correlation function results, it has furthermore been proven
that the collection of Ising spins viewed as a random field converges to a conformally co-
variant scaling limit [CGN15, CGN16].
The 100 year history of the Ising model contains a wealth of ingenious mathematical
ideas that have enabled rigorous results, including transfer matrix methods [Ons44] and
their fermionic formulations [Kau49, SML64] and Toeplitz determinants [FiHa69, MPW63],
Kac-Ward matrices [KaWa52], dimer representations [Kas63, Fis66], discrete complex anal-
ysis [KaCe71, Mer01], commuting families of transfer matrices [StMi72], Yang-Baxter equa-
tions [BaEn78], Painlevé equations [WMTB76, JiMi80], and bosonization [Dub11]; for
more on the various mathematical developments see, e.g., [McWu73, Bax82, Pal07] and
[DIK13, CCK17]. The recent breakthrough mathematical progress on the conformal invari-
ance of both random geometry and correlation functions of the Ising model, however, has
been enabled mainly by novel notions of discrete complex analysis that apply particularly
well to the Ising model: s-holomorphicity and specific Riemann boundary value problems
[Smi10a, ChSm11, ChSm12].
The conformal field theory picture. The prediction of conformal invariance was made
in theoretical physics research in the 1980’s, in a research field titled conformal field the-
ory (CFT). Physicists predicted that, very generally, models of two-dimensional statistical
physics at their critical points of continuous phase transitions should, in the scaling limit, be
described by field theories with conformal symmetry [BPZ84b]. Such conformal field theo-
ries turn out to be algebraically very stringently constrained [BPZ84a] — in mathematical
terms their chiral symmetry algebras are vertex operator algebras (VOA) [FLM88, Kac97,
LeLi04, Hua12]. This prediction and the associated algebraic structure leads to absolutely
remarkable, specific, exact predictions about the statistical physics models — including val-
ues of critical exponents, formulas for scaling limit correlation functions, modular invariance
of renormalized scaling limit partition functions on tori, etc., see, e.g. [DMS97, Mus09].
The square lattice Ising model is an archetype of such statistical physics models, and known
results about it lend very strong support to the predicted general picture. But although
there is thus virtually no doubt that the conformal field theory picture for the scaling limit
of the Ising model is correct in an exact sense without approximations, there is still no
mathematical result establishing a complete conformal field theory as the scaling limit of
the critical Ising model, and one even struggles to find a precisely stated mathematical
conjecture about it in the literature!
The general goal of this series of articles is to remedy this situation by showing that the
full algebraic structure of the conformal field theory generally conjectured to describe the
scaling limit of the Ising model is indeed recovered in the scaling limit. More precisely, the
combination of results proven in this series establishes that the fusion coefficients of the Ising
model with locally monochromatic boundary conditions in slit-strip geometry converge in
the scaling limit to the structure constants of the vertex operator algebra of the fermionic
Ising boundary conformal field theory.
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(a) Cylinder surface. (b) Strip surface (truncated).
(c) Pair-of-pants surface. (d) Slit-strip surface
(truncated).
Figure 1.1. The (truncated) strip and (truncated) slit-strip surfaces have
the same role in boundary CFT as the cylinder and pair-of-pants surfaces
have in bulk CFT.
Slit-strip geometry and boundary conformal field theory. In this series of articles
we consider the Ising model in lattice approximations of the strip and slit-strip geometries
illustrated in Figures 2.1. Likewise, we extensively use spaces of holomorphic functions
in the strip and the slit-strip, as well as discrete holomorphic functions in their lattice
approximations. Since it may not yet be apparent in this first part of the series, let us
briefly explain the role that these geometries play in boundary conformal field theory.
The rough idea is that the strip and the slit-strip are for boundary conformal field the-
ory what the cylinder (or annulus) and the pair-of-pants Riemann surfaces are for bulk
conformal field theory. Let us begin with the more familiar setup of bulk conformal field
theory.1 The role of geometry is most transparent in Segal’s axiomatization of conformal
field theories [Seg88, Seg04], in which a CFT is defined as a (projective) functor — subject
to certain axioms — from the category whose morphisms are bordered Riemann surfaces
1Bulk conformal field theory is in fact commonly referred to plainly as conformal field theory (CFT), and
the term boundary conformal field theory (BCFT) is then used to distinguish the case when the domains
of interest have physical boundaries on which boundary conditions can be imposed (for the fields of the
quantum field theory and for the statistical mechanics model that is to be described by the quantum field
theory). If one focuses only on symmetry algebras, the term chiral conformal field theory could be used
in place of boundary conformal field theory as well, although this term originally arises from decomposing
the symmetry algebra of a bulk conformal field theory into two parts: holomorphic and antiholomorphic
chiralities. Our main focus will be the Ising model in domains with boundary, but we use the term conformal
field theory generally to variously refer to any of the above — we then use the epithets boundary, bulk, and
chiral, where attention needs to be drawn to the particularities of the case in question.
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(a) Sewing together cylinders. (b) Sewing together rectangles.
Figure 1.2. The sewing together of cylinders in bulk CFT and the sewing
together of truncated strips (i.e., rectangles) in boundary CFT give rise to
semigroups that correspond to the scaling limits of the transfer matrices.
Figure 1.3. Sewing many pair-of-pants can produce arbitrary genus surfaces.
with parametrized boundary components to the category whose morphisms are trace-class
operators between tensor products of a given Hilbert space. Segal’s approach is clearly mo-
tivated by the transfer matrix formalism in statistical mechanics: the operators associated
to cylider surfaces (of different moduli) form a semigroup which is thought of as the scaling
limit of the semigroup generated by the transfer matrix itself. Sewing together bordered
Riemann surfaces along (parametrized) boundary components is the composition in the
category. Cylinder surfaces alone can only be sewn with each other to form cylinders (sew
together two cylinders) as in Figure 1.2(a) or tori (sew together the two ends of a cylinder).
On the other hand, the pair-of-pants surfaces can be sewn together as in Figure 1.3 to form
surfaces of arbitrary genus, and in this sense they are the building block of all Riemann
surfaces. The use of the term vertex operator (and the symbol Y used for it) originates
from the picture of the pair-of pants surface (a vertex diagram in string theory) and the
operator that is associated with this surface.
It is a natural change in the point of view [Hua12, RSS17] to equip the bordered Riemann
surfaces with tubes (cylinders infinitely extended in one direction) attached to the boundary
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Figure 1.4. Sewing many truncated slit-strips can produce arbitrary multi-
ply connected domains.
components so that the surfaces become punctured surfaces: the punctures correspond to
the infinite extremities of the tubes (and thus there is one for each boundary component of
the original bordered Riemann surface) and they become equipped with a choice of local
coordinates. With this point of view, cylinders correspond to the Riemann sphere with
two punctures, and the pair-of-pants corresponds to the the Riemann sphere with three
punctures.
A rectangle, or equivalently a truncated strip, is the natural counterpart in boundary con-
formal field theory to a cylinder of finite modulus in bulk conformal field theory, whereas the
doubly infinite strip is the counterpart of the cylinder with tubes attached to each end, i.e.,
the twice-punctured sphere. The transfer matrix is, indeed, simplest to use for calculations
in rectangles and strips. Along with the main result of this series, we will of course also
verify the familiar statement that the scaling limits of powers of transfer matrices form the
semigroup generated by the energy operator L0 in the vertex operator algebra, in agree-
ment with the interpretation in Segal’s formulation. A truncated slit-strip is the natural
counterpart in boundary conformal field theory for a pair-of-pants surface in bulk conformal
field theory, whereas the infinite slit-strip (with three infinite extremities) is the counter-
part of the pair-of-pants with tubes attached to each end, i.e., the thrice-punctured sphere.
Our main result that the fusion coefficients of the Ising model with locally monochromatic
boundary conditions in the lattice slit-strip tend, in the scaling limit, to the structure con-
stants of the vertex operator algebra, therefore recover the clear boundary conformal field
theory analogue of the role that vertex operators have in bulk conformal field theory as
operators associated with the pair-of-pants geometry. Note, furthermore, that by sewing
together boundary intervals of truncated slit-strips, it is possible to build general multiply
connected planar domains with boundaries as in Figure 1.4. In this sense the slit-strip
geometry is the building block of general domains in boundary conformal field theory in
exactly the same way that the pair-of-pants surface is in bulk conformal field theory.
Overview of the series. This series of articles is divided into three parts.
Part 1: Discrete and continuous function spaces: This first part concerns the
function spaces needed in the analysis of the scaling limit of the Ising model fusion
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coefficients. We will consider spaces of holomorphic solutions to a Riemann bound-
ary value problem in the strip and the slit-strip, as well as discretized analogues:
spaces of s-holomorphic solutions to a Riemann boundary value problem in a lat-
tice strip and a lattice slit-strip. We will, in particular, study the restrictions of
such functions to a cross-section of the strip or the slit-strip — much like in Se-
gal’s CFT one would view cross-sections of surfaces as carrying physical states in
the Hilbert space, which are then acted on by the operators associated to Riemann
surfaces lying between different cross-sections.2 The Riemann boundary values (and
s-holomorphicity) are real-linear conditions, and the function spaces here will all
be real vector spaces. They will have the natural Hilbert space structure coming
from square integrability of the functions on cross-sections. We will find and con-
cretely describe distinguished bases of functions, which have prescribed singularities
in one of the infinite extremities and which are regular in the other two. We prove
the convergence of the distinguished functions on the lattices to the distinguished
continuum functions, and the convergence of all corresponding inner products. The
distinguished discrete functions in both the lattice strip and the lattice slit-strip will
be crucially used in the calculations with the Ising model in the second part [AKP20].
The distinguished continuum functions in the slit-strip will be used as a more natural
basis for calculations with the vertex operator algebra in the third part [KPR20].
Part 2: Scaling limits of fusion coefficients: The second part of this series [AKP20]
will focus on the Ising model itself, in the lattice strip and the lattice slit-strip and
with locally monochromatic boundary conditions. It will be shown that there is a
way to diagonalize the transfer matrices associated with the strip and the slit-strip
using Clifford algebra valued discrete one-forms built from one set of distinguished
discrete functions in the present article, and that s-holomorphicity and Riemann
boundary values underlie the possibility to perform contour deformations in the
integrals of these one-forms. The contour deformations are clearly analogous to
boundary conformal field theory, and using them with the other set of distinguished
discrete functions of the present article, we derive a recursive characterization of the
fusion coefficients of the Ising model. The recursion involves inner products of the
distinguished discrete functions, and by the present results on their convergence, we
will be able to derive the convergence of the fusion coefficients in the scaling limit.
Part 3: The vertex operator algebra in the scaling limit: In the third part of
this series [KPR20] we arrive at the main statement: from the scaling limits of the
fusion coefficients one can recover the structure constants of the vertex operator
algebra of the fermionic conformal field theory that has been claimed to describe
the Ising model, and conversely from the structure constants one can recover the
scaling limits of the fusion coefficients. The recovery involves only changes of bases
related to the choice of natural local coordinates at the three infinite extremities of
2In order to avoid being misleading about this point, but without getting side-tracked by details that
belong naturally to the other parts, let us offer the following warning. The Hilbert space of functions we
consider here is not the analogue of the Hilbert space of states in the quantum field theory. Instead, a
good analogue of the quantum field theory state space is the alternating tensor algebra of the subspace of
functions which admit a regular extension in one infinite direction of the strip. For the actual mathematical
substance behind this remark, we refer to the subsequent parts [AKP20, KPR20].
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the slit-strip; which again naturally involve the distinguished continuum functions
of the present article.
Together, the series provides a fully rigorously worked out model case of a mathematically
precise statement about the emergence of the full algebraic structure of a boundary confor-
mal field theory in the scaling limit of a lattice model of statistical mechanics. It should be
viewed as the prototype of a precise conjecture to be formulated about many other mod-
els — given the broad conjectured validity of the conformal field theory picture! Some of
our steps are inevitably specific to the Ising model (particularly the role of s-holomorphicity
and Riemann boundary values), but certain steps could even offer technical insights into
the cases of other models.
Organization of this article. This first article of the series is organized as follows.
Section 2: We define the continuum function spaces and find the distinguished holo-
morphic solutions to the Riemann boundary value problems in the strip and the
slit-strip. In the case of the strip, the distinguished functions are eigenfunctions of
vertical translations, and their restrictions to horizontal cross-sections are simply
certain Fourier modes with a quarter-of-a-full-turn phase difference between the two
boundaries. In the slit-strip, the distinguished functions are constructed as linear
combinations of pull-backs of certain monomial functions from the upper half-plane.
Section 3: We define the discrete function spaces and find the distinguished s-holomorphic
solutions to the Riemann boundary value problems in the lattice strip and the lat-
tice slit-strip. The distinguished functions in the lattice slit-strip are again vertical
translation eigenfunctions, whose restrictions to a cross-section turn out to be com-
binations of two discrete Fourier modes with opposite frequencies. The qualitative
properties of the spectrum of the vertical translations of s-holomorphic solutions to
the Riemann boundary value problem in the strip were observed in [HKZ14], but
for our purposes we need both the spectrum and the eigenfuctions explicitly. This
explicit calculation is essentially equivalent to the diagonalization of the induced ro-
tation of the transfer matrix on the space of Clifford generators [Pal07], but we find
the vertical translation eigenfunction problem for discrete holomorphic functions
conceptually simpler, and we provide the details of the derivation also so that the
series constitutes a self-contained proof of the main result. The distinguished func-
tions in the lattice slit-strip can be constructed directly based on the invertibility of
a finite-dimensional linear system of subspace projection equations.
Section 4: The final section addresses the convergence of the distinguished discrete
functions to the continuum ones. Having calculated the vertical translation eigen-
functions in the lattice strip explicitly, their convergence becomes a matter of straight-
forward inspection. The remaining results rely on the “imaginary part of the integral
of the square” technique [Smi06, ChSm11, ChSm12]. We first of all use it to prove
the invertibility of the linear system of subspace projections from the previous sec-
tion. Moreover, the resulting regularity theory for s-holomorphic functions is used
to prove the convergence of the distinguished discrete functions in the slit-strip.
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Novelty. We do not claim essential novelty in any of the results concerning the strip geom-
etry — this case is included mainly for coherent formulation of the whole: the definitions are
needed in any case, and proofs are provided for self-containedness. All of our calculations
in the lattice strip are fully explicit and in essence equivalent to the calculations needed
to diagonalize the transfer matrix of the Ising model with locally monochromatic bound-
ary conditions. The well known diagonalization of this transfer matrix [AbMa73, Pal07] in
particular allows one to conclude without difficulty that the suitable powers of the transfer
matrix converge to the exponentials of the energy operator L0 in the vertex operator alge-
bra of the fermionic Ising CFT, for example by realizing the VOA as an inductive limit of
transfer state spaces.
Instead, the novelty of our work pertains almost exclusively to the slit-strip geometry. Key
objects for us are the distinguished functions in the lattice slit-strip, whose asymptotics in
one of the extremities matches the behavior of the explicit strip functions. Such globally
defined discrete holomorphic functions are analogous to objects needed in Segal’s CFT for
vertex operators; not merely the semigroup generated by the energy operator L0. The fact
that such globally defined s-holomorphic functions exist at all is crucial to our later contour
deformation arguments, and their convergence is at the heart of the convergence of the
Ising model fusion coefficients. For both of these, recently developed specific techniques of
discrete complex analysis [Smi06, Smi10a, ChSm11, ChSm12] are indispensable. And it is
precisely thus established convergence and recursion properties of the Ising model fusion
coefficients which allow us to recover the vertex operator algebra in the scaling limit.
2. Continuum function spaces and decompositions
In this section, we introduce the function spaces which play a crucial role in our analysis
of the continuum limit of the Ising model fusion coefficients. A key notion are certain
Riemann boundary values for holomorphic functions [Smi06]. The notion has found some
use in functional analysis [HoPh13], but it is the analogous notion in the lattice setup of
Section 3 that has turned out particularly fruitful for the study of the Ising model. The
simple and instructive continuum case considered in the current section provides a blueprint
for what to expect in the discrete case.
For our purposes, holomorphic functions with Riemann boundary values will be studied in
two different geometries: the infinite strip S and the infinite slit-strip Sslit of Figure 2.1.
In the spirit of Segal’s geometric formulation of conformal field theories [Seg88, Seg04], we
focus in particular on the restrictions of such functions to a crosscut of the strip or the
slit-strip. In both cases, the crosscut is basically an interval, and the appropriate function
space is a space of square-integrable complex valued functions on the crosscut interval. This
space of complex valued functions is made into a real Hilbert space, because the Riemann
boundary values are a real-linear condition. An obvious difference to Segal’s formulation
is that we consider geometries with boundaries, analogous to open-string string theory
rather than the more common closed-string version for which Segal’s formulation is directly
suitable. Correspondingly the cross sections are not (disjoint unions of) circles as in Segal’s
formulation, but rather (disjoint unions of) intervals.
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S
I
(a) The infinite vertical strip S and its
horizontal cross-section I.
Sslit
I
(b) The infinite slit-strip Sslit and its
horizontal cross-section I.
Figure 2.1. The strip and slit-strip domains.
In Section 2.1 we define the Riemann boundary values, and introduce the appropriate
function spaces for the strip and the slit-strip geometries. In Section 2.2 we introduce the
basis of the function space corresponding to vertical translation eigenfunctions in the strip.
These continuum functions are just Fourier modes with a quarter-integer phase difference
between boundaries, but their discrete analogues will be a key to the diagonalization of
the Ising transfer matrix. In Section 2.3 we introduce analogous functions in the slit-strip,
defined locally near each of the three extremities of the slit-strip, as well as globally defined
functions which have prescribed singularities at the three extremities. The latter will feature
naturally in expressions for VOA matrix elements.
2.1. Functions in the strip and the slit-strip.
Riemann boundary values for holomorphic functions. Let D ⊂ C be a domain (open, con-
nected subset). Suppose that x0 ∈ ∂D is a boundary point of the domain (more precisely a
prime end) such that locally near x0 the boundary ∂D is a smooth curve, and let τ(x0) be
a unit complex number representing the direction of the counterclockwise oriented tangent
to the boundary at x0. A holomorphic function F : D → C which continuously extends
to x0 has Riemann boundary value at x0 if
F (x0) ∈ i τ(x0)−1/2R.(2.1)
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The strip and the slit-strip. The two domains of interest to us will be the unit width vertical
strip
S :=
{
z ∈ C
∣∣∣∣ − 12 < <e(z) < 12
}
(2.2)
and the slit-strip
Sslit := S \
{
iy
∣∣ y ≤ 0} .(2.3)
These domains are illustrated in Figure 2.1.
According to definition (2.1), a holomorphic function F : S → C in the strip has Riemann
boundary values if for all y ∈ R we have
F
(−1
2
+ iy
)
∈ e−ipi/4R and F
(+1
2
+ iy
)
∈ e+ipi/4R.(2.4)
For a holomorphic function F : Sslit → C to have Riemann boundary values in the slit-strip,
in addition to the above it is required that for any y < 0, the left and right limits on the
slit part of the boundary satisfy
F
(
0− + iy
) ∈ e+ipi/4R and F(0+ + iy) ∈ e−ipi/4R.(2.5)
The horizontal cross-section. We study functions on the strip S and the slit-strip Sslit do-
mains through their restrictions to the horizontal cross-section at zero imaginary part
I :=
[
−1
2
,
1
2
]
,(2.6)
and therefore consider appropriate spaces of complex valued functions on this interval. For
this purpose, we use the real Hilbert space
L2 := L2R(I,C),(2.7)
of square-integrable complex valued functions on the cross section. The norm ‖f‖ of f ∈ L2
is obtained from
‖f‖2 =
ˆ 1
2
− 1
2
|f(x)|2 dx,
as usual, but we emphasize that the inner product takes the form
〈f, g〉 =
ˆ 1
2
− 1
2
(
<e(f(x))<e(g(x))+ =m(f(x))=m(g(x))) dx(2.8)
=
ˆ 1
2
− 1
2
<e
(
f(x) g(x)
)
dx,
since we view L2 as a Hilbert space over R, not C.
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2.2. Decomposition into vertical translation eigenfunctions. First, consider func-
tions in the vertical strip S. We look for holomorphic functions F : S → C with Riemann
boundary values (2.4), which are furthermore eigenfunctions for vertical translations, i.e.,
F (z + ih) = Λ(h)F (z) for all z ∈ S and h ∈ R.(2.9)
The vertical translation eigenfunction property (2.9) is clearly only possible if Λ(h) = eph for
some p, and it also implies that the function must factorize as F (x+ iy) = f(x) epy. Cauchy-
Riemann equations then amount to f ′(x) + ipf(x) = 0, which yields f(x) ∝ e−ipx. The
Riemann-boundary values (2.4) in turn can be satisfied only if eip = f(−1
2
)/f(+1
2
) ∈ iR, i.e.,
p ∈ piZ+ pi
2
. The functions of interest to us are therefore basically the analytic continuations
of quarter-integer Fourier modes on the cross-section I (the argument makes one quarter-
turn plus any number of half-turns from one end of the interval I to the other).
For indexing the Fourier modes (as well as the fermion modes in the vertex operator algebra
later on), we use the sets of positive half-integers and of all half-integers denoted in what
follows by
K := [0,+∞) ∩ (Z+ 1
2
)
=
{
1
2
,
3
2
,
5
2
, . . .
}
,(2.10)
±K := K ∪ (−K) = Z+ 1
2
=
{
±1
2
,±3
2
, . . .
}
.
Then, for k ∈ ±K, we define the function
Ek(x+ iy) := Ck exp
(− ipikx+ piky), for x+ iy ∈ S,(2.11)
and its restriction to the cross section
ek(x) := Ck e
−ipikx for x ∈ I.(2.12)
As the normalization constant, we choose
Ck := e
ipi(−k/2−1/4)(2.13)
to ensure Ek
(−1
2
+iy
) ∈ e−ipi/4R+ and ‖ek‖ = 1. These quarter-integer Fourier modes (2.12)
are illustrated in Figure 2.2, and they form an orthonormal basis of our function space L2.
Proposition 2.1. The collection (ek)k∈±K is an orthonormal basis for the real Hilbert
space L2. In particular, for k, k′ ∈ ±K we have
〈ek, ek′〉 = δk,k′ .(2.14)
Proof. Orthonormality (2.14) is shown by a routine trigonometric integral. It thus remains
to show completeness of the collection (ek)k∈±K. Given f ∈ L2, a square-integrable complex
valued function on the interval [−1/2,+1/2] of length 1, define a period 4 extension of f
to R as follows. First extend f to [−1/2,+3/2] by f(1 − x) = i f(x), and then extend
to R by the antiperiodicity condition f(x+ 2) = −f(x). By ordinary Fourier series, we can
write this extended square-integrable function on [−2, 2] as f(x) = ∑n∈Z cn e−inxpi/2, with
some complex coefficients cn ∈ C. It follows from antiperiodicity that the even coefficients
vanish, c2m = 0 for all m ∈ Z. From the reflection property f(1 − x) = i f(x) it follows
that the odd coefficients satisfy c2k + i2k−1 c2k = 0 for all k ∈ ±K, i.e., that c2k lies on the
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-1
2
+1
2
(a) The Fourier mode ek for k = 1/2.
-1
2
+1
2
(b) The Fourier mode ek for k = −1/2.
-1
2
+1
2
(c) The Fourier mode ek for k = 3/2.
-1
2
+1
2
(d) The Fourier mode ek for k = −3/2.
-1
2
+1
2
(e) The Fourier mode ek for k = 5/2.
-1
2
+1
2
(f) The Fourier mode ek for k = −5/2.
-1
2
+1
2
(g) The Fourier mode ek for k = 7/2.
-1
2
+1
2
(h) The Fourier mode ek for k = −7/2.
Figure 2.2. Real and imaginary parts (blue and orange) of the restrictions ek
of the vertical translation eigenfunctions Ek to the cross section I = [−12 , 12 ].
Riemann boundary conditions (2.4) fix the ratio of the real and imaginary
parts at the two endpoints, and our normalization (2.13) fixes the phase at
the left endpoint.
Slit-strip Ising BCFT 1 13
line RCk in the complex plane. The terms in this Fourier series are therefore real multiples
of the basis functions ek, k ∈ ±K. Completeness follows. 
Remark 2.2. The functions obtained by imaginary multiplication x 7→ i ek(x), and complex
conjugation x 7→ ek(x) are obviously also square-integrable, and related by ek(x) = i e−k(x).
Note that the expansions of both of these in the basis (ek)k∈±K of L2 (with real coefficients!)
contain infinitely many terms. The combination of the two operations, however, amounts
to simply changing the sign of the mode, i ek(x) = e−k(x), as is evident also in Figure 2.2.
The positive and negative modes form a splitting of the Hilbert space into two orthogonally
complementary subspaces
L2 = L2T;pole ⊕ L2T;zero,
where
L2T;pole := spanR
{
ek
∣∣ k > 0} L2T;zero := spanR {ek ∣∣ k < 0}.(2.15)
We denote the orthogonal projections to these two subspaces by
$T;pole : L2 → L2T;pole $T;pole(ek) =
{
0 if k < 0
ek if k > 0
$T;zero : L2 → L2T;zero $T;zero(ek) =
{
ek if k < 0
0 if k > 0.
2.3. Decomposition of holomorphic functions in the slit-strip. With the slit-strip Sslit
in mind, in particular, we also use functions defined in the left and right halves of the strip,
SL :=
{
z ∈ C
∣∣∣∣ −12 < <e(z) < 0
}
, SR :=
{
z ∈ C
∣∣∣∣ 0 < <e(z) < +12
}
,(2.16)
and their restrictions to left and right halves of the cross sections
IL :=
[−1
2
, 0
]
, IR :=
[
0,
+1
2
]
.(2.17)
The space of square-integrable functions has an orthogonal decomposition into functions
with support in the left and right halves,
L2 = L2L ⊕ L2R,
where we can interpret (modulo extension by zero to the other half)
L2L = L2R(IL,C), L2R = L2R(IR,C).
The quarter-integer Fourier modes for the left and right halves are defined by
ELk (x+ iy) = C
L
k exp
(− i2pikx+ 2piky), eLk (x) = CLk e−i2pikx(2.18)
ERk (x+ iy) = C
R
k exp
(− i2pikx+ 2piky), eRk (x) = CRk e−i2pikx,(2.19)
for k ∈ ±K. We choose CLk =
√
2 eipi(−k−1/4) and CRk =
√
2 e−ipi/4 to ensure ELk
(−1
2
+ iy
) ∈
e−ipi/4R+ and ‖eLk‖ = 1, and ERk
(
0 + iy
) ∈ e−ipi/4R+ and ‖eRk ‖ = 1, respectively.
The following orthonormal basis properties follow easily from Proposition 2.1 again.
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Proposition 2.3. The collections (eLk )k∈±K and (eRk )k∈±K are orthonormal bases for the real
Hilbert spaces L2L and L2R, respectively. These two collections combined form a basis for the
real Hilbert space L2 = L2L ⊕ L2R.
We can further split the functions with support on one of the two halves to those with
negative or positive modes in the corresponding half, i.e., write
L2L = L2L;pole ⊕ L2L;zero, L2R = L2R;pole ⊕ L2R;zero,
where
L2L;pole := spanR
{
eLk
∣∣ k < 0} L2R;pole := spanR {eRk ∣∣ k < 0}(2.20)
L2L;zero := spanR
{
eLk
∣∣ k > 0} L2R;zero := spanR {eRk ∣∣ k > 0}.
Remark 2.4. In (2.15), the poles corresponded to positive indices k > 0 and zeros to
negative indices k < 0; the former Fourier modes are tending to infinity in the top extremity
of the strip, and the latter to zero. Here in (2.20) we instead care about the asymptotics in
the left and right downwards extremities of the slit-strip, where it is the modes with negative
indices that tend to infinity and modes with positive indices that tend to zero — hence the
opposite convention for the correspondence between labels and indices.
We have thus introduced two decompositions of the function space L2:
L2 = L2T;pole ⊕ L2T;zero,(2.21)
and
L2 = L2L;pole ⊕ L2L;zero ⊕ L2R;pole ⊕ L2R;zero.(2.22)
The orthogonal projections to the two subspaces in decomposition (2.21) are denoted
by $T;pole : L2 → L2T;pole and $T;zero : L2 → L2T;zero. We denote the orthogonal projections
onto the four subspaces in decomposition (2.22) by
$L;pole : L2 → L2L;pole, $R;pole : L2 → L2R;pole,
$L;zero : L2 → L2L;zero, $R;zero : L2 → L2R;zero.
Singular parts of a function in the three extremities of the slit-strip. For a function f ∈ L2,
we call
$T;pole(f) ∈ L2T;pole its singular part at the top,
$L;pole(f) ∈ L2L;pole its singular part in the left leg,(2.23)
$R;pole(f) ∈ L2R;pole its singular part in the right leg.
If $T;pole(f) = 0 (resp. $L;pole(f) = 0 or $R;pole(f) = 0), we say that the function f admits
a regular extension to the top (resp. regular extension to the left leg or regular extension
to the right leg).
The following result shows that a function is uniquely characterized by its singular parts.
It is the analogue of the result that in bounded domains holomorphic functions with Rie-
mann boundary values must vanish identically, see [Hon10]. In our unbounded domains
the additional requirement is just regular extension to the three infinite extremities. The
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proof technique is a simple continuum version of the main tool we will use in the discrete
setup with s-holomorphic functions: the (harmonic conjugate of the imaginary part of the)
integral of the square of the holomorphic function with Riemann boundary values.
Lemma 2.5. If a function f ∈ L2 admits regular extensions to the top, to the left leg, and
to the right leg, then f ≡ 0.
Proof. First we will show that <e ´ 12− 1
2
f(x)2 dx = 0. By the assumption $T;pole(f) =
0, we can write f =
∑
k′<0 ck′ek′ with real coefficients ck′ which are square summable,∑
k′<0 c
2
k′ <∞. To obtain smooth approximations, for N ∈ N define the partial sum
fN :=
∑
−N<k′<0
ck′ek′ , FN :=
∑
−N<k′<0
ck′Ek′ ,
so that fN → f in L2 and FN is a holomorphic function in the top half
ST :=
{
z ∈ S ∣∣ =m(w) > 0}
which extends smoothly to the boundary ∂ST, coincides with fN on the cross-section I ⊂
∂ST, and has Riemann boundary values (2.4) on the left and right boundaries. Moreover,
FN(x+iy) decays exponentially as y → +∞. By Cauchy’s integral theorem for F 2N along ∂ST
with Riemann boundary values FN(±12 + iy)2 = ±i
∣∣FN(±12 + iy)∣∣2, we getˆ 1
2
− 1
2
fN(x)
2 dx = + i
ˆ +∞
0
FN
(− 1
2
+ iy
)2
dy − i
ˆ +∞
0
FN
(
+
1
2
+ iy
)2
dy
=
ˆ +∞
0
∣∣FN(−1
2
+ iy)
∣∣2 dy + ˆ +∞
0
∣∣FN(+1
2
+ iy)
∣∣2 dy ≥ 0.
Using fN → f as N →∞, we concludeˆ 1
2
− 1
2
f(x)2 dx ≥ 0.
Entirely similar arguments in the left and the right legs yieldˆ 0
− 1
2
f(x)2 dx ≤ 0,
ˆ 1
2
0
f(x)2 dx ≤ 0.
Together these show
´ 1
2
− 1
2
f(x)2 dx = 0, and in particular also
ˆ +∞
0
∣∣∣FN(1
2
+ iy
)∣∣∣2 dy −→ 0 as N →∞.
Then consider F : ST → C defined as F = ∑k′<0 ck′Ek′ . Since |Ek′(x+ iy)| ≤ e−k′piy, we
have FN → F uniformly on
{
z ∈ S ∣∣ =m(z) > ε} for any ε > 0, and F is holomorphic in ST
and smooth in ST \ I. But we now haveˆ +∞
ε
∣∣∣F(1
2
+ iy
)∣∣∣2 dy = lim
N→∞
ˆ +∞
ε
∣∣∣FN(1
2
+ iy
)∣∣∣2 dy = 0
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for any ε > 0, so F vanishes identically on the right boundary vertical line (similarly for
left). Vanishing on a line segment implies F ≡ 0, and therefore we get that ck′ = 0 for
all k′, and also f ≡ 0. 
Pulled-back monomials. By Lemma 2.5 above, the singular parts (3.17) uniquely character-
ize a function f ∈ L2. It is therefore natural to introduce basis functions, which have exactly
one singular Fourier mode of a given order in one of the three extremities of the slit-strip,
and which are regular in the other two extremities. It is easier to first construct functions
which are a mixture with finitely many singular Fourier modes, and to then recursively
extract the ones with a single singular Fourier mode.
In the upper half plane
H =
{
w ∈ C
∣∣∣ =m(w) > 0} ,
the Riemann boundary values (2.1) amount to the requirement that the functions are purely
imaginary on the real axis. Therefore imaginary constant multiples of Laurent monomial
functions centered on the real axis, w 7→ i (w − c)n, n ∈ Z, c ∈ R, are appropriate singu-
lar modes in the half-plane. Conformal transformation as 1
2
-forms preserves the Riemann
boundary values (2.1). This guides the construction below.
Consider the conformal map
ϕ : Sslit → H ϕ(z) = 1
2
√
1− e−2ipiz(2.24)
from the slit-strip to the upper half-plane, where the branch of the square root is such that
it always has a positive imaginary part. It maps the top extremity of the slit-strip to +i ·∞,
and the left and right downwards extremities to −1
2
and +1
2
, respectively. Illustrations of
this conformal map (2.24) are given in Figures 2.3 and 2.4. Note the asymptotics in the
three extremities of the slit-strip
ϕ(z) =
i
2
e−piiz +O(epiiz), ϕ′(z) = pi
2
e−piiz +O(epiiz) in the top,
ϕ(z) =
−1
2
+
1
4
e−2piiz +O(e−4piiz), ϕ′(z) = −pii
2
e−2piiz +O(e−4piiz) in the left leg,
ϕ(z) =
+1
2
− 1
4
e−2piiz +O(e−4piiz), ϕ′(z) = +pii
2
e−2piiz +O(e−4piiz) in the right leg.
To use the conformal map ϕ for unique pull-backs of 1
2
-forms, let us fix a branch of the
square root of the derivative3 √
ϕ′ : Sslit → C \ {0}
3Note that since ϕ is conformal, the derivative ϕ′ is non-vanishing in the whole domain Sslit. As this
domain is simply connected, it is possible to choose a single-valued branch of
√
ϕ′ on Sslit. There are two
possible branch choices, which differ by a sign, and for definiteness we fix one of them here. In our final
results of the series, an even number of these square roots will appear as factors, so the results will actually
be independent of the branch choice made here.
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(a) The mapping z 7→ i e−ipiz is con-
formal from the the strip S to the half
plane H: the level lines of its real and
imaginary parts are shown here.
(b) The mapping z 7→ ϕ(z) is confor-
mal from the the slit-strip Sslit to the
half plane H: the level lines of its real
and imaginary parts are shown here.
Figure 2.3. Illustrations of conformal maps to the strip and the slit-strip.
Figure 2.4. Illustration of the conformal map ϕ : Sslit → H from the slit-
strip to the half-plane: the images in the half-plane of horizontal and vertical
lines in the slit-strip are shown here.
so that
√
ϕ′(xL0 ) ∈ eipi/4R+ for boundary points xL0 on the left boundaries and
√
ϕ′(xR0 ) ∈
e−ipi/4R+ for boundary points xR0 on the right boundaries.4 With this branch choice the
4The left boundary is taken to include both the case <e(xL0 ) = − 12 , and the case that xL0 is a prime end
on the right side of the slit. The right boundary is taken to include the case <e(xR0 ) = + 12 , and the case
that xR0 is a prime end on the left side of the slit.
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asymptotics in the three extremities of the slit-strip are√
ϕ′(z) =
√
pi
2
e−ipiz/2 +O(ei3piz/2) in the top,
√
ϕ′(z) =
√
pi
2
e−ipi(z+
1
4
) +O(e−i3piz) in the left leg,
√
ϕ′(z) =
√
pi
2
e−ipi(z−
1
4
) +O(e−i3piz) in the right leg.
Define, for k ∈ ±K (although we will primarily use the case of positive half-integer k ∈ K),
functions Q˜T;k, Q˜L;k, Q˜R;k : Sslit → C by the formulas
Q˜T;k(z) := i ϕ(z)
k− 1
2
√
ϕ′(z)
Q˜L;k(z) := i
(
ϕ(z) +
1
2
)−k− 1
2
√
ϕ′(z)(2.25)
Q˜R;k(z) := i
(
ϕ(z)− 1
2
)−k− 1
2
√
ϕ′(z).
The functions (2.25) are holomorphic and have Riemann boundary values (2.5) in the slit-
strip Sslit. Their asymptotics in the corresponding extremities are given by
Q˜T;k(z) = i
√
pi
2
(
i
2
)k− 1
2
e−ipikz +O(e−ipi(k−2)z) in the top,
Q˜L;k(z) = e
ipi/4
√
pi
2
4k+
1
2 ei2pikz +O(ei2pi(k−1)z) in the left leg,
Q˜R;k(z) = − e−ipi/4
√
pi
2
(−4)k+ 12 ei2pikz +O(ei2pi(k−1)z) in the right leg.
In particular, for any positive half-integer k ∈ K, the singular parts of Q˜T;k, Q˜L;k, Q˜R;k in
the corresponding extremities contain finitely many singular Fourier modes. Moreover, it
is easy to see that these functions are regular in the other two extremities.
Pure pole functions in the slit-strip. From the pulled-back monomials above, through a
simple upper triangular transformation, we can construct functions characterized by a single
Fourier mode as their singular parts.
Proposition 2.6. For all positive half-integers k ∈ K, there exist functions
qTk , q
L
k , q
R
k ∈ L2
characterized by the following singular parts:
$T;pole(q
T
k ) = ek,
$L;pole(q
L
k ) = e
L
−k,(2.26)
$R;pole(q
R
k ) = e
R
−k.
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The functions qTk , qLk , qRk are the restrictions to the cross-section I of globally defined holo-
morphic functions QT;k,QL;k,QR;k : Sslit → C with Riemann boundary values on the slit-
strip, which we call the pure pole functions. We can express these pure pole functions as
finite linear combinations of the pulled-back monomials (2.25) and vice versa,
QT;k =
∑
0<k′≤k
DTk,k′ Q˜T;k′ , QL;k =
∑
0<k′≤k
DLk,k′ Q˜L;k′ , QR;k =
∑
0<k′≤k
DRk,k′ Q˜R;k′ ,
Q˜T;k =
∑
0<k′≤k
ETk,k′ QT;k′ , Q˜L;k =
∑
0<k′≤k
ELk,k′ QL;k′ , Q˜R;k =
∑
0<k′≤k
ERk,k′ QR;k′ ,
with certain real coefficients DTk,k′ , DLk,k′ , DRk,k′ , ETk,k′ , ELk,k′ , ERk,k′.
Proof. We sketch the recursive construction of QT;k in terms of pulled-back monomials; the
other cases are analogous, and the resulting functions are uniquely characterized by (2.26)
from Lemma 2.5.
First, note that we may define QT;1/2 = −
√
2
pi
Q˜T;1/2. If QT;k for k = 1/2, . . . , k′ are already
constructed, we may define
QT;k′+1 =
(−1)k+ 122k√
pi
Q˜T;k′+1 −
∑
0<k≤k′
〈ek, q˜T;k′+1〉QT;k,
where q˜T;k is the restriction of Q˜T;k to the real line.
Given the existence of pure pole functions, we may express the pulled-back monomials in
terms of them as follows. By definition, there exist real coefficients a−k′ such that
QT;k(z) = Ek(z) +
∑
k′>0
a−k′ E−k′(z) for z ∈ Sslit ∩H.
Consider the conformal map w˜ = ie−piiz from the slit-strip to the slit upper half-plane H \
[0, i]. Under a change of variable analogous to (2.25),
Ek(z(w˜)) ·
[
dz
dw˜
] 1
2
=
e−ipik√
pi
w˜k−
1
2 ;
and thus
QT;k(z(w˜)) ·
[
dz
dw˜
] 1
2
=
e−ipik√
pi
w˜k−
1
2 +
∑
k′>0
eipik
′
a−k′√
pi
w˜−k
′− 1
2 .
Since ϕ(z) = 1
2
√
1 + w˜(z)2 and Q˜T;k is defined precisely as pullbacks of half-plane mono-
mials,
Q˜T;k(z(w˜)) ·
[
dz
dw˜
] 1
2
= i
(√
1 + w˜2
2
)k− 1
2 [
w˜
2
√
1 + w˜2
] 1
2
=
i
√
w˜
2k
(
1 + w˜2
) k−1
2
=
iw˜k−
1
2
2k
(
1 +
(
k−1
2
1
)
w˜−2 + · · ·
)
as w˜ →∞.
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The above binomial expansion only has finitely many terms with nonnegative powers of w,
and their coefficients are precisely the coefficients in the expansion of Q˜T;k in terms of the
pure pole functions:
Q˜T;k =
∑
0<k′≤k
√
pieipik
′
i
2k
( k−1
2
k−k′
2
)
QT;k′ ,
where the binomial coefficient is taken as zero when k−k′
2
is not an integer. The other cases
are similar. 
Remark 2.7. The coefficients in Proposition 2.6 implement a change of basis, which reflects
the relationship of the geometry of the slit-strip Sslit and the half-plane H via the conformal
map (2.24) between them. These constants of geometric origin appear in our main result,
which reconstructs the structure constants of the vertex operator algebra (the Ising conformal
field theory) from the scaling limits of the fusion coefficients of the Ising model in lattice
slit-strips.
Given that these constants thus account for the most nontrivial geometric input to our main
result, we note that explicit expressions for them can be obtained similarly to the above
proof by expanding monomials of the map (between the slit half-plane and the half-plane)
ψ(w˜) =
√
1+w˜2
2
and its inverse. In the following, we will write w for the variable in the half-
plane, and w˜ for the slit half-plane; the boundary point 0 in the slit half-plane corresponds
to two prime ends 0−, 0+, approached from left and right respectively.
Also note that we are considering holomorphic functions in a neighborhood of a boundary
pole where they have Riemann boundary values. Using a pull-back to the half-plane, we
may define their Schwarz reflection, which may be uniquely expanded in a Laurent series:
this guarantees the existence and uniqueness of the expansions. The constants can then be
expressed as follows:
DTk,k′ = (−i)·(coefficient of wk′−
1
2 of e
−ipik√
pi
(√
4w2 − 1)k− 12 [ 4w√
4w2−1
] 1
2 around w =∞),
(2.27)
DLk,k′ = (−i)·(coefficient of (w + 12)−k
′− 1
2 of
√
2i
(√
4w2 − 1)−2k− 12 [ 4w√
4w2−1
] 1
2 around w = −1
2
),
DRk,k′ = (−i)·(coefficient of (w − 12)−k
′− 1
2 of
√
2e−piik
(√
4w2 − 1)−2k− 12 [ 4w√
4w2−1
] 1
2 around w = 1
2
),
ETk,k′ = e
ipik′√pi·(coefficient of w˜k′− 12 of i
(√
1+w˜2
2
)k− 1
2
[
w˜
2
√
1+w˜2
] 1
2 around w˜ =∞),
ELk,k′ =
1√
2i
·(coefficient of w˜2k′− 12 of i
(√
1+w˜2
2
+ 1
2
)−k− 1
2
[
w˜
2
√
1+w˜2
] 1
2 around w˜ = 0−),
ERk,k′ =
epiik
′
√
2
·(coefficient of w˜2k′− 12 of i
(√
1+w˜2
2
− 1
2
)−k− 1
2
[
w˜
2
√
1+w˜2
] 1
2 around w˜ = 0+).
In particular, we have
DTk,k′ =
(−1
4
) k−k′
2
( k−1
2
k−k′
2
)
, ETk,k′ =
√
pieipik
′
i
2k
( k−1
2
k−k′
2
)
.
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3. Discrete function spaces and decompositions
In this section we study functions on discretized domains, which have the properties analo-
gous to holomorphicity and Riemann boundary values. We introduce the spaces of functions
analogous to the continuum case, and find analogous distinguished functions: vertical trans-
lation eigenfunctions in the lattice strip, and functions with prescribed singularities in the
extremities of the lattice slit-strip.
As the appropriate notion of discrete holomorphicity we use s-holomorphicity. This no-
tion and its powerful uses together with Riemann boundary values were pioneered by
Smirnov [Smi06, Smi10a], and have been developed into an extremely powerful tool for the
study of the Ising model [ChSm11, ChSm12]. We have chosen a route to the main result
of this series which avoids entirely the use of the notions of s-holomorphic poles [HoSm13,
Hon10] and s-holomorphic spinors [Izy11, ChIz13, CHI15] and square root singularities.
The quintessential trick for s-holomorphic solutions to Riemann boundary value problem is
the “imaginary part of the integral of the square”, and we will be able to employ it largely
in its most standard incarnation in Section 4.
In Section 3.1 we introduce the discrete domains, and in Section 3.2 give the definitions
of the needed notions of discrete complex analysis and of the space of functions of interest
to us. In Section 3.4 we study the vertical translation eigenfunctions in the strip, and the
associated decomposition of the function space. In Section 3.4 we find the distinguished
functions in the lattice slit-strip, which have prescribed singularities in the extremities.
3.1. The lattice strip and the lattice slit-strip. The lattice analogues of the continuum
strip and slit-strip domains S and Sslit will be certain square grid discretizations of these
domains.
Fix two integers
a, b ∈ Z, a < 0 < b,
which represent the (horizontal) positions of the left and right boundaries. The slit will
always be placed at the horizontal position 0. The width of the strip (in lattice units) is
` := b− a ∈ N.(3.1)
For simplicity of notation, we only carry the superscript label for width ` in the notation to
indicate the discretization, although information about a and b is in fact important as well.
We mostly care about a symmetric situation (equal widths for the left and right substrip)
in which b = −a = 1
2
` and the limit of large even integer widths `→∞, but more general
choices are possible and at times in fact clearer.
The lattice strip. A discretized version of the cross-section I is the integer interval
I := {a, a+ 1, a+ 2, . . . , b− 1, b} =: Ja, bK.(3.2)
The lattice strip is then defined as the graph with vertex set
S(`) :=
{
x+ iy
∣∣∣ x ∈ I, y ∈ Z} = Ja, bK× Z,(3.3)
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`
a b
S(`)
(a) The square grid strip S(`).
`
a 0 b
S(`)slit
(b) The square grid slit-strip S(`)slit.
Figure 3.1. The discrete strip and slit-strip graphs.
and with nearest neighbor edges as in Figure 3.1(a) — in other words, the lattice strip is
seen as an induced subgraph S(`) ⊂ Z2 of the ordinary square lattice.
The set of all edges of the lattice strip is denoted by E(S(`)). We will identify edges with
their midpoints, so that vertical edges are of the form x + iy′ ∈ E(S(`)) with x ∈ I and
y′ ∈ Z+ 1
2
, and horizontal edges are of the form x′ + iy ∈ E(S(`)) with y ∈ Z and x′ ∈ I∗ in
the half-integer interval defined by
I∗ :=
{
a+
1
2
, a+
3
2
, . . . , b− 3
2
, b− 1
2
}
=: Ja, bK∗.(3.4)
In fact, it is this half-integer interval I∗ on which our functions will be defined.
Lattice slit-strip. The lattice slit-strip will be the (multi-)graph with the same set of vertices
S(`)slit :=
{
x+ iy
∣∣∣ x ∈ I, y ∈ Z} = Ja, bK× Z(3.5)
as the lattice strip, and otherwise also the same set of edges, except that there are double
edges between nearest neighbors 0+ iy and 0+ i(y−1) for y ≤ 0, i.e., along the slit. This is
illustrated in Figure 3.1(b). The two different edges between nearest neighbors on the slit
part have exactly the same roles as the two different prime-ends corresponding to the same
boundary point on the slit in the continuum slit-strip Sslit of Figure 2.1(b): one is thought
Slit-strip Ising BCFT 1 23
p
vz1
z2 EW
N
S
Figure 3.2. S-holomorphicity is a condition for the values of a function on
pairs of edges z1, z2 adjacent to the same face p and vertex v.
to belong to (the boundary of) the left substrip and the other to (the boundary of) the
right substrip.
The set of all edges of the lattice slit-strip is denoted by E(S(`)slit). Despite the presence
of multi-edges, we continue to abuse the notation and usually label edges of the lattice
slit-strip by their midpoints. For any pair of edges along the slit which have coinciding
midpoints, we trust that it will always be sufficiently clear from the context which one of
the two edges is meant (it should be clear whether we are considering the left or the right
substrip).
3.2. S-holomorphicity, Riemann boundary values, and function spaces. In this
discrete setting, functions will be defined on the edges of the graph. We allow for functions
defined on subgraphs as well, so let V denote the relevant (sub)set of vertices (V ⊂ S(`) =
S(`)slit) and E the relevant (sub)set of edges (E ⊂ E(S(`)) or E ⊂ E(S(`)slit)).5 We consider
functions
F : E→ C.
S-holomorphicity. A function F : E→ C is said to be s-holomorphic, if for all pairs of edges
z1, z2 ∈ E which are adjacent, in the sense that both are adjacent to the same face p and
the same vertex v, we have
F (z1) +
i |v − p|
v − p F (z1) = F (z2) +
i |v − p|
v − p F (z2).(3.6)
Equivalently, the values of F at z1 and z2 have the same projections to the line
√
i/(v − p)R
in the complex plane. Depending on the position of the adjacent edges z1, z2 with respect
to the face, this line is one among four possibilities. In view of this, yet another explicit
way of writing the s-holomorphicity condition is the following. Define the constant
λ = eipi/4 =
1 + i√
2
5We furthermore always take the subgraphs to consist of all vertices and edges adjacent to some connected
set of faces of the lattice strip or the slit-strip, so the subsequent definitions in fact contain nontrivial
requirements regarding the functions.
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that we will keep using throughout, as is common in related literature. The s-holomorphicity
condition is equivalent to requiring that when N,E, S,W are the four edges surrounding a
face as in Figure 3.2, then
F (N) + [e−i
pi
4 ]F (N) = F (W) + [e−i
pi
4 ]F (W), F (N) + [ei
pi
4 ]F (N) = F (E) + [ei
pi
4 ]F (E),
F (S) + [e−i
3pi
4 ]F (S) = F (W) + [e−i
3pi
4 ]F (W), F (S) + [ei
3pi
4 ]F (S) = F (E) + [ei
3pi
4 ]F (E).
S-holomorphicity implies (but is not implied by) the usual discretized Cauchy-Riemann
equations
F (z +
1
2
)− F (z − 1
2
) = −i
(
F (z +
i
2
)− F (z − i
2
)
)
around any face or vertex z where all the needed values are defined. This at least gives the
interpretation for s-holomorphicity as a notion of discrete holomorphicity, which may not
have been apparent directly from definition (3.6). Note, however, that s-holomorphicity is
an R-linear condition for the complex-valued function F , not C-linear!
Riemann boundary values. The discrete version of Riemann boundary values is defined very
analogously to the continuum version. If z ∈ E is a boundary edge, and τ(z) denotes the unit
complex number in the direction of the tangent to the boundary oriented counterwlockwise
(i.e., so that the face to the left of the oriented edge is a part of the discrete domain), then
F is said to have a Riemann boundary value at z if
F (z) ∈ i τ(z)−1/2R.(3.7)
We will only use Riemann boundary values on the boundaries of the lattice strip and lattice
slit-strip. These boundaries are taken to consist of the vertical edges on the left and on
the right as well as on the slit. The vertical edges on the left boundary are of the form
z = a+iy′ with y′ ∈ Z+ 1
2
and their counterclockwise tangent points downwards, τ(z) = −i.
The vertical edges on the right boundary are of the form z = b + iy′ with y′ ∈ Z + 1
2
and
their counterclockwise tangent points upwards, τ(z) = +i. The requirement of Riemann
boundary values for functions in the lattice strip S(`) are thus6
F
(
a+ iy′
) ∈ e−ipi/4R and F(b+ iy′) ∈ e+ipi/4R(3.8)
for y′ ∈ Z+ 1
2
.
The slit part of the boundary has doubled edges, one for the left side of the slit (which acts
as a right boundary for the left substrip) and one for the right side (which acts as a left
boundary to the right substrip). Denoting these edges respectively by z = 0− + iy′ and
z = 0+ + iy′, the Riemann boundary values on the slit part are
F
(
0− + iy′
) ∈ e+ipi/4R and F(0+ + iy′) ∈ e−ipi/4R(3.9)
for y′ ∈ Z+ 1
2
, y′ < 0.
Note the analogy of (3.8) and (3.9) with (2.4) and (2.5), and note once more that Riemann
boundary values are R-linear conditions for the complex-valued function F .
6In the article [HKZ14] an unfortunate misprint occurs at the statement of the Riemann boundary
values: the conditions on the left and right boundaries are reversed. Formulas (3.8) here are correct with
the conventions used in both articles.
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Functions on the discrete cross-section. Analogously to the continuum approach in Sec-
tion 2.1, we study s-holomorphic functions with Riemann boundary values on the lattice
strip S(`) and lattice slit-strip S(`)slit through their restrictions to the horizontal cross-sections
at height zero. These cross-sections consist of the ` horizontal edges whose midpoints are
x′ ∈ I∗ as in (3.4).
The space
F (`) := CI∗(3.10)
is thought of as the space of all complex valued functions f : I∗ → C on the discrete cross-
section I∗. Because the main operations we consider are R-linear, we interpret F (`) as a
real vector space of dimension
dimR(F (`)) = 2`.
We equip it with the inner product defined by the formula
〈f, g〉 =
∑
x′∈I∗
(
<e(f(x′))<e(g(x′))+ =m(f(x′))=m(g(x′)))(3.11)
for f, g ∈ F (`). This inner product induces the familiar norm
‖f‖ =
( ∑
x′∈I∗
|f(x′)|2
)1/2
.
3.3. Vertical translation eigenfunctions in the lattice strip. In Section 2.2 we saw
that among the holomorphic functions with Riemann boundary values in the strip, the
vertical translation eigenfunctions were exactly the extensions of quarter integer Fourier
modes on the cross-section. Here we address the analogous discrete question.
Discrete analytic continuation by one vertical step. The operation of discrete analytic con-
tinuation by one vertical step was considered in [HKZ14]. We take from there the following
result, whose proof is a straightforward calculation from definitions (3.6) and (3.8).
Proposition 3.1 ([HKZ14, Lemmas 4 and 6]). For any f ∈ F (`), there exists a unique
function F : E(S(`)) → C which is s-holomorphic and has Riemann boundary values in the
lattice strip S(`), and whose restriction to the discrete cross-section coincides with f :
F (x′) = f(x′) for all x′ ∈ I∗ ⊂ E(S(`)).
If we define a new function Pf : I∗ → C in terms of this extension F by(
Pf
)
(x′) := F (x′ + i) for x′ ∈ I∗,
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then Pf is explicitly given by(
Pf
)
(x′) = 2 f(x′) +
λ3√
2
f(x′ + 1) +
λ−3√
2
f(x′ − 1)
−
√
2 f(x′) +
1√
2
f(x′ + 1) +
1√
2
f(x′ − 1) for x′ 6= a+ 1
2
, b− 1
2
,
(
Pf
)
(x′L) =
(
1 +
1√
2
)
f(x′L) +
λ3√
2
f(x′L + 1)
+
(
λ3 +
λ−3√
2
)
f(x′L) +
1√
2
f(x′L + 1) for x
′
L = a+
1
2
,
(
Pf
)
(x′R) =
(
1 +
1√
2
)
f(x′R) +
λ−3√
2
f(x′R − 1)
+
(
λ−3 +
λ3√
2
)
f(x′R) +
1√
2
f(x′R − 1) for x′R = b−
1
2
,
where λ = eipi/4. The mapping f 7→ Pf defines a linear operator
P : F (`) → F (`).
By the above it is clear that F : E(S(`))→ C is a vertical translation eigenfunction if and only
if its restriction f = F
∣∣
I∗ to the discrete cross-section is an eigenfunction of the operator P.
More precisely for any Λ 6= 0, the property
F (z + ih) = Λh F (z) for all z ∈ E(S(`)) and h ∈ Z
is equivalent to
Pf = Λ f.
In [HKZ14] many qualitative properties of the spectrum of P were proven directly: it is
symmetric, invertible, conjugate to its own inverse, all eigenvalues have multiplicity one,
and 1 is not an eigenvalue. Moreover, P was shown to be conjugate to the induced rotation of
the Ising transfer matrix with locally monochromatic boundary conditions, whose spectrum
is well-known [AbMa73, Pal07]. We will need the eigenvectors and eigenvalues explicitly,
and we thus rederive such properties via a direct calculation below.
The following qualitative property related to reflections across the cross-section is, however,
instructive and useful to note first.
Remark 3.2. For any vertical translation eigenfunction that is exponentially growing in
the upwards direction, there is a corresponding vertical translation eigenfunction that is ex-
ponentially growing in the downwards direction. Namely if F : E(S(`))→ C is s-holomorphic
and has Riemann boundary values, then also F˜ : E(S(`))→ C defined by
F˜ (x+ iy) = −iF (x− iy)
is s-holomorphic and has Riemann boundary values. If F satisfies F (z+ih) = Λh F (z) with
Λ ∈ R \ {0}, then F˜ satisfies F˜ (z + ih) = (1/Λ)h F˜ (z).
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In the function space F (`), the corresponding operation
f 7→ f˜ , f˜(x′) := −i f(x′)
is an involution by which P is conjugate to its inverse P−1.
A dispersion relation. The vertical translation eigenfunctions in the continuum strip are
essentially the quarter-integer Fourier modes. The vertical translation eigenfunctions in the
lattice strip turn out to be mixtures of two discrete Fourier modes with opposite frequen-
cies. Which frequencies can appear is ultimately determined by the boundary conditions.
Before addressing that, let us observe that a relation between the vertical translation eigen-
value and the frequency of the Fourier mode is obtained from the first of the formulas of
Proposition 3.1, which governs the discrete analytic continuation away from boundaries.
Lemma 3.3. Let ω ∈ R \ 2piZ, and let Λ be a solution to the equation
Λ2 +
(
2 cos(ω)− 4)Λ + 1 = 0.(3.12)
Define
f(x′) = C+ e+iωx
′
+ C− e−iωx
′
, for x′ ∈ I∗,
where the constants C+, C− ∈ C are related by
C− =
2 +
√
2 cos(3pi
4
+ ω)− Λ√
2
(
1− cos(ω)) C+.
Then for any x′ ∈ I∗ \ {a+ 1
2
, b− 1
2
}, we have (Pf)(x′) = Λ f(x′).
Proof. Inserting the defining formula of f(x′) into the the explicit expression for
(
Pf
)
(x′)
from Proposition 3.1, a straightforward calculation yields(
Pf
)
(x′)− Λ f(x′) = e+iωx′
(
C+
(
2 +
√
2 cos
(3pi
4
+ ω
)− Λ)+ C−(√2 cos(ω)−√2))
+ e−iωx
′
(
C−
(
2 +
√
2 cos
(3pi
4
− ω)− Λ)+ C+(√2 cos(ω)−√2)) .
Using the relationship between the constants C+, C−, the coefficient of e+iωx′ above vanishes
immediately. It remains to check the vanishing of the coefficient of e−iωx′ .
For this purpose, observe that using the trigonometric identities cos
(
3pi
4
+ω
)
+cos
(
3pi
4
−ω) =
−√2 cos(ω) and cos (3pi
4
+ ω
)
cos
(
3pi
4
− ω) = 1
2
cos(2ω) we can write(
2 +
√
2 cos(
3pi
4
+ ω)− Λ
)(
2 +
√
2 cos(
3pi
4
− ω)− Λ
)
= Λ2 − (4− 2 cos(ω))Λ + 4 + cos(2ω)− 4 cos(ω).
When Λ is a solution to (3.12), this expression further simplifies to
3 + cos(2ω)− 4 cos(ω) = 2(1− cos(ω))2.
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We thus see that an alternative equivalent form of the relationship between the con-
stants C+, C− is
C− =
√
2
(
1− cos(ω))
2 +
√
2 cos(3pi
4
− ω)− Λ C
+.
From this relationship we immediately see the desired vanishing of the coefficient of e−iωx′ ,
so the proof is complete. 
Remark 3.4. For a given ω, Equation (3.12) has two roots, which are positive real num-
bers and inverses of each other. This reflects the observation from Remark 3.2 by which
vertical translation eigenfunctions can be reflected to produce eigenfunctions with the in-
verse eigenvalue. Indeed for functions of the form f(x′) = C+ e+iωx′ + C− e−iωx′ as above,
f˜(x′) = −if(x′) is also of the same form (with different coefficients), and it has the inverse
eigenvalue for P.
Boundary conditions and equation on frequencies. By the above calculation, the discrete
Fourier modes of any frequency ω ∈ R and its opposite can be combined to satisfy the
equation (Pf)(x′) = Λ f(x′) for x′ not next to the boundaries, provided that ω and Λ are
related by (3.12). However, such functions can only satisfy the equation (Pf)(x′) = Λ f(x′)
next to the boundaries for particularly chosen frequencies. It is sufficient for us to prove
that under a certain hypothesis on the frequency ω, an eigenfunction exists; simple counting
afterwards will show that all eigenfunctions are thus found.
Lemma 3.5. Suppose that ω ∈ R is a solution to
cos
(
(`+ 1
2
)ω
)
cos
(
(`− 1
2
)ω
) = 3− 2√2,(3.13)
and let Λ be a solution to (3.12). Then there exists non-zero f ∈ F (`) such that Pf = Λ f .
Proof. Let us denote by
R = R(ω,Λ) =
2 +
√
2 cos(3pi
4
+ ω)− Λ√
2
(
1− cos(ω)) .
the ratio in Lemma 3.3 which relates the coefficient of one Fourier mode to the complex
conjugate of the coefficient of the opposite one. We will show that f ∈ F (`) of the form
f(x′) = C e+iωx
′
+RC e−iωx
′
works, with suitably chosen C 6= 0. Given the result of Lemma 3.3, the only remaining
properties to verify are (Pf)(x′L) = Λ f(x′L) and (Pf)(x′R) = Λ f(x′R), where x′L = a+
1
2
and
x′R = b− 12 . In view of Proposition 3.1, these amount to the equations
0 = C eiωx
′
L
(
A+ +RB+
)
+ C e−iωx
′
L
(
B− +RA−
)
0 = C eiωx
′
R
(
A+ +RB+
)
+ C e−iωx
′
R
(
B− +RA−
)
,
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where
A± = A±(ω,Λ) := 1 +
1√
2
+
λ3√
2
e±iω − Λ,
B± = B±(ω) := λ3 +
λ−3√
2
+
1√
2
e±iω.
Either one of the two equations fixes the argument of C modulo pi, in that one can solve
for C/C from them. The former equation requires
C/C = − e−i2ωx′L B
− +RA−
A+ +RB+
,
and after first taking complex conjugates, the second requires
C/C = − e−i2ωx′R A
+ +RB+
B− +RA−
.
Evidently the modulus of these expressions are the inverses of each other, so when we
have the equality of the two, the existence of nonzero C ∈ C satisfying the eigenfunction
requirements follows. The equality of the two expressions simply reads(
A+ +RB+
)2(
B− +RA−
)2 = ei2(`−1)ω.
Our goal is therefore to show that this equality follows from our assumption (3.13) (in fact
the two are equivalent). The numerator and denominator on the left hand side are by
construction expressed as polynomials in Λ of degrees 2 and 4, but since by assumption
Λ satisfies the quadratic equation (3.12), we can reduce both to first order polynomials
in Λ. This is straightforward but slightly tedious.7 We first simplify the numerator and
denominator before taking the squares
A+(ω,Λ) +R(ω,Λ)B+(ω) =
(1−√2)λΛ + e−iω Λ + λ3 e−iω + i(1−√2)
2(1− cos(ω)) ,
B−(ω) +R(ω,Λ)A−(ω,Λ) =
(
√
2− 1) Λ− λeiω Λ + i eiω + (√2− 1)λ3
2(1− cos(ω)) .
and then take the squares and simplify further to(
A+ +RB+
)2
=
(eiω − 1) e−i3ω
4(1− cos(ω))2
((
1 + i ei2ω − 2
√
2λeiω
)
Λ +
√
2λ eiω
) (
1− (3− 2
√
2)eiω
)
(
B− +RA−
)2
=
(eiω − 1) e−iω
4(1− cos(ω))2
((
1 + i ei2ω − 2
√
2λeiω
)
Λ +
√
2λ eiω
) (
(3− 2
√
2)− eiω).
Cancellations in the ratio of these two yield(
A+ +RB+
)2(
B− +RA−
)2 =
(
3− 2√2) eiω − 1
eiω − (3− 2√2) e
−2iω.
7 A symbolic computation in the quotient F[Λ]/
〈
Λ2 + (q + q−1 − 4)Λ + 1〉 of the polynomial ring F[Λ]
over the field F = C(q) of rational functions of q = eiω is a quick way to check the formulas.
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The desired equality of the expressions thus ultimately amounts to(
3− 2√2) eiω − 1
eiω − (3− 2√2) = e
i2`ω,
which is easily seen to be equivalent to (3.13). This finishes the proof. 
Allowed frequencies. In the continuum, vertical translation eigenfunctions were associated
to all quarter-integer Fourier modes. By contrast, in the discrete setup there are only
finitely many possible frequencies, and these are only approximately quarter integers (in
the approriate units). We consider the strip width ` ∈ N in lattice units fixed, and to
display the parallel with the continuum, we use positive half-integers k to index the allowed
positive frequencies. Finite-dimensionality now restricts the index set to
K(`) := [0, `] ∩ (Z+ 1
2
)
=
{
1
2
,
3
2
, . . . , `− 1
2
}
.(3.14)
The following lemma describes the positive frequencies which satisfy (3.13).
Lemma 3.6. For any k ∈ K(`), the equation (3.13),
cos
(
(`+ 1
2
)ω
)
cos
(
(`− 1
2
)ω
) = 3− 2√2,
has a unique solution ω = ω(`)k on the interval
(
(k − 1
2
)pi/`, kpi/`
)
.
Proof. Using the trigonometric formula for cos(α + β) in both the numerator and the de-
nominator, we can rewrite the left hand side of (3.13) as
cos
(
(`+ 1
2
)ω
)
cos
(
(`− 1
2
)ω
) = cos(ω/2) cos(`ω)− sin(ω/2) sin(`ω)
cos(ω/2) cos(`ω) + sin(ω/2) sin(`ω)
=
1− tan(ω/2) tan(`ω)
1 + tan(ω/2) tan(`ω)
.
On the interval ω ∈ [(k − 1
2
)pi/`, kpi/`
)
, the expression tan(ω/2) tan(`ω) increases from 0
to +∞, so there is a unique ω ∈ ((k− 1
2
)pi/`, kpi/`
)
such that tan(ω/2) tan(`ω) = 1√
2
. This
is the desired unique solution. 
Explicit eigenfunctions and eigenvalues. We can now describe the eigenvalues and eigen-
functions of vertical translations explicitly. We use positive and negative indices k for
eigenfunctions that are growing in the downwards and upwards directions.
Proposition 3.7. For k ∈ K(`), denote by
ω
(`)
k ∈
(
(k − 1
2
)pi/`, kpi/`
)
the unique solution to (3.13) on this interval. Denote by
Λ
(`)
k := 2− cos(ω(`)k ) +
√(
3− cos(ω(`)k )
)(
1− cos(ω(`)k )
)
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the corresponding solution to (3.12) with Λ(`)k > 1, and by Λ
(`)
−k := 1/Λ
(`)
k < 1 the other
solution. Then there exists non-zero functions
Fk,F−k : E(S(`))→ C
which are s-holomorphic and have Riemann boundary values and satisfy
F±k(z + ih) = (Λ
(`)
±k)
h F±k(z) for all z ∈ E(S(`)) and h ∈ Z,
and these are uniquely determined by the normalization conditions that the argument on the
left boundary is F±k(a+ iy′) ∈ e−ipi/4R+, for y′ ∈ Z+ 12 , and that their restrictions
f±k = F±k
∣∣
I∗ ∈ F (`)
to the cross-section have unit norm ‖f±k‖ = 1.
The following relations hold for the normalized eigenfunctions with opposite indices:
f−k(x′) = − i fk(x′), F−k(x+ iy) = − i Fk(x− iy).
The functions fk, k ∈ ±K(`), form an orthonormal basis of F (`).
Proof. Lemma 3.5 gives the existence of non-zero eigenfunctions f±k of P with the desired
eigenvalues Λ(`)±k, and it is clear that unit norm ‖f±k‖ = 1 fixes these up to a sign in the real
vector space F (`), and the argument on the left boundary fixes the remaining sign.
The relation between fk and f−k as well as between Fk and F−k are straightforward from
Remark 3.2, since the reflected function F˜ (x + iy) = −iF (x− iy) has the same argument
as F on the left boundary (which we used for normalization purposes).
Among fk, k ∈ ±K(`), we have 2 #K(`) normalized eigenfunctions of the symmetric op-
erator P with distinct eigenvalues. In view of 2 #K(`) = 2` = dimF (`), these form an
orthonormal basis. 
In particular, all the earlier qualitative statements about the spectrum of P can of course
be verified from the above explicit diagonalization of it.
Decomposition of the function space. Analogously to the continuous case, we split F (`) into
orthogonally complementary subspaces
F (`) = F (`)T;pole ⊕F (`)T;zero,
where
F (`)T;pole := spanR
{
fk
∣∣ k ∈ K(`)} F (`)T;zero := spanR {f−k ∣∣ k ∈ K(`)},(3.15)
with associated orthogonal projection operators
Π
(`)
T;pole : F (`) → F (`)T;pole, Π(`)T;zero : F (`) → F (`)T;zero.
The subspace F (`)T;pole consists of functions whose s-holomorphic extensions with Riemann
boundary values in the lattice strip grow exponentially fast in the upwards direction,
and F (`)T;zero of functions whose extensions grows exponentially fast in the downwards di-
rection.
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3.4. Functions in the lattice slit-strip. We now consider functions in the lattice slit-
strip S(`)slit of Figure 3.1(b). We use three subgraphs
ST;(`)slit , S
L;(`)
slit , S
R;(`)
slit ⊂ S(`)slit
of the lattice slit-strip. The top part ST;(`)slit is taken to consist of all vertices and edges of S
(`)
slit
with non-negative imaginary part. The left leg part SL;(`)slit is taken to consist of vertices and
edges with non-positive imaginary part and non-positive real part, except for those of the
doubled edges along the slit which are considered to form the left boundary of the right
substrip. The right leg part SR;(`)slit is defined similarly. Note that these three subgraphs of S
(`)
slit
have otherwise disjoint edge sets except that each horizontal edge in the cross-section I∗
belongs to both the top part and either the left or the right leg. We correspondingly partition
the cross-section I∗R = Ja, bK∗ into the left and right halves, I∗L = Ja, 0K∗ and I∗R = J0, bK∗,
and decompose the discrete function space to functions with support on the left and right
halves,
F (`) = F (`)L ⊕F (`)R ,
where we define F (`)L = CI
∗
L and F (`)R = CI
∗
R , and interpret both as subspaces in CI∗ = F (`).
The strip S(`) and the slit-strip S(`)slit graphs coincide exactly in the top part S
T;(`)
slit , and
in particular s-holomorphic functions F : E(ST;(`)slit ) → C with Riemann boundary values
in the top part are as in the strip: the discrete analytic continuation upwards from the
cross-section I∗ is achieved by the same operator P : F (`) → F (`).
Downwards from the cross-section, on the other hand, the lattice slit-strip S(`)slit has separate
left and right halves SL;(`)slit and S
R;(`)
slit , which coincide with lower halves of lattice strips of
smaller widths `L = −a and `R = b. Note that due to the double edges on the slit, the
left and right halves have their own sets of edges on which functions are defined, and the
Riemann boundary values (3.9) are exactly what one would require in the smaller width
substrips. Therefore the discrete analytic continuation downwards from the cross-section I∗
in the lattice slit-strip is then simply the direct sum (P(`L))−1 ⊕ (P(`R))−1 of inverses of
operators defined as in Section 3.4 but in substrips of widths `L, `R.
Decompositions of the function space. The decomposition F (`) = F (`)L ⊕ F (`)R is clearly an
orthogonal direct sum, and in each summand we get an orthonormal basis in the same way
as for the lattice strip. Instead of (3.14), the indexing sets for the (positive) modes are now
K(`L) :=
{
1
2
,
3
2
, . . . , `L − 1
2
}
, K(`R) :=
{
1
2
,
3
2
, . . . , `R − 1
2
}
.
In the same way as in Proposition 3.7, for each k ∈ ±K(`L) we define the normalized
eigenvector fL;k ∈ F (`)L of P(`
L) with eigenvalue Λ(`
L)
k and the extension
FL;k : E(SL;(`)slit )→ C,
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and for each k ∈ ±K(`R) the normalized eigenvector fR;k ∈ F (`)R of P(`
R) with eigenvalue Λ(`
R)
k
and the extension
FR;k : E(SR;(`)slit )→ C,
Together, (fL;k)k∈±K(`L) and (fR;k)k∈±K(`R) form an othonormal basis of F (`).
Given these bases, we may decompose
F (`)L = F (`)L;pole ⊕F (`)L;zero, F (`)R = F (`)R;pole ⊕F (`)R;zero,
where
F (`)L;pole := spanR
{
fL;k
∣∣ k < 0} F (`)R;pole := spanR {fR;k ∣∣ k < 0}(3.16)
F (`)L;zero := spanR
{
fL;k
∣∣ k > 0} F (`)R;zero := spanR {fR;k ∣∣ k > 0},
with respective orthogonal projection operators Π(`)L;pole,Π
(`)
R;pole,Π
(`)
L;zero,Π
(`)
R;zero.
We have thus introduced the decompositions of F (`)
F (`) = F (`)T;pole ⊕F (`)T;zero,
and
F (`) = F (`)L;pole ⊕F (`)L;zero ⊕F (`)R;pole ⊕F (`)R;zero.
Singular parts. As in the continuous case, for a function f ∈ F (`), we call
Π
(`)
T;pole(f) ∈ F (`)T;pole its singular part at the top,
Π
(`)
L;pole(f) ∈ L2L;pole its singular part in the left leg,(3.17)
Π
(`)
R;pole(f) ∈ F (`)R;pole its singular part in the right leg.
If Π(`)T;pole(f) = 0 (resp. Π
(`)
L;pole(f) = 0 or Π
(`)
R;pole(f) = 0), we say that the function f admits
a regular extension to the top (resp. regular extension to the left leg or regular extension
to the right leg).
The following result shows that a function is uniquely characterized by its singular parts.
Lemma 3.8. If a function f ∈ F (`) admits regular extensions to the top, to the left leg, and
to the right leg, then f ≡ 0.
We postpose the proof of this until when we have defined the necessary discrete complex
analysis tools needed to carry out the proof analogous to the continuum.
Functions with prescribed singular parts. In the discrete setting, by virtue of finite-dimensionality,
we do not need to perform elaborate constructions of functions of prescribed singular parts.
Lemma 3.9. For any gT ∈ F (`)T;pole, gL ∈ F (`)L;pole, gR ∈ F (`)R;pole, there exists a unique function
f ∈ F (`) such that
Π
(`)
T;pole(f) = gT, Π
(`)
L;pole(f) = gL, Π
(`)
R;pole(f) = gR.
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Proof. Consider the linear map
f 7→ (Π(`)T;pole(f), Π(`)L;pole(f), Π(`)R;pole(f))
on the function space F (`). It maps the space F (`) of dimension dimR(F (`)) = 2` to the
external direct sum F (`)T;pole ⊕F (`)L;pole ⊕F (`)R;pole, which is a space of dimension
dimR(F (`)T;pole) + dimR(F (`)T;pole) + dimR(F (`)T;pole) = `+ `L + `R = 2`.
Its injectivity follows from Lemma 3.8, so bijectivity follows by the equality of the dimen-
sions. 
By the above, we define
pT;k ∈ F (`) for k ∈ K(`), pL;k ∈ F (`) for k ∈ K(`L), pR;k ∈ F (`) for k ∈ K(`R),
as the functions whose singular parts are (fk, 0, 0), (0, fL;−k, 0), and (0, 0, fR;−k), respectively.
These are functions which are singular under s-holomorphic propagation in one direction,
while admitting regular extensions in the remaining two directions. Denote the correspond-
ing s-holomorphic functions with Riemann boundary values in the lattice slit-strip by
PT;k : E(S(`)slit)→ C, PL;k : E(S(`)slit)→ C, PR;k : E(S(`)slit)→ C
We call these the discrete pole functions. Note that these are defined globally in the lattice
slit-strip, unlike for example FL;k, FR;k, and Fk (each of these is globally defined in a suitable
lattice strip which only coincides with the lattice slit-strip in one of the three subgraphs).
These functions have asympotics analogous to (2.26):
PT;k(x+ iy)− Fk(x+ iy) = o(1) as y → +∞ and x+ iy ∈ ST;(`)slit ,
PL;k(x+ iy)− FL;−k(x+ iy) = o(1) as y → −∞ and x+ iy ∈ SL;(`)slit ,(3.18)
PR;k(x+ iy)− FR;−k(x+ iy) = o(1) as y → −∞ and x+ iy ∈ SR;(`)slit .
Together with the regular extension to the other two extremities in each case, the asymp-
totics (3.18) characterize the discrete pole functions.
4. Discrete complex analysis and scaling limit results
In Sections 2 and 3 we introduced spaces of functions in continuum and discrete settings,
respectively, and distinguished functions adapted to the strip and the slit-strip geometries in
each case. In this section, we prove convergence of the discrete functions to the continuum
ones, as the lattice width increasese, `→∞.
We must require a/`→ −1
2
and b/`→ +1
2
as ` → ∞, and in order for the functions fk
defined on the discrete cross-section I∗ = Ja, bK∗ to approximate the functions ek defined on
I = [−1
2
, +1
2
], their arguments must be rescaled by a factor `−1. Because of the norms induced
by (3.11) and (2.8) for discrete and continuous functions, also the values of the discrete
functions must be rescaled by `1/2 (the norm-squared of the constant function 1 in the
discrete is `). Similarly for functions on the discrete strip and slit-strip (both with vertex setsJa, bK×Z), we rescale arguments by `−1 and values by `1/2. In order to discuss convergence
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(typically uniformly over compact subsets), we will interpret the discrete functions being
interpolated to the continuum in any reasonable manner8 without explicit mention.
In Section 4.1 we first prove the convergence in the scaling limit of the discrete vertical
translation eigenfunctions in the strip. The formulas we have in this case are sufficiently
explicit for the proof to be done without analytical tools. In Sections 4.2 – 4.4 we introduce
the regularity theory for s-holomorphic functions as it is needed for the remaining main
results. The key tool is the “imaginary part of the integral of the square” of an s-holomorphic
function introduced by Smirnov [Smi06]: a function defined on both vertices and faces which
behaves almost like a harmonic function and has constant boundary values on any part of
the boundary on which the s-holomorphic function had Riemann boundary values. This
will be introduced in Section 4.2. Notably, the almost harmonicity implies suitable versions
of maximum principles, Beurling-type estimates, and equicontinuity results. In Section 4.3,
the maximum principle will be used to prove that an s-holomorphic function on the discrete
slit-strip admitting regular extensions to all three directions is zero, and therefore any s-
holomorphic function is uniquely characterized by its singular parts. In Section 4.4, the
Beurling-type estimates and equicontinuity results will be used to prove the convergence of
the discrete pole functions in the slit-strip to the continuum ones.
4.1. Convergence of vertical translation eigenfunctions. We start from the distin-
guished functions in the strip geometry, i.e., the vertical translation eigenfunctions of Sec-
tions 2.2 and 3.4. The convergence of these can be proven directly from the explicit formulas
we have obtained.
Auxiliary asymptotics. Let us record auxiliary observations about the explicit formulas for
the functions f±k ∈ F (`) and the involved frequencies ω(`)k and eigenvalues Λ(`)±k. In the
scaling limit setup, we consider the index k ∈ K fixed, and consider the limit `→∞ of
infinite width (in lattice units).
So let k ∈ K be fixed. For ` ∈ N, ` > k, let ω(`)k ∈
(
(k− 1
2
)pi/`, kpi/`
)
be the unique solution
to (3.13) as in Lemma 3.6, and let Λ(`)k := 2 − cos(ω(`)k ) +
√(
3− cos(ω(`)k )
)(
1− cos(ω(`)k )
)
be the corresponding solution to (3.12) with Λ(`)k > 1.
Lemma 4.1. As `→∞, we have
ω
(`)
k =
pi
`
k +O(`−2),(4.1)
Λ
(`)
k = 1 +
pi
`
k +O(`−2).(4.2)
Proof. For the first formula, it is simple to use the method of proof of Lemma 3.6. Since
0 < ω
(`)
k < kpi`
−1, we have 0 < tanω(`)k /2 < c`
−1 for some c > 0. Therefore the equation
8The details of the interpolation are irrelevant except for the fact that the equicontinuity established
for the values on the lattice functions has to be inherited by their interpolations to the continuum. One
possibility is to extend by local averages to a triangulation that refines the lattice on which the values
are defined, and then to linearly interpolate on the triangles. Another possibility is to linearly interpolate
along line segments on which adjacent values are defined, and then to harmonically interpolate to the areas
surrounded by the line segments.
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tan
(
ω
(`)
k /2
)
tan
(
`ω
(`)
k
)
= 1√
2
implies tan
(
`ω
(`)
k
)
> c′ ` for some c′ > 0, and the first order
pole of tan at kpi then requires kpi`−1 − c′′ `−2 < ω(`)k < kpi`−1 for some c′′ > 0, which
gives (4.1).
For the second formula, let Λ(ω) = 2−cos(ω)+
√(
3− cos(ω))(1− cos(ω)) for ω ≥ 0. This
has a power series representation on ω ∈ (0, pi) with initial terms Λ(ω) = 1 + ω + O(ω2).
The second formula (4.2) thus follows from the first (4.1) in view of Λ(`)k = Λ(ω
(`)
k ). 
Lemma 4.2. Let k ∈ K, and let C(`);+±k , C(`);−±k ∈ C denote the coefficients in
f±k(x′) = C
(`);+
±k exp
(
+ iω
(`)
k x
′)+ C(`);−±k exp (− iω(`)k x′).
Then as `→∞, we have∣∣C(`);++k ∣∣ = O(`−3/2), ∣∣C(`);−+k ∣∣ = `−1/2 +O(`−3/2),∣∣C(`);+−k ∣∣ = `−1/2 +O(`−3/2), ∣∣C(`);−−k ∣∣ = O(`−3/2).
Proof. Consider the case of positive index k ∈ K. Recall from Lemma 3.3 that we have
C
(`);−
+k = R(ω
(`)
k )C
(`);+
+k , where R(ω) =
2+
√
2 cos( 3pi
4
+ω)−Λ(ω)
√
2
(
1−cos(ω)
) . A calculation shows R(ω) =
−2
√
2
ω
+O(ω), and since ω(`)k = O(`−1), we see that |R(ω(`)k )| > c ` for some c > 0, i.e.,∣∣C(`);++k ∣∣ ≤ 1c ` ∣∣C(`);−+k ∣∣.
Therefore for the values of the eigenfunction fk, we have
fk(x
′) = C(`);−+k
(
exp
(− iω(`)k x′)+O(`−1)).
The unit norm normalization condition ‖fk‖ = 1 gives
1 = ‖fk‖2 =
∑
x′∈I∗
|fk(x′)|2 = `
∣∣C(`);−+k ∣∣2 (1 +O(`−1)).
We conclude that
∣∣C(`);−+k ∣∣ = 1√` + O(`−3/2) and ∣∣C(`);++k ∣∣ = O(`−3/2). The case of negative
indices can be done similarly, but it also follows from the above using Remark 3.2. 
Limit result for the strip functions. We can now state and straightforwardly verify the
scaling limit result for vertical translation eigenfunctions.
Theorem 4.3. Choose sequences (an)n∈N, (bn)n∈N of integers an, bn ∈ Z such that
• an < 0 < bn for all n;
• `n := bn − an → +∞ as n→∞;
• an/`n → −12 and bn/`n → +12 as n→∞.
Let f(`n)k and F
(`n)
k denote the functions of Proposition 3.7 in the lattice strips with a = an
and b = bn. Then for any k ∈ ±K, as n→∞ we have√
`n f
(`n)
k
(
x`n
)→ ek(x) uniformly on I 3 x,√
`n F
(`n)
k
(
z`n
)→ Ek(z) uniformly on compact subsets of S 3 z.
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Proof. Consider k ∈ K. We will use the normalization constant Ck of the quarter-integer
Fourier mode ek given by (2.13), and the normalization constants C
(`n);±
+k as in the previous
lemma but in lattice strip with a = an and b = bn. Let us denote
ξn :=
C
(`n);−
+k∣∣C(`n);−+k ∣∣Ck .
Then |ξn| = 1, so ξn is a phase factor, and we will first factor it out. In view of `n ω(`n)k → kpi
and
√
`n
∣∣C(`n);−+k ∣∣→ 1 (two previous lemmas) and the asymptotics for fk from the previous
lemma, we get
√
`n
ξn
f
(`n)
k
(
x`n
)
=
√
`nC
(`n);−
+k
ξn
(
exp
(− iω(`n)k x`n)+O(`−1n ))
−→ Ck exp
(− ikpix) = ek(x)
uniformly over x ∈ I. Since(
Λ
(`n)
k
)y `n
=
(
1 + pik/`n +O(`−2n )
)y `n −→ epiky,
and F(`n)k (x+ iy) =
(
Λ
(`n)
k
)y
fk(x), we also have√
`n
ξn
F
(`n)
k
(
(x+ iy)`n
) −→ epiky ek(x) = Ek(x)
uniformly on compact subsets of S = I×R. To finish the proof of the convergence assertions,
it only remains to show that the phase factor is asymptotically correct, ξn → 1. This is
indeed a consequence of the chosen normalizations. We have defined C(`n);−+k and Ck so
that arg
(
Fk
)
= −pi/4 and arg (Ek) = −pi/4 on the left boundaries of the lattice strip and
continuum strip, respectively, so the uniform convergence on compacts that we established
above is only possible if also ξn → 1.
The case of negative indices can be done similarly, but it also follows from the above using
Remark 3.2. 
4.2. The imaginary part of the integral of the square. In the remaining part, Sec-
tions 4.2 – 4.4, we recall the regularity theory for s-holomorphic functions, and apply it to
prove the main results.
Analogous to the continuous case, the lattice discretization of Cauchy-Riemann equations
are equivalent to the existence of the line integral of F , i.e., the closedness of the (dis-
cretization of the) 1-form F (z) dz. S-holomorphicity is a strictly stronger notion which also
implies closedness of (the discretization of) another form, =m [F (z)2 dz] [ChSm12], so that
the “imaginary part of the integral of the square” becomes well-defined. We remark that the
literature contains a few different conventions about s-holomorphicity.9 Our conventions co-
incide with those of [ChSm11, ChSm12] presented in the general context of isoradial graphs,
but they differ by a multiplicative factor and the orientation of the square grid from most
of the literature specific to the square lattice such as [CHI15].
9With some alternative conventions the additional closed form is <e [F (z)2 dz] instead.
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Figure 4.1. The boundary faces with reduced weight are marked. The
marked faces next to the slit are virtual faces accessed across the slit from an
interior face.
Refinements to the lattice domains. Since we use discrete complex analysis only in the
lattice strip S(`) and lattice slit-strip S(`)slit, we will present the tools in the simplest form that
applies to these cases. Moreover, since our main objective is to show convergence results
in the scaling limit framework, where the lattice variables are rescaled by a factor `−1, we
will present the key notions in the context of the rescaled square lattice δZ2 for δ > 0: the
choice δ = 1 corresponds to the original lattice setup, and the choice δ = `−1 will be used
for scaling limit results.
The following graph notations will be needed. We denote the set of vertices by V = δ S(`) =
δ S(`)slit, and the set of edges by E; so E = δE(S(`)) or E = δE(S
(`)
slit). We moreover use the
notation V∗ for the set of faces. The “imaginary part of the integral of the square” will be
defined on V∪V∗. For the treatment of boundary values, we also introduce boundary faces,
which are imagined faces across the boundary edges as in Figure 4.1. The set of boundary
faces is denoted by ∂V∗, and it is by definition in bijective correspondence with the set of
boundary edges.
Let us also define a corner of our graph to be a pair c = (v, p) consisting of a vertex v ∈ V
and a face p ∈ V∗ which are adjacent to each other.
S-holomophicity and the imaginary part of the integral of the square. The definition (3.6)
of s-holomorphicity of a function F : E → C can be reinterpreted as follows. For any
corner c = (v, p), the values F (z1) and F (z2) on both edges z1, z2 ∈ E adjacent to v
and p have the same projection to the line
√
i/(v − p)R in the complex plane, i.e., we may
associate a well-defined value to the function F at the corner c = (v, p) by
F (c) := pr√
i/(v−p)R
(
F (zj)
)
=
1
2
(
F (zj) +
i |v − p|
v − p F (zj)
)
, for j = 1, 2.
For any s-holomophic function
F : E→ C
there exists a function
H : V ∪ V∗ → R,
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defined uniquely up to an additive real constant by the condition that for any vertex v and
adjacent face p, with c = (v, p) the associated corner, we have
H(v)−H(p) := =m
(
2F (c)2 (v − p)
)
=
√
2 δ |F (c)|2 ≥ 0;(4.3)
see [ChSm12, Proposition 3.6(i)]. The factor two in front of the squared value is included
because of the definition of the values on corners: if u, u′ are two adjacent vertices of faces
and z = u+u′
2
∈ E the edge between them, then a calculation [ChSm12, Proposition 3.6(ii)]
from (4.3) shows
H(u′)−H(u) = =m
(
F (z)2 (u′ − u)
)
.(4.4)
We denote
H = =m
(ˆ
×
F 2
)
,
and call H the “imaginary part of the integral of the square” of F . Note that from the
definition (4.3) it is clear that for a vertex v ∈ V and an adjacent face p ∈ V∗, we always
have H(v) ≥ H(p).
When F has Riemann boundary value (3.7) on a boundary edge z between adjacent bound-
ary vertices v, v′, we see from (4.4) that H(v) = H(v′). Therefore Riemann boundary values
for an s-holomorphic function F imply that H = =m
(´
× F
2
)
is constant on the boundary
vertices of each boundary part. We then extend the definition to the boundary faces by the
same constant, and obtain a function
H : V ∪ V∗ ∪ ∂V∗ → R.
4.3. Sub- and superharmonicity and the maximum principle. Unlike in the con-
tinuous case, the “imaginary part of the integral of the square” H = =m
(´
× F
2
)
of an
s-holomorphic function F is not (discrete) harmonic. The remarkable observation is that it
nevertheless mimics the behavior of harmonic functions extremely well: its restriction H|V
to vertices is superharmonic, and its restriction H|V∗ to faces is subharmonic, and because
of the boundary values, the values on vertices and faces are suitably close. The first incar-
nation of this almost harmonicity of H is the following version of the maximum principle.
Lemma 4.4 ([ChSm12, Proposition 3.6(iii) and Lemma 3.14]).
Let F : E→ C be s-holomorphic with Riemann boundary values, and let H = =m
(´
× F
2
)
,
H : V ∪ V∗ ∪ ∂V∗ → R be defined as above. Then we have:
(i) At any interior vertex v, the value of H is at most the simple arithmetic average of
the values at the four neighboring vertices,
H(v) ≤ 1
4
(
H(v + δ) +H(v + iδ) +H(v − δ) +H(v − iδ)
)
.
In particular H can not have a strict local maximum at an interior vertex.
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(ii) At any interior face p, the value of H is at least the weighted average of the values
at the four neighboring faces,
H(p) ≥
∑
s∈{δ,iδ,−δ,−iδ}w(p+ s)H(p+ s)∑
s∈{δ,iδ,−δ,−iδ}w(p+ s)
,
where w(p′) = 1 for p′ ∈ V∗, and w(p′) = 2(√2− 1) for p′ ∈ ∂V∗. In particular H
can not have a strict local minimum at an interior face.
With this version of the maximum principle we can give the proof of Lemma 3.8: If a
function f ∈ F (`) admits regular extensions to the top, to the left leg, and to the right leg,
then f ≡ 0.
Proof of Lemma 3.8. Suppose f ∈ F (`) admits regular extensions to all three extremities
of the slit-strip. Consider the s-holomorphic extension F : E(S(`)slit) → C of f to the lattice
slit-strip, with Riemann boundary values. The regular extensions assumption implies that
F decays exponentially in all three extremities: the norm of its restrictions to horizontal
cross-sections decreases by at least a factor Λ(`)−1/2 < 1 (resp. max{Λ(`
L)
−1/2,Λ
(`R)
−1/2} < 1) on
each vertical step in the upwards direction (resp. downwards direction). It follows that
on horizontal lines in the top part, the differences of all values of H = =m
(´
× F
2
)
to the
boundary values tend to zero:{
maxx∈I∗
∣∣H(x+ iy)−H(a+ iy)∣∣→ 0
maxx∈I∗
∣∣H(x+ iy)−H(b+ iy)∣∣→ 0 as y → +∞.
Recalling that the boundary values H(a+ iy), H(b+ iy) are constant (independent of y), it
follows first of all that the values on the two boundaries are equal,H(a+ iy) = H(b+ iy) =: M ,
and furthermore that H(x + iy) approaches these boundary values M as y → +∞. Sim-
ilarly, the values in the horizontal cross-sections of the left and right legs are tending to
the same constant M , and in particular the boundary values on the slit part are also equal
to M .
It then follows from the maximum principle on vertices, Lemma 4.4(i), that H|V ≤ M .
Similarly by the minimum principle on faces, Lemma 4.4(ii), we get H|V∗ ≥ M . But as
the values on vertices are at least the values on adjacent faces, we get H ≡ M . We thus
conclude that F ≡ 0 and in particular f ≡ 0. 
4.4. Convergence of the distinguished functions in the slit-strip. Besides the max-
imum principle, we need more quantitative tools of the regularity theory of s-holomorphic
functions to prove the scaling limit result for the distinguished functions in the slit-strip.
Beurling-type estimates. We will need the following weak Beurling-type estimates (meaning
that the exponent β does not have to be optimal) for discrete harmonic measures on vertices
and faces from [ChSm11].
Proposition 4.5 ([ChSm11, Proposition 2.11]).
There exists absolute constants β, const. > 0 such that the following holds. Let ∂V de-
note the set of boundary vertices, and ∂V0 ⊂ ∂V a subset. Then the discrete harmonic
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function ω◦ : V → [0, 1] on vertices, with boundary values 0 on ∂V0 and 1 on ∂V \ ∂V0,
satisfies
ω◦(v) ≤ const. ·
( dist(v, ∂V)
dist(v, ∂V \ ∂V0)
)β
.
Similarly, let ∂V∗ denote the set of boundary faces, and ∂V∗0 ⊂ ∂V∗ a subset. Then
the discrete harmonic function (w.r.t. modified boundary face weights as in Lemma 4.4)
ω• : V∗ → [0, 1] on faces with boundary values 0 on ∂V∗0 and 1 on ∂V∗ \ ∂V∗0, satisfies
ω•(p) ≤ const. ·
( dist(p, ∂V∗)
dist(p, ∂V∗ \ ∂V∗0)
)β
.
Precompactness estimates. The following result from [ChSm12] yields uniform boundedness
and equicontinuity (i.e., precompactness in the Arzelà-Ascoli sense) for both F and H, given
control on |H|.
Theorem 4.6 ([ChSm12, Theorem 3.12]).
There exists absolute constants (independent of lattice mesh δ and lattice domains) such
that the following estimates hold. Let F : E→ C be s-holomorphic with Riemann boundary
values, and let H = =m
(´
× F
2
)
, H : V ∪ V∗ → R be defined as above. Suppose that the
ball Br(x0), with r ≥ const. · δ, is contained in the lattice domain and does not intersect its
boundary. Then for z, z′ ∈ E adjacent edges contained in the smaller ball Br/2(x0), we have
|F (z)| ≤ const. ·
√
maxBr(x0) |H|
r
,(4.5)
|F (z′)− F (z)|
δ
≤ const. ·
√
maxBr(x0) |H|
r3
.
Limit result for the slit-strip functions. With the above tools, we can prove the scaling limit
result for the pole functions.
Theorem 4.7. Choose sequences (an)n∈N, (bn)n∈N of integers an, bn ∈ Z such that
• an < 0 < bn for all n;
• `n := bn − an → +∞ as n→∞;
• an/`n → −12 and bn/`n → +12 as n→∞.
For k ∈ K, let P(`n)T;k ,P(`n)L;k ,P(`n)R;k denote the functions of Section 3.4 in the lattice strips
with a = an and b = bn, and let QT;k,QL;k,QR;k : Sslit → C denote the pure pole functions
of Proposition 2.6. Then, as n→∞, we have√
`n P
(`n)
T;k
(
z`n
)→ QT;k(z) uniformly on compact subsets of Sslit 3 z√
`n P
(`n)
L;k
(
z`n
)→ QL;k(z) uniformly on compact subsets of Sslit 3 z√
`n P
(`n)
R;k
(
z`n
)→ QR;k(z) uniformly on compact subsets of Sslit 3 z.
Proof. Let us consider the convergence of the left leg pole functions — the other cases are
similar. Including the rescalings in the definition, let us define functions F (n) on 1
`n
S(`n)slit by
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the formula F (n)(z) =
√
`n P
(`n)
L;k
(
z`n
)
. Define also H(n) = =m
(´
× F
(n)2
)
, with the additive
constant chosen so that this function vanishes at the tip of the slit, H(n)(0) = 0. Then H(n)
vanishes on the entire slit (it is constant on boundary components), and since F (n) decays
exponentially in the top and the right leg extremities, the same argument as in the proof
of Lemma 3.8 shows that the boundary values of H(n) also on the left and right boundaries
are zero, and that H(n) tends to zero in the top and right extremities.
For K > 0, consider a horizontal cross-cut L(n)K of the left leg of
1
`n
S(`n)slit at imaginary
part −K (more precisely, the horizontal line of the lattice 1
`n
S(`n)slit with largest imaginary part
below −K), and consider the truncated slit-strip S(n)K ⊂ 1`nS
(`n)
slit defined as the component of
the complement of this cross-section which contains the top and right extremities. Define
M
(n)
K := maxL(n)K
∣∣H(n)∣∣, where L(n)K is interpreted to consist of both the vertices on the
horizontal line and the faces just below that horizontal line. By the maximum principle,
Lemma 4.4, we have M (n)K = maxS(n)K
∣∣H(n)∣∣, so in view of S(n)K ⊂ S(n)K′ for K < K ′ we have
that M (n)K is increasing in K.
We will later prove that for any K > 0, the sequence (M (n)K )n∈N is bounded, i.e., we have
MK := supn∈NM
(n)
K < ∞. We now first prove the convergence of F (n) to QL;k assuming
this. Denote by LK the horizontal cross-cut of the left leg of the continuum slit-strip Sslit at
imaginary part −K, and by SK ⊂ Sslit the component of Sslit \ LK which contains the top
and right extremities. Then by the boundedness of (M (n)K )n∈N, the functions H
(n) restricted
to the part SK are uniformly bounded, and therefore as a consequence of Theorem 4.6, both
H(n) and F (n) are equicontinuous and uniformly bounded on compact subsets of SK . By the
Arzelà-Ascoli theorem, along a subsequence we have uniform convergence of H(n) and F (n)
on compact subsets of SK , and since this holds for any K > 0, by diagonal extraction there
exists a subsequence along which H(n) and F (n) converge uniformly on compact subsets of
the whole slit-strip Sslit. We must show that in any such subsequential limit (H,F ) we in
fact have F = QL;k.
Note that in such a subsequential limit we have H = =m
( ´
F (z)2 dz
)
, and as a locally
uniform limit of both subharmonic and superharmonic functions (H(n) on vertices and
faces), H is harmonic. It follows that F 2 = 2i ∂zH is holomorphic, and thus F is also
holomorphic. By Lemma 4.4, H(n) is bounded above by MK ω
(n)
◦ , where ω
(n)
◦ is the discrete
harmonic measure on the vertices of S(n)K of the cross-cut L
(n)
K . Similarly H
(n) is bounded
below by −MK ω(n)• , where ω(n)• is the discrete harmonic measure on the faces of S(n)K just
below the cross-cut L(n)K (with the modified boundary weights). By Beurling estimates,
Proposition 4.5, these harmonic measures decay at the top and right extremities uniformly
in n, so the subsequential limit H of the H(n) decays at the at the top and right extremities.
On SK−ε, for any ε > 0, these harmonic measures also decay uniformly upon approaching
the boundaries of the slit-strip, again by virtue of the Beurling estimates. We conclude that
H also tends to zero on the boundary. Then also F decays at top and right extremities, by
Theorem 4.6, and F has Riemann boundary values by [ChSm12, Remark 6.3]. In order to
conclude that F = QL;k, it remains to show that F − EL−k decays in the left leg extremity.
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By definition of the discrete pole function PL;k, in the left leg we can write
F (n)(z) = F
(n)
0 (z) +
√
`n FL;−k(z`n),
where F (n)0 decays in the left leg extremity. From Theorem 4.3, we already know that the
second term on the right hand side above converges to EL−k, uniformly on compact subsets.
To control F (n)0 , consider H
(n)
0 = =m
(´
× F
(n)
0
2
)
. By similar arguments as above for H(n),
one shows that one can extract subsequences from (H(n)0 , F
(n)
0 ) which converge uniformly on
compacts in the left leg, and that for any subsequential limit (H0, F0) we have that F0 decays
in the left leg extremity. But such an F0(z) is, as the limit of F (n)(z) −
√
`n FL;−k(z`n),
equal to F (z)−EL−k(z). We have thus seen that F is holomorphic with Riemann boundary
values in the slit-strip, F decays at the top and right leg extremities, and F − EL−k decays
at the left leg extremity. We conclude that F = QL;k.
To finish the proof, we must still show the boundedness of (M (n)K )n∈N. Suppose that instead
M
(n)
K → ∞ along some subsequence, for some K > 0 and therefore by monotonicity for
all large enough K. Now (M (n)K )
−1 ∣∣H(n)∣∣ is bounded by 1 on L(n)K , and by selecting a
large enough K we get by Beurling estimates as before that (M (n)K )
−1 ∣∣H(n)∣∣ ≤ 1
5
on L(n)0 .
Again decompose F (n)(z) = F (n)0 (z) +
√
`n FL;−k(z`n) in the left leg, and denote by H
(n)
0
the imaginary part of the integral of the square of F (n)0 . Noting that as n → ∞ along
the subsequence, we have (M (n)K )
−1/2√`n
∣∣FL;−k(z`n)∣∣ → 0 uniformly on SK+1 3 z, we see
that (M (n)K )
−1 ∣∣H(n)0 ∣∣ ≤ 25 on L(n)0 for large enough n. By the decay in the left leg and
the maximum principle, H(n)0 is bounded by its values on L
(n)
0 , so (M
(n)
K )
−1 ∣∣H(n)0 ∣∣ ≤ 25
everywhere. But similarly by the smallness of (M (n)K )
−1/2√`n
∣∣FL;−k(z`n)∣∣ on SK+1 3 z,
we see that the difference H(n) − H(n)0 is small, to that in particular (M (n)K )−1
∣∣H(n)∣∣ ≤ 3
5
on L(n)K , for large n in the subsequence. This is a contradiction with the definition of M
(n)
K ,
so indeed (M (n)K )n∈N had to be bounded and the proof is complete. 
Convergence of inner products. For applications to the convergence of the Ising model fu-
sion coefficients, it is not enough for us to have the uniform convergence on compacts of
the distinguished discrete functions to the distinguished continuum ones. We need the
convergence of the inner products of their restrictions to the cross-section as well.
Corollary 4.8. Choose sequences (an)n∈N, (bn)n∈N of integers an, bn ∈ Z such that
• an < 0 < bn for all n;
• `n := bn − an → +∞ as n→∞;
• an/`n → −12 and bn/`n → +12 as n→∞.
For k ∈ K, let
p
(`n)
T;k , p
(`n)
L;k , p
(`n)
R;k , f
(`n)
±k , f
(`n)
L;±k, f
(`n)
R;±k ∈ F (`n)
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denote the functions defined before in the lattice strips with a = an and b = bn. Correspond-
ingly, let
qTk , q
L
k , q
R
k , e±k, e
L
±k, e
R
±k ∈ L2
be the continuum functions defined before.
Then as n→∞, we have the convergence of all inner products in F (`n) to the corresponding
ones in L2:
〈f(`n)];k , f(`n)]′;k′〉 → 〈e]k, e]
′
k′〉 for ], ]′ ∈ {T,L,R} and k, k′ ∈ ±K,
〈p(`n)];k , f(`n)]′;k′〉 → 〈q]k, e]
′
k′〉 for ], ]′ ∈ {T,L,R} and k ∈ K, k′ ∈ ±K,
〈p(`n)];k , p(`n)]′;k′〉 → 〈q]k, q]
′
k′〉 for ], ]′ ∈ {T,L,R} and k, k′ ∈ K
(where the hitherto undefined notations are given the unsurprising interpretations fT;k = fk
and eTk = ek).
Proof. The proofs of all cases are similar, so we will only consider in detail a typical one,
〈pL;k, fk′〉 → 〈qLk , ek′〉.
We again work in the rescaled slit-strip 1
`n
S(`)slit, and now use the functions x 7→
√
`n p
(`n)
L;k (x`n),
x 7→ √`n f(`n)k′ (x`n) with piecewise constant interpolation for convenience (by the equicon-
tinuity estimates, this does not change the convergence statements). The discrete inner
product can be written as the integral of the piecewise constant interpolation
〈p(`n)L;k , f(`n)k′ 〉 = <e
 ∑
x′∈Jan,bnK∗
p
(`n)
L;k (x
′) f(`n)k′ (x′)

= <e
(ˆ bn/`n
an/`n
√
`n p
(`n)
L;k (x`n)
√
`n f
(`n)
k′ (x`n) dx
)
.
For small  > 0, let I := [−1
2
+ ,−] ∪ [, 1
2
− ]. By Theorem 4.3, we have√
`n f
(`n)
k′ (x`n)→ ek′(x) uniformly on I =
[
− 1
2
,
1
2
]
3 x,
and by Theorem 4.7, we have√
`n p
(`n)
L;k (x`n)→ qLk (x) uniformly on I 3 x.
Comparing the discrete inner product with the continuum inner product
〈qLk , ek′〉 = <e
(ˆ +1/2
−1/2
qLk (x) ek′(x) dx
)
the uniform convergence shows that the contributions to the integrals from Iε converge to
the desired ones for any  > 0, and it remains to show that the contributions from within
distance  to the points −1
2
, 0, 1
2
are negligible in the limit → 0.
Note that |ek′(x)| ≤ 1 for all x ∈ I, and its discrete counterpart
√
`n f
(`n)
k′ (x`n) is bounded
by an absolute constant, too. It therefore remains to control the discrete pole functions
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√
`n p
(`n)
L;k
(
x`n
)
and their continuous counterparts. But in the proof of Theorem 4.7 we
saw by Beurling estimates that the imaginary part of the integral of the square H(n) =
=m
(´
× F
(n)2
)
of the pole function F (n)(z) =
√
`n P
(`n)
L;k
(
z`n
)
tends to zero near the bound-
aries. Combined with (4.5), we get
∣∣√`n p(`n)L;k (x`n)∣∣ = o(|x − c|−1/2) for c ∈ {−12 , 0, 12}.
With these estimates of the two types of functions to be integrated, we see that the contri-
bution to the integrals from within distance  to the points −1
2
, 0, 1
2
is in this case o(1/2).
This proves the desired convergence 〈pL;k, fk′〉 → 〈qLk , ek′〉.
Note that among the many cases in the statement, the above type of reasoning results in
the worst bounds for two pole type functions, but even in that case the contributions to the
integrals from within distance  to the points −1
2
, 0, 1
2
is o(1) as  → 0, which is sufficient
for the convergence of the inner products. 
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