The theory and implementation of an extreme learning machine (ELM) have proved that it is a simple, efficient, and accurate machine learning methodology. In an ELM, the hidden nodes are randomly initiated and fixed without iterative tuning. However, the optimal hidden layer neuron number ( Lopt) is the key to ELM generalization performance where initializing this number by trial and error is not reasonably satisfied. Optimizing the hidden layer size using the leave-one-out cross validation method is a costly approach. In this paper, a fast and reliable statistical approach called optimum ELM (OELM) was developed to determine the minimum hidden layer size that yields an optimum performance. Another improvement that exploits the advantages of orthogonal projections with singular value decomposition was proposed in order to tackle the problem of randomness and correlated features in the input data. This approach, named projected ELM (PELM), achieves more than 2% advance in average accuracy. The final contribution of this paper was implementing Tikhonov regularization in the form of the L 2 -penalty with ELM (TRELM), which regularizes and improves the matrix computations utilizing the L-curve criterion and SVD. The L-curve, unlike iterative methods, can estimate the optimum regularization parameter by illustrating a curve with few points that represents the tradeoff between minimizing the training error and the residual of output weight. The proposed TRELM was tested in 3 different scenarios of data sizes: small, moderate, and big datasets. Due to the simplicity, robustness, and less time consumption of OELM and PELM, it is recommended to use them with small and even moderate amounts of data.
Introduction
Guang and his group reported that a single hidden layer feedforward neural network (SLFN) that has a sufficient number of hidden neurons, arbitrarily assigned input weights, and biases with almost any nonlinear activation function can universally approximate any continuous functions or any compact input sets with zero or randomly small error [1] . Recently, extreme learning machine (ELM) has attracted a large number of researchers and engineers due to its rapidity and significant generalization performance. It has other merits including least human intervention, high learning efficiency, and fast learning speed [2] [3] [4] . * Correspondence: nicoskun@yildiz.edu.tr ELM is a successful algorithm for both classification and regression [1] [2] [3] [4] [5] [6] , also extending the ability to include clustering [7] . It can be used efficiently with online sequential [8] as well as self-adaptive evolutionary algorithms [9] , and in handling big data [10, 11] . Almost all ELM studies have revealed that choosing the number of neurons in the hidden layer ( L) is the key factor in determining the overall SLFN network architecture and performance. An appropriate method for the selection of the optimum number of hidden nodes is still unknown; it is set by the user and usually adjusted by trial and error [12] [13] [14] . To tackle this issue, researchers have proposed many ELM models that can properly select the network topology according to certain criteria. These models can be divided into 2 main categories: constructive (growing) methods such as incremental ELM [15, 16] and error minimized ELM [17] , and destructive (pruning) methods like pruned ELM [18] and optimally pruned ELM [6] . All the aforementioned methods have a serious shortcoming. They initiate a starting network structure and then gradually adjust the network depending on the error metric. They usually converge progressively with the lack of how to determine the starting network topology. The main objective of this paper is to develop a fast statistical algorithm that can find an appropriate network structure for an ELM and its variants without iteratively solutions.
ELM theoretical preliminaries
According to ELM theory [1] , any nonlinear piecewise continuous activation function, G(.), can be used for feature mapping to approximate any continuous target function. Some examples of these functions are sigmoid, tangential, Gaussian, hinging, and ridge polynomials functions. In an ELM, the random choice of input layer weights and biases may improve the generalization properties of the solution of the linear output layer but does not guarantee producing valuable hidden layer features. Furthermore, in each round of simulation, the ELM solution fluctuates due to the random parameters of the hidden layer. A speedy and stable approach with singular value decomposition (SVD) was developed in order to exploit its orthogonal projections that can handle the discriminative feature data only.
The matrix solution of the standard ELM method may be close to singular and its pseudoinverse is prone to numerical instabilities; as a result, a small regularization term ( λ) should be included to yield a regularization model of ELM (RELM). RELM tends to decrease prediction error and reduce the overfitting. Consequently, we have proposed a RELM version based on L 2 -Tikhonov regularization and the L-curve to improve the robustness of the matrix computations and hence make the accuracy of classification and the RMSE of regression more reliable.
The proposed ELM method

Standard ELM with optimum hidden nodes (OELM)
According to investigations in various neural network studies, the number of neurons in the hidden layer ( L) has an important relationship with the following parameters: the number of input features (n) and output (targets/classes) nodes (m), the amount and complexity of training data available, and the extent of accuracy and hence generalized error ( ε). The proposed solution in determining L opt is to examine a statistics-based approach (least square regression) combined with the previous factors as follows:
where
where ε is the root mean square error that influences the target-dependent variable t i .
To calculate the error ε , the model can take the regression coefficients ( γ) form as:
Solving the least square problem LS withγ
the predicted response is:
The residual mean errors are ε 2 i =(t i −y i ) 2 and hence RMSE is:
α depends on data size and modeling complexity type, i.e. α = 2 ε , and this value is extended to 2 ε+1 when one or more regression coefficients are zero, i.e. γ i =0. This case will increase the complexity of handling data and hence increasing the hidden nodes is necessary. Although the input data distribution may not be linear, it is an essential step to calculate ε in formulating the linear regression model to simulate the least squares that solve the output weights β=H † T of the ELM, which is a significant key for an ELM.
Projected ELM (PELM)
ELM models, like other machine learning approaches, tend to have problems when irrelevant, independent, or weakly correlated variables are present in the training dataset, and the randomly initialized weights can affect the performance and model generalization ability. Instead of choosing random weight vectors for w, the normalized constrained hidden weights were selected based on input sample distributions [19] . The only shortcoming in the constrained method is no guarantee of choosing the proper constrained vector distribution for all input samples.
The SVD matrix factorization principle can be employed to solve the above problems by generating orthogonal subspaces and eigenvalue base matrices and extracting useful features with a dimensionality reduction [20, 21] . To suit nonsquare matrices, any matrix may be decomposed into a set of characteristic eigenvector pairs as X m×n =U DV T , where U m×m and V n×n are orthogonal matrices and D m×n is a diagonal matrix with singular values. As the ELM structure has only one hidden layer, the projection is applied to the input layer between the weight vector (w) and input attributes (X) [13, 22] . In our proposed method, different forms of input weights are adopted based on input data (X) and the orthogonal principle available with SVD as follows:
After that, the eigenvalues of (w i X+b) and the ratio between maximum and minimum eigenvalues are calculated for all weights ( w i ) . It was found empirically that the efficient form of the weight vector ( w i ) yielded the largest ratio of the eigenvalues.
The largest span between maximum and minimum eigenvalues can ensure generating discriminative feature mapping, which can approximate the desired function distinctly. It makes H † nonsingular, stable, and square with a minimum row or column dimension that allows for fast calculations.
The proposed OELM and PELM algorithms are described here:
Consider a dataset containing N samples given as 
, followed by using Eq. (2) to specify α .
1. Eq. (1) will then be used to calculate the best minimum number of hidden neurons L opt 2. Depending on either randomly assigned input weight vectors w i and hidden nodes bias
as used in OELM or the SVD projection principle as used in PELM:
a. Find the singular value decomposition of input data (X) , U DV
b. Construct many sets of input weights as
c. Calculate the eigenvalues of (w i X + b) , ?i, and choose the corresponding w i that produces the largest ratio between the max and min eigenvalues. 3. Calculate the hidden layer output matrix
Extend the target vector
t i to T ij = { 1 for vectorsof class i = j 0 for vectorsof class i ̸ = j .
Calculate the hidden output weight
T is the pseudoinverse of hidden layer output matrix H .
From the perspective of evaluation, the samples are divided into training and testing sets. The training sets are adopted first to obtain the value of the output weight ( β), and then:
6. β is used to fit or classify the test patterns of the output label (y test ) using
Tikhonov regularization with L-curve
Tikhonov regularization (TR), in statistics, is known as ridge regression that allows the addition of a small positive value called the regularization parameter ( λ) to the diagonal H T H or HH T to gain more stability, a robust solution, and good generalization performance, thus avoiding model overfitting and improving overall prediction accuracy. It is probably the most successful regularization method of all time [23] . Different approaches for calculating the proper regularization parameter ( λ) have been employed, such as the discrepancy principle, generalized cross validation (GCV), and the L-curve [24] . Appropriate model selection and parameter optimization can be achieved with leave-one-out cross validation (LOOCV), which consumes a large amount of computations [6, 10, 25, 26] , an adopted efficient computing method depending on the prediction sum of squares (PRESS) formula to calculate the cross validation minimum square error ( MSE CV ) utilizing Eq. (7):
In PRESS, estimating the pseudoinverse and MSE CV by K -repetitions would be computationally expensive, leading to missing the advantage of the ELM in fast predicting. Like the GCV approach, the L-curve method does not depend on specific or prior knowledge of the noise variance. As noted, the difficulty in GCV is that its function can have a very flat minimum, making it difficult to determine the optimal λ numerically. On the other hand, the GCV rule may be unstable for correlated noise, resulting in undersmoothing [25] .
The L-curve is a log-log plot that seeks to determine a proper value of λ that balances between 2 error components, training error versus the residual norm of output weight, while keeping our objective function as in Eq. (9):
The L-curve method consists of the analysis of the piecewise linear curve, whose breakpoints are:
where p is the row dimension of the regularization matrix, which varies depending on the resolution level.
The L-curve basically consists of 2 parts: a "flat" part where the regularization errors dominate and a "steep" part where the perturbation error dominates. This curve in most cases exhibits a typical L shape, and the optimal value of the regularization parameter λ must lie on the corner of the L. The L-curve is usually more amenable numerically due to its simplicity, accuracy, ability to deal with large scale matrices, and cost that is less than or similar to other regularization methods [27] . Incorporation of the regularization parameter and various recombinations of H i in the SVD method with a suitable λ extraction approach (L-curve) was used to obtain the various H † s with minimal recomputation and hence the optimum λ opt andβ opt .
Due to the variety of experimental data types, the proposed algorithm can use different subsets H i depending on random permutation or limited LOOCV as a valuable approach to overcome the overfitting or if the data samples are small by the bootstrapping method.
Suppose a training set of N samples is given as {( 
6. Calculate β opt and hence y opt=H.βopt using the Woodbury formula [29] as:
Experimental results
The ELM was tested with 3 situations: optimum hidden number, the SVD projection, and TR regularization.
The experimental results and runtime reported were based on the average of 20 independent trials for regularly sized datasets. All simulations were implemented using the MATLAB 8.1 (R2013a) environment and performed on an Intel Core i5, 2.4 GHz CPU, 4 GB RAM computer. Eleven datasets from the University of California at Irvine (UCI) Machine Learning Repository [30] were tested: 4 for classification and 7 for regression with 20 different random permutations taken without replacement. Two-thirds of the samples were used for training and one-third for testing. Big data were handled with 2 extra datasets [31] : the AR Face Database with 700
× 300 training and 700 × 300 testing samples has 100 individual face recognitions, and the USPS (US Postal Service) Digits Database consists of handwritten digits from 0 to 9 with 7291 × 256 training and 2007 × 256 testing samples. The results showed that OELM, PELM, and TRELM can predict or fit the desired targets rapidly at low error rates even with large datasets.
Standard ELM with optimum hidden nodes (OELM)
The performance (accuracy and RMSE ± standard deviation over the computational time) of the primary ELM learning algorithm was examined and elaborated first with optimum hidden node number (L opt ) in Eqs. (1) and (2) on the 11 UCI datasets as presented in Tables 1 and 2 and Figures 1a, 1b, 2a , and 2b. The simplest datasets like "Diabetes and Wine" in Table 1 " and "Stock and Breast Cancer" in Table 2 are of root mean square error ε≈ 0, soα≈ 1 and hence the optimum L opt will be (2n+m) where m= 1 for regression. Figures 1a   and 2a show the relationship between hidden nodes number with average testing accuracy where each value of accuracy represents the average of 20 different random permutations. Figures 1b and 2b estimate the optimal hidden node size using k-fold cross validation with k = 10 inside the testing set. Here, cross validation with
Figures 1b and 2b is employed to validate the ability of OELM in finding the optimum (L opt ) . 
Projected ELM (PELM)
PELM was tested on the same databases (classification type only) and the results are reported in Table 3 . The simulation results are in line with the earlier standard ELM, which confirmed the increase in the accuracies (about 2% or more) with or without a slight increase in training time. Moreover, the standard deviations for all datasets dropped significantly, which means that PELM is more stable and robust against variations. In order to decrease the required time in PELM, it can exploit the SVD as a dimensionality reduction method to reduce the applied input data X∈R N×n to lower dimensionality spaces ∈R N×d , i.e. d<n, and hence improve the overall performance. 
L 2 -Tikhonov regularization ELM with L-curve (TRELM)
For an ELM, choosing an appropriate or optimum regularization parameter ( λ opt ) with good efficiency and speed is crucial. As can be observed from Figure 3 for the segment image database, the best regularization parameter is λ opt = 0.02817 , which can be calculated from the corner of the L-curve that tries to suppress as much as possible the influence of both error norms at the same time. Figure 3 reveals that, in spite of the large input data space of the segment image, the construction of the L-curve is made of 10 points only, i.e.
p= 10 row dimension. The p-dimension is flexible and depends on the degree of regularization precision. The advantages of using the L-curve include the easiness and speed to present the set of the 2 axis points; it is also flexible in choosing the number of represented points. The performance of the proposed TRELM model was tested for all types of data sizes (small, moderate, and large) for both classification and regression problems as stated in Tables 4 and 5 . These tables reveal that TRELM is applicable, robust, and of optimum solutions for both moderate and large data experiments. TRELM can tackle a wide range of machine learning problems that yield lower error rates with large L in classification and normal L in regression. Moreover, for the small dataset, the TRELM accuracy/RMSE is comparable to the OELM approach but with longer time, so TRELM is not recommended for small datasets. For all data types, it is obvious that the ELM with regularization needs more time than that without it because it operates properly with many hidden nodes; also, TRELM has more stable response, which means it has lower variations than OELM and PELM. Many studies [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [32] , logistic regression classifier (LR) [33] , and collaborative representation-based regularized least square (CRC RLS) [34] . For fair comparison, we compare the TRELM paradigm with the AR and USPS databases as in Tables 6 and 7 . It is clear that TRELM has both speed and accuracy advantages over the abovementioned learning methods. 
Conclusion and future works
In ELMs with fixed network architecture, the suitable number of hidden nodes ( L) is the key to ELM performance and it is the only factor that needs to be tuned by the user. In most cases, L is arbitrarily initiated and then it is gradually increased or decreased by a fixed interval. A nearly optimal number is then selected based on the error metric with the cross validation method. It is, however, quite time-consuming. In this work, a simple and fast approach based on the least square method was developed for calculating the minimum optimum hidden node number ( L opt ). As was assessed with the cross validation tool, our investigated approach can attain the desired L opt or close to it for different data types with minimal user intervention.
In an ELM, both the randomness of the SLFN input weights and correlated features can result in poor generalization performance or ill-posed problems. To overcome these restrictions, SVD was exploited significantly as in PELM to produce efficient input features and enhance the parameter selections. For more improvement in recognition precision and speed, it can extend the use of SVD to reduce the dimensionality of the input data. Finally, L 2 -regularized Tikhonov regularization was added to the ELM (TRELM) to prevent the model from overfitting and improve the overall robustness. The L-curve and SVD approaches were utilized implicitly within the TRELM to find the regularization parameter, to retain the fast ELM learning advantage, and to dramatically reduce the complexity of the matrix calculations. As long as L is large enough, TRELM is more accurate, is less sensitive to the changing of L, and needs a longer time than OELM and PELM. Now building a suitable ELM with optimum hidden nodes is easy and fast and has an automatic learning ability where the users have limited impact, so construction of suitable hardware capable of working with the optimum ELM for biometric classification applications is hereby recommended. It will be beneficial if other matrix factorizations and valuable regularizations like L 1 or L 21 types can be included within the ELM models to handle outliers and imbalances in input data.
