Laser polishing of steel components is an emergent process in the automation of finishing operations in the industry. The aim of this work is to develop a soft computing tool for surface roughness prediction of laser polished components. The laser polishing process depends primarily on three factors: surface material, initial topography and energy density. Although the first two factors can be reasonably estimated, the third one is often unknown under real industrial conditions. The modelling tool developed solves this limitation. The application is composed of four stages: a data-acquisition system, a data set generated from the inputs, a soft computing model trained and validated with the data set. Finally, the model obtained is used to generate different plots of industrial interest. Different prediction models are tested until the most accurate one is selected, in order to generate the soft computing model, and due to the highly complex phenomena that influence surface roughness generation in laser polishing. Ensembles of regression trees yield the best results for the methods under consideration (multilayer perceptrons, radial basis function networks and support vector machines). It has been proven that the results of an ensemble, which is a combination of several models, are better than single methods in many applications.
Introduction
Manufacturing of short series and even single, highcomplexity components is currently one of the most difficult challenges in manufacturing engineering. Moreover, it is very difficult to obtain customer quality and lead time requirements whilst maintaining a competitive cost. In recent years, rapid manufacturing (RM) processes have emerged as an alternative to conventional processes, in order to obtain high complex and fully functional parts (Tuck et al. 2007 ). RM processes have improved the mechanical properties of manufactured parts (Brinksmeier et al. 2010) and in most cases meet the quality standards demanded by customers. These types of processes are successfully used in different sectors, such as implant manufacturing, highly complex parts in the aerospace industry and some engine and exhaust components in motor racing vehicles.
One of the most widespread applications of RM processes is found in the manufacturing of smallmedium injection moulds or small inserts for larger moulds, as these processes allow complex internal cooling conduits to be built that follow the surface of the part, which can reduce the cooling time of the injected plastic parts by over 30% (Sriram and Lye 2007) .
In the last few years, different RM techniques have been developed, mainly for metal deposition applications. These techniques include: laser engineered net shaping (Weiping and DuPont 2003) , selective laser sintering (SLS) (King and Tansey 2003, Ó Donnchadha and Tansey 2004) or selective laser melting (Kruth et al. 2004) , which build up fully functional metal parts from raw powder material. The main advantages are the reduction in manufacturing time and the possibility of building parts comprised of very complex geometries.
RM processes allow the fabrication of complex parts in different materials (polymers, ceramic and some metallic alloys). However, one of the major disadvantages for all RM processes is poor surface quality (Lu¨et al. 2001) . Mean surface roughness values for RM depends on the process and the particle size of the powder (Levy et al. 2003 , Santos et al. 2006 , thus, for SLS surfaces, values of between 5 mm and 7 mm R a (roughness average) are usual (Lamikiz et al. 2007 ). However, average specifications for injection moulds are now less than 1 mm R a (Lu¨et al. 2001) . Some works have attempted to improve the surface quality of the parts using a combination of different manufacturing strategies or post processing (Ahn et al. 2007 (Ahn et al. , 2009 ), but there are at present very few effective solutions to improve surface finishing. The same manual abrasive techniques used in machined moulds are employed, in order to achieve the final finishing requirements in parts made by SLS, which would otherwise be time consuming and expensive tasks.
One alternative to improve the surface finishing of rapid manufactured parts is the laser polishing process, since many RM processes use a laser to build parts. The results of studies on the laser polishing of rapid manufactured parts are presented in (Ramos-Grez and Bourell 2004 , Lamikiz et al. 2007 , Kruth et al. 2008 . Experimental results in (Lamikiz et al. 2007 ) demonstrate that laser polishing can obtain 1 mm R a surfaces on SLS parts that present an initial roughness of 8 mm R a . However, the experimental results show some dispersion of the roughness reduction ratio depending on the process parameters and initial surface topography. Also under real industrial conditions, other process parameters should be considered, including assistance gas, overlapping index, beam incidence angle, etc. The introduction of these parameters requires a more thorough examination of the complexities involved, in order to understand the final roughness of the polished component. Interest in laser polishing goes beyond RM applications. In conventional mould and die manufacturing, based on machining operations, one of the most costly and time consuming tasks is the polishing operation. Polishing can take even more than 30% of the total manufacturing time (Huissoon et al. 2002) . Adopting a more generalist approach, two different materials were considered: SLS parts and Orvar Supreme steel parts. Therefore, the data on a series of laser polishing operations applied to SLS and Orvar Supreme steel parts with a CO 2 laser are processed with the aim of developing a soft computing tool that can provide information on the influence of each parameter as well as quantify this influence to predict final roughness under new process conditions.
There are different approaches involved in building a model that allows parameter optimisation of laser polishing. On the basis of their origin, models have been divided by Kumar (Kumar and Yadava 2008) into three categories: empirical models, analytical models and artificial intelligence or soft computing models. Soft computing represents a collection of computational techniques, which analyse very complex phenomena. The most common soft computing techniques applied to laser manufacturing problems include artificial neural networks (Yousef et al. 2003) and particle swarm (Ciurana et al. 2009 ) for laser milling, or adaptive neuro-fuzzy inference models for laser surface treatments (Perez et al. 2010 ) and laser cutting (Subramonian et al. 2009 ). To improve the results of independent soft computing methods, a combination of two or more models can be built to improve overall model accuracy. These combinations are called ensembles. In an ensemble, its prediction ability is built by combining the predictions of the combined models. Ensembles have demonstrated their superiority over single models in many applications. For instance, Yu et al. (2009) use ensembles to identify out-of-control signals in multivariate processes; in Liao et al. (2008) , they are used for grinding wheel condition monitoring, while Cho et al. (2010) and Binsaeid et al. (2009) use ensembles for end-milling condition monitoring and simultaneous detection of transient and gradual abnormalities in end milling.
The scheme of the soft computing tool is presented in Figure 1 . It is composed of four modules. The first module collects all the physical information from a series of laser polishing operations. A set of experimental tests was performed, in order to study the potential of the laser polishing process, combining different power levels, feed rates and focal offset distances in a set of single polishing tracks with a 2500 W CO 2 laser on two different materials typically used in mould manufacturing. The second module generates a data set from the process parameters measured by the first module. There are multiple variables that have an influence on the polishing process and should be considered as inputs for the modelling tool. Some variables are directly collected from the experiment such as the polished material, focal offset distance, laser power, feed rate or initial roughness. Other variables should be calculated from this first group of variables such as energy density (ED) or laser spot diameter. The third module includes the modelling tool and is composed of an ensemble of regression trees. Each tree is a model for the process and the ensemble combines the results of these different models in order to improve the model's accuracy. The fourth module generates different plots from the modelling tool that are considered of industrial interest for better prediction of manufacturing strategies and the optimisation of process parameters. This module could potentially generate great interest if the soft computing tool were used to extend the use of laser polishing techniques in the mould and die manufacturing industries and could be combined with other optimisation strategies (El-Mounayri et al. 2002) .
This paper is organised as follows. Section 2 introduces the laser polishing fundamentals and the experimental procedure for data collection including the data set description. Section 3 describes the possibilities of modelling, using ensembles considering the specific nature of the laser polishing process. Section 4 presents and discusses the experimental results of the measurements and of the modelling using ensembles and the way in which plots can explore potential applications of industrial interest that can be obtained from the soft computing tool. Finally, the conclusions are presented and future lines of work are discussed.
Laser polishing fundamentals and experimental procedure
The laser polishing process principle is based on a controlled melting of a microscopic surface layer of material using a laser beam as an energy source. Laser polishing processes have been carried out successfully for more than 10 years in the polishing of ceramics (Triantafyllidis et al. 2005 , Nicolas et al. 1997 ) and metals (Henari and Blau 1995) . If the process parameters are optimum, the laser beam will only melt the material of the topography peaks and the melted material then fills the valleys resulting in a smoother topography than the initial one (Ramos-Grez and Bourell 2004). Figure 2 is a schematic representation of the fundamental parts of the process, where a defocussed beam is used to melt surface asperities in order to reach smoother topography. Once the material is melted, the attenuation of the asperities is given by several mechanisms such as capillary and gravitational forces, and recoil pressure (Perry et al. 2009 ). The process result depends mainly on three factors: the surface material, its initial topography and the energy density (ED) of the laser beam. The combination of these factors fixes the amount of melted material. In other words, its thickness depends on the radiated ED and the material radiated surface topography. Therefore, once the workpiece is manufactured to its final geometry, usually by ball-nose milling, the laser process will be successful if the ED is correctly selected for the workpiece material and its actual roughness. But, under industrial conditions, not all of these three factors are always known. The surface material usually does not present a problem. The surface topography, in terms of roughness R a , can be calculated with a reasonable error in ball-end milling operations (Quintana et al. 2010 ). On the other hand, the ED, which expresses the energy radiated per surface unit, depends on three process parameters: beam power, radiation time and the spot area. Normally, the theoretical spot size at focal point is known and depends on the optic and laser types in use. However, real spot size in laser polishing processes varies significantly with focal offset distance and the beam incidence angle (Gutu et al. 2002) .
Equation (1) represents the relationship between ED and the focal offset distance when the laser operates in a defocussed way. As mentioned, spot size depends also on the angle of incidence and can present some distortions due to surface asperities, which makes it difficult to verify as a parameter when calculating the effective ED for the polishing process. Radiation time represents the time while the laser is operating at the same point and it is directly controlled by the feed rate when operating in continuous wave (CW) mode, or the pulse duration if the laser operates in pulse mode. One of the most relevant advantages of this process is that it can be implemented on a commercial SLS machine. In this case, the standard example is the CW mode laser and all tests in this work were performed in this mode.
Laser power and feed rate can be accurately controlled by the laser generator and the machine. The laser spot diameter depends on two factors: the distance between the material blank and the focus of the laser beam, called the focal offset position, and the diameter of the laser spot for every power value. The first factor allows the spot diameter to be easily adjusted by varying the distance between the laser head and the material blank. Figure 3 shows the variation of the CO 2 laser spot size used for the laser polishing tests. Several pulses were carried out on a methacrylate test part to measure the spot diameter at different focal offset distances. Then, the spot diameter was obtained by measuring the trace on two perpendicular axes.
But this adjustment does not take the real effective spot diameter into account, which is defined as the diameter of the spot on the surface, as the real spot is not a perfect circumference and is also influenced by incidence angle and surface asperities. It therefore remains an unknown factor for industrial tests.
Experimental set-up
The experimental objective was to test a broad range of combination process parameters. This broad range should guarantee that all the process parameters are sufficiently varied to provide the soft computing model with sufficient information on its influence in the polishing process. The following two parameters were measured: mean roughness and the reduction rate, calculated as the relationship between the final and the initial roughness. The measurement was carried out in a Taylor Hobson Series 2 profilometer with vertical resolution of 3 nm. The tests consisted of a series of single polishing paths of 20-mm length where mean roughness was measured. In each test, the measurement length was 10 mm, with a Gaussian filter of 2.5 mm for initial profiles and 0.8 mm for polished areas. The roughness was measured five times along the scanning direction in each sample, and the final result was obtained by the mean value.
Tests were carried out on two different materials, in order to evaluate the potential of the laser polishing process. A first set of experimental tests was carried out on a commercial alloy LaserForm TM ST-100. This material is composed of approximately 60% of sintered AISI 420 stainless steel and 40% of infiltrated bronze. The parts are built up by SLS and its mechanical and thermal properties are optimum for plastic injection moulding applications. The LaserForm TM ST-100 parts presented a roughness typically obtained from SLS processes with an initial value near 7 mm R a .
A second set of experimental tests was carried out on Orvar Supreme steel parts. Orvar presents a composition of 5.2% Cr, 1.4% Mo and 0.4%V. This alloy is typically used in mould manufacturing because of its good mechanical properties at high temperatures, high machinability and good performance when hardened. In conventional die and mould making, several machining operations are carried out during the manufacturing process until the final shape is reached. The last finishing operations on complex surfaces, just before polishing, are usually carried out by ball-end milling operations with small radial steps in order to reach low peak heights and to scan all surface features of complex parts.
To consider a typical surface after a finishing operation, Orvar Supreme parts were previously milled by a 12-mm diameter ball end mill with a variable radial step, in order to obtain a typical milling operation surface finish.
The laser polishing tests for both materials were performed with a CO 2 laser head Rofin Sinar DC 025 CO 2 slab laser. The laser head presents a 2.5 kW power in continuous mode. The resulting laser beam has an almost Gaussian energy distribution with a 0.4-mm diameter spot. The laser head is installed on a dedicated conventional 3-axis gantry structure controlled by a CNC system. The complete experimental set-up is described in Figure 4 .
Laser polishing tests
Laser polishing test conditions for LaserForm TM ST-100 were obtained from previous works (Lamikiz et al. 2007 ). These tests demonstrated that the overlap between two consecutive laser tracks when polishing a complete surface was nearly 20% of the laser beam width. Different energy densities were tested in order to adjust the conditions to the material. The optimum value was set to 360 J/cm 2 . Based on these results, a new set of single polishing track experiments was developed. The experimentation was developed on the basis of a factorial DoE (Design of Experiment) of three factors at three levels, and includes parameter combinations to get results under and over the optimal value. These are necessary in order to provide the soft computing model with sufficient information on its influence in the polishing process. The DoE was carried out using the commercial software Design Expert V7 TM .
For Orvar Supreme, prior experimentation was necessary in order to set the minimum and top value for each parameter. In these previous tests, values from Lamikiz et al. (2007) were taken as reference and then independently modified to set a range for each parameter including under-melting and over-melting results. Subsequently, based on same DoE methodology, another set of experiments was carried out to generate the data set used to feed the ensemble model. Table 1 resumes the parameter values during testing.
Despite the relevance of the overlap index as a process parameter in the polishing of areas, the study only focussed on single polishing tracks in order to limit the number of process variables. Three different conditions regarding assistance gas were tested. Although the influence of assistance coaxial shielding gas in the laser polishing process is very limited from the point of view of roughness, from an industry-wide perspective, the process cost and the physical properties of the manufactured workpiece can change dramatically with this process parameter. Therefore, three conditions were tested: no assistance gas, air and argon.
Data set generation
When the experiments were already performed and the roughness of the laser-polished blanks had been measured, the data set for the ensemble model was generated. Among the variables that influence the polishing process, the following were considered: material, focal offset distance, spot diameter, laser power, feed rate, ED, assistance gas, initial roughness and final roughness. Most of these variables were directly measured, as explained in Section 2.1, and only the spot diameter and the ED were calculated indirectly. The spot diameter is estimated from a linear fit of the measurements shown in Figure 3 . The ED is calculated from Equation (1), although it has also been explained that it is only an estimate because the effective laser spot size for the polishing process is not known. Table 2 summarises the considered variables and their variation range.
Although most of these variables take a limited number of values due to the definition of the experiment, the data set considers focal offset distance, spot diameter, laser power, feed rate, ED, initial roughness and final roughness as continuous variables. Other variables, such as material and assistance gas are considered categorical variables: the material takes only two possible values and assistance gas three (see Table 2 ).
Modelling using ensembles
Laser polishing under industrial conditions is a complex multivariable process, in which a clear definition of the main variables that define the output roughness of a polished workpiece is not always easy. This conclusion is clearly demonstrated in Figure 5 , which collects the scatter plots for each predictive variable and the output. There is no obvious relation between these variables and the output. Therefore, it is necessary to explore a suitable method to model the final roughness form from extensive process input variables.
There are a multitude of methods that construct models for predicting an output variable from other variables. Instead of selecting a single method, several methods could be selected. A model could be constructed for each method and the predictions combined in some way. Ensembles (Cho et al. 2010 , Du et al. 2010 ) are combinations of several methods that can very often improve on the results of single methods. It is also possible to have homogeneous ensembles, which combine models obtained from a single method. For this, it is necessary to obtain different models from the same method, the standard approach to which is to modify the training data in some way.
Bagging (Breiman 1996) is one of the most widely known homogeneous ensemble methods. Although very simple, it is generally able to improve on the results of any method, combining models obtained from that method. It can be used for classification and regression. Each base model in the ensemble is trained with a different data set, a sample with replacement from the original training data. The size of samples is the size of the original training data. As the sample is generated with replacement, an instance can be selected several times and in consequence, other instances will not appear in the sample. The algorithm can be expressed therefore as,
Bagging algorithm (for regression)
Input: Training set S ¼ {(x 1 ,y 1 ),. . .,(x n ,y n )}, base learning algorithm L, ensemble size T
Ensembles can combine models obtained with any method. In this work, ensembles that combine only regression trees were used. As base models, they have some advantages: they can be constructed quickly, are fast predicting and unstable (Breiman 1996) . The last property means that with small changes in the data set, the obtained models can be very different. It is desirable, for ensembles, because base model diversity is necessary for successful ensembles (Brown et al. 2006) . Combining identical models is not useful.
As an example, Figure 6 shows a regression tree for the problem under consideration. The tree is evaluated top-down. First, at the root node, the value of the initial roughness is compared with 6.66. If it is smaller, the evaluation goes to the left child, otherwise it goes to the right child. In the left child, the assistant gas is compared with 1.5; in the right child, the ED is compared with 28.79. This process continues until a leaf node is reached. Every leaf has an associated number, which is the prediction given by the tree when arriving at that leaf. For instance, the leftmost leaf predicts a final roughness value of 0.49. Figure 7 shows the initial roughness profile and polished profile for both materials. In laser polishing, when surface asperities progressively melt, the roughness reduction reached will increase with the ED up to a limit point. From that point, as ED increases, the roughness reduction will decrease (Ukar et al. 2010) . This behaviour corresponds to the melted layer thickness; if the melted layer depth approximates to the surface peak-valley distance, the maximum roughness reduction rates are obtained. If the melted layer depth is clearly higher than the peak-valley distance, a wavy surface appears because of convective currents in the melt pool.
Results and discussion

Measurements results
In the tests, when a direct relation between the focal offset and spot diameter was considered to obtain the ED (1.122 mm, 1.37 mm and 1.567 mm diameter for 20 mm, 27 mm and 34 mm focal offset), the roughness reduction increased up to a limit value, as expected, but there was considerable dispersion between values as can be seen in Figure 8 . This may be explained because of the uncertainty between the theoretical and the real effective spot size for the laser polishing process. This difference is due to the influence of the incidence angle and laser power on the effective spot size as explained previously in Section 2. The result for Orvar Supreme presented lower dispersion and its evolution can be appreciated more clearly. Maximum roughness reduction rates were obtained for very different ED rates: while for LaserForm TM ST-100, the maximum reduction was obtained for energy densities of 3000 J/cm 2 , for Orvar Supreme, the maximum was reached near 5000 J/cm 2 . This fact can be explained by the different melting temperature of each material and the initial peakvalley distance in each surface. The experimental tests show that a similar evolution of roughness reduction took place in both materials, reaching maximum roughness reductions of almost 80% of the initial values in both materials. In addition, the maximum reduction is obtained with different energy densities for each material, which can be explained due to their different melting temperature.
Results of modelling techniques
In this section, we compare the performance of base classifiers with the constructed ensembles. The results were obtained using 10-fold cross-validation, repeated 10 times (Cho et al. 2010) . In 10-fold cross-validation, the data is divided into 10 folds. For each fold, a model is constructed using the other nine folds and the model is evaluated on the selected fold. The estimation obtained with cross-validation is the average of 10 values, the results for each fold. In order to reduce the variance of this estimation, cross-validation is repeated 10 times, averaging the results obtained from each cross-validation. In other words, the estimations are the average results of 100 models.
Waikato Environment for Knowledge Analysis (Weka) (Witten and Frank 2005) was used for modelling and validation as it contains implementations for each method under consideration. The ensemble was formed of 100 regression trees. It is compared with other methods that are not ensembles: a single regression tree, linear regression, artificial neural networks (ANNs) like multilayer perceptron or radial basis function (RBF) Network, nearest neighbour and support vector machines. For the parameters, the default options in Weka were used, with the following exceptions:
. Pruning was disabled for regression trees. The objective of pruning is to avoid overfitting, but for this problem, the results are better with unpruned trees. Moreover, in bagging, the use of unpruned trees is recommended because they are more unstable. For the multilayer perceptron and RBF network, the reported results are the best results from 100 architectures, using (1 . . . 100) neurons in the hidden layer. . For support vector machines (SVM), the results are reported for the perceptron kernel (Lin and Li 2008) , because it produces better results than the default linear kernel. . Table 3 presents the results for the different methods under consideration. Three measures were considered: mean absolute error (MAE), root mean squared error (RMSE) and correlation coefficient (CC). Figure 9 reveals the error for multilayer perceptron and RBF network as a function of the number of neurons. The errors obtained with bagging trees were much smaller (0.29 instead of 0.52 for MAE, 0.42 instead of 0.72 for RMSE) than the error obtained with these types of neural networks, even when selecting the optimal number of neurons in the hidden layer.
According to the corrected resampled t-test statistic (a ¼ 0.05) (Nadeau and Bengio 2003) , there is a significant difference between the results for bagging and all the other methods, with only one exception. For the CC in the comparison of bagging with a single tree, the null hypothesis cannot be rejected. This test was calculated from the 100 results obtained from 10fold cross-validation repeated 10 times. The correction makes the test more conservative. Figure 10 shows, for bagging, the error as a function of the ensemble size. It can be seen that the error from 30 trees is reasonably stable. Figure 11 presents a scatter plot for the actual value of the predicted variable and the average value of the prediction obtained with bagging. These averages are from 10 values, because cross-validation is repeated 10 times.
Industrial model implementation
From the industrial point of view, it is not sufficient to demonstrate that the developed soft computing model is accurate enough. It is also necessary to demonstrate that the model can be used under real-workshop conditions. Some plots are required to make the information collected in the model useful to any workshop expert. The reality of a manufacturing workshop usually fixes most of the parameters that have been considered in the soft computing model. For example, material and assistance gas is fixed by considering customer requirements. Also, all the laser-spot related parameters such as laser ED, spot diameter and laser power are fixed to work in a highproductivity range. In our case, the model should help the workshop technical office to choose a higher laser polishing feed rate, which would allow a certain final roughness of the workpiece. Also the influence of workpiece roughness before the laser polishing should be considered, because this roughness is mainly defined by the cutting parameters selected for the finishing operation that is completed immediately prior to the polishing operation (Quintana et al. 2010) . Therefore, it could be of greater interest, from an economic or temporal point of view, to improve the quality of this roughness rather than the speed of the laser polishing. A 3D plot that represents the final roughness of the workpiece (Z-axis) as a function of the initial roughness (X-axis) and the laser polishing feed rate (Y-axis) has been developed from the soft computing model to facilitate real decision-making in the workshop optimisation process. Figure 12 presents this 3D Plot for the case of Orvar Supreme, focal offset distance of 35 mm, 1.53-mm spot diameter, air as assistance gas and 1500 W laser power. It could be clearly observed that with an initial roughness closer to 3.5 mm, the lower final roughness can be achieved. Also, lower feed rate generates lower final roughness, but this effect is not as strong as the effect of the initial roughness. An immediate decision can be taken to achieve a 3.5 to 5.5 mm roughness from the milling operations on the workpiece and then applied a laser polishing operation at a feed rate of 1600 mm/min to obtain a final roughness between 1 and 1.5 mm R a .
Conclusions and future lines of work
This research has presented an investigation in order to identify the most appropriate modelling system to solve a real-life industrial problem concerning the laser polishing of metallic components. Several methods were investigated to achieve the best practical solution to this interesting problem. The paper has shown that a four-step soft computing tool based on modelling, using ensembles of regression trees, is best adapted to this case in terms of identifying the best conditions and predicting future circumstances.
The soft computing tool consisted of four modules. The first module collected all the physical information from some the laser polishing process. In order to study the potential of the laser polishing process, a set of experimental tests was carried out on LaserForm TM ST-100 and Orvar steel, combining different power levels, feed rates and focal offset distances. Considering a theoretical spot diameter to calculate the density of energy applied, the evolution of the measured roughness reduction in LaserForm TM ST-100 presented higher dispersion compared to measurements on Orvar. This fact fits in with the uncertainty of the actual spot size due to the difference of the initial topography for each material tested and the actual spot size.
The second module generated a data set from the process parameters measured by the first module. This data set includes variables directly collected from the experiment such as the polished material, spot diameter, laser power, feed rate or initial roughness and other variables that are calculated indirectly such as ED and the laser spot size.
The third module included the modelling tool and was composed of an ensemble of regression trees. Each regression tree is a model for the process. The ensemble method was bagging, and each regression tree was obtained from a different sample from the training data. The accuracy of this ensemble was significantly better than the accuracies of a single regression tree and other, commonly used methods, such as different types of neural networks.
The fourth module generated different plots from the modelling tool. They are considered of industrial interest as they could predict better manufacturing strategies and optimise the process parameters. An example of the possibilities of the prediction tool is shown in a 3D plot in Figure 12 , where final roughness is plotted against initial roughness and feed rate. With this plot, the process engineer can decide whether a smoother final milling is useful before laser polishing or not and the most suitable combination of laser polishing feed rate and initial workpiece roughness for a low final roughness. This type of graphic information, which highlights the potential advantages of soft computing tools and laser polishing techniques will be of great interest to the mould and die manufacturing industries.
The novelty of the paper lies in the use of ensemble techniques for modelling laser polishing of steel components when the laser spot diameter is unknown, as often happens under industrial conditions. A comparison of ensemble performance against a wellestablished soft computing technique such as ANNs is also included in order to demonstrate the improvement in accuracy obtained with the new technique. Future work will consider other ensemble methods, using ensembles from other methods instead of regression trees and will study the use of non-homogeneous ensemble models. These ensembles are built by combining different methods, (e.g. SVM and RBF) and could improve final model accuracy. This soft computing tool will also be applied to other types of materials, such as Ti6Al4V and Inconel 718, which are typically used in the aeronautical industry. In addition, future models should include the effect of variables such as overlap index or 3D geometry.
