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Práca sa venuje problematike spektrálnej metódy identifikácie systémov. Úvodná časť 
oboznamuje čitateľa so samotným pojmom identifikácia a zároveň vysvetľuje jej 
aplikovanie v praxi. Ďalej sú popísané a matematicky odvodené dve neparametrické 
metódy identifikácie – korelačná metóda a z nej odvodená spektrálna analýza. Cieľom 
tejto záverečnej práce je otestovanie a následné využitie spektrálnej analýzy 
k identifikácii vnútorných parametrov motoru, ktorá je detailne rozoberaná vo zvyšnej 
časti práce. Kapitoly teda diskutujú o fundamentálnych zákonitostiach, postupoch 
a princípoch v snahe čo najlepšie pripraviť čitateľa k REAL-TIME identifikácii 
parametrov na reálnom pohone. 
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This project deals with the problem of spectral method for system identification. 
Introductory part acquaints reader with basic concept of identification and explains its 
application in practice. It describes and mathematically derives two non-parametric 
methods for identification – correlation method and spectral analysis. The main aim of 
this final project is testing and implementation of spectral analysis in system parameters 
identification, which is specifically described in remaining sections of this project. These 
sections discuss a fundamental rules, procedures and principles in order to prepare a 
reader as much as possible for its final application in REAL-TIME system identification. 
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Bakalárska práca je venovaná problematike identifikácie dynamických systémov. 
Jej účelom je priblížiť čitateľovi niekoľko základných princípov a pojmov z oblasti 
identifikácie a pripraviť ho k riešeniu praktických úloh v príslušnej sfére. Tento text je 
tvorený na úrovni vysokoškolského, resp. bakalárskeho štúdia čomu je prispôsobená aj 
hĺbka preberanej problematiky.  
Práca je rozčlenená do štyroch kapitol, v ktorých si stručne vysvetlíme čo znamená 
identifikácia systémov, na čo sa používa a aké sú jej základné metódy. Ďalej sa budeme 
hlbšie zaoberať neparametrickými metódami akou je napríklad korelačná metóda  
a metóda spektrálnej analýzy. Predmetom tejto vedeckej práce je metóda založená práve 
na spektrálnej analýze, ktorá si v dnešnej dobe našla rozsiahle uplatnenie v technickom 
inžinierstve a experimentálnej fyzike. Jedná sa o tzv. priemerovanie prekrývajúcich sa 
segmentov modifikovaného periodogramu (overlapped segmented averaging of modiﬁed 
periodograms). Modifikovaný periodogram znamená diskrétnu Fourierovú transformáciu 
(DFT) jedného segmentu časového vektoru, na ktorý je aplikovaná funkcia okna.[2] 
Všetky vyššie spomenuté pojmy si v nasledujúcom texte dôkladne vysvetlíme. Pokladám 
za veľmi dôležité pochopiť fundamentálne princípy diskrétnej Fourierovej transformácie, 
ktorá je nevyhnutnou súčasťou spektrálnej analýzy. Z tohto dôvodu som jej venoval 
krátku podkapitolu. Ďalej zistíme na čo sa používajú funkcie okien, aké sú ich základné 
parametre, oboznámime sa s ich aplikáciou a vplyvom pri výpočte spektra a spektrálnej 
hustoty. Vo zvyšných kapitolách využijeme nadobudnuté teoretické poznatky a 
pristúpime k samotnej identifikácii. V prostredí SIMULINK zostrojíme blokovú schému 
slúžiacu k identifikácii modelu systému pomocou spektrálnej analýzy. Po otestovaná tejto 
metódy budeme pripravení na REAL-TIME identifikáciu reálneho pohonu, ktorého 
interface je tvorený platformou dSPACE.  
K práci som pripojil niekoľko ilustračných obrázkov, matematických modelov, 
zdrojových kódov a pár grafov získaných z rôznych simulácii prevádzaných počas 
















2 IDENTIFIKÁCIA SYSTÉMOV 
Identifikácia funguje na základe pôsobenia testovacích signálov na systém, 
ktorého odozva sa zaznamenáva a namerané dáta sa následne použijú na vytvorenie 
matematického modelu systému. Pod pojmom model tu rozumieme matematický model, 
ktorý nám umožňuje skúmať javy prebiehajúce na originálnom zariadení pomocou 
matematického popisu ich priebehov.[4] 
 
Proces identifikáciu systémov môže prebiehať dvomi metódami[4]: 
Metóda experimentálnej identifikácie - vyžaduje existenciu pozorovaného zariadenia, 
na ktorom sa experiment prevádza. Nie je potrebná špeciálna znalosť vnútorných 
fyzikálnych procesov prebiehajúcich počas chodu, no kladú sa vysoké nároky na 
prístrojové vybavenie. Čím viac znalostí o pozorovanom zariadení máme, tým 
jednoduchšie, presnejšie a rýchlejšie je možné experiment pripraviť. Systém je popísaný 
iba pomocou vstupu a výstupu. 
Metóda analytickej identifikácie – zostavenie matematického modelu umožňujúci 
analyzovať dynamické vlastnosti zariadenia ešte pred jeho zhotovením. Táto metóda 
prináša významné výsledky pri procese dimenzovania finálneho zariadenia. Vyžadujú sa 
vyššie časové nároky a tiež je potrebná hlboká znalosť fyzikálnych procesov 
a matematického popisu prebiehajúceho počas chodu zariadenia. Popis systému zahrňuje 
vnútorné stavové premenné a chovanie na vstupe a výstupe systému. 
 
Pri experimentálnej identifikácii je potrebná existencia analyzovaného modelu 
Dynamický systém môžeme popísať schémou (obr. 2.1). Vstup do systému určuje 
premenná u(t), ktorou systém riadime. Na sústavu pôsobí porucha v(t), ktorú, naopak, nie 
sme schopní riadiť. Často sa môžeme stretnúť so situáciou kedy vstup do systému chýba. 
Výstupný signál, premenná y(t), nám poskytuje informácie o systéme. Pre dynamické 








Obrázok. 2.1. Dynamický systém 
Ako jednoduchý príklad uvediem lietadlo, ktoré môžeme považovať za komplexný 
dynamický systém. Výška, rýchlosť a smer letu sú v tomto prípade výstupné premenné, 
ktoré musíme počas letu udržiavať na konštantnej úrovni. Poloha smerových a výškových 
klapiek sú spolu s ťahom motoru vstupné premenné systému. Správanie lietadla vo 






podmienkach. Jedná sa o poruchy, ktoré ovplyvňujú výstupné premenné tohto 
dynamického systému. Na to aby sme navrhli autopilota udržujúceho lietadlo 
v konštantnej výške, smere a rýchlosti potrebujeme model, ktorý nám umožní sledovať 
vplyv všetkých porúch a vstupných premenných na výstup. Dynamické vlastnosti lietadla 
sa značne líšia so zmenou výšky a rýchlosti, takže aplikované identifikačné metódy musia 
tieto zmeny sledovať.[5] 
 
Experimentálna identifikácia začína vybudením systému použitím rôznych 
budiacich signálov (napr.: jednotkový skok, sínusový signál alebo šum – kapitola 2.2) 
a následné zaznamenávanie vstupu a výstupu v priebehu stanovenej časovej periódy. 
Tieto signály sa ukladajú do pamäťového úložiska počítaču kde sú pripravené na ďalšie 
spracovanie.  
Prvým krokom je rozhodnutie o vhodnej forme, resp. popisu modelu (napríklad lineárnou 
diferenciálnou rovnicou n-tého rádu). V druhom kroku pomocou štatistických metód 
predpokladáme neznáme vnútorné parametre a štruktúru modelu (koeficienty 
diferenciálnej rovnice, ktorou je matematický model popísaný). 
V praxi je druhý krok často prevádzaný iteratívne. To znamená, že provizórna štruktúra 
je dopredu vybraná a jej prislúchajúce parametre sa odhadujú. Na zostrojenom modeli 
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Obrázok. 2.2 Schéma systémovej  







2.1 Identifikačné metódy 
Identifikačné metódy môžeme rozdeliť na základe viacerých aspektov. Môžeme ich 
deliť podľa[4]: 
1. Typu použitého vstupného signálu 
2. Typu matematického modelu 
3. Spôsobu merania a vyhodnotenia dát 
4. Algoritmov použitých na spracovanie dát 
Každú z týchto metód si ďalej podrobnejšie popíšeme. 
2.1.1 Typy matematických modelov 
Matematické modely delíme na parametrické a neparametrické modely. 
Parametrické modely sú definované diferenciálnymi rovnicami n-tého rádu, 
diferenčnými rovnicami a prenosmi. Predstavujú algebrické vzťahy, ktoré obsahujú  
explicitne parametre modelu. 
Neparametrické modely najčastejšie predstavujú funkčnú závislosti medzi vstupnými 
a výstupnými signálmi. Táto závislosť je vyjadrená buď v grafickej podobe zo záznamu 
meraní odozvy alebo pomocou tabuľky hodnôt popisujúcu danú závislosť. Vyjadrujú 
väčšinou prechodovú charakteristiku v grafickej alebo tabuľovej podobe. Ich parametre 
sú získavané implicitne vzhľadom k tomu že ich hodnoty je možné získať až po 
vyhodnotení neparametrických modelov[4]. 
2.1.2 Spôsob merania a vyhodnotenia dát 
Identifikácia systémov môže prebiehať dvoma spôsobmi – on line alebo off line. 
Pri off line identifikácií sú najskôr namerané dáta zaznamenané do pamäťového priestoru 
počítaču a až po ich spracovaní získame parametre modelu.  
On line identifikácia prebieha paralelne s identifikačným procesom. Predpokladá sa 
priame pripojenie k výpočetnej jednotke[4]. 
2.1.3 Algoritmy použité na spracovanie dát 
Dáta môžeme spracovávať v dávkach (jednorazovo) alebo v reálnom čase (priebežne)  
 
Dávkové spracovanie je charakteristické pre off line režim, pri ktorom sa dáta najskôr 
namerajú a následne spracujú. 
Spracovanie v reálnom čase má menšie časové nároky, pretože vyhodnotenie (získanie 
vnútorných parametrov modelu) je prevádzané bezprostredne po meraní, čo je 
charakteristické pre on line režim[4]. 
 
Algoritmy spracovania dát môžeme rozdeliť do dvoch skupín – rekurzívne a nerekurzívne 
Nerekurzívne algoritmy sa používajú pri dávkovom spracovaní. Jedná sa 
o vyhodnotenie modelu z celkového súboru nameraných dát. 
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Rekurzívne algoritmy sú charakteristické pre identifikáciu v reálnom čase. 
Pracujú  paralelne s meraním a súbor získaných dát je priebežne aktualizovaný novými 
dvojicami hodnôt vstup-výstup. Po každom meraní je vyhodnotenie z predchádzajúceho 
kroku spresnené na základe nových nameraných hodnôt[4].  
2.1.4 Typy vstupných signálov 
Testovacie signály rozdeľujeme na deterministické, stochastické 
a pseudonáhodné. 
Stochastické signály sú neopakovateľné, náhodné, jedinečné a nie je ich možné 
analyticky popísať. Typický stochastický signál je napríklad biely šum. Je to signál 
s rovnomernou výkonovou spektrálnou hustotou. Veľkosť signálu vo vybranom čase 
môžeme určiť len s určitou pravdepodobnosťou. 
Deterministické signály sme schopní analytický popísať a zároveň vieme s absolútnou 
istotou určiť jeho hodnotu v akomkoľvek čase. 
f(t) = Asin(ωt + φ0) 
Všeobecným predstaviteľom je jednotkový skok, jednotkový impulz, rampový signál a 
harmonický signál (sínus). 
Pseudonáhodné signály sú generované pomocou určitej funkcie. 
xi+1 = f(xi) 
Ich vlastnosti sú za určitých podmienok rovnaké so stochastickými, no na rozdiel od 
stochastických signálov ich získavame deterministickým spôsobom. Napríklad 
pseudonáhodný binárny signál, o ktorom sa podrobnejšie budeme baviť v kapitole 
„Vstupné signály“[4]. 
2.2 Vstupné signály 
Sú to signály vyskytujúce sa bežne v prevádzke a pôsobia na systém počas jeho 
chodu (riadiace signály, prevádzkové šumy atď.). Ak tieto signály nespĺňajú 
požadované kritéria na to, aby sme ich mohli použiť k identifikácii, napríklad majú 
malú amplitúdu alebo nevhodné frekvenčné spektrum, používajú sa umelé vytvorené 
vstupné signály – testovacie signály.[4] 
Aby sme testovacie signály mohli aplikovať k identifikácii systému musia spĺňať 
nasledujúce podmienky: 
1. Jednoduchosť a opakovateľnosť generovania 
2. Matematický popis 
3. Realizovateľnosť akčnými členmi – fyzikálna realizovateľnosť signálu 
4. Použiteľnosť pre daný proces – systém je možné testovacím signálom 
dostatočne vybudiť 
Vstupný signál použitý pri identifikácií môže mať značný vplyv na výsledné 
predpokladané parametre. V niektorých situáciách je výber vstupného signálu 
podmienený aplikovanej identifikačnej metóde. Napríklad použitie identifikačnej metódy 
pomocou prechodovej charakteristiky vyžaduje ako vstup jednotkový skok alebo impulz. 
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Naopak korelačná metóda všeobecne používa pseudonáhodnú binárnu potupnosť ako 
vstupný signál. V ďalších situáciách môže byť vstupný signál dokonca vybraný rôznymi 
spôsobmi, čo sa stáva dôležitým aspektom pri designe identifikačných experimentov.[5]  
V tejto kapitole sa zoznámime s najčastejšie používanými vstupnými signálmi v praxi – 
jednotkový skok, súčet harmonických signálov a pseudonáhodná binárna postupnosť. 
 
2.2.1 Skoková zmena 
Skoková zmena je daná funkciou[5]: 
u(t) = {
0     t < 0
u0    t ≥ 0
} 
Užívateľ môže meniť iba amplitúdu u0. Pre systémy s vysokým pomerom signál-šum nám 
môže jednotkový skok na vstupe ponúknuť informáciu o jeho dynamike. Čas nábehu 
(dominantnú časovú konštantu), prekmit (rezonanciu) a statické zosilnenie je možné 
priamo zistiť zo skokovej odozvy. 
2.2.2 Súčet harmonických signálov 
Vstupný signál je určený rovnicou[5]: 
𝑢(𝑡) =∑𝑎𝑗sin (𝜔𝑗𝑡 + 𝜑𝑗)
𝑚
𝑗=1
                                                                                                  (2.1) 
       
kde sa uhlové frekvencie {ωj} navzájom líšia, 
0 ≤ ω1 < ω2 < ⋯ < ωm ≤ π 
V prípade súčtu harmonických signálov si užívateľ môže zvoliť amplitúdu {aj}, 
frekvenciu { ωj } a fázu {φj}.  
𝛚𝟏 = 𝟎 odpovedá jednosmernej zložke. 
𝛚𝐦 = 𝛑 osciluje s periódou dvoch vzorkovacích periód, resp. odpovedá zložke, ktorá 
v každom kroku mení znamienko pretože platí 
am sin(ωm(t + 1) + φm) = −am sin(ωmt + φm)                                                          (2.2)
      
2.2.3 Psedunáhodná binárna postupnosť (Pseudorandom binary 
sequence - PRBS) 
 
Je to signál, ktorý nadobúda iba dve hodnoty a môže byť generovaný použitím 
posuvných registrov rádu n a sčítačiek modulo 2 (reprezentované symbolom       ). Stavové 
premenné v registri sú naplnené hodnotami 1 alebo 0. Vektor počiatočných stavov nesmie 
obsahovať iba nulové stavy. Keď sa dostaví pulz z časovača, hodnota k-teho stavu je 
privedená do stavu (k+1) a nová hodnota je privedená do prvého stavu pomocou spätnej 
väzby. Koeficienty spätnej väzby a1,... , a𝑛 majú hodnotu 1 alebo 0. Systém pracuje 














Obrázok 2.3 Bloková schéma generátoru PRBS 
 
Systém na obrázku 2.3 môže byť reprezentovaný maticovým zápisom: 




a1   a2   a3  … an−1   an
1    0      0  …     0      0
0    1      0  …     0      0
    …
0    1      0  …     1      0 )
 
 
𝐱(k)         (2.3) 
Z maticového zápisu vypočítame k-tu vzorku vstupného signálu  
u(k) = (0   0   0 …    1)𝐱(k).            (2.4) 
Na vytvorenie generátoru PRBS, kde sa striedajú ľubovoľné dve hodnoty a a b sa musíme 
riadiť vzťahom: 
u′(k) = a + (b − a)u(k)             (2.5) 
Všetky operácie sčítania musia byť prevádzané v modulo 2. Model uvedený vyššie, 
ktorého stavový vektor môže nadobudnúť iba konečný počet hodnôt sa často nazýva 
konečný stavový automat. Posuvný register generuje postupnosť jednotiek a núl – 
pseudonáhodnú binárnu postupnosť. PRBS je deterministický signál a jeho budúce 
hodnoty dokážeme presne spočítať. Niektoré typy PRBS majú autokorelačnú funkcia 
podobnú autokorelačnej funkcii bieleho šumu. Sú všeobecne nazývané ako PRBS 
s maximálnou dĺžkou.[5] 
 
PRBS maximálnej dĺžky 
Posuvný register s počtom n stavov môže nadobudnúť celkom 2n rôznych stavových 
vektorov zložených z jednotiek a núl. Pretože musíme zamedziť stavovému vektoru, 
ktorý obsahuje samé nuly, perióda generovanej postupnosti je: 
𝑀 = 2𝑛 − 1              (2.6) 
Kde n je počet posuvných registrov 
 Pre správnu identifikáciu statického zosilnenia je treba, aby dĺžka najdlhšieho 
impulzu Tmax bola väčšia ako doba nábehu tn . Teda musí platiť 
 𝑇𝑚𝑎𝑥 = 𝑛. 𝑇𝑠 > 𝑡𝑛 a na základe  
z-1 z
-1 z-1 
a1 a2 an-1 an 
x1(k) x2(k) xn-1(k) xn(k) u(k) 
CLK CLK CLK 
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tohto vzťahu potom určime n (počet registrov) a tým aj dĺžku  PRBS podľa vzťahu 
(2.6). Ak je n príliš veľké, dá sa nastaviť perióda vzorkovania PRBS ako p-
násobok periódy vzorkovania Tvz ,kde 𝑝 = 1,2, …. Potom platí  
𝑇𝑚𝑎𝑥 = 𝑝. 𝑛. 𝑇𝑠 > 𝑡𝑛. 
 Aby sme postihli čo najviac frekvencií, tak volíme dĺžku experimentu 
𝐿 > 𝑀 = 2𝑛 − 1.  
 Ďalšou nevyhnutnou podmienkou pre správnu identifikáciu je aspoň jeden 
dostatočne dlhý pulz PRBS na to, aby odznel celý prechodový dej.  
 Úroveň PRBS by mala prevyšovať úroveň šumu. V prípade že pomer signál-šum 
je veľmi malý, môžeme predĺžením trvania experimentu zvýšiť presnosť 
identifikovaných parametrov[5] 
 
Davies (1970), zostavil tabuľku, ktorá obsahuje minimálny počet spätných väzieb na to, 
aby zaistili maximálnu dĺžku PRBS pre n=3 až n=10 (tabuľka 2.1).  
 
Tabuľka 2.1 Spätné väzby zaisťujúce maximálnu dĺžku PRBS 
Počet registrov n Dĺžka periódy M Väzby od 
2 3 a1 a a2 
3 7 a1 a a3 
4 15 a3 a a4 
5 31 a3 a a5 
6 63 a5 a a6 
7 127 a4 a a7 
8 255 a2, a3, a4 a a8 
9 511 a5 a a9 
10 1023 a7 a a10 
 
Príklad 2.1 Generátor vstupného PRBS v prostredí MATLAB 
 
function [u] = PRBS_generator (length,range) 
%Generátor PRBS s n=10 posuvnými registrami. 
%Vstupné parametre: length - počet vzorkov signálu  
%                   range - nadobúdané výstupné hodnoty 
mask=zeros(10,10);       %definícia maticového zápisu pre n=10                      
for j=1:9 
   mask(j+1,j)=1; 
end 
mask(1,7)=1;             %nastavenie spätnej väzby od koeficientu a7 
mask(1,10)=1;            %nastavenie spätnej väzby od koeficientu a10 




   x=randi([0 1],10,1);     %náhodný počiatočný stav, resp. x(0) 
 for i=1:length 
     x=mask*x;             %aplikovanie vzťahu 2.3 
16 
 
     x=mod(x,2);     %operácie sčítania sú prevádzané v modulo 2 
     u(i)=range(1)+(range(2)-range(1))*mod((mask1*x),2); 
 end 
end 
2.2.4 Stupeň perzistentného budenia 
[5]Uvažujme výpočet (3.16) pre výpočet M koeficientov impulzovej charakteristiky. 
Potom, asymptoticky pre 𝑁 → ∞, sú koeficienty {ℎ(𝑘)}𝑘=0
𝑀−1 určené riešením vzťahu: 
 
(
         R𝑢𝑢(0)        … 𝑅𝑢𝑢(𝑀 − 1)
        …









)                         (2.7)   
 
Na to aby sme dosiahli jedinečné riešenie, musí byť matica (2.7) regulárna - jej 
determinant sa nesmie rovnať nule. To vedie k pojmu perzistentné budenie. 
Signál u(t) je perzistentne budiaci so stupňom n, ak: 








                                                               (2.8) 
 
2) Matica (2.9) je pozitívne definitná. 
𝑅𝑢𝑢(𝑛) = (
   R𝑢𝑢(0)    R𝑢𝑢(1)       …      𝑅𝑢𝑢(𝑛 − 1)
 R𝑢𝑢(−1)    R𝑢𝑢(0)                         ⋮       
⋮                             ⋱                     ⋮
𝑅𝑢𝑢(1 − n)                 …              𝑅𝑢𝑢(0)
)                              (2.9) 
 
Poznámka 1. Nevyhnutná podmienka pre správny odhad lineárneho systému n-tého rádu 
je, že vstupný signál bude perzistentne budiaci rádu 2.n.  
Poznámka 2. Podmienka 1. platí pre zašumené systémy. Pre systémy bez šumu nie je 
potrebné aby bol vstupný signál perzistentne budiaci. Uvažujme lineárny systém n-tého 
rádu v počiatočnom stave (v kľude). Na vstup privedieme impulz a na výstupe meriame 
impulzovú odozvu. Z prvých 2.n (nenulových) nameraných hodnôt budeme schopní nájsť 
parametre systému. To znamená, že systém môže byť identifikovaný aj keď vstup nie je 
perzistentne budiaci. Dôvodom je, že nezašumené systémy môžeme identifikovať 







3 NEPARAMETRICKÉ METÓDY  
Táto kapitola sa zaoberá dvoma neparametrickými metódami systémovej 
identifikácie. Tieto identifikačné metódy sú charakteristické tým, že ich výsledkami sú 
krivky alebo funkcie, ktoré nemusia byť nutne parametrizované n-dimenzionálnym 
vektorom. [5] 
 Korelačné metódy – ako vstupný signál sa používa „biely šum“(white noise). 
Normalizáciou funkcie vzájomnej kovariancie (cross-covariance) medzi 
vstupom a výstupom získame predpoklad impulzovej charakteristiky, ktorou je 
možné systém identifikovať. V tomto prípade vzájomná kovariancia znamená 
mieru toho, ako sa medzi sebou menia dve náhodné vzorky vybrané z dvoch 
rôznych signálov. Príbuznou mierou je vzájomná korelácia (autocorrelation) 
 Spektrálna analýza – frekvenčná odozva môže byť predpokladaná pre rôzne 
vstupy podelením vzájomného spektra vstupu a výstupu so spektrom vstupu  
Neparametrické metódy sú jednoducho aplikovateľné, no ponúkajú iba priemernú 
presnosť modelov. Ak je považovaná vysoká presnosť, bude lepšie použiť parametrické 
metódy. Nižšie diskutované metódy sa skôr používajú na vytvorenie „hrubého“ modelu, 
ktorý užívateľovi poskytne užitočné informácie k vytvoreniu parametrického modelu. 
3.1 Korelačné metódy 
Výstup systému v Laplacovej transformácii. [5] 
𝑌(𝑝) = 𝐹(𝑝)𝑈(𝑝) + 𝑉(𝑝)            (3.1) 
Jej konvolutorný integrál odpovedajúci časovej oblasti, kde v(t) znamená poruchu 
ovplyvňujúcu systém a g(t) je hľadaná váhová funkcia (impulzová charakteristika). 
y(t) = ∫ 𝑔(𝜏)𝑢(𝑡 − 𝜏)𝑑𝜏
∞
0
+ v(t)                                                                                        (3.2) 
vynásobením oboch strán rovnice (3.2) výrazom 𝑢(𝑡 − 𝜏′) dostávame: 
y(t)u(t − 𝜏′) = ∫ 𝑔(𝜏)u(t − 𝜏′)𝑢(𝑡 − 𝜏)𝑑𝜏
∞
0
+ v(t)u(t − 𝜏′)                                     (3.3) 
 
































∫ 𝑥(𝑡)𝑥(𝑡 + 𝜏)𝑑𝑡
𝑇
−𝑇







∫ 𝑥(𝑡)𝑦(𝑡 + 𝜏)𝑑𝑡
𝑇
−𝑇
                                                                                   (3.6) 
do rovnice (3.4) za predpokladu, že platí Ruy(τ´)= Ryu(-τ´), získame tvar 
𝑅𝑢𝑦(𝜏′)=∫ 𝑔(𝜏)𝑅𝑥𝑦(𝜏
′ − 𝜏)𝑑𝜏 + 𝑅𝑢𝑣(𝜏




Šum v(t) pôsobiaci na systém nie je závislý na vstupe u(t). Preto platí Ruv(τ´)=0 a my 
dostávame spojitý tvar Wiener-Hopfovej rovnice. 
𝑅𝑢𝑦(𝜏′)=∫ 𝑔(𝜏)𝑅𝑢𝑢(𝜏




Pri použití vstupného signálu v tvare bieleho šumu sa rovnica  značne zjednoduší, pretože 
jeho autokorelačná funkcia odpovedá Dirakovmu impulzu. 




Podobne ako spojitý tvar Wiener-Hopfovej rovnice môžeme z uvažovaného modelu 
(3.10) odvodiť aj jej diskrétny tvar (3.11): 
























Pre výpočet diskrétneho tvaru autokorelačnej funkcie (3.13) platí Ȓuu(k)= Ȓyu(-k). Po 
úpravách dostávame diskrétny tvar Wiener-Hopfovej rovnice  




Výpočet váhovej funkcie (impulzovej charakteristiky) sa nám značne zjednoduší, ak 





                                                                                                                       (3.15) 
Maticový zápis pre výpočet impulzovej charakteristiky, kde M je počet koeficientov, 








         Ȓ𝑢𝑢(0)        … Ȓ𝑢𝑢(𝑀 − 1)
        …





)                       (3.16) 
  
 
Biely šum je teda najčastejší vstupný signál používaný na identifikáciu korelačnou 
metódou. Ako výsledný model získame váhovú funkciu (impulzovú charakteristiku). Je 
to metóda, ktorá je pomerne necitlivá na aditívny šum pôsobiaci na výstupný signál. 
3.2 Spektrálna analýza 
[5]Druhou uvedenou neparametrickou metódou je spektrálna analýza. Tak ako 
pri korelačnej metóde, aj tu z počiatku vychádzame zo vzťahu (3.10), na ktorý 
nadväzuje Wiener-Hopfová rovnica (3.11). Aplikovaním diskrétnej Fourierovej 





























𝐺(𝑒−𝑗𝜔)𝜙uu(𝜔)                         (3.17) 

























                                                                                                   (3.21) 
Na to aby sme vzťah (3.18) mohli použiť, musíme nájsť opodstatnenú metódu na 
predpokladanie spektrálnej hustoty. Najvhodnejším postupom bude dosadiť vzťah pre 
výpočet vzájomnej korelácie (3.12) do vzťahu pre výpočet spektrálnej hustoty 𝜙𝑢𝑦(𝜔) 










































                                                                                                        (3.24) 
𝑈𝑁(𝜔) =∑u(𝑠)𝑒




sú diskrétne Fourierové transformácie postupností y(t) a u(t), ktoré sú doplnené nulami 






, … , 𝜋 môžu byť efektívne spočítané použitím rýchlej 
Fourierovej transformácie (FFT-Fast Fourier Transform). 








2                                                         (3.26) 
Takýto odhad spektrálnej hustoty nazývame „periodogram“. Zo vzťahov (3.18), (3.23) a 
(3.26) získame odhad prenosovej funkcie. 
1
2𝜋𝑁










                                                             (3.27) 
 
 
4 ODHAD SPEKTRA A SPEKTRALNEJ 
HUSTOTY 
Vyššie uvedený postup odhadovania spektrálnej hustoty a prenosovej funkcie 
prináša slabé výsledky. Napríklad, ak u(t) má stochastický priebeh, tak odhady spektra 
(3.23) a (3.26) s pribúdajúcim počtom vzorkov 𝑁 → ∞  nekonvergujú k skutočnému 
spektru. Obzvlášť, odhad ?̂?𝑢𝑢(𝜔) sa v priemere správa ako 𝜙𝑢𝑢(𝜔), no ich rozdiel sa  
s 𝑁 → ∞ zväčšuje. Jeden z hlavných dôvodov tohto správania je, že odhad Ȓ𝑢𝑦(𝑘) bude 
trochu nepresný pre vysoké hodnoty k, pretože všetkým korelačným elementom Ȓ𝑢𝑦(𝑘) 
je vo vzťahu (3.22) priradená rovnaká váha bez ohľadu na ich presnosť. Ďalší dôvod 
tohto správania môžeme vysvetliť nasledovne. Vo vzťahu (3.22) sumujeme 2N+1 
výrazov. Aj keď sa chyba odhadu každého sumovaného vzťahu limitne blíži k nule pre 
21 
 
𝑁 → ∞ , nemôžeme garantovať, že celková chyba odhadu po sumácii sa tiež bude blížiť 
k nule. Týmto komplikáciám môžeme zabrániť ak jednotlivým sumovaným výrazom 
(3.22) korešpondujúcim vysokým hodnotám τ budeme prikladať určitú váhu. Takže 









Kde 𝑤(𝜏) je funkcia okna. Mala by byť rovná 1 pre 𝜏 = 0 a s rastúcimi  
hodnotami τ sa blíži k 0. Pre vysoké hodnoty τ (posledných 5-10% nameraných 
vzorkov, N) by mala byť nulová. Ako príklad si uvedieme niektoré základné typy okien: 
𝑤1(𝜏) {
1                                                |𝜏| ≤ 𝑀
0                                                |𝜏| > 𝑀
                                                                    (4.2𝑎)  
𝑤2(𝜏) = {
1 − |𝜏|/𝑀                          |𝜏| ≤ 𝑀
0                                          |𝜏| > 𝑀







)                 |𝜏| ≤ 𝑀
0                                          |𝜏| > 𝑀
                                                                     (4.2𝑐) 
Okno 𝑤1(𝜏) je nazývané obdĺžnikové (rectangular), 𝑤2(𝜏) sa nazýva Bartlettové 
(Bartlett) a 𝑤3(𝜏) Hammingové (Hamming). Všetky okná zanikajú pre |𝜏| > 𝑀. Pri 
voľbe parametru M (počtu vzoriek okna) je treba dbať na dva fakty. Ak za M zvolíme 
príliš vysoké číslo, periodogram nebude dosť hladký. Na druhej strane, ak M zvolíme 
príliš nízke, podstatné úseky spektra budú vyhladené. Jednoducho, voľba parametru M 
nie je triviálna záležitosť, a preto by sme sa pri jeho výbere mali riadiť dvoma zásadami. 
1. 𝑀 ≪ 𝑁 – redukcia nepredvídateľných fluktuácií peridogramu 
2. |Ȓ𝑢𝑢(k)| ≪ Ȓ𝑢𝑢(0) pre 𝜏 ≥ 𝑀 – dosiahnutie toho, aby sa podstatné úseky 
periodogramu nevyhladili 
Použitie funkcií okien pri predpokladaní spektrálnej hustoty je nevyhnutné pokiaľ chceme 
dosiahnuť dostatočnú presnosť. Ich nevýhoda spočíva v tom, že ostré vrcholy spektra 
môžu byť vyhladené a susedné vrcholy nemusí byť možné oddeliť. Preto máme pri 
používaní okien obmedzené frekvenčné rozlíšenie fres.[5] 
 
4.1 Diskrétna Fourierová transformácia (DFT) 
Diskrétna Fourierová transformácia (ďalej len „DFT“) pracuje s vektorom N 
komplexných čísel 𝑥𝑘 , 𝑘 = 0…𝑁 − 1 a transformuje ho na vektor s N komplexnými 
číslami 𝑦𝑚, 𝑚 = 0…𝑁 − 1. Existujú tri rôzne, často používané definície DFT, ktoré sa 






















              𝑘𝑑𝑒 𝑚 = 0,1,2…𝑁 − 1                                              (4.3𝑏) 
Vzťahy (4.3a) a (4.3b) predstavujú priamu Fourierovú transformáciu, ktorá sa od spätnej 







). Praktická implementácia na počítači skoro vždy využíva rýchlu Fourierovú 
transformáciou (Fast Fourier Transform - FFT) a pojmy DFT a FFT sa môžu 
v nasledujúcom texte zamieňať.    
Vzťah (4.3a) na výpočet DFT používa predovšetkým počítačový program 
MATHEMATICA, pretože práve tento vzťah zaručí „symetriu“ priamej a spätnej DFT. 
To znamená, že po aplikácií priamej a následne spätnej DFT, opäť získame pôvodné, 
neupravené namerané dáta.  
My však budeme na jednoduchý výpočet spektra používať vzťah (4.3b). Jednoduchosť 
odôvodním príkladom, v ktorom budeme uvažovať sínusový signál. Ak zvýšime počet 
nameraných vzorkov N, vzťah (4.3b) bude mať k dispozícií väčšiu časť navzrokovaného 
signálu a tým pádom sa bude každá frekvenčná zložka vo výslednom spektre 
proporcionálne zväčšovať. Z toho vyplýva, že amplitúda frekvenčných zložiek v spektre 
je závislá na N, čo je nežiadúci jav. O tento nežiadúci jav sa postará normalizácia, ktorá 
sa vzťahuje na rôzne typy okien po ich aplikácii.  Akokoľvek, v prípade použitia algoritmu 
FFT po prvý krát, by sme mali dbať na správne rozhodnutie medzi výpočtami FFT (4.3a) 
a (4.3b). Vo všeobecnej definícií DFT sú 𝑥𝑘 komplexné čísla, no v prípade digitálneho 
vstupného signálu sú 𝑥𝑘 vždy reálne. Dôsledkom je, že vektor vzorkov 𝑦𝑚výstupného 
signálu sa správa podľa vzťahu: 
 
𝑦𝑁−𝑚 = 𝑦𝑚
∗                                                                                                                               (4.4) 
Kde * znamená komplexné združenie. Ak N je párne číslo, 𝑦0 a 𝑦𝑁/2 sú reálne. Od teraz 
budeme v celej práci predpokladať, že N je párne. K vôli vzťahu (4.4) môžeme prehlásiť 
časť vektoru v intervale 𝑦𝑁/2+1…𝑦𝑁−1 za prebytočnú, pretože sa opakuje[2].  
4.2 Vzorkovacia perióda a frekvenčné zložky 
DFT transformuje N čísel na N nových čísel, no nestará sa o čas vzorkovania, 
frekvenčné zložky alebo frekvenčné rozlíšenie, ktoré sú neoddeliteľnou súčasťou 
správnej interpretácie výsledkov. 
Predpokladajme, že perióda vzorkovania 𝑓𝑠 je fixná. Z Nyquistovej teórie vieme, že 
maximálna užitočná frekvencia je 𝑓𝑁𝑦 = 𝑓𝑠/2. Takže jediný parameter, ktorý si počas 
spracovávania dát môžeme voľne zvoliť je dĺžka vektoru N diskrétnej Fourierovej 
transformácie. 




                                                                                                                                      (4.5) 
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Niekedy sa frekvenčným rozlíšením myslí schopnosť separovať dva blízke vrcholy 
v spektre. To silne závisí na druhu použitej funkcie okna a predovšetkým na šírke jeho 
frekvenčného pásma. Minimálna vzdialenosť medzi dvoma separovateľnými vrcholmi 
spektra je závislá na pomere ich amplitúd a je zvyčajne dvakrát väčšia ako 𝑓𝑟𝑒𝑠. Separácia 
však nie je predmetom tejto práce. Tak ako sme spomenuli vyššie, DFT vyprodukuje iba 
N/2 + 1 rôznych komplexných čísel, ktoré korešpondujú s frekvenciami 
𝑓𝑚 = 𝑚. 𝑓𝑟𝑒𝑠        𝑘𝑑𝑒 𝑚 = 0,1…𝑁/2                                                                                  (4.6) 
Prvý element 𝑦0 zodpovedá jednosmernej (DC) zložke signálu a nemá imaginárnu časť. 






= 𝑓𝑁𝑦 a tiež 
nemá imaginárnu časť k vôli komplexne združenej symetrii výstupného vektoru. Prvý a 
posledný element väčšinou nie sú veľmi užitočné. 
Pri praktickom použití môžeme prehlásiť, že ako výsledok DFT sme získali spektrum 
s 𝑁/2 frekvenčnými zložkami (ang. frequency bins), z ktorých má každá šírku 
 𝑓𝑟𝑒𝑠 = 𝑓𝑠/𝑁 čo je v našom prípade frekvenčné rozlíšenie. Zrejmú stratu informácie 
môžeme podložiť faktom, že výstup pozostáva z komplexných čísel, zatiaľ čo vstup 
z reálnych[2]. 
4.3 Funkcie okien (windowing) 
Uvažujme úsek signálu s dĺžkou N vzorkov, ktorý sme vybrali z časového radu 
obsahujúceho sínusový signál a aplikujeme naň DFT. Možno by sme naivne 
predpokladali, že výsledné spektrum bude obsahovať výrazný vrchol na príslušnej 
frekvencií, no namiesto toho získame „škaredé“ spektrum vyzerajúce ako na  
obrázku 4.0 .  
 
 




DFT totiž implicitne predpokladá, že spracovávaný signál bude periodický, tzn. že 
vybraný časový úsek dĺžky N sa bude do nekonečna cyklicky opakovať.  
V prípade, že frekvencia sínusového vstupu nie je celistvým násobkom frekvenčného 
rozlíšenia 𝑓𝑟𝑒𝑠 (nespadá pod určitú frekvenčnú zložku), tak vyššie spomínaný predpoklad 
je iracionálny, pretože DFT považuje k vôli cyklickému priebehu rozdiel medzi prvým 
a posledným elementom (𝑥𝑘 𝑎 𝑥𝑁−1 ) za diskontinuitu. Táto diskontinuita rozprestiera 
výkon po celom spektre. 
Riešením je vynásobenie časového radu s funkciou okna (window function) ešte pred 
aplikovaním DFT. 
Funkcia okna začína v nule, resp. blízko nuly, následne rastie až do jej maxima, ktoré sa 
nachádza v centre časového rádu s dĺžkou N, a nakoniec znovu klesá. Takýmto 
spôsobom môžeme potlačiť diskontinuitu. Preto bolo definovaných a pomenovaných 
niekoľko druhov okien (viz. Kapitola 4), ktoré sa líšia šírkou vrcholu vo frekvenčnej 
doméne, presnosťou amplitúdy a mierou poklesu „pretekania“ spektra do vedľajších 
frekvenčných zložiek[2]. 
 
Príklad 4.1 Základné vlastnosti okna Hanning  (Hanning window) 
Okno je s dĺžkou N je definované ako vektor reálnych čísel 𝑤𝑗 , 𝑗 = 0…𝑁 − 1. Používa 
sa tak, že sa pred aplikovaním DFT vynásobí s časovým rádom 𝑥′𝑗 = 𝑥𝑗 . 𝑤𝑗 a vznikne 
nový vektor ako vstup do DFT. 
Okno Hanning je definované takto: 
 
          𝑤𝑗 =
1
2
[1 − cos (
2𝜋𝑗
𝑁
)]                 𝑘𝑑𝑒 𝑗 = 0,1…𝑁 − 1                                         (4.7) 
 
Všetky okná, ktoré tu budú spomenuté, sú symetrické podľa vzťahu 
 
           𝑤𝑗 = 𝑤𝑁−𝑗                                                                                                                       (4.8) 
 
Toto platí iba pre párne dĺžky N , pri ktorých sa koeficienty 𝑤0 a 𝑤𝑁/2 vyskytujú iba raz, 
zatiaľ čo ostatné sa vyskytujú dvakrát. Preto stačí vypočítať a uložiť iba 𝑁/ 2 + 1 
koeficientov, teda 𝑤0 až 𝑤𝑁/2. Treba poznamenať, že vektor s N elementami  
𝑤𝑗 , 𝑗 = 0…𝑁 − 1 nie je až tak symetrický ako sa môže zdať na obrázku 4.1 , pretože 
𝑤0 ≠ 𝑤𝑁−1 (obrázok. 4.2) 
Ďalej definujeme dve sumy za účelom normalizácie, o ktorých budeme diskutovať neskôr 
v tejto práci. 




          𝑆2 = ∑𝑤𝑗






Pretože budeme sumy 𝑆1 a 𝑆2 používať v normalizácii nášho výsledného spektra, 
môžeme vynásobiť jednotlivé funkcie okná 𝑤𝑗 ľubovoľnou konštantou. 
 
 
Obrázok 4.1 okno Hanning v časovej doméne 
 
Obrázok 4.2 Znázornenie symetrie Hanning window s počtom elementov N=8. Okno sa 
opakuje trikrát za sebou.  
4.4 Okno vo frekvenčnej doméne 
Prenosová funkcia okna 𝑎(𝑓) vyjadruje odozvu okna na sínusový signál 
s offsetom  f frekvenčných zložiek. Môžeme ho vypočítať z hodnôt jednotlivých 












          𝑎𝑟(𝑓) = ∑𝑤𝑗 cos (𝑗
2𝜋𝑓
𝑁




          𝑎𝑖(𝑓) = ∑𝑤𝑗 sin (𝑗
2𝜋𝑓
𝑁




          𝑎(𝑓) =
√𝑎𝑟2 + 𝑎𝑖2
𝑆1
                                                                                                     (4.13) 
Prenosová funkcia okna Hanning je zobrazená na obrázku 4.3. Pre nás je podstatný 
najvyšší vrchol v centre frekvenčnej osi (central peak), no okrem neho na obrázku 
môžeme pozorovať aj vedľajšie vrcholy (sidelobes) s rovnakou šírkou, ktoré nie sú 
žiadúce. Jedným z cieľov pri designovaní okien je redukcia týchto vedľajších vrcholov. 
Ukázalo sa, že redukcia levelu vedľajších vrcholov zväčšuje šírku frekvenčného pásma,  
takže musíme nájsť nejaký kompromis, ktorý to potlačuje – tzv. normalizovaný 
ekvivalent frekvenčného pásma šumu okna (normalized equivalent noise bandwidth of 
the window - NENBW). 
 
Obrázok 4.3 prenosová funkcia okna Hanning vo frekvenčnej doméne 
 
Vyjadrenie NENBW vo frekvenčných zložkách [frequency bins]. 
          𝑁𝐸𝑁𝐵 = 𝑁
𝑆2
(𝑆1)2
           [𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑏𝑖𝑛𝑠]                                                      (4.14a) 
Efektívne frekvenčné pásmo šumu okna - ENBW je dané vzťahom: 






𝑓𝑠                                        (4.14b) 
Kde 𝑓𝑠 je vzorkovacia frekvencia a 𝑓𝑟𝑒𝑠 je šírka jednej frekvenčnej zložky (frequency bin). 
Pre okno Hanning sme vypočítali NENBW=1,5 frequency bins. Toto ekvivalentné pásmo 
šumu sa vyžaduje ak chceme výsledné spektrum vyjadriť spektrálnou hustotou. 
Dá sa tomu porozumieť tak, že ako vstup do nášho algoritmu budeme biely šum.  
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V závislosti od šírky okna vo frekvenčnej doméne, každá frekvenčná zložka (frequency 
bin) „zozbiera“ šum nie len z príslušnej frekvenčnej zložky, ale aj zo susediacich zložiek. 
Vydelením výsledku efektívnym frekvenčným pásmom šumu (ENBW) odstránime tento 
jav[2]. 
4.5 Priemerovanie a prekrývanie okien 
Ak vypočítame predpoklad spektra metódami popísanými vyššie, (vynásobením 
jedného segmentu časového radu vhodným oknom, následným vypočítaním DFT 
a nakoniec škálovaním výsledkov), pravdepodobne zistíme, že výsledok je trochu 
zašumený. Teória potvrdzuje toto praktické pozorovanie: Štandardná odchýlka 
predpokladu spektra v jednej frekvenčnej zložke je rovná odhadu samotného spektra. 
Napríklad, 100% ak je signál v tej príslušnej frekvenčnej zložke stochastický.  V tomto 
prípade nepomôže zväčšenie dĺžky N diskrétnej Fourierovej transformácie; tým by sme 
iba zredukovali šírku frekvenčnej zložky bez potlačenia jej odchýlky. 
Obvyklé riešenie spočíva vo výpočte priemeru M odhadov a následnou redukciou 
štandardnej odchýlky faktorom 1/√𝑀. Priemerovanie sa musí prevádzať s výkonovým 
spektrom (power spectrum) alebo so spektrálnou výkonovou hustotou (power spectrum 
density) a nie s ich odmocninami (lineárnym spektrom – LS, alebo lineárnou spektrálnou 
hustotou - LSD). Počas priemerovania musia ostať vlastnosti signálu stacionárne. Ak 
požadujeme výsledok v tvare odmocnín, tzn. LS alebo LSD, musíme ich vypočítať až po 
priemerovaní. V spojitosti s oknami je táto metóda priemerovania niekoľkých spektier 
známa pod názvom „Welchová metóda modifikácie periodogramu priemerovaním“ alebo 
„Welchov priemer prekrývajúcich sa segmentov“[2]. 
 
Ak jednoducho rozdelíme dlhý vektor dát na niekoľko neprekrývajúcich sa segmentov 
dĺžky N a na každý jeden segment aplikujeme DFT s funkciou okna dostaneme situáciu 
znázornenú na obrázku 4.3  
 
Obrázok 4.4 Vektor dát rozdelený na neprekrývajúce sa segmenty. Každý segment je 
vynásobený oknom. 




K vôli tomu, že vo väčšine prípadov je funkcia okna blízko svojich hraníc veľmi malá 
(skoro nulová), tak pri jej použití by sme ignorovali pomerne dlhý úsek dát. Toto si určite 
nemôžeme dovoliť v prípadoch, kedy sú experimenty na získanie nameraných dát 
finančne náročné a my sme nútení z daného vzorku vyťažiť maximum informácii. 
Tento problém sa dá zmierniť prekrývaním (overlapping) jednotlivých segmentov 
(obrázok 4.4). 
 
Obrázok 4.5 Vektor dát rozdelený na prekúvajúce sa segmenty. Každý segment je 
vynásobený oknom 
 
Ako moc by sa mali segmenty prekrývať je závislé na type aplikovaného okna a na 
predom stanovených požiadavkách. Pri oknách, ktoré sú v časovej doméne relatívne 
široké (Hanning window) sa väčšinou používa prekrytie 50%. Jednoducho, čím užšie sú 
okná v časovej doméne tým väčšie prekrývanie sa používa – až do 84%. 
Pri výbere vhodného prekrývania segmentov musíme zvážiť určitý kompromis medzi  
výslednou „plochosťou“ (flatness) vážených dát a náročnosťou výpočtu. Obrázok 4.5 
znázorňuje tri krivky, ktoré nám pomôžu určiť vhodné prekrývanie pre okno Hanning. 
 
Amplitúdová plochosť (amplidtude flatness - AF): Ak aplikujeme niekoľko 
prekrývajúcich sa okien na vektor nameraných dát, tak každý jeden element je 
vzorkovaný niekoľko krát s rôznou váhou. Jedna z možností merania celkovej váhy 
každého elementu je súčet všetkých hodnôt okien prislúchajúcich k danému elementu.  
Obrázok 4.6 znázorňuje aplikáciu okna Hanning s 33%  prekrývaním (čo nie je pre tento 
druh okna optimálne prekrytie, v tomto prípade je to zámer). Pokiaľ predpokladáme, že 
všetky dátové elementy majú rovnakú platnosť, potrebujeme aby vyššie spomínaný súčet 
ostal neustále konštantný pre všetky dátové elementy. Amplitúdová plochosť je pomer 
medzi minimálnou celkovou váhou, ktorá môže prislúchať hocijakému dátovému 
elementu a maximálnou celkovou váhou konkrétneho elementu. V príklade znázornenom 






prekrývajúcich sa okien (modrá) úplne plochá, ak prekrývanie dosiahne 50%. To 
znamená že krivka AF (amplitude flatness)  
na obrázku 4.5 dosiahne hodnotu 1,0. Pri väčšine okien nenájdeme krivku AF, ktorá pri 
určitom prekrytí dosiahne hodnotu 1,0 , no vždy sa k tejto hodnote so zväčšujúcim 
prekrytím aspoň blíži. 
 
Obrázok 4.6 Charakteristika prekrývania pre okno Hanning[2] 
 
Výkonová plochosť (Power Flatness - PF): Lineárne sčítanie hodnôt okien je vhodné pre 
sínusové signály, ale nekoherentné signály ako napríklad biely šum sa musia pridávať 
kvadraticky. Preto je definovaná výkonová plochosť (PF) podobné ako amplitúdová 




Obrázok 4.7 Amplitúdová plochosť (AF) okna Hanning s prekrytím 33% [2] 






























4.6 Škálovanie výsledkov  
Vrátime sa k problému normalizácie výsledku FFT. Predpokladajme ako vstup 
časový rad s prvkami 𝑥𝑗 dĺžky N. Po vynásobení tejto rady s funkciou okna je táto rada 
pripravená na aplikáciu FFT podľa vzťahu (4.3b). Budeme potrebovať súčet hodnôt 
okien 𝑆1 vypočítaný podľa vzťahu (4.9). Výsledok FFT bude vektor komplexných čísel 
𝑦𝑚 s dĺžkou 𝑁/2 + 1 čo sme uviedli v kapitole 4.1. Tento výsledok interpretujeme ako 
výkonové spektrum (Power Spectrum - PS) 
 




2 ;        𝑘𝑑𝑒  𝑚 = 0,1…𝑁/2                                     (4.15) 
 
Faktor 𝑆1 v tomto prípade hrá úlohu parametru N a berie do úvahy dĺžku DFT, zosilnenie 
funkcie okna a tak isto hocijakú konštantu ktorá bola použitá pri výpočte hodnôt okna 𝑤𝑗. 
Násobenie menovateľa číslom 2 sa používa z dôvodu, že sa na výpočet predpokladá 
použitie algoritmu FFT, ktorý nepočíta nadbytočnú časť výsledku s negatívnymi 
frekvenciami.  
Ak musí byť požadovaný výsledok v tvare lineárneho spektra (LS) alebo v tvare lineárnej 
spektrálnej hustoty (LSD), stačí vypočítať druhú odmocninu získaného výkonového 
spektra (PS) alebo výkonovej spektrálnej hustoty (PSD) [2]. 
          𝐿𝑆𝐷 = √𝑃𝑆𝐷                                                                                                                 (4.16) 
          𝐿𝑆 = √𝑃𝑆                                                                                                                       (4.17) 
4.7 Celkový postup pri výpočte predpokladu spektrálnej 
hustoty 
Tu si zhrnieme všetky poznatky spomenuté v predošlých kapitolách a z nich 
zostavíme akýsi postup pri určovaní predpokladu spektrálnej hustoty (PSD). Určite to nie 
je jediný alebo najpresnejší spôsob, ale patrí k jedným z najlepších pri porovnaní jeho 
jednoduchosti a presnosti. Niektoré kroky spomenuté nižšie môžu byť v závislosti na 
situácií vynechané alebo prehodené medzi sebou[2]. 
1. Vstupné dáta: Predpokladajme, že máme k dispozícií dlhý vektor dĺžky L 
s navzorkovaným signálom. Frekvenciu vzorkovania 𝑓𝑠 poznáme a je fixná 
(nemenná). 
2. Frekvenčné rozlíšenie a dĺžka DFT: Teraz vyberieme vhodné frekvenčné 
rozlíšenie 𝑓𝑟𝑒𝑠. Typická hodnota frekvenčného rozlíšenia sa pohybuje medzi 
hodnotami 𝑓𝑠/100 až 𝑓𝑠/100 000. Nájdeme vhodnú dĺžku N DFT podľa vzťahu  
𝑁 = 𝑓𝑠/𝑓𝑟𝑒𝑠 (vzťah 4.5) a zaokrúhlime N k mocnine čísla 2, ktorá sa vypočítanému 
parametru N približuje najviac.  
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(funkcia v MATLABE: nextpow2())[7]. Následne znovu prepočítame frekvenčné 
rozlíšenie podľa vzťahu 𝑓𝑟𝑒𝑠 = 𝑓𝑠/𝑁 s aktuálnym parametrom N. 
3. Funkcia okna: V tomto bode si môžeme vybrať a vypočítať funkciu okna. 
Najskôr sa musíme rozhodnúť či je použitie plochého okna (flat-top window) 
nevyhnutné. To by bolo v prípade ak chceme zistiť amplitúdu sínusového signálu 
z jeho spektra. Použitie plochého okná sa preferuje najmä k vôli jeho menšiemu 
frekvenčnému pásmu. Podľa všeobecného pravidla je najvhodnejšie vybrať okno 
s väčším potlačením vedľajších vrcholov (sidelobes) než je pomer signál-šum 
vstupného signálu. Ak pomer signál-šum vstupného signálu nie je známy je 
vhodné začať, napríklad, s použitím okna Hanning a z výsledného spektra potom 
určiť ako moc vyčnieva najvyšší vrchol zo šumu v spektre. Po získaní tejto 
informácie môžeme z tabuliek určiť vhodný typ aplikovaného okna. 
 
Ak poznáme parameter N , tak sme pripravení vypočítať hodnoty okna. Zároveň 
môžeme vypočítať faktory 𝑆1 a 𝑆2 podľa vzťahov (4.9), (4.10). Ak je požadované 
prekrývanie, vyberieme z tabuliek vhodnú hodnotu prekrývania korešpondujúcu 
s vybratým oknom. 
4. Segmentácia vektoru dát: V tomto kroku nájdeme čo najdlhší spojitý úsek dát 
(bez diskontinuít), ktorý rozdelíme na segmenty s dĺžkou N, ktoré sa budú 
v prípade potreby prekrývať.  
5. FFT (Rýchla Fourierová Transformácia): Vynásobíme každý segment  
s vypočítaným oknom (s dĺžkou N). Na tento súčin aplikujeme algoritmus FFT. 
Následne vypočítame druhú mocninu a výsledok spriemerujeme (separátne pre 
každú frekvenčnú zložku v spektre). 
6. Škálovanie výsledku: Po tom ako aplikujeme FFT na všetky segmenty 
vynásobené zvoleným oknom, nastáva čas na škálovanie výsledku pomocou 
vzťahu (4.15). Ak je potrebné znázorniť lineárne spektrum (LS) alebo lineárnu 
spektrálnu hustotu (LSD), výsledok jednoducho prevedieme do týchto tvarov 
pomocou vzťahov (4.16) alebo (4.17). 
 
Príklad 4.2 Zobrazenie frekvenčného spektra v programe Matlab. 
Frekvencia vzorkovania Fs býva väčšinou pri identifikácii fixná. V rámci simulácie si Fs 
nastavíme na 1000Hz. Ďalej zvolíme vhodnú dĺžku segmentov N, na ktoré vstupný signál 
rozdelíme. Čím väčšiu dĺžku segmentu N zvolíme, tým dosiahneme väčšieho 
frekvenčného rozlíšenia fres. (𝑓𝑟𝑒𝑠 = 𝑓𝑠/𝑁) výsledného spektra. Na druhej strane, v praxi 
bohužiaľ platí, že väčšinou máme k dispozícii iba konečný počet vzorkov analyzovaného 
signálu. Ak zvolíme N príliš vysoké, budeme mať k dispozícii iba nízky počet segmentov, 
na ktoré budeme vstupný signál deliť. 
Vygenerujeme vstupný signál s dĺžkou L=1 000 000 vzorkov, ktorého predpis je 
nasledovný: 
Fs=1000;    %frekvencia vzorkovania 
T=1/Fs;     %perióda vzorkovania 
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L=1000000;    %dĺžka vstupného signálu 
t=(0:L-1)*T;   %časový vektor 
N=2^nextpow2(15000);   %dĺžka segmentu 
 
Dĺžku segmentu N je vhodné voliť ako ľubovoľnú mocninu čísla 2, čo nám zaistí 
funkcia „nextpow2()“. 
Vstupný signál obsahuje 3 harmonické zložky s frekvenciami 𝑓1 = 20𝐻𝑧, 




Obrázok 4.8 Vstupný signál poškodený šumom s nulovou strednou hodnotou 
 
Ďalej vytvoríme funkciu „WindowingFcZp()“ , ktorá bude mať ako vstupné parametre 
náš vstupný signál, druh okna a hodnotu prekrývania segmentov. Takže jej predpis bude 
vyzerať takto: 
 
function [x_fft] = WindowingFcZp(signal,win,overlap) 
 
Funkcia najskôr spočíta všetky hodnoty S1 zvoleného okna podľa vzťahu (4.9): 
 
win=win';   %transponovanie vektoru hodnôt okna 
N=size(win,2);  %zistenie dĺžky N segmentu 
L=size(signal,2); %zistenie dĺžky L vstupného signálu 
S1=sum(win,2); 
 
Táto funkcia rozdelí celý vložený signál na prekrývajúce sa segmenty. Podľa 
zvoleného prekrývania a dĺžky N jedného segmentu zistí maximálny počet segmentov, 





   move=N;     %krok pri segmentácii 
   max=N*floor(L/N);   %začiatok posledného segmentu 
else 
   move=N-round((overlap)/100*N);           
   max=floor((L-N)/move)*move;                 
end 
 
Nadefinujeme si výstupný vektor x_fft z funkcie a pomocný vektor pom, ktoré 
budú mať dĺžku max+N, čo je dĺžka všetkých, za sebou umiestnených, prekrývajúcich 
sa segmentov. V pomocnom vektore pom bude počas výpočtu uložený jeden celý 
segment vstupného signálu s dĺžkou N doplnený nulami. 
 
x_fft=zeros(1,max+N); 
pom=zeros(1,max+N);   %pomocný vektor 
pocet=0; %inicializácia počtu 
 
Pretože neskôr každý jeden segment (doplnený nulami) budeme násobiť 
s vybranou funkciou okna tiež s dĺžkou N, musíme zaistiť aby vektor s hodnotami okna 
mal rovnakú dĺžku ako vektor pom – takže ho tiež doplníme nulami:  
 
z_pad=zeros(1,max);   %vektor núl s dĺžkou max 
win=[win z_pad];   %vektor N+max prvkov 
 
Teraz pristúpime k samotnému výpočtu spektra pomocou funkcie FFT. 
V nasledujúcom cykle najskôr do premennej pom vložíme prvý segment zo vstupného 
signálu s dĺžkou N a následne zvyšok vektoru pom doplníme nulami. (obrázok 4.9). 
Ďalej vybraný segment (vektor pom) vynásobíme oknom win (obrázok 4.10) 
a inkrementujeme ukazovateľ počtu spracovaných segmentov. 
Na takto upravený vektor pom aplikujeme funkciu Fast Fourier Transform (FFT). Ako 
výsledok dostaneme frekvenčné spektrum, ktoré normalizujeme faktorom S1 
vypočítaným vyššie. Výsledok sčítame s výstupným vektorom x_fft. 
Tento cyklus opakujeme s vypočítaným krokom move, ktorý závisí na zvolenom 
prekrývaní a zvolenej dĺžke segmentu N. 
 
for i=0:move:max 
pom=[signal(i+1:i+N) z_pad]; %výber segmentu 
pom=pom.*win;           %násobenie oknom            
pocet=pocet+1; %počet spracovaných 
%segmentov 
pom=abs(fft(pom))/S1;        %aplikácia FFT 
x_fft=x_fft+pom;                %súčet spektier segmentov 





Obrázok 4.9 Segment s dĺžkou N=16384 doplnený nulami (modrá). Okno Hanning 
N=16384 vzorkov doplnené nulami (červená). 
 
Obrázok 4.10 Segment vynásobený oknom Hanning. 
 
 
Súčet spektier všetkých segmentov uložený vo vektore x_fft ďalej vynásobíme číslom 2 





Doplnenie nulami (Zero-padded) 





Obrázok 4.11 Výsledné frekvenčné spektrum vstupného signálu. Zobrazuje prvých 100 
frekvenčných zložiek 
 
Spektrum na obrázku 4.11 je výsledkom aplikácie okna Hanning na prekrývajúce sa 
segmenty vstupného signálu. Každý segment mal dĺžku N=16384 vzorkov a Diskrétna 





Obrázok 4.12 Priblížená frekvenčná zložka 50Hz z príkladu 4.2 pre rôzne typy okien. 
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Obrázok 4.13 Rôzne druhy okien vo frekvenčnej doméne 





Okno Hanning je kvôli nízkemu pretekaniu spektra a malému frekvenčnému 
 pásmu považované za štandard vo viacerých komerčných spektrálnych analyzátoroch. 
Najmä v prípadoch, kde nie je potrebná špeciálna amplitúdová presnosť pre sínusové 
signály (napríklad: pri meraní šumu). 
Okno Hamming má úzke frekvenčné pásmo a používa sa v situácia kde sa nekladú 
veľké nároky na amplitúdovú presnosť a kde nevadí pomalé klesanie vedľajších vrcholov 
(sidelobes). 
Okno Blackman dominuje veľmi nízkym pretekaním spektra a primeranou 
chybou amplitúdy. Môže byť použité ako základné okno v aplikáciách s veľkým 
dynamickým rozsahom, pri ktorých nie je požadovaná presnosť amplitúdy sínusových 
signálov. 
Obrázok 4.15 Znázornenie meniacej sa šírky okna v závislosti od parametru N 
 
Zero padding 
V príklade 4.2 je zvlášť dôležité aplikovať zero-padding na každý jeden počítaný 
segment. Počet núl, ktorými je segment doplnení by mal byť v ideálnom prípade 
nekonečný, čo však nie je v praxi dosiahnuteľné.  Zároveň platí, že čím vyšší počet núl 
doplníme za daným segmentom, tým vyššia bude časová náročnosť výpočtu. V praxi je 
ideálne, keď počet núl dosiahne aspoň 10 násobok dĺžky jedného segmentu N. 
 
Prečo Zero-padding? 
Vieme že na každý jeden zo segmentov je aplikovaná diskrétna Fourierová 
transformácia (DFT), resp. FFT. DFT porovnáva analyzovaný segment so svojimi 
základnými harmonickými zložkami sínus a kosínus vyjadrené Eulerovým vzťahom 
exp (−𝑗2𝜋𝑚𝑘/𝑁) (vzťah 4.3b ). V každom kroku k sa uhlové frekvencie základných 
funkcii menia – násobia sa faktorom k. Tieto dve základné harmonické zložky s meniacou 
sa frekvenciou sú porovnávané s analyzovaným signálom 𝑥𝑘. V prípade keď dosiahnu 
frekvenciu približnú alebo zhodnú s frekvenciou harmonickej zložky v analyzovanom 
signáli, tak vzájomný súčin jednotlivých elementov dvoch zhodných (podobných) 
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harmonických zložiek je vysoké číslo. To sa prejaví vysokým špicom v danej frekvencií 
vo výslednom frekvenčnom spektre. 
Na to aby DFT mala možnosť porovnávať analyzovaný signál s väčším počtom 
základných harmonických signálov s rôznymi frekvenciami je potrebné segment doplniť 
nulami. Všeobecne platí, čím viac tým lepšie. 
V prípade, že nebudeme segmenty dopĺňať nulami, výsledné spektrum bude mať nízke 
rozlíšenie, čo môže viesť ku nepresnému zobrazeniu amplitúdy v spektre. 
(obrázok 4.15) 
Obrázok 4.16 Použitie DFT na segmenty, ktoré nie sú doplnené nulami. 
 
4.8 Návrh metódy identifikácie využitím spektrálnej analýzy 
Cieľom tejto kapitoly je s použitím spektrálnej metódy identifikácie vypočítať vnútorné 
parametre modelu zadaného pohonu. Celý návrh môže byť prevedený buď 
prostredníctvom interaktívneho prostredia MATLAB alebo jeho nadstavby, ktorou je 
grafické programovateľné prostredie SIMULNK. Z dôvodu lepšej prehľadnosti postupu 
budeme k tejto úlohe využívať  SIMULINK, ktorý neskôr využijeme k identifikácii na 
reálnom pohone. V tejto kapitole 4.8 a 4.9 budeme identifikovať jednoduchý lineárny 





𝑅 𝑝 + 1
                                                                                                        (4.18) 
 







Pomocou vstupného identifikačného signálu a nameraného výstupného signálu zo 
sústavy sme pomocou spektrálnej metódy schopní zistiť. resp. vypočítať vnútorné 
parametre tohto modelu – vnútorný odpor a indukčnosť. Tieto dva parametre získame 
z časovej konštanty, ktorú buď vpočítame alebo určíme graficky z frekvenčnej 
charakteristiky systému. Frekvenčnú charakteristiku získame z prenosovej funkcie, 
vypočítanej podelením rýchlej Fourierovej transformácie (FFT) výstupu a vstupu  
(vzťah 3.27). Ku spektrálnej identifikácií je najvhodnejšie ako vstup použiť signál s čo 
najbohatším frekvenčným spektrom. V tomto prípade je vhodným adeptom  
pseudonáhodná binárna sekvencia (PRBS), ktorej vlastnosti a parametre sú popísané 
v kapitole 2.2. Na počiatku identifikácie teda potrebujeme poznať vstupný signál, ktorým 
je v našom prípade PRBS s frekvenciou vzorkovania Fs=10kHz a výstupný nameraný 
signál, ktorých priebehy sú znázornené na obrázku 4.17.  
 
Obrázok 4.17 Vykrojená časť priebehu vstupného a výstupného signálu zo systému. 
 
Oba signály majú dĺžku 2 sekundy čo pri zvolenej vzorkovacej frekvencii odpovedá 
20 001 vzorkám. K výpočtu spektra použijeme simulačnú schému z prostredia 
SIMULINK (viď obrázok 4.18). Výpočet FFT bude prebiehať v dvoch paralelných 
vetvách. Vo vrchnej vetve budeme aplikovať FFT na vstupný signál PRBS a v spodnej 
vetve na nameraný výstupný signál. K dosiahnutiu vyššej presnosti vypočítaného spektra 
budeme aj v tejto kapitole využívať segmentáciu a funkciu okna (windowing). To 
znamená, že ešte pred tým ako na signál aplikujeme FFT, potrebujeme nejakým 
spôsobom rozdeliť oba signály na segmenty. Dĺžku jednotlivých segmentov je 















Vstupný identifikačný signál PRBS, Fs=10kHz



















najvhodnejšie zvoliť tak, aby vyhovovala vzťahu 𝑁 = 2𝑘 kde 𝑘 = 1,2,3, … .∞. Tiež platí, 
že zvolením nízkeho parametru N znížime frekvenčné rozlíšenie (vzťah 4.5) a naopak 
jeho zvýšením zredukujeme počet segmentov, na ktoré sa dá signál rozdeliť. Ako 
kompromis zvolíme N=2048 vzorkov. V SIMULINKU rozdelíme oba signály pomocou 
bloku BUFFER, v ktorom zvolíme želanú dĺžku segmentu N. Tiež je možné zvoliť 
prekrývanie jednotlivých segmentov zvolením buffer overlap. Z kapitoly 4.5 vieme, že 
na to aby sme dosiahli čo najlepšiu amplitúdovú plochosť (AF) je vhodné zvoliť 
prekrývanie 50%, čo v tomto prípade znamená 1024 vzorkov. Blok BUFFER v tomto 
prípade akumuluje jednotlivé vzorky signálu s frekvenciou Fs=10kHz. Akonáhle je počet 
naakumulovaných vzorkov rovný zvolenému N, všetky tieto vzorky sa pošlú na výstup 
v podobe vektoru (frame). Tieto vektory sa posielajú na výstup BUFFERU s frekvenciou  
𝑓𝑜 = 𝑁. 𝑇𝑠 ,kde 𝑇𝑠 je perióda vzorkovania. V prípade, že je zvolené prekrývanie 
jednotlivých segmentov (buffer overlap), tak frekvencia na výstupe BUFFERU  je 𝑓𝑜𝑢𝑡 =










Obrázok 4.18 Bloková schéma v prostredí Simulink určená k identifikácii 
 
V ďalšom kroku sú na jednotlivé segmenty implementované zvolené funkcie 
okien. V kapitoly 4.7 sme spomenuli, že v prípade ak nepoznáme pomer signál-šum 
daného signálu, je najlepšie zvoliť okno Hanning a až po analýze výsledného 
frekvenčného spektra je možné v prípade potreby tento typ okna zmeniť. Sériovým 
zapojením bloku WINDOW FUNCTION za BUFFER dosiahneme toho, že každý jeden 
vstupujúci vektor do tohto bloku bude vynásobený zvolenou funkciou okna. Týmto 
krokom sme jednotlivé segmenty pripravili na aplikáciou rýchlej Fourierovej 
transformácie (FFT), k čomu slúži samostatný blok s názvom FFT, sériovo pripojený za 
blok WINDOW FUNCTION. Tento blok prevedie FFT zvlášť na každý segment, čo 
znamená, že bude na výstupe generovať frekvenčné charakteristiky jednotlivých 
segmentov s frekvenciou 𝑓𝑜𝑢𝑡 = (𝑁 − 𝑂𝐿). 𝑇𝑠. 
V tomto bode postupu máme k dispozícii frekvenčné spektrum oboch 
analyzovaných signálov (Vstupného signálu PRBS a výstupného signálu zo systému). 
Z predchádzajúcich kapitol vieme, že spektrum vypočítané pomocou diskrétnej 
Fourierovej transformácie je vlastne vektor komplexných čísel. Podelením spektra 
vstupného a výstupného signálu teda dostaneme frekvenčnú charakteristiku systému vo 
forme vektoru komplexných čísel. Prevedením frekvenčnej charakteristiky na 
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amplitúdovú frekvenčnú charakteristiku sme schopní graficky určiť približnú  časovú 
konštantu a z nej vypočítať vnútorné parametre R a L. Prevod je možné uskutočniť 
pomocou bloku COMPLEX TO MAGNITUDE – ANGLE, ktorý vypočíta absolútnu 
hodnotu z vektoru komplexných čísel získaných pri výpočte frekvenčnej charakteristiky 
systému. Časová konštanta je teda prevrátená hodnota uhlovej frekvencie pri ktorej 
amplitúda signálu klesne o 3dB (obrázok 4.19). Grafické odčítanie parametrov je dosť 
nepresné a nespoľahlivé. Preto sa ďalej budeme zaoberať ich presnejším výpočtom. 
Získaný vektor komplexných čísel pri výpočte   frekvenčnej charakteristiky, rozdelíme 
na vektor reálnych zložiek a vektor imaginárnych zložiek. V prostredí SIMULINK na to 
použijeme dva paralelné subsystémy (SUBSYSTÉM-R a SUBSYSTÉM-L). Jeden na 


















Obrázok 4.19 Grafické určenie časovej konštanty z amplitúdovej frekvenčnej 
charakteristiky 
 
parametru L. Vzťahy na výpočet týchto parametrov získame matematickým vyjadrením, 
resp. osamostatnením imaginárnej a reálnej zložky z prenosovej funkcie zadaného 
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        𝑎          𝐼𝑚 =
−𝜔𝐿
(𝑅2 + 𝐿2𝜔2)
                                            (4.19) 
Vyjadrením reálnej a imaginárnej zložky dostávame sústavu dvoch rovníc o dvoch 




























= 𝜔 ≅ 2393𝑟𝑎𝑑−1 
=> 𝑇 = 417,88𝑠 => 
=> 𝐿 = 417.88𝜇𝐻 
=> 𝑅 = 1𝛺 
 
 
Pokles o 3dB 
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         𝑎             𝐿 =
−𝐼𝑚
𝜔(𝑅𝑒 + 𝐼𝑚)2
                           (4.20) 
dostávame vyjadrenie skúmaných parametrov L a R. Z výsledku vyplýva, že vnútorný 
odpor systému nie je závislý na frekvencii ω a naopak jeho vnútorná indukčnosť na 
frekvencii závislá je. Toto zistenie ovplyvní aj počet vstupov do SUBSYSTÉMU-L, 
v ktorom sa má vykonať výpočet parametru L. Budú do neho vstupovať dva vektory 
s frekvenciou 𝑓𝑜𝑢𝑡. Na jednom vstupe je vektor komplexných čísel získaný pri výpočte 
frekvenčnej charakteristiky, ktorý zároveň vstupuje aj do SUBSYSTÉMU-R. Na jeho 
druhom vstupe je vektor rastúcich uhlových frekvencii. Vo vnútri oboch subsystémov sa 
na začiatku komplexné čísla rozdeľujú na reálnu a imaginárnu zložku, ktoré sa používajú 
k vyjadreniu parametrov podľa vyššie získaných vzťahov 4.20. Ná výstupe týchto 
subsystémov dostávame 2D matice, ktorých stĺpce tvoria jednotlivé vektory vypočítaných 
parametrov R a L v závislosti na frekvencii ω. Všetky vektory sú vykreslené na obrázkoch 
4.20a a 4.21a. Počet stĺpcových vektorov vo výslednej matici je závislí od dĺžky 
vstupného signálu, zvoleného prekrývania segmentov a od zvolenej dĺžky jedného 
segmentu N. Behom simulačných procesov prevádzaných pri tvorbe tejto práce bol 
zostavený vzťah na získanie počtu prekrývajúcich sa segmentov, na ktoré je možné 
analyzovaný signál rozdeliť (viz. vzťah 4.21).  
𝑀𝑠𝑒𝑔 = 𝑓𝑙𝑜𝑜𝑟 (
𝐿 + 𝑁
𝑁 − 𝑂𝐿
+ 1) = 𝑓𝑙𝑜𝑜𝑟 (
20001 + 2048
2048 − 1024
+ 1) = 22            (4.21) 
kde OL je zvolené prekrývanie, L je dĺžka signálu, N je dĺžka segmentu a funkcia floor 
značí, že výsledok sa vždy zaokrúhľuje smerom dole k celému číslu. 
Pomocou blokov VARIABLE SELECTOR vyberieme úseky oboch matíc, v ktorých nie 
sú parametre R a L závislé na frekvencii, resp. úseky v ktorých sú R a L skoro konštantné. 
V tejto modelovej situácii vyhovuje podmienke prvých 65 vzorkov  
z vektorov R a prvých 80 vzorkov z vektorov L. Na výstupe z tohto bloku vzniká matica 
s eliminovanými časťami, ktoré nie sú vhodné pre výpočet. K dosiahnutiu čo 
najpresnejších výsledkov je dobré previesť aritmetický priemer všetkých stĺpcových 
vektorov v oboch maticiach. Aritmetický priemer pre oba parametre je vypočítaný 
blokom MEAN.  
Na obrázkoch 4.20b a 4.21b je vykreslený priemer všetkých simulovaných 
závislostí parametrov R a L na uhlovej frekvencii ω, ktorých počet je rovný vypočítanému 
𝑀𝑠𝑒𝑔. Z obrázku je zrejmé, že táto závislosť nie je úplne hladká a vo vybraných úsekoch 
(65 vzorkov pre R a 80 vzorkov pre L) obsahuje peaky (vrcholy), ktoré by skresľovali 

























Obrázok 4.20 a)Všetky získané závislosť parametru L na frekvencii. b)Priemer získaných 























Obrázok 4.21 a)Všetky získané závislosť parametru R na frekvencii. b)Priemer získaných 

























































































úsek 80 vzorkov pre výpočet L 




na posledné dva segmenty. Pretože sú posledné, tak ich časti vyčnievajú z analyzovaného 
signálu a tým pádom sú automaticky doplnené nulami. FFT sa preto počíta zo segmentov, 
ktorých časť je nulová čo spôsobuje spomínané peaky vo výslednej závislosti – napr. 
obrázok 4.21a žltý priebeh. Ak do výpočtu aritmetického priemeru získaných závislostí 
nezahrnieme posledné dva segmenty, resp. posledné dva stĺpcové vektory z oboch matíc, 
dostaneme hladkú závislosť jednotlivých parametrov na frekvencii (obrázok 4.20c 
a 4.21c). Výsledné parametre L=466,73μH a R=0,968Ω sú hodnoty, vypočítané 
spriemerovaním všetkých 80 resp. 65 vzorkov vybraných úsekov z frekvenčných 
závislostí. 
4.9 Presnosť spektrálnej metódy vzhľadom k voľbe okna, 
prekrytiu segmentov a vzorkovacej frekvencii  
 
Presnosť spektrálnej metódy budeme v tejto kapitole tiež vyhodnocovať 
prostredníctvom blokovej schémy v programe SIMULINK, ktorá slúži priamo na 
identifikačné účely (viz. kapitola 4.8). Túto analýzu môžeme rozdeliť do troch častí, 
v ktorých postupne zistíme aký dopad majú jednotlivé parametre na spektrálnu analýzu.  
V prvej časti budeme zisťovať vplyv zvoleného prekrývania segmentov na 
amplitúdovú frekvenčnú charakteristiku systému pri konštantnej dĺžke segmentu N=2048 
vzorkov a konštantnej perióde vzorkovania Fs=10kHz. Na obrázku 4.23 sú vykreslené 
priebehy amplitúdovej frekvenčnej charakteristiky pri použití okna Hanning (hore) 
a Triangular (dole). Pri oboch použitých oknách sa pri nastavovaní rôznych prekrývaní 
25%, 50% a 75% neprejavili žiadne zmeny – v oboch situáciách sa jednotlivé priebehy 
skoro dokonale prekrývajú. Z teoretického hľadiska, používanie prekrývania má 
potenciál prikladať väčšiu váhu resp. presnosť niektorým častiam analyzovaného signálu. 
Napríklad pri zvolenom prekrývaní segmentov 25% je FFT aplikovaná na jednu polovicu 
segmentu dvakrát a na druhú polovicu segmentu iba raz. To znamená že polovica hodnôt 
frekvenčných zložiek nebude dosahovať takej presnosti ako v druhej polovici. Tento 
problém je jednoducho vyriešený zvyšovaním hodnoty prekrývania na 1/2, 2/3, 3/4...atď., 
čím je dosiahnutá vyššia amplitúdová plochosť (AF). Na obrázku 4.23 sa zdá, že 
prekrývanie nemá na výpočet frekvenčných charakteristík veľký dopad (ich priebehy sa 
pre tri rôzne prekrývania úplne zhodujú). Je to spôsobené tým, že simulácie výpočtov sú 
navrhnuté v prostredí SIMULINK tak, aby sme ich neskôr mohli použiť na real-time 
testovanie spektrálnej analýzy na reálnom pohone. Teoretické poznatky by sa viditeľne 
prejavili v prípade, keby sa nám podarilo zvýšiť frekvenčné rozlíšenie analyzovaného 
signálu aplikovaním zero-paddingu na každý segment pri výpočte spektra (viz. kapitola. 
4.7). Toto však vo vyššie popísanej simulačnej schéme nie je možné, pretože blok 























Obrázok 4.22 Vplyv dĺžky segmentu N na výpočet amplitúdovej frekvenčnej 





















Obrázok 4.23 Vplyv prekrývania na výpočet amplitúdovej frekvenčnej charakteristiky 








































































































Ďalším faktorom, ktorý ovplyvňuje spektrálnu analýzu je voľba dĺžky segmentu 
N pri danom prekrývaní, napr. 50%. Parameter N má vplyv celkom na dve veci – časové  
rozlíšenie, čo je doba k nadobudnutiu jedného segmentu dynamického procesu a kvalita 
frekvenčných zložiek (koeficientov) v spektre (viď obrázok 4.22). Ak zvýšime dĺžku N  
segmentu, značne sa nám zredukuje počet okien rozložených cez analyzovaný signál 
a tým aj časový interval medzi nimi, čo vedie k nižšiemu časovému rozlíšeniu. 
Kvalita jednotlivých frekvenčných zložiek rastie s pribúdajúcou dĺžkou segmentu. 
Aplikovaním FFT na dlhší segment získame väčšie frekvenčné rozlíšenie 𝑓𝑟𝑒𝑠 = 𝐹𝑠/𝑁 
a užšie frekvenčne zložky čím dosiahneme toho, že každý koeficient lepšie 
„reprezentuje“ danú frekvenciu. Naopak kratšie segmenty vedú k rozšíreniu 
frekvenčných zložiek a tým pádom aj k vyhľadeniu spektra, čo môže spôsobiť spájanie 
významných peakov v spektre do jedného. Jedna z možností ako určiť správnu dĺžku 
segmentu je vypočítať 1/(dĺžka segmentu v sekundách) a ak dosiahneme výsledku  
napr. 20Hz a my chceme porovnávať frekvencie na 200Hz a 210Hz, tak by sme mali 
zvážiť predĺženie segmentu, pretože by mohlo dôjsť k splynutiu týchto dvoch zložiek. 
Ďalej sa budeme zaoberať vplyvom rôznych druhov okien pri výpočte spektra. 
Existujú dva primárne faktory, ktoré majú viditeľný dopad na výsledné spektrum.  
 Šírka hlavného peaku v spektre okna (main-lobe) – udáva v akej frekvenčnej 
zložke je polovičný výkon oproti  maximálnej odozve. 
 Útlm vedľajších peakov (side-lobes) v spektre okna – udáva schopnosť okna 
potlačiť vedľajšie peaky v spektre resp. ich „pretečenie“ do vedľajších 
spektrálnych zložiek. 
Ďalším, nie moc ovplyvňujúcim faktorom, je miera útlmu vedľajších peakov, čo udáva 
rýchlosť ich potlačenia. Na obrázku 4.25 je porovnanie vplyvu 3 základných okien pri 
výpočte spektra (Hamming, Rectangular, Blackman). Obdĺžnikové okno (Rectangular) 
má dostatočne úzky hlavný peak, no veľmi slabé potlačenie vedľajších peakov, ktoré 
siahajú až na hodnotu ~13dB (viď obrázok 4.24). Pri ostatných oknách je situácia opačná. 
Majú výrazne širšie hlavné peaky, 
ale na druhej strane omnoho lepšie 
potlačujú tie vedľajšie. To znamená, 
že pri výbere vhodného typu okna 
musíme zvoliť kompromis medzi 
dvoma vyššie spomínanými 
faktormi. Napríklad, v prípade, že 
potrebujeme separovať alebo 
identifikovať dva signály, ktoré 
majú navzájom blízke frekvencie 
a podobné výkony, je vhodné zvoliť 
obdĺžnikové okno, ktoré zaručí 
najlepšie rozlíšenie. Naopak, 
v prípade, že signály majú rôzne  
 


















































Obrázok 4.25 Vplyv 4 druhov funkcie okna na výsledné frekvenčné spektrum. 
 
zastúpenie frekvencii a rozdielne 
výkony, dochádza k pretekaniu 
energie z jedného signálu do druhého 
(spectral leakage) prostredníctvom 
vysokých vedľajších peakov. Z tohto 
dôvodu je rozumné zvoliť okno 
s hrubším hlavným peakom, čo nám 
umožní lepšie analyzovať ich výkony, 
bohužiaľ, s miernou stratou ich 
frekvenčných rozlíšení. Výsledok po 
použití okna Hamming a rectagular 
pri výpočte frekvenčnej 
charakteristiky systému (4.18) 
v prostredí SIMULINK je 
znázornený na obrázku 4.25. Je 
zrejmé, že tieto frekvenčné 
charakteristiky obsahujú nežiadúce 
peaky vo vyšších frekvenciách. Je to 
spôsobené tým, že krajné hodnoty obdĺžnikového okna a okna Hamming v časovej 
doméne neklesajú asymptoticky k nule. Pri ich aplikácii na jednotlivé segmenty 
vstupného signálu PRBS môže dôjsť k situácii znázornenej na obrázku 4.26. 



































































Obrázok 4.26 Vynásobenie jedného segmentu 
signálu PRBS s oknom Hamming, pri Fs=10kHz 
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tzn. veľká odchýlka medzi prvou a poslednou hodnotou v segmente. Následné prevedenie 
FFT potom spôsobí, že sa vo výslednom spektre objavia nežiadúce peaky. Je to dôsledok 
toho, že diskrétna Fourierová transformácia predpokladá, že analyzovaný signál je 
periodický, čo v tomto prípade splnené nie je (viz. kapitola 4.7).  
Ďalší faktor, ktorý by mohol mať vplyv na výpočet amplitúdového spektra je 
frekvencia vzorkovania 𝐹𝑠. Na obrázku 4.27 sú vypočítané spektra z jednotlivých 
segmentov. Použiteľné sú len tie segmenty, ktoré majú hladký priebeh frekvenčnej 
charakteristiky. Pri ich výpočte na modeli pohonu sme znovu použili pripravenú blokovú 
schému k identifikácii v prostredí SIMULINK (viď obrázok 4.18). Tieto spektrá sú 


























Obrázok 4.27 Frekvenčné charakteristiky systému vykreslené za sebou do jedného 
vektoru, kde Fs dosahuje 2-28 kHz. 
 
Je to najlepší spôsob ako zistiť, či má frekvencia vzorkovania naozaj vplyv na výsledné 
spektrum a ak áno, akým spôsobom ovplyvňuje jednotlivé segmenty. Pri identifikácii 
bolo použité okno Hamming s dĺžkou N=4096 vzorkov. Okno Hamming bolo zvolené 






































































































































































preto, lebo sa vo vyššie prevedených simuláciách preukázalo, že počas identifikácie 
v prostredí SIMULINK majú na toto okno vplyv viaceré testované faktory.   
Na obrázku 4.27 je ukážka zvyšovania vzorkovacej frekvencie 𝐹𝑠 od 2kHz do 28kHz. 
S rastúcou vzorkovacou frekvenciou sa postupne menia aj hodnoty segmentov, na ktoré 
je FFT aplikovaná. Pri dosiahnutí určitej frekvencie (napr. na obrázku 4.26 sú to 4kHz, 
8kHz, 14kHz alebo 26kHz) sa hodnoty jednotlivých segmentov zmenia natoľko, že na 
niektorých  krajoch diskontinuity zaniknú a naopak na iných vzniknú nové. To vedie 
k tomu, že po dosiahnutí napr. Fs=14kHz je potrebné do výpočtu ich aritmetického 
priemeru znovu vybrať iba charakteristiky s hladkým priebehom.  
4.10 REAL-TIME identifikácia na reálnom pohone 
V tejto kapitole sa zoznámime so spektrálnou metódou identifikácie prevádzanej 
v reálnom čase na reálnom motore. Práve z tohto dôvodu sme v kapitole 4.8 prevádzali 
všetky výpočty a simulácie (frekvenčné charakteristiky a výpočet parametrov R a L 
systému) v blokovom prostredí SIMULINK. K tomu aby sme mohli identifikovať 
v reálnom čase potrebujeme platformu, cez ktorú je možné reálny pohon ovládať. 
K vyhotoveniu tejto práce bola použitá platforma dSPACE, ktorá zaisťuje Real-Time 
Interfece (RTI) medzi identifikovaným zariadením a simulačným prostredím 
SIMULINK. (viď obrázok 4.28) Použitím jednotlivých blokov z RTI knižnice  
(v prostredí SIMULINK) zabezpečíme prepojenie medzi hardwarom platformy dSPACE 


















Obrázok 4.28 a)Platforma dSPACE s hardwarovou doskou. b)Reálny pohon – motor 






Model je skompilovaný, stiahnutý a spustený automaticky na REAL-TIME hardwari bez 
toho, aby sme museli napísať jeden riadok kódu. 
Samotné meranie teda prebieha v dvoch blokoch. V riadiacom bloku 
a v identifikačnom bloku (viď príloha č. 5 a č.6). V identifikačnom bloku sa schéma 
takmer zhoduje s popisovanou schémou v kapitole 4.8 (obrázok 4.18). Jediný rozdiel je 
v tom, že pred BUFFERY sú pridané bloky RATE TRANSITION, ktoré sú nevyhnutné 
pokiaľ chceme zaručiť bezpečný transfer dát medzi riadiacim a identifikačným blokom 
pracujúcich s rôznymi vzorkovacími periódami. Riadiaci blok je rozdelený na 4 časti:  
1. Meranie výstupného trojfázového prúdu na výstupe motoru 
2. Zarovnanie statoru do počiatočnej fáze prebieha v subsystéme Position 
Correction, do ktorého vstupuje aktuálna pozícia statoru a nebežná hrana signálu 
enabled, ktorý zarovnanie povoľuje. 
3. Prepočítavanie výstupného trojfázového prúdu do roviny α/β s parametrom φ 
a následný prepočet do roviny d/q. 
4. Riadenie napäťového vstupu do motoru. 
Identifikácia systému je prevádzaná postupne pre: 
1. d zložku v uzavretej slučke (príloha č.1) 
2. d zložku v otvorenej slučke (príloha č.2) 
3. q zložku v uzavretej slučke (príloha č.3) 
4. q zložku v otvorenej slučke (príloha č.4) 
Všetky dosiahnuté výsledky sú znázornené graficky sú v prílohách č.1 – 4. V riadiacom 
bloku je možné prepínať medzi q a d zložkou prepínačom SW a prepínanie medzi 
otvorenou a uzavretou slučkou je zabezpečené prepínačom cl/ol (viz.príloha č.5). Vo 
vyššie uvedených prílohách sú vykreslené priebehy vypočítaných parametrov systému R 
a L. Všetky merania boli prevádzané pre rôzne hodnoty jednosmernej zložky 
(PRBS_BIAS=+1V; +1,5V; 
+1,7V; +2V; +2,5V; +4V). 
Ďalej je pri každom druhu 
identifikácie vykreslený výrez 
priebehu vstupného napätia 
a k nemu odpovedajúci 
výstupný prúd pre hodnotu 
PRBS_BIAS=1,7V. Počas 
identifikácie sú oba signály 
delené na segmenty so šírkou 
N=2048 vzorkov, na ktoré je 
implementované všeobecné 
okno Hanning. V grafoch je ku 
každému priebehu vypočítaná 
stredná hodnota (MEAN) 
a smerodajná odchýlka 
(standard deviation-STD).  











































Pri identifikácii v q zložke v uzavretej slučke je vidieť zvyšujúci akčný zásah regulátoru 
ako reakciu na protinapätie generované roztáčaním motoru. Akonáhle akčný zásah 
dosiahne saturácie nastavenej na 20V nie je možné ďalšie zvyšovanie otáčok a výstupný 
prúd prestáva reagovať na vstupný identifikačný signál PRBS. Toto vedie k vypočítaniu 
nezmyselných hodnôt vnútorných parametrov R a L (viz obrázok 4.29).  
 
Spôsob identifikácie: 
Aritmetický priemer vypočítaných 
parametrov s rôznymi hodnoty PRBS_BIAS 
R[Ω] L[H] 
d zložka v uzavretej slučke 0,3314 0,00018553 
d zložka v otvorenej slučke 0,3407 0,00019871 
q zložka v uzavretej slučke 0,4160 0,00028998 
q zložka v otvorenej slučke 0,3461 0,00020634 
 
Tabuľka 4.1 Aritmetický priemer vypočítaných parametrov R a L s rôznymi hodnotami 
PRBS_BIAS. 
 
Kolísanie vypočítaných hodnôt parametrov R a L je najzreteľnejšie pri 
identifikácii v q zložke v uzavretej slučke, na čo majú vplyv dve veci. Prvou z nich je 
spomínaná saturácia riadiaceho napätia. Tento jav je možné eliminovať pridaním bloku 
SATURATION do identifikačnej schémy a nastaviť jeho parametre tak, aby boli všetky 
nezmyselné hodnoty „orezané“ ešte pred tým ako sa dostanú na výstup z identifikačného 
bloku. Druhým, podstatnejším vplyvom je nelinearita motoru, ktorá sa prejavuje až po 
jeho roztočení. Znamená to, že pri identifikácii v q zložke v uzavretej slučke časť 
identifikačného signálu preteká aj do d zložky. Naopak, ak identifikujeme v d zložke 
k tomuto javu nedochádza, pretože sa motor netočí a v prípade, že identifikujeme v q 
zložke v otvorenej slučke k tomuto javu nedochádza z dôvodu, že stator je počas 
merania zafixovaný. 
V tabuľke 4.1 sú ku každému spôsobu identifikácie uvedené aritmetické priemery 
počítaných parametrov R a L pre rôzne hodnoty jednosmernej zložky (PRBS_BIAS). Na 
základe tejto tabuľky môžeme deklarovať, že identifikácia systému pomocou spektrálnej 
analýzy dosahuje chválitebných výsledkov, čo len odôvodňuje jej čím ďalej tým 










          Hlavným cieľom tejto bakalárskej práce bolo zoznámiť sa so spektrálnou metódou, 
ktorú je možné v praxi využiť k identifikácii reálnych pohonov. Na úvod sme teoreticky 
rozobrali problematiku samotnej identifikácie. Vysvetlili sme čo vlastne samotný pojem 
„identifikácia systémov“ znamená, na aké časti sa delí a pomocou diagramu sme zobrazili 
postup pri procese identifikácie. V ďalšej časti práce sme sa oboznámili so štandardným 
rozdelením identifikačných metód podľa rôznych aspektov, ako je napríklad typ 
vstupného identifikačného signálu alebo spôsob merania a vyhodnotenia dát. Delenie 
jednotlivých aspektov sme podrobnejšie popísali v ďalšej podkapitole. Dôkladnejšie sme 
sa venovali aspektu týkajúceho sa vstupných signálov. Teoreticky a matematicky sme 
popísali ich rôzne druhy, ktoré sa v praxi vyskytujú najčastejšie a uviedli sme podmienky, 
ktoré musí každý vstupný signál spĺňať na to, aby sme ho mohli aplikovať pri identifikácii 
systému. Obsiahlu teoretickú časť sme venovali pseudonáhodnej binárnej postupnosti 
s maximálnou dĺžkou (PRBS), ktorú sme okrem iného doplnili praktickým výpočtom 
v prostredí MATLAB. (zostrojili sme generátor PRBS). 
          Tretiu kapitolu sme venovali teoretickému spracovaniu neparametrických metód 
a uviedli sme dve základné metódy, ktorých teoretický a matematický rozbor je pre túto 
bakalársku prácu nevyhnutný. 
          Posledná kapitola je najobsiahlejšia a venuje sa hlavnému cieľu tejto bakalárskej 
práce - výpočtu odhadu spektrálnej hustoty a praktickému využitiu spektrálnej metódy 
identifikácie k získaniu vnútorných parametrov systému. 
Na úvod tejto kapitoly sme sa stručne zoznámili  s použitím funkcie okna a vysvetlili 
akú hrá úlohu pri odhade vzájomného spektra dvoch signálov. Aspoň na získanie 
prehľadu sme si na začiatok matematicky popísali niekoľko druhov okien. Jednu 
podkapitolu som si dovolil venovať Diskrétnej Fourierovej transformáci (DFT), ktorej 
pochopenie je nevyhnutnou súčasťou porozumenia celému procesu pri odhade spektra 
a spektrálnej hustoty. Ďalej sme sa zaoberali správnou voľbou parametru N (dĺžka 
segmentu) a voľbou frekvenčného rozlíšenia tak, aby sme dosiahli čo najvyššiu presnosť 
výsledkov. Podrobnejšie sme vysvetlili pojem „windowing“, uviedli sme niekoľko 
základných druhov okien v časovej a frekvenčnej doméne a opísali sme ich dôležité 
vlastnosti, akými sú napríklad amplitúdová plochosť a ich vzájomné prekrývanie. 
  V nasledujúcej podkapitole sme v šiestich bodoch prehľadne zhrnuli doporučený 
postup pri odhade frekvenčného spektra a spektrálnej hustoty. K automatizovanému 
výpočtu spektra s týmito špecifickými úpravami sme zostrojili funkciu 
WindowingFcZp(), kde sme ako vstupné parametre zadávali analyzovaný signál, 
aplikované okno so zvolenou dĺžkou N a hodnotu prekrývania jednotlivých segmentov. 
Priebehy jednotlivých krokov pri výpočte spektra sme odôvodnili a znázornili graficky.  
Podkapitola 4.8 sa zaoberá popisom zostavenej blokovej schémy v prostredí 
SIMULINK, využitej k identifikácii na modeli pohonu a zároveň sme v nej uviedli 
jednotlivé výpočty pri získavaní vnútorných parametrov identifikovaného modelu. 
V ďalšej podkapitole sú rozobrané všetky vplyvy, ktoré rôznorodo pôsobia na 
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simulovaný proces identifikácie. Na záver tejto práce sme v podkapitole 4.10 
implementovali všetky poznatky nadobudnuté v priebehu identifikácie na modeli 
pohonu k zostaveniu REAL-TIME systému na identifikáciu reálneho pohonu. 
Vzhľadom k dosiahnutým výsledkom uvedených v tejto podkapitole môžeme prehlásiť, 
že spektrálna metóda právoplatne patrí medzi spoľahlivé a rýchle metódy 
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Príloha č.1       Výsledky identifikácie v d zložke v uzavretej slučke 
Príloha č.2       Výsledky identifikácie v d zložke v otvorenej slučke 
Príloha č.3       Výsledky identifikácie v q zložke v uzavretej slučke 
Príloha č.4       Výsledky identifikácie v q zložke v otvorenej slučke 
Príloha č.5       Schéma riadiaceho bloku pre identifikáciu v uzavretej / otvorenej slučke                                            
                          pre d/q zložku 

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Príloha č.6 Schéma zapojenie riadiaceho bloku (fialový) a identifikačného bloku 
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