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We investigate here. for a positive integer 4. sirn.:l+g- L rlire~~s approxlmat!on of i: 
first 4 derivatives of a function by the derivatives of its Lagrange inicrpzlanc. at% 
ther, :ye augment this procedure by Hermite interpoiatior. at :he endpoints of the 
:nterx:al. obtaining a great improvement in the quaiiiy of 
is 
Zpp;OxitW?t!cr;. in oat: 
cases. we estimate the quality of simultaneous approximation in terns of the no- 
of an associated Lagrange interpolation, and the estimates are tk;s \asd for any 
sequence of interpolations bv polynomia!s of successiveiy higher degree. Ti-.is COT;- 
3uni.catior. continues work begun by K. Ba!izs and gene;aiizes a recent work of 
?&sneer Yousif Elnour. who treats simultaneous approximation with sodes at r:?e 
zeroes of the Tchebpcheff polynomials. Our etrorts to obtaix results which are inde- 
pendent of the choice of nodes have also led to some interestir;g consequences oi 
a thesiem of Gopengauz on simulianeous approsima:ion. c !5% .hxkmic Press, ICC 
PREFACE 
With few exceptions, existing iesdts on simultaneous approximation 3: 
a function and its derivatives by interpolaCon depend or. a system of nodes 
generated by some particular method, such as placement at the zeroes 
of a sequence of orthogonal polynomials. While such procedures can giv:: 
good results. they are verv inflexible, revealing little abont what happens 
XI other systems of nodes. We investigare here, for a positive integer 9: 
simcitsneous approximation of the first q derivatives of .a Smcticr- ‘by 
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the derivatives of its Lagrange interpolant, and then we augment this 
procedure using Hermite interpolation at the endpoints of the interval, 
obtaining a great improvement in the quality of approximation. In both 
cases, we estimate the quality of simultaneous approximation in terms of 
the norm of an associated Lagrange interpolation, and the estimates are 
thus valid for any sequence of interpolations by polynomials of successively 
higher degree. 
We mention four recent contributions to our topic. This communication 
first of all continues work of generalization begun in K. Balazs [ 11. Second 
Y. E. Muneer [7] has recently treated simultaneous approximation with 
nodes at the zeroes of the Tchebycheff polynomials. His analysis of the 
augmented interpolation especially is quite serious and has challenged us to 
undertake its generalization. Our efforts to obtain results which are inde- 
pendent of the choice of nodes have also led to some interesting consequen- 
ces of a theorem of Gopengauz [4] on simultaneous approximation. 
The third recent contributor is J. Szabados [9], who has created a 
system of nodes with some good convergence properties for simultaneous 
Lagrange interpolation. His interesting construction has been a great 
impetus for additional work on problems relating to simultaneous 
approximation. Most recently, P. Runck and P. Vtrtesi [S] have dis- 
covered a class of nodes with good convergence properties. We will further 
describe these results at an appropriate point in our exposition. 
INTRODUCTION 
For Lagrange interpolation on the interval [ - 1, 11, we will assume that 
nodes x1, . . . . x,, are given satisfying - 1 < x, < . . . < x, < 1. When such a set 
of nodes is chosen by some prearranged scheme for each n, n = 1,2, . . . . we 
use the term system of nodes. The fundamental polynomials of degree n - 1 
are I,, . . . . I,, satisfying li(xi) = 6, (Kronecker delta). A standard construc- 
tion for the polynomials lj is to define 
wn(x)=(x--xl j(x-x2)-..(,~--~,) (1) 
and for i= 1, . . . . n to set 
l,(x)= WIZ(X) [(x-xi) w:,(xi)]-l. (2) 
Lagrange interpolation is then defined by 
LJ(zc) = i ftxi) zi(x), (3) 
i=, 
,for .f in C[ - 1: 11. It is easily seen that 
the usuai sup norm of C[ - 1, 11 being used on the right, We aiso define. 
for k a non-negative integer, 
Lyf(.Y)= i f(x;) ijyq, ;L: % :: 
where (k) signifies the kth derivative. We record the use% observation 
Quality of simultaneous approximation by any L,, of the form (3) must 
satisfy the following theorem, in which the value of /IL;! :I depen& ei 
COUlX, on the nodes xi, . . . . x,;. We note that a system of nodes defines a 
sequence of interpolation operators L,: and vice .versa. For a function g 
which is continuous on [ - 1: 11, the notation. o(g; !l) denotes :he ~~~f&~u~ 
c>f cont&?zuif~. of g and is described by 
We are now ready to state two theorems, which taken together w3 
describe the convergence properties of an arbitrary sequence of successive 
Lagrange interpolations. The first theorem appears in BaiLzs [ 11. 
To this result, one may add the following: 
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THEOREM 1. Let q be a.fiued positice integer, f in P[ - 1, 11, and (L,, } 
a sequence of Lagrange interpolation operators, each respecticelj: into the 
space of polynomials sf degree n - 1 or less. Then for i = 0, . . . . q we hate 
If”‘(X) - Lj:“f(X)l = O(n2’-‘“) co(f(‘y l:‘fI) I’L,, 1) 
whence LF’f concerges U~ll~OtWll~ to p on [ - 1: l] if 
?I- 7i-2~/0(fc~): l+ j II& 11 -+ 0. 
This estimate is in particular valid at x = 1 and at x = - 1. 
Remarks. 1. The best possible choices of the nodes ?cr, . ..) x,, for 
Lagrange interpolation lead to IIL, jl = O(log n) (see Brutman [2] or 
Vertesi [ ll] for some good estimates) as do other, near-optimal choices, 
such as the zeroes of the Tchebycheff polynomial T,z(~) = cos(n arc cos x), 
and thus Muneer [7, Theorem 1.11 follows immediately, inserting log n in 
place of IIL,, Ii. We remark that, more generally, if a system of nodes is con- 
structed by taking for each n the zeroes of the orthogonal polynomial of 
degree n associated with a weight function CQ(X) 3 nz > 0, then II L, 11 = O(n) 
(Griinwald and Turin [S]). If o(x) = (1 -x)’ (1 + x)p, for Y: /I > - 1, the 
orthogonal polynomials thus generated are the classical Jacobi polyno- 
mials, and one obtains on the associated system of nodes IlL, 11 = O(log n) 
if 7 = max(q /I) < - $, and 11 L, 1’ = O(n’ + 1’2) if ;! =max(q p) > 4 (Szego 
[ 10, p. 3381). 
2. The result of Szabados [9] is that, on a set of nodes specially 
constructed, it is possible to obtain 
I/f(“)- L!$fll = O( 1) o(f’q); l/I?) log II as n-+x,. 
3. The result of Runck and Vertesi [S] improves our Theorem 1 
considerably for certain classes of specially chosen nodes, for which they 
have demonstrated 
Jlp- L;:“fl! = 0(n’-4) o@‘; l/+2) log n for i = 0, . . . . q. 
A DISCUSSION OF THE LAGRANGE-HERMITE INTERPOLATIOY 
We may continue our investigation of simultaneous interpolation by 
considering Hermite interpolation at the endpoints - 1 and I, in addition 
to usual Lagrange interpolation in the interior of the interval. Specifically, 
we may let x,, . . . . x, be nodes such that - 1 <x, < . . . < x, < 1, and we set 
x0= - 1 and x,+r = 1. We will assume that f is in C9[ - 1, 11 for some 
fixed integer q > 0. The derivatives f”‘, . . . . (r i ’ are then interpolated z 
the points i and - : 1 where 2r=q f q rs,!,- 
. 
) i 1 c, and 2r=g-i-: ifq is odd. 
An interpolation operator H,, is then constructed which approxamares ..f 
with a polynomial H,,,f of degree at most m, where nz = )F - 1 -k 27. SpeciG- 
c&r ,: 
,--I r-i 
HJ"(x)= c f'"~(.xo)ro~k(x)+ 1 f%Y,,I) i.,t;,k(.Yi 
k=O k=O 
+ i f(.~-ii(l-.~,')-'!'i-x 1 !j(xj, 2;r I (6: \ c: ; 
j= I 
in which the ij are the fundamental polynomials defined in (2): and: icr 
p. - _. . . . . .Y - 1, t5e polynomials I’~.~ and I’;, _ ,,k are respectively defined b? 17 - 0 
~ai~(.~I:!=Y”CI,k(X;)=O for j= 1: . ..) n a& ::: = 0, ,.,, 7 - 1 
r&( -r,=i$;:!.k(l)=6k; for i. k= 0, .~._ r - ! 
r;;(!‘!=!$y,(- l)=O for i=O. . . ..r-.i:- 1, i:=G, ,... P- 1. (7) 
An explicit formuia for the polynomials po,k and Y,!- !.k may be given x the 
fO”crX 
in which Wfi (x) is given in (l), and the coefficients may be computed 
explicitly from the conditions listed in (7). However, these explicit formulas 
will not be needed here. 
For the mixed Lagrange-Hermite interpolation just described, out 
results wiil be stated in Theorem 2, where a form of :kghM interpolation 
will also assume a position of importance. For li) . . . . i,! as aiready defined 
itie will let 
and we note that 
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The range of L,* is the space of weighted polynomials of degree II - 1 or 
less, with weight (1 - x2)i’*. The method of proof used in Kilgore [6] suf- 
fices to show that this is a Bernstein-ErdGs optimal interpolation space. 
We will show here (Corollary) that jL,* /I = O(log n) on the nodes situated 
at the zeroes of the Tchebycheff polynomials. 
THEOREM 2. For q a fixed posititle integer, let f be in C4[ - 1, 11. Let 
{H,,, ] be any sequence of modified Lagrange-Hermite interpolation 
operators as described, (L, } the associated sequence of Lagrange interpola- 
tion operators, and {L,T } the associated sequence of weighted interpolation 
operators. Then, for all x in [ - 1: l] and for i = 0, . . . . q: 
(a) Forqecenandm=n-l+q, 
1 f(‘)(x) - H(“f(x)J = O(n’-4 nz ) co(f(@; l/n) IL,J. 
Untform comergence of Hz’j’ to f’” occurs for i = 0, ..,, q provided that 
n iP9~(f(4); l/n) llL,II 40. 
(b) For q oddandm=n+q, 
If(‘)(x)- H!A’f(x)l = O(ni”-“) o(fcq’; lln) llL,/I. 
Uniform concergence of HE)f to .fci) occurs for i = 0, . . . . q provided that 
n’+‘-” o(f’9’; l/n) IlL, 11 -+ 0. 
(c) For q odd and m = n + q, a sharper result than (b) is 
If”‘(x)-HE’f(x)i =O(n’-9)~(f(Y); l/n)(liL,I’+ IIL,TI/). 
Uniform concergence of H!,!,‘f to f’” occurs for i= 0, . ..~ q provided that 
U(f’“‘; lln)(llLnII + !IL,Til)+O. 
For estimating the error in simultaneous approximation by Lagrange 
interpolation, an apparent discrepancy exists between Theorem 1 (global 
result) and Szabados [9] (particular result). Here, in contrast, the par- 
ticular result is that of Muneer [7, Theorem 1.21: which we list below as 
a corollary of Theorem 2. In addition there are many other choices of 
systems of nodes which give IlL,, (I = O(log n) besides the ones used by 
Muneer (cf. Remark l), and none which gives an essentially slower rate of 
growth. Our theorem is more flexible in its potential for application, but 
Muneer gives rates of convergence which apparently cannot be improved. 
COROLLARY [7, Theorem 2.11 If the nodes of interpolation for L,, in 
Theorem 2 are based at the zeroes of the Tchebycheff polynomial 
T,,(x) = cos(n arc cos x), then II L, !I = O(log n) and IIL,* /I = O(log n), and 
these calues may be used in Theorem 2. 
EXISTING RESULTS 
Our proofs will be based on the Markov-Bernstein inequality and on a 
theorem of Gopengauz [4] which states the existence of certain poiyno- 
mials of approximation with rather useful properties. We iist these results. 
BERNSTEIN INEQUALITY. (a) Let T?, be a irigocometric ;Jolynomiai of 
degree .rr or less. Then !I T:, jl 6 rz I! T,, Ii. 
(b:; For p, a polynomial of degree 12 or less, and for any x in 
( - I, I), g;‘(x)1 = O(1) n’(l -x2)p2 I;p;!“. 
THEOREM OF GOPENGAUZ. Let q be G jxed zon-negatice kteger. end /et f’ 
be in Cq[ - 2, 11. Then, for euery m > 4q + 5, Sere exists a po$xom!=l G,,: 
of degree at f?zosi m such that, for i = 0, !, . ..) q andGt-or u if?1 r - !: 11. i 
i i’li!! .( ) 8.: I. _ Gi)(?c)j = O(1) mi-q (1 -.y2)!q-i; 2 s(f:qi; i,intj. 
SOME COSSEQUEWIES OF THE MARKOV-BERNSTEIY ISEQ';P,LITES 
The Markov and Bernstein inequalities in conmnction imply the follow- 
ing simple and useful inequalities, of which [7, Lemma 3.11 is a pa&u&r 
case for k = 2r, for successive derivatives of a polynomial with multiple 
zeroes at t and - 1. We list this result as Lemma I. 
LEMMA 1. Consider for fixed non-negatice 7 G poljxomia’ oj- de ;p~rm 
(1 -*y2y g b,(.-c), nvhere g, is a polynomic! of degree 3 or lea. Tken. “,fO P 
k = 0, .,,. 2r clnd H’ith O(1) depending onI:: on I’. and,for Ix < i1 
IC(1-?12)'gn(x)]'"!l=O(!)nkilg,:ii. ( 152 '4 I 
Boo;‘: We first write the derivative on the left in expanded form 
where (t j is the binomial coefficient. For convemence, we will write 
ir(l-~~j']'"~~i)g~!(x)( =Ai(x). 
Since k < 2 r, and I’ is fixed, it will be sufficient to show for each i in the 
sum that Ai(xj = O(nkj /I g, (I. To see this, we consider three possi’oihties: 
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(a) I’ -k + i < 0. This implies that id k;2, and the Markov inequality 
implies that Ai( O(n”) IIg,J, which is sufficient because 2ib k. 
(b) r-k + i 2 i/2. In this case, it can be said by use of the Bernstein 
inequality that 
A;(x)~Cil(l-x’)i”g(:“(x)l =O(n’) )Ig,)l, 
which suffices because i 6 k. 
(c) 0 < r-k + i< i;2. One begins by noting that, in this case, 
i/2 < k - I’, whence 2 i < k. Therefore 
using the Bernstein inequality. Now, using the Markov inequality, 
122rp2k+2i llgj?‘-2r+2k-2i) I =0(1)(,21-2k+2i+I?-4r+4k-4i) Ijg,‘l 
= O(l)(n2’k-“) IIg,,I: = o(nk) :Ig,J, 
this last following because k < 2r, and our proof is completed. 
Remark OIZ Lemma 1. It is immediate from (10) that, under the same 
hypotheses, one has for k = 1, . ..) 2r - 1 and for 1x1 < 1 that 
I[(1 -x2)‘g,,(x)](k)l =O(l)nk-’ II(l-x’jg1,(xj-2rxg,,(x)l/. (11) 
One simply differentiates once and then applies (10). 
Also based on the Bernstein inequality is the following result. 
LEMMA 2. Assume that g, is (1 polynomial of degree n - 1 or less on 
[ - 1: 11. Then for 1x1 < 1 
I(1 -X2)gil(X)l d ilg,II +nl’(l --W2gn(x)II. (12) 
ProojY We write, using the substitution x = cos 6, the expression 
(1 - ~~)‘:~g~(x) in trigonometric form: and invoke (a) of the Bernstein 
inequality, obtaining 
and, using the triangle inequality and back-substitution, we obtain 
ll(1 -x’)g;,(x)ll - II%b)ll <4(1 --~2)1~zgn(x) I, 
From this our result follows. 
A REMARK OS THE GOPE~~-AL~ THEOREM 
The foiiowing difference inequalities are an immediate consequence o;1 
the theorem of Gopengauz and will be used in proving Theorem 2, where, 
when q is odd, one encounters i= I. For i= 0, thQ - 
been used by Muneer and Szabados. 
..c ,stimate has pr&oz~sij; 
i f(x) - G,,(x) !! 
// (! -x2)(y+i) 2j = me”) o&f-‘“:; 1’31;. 
P!-00,f Assume that s is such as to cause the indicated norm to be 
attained. Our conclusion certainly holds if x is ‘between the vaiues of7 for 
example, - I 3 -I, ’ and 2-l 2. There is also no problem if :C is at 1 3r -1: 
in view of the fact that f”:(x) = G!:)(x) for x= 1 or x = - 1 ana i = ’ 0, ...i 
Q - 1: as an immediate consequence of the theorem of Gopengauz. Assume, 
rherefore, without loss of generality, that 2 ~~ ’ ’ < x < 1. Then repeated use 
of Cauchy’s lemma (used in the standard proof of i’Hospitai‘s ruie: 
demonstrates the existence of F satisfying x < ;* < i. such that 
PROOF OF THEOREM i. 
For E 2 4n + $4 a fixed integer, let G, be the poiynomiai of approximz- 
tion to f guaranteed by the theorem of Gopengauz, observing that, by 
the properties of L,, as a linear projection operator. Lj:’ G;! = Gi” and 
iz).f- LY’G, = L.t!(f - G, ) for i = 0, . . . . 4 are algebraic identities. Thus, 
for i=c ) ..~. 2 and for arbitrary I in [ - 1, iI+ we have 
Analysing separately the two quantities on the right, we note, using the 
theorem of Gopengauz and the Markov inequality, that the second of the 
two sat&&es 
240 BAL.hZSAhDKILGORE 
= O(l)(izC~) o(f’$ l$z)(n2’) iI i Ilj(X)l !; 
i .j=l 
= qn2i-4 ) 4f (4). 3 l/n) I! L, :I, 
in the estimation of which the inequality (5) has played an implicit part. By 
dilution of the theorem of Gopengauz, we have as well 
If”‘(x) - G”‘(x)1 = O(H’-~ II ) o(f’4’; l,in) :I L,, !I, 
and part (a) of Theorem 1 is completed; the statement concerning 
convergence clearly follows as well. 
PROOF OF THEOREM 2 
We may begin in a fashion similar to that used in the proof of 
Theorem 1. Let G, be the Gopengauz polynomial of degree at most 112, 
where, recall, m = n - 1+ q if q is even and, nz = II + q if 4 is odd. We then 
employ the triangle inequality, obtaining 
If”‘(x) - H;‘f(x)I 6 If”‘(x) - G;‘(x)1 + IH;‘(f- G,)(x)(. (14) 
Since the first term on the right clearly satisfies the conclusions of our 
theorem, we will confine our attentions to the second. Writing that term 
explicitly, we have 
where r = 4/2 if q is even, and r = (q + 1)/2 if q is odd. We have, after 
regrouping in the expression on the right, 
And now we may make the estimate 
IH%f-G,)(x)1 d (/“;;I($“)/ . )/ $ l[(1-.X2)‘lj(X)]ii’l 1/. (17) 
J 1 
If q is even, the right side of this inequality is 
(18) 
This compkes the proof of Theorem 2, part (a). 
ff 4 is odd, then tke right side of ( 15) is 
Now we may use the difference-quotient estimate ( 13 ) (5~ i = i j and the 
Markov-Bernstein inequality in the form ( 11 j on the respsctix aom- 
gamtts of this expression, following with (j), and we ohfain 
[(-j(it -~Qi 1 j a(f’d; &hj] . pLl(n’)I$, j! ] = O(,r: f+ I-- L’j r~&j-!; li’g) f’L,i:. 
This conciudes the proof of ‘Theorem 2, part (b f~ 
For Theorem 2: part (cj, we should return to {r!?), where we o&air;, hp 
means of ( I i ) 2nd (5 ), 
Now, analysjng the first of the sums on the rig? OF (20). we have: using 
112): (13): and (5), 
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By a similar argument, also using (13), the second of the sums on the right 
of (20) is dominated by 
This concludes the proof of Theorem 2, part (c). 
Proof of the Corollary. The norm IlL, :I is well known to satisfy 
O(log n) on the system of nodes generated by the Tchebycheff polynomials 
for n = 1: 2: . . . by T,,(s): = cos(n arc cos x). It is necessary only to show 
that the same asymptotic estimate is valid for IIL,T )I. For convenience, we 
begin by reviewing some of the basic, well-known facts which can be stated 
about the Tchebycheff polynomials and about this weighted interpolation. 
First of all, it is advantageous in this case to number the nodes for each n 
in reverse order, beginning at the right of the interval [ - 1, l] instead of 
the left, and then we have the explicit formulation that for j = 1, . ..? n 
Ti=cos 2j-L IT. 
( > 2n 
We then note that the function IV,, of (1) takes on the form T,(x): and 
thus for each n and for j = 1,2, . . . . n 
I r;, (Xi)/ = nl( 1 - xj )1.2. 
The functions I,, . . . . I,, are defined for each n as in (2), and the following 
estimate is also known (Fejer [3]) to hold independently of n, 
f  ( I , ( x ) )2  G  2, 
j- 1 
from which we may conclude in particular, setting x0: = 1 and X, +~, : = - 1 
for convenience in what follows, that for any x in [ - 1: 11, for any rz, and 
for any j= 1, . ..? n - 1, Ifi( + llj+ i (.x)/ = 0( 1). A last observation is that, 
if x is any fixed number in ( - 1, 11, there is for each II an integer k (which 
depends on n) such that x lies in [xk+ i, xk ] (we will assume for the sake 
of unicity that if x is an endpoint of such an interval, it will be the 
point xk). For this k, the following estimates follow from fundamental 
trigonometric identities: 
Ixk-xj! -(c2) Ik-jl . Ik+j- II for j<k 
Ixk-xjI -(n-2) 1 j-k- 11 -1 j+kl for j>k+l. 
We now show that, for any fixed but arbitrary x ir: [ - I. !; 1: 
To this end, we note that the expression is zero if x = ! or x = - 1: and SC 
we may assume that x lies in the o&ve!z interval. Moreover, we note tha: ths 
expression is an even function of x. and so we may assume with no ioss of 
general&v that x lies in ( - 1; 01. in which case WC clearly have 
lim sup n/k = 2. 
We now combine all of the preceding remarks in :.he following estimates: 
In turn. we may now state that 
=0(l) i &(logn). 
,=: j 
This concludes the proof of the Coroliary to Theorem 2. 
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