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A B S T R A C T
We present a comparison between the peculiar velocity fields measured from a recently
completed I-band Tully–Fisher survey of field spirals (SFI) and that derived from the IRAS
1.2-Jy redshift survey galaxy distribution. The analysis is based on the expansion of these data
in redshift space using smooth orthonormal functions, and is performed using low- and high-
resolution expansions, with an effective smoothing scale which increases almost linearly with
redshift. The effective smoothing scales at 3000 km s¹1 are 1500 and 1000 km s¹1 for the low-
and high-resolution filters. The agreement between the high- and low-resolution SFI velocity
maps is excellent. The general features in the filtered SFI and IRAS velocity fields agree
remarkably well within 6000 km s¹1. This good agreement between the fields allows us to
determine the parameter b ¼ Q0:6=b, where Q is the cosmological density parameter, and b is
the linear biasing factor. From a likelihood analysis on the SFI and IRAS modes we find that
b ¼ 0:6 6 0:1, independently of the resolution of the modal expansion. For this value of b, the
residual fields for the two filters show no systematic variations within 6000 km s¹1. Most
remarkable is the lack of any coherent, redshift-dependent dipole flow in the residual field.
Key words: cosmology: observations – dark matter – large-scale structure of Universe.
1 I N T RO D U C T I O N
Measurements of the peculiar motions of galaxies in the nearby
Universe represent one of the most powerful tools currently avail-
able to probe mass fluctuations on large scales (&100 h¹1 Mpc).
Furthermore, in conjunction with redshift surveys, the relationship
between the distribution of luminous and dark matter can be
investigated. Peculiar motions also offer an alternative estimate of
the cosmological density parameter Q on intermediate scales,
complementing other dynamical measures on smaller scales
(Fisher et al. 1994; Carlberg et al. 1996), and global determinations
such as the magnitude–redshift diagram of SN Ia (e.g. Perlmutter et
al. 1997) and statistics of gravitational lenses (Kochanek 1996).
Estimates of Q from peculiar motions can be derived either by using
general assumptions about the initial fluctuations (e.g. Nusser &
Dekel 1993) that are independent of the galaxy distribution, or by
combining the peculiar velocity data with redshift surveys (e.g.
Dekel et al. 1993; Davis, Nusser & Willick 1996, hereafter DNW).
The latter case requires an assumption about the biasing relation
between the galaxy and the dark matter distribution, which is
usually taken to be linear, and leads to an estimate of the parameter
b ¼ Q0:6=b, where b is the biasing factor.
Work on this subject has led to some puzzling results, primarily
because most earlier work was based on relatively sparse and
inhomogeneous set of galaxies with measured peculiar velocities.
Recently, the observational situation has improved dramatically
with the completion of large Tully–Fisher (TF) redshift–distance
surveys in both hemispheres. The most notable are the Mathewson,
Ford & Buchhorn (1992, hereafter MFB92) and Mathewson and
Ford (1996) surveys in the southern hemisphere, and the I-band TF
distance survey of spiral galaxies in the field (SFI survey; Haynes
et al., in preparation) and in clusters (SCI survey; Giovanelli et al.
1997a). These TF surveys have been used to construct two largely
independent all-sky redshift–distance catalogues: the Mark III
catalogue, which is a compilation of all available field and cluster
data (e.g. Willick et al. 1997a) and the ‘SFI catalogue’ which
combines field galaxies from the SFI survey with a pruned version
of the MFB92 data, appropriately converted to the SFI magnitude
and width scale (e.g. Giovanelli et al. 1997a; Haynes et al., in
preparation). Details on the SFI sample selection and the final SFI
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catalogue of peculiar velocities will be presented elsewhere (e.g.
Haynes et al., in preparation; Wegner et al., in preparation).
The SFI catalogue has recently been used by da Costa et al.(1996)
to reconstruct the mass density and three-dimensional velocity
fields. Significant differences were found relative to earlier recon-
structions. In particular, for the first time, the measured velocity
field showed a bifurcation with some galaxies flowing towards the
Great Attractor (GA) and others moving towards the Perseus-Pisces
complex (PP), a feature seen in the IRAS velocity field. In that paper
it was conjectured that the better agreement between the gross
features of the flows was likely to have an impact on the accuracy
with which the parameter b could be determined, since it relies on a
good match between the observed and predicted velocity fields.
The main goals of the present paper are (1) to investigate more
quantitatively the agreement between the measured radial peculiar
velocities and the IRAS predicted gravity field, (2) to use the
velocity–velocity comparison to determine the parameter b, and
(3) to compare the results with those obtained from a similar
analysis of the Mark III catalogue.
The current analysis uses the method of orthogonal mode-
expansion (ITF method) developed by Nusser & Davis (1995,
hereafter ND95). The main advantages of this method are that it
uses the inverse TF relation which, as shown by Schechter (1980),
reduces the effects of Malmquist bias, requires no binning of the
data, and provides a smooth map of the velocity field. The method is
ideal for comparing different data sets and provides a useful way of
displaying the velocity field. Furthermore, since it has recently been
applied to the Mark III catalogue by DNW, we can indirectly
compare these two catalogues. Understanding the differences
between these catalogues is important, for this may make it possible
to combine all the currently available samples.
In Section 2 we review the basics of the ITF method and describe
our choice of basis function. In Section 3 we apply the method to the
SFI catalogue and present low- and high-resolution maps for the SFI
radial velocity field and compare them to the predicted IRAS gravity
field for different assumed values of b. The likelihood method used
to derive b is discussed in Section 3. A brief summary of our
conclusions is presented in Section 4.
2 M E T H O D
In linear theory, the velocity field is related to gravity by the
parameter b ¼ Q0:6=b. Our aim is to estimate the underlying peculiar
velocity field from the SFI data, and to compare it with the velocity
field predicted from the gravity field computed from the IRAS
galaxy redshift distribution.
In order to derive a smooth velocity field from the SFI data, we
use the method developed by ND95, based on the inverse TF (ITF)
relation. We assume that the rotational velocity parameter
h ¼ logðWÞ ¹ 2:5 (where W is the linewidth corrected for inclina-
tion) is related to its absolute magnitude M by means of a linear ITF
relation
h ¼ gM þ ho; ð1Þ
where g and h0 are, respectively, the slope and the zero-point of the
relation.
The method is designed to describe the underlying velocity field
by a set of smooth functions. Following ND95, we write Mi ¼
M0i þ Pi, where M0i ¼ mi ¹ 5 logðsiÞ ¹ 15 and Pi ¼ 5 ¹
logð1 ¹ ui=siÞ; here mi is the apparent magnitude of the galaxy,
si ¼ czi is its redshift in km s
¹1, and ui its radial peculiar velocity.
The method assumes that the function P can be expanded in a set of
smooth functions, i.e.,
Pi ¼
X
ajFji ; ð2Þ
where the functions Fji are orthonormal in the space of the data
points, i.e. ,
P
i F
j
iF
j0
i ¼ d
jj0
K , where dK is the Kronecker delta.
The coefficients aj and the ITF parameters, g and h0, are then
found simultaneously by minimizing
x2 ¼
X ½h0 þ gðM0i þPj ajFji Þ ¹ hiÿ2
j2h
; ð3Þ
where jh is the rms scatter of the inverse relation.
We choose the zeroth mode to describe a Hubble flow in the space
of the data set, i.e., F0i ¼ 1=

Ng
p
where Ng is the number of galaxies
in the sample. Therefore the mode a0 fixes the zero-point of the ITF
relation. Here we arbitrarily set a0 ¼ 0 in the following analysis. In
the comparison between the IRAS and SFI fields, we subsequently
remove such a Hubble flow from the IRAS velocity field. Because of
the uniformity of the SFI sample, this correction is negligible.
Following DNW, we construct the higher order functions Fj from
spherical harmonics Yml for the angular wave functions (Fisher et al.
1995), and derivatives of spherical Bessel functions, jl½yðsÞÿ for
the radial basis functions. Note that we use a new variable yðsÞ
instead of the redshift coordinate s in the argument of these Bessel
functions. This transformation is designed to make the Bessel
functions oscillate non-uniformly with depth in order to match
the spatial distribution of the TF data. The advantages of this
transformation are that (1) it helps to make the signal-to-noise
ratio of the model velocity field independent of redshift, and (2) it
reduces the number of parameters necessary to fit the underlying
velocity field in terms of the velocity model (DNW). For the reasons
given in DNW, we formulate our model to describe the velocity field
with respect to the motion of the Local Group (LG). The velocity
model can be written in the form
Pðs; v;fÞ ¼
Xnmax
n¼0
Xlmax
l¼0
Xm¼l
m¼¹l
anlm
s
j0l knyðsÞ
 
¹ cl1
 	
Ylm v;fð Þ: ð4Þ
The constant cl1 is non-zero only for the dipole term, and is intro-
duced to ensure that P ¼ 0 at the origin, since we work in the LG
frame. ND95 give details of the derivation of the orthonormal
functions Fji . For the SFI data, we find that the transformation
y ¼
s
1000
1 þ
s
1000
 2 ¹1=2
ð5Þ
yields a slightly better fit than y ¼ s. For instance, for an assumed
value of jh ¼ 0:0656 (see discussion below), when the flow of 1114
SFI galaxies within 6000 km s¹1was fitted with 40 modes, the x2
was reduced from 1292 to 1074 with the transformation (5), and to
1092 with y ¼ s. Given the difference in the redshift distributions of
galaxies in the SFI and Mark III samples, it is not surprising that our
choice of y is different from that used by DNW for the Mark III
sample. We emphasize that the form of yðsÞ is not unique, but the
results are insensitive to the specific form chosen for y, because the
SFI and IRAS fields are ultimately expanded in the same functional
basis.
3 A N A LY S I S O F T H E S F I A N D I R A S
V E L O C I T Y F I E L D S
We apply the above method to the 1114 galaxies within a redshift of
6000 km s¹1extracted from the SFI catalogue used by da Costa et al.
(1996). The SFI survey corresponds to about 70 per cent of the
sample and covers the northern hemisphere and part of the southern
426 L. N. da Costa et al.
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hemisphere, extending to d , ¹258. In the southern hemisphere the
sample is complemented by galaxies from the MFB92 data set.
We will present results for low- and high-resolution smoothing,
which we label LR and HR respectively. The LR smoothing
corresponds to lmax ¼ 3; nmax ¼ 3 which requires 40 modes, while
the HR smoothing is obtained from expanding the peculiar velocity
fields with 74 modes corresponding to lmax ¼ 4; nmax ¼ 4. In Fig. 1,
we show the variation of the radial resolution as a function of the
redshift for the two filters.
The inverse TF parameters we obtain after the modal expansion
are (g; h0 ¼ ¹0:117;¹2:47) and (g; h0 ¼ ¹0:118;¹2:47) for the
LR and HR filters respectively. For jh ¼ 0:0656 (corresponding
to jm , 0:46) the x
2 of the ITF regression of observed versus
predicted linewidths drops from 1292 to 1074 and 1050 for LR and
HR respectively. In the following analysis, we work with a value of
jh ¼ 0:0656. This value, larger than that obtained from the SCI
cluster sample (jm , 0:38; Giovanelli et al. 1997b), yields a
reduced x2 equal to unity for the LR filter and very close to unity
for the HR filter. Although the rms values are different, the slopes of
ITF relations for the SFI and SCI differ only by 4 per cent. In our
analysis we do not take into account any possible dependence of the
scatter on the absolute magnitudes. In fact, after fitting our velocity
model to the SFI data, we did not find any evidence for magnitude
dependent h scatter. We point out, however, that the scatter is not
strictly Gaussian.
In order to inspect the performance of the modal expansion in
more detail, in Fig. 2 we plot the correlation functions of the
residuals, Dhi ¼ hi ¹ gM0i ¹ h0, before and after the modal expan-
sion. For both the LR and HR smoothing, the amplitude of the
correlation functions is consistent with zero even on separations
smaller than the resolution limit. This plot demonstrates that our
procedure successfully extracted the signal from the TF data.
Given an assumed value for b, we apply the method of Nusser &
Davis (1994) to generate maps of velocity fields from the distribu-
tion of the IRAS galaxies in space. This method generates velocity
fields non-iteratively in redshift space. As input to this method, a
density field is provided by smoothing the IRAS galaxy distribution
with a Gaussian window of width equal to half the mean particle
separation at a given redshift. Because of our choice of the zero-
point for the ITF relation, we subtract from the IRAS velocity fields
any Hubble-flow-like component at the position of the SFI galaxies.
The IRAS fields are then expanded in the same orthogonal set of
Peculiar velocities and the IRAS 1.2-Jy gravity field 427
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Figure 1. The radial resolution scale of the filters HR and LR as a function of
redshift. At any redshift, the smoothing of the filters roughly corresponds to
a sharp cut-off of ks ¼ 2p=Rs in k-space.
Figure 2. The autocorrelation function of the h residuals of the SFI galaxies
versus redshift space separation. The dashed curve is before the ITF fitting,
while the solid and dotted are after the ITF fitting with the LR and HR
respectively.
Figure 3. The sky projection in galactic coordinates as seen in the LG frame
of the low-resolution ITF velocity field for the SFI galaxies. In Figs 3–8,
open circles indicate infall, and crosses outflow. The size of the symbols
scales with the velocity amplitude.
Downloaded from https://academic.oup.com/mnras/article-abstract/299/2/425/1019234
by Dartmouth College Library user
on 26 April 2018
basis functions as employed for the SFI velocities. The IRAS and
SFI velocities are guaranteed to have the same resolution, because
the original smoothing of the IRAS density field is small compared
to the resolution of the modal expansion.
3.1 Smooth velocity maps
The resulting LR and HR fits to the measured SFI velocity field are
shown in Figs 3 and 4, in redshift shells 2000 km s¹1thick. The
infall to Virgo (l ¼ 2848; b ¼ 748) dominates the nearby SFI flow.
Other features like Ursa Major and Fornax are poorly sampled by
the SFI. In the middle panel, the field exhibits a dipole pattern
corresponding to the reflex motion of the LG with infalling galaxies
in the Hydra-Centaurus direction and an outward flow in the
Perseus-Pisces direction, as seen in the LG rest frame, which is
even stronger in the most distant shell. Comparison of Figs 3 and 4
show that, despite some small-amplitude variations, the LR and
HR fits are remarkably similar over the entire volume. The good
agreement between the two fits is a consequence of the uniform
sampling of SFI data. Our ability to fit a higher resolution function
also indicates that the solution is stable and insensitive to the
smoothing scale.
For comparison, we show in Fig. 5 the LR IRAS field recon-
structed with b ¼ 1. Comparing Figs 3 and 5, one immediately sees
that although the amplitude of the IRAS field with b ¼ 1 clearly
does not match that of the SFI field, the general pattern of the
velocity fields is remarkably similar, with excellent agreement in
the locations of outflows and inflows. This result builds confidence
in the possibility of determining an accurate value of b from the
velocity–velocity comparison using the observed SFI and predicted
428 L. N. da Costa et al.
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Figure 4. The high-resolution ITF velocity field for the SFI galaxies using
the same sky projection as Fig. 3.
Figure 5. The low-resolution velocity field for the IRAS galaxies for b ¼ 1.
Figure 6. The low-resolution velocity field for the IRAS galaxies for b ¼ 0:6.
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IRAS fields. To illustrate this, Fig. 6 shows the IRAS flow with
b ¼ 0:6, which clearly yields a much better match to the amplitude
of the SFI flow than that obtained with b ¼ 1. The quality of the
match can be evaluated in Figs 7 and 8, plotting the residuals from
the comparison of the SFI and IRAS fields, with b ¼ 0:6 for the LR
and HR fits respectively. The overall agreement is remarkable, with
only a few nearby galaxies giving large residuals. Most encouraging
is the absence of large regions of coherent residuals and the absence
of systematic residuals such as the dipole residual seen in previous
analysis at intermediate and distant redshift shells (DNW). More-
over, the amplitude of the residuals is close to that obtained by
DNW in the analysis of mock catalogues.
3.2 Determination of b
The filtered SFI and IRAS velocity fields are fully described by the
modal expansion coefficients, ajtf and a
j
IRAS¼ . Since the number
of these coefficients is significantly smaller than the number of
galaxies, it is more efficient to estimate b by comparing the modes
rather than the velocities of galaxies. Following DNW, we define
our best estimate for b as the value which renders a minimum in the
pseudo-x2,
x˜2ðbÞ ¼
X
j;j0
a
j
tf ¹ a
j
irasðbÞ
 
T þ MðbÞ½ ÿ¹1 aj
0
tf ¹ a
j0
irasðbÞ
h i
; ð6Þ
where T; < dajtfda
j0
tf > and M; < da
j
irasda
j0
iras > are the the error
covariance matrices of the coefficients ajtf and a
j
iras respectively.
The ITF error matrix T is easy to evaluate, thanks to the ortho-
normality condition. This matrix is diagonal and is given by
Tjj
0
¼
jh
g
 2
dKjj0 : ð7Þ
The IRAS error covariance matrix is more cumbersome to
compute. It should incorporate three sources of errors in the IRAS
velocity field: (i) the peculiar velocities are generated using galaxy
redshifts relative to LG frame, and any error in the LG motion
creates a dipole discrepancy between the SFI and IRAS velocities;
(ii) the IRAS density field is estimated from a discrete distribution of
galaxies and therefore suffers from Poisson error which propagates
into the velocity field; and (iii) small-scale coherent (as in triple-
valued zones) non-linear velocities are not included in the IRAS
recovered velocities and can be important in the error budget. Note
that, in contrast to DNW, we have not included uncertainties due to
small-scale incoherent (local velocity dispersion) velocities. That is
justified because the SFI modes suffer from a similar error, which
roughly equals the error in the IRAS modes. Moreover, since our
estimated value for jh includes scatter due to incoherent velocities
of galaxies in the SFI sample, a somewhat lower value for jh than
estimated above should be used in evaluating x˜2. Below we will
estimate b for various values of jh.
We can express the IRAS velocity covariance as the sum of these
errors:
< DuiDuj >¼ CLGði; jÞ þ CSNði; jÞ þ CNLði; jÞ; ð8Þ
where the terms CLG, CSN and CNL depend on b and describe
uncertainties due to LG motion, shot-noise and non-linearities,
respectively. The modes covariance matrix, M, is then computed by
projecting the elements of the IRAS velocity covariance matrix
< DuiDuj > into the space of the base functions F
j, as described in
DNW (equation 21). In contrast to DNW, we argue here that the
term, CLG, describing the effect of an error in the LG motion,
depends on b for the following reason. Both the SFI and the IRAS
Peculiar velocities and the IRAS 1.2-Jy gravity field 429
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Figure 7. The sky projection of the residuals uSFI ¹ uIRAS for b ¼ 0:6, for
low-resolution fits.
Figure 8. The sky projection of the residuals uSFI ¹ uIRAS for b ¼ 0:6, for the
high-resolution fits.
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fields suffer from errors resulting from the LG motion. Since only
the difference ajtf ¹ a
j
iras enters in x˜
2 in equation (6), we must take
into account any cancellation of the LG error in this difference. In
the SFI velocities, this error amounts to a dipole term (filtered by the
modal expansion). The effect on the IRAS velocities is slightly more
complicated. An error in the LG motion generates an artificial
dipole component in the distribution of the IRAS galaxies in redshift
space that consequently leads to a b-dependent velocity dipole in
the recovered IRAS velocity field. According to Nusser & Davis
(1994) a dipole distribution generates a velocity dipole which,
approximately, scales like b=ð1 þ bÞ. That implies that the residual
error between the SFI and the IRAS field scales like 1=ð1 þ bÞ.
Therefore we write
CLG ¼
j2LG
1 þ bð Þ2
cosðvijÞ; ð9Þ
where vij is the angle between the lines of sight to the points i and j,
and we set jLG ¼ 150 km s
¹1 (see DNW).
We compute the Poisson error covariance matrix CSN by gen-
erating 18 bootstrap realizations of the observed 1.2-Jy IRAS galaxy
distribution by replacing each observed galaxy with a number of
points drawn from a Poisson distribution with mean of unity. Then
we compute the velocity fields from these realizations by the same
algorithm used in the derivation of the velocity field from the
observed galaxy distribution. For galaxy i of the SFI sample, we
tabulate the differences, dui, between the velocity obtained from
each of the 18 bootstrap realizations and the velocity as predicted
from the actual distribution of galaxies, and evaluate the covariance
matrix CSN by averaging the product duiduj from all the bootstrap
realizations. This process is computed for several different values
of b.
As in DNW, we model the non-linear term CNLði; jÞ as
CNLði; jÞ ¼ ½shðiÞ þ shðjÞÿ
2exp ¹
jDsði; jÞj2
2j2coh
 
; ð10Þ
where Dsði; jÞ is the redshift separation between the galaxies i and j.
We assume that the coherent error is proportional to the square of
the average shear in the IRAS derived velocity fields for each b, sh;
jNL minð1:67; jdvp=dzjÞ km s
¹1. We adopt a value of jcoh ¼ 200
km s¹1. It is important to note that the amplitude, jNL, of this error
is uncertain. Here we choose jNL ¼ 90 km s
¹1, making the value of
the reduced x˜2 unity at the minimum for jh ¼ 0:0656. The choice is
natural based on the hypothesis that the SFI and IRAS fields
independently describe the same underlying velocity field. More-
over, the amplitude of the error is reasonable. However, we will
compute x˜2ðbÞ for various values of this error. Fortunately, the best
b estimate is robust with respect to changes in the amplitude of this
error.
Given the covariance matrices, we compute curves of the reduced
x˜2ðbÞ for the HR and LR filters. The results are summarized in
Fig. 9, which shows curves of the reduced x˜2ðbÞ for the two filters
using various error estimates, as explained in the caption. For both
filters, the minimum value of the x˜2 is attained at b ¼ 0:6,
regardless of the details of our estimate of the covariance matrices.
The 1j error is less than 0:1 for all the curves. We have also
computed curves of the reduced x˜2ðbÞ for values of CLG and CNL not
shown in Fig. 9, and find that the minimum is not sensitive to their
exact values. The amplitude of CNL was chosen so that the value of
x˜2 per degree of freedom for the LR filter is very close to unity when
the non-linear error is included. The corresponding value for the HR
filter is 1.23, significantly larger than unity. This large value
possibly indicates some disagreement between the fields on smaller
scales. However, it is reassuring that the visual inspection of the
fields reveals no gross discrepancies between them (Fig. 8). Note
also that a large value of x˜2 can be attributed to the fact that the
scatter in the ITF relation is not strictly Gaussian and, since the
effects of non-Gaussianity are more important on small scales, we
expect a larger deviation from a value of unity of the reduced x˜2 for
the HR filter. To evaluate the effect of the b dependence in the term
CLG, we computed x˜
2 using the expression of DNW, which did not
include the factor 1=ð1 þ bÞ. Although the shape of the curve
430 L. N. da Costa et al.
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Figure 9. Curves of reduced pseudo-x2 versus b computed using equation
(6) for the LR (solid lines) and HR (dotted lines), filters. Shown are curves
for two different values for jh = 0.0656 (circles) and 0.05 (triangles), with
(filled symbols) or without (open symbols) the non-linear error CNL.
Figure 10. The correlations function of DP ¼ PSFI ¹ PIRAS for various
values of b as indicated in the plot. For comparison we also show the
correlation function of the SFI field.
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became flatter for b > 0:6 and steeper for smaller values of b, the
minimum remained unchanged at b ¼ 0:6.
It is interesting to inspect the correlation function of the residual
fields. Figure 10 plots the correlation function of the quantity
PSFI ¹ PIRAS for various values of b, where P ¼ ¹5 logð1 ¹ u=sÞ
as defined in Section 3. For comparison, the correlation function of
PSFI is also shown. The overall amplitude of the correlation function
corresponding to the residual field for b ¼ 0:4 or 0:6 is significantly
smaller than that of the SFI field. Note that the curve corresponding
to b ¼ 0:6 which minimizes x˜2 does not have the lowest amplitude
at zero lag. The reason is clearly that the value of the correlation
function at zero lag is simply the variance of the residual field and
cannot be used to determine the best-fitting b, as it does not include
the covariance of the errors.
3.3 Comparison between the SFI and Mark III results
As pointed out in the introduction, the ITF method has recently been
applied to the Mark III catalogue by DNW, and their results can be
used for an indirect assessment of the differences between the SFI
and Mark III catalogues. DNW used 2900 spirals, in the Mark III
catalogue, including cluster and field galaxies. Notwithstanding the
larger number of galaxies in the Mark III sample, the non-uniform
sampling of the surveyed volume prevented DNW from carrying
out the modal expansion with more than 56 modes of an effective
resolution intermediate between our LR and HR fits.
Comparing our Fig. 3 with Fig. 8 of DNW, we see that, nearby,
the Mark III sample has considerably more points as it includes the
Aaronson et al. (1982) data. In the intermediate-redshift shell, the
most significant difference is that the strong velocity gradient seen
in the Mark III data in the interval ðl; bÞ ¼ ð2408 < l < 3308;
þ158 < b < þ408Þ is less pronounced than in the SFI data. The
flow there is predominantly determined by the MFB92 data which
have been pruned to include only Sbc–Sc galaxies in the SFI (see
Section 2). In the SFI map, there is an infall motion at
(2108 < l < 2708;¹408 < b < ¹208) which is absent in the
Mark III flow. This infall extends smoothly northward to the GA
region. The most obvious differences between the Mark III and SFI
data, not surprisingly, are seen in the last redshift shell. The general
impression is that the dipole patterns in the two maps differ
significantly in direction and amplitude. The direction of the
dipole in the SFI map seems to lie along the direction of the
reflex motion of the LG, while the Mark III dipole is directed
towards the South Galactic Pole. In sharp contrast to the SFI
velocity field, the Mark III flow exhibits a strong infall in the
northern cap. In the general direction of PP (lower left part of the
slice), both SFI and Mark III flows have the same sign but slightly
different amplitudes. Note that the SFI galaxies cover that region
more uniformly, illustrating the overall uniformity of the SFI.
4 S U M M A RY A N D D I S C U S S I O N
We have compared the observed SFI peculiar velocity field with that
predicted from the galaxy distribution of the IRAS galaxies. We
have found good agreement between the two fields for
b ¼ 0:6 6 0:1, with no dependence on depth. We have determined
b using filters with two different resolutions, and found no evidence
for scale dependence in the estimate of b. The good agreement
between the fields is consistent with the galaxy distribution being
closely related to that of the dark matter by means of a scale-
independent biasing factor, and with the hypothesis that the TF
relation does not depend strongly on environment.
Our estimate for b is consistent with the values found by
Freudling et al. (1995) using the SFI and IRAS velocity field, and
by DNW from the comparison of the Mark III with the IRAS
field. However, DNW found systematic discrepancies between
the fields, preventing a firm determination of b from their
analysis. The major problem was the presence of a residual
dipole component which strongly increased with depth beyond
3000 km s¹1. By contrast, our residual fields show no persisting
coherent features in the comparison volume. This result gives
us confidence in our estimate for b, and in our suggestion that
the SFI flow field is a fair representation of the underlying
velocity field. It also indicates that the Mark III and the SFI
flows disagree beyond a redshift of 3000 km s¹1. At lower
redshifts, the differences between these flows are minor. In fact,
Willick et al. (1997) recently presented a likelihood analysis of
the IRAS and Mark III velocity fields within a distance of
3000 km s¹1, and found a good match between the Mark III and
the IRAS fields in that limited volume. From this analysis they
derived a value of b , 0:5, consistent with our estimate of b
obtained within 6000 km s¹1. Moreover, limiting our analysis to
galaxies within a distance of 4000 km s¹1, we find the same value of
b as before. This provides further indirect evidence that the
differences between the SFI and the Mark III catalogues are
primarily at large distances.
Estimates of b from velocity–velocity comparisons point
towards values of b lower than obtained previously with different
samples and other methods (e.g. Dekel et al. 1993; Zaroubi et al.
1997). A value of b = 0.6 is consistent with the analysis of the
peculiar velocity of clusters in the SCI sample (Borgani et al. 1997)
as well as other determinations independent of large-scale flows,
e.g. cluster abundance, galaxy power spectrum and small-scale
velocities. If the Universe is flat, a value b , 0:6 requires a biasing
factor of ,2 for optical galaxies. Such a high value for the biasing
parameter b is difficult to reconcile with hierarchical structure
formation (Kauffman, Nusser & Steinmetz 1997).
The results presented here demonstrate the importance of all-sky
homogeneous measurements of peculiar velocities. Current sam-
ples are still too small and sparse to allow them to be used to explore
smaller scales (500–1500 km s¹1) where non-linear effects become
important. Future samples should aim at a higher sampling rate and
uniform sky coverage.
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