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SOLUTIONS TO A NONLINEAR MAXWELL EQUATION WITH TWO
COMPETING NONLINEARITIES IN R3
BARTOSZ BIEGANOWSKI
Abstract. We are interested in the nonlinear, time-harmonic Maxwell equation
∇× (∇×E) + V (x)E = h(x,E) in R3
with sign-changing nonlinear term h, i.e. we assume that h is of the form
h(x, αw) = f(x, α)w − g(x, α)w
for w ∈ R3, |w| = 1 and α ∈ R. In particular, we can cosider the nonlinearity consisting of
two competing powers h(x,E) = |E|p−2E − |E|q−2E with 2 < q < p < 6. Under appriopriate
assumptions, we show that weak, cylindrically equivariant solutions of the special form are in one-
to-one correspondence with weak solutions to a Schrödinger equation with a singular potential.
Using this equivalence result we show the existence of the least energy solution among cylindrically
equivariant solutions of the particular form to the Maxwell equation, as well as to the Schrödinger
equation.
Keywords: variational methods, Maxwell equations, singular potential, nonlinear Schrödinger
equation, sign-changing nonlinearities
AMS Subject Classification: 35Q60, 35J20, 78A25
1. Introduction
In the electromagnetism, the behaviour of the electric field E , magnetic field B, electric displace-
ment field D and magnetic induction H is described by the system of Maxwell equations
∇×H = J + ∂D
∂t
div (D) = ρ
∂B
∂t
+∇× E = 0
div (B) = 0,
where J denotes the electric current intensity and ρ the electric charge density. We consider these
equations in R3. Then, we can introduce the constitutive relations D = εE + PH = 1
µ
B −M,
where P,M : R3 × R → C3 denote the polarization and the magnetization respectively, and
ε, µ : R3 → R denote the permittivity and permeability of the medium. We are interested in study
the electromagnetic waves in the absence of charges, currents and magnetization, i.e. we assume
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that J ≡ 0,M≡ 0, ρ = 0. Then, the system of Maxwell equations with the constitutive relations
lead to
∇×
(
1
µ
∇× E
)
+ ε
∂2E
∂t2
= −
∂2P
∂t2
.
For more physical background see eg. [9, 11, 17]. Assuming that µ ≡ 1 is constant and looking
for time-harmonic fields E = E(x)eiωt, P = P(x)eiωt, where P depends (nonlinearily) on E lead to
the general, time-harmonic Maxwell equation (curl-curl problem)
(1.1) ∇× (∇× E) + V (x)E = h(x,E), x ∈ R3.
We assume that h is of the form
(1.2) h(x, αw) = f(x, α)w − g(x, α)w
for all w ∈ ∂B(0, 1) ⊂ R3, α ∈ R and a.e. x ∈ R3, where f, g : R3 × R → R satisfy assumptions
described below.
Equation (1.1) with periodic and sign-changing potentials V has been studied in [2] in cylindri-
cally symmetric setting. On the other hand negative and bounded away from 0 potentials were
studied in [13]. The Maxwell equation in bounded domain Ω ⊂ R3 with the metallic boundary
condition
ν × E = 0 on ∂Ω,
where ν : ∂Ω → R3 is the exterior normal vector field, has been studied in a series of papers
by Bartsch and Mederski (see [3–5]). Treir approach is variational and is based on the Helmholz
decomposition and the Nehari-Pankov manifold method. We notice that the problem has been
studied by means of numerical methods (see eg. [16]).
Observe that the kernel of ∇ × ∇× has an infinite dimension, and the variational functional
associated to (1.1) is unbounded from below and from above (in fact, it is strongly indefinite), its
critical points have infinite Morse index. Moreover it’s derivative is not weak-to-weak* continuous.
Hence, we do not know whether a limit of a bounded Palais-Smale (or Cerami) sequence is a critical
point. The application of a linking type argument in the spirit of [12] is also not immediate. Hence,
we will look for cylindrically equivariant solutions, which reduces the problem to the Schrödinger
equation with a singular potential. The reduction is well-known and easy to compute in a case of
classical solutions, i.e. looking for classical solutions of the form
(1.3) E(x) =
u(r, x3)
r

−x2
x1
0
 , r = √x21 + x22
we see that divE = 0 and u satisfies
(1.4) −∆u+
u
r2
+ V (r, x3)u = f(x, u)− g(x, u),
where ∆ = ∂
2
∂r2
+ 1
r
∂
∂r
+ ∂
2
∂x2
3
is the 3-dimensional Laplace operator in cylindrically symmetric
coordinates (r, x3). We will show this fact also for weak solutions and extend the very recent
analysis by Gaczkowski, Mederski, Schino ([10]).
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(V) V ∈ L∞(R3), V = V (r, x3) is cylindrically symmetric with r =
√
x21 + x
2
2, 1-periodic in x3
and
(1.5) inf σ
(
−∆+
1
r2
+ V (r, x3)
)
= inf σ
(
−
∂2
∂r2
−
1
r
∂
∂r
−
∂2
∂x23
+
1
r2
+ V (r, x3)
)
> 0.
Note that (1.5) is satisfied if V ∈ L∞(R3) is cylindrically symmetric, 1-periodic in x3 and eg.
ess infR3 V > 0.
In what follows O(N) denotes the group of real, orthogonal N × N -matrices. We will consider
also the group
SO(N) = {g ∈ O(N) : det(g) = 1}.
The action of O(N) (or SO(N)) on RN is given by the multiplication by matrces, i.e.
O(N)×RN ∋ (g, x) 7→ gx ∈ RN .
We assume the following
(F1) f : R3 × R → R is measurable in x ∈ R3, 1-periodic in x3 and continuous in u ∈ R,
O(2)× {I} invariant in x ∈ R3 and there is 2 < p < 6 such that
|f(x, u)| ≤ c(1 + |u|p−1) for all u ∈ R and a.e. x ∈ R3.
(F2) f(x, u) = o(|u|) uniformly in x as u→ 0.
(F3) F (x, u)/|u|q → +∞ uniformly in x as |u| → +∞, where F (x, u) :=
∫ u
0 f(x, s) ds, and
F (x, u) ≥ 0 for all u ∈ R and a.e. x ∈ R3.
(F4) u 7→ f(x, u)/|u|q−1 is nondecreasing on (−∞, 0) and on (0,+∞).
(G1) g : R3 × R → R is measurable in x ∈ R3, 1-periodic in x3 and continuous in u ∈ R,
O(2)× {I} invariant in x ∈ R3 and there is 2 < q < p such that
|g(x, u)| ≤ c(1 + |u|q−1) for all u ∈ R and a.e. x ∈ R3.
(G2) g(x, u) = o(|u|) uniformly in x as u→ 0.
(G3) u 7→ g(x, u)/|u|q−1 is nonincreasing on (−∞, 0) and on (0,+∞), and here holds
g(x, u)u ≥ 0 for all u ∈ R and a.e. x ∈ R3.
It is clear that the pure power nonlinearity g(x, u) = Γ (r, x3)|u|q−2u with 2 < q < p and
cylindrically symmetric, positive and bounded away from zero Γ ∈ L∞(R3) satisfies (G1)–(G3).
Indeed, (G1) is satisfied with c = 1, (G2) is obviously satisfied, since q > 2. To show (G3) we
easily compute
g(x, u)/|u|q−1 = Γ (r, x3)
u
|u|
= Γ (r, x3)sgn(u)
so that u 7→ g(x, u)/|u|q−1 is constant on (−∞, 0) and on (0,+∞).
Note that (F1) and (F2) imply that for any ε > 0 there is Cε > 0 such that
(1.6) |f(x, u)| ≤ ε|u|+ Cε|u|
p−1.
Similarly, (G1), (G2) imply the inequality
(1.7) |g(x, u)| ≤ ε|u|+ Cε|u|
q−1.
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In what follows we shall denote also f˜(x, u) := f(x, u)−g(x, u) and F˜ (x, u) := F (x, u)−G(x, u).
Our first result concerns the correspondence between weak solutions of (1.1) and (1.4).
Theorem 1.1. Suppose that (V) holds and f˜ : R3×R→ R is measurable and O(2)×{I} invariant
in x ∈ R3, continuous in u ∈ R and satisfies
|f˜(x, u)| ≤ c(|u|+ |u|5) for all u ∈ R and a.e. x ∈ R3.
If E ∈ H1(R3;R3) of the form (1.3) is, for some cylindrically symmetric u, a weak solution to (1.1),
then u ∈ H1(R3) and u is a weak solution to (1.4). If u ∈ H1(R3) is a cylindircally symmetric,
weak solution to (1.4) then E ∈ H1(R3;R3) is a weak solution to (1.1), where E is given by (1.3).
Moreover div (E) = 0 and E(E) = J (u), where E and J are energy functionals defined by (3.1)
and (2.1), respectively.
We observe that (F1), (F2), (G1) and (G2) imply that f˜ satisfies assumptions in Theorem 1.1.
Now we are ready to state our existence results.
Theorem 1.2. Suppose that (V), (F1)–(F4), (G1)–(G3) hold. Then there exists a cylindrically
symmetric, weak solution u ∈ H1(R3) to (1.4) being a least energy solution among all cylindrically
symmetric solutions with
∫
R3
u2
r2
dx < +∞.
As a consequence of Theorem 1.1 and Theorem 1.2 we obtain the following existence result.
Theorem 1.3. Suppose that (V), (F1)–(F4), (G1)–(G3) hold. Then there exists a weak solution
E ∈ H1(R3;R3) of (1.1) of the form (1.3), for some cylindrically symmetric u ∈ H1(R3). Moreover
E is the least energy solution among all solutions of the form (1.3).
Remark 1.4. If we take q = 2 and g ≡ 0, statements of Theorem 1.2 and 1.3 still hold true under
(V), (F1)–(F4) and proofs require only slight modifications.
Remark 1.5. The sign-changing behaviour of the right hand side of the equation forces us to
consider the positive definite case in the singular Schrödinger problem (1.4) (see the assumption
(V)). It would be interesting to find solutions to a strongly indefinite problem with sign-changing
nonlinearity. The case of a nagetive potential is physically motivated, since V is of the form
V (x) = −ω2ε(x).
2. Functional setting for the Schrödinger equation (1.4)
We introduce the space
X :=
{
u ∈ H1(R3) : u = u(r, x3) is cylindrically symmetric and
∫
R3
|u(r, x3)|2
r2
dx < +∞
}
endowed with the norm
‖u‖2X :=
∫
R3
|∇u|2 +
u2
r2
+ u2 dx, where r =
√
x21 + x
2
2.
It is known that (X, ‖ · ‖X) is a Hilbert space. Note that (V) implies that the quadratic form
X ∋ u 7→ Q(u) :=
∫
R3
|∇u|2 +
u2
r2
+ V (r, x3)u
2 dx ∈ R
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induces a norm ‖u‖2 := Q(u) on X which is equivalent with ‖ · ‖X . It is clear that the embedding
X →֒ H1(R3) is continuous and therefore Sobolev embeddings X →֒ Lt(R3) for t ∈ [2, 6] are
continuous.
We define the energy functional associated to (1.4) J : X → R by the formula
(2.1) J (u) :=
1
2
∫
R3
|∇u|3 +
u2
r2
+ V (r, x3)u
2 dx−
∫
R3
F (x, u) dx+
∫
R3
G(x, u) dx, u ∈ X.
One can easily check that under (F1), (G1), J is of C1 class on X. We say that critical points of
J are weak solutions to (1.4). In our setting we may rewrite J in the following form
J (u) =
1
2
‖u‖2 −
∫
R3
F (x, u) dx+
∫
R3
G(x, u) dx, u ∈ X.
The scalar product 〈·, ·〉 on X is given by
〈u, v〉 :=
∫
R3
∇u · ∇v +
uv
r2
+ V (r, x3)uv dx,
where · denotes the usual scalar product in R3. Hence
J ′(u)(v) = 〈u, v〉 −
∫
R3
f(x, u)v dx+
∫
R3
g(x, u)v dx, u, v ∈ X.
Since nontrivial weak solutions to (1.4) are critical point of J it is clear that they lie in the so-called
Nehari manifold
N := {u ∈ X \ {0} : J ′(u)(u) = 0},
which is, under our assumptions, a topological manifold (not necesarilly a differentiable manifold).
Observe that C∞0 (R
3) 6⊂ X and J ′(u)(ϕ) is not necessarily finite for u ∈ X and ϕ ∈ C∞0 (R
3). Hence
we say that u ∈ X is a weak solution to (1.4) if u is a critical point of J .
Moreover, it is classical to check that J ′ is weak-to-weak* continuous, i.e. for any (un) ⊂ X
with un ⇀ u0 in X and v ∈ X there holds
J ′(un)(v)→ J
′(u0)(v).
Hence, if (un) ⊂ X is a sequence with J ′(un) → 0 in X∗, then any weak limit point of (un) is a
critical point of J .
3. Functional setting for the Maxwell equation (1.1)
We introduce the energy functional E : H1(R3;R3)→ R associated with (1.1)
(3.1) E(E) =
1
2
∫
R3
|∇ × E|2 dx+
1
2
∫
R3
V (x)|E|2 dx−
∫
R3
H(x,E) dx,
where
H(x,E) :=
∫ 1
0
h(x, tE) · E dt,
h is given by (1.2) and · denotes the usual scalar product in R3. E is of C1 class on H1(R3;R3)
and we say that its critical points are weak solutions to (1.1). We observe also that for any
E ∈ H1(R3;R3) there holds
(3.2)
∫
R3
|∇ ×E|2 + |divE|2 dx =
∫
R3
|∇E|2 dx,
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where divE and ∇E denotes the distributional divergence and the distributional gradient, respec-
tively. Consider the action of the group
SO := SO(2)× {I} =


cosα sinα 0
− sinα cosα 0
0 0 1
 : α ∈ [0, 2π)

on R3. Introduce the set
D :=
{
E ∈ H1(R3;R3) : E is of the form (1.3) for some SO-invariant u : R3 → R
}
.
Obviously D is closed in H1(R3;R3) and D ⊂ H1SO−equiv(R
3;R3), where
H1SO−equiv(R
3;R3) :=
{
E ∈ H1(R3;R3) : E is SO-equivariant
}
.
We note the following density result.
Lemma 3.1. Let E ∈ H1SO−equiv(R
3;R3). Then there exists a sequence (En) ⊂ C∞0 (R
3;R3) ∩
H1SO−equiv(R
3;R3) such that ‖En − E‖H1(R3;R3) → 0.
Proof. Fix E ∈ H1SO−equiv(R
3;R3) ⊂ H1(R3;R3). Obviously, there is a sequence (Un) ⊂ C∞0 (R
3;R3)
such that ‖Un − E‖H1(R3;R3) → 0. Put
En(x) :=
∫
SO
g−1Un(gx) dµ(g),
where µ is the (probabilistic) Haar measure on a compact group SO, in particular µ(SO) = 1.
Obviously En ∈ C
∞
0 (R
3;R3). Moreover, for any e ∈ SO
En(ex) =
∫
SO
g−1Un(gex) dµ(g) =
∫
SO
(
g˜e−1
)−1
Un(g˜x) dµ(g˜) = e
∫
SO
g˜−1Un(g˜x) dµ(g˜) = eEn(x)
and En ∈ C∞0 (R
3;R3) ∩H1SO−equiv(R
3;R3). For any m,n we compute
|En −Em|
2
2 =
∫
R3
∣∣∣∣∫
SO
g−1(Un(gx)−Um(gx)) dµ(g)
∣∣∣∣2 dx
≤
∫
R3
∫
SO
∣∣∣g−1(Un(gx)−Um(gx))∣∣∣2 dµ(g) dx
=
∫
SO
∫
R3
∣∣∣gT (Un(gx)−Um(gx))∣∣∣2 dx dµ(g)
=
∫
SO
∫
R3
|Un(gx)−Um(gx)|
2 dx dµ(g) =
∫
SO
|Un −Um|
2
2 dµ(g) = |Un −Um|
2
2,
since det(g) = 1 and µ(SO) = 1. Similarly
|∇ (En − Em) |
2
2 ≤ |∇ (Un −Um) |
2
2.
Fix ε > 0. Then, for sufficiently large m,n
‖En − Em‖
2
H1(R3;R3) = |∇ (En − Em) |
2
2 + |En − Em|
2
2 ≤ |∇ (Un −Um) |
2
2 + |Un −Um|
2
2 < ε
2,
since (Un) is a Cauchy sequence inH
1(R3;R3). Hence (En) is also a Cauchy sequence inH
1(R3;R3),
so it is convergent and it is sufficient to show that its limit is E. Obviously, due to the continuous
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Sobolev embedding H1(R3;R3) ⊂ L2(R3;R3), it is enough to show that En → E in L2(R3;R3).
We perform the computatons similarly as above:
|En −E|
2
2 =
∫
R3
∣∣∣∣∫
SO
g−1(Un(gx)− gE(x)) dµ(g)
∣∣∣∣2 dx
≤
∫
R3
∫
SO
∣∣∣g−1(Un(gx)− E(gx))∣∣∣2 dµ(g) dx
=
∫
SO
∫
R3
∣∣∣g−1(Un(gx)−E(gx))∣∣∣2 dx dµ(g)
=
∫
SO
∫
R3
|Un(gx)− E(gx)|
2 dx dµ(g) =
∫
SO
|Un −E|
2
2 dµ(g) = |Un − E|
2
2 → 0.

Let
H :=
{
E ∈ L2(R3;R3) : |E(x)| ≤ Cr for some C > 0 uniformly w.r. to x3 as r → 0
+
}
,
where r =
√
x21 + x
2
2, and
R
3
∗ := R
3 \ ({0} × {0} ×R).
We obtain the following characterization of D.
Lemma 3.2. There holds
D = C0(R3;R3) ∩ C∞(R3∗;R
3) ∩H ∩D,
where the closure is taken with respect to the H1(R3;R3) norm.
Proof. Put A := C0(R3;R3) ∩ C∞(R3∗;R
3) ∩H ∩D. Since D is closed in H1(R3;R3) it is clear that
A ⊂ D = D.
Fix E ∈ D. Let (En) ⊂ C
∞
0 (R
3;R3)∩H1SO−equiv(R
3;R3) be a sequence with ‖En−E‖H1(R3;R3) → 0.
We will write En = (E
1
n,E
2
n,E
3
n). For x ∈ R
3
∗ define
Vρ(x) := span {(x1, x2, 0)},
Vτ (x) := span {(−x2, x1, 0)},
Vζ(x) := span {(0, 0, 1)}.
Note that Vρ(x),Vτ (x),Vζ(x) are one-dimensional subspaces of R
3 and
R
3 = Vρ(x)⊕Vτ (x)⊕ Vζ(x)
for any x ∈ R3∗. Let D
1,2(R3;R3) denote the completion of C∞0 (R
3;R3) with respect to the norm
‖E‖∇ := |∇E|2. Then, as in [1, Lemma 1] and [10, Proposition 2.3], for any n ≥ 1 there are
SO-equivariant functions Pρ,n,Pτ,n,Pζ,n ∈ D1,2(R3;R3) such that for x ∈ R3∗
(i) Pρ,n(x) is the projection of En(x) onto Vρ(x),
(ii) Pτ,n(x) is the projection of En(x) onto Vτ (x),
(iii) Pζ,n(x) := (0, 0,E
3
n(x)) is the projection of En(x) onto Vζ(x).
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Hence Pρ,n,Pτ,n,Pζ,n ∈ C∞0 (R
3
∗;R
3) and they vanish outside a sufficiently large ball in R3. In fact,
Pζ,n ∈ C∞0 (R
3;R3). Moreover
En(x) = Pρ,n(x) + Pτ,n(x) + Pζ,n(x) for every x ∈ R
3
∗.
We notice that, as in the proof of [10, Proposition 2.3], Pτ,n → E in D
1,2(R3;R3). Hence it is
sufficient to show that Pτ,n ∈ L2(R3;R3), Pτ,n → E in L2(R3;R3) and that Pτ,n ∈ C0(R3;R3) ∩H.
Observe that E1n = E
2
n ≡ 0 on {0}×{0}×R, since En is SO-invariant. Note that for any x ∈ R
3
∗
we can write down exact formulas for Pρ,n and Pτ,n, i.e.
Pρ,n(x) =
En(x) · (x1, x2, 0)
r2

x1
x2
0

and
(3.3) Pτ,n(x) =
En(x) · (−x2, x1, 0)
r2

−x2
x1
0
 .
From the uniform continuity of En we see that
lim
(x1,x2)→(0,0)
Pρ,n(x) = lim
(x1,x2)→(0,0)
Pτ,n(x) = 0
uniformly with respect to x3. Hence we can extend Pρ,n and Pτ,n continuously onto R
3 and write
that
En(x) = Pρ,n(x) + Pτ,n(x) + Pζ,n(x) for every x ∈ R
3.
In particular Pρ,n,Pτ,n ∈ C0(R
3;R3) and Pτ,n ∈ L
2(R3;R3).
Moreover
|Pτ,n − E|2 ≤ |Pτ,n − En|2 + |En − E|2 = |Pτ,n −En|2 + o(1)
and, recalling (3.3),
|P1τ,n −E
1
n|
2
2 =
∫
R3
∣∣∣∣∣En(x) · (−x2, x1, 0)r2 (−x2)− E1n(x)
∣∣∣∣∣
2
dx
=
∫
R3
∣∣∣∣∣x
2
2E
1
n(x)− x1x2E
2
n(x)− x
2
1E
1
n(x)− x
2
2E
1
n(x)
x21 + x
2
2
∣∣∣∣∣
2
dx
=
∫
R3
∣∣∣∣∣x1x2E
2
n(x) + x
2
1E
1
n(x)
x21 + x
2
2
∣∣∣∣∣
2
dx.
Direct calculations show that, taking into account (1.3),
x1x2E
2(x) + x21E
1(x)
x21 + x
2
2
= 0 for a.e. x ∈ R3∗.
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Hence
|P1τ,n − E
1
n|2 =
∫
R3
∣∣∣∣∣x1x2E
2
n(x) + x
2
1E
1
n(x)
x21 + x
2
2
−
x1x2E
2(x) + x21E
1(x)
x21 + x
2
2
∣∣∣∣∣
2
dx
1/2
=
∫
R3
∣∣∣∣∣x1x2(E
2
n(x)− E
2(x)) + x21(E
1
n(x)− E
1(x))
x21 + x
2
2
∣∣∣∣∣
2
dx
1/2
≤
∫
R3
∣∣∣∣∣x1x2(E
2
n(x)−E
2(x))
x21 + x
2
2
∣∣∣∣∣
2
dx
1/2 +
∫
R3
∣∣∣∣∣x
2
1(E
1
n(x)− E
1(x))
x21 + x
2
2
∣∣∣∣∣
2
dx
1/2
=
∫
R3
∣∣∣∣∣ x1x2x21 + x22
∣∣∣∣∣
2
|E2n(x)−E
2(x)|2 dx
1/2 +
∫
R3
∣∣∣∣∣ x
2
1
x21 + x
2
2
∣∣∣∣∣
2
|E1n(x)− E
1(x)|2 dx
1/2
≤
1
2
|E2n − E
2|2 + |E
1
n −E
1|2 → 0.
Similarly
|P2τ,n −E
2
n|2 → 0, |P
3
τ,n − E
3
n|2 → 0.
Hence Pτ,n → E in L
2(R3;R3).
To show that Pτ,n ∈ H we note that En−Pζ,n ∈ C∞0 (R
3;R3). Then, by Taylor-series expansion
(Pρ,n + Pτ,n)(x) = (En −Pζ,n)(x)
= (En −Pζ,n)(0, 0, x3)︸ ︷︷ ︸
=0
+∇(En −Pζ,n)(0, 0, x3)

x1
x2
0
+ o(|(x1, x2)|)
= ∇(En −Pζ,n)(0, 0, x3)

x1
x2
0
+ o(|(x1, x2)|) as |(x1, x2)| → 0+.
Hence Pρ,n + Pτ,n ∈ H. Moreover
|Pτ,n| ≤ |Pρ,n + Pτ,n|,
hence Pτ,n ∈ H and therefore E ∈ A, and the proof is completed. 
4. The equivalence result
We shall begin with the equivalence of functionals E and J for vector fields of the form (1.3).
Lemma 4.1. E ∈ D if and only if u ∈ X. Moreover J (u) = E(E) and div (E) = 0.
Proof. Fix u ∈ X and let E be given by (1.3). The same argument as in [10, Lemma 2.4] show
that the pointwise gradient of E in R3 is also the distributional gradient in R3. Then it is clear
that E ∈ H1(R3;R3) and therefore E ∈ D. Moreover it is clear that div (E) = 0 and∫
R3
|∇ ×E|2 dx =
∫
R3
|∇u|2 dx.
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It is also obvious, from (1.2) that∫
R3
H(x,E) dx =
∫
R3
F˜ (x, u) dx.
Moreover
∫
R3
V (x)|E|2 dx =
∫
R3
V (x)
u2
r2
∣∣∣∣∣∣∣∣

−x2
x1
0

∣∣∣∣∣∣∣∣
2
dx =
∫
R3
V (x)u2 dx.
Thus E(E) = J (u).
On the other hand, fix E ∈ D, and let u be SO-invariant map such that (1.3) holds. From (3.2)
there is a sequence (Un) ⊂ C0(R
3;R3) ∩ C∞(R3∗;R
3) ∩H ∩ D with
|∇Un −∇E|2 + |Un −E|2 → 0.
Moreover Un are of the form (1.3), i.e.
Un(x) =
un(r, x3)
r2

−x2
x1
0
 ,
where un are SO-equivariant maps. We will show that un ∈ X. Note that |Un|2 = |un|2 and
therefore un ∈ L2(R3). Since un ∈ C0(R3) ∩ C∞(R3∗) and |un(x)| ≤ Cr for some C > 0 as r → 0
+,
uniformly with respect to x3, we have ∫
R3
|un|2
r2
dx < +∞.
The same computation as in [10, Lemma 2.4] shows that ∇un ∈ L2(R3;R3), and therefore un ∈ X.
It is clear that
lim
n→+∞
|un − u|2 = lim
n→+∞
|Un − E|2 = 0.
Hence it is sufficient to show that (un) is a Cauchy sequence in X. Fix ε > 0. We have that
‖un − um‖
2 =
∫
R3
|∇(un − um)|
2 +
(un − um)
2
r2
+ V (x)(un − um)
2 dx
≤
∫
R3
|∇(Un −Um)|
2 dx+ |V |∞
∫
R3
|Un −Um|
2 dx
= |∇Un −∇Um|
2
2 + |V |∞|Un −Um|
2
2 < ε
2
for sufficiently large n,m. Recalling that divUn(x) = 0 for x ∈ R3∗, we easily see that divE = 0,
where the divergence is taken in the distributional sense. 
Now we are ready to show the equivalnce of weak solutions.
Proof of Theorem 1.1. Suppose that E ∈ D is a weak solution to (1.1) and u is a SO-invariant
function satisfying (1.3).
We recall that, from the Palais principle of criticality and the invariance of E with respect to
the action
S E = −Pρ + Pτ −Pζ ,
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where Pi(x) is the projection of E(x) onto Vi(x), where i ∈ {ρ, τ, ζ}, with Vi given in Lemma 3.2,
there follows that it is sufficient to take test functions from D (see [1, Proposition 1] and [10, Proof
of Theorem 2.1]).
Take any V ∈ D with SO-invariant v satisfying (1.3). Then, arguing as in Lemma 4.1, we obtain
that ∫
R3
∇E · ∇V dx =
∫
R3
∇u · ∇v +
uv
r2
dx.
and ∫
R3
V (x)E ·V dx =
∫
R3
V (x)uv dx.
Moreover, recalling (1.2), we get
∫
R3
h(x,E) ·V dx =
∫
R3
h
x, u(r, x3)r

−x2
x1
0

 · v(r, x3)r

−x2
x1
0
 dx
=
∫
R3
1
r2
f˜(x, u(r, x3))v(r, x3)
∣∣∣∣∣∣∣∣

−x2
x1
0

∣∣∣∣∣∣∣∣
2
dx
=
∫
R3
1
r2
f˜(x, u(r, x3))v(r, x3)r
2 dx =
∫
R3
f˜(x, u)v dx.
Hence ∫
R3
∇u · ∇v +
uv
r2
+ V (x)uv dx−
∫
R3
f˜(x, u)v dx = 0
for any v ∈ X, due to Lemma 4.1. Hence u ∈ X is a weak solution to (1.4). The same computation
shows that if u ∈ X is a weak solution to (1.4), then E given by (1.3) is a weak solution to (1.1). 
5. Critical point theory
Suppose that (E, ‖ · ‖) is a Hilbert space and J : E → R is a nonlinear functional of the general
form
J (u) =
1
2
‖u‖2 − I(u),
where I is of C1 class and I(0) = 0. We introduce the following set
N := {u ∈ E \ {0} : J ′(u)(u) = 0}.
Theorem 5.1. Suppose that
(J1) there is r > 0 such that
inf
‖u‖=r
J (u) > 0;
(J2) I(tnun)
t2
n
→ +∞ for tn → +∞ and un → u 6= 0;
(J3) for all t > 0 and u ∈ N there holds
t2 − 1
2
I ′(u)(u)− I(tu) + I(u) ≤ 0.
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Then Γ 6= ∅, N 6= ∅ and
c := inf
N
J = inf
γ∈Γ
sup
t∈[0,1]
J (γ(t)) = inf
u∈E\{0}
sup
t≥0
J (tu) > 0,
where
Γ := {γ ∈ C([0, 1], E) : γ(0) = 0, ‖γ(1)‖ > r, J (γ(1)) < 0}.
Moreover there is a Cerami sequence for J on the level c, i.e. a sequence {un}n ⊂ E such that
J (un)→ c, (1 + ‖un‖)J
′(un)→ 0.
The foregoing theorem can be shown similarly as in [7, 15]; hovewer we do not require the
inequality I(u) ≥ 0 (which does not need to be satisfied in our setting). See also [6, Theorem 2.1].
Proof. Observe that there exists v ∈ E \ {0} with ‖v‖ > r such that J (v) < 0. Indeed, fix
u ∈ E \ {0} and from (J2) there follows that
(5.1)
J (tu)
t2
=
1
2
‖u‖2 −
I(tu)
t2
→ −∞ as t→ +∞
and we may take v := tu for sufficiently large t > 0. In particular, the family of paths Γ is
nonempty. Moreover, J (tu)→ 0 as t→ 0+ and for t = r‖u‖ > 0 we get J (tu) > 0. Hence, taking
(5.1) into account, (0,+∞) ∋ t 7→ J (tu) ∈ R has a local maximum, which is a critical point of
J (tu) and tu ∈ N . Hence N 6= ∅. Suppose that u ∈ N . Then, from (J3),
J (tu) = J (tu)−
t2 − 1
2
J ′(u)(u) ≤ J (u)
and therefore u is a maximizer (not necessairly unique) of J on R+u := {su : s > 0}. Hence, for
any u ∈ N there are 0 < tmin(u) ≤ 1 ≤ tmax(u) such that tu ∈ N for any t ∈ [tmin(u), tmax(u)] and
[tmin(u), tmax(u)] ∋ t 7→ J (tu) ∈ R
is constant. Moreover J ′(tu)(u) < 0 for t ∈ (0, tmin(u)) and J ′(tu)(u) > 0 for t ∈ (tmax(u),+∞),
E \ N consists of two connected components and any path γ ∈ Γ intersects N . Thus
inf
γ∈Γ
sup
t∈[0,1]
J (γ(t)) ≥ inf
N
J .
Since
inf
N
J = inf
u∈E\{0}
sup
t>0
J (tu)
there follows, under (J1), that
c := inf
γ∈Γ
sup
t∈[0,1]
J (γ(t)) = inf
N
J = inf
u∈E\{0}
sup
t>0
J (tu) ≥ inf
‖u‖=r
J (u) > 0.
The existence of a Cerami sequence follows from the mountain pass theorem. 
Remark 5.2. From the proof there follows that for any u ∈ E \ {0} there is an interval Iu :=
[tmin(u), tmax(u)] ⊂ (0,+∞) such that for any t ∈ Iu there holds tu ∈ N . If u ∈ N one can easily
see that 1 ∈ Iu. Moreover Iu consists of maxima of J (tu), i.e. J (t′u) ≤ J (tu) for t ∈ Iu and
t′ ∈ R, the inequality is strict if t′ ∈ R \ Iu.
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Remark 5.3. If the inequality in (J3) is strict for t 6= 1, then tmin(u) = tmax(u) and the Nehari
manifold N is homeomorphic with the unit sphere S in E. Then one can apply the method intro-
duced in [18] and obtain the existence of a bounded Palais-Smale sequence (see [6, Theorem 2.1]).
In our case such a homeomorphism does not need to exist and we cannot apply directly the Nehari
manifold method. Instead of use the mountain pass theorem one can also obtain the existence of a
bounded Palais-Smale sequence using the technique from [8], where (instead of the homeomorphism
N ↔ S) the authors use the set-valued projection
E \ {0} ∋ u 7→ mˆ(u) := [tmin(u), tmax(u)]u := {tu : tmin(u) ≤ t ≤ tmax(u)} ⊂ N
and the fact that J (mˆ(u)) is a real-valued, locally Lipschitz-continuous function.
6. Existence and boundedness of Cerami sequences
We recall the notation f˜(x, u) := f(x, u)− g(x, u) and F˜ (x, u) := F (x, u)− G(x, u). Then our
functional is of the form
J (u) = ‖u‖2 −
∫
R3
F (x, u) dx+
∫
R3
G(x, u) dx = ‖u‖2 −
∫
R3
F˜ (x, u) dx.
Note that (1.2) implies that f˜ is odd in u. Indeed, take any w ∈ R3 \ {0} and α ∈ R. Then
f˜(x, α)w = h(x, αw) = h(x, (−α)(−w)) = −f˜(x,−α)w
and f˜(x, α) = −f˜(x,−α) for any α ∈ R.
We set
I(u) :=
∫
R3
F˜ (x, u) dx, u ∈ X.
Moreover, combining (1.6) and (1.7) we obtain that for any ε > 0 there is Cε such that
(6.1)
∣∣∣f˜(x, u)∣∣∣ ≤ ε|u|+ Cε (|u|q−1 + |u|p−1) .
To obtain the existence of a Cerami sequence, we need to verify (J1)–(J3) in Theorem 5.1.
(J1) Observe that, from (1.6) and Sobolev embeddings,∫
R3
F˜ (x, u) dx ≤
∫
R3
F (x, u) dx ≤ ε|u|22 + Cε|u|
p
p ≤ C
(
ε‖u‖2 + Cε‖u‖
p
)
.
Choosing properly ε > 0 and r > 0 we see that∫
R3
F˜ (x, u) dx ≤
1
4
‖u‖2
for ‖u‖ ≤ r. Then
J (u) =
1
2
‖u‖2 −
∫
R3
F˜ (x, u) dx ≥
1
4
‖u‖2 =
r2
4
for ‖u‖ = r.
(J2) Let tn → +∞ and un → u 6= 0. Then
I(tnun)
t2n
= tq−2n
I(tnun)
tqn
= tq−2n
∫
R3
F˜ (x, tnun) dx
tqn
= tq−2n
(∫
R3
F (x, tnun)
tqn
dx−
∫
R3
G(x, tnun)
tqn
dx
)
.
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From (F3) and Fatou’s lemma there follows that∫
R3
F (x, tnun)
tqn
dx→ +∞.
Hence it is sufficient to show that
∫
R3
G(x,tnun)
tqn
dx is bounded from above. Taking (1.7) into
account, we see that∫
R3
G(x, tnun)
tqn
dx ≤ ε
|un|22
tq−2n
+ Cε|un|
q
q = o(1) + Cε|un|
q
q ≤M
for some constant M > 0 and the proof is completed.
(J3) Define
[0,+∞) ∋ t 7→ ϕ(t) :=
t2 − 1
2
I ′(u)(u)− I(tu) + I(u) ∈ R.
Note that ϕ(1) = 0. (G3) implies that g(x, tu)u ≥ tq−1g(x, u)u for t ∈ (0, 1) and g(x, tu)u ≤
tq−1g(x, u)u for t > 1. Moreover
ϕ′(t) = tI ′(u)(u)− I ′(tu)(u)
=
∫
R3
f(x, u)tu dx−
∫
R3
f(x, tu)u dx−
∫
R3
g(x, u)tu dx+
∫
R3
g(x, tu)u dx.
Suppose that t ∈ (0, 1). Then
ϕ′(t) ≥
∫
R3
f(x, u)tu dx−
∫
R3
f(x, tu)u dx−
∫
R3
g(x, u)tu dx+
∫
R3
tq−1g(x, u)u dx.
The Nehari identity
‖u‖2 =
∫
R3
f(x, u)u− g(x, u)u dx
imply that ∫
R3
f(x, u)u dx >
∫
R3
g(x, u)u dx.
Thus
ϕ′(t) ≥
∫
R3
f(x, u)tu dx−
∫
R3
f(x, tu)u dx+ (tq−1 − t)
∫
R3
g(x, u)u dx
≥
∫
R3
f(x, u)tu dx−
∫
R3
f(x, tu)u dx+ (tq−1 − t)
∫
R3
f(x, u)u dx
= tq−1
∫
R3
f(x, u)u−
f(x, tu)u
tq−1
dx
Hence ϕ′(t) ≥ 0 for t ∈ (0, 1), by (F4). Similarly ϕ′(t) ≤ 0 for t > 1 and ϕ(t) ≤ ϕ(1) = 0
for all t > 0.
Lemma 6.1. There holds qF (x, u) ≤ f(x, u)u for u ∈ R and a.e. x ∈ R3.
Proof. Suppose that u > 0. Note that, under (F4),
F (x, u) =
∫ u
0
f(x, s) ds =
∫ u
0
f(x, s)
sq−1
sq−1 ds ≤
∫ u
0
f(x, u)
uq−1
sq−1 ds =
1
q
f(x, u)
uq−1
uq =
1
q
f(x, u)u.
Similarly for u < 0. 
Lemma 6.2. There holds qG(x, u) ≥ g(x, u)u for u ∈ R and a.e. x ∈ R3.
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Proof. Take u > 0 and compute, as in Lemma 6.1,
G(x, u) =
∫ u
0
g(x, s) ds =
∫ u
0
g(x, s)
sq−1
sq−1 ds ≥
∫ u
0
g(x, u)
uq−1
sq−1 ds =
1
q
g(x, u)
uq−1
uq =
1
q
g(x, u)u.
Similarly for u < 0. 
Corollary 6.3. There holds qF˜ (x, u) ≤ f˜(x, u)u for u ∈ R and a.e. x ∈ R3,
Lemma 6.4. Any Cerami sequence (un) for J is bounded.
Proof. Observe that (J (un)) is bounded. Hence, from Corollary 6.3
J (un) = J (un)−
1
q
J ′(un)(un) + o(1)
=
(
1
2
−
1
q
)
‖un‖
2 +
1
q
∫
R3
f˜(x, un)un − qF˜ (x, un) dx+ o(1)
≥
(
1
2
−
1
q
)
‖un‖
2 + o(1)
implies that (un) is bounded. 
7. The existence result
Slightly modifying the proof of [14, Corollary 3.2, Remark 3.3] we obtain that the following
concentration-compactness principle holds true.
Corollary 7.1. Suppose that (wn) ⊂ X is bounded and for all R > 0 satisfies
(7.1) lim
n→+∞
sup
z∈R
∫
B((0,0,z),R)
|wn|
2 dx = 0.
Then ∫
R3
|Ψ (x, wn)| dx→ 0 as n→ +∞
for any Carathéodory function1 Ψ : R3 × R→ R satisfying
lim
s→0
Ψ (x, s)
s2
= 0 uniformly in x ∈ R3
and |Ψ (x, s)| ≤ c(1 + |s|6) for some c > 0.
Corollary 7.1 easily imply the following fact.
Lemma 7.2. Suppose that bounded sequence (wn) ⊂ X satisfies (7.1) for every R > 0. Then∫
R3
f˜(x, ξn)wn dx→ 0
for every bounded (ξn) ⊂ X.
1We say that Ψ : R3 ×R→ R is a Carathéodory function if Ψ = Ψ(x, s) is measurable in x ∈ R3 and continuous
in s ∈ R.
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Proof. Observe that (6.1) and Hölder’s inequality imply that∣∣∣∣∫
R3
f˜(x, ξn)wn dx
∣∣∣∣ ≤ ε|ξn|2|wn|2 + Cε|ξn|p−1p |wn|p + Cε|ξn|q−1q |wn|q.
Corollary 7.1 imply that |wn|p → 0 and |wn|q → 0. Since (ξn) is bounded in Lp(R3) and in Lq(R3)
we get that
lim sup
n→+∞
∣∣∣∣∫
R3
f˜(x, ξn)wn dx
∣∣∣∣ ≤ ε lim sup
n→+∞
|ξn|2|wn|2
for every ε > 0. Therefore ∫
R3
f˜(x, ξn)wn dx→ 0,
since (wn) and (ξn) are bounded in L
2(R3). 
Proof of Theorem 1.2. Let (un) ⊂ X be a Cerami sequence given by Theorem 5.1. From Lemma
6.4, without loss of generality, we may assume that un ⇀ u0 for some u0 ∈ X. Assume that for
any R > 0 (7.1) holds true for wn := un − u0. From the weak-to-weak* continuity of J ′ there
follows that J ′(u0) = 0. Then
J ′(un)(un − u0) = ‖un − u0‖
2 + 〈u0, un − u0〉 −
∫
R3
f˜(x, un)(un − u0) dx.
Hence
‖un − u0‖
2 = J ′(un)(un − u0)− 〈u0, un − u0〉+
∫
R3
f˜(x, un)(un − u0) dx.
Since J ′(u0)(un − u0) = 〈u0, un − u0〉 −
∫
R3
f˜(x, u0)(un − u0) dx = 0 we get
‖un − u0‖
2 = J ′(un)(un − u0) +
∫
R3
f˜(x, un)(un − u0) dx−
∫
R3
f˜(x, u0)(un − u0) dx.
Obviously
J ′(un)(un − u0)→ 0.
From Lemma 7.2 there follows that∫
R3
f˜(x, un)(un − u0) dx→ 0 and
∫
R3
f˜(x, u0)(un − u0) dx→ 0.
Hence un → u0 in X. If u0 6= 0, then we have also that J (un) → J (u0) = c and the proof is
completed. If u0 = 0, we obtain that J (un)→ 0 and c = 0 - a contradiction.
Thus there are R > 0 and (zn) ⊂ R such that
lim sup
n→+∞
∫
B((0,0,zn),R)
|un|
2 dx > 0.
Taking, if necessary, a larger radius R we may assume that zn ∈ Z. Moreover, up to a subsequence,
|zn| → +∞.
Put vn(r, z) := un(r, z − zn). Then vn ∈ X (in particular, is cylindircally symmetric), and
‖vn‖ = ‖un‖, J (vn) = J (un)→ c, (1 + ‖vn‖)J
′(vn) = (1 + ‖un‖)J
′(un)→ 0,
since V , f , g are 1-periodic in x3.
Thus (vn) ⊂ X is also a bounded Cerami sequence at level c with
lim sup
n→+∞
∫
B(0,R)
|vn|
2 dx > 0.
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Hence, up to a subsequence, vn ⇀ v0 6= 0 in X. Moreover, from the weak-to-weak* continuity
there follows that J ′(v0) = 0, in particular v0 ∈ N and J (v0) ≥ c. Hence it is sufficient to show
that J (v0) = c.
Indeed, from the weak lower semicontinuity of the norm and the Fatou’s lemma
c = lim
n→+∞
J (vn) = lim
n→+∞
(
J (vn)−
1
q
J ′(vn) dx
)
= lim
n→+∞
[(
1
2
−
1
q
)
‖vn‖
2 +
∫
R3
1
q
f˜(x, vn)vn − F˜ (x, vn) dx
]
≥
(
1
2
−
1
q
)
‖v0‖
2 +
∫
R3
1
q
f˜(x, v0)v0 − F˜ (x, v0) dx = J (v0)−
1
q
J ′(v0)(v0) = J (v0) ≥ c.
In particular J (v0) = c and the proof is completed.

Proof of Theorem 1.3. The statement is a direct consequence of Theorem 1.1 and Theorem 1.2. 
Acknowledgements
Bartosz Bieganowski was partially supported by the National Science Centre, Poland (Grant No.
2017/25/N/ST1/00531).
References
[1] A. Azzolini, V. Benci, T. D’Aprile, D. Fortunato: Existence of Static Solutions of the Semi-
linear Maxwell Equations, Ric. Mat. 55 (2006), 283–297.
[2] T. Bartsch, T. Dohnal, M. Plum, W. Reichel: Ground States of a Nonlinear Curl-Curl Problem
in Cylindrically Symmetric Media, Nonlin. Diff. Equ. Appl. 23:52, no. 5 (2016), 34 pp.
[3] T. Bartsch, J. Mederski: Ground and bound state solutions of semilinear time-harmonic
Maxwell equations in a bounded domain, Arch. Rational Mech. Anal. 215 (1), (2015), 283–306.
[4] T. Bartsch, J. Mederski: Nonlinear time-harmonic Maxwell equations in an anisotropic
bounded medium, J. Funct. Anal. 272 (2017), no. 10, 4304–4333.
[5] T. Bartsch, J. Mederski: Nonlinear time-harmonic Maxwell equations in domains, J. Fixed
Point Theory Appl. 19 (2017), no. 1, 959–986.
[6] B. Bieganowski, J. Mederski: Nonlinear Schrödinger equations with sum of periodic and van-
ishing potentials and sign-changing nonlinearities, Commun. Pure Appl. Anal., Vol. 17, Issue
1 (2018), p. 143–161.
[7] B. Bieganowski, J. Mederski: Bound states for the Schrödinger equation with mixed-type non-
linearites, arXiv:1905.04542.
[8] F.O. de Paiva, W. Kryszewski, A. Szulkin: Generalized Nehari manifold and semilinear
Schrödinger equation with weak monotonicity condition on the nonlinear term, Proc. Amer.
Math. Soc. 145 (2017), p. 4783–4794.
[9] W. Dörfler, A. Lechleiter, M. Plum, G. Schneider, C. Wieners: Photonic Crystals: Math-
ematical Analysis and Numerical Approximation, Springer Basel 2012.
18 B. BIEGANOWSKI
[10] M. Gaczkowski, J. Mederski, J. Schino: Multiple solutions to cylindrically symmetric curl-curl
problems and related Schrödinger equations with singular potentials, arXiv:2006.03565.
[11] A. Kirsch, F. Hettlich: The Mathematical Theory of Time-Harmonic Maxwell’s Equations:
Expansion-, Integral-, and Variational Methods, Springer 2015.
[12] W. Kryszewski, A. Szulkin: Generalized linking theorem with an application to a semilinear
Schrödinger equation, Adv. Differential Equations, Vol. 3, no 3 (1998), p. 441–472.
[13] J. Mederski: Ground states of time-harmonic semilinear Maxwell equations in R3 with van-
ishing permittivity, Arch. Rational Mech. Anal. 218 (2), (2015), p. 825–861.
[14] J. Mederski: Nonradial solutions of nonlinear scalar field equations, to appear in Nonlinearity,
doi:10.1088/1361-6544/aba889, arXiv:1711.05711.
[15] J. Mederski, J. Schino, A. Szulkin: Multiple solutions to a nonlinear curl-curl problem in R3,
Arch. Rational Mech. Anal. 236 (2020) p. 253–288.
[16] P. Monk: Finite Element Methods for Maxwell’s Equations, Oxford University Press 2003.
[17] W. Nie: Optical Nonlinearity: Phenomena, applications, and materials, Adv. Mater. 5 (1993),
520–545.
[18] A. Szulkin, T. Weth: Ground state solutions for some indefinite variational problems, J. Funct.
Anal. 257, Issue 12 (2009), p. 3802–3822.
(B. Bieganowski)
Institute of Mathematics,
Polish Academy of Sciences,
ul. Śniadeckich 8, 00-956 Warszawa, Poland
and
Faculty of Mathematics and Computer Science,
Nicolaus Copernicus University,
ul. Chopina 12/18, 87-100 Toruń, Poland
Email address: bbieganowski@impan.pl
Email address: bartoszb@mat.umk.pl
