We provide short-time asymptotics with rates of convergence for the Laplace Dirichlet heat kernel in a ball. The boundary behaviour is precisely described. Presented results may be considered as a complement or a generalization of the famous "principle of not feeling the boundary" in case of a ball.
Introduction
Let k(t, x, y) = (4πt) −n/2 e −|x−y| 2 /4t , n ≥ 2, be the global heat kernel for the Laplacian in R n . For an open domain D ⊂ R n we denote by k D (t, x, y) the Dirichlet heat kernel for the Laplacian in D. Z. Ciesielski has proven in [4] that if the interval I(x, y) = {z = αx + (1 − α)y : α ∈ [0, 1]} connecting x and y, is contained in D, then the heat kernel k D (t, x, y) satisfies the well known "principle of not feeling the boundary" (introduced by M. Kac in [11] ) 
In [18] , M. van den Berg improved it by providing the following rate of convergence k(t, x, y) ≥ k D (t, x, y) ≥ k(t, x, y) 1 − e
where ρ is the distance between I(x, y) and the boundary ∂D of the domain D, i.e.
ρ = inf
w∈I(x,y) z∈∂D |w − z|.
This kind of short-time asymptotic behaviour of the Dirichlet heat kernels has been studied and generalized in many papers, see e.g. [9, 19, 20] . However, there is still no answer to a very natural question: what is the limit in (1) if x or y is getting close to the boundary of D, or following the metaphorical convention: what happens when the process starts feeling the boundary? The answer in known only in few elementary cases, e.g. for a half-space or an interval, where simple explicit formulas of heat kernels are available.
Research on short-time boundary behaviour of Dirichlet heat kernels has a long history, but concerns mainly estimates, and not asymptotics (see, among others, [3, 5, 7, 8, 12, 21, 22, 17] ).
In particular, let us recall very general bounds of E. B. Davies [5] (the upper bound) and Q. S. Zhang [21] (the lower bound), which state that for any bounded domain D ⊂ R n there are constants c 1 , c 2 , c 3 , c 4 > 0 such that 4 t, x, y).
for every x, y ∈ D and t < T for some T > 0. Here, δ D (x) denotes the distance of x to the boundary of D. The result is very powerful, but also very imprecise from the point of view of asymptotics. Its main disadvantage is that the time variable is multiplied by different constants in lower and upper bounds, which means that the exponential behaviours differ significantly for large values of |x − y| 2 /t, and consequently both bounds become completely incomparable. This inaccuracy has been recently removed in [12] in case of a ball. Precisely, let B = B(0, 1) be a unit ball centered at the origin and denote by k B (t, x, y) the heat kernel of B. Then, for every T > 0 there exists a constant C = C(n, T ) > 1 such that 1 C h(t, x, y)k(t, x, y) ≤ k B (t, x, y) ≤ C h(t, x, y)k(t, x, y)
for every x, y ∈ B and t < T , where
This estimate is a step forward and gives us new information about the behaviour of the heat kernel near the boundary. Nevertheless, it still does not enable us to obtain precise asymptotics of the quotient k B (t, x, y)/k(t, x, y). See also [1, 2, 13, 14, 15, 16, 17] for other recent research on accurate exponential behaviour of heat kernels and densities of joint distribution of first hitting time and place. The goal of the paper is to derive uniform short-time asymptotics of the heat kernel k B (t, x, y) of the ball B(0, 1) as well as to provide rates of convergence. Note that long-time asymptotics follow from the general theory (see [5] , [6] ) or the series representation given in [10] . For small times, even though the estimates (3) are known, it is not clear what is the main factor impacting on asymptotics. One can see that when |x−y| 2 / √ t is small then the left-hand side component in (4) dominates the other one, but when |x − y| 2 / √ t is large then the right-hand side component is not the dominating one in some range of arguments (e.g. for δ B (y) < |x − y| 2 < δ B (x)). It turns out that the proper quantity that drives the short-time behaviour of the heat kernel of a ball is δ B x+y 2 / √ t, which is comparable to (|x − y| 2 + δ B (x) + δ B (y))/ √ t, see (5) . The main results of the paper are Theorems 1 and 2, where asymptotics of the heat kernel as δ B x+y 2 / √ t tends to infinity or zero, respectively, are presented.
Theorem 1.
There are constants C, M > 0 depending only on n such that for
where δ Hz (w), w, z ∈ B(0, 1), denotes the distance between w ∈ B(0, 1) and the hyperplane tangent to the ball at the point z/|z|. In particular, it holds δ Hz (z) = δ B (z).
Let us note that the factors appearing in the asymptotical form come from the form of the heat kernel of a half-space. Precisely, we can write
One may therefore interpret this in the following way: if the distance from the middle point between x and y to the boundary is much bigger than √ t, then the process traveling from x to y is, before reaching neighbourhood of the middle point, similar to the process in the half-space H x , and to the process in H y after reaching the neighbourhood of the midpoint.
Theorem 2.
There are constants C, m 1 , m 2 > 0 depending only on n such that for t < m 1 and
In case of Theorem 2 we could say that if the distance from the middle point between x and y to the boundary is much shorter than √ t, then the process is similar to a process living in a suitably chosen half-space (see Lemma 3) . In fact, δ B (x)δ B (y)/t may be replaced by 1 − e −δ B (x)δ B (y)/t , which shows more accurately the connection with the form of the half-space heat kernel.
Since short-time asymptotics of Dirichlet heat kernels describing boundary behaviour have been known only for simple sets as half-space or an interval, there were no methods developed for solving such problems. Some ideas are taken from the recent paper [12] , where estimates have been obtained, however, providing asymptotics requires much more effort and care of details. As mentioned before, even knowing the estimates, it was not clear what kind of asymptotics one should expect. The first and crucial step in proving Theorems 1 and 2 was to approximate the heat kernel of a ball by the heat kernel k Hx (t, x, y) of the half-space H x in suitable range of argument. It has been achieved by combination of strong Markov property and n-dimensional analysis. In particular, the density of a convolution of two inverse-gamma distributions has been estimated, since it appears naturally when employing strong Markov property for Brownian motion. A lot of geometrical arguments has been used as well. Then, in view of explicit and compact form of k Hx (t, x, y), furher approximations were possible. Both, the result and the methods presented in the paper may be applied in more general setting as e.g. in estimating Dirichlet heat kernels of C 1,1 domains.
Let now q B x (t, z) be the density of the joint distribution of first hitting time and place of Brownian motion exiting a ball. The representation of q B x (t, z) as a derivative of k B (t, x, y) in the inward norm direction (see (9) ) implies q B x (t, z) = lim hր1 (k(t, x, hz)/δ(hz)). Thus, dividing inequalities in Theorems 1 and 2 by δ B (y) and letting it tend to zero, we directly obtain the below-given asymptotics of q B x (t, z). So far, only estimates of q B x (t, z) [12] and asymptotics of density of hitting time [16] have been known.
while for t < m 1 and
The paper is organized as follows. In Section 2 we introduce notation and provide some useful facts concerning Brownian motion. Sections 3 and 4 are devoted to the proofs of Theorem 1 and Theorem 2, respectively. Finally, in Appendix we gather several technical lemmas that are exploited in the proofs.
Preliminaries

Notation
We write f g whenever there exists a constant c > 0 depending only on a dimension n such that f < cg holds for the indicated range of the arguments of functions f and g. If f g and g f , the we write f ≈ g.
By |x| we denote the Euclidean norm of a point x ∈ R n . We write B k (x 0 , r) = {x ∈ R k : |x − x 0 | < r} for a k-dimensional ball of a radius r > 0 centered at x 0 ∈ R k . In the basic case x 0 = 0, r = 1 and k = n we simply denote B = B n (0, 1).
For x ∈ B, x = 0, we write P x for hyperplane tangent to B at the point x |x| . The half-space bounded by P x and containing the ball B will be denoted by H x . Additionally, by P xy we denote the hyperplane that contains x/|x|, y/|y| ∈ ∂B and such that it is perpendicular to the vector
and l is the line in R 2 containing (x 1 , x 2 )/|x| and (y 1 , y 2 )/|y| then P xy = l × R n−2 . Furthermore, we define H xy as the half-space bounded by P xy and containing x and y.
For a domain D ⊂ R n and x ∈ D we write δ D (x) for a distance of x to the boundary ∂D. As previously, we shorten the notation in the case D = B and just write δ(x) = δ B (x) = 1 − |x|. Let us note that the distance of a middle point between x and y to the boundary of B may be estimated as follows ([12] , formula (2.2))
In particular, this implies
where we used the inequality between arithmetic mean and root mean square.
Brownian motion
We consider n-dimensional, n ≥ 2, Brownian motion W = (W (t)) t≥0 = (W 1 (t), ..., W n (t)) t≥0 starting from x ∈ R n and we denote by P x and E x the corresponding probability law and the expected value, respectively. Obviously P x is absolutely continuous with respect to the Lebesgue measure and k(t, x, y) is the corresponding transition probability density.
For a general domain D ⊂ R d we define the first exit time from D by
We write k D (t, x, y) for the transition probability density for Brownian motion W D = (W D (t)) t≥0 killed upon leaving a set D. The relation between k D (t, x, y) and k(t, x, y) together with the joint distribution of (τ D , W (τ D )) is described by the Hunt formula
Denoting the density function of (τ D , W (τ D )) by q D x (t, z), the Hunt formula takes the form
where σ is the surface measure on ∂D. Note also that if D is a C 3 then we can recover q D x (t, z) from k D (t, x, y) by differentiating it in the inward norm direction (see [10] )
In particular, in case of the ball B we may use the estimates (3) and get
Due to the reflection principle, in case of a half-space a simple explicit formula may be derived. More precisely, for H = {x ∈ R n : x 1 > 0} we have
Generally, by rotational and translational invariance of Brownian motion, for any half-space H the following holds
Proof of Theorem 1
First, we prove the assertion of Theorem 1 in case when δ(y)/ √ t → ∞ with a bit different form of the convergence rate. 
which, under current assumptions, gives us for y ∈ B
15 16
Next, we will get rid of the assumption y ∈ B 
which implies
We therefore apply Chapman-Kolmogorov identity in the following way 
Corollary 2 gives us
for some constant c > 0. In order to deal with the integral I 1 , let us note that δ 
Furthermore, by (15) and (14), we obtain
Thus, we get
and consequently
This together with (16) let us write
In particular, for δ(y)/ √ t large enough we have k B (t, x, y) ≈ k Hx (t, x, y), so we can replace k Hx (t, x, y) by k B (t, x, y) in the estimate above.
Proof of Theorem 1. Let us decompose k B (t, x, y) using Chapman-Kolmogorov identity as follows
where 
Note that for large values of δ x+y 2 / √ t, the right-hand side term in (4) is dominating, and therefore, by inequalities |x − y| 2 ≤ 8δ x+y 2 and δ (w) ≤ δ Hx (w) ∧ δ Hy (w), w ∈ B, we have
which yields
Next, since δ Hx (z) − δ Hx x+y 2 ≤ z − x+y 2 < R, (58) gives us
which, together with (11), follows
The same bound holds if we switch x and y. Thus, analogously as in (17), we obtain
where we also used Corollary 3. Combining this with (18) we arrive at
It is now enough to show that I 2 is suitably small. If ∠(x, y) > π/2 (where by ∠(x, y) we mean the smaller non-negative angle between vectors x = (0, x) and y = (0, y)), we have δ Hx x+y 2 ≈ δ Hy x+y 2 ≈ 1. Consequently, using (12) and Corollary 3, we get
Consider now ∠(x, y) ≤ π/2. The main consequence of this assumption is that δ(x) ≈ δ Hxy (x) and δ(y) ≈ δ Hxy (y), where H xy is defined in Section 2.1. Furthermore, recalling that P xy := ∂H xy , simple geometry and (6) yield
Note that for any
where dist (z, P xy ) denotes the distance from z to P xy . Obiously, for z ∈ H xy we have dist (z, P xy ) = δ Hxy (z). Then, we split I 2 into another two integrals:
, then the first inequality in (5) implies that for z ∈ B satisfying dist(z, P xy ) ≤ 6δ
Applying this and δ(z) ≤ dist (z, P xy ) + ρ(x, y) < 24δ
to upper bound in (3) we obtain
Hence, by Corollary 3,
On the other hand, for any z ∈ B such that dist(z, P xy ) > 6 δ x+y 2
, we have
and, by (5) and δ Hxy (z) > δ Hxy (x),
Consequently, by upper bound in (3) and the estimate δ(x) ≈ δ Hxy (x), we get
and the same inequality holds with y instead of x. Thus, by Corollary 2, we obtain
Hxy\Bn( we may bound for t < 1 and δ x+y t / √ t > 1 as follows
Finally, combining (19) , (20), (22) and (24) we get
which is equivalent to the assertion of the theorem.
Proof of Theorem 2
We start this section with another bound for difference between k B (t, x, y) and k Hx (t, x, y). The below-given lemma implies assertion of Theorem 2 with additional assumptions that δ(y) tends to δ Hx (y) and δ(x) < δ(y), which seem to be quite natural when comparing k B (t, x, y) with k Hx (t, x, y) for x and y close to each other and to the boundary of B.
Lemma 2. Let t < 1 and x, y ∈ B with δ(x) ≤ δ(y). Then
Proof. First, let us note that if δ Hx (y) − δ(y) ≥ 1 100 δ(y), then δ Hx (y) ≤ 101 (δ Hx (y) − δ(y)) and the assertion is obvious since, by (12) ,
Similarly, if δ Hx (y) − δ(y) < 1 100 δ(y), then δ Hx (y) < 101 100 δ(y) and the assertion is clear for
For these reasons, throughout the proof we assume δ Hx (y) − δ(y) < 1 100 δ(y), and
Without loss of generality we also assume that x = (0, ..., 0, x n ), x n > 0, and y = (0, ..., 0, y n−1 , y n ), y n−1 , y n ≥ 0. In particular, this implies H x = {z ∈ R n : z n < 1}. By Strong Markov property (or Hunt formula) we conclude
where
:= r 1 (t, x, y) + r 2 (t, x, y).
Our aim is therefore to estimate r(t, x, y). We start with r 1 (t, x, y). First, let us note that for x = (0, ..., 0, x n ) with x n ≥ 0 and z ∈ ∂B such that z n < 1/2 it holds |x − z| ≥ √ 2/2. Then, using the assumption |x − y| 2 ≤ 1 4 √ t < 1 4 and the fact that the function e −1/8s /s n/2+1 may be estimated by an increasing function on the interval (0, 1), we get for s < t < 1
δ(x)k(t, y, x)e −1/16t , and consequently
where we used the estimate W 1 (τ B ) < 1 2 δ(x), which follows e.g. from the formula for the Poisson kernel of a ball.
Let us now deal with r 2 (t, x, y). Denotingz = (z 1 , z 2 , ..., z n−1 ) ∈ R n−1 we have for z ∈ ∂B ∩ {z n ≥ 0}
Hence, using (10) and (12), we obtain r 2 (t, x, y) = (|x − z| + |y − z|) n |x − z| n/2 |y − z| n/2 1 + (|x − z| + |z − y|)|y − z| 3 t t t + |x − z||y − z| dz
...dz =:
where,
It is clear, that for z ∈ A 3 we have |x − z| ≈ |y − z| and (|x − z| + |z − y|) 2 ≥ |x − z| 2 + |z − y| 2 ≥ |x − z| 2 + |x − y| 2 , thus
Furthermore, we estimate |x − z| ≥ |z| and
Next, we parametrize A 3 by B n−1 0,
Since surface element of this mapping is bounded, we obtain
Let us pass to estimating integrals I 1 and I 2 . The latter assumption in (25) gives us for z ∈
Furthermore, let z ′ be an orthogonal projection of z onto the line containing x and y. Then, we have
Hence, both of the integrands in I 1 and I 2 are bounded (up to a multiplicative constant) by
, where we also bounded t + |x − z||y − z| > |x − z||y − z|). For z ∈ A 1 we have |y − z| ≈ |x − y|. Furthermore, due to the assumed form of x and y, we have z ′ = (0, ..., 0, z n−1 , z n ), and therefore |z − z ′ | ≥ |(z 1 , ..., z n−2 )|. Hence, estimating additionally |x − z| ≈ |z| + δ(x), we get for
All together leads to
for some constant c > 0. Next, we parametrize A 1 by
for some S 1 ⊂ B n−2 (0, 2|x − y|) × (−2|x − y|, 2|x − y|). This gives us
where we also omitted the exponent in the first fraction. We deal with the summands of the integrand separately. First,
In case of the latter integral we consider dimension n = 2 separately. Precisely, for n = 2 we obtain just a single integral
For n ≥ 3 we will use the inequality δ(x) ≤ 2|x − y|, which is true since else A 1 ∪ A 2 = φ and
This follows |x − y| t
which is the same bound as in the case n = 2. Applying this and (31) to (30), we arrive at
Estimation of I 2 is very similar to estimation of I 1 at many points. Nevertheless, some additional preparation is needed. If δ(y) ≥ |x − y|/8, then clearly A 2 = φ and consequently I 2 = 0, so we assume δ(y) < |x − y|/8. Furthermore, it happens that
The latter inequality follows directly from the form of x and y. To see the first one, assume it is not true i.e. |ỹ| < |x − y|/2. Then, due to the inequality y n ≤ x n , that follows from the assumption δ(x) ≤ δ(y), we get
and hence
which contradicts the assumption δ(x) < |x − y|/8. Therefore, from (34) we have
which, in view of the assumption δ Hx (y) − δ(y) ≤ 1 100 δ(y), gives
Next, we will show that
From the definition of A 2 , (34) and the form of y, we have for z ∈ A 2
and hence, by (36),
Additionally, since |z − z ′ | < |z − y| < 1 8 |x − y| and by (34) we get
Then, since every point z ′ is of the form 0, ..., 0, z ′ n−1 , yn−xn y n−1 z ′ n−1 + x n , we conclude from (40), (34) and the inequality y n ≤ x n what follows
which, combined with (39), leads to
Thus, the inequality |z − z ′ | ≥ Applying this, the bound |z| 2 δ Hx (y) − δ(y), which follows from (39) and (35), and the estimates
to (28), we arrive at
Similarly as in the case of I 1 , we parametrize A 2 by
we get
We estimate the integral of the first summand as follows 
Next, using (32) with |v|+δ(y) and n+4 instead of |v| and n (note that assumptions are satisfied as |v| + δ(y) < 
which is the same bound as in (42). Applying this to (41), we obtain
Now, combining (26), (27), (33) and (43) gives us
and the inequalities
The next lemma shows that, under assumptions of Theorem 2, the heat kernel k B (t, x, y) may be approximated by k Hxy (t, x, y).
Lemma 3. There are constants c 1 , c 2 > 0 such that for t < c 1 and
Proof. First, let us observe that for small values of t and
the angle ∠(x, y) between vectors x and y is small as well and therefore δ Hxy (x) ≈ δ(x) and δ Hxy (y) ≈ δ(y). Furthermore, under this assumption formulas (5), (3) and (11) imply
Let us introduce sets C 1 , C 2 , depending on x and y, as follows:
where P xy = ∂H xy and
Such a choice of d and R ensures that
In particular, it follows from the first limit and the inequality (21) that for
small enough it holds B\C 1 ⊂ H xy and x, y ∈ C 1 . Then, by Chapman-Kolmogorov equation we have
The latter inequality is clear. To explain the first one, let us denote by P w 0 the hyperplane parallel to P xy tangent to B at w 0 / ∈ H xy . By simple calculation we have (5) and (6), we have for z ∈ C 2
where the expression in brackets is smaller than 1 if t and
where z ∈ C 2 \C 1 and δ(x)/ √ t is small enough. Furthermore, by (3) and (49),
Thus, for z ∈ C 2 \C 1 we have
By (47) and (23) we bound δ(z) δ Hxy (z) and consequently, by Proposition 1,
The next step is to stimate the difference between expressions k Hx (t/2, x, z)k Hy (t/2, z, y) and k Hxy (t/2, x, z)k Hxy (t/2, z, y). By (11), we may write |k Hxy (t/2, x, z) − k Hx (t/2, x, z)| = k(t/2, x, z)e −2δ(x)δ Hx (z)/t 1 − e −2δ(x)(δ Hxy (z)−δ Hx (z))/t ≤ k(t/2, x, z) 1 − e −2δ(x)(δ Hxy (z)−δ Hx (z))/t .
Let us denote by l z the line perpendicular to H xy and containing z, and by w x = l z ∩ P x , w xy = l z ∩ P xy points that are intersections of l z with P x and P xy , respectively. Then we have δ Hxy (z) = |z − w xy |, δ Hx (z), = cos ∠(P xy , P x )|z − w x | and consequently δ Hx (z) − δ Hxy (z) = (cos ∠(P xy , P x ) − 1) δ Hxy (z) + cos ∠(P xy , P x ) |z − w z | − δ Hxy (z)
≤ tan 2 ∠(P xy , P x ) + |z − w x | − δ Hxy (z) .
The inequality (6) gives us
Furthermore, since x/|x| ∈ P x ∩ P xy and by estimate of and consequently, using inequality
