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Sur le transfert des traces d’un groupe classique p-adique a` un groupe
line´aire tordu.
C. Mœglin et J.-L. Waldspurger
Institut de Mathe´matiques de Jussieu
CNRS
Soit F un corps local non archime´dien et soit N un entier. On note θ l’automorphisme de GL(N,F )
de´fini pour tout e´le´ment g de GL(N,F ) par θ(g) = J tg−1J ou` J est la matrice antidiagonale multiplie´
a` gauche par la matrice diagonale (1,−1, · · · , (−1)N−2, (−1)N−1). On note G˜(N) le produit semi-
direct de GL(N,F ) par le groupe a` 2 e´le´ments engendre´ par θ. Pour justifier notre travail, admettons
momentane´ment que la conjecture de Ramanujan soit ve´rifie´e pour les repre´sentations automorphes
cuspidales de GL(N,A) ou` A est l’anneau des ade`les d’un corps global admettant F comme localise´
en une place. Les composantes locales en cette place des formes automorphes de carre´ inte´grable
(et meˆme des se´ries d’Eisenstein sur l’axe unitaire) sont des induites irre´ductibles de la forme σ :=
×(ρ,a,b)Sp(b, St(a, ρ)) ou` (ρ, a, b) parcourt un ensemble de triplets ou` ρ est une repre´sentation cuspidale
irre´ductible et unitaire d’un groupe GL(dρ, F ) (ce qui de´finiti dρ) et a, b sont des entiers. La notation
Sp(b, St(a, ρ)) est importante pour nous : pour la de´finir on utilise des induites ce qui suppose que
nous avons fixe´ un parabolique minimal, pour nous les matrices triangulaires supe´rieures (pour fixer les
ide´es), alors St(a, ρ) est la repre´sentation de Steinberg de GL(adρ, F ) base´e sur ρ, c’est-a`-dire l’unique
sous-module irre´ductible de l’induite ρ| |(a−1)/2×· · ·×ρ| |−(a−1)/2 et Sp(b, St(a, ρ)) est l’unique quotient
irre´ductible de l’induite pour GL(abdρ, F ) :
St(a, ρ)| |(b−1)/2 × · · · × St(a, ρ)| |−(b−1)/2.
C’est aussi l’unique sous-module irre´ductible de l’induite
St(a, ρ)| |−(b−1)/2 × · · · × St(a, ρ)| |(b−1)/2.
On remarque aussi que ρ est θ-invariante si et seulement si ρ est autoduale. Si l’ensemble des
repre´sentations ρ qui interviennent dans ce produit est forme´ de repre´sentations dont la classe d’i-
somorphie est invariante sous l’action de θ (on dira repre´sentationsθ-invariantes), l’induite σ est elle
aussi θ-invariante et on peut donc la prolonger en une action de G˜(N) ; il y a e´videmment un choix,
qu’il faudra pre´ciser. D’un point de vue global, un choix pour l’action de θ s’impose assez naturelle-
ment : celui qui vient de la classification de Langlands des repre´sentations. C’est celui qui est sugge´re´
par Arthur. D’un point de vue local, ce n’est pas le plus simple et il n’a rien de canonique. Dans ce
travail, on e´tudiera les diffe´rents choix possible, on calculera les signes qui interviennent quand on
change de choix et on montrera l’influence de ces signes sur le transfert.
Mais le but principal de ce travail est de ramener le calcul de la trace trσ(g, θ) pour tout g ∈
GL(N,F ) au calcul de la trace pour des repre´sentations tempe´re´es. Pour cela, nous n’avons besoin
d’aucune hypothe`se.
Ce cas a e´te´ traite´ sous certaines hypothe`ses (en particulier un lemme fondamental) en [27] et
sous ces meˆmes hypothe`ses on obtient donc un transfert assez ge´ne´ral. Le but ultime est de de´crire les
paquets d’Arthur pour les groupes classiques ; ici on re`gle donc la combinatoire lie´e a` la distribution
stable associe´e au paquet. Il restera a` re´gler la combinatoire lie´e aux proprie´te´s endoscopiques, et on
voit clairement comment faire. Soyons plus pre´cis.
Arthur [1] [6] a remarque´ que si N est pair le groupe HN := SO(N + 1, F ) (forme quaside´ploye´e)
est un groupe endoscopique ”stable” pour la forme tordue G˜(N) alors que si N est impair, la meˆme
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assertion est vraie pour HN := Sp(2N,F ). Ainsi si tr(σ(g, θ)) est stable, cette distribution doit
eˆtre le tranfert d’une distribution stable sur l’un de ces groupes ; quand cette distribution n’est pas
stable d’atures groupes endoscopiques elliptiques remplace HN (cf [6] par. 30. L’ide´e serait de calculer
tr(σ(g, θ)) dans le groupe de Grothendieck des repre´sentations lisses de G˜(N) avec comme base des
induites de repre´sentations tempe´re´es, en fait ce n’est pas tout a` fait comme cela que l’on proce`de. On
interpre´tera la repre´sentation σ a` l’aide des morphismes de WF ×SL(2,C)×SL(2,C) dans GL(N,C)
dont la restriction a` WF est continue et borne´e. Et les repre´sentations tempe´re´es qui doivent alors
intervenir sont celles qui sont associe´es au morphisme ψ◦∆ ou` ∆ est le plongement diagonal de SL(2,C)
pour tous les sous-groupes de Levi de GL(N,F ) tel que le groupe dual contienne un conjugue´ de ψ◦∆.
On oublie la notation σ et on note π(ψ) la repre´sentation associe´e a` un tel morphisme ψ. On veut
e´tudier les trπ(ψ)(g, θ) quand l’image de ψ est simplement θ-invariante.
Le cas difficile est celui ou` ψ ◦ ∆ est discret c’est-a`-dire de´fini une repre´sentation semi-simple
sans multiplicite´s de WF × SL(2,C) ; on dit alors que ψ est de restriction discre`te a` la diagonale. On
rame`ne le cas ge´ne´ral (cf 2.4) a` ce cas, en utilisant le Jacquet ce qui est une ope´ration qui ne´cessite
de commencer par augmenter le rang du groupe mais cette ope´ration est tre`s compatible au transfert
(cf. 4.2).
Supposons donc que ψ ◦∆ soit discret ; dans ce cas, le centralisateur de ψ et celui de ψ ◦∆ sont des
produits de groupes GL(1,C) et celui de ψ est inclus dans celui de ψ ◦∆. On dit que ψ est e´le´mentaire
si cette inclusion est une bijection ; en termes simples cela veut dire que ψ en tant que repre´sentation
de WF × SL(2,C) × SL(2,C) est somme de repre´sentations irre´ductibles dont chacune est triviale
sur au moins l’une des copies de SL(2,C) ; la repre´sentation de GL(n, F ) alors associe´e a` ψ est une
induite irre´ductible de repre´sentations de Steinberg et de repre´sentations de Speh (les repre´sentations
de Speh sont les images par l’involution de Zelevinsky des repre´sentations de Steinberg). Ce cas se
traite en re´alisant la repre´sentation associe´e a` ψ comme cohomologie d’un complexe provenant de la
repre´sentation tempe´re´e associe´e a` ψ ◦∆ ; c’est une re´miniscence des constructions d’Aubert [7]. Ce
complexe est muni d’une action de θ et il faut la comparer a` l’action de θ mise a priori. Ceci est fait en
3. Le travail combinatoire de toute la premie`re partie du papier est de ramener le cas des ψ ge´ne´raux de
restriction discre`te a` la diagonale au cas e´le´mentaire ; on re´alise la repre´sentation associe´e a` ψ dans le
groupe de Grothendieck avec comme base des induites de repre´sentations associe´es a` des morphismes
e´le´mentaires. Nous allons essayer de donner ici une ide´e de la formule ; on fixe une sous-repre´sentation
irre´ductible de la repre´sentation de WF × SL(2,C)× SL(2,C). Une telle repre´sentation est le produit
tensorielle de 3 repre´sentaions irre´ductibles, l’une de WF que nous appelons ρ et deux de SL(2,C) qui
sont connues de`s que l’on a leurs dimensions, dimensions que l’on note a, b respectivement. Ainsi ψ est
la somme d’une repre´sentation associe´e a` un morphisme du meˆme type ψ′ et de cette repre´sentation
que nous e´crivons π(ρ, a, b) ; comme ψ n’est pas e´le´mentaire, on suppose que inf(a, b) > 1 et pour
n’utiliser dans cette introduction que la repre´sentation de Steinberg, on suppose ici que a ≥ b. Graˆce a`
la correspondance de Langlands locale [9], [10], on identifie ρ a` une repre´sentation cuspidale d’un groupe
GL(dρ, F ) (ce qui de´finit dρ). Dans le groupe de Grothendieck on de´finit a priori la repre´sentation
suivante :
⊕c∈]b,a](−1)
a−cSt(c, ρ)| |(a−b−c+1)/2 × πc × St(c, ρ)| |
−(a−b−c+1)/2
⊕(−1)[b/2]St(a− b+ 1, ρ) × π(ρ, a+ 1, b− 1)× π(ψ′),
ou` πc, pour c = a vaut π(ρ, a, b − 2) × π(ψ
′) (si b = 2, πa = π(ψ
′)), est la repre´sentation 0 si b = 2
et c < a et sinon est un module de Jacquet convenable de la repre´sentation π(ρ, a + 2, b− 2) × π(ψ′)
qui de´pend de c e´videmment ; on renvoie au texte pour une de´finition pre´cise, le point important
est que inf(a + 2, b − 2) = b − 2 < b et de meˆme inf(a + 1, b − 1) = b − 1 < b. Chacune des
repre´sentations e´crites dans cette combinaison line´aire a une action de θ que l’on pre´cise de fac¸on
ad hoc de fac¸on a` obtenir le re´sultat : cet e´le´ment du groupe de Grothendieck de G˜(N) ve´rifie pour
tout e´le´ment g ∈ GL(n, F ) suffisamment re´gulier trπ˜(ψ)(g, θ) = trπ(ψ)(g, θ). On conclut en faisant
une re´currence sur Iψ :=
∑
(ρ′,a′,b′) inf(a
′, b′) ou` (ρ′, a′, b′) parcourt l’ensemble des repre´sentations
irre´ductibles incluses dans ψ. Revenons sur le proble`me de l’action de θ ; on de´finit a priori une action
de θ sur toutes les repre´sentations associe´es a` des morphismes du type de ψ. Avec les notations ci-
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dessus, on aura canoniquement une action sur chaque repre´sentation πc qui se prolonge canoniquement
en une action sur l’induite correspondant a` c ci-dessus. Toutes ces actions provenant canoniquement
d’une action mise sur π(ρ, a+2, b−2)×π(ψ′), il est naturel qu’elles se combinent bien. Mais comme il y
a encore le terme St(a−b+1, ρ)×π(ρ, a+1, b−1)×π(ψ′) dans la combinaison line´aire, il faut que l’action
mise sur π(ρ, a+2, b−2)×π(ψ′) soit aussi lie´e a` celle mise sur St(a−b+1, ρ)×π(ρ, a+1, b−1)×π(ψ′).
Si on prend l’action qui vient des classifications de Langlands (cf. 5.1), ici, cela fonctionnerait bien
car on a suppose´ que a ≥ b ; mais dans le cas inverse, ou` b ≥ a et ou` les Steinberg sont remplace´s
par les ”Speh” , cela ne fonctionnerait plus, il faudrait introduire un signe sur l’action de θ. Plutoˆt
que de mettre des signes, on a choisi de de´finir sur les repre´sentations π(ψ) une action de θ qui
est ”inde´pendante” des signes a′ − b′ (ou` (ρ′, a′, b′) parcourt comme ci-dessus l’ensemble des sous-
repre´sentations irre´ductibles incluses dans ψ). Et dans la partie 5, on e´tudie ces signes. D’un point
de vue local il n’y a de toute fac¸on aucune raison de privile´gier la classification de Langlands a`
celle de Zelevinsky. Appelons normalisation a` la Whittaker, l’action de θ obtenue en utilisant la
normalisation de Langlands ; un peu plus pre´cise´ment la classification de Langlands fournit une induite
(ne´cessairement θ-invariante) tel que π(ψ) soit l’unique quotient irre´ductible (dans tout le travail on
utilise sous-module et non quotient en dualisant convenablement). L’induite a un mode`le de Whittaker
pour tout choix de caracte`re additif de F . On fait un tel choix de caracte`re additif et avec ce choix
on construit un caracte`re χ du sous-groupe unipotent supe´rieur de GL(n, F ) invariant sous l’action
de θ ; pour tout repre´sentation I de GL(n, F ), munie d’une action de θ, l’espace des coinvariants
pour ce sous-groupe unipotent et le caracte`re χ he´rite d’une action de θ. Si l’espace des coinvariants
est de dimension 1, ce qui est le cas ci-dessus, on a ainsi un moyen de normaliser l’action de θ en
demandant que l’action induite soit l’action triviale. C’est ce que l’on appelle la normalisation a` la
Whittaker. On ve´rifiera que ce choix est inde´pendant du caracte`re additif fixe´ quand ψ se factorise
par le L-groupe de HN . On note θW (ψ) l’action ainsi de´finie de θ. Quand on utilise la classification
de Zelevinsky, on re´alise π(ψ) comme unique sous-module irre´ductible d’une induite θ-invariante ; ici
l’induite n’a pas de mode`le de Whittaker en ge´ne´ral, il faut donc commencer par mettre une action
de θ sur l’induite puis la restreindre (c’est explique´ en 5.3). On note θU(ψ) cette normalisation et
on note θ(ψ) la normalisation ”ad hoc”, celle qui fait ”marcher” le re´sultat ci-dessus. Il n’y a plus
besoin de supposer ici que ψ est de restriction discre`te a` la diagonale. On calcule explicitement tous
les signes σW (ψ) := θ(ψ)/θW (ψ), σU (ψ) := θ(ψ)/θU (ψ) σ∅(ψ) := θW (ψ)/θU (ψ) ; ces signes ont une
jolie interpre´tation relativement au transfert endoscopique. Ici on se limite au cas ou` ψ se factorise
par le L-groupe de HN , cas ou` π(ψ)◦θ est stable d’apre`s [6]. On montre alors qu’il existe un caracte`re
ǫW (ψ), ǫU (ψ) et ǫ∅(ψ) du centralisateur de ψ dans le L-groupe de HN dont la restriction au centre de
ce L-groupe est triviale et tel que en notant z2 l’image par ψ de l’e´le´ment non trivial de la 2e copie
de SL(2,C), le signe σ?(ψ) soit la valeur du caracte`re ǫ?(ψ) sur z2.
Supposons encore que ψ se factorise par le L-groupe de HN ; pour motiver notre article on rappelle
en 4.6 comment on a associe´ a` tout caracte`re ǫ de Cent(ψ) dans ce L-groupe une repre´sentation π(ψ, ǫ)
ou (parfois) 0 que l’on note πH(ψ, ǫ) ; on a e´tudie´ ces repre´sentations sous certaines hypothe`ses mais
ici seule la construction nous importe. Le transfert que l’on obtient dans les cas ou` on le connaˆıt pour
les repre´sentations tempe´re´es (cf. 4.4 pour des hypothe`ses pre´cises) est de la forme :∑
ǫ
ǫ(z2)trπ
H(ψ, ǫ) = trπ(ψ) ◦ θ,
ou` ǫ parcourt l’ensemble des caracte`res du centralisateur de ψ dans le L-groupe de HN triviaux sur
le centre de ce L-groupe. Et avec la proprie´te´ donne´e une telle formule ne doit eˆtre montre´e que pour
l’une des actions de θ, on l’obtient ensuite pour les autres en changement l’application ǫ 7→ πH(ψ, ǫ) en
ǫ 7→ π(ψ, ǫ?ǫ). Cette formule est heureusement analogue a` celle de [6] 30.1 qui fait suite a` [2], [3], [4],
[5]. Notre point de vue est une description explicite des repre´sentations qui interviennent. On explique
d’ailleurs en 4.5 comment le transfert obtenu par Arthur est un point de´part pour nos constructions et
ce qu’il entraˆıne des hypothe`ses dont nous avons besoin pour aller au bout des descriptions ; on pousse
ce point de vue en [17] pour avoir toutes les hypothe`ses dont nous avons besoin pour une description
combinatoire mais cela sort du cadre de ce travail limite´ a` GL(N,F ) tordu.
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1 De´finitions et notations ge´ne´rales
1.1 Notations pour les intervalles
A de nombreuses reprises dans cet article des sommes ou des produits sont indexe´s par des e´le´ment
ℓ dans un segment ; on a pris quelques conventions sur cette notations. Pour nous un segment est
la donne´e de 2 nombres re´els x, y tel que x − y ∈ Z (en ge´ne´ral x, y seront des demi-entiers non
ne´cessairement entiers) et la notation ℓ ∈ [x, y] est l’ensemble des e´le´ments ℓ de la forme x, x −
1, · · · , y + 1, y si x ≥ y et x, x+ 1, · · · , y − 1, y si x ≤ y.
1.2 Action de θ sur une repre´sentation cuspidale autoduale
Soit ρ une repre´sentation cuspidale irre´ductible de GL(dρ, F ) (ce qui de´finit dρ). On suppose que
ρ est invariante par conjugaison sous θ (action de´finie ci-dessus quand on fait n = dρ). On fixe un
espace de la repre´sentation ρ muni d’un automorphisme Nρ,θ tel que Nρ,θ entrelace ρ et ρ ◦ θ et on
suppose que N2ρ,θ = 1. On conside`re ρ comme une repre´sentation du produit semi-direct G˜(dρ) ou` θ
agit par l’ope´rateur Nρ,θ. On a fait la` un choix qui dure dans tout le texte ; une fac¸on de normaliser
est de normaliser a` la Whittaker (comme explique´ dans l’inroduction), ce qui suppose que l’on a fixe´
un caracte`re additif du corps de base ; on ve´rifiera qu’un tel choix n’influe pas sur le transfert (cf. 4.1).
1.3 Action de θ sur des induites
De fac¸on ge´ne´rale, soit σ une repre´sentation de G˜(dσ) (ce qui de´finit dσ) et soit τ une repre´sentation
deGL(dτ , F ) (ce qui de´finit dτ ). On note
θτ l’image de τ par l’automorphisme induit par θ et soit τ ′ une
repre´sentation deGL(dτ , F ) isomorphe a`
θτ . Soit A un automorphisme de l’espace, Vτ , de τ sur l’espace
Vτ ′ , de τ
′ tel que pour tout v dans l’espace de τ et tout g ∈ GL(dτ , F ), on ait τ
′(g)A(v) = A(τ(θ(g))v).
On note Vσ l’espace de σ et θσ l’action de θ sur cet espace. On pose pour tout φ dans l’induite de
τ ⊗ σ ⊗ τ ′ et tout g ∈ GL(dσ + 2dτ , F ) :
θφ(g) :=
(
A−1 ⊗ θσ ⊗A
)
ι(φ(θ(g))),
ou` ι est l’isomorphisme de Vτ ⊗Vσ ⊗ Vτ ′ sur Vτ ′ ⊗Vσ ⊗ Vτ qui e´change les termes extreˆmes. On ve´rifie
que cela de´finit une action de θ sur l’induite τ × σ× τ ′ ; en effet soit m1 ∈ Gl(dτ , F ), m0 ∈ GL(dσ , F )
et m2 ∈ GL(dτ , F ). On conside`re m := (m1,m0,m2) comme un e´le´ment de GL(dσ + 2dτ , F ). Pour
g comme ci-dessus, on a θ(mg) = (θ(m2), θ(m0), θ(m1))θ(g) et l’assertion s’en de´duit. Ainsi l’induite
τ × σ × τ ′ est une repre´sentation de G˜(dσ + 2dτ ) et cette action de´pend du choix de A a` ceci pre`s
qu’elle est inde´pendante de la multiplication de A par un scalaire ; en particulier si τ est irre´ductible,
elle ne de´pend pas du choix de A. On ge´ne´ralise cette construction en remplac¸ant τ par une induite
τ1×· · ·×τℓ, ou` chaque τi est irre´ductible ; on voit clairement comment prolonger naturellement l’action
de θσ a` l’induite τ1× · · · × τℓ×σ×
θτℓ× · · · ×
θ τ1 de fac¸on inde´pendante de tout choix de morphisme,
A1, · · · , Aℓ entrelac¸ant, pour i = 1, · · · , ℓ,
θτi et τi ◦ θ.
Pour ρ fixe´ et a un entier, on note St(a, ρ) la repre´sentation de Steinberg qui est l’unique sous-
repre´sentation irre´ductible de l’induite σSt,a,ρ := ρ| |
(a−1)/2 × · · · × ρ| |−(a−1)/2 et pour b un entier, on
note Sp(b, ρ) la repre´sentation de Speh qui est l’unique sous-repre´sentation irre´ductible de l’induite
σSp,b,ρ := ρ| |
−(b−1)/2 × · · · × ρ| |(b−1)/2.
1.4 Notations relatives aux modules de Jacquet
Soit π une repre´sentation de G˜(N) de longueur finie et soit ρ une repre´sentation irre´ductible
cuspidale et autoduale de GL(dρ, F ). On conside`re le parabolique standard de GL(n, F ) de Levi
GL(dρ, F )×GL(N − 2dρ, F )×GL(dρ, F ) ; on remarque qu’il est θ-invariante. On conside`re le module
de Jacquet de π le long du radical unipotent de ce parabolique. On conside`re ce module de Jacquet
dans le groupe de Grothendieck des repre´sentations du Levi . On fixe x ∈ R et on projette cet e´le´ment
semi-simplifie´ sur le support cuspidal ρ| |x par l’action du premier facteur GL(dρ, F ) et sur le support
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cuspidal ρ| |−x pour le deuxie`me facteur GL(dρ, F ) (le dernier dans l’e´criture du Levi) ; cette projection
semi-simplifie´e est une somme de repre´sentations irre´ductibles ρ| |x ⊗ σ ⊗ ρ| |−x ou` σ parcourt un
ensemble de repre´sentations irre´ductibles de GL(N −2dρ, F ). On note Jac
θ
x(π) l’e´le´ment du groupe de
Grothendieck de GL(N−2dρ, F ) qui est la somme de ces repre´sentations σ. Comme π a une action de θ,
on obtient une action de θ sur le module de Jacquet tout entier puis sur sa projection sur la composante
correspond a` l’action de ρ| |x pour le premier facteur GL(dρ, F ) et ρ| |
−x pour le dernier facteur. On
obtient donc une action du produit semi-direct , M˜ , de GL(dρ, F )×GL(n−2dρ, F )×GL(dρ, F ) par le
groupe {1, θ}. On a de´fini G˜(n−2dρ) de´finition que l’on prolonge au cas ou` n = 2dρ en conside´rant que
dans ce cas le groupe est {1, θ}. Et G˜(n − 2dρ) se plonge naturellement dans M˜ . Supposons d’abord
que la projection conside´re´e du module de Jacquet de π est semi-simple en tant que repre´sentation
de M˜ . Elle se re´alise alors dans un espace V ⊗W ⊗ V ou` V est un espace pour la repre´sentation ρ
et W est une repre´sentation semi-simple, σW , de GL(n− 2dρ, F ). On fixe un ope´rateur A de Aut(V )
qui entrelace ρ et θρ et on note ι l’e´change des 2 facteurs V . Alors D := (A ⊗ idW ⊗ A
−1) ◦ ι ◦ θ est
un ope´rateur de V ⊗W ⊗ V qui ve´rifie pour tout m,m′ ∈ GL(dρ, F ) et h ∈ GL(n − 2dρ, F ) :
D ◦ (ρ| |x ⊗ σW ⊗ ρ| |
−x)(m,h,m′) = (ρ| |x ⊗ σW ⊗ ρ| |
−x)(m, θ(h),m′) ◦D.
Par irre´ductibilite´ de ρ, D est donc de la forme, id ⊗ DW ⊗ id et DW est inde´pendant du choix de
A fait ci-dessus. Ainsi W est muni d’une action de G˜(n − 2dρ) en faisant agir θ via DW . En filtrant
convenablement le module de Jacquet de π, par cette me´thode, on munit Jacθ(π) d’une action semi-
simple de G˜(n − 2dρ) qui ne de´pend que de l’action de θ sur π. Ceci permet de conside´rer Jac
θ
x(π)
comme un e´le´ment du groupe de Grothendieck de G˜(N−2dρ) et c’est ce que nous ferons. On remarque
que cette de´finition n’utilise que l’image de π dans le groupe de Grothendieck de G˜(N). Quant au lieu
d’avoir un seul re´el x, on en a une collection ordonne´e, x1, · · · , xv , on ite`re les de´finitions en posant :
Jacθx1,··· ,xv(π) := Jac
θ
xv · · · Jac
θ
x1(π).
Dans ce papier on reprend aussi la notation Jacx(π) ou` ici ρ, x sont comme ci-dessus, π est simplement
une repre´sentation de longueur finie de GL(N,F ) et on conside`re le module de Jacquet de π pour le
parabolique standard de Levi GL(dρ, F ) ×GL(N − dρ, F ) avec sa projection sur le support cuspidal
ρ| |x pour l’action du premier facteur. La proprie´te´ que nous utiliserons est la suivante : soit x, y tels
que x − y 6= ±1 alors Jacx,y(π) = Jacy,x(π) e´galite´ dans le groupe de Grothendieck. En effet pour
calculer Jacx,y(π) on commence par calculer le module de Jacquet pour le parabolique GL(2dρ, F )×
GL(N − 2dρ, F ) ; puis on projette sur le support cuspidal ρ| |
x, ρ| |y pour l’action du premier facteur.
Toute repre´sentation irre´ductible de GL(2dρ, F ) ayant ce support cuspidal est l’induite irre´ductible
ρ| |x × ρ| |y. D’ou` la syme´trie entre x et y. Cette formule se ge´ne´ralise en Jacθx,y = Jac
θ
y,x sous les
meˆmes hypothe`ses (implicitement ici N ≥ 4dρ).
1.5 Notation pour le socle d’une induite
Soient m ∈ N et m1, · · · ,mr une collection d’entiers tels que m =
∑
i∈[1,r]mi. Pour i ∈ [1, r] soit
σi une repre´sentation de GL(mi, F ). On conside`re
σ := ×i∈[1,r]σi
la repre´sentation induite de GL(m,F ). Le socle d’une repre´sentation est la somme de ses sous-modules
irre´ductibles et on note ce socle
< σ1, · · · , σr > .
On n’utilisera cette de´finition que dans des cas ou` le socle est irre´ductible et essentiellement dans le
cas suivant : ρ est une repre´sentation cuspidale fixe´, [x, y] est un intervalle au sens de´fini ci-dessus et
on prend pour r := |(x− y+1)| et pour σi := ρ| |
x−i+1 si x ≥ y et ρ| |x+i−1 si y ≥ x. Le socle est alors
note´ < ρ| |x, · · · , ρ| |y > .
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1.6 Notation pour les | |s et les ope´rateurs d’entrelacement standard
Soit M un sous-groupe de Levi de GL(N,F ) et σ une repre´sentation irre´ductible deM ; supposons
que M soit maximal, il s’e´crit alors comme produit GL(N1, F ) × GL(N2, F ) et σ est un produit
tensoriel σ1 ⊗ σ2. Pour s ∈ C, on de´finit l’induite pour le parabolique standard :
σ1| |
s × σ2,
ou` | |s est un raccourci pour |detGL(N1,F )|
s. On dispose alors des ope´rateurs d’entrelacement standard
M(s) := σ1| |
s × σ2 → σ2 × σ1| |
s
ces ope´rateurs sont obtenus par inte´gration pour s tel queRes >> 0 puis par prolongement me´romorphe.
Ils n’ont pas de raison d’eˆtre holomorphe en s = 0 mais on peut toujours trouver une fonction
me´romorphe de s, r(s) tel que l’ope´rateur r(s)M(s) soit holomorphe en s = 0 et que sa valeur en
s = 0 donne un ope´rateur non nul.
Cette de´finition d’ope´rateur d’entrelacement standard, se ge´ne´ralise a` tout sous-groupe de Levi.
1.7 Action de θ sur Sp(b, ρ) et St(a, ρ)
On suppose que ρ ≃ θρ et on fixe Nθ,ρ un isomorphisme de ρ avec
θρ. Pour tout re´el x, Nθ,ρ
entrelace naturellement la repre´sentation ρ| |x avec θρ| |−x. Ainsi si a est pair, la repre´sentation induite
σSt,a,ρ est munie d’une structure de G˜(adρ) module en ite´rant la construction faite ci-dessus pour une
induite en commenc¸ant avec σ la repre´sentation triviale. Si a est impair, on fait la meˆme construction
mais en partant de σ = ρ. Dans le cas a pair, la structure ne de´pend pas du choix de Nθ,ρ par contre elle
en de´pend dans le cas impair. On peut e´videmment faire la meˆme chose pour σSp,b,ρ. Par restriction, on
en de´duit une structure de G˜(adρ)-module sur St(a, ρ) et une structure de G˜(bdρ)-module sur Sp(b, ρ).
1.8 De´finition de l’action de θ sur Sp(b, St(a, ρ))
On ge´ne´ralise ces de´finitions, en de´finissant pour a, b des entiers Sp(b, St(a, ρ)) comme l’unique
sous-module irre´ductible de l’induite :
St(a, ρ)| |−(b−1)/2 × · · · × St(a, ρ)| |(b−1)/2. (1)
On sait ou on ve´rifie facilement que cette de´finition a une forme de syme´trie en a, b ou plutoˆt entre
Sp et St dans la mesure ou` Sp(b, St(a, ρ)) est aussi l’unique sous-module irre´ductible de l’induite :
Sp(b, ρ)| |(a−1)/2 × · · · × Sp(b, ρ)| |−(a−1)/2 . (2)
Comme nous venons de munir St(a, ρ) d’une action de θ, on en de´duit une action de θ sur (1) et par
restriction une action de θ sur Sp(b, St(a, ρ)) que l’on note momentane´ment θSt. On peut faire la meˆme
chose pour (2) en utilisant l’action de θ sur Sp(b, ρ) ce qui donne une action de θ sur Sp(b, St(a, ρ))
que l’on note θSp. Heureusement, ces actions sont les meˆmes comme nous allons le ve´rifier.
En effet, si inf(a, b) = 1, c’est exactement la de´finition : pour clarifier supposons que inf(a, b) = a,
c’est-a`-dire a = 1, alors (1) n’est autre que σSp,b,ρ et (2) est Sp(b, ρ). On a bien de´fini l’action de θ sur
Sp(b, ρ) par restriction de celle sur σSp(b,ρ).
On suppose donc maintenant que inf(a, b) > 1 et on montre l’assertion par induction en l’admet-
tant pour Sp(b′, St(a′, ρ)) pour tout couple (a′, b′) tel que a+ b > a′+ b′ ; dans ce qui suit si a = 2 tout
terme e´crit ci-dessous contenant a− 2 est la repre´sentation triviale de GL(0, F ) = {1} et on prend la
meˆme convention si b = 2. L’induite (1) contient la repre´sentation
St(a, ρ)| |−(b−1)/2 × Sp(b− 2, St(a, ρ)) × St(a, ρ)| |(b−1)/2 . (3)
En remplac¸ant St(a, ρ) par sa de´finition, on ve´rifie que (3) est un sous-module de l’induite :
ρ| |(a−b)/2 × · · · × ρ| |−(a+b)/2+1 × Sp(b− 2, St(a, ρ)) × ρ| |(a+b)/2−1 × · · · × ρ| |−(a−b)/2. (4)
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Sur (4), on a une action de θ en tant qu’induite mais il n’est pas clair a priori que l’action de θ sur (3)
est la restriction de cette action sur (4). Toutefois c’est vrai car l’action sur (3) ne de´pend pas du choix
de A l’ope´rateur qui identifie θ(St(a, ρ)| |−(b−1)/2) avec St(a, ρ)(b−1)/2. On peut donc prendre pour A la
restriction de l’ope´rateur qui se de´duit naturellement deNθ,ρ et qui envoie ρ| |
(a−b)/2×· · ·×ρ| |−(a+b)/2+1
sur ρ| |(a+b)/2−1×· · ·×ρ| |−(a−b)/2. Par re´currence on sait que l’action de θ sur Sp(b−2, St(a, ρ)) s’obtient
en restreignant celle que l’on de´finit naturellement sur
Sp(b− 2, ρ)| |(a−1)/2 × Sp(b− 2, St(a− 2, ρ)) × Sp(b− 2, ρ)| |−(a−1)/2 . (5)
On repre´sente Sp(b−2, ρ) comme sous-module de σSp,b−2,ρ et comme ci-dessus on montre que l’action
de θ sur (5) s’obtient en restreignant l’action de θ sur l’induite :
ρ| |(a−b)/2+1 × · · · × ρ| |(a+b)/2−2 × Sp(b− 2, St(a− 2, ρ)) × ρ| |−(a+b)/2+2 × · · · × ρ| |−(a−b)/2−1.
En remettant avec (4), on vient de montrer que l’action θSt sur Sp(b, St(a, ρ)) est celle que l’on obtient
en restreignant l’action naturelle de θ sur l’induite :
ρ| |(a−b)/2 × · · · × ρ| |−(a+b)/2+1 × ρ| |(a−b)/2+1 × · · · × ρ| |(a+b)/2−2
×Sp(b− 2, St(a − 2, ρ))
×ρ| |−(a+b)/2+2 × · · · × ρ| |−(a−b)/2−1 × ρ| |(a+b)/2−1 × · · · × ρ| |−(a−b)/2. (6)
On fait les meˆmes manipulations en partant de (2) pour trouver que l’action θSp est la restriction de
l’action naturelle de θ sur l’induite :
ρ| |(a−b)/2 × · · · × ρ| |(a+b)/2−1 × ρ| |(a−b)/2−1 × · · · × ρ| |−(a+b)/2+2
×Sp(b− 2, St(a − 2, ρ))
×ρ| |(a+b)/2−2 × · · · × ρ| |−(a−b)/2+1 × ρ| |−(a+b)/2+1 × · · · × ρ| |−(a−b)/2. (7)
Les induites (6) et (7) sont isomorphes (on le ve´rifiera) et il faut donc montrer que l’isomorphisme en-
trelace l’action de θ, ainsi les restrictions seront les meˆmes sur leur unique sous-module Sp(b, St(a, ρ)).
Construisons un isomorphisme de (6) sur (7) ; d’abord on remarque que l’induite
ρ| |(a−b)/2 × ρ| |(a−b)/2−1 · · · × ρ| |−(a+b)/2+1 × ρ| |(a−b)/2+1 × · · · × ρ| |(a+b)/2−2
est isomorphe a`
ρ| |(a−b)/2 × ρ| |(a−b)/2+1 × · · · × ρ| |(a+b)/2−2 × ρ| |(a−b)/2−1 × · · · × ρ| |−(a+b)/2+1,
ou` on utilise simplement le fait que pour y ∈ [(a− b)/2− 1,−(a+ b)/2 + 1] et y′ ∈ [(a− b)/2 + 1, (a+
b)/2 − 2], y − y′ < −1. On peut construire un isomorphisme a` l’aide des ope´rateurs d’entrelacement
standard par exemple et en transportant cet isomorphisme par θ, on construit un isomorphisme de
(6) sur
ρ| |(a−b)/2 × ρ| |(a−b)/2+1 × · · · × ρ| |(a+b)/2−2 × ρ| |(a−b)/2−1 × · · · × ρ| |−(a+b)/2+1 ×Sp(b− 2, St(a− 2, ρ))
×ρ| |(a+b)/2−1 × · · · × ρ| |−(a−b)/2+1 × ρ| |−(a+b)/2+2 × · · · × ρ| |−(a−b)/2−1) × ρ| |−(a−b)/2. (8)
Cet isomorphisme est compatible aux actions de θ de´finies essentiellement car il n’y a qu’une action de
θ naturelle sur ces induites une fois que l’on a fixe´ l’action sur Sp(b− 2, St(a− 2, ρ)), mais on renvoie
a` 1.9 pour une de´monstration pre´cise. De meˆme on entrelace l’action de θ sur (7) avec l’action de θ
sur l’induite (9) ci-dessous qui lui est isomorphe :
ρ| |(a−b)/2 × ρ| |(a−b)/2+1 × · · · × ρ| |(a+b)/2−2 × ρ| |(a−b)/2−1 × · · · × ρ| |−(a+b)/2+2 × ρ| |(a+b)/2−1
×Sp(b− 2, St(a− 2, ρ))× (9)
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ρ| |−(a+b)/2+1 × ρ| |(a+b)/2−2 × · · · × ρ| |−(a−b)/2+1 × ρ| |−(a+b)/2+2 × · · · × ρ| |−(a−b)/2−1 × ρ| |−(a−b)/2.
Ici on a fait commuter ρ| |(a+b)/2−1 avec les induites ρ| |y pour y ∈ [(a − b)/2 − 1,−(a + b)/2 + 2] et
ρ| |−(a+b)/2+1 avec les induites ρ| |−y pour les meˆmes valeurs de y. Il reste a` construire un isomorphisme :
ρ| |(a+b)/2−1×Sp(b−2, St(a−2, ρ))×ρ| |−(a+b)/2+1 ≃ ρ| |−(a+b)/2+1×Sp(b−2, St(a−2, ρ))×ρ| |(a+b)/2−1
entrelac¸ant les actions de θ. On glisse un parame`tre s ∈ C et on regarde l’entrelacement :
ρ| |(a+b)/2−1+s × Sp(b− 2, St(a− 2, ρ)) × ρ| |−(a+b)/2+1−s →
ρ| |−(a+b)/2+1−s × Sp(b− 2, St(a− 2, ρ)) × ρ| |(a+b)/2−1+s. (10)
En s = 0 les induites e´crites sont irre´ductibles car le support cuspidal de Sp(b − 2, St(a − 2, ρ)) est
forme´ de repre´sentation de la forme ρ| |x avec x ∈ [−(a+b)/2+3, (a+b)/2−3]. Pour obtenir l’assertion
cherche´e on va de´montrer plus ge´ne´ralement le lemme ci-dessous (1.9).
1.9 Ope´rateurs d’entrelacement et action de θ
Fixons d’abord quelques notations : soit πi pour i = 1, 2 des repre´sentations de groupes line´aires
et soit si ∈ C pour i = 1, 2. On note M(π1, π2, s) l’ope´rateur d’entrelacement standard de l’induite
M(π1, π2, s) : π1| |
s1 × π2| |
s2 → π2| |
s2 × π1| |
s1 .
On de´finit de meˆme
M(θπ1,
θ π2, s) :
θπ2| |
−s2 × θπ1| |
−s1 → θπ1| |
−s1 × θπ2| |
−s2 .
Ces ope´rateurs ne de´pendent que de s = s1 − s2 dans les 2 cas. On identifie les espaces de Vπi et
Vθπi pour i = 1, 2. On note i l’isomorphisme de Vπ2 ⊗ Vπ1 sur Vπ1 ⊗ Vπ2 qui e´change les facteurs . On
remarque que l’application qui a` φ ∈ π2| |
s2×π1| |
s1 associe i ◦ θ φ est a` valeurs dans θπ1| |
−s1×θπ2| |
−s2
et on note i ◦Θ cet ope´rateur. On de´finit iθ l’isomorphisme inverse de i et on a aussi l’ope´rateur
iθ ◦Θ : π1| |
s1 × π2| |
s2 →θ π2| |
−s2 × θπ1| |
−s1 .
Lemme : on a l’e´galite´ des ope´rateurs : i ◦ Θ ◦M(π1, π2, s) = M(
θπ2,
θ π1, s) ◦ iθ ◦ Θ. en tant
qu’ope´rateurs de π1| |
s1 × π2| |
s2 dans θπ1| |
−s1 ×θ π2| |
−s2 .
On calcule pour s de partie re´elle grande en utilisant la re´alisation des ope´rateurs d’entrelacement
comme inte´grales et l’assertion est imme´diate.
1.10 Fin de la preuve de 1.8
Revenons a` (10) ; l’action de θ sur l’induite de gauche est, avec une ge´ne´ralisation des notations,
i◦Θ et sur l’induite de droite iθ ◦Θ. L’entrelacement cherche´ re´sulte aise´ment du lemme. Cela termine
la preuve de la proposition 1.8
1.11 De´finition de Jord(ψ), Jordρ(ψ) et convention d’e´criture
On de´compose ψ en somme de repre´sentations irre´ductibles de WF × SL(2,C) × SL(2,C) ; pour
c un entier on note, ici et ici seulement, [c] la repre´sentation de SL(2,C) irre´ductible de dimension c
une sous-repre´sentation irre´ductible incluse dans ψ est un produit tensoriel, ρ⊗ [a]⊗ [b] ou` ρ s’identifie
par la correspondance de Langlands a` une repre´sentation irre´ductible de WF et a, b sont des entiers.
Cette de´composition en sous-repre´sentations irre´ductibles donne donc un ensemble, avec multiplicite´,
de triplets {(ρ, a, b)} tel que
⊕(ρ,a,b)ρ⊗ [a]⊗ [b] = ψ.
On transforme cet ensemble en un ensemble de quadruplets (ρ,A,B, ζ) en posant pour chaque ρ, a, b
comme ci-dessus, A = (a + b)/2 − 1, B = |a − b|/2 et ζ le signe de a − b ou indiffe´remment ±1 si
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a = b. La restriction de la repre´sentation ρ ⊗ [a] ⊗ [b] de WF × SL(2,C) × SL(2,C) a` la diagonale
est la somme des repre´sentations ρ⊗ [c] ou` c parcourt l’intervalle [2A + 1, 2B + 1]2, ou` le 2 en indice
indique que l’on ne prend que les entiers ayant meˆme parite´ que les bornes ; d’ou` la signification de A
et B. On pose alors π(ρ,A,B, ζ) := Sp(b, St(a, ρ)). On note l’ensemble des quadruplets qui de´crivent
la repre´sentation de´finie par ψ, Jord(ψ) ; pour ρ fixe´, on note Jordρ(ψ) l’ensemble des quadruplets
(ρ′, A′, B′, ζ ′) de Jord(ψ) ve´rifiant ρ ≃ ρ′.
Attention a` la convention commode sur Jordρ(ψ).
Cet ensemble, Jordρ(ψ) est encore la re´union de 2 ensembles qui n’ont rien a` voir entre eux,
Jordρ,ent(ψ) et Jordρ,1/2ent(ψ) ou` (ρ,A,B, ζ) ∈ Jordρ,ent(ψ) pre´cise´ment quand A,B sont des entiers.
Dans la suite, quand on aura un quadruplet (ρ,A,B, ζ) ∈ Jord(ψ) fixe´ on abre´gera en Jordρ(ψ) ce
qui devrait eˆtre ”ent” ou ”1/2ent” ceci e´tant fixe´ par A,B.
1.12 De´finition de pi(ψ) pour ψ de restriction discre`te a` la diagonale
On re´utilise la notation ∆ de l’introduction : ∆ est le plongement diagonal de SL(2,C) dans
SL(2,C)×SL(2,C) que l’on prolonge par l’identite´ sur WF en un morphisme de WF ×SL(2,C) dans
WF × SL(2,C) × SL(2,C). On suppose ici que la restriction de ψ ◦∆ a` WF × SL(2,C) de´finit une
repre´sentation sans multiplicite´s. L’hypothe`se faite sur la restriction de ψ a` la diagonale se traduit par
le fait que si (ρ,A,B, ζ) et (ρ′, A′, B′, ζ ′) sont dans Jord(ψ) alors soit ρ 6≃ ρ′ soit [B,A]∩ [B′, A′] = ∅ ;
cela entraˆıne que la repre´sentation < ρ| |ζB , · · · , ρ| |−ζA > ×π(ρ′, A′, B′, ζ ′) est irre´ductible et qu’il
en est de meˆme de la repre´sentation π(ρ′, A′, B′, ζ ′)× < ρ| |−ζA, · · · , ρ| |ζB >. Dans tout ce qui suit,
quand on a fixe´ (ρ,A,B, ζ) ∈ Jord(ψ) on note ψ′ le morphisme qui se de´duit de ψ en ”enlevant” la
repre´sentation de WF × SL(2,C),×SL(2,C) correspondant a` (ρ,A,B, ζ) ; ψ
′ est donc a` valeurs dans
GL(N − dρab,C) (ou` (ρ, a, b) correspond a` (ρ,A,B, ζ)). Une e´criture (ψ
′, (ρ,A′, B′, ζ ′)) repre´sente le
morphisme ψ′′ tel que Jord(ψ′′) = Jord(ψ′) ∪ (ρ,A′, B′, ζ)).
La de´finition de l’action de θ se fait en plusieurs temps, c’est un point vraiment de´licat. D’abord
on suppose que pour tout (ρ,A,B, ζ) ∈ Jord(ψ), A = B = 0 ; dans ce cas π(ψ) est une induite de
cuspidales θ-invariantes toutes distinctes ; avec les ope´rateurs d’entrelacement, on de´finit une action
de θ. On la normalise a` la Whittaker comme explique´ dans l’introduction.
Ensuite on fait les constructions par re´currence a` partir de ce choix. Supposons pour le moment, en
plus, que pour tout (ρ,A′, B′, ζ ′) ∈ Jordρ(ψ), A
′ = B′ ; dans les notations initiales, c’est la condition
inf(a, b) = 1. Ici on note (ρ,A0, B0, ζ0) l’e´le´ment de Jordρ(ψ) tel que B0 soit minimum. Il y a encore
2 cas a` distinguer.
Le cas ou` B0 6= 0 ; en tant que repre´sentation de GL(N), on ve´rifie que π(ψ) est l’unique sous-
module irre´ductible de l’induite :
τ := ρ| |ζB0 × π(ψ′, (ρ,B0 − 1, B0 − 1, ζ))× π(ψ
′)× ρ| |−ζB0
(ρ,B0 − 1, B0 − 1, ζ) n’intervient pas si B0 = 1/2 ; en effet que π(ψ) soit un sous-module de τ re´sulte
imme´diatement des de´finitions et le point est de ve´rifier que l’induite de droite a un unique sous-
module irre´ductible. On ve´rifie cela par re´ciprocite´ de Frobenius. On utilise la notation Jacθx de 1.4
relative a` notre ρ fixe´. Et il suffit de ve´rifier que
JacθζB0τ = π(ψ
′, (ρ,B0 − 1, B0 − 1, ζ)).
Or on a Jacxπ(ψ
′) 6= 0 seulement si x est de la forme ζ ′B′ avec (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) ; or pour
un tel ζ ′B′, on a ζ ′B′ /∈ [ζ0B0,−ζ0B0] par l’hypothe`se sur la restriction de ψ a` la diagonale. Donc
JacζB0π(ψ
′, (ρ,B0 − 1, B0− 1, ζ)) = 0. On a une assertion analogue pour calculer Jac−ζB0 ”a` droite”,
c’est a` dire que l’on projette le module de Jacquet sur l’espace des repre´sentations de la forme σ′ ⊗
ρ| |−ζB0 . Et les formules standard montrent alors l’assertion cherche´e.
D’ou`, en e´crivant les de´finitions :
π(ψ) →֒ ρ| |ζB0 × π(ρ,B0 − 1, B0 − 1)× π(ψ
′)× ρ| |−ζB0 .
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L’induite e´crite a une action de θ de`s que π(ρ,B0− 1, B0− 1)×π(ψ
′) en a une et l’action sur l’induite
ne de´pend que de l’action sur π(ρ,B0 − 1, B0 − 1)× π(ψ
′). Par unicite´ du sous-module, on en de´duit
une action sur π(ψ) ; c’est ainsi que l’on met une action sur π(ψ) par induction.
On suppose maintenant que B0 = 0 et qu’il existe (ρ,B1, B1, ζ1) ∈ Jord(ψ) avec B1 6= 0. On fixe
B1 minimum avec cette proprie´te´ et on note ψ1 le morphisme qui se de´duit de ψ en enlevant les 2
blocs, celui relatif a` B0 et celui relatif a` B1. Montrons d’abord l’inclusion (cf 1.5 pour la notation) :
π(ψ) →֒< ρ| |ζ1B1 , · · · , ρ > ×π(ψ1)× < ρ, · · · , ρ| |
−ζ1B1 > (∗).
Or par minimalite´ de B1, l’entrelacement :
π(ψ1)× < ρ, · · · , ρ| |
−ζ1B1 >→< ρ, · · · , ρ| |−ζ1B1 > ×π(ψ1)
est un isomorphisme. Comme
π(ψ) ≃ ρ× < ρ| |ζ1B1 , · · · , ρ| |−ζ1B1 > ×π(ψ1)
le seul point a` ve´rifier est que
ρ× < ρ| |ζ1B1 , · · · , ρ| |−ζ1B1 >→֒< ρ| |ζ1B1 , · · · , ρ > × < ρ, · · · , ρ| |−ζ1B1 >
ce qui est un cas particulier des re´sultats de Zelevinsky.
L’induite (*) contient meˆme π(ψ) avec multiplicite´ 1 en tant que sous-quotient par un calcul
e´le´mentaire de module de Jacquet (ici on utilise le fait que ψ ◦∆ est sans multiplicite´s). Ainsi toute
action de θ sur π(ψ1) donne une action de θ sur l’induite et par restriction une action de θ sur π(ψ).
Cela termine les de´finitions dans le cas e´le´mentaire.
Pour la suite, on a besoin de remarquer que
< ρ, · · · , ρ| |−ζ1B1 > ×π(ψ1)× < ρ| |
ζ1B1 , · · · , ρ > . (∗∗)
admet π(ψ) comme unique quotient irre´ductible : ce re´sultat est dual du pre´ce´dent et re´sulte donc du
fait que π(ψ) est autoduale. Toute action de θ sur π(ψ1) se prolonge donc canoniquement a` (**) et
par restriction donne une action de θ sur π(ψ). On montre que les 2 actions ainsi de´finies co¨ıncident :
pour cela on construit un entrelacement pour s ∈ C voisin de 0 :
< ρ, · · · , ρ| |−ζ1B1 > | |s × π(ψ1)× < ρ| |
ζ1B1 , · · · , ρ > | |−s
dans
< ρ| |ζ1B1 , · · · , ρ > | |−s × π(ψ1)× < ρ, · · · , ρ| |
−ζ1B1 > | |s.
D’apre`s 1.9, les ope´rateurs d’entrelacement standard permettent de construire un tel entrelacement
compatible aux prolongements canonique de l’action de θ sur π(ψ1) ; en s = 0, l’entrelacement n’a pas
de raison d’eˆtre holormorphe non nul mais on peut toujours obtenir cela a` condition de multiplier par
sz avec z ∈ Z convenable. On peut alors e´valuer en s = 0 ; l’image est ne´cessairement e´gale a` π(ψ) et
on obtient l’entrelacement des actions de θ comme annonce´.
Supposons maintenant que Jord(ψ) contient un quadruplet (ρ,A,B, ζ) avec A > B. Ici on ve´rifie
que π(ψ), comme repre´sentation de GL(N,F ), est l’unique sous-module irre´ductible de l’induite :
σ :=< ρ| |ζB , · · · , ρ| |−ζA > ×π(ρ,A− 1, B + 1, ζ)× < ρ| |ζA, · · · , ρ| |−ζB > ×π(ψ′), (1)
ou` π(ρ,A− 1, B +1, ζ) est la repre´sentation triviale de GL(0, F ) si A = B +1. L’assertion est un peu
plus difficile que ci-dessus. En effet, il faut d’abord montrer avec les notations de 1.4 que
JacζB,··· ,−ζAσ = π(ρ,A− 1, B + 1, ζ)× < ρ| |
ζA, · · · , ρ| |−ζB > ×π(ψ′). (2)
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Pour cela, on ve´rifie que si ce n’est pas vrai il existe un sous-segment [x,−ζA] de [ζB,−ζA] tel que
Jacx,··· ,−ζA
(
π(ρ,A− 1, B + 1, ζ)× < ρ| |ζA, · · · , ρ| |−ζB > ×π(ψ′)
)
6= 0.
Or ρ| |−ζA ne se trouve pas dans le support cuspidal de π(ρ,A−1, B+1, ζ)× < ρ| |ζA, · · · , ρ| |−ζB >, et il
faudrait donc encore qu’il existe un sous-segment [x′,−ζA] de [ζB,−ζA] tel que Jacx′,··· ,−ζAπ(ψ
′) 6= 0.
On re´crit π(ψ′) comme une induite de repre´sentations de la forme π(ρ′, A′, B′, ζ ′). Et quitte a` reduire
encore [x′,−ζA] il devrait exister (ρ′, A′, B′, ζ ′) ∈ Jord(ψ′) tel que Jacx′,··· ,−ζAπ(ρ
′, A′, B′, ζ ′) 6= 0 ;
cela entraˆıne ρ ≃ ρ′ et x′ = ζ ′B′, en particulier B′ ≤ A ; par l’hypothe`se de restriction discre`te
a` la diagonale, cela assure que A′ ve´rifie A′ < B et ρ| |−ζA n’est pas dans le support cuspidal de
π(ρ,A′, B′, ζ ′) ce qui donne la contradiction. La de´monstration n’est pas finie ; on utilise le fait que
dans (1) et dans (2) on peut mettre < ρ| |ζA, · · · , ρ| |−ζB > en dernie`re position et par exemple en
conjuguant par θ, il suffit de de´montrer que l’induite
JacζB,··· ,−ζA < ρ| |
ζB , · · · , ρ| |−ζA > ×π(ρ,A− 1, B + 1, ζ)× π(ψ′) = π(ρ,A − 1, B + 1, ζ)× π(ψ′).
C’est clairement la meˆme de´monstration qui prouve l’assertion.
On a l’isomorphisme
< ρ| |ζA, · · · , ρ| |−ζB > ×π(ψ′) ≃ π(ψ′)× < ρ| |ζA, · · · , ρ| |−ζB >,
un tel isomorphisme se construit avec des ope´rateurs d’entrelacement standard rendus holomorphes
en 0. En effet on plonge π(ψ′) dans une induite de la forme
×(ρ′,A′,B′,ζ′)∈Jord(ψ′)×k∈[0,A′−B′] < ρ
′| |ζ
′(B′+k), · · · , ρ| |−ζ
′(A′−k) >
et il suffit de de´montrer que pour tout (ρ′, A′, B′, ζ ′), k comme ci-dessus :
< ρ| |ζA, · · · , ρ| |−ζB > × < ρ′| |ζ
′(B′+k), · · · , ρ| |−ζ
′(A′−k) >≃
< ρ′| |ζ
′(B′+k), · · · , ρ| |−ζ
′(A′−k) > × < ρ| |ζA, · · · , ρ| |−ζB > .
L’hypothe`se que ψ est de restriction discre`te a` la diagonale assure que soit A′ < B soit A < B′
d’ou` aussi soit A′ − k < B soit A < B′ + k. Ainsi le segment [ζA,−ζB] soit contient le segment
[ζ ′(B′+k),−ζ ′(A′−k)] soit est inclus dans ce segment meˆme si les proprie´te´s de croissance des segments
ne sont pas les meˆmes. On construit alors l’isomorphisme comme restriction d’un isomorphisme ou`
on garde la repre´sentation correspondant au segment le plus long et on remplace l’autre par l’induite
e´vidente ; par exemple supposons que A < B′, pour tout x ∈ [ζA,−ζB], x ∈ [ζ ′(B′ + k),−ζ ′(A′ − k)]
et l’induite ρ| |x× < ρ′| |ζ
′(B′+k), · · · , ρ| |−ζ
′(A′−k) > est irre´ductibile d’apre`s les re´sultats de Zelevinsky.
D’ou`
×x∈[ζA,−ζB]ρ| |
x× < ρ′| |ζ
′(B′+k), · · · , ρ| |−ζ
′(A′−k) >≃< ρ′| |ζ
′(B′+k), · · · , ρ| |−ζ
′(A′−k) > ×x∈[ζA,−ζB]ρ| |
x,
isomorphisme que l’on peut construire avec les ope´rateurs d’entrelacements standard rendu holomor-
phes en s = 0 (on a remplace´ < ρ′| |ζ
′(B′+k), · · · , ρ| |−ζ
′(A′−k) > par < ρ′| |ζ
′(B′+k), · · · , ρ| |−ζ
′(A′−k) >
| |s). D’ou` l’assertion.
On note ψ− le morphisme qui se de´duit de ψ en remplc¸ant (ρ,A,B, ζ) par (ρ,A − 1, B + 1, ζ) et
on obtient donc que π(ψ) est l’unique sous-module irre´ductible de l’induite :
< ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ−)× < ρ| |
ζA, · · · , ρ| |−ζB > .
On remarque que le morphisme, ψ− a la meˆme proprie´te´ de restriction discre`te a` la diagonale que ψ.
Ainsi on peut munir par induction l’induite que l’on vient d’e´crire d’une action de θ qui ne de´pend
que de l’action de θ sur π(ψ−). Par unicite´ du sous-module, cela donne une action de θ sur π(ψ).
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Lemme. L’action que l’on vient de mettre sur π(ψ) est inde´pendante du choix de (ρ,A,B, ζ) tel
que A > B.
On fixe (ρ,A,B, ζ) et (ρ′, A′, B′, ζ ′) dans Jord(ψ) tel que A > B et A′ > B′. On note ψ′′ le mor-
phisme qui se de´duit de ψ en enlevant ces 2 blocs. On repre´sente π(ψ) comme sous-module irre´ductible
de l’induite :
< ρ| |ζB, · · · , ρ| |−ζA > × < ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > ×π(ψ′′, (ρ,A − 1, B + 1, ζ), (ρ′, A′ − 1, B′ + 1, ζ ′))
× < ρ′| |ζ
′A′ , · · · , ρ′| |−ζ
′B′ > × < ρ| |ζB , · · · , ρ| |−ζA > (3)
et comme sous-module de l’induite :
< ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > × < ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ′′, (ρ,A − 1, B + 1, ζ), (ρ′, A′ − 1, B′ + 1, ζ ′))
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ′| |ζ
′A′ , · · · , ρ′| |−ζ
′B′ > (4).
Et le point est de montrer que les prolongements canoniques de l’action de θ sur π(ψ′′, (ρ,A− 1, B +
1, ζ), (ρ′, A′ − 1, B′ + 1, ζ ′)) a` (3) et a` (4) ont la meˆme restriction a` π(ψ). On remplace par exem-
ple dans (3), < ρ| |ζB, · · · , ρ| |−ζA > par < ρ| |ζB , · · · , ρ| |−ζA > | |s et < ρ| |ζB , · · · , ρ| |−ζA > en
< ρ| |ζB , · · · , ρ| |−ζA > | |−s. On peut alors utiliser l’ope´rateur d’entrelacement standard
< ρ| |ζB , · · · , ρ| |−ζA > | |s× < ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ >→
< ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > × < ρ| |ζB , · · · , ρ| |−ζA > | |s
Compose´ avec son analogue pour e´changer les 2 derniers facteurs. On vient de ve´rifier ci-dessus, qu’en le
normalisant correctement, il devient un isomorphisme en s = 0 (la normalisation consiste simplement
a` le rendre holomorphe en s = 0). Il est clair comme en 1.9 que l’on a ainsi construit un entrelacement
entre le prolongement canonique de l’action de θ sur π(ψ′′, (ρ,A − 1, B + 1, ζ), (ρ′, A′ − 1, B′ + 1, ζ ′))
a` l’induite :
< ρ| |ζB , · · · , ρ| |−ζA > | |s×× < ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > ×π(ψ′′, (ρ,A−1, B+1, ζ), (ρ′, A′−1, B′+1, ζ ′))
× < ρ′| |ζ
′A′ , · · · , ρ′| |−ζ
′B′ > × < ρ| |ζB , · · · , ρ| |−ζA > | |−s
et le prolongement canonique de cette meˆme action a` l’induite :
< ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > × < ρ| |ζB , · · · , ρ| |−ζA > | |s×π(ψ′′, (ρ,A−1, B+1, ζ), (ρ′, A′−1, B′+1, ζ ′))
< ρ| |ζB , · · · , ρ| |−ζA > | |−s× < ρ′| |ζ
′A′ , · · · , ρ′| |−ζ
′B′ > .
En faisant s = 0 on obtient le re´sultat cherche´.
Lemme. L’action de θ mise sur π(ψ) est inde´pendante du choix de ρ.
En effet fixons, ρ, ρ′ tel que Jordρ(ψ) 6= ∅ et Jordρ′(ψ) 6= ∅. On suppose que ρ 6≃ ρ
′. Pour tout
x, y ∈ R, l’induite ρ| |x×ρ′| |y est irre´ductible. Il suffit de faire commuter comme ci-dessus les de´finitions
donne´es en utilisant ρ et celles donne´es en utilisant ρ′ pour obtenir l’asssertion.
1.13 Quelques proprie´te´s de l’action de θ
Dans ce paragraphe on suppose encore que la restriction de ψ ◦∆ est sans multiplicite´s vue comme
repre´sentation de WF × SL(2,C). Soit (ρ,A,B, ζ) ∈ Jord(ψ) avec B ≥ 1 ; on a de´fini ψ
′ dans 1.12.
On suppose ici que pour tout (ρ′, A′, B′, ζ ′) ∈ Jord(ψ′) avec ρ′ ≃ ρ, A′ 6= B − 1. Le morphisme ψ−
qui ici est de´fini en remplac¸ant (ρ,A,B, ζ) par (ρ,A − 1, B − 1, ζ) ve´rifie encore que ψ− ◦∆ est sans
multiplicite´s.
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Lemme. Sous l’hypothe`se ci-dessus, l’induite< ρ| |ζB , · · · , ρ| |ζA > ×π(ψ−)× < ρ| |
−ζA, · · · , ρ| |−ζB >
a un unique sous-module irre´ductible et ce sous-module est π(ψ). L’action de θ sur cette induite qui
se de´duit naturellement de celle sur π(ψ−) induit par restriction l’action de θ de´ja` mise sur π(ψ).
L’hypothe`se est indispensable pour avoir un tel lemme. On suppose d’abord que A = B ; dans ce
cas c’est facile, on applique la de´finition et les commutations sont e´videntes car on a a` chaque fois
irre´ductibilite´ graˆce a` l’hypothe`se. On suppose donc que A > B.
L’unicite´ du sous-module est un calcul de module de Jacquet plus simple que celui fait en 1.12, on
ne le refait pas. On e´crit la suite d’induites (avec la convention faite dans les de´finitions si A− 1 = B
pour interpre´ter la de´finition de π(ρ,A− 2, B, ζ) comme la repre´sentation triviale de GL(0)) :
< ρ| |ζB , · · · , ρ| |ζA > ×π(ψ−)× < ρ| |
−ζA, · · · , ρ| |−ζB >→֒ (1)
< ρ| |ζB , · · · , ρ| |ζA >
× < ρ| |ζ(B−1),··· ,−ζ(A−1) > ×π(ρ,A− 2, B, ζ)× π(ψ′)× < ρ| |ζ(A−1), · · · , ρ| |−ζ(B−1) >
× < ρ| |−ζA, · · · , ρ| |−ζB >
→֒
ρ| |ζB× < ρ| |ζ(B−1),··· ,−ζ(A−1) > × < ρ| |ζ(B+1), · · · , ρ| |ζA >
×π(ρ,A− 2, B, ζ)× π(ψ′)
× < ρ| |−ζA, · · · , ρ| |−ζ(B+1) > × < ρ| |ζ(A−1), · · · , ρ| |−ζ(B−1) > ×ρ| |−ζB .
→֒
ρ| |ζB× < ρ| |ζ(B−1),··· ,−ζ(A−1) > × < ρ| |ζ(B+1), · · · , ρ| |ζ(A−1) > ×ρ| |ζA
×π(ρ,A− 2, B, ζ)× π(ψ′)
×ρ| |−ζA× < ρ| |−ζ(A−1), · · · , ρ| |−ζ(B+1) > × < ρ| |ζ(A−1), · · · , ρ| |−ζ(B−1) > ×ρ| |−ζB . (2)
Il y a des actions de θ sur toutes ces induites qui ne de´pendent que de l’action de θ sur π(ρ,A −
2, B, ζ)× π(ψ′) et les inclusions sont compatibles aux actions de θ. On sait que A ≥ B +1 ≥ 2 d’ou` a
fortiori A > 1/2donc les induites ci-dessous sont irre´ductibles et isomorphes :
ρ| |−ζA × π(ρ,A− 2, B, ζ)× π(ψ′)× ρ| |ζA ≃ ρ| |ζA × π(ρ,A− 2, B, ζ)× π(ψ′)× ρ| |−ζA.
On peut continuer (2) par les isomorphismes :
(2) ≃ ρ| |ζB× < ρ| |ζ(B−1),··· ,−ζ(A−1) > ×ρ| |−ζA
× < ρ| |ζ(B+1), · · · , ρ| |ζ(A−1) > ×π(ρ,A− 2, B, ζ)× π(ψ′)× < ρ| |−ζ(A−1), · · · , ρ| |−ζ(B+1) >
×ρ| |−ζA× < ρ| |ζ(A−1), · · · , ρ| |−ζ(B−1) > ×ρ| |−ζB .
En admettant le lemme par recurrence, on voit que (2) contient
ρ| |ζB× < ρ| |ζ(B−1),··· ,−ζ(A−1) > ×ρ| |−ζA×
π(ρ,A− 1, B + 1, ζ)× π(ψ′)
×ρ| |ζA× < ρ| |ζ(A−1), · · · , ρ| |−ζ(B−1) > ×ρ| |−ζB.
L’action sur l’induite du milieu est celle que nous avons mise sur π(ψ′′) ou` ψ′′ est le morphisme qui
se de´duit de ψ′ en ajoutant le bloc (ρ,A− 1, B +1, ζ) ; d’ou` π(ψ′′) = π(ρ,A− 1, B +1, ζ)× π(ψ′). En
tant que repre´sentation de G˜(N) cette induite contient encore :
< ρ| |ζB , · · · , ρ−ζA > ×π(ψ′′)× < ρ| |ζA, · · · , ρ| |−ζB > . (3)
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Or (3) a encore comme unique sous-module irre´ductible π(ψ) avec la ”bonne” action de θ, par
de´finition. L’action de θ sur π(ψ) en tant que sous-module de (1) est donc la meˆme que celle de´ja` mise
sur π(ψ). Cela prouve le lemme.
Corollaire. Avec les hypothe`ses du lemme pre´ce´dent, soit C ∈ [B,A] alors JacθζB,··· ,ζCπ(ψ) est
l’unique sous-module irre´ductible de l’induite
< ρ| |ζ(C+1), · · · , ρ| |ζA > ×π(ψ−)× < ρ| |
−ζA, · · · , ρ| |−ζ(C+1) > .
Le lemme pre´ce´dent permet d’e´crire π(ψ) comme sous-module de l’induite :
< ρ| |ζB , · · · , ρ| |ζC > ×
<< ρ| |ζ(C+1), · · · , ρ| |ζA > ×π(ψ−)× < ρ| |
−ζA, · · · , ρ| |−ζ(C+1) >>
× < ρ| |−ζC , · · · , ρ| |−ζB >,
les < > exte´rieurs dans l’induite du milieu disent que l’on prend l’unique sous-module irre´ductible. Et
l’action de θ prolonge naturellement celle de θ sur l’induite du milieu. Et le re´sultat s’en de´duit.
1.14 Remarque
Soient B,A des demi-entiers tel que A−B ∈ N>0 et soit ζ = ±1. L’induite
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζA, · · · , ρ| |−ζB > (1)
est de longueur 2, sans multiplicite´s et contient comme quotient l’induite irre´ductible :
< ρ| |ζB , · · · , ρ| |−ζB > × < ρ| |ζA, · · · , ρ| |−ζA > . (2)
Sur (1), on a une action de θ de`s que ρ ≃ θρ et cette action est inde´pendante du choix d’un ope´rateur
entrelac¸ant ρ et θρ. Sur (2), on vient de mettre une action de θ sous la meˆme hypothe`se, en conside´rant
que (2) correspond au morphisme ψ tel que Jord(ψ) = {(ρ,A,A, ζ); (ρ,B,B, ζ)}.
Remarque : l’action de θ mise sur (2) est la restriction de celle mise sur (1).
C’est la de´finition si B = 0 et si B est entier, avec B > 0, on se rame`ne a` ce cas en faisant une
re´currence : on e´crit
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζA, · · · , ρ| |−ζB >→֒
ρ| |ζB× < ρ| |ζ(B−1), · · · , ρ| |−ζA > × < ρ| |ζA, · · · , ρ| |−ζ(B−1) > ×ρ| |−ζB. (3)
Par re´currence on admet que la projection de (3) sur
ρ| |ζB× < ρ| |ζ(B−1), · · · , ρ| |−ζ(B−1) > × < ρ| |ζA, · · · , ρ| |−ζA > ×ρ| |−ζB (4)
entrelace le prolongement canonique de l’action de θ mise sur l’induite du milieu. L’induite (4) contient
avec multiplicite´ 1 la repre´sentation τ := < ρ| |ζB , · · · , ρ| |−ζB > × < ρ| |ζA, · · · , ρ| |−ζA >. Cette
repre´sentation est un sous-module de (4) et l’action de θ que nous y avons mise est la restriction de
l’action de θ sur (4). Par un calcul de module de Jacquet, on ve´rifie que τ est l’unique sous-module
irre´ductible de (4). On ve´rifie aussi que τ intervient avec multiplicite´ 1 comme sous-quotient de (3).
On a donc construit une application θ-e´quivariante de (1) dans (4) ; si elle e´tait nulle, τ qui intervient
dans (1) et dans l’image de (3) dans (4), interviendrait avec multiplicite´ au moins 2 dans (3). Ceci est
exclu et τ est donc l’image de l’application construite. La θ-e´quivariance prouve l’assertion.
Il reste a` voir le cas ou` B est demi-entier ; la de´monstration ci-dessus rame`ne au cas ou` B = 1/2,
cas que nous allons traiter de fac¸on totalement similaire : on construit comme ci-dessus
< ρ| |ζ1/2, · · · , ρ| |−ζA > × < ρ| |ζA, · · · , ρ| |−ζ1/2 >→֒
14
ρ| |ζ1/2× < ρ| |−ζ1/2, · · · , ρ| |−ζA > × < ρ| |ζA, · · · , ρ| |ζ1/2 > ×ρ| |−ζ1/2 →
ρ| |ζ1/2× < ρ| |ζA, · · · , ρ| |−ζA > ×ρ| |−ζ1/2.
Le point est de de´montrer que cette application est θ-e´quivariante. Par de´finition, il n’y a plus qu’a`
de´montrer la θ-e´quivariance de l’application
< ρ| |−ζ1/2, · · · , ρ| |−ζA > × < ρ| |ζA, · · · , ρ| |ζ1/2 >→< ρ| |ζA, · · · , ρ| |−ζA > .
Or l’action de θ mise sur < ρ| |ζA, · · · , ρ| |−ζA > vient de l’inclusion
< ρ| |ζA, · · · , ρ| |−ζA >→֒< ρ| |ζA, · · · , ρ| |ζ1/2 > × < ρ| |−ζ1/2, · · · , ρ| |−ζA > .
Mais on a de´ja` vu que la θ-e´quivariance re´sulte de 1.9 en glissant un parame`tre s ∈ C :
< ρ| |−ζ1/2, · · · , ρ| |−ζA > | |s× < ρ| |ζA, · · · , ρ| |−ζA > | |−s →
< ρ| |ζA, · · · , ρ| |−ζA > | |−s× < ρ| |−ζ1/2, · · · , ρ| |−ζA > | |s.
C’est une application θ-e´quivariante qui, rendue holomorphe en s = 0, donne l’e´galite´ des 2 actions de
θ sur < ρ| |ζA, · · · , ρ| |−ζA >. La fin de la de´monstration est comme ci-dessus.
Remarque : supposons que B = 0 ; alors pour tout entier A, π(ρ,A, 0,+) ≃ π(ρ,A, 0,−).
En tant que repre´sentation de GL(abdρ, F ) les 2 repre´sentations e´crites sont isomorphes. Le proble`me
est l’action de θ. On fait d’abord la de´monstration pour A = 1 ; sur π(ρ, 1, 0,+), θ agit par θ+ obtenu
en restreignant l’action naturelle de θ sur l’induite :
< ρ, ρ| |−1 > × < ρ| |+1, ρ > .
On inclut cette induite dans l’induite :
ρ× ρ| |−1 × ρ| |+1 × ρ ≃ ρ× ρ′| |+1 × ρ| |−1 × ρ,
l’isomorphisme pre´servant les actions naturelles de θ. L’induite de droite contient encore comme sous-
module l’induite < ρ, ρ| |+1 > × < ρ| |−1, ρ > munie de l’action naturelle de θ et cette induite contient
π(ρ, 1, 0,−) comme unique sous-module irre´ductible. Pour conclure, il ne reste plus qu’a` remarquer
que l’isomorphisme du milieu a identifie´ π(ρ, 1, 0,+) et π(ρ, 1, 0,−).
Le cas ou` A > 1 se traite par re´currence pour se ramener au cas ci-dessus.
2 “Re´solution” dans le groupe de Grothendieck
2.1 Le cas des repre´sentations ψ irre´ductibles avec inf(a, b) = 2
On fixe un triplet (ρ, a, b) et son quadruplet associe´ (ρ,A,B, ζ) cf. 1.11. Dans ce paragraphe on a
pose´ Sp(b, St(a, ρ)) = π(ρ,A,B, ζ) notation que nous allons utiliser.
Traitons d’abord le cas ou` A = B + 1, c’est-a`-dire inf(a, b) = 2. Alors π(ρ,A,B, ζ) est l’unique
sous-module irre´ductible de l’induite (on remplace syste´matiquement A par B + 1) :
< ρ| |ζB , · · · , ρ| |−ζ(B+1) > × < ρ| |ζ(B+1), · · · , ρ| |−ζB > . (1)
Cette induite est en fait de longueur 2 avec comme quotient irre´ductible la repre´sentation induite
< ρ| |ζ(B+1), · · · , ρ| |−ζ(B+1) > × < ρ| |ζB , · · · , ρ| |−ζB > . (2)
On remarque d’ailleurs que (2) n’est autre que l’induite π(ρ,A = B+1, B+1, ζ)×π(ρ,B,B, ζ). Il faut
comparer l’action de θ que nous avons mis sur (2) avec celle que l’on obtient en passant au quotient
l’action de θ mise sur (1). On a de´montre´ en 1.14 que ces 2 actions co¨ıncidaient . Ainsi ici, π(ρ,A,B, ζ)
est la diffe´rence des 2 induites celle e´crite en (1) moins celle e´crite en (2), diffe´rence dans le groupe de
Grothendieck.
15
2.2 Le cas des repre´sentations ψ irre´ductibles
Dans ce paragraphe on va ge´ne´raliser la formule de 2.1. On reprend les notations (ρ,A,B, ζ) mais
on suppose ici A > B + 1. On pose :
π˜(ρ,A,B, ζ) :=
⊕C∈]B,A](−1)
A−C < ρ| |ζB , · · · , ρ| |−ζC > ×Jacθζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ)× < ρ| |
ζC , · · · , ρ| |−ζB >
⊕(−1)[(A−B+1)/2]π(ρ,A,B + 1, ζ)× π(ρ,B,B, ζ),
ou` par convention pour C = B + 1, Jacθζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ) est simplement π(ρ,A,B + 2, ζ).
Toutes les repre´sentations intervenant ont e´te´ munies d’une action de θ et π˜(ρ,A,B, ζ) est donc un
e´le´ment du groupe de Grothendieck des repre´sentations de G˜(abdρ). Il n’est pas vrai en ge´ne´ral que
π(ρ,A,B, ζ) = π˜(ρ,A,B, ζ) mais on va montrer :
Proposition : Dans sa description comme combinaison line´aire de repre´sentations irre´ductibles de
G˜(abdρ), π˜(ρ,A,B, ζ) contient exactement une repre´sentation irre´ductible qui reste irre´ductible quand
on la restreint a` GL(abdρ, F ) ; cette repre´sentation est π(ρ,A,B, ζ) et elle intervient avec le coefficient
+1. Plus e´le´gamment, pour tout g ∈ GL(n, F ) θ-semi-simple et re´gulier,
tr(π˜(ρ,A,B, ζ))(g, θ) = trπ(ρ,A,B, ζ)(g, θ).
2.2.1 Description des repre´sentations dans la classification de Zelevinsky
Avant de commencer la de´monstration, de´crivons, pourC ∈]B,A] la repre´sentation Jacθζ(B+2),··· ,ζCπ(ρ,
A,B + 2, ζ) dans la classification de Zelevinsky. Notons TA,B,ζ le tableau suivant dont les lignes sont
des segments de´croissants si ζ = + et croissants si ζ = − et les colonnes sont des segments ayant les
proprie´te´s de croissance oppose´es, en les conside´rant du haut vers le bas.
ζB ζ(B − 1) · · · −ζA
...
...
...
...
ζA ζ(A− 1) · · · −ζB
Ce tableau a sup(a, b) colonnes et inf(a, b) lignes.
On peut conside´rer le tableau analogue en remplac¸ant B par B+2 et en gardant A et ζ, c’est-a`-dire
T(A,B+2,ζ) :
ζ(B + 2) ζ(B + 1) · · · −ζA
...
...
...
...
ζA ζ(A− 1) · · · −ζ(B + 2)
Ce tableau a sup(a, b) + 2 colonnes et inf(a, b) − 2 lignes. Soit C ∈]B,A] ; on suppose meˆme que
C ≥ B + 2 pour qu’il y ait quelque chose a` de´crire. Et notons TC le tableau qui s’obtient a` partir de
celui e´crit ci-dessus mais en enlevant les (C −B − 1) premiers e´le´ments de la premie`re colonne et les
(C − B − 1) derniers e´le´ments de la dernie`re colonne ; en particulier, on n’enle`ve rien si C = B + 1.
Ecrivons ce que l’on obtient dans le cas ou` A+B ≥ 2C
ζ(B + 1) · · · · · · −ζA
...
...
...
...
ζ(C + 1) ζ(C) · · · · · · −ζ(A− C +B + 1)
...
...
...
...
...
ζ(A− C +B + 1) · · · · · · −ζC −ζ(C + 1)
...
...
...
...
ζA · · · · · · −ζ(B + 1)
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Dans le cas oppose´, c’est-a`-dire A+B < 2C, on obtient :
ζ(B + 1) · · · · · · −ζA
...
...
...
...
ζ(A+B − C) · · · −ζC −ζ(C + 1)
...
...
...
ζ(C + 1) ζ(C) · · · −ζ((A+B − C)
...
...
...
...
ζA · · · · · · −ζ(B + 1)
Quel que soit le tableau e´crit ci-dessus, la classification de Zelevinsky montre qu’il existe exactement
une unique repre´sentation irre´ductible sous-module de l’induite associe´e aux multi-segments forme´s
par l’ensemble des lignes mis dans l’ordre des lignes (du haut vers le bas). On la note σT ou` T est
le tableau correspondant. Avec un tableau e´crit comme ci-dessus avec les lignes forme´es de segments
et les colonnes forme´es aussi de segments mais avec la proprie´te´ de croissance oppose´e a` celle des
lignes, on ve´rifie que σT est aussi l’unique sous-repre´sentation irre´ductible de l’induite associe´e aux
multi-segments forme´s par l’ensemble des colonnes mis dans l’ordre des colonnes (de gauche vers la
droite). On a en tant que repre´sentation du GL convenable
π(ρ,A,B, ζ) = σTA,B,ζ , π(ρ,A,B + 2, ζ) = σTA,B+2,ζ
Jacθζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ) = σTC .
De plus, avec la description ci-dessus, on a JacxJac
θ
ζ(B+2),··· ,ζCπ(ρ,A,B +2, ζ) 6= 0 entraˆıne que x est
a` la fois un de´but de ligne et un de´but de colonne, c’est-a`-dire ici, ne´cessairement x = ζ(B + 1) ou
x = ζ(C+1). On peut aussi avoir l’action de θ : pour π(ρ,A,B, ζ) la de´finition dit qu’il faut privile´gier
la repre´sentation comme sous-module en utilisant les segments forme´s par les lignes. Mais 1.13 et 1.14
montrent que l’on obtient la meˆme action de θ en utilisant les colonnes. Avec les meˆmes re´fe´rences,
on de´montre le meˆme re´sultat pour Jacθζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ).
2.2.2 Proprie´te´ des modules de Jacquet et preuve
Dans tout ce qui suit, on fixe π˜ une repre´sentation irre´ductible de G˜(abdρ) qui intervient avec un
coefficient non nul dans la description de π˜(ρ,A,B, ζ).
Lemme : (i) Soit x ∈ R. On a Jacxπ˜ = 0 pour tout x /∈ [ζB, ζA] et on a Jacx,xπ˜ = 0 pour tout x.
(ii) On suppose ici que la restriction de π˜ a` GL(abdρ, F ) est irre´ductible ; alors pour tout x ∈ R,
Jacθxπ˜ = 0 sauf e´ventuellement pour x = ζB.
(iii) La proposition 2.2 est vraie c’est-a`-dire que π˜(ρ,A,B, ζ) contient une unique repre´sentation
irre´ductible dont la restriction a` GL(abdρ, F ) est irre´ductible, elle intervient avec coefficient 1 et est
exactement π(ρ,A,B, ζ).
Comme π˜ est irre´ductible, soit π˜ est l’induite π(ρ,A,B + 1, ζ) × π(ρ,B,B, ζ) soit il existe C ∈]B,A]
tel que π˜ est un sous-quotient irre´ductible de l’induite
σC :=< ρ| |
ζB , · · · , ρ| |−ζC > ×Jacθζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ)× < ρ| |
ζC , · · · , ρ| |−ζB > .
Les 2 proprie´te´s ne sont pas exclusives l’une de l’autre.
On ve´rifie que Jacx
(
π(ρ,A,B + 1, ζ) × π(ρ,B,B, ζ)
)
= 0 sauf exactement pour x = ζB et x =
ζ(B+1) et on ve´rifie aussi aise´ment que Jacx,x
(
π(ρ,A,B+1, ζ)×π(ρ,B,B, ζ)
)
= 0 pour tout x re´el.
Supposons que π˜ est un sous-quotient irre´ductible de σC pour C ∈]B,A]. Si Jacxπ˜ 6= 0, ne´cessairement
soit x = ζB, soit x = ζC soit JacxJac
θ
ζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ) 6= 0. Pour e´tudier cette dernie`re
possibilite´ on utilise la re´alisation de Jacθζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ) comme σTC ; on a vu que la non
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nullite´ ne´cessite que soit x = ζ(B+1) soit x = ζ(C+1) avec les 2 cas particuliers suivant : si C = B+1
seul la valeur x = ζ(B + 2) donne quelque chose de non nul et si C = A seul x = ζ(B + 1) donne
quelque chose de non nul. On ve´rifie alors aise´ment, dans tous les cas, que Jacx,xσC = 0 pour toute
valeur de x. Cela termine la preuve de (i).
Prouvons (ii) ; la seule difficulte´ peut venir d’un re´el x ve´rifiant Jacxπ˜ 6= 0 et d’apre`s (i) cela
entraˆıne que x ∈ [ζB, ζA]. Il faut donc montrer que pour tout C ∈]B,A], JacθζC π˜ = 0.
On va d’abord traiter le cas ou` C ∈ [B+2, A] ou` on va en fait montrer que JacθζC π˜(ρ,A,B, ζ) = 0.
On pose x = ζC. Montrons d’abord comment cela permettra de conclure ; les arguments ci-dessous ne
suppose que ζx ∈]B,A], c’est-a`-dire C ∈]B,A].
Faisons remarquer tout de suite que, pour les valeurs que nous conside´rons x 6= 0. Soit π′ une
repre´sentation irre´ductible de G˜(abdρ) intervenant dans π˜(ρ,A,B, ζ) et telle que Jac
θ
xπ
′ 6= 0 ; on
conside`re la restriction de π′ a` GL(abdρ, F ) et son module de Jacquet relativement au parabolique de
Levi GL(dρ) × GL((ab − 2)dρ, F ) × GL(dρ). Par hypothe`se la projection de cette repre´sentation sur
la composante ou` le premier facteur de GL(dρ) agit par ρ| |
x et le troisie`me facteur agit par ρ| |−x de
fac¸on isotypique est non nulle. Par re´ciprocite´ de Frobenius, il existe une repre´sentation irre´ductible
π0 de GL((ab− 2)dρ, F ) et une inclusion d’une des composantes irre´ductibles de la restriction de π
′ a`
GL(abdρ, F ) dans l’induite ρ| |
x×π0×ρ| |
−x. On note π′0 une composante irre´ductible de la restriction
de π′ a` GL(abdρ, F ) incluse dans cette induite.
On calcule Jacθx(ρ| |
x × π0 × ρ| |
−x) = π0 : pour cela on remarque d’abord que si Jacxπ0 6= 0,
on aurait aussi Jacx,xπ
′
0 6= 0 et certainement aussi Jacx,xπ
′ 6= 0 et une contractiction avec (i). Ainsi
Jacxπ0 = 0. Comme x 6= 0, on a aussi Jacx
(
π0 × ρ| |
−x
)
= 0. D’ou` l’assertion.
On de´duit de cette assertion que l’induite ρ| |x × π0× ρ| |
−x a un unique sous-GL(abdρ, F )-module
irre´ductible qui ici est ne´cessairement π′0. L’unicite´ assure aussi que π
′
0 est θ-invariante si et seulement
si π0 l’est. Supposons que π0 est θ-invariante ; on a donc π
′
0 = π
′ comme repre´sentation de GL(abdρ, F ).
Mais π′0 he´rite alors d’une action de θ qui donne une action de θ sur π0 uniquement de´termine´e. Par
contre si π0 n’est pas θ-invariante π
′ et l’action de θ sur π′ sont uniquement de´termine´s par π′0 et donc
par π0. Donc dans les 2 cas, la seule hypothe`se Jac
θ
xπ
′ 6= 0 (ajoute´e a` l’hypothe`se que π′ intervient
dans π˜(ρ,A,B, ζ)) entraˆıne que Jacθxπ
′ est irre´ductible comme G˜((ab − 2)dρ)-module et de´termine
uniquement π′. Cela prouve qu’il ne peut y avoir de simplification dans le groupe de Grothendieck pour
G˜((ab−2)dρ) entre des Jac
θ
xπ
′ faisant intervenir des π′ diffe´rents, ou encore que Jacθxπ˜(ρ,A,B, ζ) = 0
entraˆıne que Jacθxπ
′ = 0 pour tout π′ repre´sentation irre´ductible de G˜ intervenant avec un coefficient
non nul dans ˜π(ρ,A,B, ζ).
Il nous reste a` montrer que pour tout C ∈](B+1), A], JacθζC π˜(ρ,A,B, ζ) = 0. Il y a exactement 2
termes dans la de´finition de π˜(ρ,A,B, ζ) qui ve´rifient simplement JacζC 6= 0, il s’agit, d’apre`s ce que
l’on a vu dans la preuve de (i) de σC et σC−1. On calcule
JacθζCσC =< ρ| |
ζB , · · · , ρ| |−ζ(C−1) > ×Jacθζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ)× < ρ| |
ζ(C−1), · · · , ρ| |−ζB >;
(1)
Pour voir l’action de θ sur ce module de Jacquet, on conside`re d’abord l’inclusion :
σC →֒
< ρ| |ζB , · · · , ρ| |−ζ(C−1) > ×ρ| |−ζC×Jacθζ(B+2),··· ,ζCπ(ρ,A,B+2, ζ)×ρ| |
ζC× < ρ| |ζ(C−1), · · · , ρ| |−ζB > .
C’est une inclusion qui respecte les actions naturelles de θ. Le calcul de Jacθ se fait avec la filtration
de Bernstein Zelevinsky qui provient des doubles classes du type P0wP0 pour w parcourant un bon
ensemble de matrices de permutations. L’action de θ respecte cette filtration a` condition de regrouper
w avec θw ; le terme qui nous inte´resse correspond a` un unique w dont la double classe est invariante
sous l’action de θ. L’action de θ obtenue sur JacθζC est l’action obtenue sur Jac
θ
ζC applique´ a`
< ρ| |ζB , · · · , ρ| |−ζ(C−1) > ×ρ| |ζC×Jacθζ(B+2),··· ,ζCπ(ρ,A,B+2, ζ)×ρ| |
−ζC× < ρ| |ζ(C−1), · · · , ρ| |−ζB >,
car on peut remplacer l’induite du milieu par son unique sous-module irre´ductible. Mais cette dernie`re
induite est isomorphe a` :
ρ| |ζC× < ρ| |ζB , · · · , ρ| |−ζ(C−1) > ×Jacθζ(B+2),··· ,ζCπ(ρ,A,B+2, ζ)× < ρ| |
ζ(C−1), · · · , ρ| |−ζB > ×ρ| |−ζC ,
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car C 6= B + 1. L’action de θ sur JacθζC de l’induite ci-dessus est l’action naturelle sans aucune
ambigu¨ıte´. On a aussi
JacθζCσC−1 =
< ρ| |ζB , · · · , ρ| |−ζ(C−1) > ×JacθζCJac
θ
ζ(B+2),··· ,ζ(C−1)π(ρ,A,B + 2, ζ)× < ρ| |
ζ(C−1), · · · , ρ| |−ζB > .
(2)
Pour voir l’action de θ le plus simple est d’e´crire Jacζ(B+2),··· ,ζ(C−1)π(ρ,A,B + 2, ζ) comme l’unique
sous-module irre´ductible de l’induite :
ρ| |ζC × Jacθζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ)× ρ| |
−ζC
cette inclusion respecte les actions de θ par la de´finition meˆme. Et l’action de θ sur (2) est l’action
naturelle.
Ces termes (1) et (2) sont donc exactement les meˆmes, action de θ comprise mais l’un intervient
avec le signe (−1)A−C tandis que l’autre intervient avec le signe (−1)A−C+1 ; ils s’e´liminent donc,
prouvant l’assertion cherche´e.
Conside´rons pour finir le cas x = ζ(B+1) ; ici on de´montre moins que pour C ∈]B+1, A] c’est-a`-
dire on de´montre seulement que pour π˜ une repre´sentation irre´ductible de G˜(abdρ) intervenant dans
π˜(ρ,A,B, ζ) dont la restriction a` GL(abdρ, F ) est irre´ductible, Jac
θ
ζ(B+1)π˜ = 0. Fixons un tel π˜ et
pour e´viter les confusions, on note π la restriction de π˜ a` GL(abdρ). Le support cuspidal de π est
un ensemble de repre´sentations cuspidales de la forme ρ| |z avec z re´el ; on note Eπ cet ensemble de
nombres re´els compte´s avec multiplicite´. Pour un ordre convenable sur E , il existe une inclusion :
π →֒ ×z∈Eρ| |
z. (1)
Le re´el −ζA est soit le plus petit e´le´ment de E soit le plus grand (cela de´pend de la valeur de ζ).
De fac¸on formelle on montre qu’il existe x0 ∈ E tel que [x0,−ζA] soit un segment et qu’il existe un
ordre sur E tel que (1) soit encore vrai mais tel que les premiers e´le´ments de E soient pre´cise´ment les
e´le´ments du segment [x0,−ζA]. En effet fixons sur E un ordre tel que la place de −ζA soit la plus
petite possible. On note x0 le premier e´le´ment de E et on va ve´rifier qu’il convient, c’est-a`-dire que
[x0,−ζA] est un segment. On note t le nombre d’e´le´ments de E plus petit ou e´gaux (pour l’ordre fixe´)
a` −ζA, c’est-a`-dire que les t premiers e´le´ments de E sont xi pour i ∈ [1, t] avec xt = −ζA. On montre
par re´currence de´croissante sur i que [xi,−ζA] est un segment et que (1) se pre´cise en une inclusion :
π →֒ ×j<iρ| |
xj× < ρ| |xi , · · · , ρ| |−ζA > ×z∈E−{x1,··· ,xt}ρ| |
z . (2)
Ceci est trivialement vrai si i = t. Admettons le pour i et montrons le pour i − 1 ; la repre´sentation
induite :
ρ| |xi−1× < ρ| |xi , · · · , ρ| |−ζA >
est soit irre´ductible soit de longueur 2 ; elle ne peut eˆtre irre´ductible, sinon on pourrait remplacer
t par t − 1 en faisant commuter xi−1 au dessus de < ρ| |
xi , · · · , ρ| |−A >. Elle est donc de longueur
2, c’est-a`-dire soit xi−1 = xi + ζ soit xi−1 = −ζA − ζ ; la dernie`re e´ventualite´ est impossible par
extre´malite´ de −ζA. Donc [xi−1,−ζA] est un segment et l’inclusion (2) se factorise soit par
π →֒ ×j<i−1ρ| |
xj× < ρ| |xi−1 , · · · , ρ| |−ζA > ×z∈E−{x1,··· ,xt}ρ| |
z (3)
soit par
π →֒ ×j<i−1ρ| |
xj× < ρ| |xi , · · · , ρ| |−ζA > ×ρ| |xi ×z∈E−{x1,··· ,xt} ρ| |
z. (4)
Mais (4) est contraire a` la minimalite´ de t et c’est donc (3) qui pre´vaut, montrant ainsi notre assertion.
Ainsi, il existe x0 ∈ E et une repre´sentation irre´ductible π
′
0 convenable telle que
π →֒< ρ| |x0 , · · · , ρ| |−ζA > ×π′0.
Graˆce a` (i), on sait que x0 ∈ [ζB, ζA].
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Supposons d’abord que x0 = ζB ; dans ce cas, on va tre`s facilement montrer que π˜ = π(ρ,A,B, ζ)
et donc en particulier Jacζ(B+1)π˜ = 0, ce que l’on cherche. En effet, supposons d’abord qu’il existe
C ∈]B,A] tel que π˜ soit un sous-quotient de
σC :=< ρ| |
ζB , · · · , ρ| |−ζC > ×Jacθζ(B+2),··· ,ζC(π(ρ,A,B + 2, ζ))× < ρ| |
ζC , · · · , ρ| |−ζB > .
On calcule JacζB,···−ζAσC par les formules standard en se souvenant que JacxJac
θ
ζ(B+2),··· ,ζC(π(A,B+
2, ζ)) = 0 sauf e´ventuellement si x = ζ(B + 1) ou x = ζ(C + 1). Or ni ζ(B + 1) ni ζ(C + 1) ni ζC ne
sont dans le segment [ζB,−ζA]. Ainsi
JacζB,···−ζAσC = (JacζB,··· ,−ζA < ρ| |
ζB , · · · , ρ| |−ζC >)×
Jacθζ(B+2),··· ,ζC(π(A,B + 2, ζ))× < ρ| |
ζC , · · · , ρ| |−ζB >
Et cela est nul sauf si C = A ou` cela vaut Jacθζ(B+2),··· ,ζA(π(ρ,A,B + 2, ζ))× < ρ| |
ζA, · · · , ρ| |−ζB >.
On ve´rifie que Jacθζ(B+2),··· ,ζA(π(ρ,A,B + 2, ζ)) = π(ρ,A − 1, B + 1, ζ) en particulier est irre´ductible
et on obtient l’inclusion :
π˜ →֒< ρ| |ζB, · · · , ρ| |−ζA > ×π(ρ,A− 1, B + 1, ζ)× < ρ| |ζA, · · · , ρ| |−ζB > .
Ainsi π˜ est l’unique sous-module irre´ductible de cette induite avec l’action de θ qui provient de l’action
sur l’induite. Par de´finition, π˜ = π(ρ,A,B, ζ). Il reste a` voir le cas ou` π˜ est un sous-quotient de
π(ρ,A,B + 1, ζ)× < ρ| |ζB , · · · , ρ| |−ζB >. Ici on sait que Jacxπ(ρ,A,B + 1, ζ) = 0 sauf pour x =
ζ(B + 1) et il est facile de voir que cela entraˆıne que
JacζB,··· ,−ζA
(
π(ρ,A,B + 1, ζ)× < ρ| |ζB , · · · , ρ| |−ζB >
)
=
π(ρ,A,B + 1, ζ)× JacζB,··· ,−ζA < ρ| |
ζB , · · · , ρ| |−ζB >= 0.
Cela termine le cas ou` x0 = ζB.
Supposons donc maintenant que x0 ∈]ζB, ζA]. On e´crit donc :
π →֒< ρ| |x0 , · · · , ρ| |−ζA > ×π′0,
pour π′0 irre´ductible convenable. On utilise le fait que π est θ-invariante et on obtient une autre
inclusion :
π →֒ θπ′0× < ρ| |
ζA, · · · , ρ| |−x0 > .
On applique Jacx0,··· ,−ζA a` l’induite de droite et comme ζA /∈ [x0,−ζA] cela vaut
Jacx0,···−ζA
θπ′0× < ρ| |
ζA, · · · , ρ| |−x0 > .
Par exactitude du foncteur de Jacquet, on obtient une inclusion :
Jacx0,···−ζAπ = π
′
0 →֒ Jacx0,···−ζA
θπ′0× < ρ| |
ζA, · · · , ρ| |−x0 > .
Il existe donc un sous-quotient irre´ductible π′′1 de Jacx0,··· ,−ζAπ
′
0 tel que en posant π
′
1 :=
θπ′′1
π′0 →֒ π
′
1× < ρ| |
ζA, · · · , ρ| |−x0 > .
En remontant, on obtient :
π →֒< ρ| |x0 , · · · , ρ| |−ζA > ×π′1× < ρ| |
ζA, · · · , ρ| |−x0 > .
On ve´rifie que π′1 = Jac
θ
x0,··· ,−ζA
π et he´rite d’une action de θ provenant de l’action de θ sur π˜, on note
alors π1 la repre´sentation ainsi e´tendue. Avec cette action, on obtient l’inclusion :
π˜ →֒< ρ| |x0 , · · · , ρ| |−ζA > ×π1× < ρ| |
ζA, · · · , ρ| |−x0 > . (5)
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Graˆce a` ce que l’on a de´ja` de´montre´, x0 = ζ(B + 1). De plus, π˜ est uniquement de´termine´e par π1
et l’inclusion (5). Pour de´montrer qu’il n’existe pas de tel π˜ intervenant dans π˜(ρ,A,B, ζ), il suffit
donc de de´montrer que Jacθζ(B+1),··· ,−ζAπ˜(ρ,A,B, ζ) ne contient pas de repre´sentation irre´ductible de
G˜(ab− 2(sup(a, b) + 1))dρ) dont la restriction au GL correspondant reste irre´ductible.
On reprend la notation σC introduite ci-dessus. On va avoir besoin des formules ci-dessous : soit
C ∈]B + 1, A[ (pour que l’ensemble soit non vide, il faut A > B + 2) et x ∈ [ζ(B + 1),−ζA[, alors
JacyJac
θ
ζ(B+1),··· ,xJac
θ
ζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ) = 0,
pour tout y ∈]x− ζ,−ζA] et
Jacθζ(B+1),··· ,−ζAJac
θ
ζ(B+2),··· ,ζCπ(ρ,A,B + 2, ζ) = Jac
θ
ζ(B+3),··· ,ζCπ(ρ,A− 1, B + 3, ζ),
cette e´galite´ e´tant compatible aux actions de θ et si A = B + 3 le terme de droite ci-dessus est la
repre´sentation triviale de G˜(0). Pour les ve´rifier on utilise la repre´sentation de Jacθζ(B+2),··· ,ζCπ(ρ,A,B+
2, ζ) donne´e a` la fin de 2.1 ; en calculant Jacθζ(B+1),···x on enle`ve du tableau une partie (tout si x = −ζA)
de la premie`re et syme´triquement de la dernie`re ligne. Et ensuite on voit sur le tableau les valeurs de
y pour lesquelles Jacy du re´sultat peut eˆtre non nul, y doit au moins eˆtre un de´but de ligne. L’action
de θ a e´te´ pre´cise´e en loc.cit, d’ou` nos assertions. Cela entraˆıne que pour C ∈]B + 1, A[
Jacθζ(B+1),··· ,−ζAσC =
< ρ| |ζB , · · · , ρ| |−ζC > ×Jacθζ(B+3),··· ,ζCπ(ρ,A− 1, B + 3, ζ)× < ρ| |
ζC , · · · , ρ| |−ζB > .
Pour C = B + 1, on a tout simplement Jacxπ(ρ,A,B + 2, ζ) = 0 pour tout x ∈ [ζB,−ζ(B + 1)] et
Jacθζ(B+1),··· ,−ζAσB+1 = Jac−ζ(B+2),··· ,−ζAπ(ρ,A,B + 2, ζ) = 0.
Pour C = A, Jacθζ(B+2),··· ,ζAπ(ρ,A,B + 2, ζ) = π(ρ,A− 1, B + 1, ζ) et
Jacθζ(B+1),··· ,−ζAσA =
Jacθζ(B+1),··· ,−ζA(< ρ| |
ζB , · · · , ρ| |−ζA > ×π(ρ,A− 1, B + 1, ζ)× < ρ| |ζA, · · · , ρ−ζB >) =
Jacθζ(B+1)π(ρ,A− 1, B + 1, ζ).
On a aussi, sans l’action de θ :
Jacθζ(B+1),··· ,−ζA(π(ρ,A,B + 1, ζ)× π(ρ,B,B, ζ)) = π(ρ,A − 1, B + 2, ζ)× π(ρ,B,B, ζ);
pour avoir l’action de θ, il faut revenir a` la de´finition de π(ρ,A,B + 1, ζ) × π(ρ,B,B, ζ). On veut
montrer que l’action de θ sur le membre de gauche est l’action que nous avons mise sur le membre de
droite. Par de´finition θ agit sur π(ρ,A,B +1, ζ)× π(ρ,B,B, ζ) par restriction de l’action naturelle de
θ sur l’induite :
< ρ| |ζ(B+1), · · · , ρ| |−ζA > ×π(ρ,A− 1, B + 2, ζ)× π(ρ,B,B, ζ)× < ρ| |ζA, · · · , ρ| |−ζ(B+1) > .
Et le re´sultat est clair.
En regroupant tous les termes ensembles, on obtient :
Jacθζ(B+1),··· ,−ζAπ˜(ρ,A,B, ζ) = Jac
θ
ζ(B+1)π(ρ,A− 1, B + 1, ζ)⊕C∈]B+1,A−1] (−1)
A−C
< ρ| |ζB , · · · , ρ| |−ζC > ×Jacθζ(B+3),··· ,ζCπ(ρ,A − 1, B + 3, ζ)× < ρ| |
ζC , · · · , ρ| |−ζB > (6)
⊕(−1)[(A−B+1)/2]π(ρ,A− 1, B + 2, ζ)× < ρ| |ζB , · · · , ρ| |−ζB > . (7)
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On remarque que la somme de (6) et (7) n’est autre que (−1)Jacθζ(B+1)π˜(ρ,A − 1, B + 1, ζ). On ne
peut pas conclure tout de suite a` cause de la diffe´rence entre π et π˜.
Prenons τ une repre´sentation irre´ductible de Jacθζ(B+1)π˜(ρ,A − 1, B + 1, ζ) qui reste irre´ductible
apre`s restriction auGL correspondant. On reprend un argument de´ja` donne´ ; on fixe τ˜ une repre´sentation
irre´ductible intervenant dans π˜(ρ,A − 1, B + 1, ζ) et telle que Jacθζ(B+1)τ˜ contienne τ comme sous-
quotient. Comme on l’a fait ci-dessus, on de´montre que Jacθζ(B+1)τ˜ = τ et que τ˜ est uniquement
de´termine´ par τ en particulier est de restriction irre´ductible au GL correspondant. Par exemple par
re´currence on sait que la seule repre´sentation de π˜(ρ,A− 1, B + 1, ζ) dont la restriction au GL corre-
spondant est irre´ductible est π(ρ,A − 1, B + 1, ζ). On vient donc de montrer que Jacθζ(B+1)(π˜(ρ,A−
1, B + 1, ζ) − π(ρ,A − 1, B + 1, ζ)) ne contient aucune repre´sentation dont la restriction au GL est
irre´ductible.
Revenons a` π˜ comme dans l’e´nonce´ ; on ve´rifie comme ci-dessus que Jacθζ(B+1)π est irre´ductible et
de´termine uniquement π˜. Il ne peut donc pas y avoir de simplification dans le module de Jacquet et
on vient donc de montrer que Jacθζ(B+1)π = 0.
On de´duit (iii) : on vient de de´montrer que pour π˜ intervenant dans π˜(ρ,A,B, ζ) de restriction
irre´ductible a` GL(abdρ, F ) on a ne´cessairement x0 = ζB avec les notations ci-dessus. On a fait le
calcul correspondant ci-dessus, il n’y a qu’un terme qui donne ce module de Jacquet, π(ρ,A,B, ζ).
Cela termine la preuve de ce cas simple.
2.3 Re´solution dans le groupe de Grothendieck, cas de restriction discre`te a` la
diagonale
Fixons ψ et (ρ, a, b) ∈ Jord(ψ) tel que inf(a, b) > 1 ; on pose encore A = (a+b)/2−1, B = |(a−b)|/2
et ζ le signe de a−b si a 6= b et sinon ζ est un signe quelconque. On note ψ′ le morphisme qui se de´duit
de ψ en enlevant le bloc de Jordan (ρ, a, b) ; on a donc de´fini π(ψ′) comme repre´sentation de G˜(Nψ −
abdρ), ce n’est autre que ×(ρ′,a′,b′)∈Jord(ψ)−(ρ,a,b)Sp(b
′, St(a′, ρ′)). On pose encore Sp(b, St(a, ρ)) =
π(ρ,A,B, ζ) ce qui permet de de´finir π(ρ,A,B + 2, ζ) et π(ρ,A,B + 1, ζ) comme on l’a fait dans 2.1.
On suppose que ψ ◦∆ est sans multiplicite´s et on a donc de´fini π(ψ) comme repre´sentation de G˜(n)
dans 1.12
On pose
π˜(ψ)ρ,A,B,ζ := ⊕C∈]B,A]
(−1)A−C < ρ| |ζB , · · · , ρ| |−ζC > ×Jacθζ(B+2),··· ,ζC(π(ψ
′)× π(ρ,A,B + 2, ζ))× < ρ| |ζC , · · · , ρ| |−ζA >
⊕(−1)[(A−B+1)/2]π(ψ′)× π(ρ,A,B + 1, ζ)× < ρ| |ζB , · · · , ρ| |−ζB > .
The´ore`me. L’e´le´ment, π˜(ψ)ρ,A,B,ζ du groupe de Grothendieck associe´ aux repre´sentations irre´ductibles
de G˜ fait intervenir dans sa de´composition en repre´sentations irre´ductibles exactement une repre´sentation
irre´ductible de G˜ dont la restriction au GL correspondant est encore irre´ductible. C’est la repre´sentation
π(ψ) et elle intervient avec le coefficient +1. Ou encore, pour tout g ∈ GL(n, F ) θ-semi-simple et
re´gulier,
trπ˜(ψ)(g, θ)ρ,A,B,ζ = trπ(ψ)(g, θ).
On traite d’abord le cas ou` A = B + 1. On ve´rifie que par de´finition π˜(ψ)ρ,A,B,ζ
=< ρ| |ζB , · · · ρ| |−ζA > ×π(ψ′)× < ρ| |ζA, · · · , ρ| |−ζB > ⊖π(ψ′)× π(ρ,B + 1, B + 1, ζ)× π(ρ,B,B, ζ).
L’action de θ sur le premier terme du membre de droite est l’action prolongeant naturellement celle
de θ sur π(ψ′) par contre cette action sur π(ψ′)× π(ρ,B + 1, B + 1, ζ)× π(ρ,B,B, ζ) est plus difficile
a` de´crire mais c’est celle que l’on a mise sur π(ψ′′) ou` ψ′′ se de´duit de ψ′ en ajoutant les quadruplets
(ρ,B + 1, B + 1, ζ) et (ρ,B,B, ζ).
Il est imme´diat de ve´rifier qu’en tant que repre´sentation de GL(n, F ) l’induite < ρ| |ζB , · · · ρ| |−ζA >
×π(ψ′)× < ρ| |ζA, · · · , ρ| |−ζB > est de longueur exactement 2 avec comme sous-module π(ψ′) ×
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π(ρ,A,B, ζ) (c’est-a`-dire π(ψ)) et comme quotient π(ψ′) × π(ρ,B + 1, B + 1, ζ) × π(ρ,B,B, ζ). Le
proble`me est donc de ve´rifier que cette de´composition donne les ”bonnes” actions de θ. Pour le sous-
module, il suffit de suivre les de´finitions et il n’y a pas de proble`me. Pour le quotient, si ψ′ est
e´le´mentaire et B = 0, c’est exactement la de´finition. Si B ≥ 1/2, c’est la de´monstration de 1.14. Reste
le cas ou` ψ′ n’est pas e´le´mentaire. On fixe alors (ρ′, A′, B′, ζ ′) ∈ Jord(ψ′) tel que A′ > B′ et on note
ψ′′ le morphisme qui se de´duit de ψ′ en remplac¸ant (ρ′, A′, B′, ζ ′) par (ρ′, A′ − 1, B′ + 1, ζ ′) (ou en
supprimant ce bloc si A′ = B′+1). Toutes les actions de θ s’obtiennent alors comme on l’a vu en 1.12
en remplac¸ant dans chaque repre´sentation ψ′ par ψ′′ d’ou` une nouvelle repre´sentation, σ, qu’il faut
encore induire
< ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > ×σ× < ρ′| |ζ
′A′ , · · · , ρ′| |−ζ
′B′ >,
l’action de θ e´tant le prolongement canonique de l’action sur σ. Il est alors facile d’obtenir le re´sultat
par re´currence. Cela termine la preuve du cas ou` A = B + 1.
On suppose donc maintenant que A > B + 1.
La me´thode est tre`s voisine de celle de 2.2.
Soit C ∈]B,A], notons
σC :=< ρ| |
ζB , · · · , ρ| |−ζC > ×Jacθζ(B+2),··· ,ζC
(
π(ψ′)× π(ρ,A,B + 2, ζ)
)
× < ρ| |ζC , · · · , ρ| |−ζB > .
On montre que π(ψ′)× π(ρ,A,B + 2, ζ) est l’unique sous-module irre´ductible de l’induite :
< ρ| |ζ(B+2), · · · , ρ| |ζA > ×π(ψ′)× π(ρ,A− 1, B + 1, ζ)× < ρ| |−ζA, · · · , ρ| |−ζ(B+2) >
l’inclusion e´tant compatible avec l’action de θ. Cela et le fait que Jacxπ(ψ
′) = 0 pour tout x ∈ [ζB, ζA]
entraˆınent aise´ment que :
Jacθζ(B+2),··· ,ζC
(
π(ψ′)× π(ρ,A,B + 2, ζ)
)
→֒
< ρ| |ζ(C+1), · · · , ρ| |ζA > ×π(ψ′)× π(ρ,A− 1, B + 1)× < ρ| |−ζA, · · · , ρ| |−ζ(C+1) > .
On peut meˆme pre´ciser pour la suite que le terme de gauche est l’unique sous-module irre´ductible du
terme de droite, ce qui donne une construction pre´cise de σC . Evidemment ici, il est important que
ψ ◦∆ soit sans multiplicite´s.
On note ψ> le morphisme qui se de´duit de ψ en enlevant tous les blocs de Jordan (ρ,A
′, B′, ζ ′)
tels que B′ ≤ B ; e´ventuellement ψ> est trivial.
Montrons encore que tout sous-quotient irre´ductible de σC , irre´ductible en tant que repre´sentation
de G˜(n) et de restriction irre´ductible a` GL(n, F ) est de la forme π(ψ>)×σ
′ ou` σ′ est une repre´sentation
convenable d’un groupe line´aire dont le support cuspidal est une collection de repre´sentations ρ| |x avec
|x| ≤ A. Montrons cette proprie´te´ par re´currence sur
∑
(ρ,A′,B′,ζ′)∈Jordρ(ψ>)
(A′ − B′ + 1) ; comme il
y a une difficulte´ pour suivre l’action de θ alors que la conclusion ne fait pas intervenir cette action,
on transforme la proprie´te´ en oubliant G˜ et en parlant simplement de repre´sentation irre´ductible θ-
invariante de GL(N,F ). Soit (ρ,A0, B0, ζ0) l’e´le´ment de Jordρ(ψ>) avec A0 maximum et soit τ un
sous-quotient irre´ductible de σC pour l’action de GL(N,F ) ; on suppose que τ est θ-invariant. Suivant
ce que l’on a de´ja` vu, il existe x0 un demi-entier tel que |x0| ≤ A0 et [x0,−ζA0] est un segment et
ve´rifiant :
Jacx0,··· ,−ζ0A0τ 6= 0.
Un calcul simple montre que x0 = ζ0B0 ; si B0 = A0, on montre tout de suite que τ s’e´crit sous la forme
< ρ| |ζ0A0 , · · · , ρ| |−ζ0A0 > ×τ ′ ou` τ ′ est irre´ductible et θ-invariante et ve´rifie l’analogue de τ quand on
a enleve´ le bloc (ρ,A0, B0, ζ0). Par contre si B0 < A0, on montre encore que Jac
θ
ζ0B0,··· ,−ζ0A0
τ 6= 0.
Puis on montre que τ , en tant que repre´sentation de GL est de la forme < ρ| |ζ0B0 , · · · , ρ| |−ζ0A0 >
×τ ′× < ρ| |ζ0A0 , · · · , ρ| |−ζ0B0 >, ou` τ ′ est un sous-quotient irre´ductible, θ-invariante de l’analogue de
σC obtenu en remplac¸ant le bloc (ρ,A0, B0, ζ0) de Jord(ψ) par (ρ,A0 − 1, B0 + 1, ζ0). Cela permet de
conclure.
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Soit donc σ˜ un sous-quotient irre´ductible de σC dont on suppose que la restriction a` GL(n, F ) est
irre´ductible ; on note σ cette restriction ; on e´crit σ sous la forme π(ψ>) × σ
′ conforme´ment a` ce que
l’on vient de voir ; on ve´rifie aise´ment que σ′ est ne´cessairement θ invariante.
Comme dans 2.2, il existe x0 un demi-entier tel que |x0| ≤ A, [x0,−ζA] soit un segment et tel que
Jacθx0,··· ,−ζAσ
′ 6= 0. On en de´duit que Jacθx0,··· ,−ζAσ 6= 0 car ρ| |
x × π(ψ>) et π(ψ>) × ρ| |
x sont des
induites irre´ductibles pour tout x verifiant |x| ≤ A. On fixe donc un tel x0.
Montrons que ne´cessairement x0 ∈ [ζB, ζA] :
ce que l’on obtient imme´diatement est que soit x0 a la proprie´te´ annonce´e soit x0 = ζ
′B′ pour un
bon choix de ζ ′ et B′ tel qu’il existe A′ avec (ρ,A′, B′, ζ ′) ∈ Jord(ψ′). Si cette dernie`re e´ventualite´ se
produisait, on remarque que π(ψ′) = π(ψ>)× π(ψ<) ou` ψ< correspondant a` tous les blocs de Jordan
(ρ,A′′, B′′, ζ ′′) avec B′′ < B ; mais le support cuspidal de π(ψ<) ne contient aucun e´le´ment du type
ρ| |±x avec x ∈ [B,A] ; donc il faudrait ne´cessairement
Jac−ζB,··· ,−ζA
(
< ρ| |ζB, · · · , ρ| |−ζC > × < ρ| |ζ(C+1), · · · , ρ| |ζA >
×π(ρ,A− 1, B + 1, ζ)× < ρ| |−ζA, · · · , ρ| |−ζ(C+1) > × < ρ| |ζC , · · · , ρ| |−ζB >
)
6= 0.
Ce qui est exclu. D’ou` l’assertion.
On montre la meˆme assertion si σ˜ est π(ψ′) × π(ρ,A,B + 1, ζ) × π(ρ,B,B, ζ) ; dans ce cas, on a
meˆme ne´cessairement x0 = ζ(B + 1).
Dans toute la suite de la de´monstration, on fixe σ˜ une repre´sentation irre´ductible intervenant dans
la de´composition de π˜(ψ)ρ,A,B,ζ et x0 ve´rifiant la proprie´te´ pre´ce´dente pour σ˜. Comme dans 2.2 le point
est de de´montrer que x0 = ζB. On suppose donc d’abord que x0 ∈]ζB, ζA] et on veut alors montrer
simplement que Jacθx0σ = 0. Exactement comme dans loc.cit., on ve´rifie qu’il suffit de montrer que
Jacθx0 π˜(ψ)ρ,A,B,ζ = 0. Le cas ou` x0 ∈]ζ(B+1), ζA] est imme´diat avec la description pre´cise de σC ; les
termes qui contribuent au calcul est σ|x0| et σ|x0|−1 et ils s’e´liminent l’un l’autre. Il reste donc a` voir
le cas plus difficile ou` x0 = ζ(B + 1). On a vu ci-dessus que, pour tout C ∈]B,A] :
σC =< ρ| |
ζB , · · · , ρ| |−ζC > ×
<< ρ| |ζ(C+1), · · · , ρ| |ζA > ×π(ψ′)× π(ρ,A− 1, B + 1, ζ)× < ρ| |−ζA, · · · , ρ| |−ζ(C+1) >>
× < ρ| |ζC , · · · , ρ| |−ζB >,
ou` pour C = A le terme du milieu est simplement π(ψ′) × π(ρ,A − 1, B + 1, ζ). Pour C ∈]B + 1, A[,
on re´crit σC . Pour qu’il y ait une valeur de C, on peut supposer que A − 1 > B + 1, d’ou` π(ψ
′) ×
π(ρ,A− 1, B + 1, ζ) est par de´finition un sous-module (avec action de θ) de
< ρ| |ζ(B+1), · · · , ρ| |−ζ(A−1) > ×π(ψ′)× π(ρ,A − 2, B + 2, ζ)× < ρ| |ζ(A−1), · · · , ρ| |−ζ(B+1) > .
En revenant a` σC pour ces valeurs de C,
σC →֒< ρ| |
ζB , · · · , ρ| |−ζC > ×
< ρ| |ζ(C+1), · · · , ρ| |ζA > × < ρ| |ζ(B+1), · · · , ρ| |−ζ(A−1) > ×
π(ψ′)× π(ρ,A− 2, B + 2, ζ)×
< ρ| |ζ(A−1), · · · , ρ| |−ζ(B+1) > × < ρ| |−ζA, · · · , ρ| |−ζ(C+1) >
× < ρ| |ζC , · · · , ρ| |−ζB > .
Comme l’action de θ sur l’induite est l’action qui se de´duit naturellement de celle mise sur π(ψ′) ×
π(ρ,A− 2, B + 2, ζ), on obtient :
Jacθζ(B+1),··· ,−ζAσC →֒< ρ| |
ζB , · · · , ρ| |−ζC > ×
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< ρ| |ζ(C+1), · · · , ρ| |ζ(A−1) > ×π(ψ′)× π(ρ,A− 2, B + 2, ζ)× < ρ| |−ζ(A−1), · · · , ρ| |−ζC > (3)
× < ρ| |ζC , · · · , ρ| |−ζB >,
avec l’action naturelle de θ. Un calcul de module de Jacquet standard montre que cette inclusion se
factorise par l’unique sous-module de (3) qui est en fait Jacθζ(B+3),··· ,ζC(π(ψ
′)× π(ρ,A− 1, B +3, ζ)).
On a donc montre´
Jacθζ(B+1),··· ,−ζAσC =
< ρ| |ζB , · · · , ρ| |−ζC >
×Jacθζ(B+3),··· ,ζC(π(ψ
′)× π(ρ,A− 1, B + 3, ζ))×
< ρ| |ζC , · · · , ρ| |−ζB > . (3)
Rappelons que ce terme n’apparaˆıt que si (A− 1) > (B+1), car C ∈]B+1, A− 1] et il peut se re´crire
Jacθζ(B+1)σ
′
C ou` σ
′
C est l’analogue de σC pour ψ remplace´ par le morphisme ou` le bloc (ρ,A,B, ζ) est
remplace´ par (ρ,A− 1, B + 1, ζ).
On ve´rifie par un calcul de module de Jacquet standard que pourC = B+1, Jacζ(B+1),··· ,−ζAσB+1 =
0 et donc a fortiori que Jacθζ(B+1),··· ,−ζAσB+1 = 0.
On suppose maintenant que C = A, et on calcule :
Jacθζ(B+1),··· ,−ζA
(
< ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ′)×π(ρ,A−1, B+1, ζ)× < ρ| |ζA, · · · , ρ| |−ζ(B+1) >
)
=
Jacθζ(B+1)
(
π(ψ′)× π(ρ,A− 1, B + 1, ζ)
)
. (4)
Il reste donc a` calculer
Jacθζ(B+1),··· ,−ζA
(
π(ψ′)× π(ρ,A,B + 1, ζ)× π(ρ,B,B, ζ)
)
.
Comme on a suppose´ que A > B+1 (le cas d’e´galite´ ayant de´ja` e´te´ traite´), on re´crit π(ψ′)×π(ρ,A,B+
1, ζ)× π(ρ,B,B, ζ) comme l’unique sous-module irre´ductible de
< ρ| |ζ(B+1), · · · , ρ| |−ζA > ×π(ψ′)× π(ρ,A− 1, B + 2, ζ)× π(ρ,B,B, ζ)× < ρ| |ζA, · · · , ρ| |−ζ(B+1) > .
Ainsi le Jacθ cherche´ est exactement l’induite du milieu, c’est-a`-dire π(ψ′) × π(ρ,A − 1, B + 2, ζ) ×
π(ρ,B,B, ζ) avec l’action de θ mise sur cette induite. On va ve´rifier que l’on peut re´crire le re´sultat
sous la forme :
Jacθζ(B+1),··· ,−ζA
(
π(ψ′)× π(ρ,A,B + 1, ζ)× π(ρ,B,B, ζ)
)
=
Jacθζ(B+1)
(
π(ψ′)× π(ρ,A− 1, B + 2, ζ)× π(ρ,B + 1, B + 1, ζ)
)
; (5)
graˆce aux de´finitions on e´crit :
π(ψ′)× π(ρ,A,B + 1, ζ)× π(ρ,B,B, ζ) →֒
< ρ| |ζ(B+1), · · · , ρ| |−ζA >
×π(ρ,A− 1, B + 2, ζ)× π(ψ′)× π(ρ,B,B, ζ)×
< ρ| |ζA, · · · , ρ| |−ζ(B+1) > .
D’ou` aise´ment l’identification du Jacθ cherche´ avec l’induite du milieu, c’est-a`-dire π(ρ,A − 1, B +
2, ζ) × π(ψ′) × π(ρ,B,B, ζ). Mais on a vu en 1.13 que cette induite est aussi l’unique sous-module
irre´ductible de l’induite :
ρ| |ζ(B+1) × π(ρ,A− 1, B + 2, ζ)× π(ψ′)× π(ρ,B + 1, B + 1, ζ)× ρ| |−ζ(B+1),
25
inclusion compatible avec les actions de θ. D’ou` le re´sultat annonce´.
On remarque que si A − 1 = B + 1, ce terme (5) est le meˆme que (4) ; en tenant compte des
signes dans la de´finition de π˜(ψ)ρ,A,B,ζ , (4) est accompagne´ de +1 tandis que (5) est accompagne´ de
(−1)[(A−B+1)/2] = −1. Donc si A = B+2, on vient de montrer que Jacθζ(B+1),··· ,−ζAπ˜(ψ)ρ,A,B,ζ = 0 et
on conclut comme en 2.3.
Supposons que A > B+2. On note ψ−1, le morphisme qui se de´duit de ψ en remplac¸ant le bloc de
Jordan (ρ,A,B, ζ) par (ρ,A− 1, B + 1, ζ). En remettant les signes, on a donc aussi montre´ que dans
le groupe de Grothendieck de G˜(N ′) pour N ′ convenable :
Jacθζ(B+1),··· ,−ζAπ˜(ψ)ρ,A,B,ζ =
Jacθζ(B+1)π(ψ−1)⊖ Jac
θ
ζ(B+1)π˜(ψ−1)ρ,A−1,B+1,ζ .
On conclut encore comme en 2.3. Cela termine la preuve.
2.4 Le cas ge´ne´ral
Le re´sultat de 2.3 n’est sans doute pas vrai dans le cas ge´ne´ral, c’est-a`-dire ou` l’on ne fait pas
l’hypothe`se que la restriction a` la diagonale est discre`te, on rappelle d’ailleurs que pour le moment
nous n’avons pas mis d’action de θ sur π(ψ) sans l’hypothe`se que ψ est de restriction discre`te a` la
diagonale. Pour ce cas, on re´alise π(ψ) comme un module de Jacquet convenable. Pre´cise´ment, pour
tout ρ ; on met un ordre total sur Jordρ(ψ) en posant, pour (ρ,A,B, ζ), (ρ,A
′, B′, ζ ′) ∈ Jord(ψ),
(ρ,A,B, ζ) ≥ (ρ,A′, B′, ζ ′) si
soit A > A′, soit A = A′ mais B > B′ soit A = A′, B = B′ mais B > 0 et ζ = +.
Il n’y a aucune justification a` avoir priviligie´ A sur B, on aurait tout aussi bien pu faire l’inverse. Il n’y
a pas non plus de justification pour avoir privile´gie´ le signe + sur le signe −. On e´tudiera pre´cise´ment
l’influence de nos choix en 5.5
Ayant fait ces choix, on dit qu’un morphisme ψ˜ de WF ×SL(2,C)×SL(2,C) dans GL(N,F ) avec
N ≥ n domine ψ s’il est de restriction discre`te a` la diogonale et s’il existe une bijection de Jord(ψ˜)
sur Jord(ψ) note´e bij ve´rifiant :
pour tout ρ, bij envoie Jordρ(ψ˜) sur Jordρ(ψ) et bij pre´serve l’ordre. De plus pour tout (ρ, A˜, B˜, ζ˜) ∈
Jordρ(ψ˜), en notant (ρ,A,B, ζ), l’image de cet e´le´ment par bij, on a :
ζ = ζ˜ , A−B = A˜− B˜.
La bijection est clairement uniquement de´termine´e par le seul fait qu’elle respecte l’ordre.
Comme on part plutoˆt de ψ que de ψ˜, on notera plutoˆt (ρ, A˜ρ,A,B,ζ , B˜ρ,A,B,ζ , ζ) l’image inverse de
(ρ,A,B, ζ) ∈ Jordρ(ψ).
On pose alors pour tout (ρ,A,B, ζ) ∈ Jord(ψ), Eρ,A,B,ζ := ∪D∈[B˜ρ,A,B,ζ ,B[[ζD, ζ(D + A − B)],
union d’ensembles avec multiplicite´s. On met sur Eρ,A,B,ζ un ordre total en conside´rant d’abord l’or-
dre de´croissant sur les D puis l’ordre sur le segment [ζD, ζ(D + A − B)].Pour ρ fixe´, l’ensemble
Eρ,ψ˜∪(A,B,ζ)∈Jordρ(ψ) Eρ,A,B,ζ est lui aussi totalement ordonne´, en mettant d’abord l’ordre croissant sur
les e´le´ments de Jordρ(ψ) puis l’ordre sur les ensembles Eρ,A,B,ζ que l’on vient de de´finir. Quand on
fait encore l’union sur toues les repre´sentation ρ, on obtient un ensemble Eψ˜ partiellement ordonne´.
On pose alors, en respectant dans le terme de droite ci-dessous, l’ordre partiel :
π˜(ψ) := Jacθx∈E
ψ˜
π(ψ˜).
Supposons que Cela donne l’action de θ sur la repre´sentation π˜(ψ).
The´ore`me, de´finition : π˜(ψ) est une repre´sentation irre´ductible de G˜(n) dont la restriction a`
GL(n, F ) reste irre´ductible. Pre´cise´ment cette restriction est ×(ρ,a,b)∈Jord(ψ)Sp(b, St(a, ρ)). De plus
l’action de θ sur π˜(ψ) est inde´pendante du choix fait de ψ˜ dominant ψ. On posera donc π(ψ) = π˜(ψ).
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On montre ce the´ore`me par re´currence sur |Jord(ψ′′)| pour tous les morphismes ψ′′ deWF×SL(2,C)×
SL(2,C) dans un groupe GL(N ′′,C) ; en effet si ce nombre est re´duit a` 1, ψ′′ ◦∆ est ne´cessairement
sans multiplicite´s et le the´ore`me est le corollaire de 1.13 applique´ de proche en proche de C = A˜ jusqu’
a` C = A+ 1.
En fait il y a 2 assertions dans ce the´ore`me et on va les de´montrer successivement. On montre
d’abord que la restriction de π˜(ψ) a`GL(n, F ) est ce que l’on attend a` savoir ×(ρ,a,b)∈Jord(ψ)Sp(b, St(a, ρ)).
On fixe (ρ,A,B, ζ) ∈ Jord(ψ), on note ψ< le morphisme qui correspond a` la repre´sentation de
WF × SL(2,C)× SL(2,C) dont les blocs de Jordan sont ceux de
Jord(ψ) − Jordρ(ψ) ∪ {(ρ,A
′, B′, ζ ′) ∈ Jordρ(ψ), (ρ,A
′, B′, ζ ′) < (ρ,A,B, ζ)}
∪{(ρ, A˜′, B˜′, ζ˜ ′) ∈ Jordρ(ψ˜); (ρ, A˜
′, B˜′, ζ˜ ′) > (ρ, A˜ρ,A,B,ζ , B˜ρ,A,B,ζ , ζ)}.
On admet par re´currence que la restriction de π˜(ψ<) au GL correspondant est ce que l’on attend
(on note π(ψ<) cette restriction). On va montrer que :
Jacθx∈EA,B,ζ (π(ψ<)× π(ρ, A˜ρ,A,B,ζ , B˜ρ,A,B,ζ , ζ)) = π(ψ<)× π(ρ,A,B, ζ). (∗)
De proche en proche cela donnera la premie`re assertion du the´ore`me.
Pour cela, on montre que pour tout D ∈ [B˜ρ,A,B,ζ , B] :
Jacθx∈[ζD,··· ,ζ(D+A−B)]
(
π(ψ<)× π(ρ,D +A−B,D, ζ)
)
= (1)
π(ψ<)× Jac
θ
x∈[ζD,··· ,ζ(D+A−B)]π(ρ,D +A−B,D, ζ) = π(ψ<)× π(ρ,D +A−B − 1,D − 1, ζ). (2)
Soit I un sous-ensemble de [ζD, ζ(D + A − B)] tel que Jacx∈Iπ(ρ,D + A − B,D, ζ) 6= 0. On se
rappelle que π(ρ,D + A − B,D, ζ), comme repre´sentation du GL correspondant, est l’unique sous-
module irre´ductible de l’induite :
< ρ| |ζD, · · · , ρ| |ζ(D+A−B) > ×π(ρ,D +A−B − 1,D − 1, ζ)× < ρ| |−ζ(D+A−B , · · · , ρ| |−ζD > . (3)
Comme pour tout x ∈ [ζD, ζ(D + A − B)], Jacxπ(ρ,D + A − B − 1,D − 1, ζ) = 0 et qu’il en est
de meˆme pour Jacx < ρ| |
−ζ(D+A−B), · · · , ρ| |−ζD >, la non nullite´ suppose´e entraˆıne que Jacx∈I <
ρ| |ζD, · · · , ρ| |ζ(D+A−B) > 6= 0. En particulier I est un sous-segment de [ζD, ζ(D+A−B)] commenc¸ant
par ζD. Par les formules standard, pour avoir l’e´galite´ de (1) avec le premier membre de (2), la seule
chose a` de´montrer est donc que pour tout I ′ sous-segment de [ζD, ζ(D+A−B)] contenant l’extreˆmite´
ζ(D +A−B), Jacx∈I′π(ψ<) = 0
On de´compose encore π(ψ<) en π(ψ
′) × π(ψ1) × π(ψ2) ou` Jord(ψ
′) = Jord(ψ) − Jordρ(ψ),
Jord(ψ1) = {(ρ,A
′, B′, ζ ′) ∈ Jord(ψ); (ρ,A′, B′, ζ ′) < (ρ,A,B, ζ)}, Jord(ψ2) = {(ρ, A˜
′, B˜′, ζ ′) ∈
Jord(ψ˜); (ρ, A˜′, B˜′, ζ ′) > (ρ, A˜ρ,A,B,ζ , B˜ρ,A,B,ζ , ζ)}. Pour I
′ un sous-ensemble de [ζD, ζ(D+A−B)], on
a Jac′x∈Iπ(ψ
′) = 0 pour des raisons de support cuspidal Jordρ(ψ
′) = ∅. On a aussi Jacx∈I′π(ψ2) = 0
car sinon il faudrait que le premier e´le´ment de I, note´ z, ve´rifie Jaczπ(ψ2) 6= 0 ; il serait alors de la
forme ζ˜ ′B˜′ avec (ρ, A˜′, B˜′, ζ˜ ′) ∈ Jord(ψ2). Or ceci est exclu puisque l’on a certainement B˜′ > A˜ρ,A,B,ζ
par l’hypothe`se ψ˜ de restriction discre`te a` la diagonale, d’ou` B˜′ > A˜ρ,A,B,ζ ≥ D+ A˜ρ,A,B,ζ− B˜ρ,A,B,ζ =
D+A−B. Il reste a` voir que Jacx∈[ζD,ζ(D+A−B)]π(ψ1) = 0 ; or D+A−B > A d’ou` D+A−B > A
′
pour tout (ρ,A′, B′, ζ ′) ∈ Jord(ψ1) et ρ| |
ζ(D+A−B) n’est pas dans le support cuspidal de π(ψ1). On a
donc prouve´ l’e´galite´ de (1) avec le premier terme e´crit dans (2).
Et l’e´galite´ de (2) re´sulte de la repre´sentation de π(ρ,D+A−B,D, ζ) donne´e en (3). Ceci termine
la preuve de (*).
Il reste a` montrer que l’action de θ sur π˜(ψ) est inde´pendante du choix fait de ψ˜. Fixons 2 choix ψ˜i
pour i = 1, 2 dominant ψ ; il est clair qu’il existe ψ˜ qui domine les trois morphismes ψ˜i pour i = 1, 2
et ψ lui-meˆme. On a de´fini les ensembles ordonne´s Eψ˜, Eψ˜i pour i = 1, 2 ; ces 2 derniers ensembles
sont inclus dans Eψ˜. Fixons i et posons Fi := Eψ˜ − Eψ˜i . Cet ensemble he´rite d’un ordre. Il re´sulte du
corollaire de 1.13 applique´ de nombreuses fois dans l’ordre impose´ par l’ordre de Fi que :
JacθFiπ(ψ˜) = π(ψ˜i).
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Le point est donc de de´montrer que l’on a :
JacθE
ψ˜
= JacθE
ψ˜i
JacθFiπ(ψ˜),
c’est-a`-dire que l’on peut perturber l’ordre de Eψ˜ ; on ne perturbe pas n’importe comment (sinon ce
serait faux) on utilise simplement le fait que JacθxJac
θ
y = Jac
θ
yJac
θ
x si |y − x| > 1 ce qui ne pose pas
de proble`me (cf 1.4). D’ou` le the´ore`me.
2.4.1 Exemples et commentaires
Dans le paragraphe 2.4, on a fait des choix. Ici, on va donner un exemple qui prouve que le re´sultat
n’est pas indiffe´rent aux choix. On conside`re l’exemple ou` G = GL(4, F ) et ou` ψ est trivial sur WF
et sur SL(2,C) × SL(2,C) est (Rep2 ⊗ 1) ⊕ (1 ⊗ Rep2) ou` Rep2 est la repre´sentation irre´ductible
de dimension 2 de SL(2,C). La repre´sentation π(ψ) conside´re´e uniquement comme repre´sentation
de GL(4, F ) est l’induite irre´ductible St(2) × Sp(2) ou` St(2) est la repre´sentation de Steinberg de
GL(2, F ) et Sp(2) est la repre´sentation triviale de ce groupe.
Pour de´crire l’action de θ, on conside`re GL(6, F ) et le morphisme ψ˜ trivial sur WF et valant
Rep4⊗ 1⊕ 1⊗Rep2 a` valeurs dans GL(6,C) ; ici Rep4 est la repre´sentation irre´ductible de dimension
4. Alors :
π(ψ˜) →֒ ρ| |−1/2 × St(4)× ρ| |1/2
avec l’action de θ qui prolonge naturellement l’action de θ mise sur St(4). Et on a par de´fintion,
π(ψ) = Jacθ3/2π(ψ˜) et cela entraˆıne que l’action de θ sur π(ψ) est celle qui se de´duit naturellement de
l’action de θ mise sur St(2) en utilisant l’inclusion dans l’induite :
π(ψ) →֒ ρ| |−1/2 × St(2)× ρ| |1/2. (1)
Pour distinguer, on va noter πst(ψ) cette repre´sentation de G˜(4). L’autre choix raisonnable aurait e´te´
d’inverser les roˆles de St et Sp c’est-a`-dire de mettre sur π(ψ) l’action de θ qui prolonge naturellement
celle mise sur Sp(2) en utilisant l’inclusion :
π(ψ) →֒ ρ| |1/2 × Sp(2)× ρ| |−1/2. (2)
On note πsp(ψ) cette repre´sentation de G˜(4). Les 2 repre´sentations πst(ψ) et πsp(ψ) ne sont pas
isomorphes comme nous allons le ve´rifier.
On conside`re la se´rie principale :
σ := ρ| |−1/2 × ρ| |1/2 × ρ| |−1/2 × ρ| |1/2.
Cette induite est munie d’une action naturelle de θ et l’induite (1) en est un sous G˜(4) module.
Ainsi πst(ψ) est un sous- G˜(4)-module. On ve´rifie par un calcul de module de Jacquet que σ, en tant
que repre´sentation de GL(4, F ) est de longueur 4 : elle contient avec multiplicite´ 1 la repre´sentation
Sp(2)×Sp(2) et la repre´sentation St(2)×St(2) et avec multiplicite´ 2 la repre´sentation Sp(2)×St(2).
On ve´rifie aussi que πsp(ψ) est un quotient de σ ; en effet Sp(2) muni de l’action de θ que nous avons
mis est quotient de l’induite ”du milieu”, c’est-a`-dire ρ| |1/2×ρ| |−1/2 et πsp(ψ) est quotient de l’induite
ρ| |−1/2 × Sp(2) × ρ| |1/2. On note πtemp et πunip les repre´sentations de G˜(4) intervenant dans σ dont
la restriction a` GL(4, F ) sont respectivement la repre´sentation tempe´re´e St(2) × St(2) et sa duale
Sp(2)× Sp(2). Il suffit maintenant de de´montrer que pour tout g ∈ GL(4, F ),
trσ(g, θ) = trπtemp(g, θ) + trπunip(g, θ).
Pour cela on re´alise diffe´remment la repre´sentation de GL(4, F ), Sp(2)× St(2) comme sous-quotients
de σ ; on remarque que Sp(2) est un sous-module de ρ| |−1/2 × ρ| |1/2 et que St(2) en est un quotient ;
donc Sp(2)× St(2) est sous-quotient de(
ρ| |−1/2 × ρ| |1/2
)
×
(
ρ| |−1/2 × ρ| |1/2
)
.
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Mais θ ne laisse pas stable cette re´alisation et au contraire l’e´change avec l’autre re´alisation naturelle
comme sous-quotient ou` on conside`re St(2) × Sp(2). Donc la trace de (g, θ) est nulle sur l’espace
sous-jacent a` la somme de ces 2 re´alisations. Ceci prouve notre assertion.
3 Re´solution dans le cas e´le´mentaire
On fixe encore ψ un morphisme θ-invariante, en supposant ψ e´le´mentaire ; par contre, il n’est pas
utile qu’il soit de restriction discre`te a` la diagonale. Il faut faire pour GL(n,F) ce qui a e´te´ fait pour
les groupes classiques en [14], c’est-a`-dire repre´senter π(ψ) a` l’aide de la cohomologie d’un complexe
exact en tout degre´ sauf 1. C’est une re´miniscence de [7]. On abre`ge la notation GL(?, F ) en GL(?).
3.1 De´finition du complexe sans action de θ
Soient ρ une repre´sentation irre´ductible cuspidale telle que θ(ρ) = ρ (ou, ce qui est e´quivalent
ρ ≃ ρ∗) et d ∈ N, d > 0. Quel que soit l’entier m, on note Π(ρ, d) les repre´sentation irre´ductibles de
GL(m) dont le support cuspidal est forme´ de repre´sentations de la forme ρ| |z avec |z| ≤ (d− 1)/2 et
z − (d− 1)/2 ∈ Z.
Soient n1, ..., ns des entiers ≥ 1, posons :
M = GL(n1)× ...×GL(ns). (1)
Soit σ = σ1⊗...⊗σs une repre´sentation irre´ductible deM . Notons Sρ,≤d(σ) l’ensemble des t ∈ {1, ..., s}
tels que σt ∈ Π(ρ,≤ d). Soit π une repre´sentation de M . On peut de´composer π en somme directe
π1⊕π2 de sorte que, pour tout sous-quotient irre´ductible σ de π1, resp. π2, on ait |Sρ,≤d(σ)| ≥ s−1, resp.
|Sρ,≤d(σ)| ≤ s− 2. On note projρ,≤d la projection de π sur π
1 de noyau π2. C’est un endomorphisme
de π. On note e´galement projρ,≤d le foncteur qui, a` la repre´sentation π deM , associe la repre´sentation
π1. Remarquons que cet endomorphisme, resp. ce foncteur, est l’identite´ si s = 1.
Soit n ∈ N. Posons ∆ = {1, ..., n − 1} et fixons un espace vectoriel complexe E de dimension
n− 1, muni d’une base (ej)j∈∆. Pour tout entier j ∈ {0, ..., n− 1}, notons Mj(GL(n)) l’ensemble des
M ∈ M(GL(n)) tels que la dimension du centre de M soit e´gale a` j + 1, autrement dit tels que M
s’e´crive sous la forme (1), avec s = j+1 et des entiers n1, ..., ns > 0. Pour M ∈ Mj(GL(n)) e´crit sous
cette forme, on pose :
∆M = {1, ..., n1 − 1} ∪ {n1 + 1, ..., n1 + n2 − 1} ∪ ... ∪ {n1 + ...+ nj + 1, ..., n − 1},
et on de´finit l’e´le´ment eM = en1 ∧ en1+n2 ∧ ... ∧ en1+...+nj de
∧j E. Supposons j ≤ n − 2, soient
M ∈ Mj(GL(n)) et M
′ ∈ Mj+1(GL(n)), supposons M
′ ⊂ M . Il y a un unique e´le´ment m ∈ ∆ tel
que ∆M = ∆M
′
∪ {m}. On a une e´galite´ eM
′
= ±eM ∧ em et on note ξM ′,M le signe qui y intervient,
c’est-a`-dire tel que eM
′
= ξM ′,Me
M ∧ em.
Soit π une repre´sentation de GL(n). On va de´finir un complexe E(π) = (Ej(π))j∈Z. Pour j < 0 ou
j ≥ n, Ej(π) = {0}. Pour j ∈ {0, ..., n − 1},
Ej(π) = ⊕M∈Mj(GL(n))Ind
GL(n)
P (projρ,≤d(πP )).
Pour j < 0 ou j ≥ n − 1, on note ǫj : Ej(π) → Ej+1(π) l’application nulle (c’est d’ailleurs l’unique
application possible puisqu’au moins un des deux espaces est nul). Soit j ∈ {0, ..., n − 2}. On de´finit
ǫj : Ej(π)→ Ej+1(π) comme la somme d’applications :
ǫj,M ′,M : Ind
GL(n)
P (projρ,≤d(πP ))→ Ind
GL(n)
P ′ (projρ,≤d(πP ′)),
la somme e´tant prise sur les couples (M ′,M) ∈ Mj+1(GL(n))×Mj(GL(n)). Si M
′ 6⊂M , ǫj,M ′,M = 0.
Supposons M ′ ⊂M . On a une application canonique :
πP → Ind
M
M∩P ′(πP ′).
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Conside´rons l’application compose´e :
projρ,≤d(πP )→ πP → Ind
M
M∩P ′(πP ′)→ Ind
M
M∩P ′(projρ,≤d(πP ′)).
Par fonctorialite´, on en de´duit une application :
ǫ¯M ′,M : Ind
GL(n)
P (projρ,≤d(πP ))→ Ind
GL(n)
P Ind
M
M∩P ′(projρ,≤d(πP ′)) = Ind
GL(n)
P ′ (projρ,≤d(πP ′)).
Alors ǫj,M ′,M = ξM ′,M ǫ¯M ′,M .
Pour que E(π) soit un complexe, on doit ve´rifier :
(2) pour tout j ∈ Z, on a l’e´galite´ ǫj+1 ◦ ǫj = 0.
Pour cela, on a besoin de la proprie´te´ auxiliaire suivante. Pour deux Le´vi M,M ′ ∈ M(GL(n)) tels
que M ′ ⊂M , notons τM ′,M : πP → πP ′ la projection canonique. Dans Hom(πP , πP ′), on a l’e´galite´ :
projρ,≤d ◦ τM ′,M ◦ projρ,≤d = projρ,≤d ◦ τM ′,M . (3)
Preuve de (3). De´composons πP en π
1
P⊕π
2
P comme au de´but du paragraphe, avec π
1
P = projρ,≤d(πP ).
Sur π1P , projρ,≤d est l’identite´ et l’e´galite´ (2) est claire. Sur π
2
P , projρ,≤d est nul et on doit montrer
que projρ,≤d ◦ τM ′,M l’est aussi. Ecrivons M sous la forme (1) et M
′ = GL(n′1) × ... × GL(n
′
s′). Il
suffit de prouver l’assertion suivante : soient σ = σ1 ⊗ ...⊗ σs une repre´sentation irre´ductible de M et
σ′ = σ′1 ⊗ ... ⊗ σ
′
s′ une repre´sentation irre´ductible de M
′ ; supposons que σ′ intervienne comme sous-
quotient de σM∩P ′ et que Sρ,≤d(σ) ait au plus s−2 e´le´ments ; alors Sρ,≤d(σ
′) a au plus s′−2 e´le´ments.
De´montrons cela. Par hypothe`se, on peut fixer deux e´le´ments distincts u, v ∈ {1, ..., s} tels que σu et
σv n’appartiennent pas a` Π(ρ,≤ d). L’intersection GL(nu) ∩M
′ est e´gale a` GL(n′a) × ... × GL(n
′
b)
pour un sous-intervalle {a, ..., b} de {1, ..., s′}. Puisque σ′ intervient dans σM∩P ′ , le support cuspidal
de σu est re´union, en un sens facile a` pre´ciser, des supports cuspidaux des σ
′
k pour k ∈ {a, ..., b}.
Puisque σu 6∈ Π(ρ,≤ d), il existe u
′ ∈ {a, ..., b} tel que σ′u′ 6∈ Π(ρ,≤ d), autrement dit u
′ 6∈ Sρ,≤d(σ
′).
En remplac¸ant u par v, on obtient un deuxie`me indice v′ tel que v′ 6∈ Sρ,≤d(σ
′). Cela prouve (3).
Preuve de (2). On peut supposer j ∈ {0, ..., n − 3}. Alors ǫj+1 ◦ ǫj est somme d’applications :
γM ′′,M : Ind
GL(n)
P (projρ,≤d(πP ))→ Ind
GL(n)
P ′′ (projρ,≤d(πP ′′)),
la somme e´tant prise sur les couples (M ′′,M) ∈ Mj+2(GL(n)) ×Mj(GL(n)). Ces applications sont
de´finies de la fac¸on suivante. Si M ′′ 6⊂ M , γM,M ′′ = 0. Supposons M
′′ ⊂ M . Notons m1,m2 les deux
e´le´ments de ∆ tels que ∆M = ∆M
′′
∪ {m1,m2}. Notons M
′
1 et M
′
2 les e´le´ments de Mj+1(GL(n)) tels
que ∆M = ∆M
′
k ∪ {mk} pour k = 1, 2. Alors :
γM ′′,M = ǫj+1,M ′′,M ′1 ◦ ǫj,M ′1,M + ǫj+1,M ′′,M ′2 ◦ ǫj,M ′2,M .
On a bien suˆr l’e´galite´ ξM ′′,M ′1ξM ′1,M + ξM ′′,M ′2ξM ′2,M = 0. Il suffit alors de ve´rifier que l’application :
ǫ¯M ′′,M ′k ◦ ǫ¯M ′k,M : Ind
GL(n)
P (projρ,≤d(πP ))→ Ind
GL(n)
P ′′ (projρ,≤d(πP ′′))
est inde´pendante de k ∈ {1, 2}. Soit f ∈ Ind
GL(n)
P (projρ,≤d(πP )). Alors ǫ¯M ′′,M ′k ◦ ǫ¯M
′
k
,M(f) est la
fonction qui, en un point g ∈ GL(n), vaut :
projρ,≤d ◦ τM ′′,M ′
k
◦ projρ,≤d ◦ τM ′
k
,M(f(g)).
D’apre`s (2), ceci est e´gal a` :
projρ,≤d ◦ τM ′′,M ′
k
◦ τM ′
k
,M(f(g)),
ou encore :
projρ,≤d ◦ τM ′′,M (f(g)),
qui est bien inde´pendant de k.
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3.1.1 Un lemme d’irre´ductibilite´
Pour prouver l’exactitude du complexe sauf en 1 degre´, nous allons utiliser a` plusieurs reprise le
lemme d’irre´ductibilite´ suivant. On fixe ρ une repre´sentation irre´ductible θ-invariante et d un entier
≥ 1 comme dans le paragraphe pre´ce´dent ; on reprend aussi la notation Π(ρ,≤ d) de ce paragraphe.
Soient encore π une repre´sentation irre´ductible de GL(n(π) (ce qui de´finit n(π)) et ψ′ un morphisme
e´le´mentaire tel que Jord(ψ′) soit un ensemble de triplets (ρi, ai, bi) pour i dans un ensemble I, tel que
pour tout i ∈ I l’une au moins des hypothe`ses suivantes est ve´rifie´e :
ρi 6= ρ, ρi est une repre´sentation cuspidale irre´ductible autoduale d’un groupe GL(dρi) ;
sup(ai, bi)− (d− 1)/2 /∈ Z≤0.
On pose n(ψ′) :=
∑
i∈I aibidρi .
Lemme. Pour tout π ∈ Π(ρ,≤ d), les induites π(ψ′) × π et π × π(ψ′) sont irre´ductibles et
isomorphes.
Rappelons les re´sultats d’adjonction suivants. Soient n, n1, n2 trois entiers ≥ 0 tels que n = n1+n2.
Posons M = GL(n1)×GL(n2), M
′ = GL(n2)×GL(n1). Ce sont des Le´vi de GL(n). Soient σ1 et σ2
des repre´sentations de GL(n1) et GL(n2) et σ une repre´sentation de GL(n). Alors :
(1) HomGL(n)(σ, Ind
GL(n)
P (σ1 ⊗ σ2)) = HomM (σP , σ1 ⊗ σ2),
(2) HomGL(n)(Ind
GL(n)
P ′ (σ2 ⊗ σ1), σ) = HomM (σ1 ⊗ σ2, σP ).
La premie`re est la re´ciprocite´ de Frobenius et la 2e est due a` Bernstein.
On va utiliser ces proprie´te´s pour n1 = n(ψ
′), n2 = n(π), n = n1 + n2. Pour tout repre´sentation
δ de M , on de´compose δ en δ = δπ ⊕ δ 6=π ou` tous les sous-quotients irre´ductibles δ1 ⊗ δ2 de δ
π, resp.
δ 6=π, ve´rifient la proprie´te´ : δ2 a meˆme support cuspidal que π, resp. δ2 n’a pas meˆme support cuspidal
que π. Ceci s’applique en particulier quand δ est le module de Jacquet σP d’une repre´sentation σ de
GL(n).
Posons Σ = Ind
GL(n)
P (π(ψ
′)⊗ π). Soit σ un quotient de Σ. Montrons que :
σπP 6= {0}. (3)
Notons x = (x1, ..., xe) une famille de demi-entiers telle que, en posant Π = ρ|.|
x1 × ...× ρ|.|xe , π soit
un quotient de Π. Alors σ est un quotient de :
Ind
GL(n)
P (π(ψ
′)⊗Π) = (×i∈I < ρi, ai, bi >)× ρ|.|
x1 × ...× ρ|.|xe
(l’ensemble I e´tant muni d’un ordre arbitraire). Cette repre´sentation est isomorphe a` :
Ind
GL(n)
P ′ (Π⊗ π(ψ
′)) = ρ|.|x1 × ...× ρ|.|xe × (×i∈I < ρi, ai, bi >).
En effet, on passe d’une induite a` l’autre en permutant des termes < ρi, ai, bi > et ρ|.|
xm pour i ∈ I et
m = 1, ..., e. D’apre`s l’hypothe`se π ∈ Π(ρ,≤ d), on a xm ≡
d−1
2 modZ et |xm| ≤
d−1
2 . L’hypothe`se sur
ψ′ et les re´sultats de Zelevinsky entraˆınent que les induites< ρi, ai, bi > ×ρ|.|
xm et ρ|.|xm× < ρi, ai, bi >
sont irre´ductibles et isomorphes. D’ou` l’assertion. Alors σ est quotient de Ind
GL(n)
P ′ (Π ⊗ π(ψ
′)). En
appliquant (2), on obtient HomM (π(ψ
′)⊗Π, σP ) 6= {0}, ce qui implique (3).
Montrons que l’on a :
ΣπP = π(ψ
′)⊗ π. (4)
On utilise la filtration de Bernstein-Zelevinsky. Elle est indexe´e par [WM\W/WM ]. Le quotient cor-
respondant a` w ∈ [WM\W/WM ] est :
IndMM∩wPw−1(w((π(ψ
′)⊗ π)M∩w−1Pw)).
Le terme pour w = 1 donne π(ψ′)⊗ π. Pour un autre w, soit σ1 ⊗ σ2 un sous-quotient irre´ductible de
l’induite ci-dessus. Le support cuspidal de σ2 contient force´ment un terme ρi|.|
bi−1
2 ou ρi|.|
1−ai
2 pour un
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i ∈ I. D’apre`s les hypothe`ses sur ψ′ et π, un tel terme ne peut pas intervenir dans le support cuspidal
de π. D’ou` (4).
Soit maintenant σ un sous-module irre´ductible de Σ et Σ¯ le module quotient. D’apre`s (1), σπP
contient π(ψ′)⊗ π. Par exactitude du foncteur δ 7→ δπP et d’apre`s (4), on a Σ¯
π
P = {0}. Cela contredit
(3) sauf si Σ¯ = {0}. Donc cette dernie`re e´galite´ est ve´rifie´e et Σ = σ est irre´ductible.
Posons Σ′ = Ind
GL(n)
P ′ (π ⊗ π(ψ
′)). On montre de meˆme que Σ′ est irre´ductible. D’apre`s (2) et (4),
HomGL(n)(Σ
′,Σ) 6= {0}. Par irre´ductibilite´, cela entraˆıne Σ = Σ′.
3.1.2 Exactitude du complexe
Soient ρ, d et n comme dans le paragraphe pre´ce´dent, ψ un morphisme e´le´mentaire ; on pose
Jord(ψ) := {(ρi, ai, bi)i∈I} pour un ensemble convenable d’indices I. On de´finit les ensembles J , J≤d
par J := {i ∈ I; ρi = ρ et sup(ai, bi) ≡ dmodZ} et J≤d := {i ∈ J ; sup(ai, bi) ≤ d. Posons :
j0(ψ) =
∑
i∈J≤d
sup(ai, bi),
j(ψ) =
{
j0(ψ), si I 6= J≤d
j0(ψ)− 1, si I = J≤d.
Notons ψ♯ l’e´le´ment de Ψelem,n forme´ des (ρi, ai, bi) pour i 6∈ J≤d et des (ρi, bi, ai) pour i ∈ J≤d.
Proposition. Le complexe E(π(ψ)) est exact en degre´ < j(ψ). Il est nul en degre´ > j(ψ). Le
conoyau de ǫj(ψ)−1 est isomorphe a` π(ψ
♯).
Preuve. Si I = J≤d, la repre´sentation π(ψ) appartient a` Π(ρ,≤ d) et tous les foncteurs projρ,≤d in-
tervenant dans la de´finition de E(π(ψ)) agissent par l’identite´. Le complexe E(π(ψ)) est celui qui de´finit
l’involution de Zelevinsky et l’assertion est connue ([7], [22]). On suppose de´sormais I 6= J≤d.Notons
ψ′ la famille forme´e des (ρi, ai, bi) pour i 6∈ J≤d. Elle n’est pas vide. Notons R l’ensemble des
repre´sentations de la forme π(ψ′) × π, ou` π ∈ Π(ρ,≤ d) (il s’agit de repre´sentations de groupes
GL(m), ou` m est quelconque). Soient j ∈ {0, ..., n − 1}, M ∈ Mj(GL(n)) et σ un sous-quotient
irre´ductible de projρ,≤d(π(ψ)P ). Ecrivons :
M = GL(n1)× ...×GL(nj+1), σ = σ1 ⊗ ..⊗ σj+1.
Montrons qu’il existe t ∈ {1, ..., j + 1} tel que :
(1)
{
σt ∈ R;
pour r ∈ {1, ..., j + 1}, r 6= t, σr ∈ Π(ρ,≤ d).
Par de´finition de projρ,≤d(π(ψ)), on peut en tout cas trouver t tel que la deuxie`me condition
soit satisfaite. Fixons un tel t. Rappelons que, par de´finition, π(ψ) est une induite ; on e´crit σ(ψ) la
repre´sentation induisante c’est-a`-dire ×i∈IS(ρi, ai, bi) ou` pour i ∈ I, S(ρi, ai, bi) est St(ρi, ai) si bi = 1
et est Sp(ρi, bi) si ai = 1. On note Pψ le parbolique (standard) qui permet l’induction.
Filtrons π(ψ)P par la filtration de Bernstein-Zelevinsky. Cette filtration est indexe´e par [W
M\W/WMψ ]
et le terme du gradue´ associe´ a` un e´le´ment w de cet ensemble est :
δw = Ind
M
M∩wPψw−1
(w(σψ,Mψ∩w−1Pw)).
Soit w ∈ [WM\W/WMψ ] tel que σ intervienne dans δw. On a :
(2) pour i ∈ I \J≤d, w envoie le bloc de Mψ correspondant a` (ρi, ai, bi) dans le t-ie`me bloc GL(nt)
de M .
En effet, notonsMψ,i le bloc deMψ en question. Conside´rons l’ensemble des e´le´ments r ∈ {1, ..., j+
1} tels que wMψ,iw
−1 ∩GL(nr) 6= {1}. Notons r1 < ... < rs ses e´le´ments. Si la conclusion de (2) e´tait
fausse, on aurait r1 6= t ou rs 6= t. Alors σr1 , resp. σrs , contiendrait dans son support cuspidal une
repre´sentation ρi|.|
±
sup(ai,bi)−1
2 , ce qui contredirait la proprie´te´ σr1 ∈ Π(ρ,≤ d), resp. σrs ∈ Π(ρ,≤ d).
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Graˆce a` (2), σt est sous-quotient d’une induite de la forme π1 × ... × πu ou` la famille (π1, ..., πu)
est re´union des < ρi, ai, bi > pour i ∈ I \ J≤d et d’une famille d’e´le´ments de Π(ρ,≤ d). Le lemme 3.1.1
entraˆıne que σt appartient a` R, ce qui prouve (1).
De (1) re´sulte d’abord que, si projρ,≤d(π(ψ)P ) 6= 0, il existe t ∈ {1, ..., j +1} et des entiers mr ≥ 0
pour r ∈ {1, ..., j + 1} de sorte que :
nt = n(ψ
′) +mtdρ, nr = mrdρ pour r 6= t.
Cela entraˆıne j ≤ j(ψ). Donc Ej(π(ψ)) est nul pour j > j(ψ).
Introduisons le Le´vi :
M¯ = GL(n(ψ′))×GL(dρ)× ...×GL(dρ)
de GL(n). Soit X l’ensemble des familles x = (xk)k=1,...,j(ψ) forme´es de demi-entiers tels que xk ≡
d−1
2 mod Z et |xk| ≤
d−1
2 . Pour toute telle famille x, on de´finit la repre´sentation de M¯ :
σ¯x = π(ψ
′)⊗ ρ|.|x1 ⊗ ...⊗ ρ|.|xj(ψ) .
Pour tout couple de repre´sentations π1, σ1 d’un Le´vi M1, avec σ1 irre´ductible, notons π1[σ1] le facteur
direct de π1 dont tous les sous-quotients ont meˆme support cuspidal que σ1. Soit π une repre´sentation
de GL(n) appartenant a` R. Il re´sulte du lemme 3.1.1 et de sa preuve que :
- pour tout x ∈ X , πP¯ [σ¯x] est isotypique, de type σ¯x ;
- il existe x ∈ X tel que πP¯ [σ¯x] 6= 0.
Soit j ∈ {1, ..., j(ψ)}. D’apre`s (1) et le lemme 3.1.1, tout sous-quotient irre´ductible de Ej(π(ψ))
appartient a` R. D’apre`s les proprie´te´s ci-dessus et d’apre`s l’exactitude du foncteur π 7→ πP¯ [σ¯x],
l’exactitude du complexe E(π(ψ)) en degre´s 6= j(ψ) re´sulte de l’assertion suivante :
(3) pour tout x ∈ X , la suite :
0→ E0(π(ψ))P¯ [σ¯x]→ E1(π(ψ))P¯ [σ¯x]→ ...→ Ej(ψ)(π(ψ))P¯ [σ¯x]
est exacte.
On reprend maintenant la preuve de [7]. Munissons W de l’ordre de Bruhat, e´crivons W =
{w1, ..., wN} de sorte que, si wm < wm′ , alors m < m
′. Pour m ∈ {1, ..., N + 1} et M ∈ M(GL(n)),
notons ΩM,m le plus grand sous-ensemble de {wm, ..., wN} qui soit invariant par multiplication a` droite
par WM et a` gauche par W M¯ . Cet ensemble ve´rifie les proprie´te´s suivantes :
(4) soient m,h, h′ ∈ {1, ..., N}, supposons wh ∈ ΩM,m et wh < wh′ . Alors wh′ ∈ ΩM,m.
En effet, soient ℓ, ℓ′ les entiers tels que wℓ, wℓ′ soit des e´le´ments de [W
M¯\W/WM ] de longueur
minimale dans leur double classe et wh ∈ W
M¯wℓW
M , wh′ ∈ W
M¯wℓ′W
M . On montre aise´ment que
l’ine´galite´ wh < wh′ entraˆıne wℓ ≤ wℓ′ . Donc ℓ ≤ ℓ
′. Puisque wh ∈ ΩM,m et par de´finition de cet
ensemble, on a aussi wℓ ∈ ΩM,m, donc ℓ ≥ m, puis ℓ
′ ≥ m. Soit wk ∈ W
M¯wℓ′W
M . Alors wk ≥ wℓ′
donc k ≥ ℓ′ ≥ m. Cela montre que W M¯wℓ′W
M ⊆ {wm, ..., wN}. Par maximalite´ de ΩM,m, on a aussi
W M¯wℓ′W
M ⊆ ΩM,m. A fortiori wh′ ∈ ΩM,m. Cela prouve (4) ;
(5) pour m ≤ N , on a :
ΩM,m =
{
ΩM,m+1, si wm 6∈ [W
M¯\W/WM ],
(W M¯wmW
M) ∪ΩM,m+1, si wm ∈ [W
M¯\W/WM ].
Il est clair que ΩM,m 6= ΩM,m+1 si et seulement si wm ∈ ΩM,m. Si cette condition est ve´rifie´e, on
a W M¯wmW
M ⊆ ΩM,m ⊆ {wm, ..., wN}. Donc wm est minimal pour l’ordre de Bruhat dans sa double
classe W M¯wmW
M et cela entraˆıne wm ∈ [W
M¯\W/WM ]. Inversement, si wm ∈ [W
M¯\W/WM ], on a
pour la meˆme raison W M¯wmW
M ⊆ {wm, ..., wN}, donc W
M¯wmW
M ⊆ ΩM,m par maximalite´ de cet
ensemble. Il est clair que ΩM,m+1 ⊆ ΩM,m \W
M¯wmW
M . Mais ce dernier ensemble est bien inclus
dans {wm+1, ..., wN} et ve´rifie les conditions d’invariance requises. La dernie`re inclusion est donc une
e´galite´ ;
(6) si M ′ ∈ M(GL(n)) est inclus dans M , alors ΩM,m ⊆ ΩM ′,m.
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C’est e´vident.
PourM ∈M(GL(n)), on de´finit une filtration sur Ind
GL(n)
P (projρ,≤d(π(ψ)P )) indexe´e par {1, ..., N+
1}. Lem-ie`me terme est forme´ des fonctions a` support dans
⋃
w∈ΩM,m
Bw−1B, ou encore
⋃
w∈ΩM,m
Pw−1P¯ ,
ces deux ensembles e´tant e´gaux. Remarquons que, d’apre`s (4), cet ensemble est ouvert dans GL(n).
Chaque terme de la filtration est stable par l’action de P¯ . De ces filtrations re´sulte une filtration
(Ej,m(π(ψ)))m=1,...,N+1 de chaque espace Ej(π(ψ)). Cette filtration est compatible avec les diffe´rentielles
ǫj d’apre`s (6). Par exactitude du foncteur π 7→ πP¯ [σ¯x] (qui est de´fini pour toute repre´sentation de
P¯ ), on a aussi des filtrations (Ej,m(π(ψ))P¯ [σ¯x])m=1,...,N+1 sur les termes Ej(π(ψ))P¯ [σ¯x], compatibles
aux diffe´rentielles. Pour de´montrer que la suite (3) est exacte, il suffit de de´montrer la meˆme assertion
pour la suite des m-ie`mes gradue´s, pour tout m = 1, ..., N . Cette suite s’e´crit :
(7) ...→ ⊕M∈Mj−1(GL(n))δM,m[σ¯x]→ ⊕M∈Mj(GL(n))δM,m[σ¯x]→ ...→ ⊕M∈Mj(ψ)(GL(n))δM,m[σ¯x]
ou` δM,m est le m-ie`me quotient de la filtration de (Ind
GL(n)
P (projρ,≤d(πP )))P¯ .
On va de´crire cette suite. Soient m ∈ {1, ..., N} et M ∈ M(GL(n)). Le m-ie`me gradue´ de la fil-
tration de Ind
GL(n)
P (projρ,≤d(π(ψ)P )) est nul, d’apre`s (5), si wm 6∈ [W
M¯\W/WM ]. Si wm 6∈ [W
M¯\W ],
cette condition est ve´rifie´e pour tout M et la suite (7) est entie`rement nulle donc exacte. On suppose
de´sormais wm ∈ [W
M¯\W ]. La condition wm ∈ [W
M¯\W/WM ] est alors e´quivalente a` wm ∈ [W/W
M ].
Supposons-la ve´rifie´e. D’apre`s (5), on a alors :
δM,m = Ind
M¯
M¯∩wmPw
−1
m
(wm((projρ,≤d(π(ψ)P ))M∩w−1m P¯wm)).
Introduisons quelques notations. Si w−1m M¯wm est un Le´vi standard, on le note M¯m et, comme toujours,
on note P¯m le sous-groupe parabolique standard qui lui est associe´ (qui n’a aucune raison d’eˆtre e´gal
a` w−1m P¯wm). On pose :
δ¯m = wm(π(ψ)P¯m [w
−1
m (σ¯x)]).
Montrons que :
(8)
{
si w−1m M¯wm 6⊆M, δM,m[σ¯x] = 0,
si w−1m M¯wm ⊆M, δM,m[σ¯x] = δ¯m.
Remarquons que, puisque wm ∈ [W
M¯\W/WM ], l’hypothe`se w−1m M¯wm ⊆ M entraˆıne que w
−1
m M¯wm
est un groupe de Le´vi standard de GL(n), ce qui donne un sens a` δ¯m.
Ecrivons :
M = GL(n1)× ...×GL(nr), M¯ = Gn¯1 × ...×Gn¯s .
Pour tous h ∈ {1, ..., r}, k ∈ {1, ..., s}, de´composons le sous-groupe GL(nh) ∩ w
−1
m M¯wm de M ∩
w−1m M¯wm en GL(nh,1) × ... × GL(nh,s) et le sous-groupe Gn¯k ∩ wmMw
−1
m de M¯ ∩ wmMw
−1
m en
Gn¯k,1 × ... × Gn¯k,r . Les nh,k et n¯k,h sont des entiers ≥ 0 tels que nh,k = n¯k,h. L’action de wm envoie
le bloc GL(nh,k) de M ∩ w
−1
m M¯wm sur le bloc Gn¯k,h de M¯ ∩ wmMw
−1
m . Supposons δM,m[σ¯x] 6= 0. On
peut fixer un sous-quotient irre´ductible σ = σ1 ⊗ ... ⊗ σr de projρ,≤d(π(ψ)P ) et une repre´sentation
irre´ductible :
µ = µ1,1 ⊗ ...⊗ µ1,s ⊗ µ2,1 ⊗ ...⊗ µ2,s ⊗ ...⊗ µr,1 ⊗ ...⊗ µr,s
de M ∩w−1m M¯wm de sorte que les proprie´te´s suivantes soient ve´rifie´es :
- µ intervient dans σM∩w−1m M¯wm ;
- une repre´sentation de meˆme support cuspidal que σ¯x intervient dans Ind
M¯
M¯∩wmPw
−1
m
(wm(µ)).
Remarquons que la repre´sentation wm(µ) de M¯ ∩ wmMw
−1
m s’e´crit :
wm(µ) = µ1,1 ⊗ ...⊗ µr,1 ⊗ µ1,2 ⊗ ...⊗ µr,2 ⊗ ...⊗ µ1,s ⊗ ...⊗ µr,s.
A σ associons l’entier t ve´rifiant (1). On a donc σt = π(ψ
′)×π pour une repre´sentation π ∈ Π(ρ,≤ d).
Le meˆme raisonnement qui nous a permis de prouver (1) montre que l’une des deux proprie´te´s suivantes
est ve´rifie´e :
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- il existe u ∈ {1, ..., s} tel que le support cuspidal de µt,u contient entie`rement celui de π(ψ
′) ;
- il existe deux e´le´ments distincts u, v ∈ {1, ..., s} tels que µt,u et µt,v n’appartiennent pas a`
Π(ρ,≤ d).
Rappelons que :
σ¯x = π(ψ
′)⊗ ρ|.|x1 ⊗ ...⊗ ρ|.|xj(ψ) .
La seconde proprie´te´ ci-dessus entraˆıne que deux facteurs de cette expression n’appartiennent pas a`
Π(ρ,≤ d). Or seul le premier facteur n’appartient pas a` cet ensemble. La seconde proprie´te´ ci-dessus
est donc exclue. Conside´rons la premie`re. Pour la meˆme raison, on a ne´cessairement u = 1 et il y a en
fait e´galite´ des supports cuspidaux de µt,1 et π(ψ
′). Donc n(ψ′) = nt,1 = n¯1,t. Ces e´galite´s signifient
que w−1m envoie le premier bloc de M¯ dans le t-ie`me bloc de M . Pour le k-ie`me bloc de M¯ , avec k 6= 1,
puisque le facteur correspondant de σ¯x est cuspidal, il est clair que la suite n¯k,1, ..., n¯k,r est forme´e de
r − 1 termes nuls et d’un terme e´gal a` dρ. Cela entraˆıne encore que w
−1
m envoie le k-ie`me bloc de M¯
dans un bloc de M . Cela prouve que w−1m M¯wm ⊆M et la premie`re assertion de (8) s’ensuit.
Supposons maintenant w−1m M¯wm ⊆M . Alors :
δM,m = wm((projρ,≤d(π(ψ)P )M∩w−1m P¯wm)
et :
δM,m[σ¯x] = wm((projρ,≤d(π(ψ)P )M∩w−1m P¯wm [w
−1
m (σ¯x)]).
Avec la notation introduite dans la preuve de 3.1(3), on a :
(projρ,≤d(π(ψ)P ))M∩w−1m P¯wm [w
−1
m (σ¯x)] = (τM¯m,M ◦ projρ,≤d ◦ τM,GL(n)(π(ψ)))[w
−1
m (σ¯x)].
Par construction, on a projρ,≤d(w
−1
m (σ¯x)) = w
−1
m (σ¯x) et l’expression ci-dessus est e´gale a` :
(projρ,≤d ◦ τM¯m,M ◦ projρ,≤d ◦ τM,GL(n)(π(ψ)))[w
−1
m (σ¯x)].
D’apre`s 3.1(3), ceci est e´gal a` :
(projρ,≤d ◦ τM¯m,M ◦ τM,GL(n)(π(ψ)))[w
−1
m (σ¯x)],
ou encore a` :
(projρ,≤d ◦ τM¯m,GL(n)(π(ψ)))[w
−1
m (σ¯x)].
Toujours parce que projρ,≤d(w
−1
m (σ¯x)) = w
−1
m (σ¯x), on peut supprimer le projρ,≤d de cette expression
et il ne reste plus que τM¯m,GL(n)(π(ψ)))[w
−1
m (σ¯x)]. Alors δM,m[σ¯x] = wm(τM¯m,GL(n)(π(ψ)))[w
−1
m (σ¯x)]),
ce qui de´montre la seconde assertion de (8).
Supposons que w−1m M¯wm ne soit pas un Le´vi standard. D’apre`s la remarque qui suit (8), on a alors
δM,m[σ¯x] = 0 pour tout M . De nouveau, la suite (7) est entie`rement nulle, donc exacte. Supposons
maintenant que w−1m M¯wm soit un Le´vi standard, notons ∆m ⊆ ∆ son ensemble associe´. Identifions wm
a` une permutation de {1, ..., n}, notons ∆′m ⊆ ∆ l’ensemble des k ∈ ∆ tels que wm(k + 1) > wm(k).
Puisque wm ∈ [W
M¯\W ], on a ∆m ⊆ ∆
′
m. La condition w
−1
m M¯wm ⊆ M e´quivaut a` ∆m ⊆ ∆
M . La
condition wm ∈ [W/W
M ] e´quivaut a` ∆M ⊆ ∆′m. Le re´sultat de nos calculs s’exprime par l’e´galite´
suivante :
δM,m[σ¯x] =
{
δ¯m, si ∆m ⊆ ∆
M ⊆ ∆′m,
0, sinon.
La suite (7) a donc pour j-ie`me terme :
(9) ⊕M∈Mj(GL(n)),∆m⊆∆M⊆∆′m δ¯m.
Les diffe´rentielles de ce complexe sont e´videntes : ce sont les sommes directes d’identite´s multiplie´es
par les signes ξM ′,M . Il est bien connu que ce complexe est exact, sauf dans le cas ou` ∆m = ∆
′
m,
auquel cas il est exact sauf en degre´ j = |∆| − |∆m|. Mais |∆| = n(ψ
′)+ j(ψ)dρ − 1 et |∆m| = |∆
M¯ | =
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n(ψ′)−1+j(ψ)(dρ−1). Le degre´ j ci-dessus est donc e´gal a` j(ψ). Cela prouve que le complexe E(π(ψ))
est exact en degre´ 6= j(ψ).
Notons π♯ le conoyau de ǫj(ψ)−1. C’est une repre´sentation dont on ne sait pas encore qu’elle est
irre´ductible. Toutefois, graˆce a` (1) et au lemme 3.1.1, tous ses sous-quotients irre´ductibles apparti-
ennent a` R. On peut donc l’e´crire π♯ = π(ψ′) × π′′, ou` π′′ est une repre´sentation de GL(n− n(ψ′))
dont tous les sous-quotients appartiennent a` Π(ρ,≤ d). Pour x = (xk)k=1,...,j(ψ) ∈ X , on a introduit
la repre´sentation σ¯x de M¯ . Introduisons maintenant la repre´sentation :
σ′′
x
= ρ|.|x1 ⊗ ...⊗ ρ|.|xj(ψ)
du Le´vi M ′′ = GL(dρ)× ...×GL(dρ) de GL(n− n(ψ
′)). On a σ¯x = π(ψ
′)⊗ σ′′
x
. Une preuve analogue
a` celle du lemme 3.1.1 prouve que :
(10) π♯
P¯
[σ¯x] = π(ψ
′)⊗ π′′P ′′ [σ
′′
x
].
On calcule π♯
P¯
[σ¯x] en reprenant les calculs ci-dessus : il suffit de remplacer le (j(ψ)+1)-ie`me terme du
complexe E(π(ψ)) par π♯. On obtient que π♯
P¯
[σ¯x] est filtre´ par une filtration indexe´e par {1, ..., N +1}.
Le m-ie`me terme du gradue´ associe´ est nul sauf si wm ∈ [W
M¯\W ] et w−1m M¯wm est un Le´vi standard.
Si ces conditions sont ve´rifie´es, ce m-ie`me terme du gradue´ est le dernier conoyau de la suite dont les
termes indexe´s par j ≤ j(ψ) sont les termes (9). Comme on l’a vu cette suite est exacte et le conoyau
est nul, sauf si ∆m = ∆
′
m. Dans ce dernier cas, la suite en question est re´duite a` un seul terme δ¯m
place´ en degre´ j(ψ) et le conoyau est e´videmment e´gal a` δ¯m. Or on ve´rifie qu’il n’y a qu’un e´le´ment
m ve´rifiant toutes ces conditions, i.e. wm ∈ [W
M¯\W ], w−1m M¯wm est un Le´vi standard, ∆m = ∆
′
m.
Notons m0 cet unique m. On a wm0 = w
M¯
maxwmax, ou` wmax est l’e´le´ment de longueur maximale de W
et wM¯max l’e´le´ment de longueur maximale de W
M¯ . Finalement, on obtient l’e´galite´ :
(11) π♯
P¯
[σ¯x] = δ¯m0 .
Notons ψ′′ la famille forme´e des (ρi, ai, bi)i∈J≤d . Posons ι(x) = (xj(ψ)+1−k)k=1,...,j(ψ). On a π(ψ) =
π(ψ′)× π(ψ′′) et on prouve une e´galite´ analogue a` (10) :
π(ψ)P¯m0
[w−1m0(σ¯x)] = π(ψ
′′)P ′′ [σ
′′
ι(x)]⊗ π(ψ
′).
D’ou` :
δ¯m0 = wm0(π(ψ
′′)P ′′ [σ
′′
ι(x)]⊗ π(ψ
′)).
En utilisant (10) et (11), on en de´duit que la multiplicite´ de σ′′
x
dans π′′P ′′ est e´gale a` celle de σ
′′
ι(x)
dans π(ψ′′)P ′′ . Notons ψ′′
♯ la famille forme´e des (ρi, bi, ai) pour i ∈ J≤d. On sait que π(ψ′′
♯) est
l’image par l’involution de Zelevinsky de π(ψ′′). Graˆce a` [A], on sait que la multiplicite´ de σ′′ι(x) dans
π(ψ′′)P ′′ est e´gale a` celle de σ
′′
x
dans π(ψ′′ ♯)P ′′ . Finalement, on a deux repre´sentations π
′′ et π(ψ′′ ♯) de
GL(n− n(ψ′)) qui ve´rifient les proprie´te´s suivantes :
- π(ψ′′ ♯) est irre´ductible et appartient a` Π(ρ,≤ d) ;
- tout sous-quotient irre´ductible de π′′ appartient a` Π(ρ,≤ d) ;
- pour tout x ∈ X , les multiplicite´s de σ′′
x
dans π(ψ′′ ♯)P ′′ et dans π
′′
P ′′ sont e´gales.
Il en re´sulte que π′′ = π(ψ′′ ♯). En effet, munissons X de l’ordre lexicographique. Pour toute
repre´sentation irre´ductible µ de GL(n − n(ψ′)), appartenant a` Π(ρ,≤ d), notons x(µ) le plus grand
e´le´ment de l’ensemble des x ∈ X tels que µP ′′ [σ
′′
x
] 6= 0. D’apre`s [Z] proposition 6.9, l’application
µ 7→ x(µ) est injective. Conside´rons l’e´le´ment x♯ = x(π(ψ′′ ♯)). On a π(ψ′′ ♯)P ′′ [σ
′′
x
♯ ] 6= 0, donc aussi
π′′P ′′ [σ
′′
x
♯ ] 6= 0. Fixons un sous-quotient irre´ductible π
′′
0 de π
′′ tel que π′′0,P ′′ [σ
′′
x
♯ ] 6= 0. Alors x
♯ est encore
maximal parmi les x ∈ X tels que π′′0,P ′′ [σ
′′
x
] 6= 0. Donc x(π′′0 ) = x
♯. D’apre`s le re´sultat de Zelevinsky
que l’on vient de citer, π′′0 = π(ψ
′′ ♯). Mais alors on a aussi π′′ = π′′0 car les proprie´te´s ci-dessus
impliquent qu’il n’y a plus de place pour d’autres sous-quotients. Cela de´montre notre assertion.
On a maintenant :
π(ψ♯) = π(ψ′)× π′′ = π(ψ′)× π(ψ′′ ♯) = π(ψ♯),
ce qui ache`ve la preuve.
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3.2 Action de θ
Les donne´es et les notations sont les meˆmes que dans 3.1.2. Prolongeons π(ψ) en une repre´sentation
π(ψ)+ de G˜(n). Alors on peut munir chaque terme Ej(π(ψ)) du complexe E(π(ψ)) d’un prolongement
a` G˜(n) que l’on note Ej(π(ψ)
+). Il se de´finit de la fac¸on suivante. Soit M ∈ Mj(GL(n)). De π(ψ)
+(θ)
se de´duit naturellement un homomorphisme de π(ψ)P dans π(ψ)θ(P ), qui se restreint e´videmment en
un homomorphisme de projρ,≤d(π(ψ)P ) dans projρ,≤d(π(ψ)θ(P )). On induit cet homomorphisme en
un homomorphisme :
Ind
GL(n)
P (projρ,≤d(π(ψ)P ))→ Ind
GL(n)
θ(P ) (projρ,≤d(π(ψ)θ(P ))).
L’action de θ sur Ej(π(ψ)) est la somme sur les M ∈ Mj(GL(n)) de ces homomorphismes, multiplie´e
par (−1)[
j
2
]. On ve´rifie sans peine que les diffe´rentielles ǫj sont e´quivariantes pour cette action de θ.
Remarque. C’est pour assurer cette compatibilite´ que l’on a introduit la multiplication par
(−1)[
j
2
]. En effet, si on omet ces signes, on a e´quivariance non pas des diffe´rentielles ǫj, mais des
applications ǫ¯j de´finies comme ǫj , mais en oubliant les signes ξM ′,M . Avec notre de´finition, on obtient
la bonne e´quivariance en vertu de l’e´galite´ suivante : soient M ∈ Mj(GL(n)), M
′ ∈ Mj+1(GL(n))
deux Le´vi tels que M ′ ⊂M ; alors (−1)[
j
2
]ξM ′,M = (−1)
[ j+1
2
]ξθ(M ′),θ(M).
Le conoyau de ǫj(ψ)−1 se retrouve naturellement muni d’un prolongement a` G˜(n). Graˆce a` la
proposition 15, on obtient ainsi un prolongement π(ψ♯)+ de π(ψ♯).
on pose β(ψ, ρ,≤ d) =
{
(−1)|J≤d|(|J≤d|−1)/2
∏
i∈J≤d
(−1)(aibi−1)/2, si d est impair∏
i∈J≤d
(−1)(aibi−1)/2, si d est pair
.
On remarque que ce signe ne de´pend que de ψ ◦ ∆, on le note donc β(ψ ◦ ∆, ρ,≤ d). On ve´rifie
encore aise´ment que β(ψ ◦∆, ρ,≤ d) vaut (−1)[j(ψ)/2], ou` j(ψ) a e´te´ de´fini au de´but de 3.1.2.
Lemme. L’action de θ sur π(ψ♯) est celle que nous y avons mise si et seulement si β(ψ, ρ,≤ d) = +1.
Comme ψ est e´le´mentaire pour tout (ρ, a, b) ∈ Jord(ψ), le quadruplet correspondant (ρ,A,B, ζ)
ve´rifie A = B. On supprimera donc le A de la notation. On va faire la de´monstration dans le cas ou`
B est demi-entier pour tout (ρ,B, ζ) ∈ Jord(ψ). Le cas oppose´ donne une e´criture plus complique´e
mais n’introduit pas de signe. On note ψ>d le morphisme qui se de´duit de ψ en enlevant tous les blocs
(ρ,B, ζ) avec B ≤ (d− 1)/2.
Par de´finition π(ψ) est un sous-module irre´ductible de l’induite :
π(ψ) →֒
(
×(ρ,B,ζ)∈Jord(ψ);B≤(d−1)/2 < ρ| |
ζB , · · · , ρ| |ζ1/2 >
)
× π(ψ>d)
×
(
×(ρ,B,ζ)∈Jord(ψ);B≤(d−1)/2 < ρ| |
−ζ1/2, · · · , ρ| |−ζB >
)
, (1)
le produit se fait en prenant les B dans l’ordre croissant pour le terme de gauche et de´croissant pour le
terme de droite. On vient de de´montrer que l’image de π(ψ) par inv≤d est un sous-module irre´ductible
de l’induite :
π(ψ♯) →֒
(
×(ρ,B,ζ)∈Jord(ψ);B≤(d−1)/2 < ρ| |
−ζB , · · · , ρ| |−ζ1/2 >
)
× π(ψ>d)
(
×(ρ,B,ζ)∈Jord(ψ);B≤(d−1)/2× < ρ| |
ζ1/2, · · · , ρ| |ζB >
)
. (2)
L’action θ(ψ) mise sur π(ψ) est la restriction a` π(ψ) du prolongement canonique de θ(ψ>d) (cf. (1)) et
on veut montrer que l’action de θ que l’on obtient par la re´solution du complexe a la meˆme proprie´te´
en utilisant (2). Pour cela on note π(ψ♯)+ la repre´sentation munie de l’action θ(ψ♯) et π(ψ♯)− la
repre´sentation munie de l’action −θ(ψ♯). On pose
σ :=
(
⊗(ρ,B,ζ)∈Jord(ψ);B≤(d−1)/2 ⊗k∈[−ζB,−ζ1/2] ρ| |
−k
)
⊗ π(ψ>d)
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(
⊗(ρ,B,ζ)∈Jord(ψ);B≤(d−1)/2 ⊗k∈[ζ1/2,ζB] ρ| |
k
)
.
On note M0 le Levi sur lequel vit σ et P0 le parabolique standard de Levi M0. On note encore σ
+ la
repre´sentation σ munie de l’action de θ qui e´change la partie gauche avec la partie droite et qui agit
par θ(ψ>d) sur la repre´sentation du milieu. Et on note σ
− la meˆme repre´sentation ou` on remplace
θ(ψ>d) par son oppose´. On ve´rifie aise´ment que σ
+ intervient dans le module de Jacquet de π(ψ♯)+P0
alors que σ− n’y intervient pas. Pour π(ψ♯)−, les roˆles sont inverse´s. Pour τ une repre´sentation, avec
action de θ, du Levi sur lequel vit σ, on note m˜(τ) la multiplicite´ de σ+ moins la multiplicite´ de σ−.
L’inte´reˆt d’une telle multiplicite´ est qu’elle vaut 0 pour toute repre´sentation de la forme τ ⊕ τ ′ si θ
e´change les 2 facteurs. En effet la trace de θ y vaut 0 et donc la multiplicite´ avec laquelle σ+ intervient
est la meˆme que celle avec laquelle σ− intervient.
Soit P un sous-groupe parabolique standard de Levi M ; pour toute repre´sentation δ de M , on
utilise la description du semi-simplifie´ de (Ind
GL(n)
P δ)P0 comme la somme des termes indexe´s par les
e´le´ments du groupe de Weyl, w, de longueur minimale a` gauche modulo le groupe de Weyl de M0 et
a` droite modulo le groupe de Weyl de M , IndM0
M0∩wPw−1
w(δM∩w−1P0w). On note IP,w ce terme pour δ
=projρ,≤dπ(ψ)P . Montrons que, la premie`re somme ci-dessous porte sur les paraboliques standard de
rang fixe´ :
m˜(
∑
P
(Ind
GL(n)
P (projρ,≤dπ(ψ)P )P0) =
∑
P ;θ(M)=M
m˜(Ind
GL(n)
P (projρ,≤dπ(ψ)P )P0).
En effet, on regroupe dans la premie`re somme le parabolique de Levi M avec celui de Levi θ(M) ; si
ces 2 Levi sont diffe´rents, θ e´change les 2 termes σ isotypiques correspondants et agit donc par une
repre´sentation de trace 0. On fixe donc P de Levi θ-invariante ; de la meˆme fac¸on, on montre que l’on
peut limiter la somme aux e´le´ments w qui sont θ-invariantes. Soient M et w θ-invariantes ; montrons
que m˜(IP,w) = 0 si w
−1M0w 6⊂M . En effet, on e´crit
M = GL(n1)× · · · ×GL(nr)×GL(n0)×GL(nr)× · · · ×GL(n1),
avec des ni > 0 pour i ∈ [1, r] et n0 ≥ 0. On a de´fini projρ,≤d pour les repre´sentations de M ; on
note projθρ,≤d la somme des sous-modules irre´ductibles de projρ,≤d de la forme ⊗i∈[1,r]σi ⊗ σ0 ⊗i∈[r,1]
θσi. Par les arguments ci-dessus, on voit que l’on peut remplacer dans les calculs projρ,≤dπ(ψ)P par
projθρ,≤dπ(ψ)P . Et comme par de´finition une au plus des repre´sentations δ
′ dans l’union des 3 ensembles
{σi; i ∈ [1, r]} ∪ {
θσi; i ∈ [1, r]} ∪ {σ0}
pourrait contenir dans son support cuspidal ρ| |y avec |y| > (d − 1)/2 ou y − (d − 1)/2) /∈ Z, ce n’est
pas le cas des repre´sentations σi pour i ∈ [1, r]. Le fait que w est de longueur minimale dans sa classe
modulo M et la forme de M0 entraˆıne alors l’assertion et entraˆıne meˆme que w
−1M0w =M0.
Soit donc P,M,w comme ci-dessus, tels queM et w soient θ-invariantes et tels que w−1M0w =M0.
Alors m˜IP,w = m˜(w(π(ψ)P0)).
On note W (M0) l’ensemble des e´le´ments du groupe de Weyl w tel que wM0w
−1 = M0 et WM0 le
groupe de Weyl de M0. Notons ici π♯ la repre´sentation π(ψ
♯) munie de l’action de θ qui lui vient du
complexe. Pour tout entier j, notons encore Mθj l’ensemble des Levi standard de corang j qui sont θ
invariants et qui contiennent M0. On a alors montre´ que :
m˜((π♯)P0) =
∑
j
(−1)j+[j/2]−j(ψ)
∑
M∈Mθj
∑
w∈WM0\W (M0);θ(w)=w
m˜(w(π(ψ)P0)). (3)
On remarque que (−1)j+[j/2] = (−1)−j+[j/2] = (−1)[(j+1)/2]. On peut inverser l’ordre des sommations,
c’est-a`-dire fixer w et sommer sur les Levi standard M , θ-invariantes tels que w soit de longueur
minimale dans sa classe a` droite modulo M . Pour w fixe´, on pose ∆w l’ensemble des racines simples
positives hors de M0 dont les images par w soient encore positives. Cet ensemble est −θ-invariante
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et on note ∆wθ les classes de conjugaison pour cette action −θ. Un Levi standard M , θ-invariante tel
que w soit minimal dans sa classe a` droite modulo M est pre´cise´ment de´fini pour un sous-ensemble de
∆wθ . Ainsi, si ∆
w
θ est non vide, la somme alterne´e est nulle. Il n’y a qu’un seul e´le´ment w pour lequel
∆w est vide, celui qui envoie toutes les racines positives hors de M0 sur des racines ne´gatives ; notons
le w0. On a
w0σ =
(
⊗(ρ,B,ζ)∈Jord(ψ);B≤(d−1)/2 ⊗k∈[ζB,ζ1/2]ρ| |
−k
)
⊗ π(ψ>d)
(
⊗(ρ,B,ζ)∈Jord(ψ);B≤(d−1)/2 ⊗k∈[−ζ1/2,−ζB] ρ| |
k
)
.
Si ψ est de restriction discre`te a` la diagonale (cas que nous utiliserons), la multiplicite´ de cette
repre´sentation dans π(ψ)P0 est pre´cise´ment 1 avec comme action de θ l’action qui se de´duit naturelle-
ment de θ(ψ>d). Avec (3), cela donne :
m˜((π♯)P0) = (−1)
j(ψ)+[j(ψ)/2]−j(ψ) = (−1)[j(ψ)/2].
C’est le re´sultat annonce´.
4 Transfert, contexte et proprie´te´s ge´ne´rales
4.1 Les groupes
Soit n ∈ N. On reprend la notation G˜(n) pour le produit semi-direct de GL(n) avec le groupe
engendre´ par θ et on note G+n la composante non neutre de ce groupe.
Si n est pair, on note Hn la forme de´ploye´e du groupe spe´cial orthogonal SO(n + 1) sur F . Si n
est impair, on note Hn le groupe symplectique Sp(n − 1) sur F . Plus exactement, Hn est le groupe
des points sur F du groupe alge´brique indique´. Le groupe Hn est un groupe endoscopique de G˜(n),
c’est celui qui controˆle les distributions stables sur G+n . Notons G
+
n,reg, resp. Hn,reg, l’ensemble des
e´le´ments semi-simples re´guliers de G+n , resp. Hn. On sait de´finir une application, d’ailleurs bijective,
entre classes de conjugaison stable dans G+n,reg et classes de conjugaison stable dans Hn,reg ; cf. [11],
[12] et pour une description concre`te [26] III.2.
Pour g˜ ∈ G+n,reg et h ∈ Hn,reg, on note g˜ ∼ h si les classes de conjugaison stable de g˜ et de h se
correspondent. Soient D, resp. DH , deux distributions sur G˜(n), resp. Hn, invariantes par conjugaison
par GL(n), resp. Hn, et localement inte´grables, c’est-a`-dire de´finies par des fonctions localement
inte´grables note´es D, resp.DH . Supposons de plusD, resp.DH , localement constantes sur G+n,reg, resp.
Hn,reg. Alors D, resp.D
H sont stablement invariantes si et seulement si D, resp. DH , est constante sur
les classes de conjugaison stable contenues dans G+n,reg, resp. Hn,reg. La distribution D est un transfert
de DH si et seulement si on a l’e´galite´ D(g˜) = DH(h) pour tout couple (g˜, h) ∈ G+n,reg × Hn,reg tel
que g˜ ∼ h. En particulier, soient π, resp. πH , des repre´sentations virtuelles de G˜(n), resp. Hn, c’est-a`-
dire des combinaisons line´aires a` coefficients dans Z de repre´sentations irre´ductibles. Notons trace πH
le caracte`re de πH (de´fini par line´arite´ a` partir du cas ou` πH est irre´ductible). Notons traceG+n π la
restriction a` G+n du caracte`re de π. Pour simplifier les notations, on conside`re ces caracte`res soit comme
des distributions, soit comme des fonctions localement constantes sur G+n,reg ou Hn,reg. On dit que π,
resp. πH , est stable si et seulement si traceG+n π l’est, resp. trace π
H l’est. On dit que π est un transfert
de πH si et seulement si traceG+n π est un transfert de trace π
H .
4.2 Proprie´te´s ge´ne´rales du transfert stable
Comme souvent quand on travail avec GL(n),Hn on doit aussi travailler avec des Levi de ces
groupes qui se correspondent ; conside´rons une partition de n de la forme syme´trique suivante
(n1, · · · , nr, n0, nr, · · · , n1);n =
∑
i∈[1,r]
2ni + n0.
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On note M le Levi standard de GL(n) correspondant a` cette partition et MH celui de Hn ; M
H est
isomorphe a` ×i∈[1,r]GL(ni) × Hn0 et M est θ invariant. Ceci permet de de´finir M˜ et M
+ comme
sous-groupe, resp. sous-ensemble de G˜(n) et G+n . On fixe un ensemble C de repre´sentations cuspidales
(non autoduales en ge´ne´ral). Pour π une repre´sentation de G˜, on de´finit JacθCπ de la fac¸on suivante :
on conside`re d’abord la restriction de π le long du parabolique P de Levi M . On obtient donc une
repre´sentation de M ; on projette cette repre´sentation sur son facteur direct tel que l’action des r
premiers (resp. derniers) facteurs GL(ni) se fasse via des repre´sentations de support cuspidal les
repre´sentations de C (resp. θC) ; on note cette ope´ration projθC . L’action de θ sur π donne une action
de θ sur cette projection et on obtient donc une repre´sentation de M˜ . Si πH est une repre´sentation de
H, on de´finit de fac¸on analogue (et plus simple) JacCπ
H , ce qui utilise la projection projC . On e´tend
ces de´finitions line´airement au groupe de Grothendieck des repre´sentations de G˜(n) et de H.
Lemme. Soient πH une repre´sentation virtuelle de Hn, π une repre´sentation virtuelle de G˜(n) et
M,MH comme ci-dessus. Supposons que πH et π sont stables et que π est un transfert de πH .
Alors JacCπ
H et JacθCπ sont stables et Jac
θ
Cπ est un transfert de JacCπ
H .
On de´montre en 2 temps cette assertion ; d’abord on de´montre que les modules de Jacquet ont les
proprie´te´s de stabilite´ et de transfert annonce´s puis on montre que leur projection suivant C ont aussi
ces proprie´te´s. C’est un re´sultat qui ne surprend personne mais dont on redonne la de´monstration.
On note πP et π
H
P les modules de Jacquet de π et π
H respectivement ; on rappelle que θ agit sur πP
et que πP est donc une repre´sentation de M˜ . Il suffit de montrer que, pour tous g˜ ∈M
+
reg et h ∈M
H
reg
tels que g˜ ∼ h, on a l’e´galite´ traceM˜π
+
P (g˜) = trace π
H
PH
(h). Fixons de tels g˜ et h. Ecrivons :
M = GL(n1)× ...×GL(nr)×GL(n0)×GL(nr)× ...×GL(n1)
MH = GL(n1)× ...×GL(nr)×Hn0 .
Soient z1, ..., zr ∈ F
×, posons :
zM = z11× ...× zr1× 1× z
−1
r 1× ...× z
−1
1 1,
zMH = z11× ...× zr1× 1,
ou` on note uniforme´ment 1 les unite´s des groupes en question. Supposons que les re´els suivants soient
assez petits :
- | zizi+1 | pour i = 1, ..., r − 1 et |zr|.
Alors un re´sultat de Casselman affirme que l’on a les e´galite´s :
traceM+πP (zM g˜) = δP (zM g˜)
−1/2traceG+n π(zM g˜),
trace πHPH (zMHh) = δPH (zMHh)
−1/2trace πH(zMHh),
ou` δP et δPH sont les modules usuels. De la de´finition de la correspondance entre classes de conjugaison
stables et de l’hypothe`se g˜ ∼ h re´sulte que zM g˜ ∼ zMHh. On ve´rifie par ailleurs l’e´galite´ des facteurs
δ ci-dessus. Puisque π est un transfert de πH , les membres de droite des e´galite´s ci-dessus sont e´gaux.
Donc les membres de gauche le sont aussi. Mais, parce que zM appartient au centre deM
+, la fonction :
(z1, ..., zr) 7→ traceM˜πP (zM g˜)
est une combinaison line´aire finie de caracte`res de (F×)r. Il en est de meˆme de la fonction :
(z1, ..., zr) 7→ trace π
H
PH (zMHh).
On vient de voir que ces fonctions co¨ıncident dans un ”coˆne ouvert” de l’espace de de´part. Il en re´sulte
qu’elles sont e´gales. En particulier, leurs valeurs en (z1, ..., zr) = (1, ..., 1) sont e´gales, c’est-a`-dire
traceM+πP (g˜) = trace π
H
PH
(h), ce que l’on voulait de´montrer.
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On reprend les notations projθC et projC introduites avant l’e´nonce´ du lemme. Le point a` de´montrer
est maintenant le suivant : soit πM une repre´sentation virtuelle de M˜ et π
H
M une repre´sentation virtuelle
de MH ; on suppose qu’elles sont stables et que πM est un transfert de π
H
M , alors la meˆme proprie´te´
est vraie pour projθCπM et projCπ
H
M . On e´crit πM dans la base des repre´sentations irre´ductibles de M˜
et on remarque tout de suite que toute repre´sentation irre´ductible de M˜ dont la restriction a` M n’est
pas irre´ductible donne une trace nulle sur M+ ; on peut donc supposer que
πM =
∑
σ,σ0
c(σ, σ0)σ ⊗ σ0 ⊗ θ(σ),
ou` σ parcourt l’ensemble des repre´sentations irre´ductibles de ×i∈[1,r]GL(ni) et σ0 l’ensemble des
repre´sentations irre´ductibles de G˜(n0) et ou` c(σ, σ0) est un nombre complexe. On regroupe en fonction
des σ :
πM =
∑
σ
σ ⊗ σ0[σ]⊗ θ(σ),
ou` σ est comme ci-dessus mais ou` σ0[σ] est une repre´sentation virtuelle de G˜(n0) ; remarquons que si
n0 = 0 il reste quand meˆme une action de θ, c’est-a`-dire un signe. On e´crit de fac¸on analogue
πHM =
∑
σ
σ ⊗ σH0 [σ].
On va de´montrer que sous l’hypothe`se que πM et π
H
M sont stables et des transferts l’une de l’autre
alors il en est de meˆme de σ0[σ] et σ
H
0 [σ] pour tout σ comme ci-dessus. Ce sera largement suffisant.
Soient g = (g1, ..., gr , g0, g
′
r, ..., g
′
0) ∈ Mreg et h = (h1, ..., hr , h0) ∈ M
H
reg. On ve´rifie les proprie´te´s
suivantes :
- gθ ∼ h si et seulement si g0θ ∼ h0 et, pour tout i = 1, ..., r, giθ(g
′
i) est conjugue´ a` hi dans GL(ni) ;
- pour toute repre´sentation irre´ductible σ = σ1 ⊗ ... ⊗ σr de GL(n1) × ... ×GL(nr) et pour toute
repre´sentation virtuelle σ+0 de GL(n0)
+, on a l’e´galite´ :
traceM˜ (σ ⊗ σ
+
0 )(gθ) = traceG+n0
σ+0 (g0θ)
∏
i=1,...,r
trace σi(giθ(g
′
i))).
Dire que πM et π
H
M sont stables et que τM est un transfert de π
H
M signifie donc que pour tout
γ ∈ GL(n1)reg × ...×GL(nr)reg, tout g˜0 ∈ G
+
n0 , tout h0 ∈ Hn0,reg tels que g˜0 ∼ h0, on a l’e´galite´ :∑
σ
trace σ(γ)traceG+n0
σ+0 [σ](g˜0) =
∑
σ
trace σ(γ)trace σH0 [σ](h0).
Conside´rons g˜0 et h0 comme fixe´s et γ comme variable. L’e´galite´ ci-dessus est une e´galite´ entre com-
binaisons line´aires (a` coefficients complexes) de traces de repre´sentations irre´ductibles de GL(n1) ×
...×GL(nr). On sait que ces traces sont line´airement inde´pendantes. Ainsi cette e´galite´ entraˆıne que,
pour tout σ, on a l’e´galite´ :
traceG+n0
σ+0 [σ](g˜0) = trace σ
H
0 [σ](h0).
Ces e´galite´s ache`vent la de´monstration.
4.3 Les repre´sentations
Jusqu’a` pre´sent, nous avions regarde´ un ensemble de morphismes ψ θ-invariant, il faut maintenant
tenir compte des questions de parite´ qui sont lie´s aux choix de Hn si l’on veut que l’objet attache´
soit un transfert d’un analogue pour Hn. Pour ρ une repre´sentation cuspidale irre´ductible autoduale,
on attache un signe ηρ de la fac¸on suivante. D’apre`s la conjecture de Langlands (the´ore`me de Harris-
Taylor et Henniart), on sait associer a` ρ une repre´sentation irre´ductible de dimension dρ du groupe
de Weil de F . Parce que θ(ρ) = ρ, l’image de cette repre´sentation est incluse dans un sous-groupe
de GLdρ(C) qui est soit un groupe orthogonal, soit un groupe symplectique. On pose ηρ = 1 dans
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le premier cas, ηρ = −1 dans le second. On rappelle d’autre part que, pour toute repre´sentation π
irre´ductible, on note χπ son caracte`re central. L’hypothe`se θ(π) = π entraˆıne χ
2
π = 1. Pour ρ comme
ci-dessus telle que ηρ = −1, χρ est ne´cessairement trivial. On va maintenant noter Ψ
H
n l’ensemble
des morphismes ψ de WF × SL(2,C) × SL(2,C) dans GL(n,C) ve´rifiant les proprie´te´s suivantes (les
morphismes sont regarde´s a` conjugaison pre`s) :
1- l’image de ψ est a` valeurs dans Sp(n) si n est pair et a` valeurs dans SO(n) si n est impair. On
note H∗ le groupe Sp(n) ou SO(n), comme ci-dessus ;
2- le centralisateur de ψ dans H∗ est un groupe a` centre fini.
Cela se traduit encore de fac¸on combinatoire ainsi : ψ de´finit une repre´sentation de dimension n
de WF × SL(2,C)× SL(2,C) que l’on de´compose en sous-repre´sentations irre´ductibles. Chaque sous-
repre´sentation irre´ductible est associe´e a` un triplet (ρ, a, b) ou` ρ est une repre´sentation irre´ductible de
WF et a, b sont les dimensions des repre´sentations irre´ductibles de SL(2,C). La condition 1 assure que
la multiplicite´ de la repre´sentation associe´e au triplet (ρ, a, b) dans cette de´composition est la meˆme
que celle de la repre´sentation (ρ∗, a, b). La condition 2 entraˆıne alors que ρ ≃ ρ∗ (sinon le centralisateur
contient un groupe line´aire). Et la condition 1 peut alors se re´crire :
ηρ(−1)
a+b = (−1)n+1 et
∏
(ρ,a,b)
χabρ = 1.
Remarque. Pour ψ ∈ Ψn, on a de´fini π(ψ) comme repre´sentation de G˜(n). Cette de´finition de´pend
du choix initial de l’action de θ sur chaque ρ intervenant dans la de´composition. Un choix raisonnable,
c’est celui que nous avons fait, est de fixer un caracte`re additif τ est d’imposer que θ agisse trivialement
sur l’espace des vecteurs de Whittaker associe´ a` π(ψ) (l’espace des coinvariants comme explique´ dans
l’introduction). L’action est inde´pendante du choix de τ .
Remplac¸ons τ par le caracte`re x 7→ τ(zx) avec z ∈ F×. L’action de θ sur une repre´sentation
autoduale ρ d’un groupe GL(dρ) est alors multiplie´e par χρ(z)
dρ+1 (on applique les de´finitions). Pour
de´montrer l’assertion d’inde´pendance, il suffit de le faire dans le cas ou` ψ est de restriction discre`te
a` la diagonale. On reprend les de´finitions et le changement de ζ induit donc la multiplication par le
signe : ∏
(ρ,a,b)∈Jord(ψ)
χρ(z)
(dρ+1)(a−2[a/2])(b−2[b/2]) =
∏
(ρ,a,b)
χρ(z)
ab = 1
par les conditions ci-dessus. D’ou` l’assertion.
De´finition. On note Ψtempn le sous-ensemble de Ψ forme´ des morphismes triviaux sur la 2e copie
de SL(2,C).
4.4 Hypothe`se
On fixe un ensemble E de repre´sentations irre´ductibles deWF et pour tout n, on note Ψn,E l’ensem-
ble des e´le´ments de Ψn dont la restriction a` WF est une somme de repre´sentations isotypiques de type
des repre´sentations dans E . On de´finit de fac¸on e´vidente Ψtempn,E .
Hypothe`se. Nous allons supposer a` partir de maintenant que E est fixe´ de telle sorte que pour tout
n et tout φ ∈ Ψtempn,E , la repre´sentation tempe´re´e, π(φ), associe´e a` φ (graˆce aux travaux de Zelevinsky
et a` la preuve de la conjecture de Langlands) est un transfert d’une repre´sentation virtuelle πH(φ) de
Hn.
Remarquons que l’on n’a pas pre´cise´ l’action de θ ; il est clair que si l’on a un transfert pour
un choix d’action de θ, on en aura pour tout choix, la seule chose est que π(φ) n’est de´fini qu’au
signe pre`s. Toutefois, les repre´sentations irre´ductibles de Hn intervenant dans la de´composition de
πH(φ) sont uniquement de´termine´es par φ et l’e´galite´ des traces. On notera ΠH(φ) cet ensemble de
repre´sentations.
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4.5 Remarques sur l’hypothe`se ; points de re´ductibilite´ des induites de cuspidales
On suppose que le lemme fondamental pour Hn, G˜(n) est connu, les travaux d’Arthur de´montrent
alors cette hypothe`se. Ces travaux la de´montrent d’ailleurs sans supposer que φ est tempe´re´. Ce que
nous faisons ici, ramener le cas ge´ne´ral au cas tempe´re´, n’a donc d’inte´reˆt que si l’on peut eˆtre plus
pre´cis et en particulier si on peut de´composer les repre´sentations virtuelles obtenues. Sans connaissance
pre´cise de πH(φ) dans le cas cas tempe´re´, nous n’ajoutons pas grand chose.
Ici, nous allons voir rapidement ce que l’on peut en de´duire de cette hypothe`se tre`s ge´ne´rale et
reposer le proble`me pre´cise´ment.
Remarque 1. Arthur annonce en [6] 30.1 que pour un bon choix de l’action de θ, πH(φ) est
pour tout φ une combinaison line´aire a` coefficients positifs de repre´sentations. Alors πH(φ) est une
repre´sentation tempe´re´e.
En effet, les modules de Jacquet non nul de πH(φ) se transfe`rent en des modules de Jacquet non
nuls de π(φ) d’apre`s ce que l’on a vu en 4.2 et il est alors facile de ve´rifier la positivite´ des exposants.
On peut conclure que chaque repre´sentation irre´ductible constituant πH(φ) est tempe´re´e car il ne peut
y avoir de simplification dans le calcul des modules de Jacquet sous l’hypothe`se faite que πH(φ) est
une repre´sentation et pas seulement une repre´sentation virtuelle. Une de´monstration plus conceptuelle
est dans [26] VI.1.
Remarque 2. Soit σ une repre´sentation cuspidale de Hn ; supposons qu’il existe un morphisme
φ ∈ Ψtempn,E tel que σ ∈ Π
H(φ). Alors
(i) Jord(φ) est sans multiplicite´s et sans trou, c’est-a`-dire que si une repre´sentation ρ ⊗ [a] de
WF ×SL(2,C) ([a] est la repre´sentation de dimension a de SL(2,C)) intervient dans la repre´sentation
de´finie par φ, elle y intervient avec multiplicite´ 1 et si a > 2 la repre´sentation ρ⊗ [a− 2] y intervient
aussi avec multiplicite´ 1.
(ii) Soit ρ une repre´sentation irre´ductible cuspidale de GL(dρ, F ) (ce qui de´finit dρ). On suppose
que ρ ≃ ρ∗ et que l’ensemble Jordρ(φ) 6= 0 et on note amax son e´le´ment maximum. Soit x0 ∈ R tel
que l’induite ρ| |x0 × σ soit re´ductible. Alors x0 = ±(amax + 1)/2.
(iii)Soit ρ comme en (ii) mais tel que Jordρ(φ) = ∅ ; on suppose que ηρ = (−1)
n+1, alors pour x0
comme en (ii), x0 = ±1/2.
Avant de donner la preuve, remarquons que l’e´nonce´ ne dit rien si ηρ = (−1)
n et l’ensemble de
(ii) est vide. On traitera ce cas dans [17]. Toutefois, les proprie´te´s de´montre´es ici sont suffisantes pour
construire avec [18], [19], pour tout morphisme φ ∈ Ψtempn,E discret (i.e. Jord(φ) est sans multiplicite´s)
une application (non triviale) de l’ensemble des caracte`res du centralisateur de φ dans LHn, ǫ 7→
πH(φ, ǫ), avec πH(φ, ǫ) est soit 0 soit une se´rie discre`te sans multiplicite´s. Les questions sont alors :
1- a-t-on ΠH(φ) = {πH(φ, ǫ)} ? la re´ponse est ne´cessairement oui si l’on sait a priori que les cπ
sont des re´els positifs pour un bon choix de l’action de θ, ce qui fait partie des re´sultats d’Arthur de´ja`
cite´s.
2- a-t-on plus pre´cise´ment trπ(φ)(g, θ) = ±
∑
ǫ trπ
H(φ, ǫ)(h) quand les classes de conjugaison
stable de het de (g, θ) se correspondent ? C’est cette formule que nous a en vue avec une description
pre´cise des repre´sentations πH(φ, ǫ).
Supposons d’abord que Jord(φ) ne soit pas sans multiplicite´s ; il existe donc ρ⊗ [a] qui intervient
dans φ avec multiplicite´ au moins 2 (notations de l’e´nonce´). On de´compose :
φ = φ0 ⊕ ρ⊗ [a]⊕ ρ⊗ [a].
Pour n0 convenable, φ0 ∈ Ψ
temp
n0,E
. On ve´rifie que pour tout g ∈ G˜+n,reg
tr π(φ)(g) = tr St(a, ρ)× π(φ0)× St(a, ρ)(g)
qui dans le transfert donne une e´galite´ en tout point h ∈ Hn,reg
trπH(φ)(h) = tr (ind(St(a, ρ) ⊗ πHn0 (φ0))(h).
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Ainsi ΠH(φ) est inclus dans la re´union des composantes irre´ductibles des induites de la forme St(a, ρ)×
σ0 pour σ0 ∈ Π
Hn0 (φ0). A priori, il pourrait y avoir des simplifications et c’est pour cela que l’on n’a
qu’une inclusion. Mais comme σ est cuspidale par hypothe`se, elle ne pourrait eˆtre dans ΠH(φ). D’ou`
la premie`re assertion de (i).
Montrons le reste de la remarque : on fixe, en admettant que c’est possible, (ρ, a) avec a ≥ 0 tel
que ρ⊗ [a+ 2] ne soit pas une sous-repre´sentation de de φ (i.e. (ρ, a+ 2) /∈ Jord(φ)) alors que ρ⊗ [a]
en est une si a > 0 ; si a = 0 on suppose que ηρ = (−1)
n+1. On note φ1 le morphisme qui se de´duit de
φ de sorte que
Jord(φ1) = Jord(φ)− (ρ, a) ∪ (ρ, a+ 2).
Clairement φ1 ∈ Ψ
temp
n+2dρ,E
. On calcule (les Jac sont comme en 1.4 pour ρ fixe´) :
Jacθ(a+1)/2π(φ1) = π(φ); Jac
θ
−(a+1)/2π(φ1) = 0.
En particulier Jac(a+1)/2π
H(φ1) = π
H(φ) et Jac−(a+1)/2π
H(φ1) = 0. Ainsi, il existe σ1 dans Π
H(φ1)
tel que Jac(a+1)/2σ1 contient σ comme sous-quotient. Ainsi σ1 est un sous-module irre´ductible de
l’induite ρ| |(a+1)/2 × σ. Si cette induite est irre´ductible, σ1 co¨ıncide avec toute l’induite et est donc
l’unique e´le´ment de ΠH(φ1) sous-quotient de cette induite. Et on ne pourrait avoir de simplification
de Jac−(a+1)/2σ1 quand on calcule Jac−(a+1)/2π
H(φ1). On vient donc de montrer que ρ| |
(a+1)/2 × σ
est re´ductible. D’apre`s un re´sultat de Silberger ([24]) (a + 1)/2 est uniquement de´termine´ par ρ et σ
(il n’y a qu’un point de re´ductibilite´ re´el positif ou nul).
Supposons maintenant que ρ est tel que Jordρ(φ) 6= 0. En prenant a = amax l’e´le´ment maximum
de Jordρ(φ), l’hypothe`se (ρ, a + 2) /∈ Jord(φ) est bien satisfaite ; ainsi (amax + 1)/2 est le point de
re´ductibilite´ cherche´. L’ine´galite´ prouve´e en [20] (cf. l’intorduction de cet article) montre que φ est
sans trou et on a prouve´ (ii). On de´montre (iii) en prenant a = 0. Cela termine la preuve.
4.6 Construction des repre´sentations de Hn
On fixe ψ ∈ Ψn,E avec l’hypothe`se faite en 4.4 ; pour pouvoir traduire en termes combinatoires, on
de´compose la repre´sentation ψ de WF ×SL(2,C)×SL(2,C) en repre´sentations irre´ductibles, d’ou` un
ensemble de triplets (ρ, a, b) constituant par de´finition Jord(ψ). On rappelle que ψ◦∆ est la restriction
de ψ a`WF fois la diagonale de SL(2,C). Il est facile de ve´rifier que le centralisateur de ψ dans GL(n,C)
est un sous-groupe du centralisateur de ψ ◦∆. On dit que ψ est discret si le centralisateur de ψ est
un groupe fini et que ψ est de restriction discre`te a` la diagonale si le centralisateur de ψ ◦∆ est un
groupe fini (notation de´ja` utilise´e ici). On verra souvent ψ ◦∆ comme un e´le´ment de Ψtempn,E .
On suppose d’abord que Ψ est e´le´mentaire, discret, c’est-a`-dire par de´finition que l’inclusion du
centralisateur de ψ dans le centralisateur de ψ ◦∆ est un isomorphisme et que ces groupes sont finis.
En termes combinatoires cela se traduit par le fait que Jord(ψ) est sans multiplicite´s et que pour tout
(ρ, a, b) ∈ Jord(ψ), inf(a, b) = 1. On sait donc parfaitement de´finir πH(ψ ◦ ∆) graˆce a` l’hypothe`se
de 4.4. Pour construire πH(ψ) en suivant [14], on a besoin de la construction invρ,≤d, ou` ρ est une
cuspidale autoduale irre´ductible d’un groupe line´aire et d est un entier strictement supe´rieur a` 1 et
ou` pour toute repre´sentation πH de Hn, on pose, Cρ,≤d l’ensemble des repre´sentations cuspidales de la
forme ρ| |x avec x un re´el ve´rifiant |x| ≤ (d− 1)/2 et
invρ,≤d :=
∑
PH
(−1)corangM
H
IndHn
PH
JacP
H
Cρ,≤d
πH .
On donne une de´finition analogue pour < d en remplac¸ant partout ≤ par <. On de´finit alors
πH(ψ) := ◦(ρ,a,b)∈Jord(ψ);sup(a,b)=b
(
β(ψ, ρ, b)invρ,<b ◦ invρ,≤b
)
πH(ψ ◦∆),
ou` β(ψ, ρ, b) est un signe que l’on pre´cisera ci-dessous et ou` on prend n’importe quel ordre pour faire
les ope´rations ; en [14], on a bien montre´ que l’ordre n’importait pas mais avec des hypothe`ses un
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peu diffe´rentes (a priori au moins) de celles que l’on a ici. Comme on va montrer que quel que soit
l’ordre πH(ψ) est stable et que π(ψ) en est un transfert, on aura bien l’inde´pendance de l’ordre. Le
signe n’est pas simple a` interpre´ter, il vaut β(ψ, ρ,≤ b)β(ψ, ρ,≤ b′) ou` ces signes ont e´te´ de´finis en
3.2 avec ou` b′ est le plus grand entier s’il existe (sinon le signe correspondant est +) tel qu’il existe
(ρ, a′′, b′′) ∈ Jord(ψ) avec sup(a′′, b′′) = b′ < b.
Dans ce travail, nous n’avons besoin que de la de´finition mais pour motiver un peu rappelons le
re´sultat de [14]. En fait tel que cet article est re´dige´ on a suppose´ un peu plus que seulement 4.4 ;
on a suppose´ qu’il existe une bijection entre l’ensemble des caracte`res cuspidaux du centralisateur
d’un morphisme discret sans trou, φ, (cf. 4.5) et les repre´sentations cuspidales incluses dans ΠH(φ).
On pourrait facilement reformuler les re´sultats pour e´viter cette dernie`re hypothe`se ; il faut remplacer
irre´ductible par nul ou de longueur finie sans multiplicite´s ; ici on va continuer avec les hypothe`ses de
[14] qui sont pre´cise´ment cette asssertion de bijectivite´, l’hypothe`se 4.4 et une re´ponse positive a` la
question 2 de 4.5.
En [14], on a alors montre´ que πH(ψ) est de la forme
∑
ǫ ǫ(z2)π
H(ψ, ǫ) ou` ǫ parcourt l’ensemble
des caracte`res du centralisateur de ψ de restriction triviale au centre de LH, ou` πH(ψ, ǫ) est une
repre´sentation irre´ductible et z2 est le centre de la 2e copie de SL(2,C).
On suppose maintenant que ψ est de restriction discre`te a` la diagonale. On reprend les notations
bien commodes (ρ,A,B, ζ) de tout ce travail pour de´crire les e´le´ments de Jord(ψ) et on de´finit par
re´currence πH(ψ), la re´currence porte sur
∑
(ρ,A,B,ζ)(A − B). On fixe (ρ,A,B, ζ) ∈ Jord(ψ) tel que
A > B, a priori la construction de´pend de ce choix mais comme ci-dessus a` posteriori elle n’en de´pend
pas, donc on ne s’ennuie pas avec cela et on pose :
πH(ψ) := ⊕C∈]B,A](−1)
A−C < ρ| |ζC , · · · , ρ| |ζA > ×Jacρ| |ζ(B+2),··· ,ρ| |ζCπ
H(ψ′, (ρ,A,B + 2, ζ))
⊕(−1)[(A−B+1)/2]πH(ψ′, (ρ,A,B + 1, ζ), (ρ,B,B, ζ)).
En [15], on a de´crit cette repre´sentation virtuelle comme combinaison line´aire explicite de repre´sentations
indexe´es par les caracte`res du centralisateur de ψ, sous certaines hypothe`ses, le re´sultat obtenu (qui
ne´cessite les meˆmes hypothe`ses que dans le cas e´le´mentaire) est que cette distribution s’e´crit elle aussi
sous la forme
∑
ǫ ǫ(z2)π
H(ψ, ǫ) ou` chaque πH(ψ, ǫ) est une repre´sentation en ge´ne´ral non irre´ductible.
Une de´composition pre´cise est donne´e en loc.cit. Ici comme ci-dessus, nous n’avons besoin que de la
de´finition.
On supprime encore l’hypothe`se ψ de restriction discre`te a` la diagonale, en fixant N >> n et un
morphisme ψ˜ ∈ ΨN,E dominant ψ suivant la de´finition de 2.4. On a alors de´fini en 2.4 l’ensemble de
repre´sentations Eψ˜ et on de´finit JacEψ˜ comme en loc. cit. (attention, il faut tenir compte de l’ordre
comme indique´) et on pose :
πH(ψ) := JacE
ψ˜
πH(ψ˜).
En [16], on de´crit un peu moins pre´cise´ment que dans le cas de restriction discre`te a` la diagonale cette
repre´sentation virtuelle, sous les meˆmes hypothe`ses que ci-dessus, on garde toujours le meˆme re´sultat
que cette distribution s’e´crit sous la forme
∑
ǫ ǫ(z2)π
H(ψ, ǫ) ou` chaque πH(ψ, ǫ) est une repre´sentation
en ge´ne´ral non irre´ductible qui peut meˆme ici eˆtre nulle.
4.7 Preuve du transfert
On fait ici l’hypothe`se de 4.4 et on reprend les de´finitions de 4.6 ; on garde l’action de θ mise dans
tout ce travail sur π(ψ) pour tout ψ ∈ Ψn. On a en vue le the´ore`me suivant :
The´ore`me. Les repre´sentations π(ψ) et πH(ψ) sont stables et ψ(ψ) est un transfert de πH(ψ).
Remarquons que l’assertion de stabilite´ est un corollaire imme´diat de 4.2 et du fait facile avec les
formules explicites que l’induction respecte la stabilite´.
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Ici on admet le the´ore`me dans le cas e´le´mentaire, le cas ge´ne´ral se rame`ne au cas de restriction
discre`te a` la diagonale graˆce a` 2.4 et a` 4.2. Le cas de restriction discre`te a` la diagonale re´sulte de 2.3
et 4.2. Il n’y a donc a` de´montrer le the´ore`me que dans le cas e´le´mentaire.
Supposons donc que ψ est e´le´mentaire. On veut montrer que π(ψ) est un transfert de πH(ψ), sous
l’hypothe`se que π(ψ ◦∆) est un transfert de πH(ψ ◦∆). Si ψ est trivial sur la 2e copie de SL(2,C),
il n’y a donc rien a` de´montrer. On fait donc la preuve par re´currence sur le nombre d’e´le´ments de
Jord(ψ), (ρ, a, b) tel que sup(a, b) = b > 1. On suppose que ψ est de restriction discre`te a` la diagonale
et on fixe (ρ, a, b) ∈ Jord(ψ) tel que sup(a, b) = b > 1. On a de´fini ψ♯ en 3.1.2 en prenant d = b. Puis
on passe de ψ♯ a` (ψ♯)♯ en prenant maitenant d le plus grand entier, note´e d0, strictement infe´rieur a` b
et tel qu’il existe d′ avec soit (ρ, d, d′) ∈ Jord(ψ) soit (ρ, d′, d) ∈ Jord(ψ) ; si ce nombre n’existe pas,
on pose (ψ♯)♯ = ψ♯. On a que Jord((ψ♯)♯) co¨ıncide avec Jord(ψ) sauf que (ρ, a, b) a e´te´ change´ en
(ρ, b, a). Par re´currence, on peut donc admettre que π((ψ♯)♯) est un transfert de πH((ψ♯)♯), attention
avec l’action que nous avons mise sur ces repre´sentations. En tenant compte de ce qu’eˆtre un transfert
commute a` l’induction est a` la restriction, on voit que π(ψ♯) est un transfert de invρ,≤d0π
H((ψ♯)♯) si
β(ψ◦∆, ρ,≤ d0) = +1 et de son oppose´ sinon. Puis π(ψ) est un transfert de invρ,≤b◦invρ,≤d0π
H((ψ♯)♯)
si β(ψ ◦ ∆, ρ,≤ b)β(ψ ◦∆, ρ,≤ d0) = 1 et de son oppose´ sinon. En tenant compte de ce signe, on a
exactement πH(ψ) tel qu’on l’a de´fini dans 4.6. Cela termine donc la preuve.
5 Normalisation de l’action de θ
5.1 De´finition de la normalisation de Whittaker
On fixe δ un caracte`re de F ; si ψ est tempe´re´, la repre´sentation π(ψ) a un mode`le de Whittaker
et l’action de θ est celle qui est normalise´e a` la Whittaker. On conside`re le morphisme de
WF × SL(2,C)→WF × SL(2,C)× SL(2,C)
(w ∈WF , h ∈ SL(2,C)) 7→ (w, h,
(
|w|1/2 0
0 | |−1/2
)
)
et en composant on obtient un morphisme, ψ2, de WF × SL(2,C) dans GL(n,C). A ce morphisme
correspond une repre´sentation par la classification de Langlands, qui n’est autre que π(ψ) ; mais dans
la construction de Langlands, π(ψ) est quotient d’une induite a` partir d’une repre´sentation tempe´re´e.
Il est facile de voir que cette induite est θ-invariante. On normalise l’action de θ sur l’induite en
utilisant les fonctionnelles de Whittaker (cf. introduction).
Par restriction ce choix donne une action sur π(ψ). Pour z = ±, on note π(ψ)z la repre´sentation
π(ψ) munie de cette action de θ si z = + et de l’action oppose´e si z = −. Cette normalisation, facile
a` pre´senter n’est pas tre`s simple non plus mais elle a le gros avantage par rapport a` celle utilise´e ici
d’eˆtre d’origine globale. Localement il introduit des signes qu’il nous faut de toute fac¸on calculer. On
note π(ψ)W la repre´sentation π(ψ) avec l’action de θ telle que l’on vient de la de´finir et on note θW (ψ)
cette action.
5.2 Explicitation de la normalisation de Whittaker
On e´crit l’induite dont π(ψ) est l’unique sous-module irre´ductible (on transforme quotient de
Langands en sous-module sans proble`me). Pour cela, pour tout k demi-entier positif ou nul, on de´finit
Jord(ψ)≥k := {(ρ, a, b) ∈ Jord(ψ) ; (b− 1)/2− k est un entier positif ou nul}. Ainsi π(ψ) est l’unique
sous-module irre´ductible de l’induite :(
×k ×(ρ,a,b)∈Jord(ψ)≥k St(a, ρ)| |
−k
)
×(ρ,a,b)∈Jord(ψ)≥0 St(a, ρ)
(
×k ×(ρ,a,b)∈Jord(ψ)≥k St(a, ρ)| |
k
)
, (1)
ou` les k sont d’abord pris dans l’ordre de´croissant puis dans l’ordre croissant. Et l’action θW sur π(ψ)
normalise´e ”a` la Whittaker” se de´duit de l’action de θ sur cette induite normalise´e a` la Whittaker. On
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remarque que l’induite du milieu, correspondant a` k = 0, n’est autre que
∏
(ρ,a,b)∈Jord(ψ);(−1)b=−1 St(a, ρ) ;
on la note de fac¸on cohe´rente avec ce qui pre´ce`de π(ψ2imp). L’action de θ sur cette repre´sentation est
avec les notations de´ja` introduites θW (ψ
2
imp).
Lemme. L’action θW (ψ) sur (1) est celle qui se de´duit canoniquement de l’action de θ sur π(ψ
2
imp).
Notons V ′ le sous-espace de l’induite (1) forme´ des fonctions a` support dans la grosse cellule
PwB ou` w est l’e´le´ment du groupe de Weyl de longueur maximal (P est le parabolique qui sert dans
l’induction et B le Borel standard). La restriction d’une fonctionnelle de Whittaker a` V ′ se fait par
l’inte´gration, ou` il faut fixer une fonctionnelle de Whittaker, ℓM sur la repre´sentation que l’on induit,
θ invariante (ce qui est possible)
f ∈ V ′ 7→
∫
U∩M\U
ℓM (f(wu))χ(u)−1 du.
L’action canonique de θ laisse stable V ′ et cette forme line´aire, ce qui prouve le lemme.
On peut encore expliciter un peu plus ; on note ψimp,imp le morphisme dont les blocs de Jordan
sont les (ρ, a− 2[a/2], b− 2[b/2]) pour (ρ, a, b) parcourant Jord(ψ) (avec les meˆmes multiplicite´s). On
a encore une inclusion :
π(ψ2imp) →֒(
×k≥1/2 × (ρ, a, b) ∈ Jord(ψ);
(−1)b = −1;
(a− 1)/2 − k ∈ Z≥0
ρ| |k
)
× π(ψimp,imp)×
(
×
(ρ, a, b) ∈ Jord(ψ);
(−1)b = −1;
(a− 1)/2 − k ∈ Z≥0
ρ| |−k
)
, (2)
ou` dans le premier produit les k sont les demi-entiers, > 0, pris dans l’ordre de´croissant et dans le
deuxie`me produit les k sont les demi-entiers, > 0, pris dans l’ordre croissant. On obtient alors avec (1)
une se´rie d’inclusion, pour des repre´sentations σ, σ′ convenables qui sont explicite´es dans (1) et (2)
π(ψ) →֒ σ × π(ψ2imp)×
θσ →֒ σ × σ′ × π(ψimp,imp)×
θσ′ × θσ. (3)
En suivant les de´finitions θW (ψ) est la restriction a` π(ψ) de l’action de θ sur le dernier membre de (3)
qui se de´duit canoniquement de θW (π(ψ)imp,imp).
5.3 De´finition de la normalisation unipotente
Dans la de´finition de la normalisation pour l’action de θ a` la Whittaker, le coˆte´ tempe´re´, c’est-a`-
dire la premie`re copie de SL(2,C) a e´te´ privile´gie´. D’un point de vue local, il n’y a pas de raison a`
ce choix ; pour faire le choix oppose´, il faut d’abord traiter le cas des repre´sentations ”unipotentes”
c’est-a`-dire les duales au sens de l’involution de Zelevinsky des repre´sentations tempe´re´es. Pour celles-
la`, on prend la normalisation a` la Whittaker, c’est-a`-dire qu’on repre´sente cette repre´sentation comme
quotient de Langlands d’une se´rie principale ge´ne´ralise´e qui elle a un mode`le de Whittaker. On fixe
l’action de θ sur cette se´rie principale en demandandant que θ induise l’action naturelle sur le mode`le
de Whittaker. Fixons maintenant ψ ge´ne´ral et on conside`re le morphisme de WF dans la premie`re
copie de SL(2,C) analogue a` celui de´fini en 5.1 que l’on note i1 et on obtient un morphisme, ψunip de
WF ×SL(2,C) qui sur WF co¨ıncide avec ψ ◦ i1 sur WF et avec la restriction de ψ a` la deuxie`me copie
de SL(2,C) sur SL(2,C). Ce morphisme ψunip de´finit une induite a` partir d’une repre´sentation de
Speh d’un Levi, c’est la classification originelle de Zelevinsky. Explicitons ; on pose ici pour distinguer
de 5.2 Jorda(ψ)≥k := {(ρ, a, b) ∈ Jord(ψ); (a − 1)/2 − k ∈ Z≥0} pour tout k demi-entier strictement
positif et on pose ψ1imp le morphisme dont les blocs de Jordan sont les (ρ, a − 2[a/2], b) pour tout
(ρ, a, b) ∈ Jord(ψ) avec a impair. Alors
π(ψ) →֒
(
×k≥1/2×(ρ,a,b)∈Jorda(ψ)≥k Sp(b, ρ)| |
−k
)
×π(ψ1imp)×
(
×k≥1/2×(ρ,a,b)∈Jorda(ψ)≥k Sp(b, ρ)| |
k
)
,
(1)
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ou` les k sont d’abord pris dans l’ordre de´croissant puis dans l’ordre croissant. Comme on a mis une
action de θ sur π(ψ1imp), on prolonge canoniquement cette action de θ sur (1). Par restriction on obtient
une action de θ sur π(ψ) que l’on note θU (ψ).
Comme pour θW (ψ) on peut retrouver cette action par une suite d’inclusion analogue a` (3) de 5.2 ;
pour cela on conside`re l’inclusion
π(ψ1imp) →֒
×k≥1/2 × (ρ, a, b) ∈ Jord(ψ)
(−1)a = −1;
(b− 1)/2 − k ∈ Z≥0
ρ| |−k × π(ψimp,imp)×k≥1/2 × (ρ, a, b) ∈ Jord(ψ)
(−1)a = −1;
(b− 1)/2 − k ∈ Z≥0
ρ| |k, (2)
D’ou` pour des bons choix de τ, τ ′
π(ψ) →֒ τ × π(ψ1imp)×
θτ →֒ τ × τ ′ × π(ψimp,imp)×
θτ ′ ×θ τ. (3)
Et θU (ψ) s’obtient en restreignant l’action de θ sur le dernier membre de (3) obtenu en prolongeant
canoniquement θW (ψimp,imp). C’est bien θW (ψimp,imp) car π(ψimp,imp) est une induite de cuspidales
et les choix se voient sur l’espace de Whittaker relatif au caracte`re additif que nous avons fixe´. Pour
garder la syme´trie on pose
θ(ψimp,imp) := θU(ψimp,imp) := θW (ψimp,imp).
5.4 Une proprie´te´ commune a` ces actions
Proposition. Soit ψ et soit (ρ, a, b) ∈ Jord(ψ).
(i) Supposons que b ≥ 2 ; on note ψ′ le morphisme qui se de´duit de ψ en remplac¸ant (ρ, a, b) par
(ρ, a, b− 2). On suppose qu’il existe une inclusion :
π(ψ) →֒ St(a, ρ)| |−(b−1)/2 × π(ψ′)× St(a, ρ)| |(b−1)/2 . (1)
Alors θW (ψ) est par restriction l’action θW (ψ
′) e´tendue canoniquement a` l’induite de droite.
(ii) Supposons que a ≥ 2 ; on note ψ′ le morphisme qui se de´duite de ψ en remplac¸ant (ρ, a, b) par
(ρ, a− 2, b). On suppose qu’il existe une inclusion :
π(ψ) →֒ Sp(b, ρ)| |(a−1)/2 × π(ψ′)× Sp(b, ρ)| |−(a−1)/2. (2)
Alors θU(ψ) est par restriction l’action θU (ψ
′) e´tendue canoniquement a` l’induite de droite.
On montre par exemple (ii) ; on utilise l’inclusion de π(ψ′) dans 5.3 (1) (ou` on remplace ψ par
ψ′)) ; on remarque que ψ1imp = (ψ
′)1imp d’ou` avec l’hypothe`se de (2) une inclusion
π(ψ) →֒ Sp(b, ρ)| |(a−1)/2 ×
(
×k≥1/2 ×(ρ′,a′,b′)∈Jord(ψ′);(a′−1)/2−k∈Z≥0 Sp(ρ
′, b′)| |k
)
× π(ψ1imp)
×
(
×k≥1/2 ×(ρ′,a′,b′)∈Jord(ψ′);(a′−1)/2−k∈Z≥0 Sp(b
′, ρ)| |−k
)
× Sp(b, ρ)| |−(a−1)/2. (3)
Cette inclusion ressemble a` l’inclusion 5.3 (1) pour π(ψ) a` ceci pre`s que Sp(b, ρ)| |(a−1)/2 et Sp(b, ρ)| |−(a−1)/2
ne sont pas a` leur bonne place. On sait quand meˆme que π(ψ) intervient avec multiplicite´ exactement
1 en tant que sous-quotient a` la fois dans (3) et dans 5.3 (1). On construit un entrelacement de (3)
vers 5.3 (1), en remplac¸ant d’abord Sp(b, ρ)(a−1)/2 par Sp(b, ρ)| |(a−1)/2+s et Sp(b, ρ)| |−(a−1)/2 par
Sp(b, ρ)| |−(a−1)/2−s ; pour cela on prend un ope´rateur d’entrelacement standard qui de´pend me´ro-
morphiquement de s. On le note M(s) et on le multiplie par une fonction me´romorphe de s de sorte
qu’il deviennent holomorphe non nul en s = 0. On note M0 la valeur de cet ope´rateur en s = 0.
Comme π(ψ) est l’unique sous-module irre´ductible de 5.3 (1), l’image de M0 contient π(ψ) et envoie
donc π(ψ) le sous-module de (3) sur π(ψ) le sous-module de 5.3 (1). Il est facile de ve´rifier que M0
entrelace l’action de θ sur (3) qui prolonge canoniquement une action fixe´e de θ sur π(ψ1imp) en l’action
de θ sur (1) qui prolonge canoniquement cette meˆme action. D’ou` l’assertion de (ii).
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5.5 Comparaison des normalisations
5.5.1 Le cas ou` |Jord(ψ)| = 1
Lemme. Supposons que Jord(ψ) a un seul e´le´ment (ρ, a, b) ; dans ce cas θW (ψ) = θU(ψ).
Si inf(a, b) = 1 cela re´sulte des de´finitions. On de´montre l’assertion par re´currence. Supposons
donc que inf(a, b) > 1. On a une inclusion π((ρ, a, b)) →֒
St(a, ρ)| |−(b−1)/2 × π(ρ, a, b− 2)× St(a, ρ)| |(b−1)/2
qui d’apre`s 5.4 entrelace θW ((ρ, a, b)) et le prolongement canonique de θW ((ρ, a, b − 2)). L’hypothe`se
de re´currence dit que θW ((ρ, a, b−2)) = θU ((ρ, a, b−2)). On a encore une inclusion : π((ρ, a, b−2)) →֒
Sp(b− 2, ρ)| |(a−1)/2 × π((ρ, a− 2, b− 2))× Sp(b− 2, ρ)| |−(a−1)/2 .
D’apre`s 5.4 cette inclusion entrelace θU((ρ, a, b−2)) et le prolongement canonique de θU ((ρ, a−2, b−2)).
D’ou` une inclusion π((ρ, a, b)) →֒
St(a, ρ)| |−(b−1)/2×Sp(b−2, ρ)| |(a−1)/2×π((ρ, a−2, b−2))×Sp(b−2, ρ)| |−(a−1)/2×St(a, ρ)| |(b−1)/2, (4)
qui entrelace θW ((ρ, a, b)) avec le prolongement canonique de θU ((ρ, a − 2, b − 2)). En travaillant
syme´triquement, on montre une inclusion π((ρ, a, b)) →֒
Sp(b, ρ)| |(a−1)/2×St(a−2, ρ)| |−(b−1)/2×π((ρ, a−2, b−2))×St(a−2, ρ)| |(b−1)/2×Sp(b, ρ)| |−(a−1)/2 (5)
qui entrelace θU((ρ, a, b)) avec le prolongement canonique de θW (ρ, a− 2, b− 2) ; si (a− 2)(b− 2) = 0
cette action est l’action triviale. Par re´currence on sait encore que θU ((ρ, a − 2, b − 2)) = θW ((ρ, a −
2, b− 2)). On remarque que St(a, ρ)−(b−1)/2 →֒ ρ| |(a−b)/2 × St(a− 2, ρ)−(b−1)/2 × ρ| |−(a+b)/2+1 et que
Sp(b, ρ)| |(a−1)/2 →֒ ρ| |(a−b)/2×Sp(b−2, ρ)| |(a−1)/2×ρ| |(a+b)/2−1. L’induite St(a−2, ρ)| |−(b−1)/2 est un
sous-module de l’induite ×ℓ∈[(a−b)/2−1,−(a+b)/2+2ρ| |
ℓ tandis que Sp(b−2, ρ)| |(a−1)/2 est un sous-module
de l’induite ×ℓ∈[(a−b)/2+1,(a+b)/2−2]ρ| |
ℓ. D’ou` les isomorphismes (cf. la preuve de 1.12) :
ρ| |(a+b)/2−1 × St(a− 2, ρ)| |−(b−1)/2 ≃ St(a− 2, ρ)| |−(b−1)/2 × ρ| |(a+b)/2−1;
ρ| |−(a+b)/2+1 × Sp(b− 2, ρ)| |(a−1)/2 ≃ Sp(b− 2, ρ)| |(a−1)/2 × ρ| |−(a+b)/2+1;
St(a− 2, ρ)−(b−1)/2 × Sp(b− 2, ρ)| |(a−1)/2 ≃ Sp(b− 2, ρ)| |(a−1)/2 × St(a− 2, ρ)−(b−1)/2.
On peut donc remplacer (5) par l’inclusion π((ρ, a, b)) →֒
ρ| |(a−b)/2 × Sp(b− 2, ρ)| |(a−1)/2 × St(a− 2, ρ)| |−(b−1)/2 × ρ| |(a+b)/2−1 × π((ρ, a− 2, b− 2))
×ρ| |−(a+b)/2+1 × St(a− 2, ρ)| |(b−1)/2 × Sp(b− 2, ρ)| |−(a−1)/2 × ρ| |−(a−b)/2 (5)′
et remplacer (4) par l’inclusion π((ρ, a, b)) →֒
ρ| |(a−b)/2 × St(a− 2, ρ)| |(b−1)/2 × Sp(b− 2, ρ)| |−(a−1)/2 × ρ| |−(a+b)/2+1 × π((ρ, a − 2, b− 2))
×ρ| |(a+b)/2−1 × Sp(b− 2, ρ)| |(b−1)/2 × St(a− 2, ρ)| |−(a−1)/2 × ρ| |−(a−b)/2. (4)′
Et ces inclusions entrelacent pour (4)′, θW ((ρ, a, b)) avec le prolongement canonique de θ((ρ, a−2, b−2))
et pour (5)′, θU ((ρ, a, b)) avec le prolongement canonique de θ((ρ, a−2, b−2)). On peut encore e´changer
dans (4)′ St(a− 2, ρ)| |−(b−1)/2 ×Sp(b− 2, ρ)| |(a−1)/2 en Sp(b− 2, ρ)| |(a−1)/2 ×St(a− 2, ρ)| |−(b−1)/2 et
dualement Sp(b, ρ)| |−(a−1)/2 ×St(a− 2, ρ)| |(b−1)/2 en St(a− 2, ρ)| |(b−1)/2 ×Sp(b− 2, ρ)| |−(a−1)/2 puis
remarquer que ρ| |(a+b)/2−1×π((ρ, a−2, b−2))×ρ| |−(a+b)/2+1 est irre´ductible ; cela re´sulte de ce que les
repre´sentations ρ| |ℓ dans le support cuspidal de π((ρ, a−2, b−2)) ve´rifient (a+b)/2−1−ℓ > 1. On peut
donc encore e´changer et transformer le deuxie`me membre de (4)′en celui de (5)′par des entrelacements
qui entrelacent les prolongements canoniques de θ((ρ, a−2, b−2)) (cf. 1.9). Pour pouvoir conclure que
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θW ((ρ, a, b)) = θU ((ρ, a, b)), il faut encore remarquer que (5)
′admet π((ρ, a, b)) comme sous-module
irre´ductible avec multiplicite´ 1 ; supposons qu’il existe une inclusion de Π := π((ρ, a, b)) ⊕ π((ρ, a, b))
dans le deuxie`me membre de (5)′. On reprend les arguments en sens inverse ; on e´crit une suite exacte :
0→ Sp(b, ρ)| |(a−1)/2 × St(a− 2, ρ)| |−(b−1)/2 →
ρ| |(a−b)/2 × Sp(b− 2, ρ)| |(a−1)/2 × St(a− 2, ρ)| |−(b−1)/2 × ρ| |(a+b)/2−1
→ τ → 0,
ce qui de´finit τ . On ve´rifie qu’il existe x 6= (a − b)/2 tel que Jacxτ 6= 0. On conside`re l’image de Π
dans
τ × π((ρ, a − 2, b− 2))× ρ| |−(a+b)/2+1 × St(a− 2, ρ)| |(b−1)/2 × Sp(b− 2, ρ)| |−(a−1)/2 × ρ| |−(a−b)/2.
Si elle e´tait non nulle, pour un x comme ci-dessus, on aurait Jacxπ((ρ, a, b)) 6= 0, ce qui est impossible.
On montre de fac¸on analogue que Π doit eˆtre inclus dans
Sp(b, ρ)| |(a−1)/2 ×St(a− 2, ρ)| |−(b−1)/2×π((ρ, a− 2, b− 2))×St(a− 2, ρ)| |(b−1)/2 ×Sp(b, ρ)| |−(a−1)/2.
Un calcul de module de Jacquet maintenant imme´diat montre que cette induite n’a qu’un unique
sous-module irre´ductible. D’ou` a fortiori notre assertion qui termine la preuve.
5.5.2 Action de θ et ope´rateurs d’entrelacement normalise´s 1.
Pour pouvoir comparer les actions θW (ψ) et θU (ψ) on va les comparer a` des actions obtenues avec
des ope´rateurs d’entrelacement normalise´s et on va montrer que le signe dont diffe`rent ces 2 actions
est un quotient de facteurs de normalisation.
D’une fac¸on tre`s ge´ne´rale, soit δ, δ′ des repre´sentations θ-invariantes ; on conside`re un ope´rateur
d’entrelacement, pour s ∈ C voisin de 0 :
N(s) : δ| |s × δ′ → δ′ × δ| |s,
de´pendant me´romorphiquement de s ; exactement on note M(s) l’ope´rateur d’entrelacement standard
(cf. 1.6) et on suppose qu’il existe une fonction me´romorphe de s, r(s) tel que N(s) soit l’ope´rateur
r(s)M(s). On suppose que N(s) est holomorphe en s = 0. On suppose aussi que δ et δ′ sont munis
d’une action de θ, note´e θδ et θδ′ . On peut alors de´finir une action de θ sur l’induite δ × δ
′, en posant
pour toute section f a` valeurs dans δ ⊗ δ′ et pour tout e´le´ment g du groupe :
θ.f(g) := (θδ ⊗ θδ′ ◦ inv)(N(0)f)(θ(g)) =: (Θ ◦N(0))f (1)
ou` inv est l’e´change δ′ ⊗ δ dans δ ⊗ δ′. Pour que θ2.f soit e´gal a` 1, il faut que l’on ait(
(Θ ◦N(−s) ◦Θ) ◦N(s)
)
s=0
= 1.
Pour Re(−s) >> 0, on ve´rifie que pour l’ope´rateur d’entrelacement standard Θ ◦ M(−s) ◦ Θ est
l’ope´rateur d’entrelacement standard :
M ′(−s) : δ′ × δ| |s → δ| |s × δ′;
cela se fait en e´crivant explicitement l’inte´grale. La condition devient donc(
r(s)r(−s)M ′(−s)M(s)
)
s=0
= 1.
Quand on repre´sente l’induite δ| |s× δ′ dans un espace inde´pendant de s, le produitM ′(−s)◦M(s) est
une homothe´tie avec un coefficient qui est une fonction me´romorphe de s, c(s) :=M ′(−s)◦M(s).Pour
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avoir une action de θ avec la de´finition ci-dessus, suffit donc que r(s)r(−s) = c(s)−1. Des choix de r(s),
plusieurs sont possibles ; on conside`re d’abord celui sugge´re´ par Langlands et calcule´ explicitement par
Shahidi [23], a` ceci pre`s que l’on modifiera les facteurs ǫ. On pose donc :
NL(s) := E(δ, δ
′, s)L(δ × δ′, s)/L(δ × δ′, 1 + s),
ou` E(s) :=
∏
τ,τ ′ ǫ(τ × τ
′, s) ; dans ce produit τ parcourt l’ensemble des repre´sentations cuspidales
formant le support cuspidale de δ et τ ′ parcourt l’ensemble analogue pour δ′.
On applique cela a` π(ψ) de la fac¸on suivante : on fixe (ρ, a, b) ∈ Jord(ψ) tel que b soit maximum.
On note ψ′ le morphisme qui se de´duit de ψ en enlevant ce triplet ; on a de´ja` de´fini π((ρ, a, b)) et on
a l’isomorphisme :
π(ψ) = π((ρ, a, b)) × π(ψ′).
On a de´montre´ en [21] un certain nombre de proprie´te´s pour les ope´rateurs d’entrelacement normalise´s
a` la Langlands-Shahidi :
NL(s) : π(ρ, a, b)| |
s × π(ψ′)→ π(ψ′)× π(ρ, a, b)| |s.
La premie`re proprie´te´ est une formule de produit ; par exemple quand on inclut π(ρ, a, b) dans
St(a, ρ)(b−1)/2 × π(ρ, a − 2, b − 2) × St(a, ρ)−(b−1)/2, NL(s) est un produit, ici, de 3 ope´rateurs d’en-
trelacements normalise´s a` la Langlands-Shahidi. C’est facile car cela re´sulte uniquement la formule
de produit e´vidente pour les facteurs de normalisations introduits. On utilisera aussi la formule de
produit suivant la de´composition π(ψ′) = ×(ρ′,a′,b′)∈Jord(ψ′)π(ρ
′, a′, b′).
La deuxie`me proprie´te´ est nettement plus difficile ; on dit en suivant [21] que deux repre´sentations
π(ρ, a, b)| |s (s re´el) et π(ρ′, a′, b′) sont lie´es si ρ = ρ′ et
|(a− a′)/2| + |(b− b′)/2| < |s| ≤ (a+ a′ + b+ b′)/2 − 1.
C’est une ge´ne´ralisation de la notion de segments lie´s introduite par Zelevinsky, condition qui est
naturelle quand on travaille avec les composantes locales des formes automorphes de carre´ inte´grables
re´siduelles des groupes GL.
Et la proprie´te´ est que l’ope´rateur d’entrelacement :
NL((ρ, a, b), (ρ
′, a′, b′), s) : π(ρ, a, b)| |s × π(ρ′, a′, b′)→ π(ρ′, a′, b′)× π(ρ, a, b)| |s
est holomorphe en tout point s re´el tel que π(ρ, a, b)| |s et π(ρ′, a′, b′) ne sont pas lie´s.
On admet que l’on sait de´finir par re´currence une action θL(ψ
′) sur π(ψ′) et on pose
θL(ψ) :=
(
(θ(ρ, a, b) ⊗ θL(ψ
′)) ◦ inv
)
◦NL(0).
La proprie´te´ de multiplicativite´ des ope´rateurs d’entrelacement normalise´s montre que θL(ψ) est
inde´pendant du choix de (ρ, a, b) ∈ Jord(ψ).
On suppose ici que b ≥ 2 et on construit les morphismes suivants, les inclusions sont naturelles et
les fle`ches sont les ope´rateurs d’entrelacement normalise´s a` la Langlands-Shahidi :
π(ρ, a, b)| |s × π(ψ′) →֒ St(a, ρ)−(b−1)/2+s × π(ρ, a, b− 1)| |1/2+s × π(ψ′)→ (1)
St(a, ρ)| |−(b−1)/2+s × π(ψ′)× π(ρ, a, b − 1)| |s+1/2 →֒
St(a, ρ)| |−(b−1)/2+s × π(ψ′)× π(ρ, a, b− 2)| |s × St(a, ρ)| |(b−1)/2+s (2)
→ St(a, ρ)| |−(b−1)/2+s × π(ρ, a, b− 2)| |s × π(ψ′)× St(a, ρ)| |(b−1)/2+s. (3)
L’ope´rateur d’entrelacement de´fini entre (2) et (3) est holormophe en s = 0 car pour tout (ρ, a′, b′) ∈
Jord(ψ′), |(a− a′)/2|+ |(b− 1− b′)/2| ≥ 1/2 sauf a priori si a = a′ et b′ = b+ 1 mais la diffe´rence de
parite´ suffit alors a` l’holomorphie. L’ope´rateur qui passe de (2) a` (3) est aussi holomorphe en s = 0 ;
on construit donc une application avec des ope´rateurs d’entrelacement normalise´s
nL(0) : π(ρ, a, b) × π(ψ
′)→ St(a, ρ)−(b−1)/2 × π(ρ, a, b − 2)× π(ψ′)× St(a, ρ)(b−1)/2;
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cette application est certainement non nulle car tous les ope´rateurs d’entrelacement utilise´s sont in-
versibles (condition de non liaison qui ne de´pend que de |s|).
Lemme. L’ope´rateur nL(0) entrelace θL(ψ) avec le prolongement canonique de θL(ψ
′, (ρ, a, b−2)).
En tant qu’ope´rateur me´romorphe nL(s) co¨ıncide avec l’ope´rateur d’entrelacement normalise´ a` la
Langlands-Shahidi :
π(ρ, a, b)| |s × π(ψ′) →֒ St(a, ρ)| |(b−1)/2+s × π(ρ, a, b − 2)| |s × St(a, ρ)| |(b−1)/2 × π(ψ′)→ (4)
St(a, ρ)| |−(b−1)/2+s × π(ρ, a, b − 2)| |s × π(ψ′)× St(a, ρ)| |(b−1)/2+s (5)
On note θ+L (ψ
′, (ρ, a, b − 2)) le prolongement canonique de θL(ψ
′, (ρ, a, b − 2) ; il s’obtient comme la
valeur en s = 0 du compose´ de l’ope´rateur d’entrelacement normalise´ qui e´change les 2 facteurs de
π(ρ, a, b − 2)| |s × π(ψ′) compose´ avec l’action naturelle de θ sur l’induite
St(a, ρ)| |−(b−1)/2+s × π(ψ′)× π(ρ, a, b− 2)| |s × St(a, ρ)| |(b−1)/2+s →
St(a, ρ)| |−(b−1)/2−s × π(ρ, a, b− 2)| |s × π(ψ′)× St(a, ρ)| |(b−1)/2−s.
On note θ+L (ψ
′, (ρ, a, b − 2), s) cet ope´rateur.
Pour appliquer d’abord θL(ψ), il faut re´aliser θL(ψ) comme la valeur en s = 0 de l’action naturelle
de θ : π(ρ, a, b)| |s×π(ψ′) dans π(ψ′)×π(ρ, a, b)−s compose´e avec l’ope´rateur d’entrelacement normalise´
de π(ψ′)×π(ρ, a, b)−s dans π(ρ, a, b)| |−s×π(ψ′) ; ope´rateur que l’on note θL(ψ, s). Ensuite on applique
nL(−s) et on montre alors facilement l’e´galite´ d’ope´rateurs me´romorphes :
θ+L (ψ
′, (ρ, a, b − 2), s) ◦ nL(s) = nL(−s) ◦ θL(ψ, s).
En faisant s = 0, on obtient l’assertion.
Corollaire. L’inclusion de Langlands de 5.2 (1) entrelace θL(ψ) et le prolongement canonique de
θL(ψ
2
imp).
C’est un corollaire imme´diat. Remarquons qu’il n’y a pas d’espoir d’avoir une e´galite´ entre θL(ψ)
et θW (ψ) car θL(ψ) de´pend de E(s) (cf ci-dessus) qu’on a fixe´ sans pre´caution. Pre´cise´ment, il semble
que l’on puisse toujours tre`s raisonablement remplacer NL(s) par −NL(s) ce qui e´videmment change
θL en son oppose´. On cherche a` calculer θW (ψ)/θU (ψ) et on va le re´aliser a` l’aide de quotients de
facteurs de normalisation ou` E(s) ne jouera plus de roˆle ; les seuls termes qui compteront seront les
fonctions L qui ne de´pendent d’aucun choix.
5.5.3 Action de θ et ope´rateurs d’entrelacement normalise´s 2.
Ce que l’on a fait ci-dessus avec la normalisation de Langlands-Shahidi peut se faire en remplac¸ant
les repre´sentations de Steinberg par les repre´sentations de Speh. On va le faire explicitement. Rappelons
la valeur du facteur de normalisation pour l’entrelacement entre 2 blocs :
NL(s) : π(ρ, a, b)
s × π(ρ′, a′, b′)→ π(ρ′, a′, b′)× π(ρ, a, b)| |s.
On n’a pas besoin de la valeur de E(s) introduite dans 5.5.2, pour rL(s) tel que rL(s)NL(s) soit
l’ope´rateur d’entrelacement standard :
rL(s) = E(s)
∏
j ∈ [−(b− 1)/2, (b − 1)/2],
j′ ∈ [−(b′ − 1)/2, (b′ − 1)/2]
L(ρ×ρ′, j+j′+|(a−a′)/2|+s)/L(ρ×ρ′, j+j′+(a+a′)/2+s).
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On pose, a priori, pour le meˆme E(s) :
rS(s) := E(s)
∏
i ∈ [(a− 1)/2,−(a − 1)/2],
i′ ∈ [(a′ − 1)/2,−(a′ − 1)/2]
L(ρ×ρ′, i+i′+|(b−b′)/2|−s)/L(ρ×ρ′, i+i′+(b+b′)/2−s).
Cela permet de poser NS(s) := rS(s)
−1M(s), ou` M(s) est encore l’ope´rateur d’entrelacement nor-
malise´. Et on ge´ne´ralise a` plusieurs blocs en composant les ope´rateurs.
Remarque. Pour ρ et ρ′ des repre´sentations cuspidales autoduales irre´ductibles, le quotient
rL(s)/rS(s) est holormophe en s = 0 ; en ce point il vaut 1 si ρ 6≃ ρ
′ et vaut le signe (−1)inf(a,a
′)inf(b,b′)
si ρ ≃ ρ′. Plus ge´ne´ralement ce quotient est holomorphe en tout point s tel que les repre´sentations
π(ρ, a, b)| |s et π(ρ′, a′, b′) ne sont pas lie´es.
On pose a+ = sup(a, a
′), a− = inf(a, a
′), b+ = sup(b, b
′), b− = inf(b, b
′). On re´crit
∏
j∈[−(b−1)/2,(b−1)/2],j′∈[−(b′−1)/2,(b′−1)/2]
L(ρ× ρ′, j + j′ + |(a− a′)/2| + s)
L(ρ× ρ′, j + j′ + (a+ a′)/2 + s)
=
∏
k′ ∈ [−(b+ − 1)/2, (b+ − 1)/2]
k ∈ [−(b− − 1)/2, (b− − 1)/2];
ℓ ∈ [(a− − 1)/2,−(a− − 1)/2]
L(ρ× ρ′, k + k′ + (a+ − 1)/2 + ℓ+ s)
L(ρ× ρ′, k + k′ + (a+ − 1)/2 + ℓ+ 1 + s)
=
=
∏
k ∈ [(b− − 1)/2,−(b− − 1)/2],
ℓ ∈ [(a− − 1)/2,−(a− − 1)/2]
L(ρ× ρ′, k + ℓ+ (a+ − 1)/2− (b+ − 1)/2 + s)
L(ρ× ρ′, k + ℓ+ (a+ − 1)/2 + (b+ − 1)/2 + 1 + s)
.
De fac¸on analogue, on obtient :
∏
i ∈ [(a− 1)/2,−(a − 1)/2]
i′ ∈ [(a′ − 1)/2,−(a′ − 1)/2]
L(ρ× ρ′, i+ i′ + |(b− b′)/2| − s)
L(ρ× ρ′, i+ i′ + (b+ b′)/2 − s)
=
∏
k ∈ [(b− − 1)/2,−(b− − 1)/2]
ℓ ∈ [(a− − 1)/2,−(a− − 1)/2]
L(ρ× ρ′, k + ℓ+ (b+ − 1)/2 − (a+ − 1)/2 − s)
L(ρ× ρ′, k + ℓ+ (a+ − 1)/2 + (b+ − 1)/2 + 1− s)
.
Le seul cas ou` les fonctions L ne valent pas identiquement 1 et celui ou` ρ′ = χ ⊗ ρ avec χ est un
caracte`re non ramifie´ de F ∗, y compris, e´videmment le carate`re trivial. En particulier ρ et ρ′ sont des
repre´sentations d’un meˆme groupe GL(d, F ).
Pour ce cas, on revient a` la formule explicite pour L(ρ × ρ′, s) donne´e par Shahidi ?? ; le produit
porte sur tous les caracte`res non ramifie´s τ de F ∗ vus comme caracte`res de GL(d, F ) via le de´terminant
tels que ρ ≃ τ ⊗ ρ′ et ω est une uniformisante :
L(ρ× ρ′, s) =
∏
τ
(1− τ(ω)q−s)−1.
On note M l’ordre du groupe des carace`res non ramifie´s, τ ′ tel que ρ ≃ τ ′ ⊗ ρ et on a encore :
L(ρ× ρ′, s) = (1− ζρ,ρ′q
−Ms) ou` ζρ,ρ′ = +1 si ρ = ρ
′ et −1 sinon.
Or pour tout k, ℓ
L(ρ×ρ′, k+ℓ+(b+−1)/2−(a+−1)/2−s) = −ζρ,ρ′q
Msχ(L(ρ×ρ′,−k−ℓ+(a+−1)/2−(b+−1)/2+s)
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pour M convenable (ne de´pendant d’ailleurs que de ρ). On remarque que le produit porte sur des
ensembles syme´triques par rapport a` 0. Ainsi, pour m convenable
rL(s)/rS(s) = (−ζρ,ρ′)
a−b−qms
∏
k,ℓ
L(ρ× ρ′, k+ ℓ+(a++ b+)/2− s)/L(ρ× ρ
′, k+ ℓ+ (a++ b+)/2+ s),
ou` k, ℓ varient comme ci-dessus. Il suffit de de´montrer qu’en s = 0 et plus ge´ne´ralement en tout point
s satisfaisant :
|s| ≤ (a+ − a−)/2 + (b+ − b−)/2 ou (a+ + a− + b+ + b−)/2− 1 < |s|
nume´rateur et de´nominateur sont holomorphes. Or on a, pour tout k, ℓ comme ci-dessus :
k + ℓ+ (a+ + b+)/2 ≤ (b− − 1)/2 + (a− − 1)/2 + (a+ + b+)/2 = (a+ + a− + b+ + b−)/2 − 1
k + ℓ+ (a+ + b+)/2 ≥ −(b− − 1)/2 − (a− − 1)/2 + (a+ − 1)/2 + (b+ + 1)/2 + 1 =
(a+ − a−)/2 + (b+ − b−)/2 + 1 > (a+ − a−)/2 + (b+ − b−)/2.
Cela prouve l’holomorphie pour les valeurs de s fixe´es, puisque L(ρ × ρ′, s′) est holomorphe non nul
en tout s′ re´el tel que s′ 6= 0.
Corollaire. Les ope´rateurs NS(s) ont les meˆmes proprie´te´s de multiplicativite´ et d’holomorphie
que les ope´rateurs NL(s) quand on remplace Steinberg par Speh .
La premie`re assertion re´sulte de la construction meˆme et la deuxie`me du lemme ci-dessus.
On de´finit alors θS(ψ) comme on a de´fini θL(ψ) en remplac¸ant NL(s) parNS(s) et on a le corollaire :
Corollaire. L’inclusion de π(ψ) dans 5.3 (1) entrelace θS(ψ) avec le prolongement canonique de
θS(ψ
1
imp).
5.5.4 Calcul de θW (ψ)/θU (ψ).
On a de´fini les facteurs de normalisations rL(s), rS(s) ; ils de´pendent de ψ et ici on met ψ dans la
de´finition. Et on pose a(ψ) :=
(
rL(ψ)(s)/rS(ψ)(s)
)
s=0
. Pour e´viter toute ambigu¨ıte´, on pre´cise que
quand on somme sur les couples de triplets ((ρ, a, b), (ρ′, a′, b′)) ∈ Jord(ψ), on regarde ces couples avec
leur ordre, c’est-a`-dire qu’un tel couple est diffe´rent de ((ρ′, a′, b′), (ρ, a, b)) mais on supposera toujours
(ρ, a, b) est diffe´rent de (ρ, a′, b′) ; c’est pour cela que beaucoup de somme sont affecte´es du coefficient
1/2. Il y a encore une autre ambigu¨ıte´ qui vient du fait que Jord(ψ) peut avoir de la multiplicite´ ;
il faut en tenir compte, c’est-a`-dire qu’un couple ((ρ, a, b), (ρ′, a′, b′)) vient dans les formules avec la
multiplicite´ produit de la multiplicite´ de (ρ, a, b) dans Jord(ψ) avec la multiplicite´ de (ρ′, a′, b′) dans
Jord(ψ).
The´ore`me. L’action θW (ψ) diffe`re de θU (ψ) par le signe a(ψ)a(ψ
1
imp)a(ψ
2
imp)a(ψimp,imp). Ex-
plicitement ce signe vaut : (−1)1/2
∑
(ρ,a,b),(ρ,a′,b′)∈Jord(ψ) inf(a,a
′)(1+sup(a,a′))inf(b,b′)(1+sup(b,b′)).
On reprend 5.2 (5) ; pour des bonnes repre´sentations σ, τ , ou` σ est un produit de repre´sentations de
Steinberg tordues par des caracte`res ne´gatifs et τ un produit de cuspidales tordues par des caracte`res
positifs et que l’on voit donc comme des repre´sentations de Speh tordues par des caracte`res positifs,
on a des inclusions :
π(ψ) →֒ σ × π(ψ2imp)×
θσ →֒ σ × τ × π(ψimp,imp)×
θτ × θσ.
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L’action θW (ψ) est la restriction a` ψ du prolongement canonique de l’action de θ sur π(ψimp,imp) qui
agit naturellement sur l’espace des fonctionnelles de Whittaker pour le caracte`re additif fixe´. On note
θf cette action de θ sur π(ψimp,imp).
La dernie`re inclusion entrelace le prolongement canonique de θS(ψ
2
imp) avec le prolongement canon-
ique de θS(ψimp,imp) tandis que la premie`re inclusion entrelace le prolongement canonique de θL(ψ
2
imp)
avec θL(ψ). Posons c2 := θf/θS(ψimp,imp). Ainsi le prolongement canonique de θf se restreint en
c2 fois le prolongement canonique de θS(ψ
2
imp) sur l’induite du milieu et donc par de´finition de
a(ψ2imp) en c2a(ψ
2
imp) fois le prolongement canonique de θL(ψ
2
imp). Ainsi θW (ψ) diffe`re de θL(ψ) par
le signe c2a(ψ
2
imp). On proce`de de fac¸on analogue avec les normalisations unipotentes. On pose c1
le signe θf/θL(ψimp,imp) et on voit que θU(ψ) diffe`re de θS(ψ) par le signe c1a(ψ
1
imp). Par de´finition
c1c2 = a(ψimp,imp) et on obtient donc :
θW (ψ)/θU (ψ) = c2a(ψ
2
imp)c1a(ψ
1
imp)θL(ψ)/θS(ψ) = a(ψimp,imp)a(ψ
1
imp)a(ψ
2
imp)a(ψ).
C’est la premie`re assertion du the´ore`me. Passons au calcul explicite. On rappelle que
a(ψ) = (−1)
∑
(ρ,a,b),(ρ,a′,b′)∈Jord(ψ) inf(a,a
′)inf(b,b′).
On a un calcul analogue pour les autres a(?) ; pour a(ψ1imp) il faut conside´rer Jord(ψ
1
imp) c’est-a`-dire
uniquement les couples (ρ, a, b), (ρ, a′, b′) tel que inf(a, a′) et sup(a, a′) sont impairs et la contribution
d’un tel couple est (−1)inf(b,b
′). Pour conside´rer tous les couples, il suffit de prendre comme contribution
(−1)inf(a,a
′)sup(a,a′)inf(b,b′). On proce´de de fac¸on analogue pour ψ2imp ; ψimp,imp la contribution ne vient
que des couples (ρ, a, b), (ρ, a′, b′) tel que a, a′, b, b′ sont impairs et la contribution est (−1), on peut
donc l’e´crire, en conside´rant tous les couples, sous la forme (−1)inf(a,a
′)sup(a,a′)inf(b,b′)sup(b,b′), on trouve
le signe (−1)x ou`
x =
∑
(ρ,a,b),(ρ,a′,b′)∈Jord(ψ)
inf(a, a′)inf(b, b′) + inf(a, a′)inf(b, b′)sup(b, b′)+
+inf(b, b′)inf(a, a′)sup(b, b′) + inf(a, a′)sup(a, a′)inf(b, b′)sup(b, b′) =
=
∑
(ρ,a,b),(ρ,a′,b′)∈Jord(ψ)
inf(a, a′)(1 + sup(a, a′))inf(b, b′)(1 + sup(b, b′)).
C’est le re´sultat annonce´.
5.6 Comparaison avec notre normalisation de l’action de θ
Dans ce travail, nous avons de´fini une normalisation adhoc pour l’action de θ. Elle s’exprime comme
un me´lange de θW et θU ; au lieu de plonger WF dans la premie`re ou` la deuxie`me copie de SL(2,C), on
choisit la copie en fonction de (ρ, a, b) et plus pre´cise´ment en fonction du signe de a− b. L’ordre dans
lequel on effectue les ope´rations est important pour les ψ e´le´mentaires meˆme de restriction discre`te a`
la diagonale (c’est -a`-dire tel que pour tout (ρ, a, b) ∈ Jord(ψ), inf(a, b) = 1). Ensuite, nous sommes
passe´s des ψ e´le´mentaires aux ψ de restriction discre`te a` la diagonale sans rajouter de choix . Le choix
redevient crucial quand on traite le cas des ψ ge´ne´raux. Il y a toutefois une astuce simple pour ne pas
recommencer les calculs.
On pose Z(ψ) l’ensemble des couples ordonne´s ((ρ, a, b), (ρ, a′ , b′)) ∈ Jord(ψ) tels que sup(b, b′) et
sup(a, a′) sont pairs tandis que inf(b, b′) et inf(a, a′) sont impairs ; on remarque imme´diatement que
ces conditions excluent la possibilite´ (ρ, a, b) = (ρ′, a′, b′). On pose aussi
ZW (ψ) := {(ρ, a, b), (ρ, a
′ , b′) ∈ Z(ψ); a+a′ < b+b′, ou a−b = a′−b′ 6= 0 et ζ(a+b)+ζ ′(a′+b′) < 0},
ou` ζ est le signe de a− b et ζ ′ celui de a′ − b′. On pose alors
ZU (ψ) = Z(ψ) \ ZW =
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{(ρ, a, b), (ρ, a′, b′) ∈ Z(ψ); a + a′ > b+ b′, ou a− b = b′ − a′ = 0,
ou a− b = b′ − a′ 6= 0, ζ(a+ b) + ζ ′(a′ + b′) ≥ 0}.
Ces 3 ensembles admettent donc une syme´trie (celle qui e´change les 2 e´le´ments des couples) qui n’a
pas de points fixes. Les cardinaux sont donc pairs.
Comme nous en aurons aussi besoin, on peut re´crire ces 2 ensembles en utilisant les quadruplets
(ρ,A,B, ζ), (ρ,A′, B′, ζ ′) plutoˆt que les triplets et cela donne :
ZW (ψ) := {(ρ,A,B, ζ), (ρ,A
′, B′, ζ ′); ζB + ζ ′B′ < 0, ou B = B′ 6= 0, ζζ ′ = −1, ζ(A−A′) < 0};
ZU (ψ) := {(ρ,A,B, ζ), (ρ,A
′, B′, ζ ′); ζB + ζ ′B′ > 0, ou B = B′ = 0,
ou B = B′ 6= 0, ζζ ′ = −1, ζ(A−A′) ≥ 0};
en effet a− b+ a′ − b′ vaut 2 fois ζB + ζ ′B. Quand ζB = −ζ ′B′, on a soit B = B′ = 0 soit BB′ 6= 0
et sous cette dernie`re hypothe`se, ne´cessairement ζζ ′ = −1. Ensuite, on e´crit ζ(a + b) + ζ ′(a′ + b′) =
ζ(2A+ 2) + ζ ′(2A′ + 2) = 2(ζ(A−A′)) si ζζ ′ = −1. D’ou` la re´criture faite.
Pour (ρ, a, b) ∈ Jord(ψ), on e´crit Z(ψ)(ρ,a,b), ZW (ψ)(ρ,a,b), ZU (ψ)(ρ,a,b) l’ensemble des e´le´ments
(ρ, a′, b′) ∈ Jord(ψ) tels que ((ρ, a, b), (ρ, a′ , b′)) soit respectivement dans Z(ψ), ZW (ψ) et ZU (ψ). Il
faut ici remarquer que les conditions de parite´ qui de´finissent Z, entraˆınent que si ((ρ, a, b), (ρ, a′, b′)) ∈
Z alors a′ 6= a et b′ 6= b. En particulier les ensembles que l’on vient de de´finir relativement a` (ρ, a, b)
fixe´ sont des sous-ensembles de Jord(ψ′) ou` ψ′ s’obtient a` partir de ψ en enlevant (ρ, a, b).
The´ore`me. L’action de θ mise sur π(ψ) diffe`re de θW (ψ) par le signe zW (ψ) := (−1)
1/2|ZW (ψ)| et
de θU (ψ) par le signe zU (ψ) := (−1)
1/2|ZU (ψ)|.
Tenant compte du the´ore`me de 5.5.4, il suffit de de´montrer l’une des assertions. On fait d’abord les
remarques suivantes. Soit (ρ, a, b) ∈ Jord(ψ). On note ψ′ le morphisme qui se de´duit de ψ en enlevant
ce triplet.
Que ce soit pour les morphismes ψ e´le´mentaires ou pour ceux de restriction discre`te a` la diagonale,
on a de´fini l’action θ(ψ) sur π(ψ), en pre´cisant un quadruplet (ρ,A,B, ζ) ∈ Jord(ψ) tel que, en notant
ψ′ le morphisme qui se de´duit de ψ en enlevant ce quadruplet, l’action θ(ψ) est le prolongement
canonique, utilisant l’inclusion ci-dessous, de l’action θ(ψ′, (ρ,A−1, B+1, ζ) si A > B et θ(ψ′, (ρ,A−
1, B − 1, ζ)) si A = B 6= 0. Le premier cas est celui de ψ de restriction discre`te a` la diagonale ou` l’on
peut prendre n’importe quel quadruplet (ρ,A,B, ζ) du moment que A > B et le deuxie`me cas est
celui de ψ e´le´mentaire ou` il y a la condition B minimal parmi les (ρ,A′, B′, ζ ′) ve´rifiant B′ 6= 0 et si
Jord(ψ) contient a` la fois (ρ,A,B, ζ = +) et (ρ,A,B, ζ = −) on prend (ρ,A,B, ζ = −). L’inclusion
est, si A > B :
π(ψ) →֒< ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ′, (ρ,A − 1, B + 1, ζ)× < ρ| |ζA, · · · , ρ| |−ζB >; (1)
et si ψ est e´le´mentaire et B > 0
π(ψ) →֒ ρ| |ζB × π(ψ′, (ρ,A − 1 = B − 1, B − 1, ζ)) × ρ| |−ζB. (2)
Remarquons que dans (1), si ζ = +, < ρ| |ζB , · · · , ρ| |−ζA > n’est autre que St(a)| |−(b−1)/2 et si
ζ = − cette repre´sentation est isomorphe a` Sp(b)| |(a−1)/2. D’apre`s 5.4, si ζ = + (resp. ζ = −),
(1) entrelace θW (ψ) (resp. θU (ψ)) et le prolongement canonique de θW (ψ
′, (ρ,A − 1, B + 1, ζ)) (resp.
θU (ψ
′, (ρ,A− 1, B + 1, ζ))). Pour (2), si ζ = + on e´crit ρ| |ζB sous la forme ρ| |(a−1)/2 et (2) entrelace
θU (ψ) avec θU (ψ
′, (ρ,A− 1, B − 1, ζ)) et si ζ = −, ρ| |ζB = ρ| |−(b−1)/2 et l’entrelacement est analogue
en remplac¸ant U par W . On aura donc de´montre´ le the´ore`me par re´currence pour les ψ e´le´mentaires
et les ψ de restriction discre`te a` la diagonale si l’on peut de´montrer les proprie´te´s suivantes :
(3) on suppose que ψ est de restriction discre`te a` la diagonale. Si A > B, Z?(ψ)(ρ,A,B,ζ) =
Z?(ψ
′, (ρ,A − 1, B + 1, ζ))(ρ,A−1,B+1,ζ), ou` ? = W (resp = U) si ζ = + (resp. −) et en particulier
est vide si A = B + 1 (l’ensemble de droite est vide si A = B + 1) ;
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(4) on suppose que ψ est e´le´mentaire et B ≥ 1/2 (avec l’hypothe`se de minimalite´ de´ja` e´crite)
Z?(ψ)(ρ,A,B,ζ) = Z?(ψ
′, (ρ,A − 1, B − 1, ζ))(ρ,A−1,B−1,ζ), ou` ? = U (resp = W ) si ζ = + (resp. −)
(l’ensemble de droite est vide si B = 1/2).
Plus ge´ne´ralement, car on en aura besoin pour le cas ge´ne´ral, on fixe (ρ,A,B, ζ) ou plutoˆt (ρ, a, b) ;
on suppose d’abord que b ≥ 2 ; on remarque que (ρ, a, b− 2) correspond a` (ρ,A− 1, B +1, ζ) si ζ = +
et a` (ρ,A− 1, B − 1, ζ) si ζ = −. Et on montre :
ZW (ψ)(ρ,a,b) est vide si b = 2 et contient ZW (ψ
′, (ρ, a, b − 2))(ρ,a,b−2) sinon, avec e´galite´ sauf s’il
existe (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) tel que
soit B′ 6= 0 et ζB + ζ ′B′ = −1 et ζ ′(A′ −A+ 1) ≥ 0,
soit B′ = B 6= 0, ζζ ′ = − et ζ(A−A′) < 0.
Supposons d’abord que b = 2 ; comme ZW (ψ)(ρ,a,b) est inclus dans Z(ψ)(ρ,a,b) les e´le´ments (ρ, a
′, b′)
de ZW (ψ)(ρ,a,b) ve´rifie certainement inf(b, b
′) est impair et ne peut donc valoir b. Ainsi b = sup(b, b′)
et b′ = inf(b, b′) vaut ne´cessairement 1. D’apre`s les proprie´te´s de ZW , on a a+ a
′ ≤ b+ b′ = 3 et les
conditions de parite´ entraˆınent encore sup(a, a′) = 2, inf(a, a′) = 1. D’ou` a + a′ = b + b′ et il faut
donc ζζ ′ = −1 a− b = b′ − a′ 6= 0. D’ou` encore a = 1 et a′ = 2 mais alors ζ(a+ b) + ζ ′(a′ + b′) vaut 0
et n’est donc pas < 0. D’ou` la premie`re assertion.
Supposons maintenant que b > 2. Il est clair que tout e´le´ment (ρ, a′, b′) ∈ ZW (ψ
′, (ρ, a, b−2))(ρ,a,b−2)
ve´rifie a + a′ ≤ b − 2 + b′ < b + b′ et est donc un e´le´ment de ZW (ψ)(ρ,a,b). Re´ciproquement soit
(ρ, a′, b′) ∈ ZW (ψ)(ρ,a,b). Si a+ a
′ < b+ b′− 2, il est aussi dans ZW (ψ
′, (ρ, a, b− 2))(ρ,a,b−2). Supposons
maintenant que a+ a′ = b+ b′ − 2 ; un tel e´le´ment n’est pas dans ZW (ψ
′, (ρ, a, b − 2)(ρ,a,b−2) si
soit B′ = 0 d’ou` ne´cessairement ζB = −1, mais alors a′ = b′, b = a+ 1 et les conditions de parite´
sur inf(a, a′), inf(b, b′) et sup(a, a′), sup(b, b′) ne peuvent eˆtre satisfaites car 3 de ces nombres ont
meˆme parite´ ;
soit B′ 6= 0 d’ou` ne´cessairement (a − (b − 2)) est du signe −ζ ′ et, pour que cette e´le´ment ne soit
pas dans ZW (ψ
′, (ρ, a, b− 2))(ρ,a,b−1), −ζ
′(a+ b− 2)+ ζ ′(a′+ b′) ≥ 0. Cette dernie`re condition se re´crit
−ζ ′(A−1)+ ζ ′A′ ≥ 0 ou encore ζ ′A′ ≥ ζ ′(A−1) et la condition a+a′ = b+ b′−2 est ζB+ ζ ′B′ = −1.
Il reste a` voir le cas ou` a+a′ = b+b′ et alors ne´cessairement B = B′ 6= 0, ζζ ′ = − et ζ(A−A′) < 0.
Ce sont les conditions de l’assertion.
Utilisons les tout de suite pour de´montrer (3) sous l’hypothe`se ζ = + : l’hypothe`se b ≥ 2 est alors
e´quivalente a` A ≥ B+1 les e´galite´s se correspondant. Ainsi, si A = B+1, on a vu que les 2 ensembles
sont vides. Supposons que A > B + 1. Il n’existe certainement pas (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) avec
B′ = B ; supposons que l’on ait ζB + ζ ′B′ = −1 et ζ ′A′ ≥ ζ ′(A − 1) ; comme ζ = + par hypothe`se,
B + 1 = −ζ ′B′ d’ou` ζ ′ = − et B′ = B +1, A ≥ A′ +1, en particulier [B′, A′] ⊂ [B,A] ce qui est aussi
impossible puisque dans (3), on a suppose´ que ψ est de restriction discre`te a` la diagonale. Cela prouve
(3) sous l’hypothe`se ζ = +.
On de´montre aussi (4) sous les hypothe`ses ζ = − ; l’hypothe`se ζ = − et le fait que ψ est suppose´
e´le´mentaire dans l’e´nonce´ de (4), donnent B = (b − 1)/2. Ainsi le fait que b ≥ 2 est ici e´quivalentea`
B ≥ 1/2 et b > 2 a` B ≥ 1. On a donc imme´diatement l’e´galite´ cherche´e si B = 1/2 puisque
l’ensemble de gauche est vide lui aussi. Supposons donc que B ≥ 1. Comme ψ est e´le´mentaire si
(ρ,A′, B′, ζ ′) ∈ Jord(ψ′) ve´rifie B′ = B, il ve´rifie aussi A′ = A ; il ne geˆne donc pas. Supposons que
ζB + ζ ′B′ = −1, B′ 6= 0 et ζ ′A′ ≥ ζ ′(A − 1) ; cela se traduit par ζ ′B′ = B − 1 d’ou` puisque B′ 6= 0
ne´cessairement ζ ′ = + et B′ = B − 1 ce qui contredit la minimalite´ de B. Il reste encore le cas ou`
B′ = 0, B = 1, c’est-a`-dire (a′, b′) = (1, 1) et (a, b) = (1, 3) mais un tel couple n’est pas dans Zψ pour
des conditions de parite´.
Supposons que a = 2, alors ZU (ψ)(ρ,a,b) = ∅ sauf si b = 2 et (ρ, 1, 1) ∈ Jord(ψ
′) ou b = 1 et
(ρ, 1, 2) ∈ Jord(ψ′).
En effet, soit (ρ, a′, b′) ∈ ZU(ψ)(ρ,a,b). Les conditions de parite´ pour sup(a, a
′) et inf(a, a′) donnent
a = sup(a, a′) = 2 et a′ = inf(a, a′) = 1. Comme a+a′ ≥ b+b′, les conditions de parite´ pour sup(b, b′)
et inf(b, b′) donnent sup(b, b′) = 2 et inf(b, b′) = 1. D’ou` (ρ, a′, b′) vaut soit (ρ, 1, 1) mais alors b = 2
soit vaut (ρ, 1, 2) mais b = 1. Ce sont les cas annonce´s.
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Supposons maintenant que a > 2, et montrons que ZU (ψ)(ρ,a,b) contient ZU (ψ
′, (ρ, a−2, b))(ρ,a−2,b)
avec e´galite´ sauf s’il existe (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) tel que
soit B = B′ = 0
soit B = B′ 6= 0, ζζ ′ = −1 et ζ(A−A′) ≥ 0
soit ζB + ζ ′B′ = 1, B′ 6= 0 et ζ ′(A′ + 1−A) < 0.
Soit (ρ, a′, b′) ∈ ZU (ψ
′, (ρ, a − 2, b))(ρ,a−2,b) ; ne´cessairement b+ b
′ ≤ a− 2 + a′ < a+ a′ et (ρ, a′, b′) ∈
ZU (ψ)(ρ,a,b). Supposons maintenant que (ρ, a
′, b′) ∈ ZU (ψ)(ρ,a,b) ; si b+ b
′ < a− 2 + a′, cet e´le´ment est
dans ZU (ψ
′, (ρ, a−2, b))(ρ,a−2,b) . Supposons que b+ b
′ = a−2+a′ ; cela se retraduit en ζB+ ζ ′B′ = 1.
L’e´le´ment (ρ, a′, b′) est dans ZU (ψ
′, (ρ, a− 2, b)) sauf si B′ 6= 0 et ζ ′′(a− 2 + b) + ζ ′(a′ + b′) < 0, ou` ζ ′′
est le signe de a− 2− b c’est-a`-dire −ζ ′. Cette dernie`re ine´galite´ est donc ζ ′(A′ +1−A) < 0. Reste le
cas a+ a′ = b+ b′, c’est-a`-dire ζB + ζ ′B′ = 0 ; mais on a aussi soit B = B′ = 0 soit B = B′ 6= 0 d’ou`
ζ = −ζ ′ et ζ(A−A′) ≥ 0. Ce sont les conditions annonce´es.
Utilisons-les pour comple´ter la de´monstration de (3). Dans l’e´nonce´, on a comme hypothe`se que
inf(a, b) ≥ 2 puisque A > B et que ψ est de restriction discre`te a` la diagonale. Comme on a de´ja` re´gle´
le cas ou` ζ = +, on suppose que ζ = − et .
Si a = 2, b = 2 on ne peut avoir aussi (ρ, 1, 1) ∈ Jord(ψ) car |2− 2| = |1− 1| et les segments [B,A]
et [B′, A′] contiennent tous les deux 0.
Si a = 2, b = 1 on ne peut avoir a′ = 1, b′ = 2 pour le meˆme argument.
Or a = 2 et e´quivalent a` A = B + 1 et ainsi si a = 2 les deux ensembles de (3) sont vides et on
a l’assertion. On suppose donc que a > 2 et de fac¸on e´quivalente que A > B + 1. L’hypothe`se de
restriction discre`te a` la diagonale assure que si (ρ,A′, B′, ζ ′) ∈ Jord(ψ′), B′ 6= B ; il faut donc voir si
l’on peut avoir ζB + ζ ′B′ = 1, B′ 6= 0 et ζ ′(A′ + 1− A) < 0. Comme ζ = −, on aurait ζ ′B′ = B + 1,
en particulier ζ ′ = +, d’ou` A′ + 1 < A ; d’ou` encore [B′, A′] ⊂ [B,A] ce qui est exclu. D’ou` (3).
Comple´tons maintenant la de´monstration de (4) ; ici ψ est e´le´mentaire et ζ = +. D’ou` B = (a−1)/2.
Supposons d’abord que a = 2 ; ne´cessairement b = 1. Si (ρ, 1, 2) ∈ Jord(ψ′) cela contredirait le choix
minimal fait pour (ρ, a, b) ; pre´cise´ment quand (ρ, c, 1) et (ρ, 1, c) sont dans Jord(ψ) on choisit (ρ, 1, c)
et non (ρ, c, 1). Supposons maintenant que a > 2 d’ou` B ≥ 1. Soit (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) et il faut
ve´rifier qu’il n’est pas dans les exceptions. Puisque B ≥ 1, on n’a certainement pas B = B′ = 0.
Conside´rons le cas ou` B = B′ 6= 0, ζζ ′ = −1 et ζ(A−A′) ≥ 0. Comme ci-dessus, on aurait a′ = 1
et b′ = a ce qui contredit le choix de (ρ, a, b) comme on vient de l’expliquer.
Supposons maintenant que ζB + ζ ′B′ = 1, B′ 6= 0 ; d’ou` ζ ′B′ = B − 1 et la seule possibilite´ e´tant
donne´e l’hypothe`se de minimalite´ sur B est B′ = 0 ce qui a e´te´ exclu. Cela termine la preuve de (4).
Nous avons donc de´montre´ le the´ore`me pour tous les morphismes ψ e´le´mentaires, graˆce a` (4) et
ceux de restriction discre`te a` la diagonale, graˆce a` (3). Il reste a` traiter le cas ge´ne´ral. Ici la proce´dure
est inverse ; on part d’un ψ˜ de restriction discre`te a` la diagonale et on calcule π(ψ) comme module de
Jacquet a` partir de π(ψ˜) et on a mis l’action de θ qui s’en de´duit. Donc on a construit une inclusion :
π(ψ˜) →֒ σ × π(ψ) × θσ, (5)
pour σ convenable et θ(ψ) est tel que θ(ψ˜) est le prolongement canonique de θ(ψ). Donc ici, on a le
re´sultat pour θ(ψ˜) et on veut l’obtenir pour θ(ψ). On le fait en plusieurs e´tapes et on se rame`ne a` la
situation suivante :
il existe (ρ,A,B, ζ) ∈ Jord(ψ˜) avec B ≥ 1 tel que en notant ψ′ le morphisme qui se de´duit de ψ˜ en
enlevant ce bloc, ψ s’obtient a` partir de ψ′ en ajoutant le bloc (ρ,A− 1, B − 1, ζ). Et (ρ,A,B, ζ) a les
proprie´te´s suivantes : pour tout (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) soit B′ < B soit B′ >> A et si B′ = B − 1
alors A− 1 ≥ A′ et si B′ = B − 1, A′ = A− 1 mais ζζ ′ = − alors ζ = +.
Ces proprie´te´s viennent des choix sur l’ordre que nous avons mis. Pour pouvoir utiliser tranquille-
ment les calculs de´ja` faits sans s’embrouiller dans les notations, ou oublie la notation ψ que l’on
remplace par (ψ′, (ρ,A − 1, B − 1, ζ)).
Dans ces conditions dans (5) σ =< ρ| |ζB , · · · , ρ| |ζA > c’est-a`-dire si (ρ, a, b) = (ρ,A,B, ζ) si ζ = +,
σ = Sp(b)| |(a−1)/2 tandis que si ζ = −, σ = St(a)| |−(b−1)/2 et si ζ = + (ρ,A−1, B−1, ζ) = (ρ, a−2, b)
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tandis que si ζ = −, (ρ,A − 1, B − 1, ζ) = (ρ, a, b − 2). Ainsi avec 5.4, (5) entrelace θU (ψ˜) (resp. θW )
et le prolongement canonique de θU (ψ
′, (ρ, a − 2, b) (resp. θW ) si ζ = + (resp. ζ = −).
Supposons que ζ = +. Il faut donc de´montrer que ZU (ψ˜)(ρ,a,b) = ZU (ψ
′, (ρ, a− 2, b))(ρ,a−2,b). On a
suppose´ que B ≥ 1 or (a− 1)/2 ≥ B ≥ 1 d’ou` aussi a > 2. Il faut donc montrer que les exceptions ne
peuvent se produire. Fixons (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) ; on suppose d’abord que B = B′ ; or dans nos
hypothe`ses, soit B′ < B soit B′ >> A ce qui est contradictoire.
On suppose maintenant que ζB + ζ ′B′ = 1, B′ 6= 0 et ζ ′(A′ + 1 − A) < 0. Ceci se retraduit en
B − 1 = −ζ ′B′, B′ 6= 0, d’ou` de´ja` B > 1 et ζ ′ = − et encore A′ > A − 1. Ceci a e´te´ exclu puisque
B′ = B − 1 entraˆıne A′ ≤ A− 1.
Supposons maintenant que ζ = −. On reprend mot pour mot le de´but de la de´monstration ci-
dessus. Il faut ici de´montrer que ZW (ψ˜)(ρ,a,b) = ZW (ψ
′, (ρ, a− 2, b))(ρ,a−2,b). On a suppose´ que B ≥ 1
or (b− 1)/2 ≥ B ≥ 1 d’ou` aussi b > 2. Il faut donc montrer que les exceptions ne peuvent se produire.
Fixons (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) ; supposons d’abord que B′ = B 6= 0, ζζ ′ = − et ζ(A − A′) < 0, ici
c’est B = B′ qui est exclu. Supposons maintenant que ζ ′B′ 6= 0 et ζB+ζ ′B′ = −1 et ζ ′(A′−A+1) ≥ 0.
Comme ζ = − cela donne ζ ′B′ = B − 1, d’ou` encore B > 1 et ζ ′ = +, B′ = B − 1, A′ ≥ A − 1. A
priori on peut avoir A′ = A− 1 mais alors, il faudrait ζ = + ; les hypothe`ses excluent donc aussi cette
possibilite´.
Cela termine la preuve du the´ore`me.
5.7 Signe et transfert
Les diffe´rents choix pour l’action de θ entraˆınent un changement de signe dans le calcul des traces.
Pour unifier les notations on pose z(ψ) = z∅(ψ) et Z(ψ) = Z∅(ψ). Aux diffe´rents signes z∅(ψ), zW (ψ),
zU (ψ), on associe une application de Jord(ψ) dans {±1}, en posant simplement
ǫ?(ρ, a, b) := (−1)
|Z?(ψ)(ρ,a,b)|.
On suppose que ψ est a` image dans LHn le groupe dual de Hn (cf 4.1, une telle application
s’interpre`te alors essentiellement comme un caracte`re du groupe CentLHnψ. Le essentiellement vient
du fait que si Hn = Sp(2n, F ) l’ensemble des applications de Jord(ψ) dans {±1} s’identifie aux
caracte`res du centralisateur de ψ dans O(2n+1, F ). Dans tous les cas, on note z l’e´le´ment non trivial
soit du centre de LHn (si Hn 6= Sp(2n, F ))soit du centre de O(2n + 1). Pour toute application de
Jord(ψ) dans {±1} identifie´e comme ci-dessus en un caracte`re, on a :
ǫ(z) =
∏
(ρ,a,b)∈Jord(ψ)
ǫ(ρ, a, b)
ou` Jord(ψ) est vu comme un ensemble avec multiplicite´s.
On pose aussi
c2,ψ := ψ(1WF , 1SL(2,C)
(−1 0
0 −1
)
)
, ou` 1WF et 1SL(2,C) sont les unite´s des groupes en indice. Et on a :
The´ore`me. Pour ? valant soit ∅, soit W soit U , ǫ?(z) = 1 et ǫ?(c2,ψ) = z?(ψ).
D’apre`s ce qui pre´ce`de l’e´nonce´ : ǫ?(z) =
∏
(ρ,a,b)∈Jord(ψ) ǫ?(ρ, a, b). Cela vaut pre´cise´ment (−1)
T ou`
T est le cardinal de ∪(ρ,a,b)∈Jord(ψ)Z?(ψ)(ρ,a,b) ; mais cet ensemble s’identifie exactement avec Z?(ψ) ;
un tel ensemble est de cardinal pair (cf. ??). D’ou` la premie`re assertion de l’e´nonce´. Pour la deuxie`me,
on a de fac¸on tre`s ge´ne´rale :
ǫ?(ψ)(c2,ψ) =
∏
(ρ,a,b)∈Jord(ψ);(−1)b=1
ǫ?(ψ)(ρ, a, b) = (−1)
T ′ ,
ou` ici T ′ est le cardinal de ∪(ρ,a,b)∈Jord(ψ);(−1)b=1Z?(ψ)(ρ,a,b). Or tout couple (ρ, a, b), (ρ, a
′, b′) ∈ Z(ψ)
est tel que soit b soit b′ est pair et l’autre est impair. Ainsi l’ensemble cherche´ est exactement 1/2|Z?(ψ)|
et l’assertion est exactement la de´finition de z?(ψ). D’ou` le the´ore`me.
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Remarque. On garde l’hypothe`se sur l’image de ψ. Supposons que l’on ait construit une applica-
tion de l’ensemble des caracte`res du centralisateur de ψ dans l’ensemble des repre´sentations de Hn (en
acceptant la repre´sentation 0), ǫ 7→ π(ψ, ǫ) de telle sorte que pour π(ψ) muni de l’action θ(ψ), la trace
tordue de π(ψ) soit un transfert du caracte`re
∑
ǫ∈CentˆLHn
ǫ(c2,ψ)tr(π(ψ, ǫ)). Alors la trace tordue de
π(ψ) muni de l’action θW (ψ) est un transfert de la distribution∑
ǫ∈CentˆLHn
ǫW (c2,ψ)ǫ(c2,ψ)tr(π(ψ, ǫ)).
Et on a une assertion analogue pour θU (ψ) et ǫU (c2,ψ).
Il est alors inte´ressant de changer la parame´trisation des π(ψ, ǫ) c’est a` dire de poser πW (ψ, ǫ) =
π(ψ, ǫW (ψ)ǫ) d’ou` la trace tordue de π(ψ) avec l’action θW (ψ) est un transfert de∑
ǫ∈CentˆLHn
ǫ(c2,ψ)tr(πW (ψ, ǫ)),
ce qui est une jolie formule. Et la question est en plus de savoir si cette parame´trisation est compatible
avec l’inclusion du paquet de Langlands ; pre´cise´ment, on a de´ja` conside´re´ en 5.1
ψ2 : WF × SL(2,C)→ GL(n,C),
obtenu en composant ψ avec le morphisme deWF dans la 2e copie de SL(2,C), w 7→
(|w|1/2 0
0 |w|−1/2
)
.
A ψ2 correspond un paquet de Langlands, en ge´ne´ral conjecturalement. Notons ΠL(ψ) cet ensemble
de repre´sentations ; il est parame´tre´ par les caracte`res du centralisateur de ψ2imp (voir 5.2) dans un
Levi de LHn. Il n’est pas a priori clair que ΠL(ψ) soit inclus dans l’ensemble {π(ψ, ǫ)} ou` ǫ parcourt
l’ensemble des caracte`res du centralisateur de ψ. Ceci re´sulte tre`s vraisemblablement du transfert de
π(ψ) (quand celui-ci est e´tabli) admettons le ici pour poser le proble`me. On doit encore remarquer
que CentLHn(ψ) s’envoie naturellement dans le Cent(ψ
2
imp) et la question est alors de savoir si pour
η un caracte`re du centralisateur de ψ2imp et ǫ un caracte`re de CentLHn(ψ) tel que πW (ψ, ǫ) contienne
la repre´sentation de ΠL(ψ) associe´e a` η, ǫ serait la restriction de η a` CentLHn(ψ). On peut travailler
de la meˆme fac¸on, en remplac¸ant W par U et poser la meˆme question en utilisant ψ
1
imp de 5.3. Sur les
exemples calcule´s les re´ponses sont partout oui et on reviendra ulte´rieurement sur ces questions.
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