Abstract-Network efficiency and proper utilization of its resources are essential requirements to operate wireless networks in an optimal fashion. Cognitive radio aims to fulfill these requirements by exploiting artificial intelligence techniques to create an entity called cognitive engine. Cognitive engine exploits awareness about the surrounding radio environment to optimize the use of radio resources and adapt relevant transmission parameters. In this paper, we propose a hybrid cognitive engine that employs Case Based Reasoning (CBR) and Decision Trees (DTs) to perform radio adaptation in multi-carriers wireless networks. The engine complexity is reduced by employing DTs to improve the indexing methodology used in CBR cases retrieval. The performance of our hybrid engine is validated using software defined radios implementation and simulation in multi-carrier environment. The system throughput, signal to noise and interference ratio, and packet error rate are obtained and compared with other schemes in different scenarios.
I. INTRODUCTION
Future wireless networks will be exposed to performance degradation due to the increasing spectrum demand and absence of sophisticated radio resource management systems. For instance, in IEEE 802.11 network [1] , there are several different devices with multiple services operating in limited spectrum. Therefore, the resource management system for such network must be aware of the environment conditions and dynamically adapts the radio parameters to match with network conditions variation. Cognitive Radio (CR) came into practice with a vision to improve the network efficiency by re-configuring radio parameters according to the environment conditions using designated cognitive engines. Cognitive engine integrates artificial intelligence algorithms with radio platforms to decide radio parameters configuration, and to learn from experience. However, integrating those algorithms with radio platforms to achieve competent performance with minimum complexity is a difficult task.
There are several attempts in the literature to design cognitive engine with different artificial intelligence techniques. For example, an adaptive multi-objective optimization scheme was proposed in [2] and [3] to improve the system efficiency with an enhanced version of Genetic Algorithm (GA). Despite the power of GA in multi-objective optimization, its complexity and the relatively slow convergence limit its performance. Other heuristics techniques such as Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) are also considered for cognitive engine implementations. Simulation results in [4] have shown that the PSO can solve multi-objective optimization problems and dynamically select transmission parameters in CR applications. The work in [5] considered ACO in the cognitive engine design. However, long-term learning ability, which is essential function of CR to gather knowledge from its past running experiences is not investigated in these engines. Learning based algorithms such as CBR was exploited to create cognitive engines. The work in [6] exploited CBR in cognitive system adaptation in IEEE802.22 networks. CBR is fast in convergence with good scalability. However, it is not efficient if the encountered scenario does not match with any of the cases stored in its database. In order to overcome the limitations of each of the above techniques, hybrid cognitive engine design was introduced. This approach aims to combine learning and optimization algorithms to perform more efficient system adaptation. Authors in [7] exploits the advantage of quantum GA to design a hybrid engine with CBR. Another hybrid approach was investigated in [8] in which CBR and PSO are used as the core of the cognitive engine. Ashwin et al. [9] proposed a hybrid engine based on CBR and GA that has the capability to still adapt to new environments using GA. However, all the above hybrid engines relies on GA as an optimizer which is slow in convergence and is stuck in local optima. In addition, non of them considered efficiency, complexity and configurability range.
In this paper, we propose a hybrid cognitive engine that can fit with any cognitive resource management architecture from one side and addresses the trade-offs of different artificial intelligence algorithms from the other side. The engine is capable to overcome the complexity problem and extends the range of configuration to include not only the physical layer. The hybrid engine comprises CBR for learning and DecisionTrees (DTs) for parameters prediction. The design of the hybrid engine benefits from the rich experience of CBR to reduce the radio parameters adaptation time in domains with minimum knowledge [7] . DTs [10] are useful for classifying situations with large amounts of data as they are simple and require minimum processing time. The performance of this hybrid engine is demonstrated through testbed implementation using software defined radios (SDRs) called USRP-N210 [11] in home network. In addition, simulation was conducted to validate the engine performance in multi-carrier environment.
The home network was selected to be the implementation environment as it is convenient and comprises multiple users with different applications. Throughput, Signal to Interference and Noise Ratio (SINR), and Packet Error Rate (PER) are the performance metrics used to quantify the performance of the hybrid engine.
The rest of the paper is organized as follows, Section II presents the flow of control, the mechanism of the hybrid cognitive engine including the structure of the used algorithms: CBR and DTs. In addition, performance metrics and radio parameters definitions are described there. The use of DTs to overcome the CBR related complexity issues is described in Section III. Section IV and V present the evaluation methods for our hybrid engine including testbed in home network and simulation in multi-carrier environment respectively. The paper concludes in Section VI.
II. HYBRID COGNITIVE ENGINE
This section presents the structure of the hybrid cognitive engine, which involves the radio system parameters and the adaption process using CBR and DTs.
A. System Parameters
System parameters are classified into three groups: transmission parameters that are tuned by the cognitive engine to reach the optimal state of operation, environment parameters, which are the indicators that define the communication environment state, and performance measuring parameters. The considered transmission parameters include transmission power (P ), modulation index (m), coding rate (R c ), bandwidth (B), Frame size (L), contention window size (CW) and transmission range between each two hops (d). The appropriate choice of these parameters guarantees efficient network operation. Environment parameters are Interference power (I) and noise power (N ) which indicates the quality of the channel, path loss (PL), and ratio of successfully received frames to all the transmitted frames (SR) which helps evaluate the current transmission quality. Performance measuring parameters are the metrics exploited to trigger the hybrid engine and quantify its performance. We selected throughput, PER, and SINR to be the performance metrics as they are vital for any wireless network performance evaluation.
B. Radio Adaptation Process
Radio adaptation is the process in which the cognitive engine decides on the best configuration of radio transmission parameters that fits with the current environment state. The engagement of the cognitive engine in parameters configuration is triggered by degradation in performance metrics (i.e. PER, throughput and SINR) and the priority of performance metric is determined according to the network scenario.
The adaptation process consists of three stages as in Fig. 1 : observation, decision-making, and learning. Typically, observations include monitoring environment conditions and performance metrics that trigger the need for system adaptation. The control proceeds to the decision-making stage when the performance metrics are not within certain predefined thresholds. The decision-making exploits one of the following techniques: CBR decision-making, which is used in case the current environment conditions match with a decision-making case stored in the database. Otherwise, DTs decision-making is employed if CBR fails to find a case that matches the encountered scenario. The last stage is learning in which the decided configuration is recorded in CBR as a new configuration case if the feedback received from the environment is positive (i.e. the performance metrics are within acceptable ranges). The focus of this paper is only on the decision-making and learning stages. Therefore, spectrum sensing and environment monitoring details are omitted. In the following sub-sections we illustrate the CBR, and DTs contribution in the decisionmaking process.
1) Case-Based Reasoning (CBR):
CBR is exploited to obtain the radio transmission parameters by matching the encountered scenario with list of cases for previous scenarios stored in the CBR database. Each case consists of three attributes: the first one identifies the environment, which is represented by (PL, SR, I) in our designed engine. The second attribute corresponds to the configuration of radio parameters obtained from DTs that was stored for the certain scenario. The last attribute records the quality feedback (F q ) received after the configuration is applied. At the initialization stage, CBR populates the case database to create the history and experience for the cognitive engine. The database is populated according to the implementation environment with different cases represented by different environment conditions. Case retrieval is the process that engages to fetch the cases that can be used to configure radio parameters for the current scenario. The similarity value is the factor that manage the retrieval process. The similarity value is a measure of how close the encountered scenario to the cases stored in the system database. This measurement relies on the environment parameters comparison. Let us assume that the case is stored as a vector of number where E elements are used to describe the environment parameters and C i denotes the i th case. The similarity measurement between the two cases C i and C j can be found as follows,
where TS z is the similarity threshold for the z element and C i (z) is the z th element of i th case. As the considered elements for environment parameters are (PL, SR, I), if the absolute difference values of these elements between C i and C j are zeros, then the similarity measurement of the two cases is 4 which is the maximum achievable value. We define T z as the threshold that determine if two cases are similar. If Sim ij >T z , then the two cases are similar enough to exploit the configuration that corresponds to that case. However, there can be more than one case similar enough to be exploited. Therefore, only the case with maximum (F q ) is selected. The CBR database is maintained by adding the configurations that 
2) Decision-Trees (DTs):
DTs are exploited as a machine learning technique [12] for prediction of transmission parameters. DTs consist of a set of hierarchical rules that divide the data into groups, where a decision is made for each group. We follow the Quinlan style of decision-tree algorithms, [13] which is based on utilizing observed data to create the decision-tree. The configuration of transmission parameters is linked to the estimation of performance metrics. PER is the indicator used for frame size adaptation. SINR measurement is exploited for bandwidth adjustment. For power and modulation adaptation, if the target PER is not achieved, then the modulation order is progressively reduced. If the minimum modulation order still does not lead the PER to reach its desired target, then power is adjusted. The engine decides how much to increase the power by estimating the interference power and SINR. The construction of the tree starts by checking which one of these metrics has the highest priority and this is determined according to the radio environment. For example, if the objective is to maximize throughput, then, throughput is the metric that has the highest priority and it will be assigned as the root of the tree. After the root of the tree is specified, the branches are determined according to certain threshold and ranges. In each range, the action is taken to tune the transmission parameters or to consider another performance objective. The sample decision-tree for the multimedia scenario is shown in Fig. 2 provided that PL, I, and Noise are 10, -70, and -116 dBm respectively. We notice that the root of the tree is throughput per user with three different ranges: less than 300 kbps, between 300 and 600 kbps and above 600 kbps. Therefore, the typical range is between 300 and 600 kbps which extends the tree to consider the second priority metric. If the throughput is above 600 kbps, the decision to be made is to decrease parameters including (m i ,R c ,d,CW,L). If the throughput is less than 300 kbps, the action will be to increase these parameters. The second priority metric is PER, which involves three ranges including, above 10 −2 , between 10 −2 and 10 −4 , and below 10 −4 . If PER is less than 10 −4 , the engine increases parameters including (m i ,R c ,d,CW,L) and reduces the bandwidth. On the other hand, when the PER is above 10 −2 , all the parameters are decreased except the bandwidth. The last objective is SINR which leads to the last three decisions shown in Fig. 2 . The decisions made are to increase, decrease or keeping the current configuration of bandwidth and power if the SINR typical range is not violated. The length of the tree is determined according to number of the objectives involved in the decisionmaking process. Algorithm 1 illustrates the adaptation process of the hybrid engine. The process engages only when it notices that the performance metrics are not in the typical ranges. If so the decision-making process advances to CBR to find a similar case with maximum quality feedback. If CBR cannot find a similar case, the DTs module engages for decision-making. The achieved performance is monitored to update the CBR with new cases that record adequate results. The Case size in Algorithm 1 refers to the size of the tree branch that contains the cases that fall within the similarity predefined threshold. 
III. HYBRID ENGINE COMPLEXITY CONSIDERATION
Studies conducted in [14] revealed that there are timing issues when CBR is implemented using hardware testbed. A non-negligible latency is introduced in case searching, and certain timing deadlines may not be met, thus causing problems such as frames collisions. Therefore, latency and complexity in case searching and retrieval is an important issue to consider. In the efforts to solve these issues, we look for unique aspects of each case to reduce the overall searching time and this allows the CBR database to grow large for more complex networks, and maintains fast access time. Predefined thresholds for similarity relative to each radio parameter are used to index different cases within the database. The appropriate selection of the threshold for each radio parameter simplifies the determination of similarity. We take advantage of DTs module to split the search space into parts (nodes) which contain a number of similar cases according to the similarity calculated in (1). Thus, every node in the constructed tree represents a subset of the cases of the CBR database and the root leads to the whole cases. The tree design does not require any computation on deciding where to split the search space, as it is predefined before any case enters the database. The average achieved complexity for this tree-based indexing is O(log(n)) where n is the number of cases in the CBR database. As our cognitive engine is mainly dependent on decision-trees, the average complexity of our DTs algorithm is O(log(n)). The convergence speed investigated in the evaluation section shows how fast our hybrid engine in decision-making. We measure the access time achieved for different CBR base size and compare it to the traditional CBR access time. The measured access time presented in Fig. 3 shows that our cases retrieval approach has minimum access time regardless of the CBR database size. This makes our engine capable to handle large scale networks with large database. 
IV. HYBRID COGNITIVE ENGINE TESTBED IMPLEMENTATION
In this section, we demonstrate the capability of our hybrid cognitive engine through real network testbed. The demonstration involves hardware implementation using USRP-N210 as SDR front-end in typical home environment. The USRP-N210 [11] is used in combination with the liquid-DSP software suite for software based signal processing [15] .
A. Hardware and SDR Interfacing
USRP-N210 are flexible RF hardware front end for sending and receiving data as they have high-dynamic range processing capability. The control messages exchange between the USRP-N210 hardware and the host computer that includes the hybrid engine implementation and data processing for performance metrics collection, decision processing and configuration feedback collection from the network are handled using separate threads. This provides a reliable base for data collection, both online and offline, in a multi-node ad hoc network. For radio parameters configuration, daughter board is installed on top of the USRP-N210 to apply the configuration of the physical layer parameters. We use RFX2400 as a daughter board in our implementation, which can support typical frequency ranges for home network. For Upper layers radio parameters, windows NDIS 6.0 is exploited as an interface to facilitate the communication between the hybrid engine and the Network Interface Controller (NIC) to access the upper layers, process data, and apply the configuration decided by the hybrid engine. The choice of the ranges of transmission parameters is determined in a way that eliminates unnecessary data that complicates the searching process conducted by the decision-making algorithms. For example, the USRP-N210 allows one to set transmit power between -80 dB and 50 dB. However, the results of the experiments we conducted to set the power gain and measures SINR showed that the usable range of transmission power is between -50 and -10 dBm.For performance metrics collection, we measure the data sent over a specified number of frames, which can accurately provide results to the profiling mechanism. For example, PER is presented on a 20 frame window. That is, for the last 20 received frames, the engine records the number of frames that failed in the Cyclic Redundancy Check (CRC). For throughput and SINR, the measured data is averaged at the receiver as a measure of the transmitter efficiency and it also reflects the status of the network in terms of interference.
B. Hardware Implementation Scenarios
We implemented two scenarios to demonstrate our hybrid engine radio adaptation capabilities. The first scenario focuses on reliability while the second scenario has various traffic where throughput is the main objective. Both scenarios are detailed in the next sub-sections.
1) Reliability Scenario:
This scenario incorporates a TCP file transfer between two nodes. Each node is connected to one USRP-N210 hardware for energy detection spectrum sensing and configuration. We evaluate the reliability of our hybrid engine under interference effect. The interference is formulated by using a third USRP-N210 that injects interference in a form of jamming signal (narrow-band interference) In this scenario, we compare our hybrid engine performance with non-cognitive (non-CE) radio that is incapable of changing its initial configuration parameters. In addition, we compare it with the cognitive system (CRM) implemented using USRP2 hardware in [16] and the hybrid engine (CBR+GA) proposed in [9] . Table I presents the parameters changes in reaction to the variation of PER and SINR to their threshold values. The measured values as function of time for PER and SINR are presented in Fig. 4 (a) and (b) . As it can be seen that our hybrid engine outperforms the CRM and CBR+GA engines in terms of PER and SINR achieved. In addition, our engine is the fastest in convergence as it relies on CBR learning with DTs decision-making unlike the CRM engine which has no learning capability and CBR+GA, which only relies on complicated GA optimization. The average PER achieved by our engine is 0.006, which is less than the threshold 0.01, less than 0.025 achieved by CRM, and less than 0.011 recorded by CBR+GA. Moreover, Fig. 4 (b) shows that our hybrid engine is the only one that managed to keep SINR above threshold, which is 14 dB.
2) Variable Traffic Scenario:
In this scenario, we deploy two pair of nodes that have different types of traffic to send. The first one sends real time video traffic while the second one has best effort file sharing (FTP) traffic. The nodes were stationed in different rooms to avoid the high power leakage of WiFi cards that severely affects the expected performance. The traffic of the second pair of nodes was fixed to be on channel 11 while the first pair of nodes can select the best channel among the rest. Throughput measurement is the trigger of the hybrid engine in this scenario. Fig. 4 (c) shows the cumulative throughput of both pair of nodes achieved by our hybrid engine compared to the CRM and CBR+GA engines. The measurements are plotted against the center frequency (channel number). The results in Fig. 4 (c) show that our hybrid engine achieved better throughput than the CRM and CBR+GA systems. One thing to note is that the throughput decreases as the transmission channel is closer to channel 11. Therefore, the best practice is to transmit on channel that is far from channel 11.
V. H YBRID COGNITIVE ENGINE EVA L UAT I O N
We simulated a multi-carrier system with 64 sub-carriers. Each sub-carrier was assigned a random attenuation value to simulate a dynamic channel. Hence, the SNR varied for each channel, inducing a need for the adaptation for each individual channel. The performance of the hybrid cognitive engine is compared to GA based cognitive engine proposed in [17] , neural networks based engine (ANN) proposed in [18] , the hybrid engine (CBR+PSO) in [8] , and with GA optimizer (CBR+GA) in [9] . The hybrid engine performance is demonstrated using two evaluation metrics which are PER and throughput. Table II presents the ranges of the transmission parameters, CBR related parameters, and performance metrics. The average PER is measured and plotted in Fig. 5 (a) the engines. Our hybrid engine achieved the minimum PER with the highest convergence speed. The CBR+PSO achieved less PER than the regular GA and ANN. Although CBR+GA converges to low PER, the iteration consumes more time than CBR+PSO. Fig. 5 (b) presents the average user throughput achieved by the cognitive engines with variation of the number of nodes in the network in comparison with other cognitive engines.
We notice that the advantage of the hybrid engine is clear at large number of nodes as all the algorithms except GA manage to achieve good performance with 15 or less nodes connected
(a) PER with narrow band interference 
VI. CONCLUSION
This paper presents a hybrid cognitive engine for radio parameters adaptation using CBR for reasoning and DTs for learning and decision-making. We have described the engine structure, process flow, and radio adaptation process. The engine was implemented using USRP-N210 hardware and tested in two different scenarios: reliability and various traffic. Performance results show that our engine is able to deliver services with higher throughput, SINR and minimum PER with different interference effects compared to other proposed engines. In addition, simulation results demonstrate the high speed of convergence and the best throughput compared to other engines with different searching and optimization techniques including hybrid engines.
