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Abstract— Automatic Text Summarization (ATS) is
a technique to create a summary of the document
automatically by using computer applications to
produce the most important information from the
original document. Features are required to perform
weighting of sentences, including Log-TFISF (term
frequency index sentence frequency), sentence
location, sentence overlap, title overlap and sentence
relative length. This research conducted an analysis of
five features in order to determine the weights of each
feature that will get the results of a coherent summary.
The five features are implemented in automated text
summarization system in Indonesian language that
was developed using the method of relative
importance of topics. Results from experiments show
that sentence location feature has the highest F-
Measures namely 0.46 and then consecutive sentence
overlap, title overlap, sentence relative length and
Log-TFISF, with a value of 0.42, 0.42, 0.35 and
0.32. Relative weights of feature extraction
consecutive from the largest are sentence location,
sentence overlap, title overlap, sentence relative
length and Log-TFISF with a value of 0.25, 0.22, 0.22,
0.19 and 0.12. These relative weights are implemented
on ATS, so we get accuracy of 70.62%. It is more
accurate 2,86% than without relative weights which
accuracy of 67,72%..
.
Keywords— Automatic Text Summarization (ATS),
Log-TFISF, sentence location, sentence overlap, title
overlap, sentence relative length, bahasa Indonesia
1. PENDAHULUAN
ummary atau ringkasan didefinisikan sebagai
penyajian bacaan dalam bentuk singkat
dengan mempertahankan urutan isi dan sudut
pandang / memendekkan bacaan dengan
mengambil inti sari bacaan itu tanpa mengubah
struktur wacana [1]. Peringkasan teks otomatis
(automatic text summarization atau ATS) adalah
teknik pembuatan ringkasan dari sebuah teks
secara otomatis dengan memanfaatkan aplikasi
yang dijalankan pada komputer untuk
menghasilkan informasi yang paling penting dari
dokumen aslinya.
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Sebuah sistem peringkas diberi masukan berupa
teks, kemudian melakukan peringkasan, dan
menghasilkan keluaran berupa teks yang lebih
singkat dari teks asli. Hasil peringkasan
mengandung poin-poin penting atau informasi
utama dari teks sumber. Peringkasan dapat
dilakukan dengan 2 metode yakni ekstraksi
kalimat yang menggunakan pendekatan statistik
(selection based) dan abstraksi kalimat yang
menggunakan pendekatan pengetahuan
(knowledge based) [2]. Metode ekstraksi kalimat
adalah ringkasan yang berisi kalimat-kalimat dari
dokumen sumber tanpa ada perubahan kalimat-
kalimat tersebut, atau dengan kata lain ekstrak
adalah kumpulan kalimat representatif dari
sumber dokumen. Metode abstaksi pada sisi lain,
menggunakan metode linguistik untuk
memeriksa dan menafsirkan dokumen, di mana
sudah ada perubahan pada kalimat-kalimat hasil
ringkasan [2].
Untuk menggunakan metode ekstraksi diperlukan
fitur. Fitur ini digunakan untuk
merepresentasikan data yang digunakan dalam
proses ini, di mana data adalah kumpulan
kalimat[3]. Fitur-fitur kalimat memiliki
bermacam variabel, di antaranya menurut
Suanmali dkk., title feature, sentence length, term
weight, sentence position, sentence to sentence
similarity, proper noun, thematic word [3].
Penelitian ini difokuskan pada analisis fitur
kalimat untuk peringkas teks otomatis pada
Bahasa Indonesia. Fitur yang akan dianalisis
terdapat 5 jenis yaitu Log-TFISF (term frequency
index sentence frequency), Sentence Location,
Sentence Overlap, Title Overlap dan Sentence
Relative Length. Dari hasil analisis tersebut
diharapkan dapat ditentukan pembobotan
masing-masing fitur sehingga akan didapatkan
hasil ringkasan yang lebih koheren.
Menurut Mani dkk. dan Hassel metode untuk
melakukan evaluasi terhadap hasil dari ATS
secara umum dibagi 2 yaitu metode evaluasi
intrinsik dan ekstrinsik [2,4]. Metode evaluasi
intrinsik adalah evaluasi yang dilakukan oleh
sistem peringkas itu sendiri, misalnya
menggunakan F-Measures. Evaluasi ini
difokuskan pada tingkat koheren dan informatif
dari hasil ringkasan. Sedangkan evaluasi metode
ekstrinsik adalah menghitung efektivitas dan
S
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akseptabilitas dari hasil ringkasan untuk tugas-
tugas tertentu, misalnya assessment terhadap
hasil ringkasan. Dalam penelitian ini, metode
evaluasi yang digunakan adalah penghitungan F-
Measures (F-Scores) menggunakan perhitungan
Precision dan Recall yang merupakan standar
evaluasi dalam penghitungan information
retrieval [2]. Menurut Mani dkk. standar evaluasi
perhitungan information retrieval juga dapat
digunakan dalam evaluasi perhitungan ATS [4].
2. METODE PENELITIAN
2.1. Ringkasan
Menurut [1], ringkasan adalah penyajian bacaan
dalam bentuk singkat dengan mempertahankan
urutan isi dan sudut pandang/memendekkan
bacaan dengan mengambil inti sari bacaan itu
tanpa mengubah struktur wacana. Sebuah
ringkasan bermula dari karangan sumber yang
panjang, kemudian dipangkas dengan mengambil
hal-hal atau bagian yang pokok dengan
membuang perincian serta ilustrasi. Meskipun
begitu, sebuah ringkasan tetap mempertahankan
pikiran pengarang serta pendekatannya yang asli.
Jadi, meringkas merupakan keterampilan
mereproduksi hasil karya yang sudah ada dalam
bentuk yang singkat [1].
Menurut [1], ringkasan berbeda dengan ikhtisar.
Walaupun kedua istilah itu sering disamakan, tapi
sesungguhnya keduanya berbeda. Ringkasan
merupakan penyajian singkat dari suatu karangan
asli namun tetap mempertahankan urutan isi dan
sudut pandang pengarang asli. Ikhtisar
sebaliknya, tidak perlu mempertahankan
sistematika penulisan sesuai dengan aslinya dan
tidak perlu menyajikan isi dari seluruh karangan
itu secara proporsional. Dalam ikhtisar, penulis
dapat langsung mengemukakan pokok uraian,
sementara bagian yang dianggap kurang penting
dapat dibuang [1].
Ringkasan dapat disusun dalam dua bentuk, yaitu
bentuk verbal uraian (paragraf) dan bentuk
nonverbal berupa bagan atau skema. Meskipun
ringkasan berbentuk bagan atau skema, tetapi
harus mencerminkan gagasan atau seperti yang
diungkapkan oleh teks sumbernya. Sebelum
membuat bagan atau skema, harus dicatat terlebih
dulu butir-butir informasi yang akan dijadikan
unsur-unsur bagan atau skema [1].
2.2. Automatic Text Summarization (ATS)
ATS adalah teknik pembuatan ringkasan dari
sebuah teks secara otomatis dengan
memanfaatkan aplikasi yang dijalankan pada
komputer untuk menghasilkan informasi yang
paling penting dari dokumen aslinya[5]. Sistem
diberi masukan berupa teks, kemudian
melakukan peringkasan, dan menghasilkan
keluaran berupa teks yang lebih singkat dari teks
asli. Hasil peringkasan mengandung poin-poin
penting atau informasi utama dari teks
sumber[5,6].
Penelitian ATS mulai dilakukan oleh Luhn di
IBM pada tahun 1958 [6]. Beberapa peneliti
kemudian melanjutkan penelitian ini dengan
mencoba pendekatan-pendekatan baru sampai
tahun 1980-an.
Pada dasarnya, tugas summarization dapat dibagi
menjadi dua tahap utama: (a) pembangunan
representasi teks; (b) membuat ringkasan.
Pembangunan representasi teks di antaranya
terdapat proses pembagian dokumen menjadi
kalimat dan stemming [7]. Sedangkan pendekatan
untuk mendapatkan ringkasan dapat dilakukan
dengan 2 metode yakni ekstraksi kalimat yang
menggunakan pendekatan statistik (selection
based) dan abstraksi kalimat yang menggunakan
pendekatan pengetahuan (knowledge based)
[2,6]. Metode ekstraksi, ringkasan yang
dihasilkan berisi kalimat-kalimat dari dokumen
sumber tanpa ada perubahan kalimat-kalimat
tersebut, atau dengan kata lain ekstrak adalah
kumpulan kalimat representatif dari sumber
dokumen, sedangkan abstraksi menggunakan
metode linguistik untuk memeriksa dan
menafsirkan dokumen, di mana sudah ada
perubahan pada kalimat-kalimat hasil ringkasan
[2,6]. Pendekatan statistik paling banyak dipakai
karena relatif mudah dan cepat [6].
2.3. Gambaran Umum Sistem ATS
Menurut [8], ATS dapat dibagi menjadi 4 tahap
yaitu pra proses, pembagian dokumen menjadi
topik, penghitungan bobot topik, dan pemilihan
kalimat yang paling penting dari topik. Tahapan
ini ditunjukkan oleh gambar 1[8].
Gambar 1 Gambaran umum sistem ATS
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2.3.1. Pra Proses
Pada tahap pra proses (preprocessing) dilakukan
penyiapan dokumen mentah menjadi dokumen
atau representatif dokumen yang siap diproses
untuk langkah selanjutnya. Pada tahap ini proses
yang dilakukan antara lain membagi dokumen
menjadi kalimat, membagi dokumen menjadi
kata, menghapus stopword dan melakukan proses
stemming [8].
Stopword adalah daftar kata yang jumlahnya
sangat besar yang mempunyai fungsi namun
tidak perlu digunakan sebagai penciri
dokumen[9]. Contohnya: dan, yang, atau, ini, itu
dan lainnya. Daftar kata stopword juga sering
disebut dengan stoplist. Hasil penelitian Tala,
menyebutkan bahwa penghapusan stopword
dapat meningkatkan kemampuan pemrosesan
sistem temu kembali informasi [9]. Stemming
adalah proses pemetaan dari penguraian berbagai
bentuk kata baik itu prefix, sufix, maupun
gabungan antara prefix dan sufix (confix),
menjadi bentuk kata dasarnya (stem) [3,5,6,7].
2.3.2. Pembagian dokumen menjadi topik
Pembagian dokumen dilakukan menggunakan
algoritma texttiling yang dimodifikasi oleh Neto
dkk. [8]. Sebelum proses pembagian dokumen
menjadi topik, langkah yang harus dilakukan
adalah membagi dokumen menjadi blok-blok
yang terdiri dari beberapa kalimat, biasanya tiap
blok terdiri dari 3 sampai 5 kalimat. Menurut
Chang dan Lee short text seperti berita internet
yang terdiri dari 30-60 kalimat, tiap blok
menggunakan 3 kalimat [10]. Pembobotan kata
dilakukan dengan persamaan TFIBF (term
frequency index block frequency). TFIBF hampir
sama dengan TFIDF hanya saja istilah dokumen
diganti dengan blok. Rumus ini ditunjukkan pada
rumus 1[8].
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di mana tf(w,b) adalah jumlah kata w pada blok b,
N adalah jumlah blok, sedangkan nw adalah
jumlah blok yang mengandung kata w.
Algoritma texttiling yang digunakan pada
penelitian ini dibagi menjadi 2 langkah yaitu
penghitungan kemiripan antar blok yang
berdekatan dan penentuan adanya pergantian
topik. Penghitungan kemiripan antar blok yang
berdekatan menggunakan persamaan kosinus.
Kemiripan antara blok i dan blok i+1
menggunakan persamaan kosinus pada rumus 2
[8].
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di mana bi adalah blok ke-i, bi+1 adalah blok ke-
i+1 dan t adalah indeks kata.
Untuk melakukan penentuan adanya pergantian
topik maka perlu dibuat nilai threshold (batas
pergantian topik) yang merepresentasikan beda
kemiripan antar blok. Nilai threshold yang
digunakan antara 0.1 dan 0.2 [9]. Sedangkan
untuk kasus short text nilai threshold ditentukan
sebesar 0.1[10].
Algoritma untuk menemukan topik ini dijelaskan
pada gambar 2, di mana sim(p) adalah nilai
kemiripan antara blok kalimat posisi ke-p dengan
blok kalimat posisi ke-(p + 1) [8].
Gambar 2 Pseudocode untuk mendeteksi pergantian topic[8]
Algoritma ini memungkinkan untuk mendeteksi
topik di mana terjadi pada blok-blok yang
mengalami penurunan tingkat kemiripan sebesar
nilai threshold yang telah ditentukan.
2.3.3. Penghitungan bobot topik
Setelah dokumen dibagi menjadi topik-topik
kemudian dihitung bobot tiap topik tersebut,
dengan tujuan untuk mengekstrak lebih banyak
kalimat dari topik yang berbobot tinggi [8].
Bobot suatu topik adalah total bobot tiap kalimat
dalam topik tersebut. Untuk menghitung bobot
topic dilakukan dengan 2 langkah. Pertama,
bobot tiap kalimat dihitung dengan rumus TFISF
dan posisi dari topik. TFISF ini seperti juga
TFIBF adalah modifikasi dari TFIDF dengan
mengganti dokumen menjadi kalimat. Untuk
menghitung bobot topik ditunjukkan dengan
TopImp, dengan rumusan pada rumus 3 [8].
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di mana t adalah indeks topik, w adalah kata, s
adalah kalimat, |W(s)| adalah jumlah kata dalam
kalimat s, dan |S(t)| adalah jumlah kalimat dalam
topik t. Sedangkan N adalah jumlah topik dalam
dokumen.
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Kedua, setelah semua topik dihitung bobotnya,
kemudian dihitung bobot relatif topik
(RelTopImp) untuk menormalisasi rumus di atas
sehinggga didapatkan hasil antara 0 dan 1,
dengan rumus 4.
 
 

 |T|
1i
'iTopImp
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(4)
di mana t adalah indeks dari topik dan |T| adalah
jumlah topik pada dokumen.
2.3.4. Pemilihan kalimat paling penting dari
topik
Jumlah kalimat yang harus diekstrak dari tiap
topik disesuaikan dengan bobot relatif topik
tersebut [8]. Pada tahap sebelumnya dokumen
telah dibagi menjadi topik-topik dan dihitung
bobot relatif tiap topik. Misalkan dokumen yang
terdiri dari 25 kalimat dibagi menjadi 7 topik
(lihat Tabel 1).
Tabel 1 Perhitungan bobot relatif topik suatu dokumen
Topik Relative Importance Kalimat
1 0,25 1,2,3,4,5
2 0,21 6,7,8,9
3 0,03 10,11,12
4 0,02 13,14,15
5 0,13 16,17,18,19
6 0,19 20,21,22
7 0,17 23,24,25
Jumlah 1
Untuk menghitung jumlah kalimat yang diekstrak
dari tiap topik disesuaikan dengan bobot relatif
topik tersebut. Algoritma yang digunakan
mengacu pada gambar 3. Variabel t adalah
jumlah topik, N adalah jumlak kalimat, tot_sel
adalah jumlah kalimat yang dipilih, dan sel[i]
adalah jumlah kalimat yang dipilih dari topik ke-
i.
Gambar 3 Pseudocode menghitung jumlah kalimat yang
diekstrak per topik [8]
Misalkan pengguna menginginkan ringkasan
sebanyak 6 kalimat, maka langkah-langkah yang
dilakukan adalah, pertama, bobot relatif topik
dikalikan dengan jumlah kalimat ringkasan yaitu
dikalikan dengan 6. Jadi untuk topik 1 sampai 7
masing-masing akan mendapat nilai 1. 5, 1.26,
0.18, 0.12, 0.78, 1.14 dan 1.02. Langkah
berikutnya nilai-nilai tersebut dibulatkan,
sehingga didapatkan nilai 2, 1, 0, 0, 1, 1, dan 1.
Pada iterasi pertama statement WHILE,
didapatkan int_sel[2] = 2, lalu pada iterasi kedua
diperoleh int_sel[3] = 1 dan N = 5 sehingga
algoritma selesai. Jadi untuk topik 1 dipilih 1
kalimat, topik 2 dipilih 2 kalimat, topik 3 dipilih
1 kalimat, dan topik 5 sebanyak 1 kalimat.
Sebagai ringkasan dari ilustrasi di atas dapat
dilihat tabel 2.
Tabel 2 Perhitungan bobot relatif topik untuk ekstrak
kalimat
Topik Relative Importance (RI) Kalimat RI*6 N
1 0,25 1,2,3,4,5 1,5 2
2 0,21 6,7,8,9 1,26 1
3 0,03 10,11,12 0,18 0
4 0,02 13,14,15 0,12 0
5 0,13 16,17,18,19 0,78 1
6 0,19 20,21,22 1,14 1
7 0,17 23,24,25 1,02 1
Jumlah 1 6 6
N = Jumlah kalimat yang diambil
Algoritma tersebut hanya menghitung jumlah
kalimat yang harus dipilih dari tiap topik tetapi
belum diketahui kalimat mana yang harus dipilih
dari tiap topik tersebut. Oleh karena itu
diperlukan pembobotan kalimat agar didapatkan
kalimat ringkasan yang berbobot lebih tinggi
berdasarkan fitur ekstraktor tertentu.
2.4 Fitur Ekstraktor
Fitur ekstraktor adalah fitur yang digunakan
untuk merepresentasikan data yang digunakan
dalam proses ATS dengan metode ekstraksi [3]).
Contoh fitur ekstraktor antara lain Log-TFISF,
posisi kalimat, kemiripan dengan kalimat
pertama, kemiripan dengan judul, dan panjang
kalimat.
2.4.1. Log TFISF
Metode ini menghitung pembobotan kalimat
berdasarkan nilai Log-TFISF pada masing-
masing kata dalam kalimat tersebut. Rumusan ini
diadopsi dari Neto dkk, namun ditambah fungsi
logaritma didepannya [11] sehingga rumusnya
menggunakan rumus 5.

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N.sitfTFISF (iLog log),(log) (5)
di mana tf(i,s) adalah frekuensi kata i dalam
kalimat s, N adalah jumlah kalimat dalam
dokumen dan Si adalah jumlah kalimat yang
mengandung kata i.
Langkah selanjutnya dihitung rata-rata TFISF
tiap kalimat menggunakan rumus 6.
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di mana |S| adalah jumlah kata dalam kalimat j.
2.4.2. Posisi kalimat
Metode ini menghitung bobot kalimat dari posisi
kalimat dalam dokumen dengan menggunakan
rumus 7 [6]. Kalimat yang terletak pada awal
dokumen cenderung memiliki bobot yang lebih
tinggi daripada kalimat yang terletak pada akhir
dokumen.
n
inwPi
1

(7)
di mana wPi adalah bobot kalimat, i adalah posisi
kalimat sedangkan n adalah jumlah kalimat
dalam dokumen.
2.4.3 Kemiripan dengan kalimat pertama
Bobot suatu kalimat yang dihitung dengan
metode ini adalah hasil perkalian vektor kalimat
pertama dengan kalimat lain. Hal ini didasari
oleh pemikiran bahwa pokok pikiran suatu
dokumen seringkali diletakkan oleh penulis berita
di bagian awal. Rumus yang digunakan pada
rumus 8 [6].
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di mana |w(1)| adalah jumlah kata dalam kalimat
ke-1, sedangkan f(w,1) dan f(w, j) masing-masing
adalah jumlah kata w dalam kalimat ke-1 dan j.
2.4.4 Kemiripan dengan judul
Metode ini hampir sama dengan metode
kemiripan dengan kalimat pertama hanya saja
tiap kalimat dibandingkan dengan judul dokumen
[6]. Rumus 9 merupakan rumusan dari fitur ini.
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di mana |w(t)| adalah jumlah kata dalam judul,
sedangkan f(w,t) dan f(w, i) masing-masing
adalah jumlah kata w dalam judul dan jumlah
kata w dalam kalimat ke-i.
2.4.5 Panjang relatif kalimat
Metode ini digunakan untuk memberikan bobot
rendah pada kalimat-kalimat pendek, sehingga
kemungkinan untuk dimasukkan ke ringkasan
menjadi kecil [6]. Rumus yang digunakan pada
rumus 10.
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di mana |Si| adalah jumlah kata dalam kalimat Si
dan maxSzD(Si)|Wz| adalah jumlah kata terbanyak
dalam suatu kalimat dalam dokumen D(Si).
2.5. Evaluasi Hasil ATS
Metode yang digunakan untuk mengevaluasi
sistem ATS sampai saat ini masih diperdebatkan
oleh para pakar Information Retrieval (IR). Hal
ini dikarenakan banyaknya parameter dan
variabel yang terlibat di dalamnya. Secara umum
evaluasi sistem ATS dapat dilakukan dengan
metode intrinsik maupun ekstrinsik. Metode
evaluasi intrinsik mengukur kualitas sistem ATS
itu sendiri yang difokuskan pada seberapa
koheren dan informatif dari suatu ringkasan,
biasanya dibandingkan dengan bantuan ringkasan
yang dibuat oleh manusia. Sedangkan metode
ekstrinsik mengukur bagaimana pengaruhnya
(efektivitas dan akseptabilitas) hasil ringkasan
tersebut pada sistem lain misalnya pencarian
dokumen, indexing, atau klasifikasi dokumen [2].
Metode evaluasi yang biasanya digunakan pada
information retrieval adalah metode intrinsik
dengan Precision / Recall dan F-Measures yang
dirumuskan dengan rumusan [2,6,12].
Recall = at relevanjumlah ka
temsilkan sisyang dihaat relevanjumlah ka
lim
lim
(11)
Precision = istemhasilkan sat yang dijumlah ka
temsilkan sisyang dihaat relevanjumlah ka
lim
lim
(12)
F-Measures =
ecisioncall
ecisioncall xx
PrRe
PrRe2

(13)
Dalam metode intrinsik, precision dan recall
digunakan untuk mengukur kualitas ringkasan
otomatis dengan cara membandingkan ringkasan
otomatis dengan ringkasan manual (buatan
manusia). Kemudian hasil akhir akan didapatkan
dengan cara penggabungan nilai recall (rumus
11) dan precision (rumus 12) yang disebut
dengan nilai F-measures (rumus 13). Masalah
dalam metode ini adalah dalam menentukan
kalimat relevan karena pasti terdapat perbedaan
pendapat antar subyek pembuat ringkasan dalam
memilih kalimat. Misal subyek A menganggap
kalimat x sebagai kalimat utama tetapi bisa saja
subyek B berpendapat sebaliknya bahwa kalimat
x kurang begitu penting. Untuk mengatasi hal ini
digunakan beberapa metode seperti suara
terbanyak (majority opinion), gabungan (union),
atau irisan (intersection).
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2.6. Rancangan Proses dengan DFD
Perancangan proses perlu dilakukan untuk
mengetahui proses-proses yang diperlukan dalam
pembuatan aplikasi, aliran data pada tiap-tiap
proses hingga aktor yang terlibat di dalamnya.
Perancangan ini bertujuan untuk mengetahui
proses transformasi data dari input berupa
dokumen hingga menjadi output berupa hasil
ringkasan.
2.6.1. Diagram konteks
Diagram konteks dibuat untuk menggambarkan
sistem secara umum dan entitas-entitas yang
terlibat di dalamnya. Dalam konteks diagram
Peringkas Teks Otomatis pada Bahasa Indonesia
terdapat 1 eksternal yakni pengguna, yakni orang
yang menggunakan sistem. Diagram konteks ini
seperti gambar 4. Pengguna memasukkan
dokumen, judul dokumen, fitur dan persentase
hasil ringkasan, kemudian sistem akan
memberikan output berupa hasil ringkasan.
Judul
Fitur
Persentase
Ringkasan
Dokumen
1
Peringkas Teks Otomatis
pada Bahasa Indonesia
+
Pengguna
Gambar 4 Konteks diagram peringkas teks otomatis
pada bahasa Indonesia
2.6.2. DFD level 1
Dari konteks diagram gambar 5, dijabarkan
menjadi DFD Level 1 seperti gambar 5. Dari
gambar tersebut terdapat 5 proses yakni Pra
Proses, Pembagian dokumen menjadi topik,
penghitungan bobot relatif topik, dan pemilihan
kalimat paling penting dari topik.
Dokumen dari pengguna akan diproses pada pra
proses, kemudian representasi dokumen yang
dihasilkan pada proses ini akan dijadikan
masukan pada proses pembagian dokumen
menjadi topik. Keluaran dari proses sebelumnya
yang berupa topik dijadikan sebagai masukan
untuk dilakukan proses perhitungan bobot topik.
Kemudian proses terakhir pada level ini adalah
pemilihan kalimat paling penting dari topik.
Masing-masing proses terdapat sub proses yang
merupakan dekomposisi dari proses tersebut,
kecuali untuk proses penghitungan bobot topik
yang tidak memiliki sub proses karena sudah
cukup ditangani pada proses itu.
[Judul]
[Fitur]
[Persentase]
[Ringkasan] kalimat
topik
representasi dokumen[Dokumen]
Pengguna
1.1
Pra Proses
+
1.2
Pembagian dokumen
menjadi topik
+
1.3
Penghitungan bobot
topik
1.4
Pemilihan kalimat paling
penting dari topik
+
Pengguna
Pengguna
Pengguna
Gambar 5 DFD level 1 peringkas teks otomatis pada bahasa
Indonesia
3. HASIL DAN PEMBAHASAN
3.1. Data Penelitian
Untuk menunjang penelitian ini diperlukan data.
Data yang digunakan dalam penelitian ini secara
umum ada 3, yaitu dokumen, kamus dan
stopword. Dokumen yang digunakan pada
penelitian ini merupakan data sekunder yang
dikumpulkan oleh Kurniawan (2003). Dokumen
tersebut bersumber dari situs harian Duta
Masyarakat Online mulai tanggal 15 Maret 2003
sampai 3 Juni 2003 sebanyak 50 dokumen yang
dipilih secara acak. Dari dokumen tersebut dibuat
ringkasannya oleh 3 orang sehingga terdapat 150
dokumen hasil ringkasan. Dokumen hasil
ringkasan tersebut akan digunakan untuk
mengevaluasi ringkasan yang dihasilkan oleh
sistem pada penelitian ini. Data kamus merupakan
kumpulan kata-kata dasar pada bahasa Indonesia
yang disesuaikan dengan imbuhan. Data kamus
yang digunakan antara lain kamus yang
berhubungan dengan imbuhan partikel, milik,
prefiks1, prefiks2, dan sufiks.
3.2. Ringkasan Manual
Ringkasan manual adalah ringkasan yang dibuat
secara manual oleh orang. Ringkasan manual ini
digunakan untuk membandingkan hasil ringkasan
yang dihasilkan oleh sistem. Dalam hal ini, data
yang digunakan adalah data sekunder dari
penelitian yang dilakukan oleh Kurniawan (2003)
di mana ringkasan manual dibuat oleh 3 orang
peringkas di mana setiap orang meringkas 50
dokumen tersebut dengan hasil ringkasan sebesar
20% dari dokumen asal atau sekitar 6 kalimat [6].
Untuk menentukan kalimat hasil ringkasan yang
relevan ditentukan dengan metode suara
terbanyak (majority opinion), artinya bila suatu
kalimat dipilih oleh minimal 2 orang peringkas
maka kalimat itu relevan untuk dijadikan hasil
ringkasan. Tabel 6.1 merupakan hasil rekapitulasi
untuk mendapatkan kalimat relevan dari hasil
ringkasan manual oleh 3 orang. Pada kolom
Majority Opinion merupakan indeks kalimat
relevan dari ringkasan manual yang nantinya
digunakan untuk membandingkan dengan indeks
kalimat yang dihasilkan oleh sistem. Sedangkan
pada kolom Jml merupakan jumlah kalimat
relevan yang dihasilkan hasil dari suara
terbanyak. Jumlah ini nantinya digunakan
sebagai pembanding untuk menentukan evaluasi
recall dari tiap-tiap fitur ekstraktor. Sebagai
contoh untuk dokumen dengan dok_id = 6, user1
memilih kalimat dengan indeks 0, 1, 2, 3, 4, 5
sebagai kalimat ringkasan, kemudian user2
memilih kalimat dengan indeks 0, 3, 6, 20, 23, 24
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dan user3 memilih kalimat dengan indeks 0, 3, 4,
16, 18, 19. Dari hasil ringkasan dari ke-3 user ini
dapat disimpulkan bahwa suara terbanyak adalah
kalimat dengan indeks 0, 3, 4, 16, dengan jumlah
kalimat relevan sebesar 4.
3.3. Evaluasi Sistem Berdasarkan Fitur
Evaluasi sistem dilakukan dengan cara
membandingkan hasil ringkasan manual dengan
hasil ringkasan oleh sistem pada tiap fitur . Untuk
mengevaluasi ini menggunakan notasi
perhitungan precision, recall dan F-measures
yang ditunjukkan pada rumus 11, 12 dan 13.
Rata-rata nilai precision, recall dan F-measures
pada masing-masing fitur dapat dilihat pada tabel
3. Dari tabel tersebut dapat disimpulkan antara
lain bahwa nilai precision tertinggi adalah fitur
posisi kalimat sebesar 0.41. Hal ini menunjukkan
bahwa fitur ini mengekstrak sebanyak sekitar
41% kalimat relevan dari jumlah kalimat yang
dihasilkan oleh sistem. Dan nilai recall tertinggi
adalah 0.53 dari fitur posisi kalimat. Hal ini
berarti sebesar sekitar 53% kalimat relevan
dihasilkan dari jumlah kalimat relevan.
Dari tabel 3 juga dapat disimpulkan bahwa nilai
F-measures yang tertinggi adalah fitur posisi
kalimat sebesar 0.46 sehingga dapat diartikan
bahwa fitur ini paling berpengaruh terhadap hasil
ringkasan yang koheren dibandingkan dengan
fitur lainnya. Nilai F-measures tertinggi
selanjutnya kemiripan dengan kalimat pertama
dan kemiripan dengan judul sebesar 0.42, dan
berturut-turut pada posisi 3 dan 4 fitur panjang
relatif kalimat dan Log-TFISF sebesar 0.35 dan
0.22. Hal ini berarti untuk fitur Log-TFISF
sedikit pengaruhnya terhadap hasil ringkasan
yang koheren.
Tabel 3 Rata-rata evaluasi terhadap fitur
Fitur Precision Recall F-Measures
Log-TFISF 0.20 0.26 0.22
Sentence position 0.41 0.53 0.46
Sentence overlap 0.38 0.48 0.42
Title overlap 0.37 0.49 0.42
Sentencelength 0.31 0.40 0.35
Untuk lebih jelasnya, perbandingan rata-rata nilai
precision, recall dan F-measures tiap-tiap fitur
digambarkan dalam bentuk grafis yang
ditunjukkan gambar 6.
0.00
0.10
0.20
0.30
0.40
0.50
0.60
TFISF Sentence
Position
Sentence
Overlap
Title Overlap Sentence
Length
Precision
Recall
F-Measures
Gambar 6 Grafik perbandingan nilai Precision, Recall dan F-
Measures masing-masing fitur
3.4..Penentuan Bobot Fitur
Pembobotan fitur dilakukan dengan cara
membandingkan nilai F-Measures dengan total
nilai F-Measures dari 5 fitur, sehingga akan
didapatkan bobot relatif suatu fitur terhadap fitur
lainnya. Rumus yang digunakan untuk mendapat
bobot relatif ini ditunjukkan dengan rumus 14, di
mana i adalah indeks fitur, |I| adalah jumlah fitur
dan FM(i) adalah F-Measure fitur ke-i.


 |I|
i
FM(i)
FM(i)latif(i)Bobot
1
Re
(14)
Dengan menggunakan data pada tabel 5 dan
rumus 14 akan didapatkan bobot relatif untuk
fitur Log-TFISF sebesar 0.12 karena nilai F-
measures Log-TFISF 0.22 dibandingkan dengan
nilai total F-measures sebesar 1.87. Hasil lengkap
dari perhitungan bobot relatif dari fitur dapat
dilihat pada tabel 5.
Dari tabel 4 dapat disimpulkan bahwa fitur
posisi kalimat memiliki bobot relatif paling
signifikan dibandingkan fitur lainnya yakni
sebesar 0.25, kemudian berturut-turut fitur
kemiripan dengan kalimat pertama sebesar 0.22,
kemiripan dengan judul sebesar 0.22, panjang
relatif kalimat sebesar 0.19 dan Log-TFISF 0.12.
Tabel 4 Pembobotan fitur berdasarkan nilai F-Measures
Fitur F-Measures Bobot Relatif
Log-TFISF 0.22 0.12
Sentence Position 0.46 0.25
Sentence Overlap 0.42 0.22
Title Overlap 0.42 0.22
Sentence Length 0.35 0.19
Jumlah 1.87 1.00
3.5. Analisis Fitur
Pada subbab ini akan dilakukan analisis fitur
terhadap sistem peringkas otomatis dengan cara
membandingkan hasil ringkasan pada ATS
dengan bobot fitur sama dengan dengan ATS
dengan bobot fitur seperti tabel 6. Dokumen yang
digunakan sebagai bahan ujicoba bertemakan
manajemen pemasaran yang diambil dari
Kompas.com pada tanggal 15 Desember 2010
sebanyak 5 dokumen. Sebagai bahan evaluasi
sistem peringkas otomatis ini, dokumen-
dokumen ini diringkas oleh orang yang
berkecimpung pada bidang manajemen
pemasaran. Dokumen dilakukan peringkasan
sebesar 20% dari dokumen sumber atau sekitar 6-
10 kalimat. Rincian hasil ringkasan dari dokumen
ini ditunjukkan tabel 5. Untuk melakukan
evaluasi, sistem menggunakan peringkasan
sebesar 20% juga.
Tabel 5 Dokumen sumber sebagai bahan evaluasi
untuk ATS
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No
Dok
.
Jumlah
Kalimat
Jumlah
Ringkasan Indeks Kalimat Ringkasan
1 39 8 1, 2, 3, 5, 6, 30, 31, 32
2 38 8 1, 2, 3, 8, 18, 29, 21, 22
3 48 10 1, 2, 5, 7, 12, 17, 20, 27, 29, 37
4 33 7 1, 2, 8, 9, 10, 23, 26
5 28 6 1, 2, 3, 5, 6, 7
3.5.1 Evaluasi ATS dengan bobot sama
Analisis dilakukan dengan cara menggunakan
fitur dengan bobot sama. Hasil evaluasi ini
ditunjukkan pada tabel 7. Dari tabel tersebut
untuk dokumen ke-1 akurasi yang dihasilkan
sistem sebesar 75,00%, dokumen ke-2 sebesar
50,00%, dokumen ke-3 sebesar 90,00%,
dokumen ke-4 sebesar 57,14%, dan dokumen ke-
5 sebesar 67,67%%. Dari hasil akurasi masing-
masing dokumen maka didapatkan rata-rata
akurasi sebesar 67,76%.
Tabel 6 Evaluasi terhadap ATS tanpa pembobotan
fitur
No KR KR KRS

KRS Akurasi
1 1, 2, 3, 5, 6,30, 31, 32 8
1, 2, 3, 25, 30, 31,
32, 35 6 75,00%
2 1, 2, 3, 8, 18,29, 21, 22 8
1, 2, 4, 7, 8, 22,
31, 32 4 50,00%
3
1, 2, 5, 7, 13,
17, 20, 27,
29, 37
10 1, 2, 5, 7, 13, 17,20, 29, 31, 37 9 90,00%
4 1, 2, 8, 9, 10,23, 26 7
2, 9, 10, 16, 18,
23, 27 4 57,14%
5 1, 2, 3, 5, 6, 7 6 1, 2, 3, 7, 18, 19 4 67,67%
Rata-rata 67,76%
KR=Kalimat relevan
KRS = Kalimat relevan oleh sistem
3.5.2 Evaluasi ATS dengan pembobotan fitur
Analisis dilakukan dengan cara menambahkan
bobot relatif fitur sesuai dengan tabel 4. Hasil
evaluasi ini ditunjukkan pada tabel 7. Dari tabel
tersebut untuk dokumen ke-1 akurasi yang
dihasilkan sistem sebesar 75,00%, dokumen ke-2
sebesar 50,00%, dokumen ke-3 sebesar 90,00%,
dokumen ke-4 sebesar 57,14%, dan dokumen ke-
5 sebesar 67,67%%. Dari hasil akurasi masing-
masing dokumen maka didapatkan rata-rata
akurasi sebesar 70,62%. Hal ini menunjukkan
bahwa hasil ringkasan dari ATS yang
menerapkan pembobotan fitur memiliki tingkat
akurasi lebih tinggi dibandingkan tanpa
menggunakan pembobotan dengan selisih sekitar
2,86%.
Tabel 7 Evaluasi terhadap ATS dengan pembobotan fitur
No KR KR KRS

KRS Akurasi
1 1, 2, 3, 5, 6,30, 31, 32 8
1, 2, 3, 25, 30,
31, 32, 35 6 75,00%
2 1, 2, 3, 8, 18,29, 21, 22 8
1, 2, 4, 7, 8, 22,
31, 32 4 50,00%
3
1, 2, 5, 7, 13,
17, 20, 27,
29, 37
10
1, 2, 5, 7, 13,
17, 20, 29, 31,
37
9 90,00%
4 1, 2, 8, 9, 10,23, 26 7
1, 2, 9, 10, 18,
23, 27 5 71,43%
5 1, 2, 3, 5, 6, 7 6 1, 2, 3, 7, 18, 19 4 67,67%
Rata-rata 70,62%
KR=Kalimat relevan
KRS = Kalimat relevan oleh sistem
4. KESIMPULAN
1. Nilai precision fitur berurutan dari yang
tertinggi adalah posisi kalimat, kemiripan
dengan kalimat pertama, kemiripan dengan
judul, panjang relatif kalimat dan Log-TFISF
dengan nilai 0.41, 0.38, 0.37, 0.31, dan 0.20.
Dari data ini dapat disimpulkan bahwa fitur
posisi kalimat mengekstrak kalimat relevan
terbanyak dari jumlah kalimat yang dihasilkan
oleh sistem yakni sekitar 41%, sedangkan
fitur Log-TFISF yang paling sedikit yakni
sekitar 20%.
2. Nilai recall fitur berurutan dari yang tertinggi
adalah posisi kalimat, kemiripan dengan
judul, kemiripan dengan kalimat pertama,
panjang relatif kalimat, dan Log-TFISF
dengan nilai 0.53, 0.49, 0.48, 0.40, dan 0.26.
Dari data ini dapat disimpulkan bahwa fitur
posisi kalimat mengekstrak kalimat relevan
terbanyak dari jumlah kalimat relevan
majority opinion yakni sekitar 53%,
sedangkan fitur Log-TFISF yang paling
sedikit yakni sekitar 26%.
3. Nilai F-Measures fitur berurutan dari yang
tertinggi adalah posisi kalimat, kemiripan
dengan kalimat pertama, kemiripan dengan
judul, panjang relatif kalimat dan Log-TFISF
dengan nilai 0.46, 0.42, 0.42, 0.35 dan 0.22.
Dari data ini dapat disimpulkan bahwa fitur
posisi kalimat paling berpengaruh terhadap
hasil ringkasan yang koheren dibandingkan
fitur lainnya. Sedangkan fitur Log-TFISF
paling sedikit pengaruhnya terhadap hasil
ringkasan yang koheren.
4. Bobot relatif masing-masing fitur dari yang
tertinggi adalah posisi kalimat sebesar 0.25,
kemiripan dengan kalimat pertama sebesar
0.22, kemiripan dengan judul sebesar 0.22,
panjang relatif kalimat sebesar 0.19 dan Log-
TFISF sebesar 0.12. Hal ini menunjukkan
nilai bobot yang perlu digunakan dalam
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proses pembobotan fitur untuk peringkasan
suatu dokumen.
5. Nilai akurasi dari sistem peringkas teks
otomatis pada fitur tanpa pembobotan sebesar
67,76%, sedangkan pada fitur dengan
pembobotan sesuai dengan kesimpulan nomor
4 adalah 70,62%. Hal ini menunjukkan bahwa
tingkat akurasi peringkas teks otomatis
menggunakan pembobotan fitur lebih tinggi
dibandingkan dengan fitur tanpa pembobotan,
dengan selisih akurasi sekitar 2,86%.
5. SARAN
1. Melibatkan fitur lainnya seperti keberadaan
kata benda, query oleh pengguna, dan lain-
lain dalam melakukan analisis bobot fitur .
2. Perlu dilakukan teknik pembobotan fitur
ekstraktor untuk menganalisis hasil ringkasan
dari suatu sistem.
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