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$Y_{n}=S_{n}+Z_{n}$ , $n=1,2,$ $\ldots$
$Z=\{\mathrm{Z}_{n} ; n=1,2, \ldots\}$ $0$ $S=\{S_{n)}$. $n=$
$1,2,$ $\ldots\}$ $Y=\{Y_{n} ; n=1,2, \ldots\}$
$S_{n}$
$Y_{1)}$ . . . , $\mathrm{Y}_{n-1}$ $R$ , $n$ $x^{n}(W, Y^{n}-1),$ $W\in$
$\{1, \ldots, 2^{nR}\}$ $\mathrm{g}_{n}$ : $\mathrm{N}^{n}arrow\{1,2, \ldots, 2^{n}R\}$
$Pe^{(n)}=Pr\{g_{n}(Y^{n})\neq W;\mathrm{Y}^{n}=x^{n}(W, Yn-1)+z^{n}\}$ ,
$W$ $\{1, 2, \ldots, 2^{nR}\}$ – $Z^{n}=(Z_{1}, Z_{2}, \ldots, z_{n})$
$\frac{1}{n}.\cdot\sum_{=1}^{n}E[S^{2}.]|\leq P$
causal Si $(i=1,2, \ldots, n)$ $Z_{1},$ $\ldots$ , Zi-l




$C_{n}(P)$ $B=0$ Cover and Pombra
980 1997 150-161 150
Theorem 1(Cover and Pombra $[1]\rangle$ $\epsilon>0$ $n=1,2,$ $\ldots$ $n$
$2^{n(C_{n,FB}}(P)-\epsilon)$ $narrow\infty$ $Pe^{(n)}arrow 0$ $\epsilon>0$
$n$
$2^{n(c_{n}},FB(P)+\xi)$ $Pe^{(n)}arrow 0(narrow\infty)$
$n$ $C_{n,FB}(P)$ $C_{n}(P)$ $C_{n}(P)$
Proposition 1(Gallager [4])
$C_{n}(P)= \frac{1}{2n}.\sum_{1=1}^{k}\log\frac{nP+r_{1}+\cdots+T_{k}}{kr_{i}}$ ,
$0<r_{1}\leq r_{2}\leq\cdots\leq r_{n}$ $R_{Z}^{(n)}$ . $k(\leq n)$ $nP+r_{1}+\cdots+r_{k}>kr_{k}$
$C_{n,FB}(P)$
Ebert [3], Pinsker [8], Cover and Pombra [1], Dembo [2], Yanagi [10] [11]
2 2
2
$Tr[QtR^{-}1Q-2WQ]= \sum k=1\hslash.\sum_{1=kj}’\sum_{k=}^{\hslash}r;jqi\mathrm{k}q_{j}k-2\sum_{k=1|}\sum w_{k_{1}}\cdot qi\mathrm{n}.=knk$ , (2)
$R$ $R^{-1}=\{r_{1j} ; 1 \leq i, j\leq n\}$ $Q=\{q_{1j}$ ; $1\leq i,$ $j\leq$
$n,$ $q_{ij}=0(i<i)\}$ $W=\{w_{ij} ; 1 \leq i, j\leq n\}$ $W$
$Q$ (2)




$n$ $R^{-1}$ $|R^{-1}(k, \ldots, n)|$ $R^{-1}(k, \ldots, n)$
$R_{11}(k)$ 1, . . . , $k-1$ 1, . . . , $k-1$ $R$ $R_{12}(k)$





$- \sum_{k=1}^{n}\mathrm{t}1R^{-}1(k, \ldots, n)]^{-}1,$ $)$ , (3)
{ $\cdot,$ $\cdot)$ $\mathbb{R}^{n}$
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$..$ . $r_{k+1n}r_{nn}r_{kn}..\cdot)=$ .
$R^{-1}(k, \ldots, n)$
$=[R^{-1}(k, \ldots, n)1-1\cdot$
$qik= \frac{1}{|R^{-1}(k,\ldots,n)|}\sum_{\wedge-\mathrm{L}}^{-}.\tilde{T}_{1}.j(k, \ldots, n)w_{kj}$ ,
$\tilde{r}_{ij}(k, \ldots, n)$ $(i, j)$ $R^{-1}(k, \ldots, n)$
$\sum\sum r_{i\mathrm{j}}\frac{\sum_{l=k}^{n}\tilde{\gamma}_{i}l(k,.\cdot.\cdot.\cdot,n)wk\mathit{1}}{|R^{-1}(k,,n)|}\frac{\sum_{m=k^{\tilde{\gamma}}j}^{n}m(k.\cdot.,n)w_{k,m}}{|R^{-1}(k,..,n)|}nn,.-2\sum w_{k}\cdot\frac{\sum_{\mathit{1}=k}^{n}\tilde{r}_{il}(k,.\cdot.\cdot.\cdot,n)w_{kl}}{|R^{-1}(k,,n)|}n|$ .
$|.=kj=k$ $|.=k$
$\sum’\sum\sum r_{1}j\tilde{r}|l(k, \ldots, n\hslash l..)w_{k\mathit{1}}\sum.\tilde{r}_{jm}(k, \ldots, n)w_{km}$
$|.=kj=kl=k$ $m=k$
$=$
$\sum\sum\sum r\cdot j\tilde{r}il(k|’\ldots, n)w_{k}z\mathrm{n}*\mathrm{n}\sum nr_{jm}^{\sim}.(k, \ldots, n)w_{km}$
$j=kl=k|.=k$ $m=k$
$=$ $\sum\sum’ S_{j}l|R^{-}1(*k, \ldots, n)|w_{kl}\sum_{m}n=k\tilde{r}_{j}(mk, \ldots, n)w_{km}$
$j=kl=k$




$=$ $-\{[R^{-1}(k, \ldots, n)]-1, \}$ (5)
$W$ (3)
Theorem 3 $W$ (3)
$-Tr1R]+k2 \sum_{=}^{n}\lambda_{\max}()$ ,
$\lambda_{\max}(A)$ $A$
Proof. $R_{22}(k)$ $k,$ $\ldots,$ $n$ $k,$ $\ldots,$ $n$ $R$
$\mathrm{w}_{k}^{*}=($
$w_{k1}$ $w_{k2}$ . .. $w_{kn}$ ) (3) $W$
$- \sum_{k=1}^{n}\{[R^{-1}(k, \ldots, n)]-1,$$)$
$2\leq k\leq n$
$[R^{-1}(k, \ldots, n)1^{-}1=R_{22}(k)-R21(k)R_{1}1(k)^{-}1R12(k)$







$=$ $-(R \mathrm{w}_{1’ \mathrm{l}}^{\prime \mathrm{e}}\mathrm{w}\}\cdot-\sum_{k=2}\{\mathrm{t}R\mathrm{w}_{k’ k}\mathrm{w}^{*}\mathrm{I}*-\mathrm{t}n\mathrm{w}_{k}^{**}, \mathrm{w}_{k})\}$
$=$ $- \sum_{k=1}^{n}(R_{\mathrm{W}^{**}},$$\mathrm{w}\}kk+\sum \mathrm{t}k=2n\mathrm{w}_{k’ k}^{*}\mathrm{w}^{*}\}$





$Q$ (6) Theorem 2
Theorem 4 (2)
$-|R_{11}(2)|- \frac{|R_{11}(3)|}{|R_{11}(2)|}-\frac{|R_{11}(4)|}{|R_{11}(3)|}$ –.. . $- \frac{|R|}{|R_{11}(n)|}$ .
Theorem 4
Lemma 1 $2\leq k\leq n$




$A_{11}$ $(k-1)$ $\mathrm{x}(k-1)$ $A_{12}$ $(k-1)\mathrm{x}(n-k+1)$ $A_{21}$
$(n-k+1)\mathrm{x}(k-1)$ | $A_{22}$ $(n-k+1)\mathrm{x}(n-k+1)$
$R^{-1}=$
$R$ $B_{11}$ $(k-1)\mathrm{x}(k-1)$ $B_{12}$ $(k-1)\mathrm{x}(n-k+1)$
$B_{21}$ $(n-k+1)\mathrm{x}(k-1)$ . $B_{22}$ $(n-k+1)\mathrm{x}(n-k+1)$ $R$
$A_{11}$ $=$$|R|=|A_{11}||A_{22}-A_{21}A^{-1}11A12|$ . (7)
$=I$
$A_{11}B_{12}+A_{12}B_{22}$ $=$ $0$ (8)










$|R^{-1}(k, \ldots, n)|=\frac{|R_{11}(k)|}{|R|}$ .
Proof of Theorem 4. (5) $w_{kl}=S_{kl},$ $l=k,$ $\ldots,$ $n\text{ }(6)$ $.\text{ }$
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$- \sum_{k=1}^{n}\frac{\tilde{r}_{kk}(k,..\cdot.\cdot.’ n)}{|R^{-1}(k_{)},n)|}$,
$\tilde{r}_{kk}(k, \ldots, n)$ $(k, k)$ $R^{-1}(k, \ldots, n)$ $\tilde{r}_{kk}(k, \ldots, n)=|R^{-1}(k+$
$1,$
$\ldots,$
$n)|$ Lemma 1 (6)
$- \sum_{k=1}^{n}\frac{|R^{-1}(k+1,\ldots,n)|}{|R^{-1}(k,\ldots,n)|}=-|R_{11}(2)|-\frac{|R_{11}(3)|}{|R_{11}(2)|}$ –. $..- \frac{|R|}{|R_{11}(n)|}$
3 $C_{n,FB}(P)$










Proof $R_{Z}^{(n)}$ $R_{Z}$ Lemma 2




















$C_{n}(P) \leq C_{n,FB}(P)\leq\frac{1}{2}\log(P_{2}+\frac{1}{n}T\tau 1R_{Z}^{(}n)])-\frac{1}{2n}1o\mathrm{g}|R_{Z}^{(n)}|$ ,
$P_{2}=P+2\sqrt{\frac{P}{n}}\sqrt{Tr[R_{z}^{(}n)]-|R11(Z2)|-\frac{|R_{Z^{1}}^{1}(3)|}{|R_{z(2)|}^{11}}--\frac{|R_{Z}^{(n)}|}{|R_{Z^{1}}^{1}(n)|}}$.













$R_{Z}^{(n)}+R_{U}(n) \leq R_{z}^{(n)}+\frac{\{R_{U}n))(+R_{U}(n)}{2}$ .
$|R_{zU}^{(n)}+R^{(}n)| \leq|R_{Z}^{(n}+\frac{(R_{U}^{(n)})+R_{U}(n\rangle}{2})|$ .

































$C_{n}(P)\leq C_{n,FB}(P)\leq C_{n}(P^{*})$ ,
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