












别几乎都是基于具有动力学演化过程的自旋模 型，如Ｉｓｉｎｇ模 型 等，而 其 在 另 一 类 不 具 有 动 力 学 演 化 过 程 而 完 全 由
系统结构特征决定的相变模型，如逾渗模型等，仍未有细致研究．本文结合现有的机 器 学 习 技 术，卷 积 神 经 网 络 和 一
般向量机，对二维方格子上的座逾渗问题进行 了 研 究，发 现 能 以 高 正 确 率 对 不 同 相 的 构 型 进 行 识 别，证 明 了 机 器 学
习在这类问题上研究的可行性．通过已完成训练的学习机对不同参数下构型预测的正确 率 计 算，发 现 正 确 率 在 相 变
点附近会出现急剧衰减，与系统参数呈幂律衰减．这与 传 统 相 变 理 论 一 致．通 过 定 量 计 算，还 发 现２种 学 习 机 的 正 确














典型的工作是Ｃａｒｒａｓｑｕｉｌａ和 Ｍｅｌｋｏ利用单隐含层神经网络和卷积神经网络对Ｉｓｉｎｇ模 型、自 旋 冰 模 型 和

























为回答 上 述 问 题，本 文 利 用 近 年 在 图 像 处 理 上 表 现 优 异 的 卷 积 神 经 网 络（Ｃｏｎｖｏｌｕｔｉｏｎａｌ　Ｎｅｕｒａｌ　Ｎｅｔ－
ｗｏｒｋ，ＣＮＮ）和一种基于 Ｍｏｎｔｅ－Ｃａｒｌｏ方法优化的单隐含层神经网络———一般向量机（Ｇｅｎｅｒａｌ　Ｖｅｃｔｏｒ　Ｍａ－
ｃｈｉｎｅ，ＧＶＭ），对二维方格子上的座逾渗相变问题做了细致的研究．首先用这２种网络作为监督学习机，以













































































一个构型时，构型上的每个 格 点 都 使 用 同 一 个ｐ，并 且 每 个 格 点 都 是 相 互 独 立 地 被 设 置 为 打 开 或 者 关 闭．







































































相变点ｐｃ 处．利 用 这 个 性 质，可 以 定 出 相 变 点 大 约 在０．５９２到０．５９４之 间．这 与 传 统 方 法 算 得 得 相 变 点
０．５９２　７相符．这是相变在机器学习角度的体现．另外，注意到在Ｉｓｉｎｇ模型中这样的正确率降低的显著性随着
９４第１期　　　　　　　　　　　　　徐荣幸，等：机器学习在座逾渗相变问题中的应用
尺寸增大而减小，逾渗模型正好与之相反［３］．这也从新的角度证明了逾渗模型在本质上同Ｉｓｉｎｇ模型的差异．
进一步地，对临界点附近的衰减行为做了定量的研究．传统的相变理论有一系列的关于临界行为的临界
指数理论．在这里，如果把正确率η当作一个新的描述这类逾渗相变的物理量，就可以利用传统的临界指数
理论来研究它．根据本文的结果，正确率关于相变点两侧对称，因此假定，正确率的临界行为也服从幂律：
η～｜ｐ－ｐｃ｜， （１）
就是正确率的临界指数．
为了计算的值，将正确率按照其关于相变点对称的性质分成２段：ｐ＞ｐｃ的部分和ｐ＜ｐｃ的部分．因
此对于每个尺寸上的数据，都有２段临界行为来定临界指数．并且，由于考虑到非常接近相变点时，正确率的
计算误差会增加，因此为了避免这些误差带来的影响，不将这一部分数据计算在内．而幂律关系又只在临近
相变点附近才会出现，所以离相变点非常远的那部分数据也不会被算在内．最终选取中间一段的数据点来定
正确率的临界指数．具体方案是，直接利用之前的ＣＮＮ和ＧＶＭ的测试正确率的数据，将其坐标转化为双对
数坐标，根据幂律关系式（１）可知，此时图像的斜率就是临界指数的值．只需要对数据点进行最小二乘法拟
合求斜率即可．最终结果如图５所示．
算得在ＣＮＮ的结果中，≈０．３７；在ＧＶＭ中≈０．３９．在计算误差允许的范围内，在这２种网络中的
可以认为是相等的．从图５中还可以看到，在不同尺寸下值也基本上相等，所以这个临界指数是一个与尺
寸无关的量．这也同临界指数的定义相符合．那么也就是说，使用不同的机器学习方法计算的正确率虽然在
数值上有所差异（这是不同的网络的表达能力的差异导致的），但是只要其正确完成了学习，那么它们的正确
率向临界点的趋近的定量行为是一致的．这与机器学习方法无关，是这个逾渗模型内禀性质，体现的是相变
点奇异的普适性．而且，通过将值与已有的逾渗临界指数作对比，并没有发现与其一致的参数．因而，可以
把机器学习上的正确率作为一个新的量，来描述这类相变．这也为研究这类逾渗问题提供了新的角度．
４　结　论
本文利用监督学习方法，通过训练卷积神经网络和一般向量机，对二维方格子上的座逾渗相变问题进行
了研究．首先证明了机器学习对于逾渗这类不存在哈密顿量控制的动力学演化的相变模型，也可以通过监督
学习的方式，正确被训练以及正确识别不同参数下对应的不同的相．区别于类Ｉｓｉｎｇ模型，机器学习在这类相
变模型上的成功更具有一般性的意义．为进一步使用机器学习研究这类相变提供了实践基础．在此基础上发
现，学习机的正确率会在相变点附近发生衰减，越过相变点后又会逐渐恢复．这个性质可以用于准确确定相
变点的位置．计算了相变点附近不同尺寸下正确率随开放概率ｐ的幂律衰减指数，发现在不同学习机中，该
指数是普适的．这个结果从全新的角度展现了相变点奇异的普适性，同时也为相变研究提供了正确率这一全
新参量．总之，本文研究为相变研究提供了新的角度，也为机器学习在物理上的应用提供了更加有力的证据．
０５ 河南师范大学学报（自然科学版）　　　　　　　　　　　　　　　　２０１９年
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