Abstract. We present some new concentration of measure inequalities for discrete time Markov chains, and illustrate their application by analysing a well-studied routing model in greater depth than had previously been possible. In the model, calls arrive for each pair of endpoints in a fully-connected network as a Poisson process, and calls have exponential durations. Each call is routed either along the link connecting its endpoints, or, if the direct route is unavailable, along a two-link path between them, via an intermediate node. We use an explicit and simple coupling to show a strong concentration of measure property, and deduce that the evolution of the process may be approximated by a differential equation. The technique is likely to be useful to prove laws of large numbers in other settings.
Introduction
We present some new concentration of measure inequalities for discrete time Markov chains, and illustrate their application by analysing a wellstudied routing model in greater depth than had previously been possible. The concentration of measure inequalities will be presented in Section 2; we now introduce the routing model and describe our results.
We consider a class of routing problems in continuous time, where calls have Poisson arrivals and exponential durations, studied earlier in [1; 3; 4; 5; 8; 10] . The setting is as follows. For each n ∈ N, we have a fully connected communication graph K n , with node set V n = {1, . . . , n} and link set L n = {{u, v} : 1 ≤ u < v ≤ n}. Each link {u, v} ∈ L n has capacity C = C(n) < ∞, where C(n) ∈ Z + for each n. Each arriving call is to be routed either along a link {u, v} or along a path between u and v consisting of a pair of links {u, w} and {v, w}, for a pair u, v of distinct nodes (endpoints of the call) and some intermediate node w = u, v, if possible. A call in progress will use one unit of capacity of each of the links it occupies, for its entire duration. Calls arrive as a Poisson process with rate λ over the links of the complete graph K n . If a call is for nodes u and v, then we route it over the direct link {u, v} between u and v if possible, that is if {u, v} has fewer than C calls currently using it. Otherwise, we pick an ordered list of d = d(n) possible intermediate nodes (w 1 , . . . , w d ) from V n \ {u, v}, uniformly at random with replacement, and the call is routed along one of the two-link routes {{u, w 1 }, {v, w 1 }}, . . . , {{u, w d }, {v, w d }}, chosen to minimise the larger of the current loads on its two links, subject to the capacity constraints. Ties are broken in favour of the first 'best' route in the ordered list. If none of the d two-link paths is available, then the call is lost. Call durations are unit mean exponential random variables, independent of one another and of the arrivals and choices processes.
Here, we focus on the analysis of this algorithm as n tends to infinity. We prove that, asymptotically, for suitable initial conditions and suitable functions λ(n), d(n) and C(n), for each node v, the proportion of links at v that carry k calls is well approximated by the solution of a differential equation. (Note that, when λ, d and C vary with n, there is no single limiting differential equation, but rather a sequence of approximating differential equations, with dimension tending to infinity if C → ∞ with n.)
Such law of large numbers results have been difficult to prove in this and related models, due to apparent and potentially strong dependencies between system elements (in this context, links). Here we are able to prove that these dependencies are negligible; it turns out that, in a suitable sense, links in certain collections evolve approximately independently of one another. Our technique appears to be new, and is likely to be useful in other settings. It relies on a coupling, which is used to prove that slowly-changing functions of the process (for instance, the number of links around a node v with load exactly k, for each node v and each k ∈ {0, 1, . . . , C}) are well concentrated at each time t. Thanks to the strong concentration of measure, it is then possible to show that the expected drifts of functions of interest factorise approximately, leading to a differential equation approximating these functions. The basic principle of our approach is, in essence, rather simple; however, there are considerable difficulties arising from the complicated evolution of the process in question.
In [2] , Brightwell and the author carry out an improved analysis of the coupling introduced in this paper to analyse the process in equilibrium, if the arrival rate λ is either sufficiently small or sufficiently large.
For each link e = {u, v} ∈ L n , let X (n)
t (e, 0) denote the number of calls in progress at time t which are routed along the link e, that is the number of directly routed calls between the end nodes u and v of e that are in progress at time t. For each link e = {u, v} ∈ L n and node w ∈ V n \ e, let X (n) t (e, w) denote the number of calls in progress at time t which are routed along the path consisting of links {u, w}, {v, w}, that is the number of calls between the end nodes u and v of e routed via w that are in progress at time t. We call X (n) t
= (X (n)
t (e, 0), X (n) t (e, w) : e ∈ L n , w ∈ V n \ e) the load vector at 2 time t, and let S = {0, 1, . . . , C} n(n−1) 2 /2 denote the state space, containing the set of all possible load vectors. Then X (n) = (X (n) t ) t≥0 is a continuoustime discrete-space Markov chain. We will normally drop the superscript n, to avoid unnecessarily cluttering the notation.
Given a load vector x ∈ S and a link e = {u, v} ∈ L n , let x(e) denote the load of link e. Then x({u, v}) = x({u, v}, 0) + w ∈{u,v} (x({u, w}, v) + x({v, w}, u).
Given a load vector x, node v and k ∈ Z + , let f v,k (x) be the number of links {v, w}, w = v, in x such that x({v, w}) = k (that is, the number of links with one end v carrying exactly k calls).
For a vector ξ = (ξ(k) : k = 0, . . . , C), let ξ(≤ j) = j k=0 ξ(k). Define F : R C+1 → R C+1 by In (1.1), the linear terms account for departures and directly routed arrivals. Each function g j is proportional to the rate of arrivals of alternatively routed calls onto links that carry j calls. When d = 1, we have the simpler expression g j (ξ) = 2ξ(C)(1 − ξ(C))ξ(j) for 0 ≤ j ≤ C − 1. Let ∆ C+1 ≤ denote the set of non-negative ξ such that C k=0 ξ(k) ≤ 1, and let ∆ C+1 = be the set of non-negative ξ such that C k=0 ξ(k) = 1. We will show (see Lemma 7.1) that, for each d ≥ 1, F is Lipschitz, with constant 8d 2 (λ + 1)(C + 1) 2 , over ∆ C+1 ≤ , with respect to the ℓ ∞ norm. Hence we will prove that, for all ξ 0 ∈ ∆ C+1 = , dξ t dt = F (ξ t ) (1.3)
has a unique solution starting from ξ 0 , valid for all times and such that ξ t ∈ ∆ C+1 = for all t ≥ 0. Given a pair of nodes u, v and j ∈ {0, . . . , C}, let I Let φ = max{φ 1 , φ 2 , φ 3 }. This function φ is related to the function called φ by Crametz and Hunt in [3] . We shall prove that, if φ(X 0 ) is small, for instance φ(X 0 ) = O log n √ n , then φ(X t ) remains small for a time interval of order 1, and over that period each function (n − 1) −1 f v,j (X t ) is well-approximated by the solution to the differential equation (1.3) with initial condition ξ 0 (j) = (n−1) −1 f v,j (X 0 ) for j = 0, . . . , C. Note that, if φ 2 (X 0 ) is small, then, for each j, all the functions f v,j (X 0 ) for different v ∈ V n are nearly equal, so all the (n − 1) −1 f v,j (X t ) can be approximated by the same solution to the differential equation (1.3) .
Let S 1 be the set of all states x such that x 1 ≤ 2λ n 2 . Theorem 1.1. Suppose that λ and t 0 are positive reals, and d and C positive integers. Set γ = 1/(2 25 (d 8 + d 4 C/λ)(8λt 0 + 1) 3 e 800dλt 0 ), and suppose that
Let ξ 0 be in ∆ C+1 = , and let (ξ t ) be the unique solution to the differential equation (1.3) on [0, t 0 ], subject to initial condition ξ 0 . Let X 0 be in S 1 . Let B n be the event that, for each v ∈ V n , k ∈ {0, . . . , C} and t ∈ [0, t 0 ],
γ log 2 n .
In particular, suppose that there is v 0 ∈ V n such that ξ 0 (j) =
n be the event that, for each t ≤ t 0 , k ∈ {0, . . . , C}, 4
For the special case d = 1, we obtain sharper bounds, replacing the term (C + 1) 3 in the exponent by (C + 1). Theorem 1.2. Suppose that λ and t 0 are positive reals, and C a positive integer, and suppose that d = 1. Set γ = 1/(2 25 (1 + C/λ)(8λt 0 + 1) 3 e 800λt 0 ), and suppose that
Suppose that, for each n, X
a.s., for some deterministic load vector x (n) 0 ∈ S 1 such that, for some constant c, φ(x
. Suppose also that, as n → ∞, λ and t 0 are bounded away from 0, and that λd 2 C 3 t 0 = o(log n) and dλt 0 = o(log log n). Then, for sufficiently large n, the condition on n in Theorem 1.1 is satisfied, and the theorem implies that, for ǫ > 0, if A ǫ n is the event that, for each v ∈ V n , each k ∈ {0, . . . , C}, and each t ∈ [0, t 0 ],
, the corresponding conditions are that, as n → ∞, λ and t 0 are bounded away from 0, and that λCt 0 = o(log n) and λt 0 = o(log log n).
Results analogous to Theorems 1.1 and 1.2, with different constants, hold for X 0 not necessarily in S 1 , as long as X 0 1 ≤ c n 2 for some constant c. In the simplest case where d = 1, if the direct link is at full capacity, only one two-link alternative route is considered, and it is used if there is spare capacity on both links. This case, with constant arrival rate λ and constant capacity C, was first studied by Gibbens, Hunt and Kelly [4] and then by Crametz and Hunt [3] , and Graham and Méléard [5] . For k = 0, 1, . . . , C, let Y (n) t (k) denote the proportion of links that carry k calls 5 at time t in a system with n nodes. It is conjectured in [4] and shown in [3] that, under suitable conditions, (Y (n) t (k) : k = 0, . . . , C) converges in distribution as n → ∞ to a deterministic vector (ξ t (k) : k = 0, . . . , C) obtained as the solution to the differential equation derived from the average drift of (Y (n) t (k) : k = 0, . . . , C), with appropriate initial conditions. The convergence result in [3] is non-quantitative. Graham and Méléard [5] do give a quantitative result concerning independence of small collections of links under the assumptions that initial link loads are iid and that initially there are no alternatively routed calls in the network. This result can be used to deduce a quantitative law of large numbers. (Also, it would be possible to quantify convergence in the more general case they consider.)
In the case of λ and C constant, and d = 1, Theorem 1.2 is a more refined, quantitative, version of the law of large numbers in [3] . Also, our result in this case is related to those in [5] . Unlike [5] , we do not need to assume that initially all the nodes are exactly exchangeable. Instead, our law of large numbers result holds for a large class of deterministic initial states, and holds simultaneously for all nodes. Theorem 1.1 and the remaining cases in Theorem 1.2 are completely new.
For d ≥ 2 constant and constant λ, this model is a variant of one that has attracted earlier interest. Luczak and Upfal [10] study a version (both in discrete and in continuous time) where the total capacity of each link {u, v} is divided into three parts, one for 'direct' calls, one for indirectly routed calls with one end u and one for indirectly routed calls with one end v. Equivalently, each 'undirected' link {u, v} has capacity C 1 (n) and is a first-choice path for calls between u and v; also, for each link {u, v} there are two directed links, uv and vu, each with capacity C 2 (n). Link uv is used for indirectly routed calls with one end u and link vu is used for indirectly routed calls with one end v. The results of [10] for the discrete-time model were strengthened and extended by Luczak, McDiarmid and Upfal [9] , who also studied the discrete-time version of the model that is the focus of this paper. The long-term behaviour of the continuous-time model was analysed in [1] and also in [8] , where calls are not routed on direct links at all. Theorem 1.1 holds also in the case above where direct links are not used (i.e., each arrival is allocated to the best among d indirect routes), with a suitably modified F in (1.3). Indeed, for 0 < k < C, we take instead
where the functions g k (ξ) are amended by dropping the factor ξ(C); F 0 (ξ) and F C (ξ) are modified in the same way. The proof is essentially identical, indeed slightly simpler in a few places.
In [8] (as well as in [9] for a corresponding discrete-time model), the class of routing strategies choosing a path for a new call from among d random alternatives is called the GDAR (General Dynamic Alternative Routing) Algorithm. The particular model we study in this paper is called the BDAR (Balanced Dynamic Alternative Routing) Algorithm. The FDAR (First 6
Dynamic Alternative Routing) Algorithm always chooses the first possible alternative two-link route among the d chosen. As in other models of this type, the 'power of two choices' phenomenon has been observed, that is, with the BDAR algorithm for d ≥ 2, the capacity C = C(n) required to ensure that most calls are routed successfully is much smaller than with the FDAR algorithm. This phenomenon is not exhibited by the model studied in this paper, as proved in Theorem 1.1 of [9] , but it does occur in the variant discussed above where direct links are not used. In particular, see [8] , for the variant where there is capacity division into three parts, but with zero capacity for direct calls, the following is true after a 'burn-in' period of length O(log n). Suppose we use the FDAR algorithm and each indirect link has capacity C(n) ∼ α log n log log n , where α > 0 is a constant. If α > 2/d, then there exists a constant K > 0 such that the mean number of calls lost in an interval of length n K is o(1). If α < 2/d then for each K there exists a constant c > 0 such that the mean number of calls lost in an interval of length n K is at least n c . On the other hand, suppose we use the BDAR algorithm with d ≥ 2 choices, and let K > 0 be a constant. There exists a constant c > 0 such that, if C(n) ≥ log log n log d + c then the expected number of lost calls in an interval of length n K is o(1); and if C(n) ≤ log log n log d − c then the expected number of lost calls in such an interval is at least n K+2−o(1) as n → ∞.
Our methods apply to any GDAR algorithm, and indeed any of the variants discussed above. The law of large numbers for the BDAR algorithm proved here is valid for the model without direct links in the parameter range considered in [8] , i.e., with constant λ and d, and C = C(n) = O(log log n) for d ≥ 2, and C = C(n) = O(log n/ log log n) for d = 1.
Brightwell and the author [2] use the same technique as in this paper, with a more detailed analysis of the coupling, to treat the process in equilibrium, in the cases where λ is either sufficiently small or sufficiently large. We prove rapid mixing to equilibrium, and show that 1 n−1 f v,k is well-concentrated around its expectation, which in turn is well-approximated by the unique fixed point of (1.3). For d = 1, this proves the approximation suggested in [4] , and it also provides an alternative proof of some of the results in [8] , for these ranges of λ.
The rest of the paper is organised as follows. In Section 2 we develop a concentration of measure inequality that will be a fundamental ingredient of our proofs. In Section 3, we formally write down the generator of the Markov chain in question, and give an informal explanation of our proof strategy. In Section 4, we describe a simple coupling between two copies of the Markov chain, and show that, under the coupling, they do not get much further apart over time, according to suitable notions of distance. In Section 5, we use the coupling to show that nice functions of the Markov chain are well concentrated around their expectations. Section 6 contains estimates of the expectation of the generator of the Markov chain. In Section 7, we prove 7 our main results, Theorems 1.1 and 1.2. In Section 8, we discuss the issue of initial conditions needed for Theorem 1.1 and 1.2 to apply. In Section 9 we discuss how our techniques can be extended to analyse other models.
Concentration inequalities
We present some concentration of measure inequalities that will be used in our proofs, and may also be useful in the analysis of other Markov chains with similar properties. These inequalities generalise results presented in [6] .
Let X = (X t ) t∈Z + be a discrete-time Markov chain with a discrete state space S and transition probabilities P (x, y) for x, y ∈ S. We allow X to be lazy, that is we allow P (x, x) > 0 for some x ∈ S. For x ∈ S, we set N (x) = {y : P (x, y) > 0}, and assume that N (x) is finite for each x ∈ S.
This setting is natural, and many models in applied probability and combinatorics fit into this framework, including those discussed in Section 1.
Let Ω = S N = {ω = (ω 0 , ω 1 , . . .) : ω i ∈ S ∀i}. Members ω of Ω will correspond to possible paths of the chain X, in that X i (ω) = ω i for i ∈ Z + . Then for each t ∈ Z + , X t may be viewed as a random variable on a measurable space (Ω, F), where F = σ(∪ ∞ t=0 F t ) and F t = σ(X i : i ≤ t). The σ-fields F t form the natural filtration for X.
Let P(S) be the power set of the discrete set S. The law of the Markov chain is a probability measure P on (Ω, F), determined uniquely by the transition matrix P together with the initial state X 0 = x 0 , according to
for each i ∈ Z + and x 1 , . . . , x i ∈ S. To be precise, this defines the law of (X t ) conditional on X 0 = x 0 , denoted by P x 0 in what follows. Let P t (x, y) be the t-step transition probability from x to y, given inductively by
Let E x 0 denote the expectation operator corresponding to
is the expectation of the function f with respect to measure δ x 0 P t . For t ∈ Z + and f : S → R, define the function P t f by
The following concentration of measure result for real-valued functions of X t is presented to set the scene, and because it may prove to be of independent interest. We will not use it in the proof of Theorems 1.1 and 1.2. Theorem 2.1. Let P be the transition matrix of a discrete-time Markov chain with discrete state space S. Let f : S → R be a function.
(i) Let (α i ) i∈Z + be a sequence of positive constants such that for all i ∈ Z,
Then for all a > 0, x 0 ∈ S, and t > 0,
(ii) More generally, let S 0 be a non-empty subset of S, and let (α i ) i∈Z + be a sequence of positive constants such that, for all i ∈ Z,
Then for all x 0 ∈ S 0 0 , a > 0 and t > 0,
This result is suitable for use in circumstances where the best available
In a situation where better bounds are available for "most" transitions out of a state x, then our next inequality, Theorem 2.3, is more appropriate.
Our proof of Theorem 2.1 makes use of a concentration inequality from [11] . Let ( Ω, F , P) be a probability space, with Ω finite. (The arguments used here could be extended to many cases where Ω is countably infinite.) Let G ⊆ F be a σ-field of subsets of Ω. Then there exist disjoint sets G 1 , . . . , G m such that Ω = ∪ m r=1 G r and every set in G can be written as a union of some of the sets G r . Given a bounded random variable Z on ( Ω, F , P), the conditional supremum sup(Z | G) of Z in G is the G-measurable function given by
where ω ∈ G r . Thus sup(Z | G) takes the value at ω equal to the maximum value of Z over the event G r in G containing ω.
Let t ∈ N, let {∅, Ω} = F 0 ⊆ F 1 ⊆ . . . ⊆ F t be a filtration in F, and let Z 0 , . . . , Z t be the martingale defined by Z i = E(Z| F i ) for each i = 0, . . . , t. For each i, let ran i denote ran(Z i | F i−1 ); by definition, ran i is an F i−1 -measurable function. For each j, let the sum of squared conditional ranges 9 R 2 j be the random variable j i=1 ran 2 i , and let the maximum sum of squared conditional ranges r 2 j be the supremum of the random variable R 2 j , that is r
The following result is Theorem 3.14 in [11] .
Lemma 2.2. Let Z be a bounded random variable on a finite probability space ( Ω, F, P) with E(Z) = m. Let {∅, Ω} = F 0 ⊆ F 1 ⊆ . . . ⊆ F t be a filtration in F, and assume that Z is F t -measurable. Then for any a ≥ 0,
More generally, for any a ≥ 0 and any value r 2 t ,
Proof of Theorem 2.1. Let us start with (i). Let f : S → R be a function. Fix a time t ∈ N, and an initial state x 0 ∈ S and consider the evolution of X t conditional on X 0 = x 0 for t steps, that is until time t. Since we have assumed that there are only a finite number of possible transitions from any given x ∈ S, we can build this process until time t on a finite probability space ( Ω, F, P x 0 ): we can take Ω to be the finite set of all possible paths x 0 , . . . , x t of the process starting at time 0 in state x 0 until time t. For each time j = 0, . . . , t, let F j = σ(X 0 , . . . , X j ). Also, we let F = F t .
Consider the random variable Z = f (X t ) : Ω → R; note that f (X t ) is F t -measurable. Also, for j = 0, . . . , t let Z j be given by
where we have used the Markov property in the last equality. Fix 1 ≤ j ≤ t; we want to upper bound ran j = ran(Z j | F j−1 ). The σ-field F j−1 can be decomposed into events { ω : ω i = x i for all i ≤ j − 1}, for different possible paths x 0 , x 1 , . . . , x j−1 of X. Fix x 1 , . . . , x j−1 ∈ S, and for x ∈ N (x j−1 ) consider
It follows from (2.1) that, for such ω,
It follows that
uniformly over ω ∈ Ω. Part (i) of Theorem 2.1 now follows from Lemma 2.2.
To prove (ii), observe that the bound
still holds on the event A t = { ω : X j ( ω) ∈ S 0 0 for j = 0, . . . , t − 1}. The next, more refined, concentration of measure result is the one that we actually use in our proofs. This result is applicable in situations where the bounds on
, in particular where there is only a small probability of a transition from x to some y where this difference is large. Theorem 2.3. Let P be the transition matrix of a discrete-time Markov chain with discrete state space S. Let f : S → R be a function. Suppose the set S 0 and functions a x,i :
Let t > 0, and let β = 2
Then, for all a > 0,
To prove Theorem 2.3, we use another result from [11] . As before, let Z be a bounded random variable on a finite probability space ( Ω, F , P). Fix t ∈ N, and let {∅,
Further, let V = t i=1 var i , the sum of conditional variances. Also, for each i = 1, . . . , t, define the i-th conditional deviation
and let the conditional deviation be dev = max i dev i . Note that V and dev are random variables in ( Ω, F, P). The following result is a 'two-sided' version (and a simple consequence) of Theorem 3.15 in [11] .
Lemma 2.4. Let Z be a random variable on a finite probability space ( Ω, F, P) with
, the maximum sum of conditional variances. Assume that α and β are finite. Then for any a ≥ 0,
More generally, for any a ≥ 0 and any values α, β ≥ 0,
Proof of Theorem 2.3. We start, as in the proof of the previous theorem, by assuming that S 0 = S. Let f : S → R be a function. Fix a time t ∈ N, and an x 0 ∈ S; consider the evolution of X = (X t ) t≥0 conditional on X 0 = x 0 for t steps, that is until time t. Again this process can be supported by a finite probability space ( Ω, F , P x 0 ). For each j = 0, . . . , t let F j = σ(X 0 , . . . , X j ), and let F = F t . We consider the random variable Z = f (X t ) : Ω → R. For j = 0, . . . , t, Z j is given by
We want to apply Lemma 2.4, so we need to calculate the conditional variances var i . We use the fact that the variance of a random variable Y is equal to
where Y is another random variable with the same distribution as Y and independent of Y .
Fix 1 ≤ j ≤ t and x 1 , . . . , x j−1 ∈ S, and for x ∈ S consider
Then, for ω such that
We now bound dev = max 1≤j≤t dev j . For ω such that
for each 1 ≤ j ≤ t, by assumption (2.3). Therefore α ≤ α. Theorem 2.3 now follows from the first statement in Lemma 2.4 in the case where S 0 = S. In general, the above bounds on V and dev hold on the event A t = {ω : X i (ω) ∈ S 0 0 for i = 0, . . . , t − 1}, and so the full statement of Theorem 2.3 also follows from the second inequality in Lemma 2.4.
We now prove that the expectation of a well concentrated function f multiplied by an indicator function approximately factorises, with bounds in terms of bounds on f and its deviations from its mean. This result will be used several times in our proof of Theorems 1.1 and 1.2.
Lemma 2.5. Let (Ω, F, P) be a probability space and let X be a random variable on (Ω, F, P) taking values in a measurable space (S, S). Let f : S → R be a measurable function, and suppose that P(|f
Proof. We have
Now,
and
The result follows.
Generator of the Markov chain
We now return to our routing model. Recall that f v,j (x) denotes the number of links with one end v carrying exactly j calls, and that I 
so in order to prove Theorem 1.1 we need to approximate E[Af v,j (X t )]. For x ∈ S and 0 < j < C, we can write
where the g v,j (x) represent contributions due to alternatively routed arrivals with one end v, and are given, for j = 0, . . . , C − 1, by
n . Here, u,w denotes the sum over all u = v, and over all w 1 , . . . , w d such that each w r = u, v, and u,v ′ ,wr denotes the sum over all u = v, v ′ = u, v and over all w 1 , . . . , w r−1 , w r+1 , . . . , w d such that each w j = u, v ′ .
In (3.1), the first term is the probability that the direct link chosen for a new call with one end v is blocked and, on the two-link path selected for the call, the link including v has load j, while its partner link has load at most j.
14 The second term is the probability that the direct link chosen for a new call with one end v is blocked and, on the two-link path selected for the call, the link including v has load j and its partner link has load greater than j. The third term is the probability that v is chosen as an intermediate node for a call blocked from its direct link, the route through v is the best out of the d routes selected and j is the maximum load of a link on the route. The fourth term is the probability that v is chosen as an intermediate node for a call blocked from its direct link, the route through v is the best of the d routes selected, and j is not the maximum load of a link on the route. In particular, when
Furthermore, when d = 2, then g v,j is a sum of 8 contributions. These contributions correspond to the case where v is an end node and the case where v is an intermediate node for a call. In the case where v is an end node, we have a subcase where the first route of those selected is allocated to a new call and a subcase where the second route of those selected is allocated to a new call. We further need to distinguish a subcase where the link ending in v has the maximum load, and a subcase where the link ending in v does not have the maximum load on the route allocated to a new call. In the case where v is an intermediate node, we need to distinguish a subcase where v is the first alternative node selected and a subcase where v is the second alternative node selected. Also, we have a subcase where the link with load j has the maximum load, and a subcase where a link with load j does not have the maximum load on the route allocated to a new call. The contribution due to the case where v is an end node, the first route of those selected is allocated to a new call, and the link ending in v has the maximum load is of the form
The contribution due to the case where v is an end node, the second route of those selected is allocated to a new call, and the link ending in v does not have the maximum load is of the form
The contribution due to the case where v is an intermediate node and is selected first, and where a link with load j has the maximum load on the route allocated to a new call is of the form
The remaining contributions can be expressed analogously, and the form of g for d > 2 is derived similarly.
We note that each g v,j is a sum of products of indicators of sets of load vectors with properties pertaining to loads of particular links. Our plan is to justify the intuition that, subject to suitable initial conditions, the loads on different links behave nearly as iid random variables at each time t, and the precise estimates we use involve sums over reasonably large collections of links. We need several specific manifestations of this near-independence and symmetry. First, the geometry of the network is not important; this means that, for fixed nodes u and v, the loads on links uw and vw are not strongly correlated, on average over w, so that the average value of I (This means that the function φ 2 is small.) Thirdly, we require that the alternatively routed calls are fairly uniformly distributed over the network. (This implies that the function φ 3 is small.) Finally, we will show that each f v,j (X t ) is well concentrated around its expectation, which then implies that, for fixed nodes
Naturally, quantitative versions of these properties will need to be assumed to hold at time 0, and we will show that they are maintained throughout the time period of interest. This will then allow us to express E[g v,j (X t )] as a (scaled) sum of products of terms of the form E[f v,i (X t )], and hence lead to approximate differential equations satisfied by the E[f v,j (X t )] for j = 0, 1, . . . , C, for each v ∈ V n , expressed in terms of themselves.
Let
We will show that the expectation of the first term in (3.1) with respect to the law of X t is approximately
Handling the other terms similarly, we prove that E[g v,j (X t )] is close to
Hence we will see that the functions E[f v,j (X t )] (j = 0, . . . , C, v ∈ V n ) approximately solve the differential equation (1.3). As the f v,j (X t ) are well concentrated around their expectations, Theorems 1.1 and 1.2 will follow.
Coupling
In this section, we describe and analyse a natural coupling between two copies of process X. We start by defining notions of 'distance' between the two copies, with the aim of showing that the expected distance grows slowly in time, at least for time O(1).
Given two load vectors x, y, the ℓ 1 -distance between them is
|x(e, 0) − y(e, 0)| + e∈Ln,w ∈e |x(e, w) − y(e, w)|, which measures the sum of the differences in loads between x and y. Then · is a metric on S. For v ∈ V n we will also consider functions Then 2 x − y v gives an upper bound on the sum of the differences between the loads of links {v, w}, w = v (i.e. links around node v) in x and y.
Let S ⊆ S be the set of load vectors x such that
x(e, 0) + e,w ∈e
that is the subset of the state space consisting of those load vectors where the total number of calls in the network is at most 6λ n 2 . For the remainder of this section, and also in other parts of the paper, we will work with a jump chain X, that corresponds to X while the chain is in S. This discrete time chain X is not the standard embedded chain, but a slower moving version that will often not change its state at a given step, as we now describe. Given that the current state, at time t ∈ Z + , is x ∈ S, the next event is an arrival with probability
and a potential departure with probability 1−p(λ, n). Given that the event is an arrival, each pair of endpoints u, v is chosen with probability 1/ n 2 , then each d-tuple of intermediate nodes is chosen with probability (n − 2) −d , and the call is routed along the two-link route chosen first among the d selected that minimises the maximum load of a link. Given that the event is a potential departure, the calls currently in the system are enumerated from 1 up to at most ⌊6λ n 2 ⌋, and then a number is chosen uniformly at random from {1, . . . , ⌊6λ n 2 ⌋}. If there is a call assigned to this number, it departs, and otherwise nothing happens. If x / ∈ S, then the chain does not move: we shall show that it is unlikely for the chain to leave S over the time scales we are considering. Let ( F t ) denote the natural filtration of ( X t ).
Let S 0 ⊆ S be the set of states x such that x 1 ≤ 4λ n 2 . Recall also that S 1 ⊆ S 0 is the set of states x such that x 1 ≤ 2λ n 2 . We will be interested in the evolution of the chain starting from S 1 and before it leaves S 0 .
Consider the following family of Markovian couplings ( X x 0 , Y y 0 ) of pairs of copies X x 0 , Y y 0 of the discrete jump chain starting from states x 0 , y 0 respectively, where x 0 , y 0 ∈ S 0 . (In what follows, we will drop the superscripts x 0 , y 0 from the notation and refer simply to X and Y .)
Let t ≥ 0, and let x, y be both in S. Given that X t−1 = x and Y t−1 = y, the transition at time t (from state ( X t−1 , Y t−1 ) to ( X t , Y t )) is an arrival in both X and Y , or a potential departure in both X and Y . Given that the transition is an arrival, we choose the same call endpoints and the same dtuple of intermediate nodes in both. Given that the transition is a potential departure, we pair the calls occupying the same route in both X and Y , as much as possible. We also pair off the remaining calls arbitrarily, as much as possible, in some fashion depending only on the current states. (We can pair off all the calls if x 1 = y 1 , otherwise some remain unpaired in the process with more calls.) We assign to each pair, and to each unpaired 18 call, a distinct number in {1, . . . , ⌊6λ n 2 ⌋}. If the transition at time t is a potential departure, we choose the same uniformly random number from {1, . . . , ⌊6λ
The process ( X t , Y t ) is a Markov chain adapted to its natural filtration (G t ). Given that X t−1 , Y t−1 ∈ S, on the event that the jump at time t is a potential departure, X t − Y t 1 ≤ X t−1 − Y t−1 1 . (The distance remains unchanged if paired calls from the same route depart or if there is no departure at all; it decreases by 2 if paired calls on different routes depart, and decreases by 1 if an unpaired call departs.) The distance between X and Y can only increase by 2 at a jump, and then only if the jump is an arrival and if we select at least one of the links where X t−1 and Y t−1 differ. This happens with probability at most 2d + 1
and e∈Ln | X t−1 (e) − Y t−1 (e)| is equal to {u,v}:u =v
It follows that, uniformly over all x, y ∈ S,
We have assumed that X 0 = x 0 and Y 0 = y 0 , where
provided n ≥ max(3, 1 λ ), and
Therefore, by standard inequalities (see, for instance, Lemma 2.5 in [8] , with p = 1/6, q = 1/2 and a = 2λ n 2 ), for any constant c > 0,
By induction, for starting states x 0 , y 0 ∈ S 0 ,
Since the chain stops once it leaves S and each jump changes X t 1 and Y t 1 by at most 1, on the event
for any constant c ≤ n, and any t ≤ cn 2 . If n ≥ max(1000, 1/λ), this last term is at most 1. Therefore, for n ≥ max(1000, 1/λ, c), and t ≤ cn 2 , uniformly over starting states x 0 , y 0 in S 0 ,
Let v be a node. While in S, we can only change the loads of links at v (i.e. links {v, w}, for w = v) if we choose a link with end v at a jump time. Also, we can only make X t − Y t v bigger than X t−1 − Y t−1 v at an arrival time, if either we pick one of the links {v, w} (if any) in which X t−1 and Y t−1 differ, or if we pick a link {u, w} (where u = v and w = u, v) in which X t−1 and Y t−1 differ, and also node v as an endpoint or an intermediate node for a new call. The former happens with conditional probability at most 2d + 1
and The latter happens with conditional probability at most
provided n ≥ 4. Also, always with probability 1,
+ 12d
x 0 − y 0 1 ,
Hence, as before, for all n ≥ max(1000, 1/λ, c) and t ≤ cn 2 , for each v ∈ V n , and for all x 0 , y 0 ∈ S 0 ,
Recall that, for a load vector x, f v,k (x) is the number of links around v carrying exactly k calls. Similarly, f v,≤k (x) = i≤k f v,i (x) is the number of links {v, w}, w = v, such that x({v, w}) ≤ k; that is, the number of links around v carrying at most k calls. Let P denote the transition matrix of the jump chain ( X t ) restricted to S. Note that, for each v, k, and each x, y ∈ S,
Hence, for x 0 , y 0 ∈ S 0 , for n ≥ max(1000, 1/λ, c), for t ≤ cn 2 and each v, k,
Similarly, for x 0 , y 0 ∈ S 0 , n ≥ max(1000, 1/λ, c), t ≤ cn 2 and each v, k,
Given u, v ∈ V n and j, k ∈ {0, 1, . . . , C}, set 
In the case d = 1, we have
Similarly,
A calculation similar to the one above shows that, for any d ≥ 1, if f is one of the functions f u,v,j,k , f u,v,≤j,k , then
and so, for all x 0 , y 0 ∈ S 0 , all n ≥ max(1000, 1/λ, c), and all t ≤ cn 2 ,
Concentration of measure for the routing model
We will now apply Theorem 2.3 to the jump Markov chain X and functions
From now on, we assume that our process starts in some fixed state X 0 = x 0 ∈ S 1 . We write P and E when discussing probabilities relating to X, instead of P x 0 and E x 0 , which was convenient in the derivation of the concentration inequalities in Section 2.
We start with the functions f v,k . By (4.3), for all x, y ∈ S 0 , we can take a x,i (y) = 4 1 + 12d
+ 12d
for i ≤ cn 2 and n ≥ max(1000, 1/λ, c).
The key is that, for any x ∈ S 0 and any i ≥ 0, if y ∈ N (x) is chosen with probability P (x, y), then it is very likely that x − y v = 0, and thus a x,i (y) 23 is relatively small. This enables us to use the full power of Theorem 2.3. Indeed, for each x ∈ S 0 , we have
1) with p(λ, n) as in (4.1). To see this, note that, conditional on the next jump being an arrival, the probability that the load on some link at v is altered is at most (2 + d)/n. Also, as the total number of calls involving node v is at most C(n − 1), conditional on the jump being a potential departure, the probability that the departure is from a link at v is at most C(n−1)/⌊6λ n 2 ⌋. Note also that, for all x, y such that y ∈ N (x), we have x − y v ≤ 1 and x − y 1 ≤ 1. It follows that for each x ∈ S 0 , for i ≤ cn 2 and n ≥ max(1000, 1/λ, c),
So we can take
e 96dc , and thus β ≤ 2 17 (d 4 + C/λ)(c + 1) 3 ne 96dc , for t ≤ cn 2 . Also we can take
for n ≥ max(1000, 1/λ, 64d 2 c) and t ≤ cn 2 . For t > 0, let A t be the event that X s ∈ S 0 0 for 0 ≤ s ≤ t − 1. By Theorem 2.3, for t ≤ cn 2 and a ≤ n,
Similarly, for t ≤ cn 2 and a ≤ n, 
for each x ∈ S 0 , for t ≤ cn 2 and n ≥ max(1000, 1/λ, 64d 2 c).
e 96dc , and so β ≤ 2 19 (d 8 +d 4 C/λ)(c+ 1) 3 ne 96dc . Also, for n ≥ max(1000, 1/λ, 64d 2 c), we can take
By Theorem 2.3, for t ≤ cn 2 and a ≤ n,
and, similarly,
To relate the continuous-time process X and the discrete-time chain X, note that, while X remains in S 0 0 , departures in X can be represented by a Poisson process of potential departures with rate ⌊6λ n 2 ⌋, together with a process of 'choices' defined as in the description of the transitions of X. For this representation, the number Z t of events (arrivals and potential departures) in X during the interval [0, t] is Poisson with mean rt, where
and the events correspond precisely to the jumps of X. As in [7] , we choose a suitable "width" w, and consider the interval I of values z ∈ Z + such that |z − rt| ≤ w. Since Z t is Poisson with mean rt, we have P(Z t / ∈ I) ≤ 2e −w 2 /3rt . We shall take w ≥ 2 √ rt log n, so that P(Z t / ∈ I) ≤ e − log 2 n . On the event that X z ∈ S 0 , we have from (5.1) that
since f v,k can only change if X z+1 − X z v > 0. Since X z stops as soon as it leaves S 0 , this inequality also holds on the event that X z / ∈ S 0 . Let 25
So, for z ∈ I, |µ(z) − µ(⌊rt⌋)| ≤ w(2 + d + 2C/λ)/3n. By Lemma 2.5 in [8] , if n ≥ max(1000, 1/λ, 64d 2 c), then for each x 0 ∈ S 1 ,
3) Thus, for any t, and z ≤ cn 2 
Moreover, provided n ≥ max(1000, 1/λ, 64d 2 c), w(2+ d+ 2C/λ)/2n ≤ a ≤ n and rt + w ≤ cn 2 , we have
√ n log n and w = 2 √ tn log n, we see that, if t ≤ t 0 = c/8λ and n ≥ max(1000, 512d 2 λt 0 , 72t 0 C 2 /λ 2 , 1/λ 2 t 0 ), then
where
Similarly, under the same conditions, we have, for each u, v and j, k,
As t 0 = c/8λ, the mean number of events in [0, t 0 ] is rt 0 ≤ 1 2 cn 2 . and the probability that there are more than cn 2 events in the interval [0, t 0 ] is at most e −cn 2 /6 . Therefore
Expectation of the generator
As before, we assume that our process starts in some fixed state x 0 ∈ S 1 , and we consider the law of the process started in this state, and running until some time t 0 > 0. Recall that
as in the statement of Theorems 1.1 and 1.2. Note that n 0 (λ, d, C, t 0 ) ≥ 1000, for any positive integers d and C and positive reals λ and t 0 , and that the bounds of the previous section hold for all n ≥ n 0 (λ, d, C, t 0 ). We also have e −γ log 2 n ≤ n −8 , an inequality we shall use freely from now on. Recall the definitions of φ 1 , φ 2 and φ 3 from (1.4)-(1.6), and that φ = max{φ 1 , φ 2 , φ 3 }. Set φ = max{φ 1 , φ 2 }. Recall also that
Our first aim in this section is to show that, provided E φ(X t ) is small,
, where g v,j is as in (3.1) and ζ v t is the vector with components ζ t (v, j) = (n − 1) −1 E[f v,j (X t )], for j ∈ {0, . . . , C}. We then go on to show that, if φ(x 0 ) is small, then also E φ(X t ) is small for all t ≤ t 0 .
Lemma 6.1. For all t ≤ t 0 , for each v ∈ V n and each j ∈ {0, . . . , C},
If d = 1 and n ≥ n 0 (λ, 1, C, t 0 ), we have the improved bound
The lemma above will follow immediately from two other lemmas, the first of which is as follows.
Lemma 6.2. For any n ≥ n 0 (λ, d, C, t 0 ), v ∈ V n and j ∈ {0, . . . , C},
Proof. Suppose that n ≥ n 0 (λ, d, C, t 0 ). The function g v,j is a sum of four terms, which we separate out. Let 
In the last two expressions above, the first sum is over all values of u = v, the second sum is over all values of v ′ = u, v, and the subsequent sums are over all w s = u, v ′ . Then g v,j = P In these two expressions, the first sum is over all values of u = v, and the remaining sums are over all values of w r , w ′ r , w s , w ′ s = u, v. Also, let
In these two expressions, the first sum is over all values of u = v, and the subsequent sums are over all values of v ′ , v ′′ , w s , w ′ s = u, v. In these standardised versions, the "anchor" nodes u and v for the final products are chosen so that the products can be extracted as far as possible as a common factor. In the future, we will always use similar conventions regarding the ranges of the various summations involved, and the choices of anchor nodes.
Set g v,j = P
We shall now bound |g v,j − g v,j | above via upper bounds on the differences |P
These differences denote the maximum difference of the functions over all load vectors x.
Noting that, for 0 ≤ j ≤ C and for any u,
In the special case d = 1, the estimates are easier, and we find that
Here, and throughout what follows, we abuse notation by writing e.g.
for the remainder of this proof, all of our functions will be evaluated at X t . We start by estimating the difference between E P + v,j and
| is the sum of this and three similar terms. Note that P
By Lemma 2.5, as n ≥ n 0 (λ, d, C, t 0 ),
for each u = v, and so
n log n for all j ∈ {0, . . . , C} and v ∈ V n . By (5.4) and (5.5), P(E t ) ≤ 8(C + 1)ne −γ log 2 n . Note that, on E t ,
for each j. Thus, recalling that
we see that, on E t , the difference between f u,v,≤j,j and
is at most 3d 2 √ n log n in absolute value. 31
Thus, with probability at least 1 − 16(C + 1)ne −γ log 2 n , f u,v,≤j,j is within distance √ n log n of E[f u,v,≤j,j ] and within distance 3d 2 √ n log n of
Therefore the difference between E[f u,v,≤j,j ] and H u,v,j (t) is at most 4d 2 √ n log n. Since, for each u, v and j,
, for each u, v and j. Combining the above with (6.3), we see that the difference between E[ P + v,j ] and
, which is equal to
A similar argument shows that the difference between E[ P − v,j ] and
, we use an argument identical to the one above, considering
in absolute value. In summary, we have shown that
where η v t is the vector with components η t (v, j)
. Now, each of the components ζ t (v, j) and η t (v, j) is non-negative, and we have
n−2 for all j. Also, exactly as in the proof of (7.1) below, whenever η and ζ are in {ξ ∈ R C+1 : ξ(j) ≥ 0 for each j, j ξ(j) ≤ n−1 n−2 }, we have
It follows that, for n ≥ 6,
and so, using the fact that |g j (ζ v t )| ≤ 2d(C + 1),
As n ≥ (C + 1) 2 , we may now write
as claimed.
We now study the changes of φ(X t ) over time. For distinct u and v, and j, k ∈ {0, . . . , C}, we define
x({u, v}, w).
Then we have φ 1 = max u,v,j,k |φ 1 u,v,j,k |, φ 2 = max u,v,j |φ 2 u,v,j | and φ 3 = max u,v φ 3 u,v , where all maximisations are over distinct nodes u and v and, where appropriate, j, k ∈ {0, . . . , C}. These functions are similar to ones in [3] : we prove an analogue of Lemma 2 in [3] , leaving some details to an appendix, but our task is more complex as we deal with d > 1, and we fill in a key point that is dealt with rather brusquely in [3] .
Once again, our argument uses the discrete chain ( X t ). As before, let ( F t ) denote the natural filtration of ( X t ). Let A t = { X s ∈ S for all s ≤ t − 1}. For a function f : S → R, we define ∆f ( X t ) = f ( X t ) − f ( X t−1 ), the increment of the function on one step of the discrete chain. Our first goal is to provide upper bounds on
, in terms of φ( X t−1 ), valid, on the event A t , for all distinct nodes u and v, and, where appropriate, all j, k ∈ {0, . . . , C}.
The proof of the following lemma consists of routine but tedious calculations, and these are relegated to the appendix. If d = 1, we have the same conclusion with c 1 = 26(1 + 1/λ)(C + 1) and c 2 = 64λ(C + 1). Now we are in a position to prove the other result required for Lemma 6.1.
Lemma 6.4. For all t ≤ t 0 , and n ≥ n 0 (λ, d, C, t 0 ), we have
If d = 1, and n ≥ n 0 (λ, 1, C, t 0 ), we have the improved bound
Proof. Let m = φ(x 0 ) + 3 log n √ n , and let E t be the event
Let ρ denote any of the functions φ 1 u,v,j,k , φ 2 u,v,j or φ 3 u,v . For each t, on the event E t , we have from Lemma 6.3 that
and therefore
Let c = 8λt 0 , and run the discrete chain for cn 2 steps. Note that n ≥
We show by induction on t that P(E t+1 ) ≤ te
γ log 2 n , for all t < cn 2 . This holds for t = 0. If the induction hypothesis holds for t − 1, then
and so
where the maximum is over all the functions φ 1 u,v,k,j , φ 2 u,v,j and φ 3 u,v , noting that there are at most (C + 2) 2 n 2 such functions.
Inequality (5.3) implies that
γ log 2 n , for t ≤ cn 2 , since the chain starts at x 0 ∈ S 1 . To bound max ρ P |ρ(
, we establish concentration of measure results for the functions |φ 1 u,v,j,k |, |φ 2 u,v,j | and φ 3 u,v , proceeding as in Sections 4 and 5. Indeed, it is easy to see that
for all u, v, j and k, and all x, y in S. Calculations exactly as leading up to (5.2) and (5.3) now give, for any ρ, any t ≤ cn 2 , and any a ≤ n,
Applying this with a = 1 2
√ n log n gives
We thus have, using also the induction hypothesis, that
γ log 2 n ≤ te
as required for the induction step.
Recall that t 0 = c/8λ. Let D be the event that there are no more than cn 2 events in the continuous-time chain X during the interval [0, t 0 ], so P(D) ≤ e −cn 2 /6 . As φ is bounded above by C, for all t ≤ t 0 ,
Substituting for the value of c 1 gives the required result, both in the general case and the case d = 1.
Proofs of Theorem 1.1 and Theorem 1.2
We now use the results of the previous section to derive the main theorem. We need one routine lemma, showing that the function F in (1.1) is Lipschitz with an appropriate constant, in the domain of interest to us. Moreover, for any d, C and λ, the function F is locally Lipschitz on R C+1 with respect to the ℓ ∞ norm.
Proof. For 0 < k < C,
Also,
It follows that, for k = 0, . . . , C − 1,
and the same bound holds for k = 0 and k = C. For d = 1, it is easy to see that, for k = 0, . . . , C and ξ, η ∈ ∆ C+1 ≤ , |g k (ξ) − g k (η)| ≤ 6 max j |ξ(j) − η(j)|, and therefore, for each k = 0, . . . , C,
Similar arguments show that F is locally Lipschitz throughout its domain for any d, C and λ. 3) has a unique solution (ξ t ) subject to initial condition ξ 0 , valid for all times t ≥ 0. Furthermore, ξ t ∈ ∆ C+1 = for all t ≥ 0.
Proof. By Lemma 7.1, F is locally Lipschitz with respect to the ℓ ∞ norm, so the differential equation (1.3) has a unique maximal solution (ξ t ) valid on [0, t max ) for some t max > 0. Moreover, if t < t max , then ξ t ∞ → ∞ as t → ∞. 37
Note that C j=0 F j (ξ) = 0 for all ξ and so C j=0 ξ t (j) is constant for all times t < t max , and hence is equal to 1. Also, F j (ξ) ≥ 0 whenever ξ(j) = 0. By standard arguments, ξ t (j) ≥ 0 for all j and all t < t max . Thus ξ t ∈ ∆ C+1 = for all t < t max , and hence t max = ∞. Lemma 7.3. Let λ and t 0 be positive reals, let d and C be positive integers, and suppose that n ≥ n 0 (λ, d, C, t 0 ). Let ξ 0 be in ∆ C+1 = . Then, for each v and each t ∈ [0, t 0 ],
For d = 1, we have
Proof. For each j, for t ≤ t 0 , we have
As before, for v ∈ V n and j ∈ {0, . . . , C}, ζ t (v, j) = (n − 1) −1 E[f v,j (X t )], and ζ v t is the vector (ζ t (v, j) : j ∈ {0, . . . , C}). Recall that A is the generator of the process X. Then, for every j, dζ t (v, j) dt
For each j and t, let ǫ t (v, j) = sup s≤t |ζ s (v, j)−ξ s (j)|, and let ǫ v t be the vector with components ǫ t (v, j) (j = 0, . . . , C). Let L be the Lipschitz constant of F over ∆ C+1 ≤ , as in Lemma 7.1. Since ζ v s and ξ s are in ∆ C+1 = for each s, we have, using Lemma 6.1,
By Gronwall's lemma, for each t ≤ t 0 , ǫ v t ∞ is at most
which gives the required result, since we may take L = 8d 2 (λ + 1)(C + 1) 2 by Lemma 7.1. The result for d = 1 follows in an identical manner.
Proof of Theorem 1.1. Let
The previous lemma, along with (5.8), yields
where the supremum is over all v ∈ V n , k ∈ {0, . . . , C}, and t ≤ t 0 . The proof of Theorem 1.2 is essentially identical.
Initial conditions
Given a node v, in order for the functions f v,k (X t ) (k = 0, . . . , C) to be well approximated by the solution (ξ t ) to the differential equation (1.3) , given the initial state X 0 of the system, we must choose initial condition ξ 0 for (1.3) in such a way that sup j∈{0,...,C} ǫ 0 (v, j) is small, where
For instance, we can take ξ 0 (j) = (n − 1) −1 E[f v,j (X 0 )] for j = 0, . . . , C. In addition, there are restrictions on allowed initial states X 0 , to ensure that φ(X 0 ) is not too large.
Clearly, X 0 = 0 implies that φ 1 (X 0 ) = 0, so the law of large numbers in Theorem 1.1 holds if ξ 0 satisfies ξ 0 (0) = 1 and ξ 0 (j) = 0 for j = 1, . . . , C. 39
Now consider an initial state obtained as follows. For a constant c 0 > 0, we throw ⌊c 0 n 2 ⌋ calls onto the network, one at a time. Each call chooses endpoints u and v uniformly at random; it is routed onto {u, v} if there is spare capacity. Otherwise, it chooses an ordered list of d intermediate nodes  (w 1 , . . . , w d ) uniformly at random with replacement and is routed onto the first route {u, w i }, {v, w i } minimising the maximum load of the two links, if this route has capacity. If each of the d routes has a full link, then the call is lost. Let X 0 be an initial state obtained from this ⌊c 0 n 2 ⌋-step allocation. We observe here that the variables X 0 ({u, w}) are all identically distributed, and therefore so are indicator variables of the form I j uv (X 0 ), for each j ∈ 0, . . . , C. We will show that, with high probability, φ(X 0 ) is at most 3n −1/2 log n.
We start by analysing φ 1 (X 0 ), using the bound
Arguments similar to those in Sections 4 and 5 show that w I j uw (X 0 )I k vw (X 0 ) and
Specifically, there exists a constant γ 0 > 0 such that for all u, v, j, k,
We also note for future reference that we have, similarly, for all u, j,
We deduce that, with probability at least 1 − 8(C + 1) 2 n 2 e −γ 0 log 2 n ,
log n √ n .
We now fix u, v, j, k, and consider
Since all the I j uw are identically distributed, as are all the I k vw , the second of the three terms in (8.2) is identically zero.
To bound the first of the three terms in (8.2), we note first that since, for fixed w, all the variables X 0 ({w ′ , w}) are identically distributed, we have E f w,j (X 0 )f w,k (X 0 ) = (n−1) E I ≤ 1 (n − 1) 2 E f w,j (X 0 )f w,k (X 0 ) − E f w,j (X 0 ) E f w,k (X 0 ) + 1 n − 1 From (8.1) we have that, for sufficiently large n, E [f w,j (X 0 )f w,k (X 0 )] − E f w,j (X 0 ) E f w,k (X 0 ) = E [(f w,j (X 0 ) − E f w,j (X 0 )) (f w,k (X 0 ) − E f w,k (X 0 ))] ≤ √ n log n 2 + 8e −γ 0 log 2 n n 2 ≤ 2n log 2 n. 41
Hence, for any distinct u, v, w, and any j and k, It follows that, for n large enough, P(φ 1 (X 0 ) ≥ 4 log n √ n ) ≤ 8(C + 1) 2 n 2 e −γ 0 log 2 n . For φ 3 , standard Poisson tail bounds yield that, for each fixed pair {u, v}, the probability that there are more than c 0 log 2 n calls with endpoints u and v is at most (e/ log 2 n) c 0 log 2 n ≤ e −γ 0 log 2 n for sufficiently large n. Thus P φ 3 (X 0 ) > c 0 log 2 n n ≤ n 2 e −γ 0 log 2 n .
Hence, as claimed, for n large enough, P(φ(X 0 ) ≥ 3 log n √ n ) ≤ 25(C + 1) 2 n 2 e −γ 0 log 2 n ≤ e 
Extensions
Theorems 1.1 and 1.2 imply a 'global' law of large numbers approximation for the network, that is the number f k (X t ) of links with load k is well approximated by the differential equation (1.3) . Indeed, for instance, by Theorem 1.1, when d ≥ 2, summing over all the nodes gives the following. Let B n be the event that, for each k and each t ∈ [0, t 0 ],
+ 23(λ + 1)(t 0 + 1)d 2 (C + 1) 3 n 2 φ(X 0 ) + 3n 3/2 log n e 216(λ+1)d 2 (C+1) 3 t 0 .
Then P(B n ) ≤ e
γ log 2 n . In the case d = 1, an analogous result can be deduced from Theorem 1.2. It would appear that these results are unlikely to be close to best possible: we would expect to be able to approximate f k (X t ) with error of order O(n), up to a logarithmic term, but have not been able to prove such a result using our methods. There are several places where our argument would need to be improved, including the concentration of measure arguments used in the proofs of Lemma 6.4 and of Lemma 6.2.
Our techniques can be adapted to analyse all the other variants of the model mentioned in the introduction. More generally, one would expect to be able to handle models involving a large system (of size n), where any pair of elements (e.g. links) interact at a rate tending to 0 as n → ∞. where, according to our convention, v ′ denotes the sum over all v ′ = u, w; in the first two expressions, wr denotes the sum over all w 1 , . . . , w r−1 , w r+1 , . . . , w d such that w s = v ′ , u for any s, whereas, in the final two expressions, wr denotes the sum over all w 1 , . . . , w r−1 , w r+1 , . . . , w d such that w s = v ′ , w for any s. Also, explicitly, Bounding the middle two terms in the expression (A.3) above is straightforward: note that each P u,v,w,j,k is at most d/(n − 2), while w =u,v X t−1 ({u, v}, w) ≤ (n − 2)φ 3 ( X t−1 ), and so, on A t , λ n 2 + 6λ n 2 E ∆φ ≤ (4C + 4 + 4λ)φ( X t−1 ) + 2dλ n − 2 + |a u,v,j,k−1 − a u,v,j,k + a v,u,k,j−1 − a v,u,k,j |( X t−1 ).
We will now show that both 
