Let A be an absolutely simple abelian surface without (potential) complex multiplication, defined over the number field K. We explicitly give a bound ℓ0(A, K) such that, for every prime ℓ > ℓ0(A, K), the image of Gal K/K in Aut(T ℓ (A)) is as large as it is allowed to be by endomorphisms and polarizations.
Introduction
The purpose of this work is the study of Galois representations attached to abelian surfaces over number fields. Throughout the paper, the letters K and A will respectively denote a number field and a 2-dimensional abelian variety ('surface') defined over K, and the letter ℓ will be reserved for prime numbers. The representations we examine are those given by the natural action of Gal K/K on the various Tate modules of A (denoted T ℓ (A)), and the problem we study is that of describing the image G ℓ ∞ of Gal K/K in Aut (T ℓ (A)).
In a sense that will be made precise shortly, we aim to show that this image is as large as it is permitted by some 'obvious' constraints, as soon as ℓ exceeds a certain bound ℓ 0 (A, K) that we explicitly compute in terms of arithmetical invariants of K and of the semistable Faltings height of A (denoted h(A)). Note that this fact, in its qualitative form, has been known since the work of Serre [Ser86] and Ribet [Rib76] : the novelty of the result we present here lies in its being completely explicit.
Indeed, to the best of the author's knowledge, before the present work the only paper dealing with the problem of explicit surjectivity results for Abelian surfaces was [Kaw03] , that only covered the case End K (A) = Z. Unfortunately, the argument of [Kaw03] seems to contain a gap, for in his case analysis the author does not include the subgroup of GSp 4 (F ℓ ) arising from the exceptional embedding SL 2 ֒→ Sp 4 (case 7 in theorem 3.2). This is essentially the hardest case, and dealing with it requires nontrivial results of Raynaud on the structure of the action of inertia.
Before stating our main result let us elaborate a little on the 'obvious' conditions that are imposed on G ℓ ∞ . On the one hand, the compatibility of the Galois action with the Weil pairing ·, · forces G ℓ ∞ to be contained in the group of similitudes with respect to the bilinear form ·, · ; on the other hand, the action of Gal K/K is also compatible with the action of End K (A), so that we also know that G ℓ ∞ is contained in the centralizer of End K (A) inside Aut(T ℓ (A)).
This second condition leads naturally to classifying abelian surfaces according to the structure of End K (A). A study of those rings that appear as endomorphism rings of abelian surfaces (a particular case of the so-called Albert classification, cf. for example [Mum70, p. 203] ) leads to the conclusion that only five cases can arise: • Unconditionally, and setting f unc (n, ∆) = exp max 8n(ln(150867|∆| 44/5 )) 2 , 99 2 n (54 + 1.2 log n) 2 , |∆| 1/n log |∆| 2n , the same conclusion as above holds if we replace M 2 (A/K) with the function f unc 1.2 · 10 11 · [K : Q], 1.2 · 10 11 log |∆ K | + 2 · 10 49 · [K : Q] 2 · max h(A), 10
14
.
Before moving to the proofs of these theorems a few comments are in order. Firstly, consider the hypothesis that ℓ does not lie below any place of bad reduction of A. In the case of semistable reduction, as an application of corollary B.10, we could replace this condition with yet another inequality on ℓ; note however that the bound we thus obtain is exponential in the height of A, whereas all the other bounds appearing in the theorem have polynomial growth (at least under GRH). On the other hand, it should also be noted that in practice the primes which fail to meet this restriction are often easy to determine, especially if A is explicitly given as the Jacobian of a genus 2 curve, for which the places of bad reduction are well-understood. Moreover, it is easy to see that it is not possible to bound the primes of bad reduction of A just in terms of its semistable Faltings height, so this is really an arithmetical condition that is hard to avoid.
Secondly, let us clarify the dependence of the bound on h(A) in the case of real multiplication (under GRH). Note that the function f GRH (x) satisfies f GRH (x) ≪ x 2+ε for any positive ε: therefore, for any given number field K, as h(A) → ∞ the quantity M 2 (A/K) grows much more slowly than b(2[K : Q], 4, 2h(A)) 1/2 , and it is this second quantity that gives the asymptotic behaviour of our estimate in this limit. In particular, for K = Q, it is easy to check that for any value of h(A) we have M 2 (A/Q) < b(2, 4, 2h(A)) 1/2 , so we can completely omit the condition on M 2 (A/Q) in this case. Even better, the condition can be omitted for any 'reasonable' number field: Corollary 1.5 Assume GRH. If log |∆ K | ≤ 10 10 7 then we can omit the condition ℓ > M 2 (A/K) from the result on surfaces with real multiplication.
Proof. In this range we have y := 1.2 · 10 11 log |∆ K | + 2 · 10 49 · [K : Q] 2 · max h(A), 10 14 < 10
and f GRH (y) < y 2.
2 . An immediate computation reveals b(2[K : Q], 4, 2h(A)) 1/2 to be larger than y 2.2 . Let us say a few words on previous results in the same direction as the present one. As already mentioned, Serre [Ser86] proved that for a large class of abelian varieties (that includes surfaces with End K (A) = Z) there exists a number ℓ 1 (A, K) such that G ℓ ∞ = GSp 2n (Z ℓ ) for every ℓ larger than ℓ 1 (A, K); his result, however, is not effective, in the sense that the proof does not give any bound on ℓ 1 (A, K). Similarly, Ribet proved in [Rib76] an open image result for abelian varieties with many real multiplication (i.e. varieties of dimension g whose endomorphism algebra is a totally real number field of degree g) that includes surfaces with multiplication by a real field as a particular case, but is again non-effective. The case of quaternionic multiplication was treated independently in [Oht74] and in [Jac74] by extending the techniques Serre used to prove his celebrated open image theorem for elliptic curves in [Ser72] , but once again these results were not effective. Finally, it is only fair to also mention the results of Dieulefait who, in [Die02] , gives sufficient conditions for the equality G ℓ ∞ = GSp 4 (Z ℓ ) to hold at a prime ℓ. The form of these conditions, however, is again such that they do not yield a bound for the largest prime for which the equality G ℓ = GSp 4 (Z ℓ ) fails to hold. The treatment we give of case 7 of theorem 3.2, however, has been inspired by this paper.
To conclude this introduction, let us say a few words on the proof. Theorems 1.2, 1.3, and 1.4 will be shown in sections 3, 5, and 4 respectively. Let us give a brief overview of the material.
The main input for the proof in the case of trivial endomorphisms ring comes from group theory, complemented by the application of some nontrivial results of Raynaud. After reducing the problem to that of showing the equality G ℓ = GSp(F ℓ ) for ℓ large enough, we recall the classification of the maximal proper subgroups of GSp 4 (F ℓ ) and proceed to show that each of them cannot occur as the image of the Galois representation on A[ℓ], at least for ℓ large enough. In most cases, this follows from the so-called isogeny theorem (theorem 2.2): if the residual representation G ℓ is small, then the Galois module A[ℓ] (or A[ℓ] × A [ℓ] ) is nonsimple, a fact that gives rise to isogenies of very high degree, eventually contradicting the isogeny theorem for ℓ large enough. In some exceptional cases, however, the representations A[ℓ] and A[ℓ] × A[ℓ] can be irreducible even if G ℓ is comparatively very small, and it is to exclude this case that we need to invoke Raynaud's results.
The hardest case is certainly that of real multiplication, section 4, for which our method departs somewhat from Ribet's one. Indeed, while his approach can be made effective, this would require appealing multiple times to the effective form of Chebotarev's theorem, which unfortunately comes with rather bad error terms, at least in its unconditional version. We partly avoid this difficulty by applying Chebotarev's theorem only once, and essentially only in the form of Landau's prime ideal theorem, for which reasonably sharp estimates can be given on the remainder terms. An important input to this section comes therefore from analytic number theory, and we collect in appendix C all the relevant results, for whose error terms we sometimes need to work out explicit estimates, not having been able to find them anywhere in the literature.
Finally, a general philosophy suggests that the case of a variety of dimension 2g with quaternionic multiplication by an algebra with center L should behave as that of a variety of dimension g admitting multiplication by L, and indeed the case of section 5 turns out to be the easiest, the argument being very similar to that for elliptic curves without complex multiplication. More precisely, the Tate module decomposes as two copies of a 2-dimensional Galois representation, and we can apply techniques that are an essentially straightforward generalization of those employed to show analogous results for elliptic curves, and that go back to Serre [Ser72] (cf. also [MW93] ).
We also include as appendices the proofs of various collateral results we use along the way. In appendix A we show how to bound the index of End K (A) in any order in which it is contained, while in appendix B, as already anticipated, we show how to bound the largest rational prime that lies below a place of bad reduction of A, also obtaining in the process an estimate on the Tamagawa numbers of A at the places of bad reduction. Finally, appendix C is then dedicated to the analytic results we need in section 4.
Preliminaries
We collect in this section a number of results that are essentially well-known and that will form the basis for all our further discussion. Specifically, we recall various fundamental properties of Galois representations attached to abelian varieties -the Weil pairing, the structure of ramification in the torsion fields K(A[N ]), and Raynaud's criterion for semi-stable reduction -and an explicit form (due to Gaudron and Rémond) of the so-called Isogeny Theorem.
Weil pairing, the multiplier of the Galois action
Recall that the Tate module T ℓ (A) comes equipped with the Weil pairing, a skew-symmetric form
where Z ℓ (1) is the 1-dimensional Galois module the action on which is given by the cyclotomic character
The Weil pairing is known to be nondegenerate on A[ℓ] as soon as ℓ does not divide the degree of any given K-polarization of A. Note now that the degree of a minimal K-polarization on A is at most b(A/K) by [GR14, Théorème 1.1]: since all the bounds given in the main theorem are strictly larger than this number, for the proof of this theorem we can restrict ourselves to only working with primes that do not divide the degree of a minimal polarization, and for which the Weil pairing is nondegenerate. We will therefore work under the following Assumption. For all the primes ℓ we work with, the Weil pairing is nondegenerate on A[ℓ].
Furthermore, the Weil pairing is Gal K/K -equivariant, that is to say the equality
holds for every pair of elements v, w of T ℓ (A) and every g ∈ Gal K/K . By definition, this means that G ℓ ∞ is a subgroup of GSp(T ℓ (A), ·, · ), the group of symplectic similitudes of T ℓ (A) with respect to the Weil pairing, which we will also simply denote GSp(T ℓ (A)). After a choice of basis we can then consider G ℓ ∞ (resp. G ℓ ) as being a subgroup of GSp 4 (Z ℓ ) (resp. GSp 4 (F ℓ )).
Our main interest in the Weil pairing comes from its relationship with the determinant (or, more precisely, the multiplier) of the Galois action. Let us describe the connection. The algebraic group GSp 4 is not simple, a fact which often makes it much easier to work with its normal subgroup Sp 4 instead. To describe the mutual relationship between these groups, note that in general, if ·, · is a skew-symmetric form, the multiplier of a symplectic similitude A is the only scalar ν(A) such that Av, Aw = ν(A) v, w for every v, w. The association A → ν(A) is then a homomorphism, whose kernel is the group Sp( ·, · ) of symplectic transformations. In the case of Gal K/K we have an exact sequence
so that in order to prove that G ℓ ∞ is all of GSp(T ℓ (A)) it suffices to prove that G ℓ ∞ contains Sp(T ℓ (A)) and that
This last condition is very easy to check, and in fact the following lemma is all we will need to pass from results on Sp(T ℓ (A)) to results on GSp(T ℓ (A)).
ℓ to hold it is enough for the ℓ-th cyclotomic polynomial Φ ℓ (x) to be irreducible over K, which (by Eisenstein's criterion applied to Φ ℓ (x + 1)) is certainly the case when ℓ does not ramify in K. The second statement is immediate.
The isogeny theorem
For future reference we state here the result that will make all the explicit estimates possible.
Recall from the introduction the definition of the function b(A/K) (definition 1.1). The crucial result, as proved by Gaudron and Rémond building on earlier work of Masser and Wüstholz, is the following theorem: Theorem 2.2 (Isogeny Theorem, [GR14, Theorem 1.4]) For every abelian variety A * defined over K that is K-isogenous to A, there exists a K-isogeny A * → A whose degree is bounded by b(A/K).
Ramification estimates
We will often need to consider extensions of K generated by torsion points of A. In order to describe the arithmetic of these extensions we will need an estimate on their discriminant: Proposition 2.3 Let A/K be an abelian variety, N a positive integer, L the field K (A[N ] ), S N the set of prime factors of N , B A/K = v place of K A has bad reduction at v , and
Proof. Let C = v∈B A/K v be the product of the places of bad reduction of A and note that the extension L/K is unramified outside N C. Set n = [L : K]. Let p be a place of K that ramifies in L, and write p = P e 1 · · · P e k for its decomposition in L (note that L/K is Galois). Consider the different D L/K : this is the product of the local different ideals, D L P i /Kp , which are of the form P m i for a common m (as the extension L/K is Galois the local behaviour is the same at all the places dividing p). Moreover, this m is bounded by e − 1 + ee p v p (n) (cf. [Ser81, Prop. 2 on p. 127]), where e p is the absolute ramification index of p and e is the ramification index of the local extension L Pi /K p (which is also the exponent of P i in the factorization of p). Denote f the residual degree of the local extension L Pi /K p . The different ideal of L/K is the product of the local contributions, so the discriminant ideal of L/K has a contribution at p which is given by
, so taking norms from K down to Q and using the
as claimed.
Semistable reduction
We briefly recall Raynaud's criterion for semistable reduction:
Theorem 2.4 (Raynaud, [GRR72, Proposition 4.7]) Let n ≥ 3 be an integer. If all the n-torsion points of A are defined over K, then A has semistable reduction at all the places not dividing n.
Corollary 2.5 Let A/K be an abelian variety of dimension g. There exists a field extension L/K of degree at most |GL (2g, Z/12Z)| over which A acquires semistable reduction.
Proof. Take L to be the compositum of K(A[3]) and K(A[4]). By Raynaud's criterion, A has semistable reduction over L. On the other hand, L = K(A [12] ) is a Galois extension of K whose Galois group can be identified to a subgroup of GL(A[12]) ∼ = GL(2g, Z/12Z).
Type I -Trivial endomorphisms
In this section we establish the surjectivity result under the assumption End K (A) = Z. The material is organized as follows: the first paragraph deals with classical results on the structure of subgroups of GSp 4 (F ℓ ), while in the second we collect information on the action of inertia that will allow us to conclude that some exceptional subgroups of GSp 4 (F ℓ ) cannot arise as images of Galois representations. Theorem 1.2 easily follows, as shown in the last paragraph.
Group theory for
We start by recalling a classical result describing subgroups of P Sp 4 (F ℓ ) in terms of their action on P 3 (F ℓ ). We will need a few definitions from classical projective geometry (cf. [Hir85] , p.7):
Definition 3.1 A hyperbolic (resp. elliptic) congruence is the set of all lines in P 3 (F ℓ ) that meet two given skew lines, each defined over F ℓ (resp. two conjugate lines defined over F ℓ 2 but not over F ℓ ). We call these two lines the axes of the congruence.
A parabolic congruence is the set of all lines tangent to a non-degenerate ruled quadric along one of its rulings, forming a one-parameter family of flat pencils sharing one line, namely the ruling they are tangent to. We call this line the axis of the congruence.
Mitchell proved in [Mit14] the following classification (see also King's article in [Web05] for a more modern account of the result):
Theorem 3.2 Let ℓ > 7. Every maximal proper subgroup G of P Sp 4 (F ℓ ) is of one of the following types:
1. G stabilizes a point and a plane in P 3 (F ℓ ); 2. G stabilizes a parabolic congruence; 3. G stabilizes a hyperbolic congruence; 4. G stabilizes an elliptic congruence; 5. G stabilizes a quadric and has a subgroup of index 2 isomorphic to GL 2 (F ℓ ); 6. G stabilizes a quadric and has a subgroup of index 2 isomorphic to GU 2 (F ℓ ); 7. G stabilizes a twisted cubic; 8. G has order at most 1920.
The following simple lemma partially reduces the study of GSp 4 (F ℓ ) to the previous classification:
Lemma 3.3 Let ℓ ≥ 3 and G be a subgroup of GSp 4 (F ℓ ) whose projective image PG contains P Sp 4 (F ℓ ). Then G contains Sp 4 (F ℓ ). 
contradiction.
It will prove useful to collate Mitchell's classification with the description of the maximal subgroups of Sp 4 (F ℓ ) given in the spirit of Aschbacher's theorem (cf. for example Tables 8.12 and 8.13 of [BHRD13] ). Among the geometrical classes introduced by Aschbacher we will only need to deal with C 1 , C 2 and C 3 . Recall that a subgroupG of Sp 4 (F ℓ ) is said to be of class • C 1 , if it stabilizes a totally singular or non-singular subspace;
• C 2 , if it stabilizes a direct sum decomposition of F 4 ℓ in subspaces of the same dimension;
• C 3 , if there exist a prime r and a subgroup of index r ofG whose action on F 4 ℓ is F ℓ r -linear for a given F ℓ r -vector space structure on F 4 ℓ . More precisely,G is contained in
and contains as a subgroup of index at most r the set
Let us consider what the various G's in Mitchell's list correspond to in an Aschbacher-type classification. TakeG to be the maximal subgroup of Sp(4, F ℓ ) that lifts G. That the following correspondence is indeed correct follows at once by comparing the indices of the various subgroups in Aschbacher's and Mitchell's classification. Let us disregard case (8), which does not have much geometrical content.
• Cases 1 and 2 correspond to maximal parabolic groups stabilizing totally singular subspaces of dimension 1 (the projective point) and 2 (the projective axis of the congruence) respectively, so thatG is of class C 1 . For case 2, note that every projectivity sends flat pencils to flat pencils and intersections to intersections, so the axis of the congruence (which is the intersection of all the pencils in the congruence) is sent to itself.
• Case 3 corresponds to a group of class C 2 in Aschbacher's classification. The same argument as with the parabolic congruence shows that every element ofG either fixes the axes of the congruence or it interchanges them. Let H be the index-2 subgroup of those γ ∈G that fix both axes. These axes correspond to trivially-intersecting planes Π 1 , Π 2 in F 4 ℓ , andG is contained in the stabilizer of the direct sum decomposition Π 1 ⊕ Π 2 . The group H is isomorphic to SL 2 (F ℓ ) × SL 2 (F ℓ ), where the two factors act separately on the two planes.
• Case 4 concerns groups belonging to class C 3 , with r = 2: they admit a subgroup of index 2 isomorphic to SL 2 (F ℓ 2 ), acting naturally on
• Case 5 corresponds again to class C 2 . This is most easily seen by giving an explicit realization of the index-2 subgroup H ofG: we can take H to be
so that (as it is immediate to check) H preserves the symmetric quadratic form whose matrix is Q = 0 Id 2 Id 2 0 . Note also that H is symplectic with respect to the standard form 0 − Id 2 Id 2 0 . From this description it is immediate to see thatG is contained in the stabilizer of the decomposition of F 4 ℓ as direct sum of the two planes defined by the first (resp. last) two coordinates being 0.
• In case (6),G has a subgroup of index 2 that is compatible with an action of F ℓ 2 on F 4 ℓ , so by definition it belongs to class C 3 .
• Finally, groups pertaining to case (7) belong to the exceptional class S in Aschbacher's classification. By [BHRD13] , Table 8 .13, suchG's are isomorphic to SL 2 (F ℓ ).
From this analysis we deduce:
Lemma 3.4 LetG be a subgroup of GSp(4, F ℓ ) such that G := PG is contained in P Sp 4 (F ℓ ).
• If G is contained in a group of type (1), (2), (3) or (5) of Mitchell's list, thenG admits a subgroupH of index at most 2 whose action on F 4 ℓ is not irreducible.
• If G is contained in a group of type (4) or (6) of Mitchell's list, thenG admits a subgroup H of index at most 2 whose action on F 4 ℓ commutes with F ℓ 2 .
• If G is contained in a group of type (8) then the subgroup of homotheties ofG has index at most 1920 (inG).
Proof. We just need to reduce the case of GSp(4, F ℓ ) to that of P Sp(4, F ℓ ). Denote π :G → G the quotient map.
If G falls into case (1), (2), (3) or (5), then it admits a subgroup H of index at most 2 that fixes a point or a line in P 3 (F ℓ ). This point (line) corresponds to a line (plane) in F 4 ℓ that is fixed by any matrix in GL 4 (F ℓ ) lifting an element of H. In particular this is true for every element in the groupH = π −1 (H), which has index at most 2 inG (note that π is surjective, so
. Next suppose G is contained in a group of type (4) or (6). Let π 1 : Sp 4 (F ℓ ) → P Sp 4 (F ℓ ) be the canonical projection and
every element of G lifts to an element of Sp 4 (F ℓ ). The group G 1 contains a subgroup H 1 of index at most 2 that commutes with the action of F ℓ 2 . DefineH = π −1 (π 1 (H 1 )). As before,
and furthermore an element inH differs from an element in H 1 by a homothety, soH commutes with F ℓ 2 since this is true for H 1 . Finally, if G is of type (8) then the trivial group has index at most 1920 inG, so π −1 (Id) (which consists entirely of homotheties) has index at most 1920 in G.
To conclude this group-theoretic part let us describe case (7) in some more detail. We shall need the following lemma: 
The action of inertia
In this section l denotes a prime of O K of good reduction for A and I l its inertia group. Let ℓ be the rational prime below l and e the absolute ramification index of l. We recall the following well-known result of Raynaud:
Theorem 3.8 ([Ray74, Corollaire 3.4.4]) Let V be a Jordan-Hölder quotient of A[ℓ], of dimension n over F ℓ . There exist integers e 1 , . . . , e n such that:
• V has a structure of F ℓ n -vector space
• the action of I l on V is given by a character ψ :
en n , where ϕ 1 , . . . , ϕ n are the fundamental characters of I l of level n
• for every i = 1, . . . , n the inequality 0 ≤ e i ≤ e holds
Convention. There is of course a certain ambiguity in the numbering of the characters of level n. We choose our numbering so that ϕ j = (ϕ 1 )
for j = 1, . . . , n. Note that the norm, taken from F ℓ n to F ℓ , of the character ϕ 1 (hence of all characters of level n) is χ ℓ , the cyclotomic character mod ℓ, which is also the unique fundamental character of level 1.
Lemma 3.9 The image of a fundamental character ϕ :
Proof. Let I ℓ be the inertia group at ℓ. The index [I ℓ : I l ] is bounded by [K : Q], so writing ϕ for a character of I ℓ extending ϕ :
whence the desired inequality. • I l acts trivially
• I l acts through one of the fundamental characters
• n is at least 3 and I l acts through the product of two distinct fundamental characters
for the character giving the action of I l on W . The determinant of the action of
. Since the product of the determinants of all the Jordan-Hölder quotients of A[ℓ] is the determinant of the Galois action on A[ℓ], which is simply χ 2 ℓ by the properties of the Weil pairing, we must have
where the product is taken over a fixed Jordan-Hölder filtration of A[ℓ] that contains V . Comparing orders we deduce
Now since every e i (W ) is at most 1 (as ℓ is unramified in K we have e i (W ) ≤ e(ℓ) = 1) the left hand side is at most
(cf. lemma 3.9) we deduce that the congruence of equation (3.2) must in fact be an equality, and
(e 1 (W ) + · · · + e n (W )) = 2.
In particular, taking again into account the fact that e i (V ) ≤ 1, the only possibilities for V are precisely those given in the statement. To see the necessity of the condition n ≥ 3 in the last case, note that for n = 1 there are no two distinct fundamental characters and for n = 2 the product ϕ 1 ϕ 2 coincides with χ ℓ , so the action would factor through F ℓ and the Jordan-Hölder quotient would not be simple.
Proposition 3.11 Under the hypotheses of the previous lemma, for every g ∈ I l the multiset of eigenvalues of ρ ℓ (g) is one of the following (the superscript indicates the level of the characters):
Proof. The multiset of eigenvalues of ρ ℓ (g) can be read off the Jordan-Hölder quotients: it is the union of the multisets of values taken by the characters that give the action on the simple quotients of A [ℓ] . With this remark and the previous lemma at hand the rest of the proof is just casework. The cases in the list correspond to decompositions of A[ℓ] with simple quotients of dimensions respectively 4 (case 1), 3+1 (cases 2 and 3), 2+2 (case 4), 2+1+1 (case 5) and 1+1+1+1 (case 6).
Note that the multiset ϕ (4) Remark 3.12 In cases 1 through 3 the inertia group I l contains at least one g such that the set of eigenvalues of ρ ℓ (g) is contained neither in F × ℓ nor in F × ℓ 2 : otherwise, the action of inertia would factor through a character of level at most 2 and hence the corresponding Jordan-Hölder quotient (which is of dimension at least 3) would not be irreducible over F ℓ .
We deduce the following technical result which will come in handy later:
Proposition 3.13 Suppose ℓ at least 4[K : Q]+1 and unramified in K. Suppose PG ℓ is contained in P Sp 4 (F ℓ ): then PG ℓ is not contained in the stabilizer of a twisted cubic.
Proof. Suppose the contrary. By assumption, every endomorphism ρ ℓ (g) in G ℓ can be written as µ · γ, where γ lies in the stabilizer of a fixed twisted cubic and µ is a nonzero scalar in F × ℓ . By lemma 3.6 the eigenvalues of γ are of the form a 3 , a 2 d, ad
In particular, the eigenvalues of ρ ℓ (g) lie in F × ℓ 2 for every g in I l , and -taken in some order λ 1 , λ 2 , λ 3 , λ 4 -they satisfy the system of equations
We will now go through all the cases listed in proposition 3.11 and see that there is no way to renumber the multiset of eigenvalues in such a way that the three equations above are all satisfied together, a contradiction that shows the result. Remark 3.12 implies that cases 1 through 3 do not happen (since we just showed that the eigenvalues are in F × ℓ 2 ). If we are in case 4, thenindependently of the numbering chosen for the eigenvalues -we obtain an equation of the form
, which using ϕ
= 1. In particular, this means that the image of ϕ (2) 1 has cardinality at most 2(ℓ − 1), which contradicts lemma 3.9. Next let us deal with case 6. Note that the condition ℓ ≥ 4[K : Q] + 1 implies that the order of χ ℓ is at least 4 (by lemma 3.9), so there exists a g ∈ I l with χ ℓ (g) = ±1. Now if either λ 2 or λ 3 is 1, then one of the last two equations reads χ ℓ (g) d = 1 with d = 1 or 2, which contradicts χ ℓ (g) = 1, −1. But if neither λ 2 nor λ 3 is 1 then the only possibility is λ 1 = λ 4 = 1, λ 2 = λ 3 = χ ℓ (g), which violates all of the three conditions.
Finally, if we are in case 5, then (for any numbering of the eigenvalues) taking norms from F ℓ 2 to F ℓ at least one of the equations yields an identity of the form χ d ℓ = 1 for a certain d ≤ 3, but we know that χ ℓ has order at least 4.
The surjectivity result
We are almost ready to prove theorem 1.2. The ingredients we are still missing are two isogeny estimates, which form the subject of lemmas 3.15 and 3.16 below, and the following lifting result:
Lemma 3.14 ([Ser00, Lemme 1 on p. 52]) Let ℓ be at least 5 and H be a closed subgroup of Sp 2n (Z ℓ ) whose projection modulo ℓ contains Sp 2n (F ℓ ). Then H = Sp 2n (Z ℓ ).
Lemma 3.15 Let A/K be an abelian surface with End K (A) = Z and ℓ be a prime strictly larger than
Proof. Suppose that the centralizer of G ℓ inside End(A[ℓ]) is strictly larger than F ℓ and choose an α lying in this centralizer but not in F ℓ . Consider the abelian variety B = A × A and the subgroup of B given by Γ = {(x, αx)|x
Let B * = B/Γ, π : B → B * be the natural projection and ψ : B * → B be the isogeny in the opposite direction given by theorem 2.2 (so that deg ( Lemma 3.16 Let A/K be an abelian surface with End K (A) = Z and ℓ be a prime strictly larger
Proof. Let ℓ be such that A[ℓ] is not irreducible and let H be a nontrivial subspace of A[ℓ] stable under the action of
ℓ , its order divides ℓ 3 . Consider now the abelian variety A * = A/H, which is defined over K (since H is); we know that there exists a nontrivial isogeny Ψ : A * → A of degree at most b(A/K). Let π : A → A * be the canonical projection, of degree |H| (which divides ℓ 3 ), and consider the composition Ψ•π : A → A. By the hypothesis End(A) = Z this composition must be multiplication by m for a certain nonzero integer m. Comparing degrees we see that
, and on the other hand Ψ•π kills H (since this is true even for π alone), so mH = 0. Every nonzero element of H has order ℓ, so m must be divisible by ℓ, which immediately implies
Theorem 3.17 Let A/K be an Abelian surface with End K (A) = Z. Let ℓ be a rational prime that is not below any place of bad reduction of A. Suppose that ℓ does not ramify in K and is strictly larger than
Proof. By lemma 2.1 we just need to show that G ℓ ∞ contains Sp 4 (Z ℓ ), and by lemma 3.14 it is enough to prove that G ℓ contains Sp 4 (F ℓ ). By lemma 3.3 we are reduced to showing that PG ℓ contains P Sp 4 (F ℓ ). Suppose the contrary. Consider the kernel of the map Gal
. By Galois theory it corresponds to a certain extension K ℓ,1 of K such that the multiplier of every endomorphism in H ℓ := ρ ℓ Gal K ℓ,1 /K ℓ,1 is a fourth power. The degree of the extension K ℓ,1 /K is at most 4.
As H ℓ is a subgroup of G ℓ , in order to reach a contradiction it is enough to show that PH ℓ contains P Sp 4 (F ℓ ). Note that PH ℓ ⊆ P Sp 4 (F ℓ ): if h is in H ℓ , its multiplier is a fourth power, so we can write ν(h) = λ 4 and the projective transformation represented by h is the same as the projective transformation represented by λ −1 h ∈ Sp 4 (F ℓ ). Therefore if PH ℓ is not all of P Sp 4 (F ℓ ) it must be contained in one of the groups in Mitchell's list.
By proposition 3.13, a contradiction is reached if PH ℓ is of type 7 in the list of theorem 3.2: note that ℓ is certainly larger than 4[K ℓ,
1/4 is. Therefore PH ℓ must be of one of the types (1) through (6) or (8): by lemma 3.4 there is a subgroup J ℓ of H ℓ of index at most 1920 that either has an invariant subspace in A[ℓ] or commutes with F ℓ 2 . By Galois theory J ℓ corresponds to a certain extension K ℓ,2 /K ℓ,1 of degree at most 1920 such that ρ ℓ (Gal K ℓ,2 /K ℓ,2 ) = J ℓ , so that ρ ℓ (Gal K ℓ,2 /K ℓ,2 ) = J ℓ either has an invariant subspace or it commutes with F ℓ 2 . But this contradicts lemma 3.16 or 3.15 respectively.
Type I -Real multiplication
Suppose now that A is an abelian surface admitting real multiplication by R = End K (A), an order in the real quadratic field E = Q( √ d). We also assume A to be semistable over K.
where the product is over the places of E dividing λ. An implicit convention will always be in force, that if λ is a place of E then ℓ denotes its residual characteristic.
Definition 4.1 Following Ribet's paper [Rib76] we say that a rational prime ℓ is good for A if it does not divide the index [O E : R].
As [O E : R] is finite, all but finitely many primes are good for A. It is a general fact that [O E : R] can be bounded in terms of K and h(A), cf. appendix A. In our present context, we can essentially assume that all the primes we work with are good:
2 . In particular, any ℓ strictly larger than this quantity is good. 2 , so all the primes we need to deal with are automatically good.
In view of the previous remark, from now on we only consider good primes. For any such prime ℓ we have R ℓ := R ⊗ Z ℓ ∼ = O E ⊗ Z ℓ , and furthermore When ℓ is good and λ divides ℓ we put
The Galois action on T ℓ (A) is O ℓ -linear, and we thus obtain canonical decompositions
The O ℓ -linear morphism ρ ℓ ∞ then amounts to a family of O λ -linear maps
We also have isomorphisms
and we regard the ℓ-adic Galois representation on T ℓ (A) as a group morphism
It is also natural to look at λ-adic residual representations: Definition 4.5 If λ is a place of E above a good prime ℓ we write G λ for the image of the residual representation modulo λ, namely the image of the composite map
To conclude this section we briefly recall some facts about the determinant of the maps ρ λ we just introduced:
Lemma 4.6 ([Rib76], Lemma 4.5.1) For every λ dividing a good prime, the function
Observe that for a good prime ℓ the ℓ-adic representation lands in Aut O ℓ (T ℓ A). If we regard Z * ℓ as being embedded in O ℓ by the fact that the latter is naturally a Z ℓ -algebra, the determinant of ρ ℓ (g) with respect to O ℓ is an element of Z * ℓ , and the previous result (combined with lemma 2.1) gives Lemma 4.7 If ℓ is good and unramified in K then det O ℓ : G ℓ → Z * ℓ is surjective.
Compatible systems of representations, Frobenius traces
In this section we very briefly recall the notion of Frobenius elements and compatible systems of representations. If v is a place of K, and ρ : Gal K/K → GL n (Z ℓ ) is a Galois representation, we say that ρ is unramified at v if ρ(I w ) = {1}, where I w is the inertia group of any place w of K extending v. If this is the case, the action of Gal K/K , restricted to the decomposition group D w at w, factors through D w /I w , hence the image of the Frobenius element at w (that we denote Fr w ) is well-defined. The conjugacy class of ρ(Fr w ) only depends on v, and we denote it Fr v,ρ or just Fr v (ρ being understood). We also let P v,ρ (t) be the characteristic polynomial of the action of Fr v,ρ on Z n ℓ . It will prove very useful to introduce the following notation: Notation. If v is a place of a number field we will write p v for the cardinality of the residue field at v and q v for its characteristic.
It is well known that the ρ ℓ ∞ 's (resp. the ρ λ ∞ 's) form a strictly compatible system of integral (resp. E-integral) Galois representation of K in the sense of Serre-Ribet (cf. [Ser97] , [Rib76] for the definitions and see [Shi67, Section 11.10] for a proof):
, is said to be E-integral (resp. integral) if there exists a finite subset T of the set Ω K of the places of K such that
• P v,ρ λ ∞ (t) (resp. P v,ρ ℓ ∞ (t)) has its coefficients in O E (resp. Z) for every v ∈ T .
A family ρ λ ∞ (resp. ρ ℓ ∞ ) is said to be strictly compatible if there exists a minimal finite subset S of Ω K , called the exceptional set of the family, such that
• ρ λ ∞ (resp. ρ ℓ ∞ ) is unramified at v for every λ and every place v ∈ S such that q v = q λ ;
The exceptional set for the family of the ρ λ ∞ 's is the set S of places at which A has bad reduction, while for the ρ ℓ ∞ 's we can take ℓ ∃λ ∈ S : λ|ℓ .
For the sake of notational simplicity let us write P v,λ (t) for P v,ρ λ ∞ (t), and similarly P v,ℓ (t) for P v,ρ ℓ ∞ (t). By strict compatibility, for λ outside the exceptional set the polynomial
does not depend on λ and has its coefficients in O E . For every place v of K at which A does not have bad reduction we set P v (t) := P v,λ (t), where λ is any place of E outside the set λ ∈ Ω E ∃w ∈ Ω K such that q w = q λ By [Shi67, Proposition 11.9] we have the equality
We are now ready for the following definition:
Definition 4.9 Write P v (t) = t 2 − a v t + p v . We call a v the Frobenius trace at v. It is an element of O E .
Remark 4.10 Note that if σ is an automorphism of E sending λ to λ ′ it is not true in general that P σ v,λ (t) = P v,λ ′ (t).
Frobenius traces attached to abelian surfaces
As an intermediate step we will need the following easy result:
Proposition 4.12 Let α be an algebraic integer of degree d, all of whose conjugates have absolute value at most B. Let E = Q(α) and O E be its ring of integers.
Proof. Let p(x) be the minimal polynomial of α and {α j } j=1,...,d be the set of its conjugates (including α itself). It is well known that
)|, so in order to control the index it is enough to bound | disc(p(x))|. Directly from the definitions we have
Proof. (of proposition 4.11) By the Weil conjectures all the roots β i of P v,ℓ are of absolute value p 1/2 v . It follows that a v (which is of the form β i + β j for a certain pair i, j) is bounded in absolute value by 2p 1/2 v , and the same is true for all of its conjugates as well. Since a 2 v generates E over Q, we know that its degree as an algebraic integer is [E : Q], so the previous proposition (with B = 4p v ) gives
which is the required bound.
The following two lemmas will help us find a Frobenius trace that generates E over Q:
Lemma 4.13 Let v be a place of K of degree one. Suppose that A has good reduction at v and let P v (x) = x 4 + ax 3 + bx 2 + p 2 ax + p 2 be the characteristic polynomial of Fr v , where p = p v is the rational prime below v. Suppose that the representation
is trivial modulo N , where N ≥ 5. If p does not divide N and is at least 17, then a is not divisible by p.
Proof. Let q α be a divisor of N , where q is a prime number. Notice that the trace of ρ q ∞ (Fr v ) is congruent to 4 modulo q α , since ρ q ∞ (Fr v ) is congruent to the identity modulo p α . Hence a is congruent to 4 modulo N .
On
has zero trace, which contradicts the previous lemma. On the other hand, if a v is in Z, then
2 has trace divisible by p, and this again contradicts the previous lemma.
We are now going to replace K with a suitable extension in such a way that the previous lemmas apply. We let L = K (A[5] ).
Proof. With the notation of proposition 2.3 we have
On the other hand, [L : K] divides the order of GL 4 (F 5 ), which is 2 11 · 3 2 · 5 6 · 13 · 31. It follows in particular that v p [L : K] = 0 unless p ∈ {2, 3, 5, 13, 31} =: S. Noticing furthermore that v p ([L : K]) is bounded for p ∈ S (resp. by 11, 2, 6, 1, 1), if we split the sum over p in a sum over p ∈ S and a sum ranging over
Now by corollary B.10 we also have
and the claim follows.
Notice now that the representation of Gal L/L associated with A satisfies the hypotheses of lemma 4.14 (with N = 5). We only need to find a suitable place of L: There exists a place v of L that satisfies the hypotheses of lemma 4.14 and whose residual characteristic q v = p v is at most
14 .
In
Proof. Let c be the number of places of bad reduction of A/L. By corollary B.10 -which applies, since A is semistable -we have
On the other hand, we also have
a bound that is larger than the one we have for c. It follows that the maximum in corollary C.28 (applied to the field L) can be taken to be the term associated with ∆ L . This corollary then yields the existence of a place v of L (of degree one) having residual characteristic at least 17 and at most f 1.2 · 10
All the remaining statements follow from lemma 4.14 and proposition 4.11. note that the number of places of bad reduction we have to exclude does not depend on GRH, so that the maximum in C.28 is given by
given that our estimate on log |∆ L | grows more than linearly with h(A), while n L is bounded independently of A, we see that M unconditional 2 (A/K) is more than exponential in h(A).
The intersection
The key step in proving the surjectivity of the Galois representation lies in understanding the intersection G ℓ ∞ ∩ SL 2 (O ℓ ). A remarkable simplification of the problem comes from the fact that we can limit ourselves to studying the residual mod-ℓ representation instead of the full ℓ-adic system. This is made possible by the following 'lifting' theorem: 
Recall that we work only with good primes: concretely, this means that all the following statements have the implicit hypothesis that ℓ is good for A. Also note that many of the results that follow are stated for general varieties of GL 2 -type, namely absolutely simple abelian varieties A equipped with an action of a number field E of degree equal to dim A.
A little group theory
We collect in this section a few group-theoretic results we are going to use. Let us start by recalling the following (essentially obvious) fact:
Lemma 4.19 For every rational prime p and every n ≥ 1, the F p n [SL(2, F p )]-module F 2 p n is simple.
A crucial ingredient in our proof is the following:
Theorem 4.20 ([Rib76], Theorem 5.2.5) Let p be a prime ≥ 5 and let q 1 , . . . , q n be powers of p.
Suppose that G is a subgroup of A which satisfies:
G contains an element x such that (tr x)
2 generates the F p -algebra
3. The image G i of each projection p i : G → GL 2 (F qi ) has order divisible by p.
The action of
We will also need the following characterization of direct products:
Lemma 4.21 ([Rib76], Lemma 5.2.2) Let S 1 , . . . , S k (k > 1) be finite groups with no nontrivial abelian quotients. Let G be a subgroup of
Finally, we will need a description of a specific class of subgroups of GL 2 (F ℓ ) × GL 2 (F ℓ ):
Lemma 4.22 ([MW93], Lemma 5.1) Let ℓ ≥ 5 be a prime and V, V ′ be 2-dimensional vector spaces over F ℓ . Let D be the subgroup of GL(V ) × GL(V ′ ) given by
Let H be a subgroup of D whose projections on the two factors GL(V ), GL(V ′ ) are surjective. If H = D, then there exists an isomorphism f : V → V ′ and a character χ : H → {±1} such that
Isogeny estimates
In order to get explicit estimates, we are going to mimic the strategy of [MW93] . The two lemmas that follow are straightforward generalizations of lemmas 3.1, 3.2 in that paper. For the sake of notational simplicity, when λ is a place of E we identify O/λ with F q for a suitable q = ℓ f . Also recall that we have introduced the residual representation G λ in definition 4.5. Proof. Γ is fixed by G λ and therefore defined over K. Consider the K-variety A * = A/Γ, which comes equipped with a natural isogeny π : A ։ A * of degree |Γ| = |F q | = ℓ f . The isogeny theorem yields the existence of a K-isogeny ψ : A * → A of degree b ≤ b(A/K). The composition ψ • π is an endomorphism of A, so by hypothesis it is given by a certain e ∈ End(A) ⊆ O E . Now, as e kills Γ and Ann(Γ) = λ, we must have λ|e (that is, e ∈ λ). It follows that d := deg(e) = N E/Q (e) 2 (for this equality cf. [BL04] , Chapter 5, Corollary 1.3) is divisible by N E/Q (λ) 2 , which is just
Similarly, an easy variant of the argument of lemma 3.15 gives Lemma 4.24 Suppose G λ is commutative. Then ℓ 2 ≤ b A 2 /K .
Explicit bounds: split primes
The lemmas in the previous section are enough to prove a partial surjectivity result, limited to those primes that are completely split in E. In order to state this result we first need to introduce the object our maps will be onto: this is essentially the largest group for which there are no obvious obstructions to surjectivity, and indeed it will turn out to agree with G ℓ for all but finitely many primes.
Definition 4.25 Let ℓ be a prime that splits completely in E. We set
where the product is over the places of E that divide ℓ.
Lemma 4.26 For any split prime ℓ, the group G ℓ is contained in H ℓ .
Proof. The determinant of every ρ λ agrees with the cyclotomic character (lemma 4.6), so any two h j 's will have the same determinant.
With this notation, the bound we obtain is as follows:
Theorem 4.27 Let A/K be an abelian variety whose endomorphism algebra is a number field E of degree equal to dim A. If ℓ is a prime that does not ramify in K, is completely split in E and is strictly larger than b(2[K : Q], 2 dim(A), 2h(A)) 1/2 , then the equality G ℓ = H ℓ holds.
Lemma 4.28 If ℓ is a rational prime larger than
and λ is a place of E above ℓ, then the group G λ contains SL(2, F ℓ ).
Proof. Let ℓ be a prime for which G λ does not contain SL(2, F ℓ ) and recall that we identify O/λ with F q for a suitable q = ℓ f . By the Dickson classification (cf. for example [Ser72, §2]) we know that if G λ does not contain SL(2, F ℓ ), then the following are the only possibilities: (I) G λ is contained in a Borel subgroup of GL(2, F q ): by definition, such a subgroup fixes a line, therefore ℓ ≤ b(A/K) by lemma 4.23.
(II) G λ is contained in a Cartan subgroup of GL(2, F q ): then ℓ 2 ≤ b A 2 /K by lemma 4.24.
(III) G λ is contained in the normalizer of a Cartan subgroup of GL(2, F q ): let C be this Cartan subgroup and N its normalizer. By the Dickson classification, the index [N : C] is 2, so the morphism 
(IV) The projective image of G λ , PG λ , is a finite group of order at most 60: by lemma 4.23 we have ℓ ≤ b(A/K ′′ ), where K ′′ be the extension defined by the kernel of
It is clear that G λ will not fall in any of the previous cases -and will therefore contain SL 2 (F ℓ )
-as soon as ℓ is larger than max
It is immediate to check that this maximum is at most b(2[K : Q], 2 dim(A), 2h(A)) 1/2 .
Corollary 4.29 Let ℓ be a rational prime that is unramified in K, completely split in E and strictly larger than M 1 (A). The group G λ equals GL(2, F ℓ ) for every place λ of E dividing ℓ.
The final piece we need to prove theorem 4.27 is the following lemma:
Lemma 4.30 If ℓ > M 1 (A) is totally split in E and does not ramify in K, and λ 1 , λ 2 are two places of E dividing ℓ, then the projection
Proof. Let ℓ > M 1 (A) be a rational prime that is totally split in E and λ 1 , λ 2 be places of E lying over ℓ. As SL 2 (F ℓ ) does not have any nontrivial abelian quotients for ℓ ≥ 5, lemma 4.21 implies that
if and only if for every pair of different places λ 1 , λ 2 of E above ℓ the projection of
and assume that G ℓ → D is not surjective (this is even more general than the statement we actually need). We want to derive a contradiction. Let f, χ be the morphisms given by lemma 4.22 when applied to the image of G ℓ in D (the hypotheses of this lemma are satisfied thanks to corollary 4.29). Assume first that χ ≡ 1. Let Γ be the subgroup of A[ℓ] given by
and let A * = A/Γ. Denote π the canonical projection A → A * and let ϕ be an isogeny A * → A, of degree b bounded by b(A/K), as guaranteed by theorem 2.2. The composition ϕ • π : A → A is given by a certain e ∈ O E , and it kills Γ. In particular, e must be divisible by both λ 1 and λ 2 . Indeed, e acts on A[λ 1 ] via e 1 , the class of e in F λ1 , and via e 2 , the class of e in F λ2 , on A[λ 2 ]. If x ∈ A[λ 1 ] is any element of order ℓ, then f x has the same property (since f is an isomorphism), so (e 1 , e 2 ) · (x, f x) = (e 1 , e 2 f (x)) vanishes if and only if both e 1 and e 2 do. We deduce
On the other hand, if χ is not identically 1, then its kernel defines a quadratic extension K ′ of K for which χ • ρ λ1 ≡ 1, therefore applying the same argument to K
It is immediate to check that this number is smaller than M 1 (A), and the lemma follows.
The main result of this section is now well within our grasp: Proof. (of theorem 4.27) Let ℓ be completely split in E, unramified in K and larger than M 1 (A). By the previous lemma we have G ℓ ∩ SL(A[ℓ]) = λ|ℓ SL 2 (F ℓ ), and by surjectivity of the determinant (guaranteed by lemma 4.7) this means G ℓ = H ℓ .
Explicit bounds: general case
We now apply theorem 4.20 in order to get a bound on the largest prime for which the ℓ-adic representation is not 'as large as possible', without any restriction on the factorization of ℓ in E. To quantify this notion we introduce the following definition, which is the immediate ℓ-adic analogue of definition 4.25:
Definition 4.31 For every rational prime ℓ set
The same argument as with the residual representation shows that G ℓ ∞ ⊆ H ℓ ∞ . The result is as follows:
Theorem 4.32 Let A/K be an abelian surface with real multiplication by the field E. Let ℓ be a rational prime, unramified both in K and in E and strictly larger than
where M 2 (A/K) is given in corollary 4.16. If ℓ is not divisible by any place of bad reduction of A then
Proof. By hypothesis ℓ does not ramify in K and is not divisible by any place of bad reduction of A. Thus it does not belong to the exceptional set of the compatible system of representations ρ p , so if a place v of K does not divide ℓ we have tr(ρ ℓ ∞ (Fr v )) = a v .
The place v of K whose existence is guaranteed by corollary 4.16 does not divide ℓ, since its residue characteristic is at most M 2 (A/K) < ℓ. By construction of v the group G ℓ contains an element x = ϕ ℓ (Fr v ) such that tr(x) 2 = a 2 v generates O/ℓO as an F ℓ -algebra: indeed,
Finally, by lemma 4.28 we know that for such an ℓ, and for every place λ of E above ℓ, the group G λ contains SL 2 (F ℓ ): note that O/λ [SL(2, F ℓ )] acts irreducibly on (O/λ) 2 by lemma 4.19, and that its cardinality is divisible by ℓ.
We have thus checked all the hypotheses of Theorem 4.20 applied to G = G ℓ and A = H ℓ ; the conclusion is that, for every such prime ℓ, G ℓ = H ℓ , namely the Galois representation modulo ℓ is surjective. We can then apply proposition 4.18 to deduce that the whole ℓ-adic representation is surjective. More precisely, this proposition implies that G ℓ ∞ contains SL 2 (O ℓ ), and by lemma 4.7 the determinant det O ℓ ρ ℓ is onto Z × ℓ (since ℓ does not ramify in K): this clearly implies
Remark 4.33 The unconditional version of this result follows immediately by the same proof and remark 4.17.
Type II -Quaternionic multiplication
In this section we establish the surjectivity result when the endomorphism ring of A, End K (A), is an order R in an indefinite (division) quaternion algebra D over Q. We let ∆ be the discriminant of R. For now, we shall work under the following Assumption. Every endomorphism of A is already defined over K.
We shall show below, in corollary 5.7, how to get rid of this additional hypothesis.
Remark 5.1 It is a general philosophy that -at the level of Galois representations -a variety of dimension 2g with quaternionic multiplication by an algebra D with center the number field L should behave like a variety of dimension g and endomorphism algebra L. The proof that follows shows that this philosophy is very much correct in the case of surfaces, and indeed from lemma 5.4 onward this is virtually the same proof as for elliptic curves (cf. for example [MW93] ).
We start by recalling a result from [BGK] , cf. in particular Theorem 5.4 and the remarks preceding it.
Theorem 5.2 Let ℓ be a prime not dividing ∆. Suppose that ℓ does not divide the degree of a fixed K-polarization of A. There exists a Gal K/K -equivariant isomorphism
where W ℓ ∞ is a simple Gal K/K -module, free of rank 2 over Z ℓ , equipped with a nondegenerate, Gal K/K -equivariant bilinear form
Notation. We write W ℓ for W ℓ ∞ /ℓW ℓ ∞ . It is a Gal K/K -module, free of rank 2 over F ℓ .
Choosing basis for W ℓ ∞ and W ℓ we have:
Lemma 5.3 If ℓ does not divide ∆ then G ℓ can be identified with a subgroup of GL 2 (F ℓ ) (acting on M 2 (F ℓ ) on the right), and similarly G ℓ ∞ can be identified with a subgroup of GL 2 (Z ℓ ) (acting on M 2 (Z ℓ ) on the right).
In the light of the above lemma, we can consider G ℓ as being a subgroup of GL 2 (F ℓ ), acting on F 4 ℓ as two copies of the standard representation.
Lemma 5.4 Suppose ℓ does not divide ∆ and is larger than b(A 2 /K) 1/2 . The group G ℓ contains SL 2 (F ℓ ) under the above identification.
Proof. This is a very mild generalization of lemmas 4.23 and 4.24, so we only sketch the proof. If G ℓ does not contain SL 2 (F ℓ ), then Dickson's classification (see for example [Ser72, §2] ) implies that one of the following must hold:
• G ℓ is contained in a Borel subgroup: we can find a line Γ ⊆ W ℓ that is stable under the action of G ℓ . Applying an obvious variant of the argument of lemma 4.23 to the isogeny
• The projective image of G ℓ has cardinality at most 60: by replacing K with an extension of degree at most 60 we are back to the previous case, and therefore
• Up to replacing K with an extension K ′ of degree at most 2, G ℓ is commutative, but does not entirely consist of scalars (this case being covered by the first one). We can choose an α ∈ G ℓ which is not a scalar, and apply a variant the argument of lemma 4.24 to the isogeny given by the natural projection from A × A to its quotient by the subgroup
Comparing the various bounds thus obtained we see that b(2[K : Q], 2h(A), 4) 1/2 is much larger than any of the others, thus establishing the lemma.
Lemma 5.5 Suppose ℓ is a prime that does not divide ∆, so that R ⊗ Z ℓ ∼ = M 2 (Z ℓ ). Suppose furthermore that ℓ does not divide the degree of a fixed K-polarization of A. For any g ∈ Gal K/K the determinant of ρ ℓ (g), thought of as an element of GL 2 (Z ℓ ) (and not of GSp(T ℓ (A))), is χ ℓ (g).
Proof. This is the same argument as for elliptic curves. If we fix a basis e 1 , e 2 of W ℓ ∞ and write a b c d for the matrix representing the action of ρ ℓ ∞ (g) in this basis, we obtain
= ae 1 + ce 2 , be 1 + de 2 QM = ad e 1 , e 2 + bc e 2 , e 1 QM = (ad − bc) e 1 , e 2 QM ,
and since e 1 , e 2 QM does not vanish we obtain χ ℓ (g) = (ad − bc) = det ρ ℓ (g) as claimed.
Theorem 5.6 Suppose that every endomorphism of A is defined over K. Suppose furthermore that ℓ does not divide ∆, does not ramify in K, and is strictly larger than
Théorème 1] we see that ℓ does not divide the degree of a minimal polarization of A, so by theorem 5.2 we have well-defined objects W ℓ ∞ , W ℓ and ·, · QM , the latter being nondegenerate.
By lemma 5.4 the inequality imposed on ℓ guarantees that G ℓ contains SL 2 (F ℓ ). It follows that G ℓ ∞ is a closed subgroup of (R ⊗ Z Z ℓ ) × ∼ = GL 2 (Z ℓ ) whose projection modulo ℓ contains SL 2 (F ℓ ). Since we certainly have ℓ ≥ 5, it follows from [Ser97, IV-23, Lemme 3] that G ℓ ∞ contains SL 2 (Z ℓ ). On the other hand, the previous lemma and the condition that ℓ is unramified in K ensure that det :
Corollary 5.7 Drop the assumption that every endomorphism of A is already defined over K. Suppose that the rational prime ℓ does not divide ∆, does not ramify in K, and is strictly larger than b(24
Proof. By [DR04, Prop. 2.1] there exists an extension K ′ of K, of degree at most 12, over which all the endomorphisms of A are defined. Simply apply the above theorem to A/K ′ .
Let us make a few closing remarks on this case. It is a general philosophy that -at the level of Galois representations -a variety of dimension 2g with quaternionic multiplication by an algebra D (whose center is the number field L) should behave like a variety of dimension g and endomorphism algebra L. The proof we have just given shows that this philosophy is very much correct in the case of surfaces, and indeed from lemma 5.4 onward this is virtually the same proof as for elliptic curves (cf. for example [MW93] ).
Even more precisely, write the bound we obtained for a surface with all its automorphisms defined over K in the form b(2[K : Q], 2 dim(A), 2h(A)) 1/2 . For an elliptic curve E/K without (potential) complex multiplication, the Galois representation is surjective onto GL 2 (Z ℓ ) for every prime ℓ that does not ramify in K and is larger than b(2[K : Q], 2 dim E, 2h(E)) 1/2 (cf. [MW93] ), which is formally the same expression. On the other hand, the actual numerical dependence of the present result on the height of A is much worse than the analogous one for elliptic curves, due to the strong dependence of the function b([K : Q], dim A, h(A)) on the parameter dim A.
Remark 5.8 In the light of this discussion, the reader might suspect that the methods of [Lom14] might be generalized to give a result on the index of the adelic representation attached to A. We do not attempt this here, for doing so would entail giving a classification of the integral sub-algebras of any Z ℓ -form of sl 2 : indeed, such algebras appear when we try to study the precise structure of G ℓ ∞ for those ℓ's that divide ∆. The task of classifying such algebras seems rather daunting, given that the easier problem of studying the Q ℓ -forms of sl 2 is already highly nontrivial. Proof. Note first that any maximal order of D is stable under multiplication by O L (indeed if S is a subring of D then the O L -module generated by S is again a subring of D), so the order In order to simplify matters it is convenient to assume that all the endomorphisms of A are defined over K. This condition is completely harmless, since it can be achieved at the expenses of a controllable extension of K:
From now on we will therefore assume that all the endomorphisms of A are already defined over K. In order to get estimates in the case of noncommutative endomorphism algebras we will need the following lemma, which is essentially [Wil98, proposition 2.5.4]: even though the latter was stated only for commutative endormorphism rings, the same proof works in the general case as well.
Lemma A.3 Let D be a division algebra, R ⊆ S be orders in D and A/K be an abelian variety with End K (A) = R. There is an abelian variety B/K, isogenous to A over K, such that End K (B) ⊇ S.
It follows from the previous lemma that if A is an abelian variety with endomorphism ring R and O D is any maximal order containing R, then we can find a second Abelian variety A ′ , isogenous to A over its field of definition, that has O D as its endomorphism ring. Combining this fact with theorem 2.2 we deduce: Proposition A.4 Let A/K be an Abelian variety with endomorphism ring R, D = R ⊗ Q, and O D any maximal order containing R. Suppose that all the endomorphisms of A are defined over K. There exists an Abelian variety A ′ /K and two isogenies ε 1 :
Proof. We have just shown the existence of a K-variety A ′ having O D as its endomorphism ring, and all the other statements follow from theorem 2.2.
We can now deduce the desired bound on [O D : R]:
Proof. Let A ′ , ε 1 , ε 2 be as in the above proposition. Consider the following linear map:
where the second embedding is given by the fact that R = End(A) is an order in D and O D is a maximal order containing R. Note that End(A) is endowed with a positive-defined quadratic form given by the degree. We consider End(A) and End(A ′ ) both as lattices inside D R = End(A ′ ) ⊗ Z R, and observe that the degree map extends naturally to a positive-defined quadratic form on D R . This makes D R into an Euclidean space, which in particular comes equipped with a natural (Lebesgue, say) measure. Denote r the dimension of D R , which is also the dimension of D as a Q-vector space.
As deg(e 1 • e 2 ) = deg(e 1 ) • deg(e 2 ) for any pair of isogenies between Abelian varieties, setting
Extend ϕ by linearity to an endomorphism (which we still denote ϕ) of D R and fix a degorthonormal basis γ 1 , . . . , γ r of D R . By construction ϕ(O D ) ⊆ R, so that we have the inequality
a ij γ j with a ij ∈ R for the matrix representing ϕ in the basis of the γ j 's. Let λ(·, ·) be the bilinear form associated with deg. Using the inequality deg(ϕ(e)) ≤ C 2 deg(e) we deduce
equivalently, the L 2 -norm of each row of the matrix (a ij ) is bounded by C. Hadamard's inequality then gives
which is the desired estimate. 3) For every integer g ≥ 1 and even integer r ≥ 2, there exists an effectively computable constant C(g, r), depending only on g and r, such that the following holds. Let A be an abelian variety of dimension g defined over Q, equipped with a theta structure of level r and a principal polarisation (defined by a symmetric ample line bundle L on A). Then
where C 1 (g, r) = 6r 2g log r 2g .
Lemma B.2 Let C > e = exp(1) be a real number. The only solution x to the equation
Proof. It is clear that x > C. Therefore log(2x) > log(x + 2) = 2x 2C . It follows that 2x log(2x) < 2C, and the claim is an immediate consequence of corollary C.6. As an immediate consequence we have Corollary B.3 For the embedding given by r = 2 we have
Remark B.4 For any given dimension g it is easy to give sharper estimates for H and consequently get sharper final bounds. For example, for g = 2 we have h Θ (A, L) ≤ max {4476, h F (A)}, whereas the previous proof would only give h Θ (A, L) ≤ max {18410, h F (A)}.
B.2 A hint of reduction theory
Let γ n denote the n-dimensional Hermite constant. The following result is classical:
For a square matrix Q we denote Q[X] the quadratic form X t QX. Recall that a symmetric, positive defined square matrix Q = (Q ij ) i,j=1,...,n of rank n is said to be Minkowski-reduced if for every j = 1, . . . , n and every vector m = (m 1 , . . . , m n ) with gcd (m j , . . . , m n ) = 1 the inequality Q[m] ≥ Q jj is satisfied. We denote q i = Q ii the successive minima of the quadratic form Q[·].
Proposition B.6 Let Q = Q b b t q n be a Minkowski-reduced matrix of size n, where Q is a square matrix of rank n and b is a column vector of length n − 1. For any vector
Proof. It follows from the definitions that the matrix Q is itself Minkowski-reduced (taking m n = 0 in the reducedness condition for Q). By Minkowski's theorem on successive minima we have the inequality q 1 · · · q n ≤ γ n n det(Q). On the other hand, we also have the simple inequality det Q ≤ q 1 . . . q n−1 .
Notice now that det Q = det Q ·q n , whereq n = q n − b t Q −1 b. Indeed if we develop the determinant of Q with respect to the last row we get
where Q i is the matrix obtained from Q by erasing the i-th column and adding a column equal to b on the right. By Cramer's formula det(Q i ) is simply (−1)
, and the claim follows. On the other hand,
n , so
as claimed. 
B.3 Tamagawa numbers, conductor and height
In this short section we give estimates on the number and residue fields of the places of bad reduction of an abelian variety A. The main tool is an inequality proved by Hindry and Pacheco (see [HP13] ) in the case of function fields, but that is equally valid over number fields:
Theorem B.8 Let d be a positive integer and A/K an abelian variety of dimension d having everywhere semistable reduction and admitting a theta structure of level 2. Let B A/K be the set of places of K at which A has bad reduction, and c v (A/K) be the Tamagawa number of A at v. There exist constants C(d), M (d) such that the following inequality holds:
We can take
)) . If we assume
A to be principally polarized, the same result holds with the better constants
Proof. The proof in [HP13] goes through essentially unchanged, so let us only explain how to get the explicit constant. Assume first that A is principally polarized and denote L the associated line bundle. Note that in the number field setting the absolute value associated with v is normalized by log |x| v = −v(x) log(p v ).
Let θ 0 a be the theta constants associated with the embedding given by the space of sections of L ⊗4 , where a ranges over S := is infinite S(a 0 , a 1 ) is still well-defined (and empty). Repeating the argument of [HP13] we get (for any choice of a 0 , a 1 in S)
note the presence of the factor γ −r r , which comes from an application of proposition B.6 when proving the analogue of Lemma 6.3 of [HP13] , and also the different normalization of the theta height (ours is 1 [K:Q] times the one used in [HP13] ). Denote f (a 0 , a 1 ) the sum appearing in the right hand side of this expression. As the set S 2 is finite (of cardinality 2 4d ) there exists a pair (a 0 , a 1 ) that realizes the maximum of f (a 0 , a 1 ), i.e. such that f (a 0 , a 1 ) ≥ f (a 0 , a 1 ) ∀(a 0 , a 1 
Applying corollary B.3 to our present case we deduce
in the principally polarized case and
Remark B.9 It is clear from the previous proof, Remark B.4 and Theorem B.5 that for a principally polarized abelian surface we have
while for a general (not necessarily principally polarized) surface we have
Corollary B.10 For every principally polarized abelian surface A/K that is semistable over K and admits a theta structure of level 2 over K we have
If A/K is everywhere semistable, but does not necessarily admit a principal polarization or a theta structure of level 2, then we have
Proof. The first two claims follow from
respectively, and the last two formulas are proved in a completely analogous way upon replacing K by K (A[4] ), since A admits a theta structure of level 2 over the latter field.
C Estimates on the primes of degree one
We are interested in results on the distribution of degree-one primes in algebraic number fields, both unconditional and conditional on the Generalized Riemann Hypothesis. The organization of this appendix is as follows: after introducing the relevant objects and notations, we briefly study Lambert's W function (which will be useful to express the solutions to some transcendental equations) in section C.1 before proving the unconditional and conditional results in sections C.2 and C.3 respectively. To fix our notation, let K be a number field of degree n K = [K : Q], and let ∆ K be its discriminant. Moreover, for a prime ideal p of K lying above the rational prime p, we denote f (p|p) the degree of the extension OK p /F p . A prime p of K is said to be of degree 1 when f (p|p) = 1. We will be led to consider two closely related prime-counting functions attached to K, given by
and the two associated ϑ functions, given by
where the sums are extended over the prime ideals of O K satisfying the given conditions and N denotes the (ideal) norm map, N p = OK p . In view of the part Chebotarev's theorem has to play in our discussion we also consider a more general situation. We let L/K be a Galois extension of number fields with group G, and denote C a conjugation class in G. For a prime p of K that is unramified in L we write L/K p for the associated Frobenius. In this setting, we consider the functions
log N p, and the associated prime-counting functions,
We recover the previous setting (that only involves one number field K) by taking L = K, G = {Id} and C = G.
Having dispensed with these general notations and definitions we can now move to the actual results:
Theorem C.1 1. Assume the Generalized Riemann Hypothesis. For every number field K which is not the rational field we haveπ K (x) ≥ 1 2
for every x strictly larger than
2. Unconditionally, for every number field K we haveπ K (x) > 2 5
x log x whenever log x is at
3. Unconditionally, for K = Q and x ≥ 59 we have π(x) ≥ x log x 1 + 1 2 log x .
Remark C.2 A few comments are in order. To begin with, the inequality in (3) is [RS62, Theorem 1], which we include here for the reader's convenience, and also because the rational field would otherwise need a slightly special treatment that we can avoid by simply appealing to this very sharp result. Secondly, note that this theorem is in a sense very weak: Landau's prime ideal theorem says much more, and with much better error terms. The strength of this result lies entirely in it being explicit, and therefore easy to apply. We make no claim here of proving anything really new in the field of prime ideal theorems, but we are forced to include such a result because (to the best of our knowledge) explicit error terms for Landau's theorem have never been worked out. Finally, note that for our applications we shall need very specific results (concerning the primes of degree 1 with residue characteristic at least 17), which are certainly not interesting enough to be recorded here as part of the theorem, but that we shall nonetheless prove in the following paragraphs for use in section 4.
Before moving to the proof of theorem C.1 we make the following preliminary remark. As it is well known, the primes of degree 1 have full Dirichlet density, and therefore we do not expectθ C and ϑ C to differ much from one another. This intuition is made precise by the following lemma: Lemma C.3 For any Galois extension L/K of group G and any conjugation class C of G, the difference
Proof. By definition of the functions ϑ C andθ C we have
where the inequality on the second line follows from the fact that there are at most n K /j ideals of degree j over a given rational prime. Notice now that for j > log x log 2 we have x 1/j < 2, hence ϑ Q x 1/j = 0, so the last sum can be truncated at j = ⌊ log x log 2 ⌋. Since clearly all of the summands are bounded by ϑ Q x 1/2 , we deduce ϑ K (x) −θ K (x) ≤ n K log x log 2 ϑ Q x 1/2 . Our claim now follows immediately from [RS62, Theorem 9], which gives ϑ Q (x) < 1.01624x for every positive x.
C.1 Explicit estimates on Lambert's W function
As it is known, the main term in the asymptotic expansion of π K (x) is x log x . It is thus natural to investigate solutions to the equation
where c is a fixed parameter. As it turns out, such solutions can be easily expressed in terms of the special function W (z) (Lambert's function), namely the function implicitly defined by the equation W (z)e W (z) = z, to the study of which we dedicate this section. Note that since z → ze z is not injective, W (z) is multi-valued, so that we have to make the choice of a specific determination if we want W (z) to be well-defined. Of interest to us is the so-called negative branch of W , namely the unique analytic function While the principal branch of the Lambert function has been extensively studied, the only explicit estimate on W −1 (z) in the literature seems to be the one given in [Cha13, Theorem 1]:
Theorem C.5 For positive u the function W −1 (−e −1−u ) is bounded as follows:
Corollary C.6 For c > e we have the bound −W −1 − 1 c < 2(log c − 1) + log c; in particular, the largest real solution x(c) to the equation x log x = c, where c > e, satisfies
x(c) < c · exp 2(log c − 1).
We will also need a quadratic variant of this corollary: 
C.2 Unconditional results
In this section we prove the first statement in theorem C.1 without assuming any unproven conjecture. The main tool is an explicit version of Chebotarev's theorem, recalled below in paragraph C.2.2. The main difficulty in using this theorem to establish explicit, unconditional results lies in the poor degree of control we have on the distribution of the zeros of L-functions, and more specifically in the possible existence of a so-called exceptional (or Siegel) zero of ζ K (s), the Dirichlet ζ function of K. This problem is dealt with in the next paragraph, where combining a few known results we obtain a (rather primitive) zero-free region that is however sufficient for our purposes.
C.2.1 Siegel zeros
We collect here some known results on the possible exceptional zeros of Dirichlet L-functions, starting with the quadratic case. Let F be a quadratic number field and χ = F/Q · be the associated Dirichlet character (where
is the Artin symbol). Note that χ is non-principal.
We let q denote the modulus of χ, and write L(s, χ) for the L-function associated with χ. Finally, we suppose that the character χ is induced by a characterχ defined moduloq ≤ q (so thatq is the conductor of χ, which also agrees with |∆ F |, the absolute value of the discriminant of F ).
Definition C.8 We say that L(s, χ) admits an exceptional zero if there exists a real number β ∈ 1 − 1 4 log q , 1 with L(β, χ) = 0.
Remark C.9 In light of the remarkable factorization ζ F (s) = L(s, χ)ζ Q (s), where ζ F (s) is the Dirichlet ζ-function of F , we can equivalently speak of the exceptional zeros of ζ F .
The following is well-known: holds for allq with at most finitely many exceptions, the number of which can be bounded by following step by step the argument of [GS75] . This method, however, gives for the number of potential exceptions a bound so large (at least of order 10 900 ) as to make even a computer verification completely out of reach. A similar remark applies to Davenport's paper [Dav66] . [Sta74, proof of Theorem 1']), and the lemma follows.
C.2.2 An explicit version of Chebotarev's theorem
The Chebotarev density theorem has long been known to be effective (cf. [LO77] ), and Winckler [Win13] has recently been able to show the following explicit version (cf. the first paragraph of this appendix for the notation): We now show that in the statement of Chebotarev's theorem we can replace π C (x) with the modified functionπ C (x) while keeping the same error terms. In order to do this we need a bound on θ C (x) −θ C (x). We already know that this difference is bounded above by 1.47n L x 1/2 log x (cf. lemma C.3), so we can just estimate this latter quantity. Immediate computations show:
Lemma C.15 For x ≥ exp(23 2 n L ) we have 1.47n L x 1/2 log x < 10 −100 exp − The previous lemma, combined with the arguments of [Win13] , shows that theorem C.14 also holds forπ C (x), namely we have: 
C.2.4 The unconditional estimates
Before coming to the proof of theorem C.1 we still need two simple estimates for the error terms in theorem C.17. These are given in the following two lemmas. Proof. Write x = exp(99 2 n L y 2 ). The desired inequality becomes y 2 e −y < γ C 0 99 2 n L . Lemma C.7
implies that this is true for y > 2 log(2) + log C 0 99 2 n L γ + 2 log C 0 99 2 n L γ ; (C.2)
given that log 4 + log(1/d) + 2 log(1/d) < 1.2 log(1/d) for d ≤ exp(−45), the right hand side of (C.2) is less than 1.2 log Corollary C.20 For any non-negative integer c we haveπ K (x) ≥ c if log x is greater than or equal to the maximum of the four numbers 8n K (ln(150867|∆ K | 44/5 )) 2 , 99 2 n K (54 + 1.2 log(n K )) 2 ,
2 + 2 log 5c 2e , the expression log 5c 2 + 2 log 5c 2e being excluded from the maximum if c ≤ 1.
Proof. When c ≥ 2 this follows immediately from theorem C.1 (2) and corollary C.6; when c ≤ 1 the inequality 2 5
x log x ≥ 1 can be trivially checked by hand. In view of the previous corollary we give the following Definition C.21 We set f unc (K) = f unc (n K , ∆ K ) to be the following function of the classical arithmetical invariants of K:
exp max 8n K (ln(150867|∆ K | 44/5 )) 2 , 99 2 n K (54 + 1.2 log(n K )) 2 , |∆ K | 1/nK log |∆ K | 2n K .
Corollary C.22 For every number field K, every integer c and every set S = {p 1 , . . . , p c } of c primes of K, there is a prime of K of degree 1 that does not belong to S and whose residual characteristic lies in the interval 17, max f unc (K), 5(c + 6n K ) 2 · exp 2 log 5(c + 6n K ) 2e .
Proof. By definition ofπ K it is enough to prove thatπ K (x) −π K (13) > c. Now by definitioñ π K (13) is at most the number of primes of K that lie above 2, 3, 5, 7, 11 and 13, so it is at most 6n K . It follows that we just need to look for solutions toπ K (x) > c + 6n K , so that the result is an immediate consequence of the previous corollary.
C.3 Conditional results (under GRH)
As the reader might easily expect, assuming the Generalized Riemann Hypothesis enables us to prove much sharper estimates than those given in the previous paragraphs. All the statements that are conditional on the generalized Riemann hypothesis are signaled with (GRH) next to their number. Note that by remark C.2 we can safely assume that K = Q.
We aim to compareπ K (x) and π K (x), and to show that the main contribution does indeed come from primes of degree one.
Lemma C.23 Let ρ K (x) = π K (x) −π K (x). The inequality |ρ K (x) − ρ K (x)| ≤ 2.5077n K x 1/2 holds for every x ≥x ≥ 17.
Proof. We have
and integrating by parts we deduce
logx + σ 2 (x) = 1 2π − log log x π log x + 5.8 log x log |∆ K | √ x + 1 8π − log log x 2π log x + 3 log x n K √ x log x + 0.3 + 13.3 log x √ x.
We also set σ 1 (x) = 2.5077n K x 1/2 . We want to express our final result just in terms of ∆ K : in order to do so, we must eliminate the dependence on n K . This is easy, since it has been known since Minkowski that log |∆ K | ≫ n K . More precisely, Minkowski's theorem can be stated as:
