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DERIVATIONS AND ALBERTI REPRESENTATIONS
ANDREA SCHIOPPA
Abstract. We relate generalized Lebesgue decompositions of measures in
terms of curve fragments (“Alberti representations”) and Weaver derivations.
This correspondence leads to a geometric characterization of the local norm
on the Weaver cotangent bundle of a metric measure space (X, µ): the local
norm of a form df “sees” how fast f grows on curve fragments “seen” by µ.
This implies a new characterization of differentiability spaces in terms of the
µ-a.e. equality of the local norm of df and the local Lipschitz constant of f .
As a consequence, the “Lip-lip” inequality of Keith must be an equality. We
also provide dimensional bounds for the module of derivations in terms of the
Assouad dimension of X.
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1. Introduction
Overview. This paper studies the differentiability properties of real-valued Lip-
schitz functions defined on separable metric measure spaces. Two seminal works in
this field are due to Cheeger [Che99] and Weaver [Wea00].
In [Che99] Cheeger formulated a generalization of Rademacher’s differentiabil-
ity Theorem for metric measure spaces admitting a Poincare´ inequality (this is
an analytic condition that has been intoduced in [HK98] and has proven useful
to generalize notions of calculus on metric measure spaces; knowing about the
Poincare´ inequality is not a prerequisite for understanding this paper); a metric
measure space satisfying the conclusion of Cheeger’s result is often called a (Lip-
schitz) differentiability space or is said to have a (measurable / strong measurable)
differentiable structure. Applications of differentiability spaces include the study of
Sobolev and quasiconformal maps in metric measure spaces [BRZ04, Kei04b] and
the study of metric embeddings [CK09, Che99]. Recently Bate [Bat15] approached
this subject from a different angle by showing that differentiability spaces have a
1
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rich 1-rectifiable structure, which can be described in terms of Fubini-like repre-
sentations of the measure which are called Alberti representations or 1-rectifiable
representations [ACP10].
Even though there are many examples of differentiability spaces, the notion of
differentiable structure is rather restrictive. For example, consider R2 with the
metric:
(1.1) d((x1, y1), (x2, y2)) = |x1 − x2|+ |y1 − y2|
1/2;
the existence of nowhere differentiable Ho¨lder functions (for example the classical
Weierstrass function, see [Fal90, Exa. 11.3]) in the y-direction can be used to show
that (R2, d, µ) is never a differentiability space for any choice of µ. However, for
many measures, e.g. for the Lebesgue measure, there is a good notion of differenti-
ation, or vector field, in the x-direction.
This example can be better understood using Weaver’s approach [Wea00] to
differentiability, which is motivated by the study of Lipschitz algebras. This ap-
proach is, roughly speaking, based on the idea of defining measurable vector fields
(called derivations) as operators acting on Lipschitz functions. Even though Wea-
ver’s approach is more flexible than Cheeger’s, there are fewer works on this topic
[Gon12b, Sch14b] and, apart from specific examples, it seemed unclear whether it
would be possible to obtain a geometric description of derivations for a general
Radon measure µ on a metric space X .
The main achievement of this paper is to provide a general approach to differen-
tiability that can be applied to any Radon measure defined on a complete separable
metric space; this approach unifies Weaver’s theory with the study of Alberti repre-
sentations and gives a geometric description of measurable vector fields and 1-forms
on metric measure spaces.
Even though we build on ideas introduced in [ACP10, Bat15], we have to over-
come significant obstacles, most notably the fact that we do not assume the ex-
istence of a differentiable structure. On the analytic side, this prevents the use
of the porosity techniques used in [Bat15, Sec. 9], which can be applied only to
(asymptotically) doubling measures. On the algebraic side, we cannot use finite-
dimensionality arguments as in [Che99] as the measurable tangent and cotangent
bundles might be infinite-dimensional.
Applications of this theory include a sharp bound on the number of generators
of the module of derivations (morally the “dimension” of the measurable tangent
bundle) in terms of the Assouad dimension of the support of the underlying measure,
and the proof that Keith’s Lip-lip inequality [Kei04a] self-improves to an equality.
This last application corresponds to one of the deepest results in [Che99, Sec. 5,6];
as we do not assume a Poincare´ inequality, a conceptually new argument is required.
This theory can also be applied to describe the structure of metric currents
[Sch14a]; in particular, metric currents carry a measurable tangent bundle and their
action on Lipschitz functions can be described using vector fields on this tangent
bundle and 1-forms on the dual bundle. The study of metric currents illustrates also
how one can use derivations to better understand Alberti representations and, vice
versa, how one can use Alberti representations to better understand derivations.
For example, in [Sch14a] it is shown that in quasiconvex metric spaces 1-dimensional
metric currents are flat in the sense that they are limits of normal currents in the
mass norm. This application is based on associating a derivation to a 1-dimensional
DERIVATIONS AND ALBERTI REPRESENTATIONS 3
current, and then using Alberti representations to produce the approximating se-
quence of normal currents. On the other hand, in [Sch14a] it is also shown on how
to obtain Alberti representations in the directions of measurable vector fields. The
argument is based on a renorming argument that shows that the Weaver norm on
the tangent bundle can be taken to be strictly convex.
A more recent application of this theory is the proof that at generic points blow-
ups / tangents of differentiability spaces are still differentiability spaces, see [Sch15a].
Interestingly, that proof goes by contrapositive, and this theory comes to rescue as
it works without the assumption of a differentiable structure.
Alberti representations. In this subsection we give an informal account of Al-
berti representations. This tool has played an important roˆle in the proof of
the rank-one property of BV functions [Alb93], in understanding the structure
of measures which satisfy the conclusion of the classical Rademacher’s Theorem
[ACP10, AM14], and in describing the structure of measures in differentiability
spaces [Bat15]. We start with a description in vague terms and refer the reader to
[Bat15] and Subsection 2.1 for further details.
An Alberti representation of a Radon measure µ is a generalized Lebesgue
decomposition of µ in terms of rectifiable measures supported on path fragments;
a path fragment in X is a bi-Lipschitz map γ : K → X where K ⊂ R is compact
with positive Lebesgue measure. Denoting the set of fragments in X by Frag(X),
an Alberti representation of µ takes the form:
(1.2) µ =
∫
Frag(X)
νγ dP (γ)
where P is a regular Borel probability measure on Frag(X) and νγ ≪ H1γ ; here
H
1
γ denotes the 1-dimensional Hausdorff measure on the image of γ. Note that
in general it is necessary to work with path fragments instead of Lipschitz paths
because the space X on which µ is defined might lack any rectifiable curve.
Example 1.3. A simple example of an Alberti representation is offered by Fubini’s
Theorem. Let Hn denote the Lebesgue measure in Rn and, for y ∈ [0, 1]n−1, let
(1.4)
ψ(y) : [0, 1]→ [0, 1]n
t 7→ y + ten,
en denoting the last vector in the standard orthonormal basis of R
n. Then P =
ψ♯H
n−1 [0, 1]n−1 is a regular Borel probability measure on Frag([0, 1]n); if we let
νγ = H
1
γ , by Fubini’s Theorem
(1.5) Hn [0, 1]n =
∫
Frag([0,1]n)
νγ dP (γ)
and so (P, ν) is an Alberti representation of Hn [0, 1]n.
Weaver derivations. In this subsection we give an informal account of Weaver
derivations, hereafter simply called derivations, and refer the reader to [Wea99,
Wea00] and Subsection 2.2 for more details. Note that we need a less general
setting than that of Weaver because we deal with Radon measures on separable
metric spaces.
We will denote by Lip(X) the space of real-valued Lipschitz functions defined
on X and by Lipb(X) the real algebra of real-valued bounded Lipschitz functions.
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The algebra Lipb(X) is a dual Banach space
1 and therefore has a well-defined
weak* topology: a sequence fn → f in the weak* topology if and only if the global
Lipschitz constants of the fn are uniformly bounded and fn → f pointwise.
Derivations can be regarded as measurable vector fields in metric spaces
allowing one to take partial derivatives of Lipschitz functions once a background
measure µ has been established. More precisely, a derivation is a weak* contin-
uous bounded linear map D : Lipb(X) → L
∞(µ) which satisfies the product rule
D(fg) = fDg + gDf . The set of derivations forms an L∞(µ)-module X(µ).
Example 1.6. Many examples of derivations can be found in [Wea00, Sec. 5]. Con-
sidering Rn, the partial derivatives ∂∂xi induce derivations with respect to the
Lebesgue measure Hn because of Rademacher’s Theorem; this example general-
izes to Lipschitz manifolds [Wea00, Subsec. 5.B]. Similarly, for an m-rectifiable set
M ⊂ Rn, X(Hm M) can be identified with the module of bounded measurable
sections of approximate tangent spaces [Wea00, Thm. 38].
Matching Alberti representations and Derivations. We now start to de-
scribe the results obtained in this paper. Since most results require quite a bit of
preparatory material to be properly stated, we state them here in a less formal way
and provide a reference to the corresponding more precise formulation later in the
paper. Note that we will assume metric spaces to be separable.
The first step is to use Alberti representations to construct derivations. We intro-
duce the notion of Lipschitz and bi-Lipschitz Alberti representations: an Alberti
representation A = (P, ν) is called C-Lipschitz (resp. (C,D)-bi-Lipschitz) if P
gives full-measure to the set of C-Lipschitz (resp. (C,D)-bi-Lipschitz) fragments.
In Subsection 3.1 we show that (Theorem 3.11):
• To a Lipschitz Alberti representation A of µ, one can associate a derivation
DA ∈ X(µ) by using duality and by taking an average of derivatives along
fragments (3.12).
• Denoting by Albsub(µ) the set of Lipschitz Alberti representations of some
measure of the form µ S for S ⊂ X Borel, we obtain a map
(1.7) Der : Albsub(µ)→ X(µ).
Note that the previous construction produces a wealth of derivations; in fact,
Subsection 2.1 provides a standard criterion (Theorem 2.67) which allows to pro-
duce Alberti representations which are (1, 1+ε)-bi-Lipschitz: this is an improvement
on the treatment in [Bat15] and will play an important roˆle in the rest of the paper.
We also point out that the choice of Albsub(µ) reflects the fact that X(µ) depends
only on the measure class of µ: i.e. if µ1 ≪ µ2 and µ2 ≪ µ1, X(µ1) = X(µ2).
We next relate the notion of algebraic independence in X(µ) to a notion of
independence for Alberti representations introduced in [Bat15]2: if f : X → Rn is
Lipschitz and C is an n-dimensional cone field, i.e. a Borel map on X which takes
values in the set of cones in Rn (see Definition 2.9), an Alberti representation A =
(P, ν) is in the f-direction of C if, for P -a.e. fragment γ and L1 dom γ-a.e. point
t, (f ◦ γ)′(t) ∈ C(γ(t)); cone fields {Ci}ki=1 are independent if for each x ∈ X ,
1there are two definitions of the predual in use [AE56, dL62], but they coincide: see [Wea99,
pg. 40]
2We replace the constant cones in [Bat15] by Borel cones
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choosing vi ∈ Ci(x) \ {0}, the {vi}ki=1 are linearly independent. In Subsection 3.1
we show that (Theorem 3.24):
• If A is in the f -direction of C, then DAf ∈ C.
• Alberti representations {Ai}ki=1 in the f -directions of independent cone
fields {Ci}
k
i=1 generate independent derivations {DAi}
k
i=1.
Furthermore, our construction relates to a notion of speed for Alberti represen-
tations introduced in [Bat15]3: if f : X → R is Lipschitz we say that an Alberti
representationA = (P, ν) has f-speed ≥ δ if, for P -a.e. γ and L1 domγ-a.e. point
t, (f ◦ γ)′(t) ≥ δmd γ(t), where md γ denotes the the metric differential of γ (Def-
inition 2.13). Using an averaging process (3.30), we associate an effective speed
σA to A and show that:
• If A has f -speed ≥ δ, then DAf ≥ σAδ (Theorem 3.31).
We then address questions related to the injectivity and surjectivity of Der. The
map Der is very far from being injective: as an illustration of this fact, we show
that (Lemma 3.41):
• Given a nondegenerate compact interval I ⊂ R, an Alberti representation
A can be replaced by a new representation A′, whose probability is con-
centrated on fragments with domain inside I, and such that DA = DA′ .
• Properties like the Lipschitz/bi-Lipschitz constant, the speed and the di-
rection are preserved by replacing A by A′.
To study the surjectivity of Der, we use derivations to produce Alberti represen-
tations, the intuition being that independent derivations can be used to produce
Alberti representations in the directions of independent cone fields. The starting
point is the observation that the independence of derivations {Di}ki=1 ⊂ X(µ U),
up to taking a Borel partition of U and linear combinations of the Di, is detected
by pseudodual Lipschitz functions {gi}ki=1 ⊂ Lipb(X) such that Digj = δi,jχU
(by Corollary 2.127). To deal with Borel partitions, one is led to introduce the
restriction of A = (P, ν) to a Borel set U : A U = (P, ν U) [Bat15, Lem. 2.4].
In Subsection 3.2 we show:
• If the {Di}ki=1 ⊂ X(µ U) have pseudodual Lipschitz functions {gi}
k
i=1 ⊂
Lipb(X), letting g = (gi)
k
i=1, for any constant k-dimensional cone field C,
it is possible to obtain a (1, 1 + ε)-bi-Lipschitz Alberti representation of
µ U in the g-direction of C(w,α) with almost optimal (3.61) 〈w, g〉-speed
(Theorem 3.60).
• If the {Di}ki=1 ⊂ X(µ U) are independent, passing to a Borel partition U =⋃
α Uα, there are Lipschitz functions fα such that, for each k-dimensional
cone field C, there is an Alberti representation A of µ with A Uα in the
fα-direction of C (Corollary 3.93).
• If f : X → Rk and µ admits an Alberti representation in the f -direction of
k independent cone fields, then for each k-dimensional cone field C, the mea-
sure µ admits an Alberti representation in the f -direction of C (Corollary
3.95).
Corollary 3.95 is saying that there cannot be gaps in the directions accessible by
curve fragments. Surprisingly, in the proof we manage to avoid “harder” arguments
(e.g. involving porosity techniques) and rely on some “soft” functional analysis.
3We allow δ to be a Borel function, while in [Bat15] it is a constant
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In Subsection 3.2 we finally show that:
• If X(µ) is finitely generated, then Der is surjective (Theorem 3.98).
• In general, Der(Albsub(µ)) is weak* dense in X(µ) (Theorem 3.97).
The dual module E(µ) of X(µ) can be regarded as the L∞(µ)-module of differ-
ential forms because each f ∈ Lipb(X) gives rise to a form df ∈ E(µ). The modules
X(µ) and E(µ) admit local norms | · |
X(µ),loc and | · |E(µ),loc, which can be thought
of as families {‖·‖x}x∈X of pointwise norms that one can use reconstruct the global
norms by taking the essential supremum. In Subsection 3.3 we obtain a geometric
characterization of | · |
E(µ),loc, which plays a central roˆle in our characterization of
differentiability spaces:
• For U Borel, f ∈ Lipb(X) and α > 0, if |df |E(µ U),loc ≈ α, then there is
an Alberti representation A = (P, ν) of µ U with P concentrated on the
fragments where (f ◦ γ)′ ≈ αmd γ (Theorem 3.150).
The correspondence that we have illustrated between derivations and Alberti
representations applies to any Radon measure defined on a separable metric space.
Here are some relevant examples:
• Spaces (Xlack, µlack) which either lack any rectifiable curve or where µlack
does not admit any Alberti representation: in this case X(µlack) = {0}.
• Spaces which are k-rectifiable (Xk-rect,H
k).
• Products (Xlack ×Xk-rect, µlack ×Hk) and quotients of such products, for
example Laakso spaces and the non-doubling Laakso-like spaces of [Wea00]
and [BS13].
• Differentiability spaces. In this case we obtain a quantitative characteriza-
tion, see Theorem 1.15.
• Carnot groups equipped with a Radon measure µ: in this case X(µ) is
always finitely generated and the number of generators is at most the di-
mension of the horizontal distribution.
• Spaces which have rectifiable fragments in infinitely many directions, for
example the Hilbert cubes in lp and c0 considered in [Wea00].
• The supports of metric currents (see [Sch14a]).
Structure of differentiability spaces. We now describe an application of the
correspondence between derivation and Alberti representation to the theory of dif-
ferentiability spaces. A differentiability space is a metric measure space where
a generalized version of Rademacher’s Theorem on differentiability of Lipschitz
functions holds; this generalization relies on the idea that the space of Lipschitz
functions looks, in a suitable sense, finite-dimensional at small scales, see Subsec-
tion 2.3 for more details; the least upper bound on the dimension is called the
differentiability dimension.
We now recall notions of finite dimensionality for measures on metric spaces:
• A measure µ on X is doubling (with constant C) if, for all pairs (x, r) ∈
X × (0, diamX ] (diamX =∞ is allowed, but then we require r ∈ (0,∞)),
(1.8) µ (B(x, r/2)) ≥ Cµ (B(x, r)) .
Note that it does not matter if balls are open or closed; however, in this
paper the notation B(x, r) denotes an open ball.
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• If (1.8) holds for µ-a.e. x for r ∈ (0, Rx], where the real number Rx > 0 is
allowed to depend on x, the measure µ is called asymptotically doubling
(with constant C).
• If there are disjoint Borel sets Xα with µ(X \
⋃
αXα) = 0 and the measure
µ Xα is doubling on Xα, µ is called σ-asymptotically doubling.
We now recall the definitions of infinitesimal Lipschitz constants and dif-
ferentiability for Lipschitz functions. For a real-valued Lipschitz function f , the
variation of f at x at scale r is supy∈B(x,r) |f(x) − f(y)|/r; the lower and upper
limits of the variation as rց 0 are denoted by ℓf(x) and £f(x).
We will now recall two sufficient conditions for a metric measure space to be
a differentiability space. A (C, τ, p)-PI space is a doubling metric measure space
with constant C supporting a p-Poincare´ inequality ([Hei01]) with constant τ . Note
that knowledge of the Poincare´ inequality is not required for understanding this
paper. For the reader already familiar with the Poincare´ inequality we point out
that sometimes the ball on which the upper gradient is integrated is allowed to be
enlarged by a constant factor Λ (compare [Che99, (4.3)]): in this case the constant
τ takes into account also the effect of Λ, i.e. with the notation of [Che99, (4.3)], we
would take τ = max(C,Λ). In [Che99, Thm. 4.38] Cheeger showed that:
Theorem 1.9. If (X,µ) is a (C, τ, p)-PI-space, then it is a differentiability space
with differentiability dimension ≤ N(C, τ). Moreover, for each Lipschitz function
f , the equality ℓf = £f holds µ-a.e.
In [Kei04a, Thm. 2.3.1] Keith was able to relax the assumptions of Cheeger:
Theorem 1.10. If (X,µ) is a metric measure space with a C-doubling measure µ
and there is a constant τ > 0 such that, for each real-valued Lipschitz function f ,
(1.11) τℓf(x) ≥ £f(x) (for µ-a.e. x),
then (X,µ) is a differentiability space with differentiability dimension ≤ N(C, τ).
The inequality (1.11) is sometimes called the Lip-lip inequality. In the litera-
ture the quantity ℓf is sometimes denoted by lipf and the quantity £f is sometimes
denoted by Lipf .
The structure of differentiability spaces is currently not very well-understood. In
particular, there is no simple geometric characterization. However, there are recent
results providing necessary conditions for the existence of a differentiable structure.
These results, however, do not require a uniform bound on the differentiability
dimension and we thus introduce the term σ-differentiability space to denote
a complete separable metric measure space (X,µ) which is a countable union of
differentiability spaces (Xα, µ Xα) where each Xα is Borel in X , and such that
for any Lipschitz function f : X → R and for µ-a.e. x ∈ Xα the infinitesimal
Lipschitz constant at x, £f(x), computed inX and that computed in Xα, £Xαf(x),
agree. This last additional technical requirement about the equality of £f(x) and
£Xαf(x) might seem unnatural, but is actually needed to have a well-defined notion
of derivative at x. For the moment, the reader might think intuitively that £Xαf(x)
measures the size of the gradient of f in Xα and £f(x) measures the size of the
gradient of f in X . For details we refer the reader to Section 4, in particular to
Remark 4.62. In [BS13] Bate and Speight showed:
Theorem 1.12. If (X,µ) is a differentiability space, then µ is σ-asymptotically
doubling.
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Example 1.13. Note that one cannot conclude that µ is asymptotically doubling,
i.e. that the local doubling constant is uniformly bounded. For example, consider a
compact metric measure space with µ finite which is obtained by gluing together,
along some geodesics, countably many (rescalings of) Laakso spaces with Hausdorff
dimensions tending to ∞; this construction produces a differentiability space but
the constant C in (1.8) is not uniformly bounded.
Later [Bat15] Bate provided the following characterization:
Theorem 1.14. A metric measure space (X,µ) is a σ-differentiability space if and
only if:
(1) The measure µ is σ-aymptotically doubling.
(2) There is a Borel map τ : X → (0,∞) such that, for each real-valued
Lipschitz function f , the measure µ admits an Alberti representation with
f -speed ≥ £f/τ .
Even though the existence of Alberti representations provides new information
about the structure of differentiability spaces, it seems that using (2) in Theo-
rem 1.14 to verify that a metric measure space is a differentiability space is at least
as impractical as verifying a Lip-lip inequality. Note, however, that Theorem 1.14
implies that a weaker form of the Lip-lip inequality, where τ is allowed to be a
Borel function, must hold in a σ-differentiability space. This leads to the natural
question of whether there are differentiability spaces where the Lip-lip inequality
holds for some constant τ > 1, but not for τ = 1. In particular, in [Kei04a] Keith
does not provide any examples of differentiability spaces that cannot be realized
as positive measure subsets of a countable union of PI-spaces. In the light of The-
orem 1.9, such spaces would easily arise if the Lip-lip inequality could hold as a
strict inequality. We make negative progress in this direction by showing that the
Lip-lip condition is more rigid than it seems. In particular we show that in a σ-
differentiability space, the equality £f = ℓf holds µ-a.e. Our proof relies on the
geometric characterization of | · |
E(µ),loc; another proof of £f = ℓf has appeared in
a more recent work on metric differentiation [CKS15]. We provide the following
characterization of differentiability spaces:
Theorem 1.15. The metric measure space (X,µ) is a σ-differentiability space if
and only if one of the following equivalent conditions holds:
(1) For each f ∈ Lip(X)
(1.16) |df |
E(µ),loc (x) = £f(x) (for µ-a.e. x).
(2) For each f ∈ Lip(X), denoting by Sf the Borel set
(1.17) {x ∈ X : £f(x) > 0} ,
for all ε, σ ∈ (0, 1) the measure µ Sf admits a (1, 1+ε)-bi-Lipschitz Alberti
representation with f -speed ≥ σ£f .
(3) For each f ∈ Lip(X),
(1.18) £f(x) = ℓf(x) (for µ-a.e. x).
It is worth noting that the condition that (X,µ) is σ-asymptotically doubling is
already contained in (1.16) or (1.18): this is explained in the proof of Theorem 1.15.
There is also a connection between differentiability and derivations. We show
that:
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Theorem 1.19. A metric measure space (X,µ) is a differentiability space with
dimension ≤ N if and only if µ is σ-asymptotically doubling and there are a con-
formal factor λ ∈ L∞(µ) and derivations {Di}Ni=1 ⊂ Der(µ) such that, for each
f ∈ Lipb(X),
(1.20) λ(x)max
i
|Dif(x)| ≥ £f(x) for µ-a.e. x.
In [Sch14b], motivated by [Gon12a], the author showed that (1.20) gives sufficient
conditions for the existence of a differentiable structure4; in [Sch14b] the author
also proved a partial converse: if (X,µ) is a differentiability space with µ doubling
and if the partial derivative operators are derivations, then (1.20) holds. Thus
Theorem 1.19 follows from [Sch14b] because we provide two different proofs that
the partial derivative operators are derivations: the first proof uses [Bat15] and can
be found in Subsection 4.1; the second proof uses Theorem 1.15 and can be found
at the end of Subsection 4.2. The possibility of providing independent and different
proofs is closely related to the topic of metric differentiation discussed in [CKS15].
An important consequence of Theorem 1.19 is that in Theorems 1.9 and 1.10 one
can replace the bound N(C, τ) by the Assouad dimension, removing the dependence
on τ (Corollary 4.6).
Technical tools. In this subsection we give an overview of four technical tools
used in this paper.
The first tool is an approximation scheme for Lipschitz functions in the weak*
topology. The intuition is that if a set S is Frag(X, f, δ)-null (Definitions 2.53 and
3.62), i.e. does not contain fragments where (f◦γ)′(t) ≥ δmd γ(t), then f ∈ Lipb(X)
can be approximated by Lipschitz functions which have Lipschitz constant at most
δ in sufficiently small balls centred on S′, where S′ ⊂ S has full measure in S . We
prove an approximation scheme, Theorem 3.66, which takes into account also the
direction of the fragments. We state here a simplified version which is sufficient for
the results on differentiability spaces.
Theorem 1.21. Let X be a compact metric space, f : X → R L-Lipschitz and S ⊂
X compact. Let µ be a Radon measure on X. Assume that S is Frag(X, f, δ)-null.
Then there are max(L, δ)-Lipschitz functions gk
w*
−−→ f with gk µ-a.e. locally δ-
Lipschitz on S.
The motivation to prove Theorem 3.66 came from reading the first version of
[Bat15, Subsec. 6.1]: the author observed that Bate’s construction can be used to
produce an approximation scheme for Lipschitz functions with £f = 0 (flat) on S.
In the author’s opinion, [Bat15, Subsec. 6.1] is an adaptation to metric spaces of a
construction sketched in [ACP10, Defn. 1.14]. However, the original approximation
scheme based on [Bat15, Subsec. 6.1] could be used only to prove part of the results
presented here: the major obstacle is that the approximation works only if one is
allowed to take the limit for δ → 0. The problem stems from the presence of
a potential term δH1 in the Q-Lagrangian introduced by Bate. In a subsequent
version of [Bat15], there is a refined Lagrangian that can also be used to prove
Theorem 1.21. In Subsection 5.1 we sketch the original approach that we used
to prove Theorem 1.21. This approach is based on a combinatorial result stated
4In [Sch14b] the measure µ was assumed doubling. However, taking a Borel partition, it suffices
to assume that µ is σ-asymptotically doubling.
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(without proof) in [ACP10, Thm. 2.4]; the author found a proof in A. Marchese’s
PhD thesis [AM14].
It should be noted that the passage from Euclidean spaces to general metric
spaces does not require essentially new ideas: it is based on an abstract nonsense
construction of a cylinder which is a geodesic metric space containing the graph of
the function to be approximated. The starting point, as in [Bat15, Subsec. 6.1], is
a Kuratowski embedding in l∞.
The second technical tool is a decomposition of X(µ) into free modules. The
problem stems from the fact that L∞(µ) is not an integral domain and thus the
notion of linear independence of derivations behaves quite differently than in a
vector space. In [Sch14b] the author introduced the following concept of finite
dimensionality:
Definition 1.22. The module X(µ U) is said to have index ≤ N if any linearly
independent (over L∞(µ U)) set of derivations in it has cardinality at most N . If,
for any µ-measurable U , the module X(µ U) has index ≤ N , we say that X(µ) has
index locally bounded by N .
Under this assumption the author [Sch14b] obtained the following decomposition
result.
Theorem 1.23. Suppose that X(µ) has index locally bounded by N . Then there
is a Borel partition X =
⋃N
i=0Xi such that, if µ(Xi) > 0, then X(µ Xi) is free of
rank i. A basis of X(µ Xi) will be called a local basis of derivations.
The third technical tool is to relate Alberti representations and blow-ups of
metric spaces. A blow-up5 of a metric space X at a point p is a (complete)
pointed metric space (Y, q) which is a pointed Gromov-Hausdorff limit of a sequence
( 1tnX, p) where tn ց 0: the notation
1
tn
X means that the metric on X is rescaled
by 1/tn; the class of blow-ups of X at p is denoted by Tan(X, p). A blow-up
of a Lipschitz function f : X → RQ at a point p is is a triple (Y, q, g) with
( 1tnX, p) → (Y, q) ∈ Tan(X, p), g : X → R
Q Lipschitz and such that the rescalings
(f−f(p))/tn :
1
tn
X → RQ converge to g; the class of blow-ups of f at p is denoted by
Tan(X, p, f). The general existence of blow-ups requires the notion of ultralimits:
we simplified the treatment assuming that X has finite Assouad dimension
([MT10]) because this assumption is not restrictive in the theory of differentiability
spaces.
In Subsection 5.2 we show that:
• If f : X → RN and µ admits Alberti representations in the f -directions
of independent cone fields, for µ-a.e. p all blow-ups (Y, q, g) ∈ Tan(X, p, f)
are such that g : Y → RN is surjective (Theorem 5.56).
• If X has Assouad dimension D, then X(µ) has index locally bounded by D
(Corollary 5.99).
Note that Corollary 5.99 improves [Gon12a, Lem. 1.10] by giving an explicit
bound equal to the Assouad dimension.
The fourth tool is a construction of independent Lipschitz functions, Theo-
rem 4.18. Lipschitz functions {ψ1, . . . , ψn} are independent on a set S if, for
each x ∈ S, the map Rn ∋ (ai) 7→ £(
∑n
i=1 aiψi)(x) is a norm. The property
5Sometimes called a tangent space / cone
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of being a differentiability space can be reformulated as a finite dimensionality
statement: there is a uniform upper bound on the number of Lipschitz functions
which are independent on a positive measure set.
In the case of Euclidean spaces, instead of constructing independent functions on
a set S, it is more natural to construct Lipschitz functions which are not differen-
tiable on S. In the case of R, there is a classical construction of Zahorski ([Zah46]);
for Rn, a generalized construction is announced in [ACP10, Thm. 1.15]; in the case
in which one relaxes the conclusion to nondifferentiability µ-a.e. on S (i.e. “non-
differentiability for measures”), the construction is simplified as it can be handled
independently on different parts of S using a truncation principle (Lemma 5.101).
Recently, Alberti and Marchese [AM14] strengthened this approach showing that
the set of Lipschitz functions which are nondifferentiable on a large part of S is
comeagre in a suitable metric space of Lipschitz functions.
In [Bat15, Sec. 4] Bate produces a construction of nondifferentiable Lipschitz
functions for measures on metric spaces; the approach is similar to the Euclidean
case but requires the tool of structured charts introduced in [BS13]. Theo-
rem 4.18 is a reformulation of this result in the language of independent functions;
the author thinks this is useful because: [1] it is technically simpler avoiding a
discussion of structured charts; [2] it fits more naturally with the approaches of
Cheeger and Keith. In the first version of this paper the author raised the question
of whether it is possible to do a construction of independent functions for sets in
metric spaces. This question is natural as in [ACP10] the authors announce the
construction, for each set S in a suitable class of null sets, of a Lipschitz map
nowhere differentiable on S. However, the answer in the metric setting turns out
to be negative as Cheeger’s Differentiation Theorem [Che99] does not single out a
canonical measure class, see [Sch15b].
Finally, when the first version of this paper appeared in November 2013 all known
examples of differentiability spaces were covered by the theory in [Che99], as all
examples were countable unions of positive measure subsets of spaces admitting
Poincare´ inequalities. Therefore, some colleagues have criticized Theorem 1.15 for
a lack of applicability. In a forthcoming paper we respond to this criticism by
constructing a new class of differentiability spaces which are not covered by the
theory in [Che99] and for which, in some sense, the Lip-lip equality (1.18) is an
optimal characterization.
Acknowledgements. The author wants to thank his advisor, Bruce Kleiner, for
reading this work and providing many stimulating questions. In particular, some
of these questions motivated the author to prove Theorem 3.97.
The author wishes to thank David Bate for comments on the first version of this
preprint and for pointing out the refined Lagrangian in the final version of [Bat15].
Finally, the author is grateful to the anonymous referee for reading the paper
very carefully and raising many good questions to clarify the exposition.
During the revision phase of this paper the author was supported by the “ETH
Zurich Postdoctoral Fellowship Program and the Marie Curie Actions for People
COFUND Program”.
2. Preliminaries
2.1. Alberti representations. The goal of this subsection is to define Alberti
representations precisely and prove Theorem 2.67, which can be regarded as a
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standard criterion to produce Alberti representations. The treatment has been a
expanded a bit to address what seem to be a couple of little gaps in [Bat15]:
(1) In [Bat15, Lem. 5.2] Alberti representations are produced with P a prob-
ability measure on 1-rectifiable measures, instead of fragments (point ad-
dressed in Lemma 2.59).
(2) In [Bat15, Sec. 6] Alberti representations are produced with P defined
on Frag(S) where S is a Banach space containing X (point addressed in
Theorem 2.15).
Throughout this section, unless otherwise specified, X will denote a complete sep-
arable and locally compact metric space. Note that we make the assumption
on local compactness to have a convenient definition of topology for Radon mea-
sures on X . This assumption does not entail a significant loss of generality; in fact,
if X is a separable metric space and µ is a Radon measure on X , as µ is locally
finite and inner regular, one might reduce the study of Alberti representations of µ
to studying those of µ T , where T is a subset of X which has full µ-measure and
is σ-compact, i.e. a countable union of compact sets. We start by defining (path)
fragments.
Definition 2.1. Given a metric space Y , let Haus(Y ) denote the topological space
of nonempty compact subsets of Y with the Vietoris topology, which is induced by
the Hausdorff distance. The following properties are easy to see: if Y is compact
/ separable / complete / locally compact, then Haus(Y ) is compact / separable /
complete / locally compact. We introduce the set of (path) fragments:
(2.2) Frag(X) =
{
γ : K → X : γ bi-Lipschitz, K ⊂ R compact, L1(K) > 0
}
;
which is identified with a subspace of Haus(R×X) via the map γ 7→ Graph γ. Given
a nondegenerate compact interval I ⊂ R, we denote by Frag(I;X) the subset of
fragments γ with dom γ ⊂ I.
In order to define Alberti representations precisely, we need to recall some facts
from measure theory.
Assumption 2.3. [Assumption on the topology on Radon measures] Let Z denote
a locally compact metric space, M(Z) the Banach space of finite (signed) Borel
measures on Z and P (Z) ⊂M(Z) the subset of probability measures. It might be
useful to recall that finite Borel measures on metric spaces are regular and that a
finite Borel measure on a Polish space is Radon [Bog07, Thm. 7.1.7]. The Banach
space M(Z) is also a dual Banach space; in the definition of M(Z)-valued Borel
maps we will consider on M(Z) the weak* topology. In particular, given a
metric space Y , a map ψ : Y →M(Z) is Borel if and only if for each g ∈ Cc(Z) (set
of real-valued continuous functions with compact support) the map y 7→
∫
Z g dψ(y)
is Borel (compare [Alb93, Rem. 1.1]).
We will use the following result ([Alb93, Defn. 1.2]):
Lemma 2.4. Let Y be a separable locally compact topological space, and λ a lo-
cally finite Borel measure on Y . Let ψ : Y → M(Z) be Borel and, denoting by
‖ψ(y)‖M(Z) the norm of ψ(y), assume that
(2.5)
∫
Y
‖ψ(y)‖M(Z) dλ(y) <∞;
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then the integral
(2.6) µ =
∫
Y
ψ(y) dλ(y)
exists and defines an element of M(Z). More precisely, for a Borel set A ⊂ Z,
(2.7) µ(A) =
∫
Y
ψ(y)(A) dλ(y).
We can now state precisely the definition of an Alberti representation; note
that condition (4) has been added for technical convenience (compare the proof of
Lemma 3.1).
Definition 2.8. Let µ be a Radon measure on the metric space X ; an Alberti
representation of µ is a pair (P, ν):
(1) The measure P is in P (Frag(X)).
(2) The map ν : Frag(X)→M(X) is Borel and νγ ≪ H1γ , the one-dimensional
Hausdorff measure associated to the image of γ.
(3) The measure µ can be represented as µ =
∫
Frag(X) νγ dP (γ).
(4) For each Borel set A ⊂ X and for all real numbers a ≤ b, the map γ 7→
νγ (A ∩ γ(domγ ∩ [a, b])) is Borel.
We now define precisely the notions of Euclidean cones and metric differential
employed in the introduction to present the notions of direction and speed for
Alberti representations.
Definition 2.9. Let α ∈ (0, π/2), w ∈ Sq−1; the open cone C(w,α) ⊂ Rq with
axis w and opening angle α is:
(2.10) C(w,α) = {u ∈ Rq : tanα〈w, u〉 > ‖π⊥wu‖2},
where π⊥w denotes the orthogonal projection on the subspace of R
q orthogonal to
w. The set of open cones is given the topology of Sq−1 × (0, π/2).
Remark 2.11. Note that if u ∈ C(w,α) ∩ Sq−1,
(2.12) ‖u− w‖2 ≤ (1− cosα) + sinα.
We recall the definition of metric differential, which is an adaptation of [AT04,
Defn. 4.1.2] (compare [AK00, Sec. 3]):
Definition 2.13. Given γ ∈ Frag(X), the metric differential md γ(t) of γ at t ∈
domγ is the limit
(2.14) lim
dom γ∋t′→t
d(γ(t′), γ(t))
|t′ − t|
whenever it exists6.
For an Alberti representation A will abbreviate a set of conditions on the Lip-
schitz / bi-Lipschitz constant, speed and direction by (COND). For example, (COND)
might amount to requiring that A is in the direction of a given cone field C and has
speed ≥ δ.
If X is a metric space and C ⊂ X with µ a Radon measure on C, there are a
priori two different notions of Alberti representations (P, ν) depending on whether
6We convene that if t is an isolated point of dom γ, the limit does not exist
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P ∈ P (Frag(X)) or P ∈ P (Frag(C)); in the former case we will say that the Al-
berti representation is defined on Frag(X). We will prove Theorem 2.15, which
produces an Alberti representation defined on Frag(C) given an Alberti representa-
tion defined on Frag(X) and preserves a set (COND). Recall that, unless otherwise
specified, X is assumed to be complete separable and locally compact.
Theorem 2.15. Let C be a compact subset of X. Suppose that the Radon measure
µ, with support contained in C, admits an Alberti representation (P, ν) defined on
Frag(X) and satisfying (COND). Then µ admits an Alberti representation (P ′, ν′)
defined on Frag(C) and satisfying (COND).
The proof of Theorem 2.15 requires some preparation. We start introducing
some subsets of fragments.
Definition 2.16. Let C ⊂ X and n ∈ N. We define:
Frag(X,C) =
{
γ ∈ Frag(X) : γ−1(C) has positive Lebesgue measure
}
.(2.17)
Fragn(X) =
{
γ ∈ Frag(X) : domγ ⊂ [−n, n], γ is
(
1
n
, n
)
-bi-Lipschitz,
and L1(dom γ) ≥
1
n
}
;
(2.18)
Fragn(X,C) =
{
γ ∈ Fragn(X) : L
1(γ−1(C)) ≥
1
n
}
.(2.19)
Lemma 2.20. Let X be a metric space and C a closed subset of X. The sets
Fragn(X) and Fragn(X,C) are closed in Haus(R×X). If C ⊂ X is compact, then
Fragn(C) is compact.
Proof. The subset of Haus(R×X) consisting of all the graphs of
(
1
n , n
)
-bi-Lipschitz
maps γ : K ⊂ R → X is closed. Also the set of those compact sets K ⊂ R ×X ,
whose projection πR(K) on R satisfies πR(K) ⊂ [−n, n], is closed. Consider a
sequence of compact sets {Kk} ⊂ Haus(R) and assume that for each k one has
L1(Kk) ≥
1
n ; then, if the Kk converge to K, we have L
1(K) ≥ 1n . We thus
conclude that the set Fragn(X) is closed in Haus(R × X). The compactness of
Fragn(C) follows from Ascoli-Arzela`. We now show that Fragn(X,C) is a closed
subset of Fragn(X); suppose that the sequence of fragments {γk} ⊂ Fragn(X,C)
converges to γ; by passing to a subsequence we can also assume that the compact
sets γ−1k (C) converge to a compact set K ⊂ domγ. We then have L
1(K) ≥ 1n and
γ(K) ⊂ C, showing that Fragn(X,C) is closed. 
An immediate consequence of Lemma 2.20 is:
Lemma 2.21. Let X be a metric space and C a compact subset of X. Then the
sets Frag(X) and Frag(X,C) are of class Fσ in Haus(R×X). If C ⊂ X is compact,
then Frag(C) is of class Kσ in Haus(R×X).
The key tool to prove Theorem 2.15 is the following lemma.
Lemma 2.22. If X is a complete separable metric space and if C ⊂ X is compact,
the restriction map
(2.23)
RedC : Frag(X,C)→ Frag(C)
γ 7→ γ|γ−1(C),
is Borel.
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Proof. Note that RedC maps Fragn(X,C) to Fragn(C) so by Lemma 2.21 it suffices
to show that the restriction RedC,n = RedC |Fragn(X,C) is Borel. By [Bog07,
Lem. 6.2.5] it suffices to show that for each ψ ∈ C (Fragn(C)) (the set of real-
valued continuous functions), the map ψ ◦ RedC,n is Borel.
If (t, x) ∈ R × C, let d(t,x)(K) denote the distance from the compact set K ⊂
R× C to the point (t, x). Note that d(t,x) is Lipschitz: given another compact set
K ′ ⊂ R × C, for each ε > 0 if (t1, x1) ∈ K is a closest point to (x, t), there is a
point (t2, x2) ∈ K
′ with
(2.24) d((t1, x1), (t2, x2)) ≤ dH(K,K
′) + ε,
which implies
(2.25) d(t,x)(K
′) ≤ d(t,x)(K) + dH(K,K
′).
Note that these functions separate points in Haus(R × C). As Fragn(C) is com-
pact by Lemma 2.20, by the Stone-Weierstrass Theorem [Rud76, Thm. 7.32] the
unital subalgebra of C (Fragn(C)) generated by the functions {d(t,x)} is dense. In
particular, any ψ ∈ C (Fragn(C)) is a uniform limit of polynomials in the {d(t,x)}.
Therefore, it suffices to show that d(t,x) ◦RedC,n is Borel.
We show that d(t,x) ◦ RedC,n is lower semicontinuous: assume that γm → γ in
Fragn(X,C) and that along a subsequence mk one has
(2.26) d(t,x)(RedC,n(γmk)) ≤ ε.
It is then possible to find points tmk ∈ dom γmk with xmk := γmk(tmk) ∈ C and
d((tmk , xmk), (t, x)) ≤ ε. By passing to a subsequence we can assume that tmk →
t˜ ∈ dom γ, xmk → x˜ ∈ C and x˜ = γ(t˜). As d((t˜, x˜), (t, x)) ≤ ε,
(2.27) d(t,x)(RedC,n(γ)) ≤ lim inf
m→∞
d(t,x)(RedC,n(γm)).

The second step in the proof of Theorem 2.15 is a simplification of the description
of Alberti representations which relies on the following map Ψ.
Lemma 2.28. Let X be a complete separable and locally compact metric space;
consider the map
(2.29)
Ψ : Frag(X)→M(X)
γ 7→ γ♯
(
L1 dom γ
)
= Ψγ ;
then Ψ is Borel and, if A ⊂ X is Borel and [a, b] ⊂ R, the map
(2.30) γ 7→ Ψγ (A ∩ γ(domγ ∩ [a, b]))
is Borel.
Proof. From Assumption 2.3, in order to prove that Ψ is Borel, it suffices to show
that if g ∈ Cc(X), the map
(2.31) Ψg : γ 7→
∫
X
g dΨγ =
∫
R
g ◦ γ(t)χdom γ(t) dt
is Borel. Having established that Ψg is Borel, the fact that the map defined in (2.30)
is Borel follows by choosing a sequence {gk} ⊂ Cc(X) which converges pointwise
to χA.
We now turn to the proof that Ψg is Borel by reducing it to showing that other
maps, easier to analyze, are Borel. For each fragment γ0, as dom γ0 is compact, one
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can find an open neighbourhood Oγ0 of γ0 and a, b ∈ R such that, for each γ ∈ Oγ0 ,
one has dom γ ⊂ [a, b]. Note that Ψg, when restricted to Oγ0 , agrees with the map
(2.32) Ψg,a,b : γ 7→
∫ b
a
g ◦ γ(t)χdom γ(t) dt.
On the other hand, as X is assumed separable, so is Frag(X), and thus we can cover
Frag(X) with countably many open sets {Oγ}. It thus suffices to show that the
maps {Ψg,a,b}g,a,b, as g varies in Cc(X) and a and b vary in R (with the restriction
a < b), are Borel. Without loss of generality we can assume that g is nonnegative,
in which case we will show that Ψg,a,b is upper semicontinuous. Assuming that
γn → γ in Frag(X), we have:
(2.33) lim sup
n→∞
(g ◦ γn χdom γn) ≤ g ◦ γ χdom γ ;
in fact, either a point t belongs to infinitely many of the domγn, in which case
t ∈ dom γ and γn(t) → γ(t), or eventually the point t does not belong to domγn,
in which case the left hand side of (2.33) is 0. By the reverse Fatou Lemma:
(2.34) lim sup
n→∞
∫ b
a
g ◦ γn χdom γn dt ≤
∫ b
a
g ◦ γ χdom γ dt,
which is the upper semicontinuity of Ψg,a,b. 
We now obtain a simplification of the description of Alberti representations: one
can assume that νγ = gΨγ , where g is a Borel function on X .
Lemma 2.35. Let X be a complete separable and locally compact metric space with
a Radon measure µ admitting an Alberti representation (P, ν) satisfying (COND).
Then there is an Alberti representation A′ = (P ′, ν′) which satifies (COND) and
with ν′γ = gΨγ, where g is Borel on X.
Proof. By Lemma 2.21 we can find pairwise disjoint Borel sets Fn ⊂ Fragn(X)
with Frag(X) =
⋃
n Fn. Note that if γ ∈ Fn, then we have the bound ‖Ψγ‖ ≤ 2n.
Note that Fragn(X) is locally compact because X is assumed to be locally compact;
therefore, by Lemma 2.4 the integral
(2.36) µ˜ =
∑
n
∫
Fn
1
2n
Ψγ dP (γ)
defines a finite Radon measure on X with total mass at most 1. If µ˜(A) = 0, then
for P -a.e. γ, Ψγ(A) = 0 which implies νγ(A) = 0 as H
1
γ ≪ Ψγ . Introducing the
measure
(2.37) P˜ =
∑
n
1
2n
P Fn,
we obtain a finite Borel measure on Frag(X) and we have
(2.38) µ˜ =
∫
Frag(X)
Ψγ dP˜ (γ).
As µ˜ ≫ µ, by the Radon-Nikodym Theorem [Rud87, Thm. 6.10], there is a Borel
function g˜ on X with dµ = g˜ dµ˜. Then
(2.39) µ =
∫
Frag(X)
g˜Ψγ dP˜
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and the result follows letting
g = g˜P˜ (Frag(X));(2.40)
ν′γ = gΨγ ;(2.41)
P ′ =
1
P˜ (Frag(X))
P˜ .(2.42)
From the way in which P˜ was obtained from P , we conclude that if the original
Alberti representation (P, ν) satisfied (COND), so does the new one (P ′, ν′). 
We can now prove Theorem 2.15.
Proof of Theorem 2.15. By the previous lemma we can assume that νγ = gΨγ .
Note that as
(2.43) µ (X \ C) = 0,
for P -a.e. γ ∈ Frag(X) \ Frag(X,C),
(2.44) gΨγ = 0.
Note also that as µ(X \ C) = 0, we may assume that g vanishes on X \ C. In
particular, replacing P by
(2.45)
P Frag(X,C)
P (Frag(X,C))
,
and g by
(2.46) gP (Frag(X,C)) ,
we can assume that
(2.47) P (Frag(X) \ Frag(X,C)) = 0,
and obtain for a Borel set A the equations:
(2.48)
µ(A) =
∫
Frag(X,C)
dP (γ)
∫
X
gχA dΨγ
=
∫
Frag(X,C)
dP (γ)
∫
X
gχAχC dΨγ (by (2.43))
=
∫
Frag(X,C)
dP (γ)
∫
X
gχA dΨ(RedC(γ))
=
∫
Frag(C)
dRedC♯P (γ)
∫
X
gχA dΨγ (by pushing forward)
where in the last step we used that RedC is Borel by Lemma 2.22. Letting P
′ =
RedCf ♯ and ν
′
γ = gΨγ , we get that (P
′, ν′) is an Alberti representation of µ defined
on Frag(C) (using again Lemma 2.4). From the way in which P ′ was obtained from
P , if (P, ν) satisfies (COND), so does (P ′, ν′). 
The following is a gluing principle for Alberti representations.
Theorem 2.49. Let µ be a Radon measure on Z and U ⊂ Z Borel. Assume
that there are disjoint Borel sets Un ⊂ U isometrically embedded in some complete
separable and locally compact metric spaces Yn (Un →֒ Yn) with µ Un admitting
an Alberti representation defined on Frag(Yn) and satisfying (COND). Then µ U
admits an Alberti representation defined on Frag(Z) and satisfying (COND).
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Proof. Using that µ is Radon we can find disjoint compact subsets {Cα} such that
for each α there is an nα with Cα ⊂ Unα and
(2.50) µ
(
U \
⋃
α
Cα
)
= 0.
As µ Unα admits an Alberti representation (Pnα , νnα) defined on Frag(Ynα) and
satisfiying (COND), so does µ Cα by letting P
′
α = Pnα and ν
′
α = νnα Cα. Then by
Theorem 2.15, µ Cα admits an Alberti representation (Pα, να) defined on Frag(Cα)
and satisfying (COND). Observing that the Frag(Cα) are disjoint Borel subsets of
Frag(Z), we obtain an Alberti representation (P, ν) of µ U defined on Frag(Z) and
satisfing (COND) by letting
P =
∞∑
α=1
2−αPα,(2.51)
ν =
∞∑
α=1
2ανα.(2.52)
Note that in (2.51) we used that each Pα is a measure on Frag(Z) because it is a
measure on Frag(Cα) ⊂ Frag(Z). 
We now introduce the key concept to build Alberti representations: this is the
notion of a set S intersecting the image of each fragment γ belonging to a family
of fragments G in a set of vanishing 1-dimensional Hausdorff measure.
Definition 2.53. If G ⊂ Frag(X), a Borel S ⊂ X is said to be G-null if for
each γ ∈ G, H1γ(S) = 0. In case G is the family of fragments satisfying a set of
conditions (COND), we say that S is (COND)-null.
We now prove Lemma 2.59, which produces bi-Lipschitz Alberti representations
in Banach spaces. This is a step towards Theorem 2.67, which is the main tool we
use to produce Alberti representations. Throughout the remainder of this subsec-
tion the symbol K denotes a closed convex compact subset of S∗, where S is a
separable Banach space. Working inside the Banach space S∗ is justified by the
fact that any separable metric space X can be isometrically embedded in l∞ via a
Kuratowski embedding, and then one might take S = l1 and S∗ = l∞. The closed
convex hull K of X in S∗ is compact by [Rud91, Thm. 3.25].
Definition 2.54. For positive ε and τ , let QG(ε, τ) ⊂ Frag(S∗) denote the compact
subset
(2.55) QG(ε, τ) = {γ : [0, τ ]→ K : ∀t, s ∈ [0, τ ],
|t− s| ≤ ‖γ(t)− γ(s)‖S∗ ≤ (1 + ε)|t− s|} .
Lemma 2.56. Let Ψ : QG(ε, τ)→ P (K) be defined by
(2.57) Ψγ =
1
τ
γ♯L
1 [0, τ ];
then Ψ is continuous.
Proof. As the topological spaces QG(ε, τ) and P (K) are metric spaces, it suffices
to check sequential continuity. Assume that γn → γ in QG(ε, τ) and that f is a
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real-valued continuous function with domain K. Then, as f ◦ γn → f ◦ γ uniformly,
(2.58) lim
n→∞
1
τ
∫ τ
0
f ◦ γn dL
1 =
1
τ
∫ τ
0
f ◦ γ dL1.

Lemma 2.59. Let G ⊂ QG(ε, τ) be compact and H¯G denote the closed convex hull
of Ψ(G) in M(K). Let µ be a Radon measure on K. Then we can write
(2.60) µ = µG + µ FG ,
where ρG ∈ H¯G and µG ≪ ρG ; furthermore, there are a Borel regular probability
measure PG on G and a Borel function fG on K such that
ρG =
∫
G
Ψγ dPG(2.61)
µG =
∫
G
fGΨγ dPG .(2.62)
The set FG is a G-null Fσ.
Proof. The space M(K) in the weak* topology is a Fre´chet space and by [Rud91,
Thm. 3.25] the closed convex hull of a compact subset is compact, so H¯G is compact.
By Rainwater’s Lemma ([Rud08, Thm. 9.4.4], [Rai69]) we can find a set FG and
measures ρG , µG such that ρG ∈ H¯G and the following hold:
(1) The measure µ decomposes as µ = µG + µ FG .
(2) The measure µG satisfies µG ≪ ρG .
(3) The set FG is of class Fσ and is Ψ(G)-null in the sense that, for each γ ∈ G,
Ψγ(FG) = 0.
Note that (3) implies that FG is G-null because for γ ∈ G, Ψγ andH
1
γ are absolutely
continuous one with respect to the other. By [Rud91, Thm. 3.28] there is a regular
Borel probability measure πG supported on Ψ(G) and such that
(2.63) ρG =
∫
Ψ(G)
σ dπG(σ).
As Ψ is continuous and G is compact, by [Bog07, Thm. 6.9.7] there is a Borel G˜ ⊂ G
with Ψ(G˜) = Ψ(G) and such that Ψ is injective on G˜ with a Borel inverse
(2.64) Ψ˜−1 : Ψ(G˜)→ G;
in particular,
ρG =
∫
Ψ(G)
σ dπG(σ)
=
∫
Ψ(G˜)
Ψ(Ψ˜−1(σ)) dπG(σ)
=
∫
G
Ψγ d
(
Ψ˜−1♯ πG
)
︸ ︷︷ ︸
PG
(γ).
(2.65)
If fG is a Borel representative of the Radon-Nikodym derivative of µG with respect
to ρG ,
(2.66) µG =
∫
G
fGΨγ dPG .
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
The following theorem is the main tool we will use to produce Alberti represen-
tations.
Theorem 2.67. Let X be a complete separable and locally compact metric space
and µ a Radon measure on X. Let f : X → Rq and g : X → R be Lipschitz
functions, and let v : X → Sq−1, α : X → (0, π/2) and δ : X → (0,∞) be Borel
functions. Let Ω denote the set of fragments in the f -direction of C(v, α) with
g-speed > δ (note that we require a strict inequality). Then the following are equiv-
alent:
(1) The measure µ admits an Alberti representation in the f -direction of C(v, α)
with g-speed > δ.
(2) For each K ⊂ X compact and Ω-null, µ(K) = 0.
(3) For each ε > 0, µ admits a (1, 1 + ε)-bi-Lipschitz Alberti representation in
the f -direction of C(v, α) with g-speed > δ.
Proof. We first show that (1) implies (2). Let A = (P, ν) be an Alberti representa-
tion with P giving full measure to a Borel set Ξ of fragments in the f -direction of
C(v, α) with g-speed > δ. If K ⊂ X is Ω-null, it is Ξ-null, so νγ(K) = 0 for P -a.e. γ
and hence
(2.68) µ(K) =
∫
Ξ
νγ(K) dP (γ) = 0.
We now show that (2) implies (3) first assuming that X is compact and v, α
and δ are constant. We first rescale f : X → Rq and g to be 1-Lipschitz and embed
X isometrically in l∞ = l∞(N) (e.g. using a Kuratowski embedding). Having
thus identified X with a subset of l∞ we then embed Graph(f, g) isometrically in
l∞ × Rq × R = S∗ with norm
(2.69) ‖(ξ, v, t)‖l∞×Rq×R = max(‖ξ‖l∞ , ‖v‖2, |t|),
and take the convex hull K of the resulting set. We point out that we use the
notation S∗ as S∗ is the dual of a separable Banach space S, where S is the l1-direct
sum of l1(N), Rq (with the Euclidean norm) and R. Note now that f extends to a
linear function f : S∗ → Rq. In fact, the function f , regarded as a function defined
on Graph(f, g) ⊂ S∗, becomes just the canonical projection πRq : S∗ → Rq and thus
the linear extension of f can be taken to be πRq .
Having chosen strictly decreasing sequences {τn}, {ηn} converging to 0, we let
(2.70) Gn =
{
γ ∈ QG(ε, τn) : ∀t, s ∈ [0, τn],
sgn(t− s) (f ◦ γ(t)− f ◦ γ(s)) ∈ C¯(v, α− ηn)
and sgn(t− s) (g ◦ γ(t)− g ◦ γ(s)) ≥ (δ + ηn)|t− s|
}
,
which is a compact subset of QG(ε, τn). We then apply Lemma 2.59 repeatedly;
having obtained
(2.71) µ = µG1 + µ FG1 ,
we apply Lemma 2.59 to µ FG1 to obtain a decomposition
(2.72) µ = µG1 + µG2 + µ FG1∪G2
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where µG1 and µG2 are concentrated on disjoint Gδ sets, and where FG1∪G2 is an
intersection of two Fσ sets and is (G1 ∪ G2)-null. Iterating,
(2.73) µ =
∞∑
n=1
µGn + µ F,
where F is an Fσδ which is Gn-null for every n.
We now show that µ(F ) = 0 using condition (2). The following observation
(Ob1) will be used repeatedly: if γ ∈ Frag(K) and the {Kα} ⊂ domγ are (count-
ably many) compact sets with
(2.74) L1
(
domγ \
⋃
α
Kα
)
= 0
and H1γ|Kα(F ) = 0, then H
1
γ(F ) = 0.
In the following we are going to uniformize the properties of the fragment γ
by subdividing it; concretely, if γ is a fragment in the f -direction of C(v, α) with
g-speed > δ as (f ◦ γ)′, md γ and g are measurable, using (Ob1) and Egorov and
Lusin’s Theorems [Bog07, Thms. 7.1.12 and 7.1.13] and subdividing γ into smaller
subfragments (i.e. we write dom γ =
⋃
i Ti∪T∞ where the {Ti} are pairwise disjoint,
for i <∞ each Ti is compact, and T∞ has zero Lebesgue measure, and then focus
on each γi = γ|Ti (i 6=∞) separately, but keep writing γ for γi to avoid burdening
the notation), we can assume that for all t, s ∈ dom γ:
‖f ◦ γ(t)− f ◦ γ(s)− w(t− s)‖2 ≤ ρ|t− s|;(2.75)
(l − ρ)|t− s| ≤ ‖γ(t)− γ(s)‖S∗ ≤ (L+ ρ)|t− s|;(2.76)
sgn(t− s) (g ◦ γ(t)− g ◦ γ(s)) ≥ (δ + η − ρ)‖γ(t)− γ(s)‖S∗ ,(2.77)
where η > 0, w ∈ C(v, α − η), Ll < 1 + ε and ρ is small enough and to be chosen
later. Let Iγ = [min dom γ,maxdom γ] denote the smallest interval containing the
domain of γ. Moreover, after further subdividing γ, and by applying Lebesgue’s
Differentiation Theorem we can also assume that for all t, s ∈ Iγ with at least one
of them in dom γ,
(2.78) L1 (domγ ∩ [t, s]) ≥ (1− ρ)|t− s|.
Let {(un, vn)} be the components of Iγ \ dom γ. On each component (un, vn) we
extend γ using the fact that K is convex
(2.79) γ(t) =
t− un
vn − un
γ(vn) +
vn − t
vn − un
γ(un);
if (s, t) ⊂ (un, vn),
(2.80) γ(t)− γ(s) =
t− s
vn − un
(γ(vn)− γ(un))
so that (2.76) remains true; in particular, the bound on the metric derivative implies
that the extension is (L + ρ)-Lipschitz. Similarly, as f is linear (after embedding
its graph in S∗):
f ◦ γ(t)− f ◦ γ(s) =
t− s
vn − un
(f ◦ γ(vn)− f ◦ γ(un))(2.81)
g ◦ γ(t)− g ◦ γ(s) =
t− s
vn − un
(g ◦ γ(vn)− g ◦ γ(un))(2.82)
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so that (2.75) and (2.77) remain true. If t, s ∈ Iγ \ domγ but in different compo-
nents, there are s′, t′ ∈ dom γ:
(2.83) s ≤ s′ ≤ t′ ≤ t
and each of (s, s′) and (t′, t) is contained in a component of Iγ \domγ. In particular
as t′ ∈ dom γ we have from (2.78) that:
(2.84) (1− ρ)|s− t′| ≤ L1(dom γ ∩ [s, t′]);
but we also have (s, s′) ∩ domγ = ∅, and so get
(2.85) L1(dom γ ∩ [s, t′]) ≤ |s− t′| − |s− s′|,
from which we infer:
(2.86) |s− s′| ≤ |s− t′| − (1− ρ)|s− t′| ≤ ρ|s− t′|.
This argument establishes the first equation (2.87) of the following inequalities, and
the second one follows by a similar argument:
|s− s′| ≤ ρ|s− t|;(2.87)
|t′ − t| ≤ ρ|s− t|.(2.88)
Therefore, (2.75), (2.76) and (2.77) generalize to
(2.89) ‖f ◦ γ(t)− f ◦ γ(s)− w(t − s)‖2 ≤ 2ρ(L+ ρ+ ‖v‖)|t− s|;
(2.90) [(l − ρ)(1− 2ρ)− 2(L+ ρ)ρ] |t− s| ≤ ‖γ(t)− γ(s)‖S∗ ≤
[L+ ρ(1 + 2(L+ ρ))] |t− s|;
(2.91) sgn(t− s) (g ◦ γ(t)− g ◦ γ(s)) ≥
(
δ + η − ρ
− 2ρ
L+ δ + η
(l− ρ)(1 − 2ρ)− 2(L+ ρ)ρ
)
‖γ(t)− γ(s)‖S∗ .
If η′ ∈ (0, η), for ρ sufficiently small we have:
B(w, 2ρ(L+ ρ+ ‖v‖)) ∈ C(v, α− η′);(2.92)
L+ ρ(1 + 2(L+ ρ))
(l − ρ)(1− 2ρ)− 2(L+ ρ)ρ
≤ 1 + ε;(2.93) (
δ + η − ρ− 2ρ
L+ δ + η
(l − ρ)(1− 2ρ)− 2(L+ ρ)ρ
)
≥ δ + η′.(2.94)
We can now reparametrize γ to be (1, 1+ε)-bi-Lipschitz, subdivide the domain and
choose n sufficiently large so that γ ∈ Gn. Thus, H1γ(F ) = 0. This implies that
(2.95) µ =
∞∑
n=1
µGn (on account of condition (2)).
As the measures µGn are concentrated on pairwise disjoint sets, by Theorem
2.49 we obtain a representation A′ = (P ′, ν′) of µ in the f -direction of C(v, α) with
g-speed > δ with P ′ ∈ P (Frag(K)); Theorem 2.15 gives a representation A = (P, ν)
with P ∈ P (Frag(X)).
The case in which X is not compact and v, α and δ are not constant is treated by
using Egorov and Lusin’s Theorems to find Borel functions (vn, αn, δn) such that:
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• There are disjoint compacts {Kn,j}j with µ
(
X \
⋃
j Kn,j
)
= 0 and the
(vn, αn, δn) are constant on each Kn,j.
• The functions δn ց δ pointwise.
• For each x ∈ X one has C(vn(x), αn(x)) ⊂ C(v(x), α(x)) and as nր∞ the
cones {C(vn(x), αn(x))}n converge to C(v(x), α(x)) (i.e. the Hausdorff dis-
tance between the intersections C(vn(x), αn(x)) ∩ S
q−1 and C(v(x), α(x)) ∩
Sq−1 converges to 0 as nր∞).
One then applies the construction for constant cone fields and speeds on the Kn,j
recursively to obtain µ =
∑
n,j µn,j where the measures {µn,j}n,j have pairwise
disjoint supports and each µn,j has an Alberti representation in the f -direction of
C(vn, αn) with g-speed > δn. These representations are then glued via Theorem
2.49 to give a representation of µ.
That (3) implies (1) is immediate from the definitions. 
2.2. Derivations and L∞-modules. In this subsection we recall some facts about
derivations and L∞-modules. Recall that the Banach space L∞(µ) is a real Banach
algebra, and, in particular, a ring. We will denote by L∞+ (µ) the set of nonnegative
elements, i.e. those f which satisfy:
(2.96) µ {x ∈ X : f(x) < 0} = 0.
The map absolute value
L∞(µ)
|·|
−→ L∞+ (µ)(2.97)
f 7→ |f |
is sort of an L∞-valued seminorm:
(1) For all c1, c2 ∈ R, and for all f1, f2 ∈ L∞(µ),
(2.98) |c1f1 + c2f2| ≤ |c1||f1|+ |c2||f2|.
(2) For all f1, f2 ∈ L∞(µ),
(2.99) |f1f2| = |f1||f2|.
note also that L∞+ (µ) = {f : f = |f |}. In particular, ‖f‖L∞(µ) = ‖ |f | ‖L∞(µ).
An L∞(µ)-moduleM is a Banach spaceM which is algebraically an L∞(µ)-mo-
dule with the additional requirement that the L∞(µ)-action is bounded; i.e., if
λ ∈ L∞(µ) and m ∈M , then ‖λm‖M ≤ ‖λ‖L∞(µ)‖m‖M . An algebraic submodule
M ′ ⊂M is called a submodule if it is closed. Algebraic concepts like direct sum,
linear independence, free module and basis of a free module extend immediately.
Given S ⊂ M the linear span of S will be denoted by SpanL∞(µ)(S). The dual
hom(M,L∞(µ)) of an L∞(µ)-module M is the L∞(µ)-module of bounded module
homomorphisms
(2.100) f : M → L∞(µ).
Among L∞(µ)-modules a special roˆle is played by L∞(µ)-normed modules.
Definition 2.101. An L∞(µ)-moduleM is said to be an L∞(µ)-normed module
if there is a map
(2.102) | · |M,loc :M → L
∞
+ (µ)
such that:
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(1) The function | · |M,loc is a “seminorm”: for all c1, c2 ∈ R, and all m1,m2 ∈
M ,
(2.103) |c1m1 + c2m2|M,loc ≤ |c1||m1|M,loc + |c2||m2|M,loc.
(2) For each λ ∈ L∞(µ) and each m ∈M ,
(2.104) |λm|M,loc = |λ| |m|M,loc.
(3) The local seminorm | · |M,loc can be used to reconstruct the norm of any
m ∈M :
(2.105) ‖m‖M = ‖ |m|M,loc ‖L∞(µ).
Remark 2.106. Note that a submodule of an L∞(µ)-normed module is an L∞(µ)-nor-
med module. The ring L∞(µ) has many idempotents χU ∈ L∞+ (µ) (characteristic
function of the µ-measurable set U), which we will call projections as they give
direct sum decompositions
(2.107) L∞(µ) = χU L
∞(µ)⊕ (1 − χU )L
∞(µ),
λL∞(µ) denoting the ideal / submodule generated by λ.
A simple and important criterion ([PW98, Thm. 9]) for an L∞(µ)-module M to
be an L∞(µ)-normed module is the following:
Lemma 2.108. An L∞(µ)-module M is an L∞(µ)-normed module if and only if
for each U µ-measurable and each m ∈M :
(2.109) ‖m‖M = max (‖χUm‖M , ‖(1− χU )m‖M ) ;
in particular if the Uα are disjoint and µ (X \
⋃
Uα) = 0,
(2.110) ‖m‖M = sup
α
‖χUαm‖M .
Example 2.111. While L∞(µ) is an L∞(µ)-normed module, the previous lemma
implies that for p ∈ [1,∞), the Lp(µ) are not L∞(µ)-normed modules.
Lemma 2.112. If M is an L∞(µ)-module, hom (M,L∞(µ)) is an L∞(µ)-normed
module.
Proof. Given ξ ∈ hom(M,L∞(µ)) and ε > 0, choose m ∈M with ‖m‖M = 1 and
(2.113) ‖ξ‖hom(M,L∞(µ)) ≤ ‖ξ(m)‖L∞(µ) + ε.
As L∞(µ) is an L∞(µ)-normed module, for each U µ-measurable,
‖ξ(m)‖L∞(µ) = max
(
‖χUξ(m)‖L∞(µ), ‖(1− χU )ξ(m)‖L∞(µ)
)
≤ max
(
‖χUξ‖hom(M,L∞(µ)), ‖(1− χU )ξ‖hom(M,L∞(µ))
)
.
(2.114)

Remark 2.115. Actually, the previous argument shows that BL (X,N) (bounded
linear maps from the Banach space X to N) is an L∞(µ)-normed module whenever
N is too.
For L∞(µ)-normed modules there is an analogue of the Hahn-Banach Theorem
[Wea00, Thm. 5]:
Lemma 2.116. Let M ′ be an algebraic submodule of the L∞(µ)-normed module M
and Φ′ ∈ hom(M ′, L∞(µ)) with norm ≤ c. Then there is a Φ ∈ hom (M,L∞(µ))
extending Φ′ with norm ≤ c.
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We now introduce derivations, but first recall some facts about Lipschitz func-
tions. We will denote by Lip(X) the space of real-valued Lipschitz functions defined
on X and by Lipb(X) the real algebra of real-valued bounded Lipschitz functions
defined on X . For f ∈ Lip(X) its global Lipschitz constant will be denoted by
L(f). For f ∈ Lipb(X) we define the norm
(2.117) ‖f‖Lipb(X) = max(‖f‖∞,L(f)).
This gives (Lipb(X), ‖·‖Lipb(X)) the structure of a Banach algebra, compare [Wea99,
Sec. 4.1]. An important property of Lipb(X) is that it is a dual Banach. For more
information we refer the reader to [Wea99, Chap. 2]. For the scope of the present
work, the most useful topology on Lipb(X) is the weak* topology. As we are
assuming X separable, the weak* topology will be metrizable on bounded subsets
of Lipb(X): one way to see this is to use the description of the predual in [dL62] and
apply the Krein–Sˇmulian Theorem (see the argument on [Wea99, pg. 34]), or one
can use the description of the predual in [AE56] (see [Wea99, Sec. 2.2] for details);
moreover, it turns out that a sequence fn
w*
−−→ f if and only if fn → f pointwise
and if supn L(fn) < ∞. Note also that this kind of convergence implies uniform
convergence on compact subsets.
In the sequel, especially in Section 3, we will sometimes need to consider functions
which are Lipschitz with respect to a different (pseudo)-distance d′. If f ∈ Lip(X)
is L-Lipschitz with respect to d′, we will say that f is (1, d′)-Lipschitz.
Definition 2.118. A derivation D : Lipb(X) → L
∞(µ) is a weak* continuous,
bounded linear map satisfying the product rule:
(2.119) D(fg) = fDg + gDf.
Note that the notion of derivation depends on the measure µ and that the product
rule implies that Df = 0 if f is constant. The collection of all derivations X(µ) is
an L∞(µ)-normed module. Moreover, any D ∈ X(µ U) gives rise to an element of
X(µ) by extending Df to be 0 on the complement of U . In this way, X(µ U) can
be naturally identified with the submodule χU X(µ) of X(µ). Derivations are local
in the following sense [Wea00, Lem. 27]:
Lemma 2.120. If U is µ-measurable and if f, g ∈ Lipb(X) agree on U , then for
each derivation D ∈ X(µ), χUDf = χUDg.
Remark 2.121. This locality property allows to extend derivations to the space of
Lipschitz functions. Considering countably many pairwise disjoint compact sets Kα
with uniformly bounded diameter and points cα ∈ Kα, with µ (X \
⋃
αKα) = 0,
we define for f ∈ Lip(X)
(2.122)
Df =
∑
α
χKαD
(
min
(
max
(
f − f(cα),−max
Kα
|f − f(cα)|
)
,max
Kα
|f − f(cα)|
))
,
which agrees with the previous definition for f ∈ Lipb(X), using locality (Lemma 2.120).
Observe that we used that the norm of f − f(cα) in Lipb(Kα) is bounded in terms
of L(f) and the diameter of Kα. Again using locality, it is possible to show that
the extension does not depend on the choice of the Kα or the point cα.
Definition 2.123. The dual L∞(µ)-normed module of X(µ) will be denoted by
E(µ) and called module of forms. For f ∈ Lipb(X) (or Lip(X)) let df ∈ E(µ) be
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defined by
(2.124) ∀D ∈ X(µ), 〈df,D〉 = Df ;
the map
(2.125)
d : Lipb(X)→ E(µ)
f 7→ df
is linear, satisfies the product rule
(2.126) d(fg) = fdg + gdf
and is weak* continuous.
The following result is also used repeatedly in the following. Proofs can be found
in [Gon12a, Sch14b].
Corollary 2.127. Let {Di}Ni=1 ⊂ X(µ U) be linearly independent, where U is
Borel. Then there are disjoint Borel subsets Vα ⊂ U with µ(U \
⋃
α Vα) = 0 such
that, for each α, there are 1-Lipschitz functions {gi,α}Ni=1 and derivations {Dα,i}
N
i=1
in the linear span of {χVαDi}
N
i=1, satisfying
(2.128) Dα,igα,j = δijχVα .
Remark 2.129. The space BL (Lipb(X), L
∞(µ)) of bounded linear maps
(2.130) Lipb(X)→ L
∞(µ)
is a dual Banach space. In fact, let B1 denote the unit ball in Lipb(X) and consider
the Banach space
(2.131) l1
(
B1;L
1(µ)
)
=
{
f : B1 → L
1(µ) :
∑
s∈B1
‖f(s)‖L1(µ) <∞
}
;
then BL (Lipb(X), L
∞(µ)) can be identified with a subspace of the dual of the gen-
eralized l1-space: l1
(
B1;L
1(µ)
)
; on X(µ) ⊂ BL (Lipb(X), L
∞(µ)) we can consider
the corresponding weak* topology; in concrete terms, this is the coarsest topology
making continuous all the seminorms {νξ}l1(B1;L1(µ)):
(2.132) νξ(D) =
∣∣∣∣∣∣
∑
f∈B1
∫
ξ(f)Df dµ
∣∣∣∣∣∣ ;
a basis for the weak* topology consists of the sets
(2.133) Ω(ξ1, . . . , ξk;D0; ε) = {D ∈ X(µ) : νξi(D −D0) < ε (∀i ∈ {1, . . . , k})}
where {ξ1, . . . , ξk} ⊂ l1
(
B1;L
1(µ)
)
, D0 ∈ X(µ), ε > 0.
2.3. Differentiability spaces. In this subsection we recall some facts about dif-
ferentiability spaces. We first recall the definition of the infinitesimal Lipschitz
constants of f ∈ Lip(X).
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Definition 2.134. For f ∈ Lip(X) we define the lower and upper variations
of f at x below scale r by
£f(x, r) = sup
s≤r
sup
y∈B(x,s)
|f(x)− f(y)|
s
(2.135)
ℓf(x, r) = inf
s≤r
sup
y∈B(x,s)
|f(x)− f(y)|
s
.(2.136)
The (“big” and “small”) infinitesimal Lipschitz constants of f at x are
defined by
£f(x) = inf
r≥0
£f(x, r)(2.137)
ℓf(x) = sup
r≥0
ℓf(x, r).(2.138)
The functions £f(·, r), ℓf(·, r), £f and ℓf are Borel. Other notations in use for
£f (resp. ℓf) are Lipf (resp. lipf).
The key notion for generalizing the classical Rademacher’s Theorem to metric
spaces is that of infinitesimal independence.
Definition 2.139. Let {fi}ni=1 ⊂ Lip(X), then
(2.140)
Φx,{fi}ni=1 : R
n → [0,∞)
(ai)
n
i=1 7→ £
(
n∑
i=1
aifi
)
(x)
defines a seminorm on Rn; the functions {fi}ni=1 are called infinitesimally inde-
pendent on a µ-measurable A ⊂ X if Φx,{fi}ni=1 is a norm for µ-a.e. x ∈ A.
We can now define differentiability spaces.
Definition 2.141. A metric measure space (X,µ) is called a differentiability
space if there is a uniform bound N on the number of Lipschitz functions that
can be infinitesimally independent on a positive measure set. In this case there are
(countably many) µ-measurable {Xα} with X =
⋃
αXα such that:
(1) For each α there is {xjα}
Nα
j=1 ⊂ Lip(X) such that for each f ∈ Lip(X) there
are unique
{
∂f
∂xjα
}Nα
j=1
⊂ L∞(µ Xα) such that
(2.142) £

f − n∑
j=1
∂f
∂xjα
(x)xjα

 (x) = 0 for µ-a.e. x ∈ Xα.
(2) The Nα are uniformly bounded by N , and the minimal value of N is called
the differentiability dimension.
Each (Xα, {x
j
α}
Nα
j=1) is called a chart, Nα is called the dimension of the chart,
the {xjα}
Nα
j=1 are called chart functions, and the maps:
(2.143)
∂
∂xjα
: Lip(X)→ L∞(µ Xα)
f 7→
∂f
∂xjα
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are called partial derivative operators; the representatives ∂f
∂xjα
can be taken to
be Borel if Xα is Borel.
Note that differentiability spaces are usually assumed to be Polish or even com-
plete and separable. Separability is quite a natural requirement, where complete-
ness is usually assumed for convenience: see [CKS15, Subsec. 2, pg. 12] for more
details.
Another notion that we will use is that of σ-differentiability spaces, which have
been defined between Theorem 1.10 and Theorem 1.12.
3. Derivations and Alberti representations
3.1. From Alberti representations to Derivations. In this subsection we as-
sociate derivations to Alberti representations; the fundamental construction is pro-
vided by Theorem 3.11; its proof uses the following lemma to check the measurabil-
ity of certain functions. In the following B∞(X) will denote the set of real-valued
bounded Borel functions defined on X ; we will often use without explicit men-
tion the elementary fact that for each f ∈ L∞(µ) one can find a representative in
B∞(X).
Lemma 3.1. Suppose that X is Polish and A = (P, ν) is an Alberti representation.
Then for each (f, g) ∈ Lip(X)× B∞(X) the map:
(3.2)
Hf,g : Frag(X)→ R
γ 7→
∫
dom γ
(f ◦ γ)′(t) (g ◦ γ)(t) d(γ−1♯νγ)(t)
is Borel.
Proof. We start by showing that Hf,1 is Borel. Without loss of generality we can
assume that f is 1-Lipschitz and by Lemma 2.20 we have just to show that the
restriction Hf,1|Fragn(X) is Borel. The first step is to use a measure-theoretic
argument to extend f ◦ γ to have domain over an inverval in such a way that the
extension is “measurable” in γ: this will be used to define a Borel map in (3.9).
Recall that the set
(3.3) Lipb,n(R) = {ψ ∈ Lipb(R) : L(ψ) ≤ n}
is closed in Lipb(R) and is a Polish space if we consider the weak* topology. Note
that the set
(3.4) Extn =
{
(γ, ψ) ∈ Fragn(X)× Lipb,n(R) : ψ extends f ◦ γ
}
is closed in Fragn(X) × Lipb,n(R). For each γ, by taking a McShane extension of
f ◦ γ, one concludes that the section (Extn)γ is non-empty. Moreover, by Ascoli-
Arzela` each section (Extn)γ is compact. By the Lusin-Novikov Uniformization
Theorem [Kec95, Thm. 18.10], the set Extn admits a Borel uniformization and
thus there is a Borel uniformizing function:
(3.5) Fn : Fragn(X)→ Lipb,n(R)
with (γ, Fn(γ)) ∈ Extn. To avoid a cumbersome notation for the value of Fn(γ) at
a point t, we will also write Fn,γ to denote Fn(γ). We now show that the function
Gf,1 : Fragn(X)→ R defined by:
(3.6) Gf,1(γ) =
∫
R
Fn,γ(t) d(γ
−1
♯νγ)(t)
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is Borel. For k ∈ N we let ∆k denote the collection of closed dyadic intervals in R
of the form
[
m
2k ,
m+1
2k
]
for m ∈ Z. Given an interval I ∈ ∆k we denote by aI , bI its
extremes so that [aI , bI ] = I. Consider the maps Gf,1;k : Fragn(X) → R defined
by:
(3.7) Gf,1;k(γ) =
∑
I∈∆k
∫
I
Fn,γ(aI) d(γ
−1
♯νγ)(t);
as the measure γ−1♯νγ is finite and Fn,γ is Lipschitz, limk→∞Gf,1;k(γ) = Gf,1(γ).
Note also that
(3.8)
∫
I
Fn,γ(aI) d(γ
−1
♯νγ)(t) = Fn,γ(aI) νγ (γ(domγ ∩ [aI , bI ])) ;
as the map γ 7→ Fn,γ(aI) is Borel because it is the composition of Fn,γ with the
evaluation at the point aI , and as the map γ 7→ νγ (γ(dom γ ∩ [aI , bI ])) is Borel by
condition (4) in the Definition 2.8 of Alberti representations, we conclude that the
maps Gf,1;k and Gf,1 are Borel. We now fix k ∈ N and note that also the map
(3.9) γ 7→
∫
R
Fn,γ
(
t+
1
k
)
d(γ−1♯νγ)(t)
is Borel. We thus conclude that the function Hf,1;k : Fragn(X)→ R defined by:
(3.10) Hf,1;k(γ) =
∫
R
Fn,γ
(
t+ 1k
)
− Fn,γ(t)
1/k
d(γ−1♯νγ)(t),
is Borel. Note that for L1-a.e. t we have limk→∞
Fn,γ(t+ 1k )−Fn,γ(t)
1/k = F
′
n,γ(t), which
agrees with (f◦γ)′(t) for γ−1♯νγ-a.e. t. AsHf,1(γ) = limk→∞Hf,1;k(γ), we conclude
that Hf,1 is Borel. For a Borel A ⊂ X , the previous argument can be applied to
the Alberti representation (P, ν A) of µ A to conclude that Hf,χA is Borel. As
each g ∈ B∞(X) is a pointwise limit of uniformly bounded simple functions, we
conclude that Hf,g is Borel. 
Theorem 3.11. If A = (P, ν) is a C-Lipschitz Alberti representation of the Radon
measure µ, the formula∫
X
gDAf dµ =
∫
Frag(X)
dP (γ)
∫
dom γ
(f ◦ γ)′(t)g ◦ γ(t) d(γ−1♯νγ)(t)
=
∫
Frag(X)
dP (γ)
∫
X
g∂γf dνγ (g ∈ L
1(µ) ∩ B∞(X)),
(3.12)
where
(3.13) ∂γf(x) =
{
(f ◦ γ)′(γ−1(x)) if x ∈ im γ and the derivative exists
0 otherwise,
defines a derivation DA ∈ X(µ) with ‖DA‖X(µ) ≤ C.
Denoting by Alb(µ) the set of Alberti representations of µ which are Lipschitz
and letting
(3.14) Albsub(µ) =
⋃
{Alb(µ S) : S ⊂ X Borel} ,
we obtain a map:
(3.15)
Der : Albsub(µ)→ X(µ)
A 7→ DA .
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Proof. We first explain why DA exists; in the first line of (3.12) we are using
the right hand side to define the left hand side. Concretely, let A = (P, ν) be a
C-Lipschitz Alberti representation of µ; considering a C-Lipschitz fragment γ, from
the estimate:
(3.16) |(f ◦ γ)′(t)| ≤ L(f)md γ(t) ≤ CL(f),
we obtain that the absolute value of the right hand side of (3.12) is at most:
(3.17) CL(f) ‖g‖L1(µ) ;
in particular, fixing f and letting g vary, the right hand side of (3.12) defines a linear
functional on L1(µ). By the duality between L1(µ) and L∞(µ) we conclude that
DAf is uniquely determined by requiring (3.12) to hold. Moreover, we conclude
that the map DA : Lipb(X) → L
∞(µ) is a linear operator with norm bounded by
C.
That DA satisfies the product rule follows from a direct computation.
We show that DA is weak* continuous; let fn
w*
−−→ f in Lipb(X), and consider a
bounded Borel function g ∈ L1(µ). Now, ddt is a derivation of R with respect to the
Lebesgue measure; as γ−1♯νγ is absolutely continuous with respect to the Lebesgue
measure, the function
(3.18)
dγ−1♯νγ
dLeb
g
is integrable, and so
(3.19)
lim
n→∞
∫
dom γ
(fn◦γ)
′(t)(g◦γ(t)) d(γ−1♯νγ)(t) =
∫
dom γ
(f◦γ)′(t)(g◦γ(t)) d(γ−1♯νγ)(t).
Assume that L(fn),L(f) ≤ L and let
hn(γ) =
∫
dom γ
(fn ◦ γ)
′(t)(g ◦ γ(t)) d(γ−1♯νγ)(t),(3.20)
h(γ) =
∫
dom γ
(f ◦ γ)′(t)(g ◦ γ(t)) d(γ−1♯νγ)(t),(3.21)
H(γ) = CL
∫
dom γ
(|g| ◦ γ(t)) d(γ−1♯νγ)(t);(3.22)
note that hn → h pointwise, |hn|, |h| ≤ H . The map H is Borel by Definition 2.8
of Alberti representations, and the maps hn, h are Borel by Lemma 3.1; we thus
conclude by the Lebesgue’s Dominated Convergence Theorem that
(3.23) lim
n→∞
∫
Frag(X)
dP (γ)
∫
dom γ
(fn ◦ γ)
′(t)g ◦ γ(t) d(γ−1♯νγ)(t)
=
∫
Frag(X)
dP (γ)
∫
dom γ
(f ◦ γ)′(t)g ◦ γ(t) d(γ−1♯νγ)(t),
showing weak* continuity.
The definition of Der is well-posed because X(µ S) can be canonically identified
with χSX(µ). 
We now describe what happens if A is in the f -direction of some cone field.
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Theorem 3.24. Suppose A = (P, ν) ∈ Alb(µ) is in the f -direction of C(v, α); then
(3.25) DAf(x) ∈ C (v(x), α(x)) (for µ-a.e. x).
In particular, if the Alberti representations {Ai}ki=1 of µ are in the f -directions of
independent cone fields {C(vi, αi)}
k
i=1, the derivations {DAi}
k
i=1 are independent.
Proof. Note that if U ⊂ X is Borel, DA U = χUDA ; therefore we can assume that
µ is finite with µ(X) > 0 and tanα ∈ L1(µ). If ϕ ∈ B∞(X) is nonnegative with∫
X ϕdµ > 0, ∫
X
ϕ〈v,DAf〉 tanαdµ =
∫
Frag(X)
dP (γ)
∫
ϕ〈v, ∂γf〉 tanαdνγ
>
∫
Frag(X)
dP (γ)
∫
ϕ‖π⊥v ∂γf‖2 dνγ ,
(3.26)
where we used that µ(X) > 0, that
∫
X
ϕdµ > 0 and (2.10). On the other hand, for
each ε > 0 there are countably many (Kj , wj) such that
(1) The Kj ⊂ X are disjoint compact sets and µ
(
X \
⋃
jKj
)
= 0.
(2) Each wj is a unit vector field orthogonal to v on Kj.
(3) The inequality ‖π⊥v DAf‖2 ≤ 〈wj , DAf〉+ ε holds on Kj.
Thus
∫
X
ϕ‖π⊥v DAf‖2 dµ ≤
∑
j
∫
Kj
ϕ〈wj , DAf〉 dµ+maxϕεµ(X)
=
∑
j
∫
Frag(X)
dP (γ)
∫
Kj
ϕ〈wj , ∂γf〉 dνγ +maxϕεµ(X)
≤
∫
Frag(X)
dP (γ)
∫
X
ϕ‖π⊥v ∂γf‖2 dνγ +maxϕεµ(X);
(3.27)
letting εց 0 and combining (3.26) and (3.27)
(3.28)
∫
X
ϕ
(
tanα〈v,DAf〉 − ‖π
⊥
v DAf‖2
)
dµ > 0,
which implies the result. 
We now introduce the notion of effective speed of an Alberti representation.
Definition 3.29. Let A = (P, ν) ∈ Alb(µ) be an Alberti representation and define
the measure
(3.30) ΣA =
∫
Frag(X)
md γ ◦ γ−1 νγ dP (γ);
an effective speed of A is a Borel representative σA of the Radon-Nikodym
derivative of ΣA with respect to µ.
We now describe what happens if one knows a lower bound of the f -speed of A.
Theorem 3.31. If A ∈ Alb(µ) has f -speed ≥ δ, then
(3.32) DAf(x) ≥ δ(x)σA (x) (for µ-a.e. x).
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Proof. Let ϕ ∈ L1(µ) nonnegative; then∫
ϕDAf dµ =
∫
dP (γ)
∫
ϕ∂γf dνγ
≥
∫
dP (γ)
∫
ϕδ d
(
md γ ◦ γ−1 νγ
)
=
∫
ϕδσA dµ,
(3.33)
from which the result follows. 
As we deal with parametrized fragments, it is useful to know how Alberti repre-
sentations are affected by affine reparametrizations of the fragments.
Lemma 3.34. For a ∈ R \ {0} and b ∈ R let τa,b : R → R denote the homeomor-
phism
(3.35) τa,b(x) = ax+ b;
then
(3.36)
τa,b
♯ : Frag(X)→ Frag(X)
γ 7→ γ ◦ τa,b,
is a homeomorphism.
If µ A admits an Alberti representation A = (P, ν) then
(3.37) τa,b
♯A =
(
(τa,b
♯)♯P, ν ◦ (τa,b
♯)−1
)
is an Alberti representation and, moreover, if
(1) The Alberti representation A is C-Lipschitz ((C,D)-bi-Lipschitz) then τa,b♯A
is C|a|-Lipschitz ((C|a|, D|a|)-bi-Lipschitz).
(2) If A has f -speed ≥ δ then τa,b♯A has sgna · f -speed ≥ δ.
(3) If A is in the f -direction of C(v, α), then τa,b♯A is in the f -direction of
C(sgna · v, α).
Finally, if A is Lipschitz, Dτa,b♯A = aDA .
Proof. Note that τa,b
♯ is max(|a|, 1|a| )-Lipschitz and with inverse τ1/a,−b/a
♯; if B is
Borel, from γ 7→ νγ(B) being Borel, it follows that γ 7→ ν((τa,b♯)−1γ)(B) is Borel.
Then
(3.38)
µ A(B) =
∫
Frag(X)
ν(γ)(B) dP (γ) =
∫
Frag(X)
ν((τa,b
♯)−1γ)(B) d(τa,b
♯)♯P (γ),
which shows that τa,b
♯A is an Alberti representation of µ. Points (1)–(3) in the
statement of this lemma follow observing that (τa,b
♯)♯P is supported on τa,b
♯(sptP ).
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Finally, ∫
X
Dτa,b♯Af g dµ =
∫
Frag(X)
d(τa,b
♯)♯P (γ)
∫
dom γ
(f ◦ γ)′(t) (g ◦ γ)(t)
× d
(
γ−1♯ν
(
(τa,b
♯)−1γ
))
(t)
=
∫
Frag(X)
dP (γ˜)
∫
dom γ
(f ◦ γ˜ ◦ τa,b)
′(t) (g ◦ γ˜ ◦ τa,b)(t)
× d
(
(γ˜ ◦ τa,b)
−1
♯ν(γ˜)
)
(t),
(3.39)
where γ = τa,b
♯γ˜; then
∫
Dτa,b♯Af g dµ =
∫
Frag(X)
dP (γ˜)
∫
dom γ
a(f ◦ γ˜)′ ◦ τa,b(t) (g ◦ γ˜ ◦ τa,b)(t)
× d
(
τ−1a,b ♯γ˜
−1
♯ ν(γ˜)
)
(t)
=
∫
Frag(X)
dP (γ˜)
∫
dom γ˜
a(f ◦ γ˜)′(t) (g ◦ γ˜)(t)d
(
γ˜−1♯ ν(γ˜)
)
(t)
=
∫
aDAf g dµ.
(3.40)

To illustrate the lack of injectivity of Der we provide a useful reparametrization
result which allows to use fragments with domain contained in a prescribed interval.
Recall that given a nondegenerate compact interval I ⊂ R, we denote by Frag(I;X)
the subset of fragments γ with domγ ⊂ I.
Lemma 3.41. Let A ∈ Alb(µ S) where S is a Borel subset of X, and let I be a
nonempty compact interval; then there is A′ = (P ′, ν′) ∈ Alb(µ S) with
(3.42) P ′ (Frag(X) \ Frag(I;X)) = 0
and such that
(1) We have the identity DA′ = DA .
(2) If A satisfies a set of conditions (COND), so does A′.
Proof. We can assume that A = (P, ν) ∈ Alb(µ) and that X is compact. The
overall strategy of the proof is to decompose the fragments used in the Alberti
representation A into smaller pieces whose domains can be translated to be subsets
of I.
Recall that Haus(R) denotes the set of nonempty compact subsets of R with the
Vietoris topology. The maps:
(3.43)
max,min : Haus(R)→ R
K 7→ max
x∈K
x,min
x∈K
x
are continuous. Therefore, the map
(3.44)
∆1 : Haus(R)→ Haus(R)
K 7→ K ∩ [min(K),min(K) + L1(I)]
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is continuous. For n > 1 let On denote the open set
(3.45) On =
{
K ∈ Haus(R) : max(K)−min(K) > (n− 1)L1(I)
}
,
and ∆n the continuous map
(3.46)
∆n : On → Haus(R)
K 7→ ∆1

K \ n−1⋃
k=1
∆k(K)

 .
Note that the set
(3.47) Fi =
{
γ ∈ Frag(X) : domγ ∈ Oi and L
1 (∆i(dom γ)) > 0
}
is Borel and the map Ri : Fi → Frag(I;X)
(3.48) γ 7→ τ1,−min(I)+min(∆i(dom γ))
♯γ|∆i(dom γ)
is Borel.
The following discussion applies only for those i for which P (Fi) > 0. We apply
the Disintegration Theorem [Fre06, 452O] (and also [Fre06, 452G(c)]) for
(3.49) Ri :
(
Fi,
P Fi
P (Fi)
)
→

Frag(I;X), Ri♯P FiP (Fi)︸ ︷︷ ︸
Pi

 ,
which is, in the terminology of [Fre06], an inverse-measure-preserving function.
By [Fre06, 434K(b)] Haus(R×X), being Polish, is a Radon measure space and,
as Fi is a Borel subset of Haus(R × X), it is also a Radon measure space by
[Fre06, 434F(c)]. On the other hand, (Frag(I;X), Pi) is strictly localizable in
the terminology of [Fre06] because the measure Pi is finite. The Disintegration
Theorem yields Radon probability measures {πγ}γ∈Frag(I;X) on Frag(X) such that
P Fi
P (Fi)
=
∫
Frag(I;X)
πγ dPi(γ)(3.50)
πγ
(
R−1i ({γ})
)
= 1 (for Pi-a.e. γ).(3.51)
Consider the weakly measurable maps ν˜i : Frag(X)→M(X)
(3.52) ν˜i(γ) =
{
0 if γ 6∈ Fi,
P (Fi)νγχγ(∆i(dom γ)) otherwise;
and the measures
(3.53) µi =
1
P (Fi)
∫
Fi
ν˜i(γ) dP (γ);
if we let νi : Frag(I;X)→M(X) be given by
(3.54) νi(γ) =
∫
Frag(X)
ν˜i(γ˜) dπγ(γ˜),
Ai = (Pi, νi) is an Alberti representation of µi supported on the closure of imRi.
Then, if A satisfies (COND), so does Ai. The derivation Di ∈ X(µi) given by
(3.55)
∫
gDif dµi =
1
P (Fi)
∫
Fi
dP (γ)
∫
g∂γf ν˜i(γ)
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is naturally identified with an element of X(µ) because µi ≪ µ; in particular,
DA =
∑
iDi. The calculation
(3.56)
1
P (Fi)
∫
Fi
dP (γ˜)
∫
dom γ˜
(f ◦ γ˜)′ (t) (g ◦ γ˜) (t) d
(
γ˜−1♯ ν˜i(γ˜)
)
(t)
=
∫
Frag(I;X)
dPi(γ)
∫
Frag(X)
dπγ(γ˜)
∫
dom γ˜
(f ◦ γ˜)′ (t) (g ◦ γ˜) (t) d
(
γ˜−1♯ ν˜i(γ˜)
)
(t)
=
∫
Frag(I;X)
dPi(γ)
∫
Frag(X)
dπγ(γ˜)
∫
dom γ
(f ◦ γ)′ (t) (g ◦ γ) (t) d
(
γ−1♯ν˜i(γ˜)
)
(t)
=
∫
Frag(I;X)
dPi(γ)
∫
dom γ
(f ◦ γ)′ (t) (g ◦ γ) (t) d
(
γ−1♯νi(γ)
)
(t)
=
∫
gDAif dµi
shows that Di = DAi . Let P
′ the probability measure on Frag(I;X) given by
(3.57) P ′ =
∑
i
2−iPi
and ϕi a Borel representative of the Radon-Nikodym derivative of Pi with respect
to P ′; let
(3.58)
ν′ : Frag(I;X)→M(X)
γ 7→
∑
i
νi(γ)ϕi(γ);
then A′ = (P ′, ν′) is an Alberti representation of
∑
i µi = µ and, if A satisfies
(COND), so does A′. Moreover,
(3.59) DA′ =
∑
i
DAi =
∑
i
Di = DA .

3.2. From Derivations to Alberti representations. The goal of this subsec-
tion is to show how information about derivations translates into information about
Alberti representations. The first results, Theorem 3.60 and Corollaries 3.93 and
3.95, give conditions under which the existence of independent derivations trans-
lates into the existence of Alberti representations. Theorem 3.97 proves the weak*
density of the derivations associated to Alberti representations in the space of all
derivations. Finally, Theorem 3.98 shows that if the module of derivations is finitely
generated any derivation must arise from an Alberti representation. Recall that we
deal with separable metric spaces.
Theorem 3.60. Let X be a metric space and µ a Radon measure on X. Consider
a Borel set V ⊂ X, derivations {D1, . . . , Dk} ⊂ X(µ) and a Lipschitz function
g : X → Rk such that Digj = δi,jχV . Then for each ε > 0, unit vector w ∈ Sk−1,
angle α ∈ (0, π/2) and speed parameter σ ∈ (0, 1), the measure µ V admits a
(1, 1 + ε)-bi-Lipschitz Alberti representation in the g-direction of C(w,α) with
(3.61) 〈w, g〉-speed ≥
σ
|Dw|X(µ V ),loc + (1− σ)
,
where Dw =
∑k
i=1 wiDi.
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The proof of Theorem 3.60 relies on an approximation scheme for Lipschitz
functions, Theorem 3.66. We state the relevant definitions and the approximation
scheme here and defer the proof to Subsection 5.1. We define the following classes
of fragments:
Definition 3.62. For δ > 0 and f : X → R Lipschitz we define:
(3.63)
Frag(X, f, δ) =
{
γ ∈ Frag(X) : (f ◦ γ)′(t) ≥ δmd γ(t) for L1-a.e. t ∈ dom γ
}
;
For δ > 0, f : X → Rq Lipschitz, w ∈ Sq−1 and α ∈ (0, π/2), we define:
(3.64) Frag(X, f, δ, w, α) =
{
γ ∈ Frag(X, 〈w, f〉, δ) : (f ◦ γ)′(t) ∈ C(w,α)
for L1-a.e. t ∈ domγ
}
.
Definition 3.65. Let f : X → R be a Lipschitz function, S ⊂ X Borel and µ a
Radon measure on X . We say that f is locally δ-Lipschitz on S if for each x ∈ S
there is an r > 0 such that the restriction f |B(x, r) is δ-Lipschitz. Finally, we say
that f is µ-a.e. locally δ-Lipschitz on S if for µ-a.e. x ∈ S there is an r > 0 such
that the restriction f |B(x, r) is δ-Lipschitz.
Theorem 3.66. Let X be a compact metric space, f : X → Rq L-Lipschitz and
S ⊂ X compact. Let µ be a Radon measure on X. Assume that the compact set S
is Frag(X, f, δ, w, α)-null. Denoting by dδ,α, d˜δ,α the distances
dδ,α(x, y) = δd(x, y) + cotα‖π
⊥
wf(x)− π
⊥
wf(y)‖2,(3.67)
d˜δ,α = max(Ld(·, ·), dδ,α),(3.68)
there are (1, d˜δ,α)-Lipschitz functions gk
w*
−−→ 〈w, f〉 with gk µ-a.e. locally (1, dδ,α)-Lip-
schitz on S.
The proof of Theorem 3.60 relies on the following technical Lemmas 3.69 and
3.77.
Lemma 3.69. Let X be a separable metric space and µ a Radon measure on
X. Consider a Borel set S ⊂ X, a Lipschitz function f : X → R, a derivation
D ∈ X(µ), and a (pseudo)-distance function d′ on X satisfying d′ ≤ Cd, where d
denotes the metric on X. Assume that f |S, regarded as a function defined on the
metric space (S, d), is µ S-a.e. locally (1, d′)-Lipschitz and that, for some c ≥ 0,
(3.70) χS |Dd
′(·, p)| ≤ c (∀p ∈ S);
then
(3.71) χS |Df | ≤ c (µ-a.e.)
Proof. As µ is Radon, it suffices to show (3.71) when S is replaced by a compact
subset K. Fix a ball B ⊂ X centred on K such that f is (1, d′)-Lipschitz in B¯ ∩K.
The idea of the proof is to replace f by an approximation in terms of distance
functions. Specifically, let Nη a finite η-net in the compact set B¯ ∩K and fη the
McShane extension of f |N to X :
(3.72) fη(x) = min
p∈Nη
(f(p) + d′(x, p)) ;
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note that fη is (C, d)-Lipschitz. Let
(3.73) f˜η(x) = min
(
max
(
fη(x),− sup
B¯
|fη|
)
, sup
B¯
|fη|
)
,
so that f˜η ∈ Lipb(X) and f˜η = fη on B¯. Choose a sequence ηn ց 0. Recall
from Subsection 2.2 that as X is separable, the weak* topology on Lipb(X) is
metrizable on bounded subsets of Lipb(X); by Banach-Alaoglu, the sequence f˜ηn
has a convergent subsequence f˜ηn
w*
−−→ f˜ in Lipb(X) (this argument is a version of
Ascoli-Arzela` in disguise). Note that f˜ = f on B¯ ∩ K. For a fixed η there are
finitely many closed sets Cp ⊂ B¯ ∩K (p ∈ N) which cover B¯ ∩K and such that,
for each x ∈ Cp,
(3.74) fη(x) = f(p) + d
′(x, p);
this implies, by locality of derivations (Lemma 2.120),
(3.75) χCp∩K |Df˜η| = χCp∩K |Dd
′(·, p)| ≤ c;
thus
∥∥∥χKDf˜η∥∥∥
L∞(µ B¯)
≤ c. Using lower semicontinuity of the norm under weak*
convergence and Lemma 2.120, it follows that
(3.76)
∥∥∥χKDf˜∥∥∥
L∞(µ B¯)
= ‖χKDf‖L∞(µ B¯) ≤ c
which implies (3.71). 
Lemma 3.77. Let X be a separable metric space and µ a Radon measure on X.
Consider a Lipschitz function g : X → Rk , a derivation D ∈ X(µ) and a Borel set
S ⊂ X. Assume that S is Frag(X, g, δ, w, α)-null, where w ∈ Sk−1 and α ∈ (0, π/2),
and that, for each u ∈ Sk−1 orthogonal to w, one has
(3.78) χS |D〈u, g〉| ≤ ε |D|X(µ),loc ;
then one has
(3.79) χS |D〈w, g〉| ≤ (δ + (k − 1)ε cotα) |D|X(µ),loc .
In particular, if the derivations {D1, . . . , Dk} ⊂ X(µ) satisfy Digj = δi,j µ-a.e.,
letting Dw =
∑k
i=1 wiDi, one has
(3.80) χS |Dw〈w, g〉| ≤ δ |Dw|X(µ S),loc .
Proof. The second part, (3.80), follows from the first, (3.79), as Dw annihilates
〈u, g〉 for u orthogonal to w. As µ is Radon, it suffices to show (3.79) for S replaced
by a compact subset K.
Consider the metric space (K, d) and choose an orthonormal basis B of the
hyperplane orthogonal to w; let
(3.81)
d′(x, y) = δd(x, y) + cotα
∑
u∈B
|〈u, g(x)− g(y)〉|,
d˜′(x, y) = max(L(g)d(x, y), d′(x, y)).
As K is Frag(K, g, δ, w, α)-null, by Theorem 3.66 there are functions fn
(1) Which are (1, d˜′)-Lipschitz and µ K-a.e. locally (1, d′)-Lipschitz on K.
(2) Which converge weak* to f = 〈w, g〉 in Lipb(K).
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Reasoning as in the proof of Lemma 3.69 (see the construction of the functions
f˜η and f˜), we can take extensions f˜n ∈ Lipb(X) of the fn and, after passing to a
subsequence, arrange that f˜n
w*
−−→ f˜ where f˜ = f on K. Let p ∈ K and q ∈ X ; on
the open ball B(q, 1) one has |d(·, p)−d(p, q)| < 1; then as d(·, p) is 1-Lipschitz and
using locality of derivations (Lemma 2.120), we have that on B(q, 1):
|Dd(·, p)| = |D(d(·, p) − d(p, q))|
≤ |D|
X(µ),loc ·max
(
sup
q′∈B(q,1)
|d(q′, p)− d(p, q)|, 1
)
≤ |D|
X(µ),loc ;
(3.82)
as q can be any point of X , and as X is separable, we conclude that (3.82) holds
µ-a.e. On the other hand, by [Wea99, Lem. 7.2.2]7
(3.83) |D |〈u, g(·)− g(p)〉| | ≤ |D 〈u, g(·)− g(p)〉| ;
but by hypothesis,
(3.84) χK |D 〈u, g(·)− g(p)〉| ≤ ε |D|X(µ),loc ;
putting together (3.82), (3.83) and (3.84):
(3.85) χK |Dd
′(·, p)| ≤ (δ + (k − 1)ε cotα) |D|
X(µ),loc .
By Lemma 3.69 applied to the f˜n,
(3.86) χK
∣∣∣Df˜n∣∣∣ ≤ (δ + (k − 1)ε cotα) |D|X(µ),loc ;
by lower semicontinuity of the norm under weak* convergence,
(3.87) χK
∣∣∣Df˜ ∣∣∣ ≤ (δ + (k − 1)ε cotα) |D|X(µ),loc ;
finally by locality of derivations (Lemma 2.120),
(3.88) χK |Df | ≤ (δ + (k − 1)ε cotα) |D|X(µ),loc .

Proof of Theorem 3.60. By the gluing principle for Alberti representations, Theo-
rem 2.49, and by Lusin’s Theorem we can replace V by a compact subset K on
which, for some η0, η1 > 0,
‖χKDw‖X(µ) ≤ inf
x∈K
|Dw|X(µ),loc (x) + η0,(3.89)
sup
x∈K
σ
|Dw|X(µ),loc (x) + (1 − σ)
≤
1
infx∈K |Dw|X(µ),loc (x) + η0
− η1;(3.90)
we let δη1 =
1
‖χKDw‖X(µ)
− η1 and α
′ ∈ (0, α). We want to show that if a Borel set
S ⊂ K is Frag(K, g, δη1 , w, α
′)-null, then it is µ-null. TakingX = K in Lemma 3.77,
7This is a consequence of weak* continuity and the classical approximation of functions in
Lipb([0, 1]) by polynomials
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we get
χS = χSDw〈w, g〉 ≤ δη1 |Dw|X(µ),loc
≤ δη1‖χKDw‖X(µ)
≤ 1− η1‖χKDw‖X(µ)
< 1,
(3.91)
which implies µ(S) = 0. Now by Theorem 2.67, as Frag(K, g, δη1 , w, α
′)-null sets
are µ-null, the measure µ K admits an Alberti representation in the g-direction of
C(v, α) with
〈w, g〉-speed ≥
1
‖χKDw‖X(µ)
− η1
≥
1
infx∈K |Dw|X(µ),loc (x) + η0
− η1
≥ sup
x∈K
σ
|Dw|X(µ),loc (x) + (1− σ)
.
(3.92)

Corollary 3.93. Let V be a Borel set and assume that X(µ V ) contains k-inde-
pendent derivations. Then there is a Borel partition V =
⋃
α Vα and, for each α,
there is a 1-Lipschitz function fα : V → Rk such that, for each ε > 0 and for all
Borel maps w : X → Sk−1 and θ : X → (0, π/2), the measure µ admits a (1, 1+ ε)-
bi-Lipschitz Alberti representation A with A Vα in the fα-direction of the cone field
C(w, θ).
In particular, the measure µ Vα admits Alberti representations in the fα-direc-
tions of independent cone fields C1, . . . , Ck.
Proof. Applying Corollary 2.127 one finds disjoint Borel sets {Vα} with V =
⋃
α Vα
and such that, for each α, there are 1-Lipschitz functions fα : X → Rk and deriva-
tions {Dα,1, . . . , Dα,k} ⊂ X(µ) with
(3.94) Dα,ifα,j = χVαδi,j .
In the case in which w and θ are constant, the result follows applying Theorem 3.60.
If w and θ are not constant, one can find disjoint compact sets {Cα,β}β:
(1) Each Cα,β is a subset of Vα.
(2) We have the identity µ
(
Vα \
⋃
β Cα,β
)
= 0.
(3) For each β there are a unit vector wβ ∈ Sk−1 and an angle θβ ∈ (0, π/2)
with C(wβ , θβ) ⊂ C(w(x), θ(x)) for each x ∈ Cα,β .
One then applies Theorem 2.49 to glue together the Alberti representations of the
measures µ Cα,β in the fα-directions of the cone fields C(wβ , θβ). 
Corollary 3.95. Let f : X → Rk be Lipschitz and µ a Radon measure on X
admitting Alberti representations A1, . . . ,Ak in the f -directions of independent cone
fields C1, . . . , Ck. Then, for each ε > 0 and for all Borel maps w : X → S
k−1 and θ :
X → (0, π/2), the measure µ admits a (1, 1 + ε)-bi-Lipschitz Alberti representation
in the f -direction of C(w, θ).
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Proof. By Theorem 2.67 it is possible to assume that the Alberti representations
are bi-Lipschitz. According to Theorem 3.24 the corresponding derivations DAi are
independent. By the gluing principle for Alberti representations, Theorem 2.49, it
suffices to prove the statement for w and θ constant and to show that there is a
Borel partition sptµ =
⋃
α Uα with each µ Uα admitting an Alberti representation
in the f -direction of C(w, θ). As the cone fields Ci are independent, the matrix
(DAifj)
k
i,j=1 is invertible µ-a.e. This allows to pass to a Borel partition sptµ =⋃
α Uα such that, for each Uα, there are derivationsDα,i withDα,ifj = δ
j
i µ Uα-a.e.
This partition is necessary because the inverse of (DAifj)
k
i,j=1 does not need to
have its entries in L∞(µ). However, there are disjoint Borel sets Uα with µ(sptµ \⋃
α Uα) = 0 and such that on each Uα the inverse of (DAifj)
k
i,j=1 has its entries
in L∞(µ). In fact, the entries of (DAifj)
k
i,j=1 are in L
∞(µ) and one needs a lower
bound on its determinant on each Uα, for example letting
(3.96) Un =
{
x :
∣∣∣det (DAifj)ki,j=1∣∣∣ ∈
[
1
n+ 1
,
1
n
)}
.
The result now follows by applying Theorem 3.60. 
We now present two technical lemmas that are needed to prove the following two
theorems:
Theorem 3.97. The set Der(Albsub(µ)) is weak* dense in X(µ).
Theorem 3.98. Suppose that X(µ) is finitely generated and D ∈ X(µ); let
(3.99) S =
{
x ∈ X : |D|
X(µ),loc > 0
}
;
then D ∈ Der(Alb(µ S)).
In the first lemma we show how to produce from an Alberti representation A a
new one A′ such that the associated derivation satisfies DA′ = χUDA , where χU is
a characteristic function.
Lemma 3.100. Suppose A ∈ Alb(µ S) and U ⊂ X Borel. Then there is A′ ∈
Alb(µ S) with DA′ = χUDA . Moreover,
(1) If A is C-Lipschitz ((C,D)-bi-Lipschitz), so is A′.
(2) If A has f -speed ≥ δ or is in the f -direction of C(w,α), so does A′ U .
Proof. Without loss of generality we can assume that S = X , and so that A is an
Alberti representation in Alb(µ) of the form A = (P, ν). Using Lemma 3.41, we
find an Alberti representation A1 = (P1, ν1) ∈ Alb(µ U c) with
(3.101) P1 (Frag(X, [0, 1])) = 1
and DA1 = χUcDA . Moreover, if A satisfies a set of conditions (COND), so does
A1. Similarly, combinining Lemmas 3.41 and 3.34, we can find A2 = (P2, ν2) ∈
Alb(µ U c), which is an Alberti representation of A U c with
(3.102) P2 (Frag(X, [2, 3])) = 1
and
(3.103) DA2 = Dτ−1,0♯A1 = −χUcDA ;
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note that conditions on the Lipschitz or bi-Lipschitz constants satisfied by A are
also satisfied by A2. Using Lemma 3.41 we find an Alberti representation A3 =
(P3, ν3) ∈ Alb(µ U) with
(3.104) P3 (Frag(X, [4, 5])) = 1
and DA3 = χUDA ; note that if A satisfies (COND), so does A3. We now let
P ′ =
1
4
(P1 + P2) +
1
2
P3;(3.105)
ν′(γ) =


2ν1(γ) if γ ∈ Frag(X, [0, 1])
2ν2(γ) if γ ∈ Frag(X, [2, 3])
2ν3(γ) if γ ∈ Frag(X, [4, 5]);
(3.106)
note that A′ = (P ′, ν′) ∈ Alb(µ) and
(3.107) DA′ =
1
2
DA1 +
1
2
DA2 +DA3 = χUDA .

The second lemma, loosely speaking, allows to construct Alberti representations
whose associated derivations are linear combinations of derivations associated with
other Alberti representations.
Lemma 3.108. Let λ ∈ L∞(µ) be nonnegative (i.e. λ ≥ 0 µ-a.e.) and let A ∈
Alb(µ) be a C-Lipschitz Alberti representation. Then for any ε > 0 there exists a
((‖λ‖∞ + ε)C)-Lipschitz Alberti representation A
′ ∈ Alb(µ) satisfying:
(3.109) DA′ = λDA .
Let {Aj}mj=1 ⊂ Alb(µ), then there is an Alberti representation A
′ ∈ Alb(µ) such
that:
(3.110) DA′ =
m∑
j=1
DAj .
Proof. To show (3.109), let M = ‖λ‖∞ + ε and let 2<N denote the set of finite
strings on {0, 1}:
(3.111) 2<N = {α = (a1, . . . , am) : m ∈ N, ai ∈ {0, 1}} ;
the length of α ∈ 2<N will be denoted by |α|, and the k-th entry by α(k). As λ is
well-defined up to null sets, we can assume that the range of λ lies in [0,M) and
let
(3.112)
∆ : 2<N → [0,M)
α 7→
|α|∑
k=1
α(k)
2k
M ;
let I(α) denote the unique subinterval [a, b) of the dyadic subdivision of [0,M) in
2|α| intervals which contains α. If we let Uα denote the Borel set
(3.113) Uα = {x ∈ X : λ(x) ∈ I(α)} ,
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we can write
(3.114) λ =
∞∑
n=1
M
2n
∑
|α|=n
α(n)χUα .
Using Lemma 3.100 we can find a C-Lipschitz Alberti representationA′n = (P˜n, ν˜n) ∈
Alb(µ) with
(3.115) DA′n =
∑
|α|=n
α(n)χUαDA
and
(3.116) P˜n (Frag(X, [2(n− 1), 2(n− 1) + 1])) = 1;
if we reparametrize the fragments in the support of P˜n using τM,bn (where bn
is chosen appropriately), we obtain a CM -Lipschitz Alberti representation An =
(Pn, νn) ∈ Alb(µ) satisfying:
(3.117) DAn =M
∑
|α|=n
α(n)χUαDA
and
(3.118) Pn
(
Frag(X, [
2(n− 1)
M
,
2(n− 1) + 1
M
])
)
= 1.
We now let
P ′ =
∑
n
2−nPn(3.119)
ν′(γ) =
{
νn(γ) if γ ∈ Frag(X, [2(n− 1), 2(n− 1) + 1])
0 otherwise,
(3.120)
and conclude that A′ = (P ′, ν′) ∈ Alb(µ) satisfies DA′ = λDA .
To show (3.110) we use Lemma 3.41 to get Alberti representations {A′j =
(Pj , νj)}mj=1 with DA′j = DAj and
(3.121) Pj (Frag(X, [2(j − 1), 2(j − 1) + 1])) = 1;
if we let
P⊕ =
1
m
m∑
j=1
Pj(3.122)
ν⊕(γ) =
{
νj(γ) if γ ∈ Frag(X, [2(j − 1), 2(j − 1) + 1])
0 otherwise,
(3.123)
we obtain A⊕ = (P⊕, ν⊕) ∈ Alb(µ) and
(3.124) DA⊕ =
1
m
m∑
j=1
DAj ;
thus it suffices to take A′ = τm,0♯A⊕. 
The proof of Theorem 3.97 relies on the following technical lemma.
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Lemma 3.125. Consider a 1-Lipschitz function F : X → RN , a derivation D0 ∈ X(µ),
a compact K ⊂ X and a vector V = cw where c > 0 and w ∈ SN−1; suppose that
for 0 < s1 < s2 and ε > 0
(3.126)
|D0|X(µ),loc (x) ∈ (s1, s2) (∀x ∈ K)
sup
x∈K
‖D0F (x)− V ‖2 < ε,
then, for each α ∈ (0, π2 ), the measure µ K admits a C-Lipschitz Alberti represen-
tation A′ with
(3.127)
∥∥DA′∥∥X(µ K) ≤ C ≤ (1 + ε)
(
s2
(1− 2ε/c)− (N − 1)εs2 cot(α)/c
+ ε
)
∥∥DA′F (x)− V ∥∥2 ≤ c(sinα+ 1− cosα) (µ-a.e. x ∈ K).
Proof. Note that if u is a unit vector orthogonal to w, one has
(3.128) χK |D0〈u, F 〉| = χK |〈u,D0F − V 〉| < ε;
supposing that S ⊂ K is Borel and Frag(X,F, δ, w, α)-null, Lemma 3.77 implies
(3.129) χS |D0〈w,F 〉| ≤ (δ + (N − 1)ε cotα) |D0|X(µ),loc ;
on the other hand, if µ(S) > 0,
(3.130) χS |D0〈w,F 〉| ≥ χS〈w, V 〉 − χS |〈w,D0F − V 〉| ≥ χS(c− ε).
This implies
(3.131) δ ≥
c− ε
s2
− (N − 1)ε cotα;
in particular, µ cannot give positive measure to a Borel S ⊂ K which is Frag(X,F,
δ, w, α)-null if δ does not satisfy the lower bound (3.131). We therefore conclude
from Theorem 2.67 that the measure µ K admits a (1, 1 + ε)-bi-Lipschitz Alberti
representation A = (P, ν) in the F -direction of C(w,α) with 〈w,F 〉-speed ≥ δ0
where
(3.132) δ0 =
c− 2ε
s2
− (N − 1)ε cotα.
Thus for P -a.e. γ and for γ−1♯νγ-a.e. t, one has (F ◦ γ)
′(t) ∈ C(w,α). Thus we
conclude from Theorem 3.24 that for µ-a.e. x ∈ K:
(3.133) DAF (x) ∈ C(w,α).
As the 〈w,F 〉-speed of A is ≥ δ0 and as P -a.e. fragment is (1, 1 + ε)-bi-Lipschitz,
from Theorem 3.31 we conclude that χKDAF ≥ δ0χK which implies, for µ K-a.e. x,
that:
(3.134) ‖DAF (x)‖2 ≥ δ0;
on the other hand, as F is 1-Lipschitz,
(3.135) ‖DAF (x)‖2 ≤ 1 + ε.
We now apply Lemma 3.108 with
(3.136) λ(x) =
c
‖DAF (x)‖2
χK(x),
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in order to obtain an Alberti representation A′ which is (1 + ε)( cδ0 + ε)-Lipschitz
and satisfies:
(3.137) DA′ = λDA .
Note that for µ-a.e. x ∈ K∥∥DA′F (x)− V ∥∥2 = c
∥∥∥∥ DAF (x)‖DAF (x)‖2 − w
∥∥∥∥
2
≤ c(sinα+ 1− cosα);
(3.138)
where in the last step we used Remark 2.11 as
DAF (x)
‖DAF (x)‖2
lies in the cone C(w,α).
Now (3.138) establishes the second equation in (3.127). The first equation in (3.127)
follows directly from the definition of δ0 as A′ is (1 + ε)(c/δ0 + ε)-Lipschitz. 
Proof of Theorem 3.97. It suffices to show that for each Ω(ξ1, . . . , ξk;D0; ε) (see (2.133))
there is an Alberti representation A ∈ Albsub(µ):
(3.139) DA ∈ Ω(ξ1, . . . , ξk;D0; ε).
Note that as the ξi satisfy
∑
f∈B1
‖ξi(f)‖L1(µ) < ∞, there are {(fi, gi)}
N1
i=1 ⊂
Lipb(X)× L
1(µ) and ε1 > 0 such that if
‖D‖X(µ) ≤ 2‖D0‖X(µ),(3.140) ∣∣∣∣
∫
gi(D −D0)fi dµ
∣∣∣∣ < ε1 (∀i),(3.141)
then D ∈ Ω(ξ1, . . . , ξk;D0; ε). Let F = (fi)
N1
i=1 and, for D ∈ X(µ), DF = (Dfi)
N1
i=1;
note that by possibly shrinking ε1 we can assume that F : X → RN1 is 1-Lipschitz.
Moreover, as we need to produce an Alberti representation for the Borel subset
S ⊂ X on which |D0|X(µ),loc > 0 and ‖D0F‖2 > 0, we can assume S = X . Using
Egorov’s Theorem we find countably many {(Kj , ε2,j)} with Kj ⊂ X compact and
ε2,j ∈ (0,∞) such that if (3.140) holds and
(3.142) sup
x∈Kj
‖DF (xj)−D0F (xj)‖2 < ε2,j (∀j),
then (3.141) holds. Note that we can also assume that
(3.143)
inf
x∈Kj
|D0|X(µ),loc (x) > 0
inf
x∈Kj
‖D0F (x)‖2 > 0.
Using again Egorov’s Theorem, we can further partition the Kj so that there are
(Wj , ε3,j , αj) ∈
(
RN1 \ {0}
)
× (0, ε2,j2 )× (0,
π
2 ) such that:
(1) The supremum supx∈Kj ‖D0F (xj)−Wj‖2 < ε3,j , and ε3,j < ε
2
2,j‖Wj‖2.
(2) For each x ∈ Kj |D0|X(µ),loc ∈ (s1,j , s2,j) ⊂ (0,∞).
(3) We have the inequality
(3.144)
(1+ε3,j)
(
s2,j
(1− 2ε3,j/‖Wj‖2)− (N − 1)ε3,js2,j cot(α)/‖W2‖j
+ ε3,j
)
≤ 2‖D0‖X(µ).
(4) We have the inequality:
(3.145) ‖Wj‖2(sinαj + 1− cosαj) <
ε2,j
2
.
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Using Lemma 3.125 we obtain an Alberti representation Aj of µ Kj such that
(3.140) and (3.142) hold for DAj . Using the gluing principle Theorem 2.49 we
obtain A ∈ Albsub(µ) such that (3.139) holds. 
We now turn to the proof of Theorem 3.98.
Proof of Theorem 3.98. As χX\SD = 0, without loss of generality we can assume
that S = X , and that X(µ) is free on {DAi}
k
i=1 where Ai ∈ Alb(µ) and
(3.146) D =
k∑
i=1
λiDAi
where the {λi}ki=1 ⊂ L
∞(µ) are nonnegative. By (3.109) in Lemma 3.108 we can
find Alberti representations {A′i} ⊂ Alb(µ) such that:
(3.147) DA′
i
= λiDAi ,
so that
(3.148) D =
k∑
i=1
DA′
i
.
By (3.110) in Lemma 3.108 we can find an Alberti representation A′ ∈ Alb(µ) such
that:
(3.149) DA′ =
k∑
i=1
DA′i = D,
showing that D ∈ Der(Alb(µ S)). 
3.3. Geometric characterization of | · |
E(µ),loc. In this subsection we prove The-
orem 3.150, which gives an intrinsic and geometric characterization of the Weaver
norm on X(µ). We also show that the inequality ‖Df‖L∞(µ) ≤ ‖D‖X(µ)L(f) lo-
calizes (Lemma 3.157): the norms can be replaced by local norms, and the global
Lipschitz constant L(f) can be replaced by £f .
Theorem 3.150. Let X be a compact metric space, f : X → R Lipschitz, S ⊂ X
Borel, and µ a Radon measure on X. Then |df |
E(µ S),loc ≤ α if and only if for
each ε > 0 there is an Sε ⊂ S which is Borel, Frag(X, f, α + ε)-null, and satisfies
µ(S \ Sε) = 0. In particular,
(3.151) ‖df‖E(µ) = sup
{
‖Df‖L∞(µ) : D ∈ Der(Albsub(µ)) and ‖D‖X(µ) ≤ 1
}
.
Proof. Necessity is proven by contrapositive. Assume that for some ε > 0 the set S
does not contain a full µ-measure subset which is Frag(X, f, α+ ε)-null. Inspection
of the proof of Theorem 2.67 (see the discussion around (2.73)) shows that for each
η > 0
(3.152) µ = µ Gη + µ Fη,
where Gη, Fη are complementary, Fη being a Frag(X, f, α+ ε)-null Fσδ and µ Gη
admitting a (1, 1+ η)-bi-Lipschitz Alberti representation Aη = (P, ν) with f -speed
≥ α + ε. By assumption, Fη ∩ S cannot be a full µ-measure subset of S, so
µ(Gη ∩ S) > 0. If Dη denotes the derivation associated to Aη,
(3.153) ‖Dη‖X(µ) ≤ 1 + η;
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moreover, as for P -a.e. γ we have for γ−1# νγ-a.e. t that (f ◦ γ)
′(t) ≥ α + ε, we
conclude that µ Gη-a.e. one has:
(3.154) Dηf ≥ α+ ε,
and thus the following holds µ Gη-a.e.:
(3.155) |df |µ Gη,loc ≥
α+ ε
1 + η
> α,
where η is sufficiently small.
Sufficiency is proven via the approximation scheme Theorem 1.21, reducing to
the case in which S is compact. By replacing S by
⋂
n S 1n , we can assume that
S is, for each n, Frag(X, f, α + 1n )-null; then there exist functions gn which are
max
(
L(f), α+ 1n
)
-Lipschitz and µ-a.e. (α+ 1n )-Lipschitz on S with ‖gn−f‖∞ ≤
1
n .
Thus, gn
w*
−−→ f so that dgn
w*
−−→ df and by lower semicontinuity,
(3.156) ‖df‖L∞(µ S) ≤ lim inf
n→∞
‖dgn‖L∞(µ S) ≤ α.

We also present a proof of the following useful result.
Lemma 3.157. Let X be a metric space, µ a Radon measure on X, f ∈ Lipb(X)
and D ∈ X(µ); then
(3.158) |Df | ≤ |D|
X(µ),loc£f.
Proof. For all ε0, ε1 > 0, using Egorov and Lusin’s Theorems, there are triples
(Kα, λα, rα) such that:
(1) The Kα are disjoint compact with µ (X \
⋃
αKα) = 0 and µ(Kα) > 0.
(2) The constants λα are nonnegative.
(3) The constants rα are positive and Kα has diameter less than rα.
(4) For each x ∈ Kα and each r ∈ (0, rα],
(3.159) £f(x, r) ∈ (λα − ε0, λα).
(5) The local norm |D|
X(µ Kα),loc
lies in (‖D‖X(µ Kα) − ε1, ‖D‖X(µ Kα)].
By point (3) f is (λα)-Lipschitz on Kα; let F denote a McShane extension of f |Kα
with L(F ) ≤ λα. Then
(3.160) ‖Df‖L∞(µ Kα) = ‖DF‖L∞(µ Kα) ≤ λα‖D‖X(µ Kα);
thus
χKα |Df | ≤ λα
(
|D|
X(µ Kα),loc
+ ε1
)
< (£f + ε0)
(
|D|
X(µ Kα),loc
+ ε1
)
.
(3.161)
As
∑
α χKα = 1 in L
∞(µ) (the convergence of the series is in the weak* sense),
(3.162) |Df | < (£f + ε0)
(
|D|
X(µ),loc + ε1
)
.
Letting ε0, ε1 ց 0 completes the proof. 
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4. Structure of differentiability spaces
4.1. Differentiability spaces and derivations. In this subsection we make a
first application of derivations to study differentiability spaces. The goal is to
prove Lemma 4.1 and Corollary 4.6. We give a first proof of Lemma 4.1 which
depends on the results in [Bat15]; another proof, which relies on Theorem 4.16 and
[Sch14b], can be found at the end of Subsection 4.2.
Lemma 4.1. Let (U, x) be a differentiability chart, with U Borel, in a differentia-
bility space (X,µ). Then the partial derivative operators ∂∂xj are derivations.
Proof. Let n be the dimension of the chart (U, x); we first show that there are
disjoint Borel sets {Uα} with Uα ⊂ U and µ (U \
⋃
α Uα) = 0, and such that, for
each α, it is possible to find giα,k ∈ L
∞(µ Uα) (i, k = 1, . . . , n) and derivations
associated to Alberti representations {Ai}ni=1, such that
(4.2)
n∑
i=1
giα,kDAi Uαx
j = δjkχUα ;
in fact, because of [Sch14b, Lem. 6.2], in a differentiability space derivations are
completely determined by their action on the chart functions and so (4.2) represents
χUα
∂
∂xk
. Note that even though in [Sch14b, Sec. 6] the measure µ is assumed to
be doubling, this is not restrictive by Theorem 1.12. By [Bat15, Thm. 6.6] we
know that µ U admits Alberti representations in the x-directions of independent
cone fields {Cl}nl=1. Using Corollary 3.93, we obtain (1, 3/2)-bi-Lipschitz Alberti
representations {Ai}ni=1 in the x-directions of cone fields C(ei, θ) where {ei}
n
i=1 is
the standard Euclidean basis and θ is sufficiently small to ensure that the cone
fields C(ei, θ) are independent. In particular, letting M = (DAix
j)ni,j=1, minding
Theorem 3.24 and choosing Borel representatives for the entries ofM , the bounded
Borel function detM is different from zero on a µ-full measure subset. In particular,
one can choose disjoint Borel subsets Uα ⊂ U with µ (U \
⋃
α Uα) = 0, and such
that, on each Uα the determinant detM is uniformly bounded from below by δα > 0.
Inverting the matrix M one concludes that there are giα,k ∈ L
∞(µ Uα) such that
(4.2) holds.
The definition of chart implies that the partial derivative operators ∂∂xj are
bounded linear maps from Lipb(X) → L
∞(µ U) that satisfy the product rule.
In order to show weak* continuity, suppose that ft
w*
−−→ f in Lipb(X) and that
h ∈ L1(µ U). For each ε > 0 there are finitely many {Uαs}
N(ε)
s=1 such that
sup
t
∣∣∣∣∣
∫
U\
⋃N(ε)
s=1 Uαs
h
∂ft
∂xj
dµ
∣∣∣∣∣ ≤ ε;(4.3) ∣∣∣∣∣
∫
U\
⋃N(ε)
s=1 Uαs
h
∂f
∂xj
dµ
∣∣∣∣∣ ≤ ε.(4.4)
Combining equations (4.3) and (4.4) with the fact that
∑N(ε)
s=1 χUα,s
∂
∂xj is a deriva-
tion, we obtain
(4.5) lim
t→∞
∫
U
h
∂ft
∂xj
dµ =
∫
U
h
∂f
∂xj
dµ,
which shows that ∂∂xj is weak* continuous. 
48 ANDREA SCHIOPPA
We now prove the dimensional bound Corollary 4.6 which significantly strength-
ens previous bounds on differentiability dimensions. In fact, we remove from Theo-
rems 1.9, 1.10 and 1.14 the dependence on τ from the bound on the differentiability
dimension.
Corollary 4.6. Suppose (X,µ) is a σ-differentiability space with µ doubling, then
(X,µ) is a differentiability space and the dimension of the measurable differentiable
structure is at most the Assouad dimension of X.
Proof. This result follows by applying Lemma 5.99, which shows that the index of
X(µ) is locally bounded by the Assouad dimension of X , and Lemma 4.1. 
4.2. Characterization of differentiability spaces. In this subsection we obtain
a new characterization of differentiability spaces. The goal is to prove Theorems
4.16 and 1.15. Throughout this section the metric space X is assumed to be sep-
arable and complete.
We first introduce a family of sets used in the characterization of differentiability.
Definition 4.7. Given a complete metric space X and a Radon measure µ on
X , we define by Gap(µ,X) the class of Borel subsets V ⊂ X such that there are
α > β ≥ 0 and a Lipschitz function f : X → R with
(4.8) inf
x∈V
£f(x) ≥ α and |df |
E(µ V ),loc ≤ β.
Note that the inequality involving |df |
E(µ V ),loc holds in L
∞(µ V ). We define by
Gap0(µ,X) the class of Borel subsets V ⊂ X such that there are α > 0 and a
Lipschitz function f : X → R with
(4.9) inf
x∈V
£f(x) ≥ α and |df |
E(µ V ),loc = 0.
Note that Gap0(µ,X) ⊂ Gap(µ,X) and if Y ⊂ X is Borel, applying Mc-
Shane’s Lemma and (4.49), which states that for a Lipschitz function f and a
point y ∈ Y one has £f(y) ≥ £Y f(y), where the infinitesimal Lipschitz constant
£f(y) (resp. £Y f(y)) is computed in X (resp. Y ), we get:
Gap(µ Y, Y ) ⊂ Gap(µ,X)(4.10)
Gap0(µ Y, Y ) ⊂ Gap0(µ,X).(4.11)
We finally let
Gap(X) =
⋂
µ Radon
Gap(µ,X)(4.12)
Gap0(X) =
⋂
µ Radon
Gap0(µ,X).(4.13)
Note that Gap0(X) ⊂ Gap(X) and if Y ⊂ X is Borel,
Gap(Y ) ⊂ Gap(X)(4.14)
Gap0(Y ) ⊂ Gap0(X).(4.15)
Theorem 4.16. The metric measure space (X,µ) is a σ-differentiability space if
and only if for each S ∈ Gap(X) one has:
(4.17) µ(S) = 0.
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The proofs of Theorems 4.16 and 1.15 require some preparation. We will use
Theorem 4.18, the proof of which is deferred to Subsection 5.3.
Theorem 4.18. Let S ⊂ X be a Borel set and assume that for some δ0 ∈ (0, 1]
and for each m ∈ N there is an L-Lipschitz function fm such that:
(1) There is a ρm ∈ (0,
1
m ) such that if B is a ball of radius ρm centred at some
point of S, the Lipschitz constant of the restriction f |B is at most
1
m .
(2) For each x ∈ S there is y ∈ B(x, 1m ) such that
(4.19) |fm(x) − fm(y)| ≥ δ0d(x, y) > 0.
Then for all (M,α) ∈ N×(0,min
(
1
2
√
δ0L
1+δ0
, 12δ0
)
) there are a Borel subset S′ ⊂ S
and Lipschitz functions {ψ0, . . . , ψM−1} such that:
• The set S \ S′ is µ-null.
• The ψi have Lipschitz constant bounded by
(4.20) 3
(
L+ α+
α2/L
1− α2/L
(1 + 2−6α)
)
.
• For each x ∈ S′:
(4.21) £
(
M−1∑
i=0
λiψi
)
(x) ≥
(
δ0 −
α2/L
1− α2/L
− α
)
max
i=0,...,M−1
|λi|.
As a first step, we prove a lemma that produces flat functions as in the hypothesis
of the preceding Theorem 4.18.
Lemma 4.22. Let X be a compact metric space with finite Assouad dimension,
f : X → R Lipschitz, S ⊂ X Borel, and µ a Radon measure on X. Suppose that
there are α and β such that α > β ≥ 0 and
(4.23) inf
x∈S
£f(x) ≥ α > β ≥ |df |
E(µ S),loc ;
then for each (m, δ, γ, ε) ∈ N× (0, 1)× (0, α−β)× (0, 1), there is a triple (K, rm, h):
(1) The set K is compact with µ(S \K) ≤ ε.
(2) The function h is 3L(f)-Lipschitz and rm > 0.
(3) For each x ∈ K there is y such that
(4.24) 0 < d(x, y) ≤
1
m
and |h(x)− h(y)| ≥ γd(x, y).
(4) For each x ∈ K, L(h|B(x, rm)) ≤ δ.
In the case in which β = 0 the assumption on the finite Assouad dimension is
not needed.
Proof. The rough idea of the proof is to first use Functional Analysis to produce
a function gˆn0 such that dgˆn0 − df has small local norm but such that £(gˆn0 − f)
is bounded away from zero. At this point, one can then apply the approximation
scheme, Theorem 1.21, to the function gˆn0 − f .
Without loss of generality we can assume that S is compact and, for each η0 > 0,
Frag(X, f, β + η0)-null. Thus, by Theorem 1.21 there are functions gn : X → R
which are
(4.25) L0 = max (L(f), β + η0) -Lipschitz,
and such that gn
w*
−−→ f and gn is µ-a.e. locally (β + η0)-Lipschitz on S.
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The part of the argument starting here is the only one that requires that the
Assouad dimension of the space is finite and is not needed if β = 0. Note that
dgn
w*
−−→ df in E(µ). By finiteness of the Assouad dimension, by Lemma 5.99 (which
shows that the index of X(µ) is locally bounded by the Assouad dimension of X)
and Theorem 1.23, there are finitely many disjoint Borel {Xa} with µ(Xa) > 0,
µ (X \
⋃
aXa) = 0 and X(µ Xa) free of rank Na. Note that
(4.26) X(µ) =
⊕
a
X(µ Xa)
and Lemma 2.116 implies that E(µ Xa) is also free of rank Na. In particular, we
have
(4.27) E(µ) =
⊕
a
E(µ Xa)
and for each a one can find a basis of X(µ Xa), {Da,i}
Na
i=1, and a constant Ca > 0
such that for each ω ∈ E(µ Xa) one has:
(4.28) |ω|
E(µ Xa),loc
≤ Ca
(
Na∑
i=1
|〈Da,i, ω〉|
2
)1/2
.
We let N = maxaNa, C = maxa Ca and {ei}
Na
i=1 the standard basis of R
Na . Con-
sider the map
(4.29)
ι : E(µ)→ L2(µ,RN )
ω 7→
∑
a
Na∑
i=1
χXa〈Da,i, ω〉ei;
then
(4.30) |ω|
E(µ),loc ≤ C|ι(ω)|l2 ∈ L
∞(µ)
and ι(dgn)
w−L2
−−−−→ ι(df) (the notation
w−L2
−−−−→ is used to denote weak convergence in
L2(µ,RN )). By Mazur’s Lemma there are tail-convex combinations
(4.31) gˆn =
M(n)∑
k=n
tkgk
with ι(dgˆn)
L2
−−→ ι(df). Note that the gˆn are L0-Lipschitz and µ-a.e. locally (β + η0)-Lip-
schitz on S. By passing to a subsequence we can assume that ι(gˆn)→ ι(df) µ-a.e.
Using Egorov’s Theorem, for each η1, η2 > 0 there are a compact K0 ⊂ S and
n0 ∈ N:
µ (S \K0) ≤ η1,(4.32)
sup
x∈K0
|ι(dgˆn0)(x) − ι(df)(x)| ≤
η2
C
,(4.33)
which implies
(4.34) |dgˆn0 − df |E(µ K0),loc ≤ η2.
This is the end of the part of the argument that requires that the Assouad dimension
of the space is finite.
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As £ behaves like a seminorm,
(4.35) inf
x∈S
£ (f − gˆn0) (x) ≥ inf
x∈S
£f(x)− sup
x∈S
£gˆn0(x) ≥ α− β − η0;
using the Borel measurability of £ (f − gˆn0) and Egorov and Lusin’s Theorems,
for all positive η3, η4 and for each natural m, there are a compact K1 ⊂ K0, and
constants ρ0 ≥ ρ1 > 0 such that:
(1) We have the inequalities:
ρ1 ≤ ρ0 <
1
m
,(4.36)
µ(K0 \K1) ≤ η3.(4.37)
(2) For each x ∈ K1 there is y ∈ X : d(x, y) ∈ [ρ1, ρ0] and
(4.38) |(f − gˆn0) (x)− (f − gˆn0) (y)| ≥ (α− β − η0 − η4)d(x, y).
Note that f − gˆn0 is
(4.39) L1 = (L(f) + L0) -Lipschitz.
Note also that for each η5 > 0 the compact K0 is Frag(X, f − gˆn0 , η2 + η5)-null.
Applying again Theorem 1.21 we can find functions hn : X → R which are
(4.40) L2 = max(L1, η2 + η5)-Lipschitz,
with hn
w*
−−→ f − gˆn0 and which are µ-a.e. locally (η2 + η5)-Lipschitz on K0. Thus,
for all η6, η7 > 0, there are n1 ∈ N, a compact K2 ⊂ K1 and constants ρ1 ≥ ρ2 > 0:
µ(K1 \K2) ≤ η6,(4.41)
‖hn1 − (f − gˆn0)‖∞ ≤ η7ρ1,(4.42)
and for each x ∈ K2, L(h|B(x, ρ2)) does not exceed η2+η5. Let x ∈ K2; then there
is y ∈ X with d(x, y) ∈ [ρ1, ρ0] such that (4.38) holds. Therefore,
|hn1(x) − hn1(y)| ≥ |(f − gˆn0) (x)− (f − gˆn0) (y)| − 2 ‖hn1 − (f − gˆn0)‖∞
≥ (α− β − η0 − η4 − 2η7)d(x, y).
(4.43)
We now require the constants ηi to satisfy
η1 + η3 + η6 ≤ ε(4.44)
η2 + η5 ≤ min(δ,L(f))(4.45)
γ ≤ (α − β − η0 − η4 − 2η7)(4.46)
β + η0 ≤ 2β;(4.47)
as a consequence, L2 ≤ 3L(f). We let K = K2, h = hn1 and rm = ρ2. 
To see how porosity interacts with differentiability we will need to consider the
pointwise Lipschitz constants of a function with respect to a given subset.
Definition 4.48. Let Y ⊂ X , f : X → R Lipschitz. For y ∈ Y , the pointwise
upper and lower Lipschitz constants of f |Y at y will be denoted by £Y f(y)
and ℓY f(y). Note that
£Y f(y) ≤ £f(y)(4.49)
ℓY f(y) ≤ ℓf(y).(4.50)
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We now introduce the classes of subsets used to characterize differentiability.
Even though we found it useful to work with Gap(µ,X) sets, the following lemma
shows that one can just work with Gap(X) sets.
Lemma 4.51. If S ∈ Gap(µ,X) with µ(S) > 0, then there is a Borel S′ ⊂ S with
µ (S \ S′) = 0 and S′ ∈ Gap(X). The same conclusion holds replacing Gap with
Gap0.
Proof. Let (f, α, β) be as in the defining property of Gap. By Theorem 3.150,
for n sufficiently large, there is a Frag(X, f, β + 1n )-null Borel Sn ⊂ S such that
µ(S \ Sn) = 0. Let S′ =
⋂
n Sn so that S
′ is a full µ-measure Borel subset of S
which is Frag(X, f, β + 1n )-null for each n. Thus, Theorem 3.150 implies that
(4.52) |df |
E(ν S′),loc ≤ β
for all Radon measures ν. As
(4.53) inf
x∈S′
£f(x) ≥ α,
S′ ∈ Gap(X). 
We now use Lemma 4.22 to construct independent Lipschitz functions.
Lemma 4.54. Let X be a compact metric space with finite Assouad dimension,
f : X → R Lipschitz, S ∈ Gap(µ,X) with µ(S) > 0. Then for all ε > 0 and
M ∈ N, there is a Borel S′ ⊂ S with µ (S \ S′) ≤ ε and there are 1-Lipschitz
functions {ψ0, . . . , ψM−1} which are infinitesimally independent on S′.
In the case in which S ∈ Gap0(µ,X) the assumption on the Assouad dimension
is not needed.
Proof. Let (f, α, β) be as in the defining property of Gap(X,µ). By Lemma 4.22,
for each m ∈ N and ε
(m)
1 > 0, there are (Km, ρm, hm):
(1) The set Km is compact with µ (S \Km) ≤ ε
(m)
1 .
(2) The function hm is 3L(f)-Lipschitz and ρm > 0.
(3) For each x ∈ Km there is y:
(4.55) 0 < d(x, y) ≤
1
m
and |hm(x)− hm(y)| ≥
α− β
2
d(x, y).
(4) For each x ∈ Km, L(hm|B(x, ρm)) ≤
1
m .
Let K =
⋂
mKm so that
(4.56) µ (S \K) ≤
∑
m
ε
(m)
1 ;
choosing the ε
(m)
1 sufficiently small, we can ensure µ (S \K) ≤ ε. Applying Theo-
rem 4.18 to K we construct the functions {ψ0, . . . , ψM−1}. 
We now recall some facts about porosity and refer the reader to the survey
[Zaj05] for more information.
Definition 4.57. For Y ⊂ X and c > 0 we say that Y is c-porous at y if there
is a sequence xn → y (convergence in X) with
(4.58) 0 < cd(xn, y) < dist({xn}, Y ).
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For y ∈ Y we let
(4.59) Wc(y, Y ) = {y
′ ∈ X : 0 < cd(y′, y) < dist({y′}, Y )} ;
thus c-porosity of Y at y is equivalent to:
(4.60) Wc(y, Y ) ∩B(y, r) 6= ∅ (∀r > 0).
If Y is c-porous at each y ∈ Y , Y is called c-porous.
Remark 4.61. Given a c-porous subset Y ⊂ X , one might wonder if there is also a
Borel porous subset of X . By [MMPZ03, Lem. 1.4] it follows that if Y is c-porous,
for each ε > 0 there is Y˜ , a Gδ set, with Y ⊂ Y˜ and Y˜ (c− ε)-porous.
Remark 4.62. Porosity is related to the relationship between £Y f and £f . In the
following this will be important in order to have a well-defined notion of derivative
at y ∈ Y . In fact, assume that we have shown that (Y, µ Y ) is a differentiability
space and found the derivative of f in Y at y ∈ Y according to (2.142):
(4.63) £Y

f − n∑
j=1
∂f
∂xjα
(y)xjα

 (y) = 0;
now we would like to conclude that ∂f
∂xjα
(y) gives also the derivative in X :
(4.64) £

f − n∑
j=1
∂f
∂xjα
(y)xjα

 (y) = 0.
For (4.63) and (4.64) to be compatible we must have £Y f(y) = £f(y); but this
does not need to be the case. For example, assume that Y is c-porous at y and let
f = dist(Y, {·}). Then
(4.65) £f(y) ≥ lim sup
n→∞
dist({yn}, Y )
d(yn, y)
> c;
but £Y f(y) = 0 as f is identically zero on Y . On the other hand, if for all c ∈ (0,
1
2 )
the set Y is not c-porous at y ∈ Y , then, for each Lipschitz function f ,
(4.66) £Y f(y) = £f(y).
To see this, choose xn → y, with d(xn, y) > 0 and
(4.67) £f(y) = lim
n→∞
|f(y)− f(xn)|
d(y, xn)
;
as Y is not c-porous at y, there is a radius rc > 0 such that
(4.68) sup
z∈B(y,r)
dist({z}, Y ) ≤ cr (∀r ∈ (0, rc]).
So for n large enough we find Y ∋ yn 6= y with
(4.69) d(xn, yn) ≤ (c+ 2/n)d(xn, y);
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this implies
£Y f(y) ≥ lim sup
n→∞
|f(y)− f(yn)|
d(y, yn)
≥ lim sup
n→∞
|f(y)− f(xn)| − (c+ 2/n)L(f)d(y, xn)
(1 + c+ 2/n)d(xn, y)
≥
1
1 + c
(£f(y)− cL(f)) .
(4.70)
Letting c→ 0 we obtain (4.66).
We now show that porous sets are of class Gap0(X).
Lemma 4.71. If S ⊂ X is c-porous and Borel, then S ∈ Gap0(X).
Proof. Let ν be a Radon measure on X . Let f = dist(S, {·}). From (4.65) it follows
that
(4.72) inf
x∈S
£f(x) ≥ c.
If ν(S) = 0 we have, trivially, |df |
E(ν S),loc = 0. If ν(S) > 0 we note that for each
derivation D ∈ X(ν), by locality of derivations, as f = 0 on S, χSDf = 0. This
implies
(4.73) |df |
E(ν S),loc = 0.

We need the following technical lemma because our approximation schemes are
designed to work in compact spaces.
Lemma 4.74. If X is a complete metric space and K ⊂ X is compact and c-porous,
then there is a compact Y with K ⊂ Y ⊂ X and such that K is 2c3 -porous in Y .
Proof. For m ∈ N define
(4.75)
ψm : K →
(
0,
1
m
]
x 7→ sup
{
d(x, y) : y ∈ Wc(x,K) ∩B(x,
1
m
)
}
;
note that ψm is lower-semicontinuous as {x ∈ K : ψm(x) > r} is open; this can be
seen as follows: choose y ∈ Wc(x,K) with d(x, y) > r; for x
′ ∈ K sufficiently close
to x, d(x′, y) > r and y ∈Wc(x′,K).
Let rm = minK ψm. As K is compact, we can choose a finite
rm
3 -net Nm ⊂ K.
For x ∈ Nm choose
(4.76) wm(x) ∈ Wc(x,K) ∩B(x,
1
m
)
with d(x,wm(x)) >
2rm
3 . Let Wm =
⋃
x∈Nm
{wm(x)}. Let x
′ ∈ K; choose x ∈ Nm
with d(x, x′) ≤ rm3 . Then
(4.77) d(x′, wm(x)) >
rm
3
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and
d(wm(x), x
′) ≤ d(x,wm(x)) + d(x, x
′)
< d(x,wm(x)) +
1
2
d(x,wm(x))
=
3
2
d(x,wm(x)).
(4.78)
This implies that
(4.79)
2c
3
d(wm(x), x
′) < cd(x,wm(x)) < d(wm(x),K);
thus wm(x) ∈W 2c
3
(x′,K) and K is 2c3 -porous in
(4.80) Z = K ∪
⋃
m
Wm.
We let Y be the closure of Z in X and show that Y is compact by showing that Z is
totally bounded. Let ε > 0. By compactness of K, finitely many balls B1, · · · , BMε
cover K; As B1 ∪ . . . ∪BMε is an open neighbhourhood of K and as Wm lies in a
1
m -neighbourhood of K, there is m0 such that m ≥ m0 implies
(4.81) Wm ⊂ B1 ∪ · · · ∪BMε ;
note that
⋃
m<m0
Wm is finite so finitely many balls of radius ε are needed to cover
it. 
We now prove Theorem 4.16.
Proof of Theorem 4.16. We first prove necessity. The first step is to show that µ
is asymptotically doubling. Specifically, suppose that S is a Borel c-porous subset
of X with µ(S) > 0. Then there is a compact K ⊂ S with µ(K) > 0 and,
by Lemma 4.74, a compact Y ⊃ K in which K is 2c3 -porous. By Lemma 4.71
K ∈ Gap0(Y ) and so, by Lemma 4.54 and as (Y, µ Y ) is a σ-differentiability space,
µ(K) = 0, yielding a contradiction. This implies that µ(S) = 0. As observed in
[BS13], [MMPZ03, Thm. 3.6] implies that if µ annihilates porous sets, then µ is
asymptotically doubling. We can therefore find disjoint compact sets Kα with
µ(Kα) > 0, µ(X \
⋃
αKα) = 0 and Kα of finite Assouad dimension.
We now show that on a full µ-measure Borel subset of Kα, the set Kα is not
c-porous for any c ∈ (0, 12 ). Let
(4.82) Pα =
{
x ∈ Kα : ∃c ∈
(
0,
1
2
)
: Kα is c-porous at x
}
;
note that
(4.83) Oc,α(r) = {x ∈ X : ∃y ∈ B(x, r) : dist(Kα, {y}) > cd(x, y) > 0}
is open; then the set
(4.84) Pα =
⋃
c∈Q∩(0, 12 )
⋂
n∈N
⋃
r∈(0, 1
n
)
Oc,α(r) ∩Kα
is a Gδσ-set because each Kα, being closed, is a Gδ; moreover, Pα is a countable
union of the porous sets
(4.85)
⋂
n∈N
⋃
r∈(0, 1
n
)
Oc,α(r) ∩Kα (c ∈ Q ∩ (0,
1
2
)).
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Thus µ(Pα) = 0.
Let S ∈ Gap(X), and let (f, α, β) be as in the defining property of Gap, where f
is a real-valued Lipschitz function. Then (4.66) implies that if S ∩ (Kα \ Pα) 6= ∅,
then S ∩ (Kα \ Pα) ∈ Gap(Kα). But by Lemma 4.54, (Kα, µ Kα) being a σ-diffe-
rentiability space, µ(S ∩Kα) = 0 so that µ(S) = 0.
We now prove sufficiency. If S is Borel and c-porous, then S ∈ Gap0(X) by
Lemma 4.71, so S is µ-null by hypothesis. Then, as in the necessity argument (see
the beginning of this proof), µ is σ-asymptotically doubling and we find disjoint
compact sets Kα with µ(Kα) > 0, µ(X \
⋃
αKα) = 0 and Kα doubling, and
hence of finite Assouad dimension; by Corollary 5.99 (which shows that a bound
on the Assouad dimension implies that the module of Weaver derivations is finitely
generated) and Theorem 1.23 we can partition the Kα and assume that the module
X(µ Kα) is free of rank Nα. As in the necessity argument, Pα is µ-null so it
suffices to show, by (4.66), that each (Kα, µ Kα) is a differentiability space in
order to conclude that (X,µ) is a σ-differentiability space.
Let S ∈ Gap(µ Kα,Kα) ⊂ Gap(µ,X); by Lemma 4.51 it contains a µ-full
measure Borel subset of type Gap(X), so µ Kα(S) = 0. By definition of Gap sets,
this implies that for every f : Kα → R
(4.86) |df |
E(µ Kα),loc
(x) = £f(x) (for µ Kα-a.e. x);
by Corollary 2.127 up to furthering partitioning the Kα, we can assume that there
is a basis {Dα,i}
Nα
i=1 of X(µ Kα) and there are 1-Lipschitz functions {gα,j}
Nα
j=1 with
(4.87) Dα,igα,j = δijχKα .
Because of (4.86), for each ε > 0 there are disjoint Borel {Uα,β} which are subsets
of Kα, which satisfy µ
(
Kα \
⋃
β Uα,β
)
= 0, and such that there are derivations
{Dα,β} with
|Dα,β |X(µ Uα,β),loc = 1(4.88)
Dα,βf ≥ £f − ε on Uα,β ;(4.89)
moreover, there are {λi,α,β}
Nα
i=1 ⊂ B
∞(Kα) with
(4.90) Dα,β =
Nα∑
i=1
λi,α,βDα,i;
evaluating on the gα,j gives
(4.91) ‖λi,α,β‖L∞(µ Kα) ≤ 1,
so that
(4.92) |Dα,βf | ≤ Nα max
i=1,...,Nα
|Dα,if |.
Thus
(4.93) £f(x) ≤ Nα max
i=1,...,Nα
|Dα,if |(x) (for µ Kα-a.e. x),
and [Sch14b, Thm. 5.9] shows that (Kα, µ Kα) is a differentiability space. 
We now prove Theorem 1.15.
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Proof of Theorem 1.15. We show that (X,µ) being a σ-differentiability space im-
plies (1). In fact, assume that |df |
E(µ),loc 6= £f on a set of positive measure. By
Lemma 3.157 we have |df |
E(µ),loc ≤ £f µ-a.e., and so µ would give positive measure
to the set:
(4.94) J =
{
x : |df |
E(µ),loc (x) < £f(x)
}
,
where with slight abuse of notation we use |df |
E(µ),loc to denote a Borel represen-
tative of the local norm of df . But we can decompose J as a countable union
(4.95) J =
⋃
0≤β<α
α,β∈Q
Jα,β
where
(4.96) Jα,β =
{
x : |df |
E(µ)(x),loc ≤ β < α < £f(x)
}
.
Note that Jα,β ∈ Gap(µ,X) from the definition of the class of sets Gap(µ,X), and
then, as µ(J) > 0, there must be a pair (α0, β0) with µ(Jα0,β0) > 0. By Lemma 4.51
there is a Borel set J ′α0,β0 ⊂ Jα0,β0 with µ(Jα0,β0 \J
′
α0,β0
) = 0 and J ′α0,β0 ∈ Gap(X).
Thus we would have µ(J ′α0,β0) > 0, which would contradict Theorem 4.16.
We now show that (1) implies (2). Recall from Theorem 3.150 that |df |
E(µ),loc is
completely determined by the speed of f on Alberti representations. In particular,
if on a set Aα we have:
(4.97)
|df |
E(µ),loc ≥ α
(1 + ε)α ≥ £f > 0,
then the measure µ Aα admits a (1, 1 + ε)-bi-Lipschitz Alberti representation
Aα,σ′,ε with
(4.98) f -speed ≥
σ′α(1 − ε)
1 + ε
,
for any σ′ ∈ (0, 1). In fact, by Theorem 3.150 µ Aα cannot give positive measure
to any Frag(X, f, σ′α(1 − ε/2))-null set, because otherwise we would have
(4.99) |df |
E(µ),loc ≤ σ
′α
on a positive measure subset of Aα. Thus the existence of the desired Alberti
representation for µ Aα follows from Theorem 2.67. But then such a representation
Aα,σ′,ε has
(4.100) f -speed ≥ χAα
σ′(1 − ε)
(1 + ε)2
£f,
and (2) follows by choosing σ′ and ε so that σ
′(1−ε)
(1+ε)2 ≥ σ, and applying the gluing
principle for Alberti representations (Theorem 2.49).
We show that (2) implies (3). Consider a (1, 1 + ε)-bi-Lipschitz Alberti repre-
sentation A = (P, ν) with f -speed ≥ σ£f . Then for P -a.e. γ at γ−1# νγ-a.e. t we
have:
(4.101) (f ◦ γ)′(t) ≥ σ£f(γ(t)).
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For γ−1# νγ-a.e. t the point t is a Lebesgue density point of dom γ, and thus we
conclude from the definition of the small Lipschitz constant ℓf that:
(4.102) (f ◦ γ)′(t) ≤ (1 + ε)ℓf(γ(t)).
We thus obtain:
(4.103) σ£f(γ(t)) ≤ (1 + ε)ℓf(γ(t));
because of the existence of A, the set of points x of the form x = γ(t) such
that (4.101), (4.102) and (4.103) hold has full µ-measure; we thus conclude that for
µ-a.e. x:
(4.104) σ£f(x) ≤ (1 + ε)ℓf(x),
and the result follows letting σ ր 1 and εց 0.
We now show that (3) implies that (X,µ) is a σ-differentiability space. The
first observation is that µ must be asymptotically doubling. Suppose the contrary,
i.e. that µ gave positive measure to a porous set P . Letting f = d(·, P ) (i.e. the
distance function from P ), we would find (using Lemma 4.71) an α > 0 such that:
(4.105) £f ≥ α > 0 = |df |
E(µ),loc (µ P -a.e.).
Applying Lemma 4.22 (as |df |
E(µ),loc = 0 the assumption on the finite Assouad
dimension is not needed) we are in a position to apply Theorem 4.18. As the proof
of Theorem 4.18 is quite technical, it has been deferred to Subsection 5.3. Soon
after that proof, in Remark 5.133 we show how that argument actually produces a
Lipschitz function ψ where £ψ 6= ℓψ on a set of positive measure. This violates (3),
and so we conclude that µ is asymptotically doubling. We can now apply Keith’s
Theorem 1.10 to conclude that (X,µ) is a σ-differentiability space: note that even
though Keith worked with doubling measures8, his arguments easily generalize to
asymptotically doubling measures (as usual, by taking a countable partition such
that on each set one has control on the doubling constant). 
We now give an alternative proof of Lemma 4.1 which relies on Theorem 4.16.
Alternative proof of Lemma 4.1. Let (U, x) be an n-dimensional chart for the dif-
ferentiability space (X,µ); then (4.93) shows that it is possible to find derivations
{Di}ni=1 ⊂ X(µ U) such that, for each f ∈ Lipb(X),
(4.106) £f(x) ≤ n max
i=1,...,n
|Dif |(x)
holds for µ U -a.e. x. We can then apply [Sch14b, Lem. 6.20] to conclude that the
partial derivative operators ∂∂xj are derivations; note that even though in [Sch14b]
the measure µ is assumed doubling, this property of µ is used only to ensure that
the Lebesgue’s Differentiation Theorem holds for the measure µ. However, the
Lebesgue Differentiation Theorem holds for asymptotically doubling measures and
so it is possible to apply the results in [Sch14b]. 
8Keith also introduced a notion of “chunky measure”, but later it became clear that asymp-
totically doubling measures provide the right setting
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5. Technical tools
5.1. An approximation scheme. The goal of this subsection is to sketch a combi-
natorical proof of Theorem 3.66. The first step in this argument is the construction
of a cylinder out of the graph of a real-valued Lipschitz function. For this we would
like to say that if a subset S ⊂ X meets each fragment γ belonging to a family G in a
set whose 1-dimensional Hausdorff measure is 0, then this property of S is intrinsic,
i.e. it still holds if we embedd S isometrically into another spaceW . Unfortunately,
this is just wishful thinking as in general G is a family of fragments which lie in X ,
not in W . However, in the cases of interest the family G is completely specified by
conditions which involve Lipschitz functions. Therefore our wishful thinking can
be made precise in Lemma 5.3 relying on Definition 5.1.
Definition 5.1. For δ > 0, metric spacesX andW , Lipschitz functions G : X →W
and f : X → Rq, we define
(5.2) Frag(X, f,G, δ, w, α) =
{
γ ∈ Frag(X) : (〈w, f〉 ◦ γ)′(t) ≥ δmdG ◦ γ(t)
and (f ◦ γ)′(t) ∈ C¯(w,α) for L1-a.e. t ∈ dom γ
}
.
Lemma 5.3. Assume that ψ : X → Y is an isometric embedding and S ⊂ X.
Then S is Frag(X, f,G, δ, w, α)-null if and only if
(5.4) ψ(S) is Frag(Y, f˜ , G˜, δ, w, α)-null
where f˜ and G˜ are any Lipschitz extensions of f ◦ ψ−1, G ◦ ψ−1.
Proof. Necessity is proven by contrapositive, assuming that there is a
(5.5) γ ∈ Frag(Y, f˜ , G˜, δ, w, α)
with H1(γ ∩ ψ(S)) > 0. It is then possible to find a compact K ′ ⊂ domγ with
γ(K ′) ⊂ ψ(S) and H1 ((γ|K ′) ∩ ψ(S)) > 0. Let γ˜ = ψ−1 ◦ (γ|K ′). Then
(f ◦ γ˜)′(t) = (f˜ ◦ γ)′(t)(5.6)
md γ˜(t) = md γ(t)(5.7)
md G˜ ◦ γ(t) = mdG ◦ γ˜(t)(5.8)
at any t ∈ K ′ which is a Lebesgue density point for K ′. In particular,
(5.9) γ˜ ∈ Frag(X, f,G, δ, w, α)
and H1(γ˜ ∩ S) > 0.
Sufficiency is proven by observing that the previous part of the argument allows
to identify Frag(X, f,G, δ, w, α) with Frag(ψ(X), f˜ , G˜, δ, w, α) via γ 7→ ψ◦γ because
the metric differential and the derivative of a Lipschitz function along a fragment are
determined, at a point t, by the behaviour of the fragment on a subset for which t is
a Lebesgue density point. Sufficiency then follows because Frag(X, f,G, δ, w, α) ⊂
Frag(Y, f˜ , G˜, δ, w, α). 
We now introduce the definition of cylinder.
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Definition 5.10. Let X be a compact metric space and M > 0. The cylinder
Cyl(X,M) is the compact metric space X × [0,M ] with metric
(5.11) d((x1, t1), (x2, t2)) = max (d(x1, x2), |t1 − t2|) .
The projection on the base X will be denoted by π and the projection on the axis
[0,M ] by τ . Note that if X is geodesic, Cyl(X,M) is geodesic.
We now reduce the general approximation problem to the case in which X is a
cylinder and 〈w, f〉 is the height function.
Lemma 5.12. If f : X → Rq is Lipschitz and S ⊂ X is Borel and
(5.13) Frag(X, f, δ, w, α)-null,
after embedding X in a larger space and after shifting, rescaling and extending f ,
we can assume that:
(1) The space X is the cylinder Cyl(Y,M) for Y = Z×Q, where Z is a compact
geodesic metric space, Q is a compact rectangle in Rq−1 and M ≤ diamX.
(2) If τ˜ : Y → Q is the projection, (π⊥w ◦ f, 〈w, f〉) = (τ˜ , τ).
(3) If πZ : Y → Z is the projection, S is Frag(Cyl(Y,M), (τ˜ , τ), πZ , δ, eq, α)-null.
Points of Cyl(Y,M) will be denoted by (z, v, t) where z ∈ Z, v ∈ Q and t ∈ [0,M ].
Proof. We can postcompose f with an isometry of Rq so that the minimum of each
component fi is 0 and w = eq, where {e1, . . . , eq} is the standard basis of Rq. We
rescale f to be 1-Lipschitz: this accounts for the factor L in (3.68). Considering a
Kuratowski embedding Ξ of X in l∞ we obtain the isometric embedding:
(5.14) Graph f
Ξ×f
−−−→ l∞ ⊕∞ R
q;
we let Y˜ denote the closed convex hull of X in l∞⊕∞Rq, which is compact ([Rud91,
Thm. 3.25]). The set Z is given by Y˜ ∩ (l∞ × {0}) and the set Q by
(5.15) Q = [0,max f1]× · · · × [0,max fN−1] ⊂ R
q−1;
the functions (τ˜ , τ) are induced by the projection l∞ ⊕∞ Rq → Rq, and the set
S is replaced by the graph of Ξ × f restricted to S. The fact that this graph is
Frag(Cyl(Y,M), (τ˜ , τ), πZ , δ, eq, α)-null follows from Lemma 5.3. 
The next step is to cover S by thin strips.
Definition 5.16. Given a Lipschitz function f : Y → [0,M ] and h > 0 we define
the open strip of width h above f by
(5.17) St (f, h) = {(y, t) ∈ Cyl(Y,M) : t ∈ (f(y), f(y) + h)} ;
note that St (f, h) is an open set. The lower and upper hypersurfaces bound-
ing St (f, h) are the closed sets:
∂−St (f, h) = {(y, t) ∈ Cyl(Y,M) : t = f(y)} ;(5.18)
∂+St (f, h) = {(y, t) ∈ Cyl(Y,M) : t = f(y) + h} .(5.19)
Lemma 5.20. Assume that the compact set S ⊂ Cyl(Y,M) is
Frag(Cyl(Y,M), (τ˜ , τ), πZ , δ, eq, α)-null;
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then for each n ∈ N the set S can be covered by M(n) open strips
(5.21)
{
St
(
fi, 2
δ + cotα+ 1
n
)}M(n)
i=1
where the fi are 1-Lipschitz with respect to the distance
(5.22) dδ,α((z1, v1, t1), (z2, v2, t2)) = δmax (d(z1, z2), |t1 − t2|) + ‖v1 − v2‖2 cotα,
and
(5.23) lim
n→∞
M(n)
n
= 0.
Proof. Recall that a 1n -net in a metric space is a maximal set of points which are
separated by a distance ≥ 1n . As Y and [0,M ] are compact, we obtain finite
1
n -nets
NY ⊂ Y and N[0,M ] ⊂ [0,M ]. On the set
(5.24) NSCyl(Y,M) =
{
(y, t) ∈ NCyl(Y,M) : B((y, t),
1
n
) ∩ S 6= ∅
}
we define the partial order :
(5.25) (z1, v1, t1)  (z2, v2, t2)⇐⇒ t2 − t1 ≥ δd(z1, z2)
and (t2 − t1) tanα ≥ ‖v1 − v2‖2,
and let M(n) denote the length of a maximal chain in (NSCyl(Y,M),) (note that
the nets depend on n). We prove that M(n) = o(n) arguing by contradiction, that
is, assuming that for some C > 0 there are naturals n→∞ with M(n) ≥ Cn. We
denote by {(z
(n)
i , v
(n)
i , t
(n)
i )}
M(n)
i=1 a maximal chain with the t
(n)
i in increasing order.
We construct a bi-Lipschitz path γn : [0,M ]→ Cyl(Y,M) as follows:
• The restriction of γn to [t
(n)
i , t
(n)
i+1], is a constant speed geodesic joining
(z
(n)
i , v
(n)
i , t
(n)
i ) to (z
(n)
i+1, v
(n)
i+1, t
(n)
i+1).
• The restrictions of γn to [0, t
(n)
1 ] and [t
(n)
M(n),M ] are, respectively, constant
speed geodesics jointing (z
(n)
1 , v
(n)
1 , 0) to (z
(n)
1 , v
(n)
1 , t
(n)
1 ), and (z
(n)
M(n), v
(n)
M(n), t
(n)
M(n))
to (z
(n)
M(n), v
(n)
M(n),M).
The path γn is [1,max
(
1
δ , tanα
)
]-bi-Lipschitz and belongs to Frag(Cyl(Y,M), (τ˜ , τ), πZ , δ, eq, α).
Moreover, letting
(5.26) Kn =
[
max
(
0, t
(n)
1 −
min(δ, cotα)
4n
)
, t
(n)
1 +
min(δ, cotα)
4n
]
∪
⋃
2≤i≤M(n)−1
[
t
(n)
i −
min(δ, cotα)
4n
, t
(n)
i +
min(δ, cotα)
4n
]
∪
[
t
(n)
M(n) −
min(δ, cotα)
4n
,min
(
M, t
(n)
M(n) +
min(δ, cotα)
4n
)]
,
we note that γn(Kn) lies within distance
3
2n from S. We can pass to converging
subsequences γn → γ and Kn → K, so that we have the lower bound
(5.27) L1(K) ≥ lim sup
n→∞
L1(Kn) ≥
(
C −
1
n
)
min(δ, cotα)
2
and γ(K) lies in S, contradicting that S is Frag(Cyl(Y,M), (τ˜ , τ), πZ , δ, eq, α)-null.
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By Mirsky’s Lemma (dual to Dilworth’s Lemma, [Mir71]), there are M(n) an-
tichains A1, . . . ,AM(n) covering N
S
Cyl(Y,M). As in an antichain no two elements are
comparable with respect to the order, each Ap can be regarded as the graph of
a function gp : πZ × τ˜ (Ap) → R which is 1-Lipschitz with respect to the distance
dδ,α (defined in (3.68)); the functions can be extended to 1-Lipschitz functions
gp : Y → R and from the definition of NSCyl(Y,M) we conclude that
(5.28) S ⊂
M(n)⋃
p=1
St
(
gp −
δ + cotα+ 1
n
, 2
δ + cotα+ 1
n
)
.

We now replace the strips given by Lemma 5.20 by disjoint ones which come
with an order structure: the cost to pay is to make the strips slightly bigger and
allow to cover a full measure subset of S, but not necessarily the whole of S.
Lemma 5.29. Assume that S ⊂
⋃N
i=1 St (fi, h) (h > 0) where the functions fi
are (1, dδ,α)-Lipschitz. Then there are (1, dδ,α)-Lipschitz functions {gi}Ni=1 and
λi ∈ (1,
3
2 ) such that
(5.30) g1 ≤ g2 ≤ · · · ≤ gN ,
(5.31) St (gi, λih) ∩ St (gj, λjh) = ∅ (for i 6= j),
and
(5.32) µ
(
S \
N⋃
i=1
St (gi, λih)
)
= 0.
Proof. We first show that there are (1, dδ,α)-Lipschitz functions {f˜i}Ni=1 which sat-
isfy:
f˜1 ≤ f˜2 ≤ · · · ≤ f˜N ,(5.33)
N⋃
i=1
St (fi, h) =
N⋃
i=1
St
(
f˜i, h
)
.(5.34)
The value of f˜i at x is that i-th of the values {fj(x)}Nj=1 after they have been put in
nondecreasing order; specifically, if ΩN (i) denotes the set of subsets of {1, . . . , N}
of cardinality i, we have:
(5.35) f˜i(x) = min
S∈ΩN (i)
max
j∈S
fj(x);
from (5.35) it follows immediately that the {fj(x)}Nj=1 are (1, dδ,α)-Lipschitz and
that (5.33) holds. For each x, f˜i equals fj(x) for some j and, vice versa, fi(x)
equals some f˜j(x) for some j: this implies (5.34).
We let g1 = f˜1 and choose λ1 ∈ (1,
3
2 ) such that
(5.36) µ (∂+St (f1, λ1h)) = 0,
this being possible since µ is a finite measure and (1, 32 ) is uncountable. For
j ∈ {2, . . . , N} we let gj = max(gj−1 + λj−1h, f˜j) and choose λj ∈ (1,
3
2 ) such
that
(5.37) µ (∂+St (gj, λjh)) = 0.
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From the definition of the {gj}Nj=1 we get that (5.30) and (5.31) hold; moreover,
for each j we have:
(5.38) St (fj , h) ⊂
j⋃
i=1
St (gi, λih) ∪
j−1⋃
i=1
∂+St (gi, λih) ,
from which (5.32) follows. 
We can now prove Theorem 3.66.
Proof of Theorem 3.66. By Lemma 5.12 we can replace X by a cylinder and ap-
proximate the Lipschitz function τ , which is defined at point (2) of Lemma 5.12.
By Lemma 5.29 we can cover S, up to a µ-null set, by M(n) disjoint strips:
(5.39)
{
St
(
gi, 2λi
δ + cotα+ 1
n
)}M(n)
i=1
,
and one can define a total order relation between the hypersurfaces bounding these
strips:
∂−St
(
gi, 2λi
δ + cotα+ 1
n
)
≺ ∂+St
(
gi, 2λi
δ + cotα+ 1
n
)
≺∂−St
(
gi+1, 2λi+1
δ + cotα+ 1
n
)
≺ ∂+St
(
gi+1, 2λi+1
δ + cotα+ 1
n
)
.
(5.40)
We let Tn denote the union of the strips and define
(5.41) τn(z, v, t) =
∫ t
0
χT cn (z, v, s) ds,
which satisfies
(5.42) ‖τ − τn‖∞ ≤ 3(1 + δ + cotα)
M(n)
n
= O(1/n).
We need to show that τn is globally 1-Lipschitz with respect to the distance:
(5.43) D ((z1, v1, t1), (z2, v2, t2)) = max (|t1 − t2|, dδ,α ((z1, v1), (z2, v2))) ,
and that it is, in each strip, 1-Lipschitz with respect to dδ,α. There are different cases
to consider depending on the relative position of two points (z1, v1, t1), (z2, v2, t2):
we just consider the case in which they are separated by a hypersurface. We can
choose the separating hypersurface to be minimal with respect to the order ≺,
and assume that it is ∂−St
(
gj , 2λj
δ+cotα+1
n
)
. We let ηj =
∑j−1
i=1 2λi
δ+cotα+1
n and
assume that t1 ≤ gj(z1, v1) and t2 ≥ gj(z2, v2); we have:
τn(z1, v1, t1) = t1 − ηj−1;(5.44)
τn(z2, v2, t2) ∈ [gj(z2, v2)− ηj−1, t2 − ηj−1],(5.45)
which implies
(5.46) τn(z2, v2, t2) ≤ t2 − ηj−1 = t2 − t1 + t1 − ηj−1 ≤ |t2 − t1|+ τn(z1, v1, t1);
moreover,
τn(z1, v1, t1) = t1 − ηj−1 ≤ gj(z1, v1)− ηj−1
= gj(z2, v2)− ηj−1 + gj(z1, v1)− gj(z2, v2)
≤ τn(z2, v2, t2) + dδ,α(z1, z2),
(5.47)
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which implies that
(5.48) |τn(z1, v1, t1)− τn(z2, v2, t2)| ≤ D ((z1, v1, t1), (z2, v2, t2)) .
Finally, inside each strip St
(
gj , 2λj
δ+cotα+1
n
)
the function τn differs from gj ◦ πY
by a constant, and is hence (1, dδ,α)-Lipschitz. 
5.2. Dimensional bounds and tangent cones. The goal of this subsection is to
prove Theorem 5.56 and Corollary 5.99. The proof of Theorem 5.56 shows how to
use Alberti representations in the f -direction of N independent cones to produce
lines in blow-ups of doubling metric spaces; along these lines the blow-up g of the
Lipschitz function f has constant derivative, and one can then claim surjectivity of g
(whose target is RN ). Corollary 5.99 essentially shows that the Assouad dimension
bounds the number of independent Weaver derivations.
We first recall the definition of blow-ups of Lipschitz functions on metric spaces,
following the approach of isometrically embedding all the pointed metric spaces in
a common proper metric space [Kei03, Sec. 2.2].
Definition 5.49. Recall that 1tX denotes the metric space X where the metric
has been rescaled by the factor 1t . A blow-up of a metric space X at a point
p is a complete pointed metric space (Y, q) such that there is a sequence tn → 0+
and
(
1
tn
X, p
)
→ (Y, q) in the Gromov-Hausdorff sense. The class of blow-ups at p
is denoted by Tan(X, p).
To show the existence of blow-ups the following notion of finite dimensionality
for metric spaces is useful.
Definition 5.50. A metric space X is doubling if there is a constant C such that
every set of diameter ≤ N can be covered by at most C sets of diameter ≤ N/2.
By induction it follows that X admits a covering function C(ε) = Cε−D where any
set of diameter ≤ N can be covered by at most C(ε) sets of diameter ≤ εN . The
minimal exponent D is called the Assouad dimension of X .
Remark 5.51. If X is doubling, given a sequence with tn → 0
+, it is possible to find
by a standard compactness argument (see [MT10] or [Kei04a, Sec. 5]) a subsequence
(tnk) such that the sequence
(
1
tnk
X, p
)
converges in the Gromov-Hausdorff sense.
In this case the spaces
(
1
tnk
X, p
)
and (Y, q) can be isometrically embedded9 into a
proper metric space (Z, z) so that, for each R > 0,
lim
k→∞
sup
y∈B(z,R)∩Y
dist(
1
tnk
X, {y}) = 0(5.52)
lim
k→∞
sup
x∈B(z,R)∩ 1
tnk
X
dist(Y, {x}) = 0.(5.53)
In particular, any point q′ ∈ Y can be approximated by a sequence p′nk ∈
1
tnk
X
such that p′nk → q
′ in Z.
We now define blow-ups of Lipschitz functions.
Definition 5.54. A blow-up of a Lipschitz function f : X → RQ at a point
p is a triple (Y, q, g) where:
9Mapping basepoints to basepoints
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(1) The space (Y, q) is in Tan(X, p) and is a limit realized by a sequence (tn)n
of scaling factors.
(2) The function g : Y → RQ is Lipschitz with g(q) = 0.
(3) If p′n approximates q
′,
(5.55) lim
n→∞
f(p′n)− f(p)
tn
= g(q′).
The class of all blow-ups of f at p will be denoted by Tan(X, p, f). By an Ascoli-
Arzela` argument, if X is doubling, Tan(X, p, f) 6= ∅.
We now prove Theorem 5.56: the assumption on the completeness of µ is required
to ensure that Suslin sets are µ-measurable. Note that any Radon measure can be
extended so that sets in the σ-algebra generated by Suslin sets are measurable.
Theorem 5.56. Let µ be a complete Radon measure on a metric space X which
has finite Assouad dimension D. Consider a Lipschitz function f : X → RN , points
{vi}Ni=1 ⊂ S
N−1, and constants {αi}Ni=1 ⊂ (0, π/2) and δ > 0. Suppose that µ
admits Lipschitz Alberti representations {Ai}Ni=1 such that:
(1) The Alberti representation Ai is in the f -direction of C(vi, αi) with 〈vi, f〉-spe-
ed ≥ δ.
(2) For some θ > 0 the cone fields C(vi, αi + θ) are independent.
Then there is a µ-full measure Borel subset U ⊂ X such that, for each p ∈ U and
for each blow-up (Y, q, g) ∈ Tan(X, p, f), the function g : Y → RN is surjective.
Proof. The idea of the proof is to “blow-up” fragments in X in order to produce
lines in Y along which g has constant derivative. With a bit of additional care one
can argue that starting at q and fixing traveling times (τ1, . . . , τN ) (τi < 0 implies
that one moves “backwards”) it is possible to move in succession along N distinct
lines, for a time τi along the i-th line, and where the derivative of g equals a constant
vector wi along the i-th line. Moreover, one shows that the vectors {wi}Ni=1 are
independent, and this immediately implies that g is surjective.
We assume that the Alberti representations {Ai}Ni=1 are C-Lipschitz. Given a
C-Lipschitz Alberti representation A in the f -direction of a cone field C(v, α) with
〈v, f〉-speed ≥ δ, we define the set Frag(p,R, ε,A) of fragments γ that satisfy the
following conditions at p:
(1) The fragment γ is a C-Lipschitz path fragment in the f -direction of C(v, α)
with f -speed ≥ δ, and such that L1(dom γ) > 0, and 0 is a density point
of dom γ.
(2) The metric differential md γ(0) and the derivative (f ◦γ)′(0) ∈ C(v, α) exist,
γ(0) = p and
(5.57) |(f ◦ γ)′(0)| ≥ δmd γ(0).
(3) For each r ∈ (0, R) one has L1(dom γ ∩B(0, r)) ≥ 2r(1 − ε).
(4) For each t ∈ domγ ∩B(0, r) one has
(5.58) |f(γ(t))− f(p)− (f ◦ γ)′(0)t| ≤ ε|t|.
(5) For all t, s ∈ dom γ ∩B(0, r) one has10
(5.59) |d(γ(t), γ(s))−md γ(0)|t− s|| ≤ ε(|t|+ |s|).
10This is the approximate continuity of the metric differential ([AK00, Thm. 3.3])
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Let F (R1, ε1,A1) = {p ∈ U : Frag(p,R1, ε1,A1) 6= ∅}; this set is Suslin and,
as µ admits the Alberti representation A1, as R1 ց 0 the sets {F (R1, ε1,A1)}
increase to a full measure subset of U . By the Jankoff measurable selection principle
[Bog07, Thm. 6.9.1] there is a selection function Γ(R1, ε1,A1) associating to p ∈
F (R1, ε1,A1) a fragment satisfying the conditions (1)–(5) above. This choice is
measurable in the sense that
ϕ(R1, ε1,A1)(p) = (f ◦ Γ(R1, ε1,A1))
′(0)(5.60)
ψ(R1, ε1,A1)(p) = mdΓ(R1, ε1,A1)(0)(5.61)
are measurable functions11. By Lusin’s Theorem [Bog07, Thm. 7.1.13] there are
compact sets
(5.62) Fc(R1, ε1,A1; τ1) ⊂ F (R1, ε1,A1)
such that:
(1) for all p, q ∈ Fc(R1, ε1,A1; τ1) with d(p, q) ≤ Cτ1 one has
|ϕ(R1, ε1,A1)(p)− ϕ(R1, ε1,A1)(q)| < ε1;(5.63)
|ψ(R1, ε1,A1)(p)− ψ(R1, ε1,A1)(q)| < ε1;(5.64)
(2) as τ1 → 0 one has
(5.65) µ(F (R1, ε1,A1) \ Fc(R1, ε1,A1; τ1))→ 0.
The construction of the sets F (· · · ), Fc(· · · ) and of the selection functions Γ(· · · )
proceeds inductively in the following way: assuming for k < N that
(5.66) F (R1, ε1,A1; τ1; · · · ;Rk, εk,Ak),
(5.67) Γ(R1, ε1,A1; τ1; · · · ;Rk, εk,Ak),
and
(5.68) Fc(R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk)
have been constructed, let
(5.69) F (R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk;Rk+1, εk+1,Ak+1)
be the set of those
(5.70) p ∈ Fc(R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk) ∩ F (Rk+1, εk+1,Ak+1)
such that there is a fragment γ ∈ Frag(p,Rk+1, εk+1,Ak+1) satisfying:
(5.71) L1(γ−1(Fc(R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk)) ∩B(0, r))
≥ 2r(1− εk+1) (∀r ≤ Rk+1).
These sets are Suslin measurable and, as Rk+1 → 0, increase to a full measure
subset of Fc(R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk). By Jankoff’s measurable selection
principle there is a selection function Γ(Rk+1, εk+1,Ak+1) associating to
(5.72) p ∈ F (R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk;Rk+1, εk+1,Ak+1)
11With respect to the σ-algebra generated by Suslin sets
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a fragment satisfying the conditions above. This choice is measurable in the sense
that
ϕ(Rk+1, εk+1,Ak+1)(p) = (f ◦ Γ(Rk+1, εk+1,Ak+1))
′(0)(5.73)
ψ(Rk+1, εk+1,Ak+1)(p) = mdΓ(Rk+1, εk+1,Ak+1)(0)(5.74)
are measurable functions. By Lusin’s theorem there are compact sets
(5.75) Fc(R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk;Rk+1, εk+1,Ak+1; τk+1)
⊂ F (R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk;Rk+1, εk+1,Ak+1)
such that, whenever p, q satisfy d(p, q) ≤ Cτk+1, one has:
|ϕ(Rk+1, εk+1,Ak+1)(p)− ϕ(Rk+1, εk+1,Ak+1)(q)| < εk+1;(5.76)
|ψ(Rk+1, εk+1,Ak+1)(p)− ψ(Rk+1, εk+1,Ak+1)(q)| < εk+1;(5.77)
as τk+1 → 0 we can assume that
(5.78) Fc(R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk;Rk+1, εk+1,Ak+1; τk+1)
increases to a full measure subset of
(5.79) F (R1, ε1,A1; τ1; · · · ;Rk, εk,Ak; τk;Rk+1, εk+1,Ak+1).
Having fixed c > 0, it is possible to choose (R
(i)
h ), (τ
(i)
h ) such that:
• The sequences (R
(i)
h ), (τ
(i)
h ) are decreasing in both h ∈ N and i ∈ {1, . . . , N}.
• One has that limh→∞R
(i)
h = limh→∞ τ
(i)
h = 0.
• Letting
(5.80) Fh = Fc(R
(1)
h ,
1
h
,A1; τ
(1)
h ; · · · ;R
(N)
h ,
N
h
,AN ; τ
(N)
h ),
the Borel set V =
⋂
h Fh satisfies µ (X \ V ) < c.
We will simplify the notation for selectors and derivatives writing Γ
(i)
h , ϕ
(i)
h , and
ψ
(i)
h . Let p ∈ V and
(5.81)
(
1
th
X, p,
f − f(p)
th
)
→ (Y, q, g);
consider a subsequence th such that limh→∞
τ
(N)
h
th
= ∞. By passing to further
subsequences we can assume that:
• The ϕ
(i)
h (p) converge to wi ∈ C(vi, αi+θ)\B(0, δ), implying that the {wi}
N
i=1
are independent.
• The ψ
(i)
h (p) converge to δi ∈ [δ, C].
In particular, the functions
(5.82) Γ
(N)
h (p) : domΓ
(N)
h (p)→ X
are C-Lipschitz, and we define
(5.83) Γ˜
(N)
h (p) :
1
th
domΓ
(N)
h (p)→
1
th
X
by
(5.84) Γ˜
(N)
h (p)(s) = Γ
(N)
h (p)(th · s).
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From property (3) we obtain
(5.85) L1(dom Γ˜
(N)
h ∩B(0,
τ
(N)
h
th
)) ≥ 2
τ
(N)
h
th
(1−
1
h
).
The functions Γ˜
(N)
h (p) are still C-Lipschitz with respect to the rescaled metrics,
and Γ˜
(N)
h (p)(0) = p and by a variant of Ascoli–Arzela` we get a C-Lipschitz
(5.86) Γ˜(N)∞ : R→ Y
with Γ˜
(N)
∞ (0) = p. For s ∈ R we choose sh ∈ dom Γ˜
(N)
h (p) converging to s and
observe that by (4)
(5.87)
∣∣∣∣∣f ◦ Γ˜
(N)
h (p)(sh)− f(p)
th
− ϕ
(N)
h (p) · sh
∣∣∣∣∣ ≤ |sh|h ,
which implies
(5.88) g ◦ Γ˜(N)∞ (s) = wN · s.
A similar argument involving the metric derivative and ψ
(N)
h (p) shows that
(5.89) d(Γ˜(N)∞ (s), Γ˜
(N)
∞ (s
′)) = δN |s− s
′|.
If s ∈ R, because of (5.71), there are sh ∈ dom Γ˜
(N)
h converging to s such that
Γ
(N−1)
h
(
Γ
(N)
h (p)(sh)
)
is defined. Let
(5.90) Γ˜
(N−1)
h :
1
th
domΓ
(N−1)
h
(
Γ
(N)
h (p)(sh)
)
→
1
th
X
be defined by
(5.91) Γ˜
(N−1)
h (σ) = Γ
(N−1)
h
(
Γ
(N)
h (p)(sh)
)
(th · σ).
These functions are C-Lipschitz with respect to the rescaled metrics and a variant
of Ascoli–Arzela` yields a C-Lipschitz
(5.92) Γ˜(N−1)∞ : R→ Y
with Γ˜
(N−1)
∞ (0) = Γ˜
(N)
∞ (s). There is an analogue of (5.87) where ϕ
(N)
h (p) is replaced
by ϕ
(N−1)
h
(
Γ
(N)
h (p)(sh)
)
; as for h sufficiently large we have:
(5.93)
∣∣∣ϕ(N−1)h (Γ(N)h (p)(sh))− ϕ(N−1)h (p)∣∣∣ < 1h,
we conclude that:
(5.94) g ◦ Γ˜(N−1)∞ (σ) − g ◦ Γ˜
(N−1)
∞ (0) = wN−1 · σ.
A similar argument involving the metric derivative shows that
(5.95) d(Γ˜(N−1)∞ (s), Γ˜
(N−1)
∞ (s
′)) = δN−1 |s− s
′| .
Continuing inductively we conclude that there is a map Γ˜ : RN → Y such that
Γ˜(0) = q and, for each (0 ≤ k ≤ N −1) and each s ∈ Rk, the map γ˜(t) = Γ˜((0, t, s))
is a δN−k-constant speed geodesic satisfying:
(5.96) g ◦ γ(t)− g ◦ γ(0) = wN−k · t.
As the vectors wi are independent, the map g is surjective. 
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We need a Lemma relating the Assouad dimension of a space to that of a blow-up
[MT10, Prop. 6.1.5]:
Lemma 5.97. If X has Assouad dimension ≤ D and if (Y, q) ∈ Tan(X, p), then
Y has Assouad dimension ≤ D.
The following lemma provides a lower bound on the Assouad dimension.
Lemma 5.98. If Y has Assouad dimension ≤ D (or Hausdorff dimension ≤ D)
and if there is a surjective Lipschitz map g : Y → RN , then D ≥ N .
Proof. The argument in [Hei01, Subsec. 8.7] shows that the Assouad dimension of
Y is at least its Hausdorff dimension. Now Lipschitz maps do not increase the
Hausdorff dimension so the Hausdorff dimension of Y is at least the Hausdorff
dimension of g(Y ) = RN . 
We can now prove Corollary 5.99.
Corollary 5.99. If X is a metric space with Assouad dimension D and if µ is a
Radon measure, then X(µ) has index locally bounded by D.
Proof. We can reduce to the hypothesis of Theorem 5.56 because of Corollary 3.93
and then apply Lemmas 5.97, 5.98. 
Remark 5.100. Note that using ultralimits one can replace in Corollary 5.99 the
assumption on the Assouad dimension with a uniform upper bound D on the Haus-
dorff dimension of the blow-ups of X .
5.3. Construction of independent Lipschitz functions. The goal of this sub-
section is to prove Theorem 4.18. We will use the following Truncation Lemma
([Bat15, Lem. 4.1]).
Lemma 5.101. Let ε ∈ (0, h/4) and assume that S ⊂ X is Borel and f : X → R
is L-Lipschitz. Then there is an L-Lipschitz function g, constructed from f , such
that:
(1) The function g satisfies 0 ≤ g ≤ h.
(2) The function g is supported in B(S, 2hL ), which is the set of points at dis-
tance < 2hL from S.
(3) If x, y ∈ B(S, hL ),
(5.102) |f(x)− f(y)| ≥ |g(x)− g(y)|.
(4) There is a Borel subset S′ ⊂ S with
(5.103) µ(S′) ≥
(
1−
4ε
h
)
µ(S)
such that if x ∈ S and d(x, y) ≤ ε/L, then
(5.104) |f(x)− f(y)| = |g(x)− g(y)|.
Proof of Theorem 4.18. The strategy of the proof is to construct Lipschitz functions
that at some scales experience a definite lower bound on their variation, but at other
scales have a smaller Lipschitz constant. To construct such functions one uses as
building blocks Lipschitz functions which have small Lipschitz constants below some
scale, and then combines them in a series.
Choose m1 such that
1
m1
< α
2
25L and let h1 =
α2
4 and ε1 =
L
m1
. We use
Lemma 5.101 to find g1 and a Borel set S1 ⊂ S such that the following holds:
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(1) We have the inequalities µ(S1) ≥
(
1− 4ε1L
)
µ(S) ≥ 12µ(S).
(2) The function g1 is supported in B(S,
2h1
L ) = B(S,
α2
2L ) and for each x, y ∈ B(S,
h1
L )
(5.105) |fm1(x) − fm1(y)| ≥ |g1(x)− g1(y)|.
(3) If B is a ball of radius ρm1 centred at some point of S, the Lipschitz constant
of g1|B is at most
1
m1
.
(4) As ε1L =
1
m1
, for each x ∈ S1 there is x1 ∈ B(x,
1
m1
) with
(5.106) |g1(x) − g1(x1)| ≥ δ0d(x, x1) > 0.
We define gk+1 inductively in the following way. Having chosen mk+1 such that
(5.107)
1
mk+1
<
α2
2(k+1)+4L
ρmk ,
we let hk+1 =
α2
4 ρmk and εk+1 =
L
mk+1
. We use Lemma 5.101 to find gk+1 and a
Borel Sk+1 ⊂ S such that the following holds:
(1) We have the inequalities µ(Sk+1) ≥
(
1− 4εk+1L
)
µ(S) ≥
(
1−
ρmk
2k+1
)
µ(S).
(2) The function gk+1 is supported in B(S,
2hk+1
L ) = B(S,
α2ρmk
2L ) and for each
x, y ∈ B(S, hk+1L ),
(5.108) |fmk+1(x)− fmk+1(y)| ≥ |gk+1(x)− gk+1(y)|.
(3) If B is a ball of radius ρmk+1 centred at some point of S, the Lipschitz
constant of gk+1|B is at most
1
mk+1
.
(4) As εk+1L =
1
mk+1
, for each x ∈ Sk+1 there is xk+1 ∈ B(x,
1
mk+1
) with
(5.109) |gk+1(x) − gk+1(xk+1)| ≥ δ0d(x, xk+1) > 0.
Note that from the definition of mk one can verify by induction that
(5.110)
1
mk
≤
(
α2
L
)k
2−(
k(k+1)
2 +4k);
note also that
hs+1 =
α2
4
ρms ≤
α2
4
1
ms
,(5.111)
hs+k =
α2
4
(
α2
L
)k−1
2−(s+5)ρms (here k > 1);(5.112)
so that
(5.113)
∑
k≥s+1
hk ≤
α2
4
(
1 + 2−(s+5)
α2/L
1− α2/L
)
ρms .
This implies that if nk ր∞, then ϕ =
∑
k gnk <∞ defines a continuous function.
We show that ϕ is Lipschitz with Lipschitz constant
(5.114) 3
(
L+ α+
α2/L
1− α2/L
(1 + 2−6α)
)
.
DERIVATIONS AND ALBERTI REPRESENTATIONS 71
We want to bound |ϕ(x) − ϕ(y)|, and we will consider two distinct cases. In the
first case, we assume x ∈ S. If y 6= x assume there is some s such that d(x, y) ∈
(α2 ρms , ρms ]. If t ≤ s we have y ∈ B(x, ρmt) and thus we obtain
(5.115) |gt(x)− gt(xt)| ≤
1
mt
d(x, y);
in particular, from the estimate for 1mk we deduce that
(5.116)
∑
k
1
mk
≤
α2/L
1− α2/L
,
so that
(5.117)
∑
t≤s
|gt(x)− gt(xt)| ≤
α2/L
1− α2/L
d(x, y).
For the second estimate we use the bound (5.113):∑
t≥s+1
|gt(x) − gt(xt)| ≤ 2
∑
t≥s+1
ht
≤
α2
2
(
1 + 2−(s+5)
α2/L
1− α2/L
)
ρms
≤ α
(
1 + 2−(s+5)
α2/L
1− α2/L
)
d(x, y).
(5.118)
We therefore get the bound
(5.119) |ϕ(x) − ϕ(y)| ≤
(
α+
α2/L
1− α2/L
(1 + 2−6α)
)
d(x, y).
The other possibility is that d(x, y) ∈ (ρms+1 ,
α
2 ρms ] for some s or d(x, y) > ρm1 .
In this case we can estimate as above except that for gs+1 we must use the full
Lipschitz constant L. We therefore have:
(5.120) |ϕ(x) − ϕ(y)| ≤
(
L+ α+
α2/L
1− α2/L
(1 + 2−6α)
)
d(x, y).
In the second case x, y 6∈ S. We use that the functions gs are supported on a
neighbourhood of S. Without loss of generality we can assume d(x, S) ≤ d(y, S).
Now, for some s we have d(x, S) ∈ [α
2
2Lρms+1 ,
α2
2Lρms) (for s = 0 we let ρm0 = 1) or
d(x, S) ≥ α
2
2L . So for t ≥ s+ 2 we have that gt(x) = gt(y) = 0 and in the last case
ϕ(x) = ϕ(y) = 0 so there is nothing to prove. We first assume that d(x, y) < α
2
2Lρms .
Then the hypothesis on α implies that α2/L < 1 so that x, y belong to a ball centred
on S of radius at most ρms . For t ≤ s the Lipschitz constant of gt is then at most
1
mt
and thus (5.116) implies:
(5.121)
∑
t≤s
|gt(x) − gt(y)| ≤
α2/L
1− α2/L
d(x, y).
We therefore have:
(5.122) |ϕ(x) − ϕ(y)| ≤
(
L+
α2/L
1− α2/L
)
d(x, y).
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We now assume d(x, y) ≥ α
2
2Lρms . We can find x˜ ∈ S such that d(x, x˜) ≤
α2
2Lρms so
that
|ϕ(x) − ϕ(x˜)| ≤
(
L+ α+
α2/L
1− α2/L
(1 + 2−6α)
)
d(x, x˜)(5.123)
|ϕ(y)− ϕ(x˜)| ≤
(
L+ α+
α2/L
1− α2/L
(1 + 2−6α)
)
d(y, x˜).(5.124)
Note now that d(x˜, x) ≤ d(x, y) and d(x˜, y) ≤ 2d(x, y). Therefore:
(5.125) |ϕ(x) − ϕ(y)| ≤ 3
(
L+ α+
α2/L
1− α2/L
(1 + 2−6α)
)
d(x, y).
We now pass to the construction of M independent functions. We let
(5.126) ψj =
∑
k ≡ j modM
gk
and
(5.127) S˜j =
⋂
k
⋃
s≥k
s≡j modM
Ss,
which is a full measure Borel subset of S. In particular S′ =
⋂
j S˜j is a full measure
Borel subset of S. Let x˜ ∈ S′ and assume that |λ0| ≥ max0≤i≤M−1 |λi|. For each k
there is an nk ≥ k with x ∈ Snk and nk ≡ 0 modM . We can then find a point xnk
such that
(5.128) |gnk(x)− gnk(xnk )| ≥ δ0d(x, xnk ) > 0.
Then
(5.129)∣∣∣∣∣∣
M−1∑
j=0
λjψj(x)− λjψj(xnk)
∣∣∣∣∣∣ ≥ |λ0|

δ0d(x, xnk )− ∑
t6=nk
|gt(x)− gt(xnk)|

 .
The terms for t > nk can be bounded using (5.118) to get:
(5.130)
∑
t>nk
|gt(x)− gt(xnk)| ≤ α
(
1 + 2−(nk+5)
α2/L
1− α2/L
)
d(x, xnk ).
Note that for t < nk, d(x, xk) < ρmt so by (5.117) we have the following bound on
the terms for t < nk:
(5.131)
∑
t<nk
|gt(x) − gt(xnk)| ≤
α2/L
1− α2/L
d(x, xnk ).
Letting k ր∞ we conclude that
(5.132) £
(
M−1∑
i=0
λiψi
)
(x) ≥
(
δ0 −
α2/L
1− α2/L
− α
)
|λ0|.
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Remark 5.133. Let ϕα denote the function ϕ that we constructed in the previous
proof for a given value of α. We observe that by varying α one can violate the
Lip-lip inequality. Specifically, consider what happens to ϕα as α ց 0: we get a
full measure Borel subset S′ ⊂ S with
(5.134) inf
x∈S′
£ϕα(x) ≥
(
δ0 −
α2/L
1− α2/L
− α
)
and if x ∈ S′ and r ∈ (α2 ρms , ρms ],
(5.135) Varϕα(x, r) ≤
(
α+
α2/L
1− α2/L
(1 + 2−6α)
)
;
in particular, on a full measure subset of S the Lip-lip inequality (1.11) is violated.
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