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Abstract
Building on the discussion in PRA 93, 042510 (2016), we present a systematic derivation of gradient corrections to
the kinetic-energy functional and the one-particle density, in particular for two-dimensional systems. We derive the
leading gradient corrections from a semiclassical expansion based on Wigner’s phase space formalism and demon-
strate that the semiclassical kinetic-energy density functional at zero temperature cannot be evaluated unambiguously.
In contrast, a density-potential functional description that effectively incorporates interactions provides unambiguous
gradient corrections. Employing an averaging procedure that involves Airy functions, thereby partially resumming
higher-order gradient corrections, we facilitate a smooth transition of the particle density into the classically forbidden
region of arbitrary smooth potentials. We find excellent agreement of the semiclassical Airy-averaged particle densi-
ties with the exact densities for very low but finite temperatures, illustrated for a Fermi gas with harmonic potential
energy. We furthermore provide criteria for the applicability of the semiclassical expansions at low temperatures.
Finally, we derive a well-behaved ground-state kinetic-energy functional, which improves on the Thomas-Fermi ap-
proximation.
Keywords: orbital-free density-functional theory, gradient corrections, semiclassical expansions, single-particle
density, kinetic energy functional, fermion gases
PACS: 31.15.E-, 71.10.Ca, 67.85.Lm, 03.65.S
1. Introduction
Systems with large particle numbers at low temperatures, where quantum effects become pronounced while clas-
sical physics still prevails, are a natural playground for semiclassical expansions. Our objective is to use Wigner’s
phase-space formulation [1–3] for systematic semiclassical approximations that are potentially useful for a large vari-
ety of applications. For example, these may range from semiclassical descriptions of atoms [4] over spectral properties
of matter waves in random potentials [5] to interacting quantum gases in various trap geometries [6–9]. The present
work is a sequel to [10], where the leading gradient correction to the kinetic energy for two-dimensional fermion gases
is derived. Here we focus on the gradient corrections to the one-particle density in the realm of density functional
theory.
Density functional theory (DFT), formulated in 1964 by Hohenberg and Kohn [11], has since become a powerful
method for coping with many-body problems. DFT is a well-established and widely used tool. Especially, applications
in chemistry and condensed matter physics rely on techniques from DFT — in particular its Kohn-Sham-formulation
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D τTF[n] τsc[n] − τTF[n] Ref.
1 pi
2~2
24m
(
n(x)
)3 − ~224m (∂xn(x))2n(x) [30–32]
2 pi~22m
(
n(r)
)2 ~224m δ(n(r))(∇n(r))2 [33, 34]
0 [30–32, 35, 36]
3 ~
2(3pi2)5/3
10pi2m
(
n(r)
)5/3 ~2
72m
(∇n(r))2
n(r) [23, 30–32]
Table 1: Thomas-Fermi approximation ETFkin[n] and O(∇2) gradient corrections Esckin[n] of the kinetic energy Ekin[n] as a functional of the one-
particle density n(r) at position r. We give the ground-state kinetic-energy densities τTF[n] and the corrections τsc[n] − τTF[n] to order ∇2 as
presented in the literature for D = 1, 2, and 3 dimensions.
[12, 13] — with nowadays thousands of publications each year1 [14, 15]. Of course, due to the unknown explicit
form of the ground-state energy E[n] as a functional of the one-particle density n, all applications of DFT have to
rely on some physical insight and modeling for setting up an approximate expression for E[n]. A myriad of such
approximate energy functionals have been formulated. Many of them are refined, tuned, and trained to tackle specific
classes of problems; see [14–17] for a selection of recent reviews. These massaged functionals tend to perform poorly
on physical systems other than those they are adjusted to.
The wave function-based Kohn-Sham scheme is often employed for simulating mesoscopic systems, albeit re-
stricted to moderate system sizes. It yields fairly accurate predictions in three dimensions, but exhibits a problematic
transition to two-dimensional systems [18–20]. Those limitations are thought to be overcome via the computation-
ally highly efficient orbital-free DFT — provided an explicit form of the noninteracting ground-state kinetic-energy
functional Ekin[n] is available. The Thomas-Fermi (TF) model [21, 22], the predecessor of orbital-free DFT, provides
the exact kinetic energy of a noninteracting electron gas with uniform distribution in phase space and serves as a first
approximation for inhomogeneous systems. For nonuniform systems, a series of corrections in terms of gradients
of the particle density is taken into account to improve upon the TF approximation. Several methods are used for
calculating the so-called gradient or quantum corrections as an asymptotic series, formally in powers of ~, where the
TF term is the (semi-)classical limit to order O(∇0) 2; see for example [23, 24].
We consider semiclassical expansions of physical observables in terms of Wigner’s phase-space function [1–3, 25–
27]. This approach is well suited for the systematic and explicit calculation of small quantum corrections beyond the
classical limit in systems with large particle numbers. Gradient corrections in D = 3 spatial dimensions (3D) are
available up to O(∇6) (see for example [23, 28, 29]) and implemented in DFT codes.
Surprisingly, comparably little attention has been paid to an unresolved puzzle in orbital-free DFT: The hitherto
available quantum corrections beyond the Thomas-Fermi approximation for Ekin[n] are not bounded from below for
one-dimensional systems and are, at best, ambiguous in two dimensions. In Table 1 we cite the TF approximation
ETFkin[n] of the kinetic energy functional Ekin[n] and the semiclassical approximation E
sc
kin[n] that includes gradient
corrections up to O(∇2) as reported to date. The sign of the gradient correction in 1D is negative. Consequently,
the according energy functional is not even bounded from below. As derived in [31, 32] by the Kirzhnits method
[23, 28], the gradient corrections for two-dimensional systems vanish to all orders in ∇, and one may be led to the
wrong conclusion that the TF term constitutes the exact kinetic-energy functional. Vanishing O(∇2) corrections are
also found in [34], where δ
(
n(r)
)(∇n(r))2 is argued to be zero for the true physical particle density, which is nonzero
everywhere. However, in a perturbation-theoretic evaluation consistent within an approximation up to order ∇2, the
leading correction to the energy can be evaluated with the TF density [10], which is indeed zero at the quantum-
classical boundary. At this boundary, however, the gradient of the TF density is ambiguous, and the semiclassical
gradient expansion of the density functional Ekin[n] given in Table 1 fails to provide leading-order quantum corrections
1Only few studies deal with developments of DFT, fewer yet with functionals for two-dimensional systems.
2Observing that the TF term also includes ~, which translates the scales of atomic physics to macroscopic scales of immediate experience,
we refrain from the common notation O(~). Instead, an appropriate notation is O(∇) since each power of ~ that originates in the semiclassical
expansion is accompanied by one power of the gradient, and the TF term is recovered in the limit of a constant potential, that is, at order ∇0.
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consistently.
Aside from the introduction of ad hoc parameters to obtain gradient corrections in two dimensions (see for example
[37]) other approximations such as the average-density approximation [38] or the semiclassical Wigner-Kirkwood
method [33, 34] have been considered. Yet, a systematic semiclassical expansion for the kinetic-energy functional
that yields consistent gradient corrections without adjustable parameters is currently not available. We shall see that
the trouble with the gradient corrections to Ekin[n] in 2D results from the lack of a one-to-one correspondence between
density (to O(∇2)) and effective potential energy. Given that we stick to a semiclassical expansion to obtain consistent
gradient corrections of the kinetic energy, we need information about the system beyond what the TF density can
provide. This information has to come from the external potential, or, more generally, from the effective potential that
incorporates interactions 3. Therefore, we keep both density and effective potential energy as independent variables
of the total energy functional. This flexible formulation yields unambiguous kinetic-energy gradient corrections and
provides a convenient tool for obtaining the particle density. The methods presented here are also applicable in 3D
and 1D [39].
In a recent analysis by the authors the leading correction to the kinetic energy beyond the TF approximation
in 2D is derived and shown to be nonzero [10]. This correction resolves the long-standing dilemma of vanishing
gradient corrections to the kinetic energy. While we demonstrate in the present article that the corresponding gradient-
corrected particle density to O(∇2) is not satisfactory, the unphysical features of the O(∇2) density at the border
between classically allowed and forbidden regions are eliminated via Airy averaging. However, the zero-temperature
version of the Airy-averaged densities is unreliable at the extrema of the effective potential energy. This shortcoming is
shown to originate in a problematic zero-temperature limit that renders both the O(∇2) and the Airy-averaged density
unphysical. But, at a finite, yet tiny, temperature and in contrast to the O(∇2) density, the Airy-averaged density is
fully satisfactory throughout.
We want to stress that densities of Fermi gases beyond the TF approximation are sought-after quantities by them-
selves. Although TF densities are frequently used, for example in [40–42], their corrections should be investigated
to assess the validity and quality of the TF approximation. Furthermore, a more elaborate theoretical description of
the spatial region around the quantum-classical boundary will eventually be required in various applications, e.g.,
for more precise thermometry [43–45]. Improved density profiles also have to be considered in the realm of inter-
acting multi-component Fermi gases, for example for itinerant ferromagnetism, where the inter-species interfaces of
repulsive fermion components can crucially depend on gradient corrections [46–52].
This article is organized as follows: In Section 2 we introduce the energy of an interacting many-body system
as a functional of both the one-particle density and the effective one-particle potential. We present a systematic
semiclassical expansion obtained from Wigner’s phase-space formulation in Section 3. In particular, we include
an approach which involves an averaging procedure with Airy functions to tackle the ambiguities at the quantum-
classical boundary. We investigate the semiclassical expansion of the one-particle density for both finite and zero
temperature in Section 4. An illustration of our findings is given in Sections 4.1 and 4.2 for a two-dimensional
harmonic oscillator. The subtleties of the zero-temperature limit for the gradient corrections of the particle density
are discussed in Section 4.3. We turn to the kinetic-energy functional in Section 5 and discuss the ambiguities of
the gradient corrections of Ekin[n] for two dimensions as reported in [34], which are related to the quantum-classical
boundary. We show that the semiclassical Airy-averaged energy functionals provide systematic and unambiguous
improvement over the TF approximation for the energy and, particularly, the particle density, most noticeable at the
boundary between the classically allowed and forbidden regions.
2. Energy functionals
According to the Hohenberg-Kohn theorem [11, 13] the ground-state energy of a system in an external poten-
tial can be expressed as a functional of the one-particle density n(r). Conservation of the particle number N is
introduced via the Lagrange multiplier µ, the chemical potential, such that the ground-state energy is the extremum
3Where appropriate for brevity we write ‘potential’ instead of ‘potential energy’, which does not introduce confusion in the context of this
paper.
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E0 = extr{n,µ} E[n, µ], where
E[n, µ] = Ekin[n] + Eext[n] + Eint[n] + µ
(
N −
∫
(dr) n(r)
)
(1)
includes the density functionals of the kinetic energy Ekin[n], the potential energy due to an external single-particle
potential energy Eext[n] =
∫
(dr)Vext(r) n(r), and the interaction energy Eint[n]. Eventually, we are interested in the
kinetic-energy functional Ekin[n] beyond the Thomas-Fermi approximation. Following the approach in [4, 10, 53, 54],
we introduce the Legendre transform
E1[V − µ] = Ekin[n] +
∫
(dr)
(
V(r) − µ) n(r) (2)
of Ekin[n], where the effective potential (energy) is defined as
V(r) = µ − δEkin[n]
δn(r)
. (3)
We write the total energy as a functional of the unconstrained variables V , n, and µ,
E[V, n, µ] = E1[V − µ] −
∫
(dr) n(r)
(
V(r) − Vext(r)) + Eint[n] + µN. (4)
At the ground-state energy, the variations of Eq. (4) w.r.t. V , n, and µ yield
n(r) =
δE1[V − µ]
δV(r)
, (5)
V(r) = Vext(r) +
δEint[n]
δn(r)
, (6)
and
N = −∂E1[V − µ]
∂µ
, (7)
respectively. While being equivalent to both the density-only and the potential-only functional description [55–60],
the mixed density-potential functional formulation in Eq. (4) is more flexible. The coupled Eqs. (5)–(7) allow for the
elimination of either the density or the effective potential as variables from E[V, n, µ] in favor of the other variable 4.
For a given effective potential energy V the particle density n is obtained from Eq. (5), whereas Eq. (6) yields V for a
given n. In practice, one solves Eqs. (5) and (6) self-consistently for a fixed value of µ and gets the relation between µ
and N by combining Eqs. (5) and (7). Approximate particle densities, such as the 1D expression reported in [61], can
be viewed as approximations of the r.h.s. of Eq. (5).
In this paper we deal with E1[V − µ] and Eq. (5), but do not consider Eq. (6), which is standard fare in DFT: With
the interaction accounted for in an effective potential energy, which then differs from the external potential energy
according to Eq. (6), we can study an effectively noninteracting system. For truly noninteracting systems, Eq. (6)
directly yields V(r) = Vext(r) at the ground-state density.
Approximations of the kinetic energy and the particle density, respectively, can then be introduced by approximat-
ing E1[V − µ]. Once an expression for E1[V − µ] is given, the V-dependence of the particle density in Eq. (5) may be
inverted such that the resulting n-dependent effective potential energy yields Ekin[n] via Eq. (2), if this is feasible and
wanted.
4For instance, Eq. (6) holds for all V and µ at the ground-state density. If we demand Eq. (6) to hold at all positions r, the particle density ceases
to be a variable of the total energy functional in Eq. (4). Then, the ground-state density is rather defined by Eq. (6) (and conveniently obtained by
Eq. (5)) in terms of the effective potential. In general, all three ground-state variables n, V , and µ have to be found self-consistently for obtaining
the stationary points of Eq. (4).
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The above reformulation of the total energy proves also valuable because the functional E1[V − µ] defined in
Eq. (2) can be expressed as
E1[V − µ] = tr{ET (H − µ)}, (8)
see [53], with a function ET (T for temperature) of the single-particle Hamiltonian
H(R,P ) =
P 2
2m
+ V(R), (9)
where R and P are the single-particle position and momentum vector operators, respectively. Thus, we reduced the
problem of expressing the kinetic energy Ekin and particle density n of an interacting many-fermion system to the
task of evaluating a single-particle trace of an operator. For the purpose of the present work we are content with the
approximate nonrelativistic Hamiltonian in Eq. (9). In particular, we are not accommodating an external magnetic
field. The single-particle trace in Eq. (8) includes the spin multiplicity.
For interacting systems, ET (H − µ) is a complicated operator, and its explicit form is unknown. But we can
approximate it by its expression for noninteracting fermions at T = 0,
E0(H − µ) = (H − µ) η(µ − H), (10)
see [53], which has a very good track record [53, 54, 62]; it is exact if one includes the kinetic-energy contribution
to the correlation energy in the density functional for the interaction energy 5, as one would do when employing the
formalism of Kohn-Sham orbitals. Approximations of Ekin and n, respectively, can be introduced by approximating
the trace in Eq. (8) with the aid of Eq. (10).
We shall develop semiclassical expressions that target low temperatures and investigate the zero-temperature limit
since any realistic system is at finite temperature, although very close to its ground state for small enough T . Requiring
Eq. (10) to be the zero-temperature limit of ET (H − µ) at finite T , we choose
ET (H − µ) = (−kBT ) ln
(
1 + e(µ−H)/kBT
)
, (11)
which reduces to Eq. (10) for T → 0. The Boltzmann constant is denoted as kB. We recognize, therefore, that E1[V−µ]
is the logarithm of the grand-canonical partition function, multiplied by −kBT , of fermions with the single-particle
energy of Eq. (9). From Eq. (11) we shall find in Section 3 that the single-particle density n(r), derived in accordance
with Eq. (5), incorporates the Fermi-Dirac distribution as anticipated. A mere replacement of η(µ − H) in Eq. (10) by
the Fermi-Dirac distribution would introduce additional total derivatives to n(r). The operator in Eq. (11) yields exact
expressions for E1[V − µ] in the case of noninteracting fermions for T ≥ 0. Aiming at the quantum corrections of
Eq. (8), we provide a systematic semiclassical expansion of the trace of arbitrary operators in the following section.
3. Airy-averaged Wigner transforms
We choose Wigner’s phase-space formulation of quantum mechanics to facilitate a systematic expansion of the
trace of an operator in terms of quantum corrections beyond the classical limit. Then, semiclassical expansions of the
kinetic energy in Eq. (2) and the particle density in Eq. (5) are also readily available. The standard Wigner function
formalism (see for example [1–3, 25–27]) is outlined in the following. Details are provided in the Appendix.
One advantage of the Wigner function formalism lies in its ability to express the trace of any operator A(R,P ),
depending on position operator R and momentum operator P , as the phase-space integral
tr{A(R,P )} =
∫
(dr)(dp)
(2pi~)D
AW (r,p) (12)
5This kinetic energy contribution is the difference between the true kinetic energy of the interacting ground state and the kinetic energy obtained
from the ground state of the effectively noninteracting system with the external potential energy replaced by V(r).
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of its Wigner transform AW (r,p) over the D-dimensional phase-space variables r and p. In the mathematical lit-
erature, the Wigner transform is known as the Weyl symbol. For brevity we will henceforth not write r and p
dependencies, where appropriate.
As an example to be used in the sequel, we consider a system of N spin-1/2 fermions with the single-particle
Hamiltonian in Eq. (9) and chemical potential µ(T ). From Eqs. (5) and (11), we then find the single-particle density
n(r) =
2
(2pi~)D
∫
(dp)
[
ηT (µ − H)]W (r,p), (13)
where the Fermi-Dirac distribution
ηT (µ − H) =
(
1 + e(H−µ)/kBT
)−1
(14)
obeys ηT→0(µ − H) = η0(µ − H) = η(µ − H), such that Eq. (13) holds for both finite and zero temperature. We em-
phasize again that the single-particle Hamiltonian H incorporates interactions via the effective potential energy V .
If the Wigner transform AW is known, Eq. (12) can be evaluated explicitly. We seek a gradient expansion of the
energy functional E1[V − µ] with the aid of Eqs. (10) and (11), respectively, for both of which the Wigner transform
is not known in general. The Wigner transform of arbitrary operator-valued functions f (A) is approximated by
[
f (A)
]
W  f (AW ) −
~2
16
{
AWΛ2AW
}
f ′′(AW ) +
~2
24
{
AWΛAWΛAW
}
f ′′′(AW ); (15)
see [1, 24, 63] and Appendix B. Here and in the following ‘’ refers to approximate expressions that include all
contributions of the exact expression up to (and including) order ∇2. The TF term f (AW ) of O(∇0) is modified by
quantum corrections of O(∇2). Observe that the powers of ~ are accompanied by equal powers of the two-sided
differential operator of the Poisson bracket
Λ =
←
∂r ·
→
∂p −
←
∂p ·
→
∂r, (16)
which acts only on the immediately neighboring functions AW inside the curly-bracket terms in Eq. (15).
The semiclassical expansion in Eq. (15) is viable in retrospect if the quantum corrections turn out to be much
smaller than the classical part. This cannot be guaranteed in general — we shall find that Eq. (15) is unreliable at the
border between the classically allowed and forbidden regions. As a cure, we will make use of an averaging procedure
with the Airy function Ai(x) as a weight. Airy functions in the context of crossing the said border are familiar from
WKB connection formulas, and have been used, for instance, in [64–66] to deal with semiclassical expansions at the
classical turning point. Airy-averaged expressions that are similar to the ones introduced here, although not referring
to Wigner functions at intermediate steps, have been exploited in refinements of the TF model of atoms; see [62] and
Chapter 4 in [4]. The Airy-averaged analogue of Eq. (15) is derived in Appendix B and reads
[
f (A)
]
W 
∫
dxAi(x)
[
f
(
A˜W
) − ~2
16
{
AWΛ2AW
}
f ′′
(
A˜W
)]
, (17)
where
A˜W = AW + x
[
(~2/8)
{
AWΛAWΛAW
}]1/3
. (18)
For
AW (r,p) = HW (r,p) − µ = p
2
2m
+ V(r) − µ (19)
we show in Appendix B that∫
(dp)
[
f (A)
]
W (r,p) 
∫
(dp)
∫
dxAi(x)
[
f
(
A˜W
) − ~2(∇2V)
12m
f ′′
(
A˜W
)]
, (20)
6
where A˜W = A˜W (r,p) = HW (r,p) − µ − x a(r), with
a(r) =
|~∇V(r)|2/3
2m1/3
. (21)
The primes denote differentiation with respect to the argument of the function. In contrast to Eq. (15), the approxi-
mation in Eq. (20) includes higher orders than O(∇2) and is reminiscent of the “resummed ~ expansions” of [66, 67],
for example. However, the momentum integral of Eq. (15) coincides with Eq. (20) up to O(∇2). Conversely, Eq. (15)
follows from the O(∇2) truncation of the Airy-averaged Wigner transform in Eq. (17) for arbitrary operators A(R,P ).
The Airy function provides an exact solution of the Schrödinger equation for linear potentials. Hence, we can
expect an improved expression for
[
f (A)
]
W in case of nonlinear potentials which are approximately linear in the
vicinity of the quantum-classical boundary; see [4].
4. One-particle density
The semiclassical Wigner transforms in Eqs. (15) and (17) form the basis for our investigation of the kinetic energy
from the potential functional E1[V − µ] in Eq. (2), and thus, for the particle density n(r) in Eq. (13). As an integral of
n(r) we can expect the global quantity E1[V − µ] to be more regular than n(r) itself. Under specific approximations
E1[V − µ] may be well-behaved while the local quantity n(r) may become unphysical, i.e., negative or complex 6.
Therefore, n(r) can help to discriminate appropriate from inappropriate approximations of E1[V − µ].
In Sections 4.1 and 4.2 we give the semiclassical particle densities in 2D, obtained from Eq. (13) by approxi-
mating
[
ηT (µ − H)]W with Eqs. (15) and (20), respectively. From Eq. (15) we get the semiclassical particle density
nsc(r,T )  n(r) to O(∇2), while nAi(r,T )  n(r) follows from Eq. (20). We analyze both nsc(r,T ) and nAi(r,T ) for
a 2D harmonic oscillator,
V(r) =
1
2
mω2r2, (22)
and compare with the exact densities. The harmonic oscillator commonly serves as a benchmark system. If a method
fails for the harmonic oscillator, one should consider an improved method before trusting results for more complex
systems. In fact, we will encounter an incompatibility between the semiclassical gradient expansion and the zero-
temperature limit, investigated in detail in Section 4.3.
We emphasize that we choose Eq. (22) only since exact results are available for noninteracting fermions in an
external harmonic potential. The following derivations of densities and energies as functionals of V are no different if
interactions are taken into account via Eq. (6). In this context, we also note that the quality of self-consistent solutions
of Eqs. (5)–(7) depends equally crucially on the quality of the approximate interaction-energy density functional in
Eq. (6) as on the quality of the approximate potential functional Eq. (5). In this work we focus on the latter, eyeing
semiclassical developments of orbital-free alternatives to KS-DFT — very much in the spirit of [61], which establishes
accurate semiclassical expressions for the particle density in 1D. We derive the r.h.s. of Eq. (5) from approximations
for the Wigner function that is integrated in Eq. (13). Our strategy is therefore to study the quality of the various
approximations for the Wigner function in Eq. (13), and thus for the density, without confusing the matter by an
admixture of approximations for the interaction energy.
The computational cost in calculating density profiles with our orbital-free approach is independent of the particle
number N. To underscore the feasibility for large N (e.g. N ∼ 105) we choose 316 filled harmonic oscillator shells
for the examples in Sections 4.1 and 4.2, corresponding to N = 100172 unpolarized spin-1/2 fermions. Ground-state
energies for various N are presented in Section 5.2.
4.1. Semiclassical particle density to order ∇2
Using the approximation given in Eq. (15), we arrive at the semiclassical approximation
nsc(r,T ) = nTF(r,T ) + ∆qun(r,T ) (23)
6For instance, TF densities of two-component Fermi gases with contact interaction can become negative or complex, depending on the choices
of system parameters. Then the variational equations that determine the unphysical density expressions are invalid in the first place; see [52].
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of Eq. (13), where
nTF(r,T ) =
mkBT
pi~2
ln
(
1 +
1
z
)
, (24)
∆qun(r,T ) = − ∇
2U
12pikBT
z
(1 + z)2
+
(∇U)2
24pi(kBT )2
z2 − z
(1 + z)3
, (25)
U = U(r) = V(r) − µ, (26)
and the fugacity
z = z(r,T ) = eU/kBT . (27)
Equation (23) holds up to O(∇2) and was also obtained in [68] from a Wigner-Kirkwood expansion.
Eventually targeting the ground-state kinetic-energy functional, we are especially interested in the behavior of the
semiclassical expansions at small T . Moreover, temperatures well below the Fermi temperature, kBT  kBTF = µTF,
are demanded for experiments with ultracold quantum gases and even more so for the description of electron gases in
metals and other solid state systems, where typical Fermi temperatures are of the order of several 104 K [69]. For the
exact density we specify the chemical potential with the help of the Sommerfeld expansion in 2D,
µex(T )
µTF
≈ 1 − pi
2
6
(
kBT
µTF
)2
− pi
4
72
(
kBT
µTF
)4
, (28)
with terms of order (kBT/µTF)6 neglected; see [69]. The truncated Sommerfeld expansion is a suitable approximation
for temperatures T  TF 7. The chemical potential µ that enters our formalism as a Lagrange multiplier in Eq. (1)
has to be determined from the self-consistent solution of Eqs. (5)–(7), i.e., eventually from N =
∫
(dr) n(r) with a
µ-dependent n(r). The numerical value of µ depends on the chosen approximation of E1 and generally differs from
both µTF and µex.
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n
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nsc(T7)
nex(0)
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Fig. 1. The (isotropic) 2D particle densities for the semiclassical approximation in Eq. (23) as functions of the normalized radial coordinate
r/r0. Main plot: The chosen temperatures are T1 = TF/2 ≈ 1.2 µK (i.e., kBT1 = ~ω
√
N/2), T2 = TF/8 ≈ 300 nK, and T3 = TF/20 ≈ 120 nK.
We observe no visible differences between the semiclassical densities nsc(Ti) = nsc(r,Ti) (solid lines) and the exact densities (dotted lines) at the
respective temperatures. The inset shows nsc(T7) near the origin, with T7 = 5 × 10−7TF ≈ 1.2 pK, in comparison with the exact ground-state density
nex(T = 0) and the TF density from Eq. (29). The oscillations of nex(0) are not captured by nsc(T7), which rather accounts for an approximate
average over the oscillations and matches nTF (at the plot resolution).
7We use the terms of Eq. (28) up to O(T 4) for our numerical calculations. Within the temperature range considered in this work our numerical
results do not change qualitatively if the T 4 term of Eq. (28) is omitted. For T1 = TF/2 we find the appropriate chemical potential numerically.
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Fig. 2. Particle densities nsc(Ti) (solid lines) around r0 for the system parameters as in Fig. 1, but for the temperatures T4 = TF/50 ≈ 48 nK,
T5 = TF/800 ≈ 3 nK, and T6 = TF/2000 ≈ 1.2 nK. The exact density for T = T4 is depicted as well. Obviously, nsc(T ) turns negative below
temperatures of a few nano-Kelvin and exhibits its diverging character, vividly illustrated for T = T7.
Figures 1 and 2 show the particle density nsc(r,T ) from Eq. (23) for various temperatures. The positions r0 given
by V(r0) = µ(T = 0) determine the (D − 1)-dimensional quantum-classical boundary which we henceforth abbreviate
by r0 8. We illustrate the densities in units of nc = mω/(pi~) as a function of r/r0 = |r|/r0, with ω = 1000 s−1 9. Figure
1 shows excellent agreement between nsc(r,T ) and the exact densities nex(r,T ) taken from [70, 71]. In particular,
Fig. 1 does not reveal any inconsistent behavior of nsc(r,T ) around r0 at the chosen temperatures. We rather observe
a smooth transition into the classically forbidden region of the potential 10. However, for lower temperatures we
observe unphysical features of nsc(r,T ) in a small neighborhood around r0 (see Fig. 2): nsc(r,T ) turns negative, and
the magnitude of this anomaly increases as T is lowered. Figure 1 includes the TF density
nTF(r) = − m
pi~2
U(r) η
( − U(r)) (29)
at T = 0 11. For the 2D harmonic oscillator, nTF(r) integrates to the particle number
N =
∫
(dr) nTF(r) =
(mω
2~
)2
r40 (30)
and drops to zero with a cusp at the radius
r0 =
(
2~
mω
) 1
2
N
1
4 . (31)
The appropriate chemical potential is determined from Eqs. (29) and (30) for a given particle number N: µ = µTF =
1
2mω
2r20 = ~ω
√
N. The graphs of nTF(r) and nsc(r,T7) are indistinguishable at the resolution of the plot, except very
close to r0.
The prime motivation for developing semiclassical approximations of n(r) is to overcome the failure of the TF
approximation in the vicinity of r0. There is no a priori reason to believe that those approximations work well deep
8For example, |r0 | = r0 ≈ 32.1 µm if we employ 100172 unpolarized 40K atoms.
9These normalizations provide density profiles that are independent of the particle mass. Given large N and low T , n(r = 0)/nc approximately
equals the number of filled oscillator shells.
10The TF density for finite temperature, viz. the leading term of nsc in Eq. (23), is indistinguishable (to the eye) from the full expression nsc at
T1, T2, T3, and T4.
11The TF densities for T > 0 stay positive across the quantum-classical boundary, in contrast to nsc(r,T ) for T . T5.
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in the classically forbidden region, where only very small contributions to the total energy E[n] are expected. But
the contributions to E[n] from the region around the quantum-classical boundary have to be taken into account for an
improvement over the TF approximation. As is obvious from Fig. 2, nsc(r,T ) fails precisely where it should improve
matters. Clearly, including only first-order gradient corrections is not sufficient for obtaining a physically reasonable
particle density at low enough temperatures. One has to go beyond O(∇2) to tackle the singular behavior of nsc(r,T )
at r0. As we shall demonstrate in the following, the Airy-averaged particle density nAi(r,T ) provides an excellent
description around r0.
4.2. Airy-averaged particle density
In this section we analyze the Airy-averaged particle density nAi(r,T )  n(r). By virtue of the construction of the
Airy average it coincides with the semiclassical density in Eq. (23) up to O(∇2); see Appendix B. But it is designed
to improve on the description of the particle density in the vicinity of the quantum-classical boundary. No other
assessment of the quality of Airy-averaged densities is available in the literature12.
For the approximation in Eq. (20) the density in Eq. (13) reads
nAi(r,T ) =
1∑
j=0
nAij (r,T ) =
∫
dxAi(x) ν(x, r), (32)
where nAij (r,T ) =
∫
dxAi(x) ν j(r,T ),
ν(x, r) = ν0(x, r) + ν1(x, r), (33)
ν0(x, r) =
mkBT
pi~2
ln
(
1 +
1
ζ
)
, (34)
ν1(x, r) = − ∇
2U
12pikBT
ζ
(1 + ζ)2
, (35)
and
ζ = ζ(x, r,T ) = e[U(r)−x a(r)]/kBT . (36)
We recover the leading (TF) term in Eq. (23) from the leading term nAi0 (r,T ) of Eq. (32) if we consider flat
potentials (i.e., ∇U = 0, amounting to ζ = z) and use ∫ dxAi(x) = 1.
Figures 3 and 4 demonstrate the high quality of the semiclassical approximation nAi(r,T ) from Eq. (32) — su-
perior to nsc(r,T ), cf. Fig. 2. The densities exhibit a regular behavior across the quantum-classical boundary r0,
as opposed to nsc(r,T ): There are no differences (to the eye) between nAi(r,T ) and the exact densities nex(r,T ) in
Fig. 3. Both agree especially well around r0, where our numerical data indicate that nAi(r,T ) tends to the exact
zero-temperature density as the temperature decreases. As demonstrated in Fig. 4 the Airy-averaged density also
outperforms the TF density nTF(r,T ), given by the first term of Eq. (23), which smoothly reaches beyond r0 at finite
T .
It is straightforward to show that nAi(r,T ) > 0 if
(kBT )2 >
~2
12m
|∇2U(r)| (37)
because Eq. (37) ensures that ν(−∞, r) > 0 and ∂xν(x, r) > 0 for all x. Then, as x increases, the growing amplitude and
decreasing frequency of the oscillations of Ai(x) guarantees that the negative contributions to the integral in Eq. (32)
12This is also true for the three-dimensional precursor in [62] of the two-dimensional situation studied here. Although Airy-averaged densities
of closed Bohr shells were compared with exact densities in [72], no systematic benchmarking was performed. Regarding self-consistent solutions,
the somewhat strange features one sees in the radial densities reported in [73] are a combined effect of the Airy-averaged gradient corrections of
[62], the particular way in which strongly-bound electrons are handled, and the approximate treatment of the electron-electron exchange interaction
(see also the plots on pages 288–290 in [4]); the quality of the Airy-averaged gradient corrections themselves cannot be judged in a study of this
kind.
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Fig. 3. Plot of the Airy-averaged density given in Eq. (32) for a 2D harmonic oscillator at temperatures as noted in Figs. 1 and 2. The densities
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Fig. 4. Comparison of the Airy-averaged density in Eq. (32) and the O(∇2) density in Eq. (23) with the exact and the TF densities for 100172
fermions in a 2D harmonic oscillator. The main plot depicts the densities in the classically forbidden region for T = T4 ≈ 48 nK, a temperature
high enough to ensure nsc > 0. The inset shows the same densities, but for T = T5 ≈ 3 nK and around the quantum-classical boundary, where the
improvement of nAi over both nTF and nsc is evident.
are overcompensated by the positive ones 13. For example, the harmonic oscillator employed in this work gives the
lower bound T = ~ω/(kB
√
6) ≈ 3.12 nK, for which nAi(r,T ) > 0 holds uniformly at all r. In fact, nAi(r,T ) is positive
even in the pico-Kelvin regime, as indicated in Fig. 3. A more in-depth discussion on the positivity of both nsc(T ) and
nAi(r,T ) is provided in Section 4.3.
The oscillations of the exact zero-temperature density (see the inset of Fig. 1) are not captured by nAi(r,T ) and
nsc(r,T ) even at very low temperatures deep in the classically allowed region, where the semiclassical densities should
rather be regarded as an approximate average over the exact oscillations. This is in line with the observation that both
nsc(r,T ) and nAi(r,T ) tend to the TF density in Eq. (29) for T → 0 if the gradient terms are omitted.
In summary, the finite-temperature Airy-averaged density nAi(r,T ) demonstrates a significant improvement over
nsc(r,T ), especially at very low temperatures, while both are equivalent up toO(∇2). For the example of the harmonic-
oscillator potential we find that the gradient corrections beyond O(∇2) provided through nAi(r,T ) are crucial — and
13The same line of argument yields nAi0 (r,T ) > 0 for all T .
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sufficient — for describing the transition of the particle densities into the classically forbidden region. This observation
holds for very low temperatures and even for T = 0 as we will show in the next section.
4.3. Zero-temperature limit and regions of validity
In the previous sections, we focused on the finite-temperature particle densities. Eventually, we are also interested
in ground-state expressions of quantities like E1[U], from which the particle densities are derived via Eq. (5). In
the present section we therefore analyze the zero-temperature limit of the semiclassical particle densities nsc(r,T )
and nAi(r,T ) from Eqs. (23) and (32), respectively. While nsc(r,T ) becomes negative and singular close to r0 as
T decreases, nAi(r,T ) turns out to be well-behaved across r0 in the limit T → 0 and stays positive except close to
potential minima, where nAi(r,T ) can become negative at very low temperatures. In the following we investigate
these anomalies, which can be linked to a troublesome zero-temperature limit of the semiclassical gradient expansion
14, and discuss the parameters for which nAi(r,T ) and nsc(r,T ) constitute valid, viz. positive, particle densities.
As T decreases, the crucial feature of the gradient corrections given in Eq. (35),
ν1(x, r) = − ∇
2U
48pikBT
1
cosh2
[
(y − x) tcT
] = −∇2U
12pi
Ky(x,T ), (38)
where
kB tc =
a(r)
2
=
|~∇U |2/3
4m1/3
(39)
and
y = y(r) =
U(r)
a(r)
= U
2m1/3
|~∇U |2/3 , (40)
is the increasingly sharp peak of Ky(x,T ) at x = y with half-width at half-maximum
∆x = T cosh−1(
√
2)/tc. (41)
Indeed, we recognize, with ζ defined in Eq. (36), the δ function
δ(x − y) = 2tc ζ
T (1 + ζ)2
∣∣∣∣∣
T→0
= 2kB tc Ky(x,T → 0) (42)
=
tc
2T cosh2
[
(y − x) tcT
]
∣∣∣∣∣∣∣∣
T→0
= ∂x tanh
[
(y − x) tc
T
]
T→0
(43)
for T → 0 under the x-integral. We therefore obtain
nAi(r,T → 0) = − m
pi~2
UA(y) − m
2/3
2pi~2
|~∇U |2/3Ai′(y) − m
1/3
6pi|~∇U |2/3∇
2UAi(y), (44)
for ∇U(r) , 0. Here,
A(y) =
∫ ∞
y
dzAi(z) (45)
is the antiderivative of −Ai(y).
At the points where ∇U(r) = 0 we find, following the argument after Eq. (36),
nAi(r,T → 0) = nTF(r) − ∇
2U(r)
12pi
δ
(
U(r)
)
(46)
14In contrast, the semiclassical energies will turn out to be physically well-defined despite an equally ill-defined zero-temperature limit.
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Fig. 5. Zero-temperature particle densities for the isotropic 2D harmonic oscillator with six filled shells, corresponding to 42 fermions. The TF
radius is r0 ≈ 4.6 µm. We show the Airy-averaged density nAi(0), together with the exact density nex(0) and the TF density nTF.
at extrema of U(r). Both Eq. (44) and Eq. (46) are also obtained when calculating nAi(r,T = 0) directly, that is, when
replacing the Fermi-Dirac distribution ηT (µ − H) in Eq. (13) by the step function η(µ − H). The formal expression of
the TF density in Eq. (29) is reproduced by Eq. (46) at potential extrema where U , 0. However, one has to calculate
the appropriate chemical potential µ = µAi for Eqs. (44) and (46) from
N =
∫
(dr) nAi(r,T → 0, µAi), (47)
while the TF approximation requires
N =
∫
(dr) nTF(r,T → 0, µTF) (48)
with µAi , µTF in general.
In Fig. 5 we depict nAi(r, 0) from Eq. (44) for the 2D harmonic oscillator, together with the exact ground-state
density and the TF density. In the region around r0 the exact densities are well resembled by nAi(r, 0), which stays
positive except very close to r = 0. However, the term in Eq. (44) that is proportional to the Airy function originates
in the quantum corrections ν1(x, r) and is responsible for the oscillations that render nAi(r,T → 0) negative near
the potential minimum. As r → 0, the amplitude and the frequency of these oscillations diverge like 1/√r and 1/r,
respectively. Although the oscillations do not contribute to the particle number, they are clearly an unphysical feature.
Generally, for semiclassical approximations to hold, we require the quantum corrections to be small compared
with the classical part. It is obvious from Figs. 2 and 5, that this condition is neither met for nsc(r,T ) if T is small
enough nor for nAi(r, 0) near positions with ∇U = 0. To understand the breakdown of the semiclassical gradient
expansion in the zero-temperature limit, we now analyze how the unphysical oscillations of nsc(r,T ) and nAi(r, 0)
emerge as T → 0.
To take the limit T → 0 or to choose ‘small temperatures’ for a physical system, we have to identify a characteristic
(positive) temperature Tc from the system parameters and consider T/Tc → 0. Although small temperatures can be
defined via the Fermi temperature or excitation energies before approximations are made, the semiclassical expansions
allows for an ex-post definition of small temperatures: Guided by Fig. 2 and the fact that the TF term of nsc(r,T ) in
Eq. (23) is always positive, we first take a look at the quantum corrections ∆qun(r,T ), whose features as a function
of r are dominated by z/(1 + z)2 = 14 cosh
[
U/(2kBT )
]−2, and observe that T exclusively appears in the combination
U/(2kBT ). Small temperatures in view of ∆qun(r,T ) are thus defined by
kBT  |U(r)|2 , (49)
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Fig. 6. Illustration of the criterion in Eq. (49) heralding the breakdown of the semiclassical approximation nsc(r,T ). The quantum corrections of
nsc(r,T ) around r0 are responsible for an unphysical density if T = λTF is decreased sufficiently. We show areas with −∆qun(r,T ) > nTF(r,T ) > 0
for N = 1 (green), N = 42 (yellow), and N = 100172 (blue). The light (dark) red area indicates kBT < |U(r)|/6 (kBT < |U(r)|/20), approximately
violating (satisfying) Eq. (49). The black line represents kBT = |U(r)|/6 and intersects with the regions of negative nsc(r,T ), cf. Fig. 2.
with the r.h.s. vanishing at r0. That is, no temperature T can be considered small in the sense of Eq. (49), at least not
uniformly at all r. Nonetheless, we can of course choose numerical values of T which obey certain conditions, for
example kBT  µ.
We declare the range of validity of the semiclassical density by demanding nsc(r,T ) > 0. As illustrated in Fig. 6
for the harmonic oscillator, nsc(r,T ) turns negative in proximity to r0 and for small λ = T/TF if the criterion in
Eq. (49) is violated, consistent with the results in Fig. 2. Given a particle number N, we require high enough T and
small enough r to guarantee nsc(r,T ) > 0. We observe in Fig. 6 that Eq. (49), e.g., kBT . |U(r)|/20, is a sufficient
criterion to define such a region of r- and T -values.
The analysis of the range of validity for nAi(r,T ) is more involved. Given a small enough T , we may consider
∆x  1 (see Eq. (41)) and write∫
dxAi(x)Ky(x,T ) ≈
∫ y+∆x
y−∆x
dxAi(x)Ky(x,T ) ≈ Ai(y)
∫ y+∆x
y−∆x
dx Ky(x,T ) = Ai(y)
√
2m1/3
|~∇U |2/3 , (50)
which scales like |∇U(r)|−1/2 (since Ai(y) scales like |y|−1/4 for −y  1) and oscillates more and more rapidly due to
Ai(y) for ∇U(r)→ 0, i.e., at potential extrema 15. Eq. (50) is reminiscent of the last term in Eq. (44). In contrast to
nsc(r,T ), the unphysical features of nAi(r, 0) do not show up at r0 but at the stationary points of the potential.
To investigate the zero-temperature limit of nAi(r,T ), we first observe that the temperature appears in the quantum
corrections ν1(x, r) only in the combination (y − x)tc/T ; see Eq. (43). We thus have to identify Tc = |y − x| tc as the
characteristic temperature for the case of the Airy-averaged density 16. Hence, the criterion for small kBT , i.e., the
analogue of Eq. (49), reads
kBT  |U(r)|2 |1 − x/y|, (51)
equivalent to ∆x  |x − y|, and holds if and only if
Ky(x,T )  max
x∈R
Ky(x,T ) = 1/(4kBT ). (52)
15Note that y < 0⇔ U < 0, and y→ −∞ corresponds to |r| → 0 for the harmonic oscillator.
16The quantity (y − x) is dimensionless, but together with tc it determines the shape of Ky(x,T ) for any given temperature T , and, in turn, Ky(x,T )
determines the magnitude of the quantum corrections via the integral in Eq. (32).
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That is, the x-range where Eq. (51) is violated coincides with the x-range where Ky(x,T ) is not negligible. This
implies that Eq. (51) determines the x-range y ± ∆x for Eq. (50), which is responsible for negative densities.
In view of Fig. 5 and Eq. (50) we therefore consider small temperatures T = λTF, for λ  1, such that ∆x =
T cosh−1(
√
2)/tc  1, i.e.,
2 λN1/3(R/2)−2/3  1, (53)
where 0 < R = r/r0 < 1. We also consider positions close to the minimum of the harmonic oscillator potential, i.e.,
−y = |y|  1 and R  1, which leads to the condition
N1/3|R−2/3 − R4/3|  1. (54)
Employing Eq. (50) to compute nAi1 (r,T ) approximately and replacing Ai(y) by its approximate amplitude (pi
2|y|)−1/4
for −y  1, we obtain a necessary condition for nAi(r,T ) < 0, i.e., −nAi1 (r,T ) > nAi0 (r,T ) > 0:
36 piN3/2
√
R2 − R4 . 1. (55)
The conditions in Eqs. (53)–(55) are met simultaneously for specific ranges of T and r, depending on the particle
number, and illustrated by the gray area in Fig. 7 for N = 42 particles in the harmonic oscillator potential. The overlap
of Eqs. (53)–(55) represents an estimate of an exclusion zone in (r,T )-space outside of which nAi(r,T ) > 0. The
analogous analysis of Eqs. (53)–(55) for N = 100172 yields the condition T & 10−15 K that ensures positive nAi(r,T )
throughout.
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For applications that require the zero-temperature particle density, the smooth transition of the Airy-averaged den-
sity in Eq. (44) into the classically forbidden region may still be valuable, while the density profiles in the bulk regions
near the potential minima are usually well described by the TF density. However, for a semiclassical approximation
that is consistent in powers of ∇, we have to take into account the gradient corrections for all space. Furthermore,
quantities like the ground-state energy obtained from a density functional require the density for all space. That is, the
limit T → 0 is often required for all r.
Of course, a priori, unphysical features in the T → 0 limit of a physical quantity are not necessarily encountered
despite an improper physical notion of small temperatures in the sense of violations of Eq. (49) and Eq. (51), re-
spectively. However, for the semiclassical particle densities in Eqs. (23) and (32) such unphysical features evidently
do emerge 17. To conclude, instead of nAi(r, 0) we have to stick with nAi(r,T ) which stays well-behaved even for
very low but nonzero temperatures, especially across the quantum-classical boundary. Note that this is not an actual
restriction for many practical finite-temperature applications that require the finite-temperature densities in the first
place.
5. Semiclassical energy functionals
In the remainder of this work we investigate the kinetic and total ground-state energies obtained from the semi-
classical approximations of the potential functional E1[U] in Eq. (2). For reliable approximations of the energy func-
tionals, we demand any approximation of E1[U] to yield physically well-defined particle densities via Eq. (5). In the
previous sections on the semiclassical particle density we found the issues connected to the quantum-classical bound-
ary r0, as outlined in the introduction of this work, to originate in an incompatibility of the zero-temperature limit and
the semiclassical gradient expansion. The Airy-averaged functional EAi1 [U] eliminated the unphysical features of the
semiclassical particle density nsc(r) at r0, derived from Esc1 [U], but led to unphysical oscillations at potential minima
— except for finite temperatures.
Strictly speaking, this means that the total energy and particle density can be consistently obtained in the spirit of
DFT from EAi1 [U] only for finite temperatures, whereas E
sc
1 [U] also fails for T > 0. However, the numerical values
of the semiclassical energies can be checked against the TF and exact energies regardless of the quality of the particle
densities. Judging from the performance of the Airy average for the particle density, we expect to gain ground-state
energy functionals that can be evaluated unambiguously and that improve on the TF energies.
In Section 5.1 we briefly restate the nonzero gradient corrections to the TF kinetic energy in terms of the poten-
tial functional Esc1 [U] as derived in [10]. For the example of the 2D harmonic oscillator we show that approximate
ground-state kinetic energies can be derived unambiguously from Esc1 [U], but not from the density functional E
sc
kin[n].
In Section 5.2 we will find the Airy-averaged ground-state functional EAi1 [U] to improve on the TF energies unam-
biguously and consistent with Esc1 [U].
5.1. Ground-state energy functionals
At T = 0 we express the kinetic energy via the functional E1[U], as defined in Eq. (2) and approximated according
to Eqs. (8) and (10). For the semiclassical approximation in Eq. (15) in 2D, valid up to O(∇2), we find
E1[U]  Esc1 [U] = E
TF
1 [U] + ∆quE1[U], (56)
with ETF1 [U] = − m2pi~2
∫
(dr)U2 η(−U) and
∆quE1[U] =
1
24pi
∫
(dr) (∇2U) η(−U). (57)
That is, there are nonzero and unambiguous quantum corrections beyond the TF approximation in 2D. For U(r) =
1
2mω
2r2 − µ they amount to ∆quE1[U] = µ/6.
17Furthermore, even at r0 the Airy-averaged ground-state density in Eq. (44) is negative if
∇2U(r0)
|∇U(r0)|4/3 >
(
81m
~2
)1/3 (−1/3)!
(−2/3)! , as is easily seen for
U = 0. However, for the 2D harmonic oscillator this inequality is only fulfilled for irrelevant values N . 0.2 of the particle number.
16
Following [10], using Eq. (5), and consistently neglecting derivatives of the potential beyond second order, we
obtain the semiclassical ground-state density
nsc(r) = nTF(r) + ∆qun(r) (58)
from the total variation δEsc1 [U] of Eq. (56), with n
TF(r) from Eq. (29), and the leading gradient corrections
∆qun(r) =
1
24pi
(
∇2η(−U) − (∇2U) δ(U)
)
, (59)
which are nonzero only at the quantum-classical boundary r0, consistent with the low-temperature behavior of
nsc(r,T ) discussed in Section 4.1.
Equations (56) and (58) establish the semiclassical expansions of E1[U] and n(r) up to O(∇2). To express the
kinetic energy Ekin as an approximate density functional Esckin[n], the U-dependence of n in Eq. (58) has to be inverted
term by term, and the resulting n-dependent effective potential energy is inserted into Eq. (56). This perturbative
evaluation reproduces the gradient corrections of Esckin[n] in 1D and 3D, reported in Table 1. As argued in [10], this
elimination of the potential in favor of the particle density leads to an ambiguous kinetic-energy density functional
Esckin[n] at O(∇2): The explicit n-dependence of the leading term U0 of U  U0 + ∆quU, where ∆quU is the O(∇2)
correction to U0, cannot be obtained from Eq. (58) for all space. Inside the classically allowed region, where U < 0
and ∆qun(r) = 0, Eq. (58) is easily inverted,
U = U0 = −pi~
2
m
n. (60)
The classically forbidden region is defined as U > 0, and this information about U is all we can get from nsc(r) due
to the step function in nTF(r). For U = 0 the gradient correction in Eq. (59) is singular, and the semiclassical O(∇2)
approximation is not permissible in the first place.
The inversion of the U-dependence of n is possible in the classically allowed region, that is, at the TF level.
However, the inversion cannot be obtained for all space and, hence, does not allow for a density functional Esckin[n]. If
we disregard this observation and insert the leading term U0 into Eq. (56), we find
Esckin[n] = E
TF
1 [U] + ∆quE1[U] −
∫
(dr)U(r) n(r) = ETFkin[n] + ∆quEkin[n], (61)
where ETFkin[n] =
∫
(dr) pi~
2
2m n
2 is the TF kinetic-energy density functional in 2D, and
∆quEkin[n] =
∫
(dr)
~2
24m
δ(n)(∇n)2 (62)
may be regarded as a candidate for the leading-order quantum corrections beyond the TF approximation. Here, we
consistently keep only terms up to O(∇2).
The gradient corrections in Eq. (62) coincide with those given in [33, 34]. There, ∆quEkin[n] is reported to vanish
since the exact density is argued to be nonzero everywhere, such that δ(n) yields ∆quE1[U] = 0, which is a plausible
argument. But, if Eq. (61) were a consistent approximation up to O(∇2), we could insert the TF density into Eq. (61)
to obtain a kinetic energy consistent up to O(∇2). For such a perturbation-theoretic procedure, nTF(r) could yield
nonzero gradient corrections, since it vanishes at r0, while its gradient in the classically allowed region is nonzero.
However, we demonstrate in the following for the example of the 2D harmonic oscillator that such an evaluation of
Eq. (61) is ambiguous. In other words, Esckin[n] in Eq. (61) is not well-defined in the first place.
In Table 2 we give the particle-number scalings of the O(∇2) approximations obtained from Eqs. (56) and (61),
respectively. The exact energy of the 2D harmonic oscillator for continuous N is
E(N)
~ω
=
ETF(N)
~ω
+ c N1/2 + O(N−1/2), (63)
with ETF(N) = 2 ETFkin[n
TF] = 23~ωN
3/2 and c an oscillatory function of N, cf. endnote [63] in [10]. The semiclassical
approximations give an average account of the exact shell oscillations, cf. Fig. 1 in [10].
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∆quE1(N); Eq. (57) 2∆quEkin; Eq. (62)
∇nTF = 0 ∇nTF , 0
c 1/6 0 η(0)/3 1/6
Table 2: Leading gradient corrections (in units of ~ω
√
N) to the TF energy from the perturbative evaluations of Eqs. (56) and (61). The leading
gradient correction of the exact energy in Eq. (63) amounts to c¯ = 1/4 on average. The cusp of the TF density at the quantum-classical boundary
prevents an unambiguous evaluation of Eq. (61). Although there is no unambiguous way of assigning a value to η(0), we can avoid the explicit
evaluation of the step function via an integration by parts of ∆quEkin[nTF] and find c = 1/6. This finding is consistent with c = η(0)/3 only for
η(0) = 1/2, whereas the average exact coefficient c¯ is recovered only for the uncommon choice η(0) = 3/4.
When evaluating Eq. (56) perturbatively 18, we obtain the total energy
Esc(N) = ETF(N) + ∆quE1(N), (64)
with ∆quE1(N) = (~ω/6) N1/2; see Table 2. Since Esc(N) obeys the virial theorem, the semiclassical potential func-
tional in Eq. (56) unambiguously yields a nonzero gradient correction ~ω
√
N/12 to Ekin.
In contrast, we get no quantum corrections from the kinetic-energy density functional in Eq. (61) up to O(∇2) if
we employ ∇nTF(r)
∣∣∣
r=r0
= 0, whereas 2∆quEkin[nTF] , 0 for ∇nTF(r)
∣∣∣
r=r0
, 0 19.
Evidently, Eq. (61) does not incorporate enough information from the classically forbidden region to retrieve the
kinetic-energy beyond the TF approximation consistently. Contrary to this, the potential functional Esc1 [U] in Eq. (56)
is well-defined for all space and provides unambiguous quantum corrections. However, the corresponding singular
particle density in Eq. (58) remains unsatisfactory. In the remainder of this work we therefore revert to the Airy-
averaging method, which provides a smooth transition of the particle density into the classically forbidden region, and
investigate its quality regarding the semiclassical energies.
5.2. Airy-averaged density-potential functional
In Section 5.1 we used the Wigner transform in Eq. (15) to calculate the potential functional Esc1 [U]; see Eq. (56).
The elimination of the potential in favor of the particle density led to a troublesome kinetic-energy density functional
Esckin[n] which suffered from ambiguities related to the quantum-classical boundary r0 — in contrast to the potential
functional Esc1 [U] that incorporates information from the classically forbidden region. Motivated by the high quality
of the Airy-averaged particle density in Eq. (44) in the vicinity of r0, we now compare the Airy average of the
ground-state potential functional E1[U] with Esc1 [U], the exact energy, and the TF energy.
From the Airy-averaged expression in Eq. (20) we get
E1[U]  EAi1 [U] =
∫
(dr)
[∇2U
12pi
A(y) − m
1/3|~∇U |4/3
8pi~2
(
y2A(y) + Ai(y) + yAi′(y))] . (65)
As a consistency check the particle density in Eq. (44) can be derived from Eq. (65) via Eq. (5). The variation of
EAi1 [U] w.r.t. U includes terms which stem from the variation of ∇U w.r.t. U. However, these terms come with
derivatives of U beyond second order that can be neglected at the level of our O(∇2) approximation. That is, we may
obtain δEAi1 [U] at O(∇2) by varying Eq. (65) only w.r.t. U, not w.r.t.∇U. Equivalently, for arbitrary operator-valued
functions f (H) we may use the relation δtr{ f (H)} = tr{ f ′(H)δH}, where only terms linear in [δH]W (r,p) = δU(r) are
taken into account. Then, the terms from varying ∇U w.r.t. U do not show up in the first place. In either case we
obtain the Airy-averaged particle density in Eq. (44) via Eq. (5). Note that it does not seem to be feasible to express
18With the ground-state variables in TF approximation, VTF = 12mω
2r2 and µTF = ~ω
√
N, we have Esc(N) = Esc[VTF, µTF] = ETF1 [V
TF −
µTF] + ∆quE1[VTF − µTF] + µTFN. Observe that µsc = ~ω
√
N + 1/6 is the appropriate chemical potential that yields the particle number N from
the spatial integral of nsc(r) in Eq. (58), consistent with the fact that Esc as a function of µ coincides with the TF expression ETF(µ) = 23
µ3
(~ω)2 , i.e.,
Esc(µsc) coincides with Eq. (64) up to O(N1/2).
19The virial theorem employed at the level of the TF approximation also holds for the energy to O(∇2) that includes the approximate kinetic
energy in Eq. (61), as can be checked via a scaling transformation along the lines presented in [8].
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N Eex [~ω] TF Ai; sc
42 182 −1.5 × 10−3 1.5 × 10−3
168.5 1462.5 −1.5 × 10−3 −0.7 × 10−3
1054 22816 −8 × 10−5 4 × 10−5
4216.5 182552.5 −6 × 10−5 −3 × 10−5
100172.3 21136387 −6 × 10−7 6 × 10−7
Table 3: Approximate values of the normalized differences Ai = (EAi − Eex)/(EAi + Eex) (and, analogously, sc and TF) for various particle
numbers, with the TF energy ETF, Esc from Eq. (64), and EAi from Eq. (69). The semiclassical energy functionals allow for non-integer N, in
which case Eex is taken as a linearly weighted sum of exact energies. We find Ai ≈ sc with high numerical accuracy.
U as a function of the particle density by inverting Eq. (44), which would be required for obtaining a kinetic-energy
density-functional Ekin[n] from E1[V − µ], cf. Eq. (2).
We now assess the quality of the quantum corrections in Eq. (65) as a function of N for the noninteracting 2D
harmonic oscillator. At the level of the approximation in Eq. (65) the chemical potential µAi is calculated from Eq. (47)
for a given particle number N. We find µAi = µsc with sufficient numerical accuracy. With Eqs. (4) and (65) the total
Airy-averaged energy for noninteracting systems is expressed as
EAi = EAi1 + µ
AiN = −
∫
(dr)
{
τAi(r) − ∇
2U
24pi
A(y)
}
+ µAiN (66)
= 2
∫
(dr) τAi(r), (67)
where the kinetic energy density can be written as
τAi(r) =
m1/3|~∇U |4/3
8pi~2
[
y2A(y) + Ai(y) + yAi′(y)
]
− ∇
2U
24pi
A(y). (68)
While Eq. (66) holds in general, we used the virial theorem for Eq. (67), leading to the numerically more feasible
expression
EAi =
2
3
µAiN +
∫
(dr)
∇2U
36pi
A(y). (69)
Table 3 illustrates our results for the semiclassical total energies for various particle numbers N. We compare the
exact energies Eex with the TF energy ETF, the semiclassical energies Esc and the Airy-averaged energies EAi. The
virial theorem and an integration by parts lead to the numerically more feasible expression
Esc = 2Esckin =
∫
(dr)
m
pi~2
U2η(−U), (70)
used as a consistency check of Eq. (64). The leading gradient corrections are implicitly included in Eq. (70) via the
semiclassical particle density to O(∇2) that determines the chemical potential µ = µsc , µTF. Both expressions of EAi,
Eqs. (66) and (69), converge to Esc with increasing numerical accuracy for increasing N. Note that the semiclassical
energies ETF, Esc, and EAi all have errors of about the same size when compared with the exact energies. The Airy-
averaged quantities improve upon the TF approximation mostly in the particle density, not so much in the energy.
In Fig. 8 we compare our semiclassical approximations with the exact and TF energies. While the TF approxima-
tion performs as well as the semiclassical energies for completely filled oscillator shells, we generally find EAi and
Esc to outperform ETF.
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Fig. 8. Comparison of Esc from Eq. (64) and EAi from Eq. (69) with the TF energy ETF. We show the normalized differences  as defined in Table
3 for particle numbers N up to 2000. The trend of decreasing amplitude of oscillations continuous for larger N. For instance, particle numbers
around 106 yield Ai ∼ O(10−7).
6. Conclusions and perspectives
In the present work we addressed semiclassical kinetic-energy functionals and particle densities, in particular
targeting systems with reduced dimensions. As reported thus far, the leading O(∇2) gradient corrections beyond the
Thomas-Fermi (TF) approximation of the density-only functionals in 1D and 2D proved to be ambiguous in 2D and not
even bounded from below in 1D. In 2D we showed explicitly that the incomplete inversion of the TF particle density
as a function of the potential lies at the heart of the trouble with the O(∇2) gradient corrections. We showed how
information from the classically forbidden region is conveniently incorporated by keeping the (effective) potential,
which generally includes a contribution from the interactions, as a variable of the total energy functional. Thereby, we
were able to derive kinetic-energy functionals beyond the TF approximation that yield unambiguous energies in 2D.
These improvements upon the TF approximation were achieved by rewriting the total energy functional in terms
of a potential-only functional E1 that comes with two advantageous properties. Its expression as a single-particle trace
of an operator function of the effective one-particle Hamiltonian allowed for a systematic semiclassical expansion,
viz. semiclassical approximation, with the aid of Wigner transforms, and its functional derivative directly yields the
particle density. We demonstrated that the well-known Wigner function to order ∇2 coincides with the two leading
terms of a Wigner function that is approximated by an average over Airy functions. Thereby, higher orders of ∇
are included, and a smooth transition of observables into the classically forbidden regime is obtained. This smooth
transition proves necessary for the particle density since its approximation derived from E1 at O(∇2) is physically
ill-defined as it becomes negative near the quantum-classical boundary, even for finite temperatures. In contrast, the
particle density obtained from the Airy-averaged E1 stays positive near the quantum-classical boundary and agrees
excellently with the exact densities for both finite and zero temperature — we presented data for the 2D harmonic
oscillator. However, the Airy-averaged particle density exhibits unphysical oscillations in the vicinity of stationary
points of the effective potential, where the TF approximation is supposed to work particularly well. Though, in
contrast to the particle density atO(∇2), the Airy-averaged particle density at very low but finite temperatures provides
an excellent approximation to the exact density for all space and should prove valuable for experiments with ultracold
Fermi gases that require the density distribution across the quantum-classical boundary.
We traced back the unphysical behavior of the semiclassical particle densities to a problematic zero-temperature
limit. The semiclassical expressions for the finite-temperature particle densities involve exactly one characteristic
temperature that can be viewed as a thermometer. This characteristic temperature depends on the potential in such a
way that small temperatures cannot be defined uniformly at all spatial positions. We thus demonstrated that the zero-
temperature limit, although mathematically well-defined, is physically incompatible with the employed semiclassical
approximations of the particle density. On the other hand, the Airy-averaged semiclassical energies exhibit no unphys-
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ical characteristics. Expanding the discussion in [10], we showed that the energies obtained from the density-potential
functional approach include nonzero gradient corrections and improve upon the TF approximation.
We intend to apply our methods to specific interacting systems like a two-component Fermi gas with contact and
dipole-dipole interactions, thereby going beyond the treatment in [6, 8]. Furthermore, harmonic-oscillator eigenfunc-
tions, which could be introduced along the same lines as the Airy average, may prove useful in obtaining semiclassical
approximations with a well-defined zero-temperature limit while retaining the improvement over the TF approxima-
tion.
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Appendix A. Wigner’s phase-space formulation
In this appendix we collect the basic quantities of Wigner’s phase-space formulation insofar as they are needed for
the present work. For D spatial dimensions the trace of any operator A(R,P ), depending on position operator R and
momentum operator P , can be written as
tr{A(R,P )} =
∫
(dr)(dp)
(2pi~)D
AW (r,p), (A.1)
with the Wigner function
AW (r,p) = tr{A(R,P )W(R − r,P − p)}
=
∫
(dr′) e
i
~p·r′
〈
r − r
′
2
∣∣∣∣∣ A(R,P ) ∣∣∣∣∣r + r′2
〉
(A.2)
of A(R,P ). AW (r,p) is also called Wigner transform, phase-space kernel, or Weyl symbol [74], with [27]
W(R − r,P − p) = 2D exp
(
−2i
~
(R − r); (P − p)
)
. (A.3)
The semicolon in Eq. (A.3) indicates ordering of products of the components Ri and Pi, i = 1, . . . ,D, such that Ri
always stands left of Pi.
Approximations of tr{A(R,P )} can be introduced by approximating AW (r,p), followed by integrations over real
numbers in Eq. (A.1) instead of evaluating the trace in Hilbert space. For a product of arbitrary operators A(R,P )
and B(R,P ) one finds
tr{A B} =
∫
(dr)(dp)
(2pi~)D
AW (r,p) BW (r,p). (A.4)
This relation is used in deriving Eq. (13). With the Moyal product or (Groenewold’s) star product,
[AB]W = AW ? BW = AW e
i ~2 ΛBW , (A.5)
see [2, 3], Eq. (A.4) can be rewritten as
tr{A B} =
∫
(dr)(dp)
(2pi~)D
AW (r,p) ei
~
2 ΛBW (r,p), (A.6)
where Λ is defined in Eq. (16). That is, AWBW and AW exp
(
i~2 Λ
)
BW differ only by terms which integrate to zero over
all phase space.
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Appendix B. Airy-averaged semiclassical expansions of Wigner transforms
In the following we give the derivation of Eqs. (15) and (20). We want to gain a systematic semiclassical expansion
of the Wigner transform for arbitrary operator-valued functions f (A), which cannot be calculated exactly for arbitrary
potentials. The difficulty arises from the noncommutativity of the kinetic and the potential energy operator.
It suffices to consider the Wigner transform of the exponential since
[
f (A)
]
W =
∫
dα g(α)
[
eiαA
]
W , (B.1)
where g(α) are the Fourier components of f (A). With the Airy function Ai(x) we define the ‘Airy average’ of a
function f (x) as
〈 f (x)〉Ai =
∫
dx f (x) Ai(x). (B.2)
In the following we show that
[eiαA]W 
〈
eixt
〉
Ai
[
1 − ~
2
16
{
AWΛ2AW
}
∂2AW
]
eiαAW (B.3)
is valid at O(∇2), indicated by ‘’, with t given by
t3 =
1
8
α3~2
{
AWΛAWΛAW
}
. (B.4)
The curly brackets { } in Eqs. (B.3) and (B.4), as introduced in [54], denote that the operators Λ only act inside the
brackets and only on their neighboring functions AW . For the Fourier transform of Ai(x), we get〈
eixt
〉
Ai
= e(it)
3/3  1 − iα3 ~
2
24
{
AWΛAWΛAW
}
. (B.5)
Then, we may rewrite Eq. (B.3) at O(∇2) as
[eiαA]W  eiαAW
[
1 − ~
2
16
(iα)2
{
AWΛ2AW
}
+
~2
24
(iα)3
{
AWΛAWΛAW
}]
. (B.6)
With Eq. (B.1), we obtain the well-known expression for
[
f (A)
]
W to O(∇2),[
f (A)
]
W  f (AW ) −
~2
16
{
AWΛ2AW
}
f ′′(AW ) +
~2
24
{
AWΛAWΛAW
}
f ′′′(AW ), (B.7)
thereby validating Eq. (B.3). The gradient expansion of
[
f (A)
]
W has been addressed with numerous methods, also for
orders higher than O(∇2); see for example [1, 24, 63].
Eventually, we get
[
f (A)
]
W from Eqs. (B.1) and (B.3),[
f (A)
]
W 
〈
f
(
A˜W
) − ~2
16
{
AWΛ2AW
}
f ′′
(
A˜W
)〉
Ai
, (B.8)
viz. Eq. (17), with A˜W given in Eq. (18). The approximate Wigner transform in Eq. (B.7) is a special case of Eq. (B.8).
They coincide at order ∇2. However, Eq. (B.8) proves to be superior in the vicinity of the quantum-classical boundary,
as argued in the present work.
The approximate Wigner transform in Eq. (B.8) is applicable for any operator A(R,P ). We now derive Eq. (20),
a useful representation of the momentum integral∫
(dp)
[
f (A)
]
W (r,p) (B.9)
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for the special case in Eq. (19), for which
{
AWΛAWΛAW
}
= − (p · ∇)
2V(r)
m2
−
(∇V(r))2
m
(B.10)
and {
AWΛ2AW
}
=
2
m
∇2V(r). (B.11)
Furthermore, for any function f that is isotropic in p,∫
(dp) f (p2)
{
AWΛAWΛAW
}
=
∫
(dp) f (p2)
− p2∇2V(r)Dm2 −
(∇V(r))2
m
 . (B.12)
Inserting Eqs. (B.10) and (B.11) into Eq. (B.7), and using∫
(dp)p2 f ′′′
(
p2
2m
)
= −mD
∫
(dp) f ′′
(
p2
2m
)
, (B.13)
obtained from an integration by parts 20, we get∫
(dp)
[
f (A)
]
W (r,p) 
∫
(dp)
[
f (AW ) − ~
2
12m
f ′′(AW )∇2V − ~
2
24m
f ′′′(AW )(∇V)2
]
. (B.14)
Analogously to the calculation presented for Eq. (B.7), Eq. (B.14) can be given in terms of the Airy average, which
leads to Eq. (20). Along the same lines, we find∫
(dp)
p2
2m
[
f (A)
]
W (r,p) 
∫
(dp)
p2
2m
∫
dxAi(x)
[
f
(
A˜W
) − ~2(∇2V)
12m
D − 1
D
f ′′
(
A˜W
)]
, (B.15)
with A˜W = A˜W (r,p) = HW (r,p) − µ − x a(r). In the case of D = 1 the gradient corrections enter only via a(r).
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