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Tematika naloge:
Kriptografija in sˇe posebej kriptosistemi z javnim kljucˇem igrajo v informa-
cijski dobi pomembno vlogo. Pri kriptosistemih z javnim kljucˇem je kljucˇ za
sˇifriranje javno objavljen in vsakdo lahko sˇifrira. Varnost kriptosistema pa
temelji na tem, da iz javnega kljucˇa ne moremo v doglednem cˇasu izracˇunati
zasebnega, s katerim je mogocˇe sˇifrirano sporocˇilo odsˇifrirati. Da bi lahko
iz javnega kljucˇa izracˇunali zasebni, bi morali resˇiti nek tezˇek matematicˇni
problem; obicˇajno je to problem diskretnega logaritma ali problem razcepa
sˇtevila, na katerem temelji danes najˇsirsˇe uporabljani kriptosistem RSA.
Vendar pa zgoraj omenjena problema lahko resˇimo v polinomskem cˇasu
z uporabo kvantnega racˇunalnika. Cˇeprav danes izgleda, da kvantnih ra-
cˇunalnikov sˇe nekaj cˇasa ne bo, se zˇe iˇscˇe kriptosisteme, ki bi temeljili na
problemih, ki se jih ne da hitro resˇiti s kvantnim racˇunalnikom. Eden od
taksˇnih problemov je dekodiranje linearnih kodov za popravljanje napak.
V diplomskem delu predstavite Goppove kode za popravljanje napak in
opiˇsite ucˇinkovit algoritem za dekodiranje teh kodov. Nato predstavite McE-
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Z narasˇcˇajocˇo grozˇnjo izgradnje kvantnega racˇunalnika, ki bi razbil vecˇino
uporabljanih sˇifer, se povecˇuje zanimanje za alternativno resˇitev, na katero
kvantna tehnologija ne bi imela vecˇjega vpliva. V prvem delu diplome pred-
stavimo Goppov kod za popravljanje napak, ki se uporablja v nekaterih post-
kvantnih kriptosistemih. Pokazˇemo, da ima veliko razmaknjenost in opiˇsemo
ucˇinkovit algoritem za dekodiranje. V nadaljevanju predstavimo McElieceov
kriptosistem z javnim kljucˇem, ki temelji na Goppovem kodu, in na kratko
analiziramo varnost kriptosistema, ki ostaja visoka tudi po sˇtiridesetih letih
analiz.






As the threat of building quantum computers which would break most of the
used ciphers increases, so does the interest in an alternative solution. In the
first part of this thesis, we consider Goppa codes which are error-correcting
codes used in some post-quantum cryptosystems. We show that they have a
large minimum distance and describe an efficient decoding algorithm. Fur-
thermore, we consider McEliece public-key cryptosystem based on Goppa
codes and we give a short analysis of its security which remains high even
after forty years of analysis.





Zˇivimo v informacijski dobi. Dnevno se po svetovnem spletu prenasˇa ne-
predstavljiva kolicˇina podatkov, do katerih lahko dostopa marsikdo. Zˇe pri
preprosti elektronski posˇti si pogosto zˇelimo, da njena vsebina ostane tajna
in nespremenjena. Prav tako zˇelimo biti prepricˇani, da sporocˇilo prihaja od
prave osebe. Dandanes, ko se vse vecˇ storitev izvaja elektronsko, kot na
primer spletne banke in spletne trgovine, je kriptografija kljucˇnega pomena.
Zelo se je razsˇirila kriptografija z javnim kljucˇem, saj ni potrebna iz-
menjava kljucˇev. Varnost kriptosistemov z javnim kljucˇem temelji na tem,
da iz javnega kljucˇa ne moremo izracˇunati zasebnega, saj bi morali za to
resˇiti nek tezˇek matematicˇni problem. Za zdaj se zdi spletna varnost ob
primerni uporabi sodobnih kriptografskih postopkov, kot na primer RSA,
zagotovljena. Kljub temu da so racˇunalniki vsako leto hitrejˇsi, lahko varnost
pogosto zagotovimo samo s podaljˇsanjem kljucˇa. Vendar temu ne bi bilo vecˇ
tako ob izgradnji kvantnega racˇunalnika, saj obstajajo algoritmi, s katerimi
bi bilo mogocˇe na kvantnem racˇunalniku razbiti RSA in ostale kriptosisteme
v sˇirsˇi uporabi v polinomskem cˇasu [21, 40].
Zamislimo si, da cˇez nekaj let nekdo naznani uspesˇno izgradnjo kvantnega
racˇunalnika in se po medijih razsˇiri novica, da skoraj nobena uporabljana sˇifra
ni vecˇ varna. Po svetu kar naenkrat zavlada panika. Marsikdo bi lahko po-
mislil, da je s tem konec kriptografije in bo mogocˇe varno hranjenje in prenos
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informacij le z uporabo drage fizicˇne zasˇcˇite, kot na primer skrivanje USB-jev
v zaklenjenem kovcˇku priklenjenem na zapestje zaupanja vrednega kurirja.
Na drugi strani pa bi se zacˇelo mrzlicˇno iskanje novega kriptosistema, ki ga
kvantni racˇunalnik ne bi mogel streti. A zakaj bi cˇakali na katastrofo? Iskanje
novih sistemov namrecˇ niti ni potrebno, saj obstajajo sˇtevilni razredi krip-
tosistemov, na katere izgradnja kvantnega racˇunalnika ne bi imela velikega
vpliva; pravimo jim tudi post-kvantni kriptosistemi [32]. Primeri takih raz-
redov so kriptosistemi na osnovi celosˇtevilskih mrezˇ, na osnovi zgosˇcˇevalnih
funkcij in na osnovi kodiranja.
Kod za popravljanje napak lahko predstavlja dobro podlago za kriptosi-
stem, saj bi morebitni prislusˇkovalec imel tezˇave pridobiti poslano sporocˇilo
iz prejetega v primeru, da bi ga prestregel. Pri kodih za popravljanje napak
imamo problem dekodiranja, saj v splosˇnem kodu iz prejete besede ne znamo
na hitro dobiti kodne besede. Ta problem je NP-tezˇek [3]. Za nekatere kode
pa poznamo ucˇinkovite dekodirne algoritme, zato bi lahko prejemnik, ki ima
dekodirni algoritem, sporocˇilo hitro prebral.
Kod za popravljanje napak tako lahko uporabimo v kriptosistemu z jav-
nim kljucˇem, kjer lahko vsi kodirajo sporocˇila, dekodira pa jih lahko samo
prejemnik. Lastnik kljucˇa objavi javno kodirno matriko, dekodirno metodo
pa ohrani skrivno. Da zagotovimo, da iz javne kodirne matrike ni mocˇ dobiti
dekodirnega postopka, moramo kodirno matriko tako spremeniti, da izgleda
povsem nakljucˇno. Poleg tega mora izbrani kod pripadati velikemu razredu
kodov, tako da je nemogocˇe z izcˇrpnim preiskovanjem kljucˇev ugotoviti tocˇno
kateri kod iz tega razreda je bil izbran.
Prvi tak kriptosistem je McElieceov kriptosistem [27]. Zanj so cˇez leta
predstavili sˇtevilne napade, ki pa se jim lahko izognemo s primerno izbiro
parametrov. Zakaj se torej ta sistem sˇe ne uporablja namesto RSA? Glavni
razlog je neprakticˇnost zaradi velikega javnega kljucˇa. Poleg tega McEliece-
ovega kriptosistema ni mogocˇe tako naravno uporabiti za podpisovanje kot
RSA. S temi pomanjkljivostmi se ta kriptosistem ob svoji pojaviti enostavno
ni razsˇiril zaradi popolnoma varnih preprostejˇsih alternativnih kriptosiste-
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mov. Da se pripravimo na vse mozˇne prihodnje scenarije, bi bilo smiselno
preucˇiti dobro sisteme, za katere vemo, da kvantni racˇunalniki ne bodo imeli
vecˇjega vpliva.
V tem diplomskem delu se bomo zato posvetili McEliecejevemu sistemu,
ki temelji na Goppovem kodu. V 2. poglavju bomo najprej na kratko predsta-
vili, kaj sploh je kriptografija in samo idejo kriptosistemov z javnim kljucˇem.
V 3. poglavju se bomo posvetili osnovam teorije koncˇnih obsegov, ki so
kljucˇne za razumevanje kasnejˇsih poglavij. V 4. poglavju bomo definirali
kode za popravljanje napak in obravnavali njihove najbolj pomembne lastno-
sti. Goppov kod, ki se uporablja v nekaterih post-kvantnih kriptosistemih,
bomo predstavili v 5. poglavju. Pokazali bomo, da ima veliko razmaknjenost
in predstavili ucˇinkovit algoritem za dekodiranje. V 6. poglavju pa bomo
predstavili McElieceov kriptosistem in analizo varnosti. V zakljucˇku bomo




Potreba po ohranjanju tajnosti sega dalecˇ v zgodovino. Da bi to dosegli,
so se razvili sˇtevilni postopki za sˇifriranje, ki tako spremenijo sporocˇilo, da
postane nerazumljivo. V tem poglavju bomo sledili knjigama [28] in [43].
Eden izmed ciljev kriptografije je izdelati kriptosistem, ki zagotavlja varen
prenos sporocˇil med dvema ali vecˇ osebami tako, da je zadovoljeno neki
podmnozˇici naslednjih sˇtirih ciljev:
• Zaupnost: zˇelimo zagotoviti, da lahko do podatkov dostopajo samo
tisti, ki so jim ti namenjeni. Predstavlja glavni fokus kriptografije.
• Celovitost podatkov: zˇelimo zagotoviti, da prvotno sporocˇilo ni bilo
spremenjeno z nedovoljenimi sredstvi, vkljucˇno z vstavljanjem, brisa-
njem ali zamenjavo sporocˇila.
• Avtentikacija: zˇelimo zagotoviti mozˇnost preverjanja dolocˇenih lastno-
sti sporocˇila, na primer pristnosti posˇiljatelja, prejemnika ali pa cˇasa,
ko je bilo sporocˇilo poslano.
• Preprecˇevanje nepriznavanja: zˇelimo zagotoviti, da ni mocˇ zanikati
dane obljube ali storjenih dejanj. Potrebno je v primerih, kjer bi lahko
priˇslo do sporov, na primer pri spletnem nakupovanju.
V tem delu bomo obravnavali samo zagotavljanje zaupnosti, kar naredimo
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s pomocˇjo sˇifriranja, kjer sporocˇilo tako spremenimo, da ni mocˇ razbrati
sporocˇila. Prejemnik pa ga lahko razbere tako, da sporocˇilo desˇifrira.
Definicija 2.1. Kriptosistem je peterka (B, C,K, E ,D), za katero velja:
• B je koncˇna mnozˇica besedil (angl. plaintext),
• C je koncˇna mnozˇica kriptogramov (angl. ciphertext),
• K je koncˇna mnozˇica kljucˇev,
• E = {Ek : B → C; k ∈ K} je druzˇina kodirnih funkcij,
• D = {Dk : C → B; k ∈ K} je druzˇina dekodirnih funkcij,
• Za vsak e ∈ K obstaja d ∈ K, da velja
Dd(Ee(x)) = x za vsak x ∈ B.
Sˇifriranje tako izvedemo s kodirno funkcijo in dobimo kriptogram, ki ga
lahko desˇifriramo z ustrezno dekodirno funkcijo, da dobimo prvotno bese-
dilo. Pri klasicˇnih kriptosistemih sta bila ponavadi kodirni in dekodirni kljucˇ
enaka, zato je bila zelo pomembna tajnost samega kljucˇa. Kodirni in deko-
dirni kljucˇ pa nista nujno enaka.
Definicija 2.2. Kriptosistem S je simetricˇen, cˇe poznamo ucˇinkovit algo-
ritem, ki za vsak kodirni kljucˇ izracˇuna pripadajocˇi dekodirni kljucˇ. Cˇe
kriptosistem ni simetricˇen, pravimo, da je asimetricˇen.
Cˇez leta so se razvili sˇtevilni kriptosistemi, ki so bili bolj ali manj varni.
Vsem je bila skupna ena velika tezˇava, in sicer kako izmenjati kodirni kljucˇ,
da ta ne bi priˇsel v roke nepooblasˇcˇenim. Najvarnejˇsi nacˇin, a tudi zelo
zamuden, je bil osebna izrocˇitev oziroma z uporabo zaupanja vrednega ku-
rirja. Prva sta idejo asimetricˇnih kriptosistemov, kjer naj bi bila resˇena
tezˇava izmenjave kljucˇev, predstavila Diffie in Hellman [12]. Za razliko od
ostalih kriptosistemov si uporabniki pri asimetricˇnem kriptosistemu ne delijo
vecˇ skupnega skrivnega kljucˇa, ampak ima vsak uporabnik svoj kljucˇ, ki je
sestavljen iz dveh komponent:
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• kodirni kljucˇ e, ki je javen: vsakdo lahko sˇifrira,
• dekodirni kljucˇ d, ki je tajen: desˇifrira lahko samo lastnik kljucˇa.
Pri asimetricˇnem kriptosistemu imenujemo kodirni kljucˇ tudi javni kljucˇ, de-
kodirni kljucˇ pa zasebni kljucˇ. Sam kriptosistem imenujemo tudi kriptosistem
z javnim kljucˇem.
Varnost asimetricˇnih kriptosistemov temelji na tem, da samo iz javnega
kljucˇa e ne moremo v sprejemljivem cˇasu izracˇunati zasebnega kljucˇa d. To
ponavadi pomeni, da je za izracˇun zasebnega kljucˇa treba resˇiti kak tezˇek
problem, kot na primer:
• problem razcepa sestavljenega sˇtevila ali
• problem diskretnega logaritma.
Na problemu razcepa sestavljenega sˇtevila temelji sistem z javnim kljucˇem
RSA, ki je danes mnozˇicˇno v uporabi. Kriptosistem so predstavili Rivest,
Shamir in Adleman leta 1978 [38]. Drugi znan kriptosistem je ElGamalov
kriptosistem [15], ki temelji na problemu diskretnega algoritma.
Kakor nas ucˇi zgodovina, ima sˇe tako na videz nezlomljiv kriptosistem,
lahko sˇibke tocˇke, ki jih bomo odkrili sˇele s cˇasom. Za zdaj so trenutno
uporabljani algoritmi dovolj varni, kar bi se pa lahko hitro spremenilo z iz-
gradnjo kvantnega racˇunalnika. Leta 1994 je Shor predstavil algoritem za
kvantni racˇunalnik , ki resˇi problem razcepa sestavljenega sˇtevila v polinom-
skem cˇasu [40]. Ta algoritem bi torej lahko uporabili za razbitje dolocˇenih
kriptosistemov, med katerimi je tudi RSA. Dve leti kasneje je Grover predsta-
vil nov kvantni algoritem, ki omogocˇa hitro preiskovanje velikih neurejenih
tabel [21]. S pomocˇjo tega algoritma lahko razbijemo kriptosisteme, ki te-
meljijo na problemu diskretnega algoritma s pregledovanjem vseh mozˇnih
kljucˇev.
Kljub prepricˇanju, da so kvantni racˇunalniki oddaljeni sˇe mnoga deset-
letja, pa je odkritje novih algoritmov, ki bi uspesˇno razbili trenutno upo-
rabljane algoritme, sprozˇilo iskanje kriptosistema, na katerega kvantni ra-
cˇunalnik ne bi imel bistvenega vpliva. Ugotovili so, da taksˇni sistemi tudi
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zˇe obstajajo, saj na kriptosisteme, ki uporabljajo kode za popravljanje na-
pak, kvantni algoritmi ne vplivajo. V 6. poglavju bomo opisali enega izmed
teh kriptosistemov, in sicer McElieceov kriptosistem, ki temelji na tezˇkem
problemu dekodiranja splosˇnih linearnih kodov.
Poglavje 3
Koncˇni obsegi
Teorija koncˇnih obsegov je ena izmed vej moderne algebre, katere zacˇetki
segajo v 17. in 18. stoletje. Prvi je pomembnejˇse objekte iz tega podrocˇja
vpeljal Evariste Galois, zato ji vcˇasih pravimo tudi Galoisova teorija. V zad-
njih desetletjih je postala bolj zanimiva za prakticˇno uporabo, predvsem v
racˇunalniˇstvu. Dandanes je zelo pomembna v kombinatoriki in teoriji kodi-
ranja. Definirali bomo nekatere algebraicˇne strukture in predstavili nekatere
izreke, ki jih bomo potrebovali v nadaljevanju pri Goppovih kodih. Prav tako
bomo opisali Evklidov algoritem za polinome. V tem poglavju bomo sledili
knjigama [25] in [48].
Definicija 3.1. Naj bo G mnozˇica in ◦ dvocˇlena operacija na G, kjer za vsak
par a, b ∈ G velja a ◦ b ∈ G. Potem je (G, ◦) grupa, cˇe velja
1. operacija ◦ je asociativna:
(a ◦ b) ◦ c = a ◦ (b ◦ c) za vse a, b, c ∈ G,
2. obstaja enota e ∈ G, za katero velja
e ◦ a = a ◦ e za vsak a ∈ G,
3. vsak element ima inverz, torej za vsak a ∈ G obstaja b ∈ G, da velja
a ◦ b = b ◦ a = e.
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Inverz elementa a oznacˇimo a−1.
Grupa (G, ◦) je komutativna ali Abelova, cˇe za vsak par a, b ∈ G, velja
a ◦ b = b ◦ a. Ponavadi bomo grupo oznacˇevali samo z G namesto (G, ◦), cˇe
bo jasno, katero operacijo uporabljamo.
Abelovo grupo pogosto piˇsemo aditivno, torej operacija ◦ predstavlja
sesˇtevanje. Enoto potem oznacˇimo z 0, inverzni element pa je nasprotni
element in ga piˇsemo −a.
Grupa G ima lahko koncˇno ali neskoncˇno sˇtevilo elementov. V prvem
primeru pravimo, da je grupa koncˇna. Naj bo G koncˇna grupa in α ∈ G.
Definiramo α0 = e in αi = α ◦ α ◦ · · · ◦ α︸ ︷︷ ︸
i - krat
za naravno sˇtevilo i. Red elementa
α je najmanjˇse naravno sˇtevilo s, da je αs = e in ga oznacˇimo z |α|. Red
grupe G je sˇtevilo elementov G. Oznacˇimo ga z |G|.
Definicija 3.2. Naj bo (G, ◦) grupa in H neprazna podmnozˇica G. Potem
je H podgrupa G, cˇe je (H, ◦) grupa.
O mocˇi grupe in njenih podgrup govori naslednji izrek, ki mu pogosto
pravimo Lagrangeev izrek, glej [29].
Izrek 3.3. Naj bo G koncˇna grupa in H podgrupa G. Potem red podgrupe
H deli red grupe G.
Najbolj preproste grupe so ciklicˇne grupe.
Definicija 3.4. Grupa G je ciklicˇna, cˇe obstaja tak α ∈ G, da za vsak b ∈ G
obstaja nenegativno celo sˇtevilo i, da velja b = αi. Takemu elementu α
pravimo generator grupe.
Vsak element grupe lahko generira novo grupo.
Trditev 3.5. Cˇe je G grupa in α ∈ G, potem mnozˇica vseh potenc α tvori
ciklicˇno podgrupo G. Pravimo, da je podgrupa generirana z α in jo oznacˇimo
z 〈α〉.
Povezavo med redom grupe in redom elementa podaja naslednji izrek.
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Izrek 3.6. Naj bo G koncˇna grupa in g ∈ G. Potem red elementa g deli red
grupe G.
Dokaz. Naj bo g element grupe G. Ker je grupa G koncˇna, je tudi red
elementa g koncˇen. Tedaj je 〈g〉 = {e, g, g2, · · · , g|g|−1} podgrupa grupe G in
velja |〈g〉| = |g|. Po Lagrangeevem izreku red podgrupe 〈g〉 deli red grupe G.
Torej red elementa g res deli red grupe G.
Oznaka 3.7. Za mnozˇico K je K∗ = K\{0} mnozˇica nenicˇelnih elementov
mnozˇice K.
V grupi imamo samo eno operacijo, pri obicˇajnem racˇunanju pa ponavadi
prav prideta dve operaciji - sesˇtevanje in mnozˇenje.
Definicija 3.8. Naj bo K mnozˇica z dvema operacijama. Potem je (K,+, ◦)
kolobar, cˇe velja
• (K,+) je Abelova grupa,
• operacija ◦ je asociativna: za vsako trojico a, b, c ∈ K je
(a ◦ b) ◦ c = a ◦ (b ◦ c).
• operaciji + in ◦ povezuje distributivnost: za vsako trojico a, b, c ∈ K
je
a ◦ (b+ c) = (a ◦ b) + (a ◦ c) in
(a+ b) ◦ c = (a ◦ c) + (b ◦ c).
Zgled 3.9. Pogosto imamo opravka z naslednjimi kolobarji.
1. Vzemimo mnozˇico celih sˇtevil Z in operaciji sesˇtevanja in mnozˇenja.
Potem je (Z,+, ·) kolobar.
2. Vzemimo mnozˇico Zn = {0, . . . , n− 1} in operaciji sesˇtevanja in mno-
zˇenja po modulu n, potem je (Zn,+, ·) kolobar.
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3. Vzemimo mnozˇico polinomov Z[x] s koeficienti v Z in operaciji sesˇte-
vanja in mnozˇenja polinomov. Potem je (Z[x],+, ·) kolobar.
Definicija 3.10. Naj bo (K,+, ◦) kolobar. Potem je (K,+, ◦) obseg, cˇe je
(K∗, ◦) grupa.
Obseg je komutativen, cˇe je grupa (K, ◦) komutativna. Obseg je koncˇen,
cˇe je mnozˇica K koncˇna. Koncˇen obseg imenujemo tudi Galoisov obseg in za
koncˇni obseg s q elementi uporabljamo oznako GF (q).
Definicija 3.11. Naj bo K obseg. Sˇtevilo p imenujemo karakteristika obsega,
cˇe za vsak x ∈ K velja




Definicija 3.12. Naj bosta (G1,+1, ·1) in (G2,+2, ·2) obsega. Preslikava
ϕ : G1 → G2 je homomorfizem obsegov, cˇe velja
• ϕ(a+1 b) = ϕ(a) +2 ϕ(b) za vse a, b ∈ G1 in
• ϕ(a ·1 b) = ϕ(a) ·2 ϕ(b) za vsaka a, b ∈ G1.
Cˇe je ϕ bijektivna preslikava, potem je ϕ izomorfizem. Cˇe med G1 in G2
obstaja izomorfizem, potem sta obsega G1 in G2 izomorfna.
Za Galoisove obsege lahko izpeljemo sˇtevilne lastnosti.
Izrek 3.13. Za vsak n ∈ N veljajo naslednje trditve:
• Cˇe n ni potenca prasˇtevila, potem ne obstaja obseg mocˇi n.
• Cˇe n = pm, kjer je p prasˇtevilo in m > 0, potem obstaja natanko en
obseg mocˇi n do izomorfizma natancˇno. Oznacˇimo ga z Fn = GF (n).
Cˇe je m = 1, potem je Fp = Zp. Cˇe pa je m > 1, potem je Fpm 6= Zpm .
• Obseg GF (pm) ima karakteristiko enako p.
• Za vsak a ∈ GF (q) velja aq = a.
Diplomska naloga 13
• (GF (q)∗, ◦) je ciklicˇna grupa reda q− 1. Njene generatorje imenujemo
primitivni elementi.
Pogosto se za predstavitev elementov obsega GF (q), kjer je q = pm in p
prasˇtevilo, uporablja predstavitev s polinomi. Cˇe je m = 1, potem imamo
obseg Zp in za racˇunanje uporabljamo operacije po modulu p. V enacˇbah
bomo za modul uporabljali oznako mod. Za m ≥ 2 bomo racˇunali po modulu
f(x), kjer je f izbrani nerazcepni polinom stopnje m.
Pri mnozˇenju in sesˇtevanju polinomov po modulu f(x) najprej polinoma
sesˇtejemo oziroma zmnozˇimo in dobimo g(x). Pri tem koeficiente sesˇtevamo
oziroma mnozˇimo po modulu p. Cˇe je stopnja g(x) manjˇsa od stopnje f(x)
smo dobili iskani polinom, sicer pa g(x) sˇe delimo s f(x) in za resˇitev vza-
memo ostanek pri deljenju.
Zgled 3.14. Pogosto imamo opravka z naslednjimi obsegi.
1. Naj bo p prasˇtevilo in operaciji sesˇtevanje po modulu p in mnozˇenje po
modulu p. Potem je (Zp,+, ·) obseg.
2. Naj bo Zp[x]/f(x) = {r(x) : deg r < deg f = m}, kjer je f(x) ne-
razcepen polinom stopnje m, in operaciji sesˇtevanje in mnozˇenje poli-
nomov po modulu f(x). Potem je Zp[x]/f(x) koncˇen obseg reda pm.
V primeru, da f(x) ni nerazcepen, je Zp[x]/f(x) kolobar z enoto za
mnozˇenje.
Da bo Zp/f(x) res obseg, mora imeti vsak njegov nenicˇelni element tudi
inverz. Izracˇunali ga bomo s pomocˇjo razsˇirjenega Evklidovega algoritma.
Kljucˇen pri izpeljavi tega algoritma bo naslednji izrek.
Izrek 3.15 (Osnovni izrek o deljenju polinomov). Naj bosta f(x), g(x) ∈
F[x], g(x) 6= 0. Tedaj obstajata enolicˇno dolocˇena polinoma q(x), r(x) ∈ F[x],
kjer je deg(r) < deg(g), da velja
f(x) = q(x) · g(x) + r(x). (3.1)
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Dokaz. Recimo, da pri deljenju f(x) z g(x) kolicˇnik in ostanek nista enolicˇno
dolocˇena. Potem veljata enakosti
f(x) = q1(x)g(x) + r1(x)
f(x) = q2(x)g(x) + r2(x),
kjer je q1(x) 6= q2(x) ali r1(x) 6= r2(x) Tedaj za vsak x ∈ F velja enakost
q1(x)g(x) + r1(x) = q2(x)g(x) + r2(x),
kar lahko preuredimo v
g(x)(q1(x)− q2(x)) = r2(x)− r1(x). (3.2)
Stopnja polinoma na levi strani enacˇbe (5.10) je vecˇja ali enaka stopnji g(x),
razen cˇe je q1(x) = q2(x) za vsak x ∈ F. Stopnja polinoma na desni strani pa
je manjˇsa od stopnje g(x), saj imata oba ostanka stopnjo manjˇso od stopnje
g(x). Iz tega sledi, da morata imeti polinoma na obeh straneh stopnjo 0,
torej mora veljati q1(x) = q2(x) za vsak x ∈ F in r1(x) = r2(x). Priˇsli smo
do protislovja, torej sta kolicˇnik q(x) in ostanek r(x) enolicˇno dolocˇena.
Polinom g(x) deli f(x), cˇe je ostanek r(x) enak 0. Deljenje polinomov
lahko predstavimo tudi kot ulomek




kjer je g(x) 6= 0. Pogosto zˇelimo okrajˇsati ulomek, zato nas zanima, cˇe imata
polinoma skupne faktorje.
Definicija 3.16. Naj bosta g(x), h(x) ∈ Zp[x] in vsaj eden od njiju razlicˇen
od nicˇ. Potem je najvecˇji skupni delitelj g(x) in h(x) monicˇen polinom
najvecˇje stopnje v Zp, ki deli oba polinoma. Oznacˇimo ga z gcd(g(x), h(x)).
Najvecˇji skupni delitelj dveh polinomov lahko izracˇunamo s pomocˇjo
Evklidovega algoritma za polinome.
Diplomska naloga 15
Algoritem 3.1. (Evklidov algoritem za F[x])
Vhod: polinoma g(x), h(x) ∈ F[x].
Izhod: najvecˇji skupni delitelj g(x) in h(x).
1. Dolocˇimo r0(x) = g(x) in r1(x) = h(x).
2. Dokler je ostanek ri(x) 6= 0 ponavljamo ri+1 = ri−1 mod ri.
3. Naj bo k najmansˇi indeks, da je rk = 0. Potem vrnemo rk−1.
Zaporedje ostankov ri(x) strogo pada. Torej po najvecˇ deg(h(x)) kora-
kih dobimo nicˇelni ostanek; oznacˇili smo ga z rk. Ker imajo g(x), h(x) in
h(x), g(x) mod h(x) enake delitelje, se mnozˇica skupnih deliteljev ni spre-
menila z enim korakom Evklidovega algoritma. Vsi pari (ri, ri+1) imajo tako
enako mnozˇico skupnih deliteljev. Iz tega sledi, da so skupni delitelji g(x)
in h(x) enaki kot skupni delitelji rk−1 in 0. Torej je rk−1 res najvecˇji skupni
delitelj g(x) in h(x).
Ni tezˇko videti, da je sˇtevilo korakov Evklidovega algoritma logaritemsko.
Skupno cˇasovno zahtevnost nam poda naslednji izrek, glej [28].
Trditev 3.17. Naj bo stopnja polinomov g(x) in h(x) najvecˇ m. Potem
ima algoritem 3.1 cˇasovno zahtevnost O(m2) operacij v Zp ali ekvivalentno
O(m2(log p)2) bitnih operacij.
Evklidov algoritem lahko tudi razsˇirimo tako, da ne izracˇuna samo naj-
vecˇjega skupnega delitelja.
Algoritem 3.2. (Razsˇirjeni Evklidov algoritem za Zp[x])
Vhod: polinoma g(x), h(x) ∈ Zp[x].
Izhod: d(x) = gcd(g(x), h(x)) in polinoma s(x), t(x) ∈ Zp[x], ki zadosˇcˇata
enacˇbi s(x)g(x) + t(x)h(x) = d(x).
1. Cˇe h(x) = 0, potem priredimo d(x) = g(x), s(x) = 1, t(x) = 0 in
vrnemo (d(x), s(x), t(x)).
2. Nastavimo s2(x) = 1, s1(x) = 0, t2(x) = 0, t1(x) = 1.
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3. Dokler h(x) 6= 0 ponavljamo:
3.1. Naj bo q(x) kvocient pri deljenju g(x) s h(x) in
r(x) = g(x)− h(x)q(x).
3.2. s(x) = s2(x)− q(x)s1(x) in
t(x) = t2(x)− q(x)t1(x).
3.3. g(x) = h(x), h(x) = r(x).
3.4. s2(x) = s1(x), s1(x) = s(x) in
t2(x) = t1(x), t1(x) = t(x).
4. Priredimo d(x) = g(x), s(x) = s2(x), t(x) = t2(x).
5. Vrnemo (d(x), s(x), t(x)).
Sˇtevilo korakov algoritma 3.2 je enako kot sˇtevilo korakov algoritma 3.1.
Skupno cˇasovno zahtevnost podaja spodnji izrek, glej [28].
Trditev 3.18. Naj bo stopnja polinomov g(x) in h(x) najvecˇ m. Potem ima
algoritem 3.2 ob primerni implementaciji cˇasovno zahtevnost O(m2) operacij
v Zp ali ekvivalentno O(m2(log p)2) bitnih operacij.
Iz razsˇirjenega Evklidovega algoritma sledi naslednji izrek.
Izrek 3.19. Naj bosta f(x), g(x) ∈ F[x] in naj bo d(x) = gcd(f(x), g(x)).
Tedaj obstajata polinoma s(x) in t(x), da velja
d(x) = f(x) · s(x) + g(x) · t(x).
S pomocˇjo razsˇirjenega Evklidovega algoritma lahko izracˇunamo inverz
polinoma a(x) v Fp/f(x), kjer je f(x) nerazcepen polinom. Inverz elementa
a(x) oznacˇimo z a(x)−1. Ker je f(x) nerazcepen polinom, je a(x) tuj z f(x).
Zato je enacˇba
1 = f(x) · s(x) + a(x) · t(x)
resˇljiva po izreku 3.19. Gornjo enacˇbo lahko zapiˇsemo kot
a(x) · t(x) ≡ 1 mod f(x).
Torej je t(x) = a(x)−1 iskani inverz.
Poglavje 4
Kodi za popravljanje napak
Eden izmed ciljev kodiranja je zagotoviti zanesljiv prenos sporocˇil po komu-
nikacijskem kanalu tako, da je mogocˇe (do neke mere) popraviti napake, ki
so nastale med prenosom. To dosezˇemo s kodi za popravljanje napak, kjer
prvotnemu sporocˇilu priredimo daljˇse sporocˇilo, ki nam pomaga popraviti
morebitne nastale napake. V nadaljevanju bomo sledili knjigi [49].
4.1 Blocˇni kodi
Poseben razred kodov za popravljanje napak so blocˇni kodi, pri katerih
sporocˇilo zakodiramo v kodne besede iste dolzˇine.
Definicija 4.1. Blocˇni kod C nad abecedo Σ je koncˇna podmnozˇica Σn.
Vsakemu elementu C pravimo kodna beseda.
Cˇe je Σ = GF (2), imenujemo kod nad Σ dvojiˇski kod.
Za merjenje razdalj med kodnimi besedami uporabljamo Hammingovo
razdaljo.
Definicija 4.2. Naj bosta X, Y ∈ Σn. Hammingova razdalja med x in y je
d(x, y) = |{i;xi 6= yi}|.
Ni tezˇko preveriti, de je Hammingova razdalja res metrika, saj velja:
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1. d(x, y) ≥ 0 (nenegativnost),
2. d(x, y) = 0 natako tedaj, ko je x = y,
3. d(x, y) = d(y, x) (simetricˇnost),
4. d(x, y) ≤ d(x, z) + d(z, y) (trikotniˇska neenakost).
Za kodne besede pogosto uporabljamo tudi pojem tezˇe.
Definicija 4.3. Tezˇa besede x je
t(x) = |{i;xi 6= 0}|.
Razdaljo in tezˇo med seboj povezuje naslednji izrek.
Izrek 4.4. Cˇe sta v Σ definirani operaciji sesˇtevanja in odsˇtevanja, velja:
d(x, y) = t(x− y).
Dokaz. Naj bosta x, y ∈ Σn.
d(x, y) = |{i;xi 6= yi}|
= |{i;xi − yi 6= 0}|
= t(x− y)
.
Zelo pogosto nas pri kodih zanima tudi, kako dalecˇ sta najblizˇji kodni besedi.




Oznaka 4.6. Kod C je (n,M, d)-kod nad abecedo Σ, cˇe ima blocˇno dolzˇino
n, | C |= M in d(C) = d.
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Recimo, da imamo sporocˇilo s, ki ga zˇelimo poslati tako, da ga bo mogocˇe
prebrati, tudi cˇe pri prenosu pride do napak. Sporocˇilu priredimo kodno
besedo x iz izbranega koda C. Pravimo, da sporocˇilo zakodiramo. Kodno
besedo x potem posˇljemo po nezanesljivem komunikacijskem kanalu. Preje-
mnik prejme besedo y = x + e, kjer je e napaka. Prejemnik poiˇscˇe kodno
besedo x′ ∈ C, ki je najblizˇje y glede na Hammingovo razdaljo. Pravimo,
da besedo y dekodiramo. Iz x′ potem pridobi sporocˇilo s′. Zˇelimo si, da je
x = x′ oziroma s = s′, kar je res, cˇe je tezˇa napake t(e) dovolj majhna.
Definicija 4.7. Kod C dolzˇine n odkrije r napak, cˇe x+ e /∈ C za vse x ∈ C
in e ∈ Σn :
1 ≤ t(e) ≤ r.
Kod C popravi r napak, cˇe
d(x+ e, x) < d(x+ e, y)
za vsaka x, y ∈ C in vsak e ∈ Σn : t(e) ≤ r.
Na sposobnost koda, da odkrije in popravi dolocˇeno sˇtevilo napak, vpliva
razmaknjenost koda.
Izrek 4.8. Naj bo C (n,M, d)-kod. Potem velja:
1. kod C odkrije d− 1 napak,
2. kod C popravi bd−1
2
c napak.
Dokaz. 1. Naj bo e ∈ Σn tak, da je 1 ≤ t(e) ≤ d − 1. Izberemo poljuben
x ∈ C. Potem za razdaljo med x in x+ e velja
d(x, x+ e) = t(x+ e− x) = t(e) ≤ d− 1,
iz cˇesar sledi, da x + e /∈ C, ker za poljubni kodni besedi iz C velja, da je
razdalja enaka vsaj d. Torej kod res odkrije d− 1 napak.
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2. Naj bo e ∈ Σn tak, da je t(e) ≤ bd−1
2
c. Izberemo poljubna x, y ∈ C, kjer
x 6= y. Potem za razdaljo med x in x+ e velja
d(x, x+ e) = t(e) ≤ bd− 1
2
c ≤ d− 1
2
.
To je ekvivalentno 2d(x, x+ e) ≤ d− 1 ≤ d(x, y)− 1. Z uporabo trikotniˇske
neenakosti dobimo neenakost
2d(x, x+ e) ≤ d(x, x+ e) + d(x+ e, y)− 1.
Na obeh straneh neenakosti odsˇtejemo d(x, x + e) in dobimo d(x, x + e) ≤




Dobro je, da je razmaknjenost koda velika, saj bo tako kod lahko popravil
veliko napak.
4.2 Linearni kodi
V praksi se najpogosteje uporabljajo linearni kodi. Ker so tudi Goppovi
kodi linearni, se bomo v tem delu omejili le na linearne kode. Naj bo v
nadaljevanju Σ = GF (q), kjer je q potenca prasˇtevila.
Definicija 4.9. Kod C ⊆ Σn je linearen, cˇe je vektorski podprostor Σn. Torej
velja: za vsak c1, c2 ∈ C in α, β ∈ Σ je tudi αc1 + βc2 ∈ C.
Pri linearnih kodih je sˇtevilo kodnih besed povezano z dimenzijo koda.
Trditev 4.10. Naj bo C linearen (n,M, d)-kod nad Σ dimenzije k. Potem je
M = qk.
Oznaka 4.11. Linearen (n, qk, d)-kod C nad Σ oznacˇimo z [n, k, d].
Za linearen kod lahko razmaknjenost izracˇunamo tudi s pomocˇjo tezˇe.
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Dokaz. Razmaknjenost koda je enaka
d(C) = min
x,y∈C,x 6=y
d(x, y) = min
x,y∈C,x−y 6=0
t(x− y).









besed, zato za racˇunanje
razmaknjenosti linearnih kodov uporabljamo tezˇo, kar pa je sˇe vedno zelo
zamudno, cˇe je besed veliko.
Definicija 4.13. Generatorska matrika G koda C je matrika velikosti k×n,
katere vrstice sestavljajo bazo koda C.
Generatorska matrika seveda ni enolicˇno dolocˇena.
S pomocˇjo generatorske matrike lahko izvedemo kodiranje. Naj bo C
linearen [n, k, d]-kod nad Σ, kjer je {x(1), x(2), . . . , x(k)} baza za C. Ena izmed








Sporocˇilo s ∈ Σk, kjer je s = s1s2 . . . sk za si ∈ Σ, lahko zakodiramo tako
y = s ·G = s1 · x(1) + s2 · x(2) + · · ·+ sk · x(k).
Definicija 4.14. Koda C1 in C2 sta ekvivalentna, cˇe lahko C2 dobimo iz C1 z
zaporedjem transformacij τ1, . . . , τs, kjer je vsak τi
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• permutacija vrstic kodne matrike,
• permutacija stolpcev kodne matrike,
• permutacija simbolov v izbranem stolpcu kodne matrike.
Oznaka 4.15. Cˇe sta koda C1 in C2 ekvivalentna, piˇsemo C1 ∼ C2
Ekvivalentna koda lahko popravita isto sˇtevilo napak, saj velja naslednja
trditev.
Trditev 4.16. Cˇe sta koda C1 in C2 ekvivalentna, potem velja d(C1) = d(C2).
Za vsak kod C lahko definiramo njegov dualni kod C⊥.
Definicija 4.17. Naj bo C [n, k, d]-kod. Potem je
C⊥ = {x ∈ Σn; cTx = 0 za vsak c ∈ C}
dualni kod koda C. Tudi C⊥ je linearen kod. Generatorsko matriko dual-
nega koda C⊥ imenujemo tudi nadzorna matrika koda C. Obicˇajno jo bomo
oznacˇevali s H.
Opazimo, da je C⊥ (n− k)-dimenzionalen podprostor Σn, ortogonalen na C.
Vsak kod lahko podamo z generatorsko matriko ali nadzorno matriko, saj
lahko eno izracˇunamo iz druge s pomocˇjo naslednje trditve.
Izrek 4.18. Naj bosta G ∈ GF (q)k×n in H ∈ GF (q)(n−k)×n, kjer sta matriki
ranga k oziroma n−k. Potem je G je generatorska matrika in H je nadzorna
matrika nekega linearnega koda natako tedaj, ko velja GHT = 0.
Dokaz. ( ⇒ ) Naj bo GxT = 0 za vsak x ∈ C⊥. Ker so vrstice H iz C⊥ je
GHT = 0.
(⇐ ) Naj bo C kod, katerega bazo sestavljajo vrstice G. Potem je C⊥ nicˇelni
podprostor matrike G, iz cˇesar sledi, da ima dimenzijo n− rang(G) = n−k.
Torej vrstice H pripadajo C⊥, so linearno neodvisne in jih je n− k. Sledi, da
sestavljajo bazo C⊥, torej je H nadzorna matrika za C.
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S pomocˇjo nadzorne matrike lahko preprosto preverimo, ali je dana beseda
kodna beseda.
Posledica 4.19. Naj bo C linearen kod in H njegova nadzorna matrika.
Potem je x ∈ C natanko tedaj, ko je xHT = 0.
Poglejmo, kako si lahko pri dekodiranju linearnih kodov pomagamo z
nadzorno matriko. Naj bo C linearen [n, k, d]-kod, x ∈ C poslana beseda,
y ∈ Σn prejeta beseda in s = bd−1
2
c. Potem je napaka enaka e = y − x, kjer
je e ∈ Σn.
Definicija 4.20. Sindrom besede y je HyT .
Torej je HyT = H(x + e)T = HxT + HeT . Ker je x ∈ C, je po posledici
?? HxT enak nicˇ in dobimo HyT = HeT . Torej sindrom prejete besede
primerjamo s sindromi napak in poiˇscˇemo ujemanje. V tezˇave bi priˇsli, cˇe bi
bili sindromi razlicˇnih napak enaki. Spodnja trditev dokazˇe, da so sindromi
napak, ki jih je z danim kodom mogocˇe popraviti, med seboj razlicˇni.
Trditev 4.21. Naj bodo s = bd−1
2
c in e1, e2 ∈ Σn taki, da velja t(e1) ≤ s,
t(e2) ≤ s in e1 6= e2. Potem je HeT1 6= HeT2 .
Dokaz. Recimo, da velja HeT1 = He
T
2 . Potem je He
T
1 −HeT2 = 0 in H(e1 −
e2)
T = 0, iz cˇesar po posledici 4.19 sledi, da je e1 − e2 ∈ C. Poglejmo si zdaj
tezˇo e1 − e2, za katero velja t(e1 − e2) = d(e1, e2). Cˇe uporabimo trikotniˇsko
neenakost, dobimo t(e1, e2) ≤ d(e1, 0) + d(0, e2) = t(e1) + t(e2). Torej je
t(e1, e2) najvecˇ 2s in je manjˇsi od d. Ker je e1 − e2 kodna beseda in mora
imeti nenicˇelna kodna beseda tezˇo vsaj d, sledi da je e1 − e2 = 0. Torej sta
e1 in e2 enaka, kar je v protislovju s predpostavko. Torej velja He
T
1 6= HeT2 .
Za dekodiranje prejete besede y najprej sestavimo urejeno tabelo parov
(HeT , e) za e ∈ Σn, kjer je t(e) ≤ s. Izracˇunamo sindrom HyT in ga poiˇscˇemo
v tabeli. Cˇe ga v tabeli ni, lahko zahtevamo ponoven prenos besede, saj
je sˇtevilo napak vecˇje od s. Sicer vzamemo pripadajocˇi e in izracˇunamo
x = y − e.
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1 1 1 0 0
0 1 0 1 0
1 0 0 0 1
 .
Ni tezˇko preveriti, da je razmaknjenost enaka 3, zato lahko kod popravi
b3−1
2








Recimo, da smo prejeli besedo y = (1, 1, 1, 1, 1). Izracˇunamo sindrom HyT =
(1, 0, 0)T in ga poiˇscˇemo v tabeli. Pripadajocˇa napaka je e = (0, 0, 1, 0, 0),
torej je poslana beseda enaka x = y − e = (1, 1, 0, 1, 1).
Zanima nas, kako hitro je dekodiranje s pomocˇjo sindromov. Cˇe imamo
[n, k, d]-kod nad GF (q), ki lahko popravi s = bd−1
2
c napak, je sˇtevilo vseh
mozˇnih vektorjev napak enako











Za vsak vektor napak moramo izracˇunati sindrom, za kar potrebujemo n2
operacij. Torej za izracˇun elementov tabele potrebujemo Nn2 operacij. Za
izracˇun sindroma prejete besede pa potrebujemo sˇe O(n2) operacij. Cˇe smo
sindrome shranjevali v zgosˇcˇeno tabelo, lahko iskanje v tabeli izvedemo v cˇasu
O(1). Torej ima dekodiranje s sindromi cˇasovno zahtevnost vsaj O(Nn2).
Vidimo, da je dekodiranje s sindromi v primeru majhne razmaknjenosti lahko
sˇe dovolj dobro, v primeru vecˇje razmaknjenosti pa postane prezahtevno, saj
jeN lahko eksponentne velikosti glede na generatorsko matriko velikosti k×n,
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s katero podamo kod. Prav tako ne pride v posˇtev neposredno dekodiranje,
kjer iˇscˇemo najblizˇjo kodno besedo, za kar potrebujemo O(qk ·n) cˇasa. Izkazˇe
se, da je v splosˇnem dekodiranje linearnega koda NP-tezˇek problem [3]. Torej
ne poznamo nobenega algoritma, ki bi ta problem resˇil v polinomskem cˇasu.
Tudi racˇunanje razmaknjenosti koda ni lahek problem [46]. Zato so bile
izpeljane razne zgornje meje za razmaknjenost. Ena izmed njih je Singleto-
nova meja.
Izrek 4.23 (Singletonova meja). Naj bo C [n, k, d]-kod nad Σ. Potem velja
d ≤ n− k + 1.
Dokaz. Naj bo C [n, k, d]-kod nad Σ. Zlozˇimo vse besede iz C v matriko K
velikosti qk × n. Cˇe precˇrtamo d − 1 stolpcev matrike K, so vse besede sˇe
vedno razlicˇne med seboj, saj se razlikujejo na vsaj d mestih. Vseh besed
dolzˇine n− d+ 1 nad Σ je qn−d+1. Torej je M = qk ≤ qn−d+1, iz cˇesar sledi,
da je d ≤ n− k + 1.
Posledica 4.24. Linearen [n, k, d]-kod popravi najvecˇ bn−k
2
c napak.
Dokaz. Na podlagi izreka 4.8 lahko kod popravi s = bd−1
2
c napak. Ob




V praksi je lahko postopek za popravljanje napak lahko zelo kompleksen.
Kot smo videli je neposredno dekodiranje ali s pomocˇjo sindromov prezah-
tevno v primeru vecˇje razmaknjenosti koda. Na srecˇo pa obstajajo dolocˇeni
razredi linearnih kodov, za katere se da dekodiranje izvesti dokaj ucˇinkovito.




Leta 1970 je V. D. Goppa predstavil nov razred linearnih kodov za popravlja-
nje napak [20]. Goppovi kodi so posplosˇitev bolj znanih kodov BCH [8, 22].
Goppovi kodi so pomembni, ker imajo veliko razmaknjenost in zanje poznamo
ucˇinkovit algoritem za dekodiranje, ki temelji na algoritmu za dekodiranje
kodov BCH. V nadaljevanju bomo sledili knjigama [29] in [44].
Kljub temu, da se v praksi najpogosteje uporablja dvojiˇski Goppov kod,
definirajmo najprej splosˇni Goppov kod. Izberimo prasˇtevilo q. Naj bosta






taka, da velja g(αi) 6= 0 za vsak αi ∈ L.
Trditev 5.1. V kolobarju GF (qm)[z]/g(z) ima z − αi enolicˇen inverz, ki je
enak
(z − αi)−1 = −g(z)− g(αi)
z − αi g(αi)
−1.
Dokaz. Element a(x) ∈ GF (qm)[z]/g(z) ima inverz a(x)−1, cˇe je a(x) tuj z
g(z), kar sledi iz izreka 3.19. Ker velja g(αi) 6= 0 za vsak αi ∈ L, sledi da




Pokazˇimo najprej, da je g(z)−g(αi)
z−αi polinom. Cˇe uporabimo enacˇbo (5.1),
lahko vidimo, da velja naslednje.
g(z)− g(αi)
z − αi =
gtz




t − αti) + · · ·+ g1(z − αi)
z − αi
= gt(z
t−1 + zt−2αi + · · ·+ zαt−2i + αt−1i )
+ gt−1(zt−2 + zt−3αi + · · ·+ zαt−3i + αt−2i )
+ · · ·+ g2(z + αi) + g1
(5.2)
Preverimo, da je inverz v kolobarju GF (qm)[z]/g(z) enak (z − αi)−1 =
−g(z)−g(αi)
z−αi g(αi)
−1. Potem mora veljati (z − αi) · (z − αi)−1 ≡ 1 mod g(z).
Preverimo, cˇe je temu res tako.
(z − αi) · (z − αi)−1 = (z − αi) · (−g(z)−g(αi)z−αi g(αi)−1)
= (−g(z) + g(αi)) · g(αi)−1
= −g(z) · g(αi)−1 + g(αi) · g(αi)−1
≡ −g(z) · g(αi)−1 + 1
≡ 1 mod g(z).
Oznaka 5.2. Inverz (z − αi)−1 bomo vcˇasih oznacˇili tudi z 1z−αi .




ci(z − αi)−1. (5.3)
Definicija 5.3. Goppov kod Γ(L, g(z)), kjer sta L in g(z) definirana kot prej,
je mnozˇica vseh vektorjev c ∈ GF (q)n, za katere velja
Rc(z) ≡ 0 (mod g(z)). (5.4)
Polinomu g(z) recˇemo tudi generatorski polinom. Cˇe je g(z) nerazcepen
polinom, potem je Γ(L, g(z)) nerazcepen Goppov kod.
Neposredno iz definicije sledi naslednja trditev.
Trditev 5.4. Goppov kod Γ(L, g(z)) je linearen.
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5.1 Parametri Goppovega koda
Ker je Goppov kod linearen, bomo zanj uporabljali standardne oznake: n
je blocˇna dolzˇina, k dimenzija in d razmaknjenost koda. Prvi parameter
predstavlja dolzˇino kodnih besed in je zato natanko dolocˇen z L. Za druga
dva parametra lahko izpeljemo spodnje meje. V celotnem razdelku bo t
predstavljal stopnjo generatorskega polinoma g(z).
Izrek 5.5. Za Goppov kod Γ(L, g(z)) nad GF (qm) dolˇzine n velja:
• dimenzija koda k zadosˇcˇa
k ≥ n−mt, (5.5)
• razmaknjenost koda d zadosˇcˇa
d ≥ t+ 1. (5.6)
Dokaz. Najprej bomo pokazali spodnjo mejo za dimenzijo koda. Oznacˇimo
s pi(z) polinom (z − αi)−1 iz trditve 5.1.
(z − αi)−1 ≡ pi(z) = pi1 + pi2z + ...+ pitzt−1 (mod g(z)).
Enacˇbo (5.4) lahko zapiˇsemo kot
n∑
i=1
cipi(z) ≡ 0 (mod g(z)).
Cˇe pogledamo enacˇbo za vsak koeficient pri zj posebej, dobimo sistem enacˇb
n∑
i=1
cipij = 0, za 1 ≤ j ≤ t.
Torej je Γ(L, g(z)) definiran s t linearnimi enacˇbami nad GF (qm), kar lahko
spremenimo na najvecˇ mt linearnih enacˇb nad GF (q), tako da elemente iz
obsega GF (qm) zapiˇsemo v bazi {1, α, α2, . . . , αm−1}, kjer je α primitivni
element obsega. Torej mora biti dimezija k vsaj n−mt.
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Pokazˇimo sˇe drugo neenakost. Ker je kod linearen, vemo, da je razmaknjenost
enaka minimalni tezˇi nenicˇelne kodne besede. Naj bo c nenicˇelna kodna









1≤k≤w,k 6=j(z − αik)∏w
j=1(z − αij)
.
Ker imenovalec nima nobenega skupnega faktorja z g(z), mora g(z) deliti
sˇtevec, saj mora veljati enacˇba (5.4). Sˇtevec ima stopnjo najvecˇ w − 1, iz
cˇesar sledi, da velja w − 1 ≥ t in je razmaknjenost d vsaj w ≥ t+ 1.
5.2 Parametri v primeru, da je generatorski
polinom separabilen
Zˇelimo, da je razmaknjenost koda d cˇim vecˇja, saj lahko kod popravi r napak,
cˇe je 2r + 1 ≤ d. V posebnem primeru lahko spodnjo mejo za razmaknje-
nost Goppovega koda zviˇsamo, in sicer cˇe vzamemo binarni Goppov kod
Γ(L, g(z)), kjer je g(z) separabilen polinom stopnje t nad GF (2m).
Definicija 5.6. Polinom g(z) nad obsegom K je separabilen, cˇe v nobeni
razsˇiritvi obsega K nima vecˇkratnih nicˇel.
Ta pogoj je enostavno preveriti s pomocˇjo naslednje trditve.
Trditev 5.7. Naj bo K obseg. Nenicˇelen polinom f(z) ∈ K[z] je separabilen,
natanko tedaj, ko sta f(z) in njegov odvod f ′(z) ∈ K[z] tuja.
Izrek 5.8. Naj bo Γ(L, g(z)) dvojiˇski Goppov kod, kjer je g(z) separabilen
polinom stopnje t. Potem je razmaknjenost tega koda enaka vsaj 2t+ 1.
Dokaz. Vzemimo dvojiˇski Goppov kod Γ(L, g(z)), kjer je g(z) separabilen
polinom stopnje t. Naj bo L = {α1, . . . , αn} in c = c1c2 . . . cn nenicˇelna
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(z − αik). (5.7)




z − αi ≡ 0 (mod g(z)) natanko tedaj, ko g(z) deli f(z).
Opazimo, da je f(z) ravno odvod polinoma
∏w
j=1(z − αij).
Pri odvajanju polinomov v dvojiˇskem obsegu lahko dobimo samo sode ek-
sponente, ker se lihi eksponenti iznicˇijo zaradi sodega koeficienta. V primeru
sode stopnje polinoma je najviˇsji mozˇni eksponent w − 2, v lihem primeru
pa w − 1. Torej je dobljeni odvod oblike:
f ′(z) = f0 + f2z2 + ...+ f2uz2u, kjer je 2u ≤ w − 1.
V GF (2m) je to ekvivalentno:
f ′(z) = (k0 + k2z + ...+ k2uzu)2 = (k(z))2, kjer je k2i = fi in 2u ≤ w − 1.
Torej g(z) deli (k(z))2, kjer je k(z) polinom stopnje u in 2u ≤ w − 1. Ker
g(z) nima vecˇkratnih nerazcepnih faktorjev, mora g(z) deliti tudi k(z). Torej
t ≤ u in w−1 ≥ 2u ≥ 2t. Iz tega sledi, da je razmaknjenost d vsaj w ≥ 2t+ 1.
Posledica 5.9. Naj bo Γ(L, g(z)) dvojiˇski Goppov kod, kjer je g(z) separa-
bilen polinom. Potem je Γ(L, g(z)) = Γ(L, g2(z)).
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Opomba 5.10. Iz tega ne sledi Γ(L, g(z)) = Γ(L, g4(z)), ker g2(z) ni sepa-
rabilen.
V nadaljevanju bomo ob omembi Goppovega koda imeli v mislih dvojiˇski
Goppov kod, kjer je generatorski polinom separabilen.
5.3 Nadzorna in generatorska matrika
Za dekodiranje koda je koristno, cˇe poznamo nadzorno matriko. Po definiciji
je c kodna beseda, cˇe in samo cˇe velja
n∑
i=1
cipi(z) ≡ 0 (mod g(z)),
kjer je pi(z) = pi1 + pi2z + ...+ pitz
t−1 ter velja
pi(z) · (z − αi) = 1 (mod g(z)).
Cˇe velja cHT = 0 za vsak c ∈ C in je H polnega ranga, potem je nadzorna
matrika koda C po izreku 4.18. Z uporabo te enakosti lahko dobimo matriko
H¯ =





p1t · · · pnt
 . (5.8)
To sˇe ni prava nadzorna matrika, saj je H¯ matrika velikosti t×n nad GF (qm),
glede na definicijo 4.17 pa je iskana nadzorna matrika H ∈ GF (q)(n−k)×n. Da
dolocˇimo koeficiente pij preuredimo pi(z) v
pi(z) ≡ (z − αi)−1 ≡ −g(z)− g(αi)
z − αi · g(αi)
−1. (5.9)
Sedaj definiramo hi := g(αi)
−1 in uposˇtevamo enakost (5.2), da iz enacˇbe
(5.9) dobimo:
pi(z) = −(gt(zt−1 + ...+ αt−2i ) + ...+ g2(z + αi) + g1) · hi. (5.10)
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Cˇe sedaj nadomestimo pi(z) = pi1 + pi2z + ...+ pitz
t−1, dobimo naslednji
sistem enacˇb za pij :
pi1 = −(gtαt−1i + gt−1αt−2i + ...+ g2αi + g1) · hi
pi2 = −(gtαt−2i + gt−1αt−3i + ...+ g2) · hi
...
pi(t−1) = −(gtαi + gt−1) · hi
pit = −gt · hi
(5.11)
Cˇe zdruzˇimo (5.8) in (5.11), dobimo da je H¯ = CXY za
C =

−gt −gt−1 −gt−2 · · · −g1
0 −gt −gt−1 · · · −g2













2 · · · αt−1n
αt−21 α
t−2





α1 α2 · · · αn





h1 0 0 · · · 0
0 h2 0 · · · 0






0 0 0 · · · hn

. (5.14)
Iz H¯ lahko dobimo matriko velikosti tm × n nad GF (q), tako da ele-
mente predstavimo kot vektorje v bazi {1, α, · · · , αm−1}, kjer je α generator
GF (qm). Dobljena matrika H ni nujno polnega ranga, vendar za vsak c ∈ C
velja cHT = 0. Cˇe je rang H enak v, potem je dimenzija koda Γ(L, g(z))
enaka n− v.
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Nadzorno matriko uporabljamo pri popravljanju napak, vendar potrebu-
jemo tudi generatorsko matriko za kodiranje sporocˇil. Generatorsko matriko
lahko dobimo iz nadzorne s pomocˇjo enacˇbe GHT = 0 (izrek 4.18), ki nam
poda sistem linearnih enacˇb, ki ga lahko resˇimo na primer z Gaussovo me-
todo.
5.4 Primer binarnega Goppovega koda
Konstruirali bomo Goppov kod nad obsegom GF (24), generiranim z neraz-
cepnim polinomom f(x) = x4 + x3 + 1. Torej je GF (24)∗ = 〈α〉 oziroma
GF (24) = {0, α, α2, . . . , α14}, kjer je α primitvni element. Elemente GF (24)∗
lahko predstavimo kot potence α, cˇe uporabimo enakost α4 = α3+1. Element
0 predstavimo z vektorjem (0, 0, 0, 0)T .
1 = 1 = (1, 0, 0, 0)T ,
α = α = (0, 1, 0, 0)T ,
α2 = α2 = (0, 0, 1, 0)T ,
α3 = α3 = (0, 0, 0, 1)T ,
α4 = 1 + α3 = (1, 0, 0, 1)T ,
α5 = 1 + α + α3 = (1, 1, 0, 1)T ,
α6 = 1 + α + α2 + α3 = (1, 1, 1, 1)T ,
α7 = 1 + α + α2 = (1, 1, 1, 0)T ,
α8 = α + α2 + α3 = (0, 1, 1, 1)T ,
α9 = 1 + α2 = (1, 0, 1, 0)T ,
α10 = α + α3 = (0, 1, 0, 1)T ,
α11 = 1 + α2 + α3 = (1, 0, 1, 1)T ,
α12 = 1 + α = (1, 1, 0, 0)T ,
α13 = α + α2 = (0, 1, 1, 0)T ,
α14 = α2 + α3 = (0, 0, 1, 1)T .
(5.15)
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Poglejmo si zdaj Goppov kod Γ(L, g(z)) nad GF (24) definiran z
g(z) = (z + α)(z + α14) = z2 + α8z + 1 in
L = {αi | 2 ≤ i ≤ 13}.
Za ta kod je q = 2,m = 4, n = 12 in t = 2. Po izreku 5.5 mora biti dimenzija
k ≥ 12− 4 · 2 = 4. Ker je g(z) separabilen polinom nad dvojiˇskim obsegom,
lahko uporabimo izrek 5.8, da dobimo d ≥ 2 · 2 + 1 = 5. Torej imamo
[12,≥ 4,≥ 5] Goppov kod.
Da najdemo nadzorno matriko, lahko uporabimo obliko H¯ = CXY ,
kjer so matrike C,X, Y iz (5.12)-(5.14). Pri tem je g1 = α
8, g2 = 1 in
α1 = α
2, α2 = α
3, . . . , α12 = α
13. Koeficiente hi = g(αi)
−1 za 1 ≤ i ≤ 12
izracˇunamo takole:
h1 = g(α
2)−1 = ((α2))2 + α8 · α2 + 1)−1
= ((1, 0, 0, 1)T + (0, 1, 0, 1)T + (1, 0, 0, 0)T )−1
= ((0, 1, 0, 0)T )−1 = α−1 = α14,
h2 = g(α
3)−1 = (α6 + α11 + 1)−1
= ((1, 1, 1, 1)T + (1, 0, 1, 1)T + (1, 0, 0, 0)T )−1
= ((1, 1, 0, 0)T )−1 = α−12 = α3.
Ostale hi izracˇunamo podobno. Zdaj je potrebno samo vstaviti izracˇunane
hi v enacˇbo H¯ = CXY , za katero velja:
H¯ =
(
−(α2 + α8)h1 · · · −(α13 + α8)h12
−h1 · · · −h12
)
.




α9 α α8 α13 α7 α5 0 α9 α α6 α5 α6




Preverimo, cˇe za prvi stolpec velja (z − α2)−1 ≡ α9 + α14z (mod g(z)), kjer
uporabimo enakosti (5.15):
(z − α2) · (α9 + α14z) = α14z2 + (α9 + α)z + α11
≡ α14z2 + α7z + α11 + α14(z2 + α8z + 1)
= α7z + α11 + α7z + α14
= α11 + α14
= 1.
Ostale stolpce lahko preverimo na podoben nacˇin. Matriko H¯ z uporabo
(5.15) zapiˇsemo v binarni obliki.
H =

1 0 0 0 1 1 0 1 0 1 1 1
0 1 1 1 1 1 0 0 1 1 1 1
1 0 1 1 1 0 0 1 0 1 0 1
0 0 1 0 0 1 0 0 0 1 1 1
0 0 0 1 1 0 1 1 0 1 1 0
0 0 1 0 1 1 0 0 0 0 0 0
1 0 0 0 1 0 0 0 1 1 1 0
1 1 0 1 0 0 0 1 1 0 0 1

Matrika H ni prava nadzorna matrika, saj ni tezˇko preveriti da ni polnega
ranga. Matrika H ima rang 8, iz cˇesar sledi, ga je dimenzija koda enaka 4 in
imamo Goppov kod s parametri [12, 4,≥ 5]. Generatorsko matriko lahko zdaj
dobimo iz nadzorne matrike tako, da uporabimo zvezo GHT = 0. Dobimo
sistem 12 linearnih enacˇb, ki ga resˇimo z Gaussovo eliminacijo. Ena izmed
mozˇnih generatorskih matrik je:
G =

1 1 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 1 0 1 0 0
0 1 0 0 1 1 1 1 0 0 1 0
1 0 1 1 1 0 1 1 0 0 0 1
 .
Ni nujno, da za g(z) izberemo separabilen polinom. Prednost drugacˇne
izbire je, da je lahko racˇunanje po modulu g(z) lazˇje, saj lahko izberemo na
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primer polinom kot zt. Slabost pa je, da bo spodnja meja razmaknjenosti le
t + 1, namesto 2t + 1, kar pomeni, da bo lahko izbrani kod popravil manjˇse
sˇtevilo napak.
5.5 Kodiranje in dekodiranje Goppovega
koda
Naj bo Γ(L, g(z)) Goppov kod definiran s polinomom g(z) stopnje t nad
GF (qm) in mnozˇico L ⊆ GF (qm) velikosti n. Naj bo dimenzija koda enaka
k in razmaknjenost d. Potem sporocˇilo s kodiramo tako, da ga razdelimo v
bloke velikosti k in vsak blok pomnozˇimo z generatorsko matriko G:
(s1, . . . , sk) ·G = (c1, . . . , cn).
Dekodiranje je precej bolj zapleteno. V nadaljevanju bomo orisali algo-
ritma za dekodiranje splosˇnega Goppovega koda in dvojiˇskega nerazcepnega
koda. Oba je prvi opisal Patterson v [33] in uporabljata znan Berlekampov al-
goritem za dekodiranje kodov BCH [2], ki ga danes poznamo kot Berlekamp-
Masseyjev algoritem. Pattersonov algoritem lahko uporabimo tudi za deko-
diranje kodov BCH in Reed-Solomonovih kodov.
5.5.1 Popravljanje napak
Naj bo c poslana kodna beseda in y prejeta beseda, ki vsebuje r napak, kjer
velja 2r + 1 ≤ d, v primeru, da je d = t+ 1. Potem je
(y1, . . . , yn) = (c1, . . . , cn) + (e1, . . . , en),
kjer e 6= 0 na natanko r mestih. Cˇe zˇelimo popraviti besedo in najti pravilno
kodno besedo c, moramo najti vektor napake e. Torej moramo odkriti:
• mnozˇico mest B, kjer se nahajajo napake, B = {i | ei 6= 0},
• pripadajocˇe vrednosti napak ei za i ∈ B.
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(z − αi). (5.16)







(z − αj). (5.17)
Iz definicije je jasno, da polozˇaje napak dobimo neposredno iz nicˇel σ(z),
torej je B = {i | αi je nicˇla σ(z)}. Kasneje bomo videli sˇe, kako s pomocˇjo
polinoma ω(z) izracˇunamo sˇe vrednosti napak.

























z − αi (mod g(z)). (5.18)
Izrek 5.13. Naj bo e napaka s tezˇo r, pri cˇemer je r ≤ b t
2
c. Naj bodo
σ(z), ω(z) in s(z) definirani kot v definicijah 5.11 in 5.12. Potem veljajo
naslednje lastnosti:
1. deg(σ(z)) = r,
2. deg(ω(z)) ≤ r − 1,




, k ∈ B,
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5. σ(z)s(z) ≡ ω(z) (mod g(z)).
Dokaz. Prve tri lastnosti sledijo neposredno iz definicije 5.11. Da dokazˇemo














j∈B,j 6=i(αk − αj)∑
i∈B
∏
j∈B,j 6=i(αk − αj)
= ek.
Da dokazˇemo peto lastnost, uporabimo definiciji 5.11 in 5.12:





j∈B,j 6=i(z − αj)
= ω(z).
Enacˇbi iz tocˇke 5 v izreku 5.13 pravimo kljucˇna enacˇba. Da bomo lahko
popravili napake v kodni besedi, moramo resˇiti prav kljucˇno enacˇbo:
σ(z)s(z) ≡ ω(z) (mod g(z)). (5.19)
Ker je g(z) poznan in sindrom s(z) lahko izracˇunamo, je potrebno resˇiti
sistem t enacˇb z 2r neznankami σ0, σ1, . . . , σr−1, ω0, ω1, . . . , ωr−1, kjer σ(z) =
σ0 + σ1z + · · ·+ σr−1zr−1 in ω(z) = ω0 + ω1z + · · ·+ ωr−1zr−1. Ker je 2r ≤ t,
vemo, da obstaja enolicˇna resˇitev.
Zdaj lahko opiˇsemo algoritem za popravljanje r ≤ b t
2
c napak v Goppovem
kodu.
Algoritem 5.1 (Patterson [33]).







z − αi .
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2. Resˇimo kljucˇno enacˇbo
σ(z)s(z) ≡ ω(z) (mod g(z)),
tako da uposˇtevamo
σ(z) = σ0 + σ1z + · · ·+ σr−1zr−1,
ω(z) = ω0 + ω1z + · · ·+ ωr−1zr−1,
in resˇimo pomozˇni sistem s t enacˇbami in 2r neznankami. Cˇe imamo
dvojiˇski kod, lahko vzamemo ω(z) = σ‘(z).
3. Dolocˇimo mnozˇico pozicij napak B = {i | σ(αi) = 0}.





; cˇe je i ∈ B
0 ; sicer
.
5. Vektor napak je e = (e1, ..., en).
6. Poslana kodna beseda je c = y − e.







Prav tako so v (5.17) vsi ci enaki 1, torej je ω(z) = σ
′(z).
5.5.2 Popravljanje napak v primeru separabilnega ge-
neratorskega polinoma
Naj bo Γ(L, g(z)) dvojiˇski Goppov kod z generatorskim polinomom g(z) nad
GF (2m), kjer je g(z) separabilen polinom stopnje t. Potem ima glede na izrek
5.8 kod razmaknjenost vsaj 2t+ 1. Torej lahko popravimo vsaj t napak in ne
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moremo biti zadovoljni z algoritmom, ki popravi samo b t
2
c napak. Algoritem
5.1 lahko prilagodimo tako, da v tem primeru popravi t napak.
Iz posledice 5.9 vemo, da Γ(L, g(z)) = Γ(L, g2(z)), in ker je g2(z) stopnje
2t, lahko algoritem 5.1 popravi b2t
2
c = t napak. Slaba stran tega pristopa
je, da moramo dolocˇiti nadzorno matriko H Goppovega koda Γ(L, g2(z)),
da lahko izracˇunamo sindrom prejetega vektorja, za kar potrebujemo nekaj
dodatnega dela.
Obstaja sˇe drug pristop, ki ne uporablja g2(z), vendar deluje samo v
primeru, ko je gcd(s(z), g(z)) = 1. Temu pa v splosˇnem ni zadosˇcˇeno za
poljuben separabilen polinom g(z). Cˇe vzamemo nerazcepen g(z), je to ve-
dno res. V nadaljevanju bomo izpeljali algoritem za popravljanje napak, cˇe
imamo nerazcepen generatorski polinom.
Ker imamo dvojiˇski kod, lahko kljucˇno enacˇbo (5.19) zapiˇsemo kot
σ(z)s(z) ≡ σ′(z) (mod g(z)). (5.20)
Polinom σ(z) stopnje najvecˇ t lahko razdelimo glede na sode in lihe po-
tence in dobimo
σ(z) = a2(z) + b2(z)z,
kjer je deg(a(z)) ≤ t
2
in deg(b(z)) ≤ t−1
2
. To velja, ker je
a2(z) + b2(z)z = (a0 + a1z + · · ·+ akzk)2 + (b0 + b1z + · · ·+ blzl)2 · z






3 + · · ·+ a2kz2k + b2l z2l+1
za 2k ≤ t in 2l + 1 ≤ t. Potem je odvod enak
σ′(z) = 2a(z)a′(z) + 2b(z)b′(z)z + b2(z) = b2(z).
Cˇe uporabimo enacˇbo (5.20), dobimo:
(a2(z) + b2(z)z) · s(z) ≡ b2(z) (mod g(z)). (5.21)
Ker je g(z) nerazcepen, je s(z) tuj g(z). Torej nam razsˇirjeni Evklidov algo-
ritem da tak polinom h(z), da velja
h(z)s(z) ≡ 1 (mod g(z)). (5.22)
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Cˇe zdruzˇimo (5.21) in (5.22) dobimo
a2(z) + b2(z)z ≡ b2(z)h(z) (mod g(z))
ali ekvivalentno
b2(z)(z + h(z)) ≡ a2(z) (mod g(z)). (5.23)
Cˇe je h(z) = z, iz (5.23) sledi, da je a(z) = 0 in torej σ(z) = zb2(z). Ker
σ(z) nima vecˇkratnih nicˇel, je b2(z) = 1 in σ(z) = z resˇitev. Sicer obstaja
enolicˇni polinom d(z) (mod g(z)), tak da je
d2(z) = z + h(z) (mod g(z)).
To lahko storimo, saj je kvadriranje polinomov po modulu g(z) linearna
preslikava in je karakteristika GF (2m) enaka 2. Iz (5.23) vemo, da je
d2(z) · b2(z) ≡ a2(z) (mod g(z)),
kar je ekvivalentno
d(z) · b(z) ≡ a(z) (mod g(z)),
ker smo v dvojiˇskem obsegu. Gornji razmislek nam poda algoritem za iskanje
σ(z) stopnje ≤ deg(g(z)) = t, ki lahko popravi najvecˇ t napak.
Opiˇsimo algoritem, ki popravi r ≤ t napak za nerazcepen g(z) nad
GF (2m).
Algoritem 5.2 (Patterson[33]).






z − αi .
2. Dolocˇimo σ(z) v naslednjih sˇtirih korakih:
• Uporabimo razsˇirjen Evklidov algoritem (algoritem 3.2), da naj-
demo h(z), tak da
s(z)h(z) ≡ 1 (mod g(z)).
Cˇe je h(z) = z, koncˇamo in je resˇitev enaka σ(z) = z.
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• Izracˇunamo d(z) tako da velja d2(z) ≡ h(z) + z (mod g(z)).
• Najdemo a(z) in b(z) najmanjˇse mozˇne stopnje, da zadosˇcˇata
d(z)b(z) ≡ a(z) (mod g(z)).
• Izracˇunamo σ(z) = a2(z) + b2(z)z.
3. Dolocˇimo mnozˇico polozˇajev napak B = {i | σ(αi) = 0}.
4. Vektor napak e = (e1, . . . , en) je definiran z ei = 1 za i ∈ B in ei = 0
sicer.
5. Poslana kodna beseda je c = y − e.
Ko smo popravili morebitne napake v kodni besedi, lahko dobimo poslano
sporocˇilo, cˇe se spomnimo na to, kako kodiramo:













Da najdemo sporocˇilo s, resˇimo gornji sistem z uporabo Gaussove metode.





Z elementarnimi transformacijami vrstic poskusˇamo dobiti v zgornjem levem
kotu identiteto velikosti k × k. Potem prvih k bitov v zadnjem stolpcu












kjer je Ik identiteta velikosti k × k in P (n− k)× (k + 1) matrika.
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5.5.3 Primer kodiranja in dekodiranja Goppovega
koda
Naj bo Γ(L, g(z)) Goppov kod iz razdelka 5.4. Recimo, da zˇelimo poslati
sporocˇilo (1, 1, 1, 1). Najprej ga pomnozˇimo z generatorsko matriko G, da ga
zakodiramo.
c = (1, 1, 1, 1) ·

1 1 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 1 0 1 0 0
0 1 0 0 1 1 1 1 0 0 1 0
1 0 1 1 1 0 1 1 0 0 0 1

= (0, 0, 1, 0, 1, 0, 1, 0, 1, 1, 1, 1).
Parametri koda so [12, 4,≥ 5], torej lahko naredimo r ≤ 2 napak. Recimo,
da se pri prenosu pokvari tretje in zadnje mesto. Prejeta beseda bo
y = (0, 0, 0, 0, 1, 0, 1, 0, 1, 1, 1, 0).
Ker je g(z) separabilen polinom, lahko prejemnik uporabi dejstvo, da je
Γ(L, g(z)) = Γ(L, g2(z)), v kombinaciji z algoritmom 5.1, da popravi na-
pake. Najprej moramo najti nadzorno matriko koda Γ(L, g2(z)). Postopek je
podoben kot pri primeru v razdelku 5.4. Uporabimo naslednji polinom
gˆ(t) = g2(t) = (z2 + α8z + 1)2 = z4 + αz2 + 1
kot generatorski polinom. Torej so gˆ4 = 1, gˆ3 = 0, gˆ2 = α, gˆ1 = 0, gˆ0 = 1.




−1 = (g(αi)−1)2 = h2i .
Iz enacˇb (5.12)-(5.14) vemo, da je nadzorna matrika enaka
Hˆ =

((α2)3 + αα2)h21 · · · ((α13)3 + αα13)h212
((α2)2 + α)h21 · · · ((α13)2 + α)h212
α2h21 · · · α13h212
h21 · · · h212
 .
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Po daljˇsem racˇunanju dobimo matriko
Hˆ =

α5 α5 α5 α α5 α2 0 α12 α12 α8 α7 α10
α3 α2 α α11 α14 α10 0 α3 α2 α12 α10 α12
1 α9 α6 α13 α5 α9 α8 α2 α8 α14 1 α4
α13 α6 α2 α8 α14 α2 1 α8 α13 α3 α3 α6
 .
Preverimo, cˇe velja 1
z−α2 ≡ α5 +α3z + z2 +α13z3 (mod z4 +αz2 + 1) za prvi
stolpec.
(z − α2)(α5 + α3z + z2 + α13z3) = α13z4 + (α2 + α3)z2 + α7
≡ α13z4 + α14z2 + α7 + α13(z4 + αz2 + 1)
= α7 + α13
= 1.
Podobno lahko preverimo sˇe ostale stolpce. Zdaj, ko imamo nadzorno ma-










z − α6 +
1
z − α8 +
1
z − α10 +
1
z − α11 +
1
z − α12
≡ (α5 + 0 + α12 + α8 + α7) +
(α14 + 0 + α2 + α12 + α10)z +
(α5 + α8 + α8 + α14 + 1)z2 +
(α14 + 1 + α13 + α3 + α3)z3
= α5z3 + α13z2 + z + 1.
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2. Izracˇunamo σ(z)s(z) (mod z4 + αz2 + 1).
σ(z)s(z) = (z2 + σ1z + σ0)(α
5z3 + α13z2 + z + 1)
= α5z5 + (α13 + σ1α
5)z4 + (1 + σ1α
13 + σ0α
5)z3 +
(1 + σ1 + σ0α
13)z2 + (σ1 + σ0)z + σ0
≡ (α13 + σ1α5)z4 + (α8 + σ1α13 + σ0α5)z3 +
(1 + σ1 + σ0α
13)z2 + (α5 + σ1 + σ0)z + σ0
≡ (α8 + σ1α13 + σ0α5)z3 + (α11 + σ1α8 + σ0α13)z2 +
(α5 + σ1 + σ0)z + (α
13 + σ1α
5 + σ0) (mod z
4 + αz2 + 1).
V tretjem koraku smo dodali α5z · gˆ(z) in v cˇetrtem (α13 +σ1α5) · gˆ(z).
Ker je kod dvojiˇski, imamo enacˇbo:
σ(z)s(z) ≡ σ′(z) (mod z4 + αz + 1),




0 = α5 + σ1 + σ0
0 = α11 + σ1α
8 + σ0α
13
0 = α8 + σ1α
13 + σ0α
5
Izracˇunamo, da je σ0 = α
2 in σ1 = α
6, torej je
σ(z) = z2 + α6z + α2 = (z + α4)(z + α13).
3. Ker je α3 = α
4 in α12 = α
13, je mnozˇica polozˇajev napak enaka
B = {i | σ(αi) = 0} = {3, 12}.
4. Vektor napak je e = (0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1).
5. Pripadajocˇa kodna beseda je
y − e = (0, 0, 1, 0, 1, 0, 1, 0, 1, 1, 1, 1).
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Iz kodne besede, lahko dobimo prvotno sporocˇilo s, cˇe uporabimo enacˇ-
be (5.24). Zamenjamo prve sˇtiri vrstice z zadnjimi sˇtirimi in dobimo






1 0 0 1 0
1 0 1 0 0
0 0 0 1 1
0 1 0 1 0
0 1 1 1 1
0 1 1 0 0
1 0 1 1 1
1 1 1 1 0
1 0 0 0 1
0 1 0 0 1
0 0 1 0 1




1 0 0 0 1
0 1 0 0 1
0 0 1 0 1
0 0 0 1 1
0 1 1 1 1
0 1 1 0 0
1 0 1 1 1
1 1 1 1 0
1 0 0 1 0
1 0 1 0 0
0 0 0 1 1
0 1 0 1 0

.




S pojmom kriptografija na osnovi kodiranja (angl. code-based cryptography)
zajemamo vse kriptosisteme, ki temeljijo na nekem kodu za popravljanje
napak C. Sˇifriranje izvedemo tako, da sporocˇilu dodamo napako. Kriptosis-
temi, ki spadajo v to vejo kriptografije, so vecˇinoma zˇe precej stari, ampak
dandanes niso v uporabi [32]. Razlog za to je njihova neprakticˇnost, saj so
javni kljucˇi zelo veliki. Ob obstojecˇem kriptosistemu s krajˇsim kljucˇem, kot
je RSA, se preprosto niso razsˇirili.
Prvi taksˇen kriptosistem je bil sistem z javnim kljucˇem, ki ga je leta
1978 predlagal Robert J. McEliece [27], kjer je zasebni kljucˇ generatorska
matrika za nakljucˇni dvojiˇski nerazcepni Goppov kod in je javni kljucˇ do-
bljen iz zasebnega z nakljucˇno permutacijo vrstic in stolpcev. Kriptogram je
kodna beseda, ki so ji bile dodane napake in samo lastnik zasebnega kljucˇa
jih lahko odstrani, saj za Goppov kod obstaja ucˇinkovit algoritem za deko-
diranje. Po sˇtirih desetletjih ni znan noben napad, ki bi predstavljal resno
grozˇnjo. Poleg tega, da je varen za klasicˇne racˇunalnike, je ogromna pred-
nost tega kriptosistema, da bi morebitna izgradnja kvantnega racˇunalnika na
varnost kriptosistema imela minimalen ucˇinek. Obstojecˇi kvantni algoritmi
namrecˇ ne izboljˇsajo stopnje kompleksnosti dekodiranja. Podobne ideje so
bile uporabljene za konstrukcijo drugih sistemov, med katerimi so:
• Niederreiterjeva sˇifrirna shema [31], za katero se je izkazalo, da je var-
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nostno ekvivalentna McElieceovemu predlogu,
• CFS shema digitalnega podpisa [11],
• identifikacijske sheme [42, 47], generatorji nakljucˇnih sˇtevil [17, 18] in
kriptografske zgosˇcˇevalne funkcije [1].
Izvajanje kriptografije na podlagi kodov predstavlja nek kompromis med
varnostjo in ucˇinkovitostjo. Ta problematika je bila cˇez leta dobro preucˇena
za McElieceov kriptosistem. Kljub temu ta kriptosistem ni v sˇirsˇi uporabi,
na kar delno vpliva velikost javnega kljucˇa (od 100 kB pa do nekaj MB),
deloma pa pomanjkanje promocije, ker alternativna resˇitev za zdaj ni nujno
potrebna. McElieceov kriptosistem pa ima tudi prednosti, in sicer je zelo
hiter, saj imata tako sˇifriranje kot desˇifriranje nizko kompleksnost.
McElieceov kriptosistem ostaja nerazbit v svoji originalni razlicˇici, z leti
je bilo treba samo prilagoditi parametre za zagotovitev varnosti. Za kod, na
katerem temelji McElieceov kriptosistem se je uveljavil Goppov kod, vendar
je bilo v originalni razlicˇici predvideno, da je lahko zasebni kljucˇ iz katere-
gakoli podrazreda razreda alternantnih kod (npr. kod BCH, Goppov kod,
Strivastavov kod). Izbira drugega alternantnega koda pa lahko ne bi zagoto-
vila zˇelene varnosti, saj jih enostavno ni dovolj.
6.1 Opis kriptosistema
McElieceov kriptosistem je kriptosistem z javnim kljucˇem, ki temelji na zah-
tevnosti dekodiranja pri splosˇnih linearnih kodih. Kod, ki se uporablja v
originalni razlicˇici je dvojiˇski nerazcepni Goppov kod. Uporabnik najprej iz-
bere zˇelene vrednosti n,m in t, kjer je mt < n. S tem definira tudi k = n−mt.
V naslednjem koraku nakljucˇno izbere n razlicˇnih elementov iz GF (2m), ki
tvorijo mnozˇico L = {α1, . . . , αn}. Potem nakljucˇno izbere nerazcepen po-
linom g(z) stopnje t nad GF (2m) in izracˇuna k × n generatorsko matriko
G za kod G = Γ(g(z), L). Po generiranju G mora uporabnik premesˇati G,
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tako da izbere nakljucˇno nesingularno matriko S velikosti k× k in nakljucˇno
permutacijsko matriko P velikosti n× n.
Potem izracˇuna G′ = SGP , ki generira linearen kod G ′ z isto razmaknje-
nostjo kot kod G. Matriki G′ recˇemo javna generatorska matrika. Uporabnik
objavi G′ in t, ostale informacije pa zadrzˇi zase.
Cˇe zˇeli nekdo poslati sporocˇilo uporabniku, najprej poiˇscˇe njegov javni
kljucˇ. Mnozˇica besedil so nizi dolzˇine k. Sporocˇilo mora torej razdeliti na
zaporedje besedil in za vsako besedilo s izbere nakljucˇno napako e dolzˇine n s
tezˇo najvecˇ t. Niz s sˇifrira kot y = sG′+ e in ga posˇlje. Za sˇifriranje besedila
potrebujemo priblizˇno k
2
· n + t binarnih operacij in cˇas, ki je potreben za
generiranje vektorja napak.
Prejemnik lahko izracˇuna sporocˇilo s pomocˇjo svoje skrivne matrike P .
Najprej izracˇuna y′ = yP−1, za katerega velja
y′ = yP−1 = sG′P−1 + eP−1 = sSGPP−1 + e′ = (sS)G+ e′,
kjer je t(e′) ≤ t.
Za desˇifriranje prejetega besedila prejemnik naprej z uporabo algoritma za
dekodiranje Goppovega koda 5.2 dekodira y′ v kodno besedo u = sSG tako,
da najde e′. Od tod s pomocˇjo generatorske matrike G pridobi s′ = sS. Ker
prav tako pozna S−1 lahko pridobi poslano besedilo s = s′S−1. Desˇifriranje
dvojiˇskega Goppovega koda zahteva O(ntm2) binarnih operacij [16].
6.2 Generiranje kljucˇa
Generiranje kljucˇa je najpomembnejˇsi del pri implementaciji, saj je od tega
odvisna varnost kriptosistema. Cˇe namrecˇ izberemo premajhne parametre,
smo lahko izpostavljeni napadom. Prav tako veliko vlogo igra nakljucˇnost.
Cˇe imamo slabe generatorje nakljucˇnih sˇtevil, lahko pri generiranju kljucˇev
dobimo kaksˇne vzorce, ki jih lahko napadalci izkoristijo v svojo korist.
Pri generiranju kljucˇa za McElieceov kriptosistem, ki temelji na dvoji-
sˇkem Goppovem kodu izberemo parametre (n, k, t) tako, da ustrezajo kate-
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remu izmed podanih predlogov (razdelek 6.4.2). Parameter m potem ustreza
enakosti k = n−mt.
Generatorski polinom g(z) nad GF (2m) stopnje t izberemo tako, da gene-
riramo nakljucˇne monicˇne polinome g(z) = zt+at−1zt−1 + · · ·+a1z+a0, kjer
so ai ∈ GF (2m) za vsak i in a0 6= 0. Potem preverimo, ali je izbrani polinom
nerazcepen z algoritmom za preverjanje nerazcepnosti. Cˇe je razcepen, po-
stopek ponovimo. Obstajajo sˇtevilni algoritmi za preverjanje nerazcepnosti
polinomov, med katerimi je tudi Rabinov test nerazcepnosti polinomov.
Algoritem 6.1 (Rabinov test nerazcepnosti [35]).
Vhod: monicˇen polinom f ∈ Fq[x] stopnje t in p1, . . . , pk razlicˇni prafaktorji
sˇtevila t.
Izhod: da, cˇe je f nerazcepen in ne, cˇe je f razcepen
1. Za j od 1 do k izracˇunaj tj = n/pj.
2. Za i od 1 do k ponovi
2.1. Izracˇunamo h = xq
t
i − x mod f .
2.2. Izracˇunamo g = gcd(f, h).
2.3. Cˇe velja g 6= 1, potem vrnemo, da f ni nerazcepen in koncˇamo.
3. Izracˇunamo sˇe g = xq
t − x mod f.
4. Cˇe velja g = 0 vrnemo, da je f nerazcepen. Sicer vrnemo, da je razce-
pen.
Algoritem temelji na naslednjem izreku, glej [35].
Izrek 6.1. Naj bodo p1, . . . , pk vsi prafaktorji sˇtevila t in mi = t/pi za
vsak i = 1, . . . , k. Polinom f(x) ∈ Fq[x] stopnje t je nerazcepen v Fq[x], na-
tanko tedaj, ko f(x) deli (xq
t − x) in velja gcd(f(x), xqmi − x) = 1 za vsak
i = 1, . . . , k.
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Poleg nerazcepnega polinoma potrebujemo sˇe nakljucˇni matriki P in S.
Permutacijsko matriko P lahko generiramo na razlicˇne nacˇine. Eden iz-
med nacˇinov je z uporabo Durstenfeldove implementacije Fisher-Yatesovega
mesˇanja [13]. Ideja algoritma je, da vzamemo poljubno permutacijsko ma-
triko velikosti n × n (na primer identiteto) in potem za vsak stolpec i ∈
{1, 2, . . . , n − 1} trenutni stolpec i zamenjamo z nakljucˇnim stolpcem na
polozˇaju od i do n. Vseh mozˇnih permutacij je n!. Vidimo lahko, da je
cˇasovna zahtevnost algoritma O(n).
Generiranje nesingularne matrike S je bolj zapleteno. Najpreprostejˇsa
metoda je, da generiramo nakljucˇno matriko velikosti k × k nad GF (2) in
preverimo, cˇe je njena determinanta nenicˇelna. Cˇe matrika ni obrnljiva, jo za-
vrnemo in postopek ponovimo. Ta metoda je lahko zelo neucˇinkovita. Dana
Randall je v [36] predlagala ucˇinkovitejˇsi algoritem, ki rekurzivno zgradi dve
matriki velikosti k × k, katerih produkt je nakljucˇna nesingularna matrika.
Cˇasovna zahtevnost algoritma je M(k) + O(k2), kjer je M(k) cˇas, ki ga po-
trebujemo za zmnozˇek dveh matrik velikosti k × k.
Po uspesˇnem generiranju kljucˇev dobimo naslednji kriptosistem.
Povzetek McElieceovega kriptosistema
Parametri sistema: n, t ∈ N, kjer t n
Javni kljucˇ: (G′, t), kjer je G′ matrika velikosti k×n in kod Γ(L, g(z)) lahko
popravi t napak
Zasebni kljucˇ: (S,G, P ), kjer je G originalna generatorska matrika velikosti
k×n, S obrnljiva matrika velikosti k×k in P permutacijska matrika velikosti
n× n, za katere velja G′ = SGP.
Sporocˇilo: s ∈ {0, 1}k.
Kodiranje: y = sG′ + e, kjer je e ∈ {0, 1}n in t(e) ≤ t.
Dekodiranje:
Najprej izracˇunamo y′ = yP−1.
Dekodiramo y′ v s′ = sS.
Izracˇunamo s′S−1 = s.
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6.3 Primer uporabe McElieceovega kriptosi-
stema
Naj bo primer Goppovega koda iz razdelka 5.4 podlaga za nasˇ kriptosistem.
Spomnimo se, da ta kod lahko popravi 2 napaki, cˇe uporabimo algoritem
prikazan v primeru iz razdelka 5.5.3. Za McElieceov kriptosistem moramo




1 1 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 1 0 1 0 0
0 1 0 0 1 1 1 1 0 0 1 0
1 0 1 1 1 0 1 1 0 0 0 1
 ,




1 0 1 1
1 1 0 1
0 1 0 1
1 1 1 1
 , P =

0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1 0 0 0

.
V tem primeru je javna generatorska matrika G′ enaka
G′ = SGP =

1 1 0 0 1 1 0 0 1 1 1 1
1 0 1 1 1 1 0 0 1 0 0 1
1 1 0 1 1 0 1 0 1 0 0 0
1 1 0 1 0 1 0 1 1 0 1 0
 .
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S to matriko lahko sedaj kdorkoli kodira informacije. Recimo, da zˇelimo
zakodirati sporocˇilo s = (1, 1, 0, 0).
Najprej izracˇunamo
sG′ = (0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0)
in priˇstejemo nek nakljucˇni vektor e s tezˇo 2. Izberemo si, da bomo pokvarili
mesti tri in deset. Posˇljemo naslednje zakodirano sporocˇilo
y = sG′ + e = (0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1).
Prejemnik zˇeli dobiti sporocˇilo s iz prejetega y. Najprej izracˇuna yP−1 s
svojo zasebno matriko P ,
yP−1 = sSG+ e′ = (0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0).
Kot rezultat te permutacije sta se napaki premaknili na drugo in cˇetrto mesto.
Z algoritmom za popravljanje napak (algoritem 5.1) ju popravimo in dobimo
sSG = (0, 1, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0).
Iz dobljene kodne besede lahko glede na (5.24) z elementarnimi transforma-






1 0 0 1 0
1 0 1 0 1
0 0 0 1 0
0 1 0 1 1
0 1 1 1 0
0 1 1 0 0
1 0 1 1 1
1 1 1 1 0
1 0 0 0 0
0 1 0 0 1
0 0 1 0 1




1 0 0 0 0
0 1 0 0 1
0 0 1 0 1
0 0 0 1 0
0 1 1 1 0
0 1 1 0 0
1 0 1 1 1
1 1 1 1 0
1 0 0 1 0
1 0 1 0 1
0 0 0 1 0




Torej je sS = (0, 1, 1, 0). To sˇe pomnozˇimo s S−1, da dobimo
s = (0, 1, 1, 0) ·

0 1 1 0
1 0 0 1
0 1 0 1
1 0 1 1
 = (1, 1, 0, 0),
kar je res nasˇe poslano sporocˇilo.
6.4 Varnost kriptosistema
Tudi cˇe je nek kriptosistem na videz sˇe tako nezlomljiv, obstaja mozˇnost,
da bo v prihodnosti razbit, saj kriptoanalitiki vedno znova odkrivajo nove
napade, ki lahko ogrozijo varnost uporabljanih sˇifer. Zaupanje v varnost
kriptosistema pogosto narasˇcˇa s cˇasom, namrecˇ cˇe po mnogih letih analiz
sˇe niso odkrili napada, ki bi ogrozil sˇifro, je vecˇja verjetnost, da tega ne bo
mogocˇe storiti v prihodnosti.
Stopnja varnosti McElieceovega sistema je ostala presenetljivo visoka,
kljub temu da so v zadnjih sˇtiridesetih letih predstavili sˇtevilne napade na sis-
tem. Poleg varnosti za napade klasicˇnih racˇunalnikov se zdi odporen tudi na
napade s kvantnim racˇunalnikom, saj poznani kvantni algoritmi ne vplivajo
na tezˇavnost problema dekodiranja linearnih kodov. V nadaljevanju bomo
opisali bomo nekatere znane napade na kriptosisteme in navedli predloge za
primerno izbiro parametrov. V nadaljevanju bomo sledili [4], [16] in [37].
Varnost McElieceovega kriptosistema temelji na dveh predpostavkah:
1. Tezˇko je za podani vektor najti najblizˇjo kodno besedo iz poljubnega
linearnega koda. Temu pravimo tudi problem dekodiranja linearnih
kodov, za katerega vemo, da je NP-tezˇek [3].
2. Ne obstaja tak algoritem za dekodiranje kodne besede iz koda G ′ (cˇe
ne poznamo zasebnega kljucˇa), ki bi bil bolj ucˇinkovit kot algoritem za
poljuben linearen kod.
Diplomska naloga 57
Za drugo predpostavko se zdi, da ne drzˇi za poljubno izbiro generator-
ske matrike. Originalna razlicˇica McElieceovega kriptosistema temelji na
dvojiˇskih Goppovih kodih, za katere pa se zdi, da druga predpostavka drzˇi.
Vendar pa ti dve predpostavki nista dovolj za varen kriptosistem. Kljub
temu, da je splosˇni problem dekodiranja linearnih kodov NP-tezˇek, je za za-
gotovitev zˇelene varnosti kriptosistema potrebna pazljiva izbira parametrov
sistema.
6.4.1 Znani napadi
Napade na kriptosisteme lahko locˇimo glede na namen napadalca. Njegov cilj
je lahko le desˇifrirati prestrezˇeno sporocˇilo, najti kljucˇ ali pa izvedeti nekaj
o besedilu. Nasˇ napadalec ima vedno na voljo javni kljucˇ, pogosto pa tudi
prestrezˇeno sporocˇilo.
Po letu 1978 so bili objavljeni sˇtevilni algoritmi, ki jih lahko uporabimo
za napad na McElieceov kriptosistem, glej [4]. Vsem tem napadom pa se
lahko izognemo s spremembo parametrov. Poleg varnosti pred klasicˇnimi
napadi je varen tudi pred kvantnimi, saj od poznanih kvantnih napadov lahko
uporabimo le Groverjev algoritem, ki pa le zmanjˇsa konstanto pri cˇasovni
zahtevnosti.
Do sedaj najuspesˇnejˇsa metoda za dekodiranje nakljucˇnega koda je deko-
diranje z mnozˇico informacij (angl. information-set decoding). Tak algoritem
je za splosˇni kod prvi predstavil Prange v [34]. Ker je javna generatorska ma-
trika na videz nakljucˇna, je taksˇna metoda dekodiranja najuspesˇnejˇsa tudi
za McElieceov kriptosistem.
Napad z uporabo ISD
Poznamo vecˇ razlicˇic napada na McElieceov kriptosistem, ki uporabljajo me-
todo ISD. Osnovno razlicˇico je predstavil zˇe McEliece v svojem originalnem
cˇlanku [27].
Recimo, da imamo kriptosistem s parametri (n, k, t) in zˇelimo desˇifrirati
prestrezˇeno sporocˇilo c = sG′ + e, kjer je e napaka s tezˇo t. Ideja napada z
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uporabo ISD je, da izberemo k izmed n koordinat v c. Cˇe pri izbranih k v c
ni nobene napake, lahko dolocˇimo del sporocˇila s. Cˇe iz G′ vzamemo izbranih
k stolpcev, dobimo matriko G[k], kateri ustreza sistem c[k] = s[k]G[k], kjer sta
c[k] in s[k] vektorja c in s omejena na izbranih k koordinat. Dobimo sistem k
linearnih enacˇb s k neznankami, ki ga lahko resˇimo z Gaussovo metodo.






















). Lahko vidimo, da je to za predlagane para-
metre (3178, 2384, 68) odlocˇno prevecˇ. Pricˇakovana zahtevnost je namrecˇ
1.148 · 1052 ≈ 2172.
Lee in Brickell [23] sta opazila, da ni nujno, da mora biti izbranih k ko-
ordinat brez napake. Cˇe je sˇtevilo napak v izbranih k koordinatah najvecˇ
j, kjer je j neka nizka meja, lahko implementiramo bolj ucˇinkovit splosˇni
dekodirni algoritem. Njun predlog je bil da vzamemo j = 2. Cˇasovna zah-
tevnost napada je odvisna od j. Za j = 0 dobimo klasicˇni napad ISD, cˇe pa
povecˇamo j na t, kjer je t sˇtevilo napak, dobimo napad z grobo silo, ki preveri
vse vektorje napak, s cˇasovno kompleksnostjo O(nt). Obstajajo sˇe sˇtevilne
izboljˇsane razlicˇice napada ISD, ki uporabljajo razne verjetnostne algoritme
za izbiro k koordinat [24], [45], [9], [10].
Sternov napad
Stern je napad z ISD zastavil malo drugacˇe [41]. Vzemimo kriptogram c =
mG′+e. Vemo, da je beseda c od kodne besede iz G ′ oddaljen za t. Ker je kod
G ′ ekvivalenten kodu G, ki lahko popravi t napak, je njegova razmaknjenost







Novi kod A z generatorsko matriko A ima razmaknjenost enako t in edini
vektor s tezˇo t v A je neznani vektor e, ki ga potrebujemo za dekodiranje
skritega sporocˇila m. Cilj napada je najti najkrajˇsi vektor v A s tezˇo t.
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Sternov napad deluje nad nadzorno matriko H, ki jo lahko izracˇunamo
iz generatorske matrike. Cˇe lahko napadalec najde t stolpcev iz H, ki se
sesˇtejejo v 0, lahko takoj izracˇuna e. Primerno mnozˇico stolpcev lahko najde
tako, da najprej normalizira H in izracˇuna vsote poljubnih j stolpcev matrike
H, potem pa iˇscˇe trke. Naj bodo X, Y, Z tri disjunktne podmnozˇice stolpcev
H velikosti j. Do trka pride, cˇe imata X in Y natanko p enic v svojih stolpcih,
Z nima nobene enice v svojih stolpcih in imamo v preostalih stolpcih natanko
t− 2p enic. Cˇe ne najde nobenega trka, premesˇa stolpce H in ponovi napad.
Vecˇkratno sˇifriranje istega sporocˇila
Ena izmed sˇibkih tocˇk McElieceovega kriptosistema je, da ni varno vecˇkrat
sˇifrirati isto sporocˇilo z isto sˇifrirno matriko G′. Bolj kot napad je to primer
napacˇne uporabe sistema. Poglejmo si to na primeru. Imamo dve razlicˇni
enkripciji sporocˇila s,
y = sG′ + e in
y′ = sG′ + e′.
Na koordinatah i, kjer sta y in y′ razlicˇna vemo, da je natanko eden izmed ei
in e′i enak 1. Na koordinatah j, kjer sta enaka pa imamo dve mozˇnosti: ali
velja ej = e
′
j = 0 ali ej = e
′
j = 1. Za nakljucˇno izbrana e in e
′ pricˇakujemo,
da bo













Poglejmo, kaj to pomeni za priporocˇene parametre (3178, 2384, 68). Pricˇa-
kujemo, da je ei = e
′











Torej lahko pricˇakujemo, da med 3045 koordinatami pri katerih sta y in y′
enaka samo dve vsebujeta napako. Da najdemo sporocˇilo s, potrebujemo
mnozˇico k koordinat, kjer sta y in y′ brez napake. V tem primeru je verjet-













Metode ISD poskusˇajo dekodirati eno samo kodirano sporocˇilo in napadalec
pri tem ne odkrije nobene informacije o zasebnem kljucˇu. Obstajajo pa
tudi nekateri prispevki [19, 26], ki preucˇujejo napade, ki poskusˇajo pridobiti
zasebni kljucˇ iz javne generatorske matrike G.
Matriki S in P sta bistvenega pomena za varnost kriptosistema, namrecˇ
cˇe napadalec pridobi originalno generatorsko matriko G, potem mu ni tezˇko
najti generatorski polinom g(z). Cˇe pa pozna generatorski polinom, lahko
za dekodiranje prestrezˇenega sporocˇila uporabi ucˇinkovit dekodirni algoritem
za Goppove kode.
Pri McElieceovem kriptosistemu sta skrivni kod G z ucˇinkovitim dekodir-
nim algoritmom in javni kod G ′ ekvivalentna; biti kodnih besed so le permu-
tirani za neko neznano permutacijo P. Cˇe napadalec pozna skrivni kod, lahko
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permutacijo P dobi z locˇevalnim algoritmom (angl. support splitting algori-
thm, SSA) [39] polinomske cˇasovne zahtevnosti. Ta algoritem lahko upora-
bimo tudi za napad z grobo silo, cˇe izbrani kod pripada majhnemu naboru
dopustnih kodov. Na primer pri klasicˇnem McElieceovem kriptosistemu, ki
temelji na Goppovem kodu, je dekodirni algoritem dolocˇen z generatorskim
polinomom g(z). Cˇe generatorski polinom omejimo na mnozˇico nerazcepnih
polinomov z dvojiˇskimi koeficienti, dobimo premajhno mnozˇico kljucˇev, da bi
kriptosistem zdrzˇal napad s preizkusˇanjem vseh mogocˇih kljucˇev s pomocˇjo
SSA.
6.4.2 Izbira parametrov
Stopnja varnosti je dolocˇena glede na to, koliko korakov potrebujejo za na-
pade najboljˇsi znani algoritmi. Pri simetricˇnih kriptosistemih je zazˇeleno,
da je to napad s preverjanjem vseh kljucˇev in ima za dvojiˇski kljucˇ dolzˇine
n cˇasovno zahtevnost O(2n). Za tak kriptosistem pravimo, da ima n-bitno
varnost.
Za kriptosisteme z javnim kljucˇem pa poznamo boljˇse napade kot je
izcˇrpno preiskovanje kljucˇev. Cˇe najboljˇsi napad potebuje O(2n), je to po-
dobno kot, da bi pri simetricˇnem kriptosistemu pregledali 2n kljucˇev. Za
trenutno stopnjo tehnologije zahtevamo 128-bitno varnost za kratkorocˇno
komunikacijo in 256-bitno za pomembnejˇsa sporocˇila.
Originalni parametri n = 1024, k = 524 in t = 50, ki jih je predlagal
McEliece v [27], niso dovolj varni, saj zagotavljajo priblizˇno 50-bitno var-
nost. Na zˇalost pa optimalne izbire parametrov za dolocˇeno stopnjo varnosti
za McElieceov kriptosistem ne moremo zapisati v obliki zaprte formule. Mne-
nja o velikosti parametrov za doseganje tipicˇnih ravni varnosti so razlicˇna,
ponavadi pa jih izberemo tako, da je razmerje R = k/n priblizˇno 0.8. Pre-
dloge lahko najdemo v sˇtevilnih analizah varnosti in pa tudi raznih imple-
mentacijah sistema [14], [7].
V spodnji tabeli smo navedli nekatere predloge za parametre, ki zagota-
vljajo razlicˇne stopnje varnosti. Vsi predlogi uposˇtevajo neko razlicˇico na-
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pada z uporabo ISD. Velikost kljucˇa je priblizˇno enaka velikost generatorske
matrike, torej k · n.
Stopnja varnosti Ref. (n,k,t) Zasebni kljucˇ [kB]
50 [27] (1023,524,50) 66
80 [5] (2048,1782,27) 438
80 [30] (1702,1219,45) 254
80 [7] (2048,1696,32) 424
128 [6] (3178,2384,68) 925
128 [7] (4096,3604,41) 1802
256 [6] (6944,5208,136) 4415
Bernstein et al so v [6] ocenili varnost kriptosistema z izboljˇsano razlicˇico
Sternovega napada. Ob uposˇtevanju njihovih predlogov dobimo za 128-bitno
varnost kljucˇ velikosti priblizˇno 925 kB, kar je precej vecˇ kot 348 B za RSA
primerljive varnosti. Za 256-bitno varnosti pa potrebujemo kljucˇ velikosti
priblizˇno 4415 kB v primerjavi s 1920 B za RSA.
Poglavje 7
Zakljucˇek
Izgradnja kvantnega racˇunalnika se zdi vse bolj verjetna, zato je iskanje krip-
tosistema, ki bi bil odporen na napade kvantnega racˇunalnika zazˇeleno. Kljub
temu, da za trenutno tehnologijo uporabljani sistemi pogosto zagotavljajo
dovolj visoko varnost, pa je potrebno iskanje novih alternativ. Predvsem
zato, ker ni dovolj samo odkritje sistema, ki je domnevno odporen, ampak
je potreben cˇas, da se pridobi zaupanje v kriptosistem in njegovo domnevno
nezlomljivost. Poleg tega je potreben tudi cˇas za primerno implementacijo
kriptosistema.
Prav zato mislimo, da je McElieceov kriptosistem dobra izbira za na-
daljnje preiskovanje, saj je zˇe nekaj desetletij pod drobnogledom dolocˇenih
strokovnjakov, ki sˇe niso odkrili nobenega napada na klasicˇnem ali kvantnem
racˇunalniku, ki bi resno ogrozˇal kriptosistem. Poleg tega lahko sˇifriranje in
desˇifriranje izvedemo zelo hitro. McElieceov kriptosistem v originalu teme-
lji na nerazcepnem Goppovem kodu, kar ostaja najbolj primerna razlicˇica
kriptosistema do sedaj, kljub sˇtevilnim predlogom za uporabo drugih podra-
zredov Goppovih kodov ali drugi alternantih kodov.
Glavni razlog, da McElieceov kriptosistem sˇe ni zamenjal RSA, je njegova
neprakticˇnost, saj ima zelo velik javni kljucˇ, in pa tudi to, da ga ni mogocˇe
uporabiti za podpisovanje na tako naraven nacˇin kot pri RSA. Druga tezˇava
je delno zˇe resˇena, saj zˇe obstajajo sheme za digitalno podpisovanje, ki te-
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meljijo na McElieceovem kriptosistemu. Prav tako pa velikost kljucˇa z na-
predkom tehnologije postaja vse manjˇsa tezˇava, zato predstavlja McElieceov
kriptosistem vse boljˇsi kandidat, da pocˇasi zamenja RSA. Z ozirom na pri-
hodnost je zato nadaljnje raziskovanje varnosti in izboljˇsava implementacij
kriptosistema smiselna.
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