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DETECCIÓN MÚLTIPLE EN TIEMPO REAL PARA
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Resumen
Se presenta la implementación de un sistema para efectuar localización pasiva bidimen-
sional y seguimiento en tiempo real sobre una fuente acústica simple empleando la técnica
de estimación de TDOA por correlación y filtro de Kalman con modelo de medición en
coordenadas cartesianas haciendo uso de un arreglo lineal de 3 micrófonos como dispositivo
de captura de señales. Los resultados generados manifiestan una fuerte dependencia del
algoritmo implementado respecto a la resolución discreta del filtrado espacial obteniendo
estimados consistentes de localización para puntos ubicados en el interior de la región de
mayor sensibilidad. La precisión de la medida se incrementa para señales de incidencia con
caracteŕısticas apreciables de aleatoriedad posterior a la acción de suavizado de un filtro de
Kalman.
Palabras Clave: arreglo lineal, Kalman, localización, seguimiento, TDOA, tiempo real.
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Abstract
The implementation of a real-time single acoustic source localization and tracking sys-
tem is presented based on TDOA correlation estimation and Kalman filtering methods for
processing the data received by a 3 microphone linear array. The results derived shows
a strong dependence on the spatial resolution of the system offering good estimates for
the points located inside of the higher resolution region. Accurate increasing is derived for
signals with high randomness after smoothing with a Kalman filter.
Key Words: Kalman, linear array, localization, real-time, TDOA, tracking.
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la confianza y el apoyo necesarios en el momento justo.
A Carlos Ildefonso Hoyos, Juan Pablo González, Henry Andrés Buitrago y demás com-
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4.1.2. Cálculo para ángulos de incidencia . . . . . . . . . . . . . . . . . . . 60
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Introducción
El procesamiento digital de señales, adopta en el análisis de escenas auditivas (ASA -
Auditory Scene Analysis) una manera de emular el comportamiento cerebral respecto a su
capacidad para reconocer sonidos a partir de descripciones mentales separadas efectuadas
sobre diferentes eventos en un entorno determinado [9]. Las aplicaciones para este tipo de
modelos de percepción artificial incluyen entre otras: apoyo auditivo en prototipos robotiza-
dos [36, 34], localización de objetivos en sistemas de seguridad [44, 18], equipos radar/sonar
para sistemas de navegación [59] y localización de hablantes en entornos de videoconferencia
[49]. Sin embargo la implementabilidad y efectividad de los algoritmos de proceso disponibles
para determinada aplicación dependen en gran medida de las condiciones de propagación
del medio, la cantidad de señales involucradas y el dispositivo (hardware) destinado para
llevar a cabo su ejecución final [19]. Respecto a este último punto existen modificaciones
para técnicas de estimación tradicionales que pueden agregar robusticidad ante condiciones
de reverberación y distancia de incidencia según se considera en [56] [20], aunque también
pueden plantearse nuevas alternativas como en [43] donde se realiza una clasificación sobre
los tiempos de retardo obtenidos. En la misma medida se considera importante la distribu-
ción del arreglo de captura en términos de precisión de medida y resolución [51].
Análogamente cuando se requiere implementación en tiempo real y configuración de
arreglos de micrófonos como dispositivos de captura de señales se hace conveniente la uti-
lización de técnicas que emplean información para tiempos diferenciales de arribo (TDOA
- Time Difference of Arrival) teniendo en cuenta su independencia respecto a condiciones
ideales de fuentes y entorno, adicional a la reducción de carga computacional empleada
[57] [19], que facilitan su implementación cuando calculan ángulos de incidencia a partir
de información de fase del espectro de potencia o análisis de la función de correlación [32].
Respecto a consideraciones geométricas para distribución de micrófonos se presentan algu-
nas descripciones ligadas al entorno de aplicación [55][21] donde como caso especial puede
citarse el modelo sugerido en [32] que utilizando 3 micrófonos para conformar un sistema de
coordenadas bidimensional con origen en un transductor de referencia, constituye una al-
ternativa implementable debido a su reducido número de elementos, limitación que depende
de la cantidad de ĺıneas manipulables por el dispositivo de procesamiento digital empleado.
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Con base en lo anterior, se define el siguiente problema: ¿Como realizar una im-
plementación en tiempo real para efectuar localización pasiva (bidimensional)
y posterior seguimiento de una fuente acústica, utilizando un arreglo reduci-
do de micrófonos como dispositivo de captura de señales?. Luego la escogencia
del algoritmo y la geometŕıa del arreglo de micrófonos a emplear dependen de su viabilidad
para ejecución respecto al hardware disponible y a los resultados obtenidos ante condiciones
acústicas del medio empleado.
Como contenidos del presente informe: en el Caṕıtulo 1 se introducen conceptos rela-
cionados con propagación de señales en campos acústicos, descripción de técnicas para loca-
lización de fuentes sonoras y consideraciones geométricas para posicionamiento de disposi-
tivos sensores en procedimientos de captura de señal. En el Caṕıtulo 2 se incluye un análisis
particularizado en el caso de estimación para tiempos diferenciales de arribo (TDOA) em-
pleando función de correlación, aplicación en filtros acoplados, definición y propiedades para
dicha técnica, al igual que una breve descripción del proceso de detección de señales. En el
Caṕıtulo 3 se efectúa una revisión acerca de técnicas para desarrollar seguimiento de ob-
jetivos considerando el filtro Kalman en sus versiones lineal, extendida y aplicaciones para
mı́nimos cuadrados ponderados recursivo (WRLs). En el Caṕıtulo 4 se describen el diseño,
la ejecución y los resultados para un experimento mediante el cuál se valida el desempeño del
sistema desarrollado ante diversas situaciones de tipo práctico. En el Caṕıtulo 5 se realiza
una discusión de los resultados obtenidos tras la realización de las pruebas experimentales
como fundamento para obtener una conclusión general. Finalmente el Caṕıtulo 6 describe
etapas complementarias a manera de trabajo futuro.
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Caṕıtulo 1
Localización en un campo de
sonido
Un sistema de arreglo de sensores consiste en un número de elementos distribuidos es-
pacialmente como los dipolos, hidrófonos, geófonos o micrófonos, en asocio complementario
por parte de etapas de acondicionamiento de señal y de procesamiento de datos [58]. El
arreglo muestrea en tiempo y espacio los campos en los cuales la onda de propaga. El modo
de implementación y la complejidad para esa clase de sistemas presentan concordancia con
el tipo de señales encontradas, la operación deseada y los requerimientos de adaptabilidad
al medio. Por ejemplo, el arreglo puede ser de banda angosta o banda ancha, mientras el
sistema de procesamiento puede orientarse hacia determinación de dirección para fuentes, o
conformación de haces para rechazo de interferencias y énfasis en calidad de señales deseadas
en un sistema de comunicación o de extracción de información [58].
1.1. Consideraciones de propagación
La propagación del sonido en exteriores a través de la atmósfera suele originar una
disminución de nivel tras aumentar la distancia entre la fuente y el receptor. La atenuación
es el resultado de varios mecanismos principalmente la divergencia geométrica desde la
fuente de sonido, la absorción de la enerǵıa acústica por el aire a través del que se propagan
las ondas sonoras y el efecto de absorción cerca de las distintas superficies del suelo [23].
1.1.1. Cálculos de atenuación
La atenuación total At en decibeles [dB] se define por la siguiente expresión:
At = Ad +Aa +As +Am (1.1)
donde los primeros tres términos corresponden a los mecanismos principales de atenuación
dados respectivamente por divergencia geométrica, absorción de aire y efecto suelo. El cuarto
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y último término cubre la atenuación por mecanismos adicionales que sólo surgen en casos
espećıficos [23].
Atenuación por divergencia geométrica Ad
La divergencia geométrica es la expansión esférica de la enerǵıa acústica en campo libre
a partir de una fuente puntual. La atenuación debida a esa divergencia puede calcularse a
partir de la expresión:
Ad = 20 log10 r + 10,9− C [dB] (1.2)
Donde r es la distancia radial en [m] desde la fuente puntual y C es un término de
corrección [23].
Atenuación resultante de absorción del aire Aa
A medida que el sonido se propaga a través de la atmósfera su enerǵıa se convierte
gradualmente en calor mediante varios procesos moleculares denominados absorción del
aire. La atenuación del sonido debida a la absorción del aire durante la propagación a
través de una distancia d [m] viene dada por:
Aa = αd/100 [dB] (1.3)
Donde α es el coeficiente de atenuación del aire [dB/km] dependiente de factores como
la frecuencia, la humedad relativa, la temperatura y la presión ambiental [23].
Atenuación debida al suelo As
Por encima de un suelo reflectante (ver Figura 1.1) el sonido llega a un receptor R desde
una fuente S a partir de dos caminos principales: directamente a través de una trayectoria
rd y mediante la reflexión desde el suelo a través de la trayectoria rr. La atenuación As es
el resultado de la interferencia entre el sonido directo y el reflejado por el suelo y depende
en gran medida del tipo de superficie (que se clasifica como suelo duro, blando, muy blando
o mixto), el ángulo de rozamiento Ψ, la diferencia de longitud de los recorridos (rr − rd) y
la frecuencia del sonido [23].
Para el caso particular de un suelo blando con espectro de ruido amplio y sin com-
ponentes destacados de frecuencias discretas el cálculo de la atenuación del suelo puede
realizarse como:
As = 4,8− (2hm/r)(17 + 300/r) [dB] (1.4)
Donde r es la distancia radial en [m] entre la fuente y el receptor al tiempo que hm
corresponde a la altura media en [m] del camino de propagación por encima del suelo [23].
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Figura 1.1: Vı́as de propagación entre la fuente S y el receptor R
Otros tipos de atenuación Am
El término Am cubre las contribuciones de atenuación respecto a los efectos que no
se incluyen en los métodos generales para calcular Ad, Aa y As descritos anteriormente.
Tales contribuciones son Ar el efecto de la reflexión de las paredes de los edificios o de las
superficies verticales próximas; Av la atenuación cuando el sonido se propaga a través de
la vegetación y Au la atenuación cuando el sonido se propaga a través de las áreas urbanas
entre edificaciones de altura limitada [23].
1.1.2. Retardo en un campo de sonido
Sea un campo de sonido compuesto por una fuente y dos receptores con distancias de
propagación da y db tal y como se muestra en la Figura 1.2. Las señales acústicas detectadas
en los puntos a y b pueden describirse a partir de [32]:
a(t) = s(t) + ηa(t) (1.5)
b(t) = αs(t− τ) + ηb(t) (1.6)
Donde s(t) es la señal acústica debida a la fuente y medida desde el receptor a al tiempo
que los componentes independientes de ruido sobre cada receptor (no correlacionados entre
ellos y respecto a la fuente) se representan respectivamente por ηa(t) y ηb(t).
Figura 1.2: Campo acústico simple
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Si la fuente se considera suficientemente alejada de los receptores relativo a la distancia
entre los mismos puede asumirse α ≈ 1 simplificando la expresión para b(t) [32]:
b(t) = s(t− τ) + ηb(t) (1.7)
El tiempo de retardo correspondiente a la diferencia de llegada del frente de onda acústico





Donde c equivale a la velocidad de propagación del sonido en el medio aire definida en
términos de la temperatura T [oC] a partir de [32]:
c = 20,05
√
273,15 + T (1.9)
Las técnicas de conformadores de haz (definidas en la sección 1.2) comúnmente emplean
información respecto a los tiempos diferenciales de arribo (Time Delay Of Arrival - TDOA)
para efectuar la selectividad de localización en los patrones de señal [58] [53], siendo una
aproximación adoptada por gran variedad de aplicaciones en las cuales se asume influencia
de una fuente simple en el entorno de operación que van desde sistemas de navegación donde
la información para el TDOA se calcula a partir de señales de reloj con posición de trans-
misión conocida hasta dispositivos sonar en donde los retardos de tiempo deben estimarse
con base en señales acústicas submarinas detectadas por hidrófonos pasivos [1].
En la clase de localizadores considerada los estimados para TDOA y los datos de posición
de los sensores son utilizados en la generación de curvas hiperbólicas que posteriormente se
intersectan en algún sentido óptimo para derivar un estimado de la posición de la fuente.
Este último procedimiento requiere la resolución de un conjunto no lineal de ecuaciones
con reducida carga computacional [21] debido a la existencia de aproximaciones de forma
cerrada [50].
Teniendo en cuenta la independencia del método respecto a condiciones ideales de las
fuentes y el entorno adicional a una significativa reducción computacional se considera como
la opción actual más pertinente para realizar la implementación de sistemas en ĺınea [57]
[19].
1.2. Conformadores de haz
Los sistemas diseñados para recibir conjuntos de señales propagadas espacialmente pre-
sentan predisposición a influencia de interferencias generadas en el medio. Si las señales
deseada y de interferencia ocupan la misma banda de frecuencia temporal no puede em-
plearse la filtración temporal para separar dichas componentes [58]. Sin embargo las señales
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deseadas y las interferencias en la mayoŕıa de los casos se generan desde diferentes localiza-
ciones espaciales. Luego puede hacerse uso de un filtro espacial en el receptor para llevar a
cabo dicha separación. Un conformador de haz es un sistema de procesamiento empleado
en conjunto con un arreglo de sensores para proveer una forma versátil del filtrado espacial
(definido formalmente en la sección 1.2.1) [22]. El término conformador de haz se deriva
del hecho de que esa clase de filtros se diseñan para formar patrones que maximizan la
recepción de radiación en una dirección y atenúan las componentes provenientes de otras
localizaciones [53].
La implementación de un filtro temporal requiere el procesamiento de los datos recopi-
lados sobre una apertura temporal. Similármente la implementación de un filtro espacial
implica el procesamiento de los datos recolectados sobre una apertura espacial [4].
Un arreglo de sensores provee un muestreo discreto a lo largo de su apertura (diver-
sión de recepción por espacio). Cuando la diversión de recepción por espacio es discreta el
sistema de procesamiento que realiza el filtrado espacial se denomina conformador de haz.
T́ıpicamente un conformador de haz combina linealmente la serie de tiempo espacialmente
muestreada obtenida desde cada sensor para generar una serie de tiempo escalar en su
salida de la misma manera que un filtro FIR combina linealmente los datos muestreados
temporalmente [58].
La capacidad de discriminación espacial en un sistema de arreglo de sensores depende
principalmente en el tamaño de la apertura espacial; es decir a medida que la apertura
se incrementa mejora la discriminación. En la práctica, más importante que el tamaño
de la apertura absoluta se considera como parámetro cŕıtico el tamaño en longitudes de
onda [4]. También se resalta la versatilidad en el filtrado espacial ofrecida por el muestreo
discreto. En las diversas áreas de aplicación es necesario modificar la función de filtrado
espacial en ĺınea para mantener la supresión efectiva de las señales de interferencia. Dicho
cambio es fácilmente implementado en un sistema muestreado variando la manera en la
cual el conformador de haz linealmente combina los datos provenientes de los dispositivos
de registro. El cambio para la función de filtrado espacial en una antena de apertura continua
no es considerado un recurso práctico [58].
1.2.1. Filtrado espacial
El filtrado espacial puede definirse como la combinación selectiva de señales provenientes
de receptores distribuidos espacialmente [4]. En la Figura 1.3 se visualiza un tipo de confor-
mador de haz a partir del cual se muestrea en espacio el campo de onda propagado como
aplicación caracteŕıstica en los procesos de banda angosta. La salida para el sistema en un
instante k, esto es y(k), está dada por una combinación lineal de los datos provenientes de
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Donde ∗ representa el conjugado complejo empleado en los casos que un receptor en cuadratu-
ra duplica la cantidad de información recibida sobre cada sensor [58].
Figura 1.3: Conformador de haz para banda angosta
Por su parte la Figura 1.4 representa el muestreo en tiempo y la diversidad de recepción
por espacio sobre el campo de onda propagado siendo de particular uso al operar con las







w∗l,pxl(k − p) (1.11)
Donde K − 1 es el número de retardos en cada uno de los J canales de registro. Si a cada
canal se le considera una potencial entrada el conformador de haz corresponde a un sistema
de multiple entrada y salida sencilla (MISO - Multiple Input Single Output).
Una forma compacta para definir las notaciones que permitan manipular de manera
simultánea ambos tipos de conformadores de haz a partir de una apropiada elección para
los vectores de peso w y de señal x(k) y donde adicionalmente el término H indica la
transpuesta hermitiana viene dada como [58]:
y(k) = wHx(k) (1.12)
De otro lado la respuesta frecuencial para un filtro FIR con coeficientes de peso w∗p, 1 ≤
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Figura 1.4: Conformador de haz para banda ancha
















1 ejωτ ejω2τ ... ejω(J−1)τ
]H
es un vector
que describe la fase de una sinusoide compleja de frecuencia ω para cada coeficiente de filtro
relativo a w1 y B(ω) representa la respuesta del sistema ante dicha sinusoide.
De manera similar es posible definir en términos de amplitud y fase la respuesta de
un conformador de haz ante una onda plana (de naturaleza compleja) como función de los
parámetros de localización y de la frecuencia [58].
A partir de la Figura 1.5 donde se ilustra el modo en el cuál un arreglo de sensores
muestrea las ondas planas y complejas propagadas espacialmente con dirección de arribo θ
y frecuencia ω puede definirse el conjunto de señales capturadas x1(k) = ejωk, ..., xl(k) =
ejω[k−∆l(θ)] para 2 ≤ l ≤ J considerando un desfase cero en el primer elemento de registro
y siendo ∆l(θ) la diferencia de retardos de propagación entre el primer y el l-ésimo sensor
[22]. Sustituyendo el resultado en la expresión (1.11) para denotar la salida del conformador







−jω[∆l(θ)+p] = ejωkB(θ, ω) (1.14)
Donde ∆l(θ) = 0 para l = 1 y la respuesta del conformador de haz B(θ, ω) puede expresarse
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Figura 1.5: Ilustración para filtrado espacial
a su vez en forma vectorial a partir de [53]:
B(θ, ω) = wHd(θ, ω) (1.15)
Los elementos de d(θ, ω) corresponden a las exponenciales complejas de la forma ejω[∆l(θ)+p]
que en general se obtienen como [53]:
d(θ, ω) =
[
1 ejωτ2(θ) ejωτ3(θ) ... ejωτN (θ)
]H
(1.16)
y donde los τi(θ) para 2 ≤ i ≤ N equivalen a los tiempos de retardo debidos a la propa-
gación desde la referencia de fase cero hasta el punto en el cual el peso i-ésimo es aplicado.
El vector d(θ, ω) recibe el nombre de respuesta del arreglo y genera información acerca
de las caracteŕısticas de direccionalidad [58]. Las particularidades no ideales respecto a los
sensores pueden incorporarse a d(θ, ω) multiplicando cada desplazamiento de fase por una
función ai(θ, ω) que describe la respuesta asociada al sensor como función de la frecuencia
y la dirección. El patrón de un haz se define como el cuadrado de la magnitud para B(θ, ω)
[58] [53].
La correspondencia entre un filtro FIR y un conformador de haz se hace más cercana
cuando este último opera a una misma frecuencia temporal ω0 y la geometŕıa del arreglo es
lineal y equi-espaciada. Considerando una distancia de espaciamiento entre sensores d, una
velocidad de propagación c y una dirección de incidencia θ se define τi(θ) = (i−1)(d/c) sin θ
[32]. En tal caso se identifica la relación entre la frecuencia temporal ω en d(ω) (filtro FIR)
y la dirección θ en d(θ, ω0) (conformador de haz) como ω = ω0(d/c) sin θ. Por tanto la
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frecuencia temporal en un filtro FIR corresponde al seno de la dirección de incidencia en
un conformador de haz de banda angosta, lineal y equi-espaciado luego es posible un inter-
cambio completo de técnicas entre los conformadores de hazes y los filtros FIR teniendo en
cuenta la posibilidad de mapeo entre las frecuencias y las direcciones [53].
El vector de pesos w y los vectores de respuesta del arreglo d(θ, ω) se incluyen dentro
de un espacio con dimensión n cuyos ángulos relativos determinan la respuesta B(θ, ω).
La habilidad para discriminar las fuentes de diferentes localizaciones y/o frecuencias (es
decir (θ1, ω1) ... (θn, ωn)) está determinada por el ángulo entre sus vectores de respuesta de
arreglo d(θ1, ω1) ... d(θn, ωn) [4].
Los efectos generales de la diversión de recepción por espacio son similares de aque-
llos generados por el efecto de muestreos temporales siendo un caso representativo aquel
correspondiente al fenómeno de traslape espacial constituido por una ambigüedad entre la
localización de fuentes. Como resultado las fuentes con diferentes posiciones en el espacio
de propagación poseen el mismo vector de respuesta de arreglo [4] [22]. Esto puede ocurrir
si el espaciamiento relativo entre sensores en muy amplio o estando muy cercanos generan
discriminación espacial inadecuada debido a la reducción de apertura. Otro tipo de am-
bigüedad se genera con señales de banda ancha cuando una fuente localizada en un punto
determinado y a cierta frecuencia no puede ser distinguida de otra a diferente frecuencia y
en otro punto de localización. Lo anterior puede ocurrir en un arreglo lineal equi-espaciado
toda vez que ω1 sin θ1 = ωn sin θn (la adición de las muestras temporales en uno de los
sensores previene la ambigüedad particular) [58].
1.2.2. Traslape espacial
Cuando se muestrea una señal temporal a una frecuencia constante fs = 1/Ts la ma-
yor componente de frecuencia que puede ser reconstruida ineqúıvocamente corresponde a
la frecuencia de muestreo fN = fs/2 = 1/(2Ts) o en términos de la frecuencia angular
ωN = 2πfN = π/Ts con un peŕıodo de TN = 2Ts [s]. De forma similar, cuando se muestrea
espacialmente una señal con un intervalo de distancia d la frecuencia angular espacial de
Nyquist (o número de onda Nyquist) corresponde a KN = π/d con longitud de periodo
igual a 2d unidades [22].
Con base en el planteamiento anterior las ondas planas con longitud de onda menores a
λmı́n = 2d no podrán ser ineqúıvocamente reconstruidas a partir de las muestras espaciales








En general las señales temporales con frecuencias f ± pfs, p = 1, 2, . . . , no pueden distin-
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Figura 1.6: Diversidad de recepción por espacio para casos λ/2 (superior) y > λ/2 (inferior)
guirse cuando son muestreadas con una frecuencia de fs = 2fN y por tanto contribuirán
cuando se estime el contenido de las componentes como por ejemplo la frecuencia f . De
forma análoga las ondas planas con frecuencias angulares K ± pKs, p = 1, 2, . . . no podrán
ser distinguidas en el plano de medida cuando sean muestreadas con una frecuencia angu-
lar espacial Ks = 2KN y consecuentemente contribuirán cuando se estime el contenido de
alguna otra componente en el campo de sonido espacialmente muestreado [22].
Los elementos del arreglo deben ubicarse con una separación de λmı́n/2 unidades o
menos (ver Figuras 1.6 y 1.7) en favor de evitar subdivergencia de recepción por espacio
manifestada por el aumento de lóbulos espectrales en las regiones visibles (falsos máximos)
[4]. Por tanto las señales que se propagan en dirección correspondiente a dichos lóbulos
no podrán ser distinguidas de aquellas correspondientes a la dirección del lóbulo principal
(ocasionando distorsiones de la medida) [4].
1.2.3. Clasificación para conformadores de haz
Dos caracteŕısticas fundamentales permiten clasificar los sistemas conformadores de haz.
Inicialmente se considera la representación espectral de la señal analizada a partir de la cuál
un conformador de haz puede ser denominado como de banda angosta o banda ancha (casos
previamente mencionados en el caṕıtulo). Si el ancho de banda de la señal es mayor a una
fracción significativa de la frecuencia de banda media (por el orden de un 10 %) se considera
como de banda ancha aunque por lo general no existe una forma concisa para definir dicha
caracteŕıstica puesto que depende del contexto de la aplicación [4].
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Figura 1.7: Dualidad de medida por causa de traslape espacial
Conformadores de haz de banda angosta
En un sentido convencional la salida de cada sensor es ponderada por un escalar comple-
jo y posteriormente sumada para generar un resultado global que depende de la asignación
de dichos pesos ya sea en sentido constructivo o destructivo [4].
Una forma de manipular las ponderaciones corresponde al ajuste efectuado por un pro-
cedimiento de máxima verosimilitud (ML - Maximum Likelihood) ejecutado sobre las señales
acústicas percibidas por el sistema de registro en un proceso denominado focalización [24].
La optimalidad para dicho procedimiento depende del conocimiento a priori de los con-
tenidos espectrales tanto de la señal acústica primaria como de las componentes de ruido
de fondo (información no disponible en la mayoŕıa de los casos prácticos). Adicionalmente
en procesos aleatorios con estructura no gaussiana [49][48] la implementación para el esti-
mador ML requiere resolver un problema de optimización no lineal significando complejidad
en la solución y un alto costo computacional que reduce su aplicabilidad en los sistemas con
recursos reducidos y/o de tiempo real [24].
Conformadores de haz de banda ancha
Los métodos de banda angosta consideran caracteŕısticas espectrales de la señal apro-
ximables a una componente de frecuencia simple. Sin embargo es una aseveración inválida
para casos donde deben considerarse componentes de frecuencia adicionales para evitar
degradar el rendimiento del sistema. Una solución comúnmente empleada para resolver tal
inconveniente corresponde a la adición de un filtro temporal sobre cada salida de sensor en
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reemplazo de los coeficientes complejos para ser posteriormente sumados en una configu-
ración denominada como de filtro y suma.
Dicha clase de conformadores de haz se incluyen dentro de un grupo de técnicas de
procesamiento denominadas de búsqueda de dirección a partir de subespacios [4] entre los
cuales se resaltan las versiones modernas adaptadas al análisis espectral de alta resolución
por medio de:
Subespacios de señal: donde la estimación para la matriz de covarianza [2] se aproxima







siendo λi el i-ésimo valor propio, ei el i-ésimo vector propio y P la cantidad de fuentes
consideradas en el campo de sonido. Luego los ángulos de arribo se estiman a partir de
la localización de los máximos de una función S(θ) (para θ en el intervalo [−90o, 90o])
dependiente del método empleado, como puede ser:
- Correlograma, S(θ) = d(θ, ω)HR̂d(θ, ω)
- Mı́nima varianza (MV), S(θ) = 1
d(θ,ω)HR̂−1d(θ,ω)




1 0 ... 0
]T
La mejor resolución angular de los anteriores métodos corresponde al AR seguido por
el MV y finalmente el Correlograma [58].
Subespacios de ruido: empleando un planteamiento similar al caso de subespacios
de señal se analiza la información contenida en el subespacio de ruido aprovechando el
hecho de que los vectores de dirección son ortogonales a cualquier combinación lineal de los
vectores propios de dicho subespacio. Luego los ángulos de arribo se estiman a partir de
la localización de los máximos de una función S(θ) = 1
d(θ,ω)HNd(θ,ω)
, siendo N una matriz
conformada por los vectores propios del subespacio de ruido. Algunas formas de calcularla
incluyen:
- Método de Pisarenko, N = emeHm donde em es el vector propio correspondiente al
mı́nimo valor propio de la matriz de covarianza estimada R̂. Si el mı́nimo valor propio
es repetido cualquier vector de norma unitaria que sea una combinación lineal de los
vectores propios correspondientes al mı́nimo valor propio puede ser empleado como
em. La base de este método estriba en que para cierto ángulo θ correspondiente a la
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dirección de un arribo verdadero el denominador de S(θ) se hace pequeño debido a la
ortogonalidad entre los vectores de dirección y los vectores propios del subespacio de
ruido que genera de manera consecuente un valor máximo en la función [58].





i donde M corres-
ponde a la cantidad de elementos del arreglo. Conserva una idea similar al método de
Pisarenko dado que el producto interno
∣∣∣∣∣d(θ, ω)H M∑i=P+1 ei
∣∣∣∣∣
2
es pequeño para los casos
en que θ es un ángulo de arribo [6] [26].
Tales técnicas se consideran significativamente menos robustas ante los errores de mo-
delado respecto a las fuentes y los ruidos [20] debido a que presumen condiciones ideales de
la radiación, uniformidad en los canales de registro y conocimiento exacto en las posiciones
de los sensores (caracteŕısticas de dif́ıcil cumplimiento en ambientes del mundo real).
Adicionalmente la extensión de los métodos de alta resolución para la manipulación de
las señales de banda ancha implica complejas generalizaciones [49] que limitan su capacidad
de implementación debido al incremento de recursos computacionales derivado.
Otras clasificaciones
Consideraciones adicionales respecto a las formas de clasificar sistemas conformadores
de haz se presentan en [58] donde se asume como criterio la escogencia de las ponderaciones
asignadas discriminando entre independientes de datos y estad́ısticamente óptimos. Para el
caso de independencia de datos los pesos asignados no dependen del arreglo y son escogidos
para generar una respuesta espećıfica en todos los escenarios señal/interferencia. Análoga-
mente en sistemas estad́ısticamente óptimos la asignación de los pesos se fundamenta en el
comportamiento probabiĺıstico de los datos provenientes del sistema de registro buscando
satisfacer un criterio de desempeño. En general esta clase de criterios compensan las dire-
cciones de fuentes de interferencia en un intento por maximizar la relación señal a ruido a
la salida del sistema [58].
1.3. Posicionamiento de fuentes
Un arreglo de sensores corresponde a un sistema especialmente diseñado para efectuar el
muestreo sobre el campo de onda incidente en términos de localizaciones espaciales discretas
y donde cada sensor ocupa un punto simple del espacio buscando obtener sensibilidad
equitativa sobre las señales propagadas en cualquier dirección [4]. Dichos sensores pueden
distribuirse en rejillas regulares o irregulares para diversas geometŕıas (lineal [55], circular




Considere un arreglo receptor lineal deN elementos con distancia de separación uniforme
d e incidencia de un frente de onda planar con dirección de propagación θ (ver Figura 1.8).
La respuesta angular del sistema B(θ, ω) viene dada como [53]:
Figura 1.8: Arreglo lineal
B(θ, ω) = d(θ, ω)x(ω) (1.19)
Donde x(ω) equivale al vector de observaciones compuesto por las señales provenientes de
cada dispositivo de registro al tiempo que d(θ, ω) representa el vector de direccionalidad del
arreglo cuya n-ésima componente corresponde a ejωτn(θ) y donde τn es el tiempo de retardo
entre el primer y n-ésimo sensor definido por [32]:




La respuesta angular para un arreglo lineal es ambigua con respecto al ángulo de inci-
dencia θ generando la misma información para los objetivos ubicados en las direcciones ±θ
y donde dicho ángulo pertenece al intervalo [0, π] [53].
La ecuación (1.19) muestra que un arreglo lineal es esencialmente un filtro espacial ya
que a partir de una adecuada orientación pueden filtrarse espacialmente señales provenientes
de determinada dirección. Adicionalmente al ser una relación de transformadas de Fourier
genera eficiencia computacional en términos de la implementación [53].
1.3.2. Arreglo circular
Considere M sensores distribuidos uniformemente en un anillo de radio R como receptor
de un frente de onda planar con ángulo azimuthal θ y ángulo de elevación φ (ver Figura
1.9). La respuesta del sistema para efectos de direccionamiento bidimensional viene dada
como [53]:
B(θ, φ, ω) = d(θ, φ, ω)w(θ)x(ω) (1.21)
Donde d(θ, φ, ω) es el vector de direccionalidad cuyo n-ésimo término viene representado
a partir de ej2π sin φ cos(θ−θn)/Rc, θn = 2πn/N es localización angular en el n-ésimo sensor
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Figura 1.9: Arreglo circular
para n = 0, 1, ..., N − 1 y w(θ) es una matriz diagonal cuyos elementos conforman los
pesos de una ventana espacial que busca reducir los lóbulos laterales siendo en general no
uniforme y dependiente tanto de las localizaciones del sensor (θn) como del haz incidente
(θ). La respuesta angular azimuthal para un arreglo circular cubre el rango [0, 2π] evitando
ambigüedad con respecto al ángulo de incidencia [53].
1.3.3. Arreglo ciĺındrico
En concordancia con los casos previamente mencionados se define la respuesta angular
para una configuración de N anillos circulares de M sensores (tridimensional ver Figura
1.10) a partir de [53]:
Figura 1.10: Arreglo ciĺındrico





wr,mxr,m(ω)d(θ, φ, ω) (1.22)
Dicho resultado sugiere la descomposición de una respuesta en dos pasos donde inicialmente
se obtiene la contribución de cada anillo a partir de sus M sensores para posteriormente
generar una resultante global a lo largo del eje z con base en las N componentes [53].
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1.3.4. Arreglo planar
Similar al caso de un arreglo ciĺındrico y con la única diferencia de poseer N estructuras
lineales se define un arreglo planar (bidimensional ver Figura 1.11) con respuesta angular
dada por la expresión (1.22) que también sugiere una descomposición en dos pasos para
conformar un barrido sobre los ejes coordenados x−y que permite determinar los pormenores
de la información bidimensional [53].
Figura 1.11: Arreglo planar
En resumen una vez que la información para los tiempos de retardo ha sido calculada
desde un par de dispositivos sensores con distancia de separación conocida la dirección de
la fuente puede derivarse utilizando la información respecto a la velocidad del sonido y la
geometŕıa del arreglo de captura empleado [51].
Particularmente en la Figura 1.12 se ilustra el modelo considerado en [32] donde se hace
uso de un arreglo de 3 micrófonos, para formar dos pares primarios compuestos respecti-
vamente por ro − rx y ro − ry. Las parejas de micrófonos se posicionan a lo largo de los
ejes ortogonales en un sistema de coordenadas rectangulares con origen en ro. Ambos pares
primarios se encuentran separados por una distancia dmic en cada dirección x e y. Luego
śı una fuente se considera suficientemente alejada del arreglo se puede aproximar su posición
a partir de una ĺınea que conecte con el centro de cada par.
Posteriormente se calculan los ángulos de incidencia θx y θy para formar un ángulo re-
sultante azimuthal de incidencia θ.
Puede agregarse un tercer par de micrófonos para generar la coordenada en z que permita
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Figura 1.12: Arreglo de 3 micrófonos para detección en plano xy







Donde τw corresponde al retardo estimado en el par correspondiente a la coordenada w.
Aśı se conforma la elipse visualizada en la Figura 1.13 que genera localización tridimensional
respecto a la fuente acústica incidente [32].
Figura 1.13: Posicionamiento en espacio con arreglo de 4 micrófonos
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1.4. Estado del arte en técnicas de localización
En [27] se plantea el uso de antenas para conformación de haz adaptable en aplicaciones
de telecomunicación inalámbrica a partir del empleo de mezcladores analógicos y sinteti-
zadores digitales multitono. Análogamente en [22] se describe un sistema de conformación
de haz basado en la utilización de arreglos irregulares (más aun aleatorios) al igual que
una versión optimizada de uso industrial en detección de aveŕıas en veh́ıculos automotores
empleando una geometŕıa de recepción circular. Finalmente en [4] se efectúa el análisis y la
simulación de estructuras fractales para disposición de arreglos y antenas considerando su
aplicación potencial en sistemas multicanal y de banda ancha.
Para el caso de técnicas de conformadores de haz en [21] se propone un nuevo método
para efectuar estimación de localización en un solo paso empleando información respecto al
punto de máxima enerǵıa en el espacio de propagación generando un haz orientado (SB -
Steered Beam) que permite asignar funciones de ponderación que facilitan interacción con
entornos influenciados por ruido y reverberación. En [36] se desarrolla un sistema de soporte
auditivo para robots empleando TDOA a partir de un procedimiento de ecualización espec-
tral previo al cálculo de la función de correlación como opción robusta para operabilidad en
condiciones adversas. En [8] se analiza una técnica de asignación de pesos fundamentada en
el concepto de mı́nima varianza a partir de la incertidumbre de ángulos de arribo emplean-
do modelos eĺıpticos cuya resolución es obtenida con base en técnicas de multiplicadores de
Lagrange. Finalmente en [38] se describe un sistema para optimización computacional de
la técnica de conformadores de haz por suma y retardo (DS - Delay and Sum) que elimina
la influencia de fuentes incoherentes en procedimientos de cálculo.
Como alternativa para limitaciones de alcance en [26] se plantea la utilización de re-
cursos compartidos a nivel de sensórica (redes) para efectuar localización y seguimiento de
objetivos. En complemento [24] presenta un análisis de los métodos de enerǵıa espectral uti-
lizados para efectuar localización de fuentes acústicas aplicando tratamientos estad́ısticos
sobre las señales de registro. Análogamente, como aplicación para redes neuronales en [47]
se implementa un sistema de localización de hablante a manera de fuente acústica de banda
ancha en campo lejano (FFWB - Far Field Wide Band) empleando el espectro cruzado
obtenido entre parejas de receptores. En la misma medida en [57] se presenta la imple-
mentación de un sistema de localización de fuentes acústicas basado en redes neuronales
que explota las bondades de la computación paralela.
Por último en [35] se desarrolla una aplicación en acústica submarina a partir de un
algoritmo que permite mejorar la resolución angular de un sistema sonar de banda angosta
con base en muestreo espacial aplicado sobre un conformador de haz adaptativo que emplea
un arreglo lineal de hidrófonos.
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Caṕıtulo 2
Estimación de tiempos de retardo
por función de correlación
Debido al gran desarrollo que actualmente presentan los sistemas de telecomunicaciones
(STC) asincrónicos como pueden ser STC v́ıa satélite, STC de comunicación móvil y redes
locales territoriales (LAN - Local Access Network) entre otros, se hace necesario utilizar
y desarrollar la multiplexión por código de abonados (CDMA - Code Division Multiple
Access) como alternativa para brindar efectividad y versatilidad. Cuando se analizan las
caracteŕısticas para tales sistemas es necesario tomar en cuenta sus cualidades espectrales
y de correlación las cuales pueden variar según el tipo de modulación y de secuencias
pseudoaleatorias (PNS - Pseudonoise Sequences) empleadas para el ensanchamiento del es-
pectro de la señal de información [10].
La necesidad de crear STC asincrónicos tipo CDMA está relacionada con el objetivo
de brindar la mayor cantidad posible de abonados que puedan trabajar simultáneamente y
exige para ello que se investiguen los tipos especiales de modulación que puedan brindar un
nivel inferior de interferencias mutuas [10].
Hoy en d́ıa la realización de los dispositivos y equipos de formación y recepción de las
señales con espectro ensanchado (SS - Spread Spectrum) y con PNS de relativamente gran
longitud, en particular con más de 200 elementos, se hace posible gracias a los adelantos
de la microelectrónica moderna por medio de dispositivos VLSI (Very Long Scale of Inte-
gration), procesadores digitales de señal (DSP - Digital Signal Processor), dispositivos de
acople de carga y dispositivos basados en la transferencia de ondas acústicas superficiales
en los materiales piezoeléctricos (SAW - Surface Acoustic Wave) [10].
La utilización de las señales SS también se hace necesaria para brindar una mayor capaci-
dad de inmunidad de las señales de información y mejorar la fidelidad de los abonados en los
STC con acceso múltiple operando en condiciones extremas. Adicionalmente los ensambles
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cuasiortogonales de PNS con gran longitud permiten en los STC asincrónicos efectuar la
multiplexión por código o código-frecuencia de los abonados que estén interactuando en un
mismo ancho de banda [10].
2.1. Métodos de estimación para tiempos de retardo
2.1.1. El filtro acoplado
Aunque las caracteŕısticas importantes que presenta la función de correlación en el do-
minio del tiempo justifican su papel como elemento clave en procesos de medidas temporales,
no menos importante es el análisis desarrollado respecto a sus propiedades en el dominio de
la frecuencia, en favor de entender la importancia de aplicaciones de función de correlación
a manera de filtro acoplado [45].
En los sistemas de comunicación (principalmente aquellos que emplean codificación por
pulsos) existe un marcado interés por maximizar la ganancia de la señal que lleva consigo
la información respecto a la acción de ruido aditivo.
Considérese el caso de una señal sometida a ruido aditivo de tipo blanco gaussiano
(AWGN - Additive White Gaussian Noise) aplicada a un filtro lineal e invariante en el
tiempo. La salida para el sistema filtro en un tiempo tm puede expresarse en términos del







donde F (ω) corresponde a la transformada de Fourier de la señal de entrada sin ruido
f(t) en la misma medida que H(ω) es la función transferente del sistema filtro.
Luego teniendo en cuenta que la densidad espectral del ruido en la salida ηo(t) corresponde
a Sηo(ω) =
N









que en compañ́ıa de la expresión (2.1) permite determinar la relación señal a ruido a la











Utilizando la desigualdad de Schwarz-Bunjakovsky [29]:∣∣∣∣∫ ∞
−∞
f1(x)f2(x)dx






cuya condición de igualdad se cumple, si y sólo si:
f1(x) = kf∗2 (x) (2.5)










∣∣F (ω)ejωtm∣∣2 dω (2.6)







|F (ω)|2 dω = E
N/2
(2.7)
donde E denota la enerǵıa de la señal f(t) aplicada en la entrada. La igualdad para dicha
expresión se cumple sólo si:
H(ω) = kF ∗(ω)e−jωtm (2.8)
o equivalentemente:
h(t) = kf∗(tm − t) (2.9)
De este resultado se deduce que la respuesta impulsiva del filtro óptimo corresponde a la
imagen especular de la señal de mensaje f(t) retrasada un intervalo tm o sea que el filtro se
acopla a una señal particular como lo indica el término filtro acoplado. Otra consideración
importante implica que los corrimientos de fase de f(t) deben anularse de tal forma que
todos los componentes de frecuencia se sumen exactamente en t = tm. Por el contrario los
componentes espectrales del ruido se suman con fases aleatorias maximizando la relación
señal a ruido [29].
Una manera simple de construir un filtro acoplado se obtiene aprovechando el hecho de
que la respuesta impulsiva de un sistema lineal e invariante en el tiempo puede aproximarse
por una ĺınea de retardo con derivaciones ponderadas por un conjunto de ganancias fijas
(ver Figura 2.1 donde ak = f(tm − k∆τ)∆τ). Para una ĺınea de M retrasos la respuesta
g(t) puede escribirse como [29]:
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Luego una vez conocidas la señal f(t) y el tiempo tm las ganancias de las derivaciones
pueden ajustarse para aproximar las caracteŕısticas del filtro acoplado.
Alternativamente si se considera a y(t) = f(t)+η(t) como la entrada del filtro, empleando
la operación de convolución se obtiene la siguiente expresión en el tiempo para su salida
g(t) [29]:
g(t) = f∗(tm − t) ∗ y(t) =
∫ ∞
−∞
f∗(tm − µ)y(t− µ)dµ (2.11)




f∗(τ)y(τ + t− tm)dτ = Rfy(t− tm) (2.12)
donde Rij denota la función de correlación cruzada entre las señales de enerǵıa j e i.
Adicionalmente, tomando en cuenta la forma supuesta para y(t) se observa que [29]:
g(t) = Rff (t− tm) +Rfη(t− tm) (2.13)
por tanto si Rfη(t− tm) = 0 el pico de salida g(tm) está dado por Rff (0).
De lo anterior, se justifica el por qué la correlación puede emplearse como un filtro
acoplado. Más aún es importante resaltar que filtros acoplados que no utilizan correlación
directa son de dif́ıcil implementación. Puesto que la correlación para dos versiones de una
misma señal con amplia relación SNR aproxima las especificaciones del filtro acoplado la
correlación es una atractiva solución a manera de filtro óptimo [45].
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2.1.2. Fase espectral de potencia
Otra técnica alternativa para determinar incidencia direccional, consiste en utilizar in-
formación acústica del TDOA en un frente de onda, estimado a partir del espectro cruzado
de las salidas de dos micrófonos separados espacialmente [55] [56]. La fase de este espectro
cruzado, contiene información respecto al retardo relativo entre el par de micrófonos [36].
Si X(ω) corresponde a la transformada de Fourier de x(t), entonces a un retardo de la señal
temporal corresponde una modificación de fase en el dominio de la frecuencia, lo cual se
expresa a partir de [55] [56]:
x(t− τd) ↔ X(ω)e−jωτd (2.14)
Para el caso de un campo de sonido simple como el descrito en 1.1.2, es posible obtener
una descripción espectral de las señales acústicas en los micrófonos a y b, dadas respectiva-
mente como:
Saa(ω) = Sss(ω) + Sηaηa(ω)
Sbb(ω) = Sss(ω) + Sηbηb(ω)
(2.15)
Donde Sss corresponde al estimado promedio del autoespectro de la fuente en cada mi-
crófono, al tiempo que los términos Sηη equivalen a un estimado promedio del autoespectro
de sus componentes de ruido [55] [56].
En la misma medida, es posible definir un espectro cruzado complejo, como medida
relativa de las señales entre ambos micrófonos, por medio de:
Sab(ω) = Sss(ω)e−jωτd (2.16)
Donde los términos de ruido se cancelan debido a su carácter de incoherencia, al igual
que se observa la aparición del término correspondiente al retardo, en la forma exponencial
resultante [55] [56].
Finalmente, si se deriva una aproximación para la fase espectral ψd en términos de la
frecuencia angular ω, se puede obtener un estimado para el tiempo de retardo en cada valor





Donde se considera como estimado global, el promedio resultante sobre un rango de
frecuencias de interés.
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2.1.3. Intensidad del sonido
La dirección del flujo de enerǵıa acústica puede medirse utilizando métodos de intensi-
dad del sonido, donde el producto de la presión y la velocidad ejercidos sobre una part́ıcula
de onda viajera entre un par de micrófonos, genera una medida de la intensidad a lo largo
de una ĺınea entre sus centros acústicos. Tres cantidades vectoriales de intensidad de sonido
medidas desde igual cantidad de pares de micrófonos, pueden combinarse en orden a obte-
ner un vector tridimensional para aproximar la dirección del flujo de enerǵıa acústica. Un
vector apuntando en la dirección opuesta a dicho flujo, puede usarse como un estimado de
la dirección de la fuente incidente [32].
Esta técnica, aunque genera la utilización de un arreglo compacto de micrófonos, posee
como limitantes su alta sensibilidad ante condiciones de reflexión y reverberación, al igual
que requiere alta compatibilidad y precisión entre fase y amplitud de los micrófonos em-
pleados, reduciendo su operabilidad en entornos prácticos generalizados.
2.2. Cálculo por función de correlación
2.2.1. Definición y propiedades
Un proceso estocástico se define como estacionario en el sentido amplio, si todas sus ca-
racteŕısticas de aleatoriedad (distribución y momentos esencialmente) presentan invariancia
temporal. Adicionalmente se asume la ergodicidad del proceso cuando los valores promedio
de tiempo y de ensamble son idénticos en el intervalo de análisis Ta. Luego puede definirse
la función de autocorrelación (FAC) Rx(τ) para un proceso que posea las particularidades








x(t)x∗(t+ τ)dt = 〈x(t), x(t+ τ)〉 (2.18)
Por cuanto la FAC tiene un papel básico en la descripción de los procesos ergódicos es
importante tener en cuenta las siguientes propiedades [12]:
- Paridad.
Rx(τ) = Rx(−τ) = Rx(t, t+ τ) = E [x(t), x(t+ τ)]∀τ ∈ Ta (2.19)
- Máximo valor.
|Rx(τ)| 6 Rx(0) (2.20)
Por cierto asumiendo que E [x(t)] = 0,
Rx(0) = E [x(t), x(t)] = E2 [x(t)] = σ2x (2.21)
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- Aditividad. Sean dos procesos ergódicos independientes x1(t) y x2(t), se asume que:
RxT (τ) = Rx1(τ) +Rx2(τ) (2.22)
Donde RxT (τ) corresponde a la función de autocorrelación resultante de la interacción
entre dichos procesos.
- Convergencia. Si el proceso aleatorio x(t) es no periódico, esto es x(t) 6= x(t + T0),
T0 ∈ Ta, además de considerar que es centralizado, esto es E [x(t)] = 0 entonces se
cumple que:
ĺım
|τ | → ∞
Rx(τ) = 0 (2.23)
- Periodicidad. Si el proceso aleatorio x(t) es periódico para un valor T0, esto es x(t) =
x(t+ T0), T0 ∈ Ta entonces la respectiva FAC también será periódica:
Rx(τ) = Rx(τ + kT0), ∀τ = T0, k ∈ Z (2.24)
Por tanto la existencia de valores iguales al máximo global Rx(kT0) = Rx(0), k ∈ Z
muestra que el proceso es periódico con frecuencia fundamental F0 = 1/T0. Sin em-
bargo aunque exista un sólo máximo global en τ = 0 pueden a veces presentarse otros
máximos locales cuyo mayor valor Rx(τmáx) sea suficientemente grande como para
asumir que el proceso tiene una parte periódica en T0 = τmáx.
- Restricción de forma. Si el proceso estocástico x(t) es f́ısicamente realizable entonces
cualquier forma que tome la transformada de Fourier de su respectiva FAC (Trans-
formada de Wiener-Jinchin) está restringida a la siguiente condición:
Sx(ω) = F {Rx(τ)} > 0, ∀ω (2.25)
La función Sx(ω) es denominada Densidad Espectral de Potencia del proceso x(t) o
simplemente espectro de potencia y nos brinda información acerca de la señal aleatoria




xn exp (jλnt) (2.26)










|xn|2 exp (iλnτ) (2.27)
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Donde el lado derecho de la expresión representa el espectro de potencia.
2.2.2. Estimación de la función de correlación
Se tienen diferentes métodos de estimación de la función de correlación, uno de los más




gR (t, τ) (ξ (t)− m̃1ξ) (ξ (t+ τ)− m̃1ξ) dt (2.28)














gR (t, τ)E {ξ0 (t) ξ (t+ τ)} dt = Rξ (τ)
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ξ (λ− τ)R2ξ (λ+ τ)
)
dλ
De la anterior expresión se deduce que para determinar la varianza de la estimación de
la función de correlación hay que conocer la misma función a estimar. Por esta razón, la
determinación de la precisión de la estimación se puede realizar después de realizar el proce-
samiento, además, la misma varianza resulta ser un proceso aleatorio. El desconocimiento
a priori de la función de correlación, hace que en la mayoŕıa de los casos no se plantee el
problema de optimización de la función ventana de estimación gR.
Sin embargo, en el procedimiento de prueba de hipótesis, cuando se comprueba la perte-
nencia o no de una función de correlación a una clase dada, puede ser necesario la determi-
nación de la ventana óptima de estimación gRop . En general, la estimación de la función de






(ξ (t)−m1ξ) (ξ (t+ τ)−m1ξ) dt (2.29)
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(τRξ (τ) + TRξ (λ− τ)) dλ+
+
1
T (T − τ)
T∫
0
(T + τ − 2λ) (Rξ (τ) +Rξ (λ− τ)) dτ
que muestra un sesgo en la estimación R̃ξ.
En la práctica, el sesgo se disminuye empleando un factor de corrección del tipo:
1/(1− f (Rξ (τ))) (2.30)
Análogamente es usual el empleo de la función de correlación estad́ısticamente es-




que resulta ser asintóticamente no sesgada:






ρ2 (t) ρ (τ)− ρ (t) ρ (t− τ)
)
dt
Esto es, la estimación del ı́ndice de correlación, inclusive siendo conocido el valor medio
del proceso, presenta sesgo. En la medida en que aumenta la longitud de la realización
disminuye el sesgo. Finalmente, en el caso de tener secuencias estacionarias aleatorias, la






ξ0 [l] ξ0 [l − k] (2.31)
Estimación de la densidad espectral de potencia
La densidad espectral de potencia Sξ(ω), de una parte, corresponde a la varianza de
la descomposición espectral del proceso estacionario. Pero de otra parte, corresponde a la
transformada inversa de la función de correlación. Por tanto, la estimación de la densidad
espectral de potencia se puede realizar de ambas formas de representación. Al analizar la
densidad espectral de potencia como la densidad de la varianza espectral, la estimación
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sobre una realización de longitud finita del proceso se hace a través de la descomposición






















ξ (t) cos 2πkt/Tdt, βk =
T∫
0
ξ (t) sin 2πkt/Tdt.
Debido a la ortogonalidad de la representación, al hacer T → ∞ ambos valores αk
y βk son no correlacionados. Además, en los procesos con estructura gaussiana, αk y βk,
también tienen distribución gaussiana y, por ende, la estimación de S̃ξ(ω), haciendo T →∞,
corresponde a la distribución χ2 con dos grados de libertad, con lo cual se demuestra que
la media y la varianza de la estimación corresponden a [11]:
E {Sξ (ωk)} = Sξ (ωk) (2.33a)
σ2
S̃
= S2ξ (ωk) (2.33b)
Aunque el valor de la media muestra ausencia de sesgo, la varianza no tiende a cero y,
por tanto, la estimación (2.32) no se considera consistente.




































x(ζ) cos(vζ)dζ = ĺımv→∞
b∫
a
x(ζ) sin(vζ)dζ = 0, entonces, para
valores pequeño de T de la estimación se tendrán distorsiones significativas en su valor.
Sea la realización {ξ(t), T ∈ [a, b]} del proceso estacionario. De ambos métodos de
estimación de la densidad espectral de potencia (2.32) y (2.34), se establece la estad́ıstica





















Sin embargo, la estad́ıstica en (2.35) presenta las misma limitaciones de inconsistencia
dadas en (2.33a) y (2.33b), motivo por el cual el periodograma se convierte en un pro-
ceso aleatorio y, para valores grandes de n presenta fuertes fluctuaciones de trayectoria
(realizaciones con alto grado de disimilaridad). La ausencia de consistencia en las estima-
ciones propuestas de densidad espectral de potencia ha generado la necesidad de empleo
de diferentes métodos orientados a aumentar la efectividad de estimación por medio de
funciones de peso, que implican su alisamiento. En particular, para una realización dada




Wn (λ− ν) In (ν) dν (2.36)
La función de peso Wn(λ) en (2.36) corresponde a las ventanas de tiempo, pero en
frecuencia, y por tanto se denominan ventanas espectrales, las cuales se escogen de tal
manera que cumplan las siguientes cualidades:
1. Localización. Wn(λ) debe tener un valor máximo en λ = 0,
2. Ausencia de sesgo.
π∫
−π
Wn (λ) dλ = 1,
3. Consistencia. σ2
S̃






W 2n (λ) dλ = 0.
Aunque existe una gran cantidad de ventanas propuestas, en la práctica es común el
empleo de aquellas funciones de peso que puedan ser representadas en la clase:




donde kn(l) = k(l/mn), {mn} una cierta secuencia creciente no acotada de valores enteros,
tales que mn/n → 0, cuando n → ∞, siendo k(x) una función par acotada que cumple las
siguientes restricciones:




k2 (ν) dν <∞.
En la tabla 2.1, se muestran ejemplos de ventanas espectrales empleadas en la estimación
de la densidad espectral de potencia, en los cuales, en calidad de estimación de la función
de correlación R̃ξ (t) se puede tomar la propuesta en (2.31).
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Ventana Modelo
Transformada finita de Fourier Wn (λ) =
{
mn, |λ| ≤ π/mn
0, |λ| > π/mn
















k(ν) = sinc (πν)






















1, |ν| ≤ 1
0, |ν| > 1





















1− |ν| , |ν| ≤ 1
0, |ν| > 0























(1 + cosπν) /2, |ν| ≤ 1
0, |ν| > 0
Tabla 2.1: Ventanas de estimación de densidad espectral de potencia
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2.3. Detección de señales
La detección de una señal posee dos significados principales. El primero implica rescatar
información inmersa en condiciones de ruido. El segundo se fundamenta en evitar el engaño
producido por apariciones instantáneas de señales de tipo impulsivo. Teniendo en cuenta
que los fenómenos de ruido corresponden a representaciones estocásticas las anteriores ideas
deben concebirse desde una óptica probabiĺıstica conduciendo a los conceptos de probabi-
lidad de detección y falsa alarma [45]. En otras palabras la decisión respecto a detección
para una señal estará condicionada por estás dos cantidades.
A pesar de que los métodos para efectuar detección de fuentes comparten caracteŕısticas
comunes, pueden clasificarse en dos grupos principales a partir de aproximaciones por teoŕıa
de información y por teoŕıa de la decisión dependiendo del fundamento estad́ıstico a partir
del cual se deriven [58]. Las técnicas de teoŕıa de la decisión constituyen alternativas menos
actuales que aquellas empleadas por los algoritmos de teoŕıa de la información.
2.3.1. Aproximaciones por teoŕıa de la información
En esta clase de métodos se evalúan los valores propios de la matriz de correlación
espacial correspondiente al vector de correlación de las transformadas de Fourier de las
salidas de los sensores en una frecuencia de interés Y (ω) (que para el caso de fuentes no
correlacionadas con el ruido puede definirse como E{Y Y T }) para determinar la cantidad
de valores propios mı́nimos iguales a partir de la minimización de un criterio respecto al
número de señales que son detectables Ns = 0, 1, ...,M − 1 por un sistema de M sensores
[58]. Para construir tales aproximaciones se requiere la respectiva familia de densidades de
probabilidad f(Y |θ(Ns)) siendo θ(Ns) el vector de parámetros necesarios para generar los
datos Y . Luego, el criterio de información I a minimizar consiste en:
I = − ln(L(f(Y |θ(N̂s)))) + Γ (2.37)
es decir, el negativo del logaritmo de la función de máxima verosimilitud L de la densi-
dad f(Y | ˆθ(Ns)) denotando N̂s el estimado de máxima verosimilitud de θ para Ns señales
adicional a un término Γ de ajuste para la dimensión del modelo [58].
Criterio de información de Akaike AIC
El criterio de información Akaike (AIC - Akaike Information Criterion) a partir de N
observaciones independientes de una variable aleatoria con densidad de probabilidad g(Y )
al igual que empleando una familia de modelos en la forma f(Y |θ) posee como objetivo
minimizar la expresión [58]:
I(g, f(.|θ)) =
∫
g(Y ) ln g(Y )dY −
∫
g(Y ) ln f(Y |θ)dY (2.38)
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conocida como el número información Kullback-Leibler.
Criterio de longitud de descripción mı́nima MDL
El criterio de longitud de descripción mı́nima (MDL - Minimum Description Length)
emplea técnicas bayesianas para asumir que una densidad a posteriori de las observaciones
proviene de una conveniente selección de la familia de densidades definida a partir de [58]:
f(Y |θ) = exp(θ · p(Y )− b(θ)) (2.39)
siendo p una función de densidad de la variable aleatoria Y al tiempo que b corresponde a
una función vector de parámetros θ. El fundamento del método corresponde a la escogencia
del modelo más probable a posteriori para el cual se minimiza la expresión [58]:








Criterio de detección eficiente EDC
El criterio de detección eficiente (EDC - Efficient Detection Criterion) corresponde a
una familia de funciones de densidad tales que la expresión [58]:

















minimiza la cantidad de señales Ns [58].
2.3.2. Aproximaciones por teoŕıa de la decisión
Los métodos pertenecientes a la denominada teoŕıa de la decisión se fundamentan en
la estad́ıstica aplicada sobre pruebas de hipótesis que permiten determinar la cantidad de
fuentes involucradas en el entorno de detección [58].
Prueba de esfericidad
Corresponde a la determinación del grado de proporcionalidad entre las matrices de
correlación espacial R compuesta por M vectores aleatorios de tipo gaussiano y la matriz
identidad IM a partir del conocimiento de un estimado R̂. Si R ∝ IM entonces los con-
tornos de igual densidad para las distribuciones gaussianas forman esferas concéntricas en
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un espacio de dimensión M . El nombre del método se deriva de la prueba realizada sobre
la esfericidad de dichos contornos [58].
Se asumen dos hipótesis posibles:
H0 : R = σ2nIM
H1 : R 6= σ2nIM
(2.43)
para cualquier σ2n. Si se denotan los valores propios de R en orden descendiente a partir de
λ1, λ2, ..., λM entonces las hipótesis equivalentes serán [58]:
H0 : λ1 = λ2 = ... = λM
H1 : λ1 > λM
(2.44)







siendo γ un nivel de umbral seleccionado con base en el criterio de Neyman-Pearson [58].
Por tanto si la distribución para T (R̂) es conocida bajo la presunción de una hipótesis nula
H0 entonces para una probabilidad de falsa alarma PF se puede escoger un valor γ tal que:
P
(
T (R̂) > γ|H0
)
= PF (2.46)
donde P denota la probabilidad. Usando la forma alternativa de la hipótesis T (R̂) =
T (l1, l2, ..., lM ) para li valores propios se asume una estad́ıstica suficiente en la prueba de
hipótesis.
La forma correcta para la estad́ıstica de la prueba de esfericidad corresponde a la relación
generalizada de verosimilitud [58]:














Prueba de múltiple hipótesis
La prueba de esfericidad se limita a una secuencia de hipótesis binarias para determinar
el número de fuentes. Sin embargo para obtener un resultado óptimo deben comprobarse
todas las hipótesis de manera simultánea [58]:
H0 : λ1 = λ2 = ... = λM
H1 : λ1 > λ2 = ... = λM
H2 : λ1 ≥ λ2 > λ3 = ... = λM
...
HM−1 : λ1 ≥ λ2 ≥ ... ≥ λM−1 > λM
(2.48)
para determinar que cantidad de los menores valores propios son iguales.
Dado que una generalización directa para la prueba de esfericidad no es una tarea trivial
se emplea una aproximación para la función densidad de probabilidad de los valores propios
aplicando la teoŕıa de múltiple hipótesis. Se genera una prueba similar a los criterios AIC
y MDL implementada de igual manera pero con la variación de minimizar la probabilidad
de escogencia de un número errado de fuentes [58].
Considérese la función densidad de probabilidad conjunta de los valores propios de la
matriz R̂ cuando los M − N̂s menores valores propios son iguales [58]:


































donde li denota los valores propios de la matriz estimada R̂, λi denota los valores pro-
pios de la matriz de covarianza R, n = N − 1 es el número de muestras menos uno y Γ̃N
corresponde a una función multivariable de valores complejos.
Finalmente se forman M relaciones de verosimilitud dividiendo cada función densidad




l1, ..., lM |λ1 ≥ ... ≥ λÑs+1 = ... = λM
)
fM−1 (l1, ..., lM |λ1 ≥ ... ≥M )
(2.50)
para todo N̂s = 0, ...,M − 1 igualmente probable. Luego la teoŕıa de múltiple hipótesis
afirma que el valor de N̂s que maximiza Λ(Ñs) corresponde a la asignación óptima que
minimiza la probabilidad de una escogencia errada en el valor Ñs.
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2.3.3. Tiempo diferencial de arribo
La estimación para la diferencia de tiempos de llegada de una señal respecto a dos
receptores espacialmente distribuidos es un problema de interés práctico considerado en
disciplinas como acústica submarina (Sonar), geof́ısica, radio-astronomı́a (VLBI) y teleco-
municaciones (GPS). Como aplicaciones prácticas pueden citarse: localización y seguimiento
en telefońıa móvil, indicación en tiempos de tránsito, o estimación para velocidad de on-
das en un medio de propagación, que entre otras justifican la determinación de un método
óptimo para estimación de dicho parámetro [45].
Estimación del parámetro
El problema de estimación óptima se enfoca en determinar aquel método que genere una
varianza menor comparada con la de cualquier otro estimador aplicado al caso en estudio.
La mı́nima varianza absoluta que un estimador puede alcanzar es la cota inferior Cramer-
Rao (CRLB - Cramer-Rao lower bound) [53]. La teoŕıa de CRLB define los casos en que
una estimación verdaderamente alcanza dicho valor. Si no existe dicho estimador no nece-
sariamente significa que no sea posible obtener una estimación de mı́nima varianza. En la
práctica es frecuente el uso de estimadores de máxima verosimilitud o de mı́nimos cuadra-
dos, que aunque carecen de optimalidad proporcionan procesos simples que conducen a
estimadores eficientes [54].
Cota inferior Cramer-Rao. La CRLB es definida como la cota inferior de la varianza de
cualquier estimador para un problema de estimación espećıfico. Dicha cota inferior puede
derivarse sin conocimiento alguno del estimador en śı exceptuando el hecho de que sea no
sesgado [53].
Luego si la función densidad de probabilidad de un estimador p(x,U) satisface la condi-
















Esta cota inferior puede alcanzarse para cualquier parámetro U śı y sólo śı existen dos
funciones g e I tales que:
∂ ln (p(x,U))
∂U
= I(U) · (g(x)− U) (2.53)
donde la función g(x) corresponde al estimador de mı́nima varianza no sesgado (MVU) con
varianza 1/I(U).
Un estimador no sesgado Ũ que alcanza la CRLB para cualquier U se denomina esti-
mador eficiente. Es importante resaltar que algunos estimadores como el de máxima verosi-
militud pueden ser asintóticamente eficientes cuando su valor esperado de error cuadrático
de estimación se aproxima a la cota inferior a medida que el número de observaciones tiende
a infinito [53].
Como aplicación importante para el teorema de CRLB se considera el caso de señales
inmersas en un ruido blanco gaussiano w[n]:
x[n] = s[n,U ] + w[n] (2.54)













Siendo σ la desviación estándar del ruido al tiempo que M corresponde al número total de



























En la misma medida el valor esperado de la ecuación anterior genera:
E
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Aunque dicha cota mı́nima se pueda definir cuantitativamente esto no significa que siem-
pre sea posible encontrar un estimador que la alcance. El teorema sugiere encontrar dos
funciones g e I tal que satisfagan:
∂ ln (p(x,U))
∂U




(x[n]− s[n,U ]) ∂s[n,U ]
∂U
(2.60)
ecuación válida únicamente para el caso en que s[n,U ] corresponda a una función lineal
del parámetro desconocido U . En otras palabras para una señal inmersa en ruido gaussiano
aditivo no existe un estimador eficiente a menos que s[n,U ] sea una función lineal de U [53].
Estimación de mı́nima varianza. Aunque un estimador eficiente pueda no existir es
posible emplear como solución alternativa un estimador de mı́nima varianza que genere
información estad́ıstica suficiente. Una estad́ıstica T (x) se dice suficiente para el parámetro
desconocido U śı y sólo śı la probabilidad p (x|T (x) = T0, U) es independiente de U . La
dificultad radica entonces en encontrar una estad́ıstica suficiente. El teorema Neyman-Fisher
provee una forma de encontrar esta estad́ıstica empleando el hecho de que si una función
densidad de probabilidad p(x,U) de las observaciones x puede factorizarse como [54]:
p(x,U) = g(T (x), U) · h(x) (2.61)
entonces T (x) es una estad́ıstica suficiente para U . De otro lado, si T (x) es una estad́ıstica su-
ficiente para el parámetro desconocido U , entonces la función de densidad de las mediciones
x puede ser escrita en la forma dada por (2.61).
Otra definición es necesaria, para encontrar el estimador de mı́nima varianza. Una es-
tad́ıstica se dice completa si la condición E[f(T )] = 0 para cualquier U implica que f(t) = 0
con una probabilidad igual a uno siendo T la estad́ıstica suficiente en la misma medida que
E denota el valor esperado [54].
Un último teorema necesario para encontrar el estimador MV U corresponde al teorema
Rao-Blackwell-Lehman-Scheffe el cual establece que si Û es un estimador no sesgado de U




es un estimador no
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sesgado de U y su varianza es inferior a Û para cualquier U . Análogamente si la estad́ıstica
T es completa entonces Ũ es el estimador de mı́nima varianza.
En consecuencia, dos aproximaciones pueden emplearse para obtener el estimador MV U




donde Û es un estimador no sesgado de U o tratando de en-
contrar la función única G que hace a g(T (x)) un estimador no sesgado de U .
La aplicación del anterior teorema para el caso de señales inmersas en ruido blanco
Gaussiano implica que si las observaciones de señal pueden escribirse en la forma descrita




















2x[n] · s[n,U ]− s[n,U ]2
))
(2.62)


















(2x[n] · s[n,U ]) (2.64)
en donde como resultado T (x) es una estad́ıstica suficiente para U . Sin embargo puesto
que E(x[n]) = s[n,U ] entonces puede ser dificultoso encontrar una función f tal que
E [f (T (x))] = U . Por tanto la determinación de un estimador de mı́nima varianza para
el caso de una señal inmersa en ruido gaussiano se constituye en una tarea no trivial que
incluso puede llevar a la inexistencia del mismo [54].
Estimador de máxima verosimilitud. La idea central del método de máxima verosimi-
litud implica encontrar el parámetro U que maximiza la función densidad de probabilidad
p(x,U) para un x fijo y equivalente al vector de datos observados. Se puede comprobar que si
un estimador es eficiente entonces puede ser generado empleando máxima verosimilitud [54].
Un estimador de máxima verosimilitud es asintóticamente no sesgado con varianza de
error aproximada a la CRLB arbitrariamente cerca para tiempos de observación prolonga-
dos.
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Particularmente en el caso de una señal inmersa en ruido gaussiano el estimador de
máxima verosimilitud se obtiene a partir de:
máx
U










siendo asintóticamente eficiente en la medida que M tienda a infinito.
Debe notarse a partir de la expresión (2.65) que el estimador de máxima verosimilitud
corresponde a un estimador de mı́nimos cuadrados no lineal [54].
Estimador no lineal de mı́nimos cuadrados. El estimador de mı́nimos cuadrados realiza
minimización de la expresión [45]:
J(U) = (x− s(U))T · (x− s(U)) (2.66)
Dos aproximaciones pueden utilizarse para resolver este problema [45]. La primera consiste
en encontrar una transformación que linealice el problema para lo cual existen soluciones
anaĺıticas. En segunda instancia se emplean aproximaciones iterativas para resolver la ex-
presión (2.66) como es el caso del método de Newton-Raphson que implica para ciertas
aplicaciones la realización de cálculos complejos [45]:










2.3.4. Correlación de señales SS
La propiedad de medir el grado de similaridad entre dos señales posee diversidad de
aplicaciones que justifican el uso de la función de correlación en sistemas como el GPS (de
posicionamiento global), CDMA (multiplexión por código de abonados) y aplicaciones de
compresión de pulsos en sistemas de radar. El concepto consiste en dar forma a la señal que
se desea transmitir a partir de un patrón de modulación que permita obtener un máximo
global bien definido para el pico de correlación con lóbulos laterales atenuados. Esto puede
obtenerse tras modular la señal con algún código. En el receptor la información original se
reconstruye intermezclando las señales recibida y de semilla de código (ver Figura 2.2) [42].
Dada su relevancia en términos del rendimiento del sistema es necesario tener en cuen-
ta consideraciones respecto a la escogencia para dicho código. En primera instancia debe
poseer componentes espectrales por encima del ancho de banda de la señal de información.
La modulación del mensaje original a partir de esta secuencia genera un ensanchamiento
del espectro que luego es revertido en el receptor tras correlacionar la señal transmitida y
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Figura 2.2: Modelo de sistema de comunicaciones digitales de espectro ensanchado
el código de modulación original [42]. Como resultado la señal acoplada retorna a su ancho
de banda original mientras cualquier otra secuencia se considera como una componente de
ruido con espectro mas ancho que aquel correspondiente al código de modulación. De esta
forma la relación señal a ruido (SNR) para la señal recibida después de la correlación se
incrementa en una cantidad denominada ganancia de proceso. Dicha ganancia corresponde
a la relación entre el ancho de banda de información y el verdadero ancho de banda de ra-
diofrecuencia empleado para enviar la señal. Por tanto, señales con escasos niveles de SNR
pueden ser procesadas eficientemente reduciendo la necesidad de emplear transmisores de
alta potencia como en el caso de sistemas GPS [45].
Generación de PNS
Las secuencias pseudoaleatorias (PNS) más conocidas corresponden a aquellas generadas
por registros de desplazamiento de m etapas con realimentación lineal (ver Figura 2.3),
conocidas como secuencias-m de longitud n = 2m − 1 bits. Cada peŕıodo de la secuencia
contiene 2m−1 unos y 2m−1 − 1 ceros [42].
Figura 2.3: Forma general para registro de corrimiento con realimentación lineal
En aplicaciones de señales digitales de espectro ensanchado la secuencia binaria con
elementos {0, 1} se mapea a una secuencia correspondiente de pulsos negativos y positivos
acorde a la relación:
pi(t) = (2bi − 1) p(t− iT ) (2.68)
donde pi(t) es el pulso correspondiente al elemento bi en la secuencia con elementos
{0, 1}. De forma equivalente, se puede decir que la secuencia binaria con elementos {0, 1}
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es transformada a una correspondiente secuencia binaria bipolar con elementos {−1, 1} [42].
Una caracteŕıstica importante de las PNS corresponde a su función de autocorrelación




(2bi − 1) (2bi+j − 1) (2.69)
para todo 0 ≤ j ≤ n − 1 siendo n su peŕıodo. Luego R(j + nk) = R(j) para cualquier
entero k.
Idealmente una PNS debe poseer una función de autocorrelación con la propiedad de
que R(0) = n y R(j) = 0 para 1 ≤ j ≤ n − 1. En el caso de secuencias-m la función de
autocorrelación periódica se define como [52]:
R(j) =
 n j = 0−1 1 ≤ j ≤ n− 1 (2.70)
Para valores considerables de n (es decir, para secuencias-m de gran longitud) el tamaño
de los valores pico de R(j) relativos al valor R(j)/R(0) = −1/n, es pequeño y, por lo tanto
inconsecuente desde un punto de vista práctico. Por tanto las secuencias-m son casi ideales
en términos de su función de autocorrelación [42].
En algunas aplicaciones las propiedades de la correlación cruzada entre PNS generan
un atractivo semejante de aquellas correspondientes a su función de autocorrelación. Por
ejemplo, en CDMA a cada usuario se le asigna una PNS particular que de manera ideal debe
ser mutuamente ortogonal con las PNS correspondientes a los demás usuarios del sistema
para disminuir los niveles de interferencia. Sin embargo, las PNS empleadas en la práctica
a menudo manifiestan algún grado de correlación [10].
Como una solución Gold y Kasami [42], comprobaron que ciertos pares de secuencias-m
de longitud n exhiben una función de correlación cruzada de tres valores dados respectiva-
mente por {−1,−t(m), t(m)− 2}, donde:
t(m) =
 2(m+1)/2 + 1 m impar2(m+2)/2 + 1 m par (2.71)
Por lo tanto, si m = 10 entonces t(10) = 26 + 1 = 65 y consecuentemente los tres va-
lores que tomará la función de correlación cruzada para dichas secuencias corresponden a
{−1,−65, 63}.
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A dos secuencias de longitud n con función de correlación cruzada periódica de valores
posibles {−1,−t(m), t(m)− 2} se les denomina secuencias preferidas [42]. Luego de un par
de secuencias preferidas a =
[




b1 b2 ... bn
]
se construye un
conjunto de secuencias de longitud n tomando la suma en módulo 2 de a con las n versiones
de b ćıclicamente desplazadas (o viceversa). De esta manera, se obtienen n nuevas secuencias
de peŕıodo n = 2m − 1 que junto con las secuencias originales constituyen un conjunto de
n+ 2 componentes denominado secuencias Gold [42].
Sincronización de sistemas SS
El procedimiento de sincronización de tiempos en el receptor respecto a la señal de es-
pectro ensanchado recibida, puede descomponerse en dos etapas principales: adquisición de
fase y seguimiento de fase [42].
Adquisición de fase. El problema de sincronización inicial puede verse como aquel en
el cual se tratan de igualar las bases de tiempo en los puntos de recepción y transmisión.
Usualmente en sistemas de espectro ensanchado se emplean bases de tiempo extremada-
mente precisas y estables que generan de manera consecuente reducción en incertidumbres
de tiempo (tópico de relevante importancia para aplicaciones de comunicación móvil [42]).
En cualquier caso el procedimiento usual para establecer sincronización inicial correspon-
de a la transmisión de PSN conocidas, captadas posteriormente por el sistema de recepción
durante un proceso de búsqueda continua.
En principio aplicar un filtro acoplado o técnicas de correlación cruzada constituyen una
forma óptima de realizar sincronización inicial. El filtro se acopla a la forma de onda conocida
generando un nivel de salida que en caso de superar un umbral predeterminado detecta
sincronización. Alternativamente puede emplearse un correlador deslizante (ver Figura 2.4)
cuyos ciclos se desarrollan a través de un tiempo de incertidumbre en intervalos discretos
de Tc/2 [s] siendo Tc el peŕıodo de duración de la componente fundamental del código [52].
Figura 2.4: Correlador deslizante para adquisición de señal digital de espectro ensanchado
Por tanto se desarrolla la correlación cruzada entre las señales recibida y de secuencia de
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sincronización durante un intervalo NTc (para N elementos de palabra de código) generan-
do un resultado que es comparado con cierto nivel de umbral para constituir un criterio de
decisión. En caso de no superar dicho umbral el generador de secuencia de sincronización
aplica un desplazamiento de Tc/2 [s] y el ciclo se repite hasta que se considere una detección
eficiente [42].
Seguimiento de fase. Una vez la señal ha sido adquirida el proceso de búsqueda inicial
es suspendido para iniciar un ajuste de sintońıa fina y seguimiento. El seguimiento permite
mantener la sincrońıa entre el generador de PNS en el receptor y la señal entrante al sistema
[42].
Un lazo de seguimiento ampliamente utilizado en sistemas digitales de espectro ensan-
chado corresponde al de enganche por retardo [52] (DLL - Delay Locked Loop) descrito en
la Figura 2.5. En este lazo de seguimiento la señal recibida es aplicada a dos multiplicadores
que realizan una ponderación correspondiente a versiones de la PNS generada desplazadas
en el tiempo en un intervalo de 2δ ≤ Tc. Por tanto las señales producto corresponden a
las correlaciones cruzadas entre la señal recibida y la PNS en sus dos valores de retardo.
Estos productos son posteriormente filtrados, detectados y substráıdos. La señal diferencia
es aplicada al filtro de lazo que alimenta el sistema de reloj controlado por voltaje [52] (VCC
- Voltage Controlled Clock), que a su vez sirve como base de tiempo para el generador de
PNS.
Figura 2.5: Lazo de enganche por retardo (DLL) para seguimiento de PNS
Si el sincronismo no es exacto, la salida filtrada desde un correlador excederá a su
homónima ocasionando desplazamiento en la etapa de VCC. En el punto de equilibrio,
las salidas de los dos puntos de correlación estarán igualmente desplazadas respecto al
valor pico y por tanto, la salida del generador de PNS y que es enviada al demodulador
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estará exactamente sincronizada con la señal recibida [52].
Aplicación en sistemas GPS
Un sistema GPS genera aproximación para localización tridimensional a partir de la
distancia de un receptor respecto de al menos 4 satélites. El estimado de posición para este
caso se obtiene con base en la resolución de un sistema matricial de ecuaciones empleando
un método iterativo [45].
Como sistema de espectro ensanchado el GPS emplea códigos pseudoaleatorios a partir
de los cuales debe distinguir múltiples señales provenientes de diferentes satélites. Puesto que
dos códigos pseudoaleatorios son (a menudo) suficientemente similares como para aparecer
correlacionados cuando realmente no lo son surge una subclase de códigos pseudoaleatorios
denominados códigos Gold. Ejemplos de códigos empleados en GPS incluyen el coarse ac-
quisition code y el precise code [45].
La precisión requerida para los tiempos de un sistema GPS sugiere el empleo de métodos
de sincronización eficientes en sus dispositivos receptores. Lo anterior se consigue a partir
de la detección y el seguimiento efectuados respecto al pico de correlación entre el mensaje
recibido y el código de modulación original. La sincronización inicial se desarrolla empleando
un correlador deslizante el cuál se encarga de comprobar todos los códigos posibles buscando
pesos y retardos entre la señal recibida y cada código [45]. Una vez el receptor GPS ha sido
sincronizado a partir de una señal recibida (es decir cuando el pico de correlación ha sido
detectado) el receptor continua operando para mantener dicha sincronización. Esta función
se desarrolla empleando un sistema de enganche por retardo (ver Figura 2.5).
2.4. Estado del arte en estimación para TDOA
En [6] se presenta un método basado en la búsqueda adaptativa de los mı́nimos valores
propios de la matriz de covarianza para el caso de un modelo acústico reverberado. Mien-
tras en [17] se desarrolla una estimación espectral para la matriz de covarianza empleando
vectores autorregresivos a partir de simulaciones de Monte Carlo. En [33] se efectúa una
comparación entre los métodos de estimación por mı́nima varianza y máxima verosimili-
tud para estimación de TDOA en entornos de incidencia múltiple sin información a priori.
Análogamente en [16] se analiza el desempeño de un algoritmo que aplica el criterio de mı́ni-
ma varianza para estimación de TDOA sobre señales con modulación no circular a manera
de alternativa para incremento de desempeño tras el empleo de información redundante.
Respecto a técnicas de detección en [41] se efectúa un análisis de comportamiento sobre
la cantidad de fuentes incidentes en un arreglo de sensores, empleando el criterio MDL para
el caso de modelos gaussianos. En [31] se demuestra mediante simulaciones el rendimiento
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mejorado de un algoritmo basado en el criterio de máxima verosimilitud a partir de un
procedimiento de optimización global de su función de costo. En [13] se propone un método
para detección de fuentes sonoras fundamentado en holograf́ıa acústica y efecto Doppler.
En [40] se analiza un método de corrección lineal sobre estimación de mı́nimos cuadrados
como alternativa de reducido costo computacional y escasa complejidad matemática con
desempeño favorable ante situaciones del mundo práctico. En [46] se desarrolla un método
de detección que reduce el umbral de detección de falsa alarma empleando modulación mul-
tiportadora (MCM - MultiCarrier Modulation) via trasformada rápida de Fourier (FFT -
Fast Fourier Transform). En [39] se presenta un método para reducir la probabilidad de falsa
alarma en sistemas sonar a partir de la estimación adaptativa de los parámetros de un mo-
delo de sistema que toma en cuenta las variaciones de perturbación del entorno. Finalmente
en [28] se desarrolla un sistema de detección para aplicaciones de comunicación subacuática
que emplea códigos de sincronización con saltos de frecuencia (frequency-hopped signalling)




En muchas aplicaciones de ingenieŕıa incluyendo sistemas de: vigilancia, gúıa, nave-
gación, robótica, control, procesamiento de imágenes, o manejo de calidad, son empleadas
configuraciones de sensores en modo simple o en redes para recolectar información respecto
a las cantidades variantes en el tiempo que representan interés como pueden ser las carac-
teŕısticas cinemáticas y los atributos medibles de los objetos en movimiento (maniobras de
objetivos aéreos, veh́ıculos terrestres) o desde un marco más general los parámetros varian-
tes en el tiempo de las señales [53].
Estrictamente hablando en éstas o en aplicaciones similares el estado de un sistema
dinámico excitado por perturbaciones de tipo aleatorio, debe ser determinado a partir de
un conjunto de datos provenientes de los dispositivos de registro (muestras o ventanas de
proceso) recibidos en instantes discretos del tiempo. Las salidas de un sistema de captura
corresponden t́ıpicamente al resultado de los procedimientos complejos de estimación a par-
tir de los cuales se caracterizan los parámetros particulares de las formas de onda recibidas.
Posteriormente estas cantidades de interés se relacionan con modelos estad́ısticos relati-
vamente simples derivados a partir de las leyes f́ısicas que describen su comportamiento
temporal y por tanto definen un sistema dinámico asociado. Sin embargo, la formulación
de una dinámica adecuada es una tarea dificultosa en ciertas aplicaciones [53].
Para aprovechar el potencial de los recursos de sensado más que de obtener información
individual sobre cada elemento por separado se requiere una asociación apropiada de los
datos a partir de los algoritmos de estimación que permitan generar información respecto de
la trayectoria de los estados del modelo considerando cantidades con influencia de su historia
temporal. Estas labores de seguimiento son inicializadas, confirmadas, mantenidas, alma-
cenadas, evaluadas, fusionadas y visualizadas por un sistema denominado de seguimiento o
manejador de datos [53].
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Figura 3.1: Esquema genérico para sistema de seguimiento
La Figura 3.1 representa una versión esquemática para un sistema de seguimiento genéri-
co en relación con un sistema de sensado. Posterior a una etapa de detección que esencial-
mente corresponde a un medio para la reducción de los datos se provee un estimado de los
parámetros de la señal a partir de la unidad de procesamiento de sensores caracterizando
las formas de onda recibidas en el dispositivo de hardware. A partir de estos estimados
preprocesados se forman las cantidades relacionadas con el objetivo de interés a manera de
información de entrada para el sistema de seguimiento [53].
Formalmente, se considera la evolución de una secuencia de estados {xk, k ∈ N} para un
objetivo dada por [14]:
xk = fk(xk−1, wk−1) (3.1)
donde fk : Rnx × Rnw → Rnx es una función (posiblemente no lineal) del estado xk−1,
{wk−1, k ∈ N} es un proceso de ruido independiente e idénticamente distribuido (i.i.d - in-
dependent and identically distributed), nx y nw son las dimensiones para los vectores de
estado y de proceso de ruido respectivamente y N es el conjunto de los números naturales.
El objetivo del seguimiento consiste en la estimación recursiva para xk a partir del
modelo de medición [14]:
zk = hk(xk, vk) (3.2)
donde hk : Rnx ×Rnx → Rnz es una función (posiblemente no lineal), {vk, k ∈ N} es una
secuencia de ruido de medición i.i.d al igual que nx y nz corresponden a las dimensiones de
los vectores de estado y de medida respectivamente. En particular se buscan estimados para




Muchas de las ideas básicas y técnicas matemáticas relevantes en el diseño de los sis-
temas de seguimiento han surgido a partir de una referencia estad́ıstica fundamentada en el
empleo de la regla de Bayes [37], desde cuyo punto de vista un algoritmo de seguimiento es
un esquema de actualización iterativa para las densidades de probabilidad condicional que
describen los estados del objeto a partir de los datos acumulados en los sensores e informa-
ción a priori disponible a manera de caracteŕısticas de operación, condiciones de entorno
y dinámicas implicadas. Con base en un adecuado tratamiento para estas densidades de
iteración es posible obtener la estimación óptima de los estados en relación con diversas
funciones de riesgo. Una forma común corresponde a la estructura denominada mezcla fini-
ta (finite mixture [37]) o sumas ponderadas entre las densidades individuales relacionadas
con la interpretación de un conjunto de datos e hipótesis del modelo; es decir, conformando
una consecuencia directa de la incertidumbre respecto al origen de los datos registrados y
de la dinámica del sistema asociado.
3.1.1. Cálculo de la densidad posterior
En un estimador bayesiano se generan densidades posteriores a partir de las densidades
previas y las mediciones actuales que luego se asignan como densidades previas del ciclo
siguiente a partir de los procesos iterativos desarrollados de manera secuencial sobre todas
las mediciones. El problema entonces puede definirse como la determinación para cualquier
instante futuro tq de la densidad posterior p(xq|Z) respecto a un estado x̃q (estimado del vec-
tor de estados real xq) dado un conjunto de los datos observados Z = {(z1, t1), ..., (zn, tn)}.
Tras asumir q ≥ n (siendo n la dimensión del vector de medida) se considera según la teoŕıa
de la estimación un caso de filtrado [37].
Inicialmente se escribe p(xq|Z) en términos de la función de densidad conjunta p(x0, ...,
xn, xq|Z). Por definición p(xq|Z) es el marginal [37]:
p(xq|Z) =
∫
dXp(x0, ..., xn, xq|Z) (3.3)
donde
∫
dX corresponde a la integral múltiple sobre el espacio de variables x0, ..., xn. Apli-
cando la regla de Bayes a (3.3) se obtiene:
p(xq|Z) =
∫
dXp(Z|x0, ..., xn, xq)p(x0, ..., xn, xq)/p(Z) (3.4)
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dXp(Z|x0, ..., xn, xq)p(x0, ..., xn, xq) (3.5)
Por lo tanto, se obtiene que [37]:
p(xq|Z) = c−1
∫
dXp(z1|x1)...p(zn|xn)p(x0, ..., xn, xq) (3.6)
para c = p(Z). Debido a que se asume q ≥ n puede descomponerse la densidad conjunta
p(x0, ..., xn, xq) como:







donde ha sido empleada la propiedad de Markov para eliminar la aplicación reiterada y










Finalmente después de reorganizar los términos se deriva la siguiente expresión para una










El objetivo principal de un sistema de seguimiento corresponde entonces a evaluar dicha
expresión de una manera eficiente, a partir de un conjunto de densidades cuya resolución
en un instante determinado facilite evaluar los datos en el siguiente a partir de un enfoque
iterativo.
3.2. Filtro de Kalman
Una manera de evaluar la expresión (3.9) corresponde al modelo lineal Gaussiano a
partir del cual se deriva una configuración denominada filtro de Kalman [54], donde se
asume que los modelos de estado y de medida están representados por [37]:
x̃k+1 = Akx̃k +Bkwk (3.10)
z̃k+1 = Ckx̃k+1 + vk+1 (3.11)
siendo wk y vk vectores aleatorios gaussianos i.i.d de media cero y con matrices de co-
varianza dadas respectivamente por Qk y Rk.
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3.2.1. Filtro de Kalman como sistema de seguimiento
El filtro de Kalman encuentra aplicación frecuente en los problemas de seguimiento de
objetivos [54]. Un objetivo, como bien puede ser un aeroplano detectado por una insta-
lación de radar, genera mediciones ruidosas respecto a su posición. El objetivo del sistema
de seguimiento corresponde a generar un estimado suficientemente consistente respecto a su
velocidad y su posición empleando las medidas provenientes del sistema de sensado (radar)
y la menor cantidad de información redundante.
Analizando el caso de un objetivo simple para el cual se considera el seguimiento respecto
a la posición bidimensional (caso considerado en la presente tesis) se plantea el siguiente
modelo en el espacio de estados continuo [54]:
˙̃x(t) =

0 1 0 0
0 0 0 0
0 0 0 1








donde x̃(t) corresponde al vector de estados definido como:
x̃(t) =
[
x(t) ẋ(t) y(t) ẏ(t)
]T
(3.13)
es decir se compone por las posiciones y las velocidades en sus ejes cartesianos. En la misma





se considera un ruido de proceso tipo blanco gaussiano de media cero que modifica levemente
la presunción de un desplazamiento con velocidad constante y que interactua con cada una





denotando σ2 a la varianza de ruido sobre cada componente. Análogamente se considera un
modelo de medida definido por [54]:
z(t) =
 1 0 0 0
0 0 1 0
 x̃(t) + v(t) (3.16)
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1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1
 x̃[n] + w[n] (3.19)
donde T es el periodo de discretización y w[n] se define como:
w[n] =
[
wx[n] ẇx[n] wy[n] ẇy[n]
]
(3.20)














Finalmente la versión discretizada para la ecuación de medida corresponde a [54]:
z[n] =
 1 0 0 0
0 0 1 0
 x̃[n] + v[n] (3.22)





Empleando el algoritmo recursivo desarrollado en la Sección 3.2 se puede obtener la
actualización periódica para los estimados de la posición (estados del modelo discreto) a
partir de la medición entregada por el sistema de localización como consecuencia del proceso
efectuado sobre las señales sensadas.
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3.2.2. Aproximación polar
En complemento al desarrollo previo donde se asume un entorno de operación en coorde-
nadas cartesianas se presenta un acercamiento a las situaciones reales donde los sistemas de
medición (radares en su mayoŕıa) realizan la manipulación de la información en términos de
coordenadas esféricas [54]: rango, elevación y azimut. Una versión simplificada corresponde
a la forma polar (rango r y ángulo θ) cuya relación con el sistema cartesiano viene dada
por:
x̃[n] = r̃[n] cos θ̃[n] = fx(r̃[n], θ̃[n])
ỹ[n] = r̃[n] sin θ̃[n] = fy(r̃[n], θ̃[n])
(3.24)
donde se han considerado para todos los casos valores estimados. Luego de una expansión
por serie de Taylor (tomando el primer término) y posterior linealización alrededor de las
posiciones polares reales (r[n], θ[n]) se obtiene el siguiente equivalente lineal [54]:
x̃[n] = x[n] + vr[n] cos θ[n]− vθ[n]r[n] sin θ[n]
ỹ[n] = y[n] + vr[n] sin θ[n] + vθ[n]r[n] cos θ[n]
(3.25)













 vr[n] cos θ[n]− vθ[n]r[n] sin θ[n]
vr[n] sin θ[n] + vθ[n]r[n] cos θ[n]
 (3.27)












siendo E el valor esperado.
Con base en lo anterior se considera un modelo linealizado para la medición partiendo de
la relación (3.26). Luego, es válido emplear el planteamiento desarrollado en la Sección 3.2.1
siempre que la divergencia entre los valores estimados y los reales no altere significativamente
la suposición de linealización.
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3.2.3. Kalman extendido - EKF
En casos donde se considere una dinámica no lineal para los modelos del sistema y/o
de la medida las presunciones de linealidad gaussiana sobre las cuales se desarrolla el filtro
de Kalman deben replantearse para constituir su denominada versión extendida [54]. Ana-
lizando el caso particular del seguimiento de objetivos y considerando adicionalmente una
dinámica del sistema en coordenadas cartesianas con mediciones efectuadas en coordenadas
polares se obtiene la siguiente ecuación de medidas:
z[n] = γ(x[n]) + v[n] =









siendo γ una función no lineal del estado x[n]. Empleando una aproximación lineal a partir
del operador jacobiano se obtiene la siguiente versión para dicha ecuación:
z[n] = γ(x̃[n]) + Jγ(x̃[n]) [x[n]− x̃[n]] + v[n] (3.30)
donde Jγ corresponde a la matriz jacobiana que linealiza el modelo de medición respecto al
estado estimado x̃[n] definida a partir de [54]:
Jγ(x̃[n]) =







Para este caso dado que no se obtiene un modelo lineal en la medida, las ecuaciones de
predicción y de corrección para su implementación recursiva se modifican levemente según
se describe en [54].
3.2.4. Filtro de part́ıculas
En los casos donde las densidades de probabilidad no corresponden a modelos precisa-
mente gaussianos es necesario realizar inferencias respecto a la posible distribución de los
datos analizados por el sistema de seguimiento a partir de implementaciones denominadas
filtros de part́ıculas [14].
Los filtros de part́ıculas son el estado del arte en la solución para problemas complejos de
seguimiento a partir de la descripción de incertidumbres asociadas empleando la diversidad
de Np conjuntos de muestras. Estas muestras son consideradas part́ıculas que representan
las hipótesis respecto al estado del objetivo xkt (generalmente en términos de la posición y
la velocidad) junto con un peso asociado wkt . El paso crucial en las aplicaciones eficientes de
los filtros de part́ıculas es el diseño de una distribución de la forma q(xt|xt−1, z1:t) que define
la manera en que se propagan las part́ıculas (o muestras del proceso) desde un instante de
muestreo al siguiente y que en general depende de la muestra anterior xt−1, la medida actual
55
zt y la historia de medidas z1:t−1. Si la distribución propuesta no está bien diseñada, una
mayor cantidad de part́ıculas afectará positivamente el desempeño del estimador [14].
Para reflejar la disparidad entre esta distribución propuesta y la distribución real p(xt|z1:t)







Los pesos wkt entonces son normalizados para producir w̃
k
t . Como resultado, una inevi-
table acumulación de los errores genera la divergencia de dichos pesos ocasionando que
eventualmente una de las muestras posea un peso cercano a uno en la misma medida que las
restantes se ponderen con tendencia a cero. Este problema degenerativo puede monitorearse








Si todas las part́ıculas tienen el mismo peso (1/Np) entonces N̂ef = Np. Si una de las
part́ıculas posee un peso unitario entonces N̂ef = 1. Luego, si N̂ef cae por debajo de
cierto umbral (quizás Np/2) se emplea una operación de re-muestreo para evitar dicha
degeneración. Este re-muestreo replica probabiĺısticamente las part́ıculas con altos pesos y
descarta las demás. La forma más simple de re-muestreo corresponde al caso multinomial
aunque otros esquemas con menos aleatoriedad han sido también propuestos [14].
3.3. Aproximación adaptativa
Considere el modelo discreto [25]:
zi = CTi xi + vi (3.34)
para i = 1, 2, ... y donde además zi ∈ R es la salida del sistema al tiempo que Ci ∈ Rn
es un regresor medible, xi ∈ Rn es un vector de parámetros y vi ∈ R corresponde a una
componente de ruido. El sub́ındice i en θi enfatiza el hecho de que el vector de parámetros
puede ser en general variante en el tiempo.
Luego el propósito de un algoritmo de identificación adaptativa de parámetros corres-
ponde a estimar el vector (verdadero pero incierto) de los parámetros xi a partir de los
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datos de entrada y de salida observados. Sea x̂i el estimado de xi entonces la forma general
para los algoritmos de identificación de los parámetros puede escribirse como [25]:
x̂i = x̂i−1 +KiCi(zi − CTi x̂i−1) (3.35)
donde K es la matriz de ganancia de Kalman. Los algoritmos de estimación de mı́nimos
cuadrados LMS (Least Mean Square) y de mı́nimos cuadrados recursivos ponderados WRLS
(Weighted Recursive Least Squares) toman esta forma particular para buscar minimizar el
error de predicción asumiendo un vector de parámetros invariante en el tiempo o levemente
variable.
Para cualquier caso la escogencia del valor de la ganancia corresponde a un resultado
crucial. En general un valor elevado de la ganancia proporciona mejor habilidad para efec-
tuar el seguimiento a las variaciones de xi aunque también adiciona la sensibilidad a ruidos
que aumentan la dinámica del sistema en estado estacionario. De otro lado pequeños valores
de la ganancia reducen la sensibilidad del algoritmo ante la incidencia de los ruidos mani-
festando paralelamente seguimiento pobre ante la variación de los parámetros del modelo
[25].
Por lo tanto, debe asumirse un compromiso entre la sensibilidad y la optimalidad
del seguimiento en el momento de realizar la escogencia para el valor de la ganancia de
adaptación. Algunos esquemas dinámicos han sido propuestos para aliviar este inconve-
niente derivado de lo cual se presentan a continuación algunos resultados.
LMS de ganancia variable Considere el sistema descrito en (3.34). Sean δ y µ dos
constantes positivas. Se define un algoritmo recursivo de actualización de los parámetros a
partir de [25]:
x̂i = x̂i−1 + µiCi(yi − CTi x̂i−1) (3.36)












∣∣yi − CTi x̂i−1∣∣ > δ
µ ∀
∣∣yi − CTi x̂i−1∣∣ ≤ δ (3.37)
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WRLS - factor de olvido variable Considere el sistema descrito en (3.34). Sea δ ≥ 0 y
0 < ϕ < ε < 1. Se define un algoritmo recursivo de actualización de los parámetros a partir
de [25]:
x̂i = x̂i−1 + PiCiαi+CTi PiCi







siendo P0 > 0 y para los valores del coeficiente dinámico α definidos por:
αi =
 ε ∀
∣∣yi − CTi x̂i−1∣∣ > δ
ϕ ∀
∣∣yi − CTi x̂i−1∣∣ ≤ δ (3.39)
3.4. Estado del arte en seguimiento de objetivos
Respecto al estado del arte en seguimiento de objetivos se cita el trabajo desarrollado en
[48] donde se analiza un algoritmo recursivo (RLS) para efectuar seguimiento de trayectorias
empleando información de estimados obtenidos a partir del criterio de mı́nimos cuadrados
ponderados restringido (CWLS - Constrained Weighted Least Squares). En [25] se sugiere
un método para efectuar ponderación dinámica de algoritmos recursivos basados en los cri-
terios LMS y WRLS como solución robusta ante perturbaciones de cambio rápido.
Análogamente en [30] se analizan los enfoques de filtrado aplicado al seguimiento de ob-
jetivos empleando las normas L2 y L∞ como alternativa para aquellos casos (de condiciones
no ideales) en los cuales el filtro de Kalman genera un pobre desempeño. Como complemen-
to en [15] los mismos autores efectúan un paralelo entre las técnicas de seguimiento α−β y
el enfoque tradicional por filtro de Kalman para efectuar seguimiento ante diferentes condi-
ciones de maniobra.
En [7] se presenta un algoritmo optimizado para estimar los estados de un modelo de
sistema no lineal con dinámica por saltos de Markov (JMS - Jump Markov Systems) em-
pleando un filtro de part́ıculas con información a priori ajustada a una regla de aprendizaje.
En [59] se propone un método para generar la distribución probabiĺıstica de evolución de
las part́ıculas de un modelo aplicado al seguimiento de objetivos cercanos entre si pero en
campo lejano tomando como base un filtro de Kalman extendido en coordenadas polares.
En [3] se realiza una comparación para los métodos de simulación de distribuciones poste-
riores en sistemas no lineales aplicados al caso del filtro de part́ıculas complementado por
la incorporación de nuevas técnicas fundamentadas en la extensión del concepto de lineali-
zación local.
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Finalmente en [5] se analiza la combinación de múltiple información de seguimiento de
un objetivo obtenida a partir de diferentes sistemas de proceso con el propósito de generar




Tomando como base las consideraciones teóricas desarrolladas en caṕıtulos previos se
realiza en este apartado la implementación tanto a nivel de simulación como sobre señales
adquiridas en tiempo de ejecución de algoritmos de proceso de señal encaminados a obtener
localización pasiva bidimensional y posterior seguimiento para una fuente acústica.
4.1. Pruebas de localización
4.1.1. Estimación para TDOA
El tiempo de retardo de arribo TDOA entre dos señales capturadas por dispositivos de
sensado con distribución espacial diferente y conocida puede ser estimado a partir de las
siguientes perspectivas:
- pendiente de fase de su espectro cruzado (dominio frecuencial)
- posición de máximo global de su función de correlación cruzada (dominio temporal)
Dichos resultados se simulan (empleando MATLAB R© 13) ante señales tipo sinusoidal,
voz hablada y ruido con distribución uniforme tal y como se visualiza en las Figuras 4.1 4.2
y 4.3.
Para ambos métodos se obtiene una mejor estimación en la medida que la señal analizada
posee mayor cantidad de componentes espectrales. Adicionalmente el método basado en el
retardo de fase presenta mayor vulnerabilidad ante la acción de componentes de ruido
indeseado.
4.1.2. Cálculo para ángulos de incidencia
Con el ánimo de obtener información respecto a la dirección de incidencia de una fuente
sonora y teniendo en cuenta el rendimiento comparativo en términos de sensibilidad ante
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(a) Señales en el tiempo sin influencia de ruido (b) Señales en el tiempo bajo acción de ruido
con varianza unitaria
(c) Espectro cruzado de fase con escasa infor-
mación de retardo para sinusoide sin ruido
(d) Espectro cruzado de fase sin información
para retardo de sinusoide con ruido
Figura 4.1: Resultados para señal sinusoidal con desfase de 10 muestras
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(a) Correlación cruzada con máximo a 10 posi-
ciones de su centro caso sinusoidal sin ruido
(b) Correlación cruzada con máximo a 11 posi-
ciones de su centro caso sinusoidal con ruido
(c) Correlación cruzada con máximo a -15 posi-
ciones de su centro caso de voz sin ruido
(d) Correlación cruzada con máximo a -14 posi-
ciones de su centro caso de voz con ruido de
σ = 0,5
Figura 4.2: Resultados para señales sinusoidal (a, b) y de voz (c, d)
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(a) Espectro cruzado de fase cuya pendiente
se relaciona con las 15 posiciones de retardo
relativo entre señales de voz sin ruido
(b) Espectro cruzado de fase distorsionado por
acción de ruido con σ = 0,5 para señal de voz
(c) Correlación cruzada con máximo a 17 posi-
ciones de su centro caso señal aleatoria con
σ = 0,1
(d) Espectro cruzado de fase con pendiente de
-17 unidades para señal aleatoria con σ = 0,1
Figura 4.3: Resultados para señales de voz (a, b) y aleatoria (c, d)
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condiciones de interacción con ruido y a la capacidad para manipular señales de banda
angosta, se emplea el método de estimación para TDOA basado en el máximo global de
la función de correlación como algoritmo central de un procedimiento de validación para
señales adquiridas fuera de ĺınea correspondientes a registros digitales generados en un recin-
to de condiciones controladas ante diferentes posiciones de una fuente acústica incidente.
Figura 4.4: Distribución de arreglo de captura para señal con incidencia sobre plano bidimensional
En la Figura 4.4 se observa la distribución geométrica para los micrófonos empleados
con distancia de separación a la referencia m0 de 20 [cm]. Adicionalmente en la Tabla 4.1
se incluye un resumen de las caracteŕısticas más importantes en el proceso de adquisición.
Tabla 4.1: Caracteŕısticas de adquisición
Caracteŕıstica Valor
Puntos analizados 7
Señal incidente Tono sinusoidal
Presión sonora promedio 80 [dB]
Duración de tono 1 [s] continuo
Frecuencia de señal 800 [Hz]
Micrófonos empleados 3 tipo Shure PG-58
Caracteŕıstica de receptividad en micrófono Cardioide
Frecuencia de muestreo 44 [kHz]
Formato de archivos *.wav
Resolución de bits 16
Dispositivo de emisión Tarjeta de audio v́ıa parlantes de escritorio
Dispositivo de digitalización USB TASCAM US-122
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Los resultados obtenidos para retardos relativos se resumen en la Tabla 4.2 y demues-
tran un acertado rendimiento de estimación en la pareja m0/m2 en comparación a la pareja
m0/m1 a consecuencia de una mejor ubicación respecto del frente de onda incidente tenien-
do en cuenta la caracteŕıstica no omnidireccional de los micrófonos utilizados. También se
demuestra que para el caso m0/m2 el método considerado genera resultados consistentes
evidenciando la efectividad del algoritmo.
Tabla 4.2: Resultados obtenidos para señales fuera de ĺınea
Pareja m0/m2
Punto Coordenada x [m] Retardo real [muestras] Retardo calculado [muestras] MSE
1 -2.3300 -25.9412 -25 0.4429
2 -2.0178 -22.7246 -22 0.2625
3 -1.1650 -13.7704 -13 0.2968
4 0.0000 -1.1113 -1 0.0062
5 1.1650 12.0996 11 0.6046
6 2.0178 22.1651 21 0.6787
7 2.3300 25.9412 25 0.4429
Pareja m0/m1
Punto Coordenada y [m] Retardo real [muestras] Retardo calculado [muestras] MSE
1 0.0000 -1.1113 -6 11.9497
2 1.1650 12.0996 7 13.0031
3 2.0178 22.1651 19 5.0088
4 2.3300 25.9412 25 0.4429
5 2.0178 22.1651 25 4.0184
6 1.1650 12.0996 16 7.6065
7 0.0000 -1.1113 4 13.0627
Las coordenadas se toman con referencia am0. Análogamente, la relación entre el tiempo
de retardo τd y el ángulo de incidencia θi se define a partir de [32]:
τi(θi) = (d/c) sin θi (4.1)
siendo d la distancia de separación entre micrófonos y c la velocidad de propagación del
sonido en el medio.
En necesario aclarar que los procedimientos de medida de realizaron en 2 etapas (una
para cada pareja y conservando idénticas condiciones de operación) debido a que el dispo-
sitivo de digitalización (TASCAM US-122) tan sólo permite la adquisición simultánea para
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2 señales de micrófono.
Un ejemplo de señales retardadas en el tiempo se observa en la Figura 4.5
Figura 4.5: Visualización de retardo en registro de señales
4.1.3. Localización bidimensional en ĺınea
Posterior a los desarrollos fuera de ĺınea con base en los cuales se asume el método
del máximo global de la función de correlación como opción pertinente para determinar
tiempos de retardo de arribo (adicional a su simplicidad de implementación computacional),
se ejecuta la estimación en tiempo real para la posición de la fuente acústica incidente
empleando el entorno Simulink R© de MATLAB R13 R© en el caso de señales adquiridas en
un recinto tipo auditorio ante diferentes condiciones de posición, frecuencia y presión sonora.
En la Figura 4.6 se ilustra la secuencia de pasos considerados en este procedimiento y que
se detallan a continuación:
Adquisición de señales
Obtención de registros en formato digital con frecuencia de muestreo de 44 [kHz], resolu-
ción de 16 bits por muestra [b/muestra] y longitud de ventana de proceso de 110 [muestras]
equivalentes a 2 periodos de señal de 800 [Hz]. Debido a restricciones de hardware se em-
pleó una tarjeta preamplificadora USB tipo TASCAM-US122 para introducir señales de una
pareja de micrófonos (m1−m2 en la Figura 4.7) al tiempo que la pareja restante (m′1−m′2
en la Figura 4.7) fue ingresada al PC de proceso a través del terminal line in de su tarjeta
de sonido posterior a ser preamplificada por un sistema tipo AZDEN MX-100P. Debido a la
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Figura 4.6: Esquema sugerido para localización bidimensional en ĺınea
adición de ruido eléctrico generado por acoplamiento de tierras entre los sistemas de pream-
plificación se emplearon referencias independientes implicando adquisición de señales para
4 micrófonos. Lo anterior adicionado a los resultados obtenidos en la Tabla 4.2 justifican
una distribución espacial para los sensores del arreglo de la manera que se observa en las
Figuras 4.7 y 4.8.
Figura 4.7: Distribución en recinto para micrófono y puntos de prueba
La fuente incidente empleada corresponde a una señal audible tipo tono sinusoidal gene-
rada via PC y amplificada por parlantes de escritorio convencionales en modo monofónico.
Cálculo para TDOA por correlación
Las señales adquiridas bajo las condiciones descritas en 4.1.3 se procesan en ĺınea al
emplear el algoritmo de cálculo para TDOA por correlación cruzada generando estimados
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Figura 4.8: Ilustración para procedimiento de toma de datos
en cada pareja de micrófonos e intersectando soluciones geométricas para determinar el
punto de ubicación de la fuente incidente. El algoritmo implementado se describe a manera
de etapas en la Figura 4.9.
En la Figura 4.10, se visualiza el procedimiento de intersección de aśıntotas para obtener
las coordenadas bidimensionales. En la Figura 4.11, se observa la interfaz en Simulink R©
para el algoritmo de proceso desarrollado.
Localización
El procedimiento de cálculo para puntos de localización se ejecuta a partir de 3 pasos
principales:
- Análisis para puntos de localización arbitrarios ante 3 niveles (alto, medio y bajo) de
volumen de señal incidente y para 3 componentes de frecuencia individual (400, 800
y 1200 [Hz])
- Análisis para un punto de localización arbitrario ante nivel medio de volumen de señal
incidente haciendo un barrido de frecuencias (500-2000 [Hz])
- Análisis para región predefinida en el plano (x,y) ante señal incidente de 800 [Hz] con
nivel de volumen intermedio.
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Figura 4.9: Etapas constitutivas de algoritmo implementado
Figura 4.10: Ilustración gráfica para intersección de aśıntotas de hipérbolas
Figura 4.11: Interfaz de algoritmo de proceso
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Precisión de medidas
Comparación de resultados entre posiciones estimadas por el método de TDOA por co-
rrelación y posiciones reales de incidencia para determinación de caracteŕısticas de precisión
en medida y factores de error (como distancia, posición y potencia de la fuente, al igual
que distribución para dispositivos de captura de señal). En este último punto se realiza
justificación respecto a la separación empleada entre dispositivos de captura a partir de la
determinación de un rango válido de frecuencias de operación.
Resultados
En la Tabla 4.3, se resumen algunos de los datos obtenidos para localización de puntos de
incidencia ante diferentes niveles de presión sonora y 3 casos de frecuencia en la fuente. Los
niveles de presión sonora en [dB] (SPL - Sound Pressure Level) fueron captados empleando
un Sonómetro tipo QUEST-1800 debidamente calibrado.
Adicionalmente en la Figura 4.12, se observa el conjunto de lecturas efectuadas para
una señal de 800 [Hz] sobre una región de puntos cercanos a los dispositivos de medida.
Figura 4.12: Estimación para puntos axialmente distribuidos
4.2. Pruebas de seguimiento
A partir de las consideraciones desarrolladas en la sección 3.2 se efectúa el seguimiento
de un objetivo con modelo en espacio de estados discreto empleando:
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Tabla 4.3: Localización ante variación de frecuencia y presión sonora en fuente
Punto Señal [Hz/dB] Real (y,x) [m] Medida (y,x) [m]
1 400/83.5 (0.2,0) (0.5,0.09)
1 400/96.5 (0.2,0) (0.7,0.06)
1 400/101.5 (0.2,0) (0.6,0.07)
1 800/81.6 (0.2,0) (0.2,0.02)
1 800/98.4 (0.2,0) (0.2,0.02)
1 800/104.1 (0.2,0) (0.2,0.02)
1 1200/80.4 (0.2,0) (0.2,0.01)
1 1200/97.4 (0.2,0) (0.2,0.01)
1 1200/102.8 (0.2,0) (0.2,0.01)
2 400/63.7 (0.74,0.1) (0.83,0.09)
2 400/77.6 (0.74,0.1) (0.91,0.07)
2 400/86.5 (0.74,0.1) (0.83,0.1)
2 800/55.1 (0.74,0.1) (0.70,0.06)
2 800/70 (0.74,0.1) (0.70,0.06)
2 800/76 (0.74,0.1) (0.64,0.07)
2 1200/71.1 (0.74,0.1) (0.74,0.11)
2 1200/87.2 (0.74,0.1) (0.74,0.11)
2 1200/93.7 (0.74,0.1) (0.74,0.11)
3 400/65.4 (0.43,-0.45) (2.47,-1.23)
3 400/81.2 (0.43,-0.45) (2.47,-1.5)
3 400/88.9 (0.43,-0.45) (2.3,-1.2)
3 800/70 (0.43,-0.45) (0.57,-0.5)
3 800/87 (0.43,-0.45) (0.57,-0.5)
3 800/93.5 (0.43,-0.45) (0.57,-0.5)
3 1200/64.1 (0.43,-0.45) (-0.34,-0.03)
3 1200/84.4 (0.43,-0.45) (-0.32,-0.03)
3 1200/90.2 (0.43,-0.45) (-0.32,-0.03)
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- Filtro de Kalman con medición en coordenadas cartesianas
- Filtro de Kalman con linealización para medición en coordenadas polares
La implementación de dichos métodos se desarrolla a partir de simulaciones en el entorno
de edición (*.m) de MATLAB R13 R© asumiendo perturbaciones gaussianas para velocidades
de proceso y para ruidos en medida de posición.
En la Figura 4.13, se ilustra a manera de diagrama de bloques el algoritmo de base
implementado en cada caso (cuyas ecuaciones se describen formalmente y de manera res-
pectiva en las secciones 3.2.1 y 3.2.2).
Figura 4.13: Algoritmo implementado para cálculo recursivo de filtro de Kalman
De otro lado, en la Figura 4.14 se observan los resultados obtenidos para los estados
estimados, la trayectoria resultante y el comportamiento dinámico en la matriz de covarianza
para el caso de medida en coordenadas cartesianas. Análogamente ocurre en la Figura 4.15
para medida con linealización de coordenadas polares.
De los resultados obtenidos se observa que la estimación en coordenadas cartesianas
es más eficiente que aquella correspondiente a linealización por coordenadas polares, de-
bido a que las componentes de ruido en la medida alteran la condición preestablecida en la
aproximación por expansión de serie de Taylor, hecho que se corrobora cuando se analizan
simulaciones para condiciones ideales (ver Figura 4.16).
Finalmente, en la Tabla 4.4 se enumeran algunas caracteŕısticas relevantes de imple-
mentación del procedimiento mientras en la Figura 4.17, se incluye una representación
visual de la interfaz desarrollada en Simulink R© para el caso de coordenadas cartesianas.
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(a) Posiciones estimadas vs. Posiciones reales (b) Trayectoria (x,y) estimada vs. Trayectoria
(x,y) real
(c) Evolución temporal para matriz de covari-
anza de estimación
Figura 4.14: Resultados para filtro Kalman en coordenadas cartesianas
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(a) Posiciones estimadas vs. Posiciones reales (b) Trayectoria (x,y) estimada vs. Trayectoria
(x,y) real
(c) Evolución temporal para matriz de covari-
anza de estimación
Figura 4.15: Resultados para filtro Kalman en coordenadas polares
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(a) Posiciones estimadas vs. Posiciones reales (b) Trayectoria (x,y) estimada vs. Trayectoria
(x,y) real
(c) Evolución temporal para matriz de covari-
anza de estimación
Figura 4.16: Resultados para filtro Kalman en coordenadas polares sin ruido de medición
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Tabla 4.4: Caracteŕısticas de simulación para algoritmos de filtro de Kalman
Caracteŕıstica Valor
σ perturbación proceso x (wx) 1 [m/s]
σ perturbación proceso y (wx) 2 [m/s]
σ ruido de medida en x (vx) 1 [cm]
σ ruido de medida en y (vy) 2 [cm]
Periodo de muestreo considerado 1/44000 [s]
Cantidad de épocas de simulación 1000
Inicialización para matriz de covarianza P 10000 * I
Vector de estado inicial x(0) {0, 0, 0, 0}
Figura 4.17: Interfaz Simulink R© para algoritmo de filtro de Kalman en coordenadas cartesianas
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4.3. Implementación para sistema de localización y
seguimiento en tiempo real
Se desarrolla la implementación de un algoritmo para efectuar localización pasiva a
partir de TDOA por correlación y seguimiento en tiempo real por filtro de Kalman en
coordenadas cartesianas utilizando la herramienta LabView R© versión 6i en asocio con el
sistema de adquisición National Instruments R© NI-PCI6014.
4.3.1. Caracteŕısticas de implementación
Para complementar el desarrollo de la sección 4.1.3 y aprovechando el potencial para
manipulación de múltiples señales en ĺınea que ofrece la herramienta de implementación
disponible, se realiza la ejecución de los algoritmos descritos en las Figuras 4.9 y 4.13 a
manera de instrumentos virtuales (*.vi).
Como caracteŕısticas importantes se resaltan aquellas contenidas en la Tabla 4.5.
Tabla 4.5: Caracteŕısticas de adquisición en tiempo real
Caracteŕıstica Valor
Sistema de adquisición utilizado NI PCI-6014
Canales de entrada análoga Ch0, Ch1, Ch2
Modo de adquisición No referenciado
Terminal de conexión CB-68LP
Velocidad de adquisición 44000 [muestras/s]
Tamaño de buffer 5500 muestras
Tamaño de ventana de proceso 110 muestras
Acondicionamiento de señal preamplificación externa
Adquisición de señales
El arreglo empleado corresponde a una configuración lineal uniforme (ULA - Uniform
Linear Array) similar a la visualizada en la Figura 4.7 pero con la particularidad de emplear
sólo 3 micrófonos debido a la fusión entre m1 y m′1 como dispositivo de referencia.
En la Figura 4.18 se observa la forma de onda correspondiente a la adquisición para 3
señales de tipo sinusoidal capturadas por dispositivos ubicados en diferentes localizaciones
y como respuesta a la incidencia de una fuente acústica simple.
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Figura 4.18: Adquisición simultánea para 3 canales con excitación sinusoidal
Correlación entre parejas de señales
Empleando el algoritmo del máximo global de la función de correlación se observan los
resultados obtenidos para señales sinusoidales (Figura 4.19) y de tipo aleatorio (Figura 4.20)
demostrando una vez más las bondades de dicha técnica para efectuar discriminación ante
la acción de amplias componentes espectrales.
Figura 4.19: Correlación cruzada para señales sinusoidales (pareja m0/m1 superior, pareja m0/m2
inferior)
Cálculo para ángulos de incidencia
Aplicando la relación (4.1) sobre los tiempos de retardo calculados a partir del máximo
de la función de correlación y el ángulo de incidencia para cada pareja de micrófonos, se
78
Figura 4.20: Correlación cruzada para señales aleatorias (pareja m0/m1 superior, pareja m0/m2
inferior)
observa en la Figura 4.21 el resultado obtenido en el caso de una fuente en dirección de
112,71o y 85,57o respecto a las aśıntotas m0/m1 y m0/m2 (teniendo en cuenta que m1 es
micrófono a la derecha, m0 posición de referencia central y m1 a la izquierda).
Figura 4.21: Cálculo para ángulos de incidencia
Estimación para coordenada (x,y)
Ejecutando resolución dinámica para el sistema lineal resultante de intersecar las aśınto-
tas de incidencia, se obtiene un estimado de posición (x,y) que variará en relación de pro-
porcionalidad a la dirección de incidencia. En la Figura 4.22 se observa el caso en que dicho
punto corresponde a las coordenadas (−0,08, 0,44) ambas en [m].
Algoritmo de seguimiento
Finalmente se realiza un equivalente en lenguaje G para el algoritmo visualizado en la
Figura 4.17 a manera de soporte de seguimiento de objetivos empleando la historia de las
mediciones de coordenadas entregada por el sistema de localización.
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Figura 4.22: Estimación para coordenada de localización
4.3.2. Experimento de validación para sistema implementado
Para validar el desempeño del sistema implementado se obtuvieron registros de las
trayectorias estimadas para el caso de una fuente con desplazamiento lineal y de veloci-
dad constante empleando un motor (lineal) del tipo LabVolt R© 8228 impulsado por un
dispositivo de variación de velocidad Telemecanique Altivar11 R© configurados tal y como se
describe en las Figuras 4.23 y 4.24. La fuente sonora incidente es idéntica a la descrita en
la sección 4.1.3
Figura 4.23: Conexión para sistema de desplazamiento controlado
Los resultados de las trayectorias para 30◦, 60◦ y 90◦ se resumen de manera gráfica en las
Figuras 4.25, 4.26 y 4.27 respectivamente para los casos de excitación aleatoria y sinusoidal
observando un apreciable desempeño de la acción de filtrado por filtro de Kalman.
En la Tabla 4.7 se incluyen resultados de medida de precisión a partir de los cuales
se observa el incremento relativo en alcance que se obtiene al estimar localización de la
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Figura 4.24: Ilustración gráfica para condiciones de registro
señal aleatoria al igual que la degradación global de la medida para puntos por fuera de la
región de mayor sensibilidad en los dispositivos de registro. Las caracteŕısticas relevantes
de implementación se resumen en la Tabla 4.6.
Tabla 4.6: Caracteŕısticas en prueba de seguimiento
Caracteŕıstica Valor
Velocidad aproximada 1 0.06 [m/s]
Distancia radial de inicio respecto a m0 1.5 [m]
Distancia radial final respecto a m0 0.3 [m]
Cuadrante cartesiano empleado II
Referencia de 0◦ -180◦ en sentido horario
frecuencia de sinusoide 800 [Hz] tono continuo
distribución aleatoria empleada normal de varianza unitaria
1La velocidad considerada corresponde a la resultante del desplazamiento sobre la trayectoria lineal
81
(a) medida sin filtro vs. filtrada caso aleatorio (b) medida sin filtro vs. filtrada caso sinusoidal
Figura 4.25: Registros de trayectoria lineal con velocidad constante en dirección 90◦
(a) medida sin filtro vs. filtrada caso aleatorio (b) medida sin filtro vs. filtrada caso sinusoidal
Figura 4.26: Registros de trayectoria lineal con velocidad constante en dirección 60◦
82
Tabla 4.7: Coordenadas medidas en puntos de incidencia estáticos
Resultados a 90◦
Punto Coordenada x real [m] Coordenada x aleatoria [m] Coordenada x sinusoidal [m]
1 0 -0.01 0
2 0 -0.01 0.05
3 0 -0.03 0.1
4 0 -0.06 -0.05
5 0 -0.11 -0.37
Punto Coordenada y real [m] Coordenada y aleatoria [m] Coordenada y sinusoidal [m]
1 0.17 0.31 0.42
2 0.27 0.45 1.28
3 0.55 0.86 1.23
4 0.90 0.92 0
5 1.23 1.4 -2.3
Resultados a 60◦
Punto Coordenada x real [m] Coordenada x aleatoria [m] Coordenada x sinusoidal [m]
1 -0.1 -0.11 -0.12
2 -0.13 -0.19 -0.36
3 -0.16 -0.28 -1.51
4 -0.2 -0.36 1.36
5 -0.3 -0.86 -1.20
Punto Coordenada y real [m] Coordenada y aleatoria [m] Coordenada y sinusoidal [m]
1 0.16 0.26 0.51
2 0.27 0.45 1.10
3 0.38 0.66 4.34
4 0.48 0.79 -4.32
5 0.7 1.82 -0.20
Resultados a 30◦
Punto Coordenada x real [m] Coordenada x aleatoria [m] Coordenada x sinusoidal [m]
1 -0.20 -0.29 -0.29
2 -0.44 0.90 0.90
3 -0.84 1.40 1.40
4 -0.89 -0.65 -0.65
5 -1.36 0.34 0.34
Punto Coordenada y real [m] Coordenada y aleatoria [m] Coordenada y sinusoidal [m]
1 0.23 0.51 0.51
2 0.50 -1.60 -1.6
3 0.87 -3.20 -3.2
4 0.90 1.04 1.04
5 1.25 -0.53 -0.53
83
(a) medida sin filtro vs. filtrada caso aleatorio (b) medida sin filtro vs. filtrada caso sinusoidal
Figura 4.27: Registros de trayectoria lineal con velocidad constante en dirección 30◦
84
Caṕıtulo 5
Análisis de resultados y conclusión
5.1. Análisis
Las caracteŕısticas del sistema de localización implementado implican una resolución de
puntos posibles (grilla) dentro de los cuales puede ubicarse la posición de la fuente incidente
en un instante determinado (ver Figura 5.1). Esta restricción justifica algunos resultados de
localización obtenidos (principalmente aquellos visualizados en la Figura 4.12) debido a que
se introducen errores por resolución que se hacen más notorios en la medida que la fuente
se aleja de los dispositivos de captura.
Figura 5.1: Patrón de localizaciones posibles para puntos de sistema
85
Adicionalmente la cantidad máxima de retardos detectados y el acierto en la medida de
los mismos dependen de la condición de ángulo incidente y la frecuencia de señal, a cuenta
de la distancia de separación empleada (Traslape espacial). Debido a esto puede notarse con
base en los resultados de la tabla 4.3 que para el punto 3 con señal de 1200 Hz se detectan
inconsistencias en la dirección del retardo de alguna de las parejas de micrófonos generando
una coordenada negativa en y, valor opuesto al resultado real.
También es evidente que el método implementado no depende de los niveles de presión
sonora de la fuente incidente al igual que se observa divergencia en los resultados para 400
Hz, lo cual presume tener en cuenta las caracteŕısticas dinámicas del dispositivo de captura
(patrón de sensibilidad y respuesta frecuencial). Luego para aumentar la precisión de me-
dida en términos del rango de frecuencias y la distancia de incidencia, puede realizarse una
combinación mayor de micrófonos o emplear aquellos que presenten mejores especificaciones
técnicas.
Al emplear emisión de señales de tipo aleatorio se observa un considerable incremento
en la precision de la medida de localización debido a una reducción de incertidumbre en el
máximo global de la función de correlación (ver Figuras 4.19 y 4.20 al igual que la Tabla
4.7). También, con este tipo de señal se eliminan los efectos del traslape espacial debido al
aumento práctico de su periodo.
Las simulaciones del sistema de seguimiento implican una fuerte dependencia respecto
a las caracteŕısticas de aleatoriedad de la señal de entrada y a las condiciones de aproxi-
mación para los casos de medida no lineal (ver Figuras 4.14, 4.15 y 4.16). Sin embargo de
las Figuras 4.25, 4.26 y 4.27 se observa una mejoŕıa apreciable en la lectura de las posi-
ciones de trayectoria cartesiana posterior a la acción de filtrado del sistema de seguimiento
corroborando la efectividad del modelo en espacio de estados asumido para llevar a cabo la
estimación de las variables del proceso.
Finalmente los resultados de localización obtenidos por el sistema en tiempo real (con-
tenidos en la Tabla 4.7) generan un comportamiento análogo a los generados por las pruebas
iniciales (sección 4.1) en términos de precisión y alcance demostrando la dependencia del
sistema implementado ante condiciones de captura de señal. No obstante, considerando el
acceso a un conjunto de señales con información suficientemente descriptiva (arreglo de ma-
yor resolución y alcance) se asume por parte del prototipo una estimación de localización y
seguimiento adecuada en tiempo de ejecución.
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5.2. Conclusión
Con base en el análisis realizado sobre los resultados obtenidos puede concluirse que:
El sistema implementado realiza de manera eficiente la localización pasiva bidimen-
sional y el seguimiento en tiempo real para una fuente acústica puntual de señal
aleatoria con velocidad de desplazamiento de 0.06 [m/seg] que incida al interior de la
región de ángulo [-45◦, 45◦] y radio [0, 1.5] en [m] tomando como referencia el punto
central de un arreglo lineal de 3 micrófonos con distancia de separación relativa de
20 [cm] y resolución restringida a la Figura 5.1 tomando como base las técnicas de
estimación para TDOA por función de correlación y de filtro de Kalman con modelo




Como etapas complementarias para el presente proyecto se sugieren las siguientes ac-
tividades:
- Análisis y diseño de un arreglo de micrófonos para captura de señales en un mayor
rango de alcance y resolución.
- Optimización en precisión del sistema de localización empleando codificación digital
sobre la señal de incidencia.
- Implementación de seguimiento a partir de un modelo de medición en coordenadas
polares con posibilidad de extensión a coordenadas ciĺındricas o esféricas.
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