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ABSTRACT
We use a suite of high-resolution N -body simulations and state-of-the-art perturbation the-
ory to improve the code halofit, which predicts the nonlinear matter power spectrum.
We restrict attention to parameters in the vicinity of the Planck Collaboration’s best fit. On
large-scales (k . 0.07hMpc−1), our model evaluates the 2-loop calculation from the Multi-
point Propagator Theory of Bernardeau et al. (2012). On smaller scales (k & 0.7hMpc−1),
we transition to a smoothing-spline-fit model, that characterises the differences between the
Takahashi et al. (2012) recalibration of halofit2012 and our simulations. We use an addi-
tional suite of simulations to explore the response of the power spectrum to variations in
the cosmological parameters. In particular, we examine: the time evolution of the dark en-
ergy equation of state (w0, wa); the matter density Ωm; the physical densities of CDM and
baryons (ωc, ωb); and the primordial power spectrum amplitude As, spectral index ns, and
its running α. We construct correction functions, which improve halofit’s dependence on
cosmological parameters. Our newly calibrated model reproduces all of our data with . 1%
precision. Including various systematic errors, such as choice of N -body code, resolution,
and through inspection of the scaled second order derivatives, we estimate the accuracy to be
. 3% over the hyper-cube: w0 ∈ {−1.05,−0.95}, wa ∈ {−0.4, 0.4}, Ωm,0 ∈ {0.21, 0.4},
ωc ∈ {0.1, 0.13}, ωb ∈ {2.0, 2.4}, ns ∈ {0.85, 1.05}, As ∈ {1.72 × 10−9, 2.58 × 10−9},
α ∈ {−0.2, 0.2} up to k = 9.0hMpc−1 and out to z = 3. Outside of this range the model
reverts to halofit2012. We release all power spectra data with the C-code NGenHalofit at:
https://CosmologyCode@bitbucket.org/ngenhalofitteam/ngenhalofitpublic.git.
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1 INTRODUCTION
The power spectrum of matter fluctuations contains a wealth of in-
formation about the cosmological model and the initial distribution
of density perturbations in the early universe. Its accurate measure-
ment and evolution is therefore one of the main goals of modern
cosmology. In recent years a number of different methods have
been devised to extract this information: galaxy clustering (Davis
& Peebles 1983; Feldman, Kaiser & Peacock 1994, e.g.), cluster
counts (White et al. 1993; Lima & Hu 2004), shear-shear corre-
lation functions (e.g. Miralda-Escude 1991; Kaiser 1992), correla-
tions of absorption features in the Lyman alpha forest (Croft et al.
1998), correlations in the 21cm emission from neutral hydrogen
(Loeb & Zaldarriaga 2004), etc. Each of these observables has a
number of problematic modelling issues, however one commonal-
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ity is the need to understand the matter density power spectrum
in the nonlinear regime. Currently, following this to high accu-
racy over a wide range of scales can only be achieved using N -
body methods. However, computation of the nonlinear power spec-
trum for all of the cosmological models of interest is currently pro-
hibitively expensive.
On large-scales, before shell-crossing, one can use Eulerian
perturbative methods to follow the evolution of density and ve-
locity divergence perturbations in to the weakly nonlinear regime
(Juszkiewicz 1981; Vishniac 1983; Goroff et al. 1986; Makino,
Sasaki & Suto 1992; Jain & Bertschinger 1994). Until relatively
recently such methods (described as Standard Perturbation The-
ory SPT), were hindered by the fact that the so-called ‘loop cor-
rections’ would result from the cancellation of large positive and
negative higher order terms to produce a small correction to the
linear spectrum. Extending this to higher orders would result in
even more fine cancellations. However, in the last decade signif-
icant progress was made on this problem through the develop-
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ment of renormalised perturbation theory (Crocce & Scoccimarro
2006b,a, hereafter RPT) and the multi-point propagator approach
(Bernardeau, Crocce & Scoccimarro 2008, hereafter MPT). In this
framework certain diagrams in the perturbative series could be
summed to include an infinite number of terms, leaving a sequence
that involved the summation of positive terms that were of decreas-
ing importance on a given quasi-linear scale. In this approach the
power spectrum can be modelled at z = 0.0 to subpercent accuracy
on scales k < 0.2hMpc−1. Currently, work is ongoing to develop
an effective field theory approach to modelling the nonlinear evo-
lution of the cosmic fields (Carrasco, Hertzberg & Senatore 2012).
This treats the coarse grained phase space perturbatively, with the
small scale smoothed components of the phase-space generating
an effective sound speed, and thus requiring the modelling of a
stress tensor. It has been claimed by Carrasco et al. (2014) that this
method can yield predictions accurate to better than 1% on scales
k < 0.6hMpc−1. However, recent work by Baldauf, Mercolli &
Zaldarriaga (2015) suggests that, owing to the scale-dependence of
the effective-sound-speed parameter cs, the gains are more likely to
be limited to k < 0.3hMpc−1. Ultimately, it likely that the per-
turbative approaches will be limited to the scales associated with
shell-crossing.
To probe deeper into the nonlinear regime various semi-
analytic methods have also been developed: Hamilton et al. (1991)
developed a scaling ansatz for the integrated correlation function,
that was extended to the power spectrum by Peacock & Dodds
(1994, 1996). In this approach it was assumed that the power spec-
trum on a given scale was a function of the linear spectrum on a
remapped scale that was based on continuity arguments. At the
turn of the Millennium the halo model was developed by various
authors (Seljak 2000; Peacock & Smith 2000; Ma & Fry 2000),
in which the large-scale contribution arises from the correlations
between different haloes, and the small-scale one from the corre-
lation of dark matter particles in the same halo. Elements of these
ideas and the SPT were melted together in the halofit code de-
veloped in Smith et al. (2003). This method was further improved
by Takahashi et al. (2012) who recalibrated the fitting function
and introduced an explicit dependence on the dark energy equa-
tion of state parameter w0. The current claimed precision is 5% for
k < 1hMpc−1 for z < 10 and 10% for 1 6 k 6 10hMpc−1.
More recently, several empirical approaches have been devel-
oped, largely inspired by techniques borrowed from the field of
machine learning. An example of such an approach is the Neural
Network model of Agarwal et al. (2012, 2014). They mapped a
six parameter cosmological parameter space using more than 6380
simulations and claim that their PkANN code can generate power
spectra with better than 1% precision on scales k < 0.9hMpc−1
for redshifts z 6 2. However, the simulations are, relatively
speaking, of low resolution and of small volume (N = 2563,
L = 200h−1Mpc) by modern standards. The small boxes mean
that they do not accurately capture large-scale nonlinearities asso-
ciated with the Baryon Acoustic Oscillations (Smith, Scoccimarro
& Sheth 2007; Crocce & Scoccimarro 2008). Furthermore, as was
demonstrated in Heitmann et al. (2010) and more recently Schnei-
der et al. (2016), such low-resolution runs are unlikely able to cap-
ture the small-scale structure (k > 1hMpc−1) with the accuracy
required for lensing surveys. This unfortunately reduces the practi-
cal utility of PkANN.
Another impressive development is the Coyote Universe
project, which has led to the construction of various emulators and
in particular the CosmicEMU code for predicting nonlinear matter
power spectra (Heitmann et al. 2009, 2010; Lawrence et al. 2010;
Heitmann et al. 2014). In Heitmann et al. (2010) it was claimed that
the CosmicEMU code captured the matter power spectrum to better
than 1% precision for k < 1 Mpc−1 (k . 1.4 hMpc−1). This
was upgraded in Heitmann et al. (2014) to include variations in the
Hubble parameter and an extension to smaller scales k < 8.6 Mpc
(k . 12.3 hMpc−1).
Lastly, another important contribution is the work of Mead
et al. (2015, 2016) who takes yet again a different approach to the
problem. In their work they assume that the halo model is broadly
correct at generating nonlinear power spectra. However they argue
that it is wrong in detail and introduce several phenomenological
modifications, which they argue accounts for missing physics from
the model: first, BAO suppression is introduced through a Gaussian
damping à la RPT; a graceful vanishing of the 1-Halo term on large
scales to guarantee linear theory; halo oblation – to account for the
fact that not all haloes are spherical NFW profiles (Navarro, Frenk
& White 1997). These modifications introduce 2 new free param-
eters. Using the node points of the CosmicEMU code to calibrate
these, they find that their HMCODE can recover power spectra at the
level of a few percent for k < 10hMpc−1. The main advantage of
this approach is that it enables physically motivated extrapolation
beyond the constrictive grids of models required by the machine
learning codes. It also enables flexibility for the inclusion of new
physics, such as baryonic effects and modifications to the dark mat-
ter model and gravity.
The aim of this paper is to examine a number of these tools
and confront them with a new series of relatively high-resolution
N -body runs that are centred around the Planck CMB mission’s
best fit cosmological parameter set (Planck Collaboration et al.
2014). Furthermore, we aim to build a power spectrum tool that
enables accurate and precise predictions of the power spectra in
this region of parameter space. The requirements of the method
are that: it must use an accurate Einstein-Boltzmann solver linear
input power spectrum, such as can be provided by CAMB (Lewis,
Challinor & Lasenby 2000); it must evaluate a state-of-the-art per-
turbation theory scheme to generate predictions on large-scales that
are suitable for modelling evolution of BAO; it must interpolate to
state-of-the-art N -body simulations on small scales; lastly, it must
gracefully return to one of the lower precision methods outside of
the Planck parameter region; it must be fast to evaluate and cover
k < 10hMpc−1 and z < 5. One further requirement is that it
must be able to describe a time evolving dark energy wCDM pa-
rameter space and with the inclusion of a potential running of the
primordial power spectral index.
The paper breaks down as follows: In §2 we provide an
overview of key theoretical concepts, define the cosmological
framework and identify 8 cosmological parameters that we wish
to constrain from data. In §3 we describe the suite of cosmological
simulations and provide an overview of their generation. In §4 we
describe how we estimate the power spectra and construct a com-
posite fiducial spectrum from various runs. We also validate the
initial conditions. In §5 we make a comparison between our spec-
tra and parameter-free predictions from the 2-loop MPT. In §6 we
compare our fiducial runs with the predictions from various semi-
analytic and fitting function methods. In §7 we present our new
semi-analytic model and show how well it can model results from
our fiducial set of runs. In §8 we explore the dependence of the non-
linear power spectrum on the cosmological parameters and in §9 we
build the cosmology dependent corrections for our new model and
test them. Finally, in §10 we summarise our findings, conclude and
discuss future improvements to the method.
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2 THEORETICAL BACKGROUND
2.1 The power spectrum
The density field of matter at spatial position x and at time t is writ-
ten as ρ(x, t). We denote the spatial mean of this field as ρ¯(t). We
are mostly interested in the matter density contrast (or overdensity
field sometimes simply referred to as the density field):
δ(x, t) ≡ ρ(x, t)− ρ¯(t)
ρ¯(t)
, (1)
where the above field is by definition mean zero, i.e. 〈δ(x, t)〉 =
0, where angled brackets denote an ensemble average process at
fixed coordinate time. A complete statistical description of the δ–
field can be obtained through determining the N -point correla-
tion functions (Scherrer & Bertschinger 1991): where for example
〈δ(x)δ(x+ r)〉 = ξ(r) is the two-point correlation function. For
a number of reasons we will prefer to work in Fourier space, with
the transform convention:
δ(x) = Vµ
∫
d3k
(2pi)3
δ(k) exp [−ik · x] ; (2)
δ(k) =
1
Vµ
∫
d3x δ(x) exp [ik · x] , (3)
where Vµ is a sufficiently large volume that the coherence length of
the correlators is Vµ1/3. On assuming that the two-point corre-
lation function is statistically homogeneous (i.e. 〈δ(x)δ(x+ r)〉 =
〈δ(0)δ(r)〉), one can easily show that the Fourier space dual of the
correlation function is the power spectrum:
Vµ
2〈δ(k1)δ(k2)〉 = (2pi)3δD(k1 + k2)P (k1) ; (4)
where δD denotes the Dirac delta function and the power spectrum
is given by:
P (k) ≡
∫
d3x ξ(x) exp [ik · x] . (5)
For the case of statistically isotropic fields, the power spectrum de-
pends only on the magnitude of |k|. For the case of a Gaussian
Random Field all of the statistical information is fully captured in
the power spectrum. This makes the power spectrum the lowest or-
der clustering statistic of interest for cosmology and it is the main
subject of interest for this paper. In real surveys it is usually not
measured directly but it can be extracted modulo reasonable mod-
elling assumptions.
2.2 Cosmological model and fiducial parameters:
The various combinations of large-scale structure data (Alam et al.
2017), weak lensing data (Köhlinger et al. 2017; DES Collabora-
tion et al. 2017), CMB data (Planck Collaboration et al. 2014) and
Type Ia Supernovae data (Betoule et al. 2014), have identified the
flat, time evolving, dark energy dominated cold dark matter model
(hereafter wCDM) as the cosmological model of interest. One of
the major challenges for modern cosmology is to accurately deter-
mine the best fit parameters in this model. The flat wCDM model
can be characterised by 8 parameters:
θ = {w0, wa,ΩDE,Ωch2,Ωbh2, As, ns, αs} , (6)
where w0 and wa are the parameters that govern the time evolution
of the equation of state for dark energy, assuming that the equation
of state can be parameterised in the form:
w(a) = w0 + wa(1− a) ; (7)
ΩDE denotes the present day energy density of dark energy; wc ≡
Ωch
2 andwb ≡ Ωbh2 are the physical densities in cold dark matter
and baryons today – h being the dimensionless Hubble parameter.
Note that owing to the assumed flatness, other parameters can be
derived from the above set: the matter density parameter is Ωm =
1− ΩDE, and the Hubble parameter is h =
√
(wc + wb)/Ωm.
The matter power spectrum is initialised by specifying the pri-
mordial power spectrum of curvature perturbations and we make
use of the following form (Komatsu et al. 2009; Planck Collabora-
tion et al. 2014):
∆2R(k) = As
(
k
kp
)(ns−1)+αs log(k/kp)/2
, (8)
where As is the primordial amplitude, ns and αs are the spectral
index and the running of the spectral index, all of which are deter-
mined at the pivot scale kp. The running of the spectral index can
also be equivalently written as:
αs ≡ dns
d log k
∣∣∣∣
k=kp
, (9)
and is interesting to include, since placing constraints on this may
help constrain inflationary models (Vieira, Byrnes & Lewis 2017).
Hence, the matter power spectrum can be written in terms of pri-
mordial quantites as (for a discussion of the relation between the
primordial curvature power spectrum and the matter power spec-
trum see Smith & Simon 2019, in prep.):
Pm(k, a) =
8pi2
25
a2g2(aearly, a)
Ω2m
c4
H40
T 2(k, a) k∆2R(k) , (10)
where g(aearly, a) is the growth supression factor from an early
epoch aearly to a, T (k, a) is the matter transfer function at epoch
a (note this should become unity as k → 0) and c/H0 gives the
Hubble scale today.
In this work we will examine the dependence of the nonlin-
ear matter power spectrum on these parameters and also develop
a semi-empirical approach that will improve the accuracy of cur-
rent modelling. In what follows we will assume as out fiducial
model parameters that are close to the best fit set obtained from the
Planck Collaboration et al. (2014): w0 = 1.0, wa = 0.0, ΩDE =
0.693, Ωch2 = 0.119, Ωbh2 = 0.0222, As = 2.145 × 10−9,
ns = 0.9611, αs = 0.0. Before continuing, we note that we are
not aware of any recent study that has explored the dependence of
the nonlinear power spectrum on αs using N -body simulations. In
what follows we shall present results for αs 6= 0.
3 THE DÄEMMERUNG SIMULATIONS
We have generated a series of N -body simulations to explore cos-
mic structure formation in the nonlinear regime.
3.1 Overview of fiducial runs
For our fiducial simulations we have generated two types of run:
small box runs that have high resolution and a large volume run to
capture large-scale nonlinearities. Each of the simulations was gen-
erated as follows: first, we adopted a fiducial cosmological model
and for this we chose cosmological parameters that were consis-
tent with the Planck CMB analysis best-fit (Planck Collaboration
et al. 2014). The exact values that we used were presented in §2.2
and are also repeated in the first row of Table 1. We then ran the
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Simulation w0 wa ΩDE ωc ωb ns As[×10−9] α
Fiducial -1.0 0.0 0.6914 0.11889 0.022161 0.9611 2.14818 0.0
V1 -1.1 0.0 0.6914 0.11889 0.022161 0.9611 2.14818 0.0
V2 -0.9 0.0 0.6914 0.11889 0.022161 0.9611 2.14818 0.0
V3 -1.0 -0.2 0.6914 0.11889 0.022161 0.9611 2.14818 0.0
V4 -1.0 0.2 0.6914 0.11889 0.022161 0.9611 2.14818 0.0
V5 -1.0 0.0 0.72597 0.11889 0.022161 0.9611 2.14818 0.0
V6 -1.0 0.0 0.65683 0.11889 0.022161 0.9611 2.14818 0.0
V7 -1.0 0.0 0.6914 0.124835 0.022161 0.9611 2.14818 0.0
V8 -1.0 0.0 0.6914 0.112945 0.022161 0.9611 2.14818 0.0
V9 -1.0 0.0 0.6914 0.11889 0.0232691 0.9611 2.14818 0.0
V10 -1.0 0.0 0.6914 0.11889 0.021053 0.9611 2.14818 0.0
V11 -1.0 0.0 0.6914 0.11889 0.022161 1.00916 2.14818 0.0
V12 -1.0 0.0 0.6914 0.11889 0.022161 0.913045 2.14818 0.0
V13 -1.0 0.0 0.6914 0.11889 0.022161 0.9611 2.363 0.0
V13 -1.0 0.0 0.6914 0.11889 0.022161 0.9611 1.93336 0.0
V15 -1.0 0.0 0.6914 0.11889 0.022161 0.9611 2.14818 0.01
V16 -1.0 0.0 0.6914 0.11889 0.022161 0.9611 2.14818 -0.01
Table 1. Dämmerung cosmological parameters – Columns are: (1) and (2) denote the equation of state parameter for the dark energy Pw = wρw =
w0 + (1− a)wa; (3) density parameter for dark energy; (4) and (5) physical densities of CDM and baryons (where ωc ≡ Ωch2 and ωb ≡ Ωbh2; (6), (7) and
(8) the spectral index, amplitude and running of the primordial curvature power spectrum. Note that since we are assuming flatness, the following parameters
are derived quantities: the matter density is obtained through Ωm = 1− ΩDE; the Hubble parameter is obtained via h =
√
(ωc + ωb)/(1− ΩDE).
Simulation Npart L [h−1Mpc] lsoft [h−1Mpc] pmass [109h−1M] PMGRID Nensemble zIC # snapshots
F1 (Big Box) 20483 3000.0 0.05 269.0 20483 1 49.0 63
F1–F10 20483 500.0 0.008 1.246 20483 10 49.0 63
V1 20483 500.0 0.008 1.246 20483 1 49.0 63
V2 20483 500.0 0.008 1.246 20483 1 49.0 63
V3 20483 500.0 0.008 1.246 20483 1 49.0 63
V4 20483 500.0 0.008 1.246 20483 1 49.0 63
V5 20483 500.0 0.008 1.107 20483 1 49.0 63
V6 20483 500.0 0.008 1.386 20483 1 49.0 63
V7 20483 500.0 0.008 1.246 20483 1 49.0 63
V8 20483 500.0 0.008 1.246 20483 1 49.0 63
V9 20483 500.0 0.008 1.246 20483 1 49.0 63
V10 20483 500.0 0.008 1.246 20483 1 49.0 63
V11 20483 500.0 0.008 1.246 20483 1 49.0 63
V12 20483 500.0 0.008 1.246 20483 1 49.0 63
V13 20483 500.0 0.008 1.246 20483 1 49.0 63
V14 20483 500.0 0.008 1.246 20483 1 49.0 63
V15 20483 500.0 0.008 1.246 20483 1 49.0 63
V16 20483 500.0 0.008 1.246 20483 1 49.0 63
Table 2. The Dämmerung simulation parameters and current run status. Important run parameters were set as follows: ErrTolIntAccuracy=0.015,
MaxRMSDisplacementFac=0.2; MaxSizeTimestep=0.02; MinSizeTimestep=0.00; ErrTolTheta=0.5; ErrTolForceAcc=0.005; RCUT=4.5 ;
ASMTH=1.25
Einstein-Boltzmann solver code CAMB to generate the linear the-
ory matter power spectrum at z = 0 for the fiducial model. This
was used as the input linear power spectrum for our upgrade of the
publicly available 2LPT1 C-code developed in Scoccimarro et al.
(2012) – our upgrade makes various modifications to the original
code, in particular the use of FFTW3 MPI parallel Fourier Trans-
form libraries and the code has been tested for particle loads up
to N = 40963. The linear power spectrum was rescaled back
to z = 49 using the appropriate linear growth factor (for further
details as to how we calculate this for all our models see §3.3).
The N -body particles were distributed onto a cubical lattice of size
N = 20483 and the particles were then displaced off their lattice
points using the 2LPT recipe.
The N -body simulations were then evolved under gravity in
1 http://cosmo.nyu.edu/roman/2LPT/
an expanding universe framework using the OpenMPI, parallel
Tree–PM code Gadget-3 developed by Springel (2005) and An-
gulo et al. (2012) and used for the generation of the Millennium
XXL Virgo run. The upgraded features of the code meant that halo
and sub-halo catalogues along with various statistical measures,
including the matter power spectra, were calculated ‘on-the-fly’.
Each of the small-box runs was performed with N = 20483 dark
matter particles, in a comoving box of size L = 500h−1Mpc,
yielding a mass per particle ofmp = 1.2×109h−1M. The large-
box runs also followed N = 20483 dark matter particles, but in a
comoving box of size L = 3000h−1Mpc, yielding a mass per
particle of mp = 2.69× 1011h−1M.
We output 60 snapshots between z = 49 and z = 0, with
a hybrid linear-logarithmic output spacing that matched the Mil-
lennium Run I simulation (Springel et al. 2005). The simulations
were run on the SuperMUC machine at the Leibniz Rechnum Zen-
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trum in Garching and also the MPG Hydra cluster in Garching. The
full particle data storage per run was of the order 20 TB. Various
properties of interest for the runs are presented in Table 2. For the
small-box runs we adopted this particle mass resolution and box-
size for the reason that this would lead to converged 1% precision
results on the power spectrum on scales & 1hMpc−1 (Schnei-
der et al. 2016) and that it would also enable accurate tracking of
sub-structures that are required for semi-analytic galaxy formation
modelling.
For completeness we have also included in Table 2 a list of
the Gadget-3 code parameter settings that we used. As was shown
in Reed et al. (2013) and Smith et al. (2014) a careful choice of
these parameters is required to keep numerical errors below the
percent level. Here, in order to increase integration accuracy, we
have chosen a relatively small-timestep, which was set through the
parameter η = ErrTolIntAccuracy = 0.015, and where ∆t ∝
η1/2. We have used this for all runs and a typical small box run
required several thousand timesteps to complete.
3.2 Overview of cosmology variations
In order to explore the dependence of the nonlinear structure forma-
tion on the cosmological parameters we have generated a further set
of 16 small-box simulations. Rather than sample our 8-dimensional
parameter space for maximum coverage, as has been done for ex-
ample in the Coyote Universe Project, where a Latin hypercube
approach was adopted, we instead focus on the idea of generating
a Taylor expansion model around our fiducial point, but relative to
some preexisting theoretical model. For our 8 parameters this can
be done to good accuracy by running an extra two simulations for
each parameter: one that represents a small positive increase in the
parameter and another that gives the response for a negative change.
The exact values of the cosmological parameters that we have used
for each variation are listed in Table 1.
The procedure for generating each of the variational simula-
tions was exactly as described for the case of the small-box fidu-
cial runs. In order to minimise large-scale cosmic variance between
runs we have matched the Fourier mode phase distribution of each
run to those of the first fiducial small-box run.
As stated, all of the variation simulations were performed
using the standard Gadget-3 code, with the exception of the
runs that explore variations in the time evolution of the dark en-
ergy equation of state parameter w(a) = w0 + (1 − a)wa.
In order to perform these runs we made the following modifica-
tions to the Gadget-3 code. First, we made the global replace-
ment of the parameter OmegaLambda → OmegaDE throughout
the code. Second, we introduced two new free parameters w0
and wa into the structure global_data_all_processors and
the snapshot header structure io_header, ensuring that the to-
tal byte size remained the same. Third, we made the follow-
ing global replacement for the Hubble parameter, contained in
the darkenergy.c file accessed through double INLINE_FUNC
hubble_function(double a)]:
H2(a) = H20
[
Ωm,0a
−3 + ΩΛ,0 + Ωk,0a
−2
]
=⇒ H2(a) = H20
[
Ωm,0a
−3 + ΩDE,0f(a)a
−3 + Ωk,0a
−2
]
(11)
and where we have defined
f(a) ≡ a−3(w0+wa) exp [3wa (a− 1)] , (12)
and Ωk,0 = (1 −
∑
i Ωi,0) is the curvature density parameter. Fi-
nally, some additional small adjustments were also necessary to the
following parts of the code io.c, begrun.c and read_ic.c,
which was mainly for I/O of the new parameters.
3.3 Linear growth factor
In generating the initial particle distributions using the 2LPT al-
gorithm we need to evolve back the z = 0 linear theory power
spectrum (from CAMB) to the start redshift, which for all our runs
was z = 49. We do this by computing the linear growth factor and
for all of the models that we consider this can be done as follows.
At early times the matter density δm = fbδb + fcδc, can be
expressed as:
δm(a,x) =
D(a)
D(ai)
δm(ai,x) , (13)
where D(a) gives the time evolution of the density perturbation
in the growing mode and ai gives the normalised expansion fac-
tor at the initial time. Under the assumption that CDM and baryon
fluctuations are unbiased with respect to each other (see Somogyi
& Smith 2010, for a discussion), this function can be obtained by
solving the second order, ordinary differential equation (ODE) that
results for a single collisionless fluid (Linder & Jenkins 2003):
D′′(a) + Γ1(a)D
′(a) + Γ2(a)D(a) = 0 (14)
where ′ ≡ d/da indicates derivatives with respect to the expan-
sion factor and for the case of our time evolving dark energy model
given by Eq. (7), the time dependent coefficients are:
Γ1(a) =
3
2a
[
1− w0 + (1− a)wa
1 +X(a)
]
; (15)
Γ2(a) = − 3
2a2
[
X(a)
1 +X(a)
]
; (16)
X(a) =
Ωm,0
1− Ωm,0 f(a) . (17)
In Appendix A we show how one can use a 4th order Runge-Kutta
algorithm to solve the above differential equation to obtain the
growing solution D(t) and as a by product the logarithmic growth
rate f(a) ≡ d logD/d log a. The appendix shows that the relative
error in the solution is 10−5 for all times of interest.
Figure 1 compares the time evolution of the linear growth fac-
tor for the four dark energy models listed in Table 1 with that of our
fiducial model. The left panel shows the results for the two constant
w0 models and the right panel the same but for the wa 6= 0 mod-
els. All of the growth functions have been normalised to have the
same amplitude at the initial time ai. The solid line denotes the re-
sults from the 4th order Runge-Kutta method. We see that a 10%
variation in w0 will lead to growth variations of ±2.5% and that
variations in wa = ±0.2 lead to variations of the order ±1.5%,
and roughly double that for their impact on the power spectrum.
The figure also shows the growth functions that you would get
if you were to assume that the solution of Heath (1977) would hold
for the case of pressured fluids (for more details and discussion
see Appendix A). As the figure clearly shows, the growth functions
from the Heath approach are inaccurate at the level of several per-
cent for the dark energy models of interest and so should not be
used for model building and predictions where high accuracy is re-
quired.
Lastly, the figure also shows the result of evaluating the ap-
proximate expression (dashed lines in Fig. 1):
D(a) = ag(a) = a exp
[∫ a
ai
da
a
(Ωγm(a)− 1)
]
, (18)
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Figure 1. Evolution of the linear growth factor as a function of expansion factor. The left and right sub-figures show the results for variations in w0 and wa,
respectively. The top panels show the growth normalised to the initial time and the lower panels show the ratio of the variations in the cosmological model
with respect to the fiducial model. In all panels the solid lines denote the 4th order Runge-Kutta solution of Eq. (14), the dashed lines denote the approximate
expression from Linder (2005) and the dotted lines denote the Heath (1977) expression, which is only exact for presureless fluids. The green lines denote the
fiducial model, the red lines show w0 − 0.9 (let panel) and wa = −0.2 (right panel), and the blue lines denote w0 = −1.1 (let panel) and wa = 0.2 (right
panel).
where γ = 0.55 + 0.05 [1− w(a = 0.5)] (Linder 2005). This pro-
vides an excellent description (of the order ∼0.1% precision) of
the variations in the growth for the dark energy models considered.
However, since this also involves a numerical integral we recom-
mend the reader to code up the Runge-Kutta solution, since it is
more general and flexible.
4 THE MEASURED POWER SPECTRA
4.1 Estimating the power spectrum
For a given realisation of the density field, an estimator for the
power in a given Fourier mode is:
Pˆ (k1,k2) = Vµδ(k1)δ(k2)δ
K
k1+k2=0 , (19)
where Vµ = L3 is the volume of the simulation. However, the
noise in such an estimate is very large and in order to overcome
this one must sum over a set of Fourier wavemodes in a thin k-
shell. Introducing the binning function Π˜k(q) = 1 for |q| ∈ [k −
∆k/2, k+∆k/2] and zero otherwise, the power spectrum estimate
averaged over a bin of width, ∆k, is given by
Pˆ (k) =
∫
d3q1
∫
d3q2 δ
D(q1 + q2)
Pˆ (q1,q2)Π˜k(q1)Π˜k(q2)
VP (k)
=
∫
d3q1
Pˆ (q1,−q1)Π˜k(q1)Π˜k(−q1)
VP (k)
=
Vµ
VP (k)
∫
d3q1 |δ(k1)|2 Π˜k(q1) , (20)
where
VP (k) ≡
∫
d3q1
∫
d3q2δD(q1 + q2)Π˜k(q1)Π˜k(q2)
=
∫
d3q1Π˜k(q1)Π˜k(−q1)
=
∫
d3q1Π˜k(q1) = 4pik
2∆k
[
1 +
1
12
(
∆k
k
)2]
(21)
is the volume of a spherical shell satisfying these conditions. A
practical implementation of the above estimator for N -body simu-
lations is described in Smith et al. (2003) and Jing (2005).
The computation of the power spectrum that we employ is em-
bedded in the Gadget-3 code itself and so makes efficient use of
the built-in domain decomposition routines and also the fast MPI
parallel FFTs as implemented by FFTW (Johnson & Frigo 2008). In
brief, the simulation particles are distributed on to a cubical lattice.
The particles are then assigned to the FFT mesh using the ‘cloud-
in-cell’ (CIC) mass assignment scheme (note that we reuse the PM
force grid for this so the grid size is specified by PMGRID). This
gives δdW (x) the discrete density field convolved with the CIC win-
dow. This we Fourier transform using the FFT algorithm to obtain
δdW (k). The CIC scheme is then deconvolved using (Jing 2005):
δd(k) =
δdW (k)
WCIC(k)
(22)
where
WCIC(k) =
∏
i∈{x,y,z}
{
Sinc
(
piki
2kNy
)}2
, (23)
where Sinc(x) ≡ sinx/x. The power spectrum of the point-
sampled field is then estimated using Eq. (20):
Pˆ d(k) =
Vµ
Nk
Nk∑
i=1
∣∣∣δd(ki)∣∣∣2 , (24)
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where Nk = VP (k)/(2pi)3/L3 is the number of Fourier modes in
a k-space shell.
Following Peebles (1980) the above estimate of the true power
spectrum is biased by the addition of the variance from the point
sampling procedure. However, this can be corrected for using:
P d(k) = P c(k) +
1
n¯
, (25)
where P c is the power spectrum of the underlying continuous field.
In what follows, we use FFT grids with Ngrid = 2048 cells
per dimension, and this sets the minimum and maximum spa-
tial frequencies for a given power spectrum to: kmin = 2pi/L
and kNy = piNgrid/L. In practice, the power on length scales
k > kNy will get ‘aliased’ to larger spatial scales (Jing 2005),
and so we take the rule of thumb kmax = kNy/2. Thus for the
L = 500h−1Mpc runs the low-k and high-k cut-offs for the power
spectra are k500fun = 0.012hMpc
−1 and k500max = 6.4hMpc−1, re-
spectively. For the L = 3000h−1Mpc box run the cut-offs are:
k3000fun = 0.0021hMpc
−1 and k3000max = 1.072hMpc−1.
4.2 Validation of the initial conditions
In Figure 2 we present the ratios of the initial power spectra for the
variational runs with respect to the fiducial model as generated by
our 2LPT code and evolved using Gadget-3 to z = 30. Each of the
eight panels shows the results for variations in one of the cosmolog-
ical parameters, with all of the others frozen. The positive/negative
variation in each of the cosmological parameters is denoted by the
red/blue points. The solid red and blue lines denote the predictions
from linear theory as obtained from the CAMB code. One can see that
taking the ratio with matched phase initial condition means that the
cosmic variance has been cancelled on large-scales. We also note
that the measured data points and linear predictions agree to very
high accuracy, validating the initial density spectra for each simu-
lation.
4.3 Evolution of the raw fiducial power spectra
In Figure 3 we show the evolution of the raw matter power spectra
measured over several redshifts. In each panel the red points denote
the mean of the small-box runs and the error bars are the standard
deviation as determined from the 10 realisations. The blue points
denote the results from the large-box run and the shaded blue re-
gion shows the predicted 1–σ error bar that results from assuming
the density field is Gaussianly distributed (see for example Scocci-
marro, Zaldarriaga & Hui 1999; Smith 2009):
σ2P (k) =
2
Nk
[
P (k) +
1
n¯
]2
, (26)
where Nk is the number of Fourier modes in a given k-space shell
Nk ≈ Vµ4pik2∆k
[
1 + (∆k/k)2 /12
]
/(2pi)3 and where ∆k is
the spacing of the k-space shell. The dashed blue lines denote linear
theory predictions.
We see that there is very good agreement between the large-
box and small-box runs on large and quasi-linear scales. There is
an increase in the power associated with the big-box relative to the
small-box runs at around k ∼ 2hMpc−1. This can be attributed
to the effects of aliasing. These effects can be mitigated by only
considering scales k < kNy/2, where kNy = piNg/L, with Ng
being the size of the FFT grid.
4.4 Construction of the composite fiducial spectra
Rather than using the raw spectra in what follows we construct a
super composite of the large- and small-box fiducial runs. We do
this by selecting a partition scale kp and then we select all of the
modes from the Big-box run with k < kp and all of the data that
have k > kp from the small-box runs. We expect a small discon-
tinuity at the partition scale owing to the fact that the large-box
runs are more than a factor of 200 times lower resolution than the
small-box runs, which means that on small scales we expect the
large-box runs to be slightly lower in amplitude. For all spectra we
take kp = 0.6 hMpc−1.
In Figure 4 we show the result of the construction of the com-
posite spectrum. We have colour coded the points with k < kp
using blue and those with k > kp with red. In this plot we have
also removed some of the large-scale cosmic variance by rescaling
the spectrum of each realisation in the following way:
PNoCV(ki, a) = W (ki|k′)Pˆ Sim(ki, a)
[
PLin(ki, a)
D2(a)P Sim(k, ai)
]
+
[
1−W (ki|k′)
]
Pˆ Sim(ki) , (27)
where we take k′ = 0.05hMpc−1. Note that the shaded region
gives the 1σ error region computed before any rescaling takes
place. The end result is that the composite spectrum smoothly
covers more than three orders of magnitude and cuts off at k ∼
10hMpc−1.
5 COMPARISON WITH ANALYTIC PERTURBATION
THEORY
5.1 Perturbative methods
As the Universe expands small primordial matter over-densities ag-
gregate through gravitational instability. When averaged over suffi-
ciently large enough scales, and on scales smaller than the horizon,
the evolution of these fluctuations can be modelled using the New-
tonian fluid equations expressed in expanding coordinates. As the
system evolves, nonlinear mode coupling takes place and the pres-
ence of large-scale wave-modes modulates the growth of structure
on all scales (Peebles 1980; Bernardeau et al. 2002).
As mentioned earlier, in recent years there has been significant
progress in developing methods to improve the range of applicabil-
ity of nonlinear perturbation theory. Of particular note are the RPT
and MPT approaches (Crocce & Scoccimarro 2006b,a; Bernardeau,
Crocce & Scoccimarro 2008). Subsequent research has focused on
various extensions of these schemes. We note that currently much
interest surrounds the construction of an Effective Field Theory for
large-scale structure (Carrasco, Hertzberg & Senatore 2012). How-
ever, we will not explore this here, since as has been shown in
Baldauf, Mercolli & Zaldarriaga (2015), the additional complex-
ity and need for a, possibly scale-dependent, free-parameter means
that this technique is not generally applicable ‘right out of the box’.
Moreover, even when fully calibrated this approach would offer im-
provements over MPT only on scales where, in this work, we will
look to N -body simulations for the correct answer. In what fol-
lows, we will therefore focus on implementing and testing the MPT
method against our runs.
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Figure 2. Ratio of the power spectra of the 2LPT initial conditions for the variational runs with the corresponding power spectrum from the fiducial run. All
spectra were measured at z = 30. The points show the measurements from the simulations and the lines show the linear theory from CAMB. The red and blue
points denote the positive and negative variation in the particular parameter from the fiducial, which is shown in green. From left to right, the top row shows
the variations in {w0, wa, ΩDE}, the middle row, {wc = Ωch2, wb = Ωbh2, ns}, the bottom row {As, αs}.
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Figure 3. Evolution of the nonlinear matter power spectra for the Fiducial Planck-like model as a function of spatial wavenumber. The top left, top-right,
bottom left, bottom right sub-figures show the spectra for z = 0, z = 0.5, z = 1.0, and z = 2.0, respectively. In all panels, the red points with error
bars show the mean power spectrum and its 1σ errors for the small-box runs (L = 500h−1Mpc). The blue points show the results for the large-box run
(L = 3000h−1Mpc). The shaded blue region gives the predictions for the Gaussian error on the blue points. The dash line shows the linear theory prediction
according to CAMB.
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Figure 4. Same as Figure. 3 only showing the composite spectrum generated from the combination of the big-box and small-box runs.
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Figure 5. Nonlinear power spectrum on large-scales as a function of wavenumber. Left figure, top panel: the absolute power at z = 0. The solid blue points
present the results from our large-box simulation (L = 3000h−1Mpc, N = 20483) of our Fiducial model. The light shaded band shows the Gaussian
prediction of the 1-σ errors on the measured data given by Eq. (26). The thick solid line shows the predictions from MPT theory. The thin blue line shows
linear theory and the dashed, dotted and dot-dashed lines show the individual contributions to the MPT predictions from the 1-, 2- and 3-point propagators,
respectively. The thick solid yellow/gold line presents the correction to the MPTbreeze recipe described in §5.4. Left figure, bottom panel: The ratio of the
measurements and MPT theory with respect to the linear theory predictions. Right figure: the same as left figure, but for z = 1.
5.2 The power spectrum in the Multi-point Propagator
Theory
In this theory the matter power spectrum can be expressed as an
infinite sum over nonlinear n-point propagators:
PMPT(k, z) =
∑
n>1
n!
∫
d3q1
(2pi)3
. . .
d3qn
(2pi)3
δD(k− q1 · · · − qn)
×
[
Γ(n)(q1, . . . ,qn; z)
]2
P0(q1) . . . P0(qn) , (28)
where P0 denotes the initial matter power spectrum determined at
some initial time. The Γ(n) are the ‘multi-point propagators’, which
can loosely be understood as the memory that the final field at a
given point retains from multiple connections to the initial field.
More formally, they can be defined:
1
n!
〈
δnΨa(k, z)
δφb1(q1, zi) . . . δφbn(qn, zi)
〉
≡ δD(k− q1 − · · · − qn) Γ(n)ab1...bn (q1, . . . ,qn, z) , (29)
where Ψa(k, z) = {δ(k, z), θ(k, z)} is a doublet which denotes
the late time density and velocity divergence fields and where
φa(k, zi) ≡ Ψa(k, zi) denotes the doublet at some initial time and
when the initial fields are set to start in the growing mode we have
that φa(k, zi) = uaδ0(k) with ua = {1, 1}. The operation on the
left-hand-side of Eq. (29) means take the nth functional derivative
of the final state with respect to n initial states. The angle brackets
mean compute the expectation of the resultant expression. Lastly
the above definition for the n-point propagators can be connected
to the term Γ(n) in Eq. (28) through the expression:
Γ(n)(q1, . . . ,qt) = Γ
(n)
1c1...ct
(q1, . . . ,qn)uc1 . . . uct , (30)
where repeated indices are summed over.
As can be understood from inspection of Eq. (28) one major
advantage of the MPT expansion over the standard perturbation
theory scheme is that all of the terms in the expansion are clearly
positive. Further, as the order n is increased the contributions to the
power spectrum appear to contribute to increasingly small scales.
Hence, on large-scales, one can confidently truncate the sequence
at a finite number of ‘loops’.
5.3 MPT recipe à la MPTbreeze:
In this work we will desire to use the MPT approach to describe the
power spectrum in the weakly nonlinear regime, and in order to do
this we follow Crocce, Scoccimarro & Bernardeau (2012) and trun-
cate the propagator expansion after the first three terms in Eq. (28).
In the diagrammatic language this corresponds to renormalised ver-
sions of tree level, one and two loop corrections, respectively. Ex-
plicitly, this is:
PMPT(k, z) ≈
[
Γ(1)(k; z, zi)
]2
P0(k, zi)
+2
∫
d3q
(2pi)3
[
Γ(2)(k− q,q; z, zi)
]2
P0(|k− q|, zi)P0(q, zi)
+6
∫
d3q1
(2pi)3
∫
d3q2
(2pi)3
[
Γ(3)(k− q1 − q2,q1,q2; z, zi)
]2
×P0(|k− q1 − q2|, zi)P0(q1, zi)P0(q2, zi) , (31)
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and where the 1-, 2- and 3-point propagators are given by:
Γ(1) = D(z, zi)F
(s)
1 (q1)e
[f(|q1|)D2(z,zi)] ; (32)
Γ(2) = D2(z, zi)F
(s)
2 (q1,q2)e
[f(|q1+q2|)D2(z,zi)] ; (33)
Γ(3) = D3(z, zi)F
(s)
3 (q1,q2,q3)e
[f(|q1+q2+q3|)D2(z,zi)] (34)
where for brevity we have suppressed the arguments of the Γ(n)
functions. The symmetrised gravitational mode coupling kernels
F
(s)
n up to third order and the function f(q) are given in Ap-
pendix B.
Considering Eq. (31), the first term on the right-hand side is
directly proportional to the linear power spectrum and the square
of the 1-point propagator, which is a direct indicator of the ‘mem-
ory’ of the initial conditions on a particular scale to that same scale
at late times. The second term is the ‘one-loop’ correction, this
term can be simplified as follows: firstly, a quick inspection of the
F
(s)
2 (q1,q2) kernel indicates that it depends only on the magni-
tudes of the two vector arguments and the cosine of the angle be-
tween them. Hence, on choosing the k vector to denote the z-axis of
a spherical polar coordinate system one can immediately integrate
out the azimuthal angle. Secondly, the exponential term depends
on the sum of the two vector arguments, and by momentum con-
servation we have that the sum always results in k, hence it may be
factored out of the integrals. This leaves us with:
P
(1`)
MPT(k, z) =
4piD4(z, zi)
(2pi)3
exp
[
2f(k)D2(z, zi)
]
×
∫ ∞
0
dqq2
∫ 1
−1
dµ
[
F˜
(s)
2 (q, k, µ)
]2
P0(kψ(y, µ))P0(q) ,(35)
where
F˜
(s)
2 =
5
7
+
1
2
[
µ− y
ψ(y, µ)
] [
y
ψ(y, µ)
+
ψ(y, µ)
y
]
+
2
7
[
µ− y
ψ(y, µ)
]2
,
(36)
with ψ(y, µ) ≡ (1 + y2 − 2yµ)1/2 and y ≡ q/k. We are thus left
with an integration in 2-D which can be rapidly evaluated with a
standard Gaussian quadrature routine and we employ repeated use
of the GSL standard library routine gsl_integration_qag.
Consider the third term on the right-hand-side of Eq. (31), this
is termed the ‘two-loop’ correction and in order evaluate this we
first substitute Γ(3) in. Again, we notice that exponential term can
be extracted. Next, we follow Crocce, Scoccimarro & Bernardeau
(2012) and reduce the dimensionality of the integration by one inte-
gral through noting the following: without loss of generality we can
fix the k to lie along the z-axis. Next we can restrict q1 to lie in the
x − z plane. Finally, q2 must be unrestricted. With these choices,
the relevant vectors in spherical polar coordinates as:
k = k (0, 0, 1)
q1 = q1(sin θ1, 0, cos θ1)
q2 = q2(sinφ2 sin θ2, cosφ2 sin θ2, cos θ2).
On integrating out the redundant azimuthal angle φ1 of the q1 vec-
tor we are left with the following 5-D integral
P
(2`)
MPT(k, z) =
12piD6(z, zi)
(2pi)6
exp
[
2f(k)D2(z, zi)
]
(37)
×
∫ ∞
0
dq1q
2
1
∫ ∞
0
dq2q
2
2
∫ 1
−1
dµ1
∫ 1
−1
dµ2
∫ 2pi
0
dφ2
×
[
F
(s)
3 (k− q1 − q2,q1,q2; z)
]2
× P0(|k− q1 − q2|)P0(q1)P0(q2) , (38)
were µ1 = cos θ1 and µ2 = cos θ2. This integral can be effi-
ciently computed using Monte Carlo integration techniques and we
employ the Vegas algorithm supplied by the CUBA-4.2 package
(Hahn 2016). Note that in the numerical implementation of the in-
tegrals Eqs (35) and (38) we perform the radial integrals over the re-
stricted domain: qi ∈ [kmin, kmax] where the lower bound is fixed
at kmin = 0.001hMpc−1 and the upper limit varies according to
kmax = max [20k, 2pi].
Figure 5 shows the 2-loop calculation of the MPT power spec-
trum of Eq. (31) evaluated using the above procedure and for our
Planck-like fiducial model. The left panel shows z = 0 and the
right z = 1. The upper panel of each figure shows the absolute
power and one can see that the sum of the MPT propagators adds
signal to the spectrum at increasingly higher wavemodes. It is inter-
esting to note that at z = 0, relative to linear theory, there is a 2–3%
suppression of power on very large scales (k ∼ 0.07hMpc−1),
followed by an amplification that starts around k ∼ 0.1hMpc−1.
In addition, while the 1-point propagator shows tens of percent dif-
ference from linear theory at k ∼ 0.1hMpc−1, the sum of the 1-
and 2-point propagators gives an amplitude that is coincidentally
only different by a percent or so.
Figure 5 also compares the theoretical predictions with the
composite power spectrum blue points. The shaded blue region
shows the 1–σ error region, obtained assuming that the density field
is a Gaussian random field (c.f. Eq. (26)). The lower panels in the
figure show the ratio of the spectra with respect to the linear the-
ory. We see that the MPT calculation describes the results of the
simulation up to k . 0.15hMpc−1 with relatively good accuracy.
There are however some small but notable differences, in partic-
ular, we see that for the z = 0 data at k & 0.075hMpc−1 the
MPT predictions slightly over-predict the data by & 1%. For the
case of the z = 1 data this discrepancy is pushed to slightly higher
wavenumbers. We therefore explored whether we might correct for
this.
5.4 An ad hoc correction to MPT
We found that the MPT predictions and the data could be brought
into better agreement by introducing the following ad hoc cor-
rection. Considering again the propagator expansion of the power
spectrum Eq. (28), we note that if we were to slightly increase
the amount of decorrelation of the initial conditions with the final
conditions, then this would reduce the predictions on the relevant
scales. We find that this can most easily be achieved by recom-
puting f(q) that appears in Eq. (32) with a nonlinear matter power
spectrum model such as halofit2012, which we might call fNL
i.e. in Eq. (B9) we make the replacement P0(q)→ Phalofit(q) (see
Eq. (B10)).
Unfortunately, since the resumed 1-point propagator multi-
plies all of the higher order propagators (see Eqs (33) and (34)),
this alteration has the effect of considerably damping all of the loop
terms. We obviate this by only using fNL(q) in the computation of
the 1-point propagator:
Γ(1) = D(z, zi)F
(s)
1 (q1)e
[f(|q1|)D2(z,zi)]
=⇒ Γ(1)NL = D(z, zi)F (s)1 (q1)e[fNL(|q1|)D
2(z,zi)] (39)
and leaving Γ(2) and Γ(3) unchanged. In implementing this ap-
proach we had to pay special attention to the limits of the inte-
gral for fNL(q) since we found that the amount of damping was
sensitive to the upper limit. After some trial and error we found
that adopting the upper limit k = 1.0hMpc−1 produced accept-
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/advance-article-abstract/doi/10.1093/m
nras/stz890/5427922 by Sussex U
niversity user on 08 April 2019
able results. A higher value for this cut-off would lead to too much
damping.
In Figure 5 we indicate our correction to the MPT power
spectrum implementation by the solid yellow/gold lines. Up to
k = 0.1hMpc−1 we see that for both of the redshifts consid-
ered this recipe leads to improved predictions. We shall therefore
adopt this corrected MPT formulation as the means for generating
the nonlinear matter power spectrum on scales k . 0.1hMpc−1.
Before continuing, we also point out that our large-box simulation
has a volume of 27h−3 Gpc3, and since typical surveys cover a
smaller volume we expect that the modelling errors on these large-
scales would fall below sample variance errors.
6 COMPARISON WITH SEMI-ANALYTIC METHODS
We now compare the power spectra measured from our N -body
runs with various semi-analytic and emulator methods.
6.1 Comparison with halofit and halofit2012
The perturbative methods such as SPT and MPT are unable to de-
scribe the evolution of structure once shell-crossing takes place.
This we shall refer to as the deeply nonlinear regime. In order to
understand how structures collapse and evolve on these scales we
need to make use of fully non-perturbative schemes such as N -
body simulations and study the phenomenology of the structures
formed.
The halofit prescription for modelling the nonlinear matter
power spectrum, originally developed in Smith et al. (2003) has the
following form for the power spectrum:
Phalofit(k, z|θ) = PL(k, z|θ)G(k, z|θ) + PH(k, z|θ) (40)
where G(k, z|θ) represents the quasi-linear suppression and am-
plification of nonlinear structures that are loosely associated with
the phenomenological effects arising from a 2-halo like term and
PH(k, z|θ) is a 1-halo shot-noise like term (borrowing loosely from
the language of the halo model). Parameterised analytic forms for
these two functions were devised in Smith et al. (2003) and the
best fit parameters were established through fitting to the root mean
square difference between the model and a suite of power spectra
from N -body simulations on small scales and 1-loop SPT on large
scales. This approach was recently upgraded in the work of Taka-
hashi et al. (2012) who recalibrated the fitting parameters against a
series of improved simulations and extended the method to include
a time evolving dark energy equation of state.
Figure 6 shows the ratio of the composite power spectra de-
rived from our fiducial runs, with the updated halofit model
of Takahashi et al. (2012). In all of the panels the blue and red
points with error bars denote the composite spectrum from the sim-
ulations. The blue dashed line shows the linear theory prediction,
which is clearly a poor fit to the measured data for most of the
scales of interest. The original halofit algorithm is given by the
blue dot-dashed line. This appears to underestimate the true nonlin-
ear power on scales k > 0.2hMpc−1 at z = 0 by roughly 10%.
For k > 3hMpc−1 this discrepancy rises sharply.
On the other hand, the recalibrated halofit2012 model of
Takahashi et al. (2012) provides a good description of the data at
the 5% level on all scales. This rises slightly at k > 8hMpc−1,
however this discrepancy is likely owing to the fact that our
data approaches the Nyquist frequency of the FFT mesh at k ∼
12hMpc−1, which leads to a small increase in the power. How-
ever, it fails to capture the BAO oscillations on large scales, and
also seems to overpredict the amount of structure on quasi-linear
scales by . 5%. This is entirely consistent with the claimed accu-
racy of the fitting function.
6.2 Comparison with CosmicEMU
We now examine how the predictions from the CosmicEMU model
(Heitmann et al. 2014) compare with the estimates from our simula-
tions. We obtained the latest version of the code (Version 3), which
included updated constraints from the “Mira-Titan Universe” runs
(for details see Lawrence et al. 2017). Since the code returns P (k)
in Mpc3 and k in units of Mpc−1, we multiply the returned power
spectra by h3 and the returned wavemodes by h to obtain our stan-
dard units. In Figure 6 the results from the CosmicEMU code are
presented as the solid green lines. We see that on quasi-linear and
nonlinear scales (k > 0.1hMpc−1) the emulator does an excel-
lent job to predict the nonlinear power at high precision. At z = 0
the differences are at the level of a few percent. At z = 0.5 and 1.0
the results are in even better agreement. At z = 2 the results begin
to disagree at roughly . 5%.
On large scales, however, the model appears to be less accu-
rate. For k < 0.1hMpc−1 we find that the predictions underes-
timate the true power by between 5% and 10%. We speculate that
this owes to the fact that the CosmicEMU code does not use an ex-
ternally computed linear theory power spectrum – something that
the other methods do by design – but instead interpolates over a set
of pre-generated linear spectra (the 37+1 models used to calibrate
the fitting function) to make predictions.
6.3 Comparison with HMCode
In Figure 6 we also compare our fiducial runs with the predictions
from the HMCode of Mead et al. (2015) (denoted as the black dashed
lines in all panels). We use the latest version of CAMB to evaluate
this model for our fiducial cosmological model. As can be seen
from the figure, this semi-analytic model provides perhaps the best
description of our data overall. On large scales it exactly recovers
the linear theory. On small scales it is calibrated to the CosmicEMU
model, which as we noted above, provides a precise match to our
data on these scales. Its main shortcoming appears to be the precise
modelling of the quasi-nonlinear regime, in particular the nonlinear
processing of the baryon acoustic oscillations in the interval k ∈
[0.07hMpc−1, 0.5hMpc−1], especially for the z = 0 data.
Note that we do not consider the PkANN code of Agarwal et al.
(2014), since as discussed earlier the quite restrictive set of scales
of applicability (k < 1hMpc−1) means that this neural network
approach, whilst very promising is of limited use for the applica-
tions of interest.
Before moving on we also note that in Figure 6 as one goes to
higher redshift, a small systematic offset between the spectra from
the small- and large-scale box runs emerges. Our investigations of
the Millennium Run and Millennium-XXL simulations has shown
similar results (see Smith & Simon 2019). This led us to the con-
clusion that our simulations suffer from mass-resolution effects (for
detailed studies see Heitmann et al. 2010; Schneider et al. 2016).
Based on the difference beween the small and large-box runs at the
joining scale we therefore estimate that there will be a systematic
error in our fiducial spectra of the order ∼ 3%. This means that
some of the differences that we have noted above may be entirely
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/advance-article-abstract/doi/10.1093/m
nras/stz890/5427922 by Sussex U
niversity user on 08 April 2019
10−2 10−1 100 101
k [hMpc−1]
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
P
/P
T
ak
ah
as
h
i
z = 0.0
Linear P (k)
Halofit 2003
Halofit 2012
Cosmic EMU
HMCode
10−2 10−1 100 101
k [hMpc−1]
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
P
/P
T
ak
ah
as
h
i
z = 0.5
Linear P (k)
Halofit 2003
Halofit 2012
Cosmic EMU
HMCode
10−2 10−1 100 101
k [hMpc−1]
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
P
/P
T
ak
ah
as
h
i
z = 1.0
Linear P (k)
Halofit 2003
Halofit 2012
Cosmic EMU
HMCode
10−2 10−1 100 101
k [hMpc−1]
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
P
/P
T
ak
ah
as
h
i
z = 2.0
Linear P (k)
Halofit 2003
Halofit 2012
Cosmic EMU
HMCode
Figure 6. Evolution of the ratio of the measured nonlinear matter power spectra with the predictions from the halofit2012 model of Takahashi et al. (2012)
as a function of spatial wavenumber. The top left, top-right, bottom left, bottom right sub-figures show the spectra for z = 0, z = 0.5, z = 1.0, and z = 2.0,
respectively. In all panels, the red points with error bars show the mean and 1σ errors for the power spectra measured from the Planck-2013-like fiducial model
simulations in boxes of sideL = 500h−1Mpc. The solid blue line presents our NGenHalofit model, the dotted line shows the updated halofit2012 model
of Takahashi et al. (2012), the dot-dash line shows the original halofit model of Smith et al. (2003), and the dash line shows the linear theory.
driven by resolution effects. We also note that we investigated a
more elaborate joining scale criterion that was set by finding the
k-mode at which the size of the sample variance error-bar equalled
the error due to Poisson shot-noise. However, this did not yield bet-
ter results than the empirical joining scale that we adopted through
inspection of the power spectral ratios – one obvious problem with
this more sophisticated approach was the need to know a priori the
nonlinear power spectrum.
7 A NEW ANGLE ON SYNTHESISING NONLINEAR
POWER SPECTRA
Based on the insufficiencies of the previous methods we now de-
scribe a new approach to improving the accuracy of the current
methods for a wide range of cosmological models, but especially
in the vicinity of the peak of the posterior for the Planck data.
7.1 The NGenHalofit method
To start, we assert that on large scales k < kcut the power spectrum
can, to high accuracy, be described by a 2-loop MPT calculation
and that on smaller scales k > kcut it can be well represented by
a nonlinear fitting function (we will use the corrected MPT expres-
sions described at the end of §5). Thus our new scheme must enable
us to interpolate between these two regimes and we do this using,
PNGenHalofit(k, z|θ) = W (k|kcut)PMPT(k, z|θ)
+ [1−W (k|kcut)]Ptrue(k, z|θ) ,(41)
where Ptrue(k) is the ‘true’ nonlinear matter power spectrum given
the cosmological model and redshift, and is free from noise. For the
interpolation function we adopt a scaled error function form,
W (k|kcut) = 1
2
(
1− Erf
[
log10(k/kcut)√
2σcut
])
, (42)
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Figure 7. Transition functions as a function of wavenumber. Left panel: variation of transition functions W and 1 − W with the choice of the cut-scale
parameter kcut centred on our fiducial choice. Right panel: same as right panel, but this time showing variation with respect to the width parameter σcut. In
both panels, the solid lines denote W and the dotted ones give 1−W .
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Figure 8. Transition functions as a function of wavenumber. Left panel: variation of transition functions W and 1 − W with the choice of the cut-scale
parameter kcut centred on our fiducial choice. Right panel: same as right panel, but this time showing variation with respect to the width parameter σcut. In
both panels, the solid lines denote W and the dotted ones give 1−W .
where kcut controls the scale at which the filter W (k|kcut) acts
as a low-pass filter and 1 − W (k|kcut) acts as a high-pass filter.
The strength of the transition is controlled by the parameter σcut.
Figure 7 shows how the transition functions W and 1−W behave
for various choices for kcut and σcut. After experimenting with
various values we found kcut = 0.07hMpc−1 and σcut = 0.05
gave the desired transition scale and speed.
In order to proceed further all we need is the true nonlinear
model power spectrum! Unfortunately we do not have access to
this, however what we do have access to is discrete realisations
of this under the assumption that the simulations provide a proxy
for the “truth”. We also have analytic models that are accurate to
< 10%. Let us denote these as Pmodel(k). One can thus rewrite
our desired true spectrum as:
Ptrue(k, z|θ) = Pmodel(k, z|θ) Ptrue(k, z|θ)
Pmodel(k, z|θ)
= Pmodel(k, z|θ)y(k, z|θ) , (43)
where we have defined a function y(k, z|θ) that characterises the
deviations from the known analytic model and |y−1| < 0.1. Let us
next perform a Taylor expansion of the deviation function y(k, z|θ)
with respect to the cosmological parameters θ, about some fiducial
model θ0, whereupon
Ptrue(k, z|θ)
Pmodel(k, z|θ) = y(k, z|θ0) +
∑
i
∂y(k, z|θ0)
∂θi
∣∣∣∣
θ0
∆θi
+
1
2
∑
ij
∂2y(k, z|θ0)
∂θi∂θj
∣∣∣∣
θ0
∆θi∆θj + . . . . (44)
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If we now factor out the first term from the square brackets on the
right-hand-side, then we see that the true power spectrum can be
written as:
Ptrue(k, z|θ)
Pmodel(k, z|θ) = y(k, z|θ0)
[
1 +
∑
i
R(1)i (k, z|θ0)∆θi
+
1
2
∑
i,j
R(2)ij (k, z|θ0)∆θi∆θj + . . .
]
(45)
where we have defined the 1st and 2nd order, power spectral ratio,
logarithmic derivative functions as:
R(1)i (k, z|θ) ≡
∂ log y(k, z|θ)
∂θi
; (46)
R(2)ij (k, z|θ) ≡
1
y(k, z|θ)
∂2y(k, z|θ)
∂θi∂θj
. (47)
Finally, if we back substitute for y(k, z|θ0) in the above expression,
then on keeping all terms up to quadratic order we arrive at the
approximate formula:
Ptrue(k, z|θ)
Pmodel(k, z|θ) ≈
Ptrue(k, z|θ0)
Pmodel(k, z|θ0)
[
1 +
∑
i
R(1)i (k, z|θ0)∆θi
+
1
2
∑
i,j
R(2)ij (k, z|θ0)∆θi∆θj
]
. (48)
Several points are worth noting: first, if we are exactly evaluating
the fiducial model, then ∆θi = 0 and the bracketed terms van-
ish, leaving only y(k, z|θ0) to recalibrate the Pmodel. This can be
obtained directly from a set of simulations of the same cosmolog-
ical model as the fiducial point. Second, the more accurately our
assumed model describes the simulated data, the more rapidly our
series of derivative functions will converge to zero, i.e. R(1) → 0
and R(2) → 0. Third, if |R(1)| < 0.1 then a 10% calibration
would produce power spectrum predictions that are . 1% accu-
rate for parameter differences |∆θ| = √θ21 + · · ·+ θ2N < 0.1.
Fourth, in this work we assume that Ptrue can be obtained from
N -body simulations and on large scales MPT. In the future, it is
hoped that if and when new improved analytic models and simula-
tions are available, these ingredients should be easy to interchange,
thus providing a rapid upgrade path for this approach.
One can implement this method at several levels. The zeroth
order implementation would simply be to drop all of the response
functions and so recalibrate our model at the fiducial point. The
1st order implementation would be to includeR(1). To do this one
needs to generate the vector of first order partial derivatives of the
simulated power spectrum with respect to each of the cosmological
parameters at the fiducial point. The 2nd order would be to build
the Hessian of the power spectrum with respect to the parameters.
In this work we will aim to achieve the 1st order correction, but
also a hybrid between 1st and 2nd order corrections, since we can
populate the diagonal entry of the Hessian using our current data.
7.2 Practical issues
In what follows we shall take Pmodel → PHalofit as the ap-
proximate model, using the recalibrated model of Takahashi et al.
(2012). The recalibration of the approximate model and the nonlin-
ear response functions can be computed from a small set ofN -body
simulations, which we will describe in the following section. How-
ever, before we do this there are a few obstacles to overcome in
order for the above approach to be practicable.
• Parameter space coverage: One of the above virtues, can also
prove to be a drawback to this approach: if one considers large devi-
ations from the fiducial point θ0, such that ∆θi & 1, then the Taylor
expansion will break down. Hence, if one desires to perform cos-
mological parameter estimation using an uninformative prior, then
the accuracy of the theoretical model will vary across the param-
eter space. This gives rise to the pitfall: a blind application of this
method may lead to artificially good constraints on the posterior in
the regions around the fiducial model where the model is good (see
for example the discussion in Marian et al. 2018, in prep. for more
details about this effect). We overcome this by making the follow-
ing modification to the procedure: we replace the second term in
the bracket on the right-hand-side of Eq. (48) with:∑
i
R(1)i (k, z|θ0)∆θi →WSTH(θ)
∑
i
R(1)i (k, z|θ0)∆θi ,
(49)
where
WSTH(θ|θcut,σθcut) ≡
Npar∏
j=1
WSTH(∆θj |θcut,j , σθcut,j) (50)
and where Npar is the number of cosmological parameters and the
function WSTH(∆θj |θcut,j , σθcut,j) behaves as a smoothed top-hat
function centred on the fiducial parameter choice. A similar tran-
sition function multiplies the term involvingR(2)i . In what follows
we use the form:
WSTH(θ) = −1
2
{
Erf
[
θ − θcut√
2σθcut
]
+ Erf
[−θ − θcut√
2σθcut
]}
.(51)
For models with |∆θ| > θcut, this procedure will guarantee a
smooth transition (modulated by σθcut) to the original theoretical
model Pmodel(k, a|θ), but recalibrated at the fiducial point θ0. It
therefore will enable Pmodel(k, a|θ) to cover the full parameter
space beyond where the Taylor expansion breaks down. Within the
vicinity of the fiducial model the theory will become significantly
more accurate.
Figure 8 demonstrates how the smoothed top-hat function be-
haves for an arbitrary parameter for various choices of θcut and
σθcut. We discuss how we choose the values of θcut in §9.2.
• Smooth functions: As written in Eq. (48), one needs to possess
a smooth analytic model for the function Ptrue(k, z|θ0) – i.e. the
true nonlinear power spectrum at the Fiducial point in our param-
eter space. Secondly, one also needs the same thing for the re-
sponse functions R(1)i (k, z|θ0) – where one function obtains for
every cosmological parameter that we consider – and similarly for
R(2)i (k, z|θ0), but this time giving N(N + 1)/2 functions.
Considering Ptrue(k, z|θ0), let us assume that an accurateN -
body simulation can measure this function over a set of scales
(kmin < k < kmax) and over a range of expansion factors
(amin < a < amax), but that we only have this information at
a discrete set of lattice points:
Ptrue =
 Ptrue(aM , k1) . . . Ptrue(aM , kN )... ... ...
Ptrue(a1, k1) . . . Ptrue(a1, kN )
 , (52)
where we have suppressed the dependence on the cosmological pa-
rameters θ0. At this point one might consider using a bicubic in-
terpolation scheme between the lattice points. However, there is a
small degree of ambiguity as to how one should do this since the
growth between two timesteps is not linear – for instance on large
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scales we know that P ∝ D2(a). One way to obviate such prob-
lems is to rescale the elements of the above matrix by the factor
Pmodel(k, z|θ0):
Y =
 y(aN , k1) . . . y(aM , kN )... ... ...
y(a1, k1) . . . y(a1, kN )
 . (53)
This ratio has the useful property that for spatial- and time-scales
k ∈ {(a1, k1), . . . , (al, ki)} that are large enough and early
enough for linear theory to be accurate, Yij → 1. Nevertheless,
provided the model is good, the y(ai, kj) ≈ 1 + , where we will
assume  . 0.1. In the absence of errors in the determination of
the y(ai, kj), one would then simply compute a bi-cubic spline in-
terpolation of the data to obtain the model for y(a, k).
• Noisy data: Our next concern is that the elements of the ma-
trix Y have errors associated with them, since we do not obtain the
true y(ai, kj) directly, but only an estimate yˆ(ai, kj) from an en-
semble of simulations. The errors on large scales are dominated by
cosmic variance and those on small scales by shot-noise. We may
account for this by using ‘Basis splines’ or ‘B-spline’ functions.
These differ from interpolating splines in that the resulting curve is
not required to pass through each data point. Instead, one constructs
a sequence of cubic polynomials that are piece-wise connected to-
gether at a set of carefully chosen node points, where the piece-wise
polynomials are connected at the node points in such a way that the
resultant function is continuous at the nodes. The free parameters
that govern each piece-wise polynomial between two nodes are ob-
tained in such a way to reproduce the data in a least squares sense
– hence this is also called a smoothing spline (for a detailed dis-
cussion of B-splines see de Boor 1978). In the NGenHalofit code
we use the routines provided in the GSL libraries 2, in particular
gsl_bspline_?.
Owing to our desire to accurately capture the baryon acous-
tic oscillation features, we perform two separate B-spline fits to the
data. The first was for the spectra over scales 0.05hMpc−1 <
k < 0.4hMpc−1, with NCOEFFS = 20 and therefore giving
NBREAK = NCOEFFS− 2 = 18 logarithmically spaced spectra
node points. This had the desired flexibility to capture rapid fea-
tures, whilst still being coarse enough to filter out noise. The
second B-spline was for the data over scales 0.4hMpc−1 <
k < 10hMpc−1, with NCOEFFS = 10 and therefore giving
NBREAK = NCOEFFS− 2 = 8 logarithmically spaced spectra node
points. The B-spline approach required us to specify the variance of
the data points and for the small-box fiducial runs we used the er-
rors from the ensemble, whereas for the large-box run we assumed
these to follow the Gaussian error model of Eq. (26).
Owing to the fact that we are not aware of a publicly available
bicubic B-spline routine, we overcome this problem by making use
of the B-spline functions to model each row of the matrix Y. We
then recompute the values y(ai, kj) → yB−spline(ai, ki) and so
form the matrix: Y→ YB−spline. For this smoothed matrix we are
now able to use a bi-cubic spline routine to interpolate between the
elements of the (ai, kj) matrix. We use the bi-cubic spline routine
as implemented in the GSL libraries as routines gsl_spline2d_?.
Finally, the approach described above for modelling y(a, k)
can be implemented identically for the functionsR(1)i (k, z|θ0) and
R(2)i (k, z|θ0) etc, only one needs to generate arrays of such spline
functions.
2 www.gnu.orgsoftwaregslmanualhtml_nodeBasis-Splines.html
7.3 The new model compared to the fiducial data
Figure 9 is similar to Fig. 6 and shows the evolution of the ratio
of the nonlinear matter power spectrum with respect to the updated
halofit2012 model developed by Takahashi et al. (2012). How-
ever, in this version of the figure we now compare the measured
results with the predictions from our new NGenHalofit code. We
see that the data and model predictions are in excellent agreement
to high precision on all scales. This good agreement is not sur-
prising, since our zeroth order correction to halofit2012, is to
renormalise to match our fiducial simulations through the factor
y(k, z|θ0).
There are however, two key points to note: first, the solid lines
in the figure have been evaluated for an arbitrary set of k-modes,
meaning that our interpolation scheme is working correctly. Sec-
ond, one can see that the smoothing spline reproduces most of
the features in the data, especially the nonlinear processing of the
baryon acoustic oscillations. On the other hand, it has enough re-
strictions that it is not reproducing all of the noise fluctuations seen
in the figure, especially around the joining scale between the spec-
tra from the large- and small-box runs.
8 COSMOLOGY DEPENDENCE
In this section we examine the cosmological dependence of the
nonlinear matter power spectra as a function of scale.
8.1 Spectral corrections
For some of our smaller box runs we found that there were some
small ∼ 1% deviations from linear theory on very large-scales. In
Appendix A we performed an investigation to understand the origin
of this error. In turned out to be due to two effects.
First, the code Gadget-3 does not dump snapshots exactly
at the listed outputs. There can be small but significant deviations
from the requested expansion factor – even for the case of the
same cosmological model simulated with different initial condi-
tions. Owing to that, we evolved all of the snapshots to exactly the
same set of expansion factors. This was done by assigning a ref-
erence list of snapshot expansion factors, and for this we used the
fiducial run1 small box set. For each simulation we then computed
the linear growth factor to the exact output redshift of the snap-
shot and also the growth factor to the desired reference expansion
factor. The corrected spectrum can then be obtained through linear
extrapolation:
P
(1)
Sim(k, a∗) =
D2(a∗)
D2(asim)
P
(0)
Sim(k, asim) , (54)
where a∗ and asim are the desired reference and actual simulated
expansion factors, respectively. Note that here we are assuming that
the nonlinear spectrum does not evolve appreciably between asim
and a∗. This is reasonable, since we are considering deviations of
the order . 1% between asim and a∗.
Second, as the Appendix A shows, if one explores how the
power spectral modes with k < 0.04hMpc−1 evolve compared to
linear theory, then in most cases the results are . 0.6% agreement.
However, for some cases, the differences could be as high as 1.5%
(in the appendix we speculate about the cause of this effect). We
deal with this by applying a small correction to all of our variation
spectra to guarantee that the large-scale modes k < 0.03hMpc−1
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Figure 9. Evolution of the ratio of the measured nonlinear matter power spectra with the predictions from the halofit2012 model of Takahashi et al. (2012)
as a function of spatial wavenumber. The top left, top-right, bottom left, bottom right sub-figures show the spectra for z = 0, z = 0.5, z = 1.0, and z = 2.0,
respectively. In all panels, the red points with error bars show the mean and 1σ errors for the power spectra measured from the Planck-2013-like fiducial model
simulations in boxes of sideL = 500h−1Mpc. The solid blue line presents our NGenHalofit model, the dotted line shows the updated halofit2012 model
of Takahashi et al. (2012), the dot-dash line shows the original halofit model of Smith et al. (2003), and the dash line shows the linear theory.
match linear theory exactly. We estimate the correction through ref-
erence to the ratio of the variation to the fiducial model, through:
C(θ, a) =
1
N<
N<∑
i
[PLin(ki, a|θ)/PLin(ki, a|θ0)]
[P
(1)
Sim(ki, a|θ)/P (1)Sim(ki, a|θ0]
. (55)
where N< are all the modes less than k = 0.03hMpc−1. Thus
our second correction can be written:
P
(2)
Sim(k, a|θ) = C(θ, a)P (1)Sim(k, a|θ) , (56)
Clearly, this correction can only affect the runs with θ 6= θ0, since
for the fiducial runs C(θ0, a) ≡ 1. No such correction is applied to
the fiducial runs. On large-scales this is of no consequence, since
we make use of the large-box run, for which the large-scale power
very accurately reproduces linear theory. However, on small scales,
where the small boxes are used, this may lead to a small (. 0.5%)
discontinuity between the large- and small-box solutions at the
joining scale (The z = 2 panel of Fig. 9 shows some evidence
of this).
8.2 Power spectral ratios
In Figure 10 we show the ratios of the measured nonlinear power
spectra for the variations in the cosmological models described in
Table 1 with the fiducial power spectrum, as a function of scale and
for several epochs. While the absolute value of the power for any
given simulation is very noisy on large-scales, owing to the fact
that we have used the same phase realisation, the ratio with respect
to the corresponding fiducial run cancels out most of the cosmic
variance on large-scales, leaving a relatively noiseless quantity3.
Thus, after implementing the corrections described above, we see
that in all of the panels the large-scale ratios accurately match lin-
ear theory predictions. Whilst the calibrations were made for scales
k < 0.03hMpc−1 we clearly see good agreement with the lin-
ear theory ratios up to scales of the order k ∼ 0.1hMpc−1. On
3 See Smith, Scoccimarro & Sheth (2007) where this technique was ap-
plied to reduce cosmic variance errors in halo clustering.
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Figure 10. Dependence of the power spectrum on variations in the cosmological parameters. All plots show the ratio of the variational models with respect to
the fiducial model. Each panel shows the variations for a single parameter as a function of scale. The red and blue points show positive and negative variations,
respectively and the point size increases with decreasing redshift, with z ∈ {2, 1, 0.5, 0.0}. The dashed lines show the results for linear theory.
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smaller scales, nonlinear evolution drives the measured ratios away
from the linear theory prediction.
For the case of the dark energy variations we see that modi-
fications to w(a) primarily affect the linear growth rate on large-
scales. However, as we see they also lead to increased/decreased
nonlinear power asw(a) becomes more/less negative (see also Lin-
der & Jenkins 2003). Considering the case of a running power
spectral index, we see that for α positive/negative the power is
boosted/suppressed on all scales compared to the fiducial model,
with the exception of the pivot scale of the primordial power spec-
trum. For a variation α = ±0.01 the nonlinear power can be
boosted by several percent, with the correction increasing with in-
creasing redshift.
It is interesting to note that the linear theory ratios reach
deeper into the nonlinear regime than the absolute value of the lin-
ear theory – compare with Fig. 9, where 2-3% departures on scales
of k ∼ 0.05hMpc−1 are already present for the absolute value.
In the plots we also show how well the halofit2012 mode
does at matching the cosmological dependence of the suite of Däm-
merung runs (depicted as the thin solid and dashed green lines in
the panels). For the parameters {w0, wa,Ωm,Ωch2, As} the model
does excellently, with deviations being less than a few percent.
However, for the parameters {Ωbh2, ns, α}, the prescription does
less well with errors being of 5% or more, with the case of the
running of the primordial power spectrum being especially bad.
8.3 Derivatives with respect to cosmology
We next turn our attention to the derivatives of the power spectra
with respect to the parameter variations. We construct the nonlinear
derivatives at the fiducial point θ0 in parameter space using the
double sided derivative technique from Smith et al. (2014), and for
a given cosmological parameter variation this means (suppressing
the k and a dependence):
∂̂P (θ)
∂θi
≈ P̂ (θ0,i + ∆θi)− P̂ (θ0,i −∆θi)
2∆θi
+O(∆θ2i ) , (57)
where the estimate of the logarithmic derivative is given by:
̂∂ logP (θ)
∂θi
=
1
P̂ (θ0)
∂̂P (θ)
∂θi
(58)
Note that for the same set of simulations we can also construct the
second order derivative:
̂∂2P (θ)
∂θ2i
≈ P̂ (θ0,i + ∆θi) + P̂ (θ0,i −∆θi)− 2P̂ (θ0,i)
(∆θi)2
+O(∆θ2i ) , (59)
Unfortunately, we do not have enough simulations to fully popu-
late the Hessian matrix ∂2P (θi)/∂θi∂θj (see §10 for how one can
obtain this).
Figure 11 shows the logarithmic derivatives for the 8 cosmo-
logical parameter variations listed in Table 1. The blue points de-
note the measurements at a set of redshifts, with the point size de-
creasing with increasing redshift. In the each panel we also show
the predictions from the linear theory as the red dashed lines and
also the predictions from halofit2012 as the green solid lines.
We see that on large scales the measured logarithmic derivatives
exactly agree with both the linear and nonlinear predictions. This
is not too surprising, owing to corrections we have implemented
(see §8.1). However, as pointed out in the previous section, while
our corrections were made using modes with k < 0.3hMpc−1,
we see that the agreement between linear theory and the measure-
ments remains very good all the way up to k ∼ 0.1hMpc−1. On
smaller scales, there are significant deviations.
We also show the predictions for the 2-loop MPT theory cal-
culation evaluated up to k = 0.15hMpc−1 as the solid magenta
line. We see that the MPT model accurately describes the first or-
der derivatives on these scales. Note that we pushed the calculation
to k = 0.3hMpc−1 and found strong deviations from the mea-
sured results, leading us to believe that the 2-loop answer should
be used with care for k > 0.15hMpc−1. In our current approach
we transition between MPT and our corrected model on scales
k ∼ 0.07hMpc−1. Nevertheless, one can see that the 2-loop cal-
culation is more accurate than using linear theory, in particular for
capturing the cosmology dependence of the nonlinear processing
of the BAO features.
We also show the predictions for halofit2012 as the green
solid lines. Whilst on the whole it provides a much better descrip-
tion of the measured derivatives, there are some noticeable de-
viations, and in particular for the parameters {Ωbh2, ns, α}, the
model is quite poor.
8.4 Modelling the scaled 1st order and 2nd order derivatives
In Figures 12 and 13 we show the first and second order
derivative of the power spectra scaled by the predictions from
halofit2012 with respect to the cosmological parameters, re-
spectively. If halofit2012 provided a perfect description of the
nonlinear evolution, then all of the scaled derivatives would be
zero. We see that on large scales (k . 0.02hMpc−1), indeed
the measured derivatives all converge to this value or scatter about
it. For the cases of the parameters {w0, wa,ΩDE, ns, As} and for
k < 10.0hMpc−1 we haveR(1)i = d log y/dθi < 0.2. This sug-
gests that halofit2012 provides a very good description of the
cosmology dependence of the nonlinear power spectrum with re-
spect to these parameters.
On the other hand, for the parameters {Ωch2,Ωbh2, α} we
see that the scaled derivatives have values . 4 for the scales that
we probe. One can also see in Fig. 13 that the scaled 2nd order
derivatives for these parameters also have large values. This implies
that halofit2012 does not describe the cosmological dependence
of the nonlinear power spectrum for these parameters very well.
However, we note that, for example, a 10% variation in Ωch2 away
from the fiducial value would imply at most a .40% error in the
halofit prediction. Thus if we can calibrate the derivatives then
we should produce a method that is significantly more accurate.
Following the approach described in §7.2 we have modelled
the measured scaled derivatives using the B-spline approach. The
results of this for each parameter are presented in Figures 12 and
13 as the solid magenta lines. Clearly, this smoothed spline func-
tion approach captures the trends seen in the data. These functions
provide us with the smoothR(1)i (k, z|θ0) andR(2)ii (k, z|θ0) com-
ponents for Eq. (48) on quasi-linear and nonlinear scales. We re-
mind the reader that on large scales the nonlinear predictions are
exactly those of the MPT theory.
9 COSMOLOGY DEPENDENCE OF THE NEW MODEL
9.1 Comparison with variational runs
We now turn to the cosmology dependence of NGenHalofit. Fig-
ure 14 shows again the ratio of the variational runs with respect to
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Figure 11. Logarithmic derivative of the nonlinear matter power spectrum with respect 8 cosmological parameters considered in this paper as a function of
scale. The blue points show the results from the Dämmerung simulations. The dashed lines show the results for linear theory and the solid green lines show
the prediction from the updated version of halofit2012 from Takahashi et al. (2012). The point size and line thickness increases with decreasing redshift,
with z ∈ {2, 1, 0.5, 0.0}.
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Figure 12. Similar to Fig. 11, except this time the matter power spectra have been rescaled by the predictions from the halofit2012 model before computing
the derivative with respect to the cosmological parameters. The magenta solid lines denote the result of applying a smoothing spline function to the measured
scaled derivatives. Once again, increasing line thickness and point size corresponds to decreasing redshift with z ∈ {2, 1, 0.5, 0.0}.
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Figure 13. Same as Fig. 12, except here we show the 2nd order derivatives of the power spectra scaled by the halofit2012 predictions with respect to the
cosmological parameters.
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the power spectra from run 1 of the fiducial model. However, this
time we show the ability of NGenHalofit to predict the 16 ratios
for the 8 parameters – this is shown as the set of solid black lines
in each panel.
At first this may not sound like a very stringent test, since we
used the variational results to construct the derivatives. However,
there is no guarantee that this would enable each of the extreme
variations to be accurately predicted, since we are not interpolating.
For the case of the parameters {w0,ΩDE,Ωch2, ns, As} the fits
are virtually perfect. For the remaining parameters one can see that
there are some small deviations between the model and the data.
This stems from the fact that the linear response appears not to
be sufficient to fully capture the variations in these cosmological
models and one would need to add in the second order response
function to improve this.
Nevertheless, on comparing these results with the predic-
tions from halofit2012, we see that in all cases the predictions
from NGenHalofit are better. In particular, for the running of
the primordial spectral index, the new approach has significantly
improved the predictions and appears to be highly accurate for
k < 3hMpc−1.
Before moving on, although the ratio of the variation runs with
respect to the fiducial model appear to be not too badly described
by halofit2012, we point out that the ratio is insensitive to overall
calibration errors, since:
Ptrue(k, a|θ)
Ptrue(k, a|θ0) = 1 +
∑
i
R(1)i (k, z|θ0)∆θi
+
1
2
∑
i,j
R(2)ij (k, z|θ0)∆θi∆θj + . . . (60)
The combination of our exact 2-loop MPT modelling on large
scales (k < 0.07hMpc−1), our precise modelling of the absolute
value of the fiducial power spectra, as demonstrated in Fig. 9, and
our again high precision modelling of R(1)i and R(2)ii as demon-
strated in Fig. 14 mean that NGenHalofit provides, overall a very
accurate description of the power spectra from the Dämmerung run
N -body data.
9.2 Estimate of overall precision and accuracy
We now turn to the question of estimating the overall accuracy of
the Taylor expansion approach. To do this recall Eq. (48), from this
we see that we need both:
1 >
∑
i
R(1)i (k, z|θ0)∆θi >
1
2
∑
i,j
R(2)ij (k, z|θ0)∆θi∆θj .
(61)
Let us focus on this relation for a single parameter, with all other
parameters held fixed at their fiducial values. Since we are only
including the diagonal terms of the Hessian one way to guarantee
that the linear order expansion is reasonably accurate would be to
require that the second order corrections are a small fraction com-
pared to unity, i.e., for the ith parameter, for second order correc-
tions to remain . 3% we would require:
0.03 . 1
2
R(2)ii (k, z|θ0)(∆θi)2 (62)
and this would imply that we should take steps in the parameter
space away from the fiducial that are given by the inequality:
=⇒ ∆θi . 0.1
√
6
R(2)ii (k, z|θ0)
. (63)
Since we do actually include the second order corrections (at least
for variation of a single parameter), this should provide us with a
conservative estimate of the precision for a single parameter. On
the other hand, since we do not have access to the full matrixR(2)ij ,
it is the case that anything else may be viewed circumspectly. We
adopt the value of 3% for the second order correction, since in a re-
cent study by Schneider et al. (2016) the systematic error between
various N -body codes on small scales was shown to be of this or-
der. Establishing which of the various N -body codes is of higher
accuracy will be a task for future work.
In figure 15 we show the value of ∆θi that obtains from eval-
uating Eq. (63) and we scale this measured value in units of the
parameter step sizes used in the Dämmerung runs. The results are
shown as a function of wavenumber and for two redshifts. The plot
clearly shows that for all of the parameters considered a step size
of |∆θ| . 2 |∆θsim| would guarantee that the second order correc-
tions would be below the required value (indicated as the dashed
blue line in each panel). The only exception is the case ofw0, which
appears to require the more restricted range of |∆θ| . 0.5 |∆θsim|.
This leads us to estimate that NGenHalofit should be precise
to better than 3% in the cubical region of parameter space given by
the range of values: w0 ∈ {−1.05,−0.95}, wa ∈ {−0.4, 0.4},
Ωm,0 ∈ {0.21, 0.4}, ωc ∈ {0.1, 0.13}, ωb ∈ {2.0, 2.4}, ns ∈
{0.85, 1.05},As ∈ {1.72×10−9, 2.58×10−9},α ∈ {−0.2, 0.2}.
When the model under investigation is outside of this region the
code predictions smoothly revert back to halofit2012 and so the
nominal values for that code apply. Note that we also set the tran-
sition speed to be,
σθcut,i(k, z) = 0.05 [θcut,i(k, z)− θ0,i] . (64)
10 CONCLUSIONS & DISCUSSION
In this paper we have generated a suite of 27 high-resolution, N -
body simulations – the Dämmerung runs. These runs have enabled
us to explore the nonlinear evolution of the matter power spectrum
in the wCDM framework – that is a cosmological model with a
time evolving dark energy equation of state. We chose as our fidu-
cial model the best fit parameters from the (Planck Collaboration
et al. 2014) data – this we covered with 11 simulations, 10 of which
were of comparable resolution to the Millennium Run1 simulation
of Springel et al. (2005). The remaining 16 runs modelled the vari-
ations in 8 cosmological parameters. We have also performed the
first detailed study of the effects of a running primordial power
spectral index α = dn/d log k on the nonlinear matter power spec-
trum. Our simulations were described in §3 and §4.
In §5 and §6 we compared our measured nonlinear power
spectra from the fiducial runs with various analytic and semi-
analytic methods. We first explored the ability of MPT theory at
the 2-loop level to describe our data. We found that the model re-
produced the data to percent accuracy up to k < 0.15hMpc−1 at
z = 0. On scales smaller than this, it deviated strongly from the
data. We compared our fiducial results with the upgraded halofit
model of Takahashi et al. (2012), the EMU code of Heitmann et al.
(2014) and the HMCode of Mead et al. (2015). We found that all
of these methods described the data on small scales to a preci-
sion of 5% – with the EMU code providing the best description
on small scales. However, somewhat surprisingly, this code was
not able to accurately capture the input large-scale power spec-
trum, being in error at the level of ∼ 10% on scales of the order
k ∼ 0.01hMpc−1. Considering all scales, we found that HMCode
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Figure 14. Dependence of the power spectrum on variations in the cosmological parameters. All plots show the ratio of the variational models with respect to
the fiducial model. Each panel shows the variations for a single parameter as a function of scale. The red and blue points show positive and negative variations,
respectively and the point size increases with decreasing redshift, with z ∈ {2, 1, 0.5, 0.0}. The dashed lines show the results for linear theory.
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Figure 15. Cosmological parameter step-size below which the Taylor expansion approach is precise to 3%. ∆θ is estimated from the simulations using Eq. (63)
and we scale it in units of the variation step-sizes used in the Dämmerung runs, and we show this as a function of wavenumber and redshift. The 8 panels show
results for each of the cosmological parameter variations simulated. The large red points show results for z = 0 and the small green points show results for
z = 0.5. In panels 2–7, the blue dashed lines indicate the line |∆θ| . 2 |∆θsim|, and in panel 1 the line represents |∆θ| . 0.5 |∆θsim|.
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best described our data overall, but it failed to accurately capture
the nonlinear processing of the acoustic oscillations.
In §7 we showed how one could use a suite of simulations
to recalibrate a nonlinear power spectrum model to accurately de-
scribe the 8-parameter cosmological model that we have examined.
The explicit case that we have developed utilises halofit2012 as
the underlying base mode, and therefore we dubbed our new im-
proved model NGenHalofit. We also showed that this approach
could work to high precision (<1%) for the case of the fiducial
model for a range of redshifts and for scales k < 10hMpc−1.
In §8 we measured the ratio and logarithmic derivatives of
the nonlinear power spectrum with respect to the cosmological pa-
rameters. We showed that halofit2012 captured well the depen-
dence on parameters {w0, wa,ΩDE, ns, As}. However, in general,
it showed variation of the order several percent. For the parameters
{Ωch2,Ωbh2, αs} it provided a poor description. We also mea-
sured a scaled logarithmic derivative and also the diagonal terms
entering the Hessian. This enabled us to build the cosmology de-
pendent corrections for the NGenHalofit model.
We are also interested in constraining variations in the running
of the primordial power spectral index α from future large-scale
structure measurements, since placing constraints on this may help
constrain inflationary models (Vieira, Byrnes & Lewis 2017). Cur-
rently, the only models to do that is the Halofit2012 method. We
demonstrated that this model was unable to describe such variations
accurately, but that our updated approach enables significantly im-
proved modelling of the impact of spectral running.
Finally, in §8 we used NGenHalofit to predict all of the mea-
sured nonlinear spectra ratios. We found that our new approach was
able to capture the dependence of the spectrum on cosmology at a
level of the order 1% precision.
Future work: The fact that R(1)i (k, a) . 4 for the pa-
rameters {Ωch2,Ωbh2, α} suggests that the underlying model
halofit2012 did not describe the variations in these parameters
as well as the other parameters. One obvious way to improve this
implementation would be to include the off-diagonal components
of the Hessian matrix. In order to compute these terms one needs
to construct the following quantity:
̂∂2P (θ)
∂θi∂θj
≈ 1
2∆θi∆θj
[
P̂+i,+j + P̂−i,−j − 2P̂0,0
−
(
P̂+i,0 + P̂−i,0 − 2P̂0,0
)
−
(
P̂0,+j + P̂0,−j − 2P̂0,0
)]
+O(∆θi∆θj) , (65)
where (i 6= j) and where we have introduced the notation:
P̂+i,+j ≡ P̂ (θ0,1, . . . , θ0,i + ∆θi, . . . , θ0,j + ∆θj , . . . , θ0,N )
P̂+i,−j ≡ P̂ (θ0,1, . . . , θ0,i + ∆θi, . . . , θ0,j −∆θj , . . . , θ0,N )
P̂+i,0 ≡ P̂ (θ0,1, . . . , θ0,i + ∆θi, . . . , θ0,j , . . . , θ0,N )
P̂0,+j ≡ P̂ (θ0,1, . . . , θ0,i, . . . , θ0,j + ∆θj , . . . , θ0,N )
P̂0,0 ≡ P̂ (θ0,1, . . . , θ0,i, . . . , θ0,j , . . . , θ0,N )
etc. and where the fiducial point in our N -dimensional parameter
space is θ0 = {θ0,1, . . . , θ0,N}. Thus in order to obtain the power
spectrum Hessian with respect to the cosmological parameters, we
would need to run an additional two simulations for every element
of the matrix in the upper half matrix. That is for N cosmological
parameters we would need to computeN(N−1)/2 elements of the
Hessian, each requiring an extra 2 simulations. For the 8 parameters
that we are simulating that would mean an extra 8(8− 1)/2× 2 =
56 simulations. If we limit this to the terms that depend on the
3 parameters that we have identified then a good approximation
would be to add 3(3 − 1)/2 × 2 = 6 runs, and set all other off-
diagonal elements to zero. We will explore this in future work.
Another interesting avenue would be to increase parameter
space coverage by stitching together Taylor expansion at various
points in parameter space. This approach may have advantages over
the alternate approach of building emulators using Latin hyper-
cube sampling of parameter space, since if the validity of the Tay-
lor expansions encompasses a larger range of parameter space at a
given accuracy with fewer simulations than the emulator, then one
may need fewer simulations overall to construct solutions over the
entirety of the parameter space. We expect that this will be impor-
tant for future Dark Energy missions like DESI, 4MOST, Euclid,
LSST, and WFIRST. We shall leave further discussion of this topic
for future work.
Finally, we recognise that in this work we have made no at-
tempt to account for the impact of nonlinear late-time baryonic
physics effects on the evolution of matter perturbations. A number
of works have established, through theoretical analysis and detailed
hydrodynamic simulations, various results (Zhan & Knox 2004;
Jing et al. 2006; Somogyi & Smith 2010; van Daalen et al. 2011;
Schneider et al. 2018). In most cases the inclusion of hot baryons
can lead to a supression of the power by ∼10%. However, the pre-
cise value depends explicitly on the details of the feedback model,
resolution of the simulations, the method for simulating the gas
physics, and the physics treated. For instance the work of (Jing et al.
2006), besides showing a supression, showed that if radiative heat-
ing/cooling effects are turned-off, the matter power spectrum will
in fact be enhanced on smaller scales. Similar results were noted in
the work of van Daalen et al. (2011) and Semboloni et al. (2011),
where gas cooling led to a boost in clustering on small scales. Ow-
ing to the fact that this is a very complex problem to disentangle, we
shall defer a detailed examination of this area for future works, but
note that in the meant time, one may follow the phenomenological
approach that was advocated by Semboloni et al. (2011) to build
a parameterised baryonic physics template whose physical effects
can be marginalised over. We also note that we have neglected to
take account the effects of massive neutrinos. We expect that this
will also require careful corrections, but note that the work of Bird,
Viel & Haehnelt (2012) should still be a viable extension to our
model.
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APPENDIX A: LINEAR GROWTH OF DENSITY MODES
A1 4th order Runge-Kutta solution to linear growth equations
Following §3.3, we now describe how to solve Eq. (14) for the evolution of the linear growth factor. To begin, we introduce a new variable
s = D′(a). One can now rewrite this second order ODE as a pair of coupled, linear, first order, ordinary differential equations:
D′(a) = s(a) ; (A1)
s′(a) = −Γ1(a)s(a)− Γ2(a)D(a) . (A2)
This system is evolved from the initial values D(ai) = ai and s(ai) = 1, which owes to the fact that at early times in the evolution we know
thatD(a) ∝ a, deep in the matter dominated era. We will solve Eqs (A1) and (A2) using a 4th order Runge-Kutta method. First let us rewrite
the above equations more generally as
dq1
da
= A(q1, q2, a) ; (A3)
dq2
da
= B(q1, q2, a) ; (A4)
where it is the evolution of the variables q1 and q2 that we wish to solve for and where A and B may be general functions of q1, q2 and the
scale factor a. In our case we have q1(a) = D(a) and q2(a) = s(a) and also A(q1, q2, a) = q2 and B(q1, q2, a) = −Γ1(a)q2 − Γ2(a)q1.
The 4th order Runge-Kutta solution proceeds from time step a(0) to time step a(1) = a(0) + ∆a through the following algorithm:
k
(1)
1 = A(q
(0)
1 , q
(0)
2 , a
(0)) ; q
(1)
1 = q
(0)
1 + k
(1)
1 (∆a/2) ; (A5)
k
(1)
2 = B(q
(0)
1 , q
(0)
2 , a
(0)) ; q
(1)
2 = q
(0)
2 + k
(1)
2 (∆a/2) ; (A6)
k
(2)
1 = A(q
(1)
1 , q
(1)
2 , a
(0) + ∆a/2) ; q
(2)
1 = q
(0)
1 + k
(2)
1 (∆a/2) ; (A7)
k
(2)
2 = B(q
(1)
1 , q
(1)
2 , a
(0) + ∆a/2) ; q
(2)
2 = q
(0)
2 + k
(2)
2 (∆a/2) ; (A8)
k
(3)
1 = A(q
(2)
1 , q
(2)
2 , a
(0) + ∆a/2) ; q
(3)
1 = q
(0)
1 + k
(3)
1 ∆a ; (A9)
k
(3)
2 = B(q
(2)
1 , q
(2)
2 , a
(0) + ∆a/2) ; q
(3)
2 = q
(0)
2 + k
(3)
2 ∆a ; (A10)
k
(4)
1 = A(q
(3)
1 , q
(3)
2 , a
(0) + ∆a) ; q
(4)
1 = q
(0)
1 + k
(4)
1 ∆a ; (A11)
k
(4)
2 = B(q
(3)
1 , q
(3)
2 , a
(0) + ∆a) ; q
(4)
2 = q
(0)
2 + k
(4)
2 ∆a , (A12)
where the final estimate of the functions propagated to the next time step is given by:
Dˆ(a(0) + ∆a) = Dˆ(a(0)) +
(
k
(1)
1 + 2k
(2)
1 + 2k
(3)
1 + k
(4)
1
) ∆a
6
; (A13)
sˆ(a(0) + ∆a) = sˆ(a(0)) +
(
k
(1)
2 + 2k
(2)
2 + 2k
(3)
2 + k
(4)
2
) ∆a
6
; (A14)
We take ai = 0.001 and employ 1000 timesteps to reach a = 1.0. It is useful to note that the above solution forD(a) also provides a solution
for the logarithmic growth rate f(a) ≡ d logD(a)/d log a. Since:
fˆ(a) ≡ d log Dˆ
d log a
= a
sˆ(a)
Dˆ(a)
. (A15)
Owing to the fact that the fiducial model is ΛCDM, we can compare our Runge-Kutta solution with the celebrated integral expression
of Heath (1977) for presureless Friedmann-Lemaitre models
D+(a) =
5
2
Ωm,0H(a)
∫ a
0
da′
(a′H(a′))3
. (A16)
Also we can compare this with the well known fitting formula given by Carroll, Press & Turner (1992):
DCPT(a) = agCPT(a,Ωm(a),ΩΛ(a)) , (A17)
where
gCPT(a,Ωm(a),ΩΛ(a)) ≡ 5
2
Ωm(a)
[
Ω4/7m (a)− ΩΛ(a) +
(
1 +
Ωm(a)
2
)(
1 +
ΩΛ(a)
70
)]−1
. (A18)
We can also compare to the approximate growth factor expression from Linder (2005) given in Eq. (18).
The left panel of Figure A1 shows the evolution of D(a) as a function of expansion factor a for our Fiducial cosmological model. It
compares the results from our 4th order Runge-Kutta solution (red solid line) with results from a 1st (dot-dashed violet), 2nd order (orange
dashed) Runge-Kutta solution, and the Heath (1977) integral solution (green dotted) and the Carroll, Press & Turner (1992) (thin black solid),
and the Linder (2005) approximation (thick dashed blue). We find the solutions are accurate to better than 0.1%. The right panel of panel of
Figure A1 shows the evolution of the logarithmic growth rate f(a) as a function of expansion factor a for our Fiducial cosmological model. It
again compares the results from our 1st, 2nd and 4th order Runge-Kutta solution, and the approximate solution of Linder (2005). The figure
shows that the Runge-Kutta solutions are consistent and that the Linder approximation is accurate to better than 0.5%.
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Figure A1. Left: Upper panel shows the linear growth factor normalised to unity at the present day as a function of the cosmic expansion factor. The red
dotted line shows the results for our 4th order Runge-Kutta solution. The solid blue and orange dashed show the 1st and 2nd order Runge-Kutta solutions,
respectively. The green dot-dashed lines shows the Heath (1977) integral solution, and the solid black line shows Carroll, Press & Turner (1992). The lower
panel shows the ratio of the various results with respect to the 4th order Runge-Kutta solution, expressed as a percentage difference. Right: evolution of the
linear growth rate as a function of expansion factor. Again we show the various Runge-Kutta solutions and approximation from Linder (2005). The line styles
are as in the left panel.
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Figure A2. Logarithmic linear growth rate factor as a function of the cosmic expansion factor a. Left and right panels show the results for the four dark energy
models listed in Table 1.
Figure A2 shows the evolution of the logarithmic growth rate as function of expansion factor for the dark energy models considered in
this paper. The figure shows that the approximate method of Linder (2005) is an excellent description to our 4th order Runge-Kutta solution,
being better than 0.5% for all the times of interest.
A2 Linear growth and the Dämmerung simulations
Figure A3 demonstrates how well linear growth is preserved for the largest scale modes in the Dämmerung simulations. The y-axis of the
plots shows:
r(a) =
1
N<
∑
j∈N<
D2(a)
D2(ai)
P (kj , ai)
P (kj , a)
− 1 . (A19)
where N< are all modes with k < 0.04hMpc−1. We plot this ratio as a function of the expansion factor a for all of our runs.
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Figure A3. Testing the linear growth of the N -body simulations. The plot shows how the square of the growth function, normalised in terms of its amplitude
at the initial time, divided by the ratio of the power spectrum normalised in terms of its initial value scales as a function of expansion factor. The top-left panel
shows the results for the fiducial model: green circles shows results for the L = 500h−1Mpc box and for all scales k < 0.04hMpc−1; the blue points
are for the L = 3000h−1Mpc run, with the crosses and stars denoting the results for all scales k < 0.04hMpc−1 and k < 0.01hMpc−1, respectively.
The other 8 panels show the same but for the variational runs in the L = 500h−1Mpc boxes and with blue and red points denoting the lower and upper
cosmological variation. All of these measurements were based on using all scales k < 0.04hMpc−1.
First, looking at the small-box fiducial runs (top left panel) we see that the ratio is less than 0.5% for the full range of epochs considered.
For the larger box this measure has a higher amplitude. This suggests that there may be some nonlinear mode-coupling at these scales affecting
r. Changing the cut-off scale from k = 0.04hMpc−1 to k = 0.01hMpc−1 we see that the linear theory growth is better preserved.
Considering some of the variations we see that same exact trend as for the fiducial run. There are however some outliers where the ratio
r deviates to 1.5% – see for example the plot showing the Ωch2 + ∆ variation. There appears to be something of a discontinuity around
a = 0.2, where we see a sharp upturn in the deviations from linear growth. This seems somewhat nonphysical.
We speculate that this may arise in the following way. Owing to the fact that most super-computer facilities impose a maximum time
policy on any one job it is likely that N -body runs will need to be restarted and this may happen more than once depending on the strength
of clustering. With the code Gadget-3 it is possible to resume a run in one of two ways. The first is from a restartfile, and the second is to
restart from a snapshot. In the latter case, position and velocities are synchronised, whereas in the former positions and velocities are different
by a half time step, which owes to the structure of the leapfrog time integration. In addition, in the latter case the domain decomposition and
tree-construction are done a new, whereas in the former case the exact particle load is preserved as if the simulation was not interrupted. In
some cases, the simulations were resumed by starting from snapshot and so potentially this could lead to an error. However, without further
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investigation, which is beyond the scope of the paper a definitive answer is still to be found. We take these errors into account using the
method described in Eq. (55).
APPENDIX B: AUXILIARY MULTI-POINT PROPAGATOR THEORY FUNCTIONS
In order to implement the MPT 2-loop calculation the following results are required.
B1 Standard perturbation theory kernels
Following Bernardeau et al. (2002, and references therein) the unsymmetrised SPT kernels that we require are:
F2(q1,q2) =
5
7
α(q1,q2) +
2
7
β(q1,q2) ; (B1)
G2(q1,q2) =
3
7
α(q1,q2) +
4
7
β(q1,q2) ; (B2)
F3(q1,q2,q3) =
1
18
[
7α(q1,q2 + q3)F2(q2,q3) + 2β(q1,q2 + q3)G2(q2,q3)
+ 7α(q1 + q2,q3)G2(q1,q2) + 2β(q1 + q2,q3)G2(q1,q2)
]
; (B3)
where the mode coupling kernels are:
α(q1,q2) ≡ (q1 + q2) · q1
q21
; β(q1,q2) ≡ [(q1 + q2) · (q1 + q2)] (q1 · q2)
2q21q
2
2
. (B4)
The symmetrised kernels F (s)n are obtained from unsymmetrised kernels by summing over all possible permutations of the arguments and
dividing through by the number of permutations:
F
(s)
2 (q1,q2) =
5
7
+
1
2
q1 · q2
q1q2
(
q1
q2
+
q2
q1
)
+
2
7
[
q1 · q2
q1q2
]2
; (B5)
G
(s)
2 (q1,q2) =
3
7
+
1
2
q1 · q2
q1q2
(
q1
q2
+
q2
q1
)
+
4
7
[
q1 · q2
q1q2
]2
; (B6)
F
(s)
3 (q1,q2,q3) =
1
6
[F3(q1,q2,q3) + F3(q2,q1,q3) + F3(q3,q1,q2)
+F3(q1,q3,q2) + F3(q2,q3,q1) + F3(q3,q2,q1)] . (B7)
The symmetrised version of the F3 kernel can be developed further by repeated substitution of Eq. (B3) into Eq. (B7), to obtain:
F
(s)
3 (q1,q2,q3) =
7
54
α(q1,q23)F
(s)
2 (q2,q3) +
1
27
[7α(q23,q1) + 4β(q23,q1)]G
(s)
2 (q2,q3) + 2cyc . (B8)
B2 Auxiliary function for the MPT propagators
In order to compute the MPT propagator damping factors given by Eqs (32)–(34) we need to evaluate the 1D integral:
f(k) =
∫
d3q
(2pi)3
P0(q)
1
504k3q5
[
6k7q − 79k5q3 + 50q5k3 − 21kq7 + 3
4
(k2 − q2)3(2k2 + 7q2) ln |k − q|
2
|k + q|2
]
. (B9)
We do this using the Gaussian quadrature routine gsl_integration_qag provided in the GSL standard library.
Our ad hoc correction to the f(a) function is:
fNL(k) =
∫ q=1hMpc−1
0
dqq2
2pi2
Phalofit2012(q)
504k3q5
[
6k7q − 79k5q3 + 50q5k3 − 21kq7 + 3
4
(k2 − q2)3(2k2 + 7q2) ln |k − q|
2
|k + q|2
]
. (B10)
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