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Introduction
Le proble`me de Cauchy caracte´ristique en relativite´ ge´ne´rale, et plus particulie`rement
lorsqu’il est pose´ sur un coˆne de lumie`re, est un proble`me central en relativite´. Tout d’abord
d’un point de vue heuristique, nous observons de l’univers un coˆne passe´. La question se
pose donc de savoir si il est possible d’extrapoler a` partir de ces donne´es ce qui se passe
a` l’inte´rieur de ce coˆne. Par ailleurs, un coˆne de lumie`re est une structure naturelle sur
une varie´te´ lorentzienne. Le proble`me de Cauchy usuel suppose au contraire de conside´rer
un proble`me d’e´volution : ceci implique un double choix arbitraire non intrinse`que d’une
surface de Cauchy pour les donne´es initiales et d’un feuilletage temporel. D’un point de
vue technique, le proble`me de Goursat est un outil essentiel qui intervient fre´quemment
en relativite´ :
– dans l’e´tude des e´quations d’Einstein et de leur stabilite´, le proble`me de Cauchy
caracte´ristique est un e´le´ment crucial ; on peut ainsi citer les travaux de Klainerman-
Nicolo` ([58, 57]) ou plus re´cemment, Nicolo` ([74] ou Caciotta-Nicolo` ([10]) sur le
proble`me caracte´ristique pour les e´quations d’Einstein.
– Penrose s’interessa au de´but des anne´es 1960 [77, 78] aux proprie´te´s de radiation
des solutions d’e´quations des ondes. Son approche par compactification conforme lui
permet de de´crire le comportement asymptotique des champs le long de rayons lumi-
neux comme des proprie´te´s de traces sur une hypersurface caracte´ristique a` l’infini :
la re´solution du proble`me de Cauchy traduit alors le fait que que le comportement
asymptotique de´termine les solutions. L’approche de Penrose a e´te´ reprise dans un
cadre nume´rique ([36]) et a donne´ lieu aux premie`res the´ories de scattering conformes
dans le cas plat par Friedlander ([40]) puis par Baez-Segal-Zhou ([6]).
Le travail pre´sente´ ci-apre`s est dans la ligne´e des travaux de Jean-Philippe Nicolas effectue´s
sur le proble`me de Cauchy caracte´ristique pour les e´quations de Dirac ([49, 50, 69, 70, 71])
et sur le proble`me du scattering en relativite´, en particulier celui de scattering conforme
([62, 63]). L’e´tude se concentre sur deux points :
– l’e´tablissement d’une formule inte´grale pour le proble`me de Cauchy caracte´ristique
pour l’e´quation de Dirac ge´ne´ralisant au cas courbe les travaux de Penrose dans [78] ;
– un re´sultat de scattering conforme pour une e´quation des ondes non line´aire confor-
me´ment invariante sur un espace asymptotiquement simple.
Nous pre´sentons dans la suite rapidement les ide´es sous tendant ce travail. Dans un
premier temps, nous introduisons la structure de coˆne de lumie`re, en insistant sur le
formalisme qui a e´te´ utilise´ pour le de´crire. Il s’ensuit une bre`ve pre´sentation du proble`me
de Cauchy caracte´ristique ou` sont en particulier pre´sente´es deux me´thodes de re´solution.
Cette introduction s’ache`ve sur un re´sume´ des travaux effectue´s.
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Geome´trie lorentzienne et relativite´
Nous pre´sentons dans cette section le cadre et les outils ge´ome´triques des travaux qui
suivent, avec un accent particulier sur la notion de structure nulle en relativite´.
Dans toute cette section, on conside`re une varie´te´ lisse M de dimension 4 munie d’une
forme biline´aire syme´trique g lisse de signature (+ − −−). Un tel espace est de´nomme´
« espace-temps ». Par abus, la forme biline´aire g est aussi appele´e me´trique lorentzienne
(ou me´trique) sur M .
M est par ailleurs munie d’une orientation temporelle.
Cadre ge´ome´trique
La structure de coˆne de lumie`re est essentielle en relativite´ ge´ne´rale a` plus d’un titre.
Pour le pre´sent travail, elle joue un roˆle fondamental du fait qu’elle re´git la propagation
des ondes et qu’elle de´termine la structure conforme de l’espace-temps. On s’attache dans
cette section a` de´crire brie`vement la structure de coˆne de lumie`re sur une varie´te´, les
difficulte´s d’ordre ge´ome´trique et les me´thodes utilise´es pour les e´tudier.
E´tant donne´e la signature de la me´trique, il existe dans l’espace tangent en chaque
point de l’espace-temps un coˆne de lumie`re. Ce dernier est projete´ sur la varie´te´ a` l’aide
de l’application exponentielle. On obtient alors sur M , de´finie localement, une notion de
coˆne de lumie`re, qui, e´pointe´ en son sommet, est alors constitue´ de deux composantes
connexes, correspondant respectivement aux images des coˆnes futur et passe´.
Il est important de noter que cette de´finition du coˆne de lumie`re est une de´finition
locale. Les limites d’existence du coˆne de lumie`re sont celles qui de´finissent le cut-locus
au point p : l’existence de champs de Jacobi entre p et un point du bord, nuls en ces
deux extre´mite´s (la diffe´rentielle de l’exponentielle n’est pas injective) ou cisaillement
de ge´ode´siques nulles issues de p (de´faut d’injectivite´ de l’exponentielle ; voir [12]). Cette
limitation a une certaine importance dans la propagation des ondes dans un espace-temps.
L’un des outils fondamentaux de description d’une structure nulle est le formalisme de
Newman-Penrose et sa version compacte´e, le formalisme de Geroch-Held-Penrose :
1. la premie`re est le formalisme de Newman-Penrose sous sa forme vectorielle : il re-
pose sur le choix d’une te´trade, dite de Newman-Penrose, forme´e de quatre vecteurs
complexes (l, n,m,m) de type lumie`re formant une base de TpM ×C, normalise´e ou
non ;
2. a` cette te´trade correspond une unique (modulo signe) base locale (oA, ιA) du fibre´
SA des spineurs a` deux composantes (ou spineurs de Weyl) ; on obtient alors le
formalisme spinoriel de Newman-Penrose ;
3. lorsqu’on tient compte des proprie´te´s de transformation des objets du formalisme
de Newman-Penrose par changement d’e´chelle des spineurs de la dyade, on obtient
le formalisme de Geroch-Held-Penrose qui ne repose que sur le choix de deux di-
rections isotropes, l et n, les deux autres e´tant laisse´es variables ; c’est un forma-
lisme plus souple et particulie`rement adapte´ a` l’e´tude dynamique des congruences
de ge´ode´siques isotropes.
L’e´tude de la ge´ome´trie des coˆnes de lumie`re est un sujet important en relativite´
ge´ne´rale, tant comme objet fondamental (pour la propagation des ondes, pour la struc-
ture nulle a` l’infini) que comme outil de description de la ge´ome´trie locale d’une varie´te´
lorentzienne (pour les feuilletages par des hypersurfaces caracte´ristiques, par exemple). De
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nombreux travaux lui ont donc e´te´ consacre´s. L’approche fondatrice de Penrose, Newman-
Penrose et plus particulie`rement Geroch-Held-Penrose a e´te´ utilise´e tout d’abord par Pen-
rose dans son article [78] dont nous e´tendons les re´sultats dans cette the`se : il obtient
en espace-temps plat une formule inte´grale pour les solutions du proble`me de Cauchy ca-
racte´ristique pour les e´quations d’ondes de spin arbitraire ; la dynamique des ge´ode´siques
au sommet du coˆne joue d’une part un roˆle essentiel dans sa construction et le formalisme
GHP y est d’autre part utilise´ pour ve´rifier a posteriori que sa formule de´finit bien une
solution. Ce formalisme est e´galement a` la base des travaux de Ehlers et al. ([34, 80, 35])
s’inte´ressant aux caustiques sur les coˆnes de lumie`re et a e´te´ de´veloppe´ plus avant par
Frittelli-Newman et al. (voir par exemple [41, 42]) dans leur e´tude des singularite´s des sur-
faces isotropes. Des ide´es analogues sont e´galement de´veloppe´es dans les travaux re´cents
de Klainerman-Nicolo` ([30, 59]) et Klainerman-Rodnianski ([60]).
Compactification conforme
Un proble`me de´licat en relativite´ est de de´finir un comportement asymptotique sans
recourir au choix d’une fonction de temps. Cette me´thode a e´te´ introduite par Penrose dans
[77] pour e´tudier le comportement asymptotique de l’e´quation des ondes sur l’espace-temps
plat (ou plus pre´cise´ment le peeling des solutions de l’e´quation des ondes, c’est-a`-dire la
construction d’un de´veloppement asymptotique le long de ge´ode´siques nulles). Le principe
consiste a` faire un re´e´chelonnement de la me´trique g a` l’aide d’un facteur conforme Ω en
introduisant la me´trique gˆ = Ω2g. Lorsque Ω est bien choisi, la varie´te´ (M, gˆ) se prolonge
en une varie´te´ lorentzienne a` bord (Mˆ, gˆ) dont le bord est donne´ par Ω = 0. Ce dernier
est compose´ de deux composantes connexes I+ et I− correspondant, respectivement, aux
extre´mite´s future et passe´e des ge´ode´siques de type lumie`re pour la me´trique g. Si l’on
ajoute l’hypothe`se que la diffe´rentielle du facteur conforme ne s’annule pas sur le bord,
l’espace M est alors dit asymptotiquement simple. Il est important de noter que, bien
que l’on parle de compactification conforme, le prolongement Mˆ n’est pas ne´cessairement
compact.
Dans le cas particulier de l’espace de Minkowski, pour un choix pertinent de choix
de facteur conforme, ce prolongement est comple´te´ par trois points i+ et i− repre´sentant
respectivement les extre´mite´s sur Mˆ des courbes temporelles de longueur infinie et i0
repre´sentant l’infini spatial. L’espace obtenu est alors compact et a la proprie´te´ de se plon-
ger isome´triquement dans le cylindre R× S3 muni de la me´trique lorentzienne canonique.
Un tel prolongement n’existe a priori pas pour une varie´te´ lorentzienne ge´ne´rique.
Ne´anmoins, Corvino ([19]), Chrusciel-Delay ([16, 17]) et Corvino-Schoen ([20]) ont e´tabli
l’existence d’espace-temps asymptotiquement simple satisfaisant les e´quations d’Einstein.
Leur prolongement a la particularite´ d’avoir une structure analogue a` celle de l’espace de
Minkowski. La me´trique aux singularite´s en i+ et i− est la restriction d’une me´trique de
classe Ck (pour k entier arbitrairement grand) sur une extension de Mˆ dans un voisinage
de i+ et i−.
Ce principe de compactification conforme de l’espace de Minkowski a e´te´ utilise´ de
diverses manie`res :
– dans [77], pour e´tudier le comportement asymptotique de l’e´quation des ondes ;
– dans [13], par Choquet-Bruhat, pour e´tablir un re´sultat d’existence globale pour une
e´quation des ondes non line´aires du type u = |u|p ;
– Baez, Segal et Zhou furent les premiers dans [6] a` mettre en pratique le principe
du scattering conforme issu des ide´es de Penrose et formalise´ par Friedlander dans
iv INTRODUCTION
[40, 38] dans l’espace-temps de Minskowski : l’ope´rateur de scattering est obtenu en
prenant les traces des solutions de l’e´quation des ondes conforme ;
– prolongeant les travaux de Baez-Segal-Zhou, Mason et Nicolas prolonge`rent dans
[62, 63] les constructions de scattering conforme dans le cadre des espaces-temps
asymptotiquement simples de Corvino-Schoen et Chrusciel-Delay.
Proble`me de Cauchy caracte´ristique
Comme il a e´te´ pre´cise´ plus haut, le proble`me de Goursat, ou proble`me de Cauchy
caracte´ristique, a une grande importance en relativite´, tant heuristique que technique.
Cette section est destine´e a` pre´senter les diffe´rences de ce dernier par rapport au proble`me
de Cauchy, ainsi que des me´thodes ge´ome´triques de re´solution.
Pre´sentation du proble`me
Le proble`me de Goursat est un type particulier de proble`me de Cauchy pour lequel
les valeurs initiales sont pose´es sur des donne´es caracte´ristiques de l’e´quation aux de´rive´es
partielles conside´re´e. En termes d’analyse micro-locale, une caracte´ristique est le lieu dans
le fibre´ cotangent des ze´ros du symbole principal de l’ope´rateur. Dans le cadre de la
relativite´, ou` l’on s’inte´resse a` des e´quations d’onde, c’est-a`-dire des e´quations de´rive´es de
la me´trique, ce lieu d’annulation est projete´ sur la varie´te´ et est alors constitue´ de surfaces
dites caracte´ristiques : la restriction de la me´trique a` ces surface est de´ge´ne´re´e. C’est le cas
des coˆnes de lumie`res dont un exemple important est donne´ par les infinis isotropes passe´
et futur, I+ et I−. Ils sont, en l’absence de syme´trie, les surfaces caracte´ristiques les plus
naturelles a` conside´rer, tout en e´tant particulie`rement de´licates du fait de leurs singularite´s
(au sommet du coˆne, mais aussi a` l’infini spatial pour I). Enfin, le fait de travailler avec
une telle surface implique des restrictions que nous allons de´taille´es ci-apre`s.
Tout d’abord, du fait de la structure ge´ome´trique des e´quations d’onde, l’une des
principales diffe´rences du proble`me caracte´ristique avec le proble`me de Cauchy usuel est
que le champ complet sur la surface caracte´ristique peut eˆtre recouvre´ a` partir de donne´es
incomple`tes, appele´es donne´es caracte´ristiques, et de la restriction de l’e´quation conside´re´e
a` la surface caracte´ristique. De manie`re plus pre´cise, ceci signifie pour les deux e´quations
qui sont e´tudie´es dans cette the`se :
– pour l’e´quation de Dirac-Weyl (pour les spineurs a` Deux composantes), que l’une des
composantes peut-eˆtre recouvre´e a` l’aide de l’autre via une e´quation de transport le
long des ge´ne´rateurs de la surface caracte´ristique ;
– pour l’e´quation des ondes, qu’une de´rive´e transverse du champ peut-eˆtre recouvre´e a`
partir du champ via, de la meˆme manie`re que pour l’e´quation de Dirac, une e´quation
de transport.
Dans les deux cas, les e´quations de transport sont de´licates car singulie`res au sommet du
coˆne. De ce fait, la re´solution du proble`me de Goursat ne´cessite moins de donne´es que
le proble`me de Cauchy. Cette proprie´te´ reste vraie dans des cadres peu re´guliers ou` les
e´quations de transport ne peuvent pas eˆtre e´crites (voir [53]).
Le proble`me de Goursat peut eˆtre mal pose´ du fait de la ge´ome´trie de la surface :
c’est par exemple le cas lorsqu’on travaille avec un plan caracte´ristique dans l’espace de
Minkowski. Meˆme dans le cas ou` le proble`me peut eˆtre re´solu, la re´solution se fera uni-
late´ralement dans le futur ou le passe´ de la surface (selon la ge´ome´trie), sauf si on travaille
dans un espace-temps spatialement compact. Par un coˆne futur (resp. passe´), l’unicite´ sera
vassure´e dans le futur (resp. passe´) du coˆne par exemple par le biais d’estimations d’e´nergie
(voir [39] section 5.4 pour l’e´quation des ondes et [71, 49] pour l’e´quation de Dirac). Plus
pre´cise´ment, l’ensemble des points pour lequel le proble`me de Cauchy est bien pose´ est le
domaine de de´pendance de la surface caracte´ristique portant les donne´es initiales.
Le pre´sent travail e´tudie le proble`me de Cauchy caracte´ristique dans le cas ou` les
donne´es sont spe´cifie´es sur un coˆne de lumie`re.
Deux me´thodes de re´solution
Il n’existe a` la connaissance de l’auteur que peu de re´sultats ge´ne´raux pour la re´solution
du proble`me de Cauchy caracte´ristique sur un coˆne :
– il existe tout d’abord l’ensemble : des techniques lie´es a` l’analyse microlocale. Ces
dernie`res sont issues des travaux de Leray et d’Hadamard sur le proble`me de Cauchy.
Elles furent utilise´es pour des re´solutions dans des cadres tre`s re´guliers : la solution
du proble`me est donne´e par une se´rie dont la convergence est assure´e par l’analyticite´
des donne´es (voir par exemple [43]). Cette me´thode a e´te´ utilise´e par Friedlander pour
la construction d’une parame´trix de l’e´quation des ondes qui requiert la re´solution
d’une se´rie de proble`mes de Cauchy caracte´ristiques. Ces techniques ont ensuite e´te´
ame´liore´es par Ho¨rmander et Duistermaat via l’utilisation des ope´rateurs inte´graux
de Fourier ([52, 32]).
– les techniques de Ho¨rmander pre´sente´es dans [53] qui reposent sur des estimations
d’e´nergie.
Dans la mesure ou` les techniques d’analyse microlocale supposent de travailler dans un
cadre tre`s re´gulier, nous avons choisi de nous focaliser d’une part sur l’approche de Fried-
lander, re´cemment utilise´e par Klainerman-Rodnianski dans ([60]) pour obtenir une for-
mule de repre´sentation de la courbure et d’autre part sur les techniques d’estimations
d’e´nergie utilise´es par Nicolas dans [73, 72] qui ge´ne´ralisent les travaux de [53] a` des
me´triques Lipschitz.
Il est ne´anmoins important de signaler qu’il existe une litte´rature extensive pour des
proble`mes caracte´ristiques pose´s sur des surfaces de type lumie`re se´cantes : c’est le cas
des travaux de Caciutta-Nicolo` ([10]) et de leurs pre´de´cesseurs Muller zum Hagen et al
([15, 68, 67]) pour le proble`me caracte´ristique pour des e´quations d’onde tensorielles quasi
line´aires et de Dossa et al. ([29, 54, 30]). Signalons enfin un travail re´cent de Dossa-
Touadera ([31]) sur un proble`me caracte´ristique sur un coˆne de lumie`re.
La me´thode de Friedlander, de´veloppe´e dans [39] pour l’e´quation des ondes scalaire et
tensorielle sur une varie´te´ lorentzienne quelconque, est fonde´e sur une me´thode d’approxi-
mation de la solution par une se´rie en puissances du carre´ de la distance ge´ode´sique. Elle
souffre de la restriction inhe´rente a` la re´solution de proble`me de Goursat sur un coˆne : ce
dernier n’ayant sur la varie´te´ qu’une existence locale, la re´solution ne peut s’effectuer que
dans un voisinage du sommet. Ceci justifie l’usage de la distance ge´ode´sique comme fonc-
tion caracte´ristique du coˆne. Les coefficients de la se´rie sont des fonctions satisfaisant une
re´currence initialise´e a` l’aide de la donne´e de Goursat et constitue´e d’une se´rie d’e´quations
de transport singulie`res au sommet du coˆne. La convergence de la se´rie n’e´tant assure´e
que dans le cas analytique ([43]), cette dernie`re est tronque´e et un terme correctif lisse est
ajoute´.
La me´thode d’Ho¨rmander repose sur des estimations d’e´nergie similaires a` celles faites
pour le proble`me de Cauchy. La particularite´ de ce travail repose sur la technique employe´e
pour de´crire la surface caracte´ristique (ou plus exactement faiblement caracte´ristique puis-
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qu’il lui est autorise´ d’eˆtre de type espace ou nulle) : elle est repre´sente´e a` l’aide du
graphe d’une fonction. Ceci pre´sente l’avantage de pouvoir de´crire aise´ment les quantite´s
caracte´ristiques sans avoir recours a` des choix arbitraires de base dans l’espace tangent
aux coˆnes. Mason-Nicolas, travaillant avec des feuilletages par des hypersurfaces spatiales
de´ge´ne´rant a` l’approche de l’infini conforme, l’utilise`rent dans [62, 49] afin de mesurer la
vitesse de de´ge´ne´rescence du feuilletage.
Pre´sentation du travail re´alise´
Deux aspects du proble`me de Cauchy caracte´ristique sont aborde´s :
– le premier chapitre ge´ne´ralise la formule inte´grale obtenue par Penrose ([78]) dans
le cas plat a` des espaces-temps courbes quelconques. Comme le re´sultat de Penrose,
la formule est valable pour toutes les e´quations spinorielles line´aires, pourvu que ces
dernie`res soient consistantes sur les espaces-temps conside´re´s. La construction repose
sur des formulations faibles en terme de distributions et une description pre´cise des
ge´ne´rateurs isotropes du coˆne a` l’aide du formalisme GHP.
– Le second chapitre est consacre´ au scattering conforme pour une e´quation des ondes
non line´aire conforme´ment invariante. Les techniques de champs de vecteurs sont
utilise´es pour obtenir des estimations d’e´nergie qui permettent d’e´tablir un the´ore`me
d’existence globale pour de petites donne´es au proble`me de Cauchy caracte´ristique
sur l’infini isotrope et la construction d’un ope´rateur de scattering conforme Lipschitz
a` partir des ope´rateurs de trace sur l’infini isotrope.
Ces deux parties ont en commun le fait que les de´monstrations reposent sur une des-
cription adapte´e a` la ge´ome´trie du coˆne caracte´ristique.
Formule inte´grale pour le proble`me de Cauchy caracte´ristique pour l’e´quation
de Dirac
Penrose s’inte´ressa en 1963 ([78]) au proble`me de Cauchy caracte´ristique pour l’e´quation
de Dirac pour obtenir des re´sultats de peeling pour l’e´quation de Dirac de spin arbitraire
en espace temps plat. Il se fondait sur le formalisme spin pour de´crire le comportement
de congruences de ge´ode´siques nulles, en de´rivant les e´quations obtenus par Sachs en 1961
sur la convergence et le cisaillement d’une telle congruence nulle. Ayant pose´ la formule a
priori pour le proble`me de Cauchy caracte´ristique, cette dernie`re est ve´rifie´e en utilisant
les proprie´te´s d’invariance d’e´chelle associe´e aux composantes du spineur (c’est ainsi qu’il
reformule sa de´monstration dans son ouvrage avec Rindler [79], tome 1 section 5.11).
Il n’existe pas a` ce jour, a` la connaissance de l’auteur, de ge´ne´ralisation de cette formule
inte´grale en espace-temps courbe ge´ne´ral. On peut cependant citer les travaux de Ottesen
([76]) avec des me´thodes de type Fourier inte´gral, ou de Kerrick ([56]) qui retrouve la
formule de Penrose a` partir d’une solution fondamentale de l’e´quation des ondes. Ces
deux auteurs travaillent en espace temps plat.
Le principe de la de´rivation de la formule employe´ ici est fonde´ sur le travail de Fried-
lander dans son ouvrage sur l’e´quation des ondes ([39]) : ce dernier donne une expression
d’une e´quation des ondes tensorielle construite a` partir d’une e´quation des ondes scalaire.
Cette construction a e´te´ adapte´e au cas spinoriel en tirant partie de la structure symplec-
tique d’une part et de la structure de module de Clifford d’autre part. L’adaptation s’est
faite en plusieurs parties. Friedlander construit sa solution fondamentale pour l’e´quation
des ondes tensorielle dans le cadre d’espace de distributions. Ce cadre a e´te´ e´largi pour
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prendre en compte la structure de fibre´ de modules de Clifford, c’est-a`-dire d’une part la
structure de fibre´ vectoriel et, d’autre part, la structure de la multiplication de Clifford qui
permet de de´finir l’ope´rateur de Dirac. Afin de respecter cette contrainte de structure, la
construction est dans un premier temps re´alise´e sur les spineurs de Dirac (ou 4 spineurs)
de la manie`re suivante :
1. s’inspirant des travaux de Gu¨nther ([46]) pour l’e´quation des ondes sur un fibre´ vec-
toriel et de Unterberger ([83]) qui de´veloppe une the´orie des ope´rateurs de Fourier
inte´graux adapte´e a` la notion de spineurs, la notion de distribution a` valeurs spino-
rielles a e´te´ de´veloppe´e en utilisant le produit symplectique sur le fibre´ des spineurs
de Dirac (ou 4-spineurs) qui induit une dualite´ pour les spineurs lisses sur la varie´te´.
2. D’autre part, en utilisant les travaux d’Unterberger mentionne´s ci-dessus et les tra-
vaux de Dimock ([24]), on remarque que la structure symplectique posse`de des
proprie´te´s d’invariance conforme sous l’action de la multiplication de Clifford. Par
conse´quent, le produit de dualite´ induit par le produit symplectique permet de trans-
porter la notion de multiplication de Clifford par un vecteur sur les distributions a`
valeurs spinorielles par antisyme´trie. Un ope´rateur de Dirac est alors de´fini par dua-
lite´ sur les distributions a` valeurs spinorielles.
3. La structure de module de Clifford et d’ope´rateur de Dirac a alors e´te´ transporte´ sur
les distributions a` valeurs spinorielles. Il est de`s lors possible de de´finir une notion
de solution fondamentale pour l’ope´rateur de Dirac. Par de´rivation de la solution
fondamentale de´finie pour l’e´quation des ondes et en utilisant la formule de Bo¨chner-
Lichnerowicz-Schro¨dinger, on obtient une solution fondamentale pour l’e´quation de
Dirac.
Il est important de noter que, suivant la me´thode de Friedlander, cette construction
n’est pas globale : e´tant fonde´e sur la construction de la fonction distance et sur les
congruences ge´ode´siques nulles, cette me´thode est ne´cessairement limite´e a` un voisinage
ge´ode´siquement convexe du point autour duquel la re´solution du proble`me de Goursat est
effectue´e.
La seconde e´tape est l’e´criture de la formule integrale issue de l’inversion du proble`me
de Cauchy a` partir de la solution fondamentale. Cette e´tape repose sur deux aspects :
– le premier est l’usage des proprie´te´s de syme´trie de la multiplication de Clifford par
rapport au produit de dualite´ ;
– le second est une e´tude du comportement de l’intersection de deux coˆnes, l’un futur,
l’autre passe´, lorsque le premier est fixe et que le second bouge, rendue ne´cessaire
du fait que la solution fondamentale pour l’e´quation de Dirac est a` support sur un
coˆne caracte´ristique. La solution porte´e a` ce proble`me est fonde´e sur les me´thodes de
description du coˆne de lumie`re introduites par Penrose et pre´sente´es plus haut (voir
chapitre 4.14 dans [79]). Il est en particulier possible de de´crire le comportement
de la forme volume de l’intersection des deux coˆnes en fonction des coefficients de
cisaillement et de convergence de la congruence ge´ode´sique nulle engendrant le coˆne
de lumie`re portant les donne´es caracte´ristiques.
La construction pre´ce´dente est limite´e aux spineurs de Dirac. Pour obtenir la formule
pour un spin arbitraire, il est ne´cessaire d’adapter la structure de l’espace de distributions
de sorte que l’espace sur lequel sera construit les distributions soit un espace symplectique
muni d’une multiplication de Clifford. Le principe consiste a` comple´ter l’espace des spi-
neurs de rang n SA...F de sorte que l’action de la multiplication de Clifford sur la premie`re
composante laisse stable cet espace. Toute la the´orie pre´ce´demment de´veloppe´e peut alors
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s’appliquer de la meˆme manie`re et l’on peut obtenir une ge´ne´ralisation de la formule
inte´grale en spin arbitraire.
Il est bien suˆr important de noter que cette formule en spin arbitraire se limite au cas
ou` la ge´ome´trie de l’espace-temps est compatible avec une e´quation de Dirac sur un fibre´
de spineurs syme´triques, c’est a` dire lorsque la courbure satisfait certaines proprie´te´s pour
les e´quations de spin 1 et 32 ou dans le cas ou` la varie´te´ lorentzienne est conforme´ment
plate. Dans le cas plat, le formule de Penrose est retrouve´e pour tous les spins.
Scattering pour une e´quation des ondes non line´aires
Le second chapitre de la the`se est consacre´ a` l’e´tude d’un proble`me non line´aire pour
une e´quation des ondes.
Une question importante lie´e aux e´quations d’Einstein est la construction de solutions
admettant une compactification conforme ; conside´re´e en tant que proble`me d’e´volution,
cette question revient a` comprendre les proprie´te´s de scattering des solutions des e´quations
d’Einstein. L’e´tude du scattering des ondes sur des espaces-temps d’Einstein est donc une
premie`re e´tape ne´cessaire. Il s’agit d’un programme qui a e´te´ initie´ par Dimock ([25]) et
Dimock-Kay ([28, 26, 27]), puis poursuivi et de´veloppe´ par Bachelot ([1, 4, 2, 3]), Bachelot
et Bachelot-Motet ([5]), Ha¨fner ([47, 48]), Ha¨fner-Nicolas ([50]), Melnyk ([64]) et Daude´
[22, 23].
Toutes ces techniques reposent essentiellement sur des me´thodes spectrales, ce qui re-
quiert l’inde´pendance de la me´trique par rapport a` un parame`tre de temps (c’est-a`-dire
une me´trique statique). Lorsque la ge´ome´trie de´pend du temps, d’autres me´thodes doivent
eˆtre de´veloppe´es. S’inspirant des ide´es de Penrose, Friedlander introduit dans[40] la notion
de champ de radiation, de´fini par compactification conforme et correspondant au profil
de scattering. Il pose la` en espace-temps plat les premie`res bases des the´ories de scat-
tering conforme que Baez-Segal-Zhoureprirent pour de´velopper une the´orie de scattering
comple`te en espace-temps plat pour une e´quation des ondes non line´aire conforme´ment
invariante. Dans cette approche, les objets fondamentaux sont les ope´rateurs de traces sur
les infinis futur et passe´ qui associent a` la solution son champ de radiation : l’ope´rateur
de scattering est construit a` l’aide de ces ope´rateurs de trace. L’avantage des ces tech-
niques est qu’elles sont a priori indiffe´rentes a` la de´pendance en temps de la ge´ome´trie.
Mason-Nicolas les ont adapte´es pour construire des the´ories de scattering conformes pour
les champs de Dirac, Maxwell et l’e´quation des ondes sur les espaces-temps de Corvino-
Schoen et Chrusciel-Delay. Ces travaux furent par la suite prolonge´s en un re´sultat de
peeling complet dans l’espace de Schwarzchild ([63]).
Nous nous proposons ici d’utiliser des techniques similaires pour e´tablir un re´sultat de
scattering pour l’e´quation des ondes non line´aire conforme´ment invariante de´focalisante
suivante :
∇a∇aφ+ bφ3 = 0
sur des espaces temps asymptotiquement simples de type Chrusciel-Delay et Corvino-
Schoen. Le proble`me de Cauchy pour cette e´quation non line´aire a e´te´ e´tudie´ par Cagnac–
Choquet-Bruhat dans [11]. Notre construction repose sur des me´thode de champs de vec-
teurs, c’est-a`-dire sur des estimations d’e´nergies ge´ome´triques. La strate´gie de la preuve est
donc la suivante : on se donne une surface de Cauchy Σ0 et l’on s’inte´resse a` l’e´quation des
ondes conforme sur le compactifie´ de l’espace-temps. Un champ de vecteurs uniforme´ment
temporel sur la varie´te´ compactifie´e est choisi. La preuve de l’existence d’un ope´rateur de
scattering est alors e´tablie en trois e´tapes, qui sont de´taille´es ci-apre`s :
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1. des estimations d’e´nergies a priori sont e´tablies pour une solution sur l’espace-temps
compactifie´ ;
2. on montre ensuite que le proble`me caracte´ristique pose´ sur le coˆne de lumie`re I+ est
bien pose´ pour de petites donne´es ;
3. les ope´rateurs de trace, puis l’ope´rateur de scattering conforme, sont alors construits.
Nous de´taillons maintenant ces trois e´tapes. Dans la premie`re partie, nous montrons
que la norme H1 de la trace de la solution sur I+ est controˆle´es par la norme des donne´es
sur Σ0 et re´ciproquement. Les principaux obstacles sont ici les singularite´s en i
0 et i+. Les
estimations d’e´nergies sont e´tablies spe´cifiquement dans un voisinage de chacune de ces
singularite´s. Pour contourner la difficulte´ due a` la singularite´ en i0, le choix du vecteur
utilise´ est ajuste´ : suivant les travaux de Mason–Nicolas, nous choisissons un champ de
vecteurs co¨ıncidant avec le champ de vecteurs de Morawetz dans un voisinage de i0. Ce
champ a e´te´ utilise´ dans [66] pour obtenir des estimations de de´croissance ponctuelle
d’une solution de l’e´quation des ondes en espace-temps plat. Il est adapte´ dans le cas de
la me´trique de Schwarzschild dans [21] par Dafermos-Rodnianski puis par Mason-Nicolas
dans [63]. La singularite´ en i+ est traite´e en suivant la technique de Ho¨rmander dans [53] :
l’infini conforme est de´crit comme le graphe d’une fonction. Il est important de noter que,
dans cette partie, les hypothe`ses faites sur la fonction b, permettent de travailler avec une
e´nergie contenant un terme non-line´aire. Le proble`me des injections de Sobolev uniformes
n’apparaˆıt donc qu’a` la partie suivante.
La seconde partie est de´die´e au proble`me de Cauchy sur l’hypersurface caracte´ristique
I
+. L’une des principales difficulte´s pour e´tablir l’existence et l’unicite´ des solutions est
d’obtenir des estimations d’e´nergie pour le propagateur associe´ a` l’e´quation des ondes. Il
est necessaire pour obtenir de telles estimations en controˆlant la non line´arite´ d’e´tablir un
re´sultat d’injections de Sobolev uniformes sur un feuilletage. La strate´gie utilise´e est la
suivante : conside´rant un feuilletage re´gulier par des hypersurfaces uniforme´ment spatiales,
les feuillets sont e´tendus a` R3 a` l’aide d’un ope´rateur de prolongement dont la norme est
controˆle´e par la constante de Lispschitz associe´e aux bords des feuillets (voir le re´sultat de
Stein dans [81]). Il est alors possible d’utiliser les re´sultats de He´bey ([51]) pour controˆler
uniforme´ment la norme des injections de Sobolev en fonction de la ge´ome´trie du feuilletage.
Utilisant les estimations obtenues sur le propagateur, on construit par approximation
une solution au proble`me de Goursat a` donne´es petites dans un voisinage de I+ par
approximation par des fonctions solution d’un proble`me de Goursat line´aire avec source.
Le the´ore`me d’existence e´tabli par Cagnac–Choquet-Bruhat ([11]) permet alors d’e´tendre
la solution a` tout l’espace-temps en re´solvant un proble`me de Cauchy.
Finalement, on construit dans une dernie`re partie l’ope´rateur de scattering conforme
Lipschitz a` partir des ope´rateurs de trace. Cette construction de´coule imme´diatement des
parties pre´ce´dentes.
Il nous a enfin semble´ inte´ressant dans une partie additionnelle de pre´senter une
strate´gie « plus naturelle » du point de vue du scattering. On combine l’usage des me´thodes
conformes avec un choix de champs de vecteurs provenant d’une fonction de temps sur
l’espace-temps physique. Un tel champ est tangent a` I+, ce qui donne a` l’infini des
nomes plus faibles que celles obetnues en utilisant un champ temporel transverse a` I+.
Cette me´thode produit bien les estimations a priori attendues dans une voisinage de i0.
Ne´anmoins, le controˆle de la forme de Killing de ce champ de vecteurs dans un voisinage de
i+ est un proble`me difficile. C’est pourquoi il a e´te´ choisi de se tourner vers le gradient du
facteur conforme. Ce champ de vecteurs, largement e´tudie´ par Penrose ([79]) a` des fins de
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peeling, a e´te´ utilise´ avec succe`s par Mason-Nicolas dans [62] pour obtenir des estimations
pour l’e´quation de Dirac au voisinage de i+. Cette e´tude n’a pas abouti a` l’heure ou` ce
travail de the`se se termine. Cette partie est une e´bauche et sera de´veloppe´e dans un travail
a` venir.
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Chapter 1
Integral formula for the
characteristic Cauchy problem for
the Dirac equation on a curved
background
Abstract: We give a local integral formula, valid on general curved space-times,
for the characteristic Cauchy problem for the Dirac equation with arbitrary
spin using the method developed by Friedlander in [39]. The results obtained
by Penrose in the flat case in [78] are recovered directly. It is expected that this
method can be used to obtain sharp estimates for the characteristic Cauchy
problem for the Dirac equation.
Re´sume´: Nous donnons une formule inte´grale pour le proble`me de Cauchy
caracte´ristique local pour l’e´quation de Dirac pour le spin arbitraire en util-
isant la me´thode de´veloppe´e par Friedlander dans [39]. Nous retrouvons alors
directement le re´sultat de Penrose dans le cas plat ([78]).
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Introduction
Penrose obtained in 1963 ([78]) an integral formula for the characteristic Cauchy prob-
lem for the Dirac equations for arbitrary spin in the flat case. His derivation of the integral
formula is based on the construction of a Newman-Penrose tetrad (null tetrad) adapted to
the null structure of the null initial data hypersurface, and especially to the description of
the behavior of the null generators (bicharacteristics) of the cone. The use of the 2-spinor
formalism allows him to write the solution of the problem in function of a ”null datum”,
contraction of the data on the cone with its spinor generators. The formula is verified a
posteriori through a splitting of the Dirac operator over the spin basis in the compacted
spin coefficient formalism. Penrose expected that this formula could be extended to the
analytic case. As far as the author knows, the general case remains open.
Friedlander gave in the mid 70’s ([39]) a method to obtain a parametrix for the wave
equation derived from the Leray constructions (see for instance [43]) and wrote an integral
representation of the solution of the characteristic Cauchy problem. His construction is
based on a natural decomposition of the fundamental solution on the cone. Another
approach exists to the characteristic Cauchy problem based on Fourier Integral operators.
It must furthermore be noticed that there is no general result about the characteristic
Cauchy problem for hyperbolic operators. Ho¨rmander gave in [53] a general result of
existence and uniqueness, together with energy estimates, for the wave equation on a
spatially compact Lorentzian manifold.
The purpose of this paper is to combine the method developed by Friedlander with the
description of the null cone by Penrose to obtain an integral formula for the characteristic
Cauchy problem with initial data on the cone for arbitrary spin in general curved space-
times. The choice of this method implies that we face the same restrictions as in the book
by Friedlander. There exists an essential obstacle to the extension of the domain of valid-
ity of the representation formula: the existence of caustics which limit the domain where
the formula can be written. We then have to restrict ourselves to a geodesically convex
domain Ω of a smooth Lorentzian manifold (M, g), that is to say a domain where there
exists a unique geodesic between any pair of distinct points. This restriction is inherent
to the method and the fact we work with arbitrary curved geometry. The advantage is
however that we obtain an explicit integral formula without resorting to any microlocal-
ization. This in principle should allow an extension to metrics of low regularity in the
spirit of [60].
More explicitly, let us consider (M, g) a smooth Lorentzian manifold and p0 a point in
Ω; the problem:
D/ u = 0
where u is a section of a given fiber bundle on Ω and D/ is the Dirac operator on this
bundle, with the initial conditions on the future null cone C+(p0):
u = θ on C+(p0) ∩ Ω
is known as a first order Goursat problem with initial data on the characteristic hypersur-
face C+(p0) ∩ Ω.
It is known that several conditions must be satisfied to ensure that this problem admits
a solution. The first one comes from a geometric obstruction to the existence of a solution
when symmetry conditions on the field u are imposed; this implies that the manifold M
3must satisfy some geometric assumptions, known as the consistency conditions, depending
on the spin we are working with. The second one comes from the fact that the initial data
are given on a characteristic hypersurface: θ must then satisfy the restriction of the Dirac
equation to the cone from p0:
D/ |C+(p0)θ = 0.
These equations are called the compatibility equations for the initial data.
As already mentioned, there exists, as far as the author knows, no general result about
the characteristic Cauchy problem. Nonetheless, it is worth mentioning some results of
existence and uniqueness with some generality. In the analytical case, this problem is
similar to the Cauchy-Kowaleski problem (see for instance [43]). The problem is well posed
in that case. This can be extended, with energy estimates, to minimal regularity ([49]).
The well-posedness of the characteristic Cauchy problem is nonetheless not the point of
this paper: assuming existence and uniqueness of the solution in the neighborhood of the
point p0, the goal consists in deriving a representation formula for this solution.
The paper is organised as follows. The first part presents an adaptation of the Fried-
lander method to the bundle of Dirac spinors. After a geometric and intrinsic presentation
of the theory of spinors, the analytic tools to write a fundamental solution of the Dirac
equation are developed. The second part is devoted to the derivation of the formula for
Dirac spinors. Following Penrose’s construction, a null tetrad adapted to the structure of
the null cone is constructed and used to describe the geometric tools. The integral formula
can then be derived from the parametrix and the result obtained by Penrose is recovered
for Weyl (or two-) spinors. Finally, the third part deals with the arbitrary spin n2 . The
presentation made in the first part is adapted to the bundle of spinors with spin n2 so
that the construction can be applied directly. A representation formula is then given for
arbitrary spin and simplified in the case of the Maxwell equations. Penrose’s formula for
the characteristic Cauchy problem for arbitrary spin in the flat case is recovered in a flat
spacetime.
Notations and conventions.
We describe here for future reference the notations and conventions which will be used
all along the paper. Note that smooth means C∞ in this paper.
1. Geometric notations:
(a) General framework:
• (M, g): smooth Lorentzian oriented and time oriented manifold with a
metric g having signature signature (+,−,−,−);
• Ω: geodesically convex domain of M ;
• µ: volume form associated with the metric g on M ;
• p0: a given point in Ω;
• ∇: Levi-civita connection for g on the tangent bundle of M , TM .
(b) Null structure on Ω: let p be a given point in Ω:
• C(p): null cone from p, that is to say the set of points of Ω which lie on a
null geodesic passing through p;
• C+(p) (resp. C−(p)): future (resp. past) null cone from p, that is to say the
set of points of Ω that lie on a future (resp. past) oriented null geodesic
from p;
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• I(p): chronological set from p, that is to say the points of Ω which lie on
a timelike or null geodesic passing through p;
• I+(p) (resp. I−(p)): future (resp. past) chronological set from p, that is to
say the set of points of Ω that lie on a future (resp. past) oriented timelike
or null geodesic from p;
• J (p) = I(p)\C(p): causal set from p and J ±(p) = I±(p)\C±(p) are the
future and past causal sets from p.
(c) Spin structure: Ω is endowed with a spin structure; the spinors will be denoted
using the Penrose conventions as well as the usual algebraic notations according
to convenience:
• SDirac: fibre bundle of Dirac (or 4-) spinors;
• SA and SA′ : bundles of Weyl (or 2-) spinors (resp. dual and anti-spinors);
• ”·”: Clifford multiplication;
• (·, ·): symplectic product on SDirac obtained by lifting the metric g;
• ǫAB and ǫA′B′ : restrictions of (·, ·) to SA and SA′ ;
• C∞0 (SDirac) = D(SDirac): smooth sections with compact support in Ω en-
dowed with the usual Fre´chet topology;
• D′(SDirac): its topological dual;
• C∞(SDirac) = E(SDirac): smooth sections of SDirac on Ω,;
• E ′(SDirac): its topological dual;
• the connection ∇ on TΩ is lifted on SDirac and is still denoted ∇;
• the Dirac operator is defined, for a given section (ei)i∈{0,...,3} of the fibre
bundle of orthonormal frames, on C∞(SDirac) by:




1 Geometric and analytic preliminaries
The geometric and analytic tools are presented in this section. As already mentioned in
the introduction, due to geometric obstructions such as conjugates points or convergence
of geodesics, the whole paper restricts itself to a geodesically convex domain Ω:
Definition 1.1. A domain Ω is said to be geodesically convex if and only if it is an open
set where, for every pair of points (p, q) in Ω, there exists a unique geodesic between p and
q.
1.1 Dirac spinors and Dirac equation
This section presents a construction of the spinor bundle so that it will be possible to
apply the method of Friedlander in the most direct way. This presentation also intends to
be a small dictionary between an abstract presentation of the theory of spinors and the
Penrose conventions to represent spinors in terms of indices. Finally it must be noticed
that, though the presentation is made on Ω, it can be generalized to a globally hyperbolic
manifold (see remark 1.3 below).
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1.1.1 Abstract construction
We begin by defining a spin bundle:
Definition 1.2. A manifold M is said to be spin if its tangent bundle admits a spin
structure, that is to say there exists a Spin(1,3) principal bundle PS, together with a twofold
covering ξ : PS → PSOM , where PSOM is the SO(1, 3)-principle bundle of orthonormal
frames on M , such that
∀p ∈ PS,∀g ∈ Spin(1, 3), ξ(pg) = ξ(p)ξ0(g).
where ξ0 is the universal covering from Spin(1, 3) ≈ SL2(C) on SO(1, 3).
Remark 1.3. 1. The existence of a spin structure on a manifold is usually ensured by
the assumption that its second Stiefel Whitney class vanishes.
2. In the case of a four dimensional Lorentzian manifold (M, g), Geroch showed in
[44] that a necessary and sufficient condition for M to carry a spin structure is
that its bundle of orthonormal frames admits a global section (this is referred to as
parallelizability).
3. A common assumption in general relativity which ensures that a 4-dimensional
Lorentzian manifold is spin is the global hyperbolicity assumption: there exists in
M a global Cauchy hypersurface, i.e. a spacelike hypersurface such that any inex-
tendible timelike geodesic intersects this surface exactly once([44, 45]).
The spinor bundle on Ω is defined through the action of an algebra over a vector space.
This construction requires the following tool, which consists in group action over a fibre
bundle, replacing its previous fibre by a given vector space:
Definition 1.4. Let (E,Ω, π) be a G-principal bundle. Let F be a vector space and
ρ : G→ Homeo(F ) a continuous map.
Consider the action
φ : G → Aut(E)×Homeo(F )
g 7→ ((x, y) ∈ E × F 7→ (xg−1, ρ(g)y)) .
The quotient space
E × F/ρ or E ×ρ F
with projection π˜ obtained by factorization of the diagram











where p : E × F → F is the projection on the first variable, is a G-principal bundle with
fibre F .
The algebra, known as the Clifford algebra associated with a given quadratic form,
which is used to construct the spinor bundle is then defined:
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Definition 1.5. Let E be a vector space (real or complex) with a quadratic form q. The









where I(E) is the ideal generated by the set {v ⊗ v − q(v)|v ∈ E}.
This algebra is known to have the following structure ([61]):
Proposition 1.6. There exist two sub-algebrae denoted Cl0(E, q) and Cl1(E, q) such that:
Cl(E, q) = Cl0(E, q)⊕ Cl1(E, q)
wich satisfy:
Cl0(E, q) · Cl0(E, q) = Cl0(E, q), Cl1(E, q) · Cl1(E, q) = Cl0(E, q)
Cl0(E, q) · Cl1(E, q) = Cl1(E, q), Cl1(E, q) · Cl0(E, q) = Cl1(E, q) (1.1)
Definition 1.7. The group Spin(E, q) is the subset of Cl0(E, q) defined by
{s ∈ Cl0(E, q)|q(s) = 1}
where q is the extension of the quadratic form q to Cl(E, q).
The formalism previously defined can of course be applied to the case of the Minkowski
spacetime (R4, η).
Definition 1.8. The bundle defined by:
SDirac = (PS ×M2(C)) /(Spin(1, 3))
is called the bundle of four dimensional spinors or bundle of Dirac spinors.
Remark 1.9. 1. The representation of Spin(1, 3) = SL2(C) acting on M2(C) has two
irreducible components, which correspond to C2 with its two inequivalent complex
structures; by convention, we write:
M2(C) = (C
2)∗ ⊕ C2.
2. The previous remark gives a decompositon of the fibre bundle SDirac into two bundles






; this decomposition is written in terms of indices:
SDirac = SA ⊕ SA′ .
A section u of the SDirac bundle will then be split into two smooth sections of the
Weyl bundles:
u = φA ⊕ ψA′ .
3. To get back to the tangent bundle, a convention must be chosen to represent the
Clifford algebra Cl(R4, η). Its usual representation is M2(H), which is split in
M2(C) ⊕ M2(C). The vectors are identified with the hermitian 2-forms or with
C-antilinear homomorphisms from SA to S
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4. For the chosen representation of the Clifford algebra which was made previously, the
tangent bundle is identified to the set of hermitian two forms over SA. As such, it
endows the tangent bundle with a structure of conformal Lorentzian manifold, i.e. a
fibre bundle of cones over M and a time orientation: the fibre bundle of cones over
Ω is made of degenerate hermitian two-forms, the spacelike vectors fields are the
hermitian matrices of signature (2,0) or (0,2) and the timelike vectors fields are the
hermitian matrices of signature (1,1). The time orientation is obtained by a choice
of orientation on the fibre bundle of cones over Ω.
Proposition 1.10. The bundle Λ2SA
′
of skew-symmetric two forms is trivial.
Proof. This is a direct consequence of the fact that SA
′
is a Spin(1, 3) = SL2(C)
bundle. Let (U ×C2, φ) and (V ×C2, ψ) be two local trivializations of the bundle SA′ with
empty intersection where φ and ψ satisfy
p ◦ φ = π and p ◦ ψ = π
where π : SA
′ →M is the projection associated to the bundle SA′ and p is the projection on
the first variable. These two trivializations give rise to two trivializations of Λ2SA that are
still denoted by φ and ψ. Let us consider the transition map φ◦ψ−1 : Λ2C2×V → Λ2C2×U .
It can be written:
φ ◦ ψ(x, y) = (x, ν(x)y)
where ν : U ∩ V → SL2(C) is a smooth map.
Let x be fixed in U ∩ V . Since ν(x) belongs to SL2(C) and y is a skew-symmetric 2-form,
y is invariant under the action of an element of SL2(C), i.e:
∀(u, v) ∈ C2, y(ν(x)u, ν(x)v) = y(u, v).
The fibre bundle Λ2SA
′
is thus trivial.
Remark 1.11. 1. The canonical isomorphism, which will be denoted by κ, between SA
′






ǫ 7−→ κ∗ǫ : (u, v) ∈ SA × SA 7→ ǫ(κ(u), κ(v)).




a symplectic form on SDirac by taking:
ǫ⊕ κ∗ǫ.
A two-form ε on SA is denoted ε
AB and acts on Weyl spinors by:
∀(uA, vB) ∈ SA, ε(u, v) = εABuAvB.
The corresponding two-form on SA
′
is denoted εA′B′.
2. Let ε be a fixed skew-symmetric two-form on SA. It is possible to construct a metric
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3. We denote by εAB a two form which gives rise to the metric g on M . The non-
degeneracy of ε induces an indentification between SA and its dual S
A given by:
κA ∈ SA 7−→ κA = εABκB ∈ SA
whose inverse mapping is
κB ∈ SB 7−→ κB = κAεAB.
The equivalent transformation can be made for the complex conjugate spinors in SA
′
if we consider the image two-form εA′B′.
4. The symplectic product on Dirac spinors can thus be written, by lowering and raising
indices:
(u, v) = εABψAφB + εA′B′ξ
A′ζB
′
= −ψAφA + ξA′ζA′
where u = ψA + ξ
A′ and v = φA + ζ
A′ are two Dirac spinors.
5. The dual S⋆
Dirac
of SDirac is split in:
S
⋆
Dirac = SA′ ⊕ SA.
The symplectic form (·, ·) realizes an identification between SDirac and S⋆Dirac, whereas
its restrictions to, respectively, SA and S
A′, denoted εAB and εA′B′, realize an iden-
tification between SA and SA and between SA′ and S
A′ respectively.
Proposition 1.12. Let ε be a section of Λ2SA. Let g˜ be the metric associated with ε.
Then, the metric g˜ is conformal to the metric g.
Proof. : Let p in M . Let X in TpM and u, v in SA. We assume that the vector X is a
light-like vector for the metric g, i.e.:
g(X,X) = gabX
aXb = 0.
A necessary and sufficient condition for g˜ab to be conformal to g is that g˜ and g have the
same null cone structure, i.e. it is sufficient to show:
g˜(X,X) = g˜abX
aXb = 0.




if it is future directed and
Xa = −uAuA′
if it is past directed. The calculation is performed for a future directed null vectors, but










X is thus still a null vector for g˜ and g˜ and g are conformal metrics. 
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Remark 1.13. The map:
Λ2SA −→ {φg|φ ∈ C∞(Ω,R∗+)}
εAB 7−→ gab = εABεA′B′
is a two sheeted covering of the conformal class of g. In particular, it is surjective. We
denote by εAB a preimage of gab.
Proposition 1.14. The bundle SDirac is a Dirac bundle, i.e. a fibre bundle of left modules
over Cl(Ω, g) endowed with a symplectic form ǫ and a connection ∇S such that:
1. ∇S is the pull-back of the Levi-Civita connection on M : if π : SDirac → Ω, then ∇
can be written:
π∗∇ = ∇S
2. the connection is compatible with the action of the Clifford algebra: let X be a smooth
section of Cl(TΩ, g) and u a smooth section of SDirac, then:
∇S(X · u) = ∇X · u+X · ∇Su.
Though different since they are acting on different objects, the connexion ∇ on Ω
and ∇S on SDirac are both denoted by ∇.
3. the action of the Clifford multiplication is an isometry for the symplectic product:
let X be a smooth section of Cl(TΩ, g) and u, v two smooth sections of SDirac, then:
ǫ(X · u,X · v) = q(X)ǫ(u, v).
In order to define the space on square integrable spinors on Ω, it is necessary to define
the norm of a spinor. This unfortunately cannot be done without choosing a time function
t (see [71]) or, at least, a timelike vector field.
Definition 1.15. A smooth function t on Ω is called a time function if, and only if its
gradient is a non-vanishing future-oriented timelike vector field on U .
Definition 1.16. Let t be a time function on Ω. Then the map defined by:
C∞0 (Ω,SDirac)× C∞0 (Ω,SDirac) −→ R
(Ψ,Φ) 7−→ ε(∇t ·Ψ,Φ)
is a positive definitive hermitian product over the set of smooth sections of SDirac with
compact support in U . The norm associated to this scalar product is denoted by || ⋆ ||U .
Remark 1.17. • This norm will be used in the following on compact subsets of an
open set of Ω to define the Fre´chet topology over smooth sections of the fiber bundle
of Dirac spinors.
• A time function t is fixed on Ω. This time function will be used to compute all the
norms.
This scalar product is used to define various norms over the spinor fields on Ω: let Φ
in D(SDirac). We define using the positive definite hermitian product:
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where ∇α = ∇∂α1∇∂α2 . . .∇∂αl , α = (α1, . . . , αl) being a multi-index of length|α| =∑i=1...n αi; a chart of reference Ψ is fixed in the following in the computation
of the norms;






One way to describe the Lorenztian structure is to use a global section of the fiber bundle
of orthonormal frames over Ω and translate the result in terms of spinors. We construct
a global basis, named tetrad of Newman-Penrose which gives rise to a spinor basis of SA.
Definition 1.18. A basis of TΩ⊗C (l, n,m,m) is called a normalized Newman Penrose
basis if l and n are real vectors fields and it satisfies the following relations:
g(l, l) = 0 , g(n, n) = 0 , g(m,m) = 0,
g(l, n) = 1 , g(m,m) = −1 , g(l,m) = 0 , g(n,m) = 0.
Remark 1.19. • The existence of a Newman-Penrose tetrad is insured by the exis-
tence of a global section of the fibre bundle of orthonormal frames: if (eaa) (a =


















is a normalized Newman-Penrose tetrad. It is obvious that a given normalized




















• Because the structure of null cones will be considered later, we assume that a Newman-
Penrose tetrad (l, n,m,m) is given first and, in a second time, gives rise to an or-
thonormal basis (eaa) (a = 0, 1, 2, 3).
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• Up to an overall sign, there exist two unique spinor fields in E(SA), denoted by oA
and ιA such that:
la = oAoA
′
, na = ιAιA
′
and ma = oAιA
′
.




• There exists an alternative notation for this spin basis, which is consistent with the
duality property used to describe spinors. We note, in SA:
εA0 = o
A and εA1 = ι
A.




















ε0A = −ιA and ε1A = oA.
• The vector eaa can be written in function of the metric as gaa for a = 0, . . . , 3. The
components of its spinor form gAA
′






















It is then known ([71], section 3.1) that the Clifford multiplication of a Dirac spinor
by the basis vectors can be written:
Lemma 1.20. The Clifford multiplication of a Dirac spinor φA + ψ
A′ by the vector eaa is
given by:










Remark 1.21. : The Clifford multiplication can be interpreted as a contraction with the
corresponding vector of the basis (up to a factor ±i√2) by writing:


















As a consequence, the Clifford multiplication by the vector lAA
′
is the contraction with
nAA
′
and conversely the Clifford multiplication by nAA
′








n · (φA + ψA′) = i
√
2(lAA′ψ
A′ − lAA′φA) (1.3)
We conclude this section by giving the abstract index expression of the Dirac operator
on 4-spinors ([71], section 3.1):
Lemma 1.22. The Dirac operator is decomposed as follows:
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1.2 Analytic requirements
1.2.1 Distributions on spinors
The purpose is to write weak solutions for the Dirac equation. The theory of distribu-
tions must thus be adapted to ensure properties of symmetry for the Dirac operator and
the Clifford multiplication so that the construction of Friedlander can be used with few
adaptations.
1.2.1.1 Fundamental properties The basic elements needed in the next section are
sketched here. Spinor-valued distributions are defined in [24] to construct fundamental
solutions for the Dirac equation. They were also developed in [83] to construct a Fourier
integral operator for the propagator of the Dirac equation.
Definition 1.23. A distribution u on the set D(SDirac) of smooth Dirac spinor fields with
compact support on Ω, endowed with its usual Fre´chet topology, is a C-linear continuous
mapping from D(SDirac) to C, i.e. a mapping which satisfies for all compact K in Ω, there
exists a positive constant C and an integer m depending only on K such that:
∀φ ∈ D(S), |u(φ)| ≤ C||φ||∞,m,K
The set of distributions on M will be denoted by D′(SDirac) and the duality bracket
by <,>.
Definition 1.24. The support of a distribution u is the complement of the largest open
subset O of Ω such that any smooth function φ with support in O satisfies:
< u, φ >= 0.
The set of compactly supported distributions is denoted E ′(SDirac) and is the topolog-
ical dual of E(SDirac), set of smooth sections of SDirac on Ω.
If u is a locally integrable section of S∗Dirac = S
A ⊕ SA′ , which can be written u =
ξA + ηA′ , it defines a distribution by:




where the smooth section Φ is split as: Φ = φA + ψ
A′ .
We define now the action of the covariant derivative in a direction V and of the Dirac
operator on distributions by:
Proposition 1.25. Let u be an element of D′(SDirac) and V be a smooth section nowhere
vanishing of TΩ. The distributions ∇V u and D/ u are defined by:
∀φ ∈ D(SDirac), < ∇V u, φ >D′(S⋆
Dirac
),D(SDirac) = − < u,∇V φ >D′(S⋆Dirac),D(SDirac)
∀φ ∈ D(SDirac), < D/ u, φ >D′(S⋆
Dirac
),D(SDirac) = − < u,D/ φ >D′(S⋆Dirac),D(SDirac)
These definitions agree with the Leibniz rule and the fact that the connexion is com-
patible with the symplectic product on spinors.
We also need to define the Clifford multiplication with a vector:
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Proposition 1.26. Let u be an element of D′(SDirac) and V a smooth section of TΩ. We
define the distribution V · u in D′(SDirac) by:
∀φ ∈ D(SDirac), < V · u, φ >D′(S⋆
Dirac
),D(SDirac)=< u, V · φ >D′(S⋆Dirac),D(SDirac) .
Proof.
The representation of the Clifford multiplication is the same for the dual S∗Dirac. Con-
sequently, if u = φA
′
+ χA is in SDirac and v = ρA′ + θ
A is in S∗Dirac, then:










We notice that this expression is symmetric in A and A′ so that we can conclude:
< ea · v, u >S⋆
Dirac
,SDirac=< v, ea · u >S⋆Dirac,SDirac .
Remark 1.27. When a distribution on SDirac is represented by a function from Ω into
SDirac, the symplectic product (·, ·) on SDirac is used to apply the distribution on a section
of SDirac. The duality bracket will be in that case written (·, ·)D′(SDirac),D(SDirac).
The previous results need to be checked since the definitions given in (1.25) do not
work when the symplectic product (or the ε spinor) is used. We first need the following
lemmata on the action of Clifford multiplication and the Dirac operator:
Lemma 1.28. For any Φ and Ψ Dirac spinor fields on Ω and V a vector field on Ω, we
have:
(V · Φ,Ψ) = −(Φ, V ·Ψ)
Proof. : It is sufficient to verify the result for an element ea of the frame. We calculate
(ea · Φ,Ψ) in components.








with Φ = ξA + χ
A′ and Ψ = ρA + θ
A′ . Noticing that:













ρB = −(Φ, ea ·Ψ).
In order to verify the symmetry of the Dirac operator for the symplectic product, we
will establish the following lemma:
Lemma 1.29. Let Φ and Ψ two spinor fields on Ω. Then we have:
(D/Φ,Ψ) = (Φ,D/Ψ)− div(V ).
where V is a complex vector field.
Proof. : The formula is proved at each point of Ω; let then p be a point in Ω. Let (fi)
be a orthonormal basis on Ω such that, for all i in {0, 1, 2, 3}:
∇fifi = 0 at p.
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with fi =< fi, fi >, we notice that ∑
i∈{0,1,2,3}
∇fi(Φ, fi ·Ψ)
is the divergence of V .
We present an alternative way to perform this calculation with abstract indices; the Dirac
spinors Φ and Ψ are split on SDirac:
Φ = φA ⊕ ρA′
Ψ = ψA ⊕ χA′ .
We now lead the calculation in the usual way:
1√
2
(D/Φ,Ψ) = εAB(i∇AA′ρA′)ψB + εA′B′(−i)(∇AA′φA)χB′
= εABi∇AA′(ρA′ψB) + εA′B′(−i∇AA′(φAχB′))
−εABρA′i∇AA′ψB − εA′B′φA(−i∇AA′χB′)










= i∇AA′(ρA′ψA) + i∇AA′(φAχA′)
−εA′B′ρA′i∇BB′ψB + iεABφA∇BB′χB′
= i∇AA′(ρA′ψA) + i∇AA′(φAχA′) + 1√
2
(Φ,D/Ψ).
It must be noticed that, in this new calculation, the remaining term can obviously be
identified as a divergence.
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fi(Φ, fi ·Ψ)ei (1.4)
is encountered several times in the following. Though it is used to perform the calculation,
it does not seem to be intrinsic. It is nonetheless easy to give a more intrinsic sense to
this computation. Let us consider the complex 1-form ω on Ω:
TΩ⊗ C −→ C
h 7−→ (Ψ, h · Φ)
The dual vector of this 1-form is the vector (1.4). The calculation can then be easily
reinterpreted when noticing:







⋆ being the Hodge dual and µ the volume form associated with the metric g.
Definition 1.31. Let u be in D′(SDirac), and X in C∞TΩ. The applications defined by
Φ ∈ D(SDirac) 7−→ −(u,X · Φ)D′(SDirac),D(SDirac)
and
Φ ∈ D(SDirac) 7−→ (u,D/Φ)D′(SDirac),D(SDirac)
are distributions, denoted respectively by X · u and D/ u.
Proof. : This is a straightforward consequence of the previous lemma and the Stokes
theorem.
Remark 1.32. : These definitions agree with the previous lemmata when u is in D(SDirac).
From this point, all the distributions will be assumed to be represented via the sym-
plectic product.
If f is in D′(R) and U is a smooth spinor field on Ω, we define the distribution fU by:
∀φ ∈ D(SDirac), (fU, φ)D′(SDirac),D(SDirac) =< f, (U, φ) >D′(R),D(R) .
1.2.1.2 Composition of a function with a distribution In the following, the con-
struction of distributions with support on a light cone will be required. One way to
achieve this is to adapt the contruction of Friedlander in [39] in the case of spinor valued
distribution.
Definition 1.33. Let S be a smooth function on Ω, with non vanishing gradient on Ω.
Let f be a distribution with compact support on R.
Then, the application







where ∇S(p)yµ(p) is the contraction of the measure on M with the gradient ∇S (or the
Leray measure on the hypersurface S(p) = t), defines a real distribution denoted f(S).
This distribution coincides with the composition of functions when f is represented by a
function.
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We need to apply this definition to calculate the action of the Dirac operator to a
distribution on SDirac of the form f(S)U :
Proposition 1.34. Let f be an element of E ′(R), S a smooth function chosen as in
definition 1.33 and U a smooth spinor field on M .
Then, in the sense of distributions,
D/ (f(S)U) = f ′(S)∇ˆ(S) · U + f(S)D/U,






Proof. : Let Φ ∈ D(SDirac) and (fi) an orthonormal frame. Φ is chosen with support
in domain Ω where ∇fifi are all zero. We calculate (D/ (f(S)U) ,Φ)D′(SDirac),D(SDirac) using
the previous definitions and lemma 1.29:












∇fi(U, fi · Φ)µSt >E ′(R),E(R) (1.6)
where µSt is the Leray measure ∇Syµ on the hypersurface St = {S(p) = t}. We calculate




(D/U,Φ)µSt >E ′(R),E(R)= (f(S)D/U,Φ)D′(SDirac),D(SDirac).












fi(U, fi · Φ)fi
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(∇ˆS · U,Φ)µSt ,




(∇fi(U, fi · Φ)µSt >E ′(R),E(R)= (f ′(S)∇ˆS · U,Φ)D′(SDirac),D(SDirac)
so that:
D/ (f(S)U) = f ′(S)∇ˆ(S) · U + f(S)D/U 
1.2.1.3 Spinors and bidistributions Keeping in sight that the purpose is to write
an integral formula (or representation formula) for a Cauchy problem, we must be able to
apply twice a distribution to spinor fields. This is what bidistributions are made for.
We define the product ⊠ of two smooth sections of SDirac with compact support by:
D(SDirac)×D(SDirac) −→ D(SDirac)⊠D(SDirac)
(Φ,Ψ) 7−→ ((p, q) ∈ Ω× Ω 7→ Ψ(p)⊗ Φ(q))
where ⊗ must be understood as tensor product of spinors in different variables. The vector
space generated by these products is denoted by D(SDirac)⊠D(SDirac).
Definition 1.35. Let u and v be two distributions in D′(SDirac). The bidistribution u⊠ v
is an application from D(SDirac) ⊠ D(SDirac) defined by, for every (φ, ψ) ∈ D(SDirac) ×
D(SDirac):
(u⊠ v, φ⊠ ψ) = (u, φ)D(SDirac),D′(SDirac)(v, ψ)D′(SDirac),D(SDirac).
The vector space D′(SDirac)⊠D′(SDirac) generated by these products is called the space of
spinor-valued bidistributions on SDirac.
If φ is in D(SDirac) and u is a spinor bidistribution, then u(φ) is still in D′(SDirac). It
can consequently be still applied to a function in D(SDirac).
A special type of spinor valued distribution that will be encountered in the following
is the Dirac distribution.
Definition 1.36. We define the Dirac distribution (or Dirac mass) in p′, denoted by δp′
by:
∀φ ∈ D(S), (δp′ , φ)D′(SDirac),D(SDirac) = φ(p′).
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It must be noted that this distribution can be written in the form τ(p′, p)δp′ ([39],
chapter 6) where τ is a linear transformation from D(SDirac) in the variable p to D(SDirac)
in the variable q satisfying τ(p′, p′) = ISDirac and can consequently be written as:
∀φ ∈ D(S), (τ(p′, p)δp′ , φ)p,{D′(SDirac),D(SDirac)} = φ(p′),
the duality bracket being computed in the variable p. Since
εABε 0Aε
1





and τ(p, p) satisfies:
(τ(p, p), φ(p)) = φ(p)
it can be explicitly calculated at p = p′:










A − ε 1A ⊠ ε 0A
= −ιB′ ⊠ oA′ + oB′ ⊠ ιA′ − oB ⊠ ιA + ιB ⊠ oA. (1.7)
Such a function τ is chosen explicitly later (see equation (1.9)).
1.2.2 Fundamental solutions of the wave equation
We now apply to the spinorial wave equation the analytical tools used by Friedlander in
[39] for the tensor wave equation. An alternative method has been used by Klainerman
and Rodnianski to construct an approximate fundamental solution in [60]. Though their
method is more flexible and well-suited to obtain estimates, it is not appropriate here
since, as we will see, the regular part (the tail of the fundamental solution) is needed to
write down a fundamental solution. V. Moncrief used Friedlander’s method in a paper
with D. Eardley ([33]) for the Yang-Mills equations in the Minkowski space and for the
Maxwell wave equation in [65] on a curved space-time.
We first consider the spinorial wave operator D/ 2. The Schro¨dinger - Lichnerowicz -
Bo¨chner formula gives that for any φ in D(SDirac):




where  = −∇j∇j . Since the index notations are used from the beginning, a index version
of the formula with its proof is given:
Proposition 1.37 (Schro¨dinger-Lichnerowicz formula in index version for spin 12).









Proof. : The reader should refer for intermediate results to [79](4.9.2 and 4.9.17).
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Remark 1.38. • This version agrees with the previous one when noticing that the
operator ∇BA′∇AA′ is in fact, due to the renormalization induced by the Clifford
multiplication, the projection on SB of 1/2D/
2.
• A generalization of this formula to arbitrary spin is given later in subsection 3.1.














where γ : [0, t]→ Ω is the unique geodesic from p to q.
To write the fundamental solutions of the wave equation, it is necessary to construct
distributions with support on a cone: using definition 1.33, let us consider the distributions
δ±(Γp(q)) and H±(Γp(q))
where δ is the Dirac mass and H the Heaviside function. These distributions have support
respectively, for p fixed in Ω, in C±(p) and J ±(p).
Remark 1.39. It is important to notice that these distributions do not satisfy definition
1.33 since the gradient of Γp(q) vanishes at the vertex of the cone. Nonetheless, considering
the distributions
δ±(Γp(q)− ε) and H±(Γp(q)− ε)
with ε positive avoids the problem. The results can then be obtained using a limiting process
when ε tends to zero. This method will be used later to expand equation (2.8).
It is known that the operator D/ 2 admits fundamental solutions ([39],[24]):
Theorem 1.40. There exists two bidistributions on Ω, G˜±q (p) that satisfy:
∀(p, q) ∈ Ω2,D/ 2pG˜±q (p) = δq(p)
in the distribution sense. These two bidistributions can be written:
G˜±q (p) = U˜q(p)δ
±(Γq(p)) + V˜q(p)H±(Γq(p)).
where U˜ and V˜ ± are smooth functions of the variable (p, q). q being fixed in Ω, the support
of G˜±q (p) is then in C±(q).
The structure of the fundamental solution obtained by Friedlander is the following (the
reader should refer to [39] for more details.)
1. The function U˜ in the singular part can be decomposed into two parts, U˜q(p) =
kq(p)τ˜q(p) where:
(a) the bispinor τ˜q(p) satisfies:
∇iΓq(p)∇iτ˜q(p) = 0 and τ˜p(p) = τp(p). (1.9)
This equation can easily be reinterpreted as parallel transport in the variable q
of the bispinor identity along the geodesic from p to q.
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(b) the function kq(p) satisfies the transport equation:
2 < ∇Γq(p),∇kq(p) > +(Γq(p)− 8)kq(p) = 0 and kp(p) = 1
2π
. (1.10)
kq(p) measures the difference between the measure induced on C+(p) ∩ C−(q)




where µC+(q)∩C−(qp) is the Riemannian volume form induced by the metric g
on C+(q) ∩ C−(p) and µS2 the standard volume form on the two dimensional
sphere.
2. The regular part V˜ ± of the fundamental solution can be obtained by solving the
characteristic Cauchy problem:{
V˜q(p) = 0 for p ∈ J +(q)
V˜q(p) = V˜
0
q (p) for p ∈ C+(q)
where V˜ 0q (p) satisfies the transport equation:
2 < ∇Γq(p),∇V˜ 0q (p) > +(Γq(p)− 4)V˜ 0q (p) = −D2U˜ .
For later convenience, the fundamental solution must be split over the decomposition
















A means that the part of the bidistribution in the variable q acts on spinor













Two backward and forward fundamental solutions for the wave equation can then be
constructed. For Dirac spinors, these fundamental solutions are the distributions:
DpG˜±q (p)
















Finally, we state the following theorem concerning the existence and the structure of
the fundamental solution for the Dirac equation for Dirac spinors.
Theorem 1.41. There exist two fundamental solutions for the Dirac operator D/ , G±q (p),
with support in C±(q), for q fixed in Ω, such that:
∀(p, q) ∈ Ω2,D/ pG±q (p) = δq(p)
in the distribution sense. These two fundamental solutions are obtained by applying the
Dirac operator to the two fundamental solutions of the wave equation:
G±q (p) = D/
pG˜±q (p).
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2 Derivation of the integral formula for Dirac spinors
This section is devoted to the derivation of an integral formula for Dirac spinors for the
characteristic Cauchy problem with data on a future null cone. In this context, we will work
with the forward fundamental solution G+q (p) which will be denoted with no ambiguity
Gq(p). The singular and smooth parts of the forward fundamental solution for the wave
equation will be denoted U˜q(p) and V˜q(p).
The point p0 being fixed, let p be a point in the future of p0 in Ω. We define, for these
two points:
• σ(p) = C+(p0) ∩ C−(p)
• D(p) = C+(p0) ∩ J −(p)
• S(p) = J +(p0) ∩ C−(p).
• V(p) = J +(p0) ∩ J −(p)
Since Ω is geodesically convex, these instersections are well-defined (in fact, the hypothesis
of global hyperbolicity suffices).
2.1 Representation formula
The first step to obtain a representation formula is to solve the problem with source:
D/ u = f.
The following lemma is a direct transcription of lemma 5.5.1 in [39]:
Lemma 2.1. Let f in E(SDirac).
Then the distributions defined by:
∀φ ∈ D(SDirac), (u, φ)p := (f, (G±p , φ)q)p
are solutions of the problem:
D/ u = f.
Proof. : The calculation is made first formally. The justication of each step will be
carried out later; it will be sufficient to check that each duality bracket is well-defined and
that all the operations involved (symmetry on Dirac operator, . . . ) are legitimate.
Let φ be in D(SDirac).
(D/ pu, φ)p = (u,D/
pφ)p (2.1)
= (f, (G±p ,D/
qφ)q)p by definition of u (2.2)
= (f, φ) by definition of G±p . (2.3)
It must be checked to insure that (2.2) exists that the function:
p 7−→ (G±p ,D/ qφ)q












(V˜ ±p (q), (D/
q)2φ)µ(q),
(2.4)
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where µΓp(q) is the Leray form associated with the function Γp(q), i.e:
µΓp(q) = ∇qΓp(q)yµ.
Let π : Ω→ R4 be a chart recovering Ω (which exists since Ω is geodesically convex). The
image by π of p and q are respectively denoted by y and x. There exists a diffeomophism
ξ → x = h(y, ξ) from π(Ω) into R4, where ξ = (ξ0, ξ1, ξ2, ξ3) is a coordinate system
centered at y, Minkowskian in q and such that the vector (1, 0, 0, 0) is timelike and future
oriented. In this coordinate system, the measures µ and µΓq(p) are expressed as:
µ(q) = k(y, ξ)dξ and µΓq(p) = k(y, ξ)
dξ1 ∧ dξ2 ∧ dξ3
2
√
(ξ1)2 + (ξ2)2 + (ξ3)





(ξ1)2 + (ξ2)2 + (ξ3)2
}
and J +(q) = {ξ|ξ0 ≥√(ξ1)2 + (ξ2)2 + (ξ3)2}.












dξ1 ∧ dξ2 ∧ dξ3
2
√











(h(y, ξ))k(y, ξ)dξ. (2.6)
which is clearly a smooth function of y = π(p).
Since f is a distribution with compact support, there existsK ′, an integer N and a positive
constant C such that, for any smooth function ψ, the following estimate holds:





||∂αy ψ ◦ π−1(y)||.
Let K be a compact of Ω. Assume that φ has its support in K. Then the previous
inequality gives for ψ = (Gp,D/ φ)q






Using the expression of (Gπ−1(y)(π
−1(x)), φ)x, its derivatives ∂αy (Gπ−1(y)(π−1(x)), φ)x are
bounded by the derivatives of φ on K:
sup
K





||∂βy φ ◦ π−1(y)||
where the constant CK,K′,α is determined only by the derivatives of U˜ , V˜ , h of order up






||∂αy (φ ◦ π−1)||,
which means that equation (2.2) is well-defined.
Let u be in E(SDirac). The following proposition gives a representation of u in term of
its data on a null cone:
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Theorem 2.2. Let u be a function with future bounded support. Let p0 in Ω. Then, we


















(∇pΓ0 · u, U˜p(q))µΓ0,Γq(p) + ∫
D(q)





where the two-form µΓ0,Γq(p) is obtained via the factorization:
∀φ ∈ C∞0 (Ω× Ω),
∫
A






where A is the set {(p, q)|p ∈ C+(p0) and q ∈ C+(p)}.
Proof. Let u be a function with future bounded support, that is to say that the
intersection of supp(u) with any future null cone is compact . We use here the property







































The duality bracket (2.8) is properly defined since the function p 7→ (G˜p,D/ qφ)q is a smooth
function with support in the future of Supp(φ), that is to say ∪q∈Supp(φ)I+(q), and since
u has future bounded support.
The duality bracket (2.8) is then developed. The first step consists in differentiating
the distributions uH+(Γ0). As already noticed in remark 1.39, the distribution uH
+(Γ0) is
not of the type given in proposition 1.34 since ∇Γ0 vanishes at p0. To avoid this difficulty,
we consider the distributions uH+(Γ0 − ε), where ε is a positive number. This derivation





= (D/ u)H+(Γ0 − ε) + ∇ˆΓ0 · uδ+(Γ0 − ε)





= (D/ u)H+(Γ0) + ∇ˆΓ0 · uδ+(Γ0).






































(∇pΓ0 · u, (V˜p(q),D/ qφ))µ(q) ∧ µΓ0(p),
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where µΓ0 and µΓp are the Leray measures associated with Γ0 and Γp respectively.













































(∇pΓ0 · u, V˜p(q)),D/ qφ
)
µΓ0(p) ∧ µ(q).

















(∇pΓ0 · u, U˜p(q))µΓ0,Γq(p) + ∫
D(q)

























(∇pΓ0 · u, U˜p(q))µΓ0,Γq(p) + ∫
D(q)





A direct application of the previous theorem is the first integral formula for the char-
acterictic Cauchy problem:
Proposition 2.3. Let u be a smooth solution of:
D/ u = 0
Then u can be expressed in J +(p0) in function of its restriction to the cone C+(p0) by:
u|J+(p0) = D/ q
((∫
σ(q)
(∇pΓ0 · u, U˜p(q))µΓ0,Γq(p) + ∫
D(q)





Remark 2.4. 1. This formula is not the final stage of our calculation; the fact that it
only depends on initial conditions will be stated later. This is the purpose of the next
subsection.
2. The vector ∇Γ0 being null along the cone C+(p0), Clifford multiplying with ∇ˆΓ0
means in fact contracting with the spinor form of ∇Γ0; a direct consequence of this
is the fact the Clifford product of the 4-components Dirac spinors with ∇Γ0 does
only involve the two components, u0 and u
1′. The two remaining components are
recovered using the constraints equations (cf. lemma 3.7 below).
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2.2 Integral formula
The integral formula is derived in three steps:
• construction of the appropriate geometric tools (derivation of measures, spin basis);
• interversion of the integral and the Dirac operator;
• and finally obtention of an expression of the singular part in terms of geometric
quantities and initial data.
2.2.1 Geometric data on the cone
This section is devoted to the calculation of the relevent geometric quantities for the
intersection of C+(p0)∩C−(q) = σ(q) for a given point q in the future of p0. This is widely
inspired by section 4.14 of [79]. There are also some calculations of interest in the work
of Frittelli, Newman and al ([42], for instance) and Nurowski – Robinson([75]). This kind
of calculation is also very common in the study of Ricci flows.
We first choose a parallely transported vector field l along the null cone C+(p0):
∇ll = 0.
We then consider, for a given point q in J +(p0), a point p in σ(q). We construct at p
a Newman-Penrose tetrad:
1. the first null vector is the vector l(p) at p;
2. n(p) is chosen on the future oriented null geodesic from p to q such that g(l, n) = 1;
3. we complete the basis by taking a pair of complex null vectors m(p) and m(p) in the
orthogonal of the vector space generated by (l, n) such that g(m,m) = −1.
A Newman-Penrose tetrad is then obtained at each point q′ on the cone C−(q): let p′ be the
point in σ(q) lying on the unique null geodesic from q′ to q; the Newman-Penrose tetrad is
obtained in q′ by parallely transporting the one at p′ along the unique null geodesic from
p′ to q′.
Remark 2.5. This construction cannot be realized globally on the intersection C+(p0) ∩
C−(q) = σ(q) which has the topology of S2. It will be necessary to make this construction
on two different open sets and then glue these constructions together to obtain the result
which only depends on l and n. We assume then that the construction is done on one
open set.
This choice of Newman Penrose tetrad gives us:
• a basis of TΩ ⊗ C and, consequently, up to a sign, a spin basis of SA that will be
denoted by (oA, ιA);
• if q is fixed first and p is chosen on σ(q), the vectors m and m span the tangent
plane to σ(q) at p:
Tpσ(q) = {λm+ λm|λ ∈ C};
due to obvious topological obstructions (see remark 2.5), this construction cannot
be extended globally to all σ(q).
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• the choice of l, which is parallely transported along the generators of C+(p0), and n,
which is parallely transported along the generators of C−(q), gives rise to two affine
parameters r0 and r along the null geodesics on these two cones.
• these two affine parameters give rise to two parametrizations by the sphere S2 of








Let q be a point fixed in J +(p0). We consider a point p on σ(q). In a neighborhood
of p, on σ(q), is defined a Newman-Penrose tetrad (l, n,m,m). The dual basis in TΩ∗⊗C
is denoted by (L,N,M,M) for which the following lemmata are true:
Lemma 2.6. The induced metric on σ(p) is −2MM , the volume form 12iM ∧M and the
mean curvature vector:
H = 2(ρ′l + ρn)
where ρ and ρ′ are the real spin coefficients:
ρ = −(l,∇mm) and ρ′ = −(n,∇mm)
Proof. : These results are straightforward consequences of the presentation concerning
two-surfaces in [79] (section 4.14, proposition 4.14.2 sqq.)
The reality of the spin coefficients is stated in proposition (4.14.2) of [79], whenever l and
n are orthogonal to a spacelike 2-surface (here σ(q)).
Since (m,m) span Tσ(q), the second fundamental form is:
∀(X,Y ) ∈ Tσ(q), II(X,Y ) = (∇XY, n)l + (∇XY, l)n
so that the mean curvature vector is:
H = −(II(m,m) + II(m,m))
= − (((δ′m,n) + (δm, n))l + ((δ′m, l) + (δm, l))n)
Since (see [79] (4.5.28) together with (4.5.29)):
δ′m = (β − α)m− ρ′l − ρn
δm = (α− β)m− ρ′l − ρn
and since ρ and ρ′ are real, we obtain:
H = 2(ρ′l + ρn).
In order to compute the Leray forms associated with the distance function, we use the
expressions of the gradients of the distance functions Γ0 and Γq:
∇pΓ0(p) = 2r0l(p) and ∇pΓq(p) = 2rn(p) (2.9)
The Leray forms can then be expressed using the dual basis of the chosen Newman-Penrose
basis.
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M ∧M = 1
4r0r
µσ(p)
where ∇pΓ0(p) = 2r0l(p) and ∇pΓq(p) = 2rn(p)





L ∧N ∧M ∧M








The calculation of µΓ0,Γ is obtained through the factorization given by Fubini’s theorem:
∀φ ∈ C∞0 (Ω× Ω),
∫
A











M ∧M = 1
4r0r
µσ(q).
The next step consists in determining the variation of the metric µσ(q) when q is in
I+(p0). We first establish the technical lemma:
Lemma 2.8. Let (N , h) be a smooth semi-riemanian manifold with metric h and Levi-
Cevita connexion D; let X be a smooth vector field on N . Let (Mp, g) be a submanifold
of N such that the g metric induced by h is non degenerate and depending smoothly on a
parameter p in N in the sense that there exists a smooth manifold Σ and a smooth map
f : N × Σ −→ N which satisfies: f(p, ⋆) is an immersion and f(p,Σ) =Mp.
We denote by µp the induced volume form on Mp.
Then:
DpXµp = −h(H,X)µp
where H is the mean curvature vector field on Mp.
Proof. : The Levi-Cevita connection induced by g on Mp is denoted ∇.
Let p be a point in N and q a point in Mp. We choose around q a map
(V, (x1, x2, . . . , xn), (xn+1, . . . , xn+k)) normal at q andMp∩V = {xn+1 = · · · = xn+k = 0}
such that, at q:
∇∂
xi
∂xi = 0. (2.10)
The volume form on Mp around q can be expressed:
µp = |det(gij)| 12dx1 ∧ dx2 ∧ · · · ∧ dxn.
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|det(gij)| 12dx1 ∧ dx2 ∧ · · · ∧ dxn























h(X, ∂xi)− h(X,D∂xi∂xi) + h([X, ∂xi ], ∂xi))µp
Since D∂
xi
∂xi = ∇∂xi∂xi + II(∂xi , ∂xi), we finally obtain:





h(X, ∂xi)− h(X,∇∂xi∂xi) + h([X, ∂xi ], ∂xi)µp.
We then notice that, for i in {t1, n}:











∂xi is vanishing at q, the only remaining term is:
∇Xµp = −h(X,H)µp.
A straightforward application of this lemma is the proposition:
Proposition 2.9. Let f : Ω2 → SDirac be a smooth mapping.







D/ qf(q, p) +∇pr0 · ∇ˆpl f(q, p)− 2ρ∇ˆqr0 · f(q, p)µσ(q)(p)
where r0, being a function of both p and q, satisfies ∇Γ0 = 2r0l.
Proof. : Let V a vector field on Ω. We work with the exponential map centered at p0.
σ(q) can then be parametrized by S2:
ω 7→ expp0(r0(q, ω)ω).
Let us consider the variation of σ(q) defined by, for some positive ε:
]− ε, ε[×S2 → Ω
(t, ω) 7→ expp0(r0(q + tV, ω)ω)
.




















f(q, expp0(r0(q + tV, ω)ω)
) ∣∣
t=0
= ∇qV r0∇pl f(q, p),







∇qV f(q, p) +∇qV r0∇pl f(q, p)− 2ρ∇qV r0f(q, p)µσ(q)







D/ qf(q, p) + ∇ˆqr0 · ∇pl f(q, p)− 2ρ∇ˆqr0 · f(q, p)µσ(q)(p).
We finally establish the following proposition:
Proposition 2.10. Let f : Ω2 → SDirac be a smooth mapping.







D/ qf(q, p)µΓ0(p) +
∫
σ(q)




where r0 and r, being functions of both p and q, satisfy ∇pΓ0 = 2r0l and ∇pΓq = 2rn.
Proof. : We use exactly the same method as in the proof of proposition 2.9. Using the

















D/ qf(q, p)µΓ0(p) +
∫
S2





D/ qf(q, rω)µΓ0(p) +
∫
σ(q)




2.2.2 Derivation of the integral formula
We now consider the characteristic Cauchy problem on Ω:{
D/ u = 0 on J +(p0)
u = θ on C+(p0) (2.11)
where θ is a smooth spinor field on C+(p0), whose support does not encounter the vertex
of the cone and satisfies the constraint equations given by lemma 3.7.
Remark 2.11. The term ”spinor field on the cone” must be understood as ”trace on the
cone” of a Dirac spinor field on Ω and not as a spinor field constructed as spinors on the
manifold C+(p0).
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+ ζ0(−ιA) + ζ1oA. (2.12)
u will be split on SA ⊗ SA′ :
u = φA + ψ
A′
u = φ0(−ιA) + φ1oA + ψ0′oA′ + ψ1′ιA′ .
The solution of (2.11) can be written in function of its data on the cone and the basis
(oA, ιA):


























































(D/ pV˜q, ∇ˆpΓ0 · u)µΓ0(p)
Remark 2.13. It is possible to obtain a representation formula for the Goursat problem
for the Weyl equation:
∇AA′φA = 0
by projecting the solution obtained in theorem 2.12 on the subspace of Dirac spinors SA.
Proof. : Let q be a point in J +(p0). Using proposition 2.3, proposition 2.7 and
proposition 2.10, we have:




















(∇ˆpΓ0 · u,D/ qV˜q)µΓ0(p).
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In order to simplify the calculation, the previous formula is projected on SA. The singular
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Since the quantities which appear in the integral are the restriction of u and its tangential

















































Noticing that the calculation has been done for (U˜p(q), ∇ˆΓ0 · u) in order to use the defini-
tion of τ(p, q), we obtain the complete formula using the antisymmetry of the symplectic
product.
It is now possible to obtain the formula established by Penrose in [78] in the Minkowski
case:
Theorem 2.14 (Penrose). Let u be a solution of (2.11).




















Remark 2.15. First of all, the meaning in the context of a flat space of the choice of the
basis constructed in the previous section should be made precise:
• the spinor oA is chosen to be constant on the null generators of the cone; the affine
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• a direction on the cone C+(p0) being given together with a point q in J +(p0), let p
be the intersection of C−(q) with this direction on the null cone from p0; the spinor
ιA is chosen so that na = ιAιA
′
is colinear to the vector ~pq and satisfies: oAι
A = 1;
the affine parameter r is measured with respect to the vector na = ιAιA
′
;
• the basis is completed by the two vectors ma = oAιA′ and ma = ιAoA′.
This construction is the ”flat” version of the one made using parallel transport.
Proof. : As done in [78], it is sufficient to remark, for a direction ω on the cone C+(p0):
q = p0 + r0l
a(ω) + rna(q, ω),
which implies:




Remark 2.16. It is interesting to note that the term that carries the curvature information









It is somehow difficult to give a precise geometric interpretation to equation (2.13). Nev-
ertheless, clues can be found in theorem 4.2.2 in [39] that states that (k/r)2 measures the
growth rate of the measure µσ(q).
3 Generalization to higher spin
In this section, we obtain an integral formula for solutions of the Goursat problem for
the Dirac equation with arbitrary spin. The derivation of the formula is based on the
representation formula for the Weyl equation which can be extracted from theorem 2.12.
Let us consider the characteristic Cauchy problem for spin n2 = s ≥ 1 (n being the
number of indices of a spinor):{ ∇AA′uAB...F = 0 on J +(p0)
u00...0 = θ00...0 on C+(p0) , (3.1)
where uAB...F satisfies the symmetry conditions:
uAB...F = u(AB...F ).
First of all, it must be noted that, on an arbitrary curved space, the problem (3.1)
cannot be set if a consistency condition on the conformal curvature is not satisfied ([8],
[37] and [70] for the Rarita-Schwinger case for a treatment of the Cauchy problem). It
is known that for the Dirac massless equation for low spin (n ≤ 1, i.e. scalar wave,
Dirac-Weyl and Maxwell equations) this condition is always satisfied. For higher spin, it
is satisfied whenever the space-time is conformally flat. Nonetheless, it is expected that
the method could be adapted to the Rarita-Schwinger case which requires the space-time
to be Ricci flat.
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3.1 Generalization of Dirac equation to higher spin.
The construction that was made before for Dirac spinors is adapted here to spinors of
higher valence so that the symmetry conditions of the Clifford multiplication and Dirac
operator still hold.
Let us consider E the fibre bundle defined by:
E = SAB...F ⊕ SA′G...I .
This fibre bundle is equipped with the symplectic product obtained from ε:
εAAεBB . . . εFF ⊕ ε
A′A
′εGG . . . εII
and a Clifford multiplication by vectors: if u = φAB...F + ψ
A′
G...I belongs to E, we define
ea · u, where (ea)a=0,...,3 is the basis constructed in subsection 1.1:









We finally define on smooth sections u = φAB...F +ψ
A′
B...F of E the following operator
(that will be denoted by D/ as the Dirac operator for Dirac spinors):




The distributions on smooth sections of E are defined using the (non degenerate)
symplectic product ε in the same way as in section 1.2. The duality bracket will still be
denoted by (, )D′(E),D(E)). Let u = φAB...F + ψA
′
G...I and v = ξAB...F + ζ
A′
G...I be two





εAAεBB . . . εFF ξAB...FφAB...F + εA′A′ε

















We finally extend the Schro¨dinger-Lichnerowicz formula to arbitrary spin:
Proposition 3.1 (Schro¨dinger-Lichnerowicz formula for arbitrary spin).
Let be ψF ...I a smooth section of SF ...I (n indices).
Then the following formula holds:
∇BA′∇FA′ψF ...I = 1
2
∇HH′∇HH′ψBG...I
− X FB DF ψDG...I −X FB DG ψFD...I − · · · −X FB DI ψFG...D








R = Rabcd being the Riemann curvature tensor of Ω.
Remark 3.2. It must be noted that the potential of the operator D/ 2, though linear, is no
longer scalar and not even symmetric.
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Proof. : the proof is almost the same as the proof of proposition 1.37:





















The spinor ψF ...I is then split as the sum of tensor products of spinors of valence
1
2 , and,




|C]uD = −X EBC DuE
for any smooth section of SD (formula (4.9.8) in [79]), we obtain:
∇[B|A′∇A
′
|C]ψF ...I = −X DBCF ψDG...I −X DBCG ψFD...I −X DBCI ψFG...D
and finally:
∇BA′∇FA′ψF ...I = −1
2
∇HH′∇HH′ψF ...I




− X FB DF ψDG...I −X FB DG ψFD...I − · · · −X FB DI ψFG...D
As an obvious consequence of the definitions chosen for the Clifford multiplication and the
Dirac operator on E, the following proposition holds:
Proposition 3.3. The Dirac operator D/ on E and the Clifford multiplication by a vector
field v on Ω are respectively symmetric and skew symmetric with respect to the duality
bracket (, )D′(E),D(E) that is to say, for any φ and ψ smooth sections of E with compact
support :
(φ,D/ψ)D′(E),D(E)) = (D/ φ, ψ)D′(E),D(E)) and (φ, v · ψ)D′(E),D(E)) = −(v · φ, ψ)D′(E),D(E)).
All the methods that were developed for Dirac spinors can be used here, provided
that we assume that we are working with E-valued distributions. The structure of the
fundamental solutions for the wave equation are the same:
G˜±q (p) = κ
±
q (p)τp(q)δ(Γq(p)) + Vq(p)H
±
q (p).
where G˜± is a bidistribution in E(E)⊠D′(E) which satisfies the wave equation:
(D/ p)2G±q (p) = δp(q),
δp(q) being the Dirac mass in p. The application τp(q) satisfies the equation:
(τp(p), φ) = φ and ∇qiΓp(q)∇iτp(q) = 0. (3.3)
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Remark 3.4. The functions τ and V are more complex to write and we do not even try
to do so, since the properties given by the equations (3.3) are sufficient to conclude.
A direct consequence of the previous remark is the following proposition:
Proposition 3.5. The Dirac operator D/ acting on sections of the fibre bundle E admits
two fundamental solutions G±p (q) = D/
qG˜±p (q), in D′(E)⊠D′(E), with, respectively, support
in C±(p), for any given p, which satisfy, in the sense of distributions:
D/ qG±p (q) = δp(q).
Finally, we present the compacted spin coefficient formalism introduced by Penrose and
Rindler in [79]. Let oA, ιA be a given normalized spinor basis and consider the rescaling,
for λ in C:




Definition 3.6. A spinor φ is said to be of weight (p, q) if and only if, under the trans-
formation (3.4), φ is rescaled as:
φ 7−→ λpλqφ
The integer 12(p− q) is the spin-weight of φ and 12(p+ q) is its boost-weight.
We consider the Newman-Penrose tetrad (l, n,m,m) associated with oA, ιA. We define
the differential operators with regard to these weights: let φ be a (p, q) spinor. We define:
pφ = ∇lφ− pǫφ− qǫφ
ð′φ = ∇mφ− pαφ+ qαφ
where ǫ = ιA∇loA and α = ιA∇moA.
Though the formalism of the Newman-Penrose tetrad will still be used, the usual
notations oA, ιA for the basis spin basis are replaced by εA0 , ε
A
1 . All the calculations will
be performed using these notations. We must recall what is the link between these two
notations: the spinor basis (oA, ιA) is rewritten (εA0 , ε
A











Let now consider the field equation for spin n2 :
∇AA′φAB...F = 0
for a symmetric field φAB...F = φ(AB...F ) with n indices; for j in {0, 1, . . . , n}, we define:
φj = ε
A









= oA . . . oC︸ ︷︷ ︸
n-j times
ιD . . . ιF︸ ︷︷ ︸
j times
φAB...F
which are the only relevant components to calculate the field φAB...F wich can be written,














ε1D . . . ε
1










φj ι(A . . . ιC︸ ︷︷ ︸
n-j times
oD . . . oF )︸ ︷︷ ︸
j times
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The quantity φj is a (n − 2r, 0) scalar field. It is known to satisfy the following lemma
(see [79], 4.12.42):
Lemma 3.7. Let j be an integer in {2, . . . , n− 1}.
Then φj+1, φj, φj−1 and φj−2 satisfy the following relation:
pφj − ð′φj−1 = (j − 1)σ′φj−2 − jτ ′φj−1 + (n− j − 1)ρφj − (n− j)κφj+1.
Remark 3.8. This is the more accurate way to write down the constraints equations on
the cone, since the restriction to the tangential derivatives is obvious.
We conclude this section by giving the following relation between weighted scalars and
differential forms (see [79], 4.14.70):
Proposition 3.9. Let Σ be a two dimensional spacelike closed surface with volume form
µΣ and α a (1,−1) weighted spinor.




3.2 Integral formula for spin n
2
Let us consider the future characteristic Cauchy problem for the Dirac operator on E:{
D/ u = 0 on J +(p0)
u = θ on C+(p0) , (3.5)
where θ is a smooth compactly supported function on the cone ∫C+(p0). It must be noted
that the problem (3.5), contrary to the problem stated in (3.1), does not contain symmetry
assumption. This assumption will be made afterwards to obtain the integral formula for
(3.1).
By doing the same calculation as for proposition (2.2), a direct consequence of propo-
sition (3.5) is the following integral formula:
Proposition 3.10. Let u be a solution of (3.5) in E. Then u can be written:



















(∇ˆpΓ0 · u,D/ qV˜q)µΓ0(p).
The formula must now be simplified using the previous methods and a decomposition
of the spinor u on the same basis as in subsection 2.2.1: u can be written:
u = φA...Fε
A








B . . . ε
F
F .
The solution of { ∇AA′uAB...F = 0 on J +(p0)
uAB...F = θAB...F on C+(p0) , (3.6)
obtained by projecting on SA...F the integral formula given in proposition 3.10:
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Proposition 3.11. Let uA...F be a solution of:
{ ∇AA′uAB...F = 0 on J +(p0)
uAB...F = θAB...F on C+(p0) ,


































(∇ˆpΓ0 · u,D/ pV˜q)µΓ0(p)
Remark 3.12. Since our interest is in the singular part of the integral representation of
the solution, we do not give a more explicit expression of the smooth part of the integral
formula.
Proof. The first step is to calculate the contraction ∇ˆpΓ0 · u:








A . . . ε
F












































B . . . ε
F
F .
Since τp(q) is obtained by doing a tensor product between an element of the spin basis
at a point p with the spinor obtained by parallely transporting this spinor along the
geodesic from p to q, which is an element of the spin basis at q, the symplectic product
(τp(q), ∇ˆpΓ0 · u) realizes a switch between the variables p and q:












εBB(q) . . . ε
F
F (q).
The interversion of the symbols
∫

























































(∇qAA′r0)εA′0 (q)εBB(q) . . . εFF (q)µσ(q) (3.11)
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The next part of the integral formula is exactly the same as in the case of the Weyl-Dirac
spinors and is obtained in a similar way.
Finally, to obtain a solution of the full problem with symmetry, it is sufficient to
symmetrize the unprimed indices in the formula; we then give a representation, when the
problem (3.1) makes sense (i.e with adequat restrictions on the curvature for spin greater
than 32):
Theorem 3.13. Let uA...F be a solution of the symmetrized characterictic Cauchy problem{ ∇AA′uAB...F = 0 on J +(p0)
u0 = θAB...F on C+(p0) , (3.15)
where uAB...F satisfies the symmetry conditions: uAB...F = u(AB...F ).
Then the singular part of the integral representation of uA...F , that is to say the part





















3.3 Integral formula for spin n
2
in the flat case
This subsection is devoted to the recovery of the Penrose formula; with the same notations
as before, the following proposition holds:
Proposition 3.14 (Integral formula for the flat case for spin n2 ). Let φA...F be a solution
of (3.15) on the Minkowski space time.




(∇lφ0 − (n+ 1)ρφ0)ιA . . . ιF
µσ(q)
2πr
Remark 3.15. The formula which is given here agrees with the one obtained by Penrose
in [78] (formula 4.9). The (−1)n comes from the fact that Penrose chooses the convention:
ιA 7−→ −ιA
because of the different choice of normalization (formula (4.7), op. cit.):
ιAo
A = 1
whereas our convention is:
oAι
A = 1.
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Proof. : We summarize the geometric elements required to perform the calculation:
Remark 3.16. We recall the main properties of the spinor basis which was constructed
in section 2.2.1:
1. the spinors oA and ιA are constant along a generator of the cone J +(p0), so that the
spin coefficients corresponding to the derivatives of oA, ιA along the vector la = oAoA,
κ, ε, τ ′ are zero;
2. furthermore, for q in J +(p0), the basis (oA, ιA) is parallely transported along the
integral curves of ιAιA
′
and so, in the flat case, is constant along the null generators
of the cone J −(q);
3. the derivatives along m of oA and ιA are calculated explicitly (see [79], 4.12.28):
ð
′oA = −ριA and ð′ιA = −σ′oA;









A and ∇AA′r = oAoA′ (3.16)




and the spin coefficients
τ ′ = −ιA∇lιA, σ′ = −ιA∇mιA, β′ = −α = −ιA∇mιA and β = −α′ = −ιA∇mιA
vanish.
5. Using equations (3.16) and since ιA is a (−1, 0)-spinor and r is a (1, 1) scalar, the
following derivatives vanish:
ð
′ιA = 0 and ð′r = 0.
For the sake of clarity, the calculation is first performed for the Maxwell equations and
then for the arbitrary spin. The first step is to write the Maxwell equations
∇AA′φAB = 0
as
∇lφ1 −∇mφ0 = (π − 2α)φ0 + 2ρφ1 − κφ2
∇lφ2 −∇mφ1 = −λφ0 + 2πφ1 + (ρ− 2ε)φ2
∇mφ1 −∇nφ0 = (µ− 2γ)φ0 + 2τφ1 − σφ2
∇mφ2 −∇nφ1 = −νφ0 + 2µφ1 + (τ − 2β)φ2
(3.17)
with the convention φ00 = φ0, φ10 = φ1 and φ11 = φ2. We then consider the singular part:


































)(∇pl φ01(p)− 2ρφ01(p))ιAoBµσ(q)︸ ︷︷ ︸
=B
with κ = 12πr . Using the first Maxwell equation (3.17), and since, for the choice of basis


































, ∇pBB′r = ιBoB
′











by Stoke’s theorem (cf. (4.14.70) in [79]; it is possible to reinterpret this expression using




























The first step of the general proof is to notice that, as in the Maxwell case, the only
remaining term in the flat case is the equation (3.13) since the term (3.14) vanishes. So
the simplification of the equation (3.13) can be done using the same methods.
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A direct consequence of remark 3.16 is that the relation given in lemma 3.7 is consid-
erably simplified:
∀j ∈ {1, n− 1}, pφj − 2ρφj = ð′φj−1 + (n− j − 1)ρφj . (3.18)






)(∇pl φ0b...f(p)− 2ρφ0b...f(p))(∇q(AA′r0)εA′0 (q)εbB(q) . . . εfF )(q)µσ(q)






(∇pl φ0B...F(p)− 2ρφ0F...F(p))ι(A(q)εBB(q) . . . εFF )(q)µσ(q)




(∇lφj − 2ρ)ι(A(q)εBB(q) . . . εFF )(q)µσ(q)
Since φj is obtained by contracting j times φA...F with ι
A and n − j times with oA, it
means that there is exactly j times oA and n− j − 1 times −ιA in the list εBB(q) . . . εFF (q);




(∇lφj − 2ρφj) ι(A(−ιB) . . . (−ιC)︸ ︷︷ ︸
n−j terms
oD . . . oF )︸ ︷︷ ︸
j terms
µσ(q).
















′(φr−1)ιA . . . ιCoD . . . oF )µσ(q).



















ρφj−1 ι(A . . . ιD︸ ︷︷ ︸
n−j−1





It has already been noted that:
1. r is (1, 1) scalar;
2. φj−1 is a (n− 2j + 2, 0) scalar;
3. ι(A . . . ιCoD . . . oF ) is a (2j − n, 0) spinor.
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As a consequence, the term integrated in the left-hand side of equation (3.19) and under
the derivation ð′ is (1,−1) spinor. In order to apply lemma 3.9, this spinor is contracted








ι(A . . . ιC︸ ︷︷ ︸
n−j terms




Finally, we obtain: ∫
σ(q)
(∇lφj − 2ρφr) ι(A . . . ιC︸ ︷︷ ︸
n−j terms





(n− j − 1)
∫
σ(q)
ρφj ι(A . . . ιC︸ ︷︷ ︸
n−j







ρφj−1 ι(A . . . ιD︸ ︷︷ ︸
n−j+1





Theses terms are added to obtain the complete expression of the integral formula:∫
σ(q)












(∇lφj − 2ρφj) ι(A . . . ιC︸ ︷︷ ︸
n−j terms



















ρφj ι(A . . . ιC︸ ︷︷ ︸
n−j













φj−1 ι(A . . . ιD︸ ︷︷ ︸
n−j−1





The sum is split in two and reindexed:
n−1∑
j=1






ρφj ι(A . . . ιC︸ ︷︷ ︸
n−j













φj−1 ι(A . . . ιD︸ ︷︷ ︸
n−j−1























ρφj ι(A . . . ιC︸ ︷︷ ︸
n−j

















ρφ0ιA . . . ιF
µσ(q)
2πr
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1. Klainerman-Rodnianski state in [60] that a C2 metric (or a square-integrable Rie-
mann curvature) is sufficient to write the singular part of the Kirchoff-Sobolev
parametrix for the Einstein equations. It is expected that such a regularity will
not prevent the use of this method for the arbitrary spin Dirac equation.
2. The construction of the representation formula is flexible enough to be used with
other fiber bundles. Provided that the correct geometric hypotheses are stated for
the manifold, such a representation can thus be obtained for the Rarita-Schwinger
(or gravitino) equations.
3. Chrusciel-Shatah obtained in [18] L2-estimates for the Yang-Mills equations. We
hope that such estimates can be obtained using the Friedlander construction of an
integral formula. Nonetheless, it must be noted that they intensively used the gauge
freedom which exists for the Yang-Mills equation: they used both the Cronstro¨m
gauge (to obtain pointwise estimates) and the temporal gauge (to obtain estimates
on spacelike slices). Similar estimates for the Dirac equations could help to explain,
for instance, the loss of regularity observed in the characteristic Cauchy problem in
[48] (section 6).
This work was partially supported by the ANR project JC0546063 “Equations hyper-
boliques dans les espaces-temps de la relativite´ ge´ne´rale : Diffusion et re´sonances.”
Chapter 2
Characteristic Cauchy problem for
the nonlinear wave equation on a
curved background
Re´sume´: L’objectif est d’e´tablir l’existence d’un ope´rateur de scattering con-
forme pour une e´quation des ondes non line´aire. S’inspirant des travaux de
Mason-Nicolas ([62, 63]) sur l’e´quation des ondes line´aires, on adapte ici une
me´thode utilise´e par Ho¨rmander ([53]) pour obtenir des estimations d’e´nergie
afin d’e´tablir l’existence d’ope´rateurs de trace sur l’infini conforme associe´s aux
solutions de l’e´quation non line´aire conside´re´e.
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Introduction
Scattering theory is widely used to understand and describe the asymptotic behavior of
solutions of evolution equations. As a consequence, it has a great importance in relativity
to understand the influence of the geometry on the propagation of waves. Scattering in
relativity was developed by many authors: Dimock ([25]), Dimock and Kay ([28, 26, 27])
and more recently, Bachelot ([1, 4, 2, 3]), Bachelot and Bachelot-Motet ([5]), Ha¨fner
([47, 48]), Ha¨fner-Nicolas ([50]), Melnyk ([64]) and Daude´ [22, 23].
The scattering method used by these authors relies on spectral theory: this requires
the metric to be static (or that it exists a timelike Killing vector field) which cannot be
achieved on a generic spacetime. It has consequently been necessary to develop a scattering
theory which is not time dependent. As remarked by Friedlander in [40], it is possible to
use a conformal rescaling to study an asymptotic behavior. This method was used for the
first time by Baez-Segal-Zhou in [6] for the wave equation on the Minkowsky space-time.
Their method consisted in embedding conformally the Minkowski space-time in a bigger
compact manifold.
The conformal compactification of a space-time was first introduced by Penrose in the
sixties in [77] to describe the asymptotic behavior of solutions of the Dirac equations. A
boundary, which represents in some way the infinity for causal curves, is added to the
manifold. This boundary is divided into two connex components I+ and I−. When the
spacetime satisfies the Einstein equations (with no cosmological constant), I+ and I− are
light cones from two singularities i+ and i−. The asymptotic behavior can then be ob-
tained by considering the traces on these hypersurfaces of a solution of the conformal wave
equation (more precisely the scattering operator is obtained from the trace operators on
I
+ and I−). Asymptotically simple curved spacetimes, that is to say spacetimes admitting
a conformal compactification, with specifiable regularity at i+ and i−, were constructed
by Chrusciel-Delay ([16, 17]), Corvino ([19]) and Corvino-Schoen ([20]). Mason and Nico-
las successfully adapted the method of Baez-Segal-Zhou in the linear case for the Dirac
and Dirac-Maxwell equation by in [62] on this curved background. They also obtained a
compete peeling result for the wave equation on a Schwarzschild background in [63].
This paper presents the construction of a conformal scattering operator for the con-
formally invariant defocusing cubic wave equation:
∇a∇aΦ+ bΦ3 = 0
on the asymptotically simple space-time obtained by Chrusciel-Delay and Corvino-Schoen.
Our construction relies on vector fields methods which were previously used to obtain the
well-posedness of the Cauchy problem equation (see the result of Cagnac–Choquet-Bruhat
in [11]) to obtain energy estimates. The choice which is made here is for the vector field
is the same as the one made in [63] and the techniques are essentially the same as in [62].
A specific method is used to handle the singularity in i+: the characteristic hypersur-
face is described as the graph of a function. This method was introduced by Ho¨rmander
in [53] and generalized in [73, 72] by Nicolas to establish the well-posedness of the char-
acteristic Cauchy problem.
The main obstacle and difference with the linear case are the necessity to obtain
uniform estimates of the non linearity. This requires to obtain uniform Sobolev embeddings
fromH1 into L6. This is achieved by considering results concerning the constant associated
with the embeddings given by Stein ([81] for extension theorem) and He´bey ([51] for
Sobolev embeddings).
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The paper is organized as follows:
• the first section introduces the geometrical and analytical background: the space-
times obtained by Corvino-Schoen and Chrusciel-Delay are precisely defined and the
function space on the characteristic hypersurface at infinity are given.
• The a priori estimates are derived in section 2: these estimates are established in
three specific subsets of M : a neighborhood of i0 where the estimates come from
the asymptotic behavior of the chosen vector field (the Morawetz vector field), a
neighborhood of i+ where the estimates are established by following the method
developed by Ho¨rmander, and finally in a neighborhood of a Cauchy hypersurface.
The techniques consist essentially in the use of Gronwall lemma and Stokes theorem.
• Section 3 is devoted to the well-posedness for small data of the Cauchy problem. The
proof is made as follows: estimates on the propagator of the cubic wave equation
are established from uniform Sobolev estimates. Using a contraction result, a local
existence theorem for the characteristic problem is then obtained for small data: the
solution is constructed up to a uniformly spacelike hypersurface close enough to the
conformal infinity. Finally, a Cauchy problem from this hypersurface gives a global
solution.
• Finally, we prove in section 4 the existence of a Lipschitz conformal scattering op-
erator obtained from two trace operators.
• Section 5 introduces another approach for the a priori estimates based on a weakly
spacelike foliation. This part of the work remains unachieved because it requires a
control of the Killing form associated with the foliation. The author has not yet
been able to obtain it.
Conventions and notation
Let (M, g) be a 4 dimensional manifold of Chrusciel-Delay/ Corvino-Schoen type. Its
compactification is denoted by (Mˆ, gˆ). The associated connections are denoted ∇ and ∇ˆ.
Let us consider on M the following nonlinear wave equation:
∇a∇aΦ+ bΦ3 = 0
We assume that:
1. b is positive;
2. b admits a continuous extension to Mˆ such that b vanishes at I;
3. b satisfies: there exists a constant c such that, uniformly on Mˆ :
∃c, |Tˆ a∇ab| ≤ cb.
Remark 0.1. 1. The positivity of b corresponds to the defocusing case.
2. The vanishing of b on I implies that the non linearity vanishes at infinity. This
hypothesis is made so that we do not have to deal with Sobolev embeddings on I.
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3. Since Mˆ is compact, the differential inequality satisfied by b does in fact not impose
another specific asymptotic behaviour than the fact that Tˆa∇aφ decrease and vanishes
at the same rate of b.
The following notations will be used:
• we will note:
φ . ψ
where φ and ψ are two functions over U , a subset of M , whenever there exists a
constant C, depending only on the geometry, the vector Tˆ a, the Killing form ∇ˆ(aTˆ b)
and the function b, such as:
ψ ≤ Cφ on U.
If the ψ and φ both satisfy:
φ . ψ and ψ . φ,
we say that φ and ψ are equivalent and note:
φ ≈ ψ.
• The geometric notations are the following:
– The quantities with ˆ are geometric quantities related to the unphysical metric.
– µ[gˆ] is the volume form associated with the metric gˆ.
– If ν is a form over Mˆ , then ⋆ν is its Hodge dual. If ν is a 1-form and V the
vector field associated to ν via the metric gˆ, then:
⋆ν = V yµ[gˆ] or ⋆ Va = V
ayµ[gˆ]
where yµ[gˆ] is the contraction with the volume form µ[gˆ]
– iΣ is the restriction to the submanifold Σ. The pull-forward of a form ν on Mˆ
over the tangent space to Σ is denoted by i⋆Σ(Σ).
1 Functional and geometric preliminaries
We present in this section the geometric and analytic background to the present work.
A specific care is brought to the structure at null infinity and the definition of function
spaces on that structure.
1.1 Geometric framework
The geometric framework is based on the results of Corvino-Schoen ([20, 19]) and Chrusciel-
Delay([16, 17]). They gave a construction of asymptotically simple spacetimes satisfying
the Einstein equations with specifiable regularity at null and timelike infinities.
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1.1.1 Asymptotic simplicity
The notion of asymptotically simple spacetimes was introduced by Penrose as a general
model for asymptotically flat Einstein spacetimes and their conformal compactification
(see [79] definition 9.6.11):
Definition 1.1. A smooth Lorentzian manifold M satisfying the Einstein equations is
said to be (Ck) asymptotically simple if there exists a smooth Lorentzian manifold Mˆ with
boundary, a metric gˆ and a conformal factor Ω such that:
1. M is the interior of Mˆ ;
2. gˆ = Ω2g in M ;
3. gˆ and Ω are Ck on Mˆ ;
4. Ω is positive in M ; Ω vanishes at the boundary I of Mˆ and dΩ does not vanish at I;
5. every null geodesic in M acquires a past and future end-point in I
We assume that the boundary I is C2 (which is sufficient for this work). It is known
that this boundary is a null hypersurface (that it is to say that the restriction of the
metric to I is degenerate) provided that the cosmological constant is zero. Furthermore, I
has two connected components I+ and I− consisting of, respectively, the future and past
endpoints of null geodesics. I+ and I− are both diffeomorphic to R× S2.
The manifold (M, g) is usually referred to as the physical space-time and its compact-
ification is referred to as the unphysical space-time. In order to remain consistent with
this notation all along this paper, the quantities associated with the unphysical metric are
denoted with a ”ˆ”.
1.1.2 Global hyperbolicity
An important assumption in the context of the Cauchy problem for a wave equation is
the possibility to write the equation as an evolution partial differential equation. This is
usually achieved by requiring that the manifold M is globally hyperbolic:
Definition 1.2. A Lorentzian manifold (M, g) is said to be globally hyperbolic if, and only
if, there exists in M a global Cauchy hypersurface, i.e. a spacelike hypersurface such that
any inextendible timelike curve intersects this surface exactly once.
A useful consequence of this is the existence of a time function on M and the paral-
lelizability of M , that is to say the existence of a global section of the principal bundle of
orthonormal frames (see the work of Geroch in [44, 45] and Bernal-Sanchez in [7]).
In the case of an asymptotically simple manifold (M, g), this property extends of course
to the manifold (Mˆ, gˆ).
1.1.3 Corvino-Schoen/Chrusciel-Delay space-times
We can then introduce the spacetimes obtained by Corvino-Schoen and Chrusciel-Delay:
Definition 1.3. A space-time M is of Chrusciel-Delay/Corvino-Schoen type if:
1. M is asymptotically simple;
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2. M is globally hyperbolic; let Σ0 be a spacelike Cauchy hypersurface; M is then dif-
feomorphic to R× Σ0
3. Mˆ can be completed into a compact manifold by adding three points i0, i+ and i−
such that I+ and I− are respectively the past null and future null cones from i+ and
i− and i0 is the conformal infinity of the spacelike hypersurface Σ0 for the metric gˆ;
4. there exists a compact set K in Σ0 such that (R×Σ0\K, g) is isometric to (R×]r0,+∞[×S2, gS),
where gS is the Schwarzschild metric with mass m and r0 > 2m;
5. there exists a neighborhood of i+ such that the metric gˆ is obtained in this neighbor-
hood as the restriction of a smooth (C2) Lorentzian metric of an extension of Mˆ in
the given neighborhood of i+. The same property holds in i−.
Remark 1.4. 1. The result of Corvino-Schoen/Chrusciel-Delay states that the met-
ric is isometric to the Kerr metric outside a compact set; we restrict ourself to a
Schwarzschild metric.
2. The extension of the manifold Mˆ in the neighborhood of i+ was used by Mason-
Nicolas (see [62, 63]). The point i+ remains singular in Mˆ but it is nonetheless
possible, because of the existence of this extension, to consider geometric data in i+
(metric, exponential map, connection, curvature) as being the one obtained from the
Lorentzian manifold extending (Mˆ, gˆ) in the a neighborhood of this point.
3. The point i0 is a ”real” singularity of Mˆ ; nonetheless, the geometry is completely
known in its neighborhood. This singularity is the main problem we have to deal
with in this paper, being an obstacle to global estimates and Sobolev embeddings for
instance.
The last part of this section is devoted to the geometric description around the point
i0, that is to say in the Schwarzschild part of the manifold.
We consider here a neighborhood O in Mˆ of i0 where the metric g is the Schwarzschild
metric. This metric, in the Schwarzschild coordinates (t, r, ωS2), can be written:




F (r) = 1− 2m
r
with m a positive constant. Introducing the new coordinates
r∗ = r + 2m log(r − 2m), u = t− r∗ and R = 1
r
.
The metric can then be expressed:





where d2ωS2 stands for the standard volume form on the 2-sphere, which can be written
in polar coordinates (θ, φ):
d2ωS2 = sin θdθ ∧ dφ.










The part of the Cauchy hypersurface Σ0 is then given by the equation {t = 0} in these
coordinates.
In the neighborhood O, the conformal factor is chosen to be:
Ω = R
and is extended smoothly in M\O. The conformal metric is then:
gˆ = R2(1− 2mR)d2u− 2dudR− d2ωS2 .
and its inverse:
gˆ−1 = −2∂u∂R −R2(1− 2mR)∂2R − ðð′.
The point i0 is given in these coordinates by u = −∞, R = 0.
The description of the geometry around i0 is completed by the following lemma (lemma
A.1 in [63]):
Lemma 1.5. Let ǫ > 0. There exists u0 < 0, |u0| large enough, such that the following
decay estimates in the coordinate (u, r, θ, ψ) hold:
r < r∗ < (1 + ǫ)r, 1 < Rr∗ < 1 + ǫ, 0 < R|u| < 1 + ǫ,
1− ǫ < 1− 2mR < 1, 0 < s = |u|
r∗
< 1
Proof. The proof of this lemma is straightforward: it only consists in writing simul-
taneously the asymptotic behavior or the continuity over Mˆ of each of the coordinates
involved in the lemma. 
Remark 1.6. 1. As mentioned in the introduction, we choose to work in the neighbor-
hood of i0 with the Morawetz vector Tˆ a defined by:
Tˆ a = u2∂u − 2(1 + uR)∂R.
The squared norm of this vector is:
gˆabTˆ
aTˆ b = u2(4(1 + uR) + u2R2(1− 2mR)).






so that, if R is chosen small enough, these roots are arbitrarily close to −2. Let ǫ
be a positive number chosen such that the inequalities in lemma 1.5 hold for a given
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the norm of Tˆ a is then uniformly controlled by:
gˆabTˆ
aTˆ b = u2(4(1 + uR) + u2R2(1− 2mR)) ≥ 4u20ǫ
on the domain Ω+u0 = {(u,R, ωS2)|u < u0} ∩ J+(Σ0), J+(Σ0) being the future of Σ0.
2. Another criterion, given in proposition 2.5, will be required to define ǫ.
1.2 Analytical requirements
We introduce in this section the technical and analytical tools which are required to the
description of the solution for the wave equation.
1.2.1 Conformal wave equation
We recall here how the problem on the physical space time is transformed into a problem
on the unphysical space-time. This is based on the classic transformation of the wave
d’Alembertian operator:
Lemma 1.7. Let M a Lorentzian manifold endowed with the conformal metrics g and
gˆ = Ω2g where Ω is a conformal factor in C2(M). The connections associated with g and
gˆ are denoted by ∇ and ∇ˆ respectively.

















where Scalg and Scalgˆ are the scalar curvatures associated with g and gˆ respectively.
Assuming that we are working on a vacuum space-time, for which the scalar curvature



















Let us now consider the Cauchy problem on the physical spacetime M :









= ξ ∈ C∞0 (Σ0)
. (1.3)
Using this transformation, this Cauchy problem is transformed into a Cauchy problem on
the unphysical spacetime Mˆ as followed:
Lemma 1.8. The function φ is a solution of problem 1.3 if, and only if, the function
ψ = Ω−1φ
is solution of the problem on Σ0:

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Remark 1.9. 1. Because of the finite speed propagation, since the data on the physical
space-time are smooth with compact support on Σ0, the data on the unphysical space-
time are smooth with compact support in Σ0.
2. Another consequence of the finite speed propagation is that, because the data remain
with compact support in Σ0, we do not have to deal with the singularity in i
0.
3. Conversely, it is possible to start with a Cauchy problem on Σ0 in the unphysical
space-time and obtain a Cauchy problem on the physical space-time: starting with
the Cauchy problem on Mˆ :










= ξˆ ∈ C∞0 (Σ0)
,
then φ = Ωψ satisfies the Cauchy problem:









= Ωξˆ + (Tˆ a∇aΩ)θˆ ∈ C∞0 (Σ0)
.
1.2.2 Function spaces
The purpose of this section is to give a precise description of the Sobolev spaces which
are used in the present paper. Two problems are encountered in this section: the first
one consists in adapting the definition of Sobolev spaces on a null hypersurface and the
second is the difficulty coming from the singularity at i0. This difficulty has two aspects:
the necessity to adapt the definition of the Sobolev space to the singularity: this is solved
using weighted Sobolev spaces on I. Another aspect of this singularity is encountered in
section 3.1.3.
We recall the definition of a Sobolev space on a uniformly spacelike hypersurface Σ:







where h is the restriction of the metric gˆ and D is the restriction of the connection ∇ˆ to
Σ.
Definition 1.10. The completion of the space:{
u ∈ C∞(Σ)∣∣ ||u||p < +∞}
in the norm || ⋆ ||pis denoted by Hp(Σ).
When Σ is is a compact spacelike hypersurface with boundary, the completion of the space
of smooth functions with compact support in the interior of Σ in the norm ||⋆ ||pis denoted
by Hp0 (Σ).
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Remark 1.11. It is known that, when working on a Riemannian closed manifold, the
Sobolev spaces are independent of the choice of the metric. Nonetheless, this fact is not
true any more when working with a weakly spacelike hypersurface, as we are about to see.
Arbitrary choices are made for their definitions.
Because of the degeneracy of the metric, it is not possible to define on I+ geometric
quantities that only depend on the metric gˆ. Two solutions can be provided:
• lifting the metric from Σ0 to I+;
• adding geometric information on I+ by using the uniformly timelike vector field Tˆ a.
Following [49, 55] and using Geroch-Held-Penrose formalism, I+ is endowed with a basis
(la, na, ea3, e
a
4) such that:
• la and na are two future directed null vectors; na is tangent to I+; they satisfy:
la + na = Tˆ a;
in the neighborhood of i0, they are chosen to be:
la = −2∂R and na = u2∂u
• the set {la, na} is completed by two vectors (ea3, ea4) orthogonal to {la, na}, orthogonal
to each other and normalized.
I
+ is then endowed with the volume form i⋆
I+
(layµ[gˆ]). The following norm is defined on
I















∣∣∣∇ˆS2u∣∣∣ stands for the derivatives with respect to (ea3, ea4).
Following chapter 5.4.3 of Friedlander’s book ([39]), the Sobolev space H1 on I+ is
finally defined:
Definition 1.12. Let M˜ be an extension of Mˆ behind i+ and consider the function space
D(I+) on I+ obtained as the trace of smooth functions with compact support in M˜ which
does not contain i0. The weighted Sobolev space H1(I+) is defined as the completion of
the space D(I+) in the norm || ⋆ ||H1(I+).
Since the volume form is written on the Schwarzschildean part of Mˆ as, using polar
coordinates:
µ[gˆ] = sin(θ)du ∧ dr ∧ dθ ∧ dψ,












na = u2∂u and gˆcdTˆ
cTˆ d = 4u2
1. Functional and geometric preliminaries 55
The metric at i+ is obtained as the restriction of a smooth metric of an extension of
Mˆ beyond I+. As a consequence, a trace theorem could give another way, more intrinsic,
to define H1(I+ ∩ O) where O is a bounded open set around i+. Another way to obtain
the fact that the point i+ does not matter in the definition of the Sobolev space over I+
is to notice the following property:
Proposition 1.13. The set of smooth functions with compact support on I+, whose sup-
port does not contain i+ is dense in H1(I+).
Proof. The method of the proof relies on the construction of an identification between
H10 (Σ0) and H
1(I+). This identification is brought by Ho¨rmander in [53] and is obtained
as follows.
Let t be a smooth time function in the future of Σ0 in Mˆ . This time function gives rise
to a local coordinate system, where t is the time coordinate. We denote by ∂t the vector
field associated with this coordinate. The flow associated with this vector field is denoted
Ψt.
For x in Σ0, let φ(x) be the time at which the curve Ψt(x) hits I
+ and consider the
application defined by:
ξ ∈ C∞0 (Σ0) 7−→
(
y ∈ I+ 7→ ξ (Ψ−φ(y)(y)))
This application has value in C∞0 (I
+) since the future of a compact set in Σ0 has compact
support in I+. Furthermore, this application can easily be inverted:
ξ ∈ C∞0 (I+) 7−→
(
x ∈ I+ 7→ ξ (Ψ−φ(x)(x))) ∈ C∞0 (Σ0)
and can consequently be used to define on I+ a Sobolev space by pushing forward the
H1-norm on Σ0. The Sobolev spaces which are obtained are then equivalent on H
1(I+)
since the norm are equivalent on any compact set of I+.
To prove the theorem, it is then sufficient to prove that the set of smooth functions with
compact support in Σ0 wich does not contain the preimage of i
+ by the flow associated
wit the time function t is dense in H1(Σ0). Since Σ0 has no topology, it is sufficient to
establish the following lemma:
Lemma 1.14. Let us consider the set of smooth functions defined in B(0, 1) ⊂ R3 with
support which does not contain 0. Then this set is dense in H1(B(0, 1)).
Proof. It is sufficient to prove that the constant function 1 can be approximated by a
sequence of smooth function whose compact support does not contain 0.
Let f be the function defined on R+ by:
• f is a smooth function on R+ with value in [0, 1];
• f = 1 in [12 ,+∞);
• f vanishes in [0, 13 ].
Let us consider the sequence of smooth spherically symmetric functions defined by:
∀n ∈ N,∀x ∈ B(0, 1), ψn(x) = f(n||x||).
They satisfies, for all n in N:
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• ψn = 1 in B(0, 1)\B(0, 12n);
• ψn vanishes in B(0, 13n);
• ψn is a smooth function on B(0, 1) with value in [0, 1] since it vanishes in a neigh-
borhood of zero.





























The remaining integral converges towards 0 by Lebesgue theorem. As a consequence, the
sequence (ψn)n converges towards the constant 1 in H
1(B(0, 1)).
Finally, let f be a functionH1(B(0, 1)) (or inH10 (B(0, 1))). Cauchy-Schwarz inequality
gives, for all n in N:
||f(1− ψn)||2H1 = ||f(1− ψn)||2L2 +
∣∣∣∣f |∇(1− ψn)|∣∣∣∣2L2 + ∣∣∣∣|∇f |(1− ψn)∣∣∣∣2L2
≤ 2||f ||2H1 ||1− ψn||2H1 .
(fψn)n is then a sequence of functions in H
1(B(0, 1)) whose support does not contain 0
which converges in H1 towards f . 
Using this lemma in the neighborhood of the preimage of i+ immediatly gives the
result. 
1.3 Cauchy problem
A well-posedness theorem in our framework is now stated. It is based on a result of
Choquet-Bruhat and Cagnac in [11] (and see also [14], appendix III for a survey on the
wave equation, and appendix III chapter 5 for our problem).
The geometric framework for this well-posedness theorem is the following (definition
11.8 in [14]):
Definition 1.15. A space-time (M, g) is said to be regularly sliced if there exists a smooth
3-manifold Σ endowed with coordinates (xi) and an interval I of R such that M is I × Σ
and the metric g can be written:
g = N2dt2 − gij(dxi + βidt).
and its coefficients satisfy:
1. the lapse function N is bounded above and below by two positives constants:
∃(c, C), 0 < c ≤ N ≤ C;
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complete and the metrics gt are bounded below by a metric h i.e.:
∀V ∈ TΣ, hijV iV j ≤ gt,ijV iV j ;
3. and, finally, the norm for the metric gt of the vector β is uniformly bounded on M .
Remark 1.16. 1. This hypothesis implies that the space-time is globally hyperbolic
(theorem 11.10 in [14]).
2. The asymptotically simple space-time and its compacification which we are working
with do not satisfy this property.
The following theorem, obtained by Choquet-Bruhat and Cagnac in [11] , gives exis-
tence and uniqueness of solutions to the Cauchy problem for a cubic wave equation:
Theorem 1.17 (Cauchy problem for a nonlinear wave equation). Let us consider the






{0}×Σ = θ ∈ H1(Σ)
∂tφ
∣∣
{0}×Σ = θ˜ ∈ L2(Σ)
Then this problem admits a unique global solution on M in C0(R,H1(Σ))∩C1(R, L2(Σ)).
As already noted (see remark 1.16), this theorem cannot of course be applied directly
to the compactification of M because of the geometry in the Schwarzschild part. This
problem can be solved using an extension of Mˆ constructed as follows:
1. Let θ and ξ be two function in H1(Σ0) and L
2(Σ0) with compact support in the
interior of Σ0. Let K be a compact subset of Σ0 containing the support of θ and ξ.
2. Let tˆ be a time function on Mˆ such that Σ0 is given by {tˆ = 0}; the associated
foliation is denoted by (Σtˆ) for tˆ ∈ [0, Tˆ ]; we assume that the gradient of this time
function is uniformly timelike for the metric gˆ.
3. The manifold (J+(K), g) is a 4-dimensional Lorentzian manifold with boundary.
This boundary is constituted of K, the light cone from K, C+(K), and the part of
I∪{i+} in the future of K. Since (Mˆ, g) is extendible smoothly in the neighborhood
of i+, there exists a smooth extension of (J+(K), g) into a 4-dimensional Lorentzian
manifold (M˜, g˜), depending on the support of K such that the manifold M˜ is diffeo-
morphic to [0, Tˆ ] × Σ˜, where Σ˜ is topologically equivalent to S3 and such that the
foliation (Σtˆ) is extended into the uniformly spacelike foliation ({t} × Σ˜).
Since M˜ is compact, conditions 1 ,2 and 3 of definition 1.15 are clearly satisfied. As







{0}×Σ = θ ∈ H1(Σ) with compact support in K
∂tφ
∣∣
{0}×Σ = θ˜ ∈ L2(Σ) with compact support in K
As a consequence, we obtain by restriction to J+(K) and on Mˆ well posedness of the
Cauchy problem for data in H10 (Σ0)× L2(Σ0).
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Remark 1.18. 1. The extension of the solution of the wave equation to a cylinder was
also used by Mason-Nicolas in [63] (proposition 6.1) to obtain energy estimates.
2. The space C0(R,H1(Σ0)) ∩ C1(R, L2(Σ0)) ⊂ L∞(R, L2(Σ0)) is the space in which
the Cauchy problem is well-posed. Mˆ is nonetheless not diffeomorphic to a product
R×Σ. If Mˆ is extended in the same way, it is then possible to set a well-posedness
theorem in this space.
2 A priori estimates
The purpose of this section is to establish a priori estimates for solutions of the wave
equation, in the sense that it is possible to control the energy on I+ by the energy on Σ0
and reciprocally. These a priori estimates will be used in the next section to establish the
continuity of the conformal wave operator, its domain of definition and the existence of
trace operators.
Let us consider in this section a smooth solution with compactly supported data of
the problem:
ˆφ+ 16Scalgˆφ+ bφ
3 = 0 (2.1)
and the associated stress-energy tensor:












The contraction of this tensor with Tˆ a, Tˆ aTab, is called ”energy 3-form”; it satisfies an
”approximate conservation law”:



















This derivative will be designated as ”the error term” since it arises in the volume
term when applying Stokes theorem.
A quantity which is equivalent to the integral:∫
S
i⋆(⋆T aTab)
on the hypersurface S is called an energy and is denoted by E(S). A global E(S) is
piecewise defined in the future of Σ0 in propositions 2.5, 2.16 and 2.21. The purpose of
this multiple definitions is to simplify the comparison with other quantities.
2.1 Estimates in the neighborhood of i0
The purpose of this section is to obtain a priori estimates for the energy associated with the
energy 3-form on I+ and Σ0, using the fact that the geometry is known almost completely.
The estimates which are obtained in this section are close to the ones obtained for the
linear wave equation by Mason-Nicolas in [63]. These estimates are based on two main
tools:
• an explicit control of the decay of the physical metric in the neighborhood of i0
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Hs = {u = −sr
∗}
i0
Su0 = {u = u0}
Σ
u0>




= {R = 0, u < u0}
Figure 2.1: Neighborhood of i0
• and the use of Gronwall lemma.
We define, in Ω+u0 = {t > 0, u < u0}, the following hypersurfaces, for u0 given in R:
• Su0 = {u = u0}, a null hypersurface transverse to I+;
• Σu0>0 = Σ0 ∩ {u0 > u}, the part of the initial data surface Σ0 beyond Su0 ;
• I+u0 = Ω+u0 ∩ I+, the part of I+ beyond Su0 ;
• Hs = Ω+u0 ∩ {u = −sr∗}, for s in [0, 1], a foliation of Ω+u0 by spacelike hypersurfaces
accumulating on I.
The volume form associated with gˆ in the coordinates (R, u, ωS2) is then:
µ[gˆ] = du ∧ dR ∧ d2ωS2 . (2.2)
Finally, we consider the approximate conformal Killing vector field Tˆ a:
Tˆ a = u2∂u − 2(1 + uR)∂R.
Remark 2.2. 1. This vector field is timelike for the unphysical metric and, as such, is
transverse to I. More precisely, it is uniformly timelike in a neighborhood of i0 (see
remark 1.6 for the choice of the neighborhood).
2. Its expression is derived from the so-called Morawetz vector field in the Minkowski
space and was previously used to obtain pointwise estimates in the flat case.
The strategy of the proof in this section is the following:
1. writing an explicit description of the hypersurfaces Su0 and Hu0s ;
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2. proving energy equalities in both ways for
∫
⋆Tˆ aTab using the Stokes theorem be-
tween the hypersurfaces Σ+u0 and Hu0s ;
3. determining an energy E(Hu0s ) equivalent to
∫
⋆Tˆ aTab from the decay of the metric
g;
4. obtaining an integral inequality for E(Hu0s ) to apply the Gronwall lemma;
5. starting from point 2, doing the same work from a Stokes theorem applied between
I
+
u0 and Hu0s .
2.1.1 Geometric description
This section is devoted to the description of the energy associated with the nonlinear wave
equation in the neighborhood of i0.































sin(θ)dR ∧ dθ ∧ dψ
+sin(θ)
[
u2∂uφ− 2(1 + uR)∂Rφ
]
(−∂θφdu ∧ dR ∧ dψ + ∂ψφdu ∧ dR ∧ dθ)
































































sin(θ)du ∧ dθ ∧ dψ.
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We calculate the general form of ⋆T aTab:
⋆Tˆ aTab = ⋆(u
2∂au − 2(1 + uR)∂aR)Tab
= (u2∂uφ− 2(1 + uR)∂Rφ) ⋆ ∇ˆbφ+ u2A∂auyµ[gˆ]− 2A(1 + uR)∂Ryµ[gˆ].
Using the expression of the volume form in the coordinate system (equation (2.2)), we
obtain:
∂uyµ[gˆ] = dR ∧ d2ωS2 ,
∂Ryµ[gˆ] = −du ∧ d2ωS2 ,
∂θyµ[gˆ] = sin(θ)dR ∧ du ∧ dθ,
∂φyµ[gˆ] = − sin(θ)dR ∧ du ∧ dφ.
∇ˆφ is written in the coordinates (R, u, ωS2) as follows:
∇ˆφ = −∂Rφ∂u − (∂uφ+R2(1− 2mR)∂Rφ)∂R − ∇ˆS2φ;
its norm is then:
∇ˆcφ∇ˆcφ = (−∂Rφ)2g(∂u, ∂u) + 2∂Rφ(∂uφ+R2(1− 2mR)∂Rφ))g(∂u, ∂R)− |∇ˆS2φ|2
= −R2(1− 2mR)(∂Rφ)2 − 2∂Rφ∂uφ− |∇ˆS2φ|2.
The Hodge dual of ∇aφ is calculated by splitting ∇ˆau over (du, dR,dωS2):
⋆∇ˆbφ = ⋆ (∂uφdu+ ∂RφdR+ ∂θφdθ + ∂ψφdψ)
= ∂uφdR ∧ dωS2 − ∂Rφdu ∧ dωS2
The gradient of each coordinates is calculated:
∇ˆbu = gˆab∇ˆau = −∂R
∇ˆbR = −∂u −R2(1− 2mR)∂R
∇ˆbθ = − sin(θ)∂θ
∇ˆbψ = −∂ψ,
and, as a consequence,
⋆du = du ∧ dωS2
⋆dR = −dR ∧ dωS2 +R2(1− 2mR)du ∧ dωS2
⋆dθ = − sin θdu ∧ dR ∧ dψ
⋆dψ = du ∧ dR ∧ dθ ,
so that ⋆∇aφ is:
⋆∇aφ = ∂uφdu ∧ dωS2 + ∂Rφ
(−dR ∧ dωS2 +R2(1− 2mR)du ∧ dωS2)






du ∧ dωS2 − ∂RφdR ∧ dωS2
−∂θφ sin θdu ∧ dR ∧ dψ + ∂ψdu ∧ dR ∧ dθ


































u2∂uφ− 2(1 + uR)∂Rφ
]
(−∂θφdu ∧ dR ∧ dψ + ∂ψφdu ∧ dR ∧ dθ)
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Remark 2.4. To calculate the restrictions of ⋆Tˆ aTab to the hypersurfaces Hs, Su and
I
+, it is necessary to give the restrictions of each of the differentials of the coordinates.
Nonetheless, since ∂θ and ∂φ are tangent to Hs, Su and I+, the only remaining 3-forms to
consider when restricting to these hypersurfaces are du∧ dωS2 and dR∧ dωS2. This means















































































du ∧ dωS2 .
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du ∧ dωS2 .










































































du ∧ dωS2 .(2.6)
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Each of these terms is estimated separately using lemma 1.5 and the obtained estimates
are summed. Let ǫ be a given positive number and let u0 be the non positive constant
associated to ǫ via lemma 1.5; ǫ will be chosen during the proof.
Nothing needs to be done for (2.3).





= (Rr∗)(R|u|)(1− 2mR) + 2(1− |u|R)
≤ (Rr∗)(R|u|)(1− 2mR) + 2
≤ (1− ǫ)(1 + ǫ) + 2





= (Rr∗)(1− 2mR)(R|u|) + 2(1− |u|R)
≥ 1 · (1− ǫ) · (R|u|) + 2(1− |u|R)
≥ 2− (1 + ǫ)(R|u|)
≥ 2− (1 + ǫ)(1 + ǫ)
≥ 1− 2ǫ− ǫ2. (2.7)
ǫ is chosen such as (2.7) is positive.
For (2.5), the proof slightly more complicated. We have, since u is non-positive and
















































+ 1 · (1 + ǫ)
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4− 6X + 3X2 − ǫ(1 + ǫ)X2)


























1− ǫ(1 + ǫ)3)
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To deal with (2.4), we write:



























































































+ (1 + ǫ)
)










− ǫP (ǫ), 1− 2ǫ− ǫ2
)
,
where P (ǫ) is a polynomial in ǫ. ǫ is chosen such that the constant cǫ is positive. Using
lemma 1.5, there exists u0, negative, |u0| large enough, such that the estimates of the
coordinates hold in Ω+u0 and, consequently, the equivalence is true on this domain.
u0 is now fixed, being equal to the u0 associated with the ǫ which ensures that the
energy equivalence established in proposition 2.5 holds. The neighborhood of i0 where the
energy estimates are relevant is then Ω+u0 .
2.1.2 Energy estimates near i0
The energy estimates are established between Σu0>0 , Su0 and I
+
u0 , by writing a Stokes
theorem between Hs , Ssu0 = {(u,R, ωS2)|u = u = u0, u ≤ −sr∗} and I+u0 .
The first step consists in evaluating the error term:






2+(1− 12mR)φ (u2∂uφ− 2(1 + uR)∂Rφ)+Tˆ a∇ˆabφ4
4
.
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Proof. The Killing form of the vector Tˆ a is calculated via the Lie derivative of the
metric:
∇ˆ(aTˆb) = LTˆ gˆ
= LTˆ (R
2(1− 2mR))(du)2 + 2R2(1− 2mR)LTˆ (du)du− 2LTˆ (du)dR− 2LTˆ (dR)du− 2LTˆ (dωS2)
= −4R(1 + uR)(1− 3mR)(du)2 + 2R2(1− 2mR)d (LTˆ (u)) du− 2d (LTˆ (u)) dR− 2d (LTˆ (R)) du− 0
= −4R(1 + uR)(1− 3mR)(du)2 + 2R2(1− 2mR)d(u2)du− 2d (u2) dR− 2d (−2(1 + uR)) du
= −4R(1 + uR)(1− 3mR)(du)2 + 4uR2(1− 2mR)(du)2 − 4ududR+ 4(Rdu+ udR)du
= (−2R(1 + uR)(1− 3mR) + 4uR2(1− 2mR) + 4R)(du)2
= (12mR2 + 4muR3)(du2),
or, in the vector form:
∇ˆ(aTˆ b) = 4mR2(3 + uR)∂R∂R.
A direct consequence of the above formula is that the Killling form is trace-free:
∇aTˆa = 4mR2(3 + uR)gˆ(∂R, ∂R)
= 0.







Finally, the error term is given by:
∇(aTˆ b)Tab = 4mR2(3 + uR) (∂Rφ)2 + (1− 12mR) (Tˆ a∇aφ)φ+ Tˆ a∇ˆabφ
4
4
= 4mR2(3 + uR) (∂Rφ)





Remark 2.7. As noticed in [63], one obstacle to the use of the parameter s for the foliation
is the fact that this parametrization in s is not smooth in the sense that (r∗)−1 is not a
smooth function of R at R = 0.
In order to avoid this singularity, the speed of the identifying vector field is decreased
by means of a change of variable: let τ be the function defined by:
τ :
[0, 1] −→ [0, 2]
s 7−→ −2(√s− 1). (2.9)
I
+
u0 is then given by s = 0 and τ = 2 and Σ
u0>
0 is given by s = 1 and τ = 0. The new
identifying vector field V a is then chosen such that:








The foliation Hs, when parametrized by τ , is denoted by Στ
Finally, we can prove the following estimates:
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Proposition 2.8. The following equivalence holds:














Proof. The proof of these estimates relies on Stokes theorem applied between the
hypersufaces Ssu0 = {(u,R, ωS2)|u = u0, |u| ≥ sr∗}, Hs(τ) = Στ and Σu0>0 . Stokes theorem
can be used here since the data are compactly supported in Σ0 and, as a consequence, the
future of the support of the initial data does not contain the singularity i0. Let be M su0

























and, using the notations in the proposition, the foliation given by τ defined by equation


















4mR2(3 + uR) (∂Rφ)













The error term is bounded above in absolute value; each term is evaluated separetly:








2 (1− 2mR)(3 + |u|R)(R|u|)1/2R R|u| (∂Rφ)
2




















(1 + 6ǫ)(1 + ǫ)
3
2 · 1 · (1 + ǫ) (φ2 + (u∂uφ)2)
. φ2 + (u∂uφ)
2.
The remaining term is controlled by:
|(1− 12mR)(r∗R) 32 (1− 2mR)
√
R
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Remark 2.9. This term is the main obstacle in the use of the parameter s: if the foliation
was parametrized by s, this term would be replaced by:∣∣∣∣(1− 12mR)(r∗R)2(1− 2mR)|u| φ∂Rφ
∣∣∣∣ ≤ (1 + 6ǫ)(1 + ǫ)2
∣∣∣∣φ∂Rφu
∣∣∣∣
which cannot be compared to φ2 + R|u|(∂Rφ)
2.






4mR2(3 + uR) (∂Rφ)

















Finally, the following inequalities hold:






















Using Gronwall’s lemma, we obtain:
E(Στ ) . E(Σ
u0>
0 ). (2.12)
Putting this inequality back into (2.11), we obtain the first part of the inequality, for
τ = 2:
E(I+u0) + E(Su0) . E(Σ
u0>
0 ).
The other inequality is obtained by doing the same calculation between the hypersur-
faces Su0,s = {(u,R, ωS2)|u = u0, |u| ≤ sr∗}, Hs and Σu0>0 . Let be Mu0s be the subset of
Ω+u0 whose boundary consists of these hypersurfaces. Applying Stokes theorem, using the

















The use of Gronwall lemma gives the second inequality:
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2.2 Energy estimates far from the spacelike infinity i0
The estimates which are obtained in this section are widely inspired by the work of
Ho¨rmander [53] and generalized in [73] to establish the existence of solutions for the
characteristic Cauchy problem for the wave equation on a curved background. The main
tool consists in writing the characteristic, or weakly characteristic (that is to say is locally
either spacelike or degenerate; this is also referred to as achronal) surface as the graph of
a function and expressing all the relevant quantities in term of this graph. This method
was also used by Mason-Nicolas in [62] to control how spacelike surfaces converge to null
infinity.
Mˆ\Ω+u0 ∩ J+(Σ0) is divided in two parts as follows:
• let Σ be a spacelike hypersurface in Mˆ for the metric gˆ such that Σ∩ I+ = Su0 ∩ I+
and Σ is orthogonal to Tˆ a.
• the part of Mˆ\Ω+u0 contained between Σ0 and Σ, denoted by V ;
• and finally the future of Σ, containing i+, U. The subset of its boundary in I+ is
denoted by I+T .





















Figure 2.2: Future of Σ0
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Remark 2.10. The fact that the timelike vector field Tˆ a is orthogonal to the spacelike
hypersurface is an assumption which is made about this timelike vector field. It is build
outside the Schwarzshildean part of the manifold as follows:
• outside Ω+u0, Tˆ a is smoothly extended such that it is orthogonal to a uniformly space-
like hypersurface Σ whose boundary is I+ ∩ Su0.
• The intersection of Su0 and I+ is in the Schwarzschildean part and is given by {u =
u0, R = 0}. The vector field Tˆ a is then orthogonal to this 2-dimensional surface.
This subsection deals with estimates on U . As previously said, we use here Ho¨rman-
der’s techniques which consists in writing I as the graph of a function.
We consider on U the flow associated with ea0 =
Tˆa
gˆcdTˆ cTˆ d
. Let t be the time function
induced by this flow. The set {ea0} is completed in an orthonormal basis of Mˆ by choosing
an orthonormal basis {eai ; i = 1, 2, 3} of the spacelike foliation {Σt} induced by t. For the
sake of clarity, Σ is denoted ΣT as corresponding to the slice {t = T} (T is chosen to be
non zero, in order not to introduce confusion with Σ0).
2.2.1 Geometric description of I+T




T can be identified with ΣT :
ΣT −→ I+T
x 7−→ Ψϕ(x)(x) (2.13)
where ϕ(x) is the time at which the curve t 7→ Ψt(x) hits I+T . I+T can then be considered
as defined by the graph of the function ϕ : x ∈ ΣT 7−→ ϕ(x).
We denote by ∇iϕ the derivatives of ϕ with regard to the vector tangent to ΣT eai at
time T .
Remark 2.11. 1. As noticed in the introduction, the spacetimes constructed by Chrusciel-
Delay and Corvino-Schoen have the specificity that the regularity at I+\{i0, i+} can
be specified arbitrarily. In order to insure that some geometric quantities are defined,
we assumed that the manifold is C2 differentiable at I+\{i0, i+}. The use of the im-
plicit functions theorem then insures that the function ϕ has the same regularity.
2. The function ϕ is defined on a compact set and as such admits a maximum. This
maximum is denoted by Tmax.
The lapse function associated with this choice of time t is denoted by N . The metric
can be decomposed as:
gˆ = N2(dt)2 − hΣt
where h is a Riemannian metric on Σt depending on the spacelike leaves of the foliation
induced by the time function, and N is the (positive) lapse function. Since the time




The following lemma describes the geometry of I+T in term of the parametrization:
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Lemma 2.12. The vector Na defined by




is normal and tangent to the hypersurface I+T .
The set of vectors defined by, for i ∈ {1, 2, 3},
tai = N∇iϕea0 − eai
are normal to Na and, as such, forms a basis of T I+T .
Proof. The fact that Na is null directly comes from the fact Na is normal to I+T , which





The tangent plane to I+T is given by the kernel of the differential of the application
x 7−→ (ϕ(x), x)
which is given by
ha ∈ ΣT 7−→ ha + gij(ϕ(x), x)∇iϕhj Nea0︸︷︷︸
∂t
.
It is then clear that the set of vectors
tai = N∇iϕea0 − eai
forms a basis of T I+T . N





As a direct consequence of this lemma, the vector defined by




is null and transverse to I+T .
In order to complete the geometric description of I+T and facilitate the calculation
afterwards, we introduce the following objects:
• using the Geroch-Held-Penrose formalism, the set of two null vectors (τa, Na) is
completed by two normalized spacelike vectors (va1 , v
a
2) tangent to I
+
T to form a basis
of TMˆ ;
• I+T is endowed with the 3-form:
µI = t
1
a ∧ t2a ∧ t3a
which satisfies:





this 3-form will be used as the form of reference to calculate the energy on I+T .
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Remark 2.13. The tangent vector na used in definition 1.12 for the H1-norm on I+ is





As a consequence, the norm used in definition 1.12 are equivalent.
Finally, in order to prepare the estimates, the expression of the 3-form ⋆Tˆ aTab on the
surfaces Σt and I
+
T is given:
Lemma 2.14. The restrictions of the energy 3-form ⋆Tˆ aTab to Σt, for t given in [T, Tmax],



































t1a ∧ t2a ∧ t3a
Remark 2.15. 1. The expression which is given for the energy form on I is consistent
with the one obtain by Ho¨rmander, since it only depends on tangential derivatives
to null infinity. It is nonetheless not identical: the result of Ho¨rmander is similar to
a calculation made with respect to the Riemannian metric obtained from gˆ and the
timelike vector field Tˆ a.
2. The part of the energy form on I given by (va1∇ˆaφ)2+(va2∇ˆaφ)2 is usually interpreted
as the norm of the gradient on a 2 sphere, even though the distribution of 2-planes
Span(v1, v2) is not integrable.
Proof. Using the basis (eai )i=0,...,4 which is adapted to the foliation, the energy 3-form





















Since the vectors {eai }i=1,2,3 are tangent to the hypersufaces Σt, we obtain:
• i⋆Σt(⋆Ta) = ||Tˆ a||ea0yµ[gˆ] = ||Tˆ a||e1a ∧ e2a ∧ e3a



















e1a ∧ e2a ∧ e3a.
To calculate the restriction of the energy form to I+T , the vector fields Tˆ
a and ∇ˆφ are
















N b − (va1∇ˆaφ)vb1 + va2∇ˆaφvb2
∇ˆcφ∇ˆcφ = Na∇ˆaφτa∇ˆaφ− (va1∇ˆaφ)2 − (va2∇ˆaφ)2. (2.15)
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The only relevant terms in the expressions of i⋆
I+
(⋆∇ˆbφ) and i⋆I+(Tˆb) are those which are


































a ∧ t2a ∧ t3a























(Na∇ˆaφ)2 + (va1∇ˆaφ)2 + (va2∇ˆaφ)2) + φ2
)
t1a ∧ t2a ∧ t3a
2.2.2 Energy estimates on U
The techniques used in this section are exactly the same as in the other section: they rely
on Gronwall lemma and Stokes theorem carefully applied to the 3-form ⋆Tˆ aTab.
The first step of the proof consists in establishing a decay result for the energy on slices
{t = constant}.

















where µΣt = e
1
a ∧ e2a ∧ e3a.








and for s and t two real numbers in [T, Tmax], such that t ≥ s:
E(Σt) . E(Σs)









Proof. Since Tˆ a is a non-vanishing timelike vector field on the compact Mˆ , there exists
a positive constant C such that:
1
C
≤ ||Tˆ a|| ≤ C
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t1a ∧ t2a ∧ t3a
We denote by E(I+T ) the right-hand side of this equation. The expression of this energy is
not intrisic, since it depends on the one hand, on the parametrization of I+ by the function
ϕ and, on the other hand, on the choice of a basis. The energy used by Ho¨rmander suffers
from the same property that it depends on the graph and on the chosen coordinate system.
We assume here that t > s and apply Stokes theorem between the surfaces Σt and Σs.
The part of I+ between the time t and s is denoted Its and the part of U between Σt and
Σs, U
t
































As it was noticed in lemma 2.14, the integral over I+ of the energy 3-form restricted to I

















































∣∣∣∇ˆ(aTˆ b)Tab∣∣∣+ ∣∣∣∣(1− 16Scalgˆ)φTˆ a∇ˆaφ






















∣∣∣∇ˆ(aTˆ b)Tab∣∣∣+ ∣∣∣∣(1− 16Scalgˆ)φTˆ a∇ˆaφ
∣∣∣∣+ ∣∣∣Tˆ a∇ˆab∣∣∣ φ44 µ[gˆ] + E(Σs).
Since U is compact, there exists a contant c depending on ∇ˆaTˆ b, Scalgˆ and Tˆ a∇ˆab which
controls each term in the error∫
Uts
(
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in function of the energy on a slice at time r. To perform such an estimate, the 2-form
∇ˆ(aTˆ b) is split over the orthonormal basis (eai )i=0,...,4; each of the components is bounded
by c. The remaining terms, when contracting with Tab, are of either products of derivatives
or functions which can be estimated by φ2 or bφ4 and their derivatives.





where the form dr is e0a. So, applying Gronwall lemma, we obtain since we are working in
finite time:
E(Σt) . E(Σs).
A straightforward consequence of this proposition is that all the energies on slices
are controlled by the energy on ΣT . This is a necessary step to establish the following
proposition:
Proposition 2.19. The energies on I+T and on ΣT are equivalent:
E(I+T ) ≈ E(ΣT ).
Proof. The proof is based on the use of Stokes theorem. We denote by, for t between
T and Tmax:
• Ut the part of U for time greater than t;
• I+t the part of I+ for time greater than t.












































































































2. A priori estimates 75
We first deal with inequality (2.16). Since, according to proposition 2.16, all the
energies on a slice {t = constant} are controlled by E(ΣT ) for t ≥ T , the integral∫ Tmax
t E(Σs)dr satisfies: ∫ Tmax
t
E(Σr)dr . E(Σt).










and with remark 2.18:
E(I+T ) . E(ΣT ).
On the other hand, to obtain the second inequality, we use Gronwall lemma in inequal-









and, consequently, for t = T :
E(ΣT ) . E(I
+
T ).
2.3 Estimates on V
The geometric situation in this section is almost the same as in the previous one since
the hypersurface Su0 is known to be null, the only difference being that an additional
term comes from the boundary of the future of Σu0<0 . The energy estimates will then be
obtained in exactly the same way. Nonetheless, we wish to keep the term with an energy
on the hypersurface Su0 , in order to compare these terms with the inequalities obtained
in section 2.1.
It is clear that the time function which was defined in the previous section cannot be
used here since Tˆ a is not necessarily orthogonal to Σ0. We now consider another time
function τ , defined in V (or in a neighborhood of V , as done in remark 2.20 below) such
that the hypersurface {τ = 0} corresponds to Σ0 and the hypersurface {τ = 1} to Σ = ΣT .
We consider on V the orthonormal basis (ea0, e
a




By construction, the vector fields (eai )i=1,2,3 are tangent to the time slices.
We introduce the following function:






where f c is the normalization with respect to the metric gˆ of the vector field Tˆ a.
Remark 2.20. • The constant α is used to construct the so-called Lipschitz norm of
the foliation Σt.
76 CHAPTER 2. NONLINEAR WAVE EQUATION
• Such a time function τ can be constructed as follows: since Mˆ is globally hyperbolic,
there exists a time function on Mˆ . Let τ˜ be a time function. Let Ψτ˜ be the flow
associated with τ and let V0 be the preimage of Σ on Σ0 by the flow. We then obtain
a diffeomorphism defined by:
V0 −→ Σ
x 7−→ Ψφ(x)(x)
where φ(x) is the time at which the curve τ˜ 7→ Ψτ˜ (x) hits Σ. The new time function





satisfies the required assumption.
• Tˆ a and ea0 are both uniformly timelike. Therefore, the scalar product
β = gˆcdfˆ
cea0
defines a positive function over V since T a and ea0 are both future directed and
timelike over a compact set.
The following notations will be used, in order to be coherent with section 2.1:
• the section of the initial data surface below u0 is denoted Σu0<0 ;
• as previously introduced, the slices {t = contant} in V are denoted Σt;
• the part V between time t and s (with t < s) is denoted by V st ;
• the part of Su0 between time t and s (with t < s) is denoted by Sst ;
The expression of the energy on Su0 are the same as the one define in 2.1 for (see proposition
2.3). Since we are not working with an orthonormal basis, the expression of the energy is
adapted to this surface.
Following the method already used in this paper, a geometric description of of the
energy 3-form is given and an equivalence result of the integral of the 3-form with an well
chosen energy is established:








































ea1 ∧ ea2 ∧ ea3




















 ea1 ∧ ea2 ∧ ea3.
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 ea1 ∧ ea2 ∧ ea3.
Remark 2.22. This proposition together with proposition 2.16 states that the energy on
a spacelike slice for two uniformly timelike (for the metric gˆ) vector fields are equivalent.
This justifies that we write in the same way the energy in proposition 2.16 and in this
proposition.
Proof. the strategy of the proof is the same as usual: the geometric objects are split
over the basis (fa, eai )i=1,2,3 where f
a is transverse to Σt and (e
a
i )i=1,2,3 tangent to Σt.
Considering the 4-form
fa ∧ ea1 ∧ ea2 ∧ ea3
fa is decomposed as follows:















fa ∧ ea1 ∧ ea2 ∧ ea3







yµ[gˆ] = βea1 ∧ ea2 ∧ ea3
as a consequence, we have:
i⋆Σt(⋆Tˆa) = ||Tˆ a||i⋆Σt(⋆fa) = ||Tˆ a||fayµ[gˆ] = ||Tˆ a||βea1 ∧ ea2 ∧ ea3.
We then deal with ∇ˆcφ which can be written:














and ai = e
a
i ∇ˆaφ− bδi for i ∈ {1, 2, 3}.
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 ea1 ∧ ea2 ∧ ea3
β
. (2.18)







































(f c∇ˆcφ)2 + ∑
i=1,2,3









ea1 ∧ ea2 ∧ ea3
To get the equivalence, it is sufficient to notice that:
• gˆcdTˆ cTˆ d is a positive function over the compact V and, as such, is bounded below
and behind by two positive constants;
• as already noticed in remark 2.20, β is a positive function over V ;
• and, finally, the scalar products β, δi and the difference β2 − δi are clearly bounded
below by 1 and above by a certain constant since we are working on a compact.


























 ea1 ∧ ea2 ∧ ea3
From now on, the strategy is exactly the same as in subsection 2.2.2. The fact that
the energy over Σ dominates the energy on all slices Σt is established:
Proposition 2.23. The following estimate holds, for all t in [0, 1]:
E(Σt) . E(Σ)
Proof. Let t be in [0, 1]. The energy 3-form is integrated over the surfaces Σ, Σt and
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As in the proof of proposition 2.19, the error term is estimated considering that ∇(aTˆ b)
has bounded coefficients in the given basis, that Scalgˆ is bounded and using the behavior
of b. The volume form is decomposed on the basis (dt, eia)1,2,3 as:
µ[gˆ] =
dt ∧ e1a ∧ e2a ∧ e3a
ea0∇ˆat
,
where ea0∇ˆat is a positive function and, as a consequence, is bounded above and below by
two positives constants.
















Using the energy equivalence proved in proposition 2.21, the following inequality then
holds:










Using Growall’s lemma, we get:
E(Σt) . E(Σ).
Finally, the following proposition holds:
Proposition 2.24. The following estimates are satisfied on V :
E(Σ) ≈ E(Su0) + E(Σu0<0 )
Proof. The energy 3-form is integrated over the surfaces Σ0, Σt and S
t
0; the application
















































As a consequence, the two following inequalities hold:









0) + E(Σ0). (2.21)
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The right-hand side of inequality (2.20) is estimated via proposition 2.23 as:∫ t
0
E(Σt)dt . E(Σ)
and, as a consequence, for t = 1, the first part of the equivalence can be stated:
E(Su0) + E(Σ0) . E(Σ1).




E(Σt)dt+ E(Su0) + E(Σ0).
Using Gronwall’s lemma and setting t = 1, the second part of the equivalence is obtained:
E(Σ) . E(Su0) + E(Σ0).
2.4 Final estimates
Finally, using the three propositions 2.8, 2.19 and 2.24, the following a priori global esti-
mates hold:







Then, the a priori estimates hold:
E(Σ0) ≈ E(I+).
Remark 2.26. 1. The solution of the wave equation is assumed to be smooth in order
to avoid the problem of defining trace operators for weak solutions of the equation.
Nonetheless, using a usual trace theorem, as soon as u is in H
3
2 (Mˆ), its trace over
I
+ and Σ0 is well defined.
2. Furthermore, in the framework of a (characteristic) Cauchy problem, it is know that
the solution is in H1(Mˆ). Using the same theorem of existence of trace operators, u
is only in H
1
2 (Σ0) or H
1
2 (I+), which is clearly not sufficient to write such estimates.
It will be shown in section 4.1 that these operators are well defined and with values
in H1(Σ0) or H
1(I+).
















0 ) . E(ΣT ),
and proposition 2.19:
E(ΣT ) . E(I
+
T ),
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we obtain the first part of the apriori estimate:
E(Σ0) . E(I
+




Conversely, let us consider




E(I+T ) . E(ΣT ),
proposition 2.24:









we get the other side of the inequality:
E(I+) . E(Σu0>0 ) + E(Σ
u0<
0 ) = E(Σ0).
3 Goursat problem on I+
We show in this section that there exists a unique solution to the Goursat problem on I+






= θ ∈ H1(I+). (3.1)
It is known (see [53]) that the linear Goursat problem on a smooth weakly hypersurface
admits a global solution; nonetheless, due to technical problems coming from the singular-
ity at i0 (essentially the fact that some Sobolev embeddings are not valid), the existence
of a global solution must be justified carefully.
The proof of the existence for problem (3.1) is made in three steps:
1. considering two solutions of the wave equation, estimates on the difference of these
solutions are established; the main technical problem, which consists in obtaining
uniform Sobolev estimates, is encountered and solved in section 3.1.
2. Let S be a uniformly spacelike hypersurface for the metric gˆ in the future of Σ0 and
close enough to I+. The existence of solutions for problem (3.1) with characteristic
data whose compact support contains neither i0 nor i+ is obtain through a Picard
iteration in the future of S for small data in section 3.2.
3. Then this solution is extended down to Σ0, by means of a Cauchy problem on S and
density results in section 3.3.1.
4. Finally, using estimates for the propagator between I+ and Σ0 obtained in section
3.1, the result is extended to H1(I+) for small data in section 3.3.2.
3.1 Continuity result
This section is devoted to the proof of a continuity result in function of the characteristic
data, although an existence theorem has not yet been stated. Consequences of these
estimates wil be required to obtain well-posedness of problem (3.1).
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3.1.1 Technical tools
The greatest problem when dealing with foliations is the difficulty to obtain uniform
estimates of the non-linearity. This requires that the constants associated with the Sobolev
embeddings are controlled uniformly over the foliation. Two theorems are given to control
these constants.
The first one is a result by He´bey-Vaugon which is used to obtain a uniform control
over the Sobolev constant for the embedding from H1 into L6 on the leaves of a foliation.
The result is the following (theorem 7.2 in [51], adapted to dimension 3) :
Theorem 3.1 (He´bey–Vaugon, 1995). Let (Σ, g) be a smooth complete Riemannian man-
ifold of dimension 3. Suppose that its Riemann curvature Rijkl and its injectivity radius
injg satisfy:
∃(λ1, λ1, i), ||Rijkl||g ≤ λ1, ||∇aRijkl||g ≤ λ2 and injg ≥ i.



















where ω3 is the volume of the unit sphere in R
4.
The second useful result is an extension theorem. It is used in the following as an
intermediary result to apply theorem 3.1. As previously, it is necessary to control the
norm of the map (see chapter VI, theorems 5 and 5’ in [81]):
Theorem 3.2 (Extension theorem). Let U be a bounded open set in Rn; we assume that
its boundary ∂U is C1 differentiable.
Then there exists an operator E from H1(U) into H1(Rn) such that:
1. for all f in H1(U), E(f)
∣∣∣
U
= f ; E is an extension operator;
2. there exists a constant C depending only on the Lipschitz constant of the boundary
such that, for all f in H1(U):
||E(f)||H1(Rn) ≤ C||f ||H1(U).
Remark 3.3. There exist variations of this result: the constant C can de replaced by the
L∞-norm of the maps on the boundary or the curvatures and its derivatives when ∂U is
more regular. More precise estimates can be found in [9].
3.1.2 Uniform Sobolev estimates on uniformly spacelike foliations
When dealing with apriori estimates in section 2, the problem of controlling the nonlinear-
ity was avoided by assumptions on the asymptotic behavior of the function b. Controlling
the non-linearity in function of the H1-norm is a way to remove these assumptions. This
is done by obtaining uniform Sobolev embeddings over a foliation.
3. Goursat problem on I+ 83
Proposition 3.4. Let (M, g) be a four dimensional smooth Lorentzian manifold; let
(Σt)t∈I be a foliation of M by uniformly spacelike hypersurfaces with smooth boundary;
we assume that I is a compact interval in R and that the hypersurfaces Σt can be embed-
ded in simply connected open sets of R3.
Then there exists a constant Ksob, depending only on the geometry of the foliation such
that:
∀t ∈ I,∀f ∈ H1(Σt), ||f ||L6(Σt) ≤ KSob||f ||H1(Σt).
Remark 3.5. This constant depends on:
• the supremum of the Lipshitz constant of the boundaries of the hypersurfaces Σt;
• the supremum of the curvatures and its derivatives of the hypersurfaces of a given
extension of the Σt;
• the infimum of the injectivity radii of a given extension of the Σt.
Proof. To obtain such estimates, the method is the following:
1. we notice that the boundaries of the hypersurfaces Σt have the same Lipschitz norm
L;
2. the slices Σt can be considered as a family of compact hypersurfaces with trivial
topology which can be extended in R3; the metrics g
∣∣
Σt
are extended smoothly to
R3 so that they are equal to the euclidean metric of R3 outside a compact set; these
extensions are denoted by Σ˜t and their metrics g˜t;
3. we then obtain a family of unbounded 3-dimensional manifolds (Σ˜t, g˜t); since these
manifolds are Euclidean outside a compact set, there exist three constants λ1, λ2, i
such that, uniformly in t:
∃(λ1, λ1, i), ||Rijkl|| ≤ λ1, ||∇aRijkl|| ≤ λ2 and injg˜t ≥ i.
4. using theorem 3.1, there exists a constant such that uniformly in t the following
Sobolev embeddings hold:
∀t ∈ I,∀f ∈ H1(Σ˜t), ||f ||L6Σ˜t ≤ K1||f ||H1Σ˜t
5. using theorem 3.2, there exists a family of extension operators Et from H
1(Σt) into
H1(Σ˜t). Since the boundaries of Σt have the same Lipschitz constant L, there exists
a constant K2, which depends only on L, such that
∀t ∈ I,∀f ∈ H1(Σt), ||Et(f)||H1(Σ˜t) ≤ K2||f ||H1(Σ˜t)
Finally using these extensions and the Sobolev imbeddings from H1(Σ˜t) into L
6(Σ˜t), we




We denote by KSob the constant K1K2.
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3.1.3 Continuity in terms of the initial data for the Cauchy problem
The purpose of this section is to establish estimates on the difference of two solutions of
the wave equation. The purpose of these estimates is to obtain continuity in terms of
initial data, characteristic or not. This step is an important one to obtain the continuity
of the scattering operator.
Finally, it is important to notice that the proof which is made here does not require
that the function b vanishes on I+ or that it satisfies the decay condition:
|Tˆ a∇ˆab| ≤ cb.
Using the method developed below, it is then possible to obtain the apriori estimates of
section 2.






We assume that they satisfy one of the problems:
• an initial value problem on Σ0 with data in H10 (Σ0)×L2(Σ0) with compact support
in Σ0;
• an characteristic initial value problem with data in H1(I+) with compact support
which contains neither i0 nor i+.
This ensures that the support of u and v does not contain the singularity i0.






Then there exist two constants, depending on Scalgˆ, ∇ˆ(aTˆ b), b and the energies of φ and
ψ on Σ0 and I
+ such that the following estimates hold:
||φ− ψ||2H1(I+) ≤ C(Eφ(Σ0), Eψ(Σ0))Eφ−ψ(Σ0)
and
Eφ−ψ(Σ0) ≤ C˜(||φ||H1(I+), ||ψ||H1(I+))||φ− ψ||2H1(I+),














(eai ∇ˆaφ)2 + φ2dµΣ0 ,
where Tab is the energy tensor associated with the linear wave equation and (e
a
i )i=1,2,3 is
an orthonormal basis of TΣ0.
Remark 3.7. Because of the a priori estimates, the constants can be chosen indifferently
to depend on the energy on I+ or Σ0.
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Proof. The proof relies on exactly the same strategy as in the first section when
establishing the a priori estimates. Let δ be the difference between φ and ψ:
δ = φ− ψ.





2 + ψφ+ φ2)δ = 0.
To establish the inequality, let us consider the energy tensor associated with the linear
equation:









The error term associated with this tensor is:







































(Tˆ a∇ˆaδ)2 + δ2 + δ2ψ4 + δ2φ4
)
.
The estimates will then be obtained in exactly the same way as in section 1, provided
that we are able to use the Sobolev embeddings on the spacelike slices. The main problem
then arises when working in the Schwarzschild section because of the choice of the foliation
Hs which contains the singularity i0.








































||u||2H1(Σt) + ||Tˆ a∇ˆaδ||2L2(Σt)
)
. (3.2)
The foliation (Σt) satisfies the assumption of proposition 3.4: using this proposition, the
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This gives, using Gronwall estimates:
Eδ(Σt) ≤ exp
((























Using proposition 2.19, the H1-norm of φ and ψ on Σ is controlled by the H1-norm of ψ
and φ on I+T and, as a consequence, by the H
1-norm of ψ and φ on I+. We then finally












On V , the principle is exactly the same: the only modification comes from the fact that
a new boundary term arises, corresponding to the boundary of the Schwarzschild section.
We work with the same geometric configuration. The equivalent of equation (2.19) is then:
Eδ(S
1
























Remark 3.8. In the subset V of Mˆ , the energy on a slice is controlled by the upper
slice, which is denoted by Σ as said in proposition 2.23. As this energy is controlled by
proposition 2.19 by the H1-norm on I+T and, as a consequence, on I
+, this explains why
the energy on I+ appears in the inequality.
Finally, on Ω+u0 , it is not possible to use the same method as above to control uni-
formly the Sobolev constant. The strategy consists in adopting the same foliation by the
hypersurfaces Hs. The energy on this foliation is weighted Sobolev norm with a precise
decay. The Sobolev embeddings must then be adaptated to that decay. The identifying
vector field is used to write the integral (see formulae (2.9) and (2.10)). The error term





4mR2(3 + uR) (∂Rφ)
2 + (1− 12mR)φ (u2∂uφ− 2(1 + uR)∂Rφ)
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The Sobolev embedding from H1 into L6 must then be realized uniformly in τ with
regard to the volume form du ∧ ωS2 , which is the volume form associated with the
cylinder ]u0,+∞[×S2 and the metric (du)2 + dω2S2 . Since the Sobolev embedding from
H1(]u0,+∞[×S2) into L6(]u0,+∞[×S2) is valid in this geometry, we obtain, in the coor-



















































2) + |∇S2φ|2 + φ2dudωS2 .


























the following integral inequality holds:∣∣Eδ(Hτ(s) + Eδ(Su0)− Eδ(Σu0>0 )∣∣








and using the a priori estimates given by theorem 2.25,
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Eventually, combining the inequalities (3.3), (3.4) and (3.5) as in section 2 for the











Because of the a priori estimates given by theorem 2.25, the H1-norm of φ and ψ on I+
can be replaced by the energy of φ and ψ on Σ0.
This result is equivalent to the result obtained by Ho¨rmander at the beginning of his
paper.
Finally, as already mentioned, a by-product of this result is the continuity result for the
Cauchy problem for the nonlinear wave equation on a uniformly spacelike hypersurface S,
transverse to I+. The problems are exactly the same: obtaining uniform Sobolev estimates
near i0 and in the equivalent of the region V . The techniques to solve this problem are
then exactly the same. We are working with functions φ and ψ which satisfy the same
assumptions as for theorem 3.6.
Proposition 3.9. Let S be a uniformly spacelike hypersurface transverse to I+. Let φ






Then there exists two constants, depending on Scalgˆ, ∇ˆaTˆ b, b and the energy of φ and ψ
on Σ0 and S such that the following estimates hold:
Eφ−ψ(S) ≤ C(Eφ(Σ0), Eψ(Σ0))Eφ−ψ(Σ0)
and
Eφ−ψ(Σ0) ≤ C˜(||φ||H1(I+), ||ψ||H1(I+))Eφ−ψ(S),










(eai ∇ˆau)2 + u2dµΣ0 ,
where Tab is the energy tensor associated with the linear wave equation and (e
a
i )i=1,2,3 is
an orthonormal basis of TΣ.
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3.2 Solution of the Goursat problem near I+ with small initial data.
The existence of solutions to the nonlinear problem is established from the linear problem
through a Picard iteration in the future of a spacelike hypersurface S, close enough to I+.
This hypersurface is constructed as follows.
We choose to work here with a function inH1(I+) with compact support which contains
neither i0 nor i+
Let τ be a ”reverse” time function on Mˆ , in the sense that its gradient is past directed
with respect to Tˆ a. We assume that τ(i+) = 0. Mˆ is endowed with an orthonormal
basis (eai )i=0,1,2,3 such that e
a
0 is colinear to ∇ˆτ and (eai )i=1,2,3 is tangent to the time slices





S = {τ = ǫ}
ǫ
R
Let ǫ be a positive constant smaller than 116 (see inequality (3.11))and consider Φǫ(i
+).
Let S be a uniformly spacelike hypersurface for the metric gˆ between I+ and {Φǫ(p)|p ∈
I
+}. We assume that S is uniformly spacelike, transverse to I+ in the past of the support
of the characteristic data, θ, and contains Φǫ(i
+).
Remark 3.10. The geometric framework is then exactly the same as in section 2.3: the
timelike vector field which will be used for the energy is not colinear to the gradient defin-
ing the foliation. Nonetheless, since the hypersurface S is uniformly spacelike, the same
estimates as in section 2.3 hold without the nonlinearity.
Finally, the future of S in Mˆ is foliated by the surfaces Sτ = {Φǫ−τ (p)|p ∈ S} for τ in
[0, ǫ] so that S = Sǫ and S0 = {i+}. The future of S is denoted by R and the subset of
Mˆ between S0 and Sτ , Rτ .
The solution of the nonlinear problem is approximated via solutions of the linear
problem on I+. Ho¨rmander solved this problem in [53]:
Proposition 3.11 (Ho¨rmander). Let us consider the linear inhomogeneous characteristic
Cauchy problem on I+: {




= θ ∈ H1(I+).
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where θ is a function whose compact support does not contain i+ or i0. Then, this problem
admits a unique global solution in the future of Σ0 in C
0([0, ǫ],H1(Sτ )).
Using this proposition and estimates for the linear problem, the following theorem
holds:






= θ ∈ H1(I+).
where θ is a function whose compact support does not contain i+ or i0. Then, for ||θ||H1(I+)
small enough, there exists a uniformly spacelike hypersurface S close enough to I+ such
that this problem admits a smooth global solution on R in C0([0, ǫ],H1(Sτ )).
Remark 3.13. The proof of the well-posedness in C0([0, ǫ],H1(Sτ )) is given in section
3.1.3 were the geometric estimates required to obtain it are established (see theorem 3.6
which remains true in that context).
Proof. Let u0 be a solution on R of the problem:{




= θ ∈ H1(I+).









= θ ∈ H1(I+).
The sequence defined by the difference of two consecutive terms of this sequence is denoted
by (δn = un+1−un)n∈N. For n ∈ N, the smooth function δn satisfies the Cauchy problem:{
ˆδn +
1
6Scalgˆδn = −b(u2n + unun−1 + u2n−1)δn−1
δn = 0 on I
+.
The proof of the convergence is made in two steps: the first one consists in proving
that, for initial data which are small enough, the sequence (un) is bounded; the second
part proves the convergence of (un) by showing that the sequence (δn) is summable.
Proposition 3.14. For ||θ||H1(I+) small enough, the sequence supτ∈[0,ǫ] ||un||H1(Sτ ) is
bounded.
Proof. Let n be a integer greater than 1. Let us finally consider the energy tensor
associated with the linear wave equation:
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and it is equivalent to
∫
Sτ i
⋆(⋆ea0Tab) (with constants which only depend on the geometric
data, the L∞-norm of b and the Killing form of ea0).
















(eai ∇ˆaun+1)2 + u2n+1
)
+ Cu6n,




, sup (|b|) and
the foliation Sτ .
The next step consists in using the Sobolev embedding of H1(Sτ ) in L6(Sτ ). There
exist two obstacles to the use of this embedding:
1. the first is the fact that the estimates must be uniform over the foliation in the sense
that it must not depend on the parameter τ of the foliation (or the Sobolev constant
must be the same all along the foliation);
2. the second comes the fact that we must deal with the singularity in i+.
To deal with the second problem, the manifold Mˆ is extended beyond I+ by pulling
backwards the hypersurface S through the flow associated with the vector field ∂τ of the
time function τ . Since the regularity of the metric is arbitrarily smooth at i+ (say, at least
C2, in order to insure the existence of the different curvatures), this gives an extension
as a smooth Lorentzian manifold of the manifold (Mˆ, gˆ) in the neighborhood of i+. I+ is
then the past light cone from i+ obtained from a C2-extension of the metric gˆ behind i+.
To obtain a Sobolev embedding from H1(Sτ ) into L6(Sτ ) uniformly in τ , it is necessary
to have a uniform bound for the Sobolev constant on the hypersurface Sτ . This is achieved
by using proposition 3.4 for the foliation Sτ : there exists a constant KSob depending on
the foliation Sτ such that, uniformly in τ :
∀τ ∈ [0, ǫ],∀u ∈ H1(Sτ ), ||u||L6(Sτ ) ≤ KSob||u||H1(Sτ ).
Remark 3.15. 1. The constant KSob depends on the foliation and, as such, of the
parameter ǫ.
2. The hypersurfaces Sτ shrink as τ tends to zero. This does not affect the fact that
the Lipschitz constants for the Sτ , for τ > 0 remain bounded. Furthermore, the
initial data are taken to be with compact support away from i0. As a consequence,
the functions (un) vanish in a neighborhood of i
+.
A direct consequence of the uniform Sobolev embeddings of H1(Sτ ) in L6(Sτ ) in di-
mension 3 is the following inequality:∫
Sτ
|∇ˆaeb0Tab|µSτ ≤ CEun+1(Sτ ) + CKsob||un||6H1(Sτ )
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As a consequence, there exists a constant C˜ which depends only on the scalar curvature,
the Killing form of ea0, the supremum of b and Sobolev constants such that:










Remark 3.16. The constant C˜ can be chosen arbitrarily high. As a consequence, it is
rescaled later without consequence for the proof (see remark 3.18 in the proof of proposition
3.17).
Using Stokes theorem and Gronwall lemma, as in section 2.2.2, the energy of un+1
satisfies:








For n = 0, we have:
Eu0(Sτ ) ≤ C˜ exp(C˜ǫ)||θ||2H1(I+).




This sequence satisfies the inequality:
∀n ∈ N, Cn+1 ≤ C˜ exp(C˜ǫ)︸ ︷︷ ︸
α

C3n + ||θ||2H1(I+)︸ ︷︷ ︸
β

 with C0 ≤ C˜ exp(C˜ǫ)||θ||2H1(I+).







The purpose is to choose correctly ||θ||H1(I+) such that the sequence is bounded. The
function x 7→ α (x3 + β) has three fixed points provided that the discriminant of the






> (C˜ exp(C˜ǫ))3||θ||4H1(I+). (3.6)


















































































































these roots can be compared as follows:
λ1 < 0 < λ2 < λ0.
The fixed points λ0 and λ1 are repulsive whereas the fixed point λ2 is attractive. As a
consequence, if the (positive) initial condition c0 is below the positive repulsive fixed point












































the sequence (cn) converges to the remaining attractive fixed point λ2; (cn) is bounded
and so is (Cn), which is the expected result.
Another useful consequence of the convergence of the sequence (cn) is the following.










As a consequence, there exists a integer n0 such that:
∀n ≥ n0, sup
τ∈[0,ǫ]
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Proof. The method is exactly the same as in the previous proposition. Let n be a
positive integer and consider the energy tensor associated with the linear wave equation
for the function δn






























0Tab) (with constant which only depends on the geometric
data, b and the Killing form of ea0).











and can be estimated in absolute value by:∫
Sτ












, sup (|b|) and
the foliation Sτ .
Using Ho¨lder inequality and proposition 3.4 for the foliation Sτ , the non-linearity in















≤ KSob6 ||δn||2H1(Sτ )||un||4H1(Sτ ).
The same inequality holds for δ2n−1u
4
n−1.





















Stokes theorem is then applied beween Sτ and I+: since the characteristic data for δn are
zero, the only remaining term is the energy on the surface Sτ . Modulo a constant which
only depends on the same data as the constant C˜, the integral inequality holds:


















for some contant K˜ and, using Gronwall’s lemma, we get:
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Remark 3.18. The constant K˜, as the constant C˜ depends only the foliation Sτ , its
scalar curvature, the Killing form of ea0 and the supremum of b. As a consequence, up to
a rescaling of C˜ or K˜, these constants can be chosen to be equal.
Finally, the sequence (δn) satisfies:
sup
r∈[0,ǫ]

































Since ǫ is smaller than 116 , the sequence (δn) is then eventually contracting. The series of
(supr∈[0,ǫ]
(||δn||H1(Sr))2)n converges in the norm (supτ∈[0,ǫ] ||u||2H1(Sτ )), that is to say in
C0([0, ǫ],H1(Sτ )), and so does the sequence (un) .
End of the proof of theorem 3.12. The proof of the local existence is a direct conse-




Let u be the limit of the sequence (un)n. The only remaining thing to show is that the
limit solves the problem of theorem 3.12. It is clear that u satisfies the initial conditions
since all the functions un are identically equal to θ on I
+. Finally, when noticing that u
is in H1(R) which is continuously embedded in L3(R) (since R is four dimensional), the
sequence (u3n)n converges in L
1(R) and, as a consequence, in the distribution sense. u






in the distribution sense.
3.3 Global characteristic Cauchy problem
A global Cauchy problem is finally derived in two steps:
1. a preliminary result about the Cauchy problem for a hypersurface in the future of
Σ0 whose past contains i
0;
2. the characteristic Cauchy problem is then solved for small data with compact support
which contains neither i0 nor i+ and then extended to functions in H1(I+).
3.3.1 Global Cauchy problem for compactly supported data
Starting from the same data θ in H1(I+) whose support contains neither i+ nor i0, the
solution obtained in theorem 3.1 is extended to the future of Σ0 by using density results and
continuity of the propagator. The purpose of this section is to show that is it possible,
starting from the hypersurface S in the future of Σ0, to obtain a solution down to Σ0
despite the singularity in i0.
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Proposition 3.19. Let V a be an orthogonal and normalized vector field to the uniformly
spacelike hypersurface S.
The non-linear problem on S: 










= ζ ∈ L2(S)
admits a global unique solution down to Σ0 in C
0(R,H10 (S)).
Proof. The method consists in approximating the solution by solutions of the same
problem with truncated data since the existence result for the Cauchy problem given
by theorem 1.17 cannot be applied here directly because of the singularity in i0. The
uniqueness directly comes from theorem 3.6 and its corollary.
Let (χn)n∈N be a sequence of smooth functions with compact support in the interior
of S such that:
∀n ∈ N, supp (χn) ⊂ supp (χn+1) and
⋃
n∈N
supp (χn) = S\∂S.









S = χnξ ∈ H1(S).
V a∇ˆavn
∣∣
S = χnζ ∈ L2(S).
Since the data are with compact support in the interior of S, their pasts do not intersect
I
+ and, as a consequence, i0.
Using proposition 3.9, this sequence converges towards a function v in the past of S
down to Σ0 for the L
∞H1 norm. This function clearly satisfies the initial conditions:
v
∣∣
S = ξ on S and V a∇ˆav
∣∣
S = ζ.
Furthermore, proposition 3.9 also gives convergence in H1(J−(S)) and, using Sobolev
embeddings, as a consequence, in L6(J−(S)). v then satisfies the nonlinear wave equation
in the distribution sense. 
Remark 3.20. A direct consequence of this construction is that the trace of the solution
of the Cauchy problem on Σ0 is in H
1
0 (Σ0)
3.3.2 Global characteristic Cauchy problem for small initial data in H1(I+)
A global solution to the Goursat problem with compact which contains neither i+ nor i0
is then obtained by gluing solution of the local characteristic Cauchy problem and the
solution of a well-chosen Cauchy problem on S:
Proposition 3.21. Let u be a solution to the Goursat problem for data θ with compact
support which contains neither i+ nor i0.
Then u can be extended from S down to Σ0 in C0(R,H1(S)).
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Proof. Consider the Cauchy problem on S:










According to proposition 3.19, this problem admits a global solution v down to Σ0 in
C0(R,H1(S)).
Finally, the function w defined piecewise by:
w = u on J+(S) and w = v on J+(Σ0) ∩ J−(S).






= θ ∈ H1(I+) 
Using proposition 3.21 and the continuity result, we can state the theorem of existence
of the Goursat problem for small initial data:






= θ ∈ H1(I+).
Then, for ||θ||H1(I+) small enough, this problem admits a global unique solution down to
the future of Σ0 in C
0(R,H1(Σ0)).
Remark 3.23. As previously said in section 1.2.2 (see proposition 1.13), the singularity
in i+ is removable for Sobolev space in the sense that it is a regular point of a bigger
manifold.
Proof. The proof relies on the density of data with compact support in H1(I+) which
does not neither i0 nor i+ in H1(I+) (proposition 1.13) and proposition 3.21.
Remark 3.24. As noticed above, the trace of the solution of the Goursat problem on Σ0
is in H10 (Σ).
4 Construction of the scattering operator
The construction of the scattering operator can now be done by the mean of Cauchy
problem on I+, I− and Σ0 via the composition of trace operators.
4.1 Existence and continuity of trace operators
The purpose of this section is to define trace operators for the solution of the wave equation
on the hypersurfaces Σ0 and I
+. A symmetric construction can of course be realized on
the past null infinity I−.
These trace operators are obtained using the following theorem ([82], p. 287):
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Theorem 4.1. Let M be a smooth compact manifold with piecewise C1 boundary and




f 7−→ f ∣∣
∂M
.





Existence theorems 1.17 and 3.22 give solutions to the initial (characteristic) problem
in H1(J +(Σ0)). As a consequence, their traces on Σ0 and I+ are respectively in H 12 (Σ0)
and H
1
2 (I+). Nonetheless, using the a priori estimates, they are in fact H1(I+) and
H1(Σ0).
Remark 4.2. The singularity in i+ is not a threat to the existence of a trace since the
manifold and the metric can be extended with arbitrary regularity in a neighborhood of
i+. The problem with the singularity i0 is avoided since the function spaces H1(I+) and
H10 (Σ0) are the completions of smooth functions whose compact support does not contain
i0.
Let us consider the trace operators:
T+0 :=
{
C∞0 (Σ0)× C∞0 (Σ0) −→ H1(I+)
(θ, θ˜) 7−→ φ∣∣
I+
(4.1)











= θ˜ ∈ C∞0 (Σ0)
obtained by theorem 1.17 and
T 0+ :=
{








where E is the set of smooth functions with compact support which contains neither i+






= θ ∈ C∞0 (I+)
obtained by theorem 3.22.
Remark 4.3. The operator T 0+ is not globally defined on E since theorem 3.22 only gives
existence for small data. We denote by B∞
I+
the trace of the open ball BI+ centered in zero
in H1(I+) ∩ E on which T 0+ is defined.
These operators can be extended to H1(Σ0) and H
1(I+):
Proposition 4.4. The operator T+0 can be extended to a locally Lipschitz operator from
H10 (Σ0)× L2(Σ0) to H1(I+).
The operator T 0+ can be extended to an Lipschitz operator from BI+ ⊂ H1(I+) to H10 (Σ0)×
L2(Σ0).
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Proof. The proof is done for the operator T+0 (it is exactly the same on the other side).
Let R be a positive constant. We denote by BR the ball centered in 0 with radius R
in H1(Σ0)× L2(Σ0) for the norm:
|| ⋆ ||2H1(Σ0) + || ⋆ ||2H1(Σ0)
Using theorem 3.6, this operator satisfies:
∀(θ, θ˜, ξ, ξ˜) ∈ (C∞0 (Σ0) ∩BR))4,
||T+0 (θ, θ˜)− T+0 (ξ, ξ˜)||H1(I+) ≤ C(R)
(




As a consequence, since the smooth functions wit compact support in Σ0 are dense in
H10 (Σ0), it admits a unique locally-Lipschitz extension from H
1
0 (Σ0)×L2(Σ0) into H1(I+).
The same proof holds for the operator T 0+. The only difference is the that, due to
theorem 3.22 which only provides us with solutions for small data, this operator is defined
on an open all of H1(I+) and, as a consequence, is globally Lipschitz. 
As already noted at the beginning of this section, a similar construction can be achieved
on the past null infinity: there exist two trace operators T 0− and T
−
0 , respectively locally
Lipschitz and Lipschitz defined by:
T−0 :=
{
H10 (Σ0)× L2(Σ0) −→ H1(I−)
(θ, θ˜) 7−→ φ∣∣
I+
(4.3)











= θ˜ ∈ L2(Σ0)
obtained by theorem 1.17 and
T 0− :=
{














= θ ∈ H1(I−)
obtained by theorem 3.22.
4.2 Conformal scattering operator
Finally, the conformal scattering operator is obtained as the composition of two trace
operators. Following the idea of of Friedlander in [40] and applied by Mason-Nicolas in
[62] for the Dirac and wave equations, the conformal scattering operator S is defined by
the composition of the operators T 0− and T
+
0 :
S = T+0 ◦ T 0− : H1(I−) −→ H1(I−) (4.5)
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and its inverse is given by
S−1 = T−0 ◦ T 0+ : H1(I+) −→ H1(I−) (4.6)
These operators are not defined globally on H1(I+) or H1(I+) due to the restrictions
imposed by theorem 3.22. Its domain of definition in our context is obtained from the
domains of definition of T 0− and T 0+ as follows: let B be the open set defined by:
B = T 0−(BI−) ∩ T 0+(BI+).
The images of B under T−0 and T+0 give the domains of definition of S and S−1, respectively.
Finally, the following existence result for the conformal scattering operator can be stated:
Theorem 4.5 (Scattering operator). The operator S is an inversible, Lipschitz operator
from T−0 (B) in H1(I−) into T+0 (B) in H(I+). This operator is called conformal scattering
operator.
Proof. The proof is an immediate consequence of proposition 4.4.
Remark 4.6. The conformal scattering operator was introduced to avoid the use of the
spectral theory which requires the metric to be static. It is nonetheless possible to talk about
geometric scattering at least in the Schwarzschild part of the manifold and wonder wether
it is possible to establish an equivalence in this region. Some answers to this question can
be found in [62] (section 4.2) for the Dirac and Maxwell equations.
5 Alternative approach for the a priori estimates
The use of a timelike vector field for the unphysical metric to obtain scattering seems a
little unnatural though it is the relevant technical choice to obtain such estimates. An
attempt is made to obtain the same estimates working instead with a timelike vector field
for the physical metric g. The estimates which would be obtained are then weaker than
the ones obtained using Ho¨rmander’s method (see below remark 5.3).
Though this attempt works quite well in the Schwarzschild part, we did not succeed
to obtain the same type of estimates in the neighborhood of I. The main problem is
that we do not control the asymptotic behavior of the Killing form of a given vector
field. There exists nonetheless a vector field which was studied near I+ in the context
of the Einstein equations and peeling and successfully used for the linear wave equation:
the gradient (with respect to the metric gˆ) of the conformal factor Ω. Its asymptotic
behavior is described in [79] (chapter 6.8 and 9) before Penrose introduced peeling. As
mentioned above, Mason–Nicolas used it in [62] to obtain estimates for the Maxwell and
Dirac equations near I+.
The framework of this section is exactly the same as the one of section 2.
5.1 A priori estimates near i0
The vector field in this section is chosen to be the Killing vector field ∂t = ∂u. As in section
2.1, we still work with the same foliation by the same hypersurfaces Hs. The method is
exactly the same: using lemma 1.5, an energy equivalence is established; this equivalence
holds provided that ǫ is chosen wisely. The second step consists in establishing an integral
inequality and, using Gronwall estimates.
This vector field T a has the following property:
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• it is know to be Killing for the conformal metric:
∇ˆ(aT b) = 0;
• its norm for the unphysical metric:
gˆabT
aT b = R2(1− 2mR).
This vanishes at I+; the vector T is then tangent and normal to I+.
The first step consists in calculating the restriction of the energy 3-form to Hs:
Proposition 5.1. The restriction of the energy 3-form T aTab to

















du ∧ dωS2 .






2 dR ∧ ωS2 .


















































• ∂uydµvol = dR ∧ dωS2 and ∂Rydµvol = −du ∧ dωS2
• dR|Hs = r
∗R2(1−2mR)
|u| du|Hs
• ∇S2φ is tangential to Hs, and so ∇S2φydµvol is transverse to Hs

































































du ∧ dωS2 .
The other inequality is straightforward when noticing that the vector field ∂u satisfies:
∂au = −∇ˆaR+R2(1− 2mR)∇ˆau.
and, as a consequence, since the restriction of du to Su vanishes:
i⋆Su(⋆∂u) = 0.







As already mentioned, the next step consists in establishing the energy equivalence in a
well-chosen neighborhood of i0:


















du ∧ dωS2 .
This energy is denoted by E(Hs).
Remark 5.3. The only remaining term when R = 0 (or s = 1) is the L2 norm of the
derivatives tangential to I+: ∫
Hs
(∂uφ)
2du ∧ dωS2 .
This energy is weaker than the one obtained when using Ho¨rmander’s method (see propo-
sition 2.3).
Proof. The proof is based on exactly the same method as in section 2: using estimates
on the asymptotics of the coordinates in the neighborhood of i0 given by lemma 1.5, the
following inequalities hold.
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du ∧ dωS2 .
Furthermore, since R|u| < 1 + ǫ∫
Hs

















































aTab) ≤ 2(1 + ǫ)2E(Hs)




































































, which is positive for ǫ small enough.
u0 being chosen, we can finally establish the energy equivalence in the neighborhood
Ω+u0 ; we adopt the same notation Σ
u0>
0 to designate the part of Σ0 in Ω
+
u0 :
Proposition 5.4. The following energy equivalence holds in Ω+u0:
E(Hs) + E(Su0) ≈ E(Σu0>0 ).
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Proof. We calculate the error term in the Stokes theorem:





= ∇(aT b)Tab + (1− 2mR)φ∂uφ+ ∂ubφ
4
4
since ∂u is Killing, the only remaining term is:
∇a(T bTab) = (1− 2mR)φ∂uφ+ ∂ubφ
4
4
We then apply Stokes theorem between the surface Σu0>0 = H1, Su0 and Hs:
















The same change of parameter as in section 2.1 (see formulae (2.9) and (2.10)) is done.

















































































The remainder of the proof is then exactly the same as the proof of proposition 2.8. 
5.2 Away from i0
We saw that the apriori estimates for the chosen vector fields in the neighborhood of i0 can
be achieved more easily than in the case of the Morawetz vector field, for the main reason
that we choose to work with a Killing vector field, which avoids the problem of obtaining
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estimates for the Killing form of T a. This problem arises here since no assumptions were
made on the behavior of T a in the neighborhood of I+.
There are two natural ways to come closer to I+. The first one consists in choosing
the foliation associated with a timelike vector field for the metric g. The scattering result
could then be interpreted as scattering in the usual sense (that is to say as a limit process
in the physical time, when time goes to infinity). The main obstacle of this is that we
cannot control the asymptotics of the Killing form associated with the gradient of the time
function.
Another way is to use the foliation associated with the conformal factor Ω. This
method is expected to work in the neighborhood of i+. Nonetheless, we were not able to
use it; a better understanding of the estimates obtained in [62] (lemma A.1, appendices
A.2 and A.3) is certainly the proper tool to solve this question.
5.2.1 With a timelike vector field
Let t a smooth time function on the manifold M and tˆ another time function on the
compactified manifold Mˆ . We denote:
T a = ∇at and Tˆ a = ∇ˆ
atˆ
gˆab∇ˆatˆ∇ˆbtˆ
their gradients for the metrics g and gˆ. Let finally (eaj ) (j = 0, . . . , 3) be a global section
of the fiber bundle of orthonormal frames with ea0 = Tˆ
a.
M admits a smooth foliation by the level hypersurfaces of the smooth function t; the
hypersurface defined by t = constant is denoted Σt and can be defined as the graph of a
function ft = tˆ|Σt from Σ0, using the flow associated with tˆ, that is to say, if Φtˆ is the flow
associated with T a, the function ft is implicitly defined as:
∀p ∈M, tˆ(p) = ft(Φ−tˆ(p)(p)) (5.1)
Using this description of Σt, the tangential derivatives along Σt are given by, for a
smooth function φ on Mˆ :
∀x ∈ Σ0,∀j ∈ {1, 2, 3}, (∇ˆj − ∇ˆjft∇ˆ0)φ(ft(x), x)
and the vector




defines a timelike and future oriented vector normal to the hypersurface Σt. The derivatives
∇j must be understood as the derivatives on TΣ0 along the vectors dφ−tˆ(p)(ej) for the
metric Ω2gˆ|Σ0 . The tangential derivatives to the surface Σt are given by:
taj = ∇ˆjftea0 − eaj for j = 1 . . . 3.
We finally introduce a vector field τa transverse to Σt:
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A straightforward calculation gives the following expression of the volume form in
function of τa, Na and t
a
j (for j : 1, 2, 3):
dµ[gˆ] =
Na ∧ t1a ∧ t2a ∧ t3a
1−∑j=1,2,3(∂jft)2 (5.2)
=






Remark 5.5. It must be that the expression (5.2) is ill-suited for the following since the
term 1−∑j=1,2,3(∂jft)2 vanishes at null infinity. The calculation will then be performed
using the transverse vector τ which is a null vector transverse to null infinity.
We note:









It must be noticed that both Na and ∇at are, future oriented and normal to the
hypersurface, so there exists a positive function ξ such that:
∇at = T a = ξNa
which can be expressed as:
ξ = gˆab∇ateb0 = Ω2dt(e0).
The norm for the metric gˆ is:
gˆcdT
cT d = ξ2β.
The following lemma gives an explicit relation between ξ and the derivatives of ft and tˆ:





















The flow Φtˆ preserves by construction the orthogonality of e
a
0, so the differential preserves





which gives the awaited result.






where eja is the form obtained from the orthonormal basis eaj by lowering of the index a.
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t1a ∧ t2a ∧ t3a
ξ2α
Remark 5.8. 1. The term ||T a||2 is the main obstruction to obtain the a priori es-
timates, since it cannot be controlled. Assumptions must then be done to control
it.
2. This expression is practical when going to null infinity. Nonetheless, it could be













t1a ∧ t2a ∧ t3a
ξ2α






















Concerning the second part of the sum, the Hodge dual of ∇at is calculated with respect
to the measure dµ[gˆ]. In order to have a non singular three-from when performing the cal-
culation of the Hodge dual, the vector T a is expressed in function of τa and the tangential
derivatives to Σt. Noticing that


































The second term of the expression of the vector is tangent to Σt whereas the first is
transverse. So the Hodge dual of T a, when restricted to TΣt, is:
Ta ⋆ d




t1a ∧ t2a ∧ t3a.
The calculation of ⋆∇ˆbφd3xb is done in the same way: splitting the vector ∇ˆaφ over the
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its Hodge dual, when restricted to TΣt, is:



















t1a ∧ t2a ∧ t3a.





































t1a ∧ t2a ∧ t3a
ξ2α

5.2.2 With the conformal factor
We choose to work in this section with the conformal factor Ω. We assume in order to
ensure the positivity of the energy that the vector ∇ˆaΩ is timelike on M . We denote
T a = ∇ˆaΩ.
the timelike future oriented vector field orthogonal in M to the hypersurfaces {Ω =
constant}. The foliation induced by the conformal factor is denoted by ΣΩ.
Remark 5.9. It must be noted that the assumption that the gradient ∇Ω is timelike is
not necessarily satisfied. For instance, the usual choice for the Schwarzschild metric is 1r
whose gradient is spacelike behind the horizon of the black hole.
All the calculations that were made in the previous section can be applied to that
case; nonetheless, some calculations are made again considering this specific choice of
time function.
The normal vector to the foliation is given by the gradient ∇ˆaΩ:
∇ˆaΩ = ∇ˆ0Ωeb0 − ∇ˆ1Ωea1 − ∇ˆ2Ωea2 − ∇ˆ3Ωea3,
where ∇ˆj = ebj∇ˆb. The vector τa defined by:
τa = ∇ˆ0Ωeb0 − ∇ˆ1Ωea1 − ∇ˆ2Ωea2 − ∇ˆ3Ωea3,
is transverse to the foliation and will be used as an identifying vector field for the foliation.
Finally, the tangent space to the foliation is spanned by:
taj = ∇ˆjΩea0 − ∇ˆ0Ωeaj .
The volume µ[gˆ] is split over these vectors as:
µ[gˆ] =
∇ˆaΩ ∧ t1a ∧ t2a ∧ t3a
(∇ˆ0Ω)2gˆcd∇cΩˆ∇ˆdΩ
=
τa ∧ t1a ∧ t2a ∧ t3a
(∇ˆ0Ω)2
(
(∇ˆ0Ω)2 + (∇ˆ1Ω)2 + (∇ˆ2Ω)2 + (∇ˆ3Ω)2
)
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We denote by α the quantity:
α = (∇ˆ0Ω)2 + (∇ˆ1Ω)2 + (∇ˆ2Ω)2 + (∇ˆ3Ω)2.
For this choice of vector fields, the following proposition holds:






















t1a ∧ t2a ∧ t3a
(∇ˆ0Ω)2α
Proof. The proof is the same as the proof of proposition 5.7. Nonetheless, since the
choice of vector fields that we work with is slightly different, some of the calculations are
made again. Noticing that:
































t1a ∧ t2a ∧ t3a
(∇ˆ0Ω)2α 
(5.5)
Remark 5.11. The quantities α and ∇ˆ0 do not vanish at the considered compact region

















t1a ∧ t2a ∧ t3a;





















The main problem which must be dealt is that the Killing form of the gradient of Ω cannot
be estimated.
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Concluding remarks
There exist several possible extensions to this work:
• the case where the metric in the neighborhood of i0 is the Kerr-Newman metric;
• the nonlinearity could be modified and the equation could, for instance, be quasilin-
ear, or satisfy the null condition;
• following [63], these results could be extended to peeling results for the same cubic
defocusing wave equation.
One of the main problems of general relativity is the construction of solutions to the
Einstein equations. One intermediate step is to establish the same kind of result for the
Yang-Mills equations.
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Re´sume´
L’e´tude pre´sente´e dans ce travail de
the`se aborde deux aspects du proble`me
de Cauchy caracte´ristique en relativite´
ge´ne´rale.
D’une part, une formule inte´grale pour
le proble`me de Cauchy caracte´ristique
pour l’e´quation de Dirac est e´tablie,
ge´ne´ralisant les travaux de Penrose en
espace-temps courbe. Ayant adapte´ le
cadre fonctionnel pour obtenir une the´orie
des distributions adapte´e a` la struc-
ture alge´briques des spineurs, le formal-
isme Geroch-Held-Penrose est utilise´ pour
de´crire de la manie`re la plus pre´cise pos-
sible la formule inte´grale. La formule de
Penrose en spin arbitraire sur l’espace-
temps de Minkowski est retrouve´e.
D’autre part, une the´orie de scatter-
ing conforme pour une e´quation des on-
des non line´aire conforme´ment invari-
ante sur un espace asymptotiquement
simple est construite. En effectuant
un re´e´chelonnement conforme, l’espace-
temps est comple´te´ en lui ajoutant une
frontie`re constitue´e de deux hypersurfaces
caracte´ristiques repre´sentant respective-
ment les extre´mite´s passe´es et futures
des ge´ode´siques de type lumie`re. Le
comportement asymptotique des champs
s’obtient alors en conside´rant les traces
des solutions de l’e´quation conforme sur
ces bords. L’inversibilite´ des ope´rateurs
de trace s’obtient alors en re´solvant un
proble`me de Cauchy caracte´ristique sur
ce bord et l’ope´rateur de scattering con-
forme est obtenu par composition de ces
ope´rateurs de trace.
Abstract
This work presents two aspects of the
characteristic Cauchy problem in general
relativity.
On the one hand, an integral formula for
the characteristic Cauchy problem for the
Dirac equation on a curved space-time is
derived. This generalizes the work of Pen-
rose in the 60’s. The functional framework
is adapted, so that the algebraic structures
on spinors can be brought to distributions
on spinors. This gives an integral formula
which is simplified using the Geroch-Held-
Penrose formalism. Penrose’s formula on
the Minkowski space-time is recovered for
arbitrary spin.
On the other hand, a conformal scatter-
ing theory for a conformally invariant non-
linear wave equation is established. Us-
ing a conformal rescaling, the space-time
is completed with two null hypersurfaces
representing respectively the past and fu-
ture endpoints of null geodesics. The
asymptotic behaviour of fields is then ob-
tained by considering the traces of solu-
tions of the rescaled equations on these
hypersurfaces. The inversibility of these
trace operators is obtained by solving a
characteristic Cauchy problem and the
conformal scattering operator is obtained
by composing these trace operators.
Mots-clefs: Relativite´ ge´ne´rale, proble`me de Cauchy caracte´ristique, e´quation de Dirac,
formule inte´grale, scattering, e´quation des ondes non line´aires, me´thodes conformes, for-
malisme de Geroch-Held-Penrose.
Keywords: General relativity, proble`me de Cauchy caracte´ristique, Dirac equation,
integral formula, scattering, nonlinear wave equation, conformal methods, Geroch-Held-
Penrose formalism.
