Measurements of the microlensing optical depth τ towards the Galactic bulge appear to depend on the method used to obtain them. Those values based on the lensing of red clump giants (RCGs) appear to be significantly lower than those based on the lensing of all stars along the line of sight. This discrepancy is still not understood. Through Monte Carlo simulations, it is found that the discrepancy cannot be explained by a dependance on the flux limits of the two methods. The optical depth is expected to be generally constant as a function of source apparent magnitude for currently at a low significance. However, a further sign comes from EROS-2 event counts, which show a clear skew towards fainter magnitudes.
Using 28 DIA events, Sumi et al. (2003) found τMOA = 3.36 The question naturally arises as to why the RCG-based optical depths appear to be lower than those from all stars. One possibility is a dependence on the flux limits of the two methods. RCGs are bright; the latter method will include much fainter stars, and so probe sources at greater distances, which will have a higher optical depth (Stanek 1995) .
This potential explanation of the discrepancy is investi- A summary and conclusions follow in §4.
THE MODEL

Bulge and disc mass models
The mass models and parameters of the Galactic bulge (bar) and disc are as described in Wood & Mao (2005) . They are based on those of Han & Gould (2003) , who empirically normalised the G2 bulge model of Dwek et al. (1995, However, more recent data from GLIMPSE (Galactic Legacy Infrared Mid-Plane Survey Extraordinaire), using the SST, support a much larger value of (44 ± 10)
• (Benjamin et al. 2005) , while from EROS-2, Hamadache et al. (2006) report
• , which is consistent with original OGLE-I results (Stanek et al. 1994) . Hence, predictions are also made here for Dwek et al.'s E2 model, which has the largest bar angle of their models: θ bar = 41.3 • .
Source population
The expected τOGLE, τMACHO and τMOA are to be calculated. Therefore for each LOS, the apparent magnitude distribution of the model sources must match the observed distribution. Sumi (2004) fitted the I-band stellar distributions in 48 OGLE-II Galactic bulge fields with the power-law plus Gaussian luminosity function
where p0, p1, p2 and σI,RC are free parameters, and I RC is measured as described in his paper. The power-law part contains red giants and bright main-sequence stars, which are not given in Sumi (2004) , and are provided by T. Sumi, private communication). Table   2 .
Optical depth
The expected τOGLE, for example, can now be calculated as follows. First a distance is chosen for a given source along the OGLE LOS. It is assigned an absolute magnitude using the artificial distribution constructed for the nearest OGLE-II field, #34. The source's apparent magnitude is then calculated by accounting for its distance.
If this apparent magnitude falls within the defined range of magnitudes detectable by OGLE, the source is included in the calculation of τ (using equation (5) of Wood & Mao 2005) . This process is then repeated for many sources. The expected τMACHO and τMOA are similarly calculated. However, the expected τMOA lies ∼2.4σ below the reported value. As the MOA measurement is sensitive to all sources along the LOS, a correction was applied to account for disc sources. This is expressed by the f disc term in the τ measurements quoted in §1. Such adjustments typically raise τ by ∼25
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per cent. Note that the model underpredicts τMOA by a much greater margin, hence the disagreement cannot be attributed to the correction applied by MOA. It therefore appears that the discrepancy in the survey measurements cannot be simply explained by a dependance on their different flux limits.
However, there may be other ways in which τ depends on the source flux. So far the predicted optical depths have been calculated by summing over all the source stars whose apparent magnitudes fall within specified ranges. By repeating this process for many small bins of I0, τ can be predicted as a function of I0. This is plotted in Fig. 2 , for the OGLE, MA-CHO and MOA coordinates (τOGLE LOS, τMACHO LOS and τMOA LOS, respectively). The detectable magnitude ranges given in Table 2 are also shown. For each LOS the absolute Table 2 are shown. In the top panel, the amplitude of the τ OGLE LOS oscillation (see text) is indicated for both the G2 and E2 models.
expected value of τ is higher for the G2 bar than the E2, but its trend with magnitude is similar. These trends are explained as follows.
τ increases rapidly over the range 12 I0 13. Almost all sources of magnitude ∼12 will be on the near side on the bulge, so as I0 increases fainter and more distant stars, with higher optical depths, come into view. For I0 15.5, τ is approximately constant. This is because the power-law part of the source magnitude distribution spans a wide range of I0.
Hence these stars can be either bright or faint whether they are near or far, and thus will show little or no correlation between apparent magnitude and distance. So, when calculating the average τ for a given apparent magnitude, the lower optical depth of the closer stars is balanced by the higher τ of those more distant.
In comparison, the Gaussian (RCG) part of the source distribution covers only a very narrow range of absolute magnitudes. The RCGs' distribution in apparent magnitude will be broader, due to variations in their distance, but as they are more concentrated in the centre of the bulge, this broadening is not great. Therefore the vast majority of RCGs will lie within a small range of apparent magnitude, and hence show a strong correlation between apparent magnitude and distance.
At I0 ≈ 14 we see many RCGs, and they greatly outnumber the other sources. Most of the RCGs at this magnitude lie on the near side of the bulge, and τ is lower. As I0 increases, the average distance of the RCGs (and so of all sources) being observed shifts towards the far side of the bulge, and τ increases.
As I0 becomes fainter still, 15, we see fewer and fewer . These magnitudes are indicated in the panels, and correspond to the slices indicated in Fig. 3 (top panel) . If the given bar angles of the G2 and E2 models are now varied, model-independent trends with θ bar may be revealed. 
Comparison with EROS data
The EROS-2 survey (Hamadache et al. 2006) has found the largest sample of clump-giant events so far, 120, compared with 32 and 62 for the latest OGLE and MACHO surveys, respectively. This sample may be sufficient to enable a useful comparison of the predicted optical depth trends with obser- 
where each event i has a time-scale tE,i and detection efficiency ǫ(tE,i), each monitored star j is observed for a time Tj, the total numbers of events and stars are Nev and N * , respectively, and the maximum impact parameter u0(max) = 0.75.
This calculation is implemented with a separate summation for each magnitude bin (and taking full account of the different detection efficiencies for each EROS-2 field). The uncertainty is also determined following Hamadache et al. (2006) , who added in quadrature a 5 per cent systematic part -due to blending effects -and a larger statistical part, estimated according to Han & Gould (1995) . Table 5 . Also indicated are the chance probabilities p that χ 2 would be greater than or equal to the given values.
An oscillating τ appears to provide a better fit to the data than a constant optical depth. There is a mostly negligible change in χ 2 with direction, and a small but insignificant preference for the E2 model. Fig. 11 shows the best-fit oscillation, with the MACHO E2 trend: τ flat has been shifted by −0.05 × 10 −6 , and the curve has been stretched by factors of 1.50 and 1.60 along the magnitude and τ axes, respectively. (Note that the factor of 1.50 is at the (arbitrary) 50 per cent limit. The fits improve with further magnitude stretching, the best possible fit being for a factor of 2.50 (MACHO G2 model), with χ 2 = 1.44, but this is well beyond the limit and is ignored). However, the significance of the χ 2 preference for an oscillating τ , rather than a constant value, is low. A reasonable magnitude binning gives only eight data points. Whereas the oscillating τ fit has three free parameters and five degrees of freedom, the constant τ fit has of course just one free parameter, and seven degrees of freedom. The constant τ fit is not significantly discrepant to the data.
It is possible that the EROS-2 event detection efficiency may be a function of magnitude. However, it would not be a strong dependance, and any variation would be smooth. It could not therefore hide any real oscillation of τ , or generate a false one (J. Rich, private communication). It appears that the available data are still insufficient to accurately determine the dependance of the optical depth on source apparent magnitude.
However, there is another, simpler way to look for signs of the predicted τ oscillation in the survey data. If τ is indeed higher on the faint side of the clump centres, then more of the observed events should also be on the faint side: a plot of event counts, as a function of REROS−R EROS, clump , should be noticeably skewed towards the faint side. Fig. 12 shows that this Table 5 . χ 2 values from fitting the observed τ EROS as a function of R EROS − R clump with the predicted (oscillating) trends, for different lines of sight and bulge models as indicated, and with a constant optical depth. Also indicated are the chance probabilities p that χ 2 would be greater than or equal to the given values. An oscillating τ provides a better fit, but at a low significance (see text).
is so. The ratio of events with REROS − R EROS, clump fainter than zero to those brighter than zero (hereafter the skewness ratio) is 1.14. The significance of this skew is tested as follows. The plot of event counts is fitted with a Gaussian, as
shown. This is of course an imperfect fit, but gives an approximate measure of the dispersion. Then 120 points (for the 120 EROS events) are randomly distributed on the magnitude axis, according to a Gaussian with the fitted dispersion, and the skewness ratio is calculated. For one million such Monte
Carlo cases, only 21 per cent have a skewness ratio greater than the observed value. Thus the observed skew is suggestive, but not highly significant. 
SUMMARY AND CONCLUSIONS
It does not appear that the discrepancy in optical depth measurements between the RCG and all-star analyses can be ex- 
