This paper introduces the notion of slant Toep-Hank operator L φ , with symbol φ in L ∞ (T), on the space L 2 (T), T being the unit circle. Along with a matrix characterization for an operator to be slant Toep-Hank , we characterize the symbols for the slant Toep-Hank operator to be compact and hyponormal. Some properties for the compression of slant Toep-Hank operators are also derived.
Introduction
The Hankel and Toeplitz operators form two important classes of operators on Hardy spaces. Let P denote the orthogonal projection of L 2 (T) onto H 2 (T) and M φ denote the multiplication operator on L 2 (T) defined as M φ f = φf for each f in L 2 (T). Hankel and Toeplitz operators on H 2 (T) induced by a symbol φ ∈ L ∞ (T) are respectively defined as H φ = P JM φ H 2 and T φ = P M φ H 2 , where J (flip operator) is an operator from L 2 (T) to L 2 (T) defined as J(e n ) = e −n for all n ∈ Z. If there is no confusion about the spaces, we simply denote them by H 2 , L 2 and L ∞ . Throughout the paper, the word operator stands for a bounded linear transformation. One of the important development in the study of Hankel and Toeplitz operators is the availability of operator equation characterization for these notions, provided by Nehari [7] and Power [10] . Peller [9] came up with lot of applications of Hankel operators in different domains of mathematics such as stationary processes, perturbation theory and many more. In the ensuing years, many more generalizations of these notions have also been discussed by the mathematicians ( see [2] , [5] , [12] and the references therein ). For the definition and basic facts about the spaces L 2 , H 2 and L ∞ , we refer to [9, 10] . In 1995, the notion of slant Toeplitz operators was formally introduced by M.C. Ho [5] . He conceived the notion as those operators which satisfies the operator equation A φ = W M φ on the space L 2 , where W is an operator on L 2 defined as W (e 2n ) = e n and W (e 2n−1 ) = 0 for each n ∈ Z. He also emerged with some of its elementary properties such as norms, eigen spaces and spectrum. The matrix of slant Toeplitz operator is obtained by eliminating every other row of a doubly infinite Toeplitz matrix (which precisely is the reason for this nomenclature). Inspired by this, Arora and Batra [2] in 2006 introduced slant Hankel operators K φ as the one which satisfies K φ = JA φ = JW M φ , where its matrix can be obtained from doubly infinite Hankel matrix along the same lines as done for slant Toeplitz matrix. These operators are linked closely with interpolation and moment problems, wavelets, dynamical systems and approximation theory (see [1, 5, 8] and references therein).
In [3] , we discussed Toep-Hank operators on H 2 as those operators whose matrix representation provides a Hankel (Toeplitz) matrix if only even (odd) columns are considered. A structural formula for these operators is given as
we use the symbols φ, φ to represent the expressions φ(z) = ∞ n=−∞ a −n z n and φ(z) = ∞ k=−∞ā k z −k respectively. Each operator G φ can also be given by the expression H φ Λ + T z φ V , where V and Λ are defined on H 2 as
if n is odd, 0 if n is even and Λ(e n ) = e ( n 2
)
if n is even, 0 if n is odd.
The operator T z φ is a Toeplitz operator on H 2 with T z φ = P JM φ J 0 , where J 0 is a bounded linear operator from H 2 to H 2 ⊥ defined as J 0 (e n ) = e −n−1 for all n ≥ 0. The following notations are used very frequently in the paper (see [2, 4, 5] and the references therein). Definition 1.1. A doubly infinite matrix {λ i,j } i,j∈Z is called
In this paper, we extend in scope the study of slant Toep-Hank operators on L 2 whose construction has been done keeping the construction of slant Hankel (slant Toeplitz) operators in mind (see [2, 5] ). In the second section, we establish a number of results concerning compactness, hyponormality and some other structural properties of this class of operators. Our main result in this section provides characterizations for an operator to be slant ToepHank operator. The third section of this paper deals with the compressions of slant Toep-Hank operators to the space H 2 projecting somewhat similar behavior with their counterparts on L 2 .
Results: slant Toep-Hank operators
The Toep-Hank operator G φ = P JM φ K discussed in [3] is a bounded linear operator defined on the space H 2 which can be extended to the space L 2 by defining an operator R from L 2 to L 2 as R(e 2n ) = e n , R(e 2n+1 ) = e −n−1 for n ∈ Z. Clearly R = 1 and the adjoint R * of R, is indeed, R * (e n ) = e 2n + e −2n−1 for n ∈ Z. It is interesting to note that K = R H 2 so that we have G φ = P JM φ R H 2 . This motivates us to define the following.
Thus by the definition of compression, G φ is a compression of E φ to H 2 such that G φ = P E φ H 2 , equivalently, G φ P = P E φ P , P being the orthogonal projection of L 2 onto H 2 . Clearly, the class {E φ |φ ∈ L ∞ (T)} is a subspace of the class of all bounded linear operators on L 2 with E φ + E ψ = E φ+ψ and αE φ = E αφ . Further E φ = JM φ R ≤ φ ∞ and if φ = 0 then E φ = 0. We observe that E 1 E z (e 0 ) = E z E 1 (e 0 ), which justifies that the class of Toep-Hank operators on L 2 is not commutative under multiplication. The matrix of E φ ,
We can see that the matrix of G φ is the lower right corner of the matrix of E φ . From this matrix representation, we can equivalently write
is given by W (e 2n ) = e n , otherwise zero, M is given by M(e 2n+1 ) = e n , otherwise zero, H φ (= JM φ ) is a Hankel operator and
If {α i,j } i,j∈Z denotes matrix of operator E φ , we find that it satisfies the following relations:
Using the relations in (2.1), one can also verify that the j th column of E φ is same as the (−j − 1)
th column of E φ , i.e., α k,j = α k,−j−1 for j ≥ 0. We also see that the adjoint E * φ , of the operator E φ , is given by E φ * = R * M φ J. A simple computation shows that E φ E * φ = E * φ E φ if and only if φ = 0. We call a doubly infinite matrix {α i,j } i,j∈Z satisfying the relation (2.1) as a Toep-Hank matrix. The composition operator
For the study of composition operators induced by self mapping on a measurable space, we refer [11] . We also find the appearance of these operators in the next result. The following findings can be stated for the Toep-Hank operator E φ on L 2 without any extra effort as the proof either holds by using definition or along the same lines for the respective results for Toep-Hank operator
Proposition 2.2. The following properties hold for Toep-Hank operator
(1) The correspondence φ → E φ is one one.
(2) If matrix of any bounded linear operator A defined on L 2 is a ToepHank matrix, then AC z 2 is a Hankel operator and AM z C z 2 is a Toeplitz operator on L 2 . (3) A necessary and sufficient condition for an operator on L 2 to be a ToepHank operator is that its matrix with respect to the orthonormal basis {e n } n∈Z is a Toep-Hank matrix. The way the notion of slant Toeplitz (Hankel) is connected with the structure of Toeplitz (Hankel) operators (see [2, 5] ), we introduce the notion of slant Toep-Hank operator on the space L 2 as follows.
If
to the usual basis of L 2 then it is given by
It can be seen this matrix provides the matrix of a slant Hankel operator K φ (= JW M φ ) if only even columns are considered and the matrix of a slant Toeplitz operator U z φ (= W M z φ ) if only odd columns are considered. Moreover, this provides that L φ can also be expressed as
The study of slant Hankel (Toeplitz) operators is well connected to the matrix theory with the availability of the result which states that an operator on L 2 is slant Hankel (Toeplitz) if and only if its matrix with respect to the orthonormal basis of L 2 is slant Hankel (Toeplitz) (see [2] and [5] ). Now, one can expect a matrix characterization for slant Toep-Hank operators. For that purpose, we introduce the following notion.
A doubly infinite matrix {λ i,j } i,j∈Z is said to be a slant Toep-Hank matrix if it satisfies the relation (2.2).
In order to obtain the main result of this section, we first proceed with the following lemma.
Lemma 2.4. If matrix of any bounded linear operator A defined on L 2 is a slant Toep-Hank matrix, then AC z 2 is a slant Hankel operator and AM z C z 2 is a slant Toeplitz operator.
Proof. Let {β i,j } i,j∈Z denotes matrix of A with respect to the basis {e n } n∈Z of L 2 satisfying (2.2). Let {λ i,j } i,j∈Z and {γ i,j } i,j∈Z be the matrices of AC z 2 and AM z C z 2 respectively with respect to the usual basis of L 2 . Then for i, j ∈ Z,
This completes the proof.
However, for any slant Toeplitz or slant Hankel operator to be a slant ToepHank operator, we have the following. Proof. Let a slant Toeplitz operator A be a slant Toep-Hank operator. Suppose A = L φ for some φ(z) = ∞ n=−∞ a n z n ∈ L ∞ and its matrix is denoted by {β i,j } i,j∈Z . A being slant Toeplitz operator, its matrix satisfies β i,j = β i+1,j+2 for i, j ∈ Z. Also {β i,j } i,j∈Z satisfies equations in (2.2). Using these equations, we obtain that a i = c for each i ∈ Z, for some constant c. As φ ∈ L ∞ (T) ⊆ L 2 , we must have c = 0 so that φ = 0. Hence the result.
We can prove the following in the similar fashion. Proposition 2.6. A non zero slant Hankel operator cannot be a slant ToepHank operator. Now we proceed to our main result of this section which provides a matrix as well as an operator equation characterization for any operator to be a slant Toep-Hank operator.
Theorem 2.7. Let A be a bounded operator on L 2 , then the following are equivalent.
(1) A is a slant Toep-Hank operator.
(2) Matrix of A with respect to the orthonormal basis {e n } n∈Z is a slant ToepHank matrix. (3) A satisfies the following equations:
Proof. Let {β i,j } i,j∈Z denotes the matrix of operator A with respect to the orthonormal basis {e n } n∈Z of L 2 . (1) implies (2) is obvious. For the reverse, assume that {β i,j } i,j∈Z is a slant Toep-Hank matrix which satisfies the equations in (2.2). Using Lemma 2.4, AC z 2 is a slant Hankel operator and AM z C z 2 is a slant Toeplitz oper-
Let {γ i,j } i,j∈Z and {λ i,j } i,j∈Z be the matrices of AM z C z 2 and AC z 2 respectively. Then using the definition of slant Toeplitz operator, we have γ i,j = b 2i−j for i, j ∈ Z. This fact along with the equations in (2.2) yields that for each n ∈ Z
Define a complex valued function φ(z) = ∞ n=−∞ a n z n , where a n = b −n+1 for n ∈ Z. Then ψ = z φ so that φ ∈ L ∞ (T). Now by the definition of slant Hankel operator, we have λ i,j = c −2i−j for i, j ∈ Z. This gives that for n ∈ Z
This provides that ζ = φ. Hence, AC z 2 is the slant Hankel operator K φ and AM z C z 2 is the slant Toeplitz operator
. As a consequence, we get that Ah = L φ h for each h ∈ L 2 (T). Thus, (1) and (2) are equivalent. Now we prove the equivalency of (1) and (3) . To obtain (3) from (1), suppose that A is a slant Toep-Hank operator. Then, its matrix {β i,j } i,j∈Z satisfies equations in (2.2). As any bounded operator B on L 2 is slant Hankel (slant
Toeplitz) if and only if
, we obtain (a) and (b) using Lemma 2.4. From (2.2), β k,0 = β k+j,4j−1 for each k, j ∈ Z. It provides, for k = k − 1 and
Thus we have (c). Now on substituting k = k + 1 and j = 1 in the equation β k−j,4j−2 = β k,1 of (2.2) and applying the same arguments as earlier, we obtain (d).
In order to obtain (1) from (3), suppose that A satisfies (a), (b), (c) and (d). Then, (a) and (b) respectively provide that AC z 2 is a slant Hankel operator and AM z C z 2 is a slant Toeplitz operator. The equations (c) and (d) respectively gives β k−1,0 = β k,3 and β k+1,1 = β k,2 for each k ∈ Z.
On using these facts and applying the arguments as in the proof of (2) implies (1), we obtain that A is a slant Toep-Hank operator. This completes the proof.
. It follows from here that for 0 = φ ∈ L ∞ , L φ is neither self adjoint nor a normal operator. It is also well known that the only compact Toeplitz operator is the zero operator and the same is obtained for slant Hankel operators (see [2] ).
Along the same lines using definitions of L φ and L * φ , we state the following without any extra efforts. Proof. We only prove (2) and (3). Let
For (2), we first assume that L φ is compact. Then
0 as n → ∞. This gives that a i = 0 for each i ∈ Z and hence φ = 0. Converse is obvious.
In particular, for f = e 0 , we have
This provides that a i = 0 for each i ∈ Z and hence φ = 0. Converse is trivial.
The adjoint of the operator L φ ( which is also expressed as
, where W * and M * on L 2 are given by W * (e n ) = e 2n and M * (e n ) = e 2n+1 for each n ∈ Z. The commutator of two operators A and B on L 2 is defined as A, B = AB − BA. We use these properties to obtain the following for the slant Toep-Hank operators.
Proof. (1) and (2) are obtained by using the fact that M ψ commutes with each of the operators W , M and their adjoint, once ψ is constant. (3) can be obtained by using the properties W W * = I and MW * = 0.
, whose matrix provides a Toeplitz ( Hankel ) matrix when its even (odd) columns are considered. If we slantify the notion of D φ along the way slant Toep-Hank operator L φ is deduced from Toep-Hank operator G φ then we get an operator
, where U φ is the slant Toeplitz and K φ is the slant Hankel operator induced by φ ∈ L ∞ . Consequently, the matrix representation of operator F φ gives a slant Toeplitz ( slant Hankel ) matrix when its even (odd) columns are considered. The class {F φ |φ ∈ L ∞ } is a subspace of B(L 2 ), the class of all operators on L 2 . The following can be easily attained for the operator F φ . Proposition 2.10. For the bounded operator F φ , φ ∈ L ∞ , the following holds:
(1) The mapping φ → F φ is one one.
(2) The only compact operator F φ is zero operator. 
Discussion on Compressions of slant Toep-Hank Operators
In [12] , various properties of the compressions of slant Toeplitz and slant Hankel operators have been discussed by Teddesse and Arora. The results established in earlier section open a scope of discussion for the study of the compression of slant Toep-Hank operators to H 2 . We denote the compression of a slant Toep-Hank operator L φ to H 2 by V φ . Thus, V φ = P L φ H 2 , equivalently, V φ P = P L φ P . A routine computation shows that V φ = W G φ so that V φ ≤ φ ∞ . With simple computations, we observe that V φ can also be expressed as V φ = S φ Λ+Y z φ V , where S φ (= P JW M φ H 2 ) is the compression of slant Hankel operator and Y z φ (= P W M z φ H 2 ) is the compression of slant Toeplitz operator to H 2 . z −1 f 2 (z −1 )) = 0 for all functions f 1 and f 2 . Thus, (P JW M φ −P M W φφ * P JW M φ ) = 0. Pre and Post multiplying by W and J 0 give that Y 2,(1−W φφ * ) Y 2,z φ = 0. Hence the result. Remark 3.6. We have seen in [3] that if matrix of any bounded linear operator A defined on H 2 is a Toep-Hank matrix, then AC z 2 is a Hankel operator and AM z C z 2 is a Toeplitz operator. It is known that an operator A on H 2 is Hankel (Toeplitz) if U * A = AU (U * AU = A), where U is the unilateral shift operator on H 2 . Hence, a necessary condition for an operator A on H 2 to be a Toep-Hank operator (equivalently, to have a Toep-Hank matrix structure) is that U * A(U 2 − U + I) = AU . It is yet to know any similar version for the compression of slant Toep-Hank operator to H 2 .
Examples: Present here below are some examples based on the results obtained in the paper.
(a) Let φ(z) = 1 + z 2 ∈ L ∞ . Then φ ∈ H ∞ but (1 − W φφ * (z 2 ))z φ = 0. Hence using Theorem 3.5, the induced operator V φ is not a partial isometry. (b) Let φ(z) = z n ∈ L ∞ , n is an integer. Then φ satisfies W φφ * = 1. Now using Corollary 3.2, we find that V * φ is an isometry and hence V φ is a partial isometry. (c) Let φ(z) = a + bz 2n+1 , where n is an integer and a, b ∈ C satisfy |a| 2 + |b| 2 = 1. Then φ ∈ L ∞ provides φ(z) = a + bz −2n−1 , φ * (z) = a + bz 2n+1 and W φφ * = 1. Hence V φ is a partial isometry as well as co-isometry.
