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A geometrical interpretation f the rate of transmission f a discrete memo- 
ryless channel is presented, which yields alternative geometrical proofs to 
several known properties. A geometrical method for finding the capacity is 
demonstrated xplicitly for the case when the output contains only two elements 
and a special case when the output contains three elements. Particular cases 
corresponding to known results are easily deduced. For the special class T 
of channel matrices with rank t, in which there exists a set of t linearly inde- 
pendent row vectors such that every remaining row vector of the channel 
matrix is a convex combination of these t rows, we prove that it is sufficient 
to use this set of t linearly independent rows as channel matrix in solving for 
the capacity and the maximum value of Eo(o, P). For this class T, another 
definition of a symmetric channel isgiven and it is shown that he corresponding 
input probability that achieves capacity and the maximum value of Eo(p, p) 
can be readily obtained. 
1, INTRODUCTION 
The well known coding theorem of information theory as proposed by 
Shannon (1949) states that given a noisy channel with capacity ~, it is 
possible to transmit messages over this channel and still be able to decode 
them with an arbitrarily small probability of error, provided the rate of 
transmission is less than c~ and that messages may be encoded in blocks of 
symbols of length l. However, if the rate of transmission exceeds c~, then the 
probability of error tends to one as l tends to infinity, see Wolfowitz (1961). 
For a given rate of transmission, it is well known, see Gallager (1968), that the 
probability of error is bounded above by the exponential of the negative 
value of the random coding exponent. Hence, it is desirable to maximize the 
random coding exponent in order to obtain a tight upper bound for the 
probability of error. 
It has been observed, see Gallager (1968), that the problem of maximizing 
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the random coding exponent is almost identical with that of finding the 
capacity. A general method for determining the capacity of a discrete 
memoryless channel has been suggested by Muroga (1953) and various 
iterative methods for solving for the capacity have also been presented by 
Meister and Oettli (1967) and Arimoto (1972). While in Ash (1965) and 
Gallager (1968), interest has also been centered around the definition of a 
discrete symmetric hannel in which the input probability that achieves 
capacity can be obtained readily. 
In this note, a geometrical interpretation of the rate of transmission is
given. From this picture, alternative geometrical proofs to some known 
properties are derived. The geometrical method for finding the capacity is 
demonstrated explicitly for the case when the output contains only two 
elements and a special case when the output contains three elements. Particular 
cases which correspond to known results are readily deduced. For special 
class T of channel matrices with rank t, in which every remaining row vector 
of the channel matrix is a convex combination of a set of t linearly independent 
row vectors, we prove that it is sufficient o use this set of t linearly indepen- 
dent vectors as channel matrix in order to solve for the capacity c~ and to 
find the maximum value of Eo(p, P), which is related to the random coding 
exponent. For this class T, another definition of symmetric hannel is given 
and it is shown the corresponding input probability that achieves capacity 
and the maximum value of E0(p, P) can be obtained readily. 
2. DEFINITIONS AND NOTATIONS 
Let X == {1, 2,..., m} and Y = {1, 2,.., n} represent he set of input 
alphabet with m letters and the set of output alphabet with n letters, respec- 
tively. Denote the probability distribution functions defined on X and Y by 
p(-) and q(.), respectively, with p = (p l ,  P2,..., P~), where Pi -:  p(i), and 
q = (ql, q~ ,..., q~), where q~ = q(i), as the corresponding probability 
vectors. Let the channel matrix of a discrete memoryless channel (DMC) 
with input X and output Y be denoted by R = (r(i/j)), i = 1, 2,..., n, 
j = 1, 2,..., m, where r(./j) is a probability distribution function defined on 
the set [Y/j] for everyj e X, and R is a m × n matrix. 
Let the set of all n-dimensional probability vectors be denoted as: 
S~ = lx; xi >/O, i x i=  l I. 
It is easily seen that S~ is a (n -- l)-dimensional convex polytope, see, for 
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example, Gri inbaum (1967). A vector x e S~ is said to be a convex combina- 
tion of vectors x l ,  x~ ,..., x~ in S~ if there exists positive numbers ~ with 
~¢=i A~ = 1 such that 
X ~ Z '~iXi " 
i= l  
A real-valued function f defined on S~ is said to be concave if 
f(Ax i + (1 - -  A) xe) /> A/(xi) + (1 --  A)/(x~), 
where0~A~ 1, x ieS~,x2eSn.  
Denote T as the set of all channel matrices with rank t and whose first t 
rows are linearly independent such that each of the remaining row (if m ~> t) 
is a convex combination of the first t rows. 
3. CAPACITY OF GENERAL DMC 
It is well known that the rate of transmission of a general DMC can be 
written as 
r(j/i) * I(X; Y) = ~ ~ p(i) r(j/i) log q(jf-, (1) 
i=l j=l 
or alternatively 
I(X; Y) = H(pR)  - -  ~ p,H(r~), (2) 
i= l  
where r~ is the probability vector corresponding to the ith row of the channel 
matrix R, 
pR= ~p~r~ for P =(P l ,P2  .... ,P~), 
i=1 
q(j) = ~ p(i) r(j/i), j = 1, 2 ..... n, 
i= i  
H(q)  = - -  ~ q, log q~ for q ----- (qi, q~ .... , q,~)- 
i=1 
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The capacity ~ of the DMC is defined as the maximum value of I(X; Y), 
where the maximization is carried out over all p ~ S~.  
Equation (2) is capable of a geometrical interpretation: The rate of trans- 
mission is the difference between the value of the function H, evaluated at a 
convex combination of the m probability vectors r~, i = 1, 2,..., m, and the 
value of a convex combination of the m values of H evaluated at ri • Hence, 
we can prove the following lemma. 
L~MMA 1. I(X; Y) is a nonnegative concave function defined on S,,. 
Proof. It is readily verified that H is concave on Sn,  
>/ ~ piH(ri). 
Hence, I(X; Y) is nonnegative. 
m Observe that H(r~) i = 1, 2,..., m are constants " --~i=lpiH(ri)is a
concave function on S~.  
It remains to show that H(pR) is a concave function on S~.  
Letp lcS~,p2~S~,0~<A ~ land  
f (p)  = H(pR), for p ~ S~,  
then 
i.e., 
f(1p~ + (1 -- A) pe) = H((Apx + (I -- A) p2)R) 
H(Ap~R + (1 -- A) pzR) 
>~ AH(p~R) + (I -- ~) H(p~R), 
f(hpx + (1 -- A)Pz) >~ hf(p~) + (1 -- A)f(p.~), 
whence the result. 
Remark. Note that q = pR defines a linear transformation of S~ into S~, 
and since H is concave on S,~, then the composite function HR defined by 
HR(p) = H(pR) for p ~ S~ is concave on S~.  
Since I(X; Y) is a concave function on Sm, then by applying Kuhn-  
Tucker theorem, the following lemma is readily verified, see Gallager (1968). 
643/23/3-7 
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LEMMA 2. A set of necessary and sufficient conditions for an input proba- 
bility vector p* = ( Pl*,..., Pro*) to achieve capacity ~ on a DMC is 
2. r (~ i )  
) '  r(j/i) l og  = ~ for all i with Pi* > O, 
m *r  " 
~ for all i with pi* -= O. 
(3) 
From Eq. (2), it is intuitively clear that the elements of the corresponding 
q* in Sn which achieves capacity is always positive unless all the entries in the 
corresponding columns of the channel matrix R are zero. To find this q*, 
it is only required to move the hyperplane, which is determined uniquely 
by the probability vectors r i ,  i = 1, 2,..., m, parallel to itself until it just 
touches the function H defined on Sn • Since H is strictly concave, then there 
is one and only one point of S~ at which the parallel hyperplane touches the 
function H such that q* is a convex combination of the r i ,  i = 1, 2, .... m. 
In particular when ri = r for all i ----- 1, 2,..., m, then q* = r and ~ = 0. 
To demonstrate the above geometrical picture, we evaluate the capacity 
of a DMC for the following cases. 
First, we consider the case of n = 2 and m = 2, with channel matrix 
ra =(a , l - -a ) ,  r 2 =(b , l - -b ) ,  0 ~<a, b ~< 1. Then the hyperplane 
becomes a straight line with gradient (H(b) -- H(a)/b -- a), where H(x) = 
H(x, 1 -- x). Suppose a straight line which is parallel to the given straight line 
touches the function H at the point (q, 1 --  q), then dH(q)/dq must be equal 
to the gradient of the given straight line. Hence we obtain 
i.e. 
log 1- -  q _ H(b) -- H(a) 
q b - -a  
q-= [1 -t-exp2 I H(b)-b-aH(a) I] -1, 
where exp2x = 2 ~. For this case 
b- -q  
P l= b - -a  ' 
(4) 
q - -  a (5) P~= b- -a  
The capacity of this DMC is easily calculated as 
+ log [1 + exp2 t H(b) ~- a H(a)t] '  
= H(q)  - -  p in (a )  - -  p~H(b)  
(a - -  1) H(b) + (1 -- b) H(a) 
b - -a  
(6) 
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which is a simplified expression from that in Ash (1965) using Muroga's 
method (1953). 
In particular, when a -~ 1 - -  b, the channel becomes ymmetric; hence, 
H(a) -~ H(b), and the capacity becomes 
cg = log 2 - -  H(a), (7) 
which is a well known result. 
In the case a == b, we have q = a = b; hence, the capacity is zero. 
When n = 2 and m > 2, we may apply Theorem 1 of Section 4 and 
obtain the capacity as given in Eq. (6) with a and b as the smallest and the 
largest entries respectively, in the first column of the channel matrix. 
When the channel matrix consists of r 1 = (a, I - -  a - -  c, c) and r~ = 
(b, l - -  b --  c, c), O ~ a, b, c <~ l, O <~ a q- b, b -~ c <~ l, the above 
method immediately ields 
(8) 
where H(x)  = H(x,  1 --  x - -  c, c), and the capacity is 
cg = (a q- c - -  1) H(b) q- (1 - -  b --  c) H(a) _ c log c - -  (1 - -  c) log(1 - -  c) 
b- -a  
-t-(1 - - c ) log  [1 + exp~ t.H(b) ~ H(a)a I]" (9) 
When c = 1 - -  a, b == 0, the channel is known as the binary erasure 
channel (see Fano (1968)), and Eq. (9) yields 
= a. (10) 
In the case b = 1 - -  a - -  c, the channel is known as a binary symmetric 
channel (Fano (1968)), and Eq. (9) yields 
=(1- -c ) [1 - -1og(1 - -c ) ]+a loga+(1- -a - -c ) log(1 - -a - -c ) .  (I1) 
However, for the general case, the determination of the point q corresponds 
to the solution of a transcendental equation in ql,  f& ,..., q~, which is not 
easy to solve. Nevertheless, the capacity cg can still be computed by using the 
iterated methods of Meister and Oettli (1967) and Arimoto (1972). 
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4. CAPACITY WHEN R e T 
In the particular case when the channel matrix has rank t and that the rest 
of the row vectors is a convex combination of a set of t linearly independent 
rows of the channel matrix, we can readily prove the following. 
THEOREM 1. For a DMC i f  R ~ T, then it is sufficient to solve for the 
channel capacity by using the first t rows of R as channel matrix. 
Proof. Since the rank of R is t, 
.'. m/>t  and n>/ t .  
Let p -~ (Pl*,P2*,...,P**) be the input probability vector that achieves 
capacity ~ with the first t rows of R as channel matrix, i.e., we have for 
i = 1, 2,..., t, 
r(j/i) = ~, for p,* > 0, r(j/i) log 
Z~=tP~*r(j/k) 
~< c~, for Pi* = O. 
We need only show that if m > t, the input probability vector p* -~ 
(Pl* ..... p~*, 0,..., 0) in S,~ also achieves capacity qq with the channel matrix R, 
i .e°~ 
r(j/i) 
r(j/i) log ZL~ P~*r(J/k) <~ ~' 
j~ l  
Since R ~ T, then for I t + 1,..., m, 
r(j/l) 
• ~ r(j/l) log X,=~p,r(j/k) 
j= l  
for i = t + l,...,m. 
)~i>/0 w i th  ~h i~ 1. 
i ] ' ( ; / ' )  = A~r(j/i) log ~ l p , r ( j / k )  , 
n 
n 
i=1  = E~=~p~*r(jlk) l 
t 
i=1 
= cg, 
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where the first inequality is obtained by using the well known result 
r(j/i) log r(j/i) ~ ~ r(j/i) log r(j/I). 
j= l  J~l 
Hence, the theorem is proved. 
DEFINITION. A DMC whose channel matrix R a T is said to be symmetric 
if the columns of the first t rows of R can be partitioned into subsets such 
that each row within a subset is a permutation of each other row within the 
same subset and each column (if more than one) within a subset is a permuta- 
tion of each other column within the same subset. 
Observe that when t - -m,  the above definition coincides with that of 
Gallager (1968). Hence, we can prove the following theorem. 
THEOREM 2. For a symmetric DMC whose channel matrix R ~ T, capacity 
c~ is achieved by the input probability vector p* whose elements are 
Pi* = l/t, i = 1, 2,..., t, 
=0,  i=t+ l,...,m. 
Proof. Let the first row of R be r = (r 1 , r 2 ,..., r~). Let the columns of 
the first t rows of R be partitioned into l subsets with n t , i = 1, 2,..., l, 
columns in the ith subset such that R is symmetric. Moreover, denote the 
sum of every column in the ith subset by ai and the sum of every row in the 
ith subset by bi. Then it is required to prove that 
tr(j/i) 
/__, r(j/i) log X~=l r(j/h) 
For i = l, 2,..., t, it is clear that 
=~d for i=  1, 2, .... t, 
J~  for i t + 1,..., m. 
By writing ~n + 5=1 : 2 21 + x.~+i + "'" ~,1+...+,~_1+i, it is readily 
verified that 
r(]/i) log Z r(j/k) = Z b~ log a~, i = 1, 2,..., t. 
j~ l  k= l  2c=1 
i r(j/i) log tr(j/i) = log t + ~ r~ log r~. 
j= l  j= l  
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Thus, for i = 1, 2,..., t, 
c~ = log t + rj log rj - -  ~ ba log aj ,  (12) 
i=i j~ l  
which is independent of the index i. 
By repeating the same argument used in Theorem 1, it is readily verified 
that 
tr( j / i )  
j=l r( j / i )  log E~=I r( j /k)  ~ c~ for i = t + 1,..., m, 
provided m > t. 
As an example, we consider the DMC with the following channel matrix 
1-- a a/n "" a/n \ 
a/n 1 - -  a "" a /n~ 
. . . . . . . . . . .  I ' R= ~ a/n a/n...1--a I 
\ tl 13 ... tn+ 1 ] 
where 0 ~ a ~ 1, 0 ~ t i ~ 1 w lm~i=l  ti = 1. If  the last row is a convex 
combination of the first (n + l) rows then R is symmetric and Theorem 2 
yields capacity 
= log(n + 1) + (1 --  a) log(1 --  a) + a log a/n. 
5. THE RANDOM CODING EXPONENT WHEN R e T 
It is well known (see, for example, Gallager (1968)) that the maximization 
of the random coding exponent requires the maximization of the function 
Eo(#, p) ---- --log p(i) r(j/i)l/(1+°)] , 0 <~ p <~ 1. 
j= l  = 
The following lemma is readily verified. 
LEMMA 3. A set of necessary and sufficient conditions on the input proba- 
bility vector p* that maximizes Eo(p, p) is that for i == 1, 2,..., m, 
r(j[i)l/(l+°1%.(p*)" ~, a~.(p*) 1+", for p,* > 0, 
j= l  j= l  
~> ~ ~(p,)l+p, for p~* = 0, 
j= l  
(13) 
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where 
~(p*) = ~ p*(k) r(j/k)~/~1+o), 0 <~ p <<. 1. (14) 
It has been observed (see, for example, Gallager (1968)) that the problem 
of maximizing Eo(p, p) over p ~ S,~ is almost identical to the problem of 
finding capacity c~. Hence we can prove the following theorem. 
THEOREM 3. For a DMC with R c T, it is sufficient o maximize Eo(p, p) 
by using the first t rows of R as channel matrix. 
Proof. Let p = (Pl*,P~*,...,P~*) be the input probability vector that 
maximizes Eo(p, p) for p ~ S~ by using the first t rows of R as channel matrix. 
i.e., we have 
i r(j/i) 1/~1+°~ aj(p)o/> ~ ~j(p)l+o, i = 1, 2,..., t, 
j =i j ~I 
where aj(p) = Z*~=ap*(k) r(j/k)l/a+o'. 
We need to prove that if m > t, then the probability vector p* 
(pl*,po.*,...,p~*,O,...,O) for p*~Sm also maximizes E0(p,p) by using R 
as the channel matrix, i.e., we need to show that 
j=l j=l 
i = t + 1,..., m. 
Since R e T, then for l ---- t + 1,..., m, 
t 
rz = ~)qr l ,  At/>0, ~ A i = l. 
i=i i~l 
Observe that 
~j(p) = ~j(p*),  
and that 
t''+°' 
i=l 
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thus, we obtain for I - t + ] .... ,m,  
i r(j/l)Va+.) ~j(p*)o ~ r t 11/(1+o) 
= [~Air(jii>J <~.(p*)'~, 
J=l j= l  
>/ ~ Ai ~ r(j/i)l/<'+~) ~(p*)p, 
i=l j=l 
whence 
i=1 j=1 
,(j/l),/(l+o) ~(p,)o >~ ~ ~j(p,)l+,. 
j= l  j=1 
THEOREM 4. For a symmetric DMC with R ~ T, Eo(p, p) is maximized 
by the input probability vector p* whose lements are 
Pi* = l/t, i = I, 2,..., t, 
=0,  i=t+l  ..... m. 
Proof. We need to show that 
r(j/i) I/<1+~) -(p*)~ = ~ otj(P*) 1+0, 
j = i  ~ =I 
i = 1, 2 ..... t, 
q~ 
V. ,  (~*~1+o i = t -+- 1,..., m. 
For i = ], 2 ..... t, to show that 
r ( j / i ) l [ ( l+o  } O~.4(p,) 0 ~ r t 1 ~1+o 
j=l j=l - 
- -k= l  7 j=l 
it is sufficient o show that 
i r(j/k) l/a+°) as(P*)° = K, 
where K is a constant. 
for k = 1, 2 ..... t, 
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Since R ~ T is symmetric, let the columns of the first t rows of R be 
partitioned into l subsets with n i ,  i ---- 1, 2,..., l columns in the ith subset. 
Denote 
i--1 i 
ai(p) = Z E + i 2 
~=I k=l ~=i 
i=  1, 2,..., l, 
i --1 i 
bi([) = Z r(j/k) 1/(1+0), for Z n~ + 1 ~ j ~ Z n~, i -= 1, 2,..., L 
j k= l  k=l  
Then for i = 1, 2,..., t, we have 
K = t- 7 bk(p) a~(p) °, 0s) 
which is independent of the row index. 
By repeating the argument used in Theorem 3, it is easily shown that 
r(j/i)l/tl+p) c~(p.)0 ~ ~ ~(p.)l+0, 
j=l j=l 
i = t --k 1,..., m. 
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