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WELL-POSEDNESS FOR SDES DRIVEN BY DIFFERENT TYPE OF
NOISES
YUELING LI, LONGJIE XIE AND YINGCHAO XIE
Abstract. We show the existence and uniqueness of strong solutions for stochastic
differential equation driven by partial α-stable noise and partial Brownian noise with
singular coefficients. The proof is based on the regularity of degenerate mixed type
Kolmogorov equation.
Keywords and Phrases: Pathwise uniqueness, singular coefficients, partial degenerate
noise
1. Introduction and main results
In this paper, we consider the following stochastic differential equation (SDE) in Rd1+d2 :{
dXt = F (t, Xt, Yt)dt+ dLt, X0 = x ∈ Rd1 ,
dYt = G(t, Xt, Yt)dt+ dWt, Y0 = y ∈ Rd2 ,
(1.1)
where d1, d2 > 1, F : R
+ × Rd1+d2 → Rd1 and G : R+ × Rd1+d2 → Rd2 are measurable
functions, Lt is a d1-dimensional rotationally symmetric α-stable process with α > 1
and Wt is a d2-dimensional standard Brownian motion both defined on some filtered
probability space (Ω,F , (Ft)t>0,P). SDE (1.1) can be seen as SDE in higher dimensional
with partial degenerate noises. In fact, if we let z := (x, y) ∈ Rd1+d2 and
Zt := (Xt, Yt),
define the vector field
B(t, z) =
(
F (t, z)
G(t, z)
)
,
and the matrix
Q =
(
Id1
0
)
, R =
(
0
Id2
)
,
where Id denotes the d× d identity matrix. Then, SDE (1.1) can be written as
dZt = B(t, Zt)dt+QdLt +RdWt, Z0 = z ∈ Rd1+d2 . (1.2)
SDEs with general Le´vy noise have been intensively studied due to their wide range of
applications, see [1] and references therein. Note that in the case Q = R ≡ 0, SDE (1.2)
is just the ordinary differential equation (ODE)
Z ′(t) = B
(
t, Z(t)
)
, Z(0) = z0 ∈ Rd1+d2 . (1.3)
Thus, SDE (1.1) can also be regarded as stochastic perturbations to (1.3) by partial Le´vy
type noise and partial Brownian noise.
Our aim is to show that noises have regularization effects on the deterministic system.
To be more precise, we provide existence and uniqueness results for SDE (1.1) under
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conditions on F and G which are forbidden for the deterministic ODE (1.3). Moreover,
our result shows how much effects can noises of different type play in stabling systems.
The following is the main result of our paper.
Theorem 1.1. Assume that for T > 0 and p, q ∈ (1,∞) satisfying
d1
αp
+
d2
2p
+
1
q
<
1
2
, (1.4)
and β ∈ (0, 1) with
β > 1− α
2
, (1.5)
we have
F,G ∈ Lq
(
[0, T ];Lp
(
Rd2y ;H
β
p (R
d1
x )
))
.
Then, SDE (1.1) admits a unique strong solution for every starting point (x, y) ∈ Rd1+d2.
Notice that under the above conditions on the drift coefficients F and G, the ODE
(1.3) is far from being well-posed, which in turn implies that noises can help to stably the
deterministic systems (see [7]). According to the general scheme, to take care of SDEs
with singular coefficients, one needs to study the regularity properties of the solutions
to the associated Kolmogorov equation, which in our case is a equation of the following
partial degenerate type:
∂tu(t, x, y)− 12∆yu(t, x, y)−∆
α
2
x u(t, x, y)
− F (t, x, y) · ∇xu(t, x, y)−G(t, x, y) · ∇yu(t, x, y) = f(t, x, y). (1.6)
We shall prove the optimal regularity result for (1.6) in Bessel spaces by using interpolation
techniques. This has independent interests. We also note that the drift is only Lp in y-
variable in which the Brownian noise acts, and has certain fractional Sobolev regularity
in x-variable in which the Le´vy noise acts. In fact, the main point is to take care of the
balance between the regularities of the mixing noises of continuous Brownian motion and
the pure jump Le´vy noise, and seek the minimal integrability index on the coefficients,
which improves certain results even in the non-degenerate noise cases, as we shall see in
Remark 1.6 below.
By localization technique, we can prove the following uniqueness of strong solution
under some local conditions on the coefficients.
Theorem 1.2. Suppose that for T > 0, p, q ∈ (1,∞] and β ∈ (0, 1) satisfying (1.4) and
(1.5) respectively, we have
F,G ∈ Lq
(
[0, T ];Lploc
(
Rd2y ;H
β
p,loc(R
d1
x )
))
.
Then, for every starting point (x, y) ∈ Rd1+d2, SDE (1.1) has a unique strong solution
(Xt(x), Yt(y)) up to the explosion time ζ(x, y).
The advantage of Theorem 1.2 is that the local conditions imposed on the coefficients
alow functions with certain growth at infinity, and we would obtain a unique global
strong solution once we can show the unique local solution which does not explode. As
an application, we consider the following stochastic perturbations of Kinetic equation:{
dXt = Vtdt+ εdLt, X0 = x ∈ Rd1 ,
dVt = G(Xt, Vt)dt+ dWt, V0 = v ∈ Rd2 ,
(1.7)
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where ε > 0 is a fixed constant. The following result follows directly from Theorem 1.2.
Corollary 1.3. Assume that for β ∈ (0, 1) satisfying (1.5) and p ∈ (1,∞] satisfying
d1
αp
+
d2
2p
< 1− 1
α
,
we have
G ∈ Lp(Rd2y ;Hβp (Rd1x )).
Then, for every starting point (x, v) ∈ Rd1+d2, SDE (1.7) has a unique local strong solu-
tion.
Another interesting example of our results is the following SDE driven by α-stable noise
and absolutely continuous Gaussian-type process:
dXt = σ1(t,Wt)dt+ b1(t, Xt)dt+ dLt, X0 = x ∈ Rd1 . (1.8)
Taking G ≡ 0 and F (t, x, y) = b1(t, x) + σ1(t, y) in SDE (1.1), we have:
Corollary 1.4. Let d1, d2 > 1. Assume that for T > 0,
σ1 ∈ Lq
(
[0, T ];Lp(Rd2)
)
, b1 ∈ Lq
(
[0, T ];Hβp (R
d1)
)
,
where p, q and β satisfy (1.4) and (1.5), respectively. Then, SDE (1.8) has a unique strong
solution for every starting point x ∈ Rd1.
Similarly, we can exchange the position of Wt and Lt in (1.8) to get that:
Corollary 1.5. Let d1, d2 > 1. Assume that for T > 0,
σ2 ∈ Lq
(
[0, T ];Hβp (R
d1)
)
, b2 ∈ Lq
(
[0, T ];Lp(Rd2)
)
with p, q and β satisfying (1.4) and (1.5), respectively. Then, SDE
dXt = σ2(t, Lt)dt + b2(t, Xt)dt + dWt, X0 = x ∈ Rd2 (1.9)
admits a unique strong solution for every x ∈ Rd2.
The regularization effects of noises to the deterministic system have caused much at-
tentions in the past decade. Consider the following SDE driven by Le´vy noise:
dXt = b(t, Xt)dt+ dLt, X0 = x ∈ Rd, (1.10)
In the case that (Lt)t>0 is a Brownian motion, a remarkable result of Krylov and Ro¨ckner
[9] shows that SDE (1.10) has a unique strong solution if b ∈ Lq(R+;Lp(Rd)) with
d
p
+
2
q
< 1.
Latter, Zhang [23] extend this result to multiplicative noise under some non-degenerate
and Sobolev conditions on the diffusion coefficient. The case that (Lt)t>0 is a pure jump
Le´vy process has more difficulties. In fact, when d = 1 and (Lt)t>0 is a symmetric α-stable
process with α < 1, Tanaka, Tsuchiya and Watanabe [15] showed that even if b is bounded
and β-Ho¨lder continuous with α + β < 1, SDE (1.10) may not has pathwise uniqueness
strong solution. On the other hand, when α > 1 and b is time independent with
b ∈ Cβb (Rd), β > 1−
α
2
,
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it was proved by Priola [12] that there exists a unique strong solution Xt(x) for SDE
(1.10) for each x ∈ Rd. Recently, Zhang [24] obtained the pathwise uniqueness for SDE
(1.10) when α > 1 and
b ∈ L∞(Rd) ∩Hβp (Rd), β > 1−
α
2
and p > 2d/α.
In [21], the authors studied the pathwise uniqueness of singular SDEs driven by general
multiplicative Le´vy noise. See also [2, 3, 4, 5, 11, 13, 17, 20] for related results and
applications. Note that all the works mentioned above are restricted to the non-degenerate
noise cases.
In the degenerate noise case, the authors of [6] studied the stochastic Kinetic equation
(1.7) with ε = 0, and obtained the uniqueness of strong solutions under the condition
that
G ∈ Lp(Rd;Hβp (Rd)) with β ∈ (2/3, 1), p > 6d.
See also [18, 19] for Ho¨lder-Dini drift and references therein.
Compared with the works mentioned above, we would like to make the following com-
ments on our results.
Remark 1.6. 1) Formally, if d1 = 0 in (1.4), then this means that we require
d2
p
+
2
q
< 1,
which is the same condition on the index as in [9]. On the other hand, if d2 = 0, then
(1.4) becomes that
d1
p
+
α
q
<
α
2
.
Compared with [12, 24], we drop the boundness condition on drift coefficients in the x-
variable even in the case that q = ∞. This improvement is certainly un-straightforward,
and will be obtained by following the argument in [21] and making use of Sobolev embedding
theorem.
2) Note that since α > 1, it holds that 1−α/2 < 2/3. Thus, the condition in Corollary
1.3 is weaker than that in [6]. Moreover, the results on SDEs of the form (1.8) and (1.9)
seem to be new. The main point is that, compared with [6, 18, 19], we can use the regular-
ization effect of Le´vy noise in Corollary 1.3 and Corollary 1.4 as well as the regularization
effect of Brownian motion in Corollary 1.5, thus obtaining weaker conditions on the drift
coefficients.
This paper proceeds as follows. In Section 2, we prepare some notations of spaces and
preliminaries inequalities. Section 3 is devoted to the study of Kolmogorov type equation
in Bessel space. Finally, we prove the main results Theorem 1.1 in Section 4. Throughout
this paper, we use the convention that C with or without subscripts will denote a positive
constant, whose value may change in different places, and whose dependence on the
parameters can be traced from the calculations.
2. Preliminaries
First, we introduce some notations. Let d, p > 1, the norm in Lp(Rd) will be denoted
by ‖ · ‖p. For 0 < r 6 2, the Bessel potential space Hrp := Hrp(Rd) is given by
Hrp(R
d) :=
{
f ∈ Lp(Rd) : ∆ r2f ∈ Lp(Rd)}
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with norm
‖f‖r,p := ‖f‖p +
∥∥∆ r2 f∥∥
p
,
where for 0 < r < 2, ∆
r
2 is the fractional Laplacian operator defined by
∆
r
2f :=
(| · |rfˆ )ˇ, ∀f ∈ C∞0 (Rd),
and fˆ (resp. fˇ) denotes the Fourier transform (resp. the Fourier inverse transform) of
function f . Note that for n = 1, 2, Hnp is just the usual Sobolev space with equivalent
norm ([14, p. 135, Theorem 3])
‖f‖n,p = ‖f‖p + ‖∇nf‖p,
here and below, ∇ denotes the weak derivative of f . While for 0 < r 6= integer, the
fractional Sobolev space W r,p :=W r,p(Rd) is defined to be the space of functions with
‖f‖W r,p := ‖f‖p +
[r]∑
k=0
(∫
Rd
∫
Rd
|∇kf(x)−∇kf(y)|p
|x− y|d+(r−[r])p dxdy
)1/p
<∞,
where [r] denotes the integer part of r. In this case, the relation between Hrp and W
r,p is
that (cf. [16, p. 190]): for r > 0, ε ∈ (0, r) and p > 1,
Hr+εp →֒ W r,p →֒ Hr−εp , (2.1)
where A →֒ B denotes that the Banach space A is continuously embedded into the Banach
space B. The celebrated Sobolev’s embedding theorem (see [16]) tells us that:
• if r − d
p
< 0, then for any p 6 q 6 pd/(d− rp), we have
Hrp →֒ Lq(Rd). (2.2)
• if r − d
p
> 0 is not an integer, then
Hrp →֒ C
r− d
p
b (R
d), (2.3)
where for some r > 0, Crb (R
d) is the usual Ho¨lder space with norm
‖f‖Crb :=
[r]∑
i=1
‖∇if(x)‖∞ +
[∇[r]f]
r−[r]
,
here, for a function f on Rd and ϑ ∈ (0, 1),
[f ]ϑ := sup
x 6=y
|f(x)− f(y)|
|x− y|ϑ .
Given a locally integrable function f on Rd, the Hardy-Littlewood maximal function of
f is defined by
Mf(x) := sup
0<r<∞
1
|Br|
∫
Br
|f(x+ y)|dy,
where |Br| denotes the Lebesgue measure of ball Br. The following well known result can
be found in [14, P.5, Theorem 1] and [23].
Lemma 2.1. (i) For p ∈ (1,∞] and all f ∈ Lp(Rd), there exists a constant Cd,p > 0 such
that
‖Mf‖p 6 Cd,p‖f‖p. (2.4)
5
(ii) For every f ∈ W 1,ploc , there is a constant Cd > 0 such that for a.e. x, y ∈ Rd,
|f(x)− f(y)| 6 Cd|x− y|
(
M|∇f |(x) +M|∇f |(y)
)
. (2.5)
The following multiplier theorem which gives Lp-boundness of operators can be found
in [14, Chapter IV, Section 3, Theorem 3].
Lemma 2.2. Let m(x) be a bounded function on Rd. Define the linear operator Tm with
domain L2(Rd) ∩ Lp(Rd) by the following relationship between Fourier transforms:
T̂mf(x) = m(x)fˆ (x).
Suppose that m(x) is of class Ck in the complement of the origin of Rd, for every ℓ =
(ℓ1, ℓ2, · · · , ℓd),
|(∂x)ℓm(x)| 6 N |x|−|ℓ|, ∀|ℓ| 6 k, (2.6)
where k > d
2
is an integer, N is a positive constant, |ℓ| = ℓ1 + ℓ2 + · · · + ℓd. Then, for
every 1 < p <∞, there is a constant Np > 0 such that
‖Tmf‖p 6 Np‖f‖p, ∀f ∈ Lp(Rd).
We will need the following Banach space version of the Caldero´n-Zygmund theorem,
see [8, Theorem 2.4].
Lemma 2.3. Let H be a Banach space. For each (t, s) ∈ D = {(t, s) ∈ R× R : t 6= s}, a
bounded operator κ(t, s) from H to H satisfies
‖∇sκ(t, s)‖L(H) 6 N |t− s|−2,
where N > 0 is a constant, ‖ · ‖L(H) denotes the operator norm on H. Given p ∈ (1,∞),
let A : Lp(R, H) → Lp(R, H) be a linear bounded operator with the form that: if f is a
bounded H-valued function and has compact support Γ, then for every t /∈ Γ,
Af(t) =
∫ +∞
−∞
κ(t, s)f(s)ds.
Then, the operator A is uniquely extendible to a bounded operator from Lq(R, H) to
Lq(R, H) for any q ∈ (1, p].
Finally, we state the Khasminskii’s estimate (see [6, Lemma 13]), which gives conditions
ensuring the exponential integrability of a Markov process.
Lemma 2.4. Let (Ω,F , (Px)x∈R2d ; (Xt)t>0) be a family of R
d-valued time-homogenous
Markov process and f be a non-negative measurable function on Rd. For any given T > 0,
if
sup
x∈R2d
Ex
(∫ T
0
f(Xt)dt
)
=: c < 1,
where Ex denotes the expectation with respect to Px, then
sup
x∈R2d
Ex exp
{∫ T
0
f(Xt)dt
}
6
1
1− c.
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3. Mixed type Kolmogorov equation in Bessel spaces
Fix T > 0 below and let z = (x, y) ∈ Rd1+d2 . The functions F and G are given as
in (1.1). This section is devoted to the study of the following partial integral-differential
equation (PIDE) of Kolmogorov type over [0, T ]× Rd1+d2 :
∂tu(t, z) =
1
2
∆yu(t, z) + ∆
α
2
x u(t, z)
+ F (t, z) · ∇xu(t, z) +G(t, z) · ∇yu(t, z) + f(t, z), u(0, z) = 0, (3.1)
where α ∈ (1, 2), f : [0, T ] × Rd1+d2 → Rd is a measurable function. To shorten the
notation, for p, q ∈ (1,∞) and β ∈ (0, 2], we write
Lpq(T ) := L
q
(
[0, T ];Lp
(
Rd2y ;L
p(Rd1x )
))
and
Hβ,pq (T ) := L
q
(
[0, T ];Lp
(
Rd2y ;H
β
p (R
d1
x )
))
,
where we use Rd1x ,R
d2
y to distinguish the space variables x, y.
3.1. Equation (3.1) without drift. Let us first consider the following simpler PIDE
on [0, T ]× Rd1+d2: {
∂tu(t, z) =
1
2
∆yu(t, z) + ∆
α
2
x u(t, z) + f(t, z),
u(0, z) = 0.
(3.2)
For simplify, we write
L0ϕ(x, y) :=
1
2
∆yϕ(x, y) + ∆
α
2
x ϕ(x, y), ∀ϕ ∈ C2b (Rd1+d2).
Consider the Rd1+d2-valued process
Ut := (Lt,Wt).
where Lt is the d1-dimensional rotationally symmetric α-stable process and Wt is the d2-
dimensional Brownian motion. Then, one can check easily that the infinitesimal operator
of Ut is just given by L0. Moreover, since we can always assume that Lt and Wt are
independent, we have that, for any z = (x, y) ∈ Rd1+d2 ,
P(Ut 6 z) = P(Lt 6 x,Wt 6 y) = P(Lt 6 x)P(Wt 6 y).
Thus, the heat kernel p(t, z) = p(t, x, y) of Ut (which is also the fundamental solution of
L0) is given by
p(t, x, y) = p(α)(t, x)p(2)(t, y), (3.3)
where p(α)(t, x) and p(2)(t, y) are the heat kernels of Lt and Wt, respectively.
It is well known that
p(2)(t, y) = (
√
2πt)−d2/2 exp
{
− |y|
2
2t
}
(3.4)
and there exist constants ci > 0 (i = 1, 2) such that
|∇iyp(2)(t, y)| 6 cit−
d2+i
2 exp
{
− ci |y|
2
t
}
. (3.5)
For p(α)(t, x), we have the following estimates: there exist constents c0 > 1 and ci > 0
(i = 1, 2) such that
c−10 t
(|x|+ t 1α )−d1−α 6 p(α)(t, x) 6 c0t(|x|+ t 1α )−d1−α (3.6)
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and
|∇ixp(α)(t, x)| 6 cit1−
i
α
(|x|+ t 1α )−d1−α. (3.7)
Denote by T (2)t and T (α)t semigroup corresponding toWt and Lt, respectively. Using (3.4),
(3.6) and an easy computations yield that for every p > 1, there exists a constant cd2 > 0
such that
‖p(2)(t, ·)‖
Lp(R
d2
y )
6 cd2t
−
d2(p−1)
2p , ‖p(α)(t, ·)‖
Lp(R
d1
x )
6 cd2t
−
d1(p−1)
αp . (3.8)
Using Ho¨lder’s inequality, we have
‖T (2)t f‖∞ 6
(∫
Rd2
[
p(2)(t, y)
]p∗
dy
)p∗
· ‖f‖p 6 Cd2t−
d2
2p ‖f‖p, (3.9)
where Cd2 > 0, p
∗ = p
p−1
is the conjugate index of p. Similarly, we have
‖T (α)t f‖∞ 6 Cd1t−
d1
αp‖f‖p. (3.10)
By (3.5) and (3.7), we have
‖∇T (2)t f‖∞ 6 Cd2t−
d2+p
2p ‖f‖p, ‖∇T (α)t f‖∞ 6 Cd1t−
d1+p
αp ‖f‖p. (3.11)
Let Tt be the semigroup corresponding to L0, i.e.,
Ttϕ(z) = Ttϕ(x, y) =
∫∫
Rd1+d2
p(t, x− u, y − v)ϕ(u, v)dudv, ∀ϕ ∈ Bb(Rd1+d2 ;Rd).
We prove the following result.
Lemma 3.1. For p, q ∈ (1,∞), β ∈ [0, 1] and f ∈ Hβ,pq (T ), there exists a unique strong
solution u for PDE (3.2) which is given by
u(t, z) =
∫ t
0
Tt−sf(s, z)ds. (3.12)
Moreover, there is a constant C = C(d, p, q, T ) > 0 such that
‖∂tu‖Hβ,pq (T ) + ‖∇2yu‖Hβ,pq (T ) + ‖∇yu‖Hα2 +β,pq (T ) + ‖∆
α+β
2
x u‖Lpq(T ) 6 C‖f‖Hβ,pq (T ). (3.13)
If we assume further that p, q satisfying (1.4), then we have for some Cd > 0,
‖∇yu‖∞ 6 Cdt
1
2
− 1
q
−
d2
2p
−
d1
αp‖f‖Lpq(T ), (3.14)
and if p, q satisfying
d2
2p
+
d1
αp
+
1
q
< 1− 1
α
, (3.15)
then we also have that
‖∇xu‖∞ 6 Cdt1−
1
q
−
d2
2p
−
d1
αp
− 1
α‖f‖Lpq(T ). (3.16)
Proof. We first prove the desired result for p = q. Since f(t, z) = f(t, x, y) can be
approximated by the functions of the form f1(t)f2(x)f3(y), we only need to show that u
defined by (3.12) satisfies (3.2) for f1 ∈ Lp([0, T ]), f2 ∈ Hβp (Rd1x ) and f3 ∈ Lp(Rd2y ). In
this case, we have
u(t, z) =
∫ t
0
∫
Rd2
∫
Rd1
p(α)(t− s, x− u)p(2)(t− s, y − v)f1(s)f2(u)f3(v)dudvds
8
=∫ t
0
T (α)t−s f2(x)T (2)t−sf3(y)f1(s)ds. (3.17)
It suffices to prove the estimate (3.13), the uniqueness follows by the standard method.
Note that by symmetric,
∆
β
2
x u(t, z) =
∫ t
0
T (α)t−s
(
∆
β
2
x f2
)
(x)T (2)t−sf3(y)f1(s)ds.
Using Fourier transform, we can write
T (α)t
(
∆
β
2
x f2
)
(x) =
(
p(α)(t) ∗ (∆β2 f2))(x) = (p̂(α)(t) · ̂(∆β2x f2))∨ (x)
=
∫
Rd1
eixξ2e−t|ξ2|
α ̂(
∆
β
2
x f2
)
(ξ2)dξ2
and
T (2)t f3(y) =
(
p(2)(t) ∗ f3
)
(y) =
(
p̂(2)(t) · fˆ3
)∨
(y)
=
∫
Rd2
eiyξ3e−t|ξ3|
2
fˆ3(ξ3)dξ3.
Thus, letting f1(t) = 0 for t < 0 and t > T , we have
u(t, z) =
∫ +∞
−∞
∫
Rd2
∫
Rd1
ei(xξ2+yξ3)e−(t−s)(|ξ2|
α+|ξ3|2)f1(s)
̂(
∆
β
2
x f2
)
(ξ2)fˆ3(ξ3)dsdξ2dξ3
=
∫ +∞
−∞
∫
Rd2
∫
Rd1
ei(tξ1+xξ2+yξ3)
1
iξ1 + |ξ2|α + |ξ3|2 f¯(ξ1, ξ2, ξ3)dξ1dξ2dξ3,
where
fˆβ(ξ1, ξ2, ξ3) := fˆ1(ξ1)
̂(
∆
β
2
x f2
)
(ξ2)fˆ3(ξ3).
As a result, we can get
∇2y∆
β
2
x u(t, z) =
∫ +∞
−∞
∫
Rd2
∫
Rd1
ei(tξ1+xξ2+yξ3)
|ξ3|2
iξ1 + |ξ2|α + |ξ3|2 fˆβ(ξ1, ξ2, ξ3)dξ1dξ2dξ3,
∆
α+β
2
x u(t, z) =
∫ +∞
−∞
∫
Rd2
∫
Rd1
ei(tξ1+xξ2+yξ3)
|ξ2|α
iξ1 + |ξ2|α + |ξ3|2 fˆβ(ξ1, ξ2, ξ3)dξ1dξ2dξ3,
∂t∆
β
2
x u(t, z) =
∫ +∞
−∞
∫
Rd2
∫
Rd1
ei(tξ1+xξ2+yξ3)
iξ1
iξ1 + |ξ2|α + |ξ3|2 fˆβ(ξ1, ξ2, ξ3)dξ1dξ2dξ3
and
∆
α/2+β
2
x ∇yu(t, z) =
∫ +∞
−∞
∫
Rd2
∫
Rd1
ei(tξ1+xξ2+yξ3)
|ξ2|α2 · ξ3
iξ1 + |ξ2|α + |ξ3|2 fˆβ(ξ1, ξ2, ξ3)dξ1dξ2dξ3.
Now, using Lemma 2.2 with
m1(ξ1) =
iξ1
iξ1 + |ξ2|α + |ξ3|2 , m2(ξ2) =
|ξ2|α
iξ1 + |ξ2|α + |ξ3|2 ,
m3(ξ3) =
|ξ3|2
iξ1 + |ξ2|α + |ξ3|2 , m4(ξ2, ξ3) =
|ξ2|α/2 · ξ3
iξ1 + |ξ2|α + |ξ3|2 ,
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and checking as in [10, Chapter IV, Section 3] that (2.6) hold, for example,
|ξ2| · |∂ξ2m4(ξ2, ξ3)|+ |ξ3| · |∂ξ3m4(ξ2, ξ3)| 6 N
|ξ2|α/2 · |ξ3|
c0 + |ξ2|α + |ξ3|2 6 N,
we can conclude that
‖∂tu‖Hβ,pp (T ) + ‖∇2yu‖Hβ,pp (T ) + ‖∇yu‖Hα2 +β,pq (T ) + ‖∆
α
2
x u‖Hβ,pp (T )
6 C‖f1(∆
β
2
x f2)f3‖Lpp(T ) 6 C‖f‖Hβ,pp (T ).
This finished the proof when p = q.
For p 6= q, let us introduce the operators
κ1(t) := ∆yT
(2)
t T
(α)
t
and
κ2(t) := ∆
α
2
x T
(2)
t T
(α)
t .
Then, we have
∆yu(t, z) =
∫ +∞
−∞
κ1(t− s)f(s)(x, y)ds
and
∆
α
2
x u(t, z) =
∫ +∞
−∞
κ2(t− s)f(s)(x, y)ds.
It can be checked by (3.5) and (3.7) that
‖∂sκ1(t− s)f‖Lp(Rd1+d2 ) + ‖∂sκ2(t− s)f‖Lp(Rd1+d2) 6 N(t− s)−2‖f‖Lp(Rd1+d2 ),
where N is a positive constant. Thus, Lemma 2.3 implies that ∆yu and ∆
α
2
x u are bounded
operators from Lq(R;Lp(Rd1+d2)) into itself for 1 < q 6 p. By duality, we can conclude
that ∆yu and ∆
α
2
x u are bounded in Lq(R;Lp(Rd1+d2)) for any p, q ∈ (1,∞). The same
holds for ∆
α
4∇yu. As for ∂tu, it follows by the equation (3.2).
We proceed to prove the estimate (3.16). Consider first that u defined by (3.17). If
p, q ∈ (1,∞) satisfy (1.4), (3.10), (3.11) and Ho¨lder’s inequality yield
‖∇xu‖∞ 6
∫ t
0
‖∇T (α)t−s f2‖∞‖T (2)t−sf3‖∞f1(s)ds
6 Cd
(∫ t
0
(t− s)−(d22p+ d1αp+ 1α )q∗ds
) 1
q∗
· ‖f‖Lqp(T ),
which in turn implies the desired results. The general case follows by standard approxi-
mation argument. The estimate (3.14) follows by using (3.9), (3.11) and the same argu-
ment. 
3.2. Equation (3.1) with drift. Now, let us consider the general case of PIDE (3.1).
We prove the following result.
Theorem 3.2. Let p, q ∈ (1,∞) satisfy (3.15) and T > 0 be small enough. Assume that
F,G ∈ Lpq(T ). Then, for every f ∈ Lpq(T ) there exists a unique strong solution u to PIDE
(3.1) with
‖∂tu‖Lpq(T ) + ‖∇2yu‖Lpq(T ) + ‖∆
α
4
x∇yu‖Lpq(T ) + ‖∆
α
2
x u‖Lpq(T ) 6 C‖f‖Lqp(T ),
where C = C(d, ‖F‖Lpq(T ), ‖G‖Lpq(T ), T ) is a positive constant. Moreover, estimates (3.14)
and (3.16) hold.
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Proof. It is now standard to show that u is a solution to PIDE (3.1) if and only if u
satisfies the following integral equation (see [24, Proposition 3.5]):
u(t, z) =
∫ t
0
Tt−s
(
f + F · ∇xu+G · ∇yu
)
(s, z)ds. (3.18)
We seek a solution u of (3.18) by the Picard iteration. Let u0 ≡ 0 and for n ∈ N, define
un recursively by
un(t, z) :=
∫ t
0
Tt−s
(
f + F · ∇xun−1 +G · ∇yun−1
)
(s, z)ds. (3.19)
Then, by Lemma 3.1,
u1(t, z) =
∫ t
0
Tt−sf(s, z)ds
belong to Hα,pq (T ) ∩ Lq
(
[0, T ];W 2,p
(
Rd2y ;L
p(Rd1x )
))
. Since p, q satisfy (1.4), estimates
(3.16)-(3.14) yield that ∇xu1 and ∇yu1 are all bounded. We then have
F · ∇xu1, G · ∇yu1 ∈ Lpq(T ).
This means that u2 is well defined, and so on.
By induction, we prove the following claim: there exist constants C1 > 0 and δ ∈ (0, 1)
such that, for any n ∈ N,
‖∂tun‖Lpq (T ) + ‖∇2yun‖Lpq (T ) + ‖∇y∆
α
4
x un‖Lpq(T ) + ‖∆
α
2
x un‖Lpq(T )
6C1
(
1 +
n−1∑
k=1
δk
)
‖f‖Lpq(T ) (3.20)
and
‖∇xun‖∞ + ‖∇yun‖∞ 6 2C1T 1−
1
α
− 1
q
−
d2
2p
−
d1
αp
(
1 +
n−1∑
k=1
δk
)
‖f‖Lpq(T ). (3.21)
Proof of Claim: Choosing T < 1, (3.13)-(3.14) imply that (3.20) and (3.21) holds for
n = 1. Assume that (3.20)-(3.21) hold for n > 1. We proceed to show that they are still
true for n+ 1. In fact, we have
‖∂tun+1‖Lpq(T ) + ‖∇2yun+1‖Lpq (T ) + ‖∆
α
4
x∇yun‖Lpq(T ) + ‖∆
α
2
x un+1‖Lpq(T )
6C1‖f − F · ∇xun −G · ∇yun‖Lpq(T )
6C1
(
‖f‖Lpq(T ) + ‖F · ∇xun‖Lpq(T ) + ‖G · ∇yun‖Lpq(T )
)
6C1
(
‖f‖Lpq(T ) + ‖F‖Lpq(T )‖∇xun‖∞ + ‖G‖Lpq(T )‖∇yun‖∞
)
.
By the induction assumption (3.21), we can get
‖F‖Lpq(T )‖∇xun‖∞ + ‖G‖Lpq(T )‖∇yun‖∞
6 2C1T
1− 1
α
− 1
q
−
d2
2p
−
d1
αp
(
‖F‖Lpq(T ) + ‖G‖Lpq(T )
)
·
(
1 +
n−1∑
k=1
δk
)
‖f‖Lpq(T ).
Choosing T small enough such that
2C1T
1− 1
α
− 1
q
−
d2
2p
−
d1
αp
(
‖F‖Lpq(T ) + ‖G‖Lpq(T )
)
< δ,
we get the desired result (3.20). As for (3.21), it follows by the same argument.
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Thus, we obtain that there is a constant C2 > 0 such that
sup
n∈N
(
‖∂tun‖Lpq(T ) + ‖∇2yun‖Lpq(T ) + ‖∆
α
4
x ∇yun‖Lpq (T ) + ‖∆
α
2
x un‖Lpq(T )
)
6 C2‖f‖Lpq(T )
and
sup
n∈N
(
‖un‖∞ + ‖∇un‖∞
)
6 C2‖f‖Lpq(T ).
We may also argue as before to obtain that for n > m,
‖∂tun‖Lpq(T ) + ‖∇2yun‖Lpq(T ) + ‖∆
α
2
x un‖Lpq (T ) 6 C1
(
n∑
k=m+1
δk
)
‖f‖Lqp(S,T ).
Hence, {un}n>1 is a Cauchy sequence in
W 1,q
(
[0, T ];Lp
(
Rd2y ;L
p(Rd1x )
)) ∩ Lq([0, T ];W 2,p(Rd2y ;Lp(Rd1x ))) ∩Hα,pq (T ).
As a result, there exists a function u such that
lim
n→∞
(
‖∇2(un − u)‖Lqp(0,T ) + ‖∂t(un − u)‖Lqp(0,T )
)
= 0.
Taking limits for both sides of (3.19), we obtain the existence of a solution. The proof is
finished. 
The higher regularity in x is not obvious as usual since we do not assume that F is
bounded. As a result, we need to make full use of Sobolev embedding theorems.
Theorem 3.3. Let p, q ∈ (1,∞) satisfy (1.4) and β ∈ (0, 1] satisfy (1.5). Assume that
F,G ∈ Hβ,pq (T ). Then, for every f ∈ Hβ,pq (T ), there exists a unique strong solution u to
PIDE (3.1) with estimates (3.13)-(3.14) hold.
Proof. We only show the priori estimate, then one can follow the same procedure as in
the proof of Theorem 3.2. For this purpose, we assume that there exists a function u
satisfying the PIDE (3.1) and (3.13)-(3.14). Then, by Lemma 3.1 we can derive that
‖∂tu‖Hβ,pq (T ) + ‖∆
α
2
x u‖Hβ,pq (T ) + ‖∆
α
4
x∇yu‖Lpq(T ) + ‖∇2yu‖Hβ,pq (T )
6 C
(
‖f‖
H
β,p
q (T )
+ ‖F · ∇xu‖Hβ,pq (T ) + ‖G · ∇yu‖Hβ,pq (T )
)
.
We proceed to show that terms on the right hand of the above inequality are well defined.
Obviously, we have by assumption that
‖f‖
H
β,p
q (T )
<∞.
Thanks to the assumption that p, q satisfy (1.4) and β satisfy (1.5), and by Sobolev
embedding (2.2), we have f ∈ Lqˆpˆ(T ) with pˆ, qˆ satisfying (3.15). As a result, (3.16) is true
and by the definition, we can write
‖F · ∇xu‖Hβ,pq (T ) 6 ‖F‖Lpq(T )‖∇xu‖∞ + ‖F‖Hβ,pq (T )‖∇xu‖∞ + ‖F ·∆
β
2
x∇xu‖Lpq(T ). (3.22)
The first two terms can be controlled easily due to the assumption and (3.16). As for the
third term, we’ll discuss in three different cases.
Case 1: β < d1
p
. On one hand, we have by the Sobolev embedding (2.2) that for every
0 < ε < β,
F ∈ Hβ,pq (T ) ⊆ Hβ−ε,pq (T ) →֒ Lq
(
[0, T ];Lp
(
Rd2y ;L
p∗(Rd1x )
))
12
with p∗ be the Sobolev conjugate index of p given by
p∗ =
d1
d1/p− β + ε.
On the other hand, by (1.4) and (1.5) we can choose ε small enough such that
α− 1 > d1
p
− β + ε.
(2.1), (2.2) and (2.3) imply that
∆
β
2
x∇xu ∈ Hα−1,pq (T ) ∩W 1,q
(
[0, T ];Lp
(
Rd2y ;L
p(Rd1x )
)) ∩ Lq([0, T ];W 2,p(Rd2y ;Lp(Rd1x )))
→֒ H
d
p
−β+ε,p
q (T ) ∩W 1,q
(
[0, T ];Lp
(
Rd2y ;L
p(Rd1x )
)) ∩ Lq([0, T ];W 2,p(Rd2y ;Lp(Rd1x )))
→֒ L∞
(
[0, T ];L∞
(
Rd2y ;L
r(Rd1x )
))
with
r =
d1
d1/p− d1/p+ β − ε =
d1
β − ε.
It is clear that
1
p
=
1
p∗
+
1
r
.
By Ho¨lder’s inequality, it holds
‖F ·∆
β
2
x∇xu‖Lpq(T ) 6 ‖F‖Lq([0,T ];Lp(Rd2y ;Lp∗(Rd1x )))‖∆
β
2
x∇xu‖L∞([0,T ];L∞(Rd2y ;Lr(Rd1x )))
6 ‖F‖
H
β,p
q (T )
‖u‖
H
α+β,p
q (T )
<∞.
Consequently, every terms in the right of (3.22) are finite.
Case 2: β = d1
p
. In this case, we can still use (2.1) to get that for ε > 0 small enough,
F ∈ Hβ,pq (T ) ⊆ Hβ−ε,pq (T ).
Thus, we may argue entirely the same as the above to get the desired results.
Case 3: β > d1
p
. By the Sobolev embedding (2.3), F is in fact Ho¨lder continuity in x
and we have
F ∈ Hβ,pq (T ) →֒ Lq
(
[0, T ];Lp
(
Rd2y ;L
∞(Rd1x )
))
.
Meanwhile, we also have
∆
β
2
x∇xu ∈ Hα−1,pq (T ) ∩W 1,q
(
[0, T ];Lp
(
Rd2y ;L
p(Rd1x )
)) ∩ Lq([0, T ];W 2,p(Rd2y ;Lp(Rd1x )))
→֒ L∞
(
[0, T ];L∞
(
Rd2y ;L
p(Rd1x )
))
.
Hence, it holds that
‖F ·∆
β
2
x∇xu‖Lpq(T ) 6 ‖F‖Lq([0,T ];Lp(Rd2y ;L∞(Rd1x )))‖∆
β
2
x∇xu‖L∞([0,T ];L∞(Rd2y ;Lp(Rd1x )))
6 ‖F‖
H
β,p
q (T )
‖u‖
H
α+β,p
q (T )
<∞.
Combing the above computations, we get that
‖F · ∇xu‖Hβ,pq (T ) 6 ‖F‖Hβ,pq (T )‖u‖Hα+β,pq (T ) <∞.
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Following the same argument, we can show that
‖G · ∇yun‖Hβ,pq (T ) 6 ‖G‖Hβ,pq (T )‖u‖Hα+β,pq (T ) <∞.
The proof can be finished. 
4. Pathwise uniqueness of strong solutions
This section will be divided into three parts: firstly, we prove the Krylov estimate for
the strong solutions of SDE (1.1). Then, we perform the Zvonkin transformation by using
the results in Section 3. Finally, we give the proof of our main results.
4.1. Krylov estimate. The method we use here is the Girsanov transformation. First,
we prove the Krylov estimate Ut.
Lemma 4.1. Let f ∈ Lqp(T ) be a non-negative function with p, q satisfying
d2
2p
+
d1
αp
+
1
q
< 1. (4.1)
Then, there exists a constant C = C(d1, d2, T, p, q) such that
E
(∫ t
0
f(s, Us)ds
)
6 C‖f‖Lpq(T ).
Proof. In fact, by (3.3) and Ho¨lder’s inequality we have
E
(∫ t
0
f(s, Us)ds
)
=
∫ t
0
∫∫
Rd1+d2
f(s, x, y)p(α)(s, x)p(2)(s, y)dxdyds
6
∫ t
0
∫
Rd1
‖f(s, x, ·)‖
Lp(R
d2
y )
p(α)(s, x)dx · ‖p(2)(s, ·)‖
Lp∗(R
d2
y )
ds
6
∫ t
0
‖f(s, ·, ·)‖
Lp(R
d1
x ;Lp(R
d2
y ))
‖p(α)(s, ·)‖
Lp∗(R
d1
x )
· ‖p(2)(s, ·)‖
Lp∗(R
d2
y )
ds
6 ‖f‖Lpq(t)
(∫ t
0
‖p(α)(s, ·)‖q∗
Lp∗(R
d1
x )
· ‖p(2)(s, ·)‖q∗
Lp∗(R
d2
y )
ds
) 1
q∗
,
where p∗, q∗ are the conjugate index of p and q, respectively. Hence, the assumption (4.1)
and (3.8) imply that ∫ t
0
s−(
d1
αp
+
d2
2p
)q∗ds =
∫ t
0
s−(
d1
αp
+
d2
2p
) q
q−1ds <∞.
The proof is finished. 
As a direct consequence of Lemma 2.4, we have the following result.
Lemma 4.2. For every T > 0 and non-negative function f ∈ Lqp(T ) with p, q satisfying
(4.1), we have
sup
z∈Rd1+d2
Ez exp
{∫ T
0
f(s, Us)ds
}
6 C <∞, (4.2)
where C > 0 is a constant depending on p, q, d1, d2, T and ‖f‖Lqp(T ).
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Proof. By the assumption, we can always chose a r > 1 such that
d2r
2p
+
d1r
αp
+
r
q
< 1.
Meanwhile, by Young’s inequality, for any ε > 0, there exists a Cε such that
f 6 ε|f |r + Cε.
In view of (4.1), we can choose ε small enough such that
E
(∫ t
0
εf r(s, Us)ds
)
6 εC‖f r‖Lqp(T ) < 1. (4.3)
Thus, we can deduce by Lemma 2.4 that
E exp
{∫ T
0
f(s, Us)ds
}
6 eCεT · E exp
{∫ T
0
εf r(s, Us)ds
}
<∞.
The proof is finished. 
Now, using the Girsanov theorem, we show the Krylov estimate for (Xt, Yt). For this
purpose, Notice that
Ut = QLt +RWt.
We prove the following important result.
Lemma 4.3. Suppose that F,G ∈ Lqp(T ) with p, q satisfying (1.4). Then, for each z ∈
Rd1+d2 there exists a weak solution Zt to SDE (1.2). Moreover, for every non-negative
function f ∈ Lqp(T ) with p, q satisfying (1.4),
sup
z∈Rd1+d2
E
(∫ T
0
f(s, Zs)ds
)
6 C1‖f‖Lpq(T ), (4.4)
where C1 is a constant depending on p, q, d1, d2, T and ‖F‖Lqp(T ), ‖G‖Lqp(T ). In particular,
we have
sup
z∈Rd1+d2
E exp
{∫ T
0
f(s, Zs)ds
}
6 C2 <∞, (4.5)
where C2 is a constant depending on p, q, d1, d2, T , ‖F‖Lqp(T ), ‖G‖Lqp(T ) and ‖f‖Lqp(T ).
Proof. We argue similarly as in the proof of Theorem 15 in [6]. Let (Ω,F ,P) be the
probability space on which Brownian motion Wt and Le´vy process Lt are defined. Define
the process
Ht := RWt −
∫ t
0
RF (s, Us)ds−
∫ t
0
QG(s, Us)ds
and set
ϕt := exp
{∫ t
0
〈F (s, Us) +G(s, Us), dWs〉 − 1
2
∫ t
0
|B(s, Us)|2ds
}
.
The assumption (1.4) yields that
|B|2 ∈ Lq′p′(T ) with q′ = q/2, p = p/2.
One can check that
d
2p′
+
d
αp′
+
1
q′
< 2− 2
α
< 1.
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Thus, using (4.2) for f = |B|2, the Novikov condition ensures that the process ϕT is a
martingale. Set the new probability measure by
dQ
dP
= ϕT .
Then, by the Girsanov theorem, we know that Ht is a Brownian motion under the new
measure Q with matrix given by (
0 0
0 Id
)
.
That is, Ht has the same distribution under Q as RWt under P. As a result, we have
dUt = RdWt +QdLt = dHt +QdLt +RF (t, Ut)dt+QG(t, Ut)dt
= B(t, Ut)dt +QdLt + dHt,
which means that Ut is a solution under the probability measure Q.
Next, we proceed to prove the estimate (4.4). We have by Ho¨lder’s inequality that, for
some r > 1 and 1/r + 1/r′ = 1,
EP
(∫ T
0
f(s, Zs)ds
)
= EQ
(∫ T
0
f(s, Us)ds
)
6
[
EP
∫ T
0
f r(s, Us)ds
]1/r[
EP
(
ϕr
′
T
)]1/r′
The same argument as in (4.3), we can choose r > 1 small enough such that
EP
(∫ T
0
f r(s, Us)ds
)
<∞.
Then, we can write
ϕr
′
t = exp
{∫ t
0
r′〈F (s, Us) +G(s, Us), dWs〉 − 1
2
∫ t
0
|r′B(s, Us)|2ds
+
r′(r′ − 1)
2
∫ t
0
|B(s, Us)|2ds
}
.
Novikov condition and (4.2) ensures that ϕr
′
T has finite expectation, which in turn implies
that (4.4) is true. As for (4.5), it follows by the same way as in the proof of (4.2). 
4.2. Zvonkin transformation. Now, let us fix T > 0 small enough, and consider the
following PIDE in [0, T ]× Rd1+d2 :{
∂tu1 = L0u1 + F · ∇xu1 +G · ∇yu1 + F,
∂tu2 = L0u2 + F · ∇xu2 +G · ∇yu2 +G. (4.6)
According to Theorem 3.3, there exist two functions u1, u2 which satisfy (4.6) and (3.13)
holds. If we set
U(t, z) =
(
u1(T − t, z)
u2(T − t, z)
)
,
then the PIDE (4.6) can be written as
∂tU + L0U +∇U ·B +B = 0, (4.7)
where
∇U =
( ∇u1
∇u2
)
=
( ∇xu1 ∇yu1
∇xu2 ∇yu2
)
.
Let us define
Φt(z) := z + U(t, z). (4.8)
16
Choosing T small enough, (3.16) and (3.14) imply
1
2
|z1 − z2| 6
∣∣Φt(z1)− Φt(z2)∣∣ 6 3
2
|z1 − z2|,
which implies that the map z → Φt(z) forms a C1-diffeomorphism and
1
2
6 ‖∇Φ‖∞, ‖∇Φ−1‖∞ 6 2, (4.9)
where Φ−1t (·) is the inverse function of Φt(·). We prove the following Zvonkin’s transfor-
mation.
Lemma 4.4. Let Φt(z) be defined as the above and (Xt, Yt) solve SDE (1.1). Then,
Zˆt := Φt(Xt, Yt) satisfies the following SDE:
Zˆt = Φ0(z) +
∫ t
0
∇yΦs
(
Φ−1s (Zˆs)
)
dWs +
∫ t
0
B˜
(
s,Φ−1s (Zˆs)
)
ds
+
∫ t
0
∫
|v|61
[
Φs
(
Φ−1s (Zˆs) +Qv
)− Zˆs]N˜(dv, ds)
+
∫ t
0
∫
|v|>1
[
Φs
(
Φ−1s (Zˆs) +Qv
)− Zˆs]N(dv, ds).
where
B˜(s, z) := −
∫
|v|>1
[
U
(
s,Φ−1s (z) +Qv
)− U(s,Φ−1s (z))]ν(dv).
Proof. Let ρ be a non-negative smooth function on Rd1+d2+1 with support in {x ∈
Rd1+d2+1 : |x| 6 1} and ∫
Rd1+d2+1
ρ(t, y)dtdy = 1. Set ρn(t, y) := n
d+1ρ(nt, ny), and
extend U(t) to R by setting U(t, ·) = 0 for t > T and U(t, ·) = U(0, ·) for t 6 0. Define
Un(t, z) :=
∫
Rd1+d2+1
U(s, y)ρn(t− s, z − y)dsdy,
and set
Bn(t, z) := −∂tUn(t, z)−L0Un(t, z)−∇Un(t, z) · B(t, z). (4.10)
Thus, by (3.13), (4.7) and the properties of convolution we get
‖Bn − B‖Lpq(T ) 6 ‖∂t(Un − U)‖Lpq (T ) + ‖∇2y(Un − U)‖Lpq (T ) + ‖∆
α
2
x (Un − U)‖Lpq (T )
+ ‖∇(Un − U)‖∞‖B‖Lpq(T ) → 0, as n→∞.
By Ito’s formula, we have
Un(t, Zt) =Un(0, z) +
∫ t
0
(
∂sUn + L0Un +∇Un · B
)
(s, Zs)ds+
∫ t
0
∇yUn(s, Zs)dWs
−
∫ t
0
∫
|v|>1
[
Un
(
s,Xs + v, Ys
)− Un(s,Xs, Ys)]ν(dv)ds
+
∫ t
0
∫
|v|>1
[
Un
(
s,Xs− + v, Ys
)− Un(s,Xs−, Ys)]N(dv, ds)
+
∫ t
0
∫
|v|61
[
Un
(
s,Xs− + v, Ys
)− Un(s,Xs−, Ys)]N˜(dv, ds).
Set
Φnt (z) := z + Un(t, z).
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Adding the above equation with SDE (1.1), by (4.10) and noticing that
Φnt (z +Qv)− Φnt (z) = Un(t, z +Qv)− Un(t, z) +Qv,
we obtain
Zˆnt := Φ
n
t (Zt) = Φ
n
0 (z) +
∫ t
0
(
B(s, Zs)− Bn(s, Zs)
)
ds +
∫ t
0
∇yΦns (Zˆs)dWs
−
∫ t
0
∫
|v|>1
[
Un
(
s, Zs +Qv
)− Un(s, Zs)]ν(dv)ds
+
∫ t
0
∫
|v|>1
[
Φnt
(
Zs− +Qv
)− Φnt (Zs−)]N(dv, ds)
+
∫ t
0
∫
|v|61
[
Φnt
(
Zs− +Qv
)− Φnt (Zs−)]N˜(dv, ds)
=: Φn(z) +Q1 +Q2 +Q3 +Q4.
Now we are going to take limit for the above equality. First of all, it is easy to see that
lim
n→∞
Zˆnt = Φt(Zt) = Zˆt.
By the dominated convergence theorem, we also have
Q2 +Q3 →−
∫ t
0
∫
|v|>1
[
U
(
s, Zs +Qv
)− U(s, Zs)]ν(dv)ds
+
∫ t
0
∫
|v|>1
[
Φt
(
Zs− +Qv
)− Φt(Zs−)]N(dv, ds).
As for Q4, (4.9) and the dominated convergence theorem imply that
E
∣∣∣∣ ∫ t
0
∫
|v|61
[
Φns (Zs−+Qv)−Φns (Zs−)−Φ(Zs−+Qv)+Φs(Zs−)
]
N˜(dv, ds)
∣∣∣∣2
= E
∫ t
0
∫
|v|61
∣∣∣Φns (Zs +Qv)− Φns (Zs)− Φs(Zs +Qv) + Φs(Zs)∣∣∣2ν(dv)ds
→ 0, as n→∞.
Finally, Krylov’s estimate (4.4) yields that
E
(∫ t
0
(
Bn(s, Zs)− B(s, Zs)
)
ds
)
6 C‖Bn − B‖Lpq(T ) → 0, as n→∞,
which in turn as in Q4 implies that
Q1 →
∫ t
0
∇yΦs(Zs)dWs, as n→∞.
Combing the above calculations, and noticing that Zs = Φ
−1
s (Zˆs), we get the desired
result. 
4.3. Proof of main results. Now we are in a position to give:
Proof of Theorem 1.1. By Lemma 4.3 and the classical Yamada-Watanabe principle [22],
it is sufficient to show the pathwise uniqueness for solutions of (1.1). Put
τ := inf
{
t > 0 : |Lt − Lt−| > 1
}
.
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Consider two solutions Z1t and Z
2
t of SDE (1.1) both starting at z ∈ Rd1+d2 . Then, by the
interlacing property and the same argument as [24], we only need to show that
Z1t∧τ = Z
2
t∧τ , a.s..
Since uniqueness is a local concept, it is sufficient to focus on small t ∈ [0, T ]. Let Φt(·)
given by (4.8) and define
Zˆ1t := Φt(Z
1
t ), Zˆ
2
t := Φt(Z
2
t ).
According to Lemma 4.4, we have that Zˆ1t − Zˆ2t satisfies the following SDE:
Zˆ1t∧τ − Zˆ2t∧τ=
∫ t∧τ
0
[
∇yΦs
(
Φ−1s (Zˆ
1
s )
)−∇yΦs(Φ−1s (Zˆ2s ))]dWs
+
∫ t∧τ
0
[
B˜(s, Zˆ1s )− B˜(s, Zˆ2s )
]
ds
+
∫ t∧τ
0
∫
|v|61
[
Φs
(
Φ−1s (Zˆ
1
s )+Qv
)−Zˆ1s−Φs(Φ−1s (Zˆ2s )+Qv)+Zˆ2s]N˜(dv, ds).
To shorten the notation, we denote by
α(s) :=
∣∣∣∇yΦs(Φ−1s (Zˆ1s ))−∇yΦs(Φ−1s (Zˆ2s ))∣∣∣2 + 2〈Zˆ1s − Zˆ2s , B˜(s, Zˆ1s )− B˜(s, Zˆ2s )〉 ,
β(s) := 2
〈
Zˆ1s − Zˆ2s ,∇yΦs
(
Φ−1s (Zˆ
1
s )
)−∇yΦs(Φ−1s (Zˆ2s )〉 ,
ξ(s, v) :=
∣∣∣Φs(Zˆ1s +Qv)− Φs(Zˆ1s )− Φs(Zˆ2s +Qv) + Φs(Zˆ2s )∣∣∣2 ,
η(s, v) :=
∣∣∣Zˆ1s − Zˆ2s+Φs(Φ−1s (Zˆ1s )+Qv)−Zˆ1s−Φs(Φ−1s (Zˆ2s )+Qv)+Zˆ2s ∣∣∣2−∣∣Zˆ1s−Zˆ2s ∣∣2.
Now, Itoˆ’s formula gives the following for any stopping time ς,
|Zˆ1t∧τ∧ς − Zˆ2t∧τ∧ς |2 =
∫ t∧τ∧ς
0
α(s)ds+
∫ t∧τ∧ς
0
∫
|v|61
ξ(s, v)ν(dv)ds
+
∫ t∧τ∧ς
0
β(s)dWs +
∫ t∧τ∧ς
0
∫
|v|61
η(s, v)N˜(dv, ds)
=Mt∧τ∧ς +
∫ t∧τ∧ς
0
|Zˆ1s − Zˆ2s |2dAs, (4.11)
where Mt is defined by
Mt :=
∫ t
0
β(s)dWs +
∫ t
0
∫
|v|61
η(s, v)N˜(dv, ds),
and At is a continuous increasing process given by
At :=
∫ t
0
α(s)
|Zˆ1s − Zˆ2s |2
ds +
∫ t
0
∫
|v|61
ξ(s, v)
|Zˆ1s − Zˆ2s |2
ν(dv)ds =: A1(t) + A2(t).
It can be easily checked that Mt is a martingale. Moreover, by (4.9), (3.13) and (2.5)
we have that there is a constant Cd > 0 such that
α(s) 6 Cd|Zˆ1s − Zˆ2s |2
(
1 +M|∇2yU |(s, Z1s ) +M|∇2yU |(s, Z2s )
)
,
where U satisfies (4.7). Thus, we can deduce by (4.4) and (2.4) that
EA1(t) 6 C + C‖∇2yU‖Lpq (T ) <∞.
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As for the term A2(t), let us denote by
JvΦs(z) := Φs(z +Qv)− Φs(z).
Then, (3.13) yields that
EA2(t) 6 C
∫
|v|61
E
∫ t
0
(
M|∇JvΦs|(Z1s ) +M|∇JvΦs|(Z2s )
)2
dsν(dv)
6 C
∫
|v|61
‖(M|∇JvU |)2‖Lp/2
q/2
(T )
ν(dv)
6 C
∫
|v|61
‖∇JvU‖2Lpq (T )ν(dv).
Our assumption β > 1− α
2
yields that
2(α/2 + β) > 2(α + β − 1) > α.
Consequently, it follows from [24, Lemma 2.3] that
EA2(t) 6 C
(
‖U‖2
H
α+β,p
q
+ ‖∇yU‖2
H
α/2+β,p
q
)∫
|v|61
|v|2(α+β−1)ν(dv) <∞.
Therefore, t 7→ A(t) is a continuous strictly increasing process. Combing (4.11), we get
the desired result. 
With a little more efforts and as in [23], we can give:
Proof of Corollary 1.2. For each n ∈ N, let χdn(x) ∈ [0, 1] be a nonnegative smooth func-
tion on Rd with χdn(x) = 1 for x ∈ Bn := {x ∈ Rd : |x| 6 n} and χdn(x) = 0 for x /∈ Bn+1.
Put
Fn(t, x, y) := χ
d1
n (x)χ
d2
n (y)F (t, x, y), Gn(t, x, y) := χ
d1
n (x)χ
d2
n (y)G(t, x, y).
By Theorem 1.1, for each n ∈ N, there exists a unique global strong solution (Xnt , Y nt ) to
SDE (1.1) with coefficients Fn, Gn. For n > k, define
ζn,k := inf{t > 0 : |Xnt |+ |Y nt | > k} ∧ n.
The uniqueness of the strong solution implies that
P
(
(Xnt , Y
n
t ) = (X
k
t , Y
k
t ), ∀t ∈ [0, ζn,k)
)
= 1,
which yields that for n > k,
ζk,k 6 ζn,k 6 ζn,n, a.s..
Put ζk := ζk,k. We then have that {ζk}k≥1 is an increasing sequence of (Ft)-stopping
times. And the following holds, for n > k,
P
(
(Xnt , Y
n
t ) = (X
k
t , Y
k
t ), ∀t ∈ [0, ζk)
)
= 1.
Now, for each k ∈ N, we can define Xt := Xkt and Yt := Y kt for t < ζk and ζ :=
limk→∞ ζk. It is easy to see that (Xt, Yt) is the unique strong solution to SDE (1.1) up to
the explosion time ζ . 
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