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1. Introduction
A sign pattern matrix (or sign pattern) is a matrix each of whose entries is 1, −1 or 0. In the
computation of the power of a square sign pattern, an ambiguous sign may arise when we add a
positive sign to a negative sign. So a new symbol “#” has been introduced to denote the ambiguous sign
in [4]. The set Γ = {0, 1,−1,#} is called the generalized sign set and the addition and multiplication
involving the symbol # are deﬁned as follows (the addition andmultiplication which do not involve #
are obvious):

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(−1) + 1 = 1 + (−1) = #; a + # = # + a = # (for all a ∈ Γ );
0 · # = # · 0 = 0; b · # = # · b = # (for all b ∈ Γ \{0}).
The following deﬁnition is from [4].
Deﬁnition 1.1. A square sign pattern A is called powerful if each power of A contains no # entry.
The powers (especially the sign patterns of the powers) of a square sign pattern A are discussed in
[3,6,8].
Deﬁnition 1.2. Let A be a square sign pattern of order n and A, A2, A3, . . . be the sequence of powers of
A. (Since there are only 4n
2
different generalized sign patterns of order n, there must be repetitions in
the sequence.) Suppose Al is the ﬁrst power that is repeated in the sequence. Namely, suppose l is the
least positive integer such that
Al = Al+p (1.1)
holds for some positive integer p. Then l is called the generalized base (or simply base) of A, and is
denoted by l(A). The least positive integer p such that (1.1) holds for l = l(A) is called the generalized
period (or simply period) of A, and is denoted by p(A).
It iswell known that graph theoreticalmethods are often useful in the study of the powers of square
matrices, so we now introduce some graph theoretical concepts.
Let D be a digraph (permits loops but no multiple arcs). A signed digraph S is a digraph where each
arc of S is assigned a sign 1 or −1.
A walk W in a digraph is a sequence of arcs: e1, e2, . . . , ek such that the terminal vertex of ei is the
same as the initial vertex of ei+1 for i = 1, . . . , k − 1. The number k of arcs is called the length of the
walkW, denoted by l(W). The sign of the walkW (in a signed digraph), denoted by sgn(W) or sgnW ,
is deﬁned to be
∏k
i=1 sgn(ei), where sgn(ei) is the sign of the arc ei.
Let A = (aij) be a square sign pattern of order n. The associated digraph D(A) of A (possibly with
loops) is deﬁned to be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, j)|aij /= 0}.
The associated signed digraph S(A) of A is obtained from D(A) by assigning the sign of aij to each arc
(i, j) in D(A).
Deﬁnition 1.3. Let S be a signed digraph of order n. Then there is a sign pattern matrix A of order n
whose associated signed digraph S(A) is S. We say that S is powerful if A is powerful. Also we deﬁne
l(S) = l(A) and p(S) = p(A).
For a sign pattern matrix A, we use |A| to denoted the (0, 1)-matrix obtained from A by replacing
each nonzero entry by 1. Clearly |A| completely determines the zero pattern of A.
Deﬁnition 1.4. A nonnegative square matrix A is primitive if some power Ak > 0 (Ak is entrywise
positive). The least such k is called the primitive exponent of A, denoted by exp(A). A square sign
pattern matrix A is called primitive if |A| is primitive, and in this case we deﬁne exp(A) = exp(|A|).
Deﬁnition 1.5. A digraph D is called a primitive digraph, if there is a positive integer k such that for
each vertex x and vertex y (not necessarily distinct) in D, there exists a walk of length k from x to y.
The least such k is called the primitive exponent of D, denoted by exp(D).
A is primitive if and only if D(A) is primitive, and in this case exp(A) = exp(D(A)). As we know, a
digraphD is primitive if and only ifD is strongly connected (or simply strong) and the greatest common
divisor (simply g.c.d.) of the lengths of all the cycles of D is 1.
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Fig. 1. The graph G1.
A square sign pattern matrix A is called zero-pattern-symmetric (abbreviated zero-symmetric, or
simply ZS) if |A| is symmetric. IfmatrixA is zero-symmetric, thenD(A) canbe regarded as anundirected
graph (possibly with loops). In the rest of the paper we use an undirected graph (possibly with loops)
as the associated digraph of a zero-symmetric sign pattern matrix.
Set Ωn = {A|A is a primitive zero − symmetric sign pattern matrix of order n}. The primitive ex-
ponent set En = {exp(A)|A ∈ Ωn} was discussed in [7].
Theorem 1.6 ([7]). Let A be a primitive symmetric (0, 1)-matrix of order n. Then exp(A) 2n − 2 and En,
the primitive exponent set of n × n primitive symmetric (0, 1)-matrices, is {1, 2, . . . , 2n − 2}\D where D
is the set of odd numbers in {n, n + 1, . . . , 2n − 2}.
The primitive symmetric (0, 1)-matrix with the upper bound was also characterized in [7]. In this
paper, let G1 be the primitive digraph of order n as given in Fig. 1.
Theorem 1.7 ([7]). Let A be a primitive symmetric (0, 1)-matrix of order n. Then exp(A) 2n − 2 and the
equality holds if and only if D(A) is isomorphic to G1.
The upper bound of the base set of Ωn has been obtained in [2].
Theorem 1.8. Let A be a primitive ZS sign pattern of order n. Then l(A) 2n.
Anatural question iswhat ZS signpatterns attain this upperbound.As amain result,we characterize
the extremal sign patterns.
Theorem 1.9. Let A be a primitive ZS sign pattern of order n. Then l(A) 2n and the equality holds if and
only if A is non-powerful and the associated digraph D(A) is isomorphic to G1.
This paper is organized as follows: In Section 2, we give some deﬁnitions and properties which are
useful in the proofs of our main results. Theorem 1.9 is proved in Section 3.
2. Some preliminaries
In this section, we introduce some deﬁnitions, notation and properties which we need to use in the
presentations and proofs of our main results in this paper. Other deﬁnitions and notation not in this
article can be found in [1].
Deﬁnition 2.1. A pair of walks W1 and W2 in a signed digraph is called a pair of SSSD walks, if they
have the same initial vertex, same terminal vertex and same length, but they have different signs.
It is easy to see from the above relation between matrices and signed digraphs that a sign pat-
tern matrix A is powerful if and only if the associated signed digraph S(A) contains no pair of SSSD
walks.
In [8], You et al. obtained an important characterization for primitive non-powerful sign pattern
matrices. The following theorem is the graph theoretical version of this characterization.
Theorem 2.2 ([8]). If S is a primitive signed digraph, then S is non-powerful if and only if S contains a pair
of cycles C′ and C ′′ (say, with lengths p1 and p2, respectively) satisfying one of the following conditions:
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(A1) p1 is odd and p2 is even and sgn C
′′ = −1;
(A2) Both p1 and p2 are odd and sgn C
′ = −sgn C′′.
Apair of cycles C′ and C′′ satisfying (A1) or (A2) is a “distinguished cycle pair". It is easy to see that for
a distinguished cycle pairC′ andC′′,with lengths ofp1 andp2, respectively, the closedwalksW1 = p2C′
(walk around C′p2 times) andW2 = p1C′′ have the same length p1p2 and the different signs:
(sgn C′)p2 = −(sgn C ′′)p1 . (2.1)
The following result can be used to determine the base.
Theorem 2.3 ([8]). Let A be a primitive non-powerful sign pattern matrix. Then we have:
(1) There is an integer k such that there exists a pair of SSSD walks of length k from each vertex x to
each vertex y in S(A).
(2) If there exists a pair of SSSD walks of length k from each vertex x to each vertex y, then there also
exists a pair of SSSD walks of length k + 1 from each vertex x to each vertex y in S(A).
(3) The minimal such k (as in (1)) is just l(A) – the base of A.
A matrix with all entries equal to 1 is denoted by J. A matrix with all entries equal to # is denoted
by #J. Then l(A) = min{k|Ak = #J} if A is a primitive non-powerful sign pattern.
For a primitive non-powerful sign pattern A, the local ambiguous set of A from i to j, denoted by
SA(i, j), is the set {k|(Ak)ij = #}. Then for a primitive non-powerful sign pattern A, we have
l(A) = min{k|k ∈ SA(i, j) for all i = 1, 2, . . . , n and j = 1, 2, . . . , n}. (2.2)
Proposition 2.4. Suppose A is a primitive non-powerful sign pattern and CW1, CW2 are two closed walks
in S(A)with the property that l(CW1) = l(CW2) and sgn(CW1) = −sgn(CW2). If W is a walk from vertex
i to vertex j and meets CW1 and CW2, then l(W) + l(CW1) ∈ SA(i, j).
Proof. TakeW1 = W + CW1 andW2 = W + CW2. Then the pairW1,W2 is a pair of SSSD walks from
i to j of length l(W) + l(CW1). Set k = l(W) + l(CW1). Then (Ak)ij = #. Hence k ∈ SA(i, j). 
Proposition 2.5. Suppose A ∈ Ωn and A is non-powerful. Let CW1, CW2 be two closed walks in S(A) and
l(CW1) = l(CW2), sgn(CW1) = −sgn(CW2). Suppose i and j are two vertices of D(A) (not necessarily
distinct). If there exists a walk W(i, j) from i to j with the following properties:
(1) W(i, j) meets CW1 and CW2,
(2) l(W(i, j)) + l(CW1) is odd, and
(3) l(W(i, j)) + l(CW1) 2n, then 2n − 1 ∈ SA(i, j).
Proof. Set k = l(W(i, j)) + l(CW1). From (2) and (3), we have k 2n − 1. Take W1 = W(i, j) + CW1
andW2 = W(i, j) + CW2. Then the pairW1, W2 is a pair of SSSDwalks from i to j of length k. Note that
k is odd and there exists one 2-cycle which contains vertex i. Then there exists a pair of SSSD walks
from i to j of length 2n − 1. Therefore (A2n−1)ij = #. Then 2n − 1 ∈ SA(i, j). 
Corollary 2.6. Suppose A ∈ Ωn and A is non-powerful. Let CW1, CW2 be two closed walks in S(A) and
l(CW1) = l(CW2), sgn(CW1) = −sgn(CW2). For each vertex i and each vertex j, there exists awalkW(i, j)
from i to j with the following properties:
(1) W(i, j) meets CW1 and CW2,
(2) l(W(i, j)) + l(CW1) is odd, and
(3) l(W(i, j)) + l(CW1) 2n. Then l(A) 2n − 1.
Proof. It is immediate from the above result and (2.2). 
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3. Main results
The graphs which we consider in this section are undirected graphs. We actually have both di-
rections on each edge of the graph. A path is a non-empty graph P = (V, E) with vertex set V =
{v1, v2, . . . , vk} and edge set E = {v1v2, v2v3, . . . , vk−1vk}. The number of edges of P is its length. P is
also denoted by v1v2 · · · vk .
For an undirected walkW of graph G and two vertices x, y onW, let QW (x → y) be a shortest path
from x to y on W. Let Q(x → y) be a shortest path from x to y on G. For a cycle C, if x and y are two
(not necessarily distinct) vertices on C and P is a path from x to y along C, then C\P denotes the path
or cycle from x to y along C obtained by deleting the edges of P.
The graph G1 in Fig. 1 appeared in [2,5]. The following result is quoted from [2].
Lemma 3.1 ([2, Corollary 3.2]). Suppose A ∈ Ωn and D(A) is isomorphic to G1. If A is non-powerful, then
l(A) = 2n.
For a cycle C in S(A), if sgn C = 1 (or −1), then we call C a positive (or negative) cycle.
Lemma 3.2. Suppose A ∈ Ωn and D(A) is isomorphic to G1. If there exists at least one negative 2-cycle in
S(A), then l(A) = 2n.
Proof. From Theorem 2.2 we see A is non-powerful. Then l(A) = 2n by Lemma 3.1. 
In order to prove Theorem 1.9, we give some lemmas.
Lemma 3.3. Let A ∈ Ωn. Suppose C and C′ are two cycles in D(A) where l(C) is odd and l(C) 3. Then
for each vertex x and each vertex y in D(A), there exists a walk W from x to y with the following properties:
(1) Wmeets C and C′,
(2) l(W) + l(C′) is odd, and
(3) l(W) + l(C′) 2n.
Proof. Let l = l(C) and l′ = l(C′). We consider the following two cases.
Case 1: C and C′ have no common vertices.
Let P be the shortest path from C to C′. Assume P intersects C at v and P intersects C′ at v′. Suppose
there are k vertices on P. Then k 2. Suppose P1 is the shortest path from x to C ∪ P ∪ C′ and P1
intersects C ∪ P ∪ C′ at x′ where 0 l(P1) n − k − l − l′ + 2. Suppose P2 is the shortest path from
y to C ∪ P ∪ C′ and P2 intersects C ∪ P ∪ C′ at y′ where 0 l(P2) n − k − l − l′ + 2.
Without loss of generality we only need to consider the following six subcases.
Subcase 1.1: x′ ∈ C, y′ ∈ C. See Fig. 2.
Choose a shortest path from x′ to y′ on C, and denoted it by QC(x′ → y′). Since C is odd, l(QC(x′ →
y′)) and l(C\QC(x′ → y′)) have different parity. Then l(P1) + l(QC(x′ → y′)) + l(P2) + l(C′) or
l(P1) + l(C\QC(x′ → y′)) + l(P2) + l(C′) is odd. Without loss of generality we may assume that
l(P1) + l(QC(x′ → y′)) + l(P2) + l(C′) is odd. Set R = QC(x′ → y′).
If v ∈ R, then set W = P1 + R + 2P + P2. If v /∈ R and l(QC\R(x′ → v)) l(QC\R(y′ → v)), then
setW = P1 + QC\R(x′ → v) + 2P + QC\R(v → x′) + R + P2. If v /∈ R and l(QC\R(x′ → v)) > l(QC\R
Fig. 2. Case 1.1 in Lemma 3.3.
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Fig. 3. Case 1.2 in Lemma 3.3.
Fig. 4. Case 1.3 in Lemma 3.3.
(y′ → v)), then set W = P1 + R + QC(y′ → v) + 2P + QC(v → y′) + P2. Therefore l(W) + l(C′) is
odd by the fact that l(P1) + l(R) + l(P2) + l(C′) is odd.
Moreover
l(W) + l(C′)  (n − k − l − l′ + 2) + l + 2(k − 1) + (n − k − l − l′ + 2) + l′
= 2n − l − l′ + 2 2n.
Subcase 1.2: x′ ∈ C, y′ ∈ P. See Fig. 3.
Since C is odd, l(QC(x
′ → v)) and l(C\QC(x′ → v)) have different parity.
Set w = l(P1) + l(QC(x′ → v)) + l(P) + l(QP(v′ → y′)) + l(P2) + l(C′) and
W =
{
P1 + QC(x′ → v) + P + QP(v′ → y′) + P2 if w is odd;
P1 + C\QC(x′ → v) + P + QP(v′ → y′) + P2 otherwise.
Therefore l(W) + l(C′) is odd and
l(W) + l(C′)  (n − k − l − l′ + 2) + l + 2(k − 1) + (n − k − l − l′ + 2) + l′
= 2n − l − l′ + 2 2n.
Subcase 1.3: x′ ∈ C, y′ ∈ C′. See Fig. 4.
Set w = l(P1) + l(QC(x′ → v)) + l(P) + l(QC′(v′ → y′)) + l(P2) + l(C′) and
W =
{
P1 + QC(x′ → v) + P + QC′(v′ → y′) + P2 if w is odd;
P1 + C\QC(x′ → v) + P + QC′(v′ → y′) + P2 otherwise.
Therefore l(W) + l(C′) is odd. Since l(QC′(v′ → y′)) l′ − 1,
l(W) + l(C′)  (n − k − l − l′ + 2) + l + (k − 1) + (l′ − 1) + (n − k − l − l′ + 2) + l′
= 2n − k − l + 2 2n.
Subcase 1.4: x′ ∈ P, y′ ∈ P. See Fig. 5.
Set
W1 =
{
P1 + QP(x′ → v) + P + QP(v′ → y′) + P2 if l(QP(x′ → v)) l(QP(y′ → v));
P1 + QP(x′ → v′) + P + QP(v → y′) + P2 otherwise.
Let w = l(W1) + l(C′) and set
W =
{
W1 if w is odd;
W1 + C otherwise.
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Fig. 5. Case 1.4 in Lemma 3.3.
Fig. 6. Case 1.5 in Lemma 3.3.
Therefore l(W) + l(C′) is odd and
l(W) + l(C′)  (n − k − l − l′ + 2) + 2(k − 1) + (n − k − l − l′ + 2) + l + l′
= 2n − l − l′ + 2 2n.
Subcase 1.5: x′ ∈ P, y′ ∈ C′. See Fig. 6.
Set w = l(P1) + l(QP(x′ → v)) + l(P) + l(QC′(v′ → y′)) + l(P2) + l(C′) and
W =
{
P1 + QP(x′ → v) + P + QC′(v′ → y′) + P2 if w is odd;
P1 + QP(x′ → v) + C + P + QC′(v′ → y′) + P2 otherwise.
Therefore l(W) + l(C′) is odd. Since l(QC′(v′ → y′)) l′ − 1,
l(W) + l(C′)  (n − k − l − l′ + 2) + 2(k − 1) + l + (l′ − 1) + (n − k − l − l′ + 2) + l′
= 2n − l + 1 2n.
Subcase 1.6: x′ ∈ C′, y′ ∈ C′. See Fig. 7.
Set w = l(P1) + l(QC′(x′ → v′)) + l(QC′(v′ → y′)) + l(P2) + l(C′) and
W =
{
P1 + QC′(x′ → v′) + 2P + QC′(v′ → y′) + P2 if w is odd;
P1 + QC′(x′ → v′) + C + 2P + QC′(v′ → y′) + P2 otherwise.
Then l(W) + l(C′) is odd. Since l(QC′(x′ → v′)) l′/2 and l(QC′(v′ → y′)) l′/2,
l(W) + l(C′)  (n − k − l − l′ + 2) + l
′
2
+ l + 2(k − 1) + l
′
2
+ (n − k − l − l′ + 2) + l′
= 2n − l + 2.
Then l(W) + l(C′) 2n by the fact that l 3.
Case 2:C andC′ have exact k commonvertices,where k 1. ThenC ∪ C′ contains l + l′ − k vertices.
Suppose P1 is the shortest path from x to C ∪ C′ and P1 intersects C ∪ C′ at x′ where 0 l(P1) n −
l − l′ + k. Suppose P2 is the shortest path from y to C ∪ C′ and P2 intersects C ∪ C′ at y′ where
0 l(P2) n − l − l′ + k.
Subcase 2.1: x′ ∈ C and y′ ∈ C. See Fig. 8.
Choose a shortest path from x′ to y′ on C, and denoted it by QC(x′ → y′). Since C is odd, l(QC(x′ →
y′)) and l(C\QC(x′ → y′)) have different parity. Then l(P1) + l(QC(x′ → y′)) + l(P2) + l(C′) or l(P1)+ l(C\QC(x′ → y′)) + l(P2) + l(C′) is odd. Without loss of generality we may assume that l(P1) +
l(QC(x
′ → y′)) + l(P2) + l(C′) is odd. Set R = QC(x′ → y′)).
If R contains a vertex of C′, then setW = P1 + R + P2.
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Fig. 7. Case 1.6 in Lemma 3.3.
Fig. 8. Case 2.1 in Lemma 3.3.
If R contains no vertex of C′, then C\R contains k vertices of C′. Let the vertices on C\R be v1, v2, …,
vm in sequence, where v1 = x′ and vm = y′. Let p = min{i|vi is on both C and C′} and q = max{i|vi
is onbothC and C′}. Then 1 < p q < m.
If p − 1m − q, then setW = P1 + v1v2 · · · vp−1vp + vpvp−1 · · · v2v1 + R + P2. If p − 1 > m −
q, then setW = P1 + R + vmvm−1 · · · vq+1vq + vqvq+1 · · · vm−1vm + P2.
Then l(W) + l(C′) is odd by the fact that l(P1) + l(R) + l(P2) + l(C′) is odd, and
l(W) + l(C′)  (n + k − l − l′) + l + (n + k − l − l′) + l′
= 2n − l − l′ + 2k = 2n − (l − k) − (l′ − k) 2n.
Subcase 2.2: Only one of x′, y′ belongs to C. See Fig. 9.
Wemay assume that x′ ∈ C and y′ /∈ C. Suppose v1v2 · · · vm is a path from x′ to y′ on C ∪ C′, where
x′ = v1 and y′ = vm. Let q = max{i|vi is on both C and C′}. Then 1 q < m.
Set R = QC(x′ → vq) and w = l(P1) + l(R) + l(vqvq+1 · · · vm) + l(P2) + l(C′) and
W =
{
P1 + R + vqvq+1 · · · vm + P2 if w is odd;
P1 + C\R + vqvq+1 · · · vm + P2 otherwise.
Then l(W) + l(C′) is odd and l(vqvq+1 · · · vm) l′ − k by the fact that vq+1, . . . , vm are on C′, but
not on C. Therefore
l(W) + l(C′)  (n − l − l′ + k) + l + (l′ − k) + (n − l − l′ + k) + l′
= 2n − l + k 2n.
Subcase 2.3: x′ /∈ C and y′ /∈ C. See Fig. 10.
Then QC′(x′ → y′) or C′\QC′(x′ → y′) contains a vertex of C. Without loss of generality, we may
assume that QC′(x′ → y′) contains a vertex of C. Set R = QC′(x′ → y′).
Let the vertices on R be v1, v2, …, vm in sequence, where v1 = x′ and vm = y′. Let p = min{i|vi
is on both C and C′} and q = max{i|vi is on both C and C′}. Then 1 < p q < m.
Set w = l(P1) + l(v1v2 · · · vp) + l(QC(vp → vq)) + l(vqvq+1 · · · vm) + l(P2) + l(C′) and
W =
{
P1 + v1v2 · · · vp + QC(vp → vq) + vqvq+1 · · · vm + P2 if w is odd;
P1 + v1v2 · · · vp + C\QC(vp → vq) + vqvq+1 · · · vm + P2 otherwise.
Then l(W) + l(C′) is odd and l(v1v2 · · · vp) + l(vqvq+1 · · · vm) l′ − k. Thus
l(W) + l(C′)  (n − l − l′ + k) + l + (l′ − k) + (n − l − l′ + k) + l′
= 2n − l + k 2n. 
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Fig. 9. Case 2.2 in Lemma 3.3.
Fig. 10. Case 2.3 in Lemma 3.3.
Lemma 3.4. Let A ∈ Ωn. Suppose v is a vertex of D(A) and C′ is an odd cycle in D(A). Then for each vertex
x and each vertex y in D(A), there exists a walk W from x to y with the following properties:
(1) W contains v and meets C′,
(2) l(W) + l(C′) is odd, and
(3) l(W) + l(C′) 2n.
Proof. Set l′ = l(C′). Let P be the shortest path from v to C′. Assume P intersects C′ at v′. Suppose there
are k vertices on P, where k 1. Suppose P1 is the shortest path from x to C′ ∪ P and P1 intersects
C′ ∪ P at x′ where 0 l(P1) n − k − l′ + 1. Suppose P2 is the shortest path from y to C′ ∪ P and P2
intersects C′ ∪ P at y′ where 0 l(P2) n − k − l′ + 1. We consider the following three cases.
Case 1: x′ ∈ P, y′ ∈ P. See Fig. 11.
Set
W1 =
{
P1 + QP(x′ → v) + P + QP(v′ → y′) + P2 if l(QP(x′ → v)) l(QP(y′ → v));
P1 + QP(x′ → v′) + P + QP(v → y′) + P2 otherwise.
Set w = l(W1) + l(C′) and
W =
{
W1 if w is odd;
W1 + C′ otherwise.
Therefore l(W) + l(C′) is odd and
l(W) + l(C′)  (n − k − l′ + 1) + 2(k − 1) + (n − k − l′ + 1) + l′ + l′
= 2n.
Case 2: x′ ∈ P, y′ ∈ C′. See Fig. 12.
Set w = l(P1) + l(QP(x′ → v)) + l(P) + l(QC′(v′ → y′)) + l(P2) + l(C′) and
W =
{
P1 + QP(x′ → v) + P + QC′(v′ → y′) + P2 if w is odd;
P1 + QP(x′ → v) + P + C′\QC′(v′ → y′) + P2 otherwise.
Therefore l(W) + l(C′) is odd and
l(W) + l(C′)  (n − k − l′ + 1) + 2(k − 1) + l′ + (n − k − l′ + 1) + l′
= 2n.
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Fig. 11. Case 1 in Lemma 3.4.
Fig. 12. Case 2 in Lemma 3.4.
Fig. 13. Case 3 in Lemma 3.4.
Case 3: x′ ∈ C′, y′ ∈ C′. See Fig. 13.
Choose a shortest path from x′ to y′ onC′, anddenoted it byQC′(x′ → y′). SinceC′ is odd, l(QC′(x′ →
y′)) and l(C′\QC′(x′ → y′)) have different parity. Then l(P1) + l(QC′(x′ → y′)) + l(P2) + l(C′) or
l(P1) + l(C′\QC′(x′ → y′)) + l(P2) + l(C′) is odd. Without loss of generality we may assume that
l(P1) + l(QC′(x′ → y′)) + l(P2) + l(C′) is odd. Set R = QC′(x′ → y′).
If v′ ∈ R, then setW = P1 + R + 2P + P2. If v′ /∈ R and l(QC′\R(x′ → v′)) l(QC′\R(y′ → v′)), then
set W = P1 + QC′\R(x′ → v′) + 2P + QC′\R(v′ → x′) + R + P2. If v′ /∈ R and l(QC′\R(x′ → v′)) >
l(QC′\R(y′ → v′)), then set W = P1 + R + QC′\R(y′ → v′) + 2P + QC′\R(v′ → y′) + P2. Therefore
l(W) + l(C′) is odd by the fact that l(P1) + l(R) + l(P2) + l(C′) is odd.
Moreover
l(W) + l(C′)  (n − k − l′ + 1) + l′ + 2(k − 1) + (n − k − l′ + 1) + l′
= 2n. 
Lemma 3.5. Suppose A ∈ Ωn and A is non-powerful. If l(A) = 2n, then there exists at least one negative
even cycle in S(A).
Proof. Suppose not, then there exists two odd cycles C and C′ with the property that sgn C = −sgn C′
by Theorem 2.2. We can assume that l(C) l(C′).
If l(C) > 1, then by Lemma 3.3 and Corollary 2.6, l(A) 2n − 1, a contradiction.
If l(C) = 1, then by Lemma 3.4 and Corollary 2.6, l(A) 2n − 1, a contradiction.
So there exists at least one negative even cycle in S(A). 
Lemma 3.6. Suppose A ∈ Ωn and A is non-powerful. If l(A) = 2n, then there exists at least one negative
2-cycle in S(A).
Proof. Let C′ be the shortest negative even cycle in S(A) and let l(C′) = l′.
Suppose l′ > 2. Then any 2-cycle’s sign is 1. Since A is primitive, there exists an odd cycle C in S(A).
If l(C) > 1, then by Lemma 3.3 and Corollary 2.6, l(A) 2n − 1, a contradiction.
If l(C) = 1, then suppose the only vertex on C is v. For each vertex x and each vertex y in D(A), we
will prove that 2n − 1 ∈ SA(x, y).
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Let P be the shortest path from v to C′. Assume P intersects C′ at v′. Suppose there are k vertices on
P, where k 1. Suppose P1 is the shortest path from x to P ∪ C′ and P1 intersects P ∪ C′ at x′ where
0 l(P1) n − k − 1 − l′ + 2. Suppose P2 is the shortest path from y to P ∪ C′ and P2 intersects P ∪ C′
at y′ where 0 l(P2) n − k − 1 − l′ + 2.
Let C2 be a 2-cyclewhich contains v
′. Suppose CW1 = C′ and CW2 = l′2C2 (walk around C2 l
′
2
times).
Then l(CW1) = l(CW2) and sgn CW1 = −sgn CW2. We consider the following three cases.
Case 1: x′, y′ ∈ P. See Fig. 5. As the proof of case 1.4 in Lemma 3.3, we can construct a walkW from
x to ywith the properties (1), (2) and (3) of Proposition 2.5. Then 2n − 1 ∈ SA(x, y) by Proposition 2.5.
Case 2: only one of x′, y′ is on P. See Fig. 6. As the proof of case 1.5 in Lemma 3.3, we can construct
a walkW from x to ywith the properties (1), (2) and (3) of Proposition 2.5. Then 2n − 1 ∈ SA(x, y) by
Proposition 2.5.
Case 3: x′ /∈ P and y′ /∈ P. See Fig. 7. Two subcases need to be considered.
Case 3.1: x /= y.
Choose a shortest path from x′ to y′ on C′, and denoted it by QC′(x′ → y′). Set
R =
{
QC′(x′ → y′) if QC′(x′ → y′) contains v′;
C′\QC′(x′ → y′) otherwise.
Then R contains v′, and l(R) l′ − 1 by the fact that x /= y. Setw = l(P1) + l(R) + l(P2) + l(CW1)
and
W =
{
P1 + R + 2P + P2 if w is odd;
P1 + R + 2P + C + P2 otherwise.
Therefore l(W) + l(CW1) is odd and
l(W) + l(CW1) (n − k − 1 − l′+ 2) + (l′ − 1) + 2(k − 1) + 1 + (n − k − 1 − l′+ 2) + l′
= 2n.
ThusW is a walk from x to y with the properties (1), (2) and (3) of Proposition 2.5. Then 2n − 1 ∈
SA(x, y).
Case 3.2: x = y. Setm = l(QC′(x′ → v′)). Thenm l′/2. SetCW3=2QC′(x′ → v′) + (l′/2 − m)C2.
TakeW1 = P1 + CW1 + 2P + P2 andW2 = P1 + CW3 + 2P + P2. Set w = l(P1) + l(P2) and
W ′i =
{
Wi if w is odd;
Wi + C otherwise,
where i = 1, 2. Then there exists a pair of SSSD walks from x to y of length l(W ′1). Note that l(W ′1) (or
l(W ′2)) is odd and
l(W ′1) = l(W ′2)  (n − k − 1 − l′ + 2) + l′ + 2(k − 1) + (n − k − 1 − l′ + 2) + 1
= 2n − l′ + 1 2n − 1,
so there exists a pair of SSSD walks from i to j of length 2n − 1. Then 2n − 1 ∈ SA(i, j).
Combining all these cases, we have l(A) 2n − 1, a contradiction.
Then l′ = 2. So there exists at least one negative 2-cycle in S(A). 
Similar to Lemma 3.4, we have
Lemma 3.7. Let A ∈ Ωn. Suppose v is a vertex of D(A) and C′ is an odd cycle in D(A). Then for each vertex
x and each vertex y in D(A), there exists a walk W from x to y with the following properties:
(1) W contains v and meets C′,
(2) l(W) + l(C′) is even, and
(3) l(W) + l(C′) 2n.
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Corollary 3.8. Let A ∈ Ωn. Suppose v is a vertex of D(A) and C is an odd cycle in D(A)where l(C) 3. Then
for each vertex x and each vertex y in D(A), there exists a walk W from x to y with the following properties:
(1) W contains v,
(2) l(W) is odd, and
(3) l(W) 2n − 3.
Proof. WehaveawalkW from x to y satisfying (1), (2) and (3) of Lemma3.7. By the fact that l(W) + l(C)
is even and l(C) is odd, then l(W) is odd and
l(W) 2n − l(C) 2n − 3. 
Lemma 3.9. Let A ∈ Ωn. Suppose C is an odd cycle in D(A) where l(C) 3. Then for each vertex x and
each vertex y in D(A), there exists a walk W from x to y with the following properties:
(1) Wmeets C,
(2) l(W) + l(C) is odd, and
(3) l(W) + l(C) 2n.
Proof. Let l = l(C). Suppose P1 is the shortest path from x to C and P1 intersects C at x′ where
0 l(P1) n − l. Suppose P2 is the shortest path from y to C and P2 intersects C at y′ where 0 l(P2)
 n − l. Since l(C) is odd, l(QC(x′ → y′)) and l(C\QC(x′ → y′)) have different parity. Setw = l(P1) +
l(QC(x
′ → y′)) + l(P2) + l(C) and
W =
{
P1 + QC(x′ → y′) + P2 if w is odd;
P1 + C\QC(x′ → y′) + P2 otherwise.
Therefore l(W) + l(C) is odd and
l(W) + l(C)  (n − l) + l + (n − l) + l
= 2n. 
Lemma 3.10. Suppose A ∈ Ωn and A is non-powerful. If l(A) = 2n, then D(A) contains no odd k-cycle,
where k 3.
Proof. Suppose there exists an odd k-cycle C in D(A), where k 3.
We consider two cases.
Case 1: every 2-cycle’s sign is −1.
Let cycle C = v1v2 · · · vkv1 where v1, v2,…, vk are vertices of C. Consider the directed cycles CW1 =
v1v2 · · · vkv1 and CW2 = v1vk · · · v2v1. Note that there exist no positive 2-cycles in S(A) and k is odd,
so sgn(CW1) = −sgn(CW2). From Lemma 3.9 and Corollary 2.6, then l(A) 2n − 1, a contradiction.
Case 2: there exists a positive 2-cycle.
Then there exist a positive 2-cycle C+ and a negative 2-cycle C− in D(A). Since each edge of D(A)
corresponds to a 2-cycle, suppose edges e1 and e2 correspond to C
+ and C−, respectively.
By the fact that D(A) is strongly connected, then there exists a path P = v1v2 · · · vm in D(A) such
that v1v2 is e1 and vm−1vm is e2. Therefore along P, there exists integer i, 2 im − 1, such that vi
is contained in a positive 2-cycle CW1 and a negative 2-cycle CW2. Let v = vi. Applying Corollaries 3.8
and 2.6, then we have l(A) 2n − 1, a contradiction. 
Corollary 3.11. Suppose A ∈ Ωn and A is non-powerful. If l(A) = 2n, then there exists a loop in D(A).
Proof. It is immediate from Lemma 3.10. 
Lemma 3.12. Suppose A ∈ Ωn and A is non-powerful. If l(A) = 2n, then D(A) is isomorphic to G1.
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Proof. From the above result, there exists a loop C inD(A). Assume the only vertex on C is v. By Lemma
3.6, there exists a negative 2-cycles C′ in D(A). Let CW1 = 2C and CW2 = C′.
Let P be the shortest path from v to C′. Assume P intersects C′ at v′. Suppose there are k vertices on
P, where k 1.
By (2.2), we see that there exist vertex x and vertex y such that 2n ∈ SA(x, y) and 2n − 1 /∈ SA(x, y).
Suppose P1 is the shortest path from x to C
′ ∪ P and P1 intersects C′ ∪ P at x′ where 0 l(P1)
 n − k − 1. Suppose P2 is the shortest path from y to C′ ∪ P and P2 intersects C′ ∪ P at y′ where
0 l(P2) n − k − 1.
Now we prove l(P1) + k + 1 = n. Suppose not, then l(P1) n − k − 2. We consider the following
three cases.
Case 1: x′ ∈ P and y′ ∈ P. See Fig. 5.
Set
W1 =
{
P1 + QP(x′ → v) + P + QP(v′ → y′) + P2 if l(QP(x′ → v)) l(QP(y′ → v));
P1 + QP(x′ → v′) + P + QP(v → y′) + P2 otherwise.
Let w = l(W1) + l(C′) and set
W =
{
W1 if w is odd;
W1 + C otherwise.
Therefore l(W) + l(C′) is odd and
l(W) + l(C′)  (n − k − 2) + 2(k − 1) + (n − k − 1) + 1 + 2
= 2n − 2.
By Proposition 2.5, then 2n − 1 ∈ SA(x, y), a contradiction.
Case 2: x′ ∈ P and y′ /∈ P. See Fig. 6.
Set w = l(P1) + l(QP(x′ → v)) + l(P) + l(QC′(v′ → y′)) + l(P2) + l(C′) and
W =
{
P1 + QP(x′ → v) + P + QC′(v′ → y′) + P2 if w is odd;
P1 + QP(x′ → v) + C + P + QC′(v′ → y′) + P2 otherwise.
Therefore l(W) + l(C′) is odd. Since l(QC′(v′ → y′)) l(C′) − 1 = 1,
l(W) + l(C′)  (n − k − 2) + 2(k − 1) + 1 + 1 + (n − k − 1) + 2
= 2n − 1.
By Proposition 2.5, then 2n − 1 ∈ SA(x, y), a contradiction.
Case 3: x′ /∈ P and y′ /∈ P. See Fig. 7.
Set w = l(P1) + l(QC′(x′ → v′)) + l(QC′(v′ → y′)) + l(P2) + l(C′) and
W =
{
P1 + QC′(x′ → v′) + 2P + QC′(v′ → y′) + P2 if w is odd;
P1 + QC′(x′ → v′) + C + 2P + QC′(v′ → y′) + P2 otherwise.
Then l(W) + l(C′) is odd. Since l(QC′(x′ → v′))  l(C′) − 1=1 and l(QC′(v′ → y′))  l(C′) −
1=1,
l(W) + l(C′)  (n − k − 2) + 1 + 2(k − 1) + 1 + 1 + (n − k − 1) + 2
= 2n.
By Proposition 2.5, then 2n − 1 ∈ SA(x, y), a contradiction.
Therefore l(P1) = n − k − 1. Then P ∪ C′ ∪ P1 contains all vertices of D(A).
As the above cases 1 and 2 we can prove x′ /∈ P. Therefore there is a path of length n − 1 from v to
x. Denote it as v1v2 · · · vn, where v1 = v and vn = x. See Fig. 14.
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Fig. 14. The graph in Lemma 3.12.
Suppose y /= x. Then l(Q(v1, y)) n − 2. Set w = l(vnvn−1 · · · v1) + l(Q(v1, y)) + l(C′) and
W =
{
vnvn−1 · · · v1 + Q(v1, y) if w is odd;
vnvn−1 · · · v1 + C + Q(v1, y) otherwise.
Then l(W) + l(C′) is odd, and
l(W) + l(C′)  (n − 1) + 1 + (n − 2) + 2
= 2n.
By Proposition 2.5, then 2n − 1 ∈ SA(x, y), a contradiction. Then y = x.
Let P′ be the shortest path from x to v. Wewill prove l(P′) = n − 1. Suppose not, then l(P′) n − 2.
Set w = l(P′) + l(v1v2 · · · vn) + l(C′) and
W =
{
P′ + v1v2 · · · vn if w is odd;
P′ + C + v1v2 · · · vn otherwise.
Then l(W) + l(C′) is odd, and
l(W) + l(C′)  (n − 2) + 1 + (n − 1) + 2
= 2n.
By Proposition 2.5, then 2n − 1 ∈ SA(x, y), a contradiction.
In order to prove D(A) is isomorphic to G1, we only need to prove that C is the only loop in D(A).
Suppose there exists a loop C
′′
other than C. Then l(2C
′′
) = l(C′) = 2 and sgn(2C ′′) = −sgn(C′).
SetW = l(vnvn−1 · · · v2) + C ′′ + l(v2v3 · · · vn). Then l(W) + l(C′) = (n − 2) + 1 + (n − 2) + 2= 2n − 1. By Proposition 2.5, then 2n − 1 ∈ SA(x, y), a contradiction.
This completes the proof. 
Proof of Theorem 1.9.We have l(A) 2n from Theorem 1.8.
Suppose that A is non-powerful and D(A) is isomorphic to G1, so l(A) = 2n by Lemma 3.1.
Conversely, if l(A) = 2n, then we need to prove that A is non-powerful and D(A) is isomorphic to
G1. Suppose A is powerful. It was shown in [4, Theorem 4.3] that if an irreducible sign pattern A is
powerful, then l(A) = l(|A|). Therefore by Theorem 1.7, l(A) 2n − 2, which contradicts l(A) = 2n.
Hence A is non-powerful, and then D(A) is isomorphic to G1 by Lemma 3.12. 
From Theorem 1.8, Lemmas 3.2, 3.6 and 3.12 we can prove the following result.
Corollary 3.13. Let A be a primitive ZS sign pattern of order n. Then l(A) 2n and the equality holds
if and only if the associated digraph D(A) is isomorphic to G1 and S(A) contains at least one negative
2-cycle.
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