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Abstract.      In this paper, we address the problem of competency comparison, 
providing some heuristics to help match the competencies of users with those 
involved in task-based scenario components (actors, tasks, resources). Compe-
tencies are defined according to a structured competency model based on a do-
main ontology. We provide a context for recommendation through a learning 
scenario model. The approach has been implemented by extending an ontology-
driven system called TELOS. It has been tested with a learning unit where these 
comparison relations are used to provide recommendations to users involved in 
a technology enhanced learning scenario. 
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1 Introduction - The Semantic Adaptive Web 
Commercially mature recommender systems have been introduced dur-
ing recent years in popular e-commerce web sites such as Amazon or 
eBay. Yet, according to Adomavicus and Tuzhilin (2005), new devel-
opments must “include, among others, the improved modeling of users 
and items, and incorporation of the contextual information into the rec-
ommendation process”.  The new developments in Web 2.0 and the 
Semantic Web lead to the idea of an “Adaptive Semantic Web” (Dolog 
and al 2004) based on the “Web of data” (Heath and Bizer 2011; Alle-
mang D. and Hendler J. (2011) . They open new approaches in the area 
of recommender systems, in particular for trust-aware recommendation, 
the use of folksonomies and the ontological filtering of resources 
(Jannach et al, 2011) 
     The present contribution addresses some of these issues. It proposes 
to provide a context for recommendation using a learning scenario 
model and its implementation through a structure of tasks executed by 
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 actors using various kinds of input resources, producing outcomes and 
interacting with other actors (Paquette 2010). An example for Technol-
ogy Enhanced Learning is presented in section 2 and used throughout 
the text to illustrate the main concepts involved here.  
We have built an ontology-based competency model, also presented 
in section 2. It is used for the semantic referencing of actors, tasks and 
resources in a scenario, and as a basis for recommendation. Unlike oth-
er approaches for an ontology-based recommendation, such as OWL-
OLM (Denaux et al. 2005) or Personal Reader (Dolog et al., 2004), this 
competency model extends a domain ontology with mastery levels, e.g. 
generic skills and performance levels. 
In section 3, we describe a method for referencing resources in a 
learning scenario with such ontology-based competencies. We also ad-
dress the central problem of competency comparison, providing some 
heuristics to help match a user’s competencies with those possessed by 
other actors or involved in task or resources in a scenario.  
In section 4, we present an application where these comparison rela-
tions are used to define recommendation agents, to help personalize a 
learning scenario. Applications like the one presented here are imple-
mented as an extension of the TELOS ontology-driven system 
(Paquette and Magnan, 2008), providing a proof of concept of the gen-
eral approach. 
2 Competency referencing of learning scenario components. 
2.1 Scenario models for learning contexts 
Figure 1 presents a simple scenario model, a screen-shot from our G-
MOT scenario editor (Paquette et al., 2011). There are four tasks, two 
actors (a professor and a student) and some resources that are input to 
the tasks or produced by the actor responsible (R-link) for the task. 
Each task is decomposed into sub-models, not shown on the figure, 
which describe it more precisely on one or more levels. This scenario 
will serve to illustrate the concepts presented in this paper.  
        In the first task, the student reads the general assignment for the 
scenario and the list of target competencies he is supposed to acquire. 
In the second one, he builds a table of planet properties that is validated 
by the professor, using the information in a PowerPoint document 
(called “Planet Properties”). In the third one, using this table assessed 
RecSysTEL 2012 24
 3 
by the professor (“Validated table”), he compares five properties of 
planets to find out relations between properties, writing a text on his 
findings (“Validated relations”). In the last task he is asked to order the 
planets according to their distance to the Sun and to write his ideas on 
planets that can sustain life.  
On the right side of the figure, three recommendation agents have 
been added to corresponding tasks, in order to provide advice and up-
date the student’s competency model with newly acquired competen-
cies. Their action will be explained in section 4. 
 
 
Fig. 1. An example of a scenario model 
2.2 Semantic referencing of scenario components 
As we have pointed out (Paquette and Marino, 2004), educational mod-
eling languages and standards such as IMS-LD (2003) need to be im-
proved with a structured knowledge and competency representation, in 
order to add semantic references to scenario components. Two main 
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 methods are generally used: semantic references from a domain ontolo-
gy or natural language statements called prerequisites and learning ob-
jectives (as in IMS-LD). Both are not sufficient for our purpose. 
          In most common practice, unstructured natural language state-
ments from a competency referential are used. Such statements have 
many problems. First, they are not related to domain ontologies that 
could describe formally their knowledge part. Second, natural language 
statements are not appropriate for computation. Computationally, they 
make it difficult to reference and compare competencies assigned to 
actors, tasks and resources of a learning scenario. The IEEE-RCD 
(2007) specification allows optional definition elements as “a struc-
tured description that provides a more complete definition of the RCD 
than the free-form description expressed in the title and description”.  
         Our competency model corresponds to that goal. It has been pub-
lished in many conferences, journals and books, and also extensively 
used in instructional design projects. Devedsic (2006, p.260) describes 
our model as “a competency structure, corresponding to the domain 
ontology and represented by entry and target competencies related to 
the nodes in the instructional structure” (the scenario model). 
         Unlike other approaches based on ontologies, such as OWL-OLM 
(Denaux et al. 2005) or Personal Reader (Dolog et al., 2004), the pro-
posed competency model extends a domain ontology with mastery lev-
els, e.g. generic skills and performance levels. In fact, referencing re-
sources with a set of concepts from a domain ontology is an important 
step, but generally, it is limited to “lightweight ontologies”, i.e. simple 
taxonomies, thus ignoring the richer structures found in OWL-DL on-
tologies. Furthermore, to state that a person has to “know” a concept is 
an ambiguous statement.  It does not say what exactly the person is able 
to do with the knowledge. It is a different competency if a user must 
simply recognize the malfunction of a device, diagnose it or repair it. 
Also, it is very different if a diagnosis is to be made in a familiar or 
novel situation, or with or without help.  
        For that purpose, in our competency model (Paquette 2007, 2010), 
each competency is defined as a triple (K, S, P) where K is a 
knowledge element (a class, a property or an individual) from a domain 
ontology, S is a generic skill (a verb) from a taxonomy of skills, and P 
is a combination of performance criteria values. This model can be in-
stanciated to any system of competencies describing them in terms of 
skills, knowledge and performance, such as the European Qualification 
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Framework, in which qualifications range from basic level 1 to ad-
vanced level 8 (EQF 2012). 
       This model has been implemented (in a TELOS extension) for ref-
erencing actors, tasks and resources in the following way. The domain 
ontology follows the W3C OWL-DL standard. The taxonomy of skills 
is simplified to a 10-level scale (0-PayAttention, 1-Memorize, 2-
Explicitate, 3-Transpose, 4-Apply, 5-Analyze, 6-Repair, 7-Synthetize, 
8-Evaluate, 9-Self-Control). The performance part is a combination of 
performance criteria values with four performance levels (0.2-aware, 
0.4-familiar, 0,6-productive, 0.8-expert), added to the skill level.  
     For example, using a domain ontology of solar system planets 
(shown on figure 3) and a competency referential (or model) based on 
this ontology, competencies can be associated to a resource from the 
scenario on figure 1. The competencies describing such a resource, 
(“Planet Properties”), could be compared with those of a user (Gilbert 
Paquette) to verify if he has all of them, or some, or none, in his com-
petency model, and offer a recommendation accordingly.  
 
 
Fig. 2. An example of competency referencing for an actor and a resource 
2.3 Tasks, resources and user competency models. 
All components of a scenario are thus referenced using comparable 
competencies, based on the same domain ontology. Resources and 
tasks in a scenario are referenced by two sets of competencies, one for 
prerequisite competencies, and the other, for target competencies (i.e. 
learning objectives). 
A user competency model is composed of three main parts (Moulet et 
al. 2008). 
RecSysTEL 2012 27
 • The core of the model is the list of the user’s actual competencies 
selected in one or more competency referentials. As mentioned 
above, each user’s competencies C is described by its knowledge 
(K), skills (S) and performance (P) components.  
• The competency model contains also documents (texts, exam results, 
videos, images, applications, etc.) structured into an e-portfolio that 
presents evidence for the achievement of related competencies.  
• The context in which a competency has been achieved is also stored 
in the model. It includes the date of achievement, the tasks that led to 
it, the link to the evidence in the e-portfolio and the evaluator of this 
evidence. 
3 Competency Comparison 
3.1 Knowledge and Competency Comparison Relations. 
Consider two competencies C1=(K1, S1, P1) and C2=(K2, S2, P2). It will 
be rarely the case that the three parts will coincide, but we can evaluate 
the semantic proximity or nearness between C1 and C2, based on the 
respective positions of their knowledge parts in the ontology and the 
values associated with the skills and the performance levels.  
From a semantic point of view, a recommendation agent evaluates 
for example if a user’s actual competency is very near, near, or far from 
the prerequisite or target competencies of a resource or a task or from 
the actual competencies of another user. The agent can also evaluate if 
a competency is stronger or weaker than another one according to the 
levels of its skill and performance parts. Or it can determine if the 
competency is more specific or more general according to the positions 
in the ontology of the corresponding knowledge components.  
Thus, to take advantage of the competency representation, we need to 
establish a formal framework for the evaluation of the proximity, 
strength or generality of competencies. In the next section we define the 
semantic proximity between knowledge parts of a competency. In sec-
tion 3.3 we extend the framework to competencies by considering skills 
and performance . 
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3.2 Semantic Proximity of the Knowledge Components. 
In this section, we focus only on the knowledge part of two competen-
cies to be compared. Maidel et al. (2008), proposes an approach in 
which a taxonomy is exploited. Five different cases of matches between 
a concept A in the resource profile and a concept in the user profile are 
considered. Various matching scores are given when a concept A in the 
item profile, a) is the same, b) is a parent, c) is a child, d) is a grandpar-
ent or e) is a grandchild of a concept in the user profile. Then, a similar-
ity function is used to combine these scores in order, for example, to 
recommend news to a user according to his preference.  
Maidel et al. state that if the use of taxonomy is not considered, the 
recommendation quality significantly drops. Our thesis is that, for edu-
cation, taxonomy is not enough either, for only subsumption relations 
are exploited. We thus propose to define the semantic proximity be-
tween knowledge elements, based on their situation in the domain on-
tology.  
 
 Fig. 3. Domain Ontology on Solar System Planets and some Proximity Relations 
Semantic references are components from an OWL-DL ontology that 
describe the knowledge in a resource. A few examples of these 
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 knowledge references are shown on figure 3 that presents part of an 
ontology for solar system planets1. They can take six different forms 
solarSystemPlanet is a class reference (C), Neptune is an instance refer-
ence, solarSystemPlanet/hasAtmosphere/atmosphere is an object property 
reference with its domain and range classes (D-oP-R), 
Earth/hasSatellite/Moon is an object property instance reference (I-oP-I’), 
solarSystemPlanet/hasOrbitalPeriod is a data property reference with its 
domain class (D-dP), Earth/hasNumberOfSatellites is a data property in-
stance reference (I-dP). 
We have investigated systematically these 6 forms of OWL-DL ref-
erences to decide on the nearness of two references K1 and K2. For 
example, a concept (form C) is near its sub classes, super classes, and 
instances. It is also near an object or data property (forms D-oP-R and 
D-oP) that has a domain or range identical or equivalent to this concept. 
A property reference, with its domain and range (form D-oP-R) is near 
a sub-property or super-property with the same domain and range. It is 
also near to a subclass or superclass of its domain and range. 
Other criteria assert when a reference K1 is more general or more 
specific than another one K2. For example, K1 is more general than K2 
if K1 is a superclass of K2, has K2 as an instance, appears as domain or 
range of a data or object property reference K2, or contains an instance 
in the domain or range of a data or object property reference K2. 
3.3 Semantic Relationships Between Competencies. 
Let us now extend the comparison between ontology components to 
add the skill (S) and performance (P) dimensions of the competency 
model. Figure 4 presents a few comparison cases between two compe-
tencies C1=(K1, S1, P1) and C2=(K2, S2, P2) in the case where K1 is near 
K2.  Other cases are not considered, i.e. comparison fails. 
 To illustrate the heuristics, the (S, P) couples are represented on a 2-
dimensional scale (figure 4). Skills are ordered from 0 to 9 and grouped 
into four classes as follows: !!0,1", !2,3,4", !5,6,7", !8,9"". Perfor-
mance indicators are grouped into four decimal levels.  
For example, a competency C1 with an analyze skill at an expert 
level is labeled 5.8 (S1 + P1). A competency C2 at a level 7.2 or 6.4 will 
                                                
1   Unlike other graphic presentation of ontologies, properties are shown as objects (hexagons) 
between their domain and range classes (rectangles). It this way, the relations between prop-
erties are shown on the same graph. Individual are linked to classes by an “I” link. 
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be considered near and stronger than C1 because the synthesize skill or 
the repair skill are in the same class than the analyze skill, but one or 
two levels higher in the skill’s hierarchy. On the other hand, a compe-
tency C2 at a level 5.2 will be considered very near and weaker than C1 
because it has the same skill’s level but with a lower performance level. 
Other possible competencies in the “far zone” will be considered too 
far to be comparable. Also, depending on the relationship between K1 
and K2, C2 will be defined as equivalent, more general or more specific 
than C1.  These relations between competencies can also be combined 
to define more complex relationships. For instance, it is possible for a 
competency reference to be near and stronger and more general than 
another one.  
 
Fig. 4. Comparison criteria for two competencies with their knowledge parts near. 
4 Recommendation based on competency comparison  
4.1 Competency-based conditions and rules.  
Recommendation agents are added to a scenario, linked to some of 
the tasks called insertion points, as in the example of figure 1. The de-
signer defines these agents by a set of rules. In each rule, one and only 
one of the actors linked to the task at the insertion point is chosen as the 
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 receiver of the recommendation. If a triggering event occurs at run time 
such as “task completed”, “resource opened”, etc., each applicable rule 
condition is evaluated and its actions are triggered or not, depending on 
the evaluation of the condition. 
A competency-based condition takes the form of a triple: 
• Quantification takes two values: HasOne or HasAll, which are ab-
breviations for “the user has one (or all) of its competencies in some 
relation with an object competency list”. 
• Relation is one of the comparison relations between semantic refer-
ences presented above: Identical, Near/Generic, Near/Specific, 
VeryNear/Generic, VeryNear/Specific, Stronger, Weaker; or any 
combination of these relations. 
• ObjectCompetencyList is the list of prerequisite or target competen-
cies of a task or a resource at/around the insertion point. 
Lets take the example of a condition like:  
HasAll /NearMoreSpecific / Target competencies for Essay 
When it is evaluated, competencies in the user’s model are retrieved, 
together with the list of target competencies for the resource “Essay” 
The evaluation of the relation “NearMoreSpecific” provides a true or 
false value according to the method exposed in section 3.3.  
4.2 Recommendation actions, an application. 
The action part of an agent’s rule can perform one or more tasks: give 
advice to the actor, notify another actor, recommend various learning 
resources, update the user’s model, propose to jump to another task or 
to another learning scenario.  
All these possibilities have been implemented. On figure 1, we have 
presented a scenario with three recommendation agents. For example, 
Recommender agent #1 on figure 1 will verify if the student has suc-
ceeded the second task in the scenario (“Build a table…”). It has 3 
rules, shown on the screen-shot of figure 5.  
The rule “Update User Model” transfers the list of target competen-
cies for the task to the student’s user model if he has succeeded to build 
a validated table of planet properties. If he has failed, a second rule will 
send a notification to the professor to interact with the student. Finally, 
a third rule provides an advice to the student and recommend consult-
ing a resource shown on figure 5.  
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Fig. 5. Example of an agent’s rule based for updating a user’s competency model 
5 Conclusion 
We have produced an implementation for competency-based assistance 
that has been tested with a few scenarios and recommendation situa-
tions. It provides a proof of concept for the general method. It also pro-
vides a workbench to investigate further and extend the methods pre-
sented here with variants and a larger range of applications. 
First of all, extensive experimental validation will help refine the re-
lation for semantic nearness between OWL-DL references. Adding 
weights to the various cases would improve the quality of the evalua-
tions. For example, one could assert that a subclass or superclass is 
closer to a class than its instances or one of its defining properties, es-
pecially if there are many defining attributes for this class.  
Our model of multi-actor learning scenarios embeds the idea of col-
laboration between learners, and between learners and various kinds of 
facilitators. Recommendation for groups in collaborative scenarios has 
not been thoroughly explored yet.  
Finally, to improve the practical use of approach, some of the task 
will have to be partly automated and the ergonomics of the system im-
proved. Still, the approach presented here sets the ground for an open 
and flexible method for semantically aware recommendation systems. 
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