In this paper we completely classify all polynomial maps of the form H = (u(x, y), v(x, y, z), h(u(x, y), v(x, y, z)) with JH nilpotent.
Introduction
In [1] Bass, Connell and Wright showed that it suffices to investigate the Jacobian Conjecture for polynomial maps of the form x + H with JH nilpotent (and H homogeneous of degree 3). Studying these maps led various authors to the following problem (see [4] , [8] , [9] , [10] ), where k is a field of characteristic zero.
(Homogeneous) Dependence Problem.
Let H = (H 1 , . . . , H n ) ∈ k[x 1 , . . . , x n ] n (homogeneous of degree d ≥ 1) such that JH is nilpotent and H(0) = 0. Does it follow that H 1 , . . . , H n are linearly dependent over k ?
It was shown in [1] that the answer is affirmative if rankJH ≤ 1. In particular this implies that the dependence problem has an affirmative answer if n = 2. If H is homogeneous of degree 3 the case n = 3 was solved affirmatively by Wright in [11] and the case n = 4 by Hubbers in [7] . Then in [5] (see also [6] , Theorem 7.1.7) the second author found the first counterexample in dimension three (see below). On the other hand, recently de Bondt and van den Essen showed in [2] that in case n = 3 and H homogeneous of arbitrary degree d ≥ 1, the answer to the dependence problem is affirmative! In this paper we study the inhomogeneous case in dimension three. More precisely we describe a large class of H with JH nilpotent and such that H 1 , H 2 , H 3 are linearly independent over k. The surprising result is that, apart from a linear coordinate change, all these examples are essentialy of the same form as the first counterexample (to the dependence problem) mentioned above.
Finally we would like to mention that very recently Michiel de Bondt [3] has constructed counterexamples to the homogeneous dependence problem for all dimensions n ≥ 5 ! So only in dimension 4 the homogeneous dependence problem remains open.
Preliminaries on Nilpotent Jacobian Matrices
In this section we briefly recall some more or less known results on nilpotent Jacobian matrices. Throughout this paper, k denotes a field of characteristic 0 and n ∈ Z Z + .
It is well-known that a matrix N ∈ M n (k) is nilpotent if and only if for each 1 ≤ p ≤ n the sum of all p×p principal minors of N equals zero (a p×p principal minor of N is by definition the determinant of the submatrix of N obtained by deleting n − p rows and n − p columns with the same index).
. , x n ], the polynomial ring in n variables over k. Put H := (H 1 , . . . , H n ) and let JH denote the Jacobian matrix of H. The main problem in order to solve the Jacobian Conjecture is to describe the nilpotent Jacobian matrices JH and to show that for such H the corre-
Obviously, if rank(JH) = 0 (where rank(JH) is the rank of the matrix JH considered in M n (k(x))), i.e. JH = 0, then each H i belongs to k, which implies that F = x+H is invertible over k. The following result is more involved (see Essen[5, Theorem 7.1.7]). Proposition 1.1 If JH is nilpotent and rank(JH) ≤ 1, then there exists g ∈ k[x] such that H i ∈ k[g] for all i. Furthermore, if H i (0) = 0 for all i, then there exist c 1 , . . . , c n ∈ k, not all zero, such that c 1 H 1 + · · · + c n H n = 0.
Using this proposition, the following result is proved in [5, Theorem 7.2.25] . 
Indeed, one easily verifies that JH is nilpotent, rank(JH) = 2 and H 1 , H 2 , H 3 are linearly independent over k. Looking more closely at the example one observes that it has the special form
In the next section we describe completely which of these maps have a nilpotent Jacobian matrix.
2 Some Nilpotent Jacobians with Independent
Rows
In this section we classify all the polynomial mappings of the form
for which the Jacobian matrix JH is nilpotent. Before we do this we make some simple reductions. First we may assume that H(0) = 0 i.e. u(0, 0) = v(0, 0, 0) = 0 and h(0) = 0. Also by Proposition 1.1, we may assume that the components of H are linearly independent over k, in particular h = 0. We may also assume that . Then the following two statements are equivalent:
Proof:
First observe that the first and the third row of JH are linearly dependent, whence detJH = 0. So by the remark at the beginning of the previous section, concerning the principal p × p minors of JH, we get that JH is nilpotent if and only if
and
It is an easy exercise to verify that the formulas for u,v and h given in Statement 2 of Theorem 2.1 satisfy (1)- (2) (1) we (2). This gives p yy v m (x) = 0. Observe that u y = 0 (for otherwise by (2) u x v y = 0 which by (1) gives that also u x = 0 and hence both So m = 1. Summarizing we get
Substituting these formulas in (2) gives
Write G = c r t r + · · · + c 1 t + c 0 with c i ∈ k and c r = 0. Since deg t h ≥ 2 it follows that r ≥ 1. Now we will show that r = 1. Therefore assume that r ≥ 2 and write p = p n (x)y n + · · · + p 0 (x) with p n = 0 and p i ∈ k[x] for all i. Since p yy = 0, we have n ≥ 2. Now look at the highest degree y term in (4) . On the righthandside we get c r (np n y n−1 ) r n(n − 1)p n y n−2 = c r n r+1 (n − 1)p r+1 n y r(n−1)+n−2
On the lefthandside we get (np n y n−1 ) 2 − p n y n n(n − 1)p n y n−2 = (n 2 (p n ) 2 − n(n − 1)p n p n )y 2n−2
Looking at the y-degree of these equations we get r(n − 1) + n − 2 ≤ 2n − 2, so if r ≥ 3, then n ≤ 3/2, a contradiction since n ≥ 2. Since we assumed that r ≥ 2 it remains to exclude the case r = 2. Then n ≤ 2, and our earlier restriction implies n = 2, so r = n = 2. Then (5)- (6) give
It follows that p 2 = 0, so d := deg x p 2 (x) ≥ 1. Finally, comparing the x-degrees in (7) gives that 3d ≤ 2(d−1) i.e. d ≤ −2, a contradiction. So apparantly r = 1.
Hence deg t h = 2. Since h(0) = h (0) = 0 we get h = λt 2 for some λ ∈ k * . So 
Proof: Putp := p(x, y + µx 2 /2). Then by the Chain rule one finds that 
. Substituting these formulas into (2) and using that h = λt 2 we obtain that c (x) = 0 i.e. c ∈ k. Hence v(0, 0, 0) = 0 together with g(0) = 0 In the previous section we studied the case H = (u(x, y), v(x, y, z), h(u(x, y))).
In this case the equations (1) The aim of this section is to replace these complicated equations by another pair of much nicer (and useful) equations, which we call the magic equations.
They play a crucial role throughout this paper. As a first application we show at the end of this section how they can be used to extend Theorem 2.1 to the case H = (u(x, y) , v(x, y, z), h(u(x, y), v(x, y, z))).
Throughout this section we have the following notations: 
then (9)-(10) imply that JH is nilpotent.
Proof: Since the last row of JH is a linear combination of the first two rows, it follows from the remark in the beginning of the first section that JH is nilpotent if and only if both trace JH is zero and the sum of the 2 × 2 principal minors of JH is zero. Writing these two conditions explicitly yields
Now consider both equations as linear equations in h u and h v and write them
in matrix form. This gives
Observe that det M = −(u z A + v z B). Then the proposition follows from Cramer's Rule.
2
So it remains to describe the situation when JH is nilpotent and u z A+v z B = 0. This is done in the next result. (10) by v z u y we get
and h n = 0. We need to
show that n = 0, so assume n ≥ 1.
Since
). The highest zdegree term on the righthandside of (13) equals v dy z d . So we get (n − 1)d ≤ 1.
Hence there are two cases, namely n = 2 and d = 1 and the case n = 1. 
