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9. A property of absorbtion probabilities 
Let 2M be a c.p. or d.p. chain derived from a c.p. or d.p. chain 1M (note 
(2.10)) with transition matrices 2P(s), s E TO and 1P(t), t E TO, respectively. 
Let .'F be a closed class for the chain 1M and hence also for the chain 2M. 
For a state Ei tft.'F we denote by 1xi for 1M and by 2Xi for 2M the probability 
of absorbtion in .'F when starting in Ei. 
Theorem 9 .1. 
Proof. .;V ffP" shall denote the set of those j for which E1 E .'F. We, 
introduce two new Markov chains 1M$'" and 2M$'" both with the same 
space 
where E1 is a new state, f ¢= JV, and for which the transition matrices. 
1PffP"(t), t E T 0, and 2P$'"(s), s E T 0, respectively, are defined by 
where the index f refers to the state E1. 
It is now easily verified that the class {Et} is a minimal class of 1M ffP" 
and also of 2M ffP" and that for both chains Et is an a periodical positive 
state; moreover the chain 2MffP" is a Markov chain derived from 1M.?, the 
deriving function being the same as that by which 2M is derived from 1M. 
Evidently, the absorbtion probabilities 1xi and zXi are now given by 
1Xi =lim 1p$'" ij(t), 2Xi =lim 2PffP",ij(s). 
t~ 00 ' S------+00 
t€T0 S€T0 
Consequently, by theorem 5.1, 6.1, 7.2 or 8.1, whichever is relevant, it 
follows that 1Xi = 2xi. The proof is terminated. 
83 
10. Some applications of derived chains 
The theory of derived chains has very interesting and important 
applications in queueing- and inventory theory and a,lso in congestion 
theory of road traffic. However, in this section we restrict the applications 
to some examples of random walks; the first mentioned applications will 
be treated in a separate paper. 
As a first example we consider the c.p. Markov chain 2M with state 
space = {Et, i E .AI} for .AI= N - 1 and with Q-matrix given by 
2q-1,-1 = 0, 2q-1,0 = 0, 
2q1,J+1 = tX;, 2q1,1-1 = {JJ, 2q11 =- (tX;+{J;), j E No, 
IXJ;?; 0, j E No, fJJ > 0, j EN~, {Jo;?; 0, 
2qiJ = 0, elsewhere; 
i.e. 2M is a birth- and death process. This process has been investigated 
extensively by KARLIN and McGREGOR [10]. Assuming that 
(10.1) 
then it is easily verified by theorem 8.4 that 2M is a chain derived from 
the d.p. chain 1M with one step transition matrix 1P given by 
1P-1,-1 = 1, 1P-1,o = 0, 
IXj {Jj IXj + fJJ 
1PJ.J+l = -, 1P1.1-1 = -, 2P11 = 1---, j ENo, y y y 
1Pi1 = 0, elsewhere. 
This d.p. random walk has been investigated by CHUNG [1], p. 65. Chung 
showed that whenever {Jo = 0 then for some j E N 1 : 
where 
E1 is positive"'*{ ~nn<oo& ~ _ 1-=oo}, 
n=O n=O tXnnn 
E1 is a null state"'* ,L nn=oo & ,L -- = oo , { 00 00 1 } 
n=O n=O tXnnn 
E1 is transient "'* { ~ - 1- < oo}, 
n=O tXnnn 
!!!' IXOIX1 ••• tXn-1 N ~o ~ 1. 
nn - 1~ 1~ {J , n E 1, '" 
p1p2 · · · n 
These conditions follow also readily from ( 10.1) and the results of Karlin 
and )lcGregor. However, since 2M is derived from 1M by the function 
b(.,.) E ~c determined by m= 0 and P(t) = -y{1- U(t-t0 )}, t E Teo, the 
results of Karlin and McGregor under the condition (10.1) may be derived 
from those of Chung by applying theorem 8.1. Conversely, the results of 
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Chung may be derived from those of Karlin and McGregor (assuming 
00 
(10.1) to be valid) by applying theorem 8.1 since f td lJI(t)<oo and since 
0 
for {30 =0 all states Et, i E N1 are always of the same type. 
Whenever f3o>0 then the state E-1 is an absorbing state. Karlin and 
McGregor showed that the absorbtion probability in E-1 when starting 
in Et, i E N1 is given by 
Consequently, by theorem 9.1 2Xt is also the analogous absorbtion proba-
bility for the chain 1M. It will be evident that by the procedure above 
many other results of Chung may be derived from those of Karlin and 
McGregor and conversely. 
Our next example concerns the c.p. random walk in m-dimensional 
space, mE N 1 . Since the derivations to be given are nearly independent 
of m, we take m=2. 
We consider first the d.p. Markov chain 1M with state space the points 
of the plane with cartesian coordinates (x1, x2), x1 EN _00 , X2 EN _00, and 
with one step transition matrix 1P defined in such a way that a one step 
transition from a state leads always to a neighboring state; all four 
nonzero transition probabilities being equal to t· Since the transition 
probabilities are independent from the state which is left it suffices to 
consider the transition probabilities for the state (0, 0). Denote by 
x = (x1, x2) the vector with endpoint (x1, x2) and let Xn = (x1,n, X2,n) represent 
the random vector describing the displacement from (0, 0) in exactly n 
steps, so that 
1Pii~Pr{i1=Y=(i,j)}=! for li-j!=1, i=O, 1, j=O, 1, 
= 0 elsewhere. 
Since the characteristic function of the distribution of i1 is given by 
it follows by independence of the successive displacements that 
C{ei(uz1.n+vz2.nl} = 2-n (cos u+cos v)n. 
Consequently, with y = (y1, y2), for n E No, 
j 1Pii(n) ~ Pr{Xn = y}, (10.2) 1 ,.. ,.. 
= - 2 f f 2-n (cos u+cos v)n cos y1u cos y2v dudv. 4:n; -n -n 
Here 1pii<n> is the n-step transition probability from (0, 0) to (y1, y2). 
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The c.p. Markov chain 2M will denote the chain derived from 1M by 
the function b(.,.) E ~cwhichisdetermined bym= 0, lJI(t) =-{1- U(t-to)}, 
t E Teo (cf. section 8). Application of theorem 8.3 shows that the elements 
of the 2Q matrix are here independent of the row index and hence 
where b11,.v. is Kronecker's symbol. 
Evidently, 2M is the c.p. symmetrical random walk in the plane. 
From (10.2) and (8.1) it follows that the transition matrix 2P(s) of 2M, of 
which the elements are also independent of the row index, is given by 
Since 
oo 8n 
2P'ii(s) = 1 e-s I tP'ii(n) 
n=o n. 
e-t n " 
= - 2 I I eis(cosu+cosv) cos y1u cos y2v dudv. 4:n: -n -n 
1 "' I e8 cosu cos yudu=l11(s) y E No, 2:n: -n 
where J 11(s) is the modified Besselfunction of the yth order, it follows 
Evidently, for the c.p. symmetrical random walk in m dimensions the 
probability _py(s) that in times the displacement is fj=(yt, y2, ... , fjm) is 
given by 
Above we have obtained the transition matrix for the c.p. symmetrical 
random walk in one dimension. This Markov chain will be in the following 
the original chain 1M and we intend to study some special cases of chains 
derived from 1M. Evidently, the Q-matrix of 1M is given by 
1qi,J=O for !i-j! =I= 1, i=!=j, i,jEEN_ 00 , 
=! for !i-j! = 1, 
=- 1 for i = j, 
and its transition matrix is given by 
We consider the c.p. Markov chain 2M derived from 1M by the function 
b(.,.) E ~c which is characterized by 
(10.4) 
00 
m = 0, lJI(t) =- I CT" e-J%0 d1:, t E TeO+, 
t 
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where c, v and t.t are constants, 
c > 0, y > - 2, f1, > 0. 
Evidently, P(.) satisfies the conditions (3.8). 
Since 
P(O+) =- c F(:t11), f td P(t) = c F(:t12), 
f1, 0 f1, 
all states of 2M are null states if v> -1, a result which is evident by 
theorem 6.1 and the fact that all states of 1M are recurrent null ( cf. 
section 5). By theorem 6.3 it is seen that the Q-matrix of the derived 
chain 2M is given by 
( 10.5) ) 
,q, .... ~ ~ r ,-«+·"· h(t)<U. kEN, i EN-~· 
2qt,t=cf {e-tfo(t)-1}t•e-~'tdt, iEN_00 • 
0 
These integrals may be evaluated by means of tables for the Laplace 
transformation (cf. [ll]) and it follows 
(10.6) 
_ oof[ F(v+2) po { 1+t.t+s } F(v+2)Jds 
- c.-o {(l+t.t+s)2-1}i•+l! •+1 V(l+t.t+s)2-1 - (s+t.t)•+2 
for Y >- 2, i EN _00 , 
where P;k(.) is the associated Legendre function of the first kind ( cf. 
[12] I p. 122). 
To construct the transition matrix 2P(s) of 2M we need an explicite 
expression for b(.,.) determined by (10.4), (3.4) and (3.9). Generally, 
this is rather difficult to obtain, however, for some special values of Y 
it is possible. 
Let us first consider those values of v for which 
1. y > -1, 
then P(O+) is finite and we can apply the relations (3.10) and (3.11) 
with m=O. By (3.10) we have 
Hence 
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vn+n t 
bn*(t) = fl I -,;rw+n-le-~'~dr, t ~ 0, n E Nl, 
F(vn+n) 0 
= 0 for t < 0. 
Consequently, by (6.2), (10.4) and (10.3) for i EN _00 , kENo, 
(10.7) 
The relation (10.7) describes the transition matrix 2P(s) of the chain 2M 
with Q-matrix given by (10.6) for the case v > -1. 
An interesting type of a c.p. symmetrical random walk is obtained if 
we take 
ii. 
It then follows by (10.5) and (10.7) for i EN -oo 
2qt,i±k={l+p-Jf(l+p)2-1}k, kEN1, 
( 10.8) 
v;- V2"+# 
2qi,i = v; ' 
2Pi,i±k(s) = e-s<clp> [bok +! sn~(n+k) P;;!:1 { 1 +t-t}], 
n-l n. F(n) c 
= e-s<cJp> [bok + ~ lsncn f tn-1] k(t) e-<l+p>tdt]' 
n=l n. F(n) 0 
= e-s<cl!'> [ bok + T y'~ h(2 Vest) h(t) e-<l+P>tdt} 
for kENo, c = V(l +p)2-l. 
The interesting feature of this random walk is the fact that the elements 
of its Q-matrix are terms of a geometric series. 
The Laplace transformation 2Pii(e) of 2Pii(s) 
00 
2Pii(e) ~I e-es 2Pii(s)ds, Re e ~ 0, 
0 
is easily calculated by the second relation given above for 2Ptt(s), and it 
is found that 
1 c 1 
2Pii(e) = --c + --c V( c+ 1)2-1 
e+- e+- e 
fl fl 
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Denoting by 2Ftt(s) the distribution of the first return time of state Et 
of the chain described by (10.8), and putting 
then it follows from the relation (cf. [1] p. 193) 
that 
(10.9) 
( -2qtt+e) 2Ptt(e) {1-2Ftt(e)} = 1, 
1 
c 
e+--1 
f-l 
Re e~O. 
It is possible to obtain from (10.9) the function 2Fu(s) by elementary 
means, however, the result is· a rather lengthy formula; it will not be 
given here, since it will not be used. 
From (10.9) it is also easily deduced that all states of the chain described 
by (10.8) are null states. 
From (10.8) it appears that 
( -zqii)-1 ,._, v~ for f-l t 0. 
Since (- zqu)-1 represents the average sojourn time of the state Et it 
follows that this average sojourntime tends to zero if f-l t 0. In other 
words if f-l t 0 then all states of the random walk described by (10.8) will 
become instantaneous. The Q-matrix then tends to the matrix with 
elements 
qii =-ex:>, qij = 1, i =I= j, i, j EE N _00 • 
Consequently, if f-l is very small but positive then the relations (10.8) 
describe a c. p. symmetrical random walk with all states nearly instantaneous. 
We consider for f-l t 0 the asymptotic expressions for zqt,i±k and 2Pi,i±k· 
We then have for any fixed k and i EN _00 
(10.10) 
2qi,t±k={1-k~}(1+0(f1)), f-ltO, kEN1, 
zqi,i = 1-v~ (1 +0(#)), f-l t 0, 
·= { 1 (1-t)lt-l ·= } 2Pi,i±k(8)=e-sr(2/pl ~ok+BJ in estr(2/pldt (1+0(#)) 
< [ <5ok e-sJ!<2fl') + v~ {l- e-sV<2iiii}J (l + O(f-l)), for f-l t 0, kENo. 
The first and second relation of (10.10) are evident by (10.8). The asymptotic 
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relation for 2Pt,t±k(8) is obtained as follows. We have (cf. [12] I p. 164) 
p-k {,u+1} = 2n-ln-lF(n-j) {,u+1}n-1 (1+0( )} I 0 
n-l c F(n + k) c ,U ' ,U t ' 
so that by (10.8) for ,u,} 0 (note c=V(l +,u)2-1) 
Putting 
A(8lf!) !Jlf/i I (·~· F(n-!) r ,u r 2 n=t nl n*F(n) 
- oo (8~)n+l 
= 1/f!:_ ~ ,U (-1)n (-i) r2,.~o (n+1)1 n . 
Hence 
so that 
A ( 8V~) = ~ 8 J (1-t)i t-l estVlZM dt. 
This proves the relation with equality sign for 2Pt,Hk(8). To prove the 
inequality note that 
F(n-!) 
0 < nl F( n) ~ 1, n E N 1, 
and by (10.11) the inequality for 2Pt,t±k(8) results. 
The next random walk which we consider is that one for which 
iii. 
It then follows by (10.6) and (10.7) that 
2qi, Hk = {(1 + ,u)2-1 }" {1 + ,u-V{1 + ,u)2-1 }", k E Nl, 
2qt,t = -{(1 +,u)2-1}6 ~- V/.t, 
P (8) = e-s{<1+t<>•-1}"+lp-1 [b + ~ {(1 +,u)2-1},..,8"F(n+k) 
2 '· Hk Ok ~ ' F( ) . n-1 n. n 
P;;!.1 { ,u+ 1 }]• kENo, 
V(1+,u)2-1 
= e-s{<l+t<>•-1}"+lp-1 [bok +! {(1 + ,u)~ -1 }in+n" sn j tn-1 h(t) e-<l+t<lt dt]. 
,._1 n. F(n) 0 
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From the expressions above it is seen that 
2qu -+ - CXJ, 2qt, Hk -+ 0 for p, .} 0, i EN _00 , k EN 1· 
In the same way as before we obtain for small values of p,>O (O<b<l) 
2qt, Hk = ( 2p, )" {1 + O(VP)}, k E N 1, 
2qu =- (2p,)" v~{1+0(VP)}, 
[ 2"+1u''8 1 J 2Pt,Hk(8)=e-•<2P>"Vl2i:Ui bok+ ; !(1-t)it-iest<2P>"V<21P>dt {l+O(p,)} 
< [e-s(2pl~V(2/p) bok+ v~{1-e-s(2p)"\IT2ii.i)}]{l+O(p,)}, kENo. 
We proceed by considering the chain obtained by taking v= -1, so that 
(cf. (10.4)) the deriving function is characterized by 
iv. 
00 
m = 0, P(t) =- J T-1 e-p-r dT, t E (0, CXJ), p, > 0. 
t 
It is assumed that c= 1, since nothing is gained by taking any other value 
for c; note that in the present case P(O+ )= -CXJ. 
From (10.6) we now have for all i EN _00 , 
1 2qt,Hk = k {1 +p,- V(1 +p,)2-1}k, kEN~, 
2qt,t =log p,+log 2 +log {1 + p,- Y(l + p,)2-1 }. 
To find the expression for the deriving function b(.,.) E <§c determined 
by m and P(.) given above note that 
j (e-.u-1) t-1 e-P1dt =log_.!!:__, 
o A+p, 
so that by (3.9) 
p,8 
{3(8, A)= (A+p,)•' 8 E [0, CXJ), 
and hence 
b(8, t) = 0 for t E ( -CXJ, 0), 8 E [0, CXJ), 
for t E [0, CXJ), 8=0, =1 
8 t 
= ....!!:__ f r-1 e-1-'"t aT for t E [0, CXJ), 8 E (0, CXJ). 
F(8) 0 
Consequently, by (2.4) and (10.3) for i EN _00 , k E No, 
2Pt Hk(8) = ..J!_ j t8 - 1 Ik(t) e-<l+pltdt 
' F(8) 0 
p,s F(k+8) p-k { 1+p, } [O ) 
= {(1+p,)2-1}i• F(8) s-1 V(l+p,)2-1 ' 8 E 'CXJ. 
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By theorem 6.1 it is easily verified that for the present chain all states 
are null states. 
In the following example we consider 
v. 
00 
m = 0, P(t) =- f .-<l+•l do, 1>v>0. 
t 
It follows by (10.5) and (10.6) 
00 
2qi, i±k = J e-t t-<H•l I k(t) dt 
0 
2• T(v+!) T(k-v) 
= V; T(k+ 1 +v) 
It should be noted that in this case 
Since 
we have 
F(l-v) • 
f3(s, It) = e -•-. -.t • 
Generally, it is not possible to describe by known functions the function 
b(.,.) of which f3(s, It) given above is the Laplace-Stieltjes transform. 
However, it is possible if v=!. Let us therefore take 
then 
b(s, t) = 0 
v-.1 
- 2' 
for 8 E [0, oo), t E ( -oo, 0), 
= Erfc (snit-!) for s E [0, oo), t E [0, oo). 
Consequently, if 
then 
m = 0, P(t) = - 2t-i, 
00 1 v-2qii =- 2 L k2_ 1 =- 4 ~' i EN_00 , 
k=l 4 n 
00 
2Pi,i±k(8) = 8 f e-<t+ns•jt) t-•;, Ik(t) dt, i EN -00, kENo. 
0 
00 
It is easily verified that f 2pu(s)ds diverges, so that all states are null 
states. 0 
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