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Abstract
Trimming is a standard method to decrease the effect of large sample elements in statistical procedures,
used, e.g., for constructing robust estimators and tests. Trimming also provides a profound insight into the
partial sum behavior of i.i.d. sequences. There is a wide and nearly complete asymptotic theory of trimming,
with one remarkable gap: no satisfactory criteria for the central limit theorem for modulus trimmed sums
have been found, except for symmetric random variables. In this paper we investigate this problem in the
case when the variables are in the domain of attraction of a stable law. Our results show that for modulus
trimmed sums the validity of the central limit theorem depends sensitively on the behavior of the tail ratio
P(X > t)/P(|X | > t) of the underlying variable X as t →∞ and paradoxically, increasing the number of
trimmed elements does not generally improve partial sum behavior.
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1. Introduction and results
Let X, X1, X2, . . . be independent, identically distributed random variables with distribution
function F . As usual, we say that F is in the domain of attraction of a stable law (F ∈ D(α)) of
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index α, 0 < α < 2, if there exist sequences an > 0 and bn of real numbers such that
a−1n

n−
i=1
X i − bn

D−→ ξα, as n →∞, (1.1)
where
D−→ denotes convergence in distribution and ξα is a stable random variable with index α.
It is well known (cf. [8]) that F ∈ D(α) if and only if
1− F(x)+ F(−x) = x−αL(x), (1.2)
and
1− F(x)
1− F(x)+ F(−x) → p, (1.3)
where 0 ≤ p ≤ 1 and L is a slowly varying function at ∞. For the definition and properties of
slowly varying functions we refer to [3].
Cso¨rgo˝ et al. [4] considered the partial sum of the X i ’s when a certain number of the largest
and the smallest order statistics are removed. Let X1,n ≤ X2,n ≤ · · · ≤ Xn,n denote the order
statistics of X1, . . . , Xn . They proved that if F ∈ D(α), 0 < α < 2, then for any integers
1 ≤ dn ≤ n, dn →∞, dn/n → 0 as n →∞, there exist two numerical sequences An > 0 and
Bn such that
A−1n

n−dn
i = dn+1
X i,n − Bn

D−→ N (0, 1), (1.4)
where N (0, 1) stands for a standard normal random variable. Thus for any F ∈ D(α), the
properly normed and centered middle part of the sample is attracted to the normal law. For
necessary and sufficient conditions for the trimmed central limit Theorem (1.4) for general F we
refer to [5] in the case dn = d and [6] in the case dn →∞, dn/n → 0. For a different approach
to the trimmed central limit theorem, see [10].
According to standard terminology, the trimming in (1.4) is called light if dn = d = const;
moderate if dn →∞ and dn/n → 0; and heavy if dn/n → c > 0. Asymptotic properties of the
sum in (1.4) are essentially different in these cases.
Several authors such as Darling [7], Arov and Bobrov [1], Mori [14], Hall [11], Teugels [16],
Griffin and Pruitt [9], Kesten [12] considered a different type of trimming. Let
|X (1)n | ≥ |X (2)n | ≥ · · · ≥ |X (n)n |
be the random variables X1, . . . , Xn , arranged according to decreasing moduli and put
Tn,d =
n−
i=d+1
X (n)i . (1.5)
That is, from the sum
∑n
i=1 X i we remove the d elements with the largest absolute values. As it
turns out, the central limit problem for Tn,d has a different character than for the trimmed sums
in (1.4). Griffin and Pruitt [9] showed that if X is symmetric, F ∈ D(α) and d = dn → ∞,
dn/n → 0, then there exist numerical sequences a∗n and b∗n such that (Tn,d − b∗n)/a∗n is
asymptotically normal and this becomes generally false in the nonsymmetric case. In the latter
case, Teugels [16] proved, under additional conditions on F and dn , that Tn,d is asymptotically
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normal with a random norming sequence and Berkes et al. [2] proved that allowing a random
centering sequence (but using nonrandom norming), the central limit theorem holds for all
F ∈ D(α) provided dn/n → 0 and dn/(log n)γ → ∞ for some γ > 7. However, the central
limit theorem with nonrandom centering and norming sequences remained open, and the purpose
of this paper is to investigate this problem. As we will see, the fact whether modulus trimmed
sums of an i.i.d. sequence with distribution F satisfies the central limit theorem depends not on
the symmetry of F , but on the speed of convergence in relation (1.3), and we will give sufficient
as well as necessary criteria for the modulus trimmed CLT in terms of the ratio in (1.3).
Let H(x) = P{|X | > x} and let H−1(t) = inf{x : H(x) ≤ t}(0 < t < 1) be its generalized
inverse. Throughout this paper we will assume that H(x) is continuous for all sufficiently large
x . Let q = 1− p.
Theorem 1.1. Assume that (1.2) holds and
1− F(x)
1− F(x)+ F(−x) = p, for all x ≥ x0 (1.6)
with some 0 ≤ p ≤ 1 and x0 ≥ 0. If
d = dn →∞ and dn/n → 0, (1.7)
then we have
1
An
{Tn,d − Bn} D−→ N (0, σ 2),
where
An = d1/2 H−1(d/n), Bn = n
∫ x0
−x0
xd F(x)+ (p − q)
∫ H(x0)
d/n
H−1(t)dt

and
σ 2 = α
2− α + (p − q)
2.
If p = 1/2 and x0 = 0 in (1.6), i.e. if F is symmetric, we get the result of Griffin and Pruitt [9].
Theorem 1.1 shows that Tn,d is asymptotically normal in the “perfectly balanced” case, i.e. when
we have (1 − F(x))/F(−x) = c for all x ≥ x0 with some constant c or in the one-sided case
when F is concentrated on [0,∞) or (−∞, 0].
We now relax condition (1.6), at the cost of limiting the choices of dn in the central limit
theorem and a regularity condition on F(x), x ≥ 0. We assume that F has a density f (x) for all
x large enough and
0 < lim inf
x→∞
x f (x)
1− F(x) ≤ lim supx→∞
x f (x)
1− F(x) <∞. (1.8)
Condition (1.8) is due to von Mises [13] to obtain the domain of attraction of the maximum in
the case of absolutely continuous distributions.
Theorem 1.2. Assume that (1.2) and (1.8) hold and
1− F(x)
1− F(x)+ F(−x) = p + O(x
−β) as x →∞, (1.9)
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where 0 < p < 1, 0 < α < 2, β > 0. Let
γ1 = βmax(1+ 2α, β + α/2) , γ2 =
β
β + α/4 . (1.10)
Under the condition
dn →∞ and dn = O

nγ

with γ < γ1 (1.11)
we have the central limit theorem
1
An

Tn,d − Bn
 D−→ N (0, 1) (1.12)
where An > 0 and Bn are numerical sequences. On the other hand, for any 0 < α < 2, β > 0
there exists a distribution function F satisfying (1.2), (1.8) and (1.9) for some 0 < p < 1 such
that with the choice
d = dn = [nγ2 ],
the trimmed sum Tn,d , suitably centered and normalized, has a nongaussian limit distribution
along some subsequence nk .
It is interesting to note that assumption (1.11) requires an upper bound on the increase of
d = dn to infinity. This looks unnatural, since if more relatively large terms are excluded then,
at least heuristically, Tn,d should be “more” normal. However, as the second half of Theorem 1.2
shows, this is not the case, i.e. increasing the number of trimmed elements does not generally
improve CLT behavior.
Theorem 1.2 implies that if (1.9) is satisfied for all β > 0 (in which case we are close
to the situation described in Theorem 1.1), then the trimmed CLT (1.12) holds for dn → ∞,
dn = O(nγ ) for any 0 < γ < 1.
We now turn to the case when the speed of convergence of the fraction to p in (1.9) is slower
than polynomial, i.e. (1.9) fails for any β > 0.
Theorem 1.3. Assume that (1.2), (1.8) hold and
1− F(x)
1− F(x)+ F(−x) = p + O

1
K (x)

, (1.13)
where 0 < p < 1, K (x) is a nondecreasing slowly varying function at ∞ with limx→∞ K (x) =
∞ and
lim sup
x→∞
K (x2)/K (x) <∞. (1.14)
If
dn →∞, dn = O

K (n)λ

, with some λ < α/(2α + 1), (1.15)
then we have the central limit theorem
1
An

Tn,d − Bn
 D−→ N (0, 1), (1.16)
where An > 0 and Bn are numerical sequences. On the other hand, for any 0 < α < 2 and any
nondecreasing, slowly varying function K satisfying limx→∞ K (x) = ∞ and (1.14), there exists
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a distribution function F satisfying (1.2), (1.8) and (1.13) such that with the choice of
dn = [K (n)]4
the trimmed sum Tn,d , suitably centered and normalized, has a nongaussian limit distribution
along some subsequence (nk).
In other words, under (1.13) the trimmed sum is asymptotically normal for dn = O(K (n)λ),
λ < α/(2α + 1) and this generally fails for dn = [K (n)]4. Thus, in general, for the central limit
theorem we need dn = O(nε) for any ε > 0, which is again very surprising.
In conclusion we note that in Theorems 1.2 and 1.3 we assumed 0 < p < 1. If e.g., p = 1 in
(1.9), then we have 1 − F(x) ∼ x−αL(x), F(−x) = o(x−αL(x)) as x → ∞. Note that in this
extremely asymmetric case the left tail F(−x) does not have to be regularly varying, making the
situation very complicated. We will return to this problem in a subsequent paper.
2. Proofs
Let ηd,n denote the dth largest element of |X1|, |X2|, . . . , |Xn|. We will prove our theorems
for the trimmed sums
Tn,d =
n−
i=1
X i I
|X i | ≤ ηd,n .
Clearly, with d replaced by d+1 this is the same as the quantity in (1.5) and shifting d by 1 does
not affect the validity of our theorems.
Proof of Theorem 1.1. First we consider the case when relation (1.6) holds with x0 = 0. Let ε
be a random variable, independent of X , with distribution P{ε = 1} = p and P{ε = −1} = q.
Elementary arguments yield that
{X, |X |} D= {ε|X |, |X |}. (2.1)
Let {εi , 1 ≤ i ≤ n} be independent, identically distributed random variables, distributed as ε. We
also assume that {εi , 1 ≤ i ≤ n} and {X i , 1 ≤ i ≤ n} are independent. According to (2.1),
Tn,d
D=
n−
i=1
εi |X i |I
|X i | ≤ ηd,n .
Let
Vn,1 =
n−
i=1
(εi − (p − q)) |X i |I
|X i | ≤ ηd,n
and
Vn,2 = (p − q)
n−
i=1
|X i |I
|X i | ≤ ηd,n .
Clearly,
Tn,d = Vn,1 + Vn,2.
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Let Fn be the σ -algebra generated by X1, X2, . . . , Xn . Conditionally on Fn , Vn,1 is a sum of
independent random variables with mean 0. We show that
P

Vn,1
1− (p − q)21/2  n∑
i=1
X2i I
|X i | ≤ ηd,n1/2 ≤ x
Fn
 −→ Φ(x), (2.2)
for all x , where Φ is the standard normal distribution function. In view of classical central limit
theory, (2.2) is established if we show that
max
1≤i≤n
|X i |I
|X i | ≤ ηd,n ∑
1≤i≤n
X2i I
|X i | ≤ ηd,n1/2
P−→ 0
which, in turn, will follow from
ηd,n ∑
1≤i≤n
X2i I
|X i | ≤ ηd,n1/2
P−→ 0. (2.3)
Under condition (1.2) we have that H−1(t) is regularly varying at 0 with index −1/α. By the
uniform convergence theorem (cf. [3, p. 6]) we have for any fixed 0 < a ≤ b <∞ that
sup
a≤x≤b
H−1(x d/n)H−1(d/n) − x−1/α
→ 0 as n →∞. (2.4)
By Kac’s representation (cf. [15, p. 335]) we have
ηd,n
D= H−1

Zd
Zn+1

, (2.5)
where Zi = u1 + u2 + · · · + ui , 1 ≤ i ≤ n + 1 and the ui ’s are independent exponential random
variables with mean 1. The law of large numbers yields that
n
d
Zd
Zn+1
P−→ 1,
and therefore (2.4) and (2.5) imply
ηd,n
H−1(d/n)
P−→ 1. (2.6)
If Y1,n ≤ Y2,n ≤ · · · ≤ Yn,n denote the order statistics of Y1 = |X1|, . . . , Yn = |Xn|, then the
continuity of H around ∞ gives that
n−
i=1
X2i I
|X i | ≤ ηd,n = n−d+1
i=1
Y 2i,n
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holds with probability tending to 1 as n →∞. Theorem 1 and Lemma 1 of [4] yield that
n−d+1∑
i=d
Y 2i,n − n
 1−d/n
d/n (H
−1(t))2dt
d1/2(H−1(d/n))2
= OP (1). (2.7)
Since H−1 is regularly varying at 0 with index −1/α, we have
n
 1−d/n
d/n (H
−1(t))2dt
d(H−1(d/n))2
−→ α
2− α . (2.8)
Using the Kac representation theorem again, we get
Yi,n, 1 ≤ i ≤ d
 D= H−1(1− Zi/Zn+1), 1 ≤ i ≤ d , (2.9)
where Zi = u1 + u2 + · · · + ui , and the ui ’s are independent, exponential (1) random variables.
Let 0 < t0 < 1 and let B denote an upper bound of H−1(t) in the interval [1 − t0, 1]. By an
observation in the proof of Lemma 2.1 below, we have for sufficiently large n
P {Zi/Zn+1 ≤ t0 for all 1 ≤ i ≤ d} ≥ 1− 2/d,
and thus by (2.9) the inequality 0 ≤ Yi,n ≤ B, 1 ≤ i ≤ d holds with probability exceeding
1− 2/d . Since H−1(d/n)→∞, we have proven
d∑
i=1
Y 2i,n
n(H−1(d/n))2
= oP (1)
and thus by (2.7) and (2.8) we get
n∑
i=1
X2i I
|X i | ≤ ηd,n
d

H−1(d/n)
2 P−→ α2− α . (2.10)
Now (2.3) follows from (2.6), (2.10) and the assumption d = dn →∞.
For the term Vn,2 we write
n−
i=1
|X i |I
|X i | ≤ ηd,n = n−d+1
i=1
Yi,n .
By Theorem 1 and Lemma 1 of [4] we conclude
1
n1/2σ(d/n)

n−d
i=1
Yi,n − n
∫ 1
d/n
H−1(t)dt

D−→ N (0, 1), (2.11)
where the function σ(t) satisfies
lim
t↓0
σ(t)
t1/2 H−1(t)
=

2
2− α
1/2
.
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Thus we get
1
d1/2 H−1(d/n)

Vn,2 − (p − q)n
∫ 1
d/n
H−1(t)dt

D−→(p − q)

2
2− α
1/2
N (0, 1). (2.12)
Next we observe that the independence of {εi , 1 ≤ i ≤ n} and {X i , 1 ≤ i ≤ n}, combined with
(2.2), (2.10) and (2.12), implies that
1
d1/2 H−1(d/n)

Vn,1 + Vn,2 − n(p − q)
∫ 1
d/n
H−1(t)dt

D−→

α
2− α + (p − q)
2
1/2
N (0, 1).
The proof of Theorem 1.1 is thus completed under the assumption that (1.6) holds with x0 = 0.
Assume now that (1.6) holds with some x0 > 0 and introduce the variable Y = X I {|X | ≥ x0}.
Clearly,
P{Y ≥ x} = px−αL∗(x) and P{Y < −x} = qx−αL∗(x) for all x > 0
where L∗(x) = L(x) for x ≥ x0 and L∗(x) = (x/x0)αL(x0) for 0 < x < x0. Also,
n−
i=1
X i I
|X i | ≤ ηd,n = n−
i=1
X i I {|X i | ≤ x0} +
n−
i=1
X i I

x0 < |X i | ≤ ηd,n

,
and by the central limit theorem for the bounded r.v.’s X i I {|X i | ≤ x0}
1
n1/2
n−
i=1
[
X i I {|X i | ≤ x0} −
∫ x0
−x0
td F(t)
]
= OP (1).
Hence applying the already proven case of Theorem 1.1 for the trimmed sums of Y ’s we conclude
1
d1/2 H−1(d/n)

n−
i=1
X i I

x0 < |X i | ≤ ηd,n
− n(p − q) ∫ H(x0)
d/n
H−1(t)dt

D−→

α
2− α + (p − q)
2
1/2
N (0, 1)
upon observing that d1/2 H−1(d/n)/n1/2 →∞. Thus Theorem 1.1 is proven. 
The proof of Theorem 1.2 requires some preliminary results. For F in (1.9) we define an
auxiliary distribution function G satisfying
G(x) = F(x) and G(−x) = q
p
(1− F(x)), if x ≥ x0 (2.13)
with some x0 > 0. The generalized inverses of F and G are denoted by F−1 and G−1. Let, as
before, An = d1/2 H−1(d/n), where H is the survival function of |X1|. Let U1,U2, . . . ,Un
be independent, identically distributed random variables, uniform on [0, 1]. By Shorack and
Wellner [15] we can assume that
Xk = F−1(Uk), 1 ≤ k ≤ n.
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Next we define
X∗k = G−1(Uk), 1 ≤ k ≤ n.
Let γd,n denote the dth largest element of |X∗1 |, |X∗2 |, . . . , |X∗n |. Similarly to H we define
G¯(x) = P{|X∗1 | > x}.
Lemma 2.1. If (2.13) holds, then for all ϵ > 0 there is a constant c0 = c0(ϵ) > 0 such that
lim inf
n→∞ P

γk,n − γk+1,n ≥ c0G¯−1(d/n)/d2 for all 1 ≤ k ≤ d

≥ 1− ϵ.
Proof. It follows from (1.2), (1.9) and (2.13) that G¯(x) = x−α L¯(x) and G¯−1(t) = t−1/α ℓ¯(t)
where L¯ and ℓ¯ are slowly varying functions at ∞ and 0, respectively. Using again the Kac
representation, we get
γk,n, 1 ≤ k ≤ n
 D= G¯−1(Zk/Zn+1), 1 ≤ k ≤ n , (2.14)
where Zi = u1 + u2 + · · · + ui , 1 ≤ i ≤ n + 1 and the ui ’s are independent, exponential (1)
random variables. Next we note that
P{Zn+1 ≤ n/2} ≤ e−c1n
with some constant c1 > 0 and therefore for all n large enough we have
P {Zn+1 ≥ n/2} ≥ 1− e−c1n ≥ 1− 1/n ≥ 1− 1/d. (2.15)
Similarly, for all 1 ≤ k ≤ d we have
P{Zk ≥ 2d} ≤ P{Zd ≥ 2d} ≤ e−c2d
for some constant c2 > 0 and therefore
P{Zk ≤ 2d for all 1 ≤ k ≤ d + 1} ≥ 1− (d + 1)e−c2d ≥ 1− 1/d, (2.16)
for n ≥ n0. Applying the mean value theorem for t − s = G¯(G¯−1(t)) − G¯(G¯−1(s)) and using
the fact that G¯(z) = c3(1 − F(z)) for z ≥ z0 with a positive constant c3, we obtain easily from
(1.8) for a sufficiently small t0 > 0
G¯−1(s)− G¯−1(t) ≥ c4 G¯
−1(t)
t
(t − s), (0 < s < t ≤ t0) (2.17)
with some c4 > 0. It follows from (2.15) and (2.16) that
P {Zk/Zn+1 ≤ t0 for all 1 ≤ k ≤ d + 1} ≥ 1− 2/d, (2.18)
if n is large enough. Using (2.14) we get
γk,n − γk+1,n, 1 ≤ k ≤ d
 D= G¯−1  Zk
Zn+1

− G¯−1

Zk+1
Zn+1

, 1 ≤ k ≤ d

(2.19)
and by (2.17) and (2.18) we conclude
G¯−1

Zk
Zn+1

− G¯−1

Zk+1
Zn+1

≥ c4G¯−1

Zk+1
Zn+1

uk+1
Zk+1
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with probability exceeding 1− 2/d . The uk’s are exponential (1) random variables and we have
(d + 1) min
1≤k≤d+1 uk
D= u1. (2.20)
Since G¯−1(t) is a non-increasing, regularly varying function, it follows from (2.15) and (2.16)
that for all ϵ > 0 there is a constant c5 = c5(ϵ) such that
lim inf
n→∞ P

G¯−1

Zk+1
Zn+1

uk+1
Zk+1
≥ c5 G¯
−1(d/n)
d2
for all 1 ≤ k ≤ d

≥ 1− ϵ.
Now Lemma 2.1 follows from (2.19) and (2.20). 
In the proof of Theorem 1.2 we use an immediate consequence of Lemma 2.1. Namely, under
the conditions of Lemma 2.1 for every ϵ > 0 there is a constant c0 = c0(ϵ) such that
lim inf
n→∞ P{γk,n − γk+1,n ≥ c0(d/n)
−1/α+ϵ/d2 for 1 ≤ k ≤ d} ≥ 1− ϵ. (2.21)
Conditions (1.9) and (2.13) yield that
F−1(x) = G−1(x)+ O (1− x)−λ as x → 1 (2.22)
and
F−1(x) = G−1(x)+ O(x−λ) as x → 0 (2.23)
with an arbitrary
λ > (1− β)/α. (2.24)
Let
V (x) = F−1(x)− G−1(x).
By (2.22) and (2.23) we have
|V (x)| ≤ C x−λ + (1− x)−λ for all 0 < x < 1 (2.25)
with some constant C . Introduce
Jk = Xk − X∗k = F−1(Uk)− G−1(Uk) = V (Uk). (2.26)
The inequality in (2.25) yields that with some constant c
P {|Jk | ≥ t} = P {|V (Uk)| ≥ t}
≤ P

C

U−λ1 + (1−U1)−λ

> t

≤ P

U−λ1 >
t
2C

+ P

(1−U1)−λ > t2C

≤ ct−1/λ. (2.27)
Lemma 2.2. If the conditions of Theorem 1.2 are satisfied, then
lim
n→∞ P {the indices of the d maximal elements of
(|X1|, . . . , |Xn|) and
|X∗1 |, . . . , |X∗n | are identical = 1.
I. Berkes, L. Horva´th / Stochastic Processes and their Applications 122 (2012) 449–465 459
Proof. It follows from (2.27) that
max
1≤k≤n
|Jk | = OP (nλ). (2.28)
According to (1.10), (1.11) and (2.24),
nλ = o

(d/n)−1/α+ϵ
d2

(n →∞).
Since (2.28) holds, by Lemma 2.1 (cf. (2.21)) the extra terms Jk do not play any role when we
compute the first d largest elements of (|X1|, . . . , |Xn|) and
|X∗1 |, . . . , |X∗n |. This completes
the proof of Lemma 2.2. 
Lemma 2.3. If the conditions of Theorem 1.2 are satisfied, then
n−
k=1
(Xk − X∗k )I
|Xk | ≤ ηd,n = Dn + oP (An)
with some numerical sequence Dn .
Proof. First we note n−
k=1
(Xk − X∗k )

I
|Xk | ≤ ηd,n− I |Xk | ≤ H−1(d/n)

≤
n−
k=1
|Jk |I

ηd,n ≤ |Xk | ≤ H−1(d/n)

+
n−
k=1
|Jk |I

H−1(d/n) ≤ |Xk | ≤ ηd,n

.
It follows from the assumptions that
H(x)
1− F(x) −→
p + q
p
and
H(x)
F(−x) −→
p + q
q
(x −→∞).
Hence for any C > 1 there are C∗ > 1 and n0 such that the event
H−1(Cd/n) ≤ |Xk | ≤ H−1(d/(Cn))
implies
d/(C∗n) ≤ Uk ≤ C∗d/n or 1− C∗d/n ≤ Uk ≤ 1− d/(C∗n)
for 1 ≤ k ≤ n, n ≥ n0. Thus we conclude for any C > 1 and n ≥ n0,
n−
k=1
E

|Jk |
[
I

H−1

Cd
n

≤ |Xk | ≤ H−1

d
Cn
]
≤
n−
k=1
E
[
|F−1(Uk)− G−1(Uk)|
[
I

d
C∗n
≤ Uk ≤ C
∗d
n

+ I

1− C
∗d
n
≤ Uk ≤ 1− dC∗n
]]
= nE
[
|F−1(U1)− G−1(U1)|
[
I

d
C∗n
≤ U1 ≤ C
∗d
n

+ I

1− C
∗d
n
≤ Uk ≤ 1− dC∗n
]]
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= O(1)n
∫ C∗d/n
d/(C∗n)
x−λdx +
∫ 1−d/(C∗n)
1−C∗d/n
(1− x)−λdx

= O(1)n

d
n
1−λ
= O(1)nλd1−λ.
By (1.10) and (1.11) and since λ can be chosen arbitrarily close to (1 − β)/α, we have for all
ϵ > 0 small enough
nλ d1−λ
An
≤ n
(1−β)/α+ϵd1−(1−β)/α
d1/2−1/αn1/α
= n−β/α+ϵd1/2+β/α → 0.
Observing that by (2.5)
lim
C→∞ lim infn→∞ P

H−1(d/(Cn)) ≤ ηd,n ≤ H−1(Cd/n)

= 1,
the Markov inequality yields n−
k=1
Jk

I
|Xk | ≤ ηd,n− I |Xk | ≤ H−1(d/n)
 = oP (An) . (2.29)
Lemma 2.3 is proven if we show that there is a numerical sequence Dn such that
n−
k=1
Jk I

|Xk | ≤ H−1(d/n)

= Dn + oP (An) . (2.30)
Introducing
Wk,n =

F−1(Uk)− G−1(Uk)

I {|F−1(Uk)| ≤ H−1(d/n)},
we have that
n−
k=1
Jk I

|Xk | ≤ H−1(d/n)

=
n−
k=1
Wk,n .
Clearly, W1,n, . . . ,Wn,n are independent, identically distributed, bounded random variables. Put
Dn = nEW1,n . Repeating our previous arguments, there is C > 1 such that by (2.25) we have
var

n−
k=1
Wk,n

= O(1)n
∫ 1−d/(Cn)
d/(Cn)
(x−2λ + (1− x)−2λ)dx
=
O(1)n
2λd1−2λ, if λ > 1/2
O(1)n log(n/d), if λ = 1/2
O(1)n, if λ < 1/2.
Now for λ > 1/2 we have for all ϵ > 0 small enough
nλ d
1
2−λ
An
≤ n−β/α+ϵdβ/α → 0,
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by choosing λ sufficiently close to (1 − β)/α, and using that dn = o(nγ ) with γ < 1 according
to (1.10) and (1.11). Similarly, if λ = 1/2, then
(n log(n/d))1/2
An
≤ n1/2−1/α+ϵd1/α−1/2 → 0
and if λ < 1/2, then
n1/2
An
≤ n1/2−1/α+ϵd1/α−1/2 → 0.
Hence the proof of (2.30) is complete. 
Lemma 2.4. If the conditions of Theorem 1.2 are satisfied, then there is a numerical sequence
Dn such that n−
k=1
Xk I
|Xk | ≤ ηd,n− n−
k=1
X∗k I
|X∗k | ≤ γd,n− Dn
 = oP (An) .
Proof. It follows from Lemma 2.2 that
lim
n→∞ P

n−
k=1
X∗k I
|X∗k | ≤ γd,n = n−
k=1
X∗k I
|Xk | ≤ ηd,n = 1,
so the result is an immediate consequence of Lemma 2.3. 
Proof of Theorem 1.2. The first part is an immediate consequence of Theorem 1.1 and
Lemma 2.4.
Now we prove the second part of the theorem. Let rn = [nγ ], 0 < γ < 1, nk = ak .
Following [9, pp. 346–349], set
ci = n1/αi r−1/αni , di = n1/αi (rni − r3/4ni )−1/α. (2.31)
Then c1 < d1 < c2 < d2 < · · · if a is large enough. Note that in this proof the trimming number
is denoted by rn , to avoid confusion with the quantity di defined in (2.31). Let X be a random
variable with density
f (x) =
αx
−1−α if ci ≤ x ≤ di , i = 1, 2, . . .
2−1α|x |−1−α if di < |x | < ci+1, i = 1, 2, . . .
0 if − di ≤ x ≤ −ci or |x | < 1, i = 1, 2, . . . .
As is shown in [9], the tails of X are given by
2P(X > x) =

2x−α − d−αi + vi+1 if ci ≤ x ≤ di
x−α + vi+1 if di ≤ x ≤ ci+1 (2.32)
and
2P(X < −x) =

d−αi − vi+1 if ci ≤ x ≤ di
x−α − vi+1 if di ≤ x ≤ ci+1, (2.33)
where
vi =
∞−
j=i
(c−αj − d−αj ).
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Clearly,
vi =
∞−
j=i
r3/4n j /n j ∼ Cn−(1−3γ /4)i (2.34)
for some constant C > 0. Also, formulas (4.9) and (4.10) in [9] are satisfied and, as is shown
there, the trimmed sum
n−
k=1
Xk I {|Xk | ≤ ηrn ,n}
has a nongaussian asymptotic distribution along the subsequence (nk). Now ci ∼ di ∼ n(1−γ )/αi
and thus for ci ≤ x ≤ di we have
|x−α − d−αi | ≤ |c−αi − d−αi | = r3/4ni /ni ∼ n−(1−3γ /4)i ∼ c−κi ∼ x−κ
where
κ = 4− 3γ
4− 4γ α. (2.35)
Also, (2.34) implies that for di ≤ x ≤ ci+1 we have vi+1 ≈ x−κ and thus the tail formula (2.32)
yields the first relation of
2P(X > x) = x−α(1+ O(x−β)), 2P(X < −x) = x−α(1+ O(x−β))
with β = κ − α. The second relation follows similarly from (2.33). The last two relations and
the the formula for the density function f show that f satisfies (1.8). We also see that (1.9) holds
with p = 1/2, and since rn = [nγ ] with
γ = β
β + α/4
in view of (2.35), the proof of Theorem 1.2 is complete. 
Proof of Theorem 1.3. We follow the proof of Theorem 1.2 with minor modifications. Since we
assume that 0 < p < 1, relation (1.3) can be written equivalently as
F−1(t) = t−1/αℓ(t), 0 < t < 1, (2.36)
where ℓ is a function slowly varying at 0.
It is clear that Lemma 2.1 holds under the present conditions. We recall that
V (t) = F−1(t)− G−1(t),
where G was defined in (2.13). We note that under the conditions of Theorem 1.3 we have that
|F−1(t)|
F−1(1− t) → c, as t → 0
for some 0 < c <∞. Applying the conditions of Theorem 1.3, we get for all 0 < t < 1
|F−1(t)− G−1(t)| ≤ c1
 |F−1(t)|
K (|F−1(t))|

, (2.37)
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where c1 is a constant. For all A > 0 we have
P

max
1≤k≤n
|Jk | ≥ A|F−1(1/n)|/K (|F−1(1/n)|)

≤ n P{|V (U1)| ≥ A|F−1(1/n)|/K (|F−1(1/n)|)},
where Jk is defined in (2.26). Observing that F−1(t)/K (F−1(t)) is regularly varying and
therefore it is equivalent to a monotone function, we conclude via (2.37) that
P{|V (U1)| ≥ A|F−1(1/n)|/K (|F−1(1/n)|)} ≤ c2(A)/n,
where c2(A)→ 0 as A →∞. Thus we have proven that
max
1≤k≤n
|Jk | = OP {|F−1(1/n)|/K (|F−1(1/n)|)}.
We note that |F−1(t)|/G¯−1(t) is bounded. For every ϵ > 0, the function tϵℓ(t) is regularly
varying and therefore it is equivalent to a nondecreasing function. Thus
ℓ(1/n)
dϵℓ(d/n)
= (1/n)
ϵℓ(1/n)
(d/n)ϵℓ(d/n)
= O(1).
Hence using (1.14) and (1.15) we obtain that
|F−1(1/n)|
K (|F−1(1/n)|)
d2
G¯−1(d/n)
= O(1)d
2+1/α
K (n)
ℓ(1/n)
ℓ(d/n)
→ 0 (n →∞),
and thus Lemma 2.2 holds in this case too.
Next we outline the proof of Lemma 2.3 in the present case. By (2.37) we have that
E
[
|F−1(U1)− G−1(U1)|
[
I

d
Cn
≤ U1 ≤ Cdn

+ I

1− Cd
n
≤ U1 ≤ 1− dCn
]]
= O(1)
∫ Cd/n
d/(Cn)
|F−1(t)|
K (|F−1(t)|)dt = O

d
n
|F−1(d/n)|
K (|F−1(d/n)|)

.
Using (1.14) and (1.15) we get
d
|F−1(d/n)|
K (|F−1(d/n)|)
1
An
= O(1)d|F
−1(d/n)|
K (n)
1
d1/2 H−1(d/n)
= O(1) d
1/2
K (n)
→ 0.
This completes the proof of (2.29).
The proof of Lemma 2.3 will be completed if we show that (2.30) is satisfied. Using again
(2.37), we conclude that
var

n−
k=1
Wk,n

= O(1)n
∫ 1−Cd/n
d/(Cn)
 |F−1(t)|
K (|F−1(t)|)
2
dt
= O(1)n d
n
 |F−1(d/n)|
K (|F−1(d/n)|)
2
.
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It is easy to see that assumptions (1.14) and (1.15) yield
d1/2
|F−1(d/n)|
K (|F−1(d/n)|)
1
An
= O(1)d
1/2|F−1(d/n)|
K (|F−1(d/n)|)
1
d1/2 H−1(d/n)
= O(1) 1
K (n)
→ 0,
proving Lemma 2.3. Lemma 2.4 can also be established under the present conditions which also
completes the proof of the first part of Theorem 1.3.
The proof of the second part is very similar to the proof of Theorem 1.2. Let rn = [K (n)]4,
nk = ak and define ci , di and X as in the proof of the second part of Theorem 1.2. By the
properties of K we have limk→∞ K (ak+1)/K (ak) = 1 and also that ci+1/ci is bounded. Further,
the sequence r3/4n j n
−1
j decreases at least exponentially and thus using (2.31) we get
vi =
∞−
j=i
(c−αj − d−αj ) =
∞−
j=i
r3/4n j n
−1
j ≪ r3/4ni n−1i = c−αi r−1/4ni ,
where ≪ means the same as the O notation. Thus using the assumptions on K and the properties
of slowly varying functions, we get for ci ≤ x ≤ ci+1
vi+1 ≪ c−αi+1r−1/4ni+1 ≪ x−αL(ni+1)−1
≪ x−αL(ni+1/rni+1)−1 = x−αL(cαi+1)−1
≪ x−αK (ci+1)−1 ≪ x−αK (x)−1.
Also,
|c−αi − d−αi | = r3/4ni n−1i ≪ c−αi K (ni )−1 ≪ c−αi K (ci )−1
and therefore for ci ≤ x ≤ dix−α − d−αi ≪ c−αi L(ci )−1 ≪ x−αK (x)−1.
Thus using the tail formulas (2.32) and (2.33), the second part of Theorem 1.3 follows. 
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