Abstract. The OWL 2 QL profile has been designed to facilitate query answering via query rewriting. This paper presents an optimized query rewriting algorithm which takes advantage of the special characteristics of the query rewriting problem via first-order resolution in OWL 2 QL and computes efficiently the set of the non redundant rewritings of a user query, by avoiding blind and redundant inferences, as well as by reducing the need for extended query subsumption checks. The evaluation shows that in several cases the algorithm achieves a significant improvement and better scalability if compared to other similar approaches.
Introduction
The use of ontologies in data access allows for semantic query answering, i.e. for answering user queries expressed in terms of terminologies linked to the data [3, 5] . Queries are typically expressed in the form of conjunctive queries (CQ) and terminologies in an ontological form. Unfortunately, the problem of answering CQs in terms of ontologies axiomatized in expressive Description Logics (DL) suffers from high worst-case complexity. The obvious way to overcome this obstacle and develop practical systems is to reduce the expressivity of the ontology language, otherwise either the soundness or the completeness of the algorithm have to be sacrificed.
Late research in description logics introduced DL-Lite R , which is the DL ontology representation language that underpins the OWL 2 QL profile [1] . In DL-Lite R , the CQ answering problem is tractable (from the data point of view). It is proved that sound and complete CQ answering systems for DL-Lite R can follow a strategy that splits the procedure into two independent steps [5, 1, 6] : the query rewriting, in which the CQ is expanded into a union of CQs (UCQ) using the ontology and the execution of the UCQ over the database. Apart from the obvious advantage of using the mature relational database technology, rewriting can be based on first order resolution-based reasoning algorithms [4] that are widely studied in the literature [7, Ch.2] . The main restriction is that for large terminologies and/or large queries, the algorithm becomes rather impractical, since the exponential complexity in the query size affects the efficiency of the system and may result to a very large number of rewritings.
Several CQ answering algorithms for DL-Lite R have been proposed in the literature. In [2, 8] , the rewriting strategy, called PerfectRef, is based on reformulating the conjuncts of the query according to the taxonomic information of the ontology. Although the strategy is in general very effective, some of the axioms of the terminology must be syntactically rewritten in terms of auxiliary roles in order to cover the full expressivity of DL-Lite R which may significantly increase the size of the ontology. In [4] a resolution-based rewriting strategy, called RQR, is proposed, which relaxes the above restriction. However, the unstratified saturation strategy may get tangled in long inference paths leading either to redundant rewritings or to rewritings that are not in a CQ form (non function-free). Such rewritings are discarded in the end, however their participation in the inference process and the increased number of required subsumption checks degrades significantly the practical performance of the system (which already suffers from an exponential worst-case complexity in the query size). Finally, [6] follows a different approach, and instead of computing a set of CQs, a non-recursive datalog program is constructed, deferring thus the main source of complexity to the database system.
In this paper, we introduce a new query rewriting algorithm called Rapid, which is optimized for the query rewriting problem of CQs posed over DL-Lite R ontologies. Its efficiency is based on the selective and stratified application of resolution rules. Instead of applying indiscriminately the resolution rule saturating the user query, we take advantage of the query structure and apply a restricted sequence of resolutions that may lead to useful, hopefully redundant-free rewriting subsets. In this way, we avoid a large number of blind inference paths which can be the cause of scalability issues, as well as the production of many redundant rewritings and the need to perform extended query subsumption checks, i.e. very costly operations. The effectiveness of the algorithm is demonstrated in its practical evaluation, which shows clearly an optimized performance, especially in the most problematic cases of large queries or large terminologies.
Preliminaries
A DL-Lite R ontology is a tuple ⟨T , A⟩, where T is the terminology, which represents the entities of the world, and A the assertional knowledge, which describes the world objects in terms of the entities of T . Formally, T is a set of axioms of the form C 1 ⊑ C 2 or R 1 ⊑ R 2 , where C 1 , C 2 are concept descriptions and R 1 , R 2 role descriptions, employing atomic concepts, atomic roles and individuals. A is a finite set of assertions of the form A(a) or R(a, b), where a, b are individuals, A an atomic concept and R an atomic role. A DL-Lite R concept can be either atomic or ∃R.⊤. If it appears in the RHS, we assume that it may also be of the form ∃R.A. Negations of concepts can be used only in the RHS of subsumption axioms. A DL-Lite R role is either an atomic role R or its inverse
(the sequence is meant as a conjunction), where atom A is the head and atoms B i the body of Q. Wlog we assume that all B i are distinct and denote the set of B i s by body Q, and A by head Q. A CQ Q is posed over an ontology ⟨T , A⟩ if the predicates of all atoms in body Q are entities of T and have arities 1 or 2, depending on whether the respective entity is a concept or a role. Hence, an atom A ∈ body Q may be of the form A(t) or A(t, s), if it is a concept or role atom, respectively. terms A (vars A, cons A) are the sets of terms (variables, constants) that appear in A. For a set of atoms B we have that terms B = ∪ A∈B terms A, for a CQ Q that terms Q = terms ({head Q} ∪ body Q), and similarly for vars Q and cons Q. An atom or CQ is function free if it contains no functional terms. User queries are always function free. The terms in a function free CQ Q can be characterized in some important ways: A term t ∈ terms Q is distinguished iff it appears in head Q and non distinguished otherwise, bound iff it is a constant or it is a variable that appears at least twice in {head Q}∪body Q and unbound otherwise, and disconnected iff there is a disconnected subgraph
We denote the set of distinguished and bound terms, and bound and unbound variables of Q by terms D Q, terms B Q, vars B Q and vars UB Q, respectively. For simplicity and wlog we assume that the user query Q contains no disconnected terms, no distinguished constants, and that all its distinguished variables appear also in body Q.
A tuple of constants a is a certain answer of a user CQ Q posed over the [4] ).
Axiom
Clause 
The Rapid Algorithm
Rapid computes rewr C (Q, O) for a user query Q in an efficient way. Its structure is similar to that of RQR, but it introduces several optimizations and organizes differently some tasks so as to reduce the inferences that lead to queries that will eventually be discarded because they are not function free or redundant. The strategy of Rapid is based on the distinguishing property of the bound and unbound variables, namely that whenever a CQ Q is used as the main premise in a resolution rule in which an atom A ∈ body Q unifies with the head of the side premise and the mgu θ contains a binding v/t for some variable v ∈ vars B Q, the application of θ affects several atoms of the query apart from A. This is not the case if v ∈ vars UB Q, since unbound variables appear only once in a CQ. The main premise in the resolution rules in Rapid is always Q or a rewriting of it.
Rapid consists of the following steps: (1) The clausification step, in which O is transformed into Ξ(O). (2) The shrinking step, in which the clauses of Ξ(O) are selectively used as side premises of resolution inference rules in order to compute rewritings which differ from the user query Q in that they do not contain one or more variables in vars B Q, because the application of the resolution rule led to their unification with a functional term which subsequently was eliminated. (3) The unfolding step, which uses the results of the previous step to compute the remaining rewritings of Q, by applying the resolution rule without that the bound variables of the main premise are affected. In principle, only unbound variables are eliminated or introduced at this step. However, eventually some bound variables of the main premise may also be eliminated, not through the introduction and subsequent elimination of functional terms, but through the removal of redundant atoms, i.e. while converting the conclusion to its minimal form. (4) The redundancy removal step, in which redundant rewritings are re-moved. This step is in principle the same as in RQR, but is more efficient in two ways: First, the previous steps produce much fewer redundant rewritings, and second not every pair of rewritings has to be checked for subsumption, because, as we will see in the sequel, some sets of rewritings that are produced at the unfolding step are guaranteed to be redundant free.
Notwithstanding the above general description, Rapid optimizes the shrinking and unfolding steps by not employing the resolution rule directly in its standard form. Instead, a shrinking and unfolding inference rule are defined, which condensate into one a series of several successful resolution rule application steps. In this way, we achieve that the resolution rule is applied only if it eventually leads to a function free and hopefully also non redundant rewriting, avoiding thus a large number of useless inferences. The shrinking and unfolding inference rules are based on the notion of the unfolding and function set of an atom.
Atom Unfolding Sets
The saturation of Ξ(O) w.r.t. the resolution rule contains clauses of the form
as well as the respective clauses with the role atom arguments inverted. We note that in the first two rows the non functional arguments appear both in the LHS and the RHS of the clauses. Based on this remark and given that in the unfolding step we want that bound variables do not unify with functional terms but be preserved in the conclusion, we define the unfolding of an atom as follows:
Definition 1. Let A be a function free atom and T a non empty subset of terms
Essentially, B (up to the variable renaming θ ′ ) is an unfolding of A w.r.t. T if B is the body of a clause that can be inferred from Ξ(O) having in its head an atom A ′ (of the same predicate as A) such that both B and A ′ contain unaltered all terms in T (which will normally be the bound variables of the CQ in question). The renaming θ ′ contains no essential information, so in order to collect all distinct unfoldings of A w.r.t. some T , it suffices to collect only
Having this in mind, we define the unfolding set of atom A for T w.r.t.
We also define the setD(A; T ) = D(A; T ) ∪ {A}. By using table 2, it is easy to prove that given A and T we have that
In the definition of D, J are the following atom production rules: 
Atom Function Sets
As we have mentioned before, the saturation of Ξ(O) contains clauses of the form
In contrast to the case of the unfoldings, now we are interested in the behavior of the functional term f (x), which is present in the LHS but not in the RHS of the clause. Hence, if f (x) appears in an atom A of some rewriting, it could probably be eliminated by using such clauses. Let funcs Ξ(O) be the set of all functions that appear in Ξ(O). According to table 1, each axiom that has an existential quantifier in the RHS introduces a distinct function f in Ξ(O). It follows that each function f ∈ funcs Ξ(O) is uniquely associated with the concept A that appears in the LHS of the axiom that introduces f . We denote the concept associated with function f by cn f . In order to group the functional term elimination clauses through the use of cn f , we provide the following definition: Table 3 shows the unfolding and function sets for atoms A(x), C(x), R(x, y) and S(x, y) and several sets T . Table 3 . Unfolding and function sets for example 1.
Definition 2. Let A be a function free atom, T a non empty subset of terms A and v a variable in vars A ∩ T . The function set F v (A; T ) of all functions associated with A in variable v w.r.t. T is defined as follows:
F v (A; T ) = {f | B(v) ∈D(A; T ) and B(f (x)) ← (cn f )(x) ∈ Ξ(O)} ∪ {f | B(v, t) ∈D(A; T ) and B(f (x), x) ← (cn f )(x) ∈ Ξ(O)} ∪ {f | B(t, v) ∈D(A; T ) and B(x, f (x)) ← (cn f )(x) ∈ Ξ(O)} It follows immediately that (a) if A is of the form A(v, t) then f ∈ F v (A; T ) iff Ξ(O) |= R A(f (t), s) ← (cn f )(t), (b) if A is of the form A(t, v) then f ∈ F v (A; T ) iff Ξ(O) |= R A(s, f (t)) ← (cn f )(t),where in both cases s = t if t ∈ T otherwise either s = t, or s = g(f (t)) for some function g, and (c) if A is of the form A(v) then f ∈ F v (A; T ) iff Ξ(O) |= R A(f (t)) ← (cn f )(t). Example 1. Consider the ontology O = {B ⊑ A, ∃R ⊑ A, S ⊑ R − , C ⊑ ∃R.A, ∃T − ⊑ C, D ⊑ ∃S}, from which we get Ξ(O) = {A(x) ← B(x), A(x) ← R(x, y), R(x, y) ← S(y, x), R(x, f 1 (x)) ← C(x), A(f 1 (x)) ← C(x), C(x) ← T (y, x), S(x, f 2 (x)) ← D(x)}.A; T A(x); {x} C(x); {x} R(x, y); {x} R(x, y); {y} R(x, y); {x, y} S(x, y); {x} D(A; T ) B(x) T (z1, x) S(y, x) S(y, x) S(y, x) D(x) R(x, z1) C(x) D(y) S(z1, x) T (z1, x) C(x) T (z2, x) Fx(A; T ) {f1, f2} ∅ {f2} ∅ {f2} ∅ Fy(A; T ) − − ∅ {f1} {f1} −
Query Shrinking
The shrinking step computes rewritings that can be inferred from the user query Q by eliminating one or more of its bound variables through their unification with a functional term. Given that the rewritings in rewr (Q, O) are function free, if a function is introduced in some rewriting at some point in the standard resolution-based inference process, subsequently it must be eliminated. However, we know that each function appears only in at most two clauses of Ξ(O), both of which have as body the atom (cn f )(x). Now, f (x) can be introduced in a CQ only if some inference led to the substitution of a bound variable v by f (x). Hence, in order for f (x) to be eliminated, all atoms in which f (x) has been introduced must contain f in their function sets, for the appropriate argument. This is the intuition behind the following shrinking inference rule: 
The shrinking rule S on Q has as follows:
where θ = ∪ x∈X {x/t}, and t = a if C = {a} otherwise t is a variable / ∈ vars Q.
The shrinking rule changes the structure of Q, in the sense that it eliminates a bound variable, and hence the atoms that contained it. It is easy to prove that S is a sound inference rule, i.e. that if
Query Unfolding
Let S * (Q) be the reflexive transitive closure of Q under the inference rule S. From its computation, it follows that S * (Q) contains a 'representative' for all query structures that can result from Q by eliminating one or more variables in vars B Q by using functional terms. Moreover, this representative can be considered as a 'top' query, in the sense that in can produce several more CQs with no further structural changes due to bindings of bound variables with functional terms. Hence, the remaining rewritings can be obtained from S * (Q) by computing for each Q ′ ∈ S * (Q) all CQs inferred from Q ′ by replacing one or more of its atoms by one of its unfoldings. In this way we can eventually compute all rewritings of Q. This can be achieved by applying the following unfolding inference rule: Definition 4. Let Q be the CQ A ← B 1 , . . . , B n . The unfolding rule U on Q has as follows:
where γ is a renaming of vars C \ vars
It follows immediately that U is a sound inference rule, i.e. that if Ξ(O) ∪ {Q} |=
Rule U replaces one atom of Q by one of its unfoldings. U can iteratively be applied on the conclusion to get more rewritings. In order to facilitate the optimization of the combined application of U on more than one atoms at the same time, we define the combined unfolding inference rule W which can replace in one step more than one atoms of Q by one of their unfoldings. In this way, any unfolding of Q can be obtained in one step.
Definition 5. An unfolding of CQ Q : A ← B 1 , . . . , B n , is the conclusion of any application of the following W rule:
In the above definitions we have always taken the minimal form of the conclusion in order to remove possible redundant atoms. In the sequel, we will call raw an unfolding given by U or W before converting it to the minimal form.
We denote the reflexive transitive closure of all possible applications of the inference rule W on Q by W * (Q). By using the definitions of the shrinking and unfolding rules we get the following theorem, which justifies the strategy followed by Rapid to compute the set of non redundant rewritings of a user query Q. 
Theorem 1. Let Q be a CQ over a DL-Lite R ontology O. We have that if
Q ′ ∈ ∪ Q ′′ ∈S * (Q) W * (Q ′′ ) then Q ′∈ rewr (Q,
Implementation
The practical implementation of Rapid follows the above strategy, however the unfolding step includes additional optimizations that reduce the number of redundant rewritings and hence the need for extended subsumption checks. The Rapid system (algorithm 3) uses procedures Shrink and Unfold (algorithms 1 and 2). Shrink computes the closure S * (Q) by iteratively applying the shrinking inference rule. Each rewriting computed by Shrink is processed by Unfold, which computes two disjoint sets of rewritings. We will now discuss their contents, explaining at the same time the optimizations that have been employed.
If we apply exhaustively the W rule on a CQ Q in order to compute W * (Q), we may end up with many redundant rewritings. Given that these are undesired, we have two options: either to compute all rewritings and then remove the redundant ones, or else try to apply W in a cleverer way, so as to get only non redundant rewritings, or at least as few as possible. Because the subsumption check operation is very costly, we choose the second option, i.e. we have to solve the following problem: Given a CQ Q of the form A ← B 1 , . . . , B n , compute only the non redundant CQs that are conclusions of all possible applications of W on Q. For convenience, define B i =D(B i ; terms B Q ∩ terms B), so that we have the sequence of the possibly non disjoint unfolding sets B 1 , . . . , B n . For simplicity, we can drop the substitutions γ i that appear in the definition of W by assuming that if some member of a set B j has been obtained by an inference that introduced a new variable, that variable appears in no other element of ∪ n i=1 B i . If the sets B i are not disjoint, simply taking all possible combinations of their elements in order to form the unfoldings of Q, will certainly result in several redundant rewritings, which we should then check for subsumption.
Algorithm 1
The query shrinking procedure. For any B ∈ ∪ n i=1 B i , define the set idx B = {j | B ∈ B j } of the indices of all the unfolding sets that contain B. We call the set A = {A 1 , . . . ,
if A contains at least one atom from each unfolding set and we can consider that each unfolding set is represented in A by a single atom. Clearly, a selection corresponds to an unfolding of Q, in particular to head Q ← A 1 , . . . , A k . However, we are interested in minimal selections, which correspond to non redundant rewritings. We call a selection for Q minimal, iff there is no selection A ′ for Q such that A ′ ⊂ A, i.e. if in addition to the above conditions,
If this not was the case, we could form the selection
The unfolding step in Rapid computes efficiently the minimal selections for a CQ Q by examining the contents of the sets idx B i for each candidate raw unfolding given by the W rule. However, although the set of minimal selections for some CQ Q corresponds to the set of all its non redundant unfoldings and hence there is no need to perform subsumption checks within this set, the union of the sets of the non redundant unfoldings of two distinct CQs Q 1 and Q 2 (e.g. obtained at the shrinking step) may not be redundant free. The need for subsumption check remains, however the number of required checks is much less, since the unfoldings of Q 1 have to be checked for subsumption only against the unfoldings of Q 2 and vice versa, and not also against the unfoldings of Q 1 .
The above procedure computes sets of non redundant, raw unfoldings, but does not take into account possible redundant atoms that may appear in a raw unfolding Q ′ of Q and are removed in min Q ′ . The removal of possible redundant atoms, so as to get a candidate core rewriting, may change the structure of Q ′ and make it subsume several other raw unfoldings given by the minimal selections for Q. Because the redundant atoms removal process may involve the binding of unbound variables to bound ones, this issue can be addressed by computing all such bindings in advance and include them in the sets B i . In particular, if for some i, j ∈ N n we have that A ∈ B i , A ′ ∈ B j and there is a substitution θ on vars A ′ \ vars B Q such that A ′ θ = A, we add A to B j . We call the minimal selections for Q that contain at least such an atom impure. Their inclusion in the result does not affect soundness, since we have only replaced an unbound variable of A ′ by a bound variable of A. However, an impure selection may result in a minimal unfolding that is subsumed by an unfolding given by another minimal
Algorithm 3 The Rapid algorithm
selection for Q. For this reason, Unfold distinguishes between the two sets of unfoldings and returns them in the sets Q andQ, which contain the unfoldings that have resulted from the pure and impure minimal selections, respectively.
The final step of Rapid is the check for redundancies in the results of Unfold. The check is done after first grouping the results into sets that are known not to contain redundant rewritings. These are the sets of the pure unfoldings returned by Unfold, excluding the unfoldings who did not coincide with their minimal form. The minimal form of each of these queries, as well as each impure unfolding forms a separate set. These sets are processed by RemoveRedundant which removes any redundant rewritings by checking for subsumption across the several sets only. We should also note that Unfold applies the combined unfolding rule W only on its input Q and not iteratively also on the conclusions. This does not affect completeness, because at the application of W bound terms may be converted to unbound or eliminated only due to removal of redundant atoms. This redundancy removal is the last step of the application of the W rule, hence no rewriting is lost. However, it may be the case that an unbound variable v of such a conclusion (which was bound in the main premise) can unify with a functional term of some clause in Ξ(O) and hence be eventually eliminated. If this is the case, variable v would have been eliminated also earlier at some application of the shrinking rule, hence again completeness is not affected. Bi
Bi
For the atoms A for which |idx A| > 1 the above tables show the sets idx A (in supersript). Because in both Q 1 and Q 2 for all atoms A in column 2 we have idx A = {1, 2}, Rapid computes no unfoldings with atoms that appear only in column 1, because they would be redundant (e.g. for S(x, z) . In this way 24 (= 2 * 6 * 2) rewritings are obtained from Q 1 and 4 (= 2 * 2) from Q 2 . The unfoldings of Q 1 are all impure (because they contain atoms inB 1 ) while the ones of Q 2 are all pure. All of them are finally checked for subsumptions, however the check within the set of the rewritings of Q 2 is skipped because we know that it contains no redundant rewritings. Finally, we get 28 core rewritings.
Evaluation
We evaluated Rapid by comparing it with Requiem (its greedy strategy), the implementation of RQR. We used the same data sets as in [4] , namely the V, S, U, A, P5, UX, AX, P5X ontologies. (V models European history, S European financial institutions, and A information about abilities, disabilities and devices. U is a DL-Lite R version of the LUBM benchmark ontology. P5 is synthetic and models graphs with paths of length 5. UX, AX and P5X were obtained from U, A and P5, by rewriting them without qualified existential restrictions.) Rapid was implemented in Java, as is Requiem. Tests were performed on a 3GHz processor PC and the results are shown in table 4. For both Rapid and Requiem two times (in hh:mm:ss.msec format) and rewriting sizes are given. T A is the rewriting computation time without the final redundancy removal step, and T R is the total time including this last step. Similarly, R A is the size of the rewriting set when omitting the redundancy removal step, and R F the size of the core rewriting set. As expected, both systems compute the same number of core rewritings.
The results show clearly the efficiency of Rapid. It is always faster and in several cases the improvement is very significant. The efficiency is even more evident if we compare the results before and after the redundancy removal step. In most cases, the number of rewritings discarded as redundant in this step is small. Hence, by omitting it we would still get a 'good' result, but gain possibly a lot in time. The redundancy removal step is very expensive, although our optimizations significantly reduced its cost too. The most striking case is ontology AX and query 5, in which Rapid completes the computation of the 32,921 core rewritings in about 43 seconds, while Requiem needs about 2 hours. Moreover, Rapid needs only to 2.1 sec to compute a set containing only 35 redundant rewritings and then about 41.2 sec to detect them, while Requiem computes 43,111 redundant rewritings and needs 1.5 hours to detect and remove them.
Rapid
Requiem (greedy strategy) We comment on two cases that illustrate best the efficiency of the shrinking and unfolding steps in Rapid. In ontology P 5, where query i asks for nodes from which paths of length i start, the performance of Rapid is essentially unaffected by the query size, unlike Requiem which is not scalable. This is due to the efficiency of the shrinking inference rule, which fires only if it leads to a valid rewriting. In RQR the saturation is performed undiscriminately, leading to a large number of non function free rewritings (exponential in the size of funcs Ξ(O)) that are eventually discarded. In ontology U , the superior per-formance of Rapid is due to the efficiency of the unfolding step, in particular to the non computation of redundant unfoldings. In query 5, at the end of the unfolding step Rapid has computed only 8 rewritings, which are the final core rewritings. In contrast, Requiem computes 2,880, which need to be checked for subsumption. In the general case the superior performance of Rapid is due to the combined efficiency of the shrinking and unfolding steps.
Before concluding this section we should note, however, that Requiem, being an EL reasoner, is not optimized for DL-Lite R . Nevertheless, in [4] which compares Requiem with CGLLR, an implementation of the authors of the PerfectRef algorithm, Requiem shows already a better performance.
Conclusions
We have presented Rapid, a new algorithm for the efficient computation of query rewritings over DL-Lite R ontologies. The general structure of Rapid is inspired by a resolution-based process, however its steps are optimized and the application of the first order resolution rule is replaced by specialized shrinking and unfolding rules, which save the algorithm from many redundant rewritings, many subsumption checks, as well as from blind resolution paths. The specialized inference rules differentiate Rapid from pure resolution-based algorithms, however it remains committed to the computation of query rewriting sets, unlike recent approaches [6] which circumvent the exponential complexity of the query rewriting problem by computing datalog programs, deferring thus the complexity to the underlying database systems. The experimental evaluation of Rapid showed a significant performance benefit if compared to RQR, which in several practical cases can alleviate the exponential behavior of the system. An interesting direction for future work is to apply the idea to more expressive DLs, like ELHI.
