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ON THE LINEARITY DEFECT OF THE RESIDUE FIELD
LIANA M. S¸EGA
Abstract. Given a commutative Noetherian local ring R, the linearity de-
fect of a finitely generated R-module M , denoted ldR(M), is an invariant that
measures how far M and its syzygies are from having a linear resolution. Mo-
tivated by a positive known answer in the graded case, we study the question
of whether ldR(k) < ∞ implies ldR(k) = 0. We give answers in special cases,
and we discuss several interpretations and refinements of the question.
Introduction
This paper is concerned with properties of the minimal free resolution of the
residue field k of a commutative Noetherian local ring R, and more precisely
with the observation that certain behavior of the tail of the resolution deter-
mines properties of its beginning. An instance of such behavior is displayed by
Castelnuovo-Mumford regularity: If A is a standard graded algebra over a field k
and regA(k) <∞, then A is Koszul, cf. Avramov and Peeva [4].
We study an invariant related to regularity, defined for all local rings R: the
linearity defect of a finitely generated R-module M , denoted ldR(M). This notion
was introduced by Herzog and Iyengar [8] and studied further by Iyengar and
Ro¨mer [9]. The definition is recalled in Section 1. We denote (−)
g
the associated
graded objects with respect to the maximal ideal m of R, and we recall here that
ldR(M) <∞ if and only if there exists a syzygy N of M such that N
g has a linear
resolution over Rg, and ldR(k) = 0 if and only if the algebra R
g is Koszul.
Linearity defect can also be defined for standard graded k-algebras. If A is a
standard graded k-algebra, then ldA(k) <∞ implies regA(k) = 0, cf. [8, 1.12, 1.13],
hence A is Koszul. A natural question, raised in [8], is whether this property can
be extended to local rings (R,m, k):
Question 1. If ldR(k) <∞, does it follow that ldR(k) = 0?
We give an interpretation of the linearity defect in terms of the maps
νni (M) : Tor
R
i (M,R/m
n+1)→ TorRi (M,R/m
n)
induced by the canonical surjection R/mn+1 → R/mn. More precisely, we show
in Theorem 2.2 that ldR(M) < ∞ if and only if ν
n
≫0(M) = 0 for all n > 0, and
ldR(M) = 0 iff ν
n
>0(M) = 0 for all n > 0. (The notation ν
n
≫0(M) = 0 means
νni (M) = 0 for all i ≫ 0 and the notation ν
n
>0(M) = 0 means ν
n
i (M) = 0 for all
i > 0.) Based on this interpretation, Question 1 can be refined as follows:
Question 2. Let n > 0. If νn≫0(k) = 0, does it follow that ν
n
>0(k) = 0?
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The maps ν1(k) are connected to the Yoneda algebra E = ExtR(k, k). Let R
!
denote the subalgebra of E generated by Ext1R(k, k). A result of Roos shows that
ν1>0(k) = 0 if and only if E = R
! and ν1≫0(k) = 0 if and only if E is finitely
generated as a module over R!. When n = 1, Question 2 can be reformulated thus
as follows:
Question 3. If E is finitely generated as a module over R!, does it follow that
E = R!?
As mentioned above, Question 1 has a a positive answer for standard graded
k-algebras. In this case, we show that Question 3 has a positive answer, as well;
see Corollary 5.7.
We further provide answers to these questions for a local ring (R,m, k), as indi-
cated below:
(1) Question 1 has a positive answer under any of the following assumptions:
(a) m3 = 0 (Section 1);
(b) R is complete intersection and Rg is Cohen-Macaulay (Section 6);
(c) R is Golod and Rg is Cohen-Macaulay (Section 7).
(2) Question 2 has a positive answer under any of the following assumptions:
(a) R is complete intersection and n = 1 (Section 5);
(b) mn+2 = 0. (Section 7).
(3) Question 3 has a positive answer under any of the following assumptions:
(a) R is complete intersection (Section 5);
(b) E is generated over R! in degree 2 (Section 5).
The paper is organized as follows.
In Section 1 we mainly introduce terminology. In Section 2 we prove the inter-
pretation of linearity defect ldR(M) in terms of the maps ν
n
i (M).
In Section 3 we note that ldR(k) = 0 implies ldR(m
n) = 0 for all n and we
provide a (possible) generalization: We show that ldR(m
n) ≤ ldR(k) for all n > 0.
We ask whether equality holds; note that a positive answer for n = 1 would give a
positive answer to Question 1.
In Section 4 we use a minimal Tate resolution of k to prove that ν1≫0(k) = 0
implies ν12 (k) = 0. The latter condition is shown in Section 5 to be equivalent to
the following quadratic property : If R ∼= Q̂/a is a minimal Cohen presentation
with (Q, n, k) regular local and a ⊆ n2, then n3 ∩ a ⊆ na.
Section 5 makes the connections with the Yoneda algebra. Section 6 is concerned
with complete intersection rings, and Section 7 with Artinian and Golod rings.
1. Linearity defect
In this section we establish notation, provide the definition of linearity defect,
and we introduce Question 1. Proposition 1.3 provides an easily available answer
in the radical cube zero case.
Throughout, (R,m, k) denotes a commutative Noetherian local ring; the notation
identifies m as the maximal ideal and k as the residue field. In addition, we assume
that m 6= 0. The embedding dimension of R, denoted edimR, is the minimal number
of generators of m, and the codimension of R, denoted codimR, is defined as the
number edimR− dimR.
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If M is a finitely generated R-module, then the ith Betti number of M is the
number
βRi (M) = rankk Tor
R
i (M,k) .
The Poincare´ series of M over R is the formal power series
PRM (t) =
∑
i≥0
βRi (M)t
i ∈ Z[[t]] .
The Hilbert series of M is the formal power series
HilbM (t) =
∑
n≥0
rankk(m
nM/mn+1M)tn ∈ Z[[t]] .
We let Rg denote the associated graded ring and M g denote the associated
graded module with respect to m; that is,
Rg =
⊕
n≥0
m
n/mn+1 and M g =
⊕
n≥0
m
nM/mn+1M.
1.1. Linearity defect. Let M be a finitely generated R-module and let
F = · · · → Fi+1
∂i−→ Fi → · · · → F0 → 0
be a minimal free resolution of M , with differential ∂.
For any such F one constructs the complex
linR(F ) = · · · → Fi+1
g(−i− 1)→ Fi
g(−i)→ · · · → F0
g → 0
with differentials induced from F . Herzog and Iyengar [8, 1.7] defined the linearity
defect of M to be the number:
ldR(M) = sup{i ∈ Z | Hi(lin
R(F )) 6= 0} .
We make the convention that ldR(0) = 0.
If ldR(M) = 0, we say, following [8], that M is a Koszul module. If k is Koszul,
we say that R is a Koszul ring. The connection with the classical Koszul algebra
notion, defined for standard graded rings, is as follows: R is a Koszul ring iff Rg is
a Koszul algebra. Also, M is Koszul iff M g has a linear resolution over Rg.
For an integer d, one has ldR(M) ≤ d if and only if the dth syzygy module in a
minimal free resolution of M over R is Koszul.
If M is a Koszul R-module, then linR(F ) is a minimal free resolution of M g over
Rg. Since this resolution is minimal and Hilbert series are additive on short exact
sequences, we have:
(1.1.1) PRM (t) = P
Rg
Mg(t) =
HilbM (−t)
HilbR(−t)
.
Remark 1.2. Let A be a standard graded algebra over a field k, and let m denote
its maximal irrelevant ideal. When N is a finitely generated graded A-module, one
can define in the same manner the linearity defect ldA(N) of N , by using a minimal
graded free resolution of N over A. All subsequent definitions and results can be
similarly adapted to the graded case.
As mentioned in the introduction, we are concerned with the following question:
Question 1. If ldR(k) <∞ does it follow that R is Koszul?
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This question was posed in [8, 1.14], motivated by the fact that a positive answer
is available in the case of standard graded algebras; see [8, 1.13] for a proof of this
fact, and [8, 2.4] for a further discussion of the problem.
A positive answer in the case m3 = 0 is easily available.
Proposition 1.3. Assume m3 = 0. If there exists a finitely generated R-module
M such that ldR(M) <∞, then R is Koszul.
Proof. Since ldR(M) <∞, there exists a syzygy N in a minimal free resolution of
M such that ldR(N) = 0. Since m
3 = 0, one has that m2N = 0. The Rg-module
N g then has a linear resolution, hence Rg is Koszul, according to Avramov et. al.
[3, Theorem 1.6] 
2. The maps νn
In this section we introduce the maps νn and begin their study. The main result
is Theorem 2.2, which provides an interpretation of linearity defect in terms of
these maps, and motivates Question 2. A connection with Castelnouvo-Mumford
regularity is made in Proposition 2.7, based on the proof of results of Herzog and
Iyengar [8].
2.1. Let M be a finitely generated R-module and F a minimal free resolution of
M . For all integers n and i we consider the map
(2.1.1) νni (M) : Tor
R
i (M,R/m
n+1)→ TorRi (M,R/m
n)
induced in homology by the canonical surjection R/mn+1 → R/mn.
When M = k, we drop the module argument: We set νn = νn(k).
Theorem 2.2. Let M be a finitely generated R-module. The following then hold:
(a) If i > 0 and F is a minimal free resolution of M , then Hi(lin
R(F )) = 0 if
and only if νni+1(M) = 0 = ν
n
i (M) for all n > 0.
(b) ldR(M) ≤ d if and only if ν
n
i (M) = 0 for all i > d and all n ≥ 0.
(c) ldR(M) = 0 if and only if ν
n
i (M) = 0 for all i > 0 and all n ≥ 0.
Obviously, parts (b) and (c) are immediate consequences of part (a). The proof
of (a) will be given after some preliminaries.
If s is an integer such that νni = 0 for all i > s, we write ν
n
>s = 0. The notation
νn≫0 = 0 means that an integer s as above exists. Note that the statement of
Theorem 2.2 motivates Question 2 from the introduction.
We proceed now with some preparation for the proof of Theorem 2.2(a).
2.3. Let i > 0 and n ≥ 0. Computing homology in (2.1.1) by means of a minimal
free resolution F of M and using the natural isomorphism F ⊗R R/m
k ∼= F/mkF
for k = n, n+ 1, the map νni (M) can be realized as the map
Hi(F/m
n+1F )→ Hi(F/m
nF )
induced in homology by the canonical surjection of complexes F/mn+1F → F/mnF .
The following statements are thus equivalent:
(1) νni (M) = 0;
(2) For every x ∈ Fi with ∂x ∈ m
n+1Fi−1 there exists y ∈ Fi+1 such that
x− ∂y ∈ mnFi;
(3) For every x ∈ Fi with ∂x ∈ m
n+1Fi−1 there exists u ∈ m
nFi such that
∂x = ∂u.
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When n = 1, these conditions are also equivalent with
(2’) If x ∈ Fi satisfies ∂x ∈ m
2Fi−1, then x ∈ mFi.
For the proof of the implication (2) =⇒ (3) take u = x − ∂y. For the proof of the
implication (3) =⇒ (2), take y such that ∂y = x−u, using the fact that Hi(F ) = 0.
Remark 2.4. Note that νn1 = 0 for all n ≥ 0. Indeed, let g1, . . . , ge be a minimal
generating set for m and consider a minimal free resolution F of k with F0 = R
and F1 = R
e. Let x ∈ F1 with ∂x ∈ m
n+1. Then there exist u1, . . . , ue ∈ m
n such
that ∂x = u1g1 + · · · + uege. Let f1, . . . , fe ∈ F1 such that ∂fi = gi for all i. If
u = u1f1+ · · ·+ uefe, then we have ∂x = ∂u and u ∈ m
nF1, hence condition (3) of
2.3 is satisfied.
Remark 2.5. Let ϕ : (R,m, k) → (R′,m′, k) be a flat homomorphism of local rings
such that ϕ(m) = m′; in particular, ϕ is faithfully flat. LetM be a finitely generated
R-module and set M ′ = M ⊗R R
′. When considering the maps νn(M ′), we regard
M ′ as an R′-module. Standard arguments show that for all integers n, i we have
νni (M) = 0 iff ν
n
i (M
′) = 0. Also, if F is a minimal free resolution of M over R,
then F ′ = F ⊗R R
′ is a minimal free resolution of F ′ over R′ and Hi(linR(F )) = 0
if and only if Hi(linR′(F
′)) = 0. In particular, ldR(M) = ldR′(M
′).
2.6. Notation. Set U = linR(F ). Note that U is a complex of graded Rg-modules,
and we will denote by Hi(U)j the jth graded component of the ith homology
module Hi(U). For all integers j and s, one has that Hj(U)j+s is the homology of
the complex:
(2.6.1) ms−1Fj+1/m
sFj+1 → m
sFj/m
s+1Fj → m
s+1Fj−1/m
s+2Fj−1
with differentials induced by the differential ∂ of the complex F . We will use ∂
to denote the differential of this complex, as well. If x ∈ msFj we denote x the
image of x in msFj/m
s+1Fj . Note that ∂x ∈ m
s+1Fj−1 and, with the notational
convention above, one has ∂(x) = ∂x.
Proof of Theorem 2.2(a). In Remark 2.5, we may take R′ to be the m-adic com-
pletion of R. Consequently, we may assume that R is complete. Let U be as in
2.6.
Let i > 0. Assume that Hi(U) = 0, hence Hi(U)i+s = 0 for all s. Let n ≥ 0. We
want to prove that νni+1(M) = 0 = ν
n
i (M). To do so, we will verify condition (3)
of 2.3, with the appropriate indices.
To show νni+1(M) = 0, let x ∈ Fi+1 with ∂x ∈ m
n+1Fi. Note that ∂x is a cycle
in Ui,i+n+1. Since Hi(U)i+n+1 = 0, we have that ∂x = ∂u0 for some u0 ∈ m
nFi+1.
Then ∂(x−u0) ∈ m
n+2Fi. Using inductively this reasoning, we obtain that for each
k ≥ 0 there exists uk ∈ m
n+kFi such that ∂x− ∂u0− ∂u1− · · · − ∂uk ∈ m
n+2+kFi.
Since R is assumed complete, we can set u = u0 + u1 + · · · . Then u ∈ m
nFi+1 and
∂x− ∂u = 0. This shows that νni+1(M) = 0, using 2.3.
We now show νni (M) = 0. We will prove this by induction on n ≥ 0. Obviously,
one has ν0i (M) = 0. Assume now that n > 0 and ν
k
i (M) = 0 for k < n. Let
x ∈ Fi with ∂x ∈ m
n+1Fi−1. In particular, ∂x ∈ m
nFi−1. Since we assumed
νn−1i (M) = 0, condition (3) of 2.3 gives that there exists u
′ ∈ mn−1Fi such ∂x =
∂u′. Considering u′ as an element in Ui,i+n−1 = m
n−1Fi/m
nFi, we have ∂u′ = 0.
Since Hi(U)i+n−1 = 0, there exists z ∈ m
n−2Fi+1/m
n−1Fi+1 such that u′ = ∂z in
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m
n−1Fi/m
nFi, hence u
′ − ∂z ∈ mnFi. We take then u = u
′ − ∂z and note that
u ∈ mnFi and ∂x = ∂u. This shows ν
n
i (M) = 0, using 2.3.
Assume now that νni+1(M) = ν
n
i (M) = 0 for all n ≥ 0; we use again 2.3 to
translate below these conditions. Let s ≥ 0. We will show that Hi(U)i+s = 0. Let
x ∈ msFi/m
s+1Fi with ∂x = 0 in m
s+1Fi−1/m
s+2Fi−1. Thus ∂x ∈ m
s+2Fi−1. Since
νs+1i (M) = 0, there exists y ∈ m
s+1Fi and u ∈ Fi+1 such that x − y = ∂u. Then
∂u ∈ msFi and the fact that ν
s−1
i+1 (M) = 0 shows that ∂u = ∂w with w ∈ m
s−1Fi+1.
Thus x = y+∂w, with y ∈ ms+1Fi and w ∈ m
s−1Fi+1, hence x = ∂w in U , showing
that Hi(U)i+s = 0. 
In the graded case, the maps ν1 are related to the Castelnuovo-Mumford reg-
ularity, denoted reg(−). Analyzing the proof [8, 1.12, 1.13], we identify below a
weaker hypothesis, in terms of the maps ν1. We repeat the main steps of the proofs
given in loc. cit., with the purpose of making sure that the weaker hypothesis is
indeed sufficient.
Proposition 2.7. Let A be a standard graded k-algebra, and N a graded finitely
generated A-module. If ν1≫0(N) = 0, then regA(N) <∞.
In particular, if ν1≫0(k) = 0, then A is Koszul.
Proof. (Following [8, 1.12, 1.13].) We denote m the maximal irrelevant ideal of
A. Let F be a minimal free graded resolution of N over A. As described in [8,
1.11], U = linR(F ) decomposes as a direct sum of the linear strands complexes F r,
defined in loc. cit., and regA(N) is equal to sup{r ∈ Z | F
r 6= 0}.
For each r, let n(r) denote the least integer such that (F r)n(r) 6= 0. If regA(N)
is infinite, then, as noted in the proof of [8, 1.12], there exists an infinite sequence
r1 < r2 < · · · with n(r1) < n(r2) < · · · . Since (F
rs)n = 0 for n < n(rs) and F
rs is
minimal, it follows that there exists a nonzero element of bidegree (n(rs), n(rs)+rs)
in F rs⊗k. This element corresponds to a nonzero element of bidegree (n(rs), n(rs))
in H(U). In particular, there exists an element xs in Fn(rs) r mFn(rs) such that
∂xs ∈ m
2Fn(rs)−1, and this shows, using 2.3(2’), that ν
1
n(rs)
(N) 6= 0 for each s.
This contradicts the assumption that ν1≫0(N) = 0.
For the last statement, one uses the result of Avramov and Peeva [4, (2)]: If
regA(k) <∞, then A is Koszul. 
Applying Theorem 2.2, one obtains the statement of [8, 1.13]:
Corollary 2.8. Let A be a standard graded algebra. If ldA(k) < ∞, then A is
Koszul.
3. The linearity defect of powers of the maximal ideal
The powers of the maximal ideal and, more generally, modules of the form mnM
with n > 0 and mnM 6= 0, are known to share some of the asymptotic properties of
the residue field; for example, they have the same complexity. With this thought in
mind, we proceed to investigate the connection between ldR(k) and ldR(m
n). We
prove in Proposition 3.2 an inequality between these numbers.
Remark 3.1. If ldR(k) = 0, then ldR(m
n) = 0 for all n.
Indeed, if ldR(k) = 0 then R is Koszul and R
g is a Koszul algebra. Then (mg)≥n
has a linear resolution over Rg by [9, 5.4], hence ldR(m
n) = 0.
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The next proposition provides a possibly more general result.
Proposition 3.2. ldR(m
n) ≤ ldR(k) for all n.
Proof. Given a finite R-module M , recall that
νni (M) : Tor
R
i (M,R/m
n+1)→ TorRi (M,R/m
n)
is induced by the surjection R/mn+1 → R/mn. We (ab)use the same notation for
the avatar of this map which arises by switching the module entries:
νni (M) : Tor
R
i (R/m
n+1,M)→ TorRi (R/m
n,M) .
We set M =M/mM .
Let i > 1 and p, q ≥ 0. Consider the exact sequence
0→ mn → R/mn+1 → R/mn → 0
for n = p and n = q and the induced commutative diagram with exact rows and
columns.
TorRi (m
q, R
m
p+1 )
γ

νp
i
(mq)
// TorRi (m
q, R
m
p )
∂

// TorRi−1(m
q,mp)

TorRi (
R
m
q+1 ,
R
m
p+1 )
νp
i
(R/mq+1)
//
νq
i
(R/mp+1)

TorRi (
R
m
q+1 ,
R
m
p )
α
//
νq
i
(R/mp)

TorRi−1(
R
m
q+1 ,mp)
νq
i−1
(mp)

TorRi (
R
m
q ,
R
m
p+1 )
νp
i
(R/mq)
// TorRi (
R
m
q ,
R
m
p )
β
// TorRi−1(
R
m
q ,mp)
Set ldR(k) = d and assume i > d + 1. Then ν
n
i−1 = ν
n
i = 0 for all n ≥ 0,
by Theorem 2.2. Since mp and mq are k-vector spaces, we also have νqi−1(m
p) =
νpi (m
q) = 0.
Claim 1. If νqi (R/m
p+1) = 0, then νpi (R/m
q+1) = 0.
Claim 2. If νpi (R/m
q) = 0, then νqi (R/m
p) = 0.
Claim 1 is obtained by analyzing the upper left square of the diagram: If
νqi (R/m
p+1) = 0, then γ is surjective. Since νpi (m
q) = 0, the commutativity of
the square gives that νpi (R/m
q+1) ◦ γ = 0, hence νpi (R/m
q+1) = 0.
Claim 2 is obtained by analyzing the lower right square of the diagram: If
νpi (R/m
q) = 0, then the map β is injective. Since νqi−1(m
p) = 0, the commutativity
of the square yields that β ◦ νqi (R/m
p) = 0, hence νqi (R/m
p) = 0.
Hence these claims hold for all p, q ≥ 0. Note that νpi (R/m
q+1) = 0 for q = 0,
since νpi = 0. We then apply Claim 2 and we get ν
1
i (R/m
p) = 0. Then we apply
Claim 1 and we get νp−1i (R/m
2) = 0. Then Claim 2 yields ν2i (R/m
p−1) = 0. An
inductive repeated use of Claim 1 and Claim 2 then yields that νpi (R/m
q) = 0 for
all p, q ≥ 0 and all i > d + 1. Using Theorem 2.2 we conclude ldR(R/m
p) ≤ d + 1
for all p ≥ 0.
If n > 0 and mn 6= 0, then mn is a first syzygy in a minimal free resolution of
R/mn and we conclude ldR(m
n) ≤ max{0, ldR(R/m
n)− 1} ≤ d = ldR(k). 
Question 3.3. Is it true that ldR(m
n) = ldR(k) for all n > 0?
Note that for n = 1 this question subsumes Question 1 in the introduction, for
if ldR(k) <∞ then ldR(m) = ldR(k)− 1, unless ldR(k) = 0.
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4. Tate resolutions and the map ν1
In this section we are concerned with Question 2 in the introduction, for n = 1:
If ν1≫0 = 0, does it follow that ν
1
>0 = 0? Proposition 4.1, whose proof uses Tate
resolutions, gives a partial answer.
Recall that νn1 = 0 for all n ≥ 0, as noted in Remark 2.4. In particular, the
condition ν11 = 0 holds for all local rings (R,m, k). However, as we will see in
Section 5, the condition ν12 = 0 does not hold for all rings.
Proposition 4.1. If ν12n = 0 for some n > 0, then ν
1
2 = 0.
Some preliminaries are needed.
4.2. Divided powers and Tate resolutions. A system of divided powers on a graded
R-algebra A is an operation that for each j ≥ 1 and each i ≥ 0 assigns to every
a ∈ A2i an element a
(j) ∈ A2ij , subject to certain axioms; cf. [7, 1.7.1]. A DGΓ R-
algebra is a DG R -algebra A with divided powers compatible with the differential ∂
of A: ∂(a(j)) = ∂(a)a(j−1). We denote by |x| the homological degree of an element
x.
Given a set x = {xi | |xi| ≥ 1}, we let A〈x〉 denote a DGΓ algebra with
A⊗R Λ
R
∗
( ⊕
x∈x
|x| odd
Rx
)
⊗R Γ
R
∗
( ⊕
x∈x
|x| even
Rx
)
as underlying graded algebra and differential compatible with that of A and the
divided powers of x ∈ x.
A Tate resolution of a surjective ring homomorphism R → T is a quasi-isomor-
phism R〈x〉 → T , where x = {xi}i>1 and |xj | ≥ |xi| ≥ 1 holds for all j ≥ i ≥ 1.
Such a resolution always exists: see [7, 1.2.4]. Furthermore, such a resolution
can be chosen minimally, as described in [1, Construction 6.3.1]; for T = k this
construction yields a minimal free resolution of k, which we shall call a minimal
Tate resolution of k over R.
For each sequence of integers µ < · · · < ν and each sequence of integers iµ ≥
1, . . . , iν ≥ 1, the product x
(iµ)
µ . . . x
(iν)
ν is called a normal Γ-monomial; 1 is consid-
ered to be a normal monomial. The normal monomials form the standard basis of
R〈x〉, considered as a graded algebra over R.
For each µ > 0 we set
Iµ = {i ≥ 0: |xi| = µ} .
Proof of Proposition 4.1. Let F = R〈x〉 be a minimal Tate resolution of k. Let
B be the standard basis of F over R, as described above. We will interpret the
vanishing of the maps ν1i in terms of condition (2’) in 2.3, which states that ν
1
i = 0
if and only if the following holds: If A ∈ Fi satisfies ∂A ∈ m
2Fi−1, then A ∈ mFi.
Assume that ν12n = 0 and let A ∈ F2 such that ∂A ∈ m
2F1. Expressing this
element in terms of the basis B, we have:
A =
∑
l∈I2
alxl +
∑
i,j∈I1,i<j
bijxixj
with al, bij ∈ R for l ∈ I2 and i, j ∈ I1 with i < j. Since A
(n) ∈ F2n satisfies
∂A(n) = ∂A · A(n−1) ∈ m2F2n−1, the hypothesis that ν
1
2n = 0 yields A
(n) ∈ mF2n.
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The coefficient of x
(n)
l in the expression of A
(n) in terms of the basis B is anl , hence
anl ∈ m and thus al ∈ m. Consider now the element:
A′ = A−
∑
l∈I2
alxl =
∑
i,j∈I1,i<j
bijxixj
To show A ∈ mF , it suffices to show A′ ∈ mF . Note that ∂A′ ∈ m2F , since
∂A ∈ m2F and al ∈ m.
If i > j, we set bij = bji. We compute next ∂A
′, and we note that for each xj
with j ∈ I1, the coefficient of xj in ∂A
′ is
cj =
∑
i∈I1,i6=j
±bij∂xi
Since {xj}j∈I1 is a basis for F1 and ∂A
′ ∈ m2F , we conclude cj ∈ m
2. Recall that
F is a minimal resolution of k. In particular, {∂xi}i∈I1 is a minimal generating set
for m. We conclude that bij ∈ m, hence A
′ ∈ mF and thus A ∈ mF . 
The next result will be needed later.
Lemma 4.3. Let R′ = R/I, with I ⊆ m2. Let R̂ = Q/a be a minimal Cohen
presentation of R, with (Q, n, k) a regular local ring and a ⊆ n2, and write R̂′ = Q/b
for some b with a ⊆ b ⊆ n2.
Then the map Torϕ2 (k, k) : Tor
R
2 (k, k) → Tor
R′
2 (k, k) induced by the projection
ϕ : R→ R′ is injective if and only if a ∩ nb ⊆ na.
Some preliminaries are needed for the proof.
4.4. Let A be a DGΓ algebra and let A>0 denote the ideal of elements of positive
degree. The module of indecomposables of A is the quotient of A>0 by the sub-
module generated by all elements of the form uv with u, v ∈ A>0 and w
(n) with
w ∈ A2i, for n ≥ 0, i > 0. We denote by π∗(R) the module of Γ-indecomposables
of TorR∗ (k, k), where the DGΓ algebra structure on Tor
R
∗ (k, k) is induced from a
minimal Tate resolution of k. A surjective homomorphism ϕ : R→ R′ of local rings
induces canonically a map π∗(ϕ) : π∗(R)→ π∗(R
′).
Proof of Lemma 4.3. The injectivity of the map Torϕ2 (k, k) is invariant under com-
pletion, hence we may assume R = Q/a and R′ = Q/b.
Note that π1(ϕ) = Tor
ϕ
1 (k, k) is an isomorphism, since both π1(R) = Tor
R
1 (k, k)
and π1(R
′) = TorR
′
1 (k, k) can be canonically identified with n/n
2.
In view of [2, Corollary 1.3(b)-(c)], the kernel of the map Torϕ2 (k, k) can be
identified with the kernel of the map π2(ϕ). The proof of [7, Proposition 3.3.4]
canonically identifies π2(R) with a/na and π2(R
′) with b/nb. Thus the map π2(ϕ)
can be canonically indentified with the map a/na→ b/nb induced by the inclusion
a ⊆ b. The kernel of this map is (a ∩ nb)/na, and the conclusion follows. 
5. Finite generation of the Yoneda algebra over the Koszul dual
We consider now the graded algebra with Yoneda product E = ExtR(k, k). Let
R! denote the k-subalgebra of E = ExtR(k, k) generated by its elements of degree
1; this is sometimes referred to as the Koszul dual of R. Note that the Yoneda
product gives E a structure of right module over R!.
In this section we consider the following:
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Question 3. If E is finitely generated as a right module over R!, does it follow that
E = R!?
As discussed after Theorem 5.5, Question 3 arises by interpreting Question 2 in
view of the following observation:
Remark 5.1. Let i > 0. Then ν1i = 0 if and only if the Yoneda multiplication map
Ei−1 ⊗ E1 → Ei is surjective.
Indeed, note that ν1i = 0 if and only if HomR(ν
1
i , k) = 0 if and only if the map
ExtiR(k, k) → Ext
i
R(R/m
2, k) induced by the projection R → R/m2 is zero. The
statement then follows by applying a result of Roos [12, Corollary 1].
For i = 1, we recover the fact that ν11 = 0.
Let ρi : Ext
i
R/m2(k, k)→ Ext
i
R(k, k) denote the graded algebra map induced by
the canonical projection R→ R/m2.
Lemma 5.2. Let i ≥ 0. Consider the following statements:
(a) ρi is surjective;
(b) ρi+1 is surjective;
(c) ν1i+1 = 0.
Then: (b) implies (c); (a) and (c) imply (b).
In particular, ν12 = 0 if and only if ρ2 is surjective.
Proof. Consider the commutative diagram:
Exti+1R/m2(k, k)
ρi+1
//
OO
∼=
Exti+1R (k, k)
OO
ExtiR/m2(k, k)⊗ Ext
1
R/m2(k, k)
ρi⊗ρ1
// ExtiR(k, k)⊗ Ext
1
R(k, k)
where the vertical maps are Yoneda products. Note that the left vertical map is
an isomorphism, because ExtR/m2(k, k) is the free tensor algebra on Ext
1
R/m2(k, k),
cf. [12, Corollary 3]. Also, note that ρ1 is an isomorphism. The conclusion then
follows from the commutativity of the diagram and 5.1. 
We can reformulate Question 2 in the introduction, for n = 1, in terms of the
maps ρ:
Question 5.3. If ρ≫0 is surjective, does it follow that ρ>0 is surjective?
Let R̂ ∼= Q/a be a minimal Cohen presentation of R, with (Q, n) a regular local
ring and a ⊆ n2. Noting that the left-hand side is independent on the choice of the
presentation, we set:
s(R) = inf{i ≥ 1 | a ∩ ni+2 ⊆ na}
Lemma 5.4. ν12 = 0 if and only if s(R) = 1.
Proof. As proved above, ν12 = 0 if and only if ρ2 is surjective. The induced map
HomR(ρ2, k) can be indentified with the map
Torϕ2 (k, k) : Tor
R
2 (k, k)→ Tor
R/m2
2 (k, k)
induced by the surjection ϕ : R → R/m2. Hence ρ2 is surjective if and only if
Torϕ2 (k, k) is injective. Apply then Lemma 4.3. 
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We are now ready to translate information about the maps ν1 in terms of the
Yoneda algebra. When we talk about finite generation of E over R!, we mean finite
generation as a right R!-module.
Theorem 5.5. Let r ≥ 1. The following implications hold:
ν1>0 = 0
(1)

ey
(5)
%9 E = R!
(3)

ν1>r = 0
(2)

ey
(6)
%9 E is generated over R
!
by elements of degree r
(4)

ν12 = 0 ey
(7)
%9 s(R) = 1
Proof. The equivalences (5) and (6) are given by 5.1. The implication (2) is given
by Proposition 4.1. The equivalence (7) is given by Lemma 5.4. 
In view of the implications (5) and (6) in the Theorem, observe that Question
2 in the introduction can be reformulated, for n = 1, as follows: Is the implication
(3) reversible? This is in fact Question 3. We give below some answers.
Corollary 5.6. If ExtR(k, k) is generated over R
! by its elements of degree 2, then
ExtR(k, k) = R
!.
Proof. Recall that ν11 = 0. The implication (2) in Theorem 5.5 shows then that
ν1>2 = 0 if and only if ν
1
>0 = 0. The conclusion is then given by the equivalences
(5) and (6). 
Corollary 5.7. Let A be a standard graded k-algebra. If ExtA(k, k) is finitely
generated over A!, then ExtA(k, k) = A
! and A is Koszul.
Proof. Use Proposition 2.7 and the graded version of the equivalence (6) in the
Theorem to conclude that ExtA(k, k) = A
!. This is a known characterization of
Koszul algebras. 
We say that R is complete intersection if R̂ ∼= Q/(f1, · · · , fc) with (Q, n, k) a
regular local ring and f = f1, . . . , fc is a regular sequence. Note that c = codimR.
Corollary 5.8. Assume R is complete intersection. If ExtR(k, k) is finitely gen-
erated over R!, then ExtR(k, k) = R
!.
Proof. Assume R is complete intersection. In this case, the equality s(R) = 1 is
equivalent to ExtR(k, k) = R
!; this can be seen from [13, 5.3, 5.4(2)]. In particular,
all implications in the diagram in Theorem 5.5 are reversible. 
We now record some consequences in terms of the linearity defect, which follow
immediately from the results above and Theorem 2.2.
Corollary 5.9. If ldR(k) <∞, then s(R) = 1.
Corollary 5.10. Assume that ldR(k) <∞. If either ldR(k) ≤ 2 or R is complete
intersection, then ExtR(k, k) = R
!.
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6. Complete intersection rings
In this section we answer positively Question 1 for complete intersection rings,
under the additional assumption that Rg is Cohen-Macaulay.
6.1. Set dimR = d. If M is a finitely generated R-module of dimension d, recall,
cf. [6, 4.1.8, 4.1.9], that
(6.1.1) HilbM (t) =
QM (t)
(1− t)d
for some polynomial QM (t) ∈ Z[t] with QM (1) 6= 0. We define the multiplicity
of M , denoted e(M), by setting e(M) = QM (1). We set e(M) = 0 whenever
dimM < d. With this definition, e(−) is exact on short exact sequences, see [6,
4.6.7].
Lemma 6.2. Let R be a d-dimensional Cohen-Macaulay local ring. Assume that
PRM (t) = A(t)/B(t) with A(t), B(t) relatively prime polynomials in Z[t].
If ldR(M) <∞, then B(−1) 6= 0 and e(M)/e(R) = A(−1)/B(−1).
Proof. Set βi = β
R
i (M). Let K be a Koszul syzygy of M so that depthK ≥
depthR. Since R is Cohen-Macaulay, we have that dimK = d.
We have an exact sequence:
(6.2.1) 0→ K → Rβn → Rβn−1 → · · · → Rβ1 → Rβ0 →M → 0 .
Since K is Koszul, (1.1.1) gives
(6.2.2) PRK(t) =
HilbK(−t)
HilbR(−t)
.
As recalled in (6.1.1), we also have
(6.2.3) HilbK(t) =
QK(t)
(1− t)d
and HilbR(t) =
QR(t)
(1− t)d
for QR(t), QK(t) ∈ Z[t] with QK(1) = e(K) and QR(1) = e(R).
The hypothesis and the choice of K give that
(6.2.4)
A(t)
B(t)
= PRM (t) = β0 + β1t+ · · ·+ βnt
n + PRK(t) · t
n+1 .
plugging in (6.2.2) and (6.2.3) into (6.2.4), we have:
(6.2.5)
A(t)
B(t)
= β0 + β1t+ · · ·+ βnt
n +
QK(−t)
QR(−t)
· tn+1 .
A multiplicity count in the exact sequence (6.2.1) gives:
(6.2.6) (β0 − β1 + · · ·+ (−1)
nβn)e(R) = e(M)− (−1)
n+1e(K)
We then plug in t = −1 into (6.2.5). Note that QK(1) = e(K) and QR(1) = e(R).
We then use (6.2.6) in order to conclude:
A(−1)
B(−1)
=
e(M)− (−1)n+1e(K)
e(R)
+
QK(1)
QR(1)
· (−1)n+1
=
e(M)− (−1)n+1e(K)
e(R)
+
e(K)
e(R)
· (−1)n+1 =
e(M)
e(R)

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A sequence x = x1, . . . , xm is said to be strictly regular if the initial forms
x∗1, . . . , x
∗
m form a regular sequence in R
g. A strictly regular sequence is, in partic-
ular, a regular sequence in R.
Lemma 6.3. If x ∈ m r m2 is a strictly regular sequence on R, then ldR(k) =
ldR/(x)(k).
Proof. We may assume that x consists of a single element x. Since x is strictly
regular, we have (mn+1 : x) ⊆ mn for all n. Then apply [13, 8.7] together with
Theorem 2.2. 
Remark 6.4. Let R be a ring of dimension d such that Rg is Cohen-Macaulay.
Consider the ring R′ = R[t]
m[t]. The residue field of R
′ is infinite and the natural
map R → R′ is faithfully flat. We can then choose a strictly regular sequence
g = g1, . . . , gd such that the length of R
′′ = R′/(g) is equal to e(R). Note that
edimR′′ = codimR.
Since the map of local rings ϕ : (R,m, k) → (R′,m′, k′) is faithfully flat, with
ϕ(m) = m′, we have that ldR(k) = ldR′(k). Furthermore, Lemma 6.3 yields that
ldR(k) = ldR′′(k).
If R is complete intersection of codimension c, then it is known e(R) ≥ 2c, cf. [5,
§7, Proposition 7]. We say that R has minimal multiplicity if e(R) = 2c.
Theorem 6.5. If R is a complete intersection, then the following statements are
equivalent:
(a) ldR(k) = 0;
(b) R has minimal multiplicity.
Furthermore, if Rg is Cohen-Macaulay, then they are also equivalent to
(c) ldR(k) <∞.
Remark 6.6. If R is a d-dimensional complete intersection ring of embedding di-
mension e and codimension c, then d = e − c and a result of Tate and Zariski, see
for example [7, 3.4.3], gives
(6.6.1) PRk (t) =
(1 + t)e
(1− t2)c
=
(1 + t)d
(1 − t)c
.
Proof. (a) =⇒ (b): If ldR(k) = 0, then R
g is a Koszul ring. We use then (1.1.1)
and (6.1.1) to conclude
PRk (t) =
1
HilbR(−t)
=
(1 + t)d
QR(−t)
.
Comparing this with the formula (6.6.1), it follows that QR(t) = (1 + t)
c, hence
e(R) = QR(1) = 2
c.
(b) =⇒ (a): If R is a complete intersection of minimal multiplicity, then Rg is
a complete interesection of quadrics, hence Rg is Koszul.
Obviously, (a) =⇒ (c).
Assume now that Rg is Cohen-Macaulay.
(c) =⇒ (b): Note that we may replace R with the ring R′′ of Remark 6.4. We
may assume thus that d = 0.
Then (6.6.1) gives PRk (t) =
1
(1− t)c
. Using Lemma 6.2 withM = k, we conclude
e(R) = 2c, hence R has minimal multiplicity. 
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7. Artinian and Golod rings
In this section we use a result of Martsinkovsky to provide more evidence for
Question 2 in the case of Artinian rings (Theorem 7.1). We also settle Question 1
in the case of Golod rings R with Rg Cohen-Macaulay, using results of Avramov
and Levin (Theorem 7.2).
Theorem 7.1. Assume R is Artinian with mn+1 = 0. If νn−1≫0 = 0, then ν
n−1
>0 = 0.
Proof. For integers i, s denote
γsi : Ext
i
R(m
s−1, k)→ ExtiR(m
s, k)
the map induced in cohomology by the inclusion ms →֒ ms−1.
If i > 1 and s > 0, note that νsi = 0 if and only if HomR(ν
s
i , k) = 0. Using the
natural isomorphisms ExtiR(R/m
a, k) ∼= Exti−1R (m
a, k) for a = s, s+1, we conclude
that νsi = 0 if and only if γ
s+1
i−1 = 0.
Let j > 0 and assume that i large enough so that νn−1i+j+1 = 0, thus γ
n
i+j = 0.
Consider now the commutative diagram below, where where α = Ei ⊗ γnj and
β = γni+j = 0, the vertical arrows are given by the Yoneda product, and the
isomorphisms are due to the fact that mn is a k-vector space, since mn+1 = 0. The
rightmost square is induced by choosing a certain projection Hom(mn, k)→ k; the
choice of this projection will be discussed later.
Ei ⊗ ExtjR(m
n−1, k)
α
//

Ei ⊗ ExtjR(m
n, k)

∼=
// Ei ⊗ Ej ⊗Hom(mn, k)

// Ei ⊗ Ej

Exti+jR (m
n−1, k)
β=0
// Exti+jR (m
n, k)
∼=
// Ei+j ⊗Hom(mn, k) // Ei+j
Assume that νn−1j+1 6= 0, or, equivalently, that γ
n
j 6= 0. There exists thus an ele-
ment in ExtjR(m
n−1, k) whose image θ in ExtjR(m
n, k) under γnj is non-zero. The
commutativity of the left square yields that the Yoneda product ϕθ is zero for all
ϕ ∈ Ei.
Let θ˜ denote the image of θ in Ej ⊗ Hom(mn, k). The commutativity of the
middle square shows that ϕθ˜ = 0 for all ϕ ∈ Ei. Since θ˜ 6= 0, we can now construct
the right square in the diagram by choosing a projection Hom(mn, k)→ k in such a
way that the image of θ˜ under the induced map Ej ⊗Hom(mn, k)→ Ej ⊗ k
∼=
−→ Ej
remains nonzero. Let θ denote this image.
The commutativity of the right square shows then that ϕθ = 0 for all ϕ ∈ Ei.
The element θ of E is thus annihilated by all elements of E of sufficiently large
degree. This is a contradiction, according to the proof of [11, Theorem 6].
The contradiction shows that νn−1j+1 = 0 for all j > 0. Recalling that ν
n−1
1 = 0
by 2.4, we conclude that νn−1>0 = 0. 
If R is a Cohen-Macaulay ring, then one has an inequality codimR ≤ e(R)− 1.
If equality holds, we say that R has minimal multiplicity (as a Cohen-Macaulay
ring). We talked earlier about minimal multiplicity for complete intersections, and
one should distinguish between the two notions. In particular, note that a complete
intersection ring R has minimal multiplicity as a Cohen-Macaulay ring only when
codimR ≤ 1.
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Besides complete intersections, Golod rings constitute another major class of
rings for which the homological behavior of modules is fairly well understood. Since
the definition of such rings is somewhat technical, we refer to [1, §5] for the definition
and properties.
Theorem 7.2. If R is Golod and Rg is Cohen-Macaulay, then the following state-
ments are equivalent:
(a) ldR(k) = 0;
(b) ldR(k) <∞;
(c) R has minimal multiplicity.
Remark 7.3. Assume that R is as in the hypothesis of the Corollary, and let R′
and R′′ as in Remark 6.4. Since ϕ : (R,m, k) → (R′,m′, k′) is faithfully flat, with
ϕ(m) = m′, note that R′ is Golod and R′
g
Cohen-Macaulay. Also, since the strictly
regular sequence g is contained in m r m2, note that R′′ is Golod, as well, see [1,
5.2.4]
Proof. Using Remarks 6.4 and 7.3, we may assume that R is Artinian.
(c) =⇒ (a): Since R is Artinian of minimal multiplicity, we have m2 = 0. One
has R ∼= Rg and Rg is obviously Koszul.
(b) =⇒ (c): Let n be such that mn+1 = 0 and mn 6= 0. By Theorem 7.1 and
Theorem 2.2, we have that νn−1>0 = 0. If n ≥ 2, then the natural map R → R/m
n
is Golod (cf. Levin [10, 3.15]) and thus small (cf. Avramov [2, 3.5]). Since the only
small ideal of a Golod Artinian ring is (0), see [2, 4.7], we must have mn = 0, a
contradiction.We conclude n ≤ 1, hence m2 = 0.
Since (a) obviously implies (b), the proof is completed. 
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