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Abstract
Let G be a group of order m. Define s(G) to be the smallest value of t such that out of any t elements
in G, there are m with product 1. The Erdo˝s–Ginzburg–Ziv theorem gives the upper bound s(G) 2m− 1,
and a lower bound is given by s(G)D(G)+m−1, where D(G) is Davenport’s constant. A conjecture by
Zhuang and Gao [J.J. Zhuang, W.D. Gao, Erdo˝s–Ginzburg–Ziv theorem for dihedral groups of large prime
index, European J. Combin. 26 (2005) 1053–1059] asserts that s(G) = D(G)+m−1, and Gao [W.D. Gao,
A combinatorial problem on finite abelian groups, J. Number Theory 58 (1996) 100–103] has proven this
for all abelian G. In this paper we verify the conjecture for a few classes of non-abelian groups: dihedral
and dicyclic groups, and all non-abelian groups of order pq for p and q prime.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be any group of order m. Let D(G) be Davenport’s constant, the least integer d such
that given any d elements in G (repetition allowed), it is possible to find some collection of these
that has product 1 when multiplied in some order. We define s(G) similarly to be the least integer
t such that given any t elements in G, there must be exactly m of them that give product 1 when
multiplied in some order.
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218 J. Bass / Journal of Number Theory 126 (2007) 217–236Erdo˝s, Ginzburg, and Ziv [1] bounded s(G) above for abelian groups by s(G) 2m− 1, and
Olson [7] extended this result to all finite groups. This result is generally known as the Erdo˝s–
Ginzburg–Ziv theorem. There is also an obvious lower bound on s(G).
Lemma 1. (See [11, Lemma 4].) For any finite group G of order m, s(G)D(G)+m− 1.
Proof. To prove this we find D(G) + m − 2 elements such that no m of them have product 1.
Simply take D(G) − 1 elements such that no subset of them has product 1, and then add m − 1
copies of 1. 
Gao [2] proved equality in the above lemma when G is abelian, and Zhuang and Gao [11]
conjectured that equality holds for all finite groups G.
Conjecture 2. (See [11, Conjecture 2].) For any finite group G of order m, s(G) = D(G) +
m− 1.
This would be a marked improvement over the 2m − 1 bound by Erdo˝s, Ginzburg, and Ziv,
especially taking into account the following result by Olson and White [8].
Lemma 3. (See [8].) For any finite noncyclic group G of order m, D(G) m+12 .
If Conjecture 2 were true, then for noncyclic G, this lemma would give the bound s(G) 3m2 .
There are other results improving the bound on s(G) given by the Erdo˝s–Ginzburg–Ziv theorem
for noncyclic solvable groups G: Yuster and Peterson [10] show s(G) 2m−2. Yuster [9] shows
that for any r > 0 and for all but finitely many noncyclic solvable groups G, s(G) 2m− r . Gao
[3] improved the asymptotic bound of the theorem to s(G) 11m6 − 1. The bound of s(G) 3m2
would give a large improvement over these results.
Note that these results are all for noncyclic groups, since if G = Zm is cyclic of order m, then
D(Zm) = m. The Erdo˝s–Ginzburg–Ziv theorem together with Lemma 1 imply that s(Zm) =
2m − 1, so when bounding s(G) by a function of m, the Erdo˝s–Ginzburg–Ziv theorem really is
the best possible result.
While Conjecture 2 has not been verified even for solvable groups, some work has been done
on verifying it for dihedral groups. Zhuang and Gao [11] proved the conjecture for dihedral
groups of order 2p for p  4001 prime, and Gao and Lu [5] proved it for dihedral groups of order
2n for all n 23. In this paper we extend the proof given by Gao and Lu to prove Conjecture 2
for all dihedral groups, and then use this result to prove the conjecture for dicyclic groups. We
end by proving the conjecture for all groups of order pq for p and q primes.
1.1. Definitions
This section will give more rigorous definitions for the above concepts and introduce notation
that will be used repeatedly in later sections.
As before, G is a finite group of order m. For a1, . . . , ak ∈ G (repetition allowed), we call
S = (a1, . . . , ak) a sequence in G. The length of S is |S| = k. A product of S is a value in
G obtained by multiplying all elements of S, i.e., for σ a permutation of the integers 1, . . . , k,
aσ(1)aσ(2) · · ·aσ(k) is a product of S. For example, we define π(S) = a1a2 · · ·ak to be the specific
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1-product sequence if one of its products is 1.
A subsequence is obtained from a sequence by taking a subset of its indices, so for any
{i1, . . . , i} ⊂ {1, . . . , k}, we have the subsequence T1 = (ai1, . . . , ai) of S. Note that the ele-
ments of a subsequence need not be in the same order as they appeared in the original sequence.
Let ST −11 denote the deletion of T1 from S, which is the subsequence of S corresponding to the
set of indices {1, . . . , k} \ {i1, . . . , i} in ascending order.
Let T2 = (aj1, . . . , ajn) be a second subsequence of S. Let T1 ∩ T2 denote the intersection of
the subsequences T1 and T2, which is the subsequence of S corresponding to the set of indices
{i1, . . . , i} ∩ {j1, . . . , jn}, in increasing order. T1 and T2 are disjoint if the sets {i1, . . . , i} and
{j1, . . . , jn} are disjoint, and in this case T1 ∩ T2 is an empty sequence. We denote the concate-
nation of disjoint subsequences T1 and T2 by T1T2 = (ai1, . . . , ai , aj1, . . . , ajn).
If A is a subset of the group G, then let S ∩ A be the subsequence of S composed of all
elements in S that are also in A, in the order they appear in S.
For any integer  ∈ {1, . . . , k}, define ∑(S) to be the set of all possible products of a subse-
quence in S of length .
Using these definitions, we can define Davenport’s constant D(G) to be the least integer d
such that any sequence of length d in G has a nonempty 1-product subsequence. Similarly, s(G)
is the least integer t such that any sequence of length t in G has 1-product subsequence of
length m.
2. Dihedral groups
We use the following generators and relations for the dihedral group of order 2n:
D2n =
〈
x, y
∣∣ x2 = yn = 1, yx = xy−1〉.
Following the notation of Gao and Lu [5], let H be the cyclic subgroup of D2n generated by y,
and let N = G \ H . Note that the product of any two elements of N is in H and that every
element in N has order 2. Also, for c ∈ N and d ∈ H , we have dc = cd−1.
To verify Conjecture 2 for G = D2n, we first compute D(D2n). Note that D2 = Z2 is cyclic,
so Conjecture 2 is known to hold. Therefore we only consider n 2.
Lemma 4. (See [11, Lemma 6].) For all integers n 2, D(D2n) = n+ 1.
Proof. First, D(D2n) n + 1 because the sequence of length n composed of n − 1 copies of y
and one copy of x has no nonempty 1-product subsequence. By Lemma 3, D(D2n)  2n+12  =
n+ 1. 
Conjecture 2 therefore states that s(D2n) = 3n. This was verified for prime n  4001 by
Zhuang and Gao [11] and subsequently for all n  23 by Gao and Lu [5]. In Theorem 8 we
complete the proof for all n by improving the argument from the latter paper. The proof below
from the beginning through the characterization of {c1, . . . , cu} in subcase 1B is the same as
in [5].
The following lemmas will be used in the proof of Theorem 8.
Lemma 5. (See [5, Lemma 7].) Let G be a finite abelian group of order n, r  2 an integer, and
S a sequence of n+ r − 2 elements in G. If 1 /∈∑n(S), then |∑n−2(S)| = |∑r (S)| r − 1.
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2n− u elements in Zn (written as a multiplicative group). If 1 /∈∑n(S), then there are elements
a, b ∈ Zn such that a and b each appear n− 2u+ 3 times in S, and ab−1 generates Zn.
Lemma 7. Let S be a sequence in an abelian group G of order n. For any integer k such that
2k > n, there exist subsequences U and V of S such that
(i) U and V are disjoint,
(ii) |S| − (|U | + |V |) k − 1, and
(iii) π(U) = π(V ).
Proof. If |S|  k − 1, then the conditions of the problem are satisfied trivially by U and V
both empty subsequences of S. If |S|  k, then the total number of subsequences of S (up to
reordering) is 2|S|  2k > n. These subsequences have at most n different products, so by the
pigeonhole principle there must be two subsequences A and B of S with π(A) = π(B). Let
U1 = A(A∩B)−1 and V1 = B(A∩B)−1. Then U1 and V1 satisfy (i), and, because G is abelian,
they satisfy (iii). Now repeat with SU−11 V −11 to find U2 and V2 satisfying (i) and (iii). We can
repeat this process until |S(U1 · · ·U)−1(V1 · · ·V)−1|  k − 1 and then let U = U1 · · ·U and
V = V1 · · ·V. 
Now we will show s(D2n) = 3n for all dihedral groups. The statement of the following the-
orem is stronger than this, and the extra condition on the 1-product subsequence will be used in
the verification of Conjecture 2 for dicyclic groups. Recall that H is the cyclic subgroup of D2n
generated by y and that N = D2n \H .
Theorem 8. For all integers n 2, s(D2n) = 3n. More specifically, if S is a sequence of at least
3n elements in D2n that contains two equal elements in N , then it has a 1-product subsequence
of length 2n that contains at least two elements in N .
Proof. To show s(D2n) = 3n, by Lemma 1 it suffices to prove that any sequence of length 3n
has a 1-product subsequence of length 2n, so we fix a sequence S of length 3n. We can reorder
S ∩N to put it in the form
S ∩N = (a1, a1) · · · (ar , ar )(c1, . . . , cu),
where there are no repetitions in the final u elements. Similarly, reorder S ∩H to be of the form
S ∩H = (b1, b1) · · · (bt , bt )(d1, . . . , dv),
with no repetitions in the final v elements. Note that |S| = 2r + 2t + u + v = 3n. Because
|N | = |H | = n, we have the constraints that u,v  n and thus 2r + 2t  n.
Case 1: r = 0. Note that the stronger statement of the theorem does not apply to this case, so we
only need to show that S has a 1-product subsequence of length 2n. In this case |S ∩N | = u n,
so |S ∩ H |  2n. By the Erdo˝s–Ginzburg–Ziv theorem on the group H , S ∩ H contains a 1-
product subsequence T1 of length n. If (S ∩ H)T −11 contains a 1-product subsequence T2 of
length n, then T1T2 is a 1-product subsequence of length 2n, completing the proof. Therefore we
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2n−1, so by the Erdo˝s–Ginzburg–Ziv theorem (S∩H)T −11 contains a 1-product subsequence of
length n, contradicting our assumption. Thus u 2. Note that |∑2(c1, . . . , cu)| u− 1 because
the products c1c2, c1c3, . . . , c1cu are all distinct.
Subcase 1A: |∑2(c1, . . . , cu)|  u. Note |(S ∩ H)T −11 | = |S ∩ H | − n = 2n − u. Since
1 /∈ ∑n(S ∩ H)T −11 , Lemma 5 says that |∑n−2(S ∩ H)T −11 |  n − u + 1. By the pigeonhole
principle,
∑
2(c1, . . . , cu) ⊂ H must contain the inverse of some element in
∑
n−2(S ∩ H)T −11 .
Combining the appropriate pairs of sequences gives a 1-product subsequence T2 of length n, and
as above we are done.
Subcase 1B: |∑2(c1, . . . , cu)| = u − 1. We already know u − 1 distinct elements are given
by {c1c2, c1c3, . . . , c1cu}, but the set {c2c1, c2c3, . . . , c2cu} also gives u − 1 distinct elements.
Therefore these sets are equal. If we let ci = xymi for all 1 i  u, then these two sets are
{
ym2−m1, ym3−m1, . . . , ymu−m1
}= {ym1−m2, ym3−m2, . . . , ymu−m2}.
Multiplying all the elements of each set together and equating exponents yields
m2 +m3 + · · · +mu − (u− 1)m1 ≡ m1 +m3 + · · · +mu − (u− 1)m2 (mod n),
and therefore um1 ≡ um2 (mod n). By the same reasoning, umi ≡ umj (mod n) for all 1 
i, j  u. Therefore, all elements ymi−mj are in the subgroup of H of order gcd(u,n). But
u gcd(u,n)
∣∣{1, ym2−m1, . . . , ymu−m1}∣∣= u,
so gcd(u,n) = u, and u divides n. Therefore ∑2(c1, . . . , cu) = {y nu , . . . , y(u−1) nu }, so we can
write (reordering if necessary)
c1 = ym1, c2 = ym1+ nu , . . . , cu = ym1+(u−1) nu .
Up to this point our proof has been the same as that by Gao and Lu [5], but from now on it
differs.
Sub-subcase 1B(i): u = 2. Since |S ∩H | = 3n− u = 3n− 2, we have |(S ∩H)T −11 | = 2n− u
and 2  u  n4 + 2. Because 1 /∈
∑
n(S ∩ H)T −11 , we can apply Lemma 6 to get elements
a, b ∈ H such that ab−1 generates H and (S ∩ H)T −11 contains n − 2u + 3 = n − 1 copies
of both a and b. Because n 2, we have n − 1 n2 . Note that (ab−1)
n
2 is in the subgroup of H
of order u = 2 but is not equal to 1 since ab−1 generates H . Therefore (ab−1) n2 = c1c2. Because
c1 has order 2, c1a
n
2 = c2b n2 ∈ N . Let
A = (S ∩H)(a, . . . , a︸ ︷︷ ︸)−1(b, . . . , b︸ ︷︷ ︸)−1 = (e1, e1) · · · (et ′ , et ′)(f1, . . . , fv′)
n/2 n/2
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and so 2t ′  n− 2. Therefore the subsequence
T = (c1, a, . . . , a︸ ︷︷ ︸
n/2
, e1, . . . , e n−2
2
, c2, b, . . . , b︸ ︷︷ ︸
n/2
, e1, . . . , e n−2
2
)
has |T | = 2n and
π(T ) = (c1a n2 )(e1 · · · e n−2
2
)
(
c2b
n
2
)
(e1 · · · e n−2
2
)
= (c1a n2 )(c2b n2 )(e1 · · · e n−2
2
)−1(e1 · · · e n−2
2
) = (c1a n2 )2 = 1,
proving the theorem for u = 2.
Sub-subcase 1B(ii): u = 3. We first consider n > 3, and afterwards we will return to the case
n = 3. The proof for n > 3 is very similar to sub-subcase 1B(i). Since |S∩H | = 3n−u = 3n−3,
we have |(S ∩ H)T −11 | = 2n − u and 2  u  n4 + 2. Because 1 /∈
∑
n(S ∩ H)T −11 , we can
apply Lemma 6 to get elements a, b ∈ H such that ab−1 generates H and (S ∩H)T −11 contains
n− 2u+ 3 = n− 3 copies of both a and b. Because n > 3 is a multiple of 3, we have n− 3 n3 .
Note that (ab−1) n3 is a nonidentity element in the subgroup of H of order 3, because ab−1
generates H . Thus (ab−1) n3 ∈ ∑2(c1, c2, c3). Without loss of generality, say (ab−1) n3 = c1c2.
Because c1 has order 2, c1a
n
3 = c2b n3 ∈ N . Let
A = (S ∩H)(a, . . . , a︸ ︷︷ ︸
n/3
)−1(b, . . . , b︸ ︷︷ ︸
n/3
)−1 = (e1, e1) · · · (et ′ , et ′)(f1, . . . , fv′),
where the final v′ elements have no repetitions (thus v′  n). Then |A| = |S| − 3 − 2n/3 =
4n/3 − 3, and so 2t ′  4n/3 − 2 because 4n/3 − 3 is odd. Therefore the subsequence
T = (c1, a, . . . , a︸ ︷︷ ︸
n/3
, e1, . . . , e 4n/3−2
2
, c2, b, . . . , b︸ ︷︷ ︸
n/3
, e1, . . . , e 4n/3−2
2
)
has |T | = 2n and π(T ) = 1 similarly to sub-subcase 1B(i).
If n = 3, then |S ∩ H | = 6 and (c1, c2, c3) = (x, xy, xy2). If the element 1 occurs 6 times
in S ∩ H , then S ∩ H is a 1-product subsequence of length 2n = 6. Otherwise, either y or y2
occurs in S ∩ H . By the Erdo˝s–Ginzburg–Ziv theorem, the other 2n − 1 = 5 elements contain
a 1-product subsequence T1 of length 3. Then S has a 1-product subsequence of length 6 of the
form (y, x, xy2)T1 or (y2, x, xy)T1.
Sub-subcase 1B(iii): u  4. The following are 1-product subsequences of (c1, . . . , cu) =
(xym1, xym1+ nu , . . . , xym1+(u−1) nu ):
C1 = (c1, c2, c4, c3) · · · (c4k−3, c4k−2, c4k, c4k−1) where k = 	u/4
;
C2 = (c1, c3, c5, c4, c7, c6)(c8, c9, c11, c10) · · · (c4k−4, c4k−3, c4k−1, c4k−2)
where k = ⌊(u+ 1)/4⌋.
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 elements in (c1, . . . , cu), and C2 uses 4	(u+ 1)/4
 − 2 elements (and
requires u 7). So if u ≡ 3 (mod 4), then |C2| = u−1; if u ≡ 0,1,2 (mod 4), then |C1| u−2.
Let C be either C1 or C2, so that u− 2 |C| u. Recall that
S ∩H = (b1, b1) · · · (bt , bt )(d1, . . . , dv),
where the final v elements are distinct, and 2t + v = 3n− u (since r = 0).
If v  n − 1, then 2t  2n − u + 1, and |C| + 2t  2n − 1. Since both |C| and 2t are even,
this implies |C| + 2t  2n. Because |C| n, we can choose 0 t ′  t such that |C| + 2t ′ = 2n.
Then if C = (ci1, ci2, . . . , ci|C|), the sequence
T = (b1, . . . , bt ′)(ci1)(b1, . . . , bt ′)(ci2 , . . . , ci|C|)
has |T | = 2n and π(T ) = 1.
If v = n and n  6, then 2t = 2n − u. Now we let p = 	n2 
 and apply Lemma 7 to the
sequence D = (d1d2, d3d4, . . . , d2p−1d2p) in H . Since n 6, we have 2p = 2	 n2 
 > n, and thus
we can find U and V subsequences of D such that U and V are disjoint, |U | + |V |  1, and
π(U) = π(V ) ∈ H . Let U ′ and V ′ be the subsequences of (d1, . . . , dv) corresponding to U
and V . That is, if didi+1 is an element in U then both di and di+1 are elements of U ′, and
similarly for V and V ′. Thus we have |U ′| = 2|U | and |V ′| = 2|V |, with 2 |U ′|+|V ′| v = n.
Then
u = 2 + (u− 2) |U ′| + |V ′| + |C| n+ u 2n and
2n = u+ (2n− u) |U ′| + |V ′| + |C| + 2t,
so we can find 0  t ′  t such that the last line above is an equality when t is replaced by t ′.
Thus the sequence
T = (b1, . . . , bt ′)U ′(ci1)(b1, . . . , bt ′)V ′(ci2, . . . , ci|C|)
again has |T | = 2n and π(T ) = 1.
If v = n and n  5, then the fact that u divides n implies one of u = v = n = 5 or u = v =
n = 4. In the first case, 2t = 3n − u − v = 3n − n − n = n = 5, which is impossible since 2t is
even, so this case never occurs. In the second case, 2t = 4 and (c1, c2, c3, c4) = (x, xy, xy2, xy3).
Let T = (b1, b2)(c1)(b1, b2)(c2, c4, c3), so that |T | = 2n = 8 and π(T ) = 1. This completes sub-
subcase 1B(iii), and thus completes case 1.
Case 2: r  1. Recall that in this case we will show that there is a 1-product subsequence T
of S such that |T | = 2n and T contains at least two elements in N . If u = v = 0, then note that
2r + 2t = 3n. In this case we can choose 1 r ′  r and 0 t ′  t such that 2r ′ + 2t ′ = 2n, and
thus the subsequence
T = (b1, . . . , bt ′)(a1)(b1, . . . , bt ′)(a1)(a2, a2) · · · (ar ′ , ar ′)
has at least two elements in N , |T | = 2n, and π(T ) = 1.
For the remainder of the case we assume one of u and v is nonzero. Note that from the
inequalities
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⌊
u
2
⌋
 u and v − 1 2
⌊
v
2
⌋
 v,
we always get that
u+ v − 2 2
⌊
u
2
⌋
+ 2
⌊
v
2
⌋
 u+ v.
Let  = 	u2 
 and p = 	 v2
. If 2+2p = u+v, then decrease one of  or p by 1, so that we always
have the inequality u+ v − 2 2+ 2p  u+ v − 1, and so that  and p are both nonnegative.
Note that the last condition is possible since one of u and v is nonzero.
Note that if n is even, then u + v = 3n − 2t − 2r is even, so 2 + 2p = u + v − 2, and
2 + 2p + 2 − 2n2  = u + v − n. If n is odd then u + v is odd, so 2 + 2p = u + v − 1, and
again 2+ 2p + 2 − 2n2  = u+ v − n. Now define sequences
C = (c1c2, c3c4, . . . , c2−1c2) and
D = (d1d2, d3d4, . . . , d2p−1d2p).
For all n = 2,4, we have 2 n2  > n, so apply Lemma 7 to sequence CD (with |CD| =  + p) to
get disjoint subsequences U and V such that π(U) = π(V ) and + p − (|U | + |V |) n2  − 1.
This implies that
+ p + 1 −
⌈
n
2
⌉
 |U | + |V | + p, so
u+ v − n = 2+ 2p + 2 − 2
⌈
n
2
⌉
 2|U | + 2|V | 2+ 2p  u+ v − 1,
and so 2|U | + 2|V |  2n − 1. Because the left-hand side is even, 2|U | + 2|V |  2n − 2. We
also know that 2r + 2t = 3n − u − v, so 2|U | + 2|V | + 2r + 2t  2n. We can then choose
0 t ′  t and 1 r ′  r so that 2|U | + 2|V | + 2r ′ + 2t ′ = 2n. Let U ′ be the subsequence of S
corresponding to the subsequence U of CD, so if cici+1 is in U then U ′ contains both ci and
ci+1, and if didi+1 is in U then U ′ contains both di and di+1. Similarly, let V ′ the subsequence
of S corresponding to V . Then |U ′| = 2|U | and |V ′| = 2|V |, so |U ′|+ |V ′|+ 2r ′ + 2t ′ = 2n, and
therefore
T = (b1, . . . , bt ′)U ′(a1)(b1, . . . , bt ′)V ′(a1)(a2, a2) · · · (ar ′ , ar ′)
has at least two elements in N , |T | = 2n, and π(T ) = 1.
The only cases left are n = 2 or 4, so first we consider n = 4. Then 2r + 2t  4, so
2r + 2t = 4 + 2k for some k  0. For all cases in this paragraph we will find U ′ and V ′ subse-
quences of S of even length and with equal products, such that |U ′| + |V ′| + 2r + 2t  8 and
|U ′| + |V ′|  4. This allows us to choose integers r ′ and t ′ with 0  t ′  t and 1  r ′  r , so
that the above subsequence T has two elements in N , |T | = 2n = 8, and π(T ) = 1. If k  2,
then let U ′ and V ′ be empty. If k = 0, then u + v = 8, so u = v = 4 and (c1, c2, c3, c4) =
(x, xy, xy2, xy3). Then let U ′ = (c1, c2, c4, c3) and V ′ be empty. If k = 1, then u + v = 6. If
u = 4, then (c1, c2, c3, c4) = (x, xy, xy2, xy3), so let U ′ = (c1, c2, c4, c3) and V ′ be empty. If
u = 3, then (c1, c2, c3) = (xym1, xym2, xym3) has either two mi odd and one even, or two mi
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Since u = 3, we also have v = 3, and by the same reasoning {d1d3, d2d3} = {y, y3}. Choose U ′
to be the length 2 subsequence of (c1, c2, c3) with π(U ′) = y, and V ′ the length 2 subsequence
of (d1, d2, d3) with π(V ′) = y. If u = 2, then v = 4, so let U ′ be empty and let V ′ = (y, y3) be a
subsequence of (d1, d2, d3, d4).
The final case is n = 2. If t  1, then let T = (b1, a1, b1, a1). If r  2, then let T =
(a1, a1, a2, a2). If neither of these is true, then S = (a1, a1,1, y, x, xy), so let T = (1, y, x, xy).
In all cases, T satisfies the necessary conditions. 
3. Dicyclic groups
We will use the result from the previous section to prove Conjecture 2 for dicyclic groups,
which are very closely related to dihedral groups. To see the similarity, we first represent a di-
cyclic group in terms of generators and relations:
Q4n =
〈
x, y
∣∣ x2 = yn, y2n = 1, yx = xy−1〉.
Analogously to the dihedral case, let HQ be the cyclic subgroup of Q4n generated by y, and let
NQ = Q4n \ HQ. The product of any two elements of NQ is in HQ, but now the square of any
element in NQ is yn. Also note that for c ∈ NQ and d ∈ HQ, we still have dc = cd−1.
For n 2, note that {1, yn} is the center of Q4n. Taking the quotient by this subgroup gives a
dihedral group
Q4n/
{
1, yn
}= D2n.
By taking this quotient, we can view a sequence in Q4n as a sequence in D2n. Under this corre-
spondence, a sequence with product 1 in D2n corresponds to a sequence with product 1 or yn in
Q4n. Furthermore, the subgroup HQ ⊂ Q4n corresponds to H ⊂ D2n, and the subset NQ ⊂ Q4n
corresponds to N ⊂ D2n.
To verify Conjecture 2 for G = Q4n, we again begin by computing D(Q4n). Note that Q4 =
Z4 is cyclic, so the conjecture is known to hold. Therefore we only consider n 2.
Lemma 9. For all integers n 2, D(Q4n) = 2n+ 1.
Proof. First, D(Q4n) 2n+ 1 because the sequence of length 2n composed of 2n− 1 copies of
y and 1 copy of x has no 1-product subsequence. By Lemma 3, D(Q4n)  4n+12  = 2n+1. 
Conjecture 2 therefore states the following.
Theorem 10. For all integers n 2, s(Q4n) = 6n.
Proof. By Lemma 1, it suffices to show that any sequence of length 6n has a 1-product subse-
quence of length 4n. As before, fix S of length 6n.
Note that if there are two elements c1 and c2 in S∩NQ that satisfy either c1 = c2 or c1 = ync2,
then under the quotient map to D2n, they correspond to the same element in N . Therefore if
|S ∩NQ| n+ 1, then S ∩NQ must have two equal elements under the quotient map.
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by {1, yn}, we get a sequence of elements in a cyclic group of order n. Since 5n > 2n−1, we may
apply the Erdo˝s–Ginzburg–Ziv theorem to get a subsequence T ′1 of length n and product 1 under
the quotient map. Viewing T ′1 in HQ, it must have product 1 or yn. Apply the Erdo˝s–Ginzburg–
Ziv theorem similarly to (S ∩HQ)T ′−11 to get T ′2 of length n and product 1 or yn. Continuing in
this manner, we can get disjoint T ′3 and T ′4 of length n and product 1 or yn. If π(T ′1T ′2T ′3T ′4) = 1,
then we have a 1-product subsequence of length 4n and the proof is complete. Otherwise, the
product is yn, so at least one of the Ti must have product 1 and another must have product yn.
We may assume that π(T ′1) = 1 and π(T ′2) = yn.
Now view S(T ′1T ′2T ′3)−1 of length 3n as a sequence in D2n, and apply Theorem 8 to get a
1-product subsequence T1 of length 2n. This will have product 1 or yn in Q4n, so the subse-
quence T ′3T1 of length 3n has product 1 or yn. Therefore one of T ′1T ′3T1 or T ′2T ′3T1 is a 1-product
subsequence of length 4n.
Case 2: |S ∩ NQ|  n + 1. Therefore S ∩ NQ contains two elements c1 and c2 that map to
the same element of D2n under the quotient map by {1, yn}. We first show that we can find a
1-product subsequence T1 of S of length 2n with at least two elements in NQ.
Note that |S(c1, c2)−1| = 6n− 2 5n. Viewing this sequence under the quotient map to D2n,
Theorem 8 says that it has a subsequence T2 of length 2n and product 1. Viewing T2 in Q4n, it
has product 1 or yn. Since |S(c1, c2)−1T −12 | 3n, this has another subsequence T ′2 of length 2n
and product 1 or yn. If π(T2) = π(T ′2), then T2T ′2 is a 1-product subsequence of S of length 4n,
so we are done. Otherwise, one of these has product yn, so we assume π(T2) = yn. Now since
ST −12 has length 4n > 3n and contains c1 and c2, the stronger statement in Theorem 8 tells us
that it has a subsequence T1 of length 2n and product 1 or yn that contains at least two elements
in NQ. If π(T1) = yn, then T1T2 is a 1-product subsequence of S of length 4n, so we are done.
Otherwise, T1 has length 2n, π(T1) = 1, and T1 contains at least two elements in NQ.
Let T1 = (t1, . . . , t2n), and choose i so that ti is the first occurrence of an element in NQ in
the sequence. Note that for any ym ∈ HQ, we have (t1 · · · ti )ym(ti+1 · · · t2n) = y−m.
Let
ST −11 ∩NQ = (g1, g2, . . . , gk) and
ST −11 ∩HQ = (h1, h2, . . . , hs),
so that k + s = |ST −11 | = 4n. Let  = 	 k2
 and C = (g1g2, g3g4, . . . , g2−1g2). Let p = 	 s2
 and
D = (h1h2, . . . , h2p−1h2p). Therefore 2n − 1  |CD|  2n, and CD is a sequence in HQ. To
make the following notation consistent, assume CD has exactly 2n − 1 elements (just discard
one element if necessary) and relabel CD = (x1, . . . , x2n−1).
If a sequence in HQ has no two elements with product 1, then it has at most n + 1 dis-
tinct elements. Now remove pairs of elements from CD such that each pair has product 1
and continue to do so until no such pairs are left. Say there are f such pairs, and call them
(xk1 , xk2), . . . , (xk2f−1 , xk2f ). Thus CD(xk1 , . . . , xk2f )−1 has at most n+1 distinct elements. Now
remove pairs of equal elements until there are no such pairs left. Say there are e such pairs, and
call them (xi1, xj1), . . . , (xie , xje ). Therefore, CD(xk1 , . . . , xk2f )−1(xi1, . . . , xie , xj1, . . . , xje )−1
now has at most n+ 1 elements, all distinct, and with no inverse pairs.
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n− 2, then 2f + 2e n. We split this case further.
Sub-subcase 2A(i): 2f + 2e  n. We can choose 0  e′  e and 0  f ′  f such that 2e′ +
2f ′ = n. Similarly to the proof of Theorem 8, each element of CD corresponds to two elements
of ST −11 , so let U be the subsequence of ST
−1
1 corresponding to (xi1, . . . , xie′ ), let V be the
subsequence of ST −11 corresponding to (xj1, . . . , xje′ ), and let W be the subsequence of ST
−1
1
corresponding to (xk1 , . . . , xk2f ′ ). Note that π(U) = π(V ), π(W) = 1, and |U | + |V | + |W | =
2(e′ + e′ + 2f ′) = 2n. Therefore the sequence
T = U(t1, . . . , ti )V (ti+1, . . . , t2n)W
has product 1 and length 4n.
Sub-subcase 2A(ii): n > 2 and 2f + 2e = n − 2. Then aside from the xim , xjm , and xkm , CD
contains exactly n+ 1 elements, all distinct and with no inverse pairs. Thus these n+ 1 elements
include 1, yn, and n − 1 other elements. Since HQ/{1, yn} is cyclic of order n > 2, the n − 1
other elements must have a pair of the form (ym, yn+m) (if there is a repetition in HQ/{1, yn})
or (ym, yn−m) (if there is no repetition). Now choose e′ and f ′ such that 2e′ + 2f ′ = n− 4, and
after defining U , V , and W as in sub-subcase 2A(i), either
T = (1, yn, ym, yn−m)U(t1, . . . , ti)V (ti+1, . . . , t2n)W or
T = (1, yn, ym)U(t1, . . . , ti )(yn+m)V (ti+1, . . . , t2n)W
has product 1 and length 4n.
Sub-subcase 2A(iii): n = 2 and 2f + 2e = 0. Then CD contains 3 distinct elements with no
inverse pairs, so it contains 1, y2, and either y or y3. Thus there are two elements g1 and g2
in ST −11 that have product 1, and |ST −11 (g1, g2)−1| = 6. If ST −11 (g1, g2)−1 has any pair of
elements (g3, g4) with product 1, then T1(g1, g2, g3, g4) is a 1-product subsequence of length
4n = 8. We now assume no two elements in ST −11 (g1, g2)−1 have product 1. Note that the longest
sequence in Q8 with no repetition and with no pair multiplying to 1 is of length 5. Therefore,
ST −11 (g1, g2)−1 must have at least one repetition. If this repetition is of an element ym, then the
sequence
T = (g1, g2, ym)(t1, . . . , ti )(ym)(ti+1, . . . , t4)
has length 8 and product 1. Now we may assume the repeated element is some xym. If two
other elements g3 and g4 in ST −11 (xym,xym)−1 multiply to y2, then T1(xym,xym,g3, g4) is a
1-product subsequence of length 8. Otherwise, no pair of elements in ST −11 (g1, g2, xym,xym)−1
has product 1 or y2, so under the quotient map by {1, y2}, this sequence of 4 elements cannot
have any two elements multiplying to 1. Since the order of every element in Q8/{1, y2} = D4
is at most 2, we must get exactly one copy of each element in D4 under the quotient map. Thus
the sequence ST −1(g1, g2, xym,xym)−1 has 4 elements h1, h2, h3, and h4 with h1 ∈ {1, y2},1
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either y or y3. If h1h2 = h3h4, then let
T = (h1, h2)(t1, . . . , ti)(h3, h4)(ti+1, . . . , t4).
If h1h2 = h3h4, then h1h2h3h4 = 1 and let T = (h1, h2, h3, h4)T1. Either way, T is a 1-product
subsequence of S of length 8.
Subcase 2B: n is odd. In this case, n 3.
Sub-subcase 2B(i): Two elements of ST −11 have product 1. Call these elements z1 and z2, and
remove them from ST −11 before finding C, D, and the xim , xjm , and xkm . Therefore |CD| =
2n− 2 and 2f + 2e (2n− 2)− (n+ 1) = n− 3.
Since n is odd, if 2f + 2e = n − 3, then 2f + 2e  n − 1. In this case we choose 0 e′  e
and 0 f ′  f such that 2e′ + 2f ′ = n − 1. Define the subsequences U , V , and W as in sub-
subcase 2A(i), but now with |U | + |V | + |W | = 2n− 2. Then the subsequence
T = (z1, z2)U(t1, . . . , ti )V (ti+1, . . . , t2n)W
has product 1 and length 4n.
If 2f + 2e = n− 3, then CD(xk1 , . . . , xk2f )−1(xi1, . . . , xie , xj1, . . . , xje )−1 has n+ 1 distinct
elements with no inverse pairs. Thus it contains both 1 and yn, and as in sub-subcase 2A(ii) it
must contain some pair of elements of the form (ym, yn+m) or (ym, yn−m). Choose e′ and f ′
such that 2e′ + 2f ′ = n− 3, and after defining U , V , and W as in sub-subcase 2A(ii), either
T = (z1, z2)
(
1, yn, ym, yn−m
)
U(t1, . . . , ti)V (ti+1, . . . , t2n)W or
T = (z1, z2)
(
1, yn, ym
)
U(t1, . . . , ti )
(
yn+m
)
V (ti+1, . . . , t2n)W
has product 1 and length 4n.
Sub-subcase 2B(ii): Two elements of ST −11 ∩ HQ are equal. Call these z′1 and z′2, and again
remove them before creating C and D. As in sub-subcase 2B(i), we have |CD| = 2n − 2 and
|2f + 2e| (2n − 2) − (n + 1) = n − 3. The proof is the same as sub-subcase 2B(i) except for
the placement of z′1 and z′2. If 2f + 2e n− 1, then use the sequence
T = (z′1)U(t1, . . . , ti)(z′2)V (ti+1, . . . , t2n)W.
If 2f + 2e = n− 3, then use one of
T = (z′1)(1, yn, ym, yn−m)U(t1, . . . , ti)(z′2)V (ti+1, . . . , t2n)W or
T = (z′1)(1, yn, ym)U(t1, . . . , ti )(yn+m)(z′2)V (ti+1, . . . , t2n)W.
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n + 1, and ST −11 ∩ NQ has at most n distinct elements. Since |ST −11 ∩ NQ| = k  3n − 1,
ST −11 ∩ NQ has at least n pairs of equal elements. Let two such pairs be (z1, z2) and (z′1, z′2).
Since ST −11 (z1, z2)−1 has length 4n − 2 3n and contains the pair (z′1, z′2) in NQ, Theorem 8
tells us that it has a subsequence T ′1 of length 2n and product 1 or yn that contains at least two
elements of NQ. If π(T ′1) = 1, then T1T ′1 is a 1-product subsequence of S of length 4n, so we are
done. Otherwise, π(T ′1) = yn. Note that the subsequence (z1, z2) is in neither T1 nor T ′1.
Now one of the subsequences T of sub-subcase 2B(i) with T1 replaced by T ′1 and using the
(z1, z2) found in the previous paragraph has product 1 and length 4n. 
4. Groups of order pq
Let p and q be primes. Since Gao [2] proved Conjecture 2 for all abelian groups, to prove
the conjecture for all groups of order pq , we need only prove it for non-abelian groups. A non-
abelian group of order pq exists only when p | q − 1, and such a group is unique. We can write
it in terms of generators and relations as
Gpq =
〈
x, y
∣∣ xp = yq = 1, yx = xys 〉, where sp ≡ 1 (mod q) and s ≡ 1 (mod q).
Note that for p = 2, this is simply the dihedral group of order 2q , for which the conjecture is
verified in Section 2. Therefore we assume p  3, so q  2p + 1.
Similarly to the previous sections, let H be the cyclic subgroup of Gpq generated by y, and let
N = Gpq \H . We can further split up N into cosets of H : let Ni = xiH , so N = N1 ∪· · ·∪Np−1.
Note that these cosets (with H included) form a group isomorphic to Zp , and since D(Zp) = p,
any sequence of p elements in Gpq must have a nonempty subsequence T with π(T ) ∈ H .
The following theorems will be used both in calculating D(Gpq) and in the proof of Conjec-
ture 2 for Gpq . When A and B are subsets of a group G, for convenience we use the notation
A+B whether the group G is additive or multiplicative. In other words, for G additive we have
A+B = {a+ b | a ∈ A, b ∈ B}, and for G multiplicative we have A+B = {ab | a ∈ A, b ∈ B}.
Theorem 11 (Cauchy–Davenport inequality [6, pp. 44–45]). For q prime, and for any k non-
empty sets A1, . . . ,Ak ⊂ Zq ,
|A1 + · · · +Ak|min
{
q, |A1| + · · · + |Ak| − k + 1
}
.
In particular, if A and B are two nonempty subsets of Zq , then |A+B|min{q, |A| + |B| − 1}.
Theorem 12 (Vosper’s theorem [6, pp. 52–56]). Let q be prime, and let A and B be nonempty
subsets of Zq . The equality |A+B| = |A| + |B| − 1 holds only if one of the following conditions
is satisfied:
(i) |A| = 1 or |B| = 1;
(ii) |A+B| = q − 1 and B = Zq \ {c − a | a ∈ A}, where c is the element in Zq \ (A+B);
(iii) A and B are arithmetic progressions with the same common difference.
Note that if none of the conditions of Vosper’s theorem is satisfied for A,B ⊂ Zp , then we
have an improvement on the Cauchy–Davenport inequality: |A+B|min{q, |A| + |B|}. Under
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· · · + Ak|min{q, |A1| + · · · + |Ak|}. For the main proof of this section, we use the following
result.
Lemma 13. Let p and q be prime such that p  3 and p | q − 1. Let A1, . . . ,Ak ⊂ H be of
the form Ai = {ymi , ymis, ymis2, . . . , ymisp−1}, where s is defined above by Gpq . Then |A1 +
· · · +Ak|min{q, kp}.
Proof. First note that |Ai | = p for all i. We prove the lemma by induction. Our base case is
n = 1, so |A1| = p proves the lemma. For the inductive step, let A = A1 + · · · + An and B =
An+1, and assume that |A|min{q,np}. If none of the conditions of Vosper’s theorem holds for
A and B , then |A+B|min{q, (n+ 1)p}, and this will complete the induction.
Condition (i) is false since p  3.
If (ii) is satisfied, then q − 1 = |A + B| = |A| + |B| − 1. This gives |A| + |B| = q , so |A| =
q − p. Since np  q − p and q − p is not a multiple of p, np  q − p − 1. Thus (n + 1)p 
q − 1 = |A+B|, so the induction works. Otherwise, (ii) does not hold.
If (iii) also does not hold, then the proof will be complete. We in fact show the stronger result
that B = An+1 cannot be an arithmetic progression. Note that Vosper’s theorem above is phrased
for an additive group, so now we let B ′ be the set of exponents in B to phrase the problem
additively. Say B ′ = {m,ms, . . . ,msp−1} ⊂ Zq , and suppose B ′ is an arithmetic progression
in Zq . Then sB ′ = B ′ by the definition of s, so if d is the common difference of B ′, then the
common difference of sB ′ is sd . Because q is prime and the length of the progression B ′ is
p < q − 1, the sequence has at most two possible common differences, d and −d , with the
second obtained by reversing the sequence. Therefore we must have either sd ≡ d (mod q) or
sd ≡ −d (mod q). Since s ≡ 1,−1 (mod q) (the second inequality since p  3), this implies
d = 0, a contradiction since B ′ contains more than 1 element. Thus (iii) does not hold. 
Now that we have the Cauchy–Davenport inequality and its consequences, we proceed to the
verification of Conjecture 2. First we compute Davenport’s constant.
Lemma 14. For all p and q prime such that p | q − 1, D(Gpq) = p + q − 1.
Proof. We have the lower bound D(Gpq) p+q −1, because the sequence composed of p−1
copies of x and q − 1 copies of y has no nonempty 1-product subsequence. Now let S be any
sequence of length p + q − 1, and say that S has q −m elements in H . Call these d1, . . . , dq−m,
so that the q − m products d1, d1d2, . . . , d1d2 · · ·dq−m are distinct (if any two are equal, their
quotient is a 1-product subsequence of S, so we are done). If m  0, then we have at least q
elements in H , and S will have a nonempty 1-product subsequence since D(H) = D(Zq) = q .
Therefore we assume m 1.
Now S has p−1+m elements in N , and m 1 implies |S∩N | p. As mentioned above, any
sequence of at least p elements in Gpq must have a nonempty subsequence with product in H .
Let A be a subsequence of S∩N such that π(A) ∈ H but no subsequence of A has product in H .
If A = (a1, . . . , a), then for any n, 0 n − 1, define πn(A) = an+1 · · ·aa1 · · ·an. Note that
πn(A) ∈ H for all n because π(A) ∈ H . Choose any 1 n1 < n2  , and suppose that
πn1(A) = an1+1 · · ·aa1 · · ·an1 = πn2(A) = an2+1 · · ·aa1 · · ·an2 = yM.
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possible only if an1+1 · · ·an2 ∈ H , which contradicts our choice of A. Therefore we may assume
that the πn(A) are distinct for all n, 1  n + 1   = |A|, and thus A has at least |A| different
products, none of which is 1.
Now set A1 = A, and if |(S ∩N)A−11 | p, then find a similar A2 in (S ∩N)A−11 . In general,
if |(S ∩ N)(A1 · · ·Ak)−1|  p, then find a subsequence Ak+1 of (S ∩ N)(A1 · · ·Ak)−1 such
that Ak+1 has at least |Ak+1| different products, none of which is 1. Thus we can assume that
k is large enough that |(S ∩ N)(A1 · · ·Ak)−1|  p − 1, or |A1| + · · · + |Ak|  m. Note that
we can obtain the following set of products from subsequences of S ∩ N (with the notation
A+B = {ab | a ∈ A, b ∈ B}):
R = {πn(A1)}n=0,...,|A1|−1 + ({1} ∪ {πn(A2)}n=0,...,|A2|−1)+ · · ·
+ ({1} ∪ {πn(Ak)}n=0,...,|Ak |−1).
By the Cauchy–Davenport inequality on k sets, we get the bound |R|  min{q, |A1| + |A2| +
· · · + |Ak|}. Thus if A1 · · ·Ak does not contain a 1-product subsequence, then 1 /∈ R, and so
|R|m. Thus the subsequences of S ∩ N have at least m distinct products. Recall that we have
q − m distinct products d1, d1d2, . . . , d1d2 · · ·dq−m, and if any of these is equal to 1, then the
proof is complete. Otherwise, the pigeonhole principle shows that either 1 ∈ R or R contains the
inverse of one of these q − m products. Either way, we get a nonempty 1-product subsequence
of S. 
We can finally compute the conjectured value for s(Gpq) and prove that it is in fact correct.
Theorem 15. For all p and q prime such that p  3 and p | q − 1, s(Gpq) = pq + p + q − 2.
Proof. By Lemma 1 it suffices to show that any sequence S of length pq + p + q − 2 has a
1-product subsequence of length pq , so fix some S of this length.
Note that since Ni = xiH , the product of any p elements of Ni is in H but the product of any
fewer number of elements will not be in H . We break up S ∩Ni into sets of size p with at most
p − 1 elements left over. In particular, S ∩Ni is the concatenation of the subsequences
A
(i)
1 =
(
a
(i)
1,1, a
(i)
1,2, . . . , a
(i)
1,p
)
, . . . ,A(i)ri =
(
a
(i)
ri ,1, a
(i)
ri ,2, . . . , a
(i)
ri ,p
)
,
F
(i)
1 =
(
f
(i)
1,1, f
(i)
1,2, . . . , f
(i)
1,p
)
, . . . ,F
(i)
i
= (f (i)i ,1, f (i)i ,2, . . . , f (i)i ,p),
C(i) = (c(i)1 , . . . , c(i)ui ),
such that for all j , π(A(i)j ) = a(i)j,1a(i)j,2 · · ·a(i)j,p = 1, π(F (i)j ) = f (i)j,1f (i)j,2 · · ·f (i)j,p = 1, and ui 
p− 1. As in the proof of Lemma 14, let πn(x1, . . . , xp) = xn+1 · · ·xpx1 · · ·xn for 0 n p− 1.
Therefore if π(F (i)j ) = ym and f (i)j,1 = xiym
′
, then
π1
(
F
(i))= (f (i))−1π(f (i), f (i), . . . , f (i) )(f (i))= (y−m′x−i)ym(xiym′)= ymsi .j j,1 j,1 j,2 j,p j,1
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πn
(
F
(i)
j
)= ymsni .
Since the multiplicative order of s modulo q is p and ym = 1, this takes on distinct values for
n = 0,1, . . . , p − 1. Therefore the subsequence F (i)j attains all products in the set
{
ym,yms, . . . , yms
p−1}
,
which is of the type used in Lemma 13.
We let r = r1 + · · · + rp−1,  = 1 + · · · + p−1, and u = u1 + · · · + up−1  (p − 1)2. By
appropriately changing the first index in the subscripts of the elements in all of the S ∩ Ni , we
may drop the superscripts to obtain an expression for S∩N as the concatenation of the following
subsequences:
A1 = (a1,1, . . . , a1,p), . . . ,Ar = (ar,1, . . . , ar,p),
F1 = (f1,1, . . . , f1,p), . . . ,F = (f,1, . . . , f,p),
C = (c1, . . . , cu).
Now if |S(A1 · · ·Ar)−1(F1 · · ·F)−1| = |C(S ∩ H)|  2p − 1, then viewing C(S ∩ H) as
a sequence in Gpq/H = Zp , the Erdo˝s–Ginzburg–Ziv theorem tells us that C(S ∩ H) has a
subsequence of length p with product in H . The same applies if |C(S ∩ H)C−11 | 2p − 1, so
by iterating we get a number of disjoint subsequences of C(S ∩ H), all of length p and with
products in H . Out of these subsequences, label the 1-product sequences by A′1, . . . ,A′r ′ and
label the sequences with products in H \ {1} by F ′1, . . . ,F ′′ . All that remains ungrouped from
S is C(S ∩ H)(A′1 · · ·A′r ′)−1(F ′1 · · ·F ′′)−1 = E, a sequence of length |E|  2p − 2. Thus we
finally write
S = (A1 · · ·Ar)
(
A′1 · · ·A′r ′
)
(F1 · · ·F)
(
F ′1 · · ·F ′′
)
E,
where:
• For all 1 k  r , Ak is a subsequence of S ∩ Ni for some i and has π(Ak) = 1, |Ak| = p.
For all 1 k  r ′, A′k has π(A′k) = 1 and |A′k| = p.• For all 1  k  , Fk is a subsequence of S ∩ Ni for some i, π(Fk) = ymk = 1, |Fk| = p,
and Fk takes on the p products {ymk , ymks, . . . , ymksp−1}. For all 1 k  ′, F ′k has π(F ′k) =
ym
′
k = 1 and |F ′k| = p.• Note that |E| ≡ |S| = pq+p+q−2 ≡ −1 (mod p), since p | q−1. Since 0 |E| 2p−2,
this implies |E| = p − 1, and therefore (+ ′ + r + r ′)p = pq + q − 1.
Using the notation above, we prove the following lemma, which will be instrumental in com-
pleting the proof of the theorem.
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the sequence ZF ′1 · · ·F ′k attains all products in the set
{
π(Z)
}+ {ym′1, ym′1s , . . . , ym′1sp−1}+ · · · + {ym′k , ym′ks , . . . , ym′ksp−1}.
Proof. First consider the sequence ZF ′1. This sequence attains the products
(z1)y
m′1(z2z3z4 · · · zp) = π(Z)ym′1si(p−1) ,
(z1z2)y
m′1(z3z4 · · · zp) = π(Z)ym′1si(p−2) ,
(z1z2z3)y
m′1(z4 · · · zp) = π(Z)ym′1si(p−3) , etc.
Because s has multiplicative order p modulo q , these values are equal to the values in the set
{π(Z)} + {ym′1, ym′1s , . . . , ym′1sp−1}.
Next consider ZF ′1F ′2. If we insert π(F ′2) = ym
′
2 into one of the above products immediately
after zj , then the product is multiplied by ym
′
2s
i(p−j)
. Therefore, this sequence can attain the
products above multiplied by an element in the set {ym′2, ym′2s , . . . , ym′2sp−1}. Thus ZF ′1F ′2 attains
all products in the set {π(Z)} + {ym′1, ym′1s , . . . , ym′1sp−1} + {ym′2, ym′2s , . . . , ym′2sp−1}.
Continuing in this manner up to F ′k , we get all of the products given in the statement of the
lemma. 
Case 1:  1. By Lemma 16, the products of F1F ′1 · · ·F ′′ attain all values in the set
{
π(F1)
}+ {ym′1, ym′1s , . . . , ym′1sp−1}+ · · · + {ym′′ , ym′′ s , . . . , ym′′ sp−1}.
By changing the order of the elements of F1, our earlier observation tells us that we can re-
place {π(F1)} by the set {ym1, . . . , ym1sp−1}. By the same observation, concatenating the above
sequence with Fj for some j allows us to multiply the above product by any element in the set
{ymj , . . . , ymj sp−1}. Therefore the sequence P = F1(F ′1 · · ·F ′′)(F2 · · ·F) can take on all prod-
ucts in a set of the form
{
ym1, ym1s , . . . , ym1s
p−1}+ · · · + {ym, yms, . . . , ymsp−1}
+ {ym′1, ym′1s , . . . , ym′1sp−1}+ · · · + {ym′′ , ym′′ s , . . . , ym′′ sp−1}.
By Lemma 13, the number of such products in H is at least min{q, ( + ′)p}. Note that |P | =
(+ ′)p.
If (+ ′)p  pq , then remove some sequences Fk and F ′k from P until its length is pq (but
always retain the sequence F1). Then the number of products in H obtainable from P will be at
least min{q,pq} = q , so P itself is a 1-product subsequence of S.
If q  (+ ′)p < pq , then P still attains all values in H and so is a 1-product subsequence.
Since (r + r ′)p = pq + q − 1 − (+ ′)p > pq − |P |, we can form a 1-product subsequence of
A1 · · ·ArA′1 · · ·A′r ′ of length pq − |P |. Call this sequence Q. Then PQ is a 1-product sequence
of length pq .
If ( + ′)p  q − 1, then (r + r ′)p = pq + q − 1 − ( + ′)p  pq , so we can form a
1-product subsequence of length pq by concatenating q out of A1, . . . ,Ar ,A′ , . . . ,A′ ′ .1 r
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all values in the set
{
ym
′
1, ym
′
1s , . . . , ym
′
1s
p−1}+ · · · + {ym′′ , ym′′ s , . . . , ym′′ sp−1}.
By Lemma 13 the number of such products in H is at least min{q, ′p}. Note that |P | = p+ ′p.
If ′p  pq − p, then remove sequences F ′k from P until its length is pq . The number of
products in H obtainable from P will be at least min{q,pq − p} = q , so P itself is a 1-product
subsequence of S. The remainder of the proof from case 1 works exactly as above.
Case 3:  = r = 0. This implies that |S ∩N | (p − 1)2.
Let n be the number of times 1 occurs in S. If n  p + q − 2, then remove p + q − 2
copies of 1 from S to get S′, so |S′| = pq . Since D(Gpq) = p + q − 1, we can find a 1-product
subsequence T1 of S′. In general, if |S′(T1 · · ·Tk)−1|  p + q − 1, then S′(T1 · · ·Tk)−1 has a
1-product subsequence Tk+1. Thus we can find disjoint 1-product subsequences T1, . . . , Tm of S′
such that pq − (p + q − 2) |T1 · · ·Tm| pq , and by adding the appropriate number of copies
of 1 (which were removed from S to form S′) we get a 1-product subsequence of S of length pq .
Therefore we may now assume that n p + q − 3.
Subcase 3A: p  |S ∩ N | (p − 1)2. Let v be the number of nonidentity elements in S ∩ H ,
and let us refer to these by (d1, . . . , dv) = (ym1, . . . , ymv ). Note that |S∩H | = n+v  pq +p+
q − 2 − (p − 1)2, and since n p + q − 3, we get v  pq + 1 − (p − 1)2 = q + (p − 1)(q −
p + 1)+ 1 q + p. Since |S ∩N | p, by considering S ∩N as a sequence in Gpq/H , we get
that S ∩N must have a subsequence with product in H and length at most p. Call this sequence
W = (w1, . . . ,we), so π(W) ∈ H and |W | = e p. If we let we = xiyj , then 1 i  p − 1.
Now we show that a product of the sequence P = W(d1, . . . , dq−1) can take on any value
in H . We insert each df into the product π(W), either before or after we . If we put df after we
then it multiplies the product by df = ymf ; putting it before we multiplies the product by ymf si .
Therefore the set of products attainable by P includes
{
π(W)
}+ {ym1, ym1si}+ · · · + {ymq−1 , ymq−1si}.
By the Cauchy–Davenport inequality, the size of this set is at least
min
{
q, (1 + 2 + · · · + 2︸ ︷︷ ︸
q−1
)− q + 1}= q,
so a product of P can take on any value in H .
By the definition of P , |P | p+ q − 1. Since v  q +p, we can consider the p− 1 elements
(dq, . . . , dq+p−2). Let S′ = SP−1(dq, . . . , dp+q−2)−1, so |S′| = pq + q − 1 − |P | pq − p 
q − 1. Since |S′| > p, viewing S′ as a sequence in Gpq/H = Zp tells us that we can find a
subsequence of S′ with product in H and with length at most p. Removing this subsequence and
repeating, we can get disjoint subsequences T1, . . . , Tk of S′ with products in H and with lengths
at most p such that q −1 |S′(T1 · · ·Tk)−1| (q −1)+ (p−1). Since |S′| = pq +q −1−|P |,
we have pq−|P |−(p−1) |T1 · · ·Tk| pq−|P |. Adding the appropriate number of elements
from (dq, . . . , dp+q−2) to this sequence gives us a subsequence of S disjoint from P with length
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since the product of P can take on any value in H .
Subcase 3B: |S ∩ N |  p − 1. Then |S ∩ H |  pq + q − 1 > 2q − 1, so by the Erdo˝s–
Ginzburg–Ziv theorem, we can find some 1-product subsequence T1 of S ∩ H of length q .
For k  p − 1, if T1, . . . , Tk are all disjoint 1-product subsequences of S ∩ H of length q ,
then |(S ∩ H)(T1 · · ·Tk)−1|  pq + q − 1 − kq  2q − 1, so we can find another 1-product
subsequence Tk+1 disjoint from the others and of length q . Inductively, we have 1-product sub-
sequences T1, . . . , Tp of length q , and thus T1 · · ·Tp is a 1-product subsequence of S of length
pq . This completes the proof. 
5. Future work: Semidirect products
One way to generalize the results of Sections 2 and 4 is to consider semidirect products of
cyclic groups. In terms of generators and relations, a general semidirect product of cyclic groups
is of the form
Gm,n,s = Zn  Zm =
〈
x, y
∣∣ xm = yn = 1, yx = xys 〉,
where the multiplicative order of s modulo n divides m. This requires s | ϕ(n), where ϕ is the
Euler totient function. If m | ϕ(n), we can define the semidirect product
Gm,n = Gm,n,s′ , where s′ has order m modulo n.
It seems more promising to generalize the proof of Theorem 15 to the semidirect product Gm,n
than to a general semidirect product of cyclic groups. This is because the proof relies heavily on
multiple elements in the same coset of the normal subgroup giving a large number of different
products when multiplied in different orders. If the multiplicative order of s is large, then the
methods above applied to Gm,n,s will give more products, and the proof seems more likely to
work. A modified version of the Cauchy–Davenport inequality for nonprime moduli would be
necessary to make this generalization.
It may be easier to verify Conjecture 2 when certain restrictions are placed on m and n. For
example, if we make the restriction that m = p is prime, then there is only one non-abelian
semidirect product Zn  Zp , the group we call Gp,n. Note that the proof of Lemma 14 never
uses the fact that q is prime, so this lemma tells us that D(Gp,n) = p + n − 1 for any p prime,
p | ϕ(n). If m is not prime, then the proof of Lemma 14 does not generalize as easily, but it seems
reasonable to guess that D(Gm,n) = m+ n− 1 for all m and n such that m | ϕ(n). In either case,
Conjecture 2 applied to Gm,n would yield the following.
Conjecture 17. For all integers m and n such that m | ϕ(n), D(Gm,n) = m + n − 1 and
s(Gm,n) = mn+m+ n− 2.
Theorem 8 proves this for m = 2 and any value of n, and Theorem 15 proves it for m and n
both prime.
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