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Abstract. This paper suggests to model jointly time delay and random e®ects in
economics and ¯nance. It proposes to explain the random and often cyclical °uctu-
ations in commodity prices as a consequence of the interplay between external noise
and time delays caused by the time between initiation of production and delivery.
The proposed model is formulated as a stochastic delay di®erential equation. The
typical behavior of a commodity price index under this model will be discussed.
Methods for parameter estimation and the evaluation of functionals will be proposed.
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Time series of prices of commodities show often a remarkable, sometimes
randomly interrupted, periodicity in their typically long term exponential
increase. The observed cycles in price °uctuations have attracted the inter-
est of economists for a long time. Some authors tried to explain this type
of °uctuations by random cyclical factors, see, for instance, Slutzky (1937),
Kalecki (1952) and Lucas (1975). Other authors attributed economic cycling
to an inherent characteristic of unstable economic systems, see, for instance,
Hicks (1950), Goodwin (1951), Semmler (1966), Day & Shafer (1986) and
Gabish & Lorenz (1987). A better theoretical understanding of the typi-
cal cyclical behavior of commodity prices should be bene¯cial to customers,
investors, retailers and producers.
It is well known that periodic °uctuations can be caused by time delayed
in°uences, see Hale & Verduyn Lunel (1993). An introduction to stochastic
delay di®erential equations (SDDE)s can be found in Mao (1997), which we
use as standard reference. In the case of commodities such delays naturally
arise from the necessary time to construct and eventually the time to trans-
port the product to the market place. It is obvious that such delays should
impact the price dynamics.
In a purely deterministic setting, average °uctuations of commodity prices
were modeled in Mackey (1989) by using deterministic di®erential delay equa-
tions. Within this paper we will emphasize that not only time delay but also
randomness are essential for explaining cyclical features of commodity prices.
More precisely, we will demonstrate that cyclical behavior arises from the in-
terplay between delayed adjustment and external noise. Under the proposed
parsimonious model sustained oscillations cannot be generated from either
delayed adjustment or external noise alone.
The external noise arises from randomness in trading, as well as random
°uctuations in demand and supply. Randomly arising longer periods of sig-
ni¯cantly higher or lower prices often trigger cyclical price behavior through
delayed adjustment. These cyclical patterns can be interrupted randomly at
any time when external noise acts against a pattern that has emerged. This
is di®erent to oscillations that can be characterized as randomized super-
positions of trigonometric functions which have rigid frequencies. Cyclical
patterns arising in solutions of stochastic delay di®erential equations can be
interrupted and renewed at any time. Randomness in combination with time
delay will be proposed in this paper as the main drivers of cyclical commodity
price °uctuations.
One aim of the paper is to popularize the modeling with stochastic delay
di®erential equations in economics and ¯nance. Another aim is to provide an
example for a readily implementable, simple model for a range of commodity
2prices and indices.
The paper is organized as follows: Section 2 describes the proposed model
in form of a stochastic delay di®erential equation. Section 3 visualizes via
scenario simulation the typical behavior of prices under the model. In Sec-
tion 4 theoretical properties of the model will be discussed. The estimation of
model parameters will be studied in Section 5 using simulated data. Finally,
Section 6 discusses the evaluation of typical functionals of commodity prices.
2 Model Description
For the modeling of the dynamics of the prices of commodities we assume
external noise and take the delayed impact of production and transport into
account. Delays arise naturally between the time of initiation of production
of a unit of commodity and its delivery into the market. The initiation of
production is typically triggered by relatively high prices which signal high
demand and low supply. This market situation o®ers attractive returns from
production. However, when there is low demand and high supply, then prices
are low and production is typically reduced. In such a case even losses from
production may arise. Periods of high or low demand can be caused, for
example, by external noise in the consumption or supply of the commodity.
Due to the natural time delay between initiation of production and deliv-
ery of the commodity, external noise can trigger cyclical °uctuations. For
studying the interplay between external noise and time delay we consider
it to be reasonable to keep the model as simple as possible. Essential for
the occurrence of oscillations is the relationship between the following three
quantities: the length of the time delay, the speed with which the produc-
tion is adjusted and the magnitude of the external noise that in°uences the
current price evolution.
Below we will formulate a simple model which incorporates these three pa-
rameters in a straightforward manner. As we will see, di®erent choices of
only one of the ¯rst two parameters can already generate a broad spectrum
of dynamic behavior.
For illustration, in Figure 1 we show the evolution of Moody's Commodity
Price Index over the period from 1976 until 2006. We expect in Figure 1 in
the long term an average exponential growth re°ecting the in°ation e®ect. To
visualize this long term growth e®ect more clearly we display in Figure 2 the
logarithm of the commodity price index. In this ¯gure we show also a trend
line ¯tting the data. One notes that the logarithm of the price °uctuates
around this linearly regressed trend line in an apparently cyclical manner.
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Figure 1: The dynamics of Moody's Commodity Price Index from 1976 until
2006.
oscillations. Therefore, we formulate the following simple stochastic model
with time delay that demonstrates such e®ect.
We propose to model the price X(t) at time t of some commodity or index
by the relation
X(t) = ® expf·Y (t) + ´ tg (1)
for t ¸ 0. Here ´ 2 < = (¡1;1) denotes the long term growth rate, which
we assume, for simplicity, to be constant. Its value can be expected to be in
the range of the in°ation rate. An estimate is obtained, for instance, from
the slope of the trend line in Figure 2. If the normalization parameter ® > 0
in (1) were equal to one and the growth rate equal to zero, then the quantity
Y (t) would represent the logarithm of the price. For this reason we call Y (t)
simply the normalized log-price.
We propose to model Y (t) by the stochastic delay di®erential equation (SDDE)
dY (t) = ¡%Y (t ¡ r)dt + ¾ dW(t) (2)
for t ¸ 0 with time delay r 2 [0;1) and given initial condition » = f»(s) =
Y (s); s 2 [¡r;0]g.
This is probably the simplest SDDE that one can reasonably formulate. The
time delay r models the length of the time period between initiation of pro-
duction and delivery. One notes for the case r = 0 that there is no delay
and Y (t) follows in this special case an Ornstein-Uhlenbeck process, see Mao
(1997) or Kloeden & Platen (1999). The parameter % 2 (¡1;1) charac-
terizes the speed of adjustment. It models the speed with which producers
adjust their production to price changes. As we will see, a certain range of
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Figure 2: Logarithm of the price index and its trend line.
generates cyclical behavior of the solution of (2), see also KÄ uchler & Mensch
(1992).
Finally, the parameter ¾ 2 [0;1) models in (2) the volatility of the price
°uctuations. One can interpret this parameter as a measure for the average
impact of fast °uctuating external noise on the price process. Such noise
arises naturally from changes in demand and supply. We model the external
noise by a standard Wiener process W = fW(t); t ¸ 0g, see Mao (1997),
Kloeden & Platen (1999) or Platen & Heath (2006).
It is well known that the linear SDDE (2) has a unique solution, see Mao
(1997). Despite its simplicity this SDDE can generate a broad range of dy-
namics, as will be demonstrated below. There is no need to employ more
complex SDDEs for the problem at hand, unless there is a particular eco-
nomic reason to involve extra parameters or other structures.
3 Visualization of Solutions
In the following we visualize solutions of the above linear SDDE as model
for a corresponding price index. First, let us generate typical solutions of the
SDDE (2) that one obtains for particular parameter choices:
We choose the linearly interpolated trajectory of an Euler approximation of
an Ornstein-Uhlenbeck process as continuous initial condition »(t), de¯ned
for t 2 [¡r;0]. Such an Ornstein-Uhlenbeck process is obtained when using
an SDDE of the type (2) without delay, that is with r = 0. In our example
we set the speed of adjustment parameter to % = 0:2, the di®usion coe±-
cient to ¾ = 0:4 and choose the starting value »(¡r) = 1. For details on
5the simulation of such trajectory as solution of a stochastic di®erential equa-
tion, when using discrete time strong approximations, we refer to Kloeden
& Platen (1999). When applying the Euler scheme for simulating the initial





where ` 2 f2;3;:::g. With this step size we de¯ne an equidistant time
discretization
¿n = n¢;
where n 2 f¡`;¡` + 1;:::;0;1;:::g. This allows us to introduce discrete
time approximations Y ¢ = fY ¢
n ; n 2 f0;1;:::gg of solutions of the SDDE
(2). As described in KÄ uchler & Platen (2000), for the simulation of pathwise
approximate solutions of SDDEs there exists a range of numerical schemes.
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for n 2 f0;1;:::g. This is the scheme, which we will use in the following.
Here the Wiener process increments
¢Wn = W(¿n+1) ¡ W(¿n)
are independent Gaussian distributed random variables with mean zero and
variance ¢ = (¿n+1 ¡ ¿n), n 2 f0;1;:::g.
The Euler scheme is of strong order 0.5 in the sense as described in KÄ uchler &
Platen (2000). For a precise simulation of typical scenarios over long periods
of time the Euler scheme may be not su±ciently accurate. Also its numerical
stability can be rather restricted, see KÄ uchler & Platen (2000). Note that
better numerical stability can often be obtained by implicit methods. For
instance, one could employ the family of implicit Euler approximations pro-
posed in KÄ uchler & Platen (2000), or could combine numerical stability and
better accuracy using higher order strong predictor-corrector schemes. For
our purpose, however, the Euler scheme turned already out to be su±cient.
Now, let us visualize some scenarios of solutions of the SDDE (2). We did
not study any case with negative speed of adjustment parameter since this
leads to diverging or even exploding dynamics that appear to be unsuitable
for realistic modeling of commodity price processes. In all our examples we
use a time delay of r = 3 years and the discretization step size ¢ = 0:03.
First we switch o® the randomness after time t = 0 by setting ¾ equal to
zero.
In Figure 3 we show a simulated trajectory of a solution of the SDDE (2)
when setting % equal to 0:1. By construction we obtain very erratic initial
values. However, during the time period from zero until three years the tra-
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Figure 3: Solution of SDDE (2) without external noise for % = 0:1.
even smoother. This e®ect is caused by the natural smoothing over time
of the initial °uctuations by the time delay. After long time the trajectory
becomes very smooth since in our case there is no external noise present.
This demonstrates that in a solution of an SDDE the erratic °uctuating be-
havior of earlier values does not have any major impact on the ¯ne structure
of the solution path at later times. Note that the trajectory in Figure 3
shows a damping of the ¯nal initial value. A slightly larger speed of adjust-
ment parameter % would yield even stronger damping. As we will discuss
later, the maximum damping parameter, yielding damped scenarios without
causing cyclical behavior of the type shown in Figure 3, is obtained for the
parameter choice %r = 1
e ¼ 0:3678. Recall that damping is also observed
for the case when the time delay r equals zero and one has a positive speed
of adjustment % > 0. In this case the damping follows from a linear mean
reversion coe±cient and the trajectory shows an exponential decline to the
mean zero.
Let us return to the case r > 0. If one imposes a stronger speed of adjust-
ment parameter % > 1
r e, then cyclical patterns arise, as shown in Figure 4
for the speed of adjustment parameter values % 2 f0:2;0:3;0:4g. The oscilla-
tions are damped for these parameter choices. Larger speeds of adjustment
generate larger amplitudes for the oscillations. Furthermore, in Figure 5 we
display the corresponding solutions of the SDDE (2) obtained for the speeds
of adjustment % = 0:5 and % = 0:6. The ¯rst trajectory, which is that for
% = 0:5, resembles still a damped oscillation, whereas the second trajectory
represents a diverging cyclical dynamics. Recall that in all cases that we
show in Figure 4 and Figure 5 we have no external noise after time t = 0.
We emphasize that the initial condition can be changed signi¯cantly without
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Figure 5: Damped and diverging oscillations for% = 0:5 and 0:6, respectively.
Above we have demonstrated the important fact that time delay can generate
cyclical °uctuations. However, as we will see in the next section, the nature
of the dynamics is di®erent to those typically observed in many other areas
like physics, which usually can be characterized as random superpositions of
trigonometric functions. The above SDDE (2) when setting ¾ = 0 provides a
simple model that generates cyclical behavior as a consequence of some time
delay.
Now, let us consider similar examples as above but under the in°uence of ex-
ternal noise. For this purpose we set the volatility parameter to ¾ = 0:4. For
a speed of adjustment parameter of % = 0:5 we display in Figure 6 a simu-
lated trajectory of a solution of the SDDE (2). Di®erent to the case without
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Figure 6: Solution of SDDE (2) under external noise for % = 0:5 and ¾ = 0:4.
without systematic long term damping e®ect. Whenever the external noise
generates a major displacement from zero, the adjustment with time delay
creates a remarkably stable cyclical e®ect. This is a natural phenomenon
that can be expected to be present in many economic and other dynamics.
One notes that for a lower speed of adjustment % = 0:2, as is chosen in Fig-
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Figure 7: Solution of SDDE (2) under external noise for% = 0:2 and ¾ = 0:4.
feedback is not as strong as in Figure 6. Consequently, the external noise
is shaping stronger the trajectory than was the case in Figure 6. Distinct
cyclical patterns are still noticeable in Figure 7, however, it seems that these
have a lower frequency than those experienced in Figure 6.
We underline that time delay in the adjustment of a dynamics without exter-
nal noise generates damped or diverging trajectories that become smoother
9over time. On the other hand, external noise alone in a dynamics without
time delay, as in an Ornstein-Uhlenbeck process, yields a mean reverting
path but not a typical cyclical pattern. The combination of both external
noise and time delayed adjustment lead to rather stable stochastic cyclical
patterns. As we will see below, it is a particular range for the value of the
product %r that leads to the above discussed cyclical behavior.
We emphasize that without any external noise, even in the presence of time
delay with positive speed of adjustment, oscillations of solutions of the SDDE
(2) are vanishing after su±ciently long time due to the previously discussed
damping e®ect. In principle, this is true also for many other models with
time delay when external noise is absent. Dynamics with time delay but
without external noise have been discussed, for instance in Mackey (1989),
for the modeling of commodity prices. To generate over long periods of time
sustained cyclical patterns, external noise is needed as an essential input into
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Figure 8: A simulated commodity price index.
Finally , in Figure 8 we display the trajectory of a simulated commodity index
according to formula (1) and SDDE (2) when setting´ = 0:02, · = 0:1,
X0 = 1, ® = 1, ¾ = 0:4 and % = 0:2. This graph resembles some trajectory
of a commodity index in an economy with an in°ation rate of about two
percent. Here the time delay between initiation of production and delivery
is again assumed to be about r = 3 years. The volatility is set to the rather
small value of ·¾ = 0:04 to mimic the behavior of an index.
104 Properties of Solutions of the SDDE
The SDDE (2) is one of the best studied SDDEs in the literature. It can
be applied for a range of dynamics in ¯nance and economics. In the sequel
we summarize some basic mathematical facts concerning this type of SDDE
that can be exploited in the study of such models. Further details in this
direction can be found, for instance, in KÄ uchler & Mensch (1992).
Assume % 2 < and r > 0. Denote by x0(¢) the fundamental solution of the
deterministic delay di®erential equation
dx0(t) = ¡%x0(t ¡ r)dt (4)
for t ¸ 0 with initial condition »(s) = 0 for s 2 [¡r;0) and »(0) = 1.







(t ¡ k r)
k (5)
for t ¸ 0. Here [a] denotes the largest integer less or equal to a 2 <.
The general solution Y = fY (t); t ¸ 0g of (2) for ¾ 6= 0 can be calculated
by means of the fundamental solution x0 and a given initial condition » =
f»(t); t 2 [¡r;0]g as follows:
Y (t) = Y (0)x0(t) ¡ %
Z 0
¡r
x0(t ¡ r ¡ s)»(s)ds + ¾
Z t
0
x0(t ¡ s)dW(s) (6)
for t ¸ 0. Thus, the properties of the solution Y are closely related to
those of the fundamental solution x0. For our purposes we assume that »
has continuous trajectories only. Then the equation (6) yields the unique
solution of the SDDE (2).
For the special case without time delay, that is r = 0, the equation (4) has
the fundamental solution
x0(t) = expf¡%tg (7)
for t ¸ 0, which can be also obtained from (5) by formally setting t
0 = 1.
This function tends for t ! 1 to in¯nity in the case % < 0, and to zero for
% > 0.
For the case of strictly positive time delay r > 0 the situation is more com-
plex: We have still divergence of the fundamental solution to plus in¯nity for
% < 0 when t ! 1. Furthermore, for t ! 1 there is monotone decreasing
convergence to zero if %r 2 (0; 1
e]. The typical graph of a trajectory is similar
to that in Figure 3 besides the corresponding change in the initial condition.
11For %r > 1
e ¼ 0:3678, oscillations arise, similar as observed for the trajecto-
ries shown in Figure 4. In general, there is no ¯xed frequency in the solution
of a stochastic delay di®erential equation that could be identi¯ed, even if
there is no external noise. This is di®erent to oscillations that are typical in
physics and other areas, where rather stable frequencies emerge.
In the case when 0:3678 ¼ 1
e < %r < ¼
2 ¼ 1:571 the cyclical behavior is
exponentially damped. For the case %r > ¼
2 the amplitude of the oscillations
is increasing over time. An example in the direction of the latter case is
displayed in Figure 5 for the parameter choice % = 0:6, r = 3. Most of
the above discussed properties apply also to solutions of the SDDE (2) with
general initial condition and external noise.
It is known, see Myshkis (1972) and Gushchin & KÄ uchler (1999), that the
fundamental solution x0(¢) admits for 1
e < %r < ¼
2 an asymptotic represen-













for t ! 1. Here ¸0 = v0+{q0 is the uniquely determined root of the equation
¸ + %e
¡¸r = 0 (9)
with complex variable ¸, having maximal real part v0 and nonnegative imag-
inary part q0. In our case we have v0 < 0 and q0 > 0. Thus, the number
q0 could serve as a rough estimate for the frequency of oscillations in this
approximation of the fundamental solution x0(¢).
The equation (9) is transcendent and cannot be solved explicitly. Neverthe-
less, some important properties of its solution are known, see Hayes (1950).
Since it is not possible to determine the exact values of v0 and q0 by an ex-
plicit formula we propose the following useful approximations for v0 and q0,
respectively:


















These new approximations are derived in the Appendix. In the extreme cases
for damped cyclical behavior %r = 1
e and %r = ¼
2 the above approximations
are exact and yield:
~ v0 = ¡
1
r





















It turns out that cyclical °uctuations of x0(¢) are clearly visible in the tra-
jectories of Y (¢) if %r is near ¼
2. Thus, when analyzing a realization of Y (¢)
and observing a wave length T we obtain as a rough estimate for r the value
T
4 when %r is not too far from ¼
2.
The mean ¹t = E(Y (t)) at time t satis¯es the deterministic delay di®erential
equation
d¹t = ¡%¹t¡r dt (12)
with the solution
¹t = ¹0 x0(t) ¡ %
Z 0
¡r
x0(t ¡ r ¡ s)E(»(s))ds (13)
for t ¸ 0. It is important to mention the fact that the linear SDDE (2) has
a Gaussian solution when its initial condition is Gaussian or deterministic.
In this case one obtains a Gaussian solution with the above mean. However,
the corresponding covariance E((Y (t) ¡ ¹t)(Y (s) ¡ ¹s)) between Y (t) and
Y (s) for s;t 2 [¡r;1) satis¯es a rather complex relation due to the complex
delayed impact of the initial condition.
Fortunately, the expression for the covariance gets simpler when one considers
a Gaussian stationary solution of the SDDE (2), which exists if %r 2 (1
e; ¼
2).
This requires a strictly positive speed of adjustment parameter % > 0 and
an appropriate Gaussian zero mean stationary initial condition. In such case
we have ¹t ´ 0 for all t ¸ 0. As shown in KÄ uchler & Mensch (1992), in this
case the covariance function
K(h) = E(Y (t)Y (t + h)) (14)





x0(s)x0(s + h)ds; (15)
which implies that
K












Furthermore, K(¢) is twice continuously di®erentiable on (0;r) and it holds




13This yields for h 2 [0;r] the explicit solution






2 sin(%r) + 1
2 cos(%r)
: (21)
Now, from the di®erential equation (16) it is straightforward to obtain re-
cursively the covariance function for h 2 [rn;(r + 1)n] and n 2 f1;2;:::g,
by using the above relations. This means that the mean and the autocorre-
lation function are explicitly known for any Gaussian stationary solution of
the SDDE (2). We note from (20) that oscillations with respect to h arise
in the covariance function and, thus, also in the autocorrelation function.
These oscillations have higher frequency if % is larger. They are damped
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Figure 9: Autocorrelation function.
W e plot in Figure 9, the autocorrelation function
K(h)
K(0) for h 2 [0;r] when
setting r = 3, % = 0:4 and ¾ = 0:4. One observes in Figure 9 a damped
oscillation of a form similar to that generated by the solution of an SDDE
without external noise. This is also expected for the solution of the de-
terministic delay di®erential equation (16) that characterizes the covariance
function.
5 Estimation of Parameters
For the data of Moody's Commodity Price Index X(t) shown in Figures 1
and 2 we use the observed slope ^ ´ = 0:025 of the trend line in Figure 2 as
14estimate for ´. The observed value ^ ® = 812, which is the exponential of the
intercept of the trend line, serves as estimate for the parameter ® appearing
in formula (1). For simplicity, we set the parameter · in (1) equal to one. We
display the normalized log-price Y (t) for Moody's commodity price index in
Figure 10, where





¡ ^ ´ t: (22)
Given the macro-economical processes that are likely to drive this index, it
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Figure 11: Empirical quadratic variation of the normalized processY .
In Figure 11 we show the empirical quadratic variation of the normalized
process, which is simply obtained by summing the squares of the increments
15of Y (t). The square root of its average slope gives us an estimated volatility
of ^ ¯ = 0:11.
As a function of the time delay r, the speed of adjustment % and the ob-
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Figure 12: Logarithm of the likelihood function for di®erent values of r.
We plot in Figure 12 the observed values of the log-likelihood function for
di®erent values of the parameter r in the range from 0 to 12 years. It turns
out that the likelihood function shows a distinct maximum at about r = 3
years. For this reason we consider ^ r = 3 as our estimate for the time delay. A
time delay of about three years is also a plausible estimate for what the time
between initiation of production and delivery could be for many commodities
in reality. One has to take here also the building of extra capacity and the
updating of production facilities into account.
16Under equidistant time discretization with time step size ¢ > 0 and N¢ ¼ ^ r















Y ((k ¡ N)¢) (Y ((k + 1)¢) ¡ Y (k¢)):
(26)
For the normalized log-price process Y , shown in Figure 10, the estimated
value of the speed of adjustment parameter amounts to ^ % = 0:47. This gives
us the product ^ % ^ r = 0:047 £ 3 = 1:41, which falls in the interval between 1
e
and ¼
2. Consequently, according to our previous discussion a cyclical behavior
of the trajectories of Y can be expected under the proposed model.
We calculate also the autocorrelation function of Y , under the model, as given
in (14){(21), which we visualize in Figure 9. The estimated autocorrelation
function is shown in Figure 13 as a function of the number of observation
days in the time lags. We note that the estimated autocorrelation function









Figure 13: Estimated autocorrelation function.
resembles the theoretical covariance function of the model, as plotted in
Figure 9.
6 Evaluation of Functionals
Since the logarithm of the price process under the proposed model is Gaussian
when one assumes a Gaussian or deterministic initial condition, the random
17variables X(t) are log-normally distributed. Since the value Y (t) is in this
case Gaussian, this random variable is fully characterized by its mean and
its variance. In particular, we obtain
E(X(t)) = E(® expf·Y (t) + ´ tg)
= ® exp
½













(Y (t) ¡ ¹t)
2¢
(28)
depends on the initial condition, as discussed earlier.





t = K(0) and lim
t!1
¹t = 0




















































The log-normal distribution of the commodity price X(¿) at a given matu-
rity date ¿ > 0 can be explicitly calculated. This allows, for instance, the
calculation of Value at Risk numbers or other risk measures in a standard
manner.
To compute derivative prices under the proposed model one can use the
benchmark approach as described in Platen & Heath (2006). The pricing
measure is then the real world probability measure and the numeraire is
the growth optimal portfolio, which is the portfolio that maximizes expected
logarithmic utility. Note that a proxy for the growth optimal portfolio is
obtained by any globally diversi¯ed total return stock index, for instance,
the MSCI world stock index, or the S&P500 if one deals with the US market
only, see Platen & Heath (2006). In the case when the commodity price
18at the maturity date ¿ is independent of the growth optimal portfolio value
S±¤
¿ , one obtains explicit formulas under the above proposed model. For a
European call option price at time t = 0 on the commodity price X(¿) at
maturity ¿ with strike K > 0 it follows via the above mentioned real world









































Here P(0;¿) is the price at time t = 0 of a zero coupon bond with maturity
date ¿. This provides a simple example on explicit pricing formulas under
the proposed model. For more complex payo® structures one can use Monte-
Carlo methods to evaluate practically any functional of the solution of the
SDDE (2), see KÄ uchler & Platen (2002).
Conclusion
The paper has demonstrated, by using as example a commodity index, that
stochastic delay di®erential equations provide reasonable models in economics
and ¯nance where delay e®ects naturally arise. It has been shown that read-
ily applicable simulation techniques and statistical methods are available to
visualize, evaluate and calibrate the proposed stochastic model with time
delay. More complex models involving several time delays and also jumps
can be handled by similar methods. These would allow to model even richer
patterns of cyclical dynamics.
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19Appendix
For studying the equation
¸ = ¡%e
¡¸r (33)
with ¸ complex valued, we put ¸ = x + {y, where { denotes the imaginary
unit. We obtain the system
x = ¡%e
¡xr cos(y r) (34)
y = %e
¡xr sin(y r): (35)
It is well known, see for instance Hayes (1950), that the equation (33) has
in¯nitely many complex solutions ¸, and that there is exactly one of them,
say ¸0 = v0 + {q0, which has a maximal real part v0. In our case with
%r 2 (1
e; ¼
2) we have q0 r 2 (0; ¼
2). Since the conjugate ¹ ¸ of ¸ solves (33) if ¸
does, we consider nonnegative imaginary parts only.
It is not possible to calculate ¸0 explicitly. Therefore, we derive an approxi-
mation ~ ¸0 of ¸0. To do this, assume y r 2 (0; ¼

















Let x1(ry) and x2(ry) be the functions de¯ned by the right hand sides of
(36) and (37), respectively, for y r 2 (0; ¼
2). Thus, the desired solution ¸0 =
v0+{q0 of (33) corresponds to the points (x;y) located on both curves de¯ned
by (36) and (37), respectively. In the strip y r 2 [0; ¼











Similarly, the function x2(y r) de¯ned by (37) is monotone decreasing if yr



















For %r 2 (1
e; ¼
2) we have x2(0) > x1(0) and x2(¼
2) < x1(¼
2). This ensures the
existence of the unique solution ¸0 = v0 + {q0.
Now, let us approximate x1(¢) and x2(¢) by quadratic functions ~ x1(y r) and
~ x2(y r) with









20for i = 1;2. By putting ~ x1(~ y r) = ~ x2(~ y r) one obtains ~ q0 and then ~ v0 =
~ x1(~ q0 r). The pair (~ v0; ~ q0) is an approximation of the desired expression
(v0;q0) and is given by


















which provide the expressions stated in (10).
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