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ABSTRACT
IR-drop is the voltage drop that is caused by the impedance of power grid
and devices’ switchings. It is important to verify voltage values of nodes on
power grids. To make the circuit work reliably, it is preferable to reduce the
voltage drops. Nowadays, power grids are usually in large size, which results
in the runtime and memory bottleneck with traditional methods. In order
to address these issues, we focus on developing efficient methods to perform
power grid verification and optimization.
There are three topics related to power grid verification. Based on the
distributed memory system, we propose an efficient parallel domain decom-
position method for power grid DC analysis. The largest power grid size
that can be solved is not limited by the memory of a single processor. We
develop an efficient method to balance the data load of all the processors.
Only voltage values of boundary nodes are extracted and exchanged for data
communication. The communication overhead is minimal. With over 1000
processors, the proposed method achieves a 110X speedup over a state-of-art
LU solver. A power grid with 192 M nodes can be processed within minutes.
To accelerate the power grid transient analysis, we present PGT SOLV ER.
This direct method based solver is developed on a shared memory system.
Advanced techniques such as sparse vector and solution mapping are de-
veloped or utilized to accelerate the forward and backward substitutions in
each time step. Multiple threads are utilized to further reduce runtime.
As the first-place winner in the “TAU 2012 power grid simulation contest”,
PGT SOLV ER effectively reduces the runtime of transient analysis with-
out introducing any error. Memory consumption of this solver is also very
affordable.
Combining the flow of parallel DC analysis and techniques of PGT SOLV ER,
we develop an effective parallel method for power grid transient analysis. Spe-
cial considerations are made to achieve better performance, such as power
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grid partitioning. With only a few hundred processors, over 69X speedup
is achieved compared to the sequential PGT SOLV ER. To alleviate the
memory usage of solving a large size power grid, the parallel process can be
operated in multiple steps. With fewer processors, the propose method is
still capable of performing efficient simulation of large power grids.
Besides developing parallel solvers to accelerate DC and transient analysis,
we also explore a few methods to reduce the IR-drop values of the power
grids. These include the optimization of power pads and the on-chip low-
dropout voltage regulator (LDO). With a fixed number of power pads, we
develop a method to relocate the pads to optimize DC IR-drop values. A
novel IR-drop driven method is proposed to calculate effective locations of the
power pads. Moving pads to these locations effectively reduces the IR-drop
values. Multiple power pads are moved simultaneously, which accelerates the
optimization. Within limited iterations, IR-drop values of the power grids
are effectively reduced.
By integrating the on-chip low-dropout voltage regulator, transient IR-
drop values can be reduced. We propose a simulation-based method to in-
tegrate LDOs into the power grids. A hybrid flow is utilized to perform the
transient analysis. The Cholesky direct solver and SPICE are utilized in the
simulation flow. With an effective optimization method, a set of LDOs is
added into the power grids and placed at locations which effectively reduce
transient IR-drop values.
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CHAPTER 1
INTRODUCTION
A power grid is an important component of the power delivery system. It
provides power to on-chip devices through metal wires and vias. An example
power grid is illustrated in Figure 1.1(a).
The middle layer of Figure 1.1(a) represents the device layer. The top and
bottom layers represent the power and ground networks. With multi-voltage
techniques, there are some extra networks providing the chip with multiple
voltage values. Both the top and bottom layers can be modeled as resistor
networks or RLC networks. Here they are simplified into two-dimensional
grids. They can also be modeled as three-dimensional grids, which is more
accurate. The three-dimensional grid is composed of multiple layers of metal
wires. Each layer of metal wires goes along a horizontal or vertical direction.
Different layers of metal wires are connected by vias, which are shown in
Figure 1.1(b).
GND
V DD
(a) an example power grid
!"#
!"#
(b) connection of metal wires of dif-
ferent layers
Figure 1.1: An example power grid
Due to the impedance of the power grid, there is a voltage drop across the
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grid, which is commonly referred to as IR-drop or voltage drop. IR-drop has
a great impact on circuit performance. Excessive voltage drops in the power
grid reduce switching speeds and noise margins of circuits. They may even
lead to functional failures of circuits. As a result, it is important to verify
the voltage values of nodes of the grid and optimize the power grid to reduce
the IR-drop values.
Because of the fast development of technology, the power grid is becoming
larger and larger. A power grid usually contains tens of millions of nodes.
It is even possible for a power grid to contain hundreds of millions of nodes.
The large size of the power grid brings big challenges to both power grid
analysis and optimization.
1.1 Power grid analysis
There are two types of power grid analysis: DC analysis and transient anal-
ysis. DC analysis is utilized to obtain the static IR-drop values, which are
caused by the resistance of interconnects. Transient analysis is utilized to
obtain dynamic IR-drop values, which are caused by inductance and the
switching of the devices.
1.1.1 Parallel DC analysis based on distributed system
In DC analysis, the power grid is modeled as a resistor network. Performing
DC analysis is equivalent of solving a linear system. The large size of the
power grid causes long runtime and memory bottleneck for traditional se-
quential power grid solvers. With more advanced methods, such as random
walks and PCG [1, 2], the above challenges still exist. For example, it still
costs a single processor 8 hours and 107 GB memory to simulate a power
grid with 136 million nodes [3].
There are quite a few parallel works developed for power grid analysis, in-
cluding the GPU-based multigrid method [4], the supernodal method based
on a shared memory system [5, 6] and the domain decomposition method
based on distributed system [7,8]. However, the disadvantages of these meth-
ods limit their efficiency. For example, the multigrid method may introduce
error in final results. The efficiency of the methods developed on a shared
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memory system is restricted by the limited number of threads. Besides, both
the GPU and shared memory system have a limited memory size, which can-
not eliminate the memory bottleneck caused by the large size of the power
grid.
The distribute memory system can overcome the memory challenge by
including more processors into the system. However, the parallel domain de-
composition methods such as those presented in [7,8] are not efficient in data
storage and communication. In the above methods, a master processor stores
the whole system conductance matrix and then distributes a set of submatri-
ces into other processors. The data storage load between the master processor
and other processors is very uneven. Besides, the data communications of
these methods are not efficient. Instead of only exchanging the voltage val-
ues of boundary nodes, voltage values of all the nodes of each subdomain are
exchanged, which introduces much higher communication overhead.
In Chapter 2, we propose an efficient parallel method to perform DC anal-
ysis of a large size power grid. It is an iterative method that is developed
on the distributed memory system. It is based on the geometrical domain
decomposition method. We divide the power grid into a set of blocks or sub-
domains. Overlapping between blocks is introduced to accelerate the conver-
gence. We develop a new data storage method that successfully overcomes
the memory bottleneck. We also propose an efficient method to extract and
exchange the voltage values of boundary nodes of each subdomain. Minimum
communication overhead is achieved.
1.1.2 Accelerating transient analysis with shared memory
system
In transient analysis, the power grid is modeled as a RLC network. Perform-
ing power grid transient analysis is equivalent of solving a linear systems at
each time step. Transient analysis is more accurate than DC analysis, but
is also more time consuming. As a result, it is more urgent to reduce the
runtime of transient analysis.
Although the previous parallel method brings a lot of speedups for DC
analysis, it may be less effective to reduce the runtime of transient analy-
sis. This is due to the difference in runtime bottlenecks of DC and transient
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analysis. For DC analysis, matrix decomposition is most time consuming.
An effective method to reduce the runtime of DC analysis is to divide the
matrix into a set of submatrices. Solutions are then obtained through itera-
tive methods [4,6–10]. For transient analysis, however, it is possible that the
forward and backward substitutions cost more time than matrix decompo-
sition. The previous iterative method cannot be directly utilized to reduce
the runtime of transient analysis. Actually, it can even make the transient
analysis slower, because it greatly increases the cost of forward and backward
substitutions. The runtime overhead accumulates along the time steps.
In Chapter 3, we present a direct method based solver to reduce the run-
time of transient analysis. It is called PGT SOLV ER. It is developed on a
shared memory system. The largest power grid size that can be solved de-
pends on the memory size of a single processor. We only build and factorize
the global conductance matrix limited times, and we utilize the factorized
matrix for all the time steps. We propose several techniques to speedup
the simulation, including the sparse vector technique, the solution mapping
technique and the memorized supernode technique. An effortless but effec-
tive parallel method with multiple threads is introduced to further reduce
the runtime.
1.1.3 Parallel transient analysis based on distributed memory
system
Although advanced techniques are proposed in PGT SOLV ER, only limited
speedup is achieved over direct solvers. Considering that transient analysis
is time-consuming, it is necessary to develop an efficient parallel method
to reduce the runtime of transient analysis. In Chapter 4, based on the
distributed memory system, we combine parallel DC flow and techniques
of PGT SOLV ER and develop an efficient parallel solver for power grid
transient analysis. Special considerations such as power grid partitioning
are made to achieve better performance of transient analysis. The method is
applicable for users with several hundred processors. To reduce the computa-
tional memory usage in solving a large size power grid, the parallel operations
can be executed in multiple steps. With this technique, fewer processors are
required to perform the analysis.
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1.2 Power grid optimization
In order to make the circuit work reliably, IR-drop values of the power grid
should be less than some value. The constraint is shown in equation (1.1).
If the IR-drop values do not meet the constraint, it is necessary to perform
some optimization to reduce the IR-drop values.
∆Vmax ≤ 10%V DD (1.1)
In equation (1.1), ∆Vmax is the maximum IR-drop value of nodes of the
power grid. V DD is the supply voltage.
1.2.1 Power pad placement optimization
Traditional methods for reducing IR-drop values include widening metal
wires to reduce the resistance of the interconnection and inserting decou-
pling capacitance to reduce the instant current fluctuation [11]. Another
method is optimizing the numbers and locations of power supply pads. By
directly controlling the locations of power pads, this method is more effective
in reducing the IR-drop values.
Due to the increased size of the power grid, it is challenging to explore
the effective locations of power pads to reduce the IR-drop values of the
grid, especially with flip chip packages. Zhong and Wong [12] proposed a
Simulated Annealing (SA) method to optimize the placement of C4 bump
arrays. Errors may be introduced and it is not efficient in performing the
power pad placement optimization.
In Chapter 5, with fixed number of power pads, we propose an efficient
iterative method for power pad placement optimization. The object is to
reduce static IR-drop values. We develop a novel IR-drop driven method
to calculate the new locations of all the pads. Moving pads to these new
locations reduces local IR-drop values. We develop a graph-based method to
move multiple pads to their new locations, which reduces the global IR-drop
values. After relocating the pads, IR-drop values are updated with a direct
method.
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1.2.2 Optimizing the number and locations of on-chip LDO
In recent years, progress in the development of on-chip low-dropout voltage
regulator (LDO) has increased. An example LDO and its characteristic curve
are shown in Figure 1.2(a) and Figure 1.2(b). Studies have shown that this
on-chip device improves load regulation, reduces crosstalk, eliminates load-
transient spikes and saves board space [13]. Integrating this device into the
power grid has many benefits. For example, Zeng et al. [14] demonstrated
the significant benefits of on-chip LDOs in suppressing both high-frequency
switching noises and mid-frequency drops caused by resonance. The effect
of the LDOs in reducing the noises is shown in Figure 1.3. Besides, authors
of [15] explored the stability analysis of integrating LDOs into power delivery
system.
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Figure 1.2: Structure and electrical Vin − Vout curve of a LDO
Figure 1.3: Effect of LDOs in reducing power delivery system noises
Considering that the distributions of the on-chip low-dropout voltage reg-
ulators directly affect the voltage values of nodes in the power grid, it is
necessary to explore the number and locations of the on-chip LDOs. There
are several challenges of optimizing the number and locations of LDOs to
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meet the IR-drop constraint. First, due to the nonlinear and active feature,
there is no public numerical computation model available for LDO. Tradi-
tional power grid solvers cannot simulate the system of the power grid and
LDOs. Besides, because performing transient analysis is time-consuming, an
effective flow is required to reduce the runtime of optimization. The added
LDOs should be inserted at the locations which can effectively reduce the
IR-drop values of the power grid.
In Chapter 6, we explore the optimization of the low-dropout voltage reg-
ulator to meet the IR-drop constraint, where the maximum IR-drop value
is less than 10% of the power supply. With the Cholesky direct solver and
SPICE, we propose a method to simulate the system of the power grid with
LDOs. Based on the simulation method, we develop an efficient flow to
optimize the number and locations of the on-chip voltage regulators.
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CHAPTER 2
EFFICIENT PARALLEL POWER GRID DC
ANALYSIS VIA ADDITIVE SCHWARZ
METHOD
As mentioned before, power grid DC analysis is challenging in both runtime
and memory. It is necessary to develop an efficient parallel method to reduce
runtime and eliminate the memory bottleneck.
In DC analysis, the power grid is modeled as resistor networks. Figure 2.1
shows the power network of the grid. Power supply pads are distributed on
the top layer of the grid. They are either distributed along the power ring
with wire-bond packages, or distributed at all possible positions of the net-
work with flip chip packages. Devices are modeled as static current sources.
The dotted lines in Figure 2.1 represent the metal wires. Wires on each
layer go along horizontal or vertical directions. Wires on different layers are
connected by vias, which are modeled as resistors in Figure 2.1.
V DD
VDD
VDD
VDD
VDD
Figure 2.1: Power grid model for DC analysis
DC analysis is equivalent of solving a linear system:
G× V = I (2.1)
where G is the system conductance matrix, and V and I are the voltage
and current vectors of the nodes of the power grid.
We propose an efficient parallel method for large-scale power grid analysis.
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It is based on the geometrical additive schwarz method and is developed
on the distributed memory system. We divide the power grid into a set of
blocks or subdomains. Overlapping between subdomains is introduced to
accelerate the convergence. We develop a new data storage method that
successfully overcomes the memory bottleneck. A single processor is utilized
to extract the net connections of each subdomain and write them into a
corresponding file. All processors parse data from the files and solve the
subdomains simultaneously. We also propose an efficient method to extract
and exchange only the voltage values of boundary nodes of each subdomain.
Minimum communication overhead is achieved.
We test the proposed method on a set of industrial benchmarks, which
show that the proposed method achieves 110X speedup over a state-of-art
LU solver. Besides, as far as we know, it is the first time reported that a
power grid containing 192 M nodes can be solved within five minutes.
In the rest of this chapter, Section 2.1 and Section 2.2 present the proposed
method. Experimental results and summary are listed in Section 2.3 and
Section 2.4.
2.1 Geometrical additive Schwarz method (ASM)
Geometrical Additive Schwarz Method (ASM) is a type of domain decom-
position method. It solves a boundary value problem for a partial differen-
tial equation approximately by splitting it into boundary value problems on
smaller domains and adding the results.
Figure 2.2: Geometrical additive Schwarz method
Figure 2.2 illustrates the geometrical ASM of a two-dimensional (2D) do-
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main. The single domain is divided into a set of subdomains. Each subdo-
main forms a local matrix, which can be solved by both direct and iterative
methods. As shown in Figure 2.2, overlapping among subdomains can be
introduced. Overlapping reduces the eigenspectrum of system conductance
matrix, thus leads to faster convergence [16, 17]. More overlapping leads to
faster convergence. However, because of overlapping, the equivalent sub-
domain size is increased, which deteriorates the performance of the whole
program. For optimal performance consideration, exploring the balance be-
tween the overlapping ratio and subdomain size is required.
2.2 Parallel ASM on distributed memory system
The flow of our method is shown in Figure 2.3. It is based on distributed
memory system and message-passing library (MPI). The power grid is geo-
metrically divided into a set of overlapped subdomains. A single processor
extracts the information of each subdomain and writes it into an indepen-
dent file. Then, all the processors parse data from the files simultaneously.
In each iteration, processors first solve the subdomains in parallel, and then
update the boundary information through exchanging the voltage values of
the boundary nodes of each subdomain. New iteration starts if the difference
between the old and new values of the nodes is bigger than some threshold
value.
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Figure 2.3: Flow chart for parallel ASM
Two key factors affect the performance of the proposed parallel ASM
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method. First is the memory load for each of the processors. In order to
solve a large size problem, we have to balance the data load of all the pro-
cessors. Second is the data communication strategy. It affects the efficiency
of the algorithm. In the following sections, we give detailed illustrations of
our method with these issues considered.
2.2.1 Power grid partitioning
It is well known that for a structure with fixed dimension, the higher dimen-
sional partitioning, the more favorable the surface-to-volume ratio and better
the scalability [18,19]. Considering that the power grid we are working on is
three-dimension, it is intuitive to perform 3D partitioning of the power grid.
However, this may bring convergence difficulty of the proposed flow. The
reason is illustrated as follows.
The power grid structure along the top (Z) direction is different from
that of the horizontal (X) and vertical (Y ) directions. As mentioned before,
the power grid is connected by vias along the top (Z) direction. The vias
have much less resistance than that of the horizontal and vertical metal wire
segments. Because of vias, the linear system can be ill-conditioned. If we also
divide the grid along the Z direction, vias are exposed to the iterative process
of subdomains. Zhong and Wong [20] pointed out that the iterative method
may not be effective in handling the ill-conditioned system and may cost a
lot of iterations to reach convergence, or even can diverge. On the other
hand, the direct method is more effective in handling the ill-conditioned
system [20]. As a result, we only partition the grid along the horizontal
(X) and vertical (Y ) directions. By doing this, vias are not exposed to the
interface of different subdomains and the risk of divergence because of the
partitioning is eliminated.
2.2.2 Data storage
Considering overlapping, we propose a new method to extract and store the
net connections of all the subdomains.
According to the number of subdomains, overlapping ratio and the geomet-
rical information of the power grid, we first extract geometrical boundaries
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of each subdomain. Then, by extracting all the net connections of each sub-
domain, the master processor divides the original input file containing all the
information of the whole grid into a set of different files. Each file maintains
all the net connections of a subdomain. After this, all processors parse the
files and solve the subdomains simultaneously. Different from the previous
work [8], the master processor never stores the information of the whole grid.
It only stores the subdomain it works on. As a result, the severe uneven
memory load between the master and other processors is eliminated.
In the above process, special attention needs to be paid when extracting
the net connections of the subdomains. Because of overlapping, a single net
can belong to multiple subdomains, which is shown in Figure 2.4.
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Figure 2.4: Three types of nets
Figure 2.4 shows some nets along vertical directions. There are nine blocks
in this figure. Plain blocks represent subdomains without overlapping, while
shadowed ones are the enlarged subdomains with overlapping.
Due to overlapping, a net can belong to four subdomains, two subdomains
or a single subdomain, which are shown as the net sets A, B and C. When
we are extracting these nets, we have to write them into the corresponding
four files, two files or a single file.
After writing the nets into files, all the processors parse data from its
corresponding file and solve the subdomains simultaneously. Both direct
and iterative methods can be utilized to solve the subdomains. Here we
utilize the LU direct method to solve the subdomains.
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2.2.3 Data communication
After solving the subdomains and before starting a new iteration, each pro-
cessor needs to update its voltage values of boundary nodes by communi-
cating with other processors. Considering efficiency, it is only necessary to
extract and exchange the voltage values of boundary nodes. However, due
to overlapping, it is very challenging.
Because of overlapping, each subdomain has eight neighboring subdomains
instead of four subdomains. Overlapping also shifts the locations of boundary
nodes, which is shown in Figure 2.5.
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Figure 2.5: Distribution of boundary nodes
In Figure 2.5, we only show the distribution of nets along the vertical
direction. The definition of blocks is the same as for Figure 2.4.
Because of overlapping, for each subdomain, there are two types of bound-
ary nodes. The first type of boundary nodes are the nodes that do not belong
to a subdomain, but are connected to internal nodes of this subdomain. The
second type of boundary nodes are nodes that belong to a subdomain and
are boundary nodes of neighboring subdomains. We define the first type
of nodes as external boundary nodes, and the second ones as internal
boundary nodes.
There are several difficulties to extract only the voltage values of boundary
nodes. First, as shown in Figure 2.5, net connections between subdomains
can be irregular. We also need to consider the multilayer structure of the
power grid, which leads to multilayer boundary nets between subdomains.
Besides, because of overlapping, several subdomains may have a copy of the
boundary nodes’ voltage values. After the processors solve the subdomains,
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there are multiple copies of the values of these nodes. For convergence con-
sideration, only one value should be used to update the subdomains.
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Figure 2.6: Geometrical relationship of boundary nodes in neighboring
subdomains
We notice that the geometrical information of the subdomains can be uti-
lized to overcome the above difficulties. For each processor, we allocate a
local external and internal boundary array to store the voltage values of the
boundary nodes. Based on the geometrical features of the boundary nodes,
we classified each type of boundary nodes into eight node sets, which are
shown in Figure 2.6. Each node set indicates the geometrical relationship
between two neighboring subdomains. For example, in Figure 2.6, “se” is
short for “south east”. This node set of the external boundary of subdomain
5 stores the voltage values of a internal boundary node set of subdomain 3,
which is defined as “se” node set. This definition matches the geometrical
relationship between subdomain 3 and 5. Other node sets are defined in
the same way. It takes O(1) time to locate the boundary node set from the
geometrical relationship of neighboring subdomains.
Each segment of the local internal and external boundary arrays represents
voltage values of one node set. Nodes’ values within that set are in ascending
order of the index of neighboring subdomains. Boundary nodes of each node
set are sorted according to their three-dimensional coordinates. It is thus
insensitive to the irregular and multiple layer structure of the power grid.
With the geometrical relationship and coordinates, it is easy to access a
boundary node’s value from the boundary arrays. Time to locate a boundary
node’s value is O(ni), where ni is the size of a node set.
With the above definitions, processors exchange the voltage values of
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boundary nodes. When each processor has new solutions for all internal
nodes of its subdomain, we first copy the internal boundary nodes’ volt-
age values to the local internal boundary array. Processor “0” gathers these
arrays from subdomains into a global internal boundary array. The global in-
ternal boundary array is reordered to generate the global external boundary
array. This array contains all the external boundary nodes’ voltage values
for each subdomain. Processor “0” then distributes the external boundary
nodes’ values to all the processors, so that they obtain the updated boundary
information of its subdomain. The gathering and distributing processes are
done in parallel.
/0'*+$%&,-&
$**$.&"/&01,-"2$3+&4
!"#$%&3+)'*+$%&,-&$**$.&
0'52'+)0&"/&+'356,"*3+5&
01,-"2$3+0&"/&4
4708 470 470' 478 47' 47+8 47+
97+' :7+ ;7+8 <7' =78 >70' ?70
47+'
@708
Figure 2.7: Reordering internal boundary array into external boundary
array
Algorithm 1: Reordering
1 Input: Global internal boundary array of processor “0”.
2 Output: Global external boundary array of processor “0”.
// scan all subdomains
for i = 0 to num subdomains do
// fill in each subset of external boundary array
for each subset in external boundary array do
copy corresponding subset from internal boundary arrays of
neighboring subdomains
end for
end for
The reordering algorithm is shown as Algorithm 1. A detailed explanation
of the internal loop is shown in Figure 2.7, where subdomain 5 is utilized
as an example. The labels represent “< subdomain id > < node set >”.
According to the geometrical relationships, corresponding node sets from the
internal boundary array of neighboring subdomains are located and copied
into the external boundary array of subdomain 5.
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As mentioned before, there are multiple copies of voltage values of bound-
ary nodes in the overlapping area. We utilize the copy from the biggest
subdomain for the voltage values of these boundary nodes.
The above data exchange process has minimum communication overhead.
With the message passing model (MPI), the equation for communication cost
is as follows:
Tmsg = ts + twL (2.2)
where ts is the start-up time, tw is the incremental transfer time per word
and L is the length of message in words.
Generally, ts is tens of thousands larger than tw. Since the total number
of boundary nodes is small, time spent on twL is ignorable. As a result, it is
highly preferable to reduce the number of sending and receiving operations,
so that we can decrease the start-up time.
Since there are sending and receiving operations, at least two start-up
times are required. With our method, only one gathering and one scattering
operation are needed in each iteration. The start-up time is only 2ts, which
is the minimum communication cost.
2.2.4 Grouping processors
Processor array Grouped Processor array
VDD
GND
VDD2
Figure 2.8: Grouping processors
As shown in Figure 1.1(a), there are V DD andGND networks in the power
grid. With the multi-voltage technique, more networks such as V DD2 can
be included in the grid. These networks are usually assumed to be disjoint
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in power grid analysis and can be solved in parallel.
If we have sufficient processors, we can group the processors into several
clusters. Each cluster works on one network, as shown in Figure 2.8. By this
technique, we can further speed up the program. If the networks are similar
in size, assuming there are three networks in the power grid, we can reduce
the runtime by 2
3
.
2.3 Experimental results
We implement the proposed method on the distributed memory system. To
make a comparison, we utilize the UMFPACK package, which is one of the
best direct LU solvers on a single CPU. The program is developed in C++
under the Linux system and compiled with “mpicxx”.
The parallel platform consists of approximately 300 cluster compute nodes,
each with two 2.67 GHz Intel Xeon hex-core processors and 24 GB of RAM,
for a total of about 3600 processors. Each processor has about 1.2 GB mem-
ory. The message passing package MPICH2 is used.
We estimate the error of each iteration as in equation (2.3), where k is
the iteration number, and N is the total number of nodes in the power grid.
If residue is less than the stopping criteria, the program is converged.
residue = max
i=1,...,N
abs(V k+1i − V
k
i ) (2.3)
The stopping criteria is set with an accuracy requirement, which is listed
in Equation (2.4). Vrefi is the accurate solution of each node from the direct
LU solver. In order to meet the accuracy requirement for all benchmarks
that LU can solve, the stopping criteria is set to be 10−5.
By testing all the benchmarks with the accuracy requirement, we set the
stopping criteria to be 10−5.
max
i=1,...,N
abs(Vrefi − Vi) < 0.01mv (2.4)
In the experiment, the overlapping ratio is defined to be the ratio between
half of the overlapping length to the total side length of a subdomain. To
achieve a good balance between iteration numbers and matrix size, overlap-
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ping ratio is experimentally set to be 0.2.
We test three sets of benchmarks to verify the proposed method, includ-
ing IBM power grid benchmarks pg3 − pg6, x250, x200, y250, y200 and four
artificially produced benchmarks. The pg3− pg6 benchmarks are small size
benchmarks with wire bond packages, while the rest are medium and large
size benchmarks with flip chip packages. Simulation results are listed in
Tables 2.1, 2.2, and 2.3.
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Figure 2.9: Speedup curves
We test our program on a set of small and the median size IBM power
grid benchmarks, where we see a good speedup over the direct LU solver.
The data is shown in Table 2.1 and Table 2.2. The maximum speedup of Su-
perLU Dist in [21] is 25X with 128 cores, while we achieve over 88X speedup
with 120 cores, as shown from the data of pg3 in Table 2.1. The largest
speedup is over 110X over the direct LU solver, and is over 25X over the se-
quential version of the proposed method. The speedup curve of benchmarks
in Table 2.2 is shown in Figure 2.9.
Table 2.3 shows that the proposed method successfully finishes the sim-
ulation of large scale power grids in a short time, while direct LU cannot
handle the problem. This is because the memory requirement of solving the
problem with LU exceeds the system memory limit. As far as we know, it
is the first time that power grid containing 192 M nodes is solved within 5
minutes.
It should be noted that since each processor in the distributed memory
system has a small memory size, the power grid needs to be partitioned
into many small subdomains so that each subdomain can be fully loaded in
18
Table 2.1: Simulation results of small benchmarks
ckt N(K) C tc(s) ty(s) P tp(s) SP (X)
pg3 851 3 30.9 17.8
60 0.46 67.2
120 0.35 88.3
180 0.31 99.7
pg4 953 2 40.63 30.8
60 1.7 23.9
80 1.35 30.1
120 1.03 40.5
180 0.76 53.5
pg5 1070 5 6.59 12.1
60 1.17 5.6
120 0.62 10.6
180 0.46 14.3
pg6 1670 2 9.95 19.82
40 1.42 7
60 1.11 8.9
120 0.81 12.3
180 0.74 13.4
N - number of nodes in the grid; C - number of com-
ponents in the grid; tc - runtime of UMFPACK; ty -
optimal runtime of a sequential domain decomposition
method [20]; P - number of processors; tp - runtime of
proposed method; SP - speedup of proposed method over
UMFPACK: SP = tp/tc.
memory. Each processor works on one subdomain. For large-scale bench-
marks, with sufficient processor resource, networks can be solved in parallel,
such as netlist 32M,netlist 72M and netlist 108M in Table 2.3. Other-
wise, those networks should be solved without the grouping technique, such
as netlist 144M and netlist 192M .
2.4 Summary
We present an efficient parallel geometrical ASM for power grid DC analysis.
Based on the distributed memory system, we develop a new data storage
method, which efficiently overcome the memory bottleneck of traditional
parallel implementations. The largest power grid size that can be solved is
not limited by the memory of a single processor. We propose an efficient
method to only exchange boundary information of the subdomains. Mini-
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Table 2.2: Simulation results of medium benchmarks
ckt N(K) C tc(s) ty(s) P tp(s) SP (X)
x250 3782 3 47.14 25.29
120 2.7 17.5
360 1.58 29.8
x200 5910 3 83.58 53.3
120 4.74 17.6
360 2.91 28.7
y250 6727 3 1221.5 377.8
120 49.44 30.2
360 18.01 67.8
y200 10513 3 2710.3 626.6
120 88.64 30.5
360 41.6 65.15
1200 24.48 110.7
Table 2.3: Simulation results of large benchmarks
ckt N(M) C P tp(s)
netlist 32M 32 2 500 15.54
netlist 72M 72 2 500 53.13
netlist 108M 108 2 1200 47.48
netlist 144M 144 2 1200 62.02
netlist 192M 192 2 1200 256.91
mum communication overhead is achieved. Besides, processors are grouped
into clusters to introduce more parallelism. Experimental results show that
more than 110X speedup is gained over a state-of-art LU solver. It is also the
first time reported that a power grid containing 192 M nodes can be solved
within five minutes.
20
CHAPTER 3
PGT SOLVER: AN EFFICIENT SOLVER
FOR POWER GRID TRANSIENT
ANALYSIS
In transient analysis, the power grid is modeled as a RLC network, which is
shown in Figure 3.1. After utilizing equivalent companion models of capaci-
tance and inductance, performing power grid transient analysis is equivalent
of solving linear systems at each time step. Transient analysis is more accu-
rate than DC analysis, but is also more time consuming. As a result, it is
more urgent to reduce the runtime of transient analysis.
V DD
VDD
VDD
VDD
VDD
Figure 3.1: Power grid model for transient analysis
As mentioned in Chapter 1, DC analysis and transient analysis have differ-
ent runtime bottlenecks. Methods that are effective in reducing the runtime
of DC analysis may not decrease the runtime of transient analysis. As a
result, we need to develop a new method to reduce the runtime of transient
analysis.
In this chapter, we present an efficient solver for power grid transient anal-
ysis: PGT SOLV ER. It is based on the direct method, and is developed
on a shared memory system. A global conductance matrix is built and fac-
torized twice with the Cholesky method: one for DC analysis, the other for
the first time step in transient analysis. The decomposed matrix is then
reused in the time steps. Forward and backward substitutions are performed
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once per time step. Techniques such as sparse vector and solution mapping
are proposed to speed up the forward and backward substitutions. Multiple
threads are utilized to further reduce the runtime. Each thread works on one
network of the power grid.
PGT SOLV ER is developed for “TAU 2012 Power Grid Simulation Con-
test”. It was tested on a set of IBM benchmarks [22]. Criteria such as
accuracy, runtime and memory are utilized to evaluate the performance of
the solver. It won the 1st place out of eight teams participating the contest.
It is fast at getting solutions without introducing any error. The memory
consumption is also very affordable.
In the rest of this chapter, Section 3.1 discusses companion models of
capacitance and inductance. Section 3.2 presents detail techniques of the
solver. Experimental results are illustrated in Section 3.3. The summary is
given in Section 3.4.
3.1 Equivalent companion models of capacitance and
inductance
There are three equivalent companion models for the capacitance and induc-
tance: Forward Euler (FE), Backward Euler (BE) and Trapezoidal model
(TR), which are shown in Figure 3.2. Different models affect whether the
system conductance matrix is symmetrical positive definite (SPD) or not. If
the matrix is SPD, we can decompose the matrix with the Cholesky method
or the LU method. Cholesky decomposition is superior than LU decomposi-
tion. It is not only on average 2 times faster, but it also saves about half the
memory for storing the decomposed matrix. As a result, it is very important
to explore the companion models of these two devices.
In the three companion models, there are two forms of BE and TR models:
Norton and Thevenin. In FE model or Thevenin form of BE and TR models,
an equivalent voltage source across two nodes is introduced. With any of
these models, the conductance matrix is not SPD. This can be easily proved
as follows.
Assume the newly introduced voltage source is between node i and node
j. Suppose there are N nodes in the grid. Based on modified nodal analysis
(MNA), the matrix after stamping the voltage source is shown in Figure 3.3.
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Figure 3.3: Conductance matrix with Norton form of BE/TR companion
models
The newly introduced voltage source leads to a “0” diagonal element in
the matrix. Different from the matrix for DC, this “0” diagonal element
cannot be removed with matrix deformation. If the matrix is SPD, it should
have all positive diagonal elements. This necessary condition is violated with
the “0” diagonal element generated by the voltage source in the companion
models. As a result, the matrix generated by the FE model, Thevenin form
of BE/TR model is not SPD.
Meanwhile, with the Norton form of BE/TR companion models for both
capacitance and inductance, only resistors and currents are introduced. With-
out a voltage source across two nodes, the conductance matrix is SPD.
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3.2 Methodology
3.2.1 Sparse vector method
With the companion models, performing power grid transient analysis is
equivalent to solving a linear system (GV = I) at each time step. There are
two stages in solving a linear system: the matrix decomposition stage and
the substitution stage. The substitution stage includes forward substitution
(FS) and backward substitution (BS).
It is well known that the sparsity feature of the matrix greatly reduces
computational intensity of matrix decomposition. Meanwhile, sparse vec-
tors can also reduce the computational intensity of the substitutions. This
characteristic has not yet been utilized in power grid analysis.
In 1989, Tinney, Brandwajn and Chan [23] first proposed the sparse vector
method for a linear system. The ideas of the sparse vector method are
illustrated here with a simple linear system of six nodes, where we are solving
GV = I.
Assume we build the system conductance matrix G and decompose it with
the Cholesky method, which is shown in equation (3.1). Equations of forward
and backward substitutions are shown in equation (3.2) and equation (3.3).
V and I are the voltage and current vectors. L and L′ are the decomposed
lower and upper triangular matrices.
G = LL′ (Matrix decomposition) (3.1)
Ly = I (Forward substitution) (3.2)
L′V = y (Backward substitution) (3.3)
In the forward substitution, if the right-hand vector I is sparse, the solution
vector y is also sparse. For example, Figure 3.4(a) shows that only I3 is non-
zero, while all other elements of I are zeros. With the non-zeros of L being
marked as the dots in Figure 3.4(a), only y3 and y6 are non-zeros. If we know
beforehand where the non-zeros are, we only need to find the values of the
non-zeros instead of solving the whole vector.
If we are only interested in knowing the solutions of part of the nodes,
saving can also be achieved in backward substitution, For example, in Fig-
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Figure 3.4: Decomposed matrix and path graph
ure 3.4(b), if we are only interested in knowing the value of V2, then we only
need to solve V6, V5 and V2. There is no need to solve other values of V .
The above ideas are realized through building the path graph from L. We
build the path graph by creating an undirected edge between each diagonal
element of L and its first non-zero element in the same column. In the above
example, L with its corresponding path graph are shown in Figure 3.5.
44 44 44 44 44 44
(a) decomposed L
!"#
$"
(b) path graph
Figure 3.5: Decomposed matrix and path graph
With the path graph and locations of non-zeros or the interested nodes in
vector I and V , we record the nodes that need to be solved into two paths,
which are defined as “forward path (FP)” and “backward path (BP)”. The
two paths of the above example are shown in equation (3.4). They are also
presented as the “FP” and “BP” in Figure 3.5(b).
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{3, 6} (FS)
{6, 5, 2} (BS) (3.4)
With the sparse vector method, only partial nodes of the vectors are re-
quired to be solved. In order to make the method effective for power grid
transient analysis, we need to explore the sparsity of I and the number of
interested nodes in V .
First, I is very sparse. The number of non-zeros in I depends on the
number of current sources in the grid. Because nodes connecting current
sources only occupy a very small ratio of the grid, I is very sparse. Second,
the number of nodes in V that need to be solved is also limited. We are
only interested in knowing voltage values of the tens of observation nodes in
the netlist file. In order to solve these nodes, we have to solve the voltage
values of the nodes around capacitances and inductances. They are used
to calculate equivalent parameters of the two devices, which are shown as
v(t) and i(t) at equation (3.5). Because the capacitance and inductance only
occupy a limited part of the grid, the total number of nodes that we need to
solve in V is limited.
L : Geq =
4t
2L
Ieq = i(t) +
4tv(t)
2L
C : Geq =
2C
4t
Ieq = i(t) +
2Cv(t)
4t
(3.5)
Based on above analysis, we can utilize the sparse vector method to accel-
erate the forward and backward substitutions. We start by establishing the
forward and backward paths, and reuse them along all the time steps.
The process of building forward paths is illustrated in Algorithm 2. Nodes
are sorted in ascending order. The backward path can be established in the
same way, where the nodes are sorted in descending order.
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Algorithm 2: Building forward path
//Build first path segment S0:
For 1st non-zero index in b, add descendant nodes into S0 until current
node has no descendant in the path graph.
// build pth path segment
p=0; SS = ∅.
for i ∈ non-zero indexes of b do
j = i;
// build a new path segment
If jth row in L has non-zero and is unvisited
p = p+1; Sp+1 = ∅;
While nj has descendant node and the node is unvisited
Sp+1 = Sp+1 ∪ nj ; j = j + 1;
// include this path segment into the global list
SS = SS ∪ Sp+1.
end for
sort SS in ascending order.
forward path ← insert each node in SS into S0.
3.2.2 Solution mapping
In matrix decomposition, reordering is always utilized to reduce fill-ins. How-
ever, this saving brings some extra cost in the forward and backward substitu-
tions. At each time step, the substitutions involves two reordering operations,
which are shown in Figure 3.6.
Figure 3.6(a) starts with a grid containing four nodes. The numbers on
the nodes show the indexes of the nodes. Matrix G and vector I are formed
with the nodes’ indexes. Because of the reordering in matrix factorization,
the decomposed matrix L has different indexes to those of the nodes. In
order to get the correct solutions, we have to perform reordering operations
to vector I and V .
The above reordering processes happen at each time step. For the thou-
sands of time steps in transient analysis, this cost cannot be ignored. In this
dissertation, we propose a solution mapping technique to avoid the reordering
operations.
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Figure 3.6: Solving with reordering and smart mapping
As shown in Figure 3.6(b), after factorizing G, we renew the indexes of
nodes in the grid. Current vector I is built with the new indexes of nodes
in the grid. With this operation, we can perform the substitutions without
reordering. The index renewing process is performed only once in the first
time step and is reused at all time steps.
3.2.3 Memorized supernode solving
The supernode technique has been wisely utilized in matrix operations. In-
stead of performing operations on a single column or row, performing oper-
ations on a supernode makes the memory fetch and store more efficiently.
We implement supernodal solving at forward and backward substitutions.
After factorization of conductance matrix, limited types of supernodes are lo-
cated by judging the number of columns that have the same features. Differ-
ent functions are then utilized for these supernodes in forward and backward
substitutions.
For multiple time steps of substitutions, instead of locating the supernodes
at each time step, we memorize the supernodes with a simple data structure.
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After matrix decomposition, we create an array, where each element of the
array records the number of columns of each supernode. Successive elements
record data of successive supernodes. From the second time step, by accessing
the elements of the array, we avoid judging operations. Functions can be
directly called for different types of supernodes.
3.2.4 Multiple threads
In this section, we discuss the parallelization of the above method with mul-
tiple threads.
We first consider parallelization of multiple time steps. More specifically,
we want to parallelize the substitutions. However, it is hard to bring some
speedup for this parallelization. First, the sequential substitutions are very
fast. For example, for a power grid with 3 million nodes, substitutions cost
less than 1 second per time step. More importantly, the decomposed matrix
is sparse and irregular, which makes the parallelization ineffective.
We also tried to parallelize matrix decomposition. Only part of the matrix
operations in the decomposition process can be parallelized. Due to the
sparsity and irregular structure of the decomposed matrix, the effects can
only been seen for a large size matrix, where there are enough tasks for
multiple threads to bring some speedup. Furthermore, because of thousands
of time steps, matrix decomposition only occupies a limited ratio in runtime.
In this case, even if there is some parallelization in the decomposition stage,
the speedup for the whole analysis may be insignificant. We performed a
1000 time step transient analysis on a power grid of 3 million nodes. Matrix
factorization occupies less than 40% of the total simulation time. With our
implementation of parallelization in matrix decomposition, we only observed
less than 20% decrease in runtime. With this test case, the maximum speedup
that can be achieved by only parallelizing matrix decomposition is less than
2X.
Based on above consideration, we changed our strategy of parallelization.
We noticed that there are several networks in the power grid which are usually
treated as disjoint, such as V DD, GND and so on. These networks can be
solved in parallel. We utilize multiple threads to parallelize the program,
where each thread works on one network. If the sizes of the networks are
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similar, the number of speedups is almost identical to the number of networks
in the grid. Moreover, with this strategy, there is very little effort to modify
the program. We parallelize the program by adding only about 2-3 lines.
Considering the little workload and the effect of speedup, our strategy for
parallelization is efficient to accelerate the analysis.
3.3 Experimental results
The proposed method is developed in C++ and tested with several industrial
benchmarks from [24]. The hardware platform is a shared memory system
with 32 G RAM and 16 threads. The CPU frequency is 3.33 GHz.
Table 3.1 shows the effect of the sparse vector method on ibmpg1t to
ibmpg3t. By observing the original number of nodes and the number of
nodes in the forward and backward paths, we can see that the sparse vector
method reduces the number of the nodes need to be solved by 20%.
Table 3.1: Utilization of sparse vector method
ckt C N Nffs r1(%) Nfbs r2(%)
ibmpg1t
VDD 11.6K 11.4K 97.8 11.3K 96.5
GND 13.9K 10.7K 76.9 10.7K 76.8
ibmpg2t
VDD 83.9K 65.1K 77.6 65.1K 77.6
GND 80.3K 65.7K 81.8 65.6K 81.7
ibmpg3t
VDD 1707 944 55.3 771 45.1
GND 240K 230K 95.8 230K 95.8
VDD2 234K 229K 98.1 229K 97.9
C - number of networks in the grid; N - number of nodes of
each network; Nffs, Nfbs - number of nodes in forward and
backward path; r1 - Nffs/N ; r2 - Nfbs/N .
Data in Table 3.2 shows the runtime with the proposed techniques. Each
of the techniques helps reduce runtime. Especially, there is a big time saving
when applying the multithread technique. It should be noticed that the three
benchmarks are small. For larger benchmarks, the saving in runtime will be
more prominent.
The proposed solver is developed for the “TAU 2012 Power Grid Simulation
Contest”. There are eight teams participating the contest. Programs are
evaluated based on 64-bit Intel Xeon CPU with a frequency of 2.27 GHz.
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The system has 64 G RAM and 32 threads. Programs are verified through a
set of IBM power grid benchmarks in [22], which are generated based on the
DC benchmarks in [24]. Accuracy, runtime and memory are the factors used
to evaluate the performance of the programs. Each of them ∈ [0,100]. The
lower the score, the better the performance. Detailed criteria can be checked
at official website of “TAU 2012 Power Grid Simulation Contest” [22].
Table 3.2: Runtime with different techniques
ckt T0 T1 T2 T3 T4
ibmpg1t 2.67s 2.03s 2.02s 2.02s 1.6s
ibmpg2t 29.63s 28.32s 27.41s 27.25s 22.34s
ibmpg3t 1m56s 1 m44s 1m37s 1m36s 1m15s
T0 - CHOLMOD solver; T1 - CHOLMOD + solution
mapping; T2 - Method in T1 + sparse vector; T3 -
Method in T2 + memorized supernode; T4 - Method
in T3 + multithread.
Table 3.3: Scores for top three teams
Team Ts Tp Ms Mp Es Ep
1st 114 67 190 320 0 0
2nd 229 169 100 160 49 49
3rd 239 150 415 235 49 250
Ts/Tp - runtime scores in sequential and
parallel modes; Ms/Mp - memory scores
in sequential and parallel modes; Es/Ep
- error scores in sequential and parallel
modes.
The proposed solver won the first place in the contest. Table 3.3 lists the
scores of the top three teams. The proposed method is the only one that
does not introduce any error in the final solutions. Figure 3.7 shows runtime
and memory consumption under sequential (S) and parallel (P) modes of the
top three teams. “PGT SOLV ER”, “PowerRush” [25] and “IITPGS”
[26] refer to the methods of the first, second and third winning teams of
the contest. Because the platform utilized in the contest has slower CPU
frequency, runtime for ibmpg2t and ibmpg3t is higher than that of Table 3.2.
Figure 3.7 shows that the proposed method achieves the fastest runtime
in both sequential and parallel modes. Generally, our PGT SOLV ER saves
about 50% of runtime compared to PowerRush, which is the second-place
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2012 conest
32
winner. At the same time, memory consumption of PGT SOLV ER is only
a little higher than PowerRush, which has the best memory consumption of
the three teams.
3.4 Summary
In this chapter, we propose PGT SOLV ER, which is an efficient solver
for power grid transient analysis. Trapezoidal models of capacitance and
inductance are utilized to generate symmetric positive definite (SPD) system
conductance matrix. Techniques such as sparse vector and solution mapping
are developed to accelerate forward and backward substitutions. Multiple
threads are utilized to further reduce the runtime of the simulation. Being
tested on a set of industrial benchmarks, PGT SOLV ER won the first place
of the eight teams that participated in “TAU 2012 Power Grid Simulation
Contest”. PGT SOLV ER is the fastest under both sequential and parallel
modes. With reasonable memory consumption, the solver only costs half the
runtime over the second place winner of the contest.
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CHAPTER 4
EFFICIENT PARALLEL SOLVER FOR
POWER GRID TRANSIENT ANALYSIS
In Chapter 3, we propose PGT SOLV ER to accelerate power grid transient
analysis. It is based on a shared memory system. It achieves the fastest
runtime of the top three methods in the “TAU 2012 power grid simula-
tion contest”. Transient analysis is difficult to parallelize. For example, in
the TAU 2012 contest, although different techniques are applied to paral-
lel the sequential methods, less than 2X speedup is achieved comparing to
the sequential method. Besides, the methods cannot fully utilize the paral-
lel resources. With 16 threads, the best effective number of threads is only
4.3. Based on these considerations, it is necessary to develop a more efficient
method to fully utilize the parallel resources and accelerate the simulation.
In Chapter 2, we propose an efficient parallel domain decomposition method
[27] to perform power grid DC simulation. Over 100X speedup is achieved
compared to a state-of-art direct solver. By utilizing more than 1000 pro-
cessors, a large size power grid can be quickly solved. Although the method
achieves good performance for DC analysis, it may not be the same case for
transient analysis. In order to achieve good performance, special considera-
tions need to be made for transient analysis, such as power grid partitioning.
Combining the advantages of the parallel method for DC analysis and
PGT SOLV ER, we propose an efficient parallel solver for power grid tran-
sient analysis. It is developed on a distributed memory system. An effective
partition method is proposed to divide the power grid into a set of subdo-
mains. The parallel flow of DC analysis and techniques of PGT SOLV ER
are utilized to accelerate the transient simulation. Solving large size power
grids requires more memory than the system’s memory size. For this case,
we perform the parallel process in multiple steps. The processors solve the
subdomains with partial sequential order, which reduces the memory usage
of the program.
In the rest of this chapter, Section 4.1 shows the flow of the proposed
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method. Section 4.2 presents the partitioning of the power grid. Experimen-
tal results and summary are illustrated in Section 4.3 and Section 4.4.
4.1 Flow of the proposed method
The flow of the proposed method is shown in Figure 4.1. We first utilize a
single processor to explore the partitioning of the power grid. With the par-
titioning, the power grid is divided into a set of subdomains. Net connections
of each subdomain are extracted and stored in a file. Each processor handles
one subdomain. All the processors parse the files and factorize the matrices
of all the subdomains. The factorized matrices are reutilized for all the time
steps.
As shown in Figure 4.1, each time step is solved iteratively. In each itera-
tion, forward and backward substitutions are performed to solve the subdo-
mains. Advanced techniques of PGT SOLV ER [28] are utilized to accelerate
the substitutions. In the end of each iteration, the processors exchange the
voltage values of boundary nodes with the efficient communication method
of DC analysis [27].
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Figure 4.1: Flow of the proposed method
In the flow, by default, the subdomains are solved with the direct method.
If the power grid is in large size, due to the limited memory size of each
processor, the grid has to be divided into a lot of subdomains to be solved.
This requires a lot of processors, which may be over the limit of the parallel
system.
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To address this issue, we have to reduce the memory consumption for the
simulation, so that the power grid can be handled with fewer processors.
Instead of having all the processors build and factorize the matrices of the
subdomains simultaneously, we decided to execute the process in several
steps. We divide the processors into several groups, where each group of
processors executes the process simultaneously. Processors of different groups
execute the process sequentially. By having fewer processors working in
parallel, the memory requirement is alleviated.
4.2 Partitioning of the power grid
Partitioning is an important step of the flow. It affects both the workload
of computation and communication. In order to achieve good performance
of transient analysis, it is necessary to discuss the partitioning of the power
grid.
4.2.1 1D partitioning versus 2D partitioning
Similar to [27], we only consider partitioning along horizontal and vertical
directions. Possible partitions include one-dimensional (1D) partitioning and
two-dimensional (2D) partitioning. As DC analysis usually starts with an
initial solution that is far away from the final solution, it usually takes a
lot of iterations to converge. In this case, 2D partitioning is beneficial as it
effectively reduces the number of iterations. For example, in the DC analysis
[27], 2D partitioning reduces the number of iterations from hundreds to tens.
Faster DC analysis is achieved by performing 2D partitioning.
Different from DC analysis, each transient step begins with good initial
voltage values. It only requires tens of iterations to converge to a final solu-
tion. Due to this feature, the above advantage of 2D partitioning in transient
analysis is much weaker. On the other hand, the side effect of 2D partitioning
may dominate transient analysis and results in longer runtime. For exam-
ple, compared to 1D partitioning, 2D partitioning introduces more fill-ins in
the decomposed matrices. Figure 4.2 illustrates such a case, where both 1D
and 2D partitioning are performed for a regular power grid. A top view of
the power grid is illustrated in the figure. The red dotted lines show the
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partitioning.
1D partitioning 2D partitioning
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Figure 4.2: Partitioning of power grid
Assume there are m nodes in each column of the grid. In Figure 4.2, each
subdomain of 1D partitioning has two columns of nodes. Each column has m
nodes. Each subdomain of 2D partitioning has four columns of nodes. Each
column contains m
2
nodes.
With the above assumption, the system conductance matrices of one sub-
domain of 1D and 2D partitioning are shown in Figure 4.3. The black solid
lines show the locations of non-zeros. After matrix factorization, a set of
fill-ins is introduced, which are shown as the red solid lines. The numbers of
fill-ins of the two cases are as follows:
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Figure 4.3: Decomposed matrices of 1D and 2D partitioning
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N(fill−in) 2D −N(fill−in) 1D =
m
2
− 2 > 0 if(m > 4) (4.1)
Because m is usually a big number, 1D partitioning introduces fewer fill-
ins than that of 2D partitioning. As a result, the forward and backward
substitutions with 1D partitioning are faster than that of 2D partitioning.
Considering that the substitutions are performed at each iteration of all the
time steps, simulation with 1D partitioning can be much faster than that
with 2D partitioning.
4.2.2 Partitioning direction
Based on the above analysis, 1D partitioning should be utilized to reach bet-
ter performance for transient analysis. Depending on the feature of the power
grid, such as net and resistance distributions, the direction of partitioning
may also affect the transient analysis performance.
4.2.2.1 Considering nets’ distribution
As mentioned before, power grid structure can be irregular. The number
of nets along the vertical and horizontal directions may be very different.
Figure 4.4 shows such a case. There are more nets along the vertical direction
than the horizontal direction. Resistance values of all the nets are the same.
In this case, cutting the grid vertically results in more boundary nets than
cutting it horizontally. In order to reduce the overhead of communication, it
is preferable to perform horizontal partitioning.
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Figure 4.4: Power grid with different number of nets along x and y
directions
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4.2.2.2 Considering resistance values
Figure 4.5 shows a power grid with uniform net distribution but with different
resistance values along horizontal and vertical directions. Vertical resistance
values are smaller than horizontal resistance values. In this case, cutting the
grid vertically exposes the resistance nets with smaller values to the iterative
process. Compared to cutting the grid horizontally, it results in a more “ill-
conditioned” system, which requires more iterations to converge to the final
solutions. As a result, it is preferable to cut the nets with bigger resistance
values.
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4.2.2.3 Partitioning method
Considering both the nets’ distribution and the resistance values of the power
grid, we develop an efficient sequential method to obtain the partitioning
direction. Pseudocode of the method is shown in Algorithm 3, where TH1
and TH2 are threshold values. TH1/TH2 ∈ [0.0− 1.0].
The flow of the algorithm is as follows. We scan all the resistor nets of the
grid and calculate the total number of nets and total resistance values along
vertical and horizontal directions. Nets that are not strictly horizontal or
vertical are counted in both directions. After scanning the nets, we obtain the
number of nets and accumulated resistance values along the two directions.
We first check the number of nets along the two directions. If the number of
nets along one direction is obviously less than the other direction, then the
partitioning should be performed along this direction. If the numbers of nets
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Algorithm 3: Algorithm of partitioning
1 begin
2 // scan the net connections
3 for i=1,...size(resistor net set) do
4 num nets x++ if net is not vertical net;
5 num nets y ++ if net is not horizontal net;
6 Rx+ = net value if net is not vertical net;
7 Ry+ = net value if net is not horizontal net;
8 end
9 ratio nets = min(num nets x
num nets y
, num nets y
num nets x
);
10 if ratio nets > TH1 then
11 ratio r = min(Rx
Ry
,
Ry
Rx
);
12 if ratio r > TH2 then
13 cutting the grid either along horizontal or vertical direction;
14 else if Rx > Ry then
15 cutting the grid horizontally (e.g., 32× 1(x× y));
16 else
17 cutting the grid vertically (e.g., 1× 32(x× y));
18 end
19 else if num nets x > num net y then
20 cutting the grid vertically (e.g., 1× 32(x× y));
21 else
22 cutting the grid horizontally (e.g., 32× 1(x× y));
23 end
24 end
along the two directions are similar, we further check the total number of
resistance values along the two directions. If one direction has a much bigger
resistance value than the other, the grid should be cut along this direction.
4.3 Experimental results
The proposed method is developed with C++. Numerical package CHOLMOD
is utilized to perform matrix factorization. IBM benchmarks [24] and a set
of artificial benchmarks are utilized to test the performance of the proposed
method. Each test case has 1000 fixed time steps. We only measure the
runtime to solve the grids. Runtime of parsing is not included.
The program is implemented on a distributed memory system. The parallel
platform consists of approximately 200 cluster compute nodes, each with two
2.67 GHz Intel Xeon hex-core processors and 24 GB of RAM. Each processor
has about 1.2 GB memory. The message passing package MPICH2 is used.
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4.3.1 Accuracy of the proposed method
We first compare the solutions of the proposed method to that of SPICE.
IBM benchmark ibmpg1t [24] is utilized as the test case. In the proposed
method, the grid is divided into four subdomains. The overlapping ratio
is the same as [27]. With the convergence threshold set as  = 1e − 5, the
voltage values of a node are shown in Figure 4.6. We can see that the voltage
values of the proposed method are almost the same as the values for SPICE.
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Figure 4.6: Voltage values of a node of power grid
4.3.2 Effect of partitioning
Next, we verify the effectiveness of the proposed partitioning method, includ-
ing both the 1D partitioning and the partitioning direction. Artificial power
grids C1, C2 and C3 are generated and utilized as the test cases.
There are 100 K nodes in C1 and C3. C2 has 500 K nodes. Assume
the number of nets along x and y directions are Nx and Ny. Also assume
the total resistance values along x and y directions are Rx and Ry. For the
three cases, the number of nets and resistance values along the horizontal
and vertical directions have the following relationships:
C1: Nx = 0.2Ny; Rx = Ry;
C2: Nx = Ny; Rx = 0.2Ry;
C3: Nx = 0.2Ny; Rx = 0.2Ry (4.2)
We test the proposed partitioning algorithm to obtain the direction of the
partitioning. In Algorithm 3, we set TH1 = TH2 = 0.8. With this setting,
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Table 4.1: Simulation of 1D and 2D partitioning
Ckt Par Tp(s) Ckt Par Tp(s) Ckt Par Tp(s)
C1
3x3 233.9
C2
3x3 360.5
C3
3x3 228.1
9x1 149.8 9x1 213.7 9x1 148.8
1x9 157.2 1x9 196.7 1x9 156.4
Par - partition of power grid (x × y); Tp - runtime of proposed
method.
Table 4.2: Simulation of ibmpg4t
Par Tp(s) SP (X) Par Tp(s) SP (X)
1x36 124.1 2.7 1x204 12.9 26
1x72 57.7 5.9 1x360 11.1 30.5
1x144 28.7 11.8 1x480 12.3 27.5
SP (X) - 338.3s/Tp.
Algorithm 3 suggests the following partitioning directions:
C1: horizontal partitioning, e.g., 32× 1(x× y)
C2: vertical partitioning, e.g., 1× 32(x× y)
C3: horizontal partitioning, e.g., 32× 1(x× y) (4.3)
In order to verify the algorithm, we perform 1D partitioning along both x
and y directions. 2D partitioning is also listed as a comparison. Simulation
results with a fixed number of processors are shown in Table 4.1.
From Table 4.1, we can see that the simulation with 1D partitioning is
much faster than that of 2D partitioning. The runtime difference increases
as the test case gets bigger. For example, for C1 and C3, simulation with
1D partitioning saves around 70 s than that with 2D partitioning. For C2,
which contains more nodes, simulation with 1D partitioning saves 160 s than
that of 2D partitioning.
Table 4.1 also verifies that performance of the 1D partitioning is affected by
the direction of the partitioning. The 1D partitions with faster runtime are
marked in bold font. They are in accordance with the partitioning algorithm,
which are shown in equation (4.3). Comparing the data of C1, C2 and C3,
we can see that the distribution of nets has a bigger effect on the performance
than that of resistance values.
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4.3.3 Comparing the proposed method with the “TAU 2012”
contest
In order to verify the efficiency of the proposed method, we utilize the per-
formance of the top three teams of the “TAU 2012 power grid simulation
contest” as a reference. As shown in Figure 3.7(a), less than 2X speedup
is reached for all the three teams. In the tests, ibmpg4t is one of the most
time-consuming benchmarks.
To make a fair comparison, we implement PGT SOLV ER, which is the
method of the first-place winner of the contest. Based on the direct method
and utilizing the advanced techniques, the method is the fastest sequential
solver for power grid transient analysis. ibmpg4t is utilized to compare the
proposed method and PGT SOLV ER.
Running under sequential mode, PGT SOLV ER costs 338.3s to solve
ibmpg4t. By applying different partitions, simulation results of the pro-
posed method are shown in Table 4.2. Compared to the advanced sequential
method, the proposed method costs much less runtime to solve ibmpg4t.
For example, with 360 processors, the proposed method only costs 11 s to
perform the transient analysis. More then 30X speedup is achieved over
PGT SOLV ER. Compared to the 2X speedup of the methods in the “TAU
2012 power grid simulation contest”, the proposed method achieves much
better performance for power grid transient analysis.
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Figure 4.7: Scalability curve of solving ibmpg4t
The scalability curve of the simulation is shown in Figure 4.7. Initially,
the speedup increases fast with more processors being integrated into the
system. However, as the number of processors becomes large, the speedup
starts to decrease. This is because the large number of processors requires
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Table 4.3: Testing other IBM benchmarks with 1D
partitions
Ckt C N(M) Tseq(s) Par Tp(s) SP (X)
ibmpg2t 2 0.08 31 36x1 7.2 4.3
ibmpg3t 3 0.5 110.8 204x1 20.5 5.4
ibmpg5t 5 0.8 216.8 320x1 19.3 11.2
ibmpg6t 2 1.2 451.5 320x1 20 22.6
C - number of independent networks in the test case; N -
number of nodes in each network; Tseq - runtime of sequential
PGT SOLV ER.
Table 4.4: Simulation of medium size test cases
Ckt Tseq(h:m:s) Par Tp(h:m:s) SP (X)
ckt 1.5M 00:11:03
144x1 00:00:53 12.5
204x1 00:00:29 22.8
ckt 3M 3:31:33 1x204 00:03:02 69.7
more iteration to solve the time steps. As the number of processors gets
larger, the overhead caused by the extra iterations contributes more and
more to the runtime, which finally results in slower runtime.
We also test the proposed method on other IBM power grid benchmarks.
The simulation results are listed in Table 4.3. The results verify that the pro-
posed method is efficient in performing parallel power grid transient analysis.
Since the IBM power grid benchmarks are small, we create a few bigger
size benchmarks to further test the proposed method. Each benchmark only
contains a single network. The simulation results with PGT SOLV ER and
the proposed method are listed in Table 4.4. The numbers of nodes of the
benchmarks are included in the names of the test cases. The results verify the
advantage of the proposed method. For example, for ckt 3M , the proposed
method achieves 69X over PGT SOLV ER. With only 204 processors, the
proposed method reduces the runtime of from three and a half hours to three
minutes.
4.3.4 Simulation of large size power grids
In order to further verify the effectiveness of the proposed method, we gener-
ate a set of large size power grid benchmarks and test the proposed method.
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Table 4.5: Simulation of large size
test cases
Ckt Tseq Par Tp(h:m:s)
ckt 4M NA 204x1 00:01:31
ckt 8M NA 1x360 00:03:19
ckt 16M NA 1x360 00:05:03
ckt 32M NA
200x1 00:06:05
600x1 00:11:34
ckt 64M NA
*200x1 01:20:00
400x1 00:19:24
* solved with partial parallel process
The numbers of nodes are included in the names of the test cases. Each
benchmark contains a single network. Simulation results are shown in Ta-
ble 4.5.
Due to the memory limitation, PGT SOLV ER cannot process these bench-
marks. The sequential runtime is marked with “NA”. With the proposed
method, these power grids are solved very quickly. For example, with 200
processors, ckt 32M , which contains 32 millions of nodes, can be solved in six
minutes. Solving ckt 32M with 600 processors costs more runtime than with
200 processors. This verifies the decreasing stage of the scalability curve,
which is shown in Figure 4.7.
Due to the limited memory size of each processor, processing a larger power
grid requires more processors. For example, in Table 4.5, ckt 32M can be
solved with 200 processors, while solving ckt 64M requires 400 processors.
The large number of processors may be out of the limit of the users’ parallel
system.
To address the issue, we decide to solve the subdomains with partial par-
allelization. Instead of having all the processors build and factorize the ma-
trices of the subdomains simultaneously, we divide the processors into 20
groups. Each group of processors does not start the operations until the
previous group finishes the work. Processors of the same group perform the
operations in parallel. With the method, ckt 64M are successfully solved by
the 200 processors in one hour and twenty minutes. Compared to the orig-
inal 400 processors that are required to solve the grid, the method greatly
reduces the system requirement to solve the large size power grid.
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4.4 Summary
We develop an efficient parallel domain decomposition method for power grid
transient analysis. We discuss the effect of partitioning and propose an ef-
fective method to divide the power grid into a set of subdomains. Advanced
techniques are utilized to accelerate the data communication and substitu-
tion processes. We propose an effective method to reduce the memory usage
of solving large power grids, which makes the proposed method friendly to
the users with fewer processors. The proposed method achieves 69X speedup
over sequential PGT SOLV ER. Large size power grids are solved very effi-
ciently.
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CHAPTER 5
A NOVEL AND EFFICIENT METHOD
FOR POWER PAD PLACEMENT
OPTIMIZATION
In this chapter, we present a novel and efficient iterative method for power
pad placement optimization. It applies for a power grid with flip chip pack-
ages. With fixed number of power pads, we focus on optimizing the locations
of the pads to reduce static IR-drop values. The power grid is modeled as a
two-dimensional resistor network. Only the V DD network is explored.
We develop a novel IR-drop driven method to calculate the new locations
of all the pads. Moving the pads into the calculated new locations reduces
local IR-drop values. We develop a pad connection graph to move multiple
pads to the calculated new locations. After moving the pads, IR-drop values
of the power grid are updated with DC analysis.
We verify the effectiveness of the proposed method on a set of benchmarks.
Experimental results show that with only several iterations, the proposed
method effectively reduces the IR-drop values of the grid.
The rest of this chapter is organized as follows. Section 5.1 illustrates the
proposed method. Section 5.2 lists the experimental results of the proposed
method versus others. Summary is given in Section 5.3.
5.1 Method
In this section, we introduce the details of the pad placement optimization
method, including calculating the new locations of pads, the strategy of mov-
ing pads with the pad connection graph and so on.
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5.1.1 Calculating new locations of pads
5.1.1.1 IR-drop distribution and control areas of power pads
Figure 5.1(a) shows the IR-drop values of an artificially generated power grid.
The numbers are in volts. The grid has 250 K nodes. There are 121 power
pads that are uniformly distributed in the grid.
The grid can be divided into three areas: the left-bottom area has the
lowest IR-drop values; the top-left area has the highest IR-drop values; the
rest of the grid has middle IR-drop values. In order to reduce the IR-drop
values, we can see that the lower-bottom area had excessive power pads and
we should move these pads toward the left-top and the rest area of the grid.
Power pads located in the majority of the middle area should also be moved
toward the high IR-drop area. Besides, power pads that are located in the
boundaries of the power grid should be moved toward the center of the grid.
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Figure 5.1: IR-drop distribution of a grid and moving trend of pads
We quantify the movement of the power pads by exploring the IR-drop
values of local areas around the pads. By comparing the IR-drop values
of the nodes in the local areas around the pads, we can calculate the new
locations of the pads.
First, we extract a local control area of each pad. Nodes of the control
areas are affected most by the corresponding pads. We define the nodes as
control nodes of the pads.
To locate the control area of each pad, we start from each node in the grid
and locate its geometrically closest pad with Euclidean distance. Because the
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power grid is generally in uniform interconnection, the distance between a
pad and a node indicates the effect of the pad on the node. After finding the
closest pad for all nodes, we map the relationship to the pads and obtain all
the control nodes for each pad. These control nodes form the control areas
of the pads. For example, Figure 5.2(a) shows pads A, B and C and their
control areas, which are marked in green color. We further prune half of the
control nodes with lower IR-drop values, so that the rest of nodes in control
areas make it clearer to decide the new locations of power pads. The new
control areas of the three pads are shown in Figure 5.2(b).
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Figure 5.2: Power pads and control areas
5.1.1.2 New locations of pads
Assume the candidate locations of power pads are along a coarse grid. Then
the new location of a pad is defined as the weighted geometrical center of
its control area with a projection to the candidate locations of pads. The
weighted geometrical center of each control area is calculated as follows.
We define a weight wi for each control node i. Weight wi is in proportional
with the nodes’ IR-drop values. Nodes with higher IR-drop values have more
impact on deciding the new locations of pads. The more nodes with high
IR-drop values, the closer the pad’s new location to these nodes. Assume the
coordinate of a pad is (X, Y ). Also assume the coordinate of the ith control
node is (xi, yi). The new coordinate of the pad is:
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(Xnew, Ynew) = (
K∑
i=1
wixi
K∑
i=1
wi
,
K∑
i=1
wiyi
K∑
i=1
wi
) (5.1)
In equation (5.1), K is the number of control nodes of the pad and wi = 1/vi,
where vi is the voltage value of the i
th control node.
With the above assumption, the new locations of pads A, B and C are
A′, B′ and C ′, which are shown in Figure 5.2(b). We can see that pad A is
moving toward the higher IR-drop area, pad B is escaping from low IR-drop
areas and moving to high IR-drop areas. Pad C is moving from the boundary
area toward the center of the power grid. These calculated new locations of
power pads are in accordance of the moving trend of the pads. There is a
high potential to reduce the IR-drop values of the grid.
5.1.2 Moving pads with graph constraints
Moving all the pads into the their calculated new locations helps to reduce
local IR-drop values but not global IR-drop values. It may even risk turning
low IR-drop areas into high IR-drop areas, which is illustrated in Figure 5.3.
!"#!$%
!"#!$&
!"#!$'
(
)
*
+
,
-
./0.$1234"56
758$1234"56$
758$1234"56$
(9 )9
*9
+9
,9
-9
(a) IR-drop values before moving
pads
!"#!$%
!"#!$&
!"#!$'
(
+
,)
-)
.)
/01/$2345"67
869$2345"67( *
+
,
-
.
/01/$2345"67
(b) IR-drop values after moving pads
Figure 5.3: Effect of moving all power pads simultaneously
Figure 5.3(a) shows pads A−F and three areas. The middle area has high
IR-drop values, while the top and bottom areas have low IR-drop values.
Initially, pads A − F are located in the low IR-drop areas. With the above
method, the new locations for the pads are A′−F ′, which are located in the
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high IR-drop area. If we move all the pads to the new locations, the top
and bottom areas may have high IR-drop values, as shown in Figure 5.3(b).
Besides, in next iterations, all the pads tend to go back and forth between the
low and high IR-drop areas, thus cannot further reduce the IR-drop values
of the grid.
5.1.2.1 Moving pads along pad connection graph
To solve the above problem, once we move a pad, we decide not to move its
neighboring pads, so that they can maintain the local IR-drop values. We
build a graph to represent the pad connections. Each pad is a vertex in the
graph. For each pad, we create an edge between this pad and its geometrical
closest neighboring pad. An example graph is shown in Figure 5.4(a).
We start with the pad whose control area has the highest IR-drop values.
We move this pad into its calculated new location, and mark it with “Move”.
If the new location is already occupied by some other pad, we search around
the neighboring area of the new location and move the pad to the first avail-
able candidate location of the power pad. Neighboring pads of this pad are
not moved and are marked with “Fix”. We repeat this process until all the
pads are marked with “Move” or “Fix”. The final graph with all the pads
processed is shown in Figure 5.4(b). “M” and “F” represent “Move” and
“Fix” respectively.
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Figure 5.4: Moving pads with pad connection graph
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5.1.2.2 Number of pads that can be moved per iteration
We further discuss the number of pads that can be moved at each iteration.
The number of movable pads depends on the distribution of power pads. Here
we only discuss the uniform distribution. Meanwhile, IR-drop distribution
decides the moving order of pads, thus affects the number of movable pads.
With different IR-drop distributions, we discuss the worst and best cases for
the number of movable pads.
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Figure 5.5: Number of pads that can be moved
Figure 5.5(a) and Figure 5.5(b) shows the best and worst cases for the
number of movable pads. Nodes in green and red represent pads that can and
cannot be moved respectively. The best case is shown in Figure 5.5(a), where
the movable pads are A,B,C,D, . . . . Every one of the two pads is movable.
Assume there are P1 and P2 pads along the horizontal and vertical directions.
The number of movable pads under the best case can be approximated with
equation (5.2):
NM =
1
2
P1 × P2 (5.2)
NM represents for number of movable pads. P1 × P2 is the total number
of pads on the grid.
Figure 5.5(b) shows the worst case for the number of movable pads. In
this case, pads that are moved first locate at the centers of five-point stencils.
There is no overlapping of pads between different stencils. For example, after
moving A, the next candidate is pad B, which locates in the center of another
five-point stencil. The two stencils do not share any pad, which increases the
number of pads that cannot be moved. In Figure 5.5(b), the two center pads
of the stencils and six neighboring pads around the stencils are movable. Here
we consider on average three neighboring pads around every two stencils are
movable, because whether a boundary pad around the stencil is movable
affects other boundary pads. As a result, in the worst case, approximately
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every 5 out of 18 pads can be moved. With the total number of pads as
P1 × P2, the number of movable pads is:
NM =
5
18
P1 × P2 (5.3)
Based on the above analysis, we can see that approximately 1
3
∼ 1
2
number
of pads can be moved each time.
5.1.3 Internal and external pads of low IR-drop area
5.1.3.1 Fast escaping power pads from low IR-drop areas to high IR-drop
areas
As shown in Figure 5.6, there are a lot of excessive power pads in the low
IR-drop area. With the above pad moving strategy, these pads will be propa-
gated from the left-bottom area to other areas in a wave format. The outmost
layer of pads of the left-bottom area moves toward other areas first. Then,
the inner layer of pads starts to propagate when they become the new out-
most layer of pads in this area. It may take several iterations before we can
relocate the excessive power pads in the low IR-drop area to other areas.
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Figure 5.6: Fast escaping pads of low IR-drop areas
A simple but effective method to accelerate the above process is as fol-
lows. We extract the power pads located at low and high IR-drop values
by comparing the average IR-drop values of their control areas. We gather
the average IR-drop values for all the control areas of the power pads. We
utilize the medium IR-drop value of all the averaged values as a reference.
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Power pads whose average IR-drop value of its control area is less than 10%
or higher than 90% of the reference value are assumed the pads in low and
high IR-drop areas. With this information, we directly move the pads in low
IR-drop areas to the neighboring candidate locations of the pads with high
IR-drop areas, which is shown in Figure 5.6.
5.1.3.2 Preventing external pads from moving to low IR-drop areas
In the late stage of optimization, most pads have escaped from the low IR-
drop area. Correspondingly, the low IR-drop area becomes the middle IR-
drop area, such as the bottom area in Figure 5.7(a). Assume new locations
of pads A − D are located in the bottom area. After moving the pads, the
bottom area becomes a low IR-drop area again, while the top area becomes
a high IR-drop area.
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Figure 5.7: Before and after moving external pads of the low IR-drop area
We notice that the power grid is generally uniform in interconnection. The
low IR-drop area is produced because currents extracted from that area are
low. If the areas are in rectangle shape, with the provided current distribu-
tion, we can locate the bounding box of the low IR-drop area and forbid the
external pads from moving to the area. With a more complex shape of the
areas, the placement of the device blocks is required to define the bounding
boxes of areas.
With the above mentioned techniques, the proposed pad placement opti-
mization algorithm is listed in Algorithm 4. P is a fixed number of iteration.
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Algorithm 4: Pad placement optimization algorithm
1: while iter < K(K > P ) or Max IR decreases within M1 iterations do
2: Calculate new locations of all pads.
3: // Move pads along constraint graph
4: while At least one pad is not marked with M or F do
5: if control area of pad A has highest IR-drop values then
6: Mark A with M and neighboring pads of A with F .
7: Move A to its new location.
8: end if
9: end while
10: if iter >= P then
11: Apply the pad escaping and blocking techniques.
12: end if
13: Keep track of best pad placement.
14: Max IR = min(Max IR).
15: end while
5.2 Experimental results
The proposed method is developed in C++ and tested on a set of artificially
generated benchmarks with flip chip packages. The program is tested on an
Intel CPU with a frequency of 3.33 GHz and 32 GB RAM.
5.2.1 IR-drop reduction effect of the proposed method
We first verify the IR-drop reduction effect of the proposed method with a
test case with 250 K nodes. Initial IR-drop distribution of the test case is
listed in Figure 5.1. The 121 pads are in uniform distribution. With the
proposed method, pads in the low IR-drop area are moved to the high IR-
drop area. With graph constraints, pads in other areas are moved to the
calculated new locations.
Figure 5.8(a) shows the updated IR-drop distribution after the first itera-
tion. With the technique of fast escaping pads from low IR-drop areas, most
of the pads in the left-bottom area in Figure 5.8(a) are moved to other high
IR-drop areas. To stop pads of other areas from moving to the left-bottom
area, we keep the left-bottom area blocked for pads outside of this area. We
keep track of the maximum IR-drop value of the grid for each iteration and
expect it to keep decreasing in the optimization process. If it is not further
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decreased within some iteration, we assume convergence is reached. Final
pad placement is the one with a minimum of all the tracked maximum IR-
drop values. The optimization process for the test case in Figure 5.1 costs
12 iterations. Optimized pad and IR-drop distributions are shown in Fig-
ure 5.8(b). Comparing the optimized IR-drop distributions and the initial
case, we can see that there is a great reduction in the maximum IR-drop
value. Standard deviation of the grid also gets better, which is reflected from
the much more even distribution of the IR-drop values.
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(a) 1st iteration
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Figure 5.8: Pad and IR-drop distributions of a power grid with 250 K nodes
5.2.2 Comparison of the proposed method vs. others
5.2.2.1 Modified SA method
To fully evaluate the proposed method, we first develop a modified Simulated
Annealing (SA) method [12].
Similar to the idea of the fast escaping technique, we first move the pad
located in the lowest IR-drop area to the neighboring candidate of pads of
the highest IR-drop areas. After each movement, we update IR-drop values
of the whole grid with CHOLMOD [29]. If the maximum IR-drop value is
less than the previous IR-drop value, we continue the moving process. If not,
we stop the operation.
After the preprocessing step, we then perform the SA method. At each
temperature, we try moving pads M times. In each of the moves, a pad
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located in the low IR-drop areas is selected and relocated to one of its neigh-
boring candidate locations of the power pads. After relocating the pad, volt-
age values of nodes around the old and new locations of the moved pad are
updated with the Gauss-Seidel method. The local area covers nodes whose
old and new voltage values are different more than . In our experiment, we
set  = 1−10.
The final IR-drop distribution with the modified SA method is shown in
Figure 5.9(a). We verify the correctness of the final solution by implement-
ing CHOLMOD with the final pad placement. The verified final IR-drop
distribution is shown in Figure 5.9(b).
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Figure 5.9: Optimization results with modified SA method
Comparing Figure 5.9(a) and Figure 5.9(b), we can clearly see that there
is an error in the modified SA method. Despite enlarging the updating area
with very small , the accumulated error during the optimization process
still cannot be ignored. Maximum IR-drop values in Figure 5.9(a) and Fig-
ure 5.9(b) are 0.397 V and 0.401 V respectively. With other test cases or
longer simulation, the error may be larger. More seriously, because of this er-
ror, the decision for the pad selection and relocation during the optimization
process may not be correct.
Besides error, the modified SA method is slow. This is because the local
IR-drop values are updated with each movement of a single power pad. The
modified SA method costs 7 minutes to get the results in Figure 5.9(a).
Although the runtime for one updating can be less with bigger , the resulting
error will be larger, which leads to more unreliable results.
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5.2.2.2 MG SA method
In order to eliminate the error of the modified SA method, we can perform
static power grid analysis of the whole grid after each movement of a pad.
Considering that this operation is very expensive, especially for a large size
power grid, we accelerate the modified SA method with a multigrid technique.
The new method is referred as MG SA.
We restrict the power grid and candidate grid into coarser layers and start
the pad optimization from the coarsest layer. Then, we project optimized
locations of the pads into finer layers and perform another pad optimization
process. This process goes on until the optimization process on the finest grid
is done. After each movement of a pad, we perform CHOLMOD to get new
IR-drop values. To protect the global behavior of the grid, we build coarse
grids with a similar method as [4,9]. Due to the similarity of global behavior
between coarse and fine grids, minimizing IR-drop values on a coarser grid
through pad placement also helps reduce IR-drop values on a finer grid.
Because the simulation cost on a coarse layer is much less, we perform more
intense pad movements on these layers, so that we can reach the same results
with less effort.
Table 5.1 shows the simulation results of MG SA and the proposed method.
Because there is error in the final results of the SA method, for fair com-
parison, we do not compare this with the SA method. The test cases are
artificially generated 2D power grids, with 1.4 V supply voltage. The large
IR-drop values may not represent real power grid designs, and they are just
generated to illustrate the effectiveness of the proposed method. Data with
the proposed method is obtained with 10-14 iterations. Three layers are
utilized in the MG SA method.
We can also see that with the two methods, maximum IR-drop and stan-
dard deviation are much smaller than the initial case. The proposed method
outperforms the MG SA method with much less runtime and the same level
of IR-drop distribution. To give a more specific comparison of the different
methods, we utilize C250 as an example. It is also the test case for the
modified SA method. For C250, the modified SA method costs 7 minutes
to reduce the maximum IR-drop to 0.4 V; MG SA costs 5 minutes and 12
seconds to decrease the maximum IR-drop to 0.383 V; the proposed method
costs only 31 seconds to decrease the maximum IR-drop value to 0.391 V.
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Table 5.1: Simulation results of MG SA vs. proposed method
ckt Method Np IRb IRa σb σa time
C250K
MG SA
121 0.631V
0.383V
0.152
0.041 5m12s
Graph 0.391V 0.046 31.7s
C640K
MG SA
441 0.243V
0.158V
0.053
0.016 17m35s
Graph 0.152V 0.014 1m23s
C1M
MG SA
121 0.396V
0.261V
0.085
0.024 30m
Graph 0.247V 0.024 2m47s
C1.6M
MG SA
231 0.388V
0.280V
0.087
0.030 90m26s
Graph 0.216V 0.020 6m55s
MG SA: multigrid accelerated modified SA method; Graph: the pro-
posed method; Np: number of pads; IRb and IRa: maximum IR-drop
before and after optimization; σb and σa: standard deviation of IR-
drop before and after optimization; time: total runtime.
Table 5.2: Proposed method on larger test cases
ckt Np iter IRb IRa σb σa time
C2M 231 12 0.412V 0.256V 0.094 0.023 11m42s
C4M 441 14 0.415V 0.275V 0.138 0.024 35m12s
C8M 861 10 0.416V 0.292V 0.109 0.031 81m10s
C16M 441 12 0.188V 0.128V 0.047 0.011 118m50s
For other test cases in Table 5.1, the proposed method is able to reach bet-
ter IR-drop values with much less runtime. The proposed method is very
effective in performing the optimization process.
Table 5.2 shows the simulation results of the proposed method with some
larger test cases. Considering the MG SA is much slower than the proposed
method, especially for these larger test cases, we only list the results of
the proposed method. With only tens of iterations, the proposed method
generates an optimized placement of pads, which leads to a much better IR-
drop distribution. Runtime of the proposed method is also very affordable.
Most of the runtime is the cost of performing the power grid analysis
in each iteration. It can be reduced with more advanced techniques such
as multigrid [9], domain decomposition [30] and parallel method [14]. For
example, it only costs 16 seconds for [14] to perform power grid analysis to a
power grid with 16 M nodes, while CHOLMOD costs 7 minutes for the same
operation. With the technique of [14], we can instantly reduce the runtime
for C16M from 113 minutes to 30 minutes.
59
5.2.3 Convergence analysis
Figure 5.10 shows the convergence curves of maximum IR-drop values and
standard deviation of IR-drop values versus the iteration number. Test case
C250K is utilized for illustration. With a very limited number of iterations,
the proposed optimization method reaches convergence. Standard deviation
values exhibit the same trend with that of maximum IR-drop value.
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Figure 5.10: Convergence test of the optimization method
5.3 Summary
In this chapter, we propose an efficient method to optimize the locations of a
fixed number of power pads. We develop a novel IR-drop driven method to
calculate new locations of all the pads. Moving pads to these new locations
reduces local IR-drop values. We develop a graph-based strategy to move
power pads to reduce global IR-drop values. In each iteration, multiple power
pads are relocated, which follows by a power grid DC analysis to update the
IR-drop values of the grid. Experimental results show that the proposed
method is very effective in reducing the IR-drop values.
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CHAPTER 6
EFFICIENT SIMULATION-BASED
OPTIMIZATION OF POWER GRID WITH
ON-CHIP VOLTAGE REGULATOR
As stated in the introduction, the on-chip low-dropout voltage regulator
(LDO) has a much smaller size than that of off-chip voltage regulators. The
benefit of utilizing on-chip LDOs to connect the global and local power grids
is to reduce both high-frequency on-chip power grid noises and mid-frequency
noises caused by package variation [14]. It is promising to integrate the LDOs
into the power grid and meet the 10% worst IR-drop constraint. The power
grid model with the LDOs is shown in Figure 6.1.
VDD VDD
LDO
VDD VDD
LDO
Global VDD grid
LDO
Local VDD grid
Figure 6.1: Power grid model with LDO integration
In Figure 6.1, the power grid is represented as an RLC network. LDOs
connect the global and local power grids. In this chapter, we focus on de-
creasing the on-chip noises of the VDD network with flip chip technology.
Only a single power domain is considered.
In order to address the challenges in reducing IR-drop values through in-
serting the on-chip LDOs, we first propose an efficient hybrid method to
simulate a power grid with LDOs. The Cholesky direct solver and SPICE
are utilized to get the voltage values of power grid nodes and LDOs’ input /
output nodes. Based on the simulation method, we propose an efficient flow
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to add a set of LDOs into power grids to meet the IR-drop constraint. We
divide the power grid into global and local power grids. In order to save the
runtime, the local power grid is majorly utilized to optimize the LDOs. The
LDOs are settled at the locations where the IR-drop values are effectively
reduced. By testing the method on a set of benchmarks and comparing it
with two other methods, we verify the effectiveness of the proposed method.
In the rest of this chapter, Section 6.1 to Section 6.3 present the proposed
method. Experimental results are listed in Section 6.4. Future works and
summary are listed in Section 6.5 and Section 6.6.
6.1 LDO’s feature and supply voltage of power grid
Figure 6.2(a) shows the model of an external capacitor free low-dropout
voltage regulator (LDO) [31]. It is composed with a pass element (Mp),
sampling resistors (Rf1) and (Rf2), reference voltage (Vref), an error amplifier
and a differentiator. We adopt the LDO topology from [31] and modify the
design to generate an output voltage of 1.8 V. With 100 mA output current,
the Vin−Vout curve of the LDO is shown in Figure 6.2(b). It is based on 250
nm technology. The 1.8 V output voltage may be too high for the current on-
chip power supply system. With well-designed transistor model of the voltage
regulator, it is possible to generate low output voltage, i.e. less than 1 V.
However, the design of the transistor model requires a lot of considerations
such as transient response and so on. We didn’t find other public transistor
model of the regulator that outputs low voltage. In this dissertation, we
perform the exploration based on the voltage regulator model from [31]. The
output voltage is 1.8 V.
As shown in Figure 6.2(b), LDO works in three different regions: off region,
dropout region and regulation region. In dropout region, the output voltage
of LDO is a linear function of input voltage. As the input voltage increases,
LDO starts to work in the regulation region, where the output voltage is
constant and is almost not affected by the variation of the input voltage.
Due to the resistance of Mp, there is a voltage drop between the input
and output voltage of LDO when it starts to work in the regulation region.
For example, Figure 6.2(b) shows that when the LDO starts to work in the
regulation region, Vin = 2 V and Vout = 1.8 V. The voltage drop between Vin
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and Vout is 200 mV.
LDO’s output voltage depends on its input voltage and output current.
Utilizing Vout = 1.8 V as a reference, Figure 6.2(c) shows the changes of
LDO’s output voltages with different output currents and input voltages. As
output current increases, output voltage starts to decrease. The larger the
output current, the less the output voltage. Increasing input voltage helps
to prevent output voltage from decreasing.
With the above observations, we should increase LDO’s input voltage to
make it less affected by big output currents. Input voltage cannot be too high,
as higher input voltage reduces LDO’s power efficiency [14]. Combining these
considerations, we set Vin = 2.2 V.
Because the LDOs obtain voltage from the global grid, the power supply
of the global power grid should be at least 2.2 V. In the rest of this chapter,
we set the power supply of the global power grid as 2.2 V. Ideally, the local
power grid obtains 1.8 V voltages from the LDOs. The voltage values of the
local grid are directly affected by the distribution of the LDOs. In order to
satisfy the IR-drop constraint, we need to optimize the number and locations
of the LDOs.
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6.2 Hybrid simulation of power grid with LDOs
Because there is no public numerical model for LDO, a traditional power grid
solver such as SuperLU and PCG cannot simulate the system of the power
grid and LDOs. Based on the Cholesky direct solver and SPICE, we propose
a method to perform the simulation.
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Figure 6.3: Hybrid simulation of power grid with LDO integration
The simulation models of the power grid and LDO are shown in Fig-
ure 6.3(a). In the power grid simulation model, LDOs are treated as voltage
sources. The values of the voltage sources are the LDOs’ input and output
voltages. LDOs are simulated by SPICE with the model in Figure 6.3(a). In
Figure 6.3(a), Vildo and Voldo are the input and output voltages of LDOs. VA
and VB are the voltage values of nodes in global and local power grids.
The simulation flow is illustrated in Figure 6.3(b). Starting with Vildo =
2.2 V and Voldo = 1.8 V, we simulate the global and local power grids to
obtain VAs and VBs. In the simulation, companion models of capacitors and
inductors are adopted from [28]. “CHOLMOD” is utilized as the Cholesky
solver. After this, SPICE is utilized to simulate the LDOs and update all
the input and output voltages of the voltage regulators. This process repeats
until the voltage values of power grid nodes are converged.
6.3 Optimizing power grid with LDOs
Based on the simulation method, we propose an effective flow to optimize
the LDOs to meet the IR-drop constraint.
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6.3.1 Optimization flow
The optimization flow is shown in Figure 6.4. With the geometrical informa-
tion of device blocks, we extract candidate locations of the LDOs. For power
grid, initially, we assume there is a single randomly settled LDO connecting
the global and local power grids. Based on the DC analysis of local power
grid, we develop a method to set the LDO at a location, where the IR-drop
values can be effectively reduced. The optimization improves DC operation
point of the circuit, which helps reduce IR-drop values of the transient time
steps.
After optimizing the single LDO, we perform transient analysis of the local
power grid. A set of LDOs is added to eliminate the IR-drop violations. We
develop an efficient method to find the locations of the new LDOs. Adding
LDOs at those locations reduces IR-drop values very effectively. Each newly
added LDO is assumed to provide an ideal output voltage to the local power
grid. Every LDO is connected to the global power grid through the closest
node of the global power grid to the LDO. After adding the LDOs, we verify
the power grid with LDOs with our simulation method. Accurate output
voltages of LDOs are obtained at this step. New iteration starts if there is
still an IR-drop violation.
Power grid with single LDO 
Simulate the whole power grid with the 
optimized LDOs
Optimize the single LDO with local power grid
Exit
Device geometry file
Extract candidate 
locations of LDOs
IR-drop violation and 
within LDO budget? 
No
Add a set of LDOs to eliminate transient 
IR-drop violations of local power grid
$
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Figure 6.4: Power grid optimization flow with LDOs
In the flow, we only simulate the local power grid to optimize the LDOs.
The insertion of the new LDOs depends on the voltage values of the power
grid nodes, which are obtained through transient analysis. Because both the
voltages of global and local power grid nodes are affected by the LDOs, we
have to go through iterations of transient analysis of the whole power grid
and SPICE simulations to obtain accurate voltage values of the power grid
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nodes and LDOs. In our flow, we alleviate the iterations of transient analysis
and SPICE simulation by approximating the voltage values of the LDOs.
LDOs that are new to the optimization loop have ideal output voltages.
Other LDOs utilize their output voltages from previous iterations of the
optimization loop. A set of LDOs is inserted by only performing transient
analysis of the local power grid, which makes the optimization much faster.
Besides, by assuming that each new LDO provides an ideal output voltage
to the local power grid, we are conservative about the optimization results.
Because real output voltages of the LDOs are always lower than the ideal
ones, the risk of adding excessive LDOs is reduced.
6.3.2 Candidate locations of LDOs
Assuming a LDO as a rectangle, we divide the chip into grids by the unit
of the LDO’s width and height. The grids are shown as the dotted small
rectangles in Figure 6.5. Grids that are not occupied by device blocks are
the candidate locations of LDOs.
A
B : Device block
: LDO
: metal wire
: node of local power grid
Figure 6.5: Candidate locations of LDOs
We represent a grid with its bottom-left corner node. For example, in
Figure 6.5, node A and B represent the rectangles which are occupied by
the LDOs. The star symbols around the LDOs represent the nodes of the
local power grid. The lines connecting the LDOs and the nodes are the metal
wires. LDOs should be close to the nodes to reduce the wire lengths.
6.3.3 Optimizing the location of the single LDO
The process of optimizing the single LDO is shown in Figure 6.6. We develop
an effective method to calculate the new location of the LDO. DC analysis of
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the local power grid is performed after moving the LDO to the new location.
After the DC analysis, we record the maximum IR-drop value of the local
power grid and the new location of the LDO. After repeating this process for
M iterations, we recover the LDO to the location that results in the smallest
maximum IR-drop value. In our experiment, M = 5.
DC analysis of local power grid
k
 =
 k
+
1
Track the LDO's location and maximum IR-drop value 
k < M?
Recover the LDO to the best tracked location
Yes
No
Calculate new location of the LDO and move the LDO
Figure 6.6: Optimization flow of the single LDO
The new location of the LDO is calculated as follows. With DC IR-drop
values of local power grid nodes, similar to [32], we assign each node a weight,
which is proportional to its IR-drop value. We then calculate the weighted
geometrical center of local power grid nodes. The LDO should be moved to
the closest candidate location to the geometrical center. In order to shorten
the wire length from the LDO to the local power grid, the LDO should
connect to the local grid node that is closest to the geometrical center.
The above method effectively counts in the severity of different IR-drop
values, which are weighted by their values and the number of nodes with the
IR-drop values. Setting the LDO at the new location not only reduces the
maximum IR-drop value, but also results in a more even IR-drop distribution.
By moving the LDO a few times, the single LDO can be quickly settled at a
location where IR-drop values of the local power grid are effectively reduced.
6.3.4 Adding LDOs to eliminate IR-drop violations
In previous step, we optimize the location of the single LDO. Depending on
the devices’ switching activities and current extractions, more LDOs may be
required to meet the IR-drop constraint.
Our flow of adding LDOs is shown in Figure 6.7. First, we perform tran-
sient analysis of the local power grid. If there is an IR-drop violation, one
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Figure 6.7: Flow of adding LDOs to eliminate IR-drop violations
LDO is added. This process repeats until the IR-drop constraint is met or
there is no space to insert another LDO.
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Figure 6.8: Accumulating IR-drop values for local power grid nodes
We develop a very effective method to add the new LDO. As shown in
Figure 6.8, while performing transient analysis, we record the IR-drop values
of the nodes of the local power grid. By the end of the analysis, we obtain
the accumulated IR-drop value of each node. The new LDO is settled at the
closest candidate location to the node with maximum accumulated IR-drop
value, such as the blue node of Figure 6.8.
Setting the LDO based on the accumulated IR-drop values counts in the
severity of both the devices’ switching activities and current extractions along
all the time steps. Each added LDO is able to effectively reduce the IR-drop
values of the local power grid.
The pseudo code of the whole optimization process is listed in Algorithm 5.
Voldo ideal is the ideal output voltage value of LDO. Voldo ideal = 1.8 V.
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Algorithm 5: Optimize power grid with LDOs
1 begin
2 Optimize the initial LDO with DC local power grid analysis;
3 while (1) do
4 while (1) do
5 Perform transient analysis of local power grid;
6 ∆Vmax ← worst-case maximum IR-drop value;
7 if (∆Vmax ≤ 10%× Voldo ideal or no space for new LDO) then
8 break;
9 end
10 Add a LDO;
11 end
12 Solve the whole power grid and the LDOs with the simulation method;
13 if (∆Vmax ≤ 10%× Voldo ideal or no space for new LDO) then
14 break;
15 end
16 end
17 end
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Figure 6.9: Worst-case IR-drop values and locations of LDOs with the
proposed optimization method
6.4 Experimental results
The program is developed with C++ and SPICE. It is executed on a single
CPU with a frequency of 2.13 GHz, 512 KB cache and 32 GB RAM. We
generate several test cases to test the optimization flow. Each test case
includes a power grid file and a device geometry file. The device geometry
file specifies the shape and locations of device blocks and the initial location
of the single LDO.
The test cases have similar parameters as that of IBM power grid bench-
marks [24]. There are 1000 time steps in the transient analysis. We generate
pulse current sources to represent devices’ switching. The period of the cur-
rents varies from 1 ns to 10 ns. We also assign small decoupling capacitors
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with the devices, whose values vary from 0.01 µF to 0.1 µF . These capacitors
are to compensate for the fast switching of devices.
In our experiment, the convergence of the proposed simulation method
happens when the worst-case voltage differences of all the nodes between
two continuous iterations are less than 3e−4 V. Because LDOs provide the
local power grid power with an ideal output voltage of 1.8 V, the IR-drop
constraint is:
∆Vmax ≤ 0.1× 1.8V = 0.18V (6.1)
6.4.1 Effect of the proposed optimization method
We test the effect of the optimization flow on a small size power grid. There
are around 17 K nodes in the local power grid. The global power grid has a
similar number of nodes. The initial LDO is located at the right-hand side
of the chip. The maximum DC IR-drop value is 0.206 V. With the initial
LDO, worst-case IR-drop values are shown in Figure 6.9(a). The maximum
IR-drop value is 0.913 V, which seriously violates the IR-drop constraint.
In the optimization, the LDO is moved to the center of the chip, which
decreases the DC maximum IR-drop value to 0.158 V. The IR-drop constraint
is met by adding only one more LDO. The locations of two LDOs are shown
in Figure 6.9(c). With the two LDOs, worst-case IR-drop values are shown
in Figure 6.9(b). The maximum IR-drop value is 0.179 V.
We randomly pick up a node of the local power grid and record its voltage
values before and after the optimization, which are shown as the red and
blue curves in Figure 6.10, respectively. The nodes’ voltage values are greatly
increased by performing the optimization.
By comparing the IR-drop values and nodes’ voltage values before and after
the optimization, we can see that our method is very efficient in meeting the
IR-drop constraint.
6.4.2 Comparison of the proposed method and others
Utilizing the above test case, we compare our proposed method with two
other methods. The first one assumes an even distribution of LDOs. The
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Figure 6.10: Voltage values of a node before and after optimization
second method adds LDOs with a different strategy.
We first compare the proposed method with an even distribution of LDOs.
Proven by our proposed method, two LDOs are sufficient to meet the IR-
drop constraint. For fairness, we generate two LDOs and evenly distribute
them in the whitespace. The maximum IR-drop value is 0.692 V, which
is much higher than our method. Worst-case IR-drop values are shown in
Figure 6.11(a). Comparing the IR-drop values to our optimization results,
which are shown in Figure 6.9(b), we can see that our method achieves much
smaller IR-drop values by allowing uneven distribution of LDOs.
In the second comparison, we develop another method to add the LDOs.
Instead of adding a LDO after the complete transient analysis of the local
power grid, the LDO is added when there is an IR-drop violation at any
time step. The new LDO is settled at the closest candidate location to
the local power grid node, which has the maximum IR-drop value of the
time step. With the method, three LDOs are added, which are shown in
Figure 6.11(c). Worst-case IR-drop values are shown in Figure 6.11(b). The
optimized maximum IR-drop value is 0.163 V.
Comparing Figure 6.11(b) and Figure 6.9(b), we see that the second method
requires more LDOs than ours to meet the IR-drop constraint. The reason
is as follows. In the second method, a LDO is added with the appearance
of IR-drop violation at any time step. Adding the LDO improves the DC
operation point of the transient analysis, which results in higher real voltages
than the ones obtained by continuing simulating the later time steps. The
method does not count in this factor and continues adding LDOs based on
the worse IR-drop values than real ones, which results in excessive LDOs to
meet the IR-drop constraint.
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6.4.3 Simulation results of more test cases
We test our optimization flow on several bigger benchmarks. A summary
of the simulation results is listed in Table 6.1. The names of the test cases
indicate the number of nodes in the local power grid. The global grid has a
similar number of nodes. Meanings of other items are listed under Table 6.1.
Table 6.1: Simulation results of the proposed optimization flow
Case Nldo NB ∆Vimax ∆Vomax T (h : m : s) K
C17K 2 301 0.913V 0.179V 00:49:20 98
C525K 3 580 0.935V 0.155V 08:54:50 53
C1M 13 139 1.534V 0.167V 34:38:24 92
C2M 21 621 1.192V 0.173V 62:30:12 103
1. Nldo: number of LDOs; 2. NB: number of LDO candidates; 3. ∆Vimax and ∆Vomax:
maximum IR-drop value before and after optimization; 4. T (h : m : s): runtime
(hour:minute:second); 5. K: total number of transient analysis of global or local power
grid
With the initial LDO, maximum IR-drop values of the test cases vary from
0.913 V to 1.534 V, which greatly violate the IR-drop constraint. The viola-
tions are effectively removed by adding a set of LDOs with the optimization
method. Optimized IR-drop values all meet the IR-drop constraint.
Table 6.1 also shows that the runtime increases a lot with bigger test cases.
Over 90% of runtime is cost on the local and global power grid transient
analysis, which are utilized to insert the LDOs and to obtain the voltage
values of power grid nodes and LDOs. Considering there are 1000 time steps,
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performing the multiple times of transient analysis results in long runtime,
especially for bigger test cases. Runtime can be reduced by accelerating the
transient analysis.
6.5 Future works
One of common methods to reduce power grid noises is through inserting
decoupling capacitance. It would be meaningful to compare the effect of
noise elimination by inserting decoupling capacitance or by adding on-chip
low-dropout voltage regulator. However, it requires the re-formulation of the
problem and developing a new algorithm to make fair comparison of the two
methods. It is beyond the content of this dissertation but is a future work for
those who are seeking for further understanding of power grid optimization.
6.6 Summary
In this chapter, we propose an efficient method to meet the IR-drop constraint
of the power grid by optimizing the number and locations of on-chip low-
dropout voltage regulators (LDO). The optimization is based on a hybrid
simulation method, which is composed of the Cholesky solver and SPICE.
Experimental results verify the effectiveness of the proposed method. To
the best of our knowledge, this is the first work optimizing the number and
locations of LDOs to meet the IR-drop constraint.
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CHAPTER 7
CONCLUSIONS
We propose several works of power grid simulation and optimization to
quickly obtain and reduce IR-drop values of the power grid.
We first propose several effective parallel methods to reduce the runtime
of power grid DC and transient analysis. The methods are also capable of
solving large size power grids. Based on the distributed memory system,
we develop an efficient method for power grid DC analysis. With an effi-
cient flow and data communication method, over 100X speedup is achieved
for the power grid DC analysis. The power grid with 192 M nodes can
be solved within a few minutes. Based on the shared memory system, we
develop PGT SOLV ER to reduce the runtime of transient analysis. Ad-
vanced techniques are proposed and utilized in PGT SOLV ER, such as the
sparse vector method and solution mapping technique. PGT SOLV ER is
the fastest of the top three methods in the “TAU2012 power grid simulation
contest”. The runtime of transient analysis is effectively reduced. Combining
the parallel DC method and the advanced techniques in PGT SOLV ER, we
propose an efficient parallel solver for power grid transient analysis. Special
considerations are made to reach better performance, such as power grid par-
titioning and so on. Experimental results show that the proposed method
achieves over 69X speedup compared to sequential PGT SOLV ER. With
the method, a power grid containing 32 M nodes can be processed within a
reasonable runtime.
We then explore several methods to optimize the IR-drop values of the
power grid, including the optimization of power pad locations and insert-
ing low-dropout on-chip voltage regulators (LDO). We propose an efficient
method to optimize the locations of a fixed number of power pads to reduce
DC IR-drop values. Based on DC IR-drop analysis, we propose an effective
method to calculate the locations of the pads. Moving the pads to these
locations effectively reduces the maximum IR-drop value and results in a
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more even IR-drop distribution. By building a pad connection graph, multi-
ple power pads are moved to their calculated new locations. With a limited
number of iterations, the optimization method effectively reduces the DC IR-
drop values. We also explore the optimization of on-chip low-dropout voltage
regulators to reduce transient IR-drop values. We propose a hybrid simula-
tion flow to simulate the system of power grids with LDO integration. The
Cholesky direct solver and SPICE are utilized to perform the hybrid simula-
tion. We propose an effective optimization flow to add a set of LDOs at the
locations, which effectively reduce transient IR-drop values. Experimental
results verify the effectiveness of the method.
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