Commuting graphs of some subsets in simple rings  by Akbari, S. & Raja, P.
Linear Algebra and its Applications 416 (2006) 1038–1047
www.elsevier.com/locate/laa
Commuting graphs of some subsets in simple rings
S. Akbari∗, P. Raja
Department of Mathematical Sciences, Sharif University of Technology, Azadi Street,
P.O. Box 11365-9415, Tehran, Iran
Received 16 March 2005; accepted 10 January 2006
Available online 9 March 2006
Submitted by M. Tsatsomeros
Abstract
Let D be a division ring with center F and n1 a natural number. For S ⊆ Mn(D) the commuting graph
of S, denoted by (S), is the graph with vertex set S\Z(S) such that distinct vertices a and b are adjacent if
and only if ab = ba. In this paper we prove that if n > 2 andA,N,I,T are the sets of all non-invertible,
nilpotent, idempotent matrices, and involutions, respectively, then for any division ring D, (A), (N),
(I), and (T) are connected graphs. We show that if n > 2 and U is the set of all upper triangular
matrices, then for every algebraic division ring D, (U) is a connected graph. Also it is shown that if R is
the set of all reducible matrices and Mn(D) is algebraic over F, then for n > 2, (R) is a connected graph.
Finally, we prove that for n2, (Mn(H)) is a connected graph, where H is the ring of real quaternions.
© 2006 Elsevier Inc. All rights reserved.
AMS classification: 15A18; 15A33; 16D60; 16K; 16P10
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1. Introduction
Throughout the paper, D denotes a division ring with center F . For S ⊆ Mn(D), Z(S) =
{x ∈ S|xa = ax, for all a ∈ S}. If a is an element of a division ring D, then C(a) denotes the
centralizer of a in D. We denote the ring of all n × n matrices and the set of all m × n matrices
over D by Mn(D) and Mm×n(D), respectively, and for simplicity we put Dn = M1×n(D). Also
0, I , 0r and Ir denote the zero matrix, the identity matrix, the zero matrix of size r , and the
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identity matrix of size r , respectively. For X ∈ Dn, we denote the transpose of X by Xt . For i and
j with 1  i, j  n, Eij denotes the element in Mn(D) whose (i, j)-entry is 1 and other entries
are zero, and ei denotes the element in Dn whose ith entry is 1 and other entries are zero. For
A ∈ Mn(D), F [A] denotes the F -algebra generated by A. The group of all invertible matrices in
Mn(D) denoted by GLn(D). For A ∈ Mm(D) and B ∈ Mn(D), we define
A ⊕ B =
(
A 0
0 B
)
∈ Mm+n(D).
For S ⊆ Mn(D) the commuting graph of S, denoted by (S), is the graph with vertex set S\Z(S)
such that distinct vertices a and b are adjacent if and only if ab = ba.
A path P is a sequence v0e1v1e2 · · · ekvk whose terms are alternately distinct vertices and
distinct edges, such that for any i, 1  i  k, the ends of ei are vi−1 and vi . In a graph G we say u
is connected to v if there exists a path betweenu and v. A graphG is called connected if there exists
a path between any two distinct vertices of G. A component is a maximal connected subgraph
of G. An n × n matrix A = (aij ) is called an involution if A2 = I , and is called reducible if A
has a non-trivial invariant subspace in Dn. Clearly, if A is reducible, then there are an invertible
matrix P and integers k and m so that (P−1AP)ij = 0, for all i and j with k + 1  i  n
and 1  j  m. The matrix A ∈ Mn(D) is called algebraic over F if there exists a non-zero
polynomial f (t) ∈ F [t] such that f (A) = 0, and is called cyclic if there exists α ∈ Dn such that
{α, αA, . . . , αAn−1} is a basis for Dn as a left D-module. For a cyclic matrix A it is easily seen
that there exist a1, . . . , an ∈ D such that A is similar to the matrix

0 1 0 · · · 0
0 0
.
.
.
.
.
.
...
...
...
.
.
.
.
.
. 0
0 0 · · · 0 1
a1 a2 · · · an−1 an


.
In this paper H denotes the ring of real quaternions. In the present article we prove that for
n  2, (Mn(H)) is a connected graph. The notationsA,N,I,U,R, andT denote the set of
all non-invertible, nilpotent, idempotent, upper triangular, reducible matrices, and involutions in
Mn(D), respectively. We show that for n > 2, and any division ring D, (A), (N), (I), and
(T) are connected graphs. A division ring D with center F is called algebraic if every element
of D is algebraic over F . We prove that if n > 2 and D is an algebraic division ring, then (U)
is a connected graph. Among other results it is shown that if n > 2 and D is a division ring such
that Mn(D) is algebraic over F , then (R) is a connected graph.
2. Results
We start with the following useful remark.
Remark 1. Let D be a division ring and n > 1 a natural number. For S ⊆ Mn(D), if A1– · · · –Ak
is a path in (S), then for P ∈ GLn(D), P−1A1P– · · · –P−1AkP is a path in (P−1SP ).
Theorem 1. Let D be a division ring and n > 2 a natural number. If A is the set of all non-
invertible matrices in Mn(D), then (A) is a connected graph.
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Proof. Let H ∈ Z(A). Since HE22 = E22H , HE33 = E33H , and HE1i = E1iH , for i =
1, . . . , n, one can see that H = 0. Now, suppose that A ∈A\Z(A). We show that A is connected
to E11. Since A is a non-invertible matrix, then there exist non-zero elements X = (x1, . . . , xn)
and Y = (y1, . . . , yn) in Dn such that AXt = 0 and YA = 0. Let L = XtY . Since there exist i, j ,
1  i, j  n such that xi and yj are non-zero,L /= 0. On the other handAL = LA = 0. Since nul-
lity L = n − 1  2, there are non-zero elements Z = (0, . . . , 0, a, b) and W = (0, . . . , 0, c, d)
in Dn such that ZL = 0 and LW t = 0. Let G = W tZ. We have G /= 0 and GL = LG = 0. We
have the path A–L–G–E11. The result now follows. 
Remark 2. If n = 2, then (A) is not a connected graph, since the subgraph with the vertices{(
a 0
0 0
)∣∣∣∣ 0 /= a ∈ D
}⋃ {(0 0
0 a
)∣∣∣∣ 0 /= a ∈ D
}
, is a component of (A).
Lemma 1. Let D be a non-commutative division ring with center F. If A ∈ M2(D) is a non-zero,
non-invertible matrix, then A is connected to E11 in (M2(D)).
Proof. Since A is a non-invertible matrix, there exist non-zero elements X = (a, b) and Y =
(c, d) in D2 such that AXt = 0 and YA = 0. Without loss of generality, we may assume that
a = 1 and c ∈ {0, 1}. Let E = XtY . We have AE = EA = 0. Since D is non-commutative,
C(bd)\F and C(b)\F are non-empty. If d is not zero, then let z ∈ C(bd)\F , x = dzd−1, and
H =
(
x 0
0 z
)
. We have the path A–E–H–E11. If d = 0, then let z ∈ C(b)\F . We have the path
A–(E11 + bE21)–zI–E11. This completes the proof. 
Theorem 2. LetD be a division ring with centerF andn > 1 a natural number. IfA ∈ Mn(D)\FI
is a non-cyclic matrix, then A is connected to E11 in (Mn(D)).
Proof. Suppose that A ∈ Mn(D) is a non-scalar, non-cyclic matrix. By Theorem 1 and Lemma 1,
we may assume that A is an invertible matrix. By Section 8.4 of [1, p. 503], we have A is conjugate
to a matrix of the form B = A1 ⊕ · · · ⊕ Ar , where Ai is a cyclic matrix for any i, i = 1, . . . , r .
SinceA is a non-cyclic matrix, then r > 1. Obviously,B commutes withC = 0 ⊕ A2 ⊕ · · · ⊕ Ar .
Since C is a non-zero, non-invertible matrix, then by Theorem 1 and Lemma 1, B is connected
to E11. It is easily seen that A is connected to E11. The result follows. 
Theorem 3. Let D be a division ring and n > 2 a natural number. IfN is the set of all nilpotent
matrices in Mn(D), then (N) is a connected graph.
Proof. First, we show that Z(N) = 0. Let R ∈ Z(N). Since RE21 = E21R and RE1i = E1iR,
for i = 2, . . . , n, it is easily seen that R = 0. Now, suppose that A ∈N\Z(N). We show that
A is connected to En1. Since A is a non-zero, nilpotent matrix, there exists m ∈ N such that
A2m = 0 and Am /= 0. Let B = Am. Because of ImB ⊆ KerB, nullity B  2.
First, assume that n = 3. There exist independent elements α1 = (a, b, 0), α2 ∈ KerB. Let
{α1, α2, α3} be a basis for D3 and
P =

α1α2
α3

 .
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So P−1BP = L is a matrix of the form
L =

 0 0 00 0 0
a1 a2 a3

 ,
where a1, a2, a3 ∈ D. Since rankL = 1, there exist x1, x2 ∈ D such that at least one of them is
non-zero and L(0, x1, x2)t = 0. Let
K =

 0 0 0x1 0 0
x2 0 0

 .
Clearly, K is a nilpotent matrix by Remark 1, we have the path B–PKP−1–PE31P−1. On the
other hand, PE31P−1 is a non-zero matrix of the form
PE31P
−1 =

 0 0 0y21 y22 y23
y31 y32 y33

 ,
where yij for all i, j , i = 2, 3, j = 1, 2, 3, is in D. Since rank(PE31P−1) = 1, there exists a
non-zero element (0, c, d) ∈ D3 such that PE31P−1(0, c, d)t = 0. Let
Q =

0 0 0c 0 0
d 0 0

 .
Clearly, Q is a nilpotent matrix, Q(PE31P−1) = (PE31P−1)Q = 0, and we have the path
PE31P−1–Q–E31. So A is connected to E31.
Now, suppose that n > 3. There exist independent elements α1, α2 ∈ KerB. Let {α1, . . . , αn}
be a basis for Dn, so there exists a matrix P ∈ GLn(D) such that P−1BP = C is an n × n matrix
of the form
C =


0 · · · 0
0 · · · 0
a31 · · · a3n
... · · · ...
an1 · · · ann


.
Let E =


a32 · · · a3n
... · · · ...
an2 · · · ann

. Since rankE  n − 2, there exist x2, . . . , xn in D such that at
least one of them is non-zero and C(0, x2, . . . , xn)t = 0. Let G = (0, x2, . . . , xn)te1. Clearly,
G is a nilpotent matrix and CG = GC = 0. This shows that B(PGP−1) = (PGP−1)B =
0. Clearly, rank(PGP−1) = 1, so there are non-zero elements L = (a, b, 0, . . . , 0) and K =
(0, . . . , 0, c, d) in Dn such that L(PGP−1) = 0 and (PGP−1)K t = 0. Let H = K tL. We have
H(PGP−1) = (PGP−1)H = 0, H /= 0, and since n > 3, H is a nilpotent matrix and we have
the path PGP−1–H–En1. So A is connected to En1. This completes the proof. 
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Remark 3. If n = 2, then (N) is not a connected graph, since the subgraph with the vertices{(
0 a
0 0
)∣∣∣∣ 0 /= a ∈ D
}
, is a component of (N).
Theorem 4. Let D be a division ring and n > 2 a natural number. IfI is the set of all idempotent
matrices in Mn(D), then (I) is a connected graph.
Proof. LetB ∈ Z(I). SinceBEii = EiiB andB(Ejj + Ejn) = (Ejj + Ejn)B, for i = 1, . . . , n
and j = 1, . . . , n − 1, one can see that B ∈ {I, 0}. Now, suppose that A ∈ I\Z(I). It is enough
to prove that A is connected to Enn. Since A is an idempotent matrix, then Dn = KerA ⊕ ImA.
If {α1, . . . , αt } and {β1, . . . , βl} are the basis of KerA and ImA, respectively, then the matrix rep-
resentation of A in the basisB is K = 0t ⊕ Il , whereB = {α1, . . . , αt , β1, . . . , βl}. Hence there
is a matrix P ∈ GLn(D) such that P−1AP = K . Clearly, KEnn = EnnK , so A(PEnnP−1) =
(PEnnP
−1)A. We have rank (PEnnP−1) = 1. Hence there are linearly independent elements
Ti = (ti1, . . . , tin), for all i, 1  i  n − 1 in Dn such that Ti(PEnnP−1) = 0. Also there are
linearly independent elements Sj = (s1j , . . . , snj ) in Dn, for all j , 1  j  n − 1 such that
(PEnnP
−1)Stj = 0. Let
T =


T1
...
Tn−1

 , S = (St1| · · · |Stn−1).
Let r(T ) and c(S) be the row space and the column space correspondence to T and S,
respectively. If there is r , 1  r  n such that the rth component of Ti for all i, 1  i 
n − 1, is zero, then ei ∈ r(T ) for all i /= r , 1  i  n. Thus there are a1, . . . , an ∈ D such
that PEnnP−1 = ∑nq=1 aqErq . Since PEnnP−1 is an idempotent matrix, ar = 1. Let k /= r and
p /= k, r . We have the path A–PEnnP−1–(Ekk − akErk)–Epp–Enn. If there is s, 1 
s  n such that the sth component of Sj for all j , 1  j  n − 1, is zero, then a similar method
works. So we may assume that there are g, h, 1  g, h  n − 1 such that the nth components
of Tg and Sh are not zero. Suppose that en ∈ r(T ). Since the nth row of S is non-zero, there
are b1, . . . , bn−1 ∈ D such that (b1, . . . , bn−1, 1) ∈ c(S). Let H = (b1, . . . , bn−1, 1)ten.
Clearly, H(PEnnP−1) = (PEnnP−1)H = 0. Thus we have the path A–PEnnP−1–H–(E11 −
b1E1n)–E22–Enn. If etn ∈ c(S), then a similar method works. So we may assume that en and etn
are not in r(T ) and c(S), respectively. Now, there are ci , 1  i  n − 1, and dj , 1  j  n − 1
in D such that ei + cien ∈ r(T ), for all i, 1  i  n − 1, and (ej + dj en)t ∈ c(S), for all j ,
1  j  n − 1. If there isu, 1  u  n − 1 such that cu = 0, then letM = Euu + duEnu. Clearly,
M(PEnnP
−1) = (PEnnP−1)M = 0. Let k /= u, n. We have the pathA–PEnnP−1–M–Ekk–Enn.
If there is m, 1  m  n − 1 such that dm = 0, then a similar method works. So we may assume
that ci, dj /= 0 for all i, j , 1  i, j  n − 1. Let L = d−12 E2n + Enn and G = c−11 En1 + Enn.
By an easy observation, we see that LG(PEnnP−1) = (PEnnP−1)LG = 0, and we have the
path A–PEnnP−1–LG–(E22 − d−12 E2n)–E11–Enn. The result now follows. 
Remark 4. If n = 2, then (I) is not a connected graph, since the subgraph with the vertices{(
1 0
0 0
)
,
(
0 0
0 1
)}
, is a component of (I).
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Theorem 5. Let D be a division ring with center F and n > 2 a natural number. IfT is the set
of all involutions in Mn(D), then (T) is a connected graph.
Proof. Suppose that A ∈T\Z(T). We show that A is connected to B, where B =∑n
i=1 Ei(n−i+1).
First, suppose that charF /= 2. An elementary computation shows that a matrix G ∈ Mn(D) is
an idempotent if and only if 2G − I is an involution. So A∗ = 2−1(A + I ) and B∗ = 2−1(B + I )
are non-scalar idempotent matrices, if A and B are non-scalar involutions. By Theorem 4, A∗
is connected to B∗ by a path containing idempotent matrices. Thus A is connected to B in
(T).
Now, suppose that charF = 2. Since (A + I )2 = (B + I )2 = 0, by Theorem 3, A + I is
connected to B + I in (N). If H is a nilpotent matrix, then there is s ∈ N such that Hs = 0
and Hs−1 /= 0. If t is the least natural number such that 2t  s, then (I + H 2t−1)2 = I . Now it
is easily seen that A is connected to B in (T). The result follows. 
Remark 5. If n = 2, then (T) is not a connected graph. If charF /= 2, then the subgraph with
the vertices
{(
1 0
0 −1
)
,
(−1 0
0 1
)}
, is a component of(T). If charF = 2, then the subgraph
with the vertices
{(
1 a
0 1
)∣∣∣∣ 0 /= a ∈ D
}
, is a component of (T).
Theorem 6. Let D be an algebraic division ring with center F. If n > 2 and U is the set of all
upper triangular matrices in Mn(D), then (U) is a connected graph. Furthermore, if n = 2
and D is non-commutative, then (U) is a connected graph.
Proof. Let H ∈ Z(U). Since HEii = EiiH , HEjn = EjnH and H(dI) = (dI )H , for i, j , 1 
i, j  n − 1 andd ∈D, one can see thatH ∈FI . Now, suppose thatA=


a11 a12 · · · a1n
0 a22 · · · a2n
...
.
.
.
.
.
.
...
0 · · · 0 ann


is an arbitrary matrix inU\Z(U). It suffices to prove that A is connected to E1n. Since for every
λ ∈ F , AB = BA if and only if (A − λI)B = B(A − λI), we may assume that ann /= 0.
First, assume thataii , 1  i  n − 1 is the first component in the diagonal ofAwhich is a conju-
gate of ann. So there exists x ∈ D such that x−1aiix = ann. LetC = (t1, . . . , ti−1, x, 0, . . . , 0)ten,
where t1, . . . , ti−1 are indeterminate elements of D. We are going to find t1, . . . , ti−1 such that
AC = CA. We have
AC =


0 · · · 0 a11t1 + · · · + a1(i−1)ti−1 + a1ix
... · · · ... ...
0 · · · 0 a(i−1)(i−1)ti−1 + a(i−1)ix
0 · · · 0 aiix
... · · · ... ...
0 · · · 0 0


and
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CA =


0 · · · 0 t1ann
... · · · ... ...
0 · · · 0 ti−1ann
0 · · · 0 xann
0 · · · 0 0
... · · · ... ...
0 · · · 0 0


.
We know that aiix = xann, and by [2, Lemma 8.2.2], if the j th equation
ajj tj − tj ann = −aj (j+1)tj+1 − · · · − aj (i−1)ti−1 − ajix
has some solutions in D, then also the (j − 1)th equation has a solution in D. Therefore, if
t1, . . . , ti−1 is a solution of the above equations, then we have AC = CA. On the other hand,
since x /= 0, then C /= 0 and CE1n = E1nC. So we have the path A–C–E1n.
Next, suppose that none of the elements on the diagonal of A is a conjugate of ann. Let
X = (x1, . . . , xn−1, 1)ten, where x1, . . . , xn−1 are indeterminate elements of D. We want to find
x1, . . . , xn−1 such that AX = XA. We have
AX =


0 · · · 0 a11x1 + · · · + a1n
... · · · ... ...
0 · · · 0 a(n−1)(n−1)xn−1 + a(n−1)n
0 · · · 0 ann


and
XA =


0 · · · 0 x1ann
... · · · ... ...
0 · · · 0 xn−1ann
0 · · · 0 ann

 .
By [2, Lemma 8.2.2], we know that if the j th equation
ajj xj − xjann = −aj (j+1)xj+1 − · · · − ajn
has some solutions in D, then also the (j − 1)th equation has a solution in D. If x1, . . . , xn−1 is
a solution of the above equations, then we have AX = XA.
Now, suppose that n  3. If for every i, 1  i  n − 1, xi = 0, then we have the path
A–X–E22–E1n. If there exists j , 1  j  n − 1 such that xj /= 0, then let Y = −x−1j E1j + E1n,
we have YX = XY = 0. If j = 1, then we have the path A–X–Y–E22–E1n, otherwise we have
the path A–X–Y–E1n.
Next, suppose that n = 2 and D is non-commutative. Let r ∈ C(x1)\F . We have the path
A–X–rI–E12. This completes the proof. 
Remark 6. If D is a field and n = 2, then (U) is not a connected graph, since the subgraph
with the vertices
{(
a 0
0 b
)∣∣∣∣ a, b ∈ D, a /= b
}
, is a component of (U).
Theorem 7. Let D be a division ring with center F, n > 2 and Mn(D) algebraic over F. IfR is
the set of all reducible matrices in Mn(D), then (R) is a connected graph. Moreover, if D is
non-commutative and n = 2, then (R) is a connected graph.
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Proof. First, note that using reducibility of dI (d ∈ D) andEij , i, j , 1  i, j  n, one can see that
Z(R) = FI . It is enough to prove that every matrix in R\Z(R) is connected to E11. Suppose
that G ∈ R\Z(R). There is P ∈ GLn(D) such that P−1GP = E, where E =
(
A C
0 B
)
and
C ∈ Mn1×n2(D), where 1  n1 < n. Let f (x) and g(x) be the minimal polynomials of A and
B in F [x], respectively. Without loss of generality, we may assume that deg(f )  deg(g). First,
suppose that f (x) /= g(x). We have f (E) =
(
0 C∗
0 f (B)
)
is a non-zero, non-invertible matrix
in R. On the other hand since any non-invertible matrix is a reducible matrix, by Theorem 1,
Lemma 1 and Remark 1, G is connected to PE11P−1. It is easily seen that G is connected to
E11 in (R). Now, suppose that f (x) = g(x). If f (x) is not an irreducible polynomial, then E is
connected to a non-invertible matrix and by Theorem 1 and Lemma 1, the result follows. So we
may assume that f (x) is an irreducible polynomial. Hence we have F [A] and F [B] are fields.
Now, by the Skolem–Noether Theorem [3, p. 39], there exists a matrix T ∈ GLn1n2(D) such that
(In2 ⊗ A)T = T (In1 ⊗ B). We observe that there is a non-zero n1 × n2 submatrix Q in T such
that AQ = QB. We have E
(
0 Q
0 0
)
=
(
0 Q
0 0
)
E, and by Theorem 1 and Lemma 1, G is
connected to PE11P−1 in (R). Now, it is not hard to see that G is connected to E11 in (R).
This completes the proof. 
Remark 7. If n = 2 and D is a field, then (R) is not a connected graph, since the subgraph
with the vertices
{(
a 0
0 b
)∣∣∣∣ a, b ∈ D, a /= b
}
, is a component of (R).
Let D be a division ring. For A ∈ Mn(D), an element α ∈ D is called a right eigenvalue of A,
if there is a non-zero column vector u, called an eigenvector for α such that Au = uα.
The following corollary shows that for n > 1 the commuting graph of the ring n × n matrices
over the real quaternions is a connected graph.
Corollary 1. If n > 1, then (Mn(H)) is a connected graph. Furthermore, (H) is a non-
connected graph with infinitely many components.
Proof. We show that any matrix inMn(H)\RI is connected toE11. Suppose thatA ∈ Mn(H)\RI .
By [5, Corollary 5.2], A has a right eigenvalue. So A is a reducible matrix. Since Mn(H)
is algebraic over R, by Theorem 7, we conclude that A is connected to E11. Now we show
that (H) has infinitely many components. If k1 /= k2 are natural numbers, then k1i + j and
k2i + j belong to different components. It proves the second part of the corollary and the result
follows. 
A division ring D is called polynomially algebraically closed (PAC) if for every non-constant
polynomial p(x) ∈ D[x] there exists α ∈ D such that p(α) = 0.
Theorem 8. Let D be an algebraic PAC division ring with center F. If n > 2 is a natural
number, then (Mn(D)) is a connected graph. Furthermore, if D is a non-commutative division
ring, then (M2(D)) is a connected graph.
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Proof. Suppose that A ∈ Mn(D)\FI . We show that A is connected to E11. By Theorem 1,
Lemma 1, and Theorem 2, we may assume that A is an invertible cyclic matrix. So A is similar
to a matrix of the form
B =


0 1 0 · · · 0
0 0
.
.
.
.
.
.
...
...
...
.
.
.
.
.
. 0
0 0 · · · 0 1
a1 a2 · · · an−1 an


,
where a1, . . . , an ∈ D. Since the polynomial xn − anxn−1 − · · · − a2x − a1 ∈ D[x] has a root
λ ∈ D, then by [2, Theorem 8.5.1], λ is a right eigenvalue of B. So B and in fact A is sim-
ilar to a matrix G =
(
λ M
0 H
)
, where M ∈ Dn−1. Let k(x) be the minimal polynomial of λ
over F . First, suppose that k(H) /= 0. Therefore k(G) is a non-scalar, non-invertible matrix and
Gk(G) = k(G)G. By Theorem 1 and Lemma 1, G is connected to E11. Now, suppose that
k(H) = 0. Since k(x) is an irreducible polynomial over F , k(x) is the minimal polynomial of
H . Hence we have F [λ] and F [H ] are fields. Now, by the Skolem–Noether Theorem [3, p. 39],
there exists a matrix P ∈ GLn−1(D) such that λIn−1P = PH . If P1 is the first row of P , then
λP1 = P1H . We have G
(
0 P1
0 0
)
=
(
0 P1
0 0
)
G. By Theorem 1 and Lemma 1,
(
0 P1
0 0
)
is
connected to E11. Since any conjugate of E11 is a non-invertible matrix, A is connected to E11.
This completes the proof. 
Remark 8. If D is a field, then (M2(D)) is not a connected graph, since the subgraph with the
vertices
{(
a 0
0 b
)∣∣∣∣ a, b ∈ D, a /= b
}
, is a component of (M2(D)).
Remark 9. By [1, Exercise 7, p. 514], H is a PAC division ring. So using Theorem 8, we obtain
another proof for Corollary 1.
Let D be a division ring with center F , and n be a natural number. The matrix A ∈ Mn(D)
is called totally transcendental over F if for every non-zero polynomial f (t) ∈ F [t], f (A) is an
invertible matrix.
Before proving the next theorem we need the following lemma.
Lemma 2 [2, Proposition 8.3.1]. Let D be a division ring with center F. Every square matrix A
over D is conjugate to a matrix A0 ⊕ A1, where A0 is algebraic and A1 is totally transcendental
over F, and A0, A1 are unique up to conjugacy.
Theorem 9. Let D be a division ring with center F, |F | > 2, and n a natural number. Then
(Mn(D)) is a connected graph if and only if (GLn(D)) is a connected graph.
Proof. If n = 1 there is nothing to prove. So we may assume that n > 1. First, suppose that
(GLn(D)) is a connected graph. By Theorem 1 and Lemma 1, we know that every non-invertible
matrix is connected to E11. Since E11(E11 + I ) = (E11 + I )E11, the result follows.
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Conversely, suppose that (Mn(D)) is a connected graph. It suffices to prove that for any
non-invertible matrix A, there exists a polynomial f (x) over F such that f (A) is a non-scalar,
invertible matrix. First, suppose that A is not algebraic over F , then by Lemma 2, A is conjugate
to a matrix B = A0 ⊕ A1, where A0 is algebraic and A1 is totally transcendental over F . Because
of A is a non-invertible matrix, we have A0 ⊕ A1 /= A1, and since A is not algebraic over F ,
A0 ⊕ A1 /= A0. Let g(x) be the minimal polynomial of A0 over F . Thus g(A1) + I , and in fact
g(A) + I is a non-scalar, invertible matrix. Now, suppose that A is algebraic over F . So F [A]
is a left Artinian ring. If there exists a nilpotent matrix C ∈ F [A], then I + C is a non-scalar,
invertible matrix. Otherwise, since J (F [A]) consists of nilpotent matrices in F [A], J (F [A]) = 0.
By the Wedderburn–Artin Theorem [4, p. 33], F [A] is a direct product of finitely many fields.
Since |F | > 2, it is easily seen that there exists a non-scalar, invertible matrix in F [A]. This
completes the proof. 
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