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percepción local
por
M. C. Mario Aguilera Ruiz
Como requisito parcial para obtener el Grado de
DOCTORADO EN INGENIERÍA ELÉCTRICA
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4.4.1. Navegación con obstáculos . . . . . . . . . . . . . . . . . . . . 55
4.4.2. Agregación y movimiento colectivo . . . . . . . . . . . . . . . 61
5. Conclusiones y Trabajo a Futuro 75
A. Prototipo de cuadrirrotor 86
A.1. Diseño . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.2. Componentes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
A.2.1. Controlador de Vuelo . . . . . . . . . . . . . . . . . . . . . . . 89
Índice general viii
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2.2. Parámetros f́ısicos del prototipo de cuadrirrotor . . . . . . . . . . . . 23
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Resumen
M. C. Mario Aguilera Ruiz.
Universidad Autónoma de Nuevo León.
Facultad de Ingenieŕıa Mecánica y Eléctrica.
T́ıtulo del estudio: Reglas de comportamiento para enjambres de robots
aéreos con percepción local.
Número de páginas: 114. Candidato para obtener el grado de
Doctorado en Ingenieŕıa Eléctrica.
Objetivos y método de estudio: La robótica de enjambre toma inspiración del
comportamiento emergente observado en animales sociales, para buscar la coordina-
ción de grandes cantidades de robots relativamente simples, para completar tareas
colectivas. En el caso de los enjambres de robots aéreos, aún existe el problema
de desarrollar algoritmos que permitan la aplicación de comportamientos de movi-
miento colectivo al interior de un edifico, de forma descentralizada, haciendo uso de
información sensorial local.
En el presente trabajo, se implementó un modelo de comportamiento bioinspi-
rado, para la coordinación de un enjambre de robots aéreos de tipo cuadrirrotor. Este
modelo de comportamiento depende de información local percibida por cada robot
y está basado en reglas simples de repulsión, atracción, orientación e influencia, que






Se ha observado en los enjambres de la naturaleza un comportamiento colecti-
vo que emerge de las interacciones entre individuos y con el ambiente que los rodea,
sin coordinación centralizada. Este comportamiento emergente es robusto, escala-
ble y flexible, lo que permite que el enjambre realice tareas complejas fuera de las
capacidades individuales de cada miembro [3, 4].
Tomando inspiración del comportamiento emergente observado en animales
sociales (colonias de hormigas y abejas, parvadas de aves, cardúmenes de peces,
etc.), la robótica de enjambre busca la coordinación de grandes cantidades de robots
relativamente simples, para completar tareas colectivas. Por lo general, los robots
en un enjambre tienden a ser descentralizados y con capacidades sensoriales y de
procesamiento limitadas, aprovechando las propiedades observadas en la naturaleza
para cumplir con su tarea [5].
La robótica de enjambre se ha propuesto como solución para diferentes com-
portamientos que requieren la coordinación de un grupo de robots. Algunos ejemplos
de estos comportamientos son agregación, despliegue, movimiento en grupo, navega-
ción y forrajeo [6]. Estas comportamientos se consideran la base para la realización
1
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de diferentes tareas, principalmente en aplicaciones que involucran grandes espacios
y grandes cantidades de tiempo, aśı como tareas potencialmente peligrosas para los
humanos y los mismos robots. Como ejemplos de estas tareas podemos mencionar
la búsqueda y recate en zonas de desastre, exploración y mapeo de lugares descono-
cidos, vigilancia, transportación colectiva, etc. [7, 8, 9, 10, 11].
El uso de robots aéreos, especialmente cuadrirrotores, ha crecido en años re-
cientes. Entre las principales ventajas de los robots aéreos sobre los terrestres se
puede mencionar su mayor velocidad para cubrir grandes terrenos en menor tiempo
y la facilidad para pasar sobre obstáculos. En el caso de los cuadrirrotores, algu-
nas de sus caracteŕısticas más importantes incluyen su maniobrabilidad en espacios
reducidos, la capacidad de despegue y aterrizaje vertical y la capacidad de vuelo
estacionario sobre algún punto de interés [12].
En tiempos recientes han adquirido popularidad los espectáculos haciendo uso
de cientos de drones, equipados con luces para desplegar imágenes en el cielo [13,
14]. Estos enjambres de drones no son autónomos ya que siguen trayectorias pre
programadas o son controlados de forma centralizada.
Otras aplicaciones propuestas para los enjambres de drones consideran sus
ventajas para cubrir grandes áreas y la exploración paralela de múltiples objetivos
[15]. En el campo de la agricultura los enfoques de drones descentralizados tendŕıan
gran importancia para el monitoreo y mapeo de cultivos y maleza [16]. Incluso se ha
propuesto el uso de drones para mapear variables atmosféricas, usando mediciones
locales para construir un mapa que permita generar trayectorias que maximicen la
recolección de la información [17].
Otro de los campos que se puede beneficiar de los enjambres de robots es
la loǵıstica y distribución de mercanćıa. Recientemente algunas compañ́ıas han co-
menzado a experimentar con el uso de drones para realizar la entrega de diferentes
productos [18, 19, 20]. Existen además algunos estudios que proponen el uso de dro-
nes para la entrega de v́ıveres o insumos médicos en áreas de desastres naturales o de
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dif́ıcil acceso [21, 22]. Todas estas actividades con drones podŕıan beneficiarse con el
uso de enjambres de robots, cuyas caracteŕısticas permiten cubrir grandes áreas en
menor tiempo, dividir el trabajo entre los miembros del enjambre e inclusive seguir
operando a pesar de la pérdida de algunos miembros del enjambre.
1.2 Descripción del Problema
Muchos estudios existentes en el área de enjambres de robots utilizan Sistemas
de Posicionamiento Global (GPS, por sus siglas en inglés) junto con sistemas de
comunicación inalámbrica para coordinar grupos de robots aéreos en espacios al aire
libre. Bürkle et al. [23] presentó un sistema multi-agente con 5 cuadrirrotores pero
depend́ıa en gran parte de una estación de control en tierra. Hoffmann et al. [24]
implementó un sistema de 3 cuadrirrotores que se comunican entre ellos para generar
trayectorias libres de colisiones. Vasarhelyi et al. [25] implementó un enjambre de 10
cuadrirrotores descentralizados con comunicación entre unidades para obtener vuelo
coordinado y posteriormente lo mejoran con un sistema de optimización evolutiva
logrando realizar experimentos con 30 cuadrirrotores [26]. Este es el enjambre des-
centralizado de robots aéreos más grande reportado en la literatura, implementado
en un entorno al aire libre.
En el caso de enjambres de robots que operan en entornos interiores, no es
posible utilizar información de posición de GPS debido a la atenuación de las señales,
lo que disminuye considerablemente la precisión y fiabilidad de la información. Uno
de los enfoques para la obtención de la posición de los robots en estos entornos
interiores es el uso de sistemas de captura de movimiento. Uno de los ejemplos
más representativos es el mostrado por Kushleyev et al. [27] con 20 cuadrirrotores
miniatura, donde las trayectorias de cada uno son calculadas por una computadora
central. La desventaja de este sistema de captura de movimiento es que se requiere
una instalación previa de un sistema fijo de cámaras que obtienen la posición de
los robots, lo cual no lo hace viable para aplicaciones en ambientes desconocidos;
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además mucho del procesamiento se realiza en una computadora central.
Un enfoque más deseable para la implementación de enjambres de robots al
interior de edificios consiste en evitar el uso de información global y control centrali-
zado; se prefiere el uso de percepción local, es decir, información obtenida por medio
de los sensores a bordo del robot. El uso de este tipo de percepción local permite
obtener la posición relativa de los robots vecinos. Un ejemplo de este tipo de percep-
ción local son los sistemas de visión computacional a bordo. Saska et al. [28] presenta
un sistema de localización relativa, equipando a los cuadrirrotores con patrones en
blanco y negro y una cámara monocular para detectar estos patrones, realizando el
procesamiento de imágenes a bordo. Otro ejemplo es el mostrado por Walter et al.
[29] donde utilizan un sistema de visión computacional para la detección mutua de
marcadores Ultravioleta, logrando obtener la posición relativa y orientación de los
drones. Para robots aéreos en entornos interiores, por ejemplo dentro de un edificio,
existe una ĺımite en el tamaño del robot, para que pueda desplazarse por pasillos o
entrar por puertas. Esta limitante en el tamaño lleva a una restricción en la capaci-
dad de carga del cuadrirrotor. El problema con los sistemas de visión a bordo es el
alto costo computacional que conlleva un aumento en el peso del cuadrirrotor.
Una alternativa es el uso de sensores más simples que permitan obtener la
posición relativa de los otros miembros del enjambre; algunos ejemplos son sensores
ultrasónicos e infrarrojos. Stirling et al. [30] presenta un grupo de tres cuadrirrotores
equipados con sensores infrarrojos para obtener la posición y orientación relativa de
robots cercanos. Dos de los robots permanećıan estáticos sujetos al techo y serv́ıan
como puntos de referencia para el tercer robot desplazándose. Otro ejemplo es el
mostrado por Coppola et al. [31] implementando un sistema de comunicación a bor-
do para obtener la localización relativa de 3 drones. Los robots se comunican entre
ellos para intercambiar información como velocidad, altitud orientación y distancia
relativa basada en la intensidad de la señal, con lo cual logran volar en un espacio
reducido y evitar colisiones. McGuire et al. [32] presenta una solución de navegación
basada en comportamientos simples para realizar una tarea de exploración y regreso
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a casa. Los drones implementados utilizan sensores de medición de distancia para
detectar obstáculos y comunicación entre robots para obtener una distancia rela-
tiva entre ellos y la dirección deseada de cada uno con el fin de no empalmar sus
trayectorias en la exploración.
Estos estudios muestran resultados del uso de información relativa de posición
para la implementación de robots aéreos autónomos, sin embargo, en algunas oca-
siones sólo se considera un pequeño número fijo de miembros en el enjambre. En
algunos casos solo se consideran pocos comportamientos como evitar colisiones o
navegación de forma independiente entre robots. Por estas razones es de interés la
aplicación de comportamientos de movimiento colectivo para robots aéreos de forma
descentralizada, haciendo uso de información sensorial local y comunicación local
con sus vecinos.
1.3 Hipótesis
Es posible inducir un comportamiento de movimiento colectivo en un enjambre
de robots aéreos tipo cuadrirrotor, mediante la propuesta de un conjunto de reglas de
repulsión, orientación, atracción e influencia basadas en información de percepción
local. Además, este comportamiento emergente debe cumplir con las caracteŕısticas
de robustez, escalabilidad y flexibilidad.
1.4 Objetivos
1.4.1 Objetivo General
Implementar un modelo de comportamiento con reglas de repulsión, atracción,
orientación e influencia, en un enjambre de robots cuadrirrotores que utilicen infor-
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mación local.
1.4.2 Objetivos Particulares
Desarrollar una plataforma para simular un conjunto de robots móviles tipo
cuadrirrotor con movimiento en tres dimensiones.
Desarrollar un modelo de comportamiento local basado en reglas de repulsión,
atracción, orientación e influencia, para regular el comportamiento del enjam-
bre de robots.
Evaluar el modelo de comportamiento simulando diferentes tareas con el en-
jambre de cuadrirrotores.
Desarrollar un prototipo de cuadrirrotor capaz de volar al interior de un edifi-
cio.
1.5 Contribuciones
Las principales contribuciones de la presente tesis son las siguientes:
La adaptación del modelo de comportamiento bioinspirado para operar en base
a información local proveniente de los sensores del robot.
El desarrollo de una plataforma para simular enjambres de cuadrirrotores.
Cada robot es representado con un modelo dinámico y se consideran los detalles
de hardware para la percepción del robot, con el fin de que las simulaciones
sean lo más cercanas posibles al comportamiento real.
Caṕıtulo 1. Introducción 7
1.6 Organización de la Tesis
El caṕıtulo 2 define algunos conceptos teóricos relevantes para este trabajo. Se
describe que son los enjambres de robots, sus caracteŕısticas, aplicaciones y tareas
principales. Se describen también los robots aéreos, más espećıficamente el cuadri-
rrotor y se presenta su modelo matemático y los esquemas de control de posición
angular, altitud y velocidad.
En el caṕıtulo 3 se presenta el esquema de comportamiento inspirado en mode-
los de movimiento de grupos de animales. Se muestran las consideraciones y limita-
ciones de percepción de los miembros del enjambre y las reglas de comportamiento
de interacción de los robots con el ambiente y con otros robots.
El caṕıtulo 4 muestra las métricas utilizadas para evaluar el desempeño del
enjambre y se presentan también los resultados de los experimentos simulados.
Finalmente, en el caṕıtulo 5 se presentan las conclusiones de este trabajo y
algunas recomendaciones de trabajo a futuro.
Caṕıtulo 2
Marco teórico
En este caṕıtulo se describen las caracteŕısticas y comportamientos principales
de los enjambres de robots, aśı como las aplicaciones potenciales que se han plan-
teado. Se presenta además un resumen de las caracteŕısticas de los robots aéreos y
el modelo matemático de un cuadrirrotor, en conjunto con sus esquemas de control
de posición angular y altitud.
2.1 Enjambre de robots
La inteligencia colectiva es una disciplina de la inteligencia artificial inspirada
en la observación del comportamiento emergente en seres sociales como enjambres de
abejas, colonias de hormigas, cardúmenes de peces o parvadas de aves, entre otros.
Estos seres poseen habilidades individuales muy simples, pero al vivir en grandes gru-
pos logran realizar tareas más complejas como la búsqueda y recolección de comida
o escapar de algún depredador.
Los enjambres de robots se basan en la aplicación de la inteligencia colectiva
al diseño y construcción de sistemas multi-robot para que exhiban caracteŕısticas
similares a las observadas en animales sociales. Utilizando grandes cantidades de
robots simples, con reglas de comportamiento sencillas y sin el uso de una unidad
8
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central para controlar el enjambre, se espera que un comportamiento deseado emerja
de la interacción entre robots y la interacción de robots con el ambiente.
En la naturaleza los enjambres suelen estar formados por cientos o miles de
individuos, sin embargo los enjambres de robots reportados en la literatura están
formados por pocas unidades. Esto se debe a que un gran obstáculo para poder
experimentar con un gran número de robots reales recae en el elevado costo de
fabricación y mantenimiento de los robots. Es dif́ıcil establecer un ĺımite inferior en
el número de robots de un enjambre; en lugar de eso algunos autores señalan que
el campo debeŕıa estar abierto a trabajos realizados con pocos robots, pero con la
visión de escalar el comportamiento a enjambres de mayor tamaño [3]. De manera
similar Beni [33] menciona que el uso del término enjambre de robots no debe ser
en función del número de unidades en el sistema, en lugar de eso el factor principal
debe ser los principios fundamentales de la coordinación del sistema multi-robot. Es
decir, que la arquitectura del enjambre debe ser escalable de unas pocas unidades a
cientos o miles.
2.1.1 Caracteŕısticas
El objetivo de los enjambres de robots es lograr comportamientos robustos,
escalables y flexibles como los observados en animales sociales [4, 3]. Algunas ventajas
en comparación con otros esquemas de agentes robóticos son:
Robustez: El enjambre debe poder continuar operando a pesar de fallas en
algunos individuos y cambios o disturbios en el ambiente. Esta caracteŕıstica
puede ser atribuida a la redundancia del sistema y la coordinación descentra-
lizada.
Escalable: Debido a que las interacciones entre los miembros son locales, el
enjambre es adaptable a un amplio rango en el tamaño del enjambre.
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Económico: Gracias a la simplicidad de diseño y la producción en masa, el costo
total de un enjambre de robots seŕıa inferior al de un sólo robot complejo.
Descentralizado: Las reglas de comportamiento de cada robot le permiten al
enjambre completar su tarea sin el uso de un control centralizado. Esto es
especialmente útil en ambientes donde las comunicaciones pueden presentar
interrupciones o retardos de tiempo.
Flexibilidad: Un enjambre debe ser capaz de realizar diversas tareas con la
misma arquitectura y mı́nimos cambios de programación.
2.1.2 Aplicaciones
Un enjambre de robots puede ser útil en actividades que involucran grandes
cantidades de tiempo y espacio o que pueden resultar peligrosas para los robots [5].
Algunos ejemplos de aplicaciones potenciales se encuentran en:
Búsqueda de sobrevivientes en desastres [7].
Detección de derrames de petróleo en el mar [34].
Búsqueda de objetivos [35].
Vigilancia y monitoreo de recursos [36].
Aplicaciones militares [37].
Exploración espacial [38].
Transporte colectivo de objetos [11]
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2.1.3 Arquitectura de un enjambre de robots
El trabajo presentado en [39] muestra un diagrama general de las etapas ne-
cesarias para la producción de movimiento en grupo, tomando como referencia dife-
rentes modelos encontrados en la literatura. Este diagrama consta de 5 etapas que
se describen a continuación:
Percepción. Es la forma en que cada miembro del enjambre obtiene infor-
mación del ambiente que lo rodea. Por lo general esta información es obtenida por
medio de sensores que miden diversas magnitudes f́ısicas, sistemas de visión compu-
tacional e inclusive sistemas de comunicación entre los miembros del enjambre para
intercambiar información. La etapa de percepción es la primera, ya que convierte el
mundo real en información que puede ser usada por las demás etapas del modelo del
enjambre.
Detección de miembros del enjambre. En esta etapa se utiliza la informa-
ción de la etapa de percepción para determinar el conjunto de todos los robots en el
rango de detección. Este conjunto de individuos detectados puede incluir informa-
ción como posición y velocidad, entre otros, dependiendo de las necesidades de cada
algoritmo.
Selección de vecinos. Tomando el conjunto de individuos detectados ante-
riormente, ahora se seleccionan sólo aquellos que influyen en el cálculo del movimien-
to del robot. Por ejemplo, en esta etapa se separaŕıan los vecinos que están en la
zona de repulsión o atracción, de acuerdo a las poĺıticas establecidas por el modelo
de comportamiento.
Cálculo de movimiento. Esta etapa se encarga de calcular el siguiente movi-
miento del robot, tomando como entradas los conjuntos de vecinos seleccionados en
la etapa previa. Sólo se calcula la dirección que debe tomar el veh́ıculo. El resultado
es sólo una representación, como puede ser un vector. El movimiento real del robot
se ejecuta en la etapa final.
Caṕıtulo 2. Marco teórico 12
Movimiento f́ısico. Tomando como entrada la dirección calculada previamen-
te, se traduce para que pueda ser ejecutada dependiendo del sistema, por ejemplo
en velocidades de los motores del veh́ıculo.
2.1.4 Comportamientos colectivos básicos
Existen varios comportamientos colectivos considerados como básicos, los cua-
les son fundamentales para la realización de tareas más complejas. Estos comporta-
mientos se pueden dividir en organización espacial, navegación y toma de decisiones
colectivas [4].
2.1.4.1 Comportamientos de organización espacial
Estos comportamientos están orientados hacia la organización y distribución
del enjambre en un determinado ambiente.
Agregación. Es el comportamiento más simple y consiste en agrupar un con-
junto de robots muy cerca entre śı. Es de gran importancia al permitir la
interacción entre los robots y ser la base para otros comportamientos como el
movimiento en grupo.
Formación. Consiste en que los robots mantengan cierta distancia entre ellos
para formar un determinado patrón o figura repetible. Este comportamiento
es útil en tareas en las que se puede requerir transportar objetos grandes.
Auto ensamblaje. Se trata de las acciones que permiten a los robots conectarse
entre śı f́ısicamente, con el fin de obtener una estructura de mayor tamaño
que permita realizar acciones más complejas. El contar con una estructura de
mayor tamaño ayuda al enjambre a completar tareas en terrenos complicados,
o para superar obstáculos.
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Agrupación de objetos. Consiste en que los robots muevan objetos distribuidos
en el ambiente, para agruparlos en algún punto. Esta es una tarea muy común
en los seres vivos como las hormigas y termitas, que puede ser aplicable a la
recolección de alimentos o la construcción.
2.1.4.2 Comportamientos de navegación
Los comportamientos de navegación están orientados hacia la coordinación del
movimiento de un enjambre de robots.
Exploración colectiva. El objetivo de este comportamiento es desplegar los
robots en un ambiente desconocido con el fin de crear una malla o arreglo para
realizar comunicaciones entre los robots y guiar a otros hacia determinado
objetivo.
Movimiento coordinado. Basado en el movimiento de las aves y peces, este
comportamiento busca que los robots se muevan en formación, lo cual es de
gran importancia para que los robots puedan navegar por un ambiente sin
colisiones entre ellos.
Transportación colectiva. Cuando un objeto es demasiado grande o pesado
para ser movido por un sólo robot, la transportación colectiva busca que un
grupo de robots trabajen en conjunto para mover ese objeto. Es importante que
exista coordinación entre los robots para que se muevan en la misma dirección.
2.1.4.3 Comportamientos de decisión colectiva
Este comportamiento trata el problema de la influencia que tienen los robots
entre śı al momento de tomar una decisión. Ejemplos de toma de decisiones pueden
ser el logro de consenso o la distribución de tareas.
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Consenso. Cuando hay varias alternativas, el enjambre debe llegar a un con-
senso sobre la mejor opción para maximizar su desempeño. Esta es una tarea
muy compleja ya que la solución óptima puede cambiar o no ser perceptible
por las capacidades del robot.
Distribución de tareas. En este comportamiento los robots se distribuyen pa-
ra realizar diferentes tareas, con el objetivo de maximizar el desempeño del
sistema.
2.2 Robots Aéreos
Un dron es un tipo de robot aéreo generalmente conocido como Veh́ıculo Aéreo
No Tripulado (VANT) o UAV (del inglés Unmanned Aerial Vehicle). Es una aeronave
que no lleva un piloto a bordo y es operada por un sistema de control de vuelo
autónomo a bordo o por control remoto [40].
Las investigaciones realizadas con el fin de mejorar el tiempo de vuelo y capaci-
dad de carga de los robots aéreos, han dado como resultado diferentes configuraciones
o plataformas con distintas caracteŕısticas. Las principales configuraciones pueden
ser clasificadas en las siguientes categoŕıas [41]:
Dirigibles. Son estructuras más ligeras que el aire, simples, económicas y con
la capacidad de mantenerse en vuelo por largos periodos de tiempo. Entre sus
limitaciones se encuentra su gran tamaño que lo hace sensible al viento y no
le permite viajar a altas velocidades.
Aeronaves de ala fija. Aeroplanos que pueden viajar a altas velocidades y du-
rante periodos de tiempo prolongados, lo que les permite recorrer distancias
relativamente largas. Para despegar o aterrizar requieren de una pista horizon-
tal o un lanzamiento catapultado. Otras de sus desventajas es que no pueden
permanecer flotando en un mismo sitio ni moverse hacia atrás.
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Aeronaves de ala rotativa. Los helicópteros tienen la capacidad de despegar
y aterrizar verticalmente, mantenerse flotando en un mismo punto y alta ma-
niobrabilidad para moverse lateralmente o hacia atrás. Pueden tener diferentes
configuraciones de rotores. La desventaja es que requieren mayor potencia para
mantenerse en vuelo.
Existen además otras plataformas que no caen en las configuraciones men-
cionadas anteriormente y cuyo uso no es tan extendido. Algunos ejemplos son los
diseños inspirados en aves o insectos con alas batientes, además de diseños h́ıbridos
o convertibles que pueden cambiar su forma en pleno vuelo.
Los drones vaŕıan ampliamente en sus caracteŕısticas como tamaño, masa y
tiempo de vuelo, dependiendo de la aplicación para la que se requieren. Muchos
autores han propuesto distintas clasificaciones de acuerdo a estas caracteŕısticas. Un
ejemplo es la clasificación propuesta por Hassanalian y Abdelke [2] que considera
el reciente interés de desarrollar drones muy pequeños. Esta clasificación se puede
resumir en la Tabla 2.1.
Tabla 2.1: Clasificación de drones propuesta por Hassanalian y Abdelke [2]
Clasificación Rango de Envergadura Rango de Peso
UAV 2 m < R ≤ 61 m 5 Kg < W ≤ 15000 Kg
µUAV 1 m < R ≤ 2 m 2 Kg < W ≤ 5 Kg
MAV 15 cm < R ≤ 1 m 50 g < W ≤ 2 Kg
NAV 2.5 cm < R ≤ 15 cm 3 g < W ≤ 50 g
PAV 0.25 cm < R ≤ 2.5 cm 0.5 g < W ≤ 3 g
SD 1 mm ≤ R ≤ 0.25 cm 0.005 g ≤ W ≤ 0.5 g
Dejando de lado las aplicaciones militares, el uso de veh́ıculos aéreos no tri-
pulados ha crecido rápidamente en aplicaciones civiles. Algunos ejemplos de estas
aplicaciones son:







Considerando las caracteŕısticas de las diferentes plataformas de robots aéreos,
los Micro Veh́ıculos Aéreos (MAVs, del inglés Micro Aerial Vehicles) de ala rotativa
presentan ventajas para volar en espacios reducidos por sus pequeñas dimensiones.
Además pueden volar en cualquier dirección o permanecer flotando sobre un punto
en espećıfico. La configuración estándar del helicóptero con un rotor principal y un
rotor de cola es mecánicamente complejo para producir, razón por la cual se ha
optado por configuraciones multi-rotor en distintos proyectos robóticos.
El cuadrirrotor es un veh́ıculo aéreo con cuatro rotores horizontales en confi-
guración de cruz. El movimiento del cuadrirrotor se crea al variar la velocidad de
los rotores. Al aumentar la velocidad de los cuatro rotores se genera un movimiento
vertical. En la Figura 2.1 se pueden apreciar las rotaciones en los tres ejes del cuadri-
rrotor. El alabeo (roll) o rotación alrededor del eje longitudinal se consigue con una
diferencia en el empuje de los rotores 2 y 4. Es decir, al aumentar la velocidad de un
rotor y disminuir la del otro se consigue un giro alrededor del eje x, lo que genera un
movimiento traslacional en el eje y. La rotación alrededor del eje y o eje transversal
se conoce como cabeceo (pitch) y se consigue con una diferencia en el empuje de
los rotores 1 y 2. Para obtener una rotación en el eje z o eje vertical es necesario
aumentar la velocidad del par de rotores con el mismo sentido de giro y disminuir
la velocidad de los otros dos rotores. Esta rotación se conoce como guiñada (yaw).
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Figura 2.1: Movimientos de alabeo, cabeceo y guiñada.
2.3.1 Modelo Dinámico
Para comprobar las reglas de comportamiento del enjambre, es necesario si-
mular un enjambre de robots tan cercano a la realidad como sea posible. Para este
caso, cada miembro del enjambre será un robot cuadrirrotor, por lo que un modelo
matemático representa la cinemática y dinámica de esta configuración.
Para simplificar el modelado del cuadrirrotor y aún obtener un modelo lo su-
ficientemente preciso, se hacen las siguientes suposiciones [42]:
La estructura del cuadrirrotor es ŕıgida y simétrica.
El centro de gravedad del cuadrirrotor coincide con el origen del sistema de
coordenadas de referencia unido al cuerpo.
Las constantes de empuje y arrastre son proporcionales al cuadrado de la ve-
locidad del rotor.
No se consideran algunos efectos aerodinámicos como la fuerza de arrastre
rotacional, deformación de las hélices o velocidad del viento alrededor.
El primer paso para el modelado matemático es establecer un marco de refe-
rencia inercial {A} y un marco de referencia unido al cuerpo del cuadrirrotor {B}
[43, 44, 45], como se muestra en la Figura 3.4. Los rotores están numerados i=1,2,3,4
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Figura 2.2: Sistemas coordenados de referencia.
y la velocidad angular de los rotores está dada por ωi. En el marco de referencia iner-













La matriz de rotación que transforma las coordenadas de posición del cuadri-




CθCψ SφSθCψ − CφSψ CφSθCψ + SφSψ
CθSψ SφSθSψ + CφCψ CφSθSψ − SφCψ
−Sθ SφCθ CφCθ
 (2.2)
donde Cx representa cosx y Sx representa senx.
En el marco de referencia {B} la velocidad angular del cuadrirrotor se define
como ν = [p q r]T y su relación con el cambio de orientación η̇ en el marco de
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referencia inercial está dada por:








Si las perturbaciones en vuelo estático son pequeñas, la matriz de transforma-
ción entre la tasa de cambio de los ángulos de orientación (φ̇, θ̇, ψ̇) y la velocidad
angular del cuadrirrotor (p, q, r) se puede considerar una matriz identidad [46].
2.3.1.1 Dinámica traslacional
Para que el cuadrirrotor flote en el aire de manera estable se requiere que la
suma del empuje de los cuatro rotores sea igual al peso del dron. La velocidad angular





donde kT es una constante de sustentación o empuje. La fuerza total de empuje
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La fuerza de arrastre generada por la resistencia del aire [47] es incluida de for-















siendo m la masa del cuadrirrotor y g la aceleración debida a la gravedad.
Utilizando las ecuaciones Newton-Euler sobre movimiento traslacional obtene-
mos:
mξ̈ = RT − FG − FD (2.9)
2.3.1.2 Dinámica rotacional
El par alrededor de los ejes x y y está dado por la diferencia entre los pares de
los rotores en ejes contrarios, mientras que el par alrededor del eje z está dado por
la suma de pares de cada rotor:
τφ = l kT (ω
2
2 − ω24) (2.10)
τθ = l kT (ω
2
3 − ω21)
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τψ = d (ω
2
1 − ω22 + ω23 − ω24)
donde d es una constante de arrastre y l es la distancia entre el centro del
cuadrirrotor y uno de los rotores.
Usando las ecuaciones de Newton-Euler, la dinámica rotacional se obtiene co-
mo:
Iν̇ + ν × (Iν) = τ (2.11)
Considerando que el cuadrirrotor tiene una estructura simétrica, la matriz de
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2.3.2 Control de Orientación y Altitud
El cuadrirrotor tiene 6 grados de libertad, sin embargo, sólo cuatro pueden
ser controlados de forma directa: la altitud y los tres ángulos de orientación. Para
llevar al cuadrirrotor a la orientación deseada y a la altitud deseada se utilizan
controladores Proporcional - Integral - Derivativo (PID) [48]. Las variables de control
del modelo son las velocidades de los rotores ωi. A partir de las ecuaciones (2.6) y









































Definiendo la altitud y orientación deseada como zd y [φd θd ψd] respectiva-
mente, los errores entre estas variables deseadas y las variables reales se definen
por:
ez = zd − z
eφ = φd − φ
eθ = θd − θ
eψ = ψd − ψ
con las leyes de control PID:
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Los coeficientes Kp, Ki y Kd son las ganancias proporcional, integral y deriva-
tiva del controlador, respectivamente.
Para simular el cuadrirrootor y probar los controladores de orientación y al-
titud, los parámetros f́ısicos del modelo dinámico se muestran en la Tabla 2.2 y
fueron obtenidos emṕıricamente a partir de un prototipo f́ısico de cuadrirrotor (ver
Apéndice A).




Ixx 7.92× 10−6 Kg m2
Iyy 7.92× 10−6 Kg m2
Izz 1.56× 10−5 Kg m2
kT 8.50× 10−7 N/(rad/s)2
d 1.46× 10−8 N m /(rad/s)2
Para una prueba más realista, se simulan errores en los sensores agregando
ruido gaussiano a la velocidad angular y altitud del cuadrirrotor, con una desviación
estándar de 0.1 rad/s para la velocidad angular y 0.1 m para la altitud. En la
Figura 2.3 la tarea del controlador es mantener el cuadrirrotor suspendido en el
aire, manteniendo los ángulos roll, pitch y yaw a cero. Los ángulos iniciales del
cuadrirrotor se toman al azar entre -15 y 15 grados. Se puede observar como los tres
ángulos alanzan un valor cercano a cero después de un segundo de simulación, con
algunas oscilaciones debidas al ruido agregado. Para el control de altitud la tarea es
elevar el cuadrirrotor a una altura de 1 m y mantener esta altitud como se muestra
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en la Figura 2.4.
Figura 2.3: Simulación del control de posición angular llevando los ángulos roll, pitch
y yaw a cero a pesar del ruido agregado.




En este caṕıtulo se presenta el modelo de comportamiento planteado para el
enjambre de robots, el cual está basado en modelos de movimiento de grupos de
animales. Se muestran las limitaciones de percepción de cada robot, con el fin de
considerarlas al momento de desarrollar las reglas de comportamiento de interacción
de los robots con el ambiente y con otros robots.
3.1 Modelos inspirados en el comportamiento
de animales sociales
El estudio del comportamiento de grupos de animales se ha llevado a cabo
desde hace muchos años por parte de cient́ıficos en el campo de la bioloǵıa [49,
50]. Diferentes modelos matemáticos han sido propuestos para imitar o replicar el
movimiento colectivo de los seres sociales [39].
En 1987 Reynolds propone un modelo distribuido de comportamiento para
simular de manera realista el movimiento de una bandada de aves o peces en ani-
maciones gráficas [51]. En lugar de programar la trayectoria de cada ave o pez, cada
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individuo simulado contaba con un conjunto de comportamientos simples y el mo-
vimiento grupal es el resultado de las interacciones entre los individuos. Establece
tres comportamientos que permiten simular un movimiento grupal:
1. Evitar colisiones con compañeros cercanos.
2. Tratar de igualar la velocidad de compañeros cercanos.
3. Tratar de permanecer cerca de compañeros cercanos.
Siguiendo el enfoque de Reynolds, un modelo biológicamente más realista fue
propuesto por Couzin et al. para estudiar la dinámica espacial de bancos de peces
y bandadas de aves [1, 52]. El modelo de Couzin se basa en tres simples reglas de
comportamiento: (1) Los individuos tratan de mantener una distancia mı́nima con
otros en todo momento, (2) si los individuos no están evadiendo, entonces tienden
a ser atráıdos a otros y (3) alinear su dirección con la de sus vecinos. El rango de
percepción de cada individuo se divide en tres zonas esféricas que no se traslapan y
que determinan la aplicación de las reglas del modelo:
Zona de repulsión (zor).
Zona de orientación (zoo).
Zona de atracción (zoa).
Modificando el ancho de estas tres zonas, el comportamiento colectivo del sis-
tema cambia entre 4 diferentes movimientos colectivos que se observan en la Figura
3.1:
Enjambre: un conjunto con cohesión pero con un bajo nivel de polarización.
Toroide: los individuos se mantienen rotando alrededor de un núcleo vaćıo.
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Grupo paralelo dinámico: el grupo presenta alta polarización y es mucho más
móvil.
Grupo altamente paralelo: el grupo se organiza en un arreglo altamente ali-
neado con movimiento rectiĺıneo.
Figura 3.1: Comportamientos colectivos del modelo de Couzin. (A) Enjambre. (B)
Toroide. (C) Grupo paralelo dinámico. (D) Grupo altamente paralelo. De Couzin et
al. [1]
3.2 Descripción de los miembros del enjambre
Es importante considerar el tipo de plataforma robótica a utilizar al momento
de diseñar las reglas de comportamiento para un enjambre de robots. Las reglas
de comportamiento deben adaptarse para operar con la información obtenida de
los sensores disponibles y calcular movimientos que puedan ser ejecutados por los
actuadores del robot.
Se propone el uso de robots aéreos tipo cuadrirrotor como el presentado en
la Figura A.1. Este prototipo es un cuadrirrotor pequeño de 36 cm de diámetro,
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diseñado con la finalidad de volar al interior de edificios u otras estructuras. Más
detalles pueden consultarse en el Apéndice A.
Figura 3.2: Prototipo de cuadrirrotor Starling
Considerando las limitaciones de procesamiento computacional, tamaño y ca-
pacidad de carga del cuadrirrotor y que debe operar al interior de edificios, cada
robot estará equipado con sensores para medir la distancia hacia otros robots u
obstáculos y un módulo de comunicación inalámbrica de corto alcance para trans-
mitir su orientación a los robots cercanos. Esto permitirá la localización relativa de
otros robots basada en información local.
Este tipo de sensores cuentan con un ángulo de visión de aproximadamente 25
grados, lo que ocasiona que la capacidad de percepción quede limitada en función
de la cantidad de sensores que se monten en el robot.
Otra limitación es la obstrucción de los sensores. Cuando un sensor detecta algo
frente a el, no será capaz de detectar más objetos porque su visión queda obstruida
por el objeto más cercano. Por eso, este modelo sólo considera el robot más cercano
en cada sector de visión de los sensores como en la Figura 3.3.
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Figura 3.3: Representación del campo de visión de un sensor
3.3 Modelo de percepción en 3 dimensiones
Se considera un arreglo de sensores como el presentado por Roberts [53] para
que cada robot pueda detectar la distancia relativa a otros robots en un espacio
tridimensional. En la Figura 3.4 se muestra un ejemplo de la distribución de los
sensores representando al robot como una esfera. El espacio angular entre sensores
es de 45 grados, por lo que en cada eje tenemos 8 sensores y un total de sensores K
= 26.
Figura 3.4: Representación de la distribución de los sensores en tres dimensiones
Cada uno de estos sensores apunta en una dirección, la cual es representada
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por un vector unitario ŝk dado por:
ŝk = [sen(α) cos(β) sen(α) sen(β) cos(α)] (3.1)
con α = {0, π
4




, . . . , 15π
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}.








3.4 Modelo de percepción en 2 dimensiones
El modelo de percepción en 3 dimensiones es la forma más cercana al modelo
original de Couzin, donde los miembros del enjambre pueden percibir y moverse en
3 dimensiones. Sin embargo, puede ser dif́ıcil la colocación de los sensores para la
detección de otros robots en 3 dimensiones por la cantidad de sensores necesarios.
Además, pueden existir perturbaciones generadas por el empuje de los rotores al
volar uno sobre otro. Por estas razones en muchas de las ocasiones se prefiere que un
enjambre de robots vuele a la misma altura para evitar problemas en la detección de
vecinos. A continuación se modifica el modelo para considerar que los robots vuelen
a la misma altura, con lo que se restringe el modelo a 2 dimensiones.
Para este caso consideramos la colocación de los sensores en un plano horizontal
alrededor del robot. Por lo tanto, dividimos el área alrededor de cada robot en k
sectores correspondientes con el número de sensores. En este caso se consideran 8
sensores como se observa en la Figura 3.5.
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Figura 3.5: Representación de las zonas de percepción alrededor de cada robot.
Además se utiliza un vector Si(t) = [ŝ1, ŝ2, ..., ŝk]
T que contiene los vectores
unitarios de dirección de los k sensores, con ŝk = (cos((2k−1)π/8), sen((2k−1)π/8))
3.5 Reglas de comportamiento
El modelo de comportamiento de la presente tesis está basado en el modelo
de Couzin. Se establecen tres zonas de comportamiento alrededor de cada individuo
determinadas por el ancho ∆. Utilizamos una cuarta zona esférica denominada zona
de influencia (zoi), la cual representa una forma de guiar al enjambre hacia un
objetivo deseado [54]. Esta zona de influencia se puede superponer con las otras
zonas de comportamiento como se muestra en la Figura 3.6.
Para darle un sentido más realista, se considera que cada sensor solo puede
detectar al robot vecino más cercano, ya que este bloquea el campo de visión del
sensor impidiendole detectar más robots. Esta es una de las principales diferencias
con el modelo propuesto por Couzin donde todos los vecinos dentro de determinada
zona de comportamiento son considerados.
Nuestro modelo considera el uso de las zonas de comortamiento (ZOR, ZOO,
ZOA y ZOI) sobrepuestas con los sectores de los sensores de distancia, para discre-
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tizar el espacio alrededor de cada robot.
Figura 3.6: Zonas de comportamiento alrededor de cada individuo
Las reglas de comportamiento actúan en función de la cantidad de vecinos
detectados en las zonas de comportamiento alrededor de cada robot. Podemos dividir
los comportamientos en dos tipos: los originados por las interacciones entre robots
y los originados por la interacción con el entorno.
Cada miembro del enjambre puede ejecutar diferentes comportamientos indi-
viduales al interactuar con sus vecinos. Estos comportamientos son repulsión, orien-
tación y atracción. Además, al interactuar con su entorno puede ejecutar los com-
portamientos de evitar obstáculos, ser atráıdos hacia objetivos y explorar.
3.5.1 Comportamiento de Repulsión
Si un robot i detecta al menos un vecino j dentro de su zona de repulsión
(nR ≥ 1) como se ve en la Figura 3.7, entonces calculará un vector con dirección
opuesta a la posición del robot j para alejarse y mantener una distancia mı́nima
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qR1 qR2 . . . qRK
]
es el vector que guarda la distancia al
robot más cercano dij en la zona de repulsión de cada sector de visión k. El total de
vecinos detectados en el sector k se denota por nk y el valor de qRk está dado por:
qRk =

0, si nk = 0
mı́n
j∈[1,nk]
dij, si nk ≥ 1
(3.4)
Figura 3.7: Comportamiento de repulsión
3.5.2 Comportamiento de Orientación
Si no se detecta a ningún robot vecino en la zona de repulsión y se detectan
vecinos en la zona de orientación (nO ≥ 1) como en la Figura 3.8, entonces se forma
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donde ψj es el ángulo de la dirección del vecino j
El robot tratará de cambiar su dirección para que corresponda con la dirección








donde nO es el número de robots vecinos en la zona de orientación.
Figura 3.8: Comportamiento de orientación
3.5.3 Comportamiento de Atracción
En la Figura 3.9 cuando sólo se detectan robots vecinos en la zona de atracción
(nA ≥ 1), se crea un vector donde QAi =
[
qA1 qA2 . . . qAK
]
que guarda la
distancia al robot más cercano dij en la zona de atracción de cada sector de visión




0, si nk = 0
mı́n
j∈[1,nk]
dij, si nk ≥ 1
(3.7)
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Figura 3.9: Comportamiento de atracción
3.5.4 Comportamiento de Orientación-Atracción
Los comportamientos de orientación y atracción pueden ocurrir al mismo tiem-
po cuenado se detectan vecinos en ambas zonas, como se observa en la Figura 3.10
Figura 3.10: Comportamiento de orientación-atracción
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3.5.5 Comportamiento de Explorar
Cuando no se detecta ningún robot vecino en las zonas de repulsión, orientación
y atracción (Figura 3.11), se asigna una dirección aleatoria al robot, con el fin de







donde ψrand es un ángulo aleatorio entre 0 y 2π. El robot mantendrá esta
dirección hasta que se encuentre con algún obstáculo, en cuyo caso se asignará otro
ángulo aleatorio.
Figura 3.11: Comportamiento de explorar
3.5.6 Evasión de Obstáculos
Para que cada robot tenga la capacidad de evitar obstáculos, se designa un
vector Qobsi =
[
qobs1 qobs2 . . . qobsK
]
donde qobsk corresponde al sector de
visión del sensor k del robot y su valor corresponde a la distancia al obstáculo di,obs
dentro del rango de detección:
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qobsk =
0, no se detecta obstáculodi,obs, si se detecta obstáculo (3.10)
El vector ddobs correspondiente a la dirección deseada para esquivar el obstácu-









es la dirección actual del robot i y se agrega
para que el robot pueda esquivar el obstáculo sin alejarse completamente del rumbo
que llevaba.
3.5.7 Influencia
La zona de influencia puede ser usada para guiar al enjambre a un objetivo
deseado, por medio de un tipo de est́ımulo como una fuente de luz [54]. Otra forma de
influir en un enjambre de robots es similar a lo que ocurre en los comportamientos
de depredador - presa [55]. Para ciertas tareas llamaremos punto de influencia al
objetivo que el enjambre debe seguir. Cuando el punto de influencia se encuentra
dentro del rango de detección de un robot, se calcula un vector que apunta en la







qinf1 qinf2 . . . qinfK
]
es el vector que guarda la distancia
di,inf en el sector de visión k donde se detecta el punto de influencia:
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qinfk =
0, no se detecta punto de influenciadi,inf, si se detecta punto de influencia (3.13)
3.5.8 Dirección Deseada Final
Los comportamientos de repulsión y evasión de obstáculos tienen prioridad
sobre los demás. Por lo tanto, si al menos un robot vecino se encuentra en la zona
de repulsión, la dirección deseada será:
ddi = w1 ddR + w2 ddobs (3.14)
donde los pesos w1 y w2 se usan para dar mayor prioridad a algún comporta-
miento. Cuando no se detectan vecinos en la zona de repulsión, la dirección deseada
final está dada por:
ddi = ddO + ddA+ ddinf + ddobs (3.15)
Caṕıtulo 4
Resultados
En este caṕıtulo se describe la plataforma de simulación para realizar los ex-
perimentos con las reglas de comportamiento planteadas en el caṕıtulo anterior. Se
presentan las métricas para evaluar el desempeño del enjambre en los experimentos
y por último se presentan los resultados obtenidos al simular experimentos en dos y
en tres dimensiones, utilizando diversos conjuntos de parámetros.
4.1 Plataforma de Simulación
Ante la dificultad de realizar experimentos con un gran número de robots
f́ısicos, se implementó una plataforma que nos permite simular el enjambre de robots.
De esta forma se pueden simular un gran número de experimentos con un número
relativamente grande de robots.
Esta plataforma de simulación servirá para evaluar la operación del enjambre
con diferentes parámetros de comportamiento y bajo distintas circunstancias. El
simulador está implementado en la versión 6.0 de Scilab, el cual es un software de
código abierto para cálculo numérico. En la Figura 4.1 se muestra un diagrama
con los componentes necesarios para simular cada miembro del enjambre. Para cada
robot, en primer lugar se determina la distancia a los demás robots y a los obstáculos
39
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o puntos de influencia si es que existen. Con estas distancias se clasifican los vecinos
que pueden ser detectados en función de la percepción de los sensores. Esto constituye
la localización relativa y el resultado se usa en las reglas de comportamiento para
determinar la velocidad y dirección deseada del robot. Estas variables se utilizan en
el control de velocidad para calcular los ángulos deseados y la altitud deseada, que
se usan como entradas en el control de posición angular y en el control de altitud.
Por último se calculan las velocidades angulares de los rotores y se introducen en
el modelo dinámico del cuadrirrotor para obtener nuevas posiciones cartesianas y
angulares del cuadrirrotor.
Para representar posibles errores en las mediciones de los sensores, se agrega
ruido Gaussiano a la velocidad angular del cuadrirrotor, su altitud y también en las
distancias medidas hacia los vecinos del enjambre, obstáculos y puntos de influencia.
Figura 4.1: Componentes de cada robot en el simulador.
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Entrada: ∆R,∆O,∆A,∆I
Iniciar posiciones y velocidades lineales y angulares;
para s = 1 : T hacer
para i = 1 : N hacer
Calcular distancia y ángulo con punto de influencia;
Actualizar vector Qinfi ;
Calcular distancia y ángulo con obstáculos;
Actualizar vector Qobsi ;
para j = 1 : N, j 6= i hacer
Calcular distancia y ángulo con cuadrirrotor j ;
Actualizar vector QRi ;
Actualizar vector QAi ;
Actualizar vector ôj ;
fin
Calcular vector ddinfi ;
Calcular vector ddobsi ;
Calcular vector ddRi ;
Calcular vector ddOi ;
Calcular vector ddAi ;
Calcular dirección deseada final ddi ;
Usar control de velocidad ;
Usar control de posición angular ;
Usar control de altitud ;
fin
fin
Algoritmo 1: Simulador de enjambre de cuadrirrotores
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4.2 Métricas de Evaluación
Para evaluar el comportamiento de un enjambre existen diferentes mediciones
que pueden ser utilizadas. A continuación se definen la utilizadas en esta tesis.
4.2.1 Unión del enjambre
La teoŕıa de grafos es una herramienta muy útil para analizar como interactúan
los elementos de un sistema [56]. Es posible representar el enjambre de robots como
un grafo no dirigido G = (V , E), con el conjunto de vértices o nodos V representando
a los robots y el conjunto de enlaces o aristas E representando los pares de robots
(i, j) tal que el robot i percibe al robot j.
La matriz de adyacencia A ∈ RN×N es una matriz cuadrada simétrica tal que
Aij = 1 si el robot i puede percibir al robot j y Aij = 0 si el robot i no puede percibir
al robot. Además, los elementos de la diagonal son cero, Aii = 0.
Aij =
1, si (i, j) ∈ E0, de otra forma (4.1)
Un componente es un subconjunto de nodos de un grafo, en el que existe un
camino entre dos vértices cualesquiera y está conectado a ningún vértice adicional
del grafo. En el caso del enjambre de robots, un componente es un subgrupo de
robots que no interactúa con todo el enjambre. El número de componentes del grafo
equivale a la multiplicidad de 0 como valor propio de la matriz laplaciana L ∈ Rn×n,
la cual es una matriz cuadrada simétrica definida como [57]:
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Este número de componentes ncc puede usarse para determinar que tan unidos





donde el valor máximo para esta métrica es 1 cuando existe sólo un grupo de
robots, mientras que el valor mı́nimo es cero cuando todos los robots están separados.
4.2.2 Número de colisiones
Uno de los comportamientos individuales implementados en el presente mo-
delo es la repulsión. Con el fin de evaluar el desempeño de este comportamiento es
necesario analizar el número de colisiones que ocurren en cada experimento. En cada
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bN1 bN2 . . . 0
 (4.5)
donde el valor de bij está determinado por:
bij =
1, si dij ≤ 0, i 6= j0, de otra forma (4.6)
El total de colisiones para cada instante de tiempo se obtiene con:










El movimiento colectivo emerge por medio de una transición de una fase des-
ordenada a una ordenada. Una forma de caracterizar esta transición es por medio
de un parámetro de orden que se relaciona con el grado de simetŕıa de una fase del
sistema [59]. La polarización del grupo mostrada en [1], aumenta a medida que la










donde ôi es el vector unitario de dirección del robot i y [0 ≤ ρ ≤ 1].
4.2.4 Distancia promedio al centro del enjambre
La métrica de unión nos permite determinar si el enjambre está formado por
un sólo grupo o si existen subgrupos que se mueven independientes entre śı. Cuando
existe un sólo grupo en el enjambre, la distancia promedio al centro del enjambre
nos permite obtener una medida de que tan cerca están los miembros del enjambre






dE(ci − cgrupo) (4.9)
donde dE(ci − cgrupo) es la distancia euclidiana entre la posición del robot i y
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Las métricas anteriores están definidas para un instante de tiempo determinado
tk = k dt, k ∈ {1, 2, 3, . . . Tt}. Para evaluar el comportamiento global del experimento
durante todo el tiempo de simulación tsim es necesario promediar el valor obtenido












siendo tsim el tiempo total de simulación y dt el intervalo de tiempo o paso de
integración.
4.3 Experimentos en tres dimensiones
Para evaluar el funcionamiento del modelo de comportamiento se simularon
experimentos en tres dimensiones, considerando la discretización del campo de per-
cepción del robot en sectores correspondientes a los sensores. Esto nos permite emular
un comportamiento similar al mostrado por aves o peces como describe el modelo
propuesto por Couzin et al. [1].
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4.3.1 Movimiento colectivo
Como se mencionó en el Caṕıtulo 2, la tarea de movimiento colectivo consiste
en el desplazamiento de individuos en una misma dirección. Se utilizó además la
zona de influencia para obtener un comportamiento de tipo presa - depredador, en
el cual la presa es un punto de influencia que sigue una determinada trayectoria y el
enjambre de robots actúa como depredadores siguiendo este punto de influencia. El
punto de influencia se mueve a una velocidad de 0.65 m/s, siguiendo una trayectoria
circular con un radio de 5 metros, al mismo tiempo que realiza cambios de altitud.
En la Figura 4.2 el punto de influencia se muestra como un cuadrirrotor en color
rojo y la trayectoria que sigue se muestra como una ĺınea punteada.
Figura 4.2: Trayectoria seguida por el punto de influencia
Investigamos diferentes combinaciones de parámetros de comportamiento que
determinen condiciones en las que el enjambre se mueva como un grupo y al mismo
tiempo siga al punto de influencia. De esta forma se puede guiar a todo un grupo
hacia una ubicación cuando sólo un individuo conoce la trayectoria que debe se-
guir. Estos parámetros de comportamiento son el ancho de la zonas de repulsión
∆R, orientación ∆O, atracción ∆A e influencia ∆I . La Tabla 4.1 muestra todos los
parámetros usados en las simulaciones de esta tarea y para cada combinación de
parámetros de comportamiento se realizaron 5 simulaciones.
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Tabla 4.1: Parámetros de simulación de movimiento en tres dimensiones
Parámetro Descripción Valor Unidades
∆R Zona de repulsión 0.5, 1.0, 1.5 m
∆O Zona de orientación 1, 2, 3, 4, 5 m
∆A Zona de atracción 1, 3, 5 m
∆I Zona de influencia 5, 10 m
N Número de individuos 5, 10, 20
tmax tiempo de simulación 90 s
dt paso de integración 0.01 s
vmax velocidad máxima 1 m/s
En la Figura 4.3 se puede observar el resultado de tres métricas usadas para
evaluar al enjambre en la tarea desarrollada, cuando el ancho de la zona de influencia
∆I es de 5 m. El número de colisiones por robot ncol/N es elevado para el enjambre
de 20 robots con ∆R = 0.5 m, pero con valores de ∆R de 1 o 1.5 m el número de
colisiones por robot se vuelve cero en muchos casos. Las gráficas de polarización
ρ nos muestran que a mayor número de robots es menor la alineación entre ellos,
obteniendo mejores resultados mientras menor sea el valor de ∆R y mayor sea el
valor de ∆O. En cuanto a la distancia promedio al centro del enjambre δcen, como es
de esperase aumenta al aumentar el número de robots, pero además se ve afectada
por el valor de ∆R.
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Figura 4.3: Cantidad de colisiones por robot, polarización de grupo y distancia pro-
medio al centro del grupo en el experimento en tres dimensiones. Zona de Influencia
∆I = 5 m. Cada punto en la gráfica es el promedio de 5 repeticiones.
Como se ve en la Figuras 4.4, 4.5 y 4.6 es posible obtener un enjambre de
robots que se mueva en grupo, al mismo tiempo que sigue un punto de influencia,
para diferentes cantidades de robots (5, 10 y 20 respectivamente).
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Figura 4.4: Secuencia de comportamiento del experimento en tres dimensiones con
N = 5, ∆R = 1 m, ∆O = 2 m, ∆A = 1 m y ∆I = 5 m
Figura 4.5: Secuencia de comportamiento del experimento en tres dimensiones con
N = 10, ∆R = 1 m, ∆O = 3 m, ∆A = 1 m y ∆I = 5 m
Figura 4.6: Secuencia de comportamiento del experimento en tres dimensiones con
N = 20, ∆R = 1 m, ∆O = 3 m, ∆A = 5 m y ∆I = 5 m
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4.3.2 Movimiento colectivo y obstáculo
Para comprobar que el comportamiento es robusto ante cambios en el entorno,
se agrega un obstáculo con forma de cilindro que tiene un diámetro de 2 metros. La
trayectoria del punto de influencia es igual que en el experimento anterior. Se puede
apreciar en la Figura 4.7 que la trayectoria del punto de influencia pasa a través del
obstáculo, sin embargo el enjambre de robots debe evitarlo.
Figura 4.7: Trayectoria seguida por el punto de influencia y ubicación del obstáculo
Los parámetros empleados en este experimento son los que se observan en la
Tabla 4.2 y de igual forma que en el experimento anterior cada combinación de
parámetros es simulada 5 veces.
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Tabla 4.2: Parámetros de simulación de movimiento en tres dimensiones con obstácu-
lo.
Parámetro Descripción Valor Unidades
∆R Zona de repulsión 0.5, 1.0, 1.5 m
∆O Zona de orientación 1, 3, 5 m
∆A Zona de atracción 1, 3, 5 m
∆I Zona de influencia 5, 10 m
N Número de individuos 5, 10, 20
tmax tiempo de simulación 90 s
dt paso de integración 0.01 s
vmax velocidad máxima 1 m/s
Como se puede apreciar en la Figura 4.8 el número de colisiones por robot
disminuye considerablemente para valores de la zona de repulsión de 1 y 1.5 m, lo
cual concuerda con lo observado en el experimento sin obstáculo. La polarización
aumenta mientras mayor sea la zona de orientación y también mientras menor sea
la zona de repulsión. A medida que aumentamos el número de robots aumenta el
volumen total del enjambre, como se refleja en la distancia promedio al centro del
enjambre. Este aumento en el volumen del enjambre ocasiona que los robots en los
extremos consideren menos vecinos al momento de elegir la dirección a seguir.
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Figura 4.8: Cantidad de colisiones por robot, polarización de grupo y distancia pro-
medio al centro del grupo en el experimento en tres dimensiones con obstáculo. Zona
de Influencia ∆I = 5 m. Cada punto en la gráfica es el promedio de 5 repeticiones.
En la Figura 4.9 se observa un ejemplo de las trayectorias dibujadas por un
enjambre de 5 robots. A pesar de que la trayectoria de el punto de influencia pasa
a través del obstáculo, los robots se alejan para evitar el obstáculo y vuelven a
acercarse al punto de influencia.
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Figura 4.9: Ejemplo de las trayectorias seguidas por el enjambre para evitar el
obstáculo. Enjambre de 5 robots con ∆R = 1.0, ∆O = 3.0, ∆A = 3.0 y ∆I = 5.0
A continuación se muestran secuencias de este experimento con diferentes
parámetros de comportamiento. Las Figuras 4.10, 4.11 y 4.12 corresponden a en-
jambres de 5, 10 y 20 robots respectivamente, con zonas de influencia ∆I = 10 m.
Para este experimento, las combinaciones de parámetros con ∆I = 10 m tuvieron
un mayor porcentaje de éxito al seguir la trayectoria del punto del influencia. En el
caso de las combinaciones con ∆I = 5 m, en ciertas ocasiones algunos robots o todo
el enjambre dejan de seguir el punto de influencia.
Figura 4.10: Secuencia de comportamiento del experimento en tres dimensiones con
N = 5, ∆R = 1 m, ∆O = 3 m, ∆A = 1 m y ∆I = 10 m
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Figura 4.11: Secuencia de comportamiento del experimento en tres dimensiones con
N = 10, ∆R = 1 m, ∆O = 3 m, ∆A = 1 m y ∆I = 10 m
Figura 4.12: Secuencia de comportamiento del experimento en tres dimensiones con
N = 20, ∆R = 1 m, ∆O = 5 m, ∆A = 5 m y ∆I = 10 m
Es importante considerar la zona de influencia al momento de diseñar un com-
portamiento como el mostrado en este experimento. Si la zona de influencia es muy
pequeña y la polarización del enjambre es pobre, entonces el punto de influencia
terminaŕıa alejándose hasta salir del rango de percepción de los robots. Como se
observa en la Figura 4.12, cuando el enjambre es muy grande algunos robots tienden
a quedarse muy atrás; si la zona de influencia y atracción fueran muy pequeñas,
entonces estos robots no podŕıan detectar el punto de influencia ni a otros robots,
por lo que terminaŕıan separándose del grupo.
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4.4 Experimentos en dos dimensiones
La detección de robots vecinos puede ser complicada en un espacio tridimen-
sional, debido a que se requiere una mayor cantidad de sensores, lo que se dificulta
en robots pequeños por cuestión de espacio y capacidad de carga. Para evitar estas
complicaciones en futuras implementaciones del modelo, en este caso la altura desea-
da para cada robot se fija en un metro, lo que restringe el movimiento del enjambre
a un plano.
4.4.1 Navegación con obstáculos
Para evaluar la capacidad del enjambre para responder a cambios en su entorno,
en esta tarea los robots deben desplazarse de un lado al otro de la arena y evitar dos
obstáculos. Como se muestra en la Figura 4.13, los robots inician con orientaciones y
posiciones aleatorias dentro del rectángulo en el lado izquierdo y deben desplazarse
hasta la ĺınea verde en el lado derecho de la arena, evitando dos obstáculos de 1.5
m de diámetro. Para que los robots se muevan en la dirección deseada se simula un
punto de influencia en el lado derecho del área de prueba y el parámetro del ancho
de la zona de influencia se fija en un valor alto para que puedan detectar su objetivo
en todo momento. El resto de parámetros de la simulación se muestran en la Tabla
4.3.
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Figura 4.13: Arena para experimento de navegación con obstáculos.
Tabla 4.3: Parámetros de simulación de navegación con obstáculos.
Parámetro Descripción Valor Unidades
∆R Zona de repulsión 0.5 - 2.5 m
∆O Zona de orientación 1 - 5 m
∆A Zona de atracción 1 - 5 m
N Número de individuos 5 - 20
tmax tiempo de simulación 300 s
dt paso de integración 0.05 s
zd altitud deseada 1 m
vmax velocidad máxima 0.5 m/s
En la Figura 4.14 se presentan las colisiones por robots para todas las combina-
ciones de parámetros. Como en los experimentos anteriores, el número de colisiones
disminuye considerablemente con zonas de repulsión a partir de 1 m. En cuanto al
tiempo necesario para que el enjambre complete el recorrido se muestra en la Figura
4.15 que valores altos de repulsión logran menores tiempos.





Figura 4.14: Colisiones por robot para diferentes tamaños de enjambre y diferentes
parámetros de comportamiento en el experimento de navegación con obstáculos.
Cada punto en la gráfica es el promedio de 10 repeticiones.
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Figura 4.15: Tiempo en que todos los robots completan el recorrido para diferentes
tamaños de enjambre y diferentes parámetros de comportamiento en el experimento
de navegación con obstáculos. Cada punto en la gráfica es el promedio de 10 repeti-
ciones.
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En la Tabla 4.4 se muestran las combinaciones de parámetros que obtuvieron los
mejores resultados en esta tarea. Se presentan los resultados del número de colisiones
por robot, aśı como el tiempo que tardó el primer robot en llegar al objetivo t1 y el
tiempo que tardó todo el enjambre tN . Mientras más grande es el enjambre, mayor
es el tiempo que tarda en completar el recorrido porque aumenta el número de
interacciones entre robots al momento de esquivar los obstáculos.
Tabla 4.4: Resultados del experimento de navegación con obstáculos
N ∆R ∆O ∆A ncol / N t1 (s) tN (s)
5
1 4 5 0 70.96 81.88
1 1 1 0.02 69.52 81.43
1 4 1 0.08 69.11 81.33
1.5 1 4 0 69.41 83.70
1 1 1 0.10 70.50 81.53
10
0.5 5 4 1.55 68.39 88.79
1 5 3 0.50 68.82 93.96
1 5 4 0.55 69.21 93.91
1 5 1 0.26 68.90 95.06
0.5 5 1 1.46 68.63 90.66
20
1 5 5 0.89 69.07 120.04
1 5 4 0.81 71.86 121.09
1 5 3 0.94 70.38 121.43
1 5 2 0.92 69.20 121.87
1 4 4 0.78 69.62 124.39
En las Figuras 4.16, 4.17 y 4.18 se muestran ejemplos de las simulaciones de
este experimento. Las ĺıneas punteadas en color azul representan las trayectorias
de los robots del enjambre. Se puede observar que los robots logran detectar los
obstáculos y giran para evitarlos.
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Figura 4.16: Ejemplo de simulación de navegación con obstáculos. Enjambre de 5
robots, ∆R = 1 m, ∆O = 4 m y ∆A = 5 m
Figura 4.17: Ejemplo de simulación de navegación con obstáculos. Enjambre de 10
robots, ∆R = 0.5 m, ∆O = 5 m y ∆A = 4 m
Figura 4.18: Ejemplo de simulación de navegación con obstáculos. Enjambre de 20
robots, ∆R = 1 m, ∆O = 5 m y ∆A = 4 m
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4.4.2 Agregación y movimiento colectivo
La tarea de agregación consiste en reunir un conjunto de individuos muy cerca
entre śı, mientras que el movimiento colectivo implica el desplazamiento de un grupo
de individuos en una misma dirección.
Para poner a prueba estas dos tareas, los miembros del enjambre inician disper-
sos, con posiciones y orientaciones aleatorias dentro de una arena cuadrada de 500 a
2000 m2 dependiendo de la cantidad de individuos. Los robots se mueven dentro de
esta arena e interactúan para formar un grupo que se mueva coordinadamente. Para
analizar el comportamiento emergente del enjambre, se exploran diferentes valores
para los anchos de las zonas de comportamiento (0.5, 1.0, 1.5 2.0, 2.5) m para la
zona de repulsión ∆R y (1.0, 2.0, 3.0, 4.0, 5.0) m para las zonas de orientación ∆O
y atracción ∆A. Estos valores dan un total de 125 combinaciones de parámetros.
Cada combinación de parámetros es repetida 10 veces para obtener un promedio.
Para verificar la capacidad del modelo ante cambios en el tamaño del enjambre se
proponen tres tamaños de enjambre para la realización de la tarea, 5, 10 y 20 robots.
La Tabla 4.5 resume los parámetros utilizados para simular la tarea de agregación y
movimiento coordinado.
Tabla 4.5: Parámetros de simulación para agregación y movimiento colectivo
Parámetro Descripción Valor Unidades
∆R Zona de repulsión 0.5 - 2.5 m
∆O Zona de orientación 1 - 5 m
∆A Zona de atracción 1 - 5 m
N Número de individuos 5 - 20
tmax tiempo de simulación 300 s
dt paso de integración 0.05 s
zd altitud deseada 1 m
vmax velocidad máxima 0.5 m/s
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En la Figura 4.19 se presenta el número de colisiones por robot para cada
tamaño de enjambre. Similar a los experimentos en 3 dimensiones, la mayor cantidad
de colisiones se presenta cuando el ancho de la zona de repulsión ∆R es de 0.5 m,
mientras que con valores mayores o iguales a 1 m se reducen considerablemente las
colisiones. El ancho de las zonas de atracción ∆A y orientación ∆O también tienen
efecto en el número de colisiones pero en menor medida.
En el caso de la polarización del enjambre (Figura 4.20) los mejores resultados
se observan con valores altos de la zona de orientación y atracción, aśı como valores
intermedios de la zona de repulsión. Mientras mayor es el número de robots en el
enjambre menor es la polarización que se alcanza. En cuanto a la métrica de unión
Φunion (Figura 4.21), los mejores resultados se obtienen con valores grandes en la
zonas de orientación y atracción.





Figura 4.19: Cantidad de colisiones por robot para diferentes tamaños de enjambre
y diferentes parámetros de comportamiento en el experimento de agregación y mo-
vimiento colectivo. Cada punto en la gráfica es el promedio de 10 repeticiones.





Figura 4.20: Polarización promedio durante el tiempo de simulación para diferentes
tamaños de enjambre y diferentes parámetros de comportamiento en el experimento
de agregación y movimiento colectivo. Cada punto en la gráfica es el promedio de
10 repeticiones.





Figura 4.21: Unión promedio durante el tiempo de simulación para diferentes ta-
maños de enjambre y diferentes parámetros de comportamiento en el experimento
de agregación y movimiento colectivo. Cada punto en la gráfica es el promedio de
10 repeticiones.
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La Tabla 4.6 muestra las combinaciones de parámetros que obtuvieron los
mejores resultados para los 3 tamaños de enjambre.
Tabla 4.6: Resultados del experimento de agregación y movimiento colectivo
N ∆R ∆O ∆A ncol / N ρ Φunion
5
1.5 5 3 0.000 0.941 0.984
2.5 5 5 0.000 0.940 0.981
2.5 5 4 0.000 0.933 0.976
1.5 4 3 0.000 0.926 0.971
1.5 5 4 0.000 0.929 0.968
10
1.5 4 5 0.100 0.853 0.960
2 5 4 0.010 0.837 0.954
2 5 5 0.060 0.843 0.953
1.5 5 5 0.140 0.859 0.943
1 5 4 0.140 0.862 0.937
20
1 5 5 1.390 0.824 0.958
1 5 4 1.650 0.771 0.943
1.5 5 2 0.700 0.741 0.924
1.5 5 4 1.990 0.736 0.957
1 4 5 2.485 0.758 0.942
En la Figuras 4.22, 4.23 y 4.24 se muestran capturas del experimento con 5,
10 y 20 robots respectivamente, utilizando zonas de orientación ∆O = 1 m y de
atracción ∆A = 1 m. Además, debajo de las capturas se muestra la polarización del
enjambre a lo largo del tiempo del experimento. Se puede observar que se forman
pequeños subgrupos que se mueven en diferentes direcciones, sin lograr agrupar a
todos los robots en un único grupo.
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Figura 4.22: Ejemplo de simulación de agregación y movimiento colectivo con 5
robots. ∆R = 1 m, ∆O = 1 m y ∆A = 1 m. Se muestra además la polarización del
grupo.
Figura 4.23: Ejemplo de simulación de agregación y movimiento colectivo con 10
robots. ∆R = 1 m, ∆O = 1 m y ∆A = 1 m. Se muestra además la polarización del
grupo.
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Figura 4.24: Ejemplo de simulación de agregación y movimiento colectivo con 20
robots. ∆R = 1 m, ∆O = 1 m y ∆A = 1 m. Se muestra además la polarización del
grupo.
En la Figura 4.25 se muestran capturas de diferentes instantes de tiempo del
experimento y también la polarización del enjambre de 5 robots. En esta ocasión
los valores de la zonas de orientación y atracción son mayores, lo que nos da como
resultado un comportamiento más deseado para esta tarea. Aproximadamente partir
de los 35 segundos los 5 robots se mueven como un sólo grupo y siguen aśı hasta que
llegan al ĺımite del área, cuando algunos comienzan a girar y se pierde la polarización
por un pequeño instante. Algo importante a resaltar es que no todos los robots
necesitan detectar el ĺımite del área como ocurre en la imagen de los 90 s, donde sólo
tres robots se acercan lo suficiente a este ĺımite y los otros dos giran para moverse
en la misma dirección que todo el grupo.
Para el enjambre de 10 robots mostrado en la Figura 4.26 se utiliza una zona de
orientación ∆O = 4 m y una zona de atracción ∆A = 5 m. El tiempo para alcanzar
el movimiento colectivo es aproximadamente 53 segundos y se mantiene durante el
resto de la simulación. Algo similar ocurre en el ejemplo de 20 robots que se presenta
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en la Figura 4.27, donde se utiliza una zona de orientación ∆O = 5 m y una zona de
atracción ∆A = 5 m. En este caso se alcanza una polarización del enjambre de forma
lenta. El movimiento colectivo se mantiene hasta que el enjambre llega al ĺımite del
área donde se produce un desorden en la orientación del enjambre y toma un poco
de tiempo para volver al valor máximo de polarización.
Figura 4.25: Ejemplo de simulación de agregación y movimiento colectivo con 5
robots. ∆R = 1.5 m, ∆O = 5 m y ∆A = 3 m. Se muestra además la polarización del
grupo.
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Figura 4.26: Ejemplo de simulación de agregación y movimiento colectivo con 10
robots. ∆R = 1.5m, ∆O = 4m y ∆A = 5m. Se muestra además la polarización del
grupo.
Figura 4.27: Ejemplo de simulación de agregación y movimiento colectivo con 20
robots. ∆R = 1m, ∆O = 5m y ∆A = 5m. Se muestra además la polarización del
grupo.
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Mientras mayor es el número de robots en el enjambre, mayor es la zona de
orientación necesaria para obtener un movimiento colectivo. En la Figura 4.28 se
muestra un ejemplo de simulación con 50 robots, en un área de 75 x 75 m y un
tiempo de simulación de 600 segundos. En este caso se utiliza un zona de orientación
∆O = 5 m y una zona de atracción ∆A = 5 m. El tamaño de la zona de atracción
es suficiente para mantener a todos los robots juntos, pero el tamaño de la zona
de orientación no es suficiente para que el enjambre llegue a un consenso sobre la
dirección a seguir, lo cual se aprecia en la gráfica de la polarización del enjambre en
la Figura 4.29.
Figura 4.28: Ejemplo de simulación de agregación y movimiento colectivo con 50
robots. ∆R = 1m, ∆O = 5m y ∆A = 5m.
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Figura 4.29: Polarización de grupo del enjambre de 50 robots. ∆R = 1m, ∆O = 5m
y ∆A = 5m.
En la Figura 4.30 se incrementó el tamaño de la zona de orientación a un valor
de 15 m, con el fin de obtener un comportamiento similar al observado previamente
con enjambres de menos robots. De esta forma los 50 robots logran moverse en la
misma dirección y el enjambre se mueve como un solo grupo.
Figura 4.30: Ejemplo de simulación de agregación y movimiento colectivo con 50
robots. ∆R = 1m, ∆O = 15m y ∆A = 5m.
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Una vez que los robots están cerca unos a otros comienzan a moverse en la
misma dirección como un sólo grupo. Esto se puede apreciar en la figura 4.31 donde
se grafica la polarización del enjambre durante todo el tiempo de simulación. Esta
gráfica nos muestra que todos los robots se mueven en la misma dirección la mayor
parte del tiempo a excepción de los primeros 90 segundos y en los momentos en que
el enjambre llega al ĺımite del área de prueba. En la gráfica de la Figura 4.32 se
muestra la distancia promedio de cada robot al centro del enjambre. Se puede ver
que los robots inician dispersos y por eso el valor inicial es muy grande, pero cuando
logran agruparse permanecen juntos y la distancia promedio al centro del enjambre
vaŕıa muy poco.
Por último, en la Figura 4.33 se muestra el número de robots en cada estado
de comportamiento a lo largo del experimento. Se muestra el promedio de 10 repe-
ticiones con su desviación estándar. En un inicio la mayoŕıa de los robots están en
un estado de orientación - atracción, pero a medida que se acercan unos con otros la
mayoŕıa de los robots pasa a un estado de orientación. Se pueden apreciar también
incrementos en el número de robots en el estado de repulsión que corresponden con
los momentos en que el enjambre llega al ĺımite del área y comienza a girar, por lo
que el enjambre tiene que reordenarse.
Figura 4.31: Polarización de grupo del enjambre de 50 robots. ∆R = 1m, ∆O = 15m
y ∆A = 5m.
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Figura 4.32: Distancia promedio al centro del enjambre de 50 robots. ∆R = 1m,
∆O = 15m y ∆A = 5m.
Figura 4.33: Número de robots en cada estado de comportamiento en la tarea de
agregación y movimiento coordinado con 50 robots, ∆R = 1m, ∆O = 15m y ∆A =
5m. Se muestra la media y desviación estándar de 10 repeticiones
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Conclusiones y Trabajo a
Futuro
En este trabajo de investigación se ha propuesto un enfoque de modelo de
comportamiento bioinspirado para la coordinación de un grupo de robots cuadri-
rrotores. Este enfoque se basa en reglas simples de comportamiento que dependen
de información local percibida por cada robot, contrario a otros enfoques que de-
penden de información global o control centralizado. El modelo de comportamiento
bioinspirado está basado en modelos propuestos en la literatura para estudiar el
comportamiento de animales moviéndose en grupo, pero adaptado a las capacida-
des sensoriales de los robots. Las principales contribuciones de este trabajo son la
adaptación del modelo de comportamiento y la implementación de la plataforma de
simulación para su validación.
Para validar el modelo de comportamiento se desarrolló una plataforma de
simulación que incorpora el modelo dinámico de un cuadrirrotor y controladores
PID para regular su vuelo, aśı como las limitaciones sensoriales que podŕıa tener un
robot real. De esta forma se logró simular enjambres con distintas configuraciones
paramétricas para estudiar el comportamiento colectivo emergente.
Los resultados de las simulaciones tanto en 3 dimensiones como en 2 dimen-
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siones muestran que es posible lograr un movimiento colectivo de los miembros del
enjambre con el modelo de comportamiento implementado. El cambio en los paráme-
tros de cada individuo (∆R, ∆O, ∆A) afecta el comportamiento general del enjambre.
El ancho de la zona de repulsión ayuda a mantener una distancia entre robots, consi-
guiendo disminuir el número de colisiones. Los experimentos realizados nos muestran
que el valor más adecuado para la zona de repulsión es de 1 m. Valores menores a 1
m ocasionan un gran número de colisiones, mientras que valores mayores no mues-
tran una mejoŕıa significativa y tienen un efecto negativo en otras métricas como la
polarización.
La polarización se ve mejorada principalmente por la zona de orientación y
en menor medida por la zona de atracción; mientras más grandes son estas dos
zonas mejor es la alineación que se obtiene entre los individuos y por consecuencia
el enjambre se mueve como un grupo bien ordenado. La zona de atracción permite
mantener cerca a los robots vecinos, evitando que se separen y ayudando a mantener
un sólo grupo.
La simulación de tareas con obstáculos demostraron que el comportamiento
que se obtiene se puede adaptar a cambios en el entorno. Esto es de gran importan-
cia ya que no limita el área de operación del enjambre a un espacio predefinido, sino
que le permite operar en entornos desconocidos. Los diferentes tamaños de enjam-
bre simulados demuestran que el comportamiento es escalable en cierta medida; al
incrementa el número de robots en el enjambre, el desempeño tiende a decaer. Esta
decremento del desempeño se debe a que el modelo de comportamiento considera
sólo una parte de los robots dentro del rango de detección, en función del número
de sensores. El uso del parámetro de influencia ∆I nos permite interactuar con el
enjambre para guiarlo a una actividad deseada; en este caso se utilizó para que el
enjambre se desplace sin que todos los robots conozcan la trayectoria a seguir.
Para un trabajo posterior se recomienda estudiar el efecto de utilizar mayores
velocidades en los robots y adaptar las reglas de comportamiento para responder
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mejor a velocidades más altas. El uso de velocidades más altas permitiŕıa utilizar
el enjambre en tareas al aire libre donde se necesite recorrer mayores distancias.
Además, queda pendiente la implementación del modelo de comportamiento en un
enjambre de robots reales. Para esto aún existen algunas complicaciones como el
rango de alcance de los sensores disponibles y establecer mecanismos que permitan
diferenciar entre otros robots y obstáculos.
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Durante el desarrollo de esta investigación se creó un prototipo de cuadrirrotor
con las caracteŕısticas necesarias para implementar las reglas de comportamiento
propuestas. El objetivo de este prototipo es realizar algunos experimentos para la
identificación de los parámetros necesarios para las simulaciones, aśı como servir
para futuros trabajos de investigación. El nombre del prototipo es Starling y se
puede observar en la Figura A.1.
Figura A.1: Prototipo Cuadrirrotor Starling
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A.1 Diseño
Se utilizó un software de diseño 3D para crear un modelo CAD (Diseño Asistido
por Computadora) de los componentes del cuadrirrotor. Las dimensiones (Figura
A.2) son de 382 mm de diámetro considerando los protectores de las hélices y 120
mm de altura. El cuerpo principal del cuadrirrotor se fabricó por medio de impresión
3D con material PLA. De esta forma es fácil la fabricación de piezas de repuesto, aśı
como el rediseño de las piezas para acomodar distintos componentes. Algunas de las
piezas impresas se pueden ver en la Figura A.3. Una vez ensamblada la estructura
del cuadrirrotor y montados todos los componentes, la masa total es de 420 g. La
bateŕıa de 1300 mAh le otorga una autonomı́a de vuelo de aproximadamente 10
minutos.
Figura A.2: Dimensiones del cuadrirrotor prototipo
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Figura A.3: Partes fabricadas con impresión 3D
A.2 Componentes
La Figura A.4 ilustra algunos de los componentes y sus ubicación en el cuadri-
rrotor. A continuación se describen con mayor detalle algunos de los componentes
de mayor relevancia.
Figura A.4: Componentes del prototipo
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A.2.1 Controlador de Vuelo
En el centro del cuadrirrotor se ubica una tarjeta controladora de vuelo CRIUS
MultiWii SE v2.6 la cual utiliza el software de código abierto MultiWii [60]. Esta tar-
jeta incorpora los sensores y sistemas de control necesarios para que el cuadrirrotor
pueda ejecutar las órdenes enviadas por el usuario. Algunas de sus caracteŕısticas son:
Tabla A.1: Caracteŕısticas del controlador de vuelo
CRIUS MultiWii SE v2.6
- Microcontrolador ATmega328p
- MPU-6050 acelerómetro 3 ejes + giroscopio 3 ejes
- Magnetómetro de 3 ejes HMC5883L
- Sensor digital de presión BMP85
- 6 canales de entrada
- 8 canales de salida
- Puerto FTDI para programación
- Puerto I2C
- Voltaje de operación 5 V
- Dimensiones 40 mm × 40 mm
A.2.2 Módulo ESP32
Se agregó un módulo ESP32-WROOM-32 para dotar al cuadrirrotor con la
capacidad de realizar vuelo autónomo. Este módulo nos permite tomar las lectu-
ras de los sensores de proximidad, procesar esta información y enviar las señales al
controlador de vuelo. Además la capacidad Wi-Fi y Bluetooth le permite establecer
comunicación inalámbrica con otros dispositivos. A continuación se enlistan algunas
de las caracteŕısticas de este módulo:
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Tabla A.2: Caracteŕısticas del módulo ESP32
ESP32-WROOM-32
- CPU Xtensa LX6 32-bits
- Frecuencia de reloj 80 MHz
- Wi-Fi 802.11 b/g/n
- Bluetooth v4.2 BLE
- 34 pines E/S programables
- Hasta 18 ADC de 12-bits
- Hasta 16 canales PWM
- 3 interfaces UART
- 2 interfaces I2C
- 4 temporizadores de 64-bits
- Voltaje de operación 3.3 V
- Dimensiones 51 mm × 27 mm
A.2.3 Sensores de proximidad
Para poder detectar a otros robots u obstáculos, se agregaron sensores láser de
rango por Tiempo de Vuelo (ToF) para medir distancias de manera precisa [61].
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Tabla A.3: Caracteŕısticas del sensor VL53L0X
Sensor VL53L0X
- Módulo miniatura
- Láser de 940 nm
- Microcontrolador embebido
- Medición de hasta 2 m
- Alta inmunidad a luz ambiental
- Alta inmunidad a la reflectancia del objetivo
- Interfaz I2C
- Voltaje de operación 3.3 V
A.2.4 Sistema de Propulsión
El sistema de propulsión consta de 4 motores sin escobillas MT1806 2280KV, 4
controladores electrónicos de velocidad (ESC) de 15 A y 4 hélices de 5 pulgadas. El
ESC recibe como entrada señales PWM del controlador de velocidad y env́ıa pulsos
de corriente a los embobinados del motor para controlar la velocidad. Los motores
sin escobillas presentan ventajas como mayor potencia, alta velocidad, menor peso,
control electrónico y bajo mantenimiento. Con las hélices seleccionadas cada motor
puede brindar un empuje máximo aproximado de 400 g.
A.2.5 Transmisor y Receptor de Radio Control
Se utiliza un mando a distancia para transmitir de manera inalámbrica las
señales de referencia (Td, φd, θd, ψd) del usuario que pilotea el cuadrirrotor. Se utiliza
un canal extra de este transmisor para cambiar entre modo manual (pilotado por
el usuario) y modo automático (pilotado por el CPU a bordo). En el cuadrirrotor
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se incorpora un receptor de radio control, el cual recibe las señales del mando a
distancia y las pasa al módulo ESP32. En la Figura A.5 se puede ver un diagrama
de la conexión de los principales componentes del prototipo.
Figura A.5: Diagrama de conexión de componentes del prototipo
A.3 Identificación de Parámetros
Para implementar una plataforma de simulación que sea consistente con el
sistema real, es necesaria la identificación de los parámetros usados en el modelo del
cuadrirrotor [62, 63, 64]. Estos parámetros son la masa del cuadrirrotor, longitud del
brazo, matrix de inercia, coeficiente de empuje y coeficiente de arrastre.
Una vez que se fabricó la estructura del cuadrirrotor y se ensamblaron todos
los componentes, se utilizó una báscula para determinar la masa del cuadrirrotor. La
longitud del brazo puede ser fácilmente medida con una regla o a partir del modelo
CAD. Al agregar la masa de cada componente en el modelo CAD es posible obtener
la matriz de inercia directamente del software de diseño 3D.
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Para obtener los coeficientes de empuje kT y de arrastre d, fue necesario cons-
truir un banco de pruebas que permita medir la velocidad del motor y el empuje
generado por la hélice (ver Figuras A.6). Este banco de pruebas consiste en un brazo
de palanca pivotado al centro, con un motor en un extremo y en el otro extremo
apoyado sobre una báscula digital. Se utiliza además un sensor infrarrojo para medir
la velocidad de giro de la hélice acoplada al motor. El giro de la hélice produce una
fuerza de empuje que hace rotar el brazo de palanca aplicando un fuerza equivalente
en el otro extremo apoyado en la báscula.
Figura A.6: Experimento para determinar coeficiente de empuje
Figura A.7: Experimento para determinar coeficiente de arrastre
Obteniendo la velocidad angular del rotor ωh, que genera un empuje suficiente
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Para determinar el coeficiente de arrastre es necesario modificar la posición
del motor y de todo el banco el pruebas como se observa en la Figura A.7. De esta
forma la fuerza producida por el brazo de palanca es debida al momento de torsión





donde l es la longitud del brazo de palanca.
Los parámetros del cuadrirrotor Starling se muestran en la Tabla A.4.




Ixx 7.92× 10−6 Kg m2
Iyy 7.92× 10−6 Kg m2
Izz 1.56× 10−5 Kg m2
kT 8.50× 10−7 N/(rad/s)2
d 1.46× 10−8 N m /(rad/s)2
Apéndice B
Código Simulador de Enjambre
de Cuadrirrotores
1 /////////////////////////////////////////////////////
// Simulador de enjambre de cuad r i r r o t o r e s
3 // Mario Agui l era Ruiz
// Doctorado en Ing en i e r i a E l e c t r i c a = FIME, UANL
5 /////////////////////////////////////////////////////
7 function r e s u l t=s imulate (TVeh ,dR,dO,dA, dI , vmax)
9 //Constantes f i s i c a s
g = 9 . 8 1 ; // cons tante de gravedad
11 m = 0 . 4 2 ; //masa
L = 0 . 1 1 ; // d i s t an c i a centro ro to r
13 k = 0 .0000008 ; // c o e f i c i e n t e de empuje
b = 0.0000000146 ; // c o e f i c i e n t e de a r r a s t r e
15 I = diag ( [ 7 . 9 2 e=6, 7 .92 e=6, 1 .56 e=5 ] ) ; // i n e r c i a s
kd = 0 . 2 5 ; // c o e f i c i e n t e de f r i c c i o n
17
//Tiempos de s imulac ion
19 t s t a r t = 0 ; // tiempo i n i c i a l
tend = 150 ; // tiempo f i n a l
21 dt = 0 . 0 5 ; // i n t e r v a l o
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t s = [ t s t a r t : dt : tend ] ; // vec t o r de t iempos
23 N = 1 + tend/dt ; // puntos en l a s imulac ion
25 //Vectores un i t a r i o s con d i r e c c i on de l o s sensores
sens = [ 0 . 9 2 3 0 . 3 8 2 ;
27 0 .382 0 . 9 2 3 ;
=0.382 0 . 9 2 3 ;




33 0 .923 =0 .382 ] ;
35 // Limites d e l area de s imulac ion
x min = 0 ;
37 x max = 45 ;
y min = 0 ;
39 y max = 45 ;
41 // //Punto de i n f l u e n c i a y o b s t a cu l o s
// i n f = [60 10 1 ] ; // l o c a l i z a c i o n de i n f l u e n c i a
43 // obs = [14 . 5 10; 29.5 1 0 ] ; // l o c a l i z a c i o n de o b s t a cu l o s
// Mobs = s i z e ( obs ) ;
45 // Tobs = Mobs ( 1 ) ; // t o t a l de o b s t a cu l o s
// seeObs = 2; // rango de de t e cc i on de ob s t
47 // rObs = 0 . 5 ; // rad io de l o s o b s t a cu l o s
49 //Estado i n i c i a l d e l s i s tema
x = ones (3 ,TVeh ) ;
51 // Pos ic iones i n i c i a l e s a l e a t o r i a s
for i = 1 :TVeh
53 x (3 , i ) = 1 ; // a l t u r a de 1 m
i f i == 1 then
55 x (1 , i ) = x min + rand ( )* ( x max = x min ) ;
x (2 , i ) = y min + rand ( )* ( y max = y min ) ;
57 else
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while %T
59 s a f e = 0 ;
x (1 , i ) = x min + rand ( )* ( x max = x min ) ;
61 x (2 , i ) = y min + rand ( )* ( y max = y min ) ;
for j = 1 : i=1
63 dother = sqrt ( ( x (1 , i )=x (1 , j ) )ˆ2 + (x (2 , i )=x (2 , j ) ) ˆ 2 ) ;
i f dother > 0 .72 then
65 s a f e = s a f e + 1 ;
end
67 end






75 xdot = zeros (3 ,TVeh ) ; // v e l o c i d ad e s ca r t e s i ana s
theta = zeros (3 ,TVeh ) ; // po s i c i one s angu lares
77 theta ( 3 , : ) = rand (1 ,TVeh)*2* %pi ; // or i en tac i on a l e a t o r i a
thetadot = zeros (3 ,TVeh ) ; // v e l o c i d ad e s angu lares
79 theta d = zeros (3 ,TVeh ) ; //pos angu lares deseadas
theta d (3 , : )= theta ( 3 , : ) ;
81 zd = x ( 3 , : ) ; // a l t u r a deseada
vd=zeros (3 ,TVeh ) ; // ve l o c i dad deseada
83
85 f l a g i = 0 ;
f l a g f = 1 ;
87 x0 = zeros ( 3 , 1 ) ;
t0 = zeros ( 1 , 1 ) ;
89 d in f = zeros (1 ,TVeh ) ;
91 // Estruc tura para guardar es tado de l con t ro l ador
for i = 1 :TVeh
93 con t ro l l e r pa rams ( i ) = s t r u c t ( ’ dt ’ , dt , ’ I ’ , I , ’ k ’ , k ,
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’L ’ , L , ’b ’ , b , ’m’ , m, ’ g ’ , g ) ;
95 pc s t a t e ( i ) = s t r u c t ( ’ f l a g i ’ , f l a g i , ’ f l a g f ’ , f l a g f ,
’ x0 ’ , x0 , ’ t0 ’ , t0 ) ;
97 end
99
for t=t s // c i c l o p r i n c i p a l
101 ind = ind + 1 ;
103 for veh = 1 :TVeh //Para cada robo t
// v a r i a b l e s de vec inos de tec tados , o b s t a cu l o s e i n f l u e n c i a
105 nR = 0 ; nO = 0 ; nA = 0 ; nW = 0 ;
DetR = zeros ( 1 , 8 ) ;
107 DetOx = 0 ;
DetOy = 0 ;
109 detO = zeros ( 1 , 8 ) ;
DetA = zeros ( 1 , 8 ) ;
111 Det in f = zeros ( 1 , 8 ) ;




// In f l u en c i a
117 // Ca lcu lar d i s t an c i a a l punto de i n f l u e n c i a
d in f ( veh ) = sqrt ( ( i n f (1)=x (1 , veh ))ˆ2 + ( i n f (2)=x (2 , veh ) ) ˆ 2 ) ;
119 // agregar ruido
d in f ( veh ) = d in f ( veh ) + grand (1 , 1 , ’ nor ’ , 0 , 0 . 0 3 ) ;
121 // transformar coordenadas g l o b a l e s a coordenas d e l robo t i
[ Xinf tr , Y in f t r ] = transform1 (x (1 , veh ) , x (2 , veh ) , i n f ( 1 ) , i n f ( 2 ) ,
123 theta (3 , veh ) ) ;
// angulo d e l punto de i n f l u e n c i a con re spec t o a l robo t i
125 be = atan ( Yinftr , X in f t r ) ;
i f be < 0 then
127 be = (2* %pi)+be ;
end
129 //Determinar e l sensor que de t e c t a l a i n f l u e n c i a
Apéndice B. Código Simulador de Enjambre de Cuadrirrotores 99
for kk = 1 :8
131 a1 = (kk=1)*%pi/4=0.218;
a2 = (kk=1)*%pi/4+0.218;
133 i f a1 < 0 then
a1 = a1 + 2*%pi ;
135 end
i f be >= a1 & gamatr <= a2 then
137 i f d in f ( veh ) < dI then // v e r i f i c a r s i e s t a en rango




// Ca lcu lar v e c t o r dd in f
143 ddin f = Det in f * sens2 ;
dd in f = ddin f / ( sqrt ( dd in f (1)ˆ2 + ddin f (2 )ˆ2 ) + 0 . 000001 ) ;
145 // transformar coordenadas d e l robo t i a coordenadas g l o b a l e s
[ dd in fxt r , dd in f y t r ]= transform2 ( dd in f ( 1 ) , dd in f ( 2 ) , theta (3 , veh ) ) ;
147 Ainf = atan ( dd in fyt r , dd in f x t r ) ;
i f Ainf < 0 then






155 i f Tobs > 0 then
for o = 1 : Tobs
157 // c a l c u l a r d i s t an c i a a l o b s t a cu l o
dobs = sqrt ( ( obs ( o ,1)=x (1 , veh ))ˆ2 + ( obs ( o ,2)=x (2 , veh ) ) ˆ 2 ) ;
159 // agragar ruido
dobs = dobs + grand (1 , 1 , ’ nor ’ , 0 , 0 . 0 3 ) ;
161 // transformar coordenadas g l o b a l e s a coordenadas d e l robo t i
[ Xobtr , Yobtr ] = transform1 (x (1 , veh ) , x (2 , veh ) , obs ( o , 1 ) , obs ( o , 2 ) ,
163 theta (3 , veh ) ) ;
// angulo d e l o b s t a cu l o con re spec t o a l robo t
165 beobs = atan (Yobtr , Xobtr ) ;
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i f beobs < 0 then
167 beobs = beobs + 2*%pi ;
end
169 //Determinar e l sensor que de t e c t a e l o b s t a cu l o
for kk = 1 :8
171 a1 = (kk=1)*%pi/4=0.218;
a2 = (kk=1)*%pi/4+0.218;
173 i f a1 < 0 then
a1 = a1 + 2*%pi ;
175 end
i f beobs >= a1 & gamatr <= a2 then
177 i f dobs < seeObs + rObs then
nW = 1 ;







//Detectar l im i t e s d e l area de s imulac ion
187
for kk = 1 :8
189 ang ( kk ) = atan ( sens ( kk , 2 ) , sens (kk , 1 ) ) + ( theta (3 , veh ) = %pi/2 ) ;
i f ang ( kk ) >= 2*%pi then
191 ang ( kk ) = ang ( kk ) = 2*%pi ;
end
193 i f ang ( kk ) < 0 then
ang ( kk ) = ang ( kk ) + 2*%pi ;
195 end
newSens (kk , : ) = [ cos ( ang ( kk ) ) , sin ( ang ( kk ) ) ] ;
197 l imitX = x (1 , veh ) + ( newSens (kk , 1 )* seeObs ) ;
l imitY = x (2 , veh ) + ( newSens (kk , 2 )* seeObs ) ;
199 i f l imitX>x max | l imitX<x min | l imitY>y max | l imitY<y min
nW = 1 ;
201 Detobs (1 , kk ) = 1 ;
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// cambiar angulo de exp l o rac i on
203 Aexp( veh ) = ang ( kk)+( %pi/2)+(rand ( )* %pi ) ;
end
205 end
// Ca lcu lar v e c t o r de d i r e c c i on ddObs
207 ddObs1 = =Detobs * sens2 ;
ddObs = ddObs1 / ( sqrt ( ddObs1 (1)ˆ2 + ddObs1 (2 )ˆ2 ) +0.000001) ;
209 //Transformar coordenadas l o c a l e s a coordenadas g l o b a l e s




215 //Dis tanc ia a o t ro s v e h i c u l o s
for j j = 1 :TVeh
217 i f veh <> j j then
d i s t = sqrt ( ( x (1 , j j )=x (1 , veh ))ˆ2 + (x (2 , j j )=x (2 , veh ) ) ˆ 2 ) ;
219 // agregar ruido
d i s t = d i s t + grand (1 , 1 , ’ nor ’ , 0 , 0 . 0 3 ) ;
221
// pos i c i on de l robo t j j con re spec t o a l robo t i
223 [ Xtr , Ytr ]= transform1 (x (1 , veh ) , x (2 , veh ) , x (1 , j j ) , x (2 , j j ) ,
theta (3 , veh ) ) ;
225 // angulo d e l robo t j j con re spec t o a l robo t i
gamatr = atan (Ytr , Xtr ) ;
227 i f gamatr < 0 then
gamatr = 2*%pi + gamatr ;
229 end
231 //Determinar que sensor d e t e c t a a l robo t
for kk=1:8
233 a1 = (kk=1)*%pi/4=0.218;
a2 = (kk=1)*%pi/4+0.218;
235 i f a1 < 0 then
a1 = a1 + 2*%pi ;
237 end
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i f gamatr >= a1 & gamatr <= a2 then
239 //Determinar l a zona de comportamiento
i f d i s t <= (0.36+dR) then
241 nR = nR + 1 ;
i f DetR(1 , kk)==0 | DetR(1 , kk)>d i s t then
243 DetR(1 , kk)=d i s t ;
end
245 end
i f d i s t > (0.36+dR) & d i s t <= (0.36+dR+dO) then
247 nO = nO + 1 ;
detO (1 , kk ) = 1 ;
249 DetOx = DetOx + cos ( theta (3 , j j ) ) ;
DetOy = DetOy + sin ( theta (3 , j j ) ) ;
251 end
i f d i s t > (0.36+dR+dO) & d i s t <= (0.36+dR+dO+dA) then
253 i f kk<=5 then
nA = nA + 1 ;
255 end
i f DetA(1 , kk)==0 | DetA(1 , kk)>d i s t then






end //end o f i f veh <> j j then
265 end // end o f f o r j j = 1 :TVeh
267 ////////////////////////////////////////////////////
////////////////////////////////////////////////////
269 //Comportamiento de r epu l s i on
i f nR >= 1 then
271 //Calcu lo de d i r e c c i on deseada
ddR1 = =DetR * sens3 ;
273 normaR=(sqrt (ddR1(1)ˆ2 + ddR1(2 )ˆ2 ) +0.000001) ;
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ddR = ddR1 / normaR ;
275 //Transformar d i r e c c i on deseada a coordenadas g l o b a l e s
[ ddRxr , ddRyr]= transform2 (ddR(1 ) ,ddR(2 ) , theta (3 , veh ) ) ;
277 AR = atan (ddRyr , ddRxr ) ;
i f AR < 0 then
279 AR = 2*%pi + AR;
end
281
t a r g e t = =0.5*vmax/dR* normaR + vmax ;
283
i f nW >= 1 then
285 xT = ddRxr + ddObsxr ;
yT = ddRyr + ddObsyr ;
287 else
xT = ddRxr ;
289 yT = ddRyr ;
end




297 //Comportamiento de o r i en tac i on
i f nR == 0 & nO >= 1 & nA == 0 then
299
ddO = atan (DetOy ,DetOx ) ;
301 ddOx = cos (ddO) ;
ddOy = sin (ddO) ;
303
Aexpx = cos (Aexp( veh ) ) ;
305 Aexpy = sin (Aexp( veh ) ) ;
307 t a r g e t = vmax ;
309 i f nW >= 1 then
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xT = ddOx + ddObsxr + Aexpx ;
311 yT = ddOy + ddObsyr + Aexpy ;
else
313 xT = ddOx ;
yT = ddOy ;
315 end
317 vd ( : , veh ) = ta rg e t * [ xT ; yT ; 0 ] ;






325 //Comportamiento de a t racc ion
i f nR == 0 & nO == 0 & nA >= 1 then
327 //Calcu lo de d i r e c c i on deseada
ddA1 = DetA * sens3 ;
329 normaA= ( sqrt (ddA1(1)ˆ2 + ddA1(2 )ˆ2 ) + 0 . 000001 ) ;
ddA = ddA1 / normaA ;
331 //Transformacion a coordenadas g l o b a l e s
[ ddAxr , ddAyr]= transform2 (ddA(1 ) ,ddA(2 ) , theta (3 , veh ) ) ;
333 AA = atan (ddAyr , ddAxr ) ;
i f AA < 0 then
335 AA = 2*%pi + AA;
end
337
Aexpx = cos (Aexp( veh ) ) ;
339 Aexpy = sin (Aexp( veh ) ) ;
341 t a r g e t = 0.5*vmax/dA* normaA + 0.5*vmax ;
343 i f nW >= 1 then
xT = ddAxr + ddObsxr + Aexpx ;
345 yT = ddAyr + ddObsyr + Aexpy ;
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else
347 xT = ddAxr ;
yT = ddAyr ;
349 end
theta d (3 , veh ) = atan (yT ,xT ) ;




357 //Comportamiento de o r i en tac i on y a t racc ion
i f nR == 0 & nO >= 1 & nA >= 1 then
359
ddO = atan (DetOy ,DetOx ) ;
361 ddOx = cos (ddO) ;
ddOy = sin (ddO) ;
363
ddA1 = DetA * sens3 ;
365 normaA= ( sqrt (ddA1(1)ˆ2 + ddA1(2 )ˆ2 ) + 0 . 000001 ) ;
ddA = ddA1 / normaA ;
367 [ ddAxr , ddAyr]= transform2 (ddA(1 ) ,ddA(2 ) , theta (3 , veh ) ) ;
AA = atan (ddAyr , ddAxr ) ;
369 i f AA < 0 then
AA = (6.2832)+AA;
371 end
373 Aexpx = cos (Aexp( veh ) ) ;
Aexpy = sin (Aexp( veh ) ) ;
375
t a r g e t = vmax ;
377
i f nW >= 1 then
379 xT = ddOx + ddAxr + ddObsxr + Aexpx ;
yT = ddOy + ddAyr + ddObsyr + Aexpy ;
381 else
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xT = ddOx + ddAxr ;
383 yT = ddOy + ddAyr ;
end
385 theta d (3 , veh ) = atan (yT ,xT ) ;






//Comportamiento de exp l o ra r
393 i f nR == 0 & nO == 0 & nA == 0 then
395 Aexpx = cos (Aexp( veh ) ) ;
Aexpy = sin (Aexp( veh ) ) ;
397
t a r g e t = vmax ;
399
i f nW >= 1 then
401 xT = ddObsxr + Aexpx ;
yT = ddObsyr + Aexpy ;
403 else
xT = Aexpx ;
405 yT = Aexpy ;
end
407
theta d (3 , veh ) = atan (yT ,xT ) ;





//Detec tar s i angulo es mayor a 360 grados o nega t i vo
417 i f theta d (3 , veh ) >= 2*%pi then
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theta d (3 , veh ) = theta d (3 , veh ) = 2*%pi ;
419 end
i f theta d (3 , veh ) < 0 then




425 //Contro l de v e l o c i dad cada 100 ms
i f modulo( t , 0 . 1 ) == 0
427 [ theta d ( : , veh ) , p c s t a t e ( veh ) ] = speed p id ( p c s t a t e ( veh ) ,
vd ( : , veh ) , xdot ( : , veh ) , theta d (3 , veh ) , t )
429 end
//Contro l de pos i c i on angu lar y a l t i t u d
431 [ i ( : , veh ) , c on t r o l l e r pa rams ( veh ) ] =
p i d c o n t r o l l e r ( c on t r o l l e r pa rams ( veh ) , thetadot ( : , veh ) , theta ( : , veh ) ,
433 xdot ( : , veh ) , x ( : , veh ) , zd ( veh ) , theta d ( : , veh ) ) ;
435 // Ca lcu lar fuerzas , momentos y a c e l e r a c i one s
omega ( : , veh ) = thetadot2omega ( thetadot ( : , veh ) , theta ( : , veh ) ) ;
437 a ( : , veh ) = a c c e l e r a t i o n ( i ( : , veh ) , theta ( : , veh ) , xdot ( : , veh ) ,
m, g , k , kd ) ;
439 omegadot ( : , veh ) = angu l a r a c c e l e r a t i o n ( i ( : , veh ) , omega ( : , veh ) ,
I , L , b , k ) ;
441
// Ac tua l i z a r es tado de l s i s tema
443 omega ( : , veh ) = omega ( : , veh ) + dt*omegadot ( : , veh ) ;
thetadot ( : , veh ) = omega2thetadot ( omega ( : , veh ) , theta ( : , veh ) ) ;
445 theta ( : , veh ) = theta ( : , veh ) + dt* thetadot ( : , veh ) ;
xdot ( : , veh ) = xdot ( : , veh ) + dt*a ( : , veh ) ;
447 x ( : , veh ) = x ( : , veh ) + dt*xdot ( : , veh ) ;
449 //Detectar s i angulo es mayor a 360 grados
i f theta (3 , veh ) >= 6.2832 then
451 theta (3 , veh ) = theta (3 , veh ) = 2*%pi ;
end
453 i f theta (3 , veh ) < 0 then
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theta (3 , veh ) = theta (3 , veh ) + 2*%pi ;
455 end
457 end //end o f veh = 1:TVeh







// Ca lcu lar empuje
469 function T = thrus t ( inputs , k )
T = [ 0 ; 0 ; k * sum( inputs ) ] ;
471 endfunction
473 // Ca lcu lar momentos .
function tau = torques ( inputs , L , b , k )
475 tau = [
L * k * ( inputs (1 ) = inputs ( 3 ) )
477 L * k * ( inputs (2 ) = inputs ( 4 ) )




// Ca lcu lar a c e l e r a c i on en e l marco de r e f e r en c i a i n e r c i a l
483 function a = a c c e l e r a t i o n ( inputs , ang les , ve l s , m, g , k , kd )
g rav i ty = [ 0 ; 0 ; =g ] ;
485 R = ro ta t i on ( ang l e s ) ;
T = R * th rus t ( inputs , k ) ;
487 Fd = =kd * v e l s ;
a = grav i ty + 1 / m * (T + Fd ) ;
489 endfunction
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491 // Ca lcu lar a c e l e r a c i on angu lar en e l marco de r e f e r en c i a d e l cuad r i r r o t o r
function omegad = angu l a r a c c e l e r a t i o n ( inputs , omega , I , L , b , k )
493 tau = torques ( inputs , L , b , k ) ;
omegad = inv ( I ) * ( tau = c r o s s ( omega , I * omega ) ) ;
495 endfunction
497
function omega = thetadot2omega ( thetadot , ang l e s )
499 phi = ang l e s ( 1 ) ;
theta = ang l e s ( 2 ) ;
501 p s i = ang l e s ( 3 ) ;
W = [
503 1 , 0 , =sin ( theta )
0 , cos ( phi ) , cos ( theta )* sin ( phi )
505 0 , =sin ( phi ) , cos ( theta )* cos ( phi )
] ;
507 omega = W * thetadot ;
endfunction
509
511 function thetadot = omega2thetadot (omega , ang l e s )
phi = ang l e s ( 1 ) ;
513 theta = ang l e s ( 2 ) ;
p s i = ang l e s ( 3 ) ;
515 W = [
1 , 0 , =sin ( theta )
517 0 , cos ( phi ) , cos ( theta )* sin ( phi )
0 , =sin ( phi ) , cos ( theta )* cos ( phi )
519 ] ;
thetadot = inv (W) * omega ;
521 endfunction
523
// Ca lcu lar matr iz de ro tac ion
525 function R = ro ta t i on ( ang l e s )
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phi = ang l e s ( 3 ) ;
527 theta = ang l e s ( 2 ) ;
p s i = ang l e s ( 1 ) ;
529
R = zeros ( 3 , 3 ) ;
531 R( : , 1) = [ cos ( phi ) * cos ( theta ) ;
cos ( theta ) * sin ( phi ) ;
533 = sin ( theta ) ] ;
R( : , 2) = [
535 cos ( phi ) * sin ( theta ) * sin ( p s i ) = cos ( p s i ) * sin ( phi ) ;
cos ( phi ) * cos ( p s i ) + sin ( phi ) * sin ( theta ) * sin ( p s i ) ;
537 cos ( theta ) * sin ( p s i )
] ;
539 R( : , 3) = [
sin ( phi ) * sin ( p s i ) + cos ( phi ) * cos ( p s i ) * sin ( theta ) ;
541 cos ( p s i ) * sin ( phi ) * sin ( theta ) = cos ( phi ) * sin ( p s i ) ;




//Contro lador PID de pos i c i on angu lar y a l t i t u d
547 function [ entrada , s t a t e ] = p i d c o n t r o l l e r ( s ta te , thetadot ,
theta , xdot , x , zd , theta d )
549 Kp = 30 ;
Ki = 0 . 5 ;
551 Kd = 6 ;
553 // I n i c i a r i n t e g r a r a cero
i f ˜ i s f i e l d ( s ta te , ’ i n t e g r a l ’ )
555 s t a t e . i n t e g r a l = zeros (3 , 1 ) ;
s t a t e . i n t e g r a l 2 = zeros (3 , 1 ) ;
557 end
559 // agregar ruido a l a s v e l o c i d ad e s angu lares
the tado t ru ido=thetadot + grand (3 , 1 , ’ nor ’ , 0 , 0 . 0 1 ) ;
561
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// Ca lcu lar empuje t o t a l
563 t o t a l = ( s t a t e . g + Kd * (0.0= xdot ( 3 ) ) + Kp * ( zd=x(3)+
grand (1 , 1 , ’ nor ’ , 0 , 0 . 0 1 ) ) ) * s t a t e .m / s t a t e . k /
565 ( cos ( s t a t e . i n t e g r a l ( 1 ) ) * cos ( s t a t e . i n t e g r a l ( 2 ) ) ) ;
567 // Ca lcu lar e r r o r e r s y entradas
e r r p i t ch1 = theta (1 ) = theta d ( 1 ) ;
569 i f e r r p i t ch1 >= 0 then
e r r p i t ch2 = e r rp i t ch1 = 6 . 2 832 ;
571 else
e r r p i t ch2 = 6.2832 + e r rp i t ch1 ;
573 end
i f abs ( e r r p i t c h1 ) <= abs ( e r r p i t ch2 ) then // e l e g i r ro tac ion mas cor ta
575 e r r p i t c h = e r rp i t ch1 ;
else
577 e r r p i t c h = e r rp i t ch2 ;
end
579
e r r r o l l 1 = theta (2 ) = theta d ( 2 ) ;
581 i f e r r r o l l 1 >= 0 then
e r r r o l l 2 = e r r r o l l 1 = 6 . 2 832 ;
583 else
e r r r o l l 2 = 6.2832 + e r r r o l l 1 ;
585 end
i f abs ( e r r r o l l 1 ) <= abs ( e r r r o l l 2 ) then // e l e g i r ro tac ion mas cor ta
587 e r r r o l l = e r r r o l l 1 ;
else
589 e r r r o l l = e r r r o l l 2 ;
end
591
erryaw1 = theta (3 ) = theta d ( 3 ) ;
593 i f erryaw1 >= 0 then
erryaw2 = erryaw1 = 6 . 2 832 ;
595 else
erryaw2 = 6.2832 + erryaw1 ;
597 end
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i f abs ( erryaw1 ) <= abs ( erryaw2 ) then // e l e g i r ro tac ion mas cor ta
599 erryaw = erryaw1 ;
else
601 erryaw = erryaw2 ;
end
603
e r r ang l e = [ e r r p i t c h ; e r r r o l l ; erryaw ] ;
605 e r r = Kd* the tado t ru ido + Kp* e r r ang l e + Ki* s t a t e . i n t e g r a l 2 ;
607 entrada = er r 2 i npu t s ( s ta te , err , t o t a l ) ;
609 // Ac tua l i z a r es tado de l con t ro l ador
s t a t e . i n t e g r a l = s t a t e . i n t e g r a l + s t a t e . dt .* thetadot ;
611 s t a t e . i n t e g r a l 2 = s t a t e . i n t e g r a l 2 + s t a t e . dt .* s t a t e . i n t e g r a l ;
endfunction
613
615 // Ca lcu lar l a s entradas r eque r i da s por e l s i s tema
function inputs = e r r 2 i npu t s ( s ta te , err , t o t a l )
617 e1 = e r r ( 1 ) ;
e2 = e r r ( 2 ) ;
619 e3 = e r r ( 3 ) ;
Ix = s t a t e . I (1 , 1 ) ;
621 Iy = s t a t e . I (2 , 2 ) ;
I z = s t a t e . I (3 , 3 ) ;
623 k = s t a t e . k ;
L = s t a t e . L ;
625 b = s t a t e . b ;
627 inputs = zeros (4 , 1 ) ;
inputs (1 ) = t o t a l /4 =(2 * b * e1 * Ix + e3 * I z * k * L)/(4 * b * k * L ) ;
629 inputs (2 ) = t o t a l /4 + e3 * I z /(4 * b) = ( e2 * Iy )/(2 * k * L ) ;
inputs (3 ) = t o t a l /4 =(=2 * b * e1 * Ix + e3 * I z * k * L)/(4 * b * k * L ) ;
631 inputs (4 ) = t o t a l /4 + e3 * I z /(4 * b) + ( e2 * Iy )/(2 * k * L ) ;
633 endfunction




639 //Contro lador PID de ve l o c i dad
function [ theta d , s t a t e ] = speed p id ( s ta te , vd , xdot , psid , t )
641
i f ˜ i s f i e l d ( s ta te , ’ esum ’ )
643 s t a t e . esum = zeros (3 , 1 ) ;
end
645 i f ˜ i s f i e l d ( s ta te , ’ epre ’ )
s t a t e . epre = zeros (3 , 1 ) ;
647 end






ev = vd = xdot ;
655
rxc = Kp1*ev (1 , 1 ) + Ki1* s t a t e . esum (1 , 1 ) + Kd1* s t a t e . epre ( 1 , 1 ) ;
657 ryc = Kp1*ev (2 , 1 ) + Ki1* s t a t e . esum (2 , 1 ) + Kd1* s t a t e . epre ( 2 , 1 ) ;
659 s t a t e . esum = s t a t e . esum + ev ;
s t a t e . epre = ev ;
661
i f s t a t e . esum(1 ,1)>100 then
663 s t a t e . esum(1 ,1)=0;
end
665 i f s t a t e . esum(2 ,1)>100 then
s t a t e . esum(2 ,1)=0;
667 end
669 thetac = 1/g * ( rxc *cos ( ps id )+ ryc * sin ( ps id ) ) ;
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phic = 1/g * ( rxc * sin ( ps id )= ryc *cos ( ps id ) ) ;
671




677 //Transformar coordenadas g l o b a l e s a s i s t coordenado de l robo t
function [ xtr , yt r ] = transform1 ( xi , yi , xj , yj , ang )
679 xtr = ( xj=x i )* sin ( ang ) = ( yj=y i )* cos ( ang ) ;
yt r = ( xj=x i )* cos ( ang ) + ( yj=y i )* sin ( ang ) ;
681 endfunction
683 //Transformar coordenas l o c a l e s a coordenadas g l o b a l e s
function [ ddxtr , ddytr ] = transform2 (dd1 , dd2 , ang )
685 ddxtr = dd1*cos ( ang=%pi/2) = dd2* sin ( ang=%pi/2 ) ;
ddytr = dd1* sin ( ang=%pi/2) + dd2*cos ( ang=%pi/2 ) ;
687 endfunction
