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In this work, the suitability of the lattice Boltzmannmethod is evaluated for the simulation
of subcritical turbulent flows around a sphere. Special measures are taken to reduce the
computational cost without sacrificing the accuracy of themethod. A large eddy simulation
turbulence model is employed to allow efficient simulation of resolved flow structures
on non-uniform computational meshes. In the vicinity of solid walls, where the flow is
governed by the presence of a thin boundary layer, local grid-refinement is employed in
order to capture the fine structures of the flow. In the test case considered, reference values
for the drag force in the Reynolds number range from 2000 to 10000 and for the surface
pressure distribution and the angle of separation at a Reynolds number of 10000 could be
quantitatively reproduced. A parallel efficiency of 80%was obtained on an Opteron cluster.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, the lattice Boltzmann method (LBM) has been established as a method for solving weakly compressible
and incompressible flow problems. The LBM was found to be competitive with traditional methods based on the direct
discretization of the Navier–Stokes equations in a wide range of applications with complex flow physics, including
multiphase flows, suspensions in fluids, and flows in porous media [1–3]. LBM has also been demonstrated to be an
efficient simulation tool for laminar flows [4]. However, the efficiency of LB methods for flow problems around bluff bodies
in the turbulent subcritical regime has not been investigated in depth, which may be due to the fact that parallel LBM
implementations based on turbulence models on non-uniform hierarchical grids require substantial programming effort.
Yet, the efficient simulation of turbulent engineering problems requires the use of non-uniform meshes to resolve the
large velocity gradients in the boundary layer. As a direct numerical simulation (DNS) of technically relevant turbulent
flows is prohibitively expensive, turbulence modeling is required. Two main types of turbulence models have previously
been introduced into the LBM context: Reynolds averaged Navier–Stokes (RANS) type models [5] and large eddy simulation
models (LES) [6]. Additionally, hybrid approaches have been developed, such as the detached Eddy simulation [7]. In RANS
models, a time- or ensemble-averaged velocity is computed and the turbulent features of the flow have to be modeled,
including all of the spatial scales. LES models, on the other hand, apply a spatial low-pass filter to the hydrodynamic fields.
The optimal filter would eliminate only high frequencies in the flow fieldwhile their influence on the large eddies, which are
resolved in the simulation, is modeled. However, the optimal filter could only be defined in Fourier space and, hence, would
require prohibitively large stencils. This is true for the lattice Boltzmannmodel and a classical finite differenceNavier–Stokes
solver alike. However, the simplest possible filter based on shear stress can be implemented very efficiently in the lattice
Boltzmann method because of the local availability of the shear stress in the non-equilibrium part of the distribution
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function. This information can be employed to implement an implicit local low-pass filter also for non-uniform grids at
very low computational cost.
In this article, an efficient implementation of a lattice Boltzmannmethod with LES turbulence modeling on non-uniform
grids is introduced, which allows a relatively simple turbulence modeling to be successfully applied to problems relevant in
engineering. The first part of this article will briefly recall some basic features of the lattice Boltzmann multiple-relaxation-
time method with a subgrid stress model. The second part will deal with extensions of the method for non-uniform grids.
In the third part, the method will be applied to the calculation of some distinct flow features of a sphere in a channel in the
subcritical regime.
2. Lattice Boltzmann method with subgrid stress model (LBM-SGS)
Unlike traditional numerical methods in Computational Fluid Dynamics that apply some discretization technique to
the Navier–Stokes equations, the lattice Boltzmann method is a discretization of the Boltzmann equation in a discrete
velocity space. Its solutions can be shown to converge asymptotically to the solution of the incompressible Navier–Stokes
equation [8]. The starting point for the derivation of the lattice Boltzmann method is a momentum density distribution of
identical particles, f (x, ξ, t). The distribution is discrete in space, velocity space, and time. In the lattice Boltzmann method
the discretization of space, called the lattice, corresponds exactly to the discretization of velocity space, so that a virtual
particle sitting on a node in the lattice moves to a neighboring node in a discrete time step. Hence, interpolation is not
required. The Navier–Stokes equation is found to be the equation of motion for the first moment
∑
i eifi of the momentum
distribution, provided that a sufficiently isotropic velocity set ei is used. A common choice for the lattice Boltzmann velocity
set is the D3Q19 (three dimensions, 19 speeds, cf. Appendix B) model [8]. Its microscopic velocity components correspond
to the third, fifth and seventh rows of the matrix given in Appendix C. The evolution of the lattice Boltzmann model can
be split into two steps: first, free streaming or propagation of the distribution fi according to its respective speed and,
second, collision on the lattice nodes. In order to obtain the Navier–Stokes equation, the collision operator has to fulfill some
conditions concerning conservation laws, Galilean invariance, and dissipation. Still, the collision operator is not uniquely
defined. Different choiceswill have different stability characteristics. In this paper, a version of amultiple-relaxation-time [9]
collision operator is employed. That specific versionwas used in previousworks of the authors (e.g. [10]) and the description
is recapped here.
The lattice Boltzmann model can be written as
fi(t +1t, x+ ei1t) = fi(t, x)+Ωi, i = 0, . . . , b− 1, (1)
where1t is the time step and the collision operator is given by
Ω = M−1S (Mf )−meq . (2)
MatrixM is the transformationmatrix given in Appendix C, composed of the 19 orthogonal basis vectors {8i, i = 0, . . . , b−
1} given in Appendix A, which are orthogonal with respect to a weighted inner product, ⟨8i,8j⟩w = ∑kΦikΦjkwk =
0, if i ≠ j (in contrast to [9], where ⟨8i,8j⟩ = ∑kΦikΦjk ≠ 0, if i ≠ j). The vector w is composed of the weights{wi, i = 0 . . . , b− 1}:
w =
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The momentsm = Mf are labeled as
m = (ρ, e, ϵ, jx, qx, jy, qy, jz, qz, 3pxx, 3πxx, pww, πww, pxy, pyz, pxz,mx,my,mz).
meq is the vector composed of the equilibrium moments given in Eq. (5) and S = {sii, i = 0, . . . , b − 1} is the diagonal
collision matrix. The non-zero collision parameters sii (the eigenvalues of the collision matrixM−1SM) are:
s1,1 = sa
s2,2 = sb
s4,4 = s6,6 = s8,8 = sc
s10,10 = s12,12 = sd (3)
s9,9 = s11,11 = s13,13 = s14,14 = s15,15 = −1t
τ
= sω
s16,16 = s17,17 = s18,18 = se.
The relaxation time τ is chosen as
τ = 3 ν
c2
+ 1
2
1t, (4)
where ν is the kinematic viscosity. The parameters sa, sb, sc, sd and se can be freely chosen in the range [−2, 0] and
tuned to improve stability [11]. While the optimal values for these parameters depend on both the geometry and the
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initial and boundary conditions of the specific system under consideration, reasonable values are given in [9]. We choose
sa = sb = sc = sd = se = −1.0. The non-zero equilibrium distribution functions {meqi , i = 0, . . . , 18} are given by
meq0 = ρ, meq3 = ρ0ux, meq5 = ρ0uy, meq7 = ρ0uz, (5a)
meq1 = eeq = ρ0(u2x + u2y + u2z ), (5b)
meq9 = 3peqxx = ρ0(2u2x − u2y − u2z ), (5c)
meq11 = peqzz = ρ0(u2y − u2z ), (5d)
meq13 = peqxy = ρ0uxuy, (5e)
meq14 = peqyz = ρ0uyuz, (5f)
meq15 = peqxz = ρ0uxuz, (5g)
where ρ0 is a constant density, ρ is a density variation, and the velocities are derived from the moments representing
momenta: uα = jα/ρ0.
The spatially filtered Navier–Stokes equation for the filtered velocity u¯ is formulated according to the turbulent-viscosity
hypothesis:
∂ u¯α
∂t
+ ∂ u¯α u¯β
∂xβ
= −∂P/ρ
∂xα
+ ∂
∂xβ
[
(ν0 + νT)

∂ u¯α
∂xβ
+ ∂ u¯β
∂xα
]
, (6)
where ν0 is the constant molecular viscosity (here and in the remainder of the text, whenever we use the term ‘‘viscosity’’,
we refer to kinematic viscosity as opposed to dynamic viscosity) and νT the time- and space-dependent turbulent viscosity.
Analogously, to implement an LBmodel for the filtered equation, we replace the relaxation rate τ in Eq. (3) with a time- and
space-dependent τtotal = τ0 + τT, which is computed as follows:
According to the Smagorinsky model, the eddy, or turbulent, viscosity νT depends on the strain rate:
νT = (CS1x)2‖S‖ (7)
with the strain rate tensor
Sαβ = 12

∂ u¯α
∂xβ
+ ∂ u¯β
∂xα

. (8)
CS is the Smagorinsky model constant, which we set to 0.18 for our simulations. The strain rate tensor can be locally
computed from the non-equilibrium distribution functions [12] f neq = M−1(Mf −meq) as
Sαβ = − 32τtotalc2Π
neq
αβ , (9)
where the momentum flux tensorΠneq is defined as
Π
neq
αβ =
−
i

eiαeiβ f
neq
i

. (10)
With Eq. (7), (9) and the equivalent of Eq. (4),
τtotal = 3c2 νtotal +
1
2
1t = 3
c2
(ν0 + νT)+ 121t, (11)
a quadratic equation for τtotal can be derived, with the solution
τtotal = 3c2 ν0 +
1
2
1t +

τ 20 + 18C
2
S1t
2Q
c2
− τ0
2
(12)
where Q =
∑
αβ 2Π
neq
αβ Π
neq
αβ .
3. LBM-SGS on hierarchical block structured grids
Due to the emergence of boundary layers in turbulent flows, high velocity gradients occur near solid walls. To capture
these features of the flow, the resolution required near walls is much higher than the resolution required in the rest of the
simulation domain. Thus, local refinement of the computational grid is a mandatory part of an efficient method for solving
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Fig. 1. Schematic view of the interface between two lattice Boltzmann grids with different resolution. Missing distributions on the fine nodeswx1 andwx2
are spatially and temporally interpolated from distributions at the coarse nodesw1−12 [15].
turbulent flow problems. In this work, a block-structured type of grid is used. In each block the resolution is fixed. At the
boundary between two blocks the spatial resolution can change by a factor of two.
The hyperbolic scaling 1tlc = 1xl1 with a level-independent microscopic velocity c is employed. The Mach and the
Reynolds numbers are thus equal on all grids. This naturally leads to a nested time stepping scheme. One time step on a
coarse grid corresponds to two time steps on the next finer grid level. An approach where the Mach number is scaled down
on finer grid levels to ensure convergence to the incompressibleNavier–Stokes equations can be found in [13]. That approach
requires four time steps on the fine grid during one time step on the coarse mesh.
The local value of the relaxation time τtotal is rescaled by introducing the level-dependence of the time step into Eqs. (12)
and (4), i.e.
τtotal = 3c2 ν0 +
1
2
1tl +

τ 20,l + 18C
2
S1tl
2Q
c2
− τ0,l
2
, (13)
τ0,l = 3ν0c2 +
1
2
1tl. (14)
It is important to note that the local relaxation time includes the contributions from the local eddy viscosity, which according
to Eq. (7) jumps by a factor of four at the grid interface as the eddy viscosity νT is proportional to the square of the filter
width (i.e. grid spacing). Thus the eddy viscosity contribution will go to zero for sufficiently fine grids, i.e. when the flow is
sufficiently resolved.
A typical grid interface is shown in Fig. 1. As the propagation step does not provide all distributions on one grid level at
the interface, themissing distributions on each grid level have to be computed from the adjacent grid level by a cubic spatial
and linear temporal interpolation [14].
The continuity of the stress tensor requires rescaling of the non-equilibrium partmneq [16,14]. Rescaling is applied after
the streaming step by
mneqi,l−1 =
sii,l
sii,l−1
1tl−1
1tl
mneqi,l . (15)
With Eqs. (3) and (4) we obtain
mneqi,l−1 = 2βi,lmneqi,l (16)
with βi,l = 1 for i ∈ {1, 2, 4, 6, 8, 10, 12, 16, 17, 18} and
βi,l = 1tl(6ν0 +1tl−1c
2)
1tl−1(6ν0 +1tlc2) (17)
for i ∈ {9, 11, 13, 14, 15}, where ν0 is the molecular viscosity.
1 Here and in the following, l denotes the level of refinement of a block, higher numbers representing a higher resolution, i.e. 2l · 1xl = const. As a
subscript, l or functions of l denote a level-specific value of an entity.
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Fig. 2. Setup of the test case with six block levels: each square in the lower right picture represents a 9× 9× 9 block of grid points. The total number of
grid points is≈2E08. The block color represents the corresponding subdomain index.
Fig. 3. Block grid with six levels next to sphere (right) and individual grid nodes (left).
Temporal and spatial interpolations are required because of the different mesh spacings1xl and time steps1tl. A cubic
interpolation in space is used for the those grid nodes which do not have corresponding neighboring nodes of the same grid
level in at least one of the b− 1 lattice directions (Fig. 1). Details of the algorithm can be found in [14,17,18].
4. Test case and numerical results
The presented test case for the method is the turbulent flow around a sphere in a square channel (Figs. 2 and 3). The
blockage ratio, i.e. the ratio of channel width h and sphere diameter d, is λ = h/d = 11. In the inlet of the channel, a constant
velocity uin is prescribed. It is well known, that the turbulent intensity of the upstream flowmight influence the turbulence
statistics, yet this is much more relevant for supercritical bluff body flows with Reynolds numbers exceeding 105. Thus we
do not consider turbulent inflows in this study. On the surface of the sphere, no-slip (i.e. second-order bounce-back [19])
boundary conditions are used. On the wall of the channel, a slip velocity boundary condition is applied.
The test case is evaluated for the Reynolds number range Re = uind/ν ∈ [2000, 10 000]. The drag force on the sphere
Fd is computed with the momentum-exchange method [20]. After temporal averaging, the computed drags are compared
with a curve taken from experimental and numerical studies [21]:
log10(cd) = −2.4571+ 2.5558 log10(Re)− 0.9295 log10(Re)2 + 0.1049 log10(Re)3 (18)
where the drag force coefficient cd is defined by
cd = 2 Fd
πρu2inr2
, (19)
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Fig. 4. Comparison of computed drag with the empirical results given by Eqs. (18) and (20).
Table 1
Comparison of setup 1 used for simulations at Reynolds number 2000–10000 and setup 2 used additionally for Reynolds number 10000.
Number of fluid nodes Number of fluid nodes weighted by 2l CPU time per coarse time step (750000 LUPS) (s)
Setup 1 (6 levels) 1.9E+ 07 4.0E+ 08 533
Setup 2 (7 levels) 4.6E+ 07 3.2E+ 09 4267
where r = d/2 is the radius of the sphere. While Eq. (18) applies to channels with very large blockage ratios, i.e. h ≫ d, [21]
gives an empirical correction factor for cd for the case of moderate blockage ratios:
cd,corr = kccd (20)
kc = 11− 1.6λ1.6 .
The instantaneouslymeasured drag force is subject to strong turbulent fluctuations that require long temporal averaging.
The high computational cost of the simulation restricts ourmeasurement periods to intervals that only allow for preliminary
results. Themeasurementwas started after 10 Lu , with L being the length of the simulation domain (Fig. 2), to allow the initial
aperiodic flow to leave the domain. Averaging was applied over 25 turnover times du . In simulation time this corresponds to
the interval [36 2501tc, 41 2501tc ]. The results of the comparison can be seen in Fig. 4.
It can be stated that the simulation can reproduce the correct trend of the empirical curve and that the results for each
data point are off by≤6%, which is within the range of the uncertainty of the reference results.
The thickness of the boundary layer can be estimated as 1.3d/
√
Re in the region of the stagnation point upstream of the
sphere and as 1.0d/
√
Re near the center plane of the sphere perpendicular to the main flow direction [21]. We choose the
resolution around the sphere such that the sphere diameter is resolved by 256 grid points and, therefore, the boundary layer
is resolved with≈3 points at Re = 10 000 and≈6 points at Re = 2000.
With the given resolution, one time step on the coarsest grid level requires 4·108 lattice node updates (Table 1). The LB
research prototype software package VirtualFluids, described in detail in [15], was used for the distributed simulations. It
has been executed on a 64-bit-AMD-Opteron cluster with 47 dual processor boards (2× 1.4 GHz), each connected via a full
duplex Myrinet 2000 network interface. On a single core processor, the number of lattice node updates per second (LUPS)
is ≈9 × 105. Seventy processors were used for the simulations in this work and a parallel efficiency of 80% was obtained.
The limiting factors for the efficiency were the specific properties of the given network topology and the imperfect load
balancing of the domain decomposition done by METIS [22] for non-uniform grids.
4.1. A detailed look at the case of Re = 10 000
For the case of Re = 10 000 and Ma = 0.04c/cs ≈ 0.069 (with cs = c/
√
3 being the speed of sound), the flow is still
slightly under-resolved at the finest grid level six. The eddy viscosity, which would vanish in the limit of infinite resolution,
is found to be νT ≈ 0.7ν0 (see also Fig. 5), i.e. given the large velocity gradient in the boundary layer the contribution of
the eddy viscosity to the total viscosity is much smaller than in the bulk flow, where the eddy viscosity may surpass the
molecular viscosity by two orders of magnitude. Motivated by this, an additional simulation was set up where the vicinity
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Fig. 5. The color in the plot indicates the amount of eddy viscosity produced by the Smagorinsky model. For comparison, the numerical value of the
molecular viscosity is 3.2·10−5 (measured in the units of the coarsest grid used in the simulation, i.e. [ν] = c1x0). Thus, in the boundary layer the
contribution of eddy viscosity to the total viscosity is significant.
Fig. 6. Eddy viscosity around a sphere with higher resolution (setup 2). For comparison, the molecular viscosity is 3.2 · 10−5c1xl=0 . Thus, eddy viscosity
is about an order of magnitude less.
of the sphere containing the boundary layer was resolved by one more grid level (seven). As expected, the contribution of
the eddy viscosity could thereby be reduced by a factor of four (Fig. 6).
Yet, even with the coarser resolution, we observe that the pressure distribution over the surface and the angle of
separation are almost identical and thus well captured using six grid levels. The parallel efficiency does not decrease for
seven grid levels. Outside of the boundary layer, the eddy viscosity quickly vanishes to a negligible amount, acting only as a
filter which eliminates undesired high frequencies in the flow field. In order to satisfy the boundary layer theory the eddy
viscosity near the wall should also vanish. To avoid excessive grid refinement near boundaries, wall models such as Van
Driest damping [23] or more advanced wall models could be incorporated in the code in future work.
Fig. 7 shows a snapshot of an instantaneous velocity field close to the sphere and Fig. 8 shows the mean pressure
distribution.
The distribution of the mean pressure coefficient cp = p−p∞0.5ρu2∞ (with p∞ the free stream pressure and u∞ the free stream
velocity) around the sphere is shown in Fig. 9. Its distribution is almost independent of the Reynolds number in the subcritical
regime. The computed values agree very well with results from the literature [24]. The angle of separation was measured
at 83.5 degrees and resides in the range of values from Achenbach (83.5° at Re = 10 000) [25] and Bakic (80°–83° at
Re = 50 000) [26].
Fig. 10 shows the contours of one component of the Reynolds stress tensor v′xv′y, where the prime denotes temporal
fluctuations of the velocities and the overline denotes temporal average, x is the streamwise direction and y is the other
coordinate direction which is parallel to the cutting plane shown.
5. Conclusion
A lattice Boltzmann model and parallel implementation for the computation of subcritical flow around a sphere has
been presented. It features LES/Smagorinsky SGS turbulence modeling and a non-uniform computational grid, which are
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Fig. 7. Snapshot of the instantaneous velocity magnitude on a plane cutting through the center of the sphere in the main direction of the flow and
perpendicular to the walls.
Fig. 8. Pressure time average on a plane cutting through the center of the sphere in the main direction of the flow and perpendicular to the walls.
0 60 120 180
LBE-LES,Re=10,000
NS-DES,Re=10,000
Exp.Re=162,000
cp
-0.5
0
0.5
1
ϕ
ϕVx1
Fig. 9. Comparison of the simulated mean pressure coefficient distribution on the surface of the sphere with literature values.
necessary for a sufficient resolution of the boundary layer while keeping the overall computational effort low. The method
lends itself to high parallel efficiency.
For the test case of flow around a sphere in a channel, for a range of Reynolds numbers between 2000 and 10000, our
simulations capture the essential features of these flows; compared to values reported in the literature, the drag coefficient
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Fig. 10. Reynolds stress v′xv′y .
is reproduced with a relative error of 6% at worst. For the case of Re = 10 000, the detachment angle and surface pressure
distribution are captured very well. We conclude that the lattice Boltzmann method is suitable for subcritical flows around
bluff bodies evenwith the simple turbulencemodel used in this work. For a further reduction of the computational time, the
development of a wall model compatible with the LB framework is desirable. In combination with a near-wall compatible
SGS model as described in [27] we expect an improved performance. These investigations are presently being conducted
and will be the subject of future publication.
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Appendix A. Orthogonal basis vectors {Φi}
The 19 orthogonal basis vectors {8i, i = 0, . . . , b − 1} required for the transformation of the D3Q19 momentum
distribution function to its corresponding moments are listed below:
Φ0,α = 1, Φ1,α = e2α − c2, Φ2,α = 3(e2α)2 − 6e2αc2 + c4, (A.1)
Φ3,α = eαx, Φ5,α = eαy, Φ7,α = eαz, (A.2)
Φ4,α = (3e2α − 5c2)eαx, Φ6,α = (3e2α − 5c2)eαy,
Φ8,α = (3e2α − 5c2)eαz, (A.3)
Φ9,α = 3e2αx − e2α, Φ11,α = e2αy − e2αz, (A.4)
Φ13,α = eαxeαy, Φ14,α = eαyeαz, Φ15,α = eαxeαz, (A.5)
Φ10,α = (2e2α − 3c2)(3e2αx − e2α), Φ12,α = (2e2α − 3c2)(e2αy − e2αz), (A.6)
Φ16,α = (e2αy − e2αz)eαx, Φ17,α = (e2αz − e2αx)eαy,
Φ18,α = (e2αx − e2αy)eαz . (A.7)
Appendix B. D3Q19 set of microscopic velocities ei
{ei, i = 0, . . . , 18}
=
0 c −c 0 0 0 0 c −c c −c c −c c −c 0 0 0 0
0 0 0 c −c 0 0 c −c −c c 0 0 0 0 c −c c −c
0 0 0 0 0 c −c 0 0 0 0 c −c −c c c −c −c c

.
Appendix C. Transformation matrixM
For convenience, the basis vectors are arranged in matrixMwhich reads:
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1· (1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1)
c2· (−1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1)
c4· (1 −2 −2 −2 −2 −2 −2 1 1 1 1 1 1 1 1 1 1 1 1)
c· (0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0)
c3· (0 −2 2 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0)
c· (0 0 0 1 −1 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −1)
c3· (0 0 0 −2 2 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −1)
c· (0 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1)
c3· (0 0 0 0 0 −2 2 0 0 0 0 1 −1 −1 1 1 −1 −1 1)
c2· (0 2 2 −1 −1 −1 −1 1 1 1 1 1 1 1 1 −2 −2 −2 −2)
c4· (0 −2 −2 1 1 1 1 1 1 1 1 1 1 1 1 −2 −2 −2 −2)
c2· (0 0 0 1 1 −1 −1 1 1 1 1 −1 −1 −1 −1 0 0 0 0)
c4· (0 0 0 −1 −1 1 1 1 1 1 1 −1 −1 −1 −1 0 0 0 0)
c2· (0 0 0 0 0 0 0 1 1 −1 −1 0 0 0 0 0 0 0 0)
c2· (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 −1 −1)
c2· (0 0 0 0 0 0 0 0 0 0 0 1 1 −1 −1 0 0 0 0)
c3· (0 0 0 0 0 0 0 1 −1 1 −1 −1 1 −1 1 0 0 0 0)
c3· (0 0 0 0 0 0 0 −1 1 1 −1 0 0 0 0 1 −1 1 −1)
c3· (0 0 0 0 0 0 0 0 0 0 0 1 −1 −1 1 −1 1 1 −1)

.
The transformation of the nodal momentum distribution function to its correspondingmoments is obtained bym = Mf .
The multiple-relaxation-time collision operator is applied in moment space according to Eq. (2).
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