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APPENDIX
A.1 THE CLASSICAL BOCHNER THEOREM
In this section we recall the classical theorem of Bochner and for the sake
of completeness we will give the proof.
First of all we say that a family Λ of probability measures on (E,B(E)) is
tight if for any ε > 0 there is a compact set Kε ⊂ E such that
µ(Kε) ≥ 1− ε for all µ ∈ Λ.
Here E is a separable Banach space and B(E) its Borel σ-field.
A sequence of measures (µp) on (E,B(E)) is said to be weakly convergent
to a measure µ if for every ϕ ∈ Cb(E)
lim
p→∞
∫
E
ϕ(x)µp(dx) =
∫
E
ϕ(x)µ(dx).
A family Λ of measures on (E,B(E)) is said relatively compact if for an
arbitrary sequence (µp) ⊂ Λ contains a weakly convergent subsequence
(µpk) to a measure µ on (E,B(E)).
The following result is due to Prokhorov (cf. [12, Theorem 2.3]).
Theorem A.1.1 A set Λ of probability measures on (E,B(E)) is tight if and
only if is relatively compact.
For the proof of the Bochner theorem we need the following lemma.
Lemma A.1.2 Assume that (µp) is a sequence of probability measures on
(RN ,B(RN )). If ϕp(z) := µ̂p(z) converges to ϕ(z) for all z ∈ RN and if
this convergence is uniform in {z ∈ RN : |z| ≤ a} for a small number a, then
{µp : p ∈ N} is tight.
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Proof: Since ϕp is continuous and (ϕp) converges uniformly in a neighbor-
hood of 0, it follows that ϕ is continuous at 0 and ϕ(0) = 1. Hence, for any
ε > 0 there is δ ∈ (0, a) such that
|ϕ(z)− 1| < ε for all |z| < δ.
It follows now from the uniform convergence of (ϕp) to ϕ in {z ∈ RN : |z| <
δ} that there exists M = M(ε) independent of z such that
|ϕp(z)− 1| < ε
2
, ∀p ≥M, ∀|z| < δ.
So, by Fubini’s theorem we have
1− ε
2
<
1
(2δ)N
∫ δ
−δ
. . .
∫ δ
−δ
<ϕp(z) dz
=
1
(2δ)N
∫ δ
−δ
. . .
∫ δ
−δ
∫
RN
cos〈z, x〉µp(dx) dz
=
∫
RN
(
sin δx1
δx1
)
. . .
(
sin δxN
δxN
)
µp(dx),
where the last equality can be seen by induction.
Since
∣∣∣ sin δxjδxj ∣∣∣ is dominated by 1 on [−R,R] and by 1δR elsewhere, we obtain∫
RN
(
sin δx1
δx1
)
. . .
(
sin δxN
δxN
)
µp(dx) ≤ µp([−R,R]N ) +
(
1
δR
)N
.
Take now R := 1δ
(
2
ε
) 1
N , it follows that
1− ε < µp([−R,R]N ) for all p ≥M.
This gives the proof of the lemma. 2
We are now ready to show the classical Bochner theorem. The argu-
ments are taking from the proof in one dimensional case (see [20, Theorem
2.6.6]).
Theorem A.1.3 A functional ϕ : RN → C is the Fourier transform of a prob-
ability measure on RN if and only if ϕ is a continuous positive definite func-
tional satisfying ϕ(0) = 1.
Proof: It suffices to prove the sufficiency. Assume that ϕ : RN → C is a con-
tinuous positive definite functional with ϕ(0) = 1. Then, by Lemma 1.1.3,
ϕ is uniformly continuous and bounded. Take now g : RN → C integrable,
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bounded and uniformly continuous. If we set y˙ := (y2, . . . , yN ) ∈ RN−1
then we haveZ
RN
Z
RN
ϕ(ξ − η)g(ξ)g(η) dξdη
=
Z
RN−1×RN−1
„Z
R
Z
R
ϕ(ξ1 − η1, ξ˙ − η˙)g(ξ1, ξ˙)g(η1, η˙) dξ1dη1
«
dξ˙dη˙
=
Z
RN−1×RN−1
lim
p→∞
p2X
l,k=−p2
ϕ
„
l
p
− k
p
, ξ˙ − η˙
«
g
„
l
p
, ξ˙
«
g
„
k
p
, η˙
«„
1
p
«2
dξ˙dη˙
≥ 0. (9)
Put g(ξ) := N (0, p4IdRN )(ξ)e−i〈x,ξ〉, ξ, x ∈ RN . Since
N (0, p
4
IdRN )(ξ) = N (0,
p
4
IdRN )(−ξ) and
N (0, p
4
IdRN )(ξ) ∗ N (0,
p
4
IdRN )(ξ) = N (0,
p
2
IdRN )(ξ)
it follows that, for x ∈ RN ,∫
RN
g(ξ + η)g(η) dη = e−i〈x,ξ〉
1
(ppi)
N
2
e−
|ξ|2
p ,
where N (0, p4IdRN )(ξ) : 1(pi(p/2))N2 e
−2 |ξ|2p for ξ ∈ RN and IdRN denotes the
identity operator in RN . So by (9) we obtain
0 ≤
∫
RN
∫
RN
ϕ(ξ − η)g(ξ)g(η)dξdη
=
∫
RN
(∫
RN
g(ξ + η)g(η) dη
)
ϕ(ξ) dξ
=
1
(ppi)
N
2
∫
RN
ϕ(ξ)e−
|ξ|2
p e−i〈x,ξ〉 dξ.
Thus,
fp(x) :=
1
(2pi)N
∫
RN
ϕ(ξ)e−
|ξ|2
p e−i〈x,ξ〉 dξ ≥ 0
for x ∈ RN . Define the measure µp(dx) := fp(x)dx. We propose to show
now that µp is a probability measure on RN . First, by applying Fubini’s
theorem, observe that
µp([−a1, a1]× . . .× [−aN , aN ])
=
1
(2pi)N
∫ a1
−a1
. . .
∫ aN
−aN
∫
RN
ϕ(ξ)e−
|ξ|2
p e−iξ1x1 . . . e−iξNxN dξ dx1 . . . dxN
=
1
piN
∫
RN
ϕ(ξ)e−
|ξ|2
p
(
sin a1ξ1
ξ1
)
. . .
(
sin aNξN
ξN
)
dξ.
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On the other hand, for m ∈ N, we have
1
mN
∫ m
0
. . .
∫ m
0
µp([−a1, a1]× . . .× [−aN , aN ]) da1 . . . daN =∫ 1
0
. . .
∫ 1
0
µp([−a1m, a1m]× . . .× [−aNm, aNm]) da1 . . . daN .
Since µp([−a1m, a1m]×. . .×[−aNm, aNm]) ↑ µp(RN ) as m→∞, it follows
from the monotone convergence theorem that
µp(RN )
= lim
m→∞
1
mN
Z m
0
. . .
Z m
0
µp([−a1, a1]× . . .× [−aN , aN ]) da
= lim
m→∞
1
(pim)N
Z m
0
. . .
Z m
0
Z
RN
ϕ(ξ)e
− |ξ|2
p
„
sin a1ξ1
ξ1
«
. . .
„
sin aNξN
ξN
«
dξ da
= lim
m→∞
1
piN
Z
RN
ϕ(ξ)e
− |ξ|
2
p
„
1− cosmξ1
mξ21
«
. . .
„
1− cosmξN
mξ2N
«
dξ
= lim
m→∞
1
piN
Z
RN
ϕ(
ξ1
m
, . . . ,
ξN
m
)e−
|ξ|2
mp
„
1− cos ξ1
ξ21
«
. . .
„
1− cos ξN
ξ2N
«
dξ,
where a := (a1, . . . , aN ). Since ϕ(0) = 1 and
1− cos ξj
ξ2j
≥ 0,
∫
R
1− cos ξj
ξ2j
= pi, ∀j = 1, . . . , N, (10)
it follows from the dominated convergence theorem that
µp(RN ) = ϕ(0) = 1.
Let compute now the Fourier transform of µp. For aj ≥ 0 and m ∈ N,
observe that
∣∣∣∣ 1(2pi)N
∫ aNm
−aNm
. . .
∫ a1m
−a1m
ei〈z,x〉
∫
RN
ϕ(ξ)e−
|ξ|2
p e−i〈ξ,x〉 dξdx
∣∣∣∣
≤ 1
(2pi)N
∫
RN
∫
RN
ϕ(ξ)e−
|ξ|2
p e−i〈ξ,x〉 dξdx
= µp(RN ) = 1.
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So it follows from the dominated convergence theorem that
cµp(z)
= lim
m→∞
1
(2pi)N
Z 1
0
. . .
Z 1
0
"Z aNm
−aNm
. . .
Z a1m
−a1m
Z
RN
ϕ(ξ)e
− |ξ|
2
p e−i〈ξ−z,x〉 dξdx
#
da
= lim
m→∞
1
piN
Z 1
0
. . .
Z 1
0
Z
RN
ϕ(ξ)e
− |ξ|
2
p
„
sin a1m(ξ1 − z1)
ξ1 − z1
«
. . .„
sin aNm(ξN − zN )
ξN − zN
«
dξda
= lim
m→∞
1
piN
Z
RN
ϕ(ξ)e
− |ξ|
2
p
„
1− cosm(ξ1 − z1)
m(ξ1 − z1)2
«
. . .
„
1− cosm(ξN − zN )
m(ξN − zN )2
«
dξ
= lim
m→∞
1
piN
Z
RN
ϕ(z +
ξ
m
)e
− |z+
ξ
m
|2
p
„
1− cos ξ1
ξ21
«
. . .
 
1− cos ξN
ξ2N
!
dξ.
So, again by the dominated convergence theorem and (10), we obtain
µ̂p(z) = ϕ(z)e
− |z|2p , z ∈ RN .
Finally,
lim
p→∞ µ̂p(z) = ϕ(z)
uniformly in |z| ≤ 1. The theorem follows now from Lemma A.1.2 and
Theorem A.1.1. 2
A.2 C0-SEMIGROUPS
In this section we give a general discussion of the abstract Cauchy problem
for unbounded linear operators on a Banach space and its relation to the
theory of C0-semigroups. For more details we refer to the recent books
of Engel-Nagel [16] and Arendt-Batty-Hieber-Neubrander [1]. A particular
attention will be dedicated to the class of eventually norm continuous C0-
semigroups.
We consider the abstract Cauchy problem
(ACP )
{
du
dt (t) = Au(t), t ≥ 0,
u(0) = x,
where A is a possibly unbounded linear operator with domain D(A) on a
Banach space X and x ∈ X. A classical solution of (ACP ) is a function
u ∈ C1(R+, X) such that u(t) ∈ D(A) for all t ≥ 0 and u satisfies (ACP ).
Now we introduce C0-semigroups.
Definition A.2.1 A family T (·) := (T (t))t≥0 of bounded linear operators on
X is called a C0-semigroup if
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(i) limt↓0 ‖T (t)x− x‖ = 0, ∀x ∈ X,
(ii) T (t+ s) = T (t)T (s) for all t, s ≥ 0 and T (0) = Id.
The generator of T (·) is the linear operator A defined by
D(A) = {x ∈ X : lim
t↓0
T (t)x− x
t
exists },
Ax = lim
t↓0
T (t)x− x
t
, x ∈ D(A).
One can prove that the generator is always a closed and densely defined
operator. The domain D(A) satisfies
T (t)D(A) ⊆ D(A) and AT (t)x = T (t)Ax, ∀t ≥ 0.
Moreover, for x ∈ D(A),
d
dt
T (t)x = AT (t)x, t ≥ 0.
This shows that for x ∈ D(A) the problem (ACP ) has a classical solution
u(·) := T (·)x. We say that (ACP ) is well-posed if for each initial value
x ∈ D(A) there is a unique classical solution u(·, x) satisfying
for any sequence (xn) ⊂ D(A) with limn→∞ ‖xn−x‖ = 0 for x ∈
D(A), the corresponding classical solutions u(·, xn) converges to
u(·, x) uniformly on compact subsets of R+.
The following theorem shows that wellposedness is equivalent to genera-
tion of C0-semigroups.
Theorem A.2.2 Let A be a linear operator with domain D(A) on a Banach
space X. Then the following assertion are equivalent:
(a) A is the generator of a C0-semigroup on X.
(b) The abstract Cauchy problem (ACP) associated with A is well-posed.
On the other hand, for a C0-semigroup T (·), one has
‖T (t)‖ ≤Meωt, t ≥ 0,
for some constants ω ∈ R and M ≥ 1. If we denote by
ω0(A) := inf{ω ∈ R : there is Mω ≥ 1 with ‖T (t)‖ ≤Mωeωt, ∀t ≥ 0}
the growth bound of the C0-semigroup T (·) with generator A, then
(ω0(A),∞) ⊂ ρ(A), the resolvent set of A, and the resolvent R(λ,A) of A is
given by
R(λ,A)x =
∫ ∞
0
e−λtT (t)x dt, x ∈ X, λ > ω0(A).
In the following proposition we collect some properties of C0-semigroups
and their generators.
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Proposition A.2.3 Let T (·) be a C0-semigroup on a Banach space X. If
(A,D(A)) denotes its generator then the following assertions hold:
(i)
∫ t
0
T (s)x ds ∈ D(A) and A ∫ t
0
T (s)x ds = T (t)x − x for all x ∈ X and
t ≥ 0.
(ii) A
∫ t
0
T (s)x ds =
∫ t
0
T (s)Axds = T (t)x− x for all x ∈ D(A) and t ≥ 0.
(iii) limλ→∞ λR(λ,A)x = x for all x ∈ X.
(iv) R(λ,A)T (t) = T (t)R(λ,A) for all λ ∈ ρ(A) and t ≥ 0.
In many applications it is difficult to identify the domain of the generator of
a C0-semigroup. It is often the case that one can find a “large” subspace of
D(A) as defined now.
Definition A.2.4 A subspace D of D(A), the domain of a linear operator A
on a Banach space X is called a core for A if D is dense in D(A) for the graph
norm
‖x‖A := ‖x‖+ ‖Ax‖, x ∈ D(A).
A useful criterion for subspaces to be a core for the generator of a C0-
semigroup is given by the following proposition.
Proposition A.2.5 Let (A,D(A)) be the generator of a C0-semigroup
(T (t))t≥0 on a Banach space X and D be a subspace of D(A). If D is dense
in X and invariant under (T (t))t≥0, then D is a core for A.
We propose now to introduce different classes of semigroups. In the
sequel we denote the sector in C of angle δ by
Σδ := {λ ∈ C : | arg λ| < δ} \ {0}.
Definition A.2.6 A family (T (z))z∈Σθ∪{0} ⊂ L(X) on a Banach space X is
called an analytic semigroup (of angle θ ∈ (0, pi2 ]) if
(a1) T (0) = Id and T (z1 + z2) = T (z1)T (z2) for all z1, z2 ∈ Σθ.
(a2) The map z 7→ T (z) is analytic in Σθ.
(a3) limΣθ′3z→0 T (z)x = x for all x ∈ X and 0 < θ′ < θ.
If, in addition
(a4) ‖T (z)‖ is bounded in Σθ′ for every 0 < θ′ < θ,
we call (T (z))z∈Σθ∪{0} a bounded analytic semigroup.
The following theorem gives useful characterization of generators of
bounded analytic semigroups.
80 Appendix
Theorem A.2.7 Let (A,D(A) be an operator on a Banach space X. Then the
following assertions are equivalent:
(i) A generates a bounded analytic semigroup (T (z))z∈Σθ∪{0} on X.
(ii) A generates a bounded C0-semigroup T (·) on X with rg(T (t)) ⊂ D(A)
for all t > 0, and
‖AT (t)‖ ≤ M
t
for some positive constant M .
(iii) There is δ ∈ (0, pi2 ) such that e±iδA generate bounded C0-semigroups on
X.
(iv) Σθ+pi2 ⊂ ρ(A) and for each ε ∈ (0, θ) there is Mε ≥ 1 such that
‖R(λ,A)‖ ≤ Mε|λ| for all 0 6= λ ∈ Σθ+pi2−ε.
From (ii) above we see that if T (·) is an analytic semigroup, then the maps
0 < t 7→ T (t)x are differentiable for every x ∈ X. This motivate the follow-
ing definition.
Definition A.2.8 A C0-semigroup T (·) on a Banach space X is called eventu-
ally (resp. immediately) differentiable if there is t0 ≥ 0 such that the maps
(t0,∞) 3 t 7→ T (t)x (resp. (0,∞) 3 t 7→ T (t)x) are differentiable for every
x ∈ X.
A characterization of differentiable semigroups in terms of the spectrum
and the growth of the resolvent can be proved (cf. [16, Theorem II.4.14]).
Finally we recall the class of eventually norm continuous C0-semigroups.
Definition A.2.9 A C0-semigroup T (·) on a Banach space X is called even-
tually (resp. immediately) norm continuous if there is t0 ≥ 0 such that the
mapping (t0,∞) 3 t 7→ T (t) ∈ L(X) (resp. (0,∞) 3 t 7→ T (t) ∈ L(X)) is
norm continuous.
It is an easy exercise to see that the following implications between the
three classes of semigroups hold:
analytic =⇒ immediately differentiable =⇒ immediately norm continuous,
analytic =⇒ eventually differentiable =⇒ eventually norm continuous. (11)
On Hilbert spaces eventually norm C0-semigroups are completely charac-
terized (cf. [16, Theorem II.4.20]). But in general Banach spaces such a
characterization remain open. However a necessary condition can be ob-
tained as the following theorem shows.
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Theorem A.2.10 If (A,D(A)) is the generator of an eventually norm con-
tinuous C0-semigroup T (·) on a Banach space X, then, for every a ∈ R, the
set
{λ ∈ σ(A) : <λ ≥ a}
is bounded.
