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Abstract. The way features are implemented in source code has a sig-
niﬁcant inﬂuence on multiple quality aspects of a software system. Hence,
it is important to regularly evaluate the quality of feature conﬁnement.
Unfortunately, existing approaches to such measurement rely on expert
judgement for tracing links between features and source code which hin-
ders the ability to perform cost-eﬃcient and consistent evaluations over
time or on a large portfolio of systems.
In this paper, we propose an approach to automating measurement of
feature conﬁnement by detecting the methods which play a central role
in implementations of features, the so-called seed methods, and using
them as starting points for a static slicing algorithm. We show that
this approach achieves the same level of performance compared to the
use of manually identiﬁed seed methods. Furthermore we illustrate the
scalability of the approach by tracking the evolution of feature scattering
and tangling in an open-source project over a period of ten years.
1 Introduction
Structural organization of software has a major inﬂuence on locality of changes
during software evolution [9]. One of the important types of such changes are
those concerned with extending and modifying the implemented functionality,
i.e. features, of a system. To minimize the eﬀort of performing such changes, it is
important to control the conﬁnement of features in the structural units of source
code, so that they remain properly localized and separated from one another [6].
Therefore, it is important to incorporate the quantiﬁcation of feature con-
ﬁnement into the quality assessment of software systems. A number of metrics
for this purpose have already been deﬁned based on the concepts of scattering
and tangling [11]. Scattering describes the delocalization of concerns over units
of source code, whereas tangling describes the simultaneous occurrence in the
same units of source code. We refer to these two properties jointly as feature
confinement.
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In order to measure these properties a link between features and source code of
a software system needs to be deﬁned. While a number of approaches for doing
this exist, they are not fully automated because they rely on an association
between units of source code and human-originated speciﬁcations of features
deﬁned by experts. This lack of automation prevents the cost-eﬃcient evaluation
of feature conﬁnement on a large-scale.
To deﬁne a consistent, scalable and objective association between source code
units and feature speciﬁcations this paper proposes an approach for the auto-
matic detection of so-called seed methods of features. The approach detects such
seed methods using the popularity of method names and the sizes of the static
call-graph slices they yield.
The static slices produced from the identiﬁed seed methods do not provide
an association between speciﬁc features and source code units (i.e., units ’x’
and ’y’ are involved in the implementation of feature “a”), but rather identify
functional related code units in a system. These groups are used as a basis for
quantiﬁcation of feature conﬁnement on the system level, e.g., forty percent of
the units are involved in the implementation of twenty percent of the function
groups of the system. We believe such quantiﬁcations to be useful in several
quality assurance scenario’s such as the tracking of feature conﬁnement over
time as well as determining those systems in a portfolio which implement the
best/worst level of feature conﬁnement.
We evaluate our approach on a group of open-source systems by comparing the
coverage of source code achieved by slices produced from the automatically de-
tected seed methods with that of the slices produced from manually-chosen seed
methods. After applying our approach to a population of systems, we demon-
strate its applicability to automatic measurement of multiple revisions of a single
system by measuring system-level scattering and tangling in 27 revisions of an
open-source project released over a period of 10 years.
2 Related Work
Quantifying feature confinement Brcina and Riebisch [5] propose two metrics
for assessing the conﬁnement of features in architectural designs. The ﬁrst one,
scattering indicator, is designed to quantify the delocalization of features over
architectural components of a system. The second metric, tangling indicator,
captures the degree of reuse of architectural components among multiple fea-
tures. For both of these metrics, the authors provide a list of problem resolution
actions that can be applied to address the problems detected by the metrics.
Eaddy et al. [6] introduced and validated a suite of metrics for quantifying
the degree to which a concern is scattered across components and separated
within a component. The deﬁned metrics include concentration of a concern in
a component, degree of scattering of a concern over components, dedication of a
component to a concern and degree of focus of a component. Furthermore, the
authors provide a set of guidelines for manually identifying concerns in source
code, a prerequisite to a practical application of any concern-oriented metrics.
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Wong et al. [14] deﬁned three metrics for quantifying closeness between pro-
gram components and features. These metrics capture the disparity between a
program component and a feature, the concentration of a feature in a program
component, and the dedication of a program component to a feature. To support
practical application of their metrics, the authors propose a dynamic-analysis ap-
proach for establishing traceability links between features and source code using
an execution slice-based technique that identiﬁes regions of source code invoked
when a particular feature-triggering program parameter is supplied.
Locating Features in Source Code. The problem of feature location can be seen
as an instance of the more general problem of concern location. In this context,
Marin et al. [7] have proposed a semi-automatic approach to identify crosscutting
concerns in existing source code, based on analysis of call relations between
methods. This is done by identifying the methods with the highest fan-in values,
ﬁltering them, and using the results as candidate seed methods of concerns.
These candidate seeds are then manually inspected to conﬁrm their usefulness
and associate them with the semantics of a particular concern they implement.
Similarly to Marin et al. [7], the majority of approaches to feature location
employ the notions of seed methods and control ﬂow. One of the ﬁrst works as-
sociating features with control ﬂow was the software recoinnaissance approach
of Wilde and Scully [13]. Their approach is a dynamic feature location tech-
nique that uses run-time tracing of test execution. Wilde et al. propose that fea-
ture speciﬁcations are investigated in order to deﬁne a set of feature-exhibiting
and non-exhibiting execution scenarios. Individual execution scenarios are imple-
mented as a suite of dedicated test cases that, when executed on an instrumented
program, produce a set of traceability links between features and source code.
Salah and Mancoridis [10] proposed a diﬀerent approach to encoding the
feature-triggering scenarios. Their approach, called marked traces, requires one
to manually exercise features through a program’s user interface. Prior to exe-
cuting a feature-triggering scenario, a dedicated execution tracing agent is to be
manually enabled and supplied with a name of the feature being exercised. Ef-
fectively, this approach removes the need for identifying starting-point methods
in source code and the need for the up-front eﬀort of implementing appropri-
ate feature-triggering test cases. Though this is achieved at the price of manual
scenario execution.
Similarly to Salah and Mancoridis, Olszak and Jørgensen [8] proposed an ap-
proach based on user-driven execution of features. However, they reduce the bur-
den of manual activation and deactivation of a tracing agent by introducing the
notion of so-called feature-entry points. Feature-entry points are methods analo-
gous to the ones that need to be invoked by test cases in software reconnaissance
- the methods through which control ﬂow enters feature implementations. The
approach presented in [8] requires a programmer to annotate such methods in
the source code. Using this information, the tracing agent is able to activate
itself and track the execution of individual features triggered by a user.
Feasibility of using designated methods as starting points for static, as op-
posed to dynamic, analysis was demonstrated by Walkinshaw et al. [12]. They
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developed a feature location technique based on slicing a static call-graph ac-
cording to user-supplied landmarks and barriers. There, landmarks are manually
identiﬁed as the ”methods that contribute to the feature that is under consider-
ation and will be invoked in each execution”, whereas barriers are the methods
irrelevant to a feature. These two types of methods serve as starting points and
constraints for a static slicing algorithm. This static mode of operation improves
the overall level of automation by removing the need for designing and executing
feature-exhibiting scenarios.
3 Problem Statement
Following the methodology of Basili et al. [4], we deﬁne the goal of our study to
be to automatically quantify the confinement of functional concerns to provide a
high-level indication of this confinement for the purpose of automated evaluation
of the confinement of functional concerns from point of view of software quality
evaluators in the context of evolutionary and large-scale portfolio analysis.
Surveying the related work, three important steps in the quantiﬁcation of the
conﬁnement of functional concerns arise:
– Identiﬁcation of entry points to functional concerns of an application
– Identiﬁcation of those parts of the application that are being executed when
the application’s functionality is invoked by a user
– Usage of this information to calculate metrics of feature conﬁnement to com-
pare multiple systems or to analyze the evolution of a single system
In order to quantify conﬁnement of functional concerns on a large scale, these
steps need to be automated. Fortunately, Walkinshaw et al. [12] showed the
feasibility of using static analysis to identify the parts of the application that
are involved in the implementation of a functional concern. There, so-called
“landmark”-methods representing starting point of feature implementations are
used as seed nodes for static slicing of inter-method call graphs. Unfortunately,
the lists of suitable landmarks still have to be established manually.
A close examination of the literature does not provide a solution for auto-
matic identiﬁcation of methods serving as starting points of functional concern
implementations. These starting points, which we call “seed methods”, play a
key role in identifying functionally related code units, since they are the methods
through which the control ﬂow enters functionality-speciﬁc parts of a program’s
source code. By deﬁning an approach to automatically detect those methods, the
quantiﬁcation of the conﬁnement of functional concerns can be fully automated.
4 Detection of Seed Methods
To detect methods that play central roles within the implementation of a software
system’s functionality (i.e., seed methods), the total set of the system’s methods
needs to be ﬁltered. The ﬁltering approach proposed in this paper is explained
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Fig. 1. Call graph of an example program
using the example in Fig. 1 which represents a call-graph of the methods in
a small Java system. Note that the use of Java in the examples is only for
explanatory purposes, the heuristic is not limited to only this language.
A simple heuristic for ﬁltering the methods is to keep only those methods
which are not called from within the system itself, assuming that these methods
are used either as call-backs from the interface or are exposed as part of an API
of a library. Within Fig. 1 this would lead to identifying the “actionPerformed”-
methods as the seed methods.
Unfortunately, this heuristic does not perform well. First of all, for programs
deﬁned with a command-line interface the only method that is kept is the static
“Main”-method that starts the program. Even though this method is an impor-
tant part of the system the functional concern of starting an application too gen-
eral to be considered an important part of a speciﬁc application. Secondly, when
a system implements an internal event dispatching mechanism, the interesting
methods are likely called directly from within the system by the dispatching
infrastructure and thus not found by the heuristic.
A second heuristic for ﬁltering is counting the names of all methods within
a system and identify names which occur proportionally more often then other
names. Note that in this situation the short-name of the methods i.e., toString or
getStudent) instead of the full-name (i.e., Student.toString or Course.getStudent)
should be counted since the latter name uniquely identiﬁes a method within a
system, and thus the number of methods with this name is always one.
The assumption behind this approach is that, due to polymorphic mecha-
nisms and programming conventions, the methods with the same name but a
diﬀerent implementation implement variations of a functional concern speciﬁc
to this system. Given the example in Fig. 1 the method “actionPerformed” is
implemented multiple times since this method is enforced by a generic interface
provided by the Swing GUI framework to handle actions taken by the user. Simi-
larly, the “getStudent”-method is implemented, either because of polymorphism
or a convention, by both “Course” and “University” classes.
Unfortunately, straight-forward application of this heuristic is problematic
because this heuristic also identiﬁes those methods which oﬀer generic function-
ality for objects, such as the “toString”-method, as well as getters and setters
for common properties such as names and id’s. This last category of methods
should not be considered as seed methods, since getters and setters typically do
not implement complete functional concerns.
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To ﬁlter out these uninteresting methods we take into account the number of
methods needed to implement a speciﬁc method. This is done by counting the
number of distinct methods called by the speciﬁc method, and then recursively
counting the distinct methods used by those methods. Our assumption is that a
higher number of methods used in the implementation of a method corresponds
to a method which implements more sophisticated functionality. By only keep-
ing those methods which are a) implemented proportionally more often and b)
which use many other methods in their implementation we expect to discover
the interesting seed methods within a system.
4.1 Heuristic Formalization
For the formalization of the heuristic we model a software system S as a directed
graph D = (V,E). The set of vertexes V are methods deﬁned in the software
product, and the set of edges E are calls modeled as a pair (x, y) from one
method x (the source) to another method y (the destination). Let FN and SN
be the sets of full names and short names, a vertex v ∈ V is a record containing
a full name and a short name, i.e., v = (fn, sn) where fn ∈ FN and sn ∈ SN .
For the ﬁrst part of the heuristic the sets of vertexes that have the same short-
name need to be deﬁned. Using the function shortname((fn, sn)) = sn, which
retrieves the short name component (sn) from a given vertex v ∈ V . The set of
vertexes Vsn is the set of vertexes v ∈ V that have sn as short name, deﬁned as
Vsn = {v | shortname(v) = sn}.
For the second part of the heuristic we want to compute the vertexes that
are transitively connected to a given vertex. For this we deﬁne two functions.
First a function connected : V × V → 2 which distinguishes the vertexes that
are directly connected by a given edge e ∈ E. For two vertexes v1, v2 ∈ V ,
connected will yield True if ∃e∈E such that e = (v1, v2) and False in all other
cases. Secondly, a function connected+ : V × V → 2 is deﬁned as the transitive
closure of function connected. Given these functions, the set Vv consisting of
vertexes that are transitively connected to vertex v ∈ V can be deﬁned as Vv =
{v | connected+(v)}.
Given this formalization the heuristic can be deﬁned in three functions. First,
a function to calculate the normalized frequency of methods with a certain short
name:
Definition 1. freq(sn) = |Vsn||V |
Second, a function to calculate the average number of methods needed to imple-
ment the methods with a given short name:
Definition 2. depth(sn) =
∑
v∈Vsn
|Vv |
|V |
Note that the results of both of these functions fall into the range [0, 1], which
ensures that values calculated from diﬀerent systems can be compared if desired.
Lastly, to calculate the score for each short name the values of the two func-
tions need to be combined. Ideally, the aggregation function prevents compensa-
tion, i.e., a high value on one approach should not overly compensate a low value
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Table 1. Normalized scores for the methods as shown in Fig. 1
ShortName freq depth score
actionPerformed 0.20 0.45 0.09
getStudent 0.30 0.06 0.02
getName 0.10 0.10 0.01
format 0.10 0.10 0.01
addStudent 0.10 0.00 0.00
toString 0.10 0.00 0.00
getGrades 0.10 0.00 0.00
on the other approach. Given this property, two simple aggregation functions can
be chosen: the minimum and the product. For our heuristic the product is used
to ensure a higher level of discriminative power, the total score for a given short
name thus becomes:
Definition 3. score(sn) = freq(sn)× depth(sn)
Applying the heuristic to the example in Fig. 1 provides us with the scores in
Table 1, note that the scores are normalized against the total number of methods
deﬁned within the system. The “actionPerformed”-methods receive the highest
score because these methods occur twice in the system and the average number
of methods needed to implement them is 4.5. The methods called “getStudent”
are second in rank, occurring three times in the system and needing on average
0.66 methods to be implemented.
4.2 Automated Quantification of Feature Confinement
As explained in Section 3, the calculation of feature-conﬁnement metrics requires
two steps; identiﬁcation of seed methods and identiﬁcation of those parts of the
system that are executed when a seed method is executed.
For the ﬁrst step the score function, as deﬁned above, can be used to identify
the δ most interesting methods. For practical reasons we use the δ = 10 best
methods as seed methods throughout the rest of this paper. Nevertheless, the
optimality of this value and the potential context-dependency of the δ parameter
needs to be investigated in the future.
The second step required for measuring feature conﬁnement is to identify
which parts of the application are executed when a seed method is executed.
This is done by statically slicing the call-graph of the system under review.
Using the terminology deﬁned above we execute the method connected+ for a
seed method and obtain a set of methods in return. This set, which we call a
static trace, represents a group of functionally related code units.
5 Evaluation of the Approach
The evaluation of the proposed approach is two-fold. First, in Section 6, we
validate the proposed heuristic for detecting seed methods by comparing it to
a structured manual approach. This is done by comparing the regions of source
Detection of Seed Methods for Quantiﬁcation of Feature Conﬁnement 259
Table 2. Subject systems used in the study
Program Version KLOC Type
ArgoUML 0.32.2 40 Application
Checkstyle 5.3 60 Library
GanttProject 2.0.10 50 Application
Gephi 0.8 120 Application
JHotDraw 7.6 80 Framework
k9mail 3.9 40 Mobile application
Mylyn 3.5.1 185 Application
NetBeans RCP 7.0 400 Framework
OpenMeetings 1.6.2 400 Web application
Roller 5.0 60 Web application
Log4J 1.2.16 20 Library
Spring 2.5.6 100 Framework/Container
Hibernate 3.3.2 105 Library
Glassfish 2.1 1110 Container
code covered by the static traces produced by both approaches. Our hypothesis
is that the traces stemming from seed methods found by our heuristic cover
the same amount and the same regions of code as the traces stemming from
manually-identiﬁed seed methods.
Secondly, in Section 7, we apply the proposed approach to measuring the evo-
lution of feature conﬁnement in an open-source project. The goal of this study
is to evaluate the applicability of the measurements produced by our approach
for enriching the analysis of long-term evolution of scattering and tangling of
features. This is done by interpreting the ﬂuctuations of the quality of feature
conﬁnement over time, in order to generate informed hypotheses about the na-
ture of the performed evolutionary changes.
6 Validation
To validate the heuristic for identifying seed methods the following steps are
taken. First, a set of subject programs is chosen (Section 6.1). For each of the
programs, we manually identify a ground-truth set of seed methods enforced
by the respective interfacing technologies and libraries being used (Section 6.2).
This data is then used to compute static traces, whose aggregated source code
coverage allows us to reason about the completeness of the constructed ground-
truth. Then, the aggregated coverage of ground-truth slices is compared against
aggregated coverage of traces generated by the heuristic (Section 6.3). Based
on this, we evaluate whether our approach covers similar amounts and similar
regions of source code as the manually-established ground truth.
Please note, that the design of this validation experiment deviates from the
traditional designs of evaluating the accuracy of concern location approaches.
There, false positives and false negatives are usually computed by comparing
results of an approach to ground truth on per-feature basis. Such an approach
is valid for assessing the accuracy of locating features associated with particular
semantics, but unfortunately is inapplicable in our case, since our approach aims
at system-level application and identiﬁes groups of functionally related code units
without attaching semantics.
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Table 3. Correlation of subjects with technologies and their ground-truth seed methods
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JDK run, call, main              
Swing
actionPerformed, stateChanged, keyTyped,
keyPressed, mouseClicked, mousePressed
     
Eclipse/SWT
handleEvent, keyPressed, mouseDown,
mouseDoubleClick, widgetSelected, widget-
DefaultSelected, runWithEvent, run, start,
execute

Servlet doGet, doPost 
Android
onCreate, onOptionItemSelected, onClick,
onLongClick, onKey, onKeyDown, onTouch,
onStartCommand, startService

Spring
handle, handleRequest, onSubmit, start, ini-
tApplicationContext
 
Struts execute, invoke, intercept 
Log4J getLogger, log 
Hibernate
buildSessionFactory, openSession, update,
save, delete, createQuery, load, beginTrans-
action, commit, rollback

Glassfish start, execute, load 
6.1 Subject Systems
The evaluation experiment is performed on a set of 14 open-source Java programs
summarized in Table 2. The chosen population is intentionally diversiﬁed in order
to observe how our approach deals with discovering seed methods in not only
stand-alone applications but also libraries, frameworks, web applications and
application containers. Thereby, we aim at validating the ability of our approach
to detect seed methods that are triggered not only by GUI events, but also by
command-line parameters, calls to API methods, HTTP requests, etc.
6.2 Ground-Truth
The ground truth in our experiment is formed by manually identifying seed
methods in the subject programs. In order to make our classiﬁcation of methods
objective and consistent across all experimental subjects, we use the following
procedure that is based on the observation that libraries and frameworks, which
are used for interfacing with an environment tend to enforce a reactive mode of
implementing functionality and standardize the names of methods for doing so.
For instance, the Swing Java GUI framework deﬁnes a set of methods, such as
actionPerformed, onClick, etc., that are meant to be implemented by a client ap-
plication and are called by Swing upon the reception of a given event from a user.
Such methods, exhibiting individual functional concerns in response to external
events, are used as ground-truth seed methods in our experiment. We reckon
that such chosen methods could also be appropriate candidates for execution by
software recoinnaissance’s test-cases [13], annotating as feature-entry-points [8],
marking as landmark methods [12], or starting points for static analysis [15].
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Table 4. Percentage of LOC covered for both approaches
Program Ground truth Intersection Approach
ArgoUML 81,5 % 79,3 % 82,2 %
Checkstyle 51,8 % 48,6 % 73,6 %
GanttProject 93,9 % 93,6 % 96,1 %
Gephi 90,7 % 89,2 % 92,0 %
JHotDraw 87,3 % 85,9 % 88,9 %
k9mail 97,1 % 97,0 % 97,0 %
Mylyn 80,7 % 78,1 % 81,9 %
NetBeans RCP 81,5 % 79,9 % 89,0 %
OpenMeetings 75,9 % 73,6 % 79,5 %
Roller 80,7 % 79,8 % 83,6 %
Log4J 90,1 % 86,3 % 88,6 %
Spring 69,3 % 66,5 % 76,9 %
Hibernate 84,1 % 82,1 % 84,9 %
Glassfish 71,4 % 70,5 % 78,8 %
Based on the mentioned observation, we manually identiﬁed interfacing tech-
nologies used by the subject programs. This was done based on static dependen-
cies found in source code. For each of the discovered technologies, we identiﬁed
methods that are intended to be implemented/overridden by client programs in
order to provide a client’s functionality. We identiﬁed such methods by surveying
the available oﬃcial documentation of the investigated libraries. The summary
results of this process are listed in Table 3.
6.3 Results
For each of the subject programs, the seed methods of its interfacing technologies
served as a starting point for static call-graph slices. Their aggregated coverage,
being the union of these slices, was used as the ground-truth. The aggregated
coverage percentages of both the ground truth and the proposed heuristic are
shown in Table 4. In the “Ground truth” column the percentage of code covered
by the static-slices originating from the ground truth is shown. The “Approach”
column shows the percentage of code covered by the static-slices originating from
the methods found by our heuristic. In the “Intersection” column the percentage
of code covered by intersection of both result-sets is shown.
We can observe that for most systems the ground-truth coverages remain over
75% of the LOC, which suggests a high degree of completeness of the established
ground truth. The only exceptions here are Checkstyle, Spring and Glassﬁsh that
are covered in 51,8%, 69,3% and 71,4% respectively. The result of Checkstyle
seems to suggest incompleteness of the used ground truth. However, a closer
look reveals that there exist four other systems that managed to achieve over
75% coverage based on exactly the same set of seed methods as Checkstyle. As
we discuss later, this particular result of Checkstyle had a diﬀerent cause.
Comparison of columns one and three indicates that aggregated coverage gen-
erated by our approach surpasses that of the ground truth for all the systems but
k9mail. While the diﬀerences for most of the systems appear negligible (below
5% LOC), there are four notable exceptions, namely Checkstyle with diﬀerence
of 21,8%, Spring with 7,6%, NetBeans RCP with 7,5% and Glassﬁsh with 7,4%.
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Interestingly, three of these systems are also the ones that exhibit the lowest
ground-truth coverage.
A closer investigation of the reasons for the diﬀerence of 21,8% for Check-
style revealed that the results generated by our approach contained a number
of methods that we can categorize as non-technology-originated seed methods.
For instance, the methods process, processFiltered, verify, traverse and create-
Checker, were found to yield slices containing the highest numbers of classes.
These methods constitute important domain-speciﬁc abstractions that were es-
tablished by Checkstyle’s developers for implementing functionality, instead of
relying on the general-purpose abstractions provided by the JDK or by Swing.
Similarly, we found a similar pattern in other subjects, i.e. afterPropertiesSet,
invoke, postProcessBeforeInitialization and find in Spring, or execute, addNotify
and propertyChange in the NetBeans RCP.
Comparison of the columns one and two shows that the proposed heuristic
manages to cover most of the regions of source code covered by the manually
extracted ground truth, with the average loss of only 2,5% LOC. While this
result is something that is expected for the highest sets of coverages (e.g. for the
intersection of two result-sets achieving 95% coverage, the maximum possible loss
is 5%), it is especially signiﬁcant in the context of the lowest-scoring ground-
truth values, i.e., Checkstyle (for which the maximum possible loss is 26,4%)
and Spring (for which the maximum possible loss is 23,1%). This indicates that
our approach not only covers as much source code as the manually-established
ground truth, but that it also identiﬁes largely the same regions of source code,
thus providing analogous input to measuring feature conﬁnement.
Lastly, the aggregated coverage obtained by our approach does not appear
to be inﬂuenced by size or type of systems. Nevertheless, a sample larger than
the one used in our experiment would be needed to conﬁrming the lack of such
causalities at a satisfying level of statistical signiﬁcance.
7 Evolutionary Application
In this section, we apply our approach to evaluating the quality of features
conﬁnement in an evolving program. We do this by automatically measuring
long-term evolutionary trends of conﬁnement metrics in the release history of
Checkstyle1, a library for detecting violations of coding style in Java source code.
The units of functionality in Checkstyle library, and whose historical quality we
intend to assess using feature-oriented metrics, are the individual detectors for
various types of style violations, as well as the core infrastructure of the library
responsible of parsing source code, reporting results, etc. In this investigation,
we measure 27 major releases of the library since version 1.0 until version 5.4.
7.1 Measuring Feature Confinement
The existing literature proposes and demonstrates the usefulness of a number of
diverse metrics for measuring this confinement, e.g., [14,6,5]. A common theme
1 http://checkstyle.sourceforge.net/
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that tends to re-appear in many works is formulating measures for quantifying
locality of features in structural units of source code (i.e. packages, classes or
methods) and for quantifying overlap of features in terms of structural units.
Having this in mind, for the purpose of this work we use the most elementary
and intuitive formulations of metrics for capturing these properties. The two
metrics used here are called scattering and tangling and they are based on simply
counting the number of related classes or features. They are deﬁned as follows:
– Scattering: denotes the delocalization of a functional concern over computa-
tional units of a program. In this work, we measure scattering for each seed
method as the total number of classes that appear in its static trace.
– Tangling: denotes the interweaving of functional concerns in a structural unit
of a program. In this work, we measure tangling for each class as the number
of seed methods in whose static traces a given class appears.
The metrics chosen to quantify feature conﬁnement are not directly calculated
on the system level, but rather on the level of a single trace (scattering) or on
the level of the class (tangling). In order to come to a system level measurement
the values of the measurements on the lower level need to be aggregated. To
compare a variety of systems in a consistent manner the aggregation needs to
be done in such a way that the inﬂuence of other factors, for example the size of
the system or the number of concerns evaluated, do not inﬂuence the aggregated
measurement.
7.2 Aggregation of Confinement Metrics
Alves et al. [2] proposed an aggregation strategy based on benchmarking with
these characteristics which has been applied successfully [3]. In this aggregation
strategy a repository of systems is used to derive thresholds for categorizing unit
of measurement in system (i.e., the class or the trace) into one of four categories.
By summing up the size of all entities in the four categories a system-level proﬁle
is calculated, which in turn is used to derive a system-level rating [1].
The resulting rating, normally on a scale of one to ﬁve, indicates how the
proﬁle of a speciﬁc system compares to the proﬁles of the systems within the
benchmark used for calibrating the proﬁle-rating. For example, a rating of 1
indicates that almost all systems in the benchmark have a better proﬁle, while
a rating of 4 means that most systems in the benchmark have a lower proﬁle.
The repository used to calibrate the rating for both scattering and tangling
consists of industry software systems previously analyzed by the Software Im-
provement Group (SIG), an independent advisory ﬁrm that employs a standard-
ized process for evaluating software systems of their clients [3]. These industry
systems were supplemented by open source systems previously analyzed by SIG’s
research department.
The repository consists of 55 Java systems, of which 11 systems are open
source. These systems diﬀer greatly in application domain (banking, logistics,
development tools, applications) and cover a wide range of sizes, starting from
2 KLOC up until almost 950 KLOC (median 63 KLOC).
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Fig. 2. Evolution of Checkstyle
7.3 Results
Fig. 2 shows a plot of the measured evolutionary trends of Checkstyle. The
ﬁgure shows the values of KLOC metrics and the ranking values of scattering
and tangling for each release. Please note that as a result of benchmarking, the
quality rankings have to be interpreted inversely to the metrics they originate
from - e.g. a high quality rank of scattering means low scattering of features.
The evolutionary trends plotted in Fig. 2 indicate that feature-oriented qual-
ity, represented by ranks of scattering and tangling tends to degrade over time.
In the following, we investigate three periods marked in Fig. 2 that exhibit par-
ticularly interesting changes of the measured ranks.
Versions 2.4 – 3.1 : a signiﬁcant degradation of both scattering and tangling
quality ranks is observed. The observed degradation was initiated by changes
done in release 3.0, where one of the major changes was a restructuring to a
“completely new architecture based around pluggable module”2. This restruc-
turing involved factoring-out a common infrastructure from existing detectors.
Doing so was bound to increase the number of classes that features are scat-
tered over, and create a number of infrastructural classes meant to be reused by
multiple features, thus contributing to tangling.
Further degradation continued in release 3.1. According to Checkstyle’s change
log, the crosscutting introduction of severity levels to all detectors forces all of the
detectors to depend on an additional class. This signiﬁcantly contributes to the
increase of tangling and scattering of features because before this introduction
most of the detectors were conﬁned to a single class.
Versions 3.1 – 4.0 : a rapid extension of Checkstyle’s size is observed. In
contrast with the previous period, the feature-oriented quality of the program
remains stable. Version 3.2 is the version in which the program’s size doubled,
while the tangling rank slightly improved and the scattering rank declined. Based
on the change log, this is caused by the addition of multiple fairly well separated
J2EE-rule detectors. As discussed later, this hypothesis is supported by observed
2 http://checkstyle.sourceforge.net/releasenotes.html
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reverse changes in tangling and scattering ranks in version 5.0b, where these
detectors are removed.
One of the most interesting characteristics of the 3.1 – 4.0 period is the
observed preservation of feature-oriented quality despite a nearly twofold growth
of the program’s size. This suggests that the new architecture established in
3.0 and adjusted in 3.1 proved appropriate for modularizing the forthcoming
feature-oriented extensions. The established underlying infrastructure appears
to provide all the services needed by features and the new features are made
conﬁned to approximately the same number of classes as the already-existing
features.
Versions 4.4 – 5.0 : An interesting shift in feature-oriented quality is observed
in this period. Firstly, a slight improvement of the scattering rank and a degra-
dation of the tangling rank is observed in the release 5.0b. Together with the
decrease of program’s size, these changes suggest a removal of a number of fairly
separated features. The program’s change log supports this hypothesis, as it
reports removal of all the J2EE-rule detectors. It needs to be noted that the
observed magnitude of degradation of the tangling rank and improvement of
scattering rank is approximately equal to their respective changes in the release
3.2, where the J2EE-rule detectors were originally added.
Secondly, a signiﬁcant improvement of the tangling rank and a signiﬁcant
degradation of the scattering rank is observed in release 5.0. According to the
change log, the most likely reason is the ”Major change to FileSetCheck archi-
tecture to move the functionality of open/reporting of ﬁles into Checker”, which
”reduces the logic required in each implementation of FileSetCheck”. In other
words, by freeing individual detectors from explicitly calling ”open/reporting”,
the programmers managed to reduce the tangling among them. At the same
time, the ten newly-introduced complex detectors caused a visible degradation
of the scattering rank.
8 Discussion
The results presented in Section 6 show that seed methods automatically iden-
tiﬁed by our approach yield static slices that capture largely the same regions
of source code as a manually-established ground truth. Moreover, the heuristic
improves on the ground-truth coverage results by identifying non-technology-
originated seed methods that reﬂect important domain-speciﬁc functional ab-
stractions. Given these observations, we conclude that the seed methods com-
puted by our approach are adequate substitutes to manually identiﬁed seed
methods for the purpose of system-level quantiﬁcation of feature conﬁnement.
The application of our approach presented in Section 7 shows that the auto-
mated measurement of the evolution of scattering and tangling properties pro-
vides a valuable perspective on the evolution of an existing software system.
We demonstrated how to interpret these metrics in the context of Checkstyle’s
change log by generating informed hypotheses about the impact of the individ-
ual changes on the feature-oriented quality of the program. While the generated
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hypotheses need additional validation, they provide a sound and ﬁrm starting
point for evaluating the evolutionary quality of feature conﬁnement.
Algorithm Parameters. As explained in Section 4.2, the parameter δ is used to
limit the number of best-ranked methods to be chosen as seed methods. Theoret-
ically, such a value should preserve all the methods that contribute signiﬁcantly
to aggregated program coverage, whereas all the remaining methods should be
ﬁltered out. Even though the chosen δ seems to be correct for our current case-
study (i.e., adding more methods to the list of seed methods did not increase the
program coverage substantially), more work is needed to determine the optimal
value of δ. Additionally, it is important to investigate whether a single optimal
value of δ can be found for a portfolio of programs, or whether each program
needs an individually-chosen δ value.
Limitations. One of the limitations of the performed experiments is the lack
of a direct comparison against outputs of existing feature location approaches.
Ideally, a correlation study of system-level scattering and tangling metrics con-
trasting our approach with the existing ones could be conducted. However, such
a study requires a signiﬁcant number of data points, being software systems,
to achieve a satisfactory level of statistical conﬁdence. While in the case of our
approach this data can be generated automatically, to the best of our knowledge
no suﬃciently large data sets exist for existing feature location approaches.
In our evolutionary investigation, the diﬀerences among the sets of identiﬁed
seed methods for subsequent versions of Checkstyle could have inﬂuenced our
results. We observed this behavior when new types of detectors using new seed
methods were added. While such a ﬂux of the sets of seed methods reﬂects the
evolution of how feature implementations change over time, it may turn out
problematic with respect to comparability of measurements across versions. As
a means of addressing this threat to validity we used the metric aggregation
discussed earlier. Additionally, we conﬁrmed that even tough the set of seed
methods changed over time the coverage remained between 68% and 75%.
Lastly, because only open-source Java systems where used in the evaluations,
the results cannot be generalized to systems with diﬀerent characteristics (i.e.,
systems using a diﬀerent programming paradigm). However, since the heuristic
is largely technology agnostic, it remains possible to validate the approach using
a more diverse set of systems.
9 Conclusion
Cost-eﬃciency of applying feature-oriented measurement is constrained by lack
of automation of measurement collection procedures. This hinders applicability
of feature-oriented metrics in large-scale and evolutionary scenarios. As a result,
it remains diﬃcult to assess quality of feature implementations, control it over
time, and thoroughly validate new feature-oriented metrics.
In this paper we have proposed an approach for the automated measurement
of system-level feature conﬁnement, based on statically slicing the call-graph of
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a software system starting from a set of seed methods. The contributions of this
paper are:
– The deﬁnition of a heuristic to automatically detect seed methods in software
systems, based on popularity of method names and size of the static call-
graph slices they yield.
– The validation of the heuristic by comparing the performance of static slices
produced by our approach against slices produced from a set of manually
selected seed methods.
– A demonstration of the practical applicability of the proposed approach in
a case-study of measuring feature conﬁnement over time.
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