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Abstract 
This dissertation was written as a part of the MSc in ICT Systems at the International 
Hellenic University. It analyzes the wireless networks for indoor environments and is 
separated in two main thematic sections, the Wi-Fi networks and the Femtocell net-
works. In the beginning theoretical aspects are explained, having to do with: a) the 
802.11 b and g networks, focusing mainly on the Physical and MAC layer, b) the fem-
tocell networks and more specifically their access methods and interference, c) the wire-
less indoor propagation, concentrating on the characteristics of a wireless channel and 
the propagation mechanisms. Moving now to the first section, it describes the Wi-Fi 
network of the International Hellenic University. For this reason the two buildings and 
the exact locations of the access points have been simulated in order to present parame-
ters such as: 1) the received field from every access point, 2) the SINR, taking into ac-
count access points from both the two floors, 3) the areas of available data transmission 
rates, for both 802.11b and 802.11g, based on the values of the SINR. 
The second part investigates the network of femtocells for four different buildings (sce-
narios) with many apartments and one FAP in each of them. In this part the main pur-
pose is the management of these networks in terms of the energy efficiency and fairness 
and for this reason, the parameters that are examined here, are: 
1. Number of neighboring apartments that every femtocell can cover. 
2. Number of Active FAPs, to cover requests from users of different apartments. 
3. Time that every FAP operates, according to its coverage ability. 
4. Time that a user is served from its own femtocell or from a neighboring.  
5. Power consumption of the network and the energy saving. 
It is also very important before going to the main body of the project to express my 
gratitude to the supervisor of this dissertation Dr. Michela Meo and the co-supervisor 
Dr. George Koutita, for their valuable and implicit collaboration and assistance during 
the whole period of its preparation. Last but certainly not least, the parent’s contribution 
must also not be omitted, since it was of vital importance for the completion of the pro-
ject. 
Christos Seizis 
29-10-2012
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1 Introduction 
Telecommunications, as any other sector of the human activity have experienced a tre-
mendous change and progress during the last decades. The first systems based on the 
wired networking and offered a satisfied level of communication to users that wanted 
mainly to be able to make calls through their home telephones. However, the needs and 
demands, from the communication systems, have increased together with a dramatically 
changed and evolved world. Nowadays, every one wants to communicate at any time 
and anywhere and the term that characterizes the modern culture, is the Mobility. This is 
the initial motivation for the development of the wireless communication systems, 
which gradually were extended to the indoor environments, something which is also the 
topic of study for this dissertation.      
1.1 General 
As it mentioned before the need of more advanced features from the communication 
systems has led to a shift from the wired to the wireless networks. In these features are, 
the exchange of data such as files, photos and videos, the connection to the Internet for 
browsing, mail exchange, social networking and streaming· activities that increase the 
requisitions for high data rates, coverage and traffic. All these demands can be satisfied 
with the wireless technologies which also offer a number of advantages compared to the 
wired systems (figure 1.1). 
The most important advantage is the mobility, since the users can move without restric-
tions inside the range of the network, something which increase the effectiveness of 
their communication. Another one is the flexibility, due to the easy and simple installa-
tion, without the spread of wires in the walls and the ceilings. In addition, the wireless 
nature offers easy deployment, because the only piece of equipment which requires in-
stallation is the base station, in which then a number of users can be connected wireless-
ly. For this reason this kind of networks can be deployed in places where it is difficult 
or undesired the presence of wires. Similar to the previous, another advantage is the 
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scalability to different topologies with different characteristics and demands and from 
networks with a small number of users to networks with many layers and hundreds of 
users. Important to mention here, is also the sturdiness and reliability in changes of the 
surrounding environment, blackouts, or even after disasters, when the wireless commu-
nication can be still possible. Furthermore, very positive is also the support of high data 
rates and the compatibility with the existed wired network. Last but not least, another 
advantage is the low cost especially for the installation, operation and maintenance of 
the network, although the initial cost of purchasing the equipment is bigger than the re-
spective wired. 
 
Figure 1.1: Wired and Wireless LAN. 
This dissertation focuses on the two families of the wireless indoor technologies, the 
Wi-Fi networks (section 1.1.1) and the Femtocells networks (section 1.1.2). 
1.1.1 Wi-Fi Networks 
To begin with the term Wi-Fi (Wireless Fidelity), it refers to a certification program by 
the Wi-Fi Alliance according to which, if a piece of WLAN equipment passes some 
tests for interoperability, then it can use the Wi-Fi mark. The term, Wi-Fi networks, in 
practice, refers to the 802.11 networks, since the respective products are following the 
802.11 standards, which are a family of standards (table 1.1), created by the Institute of 
Electrical and Electronics Engineers (IEEE), for the Wireless Local Area Networks [5]. 
As it is presented below every standard has been developed in a different year, uses its 
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own frequency band and supports a number of possible data transmission rates. The 
primary standard that gained publicity was in 1997, but the first generally accepted pro-
ject was the 802.11b which was released in 1999. From this date a number of standards 
have been created and this production continues until our days with the most contempo-
rary, the IEEE 802.11ac. 
Table1.1: 802.11, Family of Standards. 
IEEE stan-
dard 
Speed (Mb/s) 
Frequency Band 
(GHz) 
Year of Re-
lease 
802.11 1, 2 2.4 1997 
802.11a 6, 9, 12, 18, 24, 36, 48, 54 5 1999 
802.11b 1, 2, 5.5, 11 2.4 1999 
802.11g 6, 9, 12, 18, 24, 36, 48, 54 2.4 2003 
802.11n 
7.2, 14.4, 15, 21.7, 28.9, 30, 43.3, 45, 57.8, 
60, 65, 72.2, 90, 120, 135, 150 
2.4/5 2009 
802.11ac until 866.7 5 2011 
 
Due to the advantages that have been mentioned in the previous section the Wi-Fi net-
works have met an enormous development in the last ten years for usage in the interior 
of buildings with many apartments or offices and the industry. In houses they offer ac-
cess to the Internet from any point inside them, without the presence and spread of 
wires, hubs and other networking equipment throughout them. In offices they guarantee 
the uninterrupted connection to the corporate network and the web for the employees, 
who can also use their laptops and move from one office to the other, without the fear of 
disconnection. This results to an increase in the productivity and collaboration of the 
human resources of the companies, but on the other hand encloses risks in the security 
of the exchanged information. Finally, in the industry except of the previous uses, they 
-8- 
can also be used for the monitoring of the processes and the machinery. This can be 
succeeded through a well-rounded network of sensors that will be able to communicate 
between them and with a central manager, with the help of a Wi-Fi network, exploiting 
in this way the available high data rates for the real time communication and detection 
of possible problems and leading the industry to higher production rates by increasing 
the effectiveness of its mechanical and human forces. 
1.1.2 Femtocell Networks 
Another category of indoor wireless networks is the networks of femtocells, which, in 
practice, are small base stations that are installed inside the buildings with the purpose 
of improving the coverage in the interior and offering broadband access to the users. As 
a short history flashback, they are first studied by the Bell Labs of Alcatel - Lucent in 
1999, but the first construction of such a device took place in 2002 by Motorola. The 
general acceptance came in 2005 and in 2006 they are given the name femtocells. In 
July of 2007 the FemtoForum promoted their standardization which is followed by one 
hundred manufacturers of hardware and software by the end of 2008. Finally, a bigger 
growth is expected together with the diffusion of the 4G mobile systems and the Long 
Term Evolution (LTE) standard [2]. 
Generally speaking the femtocells belong to the family of the mobile networks, together 
with the megacells, macrocells, microcells and picocells. As it is being understood their 
names come from the subdivisions of the meter and show the size of their cell. In this 
way megacells are used between satellites and terrestrial mobile users and have the big-
gest size. Macrocells are smaller and are used in rural and suburban environments. Their 
base station antennas are quite high and are placed in great altitude (in the top of hills) 
in order to outgrow the surrounding objects (trees, buildings, other hills). On the other 
hand microcells are smaller and are installed in urban areas in roofs and balconies. Fi-
nally, picocells and femtocells have the smallest cell and are appropriate for indoor en-
vironments. Their small range cell is influenced by the form of the house or the apart-
ment, as well as from the positions of furniture and other decorations. Therefore, the 
femtocells are part of the cellular network of a telecommunication provider, which in 
this way is extended to the interior of the buildings.    
Moving now to the advantages of these devices, except for the small size significant are 
also the low cost and the low maximum transmit power, since they are installed inside 
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the houses and very close to the bedrooms and child rooms. Something also important is 
the convenience of their installation which can be done by every user without the guid-
ance of any expert. Thus, the final user is connected and becomes part of the network of 
the provider and can now have coverage and high data rates in the interior of his home, 
where it is difficult to reach the field of a nearby macrocell or microcell. In this way it is 
also achieved the relief of the load of the macrocells, something which leads to an in-
crease in their capacity and to a more effective operation of the provider’s network.  
Moreover the path loss between the Femtocell Access Point (FAP) and the user’s 
equipment is smaller since the whole path is smaller (compared to the respective one 
from a macrocell to a user inside a house) so as the transmit power for the communica-
tion between the user and the FAP can be reduced. Finally, with the deployment of 
these networks it is succeeded a further power saving, since the access points operate 
only when there is a user in the house or the office and are not always switched on as 
the macrocells· something which is very important by taking into account that a base 
station without load also consumes a lot of energy for the transmission and reception of 
signals. 
1.2 Contribution - Project Work 
The third generation cellular systems (UMTS/CDMA 2000) have created new demands 
in the system coverage and traffic, which in turn create the need for more bandwidth, 
although it is already limited in the wireless systems. The situation gets worse in urban 
areas where the population density is higher and there could be multiple, simultaneous 
data requests, waiting to be satisfied from the existed cellular network. For this reason it 
is more difficult to have coverage in the interior of a buildings and in all places inside 
an apartment or office. This lead to the development of the indoor wireless networks 
(Wi-Fi, Femtocell networks), which are easy and simple in operation and can be in-
stalled in any position inside a building, by every user. As a result, in many occasions 
these devices to be deployed very close to each other, for example in neighboring 
apartments, with important cell overlapping and hence co-channel interference. This is 
very crucial since the network performance is compounded with unpleasant effects in 
the provided Quality of Service (QoS), but also because many of these access points are 
useless to operate and hence to consume energy, as the desired coverage can be offered 
by a neighboring one. Thus, another important aspect is the energy consumption of the 
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network. New regulations prescribe the network power consumption to be proportional 
of the traffic. This implies to switch off access points which have not users to serve or 
their range is covered by neighboring cells. However, new aspects arise having to do 
with the fairness or in other words the fact that some access points operate more fre-
quently than others (of the same network) in order to cover neighboring requests. One 
solution for this situation is to consider the different access points of one building, with 
many apartments, as part of the same network and then to treat them very carefully so as 
every time to operate only the necessary number (of them), according to the requests. In 
other words one solution is a scrupulous and effective network management for the ac-
cess points in the positions they have been installed. 
This dissertation examines the access point management schemes with the aim to oper-
ate only the minimum number of these and not always the same, so as to offer the re-
quired QoS with the minimum energy consumption. The environments that are studied 
and simulated are indoor and the parameters that are investigated are: the neighboring 
apartments that a base station can cover, the number of requests, the number of access 
points that can serve these requests, the access points that operate most of the time, the 
energy consumption and the power saving. For the above simulations the models that 
have been developed focus on the different targets of the management schemes, such as 
the energy efficiency and the fairness (equality in the time of usage for every access 
point). It has also been supposed that in each apartment there is one access point in-
stalled and the inputs, which are the traffic requests, originate randomly from users of 
different apartments. In other words for every apartment corresponds one request in 
every time-slot (for a total period of 1000 time-slots) and the selection of the apart-
ments, that will make the requests, is totally random.    
Furthermore, this thesis examines the performance of the Wi-Fi network of the Interna-
tional Hellenic University, ending up with suggestions for optimization in case of veri-
fied inaccuracies. For this reason all the university’s buildings have been simulated to-
gether with the exact positions of the access points. The parameters that are investigated 
here are the receive power, the SINR and the supported data rates. The developed model  
is based on a Ray Tracing algorithm provided by Dr. George Koutitas which computes 
the path loss from every access point to every point inside the building. In addition the 
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presented data rate areas are based on the values of the SINR, which has been computed 
with a probability of 0.5 for overlapping cells.    
1.3 Achievements 
As achievements of this project can be mentioned the following: 
1. The theoretical study and evaluation of the Wi-Fi network in the International 
Hellenic University. 
2. The coverage sparse matrixes (in femtocells) for the case of a pilot signal and a 
data request and the respective densities. 
3. The development of algorithms that implement the femtocell management 
schemes in terms of energy efficiency and fairness. 
4. The simulation of four different buildings (four scenarios), appropriate separated 
in apartments. 
5. The Energy Efficiency of the network of femtocells (energy saved, reduction in 
CO2 emissions). 
6. Fairness issues on femtocell’s management. 
1.4 Structure of the Dissertation 
This first introductory chapter is followed by five chapters, containing all the relative 
work to the fulfillment of the project. 
Chapter 2 analyzes briefly basic theoretical aspects related to the Wi-Fi, the femtocells 
and the wireless propagation. Thus, for the 802.11 standards, it focuses on the 802.11 b 
and g and mainly on the physical and MAC layer. More specifically it is described the 
radio spectrum, the available channels, the techniques HR/DSSS, OFDM of the physical 
layer and the methods CSMA/CA, DCF, RTS/CTS, PCF of the MAC layer. Respec-
tively for the femtocells, the access methods and the co-channel interference (between 
FAPs) are presented for both the CDMA and the OFDMA scheme. Finally, basic con-
cepts of a wireless channel are examined such as the path loss, fading, shadowing and 
the delay spread, as well as the propagation mechanisms: reflection, refraction and scat-
tering which are mostly taken place in an indoor environment. 
Chapter 3 presents the Wi-Fi network of the International Hellenic University. It begins 
with basic information about the IHU premises and the network, continues with the de-
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scription of the developed algorithm, the presentation of the results and closes with a 
discussion about the effectiveness of the network and possible suggestions for optimiza-
tion. 
Chapter 4 describes the model algorithms for the implementation of the management 
schemes in a network of femtocells. First of all it presents the four different buildings 
(scenarios) which have been simulated, their characteristics and their separation in 
apartments. The next sub-chapter continues with the explanation of the coverage sparse 
matrix and its presentation for every scenario extensively for the case of a pilot signal 
and a data request. In the next section theoretical terms are briefly analyzed, such as the 
fairness, the benefit and the energy efficiency. Finally, this chapter closes with the pres-
entation of the models, the basic assumptions and the variations for the energy effi-
ciency and the fairness strategy. 
Chapter 5 presents the results of the models for every scenario extensively, in terms of 
the number of active access points, the energy consumption of the network, the time 
that every access point is used, the time that every user is served from its own FAP or a 
neighboring one, the percentage of the energy saving and so on. 
Chapter 6 closes this dissertation with the conclusions that are obtained and presents 
four tables with cumulative statistics for the examined parameters of every scenario. 
Finally, in the last part a full list of the literature references is given. 
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2 Wi-Fi and Femtocell Networks 
The following chapter contains a brief analysis of the basic concepts of the indoor wire-
less networks. For this reason it starts with the Wi-Fi networks (2.1), continues with the 
networks of femtocells (2.2) and closes with aspects related to the wireless propagation, 
but specified for the indoor environment (2.3).  
2.1 Wi-Fi Networks 
This section examines the 802.11b and 802.11g standards and focus on concepts like the 
radio spectrum, the availability of channels and bandwidth (2.1.1). Moreover, it ana-
lyzes aspects related to the physical layer, like the DSSS and the OFDM techniques 
(2.1.2) and the MAC layer, like the CSMA/CA technique and the PCF, DCF methods 
for accessing the wireless medium (2.1.3). 
2.1.1 Radio Spectrum – Available Channels – Bandwidth 
Regulators like the Federal Communications Commission (FCC) and the European 
Telecommunications Standards Institute (ETSI) which are responsible for the distribu-
tion of the areas of frequencies, have defined some areas of the spectrum as Industrial 
Scientific and Medical (ISM) and these can be used without permission. One such band 
is the S-Band ISM in 2.4-2.5 GHz which is used by both the 802.11b and g. This band 
is then separated in 14 channels from 2.412GHz (for channel 1) to 2.484 GHz (for 
channel 14). However, every country uses different channels, for example in USA and 
Canada there are 11 channels available, whereas in Europe (except Spain and France) 
there are 13 channels available. In table 2.1, the 14 channels and their availability in 
some countries are presented. 
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Table 2.1: Channels and Availability in 2.4GHz Band [1]. 
Channel 
Width 
(GHz) 
Center Fre-
quency (GHz) 
USA/Canada 
(FCC) 
Europe 
(ETSI) 
France Spain Japan 
1 
2.401-
2.423 
2.412 X X    
2 
2.406-
2.428 
2.417 X X    
3 
2.411-
2.433 
2.422 X X    
4 
2.416-
2.438 
2.427 X X    
5 
2.421-
2.443 
2.432 X X    
6 
2.426-
2.448 
2.437 X X    
7 
2.431-
2.453 
2.442 X X    
8 
2.436-
2.458 
2.447 X X    
9 
2.441-
2.463 
2.452 X X    
10 
2.446-
2.468 
2.457 X X X X  
11 
2.451-
2.473 
2.462 X X X X  
12 
2.456-
2.478 
2.467  X X   
13 
2.461-
2.483 
2.472  X X   
14 
2.473-
2.495 
2.484     X 
 
From the table above, it is obvious that “every channel is 5MHz wide and most of its 
energy is spread across a 22MHz band”, according to [1]. Something also important 
from table 2.1 is that most of the channels are overlapping with each other, since they 
share some of their frequencies, creating in this way interference. In order to prevent 
this, the different networks must operate on center frequencies that are separated by at 
least 22 MHz.  Hence according to the table 2 and the 5MHz channel width, there must 
be a distance of five channels or in other words there are only three non-overlapping 
channels, the 1, 6 and 11. Thus, somebody can install only three different WLAN net-
works in the same room (in the above three channels), otherwise he has to face the inter-
ference from the adjacent channels, due to the overlapping frequencies (figure 2.1). 
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Figure 2.1: Overlapping Channels in 2.4 GHz for North America [3]. 
2.1.2 Physical Layer 
Different physical layers have been developed for the 802.11, with every technology to 
support different data-rates. In the first version of 802.11 in 1997 there were three dif-
ferent technologies for the physical layer: the Frequency-hopping (FH) spread-
spectrum, the Direct-sequence (DS) spread-spectrum and the Infrared light (IR). In 1999 
two more technologies were added (analyzed in the following chapter), the High-Rate 
Direct Sequence (HR/DS or HR/DSSS) which is used in 802.11b and the Orthogonal 
Frequency Division Multiplexing (OFDM) for the 802.11a, which is also used in 
802.11g. 
2.1.2.1 802.11b – High Rate Direct Sequence Spread Spectrum (HR/DSSS) 
At first with a spread spectrum technique a narrowband signal interacts under some 
mathematical functions with other signals (codes), so as its power to spread to a bigger 
range of frequencies (wideband signal). When this wideband signal reaches the receiver 
then he performs the inverse procedure (de-spreading), by using the same code (as the 
transmitter), in order to distinguish his signal from other signals and restore it to its ini-
tial (narrowband) frequency. In this way the receiver can also eliminate any narrowband 
noise. 
The Direct Sequence Spread Spectrum (DSSS) technique, which was in the initial ver-
sion of 802.11, is similar to the spread spectrum method. The signal interacts under a 
mathematical transform with a chipping code or chip, which in practice is a binary se-
quence of numbers and has also the name Pseudorandom Noise Codes (PN Codes). 
Again here the energy of the signal is spread over a bigger range of frequencies using 
the spreader, which adapts the amplitude of a narrowband signal in the bigger frequency 
band. Finally, the receiver performs correlation in order to detect if the received signal 
is for him, by comparing it with the same chipping code as the transmitter. One consid-
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erable value here is the processing gain which is the ratio of the bandwidth of the spread 
wideband signal to the bandwidth of the un-spread narrowband signal. Another signifi-
cant ratio is the spreading ratio which shows the analogy of chips that are used in order 
to transmit one bit. If this ratio is high then it is easier to recover the transmitted signal, 
but on the other hand it demands wider frequency band and bigger chip rate and for this 
reason the spreading ratio should be selected appropriately. According to [1], for 
802.11b the direct sequence physical layer uses a chip rate equals to 11MHz or 11 mil-
lions chips per second. 
Differential Phase Shift Keying 
The modulation scheme that is used with the direct-sequence spread spectrum tech-
nique, is the Differential Phase Shift Keying (DPSK), which is a type of digital band-
pass modulation and in which the phase of the transmitted signal (at the beginning of 
the pulse) is changed between discrete values, so as the information can be encoded in 
these phase variations. There are two types of DPSK (table 2.2) that are used in the di-
rect sequence system, the Binary (DBSK) and the Quadrature (DQPSK) DPSK. In the 
binary the phase term can have two discrete values at 00 and 0180 , as a result to encode 
one bit per symbol (“0”, “1”), while in the quadrature version the phase shifts between 
four different states (being 090 apart), so as to encode two bits per symbol (“00”, “01”, 
“10”, “11”). 
Table 2.2: DBPSK & DQPSK Encoded Symbols and Phase Shifts. 
 DBPSK DQPSK 
Symbol 0 1 00 01 11 10 
Phase 00  0180  00  090  0180  0270  
 
Until now the direct sequence physical layer has been analyzed which is a low rate 
layer, based on the DBPSK which can support data rates until 1Mbps and the DQPSK 
which can support data rates until 2Mbps. However, 802.11b can support higher 
throughput in the order of 5.5Mbps and 11Mbps. This can be managed with the High 
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Rate DSSS, which is again a direct sequence system using, though a different modula-
tion scheme, the Complementary Code Keying (CCK). 
CCK encodes four or eight bits per symbol (for 5.5Mbps or 11Mbps) and this can be 
accomplished by carrying the additional data bits in the code words. For example, for 
the case of four bits, two bits will be encoded using the DQPSK and the remaining two 
by selecting the content of one of the four possible code words for the current symbol. 
Respectively for the eight bits, two of them are encoded using again the DQPSK and the 
remaining six are divided into three pairs of 2-bits. These pairs are used as part of the 
code word, by encoding (each of them) a phase angle of the code word equation (00 
matches with 00 , 01 with 090 , 10 with 0180  and 11 with 0270 ), according to [1]. 
2.1.2.2 802.11g – Orthogonal Frequency Division Multiplexing (OFDM)  
Moving now to 802.11g (June 2003), which allows for greater data rates up to 54Mbps, 
its physical layer relies on the multiplexing technology which is called Orthogonal Fre-
quency Division Multiplexing (OFDM). In the OFDM the available bandwidth is bro-
ken in several smaller pieces, the sub-channels, which can be transmitted simultane-
ously and are orthogonal to each other. This means that they are suitably spaced so that 
their sidebands’ overlapping to stop at each center frequency. For example figure 2.2 
shows three subcarriers, where at the peak of each of them (center frequency) the other 
two have zero amplitude. 
 
Figure 2.2: Sub-channels in Orthogonal FDM [1]. 
One important notion in the OFDM is the Cyclic Prefix which is a guard time in the be-
ginning of the symbol time, which is inserted between the OFDM symbols in order to 
avoid Inter-carrier Interference (ICI, shifts in subcarrier frequencies) and Inter-symbol 
Interference (ISI, copy of a previously transmitted symbol which is arrived delayed and 
simultaneously with another symbol), due to delay spread and Doppler spread. In this 
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way delays must be smaller than the guard time, but on the other hand guard time must 
not be too big because it drops the performance of the system, since it compresses the 
time of transmission.  
According to [1, 4], in 802.11g each channel has 20MHz bandwidth and is separated in 
64 subcarriers. 48 of them are used to transmit data, four are the pilot carriers in order to 
check for ISI and ICI, one is a zero subcarrier and the final 11 are discarded subcarriers. 
After all these it is obvious that each subcarrier has 312.5 KHz bandwidth (20MHz/64). 
Moreover, across the 48 data subcarriers the symbol rate is 250.000symbols per second. 
As for the modulation schemes, 802.11g uses different schemes according to the sup-
ported data rates. The new scheme here is the Quadrature Amplitude Modulation, which 
is another type of digital band-pass modulation. It is a hybrid scheme since it allows not 
only the phase to vary (PSK), but also the amplitude to vary with the phase. Thus, ac-
cording to [1], 802.11g for 6 and 9Mbps uses the BPSK which encodes one bit per sub-
carrier or 48bits per symbol with a coding rate (R) of ½ or ¾, which means that ½ or ¼ 
of the bits goes for error correction so that the effective data bits per symbol to be 24 or 
36 bits in case of 9Mbps. For 12 and 18Mbps it uses QPSK, so as to encode two bits per 
subcarrier and 96 (2*48) per symbol, but the final data bits per symbol are 48 and 72bits 
respectively (R=½ and R=¾). For 24 and 36Mbps 802.11g uses the modulation scheme 
of 16-QAM, which encodes 4 bits per subcarrier and 192 per symbol in total, with a 
coding rate of ½ and ¾ (final bits per symbol 96 and 144). Finally, for the 48 and 
54Mbps, it is used the 64-QAM which encodes 6 pits per subcarrier hence 288 per sym-
bol, with a coding rate of 2/3 and ¾ respectively (final bits 192 and 216). Interesting 
here is that, according to [6], “the 11Mbps rate experiences fewer packet losses than the 
6 Mb/s, at any given (symbol) SNR, due to the combination of modulation and physical 
layer coding schemes used”.  
In conclusion, table 2.3 shows an overview of the basic concepts for 802.11b and 
802.11g. 
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Table 2.3: 802.11b and 802.11g Parameters. 
 802.11b 802.11g 
Physical 
Layer 
DSSS DSSS DSSS DSSS OFDM OFDM OFDM OFDM OFDM OFDM OFDM OFDM 
Modulation 
Scheme 
BPSK QPSK CCK CCK BPSK BPSK QPSK QPSK 16QAM 16QAM 64QAM 64QAM 
Data Rate 
(Mbps) 
1 2 5.5 11 6 9 12 18 24 36 48 54 
Coding Rate 1/11 1/11 1/11 1/11 1/2 3/4 1/2 3/4 1/2 3/4 2/3 3/4 
 
2.1.3 MAC Layer 
Although there are different physical layers for 802.11b and g according to the standard 
and the supported data rates, the MAC layer is the same and is based on the Carrier 
Sense Multiple Access with Collision Avoidance (CSMA/CA). Generally, there are two 
methods to gain access to the wireless medium, the Point Coordination Function (PCF) 
and the Distributed Coordination Function (DCF), but the operation of the CSMA/CA is 
based on the second method. 
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) 
In the simple CSMA the basic function is to listen to the channel before any transmis-
sion. If the channel is free (no one else is transmitting) then transmit the frame, but if it 
is busy postpone the transmission and wait a random back off time until sensing the 
channel again [7]. Although, this scheme is simple and works, collisions between two 
nodes, which eventually transmit at the same time, can still happen. The worst is that if 
a collision takes place, then the medium can not recover and the entire frame transmis-
sion time is wasted. One usual reason for collisions is the problem of Hidden Terminal. 
Hidden Terminal Problem 
In figure 2.3 there are three access points and the respective areas that are reachable by 
each of them. It is obvious that terminal B which is in the middle can communicate with 
both terminals A and C, while terminal C and A can only reach terminal B and not one 
another. Thus, node C is hidden for node A and node A is hidden for node C something 
which increases the possibility for collisions. For example if A sends to B, C cannot lis-
ten this transmission, so if C wants also to send data to B, C thinks that the channel is 
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free, starts the transmission and this results to a collision in terminal B (and a fail of 
CSMA), which can not be detected by terminals A and C. 
 
Figure 2.3: Hidden Terminal Problem [8]. 
Distributed Coordination Function (DCF) 
In order to overcome the problem of the hidden terminal the CSMA with Collision 
Avoidance scheme has been adopted (CSMA/CA), which is based on the Distributed 
Coordination Function (DCF). According to this every terminal before a transmission 
checks the channel to see if it is free or busy. If it is free for a time interval, called Dis-
tributed Inter-frame Space (DIFS), then it starts transmitting otherwise it remains inac-
tive until it becomes free. However even in the case of a free channel it will not transmit 
immediately because then there is the danger of collisions with other terminals waiting 
for the same channel to be free. For this reason it waits an additional random time (in 
time slots) according to an algorithm, which is reduced in every time slot that the termi-
nal finds the channel free. If this additional time finished, then the station can transmit 
its data. In this way not only the possibility of conflicts, but also the chance for a station 
to use exclusively the channel by making consecutives transmissions, are minimized.  
RTS/CTS Technique 
Moreover it is possible for the DCF (and hence for the CSMA/CA) to use the RTS/CTS 
method to decrease more the possibility of collisions. In this case, takes place an ex-
change of control frames, such as the Request To Send (RTS), the Clear To Send 
(CTS), the DATA (the actual frame) and the Acknowledgement (ACK). Their meaning 
can be more easily analyzed with the example of the hidden terminal problem that has 
been described before. Thus, terminal A, that wants to send data to B, sends first an 
RTS to terminal B and receives a CTS from it. After that, all the other stations in the 
nearby area cannot transmit to B, so as A to transmit without collisions from hidden 
terminals. Hence, if terminal C sends to B a RTS in the middle of the transmission of A, 
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it will not receive a CTS from it, so it can not start transmitting and the collision is 
avoided. When A completes its transmission, B sends an ACK in order to show that it 
has received all the data without problem (if A does not get any ACK then transmits 
again the data) and then can send also a CTS to C in order to start receiving from C. 
Under this procedure the problem of hidden terminal is eliminated.  
By comparing the CSMA/CA with the RTS/CTS method, according to [9], the data 
rates in CSMA/CA are higher, due to the introduction of addition delays in the 
RTS/CTS. On the other hand CSMA/CA brings also some drawbacks for the overall 
performance of the network. According to [10], CSMA/CA is responsible for the de-
crease in the throughput in users who can support high data rates. If one host is subject 
to bad transmission conditions and its rate is low (1Mbps) then this situation also influ-
ences all the other hosts who can use the same channel with high bit rates (5.5 or 11 
Mbps), due to the CSMA/CA that wants to provide equal possibility in the channel ac-
cess for all the users. 
Point Coordination Function (PCF) 
Finally, in the case of the Point Coordination Function, the Access Point (AP) sends 
messages to every terminal connected to it, in order to see if they have data to send. If a 
station has data to send then it replies with an ACK, which can also be part of the data 
for transmission. In every case, the terminal must answer in a specific time interval, 
called Short Inter-frame Space (SIFS), if this does not happen then the AP continues 
with the next terminal (polling method, AP call the nodes to transmit in turn). One dis-
advantage of this method is the boundaries it imposes in the range of the cell, since the 
ACK from a terminal that has data to send must arrive at the AP inside the SIFS inter-
val; otherwise the terminal loses its turn. If this terminal is far away from the AP, 
maybe the ACK which has been sent normally from the terminal will never reach in 
time the AP, since the time needed for the initial request to come and the ACK to return 
is bigger than the SIFS interval.  
2.2 Femtocell Networks 
Related to the femtocells this subchapter focuses on their access methods (Open, Close 
and Hybrid), the interference between stations of the same building and its mitigation 
according to the access scheme which is used (CDMA or OFDMA). 
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2.2.1 Access Methods 
There are three kinds of femtocells according to the access method which is used, the 
Closed Access, the Open Access and the Hybrid Access, which are a combination of the 
previous two [2]. One usual used term here, is the Subscriber, who is somebody with 
access to the network of a femtocell. Thus, the close femtocells have a specific list of 
people who have access to them, which is called Closed Subscriber List (CSG),.  
2.2.1.1 Closed Access Femtocells 
In the closed access, as it is expected, only the subscribers can be connected, according 
to the CSG list that has been given to the telecommunication provider. A CSG list usu-
ally includes the mobile phones of the people with access and usually these people are 
the owner of the femtocell together with his family and some friends for a home envi-
ronment or the employees for a company environment. One problem here is the inter-
ference from people who are not subscribers and are moving in the close vicinity of the 
house or even worse they are visiting the house with the installed femtocell (figure 2.4), 
since the signal they receive from the femtocell is much stronger than this of the nearby 
macrocell. 
 
Figure 2.4: Closed Access Femtocell. 
Thus, by taking into account the environment of a neighborhood with many femtocells 
at different houses and a passerby who is moving at a road and wants to make a call 
with his mobile phone, connected to the nearby macrocell· he finally suffers from the 
downlink interference coming from the femtocells, but at the same time he also creates 
uplink interference to these Femtocell Access Points (FAP). Moreover, the quality of 
his communication becomes worse, if he is moving very close to a house with a femto-
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cell and especially if the FAP has been installed in a place where much of its field goes 
out of the house or even worse if he visits that house as a result to affect the whole net-
work of the FAP. For this reason in the hybrid access there is the possibility for some 
non-subscribers to have access to the network for some specific time. 
Another important aspect here is the co-layer interference between different (close) 
femtocells installed very close to each other, for example in a building with many floors 
and many apartments in every floor. This scenario becomes worse if it is supposed that 
each user locates the FAP wherever he wants in his apartment, without thinking of the 
case that in the adjacent wall maybe there is another femtocell. In order to face this 
problem the ideal situation is to adapt each femtocell network to the boundaries of the 
home or the apartment and every FAP to be located in the room with the worse problem 
of coverage, which is usually a room in the internal of the buildings. However, this is 
not easy, because a usual user not only has not the appropriate knowledge in order to 
install his FAP in the most suitable place, but also because every building has different 
characteristics and architecture.  
According to [11], a solution could be the power awareness of the FAP, in which every 
femtocell would be equipped with algorithms that count the power of the signals from 
other sources (marcocells, handsets) and adjust the power of its transmitted signal so as 
to be the highest. Moreover, in the concept of power management another alternative is 
the use of sleep modes, when there is no user in the place, something which can be real-
ized by the rise in the power levels. In addition, writers of [12] find useful but expensive 
too, the use of directional antennas, so as to decrease the overlapping between adjacent 
cells· “sectorized antennas combined with a time-hopped CDMA physical layer allows 
about a 7x higher femtocell density, even in case of corner femtocells”. Last but not 
least, the most feasible solution is the use of a multiple access scheme, such as the OF-
DMA, which allow the division of the available resources not only in frequency, but 
also in time. In this way in every FAP is allocated a portion of the frequencies (sub-
channels) and a portion of time (timeslots). This method becomes more effective if the 
allocation takes place from the femtocells themselves (figure 2.5) through a dynamic 
frequency planning [13]. 
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Figure 2.5: Allocation of Sub-channels and Timeslots in OFDMA [14]. 
2.2.1.2 Open Access Femtocells 
From their name it is understood that this kind of femtocells are open to every user. For 
this reason anybody can be connected to the FAP in order to receive better signal, with-
out this signal to act as interference for the adjacent macrocell (figure 2.6). 
 
Figure 2.6: Open Access Femtocells. 
This “openness”, creates three cases of usage for these femtocells. First of all, in houses, 
so as to offer good coverage and a quality of service, since this type of FAP decreases 
the cross-layer (between femtocell and macrocell) and co-layer (between two femto-
cells) interference. On the other hand, in this way there is no benefit for people who un-
dertake to install a femtocell in their place in order to improve their network’s coverage. 
Moreover, it increases the number of handovers from users that connect and disconnect 
after a while from the FAP, creating in this way the possibility to the telecommunication 
provider of loosing calls. Another scenario of usage is in big buildings; such as compa-
nies and organizations where it is needed more than one FAP in order to have full cov-
erage. Finally, the last scenario, according to [15], is like the Wi-Fi hotspots, in places 
such as roads, squares, parks in order to improve their network performance.  
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As for the interference the situation here is better and the overall network works better 
for an additional reason. If somebody is connected to a FAP, increments the capacity of 
the macrocell; as a result it can serve more users or even better to transmit less power 
and all these without to affect the total performance of the network. However, for the 
mitigation of the interference the same methods as before can be used, such as the 
power management, the directional antennas and the OFDMA technique. 
2.2.1.3 Hybrid Access Femtocells 
From the two previous cases has been understood that every type has its drawbacks. 
Close femtocells create problems with the interference and open maybe not be accepted 
by the users, because in practice it becomes one device that they do not have for private 
usage. For this reason there is an intermediary situation, in which the femtocell is close 
for the users, according to the CSG list, but at the same time there is also the possibility 
of connection under some restrictions for the non-subscribers. These restrictions have to 
do with the duration of time for which some non-subscribers will be connected to the 
closed femtocell, if all the resources will be given or one part of them will remain for 
exclusive usage for the subscribers and if anybody can have access to the FAP or only 
some of the non-users. 
Another important aspect here is the access scheme that is used from the femtocell. If it 
is the Code Division Multiple Access (CDMA), then all the users share the same band-
width and so independently of the fact that they are subscribers or not, interference is 
created between them. Hence, there is no distinction between them and every time that 
one more member is added to the network the overall performance drops. This will not 
happen if the provider uses two different frequency bands, one for the subscribers and 
one for the simple users, but this is impossible due to the frequency usage constraints. 
On the other hand, in case of OFDMA there is the division in time and frequency and 
thus there is the possibility of assignment of some subcarriers and timeslots to the non-
subscribers. However, in this case the allocation must be always checked, according to 
some parameters such as the characteristics of the channel, the daily traffic profiles and 
so on.    
2.2.2 Interference 
There are two kinds of interference related to the femtocells, the first is the interference 
between a femtocell and a nearby macrocell which is called cross-layer interference and 
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the second is the interference between two adjacent femtocells which is called co-layer 
interference (because it is supposed that femtocells belong to the same layer in a mobile 
network). This dissertation will focus on the co-layer interference, since it has to do 
with the indoor wireless networks. This kind of interference becomes worse with the 
expansion of femtocells, since the users locate them one next to the other in adjacent 
apartments in buildings with deficient insulation, as a result in some areas with more 
than two overlapping cells, the power of the total interference to be stronger than that of 
the transmitted signal. 
One more separation of the co-layer interference is in uplink and downlink. In uplink, 
the source of interference is the user’s equipment (handset) and the sufferer is the 
transmitter (FAP), while in the downlink the source is the transmitter and the sufferers 
are the users. As it is expected the uplink is worse, because in this case the whole net-
work performance is affected. For example if in two neighboring apartments there are 
two interfering femtocells and a user in the first wants to make a call, then he receives a 
downlink interference from the second FAP, even worse if the user of the second 
apartment visits the first and wants to make a call through its own FAP (the second), he 
creates uplink interference to the first FAP. In the following chapter there is a brief 
analysis for the downlink and uplink interference, for both the CDMA and OFDMA 
techniques. 
2.2.2.1 Interference in a CDMA Femtocell 
For the uplink interference the problem in a CDMA femtocell is the transmitted power 
of the handset, which increases the interference in the FAP, especially if the mobile uses 
its maximum transmit power. In order to face this problem, according to [16], FAPs 
force the subscribed handsets to transmit in specific power levels. The choice of the ap-
propriate transmit power will be done according to the information that the femtocell 
collects from the power it perceives from mobiles that belong to adjacent FAPs. Thus, 
the femtocell imposes the handset to transmit in a specific power level, which can offer 
the required signal to interference ratio, according also to the receiver sensitivity of the 
femtocell.  
For the downlink interference, due to femtocells which are located to close to each other 
creating in this way interference to their users, one possible solution is the method of 
Time-Hopping. Through this a user will not transmit in the whole bandwidth for all the 
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time, but only in specific time intervals, remaining silent for the rest of the time. Hence, 
if the transmission time is T, then it is separated in N hopping slots ( hopsN ) and in every 
user of the femtocell is assigned an interval T/ hopsN . Writers of [12] claim that this 
method decreases the co-layer interference by Nhop. Another solution is the adaptive 
power control methods for the adjustment of the transmitted power of a FAP, especially 
for the case of closed access femtocells, where the users are not connected to the access 
point with the highest signal, but only to their own.  
2.2.2.2 Interference in an OFDMA Femtocell 
First of all, for the creation of uplink interference there must be uplink transmissions in 
the same subcarriers and timeslots from different users. Hence the overall interference 
in a specific subcarrier and timeslot is the sum of the interference coming from every 
user and according to [2], is given from the following equation: 
Uplink Interference  
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Where: 
i, the FAP which receives the uplink interference. 
k, refers to the k sub-carrier. 
t, refers to the t timeslot.  
x, a user that tries to connect to a FAP.  
y, users that create interference to the FAP. 
kyP , , power of the interferer users in the subcarrier. 
yG , gain of the antenna of y-user. 
yL , losses in the equipment of the y-user. 
iyp
L
,
, path loss between the FAP and the y-user, includes not only the attenuation due 
           to distance, but also the shadowing and multipath. 
iG , gain of the antenna of the FAP. 
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iL , losses of the equipment of the FAP. 
tkx ,, , binary variable which is 1 if the y-user uses the timeslot x, k, t. 
As for the treatment of the uplink interference, generally OFDMA systems have bigger 
flexibility compared to the CDMA, according to [17], since they give the ability of han-
dling all the available resources both in time but also in frequency. In OFDMA the FAP 
can assign sub-channels to the users according to the service and the quality of commu-
nication they demand. The only thing the FAP has to do is to determine in which sub-
channels there is interference and which are free. For example, in figure 2.7 there are 
two houses with different femtocells installed and their networks overlap in some areas. 
With an appropriate assignment of sub-channels, taken place by the FAP itself, every 
user will see as interference the channels that the other femtocell is using so as not to 
use them. Hence, in OFDMA there is the ability of using different sub-channels, in or-
der to reduce the power which is received form handsets belonging to other FAPs and 
not transmitting in the whole bandwidth like in the CDMA. 
 
Figure 2.7: OFDMA Uplink Interference [2]. 
Moving now to downlink interference it can also take place if two or more access points 
use the same subcarriers and timeslots for downlink transmission. The total interference 
is the sum of the interference of each transmitter and according to [2], is given by the 
following equation: 
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Downlink Interference 
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Where, 
x, the user who receives the downlink interference. 
k, refers to the k sub-carrier. 
t, refers to the t timeslot. 
i, the FAP that serves the user x. 
j, the interfering FAPs. 
kjP , , power of the j-FAP in the subcarrier. 
jG , gain of the antenna of a j-FAP. 
jL , losses in the j-FAP’s equipment. 
xjp
L
,
, path loss between a j-FAP and the user. 
xG , gain of the antenna of the user’s equipment. 
xL , losses in the user’s equipment. 
tkj ,, , binary variable which is 1 if the FAP uses the slot j, k, t. 
The treatment of the downlink interference with the OFDMA technique is based, again,  
on an appropriate allocation of sub-channels to the users. Here there is also the case of 
two users of the same femtocell where only one of them suffers from downlink interfer-
ence, according to the sub-channel assignment. For example, in figure 2.8 there is the 
case of two houses with two femtocells with overlapping networks. The first femtocell 
has one user, who uses the sub-channels1-4, while the second femtocell has two users 
and assigns channels 1-4 to the first and channel 5-8 to the second. Since the two cells 
are overlapping and both the FAPs use channels 1-4, if the user of the first femtocell 
wants to make a call, he will also receives the downlink interference from the second 
FAP. Hence in this case there still is interference for some users, since the sub-channels 
allocation is not so successful. 
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Figure 2.8: OFDMA Downlink Interference [2]. 
2.3 Propagation in Indoor Networks 
In this subchapter the characteristics of a wireless channel are described like the Path 
Loss, the Shadowing, the Multipath effect together with the Rayleigh and Rice channels 
and the Delay spread (2.3.1). There is also a mention in the propagation mechanisms 
and mainly the reflection-refraction and scattering which are usually taken place in an 
indoor environment (2.3.2). 
2.3.1 Characteristics of a Wireless Channel 
In the wireless channels there is not the notion of the cable and for this reason it is very 
difficult to predict their behavior, especially when the receiver is moving. Generally 
speaking a transmitted signal inside a channel has to face the noise which can be addi-
tive (thermal noise, atmospheric noise, interference) and multiplicative due to the path 
loss, shadowing and fast fading, which constitute the fading process (figure 2.9). 
 
Figure 2.9: Sources of Noise in a Wireless Channel [18]. 
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2.3.1.1 Path Loss 
Path loss is a parameter which shows the attenuation due to the distance between the 
transmitter and the receiver. For this reason, it is generally given from the ratio of the 
received to the transmitted power, taking also into account the antenna gains and feeder 
losses. In the simplest case the path loss is given from the Free Space Loss (FSL), as-
suming that there is Line Of Sight (LOS) between the transmitter and receiver and only 
one direct path, in a lossless medium so as the radiated power to be preserved. Thus, 
according to Friis the free space loss is given from the following equation [19]: 
Friis Free Space Loss   
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Where: 
tr PP , , the received and transmitted power respectively. 
ba GG , , the gains in the receiver, transmitter antennas. 
λ, the wavelength. 
r, the distance between the receiver and transmitter. 
Using the Fresnel Zone (figure 2.10) and assuming that there is not any obstacle in the 
first (Fresnel) zone, so as not to have shadowing or multipath, the free space loss (in 
dB) is given from the following equation: 
 
 
Free Space Loss (in dB) 
MHzkm FRL log20log204.32   
Where: 
R, the distance between the receiver and transmitter. 
F, the frequency. 
Thus, as it can be understood, for every doubling in the frequency or the distance the 
FSL is increased by 6dB. 
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Figure 2.10: First Fresnel Zone [8]. 
2.3.1.2 Shadowing 
Inside a channel there are different obstacles (buildings, walls, trees), as a result to be 
different the level of attenuation that each ray experiences. Rays that meet a small num-
ber of obstructions have bigger power than rays which have to face huge obstacles like 
buildings and hills. Although paths between the transmitter and receiver are of different 
nature, can be considered correlated since they can have similar obstacles. For this rea-
son there are two types of correlation between different paths related to shadowing (fig-
ure 2.11). The first is called serial correlation or auto correlation and has to do with the 
association of two paths that start from the same transmitter and lead to different receiv-
ers (S11, S12 in figure 2.11). The second is called site-to-site correlation or cross-
correlation and has to do with the equivalence of two paths from two different base sta-
tions to the same receiver (S11, S21 in figure 2.11). 
 
Figure 2.11: Correlated Shadowing [18]. 
In both cases there is also a correlation coefficient which is given for the case of auto-
correlation (and with the respective paths for the cross correlation) from the following 
equation [18]: 
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Correlation Coefficient 
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Where: 
21, , are the location variability corresponding to the two paths. 
Hence if this coefficient is 0 then the two paths has no correlation or in other words the 
one path (can have five obstacles) is irrelevant from the other (can have only one obsta-
cle). On the other hand when this coefficient is 1 then there is full correlation between 
the two paths and what happens to one is exactly the same with what happens in the 
other. Generally, if ρ is bigger than 0.5 then the two channels are near to correlation. 
Last but not least, shadowing causes a constant change in the amplitude and the phase 
of the signal and for this reason it is also called slow fading. 
2.3.1.3 Fast Fading 
As it is mentioned before, fast fading is a multiplicative, time-variant source of noise 
which affects the transmitted signal in a wireless channel, together with the path loss 
and the additive noise. Fast fading has to do with the different paths that are created due 
to the reflections and scatterings of the transmitted rays when they hit over other ob-
jects. The different paths cause the rays to have different attenuation and to reach at the 
receiver with different time delays, as a result the overall signal strength to be either in-
creased or decreased. As it is expected fast fading is affected by the size of the obstruc-
tion in the vicinity near the transmitter and the receiver. If there are big obstacles (such 
as buildings) then the interactions between them and the transmitted rays are stronger 
and the differences of the arrival times in the receiver are bigger too. Thus, if these de-
lays are bigger compared to the parameters of the transmission, such as the symbol pe-
riod, then the signal is subject to important distortion. 
For example in figure 2.12 between the receiver (desktop user) and the transmitter there 
are several objects which cause the transmitted rays to change direction. This leads to a 
multipath propagation without a direct path between the Tx and Rx, something which is 
called, Non Line Of Sight (NLOS) propagation. As a result the field in the receiver to 
be based only on the rays coming from the different paths at different time moments 
with different phases something which could be constructive or destructive for the over-
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all received signal. Another important point here is that the direction of the transmitter 
is not necessary the direction from which a ray has been arrived. Finally, the distribu-
tion that is used here in order to measure the magnitude of the non-line of sight compo-
nent, called Rayleigh distribution. 
 
Figure 2.12: Non Line of Sight propagation [20]. 
On the other hand in figure 2.13, except of the other paths from the reflections, there is 
also a direct path between the transmitter and receiver or in other words there is Line Of 
Sight (LOS) propagation. Thus the received signal is composed by the strong LOS sig-
nal and several other signals coming from the multipath (with their amplitudes de-
scribed from the Rayleigh distribution) with their overall power to be smaller than that 
of the LOS signal. The distribution that gives here the fading amplitude of the line of 
sight component is called Rice Distribution.  
 
Figure 2.13: Line of Sight Propagation [21]. 
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Combining the Rayleigh and Rice distributions (figure 2.14) the Rice factor k can be 
exacted, as the ratio of the power in the constant LOS fragment to the power of the ran-
dom NLOS fragment [18]. 
Rice Factor 
2
2
2
s
k   
Where, 
s, the amplitude of the LOS component 
σ, the variance of the amplitude of the multipath (NLOS) components. 
Thus for values of k close to zero the channel tends to be a Rayleigh (NLOS), while for 
very big values of k (k>30), the LOS signal is the strongest (Rice distribution). 
 
Figure 2.14: Rice Factor [18]. 
2.3.1.5 Delay Spread 
Two ways of measure the channel fading is the delay spread and Doppler spread. In this 
subchapter it is explained only the delay spread since the Doppler spread does not take 
place in an indoor environment. Thus, due to the multipath a transmitted signal arrives 
at the receiver in multiple copies and in different time moments, resulting in the spread 
of the initial signal in the time domain. If this delay spread is bigger than the symbol 
period it causes Inter-Symbol Interference (ISI). In other words copies of the previous 
symbol are still reaching the receiver when the first energy of the subsequent symbol 
starts coming, so as the receiver not to be able to separate the two symbols. For this rea-
son it is necessary to determine an appropriate delay range between the arrivals of the 
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two symbols, in order to cover the copies of the signal that reach at the receiver with a 
delay. To sum up, delay spread is a parameter which can cause important distortion to 
the transmitted signal. For this reason the symbol rate must be chosen very carefully, so 
as not to be very high, something which can cause ISI due to the Delay spread. 
2.3.2 Propagation Mechanisms 
Propagation mechanisms refer to the interplay between an electromagnetic wave and the 
obstacles of the environment in which it is being propagated. For the indoor environ-
ment these obstacles include the walls, doors, furniture and so on. Propagation mecha-
nisms are the Reflection, Refraction, Diffraction and Scattering, but in the following 
chapter the Reflection - Refraction and Scattering will be analyzed, since they are the 
most usual for an indoor wireless propagation.    
One important aspect here is the constitutive parameters of every object, such as the 
electrical permittivity ε (F/m), the permeability μ (H/m) and the conductivity σ (S/m), 
according to which each material can be categorized as a dialectic (if (
f

2
) 2  <<1) or 
as a conductor (if (
f

2
) 2 >>1), according to [22]. Moreover, these parameters are re-
sponsible for the different interactions between the different materials and the propa-
gated wave and their values must be known and taken into account for a reliable simula-
tion. Generally speaking, whenever a wave hits into an object, causes an interplay be-
tween the wave and the constitutional elements of the it, which provokes the wave to be 
totally reflected, refracted or absorbed.  
2.3.2.1 Reflection and Refraction 
These two mechanisms take place whenever the transmitted ray impinges into an ob-
struction with bigger dimensions than its wavelength. For the analysis of the reflection 
and refraction, the basic law that is being obeyed is the Law of Snell. For the reflection 
the Snell’s law states that the angle of the reflected ray is equal to the angle of the inci-
dent ray in the point of incidence, while for the refraction states that the refracted ray is 
related to the incident ray and the materials of the two mediums. For a better under-
standing of the two mechanisms two models are presented, the Boundary and the Layer 
Model [23]. 
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Boundary Model 
This model takes into account the case of a wave which is propagated in the environ-
ment 1 and hits the borderline with the environment 2, which has different (constitutive) 
parameters. In this case one part of the wave is reflected back to the first medium and 
the other is refracted through the second medium (figure 2.15).   
 
Figure 2.15: Boundary Model [23]. 
According to what has been said before, the Snell’s laws in this case must be [18]: 
Snell’s Law for the Reflection 
i  = r  
Where: 
i , is the angle of the incident wave. 
r , is the angle of the reflected wave. 
Snell’s Law for the Refraction 
t
i


sin
sin
=
1
2
n
n
 
Where: 
n, the refractive indexes of the materials one and two, which are given from: 
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Refractive Indexes 
111 rrn   
222 rrn   
Where: 
,1r 2r , are the electrical permittivity of the two materials. 
1r , 2r , are the permeability of the two materials. 
In the next step for the calculation of the reflected and refracted field, the Fresnel Coef-
ficients of the reflection and refraction are used, which are based on the constitutive pa-
rameters of the materials, the polarization (perpendicular or parallel) of the incident ray 
and the angle of incidence. 
For the perpendicular polarization the Fresnel coefficients for the reflection and refrac-
tion are given by [23]: 
Fresnel Coefficient of Reflection for Perpendicular Polarization 
t
perp
nn
nn
R


coscos
coscos
1i2
t1i2


  
Fresnel Coefficient of Refraction for Perpendicular Polarization 
ti
i
perp
nn
n
T


coscos
cos2
12
2

  
Respectively for the Parallel polarization the two coefficients are: 
Fresnel Coefficient of Reflection for Parallel Polarization 
it
it
par
nn
nn
R


coscos
coscos
12
12


  
Fresnel Coefficient of Refraction for Parallel Polarization 
it
i
par
nn
n
T


coscos
cos2
12
2

  
Hence, for the calculation of the reflected and refracted field (by knowing the incident 
field) the following equations can be used: 
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Reflected Field 
rE =R iE  
Refracted Field 
tE =T iE  
Where, 
R,T, the Fresnel coefficients which are always smaller or equals to one, so as to assure 
that the reflected and refracted field will not be greater than the incident. 
Layer Model 
The boundary model takes, again, into account the case of a wave that hits in the bor-
derline between two environments. However, in this model it is also supposed that the 
wave is propagated firstly in the air ( ,1r  1r  και σ = 0), then hits the obstacle 
which has some breadth and finally returns again to the air (figure 2.16). 
 
Figure 2.16: Layer Model [23]. 
It is obvious from the figure that in this case there are two states of study, in the first the 
wave impinges into the one side of the wall and in the second the wave comes out of the 
other side, having passed through of it. Both of them can be analyzed with the boundary 
model and in this way interactions with objects, with different widths and shapes, can 
be also studied. Something also important is that the bigger the number of interactions, 
the greater the decrease of the signal power. As for the reflection and refraction coeffi-
cients in this case, they are given by [23]: 
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Reflection Coefficient in the Layer Model 
R= '
2' )2exp(1
)2exp(1
R
jR
dj


 
Refraction Coefficient in the Layer Model 
T=
)2exp(1
)}(exp{)1(
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
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Where: 
δ 
δ = 

 2sin
2
complex
d
 
'R , for perpendicular polarization 

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2
2
'
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

complex
complex
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'R , for parallel polarization 
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2
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Where: 
θ, the incident angle in the first surface. 
complex , and not r , since in this way it is also taken into account the conductivity.   
complex = )
2
1(
0 r
r
f
j


   
 1r , since most materials are non magnetic. 
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2.3.2.2 Scattering      
Scattering is a mechanism such as the reflection with the difference that the reflected 
ray (scattered energy) is dispersed to many paths. This is because of the roughness of 
the surface and for this reason for the computation of the attenuation of the signal the 
reflection coefficient R must be multiplied by the roughness factor f, which is given by 
[24]: 
Roughness Factor 
f( s ) =exp(-0.5(

 cos4 s ) 2 ) 
Where 
s , is the standard deviation of the surface height. 
As it is expected when the roughness is big, then the scattering of energy is also higher, 
but for this dissertation this can be ignored since the wavelength of the signals are big-
ger than the roughness of objects like doors, walls and windows. 
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3 Wi-Fi Network in IHU 
This chapter examines the network of the International Hellenic University by describ-
ing the characteristics of the campus and the basic assumptions of the simulations that 
have been made. For this reason the first chapter analyzes aspects related to the campus 
buildings, as well as characteristics of the network, such as the number of access points, 
their positions and the device specifications (3.1). In the second part parameters of the 
simulations are explained, such as the Received Field (3.2), the Best Server (3.3), the 
SINR (3.4) and the areas of the supported data rates (3.5). Finally this chapter closes 
with the presentation of the results for every floor extensively for each one of the previ-
ous parameters (3.6) and with a discussion about the findings of the simulations (3.7).   
3.1 International Hellenic University  
The site of the university consists of two buildings (A and B) with two floors each and 
dimensions 37x46m for building A and 41x42m for Building B. Every floor has been 
modeled in detail, using its plan, provided by the university services, in CAD format 
(figures 3.1-3.2). 
 
Figure 3.1: Building A - First and Second Floor. 
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Figure 3.2: Building B – First and Second Floor. 
As it is shown above, in building A there is an outdoor space (in the middle) with di-
mensions 16.8 x 16.6m. In addition, every floor is comprised of a number of facets and 
more specifically in building A, in the first floor there are 213 facets and in the second 
215 facets, while for building B the first floor has 230 facets and the second 392 (fac-
ets). In every floor is supposed that there are doors made of wood, glassy windows and 
walls of brick. The kind of material is very important, due to the different constitutive 
parameters and hence the different contribution to the interactions with the electromag-
netic waves (chapter 2.3.2). In the following table (table 3.1) the values of the constitu-
tive parameters are presented for the materials that have been taken into account in the 
simulations. 
Table 3.1: Constitutive Parameters of Materials in IHU. 
Facet Material 
Relative 
Permittivity 
( r , F/m) 
Conductivity 
(σ, S/m) 
Width (m) 
Door Wood 5.2 0.0035 0.01 
Wall Brick 4.4 0.018 0.4 
Window Glass 1.9 0.008 0.05 
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3.1.1 The Wi-Fi Network 
At first, the network is consisted of 11 access points in both the two buildings, but in 
every floor there is a different number of access point installed. More specifically in the 
first and second floor of building A there are six access points, three in each floor, 
whereas in building B there is only one AP in the first floor and four in the second. All 
of them are of the same manufacturer, the “Cisco Systems Inc” and the model is the 
“Aironet AP 1242a/g” which can support data-rates until 54Mpbs (figure 3.3). 
 
Figure 3.3: Cisco Aironet AP 1242A/G [25]. 
According to [25] this specific model can work on two frequency bands, the 2.4GHz for 
802.11g (more specifically in 13 channels from 2.412 to 2.472 GHz for the Europe) and 
on the 5GHz for 802.11a (in 8 channels from 5.15 to 5.35GHz and in 11 channels from 
5.475 to 5.85 MHz). It has a maximum transmit power of 20dBm (100mW) and its cov-
erage goes according to the supported data rate (for 802.11g is given in the table 3.2). 
Finally, it weighs 907gr, its dimensions are 16.76 x 21.59 x 2.79cm and the memory is: 
32MB RAM and 16MB flash. 
Table 3.2: Cisco Aironet LAP 1242 – Coverage Range [25]. 
Data Rates (Mbps) 1 2 5.5 6 9 11 12 18 24 36 48 54 
Indoor (m) 140 136 130 125 116 111 108 100 87 79 55 32 
Outdoor (m) 290 287 277 274 267 250 244 229 198 168 107 37 
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3.2 Received Field from every Access Point 
For the computation of the received field, at first is needed to determine the path loss, 
something which can be achieved with the help of an algorithm provided by the co-
supervisor Dr. George Koutitas. This algorithm has been developed as part of his disser-
tation [23] and computes the path loss from the location of the WAP to every point in 
the building. According to this algorithm each access point transmits rays which are fol-
lowed until their energy to reach a threshold (upon which they are abandoned). During 
the propagation each ray interacts with the obstacles, separating in this way to other 
children rays (one reflected, one diffracted). The receiver, in order to find if one ray 
reaches finally to him, is thought to be as a sphere. If the ray passes near of him in a dis-
tance smaller than the radius of the sphere, then this ray is considered as received. By 
implementing this algorithm for every access point of the IHU the path loss is computed 
in the building and floor it belongs. In the next step in order to determine the receive 
power, it is taken into account that every Wi-Fi access point transmits power at a level 
of 20dBm and its antenna has a gain of 0.5dBi, according to [25]. Thus, the received 
power from every access point is given from the following equation. 
Received Power 
LGTP XR   
Where,  
RP =20dBm, the transmit power of the access point. 
G=0.5dBi, the antenna’s gain. 
L, the path loss (negative values). 
In the following figures (figures 3.4-3.5) the received fields are presented for an access 
point in Building A and one in Building B· not only for the floor they belong, but also 
for the other floor. For the field that an access point creates to the opposite floor has 
been supposed an additional 13dB loss, due to the wall that separates the two floors. 
Thus the access point, that is located outside of the school of science and technology 
offices, in the first floor of building A (figure 3.4), creates the following field to the first 
(left side) and second floor (right side).  
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                       First Floor                                                      Second (Opposite) Floor 
Figure 3.4: Received Field of AP1 - Building A (in dBw). 
The respective results for the access point in the meeting room, which is in building B 
in the second floor (figure 3.5), are: 
        
                Second Floor                                              First (Opposite) Floor 
Figure 3.5: Received Field of AP2 - Building B (in dBw). 
3.3 Best Server Plots 
As it mentioned before, in every floor there are more than one access points that create 
interference to each other in case of using the same channels, or if the channel distance 
between them is smaller than five channels (Chapter 2.1.1). The notion of Best Server 
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has to do with the identification of the strongest signal in every point of the floor. In or-
der to find this, the received signal from every access point must be computed and then 
to select the one with the highest value (figure 3.6 in the form of flow chart).  
 
Figure 3.6: Best Server’s Flow Chart. 
In addition the mathematical equation which computes the best server in every point of 
the floor is: 
Best Server, 
)(Prmaxarg ,, iyxMibestTx   
Where, 
M, the set of Access Points. 
iyx ,,Pr , the Received Power at the point (x, y) from the Access Point (i). 
3.4 SINR 
Generally, the Signal to Noise plus Interference Ratio (SINR), is an index which shows 
the strength of the signal in the receiver, the attenuation it has experienced due to the 
Fading, Noise and Interference (Chapter 2.3.1) and hence the quality of service that the 
receiver can support with this signal. According to [26] the equation of the SINR is: 
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SINR 
 

N(Δf)xP
P
SINR
othersRSS
bestRSS  
Where,  
bestRSSP , the highest Received Signal Strength, from the best server. 
othersRSSP , the received signal strength from the other access points, in this specific point. 
γ(Δf), channel distance between the carrier and the interfering signal. In other words it 
          shows the possibility of the access points to use the same channels (channel over-  
          lapping). If γ(Δf)=0 then the APs use the same channels, but if γ(Δf)=0 then  
          there is no interference from other access points and the equation computes  
          the SNR. For the following simulations it has been supposed a value of 0.5. 
N, the noise strength, which is given from: 
Noise, 
N = k * T * B * F 
Where, 
k = 1.38*10
-23
, the Boltzmann’s constant. 
T=293, room temperature in Kelvin. 
B, the bandwidth (22MHz for 802.11b, chapter 2.1.1 or 15MHz for 802.11g, 48 data  
                               sub-carriers of 312.5 KHz each, chapter 2.1.2.2). 
F=5dB, the Noise Figure, according to [27], shows the noise which is introduced by the  
              amplifier at the receiver. 
3.5 Data Rate Computations 
The received field and the SINR, which have been computed in the previous chapters, 
are very important parameters since they can be combined with the receiver sensitivity 
offering in this way, different data transmission rates. In other words, depending on the 
received field or the SINR, the whole building can be separated in areas of supporting 
throughput and hence the quality of communication can be detected according to the 
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distance of a user from the transmitter. Writers of [28], give the table which connects 
the receiver sensitivity and the SINR with the data rates (table 3.3) for 802.11g. 
Table 3.3: 802.11g Data Rates – SINR – Receiver Sensitivity. 
Data Rate (Mbps) 6 9 12 18 24 36 48 54 
Receiver Sensitivity (dBm) -82 -81 -79 -77 -74 -70 -66 -65 
SINR (dB) 6.02 7.78 9.03 10.79 17.04 18.8 24.05 24.56 
 
The respective table for 802.11b (table 3.4), according to [1, 29], is: 
Table 3.4: 802.11b Data Rates - SINR – Receiver Sensitivity. 
Data Rate (Mbps) 1 2 5.5 11 
Receiver Sensitivity (dBm) -94 -91 -87 -82 
SINR (dB) 2 4.5 5 7.5 
 
After all that, in the following figures are presented the areas of supported data rates, 
according to the SINR values. Last but not least, in the simulations it is assumed the 
presence of one user who has access to the whole bandwidth (48 data sub-carriers of 
312.5 KHz each, 15MHz in total).  
3.6 Results 
In the following figures the results of the simulations are presented for every floor of the 
two buildings extensively, according to the parameters that were mentioned in the pre-
vious sections. In the first figures (figures 3.7, 3.10, 3.13 and 3.16) the total received 
field and the best server plots are exposed taking into account the field that is created by 
the access points of the same floor, but also by the access points of the opposite floor.  
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In the second set of figures (figures 3.8, 3.11, 3.14, 3.17) the areas of data rates are dis-
played for both the case of 802.11g and 802.11b, according to the values of the SINR 
(tables 3.3-3.4). Finally the distribution of the SINR in every floor is shown on the fig-
ures 3.9, 3.12, 3.15 and 3.18, taking into account that each access point creates interfer-
ence to the other, with a probability of 0.5 for overlapping channels. 
3.6.1 Building A – 1st Floor 
Moving now to the results for every floor, for the first floor of building A the figures are 
the following: 
           
Figure 3.7: Total Received Field (in dBw) and Best Server for Building A - 1
st 
floor. 
      
Figure 3.8: Data Rates for 802.11g and 802.11b of all Access Points in Building A - 1
st
. 
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Figure 3.9: SINR of all Access Points in Building A - 1
st
 floor (in dB). 
3.6.2 Building A – 2nd Floor 
          
Figure 3.10: Total Received Field (in dBw) and Best Server for Building A - 2
nd 
floor. 
   
Figure 3.11: Data Rates for 802.11g and 802.11b of all Access Points in Building A - 2
nd
. 
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Figure 3.12: SINR of all Access Points in Building A – 2nd floor (in dB). 
3.6.3 Building B – 1st Floor 
           
Figure 3.13: Total Received Field (in dBw) and Best Server for Building B - 1
st 
floor. 
  
Figure 3.14: Data Rates for 802.11g and 802.11b of all Access Points in Building B - 1
st
. 
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Figure 3.15: SINR of all Access Points in Building B - 1
st
 floor (in dB). 
3.6.4 Building B – 2nd Floor 
            
Figure 3.16: Total Received Field (in dBw) and Best Server for Building B - 2
nd 
floor. 
 
Figure 3.17: Data Rates for 802.11g and 802.11b of all Access Points in Building B - 2
nd
. 
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Figure 3.18: SINR of all Access Points in Building B - 2
nd
 floor (in dB). 
3.7 Discussion 
To begin with the figures of the received field (in a common scale from -11dBw to -
105dBw), as it is expected, the most powerful signal and hence the higher supported 
data-rates are in the area around the access points (red and yellow). Something also ob-
vious is the influence of the material in the propagated wave, in a way that it can pene-
trate easier through the doors and windows, than the walls. For example the received 
field of figure 3.13 presents how easily the rays can propagate through a door, offering 
better coverage to the side of the room which is in the extension of it. In addition the 
field that an access point creates to the opposite floor, is of course smaller, but it can 
still offer a reliable level of communication for users that are right down or up of this 
AP. Moving now to every floor, for the first floor of building A, there is an access point 
in the three out of four sides, offering good coverage in most of the areas, something 
which is also enhanced by the courtyard in the middle of the place. On the other hand in 
the second floor both of the three access points are in the same (right) side and espe-
cially two of them (one in the balcony of the auditorium and the other in the room just 
opposite of it) are installed very close to each other having almost the same area of cov-
erage. Maybe here it could be a good idea to move the second AP more in the middle 
and bring the third AP to the two lecture rooms in the front side of the floor. In building 
B, in the first floor, although there is only one AP in the middle of the floor the required 
coverage is achieved with the help of the four access points of the second floor. Impor-
tant factor here is the presence of the library which offers much free (without walls and 
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ceiling) space in the right side of the building, facilitating in this way the propagated 
waves of the nearby transmitters. Furthermore, in the second floor (of building B) as is 
mentioned before there are four APs, with two of them to be in the same side, so it 
could be better for the one to be moved to the same position but in the opposite (first) 
floor. Finally, another important observation is that access points that are located cen-
trally in the floors, allocate better their field, compared to these that are installed in the 
edges, where much of their field goes outside of the buildings, remaining in this way 
unexploited.   
From the figures of the best server can be understood that in every floor there are many 
different access points. Especially, in some rooms the field of the access point from the 
other floor is stronger than the field of the access points of the same floor. For example 
in the first floor of building A (figure 3.7) there are 3 access points (colors: green, dark 
blue and blue), however a user can also be connected to the APs of the second floor 
(colors: brown, yellow, red). 
Finally, in the figures of the SINR (in a common scale from 0 to 60 dB) and the 
throughput, is obvious that one transmitter alone can offer the data rates of 802.11g in 
small areas in the close vicinity of it. However when the whole network is analyzed, the 
final areas of the supported rates become higher. Something also important here is that 
the data rates of the 802.11g have bigger demands in SINR compared to 802.11b and 
for this reason there are some areas with no coverage. On the other hand, in the respec-
tive figures of the 802.11b the final areas with no coverage are very small. 
Closing this chapter, with a suggestion for optimization for the Wi-Fi network of the 
International Hellenic University, it can be generally said that is a well-planned net-
work, which offers coverage to the majority of the places inside the campus. One excep-
tion could be the library (in Building B in the first floor), since it is obvious from the 
figures of 802.11g and 802.11b (figure 3.14), that there is not good coverage, especially 
in some places in the middle (dark blue area). However, it is important here to mention 
that the presented results for the library and the auditorium are a bit worse than the real, 
because in the simulations have been supposed that in these two places there is a ceiling 
between the two floors, something which is not truth.  In conclusion, according to the 
simulations, the existed network of access points can offer a good quality of communi-
cation to all the important places of the university, such as the offices, classrooms, the 
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auditorium, library and the coffee house, however; some changes can be done in some 
cases of access points located very close to each other (Build A – 1st Floor) or in build-
ing B which has four APs in the second floor and only one in the first. Last but not least, 
all these results are theoretical and in practice the respective areas should be smaller, 
due to the presence of many users (here it is assumed one user with access to the whole 
bandwidth), additional obstacles (here only the basic have been simulated: walls, win-
dows, doors), or even changes in the general layout of every floor. 
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4 Femtocell Management 
Schemes 
The second part of the dissertation examines another kind of indoor networks, the net-
works of femtocells. Basic concepts of the femtocells have been given in the second 
chapter and now it is analyzed the way that a network behaves in an environment with 
many Femtocell Access Points. For this reason this chapter begins with the four differ-
ent buildings (scenarios) that have been simulated for the study of the network (4.1). 
The second chapter (4.2) presents the coverage matrixes for every scenario, which in 
practice show the coverage range of every FAP. In the third chapter, basic terms having 
to do with the femtocell’s management schemes, are explained, such as the fairness, the 
benefit and the energy efficiency. Finally, in the last subchapter (4.4) the basic princi-
ples of the developed model are presented and the most significant points and assump-
tions are explained. 
4.1 Description of Scenarios 
In this dissertation four different buildings have been simulated, which constitute four 
different scenarios of study. Every building has been separated into apartments with dif-
ferent size, in a way that each one of these will contain walls, doors and windows which 
will create different rooms. It is also supposed that every apartment has one femtocell 
access point installed, which can cover the whole range of it.  
Moving now to the scenarios, the two first have to do with the two buildings of the In-
ternational Hellenic University, which have been examined in chapter 3 for their Wi-Fi 
network. Thus, the first scenario refers to Building A (37x46m), in which eight apart-
ments have been created in the first floor (figure 4.1) and nine in the second (figure 4.2). 
Respectively, Building B (41x42m), the second scenario, has now nine apartments in 
the first floor (figure 4.3) and eight in the second (figure 4.4). Important here to mention 
is that the separation of apartments for these building has been made very carefully so 
that every apartment to look as realistic as possible. For example places such as the 
auditorium or the library which are open rooms without many walls, are considered as 
one apartment with big size, (for example apartment 9 in Building B-1
st
 which is 434m
2
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and refers to library, figure 4.3) something which makes difficult for a femtocell, not 
neighboring to it, to offer coverage to it’s whole range. 
 
Figure 4.1: Scenario 1 – IHU Building A - First Floor. 
 
Figure 4.2: Scenario 1 – IHU Building A - Second Floor. 
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Figure 4.3: Scenario 2 – IHU Building B - First Floor. 
 
Figure 4.4: Scenario 2 – IHU Building B - Second Floor. 
It is obvious that the numbering of apartments is following a common scale between the 
two floors, since every building is considered as a discrete entity/scenario. 
The third scenario simulates another building (45x45m) with one floor which has been 
separated to seventeen apartments (figure 4.5). Finally, the fourth scenario refers to a 
smaller building (24x40m) which has been provided from the department of Physics of 
the Aristotle University of Thessaloniki and consists also of one floor that has been bro-
ken up to eight apartments (figure 4.6). 
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Figure 4.5: Scenario 3. 
 
Figure 4.6: Scenario 4 
4.2 Coverage Sparse Matrix 
At first, the term coverage matrix refers to a matrix which shows for every base station 
the range of its coverage. For the case of this dissertation the coverage has to do with 
the number of neighboring apartments that every femtocell can cover. Thus, in the cov-
erage matrix the rows will represent the base stations and the columns the apartments. If 
a base station can cover an apartment then it is marked as 1 in the cell (of the matrix) for 
this combination of base station-apartment, otherwise is marked as 0. As it is under-
stood the elements in the main diagonal of this matrix will be 1, as they refer to the case 
of the base station, which offer coverage to its apartment. The second term of the title, 
sparse matrix, refers to the number of zeros of the matrix, in a way that the bigger the 
number of zeros, the more sparse the matrix. Another important term here is also the 
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density, which shows the ratio of the non-zero elements (number of ones for the present 
case) to the total elements of the matrix [30].  
In order to investigate the number of neighboring apartments that every access point can 
cover, the ray tracing algorithm, of the previous chapter, has been used for the determi-
nation of the received field from every FAP, taking into account that a femtocell has a 
transmit power of 10dBm and an antenna gain of 0dBi, all according to [2]. It has also 
been supposed that an apartment is covered (and subsequently marked with 1 in the re-
spective cell) if the values of the received power (from the AP) are higher than the value 
of the receiver sensitivity for the 95% of the range of the apartment. Finally, for the re-
ceiver sensitivity two cases have been considered, one simple for a pilot signal (a signal 
for network entry and synchronization) where it is -100dBm and one for a data service 
where the receiver sensitivity is -90dBm. For this reason there are two matrixes for 
every scenario, one for the case of a pilot signal and one for a data service request.  
4.2.1 Scenario 1 
Moving now to the coverage matrixes for every scenario, tables 4.1 and 4.2 show the 
matrixes for a pilot signal and a data request for the first scenario (Building A, IHU) 
which has 8 apartments in the first floor and 9 in the second.  
Table 4.1: Scenario 1 – Coverage Matrix – Pilot Signal. 
 1
st
 Floor 2
nd
 Floor 
 
 
 
 
 
1
st 
 
Floor 
BS/Apartment 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 1 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 
2 1 1 1 1 0 0 1 1 0 0 1 1 0 0 1 0 0 
3 1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1 1 
4 0 0 1 1 1 1 1 0 1 1 1 0 0 0 0 1 0 
5 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 
6 0 0 0 0 1 1 1 0 1 1 0 0 0 0 1 1 1 
7 0 0 1 0 1 1 1 1 1 0 0 0 0 1 1 1 1 
8 1 1 1 0 1 1 1 1 1 0 0 0 0 1 1 1 0 
 
2
nd 
 
Floor 
9 0 0 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1 
10 0 0 1 1 0 0 1 0 1 1 1 0 0 1 1 1 1 
11 0 1 1 0 0 0 0 0 1 1 1 1 1 1 1 1 1 
12 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 
13 1 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 
14 0 1 0 0 0 0 0 1 1 0 1 1 1 1 1 1 1 
15 0 0 0 0 0 0 1 1 1 0 0 1 1 1 1 1 1 
16 0 0 0 0 1 0 1 1 1 1 1 1 0 1 1 1 1 
17 0 0 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 
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From the above table can be understood that for every access point not only the cover-
age to the apartments of the same floor, but also to these of the other floor are given  
Table 4.2: Scenario 1 – Coverage Matrix – Data Service. 
 1
st
 Floor 2
nd
 Floor 
 
 
 
 
 
1
st 
 
Floor 
BS/Apartment 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
2 0 1 1 0 0 0 1 1 0 0 1 1 0 0 0 0 0 
3 0 1 1 0 0 0 1 0 0 0 1 0 0 1 0 1 0 
4 0 0 1 1 0 0 1 0 1 1 0 0 0 0 0 0 0 
5 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 1 1 
6 0 0 0 0 1 1 1 0 1 0 0 0 0 0 0 1 1 
7 0 0 1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 
8 0 1 0 0 1 0 1 1 0 0 0 0 0 1 1 0 0 
 
2
nd 
 
Floor 
9 0 0 0 0 1 0 1 0 1 1 1 0 0 0 1 1 1 
10 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 1 0 
11 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 1 0 
12 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 
13 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
14 0 0 0 0 0 0 0 1 1 0 0 1 0 1 1 1 0 
15 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1 1 1 
16 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1 1 1 
17 0 0 0 0 1 1 1 0 1 1 1 0 0 0 1 1 1 
 
By comparing the two tables is deduced that the coverage ability of every FAP is more 
limited (more zeros in the table) for the case of a data request. For a pilot signal the base 
stations can offer coverage in many apartments, especially when they are located in the 
central area of the building. For this reason there are two cases (FAP 3 of the first and 
FAP 11 of the second floor), where these FAPs can cover the whole floor or in other 
words all the apartments of the same floor, something which does not happen for the 
case of a data service.  
For a better understanding of the above matrixes, figures 4.7-4.10 present the coverage 
of the FAP 7 to the first and second floor of the building A for a pilot signal and a data 
service. 
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Figure 4.7: Scenario 1 - Coverage of FAP 7 for a Pilot Signal – 1st Floor. 
 
Figure 4.8: Scenario 1 - Coverage of FAP 7 for a Data Service – 1st Floor. 
 
Figure 4.9: Scenario 1 - Coverage of FAP 7 for a Pilot Signal – 2nd Floor. 
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Figure 4.10: Scenario 1 - Coverage of FAP 7 for a Data Service – 2nd Floor. 
From the figures above is obvious the reduction in the coverage ability of FAP 7, due to 
the higher demand in received field from a data request. This becomes clearer in the 
apartments of the other (second) floor. In figure 4.9, FAP 7 can serve the neighboring 
apartments: nine, fourteen, fifteen and seventeen, while in figure 4.10, when data ser-
vices are requested from the users, FAP 7 can cover only apartment fifteen (except for 
the apartment 16 which is right up from it).  
4.2.2 Scenario 2 
Moving now to the second scenario (Building B, IHU), where there are nine apartments 
in the first floor and eight in the second, the coverage matrixes for a pilot signal and a 
data service are (tables 4.3-4.4): 
 
 
 
 
 
 
 
 
  -65- 
Table 4.3: Scenario 2 – Coverage Matrix – Pilot Signal. 
1
st
 Floor             2nd Floor 
 
 
1
st
 
Floor 
BS/Apartment 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 1 1 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 
2 1 1 1 1 1 0 0 0 0 0 0 0 0 0 1 0 0 
3 1 1 1 1 1 1 0 1 1 0 0 0 1 1 1 0 0 
4 1 1 1 1 1 1 0 1 1 0 0 0 1 1 1 0 0 
5 0 0 1 1 1 1 1 1 1 0 1 1 0 1 0 0 0 
6 0 0 0 1 1 1 1 0 1 0 0 1 0 0 0 0 0 
7 1 0 0 0 1 1 1 1 1 1 1 0 0 1 0 0 1 
8 1 1 1 1 0 0 1 1 1 
 
0 
 
1 
 
0 
 
1 
 
1 
 
0 
 
1 
 
0 
9 1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 0 1 
 
2
nd
 
Floor 
10 0 0 0 0 1 0 0 1 1 1 1 1 1 1 0 1 1 
11 1 0 0 1 1 0 1 1 1 1 1 0 1 1 1 1 1 
12 0 0 0 0 1 1 0 0 0 0 1 1 1 1 0 0 0 
13 0 1 1 1 1 0 0 1 0 0 0 1 1 1 1 0 0 
14 1 0 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 
15 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 
16 1 1 1 1 0 0 0 0 0 1 0 0 0 1 1 1 1 
17 1 0 1 0 0 0 0 1 1 1 1 0 1 1 1 1 1 
 
Table 4.4: Scenario 2 – Coverage Matrix – Data Service. 
1
st
 Floor             2nd Floor 
 
 
1
st
 
Floor 
BS/Apartment 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 1 1 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 
2 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 
3 0 1 1 1 1 0 0 1 0 0 0 0 0 1 1 0 0 
4 0 1 1 1 1 0 0 1 0 0 0 0 1 1 0 0 0 
5 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0 0 0 
6 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 1 1 1 0 1 0 0 0 0 0 0 
8 1 0 1 1 1 0 0 1 1 0 0 0 0 1 0 0 0 
9 1 0 0 0 1 0 1 1 1 1 1 0 0 0 0 0 1 
 
2
nd
 
Floor 
10 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 1 
11 0 0 0 0 0 0 0 1 0 1 1 0 1 1 0 1 0 
12 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 
13 0 0 1 1 1 0 0 0 0 0 0 0 1 1 0 0 0 
14 0 0 0 0 0 0 0 1 0 0 1 0 1 1 1 1 1 
15 0 1 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 
16 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 0 
17 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 1 1 
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Again here there are two FAPs (FAP 9 for the first and FAP 14 for the second floor) 
which can offer coverage to the whole floor. Something also important is that, the cov-
erage is decreased for the data service or in other words the respective matrix (table 4.4) 
is more sparse (has more zeros) comparing to that of the pilot signal (table 4.3).   
Finally, in order to take a better view of the information in the above tables, FAP 4 is 
selected, from the first floor, in order to see its coverage in the floor plan for the pilot 
and data case (figures 4.11-4.14). 
 
Figure 4.11: Scenario 2 - Coverage of FAP 4 for a Pilot Signal – 1st Floor. 
 
Figure 4.12: Scenario 2 - Coverage of FAP 4 for a Data Service – 1st Floor. 
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Figure 4.13: Scenario 2 - Coverage of FAP 4 for a Pilot Signal – 2nd Floor. 
 
Figure 4.14: Scenario 2 - Coverage of FAP 4 for a Data Service – 2nd Floor. 
4.2.3 Scenario 3 
In the third scenario a bigger building has been simulated which has been separated into 
seventeen apartments of different size. The coverage matrixes for the pilot and data 
cases are (tables 4.5-4.6): 
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Table 4.5: Scenario 3 – Coverage Matrix – Pilot Signal. 
BS/Apartment 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 
2 1 1 1 1 1 0 0 0 0 0 0 1 0 0 0 1 1 
3 1 1 1 1 1 1 0 0 0 0 1 1 0 0 0 0 1 
4 0 1 1 1 1 1 1 0 0 1 1 1 0 0 0 0 0 
5 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 1 1 1 1 0 0 1 1 1 0 0 0 0 0 
7 0 0 0 0 0 1 1 1 1 1 0 0 1 0 0 0 0 
8 0 0 0 0 0 0 1 1 1 1 0 0 0 1 1 0 0 
9 0 0 0 0 0 0 1 1 1 1 0 0 1 1 1 0 0 
10 0 0 0 0 0 1 1 1 1 1 1 0 1 0 0 0 0 
11 0 1 1 1 1 1 0 0 0 1 1 1 1 0 0 0 1 
12 1 1 1 1 0 1 0 0 0 0 1 1 1 0 0 1 1 
13 0 1 0 0 0 0 1 0 1 1 0 1 1 1 1 1 1 
14 0 0 0 0 0 0 0 1 1 1 0 0 1 1 1 1 0 
15 0 1 0 0 0 0 0 1 1 0 0 0 1 1 1 1 1 
16 1 1 0 0 0 0 0 0 0 1 0 1 1 1 1 1 1 
17 1 1 1 0 0 0 0 0 0 0 0 1 1 0 1 1 1 
 
Table 4.6: Scenario 3 – Coverage Matrix – Data Service. 
BS/Apartment 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 
2 1 1 1 1 1 0 0 0 0 0 0 1 0 0 0 1 1 
3 1 1 1 1 1 1 0 0 0 0 1 1 0 0 0 0 1 
4 0 1 1 1 1 1 1 0 0 0 1 1 0 0 0 0 0 
5 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 1 1 1 1 0 0 1 1 1 0 0 0 0 0 
7 0 0 0 0 0 1 1 1 1 1 0 0 1 0 0 0 0 
8 0 0 0 0 0 0 1 1 1 1 0 0 0 1 1 0 0 
9 0 0 0 0 0 0 1 1 1 1 0 0 1 1 0 0 0 
10 0 0 0 0 0 1 1 1 1 1 1 0 1 0 0 0 0 
11 0 1 1 1 1 1 0 0 0 1 1 1 1 0 0 0 1 
12 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 1 1 
13 0 1 0 0 0 0 0 0 0 1 0 1 1 1 1 1 1 
14 0 0 0 0 0 0 0 1 1 1 0 0 1 1 1 1 0 
15 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 1 1 
16 1 1 0 0 0 0 0 0 0 1 0 1 1 1 1 1 1 
17 1 1 1 0 0 0 0 0 0 0 0 1 1 0 1 1 1 
Because of the bigger size of the building in this case none of the access points can 
cover the whole floor alone. In the following figures (figures 4.15-4.16) there is the 
coverage from access point 12 which is located in the interior of the building.  
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Figure 4.15: Scenario 3 - Coverage of FAP 12 – Pilot Signal. 
 
Figure 4.16: Scenario 3 - Coverage of FAP 12 – Data Service. 
4.2.4 Scenario 4 
Finally the last building is smaller and consists of eight apartments· the coverage ma-
trixes in this case are (tables 4.7-4.8):  
Table 4.7: Scenario 4 – Coverage Matrix – Pilot Signal. 
BS/Apartment 1 2 3 4 5 6 7 8 
1 1 1 1 1 0 0 0 0 
2 1 1 0 1 0 0 0 0 
3 1 0 1 1 1 1 1 0 
4 0 1 1 1 1 1 0 1 
5 1 0 1 0 1 1 1 0 
6 0 0 1 1 1 1 1 1 
7 0 0 1 0 1 0 1 1 
8 0 0 0 0 0 1 1 1 
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Table 4.8: Scenario 4 – Coverage Matrix – Data Service. 
BS/Apartment 1 2 3 4 5 6 7 8 
1 1 1 1 1 0 0 0 0 
2 1 1 0 1 0 0 0 0 
3 1 0 1 1 1 1 1 0 
4 0 1 1 1 1 1 0 1 
5 1 0 1 0 1 1 1 0 
6 0 0 1 1 1 1 1 1 
7 0 0 1 0 1 0 1 1 
8 0 0 0 0 0 1 1 1 
Again here none of the access points can cover the whole building alone, although the 
size of the building is smaller, since the size of each apartment is also smaller. But the 
most interesting here is that the two matrixes are same. This means that the FAPs could 
offer the same coverage for both the case of a pilot signal (receiver sensitivity -
100dBm) and a data service request (receiver sensitivity -90dBm). This is because of 
the smaller size of the whole building, the smaller and uniform size of the apartments 
and the general layout of the created apartments, which are quite symmetric. Thus, each 
FAP could cover all the neighboring (to it) apartments with a margin which is not af-
fected by the increase in the receiver sensitivity by 10dBm. This can be more easily un-
derstood in the figure 4.17, where the coverage of access point 8 is presented, which is a 
FAP located in an edge of the building. 
                      
                        Pilot Signal                                                    Data Service                  
Figure 4.17: Scenario 4 - Coverage of FAP 8. 
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4.2.5 Densities 
In section 4.2 two important features of a coverage matrix has been mentioned, the 
terms sparse and dense matrix. Sparse refers to the number of zeros of the matrix, while 
dense refers to the number of non-zero elements. For the matrixes that are introduced 
here the density refers to the number of ones to the total number of the elements of the 
array and the mathematical equation for this, is: 
Density 
mn
Onesofnumber
Density
*

  
Where, 
n, m       the size of each dimension of the matrix. 
For the matrixes of the previous scenarios (tables 4.1-4.8) the respective densities are 
showed in the table 4.9. 
Table 4.9: Densities. 
Scenarios Pilot Signal Data Service 
Scenario 1 0.5 0.34 
Scenario 2 0.57 0.31 
Scenario 3 0.46 0.43 
Scenario 4 0.58 0.58 
 As it is expected the density is decreased from a pilot signal to a data service and so 
also does the coverage (since the number of ones shows the coverage). This is because 
the receiver sensitivity for a data request is bigger and hence it is more difficult for a 
femtocell to offer the same coverage. In other words it can be said that the matrixes of a 
data service are sparser than the matrixes of a pilot signal. Exception is the third sce-
nario where the density (and the coverage) remains unchangeable, due to the character-
istics of the building and the apartments, as it is mentioned in the previous section 
(4.2.4).    
4.3 Fairness 
For the better comprehension of a network which is consisted of many femtocell access 
points an important notion is the fairness. Generally fairness has as target to distribute 
equally (Max-Min, Min-Max) the rates among the users and links without misusing any 
resources [31]. In addition, in this dissertation, fairness refers to the equality in the us-
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age of the access points that constitute the network. For example from the coverage ma-
trixes of the previous scenario it is noticed that some FAPs cover a bigger number of 
apartments than some others· especially for FAPs that are located in the centre of the 
buildings. Supposing that a number of users request a service and want coverage, it is 
more likely for some access points to switch on more often than others. If this is re-
peated again and again then it leads to a situation in which some FAPs operate more 
frequently comparing to others, something that is not fair. 
For this reason another important term here is the benefit for access points of the same 
network that are active more regularly than others. For example if a user wants to con-
nect to the Internet through his mobile phone and this is finally achieved through the 
femtocell of his neighbor, then he should pay a minimum cost to the owner of the access 
point, proportional to the duration of the connection and the cost of offering this service 
to him, so as to balance the extra cost and resources that the other FAP has to spend. 
This can be done either directly after the completion of the connection or after a period 
of time, such as one month when the exact amounts, that he owes to his neighbors, can 
be determined, for example, by his telecommunication operator. Hence, it is also needed 
the investigation of the pricing schemes (flat pricing, volume pricing) and the imple-
mentation of the most suitable for the operators and users, according also to the access 
method (open, closed, chapter 2.2.1) to the femtocell [32]. 
Last but not least, it must not be confused the term fairness with the term energy effi-
ciency. Fairness has as target to make underutilized access points to work more, so as to 
lighten the load of the over-utilized. In other words fairness aims to distribute the load 
of the network equally to all access points. On the other hand energy efficiency has as 
target to make underutilized access points not to work any more and “go for sleep”, by 
distributing their load to the other access points of the network.   
4.4 Proposed Algorithm 
After the presentation of the four scenarios that have been simulated and the coverage 
matrixes that have been generated by separating the buildings into apartments, in this 
section basic aspects and assumptions of the developed algorithm are presented. At the 
beginning, the model has two main targets, the first is to distribute a set of users that 
request a service (active users) to the smallest set of FAPs (active FAPs), in a way that 
minimum energy consumption (energy efficiency) is achieved and the second is not 
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only to have energy efficiency but also to equate the time that every femtocell operates 
(fairness), so as to avoid situations of switching on some access points for more time 
than others. In order to achieve the biggest energy saving of the whole network, it is as-
sumed that a user, that requests a service, can be served by any other access point, since 
every FAP can accommodate simultaneously many other apartments, according to its 
coverage matrix. Something also important is that in every apartment it is supposed to 
be one user, who requests the service, so as a femtocell that serves simultaneously many 
users from different apartments to hold an acceptable level of Quality of Service to all 
of them.  
Another important term in the algorithm is the time slot. The code finds the minimum 
set of access points that cover all the active users in a period of one time slot. As it is 
expected the results in one time slot will be different from the results in the previous or 
the next time slot, according to the different set of active users· hence the whole process 
can be characterized as stationary.  Thus, an access point can be active or inactive and a 
user can also request a service or be silent during a specific timeslot. Finally, the algo-
rithm has been set to operate during a time period of 1000 timeslots, keeping individual 
results for each one of these and showing aggregating results for the whole period.  
As for the energy consumption it has also been supposed that every femtocell spends 10 
watts of power in every timeslot that is open. In addition, the period of 24 hours can be 
said that is the 0.024 of the period of 1000 time-slots (if one day equals with 1000 time-
slots) or in other words that each time slot is 1.44 minutes (60*0.024). Thus, a time pe-
riod of one hour (60 minutes) is proportional to 42 time slots (precisely 60/1.44 = 
41.67), so as one FAP that consumes 6500 watts, will finally has consumed 
76,154
42
6500
 Watts/Hour (Wh). Finally, in order to find the emissions in Carbon Di-
oxides (CO2) has been supposed that one kilowatt/hour (kWh) of energy is responsible 
for the production of 600grams of CO2 [33].  
For a better understanding, the following equations present the total consumed power 
and energy of the network during a time-slot. 
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Consumed Power of the Network (in Watts) 
 
N
i i
PPower
1
 
Where, 
Pi: The consumed power of the FAP i. 
N: The number of Active FAPs.   
Consumed Energy of the Network (in Watts/Hour) 
42
Power
Energy   
Another important term related to the energy is also the percentage of the energy saving. 
In order to exact this percentage the worst and best case for the network are used. The 
worst case refers to every user who switches on his FAP in order to acquire access to a 
data service. On the other hand the best case is to serve all these requests by the mini-
mum number of access points, something which is determined by the algorithm. Thus, 
the percentage of the energy saving for every time slot is estimated by dividing the en-
ergy that consumes the subtraction of the users that want coverage from the FAPs that 
finally cover them, to the energy of the FAPs that should be open if every user would be 
served from its own FAP.  
Energy Saving 
PowerUserEveryforFAPActiveOne
PowerFAPsActiveFinallyUsersActive
savingofPercentage
*_____
100**)___( 

 
Where, 
Active_Users, the number of users that request a service in a specific timeslot. 
Finally_Active_FAPs, the number of access points that cover these requests. 
Power=10watts, the power that a FAP needs during a timeslot. 
One_Active_for_Every_User, number of active access points if every user switches on  
                                                  his FAP. 
This percentage can also be zero, when the model prescribes to switch on one FAP for 
every active user. 
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Moving now to more specific points of the model (developed in Matlab), one important 
assumption is that the set of active users must be randomly selected and different in 
every timeslot. In order to achieve this, at first, the numbers of apartments are shuffled, 
so as to come to a random order and are placed in a vector. Then one number between 
one and the total number of apartments is selected. Finally, all the apartments (and their 
users) that are in the vector in positions from this number to zero are considered to be 
the active users. In order these steps to be more easily perceived, the following flow-
chart (figure 4.18) describes the process which is repeated for every timeslot. 
 
Figure 4.18: Random Selection of Active Users. 
In the form of matlab code the following process is summarized in the following com-
mands which are given with an example for a better understanding. 
%----------------------------------------% 
rand_mat=randperm(n_apart); 
%----------------------------------------% 
Set the numbers between one and the number of apartments (n_apart) into a random 
row. For example if the n_apart is 8, then the result could be: 7,6,4,8,1,5,3,2, which is 
stored in a vector (IACT). 
%----------------------------------------% 
n_act=randi([1 n_femto]); 
%----------------------------------------% 
Select randomly a number between one and the number of apartments, for example 
n_act=5. 
%----------------------------------------% 
IACT(rand_mat(1:n_act))=1; 
%----------------------------------------% 
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Keep only the numbers between the first and fifth position (of the vector IACT). Hence 
the result of this command is: 7, 6, 4, 8, 1 and these are the apartments whose users re-
quest a service. 
Another interesting point is the case when two or more access points can serve the same 
number of users. Then it is selected one of these randomly so as to avoid the possibility 
of choosing always the same access point, something which can result in some FAPs to 
operate more often than others (not fair). This process is implemented by the following 
commands. 
%----------------------------------------% 
same=find(d==e); 
%----------------------------------------% 
Find the access points which serve the same number of users. 
%----------------------------------------% 
ind = randi([1 length(same)]); 
%----------------------------------------% 
Select random one of these FAPs. 
%----------------------------------------% 
use1= same(ind); 
%----------------------------------------% 
The selected access points are stored in a vector (use1). 
4.4.1 Energy Efficiency 
As it mentioned before, one purpose of the model is to find the minimum number of 
FAPs that can cover the active users, according to their number and position. As a 
mathematic equation the objective of this strategy can be summarized by the following: 
Energy Efficiency 
L ~ min { i
Ni
iPa

},  t 
Where, 
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L, the strategy. 
N, the total number of access points. 
Pi, the transmit power of the AP i. 
ai ε {0,1}, a binary operator indicating if the AP is operating (1) or not (0).  
i
Ni
iPa

, the total consumed power. 
In order to achieve this, a number of steps are followed. At first, according to the cover-
age matrix the algorithm finds which apartments (and users) cover every access point. 
Then, from the users that want coverage finds which (and how many) can be covered by 
every access point and in the next step keeps the FAP which can serve the most of them. 
In this point, the first search of the best access point is completed. In order to continue, 
the users that have been covered must be subtracted from the initial set of active users. 
After finding what remains the algorithm repeats the same process until covering and 
the last user. In other words from the remaining users it selects the access point that 
serves the majority of them and then subtracts these users from the remaining set until 
these set to be empty. The above process is also described in the following flowchart 
(figure 4.19). 
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Figure 4.19: How Active Users are served by the Fewest Access Points. 
The respective pseudo-code for this process is the following. 
%----------------------------------------% 
For    i=1:n_femto 
          Find which and how many of the set of active users can be covered by every FAP.                                    
End 
 
Find the FAP which can cover the most users. 
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In case of many APs covering the same number of users, select the (first active) access 
point randomly.   
Determine which users have been covered until now and which and how many are re-
maining. 
%----------------------------------------%   
Finally, the pseudo-code below presents that the same process is repeated for the re-
maining users until the remaining set becomes empty. The access points that are used in 
every repetition are stored in an array. 
%----------------------------------------% 
While   (the remaining set>0) 
                 
           For     i=1:n_femto    
                              Find the access point which covers the most of the remaining users. 
          End 
          
         In case of two access points serving the same number of users, select one  
        randomly.     
   
       Keep this access point (is the second selected active FAP.          
 
        Find what remains from the remaining set and move to the next iteration. 
          
       Until the remaining set to be empty. 
End 
%----------------------------------------% 
4.4.2 Fairness 
The second objective of the model is all the femtocells to open approximately the same 
number of time-slots and simultaneously to achieve, again, the aim of the minimum en-
ergy consumption. For this strategy two different algorithms have been developed by 
the co-supervisor, Dr. George Koutitas. Each of them is following one different ap-
proach and the names that have been given (to them) are, “True Fairness” and “Random 
Fairness”.  
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4.4.2.1 True Fairness or Fairness 
In this approach the selection of the access points that will be open is made from the set 
of FAPs whose users request a service (active users). In this way a better balancing in 
the time that every access point is active, is achieved, since the number of requests from 
every user is approximately the same. With a mathematic equation this strategy can be 
described by: 
True Fairness 
Ω ~ min { i
Mi
iPa

},   t 
Where, 
Ω, the strategy. 
ΜN, the set of APs that belong to active users (subset of N). 
Pi, the transmit power of the AP i. 
ai ε {0,1}, a binary operator indicating if the AP is operating (1) or not (0).  
i
Ni
iPa

, the total consumed power. 
For a better understanding, this process is also presented in the following flow chart 
(figure 4.20). 
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Figure 4.20: How Users are served by the “Fairest” set of Access Points – “True Fairness”. 
Finally in the form of pseudo-code this strategy is summarized by the following. 
%----------------------------------------% 
For   (Number of Active FAPs=1:Maximum number of Active users) 
(Choose the number of femtocells that will be active between one and the number of 
active users) 
      
     For (this number of Active FAPs) 
                    Select randomly an access point from the set of active users. 
                   Begin with one FAP. 
 
                                    If (This FAP can cover all the Active Users) 
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                                         Choose this and make it active.                                                      
                                   Else    
                                         Select randomly another FAP from the set. 
                                   End 
 
                  If (No one FAP Alone can cover all the users) 
                         Go to the first for and increase the number of femtocells.   
                      
                                            If (These FAPs can cover all the Active Users) 
                                                 Open these FAPs. 
                                          Else 
                                                Go to the first for and increase the number of femtocells 
                                          End 
                        End 
          End 
End 
%----------------------------------------% 
4.4.2.2 Random Fairness 
In this approach after the determination of the apartments that want coverage, an access 
point is selected randomly to verify if it could cover all the requests. In case of fail an-
other FAP is selected randomly until to use all the access points and see that no one 
alone can serve all the requests. In the next step the number of femtocells that will be 
switched on is increased by one and the same process is repeated. The difference from 
the previous approach is that here it is selected randomly any FAP of the available and 
not only from the set of access points, whose users are active. For this reason the results 
of this approach in fairness, would be a bit worse comparing to the “True Fairness”, 
since there the active access points are selected from the FAPs of the users that request 
a service and the number of requests is uniform across the users. As a mathematic equa-
tion this strategy is presented in the following equation: 
Random Fairness 
Z ~  
 

T
t
T
t
tN
T
t
tit
T
t
t aaaa
1 1
,
1
,,2
1
,1 ...  
Where, 
Z, the strategy. 
N, the total number of access points. 
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T, the period of study (T=1000 time-slots). 
ai ε {0,1}, a binary operator indicating if the AP is operating (1) or not (0).  


T
t
ita
1
, shows for each time-slot (t) of the period T, if the access point is open or not. 
In the form of flow chart the “Random Fairness” process (figure 4.21) is the following: 
 
Figure 4.21: How Users are served by the “Fairest” set of Access Points – “Random Fairness”. 
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And the respective pseudo-code is: 
%----------------------------------------% 
For   (Number of Active FAPs=1:Maximum number of Femtocells) 
(In this case choose the number of femtocells that will be active between one and the 
total number of available femtocells) 
      
     For (this number of Active FAPs) 
                    Select randomly an access point. 
                   Begin with one FAP. 
 
                                    If (This FAP can cover all the Active Users) 
                                         Choose this and make it active.                                                      
                                   Else    
                                         Select randomly another FAP 
                                   End 
 
                  If (No one FAP Alone can cover all the users) 
                         Go to the first for and increase the number of femtocells.   
                      
                                            If (These FAPs can cover all the Active Users) 
                                                 Open these FAPs. 
                                          Else 
                                                Go to the first for and increase the number of femtocells 
                                          End 
                        End 
          End 
End 
%----------------------------------------% 
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5 Results 
The results, from the implementation of the algorithms that have been mentioned before 
(chapter 4.4), are presented in this chapter for every scenario extensively. For their pro-
duction the coverage matrixes for a data service request (tables 4.2, 4.4, 4.6, 4.8 chapter 
4.2) have been taken into account. 
5.1 Scenario 1 
  
Figure 5.1: IHU Building A - First Floor & Second Floor. 
 
Figure 5.2: Coverage Ability of Every FAP & Number of Active FAPs in every Time Slot. 
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Figure 5.3: Active FAPs in Energy Efficiency, True & Random Fairness. 
      
Figure 5.4: States of an Access Point for Energy Efficiency & Fairness. 
  -87- 
  
Figure 5.5: Consumed Power of the Network & Energy of Every FAP in Energy Efficiency. 
 
Figure 5.6: Percentage of Energy Saving. 
The first two figures (figure 5.1) present the configuration of the building for this sce-
nario. The place which has been simulated here is the two floors of the first building of 
International Hellenic University, which have been appropriately separated into seven-
teen apartments. For every apartment is visible its position in the building, as well as the 
exact point of the femtocell access point which has been installed in it. In the second set 
of figures (figure 5.2) in the left side, the number of apartments that every access point 
can cover is presented. For example FAP 5 and 17 can cover the biggest number of 
apartments (nine). On the other hand FAP 13 can cover only two apartments (it self and 
the apartment right down from it), since it is located in an edge of the second floor. In 
addition, the graph in the right side shows the number of femtocells that are activated in 
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every time step for both the energy efficiency and the (true) fairness approach. As it is 
expected, when the aim is to have the highest energy saving, the number of active FAPs 
(blue line) must be as small as possible (from one to four) · on the other hand when it is 
also desirable to equate the time that every FAP is open, then it must be used more fem-
tocells for the same number of data requests. For this reason in the case of fairness (red 
line) are activated more access points (can reach up to nine) than in the energy effi-
ciency for the majority of the time slots· something which is expected since fairness and 
energy efficiency have contradictory meanings (chapter 4.3). 
Moving to the third set of figures (figure 5.3), it displays in how many time-slots every 
femtocell functions for the energy efficiency strategy and the two approaches of the 
fairness. As it can be understood the results in the bar charts down are fairer compared 
to the results in the energy efficiency. However there are also some FAPs that are used 
more frequently than others, such as the FAPs 5 and 12. Generally, access points which 
open more frequently are these which offer coverage to the most apartments. Interest-
ingly this does not happen in every case and there are some exceptions. For example, 
from the results in the previous figure (figure 5.2 - left) it was obvious that the most 
apartments are covered by access points 5, 17 (with nine apartments) and 9 (with 8 
apartments). However, here the most frequently used FAPs are not these, but the access 
points 12, 5 and 17. In other words most of the time FAP 12 is used which can cover 
only five apartments. This can be explained by taking into account the coverage matrix 
for the first scenario (table 4.2 – chapter 4.2) and the apartments that each of these FAPs 
can cover (table 5.1). 
Table 5.1: Explanation for the most frequently used FAPs. 
FAP Apartments 
5 3, 4, 5, 6, 7, 8, 9, 16, 17 
17 5, 6, 7, 9, 10, 11, 15, 16, 17 
9 5, 7, 9, 10, 11, 15, 16, 17 
12 1, 12, 13, 14, 15 
From the above table it is obvious that FAPs 5, 17 and 9 offer coverage to the same 
apartments. To be more specific FAP 17 add to (the coverage ability of) FAP 5 only the 
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apartments 10, 11 and 15 and for this reason they share the times of usage. Moreover 
FAP 9 is overlapping with FAP 17 in all the apartments it covers, without adding any 
new and for this reason it is used a few times (approximately 110). On the other hand 
FAP 12 offers coverage to four (out of five) new apartments and is the only one (table 
4.2) which covers simultaneously apartments 12, 13, 14, 15 and hence it is explained 
why it is used in so many timeslots. Finally, by comparing the two approaches of fair-
ness, it is obvious that the bar charts of the “(True) Fairness” are more uniform than the 
respective of the “Random Fairness”, something which means that the access points are 
used more equally in the “True Fairness” approach. This happens because “(True) Fair-
ness” switches on only access points from the set of users that request a service and the 
number of requests for every user is the same. For example with the second approach 
(“Random Fairness”) FAP 5 and 12 differentiate from the other FAPs and are used for 
more than 400 timeslots, while for the “(True) Fairness” (and the same requests) these 
FAPs are used approximately in 350 time slots and closer to the numbers of usage for 
the other FAPs. 
In the fourth set of figures (figure 5.4) the states that an access point can take are dis-
played, either if the target is to use them in a fairy way, or if it is wanted to achieve the 
minimum energy consumption. According to what has been discussed until now one 
access point can take three possible states (table 5.2). The first is the access point to op-
erate, although the user who is connected to it does not require any service. The second 
has to do with a user, who requests a service and his access point, normally, switches 
on. Finally, the third refers to a user requesting a service, but this request is finally cov-
ered by a neighboring FAP and hence his AP remains close. 
Table 5.2: States of an Access Point. 
Number State 
1 Non Active User – FAP Open 
2 Active User – Active FAP 
3 Active User – Silent FAP 
 
As it is understood from the above table and the bar charts the most usual situation for 
the simulated access point, is to open whenever the user, connected to it, requires a ser-
vice. The second most usual case is this request to be covered by a neighboring FAP 
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and the rarest to cover (the access point) needs of neighboring users. Interesting here is 
also the fact that in the fairness approach there is no case of a femtocell to open without 
its owner to request a service. However these results are not standard, but have to do 
mainly with the position of the FAP, the number of apartments it can cover and its time 
of utilization. For example the most usual state for a femtocell which is finally used 
only in a few time-slots is the third or in other words to remain silent independently of 
its user requests. 
In the fifth figure (figure 5.5) the results are related to the power consumption, taking 
into account that in every time slot a femtocell consumes 10 watts of energy. In the left 
side (of the figure) the total power consumption of the network is exposed in every time 
slot for the energy efficiency and the two approaches of fairness. These results have to 
do with the number of femtocells that are finally open every moment and so it can be 
easily concluded that the fairness strategies have higher values of consumed power, 
since they need more access points to operate (red and green lines) in order to cover the 
same needs. In addition, the bar chart in the right side shows the energy (in Wh) which 
is consumed by every FAP for the energy efficiency case and for the whole period of 
1000 time slots according to the time that this FAP was open. For this reason the results 
are proportional to that of figure 5.2, with the difference that here the vertical axis 
shows the energy consumption and not the number of time slots. For example FAP 12 
which is the most time open (500 time slots, figure 5.2), spends approximately 120 Wh 
of energy. 
Finally, the last graph (figure 5.6) represents a comparison between the percentage of 
energy that is saved with the energy efficiency (blue line) and the fairness (red line) 
strategy. This percentage is estimated by dividing the energy that consumes the FAPs 
that finally operate, to the energy that would consume the FAPs if every user would 
serve from its own FAP (according to the equation in the chapter 4.4). As it is expected 
the percentage of saving is bigger, can reach up to 80%, in the case of energy efficiency 
(blue line) where the minimum number of femtocells are used.  
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5.2 Scenario 2 
   
Figure 5.7: IHU Building B - First Floor & Second Floor. 
  
Figure 5.8: Coverage Ability of Every FAP & Number of Active FAPs in every Time Slot. 
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Figure 5.9: Active FAPs in Energy Efficiency, True & Random Fairness. 
        
Figure 5.10: States of an Access Point for Energy Efficiency & Fairness. 
        
Figure 5.11: Consumed Power of the Network & Energy of Every FAP in Energy Efficiency. 
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Figure 5.12: Percentage of Energy Saving. 
As in the first scenario, the first two figures (figure 5.7) show the distribution of the 
seventeen apartments in the two floors of building B of IHU. For every apartment are 
visible its position in the building, as well as the exact point of the FAP which has been 
installed in it. In the second set of figures (figure 5.8) in the left side the number of 
apartments, that every access point can cover, is presented· for example FAP 9 can 
cover the most apartments (eight), while FAP 6 the least (two). In addition, the graph in 
the right side shows the number of femtocells that are activated in every time step for 
both the energy efficiency (blue line) and the (true) fairness (red line) approach. Again 
the number of active FAPs is smaller in the energy efficiency than in the fairness strat-
egy. Interesting here is also that the coverage of this building for the energy efficiency 
case demands in some cases a fifth access point to operate.   
Moving to the third set of figures (figure 5.9), it shows the time that every femtocell op-
erates, for the energy efficiency strategy and the two approaches of fairness. As before 
the results in the bar charts down are fairer compared to the results in the energy effi-
ciency. However there are also here some FAPs that are used more frequently than oth-
ers, such as the FAP 9. Something that happens again is to operate in many time-slots 
access points that do not cover the majority of the apartments. For example, from the 
results in the previous figure (figure 5.8 - left) it was obvious that the most apartments 
are covered by access point 9 (with eight apartments) and 3, 4, 8, 14 (with 7 apart-
ments). On the other hand the most frequently used femtocells are FAPs 9, 5 and 14. In 
other words in many timeslots FAP 5 is used which can cover only four apartments 
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(figure 5.8 - left). This can be explained by taking into account the coverage matrix for 
this scenario (table 4.4 – chapter 4.2) and the apartments that each one of these FAPs 
can cover (table 5.3). 
Table 5.3: Explanation for the most frequently used FAPs. 
FAP Apartments 
9 1,5,7,8,9,10,11,17 
3 2,3,4,5,8,14,15 
4 2,3,4,5,8,13,14 
8 1,3,4,5,8,9,14 
14 8,11,13,14,15,16,17 
5 4,5,6,12 
 
From the above table it is obvious that FAPs 3, 4 and 8 offer coverage to the same 
apartments and for this reason they share the time of usage. Moreover, FAP 9 covers 
nine apartments and FAP 14 has the advantage of covering six out of the eight apart-
ments of the second floor and for these reasons these two FAPs are used a lot. Finally, 
FAP 5 offers coverage to four new apartments and is the only one (table 4.4 – chapter 
4.2) which covers simultaneously apartments 4, 5 and 6 which are neighboring and 
hence it can be explained why this access point is used in so many time-slots. Finally, 
by comparing the two bar charts of fairness is concluded again that in the “(True) Fair-
ness” the results are fairer compared to the “Random Fairness” approach, since “(True) 
Fairness”  switches on only access points from the set of users that request a service and 
the number of requests is the same for every user. 
In the fourth set of figures (figure 5.10) the states (table 5.2) that an access point can 
take are displayed either if the target is to use them in a fairy way, or if it is wanted to 
have the minimum energy consumption. In this case an access point (FAP 8) which is 
used only in a few time-slots has been taken into account. For this reason it is more 
usual for this FAP to remain silent independently of the requests of its user (state 3). 
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However, must not be forgotten that these results depend on the position of the FAP, the 
number of apartments it can cover and its time of utilization.  
The fifth set of figures (figure 5.11) refers to the power consumption of the whole net-
work (left side) and of every femtocell separately for the case of energy efficiency (right 
side). In both graphs has been taken into account that in every time slot a femtocell con-
sumes 10 watts of power. The power consumption of the network in every time slot has 
to do with the number of femtocells that are finally open every moment and for this rea-
son the two approaches of fairness (red and green lines) have higher values of con-
sumed power (until 90W). In addition, for the energy consumed by every FAP for the 
whole period of 1000 time steps, the results are proportional to that of the figure 5.9, 
with the difference that here the vertical axis shows the energy consumption (in Wh) 
and not the number of time slots. For example FAP 9 which is the most time open (600 
time slots), spends roughly 150Wh of energy. 
Finally, the last graph (figure 5.12) represents the percentage of energy that is saved 
with the energy efficiency (blue line) and the fairness (red line) approach. This percent-
age for every time slot is estimated by dividing the energy that consumes the number of 
FAPs that finally operate, to the energy that would consume the FAPs if every user 
would be served by its own femtocell (according to the equation in the chapter 4.4). 
This percentage can also be zero in case of activating one FAP for every active user. As 
it is expected the percentage of saving is bigger (can reach up to 80%) in the case of en-
ergy efficiency (blue line) where the minimum number of femtocells are used.  
5.3 Scenario 3 
         
Figure 5.13: Scenario 4 & Coverage Ability of Every FAP. 
-96- 
                                    
        
Figure 5.14: Active FAPs in Energy Efficiency, True & Random Fairness. 
            
Figure 5.15: States of an Access Point for Energy Efficiency & Fairness. 
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Figure 5.16: Consumed Power of the Network & Energy of Every FAP in Energy Efficiency. 
        
Figure 5.17: Number of Active FAPs & Percentage. 
The first set of figures (figure 5.13) displays in the left side the distribution of the seven-
teen apartments for this building with the exact points of the FAPs and in the right side 
the coverage ability of every femtocell. In other words the number of apartments that 
every FAP can cover· for example FAP 11 can cover the most apartments (ten), while 
FAP 5 the least (four). In the next figures (figure 5.14) the time-slots that each femtocell 
functions for both the energy efficiency and the fairness approaches are exposed. As in 
the two previous scenarios the results in the bar charts down are fairer compared to the 
results in the energy efficiency. On the other hand for the energy efficiency case what 
happens again is to operate many times access points that do not cover the majority of 
the apartments. To be more specific, from the results in the previous figure (figure 5.13 
- right) it was obvious that the most apartments are covered by access point 11 (with ten 
apartments) and 3, 12, 16 (with 9 apartments). On the other hand the most frequently 
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used femtocells are the FAPs 11, 8 and 16. In other words most of the time FAP 8 is 
used which can cover only six apartments (figure 5.13 - right). This can be explained by 
taking into account the coverage matrix for this scenario (table 4.6 – chapter 4.2) and 
the apartments that each of these FAPs can cover (table 5.4). 
Table 5.4: Explanation for the most frequently used FAPs. 
FAP Apartments 
11 2,3,4,5,6,10,11,12,13,17 
3 1,2,3,4,5,6,11,12,17 
12 1,2,3,4,11,12,13,16,17 
16 1,2,10,12,13,14,15,16,17 
8 7,8,9,10,14,15 
 
From the above table is obvious that FAPs 3 and 12 overlap in the majority of the 
apartments they cover and for this reason they share the time of usage. Moreover FAPs 
11 and 16 are two femtocells with big usage, since FAP 11 offers coverage to ten 
apartments and FAP 16 has the advantage to be the only one FAP which can cover si-
multaneously apartments 10, 12, 13, 14, 15, 16 and 17 that are in the same vicinity (fig-
ure 5.13 - left). Finally, FAP 8 offers coverage to three out of six new apartments and 
simultaneously to apartments 7, 8, 9 10 which are in the same corner and hence it can be 
explained why this access point is used in so many time-slots. Finally from the two fig-
ures of fairness, it is interesting here that they have the same level of uniformity some-
thing which means that the results for both the two approaches are approximately the 
same. This is mainly because of the characteristics of the building which has only one 
floor and the access points can cover more apartments than in the two previous scenar-
ios. 
In the third set of figures (figure 5.15) the states (table 5.2) that an access point can take 
are displayed and as it can be noticed the bar charts remain the same as in the previous 
scenario, since here a femtocell has been selected (FAP 5) which covers again the least 
apartments (four) and is used the least time. Thus, the most usual state is to remain 
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closed, despite of possible requests of its user. However, it must not be forgotten that 
these results depend on the position of the FAP, the number of the apartments it can 
cover and its time of utilization.  
The fourth figure (figure 5.16) refers to the power consumption of the whole network 
(left side) and of every femtocell separately, for the case of energy efficiency (right 
side). In both graphs has been taken into account that a femtocell consumes 10 watts of 
power in every time slot. The power consumption of the network in every time slot has 
to do with the number of femtocells that are finally open every moment. Interesting here 
is that both the three strategies use the same number of FAPs (one to four), but the fair-
ness approaches (red and green lines) use most of the time four access points, thus the 
power consumption of the network is mainly 40W. Moreover, for the energy consumed 
from every FAP for the whole period of 1000 time steps, the results are proportional to 
that of figure 5.14, with the difference that here the vertical axis shows the energy con-
sumption (in Wh) and not the number of time slots. For example FAP 11 which is the 
most time open (approximately 370 time slots), spends 90Wh of energy. 
Finally, the last set of figures (figure 5.17) displays in the left side the number of femto-
cells that are activated in every time step for both the energy efficiency (blue line) and 
the (true) fairness (red line) approach. Again the number of active FAPs is the same for 
both the energy efficiency and the fairness case, with the difference that fairness uses 
mostly four access points. Proportionally to this, the right graph represents the percent-
age of energy that is saved with the energy efficiency (blue line) and the (true) fairness 
(red line) strategy. This percentage is bigger (up to 80%) for the case of energy effi-
ciency (blue line) where the aim is to use the minimum number of femtocells and is es-
timated by dividing the energy that consumes the number of FAPs that finally operate, 
to the energy that would consume the FAPs if every user would be served from its own 
FAP (according to the equation in the chapter 4.4).  
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5.4 Scenario 4 
       
Figure 5.18: Scenario 3 & Coverage Ability of Every FAP. 
                                   
         
Figure 5.19: Active FAPs in Energy Efficiency, True & Random Fairness. 
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Figure 5.20: States of an Access Point for Energy Efficiency & Fairness. 
      
Figure 5.21: Consumed Power of the Network & Energy of Every FAP in Energy Efficiency. 
          
Figure 5.22: Percentage of Energy Saving. 
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Finally for the last scenario, the first set of figures (figure 5.18) displays in the left side 
the distribution of the eight apartments for this building and in the right side the cover-
age ability of every femtocell. In the next figure (figure 5.19) the time-slots that every 
femtocell operates for both the energy efficiency strategy and the two approaches of the 
fairness are exposed. As in the previous scenarios the results in the bar charts down are 
fairer compared to the results in the energy efficiency. Moreover, interesting here is the 
fact that in the energy efficiency the FAPs that are used more often, are these which 
cover the bigger number of apartments.  Thus, from the results in the previous figure 
(figure 5.18- right) it was obvious that most of the apartments are covered by access 
points 3, 4 and 6 (covering 6 apartments), which are also and the most frequently used. 
Finally, by comparing the two approaches of fairness, again, is obvious that in the 
“(True) Fairness” (right side) the results are better (more uniform) compared to the 
“Random Fairness”. For example FAP 4 differentiates from the other FAPs and is used 
in 400 timeslots with the second approach (“Random Fairness”), while for the “(True) 
Fairness” and the same requests all the access points are used approximately in 250-340 
time slots. 
The third set of figures (figure 5.20) displays the states (table 5.2) that an access point 
can take for the energy efficiency and the fairness approach. Here there are the results 
for an access point (FAP 3) which can cover many apartments (six) and as it can be no-
ticed the most usual state for this FAP is to open whenever the user requires a service, 
while the rarest (state) to cover neighboring users. However, must not be forgotten that 
these results depend on the position of the FAP, the number of the apartments it can 
cover and its time of utilization.  
The fourth set of figures (figure 5.21) refers to the power consumption of the whole 
network (left side) and for every femtocell separately, for the energy efficiency strategy 
(right side). In both graphs has been taken into account that in each time slot a femtocell 
consumes 10 watts of power. The energy consumption of the network in every time slot 
has to do with the number of femtocells that are finally open and for this reason the two 
approaches of fairness have higher values of consumed energy. In addition, for the en-
ergy consumed by every FAP for the whole period of 1000 time steps, the results are 
proportional to that of figure 5.19, with the difference that here the vertical axis shows 
the energy consumption (in Wh) and not the number of time slots. For example FAP 4 
  -103- 
which is the most time open (approximately 410 time slots), spends approximately 
110Wh of energy. 
Finally, the last set of figures (figure 5.22) displays in the left side the number of femto-
cells that are activated in every time slot for both the energy efficiency (blue line) and 
the (true) fairness (red line) approach. Again the number of active FAPs is smaller in 
the energy efficiency (varies from one to two) than in the fairness case (can reach up to 
four). Proportionally to this, the right graph represents the percentage of energy that is 
saved with the energy efficiency (blue line) and the (true) fairness (red line) strategy, 
which is estimated by dividing the energy that consumes the number of FAPs that fi-
nally operate, to the energy that would consume the FAPs if every user would be served 
from its own FAP (according to the equation in the chapter 4.4). Interesting here is that 
in some maximum values (up to 75%) the percentages are the same for both the two ap-
proaches (by looking the exact values, although in the graph the red line seems higher).  
 
 
 
 
 
 
 
 
 
-104- 
6 Conclusions 
The subject of this dissertation was to examine the indoor wireless networks both theo-
retically and practically through simulations of different scenarios. In addition one of 
the main purposes was to investigate the access point management schemes in order to 
provide the required QoS with the minimum possible energy consumption. For this rea-
son the networks of femtocells were selected and studied, according to parameters such 
as the energy efficiency and fairness, for four different buildings appropriately sepa-
rated in apartments.  
One important term was the sparse coverage matrix (tables 4.1-4.8, chapter 4.2) which 
shows how many apartments can cover every access point, under the assumption that in 
every apartment there is one femtocell installed. The coverage matrixes were presented 
for each one of the four simulated buildings (the four scenarios) for the case of a pilot 
signal and a data request. As it was expected the matrixes of the data requests were 
sparser or in other words there were more zeros, something which means that the cover-
age ability of the FAPs was weaker. This could also be concluded from the table of den-
sities (table 4.9, chapter 4.2), which shows the density of ones in the coverage matrixes 
or in other words the number of apartments that are covered by every FAP.  
As it was expected, the densities for the pilot signal were higher than the densities for 
the data requests· for example in the first scenario the density decreased from 0.5 to 
0.34. Exception was the fourth scenario where the density remained unchangeable due 
to the small size of the building and the distribution of the apartments. In this scenario 
the access points offered coverage only to their immediate neighboring apartments (fig-
ure 4.17, chapter 4.2) and the values of the receive power remained higher than the val-
ues of the receiver sensitivity for both the pilot signal and the data request case. Another 
important observation was that the densities in the first two scenarios were smaller than 
in the other two, due to the fact that the first two buildings had two floors and hence it 
was more difficult for the FAPs to cover many apartments. In the same way the biggest 
value of density was in the last scenario, since this building had only one floor and was 
the smallest. Generally the densities could be a piece of very important information for 
other researchers because they can use these data for their simulations, in case they want 
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to create a sparse coverage matrix, but they can not specify the value of density for this 
matrix. 
Moving now to the femtocell management schemes, two models were created, one for 
the energy efficiency and one for the fairness, which in turn had two variations. In the 
first (True Fairness) the femtocell which was going to operate, was selected from the set 
of FAPs whose users requested a data service (active users), while in the second (Ran-
dom Fairness) it was selected randomly from all the available FAPs. All the simulations 
run for a time period of 1000 time slots and in each of them the set of active users 
changed. As it was expected the best results in the minimum number of active femto-
cells, came from the energy efficiency model. On the other hand in terms of fairness 
(time-slots that every FAP is switched on) the best results came from the True fairness 
approach and the worst from the energy efficiency. In this way it is also confirmed the 
theory (chapter 4.3) that the energy efficiency and fairness have contradictory mean-
ings, since in the energy efficiency it is wanted the underutilized access points to switch 
off, while in fairness the aim is the underutilized APs to operate more and take load 
from the over-utilized, so as all the access points to work equally. For this reason there 
were times in the simulations that the energy efficiency strategy prescribed to operate 
three or four femtocells and the fairness (approaches) five and six, for the same set of 
active users.  
Furthermore, according to the states that an access point can take, it was concluded that 
the most usual state was the second where an AP was switched on, whenever its user 
requested a service. However this situation changed for FAPs that covered a few apart-
ments and were not used so frequently. Then the most usual state was the third where 
the femtocell remained silent independently of its user requests. Finally, another inter-
esting observation was, that the usage of the access points was not only depended on the 
number (how many) of the covered apartments but also on the id (which) of them. For 
this reason there were femtocells which covered a small number of apartments, however 
these FAPs were used most of the time since these apartments were not covered by any 
other access point.  
From what has been described in the previous paragraph can also be concluded that the 
network in the energy efficiency mode works with the minimum energy consumption 
and therefore the biggest energy saving and the smallest emissions of CO2. This conclu-
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sion can also be derived from the following tables (tables 6.1-6.4) which contain aggre-
gate results for every scenario extensively.  
Table 6.1: Cumulative Statistics for Results of Scenario 1. 
Parameter 
Energy  
Efficiency 
True  
Fairness 
Random  
Fairness 
Total Energy Consumption in Worst Case (kWh) 2.14 2.14 2.14 
Total Energy Consumption with the Approach (kWh) 0.66 0.9 0.91 
Total Saving (kWh) 1.48 1.24 1.23 
Mean Percentage of Saving (%) 60.83 47.26 44.44 
Total Emissions of CO2 in Worst Case (g) 1284 1284 1284 
Total Emissions of CO2 with the Approach (g) 396 540 546 
Decrease in Emissions of CO2 (g) 888 744 738 
 
From the table 6.1 it is concluded that if every user switches on his femtocell, whenever 
he requests a data service (worst case) then the total (for the whole time period of 1000 
timeslots) energy consumption would reach the value of 2.14 kWh and the total emis-
sions (of CO2) the 1284 grams. However, with the energy efficiency approach the total 
energy consumption is only 0.66kWh, while for the two approaches of fairness 0.9 kWh 
and 0.91 kWh respectively. Hence, the atmosphere is not burden with an additional 
amount of 888g of CO2 for the energy efficiency strategy and an additional 744g and 
738g of CO2 for the two fairness approaches. 
Table 6.2: Cumulative Statistics for Results of Scenario 2. 
Parameter 
Energy  
Efficiency 
True  
Fairness 
Random  
Fairness 
Total Energy Consumption in Worst Case (kWh) 2.16 2.16 2.16 
Total Energy Consumption with the Approach (kWh) 0.71 0.95 0.98 
Total Saving (kWh) 1.45 1.21 1.18 
Mean Percentage of Saving (%) 58.39 45.26 42.15 
Total Emissions of CO2 in Worst Case (g) 1296 1296 1296 
Total Emissions of CO2 with the Approach (g) 426 570 588 
Decrease in Emissions of CO2 (g) 870 726 708 
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Respectively, from the second scenario (table 6.2) the energy consumption in the worst 
case (if every active user switches on his FAP) would be 2.16 kWh (for the whole time 
period of 1000 timeslots) and the emissions would reach the 1296 grams of CO2. How-
ever after the implementation of the management schemes the mean percentages of en-
ergy saving are 58,4% for the energy efficiency strategy and 45,3% or 42% for the true 
or random fairness respectively, which result in a big decrease of the total emissions of 
CO2 (870g for the energy efficiency and 726g or 708g for the fairness approaches). 
Table 6.3: Cumulative Statistics for Results of Scenario 3. 
Parameter 
Energy  
Efficiency 
True  
Fairness 
Random  
Fairness 
Total Energy Consumption in Worst Case (kWh) 2.06 2.06 2.06 
Total Energy Consumption with the Approach (kWh) 0.54 0.78 0.8 
Total Saving (kWh) 1.52 1.28 1.26 
Mean Percentage of Saving (%) 63.89 49.25 47.76 
Total Emissions of CO2 in Worst Case (g) 1236 1236 1236 
Total Emissions of CO2 with the Approach (g) 324 468 480 
Decrease in Emissions of CO2 (g) 912 768 756 
 
In the third scenario (table 6.3) it is observed the biggest energy saving· 1.52 kWh for 
the energy efficiency, 1.28 kWh for the true fairness and 1.26 kWh for the random fair-
ness. This is because this building although is separated in 17 apartments, it is formed 
only by one floor and hence every femtocell can cover a bigger number of apartments 
than the buildings of the first two scenarios. Together with the biggest energy saving, 
the smallest quantities of CO2 are also emitted and more specifically 324g for the en-
ergy efficiency, 468g for the true fairness and 480g for the random fairness approach.  
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Table 6.4: Cumulative Statistics for Results of Scenario 4. 
Parameter 
Energy  
Efficiency 
True  
Fairness 
Random  
Fairness 
Total Energy Consumption in Worst Case (kWh) 1.06 1.06 1.06 
Total Energy Consumption with the Approach (kWh) 0.37 0.58 0.58 
Total Saving (kWh) 0.69 0.48 0.48 
Mean Percentage of Saving (%) 55.82 39.5 39.5 
Total Emissions of CO2 in Worst Case (g) 636 636 636 
Total Emissions of CO2 with the Approach (g) 222 348 348 
Decrease in Emissions of CO2 (g) 414 288 288 
 
Finally, in the fourth scenario (table 6.4) it is observed the smallest energy saving and 
hence the smallest decrease of CO2 emissions, compared to the three other scenarios. 
This is because in this building the total number of apartments is eight, compared to the 
other three scenarios where the buildings are separated in 17 apartments, so as every 
femtocell to cover a smaller number of apartments. Something also interesting here is 
that the two approaches of fairness have the same values of consumed energy and emit-
ted quantities of CO2. 
Therefore, by summing up the observations from the part of the management schemes, 
it is generally concluded that the energy efficiency approach has better results in the 
minimum number of femtocells which operate in every timeslot and this also means bet-
ter results in the consumed energy of the network and in the decrease of the CO2 emis-
sions. On the other hand the true fairness approach appears better results in the uniform 
usage of every femtocell of the network, compared not only to the energy efficiency, 
but also to the random fairness approach. This is because in the true fairness the FAP 
that will be active is selected from the FAPs of the set of the active users, where every 
user it is supposed to make the same number of requests. Finally, from the four scenar-
ios, the biggest energy saving it is detected in the third scenario, whereas the smallest in 
the fourth, something which has to do, mainly, with the characteristics of the buildings 
and the total number of apartments.   
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Moving now to the Wi-Fi networks, the network of the International Hellenic Univer-
sity was examined in order to investigate the planning of the access points and parame-
ters such as the received power, the SINR and the created areas of available data rates. 
These areas, as it was expected were smaller for the data rates of 802.11g since it had 
bigger demands in SINR than the 802.11b (tables 3.3-3.4, chapter 3.5 and figures 3.8-
3.11-3.14-3.17 chapter 3.6). Moreover, from these simulations was observed that access 
points that were located more centrally in the buildings offer better coverage than 
WAPs that were at the edge of the floors. Something also important was the influence 
of the material in the propagated wave· for example in figure 3.5 (page 47, left side) it 
was obvious how easy the wave can be transmitted through the doors (wood), compar-
ing to the walls (brick), something which has to do with the constitutive parameters that 
have been mentioned in chapter 2.3. In this figure was also obvious the reflections that 
took place inside the building from waves that hit over the walls. Generally the wave 
was more easily propagated in the corridors of the buildings which were free of obsta-
cles and were surrounded by walls, as a result to function as waveguides for the propa-
gated wave. Furthermore, from the results of the simulations for the Wi-Fi network of 
IHU, it was concluded that it was a well organized network which offered coverage to 
the majority of places inside the university and all the important spots such as the audi-
torium, the library, the classrooms, the offices and the coffee shop. However, there were 
some exceptions, according to the simulations, such as access points which were very 
closely installed (Building A – Second Floor, chapter 3.6.2) or in Building B where 
there were four APs in the second floor and only one in the first (chapter 3.6.3). For this 
reason the third chapter closed with some suggestions for optimization of the topology 
(chapter 3.7), although must not be forgotten that these results refer to the simulations 
and it is possible in practice the real measurements to be different due to the presence of 
obstacles, the number of users or changes in the general layout of the floors. 
Closing with a general conclusion it can be said that becomes even more necessary a 
further management of the networks that are developed in indoor environment. Until 
now the most significant parameters, for both the consumers and the telecommunication 
providers were the uncorrupted communication, the high speed data transfer, the restric-
tion of delay and so on. On the other hand, nowadays and under the economic and eco-
logical pressures, becomes even more topical and considerable the pursuit of manage-
ment schemes which could offer a minimum energy consumption, power consumption 
-110- 
proportional to the traffic and equality in usage of the access points of the network. Of 
course there are many ambiguous points, which must be answered, but the advantages 
of these schemes can lead us in new opportunities to the even more demanding area of 
mobile networks.     
6.1 Future Work 
Although the developed algorithms for the access point management schemes have re-
sulted in some very satisfying outcomes, as analyzed in the previous chapters, there is 
still “room” for further optimization of the already developed models in terms of their 
assumptions and capabilities. For this reason the future work will focus on the second 
part of the dissertation which has to do with the management schemes and the im-
provement of the existed algorithms. 
One important assumption, which can be added to future simulations, is the assignation 
of a threshold to the number of apartments that every access point can cover. For exam-
ple in the above simulations there were FAPs which offered coverage to nine and ten 
apartments, something which made easier to achieve better results in the minimum 
number of active FAPs. What could be, though, the effect on the results of the energy 
efficiency and fairness, if the maximum number of the covered apartments by every 
femtocell would cap at some limit, for example to four apartments? 
Another important improvement could be the investigation and implementation in the 
algorithms, of the benefit for users and operators. One option for this would be the ex-
amination of the pricing schemes together with the contribution of the game theory and 
more specifically the Shapley value which has as target to distribute fairly the gains be-
tween several players, according to their participation [34]. In this way one possible fu-
ture extension could have the title “Game Theoretic Approach for Smart Pricing in 
Femtocell Managed Networks”.  
Finally, future work of the project could also be the implementation of the management 
schemes in other kinds of base stations such as the macrocells and microcells in order to 
examine the overall efficiency of the network of a mobile operator. 
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