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Abstract
We compute the Hamiltonian and Lagrangian associated to the
large deviations of the trajectory of the empirical distribution for in-
dependent Markov processes, and of the empirical measure for transla-
tion invariant interacting Markov processes. We treat both the case of
jump processes (continuous-time Markov chains and interacting parti-
cle systems) as well as diffusion processes. For diffusion processes, the
Lagrangian is a quadratic form of the deviation of the trajectory from
the Kolmogorov forward equation. In all cases, the Lagrangian can be
interpreted as a relative entropy or relative entropy density per unit
time.
1 Introduction
The Gibbs formalism (DLR equations, variational principle) plays a cru-
cial role in statistical mechanics of equilibrium systems. Roughly speaking
a lattice spin system is called “Gibbs” if it can be described in terms of
Boltzmann-Gibbs weights with an interaction such that the total interac-
tion of the spin at the origin with all other spins is finite, uniformly in all
configurations. Beyond equilibrium, the appearance of Gibbs measures is
less obvious as is illustrated both by the loss of Gibbs property in the course
of stochastic dynamics of Glauber type shown in [3] (modeling heating and
cooling), as well as by the expected non-Gibbsianness of non-equilibrium
stationary states. Outside equilibrium it is natural to think of a Gibbsian
description in terms of histories, i.e., using trajectories of the system. In
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the context of translation invariant lattice spin systems, one then ends up
naturally with a description of the system modulo translations, i.e., on the
level of the trajectory of the empirical measure.
In [4] we explained how Gibbs-non-Gibbs transitions in lattice spin sys-
tems can be related to a bifurcation phenomenon for the optimal trajectories
-in the sense of large deviations- of the empirical measure conditioned to ar-
rive at a given measure at a fixed time T > 0. In [12], [14] this idea was
developed in the mean-field context, i.e., for the trajectory of the magneti-
zation. The idea is to consider a translation invariant stochastic dynamics,
and study the trajectory of the empirical measure. More precisely, one con-
ditions the trajectory to arrive at time T > 0 at a given empirical measure
ν, and at time zero one gives a certain cost i0(µ) to each translation invari-
ant starting measure µ. This cost is determined by the choice of the Gibbs
measure µG0 from which the dynamics is started, i.e., this cost equals the
relative entropy density s(µ|µG0 ) of µ w.r.t. this initial Gibbs measure. The
total cost of a trajectory arriving at time T at ν is then the sum of i0(µ)
with the path space cost Ψ(µ, ν, T ) of the optimal (in the sense of large
deviations) trajectory starting from µ at time zero and arriving at ν at time
T > 0. The set of minimizers OT (ν) of this total cost of trajectories arriving
at ν at time T is then the object which should be investigated in order to
understand whether or not the initial Gibbs measure, evolved over a time T
(denoted by (µG0 )T ) is a Gibbs measure.
The precise conjecture is the following. If we have uniqueness for every
conditioning of the empirical measure at time T > 0, i.e., if OT (ν) is a
singleton for every choice of ν, then this should correspond to Gibbsianness
of the time-evolved measure (µG0 )T . Conversely, if we have non-uniqueness
for a particular conditioning of the empirical measure at time T (a so-called
“bad measure”), then we have non-Gibbsianness of the distribution (µG0 )T
at time T .
As stated before, the total cost to arrive at time T > 0 at a given
empirical measure is the sum of the initial cost and a path cost, determined
by the Markovian dynamics. The path cost is usually of the form of a
Lagrangian action. This means, informally written, that the probability of
a trajectory of the empirical measure, where one averages shifts of the point
mass of the lattice-spin configuration over the box [−N,N ]d,is expected to
behave as
P ((LN (σt))0≤t≤T ≈ (µt)0≤t≤T ) ≈ exp
(
−(2N + 1)d
∫ T
0
Ξ(µs, µ˙s) ds
)
where ≈ has to be interpreted in the sense of the large deviation principle
on the space of trajectories of translation invariant probability measures.
The Lagrangian Ξ(µs, µ˙s) is the object we are after in the present paper.
More precisely, we consider two cases in the present paper.
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First, in the context of independent Markov processes on a general state
space E, we study the Lagrangian of the associated to the large deviations
of the trajectory of the empirical distribution
LN =
1
N
N∑
i=1
δXit
which is a random probability measure on E. We compute explicitly the
Hamiltonian and provide information on the associated Hamiltonian trajec-
tories for finite state space Markov chains.
For diffusion processes, the Lagrangian is a quadratic form associated
to the generator. For Markov chains, the Lagrangian is less explicit (except
for two state Markov chains), but can still be characterized as a relative
entropy production. The study of the large deviations of the trajectory of
the empirical distribution has to be considered as the intermediate step be-
tween the magnetization (studied in [12], [14]) and the empirical measure.
In particular, for finite state space Markov chains, the empirical distribu-
tion is still a finite dimensional object. The corresponding Gibbs-non-Gibbs
transitions associated to uniqueness or non-uniqueness of optimal trajecto-
ries are then situated in the context of general mean field models, and the
notion of Gibbsianness developed there, see e.g. [12].
Second, in the context of translation invariant locally interacting Markov
processes, we consider the trajectory of the empirical measure, and compute
explicitly the Hamiltonian, both for (interacting) diffusion processes and
for jump processes in the class of interacting particle systems [15]. In the
context of diffusion processes, the Lagrangian is a quadratic form, while in
the context of jump processes (of interacting particle systems type), the La-
grangian is less explicit, but also in that setting a relative entropy production
(density) characterization can be given.
This study is a step in the research programme proposed in [4]. Given
the Hamiltonians and Lagrangians computed in the present paper, one can
then characterize bifurcation phenomena, i.e., non-uniqueness of optimal
trajectories for particular choices of initial costs. We leave this problem
for future work and focus here on the explicit form of the Hamiltonian and
Lagrangian. The full and mathematically complete proof of the validity of
the trajectory large deviation principle both for the empirical distribution
as well as for the empirical measure will be considered in two future works
[10], [11]. This amounts to prove that the Hamiltonian and Lagrangian that
we compute here correspond to a unique non-linear semigroup, coinciding
with the Nisio semigroup associated to the Lagrangian [6].
Our paper is organized as follows. In section 2 we give a general com-
putation of the Feng-Kurtz Hamiltonian for the trajectory of the empirical
distribution. In section 3 we study the case of finite continuous-time Markov
chains. In section 4 we consider the case of diffusion processes. In section
3
5 we consider the case of interacting Markov processes, both of jump type
(interacting particle systems in the spirit of [15]) and of diffusion type.
2 The trajectory of the empirical distribution: gen-
eral case
We consider {Xt : 0 ≤ t ≤ T} a (Feller) Markov process on a state space
E. We assume E to be a locally compact Polish space. Relevant cases for
the present paper are, E a finite set (finite Markov chains), or E = Rk
or a compact submanifold of Rk (diffusions, diffusions in a domain). The
computation of this section is however valid for general E.
We denote by Q the generator of the process {Xt : 0 ≤ t ≤ T}, i.e.,
Qf(x) = lim
t→0
1
t
(Exf(Xt)− f(x))
for f ∈ D(Q), and where Ex denotes expectation in the process start-
ing from X0 = x. The corresponding semigroup is denoted by St, i.e.,
Stf(x) = Exf(Xt). For E compact St acts on C (E), the space of con-
tinuous functions, for cases such as E = Rd, St acts on C0(E), the space
of continuous functions vanishing at infinity. We further denote Cb(E) the
space of bounded continuous functions on E (of course in the compact case
we have C (E) = Cb(E)). For µ a finite Borel measure on E and f ∈ C (E),
we denote 〈µ, f〉 =
∫
fdµ. We denote by P(E) the set of probability mea-
sures on E.
We now let {Xit : 0 ≤ t ≤ T} be independent copies of the process
{Xt : 0 ≤ t ≤ T} starting at initial points X
i
0 = xi, and consider the
empirical distribution
MN (t) =
1
N
N∑
i=1
δXit (1)
This is a random probability measure on E, i.e., a random element of P(E),
which in the limit N → ∞ converges to the solution of the Kolmogorov
forward equation.
More precisely, if at time zero, MN (0) → µ (where µ is a probability
measure on E), then at time t, MN (t)→ µt, where µt solves
dµt
dt
= Q∗µt (2)
where Q∗ denotes the dual generator defined via
〈µ,Qf〉 = 〈Q∗µ, f〉
for all f in the domain of Q.
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Indeed, by the law of large numbers, for all f ∈ Cb(E),
〈MN (t), f〉 =
1
N
N∑
i=1
Exif(X
i
t)→
∫
f dµt
where µt = S
∗(t)µ denotes the law of Xt when started initially from X0
distributed according to µ, and where→ denotes convergence almost surely.
The convergence MN (t) → µt is a manifestation of the law of large
numbers, and therefore it is natural to expect an associated large deviation
principle, i.e.,
P ({MN (t) : 0 ≤ t ≤ T} ≈ {µt : 0 ≤ t ≤ T}) ≈ exp (−NI ({µt : 0 ≤ t ≤ T}))
(3)
Where ≈ has to be interpreted in the sense of the large deviation principle
[2], in a suitable topology on the space of trajectories, i.e., lower bound for
open sets G of trajectories
lim inf
N→∞
1
N
logP ({MN (t) : 0 ≤ t ≤ T} ∈ G) ≥ − inf
γ∈G
I (γ) (4)
and for upper bound for closed sets F of trajectories
lim sup
N→∞
1
N
log P ({MN (t) : 0 ≤ t ≤ T} ∈ F ) ≤ − inf
γ∈F
I (γ) (5)
By the Markov property, the rate function I has the form of a La-
grangian “action”
I ({µt : 0 ≤ t ≤ T}) =
∫ T
0
L (µs, µ˙s) ds (6)
where µ˙s denotes the weak derivative of the trajectory at time s, defined via
〈µ˙s, f〉 =
d
ds
〈µs, f〉 (7)
Notice that µ˙s is certainly well-defined on functions f in (7) in the domain of
the generator Q, but can possibly not be extended as a finite signed measure
on the whole space. We leave the formulation of the precise space on which
µ˙s lives to the companion papers [10, 11] where full proofs are given. Our
aim here is to compute the Lagrangian L .
As explained in the introduction, this opens the road to an analysis of
bifurcation phenomena related to Gibbs-non-Gibbs transitions, as is done
on the level of the magnetization in [12], [4], [14]. The case of the empirical
distribution should correspond to Gibbs-non-Gibbs phenomena in the con-
text of mean-field models, where the mean field interaction is a function of
possibly several empirical averages (rather than only of the magnetization).
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Notice that the expression for the Lagrangian L is independent of the
precise topology (on the space of trajectories of probability measures on
E) in which the large deviation principle (3) holds. Usually, one then first
considers the weakest topology which is the product topology (point-wise
convergence at every time), and if one wants to strengthen the topology to
e.g. uniform topology, one proves exponential tightness in that topology.
In this paper we focus on the computation of the lagrangian L with the
scheme of Feng and Kurtz [6], explained e.g. in [14].
In our context this means that we first compute the non-linear gen-
erator. To explain this, we need some more notation. First notice that
(X1t ,X
2
t , . . . ,X
N
t ) is a Markov process with generator
QNf(x1, . . . , xn) =
N∑
i=1
Qif (8)
where Qi denotes the generator Q applied to the i-th coordinate.
The first computation in the Feng-Kurtz scheme is then the non-linear
generator
HF (µ) = lim
N→∞,MN(x1,...,xn)→µ
1
N
(
e−NF (MN )QNe
NF (MN )
)
(9)
If H F is of the form H (µ,∇F ), with H a strictly convex function in the
second variable, then we call H (µ, f) the Hamiltonian, and the correspond-
ing Lagrangian is then given by the Legendre transform of H :
L (µ, α) = sup
f∈C (E)
(∫
f dα−H (µ, f)
)
(10)
The interpretation of the “gradient” ∇F is straightforward when we are
in the context of finite state space Markov chains, because the set P(E) is
then finite dimensional. In the context of diffusion processes or more general
Markov processes, the gradient will be a (context dependent) functional
derivative.
The second variable of the Lagrangian (10) is the velocity variable, which
in our context is a signed measure of total mass zero.
The Hamiltonian H (µ, f) can be obtained as follows:
H (µ, f) = lim
N→∞,MN→µ
1
N
e−N〈MN ,f〉QNe
N〈MN ,f〉 (11)
Notice here that for a given f ∈ C (E), the function eN〈MN ,f〉 = e
∑N
i=1 f(xi)
is a function from EN to R, on which the generator QN can act, i.e., the
notation in QNe
N〈MN ,f〉 means the generator QN acting on that function
of x1, . . . , xN .
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The µ variable is interpreted as the “position” and the f variable as the
“momentum” (dual to the velocity variable in the Lagrangian formalism).
By the form (8) of the independent generator, we can compute the Hamil-
tonian H (µ, f):
H (µ, f) = lim
N→∞,MN→µ
1
N
e−N〈MN ,f〉QNe
N〈MN ,f〉
= lim
N→∞,MN→µ
1
N
N∑
i=1
e−f(xi)Qef(xi)
=
∫
e−fQef dµ (12)
Notice that since H (µ, 0) = 0, for the corresponding Lagrangian (10) we
have
L (µ, α) ≥ (〈α, 0〉 −H (µ, 0)) = 0
i.e., the Lagrangian is automatically non-negative (as it should be since it
is the integrand of the rate function).
3 Finite state space continuous-time Markov chains
3.1 Hamiltonian and Lagrangian
In this case E = {a1, . . . , ak} is a finite set, of which we denote the elements
by a, b, . . .. A function f : E → R is identified with a column of numbers
fa, a ∈ E, so we will use both notations f(a), or fa, idem for probability
measures (identified with rows µa, a ∈ E).
The continuous-time Markov chain is defined via its transition rates be-
tween states a, b ∈ E, denoted by r(a, b). The generator is given by
Qf(a) =
∑
b∈E
r(a, b)(f(b)− f(a)) (13)
For a probability measure µa, a ∈ E we then have the Kolmogorov forward
equation for the distribution at time t, denoted µa(t), a ∈ E:
dµa(t)
dt
=
∑
b
(r(b, a)µb(t)− r(a, b)µa(t)) (14)
with initial condition µa(0) = µa, a ∈ E.
The Hamiltonian (12) is given by
H (µ, f) =
∑
a,b∈E
µar(a, b)(e
fb−fa − 1) (15)
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The corresponding Lagrangian is given by
L (µ, α) = sup
f
(∑
a
faαa −H (µ, f)
)
(16)
The f = f∗(α) which realizes the supremum satisfies
αb =
∑
a
(
µar(a, b)e
f∗
b
−f∗a − µbr(b, a)e
f∗a−f
∗
b
)
(17)
This leads to
L(µ, α) =
∑
a,b
µbr(b, a)
(
f∗ae
f∗a−f
∗
b − f∗b e
f∗a−f
∗
b − (ef
∗
a−f
∗
b − 1)
)
(18)
Defining the “modified” rates
r∗(b, a) = r(b, a)ef
∗
a−f
∗
b
the equation (17) reads
αb =
∑
a
(µar
∗(a, b)− µbr
∗(b, a)) (19)
which can be interpreted as follows. The modified rates are such that they
produce “velocity” ((14)) equal to α, when started from initial measure µ.
In terms of these modified rates r∗, the Lagrangian reads
L(µ, α) =
∑
a,b
µbr
∗(b, a) log
(
r∗(b, a)
r(b, a)
)
−
∑
a,b
µb(r
∗(b, a) − r(b, a)) (20)
This can be interpreted in terms of relative entropy as follows. The Radon
Nikodym derivative of the path space measure of the process with rates r∗
w.r.t. the process with rates r is given by the Girsanov formula
dP
[0,T ]
r∗
dP
[0,T ]
r
= exp

∑
a,b
(
log
(
r∗(b, a)
r(b, a)
)
N b,aT − (r
∗(b, a)− r(b, a))T
) (21)
where N
(b,a)
T denotes the number of transitions from b to a in [0, T ] The
corresponding relative entropy of these two processes is then given by
s(P
[0,T ]
r∗ |P
[0,T ]
r ) =
∫
dP
[0,T ]
r∗ log
(
dP
[0,T ]
r∗
dP
[0,T ]
r
)
Taking the limit T → 0 in this expression, starting from initial distribution
µ, we find the connection with the Lagrangian:
lim
T→0
1
T
s(P
[0,T ]
r∗ |P
[0,T ]
r ) = L (µ, α) (22)
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In words this means the following. In order to compute L (µ, α), we have
to consider an auxiliary Markov process with rates that from starting from
µ produce velocity (in the sense of (14)) equal to α. The relative entropy
of this process w.r.t. the original process in a small interval of time [0, t]
is then given by tL (µ, α) + O(t2). The Lagrangian L (µ, α) can thus be
viewed as “relative entropy production” needed to force the process to have
speed α when started from µ. In particular for the evolution according to
the Kolmogorov forward equation: α = Q∗µ, the cost is of course zero, and
we indeed have in that case r∗ = r and L (µ,Q∗µ) = 0.
3.2 Hamiltonian trajectories for finite Markov chains
The Hamiltonian (15) has Hamiltonian trajectories given by
f˙a = −
∂H
∂µa
= −
∑
b
r(a, b)(efa−fb − 1)
µ˙a =
∂H
∂fa
=
∑
b
(
µbr(b, a)e
fa−fb − µar(a, b)e
fb−fa
)
(23)
The interpretation of the second equation is the following. For a trajectory
with “momentum” f , the motion of the probability measure is that of a
Markov process with rates which are modified according to f via
r˜(a, b) = r(a, b)efb−fa (24)
Indeed, for the modified rates r˜, the second equation of (23) reads simply
µ˙a =
∑
b
µbr˜(b, a)− µar˜(a, b)
which is precisely the Kolomogorov forwards equation for the evolution of a
probability distribution in a Markov chain with rates r˜.
The equation for the momenta, i.e., the first equation of (23) can be
rewritten using the variables ua = e
fa , a ∈ E:
u˙a = −
∑
b
r(a, b)(ub − ua) = −(Qu)a
which has the solution
u(t) = e−tQu(0) (25)
The equation for the “position variables ” µa is linear and reads
µ(t) =M(u(t))µ(t) (26)
with M a matrix depending on the solution of the momentum variables,
given by
Ma,b(f) = r(b, a)
ua
ub
−
(∑
c
r(a, c)
uc
ua
)
δa,b (27)
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This matrix has column sums equal to zero, i.e., for all b ∈ E we have∑
aMa,b = 0, which corresponds to the conservation of mass
∑
a µa(t) = 1
in the Hamiltonian evolution. More precisely, the matrix Ma,b is precisely
the adjoint of the generator corresponding to the modified rates r˜ defined
in (24).
We thus conclude that the Hamiltonian trajectories are still Markovian,
corresponding with time-dependendent rates, steered by the solution of the
momentum equation (25).
The solution of (26) is given by
µ(t) = e
∫ t
0 M(u(s))µ(0) (28)
which means that we have the form of the optimal trajectories, up to the
determination of the integration constants given by u(0) and µ(0). Although
the form (28), (25) looks quite explicit, it is not easy in general to find
explicit tractable formulas for µ(t). The action or path-space cost of an
optimal trajectory
I =
∫ T
0
L (µs, µ˙s) ds
can be rewritten in Hamiltonian formalism as
J ({µ(s), f(s) : 0 ≤ s ≤ T}) =
(∑
a
∫ T
0
fa(t)µ˙a(t) dt
)
− TH (µ(0), f(0))
(29)
This means that in order to find the optimal cost to travel from a starting
measure µ(0) = µ towards a measure µ(T ) = ν at time T , one has to
plug in the solution (28), (26) into the expression (29), and determine the
integration constants µ(0), f(0) by initial and final condition. This leads to
a function Ψ(µ, ν, T ) which is the optimal path cost to travel from µ to ν in
time T . In concrete situations beyond two state Markov chains, in practice,
this function is hard to obtain closed formulas for (an issue which we do not
want to pursue here).
Example: Two state symmetric flipping
To see a concrete example of an explicit solution, we consider the case of
two states flipping at rate 1, which corresponds with mean-field independent
spin flip dynamics, treated before in [12], [4], [14].
In that case, the state space is given by E = {1, 2}, the matrix Q is given
by
Q =
(
−1 1
1 −1
)
and the matrix M of (27) is given by
M =
(
−u2u1
u1
u2
u2
u1
−u1u2
)
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where u = (u1, u2)
T satisfies
u˙ = −Qu (30)
The equation
µ˙ =Mµ
can be differentiated w.r.t. time once more, which gives
d2µ
dt2
=
(
dM
dt
+M2
)
µ
Explicit computation, using (30) then gives
dM
dt
+M2 =
(
2 −2
−2 2
)
which gives the equations
d2µ1(t)
dt2
= 2µ1(t)− 2µ2(t) = −2
d2µ2(t)
dt2
Putting µ1 − µ2 = x we have,
d2x
dt2
= 4x
which gives xt = C1e
2t + C2e
−2t as solutions as found before in [12], or [4].
From this the optimal trajectory starting at µ arriving at ν and its cost can
easily be inferred.
REMARK 3.1. The fact that dMdt +M
2 is a constant matrix is quite excep-
tional. Even in the two state case, if the rates r(1, 2) = α 6= r(2, 1) = β, the
matrix dMdt +M
2 is not constant and differentiating the equation (26) once
more does not lead to further simplification.
4 Diffusion processes
4.1 Hamiltonian and Lagrangian
Here we consider the state space E = Rn and diffusion processes with gen-
erator
Q =
∑
i
bi(x)∂i +
∑
ij
aij(x)∂
2
ij (31)
where ∂i denotes partial derivative w.r.t. xi. Here bi(x), aij(x) are supposed
to be Lipschitz and sufficiently smooth, ensuring uniqueness of the solution
of the corresponding stochastic differential equation.
The covariance aij(x) is assumed to be a non-degenerate positive definite
matrix, i.e., we assume that it is bounded from below by a multiple of the
identity.
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The Hamiltonian H (µ, f) given in (12) can then be computed and this
yields:
H (µ, f) = e−fQef dµ
=
∫ Qf +∑
ij
∂if(x)∂jf(x)aij(x)

 dµ(x) (32)
The measures µ that we will have to consider are absolutely continuous
probability measures w.r.t. Lebesgue measure, µ = µ(x)dx, where with slight
abuse of notation we use the symbol µ both for the measure and its density.
Although we are in the infinite dimensional context here, because the
Hamiltonian is a quadratic form, the corresponding Lagrangian can be ob-
tained more easily than in the previous subsection.
Define the quadratic form
Jµ(f, f) =
∫ ∑
ij
∂if(x)∂jf(x)aij(x)

 dµ(x) (33)
for f in the domain of Aµ.
REMARK 4.1. Notice that this quadratic form corresponds to the carre´ du
champ operator, i.e.,
Jµ(f, f) =
∫
ΓQ2 (f, f)dµ
where
ΓQ2 (f, f) = Qf
2 − 2fQf
is the carre´ du champ operator.
To this quadratic form corresponds a positive self-adjoint operator Aµ
(linearly depending on µ) such that
Jµ(f, f) =
1
2
〈f,Aµf〉
where 〈f, g〉 =
∫
f(x)g(x) dx is the usual L2 inner product.
With this notation, the Hamiltonian can be written in the form
H (µ, f) = 〈µ,Qf〉+
1
2
〈f,Aµf〉 = 〈Q
∗µ, f〉+
1
2
〈f,Aµf〉 (34)
Then, the corresponding Lagrangian is computed
L (µ, α) = sup
f
(
〈f, α〉 − 〈Q∗µ, f〉 −
1
2
〈f,Aµf〉
)
=
1
2
〈(α−Q∗µ), A−1µ (α−Q
∗µ)〉 (35)
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Where 〈f,A−1µ f〉 is to be interpreted in the sense of the spectral theorem,
i.e., ‖A
−1/2
µ f‖22 for f in the domain of A
−1/2
µ . The Lagrangian is then defined
to be infinite when (α−Q∗µ) is not in the domain of A
−1/2
µ (cf. the abstract
form of Schilder’s theorem in abstract Wiener spaces see [2]).
We see that the “typical trajectory” which follows the Kolmogorov for-
ward equation has zero cost, since in that case µ˙ = α = Q∗µ, and hence
L (µ, α) = 0, and in general, the Lagrangian is a quadratic expression in the
deviation of the trajectory from the Kolmogorov forward equation.
To illustrate this formula, let us consider first the simplest example of the
present context, i.e., dimension n = 1, drift b = 0, a = 1/2, corresponding
to a one-dimensional Brownian motion. The generator is
Q =
1
2
d2
dx2
Q∗ = Q. The quadratic form (33) reads in this case
Jµ(f, f) =
1
2
∫
µ(x)(f ′)2dx
and the corresponding operator
Aµ =
d
dx
(
µ(x)
d
dx
)
which gives
L (µ, α) =
1
2
〈
∇−1
(
α−
1
2
µ′′
)
,
1
µ
∇−1
(
α−
1
2
µ′′
)〉
(36)
The rigorous meaning of the formal expression 〈∇−1f,∇−1g〉 is the inner-
product in the space H−1, i.e., 〈(−∆)
−1/2f, (−∆)−1/2g〉, with ∆ = d
2
dx2
, or
equivalently the dual space of the Hilbert space H1.
REMARK 4.2. The rate function (36) has also been obtained in the context
of the study of the hydrodynamic limit for independent Brownian particles,
in [9]. In general, it is an interesting question to understand the relation
between the rate functions which are computed in this paper and the rate
functions for deviations of the hydrodynamic limit, see e.g. [8]. For Brow-
nian particles, they coincide because of scale invariance of the Brownian
motion.
4.2 Relative entropy interpretation
As in the case of finite state space Markov chains, also for diffusion processes,
the Lagrangian (36) can be interpreted in terms of relative entropy. Let us
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illustrate this for one-dimensional Brownian motion as the reference process,
i.e., n = 1 with b = 0, a = 1/2 in (31).
A diffusion process on R with drift b(x) and variance equal to one has
the generator
Qb = b(x)
d
dx
+
1
2
d2
dx2
if we start this process from a measure µ = µ(x)dx, then the infinitesimal
change at time zero is given by the adjoint generator working on µ, i.e.,
1
2
d2µ(x)
dx2
+
d
dx
(b(x)µ(x)) = (Q∗bµ)(x) (37)
In particular, for α, a given absolutely continuous signed measure of total
mass zero, we can find the drift b that corresponds to it by solving the
equation
1
2
d2µ(x)
dx2
+
d
dx
(b(x)µ(x)) = α(x) (38)
The process with drift b has a corresponding path space measure on the
Wiener space of continuous trajectories denoted by P
[0,T ]
b , and we have the
Girsanov formula
dPb
dP0
= exp
(∫ T
0
b(Ws)dWs −
1
2
∫ T
0
b2(Ws)ds
)
(39)
relating P
[0,T ]
b with the path space measure of the reference process P
[0,T ]
0
The relative entropy of the process with drift b w.r.t. the zero drift process
is thus given by
s(P
[0,T ]
b |P
[0,T ]
0 ) =
∫
dPb log
(
dPb
dP0
)
= E(0)
(
exp
(∫ T
0
b(Ws)dWs −
1
2
∫ T
0
b2(Ws)ds
)(∫ T
0
b(Ws)dWs −
1
2
∫ T
0
b2(Ws)ds
))
(40)
where the expectation E(0) is over the standard Brownian motion, i.e., w.r.t.
P
[0,T ]
0 . Computing then
lim
T→0
1
T
s(P
[0,T ]
b |P
[0,T ]
0 )
starting from a distribution µ for the reference process, and using
E
(0)
(∫ T
0
b(Ws)dWs
)2
= E(0)
(∫ T
0
b2(Ws)ds
)
gives
lim
T→0
1
T
s(P
[0,T ]
b |P
[0,T ]
0 ) =
1
2
∫
b2(x)µ(x)dx
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which is equal to L (µ, α) given in (36), because by (38)
d
dx
(b(x)µ(x)) = α−
1
2
µ′′(x)
Hence, as in the finite Markov chain case, we see that the Lagrangian can
be interpreted as the infinitesimal relative entropy cost to produce a “veloc-
ity” α when started from µ. In particular, when α = Q∗µ this cost is zero,
corresponding to the fact that the evolution according to the Kolmogorov
forward equation is an optimal trajectory with zero cost.
5 Trajectory of the empirical measure
5.1 Context and notation
In the context of translation invariant interacting systems, the empirical
distribution is no longer a natural object because of interactions. In partic-
ular, the empirical distribution as a function of time is no longer a Markov
process. The natural object capturing the essential information about the
time evolution, modulo translations is then given by the empirical measure.
In order to describe this setting, we need some more notation. For N ∈ N
we denote VN = {−N, . . . ,N}
d and denote by TNd the d-dimensional torus,
i.e., VN endowed with addition modulo 2N + 1.
We will consider translation invariant systems on this torus which for
large N have to be thought of as approximations of an infinite interacting
system where the individual components live on the lattice Zd.
The configuration space is ΩN = E
TN
d , where E, the single-site space,
is a locally compact Polish space. Further we denote Ω = EZ
d
the state
space of the infinite volume process. As in the previous sections, we mostly
consider E or a finite set (interacting particle systems) or E = Rn (or a
submanifold of Rn) (interacting diffusion processes). Elements of ΩN are
denoted σ, η, ξ, . . ., and for σ ∈ ΩN , i ∈ T
N
d N , σi denotes the value of the
configuration at site i. On TNd we have the addition modulo 2N + 1, and
correspondingly, the shift τi defined on ΩN via
(τi(σ))j = σj+i (41)
on functions f : ΩN → R via τif(σ) = f(τiσ), and on probability measures
via
∫
fd(τiµ) =
∫
τifdµ. If A is a linear operator on functions f : ΩN → R
then we define its shift over i to be τiAτ−i, and an operator is called trans-
lation invariant if for all i, τiAτ−i = Q. A measure is translation invariant
if τiµ = µ. Natural translation invariant measures on ΩN are obtained by
periodizing translation invariant measures on Ω, i.e., starting from σ dis-
tributed according to a translation invariant measure on Ω, we consider
σNi = σi, i ∈ VN , periodically extended to the whole lattice. Conversely,
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if we have a probability measure µN on ΩN we naturally associate to it a
probability measure on the infinite configuration space Ω, namely we con-
sider the periodic extension of a configuration drawn from µN to the whole
lattice Zd. This justifies the fact that with slight abuse of notation we will
use sometimes the same symbol µN for a translation invariant measure on
ΩN as well as for the corresponding translation invariant measure on Ω. We
denote by Pinv(Ω) the set of translation invariant probability measures on
Ω.
A function f : Ω → R is called local if it depends on a finite number
of coordinates, i.e., if there exists a (minimal) finite set Df , called the de-
pendence set of f such that for all σ, η ∈ Ω: f(σDf ηZd\Df ) = f(σ), i.e., the
value of the function is not influenced by changing the configuration outside
Df . Obviously, a local function f : Ω → R can be thought of as being
a function f : ΩN → R as well, for N large enough such that VN ⊃ Df .
The translation τif of local function is obviously local, with dependence set
Dτif = Df + i = {x+ i : x ∈ Df}.
An linear operator (possibly unbounded) A : D(A) ⊂ C (Ω) → C (Ω) is
local if it acts only on ηi, for i a finite set D = DA ⊂ Z
d of vertices. A local
operator acts naturally on functions f : ΩN → R for N large enough, such
that DA is contained in VN .
5.2 Translation invariant sequence of local generators
DEFINITION 5.1. A translation invariant sequence of local generators is de-
fined to be a a sequence of generators of the form LN =
∑
i∈TN
d
τiQτ−i, with
Q a local generator, such that the corresponding infinite volume generator
L =
∑
i∈Zd τiQτ−i is well-defined, corresponds to a unique Markov process
on Ω, and has a subset of local functions as a core. The generator Q is then
called the “source generator”.
As a consequence, the corresponding processes {σN,t : t ≥ 0} converge
weakly in path space to the infinite volume process {σt : 0 ≤ t ≤ T}
with generator L . Moreover, for the associated semigroups we have that
SNt f → Stf uniformly as N →∞, for all local functions f .
Let us give some examples in order to make this concept more concrete.
1. Independent Markov processes. For Q a generator of a Markov
process on E, we define
LN =
∑
i∈TN
d
τiQ0τ−i
Where Q0 is the operator Q working on the variable σ0. Under the
process with this generator LN different components evolve indepen-
dently, as copies of the process with generator Q.
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2. Spin-flip dynamics. E is finite set (e.g. E = {−1, 1} for Ising
spins), θ : E → E a bijection such that θ(a) 6= a for all a ∈ E.
Furthermore, a local function r : Ω → R+, with dependence set
containing the origin, is given. The local generator is then defined
Qf(σ) = r(σ)(f(θ0σ) − f(σ)), where θ0 means applying θ to the co-
ordinate σ0 and leaving all other coordinates unchanged (similarly we
denote θi). The corresponding sequence of generators is then given by
LNf(σ) =
∑
i
((τiQτ−i)f)(σ) =
∑
i∈TN
d
r(τiσ)(f(θiσ)− f(σ))
3. Interacting diffusions. For E = R and for a finite set D ⊂ Zd, we
consider the local generator
Qf(σ) =

∑
j∈D
∂V (σD)
∂σj
∂f
∂σj

+ 1
2
∂2
∂σ20
and the corresponding
LN =
∑
i
τiQτ−if
This represents a system of diffusions, interacting via the potential V .
E.g. for a nearest neighbor potential V : R → R in d = 1, the full
generator has the form
∑
i
V ′(|σi − σi−1|)
(
∂
∂σi
−
∂
∂σi−1
)
+
1
2
∂2
∂σ2i
corresponding to D = {0, 1}, V (σD) = V (|σ1 − σ0|). The core for
the generator of the infinite volume process is the set of local smooth
(C∞0 ) test functions.
4. Local interacting particle systems. E is a finite set. For finite
subsets Dα ⊂ Z
d, a collection of Tα : E
Dα → EDα α ∈ {1, . . . , k}, and
corresponding rates c(α, σ) we consider the local generator
Qf(σ) =
∑
α
c(α, σ)(f(TασDασDcα)− f(σ))
the corresponding local generators then include of course the previous
spin-flip case but also translation invariant spin-exchange (Kawasaki)
dynamics, combination of spin-flip and spin-exchange, etc.
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5. Local averaging. For 0 ∈ D ⊂ Zd finite, and mD a probability
measure on ED, consider
Qf(σ) = r(σ)
∫ (
f(σ′DσDc)− f(σ)
)
mD(dσ
′
D)
with r a local function. In words, this means that with rate r, the
configuration inside D is replaced by its average over the measure
mD. Examples of this class are the KMP model (a model of heat
conduction) [7], or more generally the thermalized BEP process [1].
5.3 Trajectory of the empirical measure
For a configuration σ ∈ ΩN , its corresponding empirical measure is defined
by
LN (σ) =
1
|TNd |
∑
i∈TN
d
δτiσ (42)
This is a translation invariant probability measure on ΩN , capturing all
information about σ, modulo translations.
For a configuration on the full lattice, σ ∈ Ω, with a slight abuse of
notation we also denote
LN (σ) =
1
|TNd |
∑
i∈TN
d
δτi(σN ) (43)
where σN is the periodized configuration obtained from σ.
If µ is a probability measure on Ω, which is ergodic under translations,
then, by the Birkhoff ergodic theorem, with µ probability one
LN(σ)→ µ
as N →∞, and where “→” means weak convergence.
If (LN )N is a translation invariant sequence of local generators, then
we have the associated Markov processes σN,t with semigroups S
N
t = e
tLN .
For a probability measure µ on Ω, let us denote µt to be the distribution at
time t > 0 in the infinite volume process {σt : t ≥ 0}, started at initial state
distributed according to µ. By locality of the generator L , for µ ergodic,
we have that µt is ergodic as well and hence
LN(σt)→ µt
weakly, with probability one. Therefore the random trajectory of transla-
tion invariant probability measures {LN (σt) : 0 ≤ t ≤ T} converges, as
N →∞ to the deterministic trajectory {µt : 0 ≤ t ≤ T}. This convergence
of a random Pinv(Ω)-valued trajectory to a deterministic Pinv(Ω)-valued
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trajectory can be thought of as a law of large numbers (in an infinite di-
mensional space), and therefore it is natural to ask for an associated large
deviation principle. For spin-flip dynamics, this was studied in [4]. Here
we treat the general case of a translation invariant sequence of local genera-
tors. This will naturally lead to a local non-linear operator KQ associated to
the local source generator Q, which is in the present context of interacting
systems the analogue of the non-linear operator e−fQef in section 2.
More precisely, we want to identify the “path space Lagrangian” (which
is in this section is denoted by Ξ) such that, in Pinv(Ω):
P ({LN (σt) : 0 ≤ t ≤ T} ≈ {νt : 0 ≤ t ≤ T}) ≈ exp
(
−|TNd |
∫ T
0
Ξ(νt, ν˙t)
)
The Lagrangian is now a function of a translation invariant probability mea-
sure and a translation invariant signed measure of total mass zero (or a more
general distribution on the space of functions belonging to the domain of the
generator), and as before, ≈ has to be interpreted in the sense of the large
deviation principle, in this case, on the space of trajectories with values in
the set Pinv(Ω) of translation invariant probability measures on Ω.
5.4 The Hamiltonian
In this section we compute the Feng-Kurtz Hamiltonian. This Hamiltonian
is now a function from C (Ω) × Pinv(Ω) to R, where the first variable has
to be thought of the “position” variable, whereas the second variable as the
“momentum” variable. The Hamiltonian is then defined as the limit
H (µ, f) = lim
N→∞,LN (σ)→µ
1
|TNd |
(
e−|T
N
d
|〈LN (σ),f〉LNe
|TN
d
|〈LN (σ),f〉
)
(44)
Note that |TNd |〈LN (σ), f〉 =
∑
i∈TN
d
τif(σ).
For the computation of (44), we assume f to be a local function. Because
the source generator Q is local we have, that Q(τkf) = 0 for all k outside
the set D(Q, f) = {k : DQ ∩Df + k 6= ∅}. Therefore, for Λ ⊂ Z
d finite,
Q
(∏
i∈Λ
τie
f
)
=

 ∏
i∈Λ\D(Q,f)
τie
f

Q

 ∏
i∈Λ∩D(Q,f)
τie
f

 (45)
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Use (45) to compute
H (µ, f) = lim
N→∞,LN (σ)→µ
1
|TNd |
e−
∑
i τif
∑
j
τj
(
Qe
∑
i τi−jf
)
= lim
N→∞,LN (σ)→µ
1
|TNd |
e
∑
i−τif
∑
j∈TN
d
τj
(
Qe
∑
i∈D(f,Q)+j τi−jf
)
e
∑
i6∈D(f,Q)+j τif
= lim
N→∞,LN (σ)→µ
1
|TNd |
∑
j∈TN
d
τj
(
e−
∑
i∈D(f,Q)+j τi−jfQe
∑
i∈D(f,Q)+j τi−jf
)
= lim
N→∞,LN (σ)→µ
1
|TNd |
∑
j∈TN
d
τj
(
e−
∑
k∈D(f,Q) τkfQe
∑
k∈D(f,Q) τkf
)
(46)
We can now introduce the non-linear operator associated to the “source”
generator Q, working on local functions f :
KQf = e
−
∑
k∈D(f,Q) τkfQe
∑
k∈D(f,Q) τkf (47)
Using this notation, we obtain from (46)
H (µ, f) =
∫
KQ(f)dµ (48)
This Hamiltonian has to be thought of as the analogue of (12) in the present
context.
REMARK 5.1. Note that we can write, informally,
KQf = e
−
∑
k∈Zd
τkfQe
∑
k∈Zd
τkf
since the terms k 6∈ D(f,Q) “cancel”. This is of course not rigorous be-
cause the infinite sum
∑
k∈Zd τkf does not make sense, but in the “same
way” as for a formal infinite volume Hamiltonian, where only local en-
ergy differences are well defined. The advantage of this formal represen-
tation is that we clearly see that K is a translation invariant operator,
i.e., KQ(f) = KQ(τif), and as a consequence, the Hamiltonian H (µ, f) is
translation invariant as well, both in the measure and in the function, i.e.,
H (τkµ, τrf) = H (µ, f)
for all k, r ∈ Zd. Another advantage is that one clearly sees the analogy with
the corresponding formula for the empirical distribution (12).
The corresponding Lagrangian is then found by Legendre transforma-
tion, i.e.,
Ξ(µ, µ˙) = sup
f∈C (Ω)
(∫
fdµ˙−H (µ, f)
)
(49)
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where µ˙ denotes a translation invariant signed measure of total mass zero,
and µ a translation invariant probability measure on Ω.
In general, an explicit expression for Ξ cannot be obtained easily. In the
examples below we will compute Ξ quite explicitly for diffusion processes
and show a relative entropy interpretation of Ξ in the context of interacting
particle systems (analogue of finite Markov chains in the previous section)
and in the context of interacting diffusions.
5.5 Interacting particle systems: the Lagrangian
We now compute KQ for some of the examples discussed before, starting
with interacting particle systems. The local generator is of the form.
Qf =
∑
α
rα(Tαf − f)
where Tα are local transformations, which change coordinates only in a finite
set Dα containing the origin. This gives
KQf =
∑
α
rα
(
eDα(f) − 1
)
(50)
where the operator Dα is defined by
Dαf =
∑
k∈Zd
(Tα(τkf)− τkf)
Notice that the sum is in fact a finite sum since f is local, and the trans-
formation Tα is local as well. Let us now first zoom in into two familiar
examples.
a) Independent spin-flip. For E = {−1, 1}, and for a single transfor-
mation Tσ = σ0 (spin-flip), we get
D(f) =
∑
k∈−Df
(τkf(σ
0)− τkf)
for the special functions f(σ) = HA(σ) =
∏
i∈A σi we get
D(HA) =
∑
k∈−A
−2HA+k
as we found before in [4].
b) Symmetric exclusion process. For E = {0, 1}, d = 1 and T (σ) =
σ01, where σ01 denotes exchange of the values at site 0 and 1, i.e.,
(σ01)j = σ1δj,0 + σ0δj,1 + σj(1− δj,0 − δj,1). We have
D(f)(η) =
∑
k:k+Df∩{0,1}6=∅
f(τk(η
01))− f(η)
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Notice that for f = η0 we find only two terms contributing to D(f):
D(f) =
(
((η01))0 − (η)0
)
+
(
(τ1(η
01))0 − (τ1(η))0
)
= η1 − η0 + η0 − η1 = 0
which corresponds to the fact that the density of particles is conserved
in this process.
Returning to the general case now, the Lagrangian associated with (50)
is
Ξ(µ, µ˙) = sup
f∈C (Ω)
(∫
fdµ˙−
∫ (∑
α
rα
(
eDα(f) − 1
))
dµ
)
(51)
This expression is reminiscent of (16) in section 3 (empirical distribution
for finite Markov chains). Indeed, a similar relative entropy interpretation
of this expression can be given. We will describe this rather informally, as
it is quite analogous to the Girsanov formula computation of the section on
finite Markov chains. First we note that for a translation invariant measure
µ, its “derivative at time zero” L ∗µ is formally given by
(L ∗µ)(σ) =
∑
i
∑
α
(rα(τiσ)µ(τiTατ−iσ)− rα(τiσ)µ(τiσ))
This object is to be interpreted as working on local functions, i.e., as a
distribution.
Suppose now we consider modified rates r˜α(σ) = rα(σ)e
f(σ)−f(Tα(σ)),
and the associated modified local generator Q˜ =
∑
α r˜α(Tα − I), i.e., the
same transformations are applied but now with new rates. Then for a given
translation invariant signed measure of total mass zero, we look for those
modified rates, i.e., choice of f , such that with the starting measure µ they
produce “derivative at time zero” equal to µ˙, i.e.,
µ˙(σ) =
∑
i
∑
α
(r˜α(τiσ)µ(τiTατ−iσ)− r˜α(τiσ)µ(τiσ))
The Radon Nikodym derivative of the path space measure of the finite-
volume process (in TNd ) with rates r˜ w.r.t. the process with rates r is given
by the Girsanov formula:
dP[0,T ],N r˜
dP[0,T ],N r˜
= exp

∑
i∈TN
d
∑
α
(∫ T
0
log
r˜iασs
riα(σs)
dN i,αs −
∫ T
0
(
r˜iα(σs)− r
i
α(σs)
))
ds


where riα, resp. r˜
i
α denote the rate to flip from σ to τiTατ−i(σ), i.e., to apply
the transformation Tα around the lattice site i, and N
i,α
t the correspond-
ing counting process counting how many transitions σ to τiTατ−i(σ) have
happened in the time interval [0, t].
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We then find, analogously to (22) that the Lagrangian is equal to the
limit
Ξ(µ, µ˙) = lim
T→0
1
T
lim
N→∞
1
|TNd |
s(P
[0,T ]
r˜,N |P
[0,T ]
r,N )
i.e., the analogue of (22), replacing relative entropy by relative entropy den-
sity.
5.6 Diffusion processes: the Lagrangian.
For diffusion processes, let us start with the simplest case of independent
Brownian motions in d = 1. The general case will be analogous, but the
quadratic forms appearing there will be less explicit. The source generator
Q is thus given by
Qf(σ) =
1
2
∂20f(σ)
where we abbreviated ∂0 to denote the partial derivative w.r.t. σ0. As a
consequence, for a local function f :
KQf =
∑
k
Q(τkf) +
1
2
(∑
k
∂0(τkf)
)2
and, reminding that the full generator is the sum of shifts of Q, we have
H (µ, f) =
∫
KQfdµ =
∫
L fdµ+ Jµ(f, f)
= 〈f,L ∗µ〉+ Jµ(f, f) (52)
where
Jµ(f, f) =
1
2
∫ (∑
k
∂0(τkf)
)2
dµ
is a µ dependent quadratic form. This quadratic form is the analogue of
(33). Hence, for the Lagrangian we have
Ξ(µ, µ˙) = sup
f
(〈µ˙−L ∗µ, f〉 −Jµ(f, f)) = J
∗
µ (µ˙−L
∗µ, µ˙−L ∗µ)
where J ∗µ is a dual quadratic form defined via
J ∗µ (ν, ν) = sup
f
(〈ν, f〉 −Jµ(f, f)) (53)
for ν a signed measure of total mass zero. Notice that this indeed defines a
quadratic form because for λ > 0 (and similarly for λ < 0)
J ∗µ (λν, λν) = sup
f
(λ〈ν, f〉 −Jµ(f, f))
= λ2 sup
f
(〈ν, f/λ〉 −Jµ(f/λ, f/λ))
= λ2J ∗µ (ν, ν)
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We see in particular that Ξ(µ, µ˙) is zero for a solution of the Kolmogorov
forward equation, i.e., if µ˙ = L ∗µ, which shows also in the present context
that the Markovian evolution of the distribution µ is an optimal zero cost
trajectory.
Finally, let us turn to the general diffusion case. We split Q, the source
generator, into a first order part and a second order part:
Q = Q1 +Q2
where Q2 contains all second order derivatives (variance part of the diffu-
sion), Q1 all first order derivatives (drift part). To Q2 is then associated the
quadratic form
J Qµ (f, f) =
∫ (
e−
∑
k τkfQ2e
∑
k τkf −Q2
(∑
k
τkf
))
dµ (54)
Notice that this corresponds to the operator carre´ du champ associated to
Q2, i.e.,
J Qµ (f, f) = Γ
Q2
2
[∑
k
τkf
]
The Lagrangian is then given by
Ξ(µ, µ˙) = (J Qµ )
∗(µ˙−L ∗µ, µ˙−L ∗µ) (55)
where (J Qµ )∗ is the dual quadratic form of J Q (as in (53)).
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