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Resumen
Actualmente, podemos encontrar multitud de problemas de computacio´n que requieren una gran
capacidad de ca´lculo, como el entrenamiento de redes neuronales, la construccio´n de modelos de
prediccio´n atmosfe´rica, o la simulacio´n de sistemas. Debido a esto, se han buscado maneras de conseguir
estas capacidades, siendo una de ellas, y la ma´s utilizada, el clu´ster, un conjunto de computadores que
cooperan de tal manera que en muchos aspectos pueden ser considerados un so´lo sistema.
En este Trabajo de Fin de Grado, se pretende abordar la construccio´n, instalacio´n y pruebas de
un clu´ster GPU, ya que nos permite disponer no so´lo de la potencia de ca´lculo de los procesadores
nominales, sino tambie´n la de los procesadores gra´ficos, que esta´n disen˜ados espec´ıficamente para
atacar problemas altamente paralelizables. Para conseguir esto, se han marcado como objetivos en
el trabajo la comprensio´n de co´mo se distribuyen las tareas en entornos paralelos, formalizar los
conocimientos adquiridos durante el grado en asignaturas como Sistemas Distribuidos o Sistemas
Operativos, y desarrollar una versio´n funcional de un clu´ster.
Con estos objetivos en mente, lo primero que se hizo fue obtener una lista de SO orientados
a clu´stering, para probarlos, y elegir cua´l ser´ıa el utilizado. Tras la obtencio´n de informacio´n de los
mismos, y su prueba, se eligio´ Rocks, ya que era el recomendado por Nvidia para realizar clu´sters GPU.
Con el sistema operativo elegido, fue necesario realizar una configuracio´n espec´ıfica de la instalacio´n,
ya que la empleada difiere de una normal en que ya hay SO instalados en el laboratorio L14 (lugar
donde se ha montado el clu´ster), y hay que respetar la estructura existente. Tras conseguir que la
instalacio´n funcionase conforme a los para´metros dictados por la EPSA, lo siguiente que se hizo fue
una prueba de conexio´n entre los nodos, para comprobar que todo se hab´ıa instalado correctamente.
Pasada la prueba, ya el trabajo se dividio´ en dos tareas principales. La primera, realizar benchmarks y
estad´ısticas de rendimiento del sistema. La segunda, disen˜ar y programar una API que permita utilizar
el clu´ster como servicio en la EPSA. Para esta segunda tarea, se recomendo´ el uso de Epiphany por
parte de los te´cnicos de la EPSA, un framework programado en PHP. Con este framework se ha
conseguido realizar una API-REST que permite la subida de trabajos, su ejecucio´n, actualizacio´n, y
borrado, as´ı como la obtencio´n de resultados de los mismos. Tambie´n es necesario remarcar que para
las pruebas se realizaron comparativas con el supercomputador de la UA, Euler, llegando Ordis a
conseguir mejores resultados incluso en las pruebas de ca´lculo puro.
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1. Justificacio´n y Objetivos
Desde la creacio´n del primer microprocesador, se ha producido un aumento constante y considerable
en la capacidad computacional de los mismos. Gordon Moore predijo con su ley [11] que el nu´mero de
transistores en los microprocesadores se duplicar´ıa cada dos an˜os, teniendo un crecimiento exponencial.
Esto nos ha llevado hoy en d´ıa a tener procesadores con millones de transistores que pueden procesar
o´rdenes a grandes velocidades. Sin embargo, desde hace unos an˜os hasta ahora, se esta´ alcanzando el
nu´mero l´ımite de transistores que se pueden embeber en un solo procesador, sin aumentar demasiado
el taman˜o, o su consumo ele´ctrico. Lo que nos lleva a la disyuntiva de co´mo aumentar la potencia
computacional. Con la alternativa de aumentar el nu´mero de transistores descartada, nos quedan otras
tres posibles ideas con las que aumentar nuestra potencia computacional, y poder realizar las tareas
ma´s ra´pido. La primera ser´ıa aumentar la frecuencia del reloj del procesador, as´ı, podr´ıa realizar ma´s
operaciones por segundo. Sin embargo, esta alternativa aumenta, en mucho, el consumo ele´ctrico del
procesador, y casi ma´s importante, el calor generado. Cuanto ma´s calor se genera, mejor refrigeracio´n
se necesita, y no es viable salvo en laboratorios experimentales, tener procesadores refrigerados por
nitro´geno l´ıquido. La segunda alternativa, ser´ıa conseguir aumentar la productividad por ciclo de
reloj, es decir, en vez de realizar n tareas, realizar n+k, siendo k ≥ 1, lo que permitir´ıa aumentar la
productividad. Sin embargo, los procesadores modernos tambie´n han llegado al l´ımite por este lado,
por lo que no es una alternativa viable. La tercera, ser´ıa tener varios procesadores, aunque sean ma´s
lentos, en lugar de uno so´lo ma´s ra´pido. Esto nos permite dividir las tareas en subprocesos, que se
ejecutan en paralelo, reduciendo as´ı la cantidad de tiempo utilizado en la tarea. Esta aproximacio´n es
la que se esta´ empleando actualmente [6].
En particular, en este trabajo de fin de grado, se va a explorar la v´ıa de realizar paralelizacio´n
de tareas entre diferentes computadores, conectados en red, en una estructura conocida como clu´ster.
Con ello se pretende:
1. Comprender mejor el mundo del paralelismo. Co´mo se distribuyen las tareas entre los diferentes
nodos de procesamiento.
2. Formalizar y asentar los conocimientos adquiridos durante la carrera en asignaturas como Sis-
temas Distribuidos o Sistemas Operativos.
3. Desarrollar una versio´n funcional de un clu´ster.
4. Demostrar que no es necesario disponer de un gran presupuesto para poder crear un sistema de
computacio´n de altas prestaciones.
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2. Introduccio´n
En los u´ltimos an˜os, con el auge de las tecnolog´ıas de informacio´n, se ha comprobado una creciente
necesidad de una capacidad computacional mayor en muchos a´mbitos de las ciencias de la informacio´n,
desde ca´lculos de algoritmos cient´ıficos hasta ana´lisis textual, el mundo pide potencia de ca´lculo para
resolver los problemas que se pueden plantear. Para grandes necesidades de ca´lculo, actualmente
se esta´ optando por construir clu´sters, capaces de distribuirse las tareas y calcularlas en tiempos
razonables. Ahora bien, ¿Que´ es un clu´ster? Un clu´ster puede ser definido como un conjunto de
computadores que cooperan de tal manera que en muchos aspectos pueden ser considerados un so´lo
sistema. Normalmente, los componentes de un clu´ster suelen conectarse entre ellos por una red local
lo ma´s ra´pida posible (utilizando en a´mbitos profesionales conexiones que alcanzan los 10Gbps como
mı´nimo), para evitar la pe´rdida de rendimiento por latencias en la transmisio´n de informacio´n. Los
computadores de un clu´ster suelen ser llamados nodos, cada uno ejecutando una instancia del mismo
sistema operativo, normalmente teniendo el mismo hardware que el resto de componentes. Adema´s,
de entre todos los nodos suele elegirse un maestro, sea automa´ticamente, o de forma manual, que sera´
el encargado de distribuir los trabajos por todo el sistema.
En este TFG se busca crear un clu´ster utilizando los recursos disponibles en los laboratorios de la
Escuela Polite´cnica Superior de la Universidad de Alicante (EPSA).
2.1. Computadores paralelos
Como ya se ha comentado antes, la idea detra´s de los ordenadores ma´s potentes de hoy en d´ıa, es el
uso de mu´ltiples nu´cleos de procesamiento. Un programa es dividido en diversos hilos de ejecucio´n, que
son ejecutando simulta´neamente en diferentes nu´cleos. As´ı pues, estos nu´cleos resuelven el problema
de una forma cooperativa. La estructura nominal de un computador paralelo se ejemplifica en la figura
1.
Como se puede ver en la figura, un computador paralelo puede ser dividido en cuatro partes. Todo
computador paralelo comparte la estructura con las tres primeras; es la cuarta, la interconexio´n entre
procesadores, lo que los hace diferentes. Hablando ya propiamente de un clu´ster, sera´n los nodos los
interconectados en red, y los procesadores, los encargados de realizar los ca´lculos en los nodos.
La red es una parte fundamental a la hora de construir cualquier computador paralelo, puesto que
sera´ por donde viaje la informacio´n de las diferentes tareas que tenga que realizar el computador. Ya
que necesitamos transmitir datos a trave´s de la red, es esencial que e´sta sea capaz de soportar altas
velocidades de transferencia, y, comu´nmente, se convierte en el mayor cuello de botella de un compu-
tador paralelo. Las caracter´ısticas ma´s importantes a tener en cuenta para conseguir una red eficiente
son su topolog´ıa (la forma en la que los nodos esta´n interconectados), la velocidad de transferencia de
la red, y su latencia.
Adema´s, los computadores paralelos son clasificados dentro de dos paradigmas conforme su distri-
bucio´n de memoria: memoria compartida, y memoria distribuida. Los segundos son los conocidos como
clu´sters, y en los que nos centraremos en este documento. Los dos operan bajo paradigma MIMD,
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Figura 1: Esquema de un computador paralelo. Puede ser dividido en cuatro partes (nu´cleo (core),
procesador, nodo, y computador paralelo). Cada uno de los nu´cleos contiene una CPU, la unidad
ba´sica de procesamiento.
varias instrucciones son dadas a mu´ltiples nu´cleos, con mu´ltiples variables de entrada.
En la realidad, la mayor´ıa de los supercomputadores de hoy en d´ıa, no utilizan ni un paradigma ni
el otro. Suelen ser principalmente de memoria distribuida, con memoria en cada uno de los nodos, pero,
de hecho, dentro de esos nodos, sus procesadores, utilizan el paradigma de la memoria compartida, ya
que suele existir una sola fuente de memoria secundaria (la RAM), comu´n a todo el sistema. Si bajamos
a nivel de nu´cleo, vuelven a convertirse en h´ıbridos, ya que los procesadores modernos suelen tener
compartida la cache´ de nivel 3, o incluso la de nivel 2, entre varios de los nu´cleos de un procesador.
Este esquema h´ıbrido es parecido al de la figura 2, pero sustituyendo las dos memorias principales de
cada nodo por una sola. Esto lleva a que en un sistema paralelo como puede ser un supercomputador,
hay que tener en cuenta la distribucio´n de la memoria, ya que es posible que necesitemos datos que
no se encuentren en la memoria de la que disponemos.
Figura 2: Esquema de un ordenador con memoria distribuida. Las l´ıneas azules indican el flujo de
datos.
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Todas estas conexiones, con fines de supercomputacio´n, se hac´ıan con la tecnolog´ıa Gigabit Et-
hernet [9]. Ahora mismo, sin embargo, se ha dado paso a la tecnolog´ıa Infiniband [17]. Como se ha
comentado anteriormente, la red es uno de los grandes problemas a la hora del funcionamiento de
un supercomputador. Tomando el ejemplo de Infiniband; esta conexio´n tiene una latencia del orden
de microsegundos (10−6s), mientras que una CPU esta´ndar puede completar una operacio´n en coma
flotante, teniendo en cuenta que la frecuencia actual de los procesadores supera el GHz, en un tiempo
entre 10−9 y 10−8 segundos. Esto nos permite ver que transmitir informacio´n entre nodos puede llegar
a ser 100 veces ma´s lento que realizar ca´lculos, aun teniendo la mejor red disponible hasta la fecha.
Adema´s de la latencia, la velocidad de transferencia tambie´n es un factor limitante, por lo que se ha
de buscar la menor comunicacio´n entre nodos posible.
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3. Estado del arte
Existen diferentes sistemas e interfaces que nos permiten trabajar el paralelismo. Desde librer´ıas
que nos permiten escribir programas paralelos como openMPI[14] o OpenMP[16] hasta sistemas ope-
rativos disen˜ados espec´ıficamente para operar en paralelo con varias computadoras diferentes.
La arquitectura actual de los supercomputadores ma´s avanzados utiliza una gran cantidad de
nodos, conteniendo cada nodo mu´ltiples nu´cleos (hasta 32) opcionalmente con una unidad gra´fica
de procesamiento (GPU). Este componente GPU extiende la arquitectura de los supercomputadores
hasta hacerlos capaces de realizar cantidades masivas de tareas paralelas sencillas. En esencia, una
GPU es un dispositivo electro´nico disen˜ado para la creacio´n y ca´lculo de ima´genes que luego sera´n
mostrados por un dispositivo gra´fico (ej. una pantalla). La eficiencia de una GPU destaca en que es
capaz de calcular mu´ltiples partes de esa imagen en paralelo. Dado que las GPU se han disen˜ado
para realizar procesamiento de v´ıdeo en multitud de dispositivos, desde ordenadores personales, hasta
workstations, pasando por dispositivos mo´viles, se han convertido en un computador paralelo barato y
de altas prestaciones por su cuenta. Ya que las GPU han sido disen˜adas para realizar procesamiento de
v´ıdeo, su estructura difiere un poco de una CPU esta´ndar, y por tanto hay que realizar una pequen˜a
adaptacio´n al programar para ellas. La programacio´n de una GPU depende de su arquitectura, y las
herramientas necesarias se encuentran fuera de los objetivos de este trabajo, sin embargo, es necesario
mencionar la arquitectura/lenguaje de programacio´n que existe para las tarjetas gra´ficas de Nvidia,
CUDA. Esta arquitectura es la ma´s popular hoy en d´ıa, ya que permite programar para tarjetas
gra´ficas sin un gran esfuerzo por comprender el funcionamiento interno de las GPU. Adema´s, existen
librer´ıas para los lenguajes ma´s usados como C, C++, Python, Fortran...
Para este proyecto se decidio´ utilizar nodos que dispusiesen de estas GPU, ya que permiten opti-
mizar todos los ca´lculos con matrices y vectores gracias a su estructura paralela. Se tomo´ esta decisio´n
ya que se pretende conseguir un clu´ster de uso general, y para ello, es necesario disponer de capacidad
de ca´lculo para todo tipo de problemas.
3.1. Unidades de procesamiento gra´fico
Una Unidad de procesamiento gra´fico o GPU es un coprocesador dedicado al procesamiento de
gra´ficos, y posteriormente, a los ca´lculos en coma flotante, para aligerar la carga de la CPU en cuanto
a aplicaciones gra´ficas se refiere. De esta forma, la parte gra´fica se deriva en la GPU, permitiendo
que otro tipo de ca´lculos se realicen en el procesador central. Lo que las hace realmente eficientes a
la hora de realizar ca´lculos gra´ficos, es que poseen mu´ltiples nu´cleos que pueden realizar los ca´lculos
para transformar ima´genes o modelos 3D a los datos que necesita un monitor. Todos estos nu´cleos son
de un taman˜o mucho ma´s reducido que los de una CPU, y por tanto, no pueden realizar las mismas
operaciones que e´sta con la misma facilidad. Es decir, mientras que una CPU esta´ disen˜ada para
poder llevar la carga total de un sistema operativo, teniendo que realizar operaciones con enteros,
en coma flotante, operaciones de entrada salida, etc, etc; una GPU esta´ disen˜ada, mayoritariamente,
para operaciones sobre ima´genes y modelos 3D, lo que implican ca´lculos en coma flotante y enteros
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la mayor´ıa de las veces. Normalmente, cuando se disen˜a una GPU, lo que se busca es que pueda
realizar los ca´lculos de forma paralela, para poder conseguir procesar una mayor cantidad de ima´genes
por segundo. Para ello, se presta atencio´n tanto al nu´mero de nu´cleos que se integran, como a la
comunicacio´n entre estos nu´cleos y la memoria. Un ejemplo de esto lo podemos ver en la imagen 3, en
la que se puede apreciar la gran cantidad de nu´cleos como cuadrados verdes, as´ı como las memorias
compartidas en colores azules, y el bus de interconexio´n con la placa, en la parte superior de la imagen
como PCI Express 3.0.
Figura 3: Esquema interno de una Nvidia TITAN X
Es esta gran paralelizacio´n la que ha permitido el desarrollo de procesadores gra´ficos en algo
ma´s que calculadoras de salida de v´ıdeo. Se pueden aprovechar todos estos nu´cleos para realizar
operaciones sobre vectores o matrices, de forma que cada nu´cleo calcule una parte del resultado,
dando lugar a una mejora de velocidad muy a tener en cuenta, dependiente de la cantidad de nu´cleos
que se utilicen. Con esta idea, la compan˜´ıa Nvidia desarrollo´ un lenguaje de programacio´n llamado
CUDA, que permite abstraer la comunicacio´n directa con la GPU, permitiendo realizar programas
ma´s sencillos, ya que antes era necesario que el programador controlase todo lo relacionado con la
entrada/salida de informacio´n, y co´mo deb´ıa ser calculada.
3.2. Sistemas operativos
Como se ha comentado anteriormente, existe una gran variedad de sistemas que pueden ayudarnos
a montar un clu´ster, tanto libres como de pago, y esta seccio´n realizaremos una comparativa entre
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algunos de ellos.
Nombre SO Basado en Soporte GPU Libre Activo Referencia
Warewulf Linux S´ı S´ı No [24]
xCAT Mu´ltiple, instalado en Linux S´ı S´ı S´ı [25]
OSCAR Linux S´ı S´ı No [19]
Cray Linux Environment Linux S´ı No S´ı [4]
Rocks Linux S´ı S´ı S´ı [23]
OpenMosix Linux No S´ı No [20]
ABCLinux Linux No S´ı No [18]
Cuadro 1: Comparativa entre diferentes sistemas operativos dedicados a clu´stering.
En la tabla 1 se puede observar como la mayor´ıa de SO orientados a clu´stering, y en general
orientados a ca´lculo, tienen una base Linux. Otra gran tendencia a destacar es que la mayor´ıa de
sistemas esta´n sujetos a algu´n tipo de licencia ”libre”. Esto se debe a que la mayor´ıa de estos sistemas
son versiones de sistemas ya creados, desarrollados por grupos de investigacio´n o universidades, que
liberan el sistema para que otros puedan realizar sus investigaciones y/o trabajos con e´l. Un ejemplo
de ello ser´ıa ABCLinux, desarrollado por Iker Castan˜os Chevarri, de la EUITI de Bilbao, Universidad
del Pa´ıs Vasco hasta el 2012, an˜o en el que se paro´ el proyecto. Basado en Ubuntu, daba una forma
ra´pida para crear clu´sters beowulf. Con todas estas distribuciones lo que se intenta es dar al usuario,
o grupos de investigacio´n, una forma sencilla de afrontar la creacio´n de algo tan complejo como un
clu´ster. Por otra parte, y partiendo de esa premisa, hay que destacar Cray Linux Environment, una
solucio´n creada por Cray Systems. Dedicado a sus sistemas, ofrece una alternativa propietaria al resto
de SO libres. Lamentablemente, la mayor´ıa de estos proyectos libres se han ido cerrando con el tiempo.
Au´n as´ı, en los u´ltimos an˜os podemos ver una tendencia en estos sistemas a dar soporte a las tarjetas
gra´ficas. Esto es debido al auge de los sistemas de ca´lculo en procesadores gra´ficos tras la creacio´n del
lenguaje y arquitectura CUDA por Nvidia. Debido a esto, actualmente es casi impensable construir un
clu´ster de ca´lculo sin procesadores gra´ficos donde paralelizar las tareas. Ahora bien, aunque existen
estas alternativas, utilizadas incluso en clu´sters muy potentes [29], los dos superordenadores ma´s
potentes del mundo[27][28], utilizan una distribucio´n personalizada y adaptada exclusivamente a su
arquitectura.
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4. Objetivos
Los objetivos que se pretenden cubrir con el desarrollo de este TFG se enumeran a continuacio´n:
1. Comprender mejor el mundo del paralelismo. Co´mo se distribuyen las tareas entre los diferentes
nodos de procesamiento.
a) Programar tareas que se distribuyan entre nu´cleos de un mismo nodo.
b) Programar tareas que se distribuyan entre varios nodos a trave´s de la red.
c) Diferenciar procesos que se ejecutan entre GPU y CPU.
2. Formalizar y asentar los conocimientos adquiridos durante la carrera en asignaturas como Sis-
temas Distribuidos o Sistemas Operativos.
3. Desarrollar una versio´n funcional de un clu´ster.
a) Instalar un SO disen˜ado para clu´stering.
b) Realizar pruebas de testeo y rendimiento.
c) Realizar integracio´n con los sistemas de la EPSA para ofrecerlo como servicio.
4. Demostrar que no es necesario disponer de un gran presupuesto para poder crear un sistema de
computacio´n de altas prestaciones.
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5. Metodolog´ıa
Para la realizacio´n de este trabajo podemos diferenciar tres apartados en cuanto a la metodolog´ıa:
hardware, software, y gestio´n/planificacio´n del proyecto.
5.1. Hardware
Podemos diferenciar dos partes en cuanto a la especificacio´n hardware de Ordis, las caracter´ısticas
del maestro, y las de los nodos de computacio´n. Primero, el maestro es una ma´quina virtual ubicada en
la sala de servidores de la EPSA. Cuenta con dos nu´cleos, 2GB de RAM, 100GB de almacenamiento,
y dos interfaces de red, una conectada al L14, y otra conectada los routers de la EPSA. Luego, los
nodos. Cada nodo con un Intel Pentium G840, 8Gb de RAM, 500 GB de disco duro y una GTX480
cedida por Nvidia[10]. En un principio, todos los nodos estaban conectados en red mediante un switch
gestionable con conexiones a fast-ethernet; posteriormente, se consiguio´ que se cambiara a un switch
con conexiones a gigabit-ethernet.
Figura 4: Imagen de una GTX480, tomada de la pa´gina oficial de Nvidia.
La GTX480 4 es una tarjeta gra´fica del 2010 con una memoria GDDR5 de 1536 MB a 1848
MHz. Este memoria tiene una interfaz de 384-bits y un ancho de banda de 177GB/s. El procesador
gra´fico cuenta con 480 nu´cleos CUDA a una frecuencia de 1401MHz. Adema´s, necesita una fuente
alimentacio´n de al menos 600W, y admite una temperatura l´ımite de 105oC[7].
Adema´s, para el desarrollo de la API, y la gestio´n de Ordis, se dispon´ıa de un puesto con ordenador
en el laboratorio 1 del DTIC, con las siguientes especificaciones: Intel Pentium G840, 4GB de RAM y
500GB de almacenamiento.
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5.2. Software
Respecto al software, Ordis utiliza una versio´n modificada de Centos 6.6, Rocks. E´ste se instala
en todos los nodos, adema´s del maestro. Para el correcto funcionamiento del sistema, es necesario
instalar en todos los nodos el driver de Nvidia para la GTX480, as´ı como CUDA 7.5; la librer´ıa
openMPI versio´n 2.0.1; adema´s de Ganglia para la monitorizacio´n de procesos, SGE para la gestio´n
de trabajos y los SDK de java 1.7.0 y Python 2.7. Para el correcto funcionamiento de la API, se tuvo
que instalar apache2, como servidor web, MySQL como gestor de base de datos, adema´s de PHP 5.7,
con las librer´ıas para trabajar con MySQL y LDAP.
En el ordenador del laboratorio, conta´bamos con Centos 7.0, y los servicios y librer´ıas anteriormente
listados para el desarrollo de la API. Adema´s, para la edicio´n de texto, utilizamos Sublime Text.
Respecto a Rocks, como ya se ha comentado, la versio´n utilizada es una derivacio´n de Centos 6.6,
que tiene como instalador un Anaconda modificado, para facilitar la instalacio´n de mu´ltiples nodos
a la vez. Rocks incluye muchas herramientas como SGE, Ganglia, o Java, que vienen en paquetes
de software adicionales, llamados rolls. Estos rolls extienden el sistema integrando automa´ticamente
los sistemas de gestio´n y empaquetamiento del software, lo que permite simplificar en gran medida
las instalaciones. E´sta es una de las distribuciones ma´s empleadas para la creacio´n de clu´ster por su
facilidad de instalacio´n e incorporacio´n de nuevos nodos.
5.3. Planificacio´n
Figura 5: Planificacio´n del proyecto
Como puede verse en la figura 5, el proyecto ha pasado por tres fases principales: ana´lisis y pruebas
de sistemas clu´stering; instalacio´n de Ordis, y pruebas del mismo; creacio´n de una API e integracio´n
con los servicios de la UA. La primera, tomo´ 41 d´ıas, y consistio´ en la investigacio´n de que SO utilizar
para realizar un clu´ster, adema´s del ana´lisis y extraccio´n de los datos del L14. La segunda, tuvo una
duracio´n de 154 d´ıas, y consistio´ en la instalacio´n de Rocks, tanto en el master, como las pruebas en los
modelos, para comprobar que los para´metros eran correctos, como en la instalacio´n de los nodos y las
pruebas del sistema. La tercera y u´ltima, con una duracio´n de 133 d´ıas, tuvo como base la construccio´n
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de la API de Ordis, adema´s, se realizo´ un benchmarking, y la integracio´n con los sistemas de la EPSA,
con su correspondiente testeo total.
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6. El sistema Ordis
El sistema Ordis es un clu´ster GPU/CPU localizado en el L14 de la EPSA de Alicante. Cuenta
con 31 nodos de procesamiento, adema´s, se dispone de un nodo maestro, encargado de distribuir los
trabajos, que actualmente se encuentra en una ma´quina virtual. Se ha dispuesto que el nodo maestro se
encuentre en una ma´quina virtual, para poder moverlo fa´cilmente, y asignarle ma´s recursos conforme
a la demanda del sistema. La localizacio´n del sistema se escogio´ basa´ndose en que en el L14 cuenta
con las tarjetas gra´ficas GTX480, lo que permite realizar ca´lculos gra´ficos de alta demanda, como
renderizados de grandes modelos. El sistema esta´ basado en Rock Clu´ster, que ha sido modificado
ligeramente, para adaptarse a las restricciones de la EPSA, ya que el laboratorio cuenta con otros dos
SO instalados. Este, como el resto de laboratorios de la EPSA, utilizan el bootloader LiLo 8.1 para
poder elegir que SO arrancar. Al comenzar el desarrollo e instalacio´n, en un ordenador modelo del
L14, se impuso la restriccio´n de que el sistema nuevo, Rocks, ten´ıa que respetar lo ya instalado, y no
interferir en modo alguno en el funcionamiento normal del aula. Adema´s, se ped´ıa que si era posible,
el SO tambie´n fuese compatible con el sistema de instalacio´n en red que posee la EPSA. Este sistema
env´ıa archivos comprimidos a trave´s de la red con los cambios requeridos para la instalacio´n. Es decir,
podr´ıa definirse como sistema incremental, en el que salvo requerimiento de instalacio´n completa de
uno o varios sistemas, so´lo manda la parte nueva a ser instalada, salvo para las instalaciones de Mac
OS, que por disen˜o y arquitectura del mismo, es incompatible con este instalador en red.
Respecto a Rocks, es un sistema derivado de Centos, que integra las principales herramientas
utilizadas para construir un clu´ster, es decir, paso de mensajes y tareas, monitorizacio´n, encolado
de tareas... A 04/06/2017, la u´ltima versio´n de Rocks es la 6.2, siendo esta un derivado de Centos
6.6. Para la instalacio´n del master, Rocks utiliza el instalador anaconda, que permite, siguiendo unos
sencillos pasos, personalizar los paquetes y funcionalidades del sistema, adema´s de especificar las dos
interfaces de red necesarias en el master, una para la conexio´n con internet, y otra para la conexio´n
con los nodos del clu´ster. Respecto a instalacio´n del sistema, Rocks provee una herramienta de consola
que permite su instalacio´n por red.
6.1. Instalacio´n del sistema
En la instalacio´n de Ordis, pueden diferenciarse dos fases. En la primera, se pidio´ que el nodo
maestro fuese un ordenador localizado f´ısicamente en el L14. Esto planteaba un gran problema en
cuanto a que solo se dispondr´ıa de una interfaz de red a la hora de la instalacio´n y gestio´n, cuando el
sistema Rocks pide dos diferenciadas. Para conseguir una instalacio´n de esas caracter´ısticas, hubo que
modificar el sistema ligeramente, para que las dos interfaces de red que ped´ıa, estuviesen f´ısicamente
en la misma. Para conseguir esto, tuvo que realizarse una instalacio´n normal (que sera´ explicada
ma´s adelante con los para´metros finales), para luego editar los ficheros de configuracio´n de red del
sistema. Esto causaba bastantes problemas y malfuncionamiento, as´ı que se opto´ por una segunda
aproximacio´n.
En esta arquitectura, el nodo maestro se encuentra separado del L14 f´ısicamente, pero esta´ conecta-
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do a la red del mismo, por lo que no hay ningu´n problema. Al ser una ma´quina dedicada exclusivamente
a esto, es posible disponer de dos interfaces de red, lo que simplifica el trabajo y mantenimiento del
maestro.
Para la instalacio´n de un nodo maestro, es necesario iniciar el disco de instalacio´n de Rocks, y
seguir los pasos de Anaconda. Lo primero que se nos pide es una lista de los paquetes que sera´n
instalados en el clu´ster. Es importante elegir los correctos, ya que algunos de ellos son incompatibles
entre s´ı, y otros son casi imposibles de instalar despue´s, como SGE. Para nuestra instalacio´n elegimos
los siguientes paquetes:
Figura 6: Seleccio´n de rolls durante la instalacio´n
Area51: Para el env´ıo de informes de sistema.
Fingerprint: Detecta dependencias a la hora de instalar nuevos paquetes.
Ganglia: Herramienta web de monitorizacio´n de los nodos.
HPC: Paquete que incluye entornos paralelos como OpenMP, Mpich, etc.
Java: Paquete con el JDK.
Python: Paquete con instalacio´n ba´sica de Python.
SGE: Gestor de colas de trabajo.
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Web-server: Servidor web ba´sico.
Una vez elegida la paqueter´ıa, hay que dar nombre al sistema. La siguiente pantalla pide la informa-
cio´n ba´sica al instalar cualquier SO Linux/Unix: host, nombre maquina, localizacio´n... Pero tambie´n
pide datos relacionados con la empresa que monta el clu´ster, as´ı como su situacio´n geogra´fica, por si
es publicado. Los datos provistos fueron los siguientes:
Figura 7: Informacio´n identificativa del clu´ster.
Para el u´ltimo paso, hay que configurar las dos interfaces de red del clu´ster. La primera ser´ıa
la pu´blica, teniendo que especificar IP, ma´scara de red, y la interfaz que utilizara´ esa configuracio´n.
Tambie´n es posible cambiar el MTU de la red, pero se dejo´ por defecto ya que los routers de la EPSA
esta´n configurados con ese.
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Figura 8: Configuracio´n de la interfaz pu´blica.
Para la interfaz pu´blica 8, la IP es 172.25.40.45 con una ma´scara de red de 255.255.255.192.
La segunda interfaz es la privada 9, la que estara´ conectada al L14. Para estar en la misma l´ınea que
los ordenadores tras el cambio de IP del laboratorio, a la interfaz se le asigna la direccio´n 172.20.41.50
con una ma´scara de red de 255.255.255.192. Como anotacio´n, hay que tener cuidado al elegir las
interfaces que se van a utilizar, ya que el instalador permite elegir dos veces la misma, causando fallos
de comportamiento en el clu´ster.
20
Figura 9: Configuracio´n de la interfaz privada.
Respecto a la instalacio´n de los nodos, es necesario que tengan activado el inicio por red, ya que la
instalacio´n se realiza de esa forma. Al contar con los ordenadores del L14, que ya arrancan as´ı, no ha
habido mayor problema. Para tener un disen˜o ma´s modular, se dividio´ el aula en tres racks, uno por
cada mesa, correspondiendo con los nu´meros asignados por la EPSA a los equipos; el ordenador del
profesor va el rack 3 al ser el u´ltimo. Al ir a instalar uno o varios nodos, hay que escribir, como sudo,
en el sistema Rocks ya encendido: insert-ethers --rack [n rack] --baseip 172.25.41.n --inc
+1. Suponiendo que se vaya a instalar el rack 1, la orden ser´ıa: insert-ethers --rack 1 --baseip
172.25.41.15 --inc +1. Una vez ejecuta´ndose la orden, aparecera´ una pequen˜a pantalla gra´fica que
nos indicara´ cada vez que se descubra un nodo nuevo, y que se le hayan mandado los archivos de
instalacio´n. Ahora solo falta encender los nodos en el orden que se quiere que sean instalados.
Para poder configurar la instalacio´n a gusto del administrador, rocks dispone de un fichero llama-
do replace-partitions.xml, en el que se especifica todo el proceso de instalacio´n, y pueden ejecutarse
instalaciones de paquetes a parte, como puede ser CUDA y el driver de Nvidia, o algu´n script de
configuracio´n como el de Ganglia. A continuacio´n se ofrecen algunos fragmentos del archivo utilizado,
estando este disponible en el anexo Configuracio´n de la instalacio´n 8.2.
<pre>
<!-- Bootloader to none for using lilo -->
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echo "
partition / --onpart=/dev/sdb4
partition swap --onpart=/dev/sda3"\&gt; /tmp/user\_partition\_info
</pre>
<post>
<!-- pones la label de la particion sdb4 a ordis -->
e2label /dev/sdb4 ordis
Dado que el clu´ster esta´ orientado a ca´lculo GPU, es necesario instalar CUDA y el driver de
Nvidia en cada uno de los nodos. Para ello, es necesario realizar varios pasos tras la instalacio´n del
sistema. Estos pasos se colocan al final del fichero replace-partitions.xml. Primero, hay que descargar e
instalar las dependencias que necesita CUDA. Ya que los nodos no tienen conexio´n directa a internet,
por seguridad, es necesario descargar primero las dependencias en el maestro e instalarlas desde ah´ı.
Una vez instaladas las dependencias, es necesario desactivar el driver de v´ıdeo Nouveau, una versio´n
libre para cualquier tarjeta gra´fica, pero que no permite acceder a las caracter´ısticas especiales de
las tarjetas gra´ficas de Nvidia. Hecho esto, se instala el driver de la tarjeta gra´fica. Y se intenta la
instalacio´n de CUDA, pero no puede funcionar, porque Nouveau sigue funcionando hasta el reinicio
del nodo.
<!-- Desactivamos nouveau, el driver de video de Centos -->
echo ’blacklist nouveau0 >> /etc/modprobe.d/blacklist.conf
mv /boot/initramfs -$(uname -r).img /boot/initramfd-$(uname -r).img.bak
dracut -v /boot/initramfs-$(uname -r).img $(uname-r)
<!-- instalacioon del driver de la GTX480 -->
./driver480.run -s
<!-- Instalacion CUDA, no es operativa porque no se deshabilita nouveu hasta reinicio -->
./cudasdk7.5.run --silent --toolkit --driver --samples
Tras la instalacio´n, y reinicio de los nodos, es necesario volver a lanzar la instalacio´n de CUDA.
Para ello utilizamos el siguiente comando espec´ıfico de rocks, que nos permite ejecutar una orden
iterativamente sobre todos los nodos: rocks iterate host compute [comando]. En nuestro caso
ejecutaremos rocks iterate host compute "scp -r /export/rocks/install
/contrib/6.2/x86 64/cudasdk7.5.run %tmp" para copiar el instalador en cada uno de los nodos. Una
vez hecho esto, y dados permisos de ejecucio´n, se ejecuta el instalador, esta vez en todos los nodos a la
vez con rocks run host "./cudasdk7.5.run --silent --toolkit --driver --samples". Hecho
esto, ya tenemos CUDA instalado y listo para ser utilizado.
Adema´s, para poder ejecutar co´digo que contenga instrucciones de MPI y de CUDA, es necesario
instalar, como mı´nimo, la versio´n 2.0.1 de openMPI. Para ello nos bajamos el co´digo fuente de la
pa´gina principal [21], lo compilamos en el master y es instalado en todos los nodos con las instrucciones
especificadas anteriormente.
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6.2. Configuracio´n del sistema
Para la configuracio´n del sistema, encontramos diferentes subapartados, ya que es necesario pre-
parar varias secciones para el correcto funcionamiento.
6.2.1. Ganglia
Figura 10: Captura de Ganglia monitorizando Ordis.
Ganglia10 es el servicio que permite comprobar el estado de los nodos del clu´ster mediante una
web que ofrece una gran variedad de gra´ficas de estado.
Primero, en el nodo maestro hay que editar el fichero gmond.conf localizado en /etc/ganglia/gmond.conf.
Aqu´ı especificamos informacio´n ba´sica del clu´ster como su nombre, o duen˜o.
/* Cluster Specific attributes*/
cluster {
name = "Ordis"
owner = "EPS"
latlong="N32.23 W0.30"
url="http.//www.eps.ua.es/"
}
Tambie´n es necesario, para un correcto funcionamiento, cambiar el protocolo de transmisio´n de
informacio´n de UDP a TCP, y permitir el acceso desde fuera de localhost a la pagina de Ganglia.
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Adema´s, es posible conseguir que Ganglia monitorice el estado de las GPU. Para ello, se uti-
liza pyNVML [22], una interfaz Python sobre la librer´ıa NVML de Nvidia. Con esta interfaz, es
posible hacer que ganglia obtenga datos de la misma, pudiendo conseguir las gra´ficas de rendi-
miento. Primero, es necesario instalar la librer´ıa, para ello, entramos en la carpeta de la inter-
faz, y ejecutamos lo siguiente python setup.py install. Volvemos atra´s y vamos a la carpeta
gmond python modules/gpu/nvidia. Dentro, tenemos que copiar varios archivos dentro de las car-
petas de la instalacio´n de Ganglia. Los comandos a ejecutar son: cp python modules/nvidia.py
/opt/ganglia/lib64/ganglia/python modules cp conf.d/nvidia.pyconf /etc/ganglia/conf.d/
cp graph.d/* /var/www/html/ganglia/graph.d/
6.2.2. Httpd
Para poder crear y hacer funcionar una API-REST que permitiese interactuar con el sistema, ha
sido necesario configurar tambie´n el servicio web para que acepte ficheros de configuracio´n, adema´s
de permitir escribir/leer en otras carpetas fuera de /var/www/html. Para ello, se ha modificado el
fichero /etc/httpd/conf/httpd.conf. Primero, se cambia el grupo sobre el que se ejecuta el servicio,
asigna´ndole el grupo ”projects”, para poder realizar tareas de la API fuera de la carpeta de la misma.
Despue´s, hay que habilitar a la carpeta de Ordis para que tenga su propia configuracio´n de httpd.
<Directory /var/www/html/ordis>
AllowOverride all
</Directory
6.2.3. Wake On Lan
Uno de los puntos principales de este TFG ha sido crear un servicio automa´tico. Ya que el clu´ster
funciona en un aula, es necesario poder respetar los turnos de clase, y solo ejecutar trabajos los fines
de semana o vacaciones. Para esto, necesitamos habilitar el Wake On Lan (WoL) o encendido por
red. Esto lleva dos pasos. El primero, es habilitar en la BIOS que la tarjeta de red este´ esperando el
paquete de encendido. El segundo, habilitar al sistema para que pueda iniciarse. Al hacer estos pasos
encontramos varios problemas.
La BIOS de los ordenadores del laboratorio esta´ mal programada, y muestra las opciones de
WoL al reve´s.
Los ordenadores so´lo se encend´ıan por red tras un apagado correcto de Windows. Parece ser
que al iniciarse, Windows cambia una flag de la tarjeta de red, la misma que se necesita para
WoL, y si no se apaga correctamente, no la restaura. Para solucionar esto, encontramos una
orden que puesta en rc.local de un sistema Linux, permite que se encienda por red. La orden
es /usr/sbin/ethtool -s eth0 wol g.
Para que estuviese puesta desde el principio en los nodos de Ordis, se realiza un echo al fichero
/etc/rc.d/rc.local en replace-partition.xml.
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<!-- add wake on lan to eth0 -->
echo ’/usr/sbin/ethtool -s eth0 wol g’ >> /etc/rc.d/rc.local
6.2.4. SGE y GPUs
Tenemos instalado los drivers de Nvidia, y CUDA, pero si nuestro gestor de colas no sabe decirle
al sistema que debe reservar una GPU, es posible que se lancen varios trabajos que la utilicen en
el nodo, lo que causar´ıa problemas graves de rendimiento. Para prevenir esto, tenemos que informar
a SGE de que algunos -todos- nodos poseen un dispositivo gra´fico. El primer concepto que hay que
entender es que para poder trabajar con una GPU, es necesario tener al menos un nu´cleo CPU que se
encarga de gestionar la tarjeta, y realizar los intercambios de memoria. Por defecto, todos los nodos
se encuentran en una sola cola, All.q. Para conseguir tener una cola GPU, es necesario dividir los
nodos en las colas cpu.q y gpu.q. Los pasos son los siguientes.
1. Obtenemos el fichero de configuracio´n como texto plano gracias al comando qconf -sc >qconf sc.txt
2. Abrimos el archivo, y hay que an˜adir la siguiente l´ınea, exactamente, al final.
gpu gpu BOOL == FORCED NO 0 0
3. Guardamos y cerramos el archivo.
4. Importamos la configuracio´n v´ıa qconf -Mc qconf sc.txt
5. La orden qconf -sc | grep gpu deber´ıa devolver la l´ınea anteriormente insertada.
Ahora ponemos las GPU en modo exclusivo con el comando nvidia-smi -c 1. Ya que este valor no
persiste tras un reinicio, es necesario ponerlo en el fichero de inicio /export/scripts/start/start.sh.
Una vez hecho esto, seguimos teniendo una sola cola, por lo que es necesario dividirlas. Esta nueva
arquitectura necesita:
1. Deshabilitar la cola all.q
2. La mitad de los nodos, 32, van a la cola cpu.q
3. La otra mitad de los nodos, 32, y una GPU, van a la cola cpu.q
Para deshabilitar la cola, lo primero que haremos sera´ obtener una copia de la configuracio´n de la
misma con qconf -sq all.q >all.q.txt. Una vez hecho esto, ejecutamos qmod -f -d all.q para
deshabilitarla. Ahora tenemos que escribir el archivo de configuracio´n de las dos colas. Estos archivos
se encuentran en el anexo Configuracio´n de las colas8.3. Ahora con el comando qconf -Aq cpu.q.txt
crea la nueva cola cpu.q. Repetir para GPU.
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6.3. Pruebas de verificacio´n del sistema
Lo primero que hicimos para comprobar el sistema, fue realizar pruebas de rendimiento de la red.
Para ello, utilizamos el programa iperf2, que, dada una conexio´n cliente servidor, nos da estad´ısticas
de velocidad de transferencia y latencia de red. La primera prueba se realizo´ el 10/11/2016, con un
switch conectado a fast-ethernet[8]. Las tablas completas se encuentran en el anexo Rendimiento de
red 8.4, pero aqu´ı se incluye una gra´fica que ilustra la capacidad media de transferencia.
Figura 11: Tabla con datos de velocidad de transferencia y ancho efectivo entre dos mesas del L14.
Como se puede observar, la tasa media de transferencia ronda los 70MB, pero, ocurr´ıa un problema
con todas las conexiones entre ordenadores de la misma aula. Cuando se establec´ıa una conexio´n, los
dos primeros paquetes se perd´ıan, sin importar que ordenadores se conectasen. Se hablo´ con los te´cnicos
de la EPSA sobre el problema, la posible solucio´n, y el porque´ del mismo. Se llego´ a la conclusio´n de
que el switch estar´ıa viejo, y que tendr´ıa ese comportamiento extran˜o por eso.
Para la verificacio´n de la capacidad de computacio´n de los nodos, lanzamos un proceso paralelo
en todos los nodos. Escogemos el bechmark LU (Lower-Upper Gauss-Seidel solver) disen˜ado por la
NASA para probar la capacidad de computacio´n de nuestro clu´ster. Ya que los benchmark han de ser
lanzados en un nu´mero de nodos que sea potencia de 2, y que Ordis posee 62 nu´cleos de procesamiento,
el mayor nu´mero de nodos que podemos utilizar es 32. Lanzamos el benchmark de clase D sobre 32
nodos. Este proceso va a realizar ca´lculos sobre una matriz de 408x 408x 408, y nos devolvera´ los datos
de comparacio´n para comprobar que todo es correcto, as´ı como las iteraciones que realiza, el tiempo
en segundos que tarda en terminarlo, y los megaflops/s tanto totales como por proceso. El resultado
de nuestro test es el siguiente:
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Campo valor
Tiempo en segundos 773.41
Mop/s totales 51587.4
Mop/s proceso 1612.10
Cuadro 2: Resultados del benchmark
Con este bechmark comprobamos dos cosas. La primera, que los nodos esta´n interconectados
y pueden pasar informacio´n, por lo que la estructura del clu´ster funciona. Lo segundo, es nuestra
capacidad computacional en punto flotante, que sera´ lo ma´s importante a la hora de ejecutar tareas
cient´ıficas.
Lo siguiente que se realiza es una serie de pruebas de rendimiento del sistema, repitiendo las mis-
mas en el clu´ster del Instituto. Para poder disponer de una serie de datos va´lida, cada prueba se
repite 100 veces. Los resultados completos de las pruebas se detallan en el anexo Resultado Bencmark
CPU8.5, sin embargo, a continuacio´n se presentan los resu´menes de pruebas realizadas en cada uno
de los dos clu´ster.
Benchmark LU:
Benchmark LU
Time in seconds Mop/s total Mop/s process
Minimo 752,24 31835,23 994,85
Maximo 1253,26 53039 1657,47
Media 1065,43 37447,655 1170,24
Varianza 41306,2450542525 79162666,1841142 77307,6656700909
Cuadro 3: Datos estad´ısticos de las pruebas LU sobre Ordis
Benchmark LU
Time in seconds Mop/s total Mop/s process
Minimo 1201,87 2865,32 89,54
Maximo 13924,45 33196,65 1037,4
Media 2191,955 18202,12 568,82
Varianza 13573684,3293826 103229348,895815 100809,846286909
Cuadro 4: Datos estad´ısticos de las pruebas LU sobre Euler
Como ya se ha comentado, el benchmark LU (Lower-Upper Gauss-Seidel solver), realiza una serie
de ca´lculos sobre una matriz tridimensional para luego comprobar los resultados y darnos el resultado.
Como se puede ver, Ordis3 consigue unas estad´ısticas generales que Euler4. Por lo que se ha podido
averiguar, esto es debido a que el clu´ster del instituto falla en cuanto a la comunicacio´n entre nu´cleos
que no se encuentran en la misma ma´quina f´ısica, lo que hace que se pierda un rendimiento importante
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cuando la asignacio´n se realiza en nodos alternos.
Benchmark CG:
Benchmark CG
Time in seconds Mop/s total Mop/s process
Minimo 883,74 874,27 27,32
Maximo 4166,81 4122,16 128,82
Media 912,17 3993,66 124,8
Varianza 463506,731109607 574798,760455184 561,326501010102
Cuadro 5: Datos estad´ısticos de las pruebas CG sobre Ordis
Benchmark CG
Time in seconds Mop/s total Mop/s process
Minimo 478,28 324,57 10,14
Maximo 11223,94 7616,67 238,02
Media 782,77 4653,84 145,43
Varianza 1709411,29306292 2214135,17253748 2162,27079859823
Cuadro 6: Datos estad´ısticos de las pruebas CG sobre Euler
El benchmark CG (Conjugate Gradient) esta´ pensado para probar el acceso irregular a memoria,
as´ı como la comunicacio´n entre nodos. En esta prueba, Euler6 consigue unos mejores resultados que
Ordis5, ya que su red de comunicacio´n es superior a la de Ordis. Euler, como clu´ster dedicado, tie-
ne una red de fibra o´ptica, mientras que Ordis funciona con el cableado de los laboratorios de la EPSA.
Benchmark MG:
Benchmark MG
Time in seconds Mop/s total Mop/s process
Minimo 128,35 22906,13 715,82
Maximo 135,94 24260,27 758,13
Media 130,95 23779,56 743,11
Varianza 2,51548988888889 81763,8546718789 79,8497496060606
Cuadro 7: Datos estad´ısticos de las pruebas MG sobre Ordis
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Benchmark MG
Time in seconds Mop/s total Mop/s process
Minimo 137,09 5806,56 181,46
Maximo 536,26 22713,32 709,79
Media 225,77 13792,455 431,015
Varianza 8619,00865344444 18336287,0317788 17906,5435603636
Cuadro 8: Datos estad´ısticos de las pruebas MG sobre Euler
MG o Multi-Grid, es un benchmark disen˜ado para realizar pruebas sobre la comunicacio´n tanto a
corta como a larga distancia entre los nodos, adema´s de realizar un uso intensivo de la memoria. Aqu´ı
Ordis7 consigue una mejor marca que Euler8, al consigue superar. Podemos ver en estos resultados
como el punto fuerte de Ordis se encuentra en la comunicacio´n dentro del mismo nodo, as´ı como el
aprovechamiento de la memoria que tiene disponible cada nodo.
Benchmark FT:
Benchmark FT
Time in seconds Mop/s total Mop/s process
Minimo 65,4 5584,84 174,53
Maximo 70,98 6060,96 189,4
Media 67,91 5837,18 182,415
Varianza 1,40936843434344 10391,5769512222 10,148739030303
Cuadro 9: Datos estad´ısticos de las pruebas FT sobre Ordis
Benchmark FT
Time in seconds Mop/s total Mop/s process
Minimo 21,65 508,58 15,89
Maximo 779,4 18306,27 572,07
Media 30,24 13108,01 409,625
Varianza 65977,958845202 24597879,3510444 24021,5686577374
Cuadro 10: Datos estad´ısticos de las pruebas FT sobre Euler
El benchmark TF (Discrete 3D Fourier Transform), realiza una prueba de comunicacio´n todos
con todos. En esta prueba, podemos ver como 10 consigue unos mejores resultados que Ordis9, con
una media de 13’1GFlops frente a los 5’8GFlops de Ordis. Esto se debe a que el becnhmark vuelve a
probar la comunicacio´n total entre nodos, lo que hace que falle nuestro sistema.
En resumen; el punto fuerte de Ordis se encuentra en el ca´lculo puro y en el aprovechamiento de
memoria en cada nodo. En cuanto llega la comunicacio´n de informacio´n, la red se convierte en un
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cuello de botella, reduciendo considerablemente el rendimiento.
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6.4. Integracio´n del sistema
Para la integracio´n del sistema con las aplicaciones de la EPSA, y para poder ofrecer Ordis como
servicio, se desarrollo´ una API-REST para poder ser utilizada por la escuela. Esta aplicacio´n permite
subir trabajos, actualizarlos, borrarlos, y obtener sus resultados. Adema´s, automa´ticamente, cuando
termina un trabajo, se le manda un mensaje al email de la UA del usuario, con una URL conteniendo
un hash identificativo de ese trabajo, que permite descargar los resultados del mismo.
La API esta´ montada sobre el framework Epiphany[5], que trabaja con PHP para ofrecer un servicio
full-rest. Permite personalizar las URL de tu aplicacio´n, especificando que protocolo HTTP se va a
utilizar. Adema´s, permite especificar para´metros en la propia URL, que luego podra´n ser utilizados
en la aplicacio´n.
//seteamos rutas de acceso y function handlers
//GET methods
getRoute()->get(’/’, ’home’);
getRoute()->get(’/code’, array(’Code’, ’codeHome’));
//POST methods
getRoute()->post(’/operation’, array(’Operation’, ’operationPOST’));
getRoute()->post(’/operation/code’, array(’Code’, ’postCodeHome’));
getRoute()->post(’/operation/code/(\w+)’, array(’Code’, ’addNewCode’));
getRoute()->post(’/operation/code/(\w+)/(\d+)’, array(’Code’, ’updateCode’));
//DELETE methods
getRoute()->post(’/operation/code/(\w+)/(\d+)’, array(’Code’, ’deleteCode’));
El disen˜o de la API consta de varias partes, a saber: la interfaz usuario-API, que permite realizar
operaciones sobre los trabajos de un usuario; la gestio´n interna de la informacio´n, comprobacio´n de
proyectos...; y la comunicacio´n API-Ordis, que le informa de nuevos trabajos y co´mo compilarlos y
ejecutarlos.
6.4.1. Interfaz usuario-API
La API provee de una serie de URLs para la comunicacio´n con el servidor. Como se puede ver en
el co´digo anterior, las siguientes URL esta´n disponibles para su uso:
1. GET / Accede a la vista principal.
2. GET /code Vista con informacio´n sobre como obtener los resultados de las operaciones.
3. POST /operation Vista con informacio´n sobre como subir trabajos.
4. POST /operation/code Vista con informacio´n sobre como subir co´digo que haya de ser com-
pilado.
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5. POST /operation/code/(\w+) Esta URL permite subir co´digo comprimido en un zip, con la
siguiente estructura mı´nimo: tres carpetas, lib, include y src; adema´s, es necesario un makefile. El
para´metro (\w) es una expresio´n regular que indica que se ha de escribir al menos un cara´cter ah´ı.
Esa cadena sera´ tratada como el nombre de usuario que desea subir un trabajo. El comprimido,
y algunos para´metros como el tipo de operacio´n que se desea subir, se env´ıan en el POST de la
siguiente forma:
Comprimido en zip file.
Tipo de operacio´n en tipo operacion. Puede tomar los valores mpi, cuda, mpi-cuda,
other-parallel, no-parallel.
Nu´mero de nodos a usar en n nodos. Ha de ser un numero entre 1 y 31-62, segu´n sea una
operacio´n con GPU o solo CPU, respectivamente.
6. POST /operation/code/(\w+)/(\d+) Esta URL permite actualizar un trabajo anteriormente
dado un usuario en (\w+) y un co´digo de trabajo, en (\d+). Esta operacio´n sera´ posible siempre
que el trabajo no se este´ ejecutando, o haya terminado ya su ejecucio´n. Dado que los para´metros
como el nu´mero de nodos, o el tipo de operacio´n ya se pasaron al subir el trabajo por primera
vez, so´lo en necesario subir el comprimido anteriormente descrito en campo POST zip file.
7. DELETE /operation/code/(\w+)/(\d+) Esta URL permite borrar todos los ficheros de un
trabajo. Cambia el estado del trabajo en la base de datos a deleted para guardar un registro
de los trabajos realizados.
6.4.2. Gestio´n de la informacio´n
En la gestio´n interna de los datos transmitidos, podemos distinguir cuatro campos claramente
diferenciados, subir un trabajo, actualizarlo, borrarlo, y obtener sus resultados. En todas ellas se
realiza una comprobacio´n del usuario contra el LDAP de la Universidad de Alicante, para comprobar
si existe, y en caso afirmativo, obtener sus datos, como su uid, guid, o email. Estos datos son
utilizados para determinar la prioridad del trabajo a subir, adema´s de a do´nde mandar un email
cuando termine o falle un trabajo. Tambie´n se comprueba si el usuario ha sido baneado por uso
indebido de Ordis.
1. Subir un trabajo. Una vez comprobado el usuario, se comprueba si el nu´mero de nodos pedidos
es correcto para la modalidad. Una vez hecho esto, se descomprime el archivo subido y se
comprueba su estructura. Hecho esto, se comprueba el tipo de operacio´n para saber como se ha
de llamar a la compilacio´n.
2. Actualizar un trabajo. Lo primero que se hace es comprobar que el trabajo dado por un usuario
y un id existe. En caso afirmativo, se descomprime el zip y se comprueba su estructura. Si todo es
correcto, se cambian los ejecutables y se marca el trabajo en la base de datos como por subido,
llamando tambie´n al script de compilacio´n.
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3. Borrar un trabajo. Lo primero que se hace es comprobar que el trabajo dado por un usuario
y un id existe. En caso afirmativo, el trabajo se marca en la base de datos como deleted y se
borran todos los archivos del mismo.
4. Obtener resultados. Dado un trabajo, con su id y usuario, se comprueba si existe, y si ha
terminado. En caso afirmativo, se devuelve una url con un hash identificativo del archivo, que
permite descargar sus resultados.
6.4.3. Comunicacio´n API-Ordis
La aplicacio´n necesita comunicarse con Ordis para poder avisar de los nuevos trabajos subidos,
mandarlos a compilar, y ponerlos en cola de ejecucio´n con una prioridad. Para ello, se ha desarrollado
un script de compilacio´n8.6 que recibe como para´metros el nombre de usuario, el email, el tipo de
operacio´n, la prioridad y el nu´mero de nodos. Con esto, es capaz de realizar una compilacio´n espec´ıfica
para cada uno de los tipos de operacio´n, as´ı como encolarlos como el usuario que se le ha pasado, y
la prioridad asignada.
Para el correcto funcionamiento de la API, cada vez que se sube un trabajo, se comprueba si el
usuario existe en Ordis, y en caso contrario, se crea con una carpeta home, donde se almacenara´n sus
trabajos. As´ı es posible lanzar los proyectos en SGE como cada uno de los usuarios, y asignarles una
prioridad a cada uno de ellos.
###############################################
#This script is for compile all types of code
###############################################
###############################################
# $1 Username in the system
# $2 Name of folder in the user given folder
# $3 Email of the user
# $4 Type of code; to see if it goes to GPU or CPU
# $5 TYpe of paralellism; MPI ot other
# $6 Priority of the job
# $ N of nodes needed
################################################
user=$1
proyect=$2
email=$3
type=$4
typep=$5
priority=$6
nodes=$7
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7. Conclusiones
En los u´ltimos an˜os la demanda de capacidad computacional ha aumentado exponencialmente,
lo que ha llevado a buscar nuevas arquitecturas para poder maximizar esa capacidad. Desde el De-
partamento de Tecnolog´ıa Informa´tica y Computacio´n se ha propuesto un proyecto para construir y
desarrollar un clu´ster, una de las arquitecturas ma´s prometedoras ahora mismo. El proyecto Ordis
busca seguir este esquema, proveyendo a la Escuela Polite´cnica Superior de Alicante con un clu´ster
como servicio para su uso.
Durante el desarrollo del mismo, se han encontrado numerosos problemas y/o dificultades de todo
tipo, desde problemas hardware hasta de programacio´n propia. Gran parte de los mismos han servido
para mejorar el disen˜o del clu´ster, as´ı como para avisar a los te´cnicos de la EPSA de los fallos que se
han encontrado en la infraestructura de la escuela.
En un principio, el proyecto comenzo´ como una forma de aprender ma´s sobre los clu´ster, cuando
Virgilio Gilart nos puso en contacto con nuestro tutor. Ha ido creciendo, y ha llegado a ser un sistema
completamente funcional que se podra´ utilizar en la escuela a partir del curso 2017-2018.
As´ı pues, en este proyecto hemos realizado el disen˜o, instalacio´n, y mantenimiento de un clu´ster,
adema´s de un proceso de programacio´n para poder ofrecer este sistema como servicio. Permite la
ejecucio´n de tareas paralelas tanto de procesador puro como de ejecucio´n en GPU, sin embargo,
no permite deep learning debido al antiguo modelo de las tarjetas gra´ficas. A pesar de eso, es una
herramienta muy potente puesta en manos de la EPSA para poder realizar tareas como renderizado
o ca´lculos cient´ıficos.
Respecto a la potencia pura del clu´ster, como se provee en el anexo Resultados benchmarck CPU8.5,
el clu´ster alcanza una potencia de 70GFlops y una tasa de transferencia de 1.2TBytes/s con el nue-
vo switch instalado en el aula. Esto demuestra que es posible construir un sistema que tiene buen
rendimiento con los ordenadores de un aula.
Adema´s, se ha desarrollado una aplicacio´n en PHP para ofrecer el servicio a trave´s de la EPSA.
Esta aplicacio´n obtiene los datos sobre usuarios directamente de las bases de datos de la EPSA y la
UA, lo que garantiza que sera´n correctos institucionalmente.
Por u´ltimo, ya que se planea mantenerlo, se ha creado un manual de uso e instalacio´n para los
te´cnicos de la EPSA y todo aquel que decida continuar el proyecto, para as´ı tener un ma´s fa´cil acceso
a la dif´ıcil documentacio´n que existe sobre Rocks y los problemas que puede acarrear si se le realizan
modificaciones de funcionamiento como ha sido necesario para adaptarlo a los sistemas existentes.
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8. Anexo
8.1. Bootloader LiLo
LiLo es un bootloader mantenido hasta Diciembre de 2015 por Joachim Wiedorn, momento en el
que se paro´ el desarrollo. Es, junto con grub y grub2, uno de los bootloaders utilizados por casi todas
las distribuciones Linux para arrancar el sistema. Lilo se basa en la simplicidad, y siguiendo esa l´ınea
trabaja.
Una de las grandes ventajas de LiLo es que no depende de ningu´n sistema de archivos para
funcionar, y puede iniciar un SO desde disketes y discos duros. Para ello, almacena la localizacio´n
de los sistemas que puede cargar f´ısicamente. Adema´s, posee una interfaz ma´s simple, siendo ma´s
”sencillo”de utilizar.
Para funcionar, puede ser instalado en el Baster Boot Record (MBR), o en el sector de arranque
de una particion. En el segundo caso, hay que escribir un co´digo en el MBR para que cargue LiLo.
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8.2. Configuracio´n de la instalacio´n
<?xml version="1.0" standalone="no"?>
<kickstart>
<description>
A skeleton XML node file. This file is a template and is intended
as an example of how to customize your Rocks cluster. Kickstart XML
nodes such as this describe packages and "post installation" shell
scripts for your cluster.
XML files in the site-nodes/ directory should be named either
"extend-[name].xml" or "replace-[name].xml", where [name] is
the name of an existing xml node.
If your node is prefixed with replace, its instructions will be used
instead of the official node’s. If it is named extend, its directives
will be concatenated to the end of the official node.
</description>
<changelog>
</changelog>
<main>
<!-- kickstart ’main’ commands go here -->
</main>
<pre>
<!-- Boootloader to none for using lilo -->
echo "
partition / --onpart=/dev/sdb4
partition swap --onpart=/dev/sda3"&gt; /tmp/user_partition_info
</pre>
<!-- There may be as many packages as needed here. Just make sure you only
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uncomment as many package lines as you need. Any empty <package></package>
tags are going to confuse rocks and kill the installation procedure
-->
<!-- <package> insert 2nd package name here and uncomment the line</package> -->
<!-- <package> insert 3rd package name here and uncomment the line</package> -->
<post>
<!-- pones la label de la particion sdb4 a ordis -->
e2label /dev/sdb4 ordis
<!-- nos movemos a la particion de tmp -->
cd /tmp
<!-- descaga de paqueteria necesaria para cuda -->
wget http://172.20.41.50/install/contrib/6.2/x86_64/driver480.run
wget http://172.20.41.50/install/contrib/6.2/x86_64/dkms.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/freeglut.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/freeglut-devel.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/libvdpau.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/cudasdk7.5.run
<!-- descarga de paqueteria necesaria para g++ -->
wget http://172.20.41.50/install/contrib/6.2/x86_64/gcc-c++.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/gcc.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/cpp.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/libstdc++-devel.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/libgcc.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/libstdc++.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/libgfortram.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/gcc-gfortram.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/libgomp.rpm
<!-- descarga de pqueteria necesaria para NRPE de Nagios -->
wget http://172.20.41.50/install/contrib/6.2/x86_64/nrpe.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/nagios-common.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/nagios-plugins.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/nrpe.cfg
<!-- compilador de fortram -->
wget http://172.20.41.50/install/contrib/6.2/x86_64/gcc-34.rpm
wget http://172.20.41.50/install/contrib/6.2/x86_64/gcc-g77.rpm
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<!-- ponemos todo lo descargado a 777 -->
chmod 777 *
<!-- instalacion de la paqueteria para cuda -->
/usr/bin/yum localinstall --nogpgcheck /tmp/dkms.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/freeglut.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/freeglut-devel.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/libvdpau.rpm
<!-- instalacion de la paqueteria para g++ -->
/usr/bin/yum localinstall --nogpgcheck /tmp/cpp.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/gcc-c++.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/gcc-gfortran.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/libgcc.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/libgfortran.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/libgomp.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/libstdc++.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/libstdc++-devel.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/gcc.rpm
<!-- instalacion de la paqueteria para NRPE de Nagios -->
/usr/bin/yum localinstall --nogpgcheck /tmp/nagios-common.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/nagios-plugins.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/nrpe.rpm
<!-- instalamos el compilador de fortram -->
/usr/bin/yum localinstall --nogpgcheck /tmp/gcc-34.rpm
/usr/bin/yum localinstall --nogpgcheck /tmp/gcc-g77.rpm
<!-- borramos el antiguo fichero de configuracion de nrpe -->
rm -f /etc/nagios/nrpe.cfg
<!-- compiamos el fichero de configuracion -->
cp /tmp/nrpe.cfg /etc/nagios/nrpe.cfg
<!-- anadimos el servido al arranque y lo iniciamos -->
service nrpe start
chkconfig nrpe on
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<!-- add wake on lan to eth0 -->
echo ’/usr/sbin/ethtool -s eth0 wol g’ >> /etc/rc.d/rc.local
<!-- cambio para usar los drivers de CUDA -->
ln -s /boot/initramfs-2.6.32-504.16.2.el6.x86_64.img /initrd.img
ln -s /boot/vmlinuz-2.6.32-504.16.2.el6.x86_64 /vmlinuz
<!-- Creamos la carpeta /export en los nodos-->
mkdir /export
<!-- desactivamos nouveau el driver de vodeo en centos -->
echo ’blacklist nouveau’ >> /etc/modprobe.d/blacklist.conf
mv /boot/initramfs-$(uname -r).img /boot/initramfs-$(uname -r).img.bak
dracut -v /boot/initramfs-$(uname -r).img $(uname -r)
<!-- instalacion del driver de la GTX 480 -->
./driver480.run -s
<!-- instalacion de CUDA, aunque no es operativa porque esta habilitado noveau -->
./cudasdk7.5.run --silent --toolkit --driver --samples
<!-- Insert your post installation script here. This
code will be executed on the destination node after the
packages have been installed. Typically configuration files
are built and services setup in this section. -->
<!-- WARNING: Watch out for special XML chars like ampersand,
greater/less than and quotes. A stray ampersand will cause the
kickstart file building process to fail, thus, you won’t be able
to reinstall any nodes. It is recommended that after you create an
XML node file, that you run:
xmllint -noout file.xml
-->
<eval shell="python">
<!-- This is python code that will be executed on the
frontend node during kickstart file generation. You may contact
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the database, make network queries, etc. These sections are
generally used to help build more complex configuration
files. The ’shell’ attribute is optional and may point to any
language interpreter such as "bash", "perl", "ruby", etc.
By default shell="bash". -->
</eval>
</post>
</kickstart>
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8.3. Configuracio´n de las colas
8.3.1. cpu.q
qname cpu.q
hostlist @allhosts
seq_no 10
load_thresholds np_load_avg=1.75
suspend_thresholds NONE
nsuspend 1
suspend_interval 00:05:00
priority 0
min_cpu_interval 00:05:00
processors UNDEFINED
qtype BATCH INTERACTIVE
ckpt_list NONE
pe_list make mpi mpich orte
rerun FALSE
slots 1,[compute-1-0.local=1],[compute-1-1.local=1], \
[compute-1-2.local=1],[compute-1-3.local=1], \
[compute-1-4.local=1],[compute-1-5.local=1], \
[compute-1-6.local=1],[compute-1-7.local=1], \
[compute-1-8.local=1],[compute-1-9.local=1], \
[compute-2-0.local=1],[compute-2-1.local=1], \
[compute-2-2.local=1],[compute-2-3.local=1], \
[compute-2-4.local=1],[compute-2-5.local=1], \
[compute-2-6.local=1],[compute-2-7.local=1], \
[compute-2-8.local=1],[compute-2-9.local=1], \
[compute-3-0.local=1],[compute-3-1.local=1], \
[compute-3-2.local=1],[compute-3-3.local=1], \
[compute-3-4.local=1],[compute-3-5.local=1], \
[compute-3-6.local=1],[compute-3-7.local=1], \
[compute-3-8.local=1],[compute-3-9.local=1], \
[compute-3-10.local=1]
tmpdir /tmp
shell /bin/csh
prolog NONE
epilog NONE
shell_start_mode posix_compliant
starter_method NONE
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suspend_method NONE
resume_method NONE
terminate_method NONE
notify 00:00:60
owner_list NONE
user_lists NONE
xuser_lists NONE
subordinate_list gpu.q=28
complex_values NONE
projects NONE
xprojects NONE
calendar NONE
initial_state default
s_rt INFINITY
h_rt INFINITY
s_cpu INFINITY
h_cpu INFINITY
s_fsize INFINITY
h_fsize INFINITY
s_data INFINITY
h_data INFINITY
s_stack INFINITY
h_stack INFINITY
s_core INFINITY
h_core INFINITY
s_rss INFINITY
h_rss INFINITY
s_vmem INFINITY
h_vmem INFINITY
8.3.2. gpu.q
qname gpu.q
hostlist @allhosts
seq_no 20
load_thresholds np_load_avg=1.75
suspend_thresholds NONE
nsuspend 1
suspend_interval 00:05:00
priority 0
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min_cpu_interval 00:05:00
processors UNDEFINED
qtype BATCH INTERACTIVE
ckpt_list NONE
pe_list make mpi mpich orte
rerun FALSE
slots 1,[compute-1-0.local=1],[compute-1-1.local=1], \
[compute-1-2.local=1],[compute-1-3.local=1], \
[compute-1-4.local=1],[compute-1-5.local=1], \
[compute-1-6.local=1],[compute-1-7.local=1], \
[compute-1-8.local=1],[compute-1-9.local=1], \
[compute-2-0.local=1],[compute-2-1.local=1], \
[compute-2-2.local=1],[compute-2-3.local=1], \
[compute-2-4.local=1],[compute-2-5.local=1], \
[compute-2-6.local=1],[compute-2-7.local=1], \
[compute-2-8.local=1],[compute-2-9.local=1], \
[compute-3-0.local=1],[compute-3-1.local=1], \
[compute-3-2.local=1],[compute-3-3.local=1], \
[compute-3-4.local=1],[compute-3-5.local=1], \
[compute-3-6.local=1],[compute-3-7.local=1], \
[compute-3-8.local=1],[compute-3-9.local=1], \
[compute-3-10.local=1]
tmpdir /tmp
shell /bin/csh
prolog NONE
epilog NONE
shell_start_mode posix_compliant
starter_method NONE
suspend_method NONE
resume_method NONE
terminate_method NONE
notify 00:00:60
owner_list NONE
user_lists NONE
xuser_lists NONE
subordinate_list NONE
complex_values gpu=TRUE
projects NONE
xprojects NONE
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calendar NONE
initial_state default
s_rt INFINITY
h_rt INFINITY
s_cpu INFINITY
h_cpu INFINITY
s_fsize INFINITY
h_fsize INFINITY
s_data INFINITY
h_data INFINITY
s_stack INFINITY
h_stack INFINITY
s_core INFINITY
h_core INFINITY
s_rss INFINITY
h_rss INFINITY
s_vmem INFINITY
h_vmem INFINITY
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8.4. Rendimiento de red
Aqu´ı se muestran las tablas con todos los datos de transferencia entre mesas. Los datos fueron
tomados cuando estaba instalado el switch a fast-ethernet. No´tense que en los dos primeros instantes
de tiempo, la transferencia es casi nula.
Cliente en la Mesa 1:
Figura 12: Velocidad de transferencia de red entre dos nodos de la mesa 1
Figura 13: Velocidad de transferencia de red entre un nodo de la mesa 1 y otro de la mesa 2
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Figura 14: Velocidad de transferencia de red entre un nodo de la mesa 1 y otro de la mesa 3
Cliente en la Mesa 2:
Figura 15: Velocidad de transferencia de red entre un nodo de la mesa 2 y otro de la mesa 1
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Figura 16: Velocidad de transferencia de red entre dos nodos de la mesa 2
Figura 17: Velocidad de transferencia de red entre un nodo de la mesa 2 y otro de la mesa 3
Cliente en la Mesa 3:
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Figura 18: Velocidad de transferencia de red entre un nodo de la mesa 3 y otro de la mesa 1
Figura 19: Velocidad de transferencia de red entre un nodo de la mesa 3 y otro de la mesa 1
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Figura 20: Velocidad de transferencia de red entre dos nodos de la mesa 3
51
8.5. Resultados benchmarck CPU
En este apartado mostramos los diferentes resultados de los bechmark realizados en Ordis, as´ı
como su equivalente en Euler, el Clu´ster de la UA.
Benchmark LU:
Ordis
Iteration Class Total processes Time in seconds Mop/s total Mop/s process
0 D 32 1078,62 36989,65 1155,93
1 D 32 1078,62 36989,65 1155,93
2 D 32 1253,26 31835,23 994,85
3 D 32 1119,25 35647,01 1113,97
4 D 32 768,7 51902,87 1621,96
5 D 32 1208,35 33018,39 1031,82
6 D 32 1121,46 35576,93 1111,78
7 D 32 1063,83 37504,07 1172
8 D 32 1122,01 35559,46 1111,23
9 D 32 1062,26 37559,57 1173,74
10 D 32 778,17 51271,58 1602,24
11 D 32 1210,62 32956,69 1029,9
12 D 32 1061,73 37578,29 1174,32
13 D 32 1068,29 37347,43 1167,11
14 D 32 759,02 52565,38 1642,67
15 D 32 1066,91 37395,63 1168,61
16 D 32 763,4 52263,15 1633,22
17 D 32 1120,64 35602,65 1112,58
18 D 32 1207,19 33050,21 1032,82
19 D 32 1245,66 32029,46 1000,92
20 D 32 1064,35 37485,76 1171,43
21 D 32 774,75 51498,06 1609,31
22 D 32 1214,05 32863,55 1026,99
23 D 32 1242,27 32117,07 1003,66
24 D 32 756,51 52739,32 1648,1
25 D 32 1122,52 35543,23 1110,73
26 D 32 774,36 51523,64 1610,11
27 D 32 1210,7 32954,32 1029,82
28 D 32 767,1 52011,34 1625,35
29 D 32 1208,04 33026,91 1032,09
30 D 32 1244,52 32059,01 1001,84
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31 D 32 758,14 52625,88 1644,56
32 D 32 765,19 52141,02 1629,41
33 D 32 1245,52 32033,09 1001,03
34 D 32 1209,15 32996,61 1031,14
35 D 32 760,83 52440,2 1638,76
36 D 32 1244,4 32061,99 1001,94
37 D 32 753,08 52979,78 1655,62
38 D 32 1119,55 35637,48 1113,67
39 D 32 1065,48 37445,8 1170,18
40 D 32 774 51545,1 1610,79
41 D 32 1213,25 32885,1 1027,66
42 D 32 773,3 51594,3 1612,32
43 D 32 1245,29 32039,03 1001,22
44 D 32 752,24 53039 1657,47
45 D 32 1122,86 35532,55 1110,39
46 D 32 1064,49 37480,8 1171,28
47 D 32 780,22 51137 1598,03
48 D 32 1211,26 32939,3 1029,35
49 D 32 759,42 52537 1641,78
50 D 32 1245,26 32039,7 1001,24
51 D 32 760,44 52467,03 1639,59
52 D 32 1117,11 35715,29 1116
53 D 32 1063,85 37503,2 1171,98
54 D 32 769,01 51882,5 1621,33
55 D 32 1207,4 33044,58 1032,64
56 D 32 758,21 52621,2 1644,41
57 D 32 1251,03 31892,07 996,63
58 D 32 758,39 52608,89 1644,03
59 D 32 1119,97 35624,16 1113,26
60 D 32 1065,55 37443,42 1170,11
61 D 32 767,08 52012,64 1625,4
62 D 32 1211,74 32926,06 1028,94
63 D 32 762,19 52346,71 1635,83
64 D 32 759,93 52502,11 1640,69
65 D 32 1247,22 31989,38 999,67
66 D 32 756,36 52749,69 1648,43
67 D 32 1119,92 35625,59 1113,3
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68 D 32 1067,83 37363,7 1167,62
69 D 32 778,5 51249,43 1601,54
70 D 32 1210,96 32947,2 1029,6
71 D 32 771,35 51724,76 1616,4
72 D 32 1252,87 31845,17 995,16
73 D 32 756,36 52749,6 1648,43
74 D 32 1117,98 35687,51 1115,23
75 D 32 754,77 52861,1 1651,91
76 D 32 1066,79 37399,97 1168,75
77 D 32 776,18 51402,63 1606,33
78 D 32 1208,5 33014,55 1031,7
79 D 32 761,13 52419,4 1638,11
80 D 32 1243,42 32087,23 1002,73
81 D 32 764,27 52204,21 1631,38
82 D 32 1117,37 35707,1 1115,85
83 D 32 1065,38 37449,51 1170,3
84 D 32 767,14 52008,84 1625,28
85 D 32 1209,8 32979,05 1030,6
86 D 32 762,21 52344,86 1635,78
87 D 32 761,72 52378,55 1636,83
88 D 32 1240,35 32166,8 1005,21
89 D 32 757,84 52646,69 1645,21
90 D 32 1124,48 35481,16 1108,79
91 D 32 1063,68 37509,34 1172,17
92 D 32 776,37 51390,43 1605,95
93 D 32 1208,88 33004,15 1031,38
94 D 32 759,91 52503,69 1640,74
95 D 32 1244,74 32053,16 1001,66
96 D 32 764,84 52165,08 1630,16
97 D 32 765,37 52128,79 1629,02
98 D 32 773,41 51587,14 1612,1
99 D 32 764,84 52165,08 1630,16
Euler
Iteration Class Total processes Time in seconds Mop/s total Mop/s process
0 D 32 7659,32 5209,07 162,78
1 D 32 1289,25 30946,71 967,08
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2 D 32 2382,23 16748,14 523,38
3 D 32 13924,45 2865,32 89,54
4 D 32 1219,83 32707,7 1022,12
5 D 32 8759,66 4554,74 142,34
6 D 32 1508,62 26446,73 826,46
7 D 32 1307,52 30514,26 953,57
8 D 32 11339,99 3518,34 109,95
9 D 32 1576,25 25311,93 791
10 D 32 2364,01 16877,2 527,41
11 D 32 13869,04 2876,76 89,9
12 D 32 1266,93 31491,78 984,12
13 D 32 9514,8 4193,25 131,04
14 D 32 1457,64 27371,55 855,36
15 D 32 1344,67 29671,25 927,23
16 D 32 9173,77 4349,13 135,91
17 D 32 1655,2 24104,65 753,27
18 D 32 1252,65 31850,8 995,34
19 D 32 8835,25 4515,77 141,12
20 D 32 1599,71 24940,73 779,4
21 D 32 1321,61 30188,92 943,4
22 D 32 9793,82 4073,79 127,31
23 D 32 1540,04 25907,05 809,6
24 D 32 1364,78 29234,05 913,56
25 D 32 8791,42 4538,28 141,82
26 D 32 1475,98 27031,46 844,73
27 D 32 1294,49 30821,36 963,17
28 D 32 9047,57 4409,79 137,81
29 D 32 1558,4 25601,86 800,06
30 D 32 1351,69 29517,15 922,41
31 D 32 10019,05 3982,21 124,44
32 D 32 1525,78 26149,14 817,16
33 D 32 1306,04 30548,79 954,65
34 D 32 10370,58 3847,22 120,23
35 D 32 1439,42 27717,96 866,19
36 D 32 1321,86 30183,13 943,22
37 D 32 9311,28 4284,9 133,9
38 D 32 1443,76 27634,72 863,59
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39 D 32 1231,49 32398,06 1012,44
40 D 32 8646,58 4614,3 144,2
41 D 32 1543,4 25850,75 807,84
42 D 32 1201,87 33196,65 1037,4
43 D 32 9665 4128,08 129
44 D 32 1445,67 27598,14 862,44
45 D 32 1358,39 29371,52 917,86
46 D 32 9251,81 4312,45 134,76
47 D 32 1440,26 27701,96 865,69
48 D 32 1366,22 29203,05 912,6
49 D 32 9368,99 4258,51 133,08
50 D 32 1455,23 27416,95 856,78
51 D 32 1362,61 29280,61 915,02
52 D 32 9469,27 4213,41 131,67
53 D 32 1510,68 26410,58 825,33
54 D 32 1374,13 29035,13 907,35
55 D 32 8646,05 4614,58 144,21
56 D 32 1618,85 24645,92 770,19
57 D 32 1353,19 29484,31 921,38
58 D 32 8466,84 4712,26 147,26
59 D 32 1507,44 26467,43 827,11
60 D 32 2051,33 19449,82 607,81
61 D 32 9154,47 4358,3 136,2
62 D 32 1616,58 24680,42 771,26
63 D 32 2385,08 16728,16 522,76
64 D 32 13439,72 2968,66 92,77
65 D 32 1582,63 25209,97 787,81
66 D 32 3111,74 12821,75 400,68
67 D 32 9882,29 4037,32 126,17
68 D 32 1514,81 26338,6 823,08
69 D 32 3111,7 12821,92 400,69
70 D 32 2411,64 16543,89 517
71 D 32 4790,61 8328,36 260,26
72 D 32 11075,3 3602,42 112,58
73 D 32 2038,11 19575,97 611,75
74 D 32 2029,86 19655,55 614,24
75 D 32 2211,22 18043,39 563,86
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76 D 32 5498,39 7256,29 226,76
77 D 32 2323,26 17173,27 536,66
78 D 32 2157,14 18495,77 577,99
79 D 32 2375,47 16795,83 524,87
80 D 32 2168,17 18401,67 575,05
81 D 32 2371,89 16821,16 525,66
82 D 32 2368,03 16848,58 526,52
83 D 32 2174,51 18348,01 573,38
84 D 32 7679,66 5195,27 162,35
85 D 32 2407,08 16575,21 517,98
86 D 32 10482,72 3806,07 118,94
87 D 32 2178,09 18317,87 572,43
88 D 32 2359,64 16908,45 528,39
89 D 32 2186,05 18251,12 570,35
90 D 32 2348,95 16985,44 530,8
91 D 32 1547,87 25776,07 805,5
92 D 32 2308,82 17280,69 540,02
93 D 32 2275,79 17531,48 547,86
94 D 32 2033,54 19619,94 613,12
95 D 32 4302,9 9272,34 289,76
96 D 32 2215,15 18011,42 562,86
97 D 32 2197,86 18153,12 567,29
98 D 32 4514,05 8838,61 276,21
99 D 32 4385,7 9097,28 284,29
Benchmark CG:
Ordis
Iteration Class Total processes Time in seconds Mop/s total Mop/s process
0 D 32 901,34 4041,65 126,3
1 D 32 4120,84 884,02 27,63
2 D 32 921,24 3954,35 123,57
3 D 32 4149,8 877,85 27,43
4 D 32 2983,48 1221,02 38,16
5 D 32 893,05 4079,17 127,47
6 D 32 2987,88 1219,22 38,1
7 D 32 918,36 3966,73 123,96
8 D 32 2976,99 1223,69 38,24
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9 D 32 920,09 3959,28 123,73
10 D 32 3007,57 1211,25 37,85
11 D 32 4166,81 874,27 27,32
12 D 32 898,45 4054,65 126,71
13 D 32 907,7 4013,35 125,42
14 D 32 912,17 3993,66 124,8
15 D 32 909,85 4003,83 125,12
16 D 32 932,19 3907,91 122,12
17 D 32 900,31 4046,29 126,45
18 D 32 923,03 3946,69 123,33
19 D 32 906,08 4020,49 125,64
20 D 32 919,93 3959,98 123,75
21 D 32 886,87 4107,58 128,36
22 D 32 932,62 3906,09 122,07
23 D 32 897.46 4015.63 125.79
24 D 32 903,26 4033,04 126,03
25 D 32 921,01 3955,32 123,6
26 D 32 907,98 4012,08 125,38
27 D 32 920,61 3957,06 123,66
28 D 32 910,47 4001,11 125,03
29 D 32 919,7 3960,98 123,78
30 D 32 899,74 4048,85 126,53
31 D 32 919,33 3962,58 123,83
32 D 32 905,53 4022,94 125,72
33 D 32 922,78 3947,77 123,37
34 D 32 896,69 4062,61 126,96
35 D 32 931,69 3909,99 122,19
36 D 32 887,6 4104,21 128,26
37 D 32 924,41 3940,78 123,15
38 D 32 926,61 3931,43 122,86
39 D 32 902,37 4037,03 126,16
40 D 32 922,13 3950,54 123,45
41 D 32 912,65 3991,58 124,74
42 D 32 914,74 3982,43 124,45
43 D 32 913,72 3986,87 124,59
44 D 32 924,71 3939,48 123,11
45 D 32 889,54 4095,26 127,98
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46 D 32 926 3934,04 122,94
47 D 32 910,49 4001,04 125,03
48 D 32 920,9 3955,82 123,62
49 D 32 892,35 4082,38 127,57
50 D 32 928,38 3923,95 122,62
51 D 32 895,12 4069,74 127,18
52 D 32 931,32 3911,56 122,24
53 D 32 934,22 3899,39 121,86
54 D 32 894,75 4071,4 127,23
55 D 32 933,5 3902,39 121,95
56 D 32 912,78 3990,99 124,72
57 D 32 903,15 4033,54 126,05
58 D 32 913,3 3988,73 124,65
59 D 32 918,88 3964,49 123,89
60 D 32 898 4056,69 126,77
61 D 32 932,98 3904,59 122,02
62 D 32 915,63 3978,55 124,33
63 D 32 913,52 3987,76 124,62
64 D 32 896,29 4064,42 127,01
65 D 32 929,61 3918,72 122,46
66 D 32 906,98 4016,52 125,52
67 D 32 927,16 3929,1 122,78
68 D 32 925,67 3935,42 122,98
69 D 32 883,74 4122,16 128,82
70 D 32 935,25 3895,11 121,72
71 D 32 901,37 4041,5 126,3
72 D 32 909,78 4004,16 125,13
73 D 32 907,29 4015,16 125,47
74 D 32 904,01 4029,7 125,93
75 D 32 887,14 4106,34 128,32
76 D 32 897,29 4059,88 126,87
77 D 32 897,55 4058,72 126,83
78 D 32 917,66 3969,78 124,06
79 D 32 896,83 4061,99 126,94
80 D 32 895,24 4069,17 127,16
81 D 32 916,94 3972,91 124,15
82 D 32 900,27 4046,43 126,45
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83 D 32 890,78 4089,55 127,8
84 D 32 892,84 4080,14 127,5
85 D 32 908,43 4010,1 125,32
86 D 32 916,35 3975,44 124,23
87 D 32 891,62 4085,71 127,68
88 D 32 895,51 4067,95 127,12
89 D 32 896,05 4065,5 127,05
90 D 32 886,95 4107,22 128,35
91 D 32 907,08 4016,07 125,5
92 D 32 906,49 4018,7 125,58
93 D 32 922,63 3948,38 123,39
94 D 32 909,16 4006,9 125,22
95 D 32 910,06 4002,94 125,09
96 D 32 920,92 3955,71 123,62
97 D 32 907,34 4014,94 125,47
98 D 32 916,36 3975,39 124,23
99 D 32 905,59 4022,68 125,71
Euler
Iteration Class Total processes Time in seconds Mop/s total Mop/s process
0
1 D 32 841,4 4329,56 135,3
2 D 32 1129,54 3225,12 100,78
3 D 32 790,25 4609,83 144,06
4 D 32 1248,91 2916,87 91,15
5 D 32 851,99 4275,77 133,62
6 D 32 1189,78 3061,81 95,68
7 D 32 896,7 4062,56 126,96
8 D 32 899,1 4051,71 126,62
9 D 32 951,6 3828,18 119,63
10 D 32 1209,11 3012,87 94,15
11 D 32 844,06 4315,93 134,87
12 D 32 1265,16 2879,4 89,98
13 D 32 11223,94 324,57 10,14
14 D 32 782,77 4653,84 145,43
15 D 32 601,99 6051,42 189,11
16 D 32 1188,74 3064,51 95,77
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17 D 32 745,1 4889,16 152,79
18 D 32 747,99 4870,27 152,2
19 D 32 1265,5 2878,62 89,96
20 D 32 770,2 4729,79 147,81
21 D 32 789,17 4616,14 144,25
22 D 32 1311,88 2776,86 86,78
23 D 32 760,15 4792,32 149,76
24 D 32 666,59 5464,95 170,78
25 D 32 961,58 3788,44 118,39
26 D 32 743,09 4902,34 153,2
27 D 32 711,04 5123,37 160,11
28 D 32 792,17 4598,61 143,71
29 D 32 740,11 4922,13 153,82
30 D 32 691,41 5268,79 164,65
31 D 32 794,18 4586,98 143,34
32 D 32 695,21 5240,01 163,75
33 D 32 633,8 5747,71 179,62
34 D 32 774,78 4701,87 146,93
35 D 32 714,45 5098,88 159,34
36 D 32 763,55 4771,02 149,09
37 D 32 782,3 4656,63 145,52
38 D 32 719,84 5060,68 158,15
39 D 32 768,62 4739,52 148,11
40 D 32 796,8 4571,9 142,87
41 D 32 743,86 4897,28 153,04
42 D 32 666,82 5463,08 170,72
43 D 32 778,68 4678,28 146,2
44 D 32 679 5365,07 167,66
45 D 32 705,57 5163,08 161,35
46 D 32 782,12 4657,72 145,55
47 D 32 673,96 5405,21 168,91
48 D 32 709,86 5131,84 160,37
49 D 32 777,94 4682,76 146,34
50 D 32 676,74 5383,05 168,22
51 D 32 664,31 5483,74 171,37
52 D 32 782,81 4653,6 145,43
53 D 32 668,76 5447,24 170,23
61
54 D 32 1315,12 2770,01 86,56
55 D 32 628,65 5794,79 181,09
56 D 32 1309,3 2782,33 86,95
57 D 32 1415,25 2574,03 80,44
58 D 32 595,53 6117,07 191,16
59 D 32 1230,27 2961,06 92,53
60 D 32 4913,55 741,4 23,17
61 D 32 670,76 5431,04 169,72
62 D 32 1261,5 2887,74 90,24
63 D 32 1102,6 3303,92 103,25
64 D 32 651,2 5594,13 174,82
65 D 32 794,41 4585,66 143,3
66 D 32 627,03 5809,8 181,56
67 D 32 1344,59 2709,3 84,67
68 D 32 488,82 7452,4 232,89
69 D 32 1300,02 2802,19 87,57
70 D 32 1404,8 2593,18 81,04
71 D 32 484 7526,61 235,21
72 D 32 1345,49 2707,49 84,61
73 D 32 4753,53 766,36 23,95
74 D 32 657,75 5538,42 173,08
75 D 32 1260,46 2890,14 90,32
76 D 32 916,48 3974,88 124,21
77 D 32 707,63 5148,02 160,88
78 D 32 777,19 4687,29 146,48
79 D 32 676,46 5385,28 168,29
80 D 32 1445,32 2520,48 78,77
81 D 32 478,28 7616,67 238,02
82 D 32 1289,87 2824,23 88,26
83 D 32 1419,42 2566,47 80,2
84 D 32 551,19 6609,16 206,54
85 D 32 1253,45 2906,3 90,82
86 D 32 4752,25 766,56 23,96
87 D 32 650,39 5601,08 175,03
88 D 32 1264,52 2880,85 90,03
89 D 32 949,27 3837,58 119,92
90 D 32 694,4 5246,15 163,94
62
91 D 32 781,55 4661,11 145,66
92 D 32 617,31 5901,24 184,41
93 D 32 1231,63 2957,79 92,43
94 D 32 558,65 6520,84 203,78
95 D 32 1329,76 2739,52 85,61
96 D 32 1286,94 2830,67 88,46
97 D 32 543,12 6707,4 209,61
98 D 32 1328,66 2741,78 85,68
99 D 32 4692,73 776,29 24,26
Benchmark MG:
Ordis
Iteration Class Total processes Time in seconds Mop/s total Mop/s process
0
1 D 32 841,4 4329,56 135,3
2 D 32 1129,54 3225,12 100,78
3 D 32 790,25 4609,83 144,06
4 D 32 1248,91 2916,87 91,15
5 D 32 851,99 4275,77 133,62
6 D 32 1189,78 3061,81 95,68
7 D 32 896,7 4062,56 126,96
8 D 32 899,1 4051,71 126,62
9 D 32 951,6 3828,18 119,63
10 D 32 1209,11 3012,87 94,15
11 D 32 844,06 4315,93 134,87
12 D 32 1265,16 2879,4 89,98
13 D 32 11223,94 324,57 10,14
14 D 32 782,77 4653,84 145,43
15 D 32 601,99 6051,42 189,11
16 D 32 1188,74 3064,51 95,77
17 D 32 745,1 4889,16 152,79
18 D 32 747,99 4870,27 152,2
19 D 32 1265,5 2878,62 89,96
20 D 32 770,2 4729,79 147,81
21 D 32 789,17 4616,14 144,25
22 D 32 1311,88 2776,86 86,78
23 D 32 760,15 4792,32 149,76
63
24 D 32 666,59 5464,95 170,78
25 D 32 961,58 3788,44 118,39
26 D 32 743,09 4902,34 153,2
27 D 32 711,04 5123,37 160,11
28 D 32 792,17 4598,61 143,71
29 D 32 740,11 4922,13 153,82
30 D 32 691,41 5268,79 164,65
31 D 32 794,18 4586,98 143,34
32 D 32 695,21 5240,01 163,75
33 D 32 633,8 5747,71 179,62
34 D 32 774,78 4701,87 146,93
35 D 32 714,45 5098,88 159,34
36 D 32 763,55 4771,02 149,09
37 D 32 782,3 4656,63 145,52
38 D 32 719,84 5060,68 158,15
39 D 32 768,62 4739,52 148,11
40 D 32 796,8 4571,9 142,87
41 D 32 743,86 4897,28 153,04
42 D 32 666,82 5463,08 170,72
43 D 32 778,68 4678,28 146,2
44 D 32 679 5365,07 167,66
45 D 32 705,57 5163,08 161,35
46 D 32 782,12 4657,72 145,55
47 D 32 673,96 5405,21 168,91
48 D 32 709,86 5131,84 160,37
49 D 32 777,94 4682,76 146,34
50 D 32 676,74 5383,05 168,22
51 D 32 664,31 5483,74 171,37
52 D 32 782,81 4653,6 145,43
53 D 32 668,76 5447,24 170,23
54 D 32 1315,12 2770,01 86,56
55 D 32 628,65 5794,79 181,09
56 D 32 1309,3 2782,33 86,95
57 D 32 1415,25 2574,03 80,44
58 D 32 595,53 6117,07 191,16
59 D 32 1230,27 2961,06 92,53
60 D 32 4913,55 741,4 23,17
64
61 D 32 670,76 5431,04 169,72
62 D 32 1261,5 2887,74 90,24
63 D 32 1102,6 3303,92 103,25
64 D 32 651,2 5594,13 174,82
65 D 32 794,41 4585,66 143,3
66 D 32 627,03 5809,8 181,56
67 D 32 1344,59 2709,3 84,67
68 D 32 488,82 7452,4 232,89
69 D 32 1300,02 2802,19 87,57
70 D 32 1404,8 2593,18 81,04
71 D 32 484 7526,61 235,21
72 D 32 1345,49 2707,49 84,61
73 D 32 4753,53 766,36 23,95
74 D 32 657,75 5538,42 173,08
75 D 32 1260,46 2890,14 90,32
76 D 32 916,48 3974,88 124,21
77 D 32 707,63 5148,02 160,88
78 D 32 777,19 4687,29 146,48
79 D 32 676,46 5385,28 168,29
80 D 32 1445,32 2520,48 78,77
81 D 32 478,28 7616,67 238,02
82 D 32 1289,87 2824,23 88,26
83 D 32 1419,42 2566,47 80,2
84 D 32 551,19 6609,16 206,54
85 D 32 1253,45 2906,3 90,82
86 D 32 4752,25 766,56 23,96
87 D 32 650,39 5601,08 175,03
88 D 32 1264,52 2880,85 90,03
89 D 32 949,27 3837,58 119,92
90 D 32 694,4 5246,15 163,94
91 D 32 781,55 4661,11 145,66
92 D 32 617,31 5901,24 184,41
93 D 32 1231,63 2957,79 92,43
94 D 32 558,65 6520,84 203,78
95 D 32 1329,76 2739,52 85,61
96 D 32 1286,94 2830,67 88,46
97 D 32 543,12 6707,4 209,61
65
98 D 32 1328,66 2741,78 85,68
99 D 32 4692,73 776,29 24,26
Euler
Iteration Class Total processes Time in seconds Mop/s total Mop/s process
0 D 32 190,79 16320,65 510,02
1 D 32 315,35 9874,13 308,57
2 D 32 223,68 13921,05 435,03
3 D 32 203,61 15292,97 477,91
4 D 32 222,49 13995,47 437,36
5 D 32 164,19 18965,33 592,67
6 D 32 254,48 12236,12 382,38
7 D 32 141,03 22079,52 689,98
8 D 32 296,64 10497,08 328,03
9 D 32 230,97 13481,42 421,29
10 D 32 139,59 22307,83 697,12
11 D 32 284,48 10945,59 342,05
12 D 32 524,14 5940,91 185,65
13 D 32 189,97 16391,54 512,24
14 D 32 292,74 10636,91 332,4
15 D 32 216,42 14388,19 449,63
16 D 32 201,61 15445,26 482,66
17 D 32 221,2 14077,21 439,91
18 D 32 167,99 18536,29 579,26
19 D 32 249,08 12501,54 390,67
20 D 32 137,09 22713,32 709,79
21 D 32 288,77 10783,28 336,98
22 D 32 238,62 13049,15 407,79
23 D 32 140,29 22195,65 693,61
24 D 32 283,69 10976,4 343,01
25 D 32 534,56 5825,12 182,04
26 D 32 201,72 15436,61 482,39
27 D 32 306,96 10144,16 317
28 D 32 223,24 13948,17 435,88
29 D 32 201,49 15453,93 482,94
30 D 32 223,42 13937,47 435,55
31 D 32 171,42 18165,06 567,66
66
32 D 32 246,84 12614,61 394,21
33 D 32 144,65 21527,35 672,73
34 D 32 291,23 10692,01 334,13
35 D 32 234,36 13286,61 415,21
36 D 32 143,13 21754,76 679,84
37 D 32 289,77 10746,03 335,81
38 D 32 536,26 5806,56 181,46
39 D 32 203,04 15335,86 479,25
40 D 32 301,99 10310,97 322,22
41 D 32 217,62 14308,47 447,14
42 D 32 203,29 15316,93 478,65
43 D 32 226,18 13767,43 430,23
44 D 32 182,75 17038,92 532,47
45 D 32 241,91 12871,85 402,25
46 D 32 146,92 21194,73 662,34
47 D 32 287,21 10841,83 338,81
48 D 32 248,61 12524,89 391,4
49 D 32 142,14 21907,39 684,61
50 D 32 287,64 10825,39 338,29
51 D 32 525,88 5921,19 185,04
52 D 32 201,47 15455,8 482,99
53 D 32 293,56 10607,33 331,48
54 D 32 222,94 13967,47 436,48
55 D 32 201,82 15428,65 482,15
56 D 32 226,64 13739,31 429,35
57 D 32 182,89 17025,56 532,05
58 D 32 251,84 12364,31 386,38
59 D 32 144,36 21570,06 674,06
60 D 32 291,48 10682,78 333,84
61 D 32 225,36 13817,48 431,8
62 D 32 147,26 21145,65 660,8
63 D 32 292,31 10652,62 332,89
64 D 32 519,8 5990,52 187,2
65 D 32 190,42 16352,24 511,01
66 D 32 297,07 10481,99 327,56
67 D 32 222,4 14001,33 437,54
68 D 32 203,55 15297,49 478,05
67
69 D 32 226,64 13739,49 429,36
70 D 32 186,8 16669,52 520,92
71 D 32 249,99 12455,91 389,25
72 D 32 143,78 21656,88 676,78
73 D 32 291,74 10673,31 333,54
74 D 32 240,94 12923,65 403,86
75 D 32 138,57 22471,6 702,24
76 D 32 287,05 10847,94 339
77 D 32 534,27 5828,18 182,13
78 D 32 204,58 15220,66 475,65
79 D 32 291,8 10671,19 333,47
80 D 32 228,58 13622,59 425,71
81 D 32 193,48 16093,67 502,93
82 D 32 226,8 13729,79 429,06
83 D 32 188,39 16528,95 516,53
84 D 32 244,84 12718,02 397,44
85 D 32 142,57 21840,31 682,51
86 D 32 301,73 10320,09 322,5
87 D 32 236,53 13164,89 411,4
88 D 32 145,87 21347 667,09
89 D 32 286,88 10854,3 339,2
90 D 32 525,98 5920,09 185
91 D 32 194,89 15977,11 499,28
92 D 32 292,59 10642,43 332,58
93 D 32 224,7 13857,6 433,05
94 D 32 205,07 15184,66 474,52
95 D 32 227,07 13713,25 428,54
96 D 32 191,59 16252,94 507,9
97 D 32 245,22 12698,39 396,82
98 D 32 142,13 21908,52 684,64
99 D 32 296,59 10498,73 328,09
Benchmark FT:
Ordis
Iteration Class Total processes Time in seconds Mop/s total Mop/s process
0 C 32 69,36 5715,17 178,6
1 C 32 65,98 6007,52 187,74
68
2 C 32 68,15 5816,61 181,77
3 C 32 68,63 5775,78 180,49
4 C 32 67,56 5867,19 183,35
5 C 32 68,88 5754,56 179,83
6 C 32 66,15 5992,52 187,27
7 C 32 68,97 5747 179,59
8 C 32 69,75 5683,35 177,6
9 C 32 68,43 5792,56 181,02
10 C 32 68,05 5824,89 182,03
11 C 32 69,27 5722,32 178,82
12 C 32 67,5 5872,32 183,51
13 C 32 68,44 5791,8 180,99
14 C 32 65,4 6060,96 189,4
15 C 32 68,09 5821,7 181,93
16 C 32 67,07 5910,19 184,69
17 C 32 66,85 5929,37 185,29
18 C 32 70,98 5584,84 174,53
19 C 32 68,83 5759,24 179,98
20 C 32 67,43 5878,83 183,71
21 C 32 66,43 5966,86 186,46
22 C 32 69,17 5730,91 179,09
23 C 32 67,95 5833,58 182,3
24 C 32 69,6 5695,6 177,99
25 C 32 67,39 5882,3 183,82
26 C 32 67,31 5889,28 184,04
27 C 32 67,53 5869,48 183,42
28 C 32 69,79 5679,9 177,5
29 C 32 67,94 5834,4 182,33
30 C 32 68,63 5775,75 180,49
31 C 32 69,72 5685,81 177,68
32 C 32 68,53 5783,85 180,75
33 C 32 68,94 5749,46 179,67
34 C 32 68,12 5818,95 181,84
35 C 32 69,39 5712,57 178,52
36 C 32 69,45 5707,13 178,35
37 C 32 66,69 5943,98 185,75
38 C 32 68,15 5816,43 181,76
69
39 C 32 67,84 5843,15 182,6
40 C 32 69,68 5688,44 177,76
41 C 32 66,19 5988,97 187,16
42 C 32 66,71 5942,28 185,7
43 C 32 68,52 5785,36 180,79
44 C 32 68,25 5808,04 181,5
45 C 32 66,85 5929,74 185,3
46 C 32 67,2 5898,48 184,33
47 C 32 67,47 5874,69 183,58
48 C 32 68,13 5817,71 181,8
49 C 32 68,44 5791,83 180,99
50 C 32 67,56 5867,31 183,35
51 C 32 66,46 5963,93 186,37
52 C 32 67,35 5885,63 183,93
53 C 32 65,72 6031,64 188,49
54 C 32 69,51 5702,59 178,21
55 C 32 66,82 5932,56 185,39
56 C 32 66,62 5949,89 185,93
57 C 32 66,94 5921,34 185,04
58 C 32 68,09 5821,75 181,93
59 C 32 67,87 5840,71 182,52
60 C 32 67,77 5848,88 182,78
61 C 32 68,32 5802 181,31
62 C 32 65,82 6022,64 188,21
63 C 32 69,29 5720,35 178,76
64 C 32 67,75 5850,77 182,84
65 C 32 69,24 5724,6 178,89
66 C 32 66,88 5926,88 185,22
67 C 32 67,54 5869,26 183,41
68 C 32 67,02 5914,09 184,82
69 C 32 68,4 5795,1 181,1
70 C 32 66,63 5949,1 185,91
71 C 32 68,99 5745,32 179,54
72 C 32 67,84 5843 182,59
73 C 32 67,88 5839,96 182,5
74 C 32 65,9 6015,13 187,97
75 C 32 67,54 5868,97 183,41
70
76 C 32 66,15 5992,2 187,26
77 C 32 70,29 5639,17 176,22
78 C 32 66,33 5975,56 186,74
79 C 32 67,63 5861,38 183,17
80 C 32 68,77 5763,57 180,11
81 C 32 70,6 5614,76 175,46
82 C 32 68,39 5795,65 181,11
83 C 32 67,81 5845,34 182,67
84 C 32 66,05 6001,65 187,55
85 C 32 68,08 5822,07 181,94
86 C 32 67,48 5874,33 183,57
87 C 32 69,05 5740,34 179,39
88 C 32 66,96 5919,38 184,98
89 C 32 69,54 5700,48 178,14
90 C 32 66,4 5969,6 186,55
91 C 32 68,04 5825,53 182,05
92 C 32 66,44 5965,83 186,43
93 C 32 68,22 5810,39 181,57
94 C 32 69,44 5708,36 178,39
95 C 32 66,16 5991,64 187,24
96 C 32 67,8 5846,53 182,7
97 C 32 69,01 5743,66 179,49
98 C 32 67,65 5859,58 183,11
99 C 32 68,33 5800,68 181,27
Euler
Iteration Class Total processes Time in seconds Mop/s total Mop/s process
0 C 32 54,14 7321,4 228,79
1 C 32 26,96 14703,39 459,48
2 C 32 52,92 7490,82 234,09
3 C 32 775,37 511,23 15,98
4 C 32 28,1 14106,24 440,82
5 C 32 51,07 7762,24 242,57
6 C 32 39,15 10123,98 316,37
7 C 32 30,16 13143,62 410,74
8 C 32 26,3 15069,67 470,93
9 C 32 50,12 7909,15 247,16
71
10 C 32 773,47 512,48 16,01
11 C 32 28,59 13865,57 433,3
12 C 32 29,31 13526,26 422,7
13 C 32 31,02 12776,89 399,28
14 C 32 46,37 8548,91 267,15
15 C 32 27,99 14160,33 442,51
16 C 32 50,49 7851,26 245,35
17 C 32 772,51 513,12 16,03
18 C 32 27,85 14232,22 444,76
19 C 32 29,32 13519,13 422,47
20 C 32 29,77 13314,66 416,08
21 C 32 43,09 9199,91 287,5
22 C 32 26,06 15207,68 475,24
23 C 32 48,58 8158,78 254,96
24 C 32 774,11 512,06 16
25 C 32 27,4 14467,62 452,11
26 C 32 27,94 14187,7 443,37
27 C 32 29,06 13640,36 426,26
28 C 32 62,51 6341,67 198,18
29 C 32 26,23 15110,98 472,22
30 C 32 58,6 6764,41 211,39
31 C 32 768,86 515,55 16,11
32 C 32 27,2 14573,63 455,43
33 C 32 27,87 14225,11 444,53
34 C 32 29,31 13525,13 422,66
35 C 32 51,93 7632,67 238,52
36 C 32 29,25 13552,97 423,53
37 C 32 50,8 7802,5 243,83
38 C 32 773 512,79 16,02
39 C 32 28,34 13987,9 437,12
40 C 32 28,75 13785,86 430,81
41 C 32 30,26 13098,17 409,32
42 C 32 42,51 9323,68 291,36
43 C 32 21,65 18306,27 572,07
44 C 32 54,71 7245,87 226,43
45 C 32 771,68 513,67 16,05
46 C 32 26,85 14762,89 461,34
72
47 C 32 29,91 13252,87 414,15
48 C 32 29,39 13489,3 421,54
49 C 32 47,1 8415,87 263
50 C 32 27,53 14400,39 450,01
51 C 32 53,87 7357,61 229,93
52 C 32 774,23 511,98 16
53 C 32 26,64 14881,04 465,03
54 C 32 35,55 11151,28 348,48
55 C 32 29,2 13573,48 424,17
56 C 32 45,69 8676,51 271,14
57 C 32 26,81 14782,76 461,96
58 C 32 58,79 6742,09 210,69
59 C 32 769,29 515,27 16,1
60 C 32 26,7 14846,95 463,97
61 C 32 30,03 13198,94 412,47
62 C 32 29,05 13644,14 426,38
63 C 32 48,18 8226,39 257,07
64 C 32 27,88 14215,81 444,24
65 C 32 52,41 7563,42 236,36
66 C 32 769,64 515,03 16,09
67 C 32 27,33 14506,29 453,32
68 C 32 28,23 14042,39 438,82
69 C 32 30,3 13082,73 408,84
70 C 32 67,2 5898,62 184,33
71 C 32 22,28 17789,52 555,92
72 C 32 51 7772,29 242,88
73 C 32 779,4 508,58 15,89
74 C 32 28,87 13728,54 429,02
75 C 32 28,59 13866,2 433,32
76 C 32 29,8 13303,84 415,74
77 C 32 44,83 8841,71 276,3
78 C 32 24,85 15952,33 498,51
79 C 32 54 7340,58 229,39
80 C 32 766,93 516,85 16,15
81 C 32 27,44 14448,02 451,5
82 C 32 28,59 13863,24 433,23
83 C 32 30,94 12810,2 400,32
73
84 C 32 58,62 6761,99 211,31
85 C 32 27,26 14540,76 454,4
86 C 32 56,65 6997,73 218,68
87 C 32 768,94 515,5 16,11
88 C 32 28,95 13689,88 427,81
89 C 32 28,76 13784,87 430,78
90 C 32 30,22 13117,85 409,93
91 C 32 43,23 9170,32 286,57
92 C 32 25,34 15645,17 488,91
93 C 32 51,55 7689,49 240,3
94 C 32 774,12 512,05 16
95 C 32 27,54 14391,3 449,73
96 C 32 28,95 13693,06 427,91
97 C 32 30,64 12937,64 404,3
98 C 32 56,82 6976,37 218,01
99 C 32 27,06 14650,76 457,84
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8.6. Script de compilacio´n
#!/bin/bash
##########################################################################
#This script is for compile all types of code
##########################################################################
################################################################
# $1 Username in the system
# $2 Name of folder in the user given folder
# $3 Email of the user
# $4 Type of code if goes to cpu or gpu
# $5 Type of paralelims mpi or other
# $6 Priority of the job
# $7 N of nodes need
################################################################
user=$1
proyect=$2
email=$3
type=$4
typep=$5
priority=$6
nodes=$7
#funcion to wait file
function waitLock {
while [ -f "/export/home/.lock" ]
do
# echo "sleeping"
sleep 2m
done
}
#function check if I lock
function lock {
locket=0
while [ $locket -eq 0 ]
do
#trys to copy
cp /export/home/$user/projects/$proyect/.lock /export/home/ -n
#checks if I sucess lock
75
if [ "$(cat /export/home/.lock | grep $user$proyect)" != "" ]; then
locket=1
else
waitLock
fi
done
}
#Checks than an user has been given
if [ "$user" == "" ]; then
echo "ERROR NEED USERNAME"
exit
fi
#Checks than a forder has been given
if [ "$proyect" == "" ]; then
echo "ERROR NEED PROYECTNAME"
fi
#Checks than a email has been given
if [ "$proyect" == "" ]; then
echo "ERROR NEED AN EMAIL"
exit
fi
#Checks than a type has been given if not puts cpu
if [ "$type" == "" ]; then
type = "cpu"
fi
#Checks than a type of paralesim has been given if not puts other
if [ "$typep" == "" ]; then
typep = "other"
fi
#Checks than a number of nodes has been given if not puts 1
if [ "$nodes" == "" ]; then
nodes = "1"
fi
#Checks than a priority has been given if not puts 0
if [ "$priority" == "" ]; then
priority = "0"
fi
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#Checks than an user exits
if [ "$(getent passwd $user)" == "" ]; then
echo "ERROR USER NOT EXITS"
exit
fi
#Checks than a folder exist
if [ ! -d "/export/home/$user/projects/$proyect" ]; then
echo "ERROR FOLDER NOT EXIST"
exit
fi
#Compile Code in the folder
cd /export/home/$user/projects/$proyect
#Checks makefile
if [ ! -f "/export/home/$user/projects/$proyect/makefile" ]; then
echo "ERROR MAKEFILE DON’T EXIST"
exit
fi
#Create the .lock file for this build
echo "$user$proyect" > .lock
#Check if is another compilation in progress
#whaitLock
#check if locket
lock
#Compile
#set enviromental variables
#LD_lib and mpi
export PATH=$PATH:/opt/gridengine/lib/linux-x64:/opt/openmpi/lib
export PATH=$PATH:/export/library/:/opt/python/lib:/opt/openmpi/bin
# CUDA
export PATH=$PATH:/usr/local/cuda-7.5/include/:/usr/local/cuda-7.5/bin/
#Get bin name
make &> result &
#waits until make getiing the PID finish
wait $(ps | grep ’make’ |awk ’{print $1}’)
#Check errors makefile
if [ "$(cat result | grep error)" == "" ]
&& [ "$(cat result | grep Error)" == "" ]; then
#filename=$(gawk -F’ ’ ’{ print $3 }’ ./result | grep -v "\-o")
filename=$(find . -exec file {} \; | grep executable |cut -d: -f1)
77
rm ./result *.o -f
else
echo "ERROR IN COMPILATION"
#See what to do with the error exit
exit
fi
#elimitate the lock
rm /export/home/.lock
#calculate priorty
#Create run.sh
echo "#!/bin/bash" > run.sh
#Add default config for SGE
echo "#$ -cwd" >> run.sh
echo "#$ -j y" >> run.sh
echo "#$ -S /bin/bash" >> run.sh
echo "#$ -p $priority" >> run.sh
#Switch between mpi or other
if [ "$typep" == "mpi" ]; then
echo "#$ -pe orte $nodes" >> run.sh
fi
#Switch between cpu or gpu
if [ "$type" == "gpu" ]; then
echo "#$ -q gpu.q" >> run.sh
echo "#$ -hard -l gpu=1" >> run.sh
fi
#if is mpi change script to run other default
#Add starfile for know when starts the job
echo " echo \$(date +%k_%M_%m_%d_%y) > start " >> run.sh
#Add param.txt if exist
if [ "$typep" == "mpi" ]; then
if [ -a param.txt ]; then
echo "mpirun -np $nodes orte_forward_job_contol 1 $filename $(cat param.txt)" >> run.sh
else
echo "mpirun -np $nodes orte_forward_job_contol 1 $filename " >> run.sh
fi
else
if [ -a param.txt ]; then
echo "$filename $(cat param.txt)" >> run.sh
else
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echo "$filename " >> run.sh
fi
fi
#Add end file for know when finish
echo " echo \$(date +%k_%M_%m_%d_%y) > finish " >> run.sh
#Add time in milisecods for use of the sha256
echo "echo \$(date +%s%N) > end " >>run.sh
chown $user:projects ./$filename
chown $user:projects ./run.sh
chmod 775 ./run.sh
#Add run.sh to the queue
#########################################################
#Estructure of queue.txt for process de queue data
#path of run.sh
#priority
#type
#n of nodes that use
########################################################
#echo "/export/home/$user/proyect/run.sh:$priority:$type:$nodes" \
>> /export/ordisManager/queue.txt
#encole job
/usr/bin/sudo -u $user -i "/opt/gridengine/bin/linux-x64/qsub" \
"/export/home/$user/projects/$proyect/run.sh"
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