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ABSTRACT
A Simulation-Based Transfer Function Modeling Approach
for Responsive Production Planning
Jingang Liu

In this thesis, a novel statistical metamodeling method is proposed to study the inputoutput dynamic relations of general queueing system, especially when the system going
through transient state. This metamodeling approach incorporates discrete even simulation,
statistical inference, analytical queueing analysis to estimate a set of transfer function models
(TFMs), which fully describe the system dynamic in terms of outputs that are interested : first
and second moment of work-in-process (WIP) and first moment of departure rate.
Empirical queueing examples with non-Markov property are studied, including single
station-single server system, single-station multi-server with failure system and multi-station
multi-server with reentrant flow system and failure, following the proposed approach. TFMs
for such systems are obtained. Predictions of the system dynamics is estimated from these
TFMs under given system. Cross validation of the predicted outputs with simulation results
show that the proposed approach is very accurate in describing the system evolution under
both transient and steady states of general queueing system. Also, the proposed TFMs has
been applied to the general Jackson-network models, cross validation result shows that the
estimation results are promising as well.
The above proposed TFMs is integrated into a production planning model for a 5 station
in-tandem system with reentrant flow and machine failures. The demands are independent
and random with mean and distribution known. The production planning model estimates
both mean and variance of the expected total cost based on TFMs. Genetic algorithm (GA)

is employed to find the Pareto Front of such a production planning model. Objectives from
these Pareto Front points are compared with simulation results and proved the accuracy of
the production planning model based on TFMs.
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Chapter 1
Introduction
The goal of any manufacturing facility is to utilize the available resources (materials,
labor, machine, etc.) to satisfy demand in the most efficient manner. Production
planning is an important part of production management [73] and is concerned with
finding the best release plan of jobs so that the actual outputs over time satisfy the
predetermined requirements [66] with the least cost. Production planning is usually
performed by dividing the planning horizon into a number of discrete time buckets
and determining the quantity of jobs to be released within each time bucket with
the purpose of minimizing the total cost involved. This is clearly an optimization
problem with the decision variables being the quantities of jobs released within the
time bucket, and the objective being the total cost which usually includes inventory,
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work in process (WIP) and penalty cost.

1.1

Research Challenges

Evaluating the cost associated with a production plan is the basis to minimize the
total cost with respect to a plan, and is very challenging due to the variability (or
uncertainty) involved in the manufacturing planning environment. As pointed out by
Chen [12], two sources of variability are inherent in any production planning: fluctuation in product demand, and variation in operation work contents such as random
processing times and machine failures. The presence of such variability leads to two
major difficulties in production planning. (i) First, for any release plan, the total
cost incurred over the planning horizon is a random variable, and hence, a thorough
evaluation of a plan needs to be made based on the distribution of the associated
cost, or the mean and variance of that distribution which are considered as the most
important distribution characteristics. (ii) Second, it is difficult to quantify the dependence of the mean/variance of the total cost of the release plan. The cost depends
on the output performance of the manufacturing system over the planning horizon:
the quantity of products produced and the WIP (i.e., the number of jobs in the system). Due to the queueing effects resulting from the system variability, both these
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outputs are stochastic processes whose distributions evolve over time depending on
the input release of jobs and the initial status of the system (e.g., the WIP and inventory levels at the beginning of the planning period). So far, no analytical methods can
accurately characterize the relationships between the release plan and these stochastic outputs, which is not only nonlinear but also time-dependent. Simulation appears
to be the only approach that is able to provide good estimations based on numerical instances, but is computationally intensive and thus does not allow for real-time
“what-if” analysis.
The existing production planning work has not adequately addressed these two
difficulties, i.e., the risk assessment of a production plan and the quantification of the
input-output relationships for manufacturing systems. To the best of our knowledge,
no work in the literature has considered the risk factor (or variance of total cost)
in the production plan optimization. The majority of the work in production planning, including the widely used Material Requirements Planning (MRP) procedure
and most mathematical programming models (see 2.1.1), completely disregards the
stochastic nature of the problem and does not even consider the dependence of a
system’s outputs upon the input release (or the system workload). In these work, the
output performances (e.g., the WIP and cycle time) are treated as exogenous constant
parameters independent of the release decision. Ignoring this fundamental interde-
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pendency may well lead to inferior production plans [10,71]. Recently, research effort
has been devoted to addressing this input-output relationship in production planning
models , and the basic idea of this new stream of work is to integrate deterministic
mathematical programming with computer simulation. Some researchers (see 2.1.2
for detail) embedded iterative simulation in a mathematical programming model to
evaluate the effects of the release decisions upon the performance of a manufacturing
system. Other researchers developed the clearing function (CF) methods, in which
the CFs are first estimated from simulation and then incorporated in the optimization
model as constraints quantifying the dependence of expected WIP upon release rates
of jobs. In the linear/nonlinear programming models of these more recent work, simulation is used to refine or estimate static constraints, which only provides a snapshot
of the time-dependent input-output relationships. In addition, there is no guarantee
of convergence in the optimization search of these hybrid methods.

1.2

Research Objectives

In light of this, this research aims at addressing the difficulties involved in responsive
production planning.
The first objective of this research is to develop a statistical methodology to de-
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quately characterize a general queueing system’s input-output dynamic, which will
be represented by a number of transfer function models (TFMs). For a given system
of interest, this method assumes the availability of its simulation model, and fully
utilizes offline simulation time, which is typically plentiful in practice, to estimate
a number of TFMs. The TFMs are difference equations quantifying the nonlinear
time-dependent relationship between the release rate of jobs and the system output
performances, including the throughput of products and the first two moments of
work in process (WIP). This simulation-based transfer function modeling approach
combines the advantages of both existing transient analysis methods, i.e., computer
simulation and pure analytical methods, while avoiding their shortcomings. (i) The
TFMs embody the high fidelity of simulation to real systems since they are estimated
from detailed simulation data. (ii) The TFMs are difference equations, the discretetime counterpart of the ODEs provided by an analytical approach; supposing that
a certain input is fed to the system under given initial conditions, the TFMs can
be used to recursively compute the system’s future output performance in a timely
manner. Hence, the TFMs resulting from the proposed method are able to accurately
describe the transient behavior of realistic systems and, at the same time, they allow
for prompt “what-if” analysis.
The second objective of this work is to integrate the proposed TFMs into the
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optimization of production planning. The TFMs allow for the evaluation of the mean
and variance of the total cost associated with a release plan, which serves as the solid
basis for cost minimization with respect to the production plan. A multi-objective
genetic algorithm (GA) was adopted to search for the Pareto optimum [18] plans that
are the best in the sense of both the mean and variance of the total cost. The proposed
work is the first production planning method that is able to take into account both
the mean and variance of the total cost. This allows decision makers to evaluate the
expected cost as well as the risk involved in each production plan.

1.3

Overview of the TFMs Methodology

The proposed TFM method is three fold.
• Queueing analysis (Section 3.2): Queueing analysis is performed under fairly
general assumptions. Such a theoretical analysis, although inadequate to address the time-dependent behavior of realistic systems, sheds lights on the functional forms for the TFMs.
• Data collection via offline simulation (Section 3.3): Under selected input processes, simulations will be run to obtain paired input-output time series. The
author would like to emphasize that the simulation is carried out offline in
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advance of the need to make a decision.
• Transfer function modeling (Section 3.4): From the simulation data, statistical
methods to obtain the parsimonious TFMs (3.1) will be developed, which are
adequate to capture the system’s dynamic behavior.

1.4

Contribution of the Research

It is worth mentioning that the simulation-based transfer function modeling falls into
the category of metamodeling (Chapter 18 of [34]), which refers to the techniques that
utilize simulation to generate mathematical approximations quantifying the relationships implied by the simulation. This work, to the best of our knowledge, is the first
attempt to develop a metamodel that takes the form of difference equations, and applies it to the context where metamodeling can realize the maximum potential. Such
a context is articulated in [1] as follows: the time to exercise the simulation model
in advance of the decision making is relatively plentiful, whereas the decision-making
or decision-maker time is relatively scarce or expensive. The responsive production
planning mentioned above represents one of such contexts: simulation models for the
manufacturing system can be developed and kept running for weeks (or even months)
as soon as the system configuration has been established; while in case of production
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disruptions, a decision needs to be made quickly–as soon as possible–regarding how
to adjust the production plan for that system. The metamodel, i.e., the TFMs, fully
utilizes the plentiful offline simulation time and allows for responsive decision making
in time of urgency.
Utilizing the ability of the TFMs to timely and accurately predict a system’s
future evolution, our production planning model is able to find the Pareto optimum
plans that have the best performance in terms of not only the mean but also the
variance of the total cost. This research work provides the first production planning
method that is able to take into account both the mean and variance of the total cost
in real-time plan optimization.

1.5

Organization of the Dissertation

The remainder of this dissertation is organized as follows. Chapter 2 provides a
literature review of the existing transient analysis and production planning methods.
Chapter 3 is devoted to the simulation-based transfer function modeling approach
for the transient analysis of general queueing systems. In Chapter 4, the inputoutput dynamics described by the TFMs are utilized to perform the optimization of
production planning. Chapter 5 finishes this thesis with conclusions and discussions.

Chapter 2
Literature Review
Production planning refers to the problem of determining the proper rates of job
release into a manufacturing system to achieve the best overall performance. The
input decision here is the release rate (RR) of jobs, and the performance metrics of
interest include the throughput (TH), work in process (WIP), and cycle time (CT)
of jobs. Loosely speaking, WIP and CT play equivalent roles in terms of characterizing the system’s output performance. This is implied by the classic Little’s law
E[WIP] =TH×E[CT] assuming steady state: given TH, the expected CT can be calculated from the expected WIP, and vice versa. The transient Little’s law developed
by [5] gives the same indication for transient systems. In the proposed work, TH and
WIP are chosen as the outputs to be modeled by the TFMs, and our major task is
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to quantify this input-output (RR vs. multiple performance metrics) relationship.
For real manufacturing systems, both the RR input and the output indicators tend
to vary with time over a finite planning horizon. Hence, a manufacturing system may
rarely be operated in its steady state, and long-run stationary analysis may only offer
a poor approximation for system behavior. Green et al. [26] examined the effects of
non-stationarity on the performance of Markovian queueing systems, and concluded
that steady-state results deviate substantially from non-stationary behavior in the
cases they investigated. The limitations of the widely-used stationary models in
manufacturing are emphasized in [66, 67, 78]. Nevertheless, time-dependent behavior
is rarely considered in the context of production planning since transient analysis
of general queueing systems is extremely difficult. In the remainder of this chapter,
review of past literatures will be given. The literature review will be divided into two
parts: existing production planning models and transient analysis methods.

2.1

Production Planning

The production planning models in the literature can be divided into two categories:
load-independent and load-dependent models.

11

2.1.1

Load Independent Production Planning Models

The most widely used Material Requirements Planning (MRP) [70], and the later
introduced Capacitated Material Requirements Planning (MRP-C) [84] and Manufacturing Resources Planning (MRP-II) all belong to the load-independent models,
which treat the system performance (CT and WIP) as independent of the input
release. These models have been criticized ever since their introduction. The performance measures (e.g., CT) were considered as exogenous constants which are obtained
from steady stage simulation or historical data. Hence, they suffer from the serious
problem of planning circularity [71]: that is, to obtain a production plan the CT
of the products needs to be known, whereas the CT of a manufacturing system in
turn depends on the input plan which is to be determined. Some later works [62, 30,
31, 32] also adapted the MRP system to uncertain demand environments. However,
none of them resolves the fundamental issue of treating the CT as independent of the
manufacturing system. For detailed review of MRP, MRP-C, MRP-II please refer to
[86].
Deterministic linear and integer optimization models have been used for production planning since 1950’s [35, 36, 41, 87]. Hackman and Leachman [45] present
a generic linear programming (LP) formulation for production planning in a multistage system. In their model, available machine hours within each planning bucket is
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treated as a capacity and output time lags between stages need not be integer multiples of the planning bucket time. However, these time lags are still independent of
the system workload, and only represent delays such as transportation or curing time,
rather than congestion due to the queueing effects. Billington [6] proposed a general
LP model for multi-production, multi-period production planning, whose objective
is to minimize the inventory and labor costs. As pointed out by Hackman et al.
[45], LP models assume that production is instantaneous and uniformly distributed
across the planning bucket. Another anomaly for such LP models is that the dual
price of capacity is zero until the capacity constraint is saturated, implying 100%
resource utilization. However, queueing models suggest that the system performance
degrade nonlinearly as utilization reaches 100%, which implies a positive dual price
for capacity at lower utilization levels [4, 63]. For a complete review of LP models in
production planning, refer to the work by Thomas and McClain [85]. Other works,
which try to integrate this non-linear relationship into LP models, include [2, 22, 74,
75, 89].

2.1.2

Load Dependent Production Planning Model

Hackman and Leachman [ 45] were among the first researchers to incorporate the
load-dependent relationship into the linear programming (LP) models. They used a
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framework to model the non-integer lead times in a LP model, which allows the material release in one planning bucket to departure from the system at different planning
buckets. They use pre-established weights to associate the cumulative output in a
planning bucket to the input release. Later, Learchman [57] improved this model by
obtaining the weights from historical data of CT. This model provides the basis for
IMPReSS, a successful industrial application at Harris Corporation [58], the winner
of the INFORMS Franz Edelman Award. Implementation of IMPReSS improved the
on-time delivery from 75% to 95%. Caramanis et al. [11] developed an LP model,
in which the lead time is modeled as a nonlinear function of the workload, which
is built upon general queueing analysis estimates. Their lead time (cycle time)-work
load nonlinear function is based on steady state, assuming the planning bucket is long
enough for system to reach steady state. However, this nonlinear function is not able
to describe the system’s input-output behavior, but rather serves as a upper bound
to limit the output that can be produced within one planning bucket.
Hung and Leachman [47] combines the simulation and LP model and developed
an iterative approach for production planning. Their approach switches between
simulation, which estimates the weight of projected output, and LP model, which
takes the simulation results as certain kinds of constrains. However, research work
[48] has shown that convergence of such iterative approach is not guarantee, and it
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depends on the structure of the underlying production system.
Graves in 1986 [24], Karmarkar [42, 43, 44] and Srinivasan et al. [80] developed
the approach of integrating the clearing function (CF) idea into the mathematical
programming for production planning. Clearing functions are generally expressed in
the following form: Capacity = α(W IP ) × W IP = f (W IP ). Where α is the so-call
clearing factor. The clearing function models the system capacity as a function of the
workload (WIP). In [42], the clearing factor specifies the fraction of WIP that can
be completed (cleared) by a resource in a give period of time [71]. The CF functions
are stationary models and thus are not able to capture the dynamic evolution of the
system.
In light of the discussions above, all the existing production planning models fall
short in fully characterizing the nonlinear and time-dependent behaviors of manufacturing systems, which is a notoriously difficult task.

2.2

Transient Analysis of Queueing System

In the literature, both analytical methods and computer simulation have been used
to address the time-dependent behavior of queueing systems. For Markov queueing models, time-dependent ordinary differential equations (ODEs) can be developed
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to represent their input-output dynamics. However, analytical solutions to these
ODEs are rare. A few exceptions include the known solutions for the M/M/1 and
M(t)/G/∞ systems [28, 53], and the Ph(t)/Ph(t)/∞ systems investigated by Nelson
and Taaffe [68, 69]. The mainstay of the analytical work on transient analysis has
been the development of numerical solutions of the time-dependent ODEs characterizing the transient behavior of the Markov models. Ingolfsson et al. [39] provides
a fairly complete review of these methods including Rothkopf and Oren [76], Clark
[14], Gross and Miller [29], Taaffe and Ong [82], Green and Kolesar [25, 26], Eick et
al. [20, 21], Jennings et al. [40], and Massey and Whitt [61]. Other techniques for
approximating the transient behavior of queues include fluid approximations, which
are accurate when there is little variability, and diffusion models, which are good for
heavily loaded systems [13, 52, 60]. The analytical method developed in Riano [75]
can be considered as a parallel to the fluid and diffusion approximations. Green et
al. [27] also reviews various queueing methods for approximating the transient performance of service systems such as call centers. All these methods can be roughly
divided into two categories: those that are highly accurate but computationally intensive (comparable to detailed simulation), and those that are fast but inaccurate.
Nevertheless, a common limitation of these methods is that they rely on analytical
assumptions of one sort or another, and thus are inadequate to capture many features
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of realistic manufacturing systems such as non-Markovian interarrival/service times,
machine failures, reentrant product flows, etc.
Computer simulation is an alternative approach to address the transient behavior of queueing systems because of its high fidelity and flexibility, and also because
of its ease of use and wide acceptance among practitioners. The shortcoming of
simulation is that many replication runs are required to obtain good estimates of
time-dependent performance measures, and thus simulation is frequently too computationally demanding for real-time “what-if” analysis.
The objective of this work is to develop a TFMs-based approach, which is able to
overcome the drawbacks of the existing transient analysis methods, and to utilize the
system dynamics described by the TFMs to support responsive production planning.

Chapter 3
Evaluating the Transient Behavior
of Queueing Systems via Transfer
Function Modeling

3.1

TFMs Methodology

The system of interest will be considered as a queuing system that involves three
major time-dependent processes:
Q(t): the state process representing the number of jobs in the system at time t, with
t ∈ (−∞, ∞), the whole time axis.
17
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A(u, v): the random variable counting the number of arrivals in the system within
the time interval (u, v], u < v ∈ (−∞, ∞).
D(u, v): the random variable counting the number of departures in the system within
the time interval (u, v], u < v ∈ (−∞, ∞).
Both A(u, v) and D(u, v) are general point processes [15] that count the number
of event occurrences over a time interval, special examples for which include Poisson,
renewal, self-exciting processes, and marked point processes [16]. In this work, it is
assumed that neither the arrival pattern nor the service times depend on the state
of the system. Hereby (until Section 3.5.2), discussions will be restricted to a singlestation system. The extension to multi-station environment will be discussed in
Section 3.5.3.
Let H0 = {Q(t), A(−∞, t), D(−∞, t), t ∈ (−∞, 0]} denote the history of the
system evolution up to time 0. The question intended to address here is: at time
0, how to predict the system’s behavior from time 0 onward given the history H0 ?
Obviously, the following flow-balance equation holds for the system
Q(t) = Q(0) + A(0, t) − D(0, t)

t > 0,

where {A(0, t), t > 0} is considered as the independent variable (the input flow imposed on the system), and {Q(t), D(0, t), t > 0} the dependent variables representing
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the output performance of the system. Note that Q(t), A(0, t), and D(0, t) are all
time-varying random variables, and the objective of this work is to establish the
time-dependent relationship between these three processes. Defining the following
notations,
m1 (t) = E[Q(t)], the expectation (first moment) of the number of jobs in the system
at time t.
m2 (t) = E[Q(t)2 ], the second moment of the number of jobs in the system at time t.
a(t) = limδ→0+ δ −1 E{A(t, t + δ) > 0}, the expected arrival rate to the system at time
t.
d(t) = limδ→0+ δ −1 E{D(t, t + δ) > 0}, the expected departure rate from the system
at time t.
It is assumed that a(t) and d(t) exist and are finite. Usually, a(t) and d(t) are
also referred to as the intensity or rate of the corresponding point process. Denoting
y(t) = (m1 (t), m2 (t), d(t)) as the 3 × 1 vector including the output performance
variables, and x(t) = a(t) the input variable, the goal is to characterize the inputoutput dynamics of a queueing system by a number of TFMs:
y(t) = F(x(t − 1), x(t − 2), . . . , y(t − 1), y(t − 2), . . .),

(3.1)
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which is a discrete-time functional approximation that describes the dynamics of
the queueing system. The time t in equation (3.1) denotes discrete time points. In
the rest of this paper, t will be used to represent both continuous and discrete time
index, and any possible confusion is avoidable at the price of a negligible amount of
mental energy.
The vector function F in the TFMs (3.1) includes two equations, and is of the
same dimension as y(t). Each component of F is a difference equation relating an
output performance at time t to the input and output history of the system. Suppose
that given the current time 0 and the future time horizon is (0, T ]. Further given
the seed values of {x(t), y(t)}, which can be derived from H0 , we can use the TFMs
to compute recursively the system’s future performance {y(t), t ∈ (0, T ]} under any
input {x(t), t ∈ (0, T ]}.
To estimate the TFMs, which can accurately characterize the transient dynamics
of a general queueing system, the three steps as mentioned in 1.3 will be discussed
respectively in the following sections.
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3.2

Non-Stationary Queueing Analysis

In this section, analytical analysis on some simple queueing systems is performed to
gain insights to their non-stationary behavior.

3.2.1

An M(t)/M/∞ Example

For the purpose of intuition and motivation, let’s consider the input-output dynamics
of the simple queueing model M(t)/M/∞, which is one of the very few models whose
transient behavior can be characterized analytically. Suppose that the service rate
for each job is µ. From the Kolmogorov forward equations for the state probabilities
[77], the following equations for the M(t)/M/∞ can be easily derived:
m01 (t) = dm1 (t)/dt = x(t) − µ · m1 (t)

(3.2)

d(t) = µ · m1 (t)
These equations characterize the system evolution in terms of m1 (t) and d(t). Given
the initial state of the system at time 0, the numeric solution of y(t) = (m1 (t), d(t)),
t > 0 can be obtained for any input x(t), t > 0.
Unfortunately, the situation becomes much more complicated as a finite number
of servers is introduced or the Markovian assumption is relaxed. The objective of the
proposed work is to obtain a discrete-time approximation of equations like (3.2) for
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a general queueing system so that its dynamic behavior can be characterized.

3.2.2

A General Queue

Let’s consider a single-station queueing process Q(t) with arrivals A(t) and departures
D(t), as described in Section 1.3. The arrival and departure rates are denoted as a(t)
and d(t) respectively. The additional assumptions made solely for the analytical
analysis of this section are:

Pr{A(t, t + δ) > 1} = o(δ);

Pr{D(t, t + δ) > 1} = o(δ)

(3.3)

where o(δ) denotes any function that goes to zero with δ faster than δ itself.
Conditions (3.3) imply that there are no multiple simultaneous arrivals or departures, i.e., both A(t) and D(t) are orderly point processes [16].
Following the notation given in Section 1.3, let

an (t) =
dn (t) =

lim δ −1 Pr{A(t, t + δ) = 1, Q(t) = n}

δ→0+

lim+ δ −1 Pr{D(t, t + δ) = 1, Q(t) = n}

(3.4)

δ→0

Here, an (t) denotes the arrival rate at time t while there are n jobs (not including
the one that is about to enter) in the system, and dn (t) represents the departure
rate at time t with n jobs (including the one that is about to leave) in the system.
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Apparently, the following equation can be established:

a(t) =

∞
X

an (t) and d(t) =

n=0

∞
X

dn (t).

n=1

Suppose that the system consists of a single server with service time following a
general distribution, say G(τ ), where τ ∈ (τL , τU ), the feasible time range for the
service time. Jobs are served on a first come first serve basis. For this general
queue, the dynamic equations for the x(t)-y(t) relationship with x(t) = a(t) and
y(t) = (m1 (t), d(t)) have been derived in Appendix A and listed as following:
m01 (t) = a(t) − d(t)
Z
Z τU
a0 (t − τ )dG(τ ) +
d(t) =
τL

(3.5)
τU

τL

(d(t − τ ) − d1 (t − τ ))dG(τ )

Unlike equations (3.2) for the M(t)/M/∞ system, equations (3.5) for the general
queue are not closed, and thus not solvable: Aside from the input process a(t) and
the output processes of interest m1 (t) and d(t), (3.5) also involves unknown timedependent functions a0 (t) and d1 (t). However, for relatively heavily loaded queues
(utilization > 0.5), it is reasonable to assume that a0 (t), the arrival rate when no job
is in the system, and d1 (t), the departure rate when no job is in the waiting queue,
are relatively small and can be approximated by:
a0 (t) ≈ p0 (t) × a(t) ≈ e1 a(t) and d1 (t) ≈ p1 (t) × d(t) ≈ e2 d(t).
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Both e1 and e2 are small fractional constants. Further, taking the finite-difference
approximation of the derivative and integrals in (3.5), it is clear that the discrete approximations of equations (3.5) fall into the category of TFMs (3.1). Similar dynamic
equations have also been obtained for single-station systems with multiple servers in
Appendix A.
The analytical results (3.5) serve three purposes here. First, it shows that even
for a single-server queue with general arrivals and services (a simplest queue), its nonstationary behavior is analytically intractable. Hence, the approach of TFMs-based
discrete approximation may be appropriate for investigating the time-dependent behavior of general queueing systems. Second, as will become clear in Section 3.5 , the
basis of describing the dynamics of a multi-station system lies in the use of TFMs (3.1)
to approximate the transient behavior of a single station (or a group of stations that
can be considered as a whole), for which the single-station queue considered above
is fairly general and representative. Therefore, equations (3.5) strongly suggest that
the TFMs as (3.1) are likely to be successful in terms of capturing the system dynamics. As a matter of fact, it was these analytical results that motivated the author to
adopt the TFMs (3.1) in the first place. Third, equations (3.5) provide some valuable
insights as to the specific functional forms of the target TFMs, which is very useful
in the statistical fitting of the parametric models.
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As already noted, the additional assumptions (3.3) were made here solely for the
analytical analysis. Whereas the TFM modeling, as evident in Section 3.5, is expected
to be able to describe the dynamic behavior for general queueing systems with failures
and re-entrant flows. Next, in Sections 3.3 and 3.4, the issues associated with the
simulation-based TFM modeling will be discussed in detail.

3.3

Data Collection via Offline Simulation

In this part, how to obtain the simultaneous pairs of input-output observations
{(X(t), Y(t)), t = 1, 2, . . . , T } by running simulation is discussed. Note that the
capital letters here are used to represent the estimated time series obtained from
simulation.

3.3.1

Simulation

In this work, discrete event simulation models are constructed both in Matlab and
C++ to represent the queueing systems of interest. The simulation models are verified
and validated following the approaches recommended in Law and Kelton [56], such as
running the model with simplified assumptions to detect logical mistakes and testing
the model outputs under a variety of input settings, comparing simulation results
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from simple queueing system with known results. The input flow of entities A(t) is
modeled as a point process which is characterized by its first moment measure, i.e.,
the input rate a(t) (Section 1.3). As will be seen in Section 3.5, in our experiments
two types of input processes are fed to the system: Poisson and equilibrium renewal
processes with a(t) being a piece-wise constant function over time t (e.g., Figure 3.1
in section 3.5.1).
For a given queueing system, a number of, say I, simulation replications are performed with the input flow being a stochastic process characterized by a time-varying
rate. For replication i (i = 1, 2, . . . , I), the arrival, departure and state processes
{Ai (t), Di (t), Qi (t); t = 1, 2, . . . , T } are recorded. It is assumed that the system is observed at discrete, equal-spaced intervals of time, and that the basic sampling interval
∆t serves as the unit of time. The paired time series {(X(t), Y(t)), t = 1, 2, . . . , T }
are estimated as follows.

X(t) = b
a(t) =

I −1

Y1 (t) = m
c1 (t) = I

PI

i=1

−1

b =I
Y3 (t) = d(t)

Qi (t)

(3.6)

Q2i (t)

(3.7)

i=1

Y2 (t) = m
c2 (t) = I −1
−1

I
X

Ai (t − ∆t/2, t + ∆t/2)
∆t

I
X
i=1

PI

i=1

Di (t − ∆t/2, t + ∆t/2)
∆t
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It can be seen from (3.6) that both the arrival rate X(t) and the departure rate
Y3 (t) are defined in terms of the average number of occurrences per ∆t. The sampling interval should be sufficiently small to allow all the systematic variation which
occurred in the inputs/outputs to be taken account of. In our experiments, ∆t is
set to be one tenth of the expected processing time of the server, which is typically
smaller than the average interarrival time of entities.

3.3.2

Design of Simulation Experiments

Although the simulation involved in the proposed work is performed offline, it remains
important to design simulation experiments so that accurate TFMs can be obtained
at high computational efficiency.

Input Range of Interest
To collect data for investigating the system’s transient behavior, stochastic arrival
processes with piece-wise constant rate x(t) = a(t) are fed to the simulation model.
The different levels for x(t) are denoted as {x1 , x2 , . . . , xM }, and here the range of
interest for those input levels is established.
This work aims at characterizing the performance of a queueing system when it is
relatively heavily loaded, which is the typical situation for transfer line manufacturing.
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The capacity of a system µ(Π), defined as the upper limit on the arrival rate for longterm stability, depends on the system configuration Π (e.g., number of servers, service
time, machine failures) in a single-job environment considered in this paper. Given
Π, existing queueing models [38, 55, 64] can be used to accurately or even exactly
calculate the capacity µ(Π) of real systems that involve batching, re-entrant flows,
machine setups, etc. Thus, in this paper the author use the analytically obtained
capacity µ(Π) to specify the range [xL , xU ] for the arrival rates {xi ; xi = 1, 2, . . . , M }
so that the facility is reasonably utilized. Denote the steady-state system utilization
by ρ = x/µ(Π), and the range for ρ is given as [ρL , ρU ]. Then, the input range for
arrival rates is given as:
[xL , xU ] = µ(Π)[ρL , ρU ]

(3.8)

In the experiments, the system utilization range [ρL , ρU ] = [0.5, 0.94] is set, which
covers relatively heavily loaded utilization range.

Experiment Design Strategies
In the context of this work, the design of experiments (DOE) needs to address the
following questions regarding the selection of input x(t) and the number of simulation
replications required.
First, how should {x1 , x2 , . . . , xM } be selected? This includes determining the size
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M and the values of xm (m = 1, 2, . . . , M ) with xm ∈ [xL , xU ]. In the proposed methods, such selection is guided by the system’s steady-state behavior, which has been
thoroughly investigated in the literature and a recent sequence of papers by Yang and
co-authors [90, 91, 92, 93]. Based on their empirical experience, five different arrival
rates, approximately evenly spread over relatively heavily utilized range [xL , xU ], are
sufficient to characterize the steady-state input-output relationships. That is, the system input rate is a step function with five levels, representing the five arrival rates.
Here, transient experiments inherit this five evenly-spaced arrival rates selection from
steady-state study:
(xL , xL + (xU − xL )/4, xL + 2(xU − xL )/4, xL + 3(xU − xL )/4, xU ).

(3.9)

Second, how to determine the sequence of these five arrival rates? It is desirable
to be able to examine the interaction effects of x(t) and y(t) = (m1 (t), m2 (t), d(t)).
For instance, does the same x(t) cause m1 (t) to respond in a different manner when
m1 (t) is at different values? In light of this, the author determine the sequence of
{x1 , x2 , . . . , x5 } in such a way that the minimum jumps (up or down) between the
successive levels of arrival rates is maximized. Initially at time 0− , the system is
empty and the arrival rate is x0 = 0, and the values of {x1 , x2 , . . . , x5 } is determined
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by
max min{|xm − xm−1 |, i = 1, 2, . . . , 5}

(3.10)

x1 ,x2 ,...,x5

The solution to (3.10) can be easily obtained by permutating the five different levels.
Third, how to determine the simulation length `m at each input level xm (m =
1, 2, . . . , M )? Preliminary simulation experiments are performed to determine the
(0)

length of transient period `m of initially empty system under input xm . The author
(0)

set `m = 2`m to ensure that sufficient data is collected in steady state, the reason of
which will become clearer in Section 3.4.1.
Fourth, how many replications should be performed at the selected time-varying
input process? The author use γ%, the desired precision of estimate Y1 (t) = m
c1 (t)

to determine the number of replications in a two-step sequential process. In the first

step, I0 replications are performed feeding the input process x(t) to the simulation.
Denoting m
b 1,0 (t) as the estimate from the I0 replications, and the maximum sample
standard deviation of m
b 1,0 (t) over the simulation period [1, T ] is given as:
(0)
σ
bmax
= max σ
b(m
b 1,0 (t))
t=1,2,...,T

(3.11)

(0)

Let tmax be the time index that achieves σ
bmax . The number of replications I that is
(0)

likely to provide the desired precision γ% is estimated as: n = d(b
σmax )2 /(m
b 1,0 (tmax ) ×
γ%)2 e
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In the second step, I − I0 simulation replications are performed, and based on all
the simulation carried out, the time series estimates are obtained using equations (3.6)
and will be used for the TFM fitting discussed in Section 3.4.

3.4

Statistical Modeling Issues of the TFMs

The modeling of the system dynamic behavior is based on the pair estimates {X(t), Y(t), t =
1, 2, . . . , T } obtained from simulation experiments (Section 3.3.1). These estimates
are subject to random errors, and the author use the following parametric model to
represent the stochastic correspondent of the TFMs (3.1):
Y(t) = F(θ; X(t − 1), X(t − 2), . . . , Y(t − 1), Y(t − 2), . . .) + e(t),

(3.12)

b
where X(t) = b
a(t) and Y(t) = (m
c1 (t), m
c2 (t), d(t))
as given in (3.6). The term
e(t) = (e1 (t), e2 (t), e3 (t)) denotes the disturbance. The parameter vector θ includes

all the unknown parameters involved in the vector function F. For convenience of
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discussion, model (3.12) are written as:
Y1 (t) = F1 (θ 1 ; X(t − 1), X(t − 2), . . . , Y(t − 1), Y(t − 2), Y(t − 3), . . .) + e1 (t)
Y2 (t) = F2 (θ 2 ; X(t − 1), X(t − 2), . . . , Y(t − 1), Y(t − 2), Y(t − 3), . . .) + e2 (t)
Y3 (t) = F3 (θ 3 ; X(t − 1), X(t − 2), . . . , Y(t − 1), Y(t − 2), Y(t − 3), . . .) + e3 (t)
(3.13)

with θ = (θ 1 , θ 2 , θ 3 ). Our task here is to obtain the TFMs that are of the simplest
functional form and adequate to describe the system’s dynamic evolution based on
the paired simulation data (X(t), Y(t)).

3.4.1

Estimation of the TFMs

In this section, the fitting of the TFMs assuming that a specific functional form
(model structure) has been selected will be discussed.
Error Term
In this work, it is assumed that each disturbance ei (t) (i = 1, 2, 3) can be approximated by a stationary autoregressive moving average (ARMA) process [8], which can
be expressed as follows

ei (t) =

Ci (q)
wi (t)
Di (q)

i = 1, 2, 3.

(3.14)
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The white noise wi (t) is normally distributed with a mean of zero and a variance of
σi2 . The backward shift operator q −1 is defined by q −1 z(t) = z(t − 1), and q −m z(t) =
z(t − m). The operators Ci (q) and Di (q) are defined as:
Ci (q) =

∞
X

ci (k)q −k

(3.15)

k=0

Di (q) =

∞
X

di (k)q −k

i = 1, 2, 3.

(3.16)

k=0

For an ARMA process, the number of non-zero coefficients ci (k) (or di (k)), k =
0, . . . , ∞ is finite, and typically does not exceed two [8].
Two-Step Fitting Process
Since the error terms {ei (t), i = 1, 2, 3} are not i.i.d (identically and independently
distributed) normal, a two-step fitting process to estimate the TFMs are proposed.
First, the TFMs are fitted to the {X(t), Y(t), t = 1, 2, . . . , T } data using leastsquare methods [59] as if the errors were i.i.d normal. The residuals {e
ei (t), i = 1, 2, 3}
will be computed based on the resulting TFMs obtained in this step, and the ARMA
process that can best approximates eei (t) (i = 1, 2, 3) will be identified and estimated
following the approaches in [8]. That is, for eei (t) (i = 1, 2, 3), Ci (q) as in (3.15)

and Di (q) as in (3.16) will be completely specified with the estimated coefficients
{b
ci (k), k = 0, . . . , ∞} and {dbi (k), k = 0, . . . , ∞}; and the variance of the white noise
wi (t) can also be obtained as σ
bi2 .

34

Second, least square method has been used to refit the TFMs assuming that the
errors are given as the ARMA processes estimated from the previous step. Specifically,
the TFMs (3.13) will be transformed as follows to achieve additive white noise wi (t)/σi
(i = 1, 2, 3) with constant variance 1.
D1 (q)
D1 (q)
Y1 (t) =
F1 (θ 1 ; X(t − 1), X(t − 2), . . . , Y(t − 1), Y(t − 2), . . .) +
σ1 C1 (q)
σ1 C1 (q)
D2 (q)
D2 (q)
Y2 (t) =
F2 (θ 2 ; X(t − 1), X(t − 2), . . . , Y(t − 1), Y(t − 2), . . .) +
σ2 C2 (q)
σ2 C2 (q)
D3 (q)
D3 (q)
Y3 (t) =
F3 (θ 3 ; X(t − 1), X(t − 2), . . . , Y(t − 1), Y(t − 2), . . .) +
σ3 C3 (q)
σ3 C3 (q)

w1 (t)
σ1
w2 (t)
σ2
w3 (t)
σ3

b is the solution to the following optimization
The least-square fitted parameters θ
problem:

min SSE(θ)
θ
T X
3
X
Di (q)
Di (q)
=
[
Yi (t) −
Fi (θ i ; X(t − 1), X(t − 2), . . . , Y(t − 1), Y(t − 2), . . .)]2 ,
σ
C
(q)
σ
C
(q)
i i
i i
t=1 i=1
given time-series data {X(t), Y(t), t = 1, 2, . . . , T }. The process of the two-step
fitting process can be repeated until there is no significant changes in the fitted
TFMs. However, in our experience, it suffices to perform one round of the fitting
process to achieve well-estimated TFMs.
Stability
The dynamic TFMs are required to be stable: the TFMs should be able to converge
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to the system’s steady-state input-output relationships. Suppose that the input x(t)
is held constant at the level x. the outputs are written as y(x, t) to emphasizing
the dependence of the outputs on time t as well as on the input level x. With the
input held fixed at x, the dynamic outputs described by the TFMs should eventually
converge to y(x, ∞), the steady-state equilibrium. In the least square estimation
of the TFMs described above, no additional constraints were imposed on the model
fitting to ensure stability. Rather, in our method, the simulation data are collected
in such a way that a substantial amount of steady-state time series (Section 3.3.2)
are included. Hence, the TFMs fitted from the data also well reflect the steady-state
behavior of the system.
Statistical Inference
b has been proved,
In [59], the asymptotic normality of the least-square parameters θ

and the statistical inference on the estimated TFMs is discussed in Appendix B.

3.4.2

Model Selection

The estimation of the TFMs in Section 3.4.1 is based on a given functional form.
In this section, the selection of the most appropriate structure for the target model
are discussed. Achieving the parsimonious TFMs that can accurately describe the
system’s transient performance is difficult, and a number of venues in search of the
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best TFMs are resorted.

Identification of the Model Family
Transient Queueing Analysis
According to the transient queueing analysis in Section 3.5.2, the simplest possible
form for the TFMs is likely to be:
y1 (t) = b0 + b1 x(t − 1) + b2 y1 (t − 1) + b3 y2 (t − 1)

(3.17)

y2 (t) = c0 + c1 x(t − 1) + c2 y1 (t − 1) + c3 y2 (t − 1).

(3.18)

y3 (t) = d0 + d1 x(t − 1) + c2 y3 (t − 1).

(3.19)

Steady-State Behavior
The previous study performed in [90] suggests that models of the following functional
form can be used to approximate the steady-state behavior of real manufacturing
systems.
y1 (∞) ≈

P (x/µ(Π))
≈ P (x/µ(Π))[1 + x/µ(Π) + (x/µ(Π))2 + · · · ] (3.20)
1 − x/µ(Π)

y3 (∞) = x

(3.21)

Here, x denotes the constant rate of arrivals into the system, and µ(Π) denotes the
system capacity (Section 3.3.2). The stability condition requires: x/µ(Π) < 1. The
term P (x/µ(Π)) represents a polynomial function of x/µ(Π). As mentioned earlier,
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the TFMs are supposed to converge to the stationary equations (3.20) and (3.21) in
steady state. While equation (3.21) simply means that the departure rate is equal to
the arrival rate in the long run, Equation (3.20) indicates the possible existence of
higher-order polynomial terms such as x · d, x3 , and d3 in the TFMs. Note that y2
share the similar shape with y1 , because they are the first and second moment of the
number of jobs in process. Therefore, the similar model form will be used for y2 .
Empirical Experience
The above analysis assists to identify the potential TFMs as a model family that
may contain main effects, higher-order polynomials or interactions of historical inputs/outputs. In our work, TFMs of such a model family are used to explore the
transient behavior of a wide range of queueing systems that involve non-Markov interarrival and processing times, machine failures, re-entrant flows, etc. Based on our
experience, a model including up to third-order polynomials/interactions is sufficient
to provide an adequate description of the dynamic behavior of a general queueing
system:

yi (t) =

3−j 3−j−k
3 X
X
X
j=0 k=0

l=0

bjkl · y1j (t − 1) · y2k (t − 1) · xl (t − 1) f or i = 1, 2, 3

(3.22)

In (3.22), no higher time order term is included. The reason is that in our empirical
experience, the transient behavior of yi (t) (i = 1, 2, 3) mainly follows an exponential
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trend (Figures 3.2, 3.4, and 3.8), which can be adequately approximated by difference
equations of first time order.

Stepwise Model Selection
Stepwise model-building techniques for regression designs with a single depend variable are performed to select the parsimonious TFMs. The basic procedures for stepwise regression include : identifying an initial model, iteratively “stepping” and terminating the search. Good references on the discussion of stepwise regression method
can be found in [46, 19].
Given the model family identified in equation (3.22), the selection approach starts
with the most complicated model (3.22) as initial model. Backward elimination is
followed. Each regressor is tested for statistical significance. Then a Forward selection
approach will examine all the deleted regressors for significance, and any regressor
which shows significant contribution in explaining the explanatory variable will be
added back to the TFMs. The backward and forward selections are repeated until
no regressors can eliminated/added to the model or a specified maximum number of
steps has been reached.
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3.5

Empirical Examples

For a given simulation representing a general queueing system, the job is to describe
its transient behavior by generating a number of TFMs from simulation data. Using
such TFMs, a system’s future dynamics can be predicted in a timely manner without
running additional simulation, which could be very time consuming. In this part,
three examples are presented to illustrate the effectiveness of the proposed methods: an Ek (t)/G/1 system (Section 3.5.1), an M (t)/G/3 system with server failures
(Section 3.5.2), and a system with six different stations and re-entrant flows (Section 3.5.3). The first two single-station cases are selected from a number of queueing
models (Table 3.1) for which the TFM modeling methods have been successfully applied, and these queueing models are intended to show that the proposed methods
can handle a wide range of input flows and different types of service time distribution.
Note that in Table 3.1, ACV and SCV denote the coefficient of variation (CV) for
the distribution of interarrival times and service times respectively. Accurately characterizing the transient behavior of a single station (or a group of stations that can
be well approximated as a single one) serves as the basis for capturing the dynamics
of a multi-station system. In Section 3.5.3, the six-station example also involves reentrant flows, one of the main features of real semiconductor fabrication systems, and
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the specifics of extending the TFM modeling to multi-station systems are detailed
through this example.
Table 3.1: Single station system configurations
# Servers

Interarrival Time

ACV

Service Time

SCV

Failures

1∼3

exponential,Erlang,deterministic

0∼1

gamma

0.1 ∼ 1

Yes/No

For each queueing system, the proposed methods were applied for the generation
of the TFMs describing the system dynamics. Simulation experiments were performed
following the design strategies in Section 3.3, and the resulting data set, which will
be referred to as the estimation data set (EDS), will be used to estimate the TFMs
following the statistical modeling approaches in Section 3.4. With the fitted TFMs,
the future evolution of the system can be predicted under any input flow given the
history of the system. To evaluate the prediction provided by the TFMs, a validation
data set (VDS), which contains simulation data different than and independent of
those in the EDS, was collected and the system dynamics estimated from the VDS
was compared to that predicted by the TFMs. For all the numeric examples that
have been investigated, the resulting TFMs are able to accurately predict the future
evolution of the system, judging from the VDS-based cross validation.
Before discussing the results, it is worth mentioning that in our discrete TFMs,
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one time unit represents the sampling interval ∆t, which is set as about one tenth of
the expected service time of the most heavily utilized server (Section 3.3). To avoid
possible confusion, in the examples below, all the time periods (interarrival time,
service time, simulation length, and future horizon) are defined in terms of the time
unit ∆t.

3.5.1

An Ek (t)/G/1 System

Next a single-server system is test by the TFMs, whose service time follows a gamma
distribution with a mean of 10 time units (i.e., 10∆t) and standard deviation of 5
time unit. The interarrival time of entities follow an Erlang distribution with k = 25
stages (denoted as E25 ), corresponding to a coefficient of variation of 0.2.
To collect the time series data {X(t), Y(t)} for the TFM modeling, simulation
experiments were carried out by feeding to the system the arrivals with the piecewise arrival rate shown in Figure 3.1(a). Each piece in Figure 3.1(a) corresponds to a
stationary renewal process with a certain first moment measure (rate), the simulation
methods of which are discussed in [16] and implemented in our simulation model.
The five selected arrival rates are evenly-spaced to cover the system utilization range
of [0.5, 0.94], and they are sequenced in such a way that (3.10) is achieved. The
simulation length of each constant-rate period is selected to ensure that sufficient
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Figure 1: Release rate for estimation and validation data set for Ek/G/1 system
Figure 3.1: Release rate for estimation and validation data set for Ek/G/1 system
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data is obtained in steady state (Section 3.3.2). The number of simulation replications
performed in this case is 10000, which is determined following the two-step process
in Section 3.3.2 to achieve a relative precision level of γ = 5% for the estimate
Y1 (t) = m
c1 (t). From the multiple replications, the paired estimates {X(t), Y(t)} were
calculated using equations (3.6). With the collected EDS, the statistical modeling

methods (Section 3.4) were applied and the resulting TFMs for this Ek (t)/G/1 system

43

are given as follows:
m
c1 (t) = 1.0045m1 (t − 1) − 0.0798d(t − 1) + 0.0902x(t − 1)

−0.0512m1 (t − 1)x(t − 1) + 0.0452m1 (t − 1)d(t − 1)x(t − 1)

m
c2 (t) = 0.0567m1 (t − 1) − 0.0097d(t − 1) + 0.9469m2 (t − 1) − 0.0107m21 (t − 1)
−0.2830m1 (t − 1)d(t − 1) + 0.2494m1 (t − 1)a(t − 1)

(3.23)

+0.0705d(t − 1)m2 (t − 1) − 0.0121m2 (t − 1)a(t − 1)
b
d(t)
= 0.0032m1 (t − 1) + 0.9474d(t − 1) + 0.0431x(t − 1)

+0.0286m1 (t − 1)x(t − 1) − 0.0304m1 (t − 1)d(t − 1)x(t − 1)

Apparently, given the history (x(t), y(t) = (m1 (t), m2 (t), d(t)), t ≤ 0}, the fitted
TFMs (3.23) can be used to recursively compute the future performance for any
input x(t) over (0, T ], and the computational effort required is negligible.
To evaluate the accuracy of the TFMs (3.23), the VDS were collected by running simulation with the interarrival time following E25 and the time-varying arrival rate given in Figure 3.1(b). To avoid TFMs-based extrapolation, the arrival
rates in the VDS are set within the rate range [xL , xU ] used in the EDS. For the
VDS, 20000 simulation replications were performed, and highly accurate time series
y(t) = (m1 (t), m2 (t), d(t)) were obtained and considered as the “true” dynamic outputs with “zero” variance under the specified input flow. In Figure 3.2, the “true”
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outputs m1 (t), m2 (t) and d(t) are plotted as the dotted curves in Figure 3.2(a) and (b)
respectively. The solid curves in Figure 3.2 represent the predicted dynamic outputs
resulting from the fitted TFMs (3.23). To obtain the predicted curves, the TFMsbased recursive computation was initiated by using the first pair of time-series points
in the VDS as the seed values, and iteratively it leads to the prediction of the system evolution over the entire period given that the arrival rate follows Figure 3.1(b).
Figure 3.2 shows that the predicted dynamics from the TFMs almost coincide with
the “true” system evolution.

3.5.2

An M (t)/G/3 System with Failures

The system consists of three identical servers, and the service time follows Gamma
distribution with a mean of 10 time units and standard deviation of 2 time units. The
service time distribution of low coefficient of variation is again chosen here because in
our experience, the cases with high coefficient of variation (e.g., Exponential service
time) can be much more easily handled by the TFM modeling. In addition, for this
system, each server is subject to exponential failures. The mean time to failure is 36
time units and mean time to repair is 4 time units.
For the EDS, the Markov input flow is characterized by the arrival rates depicted
in Figure 3.3(a), while in the VDS, the rate of the Poisson arrivals fed to the system
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follow Figure 3.3(b). A total of 10000 simulation replications were performed for the
EDS, and 20000 carried out for the VDS to obtain the “true” dynamic outputs. As
Figure 3.2 for the Ek (t)/G/1 case, Figure 3.4 compares the “true” dynamic behavior,
represented by the dotted curves, with the system evolution predicted by the TFMs,
depicted by the solid curves, under the Markov input flow with the rate given in
Figure 3.3(b). Evidently, the TFMs-base prediction is highly accurate.

3.5.3

A Multi-Station System with Re-entrant Flows

The TFMs that well characterize the transient behavior of a single station (or a group
of stations) provide the building blocks for describing the dynamics of multi-station
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systems, as will become clear in this subsection. The TFMs-based modeling methods
is illustrated through the system depicted in Figure 3.5, which includes re-entrant
flows, one of the main features of real semiconductor fabrication systems. The system
consists of six stations with two re-entrant cycles: 2 → 3, and 4 → 5. Each entity has
to visit the first cycle twice before it enters the second cycle, which also needs to be
repeated by an entity for two times. Each station consists of three identical servers,
and all the service times follow Gamma distribution with a coefficient of variation of
0.5. The mean service time at each of the six stations is given in Table 3.2.

Station 1

Station 2

Station 3

Station 4

Station 5

Station 6

Figure 3.5: Flow chart for six stations in tandem system
.

Table 3.2: Six stations in tandem system configurations

Mean Service Time

Station 1

Station 2

Station 3

Station 4

Station 5

Station 6

10

10

7

10

7.8

10
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Extension to Multi-Station Systems
The basic idea to analyze a multi-station system is to decompose the system into a
number of subgroups, treat each subgroup as a single station, and characterize each of
them by its TFMs, like those in equations (3.23). The dynamic behavior of the entire
system can be described by the multiple sets of TFMs with each set corresponding
to a subgroup. The specifics are discussed as follows.
The decomposition of a target system is based on the identification of the most
heavily utilized stations (HUSs). A bottleneck station (BNS) is defined as a station
that has the maximum utilization in the system. A station whose utilization is above
80% of that of the BNS(s) is considered as a HUS. The HUSs are the stations that
restrict the entity flows and thus play a key role in determining the overall performance
of the system. For a given system, analytical queueing models in the literature [38,
55, 64] are available to perform utilization analysis for even the most complicated
manufacturing systems (i.e., semiconductor manufacturing systems), and thus the
HUSs can be identified analytically prior to the simulation-based transfer function
modeling. Denoting G as the number of HUSs in a system, the author suggest
formulating G subgroups: each subgroup includes one HUS, which dominates the
queueing behavior of the group, and some upstream/downstream non-HUSs of that
HUS.
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The system decomposition has to be made on a case-by-case basis. Here, a simple
illustration is provided through the example in Figure 3.5.
The six-station system was decomposed into two subgroups, mainly based on the
utilization analysis discussed above. Stations 3 and 5 are considered as HUSs, and
the rest stations are non-HUSs. Hence, Subgroup 1 contains Stations 1, 2, and 3;
and Subgroup 2 includes Stations 4, 5, and 6. As illustrated in Figure 3.6, in our
transient analysis, Subgroup i is characterized by the TFMs[i] , a set of TFMs like the
one in (3.23), with the superscript

[i]

denoting the group i (i = 1, 2). The input rate

to the first group a[1] (t) is the input rate to the entire system a(t), and the input rate
to the second group a[2] (t) is the departure rate from the first group d[1] (t). The two
sets of TFMs[i] (i = 1, 2), will be used to characterize the transient behavior of the
system and to predict the system dynamics under any input x(t).
The approach of decomposing a system into subgroups and characterizing each
group by a set of TFMs is obviously approximate. The rationale behind this approximation is two fold. First, the transient effects at non-HUSs are negligible, that is,
the time it takes for a non-HUS to reach steady state is negligible. Thus a subgroup
can be considered as a whole with its behavior dominated by the sole HUS. Second,
the implicit assumption made in modeling a subsequent group is that the departures
from the previous group (i.e., the arrivals to this subsequent group) are approximately
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completely characterized by the first moment measure, the departure rate. The practical validity of this assumption is assessed both theoretically and empirically. In [9],
the CV of the interdeparture time, denoted as cd , from a steady-state G/G/1 queue
is derived analytically. When the queue is heavily loaded, c2d can be approximated
as a · c2s + b with cs being the CV of the service time for the G/G/1, and a and
b are constants. Thus, the CV of the interdeparture time cd is considered as fixed
for a given station. Assume that the first two moments of the interdeparture time,
i.e., departure rate plus cd , are adequate to describe the departure process, then the
departure rate alone gives us a relatively complete picture with cd determined by the
station parameter. Aside from the analytical approximation, large amount of empirical data for the interdeparture time from G/G/s queues have been collected, which
have shown that the first moment measure carries sufficient information regarding
the departures.

x[1] (t
(t )

Group 1

x[ 2 ] (t ) = dˆ [1] (t )

Group 2

dˆ [ 2 ] (t
(t )

[2]
[2]
[2]
TFMs[1]: mˆ 1[1] ( t ) , m̂ [21] ( t ) & dˆ [1] ( t ) TFMs[2]: mˆ 1 ( t ), mˆ 2 ( t ) & dˆ ( t )

Figure 3.6: Decomposition of six stations in tandem system
.
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Modeling Results for the Multi-Station System
The author presents the modeling results of the six-station system which is decomposed into two subgroups as shown in Figure 3.6. The EDS was obtained by simulating the system with Poisson arrivals at a piecewise-constant rate x(t) similar to
that in Figure 3.3. A total of 20000 simulation replications were performed, and the
time series data {X [i] (t), Y[i] (t), t = 1, 2, . . .} were collected for the fitting of TFMs[i]
(i = 1, 2). The resulting two sets of TFMs[i] (i = 1, 2) can be used to predict the
system performance under any input X ∗ (t) (t ∈ (0, T ]), and the prediction consists
of two steps corresponding to two subgroups.
1. With X [1] (t) = X ∗ (t) and the identified history for Group 1, the TFMs[1] are
[1]
[1]
b [1] (t) = (m
used to recursively compute Y
b 1 (t), m
b 2 (t), db[1] (t)) for t ∈ (0, T ].

2. Given X [2] (t) = db[1] (t) and the identified history for Group 2, the TFMs[2] are
[2]
[2]
b [2] (t) = (m
then used to recursively compute Y
b 1 (t), m
b 2 (t), db[2] (t)) for t ∈ (0, T ].

The goodness of the fitted TFMs[i] (i = 1, 2) is evaluated based on the VDS, which is

obtained by simulating the system with Poisson arrivals following the piece-wise con[i]

[i]

stant rate given in Figure 3.7. From the VDS, time series y[i] (t) = (m1 (t), m2 (t), d[i] (t))
(i = 1, 2) were obtained, and considered as the “true” dynamic outputs. In Figure 3.8,
b[i] (t), the predicted outputs from the TFMs which are represented by the
comparing y
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Figure 3.7: Release rate of validation data for six stations in tandem system
.
solid curves, and the “true” system evolution y[i] (t) (i = 1, 2) which are denoted
as the dotted curves. Evidently, the TFMs[i] (i = 1, 2) can accurately predict the
dynamic outputs of this six-station system.

3.5.4

A Jackson Network System with Failures

The Jackson network models proposed by James Jackson in 1963 [49] have been
recognized as one of the “Ten Most Influential Titles of Management Sciences First
Fifty Years” by Management Science [50]. The Jackson network is a job-shop like
queueing system and has been one of the most widely studied systems in queueing
network theory. The Jackson network model can be described as: a network consisting
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of J nodes; Each node j, 1 ≤ j ≤ J, has an infinite buffer and sj identical servers,
and the service time of server j follows exponential with a rate of µj ; External jobs
arrive at node j as a Poisson process of rate λj . And when a job completes service
at node j, it immediately joins the queue at node k with probability pjk , 1 ≤ k ≤ J,
and leaves the network with probability p∗j = 1 −

PJ

k=1

pjk .

According to Jackson theory [49], when the utilization at each node is less than
1, the equilibrium state probability distribution exists and for state (k1 , k2 , . . . , kJ ) is
given by the product of the individual queue equilibrium distribution:
π(k1 , k2 , . . . , kJ ) = ΠJj=1 π(kj )

(3.24)

However, the Jackson theory (3.24) only applies to steady-state systems. In this
subsection, the proposed method is applied on a general Jackson network model with
failures. The Jackson network considered includes 4 stations. And each station has
multiple machines which are subject to random failures. The following table shows
the system parameters and the probability matrix of the system. Figure 3.9 illustrates
the product flows with the expected flow rates. All jobs enters system by station 1
and leave system from station 3 or 4.
Following the same experimental design strategies (section 3.3.2), the EDS was
obtained from simulation. The entire system were treated as a whole, and a single
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Figure 3.9: The flow diagram of the Jackson network
.
set of TFMs as those in (3.23) were fitted to describe the system evolution. Note
that for the Jackson network, the output performance includes four components:
m1 (t) and m2 (t), the first and second moments of the WIP in the system; d3 (t) and
d4 (t), the departure rate from station 3 and 4 respectively. An independent VDS was
obtained for the evaluation of the fitted TFMs. The results predicted by the TFMs
are compared with the “true” system evolution. The comparison is shown in Figure
3.10. Evidently, the fitted TFMs are able to capture the transient dynamics of such
a Jackson network.
It is worth mentioning that the decomposition described in Section 3.5.3 can also
be applied to the Jackson network. For instance, the network can be decomposed into
4 subgroups (or workstations), and each subgroup can be described by a set of TFMs.
The departures from an upstream subgroup serve as the arrivals to the downstream
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group.
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Table 3.3: The configuration of the Jackson network.
Station 1

Station 2

Station 3

Station 4

# of Machines

3

3

3

3

Service Rate

0.3

0.1

0.15

0.14

MTTF

900

900

900

900

MTTR

100

100

100

100

Failure time

Exponential Exponential Exponential Exponential

Repair time distribution

Exponential Exponential Exponential Exponential

Chapter 4
TFMs-Based Production Planning
Chapter 3 provided simulation-based statistical methods to characterize the transient
behavior of a manufacturing system by TFMs. In this part, the proposed TMFs will
be integrated into the production planning optimization, which can be loosely defined
as the problem of finding the best release plan of jobs so that the actual outputs
overtime satisfy the predetermined requirements [66].
The remainder of this chapter is organized as follows. In Section 4.1, the production planning optimization problem is defined and formulated. Section 4.2 utilizes
the input-output dynamics described by the TFMs to relate the optimization objective as a function of the system’s input release. A numerical example is provided in
Section 4.4.
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4.1

Formulation of Production Planning Problem

Following the existing production planning models, the optimization model for production planning was formulated. Again, suppose that the time interval ∆t determined in the transfer function modeling method (section 3.4) serves as the time unit.
All the times involved in production planning are measured in such a time unit (i.e.,
∆t). The planning horizon is denoted as (0, T ] with the length being T time units.
As in the existing production planning models, the planning horizon is divided into a
number of, say P , time period. The pth time period is represented by (sp , ep ], where
sp denotes the starting time, and ep the ending time of planning period p; both are
measured in terms of the time unit ∆t.
Parameters:
wp : WIP holding cost per time unit in period p.
hp : Finished goods (FG) inventory holding cost per time unit in period p.
bp : Backlogging cost per time unit in period p.
Dp : Demand quantity in period p; random variable that follows a pre-specified distribution obtained from forecasting models which are outside the scope of this
work. It is assumed that all demands are realized at the end of each planning
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period.
Independent decision variables:
The decision problem is to find the best or near optimum production plan represented
by the release rates over the planning horizon: {x(t); t = 0, 1, . . . , T }. It is assumed
that for t ∈ (sp , ep ], x(t) = xp ; that is, the release rate within each planning period is
constant. Thus, x = {xp ; p = 1, 2, . . . , P } are the decision variables to be determined
in the plan optimization. Denote Rp as the number of jobs to be released into the
system for processing in period p; Rp is closely associated with the decision variable:
Rp =

ep
X

t=sp

xt = (ep − sp ) × xp

(4.1)

Dependent variables:
Zp : Quantity of products produced in period p, which is the sum of {Z(t); t ∈
(sp , ep ]}, with Z(t) being the products produced within a time unit t. Therefore,
Zp =

ep
X

Z(t).

(4.2)

t=sp

Wp : Cumulative WIP in period p, which depends on {Q(t); t ∈ (sp , ep ]}, the number
of WIPs in the system over production planning period p:
Wp =

ep
X

t=sp

Q(t)

(4.3)
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Ip : Cumulative inventory level of FG at the end of planning period p. Let I0
represents the initial FG inventory, then the inventory level at the beginning of
each period can be written as follows:

I(s1 ) = I0

(4.4)

ep−1

I(sp ) = max{0, I(sp−1 ) +

X

t=sp−1

Z(t) − Bp−1 − Dp−1 }

(4.5)

where Bp−1 is defined as following.
Bp : The quantity of FG that cannot be satisfied on time at the end of planning
period p. The unmet demand is considered as backlog, and will be fulfilled at
the end of nearest planning period when enough FG is available. Bp can be
written as:
Bp = − min{0, I(sp−1 ) +

ep
X

t=sp

Z(t) − Bp−1 − Dp }

(4.6)

Hence, given the initial value I0 and B0 , {Ip , Bp ; p = 1, 2, . . . , P } can be obtained
recursively depending on the products produced and customer demand during
the planning horizon.
It is assumed that after the planning horizon, demands for each product type
will continue forever following the same rate as in the last planning period [47]. An
extra post-planning period is added, during which the demands are satisfied by the
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products that are released but not finished during the planning horizon. This extra
period lasts until all the release during the planning horizon have been completed.
Thus, the cost objective function associated with production plan x is:
L(x) =

P
+1
X
p=1

wp Wp +

P
+1
X

hp Ip +

p=1

P
+1
X

bp Bp

(4.7)

p=1

which is a random variable whose distribution depends on the decision x. The total
cost consists of three parts: the WIP holding cost, the inventory (FG) holding cost
and the backlog cost. The purpose of production planning is to minimize the mean
and variance of the total cost with respect to the release plan x.

4.2

Evaluation of the Total Cost Objective

The basis of the planning optimization lies in the ability to evaluate the total cost
objective for any release plan x. Next how to use the TFMs to obtain the three parts
of the total cost L(x) will be discussed respectively.
WIP holding cost
As can be seen from (4.3), the WIP holding cost

PP +1
p=1

wp Wp depends on Q(t). For a

plan x, the TFMs provide m1 (t) = E[Q(t)], and thus can be directly used to estimate
the first moment of the cumulative WIP holding cost within a planning period.
The variance of cumulative WIP holding cost within a planning period, which can
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be approximated as:

var[

ep
X

t=sp

Q(t)] ≈

ep
X

t=sp

ep −1
2

var[Q (t)] + 2

X

cov[Q(t), Q(t + 1)].

(4.8)

t=sp

In (4.8), var[Q2 (t)] = m2 (t) − (m1 (t))2 can be obtained from the outputs of the
TFMs (3.1). The component in the covariance cov[Q(t), Q(t + 1)] = E[Q(t)Q(t +
1)] − m1 (t) · m1 (t + 1) yet to be specified is cv(t) = E[Q(t)Q(t + 1)]. By nature,
cv(t) is similar to the second moment m2 (t), and a transfer function model like that
for m2 (t) can be estimated from simulation data to describe the evolution of cv(t) as
well using the methods in Chapter 3. Note that in 4.8, only the covariances between
successive WIPs are considered, which is a good approximation based on the author’s
empirical experience.
FG holding and backlog cost
The FG holding cost and backlog cost are closely related to the output {Zp ; p =
1, 2, . . . , P }, as shown in (4.5) and (4.6). The key to estimate the first two moments
of the FG holding and backlog cost is to characterize the random variables {Zp ; p =
1, 2, . . . , P }. In this work, the following assumptions are made in this regard. (i) Zp
is approximately normally distributed; since it is the sum of a relatively large number
of random variables (4.2), the normal assumption can be justified by the large sample
theory [56]. (ii) Zi and Zj are uncorrelated with each other for i 6= j, which is
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a practically reasonable assumption for non-overlapping time buckets. Appendix C
provides the details on how to derive the distribution (i.e., mean and variance) of Zp
from the TFMs.
With {Zp ; p = 1, 2, . . . , P } specified by P non-identical and independent normal
distributions, the FG holding and backlog cost can be evaluated by performing Monte
Carlo simulation. More specifically, for a demand scenario {Dp ; p = 1, 2, . . . , P }, a
realization of {Zp ; p = 1, 2, . . . , P } can be generated from their distributions, and
hence a realization of the cost can be calculated. From the realizations of the cost,
the mean and variance of the cost can be estimated.
Therefore, using the TFMs obtained from the previous chapter, the total cost
involved for any release plan x can be numerically evaluated.

4.3

Multi-Objective Optimization for Production
Planning

The optimization problem for production planning aims at minimizing two objective
functions, E[L(x)] and Var[L(x)], with respect to x, and thus is a multi-objective
problem (MOP). For an MOP, there generally does not exist any single solution
which can provide the optimal value on all the objectives, and thus it is of interest
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to generate a set of non-dominated solutions, where no objective can be improved
without worsening at least one other objective. The set of all non-dominated solutions
is referred to as the Pareto optimal front [18], and our goal is to obtain a set of
solutions for x as close as possible to the Pareto optimal front.
In this work, the Elitism Non-Dominated Sorting GA (NSGA-II) [18] provided
by the Matlab Optimization toolbox was adopted to solve the MOP in search of the
optimum production plan. The NSGA-II has the following features, which makes it
a standard and most widely used algorithm in solving an MOP [50].
• An efficient sorting procedure is embedded in NSGA-II to rank the candidate
solutions based on multiple criteria.
• In the multi-objective search of NSGA-II, an elitism-preserving approach is
developed which enhances the convergence toward the true Pareto optimal set.
• A parameterless diversity preservation mechanism is adopted to ensure the diversity and spread of solutions and to guide the search toward a uniformly
spread Pareto frontier.
• The constraint handling method does not rely on the use of penalty parameters.
The algorithm implements a modified definition of dominance in order to solve
constrained multi-objective problems efficiently.

68

• NSGA-II can handle both continuous and discrete design variables.
For NSGA-II, the user-specified parameters are: population size, mutation probability, elite number, maximum generation performed, and termination tolerance.

4.4

Numerical Results

The empirical system studies is the same as 3.5.3. The system composed of 6 stations. Each station has multiple identical machines and each machine subject to
random failures. Both the machine failure time and repair time follow Exponential
distribution with known mean value. The Production planning horizon is 15000 time
units (∆t), with five planning periods plus an extra planning periods as discussed
in 4.1. The decision variables are x = {x1 , x2 , . . . , x5 }. Three demand profile scenarios are considered: stable demand, increasing-decreasing demand and fluctuating
demand pattern. For each case, the Pareto frontier is found and the associated decision variable are tabled. The WIP holding cost, FG holding cost and backlog cost
per unit time used are 1, 2 and 5. This cost ratio represents the typical cost ratio for
semiconductor industrial as recommended by an anonymous reviewer.
To evaluate the accuracy of the estimated total cost from the TFMs based approach (plus Monte Carlo simulation), extensive discrete-event simulation was per-
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formed which is considered to be able to provide the “true” cost incurred by a production plan. Specifically, the TFMs-based optimization problem was solved by the
multi-objective GA. The resulting release plans (i.e., the solutions) were fed to the
detailed discrete-event simulation model for the evaluation of the total cost. The
mean and standard deviation of the total cost obtained from the TFMs approach
were compared with those from the discrete-event simulation.

4.4.1

Stable Demand Case

For this case, the mean demands for five planning periods stay constant and are given
as d = {180, 180, 180, 180, 180}. The demand within each planning period follows a
Normal distribution, with standard deviation equals one-tenth of the mean. Applying
the multi-objective GA algorithm with 1000 population size and 15 generation, the
solution set obtained is plotted in figure 4.1. The detailed optimization results are
shown in table 4.1. Each row represents one production plan, which includes five
decision variables, x = {x1 , . . . , x5 }. The mean and standard deviation of the total
cost estimated from the TFMs based approach and simulation are listed following
the decision variables. Comparing with the simulation results, the TFMs estimated
results are very close to the simulations. For all the release plans, the difference are
within 5% for mean total cost and 10% for the standard deviations.
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Figure 4.1: The solution set obtained from the multi-objective optimization for production planning (constant demand case).
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Table 4.1: Multi-objective optimization solutions for the constant demand case.
Decision variables
x1

x2

x3

x4

TFMs
x5

Mean

Stdev

Simulation
Mean

Stdev

0.7651 0.7618 0.7583 0.8348 0.7888 184209 69781 185813 73481
0.8257 0.7560 0.7501 0.7596 0.7089 157824 75006 167809 84214
0.7646 0.7588 0.7600 0.7530 0.7472 155568 75471 170239 92093
0.8340 0.7549 0.7508 0.7531 0.7146 159921 74087 170061 84366
0.7644 0.7602 0.7588 0.8003 0.7574 166205 72496 178433 86260
0.8266 0.7561 0.7489 0.7567 0.7402 160160 72881 170436 81046
0.7651 0.7597 0.7590 0.8263 0.7570 169984 69979 185753 80200
0.7646 0.7594 0.7599 0.8211 0.7368 165892 72560 178598 84356
0.7642 0.7592 0.7591 0.8025 0.7662 169636 71127 181406 84396
0.7641 0.7594 0.7574 0.7992 0.7625 168711 72041 178368 79014
0.7650 0.7571 0.7552 0.8286 0.8028 186915 69724 182548 72024
0.7640 0.7591 0.7584 0.7929 0.7565 165320 72683 170177 78057
0.7646 0.7586 0.7568 0.8076 0.7526 166378 72480 177440 84518
0.7655 0.7600 0.7555 0.8215 0.7451 168648 72300 178415 82010
0.7652 0.7585 0.7574 0.8177 0.7524 167387 72387 175845 77437
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4.4.2

Increasing - Decreasing Demand Case

Now, assuming the demand pattern first increases, and reaches the peak value at the
middle planning period. Then, the demand fall back. The mean demands are d =
{170, 190, 210, 190, 170}. The parameters for the GA algorithm as set as before. The
similar Pareto frontier can be found as well (Figure 4.2). The detailed optimization
results are listed in table 4.2.
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Figure 4.2: The solution set obtained from the multi-objective optimization for production planning (increasing-decreasing demand case).
.
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Table 4.2: Multi-objective optimization solutions for the increasing-decreasing demand case.
Decision variables
x1

x2

x3

x4

TFMs
x5

Mean

Stdev

Simulation
Mean

Stdev

0.8432 0.7371 0.8522 0.7376 0.7108 175499 94483 173368 90775
0.8428 0.6925 0.8605 0.7851 0.7857 192387 85475 182625 78895
0.8386 0.7252 0.8529 0.7543 0.8144 196843 84959 190719 80889
0.8445 0.7331 0.8618 0.7565 0.8178 197472 79992 194554 82992
0.8436 0.7397 0.8690 0.7569 0.7298 179546 88710 171461 76076
0.8443 0.7237 0.8521 0.7961 0.7211 179106 89757 174890 84695
0.8380 0.7276 0.8699 0.7270 0.7225 175513 93774 176843 90623
0.8292 0.7507 0.8536 0.7694 0.7399 181678 88695 180600 85389
0.8377 0.7427 0.8651 0.7551 0.7125 177569 92588 173930 86351
0.8396 0.7134 0.8577 0.7695 0.7654 184677 86053 175878 82763
0.8391 0.7268 0.8559 0.7868 0.7585 185750 85715 182222 81407
0.8434 0.7335 0.8510 0.7471 0.7403 177802 91140 174837 81695
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4.4.3

Fluctuating Demand Case

The last demand pattern consider is a fluctuating scenario. The demand repeats at
low and high two levels. The mean demands are d = {160, 210, 160, 210, 160}. The
parameters for the GA algorithm as set as before. The Pareto frontier is shown in
Figure 4.3. Table 4.3 shows the detailed optimization results.
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Figure 4.3: The solution set obtained from the multi-objective optimization for production planning (fluctuating demand case)
.
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Table 4.3: Multi-objective optimization solutions for the fluctuating demand case
Decision variables
x1

x2

x3

x4

TFMs
x5

Mean

Stdev

Simulation
Mean

Stdev

0.7129 0.8518 0.7142 0.8523 0.5974 168100 97110 177763 102296
0.7270 0.8497 0.7402 0.8579 0.6407 173671 86749 171094 81097
0.7212 0.8622 0.7153 0.7929 0.7842 194470 78080 184421 75951
0.8304 0.7106 0.8426 0.6281 0.7920 196368 76796 189949 78271
0.8165 0.7045 0.8411 0.7120 0.7120 181710 84438 178100 79958
0.8249 0.7172 0.8646 0.7096 0.6957 183819 82957 179122 73793
0.7156 0.8535 0.7549 0.8548 0.6404 174695 85397 173409 76375
0.8391 0.7055 0.8346 0.6634 0.8102 203650 75863 193339 73212
0.8397 0.7354 0.8735 0.7176 0.5950 180967 85374 180768 79258
0.7507 0.8663 0.6559 0.8201 0.6719 168875 90031 171892 93884

Chapter 5
Conclusions and Future Work

5.1

Conclusions

The originality of this work lies in the integration of statistical methods, computer
simulation, and queueing theory to tackle the ever-difficult yet critical research problem of characterizing the transient behavior of general queueing systems. Such an
approach is expected to overcome the computational burden of simulation and the
intractability of analytical methods for general queues.
The resulting TFMs from the proposed method are able to describe system dynamics and have two advantages. First, the TFMs embody the high fidelity of simulation since they are estimated from detailed simulation data. Second, the TFMs
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are difference equations, like the discrete approximations of the ordinary differential
equations provided by an analytical approach; supposing that a certain input is fed
to the system under given initial conditions, the TFMs can be used to recursively
compute the system’s future performance in a timely manner. The TFMs are able
to predict not only the first moment but also the second moment measure of the
system performance. To efficiently generate such TFMs for queueing systems, analytical queueing analysis were performed to suggest appropriate functional forms of
the TFMs; experimental design strategies were developed to efficiently collect data
via offline simulation; and statistical TFM fitting methods were developed to obtain
well-estimated TFMs from simulation data.
The proposed TFMs have been tested on a variety of transfer line queueing systems, ranging from single station with single machine, to multi-station with multimachine, systems with machine failures, reentrant flows and non-Markov arrival and
service time scenario. The TFMs can accurately quantify the dynamic relationships
between release rate and output performances for the tested transfer line type queueing system. The proposed methodology has also been successfully tested on Jackson
network type queueing system, which is parallel to the job shop type manufacturing
system.
Utilizing the dynamics captured by the TFMs, a new production planning method
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has been developed which is able to minimize the mean as well as the variance of the
total cost with respect to the production plan. The variance of the total cost is critical
to evaluate the risk of the production plan, and our method is the first one that allows
the consideration of the cost variance in a timely manner.

5.2
5.2.1

Future Work
Transient Analysis

The major limitation of the transfer function modeling approach for transient analysis
lies in the assumption that the time-varying arrival process to the system can be fully
characterized by its first moment measure, that is, the arrival rate. The TFMs take
the time-varying arrival rate as input, and predict the evolution of system outputs.
This assumption obviously holds for arrivals with exponential or constant interarrival times, which cover a wide range of applications in manufacturing and service.
However, for more general arrivals, using only the rate to characterize the arrival
processes is certainly a restrictive approximation. Hence, the future work will focus
on extending the current approach to incorporate into the TFMs the second moment
information of the arrival process.
The proposed transient analysis method has been evaluated by applying it to the
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transfer lines and job shops. In the future, application to other real manufacturing
systems will be performed. Systems involving labor factor will be considered. Including the labor factor into simulation model will require more deliberated simulation
modeling of the manufacturing system. This more detailed simulation model for such
systems is expected to be developed and the TFMs will be applied to demonstrate its
applicability. The future work will be to apply the TFMs approach to handle queueing system with more realistic manufacturing features, such as batching and rework.
Extending the TFMs to multi-product queueing systems will be also be studied. For a
multi-product queueing system, there will be more input variables and output performances. Model fitting and parsimonious regressor selection for such high dimension
TFMs will be studied as well.

5.2.2

Production Planning

The transient analysis method will be generalized to take into account the second
moment information of the system arrivals and to analyze real manufacturing systems
of higher complexity. The generalized TFMs will be incorporated into the production
planning method, which will be extended to handle systems that involve multiple
products, operators, batch processing, etc.

Appendix

Analytical Transient Analysis of a General SingleServer Queue
Following the notations in Sections 1.3 and 3.5.2, the equations (3.5) can be derived
for a general single-server queue with orderly arrivals and departures. The service
time of jobs follows distribution G(τ ), τ ∈ (τL , τU ).
The Kolmogorov forward equations for the state probabilities pn (t) = Pr{Q(t) =
n, n = 0, 1, 2, ...} are given as follows:
p0n (t) = an−1 (t) + dn+1 (t) − an (t) − dn (t); n ≥ 1

(a.1)

p0n (t) = dn+1 (t) − an (t); n = 0

(a.2)

Multiplying both sides of equations (a.1) and (a.2) by n and taking the sum across
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all values of n, will have
∞

m01 (t)

dE[m1 (t)] X
=
=
n · p0n (t) = a(t) − d(t)
dt
n=0

(a.3)

which is the first equation in (3.5). Recall that a(t) is the independent input variable representing the arrival rate of jobs, and m(t) and d(t) characterize the output processes of interest. Next, we proceed to derive the dynamic evolution of
d(t) =

P∞

n=1

dn (t).

We first consider dn (t) = limδ→0+ δ −1 Pr{D(t, t + δ) = 1, Q(t) = n}. A departure
will occur during the interval (t, t + δ] with n jobs in the system at time t if one of
the two following conditions holds:
(i) The system was empty at time t − τ , and onejob entered during the instant
(t − τ, t − τ + δ]. During the service of this job, which lasted for a period of τ ,
there were n − 1 new arrivals to the system.
(ii) A departure occurred during the instant (t − τ, t − τ + δ] while there are k ≥ 2
jobs in the system at time t − τ . Immediately after the departure, the service
for the first job in the queue was initiated and lasted for a period of τ . During
the service of this job, n − k + 1 new jobs entered the system.

82

Thus,

Pr{D(t, t + δ) = 1, Q(t) = n}
Z τU
=
Pr{A(t − τ, t − τ + δ) = 1, Q(t − τ ) = 0, A(t − x, t) = n − 1}dG(τ )
+

Z

τL

n+1
τU X

τL

k=2

Pr{D(t − τ, t − τ + δ) = 1, Q(t − τ ) = k, A(t − τ, t) = n − k + 1}dG(τ )

and thus,

Pr{D(t, t + δ) = 1}
Z τU X
∞
Pr{A(t − τ, t − τ + δ) = 1, Q(t − τ ) = 0, A(t − x, t) = n − 1}dG(τ )
=
τL

+
=
+

Z

τU

n=1
∞ X
n+1
X

τL
Z τU n=1 k=2

Z τLτU
τL

Pr{D(t − τ, t − τ + δ) = 1, Q(t − τ ) = k, A(t − τ, t) = n − k + 1}dG(τ )

Pr{A(t − τ, t − τ + δ) = 1, Q(t − τ ) = 0}dG(τ )

(Pr{D(t − τ, t − τ + δ) = 1} − Pr{D(t − τ, t − τ + δ) = 1, Q(t − τ ) = 1})dG(τ )

Therefore,

d(t) =
=

lim δ −1 Pr{D(t, t + δ) > 0}
Z τU
a0 (t − τ )dG(τ ) +
(d(t − τ ) − d1 (t − τ ))dG(τ ),

δ→0+
Z τU
τL

which is the second equation in (3.5).

τL
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Statistical Inference on the TFMs
The notation used in Section 3.4 is inherited here. For convenience of the discussion,
the transformed models (3.17) and (3.17) are rewritten as follows:
et ) + w(t)
Ye1 (t) = Fe1 (θ 1 , H
where Yei (t) =

Di (q)
Y (t)
σi Ci (q) i

et ) + w(t)
Ye2 (t) = Fe2 (θ 2 , H

(i = 1, 2), the transformed function Fei =

(a.4)
(a.5)
Di (q)
F
σi Ci (q) i

(i = 1, 2),

and w(t) is the white noise with variance 1. The history of the system prior to time
et = {X(τ ), Y(τ ), τ < t}.
t is denoted as H

Suppose that T “time series pairs” {X(t), Y(t), t = 1, . . . , T } have been obtained

for the estimation of the models (a.4 and a.5). Defining the additional notation as
follows:
e1 ), Fe1 (θ 1 , H
e2 ), . . . , Fe1 (θ 1 , H
eT ))0 is a T × 1 vector function of
• f 1 (θ 1 ) = (Fe1 (θ 1 , H
θ1 .

e1 ), Fe2 (θ 2 , H
e2 ), . . . , Fe2 (θ 2 , H
eT ))0 is a T × 1 vector function of
• f 2 (θ 2 ) = (Fe2 (θ 2 , H
θ2 .

e1 ), Fe3 (θ 3 , H
e3 ), . . . , Fe3 (θ 3 , H
eT ))0 is a T × 1 vector function of
• f 3 (θ 3 ) = (Fe3 (θ 3 , H
θ3 .
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• D1 (θb1 ) = ∂f 1 (θb1 )/∂θ 01 is a T × N1 first-derivative matrix, where N1 is the
dimension of θ 1 .

• D2 (θb2 ) = ∂f 2 (θb2 )/∂θ 02 is a T × N2 first-derivative matrix, where N2 is the
dimension of θ 2 .

• D3 (θb3 ) = ∂f 3 (θb3 )/∂θ 03 is a T × N3 first-derivative matrix, where N3 is the
dimension of θ 3 .

• The design matrix D is defined as:

0
0
 D1 (θb1 )


D=
0
D2 (θb2 )
0



0
0
D3 (θb3 )










(a.6)

b is approximately normally
Let θ = (θ 1 , θ 2 , θ 3 ), then the estimated parameters θ

distributed with the variance-covariance matrix:

b = σ 2 (D0 D)−1
d θ]
Var[

where σ 2 = Var[w(t)] = 1 for models (a.4 and a.5).

(a.7)

85

Second Moment of Cumulative Output
All symbols are the same as defined in section 4.1. The quantity of products produced
in a single planning period, say period p, can be expressed as Zp =

Pep

t=sp

Z(t). Both

sides taking variance and expanding the right hand side will have the following:
ep
X

var[Zp ] = var[

Z(t)]

t=sp

= var[

ep
X

t=sp

= var[

ep
X

R(t) + Q(sp ) − Q(ep )
R(t)] + var[Q(sp )] + var[Q(ep )]

t=sp

+2cov[

ep
X

t=sp

R(t), Q(sp )] − 2cov[

ep
X

t=sp

R(t), Q(ep )] − 2cov[Q(sp ), Q(ep )]

Pp
Where cov[ et=s
R(t), Q(sp )] = 0. This is because the quantity of raw material
p

released within the pth planning period can not affect the WIP level at the beginning
of that planning period. When the planning period length is fairly long, comparing to
the pure processing time, the last term in equation 5.1 will be approximately equals
zeros as well. Since, the WIP level at the starting of the planning period has no
or very limited effect on the WIP level at the end of the same planning period. If
the planning period is long enough, the system will reach stead state at the end of
that planning period. Since, no matter what’s the initial WIP level, the steady state
expected WIP will be fixed for a specific release plan.
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The term, cov[

Pep

t=sp

R(t), Q(ep )], reflects the relation between release within the

pth planning period and the WIP level at the end of that planning period. Since,
the expected release rate is constant during the time interval (sp , ep ] (section 4.1).
For a fairly long planning period, the system will reach steady state by the end of
the planning period ep . The E[Q(ep )] has a nonlinear relationship with the expected
release rate or workload of the system. So, the author believe cov[

Pep

t=sp

R(t), Q(ep )]

only depends on release rate and ep − sp . Further broke down this covariance will get:
cov[

ep
X

t=sp

R(t), Q(ep )] = E[

ep
X

t=sp

R(t) ∗ Q(ep )] − E[

ep
X

t=sp

R(t)] ∗ E[Q(ep )]

Pp
Pp
E[ et=s
R(t)·Q(ep )] can be estimated from offline simulation. E[ et=s
R(t)] is known
p
p

and E[Q(ep )] can be estimated from the TFMs directly. Therefore, the cumulative
output variance within one planning period can be estimated. Figure a.1 shows the
simulation estimated function of E[

Pep

t=sp

R(t) · Q(ep )]. Therefore, the expectation

can be read from the function by given any expected release rate.
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Figure a.1: The expectation term function for second moment estimation
.
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