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Abstract
The main result is that the punctured mapping class group  ig (i 1, g 1) has periodic
cohomology; furthermore, the period is always 2. We present a proof which involves the Yagita
invariant and the Chern class of the representation of a subgroup in  ig (i 1, g 1). Using the
main result, we can calculate the p-torsion of the Farrell cohomology for some special values of
g and i. To do this, we extend the denition of the xed point data as well as the conjugation
theorem known for the case  0g to the case  
i
g (i 1, g 1). c© 2001 Elsevier Science B.V.
All rights reserved.
MSC: Primary 55; 20
1. Introduction
The mapping class group  ig is dened as 0Dieo
+(Sg; P1; P2; : : : ; Pi), where
Dieo+(Sg; P1; P2; : : : ; Pi) is the group of orientation-preserving dieomorphisms of
Sg (closed orientable two manifold with genus g) which x the points Pj individually.
If i 1, we refer to  ig as the punctured mapping class group. We write  g =  0g ,
which we refer to as the unpunctured mapping class group. In this paper, we are not
dealing with the punctured mapping class group where the punctures are allowed to be
permuted. It is known from [8] that the unpunctured mapping class group  g does not
have periodic cohomology in general. In fact,  g is never 2-periodic for g> 0. For an
odd prime p;  g is p-periodic if and only if g and p satisfy certain relations. More-
over, the p-period depends on the genus g. Hence, it is somewhat surprising that the
punctured mapping class group has such a nice periodicity property. Because of this
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property, we can count the conjugacy classes of subgroups of order p in  ig for some
special values of g and i, and thus calculate the p-torsion of the Farrell cohomology.
The paper is divided into two sections. In the rst, we prove the main result |
period 2. In Section 2, we calculate the p-torsion of the Farrell cohomology for some
special values of g and i. Our focus is on counting the conjugacy classes of subgroups
of order p in  ig (i 1, g 1).
The period of cohomology of a group G is, of course, the least common multiple
of all the p-periods where p ranges over the primes such that G has p-torsion. By [3,
p. 159], the (p-)period is always even, saying that a group has period 2 is the same
as saying that the group has p-period 2 for every p for which the group contains the
p-torsion. By convention, if a group is (p-)torsion free, then we do not mention its
(p-)period.
2. The period of  ig (i 1, g 1)
In this section, we establish the main result that all punctured mapping class groups
 ig have period 2 for g 1. The method we use to obtain this is the following: The
Yagita invariant Y ( ig; p) is regarded as a generalization of the p-period of  
i
g if  
i
g has
p-torsion. Also, since we can prove that  ig is p-periodic for i 1, g 1, the Yagita
invariant Y ( ig; p) coincides with the p-period of  
i
g by [9,19]. Then in order to prove
that the p-period of  ig is 2, we just need to show that Y ( 
i
g; p) is 2 if  
i
g contains
p-torsion.
We recall the denition of the Yagita invariant as in [16]. Let   be a group of
nite virtual cohomological dimension and <  any subgroup of prime order p.
Because  injects into any nite quotient of the form  =, where  is a torsion-free
normal subgroup of nite index in  , the image Im(Hk( ;Z) ! Hk(;Z)) of the
restriction map in cohomology is non-zero for some degree k > 0. Reduction mod-p
maps H(;Z) onto Fp[u]H(;Fp) with u a generator in H 2(;Fp). Thus, there
exists a maximum value m= m(;  ) such that
Im(H( ;Z)! H(;Fp))Fp[um]H(;Fp):
Note that m(;  ) is bounded by m(;  =), where  denotes as before a torsion-free
normal subgroup of nite index. Since  = is nite, we conclude that m(;  ) is
bounded by a bound depending on   only by [22]. The Yagita invariant of   with
respect to the prime p is then dened to be the least common multiple of the values
2m(;  ), where  ranges over all subgroups of order p of  . It is denoted by Y ( ;p).
First, we will deal with the case  1g . We prove that for every g 1 and any prime
p,  1g has p-periodic cohomology if  
1
g has p-torsion. The key observation is that for
certain subgroup H in  1g , we can get a lift ~H in Dieo
+(Sg; ), where  is a xed
point in Sg. Furthermore, the lift induces a faithful representation ~ : ~H ! Gl+2 (R) by
letting ~H act on the tangent space of Sg at . In fact, this faithful two-dimensional
real representation distinguishes  1g from  g, and provides us the periodicity. We now
Q. Lu / Journal of Pure and Applied Algebra 155 (2001) 211{235 213
prove that if  1g contains p-torsion, then Y ( 
1
g ; p) is 2. In fact, as before, we have a
faithful two-dimensional real representation ~ : ~! Gl+2 (R), where ~Dieo+(Sg; )
is the lift of a subgroup  1g which is isomorphic to Z=p. It is easy to get an
induced mapping B ~ :B ~ ! BGl+2 (R). There exists a class c01 2 H 2(BGl+2 (R);Z),
which is related to the rst Chern class ~c1 2 H 2(BU (1);Z), such that (B ~)(c01) 6= 0.
By diagram chasing, we obtain a class in H 2(B 1g ;Z) which can be restricted to a
non-zero element in H 2(B;Z). Hence we obtain Y ( ig; p) = 2 by the denition of the
Yagita invariant. The main result for  1g then follows. Some nice properties of period
2 groups are mentioned in this section.
Secondly, using the short exact sequence 1! 1Sig; r ! i+1g; r ! ig;r ! 1 and induction
on i, we can get that the period of  ig is 2.
There are several short exact sequences as above related to mapping class groups;
we begin with a lemma which sets up a relation between the p-period of a group and
that of its quotient group.
In this paper, We set the notation vcd=virtual cohomological dimension, cd=
cohomological dimension.
Lemma 1.1. Let 0!A i!B j!C! 0 be a short exact sequence of groups; with cd
A<1 and vcd(C)<1. Then
(i) vcd(B)<1.
(ii) Assume groups B and C both contain p-torsion. If C has p-periodic cohomology;
then B has p-periodic cohomology. Furthermore; p(B)jp(C); where p(:) stands
for the p-period.
Proof. (i) If vcd(C)<1, then there exists C0 / C such that cd(C0)<1 and jC :C0j
<1. Then j−1(C0) / B satises [B : j−1(C0)]<1. In order to prove vcd(B)<1, it
suces to show that cd(j−1(C0))<1. Note that 0 ! A ! j−1(C0) ! C0 ! 0 is
again a short exact sequence with cd(A)<1 and cd(C0)<1, thus by [3, p. 187,
Proposition 2:4(b)], we obtain cd(j−1(C0))<1. The result then follows.
(ii) Suppose B has p-torsion and does not have p-periodic cohomology, then there
exists Z=pZ=pB. Since cdA<1; A is torsion free, therefore we have Z=pZ=p =
j(Z=pZ=p)C. This contradicts the assumption that C has p-periodic cohomology.
So, B has p-periodic cohomology.
By [9], p(B)=Y (B; p); p(C)=Y (C;p) where Y (: ; p) stands for the Yagita invariant
of the group with respect to p. By Lemma 1.3 of [22], it follows that
Y (B; p)jY (C;p):
Therefore, p(B)jp(C).
Our rst aim is to prove the following theorem. Notice that the theorem does not
hold for any unpunctured mapping class group because we do not have such nice
two-dimensional real representations of these groups.
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Theorem 1.2.  1g has the following properties for g> 1:
(i) vcd( 1g )<1.
(ii) For every g> 1 and every prime p;  1g has p-periodic cohomology if  
1
g contains
p-torsion.
Proof. (i) We have a well-known short exact sequence 1 ! 1Sg !  1g !  0g ! 1
for g> 1, with vcd( 0g )<1 by [10], and cd(1Sg)<1. By Lemma 1.1, the result
follows.
(ii) Suppose there exists some g and some prime p such that  1g has p-torsion
and is not p-periodic. Then there exists Z=p  Z=p 1g , i.e. hi  hi 1g . By the
argument in Lemma 3 of [12], we can nd f representing  and f0 representing ,
where f;f0 2 Dieo+(Sg; ) satisfy the following: fp = 1; fp0 = 1;f0f = ff0. Hence,
hf0i  hfi acts on Sg as a group of dieomorphisms which x . This induces an
action of hf0i  hfi on TSg, the oriented tangent space of Sg at . We thus obtain a
representation  : hf0i hfi ! Gl+2 (R). We claim that  is faithful. Suppose not; then
there exists  2 hf0ihfi, where  6= id, such that  v=v for every v 2 TSg. This
implies that  xes TSg. Thus,  xes a neighborhood of  in Sg because  acts
by a rotation with respect to some invariant complex structure on Sg. We then infer
that  xes all of Sg, i.e., = id, which contradicts our assumption. Hence, the claim
follows. We thus obtain (hf0i  hfi) = Z=p  Z=pGl+2 (R), which is impossible
because the maximal compact subgroup of Gl+2 (R) is S1, and all nite subgroups of
S1 are cyclic. Therefore, we conclude that  1g is p-periodic for every prime p and
every g> 1.
Remark. It is known that  10 = trivial group,  
1
1
=  01 = Sl2(Z) = Z=4Z=2Z=6. Hence
(i) holds for genus 0 and 1, and (ii) holds for genus 1.
Having shown  1g is p-periodic, we now wish to nd the p-period of  
1
g . We will
show that the p-period of  1g is 2 making use of the following lemma.
Lemma 1.3. Let p1 :Dieo
+(Sg; ) !  1g be the natural projection; and let Bp1 :
BDieo+(Sg; )! B 1g be the map of classifying spaces induced by p1. Then Bp1 is
a homotopy equivalence for g> 1.
Proof. Fix a base point  in Sg. Consider the evaluation map
r :Dieo+(Sg)! Sg; f 7! f():
This map is a bration with ber Dieo+(Sg; ):
Dieo+(Sg; ) i−!Dieo+(Sg) r−! Sg:
Hence we have a long exact sequence of homotopy groups:
   ! n(Dieo+(Sg; ); id)! n(Dieo+(Sg); id)! n(Sg; )
! n−1(Dieo+(Sg; ); id)!   
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! 1(Dieo+(Sg; ); id)! 1(Dieo+(Sg); id)! 1(Sg; )
! 0(Dieo+(Sg; ))! 0(Dieo+(Sg))! 0(Sg):
Since Dieo0(Sg) (the connected component of the identity in Dieo
+(Sg)) is con-
tractible for g> 1 by [5], we have i(Dieo+(Sg); id) = 0 for i 1 and g> 1. Also
note that Sg is connected, so 0(Sg) = 0; i(Sg) = 0 for i 2 and g 1. Thus, we
obtain that i(Dieo+(Sg; ); id)=0, i.e., i(Dieo0(Sg; ))=0 for all i 1 and g> 1,
where Dieo0(Sg; ) is the connected component of the identity in Dieo+(Sg; ). It
is well known that Dieo0(Sg; ) can be viewed as a CW -complex; by [1, p. 486,
Corollary 11:14], we infer that Dieo0(Sg; ) is contractible. Hence, the natural pro-
jection p1 :Dieo
+(Sg; )!  1g is a homotopy equivalence. For an arbitrary group G,
one has iBG = i−1G for i 1. Therefore, Bp1 :BDieo+(Sg; ) ! B 1g induces an
isomorphism
(Bp1) : i(BDieo
+(Sg; ))! i(B 1g ); i 1:
Again by [1, p. 486, Corollary 11:14], Bp1 :BDieo
+(Sg; ) ! B 1g is a homotopy
equivalence for g> 1.
We now prove our main result.
Theorem 1.4. Let g> 1; and p be any prime. If  1g contains p-torsion; then the
p-period of  1g is 2; i.e.; p( 
1
g ) = 2.
Proof. It suces to show that Y ( 1g ; p) = 2. Pick an arbitrary < 1g such that  =
Z=p. By the argument in Lemma 3 of [12], we know that  can be realized as
~<Dieo+(Sg; ) with ~ = . Thus, there is a commutative square
On the other hand, as before, we obtain the following representation which arises from
letting a dieomorphism of (Sg; ) act on the tangent space of Sg at :
 :Dieo+(Sg; )! Gl+2 (R);
 :f 7! (df :TSg ! TSg):
Hence,
~i : ~ ~i−!Dieo+(Sg; ) −!Gl+2 (R)
is a representation for ~. Write ~i = ~ : ~ ! Gl+2 (R). Consider this representation
~ : ~!Gl+2 (R). For an arbitrary g 2 ~, the dierential map dg is a rotation with respect
to some inner product on TSg. If dg xes TSg, then g xes a neighborhood of ,
therefore g xes all of Sg, and it follows that g=id. Thus, ~ is a faithful representation.
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By a classical result, ~ factors through the maximal compact subgroup S1 = SO(2),
and we have the following diagram, with ~ conjugate to i00:
Since ~ is a faithful real representation, it follows that f0 is a one-dimensional faith-
ful complex representation. By a result of [16] on one-dimensional faithful complex
representations of Z=p, there exists ~c1 2 H 2(BU (1);Z) such that (B(f0))( ~c1) 6=
0, i.e., (Bf  B0)( ~c1) 6= 0 in H 2(B ~;Z). This implies, (B0)((Bf )( ~c1)) 6= 0,
where (Bf )( ~c1) 2 H 2(BSO(2);Z). Since BGl+2 (R) ’ BSO(2), there exists c01 2
H 2(BGL+2 (R);Z) such that (Bi0)(c01) = (Bf )( ~c1). Hence,
(B0)((Bf )( ~c1)) 6= 0
implies
(B0)(Bi0)(c01) 6= 0
and
(B ~)(c01) 6= 0:
Note that ~= ~i, hence (B ~) = (B~i)(B), so we have
(B~i)(B)(c01) 6= 0: (1)
We now consider the following commutative diagram of classifying spaces:
Recall that by Lemma 1.3, Bp1 is a homotopy equivalence. Hence, by (1) and di-
agram chasing, there exists a class u 2 H 2(B 1g ;Z), which corresponds to the class
(B)(c01) 2 H 2(BDieo+(Sg; );Z), such that u0 = (Bi)u 6= 0.
Consider now the following commutative diagram:
If we identify u with its image in H 2( 1g ;Z), and u0 with its image in H 2(;Z), we
have
i(u) = u0 6= 0:
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Since  can be any subgroup of prime order p, by the denition of the Yagita invariant,
we conclude that Y ( 1g ; p) = 2. Hence p( 
1
g ) = 2. It follows that  
1
g has period 2.
Remark. This main theorem does not hold for genus 0 because our proof relies on
picking a subgroup of order p. It does hold for genus 1 because of the remark of
Theorem 1.2.
A group with period 2 has interesting properties as follows:
Corollary 1.5. All nite subgroups of  1g (g 1) are cyclic.
Proof. Since  1g has period 2, any of its nite subgroups has period 2. By [3], we
know that a nite group has period 2 if and only if it is cyclic.
Another interesting consequence of Theorem 1.4 is the following:
Theorem 1.6. For Z=p 1g (g 1); let N (Z=p) be the normalizer and C(Z=p) be
the centralizer in  1g . Then N (Z=p) = C(Z=p).
Proof. By [8], the p-period satises p(N (Z=p)) = 2(jN (Z=p) :C(Z=p)j)pl, for some
l 0. Since p(N (Z=p)) = 2, the result follows.
Now we will use the short exact sequences to generalize all results from  1g to  
1
g
(i> 1; g 1).
Theorem 1.7. (i) vcd( ig)<1 for g 1 and i 0.
(ii) If  ig contains p-torsion; then  
i
g has p-periodic cohomology for g 1 and i 1.
Furthermore; the p-period of  ig is 2; i.e.; p( 
i
g) = 2 for g 1 and i 1.
Proof. (i) and (ii): By Lemma 1.1 of [11], we have for 2g+ r + i> 2 the following
short exact sequence:
1! 1Sig; r !  i+1g; r !  ig;r ! 1;
where Sig; r denotes a smooth surface of genus g with r boundary components and i
punctures. If r = 0, then the short exact sequence takes the form
1! 1Sig !  i+1g !  ig ! 1
for 2g+ i> 2, where Sig stands for the surface Sg with i punctures.
Case (1): If g> 1, we have
1! 1Sig !  i+1g !  ig ! 1;
...
1! 1Sg !  1g !  0g ! 1:
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Since cd(1Sg)<1 and vcd( 0g )<1, by Lemma 1.1, vcd( 1g )<1. By induction,
we may assume that vcd( ig)<1 for some i 0. It is easy to see that cd(1Sig)<1
for i 0, again by Lemma 1.1, it follows that vcd( i+1g )<1. Moreover, since if
 1g contains p-torsion, then it has periodic cohomology and p( 
1
g ) = 2 for g> 1, by
Lemma 1.1, if  ig contains p-torsion, then it has p-periodic cohomology and p( 
i
g)=2
for i 1 and i 1.
Case (2): If g= 1, we have the short exact sequences:
1! 1Si1 !  i+11 !  i1 ! 1;
...
1! 1S1 !  21 !  11 ! 1:
Since cd(1S1)<1,  11 =  01 , and vcd( 01 )<1, we have vcd( 21 )<1 by Lemma
1.1. Similarly, we can get vcd( i1)<1 for i 0 by induction. Moreover, since if
 11 (= 
0
1 ) contains p-torsion, then it has p-periodic cohomology and p( 
0
1 )=2, then by
Lemma 1.1, if  i1 contains p-torsion, then it has p-periodic cohomology and p( 
i
1)=2
for i 1.
As before, we can obtain the following results.
Corollary 1.8. All nite subgroups of  ig for i 1, g 1 are cyclic.
Theorem 1.9. For Z=p ig (i 1, g 1); let N (Z=p) be the normalizer and C(Z=p)
be the centralizer in  ig. Then N (Z=p) = C(Z=p).
Remark. All our results here do not apply to the punctured mapping class group where
the punctures are allowed to be permuted. In fact, the above short exact sequences do
not hold for that case. There is a short exact sequence 0!  ig ! ~ 
i
g ! i ! 0, where
~ 
i
g stands for the punctured mapping class group where the punctures are allowed to be
permuted. It is well known that n is not periodic. Hence, there is reason to believe ~ 
i
g
is not periodic for general values of g and i. It is an interesting question to investigate
if ~ 
i
g is p-periodic for some p and g.
3. The calculation of the p-torsion of the Farrell cohomology of  in(p−1)=2 for
n= 1; 2; 3 and i 1
We will rst review the following theorem in [3].
Theorem 2.1 (Brown [3]). Suppose   has nite vcd and p-periodic cohomology. Then
H^

( ;M)(p) =
Y
Z=p2S
H^

(N (Z=p); M)(p);
where S is a set of representatives of the conjugacy classes of subgroups of   of
order p.
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Notice the fact that  in(p−1)=2 is p-periodic for i 1, n 1; thus in order to calculate
the p-torsion of the Farrell cohomology of  in(p−1)=2 for n=1; 2; 3, it suces to calculate
H^

(N (Z=p);Z)(p) and count the conjugacy classes of subgroups of  in(p−1)=2 of order
p. The main work in this part is to count the conjugacy classes of subgroups of
 in(p−1)=2 of order p. The calculation of H^

(N (Z=p);Z)(p) is an adaption of the cases
of unpunctured mapping class groups in [20,21] to the cases of punctured mapping class
groups, and follows directly for the following reasons. N (Z=p)=Z=p is an extension
of Kn+2, the pure mapping class group of the sphere with n + 2 punctures which are
allowed to be permuted, by a subgroup of n+2−i. The cohomology of Kn+2 with integer
coecients and the actions of n+2 on H(Kn+2;Z) are well known by [4]. Hence,
it is not hard to calculate H(N (Z=p)=Z=p;Z)(p) using the Serre’s spectral sequences.
Also, we have that the short exact sequence 0! Z=p ! N (Z=p)! N (Z=p)=Z=p ! 0
is central by Theorem 1.9. Therefore, we apply the Serre’s spectral sequence to the
above short exact sequence to get the result. The results of these calculations are listed
as Theorems 2.11{2.13. Indeed, some results hold only for the cases n = 1; 2; 3. The
interested reader can check my thesis for details.
For two reasons, our main focus of this section will be on counting the conjugacy
classes of subgroups of  in(p−1)=2 of order p. First, the generalizations of the xed
point data and the conjugation theorem are very interesting. Second, in the case of the
unpunctured mapping class group, we can only count the conjugacy classes of elements
of order p which cannot apply directly to calculate the p-torsion of Farrell cohomology.
In fact, no general algorithm of counting the conjugacy classes of sub-groups of order p
has been given in the unpunctured case. For the punctured case, however, we will count
the conjugacy classes of subgroups of order p in  in(p−1)=2 for i 2 fn−1; n; n+1; n+2g
where n is a positive integer. Moreover, the method can be generalized further.
Recall the denition of the xed point data and the conjugation theorem. The deni-
tion of the xed point data of an orientation-preserving dieomorphism of Sg with nite
order was introduced by Nielsen in [17]. We will use the same notation as Symonds
in [18]: As a basic fact on Riemann surfaces, we know that the set of xed points of
Sg on which Z=p = hi acts is a nite set. Let fxi j i = 1; 2; : : : ; qg be the set of the
xed points under the hi action. With respect to a xed Riemannian structure,  acts
faithfully by rotation on the tangent space at xi. Let i be an integer such that i
acts by rotation through 2=p in the counterclockwise direction (clockwise dened in
terms of the orientation of Sg), i.e., if Sg is given a  invariant complex structure, i
acts as multiplication by e2i=p. It is clear that i is relatively prime to p, so there is
no loss of information in considering just 0<i <p. By the \xed point data" of ,
we shall mean the collection
() = (1; 2; : : : ; q);
where q is the number of xed points of the  action; the numbers i are not ordered.
Nielsen has the following conjugation theorem related to the xed point data.
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Theorem 2.2 (Nielsen [17]). Two elements of order-p are conjugate in Dieo+(Sg) if
and only if they have the same xed point data.
Based on Nielson’s work, Symonds extended the concept of xed point data to
any element of  g with nite order. This can be done for two reasons. First, any
element of  g with nite order can realized by a dieomorphism of Sg with the same
order. This is the \Nielsen’s Realization Theorem", which can be found in [17,13]
or [23]. Secondly, Symonds proved that the xed point data depends on the isotopy
class of the diieomorphisms of Sg with nite order only. Fixed point data is one
of the most important invariants of nite-order elements. Several applications can be
found in [16,18,20,21]. For the same reasons, Symonds has the following conjugation
theorem.
Theorem 2.3 (Symonds [18]). Two elements of order p in  g are conjugate if and
only if they have same xed point data.
Now we will generalize the denition of the xed point data to the case of the
punctured mapping class group. Let x be an element of order p in  1g , we will dene
1(x), the xed point data of x. By [12, Lemma 3], we know that we can nd f, an
element of order p in Dieo+(Sg; P1), which represents x. As before, we put (f) =
(1; 2; : : : ; q). Since f xes P1, there exists i for some i 2 f1; : : : ; qg corresponding
to the xed point P1. Without loss of generality, we may assume that 1 corresponds
to P1. We can now denote the xed point data of f by 1(f)=(1j; 2; : : : ; q), where
1 corresponds to the xed point P1, and (2; : : : ; q) is an unordered tuple. Note that
we use 1(f) instead of (f) to distinguish the xed point P1 from other xed points.
Now let us dene 1(x) = 1(f). We need show that it is well dened. Suppose we
have f^, another element of order p in Dieo+(Sg; P1), which also represents x. Let
1(f^) = (01j; 02; : : : ; 0q), where 01 corresponds to P1. Since f is isotopic to f^ rel P1,
by [18], the xed point data only depends on the isotopy class, so (1; 2; : : : ; q) =
(01; 
0
2; : : : ; 
0
q) as unordered tuples. Moreover, since the isotopy xes P1, we obtain
1 = 01 using the convention 0<i, 
0
i <p. Hence 1(x) is well dened.
Similarly, we can dene the xed point data for an element x 2  ig; i> 1, of prime
order p. Namely, i(x)=(1; 2; : : : ; iji+1; : : : ; q), where 1 corresponds to P1; : : : ; i
corresponds to Pi, and (i+1; : : : ; q) are unordered integers and 0<i <p, for all i.
In fact, in the denition, we used the following realization theorem which can be found
in [15].
Theorem 2.4 (Maclachlan and Harvey [15]). Let  ig = 0Dieo
+(Sg; P1; : : : ; Pi). If x
is an element of order p in  ig; then we can nd f; an element of order p in
Dieo+(Sg; P1; : : : ; Pi); which represents x.
Remark. The denition of the xed point data in Symonds’ paper is not only for an
element of prime order but for an element of any nite order. Our generalization is
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also true for an element of any nite order in  ig. The details can be found in my
Ph.D. thesis [14].
Now we will generalize the conjugation theorem.
Theorem 2.5. Let  ig = 0(Dieo
+(Sg; P1; : : : ; Pi)); and let ; 0 be elements of order
p in  ig; with i()=(1; : : : ; iji+1; : : : ; t); i(0)=(01; : : : ; 0i j0i+1; : : : ; 0t). Then; the
following holds: The element  is conjugate to 0 in  ig if and only if 1=
0
1; : : : ; i=
0
i ;
and (i+1; : : : ; 0t) = (
0
i+1; : : : ; 
0
t). as unordered integer tuples; i.e.; two elements of
order p in  ig are conjugate if and only if they have the same xed point data.
Proof. We will only prove the case of  1g . All other cases follow along the same line.
(() Let f, respectively f0, be an element of order p in Dieo+(Sg; P1) which
represents , respectively 0. In a complex local coordinate system, the function f can
be viewed as the multiplication by e(2i)=p
−1
1 near the xed point P1 and the function f0
can be viewed as the multiplication by e(2i)=p
0−1
1 near the xed point P1. Assume now
1 = 01. Then we may choose a small enough disk D, centered at P1, such that fjD=
f0jD= multiplication by e(2i)=p−11 . Indeed assume the radius of D is s0. Consider now
the manifold M = Sg−Do; Sg with the open disk Do removed. Let =fjM : M ! M;
0 = f0jM : M ! M be the restriction maps. We assume (2; : : : ; l) = (02; : : : ; 0l), by
the conjugation theorem in [17], there exists  2 Dieo+(M), such that  −10 = .
Since  sends the boundary of D to itself, we can assume  is dened on @D as
follows:  (s0ei) = s0ei x(), where x() is a dierentiable function of . Therefore, we
can extend  to Sg by  (rei) = rei x(), where rei() 2 D, and r  s0. Denote the
extension map by h. We have h(P1)=P1. Because we assume f=f0= multiplication
by e(2i)=p
−1
1 on D, we know that h−1f0h= f. Hence 0 is conjugate to  in  1g .
()) If  is conjugate to 0 in  1g , there exists  2  1g such that −1 = 0. Let
h represent ; h 2 Dieo+(Sg; P1). We have hfh−1 isotopic to f0 relative P1. By the
theorem in [18], the xed point data only depend on the isotopy class, so 1(hfh
−1)=
1(f0). On the other hand, by Nielsen’s Conjugation Theorem in [17], (hfh
−1)=(f).
Also since dP1 (hfh
−1)=dP1 (f), where dP1 takes f : Sg ! Sg to dP1 (f) :TP1Sg ! TP1Sg,
and TP1Sg is the tangent space of Sg at P1. So, 1(hfh
−1) = 1(f), and therefore
1(f) = 1(f0), i.e., 1 = 01, and (2; : : : ; l) = (
0
2; : : : ; 
0
l).
As an application of the above generalized conjugation theorem, we obtain the num-
ber of conjugacy classes of the subgroups of order p in terms of the number of
solutions of a certain linear equation.
Proposition 2.6. Let t be a non-negative integer which satises the Riemann
Hurwitz equation ([7]) 2g− 2 = p(2h− 2) + t(p− 1) with t 6= 1 and t i. Then the
number of dierent integer tuples (1; 2; : : : ; iji+1; : : : ; t) such that (1; 2; : : : ; i) is
ordered; (i+1; : : : ; t) is unordered; and 1+2+  +t=0 (modp); where 0<i <p
for all i; is the same as the number of conjugacy classes of subgroups of order p in
 ig which act on Sg with t xed points.
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Proof. We will only prove the case of  1g .
We notice the following two facts. First, in every subgroup of order p, there always
exists a generator x, such that 1(x) = (1j2; : : : ; t). Second, we claim that if x 2  1g ,
then for 1<k <p; x is not conjugate to x k . In fact, if 1(x)=(1j2; : : : ; t); 1(xk)=
(ljl2; : : : ; t), where lk = 1 (modp). By Theorem 2.5, if x is conjugate to xk , then
1=l (modp), which implies k=1. Therefore, no two dierent elements in the subgroup
of order p are conjugate. By these facts as well as Theorem 2.5, we can set up an
one-to-one correspondence between all conjugacy classes of subgroups of order p in  1g
and all xed point data (1j2; : : : ; t) of elements of order p in  1g . On the other hand,
by Proposition 1 in [6], we know that if (h; t) satises 2g−2=p(2h−2)+t(p−1), where
h is a non-negative integer and t > 1, then every unordered integer tuple (1j2; : : : ; t)
such that 1 + 2 +    + t = 0 (modp), where 0<i <p for all i can be realized
as the xed point data of a generator of some subgroup of order p in  1g . So, in
order to count the number of dierent conjugacy classes of subgroups of order p, it is
necessary to count the number of dierent unordered integer tuples (1j2; : : : ; t) such
that 1 + 2 +   + t = 0 (modp), where 0<i <p for all i.
Now our task is to count the conjugacy classes of Z=p in  in(p−1)=2 for i2fn − 1;
n; n + 1; n + 2g where n is a positive integer. By Proposition 2.6, it is a counting
problem.
For  in(p−1)=2, we have the following claims:
Claim 1. For i  n+ 2 and p>n+ 2; every element of order p in  in(p−1)=2 acting
on Sn(p−1)=2 has n+ 2 xed points.
Claim 2. For i>n+ 2;  in(p−1)=2 does not contain any subgroup of order p.
In fact, for g= n(p− 1)=2 and p>n+ 2, the Riemann Hurwitz equation 2g− 2 =
p(2h − 2) + t(p − 1) has a unique solution (h; t) with t = n + 2. The claims follow
from the following theorem:
Theorem 2.7. The Riemann Hurwitz equation 2g − 2 = p(2h − 2) + t(p − 1) has a
non-negative integer solution (h; t); with t 6= 1 and t i i  ig contains a subgroup of
order p; the subgroup of order p acts on Sg with t xed points.
Proof. We rst prove the following claim: There exists a sequence 1; : : : ; t of non-zero
elements of Z=p such that
Pt
1 i = 0 (modp) if and only if t 6= 1.
(() t 2. If t − 1 6= 0 (modp), then sp<t − 1< (s + 1)p for some s 0. Let
1 = 2 =   = t−1 = 1 and t = (s+ 1)p− (t − 1). Hence, 0<i <p and
Pt
1 i =
0 (modp). If t − 1 = 0 (modp) and t > 1, then t − 1 = kp for some k > 0. Let
1 =2 =   =t−2 =1; t−1 =2 and t=p−1. Hence, 0<i <p for i 2 f1; 2; : : : ; tg
and
Pt
1 i = 0 (modp).
()) If t = 1, we cannot nd a non-zero 1 satisfying the equation.
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Now we prove the theorem. By Proposition 1 of [6], there exists a sequence 1; : : : ; t
of non-zero elements of Z=p such that
Pt
1 i = 0 (modp), where t satises 2g− 2 =
p(2h− 2) + t(p− 1) for some h 0, if and only if there is an orientation-preserving
map of period p on Sg with the xed point data (1; : : : ; t). The result then follows
from the claim.
Now we will solve the counting problem. We will use the following notation.
Denition 2.8. Denote by An:= Cardinality of f(1; 2; 3; : : : ; n+2): (2; 3; : : : ; n+2)
as ordered tuple, 1 + 2 +   + n+2 = 0 (modp); 0<i <pg.
Bn:= Cardinality of f(1; 2; 3; : : : ; n−1jn; n+1; n+2): (2; 3; : : : ; n−1) as ordered
tuple, n = n+1 = n+2; 1 + 2 +   + n+2 = 0 (modp); 0<i <pg.
Cn:= Cardinality of f(1; 2; 3; : : : ; n−1jn; n+1; n+2): (2; 3; : : : ; n−1) as ordered
tuple, (n; n+1; n+2) as unordered tuple, n 6= n+1 = n+2; 1 + 2 +    + n+2 = 0
(modp); 0<i <pg.
Dn:= Cardinality of f(1; 2; 3; n−1jn; n+1; n+2): (2; 3; : : : ; n−1) as ordered tu-
ple, (n; n+1; n+2) as unordered tuple, n 6= n+1 6= n+2; 1 + 2 +    + n+2 =
0 (modp); 0<i <pg.
Lemma 2.9. We have the following results:
(i) An = ((−1)n + (p− 1)n+1)=p.
(ii) Bn = ((−1)n−2 + (p− 1)n−1)=p.
(iii) Cn = (2(−1)n−1 + (p− 1)n − (p− 1)n−1)=p.
(iv) Dn = (An − Bn − 3Cn)=6.
Proof. (i) If 1 + 2 +   + n+2 = 0 (modp); 0<i <p, then
1 + 2 +   + n+2 = p
or
1 + 2 +   + n+2 = 2p
or
: : : ;
1 + 2 +   + n+2 = np:
We can conclude that n+2 is uniquely determined by 2; : : : ; n+1. In fact,
if 0<2 +   + n+1<p− 1; then n+2 = p− 1− (2 +   + n+1);
if p− 1<2 +   + n+1< 2p− 1; then n+2 = 2p− 1− (2 +   + n+1);
if 2p− 1<2 +   + n+1< 3p− 1; then n+2 = 3p− 1− (2 +   + n+1);
...
if (n− 1)p− 1<2 +   + n+1< np− 1; then n+2 = np− 1− (2 +   
+n+1):
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Now we consider the choices of 2; : : : ; n+1. We have (p−1) choices for 2; 3; : : : ; n+1
respectively, so totally we have (p − 1)n choices. In all these choices, 2 +    +
n+1 = p − 1; 2 +    + n+1 = 2p − 1; : : : ; 2 +    + n+1 = (n − 1)p − 1 do
not work. The cardinality of cases which do not work is An−1. Therefore, we have
An = (p− 1)n − An−1. Also, it is not hard to see that A0 = 1. By a simple calculation,
we obtain An = ((−1)n + (p− 1)n+1)=p.
(ii) If 1 + 2 +   + n+2 = 0 (modp); 0<i <p, then
1 + 2 +   + n+2 = p
or
1 + 2 +   + n+2 = 2p
or
: : : ;
1 + 2 +   + n+2 = np:
We can conclude that 2 is uniquely determined by 3; : : : ; n+2. In fact,
if 0<3 +   + n+2<p− 1; then 2 = p− 1− (3 +   + n+2);
if p− 1<3 +   + n+2< 2p− 1; then 2 = 2p− 1− (3 +   + n+2);
if 2p− 1<3 +   + n+2< 3p− 1; then 2 = 3p− 1− (3 +   + n+2);
...
if (n− 1)p− 1<3 +   + n+2< np− 1; then 2 = np− 1− (3 +   
+n+2):
Now we consider the choices of 3; : : : ; n+2. We have (p− 1) choices for 3; 4; : : : ;
n−1 respectively, so we have (p− 1)n−3 choices. Also, we have (p− 1) choices for
n; n+1 and n+2. Hence, totally we have (p − 1)n−2 choices. In all these choices,
3 +   + n+2 = p− 1; 3 +   + n+2 = 2p− 1; : : : ; 3 +   + n+2 = (n− 1)p− 1
do not work. The cardinality of cases which do not work is Bn−1. Therefore, we have
Bn=(p−1)n−2−Bn−1. Also, it is not hard to see that B2 =1. By a simple calculation,
we obtain Bn = ((−1)n−2 + (p− 1)n−1)=p.
(iii) Similarly, we can get equation Cn + Bn = (p− 1)n−1 − (Cn−1 + Bn−1). Hence
Cn =
2(−1)n−1 + (p− 1)n − (p− 1)n−1
p
:
(iv) It is not hard to obtain An =Bn +3Cn +6Dn. Hence, Dn = (An−Bn− 3Cn)=6.
Using Proposition 2.6, we have the following theorem:
Theorem 2.10. We have the following results:
(i) For Z=p = hi n−1n(p−1)=2; n−1() = (1; 2; 3; : : : ; n−1jn; n+1; n+2); there are
three categories of conjugacy classes of subgroups of order p:
(a) if n = n+1 = n+2; we have Bn conjugacy classes of subgroups of order p;
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(b) if n 6= n+1 = n+2; we have Cn conjugacy classes of subgroups of order p;
(c) if n 6= n+1 6= n+2; we have Dn conjugacy classes of subgroups of order p.
(ii) For Z=p= hi nn(p−1)=2; n()= (1; 2; 3; : : : ; n−1njn+1; n+2); there are two
categories of conjugacy classes of subgroup of order p :
(a) if n+1 = n+2; we have Bn + Cn conjugacy classes of subgroups of order p.
(b) if n+1 6= n+2; we have (6Dn + 2Cn)=2 = 3Dn + Cn conjugacy classes of
subgroups of order p.
(iii) For Z=p = hi n+1n(p−1)=2 or Z=p = hi n+2n(p−1)=2; n+2() = (1; 2; 3; : : : ;
n−1; n; n+1; n+2); we have Bn + 3Cn + 6Dn = An conjugacy classes of sub-
groups of order p.
Remark. The interested reader may compare my results with the results in [2].
We now state the theorems about the p-torsion of the Farrell cohomology of the
normalizer of subgroup of order p. We will only deal with the cases  in(p−1)=2 where
n= 1; 2; 3.
Recall that for i  3, every element of order p in  i(p−1)=2 acting on S(p−1)=2 has
3 xed points; for i> 3, there is no subgroup of order p in  i(p−1)=2. For i  4 and
p> 3, every element of order P in  ip−1 acting on Sp−1 has 4 xed points; for i> 4,
there is no subgroup of order p in  ip−1. For i  5 and p> 5, every element of order
p in  i3(p−1)=2 acting on S3(p−1)=2 has 5 xed points; for i> 5, there is no subgroup
of order p in  i3(p−1)=2.
The following theorems concern the p-torsion of the Farrell cohomology of the
normalizer.
Theorem 2.11. Let Z=p< n(p−1)=2; 1  n  3. Then
H^
i
(N (Z=p);Z)(p) =

Z=p; i = 0mod(2);
0; i = 1mod(2):
Theorem 2.12. Let Z=p= hi; where Z=p< 1p−1. Write 1()= (1j2; 3; 4) for the
xed point data. Then we have the following for p> 3:
If 2 = 3 = 4; then
H^
i
(N (Z=p);Z)(p) =

Z=p; i = 0mod(2);
0; i = 1mod(2):
If 2 = 3 6= 4; or 2 = 4 6= 3; or 3 = 4 6= 2; then
H^
i
(N (Z=p);Z)(p) =

Z=p; i = 0mod(2);
Z=p; i = 1mod(2):
If 2 6= 3 6= 4; then
H^
i
(N (Z=p);Z)(p) =

Z=p; i = 0mod(2);
Z=p Z=p; i = 1mod(2):
Remark. For the case of  np−1 where n= 2; 3; 4, the results are similar.
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Theorem 2.13. Let Z=p = hi; where Z=p< 23(p−1)=2 with xed point data 2() =
(1; 2j3; 4; 5). We have the following for p> 5:
If 3 = 4 = 5; then
H^
i
(N (Z=p);Z)(p) =

Z=p Z=p or Z=p2; i = 0mod(2);
Z=p; i = 1mod(2):
If 3 = 4 6= 5; or 3 = 5 6= 4; or 4 = 5 6= 3; then
H^
i
(N (Z=p);Z)(p) =
8>><
>>:
M
4
Z=p or
M
2
Z=p Z=p2; i = 0mod(2);
M
3
Z=p; i = 1mod(2):
If 3 6= 4 6= 5; then
H^
i
(N (Z=p);Z)(p) =
8>><
>>:
M
7
Z=p or
M
5
Z=p Z=p2; i = 0mod(2);
M
5
Z=p; i = 1mod(2):
Remark. For the case of  n3(p−1)=2 where n= 3; 4; 5; the results are similar.
We only prove Theorem 2.13, because Theorems 2.11 and 2.12 are simpler and
they follow along the same line. We need the following lemmas. Lemmas 2.14{2.16
are similar to the lemmas in the unpunctured mapping class group case, which can be
found in [21].
Lemma 2.14. Let Z=p< 23(p−1)=2 with N (Z=p) the normalizer in  23(p−1)=2. There is
an injective homomorphism I :N (Z=p)=Z=p !  2;3; where  2;3 = 0Dieo+(S2; xing
P1; P2; permuting fP3; P4; P5g).
Lemma 2.15. Let Z=p = hi< 23(p−1)=2; and let y be an orientation-preserving dif-
feomorphism of S3(p−1)=2 of order p with the xed points P1; P2; representing . Now
consider the hyi action on S3(p−1)=2; with ve xed points; P1; P2; P3; P4; P5; and orbit
space S2. Consider the following diagram:
S3(p−1)=2 − fP1; P2; P3; P4; P5g −! S3(p−1)=2 − fP1; P2; P3; P4; P5g

??y 
??y
S2 − fP^1; P^2; P^3; P^4; P^5g w−! S2 − fP^1; P^2; P^3; P^4; P^5g;
where  is the projection induced by the hyi action; and S2 is the orbit space.
We then have:
(a) Im(I : N (Z=p)=Z=p !  2;3) = f[w] 2  2;3jw liftsg.
(b) Let [w] 2  2;3. Then w lifts to a dieomorphism h : S3(p−1)=2−fP1; P2; P3; P4; P5g !
S3(p−1)=2−fP1; P2; P3; P4; P5g if and only if every closed curve of S2−fP^1; P^2; P^3; P^4;
P^5g which lifts to a closed curve of S3(p−1)=2 − fP1; P2; P3; P4; P5g; maps (via w)
to a closed curve of S2 − fP^1; P^2; P^3; P^4; P^5g; which lifts to a closed curve of
S3(p−1)=2 − fP1; P2; P3; P4; P5g.
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(c) Let  be a closed curve in S2−fP^1; P^2; P^3; P^4; P^5g; and []=
Q
x nii
Q
xmii   
Q
x kii 2
1(S2 − fP^1; P^2; P^3; P^4; P^5g); where xi is represented by a simple closed curve
around Pi. Then;  lifts to a closed curve if and only if
P
nii + mii +    +
kii = 0 (modp); where (1; 2j3; 4; 5) is the xed point data of y.
In order to compute the cohomology of N (Z=p)=Z=p, we need know more about
 2;3.
Consider the following natural short exact sequence:
0! D0 ! D ! 3 ! 0;
where D0 denotes Dieo
+(S2, xing P^1; P^2; P^3; P^4; P^5), and D stands for Dieo
+(S2;
xing P^1; P^2, permuting fP^3; P^4; P^5g). It induces a long exact sequence:
   ! 0!  5;0 !  2;3 ! 3 ! 0;
where  5;0=0Dieo+(S2, xing P^1; P^2; P^3; P^4; P^5);  2;3=0Dieo+(S2; xing P^1; P^2,
permutingfP^3; P^4; P^5g). By denition,  5;0 = K5, where K5 is the pure mapping class
group of the sphere with 5 punctures which are allowed to be permuted. So we have
a group extension:
0! K5 !  2;3 ! 3 ! 0:
Let us write  : K5 !  2;3 and  :  2;3 ! 3, for the two maps in the above short
exact sequence. To further our understanding of N (Z=p)=Z=p, which is isomorphic to
I(N (Z=p)=Z=p), we need to check again two things:
Is (K5) contained in I(N (Z=p)=Z=p)? What is I(N (Z=p)=Z=p) in 3? Lem-
mas 2.17 and 2.18 answer these questions.
Lemma 2.16. Let [w] 2  2;3 where ([w]) =  is an element of 3 = h(34); (45)i.
Consider the same commutative diagram as in Lemma 2:15; where  is the projection
induced by the hyi action; y 2 Dieo+(S3(p−1)=2; P1; P2) and yp=id. Suppose the xed
point data of y is 2(y) = (1; 2j3; 4; 5); where 0<i <p; 51(i) = 0 (modp).
Then for w 2 Dieo+(S2 − fP^1; P^2; P^3; P^4; P^5g); w lifts if and only if the following
condition is true: if
P
mii = 0 (modp); the mi’s are all integers; then
P
mi(i) =
0 (modp).
Proof. This follows from Lemma 2.15(b) and (c).
Lemma 2.17. Let Z=p< 23(p−1)=2 with normalizer N (Z=p). Let 0 ! K5
! 2;3 !
3 ! 0 be the short exact sequence as above; and I : N (Z=p)=Z=p !  2;3 be the
above injective homomorphism. Then the image (K5) is contained in I(N (Z=p)=Z=p).
Proof. For an arbitrary [w]2(K5), we have ([w]) = id. It satises therefore the
relation in Lemma 2.16, hence w lifts, and by Lemma 2.15(a), [w] 2 I(N (Z=p)=Z=p).
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Lemma 2.18. Let Z=p = hi; where Z=p< 23(p−1)=2; with xed point data 2() =
(1; 2j3; 4; 5). Consider the short exact sequence 0 ! K5 ! 2;3 !3 ! 0 as
before; and I : N (Z=p)=Z=p !  2;3. Then
I(N (Z=p)=Z=p) = 3 = h(34); (45)i if 3 = 4 = 5;
I(N (Z=p)=Z=p) = 2 = h(34)i if 3 = 4 6= 5;
I(N (Z=p)=Z=p) = 2 = h(35)i if 3 = 5 6= 4;
I(N (Z=p)=Z=p) = 2 = h(45)i if 4 = 5 6= 3;
I(N (Z=p)=Z=p) = trivial if 3 6= 4 6= 5:
Proof. If 3 = 4 = 5, the result follows from Lemmas 2.16 and 2.15(a).
If 3 = 4 6= 5, by Lemmas 2.16 and 2.15(a), we know that I(N (Z=p)=Z=p)
contains 2= h(34)i. Since  23(p−1)=2 has period 2, we have N (Z=p)=C(Z=p). Suppose
 2 N (Z=p) = C(Z=p); hi= Z=p;  −1 = . We can represent  by h;  by y, then
h must map any xed point of y to another xed point of y such that the y has the
same rotation angles at each of these two xed points. Therefore, the numbers i; j
associated to these two xed points of y are equal. Hence, I(N (Z=p)=Z=p) = 2 =
h(34)i.
The other cases are similar.
We now have the following lemma on the extension of groups.
Lemma 2.19. Let Z=p = hi; where Z=p< 23(p−1)=2; and let 2() = (1; 2j3; 4; 5)
be the xed point data. As before; we have 0! K5 ! 2;3 !3 ! 0; a short exact
sequence; and I : N (Z=p)=Z=p !  2;3. Then
(1) If 3 = 4 = 5; there is a group extension
0! (K5)! I(N (Z=p)=Z=p)! 3 = h(34); (45)i ! 0;
and therefore also
0! K5 ! N (Z=p)=Z=p ! 3 = h(34); (45)i ! 0:
(2) If 3 = 4 6= 5; there is a group extension
0! K5 ! N (Z=p)=Z=p ! 2 = h(34)i ! 0:
If 3 = 5 6= 4; there is a group extension
0! K5 ! N (Z=p)=Z=p ! 2 = h(35)i ! 0:
If 4 = 5 6= 3; there is a group extension
0! K5 ! N (Z=p)=Z=p ! 2 = h(45)i ! 0:
(3) If 3 6= 4 6= 5; K5 = N (Z=p)=Z=p:
Proof. Apply Lemmas 2.17 and 2.18.
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In order to apply a spectral sequence to obtain H(N (Z=p)=Z=p), we need to consider
the action of 3 on H(K5;Z).
Lemma 2.20 (Cohen [4]). The integral cohomology of K5 is torsion free; with Poincare
series (1 + 2t)(1 + 3t). Furthermore; H(K5;Z) is generated as an algebra by the
one-dimensional cohomology classes B42; B43; B52; B53; B54; which form a Z-basis of
H 1(K5;Z). A basis for H 2(K5;Z) is given by B42B52; B42B53; B42B54; B43B52; B43B53;
B43B54.
The relations in H(K5;Z) can be found in [4]. They are
(1) B42B43 = B52B53 = 0;
(2) B52B54 = B42(B53 + B54);
(3) B53B54 =−B42B53 + B43B54;
(4) BijBij = 0; 2  j< i  5; i 4;
(5) BijBst =−BstBij; 2  j< i  5; i 4; 2  t < s  5; s 4:
The action of 5 on H 1(K5;Z) is as follows:
(34) (45) (35)
B42 : −B42 B52 B42 − B52
B43 : B42 + B43 B53 B52 + B53 + B54 − B42
B52 : B52 − B42 B42 −B52
B53 : B53 + B54 B43 B52 + B53
B54 : −B54 B52 + B53 + B54 − B42 − B43 −B52 − B53 + B42 + B43
Remark. The above lemma is still true if we pass to the cohomology with Fp coe-
cients. In fact, Hi(K5; Fp)=Hom(Hi(K5;Z); Fp)Ext(Hi−1(K5;Z); Fp)=Hom(Hi(K5;Z);
Fp). This is becauseH0(K5;Z)=H 0(K5;Z)=Z; H1(K5;Z)=H 1(K5;Z)=
L
5 Z; H2(K5;Z)=
H 2(K5;Z) =
L
6 Z; Hi(K5;Z) = Hi(K5;Z) = 0 for i 3. It is easy to check that the
generators are still linearly independent and the corresponding relations are still true if
we pass to cohomology with Fp coecients.
Having Lemmas 2.19 and 2.20, we can now calculate H(N (Z=p)=Z=p; Fp).
Lemma 2.21. Let Z=p = hi; where Z=p< 23(p−1)=2; with xed point data 2() =
(1; 2j3; 4; 5).
(1) If 3 = 4 = 5; then H 0(N (Z=p)=Z=p; Fp) = Fp; H 1(N (Z=p)=Z=p; Fp) = Fp;
H 2(N (Z=p)=Z=p; Fp) = Fp; H(N (Z=p)=Z=p; Fp) = 0; if > 2.
(2) If 3 = 4 6= 5; or 3 = 5 6= 4; or 4 = 5 6= 3; then H 0(N (Z=p)=Z=p; Fp) =
Fp; H 1(N (Z=p)=Z=p; Fp) = Fp  Fp  Fp; H 2(N (Z=p)=Z=p; Fp) = Fp  Fp  Fp;
H(N (Z=p)=Z=p; Fp) = 0; if > 2.
(3) If 3 6= 4 6= 5; then H 0(N (Z=p)=Z=p; Fp) = Fp; H 1(N (Z=p)=Z=p; Fp) =
L
5 Fp;
H 2(N (Z=p)=Z=p; Fp) =
L
6 Fp; H
(N (Z=p)=Z=p; Fp) = 0; if > 2.
Proof. We only prove the rst case. By Lemma 2.19, we have the group extension
0! K5 ! N (Z=p)=Z=p ! 3 = h(34); (45)i ! 0:
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The Hochschild{Serre Spectral sequence takes the form
Eij2 = H
i(3; H j(K5; Fp))) Hi+j(N (Z=p)=Z=p; Fp):
Since p> 3; Eij2 = H
i(3; H j(K5; Fp)) = 0 if i> 0. Hence Hj(N (Z=p)=Z=p; Fp) =
Hj(K5; Fp)3 . First, we calculate H 1(N (Z=p)=Z=p; Fp) = H 1(K5; Fp)3 .
If
m1B42 + m2B43 + m3B52 + m4B53 + m5B54 2 H 1(K5; Fp)(34) where mi 2 Fp;
then
(34)(m1B42 + m2B43 + m3B52 + m4B53 + m5B54)
=− m1B42 + m2(B42 + B43) + m3(B52 − B42) + m4(B53 + B54) + m5(−B54);
=(−m1 + m2 − m3)B42 + m2B43 + m3B52 + m4B53 + (m4 − m5)B54:
By comparing coecients, we have m1 = −m1 + m2 − m3, and m5 = m4 − m5. Sim-
ilarly, if m1B42 + m2B43 + m3B52 + m4B53 + m5B54 2 H 1(K5; Fp)(45), then we have
m1 + m5 = m3; m2 + m5 = m4. Hence, if m1B42 + m2B43 + m3B52 + m4B53 + m5B54 2
H 1(K5; Fp)h(34); (45)i, then m1 = −m1 + m2 − m3; m5 = m4 − m5; m1 + m5 = m3; m2 +
m5 =m4, i.e., m1 = 0; m2 =m5; m3 =m5; m4 = 2m5. Therefore, H 1(N (Z=p)=Z=p; Fp) =
H 1(K5; Fp)3 = Fp.
Second, we calculate H 2(N (Z=p)=Z=p; Fp) = H 2(K5; Fp)3 . Notice that a basis for
H 2(K5; Fp) is given by 1=B42B52; 2=B42B53; 3=B42B54; 4=B43B52; 5=B43B53,
and 6 = B43B54. Consider the action (34) on these basis elements:
(34)(1) = (34)(B42B52)
= (−B42)(B52 − B42)
=−B42B52
=−1
(since B42B42 = 0). Similarly, we can get (34)(2) =−3 − 2,
(34)(3) = 3;
(34)(4) = 1 + 4;
(34)(5) = 2 + 3 + 5 + 6;
(34)(6) =−3 − 6:
Also, we have the action of (45) on these basis.
(45)(1) =−1;
(45)(2) =−4;
(45)(3) = 1 + 2 + 3 + 4;
(45)(4) =−2;
(45)(5) =−5;
(45)(6) = 5 + 6:
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Similar as before, we get H 2(N (Z=p)=Z=p; Fp)=H 2(K5; Fp)3 =Fp. Moreover, since
H(K5; Fp) = 0 for > 2; H(N (Z=p)=Z=p; Fp) = 0, if > 2.
For the second case, we get Hj(N (Z=p)=Z=p; Fp) = Hj(K5; Fp)2 . In the same way
we can get H 0(N (Z=p)=Z=p; Fp)=Fp; H 1(N (Z=p)=Z=p; Fp)=FpFpFp; H 2(N (Z=p)=
Z=p; Fp) = Fp  Fp  Fp; H(N (Z=p)=Z=p; Fp) = 0, if > 2.
The third case is trivial.
A similar lemma as Lemma 2.21 can also be obtained.
Lemma 2.22. Let Z=p = hi; where Z=p< 23(p−1)=2; with xed point data 2() =
(1; 2j3; 4; 5).
(1) If 3 = 4 = 5; then H 0(N (Z=p)=Z=p;Z)(p) =Z(p); H 1(N (Z=p)=Z=p;Z)(p) =Z(p);
H 2(N (Z=p)=Z=p;Z)(p) = Z(p); H(N (Z=p)=Z=p;Z)(p) = 0; if > 2.
(2) If 3 = 4 6= 5; or 3 = 5 6= 4; or 4 = 5 6= 3; then H 0(N (Z=p)=Z=p;Z)(p) =
Z(p); H 1(N (Z=p)=Z=p;Z)(p) = Z(p)  Z(p)  Z(p); H 2(N (Z=p)=Z=p;Z)(p) =
Z(p)  Z(p)  Z(p); H(N (Z=p)=Z=p;Z)(p) = 0; if > 2.
(3) If 3 6= 4 6= 5; then H 0(N (Z=p)=Z=p;Z)(p) = Z(p); H 1(N (Z=p)=Z=p;Z)(p) =L
5 Z(p); H 2(N (Z=p)=Z=p;Z)(p) =
L
6 Z(p); H(N (Z=p)=Z=p;Z)(p) = 0; if > 2.
A(p) stands for the \p-localization" of the abelian group A; i.e.; A(p) = A⊗ Z(p).
Proof. It is similar to the proof of Lemma 2.21. Since the tensor product with Z(p)
preserves exactness, one has still all the spectral sequences after p-localization.
We now consider H^
i
(N (Z=p);Z)(p). We cannot use Kunneth Theorem to get the re-
sult because we do not know whether the short exact sequence 0! Z=p ! N (Z=p)!
N (Z=p)=Z=p ! 0 splits or not. Hence, we apply a spectral sequence to obtain Theo-
rem 2.13.
Proof. We only prove the rst case. Apply the spectral sequence to the central exten-
sion
0! Z=p ! N (Z=p)! N (Z=p)=Z=p ! 0
in the form
Eij2 = H
i(N (Z=p)=Z=p; Hj(Z=p;Z))(p) ) Hi+j(N (Z=p);Z)(p):
We rst compute Hi(N (Z=p)=Z=p; Hj(Z=p;Z))(p). Notice that the extension is central
because N (Z=p) = C(Z=p), so N (Z=p)=Z=p has trivial action on Hj(Z=p;Z). We now
claim that Hi(N (Z=p)=Z=p; Hj(Z=p;Z))(p) = 0 for i> 2. In fact,
Hi(N (Z=p)=Z=p; Hj(Z=p;Z))(p) = Hi(N (Z=p)=Z=p;Z)(p) for j = 0;
H i(N (Z=p)=Z=p; Hj(Z=p;Z))(p) = 0 for j> 0 odd;
and
Hi(N (Z=p)=Z=p; Hj(Z=p;Z))(p) = Hi(N (Z=p)=Z=p;Z=p) for j> 0 even:
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By Lemmas 2.21 and 2.22, all these groups are 0 for i> 2. Hence, we only need to
consider the case i = 0; 1. We have the following:
H 0(N (Z=p)=Z=p; Hj(Z=p;Z))(p)
=
8<
:
H 0(N (Z=p)=Z=p;Z)(p) = Z(p) for j = 0;
0 for j> 0 odd;
H 0(N (Z=p)=Z=p;Z=p) = Z=p for j> 0 even;
H 1(N (Z=p)=Z=p; Hj(Z=p;Z))(p)
=
8<
:
H 1(N (Z=p)=Z=p;Z)(p) for j = 0;
0 for j> 0 odd;
H 1(N (Z=p)=Z=p;Z=p) = Z=p for j> 0 even;
H 2(N (Z=p)=Z=p; Hj(Z=p;Z))(p)
=
8<
:
H 2(N (Z=p)=Z=p;Z)(p) for j = 0;
0 for j> 0 odd;
H 2(N (Z=p)=Z=p;Z=p) = Z=p for j> 0 even:
The spectral sequence collapses, because each dierential originates or terminates
at 0. So, both the E2 and the E1 page looks as follows:
j Z=p Z=p Z=p 0 0 : : :
j 0 0 0 0 0 : : :
j Z=p Z=p Z=p 0 0 : : :
j 0 0 0 0 0 : : :
j Z=p Z=p Z=p 0 0 : : :
j 0 0 0 0 0 : : :
j Z(p) Z(p) Z(p) 0 0 : : :
Hence, H^
1
(N (Z=p);Z)(p) = Z=p, and H^
2
(N (Z=p);Z)(p) = Z=p  Z=p or Z=p2. The
other two cases are similar.
Remark. For the general case  in(p−1)=2, the similar versions of Lemmas 2.14{2.22
still hold. The dierence is, in the above proof, since cd(K5) = 2, there are only three
non-vanishing columns in the E2 page; in general case, cd(Kn+2) = n− 1, there are n
non-vanishing columns in the E2. We need show all dierentials are still 0 in general
case, which I did in my thesis. Because of the n vanishing columns, the cohomology
is undetermined. However, we can still get some information from the E1 page.
Now by Brown’s theorem, we have the following results. We will only prove
Theorem 2.25. Theorem 2.23 is simple and Theorem 2.24 is similar to Theorem 2.25.
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Theorem 2.23. Let p denote an odd prime number. Then
H^
i
( 1(p−1)=2;Z)(p) =
8><
>:
(p−1)=2Y
1
Z=p; i = 0 mod(2);
0 i = 1 mod(2);
H^
i
( 2(p−1)=2;Z)(p) =
8><
>:
p−2Y
1
Z=p; i = 0 mod(2);
0; i = 1 mod(2);
H^
i
( 3(p−1)=2;Z)(p) =
8><
>:
p−2Y
1
Z=p; i = 0 mod(2);
0; i = 1 mod(2);
H^
i
( n(p−1)=2;Z)(p) = 0 for n> 3:
Theorem 2.24. Let p denote an odd prime number. Then for p> 3;
H^
i
( 1p−1;Z)(p) =
8>>>>><
>>>>>:
(p2−1)=6Y
1
Z=p; i = 0 mod(2);
(p2−3p+2)=3Y
1
Z=p; i = 1 mod(2);
H^
i
( 2p−1;Z)(p) =
8>>>>><
>>>>>:
(p−1)2=2Y
1
Z=p; i = 0 mod(2);
p2−3p+3Y
1
Z=p; i = 1 mod(2);
H^
i
( 3p−1;Z)(p) =
8>>>>><
>>>>>:
p2−3p+3Y
1
Z=p; i = 0 mod(2);
2(p2−3p+3)Y
1
Z=p; i = 1 mod(2);
H^
i
( 4p−1;Z)(p) =
8>>>>><
>>>>>:
p2−3p+3Y
1
Z=p; i = 0 mod(2);
2(p2−3p+3)Y
1
Z=p; i = 1 mod(2);
Moreover;
H^
i
( np−1;Z)(p) = 0 for n> 4:
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Theorem 2.25. Let p denote an odd prime number. Then for p> 5; we have the
following:
(i) If i is an odd integer; H^
i
( 23(p−1)=2;Z)(p) =
Q(5p3−17p2+19p−7)=6
1 Z=p; if i is an even
integer; then the order of H^
i
( 23(p−1)=2;Z)(p) is (7p3 − 25p2 + 35p − 23)=6  p;
and there is no Z=p3 in the cohomology.
(ii) If i is an odd integer; H^
i
( 33(p−1)=2;Z)(p)=
Q(5p3−19p2+27p+17)=2
1 Z=p; if i is an even
integer; then the order of H^
i
( 33(p−1)=2;Z)(p) is (7p3 − 27p2 + 39p − 25)=2  p;
and there is no Z=p3 in the cohomology.
(iii) If i is an odd integer; H^
i
( 43(p−1)=2;Z)(p) =
Q5(p3−4p2+6p−4)
1 Z=p; if i is an even
integer; then the order of H^
i
( 43(p−1)=2;Z)(p) is 7(p3 − 4p2 + 6p − 4)  p; and
there is no Z=p3 in the cohomology.
(iv) If i is an odd integer; H^
i
( 53(p−1)=2;Z)(p) =
Q5(p3−4p2+6p−4)
1 Z=p; if i is an even
integer; then the order of H^
i
( 53(p−1)=2;Z)(p) is 7(p3 − 4p2 + 6p − 4)  p; and
there is no Z=p3 in the cohomology.
(v) H^
i
( n3(p−1)=2;Z)(p) = 0; for n> 5.
Proof. We rst prove the case for  23(p−1)=2. By Lemma 2.9 and Theorem 2.10, for
Z=p= hi< 23(p−1)=2; 2() = (1; 2j3; 4; 5),
(a) if 3 = 4 = 5, we have B3 = p− 2 conjugacy classes of subgroups of order p,
(b) if 3 6= 4 = 5, we have C3 = p2 − 4p + 5 conjugacy classes of subgroups of
order p,
(c) if 3 6= 4 6= 5, we have D3 = (p3 − 7p2 + 17p − 17)=6 conjugacy classes of
subgroups of order p.
By Theorem 2.13, the main theorem follows.
Secondly we prove the case for  33(p−1)=2. By Lemma 2.9 and Theorem 2.10, for
Z=p= hi< 33(p−1)=2; 3() = (1; 2; 3j4; 5),
(a) if 4 6= 5, we have B3 + C3 = p2 − 3p + 3 conjugacy classes of subgroups of
order p,
(b) if 4 = 5, we have 3D3 +C3 = 3(p3 − 7p2 + 17p− 17)=6 +p2 − 4p+ 5= (P3 −
5p2 − 9p− 7)=2 conjugacy classes of subgroups of order p.
By the remark of Theorem 2.13, the main theorem follows.
Third we prove the case for  43(p−1)=2 or  
5
3(p−1)=2. By Lemma 2.9 and Theorem
2.10, for Z=p = hi< 34(p−1)=2; 4() = (1; 2; 3; 4j5), we have B3 + 3C3 + 6D3 =
p − 2 + 3(p2 − 4p + 5) + 6(p3 − 7p2 + 17p − 17)=6 = p3 − 4p2 + 6p − 4 conjugacy
classes of subgroups of order p.
By the remark of Theorem 2.13, the main theorem follows.
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