Introduction
A one-way random e ects model assumes for continuous random variables Y ij that Y ij = + U i + E ij i = 1 : : : ` j = 1 : : : n i :
(1) In applications Y ij may represent the jth measurement taken in the ith laboratory taking part in an interlaboratory testing procedure to investigate the quantity of a certain ingredient in some given substance. The measurements deviate from the xed (unknown) quantity by U i + E ij , where U i is a normally distributed random e ect (`laboratory e ect') with mean 0 and variance Searle (1987) ), where 1 n i denotes a vector of ones of length n i , I n i denotes the identity matrix and J n i the matrix of ones of order (n i n i ) i = 1 : : : .
Model (1) is invariant u n d e r linear transformations y 7 ! ay + b a 6 = 0 :
That is to say, a model of the form (1) is still valid when all data are transformed as in (2). Figure 1 gives some results from an intercomparison of radon detectors, described in Kreienbrock et al. (1999) . The scatterplot shows 25 measurements of -energy, emitted by radioactive radon gas, which w ere taken under identical conditions. Each detector supplies one measurement after preparation in a laboratory. Five laboratories took part in this investigation, each with ve detectors. One would expect that the measurements lie close together because the same quantity w as measured and the laboratories used the same standardized analytical technique. Furthermore the variation within each laboratory should bethe same. Therefore model (1) should be appropriate for these data. But in fact one can observe some types of`outliers'. Barnett and Lewis (1994) . . . de ne an outlier in a set of data to be an observation (or subset of observations) which appears to be inconsistent with the remainder of that set of data . Three types of outliers can bedistinguished in random e ects models. These are seen in gure 1 for the following data.
1. There is one observation in each of the laboratories 3 and 5 which is remarkably small, compared to the other observations of the same laboratory. 2. Except for the lower outlier laboratory 3 generally supplies larger measurements. 3. Laboratories 1 and 3 di er from the others with respect to the variation of the data. There is very little variation in laboratory 1, whereas the data in laboratory 3 show h i g h e r v ariation, even when the lower outlier is neglected. If model (1) is satis ed, these outliers are not likely to occur because of the light tails of the normal distribution and the assumption of homoscedasticity. Therefore model (1) is considered to describe the ideal situation without outliers.
Our aim is to set up formal rules that identify these outliers. At rst we will give the term outlier a more precise meaning. We will then consider one example of robust estimators and predictors, based on medians. Robust statistics for the one-way random e ects model are extensively discussed by e.g. Stahel and Welsh (1992) , Wellmann (1994), and Wellmann (2000) . They are of interest in their own. However, they are only used here to construct rules for the identi cation of outliers. We will then suggest a general form for such rules and provide details for a speci c example which involves the median-based estimators discussed before. This method is illustrated using the data from the introductory example ( g. 1).
3
2 Outliers in a one-way random e ects model
Outlier regions
For univariate data Davies and Gather (1993) where 2 (0 1) is some given numberandz q is the q-quantile of the normal distribution. The outlier region is chosen to besymmetric about because of the symmetry of the normal distribution. We note that a random variable X from N( 2 ) will be located in out L ( ) with probability ,
A real numberx is called -outlier with respect to N( (Davies, Gather (1993) ). Here we will consider three types of outlier regions in order to describe the above mentioned types of outliers in a one-way random e ects model.
The region out L ( 0 E ) corresponds to outliers in the E's, i.e. outliers within the classes. We call a real number y a location--outlier within the ith class if it is an observation of Y ij and the corresponding unobservable random variable E ij is realized in out L ( 0 E ). More conveniently we may call any real numbery a location--outlier within the ith class if it belongs to OUT( E U i ) = y : jy ; ; U i j > z 1; =2 E i = 1 : : : : (5) This outlier region depends on a random e ect and is therefore a random set. But it could as well have been formulated with the unobservable realizations of the random e ects.
Globally larger or smaller observations in some class correspond to an outlier in the U's, which is described by out L ( 0 U ). When a random e ect U i i = 1 : : : is observed in out L ( 0 U ) we call the corresponding class a location--outlier within the random e ects.
Extremely large or small variation within one class may be re ected in corresponding values of an estimator of scale s. The statistic s is called a scale estimator if it is location invariant and scale equivariant. That is to say, if y is the vector of observations, then s(ay + b1) = jajs(y) 0 (6) for any scalar constants a 6 = 0 and b, cf. Lax (1985) . We de ne an outlier region corresponding to an estimator of scale s to be a set of vectors y which l e a d t o s(y) su ciently far away f r o m E and choose this region to be symmetric about ln( E ) on a logarithmic scale as out S ( E s) = fy 2 R m : j ln(s(y)) ; ln( E )j > c g :
The constant c is chosen to satisfy Pr (Y 2 out S ( E s)) = The scale estimator s should be resistant against outliers in order to reduce confusion between high variation and low v ariation plus single outliers within the class.
The outlier region out S is invariant under the transformation (2) in the sense that a transformed vector of observations ay i + b1 n i is a scale-outlier if and only if y i is a scale-outlier in the original dataset. Analogous results hold true for the other outlier regions, which involve the unobservable random variables U i and E ij , where we adopt the following interpretation of invariance. Motivated by equation (1) we think of the transformed observable random variables aY ij +b as the sum of the new`true value' a +b, c l a s s e ects aU i and measurement errors aE ij i = 1 : : : ` j = 1 : : : n i . This convention is consistent with the assumption that the unobservable random variables have zero means.
Two further types of outliers could be considered. The outlier region Further aspects of outliers and robustness in the one-way random e ects model are discussed in Davies (1991) . We do not discuss these approaches any further.
Model assumptions and outliers
The element of surprise which the outliers provoke depends on what one expects to observe, or in other words, on the ideal model that one assumes before the data are available. A model similar to our ideal model (1), which could also be appropriate for the data in our introductory example, is the xed e ects model Y ij = + i + E ij i = 1 : : : ` j = 1 : : : n i (9)
The special case of this model with 1 = = `= E is even more similar to (1). Both models assume a normal distribution for the data. The normal distribution implies that the data are crowded together because of the light tails of this distribution. A Cauchy distribution, for example, will generate aberrant values much more easily.
Furthermore, outliers in the E 0 s can be considered in the xed e ects model as well as in the random e ects model.
But the xed e ects model per se gives no reason to identify locationoutliers in the class e ects, since these are arbitrary parameters in this model. The random e ects model, on the other hand, states that the class e ects stem from a common source and therefore should not di er too much.
However, the xed-e ects model allows a test for the hypothesis H 0 : 1 = = `= 0 or a multiple testing procedure to compare individual class e ects. But this hypothesis seems to be more restrictive (though not directly comparable) than the assumption of model (1) about the class e ects, where some variation is allowed. A less restrictive h ypothesis on the s in model (9) could beformulated, but then one has to decide how much variation in the 6 class e ects should be allowed. This is also true for the random e ects model, but there this decision is assisted by the assumption of the distribution of the random class e ects.
Searching for unusual variation of the data within the classes can be based on a heteroscedastic model like (9), or the analogous model with random class e ects, by a test for the hypotheses 1 = = `. Again, less restrictive h ypotheses can be formulated for the scale parameters or one can take the viewpoint o f o u t l i e r i d e n ti cation as described above and search f o r unusual realizations of the random variables s(Y i ) i = 1 : : : ` under a homoscedastic model. Note however that our approach m a y be of limited use in a situation where a common scale parameter for all classes is not reasonable.
In more structured models further aspects of outliers may occur see Terbeck a n d D a vies (1999) for a discussion of the two-way a n a l y s i s o f v ariance.
Standardization of outlier regions
Following the ideas of Davies and Gather (1993) we use outlier regions with = n depending on a prespeci ed 2 (0 1) and n = E as well as on the unobservable random e ects U 1 : : : Ù. In order to identify outliers we need estimates of these parameters and predictors of the random e ects. Experience with univariate data shows that robust procedures are preferable and especially median based statistics are a good choice to avoid a masking e ect in outlier detection rules (Davies, Gather (1993) ).
Given data y ij , let is used to describe the variation within the classes. The factor e(m) has been found by Croux and Rousseeuw (1992) and ensures that the median absolute deviation of m stochastically independent normally distributed random variables is an approximately unbiased estimator for the underlying standard deviation. This normalizing factor equals e(m) 
where v(m) denotes the variance of the median of m independent N(0 1) random variables. Cadwell (1952) gives approximations for v(m). By means of simulations we found the factor e U =+ 1 :56 e(`) 2 to achieve that the mean of (14) is approximately equal to this variance in the balanced case, i.e. but this will again introduce a bias, cf. Verdooren (1980) . Problems of this kind are well known in classical estimation theory of variance components, see e.g. LaMotte (1973) .
The factors e U and e E approximate the reciprocals of simulated means of the uncorrected estimators under model (1). They have been simulated in the balanced case for several values of`and m. We use them in the unbalanced case as well.
The estimators de ned above don't take account o f t h e n umber of observations per class. Therefore it should be possible to improve these estimators, especially in the unbalanced situation, by considering appropriate weights for each class. We do not follow u p this issue further.
Predictors for the random e ects U i are constructed similar to the nonrobust`best linear unbiased predictors', cf. Searle (1987) E respectively and let b u i be a predictor of the unobservable random e ect U i i = 1 : : : . We also need robust estimates of scale s i = s(y i ) i = 1 : : : . We restrict our attention to nonnegative estimators of the variance component 2 U . This excludes for example the estimator (17), but admits its truncated version (18). Common estimators for 2 E are nonnegative with probability one. Note however that the MAD becomes zero when half of the data are identical.
The identi cation rules proposed below need estimators c U and c E for U and E . When only estimators for the variance components are available, we simply take their square roots.
There are numerous suggestions in the literature on how to identify outliers in univariate data (Barnett and Lewis (1994) , Hawkins (1980) ). Appropriate modi cations of these procedures can beapplied to the b u i to nd location-outliers within the random e ects, to the s i to identify scale-outliers (especially procedures for non-negative data) or to the (y ij ; b u i ) to identify location-outliers within the classes, i = 1 : : : ` j = 1 : : : n i .
Our de nition of the task of identifying outliers in one-way random e ects models reads: Find all points in the outlier regions de ned in section 2.1. Therefore we de ne empirical versions of these regions. These are given by procedures which identify outliers when appropriately de ned residuals exceed a critical value. These values may depend on estimators b of the unknown ratio = U = E .
1. Identify y ij to be a location-n -outlier within the ith class, if
2. The ith random e ect is identi ed as location-`-outlier within the random e ects, if c U > 0 and jb u i j > c U ( b )c U :
When c U = 0, which may occur with positive probability for some estimators, e.g. the truncated estimator (18), we take this as a hint that there are in fact no random e ects (cf. Searle (1971), p. 407) . In this case one would not look for outlying random e ects either. 3. The ith class is identi ed as scale-`-outlier, if j ln(s i ) ; ln(c E )j > c S ( b ) i = 1 : : : :
These identi cation rules should be invariant under linear transformations of the data. This is ful lled whenever the location estimator is location and scale equivariant and the scale estimators as well as the predictors are location invariant and scale equivariant, which is commonly requested for such statistics.
The functions c U c E and c S should bechosen to achieve that under the assumptions of model (1), where outliers are not likely to occur, there is only a small probability, 2 (0 1) say, to detect any outlier, These normalizing constraints are close to (10) (12) and thus allow i n d e e d t o interpret these procedures as rules for the identi cation of n -o r `-outliers, respectively. Of course such rules should detect as many true n -, `-outliers as possible, i.e. they should maximize some criterion like the expected numberof detected -outliers. For this purpose we look for procedures which a void the so called masking and the swamping e ect. This means that an identi cation rule is misled by the outliers themselves and detects too few or too many outliers, cf. Davies and Gather (1993) .
An identi cation rule based on medians
We i n vestigate identi cation rules as outlined in section 4, using the estimators and predictors of section 3. Approximations to the functions c E c U , and c S ((20) (22) 
Here m equals n=`, rounded to the nearest integer. The quantiles z 1; n=2 and z 1; `= 2 would be the correct critical values if the model parameters were known. Note that the tted functions converge to these values or the constant S1 , respectively, w h e n n and in (27),`in (28) with U3 < 0, and m and/or in (29) are growing. The 's depend on and on whether`or m is even or odd. They are tabulated in the appendix.
In practice is unknown and is therefore replaced by the estimator b = c U =c E in (27). Simulations con rm that conditions (10 12) are satis ed in general when proceeding as above. However, the identi cation rule for outliers within the classes seems to be somewhat conservative or liberal in some situations, depeding on the combination of`and m. This may be partly due to the fact that the critical values depend on an estimate of .
6 An Example Table 1 lists the data of the introductory example, along with some auxiliary statistics which help to calculate the statistics introduced above. The seventh 7 Discussion Figure 1 exempli es several patterns of departure from the assumptions of model (1). These patterns are described to a great extent by our de nition of outliers. The procedures of sections 3, 4, and 5 translate these concepts into easily applicable statistical methods. In our example, the procedure identi es the most obvious outliers from laboratories 3 and 5. However, no scale-outlier is identi ed, despite the great variability among the scale estimates within the laboratories.
It can be expected that the methods can be improved by using more e cient and robust estimators and predictors and by adapting stepwise procedures for the detection of outliers in univariate data. The model for c S was actually c S ( ) = S1 + x 0 S2 0(`+ S3 0 )(m + S4 0 ) + x 1 S2 1(`+ S3 1 )(m + S4 1 ) with x 0 = 1 for m even, x 0 = 0 otherwise and x 1 = 1 ; x 0 . This results in a unique parameter S1 for bothm oddand even and therefore a unique asymptotic critical value for growing m. As a consequence the absolute relative deviation can not be distinguished for odd and even m. 
