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ABSTRACT
Commercialization of spectral imaging for color reproduction will require the
identification and traversal of roadblocks to its success. Among the drawbacks
associated with spectral reproduction is a tremendous increase in data capture bandwidth
and processing throughput. Methods are proposed for attenuating these increases with
data-efficient methods based on adaptive multi-channel visible-spectrum capture and
with low-dimensional approaches to spectral color management. First, concepts of
adaptive spectral capture are explored. Current spectral imaging approaches require tens
of camera channels although previous research has shown that five to nine channels can
be sufficient for scenes limited to pre-characterized spectra. New camera systems are
proposed and evaluated that incorporate adaptive features reducing capture demands to a
similar few channels with the advantage that a priori information about expected scenes
is not needed at the time of system design. Second, proposals are made to address
problems arising from the significant increase in dimensionality within the image
processing stage of a spectral image workflow. An Interim Connection Space (ICS) is
proposed as a reduced dimensionality bottleneck in the processing workflow allowing
support of spectral color management. In combination these investigations into data-
efficient approaches improve two critical points in the spectral reproduction workflow:
capture and processing. The progress reported here should help the color reproduction
community appreciate that the route to data-efficient multi-channel visible spectrum
imaging is passable and can be considered for many imaging modalities.
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1. INTRODUCTION
Got to hurry on back to my hotel room
Where I've got me a date with Botticelli's niece
She promised that she 'd be right there with me
When Ipaint my masterpiece
Bob Dylan, When I Paint myMasterpiece
Color reproduction has always relied on metamerism, the fact that an observer will
confuse pairs of spectral power distributions as being the same color under particular
viewing conditions. Metamerism in humans forgives the fact that colorants used to create
a copy will typically reflect or transmit light differently than the color forming materials
of an original. The engineering conveniences of basing a color reproduction systems on
metamerism are counterbalanced for some applications by the fact that under different
viewing conditions or for different observers the match can degrade.
In recent years spectral reproduction has been explored to address the disadvantages of
metameric imaging and as a source of previously unattainable features. Spectral imaging
captures sufficient information to estimate the spectral radiance, transmittance or
reflectance from an original. Compared to current imaging techniques, this can mean a
dramatic increase in bytes per pixel. Capturing and manipulating spectral data can easily
overwhelm resources for storage, processing or throughput. Addressing these problems
through data-efficient approaches is the purpose of this dissertation.
1.1. PERSPECTIVE
There is something very human about our desire to draw. While many social organisms
demonstrate extraordinary means for communication, the human species has developed
particular skill in maintaining records of our experience. We are a race of artists.
Figure 1-la. Cave drawing, 15,0000
10,000 BC [Hanson, 1986].
Figure 1- lb. Pastels on paper.
[Balonon-Rosen, 2000].
Figure 1-1. Humans are a race of artists.
A related human trait is our use of tools. Without tools there could be no visual art. As
tools have evolved so has our drawing ability. In 1835, it must have seemed that the
ultimate tool for drawing had been invented when William Henry Fox Talbot succeeded
in fixing the image in his camera obscura [Schaaf, 2000] (see example in Figure 1-2).
But, that was far from the end of the road. Many twists and turns on the highway have
been navigated since then.
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Figure 1-2. Latticed Window (with the Camera Obscura) August 1835. Oldest surviving
paper negative made by William Henry Fox Talbot [Schaaf, 2000].
The art and science of drawing with light, photography, has been continually updated and
improved. 60 years ago, Mees observed that the original methods for photography had at
that point become extinct [Mees, 1942]. Yet, whatMees considered then to be modern is
found by contemporary standards to be antiquated and primitive. For example,
Kodachrome's original form, introduced in 1935, brought color photography to the
masses. It was very different from the color imaging methods investigated by Becquerel,
Maxwell, Du Hauron, Lippmann and Ives as long ago as 1847 and it is very different
from the silicon-based digital photography now so very popular. Each generation has
strived to improve the general baseline of imaging ability. It is important to note that
each good idea has encountered a series of roadblocks that stand between it and its
commercialization. The success of strategies to navigate these roadblocks has meant the
difference between early extinction of the approach and its widespread acceptance.
1.1.1. The Road to Spectral Reproduction
Figure 1-3 illustrates that we stand today with a vast series of choices before us, forks in
the road where each branch represents a potential imaging future. One lane ahead
represents multi-channel devices. Many printer manufacturers have already started down
this road [Mahy, 1998], [Agar, 2001]. For example, 6-ink printers are now common and
inexpensive. Film and digital camera manufacturers have also glanced down the multi
channel lane with several 4-channel devices on the market or under investigation [Ohta,
1991], [Quan, 2002]. It can safely be said that for both camera and printer systems,
commercial work done up until now has concentrated on improving colorimetric
performance or increasing the available colorimetric gamut.
Figure 1-3: Some forks in the road of color reproduction. "You are
here"
indicates the
general current position of camera and display manufactures while many printer
manufacturers have already moved down the multi-channel path towards colorimetry.
Multi-channel systems can support the introduction of spectral systems. The idea of
moving along the spectral branch, capturing, processing and controlling spectra for color
reproduction, has caught the imagination of researchers in a number of color imaging
laboratories in recent years. Some of the concepts, though, have been under investigation
for nearly 30 years. On the input side, the work of Kotera and
co-workers at Matsushita
took place as long ago as 1975 with the use of multiple interference filters for spectral
scanning [Kotera, 1975, 1976], [Hayami, 1976]. A
number of worldwide patents were
issued on that work starting in 1978 [Kan, 1978], [Hayami, 1979].
Ohta and co-workers
at Fuji Film demonstrated the use of a spectral camera in 1981 for use in simulating a
photographic system [Ohta, 1981a, 1981b], [Takahashi, 1981]. By the mid-1990's an
explosion of interest had grown up around spectral
estimation from multi-channel camera
signals. Imai and Berns showed that off-the-shelf cameras could
be configured for high
quality spectral imaging [Imai, 1999,
2002].
On the output side, Ohta was the first to put a stake in the ground with his 1972
simulation of a 12-colorant system for minimizing spectral reproduction error [Ohta,
1972]. Berns of the Munsell Color Science Laboratory began publishing on the topic in
1993 [Berns, 1993] and his group has established the concept of least metameric
reproduction through the researches of Berns, lino, Tzeng, Rosen, Imai and Taplin.
In 1999 Rosen demonstrated a spectral reproduction of a complex scene [Rosen, 1999] as
illustrated in Figure 1-4. This end-to-end spectral reproduction experiment, an
integration of multi-channel capture, spectral image processing and multi-band output, is
discussed in detail in Chapter 4.
Figure 1-4. Spectral portrait taken of this view might be the first complex scene to
undergo digital end-to-end spectral reproduction treatment. It is discussed in Chapter 4.
1.1.2. Imaging Technologies: Success and Failure
No imaging process remains the dominant technology forever. Figures 1-5 through 1-7
illustrate technologies that were once important but are now obsolete. All systems
eventually fall out of favor, regardless of their momentary popularity. Success is
measured by how widely a process is used, how well it improves lives and to what extent
it shapes the future. Unsuccessful technologies, no matter how brilliantly conceived, are
doomed to represent dead-ends on the road of color reproduction (see examples in
Figures 1-8 and 1-9).













Figure 1-7. Technicolor's 3 strip
camera [AWSM, 1998],
Figure 1-6. Popular nineteenth century
photographic processes [Reilly, 1986].
Figures 1-5 - 1-7. Successful imaging technologies: widely used, improved lives and
shaped the future.
PICTURE TUBE COLOB WHEEL
Figure 1-8. CBS's color TV design, defeated by RCA's [Fisher, 1997].
Figure 1-9. Polavision, Polaroid's instant color movies [Land, 1977], a commercial flop.
Illustration from http://www.rwhirled.com/landlist/pics/campics/pvision.jpg
Figures 1-8 and 1-9. Imaging technologies that failed. Their proponents never found a
passable route around roadblocks to commercialization.
Spectral reproduction techniques should continue to improve and introduce important
new features. Whether spectral imaging will move into the mainstream or whether it will
languish and never reach its promise is a question of mapping out the roadblocks to its
success and to developing sound strategies for navigating them.
1.2. ROADBLOCKS TO SPECTRAL REPRODUCTION
There are many major obstacles in the road of spectral reproduction. Roadblocks come
from various places along the spectral color reproduction workflow. None are
insurmountable, but all will require effort and careful consideration. Some are outlined
below.
1.2.1. Education Roadblocks
User education. There is far from a widespread understanding of the
desirability of spectral reproduction.
Developer education. Most mainstream color reproduction technologists are
unaware of work being done in spectral reproduction.
Feasibility of spectral output. The overwhelming majority of spectral reproduction
research to-date has been in the area of multi-channel capture followed by reduction
of spectra to colorimetry for standard display. Relatively little work has covered the
idea of spectral output and still less has regarded the problem of efficient spectral
image processing. Thus, even those developers with some familiarity of spectral
imaging research may not be considering the extent to which a
spectral match on
display or hardcopy output may be realized.
1 .2.2. Input Roadblocks
Relationship between low-bandwidth capture and scene-constraint
requirements. There are a number of methods explored to-date for low-bandwidth
capture ranging from trivial to very elegant that can yield high quality spectral
estimates but which require a priori knowledge of the spectral characteristics of
scene objects.
Relationship between unconstrained scene capture and high-bandwidth
requirements: Methods explored to-date for capture of scene objects with arbitrary
spectral characteristics require the imaging of a large number of channels for
accurate spectral estimation.
1.2.3. Roadblocks Associated with Processing
Number of operations per pixel: Spectral reproduction often starts with an image
having more than the typical three-channels and likely produces an image with more
than the typical three or four-channels. Depending on the complexity of a color
transformation algorithm, the number of computations per pixel will be many times
the current cost.
1.2.4. Open Architecture Roadblocks
Spectral color management: Color management, as currently practiced, typically
involves two logical processes that are mathematically concatenated down to a
single, efficient process and then applied to an input image. The first logical process
is parameterized by an input profile and the second is parameterized by an output
profile. Open systems are enabled by forcing the two logical processes to pass
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through device independent color defined as specific encodings of CIEXYZ or
CIELAB. Although it would be conceptually straightforward to describe a
completely analogous approach for spectral color management where logical
processes are forced through spectral reflectance, radiance or transmittance, the
potential dimensionality of these spaces and the need for additional parameters
quickly defeats simplistic approaches.
1.2.5. Noise Roadblocks
Narrow-band channels tend to have low signal. Reducing the spectral bandwidth
of an imaging channel sensitivity will increase spectral precision at the cost of
decreasing the signal-to-noise ratio for the detector response.
Wide-band channels tend to have large amount of overlap. Increasing the
spectral bandwidth an imaging channel sensitivity will increase the signal-to-noise
ratio but will decrease spectral precision. In order to recover spectral precision,
many spectrally overlapping channels may be linearly combined. Large differencing
of channels will result in noise magnification.
Spectrally diverse inks versus multi-level inks. Typical six-ink printers
are
designed to reduce visible noise through the use of low-density versions of cyan and
magenta in addition to the standard cyan, magenta, yellow and black inks. The half
toning algorithm swaps low-density inks for
standard cyan and magenta in areas of
low ink levels. For printers used for spectral output, there is a potential noise
tradeoff when spectrally diverse inks replace
some or all of the multi-level inks.
1.2.6. Output Roadblocks
Limited spectral dexterity. Any realistic color reproduction system with color
rendering capabilities based on the mixing of colored primaries will be unable to
match all potential spectra. Limiting the number of available primaries limits the
gamut of spectral shapes available for matching.
Display limitations. Current display technology is largely based on three fixed
spectrally wide-band primaries. There is no mechanism for a user to easily change a
primary.
Hardcopy limitations. Current printer technology is based on a limited number of
spectrally wide-band primaries. The number typically ranges from four to six with
occasional models accommodating up to several more.
1.2.7. System Roadblocks
Current infrastructure inadequate. Although conceptually it is compatible with
the current workflow, a complete spectral reproduction system including multi
channel input, spectral processing and multi-channel output for least metameric
reproduction has many incompatibilities with imaging hardware and software
already in place.
1 .2.8. Status of the Roadblocks
There are a number of researchers already involved in addressing many
of these
roadblocks, particularly those associated with education,
noise and output. In regards to
educating users about the value of
spectral reproduction, there are several book chapters
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and papers that are useful. These include [Hunt, 2000], [Keusen, 1995], [Berns, 1999],
[Fairchild, 2001], [Rosen, 2001b] and [Imai, 2003]. Berns has instituted a web site
dedicated to spectral imaging of artwork, www.art-si.org. It contains a very useful
database of downloadable papers and on-line demonstrations generated by his research
group. Imai maintains www.multispectral.org and is editor of a periodic online
newsletter called Spectral Vision [Imai, 2001c, 2002c]. The Munsell Color Science
Laboratory offers a site called Lippmann2000 [Rosen, 1999]
(www.cis.rit.edu/mcsl/online/lippmann2000.shtml) that contains a database of spectral
images, computer programs and papers.
Education of researchers would probably be best served by an overview of technical
papers. Good collections of papers can be found within the proceedings of the
International Symposium on Multispectral Imaging, held annually since 1999 [Miyake,
1999], [Miyake, 2000], [Hauta-Kasari, 2001] and [Honda, 2002], and spectral imaging
sessions at the SPIE conferences on Color Imaging since 1999 [Beretta, 1998],
[Eschbach, 2000, 2001a, 2001b]. Hardeberg recently published a book useful for those
new to the field of spectral imaging [Hardeberg, 2001].
Work specifically concerning noise in multi-channel systems was performed by Burns
[Burns, 1996, 1997] and Rosen [Rosen, 2002]. Work on multi-channel softcopy output
systems, both projection and LCD direct display, is actively underway at the Akasaka
Natural Vision Research Laboratory [Ajito, 1999], [Konig, 2002] and the University of
Aachen [Boosmann, 2003] among others. Work on determining optimal number of inks
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and spectrally characterizing printers for specific output applications is underway at the
Munsell Lab [Tzeng, 1998], [Taplin, 2001], [Rosen, 2001b] and others. Chiba University
in Japan, University of Joensuu in Finland and ENST in France are also centers of
publication and research in some of these topics.
1.2.9. A Spectral Future?
Of spectral reproduction, Berns writes "If only an increase in colour accuracy compared
with the current state of multimedia imaging was the benefit, a cost-benefit analysis
would probably be
unfavourable"
[Berns, 1999]. Fortunately, according to him, there are
many additional features that spectral imaging brings. As the current debacle in the US
concerning HDTV shows [Everitt, 2002] even adding features is not a guarantee that a
new technology will succeed. Given an optimistic viewpoint that all other roadblocks
will eventually be satisfactorily navigated, in the end it is how roadblocks associated with
system are addressed that will determine whether or not spectral color reproduction will
succeed as a major imaging medium. This will involve complex forces far beyond
technical innovation that include market pressures and timing, politics, economies of
scale, perceived and actual value, competitive technologies and intellectual property
positions.
1.3. DISSERTATION GOALS
The goals of this dissertation are to address specific spectral reproduction roadblocks
associated with input and processing, as listed above in section 1.2. By extension,
addressing processing points the way toward how a
spectral Color Management Module
(CMM) would work to partially address the roadblock associated with open architecture.
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The other roadblocks listed in section 1 .2 are not directly addressed here. A more detailed
look at the goals for this dissertation can be found in Chapter 3.
1.3.1. Addressing Input Roadblock: Data-efficient Spectral Capture
Multi-channel input presents an interesting paradox for spectral recovery. Either
tremendous data flow must be accommodated, or objects in a scene must be limited to
types for which a system has been optimized. In other words, unconstrained scenes
require high-bandwidth systems; low-bandwidth systems require scene limitations.
Adaptive spectral imaging, a hybrid approach, is proposed and investigated. For the
proposed approach high-bandwidth imaging methods are combined with low-bandwidth
methods to create a system that has overall data-efficiency. Two subsystems are utilized
in an image capture system. The first subsystem is high in spectral resolution but low in
spatial resolution and the second is high in spatial resolution but low in spectral
resolution. For some implementations, the spectral sensitivies of the channels for the
second subsystem are configurable. Analysis of the spectra estimated from the first
subsystem is used to configure the second subsystem and to derive scene-customized
spectral estimation transforms. Chapter 5 is devoted to this topic.
1 .3.2. Addressing Processing Roadblock: Computationally-efficient Spectral Processing
Spectral color management will not be realizable until there are useful spectral image
processing techniques that are
computationally-efficient. Profile connection spaces for
today's colorimetry-based color management are three-dimensional: either CIEXYZ or a
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space similar to CIELAB. Moving toward a spectral color management scheme,
connection spaces could greatly increase in dimensionality, perhaps up to 31 -dimensions
or more. Non-linear color mixing transformations are most efficiently applied through
the use of sparsely populated multi-dimensional lookup tables. The memory
requirements for lookup tables go up exponentially with the number of input dimensions.
It can easily be shown that lookup table sizes quickly become too large for practical use
as dimensionality exceeds 6.
Methods for creating efficient yet realistic image processing approaches based on spectral
data are explored. Chapter 6 will discuss techniques for accomplishing this goal.
1.4. MAPPING THE ROUTE TO SPECTRAL REPRODUCTION
1 .4. 1 . Experiments
Three experiments are reported in detail. All three experiments had similar goals. First,
develop the means to capture many channels and estimate accurately the reflectance or
"projective
reflectance"
of an original complex scene or scenes and, second, to
characterize a printing system spectrally and devise means to transform incoming spectral
estimates to printer digits so as to replicate the incoming spectra as closely as possible.
The third experiment became the testbed for applying the techniques developed for
data-
efficient capture and spectral color management.
1 .4. 1 . 1 . Spectral Portrait ofa Human
The first experiment was an attempt to spectrally capture and reproduce a human face. It
was initially described in [Rosen, 1999] and is treated in Chapter 4. It was one of the
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Munsell Lab's first attempts to capture an unconstrained complex spectral image. Figure
1-10 illustrates the studio setting. Professor Roy Berns sat with his head braced for four
to five minutes while multiple exposures were taken. Di-Yuan Tzeng had recently
completed his Ph.D. thesis [Tzeng, 1999b] devoted to color reproduction with minimal
spectral error through the use of multiple inks. While his implementation was only fast
enough for transforming color patches, this study harnessed that work and made it
practical to transform large complex spectral images.
Figure 1-10. Professor Roy Berns sat with head braced during 16 narrow-band
exposures.
\A.\.2.Spectral Hardcopy Reproduction ofFabric Samples
The roadblocks to spectral reproduction are significant. It is likely that limited markets
with specific needs will be the early adopters, which,
in turn, will enable a gradual
growth in the dissemination and improvement of technologies. Markets
that may qualify
as first users of the technology could include movie special effects,
bio-medical imaging
and fine-arts reproduction. A market with many
opportunities to benefit from spectral
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reproduction is that of commerce over the WorldWide Web. In the summer of 2001, an
experiment to spectrally capture and reproduce fabric samples on a desktop 6-ink printer
was undertaken. It is also discussed in Chapter 4. Figure 1-11 shows the fabric being
imaged and Figure 1-12 shows the 6-ink desktop printer. Figure 1-13 illustrates inserts
made for IS&T's
9th
Color Imaging Conference [Rosen, 2001b]. Colorimetric and
spectral reproductions were printed on the insert and samples from the original material
were pasted to the page.
/ I
Figure 1-11. 3K x 2K monochrome
camera with spectrally tunable filter




Figure 1-12. 6-ink desktop printer
producing colorimetric and
spectral
reproductions of the fabric samples.
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Figure 1-13. Insert for the Proceedings of the
9th
Color Imaging Conference [Rosen,
2001b]. Fabric swatch in the middle, standard ICC reproduction on left and end-to-end
spectral reproduction on right.
1 .4.1.3.Spectral Capture From Webcam
During the summer of 2002, hybrid systems for data-efficient spectral capture were
investigated through an experiment that combined high and low spectral resolution image
capture. The experiment is covered within Chapter 5. A rotating table was built and
various objects placed on it as shown in Figure 1-14. A 6-channel video imaging system
was constructed from a pair of inexpensive webcams, a filter and a beam splitter
illustrated in Figure 1-15. By changing the filter once, up to 9 channels were available
for each position of the rotating table. At various discrete angles,
31 channels were
captured by the camera pictured in Figure 1-16, a six-mega
pixel monochrome camera
with a spectrally tunable filter mounted in
front of the lens.
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Figure 1-14. Foreground objects
and paint target are on rotating
table. 6-channel video camera is on
tri-pod beneath light.
Figure 1-15. 6-channel video camera
composed of two standard 3-channel
webcams. Beam splitter sends the same
view to both. An absorption filter
attenuates one camera's sensitivities.
Figure 1-16. 3K x 2K monochrome camera with spectrally tunable filter mounted, used
to capture 3 1 channels at eight discrete angles of the rotating table
1.4.2. Spectral Image Visualization Software Tool
A spectral image visualization tool was needed to conveniently explore the full
dimensionality of multi-band images and apply spectral-level color transforms to these
unwieldy data structures. Spectral images have typically been reduced to three-channels
for display, preserving the two spatial dimensions but destroying all but some appearance
attributes of the third, color dimension. Thus, an approach that displayed spectral images
while retaining accessibility to the spectral underpinning was desirable.
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1 .4.2. 1 .Spectralizer
Following on the work of Johnson and Fairchild [Johnson, 1998], Spectralizer, was
implemented to provide a platform where spectral images could easily be displayed,
manipulated, analyzed and processed [Rosen, 2000b]. It was useful to the algorithm
investigations described in the following chapters. Through
Spectralizer'
s spectral color
management interface, visible-spectrum color reproduction scenarios were developed.
See Figure 1-17. Spectralizer is used throughout the experiments described in this
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Figure 1-17. Screen shot of Spectralizer.
1.5. DISSERTATION CHAPTER STRUCTURE
Chapter 2: Background. Chapter 2 provides context to the motivation behind
this dissertation. Relevant prior work is described and terminology
defined. Important
concepts behind spectral imaging and spectral color management are
introduced.
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Chapter 3: Goals. The two major goals of the dissertation, data-efficient imaging
and computationally-efficient spectral color management, are further explained in
Chapter 3. Justification is built for the importance of these concepts. The
approaches taken to the address the problems are outlined.
Chapter 4: Preliminary Spectral Color Reproduction Experiments. The
spectral reproduction workflows explored in these studies begin with multi-channel
cameras and methods to derive spectral estimates from imaged scenes. Chapter 4
describes a spectral camera system developed early in this research program based
on a traditional film camera and a computer controlled tunable filter. The system
was used to capture a spectral portrait and produce its reproduction. A MatchPrint
rendering and soft display are discussed. A subsequent experiment to capture fabric
samples using a high resolution digital camera and an upgraded tunable filter is also
presented. The goal of the second experiment was to produce a spectral
reproduction of the fabric samples on an ink-jet printer and compare the results to
typical colorimetric color reproductions.
Chapter 5: Navigating the Roadblocks: Adaptive Spectral Image Capture. One
major goal of this dissertation is to define a data-efficient method for spectral
imaging. An adaptive solution to the problem is described in Chapter 5. Discussion
of simulations and analyses of adaptive systems are contained. Results from a
prototype system built from two webcams are also presented.
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Chapter 6: Image Processing for Spectral Color Management. In Chapter 3 it
will have been found that there is no easy scaling of current color processing
methods for use in the very high dimensionality of spectral reproduction systems.
Thus, new approaches to color management processing are needed to fulfill the
promise of spectral output. Chapter 6 includes detailed explanation of the use of
low-dimensional interim spaces. Images captured from the Chapter 5 webcam
experiments are used to demonstrate computationally-efficient spectral processing.
Chapter 7: Conclusions and Recommendations. This dissertation will show that
it is possible to create data-efficient spectral capture systems based on adaptive
principles and that is possible to build computationally-efficient spectral color
management systems based on a well-chosen interim low-dimensional color space.
Recommendations for areas of future research on the implementation of these





asked Tock, looking up
inquisitively atAlec.
"The sunset, of course. They play it every evening about
this time . . . and they also play morning, noon and night,
when, of course, it's morning, noon, or night. Why, there
wouldn 't be any color in the world unless they played it.
Each instrument plays a different one,
"
he explained.
Norton Juster, The Phantom Tollbooth
In the children's fantasy, The Phantom Tollbooth, Chroma is conductor of an orchestra
that
"plays"
the colors of the world [Juster, 1988]. Tones emitted by a collection of
instruments do make a good metaphor for the complex properties of a scene's spectral
radiance. Like the intricate combination of sound frequencies that comprise an orchestral
piece, spectral radiance from any point in a scene consists of a rich mixture of photon
frequencies.
Newton's prism experiments, such as the one illustrated in Figure 2-1, explained how
light and its interaction with matter give rise to the conditions in which color may be
seen:
From all which it is manifest that if the Sun's light consisted of but one
sort of rays, there would be but one colour
in the whole world... and by
consequence, that the variety of colours depends upon the
composition of
light.... Colours in the object are nothing but a disposition to
reflect this or
that sort of rays more copiously than
the rest. [Newton, 1717].
For a given material and an encountered photon of a certain wavelength, there are certain
events that may happen. The photon may
be transmitted, reflected, or absorbed.
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Absorption may lead to, among other things, reconversion back to visible radiation
through fluorescence or phosphorescence. All these processes are stochastic. The result
is a spectral power distribution reflected from an illuminated object.
Figure 2- 1 . A Newton experiment contributing to knowledge about the relationship
between light and color [Newton, 1717].
Philosophers may argue metaphysical questions about whether or not a color belongs to
an object [Byrne, 2002], but it is scientifically accepted that the appearance of color
requires a mental process: "There may be light of different wavelengths independent of
an observer, but there is no color independent of an observer, because color is a
psychological phenomenon that arises only within an
observer."
[Palmer, 1999]. Thus,
the spectral power distribution encountered by an eye when focused on an object in a
given environment gives rise to the viewer's idea of the object's color.
In 1802, Young presented to the Royal Society his conclusion that human perception of
color is based on three primaries [Sipley, 1951]. Almost all innovation in color imaging
since that time has been based on this tautology. James Clerk Maxwell performed the
first public demonstration of 3 -channel full-color
photography1
in 1861 in an experiment
designed to verify trichromacy. Likewise,
manufacturers of modern digital cameras,
scanners and printers still rely on Young's theory as the basis of
their systems. These
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techniques are grouped into the category of colorimetric or metameric imaging [Konig,
1999].
Maxwell was preceeded by Alexandre Becquerel who in 1 857 published "La Production
des Couleurs sons Faction de la
Lumiere"
describing his work in color photography
dating back to 1847. He used sub-chloride of silver to record colors of the spectrum, but
the prints eventually faded under light [Sipley, 1965]. Maxwell's 1861 demonstration
used non-sensitized wet-collodion plates projected through three glass cells filled with
colored liquids [Evans, 1961]. Louis du Hauron made numerous contributions to the
field of color photography and printing, explaining many of the basic concepts in "Le
Couleurs en
Photographie"
published in 1869. He invented cameras for taking three
separate negatives and for two-color stereoscopy [Sipley, 1951]. At the beginning of the
twentieth century, Fredrick Ives, one of the most prolific inventors in early color
photography, commercialized his Chromoscope, an additive three-color process [Reg,
1916].
Spectral color reproduction, discussed below, is a break with the long-successful
3-
channel tradition. Figure 2-2 indicates a sharp turn in the road.
Spectral reproduction
brings rich new capabilities to color reproduction but also introduces many challenges.
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Figure 2-2. Sharp turns at the fork in the road between spectral and colorimetric
reproduction.
2.1. METAMERIC AND SPECTRAL COLOR REPRODUCTION
Pairs of objects with distinct spectral reflectances arousing the same psychological
response are known as metameric pairs [Wyszecki, 1982]. Metamerism has been
important for color reproduction from the time of cave drawings (as in Figure 1-1) to
modern digital systems (exemplified in Figure 2-3). Reproducing radiance or reflectance
properties of an original scene has not been necessary as long as an observer of a
reproduction is
"coerced"
into having the same psychological response. Metameric
reproduction has enjoyed great success over the millennia.
Figure 2-3. Modern metameric reproduction system [Kmart, 2002]. How long until a
spectral reproduction system has such an attractive consumer package?
Traditionally, color capture devices have been engineered to
emulate the spectral
integration found within the human visual system. Thus, typical color capture devices
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have three channels each of spectrally wide sensitivity, much like the human. For image
output, a computer monitor is similar to the typical image capture device in that it relies
on three spectrally wide channels. Standard printers have four channels where a non-
spectrally-selective black is added to a set of three spectrally wide subtractive primaries.
Among the purposes for including black is increasing color gamut for dark colors and
improving stability in the neutral tones.
In spite of its wide use, metameric reproduction has a number of drawbacks and many are
addressed by spectral color reproduction. Hill has compared the evolution of three-band
systems with the revolution of spectral imaging concluding, "the solution to the
fundamental problems of tristimulus reproduction systems is offered by multispectral
technology"
[Hill, 2002a]. He found that the weak points of metameric systems, as listed
below, would be addressed by spectral-based systems:
Differences between device and observer metamerism
Sensitivities of device profiles to changes in paper and colorants
Illumination dependence
Gamut mapping effects
Deviations of color matching functions among humans
These advantages of spectral color reproduction are all a consequence of the additional
information captured about a source scene. It follows that storing the spectral signal is a
far more precise way to archive the original
information. Also, image processing can
take advantage of the richer data to perform analysis or
manipulation routines not
otherwise achievable. Material identification, object segmentation, background removal
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and facial recognition are all enhanced. Arbitrary output rendering characteristics may be
fully exploited.
Theoretically, a reproduction that matches the reflectance spectra of an original will
preserve color matches over the range of all illuminants and for all observers.
Reflectance-based rendering would be less sensitive to small characterization and
calibration errors and to rendering noise. Radiance matching could be very powerful
when reconstructing an object's appearance for viewing under new conditions. The
reflectance and radiance matching tasks referred to above are only the most obvious
spectral-based extensions of a color reproduction infrastructure. New capabilities will
also present themselves. Some examples include an increased ability to analyze original
scenes, improving the recognition and reproduction of certain memory colors such as
skin tones, grass, sky, etc.; higher levels of within-gamut reproduction quality through the
use of multi-channel input devices that exhibit hardly any instrumental metamerism,
something currently unavoidable and the scourge of today's color reproduction world;
the
introduction of fluorescence as a positive force in color reproduction, unmasked through
the acquisition of multiple spectral images taken under different light sources; and,
improvement in making spot-color and specialty ink choices.
Spectral reproduction was actually solved more than 100
years ago. Gabriel Lippmann at




emulsions enabling a form of photography that
recorded self-interference of light waves
reflected from a mirror in contact with the photographic plate. When appropriately
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illuminated and placed back in contact with a mirror, the prints accurately reproduced
scene spectra [Friedman, 1968]. Lippmann's process was practiced by only a few and
represents an anachronism with no influence on current attempts to bring spectra into the
color reproduction workflow.
The remote sensing field made great strides in the direction of spectral imaging. Nikolai
Morizov traveling in a balloon in 1914 obtained spectrograms of the earth's surface
during the full eclipse of the sun. E. L. Krinov whose airborne spectrometry experiments
started in 1930, included the use of multiple filters to expose standard photographs at
specific spectral regions [Krinov, 1947]. The 1960's saw the first of many launches of
multi-channel detectors into space that have produced data with widespread applications
in meteorology, astronomy, geology, ecology and the military. Most of the
multi-spectral
and hyper-spectral remote sensing detection bands lie outside the visible region of the
electro-magnetic spectrum. This is in contrast to the practice of color reproduction,
which obviously focuses on the visible wavelengths. Another major difference between
remote sensing and color reproduction is found in the fact that color reproduction places
primary weighting on maximizing the quality of scene
rendering. Remote sensing is
usually far more interested in deriving non-pictorial information from scene data.
In the 1970's, technology had matured to the point that scientists
began to envision
spectral reproduction systems, build prototypes and work through
theoretical questions
[Kotera, 1975, 1976], [Ohta, 1972]. In the past few years,
sophistication of filtering
techniques, digital cameras, computers, printers and projectors have brought to the field
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the potential realization of commercial use of spectral techniques [Hill, 2002b], [Rosen,
2002]. Some are looking toward a day when a commercial package such as that pictured
in Figure 2-3 could support a spectral imaging workflow.
Early contemporary examples of work in the field of spectral photography include that of
Jussi Parkkinen and Timo Jaaskelainen of Joensuu University [Parkkinen, 1988],
[Jaaskelainen, 1994] where an acusto-optical tunable filter was used for capturing
selected spectral bandpasses of a large variety of objects and scenes (spectral databases
are found at http://cs.joensuu.fi/~spectral/databases/index.html). Bernhard Hill and his
group at Aachen applied to the German government in 1987 for work on a multi-spectral
camera for color reproduction [Hill, 2002b] and obtained a patent in 1991 on behalf of
Linotype Hell for a multi-spectral scanner [Hill, 1991]. They have engineered spectral
capture devices based on multiple interference filters. Yoichi Miyake 's lab at Chiba
University demonstrated some of the earliest practical uses of visible-spectrum imaging
through endoscopic research [Miyake, 1989], [Shiobara, 1996]. They have also made
large contributions toward the use of spectral imaging for archiving works of art.
[Haneishi, 1997]. Peter Burns and Roy Berns at RIT's Munsell Color Science
Laboratory made important analyses of error propagation through
multi-channel capture
systems [Burns, 1996, 1997] and Francisco Imai and Berns advocated
the use of
commercial trichromatic systems with either supplemental
filtration or varying light
sources to estimate scene spectra [Imai, 1998, 1999]. They have also been heavily
involved with the use of these systems for fine arts reproduction.
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2. 1 . 1 . Metameric versus Spectral Color Reproduction
A standard image-processing regime is designed to manipulate the three incoming
channels in anticipation of how the output stage renders colors. For accurate color
reproduction, the image processing stage reacts to coefficients that are derived based on
























Figure 2-4. General color reproduction block diagram.
Equations 2-1 and 2-2 illustrate one of the typical transformations from device digit to
device independent color that can be encoded within an input profile. Equation 2-1 uses
ID LUTs that linearize the input RGB signal. Equation 2-2 follows with a 3x3 matrix
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where RGB are the digital counts of the input device; ajt is the matrix coefficient to
estimate colorimetry; and, XYZ are the tristimulus values for an object under a given
illuminant.
For a common transformation chain often parameterized by an output profile, Equations
2-3 through 2-5 are presented below. In Equation 2-3,
L*a*b*
values are modified
through individual ID LUTs. A multidimensional LUT in Equation 2-4 transforms the
modified
L*a*b*
values to linearized CMYK. A final set of ID LUTS in Equation 2-5





















To use profiles, the image processing stage of the color reproduction block diagram must
be able to make appropriate use of the transformation coefficients found in the input and
output profiles. The actual transformation chains implied by the profiles may be directly
applied to images or they may be concatenated to form more efficient processes. In
addition to being able to perform the color transformations described by the profiles, an
image processing engine must also be able to convert among supported device
independent colorspaces known as Profile Connection Spaces (PCS). Typical PCSs are
variants of XYZ and L*a*b*. If a color reproduction system were being used to convert
an image from an input device with a profile utilizing Equations
2- 1 and 2-2 to an output
device with a profile utilizing Equations 2-3 through 2-5, then the image processing stage
would need to provide an additional transform from XYZ to
L*a*b* between Equations
2-2 and 2-3.
Spectral color reproduction will not change the three major components seen in Figure
2-4: capture, processing and output. A spectral input
device would capture anywhere
from one to 31 channels of distinct sensitivities per pixel. The image processing stage of
a spectral imaging system would decode the incoming data into
estimates of reflectance,
transmittance or radiance and then transform that data to the output color channels
according to the rendering
characteristics of the device and user demands. Accuracy of
reproduced spectra would be related to the number of spectrally
distinct output channels
available in the rendering device.
While the data flow diagram does not change between
spectral and metameric systems,
the details concerning each stage and the
connections between stages are very different.
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Figure 2-5a shows a typical, contemporary, completely metameric system. In such a
system, input and output devices are characterized relative to colorimetry. The input
device captures three wide-band RGB channels. The image is processed anticipating the
colorimetric rendering capabilities of a CMYK printer. Figure 2-5b shows the flow
diagram for a spectral system. Here, spectral response and spectral rendering is
characterized. The input device would capture many narrow-band channels. The image




























Figure 2-5a. Imaging flow diagram






























Figure 2-5b. Imaging flow diagram for
a spectral color reproduction system.
For a spectral input profile, Equations 2-1 and 2-2 could easily
be updated to a
transformation such as found in Equation 2-6 and 2-7.














where TV is the number of input channels, Cn are the digital counts of the input device; ajU
is the matrix coefficient to estimate spectral reflectance or radiance; R is the number of
samples per spectrum; and,/r is spectral reflectance or radiance from an object.
To update Equations 2-3 through 2-5 for a spectral output profile, one is tempted to
simply use analogous structures as is seen in the following equations:













where M is the number of output channels; and, Dm are the digital counts for the output
device.
Equation 2-9 introduces a huge problem for following the line of logic that simply tries to
scale image processing up from
approaches that work for metameric systems described
by Figure 2-5a to spectral systems
of Figure 2-5b. When R in Equations 2-9 is
sufficiently large, the multi-dimensional lookup
table of that equation becomes far too
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large for implementation. Chapter 6 deals with this problem and introduces approaches
that alleviate it.
Beyond changes in processing, differences between data capture and throughput demands
of the two systems described in Figure 2-5 motivate fresh approaches to imaging in a
spectral system. Chapter 5 introduces new methods for creating spectral systems that
take in fewer channels than today's most robust spectral systems but still deliver high
quality spectral estimates of objects in the world.
2.2. TERMINOLGY
2.2. 1 . Spectral, Multi-spectral andMVSI
At the Color Imaging Conference, November 2000, Norimichi Tsumura took a moment
from his presentation [Tsumura, 2000] to consider the dilemma of terminology for the
burgeoning field. Multi-spectral imaging had been the most common term to describe
systems for spectral capture, processing and output. Unfortunately, as Dr. Tsumura
lamented, that term already had been in use for decades by the remote sensing field to
describe their multi-channel capture and analysis systems. For color reproduction, multi
channel systems were similar to remote sensing systems in only the most basic senses.
Due to differences in goals, constraints and uses, the hardware and software designs for
these systems were wildly divergent and becoming more so.
One striking contrast between spectral color reproduction
and remote sensing systems is
the electro-magnetic spectra involved. The remote sensing community is interested in a
far wider range of wavelengths, many of which exceeded 1 micron in length. The color
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reproduction community is primarily interested in wavelengths approximating the visible
radiation spectrum. Tsumura based his suggested terminology on this difference. He
proposed Multi-visible-spectral Imaging or MVSI. In December, 2000, Rosen wrote to
Tsumura suggesting a slight change to Multi-channel Visible Spectrum Imaging, as it was
more grammatically correct and more precise, while retaining the same acronym, MVSI
[Rosen, 2000c].
At this time, there is no standard terminology to describe systems for spectral
reproduction. Many in the field are using multi-spectral imaging (witness the new CIE
Division 8 Technical Committee, TC8-07, named "Multi-spectral
Imaging"
[McDowell,
2002]). A number of researchers are using the term MVSI while others are attracted to
the term spectral imaging [Parkkinen, 2002] for its simplicity. Additionally, multi
channel imaging and visible spectrum imaging are sometimes applied.
There are contexts in which each of these terms can be legitimate. Multi-channel
imaging is the most universally correct descriptor except in the limiting case
where a
single input or output channel is utilized. When channel sensitivity ranges do not exceed
the visible spectrum, then MVSI is fully acceptable. It can often make good sense to
refer to a system as spectral especially when the
transform to or from spectra is logically
included in the black box system. When the logical system ends or begins
with channel
digital counts then the adjective spectral can be misleading.
Multi-spectral is not
objectionable, as the term is reasonable short
hand for a system consisting of multiple
input or output channels each having its own distinct spectral
characteristics. In this
dissertation all of the aforementioned terms are used.
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2.2.2. Input Terminology
Spectral reproduction input systems tend to have more than three channels, although for
some well constrained applications, three or fewer channels could suffice. Terms used to
describe these systems are multi-channel, multi-band or multi-detector.
2.2.3. Output Terminology
Display systems used in a spectral reproduction system can be said to be multi-channel,
multi-band or multi-primary. Printer systems can have those same designations or can be
called multi-colorant. Depending upon the printer's marking technology it may be
multi-
ink, multi-dye, or multi-toner.
2.2.4. Projective Reflectance
Projective reflectance accounts for spectral power distributions detected for points in a
scene as if the radiance had originated from a planar, uniformly illuminated,
non-
fluorescent surface parallel to the focal plane of the camera. In other words, spectral
power distributions from the entire scene would be projected onto a 2D surface to remove
all complexities associated with shadows,
inter- and intra-object reflections, non-uniform
illumination, distance and rotation from camera, and fluorescence.
2.3. SPECTRAL CAPTURE
The goal of spectral capture is to deliver information to a color
reproduction system that
can be transformed to scene spectra. Such transformations
are based on characterization
of the spectral capture device and sometimes analysis of
scene objects and illumination.
The intended use of an image determines
whether or not it is actually directly
transformed to spectral estimations. In a typical color managed imaging situation, a
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multi-band image may be directly transformed to an output color space, having passed
only in a logical sense through a spectral bottleneck.
Figure 2-5b diagrams the spectral reproduction flow. The top of the diagram concerns
spectral capture. First, a multi-channel camera or scanner is characterized so that a
sufficiently high quality estimate of scene spectra may be obtained. A profile is built
from that analysis containing parameters to a spectral transform. The multi-channel
device subsequently captures an input image. The input image and the profile are
delivered to an image processing stage.
Different MVSI applications have diverse needs which impact the number of channels
needed for spectral capture. Interestingly, one could imagine a specialized application
requiring only a single channel to make a very high quality spectral estimate. Such a
trivial system would work if one spectrally known material were to be present in any
scene. Also, it could work under the conditions that only a small set of spectrally known
materials was present and where a difference of channel signal level could distinguish
among the materials. More common applications rely
on either many spectrally narrow
band imaging channels or a few wide-band channels.
2.3. 1 . Limited and Unconstrained Application Categories
To begin looking at the various designs for
multi-channel cameras and scanners, the
universe of spectral reproduction applications is divided into two categories. The first
category is limited applications
where only specific sorts
of objects are imaged by a
system. The class of potential objects can be pre-analyzed at the time
of system design
38
and the system can be streamlined to be efficient and yet give accurate results for those
sorts of objects only. The second category of application is unconstrained applications.
This category is at disadvantage because there are no predetermined expectations for
scene object spectral characteristics. Table 2-1 displays a chart of sample applications






Spectrally UnconstrainedApplications Spectrally Limited Applications
snap allots bio-medical imaging/telemedicine
commercial photography fine arts reproduction and conservation




remote sensing machine visbn
astronomy cosmetics
In general, the categories in the left column of Table 2-1 handle scene objects that are
composed of arbitrary spectra. Categories on the right handle objects with known
spectral characteristics. Placements in the table are for illustration only as in specific
instances, applications may switch columns.
For unconstrained applications, highly precise spectral estimates will require a large
number of spectrally distinct channels. Channels may
have very narrow-band or wide
band spectral filtering. Even when properly tuned to avoid overwhelming noise,
one
needs to consider how to manage the large quantity of pixel-data that
will be generated
by the many channels.
The types of applications described as spectrally
limited can enjoy the advantages of few
spectrally wide-band
channels. Thus, integration times may be lowered, illumination
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levels do not have to be as high, and imager sensitivity is not as critical. Relative to a
many-channel unconstrained design, data throughput becomes far less a problem and
noise problems are reduced. When appropriate reconstruction methods are utilized these
efficient systems can deliver high quality spectral estimates for objects from expected
spectral classes [Park, 1977], [Shiobara, 1996], [Imai, 1999].
2.3.2. Data Throughput Implications
Table 2-II displays a comparison of the data demands for various configurations. The
table shows throughput needs for full frame per channel image capture. The two right
columns represent the volume of data generated, respectively, for 16 or 31 multi-channel
implementations.
Table 2-II. Data demands prior to compression or encoding for various applications.
Application Traditional 3 Channel 16 Channel 31 Channel
Image Specs Uncompressed Uncompressed Uncompressed
Unencoded Unencoded Unencoded
Commercial
studio 2K x 3K
8bits / pixel
18 Mb / image 96 Mb / image 186 Mb /image
720p/24 HDTV
720 x 1 280 x 24Hz
progressive scan
8bits / pixel





1080 x 1920 x60Hz
progressive scan
8bits / pixel
356 Mb/ second 1.9 GB /second 3.7 GB / second
1080p/60HDTV
1080 x 1920 x60Hz
progressive scan
lObits /pixel
445 Mb / second 2.4 GB / second 5.6 GB / second
As seen in Table 2-II, full-frame three-channel 8-byte systems collect 18 mega-bytes for
each 2K x 3K RGB image. If one were to increase the number of channels from 3 to 31
in order to create a general system for spectrally unconstrained applications, a single
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image would consist of nearly 200 mega-bytes prior to compression. For at least the
earliest imaging stages, such an MVSI system would demand more than a 10 times
increase in digital bandwidth over the three-band system. For digital video, the 1080p/60
format [SMPTE, 1998] is the current highest quality HDTV codified standard. It
specifies 1080 lines by 1920 pixels progressively scanned at a refresh rate of 60 frames
per second. While there are several manufacturers striving toward the goal [Wiedemann,
2001], the e-cinema industry is struggling to build infrastructure that can handle the
"prohibitive bandwidth
requirements"
of such systems [Corrigan, 2000]. A 31 full-frame
per channel multispectral system attempting to match the data flow requirements of
1080p/60 would need to transmit on the order of 4 giga-bytes per second through the
system. Bit-depth of 10- or 12-bits would increase throughput demands accordingly. For
comparison, Table 2-II includes a 10-bit configuration for the high-end HDTV
specification.
2.3.3. Many Channels for Unconstrained Applications
The most robust spectral capture systems are those separating incoming radiation into a
large number of spectrally diverse bins. Current
popular methods for many narrow-band
channels include the use of multiple interference filters [Konig, 1998], liquid crystal
tunable filters [Schmitt, 1999] or acousto-optic tunable filters [Schaeberle, 1995]. Many
wide band filters may be implemented using a
large number of absorbance filters. When
properly characterized it is possible
for these systems to estimate spectral radiance of a
scene with high accuracy. If the illuminant is known or
can also be detected, then
projective reflectance may be determined
(see section 2.2.4).
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In the case of narrow-band filtering, signal-to-noise in each channel becomes a critical
system parameter. According to the sensitivity of the imager within a filter's spectral
band-pass and the throughput of the filter, integration times or scene illumination levels
need to be appropriately adjusted. Many-narrow-band imaging systems have little noise
amplification at image processing because narrow-band channels are generally
independent, producing no need for major differencing of channels. On the other hand,
wide-band filtering will not introduce signal-to-noise problems within particular
channels, but system noise becomes greatly amplified as the many channels are
computationally combined for calculation of spectral estimates.
In summary, MVSI camera systems with many-narrow-band solutions require some
combination of long integration times, high levels of illumination or highly sensitive
imagers in order to avoid signal-to-noise catastrophes. Solutions based upon
many-wide-
band channels also need to make accommodations to reduce the introduction of noise at
every junction because the effective noise
increases greatly as the channels are processed
for spectral reconstruction.
2.3.4. Few Wide-Bands for Limited Applications
Compared to the many-channels approaches discussed above for spectrally
unconstrained
situations, spectrally constrained
situations allows one to rely on far fewer wide-band
channels for spectral estimation [Park, 1977], [Shiobara, 1996], [Imai,
1999]. This has a
highly beneficial impact on system
noise and greatly reduces the
data throughput
requirements of the system. An important difference from
the many-channel systems is
that these require a priori knowledge of the
spectral properties of expected scene objects
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at the time of system design. Using such knowledge enables the choice of best filtered
channels and optimized spectral reconstruction algorithms.
Systems for spectrally limited applications, thus, have advantages. They can be
implemented using fewer channels, each of wider-band. Noise problems are reduced.
Integration times are lowered. Illumination levels do not have to be as high. Imager
sensitivity is not as critical. Data throughput is also far less of a problem. When
appropriate reconstruction methods are utilized these efficient systems can deliver high
quality spectral estimates for objects from expected spectral classes.
2.4. COLOR MANAGEMENT
Traditional image processing techniques used for
3- and 4- band images are not suited to
the many-band character of spectral images. A sparse multi-dimensional lookup table
with inter-node interpolation is a typical image processing technique used for applying
either a known model or an empirically derived mapping to an image.
Such an approach
for spectral images becomes problematic because input dimensionality of lookup tables is
proportional to the number of source image bands and the size of lookup tables is
exponentially related to the number of
input dimensions. While an RGB or CMY source
image would require a 3 -dimensional lookup table, a 31 -band spectral image would need
a 3 1 -dimensional lookup table. A 3 1 -dimensional lookup
table would be absurdly large.
2.4. 1 . ICC Approach to ColorManagement
The International Color Consortium (ICC) through its device
profile specification [ICC,
2001] defines the industry standard method
for informing color processing about the
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stimulus and response character of the two ends of a color reproduction chain. The ICC
document specifies variable data structures known as tags. An ICC input device profile
will contain tags describing the relationship between input digits and colorimetry. Tags
in an ICC output profile will describe the relationship between colorimetry and output
digits.
The ICC requires that tags describe device characteristics in terms of D50 colorimetry.
Chromatic adaptation must be applied for measurements taken under different conditions.
Also, a special normalization of the colorimetric values is specified. This normalization
is convenient for processing images to be rendered as reflection prints because it
guarantees that very bright whites on input will be mapped to paper white on output. In
ICC terminology, this manipulated colorimetry is called Profile Connection Space (PCS).
For most color capture devices the mapping between its three channels and the three
dimensions of colorimetry is overall one-to-one. Where the actual mapping is
many-to-
one or one-to-many, this is due to differences between the instrumental metamerism of
the input device and the metameric characteristics of the "standard
observer."
For most
printing devices, there is much redundancy between colorimetry
and output digits due to
the typical presence of a fourth colorant. Makers of ICC profiles must deal with these
conflicts and provide color transformations with single mappings in each instance.
ICC compliant image processing typically involves a
pair of profiles, one referring to the
image capture device and the other referring to the image rendering device, as shown in
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Figure 2-6a. Common image transformation chains that may be encoded in input and
output profiles were discussed in Section 2.1.1. Equations 2-1 and 2-2 describe an image
transformation chain typically encoded in an input profile and Equations 2-3 through 2-5
are typically parameterized within an output profile.
Before processing images, data processing will often take place for the sake of efficiency.
The fact that each ICC profile is tied to the common PCS makes the concatenation of a
series of transforms fairly straightforward and low-cost computationally. Equations 2-11
through 2-13 show one possible transformation chain resulting after treating portions of
the full set of Equations 2-1 through 2-5, a transformation from an RGB input device to a
CMYK output device. These equations demonstrate a popular image processing chain
that starts with one-dimensional lookup tables applied to three input channels followed by
a three-dimensional lookup and possibly a final one-dimensional lookup applied to each
output channel. Computationally and with respect to memory requirements the image
processing chain described here is very feasible.
Equation 2-1 1 is the same as Equation 2-1. Equations 2-2 through 2-4 are collapsed into
the multi-dimensional LUT of Equation 2-12. Equation 2-13 is no
different from
Equation 2-5. Note that in building this more efficient color processing chain,
it is still
necessary for the
concatenation engine to plug in an extra




Equations 2-2 and 2-3. That additional
step is also captured





























































Figure 2-6b: Typical ICC image
processing with efficiencies. Transform
box may include 1-D and 3-D lookups.
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2.4.2. Spectral ColorManagement
Discussion of spectral color management strategies has begun to gain some momentum
within the community [Hung, 1999], [Hill, 2000], [Rosen, 2000b and 2001a], [TAO,
2002]. ICC color management shown in Figure 2-6a, based on colorimetry, could be
updated to spectral color management in a simple fashion as shown in Figure 2-7.
Although the change from this viewpoint is quite simple, the immense increase in
dimensionality for the spectral processing will cause it to deviate dramatically from the
























Figure 2-7: Possible logical spectral image
processing block diagram.
In 2000, Rosen described basic aspects of a
spectral profile [Rosen, 2000b]. The device
characterization found within a spectral profile needs a new PCS, one
that could be based
on reflectance, transmittance or
radiance. A color management system supporting
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spectral profiles will probably be required to know how to deal with any of these PCS's.
Table 2-III shows for device types which spectral PCS would be most appropriate.
Table 2-III Spectral PCS Basis for Device Types
Device Type Spectral PCS Basis Alternative Spectral PCS Basis
Scanner Reflectance or Transmittance
Camera Radiance Reflectance (for illuminant
controlled studio capture)
Display Radiance
Printer Reflectance or Transmittance
Within a spectral color management system, then, input profiles could describe any of the
following transforms:
a) Input digits to
reflectance- or transmittance-based PCS
b) Input digits to radiance-based PCS
c) Input digits to a colorimetric PCS (not spectral, but good for backwards
compatibility)
Color processing would need to be able to make the following
conversions:
d) Reflectance or transmittance to radiance by multiplying by illuminant
e) Radiance to reflectance or
transmittance by dividing by illuminant
f) Reflectance or transmittance to colorimetry by multiplying by illuminant,
multiplying by color matching functions and
then integrating
g) Radiance to colorimetry by multiplying by
color matching functions and
then integrating
Output profile could describe any of the following
transforms:
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h) Reflectance- or transmittance-based PCS to output digits
i) Radiance-based PCS to output digits
j) Colorimetric-based PCS to output digits
These basic operations could be applied in series to carry out complex tasks. For
example, consider the problem of choosing the right wallpaper for one's tungsten lit
living room. It is well known that the narrow-band fluorescents in the store can be
misleading. A customer sophisticated in spectral reproduction techniques could take out
a multispectral camera, capture a picture of the wallpaper in the store and take a second
shot of the store's lights. At home the two images could be downloaded to a computer.
Using the camera's spectral profile, each image would be converted to radiance
(functionality 'b', above). Using the radiance image of the store light source, the
wallpaper radiance image could then be transformed to reflectance (functionality 'e',
above - this is projective reflectance as discussed in Section 2.2.4.). A subsequent
picture of the living room light would allow for calculation of what the wallpaper would
have looked like at home (functionality 'd', above). Finally, to view the color image on
the home monitor, the radiance image would be converted to XYZ (functionality 'g\
above) and then the ICC monitor profile used to
transform to monitor RGB (functionality
'j', above). Figure 2-8 illustrates a cartoon of the user action
in this example. Figure 2-9






Figure 2-8: Spectral color management would provide a way to impose a new light





























































Figure 2-9: Block diagram illustrating the logical color
management system actions that
would accompany the
wallpaper example described above.
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The most significant work done to-date for defining a spectral profile has emerged from
the Akasaka Natural Vision Research Center of the Telecommunications Advancement
Organization (TAO) of Japan. In their 2002 research report [TAO, 2002] a detailed
proposal for many aspects of a spectral profile were described. Borrowing data structures
and format from the ICC specification, the Natural Vision group put together an
important first step.
The Akasaka report included some of the important structures that a spectral profile
would need. Importantly missing from the report, though, was a description of a profile
tag for the spectral characterization of a printing device. Multi-channel input devices and
multi-primary displays were included. A spectral printer, though, brings up issues of
characterization and processing that far exceed the considerations for the previous tags.
The Natural Vision proposal included two spectral PCS's. Both were defined between
380nm and 780nm in one nm increments. The first space was specified in units of
W/sr/m2/nm and the other in units of reflectance factor. Following the logic of Table
2-
III, most cameras and display devices could use the first PCS. Most scanners and printers
could use the second one.
Three profile types important to spectral color management were
defined in the Akasaka





both contained tags supporting transformation
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described by Equations 2-14 and 2-15. The "M-primary Display
Profile"
supports the
transformation described by Equations 2-16 and 2-17.




















where bn is the bias digital count; Cn is the digital count of the input device (0-1); ajU is
the matrix coefficient to estimate spectral reflectance or radiance; kn is the coefficient of
sensitivity-level correction; R is 401; and,/r is spectral reflectance or radiance from an
object.










where C is the digital count of the input device (0~1); prn is the spectral radiance of the
p-th primary measured at maximum digital count; pn0 is the bias spectrum; R is 401; and,
rr is the radiance of an object on the display.
In the spirit of the spectral color management systems previously described by Rosen
[Rosen, 2000b, 2001a], Yamaguchi and co-workers in the TAO report illustrate the use of
52
the spectral profiles in color management systems that support both spectral and
colorimetric profiles [Yamaguchi, 2002].
2.5. SPECTRAL RENDERING
One might think that spectral reproduction implies the spectra on the input end of the
imaging chain are reproduced at each pixel on the output end. In some cases that is
exactly the goal. Just as with colorimetric-based reproduction, though, a spectral
reproduction implementation will likely be designed to manage mismatches, making
choices among many imperfect candidates.
Six-channel printers have been investigated for spectral reproduction [Tzeng, 1999b],
[Berns, 1999], [Taplin, 2001], [Rosen, 2001b]. Six-channel projection devices have also
been prototyped for this purpose [Ajito', 1999], [Konig, 2002], [Boosmann, 2003]. For
these devices, each output system has only 6 primaries and, thus, only 6 degrees of
spectral freedom. Unquestionably, spectral reproduction utilizing such devices will
typically involve the management of some level of error. Berns and co-workers have
called results from such systems "least metameric color
reproduction"
[Tzeng, 1999a].
Three categories of approaches have been undertaken to characterize printers for spectral
output. They range from purely physical [Mourad, 2001] to a combination of a physical
model and empiricism [Tzeng, 1999b] to brute force empirical [Rosen, 2001a].
Following characterization, an image may be processed using spectral matching
techniques. During this spectral color management, an output will be chosen for each
requested spectra.
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Berns refers to imperfect matches as conditional matches [Berns, 2000]. Regardless of
whether a match is conditional, spectral imaging may well introduce many similar
challenges for color reproduction as those found in colorimetric reproduction (see the
chapter on device-independent color imaging in [Fairchild, 1997]). Even in the presence
of error, lowering the impact of metamerism should still deliver many of the benefits
attributed to Hill in Section 2. 1 .
2.5. 1 . When Spectral Rendering Error Can Be Reduced to Zero
For certain carefully defined situations, it is possible to create spectral output that has no
spectral error with respect to an original. The classical case would be when the input
scene contains something that was produced from the display or printer on which the
spectral reproduction is to be rendered. Even when it is possible for spectral output error
to be reduced to zero, there may be situations in which error does not vanish as explained
below.
Involuntary error may be due to characterization or calibration error,
system and
measurement noise, media inconsistency, inexact mathematical model used in the
color
transformation chain or interpolation error. Hattenberger has shown where spectral
redundancy in a printer's spectral
gamut can lead to inconstancy in spectral lookup tables
causing interpolation errors [Hattenberger,
2003].
Purposeful error will likely be found whenever secondary
considerations are taken into
account beyond a straightforward spectral match. As with metameric imaging, it may be
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necessary to change the colorimetric output to help achieve an appearance match,
resulting obviously with spectral changes. Other reasons may involve a desire to use or
not use certain colorants or to enhance or decrease color constancy. Whenever non
spectral criteria are important, there may be motivation to purposely warp the spectral
result.
2.5.2. When Spectral Rendering Error Cannot Be Reduced to Zero
In the general case where arbitrary spectra are captured and there are limited numbers of
output primaries available, it is expected that there will be some amount of mismatch
between input and output spectra. Transforms will be designed to make the best
rendering choices given the expectation of error. Different applications will demand
different error management techniques. The design and application of these techniques
will continue to be a topic of investigation far beyond this dissertation.
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2.6. ENDNOTE
1. James Clerk Maxwell's demonstration using color photography in 1861 deserves
extra discussion due to the fact that it should not have been possible. He exposed
three negatives, one each though red, green and blue filters and then printed them
on glass. The three slides were projected through their respective filter and were
superimposed to give the appearance of the original colors [Hanson, 1986].
The strange thing about the success of the experiment was that spectral
sensitization dyes for film would not be invented for another 12 years. In
contradiction, it would have seemed that Maxwell's experiment relied on
emulsions sensitive to green and red light. The material he was working with
should only have had intrinsic blue and ultraviolet sensitivities. Thus, the red and
green filtered records should have been blank.
Evans in a 1961 article explained thatMaxwell was probably helped by a series of
happy coincidences. Blues and greens from a ribbon he imaged were separated
because the transmittance of the green filter used by Maxwell leaked slightly into
the blue region and the strong green on his ribbon had slight reflectance in the
blue. He employed a relatively high exposure time for the green photograph
correcting for the low level of reflectance. For the red separation, Maxwell's red
filter happened to have a secondary transmission in the ultraviolet and synthetic
red dyes like those likely on the ribbon tend to have, coincidentally, secondary
reflectances in that same spectral range [Evans, 1961].
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3. GOALS
Where Socrates was constantly searching for absolute certainty
in the shape of perfect definitions
- and never finding them -
and where Plato abandoned the real world for a celestial
stratosphere of unchangeable Ideas or Forms, Aristotle
approached the problem ofknowledge from a point of view close
to what we call common sense.
I. F. Stone, The Trial ofSocrates
A dissertation must push the frontier of the state-of-the-art. Visible spectrum multi
channel imaging, as an entire research area, already sits at the edge of the art. A small
but growing community of researchers is active in the field. System implementations for
capture tend to be large, expensive, laboratory-scale devices [Sun, 2002] or more modest
devices but with limited capabilities [Imai, 1999]. Image processing of the large images
returned from multi-channel devices requires tremendous
"horsepower,"
extensive
storage capabilities and clever means [Rosen, 2001a]. For output, images may be
converted to colorimetry for standard 3-channel display [Miyake, 1999a] or maintained
as spectra for least metameric output on multi-primary displays [Hill, 2002c] or printed
by multi-ink printers [Taplin, 2001], [Rosen, 2001b].
Until now methodologies and systems have been custom fabricated to each problem
being investigated. The imaging business moves very
fast. Uses and applications for the
capability of multi-channel
color reproduction are being explored and improved [Berns,
2002], [Rosen, 2001b], [Herzog, 2003], [Cherdhirunkorn, 2003], [Nishibori, 2003]
and
[Okuyama, 2003]. The chances that spectral systems will be
considered for commercial
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applications would be improved if new approaches were implemented that decrease
demands for data capture bandwidth and processing throughput.
3.1. COST REDUCTION OF SPECTRAL REPRODUCTION
Capabilities for capture and exploitation of visible spectra for color reproduction are
maturing in the laboratory at a great rate. Before wide commercial use is seen, though, it
must become clear to the decision makers in industry that these new techniques deliver
favorable cost-benefit relative to current means. The research community has devoted
most of its energy toward increasing the benefit portion of the ratio. Certainly those
efforts will continue and will likely see major increase in participation in the near future.
As the benefits to spectral reproduction become more compelling, the group of potential
users of the technology grows. In turn, there is a substantial elevation in the importance
of developing cost-effective means to deliver such utility.
The common sense approach to reducing spectral reproduction system cost is to
increase
efficiency in the need for and use of data and
computation. Some efficiencies will trade
for accuracy, others will be swapped for precision and some will add system
complexity.
Data efficiency will reduce the need for
data bandwidth in the color processing chain.
Computational efficiency will lower processing
requirements in terms of power, memory
and time. If these topics show promise, future research should revolve
around optimizing
the balance among the competing




Three objectives for reducing system cost were guiding principles for this research:
1) Whenever possible, a spectral reproduction system will be
"coerced"
to the
point that it is completely compatible with current imaging infrastructure: the
same quantity of data and the same color processing modules as the current
standard.
2) Where additional data or color processing modules are needed, a system will
add small straightforward extensions of existing infrastructure.
3) For situations where existing approaches fail or their extensions are too
expensive, new inexpensive approaches will be introduced.
3.2. DATA-EFFICIENT IMAGE CAPTURE: ADAPTIVE SYSTEMS
Most current color imaging systems rely on three input channels, typically RGB. A
spectral imaging system using only three channels would be able to take advantage of
current RGB support. There do exist highly constrained situations where three-channel
imaging could be used to produce high quality spectral
estimates'
and these applications
are obviously compatible with much of the imaging infrastructure already in place. More
typical imaging situations require more than three channels for high quality
spectral
estimates. When spectral character of scene contents can be known ahead of time, Imai
and Berns have shown that systems can be designed with 6 to 9 distinctly filtered
imaging channels to produce high quality spectra [Imai, 1998,
1999 and 2002]. The
Akasaka Natural Vision Research Laboratory has demonstrated a 6-channel
HDTV
camera consisting of a pair of
conventional RGB systems connected through the use of a
beam splitter with separate filterings on the two
sub-cameras [Ohsawa, 2003]. This
camera would satisfy the second objective
outlined in the previous section.
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Moving away from limited applications where apriori information may be used to devise
highly data-efficient capture devices, capture devices with many channels are typically
used to estimate spectra from any arbitrary scene object [Parkkinen, 1988],[Konig,
1998],[Schmitt, 1999]. These systems violate the system objectives outlined in the
previous section because of their large deviation from current RGB systems.
The concept of adaptive systems is covered within Chapter 5. These allow for an
analysis of the scene and a reconfiguration of the capture system to an Imai-Berns system
appropriate to the scene being imaged.
3.3. SPECTRAL COLORMANAGEMENT: INTERIM COLOR SPACE
In the same way contemporary color imaging devices are built to capture three channels
of image data, the processing chain in current color management is also built upon a
three-channel structure. This is not a coincidence. Metamerism [Wyszecki, 1982]
requires only three stimuli to maintain
appearance. Color reproduction, as generally
practiced, takes advantage of the spectrally integrative properties
of the eye to create
metameric experiences maintaining the color appearance
of an original. Metameric
imaging [Fairchild, 2001] captures three spectrally wide channels,
similar to what the eye
does. Processing of these channels in color
management generally uses color transforms
that minimize differences in three-channel visually-based color spaces.
The three appearance channels used during color processing are usually
derivations from
CIEXYZ. In terminology coined by the International Color
Consortium (ICC) [ICC,
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2001] for use in color management, these appearance channels are encoded in a Profile
Connection Space (PCS). For software and non-specialized hardware implementations
the processing configurations considered most computationally efficient include
1 -dimensional lookup table (1-D LUTs), matrices and multi-dimensional lookup tables
(N-D LUTs). The idea of creating a new PCS for spectrally-based spaces has much
appeal. Such a new space will no longer be tied to 3-dimensional visual processes.
Instead it will be tied to continuous physical measurements of spectra typically sampled
at a very high rate.
Depending upon the application, measurements of spectra in the visible region typically
consist of as few as 16 or as many as 61 samples. 16 to 61 dimensions for a spectral PCS
will introduce major problems if one were to attempt to follow the existing color
processing chain. A new approach that reduces dimensionality at the appropriate point in
the color management workflow is the introduction of the Interim Color Space (ICS).
This new approach will be presented in Chapter 6.
3.4. ENDNOTE
1. There is a highly constrained application for which the approach of using
three
channels to reconstruct reflectance or transmittance spectra has been well known for
many years. Within the
photographic industry, status sets of densitometer filters
have been specified for specific film types so that when taking densitometry
measurements, the material contents of the
film can be estimated [Kowaliski, 1977].
Knowledge of physical models of film systems has allowed photoscientists to
accurately estimate the
reflectance or transmittance spectra of a colored patch of film




4. PRELIMINARY SPECTRAL REPRODUCTION
EXPERIMENTS
High up over my head the great hairy BearMountain sent down
thunderclaps that put the fear of God in me. All I could see
were smoky trees and dismal wilderness rising to the skies.
"What the hell am I doing up
here?"
I cursed, I cried for
Chicago. "Even now they're all having a big time, they're doing
this, I'm not there, when will I get
there!"
- and so on. Finally
a car stopped at the empty filling station; the man and the two
women in it wanted to study a map. . . . The people let me in
and rode me back to Newburgh, which I accepted as a better
alternative than being trapped in the Bear Mountain wilderness
all night.
"Besides,"
said the man, "there's no traffic passes
through 6. Ifyou want to go to Chicago you'd be better going
across the Holland Tunnel in New York and head for
Pittsburgh,
"
and I knew he was right. It was my dream that
was screwed up, the stupid hearthside idea that it would be
wonderful to follow one great red line across America instead
of trying various roads and routes.
Jack Kerouac, On the Road
Experiments were undertaken to provide data useful for spectral reproduction research.
The first was an end-to-end experiment to take a spectral photograph of a human portrait
and then process the image for 6-colorMatchprint printing and for softcopy display. The
second involved imaging fabrics and reproducing them through use of a 6-ink ink-jet
printer. Each was performed under time and resource constraints and delivered
encouraging while disappointing results, and both provided useful insight for subsequent
work.
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4.1. SPECTRAL REPRODUCTION EXPERIMENT I: HUMAN PORTRAIT
In the five years since these experiments were first conceived and undertaken the
capabilities of the imaging world have improved remarkably. The facilities at the
Munsell Laboratory for these purposes have likewise been upgraded to high resolution,
high sensitivity digital cameras with a selection of wide and narrow-band filtering
capability. For the experiment described below a traditional film camera with sensitive
panchromatic film captured the image through an older tunable filter.
Ohta previously reported a film-based system for multispectral capture [Ohta, 1981b],
[Takahashi, 1981]. That system used a mechanical filterwheel with eight gelatin filters
and imaged still-life. Digitized frames were used as input to a color reproduction
simulation system that processed the images and wrote them out for colorimetric
reproduction to color positive films and photographic paper [Urabe, 1981],
The first of several experiments carried out with our film-based system [Rosen, 1999] is
reported in this chapter because it held significance as a first attempt at end-to-end digital
spectral reproduction of a complex scene. The purpose of this experiment was creation
of a spectral portrait of a human face. This was conceived as a follow-up to the spectral
printing work that Tzeng was completing at the time [Tzeng,
1999b]. The concept was
that after capturing the spectral scene,
a computationally efficient
implementation of
Tzeng 's transformation approach would
be implemented. Subsequent experiments
followed shortly after the first when an opportunity
to visit the laboratories of the
National Gallery of Art in Washington, D. C. was used to
practice multispectral capture
techniques in a museum setting [Rosen, 2000a], [Imai, 2001a].
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4.1.1. Goals
The concept of this system was that it should be robust to arbitrary spectral distributions
in the visible wavelength region. This differed from other approaches already instituted
in the Munsell Laboratory that benefited from an amount of pre-characterization of
scene-constituent spectra [Imai, 1998, 1999].
Other criteria included system speed: the system had to be fast enough so that a portrait
could be made of a living person. To reduce calibration and registration concerns, the
number of moving parts was to be minimized. The single goal that probably had the
largest impact on the eventual design was that of a limited time budget for development.
Only six months were allocated to complete the first experiment, so the system had to be
fabricated out of easily obtainable components.
4.1.2. Capture System
Figure 4-1 illustrates the camera system developed for these experiments. A Canon A-l
camera body loaded with high-speed panchromatic film (Figure 4-2) was mounted with
an optical system consisting of a tunable filter under computer control and an enlarging
lens chosen for its high focal length. The solid-state liquid crystal tunable filter (LCTF)
[Slawon, 1999] was manufactured by CRI. The camera had auto-wind capability with
cable release. The tunable filter was directly secured to the camera. On the front of the
tunable filter, a sleeve was fashioned from Mylar and electrical tape that fit the enlarger
lens. Manually pushing and pulling the lens through the sleeve achieved focus. The
exposed film was processed at a local high-quality commercial lab and the negatives
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were digitized using a 12-bit film scanner (Figure 4-3). Table 4-1 summarizes the system
components.
Figure 4-1 : Spectral imaging capture system used for these experiments, (a) Enlarger
lens, (b) Mylar lens sleeve, (c) CRI tunable filter, (d) tunable filter cable to computer
interface box, (e) computer interface box, (f) Canon A-l filmback , (g) cable release.
<.'<,
Figure 4-2: High-speed pan-chromatic
film was used as detector.
Figure 4-3: Nikon Super CoolScan LS-
2000 slide scanner.
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Table 4-1: System Components
Component Description
Camera Canon A- 1 35mm
Filter CRI Varispec VIS20 lOnm bandpass high contrast
Lens Amitar Anistigmat no. 4777, 1:4.5, F = 135mm
Detector Kodak Tmax p3200 professional film, 36 exposures
Digitizer Nikon Super CoolScan LS-2000 slide scanner
A tunable filter has no moving parts. Selection of nominal center of the spectral band
pass is specified through an RS-232 interface. The technology behind this type of filter is
based on Lyot-Ohman principles [Lyot, 1995]. This filter was a high contrast model with
a nominal band pass of lOnm. High contrast specifies average transmission of less than
0.1% for out of band wavelengths. Figure 4-4 shows the measured transmittances of
tunable filter used. Transmittance was measured for 33 nominal center wavelength
selections between 400nm and 720nm. Note that the band pass tends to increase as
nominal center wavelengths increase as does the filter throughput.
Kodak Tmax p3200 black and white negative film was used. Figure 4-5 shows
sensitivity data for the film from the
Kodak data sheet. The film has its maximum
sensitivity at the low blue
wavelengths and there is significant sensitivity fall-off to the
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Effective Exposure: 1 .4 seconds
Process: KODAK Developer D-76, 68F (20C)
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required
F002 0523AC to produce specified density
Figure 4-5: Sensitivity data for Kodak Tmax
p3200 black and white negative film.
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The synergistic relationship between filter throughput and film sensitivity was helpful to
an extent, but for frames taken when the filter was set below 470nm or above 650nm, the
film received very little light (See Figure 4-7).
Exposed rolls of negative film were processed and then mounted in slide holders. The
negatives were scanned into 12-bit TIFF files. The slide feeder on the Nikon scanner
could handle up to 50 slides for automatic scanning without operator intervention. It was
discovered that the scratch removal feature known as Digital Ice [Edgar, 1993]
introduced an artifact in our very underexposed negatives. From such negatives, areas of
no exposure were unaffected, but areas of very slight exposure were interpreted as
scratches and
"removed."
It was necessary to turn off the scratch removal feature.
4.1.3. Capture
A photo studio at the School of Photographic Arts and Sciences was borrowed. See
Figure 4-6. It was equipped with a high intensity electronic flash unit. Professor Roy






Figure 4-6: Still photo studio in the School of Photographic Arts
and Sciences.
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16 exposures, each at a different tunable filter setting were used to construct the spectral
images. Figure 4-7 shows an 8-bit representation of the 16-channel 12-bit data. Nominal
center wavelengths were sequenced between 410nm and 710nm in 20nm increments.
Exposure was set at 1/60 second. F-stop 4.5 was used. Prior to the portrait session,
available flash intensity levels had been characterized by imaging gray scale targets
(Figure 4-9) at each tunable filter setting at different exposures. A flash intensity was
chosen for each of the 16 settings. The higher the flash intensity level, the longer the
wait was between exposures for recharge of the unit.
As previously discussed, film sensitivity plummeted at approximately 670nm. For the
last three frames of Figure 4-7, those associated with the longest wavelengths, flash
intensity was turned to maximum. This resulted in giving Professor Berns a suntan.
Usable data, though, was derived from all of the 12-bit scans of negatives. The dark
spots in the centers of exposures (o) and (p) in Figure 4-7, enlarged and enhanced for
illustration as shown in Figure 4-8, were the specular highlights on the sunglasses.
So that processing differences between rolls of film did not
present a calibration problem,
the characterization target seen in Figure 4-9 was imaged through the filter settings on 16
frames of each 36-frame roll. The scene occupied another 16 frames on each roll.
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Figure 4-7: Professor Berns sits for 16 separate exposures. Nominal center wavelengths
setting of the tunable filter: (a) 410nm, (b) 430nm, (c) 450nm, (d) 470nm, (e) 490nm, (f)
510nm, (g) 530nm, (h) 550nm, (i) 570nm, (j) 590nm, (k) 610nm, (1) 630nm, (m) 650nm,
(n) 670nm, (o) 690nm, (p) 710nm.
Figure 4-8: Enlargement of frames (o) and (p) from Figure 4-7, enhanced in Photoshop to
show the specular highlights seen on the eyeglasses (red arrows indicate positions).
Figure 4-9: System characterization target imaged with
tunable filter nominal center set at
5 lOnm: two gray step targets and two
Macbeth gray scales.
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To prevent Dr. Berns from inadvertently moving his head between exposures, the main
backbone from a conventional golf bag cart was used to stabilize the head (see Figures
4-6 and 4-10). This device, when taped at the correct height onto a small wooden chair
comfortably fit the back of the head and was not visible from the front. Professor Berns
was asked to relax his face and not to smile. He wore sunglasses due to the fact that the
multiple high intensity exposures would be very uncomfortable, even if one's eyes were
closed. Although urged to close his eyes, he insisted on keeping his eyes open. An
'X'
in tape was provided on the wall in front of him for him to concentrate his gaze.
It was obviously important to minimize time between exposures so three people were
involved in the imaging. Xiaoyun Jiang set the flash intensity levels and executed the
exposures via cable release. Shuxue Quan incremented filter band pass settings at the
computer. The author read off previously determined flash intensity levels and took
notes.
Figure 4-10: Converted golf bag cart used to brace head during 16 exposures.
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4. 1 .4. Processing for Spectral Estimate
Exposed rolls of negative film were developed at a local high-quality black and white
photofinisher. To the amusement of the technicians, a special request was made to have
the negatives mounted in slide holders. 16-bit TIFFs with 12-bits of data per pixel were
produced by scanning the negatives on the Nikon LS-2000 (Figure 4-3). The TIFF files
were converted to 16 bit raw files in Adobe PhotoShop on aMacintosh and transferred to
a Windows NT machine. An IDL (www.rsinc.com) routine was implemented to convert
from Motorola byte ordering to Intel [Cohen, 1980], [Raymond, 1991]. A second IDL
routine was invoked to gather average 12-bit data from the characterization patches.
For each nominal center wavelength setting for the tunable filter, 12-bit averaged digital
counts were associated with spectrophotometric measurements of the individual patches
on the gray step targets and the Macbeth gray scales seen
in Figure 4-9. This provided a
reflectance to digital count relationship for each nominal wavelength.
A simple model fit was attempted: reflectance to film density represented as logarithmic,
where scanner digit was found to be linear to film density, This is followed by a gain and
a gamma as would be applied by the 12-bit scanner. Equation 4-1 shows the
model used.
log(7?A)=-(DCA + 4096/ xG 4_,
where Rx is the reflectance of a
characterization patch at a particular wavelength, DCX is
the scanner digital count for the same patch and the same
nominal center wavelength, y is
the gamma applied by the scanner and G is the gain
applied by the scanner. A MATLAB
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(www.mathworks.com) program was used to minimize the error between spectral
measurements and estimates formed by a derived y and G.
The model described by Equation 4-1 would work well when there is a linear
relationship between film density and log reflectance. Figure 4-1 1 shows a comparison
between measured and model estimated reflectance factor against normalized scanner
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Figure 4-11 (part I). Normalized scanner digit related to log reflectance factor of 6


























































normalized 0 to 1
Figure 4- 1 1 (part II). Normalized scanner digit related to log reflectance factor of 6
measured Color Checker gray patches











normalized 0 to 1
Figure 4-11 (part III). Normalized scanner digit related to log reflectance factor of 6
measured Color Checker gray patches measurements and gamma/gain model estimates.
As can be seen in Figures 1-4 and 4-7, a portion of a Macbeth Color Checker was
captured in the scene above the subject's head. Measurements of the twelve patches were
compared against estimates using the model. These performed poorly producing an
average AE*ab of more than 11 under D65. Average spectral reflectance factor RMS
rounded up to 0.12.
The problem with the simple model was that it failed to describe film response over the
extremes of its tone response curve. The relationship between log-exposure and film
density is linear in a large range of exposure. Equation 4-1 depends upon a linear
relationship between the two. Since the film received a
wide range of exposures, a more
robust model would capture the curvature in the toe and shoulder areas of the film
response. An improved model is described later in this chapter.
Due to time constraints for this first experiment, the results from the simple
model were
used for a spectral hardcopy demonstration. Matching the
model estimates, not the
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original measurements, became the goal. Complications with lack of control of the
printer further exacerbated poor performance of the spectral estimates.
4. 1.5. Spectral Hardcopy Rendering of the Spectral Portrait
The spectral rendering approach was based upon the work of lino and Berns [lino, 1998],
and Tzeng [1998]. The combination of these two works described a spectral model for n-
ink printing systems where no more than 4 inks are printed on any single pixel. A
Matchprint proofing system at the College of Imaging Arts and Sciences was made
available. The technicians in charge of the system agreed to make 6-color prints although
they had no experience with printing more than four colors at a time. A custom blue and
green in addition to the standard commercial cyan, magenta, yellow and black were
chosen for the experiment. Tzeng s algorithms for inverting the model, as he had
implemented them in MATLAB, were fairly complex and had only been exercised on
small numbers of colors at a time. To process large images, the approach had to be made
reasonably efficient.
The negatives were scanned into 2000x2000 pixel images. There were 16 filtered
channels per spectral image. The Matchprint system as used had 6 output channels.
Processing each pixel using
Tzeng'
s implementation was out of the question given the
slowness of his MATLAB code. Even more prohibitive would be producing directly a
16-band to 6-band lookup table (as discussed in Chapter 6).
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The solution involved the following steps:
1) For convenience and to minimize error, spectral descriptions of the six Matchprint
inks were chosen as basis spectra (Chapter 6 further discusses the choice of
printer primary spectra as basis spectra).
2) An inversion of the Iino-Berns-Tzeng model was used to derive digital counts for
producing a desired spectrum from the printer. The algorithm was designed for
combinations of only four inks where one of them was the black ink. There are
10 combinations of 4 inks chosen from the set of six inks where one is black ink.
For each of these combinations, a 4-D 6x6x6x6 lookup tables was built. Table
inputs were weights for the four associated basis spectra. Composite spectra were
calculated by summing the weighted basis spectra. Output was the inverted
model.
3) A 6x31 matrix was constructed with the rows consisting of the spectral
reflectances of the six Matchprint inks. The pseudoinverse of the matrix was
applied to pixel spectral estimates. The channels associated with the top four
calculated coefficients determined which 4D lookup table to use for the pixel. If
black was not among the top four channels, then the top three channels chose the
lookup table.
4) The pixel spectrum was decomposed a second time, this time using only
the
pseudoinverse of the matrix composed of the four inks associated with the chosen
lookup table. The lookup table was applied to
the coefficients determining the
Matchprint digital counts for the associated channels.
77
5) The four MatchPrint digital counts were appropriately padded with zeros to
produce a 6-ink pixel digital count for printing on the MatchPrint proofer yielding
the spectral reproductions.
Although the eventual reproduction had many flaws, success of the experiment was seen
in the efficiencies introduced into the spectral processing flow. Monochrome narrow
band images had been processed to spectral estimates followed by transformation in a
fairly efficient manner to separations for a 6-color printing system. The print itself was
disappointing but indicated promise.
The 12 Macbeth color checker patches found in the image were compared. Average
errors between the model estimated spectra and the actual delivered spectra continued to
be high: AE*ab of approximately 13 and spectral reflectance factor RMS of 0.092. Results
associated with the 12 Macbeth Color Checker patches that were imaged are presented in
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Figure 4-12 (part I). Spectral reproduction measurements compared with measurements
from imagedMacbeth color checker and simple gamma/gain model estimates for 12



























































































































Figure 4-12 (part II). Spectral reproduction measurements compared with measurements
from imaged Macbeth color checker and simple gamma/gain model estimates for 12
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Figure 4-12 (part III). Spectral reproduction measurements compared with measurements
from imagedMacbeth color checker and simple gamma/gain model estimates for 12
patches. Reproduction goal was to match model estimate.
The Matchprint device also proved to be very difficult to control given the extensive
manual aspects of aligning the color separations. Another problem associated with the
Matchprint was the fact that it was not designed for 6-channel use and after 4 layers, an
unexpected situation arose. When the fifth layer was applied, some amount of the fourth
layer was removed. This also occurred when the sixth layer was applied.
4. 1 .6. Spectral Softcopy Rendering of the Spectral Portrait
To improve on the model, the gamma and gain functions from Equation
4-1 were
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The models were generally well behaved.
Figure 4-13 shows the polynomial model fits
for each of the nominal center wavelengths for the
tunable filter compared with









































































































normalized 0 to 1
Figure 4-13 (part I). Normalized scanner digit related to log reflectance factor of 6
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normalized 0 to 1
Figure 4-13 (part II). Normalized scanner digit related to log reflectance factor of 6
measured Color Checker gray patches measurements and polynomial model estimates.
The polynomial model had greatly improved estimation accuracy when compared with
the simpler gamma/gain model. Figure 4-14 demonstrates how the model estimates the
12 patches of a Macbeth Color Checker target visible above Dr.
Berns'
head in the
captured photographs. For the 12 patches, the average AE*ab fell to 4.10 under D65 and
the average RMS reflectance factor difference between measured and model estimated
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Figure 4-14 (part I). Measurements from imagedMacbeth color checker compared to
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Figure 4-14 (part II). Measurements from imagedMacbeth color checker compared to
simple gamma/gain model estimates for 12 patches.
Despite their problems, the models shown in Figure 4-13 were still good enough to
produce the image demonstrated in Figure 4-15. Figure 4-15 is a screen shot from the
program Spectralizer (a discussion of Spectralizer takes place in Appendix A). The color
bars on the left and right side of the image in Figure 4-13 are due to registration artifacts.
Jitter during winding and scanning of the film caused sufficient
movement that many
frames needed sizeable x, y offsets to be registered
with respect to the others. The high
level of visible noise in the image is due to inherent granularity in the high speed
negative
film multiplied by 16 combined frames and enhanced by steep
slopes in the polynomial
models. The halo effect around the image is due to optical
characteristics of the enlarger
lens and tunable filter.
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Figure 4-15. RGB display of the spectral portrait.
To produce the results shown in Figure 4-15, each of the 16 channels were transformed to
spectral reflectance estimates via the polynomial models shown in Figure 4-13. The
spectra-to-RGB workflow then took place in Spectralizer:
a) Using Spectralizer 's color management interface (see Appendix A),
reflectance estimates were transformed to colorimetry followed by application
of an ICC monitor profile (Apple
13"
CRT)
b) Spectralizer 's RGB display interface combined the
resultant 3 channels. The
pixels were already corrected for 8
-bit display through the profile so
normalization to 0 to 255 essentially did no
operation to the data.
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4.2. SPECTRAL REPRODUCTION EXPERIMENT II: VIRTUAL SWATCH
A second experiment in end-to-end spectral reproduction took place in the summer of
2001 [Rosen, 2001b]. This one was took shape as a reaction to the keynote address given
by Professor Robert Hunt at the Eighth Color Imaging Conference [Hunt, 2000]. In his
concluding remarks, Dr. Hunt painted a pessimistic picture for color-critical commerce
across the World Wide Web showing that for many color decisions, a monitor display is
not reliable enough. Hunt closed with the suggestion that "the best safeguard is to ask for
a swatch before placing an
order."
Answering his challenge with a spectral color
management solution was seen as a convenient way to demonstrate its potential.
4.2. 1 . Virtual Swatch: the concept
A spectral color management infrastructure was forseen where image files containing
spectral data would be available for download from on-line vending sites and where
spectral image processing would take place on a user's computer. A local multi-ink
printer would render a virtual swatch, promising an approximate spectral match to an
original product. The virtual swatch would empower customers to make color-accurate
decisions without significant delay, in their own environment, saving time, adding
flexibility and minimizing total expense across the transaction.
The swatch, of course, is generally free from the criticisms that
devastate the display for
color-critical commerce. If the original product changes appearance under different
illumination, so does the swatch. With a swatch, concerns about
camera metamerism,
observer metamerism, display gamut and display resolution are no
longer relevant due to
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the fact that the swatch has all the same spectral and spatial properties of the original - it
is, in fact, a piece of the original.
While the swatch has these desirable aspects, it also has a number of drawbacks relative
to the Web. Instantaneous gratification is the battle cry of the Web shopper. No-cost
retail sales are the dream of the Web merchant. Ordering and delivering a swatch adds
time, uncertainty and cost to the deal. It shuts down the entire transaction pending
completion of a major, asynchronous, off-line step.
What if the Web consumer could be provided with a machine which could, in minutes,
produce any number of swatches of any desired size, up to a reasonable, say, 8-and-half
by 1 1 inches? The major impediment to color shopping on the Web would have been
removed. Users would be able to experiment with ideas, change their mind, try again,
and hop from site to site in search of just the right colors. Transactions could take place
at the speed ofWeb commerce. Extra cost to the Web user would be associated with
consumables that feed the swatch-making machine, but lower merchandise costs and
more reliable purchases would be the pay-off. Web masters would have to stock their
sites with recipes for the swatch machines and hope that compatibility did not become a
problem. The advantage to the Web sites would be faster sales, more satisfied customers,
fewer returns and no need to produce or pay postage on samples.
A swatch-making machine is, of course, a fantasy,
but the next best thing is already or
just about to be in many
consumers'
hands: the high-resolution multi-ink printer. Today,
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6-color, 720 DPI printers cost less than $300 with prices and quality being adjusted
constantly. With the right inks, proper characterization and appropriate software, there is
nothing technologically holding back the virtual swatch.
4.2.2. Multi-channel Capture of the Fabric
A pair of fabric bolts were acquired. A pattern called Brite Lites is shown in Figure 4-16
and Assorted Bulbs in Figure 4-17. Brite Lites has large areas that are out-of-gamut for
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Figure 4-16. Bright Lights fabric. Figure 4-17. Assorted Bulbs fabric.
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Images of the fabric samples were captured on a Photometries Quantix camera with a
Kodak KAF6303E monochrome sensor, 3072 by 2048 at a 9pm pitch. See Figure 4-18.
The camera can deliver 12-bit images at 5MHz or 1MHz. When using the 5MHz speed,
a ghosting of the image, possibly associated with weak electron surface traps in the
silicon substrate, was observed for very short exposure times, so 1MHz was used for this
study. A newly purchased CRI tunable filter was mounted between the lens and the
camera body. This filter could be physically configured into either of two modes, a
nominal 40nm bandpass with medium contrast or a nominal lOnm bandpass with high
contrast. For these experiments, the wider 40nm was chosen. A Rodenstock Rodagon
105mm lens at f5.6 completed the optical setup of the camera.
Figure 4-18. 3K x 2K monochrome camera with spectrally tunable
filter mounted, used
to capture 16 channels of the fabric samples.
Exposure times for each filter setting were determined using
a target with large areas of
highly reflective white. Exposure
times were designed so that several hundred 12-bit
digits of
"headroom"
were left for the white areas.
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Images of the fabric samples and for a gray card were captured with 3 repeats at each
wavelength-setting using the predetermined exposure times. The gray card was
repositioned three times and a full series of 33 bandpass exposures were made for each
position. Approximately 240 pixels were captured per inch of fabric.
In IDL, the captured repeats were averaged to reduce random noise. Over the 3 gray card
positional images, a median filter was applied to each x,y coordinate. This reduced the
affect of any random scratches or defects on the gray card. This median gray collage was
used to perform flat fielding for the averaged fabric images. Each averaged fabric
wavelength-setting image was divided, pixel-by-pixel by the value in the median gray
collage at that same pixel and then multiplied by 100, thus correcting for non-uniform
illumination and varying pixel sensitivities. Floating-point tiff files of these flat fielded
and normalized images were saved.
4.2.3. Spectral Estimation of the Fabric Images
The spectral reflectance factors for a variety of imaged colors were spectrally measured
on a GretagMacbeth Spectrolino reporting reflectance factor from 380nm to 730nm in
lOnm increments. The colors included 6 from each fabric. In Figure 4-19, the
measurements from the Brite Lites Fabric are illustrated. Figure 4-20 has the
measurements from the Assorted Bulbs.
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Figure 4-19. Spectral measurments for Brite Lites fabric.









Figure 4-20. Spectral measurements for Assorted Bulbs fabric.
For deriving spectral estimates from the flatfielded and normalized digits a number of
techniques were attempted. The first approach was very direct and was based upon
measurements of the various system components and knowledge of the exposure time for
each wavelength-setting. A matrix, C, was derived from these first principles relating
how the system would produce digits given input spectra:




where D is an nxm matrix of m flatfielded and normalized digital counts for n samples, S
is an nxp matrix of p spectral reflectance factor values for n samples and C is a pxm
correction matrix which relates spectra to digits. While the correction matrix, C, worked




wholly unacceptable results when relating digits back to spectra. Pseudo-inverse
matrices are well known to be extremely susceptible to small amounts of noise and
imprecision [Hardeberg, 2001]. Noise was very likely a factor in this case combined with
the fact that there was a large amount of spectral transmittance overlap between
filter-
settings leaving.
A second approach was attempted where B, the matrix directly relating digits to spectra,
was derived through a minimization process reducing RMS error between estimated and
measured spectral reflectance factor. The optimization routine was implemented based
on Powell's "Discarding the direction of largest
decrease"
method [Press, 1992]
implemented in the Numerical Recipes library [NR, 1997]. B is defined as giving the





5, is the spectral reflectance factor of sample i, and D,
are the flatfielded and normalized
digital counts for sample i. Although the results here
were far more usable, they
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predicted spectra that were very jagged. The
matrix tended to be unstable for untested
digits.
Methods such as principal component analysis have been shown to work well for spectral
estimation. For this study, the six dominant colors from each fabric, those shown in
Figures 4-19 and 4-20, were chosen as spectral bases. An optimization routine based on
Powell was used to process the entire image. The optimization derived the weighting of
digits associated with each basis spectra that would best represent that pixel's flat fielded
and normalized digits. The derived coefficients were then applied to the basis spectra to
build the spectral estimate.
Spectralizer, discussed in Appendix A, was used for easy visual assessment of the quality
of spectral reconstruction. Figures 4-21 and 4-22 are Spectralizer screen shots showing
the estimated spectra at two different points in the Brite Lites spectral image.
Figure 4-21. Querying the spectra from a pixel where
cursor is pointing (see cursor over
lower left flower).
An artifact associated with the optimization approach used
here is due to the fact that the
derived coefficients are strongly dependent on the
seeds given to the processing engine.
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Each pixel received a separate application of the optimization. When two pixels are
closely related in color, it is very efficient to seed the optimization of the second pixel
with the result from the first pixel. But at color edges, the seed sometimes results in the
optimization converging to a local minimum. Because the image was processed in a
raster style from left to right, top to bottom, local minima were often propagated in this
same pattern. See Figure 4-22.
Figure 4-22. Image represents the 500nm band of the spectral estimate for the Assorted
Bulbs reproduction. The two graphs are spectral estimates derived for pixels one line
apart in the yellow bulb. Differences are propagated in linear fashion.
4.2.4. Spectral Characterization of the Printer
A six-ink 720 DPI Epson 1200 ink-jet printer was specially retrofitted to have continuous
ink feeding of four standard process inks plus an orange and a green ink. A printer driver
was obtained which allows direct specification of the individual CMYKOG planes. The
printer is shown in Figure 4-23. 8-and-a-half by 1 1 inch Hammermill Jet Print Ultra
Matte Radiant white paper with 94 Brightness was used as the printing medium.
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Figure 4-23. 6-ink ink-jet producing colorimetric and spectral reproductions of samples.
Ramps of each color were printed to determine the relationship between individual ink
digits and percent dot coverage. Using this derived relationship, a full factorial sampling
of all ink combinations was designed. Interspersed on the characterization targets were
the midpoints of the hypercubes described by the factorial design.
For quality control on each page, five copies of 16 different patches were placed, one set
in each corner and one set in the page center. Also, individual color ramps for the six
inks were printed on six of the pages. Each page held 768 1/3 inch square patches in 24
columns of 32 rows each. In the final design, 32 pages were printed, for a total of 24,576
patches. Test prints were made before and after each page to ensure that no jets were
clogged.
A GretagMacbeth Spectrolino/SpectroScan was used to measure the reflectance
spectra
of the samples. Reflectance was sampled at 36 wavelengths spanning
380nm to 730nm
in lOnm increments. A lookup table indexed by percent dot coverage was built
based on
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these measurements. It used linear interpolation to predict the spectra printed by a set of
requested percent dot coverages.
Accuracy was determined by comparing measured hypercube midpoint spectra to LUT-
interpolated spectra. See Figure 4-24.
Figure 4-24. AE*ab histogram of difference between interpolated and measured
spectra
for the 4096 hypercube midpoints.
4.2.5. Processing the Spectral Images
Standard optimization techniques proved useful for inverting the relationship between
percent dot coverage and printed spectra. The data at each pixel of the
spectral estimate
image was processed through the printer characterization table, determining the best
combination of percent dots from the six inks that would
produce the closest spectral
match. The percent dot images were then passed through
1 dimensional lookup tables
that converted the values to byte digits for printing. Seeding
of the process had a
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significant impact on the results, as was illustrated in Figure 4-22. Another illustration
showing the seeding artifacts is Figure 4-25 showing the 6 separations used to print the
spectral image found in Figure 4-26. Although the banding looks severe in Figure 4-25,
the spectral print of Figure 4-26 does not show off the severity because of the tremendous
colorimetric and spectral redundancy [Rosen, 2003] in the printer 6-ink space. Figure
4-27 shows that reliance on such redundancy can fail, as the banding is visible there.
Brite Lites DC SB
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Figure 4-25. Digit bands in OGYMCK order for Brite Lites Virtual Swatch as displayed
in Spectralizer. Banding appears severe here, but is not visible in spectral reproduction of
Figure 4-26. (Note Figures 4-26 and 4-27 are rotated and reflected relative to this
illustration, so printed artifacts would run vertically.)
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lij)( -Fig Ir Brite Lites: comparison of reproduction techniques. ICC
approach on left - scanner to CMYK using standard profiling tools.
V Originalfabric in center. End-to-end spectral approach on right. Blue background out-of-gamut spectrally and colorimetrically.
&&&Assorted Bulbs: comparison of reproduction techniques. ICC approach on
left. Originalfabric in center. End-to-end spectral
7-2/ approach on right. Verticalfeatures
in spectral image are artifacts of raster processing.
4.2.6. Comparisons
GretagMacbeth Eye-one Match was used to produce ICC profiles for an Epson 640u
scanner and the same Epson 1200 printer described above but in this case using only the
CMYK inks. In PhotoShop, the Image Mode "Profile to
Profile"
interface was used to
convert an RGB scan of the fabric to the CMYK of the printer. The images were post-
processed to reduce sharpness so that they would match the approximately 240 DPI of the
spectral image. Reproductions are found on the left-hand side of Figures 4-26 and 4-27.
Success of a virtual swatch demonstration is determined by how well the spectral
reproduction matches the original under all viewing environments. While spectral
reproductions in Figures 4-26 and 4-27 are not perfect, they do represent a good step in
the right direction. Figure 4-28 shows a comparison between original and reproduced
spectra for the Brite Lites fabric. In all cases, as expected, the spectral reproductions are
far closer to the original spectra than the ICC reproductions.
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Figure 4-28 (part I). Comparison between measurements of fabric samples and their
reproductions (ICC and spectral).
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Figure 4-28 (part II). Comparison between measurements of fabric samples and their
reproductions (ICC and spectral).
4.3. SUMMARY OF PRELIMINARY EXPERIMENTS
Development of narrow-band multi-channel spectral cameras for use in estimating
spectra from unconstrained scenes was important for this study. The first experimental
system, developed at the beginning of this research utilized easily obtainable parts that
were sub-optimum in many ways. In spite of this, the
experiment helped to expose many
of the issues that would eventually be encountered as
capture hardware became more
sophisticated. The tunable filter used for this experiment had many problems with
throughput and light leakage. The detector used for this experiment was panchromatic
100
negative film. Its lack of sensitivity in the red wavelengths had a large impact on quality
of the demonstration. It also created registration problems due to jitter when the film was
advanced and caused by mounting and scanning. The individual granularity of the
channels combined to cause a large amount of visible noise. The spectral reconstruction
method was very simple and was improved during the course of this experiment.
Subsequent experiments relied on far more sophisticated reconstruction methods.
This first preliminary experiment did result in an important first: a computationally
efficient end-to-end spectral reproduction chain where input was designed to estimate
unconstrained scene spectra and output was designed to emulate those spectra as closely
as possible within the means of a multi-colorant printer.
Another experiment along the road to spectral estimates from camera signals was
designed to image a
19th
Century painting [Rosen, 2000a], [Imai, 2001a]. This
experiment relied on the same film-based multi-channel system reported above. See
Figure 4-29. Issues encountered during this second experiment were similar to those for
the spectral portrait experiment.
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Figure 4-29. van Gogh's 1889 Self Portrait being imaged in the conservation laboratory
of the Smithsonian's National Gallery ofArt.
A second experiment reported in this chapter involved a more modern capture system
based on a 3K x 2K digital camera with a cooling system to keep noise low. The output
system used for this experiment was a six ink ink-jet printer under far better control than
the Matchprint system reported for the first experiment. A pair of fabric samples was
imaged and then reproduced using spectral reproduction techniques. For comparison
purposes, reproductions were also presented that were produced using standard
colorimetric techniques.
As means to present a public demonstration of the state and potential of spectral color
management, this experiment was carried out in the context of a reaction to Hunt's
conclusion that color-critical web-based commerce requires the delivery of a swatch.
The reasoning given was that if infrastructure
were in place to allow the printing of a
virtual swatch on a local computer, his concerns could be attenuated. Spectral color
reproduction was introduced as a means to realize swatch-printing capability.
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Examples of spectral samples were printed alongside ICC color managed reproductions
from the same originals. Viewing the prints of Figures 4-26 and 4-27 several conclusions
can be stated. It is clear that under ideal lighting, ICC will remain quality competitive
with spectral color management. On the other hand, it is with highly metameric colors
that spectral reproduction will find advantage.
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5. NAVIGATING THE ROADBLOCKS: ADAPTIVE
SPECTRAL CAPTURE
When you watch television, do you complain about
picture resolution, the shape of the screen, or the quality
ofmotion? Probably not. If you complain, it is surely
about programming.
Nicholas Negroponte, Being Digital
Chapter 4 described attempts to capture and reproduce complex scenes spectrally. For
the portrait experiment, 16 channels were captured for each view. The virtual swatch
used 33 channels per image. These were expensive in terms of time and memory





reproduction applications were introduced and examined. The Chapter 4 experiments
were designed for unconstrained situations. Thus, it was not necessary to have prior
knowledge of scene spectral contents when designing the capture system.
When such a priori information is not part of system design, many problems must be
considered before a viable system is implemented. Disadvantages to many-channel
spectral approaches are related to system complexity and the escalation in system
throughput demand. Noise vulnerability is another critical issue. System designers
need
to trade- off these parameters to meet the demands of specific applications.
Hardeberg provides an extensive list of conclusions from
various research groups for the
number of channels necessary for high quality
spectral estimation [Hardeberg, 2002].
Some of the groups listed are primarily interested in
limited applications based on
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specific classes of spectral objects, such as fine arts paintings. Most of these groups find
that seven or fewer channels are sufficient for limited applications.
Since a scene can be thought of as consisting of a limited number of spectrally distinct
objects, Hardeberg's list leads to the argument that most individual scenes should be
accurately spectrally imaged by an MVSI system with seven or fewer channels.
Unfortunately, a different customized system might be needed for each scene. The self-
adapting systems discussed below do just that: they tailor themselves to the spectral
constituencies of the environment in order to deliver only a few channels of data and a
transformation that allows high quality spectral reconstruction. Thus, these are
data-
efficient system for unconstrained spectral imaging applications.
5.1. ADAPTIVE CONFIGURABLE SYSTEMS
A hybrid approach to MVSI is proposed. Like systems designed for limited applications,
these devices will be data-efficient because they will only deliver a few channels coming
from wideband filtering. Like systems designed for unconstrained applications, high
quality spectral estimates will be expected regardless
of scene spectral contents. The
solution is based on developing a capability for scene analysis that derives for each scene
an updated transformation to spectral estimates based upon a sampling of scene spectra.
Some systems will take advantage of this analysis stage to modify their channel filtering
in reaction to scene spectral content.
Conceptually, there are two subsystems in a self-adapting
MVSI system. The first
subsystem consists of a general system capable of gathering highly accurate spectral
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information about any potential scene spectra. The second subsystem uses relatively few
color channels, but can be high in spatial resolution. Some system designs might not
physically separate the two subsystems. They may, in fact, work with the same optics,
the same imager, maybe even the same filters. On the other hand, there may be very
good reasons to physically separate the two subsystems. In that case, it is likely that the
general subsystem will be ancillary to the tailorable subsystem, and thus may be low in
spatial and possibly temporal resolution. It may also be low quality in other ways,
because it is used only for analysis and will not be used to capture final images. The
tailorable subsystem will be the main system through which the scene is eventually
captured.
Figure 5-1 shows a summary of self-adapting data-efficient systems. In Step 1, the scene,
or a portion of the scene, is imaged by the system at high spectral resolution but low
spatial resolution, producing Sg(x,y,X). For some systems, Sg(x,y,k) will be collected
through a specialized secondary imaging sub-system. Other systems will not have the




Figure 5-1. Self-adapting data-efficient spectral acquisition.
Step 2 is the central aspect of the self-adapting system. An analysis of Sg(x,y,X) is
accomplished. This analysis is used to tailor the system to the spectral characteristics of
the scene. Those systems that are configurable continue to Step 3 where channel
filterings are chosen or synthesized based upon the discoveries of the Step 2 analysis. All
systems then proceed to Step 4 where the Step 2 analysis is used to derive a mathematical
transform,^,), from channel digits to spectral estimates.
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High spatial resolution images of the scene are taken in Step 6, yielding Mdc(x,y,i) where i
spans from 1 to number of channels being used. fi() and Mdc(x,y,i) are stored for future
use. Subsequently, transform fi() may be used to reconstruct spectra such that
S,(x,y,X)=f(Mdc(x,y,i)). Since the system is self-adapting, it will react to new scenes by
repeating Steps 1 through 6, so that as the spectral character of scene contents change,
new system configurations and transforms will follow.
5.2. EXAMPLE IMPLEMENTATION CONCEPTS
5.2.1. Studio Camera
The needs of different applications call for different system implementations. For
example, real-time processing demands would be relatively relaxed for a
studio
environment where unmoving objects were being spectrally imaged. Here, setup shots
could be taken, analysis performed and the system placed into optimal configuration with
potential small pauses being acceptable. Data storage constraints would likewise be
relatively loose but requirements associated
with spectral accuracy would likely be
relatively high.
Figure 5-2 envisions a camera system with three 3-channel
imagers. Each imager has an
identical mosaic of three filters on it. In between the camera
optics and the imagers sit
solid state tunable filters. These filters have very narrow
band pass and can be controlled
to change their central passing
wavelength. Temporal modulation of the narrow-band
tunable filters is used to emulate wideband filters.
While current tunable filter
technology would make exposure
times shorter than 0.5 seconds difficult to achieve, it is
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reasonable to assume that faster tunable filters will be available in coming years. The
emulated filters will further shape the three filtered channels on the imagers. Thus, by
having each tunable filter emulate a different wide-band filter, a total of 9 filterings is








Figure 5-2. Three chip configurable studio spectral camera.
The first steps in this hypothetical system involve analysis of the scene. Consider the
child shown in Figure 5-3. When she first sits for her portrait, the system shown in
Figure 5-2 could be used to perform a complete spectral analysis of her face, hair and
clothes. Because the system would have three imagers and three tunable filters, the data
capture for this analysis stage could be performed very quickly. Central pixels would be
analyzed as-is, but to avoid data-overload, non-center pixels would be drastically
subsampled. This would produce a spectral image with very fat pixels at the edges but
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high resolution pixels in the center. All low spatial frequency aspects of the scene would
participate in the data analysis and high spatial frequency in the center would also be
important to the results.
Figure 5-3. Portrait shots that could be taken by the configurable studio spectral camera.
An optimal set of nine filters from those that could be configured would be chosen for
portrait imaging. There would obviously be restrictions on which nine filters could be
chosen. This is due to the fact there would already be a fixed relationship among the
three filters on each chip. The tunable filter would attenuate their spectral shape but
could not undo aspects of the existing spectral relationship.
Between portraits (a) and (b) of Figure 5-3, there would be no reason to update the filters
and transform between them. Objects within the scene would not be changing spectrally.
The sweater was changed by the time portrait (c) was taken, so a new analysis might take
place. If reanalysis were a manual aspect of the system, it might be decided by the
photographer that introducing spectral estimation error for the sweater might not be
sufficient reason to update the filter choices. If reanalysis was automatically initiated, the
system could use low-overhead methods to determine if a new analysis were warranted.
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Although the studio camera captures only 9 channels of data, it would be configured
based on much higher spectral resolution. It, thus, would deliver the same spectral
quality of a general system consisting of
10'
s of channels. It should be noted that it has
been shown that fewer than nine channels can be sufficient for spectral imaging of facial
features of various races [Sun, 2001], but a studio camera will be capturing many things
beyond flesh, such as the clothing in the example above.
5.2.2. Digital Cinema Camera
A video application that captures 60 fields every second would have drastically increased
demands on real-time analysis over the studio example. The system would require high
speed update and constraints on data storage would be extremely tight. Much lower
relative expectations would be acceptable for accuracy of spectral reconstruction.
For this second example, it would be reasonable to include two physically separated
subsystems in the system design. The main subsystem could be constantly gathering
video based on the most recent configuration update while the analysis subsystem would
determine the best configuration for constantly changing conditions. As objects came
into view and went beyond view of the camera, configurations would become inaccurate
and need updating.
A general spectral imaging system for unconstrained capture (at top of Figure 5-4) could
be used to spectrally analyze the scene. This
general subsystem could include a tunable
filter in front of a monochrome imager. Low spatial resolution images would be captured
in sequence making for a smear in the time-domain,
acceptable for its use. The high
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spatial resolution imaging subsystem, at the bottom on Figure 5-4, would consist of an
imager with a six-filter mosaic on it. As this system is conceived, there would be five
supplementary filters on a filter wheel that could be placed in the optical path. The
analysis system would choose the best supplementary filter and the best transform to






Figure 5-4. Dual imaging system configurable video spectral
camera.
This system would likely deliver a much higher spectral
error on a frame-to-frame basis
when compared to the studio system described in the previous
section. For the use of this
type of system, approximate results
would be good enough. Five degrees of freedom are
afforded the main sub-system. A transform that
estimates spectra from the five doubly
filtered channels would be stored along with the main
system digital counts.
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The algorithm used to determine how to update the main system would be biased toward
not changing the current filter on the filter wheel. As long as quality was determined to
be within a pre-determined tolerance, the filter would stay fixed with only the transform
updated. When errors went beyond the tolerance, a new filter would be chosen. For
example, Figure 5-5 shows a scene that is undergoing change. Filtering would likely not
change until the end of the progression when the spectral character of scene contents has
sufficiently changed.
time
Figure 5-5. Scene changes spectrally forcing changes in transform and/or filter
configuration.
5.2.3. Summary
A variety of analysis protocols could be used by an MVSI system to choose among
available imaging configurations to find the best trade-off between spectral accuracy,
speed of acquisition and data quantity constraints. Two configurable system examples
were discussed above, one with a large number of potential filtered channels and another
that has a more limited number of potential channels. Each has use within a different
application.
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A spectral studio camera was considered with a single imaging chain used in two ways.
First, a low spatial resolution image is captured with high spectral resolution. Analysis is
applied to determine the best set of nine wide-bandwidth filtered channels that would
deliver best spectral estimates for the scene. The auto-synthesized filters were then used
in-line with the same imaging setup, this time delivering high spatial resolution. The
result is a data-efficient spectral capture of the scene where highly accurate spectral
estimates are reconstructed from the captured channels. The system configuration for
this first example was appropriate for applications where spectral quality is of paramount
concern such as for portrait and fine art imaging.
The second considered data-efficient spectral imaging system would more likely be
found in a digital cinema application. Here a physically separated secondary imaging
subsystem was used to capture a low resolution version of the imaged scene. This
secondary subsystem has low resolution in terms of space and time, but it has very high
spectral resolution. A spectral error tolerance is constantly compared to see if the current
filtration/transform configuration of the main imaging system is delivering sufficient
spectral accuracy. When the error tolerance is no longer within range, a new transform is
derived. If that is still out-of-tolerance, a new filter configuration will be chosen and the
appropriate transform derived. This system will have more inherent spectral error than
the one first described but will deliver spectral estimates within a pre-determined
tolerable error while still adhering to strict speed requirements and limited storage
budget.
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5.3. DATA-EFFICIENT SPECTRAL CAPTURE SIMULATIONS
5.3.1. General Description
The channel spectral sensitivities of a set of simplistic multi-channel camera systems,
with 3, 6, 9 or 31 channels, were specified within a MATLAB simulation environment.
Channel spectral band-pass widths ranged from lnm to 150nm for full width at half
maximum (FWHM) height for a total of 16 different bandwidths simulated for each
system. Spline routines were used to create gaussian-like spectral profiles for the
channels. Peak wavelengths were equally spaced to the closest integer multiple of lOnm
throughout the visible range for each set of channels.
Figure 5-6 shows example channel sets with a selection of channel counts and band-pass
widths. Figure 5-7 illustrates the logic flow of the experiment, with details of blocks 1
through 4 found in Figures 5-8 through 5-12, respectively. For each experiment, two
systems were simulated: one static and one self-adaptive. The significant difference
between these two system simulations was the method used to derive the transform from
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Figure 5-7. Experimental design. Each experiment had two paths, one for simulation of
a non-adaptive, static system and one for simulation of a self-adaptive system.
The static system is shown in block 2 of Figure 5-7 and detailed in Figure 5-9. This
approach is similar to current MVSI systems where a spectral reconstruction transform is
derived as a characterization step rather than as part of the scene capture mechanism of
the system. Static systems do not have the ability to adapt to scenes. Thus, a single
transformation, M, was derived within block 2's Global Setup and that single
transformation was used within every iteration of the Iterative Scene Imaging to estimate
spectra.
A second simulated system was self-adapting as shown in block 3 of Figure 5-7 and
detailed in Figure 5-10. Within the simulation's Iterative Scene Imaging, this system
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practices the proposed capability to analyze the spectra
of a scene to derive a custom
transform, Ms.
In both Figure 5-7 's block 2 and block 3, Iterative Scene Imaging can be found. For each
simulated system, the Iterative Scene Imaging is where spectra are selected at random
from a database, imaged and then reconstructed. 20 spectra are selected from the
database for every iteration. In block 4, detailed in Figure 5-11, statistics associated with
the two simulated systems were averaged over 100 iterations and compared.
Common Setup
a) Choose object reflectance database: Rx
b) Choose taking illuminant: S*.
c) Choose viewing illuminant: S\
d) Choose channels to simulate: Chjx
i) number of channels
ii) spectral bandpass of channels
e) Choose noise level




a) PCA on Rx
b) Choose most significant 6 eigenvectors: ej ^
c) Simulate capture of Rk under Sx and through
Chi De,
d) Global transform:
M = pinv(eiA) x Rx x pinv(DCjj)
Iterative Scene Imaging
Repeat 100 times
a) Choose random 20 objects from reflectance
database to represent scene: Rsx
b) Simulate capture of R\ under Sx and through
Chu: Dcsi,j
c) Estimate original scene spectra from digital
counts using global transform M:






e) Compare color difference under S\
AE*ab(R\ x
Sv Ds,estimate cv .
Figure 5-9. Static System Simulation. Block 2 from Figure 5-7. PCA is principal






a) Choose random 20 objects from reflectance
database to represent scene: Rsx





c) PCA on R\
d) Choose most significant 6 eigenvectors
for scene: es, x
e) Scene-specific transform:
Ms= pinv(e\x) x R\ x pinv(DcSjJ
f) Estimate original scene spectra from digital




g) Compare reflectances R5'est,matex t0 Rsx
RMS(R\, Rs'estimat\)
MASE(R\, Rs.estimat\)





Figure 5-10. Self-adaptive System. Block 3 from Figure 5-7. pinv() is the
pseudo-
inverse operator. PCA is principal component analysis. MASE is maximum absolute
spectral error.
Analysis
a) Average statistics over 1 00 iterations
b) Compare results between non-adaptive and adaptive
Figure 5-11. Analysis. Block 4 from Figure 5-7.
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5.3.2. Spectral Databases
Two spectral reflectance databases were used in this study. Each was sampled from
400nm to 700nm in lOnm increments. The first was a collection of human face
reflectances measured by Sun for use in his spectral portraiture investigations [Sun, 2001,
2002]. The set consisted of 544 samples, 16 measurements from each of 34 individuals.











A second spectral reflectance database that also included human skin and hair, as Sun's
did, but in addition a large selection of other objects is the Vrhel reflectance
dataset
[Vrhel, 1994]. It consisted of the measurement of 170 objects including
the following:
rocks, soil and sand
leaves, grass, flowers, bark and wood













The search for robust error statistics for describing the quality of a spectral match is a
current line of active research [Imai, 2002a]. There were three error metrics chosen for
analysis in this experiment. These were average AE*ab, root mean squared of average
spectral reflectance factor error, and expected maximum absolute spectral error. Each,
discussed below, is relevant to describing aspects of spectral mismatch.
5.3.3.1. AE*
From a color reproduction standpoint, the most familiar of the performance metrics is
AE*ab. The metric is an indirect spectral evaluation method as it cannot differentiate
among various spectra that integrate to the same
colorimetic values. It is also highly
dependent on the illuminant used. Although these drawbacks are significant, it would be
folly to ignore the importance of metrics that are based on visual validity
as AE*ab is.
This has been well understood for many years as evidenced by at least 40 years of search
for a robust metamerism index [Nimeroff, 1965], a method for combining colorimetric
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and spectral error. For colorimetric errors reported here, calculations depended on the
2
standard observer under D65 illuminant.
5.3.3.2. Spectral Reflectance Factor Root Mean Squared (RMS) Error
RMS of spectral reflectance factor error is a typical metric used for describing the error
between an original and a reconstructed spectrum. It is useful for measuring the full
breadth of a spectral mismatch. Every error throughout the spectrum participates in
building the value. The squaring operation gives a non-linear increase in penalty to
larger errors. Its advantage is that it can easily be used to create an ordinal scale to
compare spectral reconstructions. Intuition is challenged, though, when attempting to
assign tolerances to RMS values.
5.3.3.3. Expected Maximum Absolute Spectral Error (EMASE)
Maximum absolute spectral error, here called MASE, is occasionally used to describe
spectral reproduction quality. At each sample point across the wavelengths of interest, a
spectrum and its reconstruction are compared. This produces the individual maximum
absolute spectral error, IMASE. The largest IMASE from a set of spectra is reported as
the MASE. In isolation, MASE cannot be considered to be very informative with respect
to performance of a spectral estimation task since it only describes error on a single
wavelength of a single spectrum from a set. But, averaging MASE over a large number
of iterations where a different set of random spectra, the comparison set, are chosen from
the spectral database for each iteration, creates a more useful statistic. EMASE, the
expected maximum absolute spectral error, is this new statistic. As long as the number of
spectra comprising each comparison set is much smaller than the
size of the database but
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large enough, on average, to share the statistics of the full database, it is not possible for
EMASE to be heavily skewed by unusual individual spectra and so it becomes a
meaningful performance measure.
5.3.4. Data-Efficient Capture Simulations Without Noise
5.3.4.1. Setup
Three basic experiments were implemented. Tables 5-1 to 5-II describe, respectively, the
parameters to Experiments 1 and 2. Experiment 1 synthesized noiseless channels for
imaging the Sun human face database. Experiment 2 was also a noiseless system and
uses the Vrhel natural objects database.
In all cases, the illuminant under which the object spectra were
"captured"
within the
Iterative Scene Imaging of blocks 2 and 3 was based on the measurement of a
GretagMacbeth light booth tungsten daylight simulator with a correlated color
temperature of 7279K. Throughout the experiments, spectra consisted of 31 samples
between 400nm and 700nm in lOnm increments.
Table 5-1. Parameters to Experiment 1.
Experiment 1 - human face reflectances, noiseless
experimental parameter values
Spectral Database Sun human face reflectances
Number of Channels 3,6,9 and 31
Channel spectral sensitivity band-pass 1 nm and 1 0nm to 1 50nm in steps of 1 0nm
Noise level none
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Table 5-II Parameters to Experiment 2.
Experiment 2 - Vrhel objects reflectances, noiseless
experimental parameter values
Spectral Database Vrhel objects reflectances
Number of Channels 3,6,9 and 31
Channel spectral sensitivity band-pass 1 nm and 1 0nm to 1 50nm in steps of 1 0nm
Noise level none
5.3.4.2. Experimental Results
Six eigenvectors were chosen after PCA analysis for linear reconstruction of spectra from
channel digital counts. For the Sun database, six eigenvectors represented 99.9921% of
the database variance. For the Vrhel database, a different set of six eigenvectors
represented 99.9492% of the database variance. Static systems derived their eigenvector
reconstruction matrices by analyzing the full databases (Global Setup of Figure 5-9).
Self-adapting systems derived their reconstruction matrices only on scene contents
(Scene-specific Setup of Figure 5-10).
Using the simulated systems, each with a specific number of channels, a specific
width of
bandpass for each channel, and either an adaptively or statically derived transform to
estimated spectra, simulated camera signals were
calculated for each color chosen
randomly from the database.
As detailed in Tables 5-1 and 5-II, experiments 1 and 2
were differentiated by the spectral database used for each.
Each estimated spectrum was
compared its respective database curve and error statistics were
reported. Figure 5-12
shows the average AE*ab results for Experiments 1 and
2 under D65 for the
2
observer.
Average spectral reflectance factor RMS is reported in Figure
5-13 for these experiments.
Figure 5-14 displays the EMASE results.
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Average AE*ab
Experiment 1 Experiment 2
50 100
channels spectral bandpass [nm]
0 50 1 00





** b a b aa a
100 150
channels spectral bandpass [nm] channels spectral bandpass [nm]
Figure 5-12. Average AE*ab under D65 between database spectra and estimates from
Experiments 1 and 2 comparing static and adaptive results for simulated systems with
four different number of channels and across all tested bandwidth configurations.
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Figure 5-13. Average spectral reflectance factor RMS between database spectra and
estimates from Experiments 1 and 2 comparing static and adaptive results for simulated
systems with four different number of channels and across all tested bandwidth
configurations.
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Expected Maximum Absolute Spectral Error
Experiment 1 Experiment 2
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Figure 5-14. Expected maximum absolute spectral error between database spectra and
estimates from Experiments 1 and 2 comparing static and adaptive results for simulated
systems with four different number of channels and across all tested bandwidth
configurations.
As expected, the self-adapting approach improves upon the static approach in
Experiments 1 and 2, for all statistics, for both databases and for all system
configurations. The simulated systems for these experiments were all free from any
noise. Table 5-III illustrates for each statistic the average percent improvement from
static to self-adapting for these experiments.
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Table 5-III Experiments 1 and 2 results comparison.
Experiments 1 and 2: Static to Self-adaptive !
Comparison Over All Channel Widths
Average change
Statistic # channels Experiment 1 Experiment 2
Absolute Percent Absolute Percent
RMS
3 0.0005 9.54% 0.0017 11.33%
6 0.0003 20.41% 0.0014 20.24%
9 0.0002 20.15% 0.0013 21.61%
31 0.0002 19.59% 0.0013 21.67%
EMASE
3 0.0011 9.67% 0.0042 12.63%
6 0.0007 22.42% 0.0031 20.09%
9 0.0006 24.44% 0.0026 19.13%
31 0.0006 25.00% 0.0025 18.52%
AE*ab
3 0.06 5.13% 0.22 7.03%
6 0.04 17.55% 0.17 1 6.99%
9 0.00 0.58% 0.23 23.45%
31 0.00 1 .70% 0.22 22.52%
5.3.4.3. Spectral and Colorimetric Contrary Results
For the pure spectral statistics, RMS and EMASE, the 31-channel systems represent the
high quality asymptote. To see this more clearly, Figures 5-15 and 5-16 are
presented as
closer look sat some of the results previously shown in Figures 5-13 and 5-14. For these
new figures, the 3-channel results are now off-scale.
For both experiments, for both RMS and EMASE and for both the static and adaptive
techniques, the 9-channel systems reach the same quality as the
31-channel systems for
certain channel bandwidths. Figures 5-15 and 5-16 show that the lower bound on the
9-
channel bandwidths for delivery of maximum quality is found between
30nm and 50nm.
Up to the 150nm channel bandwidth example
that was tested, no upper limit can be found
for Experiment 1, which utilized the Sun human faces database.
For Experiment 2,
based on the Vrhel database of more divergent objects, an upper limit on channel
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bandwidth for 9-channel highest-quality systems tends to be approximately lOOnm.
6-
channel systems show error trends similar to the 9-channel systems for the two databases
although error never reduces to the quality of the 31-channel systems.
Average RMS
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channels spectral bandpass |nt
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channels spectral bandpass |nm)
Figure 5-15. Average spectral reflectance factor RMS for Experiments 1 and 2 for only
the 6, 9 and 3 1 -channel systems. Note that for this figure y-axes for Experiments 1 and 2
are differently scaled.
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Figure 5-16. Expected maximum absolute spectral error for Experiments 1 and 2 for only
the 6, 9 and 31-channel systems. Note that for this figure y-axes for Experiments 1 and 2
are differently scaled.
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Ohta in a 1981 experiment simulated a series of 6-channel systems with sensitivity
bandpass widths that ranged from approximately 30nm to 90nm FWHM [Ohta, 1981a].
His conclusion at that time was that spectral bandpass of the channel sensitivities "only
slightly
influenced"
the quality of spectral reconstruction results. The spectral database
used for that previous study was the 24 colors from a Macbeth Color Checker color
rendition chart. Figures 5-15 and 5-16 as discussed above show that spectral
reconstruction quality is influenced by channel bandwidth, more so as the spectral
database increases in complexity. Since, Ohta's 1981 experiment tested only a
comparatively limited range of bandwidths and a limited database of colors, it would
likely have seen the larger influence of channel width had he extended his inquiry.
Taking a closer look at the colorimetric error results previously presented in Figure 5-12,
Figure 5-17 uses new y-axis scalings. These results are somewhat different from the
pattern exemplified by the spectral statistics in Figures 5-15 and 5-16. Although the very
low bandwidths show the 6-, 9- and 31-channel systems holding their usual order of 31-
channels with maximum quality then
9- and then 6-, for these colorimetric results the
higher bandpasses show contradictory results. There are crossovers creating reversal of
the trend for all but the Sun static implementation. For spectral sensitivity widths greater
than the crossover bandwidths, it is the 6-channel systems that have the lowest average
AE*ab. Even for the Sun static example, the advantage of having more than six channels
is diminished as spectral sensitivity bandwidths approach lOOnm. As mentioned in the
previous section, reconstruction is based on 6 eigenvectors. Given this fact, 31-channel
systems are forced to distribute error, just like the
6- and 9-channel systems do. Even
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though the 31-channel systems represents the "high water
mark"
in the spectral statistics,
they apparently pile up more error in the colorimetric domain than the 6-channel systems
do as bandpasses get wide. Possible reasons for these results are discussed below.
Average AE*ab
Experiment 2
channels spectral bandpass [nm]
X
X
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Figure 5-17. Average AE*ab for Experiments 1 and 2 for only the 6, 9 and
31-channel
systems. Note that for this figure y-axes for Experiments 1 and 2 are differently scaled.
Colorimetric error is defying expectations within these results whereas
spectral error is
not. As was shown in Figures 5-9 and 5-10, the method for deriving a reconstruction
transform from channel values was matrix synthesis based on PCA
decomposition of the
spectra. For the static implementations, the spectra training set
consisted of the full
database and a random selection from the full database
was used as the training set for the
self-adapting
implementations. There was no colorimetric or visual component in
building the transforms. Only a
spectral perspective was used in the derivation. It is
satisfying that for
spectral metrics a 6-channel scheme never does
better than a 9-channel
one and a 9-channel approach never does better
than its 31-channel counterpart. The fact
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that this quality order is not true for colorimetric analysis does raise the question as to
why this should be the case.
From Experiment 2, the lOnm and lOOnm bandwidth 6- and 9-channel system results of
the static implementation were studied. In addition to the average statistics found in the
figures above, individual results of the 170 Vrhel spectral samples were examined.
Average spectral reflectance factor RMS and expected maximum absolute spectral error
were found to have the same characteristics, so for this discussion, RMS was chosen to
represent the spectral statistics. Comparisons are summarized in Table 5-IV.
Table 5-IV 6- and 9-channe 10 and lOOnm Bandwidth Results for Experiment 2.
statistic channel width
# channels
portion of 170 samples where 9
















For the lOnm bandwidth example, 86% of the samples in the 9-channel simulation had
better RMS scores compared to the same samples in the 6-channel simulation and 6 1% of
the 9-channel individual samples were superior with respect to AE*ab. For the lOOnm
bandwidth case, the percent of 9-channel samples with better average RMS error
increased to 98% but AE*ab superiority for the 9-channel samples fell to 35%. These
findings are consistent with ensemble averages that show that with lOOnm bandwidth
average AE*ab for the 6-channel system is almost .2 units better than the 9-channel
system.
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One hypothesis for explaining this situation was that the 6-channel systems were by
coincidence becoming very close to linear combinations of color matching functions
whereas the 9-channel systems were not. To check this hypothesis, a u-factor analysis
[Vora, 1993] of the 6- and 9-channel systems was performed. The closer the set of
channel sensitivities approximate the human visual subspace (HVSS) as defined by the
color matching functions, the higher the resultant p-factor. A p-factor of 1 is a perfect
colorimetric system. A detailed derivation of the mathematics behind the p-factor can be
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Figure 5-18. p-factor comparing how well the 9-channel and 6-channel systems span the
HVSS across all channel bandwidths.
Figure 5-18 compares u,-factor values for the 6- and 9-channel systems across all tested
channel bandwidths. The hypothesis that 6-channel systems begin to span the HVSS
better than 9-channel systems as channel bandwidth increases is shown to be invalid
because for all channel bandwidths, the 9-channel systems maintain higher u,-factor.
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A set of individual spectra from the 170 sample Vrhel database and their reconstructions
from the 6- and 9-channel lOOnm channel bandwidth systems are presented in Figures 5-
19 through 5-26. These were chosen as examples of colors that have better 9-channel
spectral RMS characteristics but better 6-channel AE*ab. Recall that for the lOOnm static
simulations, 98% of the Vrhel 9-channel reconstructions had lower spectral RMS
difference from the original compared to the 6-channel reconstructions but that 65% of
the 9-channel reconstructions for that database had higher AE*ab error compared to the 6-
channel reconstructions.
The individual RMS and AE*ab values are included on the figures. RMS improvements
for these examples from the 6-channel to 9-channel system range from 12% to 23%
whereas AE*ab loss is on the scale of 14% to 67%. Absolute difference between 6- and 9-
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Figure 5-20. Y-axis amplification of 6- and 9-channel static lOOnm bandwidth
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It is especially clear from figures with amplified y-axes (Figures 5-20, 5-22, 5-23, 5-25
and 5-26) that both the 6-channel and 9-channel systems manifest their spectral error as
oscillations of over- and under-predictions of the target spectral reflectance factor. In
almost all cases at a given wavelength, the absolute 6-channel error exceeds that of the 9-
channel reconstructions. This fact is consistent with the recorded lower spectral
reflectance factor RMS error for the 9-channel systems. What is also observed is that the
6-channel reconstruction is more symmetric in its distribution of the error compared with
the 9-channel version. For the 6-channel systems, large over-predictions are paired with
similar magnitude under-predictions whereas for the 9-channel systems, error is not
nearly so symmetric. The improved spectral estimation performance of the 9-channel
systems are accompanied by the introduction of an overall under- or over-prediction bias.
Tristimulus values are calculated through the integration of area under a spectral curve
after multiplication by a color matching function. Symmetrical
under- and over-
prediction of estimated spectra would be less noticed by such calculations, and thus by
AE*ab, than would be the introduction of a systematic
under- or over-prediction. This
explains why even in the face of lower magnitude spectral errors, bias
in the error will
cause higher colorimetric error.
A good demonstration of this can be seen in Figure 5-27 where a perfect reflector is
reconstructed from 6-channel and 9-channel lOOnm static systems. Like the spectra
associated with the previous set of figures, here RMS difference is far better for the
9-
channel system compared to the 6-channel but colorimetric error is worse for the
9-
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channel system by more than 1.3 AE*ab units. This is due to the 9-channel system's
propensity to over-predict the spectral reflectance factor across the wavelengths of
interest. The 6-channel results are worse for most wavelengths, but the sum of the signed
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Figure 5-27. 6- and 9-channel static lOOnm bandwidth reconstructions of a perfect
reflector.
Beyond a tendency for systems with greater number of channels to have less
trans-
spectral symmetry, there is also the possibility that error placement by wavelength could
have negative impact. In the building of transforms that convert from channel signals to
spectra, no weighting was used to make certain
wavelengths more important than others.
For the RMS and EMASE spectral statistics, this is of no concern. But, AE*ab does favor
some wavelengths over others due to the variable human sensitivity as encoded in the
XYZ color matching functions.
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To probe the impact of error placement by wavelength, the average spectral error profiles
for the 6- and 9-channel lOOnm systems was collected. Figure 5-28 presents the average
wavelength-by-wavelength error for all 170 Vrhel samples. The differences between 6-
and 9-channel systems appear small. Summing the averages showed a slight advantage
in average error to the 9-channel system.





















Figure 5-28. Average spectral error for all 170 Vrhel samples reconstructed by the
6-
channel and 9-channel lOOnm- bandwidth systems.
Weighting the average errors found in Figure 5-28 by the 2 degree color matching
functions and then summing produced interesting results. When the average spectral
error profiles were weighted by the x-bar function and then summed, it was found that the
6-channel system was superior to the 9-channel system by 0.02%. The 6-channel system
also enjoyed better y-bar weighted results. Z-bar weighted error went in favor of the
9-
channel system. The y-bar and z-bar differences were an order of magnitude below the
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6-channel's x-bar weighted error advantage. Using the average x-, y- and z-bar weighted
errors (under equal energy illuminant) and adding them to the reflectance of a spectrally
non-selective 18% neutral, the 6-channel system would derive a color which has 0.13 less
AE*ab from the original than the 9-channel system would.
To check the impact of illuminant on these observations, individual sample analysis was
performed a second time after imposing Illuminant A on the reconstructed spectra. The
trends remained intact for Illuminant A. Spectral database can also be ruled out as a
cause of this finding since, as can be seen in the similarities in the trends between
Experiments 1 and 2 contained in Figure 5-17, a change in spectral database has little
affect on results.
Two factors remain likely suspects for causing the unexpected result. One is the center
wavelength and shape of the channel band-passes. The second is the method in which the
channel-to-spectrum transform is generated. System designers may or may not be able to
specify filter center wavelengths and their spectral shape, but they will definitely have the
ability to specify how transforms are derived. Thus, in addition to being an interesting
set of observations, this turn of events carries with it an important reminder. Transform
building methods must not be so naive as to allow colorimetric results to go in the wrong
direction. As colorimetry is illuminant-based, one needs to exert caution in its use within
spectral reconstruction systems, but it must be recognized that many spectra can produce
the same amount of spectral error, so the use of vision-based metrics to guide how to
manage spectral error is fully appropriate.
141
5.3.5. Data-Efficient Capture: Simulations With Noise
5.3.5.1. Setup
The experimental design for Experiment 3 was similar to that for Experiment 2 except
only the
6- and 9-channel systems were analyzed and white noise was added to the
systems. Like Experiment 2, the Vrhel database was used. Table 5-V lists the
parameters used for Experiment 3.
Table 5-V. Parameters to Experiment 3.
Experiment 3 - Vrhel objects reflectances, noisy
experimental parameter values
Spectral Database Vrhel objects reflectances
Number of Channels 6 and 9
Channel spectral sensitivity band-pass 1 nm and 1 Onm to 1 50nm in steps of 1 Onm
Noise level white noise, mean of 0, standard deviation of .01
5.3.5.2. Experimental Results
A summary of the results from Experiment 3 is found in Figures 5-29 though 5-31. These
are similar to the Experiments 1 and 2 graphs of Figures 5-15 through 5-17, Introduction
of a noise component differentiates Experiment 3 from Experiment 2. Looking at the
Experiment 2 spectral statistics of Figures 5-15 and 5-16, there were signs of diminishing
returns as channel bandwidth became very wide. The Experiment 3
spectral results show
a much larger trend indicating that noise has a large impact on reconstruction quality as a
function of bandwidth size. Figures 5-29 and 5-30 show bandwidths of approximately
30nm to 50nm to be optimal. Quality quickly reduces as widths increase. The 9-channel
systems are more sensitive to bandpass widening and become slightly
lower quality than
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Figure 5-29. Average spectral reflectance factor RMS for Experiment 3.
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Figure 5-3 1 . Average AE*ab for Experiment 3.
As discussed in many of the Experiments 1 and 2 analyses, the colorimetric response is
not altogether consistent with the spectral metrics. In figure 5-3 1 the bandwidths with the
lowest AE*ab error are not the same as those that deliver the lowest spectral reflectance
factor RMS or EMASE results. These fall between approximately 70nm to 90nm.
Table 5-VI. Percent average change from static to self-adapting systems for
Experiment 3.
Experiments 3: Static to Self-adaptive
Comparison Over All Channel Widths
Average change for













Table 5-VI displays the average percent change from static to self-adapting for
Experiment 3. Positive numbers in the table indicate better performance by the adaptive
systems. The results show that on average over all bandpasses, the adaptive systems have
better spectral results than the static systems. This was expected. Colorimetric results,
though, continued to defy expectations as the table shows that, on average, the static
systems out-performed the adaptive ones.
To investigate this finding, the 6- and 9-channel data from Experiments 1 through 3 were
reformatted in Figures 5-32 through 5-34 to compare the static versus adaptive results
between systems consisting of an equal number of channels.
Experiments 1, 2 and 3
average RMS comparisons
6-channel Systems
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Figure 5-33. 6- and 9-channel EMASE results from Experiments 1, 2 and 3.
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Figure 5-34. 6- and 9-channel AE*ab results from Experiments 2 and 3.
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Adaptive systems in Experiment 3, like in Experiments 1 and 2, were superior to static
systems at every channel bandwidth in terms of the spectral statistics of RMS and
EMASE. Figure 5-34 shows that this relationship held for Experiments 1 and 2 with
respect to AE*ab. Experiment 3, on the other hand, favored most of static systems for
colorimetric quality.
The introduction of noise for Experiment 3 was to the relative advantage of the static
systems. Transforms built for the static systems are based upon PCA analysis of 170
spectra. Each individual iteration of the self-adaptive simulation is based upon PCA
analysis of only 20 spectra. When the measurement of the spectra is noisy, then
averaging over 170 samples will have a much larger impact on noise relative to averaging
over 20 samples. Noise reduces relative to the square root of the number of samples.
Regardless of the negative influence of noise, adaptive systems continue to enjoy the
advantage of having reconstruction transformations tailored to the specific scene spectra.
As shown in Figures 5-32 and 5-33, the noise added to the Experiment 3 systems did not
overwhelm the spectral superiority of the self-adaptive system. Once again, the fact that
colorimetry was not consulted when building the transforms resulted in unfortunate error
manifestation. The conclusion becomes stronger that such naive approaches to building
transforms must be addressed.
5.3.6. Summary
Data-efficient adaptive systems are proposed as a potential answer to the need to reduce
data throughput demands for multi-channel systems for color reproduction. These
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systems include an analysis stage for deriving a scene-dependent transform from system
digital counts to spectral estimates. Some systems may also have a channel selection or
synthesis stage.
A series of three simulations were carried out to evaluate the value of the scene analysis
stage of these systems. Two different spectral databases were used: Sun's human face
reflectance database and
Vrhel'
s objects reflectance database. It was determined that
systems with 3, 6, 9 and 31 channels all enjoy benefit in their spectral reconstruction
from self-adaptive behavior. This was true for simulations with and without noise.
Surprising results included that fact that for these simulations, wide-band 6-channel
systems were able to demonstrate lowest colorimetric error for many configurations
although the spectral statistics favored the 9- and 31-channel approaches. Similarly, after
noise was added self-adapting approaches improved spectral reconstruction but were not
always colorimetrically superior under these conditions. When building transforms for
spectral imaging, it has been shown that it is important to avoid introducing average
under-prediction or over-prediction bias in the estimation of spectra. Also, it is important
that when building adaptive transforms, sufficient numbers of samples of a scene are
taken so that noise does not adversely affect the results.
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5.4. DATA-EFFICIENT SPECTRAL CAPTURE LABORATORY EXPERIMENT
5.4.1. Goals
In Section 5.3 two spectral system designs were contrasted and compared through
simulation. The first, static, was a typical design for a few-channels spectral imaging
system where a single global transform was derived and used for all subsequent
transformations. The second, adaptive, was a design that reacts to spectra in a scene to
use the most efficient and highest quality transform.
Figure 5-35 describes a static approach to spectral system design. An adaptive system
diagram is found in Figure 5-36. This second design is hybrid because it combines the
use of a many-channel imaging capability in order to do scene spectral characterization
within the time-frame of imaging the scene with the few-channel system. The result of
the self-adaptive approach is a customized transformation for each scene.
In this section, the prototyping of several configurations of adaptive spectral imaging
systems are discussed. To stress the systems, they were implemented as
6- and 9-channel
video systems.
The goal of the prototyping aspect of the project was to be able to transform video stills
to printer digital counts for best spectral reproduction. Because of interest in self-
adapting systems like those illustrated in Figure 5-36, transforms
for deriving spectra
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Figure 5-36: Flow diagram for self-adapting system design and use. Note that each scene
is characterized by the many-channel sub-system.
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5.4.2. Multi-Channel Video Capture Laboratory Experiments
5.4.2.1. Hardware prototypes
Self-adapting systems with 6- and 9-channel video sub-systems were chosen for
hardware prototyping. A 6-channel digital video apparatus was constructed from a pair
of standard RGB iBot webcam video cameras that were placed in optical registration with
each other. Figure 5-37 shows the setup. The left video camera remained unfiltered.
The rear webcam could be filtered through the use of a spectrally selective absorptive
filter placed in front its lens. An extensive still-life scene was placed on a revolving
table, pictured in Figure 5-38. The table was carefully rotated in front of the cameras.
For several revolutions, a Light Blue Wratten Filter #38 was placed in front of the rear
camera. For another set of revolutions of the table, the filter was replaced with a Light
Green Wratten Filter #52. For a third set of revolutions, the rear video camera had all
filters removed.
Figure 5-37. 6-channel video camera. A pair of
iBot RGB firewire webcams (640x480)
are registered to capture the same scene
through a beam splitter. An absorption filter is
placed in front of the video camera at the rear. Thus, through
a combination of the two
cameras, this can be thought of as a single
system with six channels, each with a unique
spectral sensitivity.
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Figure 5-38. Rotating object table for 6- and 9-channel video experiment.
Because every revolution of the table brought about a repeat of the scene, the captured
images allowed for several different emulations of 6- and 9-channel systems. For the
evaluations discussed in this dissertation, 9-channel systems were built from the
combination of three RGB images taken in separate revolutions of the table by the rear
camera under its three different filtering configurations. This construction gave the most
preferable registration characteristics, although registration remained a problem.
For a self-adaptive system to be able to reconfigure itself, images with high-spectral-
resolution must be taken of the scene. An important feature of the prototype setup was an
additional still-image camera system used to capture 3 1 narrow-band channels at eight
discrete angles in the revolution (See Figure 5-39). This system relied on methodology
and equipment previously developed at the Munsell Laboratory. It consisted of a
Quantix monochrome camera with a Cambridge Research Instruments spectrally tunable
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filter mounted in front. The still images were processed to deliver high quality spectral
estimates at each pixel.
Figure 5-39. 31 -narrow-channel camera system for reporting high quality spectral data at
discrete angles of the rotating table.
Referencing the adaptive flow-diagram of Figure 5-36, above, the role of the few-
channels capture system in that figure was assumed by the 9-channel video emulation.
The role of the many-channels system was given to the Quantix camera system. A
customized transform from video digital counts to spectra was able to be derived at any
angle of the revolving table where both few-channel and many-channel data exist.
Figure 5-40 describes the entire system at work. A real commercial system would not
likely resemble this system. A reasonable design would have the video system and the
high-spectral-resolution system subsumed into a single device. If a 9-channel video
system were desirable, then, a commercial design could have a single chip with an array
of 9 filters or a set of detectors illuminated through a beam splitter. On the other hand,
our prototype design required the scene to repeat itself, through multiple revolutions of
the object table, in order to gather multiple video channels. Also, during further
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repetitions, 3 1 channels of high-spectral-resolution imagery were taken. Approximately
five minutes were required for each of these captures. A commercial system would need
to gather such information hundreds of times faster and in parallel with the video capture.
"igure 5-40. (1) 31-channel camera. (2) 6-channel video camera. (3) Rotating object
table revolving clockwise.
5.4.2.2. Image Processing: Video to Spectra
It is useful to note here that without additional scene information, camera systems are
limited in estimating reflectances from a scene. They are unable to differentiate among
conditions that cause a change in spectral irradiance at the detector, object reflectance
being just one of many. Examples of conditions that can cause such confusion are
uneven scene illumination, reflected light from other scene objects, filtering by
translucent scene objects, positional distance from the camera or florescence. Thus,
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when we speak of recovering spectral reflectance from a scene, it is projective spectral
reflectance, as defined in Section 2.2.4.
The steps in implementing the transformations from the video signals to an estimate of
scene spectra are described below and are shown in Figure 5-41.
1. Based on an off-line characterization of the many-channel imaging system, derive
transform A that converts 3 1 -channel still images to relative spectral reflectance
images. A is a 31x31 matrix. (See discussion in Section 5.4.2.2.1.)
2. Based on an off-line characterization of the few-channel imaging system, derive
transform B that linearizes the video images. B consists of a gain term, an offset
term and a gamma term for each channel. (See discussion in Section 5.4.2.2.2.)
3. Apply transform A to 31-channel still image ISDC converting it to 31-channel
spectral image IsSpec. (See Equation 5-1 in Section 5.4.2.2.1.)
4. Find 9-channel video frame IVDC associated with still image IsliSpec.
5. Apply transform B to 9-channel video frame IVDC converting it to 9-channel
linearized video frame IVDC'. (See Equation 5-2 in Section 5.4.2.2.2.)
6. Based on an on-line analysis of IsSpec, derive transform C that converts linearized
9-channel video frames to 31-channel spectral reflectance images. C is a 31x9
matrix. (See discussion in Section 5.4.2.2.3.)
7. Apply transform C to
IVDC'
converting it to 31-channel spectral reflectance image


















































5.4.2.2.1. Off-line Characterization of still imaging system
A self-adaptive spectral capture system must be able to ground itself in "spectral
truth"
from time-to-time. For this system, a 31-channel still camera was used to give a high
quality estimate of relative scene spectral reflectance. The methods for characterizing the
31-channel system have previously evolved in the Munsell Lab [Imai, 2002a]. A 31x31
matrix, A, is derived using a carefully imaged target with previously measured spectral






Spec x DC -3"1
Where ISDC is the image of 31 digital counts returned from the 31-channel still image
system, A is the transformation matrix and IsSpec is the 31-channel image of relative
spectral reflectance estimates.
To demonstrate the quality of this transformation, a test target consisting of a set of 231
color patches taken from the Munsell Book of Color was imaged by the 31-channel still
imaging system and transformed to reflectance spectra. This test target was at the
angular position of 0 degrees on the rotating object table. It is shown in Figure 5-42.
158
Figure 5-42. Angular position of 0 degrees on rotating object table showing 231 patch
target consisting of color patches from the Munsell Book of Color.
Due to reasons discussed above it is not expected that the actual measured spectra to be
calculated by the transform, but instead projective reflectance spectra. This would be due
to conditions such as uneven illumination, inverse-square falloff associated with the
relative position of the target and flare in the system. Most of these conditions would
raise an expectation of a log offset between measured spectra and recovered relative
spectra. Figures 5-43 to 5-46 compare typical spectral recoveries from 31-channel
images of the Munsell target to the spectral measurements.
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Figure 5-46. Purple patch: 31-channel recovery compared to measurement.
The offset in log space as demonstrated in these measurements was expected due to the
relative nature of the recovered reflectance. Differences in the log shift among the
patches would be due to the different positions on the target and thus different
illumination variations. But, these recoveries are not perfect. Note, for example, in
Figures 5-44 and 5-46 that the log offset is different at 400nm than elsewhere. Some of
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the recoveries showed distinct artifacts in the low wavelength range around 400nm. The
largest example of such an artifact from the recovered patches was found with the yellow












Figure 5-47. Yellow patch: 31-channel recovery compared to measurement.
There are many potential explanations for the 31-channel still camera recovery artifacts
found for some of the Munsell patches. In addition to errors in the transformation matrix,
there could be other phenomena such as florescence in play. Such recovery artifacts were
the exception in the set of 231 patches. Improving this spectral recovery from
many-
channel cameras is an ongoing area of active research in the Munsell Lab [Imai, 2002b].
For investigating the data-efficient aspects of this experiment, the accuracy of the high
spectral resolution component of the system was not critical. Thus, for deriving
transformations from video to relative reflectance as discussed in the following sections,
the relative reflectances recovered from the 31-channel still camera were sufficient and
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considered the goal. The eventual potential viability of such a system will rely in the
future on better high spectral resolution capability.
5.4.2.2.2. Off-line characterization of themulti-channel video system
The 6-channel video system described in Section 5.4.2.1 was used to capture images of
the scene. 9-channels were derived by capturing the same scene twice with a different
filter for three of the channels. Using digital counts averaged from imaging a set of gray
patches on a Macbeth Color Rendition Chart, a set of coefficients were optimized to
minimize the RMS RGB error across the gray patches between estimates of RGB from
each patch's measured Y.
IVdc'
= (IvDC/gain - flare)
1/gararaa
5-2
Where IVDC is the image of 9 digital counts returned from the nine channels, flare is an
imagewise offset, gain is a multiplier, gamma corrects for the non-linearities of the
system and
IVDC'
is the linear output. There is a separate gain and gamma for every
channel, one flare term for every 3 channels associated with a single filtering
configuration of the rear camera.
Table 5-VII lists the coefficients optimized for the configurations used in the 9-channel
video camera emulation.
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Table 5-VII: Linearizing Coefficients for 9-channel Video Emu ation
Filter
configuration














1.62 3.88G 0.51 24.00
B 0.512 27.94
5.4.2.2.3. On-line derivation of video to spectra transform
This is the most important aspect of the self-adapting imaging system. When the
high-
spectral-resolution system captures the same scene as the few-channel system, a
transformation from video camera signals to spectra may be derived. A MATLAB
routine called createTransform_wLinearize.m was implemented to create a transform
from the 9-channel video signal to relative reflectance based on an analysis of 31-channel
high-spectral-resolution signals and associated 9-channel video signals.
The routine is based on the following concepts. A simple procedure based upon
the
pseudo-inverse of data sets is used to build a transform that converts
digital counts to
spectral reconstructions. Equation 5-3 shows how to construct this
transform.
C = Ssamples pinv(DCsamplJ 5-3
where DCsamples is an P x N array representing P channels for each of N digital
count
samples of the scene; Ssamples is a Q x N array representing Q wavelength values for each
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of N spectral estimates; DCsamples and Ssamples need to sample the same spots in the scene;
pinv() is the pseudo-inverse operation; and, C is a Q x P array that transforms digital





where IVDC is a P-length vector of digital counts from a particular pixel and IvSpec is a Q-
length vector representing the estimated spectrum at that pixel. For this system, there are
9 channels in the video system and the spectra are defined in 31 steps from 400nm to
700nm. So, P is 9 and Q is 31.
The number of channels, P, in a system and their linear independence will directly affect
the quality of the pseudo-inverse operation. As P approaches Q C becomes a square
matrix and many alternative approaches to solving it are available. As the number of
channels, P, becomes very small, the instability of C increases. This is why the self-
adaptive system concept becomes so appealing. C will have its maximum accuracy on
imaged spectra that are similar to the training set used to derive the transform. By
constantly updating the transform based on high quality estimates of scene spectral
contents, a few-channel system can be used reliably for general spectral reconstruction.
Present at object table position of 0 degrees, shown in Figure 5-42, the Munsell target
was useful for validating this approach. The relative spectra recovered from the 231
patches via the 31-channel high-spectral-resolution still camera and the video camera
digital counts of the same target were used to calculate a transform to convert between
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video digits and estimated spectral reflectance as shown in Equation 5-3. Evaluating the
transform against all 231 spectra produced the statistics found in Table 5-VIII.
Table 5-VIII: Evaluation of Transformation at Table Position Zero




Average AE*ab Fairman Metamerism Index
D65 D50 D^A d,->a
0.0192 0.186 3.48 2.71 3.9 2.8
The five example patches from Figures 5-43 through 5-47 were further examined to show
how their spectra were estimated through the adaptive process. Figures 5-48 through
5-
52 show comparisons to the estimated spectra from the 9-channel video where C has
been applied. Spectrophotometric measurements of the patches (labeled as "Spectrolino
Measured") are included for reference. The most relevant comparison is between the
31-
channel derived relative spectral reflectance (labeled as "Quantix Calculated") and the
9-
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Figure 5-52. Yellow patch: video derived spectrum in yellow.
Recall that the y-axes for this set of figures is displaying spectral reflectance factor on a
log scale. Some of the differences between the
video-derived and 31-channel derived
spectra would not be noticeable in linear plots. The differences between the
video-
derived and 31-channel derived spectra in these plots range from small to potentially
significant. In certain instances, such as with the yellow patch in Figure 5-42, spectral
estimation improves with video reconstruction. It is true that the Quantix estimation was
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actually the goal, but the limited degrees of freedom available to the few-channel system
allows it to attenuate the largest errors of the high-spectral resolution subsystem. The
largest RMS difference among this set is for the purple patch at 0.051 spectral RMS. The
smallest difference is for the green patch with a spectral RMS difference of 0.010.
5.5. CONCLUSIONS
Data-efficient spectral video systems were prototyped based on the adaptive system
proposals discussed in Sections 5.2 and examined by simulation in Section 5.4. The
prototype consisted of two subsystems: a high spectral resolution camera that captured 31
channels of spectrally narrow-band data and a
6- to 9-channel video system built upon
inexpensive RGB webcams. Each multi-channel video image consisted of nine
separately filtered bands. High quality spectral estimates were captured through the
31-
channel system and a new transform was derived for the 9-channel camera based on
scene contents.
Given the low quality of the video camera, the spectral estimates were impressive. For
the 231 validation patches, average RMS spectral reflectance factor error for the
estimation was less than 0.02 as shown in Table 5-VIII. Average AE*ab under D65 for
the reconstructed spectra was under 3.5. For AE*ab calculated for D50 illumination, error
fell to less than 2.75. Self-adaptive systems were shown to be able to deliver high
quality spectral estimates from a low quality camera on
unconstrained scene contents.
Commercialization of spectral systems will require low-data bandwidth with high quality
results regardless of scene spectral contents. The examples of data-efficient spectral
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capture systems described in this Chapter point toward implementations that could make
spectral imaging commercially feasible.
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6. IMAGE PROCESSING FOR SPECTRAL
COLORMANAGEMENT
It is no special miracle ofdesign thatfits a worker ant to drag
back to her nest a fly much bigger than she is, nor one that
allows a small bird to fly so well, while humans can barelyfly
on muscle power but must enlist the aid ofhot and thirsty metal
engines. These facts imply thatformfollows notfunction alone
but size, especially over large changes ofscale. Such is the
effect, in the physical world, of "adding another zero
"
Morrison, Morisson and Eames, Powers ofTen
6.1. CONSIDERATIONS
Maintenance, opening and display of the large image datasets are not the only problem
one encounters in spectral imaging. Image processing is also a significant challenge.
Color management in the colorimetric domain typically transforms 3-D datasets to three
or more channels for rendering. Spectral images typically have many more dimensions
and thus will require a new set of approaches.
As discussed in Section 2.4. 1 , the current ICC color management platform has been built
to foster compromise between two intransigent entities, the source image and the
destination rendering device, through development of three cooperative entities, the
source profile, the destination profile and an image processing software superstructure.
The profiles provide standard data that relate source and destination digits to a
colorimetrically-based appearance space. Optimized for computational efficiency, the
data in a profile has been pre-conditioned so the CMS software can directly use it,
although there is typically a data processing step where
profile tables are concatenated.
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The final image processing step manipulates the source image through the concatenated
tables, preparing it for rendering on the destination device.
In the case of ICC, source profiles contain coefficients that can be used to build
transformations from source digit to colorimetry, Destination profiles are associated with
transforms that relate colorimetry to destination digit. Concatenation of the profile tables
is implemented by passing a grid of hypothetical source digits through the source tables
followed by passing the results through the destination tables, as in part a) of Figure 6-1.
Produced is a concatenated transformation, a transformation chain that efficiently
converts between source and destination digits.
If it were desirable to analogously concatenate for a spectral processing platform, it
would be necessary to pass through the spectral domain instead of colorimetry, as shown
in part b) of Figure 6-1. But, it is not possible to implement such a workflow because the























































Figure 6-1. a) ICC concatenation flow, b) Non-implementable spectral analog to the
ICC concatenation, c) Implementable spectral color management concatenation flow.
172
The formula for calculating the size of a LUT in bytes is found in Equation 6-1.
&ta,^xMxP
"bytes i 6-1
where N is the number of bands indexing the table, M is number of bands produced by
the table, P, is the number of levels per input band and P0 is the number of bytes per
output channel. Assuming one byte per output channel (P0= 1), Table 6-1 shows how
LUT sizes are strongly related to the dimensionality (AO of their input space.












3 6 17 30 KB
31 6 17 8xl027GB
9 6 17 700 GB
6 6 17 145 MB
For the purposes of this discussion, all tables have 17 levels per input band, a typical
number. Also there is an assumption that the printer being characterized is a six-ink
printer with each channel being separately addressable.
Table 6-1 shows that an ICC lookup table converting between colorimetry (three bands)
and one-byte printer digits for a six-ink printer would only require about 30 KB of
storage. The next row in the table shows what happens if one were to try to build an
analogous spectral LUT converting spectra described by 3 1 values (N
= 3 1 bands) to




GB). The only thing that changes between the first and second rows
of Table 6-1 is the number of input bands! In Equation 6-1, N, the number of input
channels, is in the exponent, causing the LUT size to blow-up. The fourth row in the
table shows that even for a very coarse sampling of spectra with only nine discrete
sample points per spectrum (N = 9) far too much storage, 700 GB, would be needed.
Because a six-ink printer has only six degrees of freedom when attempting to match
spectra, the optimally efficient LUT for transforming from achievable printer spectra to
the appropriate digits should itself only need six parameters. An approach designed to
take advantage of the optimum lookup table size decomposes arbitrary spectra into a set
of six basis spectra and the six weights associated with those basis spectra are used as
indices into a lookup table [Rosen, 2001]. If a spectrum were approximately realizable
on the printer, this approach should deliver an approximate spectral match. If a spectrum
were unrealizable on the printer, then that error would be handled during decomposition
with all subsequent steps minimizing any additional error.
This decomposition-followed-by-lookup approach adds additional computation prior to
application of the destination profile table, but allows the LUT to reduce to a reasonable
size, in this case to 145 MB as seen in the last row of Table 6-1. The use of this approach
within a spectral profile concatenation scheme is illustrated in part c) of Figure 6-1. Part
c) shows the use of an extra decomposition step followed by a lookup of basis weights,
but the destination profile tables are ofmanageable size. Conversely, part b) of the figure
174
shows a direct lookup of spectra but it requires an explosively large destination lookup
table.
6.2. SPECTRAL PROCESSING FOR 9-CHANNEL IMAGES EXPERIMENT
6.2.1. Processing Chain
To investigate the use of an adaptive spectral capture system presented in Chapter 5, an
image-processing platform was implemented to derive printer digits from the input
signals that would produce on the print the closest possible spectral reproduction from a
6-ink printer. The printer used is shown in Figure 6-2. Figure 6-3 contains a flow
diagram breaking the process into logical steps. Each step requires off-line
characterization and complex on-line image transformation. Details of these steps are
discussed in the rest of this chapter.
-."^ax/y-//// .
Figure 6-2. Epson 5500 Stylus Pro 6-ink inkjet printer with cyan, magenta, yellow,












Figure 6-3. Image processing workflow from scene to print.
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6.2.2. Image Processing: Spectra to Print
To demonstrate the potential value of these spectral estimations, an image processing
chain from spectral reflectance to printing on a 6-ink printer was attempted. Unlike
previous attempts at spectral processing for printing, here a computationally efficient
approach was needed due to the number of images that were to be transformed. Rosen
and co-workers [Rosen, 2001a] first described the algorithm.
The few successful approaches to spectral printer output of complex scenes to-date have
relied on highly computationally intensive model inversion on a pixel-by-pixel basis.
Typical transformation approaches that, for example, are well described by Taplin and
Berns [Taplin, 2001], require the use of a non-linear iterative optimization step. It is only
due to the fantastic computational power of up-to-date high-end computers available just
in the last few years that one would seriously consider even for demonstration purposes,
the inversion of a spectral printer model on every pixel of a complex image. For
production ofmany images, such an approach is impractical.
Traditional colorimetric-based color management gets around the computational
bottleneck of inverting a printer model for every pixel by collapsing large numbers of off
line pre-inverted answers into a large multi-dimensional lookup table. Assuming the
sampling density of the lookup table is sufficiently dense, standard interpolation
techniques between the samples enables an efficient and accurate means for transforming
the image.
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It is tempting to look for ways to help spectral color management enjoy the benefits of
off-line pre-inversion stored in a lookup table much in the same way that colorimetric
color management does. For camera to printer, spectral and colorimetric image
processing both start with a digital image made up of camera digital counts, need to
transform the image so it passes through a connection space and further transform the
image to a digital image made up of printer digital counts. Spectral color management
attempts to match the scene spectra to the printed spectra. Colorimetric color
management attempts to match the scene appearance to the appearance of the printed
result under a set of viewing conditions.
Equation 6-1 shows the formula for calculating the size of a lookup table. Table 6-1
assumes that all output bands are one byte each (P0 = 1).
Because colorimetric connections spaces are typically based on a derivation of CIEXYZ,
they are 3-dimension'al. Table 6-1 shows that 3-dimensional lookup tables tend to be a
reasonable size. For the parameters shown, a 3-dimensional lookup table would be only
30KB. On the other hand, the connection space for spectral image processing would be
spectral reflectance, spectral transmittance or spectral radiance. For any of these cases,
the dimensionality would be very large, typically 3 1 samples per spectrum. From the
table it is clear that a lookup table with 3 1 dimensions would be absurdly large.
As a starting place, Reference [Rosen, 2001a] suggests creating an interim
low-
dimensional connection space. This interim space must have several important qualities.
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There must be low-computational-cost transformations from spectra to the space and
from the interim space back to spectra. It should be low-dimensional so that a lookup
table may be created from it to printer digital counts. For our case, choosing a
6-
dimensional interim space has merit since there are at most 6 degrees of spectral freedom
when printing to a 6-ink printer.
For image processing, low-computational-cost transformations are generally those that
can be implemented through the series of 1 -dimensional lookup tables and matrices.
There do exist other specialized, fast software operations and implementations in
hardware can dramatically reorder relative speed of operations. For these discussions,
when looking for a computationally inexpensive processing chain for converting between
spectra and interim space, we will strive for those that contain nothing more than a string
of 1 -dimensional LUTs and matrices.
Each dimension of the interim space is associated with a basis function. In [Rosen,
2001a], these are called "grid
curves."
Mixing of grid curves can be performed within
the linear domain or some other domain that only requires the use of our basic operations,
1-D LUTS and matrices, to get there.
The image processing goal illustrated in Figure 6-3
can now be expanded to include the
use of the low-dimensional interim space. Figure 6-4 shows the workflow from Figure
6-
3 but with "transformation from spectral image to printer digital
counts"
now occupying
two steps: transformation to interim space, and then transformation to printer digital
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counts. This allows the introduction of a reasonably-sized LUT that can implement that
transformation.
Once the capability illustrated in Figure 6-4 is implemented, further runtime efficiencies
for faster runtime transformation of images may be introduced. However, the Figure 6-4
workflow is a basic necessity even if additional concatenations take place in certain
implementations of a spectral image processing system. Based on the byte quantities
shown in Table 6-1, it is desirable to limit the dimensionality of an interim connection
space to 6 or fewer so that the size of LUT,((,rim.>DC may be maintained at a reasonable
size.
Figure 6-5 shows a possible approach to the creation of the LUT for transforming
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All of these steps take place off-line.
1. Spectrally characterize the printer. The printer used was an Epson Stylus Pro
5500 with standard cyan, magenta, yellow and black inks. In addition, orange and
green inks replaced the standard light cyan and light magenta. The
characterization LUT was a full 6x6x6x6x6x6 sampling of all combinations of the
printer inks with the following area coverages:
0%, 25%, 50%, 75% and 100%
LUTdc^p,, is the result.
2. Choose interim connection space. The interim space should be relatively
low-
dimensional and have a computationally inexpensive relationship with spectra.
While it is not necessary for the space to have physical meaning, the
more
physically justifiable, the more likely that a grid of interim values will have
limited "wasted
regions."
Such regions would be physically unrealizable spectra
or spectra out-of-gamut to the printer.
3. Produce GRIDin,OTm of interim space by a regular sampling in each of the
space's
dimensions.
4. Convert to GRIDinterim.>Spec by applying the inexpensive
transformation to spectra.
5. Use standard LUT inversion routines to determine for each node
point in the grid,
the printer digital counts that would provide the
associated spectrum. The
relationship between
the grid of interim connection space values and printer
digital counts is a lookup table, LUT;,cnm..DC.
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6.2.2.1. Eigenvectors as Axes for Interim Connection Space
As described above, the goal of the interim connection space is to provide a step in the
spectral processing chain where the dimensionality is small enough that a reasonably
sized lookup table may be invoked. The interim space must be readily transformable to
spectra and hopefully will be no more than a series of 1 -dimensional lookup tables and
matrices away from the spectral space. 6 dimensions are appropriate because they are the
same number of degrees of freedom that a 6-ink printer has for matching spectra and,
according to Table 6-1, a 6-dimensional LUT is at the limit of reasonable size.
One obvious candidate for the interim connection space is one based on a set of
eigenvectors derived through Principal Components Analysis (PCA) of either the scene's
or the printer's spectral gamut. This is particularly appealing because a simple matrix
describes the relationship between eigenvalues and spectra.
This approach was attempted. Although, in the end, the approach was proven to be
unworkable, a number of interesting observations were collected.
The top 6 eigenvectors describing the relative reflectance of the Munsell target in the
scene as reconstructed through the 31-channel high-spectral-resolution camera were
derived. The 8 images captured by the
high-spectral-resolution system at each 45-degree
interval of the rotating object table were all
transformed to images of relative spectral
reflectance and then were decomposed into weighting for the eigenvectors. At each pixel
there were 6 eigenvalue weightings. Statistics describing this decomposition are found in
Table 6-II.
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-3.452 -4.098 -4.641 -4.034 -4.369 -4.833 -3.951 -1.771
Max. 6.625 7.103 8.03 6.376 7.701 7.368 7.506 5.742
Mean 0.663 0.543 0.457 0.508 0.65 0.836 0.791 0.447
Stdev. 0.643 0.905 0.985 0711 0.989 1.249 1.327 0.463
Eigenvector 1
Min.
-5.133 -5.969 -5.84 -6.384 -4.862 -6.019 -6.109 -5.124
Max. 3.481 3.87 4.933 4.362 4.476 4.529 3.671 3.144
Mean -0.021 0.036 0.051 0.054 0.103 0.026 -0.052 0.015
Stdev. 0.29 0.584 0.668 0.304 0.479 0.653 0.804 0.215
Eigenvector 2
Min.
-2.492 -4.223 -4.17 -3.571 -2.883 -3.331 -3.597 -2.748
Max. 2.318 3.305 3.937 3.21 3.068 3.334 3.353 2.947
Mean 0.01 0.032 0.018 0.006 -0.024 0.011 0.075 -0.001
Stdev. 0.154 0.467 0.374 0.198 0.278 0.454 0.629 0.162
Eigenvector 3
Min.
-5.719 -5.834 -7.412 -6.547 -5.738 -6.522 -6.171 -3.713
Max. 3.781 4.066 5.207 3.497 5.089 4.367 4.254 2.81
Mean 0.024 0.056 0.028 0.042 0.058 0.031 0.068 0.034
Stdev. 0.256 0.565 0.721 0.282 0.499 0.678 0.787 0.192
Eigenvector 4
Min.
-3.018 -4.022 -3.922 -3.513 -3.368 -3.841 -3.993 -2.896
Max. 2.722 4.044 3.977 2.949 3.016 3.438 3.89 2.553
Mean -0.007 -0.015 0.009 -0.001 0.003 0.023 -0.027 0.001
Stdev. 0.139 0.473 0.399 0.171 0.258 0.447 0.687 0.118
Eigenvector 5
Min. -0.869 -1.82 -1.794 -1.529 -1.25 -1.374 -1.648 -1.388
Max. 0.447 1.54 1.592 1.717 1.321 1.539 1.539 1.29
Mean -0.023 -0.021 -0.026 -0.022 -0.024 -0.039 -0.013 -0.028
Stdev. 0.039 0.207 0.134 0.111 0.089 0.23 0.279 0.105
The histograms of eigen weightings for each image show interesting trends. The
eigenvalues for the full set of images tend to strongly cluster around a common set of
means for all the vectors with the possible exception of the first eigenvector. There, a
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Figure 6-6. Eigenvector 0: histograms of eigenvalue weightings from the 8 estimated
spectral images derived from the 31-channel camera.
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Figure 6-7. Eigenvector 1: histograms of eigenvalue weightings from the 8 estimated
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Figure 6-8. Eigenvector 2: histograms of eigenvalue weightings from the 8 estimated
spectral images derived from the 31-channel camera.
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Figure 6-9. Eigenvector 3: histograms of eigenvalue weightings from the 8 estimated
spectral images derived from the 31-channel camera.
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Figure 6-10. Eigenvector 4: histograms of eigenvalue weightings from the 8 estimated
spectral images derived from the 31-channel camera.
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Figure 6-11. Eigenvector 5: histograms of eigenvalue weightings from the 8 estimated
spectral images derived from the 31-channel camera.
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To build the lookup table that transforms between the eigenvector space and digital
counts for the printer, all combinations of the eigenvalue weightings found in Table 6-III
were placed in a grid. This was fulfilling step 3 of Figure 6-5. 5 levels for each
eigenvector resulted in a 5x5x5x5x5x5 grid. As prescribed by step 4 of Figure 6-5, each
combination was then converted to spectra. The following step would be to invert each
spectrum through the printer characterization LUT yielding a 6D LUT converting from
eigenvector weights to printer digits. According to Equation 6-1, the final lookup table
would be under 100 KB given that the number of levels is 5, the incoming and outgoing
bands would both be 6 and the number bytes per channel is 1 .
Table 6-III: Eigenva ues Combined into Grid for Building LUT
Eigenvector Grid Level
0 1 2 3 4
0 -5.00 -2.200 0.6 4.300 8.00
1 -6.50 -3.250 0.0 2.500 5.00
2 -4.25 -2.125 0.0 2.000 4.00
3 -7.50 -3.750 0.0 2.625 5.25
4 -4.00 -2.000 0.0 2.000 4.00
5 -1.85 -0.925 0.0 0.875 1.75
Note that grid level 2 for all 6 eigenvectors is 0 except for vector 0. This is because the
average weightings for vectors 1 through 5 over all the images was approximately 0; the
average for vector 0 weightings over all images was approximately 0.6. It should also be
noted that the range described by grid level 0 through grid level 5 is the approximate
envelope for all weightings derived for all the images.
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A lookup table is only useful when interpolation among the node points yield acceptable
answers. There is an assumption of local linearity between the incoming space and the
outgoing space in small sections of the lookup table. When the relationship between the
incoming space and outgoing space is, in general, highly non-linear as it is in the
relationship between spectra and printer digital counts, then it is very important to build a
lookup table that takes maximum advantage of the nodes available and creates minimum
wasted space within the lookup table.
There are many ways to evaluate the effectiveness of a lookup table. One simple way is
to discern the quantity of wasted space in the lookup table. In this case, all spectra
associated with grid points were evaluated for wasted space. Recall that the spectra were
calculated by applying the weightings at a particular grid node to the eigenvectors. If the
calculated spectrum was in violation of the Law of Conservation of Energy then the node
was considered wasted space. Spectra were in violation if they contained at least one
reflectance factor which was less than zero or greater than unity.
In the full 6-dimensional grid, there were
56
grid points. Of this full set of 15,625
eigenvector calculated spectra, almost every spectrum violated the Law of Conservation
of Energy. There were, in the entire set, only two exceptions! This means that although
there is quite a large spread of values in the histograms, the 6-dimensional spread must be
very tight. Unfortunately, this ruled out eigenvector-based spaces as appropriate for use
as interim connection spaces.
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In hind sight, this finding is not surprising. The method for deriving Principal
Components demands that each vector is orthogonal with all the others. A consequence
of this basic aspect is that only one of the vectors can be all positive. Thus, when
combining the vectors in an unconstrained manner as is the case in building a LUT,
unrealizable spectra should be expected as common. Now, it is understood such
combinations have an extremely low probability of realizing physically acceptable
spectra.
6.2.2.2.Psuedo-primaries as Axes for Interim Connection Space
There are many arguments for designing an interim connection space so that it is
particuarly efficient at describing the printer's spectral gamut. Far less important is the
need to describe spectra that are potentially captured by a camera but unprintable on the
printer of interest. Of very little importance is the ability to describe spectra outside the
limits of physical surface colors.
It was decided to build an interim space based on the reflectance spectra of the printer's
inks. The true physics of how the printer inks combine to produce spectra was left aside
for the interim space. A simple mixing model, as called for in Reference 13, was
instituted, instead. The mixing model is a use of the Beer-Lambert assumption that ink
spectra multiply in linear space, add in log space. Only two constraints were built into
this pseudo color mixing space.
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1) When one pseudo-ink is at unity concentration and all other pseudo-inks are at 0
concentration, the resultant spectrum is that of the measured single full ink from the
printer.
2) When all 6 pseudo-inks are at unity concentration, the resultant spectrum is that of the
measured combination of all six full inks from the printer.
All other combinations of the pseudo-inks relied on the Beer-Lambert assumption.
Constraints 1 and 2 were implemented through a derived spectral gain and offset.
Equation 6-2 shows the computation chain for transforming from pseudo-concentrations
to reflectance.
gain(X) reflectancepaper(?i) Y\(reflectance ""') + ojfset(k) 6.2
I
where i spans from 1 to 6; concentration, is the pseudo-concentration for the
ith
pseudo-
ink, reflectancefullinks/X) is the measured spectral reflectance of the
ith
printer ink at full
area coverage with the measured reflectance of paper divided out; reflectancepape(k)r is
the measured spectral reflectance of the paper medium on which the printer is printing;
and, gain(X) and offset(X) are the spectral gains and offsets derived to maintain
constraints 1 and 2, above.
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Equation 6-2 is decidedly non-linear in this form. In order to put it in a format that would
allow its implementation with 1 -dimensional LUTs and matrices, Equation 6-3 is
presented for calculating spectra from pseudo-concentrations.
exp[log(gain(A)) + log(reflectancepaper(?i)) + \og(reflectancefulUnk(X)) 'concentration] + ojfset(X)
6-3
where concentration is an array of pseudo-concentrations; and, reflectancefuUinks,(k) is an
array of the measured spectral reflectances of the full coverage printer inks.
An implementation of Equation 6-3 using 1 -dimensional lookup tables and matrices







Figure 6-12. Implementable processing chain from pseudo-concentrations to reflectance.
It is straightforward to determine how to invert Equation 6-3 as well as the processing
chain described in Figure 6-12.
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The flowchart illustrated in Figure 6-5 was implemented for using the pseudo-colorant
space as the interim connection space. For step 2, a grid of pseudo-concentrations was
built. Table 6-IV shows the concentration levels chosen for the grid.
Table 6-IV: Pseudo-concentrations Combined into Grid for Building LUT
Pseudo-ink Grid Level
0 1 2 3 4 5 6 7
1 0 0.115 0.2826 0.5 0.75 1 1.2603
2 -0.2125 -0.102 0 0.25 0.5 0.75
3 -0.0223 0 0.1232 0.3246 0.5 0.75 1.2504
4 -0.1267 0 0.1043 0.25 0.5 0.75 1.1514
5 0 0.0936 0.2449 0.4587 0.7932 1 1.4509
6 -0.2276 -0.1241 0 0.25 0.5 0.7693
These grid nodes were chosen to have the following properties:
a) First, a uniform sampling was taken between pseudo-concentrations of 0 and 1
in .25 increments.
b) Second the spectra of all printer individual inks printed with area coverages of
0%, 25%, 50%, 75% and 100% were converted to pseudo-concentrations. If
any of the derived
pseudo-concentrations were negative or greater than 1, that
pseudo-concentration was added into the grid. Also, if the derived
pseudo-
concentration was more than . 1 away from those already in the sampling,
it
was added to the grid. If the derived pseudo-concentration was very close to
one of the original samplings, it replaced that
pseudo-concentration in the
grid.
This grid is different from those discussed previously in
this report because there are an
uneven number of levels depending upon the dimension.
A straightforward
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where b0 is the number of bytes per output band; B0 is the number of bands out; L, n is the
number of levels in the
nth
dimension; B, is the number of bands in; and Sizebytes is the
size of the lookup table in bytes.
For the grid described in Table 6-IV, the size in bytes for a lookup table built for output
to a 6-ink printer would be less than 1MB.
Following the steps shown in Figure 6-5, the grid was converted into a lookup table that
converted from pseudo-concentrations to digital counts for the printer. A number of
video frames were converted to spectra and subsequently to pseudo-concentrations
relying on the inverse of Equation 6-3. The images were through the 6-dimensional LUT
and printed. Unfortunately, many of the colors came out very poorly.
An analysis of pseudo-concentrations for the images showed that a great many of the
image pixels fell outside the pseudo-concentration ranges showed in Table 6-IV. Thus
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the lookup table was too limited for those pixels. To address this situation, additional
pseudo-concentrations were added to each dimension of the grid in order to envelop all
image pseudo-concentrations. The new nodes for the LUT are shown in Table 6-V. By
adding two nodes per dimension, the size in bytes for the new lookup table, according to
Equation 6-4, raises it to just under 4MB.
Table 6-V: Expanded Pseudo-concentration range for Grid for Building LUT
Pseudo-ink Grid Level
0 1 2 3 4 5 6 7 8 9
1 -2.760 0 0.115 0.2826 0.5 0.75 1 1.2603 4.614
2 -8.572 -0.213 -0.102 0 0.25 0.5 0.75 5.994
3 -3.469 -0.023 0 0.1232 0.3246 0.5 0.75 1.2504 3.970
4 -5.640 -0.127 0 0.1043 0.25 0.5 0.75 1.1514 3.994
5 -6.35 0 0.0936 0.2449 0.4587 0.7932 1 1.4509 10..23
6 -3.519 -0.228 -0.124 0 0.25 0.5 0.7693 7.627
The pseudo-concentration images were subsequently transformed through the newly
expanded LUT. Although many colors were printed properly, there still remained large
problems with some of the colors and another problem became prominent where too
many inks were being printed in a single spot causing running of the ink.
6.2.2.3.Directed inversion Through Printer Characterization LUT
Although the LUT had good sampling of concentrations in the region of 0 to 1, outside
that range, the sampling was very poor. It was undesirable
to expand the LUT to be
much larger. Instead a new procedure was implemented. This new procedure was
outside the desired processes of 1-dimensional LUTs and matrices. While
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computationally expensive, its expense was far less than a straight forward pixel-by-pixel
LUT inversion.
The new procedure relied on a new LUT created by concatenating the pseudo-
concentrations to printer digits LUT, with the printer characterization lookup table that
transforms from printer digits to reflectance spectra. This newly created LUT described
the relationship between pseudo-concentrations and the spectra that would result if those
are converted to printer digits and printed. This lookup table has high accuracy in that it
is just as accurate as the printer characterization LUT itself.
In the new procedure, the workflow deviated from the one described in Figure 6-4 right
after the image is transformed to interim connection space. In the new workflow, after
transformation to interim space, two values per pixel were referenced: first, the
previously derived relative spectral reflectance and second, the newly derived
pseudo-
concentration. The new procedure called for a directed inversion of the new LUT baesd
on these two values.
Directed inversion relies first on the pixel's derived pseudo-concentration to determine
exactly where in the lookup table the inversion should take place. Second the inversion
returns a modified pseudo-concentration from the specified area of the LUT. The newly
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inverted pseudo-concentration was pushed through the pseudo-concentration to printer
digit LUT. This value print to the desired reflectance. This is a fast way to overcome
large non-linearities in the LUT.
Since the inversion is limited to the single hypercube in which in the pseudo-
concentration is found, the inversion was delivered very quickly. Since the pseudo-
concentration is an accurate indicator of the desired printed reflectance, the result is of
high quality.
Once the directed inversion for an image was completed, the workflow in Figure 6-5
picked up again and the modified pseudo-concentrations were transformed to printer
digital counts for printing.
6.3. SUMMARY
New methods for computationally efficient color processing of spectral images were
introduced. An Interim Connection Space was useful for allowing the reduction of
dimensionality so that standard multi-dimensional lookup table techniques could be
utilized. Eigenvectors were found to be very poor choices for interim bases since lookup
tables using them were practically devoid of useful nodes. Pseudo-primaries were
successfully utilized for the purpose. These were based on the spectral reflectances of the
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inks but with a simple, easily inverted mixing model. Spectral color management will
require such efficiencies in order to be seriously considered beyond the laboratory.
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7. CONCLUSIONS AND RECOMMENDATIONS
Cuius rei demonstrationem mirabilem sane
detexi hanc marginis exguitas non caperet.
Pierre de Fermat
7.1. CONCLUSIONS
Today, there are specialized areas where capturing and reproducing the spectra of an
original scene or document is considered an important goal. These include reproduction
and archiving of artwork, proofing, medical imaging and catalog sales. There are many
more potential opportunities for the use of spectral information in a color reproduction
workflow. Some are being actively investigated.
Given the groundswell of interest and investigation into spectral imaging capabilities it is
likely that developments will accelerate quickly. The motivation behind this dissertation
was to convince technologists that there exist routes to enabling fast, efficient and
hopefully cost-effective spectral capture. Such information is offered so that the
community can be freed to consider
"outside-the-box"
as well as mundane uses of
spectral technology.
In this dissertation the following contributions have been made:
Arguments have been presented as to why capture and processing are critical places for
the application of effort in order to promote the commercial use of spectral image
reproduction.
The concepts of adaptive and static spectral capture systems have been defined.
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Adaptive capture has been examined as a potential answer for imaging spectrally
unconstrained scenes in a data-efficient manner.
Adaptive and static spectral capture systems were simulated, with and without white
noise, with various number of channels and with a large variety of channel spectral
bandwidths.
The number of channels in a system and their spectral bandwidths have been related to
expected quality of spectral reconstruction.
Proposals have been made for expanding the color management processing approach to
enable support of large dimensional spaces.
A foundation has been laid for an Interim Connection Space to be used in a color
management processing chain following a transform from a spectral Profile Connection
Space.
Spectralizer has been implemented, a spectral image processing platform available free
on the web.
The roadblocks that need to be navigated before spectral color reproduction can achieve
wide commercial use have been enumerated.
7.2. RECOMMENDATIONS
There is much future work necessary before realistic use can be made of the approaches
introduced in this dissertation of adaptive spectral imaging and an Interim Connection
Space within spectral color management. One major area of research will concern the
high spectral resolution subsystem of self-adaptive data-efficient cameras. An entire
dissertation could be devoted to investigating different designs for these modules based
on various system requirements. These subsystems must return accurate spectral
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information about a scene but image quality is not necessarily important. Thus, there is a
universe of clever approaches that could be exploited.
Other areas that may require attention will be:
Improvement of ICS and methods for transforming between spectra and ICS.
Derivation of optimal primaries for spectral printers.
Adaptive printers, a similar concept to adaptive capture systems, for bringing
data-
efficiency to the output side of the spectral reproduction workflow.
Determining whether and how ICS should be standardized.
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9. APPENDICES
A. SPECTRALIZER: A SPECTRAL COLOR
MANAGEMENTRESEARCH TOOL
The motivation for building Spectralizer [Rosen, 2000b], a spectral image visualization
tool, came from the fact that although a growing database of spectral images had become
available, [Tajima, 1999], [Rosen, 1999], [Sun, 2001], there were few methods available
to conveniently explore the full dimensionality of data represented by such images. In
order to display spectral images, they are often reduced to three-channel RGB images
[Konig, 1999a]. This preserves the two spatial dimensions but destroys all but some
appearance attributes of the third, color dimension. Thus, an approach that displays
spectral images and retains accessibility to their spectral underpinning is needed. Just as
programs such as Photoshop are the basic tools of research within the 8-bit, three-band
color imaging arena, spectral imaging research requires a visualization tool with
sophisticated capabilities for multiple bands of 16-bit or floating-point data.
There is no standard method for storing multichannels of a
spectral image at this time.
Two common methods are supported by Spectralizer. These are multiple TIFF files
and/or fields within the NCSA HDF [NCSA, 2002] file format. Three approaches to
interpreting the color basis of the channels are offered. First,
channels may be associated
with narrow bands centered at specified wavelengths. Second, wide band images may be
opened. The channels are associated with names. A single spectrum may also be opened
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as an image with a single pixel image. A part of the Spectralizer "Open Spectral
Image"
interface is pictured in Figure B-l in Appendix B.
Figure A- 1 illustrates the user interface to Spectralizer color management. There are five
stages, available options for each depends on how parameters are set for the previous
stage. The stages are titled as follows: Source Transform, Impose Illuminant, CMF
Integration, CAT/Appearance Transform, Destination Transform. Figure A-2 is a logic
flow diagram for this color transformation feature of Spectralizer.
spectral cow: ColorManage
Do Transform Name of transformed imatje: |Trans formed Image
Source Transform Impose llluminaai
n/a
Q none
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Figure A-l. Spectralizer color management user interface.
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1. Source Transform
Define color space for the image digital counts
choices:
1. Colorimetry out: define through ICC profile or use linear parameters
2. Radiance out: define through prototype spectral profile or use linear parameters
3. Reflectance out: define through prototype spectral profile or use linear parameters
colorimetry radiance reflectance
2. Impose Illuminant
Remove illuminant from or apply to spectral data
choices:
1. Reflectance can be converted to Radiance by multiplying in specified illuminant
2. Radiance can be converted to Relative Reflectance by dividing out specified illuminant
3. Pass through unchanged
3. CMF Integration
Convert Radiance to Colorimetry
choices:
1. Convert to XYZ, 2 degree observer
2. Convert to XYZ, 10 degree observer
3. Convert to other TSV based on specified spectral sensitivities





1. Apply von Kries complete adaptation
source white point: specified, from profile,or calculated from Step 2
destination white point: specified or from profile
2. Apply CIECAM97s with full parameterization
source white point: specified, from profileror calculated from Step 2
destination white point: specified or from profile
3. Pass through unchanged
colorimetry
5. Destination Transform
Define color space for output values
choices:
1. Colorimetry out: colorimetry passed unchanged
2. Radiance out: radiance redefined through linear parameters or passed
unchanged
3. Reflectanceout : reflectance redefinee through linear parameters or passed
unchanged
4. Digital Counts out: colorimetry converted through ICC
profile
Figure A-2. Logic flow of Spectralizer color management user interface.
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Querying the spectral contents of individual pixels is another very useful part of the
Spectralizer interface. Figure A-3 demonstrates this. In this case, a 36-channel image is
being investigated. This interface calls for a single channel to be displayed. As the user
passes the cursor over different parts of the displayed image, full spectral contents from
the 36 channels are displayed in the curve on the right. For the example in Figure A-3,
the cursor can be seen inside the upper left-hand flower. The tip of the cursor defines the
pixel spectrum that is displayed on the left.
"igure A-3: Pixel query feature of Spectralizer. Spectrum displayed on left is associated
with pixel selected by cursor seen in upper left-hand flower.
The Spectralizer program was an essential tool for the various spectral imaging
experiments carried out as part of this dissertation. Its various interfaces appear
throughout this document.
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B. SPECTRAL IMAGE IN SPECTRALIZER
A dissertation devoted to spectral imaging ought to discuss the idea of a spectral image.
An RGB image is obviously a 3-band image where each band is associated with a
particular channel filtering of a camera or scanner or, traditionally, one of three
phosphors on a CRT. This is unambiguous. On the other hand, it is not typical to think
of a spectral sample as being associated with the filtering on a camera sensor or the
rendering characteristic of a display primary. Should the 6- or 9- channel stills captured
from the video system of Chapter 5 be considered spectral images or should only the
31-
channel images be worthy of that designation?
The argument against labeling the 6-channel video as spectral imagery might be based on
the fact that each channel was captured through a wide-spectral band pass filter. Perhaps
one could advocate for the 31-channel images since the spectral band-pass for their
capture was far narrower. But, it seems unfair to deny spectral status to the few-channel
images since it was demonstrated that they could be used to produce relatively high
quality spectral reconstructions on a pixel-by-pixel basis. In fact, with the experiment
described in Section 5.5, some of the 9-channel video estimates of spectra were superior
to the 31-channel estimates.
It is tempting to scrap the term "spectral
image"
and replace it with "multi-channel
image"
where multi-channel refers to more than three channels. Note that not all multi
channel images are destined to be part of a spectral processing workflow. More than
three channels can be part of system for superior colorimetric performance or can be used
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for other non-spectral purposes. Also, it should be recognized that a one, two or three
band image, under the proper limited circumstances, can be used for accurate spectral
estimation or reproduction.
? Open Spectral Image HB
Spectral Image Title: v^n Gogh Self Portrait (18Q7)
File Name Type Band Lamda X size Y size
_0 s410_30sec NGA_R0LL*2_017.tif Tiff 0 410.000 512 341
1 s430_15sec NGA_R0LL*2^01 8.tif Tiff 0 430.000 512 341
2 s450_15sec NGA_ROLL*2_01 9.tif Tiff 0 450.000 512 341
<|1 \> ~W
( Add Files ) [ Remove Band J
Lamda Start For Next Set Of Files: 730. 600
Lamda Increment :
20.0000
[ QUIT ) ( SPECTRALIZE... ~)
Figure B-l. "Open Spectral
Image"
dialog from Spectralizer program.
Semantics aside, once we start down the road of multi-channel visible
spectrum imaging,
the definition of what is an image becomes more and more complicated. Already in this
work, images with the following numbers of channels have been
described: 3, 6, 9, 16
and 31. There is no reason why images could not
have 61 or 100 channels or more. Parts
of a single image could reside in more than one file and
different files could be in
different formats. This means that the simple act of opening an image into
a program can
become a complex undertaking. Figure B-l illustrates the open dialog from the
Spectralizer program (See Appendix A). Once an image is open, its potentially many
channels are colored according to the dominant wavelength of the
channel (See Figure B-
2).
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Figure B-2. An open image in Spectralizer.
If the hopes behind this dissertation come to pass, spectral reproduction will one day be a
common option among the menu of popular imaging approaches. Images consisting of
many individual channels will not be unusual, although the typical consumer may never
know that much. Display and printer systems will have n-channels, where n could be
anywhere between three and some large number. Color management will be called upon
to seamlessly and instantaneously prepare the image for display or print customized to
the rendering capability of the n-channel device. The spectral image or multi-channel
image will most likely be commonly known as a
"picture."
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/ stepped confidently into the shore and sank over my head, an instant
dropoff. It was black underground, scary, and I fought to the surface,
holding my breath, flailing outfor some solid water, for the edge of the pond
to hold on to.
He sat on the grass and laughed.
"You are a remarkable student, do you know
that?"
"I ain 't no student at all! Get me out ofhere!
"
"Get yourselfout.
"
Richard Bach, Illusions
