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Abstract
We introduce the notion of a graded integral element, prove the coun-
terpart of the lying-over theorem on commutative algebra in the context
of left commutative rngs, and use the Hu-Liu product to select a class of
noncommutative rings.
Left commutative rngs were introduced in [1]. I have two reasons to be in-
terested in left commutative rngs. The first reason is that left commutative rngs
are a class of commutative rings with zero divisors, and a graduate textbook
about commutative algebra can be rewritten in the context of left commutative
rngs if prime ideals are replaced by Hu-Liu prime ideals. Hence, studying left
commutative rngs is an opportunity of extending the elegant commutative ring
theory. Hu-Liu commutative trirings introduced in [2] are a class of noncom-
mutative rings with zero divisors. Because of the first reason and the fact that
left commutative rngs are special Hu-Liu commutative trirings, it seems to be
true that Hu-Liu commutative trirings are suitable for reconsidering commuta-
tive ring theory. Hence, the new notions and ideas appearing in the study of
left commutative rngs should be of much benefit to learning about the class of
noncommutative rings with zero divisors. This is my second reason of being
interested in left commutative rngs.
The purpose of this paper is to prove the lying-over theorem on left com-
mutative rngs. My proof is based on the second proof of Theorem 3 on page
257 in [3]. After avoiding the similar arguments, my proof is still much longer
than the second proof in [3]. This phenomenon is in fact hardly avoidable in the
study of left commutative rngs. Therefore, it is predictable that the new text-
book obtained by rewriting a textbook on commutative algebra in the context of
left commutative rngs will be much thicker than the textbook on commutative
algebra.
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After recalling basic definitions about left commutative rngs from [1], we
introduce the notion of a graded integral element in Section 1. Next, we prove
the lying-over theorem on left commutative rngs in Section 2. Finally, we use
the Hu-Liu product to select a class of noncommutative rings which have shown
promise in the attempt to extend commutative ring theory.
Throughout this paper, we will use the notations in [1]. A ring means a ring
with an identity, and a rng means a ring without an identity.
1 Basic Definitions
Following [1], we first define a left commutative rng in the following way.
Definition 1.1 A rng (R, +, · ) is called a left commutative rng if R sat-
isfies the following four conditions.
(i) The associative product · is left commutative; that is,
xyz = yxz for x, y, z ∈ R. (1)
(ii) There exists a left identity 1ℓ of R such that
1ℓx = x for x ∈ R. (2)
(iii) There exists a binary operation ♯ called the local product on the addi-
tive halo
h¯+(R) := { x |x ∈ R and x1ℓ = 0 }
such that ( h¯+(R), +, ♯ ) is a commutative ring with an identity 1♯. The
identity 1♯ of the ring h¯+(R) is called the local identity of R.
(iv) The two associative binary operations · and ♯ satisfy the local strong
Hu-Liu triassociative law:
(xα) ♯ β = x(α ♯ β), (3)
where α, β ∈ h¯+(R) and x ∈ R.
An equivalent way of defining a left commutative rng is the following
Definition 1.2 Let (R, +, •
1ℓ
) be a commutative ring with an identity 1ℓ. R
is called a left commutative rng if there exists a binary operation · on R:
(x, y)→ xy := x · y such that (R, +, · ) is a rng, and the conditions (ii), (iii),
(iv) in Definition 1.1 and the following hold:
x •
1ℓ
y = xy + yx− yx1ℓ for all x, y ∈ R. (4)
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The advantage of Definition 1.2 is that it indicates explicitly that a left com-
mutative rng is a commutative ring with many zero divisors. In fact, it follows
from (4) that α •
1ℓ
β = 0 for all α, β ∈ h¯+(R). Since (R, +, · ) does not have
an identity, h¯+(R) 6= 0. Thus, every nonzero element of h¯+(R) is a zero divisor
with respect to the commutative associative product •
1ℓ
. The noncommutative
associative product · is essential to the structure of a left commutative rng.
Hence, we will use Definition 1.1 in the study of left commutative rngs.
A left commutative rng R is sometimes denoted by (R, +, ·, ♯ ). Although
R may contain more than one left identity, we will fix a left identity 1ℓ of R
throughout this paper. Hence, it is meaningful to speak of the left identity of
R.
Definition 1.3 Let (R, +, ·, ♯ ) be a left commutative rng with the left identity
1ℓ, and let I be a subgroup of (R, +).
(i) I is called an ideal of R if IR ⊆ I, RI ⊆ I and I ∩ h¯+(R) is an ideal of
the ring ( h¯+(R), +, ♯ ).
(ii) I is called a left commutative subrng of R if 1ℓ ∈ I, II ⊆ I, and
I ∩ h¯+(R) is subring of the ring ( h¯+(R), +, ♯ ).
Let (R, +, ·, ♯ ) be a left commutative rng with the left identity 1ℓ. Then
we have
R = R0 ⊕R1 (as Abelian groups), (5)
where R0 := R1
ℓ and R1 := h¯
+(R). Rε is called the ε-part of R for ε = 0 and
1. Every element A of R can be expressed uniquely as
a = a0 + a1 with a0 := a1
ℓ and a1 := a− a1
ℓ, (6)
and aε is called the ε-component of a, where ε = 0 and 1. If I is an ideal or a
left commutative subrng of R, then I respects (5); that is,
I = I0 ⊕ I1 with Iε := I ∩Rε. (7)
The next definition is based on Proposition 1.1 (i) in [1].
Definition 1.4 Let (R, +, ·, ♯ ) be a left commutative rng with the left identity
1ℓ, and let p = p0 ⊕ p1 6= R be an ideal of R, where pε := p ∩ Rε, R0 := R1
ℓ
and R1 := h¯
+(R). p is called a Hu-Liu prime ideal of R if
x0yε ∈ p ⇒ x0 ∈ p0 or yε ∈ pε (8)
and
x1 ♯ y1 ∈ P1 ⇒ x1 ∈ P1 or y1 ∈ P1, (9)
where xε, yε ∈ Rε and ε = 0, 1.
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The set of all Hu-Liu prime ideals of R is called the spectrum of R and is
denoted by spec♯R.
We finish this section by introducing the notion of a graded integral element.
Definition 1.5 Let R be a left commutative subrng of a left commutative rng
U .
(i) An element u of U is said to be graded integral over R if uε is integral
over the ring Rε for ε = 0 and 1, where uε is the ε-component of u,
R0 := R1
ℓ, R1 := h¯
+(R) and 1ℓ is the left identity of U .
(ii) U is said to be graded integral over R if every element u of U is graded
integral over R.
2 The Lying-Over Theorem on Left Commuta-
tive Rngs
This section devotes to the proof of the following
Proposition 2.1 (The Lying-Over Theorem on Left Commutative Rngs)
Let R be a left commutative subrng of a left commutative rng U , and suppose
that U is graded integral over R. If p ∈ spec♯R, then there exists q ∈ spec♯U
such that q ∩R = p.
Proof Consider the set
T := { J | J is an ideal of U and J ∩R ⊆ p }.
Since the partial order set (T, ⊆ ) satisfies the hypotheses of Zorn’s Lemma,
T has a maximal element q. We are going to prove
q ∩R = p (10)
and
q is a Hu-Liu prime ideal of U. (11)
Suppose that q ∩R 6= p. Then q ∩R ⊂ p. Since q ∩R is an ideal of R, q ∩R
respects (5). Hence, we have
(q ∩R)0 ⊕ (q ∩R)1 = q ∩R ⊂ p = p0 ⊕ p1, (12)
where pε = p ∩Rε and
(q ∩R)ε = (q ∩R) ∩Rε = (q ∩ Uε) ∩Rε = qε ∩Rε.
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It follows from (12) that either q0 ∩R0 ⊂ p0 or q1 ∩R1 ⊂ p1.
Case 1: q0 ∩R0 ⊂ p0, in which case, there exists x0 ∈ R0 such that
x0 ∈ p0 and x0 6∈ q0. (13)
Hence, q ⊂ q+ x0U . Since q+ x0U is an ideal of U , we have (q+ x0U)∩R 6⊆ p,
which implies that
(qε + x0Uε) ∩Rε =
(
(q + x0U) ∩R
)
ε
6⊆ pε for ε = 0 or 1. (14)
If (14) is true for ε = 1, then there exists a1 ∈ q1, u1 ∈ U1 and r1 ∈ R1 \ p1
such that a1 + x0u1 = r1 or
x0u1 ≡ r1(mod q1). (15)
Since the ring (U1, +, ♯ ) is integral over the ring (R1, +, ♯ ), we have
u
♯ n
1 + a11 ♯ u
♯ (n−1)
1 + · · ·+ an−1,1 ♯ u1 + an1 = 0 (16)
for some n ∈ Z>0, a11, . . ., an1 ∈ R1. Multiplying (16) from the left side by x
n
0
and using (3), we get
(x0u1)
♯ n+(x0a11) ♯ (x0u1)
♯ (n−1)+· · ·+(xn−10 an−1,1) ♯ (x0u1)+x
n
0an1 = 0. (17)
By (15), (17) gives the following
r
♯ n
1 + (x0a11) ♯ r
♯ (n−1)
1 + · · ·+ (x
n−1
0 an−1,1) ♯ r1 + x
n
0an1 ≡ 0(mod q1). (18)
Note that the left side of (18) is in R1 and q1 ∩ R1 ⊆ p1. Thus, (18) can be
rewritten as
r
♯ n
1 + (x0a11) ♯ r
♯ (n−1)
1 + · · ·+ (x
n−1
0 an−1,1) ♯ r1 + x
n
0an1 ≡ 0(mod p1). (19)
Using (13) and the fact that p is a Hu-Liu prime ideal of R, we get from (19)
that r ♯ n1 ∈ p1 or r1 ∈ p1, which is impossible.
If (14) is true for ε = 0, then we also get a contradiction by the similar
argument above.
Case 2: q1 ∩ R1 ⊂ p1, in which case, a contradiction is derive from using
the ordinary Lying-Over Theorem on commutative algebra or using the same
argument as the one in Case 1.
This proves (10). We now begin to prove (11).
First, if x0, y0 ∈ U0 \ q0, then
q ⊂ q + x0U and q ⊂ q + y0U (20)
Since p = q ∩ R ⊆ (q + x0U) ∩ R and p = q ∩ R ⊆ (q + y0U) ∩ R, (20) implies
that
p ⊂ (q + x0U) ∩R and p ⊂ (q + y0U) ∩R, (21)
5
which imply that there exist aε, bε ∈ qε, uε, vε ∈ Uε and sε, tε ∈ Rε \ pε such
that
aε + x0uε = sε and bδ + y0uδ = tδ (22)
for some ε, δ ∈ {0, 1}. We are going to prove
x0y0 6∈ q0. (23)
By (22), we need to consider four cases. The proofs in the four cases are
similar. As an example, let us consider the case: (22) holds for ε = 1 and δ = 0.
In this case, we have a1 + x0u1 = s1 and b0 + y0v0 = t0. It follows that
x0y0 ∈ q0 ⇒ t0s1 = (b0 + y0v0)(a1 + x0u1)
= b0a1 + b0x0u1 + y0v0a1︸ ︷︷ ︸
This is an element of q1
+(x0y0)v0u1 ∈ q1
⇒ t0s1 ∈ q1 ∩R1 = p1 ⊆ p
⇒ t0 ∈ p0 or s1 ∈ p1,
which contradicts the choice of t0 or s1. Hence, (23) holds. This proves that
x0, y0 ∈ U0 \ q0 ⇒ x0y0 ∈ U0 \ q0. (24)
Next, if x0 ∈ U0 \ q0 and y1 ∈ U1 \ q1, then
q ⊂ q + x0U and q ⊂ q + y1 ♯ U1,
which imply that
p ⊂ (q + x0U) ∩R and p ⊂ (q + y1 ♯ U1) ∩R.
Hence, there exist aε ∈ qε, uε ∈ Uε, sε ∈ Rε \ pε, c1 ∈ q1, w1 ∈ U1 and
r1 ∈ R1 \ p1 such that
aε + x0uε = sε and c1 + y1 ♯ w1 = r1 (25)
for some ε = 0 or 1.
If a0 + x0u0 = s0 and c1 + y1 ♯ w1 = r1, then
x0y1 ∈ q1 ⇒ s0r1 = (a0 + x0u0)(c1 + y1 ♯ w1)
= a0c1 + a0(y1 ♯ w1) + x0u0c1︸ ︷︷ ︸
This is an element of q1
+
(
u0(x0y1)
)
♯ w1 ∈ q1
⇒ s0r1 ∈ q1 ∩R1 = p1 ⊆ p
⇒ s0 ∈ p0 or r1 ∈ p1,
which is impossible. This proves that
x0 ∈ U0 \ q0 and y1 ∈ U1 \ q1 ⇒ x0y1 ∈ U1 \ q1. (26)
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If (25) is true for ε = 1, then (26) can be proved similarly.
Finally, we have
x1, y1 ∈ U1 \ q1 ⇒ x1 ♯ y1 ∈ U1 \ q1. (27)
It follows from (24), (26) and (27) that (11) holds.
This completes the proof of Proposition 2.1.
3 Hu-Liu Commutative Rings
First, we introduce the following
Definition 3.1 Let (R, +, • ) be a ring with an identity σ. The ring product
• is called a Hu-Liu product induced by σ, and the ring R is called a ring
with the Hu-Liu product if the following three conditions are satisfied:
(i) There exist two binary operations
⇀
· and
↼
· such that
x •σ y = x
⇀
· y + x
↼
· y − (x
↼
· σ)
⇀
· y (28)
for all x, y ∈ R.
(ii) The three operations •σ,
⇀
· and
↼
· satisfy the strong Hu-Liu triassocitive
law:
(x
⇀
· y) •σ z = x •σ (y
↼
· z), (29)
x
⇀
· (y •σ z) = (x
⇀
· y)
⇀
· z, (30)
(x •σ y)
↼
· z = (x
↼
· y)
↼
· z (31)
for all x, y, z ∈ R.
(iii) The distributive laws
x ∗ (y + z) = x ∗ y + x ∗ z, (y + z) ∗ x = y ∗ x+ z ∗ x
hold for all x, y, z ∈ R and ∗ ∈ {
⇀
· ,
↼
· }.
Note that we do not assume that any of the two binary operations
⇀
· and
↼
·
is associative in Definition 3.1. However, by Proposition 1.2 and 1.3 in [2], each
of the two binary operations
⇀
· and
↼
· must be associative, and the two binary
operations
⇀
· and
↼
· satisfy the diassociative law.
We will use (R, +, • ) or (R, +, •,
⇀
· ,
↼
· ) to denote a ring with the Hu-Liu
product •.
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Definition 3.2 Let (R, +, •,
⇀
· ,
↼
· ) be a ring with the Hu-Liu product. R is
called a Hu-Liu commutative ring if
x
⇀
· y − y
↼
· x ∈ h¯+(R) for all x, y ∈ R,
where h¯+(R) = { x ∈ R |σ
⇀
· x = 0 } and σ is the identity of the ring R.
The field-like objects appearing in my research come from Hu-Liu commu-
tative ring.
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