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Abstract
In the past years we have witnessed the emergence of the new discipline of computational social science,
which promotes a new data-driven and computation-based approach to social sciences. In this article we dis-
cuss how the availability of new technologies such as online social media and mobile smartphones has allowed
researchers to passively collect human behavioral data at a scale and a level of granularity that were just un-
thinkable some years ago. We also discuss how these digital traces can then be used to prove (or disprove)
existing theories and develop new models of human behavior.
Keywords: human behavior, mobile sensing, social media, computational social science, social physics, digital
traces, mobility models, anticipatory mobile computing, mental health monitoring, smartphones.
1 Introduction
In the recent years, the emergence and widespread adoption of new technologies from social media to smart-
phones are rapidly changing the social sciences, since they have allowed researchers to analyze, study and
model human behavior at a scale and at a granularity that were unthinkable just a few years ago. In fact, for
example, social media allow us to collect information about ideas and opinions at very fine-grained temporal
granularity and at a global scale (Bond et al. 2012, Leetaru et al. 2013); thanks to natural language process-
ing (Manning & Schu¨tze 1999), we can also extract information about the emotional states of the individuals
and model how people’s opinion influence for example elections and other political events (Williams & Gulati
2007, Gonza´lez-Bailo´n et al. 2013). Moreover, the advent of smartphones allow researchers and practitioners to
collect data about human behavior using the sensors embedded in these devices, in particular GPS, accelerome-
ters, microphones and cameras (Campbell et al. 2008). By using this information, it is possible to model human
behavior over space and time, trying to answer questions and prove (or disprove) new and traditional theories
and models. For these reasons, researchers increasingly describe these developments as the emergence of com-
putational social science (Lazer et al. 2009), i.e., a data-driven and computation-based way of performing social
science research.
The conceptual steps involved in modeling, analyzing and predicting human behavior are presented in
Figure 1. Firstly, we collect information about users’ behavior from a variety of sources, e.g., social media
and mobile sensor data. In the second step, the collected information is used to devise models and building
prediction algorithms. It is also worth noting that models and prediction algorithms are also at the basis of
the design of intelligent social systems, such as, for example, mobile applications, ubiquitous computing and
Internet of Things systems and so on.
In this article, we will discuss in particular two areas of this emerging discipline corresponding to two dif-
ferent types of data sources: the collection, analysis and modeling of data from online social media and mobile
data. We will also provide some case studies by discussing some examples from recent projects conducted
in this area. We will also discuss the impact that the availability of these technologies is having on the social
sciences.
2 Social Media
Social media have been used to study a variety of research questions and problems, for example for under-
standing opinion formation (Watts & Dodds 2007, Aral & Walker 2012). Other interesting problems include
the identification of influential spreaders of information (Kitsak et al. 2010), the maximization of the spreading
process itself (Kempe et al. 2003), the impact of homophily in the diffusion of information (Aral et al. 2009) or
the geographic distribution of human activities (Noulas et al. 2011). Thanks to the availability of geo-social
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Figure 1: Conceptual diagram of the steps involved in developing models and systems based on the analysis
of human behavior.
networks, it is also possible to identify the key spreaders in the geographic space as well (Lima & Musolesi
2012): this allows us to understand how specific people in a spatial network contribute to the dissemination
of information and ideas in certain geographic areas. An interesting application is the diffusion of ideas and
information in the social media through Web blogs and social media outlets such Facebook (Ellison et al. 2007)
and Twitter (Kwak et al. 2010, Cha et al. 2010). One of the first study of information diffusion in social media
can be found in (Gruhl et al. 2004, Adar & Adamic 2005, Leetaru et al. 2013). In (De Domenico et al. 2013) the
authors present a study regarding the modeling of the spreading of rumors related to the discovery of the Higgs
boson (The ATLAS Collaboration 2012, The CMS Collaboration 2012) using Twitter data. More in general, we
have witnessed a large number of studies related to the analysis of topics discussed in Twitter. For example,
in (Romero et al. 2011) the authors analyze the adoption of hashtags, showing that politically controversial ones
are particularly persistent.
The diffusion of online social network platforms has also led researchers to formulate hypotheses regarding
the impact of connectivity and distance in a networked world (Mok et al. 2010). In (Scellato et al. 2010), by ana-
lyzing four social networks, the authors show that distance is still a fundamental element in the establishment
of social links, i.e., we should not probably talk about the death of distance (Cairncross 2001), at least yet. Hris-
tova et al. showed that geo-social networks in different platforms are also highly correlated (Hristova, Noulas,
Brown, Musolesi & Mascolo 2016) and this fact can be used for effective link prediction, i.e., the establishing of
a new connection in the social network.
Social media have also been used for the study of political events, such as for elections (Williams & Gulati
2007, Tumasjan et al. 2010, Williams & Girish 2012, Bond et al. 2012) and protests (Gonza´lez-Bailo´n et al. 2011,
2013, Margetts et al. 2015). Through the analysis of social media it is possible to model the dynamics of election
campaigns and map the public opinion of cities, regions and states. Finally, these new forms of data can also be
used to study demographics and culture. Social media can be used to analyze the geo-demographic distribution
of surnames for example (Longley & Adnan 2016) or they can be used to study the diversity and gentrification
phenomena (Hristova, Williams, Musolesi, Panzarasa & Mascolo 2016). Finally, in (Silva et al. 2014) the authors
discuss how data from the Foursquare platform can be used to understand cultural characteristics of geographic
areas by looking at the presence of specific food and drinks venues.
Social media can be used to model events in real-time as they happen. For example, the Twitter data stream
has been used to model natural events, such as earthquakes (Sakaki et al. 2010), and social phenomena, such
as the dynamics in cities (Zhang et al. 2013, Xia et al. 2014).
An interesting challenge in this area is related to modeling. The area of social networks has been investigated
in the social sciences for many decades (Wasserman & Faust 1994, Borgatti et al. 2009). The novelty of these new
data sources resides in the scale and level of detail offered by these networks. The emergence area of network
science (Newman 2010) offers a statistical variety of models that can be applied to the study of these networks.
The goal of recent studies has been the development of specific techniques for temporal (Tang et al. 2010, Holme
& Sarama¨ki 2012), spatiotemporal (Williams & Musolesi 2016) and multi-layer networks (Hristova et al. 2014,
Boccaletti et al. 2014).
Applications of these techniques include the modelling of spreading of information (De Domenico et al.
2013) and the identification of the key players in a network for information diffusion and influence (Ghosh &
Lerman 2010, Lima & Musolesi 2012). Network science techniques for identifying users that play key roles
in their social network has several application in marketing (Trusov et al. 2009) (usually these individuals are
called “influencers”), but also for example in epidemiology, i.e., for reaching out individuals in the community
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that might be able to inform the members of their social network about the availability of possible actions to take
to contain an ongoing epidemics (Lima et al. 2015). Other applications include national security applications for
example to target individuals that are at the center of criminal or terrorist networks (Everton 2012, Campana &
Varese 2012). For example, by analyzing the communication of individuals through different channels (cellular
communications, social media and so on), it might be possible to reconstruct the network of these organization
and the flow of information inside it. Indeed, these techniques are based on the analysis of the structure of the
underlying networks and exploit graph theory results for identifying nodes that are at the center of potential
communication paths between network nodes.
3 Mobile Sensing
The mobile phone revolution has marked the beginning of the twenty-first century. Today mobile phones are the
most ubiquitous personal computing devices in the planet covering around 96.8% of the world population (ITU
World Telecommunication/ICT Indicators Database 2013). These devices have graduated over a period of time from
merely calling instruments to smart and highly personal devices. Besides being technical advanced and pervasive,
these devices have a plethora of embedded sensing capabilities (Campbell et al. 2008). For this reason, mobile
phones have been increasingly used as an essential tool for the study of human behavior (Pentland 2014).
Sophisticated sensors embedded on a mobile phone are capable of generating high resolution data spanned
over various context modalities capturing different aspects of human behavior, such as location, physical activ-
ity, audio environment, proximity with other objects, collocation with other devices, environmental indicators
and many others (Mehrotra et al. 2014). At the same time, due to its pervasiveness and ability to passively log
users’ context, smartphones offer the opportunity of collecting data at an unprecedented scale. In other words,
studies in numerous fields that were previously conducted at small scales through surveys can now be done at
a large-scale and continuously over time.
This possibility of collecting digital traces describing human behavior has revolutionized numerous fields.
For example, access to human mobility data in real-time and at a large-scale provides enormous opportunities
to improve environmental and traffic management Schneider et al. (2013), Alexander et al. (2015) and under-
stand the dynamics of cities (Batty 2013). In computing the availability of the datasets has allowed researchers
to monitor users’ behavior (Lane et al. 2011, Canzian & Musolesi 2015) or to inform the design of intelligent
systems (Mehrotra, Hendley & Musolesi 2016).
3.1 Inferring Behavioral Information
Scientists have explored the use of longitudinal context data for mining and uncovering users’ everyday phys-
ical and cognitive behavior in natural settings. Most of the physical behavioral aspects, for example human
mobility, can be directly inferred by mobile sensors. Scientists have demonstrated the use of data mining tech-
niques to extract statistical information about users’ physical fitness from mobile sensor data. Fitness tracking
applications such as BeWell (Lane et al. 2011) and UbiFit (Consolvo et al. 2008) have shown the potential of mo-
bile sensing for passively tracking different aspects of users’ health, including physical activity, sleep duration
and social isolation. These applications rely on sensors such as accelerometer, microphone and GPS, which are
embedded in mobile phones, and they do not require any user input. This demonstrates the potential of mobile
devices to empower users with the ability to self-monitor and curb certain physical fitness issues on their own.
Moreover, studies have shown that cognitive context and health related information can be inferred as a
function of physical context modalities. A variety of machine learning techniques can be used to analyze raw
sensor data for modeling users’ cognitive behavior. Unlike modeling physical behavior, cognitive context mod-
eling requires the collection of labels of cognitive states (in the form of user feedback (Mehrotra, Vermeulen,
Pejovic & Musolesi 2015)) that are then mapped to raw sensor data and provided as inputs to machine learning
tools for learning users’ behavior. Therefore, passive sensing is not sufficient in these situations to capture the
complexity of user’s context.
EmotionSense (Rachuri et al. 2010) is an application that automatically recognizes the mood states of users
by using voice classifiers running locally on phones. Similarly, the authors of (Lu et al. 2012) propose a mecha-
nism for unobtrusively recognizing the occurrence of stress by analyzing human voice captured through mobile
phones. In (LiKamWa et al. 2013) the authors developed an application that infers users’ mood based on mobile
phone usage patterns; they suggest that the analysis of communication logs and application usage patterns can
statistically infer users’ daily mood average with a high accuracy.
Studies have also explored the potential of mobile sensing for monitoring mental health conditions (Miller
2012, Bardram et al. 2013, Lathia et al. 2013). For example, the authors of (Lacour et al. 2009) investigated the
relationship between the changes in application usage behavior of patients and the onset of bipolar episodes.
They show that the patterns of application usage can be correlated with different aspects of users’ mood, sleep
and irritability. The authors of another study (Schleusing et al. 2011) have shown a strong correlation between
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Figure 2: General architectural model for systems based on the analysis and prediction of human behavior.
physical activity and bipolar disorder, which can be used for an early intervention. In (Canzian & Musolesi
2015) the authors show that the depressive states of users can be inferred purely from the mobility data collected
via mobile phones. The authors suggest that characteristics of users’ mobility are significantly correlated with
their depressive moods. They show that machine learning models can successfully be used to predict changes
in depressive states of users by using location data. It is worth noting that existing papers focus on correlation
relationships, but the problem of causality is currently actively investigated by the research community (Tsapeli
& Musolesi 2015). The availability of these types of data sources will allow researchers to develop models that
are able to capture not only behavioral features but also cognitive ones.
Furthermore, researchers have demonstrated the potential of feeding passively collected mobile sensing
data into machine learning algorithms to build anticipatory applications (Pejovic & Musolesi 2015). An antici-
patory application refers to an application that can act autonomously on the basis of past, present and predicted
future context, and modify the future settings to satisfy users’ requirements. Studies have demonstrated the
potential of mobile sensing combined with predictive modeling techniques to anticipate contextual aspects
such as mobile users’ network connectivity (Manweiler et al. 2013), communication patterns (Pielot 2014), and
application usage (Yan et al. 2012, Shin et al. 2012, Srinivasan et al. 2014). In the recent years, researchers have
proposed the use of sensed contextual information to build intelligent information delivery mechanism that
learns users’ preferences for receiving information in different situations (Mehrotra, Musolesi, Hendley & Pe-
jovic 2015, Mehrotra, Pejovic, Vermeulen, Hendley & Musolesi 2016, Mehrotra, Hendley & Musolesi 2016).
Figure 2 illustrates the high-level feedback loop that is at the basis of this class of systems.
For example, in (Mehrotra, Hendley & Musolesi 2016) Mehrotra et al. proposed a mechanism that learns
user’s preferences for receiving specific types of information on mobile phones in different contexts. Indeed,
the design of the system reflects the steps presented in Figure 2: sensing data, mining preferences of the indi-
vidual, delivering personalized information based on his/her preferences. More specifically, firstly, the system
continuously captures the individual’s contextual data through passive mobile sensing and stores it in the
memory. This information is periodically fed to a predictive algorithm. In some systems this step is executed
in real-time, but in others it is executed periodically. In (Mehrotra, Hendley & Musolesi 2016) the data analy-
sis is performed every night given the energy costs of the computation associated to it. A model of the user’s
preferences is derived from this analysis and it can be used to deliver targeted information of different types,
such as personalized advertisement or messages for positive behavior change. The effect of the information
dispatched to the users is then monitored through the sensors embedded in the devices. An example is the
monitoring of the effects of a behavior intervention for weight management. A system might be able to check
if the delivered information was effective by monitoring the activity level of a user through the accelerome-
ter sensor embedded in the phone. Usually, in this type of systems users might also provide feedback (when
asked) through questionnaire about the effectiveness of the system. For example, this is the case of the system
presented in (Mehrotra, Hendley & Musolesi 2016). This information is then used to adapt the behavior of the
system itself, for example by refining the learning algorithms at the basis of it.
3.2 Understanding Human Behavior
One of the most informative sensing capability of mobile phones is the possibility of inferring users’ location
through Global Positioning System (GPS) or via Wi-Fi and GSM signals. The analysis of users’ location data
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has led to numerous applications such as understanding the urban space (Reades et al. 2007), improving its
transportation network (Alexander et al. 2015, C¸olak et al. 2015, Schneider et al. 2013). Gonzalez et al. (Gonzalez
et al. 2008) studied the trajectories of 100,000 anonymized users whose mobility was monitored via mobile
phones for a time period of six months. Their study demonstrates that humans follow simple reproducible
patterns with a high degree of temporal and spatial regularity.
Another interesting aspect of human behavior is their social interaction, which can be captured for example
through the combination of Bluetooth, location and communication logs. Ability to capture this information
has made it possible for social scientists to conduct several ground-breaking studies to understand users’ social
interactions (Choudhury & Pentland 2003, Eagle et al. 2009, Eagle & Pentland 2009, Pentland & Heibeck 2010,
Stehle´ et al. 2011, Madan et al. 2012). In (Choudhury & Pentland 2003) the authors demonstrate the potential
of mobile wearable sensors to automatically and unobtrusively learn the social network structures that arise
within human groups. They use these sensors to reliably estimate when people are close to others and when
they are having a dialogue. Their study shows that user’s centrality scores (i.e., a measure of influence and em-
beddedness of a user in the community) can also be computed by using raw sensor data. In another pioneering
study (Stehle´ et al. 2011) the authors suggest that characteristics of contact patterns within school children can
be used as indicators for the propagation of diseases. They present a temporal evolution in the contact network
of children in the school, which can be used to identify specific situations where children are in contact and
during which infections may be transmitted. In another study (Madan et al. 2012) the authors exploit location
and communication sensors to model sudden changes in the (long-term) health of individuals, as well as the
dissemination of opinions in a community.
4 Outlook
In this article, we have discussed how the advent of new technologies, such as social media and smartphones,
are transforming the way research in the social sciences is conducted. Indeed, by using these new technologies,
it is possible to collect information about users at a level of granularity both in space and time that was just
unthinkable some years ago. Researchers refer to these developments as the emergence of computational social
science, i.e., a new data-driven and computation-based way of carrying out social science research.
In our opinion, we are just at the beginning of a revolution. As discussed in this article, social media and
mobile data have already been used in several projects allowing researchers to address research questions in
completely new ways. Many challenges have still to be tackled, especially from the methodological point of
view. One of the most interesting ones is the possibility of integrating quantitative and qualitative methods
starting from the availability of these new forms of data. Indeed, we believe that traditional methods in the
social sciences should not just be replaced, but integrated in the process of development of new models and
theories. In fact, for instance, data are usually collected in a passive way and, therefore, they are often hard
to interpret. Classic qualitative methods might be used to understand the data, especially with respect to the
limitations of the sources taken into consideration.
Moreover, another very important aspect of the problem is the bias associated with these data sources. We
believe that the problems related to bias and sampling are the most significant in this area. In fact, the risk
is to derive models that provide a non-realistic description of the reality or they fit the characteristics of very
specific scenarios (Lazer et al. 2014). A typical example is the derivation of models from social media. The de-
mographics of social media users do not usually reflect that of the entire population (Duggan & Brenner 2013).
In fact, for example, social media users are generally more educated and wealthy than the average population.
Understand this bias is one of the most interesting questions in this research area.
Finally, it is worth noting that the possibility of modeling human behavior at a fine-grained scale is having
positive impact to many disciplines such as epidemiology (Funk et al. 2010, Lima et al. 2015). We believe that
methods from computational social sciences will be more and more adopted in other areas. Most of the anal-
ysis performed by researchers is carried out using purpose-built software. However, we expect an increased
integration of these methodologies in tools used by researchers such as traditional Geographic Information
Systems (Longley et al. 2015).
5 Acknowledgements
This work was supported by The Alan Turing Institute under the EPSRC grant EP/N510129/1 and through the
EPSRC Grants “MACACO: Mobile context-Adaptive CAching for Content-Centric networking” (EP/L018829/2)
and “UPRISE-IoT: User-centric PRIvacy & Security in IoT” (EP/P016278/1).
5
References
Adar, E. & Adamic, L. A. (2005), Tracking information epidemics in blogspace, in ‘Proceedings of the 2005
IEEE/WIC/ACM International Conference on Web Intelligence’, IEEE Computer Society, pp. 207–214.
Alexander, L., Jiang, S., Murga, M. & Gonza´lez, M. C. (2015), ‘Origin–destination trips by purpose and time of
day inferred from mobile phone data’, Transportation Research Part C: Emerging Technologies 58, 240–250.
Aral, S., Muchnik, L. & Sundararajan, A. (2009), ‘Distinguishing influence-based contagion from homophily-
driven diffusion in dynamic networks’, Proceedings of the National Academy of Sciences 106(51), 21544–21549.
Aral, S. & Walker, D. (2012), ‘Identifying influential and susceptible members of social networks’, Science
337(6092), 337–341.
Bardram, J. E., Frost, M., Sza´nto´, K., Faurholt-Jepsen, M., Vinberg, M. & Kessing, L. V. (2013), Designing mobile
health technology for bipolar disorder: a field trial of the monarca system, in ‘Proceedings of SIGCHI’13’,
ACM, pp. 2627–2636.
Batty, M. (2013), The New Science of Cities, MIT Press.
Boccaletti, S., Bianconi, G., Criado, R., Del Genio, C. I., Go´mez-Garden˜es, J., Romance, M., Sendin˜a-Nadal, I.,
Wang, Z. & Zanin, M. (2014), ‘The structure and dynamics of multilayer networks’, Physics Reports 544(1), 1–
122.
Bond, R. M., Fariss, C. J., Jones, J. J., Kramer, A. D., Marlow, C., Settle, J. E. & Fowler, J. H. (2012), ‘A 61-million-
person experiment in social influence and political mobilization’, Nature 489(7415), 295–298.
Borgatti, S. P., Mehra, A., Brass, D. J. & Labianca, G. (2009), ‘Network analysis in the social sciences’, Science
323(5916).
Cairncross, F. (2001), The death of distance: How the communications revolution is changing our lives, Harvard Busi-
ness Press.
Campana, P. & Varese, F. (2012), ‘Listening to the wire: criteria and techniques for the quantitative analysis of
phone intercepts’, Trends in Organized Crime 15(1), 13–30.
Campbell, A. T., Eisenman, S. B., Lane, N. D., Miluzzo, E., Peterson, R., Lu, H., Zheng, X., Musolesi, M., Fodor,
K. & Ahn, G.-S. (2008), ‘The rise of people-centric sensing’, IEEE Internet Computing Special Issue on Mesh
Networks .
Canzian, L. & Musolesi, M. (2015), Trajectories of depression: unobtrusive monitoring of depressive states by
means of smartphone mobility traces analysis, in ‘Proceedings of UbiComp’15’, Osaka, Japan.
Cha, M., Haddadi, H., Benevenuto, F. & Gummadi, P. K. (2010), Measuring User Influence in Twitter: The
Million Follower Fallacy, in ‘Proceedings of ICWSM’10’, Vol. 10.
Choudhury, T. & Pentland, A. (2003), Sensing and modeling human networks using the sociometer, in ‘Pro-
ceedings of ISWC’03’, NY, USA.
C¸olak, S., Alexander, L. P., Alvim, B. G., Mehndiratta, S. R. & Gonza´lez, M. C. (2015), ‘Analyzing cell phone
location data for urban travel: current methods, limitations, and opportunities’, Transportation Research Record:
Journal of the Transportation Research Board (2526), 126–135.
Consolvo, S., McDonald, D. W., Toscos, T., Chen, M. Y., Froehlich, J., Harrison, B., Klasnja, P., LaMarca, A.,
LeGrand, L., Libby, R. et al. (2008), Activity Sensing in the Wild: a Field Trial of UbiFit Garden, in ‘Proceedings
of CHI’08’, Florence, Italy.
De Domenico, M., Lima, A., Mougel, P. & Musolesi, M. (2013), ‘The anatomy of a scientific rumor’, Scientific
Reports 3(02980).
Duggan, M. & Brenner, J. (2013), ‘The demographics of social media users–2012. pew research center?s internet
& american life project’, Pew Internet & American Life Project .
Eagle, N. & Pentland, A. S. (2009), ‘Eigenbehaviors: Identifying structure in routine’, Behavioral Ecology and
Sociobiology 63(7), 1057–1066.
Eagle, N., Pentland, A. S. & Lazer, D. (2009), ‘Inferring friendship network structure by using mobile phone
data’, Proceedings of the National Academy of Sciences 106(36), 15274–15278.
6
Ellison, N. B., Steinfield, C. & Lampe, C. (2007), ‘”the benefits of facebook “friends”: Social capital and college
students? use of online social network sites”’, Journal of Computer-Mediated Communication 12(4), 1143–1168.
Everton, S. F. (2012), Disrupting Dark Networks, Cambridge University Press.
Funk, S., Salathe´, M. & Jansen, V. A. (2010), ‘Modelling the influence of human behaviour on the spread of
infectious diseases: a review’, Journal of the Royal Society Interface 7(50), 1247–1256.
Ghosh, R. & Lerman, K. (2010), Predicting influential users in online social networks, in ‘Proceedings of the 4h
SNA-KDD Workshop’.
Gonza´lez-Bailo´n, S., Borge-Holthoefer, J. & Moreno, Y. (2013), ‘Broadcasters and hidden influentials in online
protest diffusion’, American Behavioral Scientist p. 0002764213479371.
Gonza´lez-Bailo´n, S., Borge-Holthoefer, J., Rivero, A. & Moreno, Y. (2011), ‘The dynamics of protest recruitment
through an online network’, Scientific Reports 1(197).
Gonzalez, M. C., Hidalgo, C. A. & Barabasi, A.-L. (2008), ‘Understanding individual human mobility patterns’,
Nature 453(7196), 779–782.
Gruhl, D., Guha, R., Liben-Nowell, D. & Tomkins, A. (2004), Information diffusion through blogspace, in ‘Pro-
ceedings of WWW’04’, ACM, pp. 491–501.
Holme, P. & Sarama¨ki, J. (2012), ‘Temporal networks’, Physics Reports 519(3), 97–125.
Hristova, D., Musolesi, M. & Mascolo, C. (2014), Keep Your Friends Close and Your Facebook Friends Closer: A
Multiplex Network Approach to the Analysis of Offline and Online Social Ties, in ‘Proceedings of ICWSM’14’,
Ann Arbor, Michigan, USA.
Hristova, D., Noulas, A., Brown, C., Musolesi, M. & Mascolo, C. (2016), ‘A multilayer approach to multiplexity
and link prediction in online geo-social networks’, EPJ Data Science 5(24).
Hristova, D., Williams, M. J., Musolesi, M., Panzarasa, P. & Mascolo, C. (2016), Measuring urban social diversity
using interconnected geo-social networks, in ‘Proceedings of WWW’16’.
ITU World Telecommunication/ICT Indicators Database (2013).
Kempe, D., Kleinberg, J. & Tardos, E´. (2003), Maximizing the spread of influence through a social network, in
‘Proceedings of KDD’03’, ACM, pp. 137–146.
Kitsak, M., Gallos, L., Havlin, S., Liljeros, F., Muchnik, L., Stanley, H. & Makse, H. (2010), ‘Identification of
influential spreaders in complex networks’, Nature Physics 6(11), 888–893.
Kwak, H., Lee, C., Park, H. & Moon, S. (2010), What is Twitter, a social network or a news media?, in ‘Proceedings
of WWW’10’, pp. 591–600.
Lacour, M., Dutheil, S., Tighilet, B., Lopez, C. & Borel, L. (2009), ‘Tell me your vestibular deficit, and i’ll tell you
how you’ll compensate’, Annals of the New York Academy of Sciences 1164(1), 268–278.
Lane, N. D., Choudhury, T., Campbell, A., Mohammod, M., Lin, M., Yang, X., Doryab, A., Lu, H., Ali, S. & Berke,
E. (2011), BeWell: A Smartphone Application to Monitor, Model and Promote Wellbeing, in ‘Proceedings of
Pervasive Health’11’, Dublin, Ireland.
Lathia, N., Pejovic, V., Rachuri, K. K., Mascolo, C., Musolesi, M. & Rentfrow, P. J. (2013), ‘Smartphones for
large-scale behavior change interventions.’, IEEE Pervasive Computing 12(3), 66–73.
Lazer, D., Kennedy, R., King, G. & Vespignani, A. (2014), ‘The parable of Google flu: traps in big data analysis’,
Science 343(6176), 1203–1205.
Lazer, D., Pentland, A. S., Adamic, L., Aral, S., Barabasi, A. L., Brewer, D., Christakis, N., Contractor, N., Fowler,
J., Gutmann, M. et al. (2009), ‘Life in the network: the coming age of computational social science’, Science
323(5915), 721.
Leetaru, K., Wang, S., Cao, G., Padmanabhan, A. & Shook, E. (2013), ‘Mapping the global Twitter heartbeat:
The geography of Twitter’, First Monday 18(5).
LiKamWa, R., Liu, Y., Lane, N. D. & Zhong, L. (2013), Moodscope: building a mood sensor from smartphone
usage patterns, in ‘Proceedings of MobiSys’13’, Taipei, Taiwan.
7
Lima, A., De Domenico, M., Pejovic, V. & Musolesi, M. (2015), ‘Disease containment strategies based on mobility
and information dissemination’, Scientific Reports 5, 10650.
Lima, A. & Musolesi, M. (2012), Spatial dissemination metrics for location-based social networks, in ‘Proceed-
ings of UbiComp’12’, ACM, pp. 972–979.
Longley, P. A. & Adnan, M. (2016), ‘Geo-temporal Twitter demographics’, International Journal of Geographical
Information Science 30(2), 369–389.
Longley, P. A., Goodchild, M. F., Maguire, D. J., Rhind, D. W. et al. (2015), Geographic Information Systems and
Science., John Wiley & Sons Ltd.
Lu, H., Frauendorfer, D., Rabbi, M., Mast, M. S., Chittaranjan, G. T., Campbell, A. T., Gatica-Perez, D. & Choud-
hury, T. (2012), StressSense: Detecting stress in unconstrained acoustic environments using smartphones, in
‘Proceedings of UbiComp’12’, Pittsburgh, USA.
Madan, A., Cebrian, M., Moturu, S., Farrahi, K. & Pentland, A. (2012), ‘Sensing the ”health state” of a commu-
nity’, IEEE Pervasive Computing 11(4), 36–45.
Manning, C. D. & Schu¨tze, H. (1999), Foundations of Statistical Natural Language Processing, MIT Press.
Manweiler, J., Santhapuri, N., Choudhury, R. R. & Nelakuditi, S. (2013), Predicting length of stay at WiFi
hotspots, in ‘Proceedings of INFOCOM’13’, Turin, Italy.
Margetts, H., John, P., Hale, S. & Yasseri, T. (2015), Political Turbulence: How Social Media Shape Collective Action,
Princeton University Press.
Mehrotra, A., Hendley, R. & Musolesi, M. (2016), PrefMiner: Mining User’s Preferences for Intelligent Mobile
Notification Management, in ‘Proceedings of UbiComp’16’, Heidelberg, Germany.
Mehrotra, A., Musolesi, M., Hendley, R. & Pejovic, V. (2015), Designing Content-driven Intelligent Notification
Mechanisms for Mobile Applications, in ‘Proceedings of UbiComp’15’, Osaka, Japan.
Mehrotra, A., Pejovic, V. & Musolesi, M. (2014), SenSocial: A Middleware for Integrating Online Social Net-
works and Mobile Sensing Data Streams, in ‘Proceedings of Middleware’14’, Bourdeaux, France.
Mehrotra, A., Pejovic, V., Vermeulen, J., Hendley, R. & Musolesi, M. (2016), My Phone and Me: Understanding
People’s Receptivity to Mobile Notifications, in ‘Proceedings of CHI’16’, San Jose, CA, USA.
Mehrotra, A., Vermeulen, J., Pejovic, V. & Musolesi, M. (2015), Ask, But Don’t Interrupt: The Case for
Interruptibility-Aware Mobile Experience Sampling, in ‘Proceedings of UbiComp’15 Adjunct’, Osaka, Japan.
Miller, G. (2012), ‘The smartphone psychology manifesto’, Perspectives on Psychological Science 7(3), 221–237.
Mok, D., Wellman, B. & Carrasco, J. (2010), ‘Does distance matter in the age of the internet?’, Urban Studies
47(13), 2747–2783.
Newman, M. (2010), Networks: an Introduction, Oxford University Press.
Noulas, A., Scellato, S., Mascolo, C. & Pontil, M. (2011), ‘An empirical study of geographic user activity patterns
in Foursquare’, Proceedings of ICWSM?11 .
Pejovic, V. & Musolesi, M. (2015), ‘Anticipatory mobile computing: A survey of the state of the art and research
challenges’, ACM Computing Surveys (CSUR) 47(3), 47.
Pentland, A. (2014), Social physics: How good ideas spread-the lessons from a new science, Penguin.
Pentland, A. & Heibeck, T. (2010), Honest signals: how they shape our world, MIT press.
Pielot, M. (2014), Large-scale evaluation of call-availability prediction, in ‘Proceedings of UbiComp’14’, Seattle,
WA, USA.
Rachuri, K. K., Musolesi, M., Mascolo, C., Rentfrow, P. J., Longworth, C. & Aucinas, A. (2010), Emotionsense:
a mobile phones based adaptive platform for experimental social psychology research, in ‘Proceedings of
UbiComp’10’, Copenhagen, Denmark, pp. 281–290.
Reades, J., Calabrese, F., Sevtsuk, A. & Ratti, C. (2007), ‘Cellular census: Explorations in urban data collection’,
IEEE Pervasive Computing 6(3).
8
Romero, D., Meeder, B. & Kleinberg, J. (2011), Differences in the mechanics of information diffusion across
topics: idioms, political hashtags, and complex contagion on Twitter, in ‘Proceedings of WWW’11’, ACM,
pp. 695–704.
Sakaki, T., Okazaki, M. & Matsuo, Y. (2010), Earthquake shakes Twitter users: real-time event detection by social
sensors, in ‘Proceedings of WWW’10’, pp. 851–860.
Scellato, S., Mascolo, C., Musolesi, M. & Latora, V. (2010), Distance matters: Geo-social metrics for online social
networks., in ‘Proceedings of WOSN’10’.
Schleusing, O., Renevey, P., Bertschi, M., Koller, J.-M., Paradiso, R. et al. (2011), Monitoring physiological and
behavioral signals to detect mood changes of bipolar patients, in ‘ISMICT’11’, Montreux, Switzerland.
Schneider, C. M., Belik, V., Couronne´, T., Smoreda, Z. & Gonza´lez, M. C. (2013), ‘Unravelling daily human
mobility motifs’, Journal of The Royal Society Interface 10(84).
Shin, C., Hong, J.-H. & Dey, A. K. (2012), Understanding and prediction of mobile application usage for smart
phones, in ‘Proceedings of UbiComp’12’, Pittsburgh, PA, USA.
Silva, T., Vaz De Melo, P., Almeida, J., Musolesi, M. & Louriero, A. (2014), You are What you Eat (and
Drink): Identifying Cultural Boundaries by Analyzing Food & Drink Habits in Foursquare, in ‘Proceedings
of ICWSM’14’, Ann Arbor, Michigan, USA.
Srinivasan, V., Moghaddam, S., Mukherji, A., Rachuri, K. K., Xu, C. & Tapia, E. M. (2014), Mobileminer: Mining
your frequent patterns on your phone, in ‘Proceedings of UbiComp’14’, Seattle, WA, USA.
Stehle´, J., Voirin, N., Barrat, A., Cattuto, C., Isella, L., Pinton, J.-F., Quaggiotto, M., Van den Broeck, W., Re´gis,
C., Lina, B. et al. (2011), ‘High-resolution measurements of face-to-face contact patterns in a primary school’,
PloS ONE 6(8).
Tang, J., Scellato, S., Musolesi, M., Mascolo, C. & Latora, V. (2010), ‘Small-world behavior in time-varying
graphs’, Physical Review E 81(5), 055101.
The ATLAS Collaboration (2012), ‘Observation of a new particle in the search for the Standard Model Higgs
boson with the ATLAS detector at the LHC’, Physics Letters B 716(1), 1 – 29.
The CMS Collaboration (2012), ‘Observation of a new boson at a mass of 125 gev with the cms experiment at
the lhc’, Physics Letters B 716(1), 30 – 61.
Trusov, M., Bucklin, R. E. & Pauwels, K. (2009), ‘Effects of word-of-mouth versus traditional marketing: findings
from an internet social networking site’, Journal of marketing 73(5), 90–102.
Tsapeli, F. & Musolesi, M. (2015), ‘Investigating Causality in Human Behavior from Smartphone Sensor Data:
A Quasi Experimental Approach’, EPJ Data Science 4(24).
Tumasjan, A., Sprenger, T. O., Sandner, P. G. & Welpe, I. M. (2010), ‘Predicting Elections with Twitter: What 140
Characters Reveal about Political Sentiment’, Proceedings of ICWSM’10 10, 178–185.
Wasserman, S. & Faust, K. (1994), Social Network Analysis: Methods and Applications, Cambridge university press.
Watts, D. J. & Dodds, P. S. (2007), ‘Influentials, networks, and public opinion formation’, Journal of consumer
research 34, 441–458.
Williams, C. B. & Girish, J. (2012), ‘Social networks in political campaigns: Facebook and the congressional
elections of 2006 and 2008’, New Media & Society .
Williams, C. B. & Gulati, G. J. (2007), ‘Social networks in political campaigns: Facebook and the 2006 midterm
elections’, Annual Meeting of the American Political Science Association 1(11), 49–62.
Williams, M. J. & Musolesi, M. (2016), ‘Spatio-temporal networks: reachability, centrality and robustness’, Royal
Society Open Science 3(6).
Xia, C., Schwartz, R., Xie, K., Krebs, A., Langdon, A., Ting, J. & Naaman, M. (2014), Citybeat: real-time social
media visualization of hyper-local city data, in ‘Proceedings of WWW’14’, pp. 167–170.
Yan, T., Chu, D., Ganesan, D., Kansal, A. & Liu, J. (2012), Fast app launching for mobile devices using predictive
user context, in ‘Proceedings of MobiSys’12’, Lake District, UK.
Zhang, A. X., Noulas, A., Scellato, S. & Mascolo, C. (2013), Hoodsquare: Modeling and recommending neigh-
borhoods in location-based social networks, in ‘Proceedings of SocialCom’13’, IEEE, pp. 69–74.
9
