Abstract. The paper is concerned with a class of parabolic equations in a Gauss-Sobolev space containing a small parameter ε > 0. They degenerate into elliptic equations as ε tends to zero. It is proven that, under appropriate conditions, the solution to the Cauchy problem for such a parabolic equation converges, as ε ↓ 0, to a limit that satisfies the reduced elliptic equation. This singular perturbation problem is shown to be closely related to the stationary solution of the parabolic problem as t → ∞. An application of this result to the asymptotic evaluation of a certain functional integral is given.
Introduction
The subject of parabolic equations in infinite dimensions has been studied by many authors, (see e.g., the papers [6, 10, 13] and the books [3, 7, 8] ). In finite dimensions, the singular perturbation problems for partial differential equations have been studied extensively [9] . It is natural to initiate the investigation of such problems in infinite dimensions. In a recent paper [4] , we treated the singular perturbation problem for the Kolmogorov equation in a Gauss-Sobolev space when the diffusion coefficient approaches zero. In contrast the current paper is concerned with a class of parabolic equations containing a small positive parameter ε such that, as ε ↓ 0, the equations become elliptic. In particular we are interested in the limiting behavior of solutions to the associated Cauchy (initial-value) problems as the parameter tends to zero. As it turns out, such problems are closely related to the existence question of the stationary solutions to the parabolic Cauchy problems as the time t → ∞. In both of the linear and the semilinear cases, the existence of strong solutions to the associated Cauchy problems was proved in a recent paper [2] . Here the main technical problem is to show that such strong solutions will converge in a proper sense to the reduced elliptic equations. Moreover we will show the connection of the singular perturbation problems to that of asymptotic solutions of the parabolic equations as t → ∞.
To be specific, the paper is organized as follows. In Section 2, we recall some basic results in the Gauss-Sobolev spaces to be needed in the subsequent sections. Section 3 pertains to the strong solutions of parabolic equations in Gauss-Sobolev spaces. Some a priori estimates and inequalities for the linear equations are given by Lemmas 3.1 to 3.3, and the existence of strong solutions to the semilinear parabolic equations is ensured by Theorem 3.4. Then a singular perturbation problem and the related stationary solutions for linear parabolic equation are considered in Section 4. The results on the convergence of solutions are presented in Theorem 4.1 and Theorem 4.2, respectively. In Section 5 the corresponding results for the semilinear parabolic equations are given in Theorem 5.4 and Theorem 5.5. As an application, Theorem 5.5 is applied to the asymptotic evaluation of a certain functional integral in Section 6.
Preliminaries
Let H be a real separable Hilbert space with inner product (·, ·) and norm |·| and let V ⊂ H be a Hilbert subspace with norm · . Denote the dual space of V by V and their duality pairing by ·, · . Assume that the inclusions V ⊂ H ∼ = H ⊂ V are dense and continuous [11] .
Suppose that A : V → V is a continuous closed linear operator with domain D(A) dense in H, and W t is a H-valued Wiener process with the covariance operator R. Consider the linear stochastic equation in a distributional sense: 3) The covariance operator R : H → H is a self-adjoint operator with a finite trace such that T r R < ∞.
Then, by a direct calculation or applying Theorem 4.1 in [5] for invariant measures, we have the following theorem. 
and the inner product [·, ·] given by
where n k ∈ Z + , the set of nonnegative integers, and let Z = {n : n = |n| = ∞ k=1 n k < ∞}, so that n k = 0 except for a finite number of n k s. Let h m (r) be the standard one-dimensional Hermite polynomial of degree m. For v ∈ H, define a Hermite (polynomial) functional of degree n by
where we set k (v) = (v, Γ −1/2 e k ) and Γ −1/2 denotes a pseudo-inverse, by restricting it to the range of Γ 1/2 . For a smooth functional Φ on H, let DΦ and D 2 Φ denote the Fréchet derivatives of the first and second orders, respectively. The differential operator 
and the inclusions are dense and continuous. Of course the spaces H m can be defined for any real number m, but they are not needed in this paper.
Owing to the use of the invariant measure µ, it is possible to develop a L 2 -theory of infinite-dimensional parabolic and elliptic equations connected to stochastic PDEs similar to the finite-dimensional ones. In particular the following properties of A are crucial in the subsequent analysis. So far the differential operator A given by (2.2) is defined only in the set of Hermite polynomial functionals. In fact it can be extended to a self-adjoint linear operator in H. To this end, let P N be a projection operator in H onto its subspace spanned by the Hermite polynomial functionals of degree N and define A N = P N A. Then the following theorem holds (Theorem 3.1, [1] 
Moreover, A has a self-adjoint extension, still denoted by A, with domain dense in H.
In fact the transition operator P t can be extended to be a bounded linear operator on H and it is possible to define the equation (2.5) for µ-a.e. v ∈ H.
Theorem 2.5. Under conditions (A.1)-(A.3), the transition operator P t is defined on H for all t ≥ 0 and {P t : t ≥ 0} forms a strongly continuous semigroup of linear contraction operators on H with the infinitesimal generatorÃ
= A in H 2 .
Basic Estimates and Existence Theorem
Consider the Cauchy problem for the linear parabolic equation:
for Q ∈ L 2 ((0, ∞); H) and Φ ∈ H, where α is a positive parameter and
It was shown in [1] that the solution of (3.1) has the regularity:
Let G t denote the Green's operator associated with equation (3.1) given by
In view of Theorem 2.4, the solution of (3.1) can be expressed as
In what follows, we assume that conditions (A.1)-(A.3) are satisfied. Then we have the following technical lemmas.
Lemma 3.1. The Green's operator G t : H → H is linear and bounded such that, for
and
Proof. For Φ ∈ H, in terms of the Hermite functionals, we can write
It follows that
where we let
the inequality (3.5) can be obtained from (3.7) as follows
where the interchange of the summation and integration can be justified due to the monotone convergence.
, the following inequality holds:
where
Proof. By definition (2.3) and an expansion in terms of the Hermite functionals, similar to (3.7), we can obtain
after changing the order of the summation and integration. The inequality (3.8) now follows from (3.9).
Lemma 3.3. The linear operator A α : H 2 → H, as defined by (3.2), has a bounded inverse
Further, for any Θ ∈ H, the following equation holds
Proof. The linear operator is clearly invertible since, by equation (2.4),
The inequalities (3.11) and (3.12) can be verified similarly by expanding Φ in terms of the Hermite functionals. So, for brevity, we will only show the latter one. We can get
Since A α generates a contraction semigroup G t in H, the equation (3.13) is known to be true in the semigroup theory [12] . Now consider the Cauchy problem for the nonlinear evolution equation in H in a distributional sense: 
Then, for any α > 0, we have 
Linear Parabolic Equations
Consider the singularly perturbed form for the linear parabolic equation (3.1), which will be regarded as an evolution equation in H (in a distributional sense): Proof. In view of equation (3.3), the solution of equation (4.1) can be written as
where we set G
By (3.13) in Lemma 3.3, we get
By invoking Lemma (3.2), we can deduce from (4.7) and (4.8) that
where M = sup t≥0,0<ε≤1
For this fixed T , we let ε be so small that (a − εT ) ≤ δ. Then we have
which, in view of condition (4.2), can be made less than η/2 for a sufficiently small ε. Hence it follows from (4.10) and the above estimates that, for any η > 0, there exists ε 0 > 0 such that sup
for 0 < ε < ε 0 . That is, by noting (4.9), 
As it turns out, this can be reformulated as a singular perturbation problem so that the above theorem is applicable. In fact we have the following theorem. Proof. Let us re-scale the time t by letting τ = εt. We set
Then, after the change of time, the equation (4.12) yields equation (4.1). Notice that, for a fixed τ , the limit ε → 0 implies that t → ∞. Therefore it is enough to show that, for a fixed τ > 0, 
This shows that the condition (4.2) for Theorem 4.1 is fulfilled. So we can apply this theorem to conclude that the limit (4.14) exists and it satisfies equation 
Semilinear Parabolic Equations
Now consider the Cauchy problem for the nonlinear parabolic equation: 
where we let B(φ) = F(·, φ, Dφ). As before we are interested in proving the convergence of the solution Ψ To proceed we rewrite the equation (5.3) in the integral form:
In particular we impose the following conditions: 
2) The map B can be extended to be a continuous operator from H into H −1 such that, for some constant κ > 0, the following holds 1)-(B.3) , the the following inequality holds
Lemma 5.1. Suppose the conditions (B.1) to (B.3) hold. Then, for Θ ∈ H, the Cauchy problem (5.5) has a strong solution
Φ · ∈ C([0, T ]; H) ∩ L 2 ((0, T ); H 1 ).
Moreover the following energy equation holds
Proof. For any β, γ > 0, we can deduce from equation (5.6) that
which, by invoking condition (B.1), yields the following
(5.8)
which implies the desired result (5.7).
To show the convergence of Φ t as t → ∞, we shall adopt a backward asymptotic approach which was used effectively in the stochastic case (Lemma 11.2.2, [8] ). To this end, by extending the initial time backward in (5.5), consider the Cauchy problem:
where the extended function Q t is defined by Q t = Q t for t ≥ 0, and Q t = Q −t for t < 0. Then we have Φ t = Φ 0 (t). Hence Φ 0 (t) → Ψ implies Φ t → Ψ as t → ∞. Proof. Consider the Cauchy problem (5.9). In view of (5.7) in Lemma 5.2, we shift the initial time 0 to −s to get
where M = sup
It follows from (5.10) that, for any t ≥ 0,
Now, for r > s, let Φ t (r) be the solution of (5.9) with s replaced by r and define
Then it satisfies the equation
As in Lemma 5.1, we can obtain from (5.12) the following equation
(5.13)
In view of condition (B.1), similar to (5.8), equation (5.13) yields the following inequality
which implies
Therefore, in view of (5.11), we have, for any t ≥ 0, r > s,
In particular we set t = 0 in (5.11) and (5.14) to conclude that the family {Φ s = Φ 0 (s) : t > 0} yields a Cauchy sequence in H so that
(5.15)
To show the limit Ψ is independent of the initial state Θ, suppose that Φ 0 = Θ = Θ and denote the corresponding solution of the Cauchy problem (5.5) by Φ t . Then, similar to the estimate in Lemma 5.2, we can show that the difference (Φ t − Φ t ) has the following bound:
for some C > 0, which implies that Ψ = Ψ and the limit is independent of the initial state as claimed.
Returning to the singular perturbation problem (5.1) or (5.2), the following theorem assert that, as ε ↓ 0, the solution Ψ So it remains to prove that A −1 α B is bounded and
18)
The boundedness follows from Lemma 3.3 and condition (B.2) as follows
To show (5.18), we rewrite it as 
Since κ/ √ αα 1 < 1 by assumption, the above inequality implies |Φ − Ψ | = 0 and hence the uniqueness.
As seen from the above theorem, due to the possible dependence of the nonlinear function B(Φ) on the gradient DΦ, we have shown that the limit function Ψ is only a mild solution of the stationary equation. However, if it is independent of DΦ, the limit Ψ may become a classical solution. To show this possibility, instead of conditions (B.1) and (B.2), we assume that 
for any φ, ψ ∈ H.
Then it follows from Theorem 5.4 that the following result holds. 
which implies |Θ | = |Ψ − Φ | = 0 and hence the uniqueness.
Application
Consider the linear Cauchy problem: On the other hand, the solution of the Cauchy problem (6.1) has a probabilistic representation. To this end let u t (s, v) be the solution of the stochastic equation: 4) and denote its solution by u t (s, v). Assume that Θ ∈ C 2 b (H). Then, for Q ≡ 0, the corresponding homogeneous equation (6.1) can be represented by the FeynmanKac formula [7] in terms of the solution of equation (6.4) 
