Absrracr-lhis tutorial paper reviews echo cancellation techniques as applied to both voice and data transmission applications. The echo control problem in telephone voice transmission is described, and the several measures taken to counteract echo are outlined. The problem of full-duplex data transmission over two-wire lines is described, with application to both digital subscriber loop and voiceband data transmission. The unique characteristics of each of these applications, more advanced methods recently proposed, and approaches to implementation are described. ' 
I. INTRODUCTION E
CHO cancellation is an application of adaptive filtering technology to the control of echo in the telephone network. It has been studied in the research lab for two decades, and due to the advances in microelectronics technology is now finding widespread practical application. This tutorial paper describes the echo control problems addressed by echo cancellation in the context of both voice and data transmission, the echo cancellation algorithms which are used in. these applications, and the implementation of echo cancellers.
In Section 11, the application of echo cancellation to speech transmission is described, and in Section I11 applications in full-duplex data transmission are discussed. Section IV outlines the algorithms used for adaptation of echo cancellers in all these applications, and evaluates their performance. Finally, in Section V more recently proposed advanced techniques in echo cancellation are summarized.
ECHO CANCELLATION IN SPEECH TRANSMISSION
The telephone network generates echos at points'internal to and near the end of a telephone connection. Echo cancellation is one means used to combat this echo for both speech and data transmission. The requirements for speech and data are quite different, so this section will concentrate on speech and Section I11 will deal with data. See [l] for another excellent reference on this topic.
A starting point on echo terminology is given In Fig. 1 . In Fig. l(a) , a simplified telephone connection is shown. This connection is typical in that it contains two-wire segments on the ends (the subscriber loops and possibly some portion of the local network), in which both directions of transmission are carried on a single wire pair. The center of the connection is four wire, in which the two directions of transmission are segregated on physically different facilities (typical of carrier systems).
There is a potential feedback loop around the four-wire portion of the connection, and without sufficient loss in this .path there is degradation of the transmission or in extreme cases oscillation (called singing). The hybrid .is a device which provides a large loss around this loop without affecting the loss in the two talker speech paths. The remainder of Fig. 1 illustrates more graphically the function of this hybrid. One of the two talker speech paths is shown in Fig. l(b) . In order that this path not have a large attenuation, it is necessary for the hybrid not to have an appreciable attenuation between its two-wire and either 0733-8716/84/0300-0283$01.00 01984 IEEE four-wire port. There are two distinct echo mechanisms shown in Fig. l (c) and (d), "Talker echo" results in the talker hearing a delayed version of his or her own speech, while in "listener echo" the listener hears a delayed version of the talker's speech.
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On connections with small propagation delay, the subjective impairment from this echo can be controlled by inserting loss in the connection since the echo suffers this loss twice or three times whereas the talker path suffers this loss only once. For roundtrip delays over about 40 ms, it is necessary to use echo suppressors [l] . For very long delays, such as would be experienced on a satellite connection, the echo canceller is used [2] .
The principle of the echo canceller for only one direction of transmission is shown in Fig. 2 . The canceller is placed in the four-wire path near the origin of the echo. One direction of transmission is from port A to C'(the "reference signal" yi for the canceller), and the other direction from port D to B. The reference signal passing through the echo channel results in the echo signal r,, which together with a near-end talker signal x i appears on port D. Included in xi is any thermal or quantization noise. A replica of the echo ri is generated by applying the reference signal to a transversal filter (tapped delay line), and this replica is subtracted from the signal on port D to yield the cancellation error signal e, (which also contains the near-end talker signal).
The n -1 filter coefficients ao, . .,a,-are caused to adapt to the echo transfer function (minimize the cancellation error) using the circuitry of Fig. 3 . While there are more sophisticated adaptation algorithms, as discussed in Section V, this simple algorithm (described in Section IV-A) is adequate for most echo cancellation applications. The residual cancellation error ek is used to drive the canceller adaptation by inferring from this error the appropriate correction to the transversal filter coefficients so as to reduce this error. Specifically, this error is cross correlated with the successive delays of the reference signal. The summation box is an accumulator, the output of whch is the corresponding filter coefficient. The correction to the accumulated value is scaled by a step size / 3 that controls the speed of adaptation and the asymptotic error in a manner discussed in Section IV-A.
The error signal ek contains a component of the near-end talker signal x k in addition to the residual echo-cancellation error. The effect of this on the cancellation is naturally of some concern. As long as yk is uncorrelated with xk, which should be the case, this near-end talker will not affect the asymptotic mean value of the filter coefficients. However, the asymptotic variation in the filter coefficients about this mean will be increased substantially in the presence of a near-end talker due to the introduction of another (large) stochastic component in the adaptation. This effect can be compensated by choosing a very small speed of adaptation (small /3), but it is generally preferable to employ a near-end talker detector as shown. The adaptation proceeds only when a there is no detectable near-end talker signal.
Of course, in practice it is desirable to cancel the echos in both directions of the connection. For this purpose two adaptive cancellers are necessary, as shown in Fig. 4 , where one cancels the echo from each end of the connection. The near-end talker for one of the cancellers is the far-end talker for the other. In each case, the near-end talker is the "closest" talker, and the far-end talker is the talker generating the echo which is being cancelled. It is desirable to position these two "halves" of the canceller in a split configuration, as shown in the figure where the bulk of the delay in the four-wire portion of the connection is in the middle. The reason is that number of coefficients in' the echo cancellation filter is directly related to the delay of the channel between where the echo canceller is located and the hybrid which generates the echo. In the split configuration the largest delay is not in the echo path of either half of the canceller, and hence the number of coefficients is minimized. Typically cancellers in this configuration require only 128 or 256 coefficients, whereas the number of coefficients required to accommodate a satellite connection in the end link would be impractically large.
Mathematically, the transversal filter of Fig. 2 The advantage of the lattice structure arises from its greater speed of adaptation, as discussed in Section V-B. 
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ECHO CANCELLATION IN DATA TRANSMISSION
When it is attempted to transmit data signals through the network, the same echoes are encountered as in speech transmission. When half-duplex data transmission is used, echoes present no problem since there is no receiver on the transmitting end to be affected by the echo. In full-duplex transmission, where the data signals are transmitted in 'both directions simultaneously, echoes from the data signal transmitted in one direction can interfere with the data signal flowing in the opposite direction, unless these two data signals are in nonoverlapping frequency bands.
Full-duplex transmission over a common.media has arisen in two important applications. In both these applications, the need for a common media arises because the public telephone network typically only provides a two-wire connection to each customer premise. (This is because of the high cost of copper wire, and the large percentage of the telephone network investment in this facility.)
The first application, Fig. 6 , is digital transmission on the subscriber loop, in which the basic voice service as well as enhanced data services are provided over the two-wire subscriber loop. Total bit rates for this application that have been proposed are 80 and 144 kbits/s in each direction where the latter rate includes provision for two voice/data channels at 64 kbits/s each plus a data channel at 16 kbits/s, and the first alternative allows only a single 64 kbits/s voice/data channel. T h s digital subscriber loop capability is an important element of the emerging integrated services digital network (ISDN), in which integrated voice and data services will be provided to the customer over a common facility. As shown in Fig. 6 , voice transmission requires a codec and filter to perform the analog-to-digital and digital-to-analog conversion on the customer premises, together with the modem for transmitting the full-duplex data stream over the two-wire subscriber loop. Any data signals to be accommodated are connected directly to the modem. The central office end of the loop has another full-duplex modem, with connections to the digital central office switch for voice or circuitswitched data transmission, and to data networks for packet switched data transport capability.
The second application for full-duplex data transmission is in voiceband data transmission where the basic customer interface to the network is often the same two-wire subscriber loop as shown in Fig. 7 . In this case, however, the transmission link is usually more complicated, due to the possible presence of four-wire trunk facilities in the middle of the connection. The situation can be further complicated by the presence of two-wire toll switches, allowing inter- The two applications differ substantially in the types of problems which must be overcome. For the digital subscriber loop, the transmission medium is fairly ideal, consisting of cable pairs with a relatively wide bandwidth. The biggest complication is the presence in some countries of bridged taps-open-circuited wire pairs bridged onto the main line. The voiceband data modem, while requiring a lower speed of transmission, encounters many more impairments. In addition to the severe bandlimiting when carrier facilities are used, there are problems with noise, nonlinearities, and sometimes even frequency offset. Another difference is that the-subscriber loop can use baseband transmission, while the voiceband data set always uses passband transmission; that is, modulates a carrier with the data stream. One approach to full-duplex data transmission is the use of an echo canceller to isolate the two directions of transmission as shown in Fig. 8 . There is a transmitter and receiver on each end of the connection, and a hybrid is used to provide a virtual four-wire connection between the transmitter on each end and the receiver on the opposite end. Unfortunately, there is some feedthrough the hybrid of the high-level signal from the transmitter into the local receiver. The hybrid depends on knowledge of the two-wire impedance for complete isolation, and in practice no better than 10 dB or so of attenuation through the hybrid can be guaranteed with a single compromise termination.
In both subscriber loop and voiceband data transmission, the loss of the channel from one transmitter to the receiver on the other end can be as h g h as 40-50 dB. This implies that in the worst case, the undesired transmitter local feedthrough (echo) signal can be 30-40 dB higher in level than the data signal from the far end (assuming both transmitted signals are at the same level). Since signal to interference ratios on the order of 20 dB or more are required for reliable data transmission, the echo canceller is added to each end to give an additional attenuation of the undesired feedthrough signal of about 50-60 dB.
A . Subscriber Loop Digital Transmission
There are two competing methods of providing fulldupIex data capability on the subscriber loop, frequencydivision multiplexing (FDM) and time-compression multiplexing (TCM) [5] . In spite of this competition, echo cancellation has achieved significant attention because of its ability to provide greater range (distance between subscriber and central office) in some circumstances. This greater range is due to the approximate halving of the transmitted signal bandwidth relative to the alternatives.
The implementation of a data echo canceller differs from the speech echo canceller discussed in Section I1 in several respects. One difference is that the reference signal for a data echo canceller is the sequence of transmitted data symbols. The fact that these symbols assume only a small number of values simplifies the implementation of the canceller [6] . Another difference is that signals in both directions are present, at all times (except perhaps during a training period), making the effect of the near-end signal on adaptation much more significant an issue. A third difference is that the desired degree of cancellation is much larger, making design and particularly implementation much more challenging. Finally, there are significant issues of timing recovery, synchronization, and equalization which interact with the echo cancellation and do not exist in speech cancellation [7] .
A particularly important constraint imposed by timing recovery considerations is that the sampling rate at the output of the echo canceller must' usually be chosen to be a integral multiple of the data symbol rate. The data symbol rate is usually not adequate because the received data signal bandwidth exceeds half the data symbol rate. This implies that the echo canceller has different sampling rates at input and output since the input rate is equal to the symbol rate. To see how this is done, assume that the transmitted signal is
where Cm is the sequence of transmitted data symbols, g ( t ) is the transmitted pulse shape, and T is the interval between transmitted data symbols (the baud interval). Suppose this signal is passed through a filter with transfer function H , ( w ) representing the echo response. If we denote the response of this filter to g ( t ) as h ( t ) and the echo response as r ( t ) , then the latter becomes r ( t ) = z C , h ( t -m T ) . spaced in this epoch. Similarly, define a notation for the equal to the symbol rate, but with a particular phase out of samples of the echo pulse response R possible phases. These cancellers independently converge, although they do have in common the same input Since the R echo channels are independent, the index I can be dropped. The transversal filter has a finite impulse response, so consider building an echo canceller to generate the replica
where ai, 0 6 i < n -1, are the n filter coefficients of one of the R interleaved transversal filters. This transversal filter generates an FIR approximation to the echo response. Note the analogy to (2.1) where the far-end talker samples of the voice canceller have been replaced by the transmitted data symbols at the canceller reference input.
The R independent echo cancellers can be used in the manner of Fig. 9 (shown for R = 4). Each canceller has the same input data sequence at its reference input. The far-end data plus echo signal from the hybrid is decimated to four independent signals at the data symbol rate, and these are independently cancelled and recombined into a single sample stream representing the far-end data signal alone. Each of the cancellation error signals is used to drive the adaptation of the corresponding canceller. Each canceller can be thought of as adapting to the impulse response of the echo channel sampled at a rate m = O cancellation to full-duplex baseband data transmission (the digital subscriber loop); the present section extends this to the passband case typical of voiceband data transmission. Full-duplex voiceband data transmission has been provided for some years at 1.2 kbits/s and below (and more recently at 2.4 kbits/s) using FDM. However, at 4.8 kbits/s and above, frequency separation becomes impractical due to inadequate total bandwidth, and the use of echo cancellation must be considered.
The usual method of voiceband data transmission is quadrature amplitude modulation (QAM), which is briefly reviewed here. In a mathematical formulation of t h s passband modulation, it is convenient to use complex notation, so consider a baseband data signal identical to (3.1) except that the data symbols are complex
and the transmitted pulse g ( t ) is still real-valued. Since this signal is complex-valued, it has an asymmetrical spectrum as illustrated in Fig. 10(a) . If this complex data signal is modulated up to passband by multiplying by a complex exponential with frequency wc, the carrier frequency, the spectrum is shifted by o, radians as illustrated in Fig.  10(b) . If the time domain equivalent is called s,(t), this complex valued signal is given by s , ( t ) = E . C , g ( t -mT)eJ"c'. take the real part of s,(t),
Since the real part can be written alternatively as For purposes of implementation of the transmitter, it is convenient to expand in terms of (3.7), so that (3.9) becomes (3.12) where the amplitude modulation of two independent data signals by quadrature carriers is evident. A method of generating this modulated signal is illustrated in Fig. ll(a) . The input data stream is encoded to yield the ak and b, values. There are many ways of doing this, and' Fig. ll(b) illustrates one method. In this case, the complex-valued data symbol C, assumes one of 16 distinct values, with the real part uk having four values and the imaginary part b, hav'ing four values (each equally spaced). The encoder in this case maps four input bits into the complex-valued data symbol, two of those bits into the real part and two into the imaginary part. The remainder of the transmitter in Fig. ll(a) modulates a pulse g ( t ) by the real and imaginary parts, modulates them up to passband by multiplying by quadrature carriers, and sums the results. The time domain signal with only positive frequency components corresponding to Fig. 10(b) is called the "analytic signal." In the receiver processing, it is convenient to recover t h s complex valued signal prior to further processing. Given the passband QAM modulated signal, the analytic signal can be recovered in the manner illustrated in (3.13) x < o and this signal has only positive frequency components.
s ( t ) =~u m g ( t -r n T ) c o s ( o t ) -~b b , g ( t -r n T ) s i n ( o t )
In practice, the phase splitter consists of two filters which are all-pass (have unity magnitude response) and a phase difference of 90°. In addition, it would be common to implement the phase splitter in discrete time.
The passband echo canceller is similar to the baseband case except that a complex-valued data sequence and the complex-valued output of the phase splitter are input to the canceller rather than a real-valued sequence, and the filter coefficients are also complex-valued [8]. Consider the response.of the echo transfer function [denoted by H e ( @ ) as in the baseband case] to the transmitted data signal given by (3.9). In fact, since the analytic signal of this echo response will be generated by the phase splitter at the receiver input, what is really desired is the analytic signal of this echo signal. Examining Fig. 12 , if the response of the echo filter to the transmitted signal is denoted r ( t ) as shown in Fig. 12(a) , and the corresponding analytic signal is r,(t), then as shown in Fig. 12(b) r,(t) is the response of the echo filter to the transmitted analytic signal s, ( t ) . This is because the impulse response of the echo filter is realvalued. Determining the response to the analytic transmitted signal is simple if the response to a single isolated analytic pulse can be determined, as illustrated in Fig.  12(c) . The output is expressed in terms of another analytic signal where h( t ) is the equivalent baseband pulse whch returns through the echo path. Taking the Fourier transform of the input and output of the echo path filter in 
G ( u -~, ) H , ( w ) = H ( w -w , )
or equivalently,
H ( w ) = G ( w ) H , ( w + wc).
in a passband (3.14) ( 
3.15)
This demonstrates that the baseband output pulse can be obtained by shifting the echo transfer function in the vicinity of the carrier frequency down to dc, as might be expected. It also follows from (3.15) that h ( t ) is complexvalued in general, even though g ( t ) is real-valued.
The analytic echo signal follows from superposition as r ( t ) = z C m h ( t -mT)ej"c' (3.16) very much in analogy to (3.2). As in the baseband case, the echo canceller must be implemented in discrete time, and in order to be able to reconstruct the echo signal the sampling rate must be an integer R times as high as the data symbol rate, where R is an appropriate integer on the order of 2 or 4. Defining r,,i(l) and h , ( l ) as in (3.3) and where the I has again been suppressed and the filter coefficients a, are complex-valued.
An illustration of tlus approach for R = 4 is shown in Fig. 13 . The same complex data symbols C, are applied to each of the transversal filters. These transversal filters are operating at baseband, have complex-valued filter coefficients, and the outputs are modulated up to the carrier 289 frequency w, prior to cancellation at passband. The phase of the modulation carriers differs for each of the interleaved cancellers. The output of the hybrid, containing the undesired echo signal, is first converted to the analytic signal with a phase splitter, and then decimated by 4. The four interleaved echo cancellations are performed, and then the signals are recombined into a single canceller error signal containing the far-end data signal. The real value of this signal "is taken to yield a passband representation of the far-end data signal. Typically, this signal would be applied to an interpolation filter and then resampled synchronously with the far-end data since it is desired that the data signals in the two directions be asynchronous.
Iv. DESIGN CONSIDERATIONS IN ECHO CANCELLATION
The design of an echo canceller involves many considerations, such as the speed of adaptation, the effect of nearand far-end signals, the impact of signal levels and spectra, and the impact of nonlinearity. Many of these considerations are outlined in this section [8]-[ll].
A. Adaptation Algorithm
There are two important measures of performance for an echo canceller adaptation algorithm: the speed of adaptation and the accuracy of the cancellation after adaptation. Generally there is a tradeoff between these two measures: for a particular class of adaptation algorithm, as the speed of adaptation is increased the accuracy of the transfer function after adaptation becomes poorer. This tradeoff is fundamental since a longer averaging time is necessary to increase asymptotic accuracy, but slows the rate of convergence.
Most often the motivation for adapting an echo canceller is that the transfer function of the echo is not known in advance. It is also probable that the echo transfer function . is changing with time, although in most cases the change will be quite slow (say in response to temperature changes of the transmission facilities). In most instances the accuracy of the final cancellation of the echo is a critical design factor. Although the ability of the canceller to rapidly track a changing echo response is usually not important, the speed of initial adaptation to the echo response from an arbitrary initial condition is often important. For a voice echo canceller, where the canceller is not dedicated to a particular subscriber, the adaptation must occur on each new call, and during the adaptation period the voice quality is degraded. For a data echo canceller, the adaptation is a part of the training or initialization period during which useful data transmission cannot occur, and there is, therefore, motivation to speed adaptation. However, speed of adaptation in echo cancellers is usually not so critical that the simple stochastic gradient algorithm cannot give adequate performance.
Nevertheless, some approaches to speeding up the adaptation are discussed in Section V.
It is convenient to define a vector notation for the filter coefficients is defined as a vector of the first n of these samples. The error signal for a voice echo canceller as shown in Fig. 2 can be written as 
(4.9)
Note that in general the optimum filter coefficient vector is not equal to the first n samples of the echo impulse response. However, if we assume that the reference samples are mutually uncorrelated, and that xk is uncorrelated with the reference samples, then we get where I is the identity matrix. In t h s case the optimum filter coefficient vector is equal to the echo impulse response aopt = h .
(4.12)
Another condition under: which this is true is when, the echo impulse response is truncated to n coefficients or less. In practice, n will be chosen sufficiently large for this latter condition to be nearly valid.
The most widely used practical algorithm for adaptation of an echo canceller is the stochastic gradient algorithm (sometimes known as the LMS algorithm). It is based on the following idea. If the ensemble statistics of the reference and near-end talker processes were known, the matrix inversion of (4.9) could be avoided by using an iterative gradient algorithm. In this approach, successive corrections to a are made proportional to the negative of the gradient of E[e:] with respect to a . Since this gradient is in the direction of maximum rate of increase of E[e:], subtracting t h s gradient from a should reduce the error. It can be shown that this algorithm does converge to the minimum of (4.9) as long as the constant multiplying the gradient is small enough.
An expression for the gradient is The troublesome part of this expression is the expectation operator since the underlying statistics are not known in practice. The principle behmd the stochastic gradient algorithm is to ignore the expectation operator. The quantity which is left, while it is random, has an expected value equal to the desired gradient. Thus, it is an unbiased estimate of the gradient. This "noisy" or "stochastic" gradient is substituted for the actual gradient, resulting in the so-called stochastic gradient algorithm
(4.14)
= ( I -p y ; y~)~; + p ( y ; y , r h +~;~; ) . (4.15)
The first form of (4.15) is suitable for implementation since all the quantities are known, while the second is used for analysis. The constant p is used to control the convergence of the algorithm. In general, making / 3 larger speeds convergence, while making p smaller reduces the asymptotic error. (It will be found later that there is an optimum / 3 from the point of view of convergence rate.)
The nature of adaptation algorithm (4.5) was illustrated in Fig. 3, which is based on (4.15) The convergence properties of t h s algorithm will be analyzed in two steps in the following two subsections: First the average trajectory of the filter coefficient vector will be considered, and then the fluctuation of the trajectories about this average trajectory will be discussed. In both cases, wide-sense stationarity will be assumed. This is unrealistic for a speech canceller, but nevertheless useful for developing insight. 
I ) Average Trajectop of a Coefficient
z -P @ ) E a ; -l + P ( @ h + p ) . (4.18)
The key approximation that has been made is that the reference signal is uncorrelated with the filter coefficient vector; This approximation, which is necessary to make tractable the stochastic analysis of the gradient algorithm, is fortunately valid for small p because of the slow trajectory of a i whch results. If aopt from (4.9) is subtracted from both sides of (4.18) and if
is defined as the error between the actual and optimal coefficient vector, then an iterative equation for the error results, € i + l = (r-P@)E;. 
Iterating this equation,
In addressing the question of whether this error approaches zero, several important properties of the CP matrix are critical. Specifically, it is symmetric, Toeplitz, and positive definite. The latter implies that it has positive real eigenvalues and is invertible. T h s inverse C P -' is also a symmetric matrix. @ can be written in the form
where A is a diagonal matrix of eigenvalues of @
A=diag[A,,...,A,] (4.23)
and V is an orthonormal matrix,
V V T = I (4.24)
whose j t h column is the eigenvector of @ associated with the j t h eigenvalue. Since @ is assumed to be positive definite, the eigenvalues are positive real-valued. The matrix in (4.21) can be written in the form
(Z--p@)'= (YVT-.PVAVT)' = ( v ( I -~A ) v * ) '
= V( I -~A ) ' v~.
(4.25)
Thus, the vector e; obeys a trajectory which is the sum of n modes; the j t h of which is proportional to
(1 -PA,)'. (1-e). i
(4.28)
The ratio of largest to smallest eigenvalue is thus seen to be of fundamental importance; it is called the eigenvalue spread. The eigenvalue spread has a minimum value of unity, and can be arbitrarily large. The larger the eigenvalue spread of the autocorrelation matrix, the slower the convergence of the filter coefficients. It is instructive to relate the eigenvalue spread to the power spectral density of the reference random process. It is a classical result of Toeplitz form theory that minS(u) < A j < maxS(u) It follows that spectra of the reference signal which result in slow convergence of the average trajectory are those for whch the ratio of the maximum to minimum spectrum is large, and spectra which are almost flat (have an eigenvalue spread near unity) result in fast convergence. Intuitively, the reason for slow convergence of the average trajectory for some spectra is the interaction among the adaptation of the different coefficients. As the successive reference samples become more correlated, there is more undesirable interaction among the coefficient adaptations.
Since the modes of convergence of the stochastic gradi- 
, MARCH 1984
ent algorithm are all of the form of y i where y is a positive real number less than unity and i is the iteration number, the error in decibels can be determined by taking the logarithm of the square, 10 log,, ( y2') = (10 log,, ( y2)) i (4.32) and thus the error expressed in decibels decreases linearly with iteration number (the constant factors multiplying these exponentially decaying terms give a constant factor in decibels). The convergence of a gradient algorithm is thus often expressed in units of dB/s., which is the number of decibels of decrease in the error power per second.
Unfortunately, the convergence of the mean filter coefficient vector does not mean that any particular coefficient vector trajectory itself converges to the optimum, but only that the average of all trajectories converges to the optimum. In fact, the coefficient vector does not converge to the optimum. To see this, observe that even after conver-. gence of the coefficient vector in the mean-value sense, difference equation (4.15) still has a stochastic driving term, and therefore the coefficient vector continues to fluctuate about the optimum coefficient vector randomly.
The larger the value of the step size p, the larger this fluctuation.
It is therefore appropriate to study the fluctuation of the filter coefficient vector about its mean after convergence. This is done in the next section.
2) Fluctuation of Trajectories About the Average: The last section studied the convergence of the average filter coefficient trajectory; this section studies the fluctuation of a given trajectory about this average. To greatly simplify this analysis it will be assumed that the reference signal samples are uncorrelated (the reference signal is white). T h s assumption is not valid for speech signals, but the analysis nevertheless gives useful insight. This assumption is usually valid for a data echo canceller.
Calculating the norm of the difference between the filter coefficient vector and the optimum vector (which is h for this case), taking the expectation, and assuming that ui is zero-mean and uncorrelated with y,, and that the reference signal and the filter coefficient vector are uncorrelated,
E~a ; -h~2 = E [ ( a ; -l -h ) T E ( I -p~;~' ) 2 ( a ; -, -h ) ]
+ P2u:nR,. (4.33)
The final quantity to calculate, (for the Gaussian case n is replaced by n + 2, which is nearly the same for large n ) . and hence only approaches this asymptote if the quantity in parentheses is less than unity in magnitude. This in turn requires that
E ( I -p Y ; Y~) 2 =~-2 B R o I + I B 2~[ (
Y'Y;)(Y;Yiq
(4.40)
It is instructive to define the time constant of the convergence of the mean-square filter coefficient vector 'error as the 7 such that (1 -2PR, + P2nR;) = -. 
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(4.42)
iterations.
In comparing (4.40) to (4.26), note that for the simpler white reference signal case considered here, all the eigenvalues of @ are equal to R,. Hence, (4.40) is considerably more stringent than (4.26), particularly for large n. Further, while (4.25) implies that / 3 should be chosen as large as possible for fastest convergence (subject to stability constraints), (4.39) has an optimum p for fastest convergence given by (half the largest p), with a resultant convergence as The preceding gives the mean-square error in the filter coefficient. This quantity can also be related to the meansquare echo residual. The latter is given by E [ e?] = R , E I~, -/t12 + 0," (4.46) assuming again that p = 0 and = R,I. The second term is the minimum mean-square error which would be possible if the correct constant filter coefficient vector was used. The first 'term therefore represents an "excess" mean-square error which is due to the adaptation algorithm. When the step size of (4.43) whxh results in maximum convergence rate is used, and the excess mean-square error is equal to the variance of the uncancellable signal.
Several properties of this convergence should be noted. First, the / 3 which should be chosen to keep the excess mean-square error small is considerably smaller than would be predicted by (4.26), which relates only to the convergence of the mean-value of the filter coefficient vector. Second, the fastest convergence of the .mean-square error depends on the number of coefficients in the echo canceller, as the number of coefficients n increases, the fastest convergence slows down. Finally, the optimum step size for fastest convergence in (4.43) is inversely proportional to the reference signal power, R,. Thus, to properly choose p, R , should be known, and if R , is actually varying slowly with time (as in speech cancellers), best performance requires that p track t h s variation. This is considered in Section IV-C.
B. Deterministic Theory of Convergence
There are several shortcomings of the convergence analysis just performed. The assumption of wide-sense stationarity is invalid for speech, and the approximation of uncorrelated coefficient vector and reference signal is of doubtful validity as / 3 gets large.
There is also a fundamental question of what happens when the input signal does not cover the whole band up to half the sampling rate (an extreme case would occur when the reference signal is a sinusoid). Then from (4.31) the minimum eigenvalue approaches zero and the eigenvalue spread approaches infinity. Does this imply that the average coefficient trajectory does not approach the echo impulse response? Indeed it does since there are many coefficient vectors which will result in complete cancellation under this condition, each of these vectors having a different transfer function in the frequency band where there is no reference signal power.
There is an important deterministic theory of canceller adaptation which is able to rigorously derive upper and lower bounds on coefficient vector error for a given input reference signal given waveform [l], [12]. This theory gives qualitatively similar results to the stochastic analysis previously described, but it is very comforting to be able to state conditions under which convergence is guaranteed. In particular, this theory assumes a ''mixing condition" to be satisfied in order for convergence of the coefficient vector to the region of the actual echo impulse response. T h s mixing condition is analogous to the reference signal having power over the entire band up to half the sampling rate.
C. Modifications to the Adaptation Algorithm
There are several useful modifications which can be made to the adaptation algorithm to improve performance or simplify implementation which are described in this section.
A useful modification which is often made is to replace the error signal e; by the sign of this signal sgn(ei). The motivation for doing this is simplification of the hardware: the adaptation equation of (4.17) becomes where the only multiplication is by p or -p. This limited multiplication is particularly simple to implement if / 3 is chosen to be a power of 2-' in a digital implementation.
One would expect intuitively that the value of the cross correlation would not be affected in a major way by using the sign of the error. It has been shown [13] that the convergence of the algorithm is not compromised by this simplification, but that the speed of adaptation is reduced somewhat. In fact, it is shown more generally that any nonlinearity in the multiplication adversely affects convergence to some extent.
Another common modification to the stochastic gradient algorithm is to normalize the step size to eliminate an undesirable dependence of speed of convergence on input signal power. This dependence can be seen from (4.42) where the time constant of adaptation is inversely proportional to R,. Further, if /? is kept constant and the signal power is increased, eventually from (4.40) the algorithm becomes unstable. This is particularly a problem in a speech canceller where the input signal power varies considerably. From where ei is the analytic cancellation error and Ci* is the conjugate of a vector of complex data symbols.
V. RECENT ADVANCES IN ECHO CANCELLATION
The major portion of recent work in echo cancellation has focused on three areas: the extension to nonlinear.echo models, speedup of the adaptation, and implementation. This section reviews this recent activity.
A. Nonlinear Echo Cancellation
The basic echo cancellation model presented earlier was capable, within the constraints of a finite impulse response, of exactly cancelling only an echo which is a linear function of the reference signal. Some older work in speech cancellers and some more recent work in data cancellers has extended the adaptive echo canceller to nonlinear echo generation phenomena [14] , [15j. This extension is not critical to speech echo cancellers because the actual echo generation mechanisms, while not necessarily precisely linear; are close enough to linear that a linear canceller is able to meet the cancellation objectives. In data transmission, on the other hand, the objectives for degree of cancellation are sufficiently ambitious that nonlinear echo generation phenomena are of importance. The primary sources of nonlinearity in data cancellers are the data converters in the implementation of the canceller itself, as well as transmitted pulse asymmetry and saturation of transformer magnetic media. While these mechanisms result in a very small degree of nonlinearity, they are nevertheless of importance when the objective is.50-60 d B of cancellation.
The method of extending echo cancellation to nonlinear echo mechanisms that has been proposed is the use of the Volterra expansion. This expansion is capable of representing any echo mechanism which is time invariant. That is, the nonlinearity can have memory, such as in the hysteresis in a magnetic medium, but the nature of the nonlinearity cannot change with time. Of course, since the canceller is adaptive, the nonlinearity can change slowly in time, as long as the adaptation mechanism can keep up. For a data canceller, the number of coefficients required for a Volterra expansion is finite even for perfect cancellation because of the finite number of possible transmitted signals.
[15]. This assumes as in the linear case that the echo can be represented as a (nonlinear) function of a finite number of past transmitted data symbols.
B. Speedup of Adaptation
Where faster adaptation than is afforded by the stochastic gradient algorithm is desired, there are several techniques for speeding adaptation.
In almost all echo cancellation applications, high speed of convergence is desirable for initial acquisition, but is not necessary for subsequent tracking since the echo transfer function changes very slowly. Thus, a large constant of adaptation p is desirable during acquisition, but is not necessary following reasonable convergence. A natural algorithm to consider is to use a relatively large p initially, and then "gear-shift" to a smaller B after convergence is achieved.
A more radical means for increasing adaptation rate is to use a lattice filter in place of the transversal filter. As was detailed in Section IV-A-2), the transversal filter algorithm convergence suffers when the reference samples are highly correlated. In effect the lattice filter does an adaptive prefiltering of the reference signal prior to the adaptation to the echo transfer function. This prefilter serves the purpose of whitening the reference signal, thereby speeding the convergence of the canceller.
The extension of the stochastic gradient algorithm to the lattice filter is straightforward. The simplest, but not necessarily best performing, approach will be described here (see Note that the adaptation of each lattice stage is based on the input signals to that stage. Therefore, the algorithm converges sequentially by stage: the adaptation of the first stage is necessary before the adaptation of the second state, etc. Since each stage requires only a scalar adaptation, the speed of adaptation is essentially independent of eigenvalue spread. The adaptation serves to minimize the forward prediction error, which it turns out is equivalent to making the successive orders of backward prediction error uncorrelated. The latter in turn speeds the adaptation of the 6, coefficients since it eliminates the interaction among those coefficient adaptations. Experience has shown that for input signals with a large eigenvalue spread, the overall adaptation of the lattice filter is considerably faster than the adaptation of the transversal filter. For the data canceller, the data symbols are usually approximately uncorrelated. This is particularly true in the presence of scrambling, which "breaks up" probable highly correlated patterns such as marking sequences. While the primary purpose of scrambling is to aid timing recovery, it is also of benefit to canceller adaptation. Thus, for data cancellers, there is little benefit to using the lattice filter.
MESSERSCHMI'ITIT: ECHO CANCELLATION
For speech cancellers, on the other hand, the signal samples are usually highly correlated. Unfortunately, however, the exact nature of the correlation changes fairly rapidly with time. The reflection coefficients of the lattice filter therefore have to continually readapt to the spectnim of the reference' speech signal. As the reflection coefficients adapt, the b, coefficients also have to readapt to maintain the same overall transfer function. This illustrates a disadvantage of the lattice filter for echo cancellation applications: while the transversal filter coefficients are largely independent of the reference signal statistics, and depend mostly on the impulse responst of the echo channel, the lattice filter coefficients depend strongly on the reference signal statistics and must continually readapt as those statistics change.
In cases where the lattice filter is of little benefit or even faster convergence is desired, another class of ieast-square (LS) adaptation algorithms closely related to the Kalman filter in control theory can be used. These algorithms are based on the minimization of the least-square cancellation error over the choice of adaptive filter parameters, with a 'weighting function decreasing exponentially into the past to give the algorithm finite memory. A simple example is appropriate for illustration. Define a squared error at time i as those based on both a transversal filter [18] and lattice filter realization [19] . Neglecting finite precision effects, the performance is identical since the quantity being minimized in each case is identical. There are also versions of the LS algorithms which have much reduced computational requirements relative to the simple algorithm just displayed
The LS algorithms are particularly effective in speeding adaptation for the data canceller case where the data symbols can be chosen during a training period to assist in the canceller adaptation. In this case, the reference signal algebraic properties become much more important than the stochastic properties, and it has been shown that the mean values of the filter coefficients of a canceller based on least squares can adapt in n data symbols for an n-coefficient canceller [20] . Furthermore, it has been shown that the least-squares algorithm can be virtually as simple as the stochastic gradient algorithm for a reference signal which is chosen to be a pseudorandom sequence [21] . This sequence is also particularly simple to generate.
In data echo cancellation, a significant factor slowing adaptation is the far-end data signal. This suggests yet another way of speeding adaptation: the data signal can be adaptively removed from the cancellation error in a decision-directed fashion [22] in an approach called an "adaptive reference" canceller. This is illustrated in Fig. 14 where the adaptive reference is attached to the output of the receiver. It forms a linear combination of the current and past receiver decisions to form a replica of the far-end data signal appearing in the cancellation error signal. T h s replica is subtracted to yield a new error signal which drives the echo canceller. adaptation algorithm. Because the farend data signal has been removed from the error, u , ' in (4.37) is made smaller and the adaptation constant p can be chosen to be larger for a given excess mean-square cancellation error. This in turn speeds adaptation.
Because the receiver decision circuit typically includes delay, a compensating delay is inserted in the other inputs to the canceller adaptation algorithm. In effect the entire adaptation operates on a delayed basis.
Of course there is a problem getting started, when the cancellation may not be adequate to support a reasonable receiver error rate. This problem is solved by either starting out with a known training sequence (not requiring receiver ~191.
There are many versions of the LS algorithms, including decisions), or by disabling the adaptive reference and using a larger p initially until the echo is cancelled sufficiently for a reasonable error rate.
C. Implementation of Echo Cancellation
The widespread application of echo cancellation has recently been stimulated by advances in microelectronics, making the computational requirements of the canceller within the reach of an inexpensive single-ship implementation. Because the potential applications of echo cancellation are numerous, there has been considerable activity in the design of devices for echo cancellation.
The first special-purpose chip for speech cancellation was developed by Bell Laboratories [23] . This device implemented ,a single 128 coefficient canceller using digital techniques, with an interface to the standard p-255 format widely used in the digital transmission network. Cleverly, advantage was taken of the nearly logarithmic nature of this companding law to simplify the multiplications required in the implementation of the transversal filter. A later version of this device added the capability to cascade chips to achieve up to four times the number of coefficients The implementation of a data echo canceller in monolithic form represents special challenges [7] , [lo] . The major difficulty is in achieving the 'required accuracy without incorporating expensive off-chip precision components or trimming during manufacture. The source of the problem is that the adaptation must be implemented digitally to acheve the long time constants required for high asymptotic accuracy, but the interface to the transmission medium is inherently analog. This implies the need for hgh-speed analog-to-digital conversion somewhere between the medium and the adaptation, and this conversion must have an accuracy on the order of 12 bits with perfect linearity. While this accuracy can be achieved with trimming, without trimming special measures must be taken to overcome the nonlinearity of the data converters.
Two solutions have been proposed to t h s problem. One solution [7] is shown in Fig. 15 , in which the transversal filter is implemented in analog circuitry where good linearity can be insured. The adaptation circuitry is digital, ensuring that the long time constants which are necessary can be achieved. The D/A conversion occurs at the output ~4 1 .
of the adaptation circuitry where the filter coefficients are converted to analog. In this case, a mild monotonic nonlinearity can be compensated by the adaptation algorithm.
The second solution [is] is to use the nonlinear cancellation algorithm described earlier. This approach is illustrated in Fig. 16 where the transversal filter is implemented digitally. The nonlinearity in the D/A converter in this case is compensated by extra nonlinear taps in the canceller. This method has the advantage that sources of nonlinearity external to the canceller, such as transmitted pulse asymmetry and transformer saturation, can also be compensated. Finally, the two solutions can be combined: extra nonlinear taps can be added to the analog transversal filter in' Fig. 15 for the compensation of any external nonlinearities.
VI. CONCLUSIONS
This paper has described the applications, algorithms, and technology of echo cancellation. Due to advances in microelectronics, which make echo cancellation more economical, broad application of these techniques can be expected. New applications of echo cancellation, such as the elimination of acoustic reverberation, can also be expected.
