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We present a comparison study of state-of-the-art classical optimisation methods to a D-Wave
2000Q quantum annealer for the planning of Earth observation missions. The problem is to acquire
high value images while obeying the attitude manoeuvring constraint of the satellite. In order
to investigate close to real-world problems, we created benchmark problems by simulating realistic
scenarios. Our results show that a tuned quantum annealing approach can run faster than a classical
exact solver for some of the problem instances. Moreover, we find that the solution quality of the
quantum annealer is comparable to the heuristic method used operationally for small problem
instances, but degrades rapidly due to the limited precision of the quantum annealer.
I. INTRODUCTION
Due to recent hardware developments [2, 12, 14, 18],
quantum computing is gaining more and more interest
across industry and research domains. There are indica-
tions that heuristic quantum approaches might outper-
form classical approaches for certain combinatorial opti-
misation problems [5, 6]. The most prominent of these
approaches are quantum annealing (QA) and the Quan-
tum Alternating Operator Ansatz (QAOA) [9].
In this study, we assess the performance of quantum
annealers for the operational planning of an Earth obser-
vation satellite. Rather than comparing quantum anneal-
ing to their classical counterparts [5], we pursue a more
practical and application-driven approach by comparing
the performance of quantum annealers to algorithms used
in an industry setting. There have been multiple studies
on solving more or less real-world problems with quan-
tum annealing [13, 15–17]. However, few of them used
real world data for benchmarking or compared to state-
of-the-art classical solvers which are used operationally
in industry. With this study, we aim for enhancing the
insight on the maturity and potential of quantum com-
puting for real-world planning problems; in particular
from the perspective of potential end-users of quantum
computers from industry.
The paper is structured as follows: in Section II we
introduce the details of the problem, before we present a
classical solution in Section III; in Section IV we present
and analyse the results from the quantum annealer before
we compare them to the classical solution in Section V.
II. PROBLEM DESCRIPTION
In the following, we will describe the Earth observation
satellite mission planning problem we are investigating in
this work. For alternative formulations of mission plan-
ning problems see [11]. We are given a set of targets
to photograph on the Earth’s surface, the acquisition re-
quests, together with their commercial value, the score.
We focus on a high-resolution, agile satellite in a highly
inclined orbit (typically sun synchronous at 98◦), which
provides good coverage of the globe. The ground swath
of a high resolution optical instrument is typically two
orders of magnitude lower than the area corresponding
to the satellite field of view. Satellite agility is therefore
critical for taking as many pictures as possible. While
the optical instrument remains fixed on the satellite, the
whole satellite is manoeuvrable on three axes (roll, pitch
and yaw), due to its attitude and orbit control system.
The satellite can therefore manoeuvre during image ac-
quisitions and during transitions between images [11].
Figure 1 depicts a realistic scenario visualisation. The
agility of the satellite allows it to start the acquisition of
a given area on Earth in a continuous period of time when
it passes over this area. We call this period of time the
access period. However, we restrict ourselves to a discrete
set of imaging attempts by dividing the access period into
multiple equidistant points in time where the satellite can
FIG. 1. Realistic visualisation of a mission plan where acqui-
sition requests are in white, planned request are in yellow and
already acquired request are in green.
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2FIG. 2. Illustration of a mission plan
start an acquisition. The mission plan is restricted to a
single orbital revolution so that each acquisition request
has at most one access period. We strive to select imagin-
ing attempts such that the total score is maximized while
obeying multiple constraints. The problem is defined by
the following parameters (cf. Figure 2):
• R, the set of acquisition requests in the observed
area
• Ir, the set of imaging attempts for a request r ∈ R
resulting from the discretisation of the access pe-
riod
• wr,i ∈ R, the score of an imaging attempt i ∈ Ir
for the acquisition request r ∈ R representing the
commercial value of the acquisition
• tri ∈ R, the start time for the acquisition of the
imaging attempt i ∈ Ir
• dacqr,i ∈ R, the duration of the acquisition of the
imaging attempt i ∈ Ir
• dman(r,i)→(s,j) ∈ R, the duration of the manoeuvre
from the satellite attitude after finishing acquisi-
tion of the imaging attempt i ∈ Ir to the attitude
required to perform the acquisition of the imaging
attempt j ∈ Is.
Note, that usually the same score is used for each imaging
attempt of a given acquisition request as it corresponds
to the commercial value of the acquisition, i.e. wr,i → wr.
We define xr,i as the binary variable to capture the
selection (value = 1) or dismissal (value = 0) of an ac-
quisition request r ∈ R at the imaging attempt i ∈ Ir
in the mission plan. These xr,i are therefore the decision
variables of our mission planning problem and their val-
ues constitute a mission plan. Given such a mission plan,
the revenue function is the total score for the plan. Since
we would like to formulate the problem as a minimiza-
tion, we define the cost function as the negative revenue
function
C = −
∑
r∈R
∑
i∈Ir
wr,ixr,i . (1)
Not all sets of decision variables constitute a feasible mis-
sion plan. They have to fulfill certain constraints. First,
an acquisition request should be met at most once.∑
i∈Ir
xr,i ≤ 1 ∀r ∈ R. (2)
Second, a satellite may not have sufficient time to ma-
noeuvre from the end of a certain image acquisition to
the beginning of another one. Therefore, certain pairs of
imaging attempts corresponding to different requests are
forbidden to be planned together
xr,i + xs,j ≤ 1 ∀(i, j) ∈ Fr,s ∀(r, s) ∈ R2, r 6= s, (3)
where
Fr,s =
{
(i, j) ∈ Ir × Is :
tri ≤ tsj < tri + dacqr,i + dman(r,i)→(s,j)
}
is the set of pairs of forbidden imaging attempts. The
total optimisation problem reads
min −
∑
r∈R
∑
i∈Ir
wr,ixr,i
s.t.
∑
i∈Ir
xr,i ≤ 1 ∀r ∈ R
xr,i + xs,j ≤ 1 ∀(i, j) ∈ Fr,s
∀(r, s) ∈ R2, r 6= s
xr,i ∈ {0, 1} ∀i ∈ Ir ∀r ∈ R.
(4)
This problem belongs to the class of integer linear pro-
gramming (ILP) problems, which are known to be NP-
hard in general. Note, that this problem can be easily
extended to a constellation of satellites addressing the
same set of imaging requests.
A. Problem instances
We created sets of benchmark problem instances which
are small enough to be amenable to the D-Wave 2000Q
machine, but still retain the characteristics of industry
size problems. To this end, we simulated small real-world
scenarios and varied a number of scenario parameters to
generate a representative set of problem instances. In
particular, we varied
3• the number of acquisition requests in the scenario
NR = |R|,
• the discretisation step ∆t as the number of seconds
between two imaging attempts of the same request
and
• the latitude range Λ in degree. The NR acquisition
requests are taken randomly within the latitude in-
terval [−Λ; Λ] corresponding to the observed part
of the orbit track.
After creating the instances, it is worthwhile to investi-
gate the derived parameters as they are indicators for the
complexity of the instances:
• number of binary variables N = ∑r∈R |Ir|
• constraint ratio (given in percent)
nC = 100 · 2NC
N(N − 1) ,
where
NC =
∑
s,r∈R
s6=r
|Fr,s|+
∑
r∈R
1
2 |Ir|(|Ir| − 1)
is the number of the pairwise constraints and
1
2N(N − 1) is the maximum number of such con-
straints.
For simplicity, we set all scores wr,i = 1. The number
of binary variables N depends on the number of acqui-
sition requests NR and the number of imaging attempts
per request |Ir|. However, the latter is controlled by the
discretisation step ∆t. The finer the discretisation, the
more imaging attempts, and therefore binary variables
we have. The constraint ratio nC also depends on the
latitude range Λ. By decreasing the latitude range while
fixing all other parameters, the requests get more dense
and therefore the time between two requests available
for manoeuvres is decreased leading to more constraints.
This can be seen in figure 3 where we show two problem
instances with a large and a small latitude range along
the same orbit track.
We created two sets of problem instances. The first
set P contains 720 problem instances with a broad range
of parameters. Unless stated otherwise, we will use this
problem set throughout this work. Figure 4 shows the
parameter ranges for the problem set P. In addition, we
created a smaller problem set of 50 instances with fixed
discretisation time ∆t = 15s and small latitude range
Λ = 2◦, denoted by Phard. This set contains 10 problem
instances for each number of binary variables in the list
[30, 40, 50, 60, 70]. Due to the small latitude range, these
problems are characterised by a relatively large number of
constraints which makes them harder to solve in general.
FIG. 3. Two examples of problem instances used in this
study. Left: for NR = 11, ∆t = 12s, Λ = 10
◦ get N = 75,
nC = 20%. Right: for NR = 12, ∆t = 16s, Λ = 1
◦ get
N = 68, nC = 42%.
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FIG. 4. Statistics of the set of problem instances P showing
the amount of instances for different parameters: N is the
number of binary variables, NR is the number of requests, ∆t
is the time discretisation, Λ is the latitude range in degrees
and nC is the constraint ratio in percent.
III. CLASSICAL SOLUTION
In this section, we discuss two types of classical so-
lution methods: an exact solver and a greedy heuris-
tic approach mimicking the algorithm used operationally
at Airbus Defence and Space. For both methods, a
computer with an Intel(R) Xeon(R) Gold 6152 CPU @
2.10GHz and 520Go RAM was used.
A. Exact solver
The open-source, mixed-integer linear programming
exact solver lpsolve [1] is used to solve the constraint
binary problem (4). Since the formulation of the prob-
4lem treats constraint (3) in a pairwise fashion, we refer
to this method as pairwise exact solver hereafter.
In addition, we reformulate problem (4) to better
adapt it for the selected exact solver (lpsolve). We start
by considering a graph consisting of a vertex for each xr,i
and an edge between two vertices whenever the activation
of both corresponding decision variables is forbidden by
one of the two constraints (2) or (3). As a pre-processing
step, we find the set of all maximal cliques Smaxcliques in
this graph. The mission planning problem (4) can then
be reformulated as:
min −
∑
r∈R
∑
i∈Ir
wr,ixr,i
s.t
∑
xr,i∈K
xr,i ≤ 1 ∀K ∈ Smaxcliques
xr,i ∈ {0, 1} ∀i ∈ Ir ∀r ∈ R.
(5)
The equivalence of this problem to (4) can be demon-
strated by contradiction. Since maximal cliques can have
better properties for exact solving [7, 8, 10], we expect
the exact solver to perform better on the reformulated
problem than on the original one. For the remainder of
this work, we refer to the method of solving the reformu-
lated problem (5) with lpsolve as clique exact solver.
B. Greedy heuristic
Due to run-time requirements, a greedy algorithm with
complexity O(N) is used operationally. The algorithm
considers all acquisition requests one by one in decreasing
order of score. The algorithm tries to insert each acqui-
sition request in the plan (initially empty) while prevent-
ing manoeuvring conflicts. Higher value requests there-
fore benefit from a higher likelihood of being inserted
into the plan, due to the relative sparsity of entries in
the early parts of the planning. Lower value requests,
considered only at the end of the planning process, are
more difficult to insert into the plan while respecting all
manoeuvring constraints. In order to find at least one
imaging attempt for the considered request which does
not violate any manoeuvring constraint involving the al-
ready inserted requests, the algorithm is permitted to
change their corresponding selected imaging attempts. If
no suitable imaging attempt can be found, the request is
discarded. The decision of inserting or discarding an ac-
quisition request is final and will not change when trying
to insert following lower-score requests. The chronologi-
cal order of the acquisition requests inserted in the plan
never changes throughout the algorithm. The algorithm
stops when all requests have been considered.
In most problems this deterministic algorithm will not
provide the optimal solution but it is a good compromise
between a fast execution time and high total score value.
IV. QUANTUM ANNEALING
In order to make the problem amenable to a D-Wave
quantum annealer, we need to convert its mathematical
formulation to a quadratic unconstrained binary optimi-
sation (QUBO) formulation [13, 16, 17]. This can be
done by adding penalty terms to the linear cost function
(1) in order to enforce the constraints. The total QUBO
cost function is then given by
Q = C + λuCu + λtCt .
The first constraint (2) is fulfilled if the penalty term
Cu =
∑
r∈R
∑
i,j∈Ir
i 6=j
xr,ixr,j
vanishes. Similarly, the second constraint (3) is fulfilled
if the penalty term
Ct =
∑
r,s∈R
r 6=s
∑
(i,j)∈Fr,s
xr,ixs,j
vanishes. In order to make sure that both penalty terms
vanish in the optimal solution of the problem, we need to
choose the penalty weights λt and λu large enough. An
upper bound for the minimum sufficient penalty weights
is given by
λ = max
r∈R
i∈Ir
wr,i .
Meaning, if λt > λ and λu > λ, the optimal solution
fulfils the constraints. Therefore, we chose
λu = λt = 1.1λ (6)
for the remainder of this work.
The D-Wave 2000Q processor has a Chimera-graph ar-
chitecture. In order to map problems with arbitrary con-
nectivity onto the machine, it is necessary to first convert
the problems into a Chimera-graph form [3, 4]. For each
instance in our problem set, we use up to 5 different so-
lutions of D-Wave’s heuristic embedding algorithm [3] to
embed a given instance into the D-Wave 2000Q proces-
sor. We were able to embed problem instances with up to
80 logical variables (see figure 5). As expected, problems
with a larger number of connections between imaging re-
quests need a larger number of physical qubits per logical
qubits.
We used 10000 annealing runs and majority voting as
an unembedding strategy for each of the embedded prob-
lem instances. For each instance the chain coupling JC
was fixed to a constant value chosen in two different ways
(cf. [15, 16]):
(a) by taking the negative magnitude of the largest ab-
solute coefficient value of the corresponding Ising
model (converted from QUBO) before the embed-
ding. We will call this worst case treatment.
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FIG. 5. Number of physical qubits after embedding against
number of variables (number of logical qubits) for various con-
nectivity ratios nc for all instances in P.
(b) by experimentally finding the value that provides
the largest success probability, which we will call
optimal-value.
The success probability is measured by dividing the num-
ber of optimal solutions found by the number of anneal-
ing runs [13, 17]. We remark that the optimal-value strat-
egy is poorly suited for use in an operational setting due
to the repeated calls to the D-Wave machine during pa-
rameter optimisation.
As was shown in previous studies, the precision re-
quirement of the problem instances can be a limiting fac-
tor [15, 16]. Given the embedded Ising model of a cer-
tain problem instance H =
∑
i hisi +
∑
ij Jijsisj , si ∈
{−1, 1}, a measure of the required precision is the maxi-
mum coefficient ratio (cf. [15, 16]):
CIsing = max
{
maxi |hi|
mini |hi| ,
maxij |Jij |
minij |Jij |
}
.
If this number is large, the problem cannot be resolved on
the D-Wave machine and the success probability is sup-
pressed. Figure 6 shows the success probability and the
maximum coefficient ratio for all instances against the
number of variables. Although, we were able to embed
instances up to 80 logical variables, the success proba-
bility vanishes for instances larger than approximately
65. Simultaneously, the maximum coefficient ratio, and
therefore the precision requirements, increases exponen-
tially with the number of logical variables up to a plateau
above 65. From these results, we conclude that the pre-
cision is the limiting factor here.
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FIG. 6. Success probability (mean and standard deviation,
blue) and the maximum coefficient ratio (mean, grey) against
the number of variables (number of logical qubits) for all in-
stances in P. The chain coupling was set experimentally for
each instance in order to maximise the success probability.
V. QUANTUM ANNEALING VS. CLASSICAL
RESOLUTION
A. Random sampling vs QA
As a first step in our comparison of classical meth-
ods and quantum annealing, we consider the QUBO cost
function of a single problem instance and compare the
energy distribution obtained with the quantum annealer
against one obtained with random uniform sampling of
the search space for our binary variables. The result can
be seen in figure 7. We used 100000 quantum annealing
runs on the chosen problem instance with 70 binary vari-
ables. As expected, the quantum annealer samples from
the low energy distribution of the given QUBO and gives
far better results than a random uniform sampling.
The oscillatory behaviour in the D-Wave or the ran-
dom evaluation is caused by the encoding approach of
constraints. The oscillation period is equal to the value
of the selected penalty weights: λt = λu = 1.1λ (cf.
equation (6)).
B. Time-to-exact-solution benchmark
In this section, we compare the time needed for the ex-
act solver to find the exact solution with the time needed
for the QA to find the optimal solution with 99% cer-
tainty. The latter is given in terms of the success proba-
bility p as
T99 =
ln(1− 0.99)
ln(1− p) TAnneal ,
where the annealing time was set to TAnneal = 20µs for
all experiments. As discussed in section IV, we used the
two different choices of the chain coupling JC denoted
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FIG. 7. Random sampler against the D-Wave machine for
QUBO resolution of an example problem instance with the
following characteristics: N = 70, ∆t = 15s, Λ = 2◦,
NR = 12, nC = 37%.
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FIG. 8. Run time comparison of classical exact solver and
quantum annealer. For quantum annealing, the time to exact
solution with 99% certainty is given.
by worst-case-treatment and optimised-value. Moreover,
we used two different classical exact methods, denoted
by pairwise exact solver and clique exact solver (cf. sec-
tion III). The result of this comparison is shown in fig-
ure 8, where the run time is averaged over all problem
instances having the same number of binary variables.
As expected, the classical execution time of the pair-
wise exact solver increases exponentially with the num-
ber of binary variables. It is not surprising as ILPs in
general belong to the complexity class of NP-hard prob-
lems. The quantum annealing results with worst-case-
treatment show a similar slope and a constant offset of
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FIG. 9. Classical greedy heuristic vs QA for quality of solution
with fixed time. Orange: optimised chain coupling, Green:
fixed chain coupling, cf. IV.
about one order of magnitude. By optimising the cou-
pling chain strength (optimised-value), quantum anneal-
ing runs faster than the pairwise exact solver. However,
clique exact solver performs better than all other meth-
ods for larger instances. From this we cannot conclude
however, that the quantum annealer is inferior to clas-
sical methods in general. As explained in section IV,
the precision problems suppress the success probability
significantly for moderately large problem instances.
C. Quality of solution benchmark
In an operational setting, it is often the case that a
fixed time budget is reserved for the solver. The goal is
then to find the best solution in a fixed time frame. In or-
der to investigate the performance of a quantum annealer
in such a setting, we fixed the execution time for the
quantum annealer and compared it to the greedy heuris-
tic described in section III B. A fixed execution time for
the quantum annealer means we restrict the number of
annealing runs n to a certain value. Then the execution
time is given by nTanneal. Where we chose Tanneal = 20µs.
Note that we neglect pre- and post-processing time for
the quantum annealer. As a measure for the solution
quality, we use the approximation ratio, i.e. the objective
value of the best found solution divided by the optimal
objective value.
Figure 9 shows the average approximation ratio against
the number of variables for the greedy heuristic as well as
various quantum annealing configurations, for the prob-
lem set Phard. For the annealing runs, we considered
both choices of the chain strength and different fixed ex-
ecution times. The Greedy algorithm execution was fixed
to maximally 2ms. It is obvious that the greedy heuristic
7outperforms the quantum annealer for similar execution
times. Only for larger execution times, the quantum an-
nealer yields better results than the greedy heuristic for
smaller instances. However, due to the precision issues
of the quantum annealer the performance is suppressed
for larger instances.
VI. CONCLUSION
In this paper, we have studied a real-world satellite
planning problem and benchmarked the D-Wave 2000Q
quantum annealer against classical solvers, using exact
algorithms as well as the heuristic algorithm implemented
in operational systems. We have detailed the steps re-
quired to derive a suitable formulation for the D-Wave
machine and investigated different approaches for setting
the chain coupling factor.
As expected, the D-Wave quantum annealer samples
the low energy states of our problem far more efficiently
than a random sampler. We have proposed a fair method-
ology to evaluate quantum annealing against classical
computing through two benchmarks: time to exact so-
lution and quality of solution with fixed time. Results
show similar trends for both technologies but do not re-
veal any advantage over classical computers for this par-
ticular problem.
Limited qubit connectivity, precision issues and coher-
ence time remain a major bottleneck for the D-Wave
2000Q processor. Nevertheless, quantum annealers can
already compete with classical solutions that benefit from
decades of research and continuous improvement on both
the computing hardware and the optimization software.
We expect future quantum annealing devices to improve
significantly in size and accuracy. Based on the results of
this study, we believe such future devices could outper-
form classical computers for industry size problems. Ad-
ditional studies similar to this one are likely to enable the
use of more capable quantum computers for real-world
applications.
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