Multimedia data has a rich and complex structure in terms of inter-and intra-document references. Its potential is severely limited unless effective methods for semantic extraction and semantic-based cross-media exploration and retrieval can be devised. Today's leading-edge techniques in this area are working well for low-level feature extraction and, to a certain degree, for concept recognition and detection. However, they are focussing on narrow aspects of isolated collections of multimedia data, and are dealing only with single media types. In this paper we propose service oriented system architecture for measurable, intelligent and reliable semantic extraction and retrieval of multimedia data, short MISTRAL [16]. MISTRAL improves on these aspects by extracting a large variety of semantically relevant metadata from one media type and integrating it with semantic concepts derived from other media types. Results from this cross-modal semantic integration shall be fed back into the semantic extraction processes for each different media type to further enhance the quality of their results. MISTRAL will focus on innovative, semantic-based cross-modal exploration and retrieval techniques employing concepts at different semantic levels. The specifics of multimedia data will be addressed in the global, networked context employing semantic web technologies including security issues in such a networked environment. On top of this, we propose to integrate ontologies into the extraction process. By using their inference capabilities a feedback mechanism to low level concept extraction modules will be provided, enabling MISTRAL to resolve ambiguities and further enrich extracted semantic concepts in a domain independent way. Retrieval results based on semantic and cross-modal techniques shall contribute to a significant improvement of human-computer interaction in multimedia retrieval and exploration applications.
Related Work
This section gives a short overview of related research projects.
M4 Project
The overall objective of the M4 (multimodal meeting manager, see [7] ) project was the construction of a demonstration system to enable structuring, browsing and querying of an archive of automatically analysed meetings. The archived meetings have taken place in a room equipped with multimodal sensors. The system offers: word-level transcription, but no text extraction unit, recognition of gestures and actions, multimodal identification of person, intent and emotion, source localization and tracking, multimodal Integration, a demonstrator system for browsing and accessing information from an archive of processed meetings.
IBM MARVEL
"The MARVEL (see [3] ) system uses multimodal machine learning techniques for bridging the semantic gap for multimedia content analysis and retrieval. MARVEL automatically annotates multimedia making it possible to later search and retrieve content of interest. The objective of MARVEL is to … organize large and growing amounts of multimedia content much more efficiently and automatically." The system focuses on news video data, text is extracted by transcription. The functionality supports annotation and retrieval tasks. A semantic library is created by learning from training data. Learning is performed with text, visual and audio as input. The system exploits relationships, for example the confidence of detecting an Airplane is boosted by the finding that a scene takes place outdoor. MARVEL can recognise a very high number of objects/concepts, typically over 1000.
Prous Science MAVS
MAVS (Multilingual Audio Visual Search, see [9] ) is designed for searching in archives of scientific content. It allows the location of words, phrases and concepts within any multimedia content, typically videos. The results are produced similar to a web search with a ranked list of hits and when clicking on a result, the system retrieves the exact moment in the video. Although the system is capable of handling different type of data the focus is on voice recognition technology. Main features of the system are: speaker and vocabulary independence, full-text indexing, low system overhead, accuracy, and ease of adaptation to different languages.
2M2Net Framework
2M2Net is a generic framework (see [15] ) for multi-modal retrieval of multimedia data in multimedia digital libraries. The retrieval is conducted based on the integration of multi-modal features including both semantic keywords (concepts) and media-specific low-level features. Documents are represented by skeletons, which maintain metadata of both high-level semantics and low-level features for each element in the document. Elements of a document are semantically correlated to each other, so that semantics of a non-textual element can be inferred from related textual elements (intra-document correlation). Inter-document correlations are indicated by structural neighbourhood and hyperlinks. Keyword-based semantic retrieval and feature-level retrieval through submitting of examples are both supported.
AMI-Augmented Multiparty Interaction
AMI (see [2] ) is concerned with new multimodal technologies to support human interaction, in the context of smart meeting rooms and remote meeting assistants. The aim is to enhance the multimodal meeting recordings and make human interaction more effective in real time. To achieve these goals new tools for computer supported cooperative work have been developed. New ways to search and browse meetings, as part of an integrated multimodal group communication, have been designed.
NIST Meeting Room Project
This project concentrates on supporting the development of audio and video recognition technologies in the context of human-human meetings (see [12] ). The project includes an extensive data collection effort and collaborates with other data collection sites to provide a broad base of corpora for research, development and evaluation. The recognition technologies include speech-to-text transcription, speaker segmentation, and video extraction. An evaluation of speech recognition in meetings showed that speech recognition performance for this domain is significantly worse than for other more heavily researched domains due to severe acoustic and language challenges not found in other domains.
Motivation
The amount of available multimedia data will continue its rapid growth in the foreseeable future: According to a study conducted at the University of California, Berkeley [6] • Semantic-enriched cross-media queries with user feedback: A query could be "find all videos with a barking dog in the background and playing children in the foreground". The system should be capable of adjusting its background statistical model and learning from users when they give positive or negative feedback.
• Use of ontology based inference mechanisms for resolving ambiguities and enriching extracted concepts in a domain independent manner. For example an ontology modelling a meeting scenario serves as semantic backbone for MISTRAL. Low level features are mapped to concepts of the ontology, for example detected persons and their current actions in the meeting are mapped to the corresponding concepts. Thereby, ambiguities may occur, which can be resolved by using inference. Let's assume that from the audio stream it is detected that person A is moving around and speaking (speaker tracking) and from the video stream it is detected that person A is sitting. Since we may know due to the meeting agenda that person A will have a talk, and the model states that holding a talk involves walking around, we can resolve the above ambiguity between video and audio for the favour of audio.
The rest of the paper is organised as follows: Section 2 illustrates details on the proposed system architecture. Section 3 lists extraction and retrieval features envisaged in MISTRAL. The application context is given in section 4 and section 5 outlines related work. 
Overview of the System
MISTRAL shall be realised along the lines of service oriented architectures (SOA) and is composed out of a number of smaller, autonomous services each implemented with Web Service technologies (see Figure  1 ). Horizontal services define a clear flow of actions to be taken in order to develop and apply new semantic feature extraction and retrieval concepts and algorithms. Vertical services enrich the approach with security, user interface and benchmarking concepts.
Horizontal Services
Horizontal services represent the core functionality of MISTRAL. Multimedia data are automatically analysed to extract metadata at different semantic levels separately for different modalities (speech/audio, video/image, structured text/hypertext, and sensory data). In the next step the extracted metadata from different media types are be integrated with one another (2) . Results from this crossmodal semantic integration are fed back into uni-modal extraction processes to further enhance their quality. Integrated metadata are further enriched with semantic information (3), which is, for example, given in the form of a domain specific ontology. Finally, the enriched metadata is used by semantic applications (4), such as cross-media retrieval tools, classification or clustering tools.
Vertical services
Vertical services can be viewed as supporting services independent of the extraction and retrieval functionality. These services enrich MISTRAL and provide application oriented aspects. MISTRAL distinguishes three vertical services, namely security services, benchmarking services and user interfaces/visualization services:
• Security services will provide reliable, trustful and secure access to MISTRAL's services. Thereby, problems like encrypting large amount of data and to keep security as transparent as possible are considered.
• Benchmarking will allow comparison of results to state of the art techniques. Data sets used in MISTRAL will be available via a standardized interface for benchmarking with other systems/approaches. Benchmarking is an important aspect for the generation of new test data and comparison of algorithmic results in a standardised way.
• Visualization techniques will not only facilitate the use of the services provided by MISTRAL, but also directly contribute to the vision of a semantic system by supporting the human sense-making process of interpreting the semantics encoded in the content being visualized. Interactive visualization and exploration tools can assist in the management and maintenance of contains the domain specific knowledge base for semantic enrichment. An ontology provides the possibility to describe the terms of a specific domain and its interrelationships. As description language Web ontology language OWL is used. Content and metadata repository, as well as extracted feature and concept repository store data using MPEG-7 as data format. MPEG-7 (see [4] ) was chosen for having a standardised format describing multimedia content and allowing intelligent multimedia retrieval (see for example [10]). 5. The automation engine (standalone Web Service) provides functions for performing batch tasks over the other services. An example is training the uni-modal and multi-modal units. 6. Semantic Applications: Semantic applications are responsible for combining the different services of MISTRAL in a user centred, problem oriented manner. GUIs and visualisation suites include rich clients and Web applications and enable users to interact with the complex and distributed service structure of MISTRAL. Visualization techniques will not only facilitate the use of the services provided by MISTRAL, but also contribute to the vision of a semantic system by supporting the human sensemaking process of interpreting the semantics encoded in the content being visualized. Interactive visualization and exploration tools can also be useful in the management and maintenance of metadata. 7. Standardised benchmarking system defines interfaces and XML-based exchange formats required for benchmarking the performance of the algorithms, defines evaluation metrics and efficiency criteria for measuring performance (such as the F-measure, precision and recall etc.), and will enable statistical significance testing. Having a standardised interface will contribute to available standard test data sets like for example TREC-VID (see [14] ) and initiatives like the MUSCLE Network of Excellence. 8. Security subsystem will provide a light-weight, Webservice based access control with support for different user roles. The security subsystem will be integrated in a transparent manner. A security web service will allow single sign on and serve as a ticket service, providing unique and reliable security tickets for user. For applying digital right management (DRM) and intellectual property management (IPM) functions, MPEG-21 (see [4] ) will be used. 
Proposed Features in MISTRAL
In the light of the above introduced modular service based system architecture, we propose in this section the most prominent features of Mistral.
Modular, service based uni-modal concept extraction and multi-modal merging
Concept extraction in MISTRAL is based on uni-modal and multi-modal low level features. Concept extraction is the extraction of concepts from raw data and low level features such as colour distributions in video segments. Different algorithms can be used for extracting concepts from low level features of one modality (e.g. video, audio etc.). Examples of such algorithms are beamforming for audio based speaker tracking (see [15] ), concept indexing and application of linguistic techniques for text based preprocessing (see [1] ) and video object recognition from local, scale-invariant features (see [5] ). Combining low level features from different modalities (e.g. colour histograms in images and the surrounding text as keywords) shall result in the increase of accuracy (see [13] and [3] ). Nevertheless, different application domains require different extraction algorithms and therefore a modular support for extraction is essential and a unique feature of MISTRAL. One of the most important goals of MISTRAL is to develop and implement the extraction algorithms, and to tune them for the specific application domain in order to achieve optimal performance. However, for selected extraction tasks, such as speech-to-text transcription, some available, high-quality tools shall be employed.
Concept Merging, Semantic Enrichment and Automatic Feedback
As important as the choice of appropriate extraction algorithm is for uni-modal extraction, so is multi-modal merging and enrichment of the extracted concepts important for the performance of the system as a whole. In general, concepts extracted from different services for the same content may be: 1. Contradictory to each other: Two or more concepts contradict in their meaning. For example a person is detected as standing and as sitting at the same time by different services. Contradictions indicate that one or more concepts are wrongly identified by underlying services.
Confirmative to each other:
A concept from one service is confirmed by a concept of another service. For example a video service may detect that person A is speaking due to recognizing lip movement and the audio service also recognises that person A is speaking due to speaker recognition. Thus, the confidence in concepts like "person A is speaking" is increased.
Related to each other:
Two or more services extract concepts with different meaning. For example text to speech extracts the topic which is currently talked about in a video and the video unit detects that simultaneously power point slides are presented. The concepts are related to each other in the sense that it allows conclusions of the form that the presentation is about the topic extracted by speech to text. Thereby, the degree of relationship can range from completely independent concepts to concepts with a very close relationship. This, of course, depends on the underlying application domain. By using the underlying knowledge base and inference mechanisms contradictions, confirmations and relations will be identified and used as feedback mechanisms to the underlying uni-modal and multi-modal concept extraction units. For example a contradiction may result in retraining an extraction algorithm on that particular example or a confirmation may result in strengthening the responsible low-level to concept mapping hypothesis and increasing the confidence of two or more extraction services. Another form of feedback we consider is user feedback which can be given in two different ways. Feedback can be given implicitly by working with the system or explicitly by annotating multimedia data and/or updating the knowledge base. Both types of feedback are necessary, in our opinion, for obtaining a well performing system. Hence if we only rely on knowledge base based feedback mechanisms, then errors in the model or deviations between the model and reality will result in low-level feature to concept mappings which are wrong but rated as highly confident. Thus, we must rely on user feedback as quality assurance.
Domain Independence
By using MPEG-7/MPEG-21 and OWL MISTRAL also provides standardized interfaces to other research efforts on the data end. Using ontologies based on OWL allows easy exchange of the underlying knowledge base and the application of state of the art methods in ontology alignment for applying mappings between domain ontologies. Exchanging the knowledge base is necessary for being application domain independent since contradiction, confirmation and relating of concepts may vary depending on the available background knowledge and application domain. Also, different degrees of details are necessary in different application scenarios since modelling all details is usually too complex. For example analysing videos in the meeting domain involves that participants can have very different roles such as meeting leader, project members, project leader etc. whereas news videos usually have one speaker and some news stories. Another example are dialogs, which have different semantics in news stories where mostly one or two people are talking, than in meetings were discussions can involve more than one person. MPEG-7/MPEG-21 enables us to exploit the full range of multimedia and metadata capabilities such as scalable video codecs, compression, different end devices as well as the usage of already existing retrieval and annotation tools like for example Caliph&Emir (see [8] ). This will allow MISTRAL to operate on different underlying content and even to switch to a completely different application domain.
Application Domain
Building and testing a completely generic multimedia retrieval system would be an unrealistic target for a number of practical and scientific reasons such as:
• Audio and video extraction algorithms can recognise a limited amount of objects and need to be specifically tuned for those objects in order to achieve good performance.
• Semantic enrichment component requires a domainspecific knowledge base of finite size.
• Semantic applications and user interface will require a least some domain specific features to be effective. • We want to be able to produce test data in the required quality ourselves. For these reasons, and due to limited resources, we decided to choose one specific application domain and, as a proof of concept, build and test a prototype system tuned to perform optimally within the chosen domain. However, the concept of the system remains domain independent as it shall be possible to handle other domains by including a different knowledge base and re-tuning and extending the extraction methods. Therefore, the system may be extended to other domain(s) at a later phase of the project. The application domain of the MISTRAL project can be defined as follows: The "Meetings" application domain describes an abstract scenario and concentrates on video materials showing one or more persons talking or discussing about a subject. In addition, a number of specific objects in the video, such as furniture, black/white-boards, video projectors, background sounds, spatial distances, etc. play an important role in the application domain. Different materials on subjects related to those discussed in the video, for example multi-modal documents in different formats (HTML, PDF or MS Word, PowerPoint presentations OpenOffice documents, and others) also present information resources which can be managed by the system. These accompanying documents will be used for improving the quality and confidence of results, and provide extended functionality and better user experience. The application domain can be subdivided into three general scenarios: 1. A group of people is meeting, and discussing, at a single location. Two sub-scenarios can be identified: a. No single person is preferred, for example a brainstorming session where a group of people is sitting around a table and discussing. b. One (or possibly more) person(s) are preferred, for example a lecture or a conference, where one person is giving a speech while others ask questions and participate in the discussion. 2. A group of people is communicating over the network using computers, whereby only a single person is present at each location (client). 3. A combination of the previous two: A group of people is communicating over the network using computers, whereby at each location more than one person may be taking part in the meeting. These generic scenarios allow us to propose high-level requirements for each uni-modal extraction unit:
• The video/image extraction primarily focuses on recognition of specific objects and persons, for example: recognizing a device which was explicitly presented by a speaker, determining if a known person is present or absent, or following a person which is changing location. Thus, the recognition of spatial movements of objects will also be considered. However, face recognition and text extraction are of lesser importance for the scenario and are consider optional. If implemented these features will have an average performance at the best.
• The audio/speech extraction focuses on transcription of dialogs and extracting keywords, the second being the only viable solution when a lot of background noise is present. In addition, the extraction of speaker and speech characteristics will be also considered, for example determining the gender of the speaker. The recognition of noises such as laughing, clapping hands or sounds produced by devices represent nice-to-have features.
• The text/hypertext extraction focuses on text extracted from the dialogs by the speech transcription engine as well using information stored in accompanying documents the system has access to, such as PDF, MS Word and PowerPoint materials. Information extracted from text includes identifying topics which are being discussed, as well as extraction of named entities such as person or company names, time and geographic information and similar.
