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Abstract
Effective understanding of the environment and accu-
rate trajectory prediction of surrounding dynamic obstacles
are indispensable for intelligent mobile systems (like au-
tonomous vehicles and social robots) to achieve safe and
high-quality planning when they navigate in highly inter-
active and crowded scenarios. Due to the existence of fre-
quent interactions and uncertainty in the scene evolution, it
is desired for the prediction system to enable relational rea-
soning on different entities and provide a distribution of fu-
ture trajectories for each agent. In this paper, we propose a
generic generative neural system (called Social-WaGDAT)
for multi-agent trajectory prediction, which makes a step
forward to explicit interaction modeling by incorporating
relational inductive biases with a dynamic graph represen-
tation and leverages both trajectory and scene context in-
formation. We also employ an efficient kinematic constraint
layer applied to vehicle trajectory prediction which not only
ensures physical feasibility but also enhances model per-
formance. The proposed system is evaluated on three pub-
lic benchmark datasets for trajectory prediction, where the
agents cover pedestrians, cyclists and on-road vehicles. The
experimental results demonstrate that our model achieves
better performance than various baseline approaches in
terms of prediction accuracy.
1. Introduction
In order to navigate safely in dense traffic scenarios
or crowded areas full of vehicles and pedestrians, it is
crucial for autonomous vehicles or mobile robots to
forecast future behaviors of surrounding interactive agents
accurately and efficiently [21]. For short-term prediction,
it may be acceptable to use pure physics based methods.
However, due to the uncertain nature of future situations,
the system for long-term prediction is desired to not only
allow for interaction modeling between different agents,
but also to figure out traversable regions delimited by
road layouts as well as right of way compliant to traffic
rules. Figure 1 illustrates several traffic scenarios where
interaction happens frequently and the drivable areas are
heavily defined by road geometries. For instance, at the
entrance of roundabouts or unsignalized intersections, the
future behavior of an entering vehicle highly depends on
whether the conflicting vehicles would yield and leave
enough space for it to merge. In addition, for vehicle
trajectory prediction, kinematic constraints should be
satisfied to make the trajectories feasible and smooth.
Figure 1: Typical traffic scenarios with large uncertainty and interactions among multiple entities. The left column is adopted from [48].
The upper figure in the first column was captured in a highway ramp merging scenario, where lane change behavior with negotiation
happens frequently. The lower figure was captured in a roundabout and an unsignalized intersection scenario, where yielding and stopping
behaviors happen frequently. The other two columns shows the occupancy density maps and the velocity fields of the scenarios, which are
generated based on the training data to provide statistical context information.
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There have been extensive studies on the prediction of a
single target entity, which consider the influences of its sur-
rounding entities [1, 5, 11, 12]. However, such approaches
only care about a one-way interaction, but ignore the po-
tential interactions in the opposite way. Recent works have
tried to address this issue by simultaneous forecasting for
multiple agents [7, 8, 50]. However, most of these methods
just use concatenation or pooling operations to blend the
features of different agents without explicit relational rea-
soning. Moreover, they are not able to model higher-order
interactions beyond adjacent entities. In this work, we make
a step forward to model the interactions explicitly with a
spatio-temporal graph representation and the message pass-
ing rules defined by graph networks [4], which enables per-
mutation invariance and mutual effects between pairs of en-
tities. Moreover, since it is also essential to figure out which
of the other agents have the most significant influence on a
certain agent, we employ a double-attention mechanism on
both topological and temporal features.
Besides models that directly maximize the data likeli-
hood, deep generative models such as generative adversarial
networks (GAN), variational auto-encoder (VAE) and their
conditional variants have been widely applied to representa-
tion learning and distribution approximation tasks [10, 17].
Despite that VAE is a highly flexible latent variable model
with encoder-decoder architecture which makes the poste-
rior of the latent variable as similar as its prior (usually a
normal distribution), the two distributions do not match well
in many tasks, which breaks the consistency of the model.
Also, although GAN have achieved satisfying performance
on image generation tasks, it usually suffers from mode col-
lapse problems especially when applied to sequential data
under the conditional setting. Some variants of VAE [30,49]
have been developed to mitigate these drawbacks by incor-
porating information theory, which are similar to the gener-
ative component in this work.
The main contributions of this paper are summarized as:
• We propose a generic trajectory forecasting system
with relational reasoning between interactive agents to pre-
dict pedestrian and vehicle trajectories.
• We design a graph double-attention network (GDAT)
to extract and update node features for spatio-temporal dy-
namic graphs with a novel topological attention mechanism
based on a kernel function. The main advantages of GDAT
are three-fold: (a) It can be applied to flexible number of
agents with the property of permutation invariance, which
enhances generalization ability; (b) It can model high-order
interactions by multiple loops of message passing; (c) The
attention mechanism provides a heuristic for multi-agent in-
teraction modeling.
• We incorporate an efficient kinematic constraint layer
to ensure physical feasibility for vehicle trajectory predic-
tion, which can also smooth the trajectories and reduce pre-
diction error.
•We validate the proposed system on multiple trajectory
forecasting benchmarks and the system achieves the state-
of-the-art performance.
The remainder of the paper is organized as follows. Sec-
tion 2 provides a brief overview on state-of-the-art related
research. Section 3 presents a generic problem formulation
for trajectory prediction tasks. Section 4 illustrates the pro-
posed forecasting system Social-WaGDAT. In Section 5, the
proposed system is applied to interactive pedestrian and ve-
hicle trajectory prediction based on real-world benchmark
datasets. The performance is compared with baseline meth-
ods in terms of widely-used evaluation metrics. Finally,
Section 6 concludes the paper.
2. Related Work
In this section, we provide a brief literature review on
related research and illustrate the distinction and advantages
of the proposed generative trajectory prediction framework.
Trajectory and Behavior Prediction
Extensive research has been conducted on trajectory pre-
diction for pedestrians and on-road vehicles. Early liter-
ature mainly introduced physics-based or rule-based ap-
proaches such as state estimation techniques applied to
kinematic models (e.g. constant velocity model), which
can only perform well for short-term prediction with very
limited model capacity [28, 37]. As machine learning tech-
niques are studied more extensively, people began to em-
ploy learning-based models such as hidden Markov models
[43], Gaussian mixture models [23, 47], dynamic Bayesian
network [15] and inverse reinforcement learning [39]. In re-
cent years, many deep learning models have been proposed,
which enables more flexibility and capacity to capture un-
derlying interactive behavior patterns [9, 13, 20, 24–26, 31,
34, 38, 45]. However, physics-based feasibility constraints
are usually ignored in learning-based methods. In this pa-
per, we address interaction modeling and introduce a prob-
abilistic trajectory prediction system based on deep gener-
ative models with interpretation from information theory,
which also takes feasibility constraints into consideration.
Relational Reasoning and Graph Networks
The goal of relational reasoning is to figure out the re-
lationships among different entities, such as image pixels
[44], words or sentences [27], human skeletons [3] or inter-
active moving agents [6,46]. A typical representation of the
whole context is to formulate a graph, where object states
are node features and their relationships are edge features.
Recently, graph networks (GN) are employed widely as a
tool of graph-based learning, where there is no restriction
on the message passing rules. Most existing works focused
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<latexit sha1_base64="uOJzFj55Nep8PbYpH+VEuZCjje8=">AAAB9XicbZBNS8NAEIYn9avWr6pHL8EieCpJEfRY9OKxgm2FNpbNZtIu3WzC7qZ SQv6HFw+KePW/ePPfuG1z0NYXFh7emWFmXz/hTGnH+bZKa+sbm1vl7crO7t7+QfXwqKPiVFJs05jH8sEnCjkT2NZMc3xIJJLI59j1xzezeneCUrFY3Otpgl5EhoKFjBJtrMe+ZjzAbJIPsrCRD6o1p+7MZa+CW0ANCrUG1a9+ENM0QqEpJ0r1XCfRXkakZpRjXumnChNCx2SIPYOCRKi8bH51bp8ZJ7DDWJont D13f09kJFJqGvmmMyJ6pJZrM/O/Wi/V4ZWXMZGkGgVdLApTbuvYnkVgB0wi1XxqgFDJzK02HRFJqDZBVUwI7vKXV6HTqLuG7y5qzesijjKcwCmcgwuX0IRbaEEbKEh4hld4s56sF+vd+li0lqxi5hj+yPr8Af7NktE=</latexit><latexit sha1_base64="uOJzFj55Nep8PbYpH+VEuZCjje8=">AAAB9XicbZBNS8NAEIYn9avWr6pHL8EieCpJEfRY9OKxgm2FNpbNZtIu3WzC7qZ SQv6HFw+KePW/ePPfuG1z0NYXFh7emWFmXz/hTGnH+bZKa+sbm1vl7crO7t7+QfXwqKPiVFJs05jH8sEnCjkT2NZMc3xIJJLI59j1xzezeneCUrFY3Otpgl5EhoKFjBJtrMe+ZjzAbJIPsrCRD6o1p+7MZa+CW0ANCrUG1a9+ENM0QqEpJ0r1XCfRXkakZpRjXumnChNCx2SIPYOCRKi8bH51bp8ZJ7DDWJont D13f09kJFJqGvmmMyJ6pJZrM/O/Wi/V4ZWXMZGkGgVdLApTbuvYnkVgB0wi1XxqgFDJzK02HRFJqDZBVUwI7vKXV6HTqLuG7y5qzesijjKcwCmcgwuX0IRbaEEbKEh4hld4s56sF+vd+li0lqxi5hj+yPr8Af7NktE=</latexit><latexit sha1_base64="uOJzFj55Nep8PbYpH+VEuZCjje8=">AAAB9XicbZBNS8NAEIYn9avWr6pHL8EieCpJEfRY9OKxgm2FNpbNZtIu3WzC7qZ SQv6HFw+KePW/ePPfuG1z0NYXFh7emWFmXz/hTGnH+bZKa+sbm1vl7crO7t7+QfXwqKPiVFJs05jH8sEnCjkT2NZMc3xIJJLI59j1xzezeneCUrFY3Otpgl5EhoKFjBJtrMe+ZjzAbJIPsrCRD6o1p+7MZa+CW0ANCrUG1a9+ENM0QqEpJ0r1XCfRXkakZpRjXumnChNCx2SIPYOCRKi8bH51bp8ZJ7DDWJont D13f09kJFJqGvmmMyJ6pJZrM/O/Wi/V4ZWXMZGkGgVdLApTbuvYnkVgB0wi1XxqgFDJzK02HRFJqDZBVUwI7vKXV6HTqLuG7y5qzesijjKcwCmcgwuX0IRbaEEbKEh4hld4s56sF+vd+li0lqxi5hj+yPr8Af7NktE=</latexit><latexit sha1_base64="uOJzFj55Nep8PbYpH+VEuZCjje8=">AAAB9XicbZBNS8NAEIYn9avWr6pHL8EieCpJEfRY9OKxgm2FNpbNZtIu3WzC7qZ SQv6HFw+KePW/ePPfuG1z0NYXFh7emWFmXz/hTGnH+bZKa+sbm1vl7crO7t7+QfXwqKPiVFJs05jH8sEnCjkT2NZMc3xIJJLI59j1xzezeneCUrFY3Otpgl5EhoKFjBJtrMe+ZjzAbJIPsrCRD6o1p+7MZa+CW0ANCrUG1a9+ENM0QqEpJ0r1XCfRXkakZpRjXumnChNCx2SIPYOCRKi8bH51bp8ZJ7DDWJont D13f09kJFJqGvmmMyJ6pJZrM/O/Wi/V4ZWXMZGkGgVdLApTbuvYnkVgB0wi1XxqgFDJzK02HRFJqDZBVUwI7vKXV6HTqLuG7y5qzesijjKcwCmcgwuX0IRbaEEbKEh4hld4s56sF+vd+li0lqxi5hj+yPr8Af7NktE=</latexit>
v˜f1
<latexit sha1_base64="q+IeTgXpjWvKUZvqK+bF2Rc1X9k=">AAAB9XicbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevFYwX5AG8tms2mXbjZhd1I pIf/DiwdFvPpfvPlv3LY5aOsLCw/vzDCzr58IrtFxvq3S2vrG5lZ5u7Kzu7d/UD08aus4VZS1aCxi1fWJZoJL1kKOgnUTxUjkC9bxx7ezemfClOaxfMBpwryIDCUPOSVorMc+chGwbJIPstDNB9WaU3fmslfBLaAGhZqD6lc/iGkaMYlUEK17rpOglxGFnAqWV/qpZgmhYzJkPYOSREx72fzq3D4zTmCHsTJPo j13f09kJNJ6GvmmMyI40su1mflfrZdieO1lXCYpMkkXi8JU2BjbswjsgCtGUUwNEKq4udWmI6IIRRNUxYTgLn95FdoXddfw/WWtcVPEUYYTOIVzcOEKGnAHTWgBBQXP8Apv1pP1Yr1bH4vWklXMHMMfWZ8//UiS0A==</latexit><latexit sha1_base64="q+IeTgXpjWvKUZvqK+bF2Rc1X9k=">AAAB9XicbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevFYwX5AG8tms2mXbjZhd1I pIf/DiwdFvPpfvPlv3LY5aOsLCw/vzDCzr58IrtFxvq3S2vrG5lZ5u7Kzu7d/UD08aus4VZS1aCxi1fWJZoJL1kKOgnUTxUjkC9bxx7ezemfClOaxfMBpwryIDCUPOSVorMc+chGwbJIPstDNB9WaU3fmslfBLaAGhZqD6lc/iGkaMYlUEK17rpOglxGFnAqWV/qpZgmhYzJkPYOSREx72fzq3D4zTmCHsTJPo j13f09kJNJ6GvmmMyI40su1mflfrZdieO1lXCYpMkkXi8JU2BjbswjsgCtGUUwNEKq4udWmI6IIRRNUxYTgLn95FdoXddfw/WWtcVPEUYYTOIVzcOEKGnAHTWgBBQXP8Apv1pP1Yr1bH4vWklXMHMMfWZ8//UiS0A==</latexit><latexit sha1_base64="q+IeTgXpjWvKUZvqK+bF2Rc1X9k=">AAAB9XicbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevFYwX5AG8tms2mXbjZhd1I pIf/DiwdFvPpfvPlv3LY5aOsLCw/vzDCzr58IrtFxvq3S2vrG5lZ5u7Kzu7d/UD08aus4VZS1aCxi1fWJZoJL1kKOgnUTxUjkC9bxx7ezemfClOaxfMBpwryIDCUPOSVorMc+chGwbJIPstDNB9WaU3fmslfBLaAGhZqD6lc/iGkaMYlUEK17rpOglxGFnAqWV/qpZgmhYzJkPYOSREx72fzq3D4zTmCHsTJPo j13f09kJNJ6GvmmMyI40su1mflfrZdieO1lXCYpMkkXi8JU2BjbswjsgCtGUUwNEKq4udWmI6IIRRNUxYTgLn95FdoXddfw/WWtcVPEUYYTOIVzcOEKGnAHTWgBBQXP8Apv1pP1Yr1bH4vWklXMHMMfWZ8//UiS0A==</latexit><latexit sha1_base64="q+IeTgXpjWvKUZvqK+bF2Rc1X9k=">AAAB9XicbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevFYwX5AG8tms2mXbjZhd1I pIf/DiwdFvPpfvPlv3LY5aOsLCw/vzDCzr58IrtFxvq3S2vrG5lZ5u7Kzu7d/UD08aus4VZS1aCxi1fWJZoJL1kKOgnUTxUjkC9bxx7ezemfClOaxfMBpwryIDCUPOSVorMc+chGwbJIPstDNB9WaU3fmslfBLaAGhZqD6lc/iGkaMYlUEK17rpOglxGFnAqWV/qpZgmhYzJkPYOSREx72fzq3D4zTmCHsTJPo j13f09kJNJ6GvmmMyI40su1mflfrZdieO1lXCYpMkkXi8JU2BjbswjsgCtGUUwNEKq4udWmI6IIRRNUxYTgLn95FdoXddfw/WWtcVPEUYYTOIVzcOEKGnAHTWgBBQXP8Apv1pP1Yr1bH4vWklXMHMMfWZ8//UiS0A==</latexit>
MMD
||
<latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit>
||
<latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit>
||
<latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit><latexit sha1_base64="EvV9MJ8yeAT6zDdPSYzkrDbbXFs=">AAAB6XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3Wz C7kYoaf+BFw+KePUfefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3npCpXksH804QT+iA8lDzqix1sNk0itX3Ko7F1kFL4cK5Kr3yl/dfszSCKVhgmrd8dzE+BlVhjOB01I31ZhQNqID7FiUNELtZ/NNp+TMOn0Sxso+a cjc/T2R0UjrcRTYzoiaoV6uzcz/ap3UhNd+xmWSGpRs8VGYCmJiMjub9LlCZsTYAmWK210JG1JFmbHhlGwI3vLJq9C8qHqW7y8rtZs8jiKcwCmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Vi0Fpx85hj+yPn8Ac2qjYY=</latexit>
||
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Figure 2: The detailed architecture of Social-WaGDAT, which consists of three key components: (a) A deep feature extractor which
extracts state, relation and context features from the trajectories of agents, the sequences of occupancy density maps and velocity fields.
The red dashed lines indicate sharing parameters. (b) An encoder which includes a graph double-attention network that processes spatio-
temporal graphs and generates abstract node attributes containing interaction information, and an encoding function which maps the node
attributes to a latent space. During the testing phase, the encoding function is not used. (c) A decoder which samples future trajectory
hypotheses satisfying physical constraints for each agent. The bottom portion of the figure presents some details of (a)-(c). || denotes the
concatenation operation. MLP refers to multi-layer perceptron.
on the approximation function parameterized by deep neu-
ral network due to its high flexibility, which leads to graph
neural networks (GNN). In this paper, we design a graph
network with both topological and temporal attention mech-
anisms to capture underlying patterns of situation evolution.
Deep Generative Modeling
One of the advantages of generative modeling lies in
the data distribution learning without supervision. Coupled
with highly flexible deep networks, deep generative models
have achieved satisfying performance in image generation,
style transfer, sequence synthesis tasks, etc. Besides GAN
and VAE, the Wasserstein auto-encoder (WAE) [40] was
proposed from the optimal transport point of view, which
encourages the consistency between the encoded latent dis-
tribution and the prior. Also, [49] proposed a variant of VAE
combined with information theory and a similar approach
was proposed in [30].
3. Problem Formulation
The goal of this work is to predict future trajectories for
multiple interactive agents based on their historical states
and context information, where the number of involved
agents may vary in different cases. Without loss of gen-
erality, we assume there are N agents in the scene. We
denote a set of trajectories covering the historical and fore-
casting horizons (Th and Tf ) as T1:T = {τ i1:T |τ ik =
(xik, y
i
k, ψ
i
k), T = Th + Tf , i = 1, ..., N}, where (x, y) is
the 2D coordinate in the world space or pixel space and ψ
is the heading angle, which is not necessary for pedestrian
prediction. We also denote a sequence of context informa-
tion (images or tensors) as C1:T = {c1:T , T = Th + Tf}
for global context or C1:T = {ci1:T , T = Th + Tf , i =
1, ..., N} for the local context of each agent. The future
information is accessible during training. The trajectory
and context information can be transformed to arbitrary for-
mat within the model as long as the output is consistent.
Then we aim to approximate the conditional distribution
p(TTh+1:Th+Tf |T1:Th ,C1:Th) with the proposed method.
Note that we only deal with fixed scenes in this work.
4. Social-WaGDAT
In this section, we first provide an overview of the key
modules and the architecture of the proposed generative tra-
jectory prediction system. The detailed theories and model
design of each module will then be further illustrated.
4.1. System Overview
The detailed architecture of Social-WaGDAT is shown in
Figure 2, where a standard encoder-decoder architecture is
employed. There are three key components: a deep feature
extractor, an encoder with graph generation and processing
module and a decoder with kinematic constraint layer. First,
the feature extractor outputs state, relation and context fea-
ture embeddings from both history and future information,
which includes the trajectories of the involved interactive
agents and a sequence of context density maps and mean
velocity fields. The extracted features are utilized to gen-
erate a spatio-temporal graph for both the history and the
future respectively, in which the node attributes are updated
with a double-attention mechanism. Then the new node at-
tributes are transformed from the feature space into a la-
tent space by an encoding function. Finally, the decoder
generates feasible and realistic future trajectories for all the
involved agents. The number of agents can be flexible in
different cases due to the weight sharing and permutation
invariance of graph representation. All the components are
implemented with deep neural networks thus can be trained
end-to-end efficiently and consistently.
4.2. Feature Extraction
The feature extractor consists of three parts: State MLP,
Relation MLP and Context CNN. The State MLP embeds
the position, velocity and heading information into a state
feature vector for each agent. The Relation MLP embeds
the relative information between each pair of agents into a
relation feature vector, where the order of the two involved
agents does matter since different orders correspond to dif-
ferent edges in the downstream graph representation. The
relative information can be either the distance and relative
angle (in a 2D polar coordinate) or the differences between
the positions of the two agents along two axes (in a 2D
Cartesian coordinate). The Context CNN extracts spatial
features for each agent from a local occupancy density map
(H×W×1) as well as heuristic features from a local veloc-
ity field (H ×W × 2) centered on the corresponding agent.
The reason of using occupancy density maps instead of real
scene images is to remove redundant information and effi-
ciently represent data-driven drivable regions. The above
procedures are applied at each time step, which generate a
sequence of state, relation and context feature embeddings,
respectively.
4.3. Encoder with GDAT
After obtaining the extracted features, a history graph
(HG) and a future graph (FG) are generated respectively
to represent the information related to the involved agents,
where the state features and context features are concate-
nated to be the node attributes and the relation features are
used as edge attributes. Note that the edge attributes are
different for the same edge with different directions, which
encode spatial relationship. The HG and FG are generated
and processed in a similar fashion but with different time
stamps. The number of nodes (agents) in a graph is as-
sumed to be fixed, but the edges are eliminated if the spa-
tial distance between two nodes is larger than a threshold.
Therefore, the graph topology at different time steps may
vary but not influence the following procedures.
The proposed graph double-attention network consists of
two consecutive layers: a topological attention layer which
updates node attributes from the spatial or topological per-
spective, and a temporal attention layer which outputs a
high-level feature embedding for each node, which sum-
maries both the topological and temporal information. As-
sume there are totally n nodes (agents) in a graph, We de-
note a graph as G = {V, E}, where V = {vi ∈ RDn , i ∈
{1, ..., n}} and E = {eij ∈ RDe , i, j ∈ {1, ..., n}}. Dn
and De are the dimensions of node attributes and edge at-
tributes.
Topological Attention Layer
The inputs of this layer are the original generated graphs
and the output is a new set of node attributes V¯ = {v¯ti ∈
RD¯n , i ∈ {1, ..., n}, t ∈ {1, ..., T}, T = Th + Tf} which
can capture local structural properties. The topological at-
tention coefficients αij (showing the significance of node j
w.r.t. node i) are calculated by
αij =
exp (−Aij(λ ‖vi − vj‖2 + µ ‖eij‖2))∑
k∈N(i) exp (−Aik(λ ‖vi − vk‖2 + µ ‖eik‖2))
, (1)
where N(i) is the neighbor nodes with direct edges to node
i, Aij is a prior attention coefficient which provides induc-
tive bias from prior knowledge, λ and µ are weight parame-
ters to adjust the relative significance of node attributes and
edge attributes when computing attention coefficients. The
intuition is that the agents with similar node attributes to the
objective agent or with small spatial distance should be paid
more attention to. In this work, we set Aij = 1 implying no
prior attention bias while more exploration on incorporat-
ing prior knowledge is left for future work. Then the node
attributes are updated by
v¯i =
∑
j∈N(i)
fact(αijWnvj). (2)
The procedures of node attribute update are applied to each
time step and the weight matrices and vectors are shared
across different time steps. We also employ the multi-head
attention mechanism [41] to boost model performance by
adjusting λ and µ, where the node attributes obtained by dif-
ferent attention coefficients are concatenated into a whole
vector. The above message passing procedures can be ap-
plied multiple times to capture high-order interactions.
Temporal Attention Layer
The input of this layer is the output of the topological
attention layer, which is a set of node attributes V¯ = {v¯ti ∈
RD¯n , i ∈ {1, ..., n}, t ∈ {1, ..., T}}. The output is a set
of highly abstract node attributes V˜ = {v˜i ∈ RD˜n , i ∈
{1, ..., n}} which will be further processed by the down-
stream modules. The temporal attention coefficients βti is
βhti =
exp (fact(v¯
t>
i w))∑Th
t′=1 exp (fact(v¯
t′
i w))
,
βfti =
exp (fact(v¯
t>
i w)
t)∑T
t′=Th+1 exp (fact(v¯
t′
i w))
,
(3)
where w ∈ RD¯n is a weight vector parameterizing the at-
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<latexit sha1_base64="mSC7jR5dlnc4mUSSs2Y7zLybdHk=">AAAB6HicbZBNS8 NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTeg GgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraY7KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGC M/wCm/Oo/PivDsfy9aCk8+cwh85nz95G4y0</latexit><latexit sha1_base64="mSC7jR5dlnc4mUSSs2Y7zLybdHk=">AAAB6HicbZBNS8 NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTeg GgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraY7KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGC M/wCm/Oo/PivDsfy9aCk8+cwh85nz95G4y0</latexit><latexit sha1_base64="mSC7jR5dlnc4mUSSs2Y7zLybdHk=">AAAB6HicbZBNS8 NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTeg GgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraY7KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGC M/wCm/Oo/PivDsfy9aCk8+cwh85nz95G4y0</latexit><latexit sha1_base64="mSC7jR5dlnc4mUSSs2Y7zLybdHk=">AAAB6HicbZBNS8 NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTeg GgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraY7KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGC M/wCm/Oo/PivDsfy9aCk8+cwh85nz95G4y0</latexit>
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<latexit sha1_base64="/l0djFO5T90TCpxXVuralge9TR4=">AAAB8HicbVDLSgMxFL1TX7W+q i7dBIvgqsyIoMuiG5cV7EPaoWTStA1NMkNyRyhDv8KNC0Xc+jnu/BvTdhbaeiBwOOcecu+JEiks+v63V1hb39jcKm6Xdnb39g/Kh0dNG6eG8QaLZWzaEbVcCs0bKFDydmI4VZHkrWh8O/NbT9xYEesHnCQ 8VHSoxUAwik567PZjzNJpz++VK37Vn4OskiAnFchR75W/XJalimtkklrbCfwEw4waFEzyaambWp5QNqZD3nFUU8VtmM0XnpIzp/TJIDbuaSRz9Xcio8raiYrcpKI4ssveTPzP66Q4uA4zoZMUuWaLjwapJ BiT2fWkLwxnKCeOUGaE25WwETWUoeuo5EoIlk9eJc2LauD4/WWldpPXUYQTOIVzCOAKanAHdWgAAwXP8ApvnvFevHfvYzFa8PLMMfyB9/kD5CeQcw==</latexit><latexit sha1_base64="/l0djFO5T90TCpxXVuralge9TR4=">AAAB8HicbVDLSgMxFL1TX7W+q i7dBIvgqsyIoMuiG5cV7EPaoWTStA1NMkNyRyhDv8KNC0Xc+jnu/BvTdhbaeiBwOOcecu+JEiks+v63V1hb39jcKm6Xdnb39g/Kh0dNG6eG8QaLZWzaEbVcCs0bKFDydmI4VZHkrWh8O/NbT9xYEesHnCQ 8VHSoxUAwik567PZjzNJpz++VK37Vn4OskiAnFchR75W/XJalimtkklrbCfwEw4waFEzyaambWp5QNqZD3nFUU8VtmM0XnpIzp/TJIDbuaSRz9Xcio8raiYrcpKI4ssveTPzP66Q4uA4zoZMUuWaLjwapJ BiT2fWkLwxnKCeOUGaE25WwETWUoeuo5EoIlk9eJc2LauD4/WWldpPXUYQTOIVzCOAKanAHdWgAAwXP8ApvnvFevHfvYzFa8PLMMfyB9/kD5CeQcw==</latexit><latexit sha1_base64="/l0djFO5T90TCpxXVuralge9TR4=">AAAB8HicbVDLSgMxFL1TX7W+q i7dBIvgqsyIoMuiG5cV7EPaoWTStA1NMkNyRyhDv8KNC0Xc+jnu/BvTdhbaeiBwOOcecu+JEiks+v63V1hb39jcKm6Xdnb39g/Kh0dNG6eG8QaLZWzaEbVcCs0bKFDydmI4VZHkrWh8O/NbT9xYEesHnCQ 8VHSoxUAwik567PZjzNJpz++VK37Vn4OskiAnFchR75W/XJalimtkklrbCfwEw4waFEzyaambWp5QNqZD3nFUU8VtmM0XnpIzp/TJIDbuaSRz9Xcio8raiYrcpKI4ssveTPzP66Q4uA4zoZMUuWaLjwapJ BiT2fWkLwxnKCeOUGaE25WwETWUoeuo5EoIlk9eJc2LauD4/WWldpPXUYQTOIVzCOAKanAHdWgAAwXP8ApvnvFevHfvYzFa8PLMMfyB9/kD5CeQcw==</latexit><latexit sha1_base64="/l0djFO5T90TCpxXVuralge9TR4=">AAAB8HicbVDLSgMxFL1TX7W+q i7dBIvgqsyIoMuiG5cV7EPaoWTStA1NMkNyRyhDv8KNC0Xc+jnu/BvTdhbaeiBwOOcecu+JEiks+v63V1hb39jcKm6Xdnb39g/Kh0dNG6eG8QaLZWzaEbVcCs0bKFDydmI4VZHkrWh8O/NbT9xYEesHnCQ 8VHSoxUAwik567PZjzNJpz++VK37Vn4OskiAnFchR75W/XJalimtkklrbCfwEw4waFEzyaambWp5QNqZD3nFUU8VtmM0XnpIzp/TJIDbuaSRz9Xcio8raiYrcpKI4ssveTPzP66Q4uA4zoZMUuWaLjwapJ BiT2fWkLwxnKCeOUGaE25WwETWUoeuo5EoIlk9eJc2LauD4/WWldpPXUYQTOIVzCOAKanAHdWgAAwXP8ApvnvFevHfvYzFa8PLMMfyB9/kD5CeQcw==</latexit>
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<latexit sha1_base64="aVWCnnm7XggyCjYLdrYKNlYRagM=">AAAB9HicbVBNSwMxFHxbv2r9qn r0EiyCF8uuCHosevFYoa2FdinZNNuGZrNr8rZQlv4OLx4U8eqP8ea/MW33oK0DgWHmDe9lgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrdkANl0LxJgqUvJ1oTqNA8sdgdDfzH8dcGxGrBk4S7 kd0oEQoGEUr+d1+jFk67WWNC2/aK1fcqjsHWSVeTiqQo94rf9k8SyOukElqTMdzE/QzqlEwyaelbmp4QtmIDnjHUkUjbvxsfvSUnFmlT8JY26eQzNXfiYxGxkyiwE5GFIdm2ZuJ/3mdFMMbPxMqSZErtlg UppJgTGYNkL7QnKGcWEKZFvZWwoZUU4a2p5ItwVv+8ippXVY9yx+uKrXbvI4inMApnIMH11CDe6hDExg8wTO8wpszdl6cd+djMVpw8swx/IHz+QPGR5IV</latexit><latexit sha1_base64="aVWCnnm7XggyCjYLdrYKNlYRagM=">AAAB9HicbVBNSwMxFHxbv2r9qn r0EiyCF8uuCHosevFYoa2FdinZNNuGZrNr8rZQlv4OLx4U8eqP8ea/MW33oK0DgWHmDe9lgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrdkANl0LxJgqUvJ1oTqNA8sdgdDfzH8dcGxGrBk4S7 kd0oEQoGEUr+d1+jFk67WWNC2/aK1fcqjsHWSVeTiqQo94rf9k8SyOukElqTMdzE/QzqlEwyaelbmp4QtmIDnjHUkUjbvxsfvSUnFmlT8JY26eQzNXfiYxGxkyiwE5GFIdm2ZuJ/3mdFMMbPxMqSZErtlg UppJgTGYNkL7QnKGcWEKZFvZWwoZUU4a2p5ItwVv+8ippXVY9yx+uKrXbvI4inMApnIMH11CDe6hDExg8wTO8wpszdl6cd+djMVpw8swx/IHz+QPGR5IV</latexit><latexit sha1_base64="aVWCnnm7XggyCjYLdrYKNlYRagM=">AAAB9HicbVBNSwMxFHxbv2r9qn r0EiyCF8uuCHosevFYoa2FdinZNNuGZrNr8rZQlv4OLx4U8eqP8ea/MW33oK0DgWHmDe9lgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrdkANl0LxJgqUvJ1oTqNA8sdgdDfzH8dcGxGrBk4S7 kd0oEQoGEUr+d1+jFk67WWNC2/aK1fcqjsHWSVeTiqQo94rf9k8SyOukElqTMdzE/QzqlEwyaelbmp4QtmIDnjHUkUjbvxsfvSUnFmlT8JY26eQzNXfiYxGxkyiwE5GFIdm2ZuJ/3mdFMMbPxMqSZErtlg UppJgTGYNkL7QnKGcWEKZFvZWwoZUU4a2p5ItwVv+8ippXVY9yx+uKrXbvI4inMApnIMH11CDe6hDExg8wTO8wpszdl6cd+djMVpw8swx/IHz+QPGR5IV</latexit><latexit sha1_base64="aVWCnnm7XggyCjYLdrYKNlYRagM=">AAAB9HicbVBNSwMxFHxbv2r9qn r0EiyCF8uuCHosevFYoa2FdinZNNuGZrNr8rZQlv4OLx4U8eqP8ea/MW33oK0DgWHmDe9lgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrdkANl0LxJgqUvJ1oTqNA8sdgdDfzH8dcGxGrBk4S7 kd0oEQoGEUr+d1+jFk67WWNC2/aK1fcqjsHWSVeTiqQo94rf9k8SyOukElqTMdzE/QzqlEwyaelbmp4QtmIDnjHUkUjbvxsfvSUnFmlT8JY26eQzNXfiYxGxkyiwE5GFIdm2ZuJ/3mdFMMbPxMqSZErtlg UppJgTGYNkL7QnKGcWEKZFvZWwoZUU4a2p5ItwVv+8ippXVY9yx+uKrXbvI4inMApnIMH11CDe6hDExg8wTO8wpszdl6cd+djMVpw8swx/IHz+QPGR5IV</latexit>
· · ·<latexit sha1_base64="UPokKVh eDhmbefXjKuY8gEj6EYo=">AAAB7XicbZBNS8NAEIYn9avWr6pHL4tF8F QSEfRY9OKxgv2ANpTNZtOu3WTD7kQoof/BiwdFvPp/vPlv3LY5aOsLCw/v zLAzb5BKYdB1v53S2vrG5lZ5u7Kzu7d/UD08ahuVacZbTEmluwE1XIqEt 1Cg5N1UcxoHkneC8e2s3nni2giVPOAk5X5Mh4mIBKNorXafhQrNoFpz6+ 5cZBW8AmpQqDmofvVDxbKYJ8gkNabnuSn6OdUomOTTSj8zPKVsTIe8ZzGh MTd+Pt92Ss6sE5JIafsSJHP390ROY2MmcWA7Y4ojs1ybmf/VehlG134uk jRDnrDFR1EmCSoyO52EQnOGcmKBMi3sroSNqKYMbUAVG4K3fPIqtC/qnu X7y1rjpoijDCdwCufgwRU04A6a0AIGj/AMr/DmKOfFeXc+Fq0lp5g5hj9y Pn8ArlmPLw==</latexit><latexit sha1_base64="UPokKVh eDhmbefXjKuY8gEj6EYo=">AAAB7XicbZBNS8NAEIYn9avWr6pHL4tF8F QSEfRY9OKxgv2ANpTNZtOu3WTD7kQoof/BiwdFvPp/vPlv3LY5aOsLCw/v zLAzb5BKYdB1v53S2vrG5lZ5u7Kzu7d/UD08ahuVacZbTEmluwE1XIqEt 1Cg5N1UcxoHkneC8e2s3nni2giVPOAk5X5Mh4mIBKNorXafhQrNoFpz6+ 5cZBW8AmpQqDmofvVDxbKYJ8gkNabnuSn6OdUomOTTSj8zPKVsTIe8ZzGh MTd+Pt92Ss6sE5JIafsSJHP390ROY2MmcWA7Y4ojs1ybmf/VehlG134uk jRDnrDFR1EmCSoyO52EQnOGcmKBMi3sroSNqKYMbUAVG4K3fPIqtC/qnu X7y1rjpoijDCdwCufgwRU04A6a0AIGj/AMr/DmKOfFeXc+Fq0lp5g5hj9y Pn8ArlmPLw==</latexit><latexit sha1_base64="UPokKVh eDhmbefXjKuY8gEj6EYo=">AAAB7XicbZBNS8NAEIYn9avWr6pHL4tF8F QSEfRY9OKxgv2ANpTNZtOu3WTD7kQoof/BiwdFvPp/vPlv3LY5aOsLCw/v zLAzb5BKYdB1v53S2vrG5lZ5u7Kzu7d/UD08ahuVacZbTEmluwE1XIqEt 1Cg5N1UcxoHkneC8e2s3nni2giVPOAk5X5Mh4mIBKNorXafhQrNoFpz6+ 5cZBW8AmpQqDmofvVDxbKYJ8gkNabnuSn6OdUomOTTSj8zPKVsTIe8ZzGh MTd+Pt92Ss6sE5JIafsSJHP390ROY2MmcWA7Y4ojs1ybmf/VehlG134uk jRDnrDFR1EmCSoyO52EQnOGcmKBMi3sroSNqKYMbUAVG4K3fPIqtC/qnu X7y1rjpoijDCdwCufgwRU04A6a0AIGj/AMr/DmKOfFeXc+Fq0lp5g5hj9y Pn8ArlmPLw==</latexit><latexit sha1_base64="UPokKVh eDhmbefXjKuY8gEj6EYo=">AAAB7XicbZBNS8NAEIYn9avWr6pHL4tF8F QSEfRY9OKxgv2ANpTNZtOu3WTD7kQoof/BiwdFvPp/vPlv3LY5aOsLCw/v zLAzb5BKYdB1v53S2vrG5lZ5u7Kzu7d/UD08ahuVacZbTEmluwE1XIqEt 1Cg5N1UcxoHkneC8e2s3nni2giVPOAk5X5Mh4mIBKNorXafhQrNoFpz6+ 5cZBW8AmpQqDmofvVDxbKYJ8gkNabnuSn6OdUomOTTSj8zPKVsTIe8ZzGh MTd+Pt92Ss6sE5JIafsSJHP390ROY2MmcWA7Y4ojs1ybmf/VehlG134uk jRDnrDFR1EmCSoyO52EQnOGcmKBMi3sroSNqKYMbUAVG4K3fPIqtC/qnu X7y1rjpoijDCdwCufgwRU04A6a0AIGj/AMr/DmKOfFeXc+Fq0lp5g5hj9y Pn8ArlmPLw==</latexit> · · ·<latexit sha1_base64="UPokKVh eDhmbefXjKuY8gEj6EYo=">AAAB7XicbZBNS8NAEIYn9avWr6pHL4tF8F QSEfRY9OKxgv2ANpTNZtOu3WTD7kQoof/BiwdFvPp/vPlv3LY5aOsLCw/v zLAzb5BKYdB1v53S2vrG5lZ5u7Kzu7d/UD08ahuVacZbTEmluwE1XIqEt 1Cg5N1UcxoHkneC8e2s3nni2giVPOAk5X5Mh4mIBKNorXafhQrNoFpz6+ 5cZBW8AmpQqDmofvVDxbKYJ8gkNabnuSn6OdUomOTTSj8zPKVsTIe8ZzGh MTd+Pt92Ss6sE5JIafsSJHP390ROY2MmcWA7Y4ojs1ybmf/VehlG134uk jRDnrDFR1EmCSoyO52EQnOGcmKBMi3sroSNqKYMbUAVG4K3fPIqtC/qnu X7y1rjpoijDCdwCufgwRU04A6a0AIGj/AMr/DmKOfFeXc+Fq0lp5g5hj9y Pn8ArlmPLw==</latexit><latexit sha1_base64="UPokKVh eDhmbefXjKuY8gEj6EYo=">AAAB7XicbZBNS8NAEIYn9avWr6pHL4tF8F QSEfRY9OKxgv2ANpTNZtOu3WTD7kQoof/BiwdFvPp/vPlv3LY5aOsLCw/v zLAzb5BKYdB1v53S2vrG5lZ5u7Kzu7d/UD08ahuVacZbTEmluwE1XIqEt 1Cg5N1UcxoHkneC8e2s3nni2giVPOAk5X5Mh4mIBKNorXafhQrNoFpz6+ 5cZBW8AmpQqDmofvVDxbKYJ8gkNabnuSn6OdUomOTTSj8zPKVsTIe8ZzGh MTd+Pt92Ss6sE5JIafsSJHP390ROY2MmcWA7Y4ojs1ybmf/VehlG134uk jRDnrDFR1EmCSoyO52EQnOGcmKBMi3sroSNqKYMbUAVG4K3fPIqtC/qnu X7y1rjpoijDCdwCufgwRU04A6a0AIGj/AMr/DmKOfFeXc+Fq0lp5g5hj9y Pn8ArlmPLw==</latexit><latexit sha1_base64="UPokKVh eDhmbefXjKuY8gEj6EYo=">AAAB7XicbZBNS8NAEIYn9avWr6pHL4tF8F QSEfRY9OKxgv2ANpTNZtOu3WTD7kQoof/BiwdFvPp/vPlv3LY5aOsLCw/v zLAzb5BKYdB1v53S2vrG5lZ5u7Kzu7d/UD08ahuVacZbTEmluwE1XIqEt 1Cg5N1UcxoHkneC8e2s3nni2giVPOAk5X5Mh4mIBKNorXafhQrNoFpz6+ 5cZBW8AmpQqDmofvVDxbKYJ8gkNabnuSn6OdUomOTTSj8zPKVsTIe8ZzGh MTd+Pt92Ss6sE5JIafsSJHP390ROY2MmcWA7Y4ojs1ybmf/VehlG134uk jRDnrDFR1EmCSoyO52EQnOGcmKBMi3sroSNqKYMbUAVG4K3fPIqtC/qnu X7y1rjpoijDCdwCufgwRU04A6a0AIGj/AMr/DmKOfFeXc+Fq0lp5g5hj9y Pn8ArlmPLw==</latexit><latexit sha1_base64="UPokKVh eDhmbefXjKuY8gEj6EYo=">AAAB7XicbZBNS8NAEIYn9avWr6pHL4tF8F QSEfRY9OKxgv2ANpTNZtOu3WTD7kQoof/BiwdFvPp/vPlv3LY5aOsLCw/v zLAzb5BKYdB1v53S2vrG5lZ5u7Kzu7d/UD08ahuVacZbTEmluwE1XIqEt 1Cg5N1UcxoHkneC8e2s3nni2giVPOAk5X5Mh4mIBKNorXafhQrNoFpz6+ 5cZBW8AmpQqDmofvVDxbKYJ8gkNabnuSn6OdUomOTTSj8zPKVsTIe8ZzGh MTd+Pt92Ss6sE5JIafsSJHP390ROY2MmcWA7Y4ojs1ybmf/VehlG134uk jRDnrDFR1EmCSoyO52EQnOGcmKBMi3sroSNqKYMbUAVG4K3fPIqtC/qnu X7y1rjpoijDCdwCufgwRU04A6a0AIGj/AMr/DmKOfFeXc+Fq0lp5g5hj9y Pn8ArlmPLw==</latexit>
u0, ⌧0
<latexit sha1_base64="qP7mx26u+LCCqrEpkL3PMnb1okc=">AAAB8XicbVBNSwMxEJ2tX7V+VT1 6CRbBg5RdKeix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+i QyVCwSha6THtuxc9pPbrlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nt94Ss6sMiBhrO1TSObq746MRsZMosBWRhRHZtmbif953RTDaz8TKkmRK7YYFKaSYExm5 5OB0JyhnFhCmRZ2V8JGVFOGNqSSDcFbPnmVtC6rnuX3tUr9Jo+jCCdwCufgwRXU4Q4a0AQGCp7hFd4c47w4787HorTg5D3H8AfO5w+xipBD</latexit><latexit sha1_base64="qP7mx26u+LCCqrEpkL3PMnb1okc=">AAAB8XicbVBNSwMxEJ2tX7V+VT1 6CRbBg5RdKeix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+i QyVCwSha6THtuxc9pPbrlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nt94Ss6sMiBhrO1TSObq746MRsZMosBWRhRHZtmbif953RTDaz8TKkmRK7YYFKaSYExm5 5OB0JyhnFhCmRZ2V8JGVFOGNqSSDcFbPnmVtC6rnuX3tUr9Jo+jCCdwCufgwRXU4Q4a0AQGCp7hFd4c47w4787HorTg5D3H8AfO5w+xipBD</latexit><latexit sha1_base64="qP7mx26u+LCCqrEpkL3PMnb1okc=">AAAB8XicbVBNSwMxEJ2tX7V+VT1 6CRbBg5RdKeix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+i QyVCwSha6THtuxc9pPbrlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nt94Ss6sMiBhrO1TSObq746MRsZMosBWRhRHZtmbif953RTDaz8TKkmRK7YYFKaSYExm5 5OB0JyhnFhCmRZ2V8JGVFOGNqSSDcFbPnmVtC6rnuX3tUr9Jo+jCCdwCufgwRXU4Q4a0AQGCp7hFd4c47w4787HorTg5D3H8AfO5w+xipBD</latexit><latexit sha1_base64="qP7mx26u+LCCqrEpkL3PMnb1okc=">AAAB8XicbVBNSwMxEJ2tX7V+VT1 6CRbBg5RdKeix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+i QyVCwSha6THtuxc9pPbrlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nt94Ss6sMiBhrO1TSObq746MRsZMosBWRhRHZtmbif953RTDaz8TKkmRK7YYFKaSYExm5 5OB0JyhnFhCmRZ2V8JGVFOGNqSSDcFbPnmVtC6rnuX3tUr9Jo+jCCdwCufgwRXU4Q4a0AQGCp7hFd4c47w4787HorTg5D3H8AfO5w+xipBD</latexit>
u1, ⌧1
<latexit sha1_base64="NdfWrx3q5/3neEAuPPd+wEBlQBI=">AAAB8XicbVBNSwMxEJ2tX7V+VT 16CRbBg5RdKeix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCSc D+iQyVCwSha6THtexc9pPbrlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nt94Ss6sMiBhrO1TSObq746MRsZMosBWRhRHZtmbif953RTDaz8TKkmRK7YYFKaS YExm55OB0JyhnFhCmRZ2V8JGVFOGNqSSDcFbPnmVtC6rnuX3tUr9Jo+jCCdwCufgwRXU4Q4a0AQGCp7hFd4c47w4787HorTg5D3H8AfO5w+0mZBF</latexit><latexit sha1_base64="NdfWrx3q5/3neEAuPPd+wEBlQBI=">AAAB8XicbVBNSwMxEJ2tX7V+VT 16CRbBg5RdKeix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCSc D+iQyVCwSha6THtexc9pPbrlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nt94Ss6sMiBhrO1TSObq746MRsZMosBWRhRHZtmbif953RTDaz8TKkmRK7YYFKaS YExm55OB0JyhnFhCmRZ2V8JGVFOGNqSSDcFbPnmVtC6rnuX3tUr9Jo+jCCdwCufgwRXU4Q4a0AQGCp7hFd4c47w4787HorTg5D3H8AfO5w+0mZBF</latexit><latexit sha1_base64="NdfWrx3q5/3neEAuPPd+wEBlQBI=">AAAB8XicbVBNSwMxEJ2tX7V+VT 16CRbBg5RdKeix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCSc D+iQyVCwSha6THtexc9pPbrlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nt94Ss6sMiBhrO1TSObq746MRsZMosBWRhRHZtmbif953RTDaz8TKkmRK7YYFKaS YExm55OB0JyhnFhCmRZ2V8JGVFOGNqSSDcFbPnmVtC6rnuX3tUr9Jo+jCCdwCufgwRXU4Q4a0AQGCp7hFd4c47w4787HorTg5D3H8AfO5w+0mZBF</latexit><latexit sha1_base64="NdfWrx3q5/3neEAuPPd+wEBlQBI=">AAAB8XicbVBNSwMxEJ2tX7V+VT 16CRbBg5RdKeix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCSc D+iQyVCwSha6THtexc9pPbrlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nt94Ss6sMiBhrO1TSObq746MRsZMosBWRhRHZtmbif953RTDaz8TKkmRK7YYFKaS YExm55OB0JyhnFhCmRZ2V8JGVFOGNqSSDcFbPnmVtC6rnuX3tUr9Jo+jCCdwCufgwRXU4Q4a0AQGCp7hFd4c47w4787HorTg5D3H8AfO5w+0mZBF</latexit>
u2, ⌧2
<latexit sha1_base64="75r0WBtzH9JderpeRuSiXVVbLio=">AAAB8XicbVBNSwMxEJ2tX7V+VT1 6CRbBg5TdIuix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+i QyVCwSha6THt1y56SO3XL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bL7xlJxZZUDCWNunkMzV3x0ZjYyZRIGtjCiOzLI3E//zuimG134mVJIiV2wxKEwlwZjMz icDoTlDObGEMi3sroSNqKYMbUglG4K3fPIqadWqnuX3l5X6TR5HEU7gFM7Bgyuowx00oAkMFDzDK7w5xnlx3p2PRWnByXuO4Q+czx+3qJBH</latexit><latexit sha1_base64="75r0WBtzH9JderpeRuSiXVVbLio=">AAAB8XicbVBNSwMxEJ2tX7V+VT1 6CRbBg5TdIuix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+i QyVCwSha6THt1y56SO3XL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bL7xlJxZZUDCWNunkMzV3x0ZjYyZRIGtjCiOzLI3E//zuimG134mVJIiV2wxKEwlwZjMz icDoTlDObGEMi3sroSNqKYMbUglG4K3fPIqadWqnuX3l5X6TR5HEU7gFM7Bgyuowx00oAkMFDzDK7w5xnlx3p2PRWnByXuO4Q+czx+3qJBH</latexit><latexit sha1_base64="75r0WBtzH9JderpeRuSiXVVbLio=">AAAB8XicbVBNSwMxEJ2tX7V+VT1 6CRbBg5TdIuix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+i QyVCwSha6THt1y56SO3XL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bL7xlJxZZUDCWNunkMzV3x0ZjYyZRIGtjCiOzLI3E//zuimG134mVJIiV2wxKEwlwZjMz icDoTlDObGEMi3sroSNqKYMbUglG4K3fPIqadWqnuX3l5X6TR5HEU7gFM7Bgyuowx00oAkMFDzDK7w5xnlx3p2PRWnByXuO4Q+czx+3qJBH</latexit><latexit sha1_base64="75r0WBtzH9JderpeRuSiXVVbLio=">AAAB8XicbVBNSwMxEJ2tX7V+VT1 6CRbBg5TdIuix6MVjBfuB7VKyabYNzWaXZFYoS/+FFw+KePXfePPfmLZ70NYHIY/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+i QyVCwSha6THt1y56SO3XL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bL7xlJxZZUDCWNunkMzV3x0ZjYyZRIGtjCiOzLI3E//zuimG134mVJIiV2wxKEwlwZjMz icDoTlDObGEMi3sroSNqKYMbUglG4K3fPIqadWqnuX3l5X6TR5HEU7gFM7Bgyuowx00oAkMFDzDK7w5xnlx3p2PRWnByXuO4Q+czx+3qJBH</latexit>
uT 1, ⌧T 1
<latexit sha1_base64="0lg9a7rE5NVceUCdWdHKMeJ2JNI=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcKElEUGXR TcuK/QGbQiT6aQdOpmEmYlYQl7FjQtF3Poi7nwbp20W2vrDwMd/zuGc+YOEM6Ud59sqra1vbG6Vtys7u3v7B/ZhtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHI3q3cfqVQsFi09TagX4ZFgISNYG8u3q6mftS7c/HygcYG+XXPqzlxoFdwCalC o6dtfg2FM0ogKTThWqu86ifYyLDUjnOaVQapogskEj2jfoMARVV42vz1Hp8YZojCW5gmN5u7viQxHSk2jwHRGWI/Vcm1m/lfrpzq88TImklRTQRaLwpQjHaNZEGjIJCWaTw1gIpm5FZExlphoE1fFhOAuf3kVOpd11/DDVa1xW8RRhmM4gTNw4Roa cA9NaAOBJ3iGV3izcuvFerc+Fq0lq5g5gj+yPn8A8vaTuA==</latexit><latexit sha1_base64="0lg9a7rE5NVceUCdWdHKMeJ2JNI=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcKElEUGXR TcuK/QGbQiT6aQdOpmEmYlYQl7FjQtF3Poi7nwbp20W2vrDwMd/zuGc+YOEM6Ud59sqra1vbG6Vtys7u3v7B/ZhtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHI3q3cfqVQsFi09TagX4ZFgISNYG8u3q6mftS7c/HygcYG+XXPqzlxoFdwCalC o6dtfg2FM0ogKTThWqu86ifYyLDUjnOaVQapogskEj2jfoMARVV42vz1Hp8YZojCW5gmN5u7viQxHSk2jwHRGWI/Vcm1m/lfrpzq88TImklRTQRaLwpQjHaNZEGjIJCWaTw1gIpm5FZExlphoE1fFhOAuf3kVOpd11/DDVa1xW8RRhmM4gTNw4Roa cA9NaAOBJ3iGV3izcuvFerc+Fq0lq5g5gj+yPn8A8vaTuA==</latexit><latexit sha1_base64="0lg9a7rE5NVceUCdWdHKMeJ2JNI=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcKElEUGXR TcuK/QGbQiT6aQdOpmEmYlYQl7FjQtF3Poi7nwbp20W2vrDwMd/zuGc+YOEM6Ud59sqra1vbG6Vtys7u3v7B/ZhtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHI3q3cfqVQsFi09TagX4ZFgISNYG8u3q6mftS7c/HygcYG+XXPqzlxoFdwCalC o6dtfg2FM0ogKTThWqu86ifYyLDUjnOaVQapogskEj2jfoMARVV42vz1Hp8YZojCW5gmN5u7viQxHSk2jwHRGWI/Vcm1m/lfrpzq88TImklRTQRaLwpQjHaNZEGjIJCWaTw1gIpm5FZExlphoE1fFhOAuf3kVOpd11/DDVa1xW8RRhmM4gTNw4Roa cA9NaAOBJ3iGV3izcuvFerc+Fq0lq5g5gj+yPn8A8vaTuA==</latexit><latexit sha1_base64="0lg9a7rE5NVceUCdWdHKMeJ2JNI=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcKElEUGXR TcuK/QGbQiT6aQdOpmEmYlYQl7FjQtF3Poi7nwbp20W2vrDwMd/zuGc+YOEM6Ud59sqra1vbG6Vtys7u3v7B/ZhtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHI3q3cfqVQsFi09TagX4ZFgISNYG8u3q6mftS7c/HygcYG+XXPqzlxoFdwCalC o6dtfg2FM0ogKTThWqu86ifYyLDUjnOaVQapogskEj2jfoMARVV42vz1Hp8YZojCW5gmN5u7viQxHSk2jwHRGWI/Vcm1m/lfrpzq88TImklRTQRaLwpQjHaNZEGjIJCWaTw1gIpm5FZExlphoE1fFhOAuf3kVOpd11/DDVa1xW8RRhmM4gTNw4Roa cA9NaAOBJ3iGV3izcuvFerc+Fq0lq5g5gj+yPn8A8vaTuA==</latexit>
⌧1
<latexit sha1_base64="/ppgZ9DeIRCjLf4ACWWobz0iGfM=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCvYD2qVk0 2wbm02WZFYopf/BiwdFvPp/vPlvTNs9aOsLgYd3ZsjMG6VSWPT9b6+wtr6xuVXcLu3s7u0flA+PmlZnhvEG01KbdkQtl0LxBgqUvJ0aTpNI8lY0up3VW0/cWKHVA45THiZ0oEQsGEVnNbtIs17QK1f8qj8XWYUghwrkqvfKX92+ZlnCFTJJre0EforhhBoUTPJpqZtZnlI2ogPec ahowm04mW87JWfO6ZNYG/cUkrn7e2JCE2vHSeQ6E4pDu1ybmf/VOhnG1+FEqDRDrtjioziTBDWZnU76wnCGcuyAMiPcroQNqaEMXUAlF0KwfPIqNC+qgeP7y0rtJo+jCCdwCucQwBXU4A7q0AAGj/AMr/Dmae/Fe/c+Fq0FL585hj/yPn8ASP+O7A==</latexit><latexit sha1_base64="/ppgZ9DeIRCjLf4ACWWobz0iGfM=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCvYD2qVk0 2wbm02WZFYopf/BiwdFvPp/vPlvTNs9aOsLgYd3ZsjMG6VSWPT9b6+wtr6xuVXcLu3s7u0flA+PmlZnhvEG01KbdkQtl0LxBgqUvJ0aTpNI8lY0up3VW0/cWKHVA45THiZ0oEQsGEVnNbtIs17QK1f8qj8XWYUghwrkqvfKX92+ZlnCFTJJre0EforhhBoUTPJpqZtZnlI2ogPec ahowm04mW87JWfO6ZNYG/cUkrn7e2JCE2vHSeQ6E4pDu1ybmf/VOhnG1+FEqDRDrtjioziTBDWZnU76wnCGcuyAMiPcroQNqaEMXUAlF0KwfPIqNC+qgeP7y0rtJo+jCCdwCucQwBXU4A7q0AAGj/AMr/Dmae/Fe/c+Fq0FL585hj/yPn8ASP+O7A==</latexit><latexit sha1_base64="/ppgZ9DeIRCjLf4ACWWobz0iGfM=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCvYD2qVk0 2wbm02WZFYopf/BiwdFvPp/vPlvTNs9aOsLgYd3ZsjMG6VSWPT9b6+wtr6xuVXcLu3s7u0flA+PmlZnhvEG01KbdkQtl0LxBgqUvJ0aTpNI8lY0up3VW0/cWKHVA45THiZ0oEQsGEVnNbtIs17QK1f8qj8XWYUghwrkqvfKX92+ZlnCFTJJre0EforhhBoUTPJpqZtZnlI2ogPec ahowm04mW87JWfO6ZNYG/cUkrn7e2JCE2vHSeQ6E4pDu1ybmf/VOhnG1+FEqDRDrtjioziTBDWZnU76wnCGcuyAMiPcroQNqaEMXUAlF0KwfPIqNC+qgeP7y0rtJo+jCCdwCucQwBXU4A7q0AAGj/AMr/Dmae/Fe/c+Fq0FL585hj/yPn8ASP+O7A==</latexit><latexit sha1_base64="/ppgZ9DeIRCjLf4ACWWobz0iGfM=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCvYD2qVk0 2wbm02WZFYopf/BiwdFvPp/vPlvTNs9aOsLgYd3ZsjMG6VSWPT9b6+wtr6xuVXcLu3s7u0flA+PmlZnhvEG01KbdkQtl0LxBgqUvJ0aTpNI8lY0up3VW0/cWKHVA45THiZ0oEQsGEVnNbtIs17QK1f8qj8XWYUghwrkqvfKX92+ZlnCFTJJre0EforhhBoUTPJpqZtZnlI2ogPec ahowm04mW87JWfO6ZNYG/cUkrn7e2JCE2vHSeQ6E4pDu1ybmf/VOhnG1+FEqDRDrtjioziTBDWZnU76wnCGcuyAMiPcroQNqaEMXUAlF0KwfPIqNC+qgeP7y0rtJo+jCCdwCucQwBXU4A7q0AAGj/AMr/Dmae/Fe/c+Fq0FL585hj/yPn8ASP+O7A==</latexit>
⌧2
<latexit sha1_base64="zGqeZRbMCfNQCf7CoKRDwc+sXEE=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInspuEfRY9OKxgv2AdinZN NvGZpMlmRVK6X/w4kERr/4fb/4b03YP2vpC4OGdGTLzRqkUFn3/21tb39jc2i7sFHf39g8OS0fHTaszw3iDaalNO6KWS6F4AwVK3k4Np0kkeSsa3c7qrSdurNDqAccpDxM6UCIWjKKzml2kWa/aK5X9ij8XWYUghzLkqvdKX92+ZlnCFTJJre0EforhhBoUTPJpsZtZnlI2ogPec ahowm04mW87JefO6ZNYG/cUkrn7e2JCE2vHSeQ6E4pDu1ybmf/VOhnG1+FEqDRDrtjioziTBDWZnU76wnCGcuyAMiPcroQNqaEMXUBFF0KwfPIqNKuVwPH9Zbl2k8dRgFM4gwsI4ApqcAd1aACDR3iGV3jztPfivXsfi9Y1L585gT/yPn8ASoOO7Q==</latexit><latexit sha1_base64="zGqeZRbMCfNQCf7CoKRDwc+sXEE=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInspuEfRY9OKxgv2AdinZN NvGZpMlmRVK6X/w4kERr/4fb/4b03YP2vpC4OGdGTLzRqkUFn3/21tb39jc2i7sFHf39g8OS0fHTaszw3iDaalNO6KWS6F4AwVK3k4Np0kkeSsa3c7qrSdurNDqAccpDxM6UCIWjKKzml2kWa/aK5X9ij8XWYUghzLkqvdKX92+ZlnCFTJJre0EforhhBoUTPJpsZtZnlI2ogPec ahowm04mW87JefO6ZNYG/cUkrn7e2JCE2vHSeQ6E4pDu1ybmf/VOhnG1+FEqDRDrtjioziTBDWZnU76wnCGcuyAMiPcroQNqaEMXUBFF0KwfPIqNKuVwPH9Zbl2k8dRgFM4gwsI4ApqcAd1aACDR3iGV3jztPfivXsfi9Y1L585gT/yPn8ASoOO7Q==</latexit><latexit sha1_base64="zGqeZRbMCfNQCf7CoKRDwc+sXEE=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInspuEfRY9OKxgv2AdinZN NvGZpMlmRVK6X/w4kERr/4fb/4b03YP2vpC4OGdGTLzRqkUFn3/21tb39jc2i7sFHf39g8OS0fHTaszw3iDaalNO6KWS6F4AwVK3k4Np0kkeSsa3c7qrSdurNDqAccpDxM6UCIWjKKzml2kWa/aK5X9ij8XWYUghzLkqvdKX92+ZlnCFTJJre0EforhhBoUTPJpsZtZnlI2ogPec ahowm04mW87JefO6ZNYG/cUkrn7e2JCE2vHSeQ6E4pDu1ybmf/VOhnG1+FEqDRDrtjioziTBDWZnU76wnCGcuyAMiPcroQNqaEMXUBFF0KwfPIqNKuVwPH9Zbl2k8dRgFM4gwsI4ApqcAd1aACDR3iGV3jztPfivXsfi9Y1L585gT/yPn8ASoOO7Q==</latexit><latexit sha1_base64="zGqeZRbMCfNQCf7CoKRDwc+sXEE=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInspuEfRY9OKxgv2AdinZN NvGZpMlmRVK6X/w4kERr/4fb/4b03YP2vpC4OGdGTLzRqkUFn3/21tb39jc2i7sFHf39g8OS0fHTaszw3iDaalNO6KWS6F4AwVK3k4Np0kkeSsa3c7qrSdurNDqAccpDxM6UCIWjKKzml2kWa/aK5X9ij8XWYUghzLkqvdKX92+ZlnCFTJJre0EforhhBoUTPJpsZtZnlI2ogPec ahowm04mW87JefO6ZNYG/cUkrn7e2JCE2vHSeQ6E4pDu1ybmf/VOhnG1+FEqDRDrtjioziTBDWZnU76wnCGcuyAMiPcroQNqaEMXUBFF0KwfPIqNKuVwPH9Zbl2k8dRgFM4gwsI4ApqcAd1aACDR3iGV3jztPfivXsfi9Y1L585gT/yPn8ASoOO7Q==</latexit>
⌧Tf
<latexit sha1_base64="0FWGch+UX1/0I/QJvNjXW6/qL40=">AAAB8XicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxW6Be2IWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jt s1BW19YeHhnhp15w1QKg6777aytb2xubZd2yrt7+weHlaPjtkkyzXiLJTLR3ZAaLoXiLRQoeTfVnMah5J1wfDerd564NiJRTZyk3I/pUIlIMIrWeuwjzYK8GUTToFJ1a+5cZBW8AqpQqBFUvvqDhGUxV8gkNabnuSn6OdUomOTTcj8zPKVsTIe8Z1HRmBs/n288JefWGZAo0fYpJHP390ROY2MmcWg7Y4ojs1ybmf/VehlGN34uVJohV2zxUZRJggmZnU8GQn OGcmKBMi3sroSNqKYMbUhlG4K3fPIqtC9rnuWHq2r9toijBKdwBhfgwTXU4R4a0AIGCp7hFd4c47w4787HonXNKWZO4I+czx/AkJD0</latexit><latexit sha1_base64="0FWGch+UX1/0I/QJvNjXW6/qL40=">AAAB8XicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxW6Be2IWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jt s1BW19YeHhnhp15w1QKg6777aytb2xubZd2yrt7+weHlaPjtkkyzXiLJTLR3ZAaLoXiLRQoeTfVnMah5J1wfDerd564NiJRTZyk3I/pUIlIMIrWeuwjzYK8GUTToFJ1a+5cZBW8AqpQqBFUvvqDhGUxV8gkNabnuSn6OdUomOTTcj8zPKVsTIe8Z1HRmBs/n288JefWGZAo0fYpJHP390ROY2MmcWg7Y4ojs1ybmf/VehlGN34uVJohV2zxUZRJggmZnU8GQn OGcmKBMi3sroSNqKYMbUhlG4K3fPIqtC9rnuWHq2r9toijBKdwBhfgwTXU4R4a0AIGCp7hFd4c47w4787HonXNKWZO4I+czx/AkJD0</latexit><latexit sha1_base64="0FWGch+UX1/0I/QJvNjXW6/qL40=">AAAB8XicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxW6Be2IWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jt s1BW19YeHhnhp15w1QKg6777aytb2xubZd2yrt7+weHlaPjtkkyzXiLJTLR3ZAaLoXiLRQoeTfVnMah5J1wfDerd564NiJRTZyk3I/pUIlIMIrWeuwjzYK8GUTToFJ1a+5cZBW8AqpQqBFUvvqDhGUxV8gkNabnuSn6OdUomOTTcj8zPKVsTIe8Z1HRmBs/n288JefWGZAo0fYpJHP390ROY2MmcWg7Y4ojs1ybmf/VehlGN34uVJohV2zxUZRJggmZnU8GQn OGcmKBMi3sroSNqKYMbUhlG4K3fPIqtC9rnuWHq2r9toijBKdwBhfgwTXU4R4a0AIGCp7hFd4c47w4787HonXNKWZO4I+czx/AkJD0</latexit><latexit sha1_base64="0FWGch+UX1/0I/QJvNjXW6/qL40=">AAAB8XicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxW6Be2IWy2m3bpZhN2J0IJ/RdePCji1X/jzX/jt s1BW19YeHhnhp15w1QKg6777aytb2xubZd2yrt7+weHlaPjtkkyzXiLJTLR3ZAaLoXiLRQoeTfVnMah5J1wfDerd564NiJRTZyk3I/pUIlIMIrWeuwjzYK8GUTToFJ1a+5cZBW8AqpQqBFUvvqDhGUxV8gkNabnuSn6OdUomOTTcj8zPKVsTIe8Z1HRmBs/n288JefWGZAo0fYpJHP390ROY2MmcWg7Y4ojs1ybmf/VehlGN34uVJohV2zxUZRJggmZnU8GQn OGcmKBMi3sroSNqKYMbUhlG4K3fPIqtC9rnuWHq2r9toijBKdwBhfgwTXU4R4a0AIGCp7hFd4c47w4787HonXNKWZO4I+czx/AkJD0</latexit>
f(u0, u˙0, ⌧0)
<latexit sha1_base64="lko2Rw52IROQqBTKroxl3i5jt+0=">AAACAHicbZDLS sNAFIYn9VbrLerChZvBIlSQkoigy6IblxXsBdpQJtNJO3QyCTMnQgnZ+CpuXCji1sdw59s4abPQ1h8GPv5zzsyc348F1+A431ZpZXVtfaO8Wdna3tnds/cP2jpKFGUtGo lIdX2imeCStYCDYN1YMRL6gnX8yW1e7zwypXkkH2AaMy8kI8kDTgkYa2AfBbVk4Jz3hxGkSZYTEGOcDeyqU3dmwsvgFlBFhZoD+8vcQZOQSaCCaN1znRi8lCjgVLCs0k8 0iwmdkBHrGZQkZNpLZwtk+NQ4QxxEyhwJeOb+nkhJqPU09E1nSGCsF2u5+V+tl0Bw7aVcxgkwSecPBYnAEOE8DTzkilEQUwOEKm7+iumYKELBZFYxIbiLKy9D+6LuGr6/ rDZuijjK6BidoBpy0RVqoDvURC1EUYae0St6s56sF+vd+pi3lqxi5hD9kfX5AymKlXg=</latexit><latexit sha1_base64="lko2Rw52IROQqBTKroxl3i5jt+0=">AAACAHicbZDLS sNAFIYn9VbrLerChZvBIlSQkoigy6IblxXsBdpQJtNJO3QyCTMnQgnZ+CpuXCji1sdw59s4abPQ1h8GPv5zzsyc348F1+A431ZpZXVtfaO8Wdna3tnds/cP2jpKFGUtGo lIdX2imeCStYCDYN1YMRL6gnX8yW1e7zwypXkkH2AaMy8kI8kDTgkYa2AfBbVk4Jz3hxGkSZYTEGOcDeyqU3dmwsvgFlBFhZoD+8vcQZOQSaCCaN1znRi8lCjgVLCs0k8 0iwmdkBHrGZQkZNpLZwtk+NQ4QxxEyhwJeOb+nkhJqPU09E1nSGCsF2u5+V+tl0Bw7aVcxgkwSecPBYnAEOE8DTzkilEQUwOEKm7+iumYKELBZFYxIbiLKy9D+6LuGr6/ rDZuijjK6BidoBpy0RVqoDvURC1EUYae0St6s56sF+vd+pi3lqxi5hD9kfX5AymKlXg=</latexit><latexit sha1_base64="lko2Rw52IROQqBTKroxl3i5jt+0=">AAACAHicbZDLS sNAFIYn9VbrLerChZvBIlSQkoigy6IblxXsBdpQJtNJO3QyCTMnQgnZ+CpuXCji1sdw59s4abPQ1h8GPv5zzsyc348F1+A431ZpZXVtfaO8Wdna3tnds/cP2jpKFGUtGo lIdX2imeCStYCDYN1YMRL6gnX8yW1e7zwypXkkH2AaMy8kI8kDTgkYa2AfBbVk4Jz3hxGkSZYTEGOcDeyqU3dmwsvgFlBFhZoD+8vcQZOQSaCCaN1znRi8lCjgVLCs0k8 0iwmdkBHrGZQkZNpLZwtk+NQ4QxxEyhwJeOb+nkhJqPU09E1nSGCsF2u5+V+tl0Bw7aVcxgkwSecPBYnAEOE8DTzkilEQUwOEKm7+iumYKELBZFYxIbiLKy9D+6LuGr6/ rDZuijjK6BidoBpy0RVqoDvURC1EUYae0St6s56sF+vd+pi3lqxi5hD9kfX5AymKlXg=</latexit><latexit sha1_base64="lko2Rw52IROQqBTKroxl3i5jt+0=">AAACAHicbZDLS sNAFIYn9VbrLerChZvBIlSQkoigy6IblxXsBdpQJtNJO3QyCTMnQgnZ+CpuXCji1sdw59s4abPQ1h8GPv5zzsyc348F1+A431ZpZXVtfaO8Wdna3tnds/cP2jpKFGUtGo lIdX2imeCStYCDYN1YMRL6gnX8yW1e7zwypXkkH2AaMy8kI8kDTgkYa2AfBbVk4Jz3hxGkSZYTEGOcDeyqU3dmwsvgFlBFhZoD+8vcQZOQSaCCaN1znRi8lCjgVLCs0k8 0iwmdkBHrGZQkZNpLZwtk+NQ4QxxEyhwJeOb+nkhJqPU09E1nSGCsF2u5+V+tl0Bw7aVcxgkwSecPBYnAEOE8DTzkilEQUwOEKm7+iumYKELBZFYxIbiLKy9D+6LuGr6/ rDZuijjK6BidoBpy0RVqoDvURC1EUYae0St6s56sF+vd+pi3lqxi5hD9kfX5AymKlXg=</latexit>
f(u1, u˙1, ⌧1)
<latexit sha1_base64="BVyxb/c+w2201VGdHsLhz/my8kc=">AAACAHicbZDL SsNAFIYn9VbrLerChZvBIlSQkoigy6IblxXsBdpQJtNJO3QyCTMnQgnZ+CpuXCji1sdw59s4abPQ1h8GPv5zzsyc348F1+A431ZpZXVtfaO8Wdna3tnds/cP2jpKFG UtGolIdX2imeCStYCDYN1YMRL6gnX8yW1e7zwypXkkH2AaMy8kI8kDTgkYa2AfBbVk4J73hxGkSZYTEGOcDeyqU3dmwsvgFlBFhZoD+8vcQZOQSaCCaN1znRi8lCjg VLCs0k80iwmdkBHrGZQkZNpLZwtk+NQ4QxxEyhwJeOb+nkhJqPU09E1nSGCsF2u5+V+tl0Bw7aVcxgkwSecPBYnAEOE8DTzkilEQUwOEKm7+iumYKELBZFYxIbiLKy 9D+6LuGr6/rDZuijjK6BidoBpy0RVqoDvURC1EUYae0St6s56sF+vd+pi3lqxi5hD9kfX5Ay4xlXs=</latexit><latexit sha1_base64="BVyxb/c+w2201VGdHsLhz/my8kc=">AAACAHicbZDL SsNAFIYn9VbrLerChZvBIlSQkoigy6IblxXsBdpQJtNJO3QyCTMnQgnZ+CpuXCji1sdw59s4abPQ1h8GPv5zzsyc348F1+A431ZpZXVtfaO8Wdna3tnds/cP2jpKFG UtGolIdX2imeCStYCDYN1YMRL6gnX8yW1e7zwypXkkH2AaMy8kI8kDTgkYa2AfBbVk4J73hxGkSZYTEGOcDeyqU3dmwsvgFlBFhZoD+8vcQZOQSaCCaN1znRi8lCjg VLCs0k80iwmdkBHrGZQkZNpLZwtk+NQ4QxxEyhwJeOb+nkhJqPU09E1nSGCsF2u5+V+tl0Bw7aVcxgkwSecPBYnAEOE8DTzkilEQUwOEKm7+iumYKELBZFYxIbiLKy 9D+6LuGr6/rDZuijjK6BidoBpy0RVqoDvURC1EUYae0St6s56sF+vd+pi3lqxi5hD9kfX5Ay4xlXs=</latexit><latexit sha1_base64="BVyxb/c+w2201VGdHsLhz/my8kc=">AAACAHicbZDL SsNAFIYn9VbrLerChZvBIlSQkoigy6IblxXsBdpQJtNJO3QyCTMnQgnZ+CpuXCji1sdw59s4abPQ1h8GPv5zzsyc348F1+A431ZpZXVtfaO8Wdna3tnds/cP2jpKFG UtGolIdX2imeCStYCDYN1YMRL6gnX8yW1e7zwypXkkH2AaMy8kI8kDTgkYa2AfBbVk4J73hxGkSZYTEGOcDeyqU3dmwsvgFlBFhZoD+8vcQZOQSaCCaN1znRi8lCjg VLCs0k80iwmdkBHrGZQkZNpLZwtk+NQ4QxxEyhwJeOb+nkhJqPU09E1nSGCsF2u5+V+tl0Bw7aVcxgkwSecPBYnAEOE8DTzkilEQUwOEKm7+iumYKELBZFYxIbiLKy 9D+6LuGr6/rDZuijjK6BidoBpy0RVqoDvURC1EUYae0St6s56sF+vd+pi3lqxi5hD9kfX5Ay4xlXs=</latexit><latexit sha1_base64="BVyxb/c+w2201VGdHsLhz/my8kc=">AAACAHicbZDL SsNAFIYn9VbrLerChZvBIlSQkoigy6IblxXsBdpQJtNJO3QyCTMnQgnZ+CpuXCji1sdw59s4abPQ1h8GPv5zzsyc348F1+A431ZpZXVtfaO8Wdna3tnds/cP2jpKFG UtGolIdX2imeCStYCDYN1YMRL6gnX8yW1e7zwypXkkH2AaMy8kI8kDTgkYa2AfBbVk4J73hxGkSZYTEGOcDeyqU3dmwsvgFlBFhZoD+8vcQZOQSaCCaN1znRi8lCjg VLCs0k80iwmdkBHrGZQkZNpLZwtk+NQ4QxxEyhwJeOb+nkhJqPU09E1nSGCsF2u5+V+tl0Bw7aVcxgkwSecPBYnAEOE8DTzkilEQUwOEKm7+iumYKELBZFYxIbiLKy 9D+6LuGr6/rDZuijjK6BidoBpy0RVqoDvURC1EUYae0St6s56sF+vd+pi3lqxi5hD9kfX5Ay4xlXs=</latexit>
f(uTf 1, u˙Tf 1, ⌧Tf 1)
<latexit sha1_base64="4lDhweO0oqA6n4LSUKTxzoxZH/o=">AAACMHicbVDLSsNAFJ3UV42vqks3wSJU0JKIoMu iC10qWBXaEiaTm3boZBJmboQS8klu/BTdKCji1q9wWouP6oWBM+fcc2fuCVLBNbruk1Wamp6ZnSvP2wuLS8srldW1S51kikGTJSJR1wHVILiEJnIUcJ0qoHEg4CroHw/1qxtQmifyAgcpdGLalTzijKKh/MpJO4AulzkVvCshLOyolvn5hR/ tesVOO0wwz4rvO9Ivcdtugwy/fH6l6tbdUTl/gTcGVTKuM79yb6azLAaJTFCtW56bYienCjkTUNjtTENKWZ92oWWgpDHoTj5auHC2DBM6UaLMkeiM2J+OnMZaD+LAdMYUe3pSG5L/aa0Mo8NOzmWaIUj2+VCUCQcTZ5ieE3IFDMXAAMoUN391 WI8qytBkbJsQvMmV/4LLvbpn8Pl+tXE0jqNMNsgmqRGPHJAGOSVnpEkYuSUP5Jm8WHfWo/VqvX22lqyxZ538Kuv9A0a4qbU=</latexit><latexit sha1_base64="4lDhweO0oqA6n4LSUKTxzoxZH/o=">AAACMHicbVDLSsNAFJ3UV42vqks3wSJU0JKIoMu iC10qWBXaEiaTm3boZBJmboQS8klu/BTdKCji1q9wWouP6oWBM+fcc2fuCVLBNbruk1Wamp6ZnSvP2wuLS8srldW1S51kikGTJSJR1wHVILiEJnIUcJ0qoHEg4CroHw/1qxtQmifyAgcpdGLalTzijKKh/MpJO4AulzkVvCshLOyolvn5hR/ tesVOO0wwz4rvO9Ivcdtugwy/fH6l6tbdUTl/gTcGVTKuM79yb6azLAaJTFCtW56bYienCjkTUNjtTENKWZ92oWWgpDHoTj5auHC2DBM6UaLMkeiM2J+OnMZaD+LAdMYUe3pSG5L/aa0Mo8NOzmWaIUj2+VCUCQcTZ5ieE3IFDMXAAMoUN391 WI8qytBkbJsQvMmV/4LLvbpn8Pl+tXE0jqNMNsgmqRGPHJAGOSVnpEkYuSUP5Jm8WHfWo/VqvX22lqyxZ538Kuv9A0a4qbU=</latexit><latexit sha1_base64="4lDhweO0oqA6n4LSUKTxzoxZH/o=">AAACMHicbVDLSsNAFJ3UV42vqks3wSJU0JKIoMu iC10qWBXaEiaTm3boZBJmboQS8klu/BTdKCji1q9wWouP6oWBM+fcc2fuCVLBNbruk1Wamp6ZnSvP2wuLS8srldW1S51kikGTJSJR1wHVILiEJnIUcJ0qoHEg4CroHw/1qxtQmifyAgcpdGLalTzijKKh/MpJO4AulzkVvCshLOyolvn5hR/ tesVOO0wwz4rvO9Ivcdtugwy/fH6l6tbdUTl/gTcGVTKuM79yb6azLAaJTFCtW56bYienCjkTUNjtTENKWZ92oWWgpDHoTj5auHC2DBM6UaLMkeiM2J+OnMZaD+LAdMYUe3pSG5L/aa0Mo8NOzmWaIUj2+VCUCQcTZ5ieE3IFDMXAAMoUN391 WI8qytBkbJsQvMmV/4LLvbpn8Pl+tXE0jqNMNsgmqRGPHJAGOSVnpEkYuSUP5Jm8WHfWo/VqvX22lqyxZ538Kuv9A0a4qbU=</latexit><latexit sha1_base64="4lDhweO0oqA6n4LSUKTxzoxZH/o=">AAACMHicbVDLSsNAFJ3UV42vqks3wSJU0JKIoMu iC10qWBXaEiaTm3boZBJmboQS8klu/BTdKCji1q9wWouP6oWBM+fcc2fuCVLBNbruk1Wamp6ZnSvP2wuLS8srldW1S51kikGTJSJR1wHVILiEJnIUcJ0qoHEg4CroHw/1qxtQmifyAgcpdGLalTzijKKh/MpJO4AulzkVvCshLOyolvn5hR/ tesVOO0wwz4rvO9Ivcdtugwy/fH6l6tbdUTl/gTcGVTKuM79yb6azLAaJTFCtW56bYienCjkTUNjtTENKWZ92oWWgpDHoTj5auHC2DBM6UaLMkeiM2J+OnMZaD+LAdMYUe3pSG5L/aa0Mo8NOzmWaIUj2+VCUCQcTZ5ieE3IFDMXAAMoUN391 WI8qytBkbJsQvMmV/4LLvbpn8Pl+tXE0jqNMNsgmqRGPHJAGOSVnpEkYuSUP5Jm8WHfWo/VqvX22lqyxZ538Kuv9A0a4qbU=</latexit>
Figure 3: (a) The diagram of the kinematic bicycle model [18].
(b) The detailed unrolled recurrent structure of decoder for a sin-
gle agent, which consists of a GRU, a saturation function and a
kinematics update cell.
tention function. Then the node attributes are updated by
v˜hi =
Th∑
t=1
fact(β
t
i v¯
t>
i w), v˜
f
i =
T∑
t=Th+1
fact(β
t
i v¯
t>
i w). (4)
The multi-head attention mechanism can also be employed
by using multiple differentw with average or concatenation.
Feature Encoding
The historical and future node attributes are concate-
nated and transformed by an encoding function fenc to ob-
tain the latent variable zi, which is given by
zi = fenc([v˜
h
i ||v˜fi ]). (5)
4.4. Decoder with Kinematic Constraint
We employ a similar method in [30] to impose a kine-
matic constraint cell to enforce feasible trajectory predic-
tion following the recurrent unit, which is shown in Figure.
3. The bicycle model is a widely used nonlinear model to
approximate the kinematics of vehicles, which has a contin-
uous form 
x˙ = v cos (ψ + β)
y˙ = v sin(ψ + β)
ψ˙ =
v
lr
sin(β)
(6)
where x, y are the coordinates of the center of mass, ψ is
the inertial heading and v is the speed of the vehicle. β
is the angle of the current velocity of the center of mass
with respect to the longitudinal axis of the car. We denote
τt = [xt yt ψt]
>, at = [x˙t y˙t ψ˙t]> and ut = [vt βt]>. Then
the discretized version of the equations (6) can be written as
τt+1 = τt + at∆t
ut+1 = ut + u˙t∆t
at = f(ut, u˙t, τt)
(7)
Here we provide an instance for the agent i. The inputs of
the gated recurrent unit (GRU) are the node attribute v˜i at
the first step and zero paddings for the following steps. The
outputs are the raw u˙t at each step which are truncated by
a saturation function in order to restrict the accelerations in
the feasible ranges. Then the kinematic cell takes in a se-
quence of u, u˙, s and outputs future trajectories. If lr is not a
prior knowledge or cannot be observed, then we can either
approximate it with a constant or make it an independent
output.
4.5. Loss Function and Training
In this part, we put forward a variant of generative mod-
eling method, which is formulated similar in [30] and [49].
In order to keep consistent with other literature on gener-
ative models, we use the same notations: x denotes the
predicted trajectories, z denotes the latent variable and y
denotes the condition variable which is historical features.
These notations were used for other purposes in previous
sections.
The optimization problem can be written as
min
θ,φ,s.t.0<1−α<β
−Epφ(z|x,y)[log pθ(x|z, y)]]
+ αEp(x|y)[DKL[pφ(z|x, y)||p(z|y)]]
+ βD(pφ(z|y), p(z|y)).
(8)
Since the whole system is fully differentiable, we can
train the network end-to-end by the Adam optimizer [16]
and the loss function is given by
L =γ Ei∈{1,...,Nb}
∥∥∥τ iTh+1:T − τˆ iTh+1:T∥∥∥
2
+ α Ep(x|y)[DKL[pφ(z|x, y)||p(z|y)]
+ β MMD(pφ(z|y), p(z|y)),
(9)
where γ is a weight parameter to adjust the relative impor-
tance of the reconstruction loss and Nb is the total number
of training agents,DKL is Kullback-Leibler divergence and
MMD is maximum mean discrepancy. If γ  α, β, then the
loss function degenerates to the pure l2-norm loss.
5. Experiments
In this section, we validate the proposed method on three
publicly available benchmark datasets for trajectory predic-
tion of pedestrians and on-road vehicles. The results are
analyzed and compared with state-of-the-art baselines.
5.1. Datasets
Here we briefly introduce the datasets below. Please re-
fer to the supplementary materials for details about the data
processing procedures.
ETH [32] and UCY [19]: These two datasets are usually
used together in literature, which include top-down-view
videos and image annotations of pedestrians in both indoor
and outdoor scenarios. The trajectories were extracted in
the world space.
Table 1: ADE / FDE (meters) Comparisons of Pedestrian Trajectory Prediction (ETH & UCY datasets).
Scenes LR P-LSTM S-LSTM S-GAN S-GAN-P S-Ways SoPhie Social-WaGDAT
ETH 1.33 / 2.94 1.13 / 2.38 1.09 / 2.35 0.81 / 1.52 0.87 / 1.62 0.39 / 0.64 0.70 / 1.43 0.52 / 0.91
HOTEL 0.39 / 0.72 0.91 / 1.89 0.79 / 1.76 0.72 / 0.61 0.67 / 1.37 0.39 / 0.66 0.76 / 1.67 0.61 / 0.87
UNIV 0.82 / 1.59 0.63 / 1.36 0.67 / 1.40 0.60 / 1.26 0.76 / 1.52 0.55 / 1.31 0.54 / 1.24 0.43 / 1.12
ZARA1 0.62 / 1.21 0.44 / 0.84 0.47 / 1.00 0.34 / 0.69 0.35 / 0.68 0.44 / 0.64 0.30 / 0.63 0.33 / 0.62
ZARA2 0.77 / 1.48 0.51 / 1.16 0.56 / 1.17 0.42 / 0.84 0.42 / 0.84 0.51 / 0.92 0.38 / 0.78 0.32 / 0.70
AVG 0.79 / 1.59 0.72 / 1.53 0.72 / 1.54 0.58 / 1.18 0.61 / 1.21 0.46 / 0.84 0.54 / 1.15 0.44 / 0.84
Table 2: ADE / FDE (pixels) Comparisons of Pedestrian Trajectory Prediction (SDD dataset).
P-LSTM S-Forces S-LSTM S-GAN CAR-Net S-ATT DESIRE Social-WaGDAT
38.12 / 58.63 36.48 / 58.14 33.19 / 56.38 28.67 / 44.35 25.72 / 51.80 33.28 / 55.86 35.38 / 57.62 22.52 / 38.27
Table 3: ADE / FDE (meters) Comparisons of Vehicle Trajectory Prediction (ID dataset).
Baseline Methods Social-WaGDAT
Scenes Time CVM P-LSTM S-LSTM S-GAN S-ATT T T+C+w/o Attention T+C
T+C+
Kinematic
RA
1.0s 0.79 / 1.04 0.70 / 0.94 0.44 / 0.62 0.34 / 0.48 0.32 / 0.49 0.27 / 0.41 0.31 / 0.45 0.24 / 0.36 0.24 / 0.35
2.0s 1.54 / 2.73 1.24 / 2.04 0.93 / 1.66 0.69 / 1.24 0.84 / 1.72 0.67 / 1.22 0.76 / 1.26 0.63 / 1.15 0.60 / 1.01
3.0s 2.27 / 3.91 1.75 / 2.98 1.44 / 2.71 1.10 / 2.15 1.51 / 3.15 1.01 / 2.11 1.19 / 2.34 0.94 / 2.04 0.86 / 1.83
4.0s 2.73 / 4.02 2.09 / 4.21 1.86 / 4.27 1.56 / 3.25 1.93 / 3.50 1.34 / 2.84 1.51 / 2.89 1.26 / 2.55 1.08 / 2.21
5.0s 2.90 / 4.38 2.35 / 5,39 2.17 / 5.12 2.11 / 4.70 2.13 / 4.86 1.85 / 4.41 2.13 / 4.24 1.65 / 3.98 1.31 / 3.34
UI
1.0s 0.88 / 1.14 0.74 / 1.00 0.50 / 0.70 0.41 / 0.57 0.38 / 0.57 0.40 / 0.59 0.41 / 0.61 0.37 / 0.55 0.36 / 0.54
2.0s 1.64 / 2.85 1.30 / 2.14 1.00 / 1.79 0.82 / 1.49 0.99 / 2.04 0.81 / 1.41 0.87 / 1.56 0.78 / 1.38 0.74 / 1.31
3.0s 2.44 / 4.33 1.88 / 3.34 1.63 / 3.26 1.34 / 2.70 1.79 / 3.71 1.21 / 2.46 1.25 / 2.32 1.15 / 2.12 1.07 / 2.04
4.0s 2.91 / 4.27 2.39 / 4.05 2.22 / 4.19 1.95 / 4.16 2.43 / 4.50 1.86 / 3.98 1.93 / 4.26 1.78 / 3.80 1.63 / 3.56
5.0s 3.14 / 5.02 2.77 / 4.33 2.69 / 4.64 2.65 / 4.87 2.85 / 4.90 2.52 / 4.57 2.44 / 4.51 2.27 / 3.90 1.99 / 3.85
HR
1.0s 0.33 / 0.50 0.39 / 0.54 0.36 / 0.52 0.40 / 0.53 0.38 / 0.53 0.42 / 0.51 0.44 / 0.56 0.40 / 0.54 0.40 / 0.53
2.0s 0.81 / 1.30 0.80 / 1.41 0.80 / 1.49 0.69 / 1.13 0.72 / 1.43 0.71 / 1.26 0.73 / 1.49 0.68 / 1.31 0.67 / 1.28
3.0s 1.15 / 2.00 1.23 / 2.28 1.29 / 2.49 1.00 / 1.81 1.19 / 2.31 0.91 / 1.75 0.98 / 1.97 0.88 / 1.78 0.87 / 1.78
4.0s 1.45 / 2.45 1.64 / 3.04 1.79 / 3.49 1.34 / 2.51 1.59 / 2.94 1.33 / 2.44 1.58 / 2.78 1.34 / 2.40 1.31 / 2.31
5.0s 1.71 / 3.25 1.95 / 3.26 2.19 / 3.87 1.68 / 3.22 1.89 / 3.04 1.66 / 3.13 1.81 / 3.34 1.62 / 2.97 1.57 / 2.88
Stanford Drone Dataset (SDD) [33]: The dataset also con-
tains a set of top-down-view images and the correspond-
ing trajectories of involved entities, which was collected in
multiple scenarios in a university campus full of interactive
pedestrians, cyclists and vehicles. The trajectories were ex-
tracted in the image pixel space.
INTERACTION Dataset (ID) [48]: The dataset contains
naturalistic motions of various traffic participants in a vari-
ety of highly interactive driving scenarios. Trajectory data
was collected using drones and traffic cameras.
The semantic maps of scenarios and agents’ trajecto-
ries are provided. We consider three types of scenarios:
roundabout (RA), unsignalized intersection (UI) and high-
way ramp (HR). The trajectories were extracted in the world
space.
5.2. Evaluation Metrics and Baselines
We evaluate the model performance in terms of average
displacement error (ADE) defined as the average distance
between the predicted trajectories and the ground truth over
all the involved entities within the prediction horizon, as
well as final displacement error (FDE) defined as the devi-
ated distance at the last predicted time step.
For the ETH, UCY and SDD dataset, we predicted the
future 12 time steps (4.8s) based on the historical 8 time
steps (3.2s). For the ID dataset, we predicted the future 10
time steps (5.0s) based on the historical 4 time steps (2.0s).
We compared the performance of our proposed method
with the following baseline approaches: Constant Veloc-
ity Model (CVM), Linear Regression (LR), Probabilistic
LSTM (P-LSTM) [22], Social Forces (S-Forces) [29], So-
cial LSTM (S-LSTM) [1], Social GAN (S-GAN and S-
GAN-P) [11], Social Attention (S-ATT) [42], Social Ways
(S-Ways) [2], SoPhie [35], CAR-Net [36] and DESIRE
[20]. Please refer to the reference papers for more details.
5.3. Implementation Details
A batch size of 64 was used and the models were trained
for 100 epochs using Adam with an initial learning rate of
0.001. The models were trained on a single TITAN X GPU.
We used a split of 70%, 10%, 20% as training, validation
and testing data. Please refer to supplementary materials
for more details on the model architecture.
5.4. Quantitative Analysis
ETH and UCY Datasets: The comparison of the pro-
posed Social-WaGDAT and baseline methods in terms of
ADE and FDE is shown in Table 1. Some of the reported
statistics are adopted from the original papers. It is not sur-
prising that the linear model performs the worst in gen-
eral since it does not consider any social interactions or
context information. An exception is the HOTEL scenario
since most trajectories are relatively straight and can be well
approximated by line segments. The P-LSTM is able to
achieve smaller prediction error than LR due to the larger
model capacity and flexibility of recurrent neural network,
although it also predicts solely based on the individual’s
historical trajectories. The S-LSTM considers the interac-
tions between entities by using a social pooling mechanism.
The S-GAN and S-Ways further improve the performance
by introducing deep generative modeling. Both SoPhie and
our method leverage the trajectory and context information,
but in different ways. Our model can achieve better per-
formance owing to the explicit interaction modeling with
graph neural networks and more compact distribution learn-
ing with conditional Wasserstein generative modeling. In
general, our approach achieves the smallest average ADE
and FDE across different scenes.
Stanford Drone Dataset: The comparison of results is
provided in Table 2, where the ADE and FDE are reported
in the pixel distance. Note that we also included cyclists and
vehicles in the test set besides pedestrians. Similarly, the P-
LSTM performs the worst due to lack of relational reason-
ing. The S-Forces incorporates interaction modeling from
an energy-based perspective, while the S-ATT and CAR-
Net utilize attention mechanisms, which leads to better ac-
curacy. The S-GAN and DESIRE both solve the task from
a probabilistic perspective by learning implicit data distri-
bution and latent space representations, respectively. Our
approach achieves the best performance in terms of predic-
tion error, which implies the superiority of explicit interac-
tion modeling and necessity of leveraging both trajectory
and context information. The prediction error is reduced by
12.1% with respect to the best baseline method.
INTERACTION Dataset: We finally compare the
model performance on the real-world driving dataset in Ta-
ble 3. Here we only involved the baseline approaches whose
codes are publicly available. Although we trained a unified
prediction model on different scenarios simultaneously, we
analyzed the results for each type of scenario separately. To
allow for fair comparison, here we only compare our model
T with baseline methods since they do not leverage con-
text information. In the HR scenarios, the linear model
CVM has a good performance in general since most ve-
hicles go straight along the lane without obvious velocity
changes within a short period, which makes the assumption
of constant velocity well applicable. But the learning-based
models may be negatively affected by some subtle pat-
terns learned from data and redundant information in such
scenarios, especially for short-term prediction (e.g. 1.0s).
As the prediction horizon increases, the results of baseline
methods are comparable while our model achieves the best
performance. The future behaviors in HR scenarios are rel-
atively easy to forecast so our method did not achieve a sig-
nificant improvement. In the RA and UI scenarios, how-
ever, the superiority of the proposed system is more distin-
guishable. It is shown that CVM performs the worst across
all forecasting horizons since turning behaviors, negotiation
and interaction between vehicles happen frequently, which
makes the assumption of constant velocity much less appli-
cable. The P-LSTM has a slightly better performance by us-
ing the recurrent network. While the S-LSTM, S-GAN and
S-ATT incorporate interaction modeling by different strate-
gies which further reduce the prediction error, our model T
still performs the best. This implies the advantages of the
graph representation for interaction modeling. By using our
full model T + C + Kinematic, the prediction error is re-
duced by 29.4%, 21.1% and 8.8% in RA, UI and HR with
respect to the best baseline method, respectively.
5.5. Qualitative and Ablative Analysis
We qualitatively evaluated on prediction hypotheses of
typical testing cases in Figure 4. Although we jointly pre-
dict all agents in a scene, we show predictions for a subset
for simplicity. It shows that our approach can handle dif-
ferent challenging scenarios (e.g. intersection, roundabout)
and diverse behaviors (e.g. going straight, turning, stop-
ping) of vehicles and pedestrians. The ground truth is close
to the mean of the predicted distribution and the model also
allows for uncertainty.
We also conducted ablative analysis on the ID dataset
to demonstrate relative significance of context information,
double-attention mechanism and kinematic constraint layer
in Social-WaGDAT. The ADE and FDE of each model set-
ting are shown in the right part of Table 3.
• T versus T + C: We show the effectiveness of em-
ploying scene context information. T is the model with-
out the kinematic layer, which only uses trajectory infor-
mation, while T+C further employs context information.
The models directly output the position displacements ∆τt
at each step, which are aggregated to get complete trajecto-
ries. We can see little difference on prediction errors over
short horizons while the gap becomes larger as the horizon
extends. The reason is that the vehicle trajectories within
a short period can be approximated by the constant veloc-
ity model, which are not heavily restricted or affected by
the static context. However, as the forecasting horizon in-
creases, the effects of context constraints cannot be ignored
anymore, which leads to larger performance gain of lever-
aging context information. Compared with T, the average
TT+C
T+C+K
T
T+C
T+C+K
(a) (b) (c)
Figure 4: Qualitative and ablative results, where the green mask represents the predicted distribution and the yellow, blue and red lines
represent historical observation, ground truth and a trajectory hypothesis sampled from the distribution with the smallest error, respectively.
(a) and (b) include images from the ID dataset with ablative demonstration and (c) includes images from the SDD dataset.
prediction errors of T + C are reduced by 11.1%, 10.1%
and 2.6% in RA, UI and HR scenarios, respectively. This
implies that the context information has larger effects on
the prediction in RA and UI scenarios, where the influence
of road geometries cannot be ignored. In Figure 4(a) and
4(b), the predicted distribution of T + C is more compli-
ant to roadways to avoid collisions and the vehicles near
the “yield” or “stop” signs tend to yield or stop. However,
T generates samples that are outside of feasible areas and
violating the traffic rules.
• T +C + w/o Attention versus T +C: We show the
effectiveness of the proposed double-attention mechanism.
T + C + w/o Attention uses equal attention coefficients
in both topological and temporal layers. According to the
statistics reported in Table 3, compared with equal atten-
tion, employing the double-attention mechanism to figure
out relative importance within the topological structure and
along different time steps can reduce the average prediction
error by 20.1%, 13.9% and 10.5% in the RA, UI and HR
scenarios, respectively. This implies that certain agents and
periods have more significant influence than the rest.
•T+C versusT+C+Kinematic: We show the effec-
tiveness of the kinematic constraint layer. Employing the
kinematic constraint layer to regularize the learning-based
prediction hypotheses can further reduce the average pre-
diction error by 20.6%, 12.3% and 3.1% in the RA, UI and
HR scenarios, respectively. The reason is that due to the re-
striction from the kinematic model, unfeasible movements
can be filtered out and the model is unlikely to overfit noisy
data or outliers. Moreover, the improvement in RA and UI
is more significant than in HR. The reason is that most ve-
hicles go straight along the road in HR, whose behaviors
can be well approximated by linear models. However, there
are frequent turning behaviors in RA and UI which need
constraints by more sophisticated models. We also visual-
ize the predicted trajectories in Figure 4(a) and 4(b), where
the ones with kinematic constraints are smoother and more
plausible.
6. Conclusions
In this paper, we propose a generic system for multi-
agent trajectory prediction named Social-WaGDAT, which
considers both statistical context information, trajectories of
interactive agents and physical feasibility constraints. In or-
der to effectively model the interactions between different
entities, we design a graph double-attention network to ex-
tract features from spatio-temporal dynamic graphs and a
topological attention mechanism to figure out relative sig-
nificance. Moreover, a variant of Wasserstein generative
modeling is employed to support the whole framework. The
Social-WaGDAT is validated by both pedestrian and vehi-
cle trajectory prediction tasks. The experimental results
show that our approach achieves smaller prediction error
than multiple baseline methods. For the future work, we
will consider the interactions between heterogeneous agents
explicitly and jointly predict their trajectories.
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7. Model Details
In this section, we introduce the implementation details
of our model.
• Deep Feature Extractor (FE): The State MLP and
Relation MLP both have three layers with 64 hidden
units. The Context CNN consists of five layers with
kernel size 5×5 with zero paddings to keep the size of
the image-like tensor.
• Graph Double-Attention Network (GDAT): The di-
mension of node attributes are 64 and the dimension
of edge attributes is 16. These dimensions are fixed
in different rounds of message passing. The activation
functions in the attention mechanism are LeakyReLU.
• Encoding Function (MLP): The encoding function is
a three-layer MLP with 128 hidden units. The dimen-
sion of latent variable is 32.
• Decoding Function: The decoding function is a recur-
rent layer of GRU cells with 128 hidden units.
8. Loss function
In this section, we provide a supplementary introduction
of the loss function we used. In [49], they proposed a vari-
ation of VAE model which can maximize the mutual infor-
mation between latent variable and observable variable. In
our model, the original loss function is:
min
θ,φ,s.t.0<1−α<β
−Ep(x)Epφ(z|x)[log pθ(x|z)]]
+ αEp(x)[DKL[pφ(z|x)||p(z)]
+ βD(pφ(z), p(z))
(10)
This loss function is a Lagrange function of the following
optimization problem:
max Iφ(x, z)
s.t.
{
DKL[pφ(z)||p(z)] ≤ 1
DKL[pφ(x, z)||pθ(x, z)] ≤ 2
(11)
⇔
min
0<1−α<β
− (1− α)Iφ(x, z)
+ (β + α− 1)DKL[pφ(z)||p(z)]
+DKL[pφ(x, z)||pθ(x, z)]
(12)
We assume the distribution of decoder pθ(x|z) ∼
N (µθ(z), 1) and p(z|y) is a standard normal distribution.
We use Maximum Mean Discrepancy (MMD) to approxi-
mate DKL[pφ(z)||p(z)], combining with the GNN, then we
have
L =γ Ei∈{1,...,Nb}
∥∥τ iTh+1:T − τˆ iTh+1:T∥∥22
+α Ep(x|y)[DKL[pφ(z|x, y)||p(z|y)]
+β MMD(pφ(z|y), p(z|y)),
(13)
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Figure 5: The data preprocessing pipeline.
where
p(z|x, y) = N (MLP (GDAT (FE(x)), GDAT (FE(y))), I),
v˜h = GDAT (FE(y)), v˜f = GDAT (FE(x)),
y = {T1:Th ,C1:Th},
x = {TTh+1:T ,CTh+1:T }.
(14)
FE is the deep feature extractor andGDAT is the proposed
graph double-attention network.
9. Data Preprocessing
We used a sequence of modules to preprocess the raw
data, which are shown in Figure 5. The details are intro-
duced below.
9.1. Global Context Information
In order to provide better global context information, we
designed two different representations, namely occupancy
density map and mean velocity field. By constructing such
global contexts offline, we did decentralized localization for
the corresponding target agent and obtained their local con-
text information. The context information was used in both
training and testing phases.
Occupancy Density Map The density map describes the
normalized frequency distribution of all the agents’ loca-
tions. For a specific scene, we first split our map into a
number of bin areas, which are 1m × 1m squares. With-
out loss of generality, we denote this histogram as B, and
all the agents in different frames as a set {ot,k}, where
k is the agent index and t is the frame index. We ob-
tained the global representation of density by calculating
Bi,j =
∑
t,k φ(ot,k, i, j), where i, j are the indices of the
histogram and φ(ot,k, i, j) is an indicator function which
equals 1 if ot,k is located in the bin area indicated by in-
dex i, j and 0 otherwise. Then we normalized this density
map by dividing all bin values by the maximum value in the
histogram and used this normalized histogram as our occu-
pancy density map.
Mean Velocity Field Similarly, we also created a map of
velocity field which contains 1m × 1m square areas. We
denote the whole map as V F and the bin item indexed by
Figure 6: The illustrative diagram of local context information.
The target agent is denoted by the red star and its local context is
the 3× 3 matrix denoted by the red box centered on itself.
i, j as V F (i, j). The V F (i, j) is a two-dimensional vec-
tor representing the average speed along vertical and hori-
zontal axes of all the agents in this area. Mathematically,
V F (i, j)x =
1
N
∑
t,k φ(vt,k, i, j)v
x
t,k and V F (i, j)y =
1
N
∑
t,k φ(vt,k, i, j)v
y
t,k.
9.2. Localization
After obtaining the global context offline, our model uti-
lized a decentralized method to do localization for each
agent during training and testing. Given the location and
the moving direction of the current agent at the current time
step, we obtained the local context centered on this agent
along its moving direction from the global context. Figure
6 provides an illustrative example.
10. Baseline Methods
In this section, we provide a more detailed introduction
to the baseline methods used in our paper.
• Constant Velocity Model (CVM): A widely used lin-
ear kinematics model in vehicle tracking with an as-
sumption of constant velocity. This model can also be
generalized to forecasting trajectories for pedestrians.
• Linear Regression (LR): A linear predictor which
minimizes the least square error over the historical tra-
jectories.
• Probabilistic LSTM (P-LSTM) [22]: The model
structure is the same as a vanilla LSTM. But a noise
term sampled from the normal distribution is added in
the input to incorporate uncertainty, which results in a
probabilistic model.
• Social-Forces [29]: The model is based on the con-
cepts developed in the cognitive and social science
communities that describe individual and collective
pedestrian dynamics.
• Social LSTM (S-LSTM) [1]: The model encodes the
trajectories with an LSTM layer whose hidden states
serve as the input of a social pooling layer.
• Social GAN (S-GAN and S-GAN-P) [11]: The model
introduces generative adversarial learning scheme into
S-LSTM to improve performance.
• Social Attention (S-ATT) [42]: The model deals with
spatio-temporal graphs with recurrent neural networks,
which is based on the architecture of Structural-RNN
[14].
• Clairvoyant attentive recurrent network (CAR-
Net) [36]: The model employs a physical attention
module to capture agent-space interaction but without
considering interactions among agents.
• Social-Ways [2]: The model uses a generative adver-
sarial network (Info-GAN) to sample plausible predic-
tions for any agent in the scene.
• SoPhie [35]: The model leverages both context images
and trajectory information to generate paths compliant
to social and physical constraints.
• DESIRE [20]: The model is a deep stochastic inverse
optimal control framework based on RNN encoders
and decoders.
