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Abstract
We consider the one-dimensional Cahn–Hilliard equation with an inertial term εutt , for ε  0.
This equation, endowed with proper boundary conditions, generates a strongly continuous semigroup
Sε(t) which acts on a suitable phase-space and possesses a global attractor. Our main result is the
construction of a robust family of exponential attractors {Mε}, whose common basins of attraction
are the whole phase-space.
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A hyperbolic relaxation of the one-dimensional Cahn–Hilliard equation has been pro-
posed in [5] to model rapid spinodal decompositions in a binary alloy (see [4] for de-
tails about this phenomenon). Supposing that the material occupies a bounded interval
(0, ) ⊂R,  > 0, for any time t  0, and denoting by u(x, t) the relative concentration of
one component of the alloy, the equation reads
εutt + ut −
(−uxx + φ(u))xx = 0, in (0, ) × (0,∞).
Here, ε > 0 is a small relaxation parameter and φ is a smooth function (usually, the deriv-
ative of a double-well potential, e.g., φ(r) = r3 − r). The other physical constants have
been set equal to one for the sake of simplicity.
This equation, endowed with the following boundary and initial conditions
u(0, t) = u(, t) = uxx(0, t) = uxx(, t) = 0, t  0,
u(x,0) = u0(x), x ∈ (0, ),
εut (x,0) = εu1(x), x ∈ (0, ),
has been recently analyzed in [10,11] (see also [2]). In these works, the authors also con-
sider the viscous version of the above equation, that is, the one with the additional viscosity
term −δutxx , for some small parameter δ > 0. Then, they study the two-parameter equa-
tion as a dynamical system on a suitable phase-space. In particular, [10] is focused on the
existence of global attractors (with a restriction on the size of ε and no regularity when
δ = 0), along with some upper semicontinuity results (cf. also [2]), whereas [11] is con-
cerned with the construction of exponential attractors and inertial manifolds for ε and δ
fixed.
In the recent paper [6], we have considered the same problem in the three-dimensional
setting and we have constructed a robust family of exponential attractors. There, however,
we have not included the present case, since no well-posedness results are available in
more than one dimension. Here, our main objective is to provide a detailed analysis of the
longterm properties of the solutions in the singular limit ε → 0. Indeed, using a suitable
decomposition of the semigroup inspired by a paper of Zelik [9], we are able to prove
the existence of a regular global attractor for every ε  0. Besides, we construct a robust
(i.e., continuous with respect to the limit ε → 0) family of regular exponential attractors
Mε , whose common domains of attraction coincide with the entire phase-space. This is
made possible by virtue of the aforementioned decomposition, that allows to prove the
existence of compact exponentially attracting sets, and by exploiting the transitivity of the
exponential attraction property, recently demonstrated in [3].
2. The semigroup
We consider the linear positive operator A on (L2(0, ), 〈·, ·〉,‖ · ‖) given by
A = − d
2
with domain D(A) = H 2(0, ) ∩ H 10 (0, ).dx2
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Hsε =D(A(s+1)/2) ×D(A(s−1)/2),
endowed with the norms∥∥(u, v)∥∥2Hsε = ‖A(s+1)/2u‖2 + ε‖A(s−1)/2v‖2.
Of course, when ε = 0, the spaces reduce to the first components only, so that the couple
(u, v) reads just u. Then, we rewrite the original problem as

εutt + ut + A
(
Au + φ(u))= 0,
u(0) = u0,
εut (0) = εu1.
(2.1)
Without loss of generality, we will take ε ∈ [0,1]. Throughout this paper, we will often
employ the generic constant c  0. All the quantities appearing in the sequel (in particu-
lar, c) are understood to be independent of ε. Besides, we will tacitly use the Young and
the Hölder inequalities and the Poincaré inequality on (0, ). Particularly relevant for our
scopes are the continuous embedding D(A1/2) ↪→ L∞(0, ) and the Agmon inequality in
dimension one, that is,
‖u‖L∞  c‖u‖1/2‖A1/2u‖1/2, ∀u ∈D(A1/2).
We assume φ ∈ C2(R), with φ(0) = 0, such that
lim inf|r|→∞ φ
′(r) > −π
2
2
. (2.2)
Clearly, this implies
φ′(r)−θ, ∀r ∈R, for some θ  0. (2.3)
Then, system (2.1) generates a strongly continuous semigroup Sε(t) acting on the
phase-space H0ε (cf. [2,6,10]). In particular, we have the following (Lipschitz) continu-
ous dependence estimate.
Lemma 2.1. For any R  0, there exists K = K(R) 0 such that, for any two initial data
z1, z2 ∈H0ε with ‖zi‖H0ε R, there holds∥∥Sε(t)z1 − Sε(t)z2∥∥H0ε  eKt‖z1 − z2‖H0ε .
Proof. In this proof, c 0 may depend on R. Given two solutions u1 and u2 corresponding
to different initial data z1, z2 ∈H0ε , the difference u¯ = u1 − u2 fulfills
εu¯tt + u¯t + A
(
Au¯ + φ(u1) − φ(u2))= 0.
Multiplying this equation by A−1u¯t , we get
1
2
d
dt
(‖A1/2u¯‖2 + ε‖A−1/2u¯t‖2)+ ‖A−1/2u¯t‖2
= −〈A1/2(φ(u1) − φ(u2)),A−1/2u¯t 〉.
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have ∥∥A1/2(φ(u1) − φ(u2))∥∥ c‖A1/2u¯‖.
Thus
d
dt
∥∥Sε(t)z1 − Sε(t)z2∥∥2H0ε  c
∥∥Sε(t)z1 − Sε(t)z2∥∥2H0ε ,
and the Gronwall lemma entails the desired estimate. 
3. Dissipativity
We begin to show that Sε(t) is dissipative, in the sense that it possesses a bounded
absorbing set. The following lemma is borrowed (with minor changes) from [6], where the
three-dimensional case is considered. For the reader’s convenience, we sketch the proof
below.
Lemma 3.1. There exists R0  0 such that, given any R  0, there is t0 = t0(R) with the
following property: for all z ∈H0ε with ‖z‖H0ε R, there holds∥∥Sε(t)z∥∥H0ε R0, ∀t  t0.
Moreover,
sup
t0
∥∥Sε(t)z∥∥H0ε +
∞∫
0
∥∥A−1/2ut (y)∥∥2 dy  c, (3.1)
for some c depending on R, where u(t) denotes the first component of Sε(t)z.
Proof. Setting F(r) = ∫ r0 φ(s) ds, and introducing the energy functional
Φ(u,ut ) = ‖A1/2u‖2 + α‖A−1/2u‖2 + ε‖A−1/2ut‖2 + 2
〈
F(u),1
〉
+ 2εα〈A−1/2ut ,A−1/2u〉,
where α ∈ [0,1/3] is a fixed constant, we have the equality
d
dt
Φ(u,ut ) + 2α‖A1/2u‖2 + 2(1 − εα)‖A−1/2ut‖2 + 2α
〈
φ(u),u
〉= 0.
From (2.2),
2α
〈
φ(u),u
〉
−2α(1 − η)‖A1/2u‖2 − αc,
2
〈
F(u),1
〉
−(1 − η)‖A1/2u‖2 − c,
for some η ∈ (0,1/2). Hence, we get
Φ(u,ut ) η
∥∥(u,ut )∥∥2 0 − c. (3.2)Hε
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Φ
(
u(0), ut (0)
)
 c, (3.3)
for some c = c(R). Moreover,
d
dt
Φ(u,ut ) + 2αη
∥∥(u,ut )∥∥2H0ε + ‖A−1/2ut‖2  αc. (3.4)
Thus, by [1, Lemma 2.7], there exists t0 = t0(R) such that
Φ
(
u(t), ut (t)
)
 sup
(uˆ,vˆ)∈H0ε
{
Φ(uˆ, vˆ): 2αη
∥∥(uˆ, vˆ)∥∥2H0ε  c
}
, ∀t  t0.
On account of (3.2)–(3.3), for α = 1/3, we get the first estimate, whereas the second one
follows by integrating (3.4) with α = 0. 
Corollary 3.2. The closed ball B0ε of H0ε centered at zero of radius R0 is a (bounded)
absorbing set for Sε(t) in H0ε .
The next step is to show the existence of the global attractor.
Theorem 3.3. For any ε ∈ [0,1], the semigroup Sε(t) possesses a connected global attrac-
tor Aε .
We first report a simple (albeit very effective) generalization of the Gronwall lemma
that will be needed in the proof of the theorem.
Lemma 3.4. Let Φ be an absolutely continuous positive function on [0,∞), which fulfills
for some ν > 0 the differential inequality
d
dt
Φ(t) + 2νΦ(t) f (t)Φ(t), a.e. t  0,
where f is a positive function satisfying
t∫
0
f (y)dy  νt + c, ∀t  0.
Then
Φ(t) cΦ(0)e−νt , ∀t  0.
Proof. Set m(t) = −2ν + f (t). For t  0, we have
t∫
0
m(y)dy −νt + c.
Hence, by the usual Gronwall lemma,
Φ(t)Φ(0)e
∫ t
0 m(y)dy  cΦ(0)e−νt ,
as desired. 
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solution u to (2.1) into u = w + v, where w and v solve the problems

εwtt + wt + A
(
Aw + φ(w))+ θ2w = θ2u,
w(0) = 0,
εwt (0) = 0,
(3.5)
and 

εvtt + vt + A
(
Av + φ(u) − φ(w))+ θ2v = 0,
v(0) = u0,
εvt (0) = εu1.
(3.6)
Here, θ is given by (2.3).
Consider first system (3.5). Introduce the functional
Φ = ‖Aw‖2 +
(
1
2
+ θ2
)
‖w‖2 + ε‖wt‖2 + ε〈w,wt 〉 +
∫
0
φ′(w)|wx |2 dx.
Due to the uniform bound ‖A1/2w‖ c (which follows arguing exactly as in Lemma 3.1),
we have the controls
1
2
∥∥(w,wt )∥∥2H1ε Φ + c c
∥∥(w,wt )∥∥2H1ε + c.
We now multiply the equation by wt + (1/2)w. This yields
d
dt
Φ + ‖Aw‖2 + θ2‖w‖2 + (2 − ε)‖wt‖2
= 2θ2〈u,wt 〉 + θ2〈u,w〉 −
〈
φ(w),Aw
〉+
∫
0
φ′′(w)wt |wx |2 dx.
Using (3.1), the first three terms of the right-hand side are easily estimated by
1
4
‖Aw‖2 + 1
4
‖wt‖2 + c.
Concerning the last one, we have
∫
0
φ′′(w)wt |wx |2 dx  c‖A1/2w‖L∞‖wt‖ c‖Aw‖1/2‖wt‖
 1
4
‖Aw‖2 + 1
4
‖wt‖2 + c.
Therefore, we end up with the inequality
d
Φ + ν0Φ  c,
dt
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Next, we multiply the equation by A−1wt , so to get
d
dt
(
ε‖A−1/2wt‖2 + ‖A1/2w‖2 + 2
〈
F(w),1
〉+ θ2‖A−1/2w‖2
− 2θ2〈A−1/2u,A−1/2w〉)+ 2‖A−1/2wt‖2
= −2θ2〈A−1/2ut ,A−1/2w〉,
where F is as in Lemma 3.1. Since
−2θ2〈A−1/2ut ,A−1/2w〉 c‖A−1/2ut‖,
integrating the above differential equality on (0, t), and taking advantage of (3.1), we find,
in correspondence to any  > 0, a constant C  0 such that
t∫
0
∥∥A−1/2wt(y)∥∥2 dy t + C, ∀t  0. (3.8)
We now turn our attention to problem (3.6). The functional
Ψ = ‖A1/2v‖2 +
(
1
2
+ θ2
)
‖A−1/2v‖2 + ε‖A−1/2vt‖2 + ε〈A−1/2v,A−1/2vt 〉
+ 2〈F(u) − F(w) − φ(w)v,1〉
satisfies the equation
d
dt
Ψ + ‖A1/2v‖2 + θ2‖A−1/2v‖2 + (2 − ε)‖A−1/2vt‖2 +
〈
φ(u) − φ(w), v〉
= 2〈wt,φ(u) − φ(w) − φ′(w)v〉.
In view of (2.3), there hold
2
〈
F(u) − F(w) − φ(w)v,1〉−1
2
‖A1/2v‖2 − θ
2
2
‖A−1/2v‖2, (3.9)
〈
φ(u) − φ(w), v〉−1
2
‖A1/2v‖2 − θ
2
2
‖A−1/2v‖2. (3.10)
In particular, from (3.9), it follows that
1
2
∥∥(v, vt )∥∥2H0ε  Ψ  c
∥∥(v, vt )∥∥2H0ε .
Finally, recalling that H 10 (0, ) is an algebra, we obtain the estimate
2
〈
wt,φ(u) − φ(w) − φ′(w)v
〉
 c‖A−1/2wt‖
∥∥A1/2(φ(u) − φ(w) − φ′(w)v)∥∥
 c‖A−1/2wt‖‖A1/2v‖2,
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d
dt
Ψ + 4ν1Ψ  c‖A−1/2wt‖2Ψ,
for some ν1 > 0. By (3.8), we are in a position to apply Lemma 3.4, so obtaining∥∥(v(t), vt (t))∥∥H0ε  ce−ν1t , ∀t  0. (3.11)
Collecting (3.7) and (3.11), we conclude that there exists a compact attracting set for Sε(t).
This finishes the proof. 
Incidentally, the attracting set obtained above is bounded inH1ε (uniformly with respect
to ε). Thus, as a byproduct, we have
Corollary 3.5. The global attractor Aε is bounded in H1ε , with a bound independent of ε.
4. Dissipativity in higher-order spaces
Our next task is to show that, provided that φ is smooth enough and satisfies some com-
patibility conditions, the semigroup Sε(t) restricted to the spaceHmε (for m ∈N) possesses
a closed bounded absorbing set Bmε ⊂Hmε . Namely, we require
φ ∈ Cm+1(R) and φ(2ι)(0) = 0, for ι = 1, . . . ,
[
m − 1
2
]
, if m 3. (4.1)
If m = 1, then (4.1) does not add anything to our previous assumptions on φ. Notice that
the derivative of the classical Cahn–Hilliard potential satisfies (4.1) for every m ∈N.
Theorem 4.1. Let (4.1) hold for some m 1. Then there exists Rm > 0 such that the closed
ball Bmε ofHmε centered at zero of radius Rm is a (bounded) absorbing set for Sε(t) inHmε .
Observe that Bmε is closed inH0ε as well. We agree to denote by tm  0 the time at which
the evolution of Bmε enters into Bmε , that is,
Sε(t)Bmε ⊂ Bmε , ∀t  tm.
Remark 4.2. The request of having null even derivatives of φ at zero is actually unneces-
sary if one considers, for instance, periodic boundary conditions.
Theorem 4.1 is a straightforward consequence of
Lemma 4.3. Given ρm−1  0, ρm  0, there exist constants Km−1 = Km−1(ρm−1)  0,
Km = Km(ρm) 0 and ϑm = ϑm(ρm−1) > 0 such that, if
‖z‖Hm−1ε  ρm−1 and ‖z‖Hmε  ρm,
the following inequality holds:∥∥Sε(t)z∥∥Hmε Kme−ϑmt + Km−1, ∀t  0.
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of Sε(t)z. We prove the case m = 1, and we reason inductively for the case m > 1. Hence,
assuming that either m = 1 or the result holds for m − 1, we have
sup
‖z‖Hm−1ε ρm−1
(∥∥Am/2u(t)∥∥2 + ε∥∥A(m−2)/2ut (t)∥∥2) c, ∀t  0. (4.2)
In particular, the assumptions on φ yield
sup
t0
m+1∑
ι=0
∥∥φ(ι)(u(t))∥∥
L∞  c. (4.3)
Denoting Dk = dk/dxk , using the Faá di Bruno formula for the derivative of a composition
of functions (see, e.g., [8, Appendix]), there holds
Dmφ(u) = φ′(u)Dmu + Γ, (4.4)
with Γ = 0 if m = 1, and
Γ =
m∑
ι=2
Γιφ
(ι)(u)
if m > 1, where each Γι is a linear combination of terms of the form
(D1u)k1(D2u)k2 . . . (Dm−1u)km−1 ,
for some nonnegative integers k1, k2, . . . , km−1 satisfying
k1 + k2 + · · · + km−1 = ι and k1 + 2k2 + · · · + (m − 1)km−1 = m.
It is then easy to see that if φ fulfills (4.1) and u ∈D(Am/2), then φ(u) ∈D(Am/2) as well.
This amounts to proving that
φ(2j)
(
u(0, t)
)= φ(2j)(u(, t))= 0, for j = 1, . . . ,
[
m − 1
2
]
.
To this aim, let us consider (4.4) with 2j in place of m. It is readily seen that the even
terms of the sum do not create problems, for, in that case, φ(ι)(0) = 0. Then, if ι is odd, at
least one of the derivatives appearing in the expansion of Γι is even (and so the boundary
condition is satisfied). Indeed, if it is not so, then k1 + k3 + · · · + k2j−1 is odd, whereas
k1 + 3k3 + · · · + (2j − 1)k2j−1 is even, which is clearly a contradiction.
Introducing the functional
Φ0 = ‖A(m+1)/2u‖2 + 12‖A
(m−1)/2u‖2 + ε‖A(m−1)/2ut‖2
+ ε〈A(m−1)/2ut ,A(m−1)/2u〉,
and multiplying the equation by Am−1ut + 12Am−1u, we obtain
d
dt
Φ0 + ‖A(m+1)/2u‖2 + (2 − ε)‖A(m−1)/2ut‖2
= −2〈Am/2φ(u),Am/2ut 〉− 〈Am/2φ(u),Am/2u〉.
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−〈Am/2φ(u),Am/2u〉 c.
We now set
Φ1 =
∫
0
φ′(u)|Dmu|2 dx.
Exploiting once more (4.2)–(4.4),
‖A1/2Γ ‖ = ‖D1Γ ‖ c.
Hence,
−2〈Am/2φ(u),Am/2ut 〉= −2〈Dmφ(u),Dmut 〉
= −2〈φ′(u)Dmu,Dmut 〉− 2〈Γ,Dmut 〉
= − d
dt
Φ1 +
∫
0
φ′′(u)ut |Dmu|2 dx − 2〈Γ,Dmut 〉.
Keeping in mind (4.2)–(4.3), we now evaluate the terms of the right-hand side of the above
equality. If m = 1, as in the proof of Theorem 3.3, we get
∫
0
φ′′(u)ut |D1u|2 dx  12‖Au‖
2 + 1
4
‖ut‖2 + c.
If m > 1, then
∫
0
φ′′(u)ut |Dmu|2 dx  c‖ut‖L∞  14‖A
(m−1)/2ut‖2 + c.
Concerning the last term, we have
−2〈Γ,Dmut 〉 = −2〈A1/2Γ,A−1/2Dmut 〉 c‖A(m−1)/2ut‖ 14‖A
(m−1)/2ut‖2 + c.
Finally, defining Φ = Φ0 + Φ1, and collecting the above inequalities, we end up with
d
dt
Φ + 1
2
‖A(m+1)/2u‖2 + 1
2
‖A(m−1)/2ut‖2  c.
Since it is apparent that
1
2
∥∥Sε(t)z∥∥2Hmε − cΦ  c
∥∥Sε(t)z∥∥2Hmε ,
the conclusion follows from the Gronwall lemma. 
Actually, up to (possibly) enlarging the radius Rm, the absorbing set Bmε is exponentially
attracting in H0ε as well. This fact will be proved exploiting the next Lemma 4.5 and the
transitivity of the exponential attraction property, devised in [3, Theorem 5.1], that we
report below.
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B0,B1,B2 ⊂H be such that
distH
(
S(t)B0,B1
)
M1e−ϑ1t , distH
(
S(t)B1,B2
)
M2e−ϑ2t ,
for some ϑ1, ϑ2 > 0 and M1,M2  0. Assume also that, for all z1, z2 ∈H, there holds∥∥S(t)z1 − S(t)z2∥∥H  eϑ0t‖z1 − z2‖H,
for some ϑ0  0. Then it follows that
distH
(
S(t)B0,B2
)
 (M1 + M2)e−ϑt ,
where ϑ = ϑ1ϑ2/(ϑ0 + ϑ1 + ϑ2). Here, distH denotes the usual Hausdorff semidistance
in H.
Lemma 4.5. Let (4.1) hold for some m  1. Then, up to taking a possibly larger Rm, we
have
distH0ε
(
Sε(t)Bm−1ε ,Bmε
)
 Lme−νmt , ∀t  0,
for some Lm  0 and some νm > 0.
Proof. We need to show that the solution map is the sum of a term exponentially decreas-
ing (in norm) in the spaceH0ε , and a term uniformly bounded inHmε . Adapting the proof of
Theorem 3.3 (in view of the proof of Lemma 4.3), it is immediate to see that system (3.6)
is exponentially stable in H0ε , whereas the solution w to (3.5) satisfies the uniform bound∥∥(w(t),wt (t))∥∥Hmε  c, ∀t  0,
for some c depending on the radius Rm−1 of Bm−1ε . Redefining Rm to be greater than or
equal to the above constant c, we reach the desired conclusion. 
Till the end of this work, we agree to redefine inductively the radii Rm so that Lemma 4.5
holds. Then, on account of Lemma 2.1, Lemma 3.1, and Lemma 4.5, applying recursively
Lemma 4.4, we get
Theorem 4.6. Let (4.1) hold for some m  1. Then there exist ωm > 0 and a positive
increasing function Jm such that, for any bounded set B ⊂H0ε ,
distH0ε
(
Sε(t)B,Bmε
)
 Jm(R)e−ωmt , ∀t  0,
where R = supz∈B ‖z‖H0ε .
Since the global attractor is the minimal compact attracting set, we also have
Corollary 4.7. Let (4.1) hold for some m 1. Then the global attractor Aε is bounded in
Hmε , with a bound independent of ε. In particular, if (4.1) holds for every m ∈ N, then we
have the inclusion Aε ⊂ C∞(Ω).
Finally, along the same lines of [6], it is possible to establish an upper semicontinuity
result for the family of attractors {Aε} (compare with [2,10]).
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lim
ε→0
[
distH01(Aε, A˜0)
]= 0,
where
A˜0 =
{
(u, v): u ∈A0, v = −A
(
Au + φ(u))}.
We point out that the Hausdorff semidistance in the above theorem is taken in H01 (and
not just in H0ε ). Clearly, this is a stronger stability result.
5. The main theorem
Our main result reads as follows. Provided that φ satisfies (4.1) for some m 4, there
exists a robust family of exponential attractors {Mε} which is uniformly bounded in Hmε .
Besides, the basin of attraction of each Mε coincides with the whole phase-space H0ε . In
particular, Aε ⊂Mε .
For m 4, let J :Bm0 →D(A−1/2) be defined by
Ju = −A(Au + φ(u)).
We then introduce the lifting maps Lε :Bm0 →H0ε as
Lεu =
{
(u,Ju), if ε > 0,
u, if ε = 0.
Remark 5.1. Endowing Bm0 with the metric topology of D(A1/2), it is straightforward to
check that J is (1/2)-Hölder continuous from Bm0 into D(A−1/2). Indeed, such a Hölder
continuity is essential in order to apply the following Lemma 5.3. This is the reason why
we shall work (at least) in B40.
Theorem 5.2. Let (4.1) hold for a fixed m  4. Then the semigroups Sε(t) possess com-
pact positively invariant sets Mε ⊂ Bmε (called exponential attractors) which fulfill the
following conditions.
(T1) There exist ω > 0 and a positive increasing function J such that, for any bounded set
B ⊂H0ε , there holds
distH0ε
(
Sε(t)B,Mε
)
 J (R)e−ωt , ∀t  0,
where R = supz∈B ‖z‖H0ε .(T2) The fractal dimension ofMε is uniformly bounded with respect to ε.
(T3) There exist τ ∈ (0,1/8] and C > 0 such that
distsymH0ε (Mε,LεM0) Cε
τ .
The quantities ω, J , τ and C are independent of ε. Here, distsymH0ε is the symmetric Hausdorffdistance in H0ε .
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lemma, whose proof is postponed to the last section, and of the fact that the sets Bmε are
exponentially attracting (again, one has to apply Lemma 4.4).
Lemma 5.3. There exist Λj  0, κ ∈ (0,1/2) and t∗  tm (all independent of ε) such that
the following conditions hold.
(L1) The map Sε = Sε(t∗) satisfies, for every z1, z2 ∈ Bmε ,
Sεz1 − Sεz2 = Lε(z1, z2) + Nε(z1, z2),
where
∥∥Lε(z1, z2)∥∥H0ε  κ‖z1 − z2‖H0ε ,∥∥Nε(z1, z2)∥∥H1ε Λ1‖z1 − z2‖H0ε .
(L2) The lifting map Lε fulfills
‖Snε z −LεSn0Pεz‖H0ε Λn2 8
√
ε, ∀z ∈ Bmε , ∀n ∈N,
where Pε :Bmε → Bm0 is the projection onto the first component when ε > 0, and the
identity map, otherwise.
(L3) For any z ∈ Bmε , there holds∥∥Sε(t)z −LεS0(t)Pεz∥∥H0ε Λ3 8
√
ε,
for all t ∈ [t∗,2t∗].
(L4) The map
(t, z) → Sε(t)z : [t∗,2t∗] ×Bmε → Bmε
is (1/2)-Hölder continuous. Besides, the map z → Sε(t)z is Lipschitz continuous
on Bmε , with a Lipschitz constant independent of ε and of t ∈ [t∗,2t∗]. Here, Bmε is
endowed with the topology of H0ε .
6. Proof of Lemma 5.3
Throughout the section, the generic constant c may depend on the (common) radius Rm
of the absorbing balls Bmε .
6.1. Proof of (L1)
Let z1, z2 ∈ Bmε . Set (u0, u1) = z1 − z2, and introduce the functional
γ (t) =
1∫
φ′
(
su1(t) + (1 − s)u2(t))ds,0
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Sε(t)z2 − Sε(t)z2 =
(
w¯(t), w¯t (t)
)+ (v¯(t), v¯t (t)),
where w¯ and v¯ are the solutions to the problems

εw¯tt + w¯t + A(Aw¯ + γ w¯) + θ2w¯ = θ2u¯,
w¯(0) = 0,
εw¯t (0) = 0,
(6.1)
and 

εv¯tt + v¯t + A(Av¯ + γ v¯) + θ2v¯ = 0,
v¯(0) = u0,
εv¯t (0) = εu1,
(6.2)
having set u¯ = u1 − u2. We first consider (6.1). Multiplying the equation by w¯t , we find
the equality
d
dt
Φ + 2‖w¯t‖2 = −2
〈
A
(
γ (t)w¯
)
, w¯t
〉+ 2θ2〈u¯, w¯t 〉,
for the functional
Φ = ‖Aw¯‖2 + θ2‖w¯‖2 + ε‖w¯t‖2.
Since ‖A(γ (t)w¯)‖ c‖Aw¯‖, we obtain
d
dt
Φ  cΦ + c‖u¯‖2,
and the Gronwall lemma and Lemma 2.1 lead to∥∥(w¯(t), w¯t (t))∥∥H1ε  cect
∥∥(u0, u1)∥∥H0ε , ∀t  0.
To deal with problem (6.2), for α > 0, we introduce the functional
Ψ = ‖A1/2v¯‖2 + (α + θ2)‖A−1/2v¯‖2 + ε‖A−1/2v¯t‖2 + 2εα〈A−1/2v¯t ,A−1/2v¯〉
+ 〈γ (t)v¯, v¯〉.
Thus, choosing α small enough, we have
1
2
∥∥(v¯, v¯t )∥∥2H0ε  Ψ  c
∥∥(v¯, v¯t )∥∥2H0ε .
A multiplication of (6.2) by A−1v¯t + αA−1v¯ yields
d
dt
Ψ + 2α‖A1/2v¯‖2 + 2αθ2‖A−1/2v¯‖2 + 2(1 − εα)‖A−1/2v¯t‖2 + 2α
〈
γ (t)v¯, v¯
〉
= 〈γ ′(t)v¯, v¯〉.
The above right-hand side is estimated by〈
γ ′(t)v¯, v¯
〉
 c
(‖A−1/2u1t ‖ + ‖A−1/2u2t ‖)‖A1/2v¯‖2,
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d
dt
Ψ + 4νΨ  c(‖A−1/2u1t ‖2 + ‖A−1/2u2t ‖2)Ψ,
for some ν > 0. By Lemma 3.4, taking into account (3.1), we conclude that∥∥(v¯(t), v¯t (t))∥∥H0ε  c
∥∥(u0, u1)∥∥H0ε e−νt , ∀t  0.
Therefore, upon taking t∗  tm large enough,
Nε(z1, z2) =
(
w¯(t∗), w¯t (t∗)
)
and Lε(z1, z2) =
(
v¯(t∗), v¯t (t∗)
)
fulfill (L1).
6.2. Proof of (L2) and (L3)
Both assertions follow by the same token from∥∥Sε(t)z −LεS0(t)Pεz∥∥H0ε  cect 8
√
ε + ce−t/(2ε), ∀t  0, ∀z ∈ Bmε . (6.3)
To prove the above estimate, we first need
Lemma 6.1. There holds
sup
u0∈Bm0
∞∫
0
∥∥A−1/2u0t t (y)∥∥2 dy < ∞, (6.4)
where u0(t) = S0(t)u0.
Proof. Since u0 is bounded in D(A5/2), then J(u0) is bounded in D(A1/2). Consider the
problem obtained by differentiating with respect to time (2.1) for ε = 0, that is,{
ξt + A
(
Aξ + φ′(u0)ξ)= 0,
ξ(0) = J(u0).
It is a standard matter to see that there exists a unique solution in C([0, T ],D(A1/2)), for
any T > 0, and thus, by comparison, ξ = u0t . Multiplying the equation by A−1ξt +αA−1ξ ,
with α > 0, we find
1
2
d
dt
(‖A1/2ξ‖2 + α‖A−1/2ξ‖2)+ α‖A1/2ξ‖2 + ‖A−1/2ξt‖2
= −〈φ′(u0)ξ, ξt 〉− α〈φ′(u0)ξ, ξ 〉.
On account of the control∥∥A1/2(φ′(u0)ξ)∥∥ c‖A1/2ξ‖,
we choose α large enough so to have
d (‖A1/2ξ‖2 + α‖A−1/2ξ‖2)+ ‖A−1/2ξt‖2  c‖A−1/2ξ‖2.
dt
S. Gatti et al. / J. Math. Anal. Appl. 312 (2005) 230–247 245In view of Lemma 3.1, integrating on (0,∞) we obtain the desired estimate. 
Given z = (u0, u1) ∈ Bmε , we set(
uε(t), uεt (t)
)= Sε(t)z and (u0(t), u0t (t))= LεS0(t)Pεz.
The difference u = uε − u0 solves the problem

εutt + ut + A
(
Au + φ(uε) − φ(u0))= −εu0t t ,
u(0) = 0,
ut (0) = u1 − J(u0).
Multiplying the equation by A−1ut , we get
d
dt
(
ε‖A−1/2ut‖2
)+ 2‖A−1/2ut‖2
= −2〈A3/2u,A−1/2ut 〉 − 2
〈
A1/2
(
φ(uε) − φ(u0)),A−1/2ut 〉
− 2ε〈A−1/2u0t t ,A−1/2ut 〉. (6.5)
The right-hand side of the above equality is readily seen to be controlled by
‖A−1/2ut‖2 + c + cε‖A−1/2u0t t‖2.
Hence, by (6.4) and the Gronwall lemma, we conclude that
ε‖A−1/2ut‖2  c e−t/ε + c ε, ∀t  0. (6.6)
On the other hand, we may rewrite (6.5) as
d
dt
∥∥(u,ut )∥∥2H0ε + 2‖A−1/2ut‖2
= −2〈A1/2(φ(uε) − φ(u0)),A−1/2ut 〉− 2ε〈A−1/2u0t t ,A−1/2ut 〉.
This time, we control the right-hand side by
2‖A−1/2ut‖2 + c
∥∥(u,ut )∥∥2H0ε + c ε‖A−1/2u0t t‖2,
so to obtain
d
dt
∥∥(u,ut )∥∥2H0ε  c
∥∥(u,ut )∥∥2H0ε + c ε‖A−1/2u0t t‖2.
Then, the Gronwall lemma on (
√
ε, t + √ε ), along with (6.4) and (6.6), entail∥∥A1/2u(t + √ε )∥∥2  ect(∥∥A1/2u(√ε )∥∥2 + ce−1/√ε + cε).
Thus, we learn that∥∥A1/2u(t)∥∥2  ect(∥∥A1/2u(√ε )∥∥2 + cε), ∀t √ε.
But, from Lemma 3.1, we get at once that
∥∥A1/2u(t)∥∥2  ∥∥A3/2u(t)∥∥∥∥A−1/2u(t)∥∥ c
t∫ ∥∥A−1/2ut (y)∥∥dy  c√t .0
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which, together with (6.6), yield the thesis.
Remark 6.2. It is worth noting that the proof of (6.3) does not require the construction of
the so-called boundary layer (of course, such a construction is an interesting problem on
its own). This translates into a significant saving of computations. In [6] (cf. also [3]), this
technical tool was introduced to control a piece of the norm that was somehow artificial.
On the contrary, the present paper is based on an abstract result from [7], which allows us to
work in the phase-space associated with the standard energy estimates. This result basically
provides us with a “machinery” that reads from the equations the functional setting, and
dictates the needed estimates in order to demonstrate the existence of the robust family of
exponential attractors in that setting.
6.3. Proof of (L4)
For any t, t ′ ∈ [t∗,2t∗] and for any z1, z2 ∈ Bmε , in view of Lemma 2.1, there holds∥∥Sε(t)z1 − Sε(t ′)z2∥∥H0ε 
∥∥Sε(t)z1 − Sε(t ′)z1∥∥H0ε +
∥∥Sε(t ′)z1 − Sε(t ′)z2∥∥H0ε

∥∥Sε(t)z1 − Sε(t ′)z1∥∥H0ε + e2Kt
∗‖z1 − z2‖H0ε .
Setting t = t ′, we get at once the second assertion of (L4). To prove the first one, we will
show that
sup
z∈Bmε
2t∗∫
t∗
∥∥(ut (y), utt (y))∥∥2H0ε dy  c, (6.7)
where, as usual, u(t) denotes the first component of Sε(t)z. A multiplication of (2.1) by
Aut entails
d
dt
(‖A3/2u‖2 + ε‖A1/2ut‖2)+ 2‖A1/2ut‖2 = −2〈A3/2φ(u),A1/2ut 〉.
It is then apparent that
d
dt
(‖A3/2u‖2 + ε‖A1/2ut‖2)+ ‖A1/2ut‖2  c.
Hence, integrating on (t∗,2t∗), we find
2t∗∫
t∗
∥∥A1/2ut (y)∥∥2 dy  c.
We are left to derive the integral control for ε‖A−1/2utt‖2. It is easily seen that (6.6) holds
as well for the solution to (2.1). In particular, this bears∥∥A−1/2ut (t∗)∥∥ c.
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d
dt
(‖A−1/2ut‖2 + 2〈A3/2u,A−1/2ut 〉 + 2〈A1/2φ(u),A−1/2ut 〉)+ 2ε‖A−1/2utt‖2
= 2‖A1/2ut‖2 + 2
〈
φ′(u)ut , ut
〉
.
On account of the above estimates, an integration on (t∗,2t∗) yields the remaining part
of (6.7).
Remark 6.3. Actually, the coefficient in the Hölder continuity does not need to be inde-
pendent of ε to deduce the uniform (with respect to ε) finite fractal dimensionality of the
family of robust exponential attractors Mε . Recall that the fractal dimension of a (rela-
tively) compact set K in a metric space X is defined by
dimF(K,X ) = lim sup
µ→0
Hµ(K,X )
ln(1/µ)
,
where Hµ(K,X ) = lnNµ(K,X ) denotes the so-called Kolmogorov µ-entropy of K in X ,
Nµ(K,X ) being the minimal number of µ-balls of X necessary to cover K. So, if the
constant in the Hölder continuity is independent of ε, as it is the case here, we further
deduce that the Kolmogorov µ-entropy of the family of robust exponential attractors is, for
fixed µ > 0, bounded from above independently of ε.
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