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Introduction
Analyzing and solving combined traffic models for large-scale networks of practical interest requires computationally efficient solution methods for the following constrained optimization problem:
where XsB" is non-empty and convex, and f:Xt-^M is continuously differentiable on X.
The class of simplicial decomposition methods successfully solves network equilibrium models formulated as CDP(/,X). At present, certain mathematical programming problems with equilibrium constraints, such as the capacity enhancement problem, the congestion toll pricing problem, the signal setting * Corresponding author. Tel.: +3491 3366323; fax:+3491 3366324.
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problem and the origin-destination matrix problem have led to the appearance of methods based on sensitivity analysis [2] . These new methods should solve many of these CDP(pC) with great accuracy. This motivates an interest in accelerating classical simplicial decomposition methods, which is the objective of this work. For example, [3] analyses new ways of generating columns by exploiting the acyclicity of user equilibrium flows.
We consider here the class of simplicial decomposition methods for this problem, as represented by the work in Holloway [4] , von Hohenbalken [5] , Hearn et al. [6, 7] , Ventura and Hearn [8] , Larsson et al. [9] , Patriksson [10] , Rosas et al. [11] , Bertsekas and Yu et al. [12] . There are two main characteristics of the methods in this class: (i) an approximation of the original problem is constructed and solved, wherein the original feasible set is replaced by a compact subset, which is an inner approximation, and is the so-called restricted master problem (RMP); and (ii) this inner approximation is improved by generating a new vector (column) in the feasible set through the solution of another approximation of the original problem wherein the cost function is approximated. This stage is called the column generation problem (CGP).
Concretely, we consider:
(1) The column generation problem is characterized by an iterative procedure. This iterative procedure is denoted by A k and belongs to a finite collection K c . The assumptions on A k are associated with an algorithm that operates as a descent algorithm on the original problem. In order to rule out the uninteresting case that the original problem is solved by means of only using the column generation problem an infinite number of times starting from a given iterate x eX, we presume that the number of iterations performed from x is finite. ( 2) The restricted master problem is assumed to be solved by the use of an iterative procedure, denoted A^ and belonging to a finite collection K r . It operates on X cX being equal to the current inner approximation of X Also this algorithm will be presumed to be applied a finite number of times; we can still solve any given RMP exactly in this way, by making the proper choice of the procedure A$.
In Table 1 , we summarize the different steps of this CG algorithm. The algorithm described is conceptual, but important algorithms are readily placed in its framework. The concept of the CG method was first outlined and established convergent in Larsson et al. [13] . Garcia et al. [1] establish the global (asymptotic) convergence for the CG algorithm under the above assumptions on A k c with k belonging to K c and A k with k belonging to K r similar to those utilized in the convergence analysis in Zangwill [14] . Finite convergence results with respect to the optimal face and the optimal solution are established for weak sharp minima.
The CG method offers a different viewpoint of the CGP from previous simplicial decomposition methods. There, the CGP is seen as an approximation to the original problem which provides a new column by means of its (truncated) solution. The approach taken in the CG algorithm is to construct profitable columns by roughly solving the original problem through the use of a limited number of iterations of a convergent algorithm. Now, the emphasis is placed on the algorithm used to generate a new column, and not on the definition of the approximation subproblem.
Previous simplicial decomposition methods, however, constitute instances of the CG algorithm. The classic simplicial decomposition method discussed earlier can be described by considering problems where X is a polyhedral set, A k c describes the Frank-Wolfe algorithm, and only one iteration is performed. The nonlinear simplicial decomposition (NSD) method of Larsson et al. [9] , which is applied to the traffic assignment problem (see Sheffi [15] , Patriksson [16] ) can be described as an instance of the CG algorithm where A k realizes one iteration of a truncated Newton algorithm, and in which the quadratic subproblems which appear in the Newton type algorithm are approximately solved using the Frank-Wolfe Table 1 The conceptual algorithm. algorithm. The RSDCC method of Ventura and Hearn [8] follows from letting Ac describe the Topkis-Veinott algorithm, of which only one iteration is performed. Daneva et al. [17] provide a Frank-Wolfe type method for the stochastic transportation problem, which includes a multidimensional search.
The set augmentation rules applied in the original work on simplicial decomposition [4, 5] , as well as in the later developments in Hearn et al. [7] can be used in this framework as well. The role played by the extreme points is now assumed by the column generated. Since the columns generated by the CG algorithm are not necessarily extreme points or even boundary points, Larsson et al. [18] propose extending the column generated to the (relative) boundary. Under the realization of this operation the CG algorithm can be interpreted as a (restricted) simplicial decomposition method where the choice of columns belonging to the set of extreme points of the feasible region is enriched by the inclusion also of other points on the boundary.
While the CG method appears to have traditional, in particular primal, sub and master problems, one may derive through the CG framework also primal-dual types of methods. Among other methods, Larsson et al. [13] derive the Dantzig-Wolfe method in linear programming as a CG method, as well as a sequential quadratic programming algorithm with a side constrained master problem. Daneva et al. [19] similarly derive a sequential linear programming type method. Table 2 summarizes these rules, which constitute realizations of Step 3 in the conceptual algorithm of Table 1 . (The corresponding necessary initialization step is not included.)
Motivations
Garcia et al. [1 ] have theoretically analyzed the asymptotic and finite convergence of the CG algorithm, but this study is not sufficient from the viewpoint of applications. This paper is a complementary study which computationally addresses important questions about the performance of the CG algorithms in terms of the elements that define them.
The following three main aspects of the CG algorithms are studied in this paper.
Performance of the CG algorithms: The SD algorithm alternates between the solution of two subproblems, the CGP and the RMP, in each iteration. The number of variables of the RMPs grows when this algorithm progresses, because in each iteration one new extreme point (a new variable) is stored and is usually not Table 2 The set augmentation phase. dropped. On the other hand, the CPU time to generate the extreme points along the process is constant, and depends only on the size and type of the original problem. In the applications considered here, for example, this time is less for single-commodity network flow problems than for multi-commodity flow problems. The CPU time for solving the CGPs is approximately linear in the number of iterations but it is nonlinear for solving the RMPs.
In this paper, we study the concept of the "quality" of the columns in a CG algorithm, in particular its role in practice for large-scale, structured problems. For example, we will investigate the effect of increasing the number of times that Ac is applied in the CGP on the convergence of the overall algorithm compared to the cost of generating the corresponding columns.
The role of the prolongation to the relative boundary: As was described earlier, the column generation problem in the nonlinear SD method of Larsson et al. [9] is a nonlinear approximation of the original problem. They observed that rather than retaining the subproblem solution vector y { as the new column, it is always an advantage to instead store the vector y c +£(y c -x c ) for the maximum value of l>\, that is, the prolongation of y c to the relative boundary of X in the direction of y t -x t from x { . The main motivation for this operation is to obtain the largest feasible regions of the RMPs possible, and thus the greatest improvements of the solution. The operation is simple in the case where X is polyhedral and does not increase the amount of work to solve the RMPs because the number of variables is equal in both cases (one per column).
Generalization of the methods of feasible directions: A further motivation for this work is to illustrate the potential of improving line search based feasible direction methods by means of its use within a CG scheme. The descent algorithm is then used as a means of generating the columns, that is, by defining instances of the mapping Ac-There are two ways to do this:
• Multidimensional searches: The perhaps most obvious way to generalize a line search method in this way is, at a given iteration of the CG algorithm, to perform one or more iterations of the descent method, after which the resulting vector (or, rather its prolongation to the relative boundary) is stored as a column in the RMP. In the extreme case where only one iteration of the line search method is performed in each step results in a methodology in which, essentially, the line search in this algorithm is replaced by a multidimensional search. The main motivation for this algorithm is that the search directions are given a better opportunity to be used efficiently, since they are not used only once and discarded but instead kept in memory.
• Generalized PARTAN: In the RSD algorithm, the parameter r defines the maximal number of columns retained in the RMP, disregarding the current iterate, x { . (With r = 1, RSD reduces to the Frank-Wolfe algorithm.) In our more general framework, the columns stored are the result of having applied a method for the original problem for a given number of iterations, and therefore choosing r = 1 may result in much more efficient algorithms than the Frank-Wolfe method. The effect of making this choice is that after having carried out n c line searches in the current CGP, the next iterate is produced via yet another line search, but with one end point at the previous iterate. This type of method requires no special algorithm for RMPs, because only line searches are made, and it brings forward natural extensions of the PARTAN technique used previously together with the Frank-Wolfe algorithm.
In this work we have dealt with both extensions. We have conducted numerical tests with the classical Frank-Wolfe and Evans algorithms as Ac, and a comparison with SD, RSD and NSD has been carried out.
Applications
In this section we describe the test problems and algorithms used for their resolution in our numerical experiments.
Test problems
The CG methods have been applied to single-commodity network flow problems, and a network equilibrium model with combined modes. There are several reasons for our choice of applications:
• The test problems are nonlinear network flow ones, and therefore they are amenable to solutions with methods based on the linearization of the objective function. The linear approximation of single-commodity nonlinear network flow problems is a minimal cost network flow problem. The linearization of the combined traffic problem separates into a number of shortest route calculations in two different networks, say A and B, and the computation of the shortest combined paths. Over the three optimal paths (the optimal path using only A, only B and both networks) the best path is chosen, taking into account a cost derived from the equilibrium formulation by modes of transport and transfer nodes between the networks. • The main motivation for choosing nonlinear single-commodity network flow problems is that it is possible to explicitly compute the prolongation of any vector to the relative boundary of the feasible set. In our approach this step is important in order to produce competitive methods.
Single-commodity network flow problems [SNFP]
Consider a directed graph (N, A) with n nodes and m arcs. For each node i e jV a scalar s,-is given, where s,-is the strength of the source (if positive) or sink (if negative) flow at node i, and for each arc (ij) e A a convex and continuously differentiable cost function fj : Uh^ U is given. The nonlinear single-commodity network flow problem with separable arc cost functions is stated as that to minimize/(x) := V^ fijQkj), (SNFP)
where the real variable x,j is referred to as the flow on the arc (ij) and the vector x = (xy)^ e A is referred to as the flow vector. The real numbers u,j are the capacities on the arcs (ij).
We have created three types of test problems. The first and second ones were developed using two of the public-domain generators: NETGEN, written by Klingman et al. [20] , which generates linear-cost assignment/transportation/transhipment problems having a certain random structure, and GRIDGEN, written by Bertsekas [21 ] , which constructs random problems with an underlying two-dimensional grid with wraparound structure. The grid arcs form a skeleton, guaranteeing problem feasibility. Additional arcs are added between randomly selected nodes. The third type was created by the authors. The topology of the graph consists of a complete and bipartite graph of size nxn plus two sets of links which connect an origin node with the nodes of the first set, and the nodes of the second set with a destination node such as is illustrated in Fig. 1 .
The test problems have been entitled NET, GRI and AUT to indicate that they have been generated with NETGEN, GRIDGEN and the author's own generator, respectively.
The generators only create the topology of the graphs. We have considered nonlinear costs of the following types:
where ay, by, Cy are parameters. Table 3 describes the test problems in more detail. The name of the first problem type is encoded using the convention net+-number+ letter. The number indicates a type of network topology and the letters indicate different parameterizations of the problem. With problems of type NET1 we have explored different cost functions. NET2 problems are those of larger size. NET3a and NET4a are ill-conditioned strictly convex quadratic problems as in Bertsekas et al. [22] . These problems were created by assigning to some of the arcs a much smaller (but nonzero) quadratic cost coefficient in comparison with other arcs. 50% of the links have a small coefficient of 1 and the other 50% of the coefficients have been generated by means of a uniform distribution on [5, 10] . When the arc cost functions have this structure, ill-conditioning in the traditional sense of unconstrained nonlinear programming tends to occur.
NET3b and NET4b are mixed linear/quadratic cost problems. The linear costs have been obtained by means of replacing the small quadratic coefficients of the NET3a and NET4a problem instances with zero.
The problems generated with GRIDGEN have two kinds of links: the set of links of the grid and a set of random links. The cost coefficient of the An grid arcs is MAXCOST. All other arcs have cost coefficients selected according to a uniform distribution between MINCOST and MAXCOST. Thus, there is an incentive to avoid the grid arcs as much as possible in an optimal solution. The capacity of the links of the grid is the total demand. This choice guarantees the feasibility of the problem. The capacity of the random links is generated by a uniformly distributed random variable. We have generated two versions of the same problem. The first, whose title ends in a, creates the incentive of avoiding the grid by means of generating large numbers of random links. The grids which end in b, on the other hand, have fewer links by which to avoid the grid. This reduces the number of paths between the source node and the sink node.
The third type (AUT) of problems are designed to obtain test problems with a large number of links with optimal flows at the upper bounds. We have distinguished between the links with the beginning or the end at the origin or destination nodes, (the socalled exterior links) and the rest of the links (the so-called interior links). The exterior links have a capacity equal to the total demand, causing the maximum flow between the origin node and destination to be the sum of all the capacities of the interior links. This value, denoted by MAXFLOW, has been considered as a parameter in the generation of the graph. We have generated the uniform variables X;, and Yy for all i=\ n andj=n+l 2n. The capacity of the interior link (ij) is calculated as u" := -;fi -^ MAXFLOW.
The saturation of the network is monitored by the size of the demand in relationship to the parameter MAXFLOW. Table 4 presents the relative objective accuracy used in the experiments for every network and the percentage of the links whose flow are at the bounds for an approximate solution to the problem.
Network equilibrium model with combined modes [TAP-M]
Fernandez et al. [23] and Garcia and Marin [24] present a network equilibrium model with combined trips. We have used this model as the second test problem. The main elements are a demand model and a transport network. The first one is a nested logit model, wherein at the first level the users choose between three modes of transport: (a) car, (b) public transport and (c) park'n'ride (a combined trip) which implies taking the first part of the trip by car, and the second by public transport. At the second level of the demand model the users of park'n'ride choose the transfer node where they change their mode of transport. The transport supply model assumes a road network and a public transport network. The users choose the route in each subnetwork according to Wardrop's first principle. In this model there is a simultaneous equilibrium for the demand, where no user has the incentive to unilaterally change the mode of transport or the transfer point chosen, and another where no users have the unilateral incentive of changing the route used.
The equilibrium conditions for the assignment is obtained as the solution to the following differentiable convex problem:
where / is the set of the links of the multimodal network; co = (ij) is a pair of demand between an origin i and a destination j; W is the set of all O-D pairs; x,-denotes the flow in the link i e I; h m is the flow in the paths connecting O-D pair or, (d m ) is the origindestination matrix of trips in all alternatives; (g ffl ) is the number of users of the demand co that travel by the considered modes; c,{x,) is the unit travel cost in link i e / which is associated with the traffic flow v t ; G-1 (x) is the inverted demand model (a nested logit model); and A ffl ,B ffl ,CJj are incidence matrices.
The authors do not know of any previous instances of the model TAP-M in the literature. For this reason, test problems are defined from the basic traffic assignment problems: NgD (see Nguyen and Dupuis [25] ), Sioux Falls (see LeBlanc et al. [26] ) and Hull (see Florian [27] The topology of the network is obtained by duplicating the basic network. Two new kinds of links are added. The first one joins centroids with their duplications. The direction of the link depends on whether it is an origin centroid or a destination centroid. The adjacent nodes from the origin centroids are the transfer nodes, and links that join these nodes to their duplications are added.
The test problems are small-size networks, data for which are given in Table 5 . Here, \Af\ is the number of nodes, |/| is the number of links and | W\ is the number of origin-destination pairs. The number of variables is the sum of the number of demand variables plus the number of flow link variables.
The main motivation for choosing small-size basic networks is that the duplications still define large-size networks. The total number of variables is approximately six times the number of O-D pairs plus twice the number of links in the original network.
We have duplicated the original demand. The modal split depends on the logit parameters and the cost of the journey in each alternative. The parameters of the test networks for TAP-M are presented in Table 6 . We have chosen the parameters of the nested logit model, so that the users' choices of route, mode of transport and transfer node only depend on the cost of each alternative of making a journey. That is, if two alternatives for mode of transport, or in route or in used transfer node are different, but they have the same cost then they have the same disutility for the users. Table 7 summarizes the algorithms for the CGP that have been used in our test problems. We have used the following feasible descent methods for Ac-
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CGP algorithms implemented
The column generation problem (CGP) for the NSD class of Larsson et al. is defined by means of applying n iterations of a descent and closed algorithm A over an auxiliary problem of the form min ll(y,x),
where U(-,x) :Xi-^U is an approximation of/ at the point x. The combinations of both choices, the algorithm and the approximation problem, define the method Ac = (I1,A) . In NSD, only one iteration of Ac is applied.
The objective function for TAP-M is of the separable form Z{xg) = K x ) + G(g)> then an approximation function may be defined by
For the multi-commodity flow problems considered, quadratic CGP problems are favourably solved with truncated versions of the Frank-Wolfe or Evans algorithms. The efficiency of these algorithms is based on the efficiency to solve their linear subproblems. When they are applied to the original problem, then the linear subproblem is essentially a shortest path problem, wherein all costs are non-negative. (This fact stems from the cost on each link being the derivate of the cost function of the link for the actual level of service. The link travel cost functions are increasing for every link, so its derivate is non-negative.) By the non-negativity of the link costs, these subproblems can be solved by Dijkstra's algorithm. If these algorithms are applied to quadratic subproblems, this property is lost however.
We have considered a modification of the quadratic subproblem of CGP in order to avoid this disadvantage, which could otherwise result in negative cycles occurring. To explain the modification in short, we consider a multi-commodity nonlinear network problem, and we assume that the objective function is separable, that is, of the form f(x): = X)i e //i( x i). where f t is a function of one variable. The quadratic approximation of / at a point x is n(y, 
Hi(xd +xf
This function is convex, differentiable and increasing over IR. If the symbol ~ is placed over the name of an approximation, it indicates that this modification is used. Here, it applies to two methods, denoted by NE and GLPE.
To fully define these algorithms we must state the number of iterations performed in each iteration, and we must also choose the value of the parameter n f c . For the algorithms N, GLP, NE and GLPE we have used the parameter n\ = \ for every iteration t. They lead to CG algorithms belonging to the NSD class. For the algorithms FW, E, RSD(f), we have used sequences {n^} defined in two ways. The first one takes a fixed value of n c c = n c > 1 in all iterations t, and the second one is defined by an adaptive tool for choosing the value of n\ (see Garcia [31] ), which has been devised to allow the method to choose the best trade-off between Table 7 Algorithms used in CGP. 
Description of the RMP
The second main contribution of the CG algorithms to the state-of-the-art in solving the problems considered is the generality by which we may define the feasible set of the RMP. We have used the set augmentation rule given in Larsson et al. [9] to define X\ and which is given in Step 3.2 in Table 2 . Note that to fully define the set augmentation rule, we must also specify the parameter r.
We have throughout used the projected Newton method of Bertsekas [33] to solve the RMPs. This algorithm has a superlinear convergence rate, and it is advantageous especially because of the simple constraint structure of RMP.
We have not considered other algorithms because in this phase of CG the key is the convergence speed of A T . A sublinear convergence rate could make the CG algorithm inefficient, and a different algorithm with a superlinear convergence rate would have similar behavior, and would perhaps only change the amount of time spent in the RMP.
The truncation of the RMP is monitored by the number of iterations (number of projections) used with the algorithm A T ; this number is denoted by n\. In all iterations we have used the same number of iterations, and this number is denoted by n r .
Notation
We have introduced the following notation to refer to a specific CG algorithm:
where, at the main iteration t, A k c ' describes the algorithm used in the CGP, n\ is the number of iterations that is performed by using the algorithm A k c ' on this problem, .4^ describes the algorithm used in the RMP, n\ is the number of iterations performed on the RMP using this method, and r is the parameter used in the RMP. We can shorten this notation, because in every test problem only one algorithm is used for the RMP, as was remarked above, and only one algorithm A\' is used in each experiment. Therefore, the title of A T is implicitly defined and the index k' t can be omitted. The following notation hence is sufficient to specify an algorithm: {Actf*. Table 8 presents the parameter y used in the GLP algorithm for each subproblem. This parameter has been calibrated by means of performing five trials, and taking the best value.
Implementation^ details 2.3.1. The single-commodity network flow problem [SNFP]
The implementation of the projected Newton method of Bertsekas [33] to solve the RMP is identical to that used by RSDNET of Hearn et al. [34] . This algorithm includes an Armijo-type line search and two parameters a and p. We have used the values of 1.0D-4 and 0.5, respectively, which are adequate in most applied problems (see Bertsekas [33] ). The number of iterations n\ has been variable in the computational experiments, but this number is fixed in all the iterations of the same experiment.
All codes were compiled in FORTRAN and run on a PC with 64 megabytes of RAM and a 200 MHz CPU. All computations are done in double precision. All the considered algorithms use as a subroutine the RSD algorithm. We have used the code RSDNET of Hearn et al. [34] to implement this method. This code uses a primal simplex algorithm for networks, the NETFLO code, which is implemented as in Kennington and Helgason [35] to solve the linear minimum cost flow problem.
The combined traffic assignment problem [TAP-M]
The adaptation of the Frank-Wolfe and Evans algorithms for TAP-M is given in Garcia and Marin [31, 36] . We have used the algorithm L2QUE of Gallo and Pallotino [37] to solve the minimum path problem in order to obtain the direction search. A main iteration of these algorithms is completed by means of the solution to a one-dimensional minimization problem, which determines the optimal step size that minimizes the value of the objective function, given the current solution and the descent direction obtained in the CGP. The unidimensional search is made by using the Golden Section Method.
The same Frank-Wolfe subroutine is used in order to generate the column in the CGP, and as a truncated solver for the quadratic approximation of the Newton method.
The RMPs for TAP-M are also solved by the projected Newton method of Bertsekas [33] . This algorithm has been coded as for the SNFP.
Program sources are written in the FORTRAN Visual Workbench programming language and double precision has been employed in the representation and in all the operations where roundoff error might arise or when accuracy is important for algorithm behavior. Whenever roundoff errors might not affect performance, single precision is employed. For example, single precision is used in the shortest path tree computations. Double precision is employed in operations involved in the master problem resolution, because projections are very sensitive to roundoff errors. The codes are run on a PC with 384 megabytes of RAM and 400 MHz.
Numerical experiments
We have designed three computational experiments to investigate the behavior of the CG algorithms. The first one has the objective of studying the influence of some factors on the performance of CG algorithms. The second one has the objective of studying the relevance of prolonging the columns obtained in the CGP to the relative boundary. The last experiment is designed to compare the new CG algorithms with classic ones. 
A study of some factors determining the performance of CG algorithms Experiment 1-A study of the quality of the columns versus the performance ofCG algorithms:
The CG algorithms have two means of improving the quality of the columns generated in an CGP. The first is by means of increasing the number of times that the algorithm Ac is applied to CGP, that is, increasing the number n c , and the second is by choosing a more efficient algorithm to represent AcIn our first experiment, we solve the network GRIlb with the algorithms RSD (f )£,'"' for several combinations of the parameters n c and f. The value of n r is here fixed to 10. We have considered the following CGP algorithms: Frank-Wolfe (f = 1), RSD (f = 2 and f = 5) and SD (f = oo), as procedures to generate the columns. Fig. 2 shows the number of main iterations and the total number of extreme points generated by the CG algorithm as a function of the number of iterations done in the CGP for GRIlb. Note that the number of extreme points generated by the CG algorithm is computed as the number of main iterations multiplied by n c .
The conclusion drawn from this experiment is that if the quality of the columns is improved by means of increasing the value of the parameter n c or by choosing a better algorithm Ac (in our example this is obtained by increasing the value of f), then the number of RMPs and CGPs required to obtain a given accuracy is reduced. On the other hand, the computational cost in the CGP is increased or decreased according to the trade-off between a reduction of the number of CGP and an increase of the total number of inner iterations (that is n c ) to obtain the column (compare in Fig. 2 the values of f = 5 and oo with respect to f = 1 and 2).
Our experiment has the objective of evaluating the effect of the quality of the columns on the CPU time of a CG algorithm. An improvement in the quality of the columns always reduces the CPU time spent in the RMPs because a smaller number of RMPs is carried out, and they also have fewer variables, since in general the number of variables of the RMP is augmented by one in each iteration. Furthermore, the CPU time spent in the CGPs is proportional to the total number of iterations carried out by using the CG algorithm multiplied by the CPU time for the generation of one column. 1 An improvement in the quality of the columns reduces the number of iterations of the CG algorithm but it increases the CPU time spent in performing each iteration. This may indicate that an improvement of the quality of the columns could reduce the CPU time spent in CGP, but this it is not guaranteed.
The CPU time of a CG method is the sum of the CPU time for solving the CGPs plus the CPU time for solving the RMPs. The first is roughly proportional to the number of iterations of the CG algorithm, but the second is proportional to the square of the number of main iterations. For this reason, a small increase in the quality of the columns will reduce the overall computational cost, especially for problems with high dimension, dimF*, of the optimal face, and which require greater accuracy, but if this increment is too large, the total CPU time begins to grow, because the CPU time for solving the CGPs increases and it is not compensated by the saving of CPU time in the RMPs.
The experiment consists of solving the test networks NETla, and AUT1 using the algorithm RSD (f )£,'"' for several values of the parameters n c and f, and computing the total CPU time spent. The values of the parameter n r used for each network are 8 and 15, respectively. Fig. 3 shows the results obtained. The behavior of the CG algorithm agrees with the above discussion. The range of the optimal values for the parameter n c is in the interval [5] [6] [7] [8] [9] [10] . This illustrates the potential improvement of the CG class over the original simplicial decomposition method (which corresponds to n c = 1, and which is too slow to even be included in the figure).
In the NETla example (the picture to the left) we can observe that the best algorithm to use in the CGP is always defined by the choice of f = 1, that is, the Frank-Wolfe algorithm, while in the AUT1 example (the picture to the right) the best choice corresponds to f = oo, that is, the simplicial decomposition algorithm. (For NETla, an algorithm such as RSD(r) with f > 1 is always worse.) This perhaps surprising result is explained by the fact that while the columns generated by the algorithm RSD(P) have a better quality then the columns produced by the FrankWolfe algorithm, the quality is not good enough to significantly reduce the number of main iterations of the CG algorithm. As the mean CPU time used in one iteration of the Frank-Wolfe algorithm is less than that of RSD(f), this implies that the total CPU time is also lower. For AUT1, this trade-off is, however, reversed. The dimension of the optimal face of AUT1 is dimF* = 399, while for NETla it is not possible to compute exactly. (The dimension of the optimal face is upper bounded by the number of links with a positive flow, that is, by 513. Moreover, all feasible solutions have at least 250 links with a positive flow, thus dimF* is upper bounded by 263.) The linear terms of NETla dominate the nonlinear terms; for this reason the linear approximation of the objective functions is very accurate. On the other hand, AUT1 is significantly nonlinear at the optimal solution. This explains why for NETla it is optimal to generate the columns using the Frank-Wolfe algorithm but that this is not so for AUT1.
We have carried out additional tests where we initialize the RMPs of the algorithm RSD(f) with the extreme points retained in the previous CGP. This is, however, a bad choice compared with an empty set of extreme points as the initialization for this test problem. This type of initialization could, however, be of interest when the computational cost to obtain the extreme points is much higher.
Experiment 2-A study of the effect of accuracy required on the performance of CG algorithms: According to the arguments given earlier nonlinear versions of the CG algorithm should be better than an (R)SD algorithm for finding highly accurate solutions. In this experimented we investigate this issue numerically.
This experiment consists of solving SiF2 with the algorithms E?"" c for the relative accuracies of 1.0D+00,1.0D-01,1.0D-02,1.0D-03.1.0D-04 and several combinations of n c and n r . There exist interactions between the parameter n c and the parameters n r and r used in the RMPs. Computationally, it is very intensive to study all combinations. We have therefore considered three small and three large values of the parameter n c (2, 3, and 4, and 10, 20, and 30, respectively). We have chosen r = oo as being the best choice and we have dealt with two values of the parameter n r . The first one is n r = 100, which means that the RMP is solved almost exactly, and the other one is n r = 10, which is (in general) much less accurate.
When applied to the combined traffic model TAP-M, a natural improvement over SD is to replace its linear CGP by an only partially linearized subproblem, as in Evans' algorithm. We denote this choice by E"" 1 . We have compared the algorithm E"" 1 with algorithms for which n c > 1 by means of the CPU time ratio nr.l CPU time ratio = CPU time spent by E" CPU spent time by E""' as a function of n c and the level of accuracy of the solution of CDP(pC). This rate measures the relative improvement of a CG scheme with respect to a modification of the original scheme of SD. Fig. 4 displays the results obtained from this experiment. It is shown that the optimal quality of the columns generated depends on the accuracy that we wish to achieve. For a low (respectively, high) degree of accuracy a small (respectively, large) value of n c is advisable. These results confirm that the original scheme jj' 1 is improved when the demanded accuracy is higher.
Experiment 3-A study of the RMPs on the efficiency of the CG algorithm: The parameters n r and r determine the number of main iterations of the CG algorithm and the complexity of the RMPs, respectively. The value of n r monitors the accuracy of the RMPs and r their sizes. With smaller values of r the total number of RMPs is larger, but they are easily solvable, and the relative importance of the parameter n r is small. On the other hand, when r is larger the number of iterations of the CG method is decreased, but the computational time spent on each RMP is larger. Our next experiment investigates this trade-off.
Experiment 1 shows that the CG methods with n c > 1 solve less RMPs which hence have less variables than those in the (R)SD method. A consequence of this is that it may not be necessary to introduce a strategy to keep the size of the RMP in such CG methods small. To investigate this reasonable assumption we have considered the evolution of the CPU time spent for the The results of this experiment are shown in Fig. 5 . The conclusion of this experiment is that the best choice for this example is, not surprisingly, r = oo (a simplicial decomposition scheme) for high quality columns (the picture on the right). On the other hand, the algorithm FW"" 1 is sensitive to the parameters r and n r . In this case the better performance is achieved for a finite value of the parameter r (a restricted simplicial decomposition method). Moreover, the performance of the RSD algorithm depends largely on the accuracy of the RMPs, that is, on the value of n r .
This subsection deals with the role of the prolongation to the relative boundary given in (2) played in the performance of the CG algorithm.
Experience with the RSD method has shown that it initially makes rapid progress, quickly reaching a near-optimal solution, especially when relatively large values of r are used and when second-order methods are used for the solution of the RMP; experience also shows that it slows down close to an optimal solution.
If r > dim F* +1, where F* is the optimal face, then the number of RMP is finite, and the local rate of convergence is governed by the local convergence rate of the method chosen for the solution of the RMP; thus, a superlinear or quadratic convergence rate may be attained. If r<dimF* + l, then the algorithm is only asymptotically convergent, and the rate of convergence is the same as that of the Frank-Wolfe algorithm, that is, the convergence rate is sublinear. In this work we formulate the following conjecture based on experimental results:
If one does not prolong the columns to the relative boundary, then the convergence rate of the CG algorithm is governed by that of the algorithm used in CGP A c -Otherwise, and if r> dim(F*) + l, then the convergence rate is governed by that of the algorithm AT.
This result generalizes that for RSD to the more general CG algorithm. It postulates that it is also true for the CG algorithm under a new assumption: the realization of the prolongation of the columns to the relative boundary. When RSD is used the columns are extreme points and the prolongation is therefore unnecessary.
A main difference between SNFP and TAP-M is that for the single-commodity flow problem SNFP it is possible to easily compute the prolongation based on the flow vector of the column. The TAP-M problem is a multi-commodity flow problem, where this is more complicated; the reason is that the columns stored are aggregated (that is, stored in terms of the total link flows), whereas the prolongation must be calculated taking disaggregated, commodity link flow, information into account. More comments on the latter is made below.
We have carried out two numerical experiments. Experiment 4 is designed to show the role of the prolongation to the relative boundary in the performance of the CG methods. Experiment 5 is designed to numerically compute the speed of convergence of CG methods. We have observed that if we do not prolong the columns to the relative boundary, then an integer x exists, so that
For the case of the NSD algorithm where the CGP is based on a quadratic approximation (that is, a method similar to N™' 1 ), this was also observed by Larsson et al. [9] . This means that eventually the RMPs in fact reduce to line searches, and the CG method here reduces to a pure Newton method. An interesting conclusion is that by prolonging the columns to the relative boundary, the RMPs become non-trivial, with the result of an improvement over Newton's method which can be quite substantial.
We provide a formula for this computation when X is a closed and convex, and a feasible descent direction method, Ac, is used for the CGP. Within this algorithm we assume that the line search has the form
where x is the current iteration point and p is an extreme point of X. Then, the prolongation to the relative boundary of the resulting vector is given by lf-
where X { for i=\ n ( c are the step lengths provided by the line searches at iteration t in CGP.
Experiment 5-Speed of convergence of the CG methods: The following experiment is designed to evaluate the speed of convergence of CG methods with and without using a prolongation of the columns to the relative boundary. First, we have computed a solution to the problem Hul2 with a relative objective accuracy of 5.8 x 1CT 6 . This solution is denoted by x. We have then calculated the sequence
which is an estimation of the absolute error of the objective function.
We have solved Hul2 with the methods FW™' 5 and E™ 5 , with and without prolongation to the relative boundary of the columns generated. We have computed a fit of the sequences fAbsErr t of the type fAbsErr t = a/r^, and the results are presented in Table 9 . We have estimated the parameters a and p by using the least square method. The goodness-of-fit has been evaluated by means of R 2 , a coefficient of determination, that gives the proportion of the variance of fAbsErr explained by the regression. (These values are very close to 1.)
The main conclusion is that if the prolongation is not used then the rate of convergence of the methods is similar to that of the algorithm used in CGP. That is, FW™ 5 is similar to performing five iterations of the Frank-Wolfe algorithm, and E™ 5 to performing five iterations of Evans' algorithm. Note that if the prolongation is used p > 1, otherwise p < 1. 
Further comparisons between CG methods
We can say that the class of CG algorithms generalizes methods of feasible descent directions by means of their use in CGP, and obtain them from a CG method by choosing r = 1 and n c = 1. We have investigated three ways to improve feasible direction methods by using its algorithm description Ac within a CG method: I: Generalized PARIAN (n c > 2 and r = 1). This extension consists of making n c line searches within the algorithm Ac, thus making a new line search on the direction defined by the column and the current iterates of RMP. These methods are new except for the case n c = 2, which includes the method of parallel tangents (PARTAN) credited to Shah et al. [38] . II: Multidimensional searches (n c = 1 and r>2). The choice of n c = 1 and r > 2 is a means to generalize line search methods to multidimensional searches on simplices (when RMP is solved exactly). Examples of these are the NSD algorithms of Larsson et al. [9] . Ill: Multidimensional searches (n c > 2 and r>2). This type of algorithm is new, and could be said to properly define the class of CG algorithms.
This experiment has been designed to compare some algorithms of feasible directions with their extensions of type I, II, and III. To this end we have solved the SNFP and TAP-M problems using the algorithms presented in Table 10 . Some of these methods have lower bounds available for the optimal value of the problem. Differences exist between their quality. To eliminate this factor in the measure of the performance of the methods we use the same lower bound for all of them. The Table 10 Algorithms. accuracy used for the SNFP problems are presented in Table 4 ; two degrees of accuracy (10~3 and 10~4) for the TAP-M problems have been used. We have always used n r = 8 projections to solve the RMPs for the problems of the NET type, and n r = 25 for the other types of SNFP problems. We have used the adaptive tool developed in Garzia [31] to dynamically choose the parameter n c and n for all the algorithms used in SNFP problems. On the other hand, we have used a fixed value of n c for TAP-M problems. We have used the value of n c = 15 for Sif2 and the value of n c = 5 for the problems: Hul2 and NgD2. We have here always used n r = 10. The quadratic subproblems that appear in NE^' and NE were solved by means of the Frank-Wolfe algorithm and the number of iterations was then equal to n c .
The results obtained for SNFP problems are presented in Table 11 and those for the TAP-M problems in Table 12 . Table 11 shows the CPU times. Table 12 presents in the first block the method of feasible directions and in the second one their generalizations to searches on simplices. The report for this experiment consists of the CPU times.
We analyze below the results derived from Tables 11 and 12. I: It is not really possible to compare the "crude" FW algorithm with its extensions FW^'" C or FWJ"" C because the CPU time spent by FW to solve the test problems is prohibitive. If we compare the latter two with the SD methods for NET-SNFP problems and with the RSD method FW]°o for the TAP-M problems, then the harmonic mean of the ratios between CPU times is 17.2 and 1.5, respectively. On the other hand, it is possible to compare the algorithm E" r, " c with its original algorithm E. The harmonic mean of the ratios of CPU times is 3.4 for the accuracy 10~3 and 5.6 for the accuracy 10~4. Note that E" r, "
c also improves upon the simplicial decomposition with Evans' subproblems, that is, the method E] ^. This mean rate of improvement is 1.9 for the accuracy 10~3 and 1.2 for the accuracy 10~4. The SD method is satisfactory for small or medium accuracy, but highly computationally intensive when a large accuracy is demanded. The CG methods are much better here to reach high accuracies. have dealt with the algorithms N and GLP for the SNFP problems and NE for the TAP-M problems. These values for the type NET are 5.6 and 6.4 for N and GLP, respectively, and 1.1 and 1.8 for the GRID-AUT problems. Within these classes of problems there exist networks where the multidimensional searches do not improve the method of feasible directions. This is due to two factors. The first one is that these examples have a solution with a great number of active bounds, see Table 4 , which make the expansion of the simplex inefficient. The second factor is that the RMPs should be solved more exactly. The algorithm NE is improved around a mean value of a factor 3.8 for the accuracy 10~3 and around 20.35 for the accuracy oflO- 4 We conclude that CG methods improve upon the unidimensional search methods. Moreover, this improvement is larger for larger accuracies demanded. Ill: The algorithms of type III, FW^"s FW^'" C , and E^'" c have a quite satisfactory computational behavior for the NET and TAP-M problems. Table 11 presents that the speed-up over the SD algorithm is improved by the FW^" c algorithm by a mean factor of 113.2 for the NET problems. This factor is 10.3 for the TAP-M problems. If we compare FWJQQ (restricted simplicial decomposition) with E^" c we obtain that this factor is 24.9. (In fact, we should compare the E^" c algorithm with Elob 1 and this factor is 4.3.)
We have also seen that the algorithms of type III generate the best lower bounds throughout the process.
depends on the accuracy demanded by the solution and the characteristics of dimF*.
The computational experiments have also established the crucial role of the prolongation of the columns generated to the relative boundary. In the case that this prolongation is not used, the speed of convergence is monitored by the algorithm used in the CGP.
We stress finally that in the CG methods tested, with the exception of the column prolongation, the computations performed are of the same type as in the (R)SD methods, namely, linear network flow problems and multidimensional searches over simplices. The fact that the well-studied (R)SD methods can be substantially improved within the same framework of algorithms suggests, in our opinion, that "unorthodox" column generation methods such as the ones investigated here should be studied further.
In this paper two important aspects of column generation methods for large-scale nonlinear network flow problems have been studied computationally. The first is the validation of this methodology in order to improve the performance of feasible direction and simplicial decomposition methods used in equilibrium assignment models. The second is to study the role of the prolongation to the relative boundary and of the parameters n c , r, n r of CG methods determining the accuracy of computations.
When a high accuracy is required, then the size of the RMPs for the SD algorithm begins to grow and their CPU time to solve them becomes impractical. The CG algorithms maintain a small number of variables in RMP by means of improving the quality of the columns; this opens up a way to utilize algorithms with a quadratic rate of convergence for large-scale problems in a reasonable time of computation.
The improvements of the CG algorithms with respect to SD come from three sources: first, less RMPs are solved; second, on average, the RMPs are smaller and therefore less demanding computationally; and third, if we use the Frank-Wolfe algorithm then the number of extreme points generated by the CG algorithm may be less than those of the SD algorithm. The last factor
