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[8, 9] や高次シナプス結合を導入した高次 Hopfieldネットワーク [10]などがある．
1.2 逆関数遅延ネットワークによる組み合わせ最適化問題の解探索




























































































的に扱うことが難しい．そこで Hodgkin-Huxrey 方程式を簡略化したモデルとして，自由変数を 2
変数まで減次した Fitzhugh-Nagumo方程式 [18, 19]などが提案されている．




























wijxj + hi − ui (2.1)
xi =f(ui) (2.2)
ここで hi, ui, xi はそれぞれ i番目のニューロンのバイアス値，内部状態，出力を表し，wij はニュー













ここで β は関数のゲインを調整するパラメータであり，β が大きいほど f(u)のゲインは大きくなる
(図 2.4)．また式 (2.3)を出力関数とした場合，ニューロンの出力は 0から 1の間の値を取る．
この Hopfield モデルを複数つなげたネットワークが Hopfield ネットワークである．Hopfield



























































































































=ui − g(xi) (2.7)
ここで N はネットワーク中のニューロンの個数を，また ui，xi はそれぞれニューロン iの内部状態
と出力を表す (1 ≤ i ≤ N)．さらに wij はニューロン j から iへのシナプス結合の荷重値を，hi は
ニューロン iのバイアスを表す．τu，τx はそれぞれ内部状態と出力に関する時定数で，τx  τu と
する．関数 g(x)は Hopfieldネットワークの出力関数の逆関数 f−1(x)を含む関数であり，以後 g 関































2.3.1 負性抵抗と g 関数
次に，ID モデルの負性抵抗のダイナミクスについて考える．式 (2.9) より，粘性抵抗係数 η は g
関数の傾きによって符号が変化することが分かる．このことから，IDモデルの負性抵抗のダイナミ
クスは g 関数の傾きが負になる領域で生じる*1．これより，g 関数をコントロールすることで負性抵
抗の効果をコントロールできるのである．





図 2.6 IDモデルのダイナミクスのイメージ．粒子の位置が IDモデルの状態に相当する．
0







図 2.7 N字型の g 関数と負性抵抗領域．灰色で示した部分が負性抵抗領域に相当する．
具体的には，g 関数は以下の式で定義される．















ここで αと β は正のパラメータであり，β は f−1 関数のゲインを，また αは g 関数の傾きをそれぞ
れコントロールする．またこの g 関数は図 2.7に示すような N字型の関数となる．dg(x)/dx < 0と
なる領域は x = 0.5を中心に左右に対称な形で存在し，パラメータ αや β に応じてその幅が変化す
る．IDモデルでは，負性抵抗のダイナミクスが生じる領域を負性抵抗領域と定義し，また領域の幅






























































wiixi + 12 ∑
j 6=i

















































































































































































でエネルギー関数への α の効果を打ち消すために，補正を加えた自己結合Wii とバイアス Hi を導
入する [11]．
Wii = wii + α (2.17)

















































問題をニューラルネットワークで扱う場合，n × mのネットワークを用意する．この時，u行 i列の
2.4 ニューラルネットワークによる組み合わせ最適化問題解探索 15















xu,i = s for any u,
m∑
i
xu,i = t for any i,
xu,i ∈ 0, 1 for any u, i. (2.20)
ただし x = (xu,i) ∈ [0, 1]n×m は各ニューロンの出力であり，本論文では xu,i ∼ 1のとき，ニューロ
ン (u, i) は発火状態であると定義する．ここで式 (2.20) はニューラルネットワーク上の制約条件を
表しており，s(≤ n), t(≤ m)はそれぞれ各行，各列で発火すべきニューロンの数を表している．この
制約条件は実装する組合せ最適化問題の制約条件と関連しており，問題によって s, tを設定する必要
がある．この制約条件の満足下で，式 (2.19)は問題の目的関数を表している．ここで au,i はニュー















































ここで A,B, C は正の定数である．式 (2.21)のうち，第 1項と第 2項は各行各列でニューロンが 1
つ選択されることを要請する制約条件である．また第 3項は，各ニューロンの出力が 0または 1を
取り，その中間値を取らないことを要請する制約条件である．このように各行各列でニューロンが 1














置位置として解を読み取る (図 2.9)．このとき，コスト行列の成分 bui,vj は以下のようになる．
bui,vj =
{
1 (ニューロン (u, i)がニューロン (v, j)の斜めに位置する．)
0 (otherwise)
(2.22)
また N-Queen 問題ではネットワーク状態が最適解を示す時，目的関数 (2.19) は 0 になる．このた
め，最小値状態においては式 (2.21)の値が 0となる．
巡回セールスマン問題
巡回セールスマン問題 (Traveling Salesman Problem: TSP)は，n個の都市を一通り巡る時の最
小経路を求める問題である．TSPの問題例とネットワーク実装時のイメージを図 2.10に示す．各発
火ニューロンの列インデックスを都市番号，行インデックスをその都市を訪れる順番として解を読み
とることができる．(図 2.10)．このとき，コスト行列の成分 bui,vj は以下のようになる．
bui,vj =
{
du,v (j = i + 1 or j = i − 1)
0 (otherwise)
(2.23)




























間の距離 d = di,j と各要素間の相互関係 f = fi,j (1 ≤ i, j, u, v ≤ n)が与えられた時に，以下の式







P =(π(1), π(2), . . . , π(n)) (2.24)
QAP の例としては工場配置問題が挙げられる (図 2.11)．これは工場間の物流コストが最小になる
ように n個の都市に n個の工場を配置する問題である．このとき di,j は都市 i, j 間の距離を，また
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は式 (2.21)を用いて Hopfieldネットワークを 8-Queen問題の解探索に適用した場合の，ネットワー
ク出力の平衡点のヒストグラムを表している．ここで横軸は出力の x = 0.5からの距離，縦軸は出現
確率を示している．図 2.12(a)より，N-Queen 問題に適用した場合では最小値状態とそれ以外の極


















トワーク (High-Order Hopfield network)[10]による TSP解探索が提案されている [15]．高次結合
















ID ネットワークについては，既にアナログ LSI による実装 [7, 9] やディジタル LSI による実装
[27]が行われており，それぞれ動作が確認されている．アナログ回路による実装では，36個のニュー
ロン素子とそれらを結ぶ全結合型のシナプス回路が実装されている．荷重値は 2bit の精度を持ち，
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ディジタル LSI による 1000 ニューロンの実装などが実現されている [29]．ストカスティック論理
による多ビット値 X からパルス列へのコーディングユニット，およびデコーディングユニットは図
2.13で示す回路で実装される．ここで R は [0 : Xmax]の範囲で生成された一様乱数であり，Xmax
は入力の絶対値 |X|の最大値を表す．入力 X はコンパレータで乱数 Rと比較され，X > Rが成り
立つ時パルスが生成される．これにより，パルスが生成される確率は X に比例するため，アナログ
値 X がパルスの発火頻度に変調される．またパルス変調されたことにより，積演算を ANDゲート
により行うことができる．ストカスティックパルスはアップダウンカウンターにより積算すること
で，アナログ値にデコードされる．積算は Na 回行われ，この積算値を Xmax/Na で正規化すること
でデコードされたアナログ値 X̃ が得られる．この時，X̃ には乱数 Rに起因するストカスティックな























ここで Pf はパルスの生成確率 (Pf = X/Xmax)，Na はパルスの積算回数を表す．式 (2.28) より，
Na が小さいほど X̃ へのストカスティックノイズの影響は大きくなり，逆に Na が大きいほど X̃ の























ui(t) − g (xi(t))
)
(2.30)
ここで ∆ は時間刻みであり，十分に小さな値をとることで，ID ネットワークのダイナミクスが保
存されると考えられる．この離散時間 IDネットワークにストカスティック論理を導入することで，






前章では ID ネットワークによる組合せ最適化問題解探索の利点と問題点について述べ，TSP や
QAP などの比較的難易度が高い問題の解探索法が確立されていないことを示した．そこで本章で
は，高次結合逆関数遅延ネットワークによる TSPや QAPの解探索を提案する．まず高次結合を導






制 (presynaptic inhibition)が知られている [16]．また実際の神経細胞網では，細胞体での情報処理
とは別に樹状突起においても高次の情報処理が行われていることが分かっており [30]，高次結合はこ
の樹状突起での情報処理に当たると捉えることもできる．高次シナプス結合を持つニューラルネッ































ネットワーク (Higher order Connections Inverse function Delayed network: HC-ID network)を
提案し，組合せ最適化問題の解探索へ適用する．























=ui − g(xi) (3.2)
ここで wijk··· は j，k，l，· · · 番目のニューロンからニューロン iへの高次結合の荷重値を示してい
る．基本的には IDモデルに 3次までの高次結合を導入した更新式であるが，IDモデルにあった散































































































































3 次までの高次結合を導入したため，ネットワークのエネルギー関数は 4 次形式となる．また ID
















シャルから受ける力 −∂UHC-ID/∂x により状態が変化する．また g 関数により，ニューロンの出力
は 0 < x < 1に制限される．これらのことから，x = 0または 1近傍でニューロンの出力が安定し
ている場合，ニューロンの動作は図 3.3で示すようなポテンシャル中の粒子の動作として捉えること
ができる．x = 0 近傍においてポテンシャルから受ける力が正の場合，出力は 0 近傍から動いてし
まい安定することができない．このため，ニューロン iが xi = 0で安定している場合は (図 3.3(a))
−∂UHC-ID/∂xi ≤ 0が成り立たなければならない．同様に，ニューロン iが xi = 1近傍で安定する
ためには (図 3.3(b)) −∂UHC-ID/∂xi ≥ 0が成り立つ必要がある．これらのことから，HC-IDモデル
















(b) x = 1 近傍
で安定の場合




























































式 (3.12)のうち，第 1項・第 2項は各行各列のニューロンの発火個数を制限する拘束条件項である．
これは 2次形式のエネルギー関数の第 1項・第 2項をそのまま使用している．第 3項はニューロン
の出力が 0または 1をとることを要請する拘束条件項である．式 (2.21)の第 3項との違いは，4次
の項が含まれていること，また bui,vj が含まれていることが挙げられる．これらの拘束条件項は，条
件が満足される場合は全て 0となる．全ての拘束条件が満足される時，第 4項はネットワーク状態が














と定義すると，拘束条件満足下では c(x)はネットワーク状態 xが示す解のコストを表し，式 (3.12)




のエネルギー関数を導入することで，HC-IDモデルのポテンシャルとの間に ECH = UHC-ID が成り














となる．このことから，4 次形式のエネルギー関数 ECH を導入した HC-ID ネットワークの安定性
は，∂ECH/∂xの符号によって議論できる．
そこで次に，4次形式のエネルギー関数 ECH を HC-IDネットワークに適用した場合のエネルギー











































































ただし式 (3.16) はコスト行列 b は対称行列である (bui,vj = bvj,ui) ことを用いて導出している．こ









































B · m (n − 1) bmax ,
m
2




す．また bmax はコスト行列 bの成分の最大値を表す．条件 (3.18)を満たす時，ネットワーク
内には各行各列で必ず 1 つ発火ニューロンが存在する．(条件導出の詳細は付録 A を参照の
こと．)
2. パラメータ β は十分大きい値を取る． この時，式 (2.13)より L ∼ 0.5となり，負性抵抗領域が



































































if xû,̂i ' 0∑
j






if xû,̂i ' 1
(3.19)
ここで F [v] は行 v において発火しているニューロンの列インデックスを表す．式 (3.19) より，
xû,̂i の符号は {·}内の値の符号によって決定される．xû,̂i ' 0の時，B/4C + csol(x) > 0より常に

















(b) β が大きい値の時 (β → ∞の時)
図 3.4 出力空間と負性抵抗領域のイメージ．β が大きな値を取る場合，負性抵抗領域が出力空間
の頂点以外の領域を全て覆う．
の時は csol(x) と B/4C の大小関係によって ∂ECH/∂xû,̂i の符号が変化する．csol(x) < B/4C が
成り立つ時は ∂ECH/∂xû,̂i < 0 が成り立つ．よって式 (3.15)より，この状態は安定である．しかし




< B/4C ならば，解状態 xは安定．









ただし，x0 は最適解状態，x1 は 2番目にコストが大きい状態を表している．
3.3 極小値状態を不安定化するのに必要な負性抵抗領域の見積もり
前節までの議論では，最小値状態の平衡点を出力空間の頂点に集めるためのパラメータ条件を導出






今，β が有限であり，負性抵抗領域の幅 Lが有限な幅 L̂を持つとする．ニューロン (u, i)の出力




ξu,i if xu,i ∼ 0
1 − ξu,i if xu,i ∼ 1
(3.22)
ただし 0 < ξ(u, i) < (0.5 − L̂)．以下ではこの表記を用いてエネルギー関数 ECH の xu,i に関する偏
微分値を見積もることで，極小値状態の平衡点位置を見積もる．
3.3.1 β が有限な場合のエネルギー関数の傾きの見積もり
まずネットワーク状態が解状態を示した状態で，あるニューロン (û, î) が発火状態で安定してい
ると仮定する．この時，行 û 内で発火しているニューロンは列 î のニューロンのみである．そこ
でこのニューロンを (û, F [û]) と表記する．ここで F [u] は解状態を満足するネットワーク中にお
いて，行 u 中で発火するニューロンの列インデックスを表す記号である．この時，式 (3.22) より


































































(1) bui,vj = bvj,ui
(2) bui,ui = 0
(3) bui,vi = 0，bui,uj = 0
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· · · 1©
−
[

























· · · 2© (3.24)
式 (3.24)中の 1©項は ξ の付く項の中で符号が正のものを，また 2©項は符号が負のものを表している．
式 (3.24)より，∂ECH/∂xû,F [û] は少なくとも 1©項が最大値を取り，かつ 2©項が全て 0になる場合よ
りも大きな値を取ることが分かる．さらに，今発火ニューロン (û, F [û])の出力 xû,F [û] がネットワー
ク中の他の発火ニューロンの出力と比べて最も小さいと仮定すると，ネットワーク中の全ての発火
ニューロン (u, F [u])に対して以下が成り立つ．
0 ≤ ξu,F [u] ≤ ξû,F [û]. (3.25)

















































































































ワーク内には少なくとも 1 つは ∂ECH/∂xu,F [u] > 0 が成り立つような発火ニューロン (u, F [u]) が







































bûF [û],vF [v] はニューロン (û, F [û])が同行同列以外の発火ニューロンから受ける入力の総
和を示すため，その値の範囲は以下のようになる．
m · bmin <
∑
v 6=û
bûF [û],vF [v] < m · bmax (3.31)



















2A + 2m · bmax
(
−B + 6Ccsol(x̂n+1)
) − m · bmin(−B + 4Ccsol(x̂n))













2A + 3m · bmax
(
B + 4Ccsol(x̂n)
)} > 0 (3.33)
が成り立つ．このことから極小値状態のコスト csol(x̂)が小さいほど式 (3.32) の右辺は小さくなる．























ることが分かる．したがって，安定して存在する極小値状態中の発火ニューロン (ū, F [ū])の出力の
上限値は以下で表される．
























(式 (3.21))，そして極小値状態を不安定化するための負性抵抗領域の条件 (式 (3.37))の 3つが満足
されれば，ネットワーク状態が静止時に最適解のみが得られることが保証されている．式 (3.37)中





















図 3.5 数値シミュレーションで使用した 10都市 TSP，4都市 TSPと 4-QAP．(a)は Hopfield




より検証を行う．なお本節では例題として図 3.5に示す 10都市 TSP，4都市 TSP及び 4-QAPを用
いた．また HC-IDネットワークの更新には 4次の Runge-Kutta法を用いた．
3.4.1 極小値状態の平衡点位置
最初に数値シミュレーションにより極小値状態の平衡点分布を調べる．ここではパラメータ A，






































図 3.6 最小値状態における最も出力の小さい発火ニューロンの平衡点分布．問題は図 3.5(a) に
示す 10都市問題を用いた．パラメータは A = 16.465，B = 1.088，C = 0.10．この時，シミュ
レーション結果より得られた出力最小の発火ニューロンの平衡点は x = 0.999716，式 (3.36) に


























































































図 3.7 極小値状態を不安定化するのに必要な負性抵抗領域の幅の B/4C 依存性. パラメータは
(a)では A = 9.12， C = 0.10，(b)では A = 405.71，C = 0.10．いずれの問題でも C を固定





















































OSC 11.65(optimal) 12.36(2nd) 12.49
(b) 4-QAPの場合．
図 3.8 パラメータ B/4C と出現する解状態の関係．‘OSC’ は定常的な振動状態を示す. ネッ
トワークパラメータは (a) では α = 4.0，β = 200.0，τx/τu = 0.10，(b) では α = 20.0，
β = 2000.0，τx/τu = 0.10とした．
3.4.2 パラメータ B/4C と出現する解状態の関係
次に，パラメータ B/4C の値を変化させた時の，ネットワークが静止した時に出現する解状態の出
現率の変化を調べた．図 3.5(b)，3.5(c)に示す 4都市 TSP・4-QAPの解探索を行った結果を図 3.8
に示す．この図において横軸は B/4C の値，縦軸は出現する解状態の出現率を示す．グラフは各解
状態のコスト値によって色分けされており，各状態のコスト値はグラフの上に示されている．ただし
‘OSC’は継続的な振動状態を表す．エネルギー関数のパラメータは C を固定し，B を B/4C の値に
したがって変化させた．また Aは式 (3.18)を満足するように設定した．TSPの結果 (図 3.8(a))を
詳しく見てみる．例えば B/4C = 3.20の場合，出現する状態はコスト値が 2.82と 3.18の状態の 2
種類である．これらは共にコスト値が B/4C よりも小さいため，解状態として出現しうる．一方，




また 4-QAP 解探索を行った際のネットワークの出力波形の時間変化を図 3.9 に示す．ここで図
3.9(a) は振動状態のみ得られるパラメータ値 (B/4C = 11.60) の時の定常状態の波形を，また図
3.9(b) は最適解のみ得られるパラメータ値 (B/4C = 11.70) の時の遷移過程の波形を表している．
























(b) B/4C = 11.70の時の遷移過程の出力．























(a) 定常的な振動状態 (B/4C = 11.60)
 0












(b) 過渡状態 (B/4C = 11.70)













ある観測によって得られた時系列 zt ⊂ R1 に対して，遅延座標 y は以下の式で定義される [33]．
y := (zt, zt−T , zt−2T , · · · , zt−d(T+1)) ∈ Rd (3.38)






















































図 3.11 パラメータ α による出現するネットワーク状態の変化．パラメータは (a) では A =
9.12，B = 2.90，C = 0.10，β = 200.0，τx/τu = 0.1，(b) では A = 405.71，B = 11.7，





な幅を確保できるように，式 (3.37)を満たす範囲で αを変化させた (β は固定値とした)．この時の
ネットワーク状態の出現率を図 3.11に示す．図 3.11(a)は 4都市 TSPでの，図 3.11(b)では 4-QAP






















図 3.12 4-QAPにおいて，微小な振動状態に陥った場合の出力波形例．(α = 6.0)





































































xi(t + 1) − xi(t)
)
= ui(t) − g (xi(t)) (4.2)
ここで ∆は時間刻みを表す．さらに ∆ = τu とすると，
















wijxj(t) + hi (4.3)




ui(t) − g (xi(t))
)
(4.4)
が得られる．これは従来の離散時間 IDモデルの分類上では τu モデルに相当する [34]．以下の議論
















g(xi(t + 1)) − g(xi(t))






















































wijxj(t) + hi (4.8)
ui(t + 1) =
{
ui(t) if (xi(t) ∼ 0 and θi(t) < 0) or (xi(t) ∼ 1 and θi(t) > 0)



























る極限モデル [35] を HC-ID ネットワークに導入する．極限モデルは，パラメータ β → ∞ および
τx/τu → 0の極限を考えたモデルである．β を無限大まで大きくすることで，式 (2.13)に示したよ




る [35]．これらのことから，極限モデルの導入により出力更新式 (3.1)と g 関数は以下のように変化
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0











図 4.1 β → ∞，τx → 0条件下での g 関数．
する．
xi = g−1(ui), (4.12)
g−1(u) =

0 if u < −α/2
1 if u > α/2
no change otherwise
. (4.13)
またこの時の g 関数を図 4.1に示す．式 (4.13)より，g 関数はヒステリシス特性を持っていることが
分かる．したがって得られたネットワークは高次結合を導入したヒステリシスネットワーク [5]であ
ると考えることができる．そこで 2 値化して得られた高次結合ネットワークを，高次結合ヒステリ


















wijxj(t) + hi (4.14)
ui(t + 1) =
{
ui(t) if (xi(t) ∼ 0 and θi(t) < 0) or (xi(t) ∼ 1 and θi(t) > 0)
ui(t) + θi(t) otherwise
(4.15)
xi(t + 1) =

0 if ui(t + 1) < −α/2

























































OSC 11.65(optimal) 12.36(2nd) 12.49
(b) 非同期更新の場合 (固定順)
図 4.2 離散時間 HC-ID ネットワークによる 4-QAP 解探索における，パラメータ B/4C と出
現する解状態の関係．‘OSC’ は継続的な振動状態を示す. ネットワークパラメータは α = 20.0，

















































OSC 11.65(optimal) 12.36(2nd) 12.49
(b) 非同期更新の場合 (固定順)
図 4.3 離散時間 HC-ヒステリシスネットワークによる 4-QAP 解探索における，パラメータ
B/4C と出現する解状態の関係．‘OSC’ は継続的な振動状態を示す. ネットワークパラメータは
α = 20.0, τu = 1.0．
まず，パラメータ B/4C に対する解出現率の変化を調べた．図 4.2は離散時間 HC-IDネットワー
クにおける出現解状態のパラメータ依存性を示している．同期更新の場合・非同期更新の場合共に従
来の HC-IDネットワークと同様に，B/4C の値に応じて出現する解状態をそのコストにより切り分






















































図 4.4 離散時間 HC-ID ネットワークおよび離散時間 HC-ヒステリシスネットワークによる
4-QAP解探索における，最適解出現率の α依存性．エネルギー関数のパラメータは A = 405.71,
B/4C = 11.7．またネットワークパラメータは (a) では β = 2000.0，τx/τu = 0.10，(b) では





4.4(a)は離散時間 HC-IDネットワークの，また図 4.4(b)は離散時間 HC-ヒステリシスネットワー





図 4.5は離散時間 HC-IDネットワークおよび離散時間 HC-ヒステリシスネットワークについて，
収束時間の α 依存性の変化を示している．この数値シミュレーションにおいて，離散時間 HC-ID
ネットワークの αは式 (3.37)にしたがって極小値状態を全て不安定化できるように設定した．また
パラメータ Aや B/4C は最適解のみが得られるように設定し，さらにネットワークの更新法を変え
たときの収束時間の変化についても同時に調べた．図 4.5(a)に示した離散時間 HC-IDネットワーク



























































図 4.5 離散時間 HC-ID ネットワークおよび離散時間 HC-ヒステリシスネットワークによる
4-QAP解探索における，収束時間の α依存性．‘Sync.’，‘Async.(Random)’，‘Async.(Fix)’は
それぞれ同期更新，非同期更新 (ランダム順)，非同期更新 (固定順)を表している．パラメータは
A = 405.71，B/4C = 11.7．またネットワークパラメータは (a)では β = 2000.0, τx/τu = 0.10，




































図 4.6 離散時間 HC-ヒステリシスネットワークと HC-ID ネットワークにおける，数値シミュ
レーションによる計算時間の α 依存性．α は 20 ≤ α ≤ 2000 の間で変化させた．また離散時間
HC-ヒステリシスネットワークは非同期更新 (固定順) による．エネルギー関数のパラメータは
A = 405.71, B/4C = 11.7．また HC-IDネットワークでは β = 2000.0, τx/τu = 0.10．離散時
間 HC-ヒステリシスネットワークでは τu = 1．
と同様，α = 200付近で探索時間が最短となる．これに対して非同期更新では，αを小さくするにつ









時間 HC-ヒステリシスネットワークで比較した．それぞれのネットワークは C++ 言語によるシン
グルスレッドプログラミングにより実装され，Intelコンパイラーを用いてコンパイルした．またシ
ミュレーションに用いた計算機のプロセッサは Intel Core i7 processor (3.33GHz) CPU，メモリ容
量は 8コア共用で 12GBであった．この時の計算時間の α依存性を図 4.6に示す．結果より，離散










は具体的な問題として学位審査会スケジューリング問題 (Defense of thesis Scheduling Problem:
DSP)を取り上げる．この問題は大学院などで行われている学位論文の審査会スケジュールを，審査
員の負担を軽減する観点から最適化するものである．例えば東北大学電気系の場合では，3月卒業の
























• D · · · スケジュール可能な日程の集合
• T · · · スケジュール可能な時間枠の集合
• R · · · スケジュール可能な部屋の集合
• H · · · 審査すべき学位論文の集合
• J · · · 審査員の集合
• Jh · · · 学位論文 hを審査すべき審査員の集合
• csj,d,t · · · 審査員 j が d日目 t枠で審査する場合のコスト
• cdr,s · · · 審査員 1人が部屋 r，s間を移動するのにかかるコスト
なお，審査員 j が d日目 t枠での審査を行えない場合，csjdt = ∞とする．また日程，時間枠，部屋
の組み合わせを審査枠と名付け，(d, h, r)で表すこととする．
このとき，DSPではまず以下の拘束条件を満足することが求められる．
• 拘束条件 1©: 全ての修論は 1回ずつ審査される．
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• 拘束条件 2©: 同日同時刻の同じ部屋で複数の修論を審査することはできない．
• 拘束条件 3©: 同じ審査員が審査する予定の修論については，同日同時刻に審査することはでき
ない．
• 拘束条件 4©: 審査員によっては審査できない時間枠があり，そこには審査をスケジュールする
ことができない．
以上の条件を満足した上で，以下の要件をできるだけ満たすのが最適なスケジュールである．
• 最適化要件 1©: 各審査員について，審査会が予定される日数は少ない方がよい．
• 最適化要件 2©: 各審査員について，1日のうちで審査会がスケジュールされる時間枠は連続し
ているほうがよい．
• 最適化要件 3©: 各審査員の部屋間の移動距離は少ない方がよい．











1 論文 hを審査枠 (d, t, r)で審査する．
0 otherwise
(4.17)
但しある審査員 ĵ ∈ Jĥ について c
s
ĵ,d̂,t̂
= ∞ の場合，すなわち審査員 ĵ が審査枠 (ĵ, d̂, t̂)で審査でき


























































· · · 4© (4.20)
で定義される．ここで P1 ∼ P4 は正の定数であり，最適化要件それぞれの重み付けをコントロール
する．式 (4.19)および式 (4.20)のそれぞれの項は，それぞれ以下の最適化要件に対応している．
• 1©項 · · · 最適化要件 4©
• 2©項 · · · 最適化要件 1©
• 3©項 · · · 最適化要件 2©
• 4©項 · · · 最適化要件 3©






次・2次のコスト項を持つ 4次形式のエネルギー関数 E(x)SCH は以下のように表される．








































· · ·xi,j,···xu,v,···bSij··· ,uv···
)}2
(4.21)





























































































· · ·xi,j,···xu,v,···bSij··· ,uv···
)
(4.23)




< B/4C ならば，解状態 xは安定．














































































































ここで A1 ∼ A3 は正の定数である．式 (4.25)の第 1 ∼ 3項はそれぞれ拘束条件 1©∼ 3©に対応してお
り，これらの条件を満足した際に 0となる．また EDSP についても，解の安定性条件について以下が
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表 4.1 シミュレーションで取り扱う DSPの審査員条件と各審査員の審査論文．表中央部は審査
員の都合を表しており，○は審査可，×は審査不可，△はできれば避けて欲しい時間枠をそれぞれ
表している．また右端の列は各審査員が審査すべき論文を表す．
Day 1 Day 2
13 : 00 ∼ 15 : 00 ∼ 17 : 00 ∼ 13 : 00 ∼ 15 : 00 ∼ 17 : 00 ∼ 審査論文
Prof. A ○ ○ ○ △ △ △ 1, 2, 3
Prof. B ○ ○ △ ○ ○ △ 1, 2
Prof. C ○ ○ ○ ○ ○ ○ 1, 3
Prof. D △ △ △ ○ ○ ○ 2, 4
Prof. E × ○ ○ × ○ ○ 3
Prof. F ○ ○ ○ ○ ○ ○ 4, 6, 7
Prof. G × × × ○ ○ ○ 4, 6
Prof. H ○ × × × × ○ 5
Prof. I ○ ○ ○ ○ ○ ○ 5, 6, 7




< B/4C ならば，解状態 xは安定．











タ B/4C 依存性を示している．このより，DSP においても，TSP や QAP などの場合と同様に































5.5 6.0 6.5 7.0
7.5 8.0 8.5 9.0
図 4.8 DSP を離散時間 HC-ヒステリシスネットワークを用いて解いた場合の出現解の B/4C
依存性．パラメータは A1 = 100, A2 = A3 = 40, C = 0.10, α = 0.0, τu = 1.0．
表 4.2 得られた最適解の例
Room A Room B
Day 1 13 : 00 ∼ Thesis 2 (Prof. A, B, D)
15 : 00 ∼ Thesis 1 (Prof. A, B, C)
17 : 00 ∼ Thesis 3 (Prof. A, C, E)
Day 2 13 : 00 ∼ Thesis 7 (Prof. F, I, H)
15 : 00 ∼ Thesis 6 (Prof. F, G, I)






あるシステムへと拡張した．具体的には，HC-ID ネットワークを基に離散時間 HC-ID ネットワー



































間 HC-ヒステリシスネットワークを目指す．FPGA(Field-Programmable Gate Array) は回路動
作がプログラマブルな LSI である [37]．FPGA上にはメモリ，マルチプレクサ，フリップフロップ
などからなる論理ブロックが縦横に配置されている．論理ブロック内のメモリを書き換えることで必
要な論理機能が自由に設計でき，また論理ブロック間の結線もスイッチにより変更できるようになっ






















































図 5.1 離散時間 HC-ヒステリシスネットワークニューロン素子のブロックダイアグラム．太線
はマルチ bitラインを，点線は符号ラインを，また単線は 1bitラインをそれぞれ表す．
1 x1 x2 x1 x2 x1 x2 x3xN xNxN xN xN xN









xi g -1(    )ui
time
図 5.2 1イテレーション当たりのニューロン素子の更新処理のタイムライン．(a)と (b)のタイ
ムラインはそれぞれ図 5.1の (a)点・(b)点における信号を表している．
5.1.1 ニューロンユニットのブロックダイアグラム
離散時間 HC-ヒステリシスネットワークのニューロン素子は図 5.1 に示すブロックダイアグラム
により実装される．またこのユニットは図 5.2に示すタイムラインに沿って状態の更新処理を行う．






積和入力が計算し終わったら，ユニットは UPDATE FLAGをチェックする．UPDATE FLAGは式
(4.15)の内部状態の発散を防止するための更新制限に対応しており，このフラグ値が 0の場合は更新























































積もる．ここでは，荷重値，バイアス値や内部状態のビット幅をすべて 16 bit として見積もりを
行った．(データ 15 bit + 符号 1 bit) また見積もりは設計したユニットを Verilog-HDLによりコー
ディングし，それを Xilinx ISE 8.1iを用いて解析することで行った．ターゲットデバイスは Xilinx
Spartan 3 device (xc3s200-4ft256) とした．個のデバイスは 3,800 個のフリップフロップセルと 4
入力 Look-Up Tableを持つ，比較的小規模なデバイスである．ISEによって合成されたブロックダ





Number of LUTs 76
Number of Flip Flops 53























































































Wmax · Ñ − θ
)
(5.1)




り計算された入力 θ̃の分散 V [θ̃]は 1/(Ñ ·Na)に比例することが分かっている [29]．このことから一
般的には，ネットワーク中のシナプス結合数が増加するほど V [θ̃]は小さくなる．ただし，θ を計算
する際の積算回数はニューロンの出力により変動するため，θ̃ の最大値は Ñ = 1とした時の値であ
ると考えられ，














更新抑制条件について考える．ストカスティックノイズによる θ の揺らぎを考慮し，式 (4.15)を以
下のように変更する．
ũi(t + 1) =
{
ũi(t) if (xi(t) = 0 and θ̃i < −f) or (xi(t) = 1 and θ̃i > f)

















表 5.2 QAP問題におけるエネルギー関数のパラメータ設定例パラメータ B と C は式 (3.21)を
満たす中で任意に設定し，設定された B・C からパラメータ Aを設定した．‘A(Conventional)’
は式 (3.18)にしたがって，また ‘A(Proposed)’は式 (5.5)にしたがって設定した結果である．
n m bmax C B A(Conventional) A(Proposed)
4 3 8.94 0.10 4.68 376.73 125.57
6 5 1.51 0.10 1.27 48.25 9.65
8 7 0.90 0.10 2.04 90.93 12.99
5.2.2 エネルギー関数のパラメータ Aの再考
式 (5.1)より，ストカスティックノイズの大きさは Na とWmax により決まり，Wmax は値が小さ
いほどストカスティックノイズの影響が小さくなる．Wmax は荷重値の絶対値の最大値で決まるた




ラメータ値を示す．この表において，‘A(Conventional)’は式 (3.18) にしたがって設定された Aを












を不安定化するための条件よりパラメータ Aを導出していた．これに対して，新しい条件 (式 (5.5))
ではまずパラメータ B/4C の条件により不安定化されなかった状態の中で，発火ニューロンの個数
制限を満足しない状態を不安定化するための条件より Aを導出する (条件式の詳しい導出法は付録 A

































OSC 11.65(optimal) 12.36(2nd) 12.49

























OSC 11.65(optimal) 12.36(2nd) 12.49
(b) Na = 4.1 × 103
図 5.5 ストカスティック論理を導入した離散時間 HC-ヒステリシスネットワークによる 4-QAP
解探索における，出現状態の B/4C 依存性のNa による変化．ネットワークパラメータは α = 0，
τu = 1．


















































図 5.6 ストカスティック論理の有無による B/4C の最適レンジの変化．青の太線は最適解の出
現率を表している．(b)では Na = 4.1 × 103．またネットワークパラメータはいずれも
まず，図 5.5はストカスティック論理を導入した離散時間 HC-ヒステリシスネットワークにおいて





















































図 5.7 ストカスティック論理を導入した離散時間 HC-ヒステリシスネットワークニューロン素













UPDATE FLAGの計算に揺らぎ f の計算が必要になったため，一度積和演算の結果を Bufferに待避












































N-Queen問題や 4色問題と呼ばれる問題では，ネットワークの出力が静止すれば 100% 正解が得ら
れることが示されており，最適解を得るための素子の自律性の設定法も明らかにされていた．一方，
































ここでは，式 (3.12)で示される 4次形式のエネルギー関数について，第 1・2項の拘束条件を満足
しないような HC-IDネットワークの状態を出力空間の頂点で不安定化するためのパラメータ A, B,
C の条件を導出する．
今，ニューロンの発火個数を要請する拘束条件 (式 (3.12)の第 1項・第 2項)を満足しないネット
ワーク状態 xが出力空間の頂点において安定であるとする．この時，ネットワーク内には以下の条




xu,̂i − 1 ≥ 1 or
∑
i




xu,̂i − 1 = −1 or
∑
i
xû,i − 1 = −1
Case 1の場合，ネットワーク上の列 îまたは行 ûには過剰に発火しているニューロンが存在し，ま
たニューロン (û, î)は発火ニューロンである．そのため，このニューロンは抑制を受けて非発火状態




























+ 4C · csol(x)
}
(A.1)
が成り立っている．これらの条件を基に，以下では Case 1・2それぞれの場合の状態 xを不安定化
するためのパラメータ条件を導出する．
70 付録 A エネルギー関数のパラメータ Aの最適条件の導出
A.1 全ての非解状態を不安定化する条件











bûî,vjxv,j × {−B + 4C · csol(x)}
(A.2)

























>A − Bm(n − 1)bmax (A.5)
で見積もられ，状態 xを不安定化するための条件は以下のように導出される．
A >Bm(n − 1)bmax (A.6)
Case 2: 発火ニューロンが要請よりも少ない場合
Case 2 の場合のパラメータ条件を導出するにあたり，Case 1 で導出された条件式 (A.6) が成り

























A.2 パラメータ A以外の影響を考慮した条件の導出 71














































から抑制を受け，残りの (n − 1) − m個の発火ニューロンがm個の発火ニューロンからの抑制を受
け取るためである．式 (A.8)，式 (A.9)より，∂ECH(x)/∂xû,̂i の上限値は
∂ECH(x)
∂xû,̂i
< − 2A + m · bmax
{






















したがって式 (A.6)・(A.11)より，全ての非解状態を不安定化するための条件 (式 (3.18))が得ら
れる．
A.2 パラメータ A以外の影響を考慮した条件の導出




≥ csol(x) > 0 (A.12)
これは式 (3.20)より，csol(x) < B/4C が成り立つ場合，状態 xは安定で存在できないためである．
このような条件下で，Case 1・2それぞれについて状態を不安定化するための条件を考える．
Case 1: 発火ニューロンが要請よりも多い場合
この場合，式 (A.3)より，ニューロン (û, î)に対して以下が成り立つ．
∂ECH(x)
∂xû,̂i
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Case 2 の場合のパラメータ条件を導出するにあたり，Case 1 で導出された条件式 (A.6) が成り
立っていることを仮定する．この時，Case 2を満たす状態のネットワークには列 î・行 ûの双方に発
火ニューロンが１つもない非発火ニューロン (û, î)が必ず存在し，式 (A.7)より
∂ECH(x)
∂xû,̂i












































A > B · m · bmax (A.20)
したがって式 (A.15)・(A.20)より，パラメータ B，C の値に考慮した，非解状態を不安定化する
ための条件 (式 (5.5))が得られる．
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ニューロンに対してポテンシャル UHC-ID の偏微分と ECH の偏微分が一致するように荷重値行列を



















































































xû,i − 2A (B.2)
ただし，適意インデックスの置き換えを行っている．式 (B.2)より，ECH をニューラルネットワー
クに実装するためには 3次・1次のシナプス結合が必要であることが分かる．
また HC-IDネットワークのポテンシャル UHC-ID は式 (3.5)より以下で表される．































74 付録 B 4次形式のエネルギー関数による荷重値行列の算出
ただし，式 (B.3) ではニューロンのインデックスが 1 次元であることに注意する．ここで，ある
ニューロン îについて，xî に関する項とそれ以外の項を分離すると，






























































となる．ただし ECH には 2次のシナプス結合が含まれないことから，式 (B.4) についても 2次の項



























wîjklxjxkxl − wî̂ixî −
∑
j 6=î
wîjxj − hî (B.5)
したがって式 (B.2)と (B.5)を比較することで，荷重値およびバイアス値は以下のように決定される．
• wûî,ûî,ûî,ûî = wûî,ûî,ûî,vj = 0
• wûî,ûî,vj,vj = 2B/3 · bûî,vj
• wûî,ûî,vj,zk = −2C/3 · 2bûî,vjbûî,zk
• wûî,vj,zk,yl = −C/3 · 2(bûî,vjbzk,yl + bûî,zkbvj,yl + bûî,ylbvj,zk)
• wûî,ûî = −2A
• wûî,vj = −Bbûî,vj
• wûî,ûj = wûî,vî = −A
• hûî = 2A
ただしインデックスに関して 1 ≤ û, v, z, y, î, j, k, l ≤ n，û 6= v 6= z 6= y，î 6= j 6= k 6= lが成り立つ
とする．また荷重値は回転対称であり，wui,vj,zk,yl = wui,vj,yl,zk = wui,yl,zk,vj = · · · が成り立つも
のとする．これらの規則を整理すると，荷重値は以下の式で得られる．




− (1 − δ(ui, zk)) · (1 − δ(ui, yl)) · (1 − δ(vj, yl))
× 2
3
C (bui,vjbzk,yl + bui,zkbvj,yl + bui,ylbvj,zk) (B.6)
wui,vj = −Bbui,vj − δ(u, v)A − δ(i, j)A (B.7)
hui = 2A (B.8)
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付録 C β が有限値をとる場合のエネ
ルギー関数の偏微分値の見積もり
ここでは g 関数のパラメータ β が有限値を取る場合について，ECH のニューロン出力に関する偏









































bûF [û],vjxv,j . · · · 3© (C.1)
ここで xû,F [û] を式 (3.22)に従い，ξ を用いて表示することを考える．この時，式 (C.1)の 1©∼ 3©の
各項についてそれぞれ計算を行う．なお以下の計算では，コスト行列 bの成分について以下が成り立
つと仮定する．
(1) bui,vj = bvj,ui
(2) bui,ui = 0





























78 付録 C β が有限値をとる場合のエネルギー関数の偏微分値の見積もり
また 2©項は以下のように計算される．
















1 − ξû,F [û]
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1 − ξû,F [û]
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1 − ξû,F [û]
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1 − ξz,F [z]
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1 − ξz,F [z]
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1 − ξû,F [û]
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