The present paper concentrates on the impact of visual attention task on structure of the brain functional and effective connectivity networks using coherence and Granger causality methods. Since most studies used correlation method and resting-state functional connectivity, the task-based approach was selected for this experiment to boost our knowledge of spatial and feature-based attention. In the present study, the whole brain was divided into 82 sub-regions based on Brodmann areas. The coherence and Granger causality were applied to construct functional and effective connectivity matrices. These matrices were converted into graphs using a threshold, and the graph theory measures were calculated from it including degree and characteristic path length. Visual attention was found to reveal more information during the spatialbased task. The degree was higher while performing a spatial-based task, whereas characteristic path length was lower in the spatial-based task in both functional and effective connectivity. Primary and secondary visual cortex (17 and 18 Brodmann areas) were highly connected to parietal and prefrontal cortex while doing visual attention task. Whole brain connectivity was also calculated in both functional and effective connectivity. Our results reveal that Brodmann areas of 17, 18, 19, 46, 3 and 4 had a significant role proving that somatosensory, parietal and prefrontal regions along with visual cortex were highly connected to other parts of the cortex during the visual attention task. Characteristic path length results indicated an increase in functional connectivity and more functional integration in spatial-based attention compared with feature-based attention. The results of this work can provide useful information about the mechanism of visual attention at the network level.
Introduction
Attention is one the most complicated issues in the neuroscience domain and the brain ability to concentrate on the task plays a major role in gaining efficient information.
During attention, the brain focuses on processing of the relevant information provided at any moment. In the field of neuroscience, underlying mechanism of attention needs to be studied further. One of the best techniques to understand these valuable mechanism is functional magnetic resonance imaging (fMRI) which can record brain activities. Progress in functional magnetic resonance imaging (fMRI) has recently provided a promising and an important noninvasive approach for investigating the neural basis of the different cognitive states Daliri 2012, 2014a, b; Behroozi et al. 2011; Jehee et al. 2011; Kamitani and Tong 2005; Kamitani and Tong 2006; Ling et al. 2015) . These include improving encoding of task-relevant features by spatial attention (Jehee et al. 2011) , the predicting orientation-selective response from Blood-oxygen-level dependent (BOLD) activation patterns (Kamitani and Tong 2005) , and detecting orientation information in the human lateral geniculate nucleus (Ling et al. 2015) . When the fMRI technique is combined with the computational methods (Behroozi et al. 2011) , provides a powerful approach to address the challenges in the field of behavioral, cognitive and clinical neuroscience.
Attention refines our spatial representation of the environment and helps us concentrate on the important features of our surrounding while ignoring irrelevant information. Visual attention is typically defined as a process to enhance the representation of a behaviorally pertinent subset of all possible sensory details for additional processing (Daliri et al. 2016) . Attention can modulate the response of cortical visual neurons depends on the feature or location which has been attended (Corchs and Deco 2004) . According to Duncan studies (Duncan 1980; Duncan and Humphreys 1989) , both modes of visual attention are operating as a top-down selection process. In spatial attention, the selection is concentrated in the spatial dimension in the feature dimension, while in feature attention; the selection is on the feature dimension and spreads in the spatial dimension (Kimchi et al. 2003) .
Different cognitive abilities code in independent brain regions. For example, altering is related to parietal and frontal regions of the right hemisphere of the brain (Posner and Petersen 1990) . Orienting is mainly related to posterior brain areas such as the superior parietal lobe, temporal parietal junction, and the frontal eye field (Corbetta et al. 2000) . Executive control during visual triggers anterior cingulate and the lateral prefrontal cortices (Botvinick et al. 2001; Bush et al. 2000) .
fMRI studies of attention revealed that spatial attention effects primary visual cortex, V1 (Brefczynski and DeYoe 1999; Gandhi et al. 1999; Kastner et al. 1999) .
In comparison with sensory and motor tasks, visual attention and other types of cognitive tasks demand a distributed presentation in the brain (Buckner 2010) . To process visual environment, a huge amount of information is sent to the visual system from retina via visual pathways. This information were entered into a competition to have restricted access to finite sources of processing. Thus, processing should be managed in a rational order so some objects and not others to be selected for access to conscious recognition (Desimone and Duncan 1995; Luck et al. 1996) . This selective process is the key to attention. Computationally, attention biasing is observed as increased weighting for some aspects [e.g. color, orientation] or feature values [e.g., red, vertical] , rather than other types of visual aspects while performing the procedure of object identification (Wolfe and Horowitz 2004; Gramann et al. 2010; Müller et al. 1995) . Also, previous papers suggest that viewers can decompose temporal sequences to meaningful discrete parts, but this ability is limited (Poppel 1997) . For instance, viewers can recognize very quickly space-time alterations [up to 60 Hz, perceived as flicker or motion] encoded through low-level space-time filters in visual systems (Lu and Sperling 2001) . However, the ability to distinguish component features of objects happening space-time alterations can only be accomplished at very slow speeds (7-10 Hz on average) (Verstraten et al. 2000) .
In our brain, there are particular networks that command spatial and feature-based selection of visual events, with evidence that these control structures constitute the analysis of auditory or visual inputs (Kastner and Ungerleider 2000) . Very accurate attention to position and visual features is controlled by a large frontal to parietal network divided into two main important systems: a bilateral dorsal network (DAN) that controls spatial inputs, attention guided saccades, and the selection of crucial regions of space (Corbetta et al. 1998) ; and a right-lateralized ventral network (VAN) that governs non-spatial features of attentive selection, including reorienting the focus of attention to previously unattended features, separating unattended objects and identifying behaviorally pertinent events outside of the current concentration of attention (Corbetta et al. 2005; Gharabaghi et al. 2006; Shulman et al. 2010 ).
Burgeoning documents demonstrate that prefrontal regions are engaged in the anticipation visual features such as visual stimulus categories (Fenske et al. 2006; Peelen and Kastner 2011; Summerfield et al. 2006) , and these regions may compose a top-down procedure of initial activity in brain visual regions like V1-V4. Indeed, functional intercommunication between regions in the ventral and medial prefrontal cortex (vPFC and mPFC) and regions which respond to stimuli in tempro-occipital regions have been reported for visual imagery tasks (Mechelli et al. 2004 ) and during face and object recognition task (Bar 2003) . Recent studies demonstrated that the involvement of regions in parietal cortex as highly activated when subjects attend to timing over shape feature (Coull and Nobre 1998; Davis et al. 2009) .
In studies of patients with impaired parietal cortex, however, in those individuals with damage in right part of the parietal cortex, often have complications with tasks that require speedy parsing of temporal features. These consist deciding about the temporal order of consecutive items (Battelli et al. 2007; Berberovic et al. 2004) , announcing the relative arrival of two visual occurrences (Robertson et al. 1998; Decaix et al. 2001 ) and identifying simultaneity in features embedded within quickly altering sequences (Battelli et al. 2003 ).
In the current study, subjects were instructed to conduct two different visual attention tasks (spatial and featurebased attention). Both functional and effective connectivity analysis using coherence and Granger causality was applied to functional imaging data to identify functionally and effectively connected brain regions engaged during these complex visual tasks. In this study, we investigated two different modes of visual attention: spatial focal attention and feature-based attention which the attended feature is color here. We used two different measures, coherence and Granger causality, to represent the functional topography of different state of visual attention namely spatial and feature-based attention (color).
The ultimate goal of the present study was to characterize how different states of attention (spatial and color based attention) are coded through the brain activity patterns, and how this information is engaged within different brain networks using functional connectivity and effective connectivity analysis method. At the end, we optimized a multivoxel pattern analysis approach to predict the different state of attention using functional and effective connectivity matrices as features for the K-Nearest Neighbor (KNN) classifier for decoding of different attention states of the subjects.
Materials and methods

Subjects
Five healthy adult volunteers (three males, two females, aged 24-30 years) participated in the study. Before the experiment, all subjects gave written informed consent in accordance with the procedures and protocols approved by the Human Ethics Committee of Bilkent University. All participants had normal vision, and they reported that they did not suffer from any neurological or psychological disorder.
MRI data acquisition
All functional and anatomical data were recorded ona 3 T scanner (Magnetom Trio, Siemens AG, Erlangen Germany), equipped with a 12-channel head coil. Each Magnetic Resonance Imaging (MRI) scanning session for each participant lasted * 90 min: (1) a T1 weighted anatomical images of the entire brain were measured using single-shot turbo flash with following parameters: voxel size = 1 mm isotropic; repetition time (TR) = 2600 ms; echo time (TE) = 3.02 ms; flip angle = 88; field of view (FOV) = 256 9 224 mm 2 ; slice orientation: sagittal; phase encode direction: anterior-posterior; number of slices = 176. (2) Six functional runs were measured using an echoplanar T2* weighted imaging sequence during visual attention tasks with the following parameters: TE = 40 ms; TR = 2000 ms; FOV = 192 9 192 mm 2 ; matrix size = 64 9 64; in-plane resolution = 3 9 3 mm 2 ; flip angle = 71; slice thickness = 3 mm; no gap between slices; number of slices = 28.
Experiment design and stimuli
Experiments were designed to stimulate different states of visual attention such as spatial and feature-based. Visual stimuli were designed using MATLAB and Psychophysics Toolbox (PTB-3) software. In Experiment 1, BOLD responses were measured from the whole brain for spatialbased attention task. Subjects were asked to maintain their fixation on a small square in the middle of screen during the scanning sessions and to attend covertly to one of four laterally random dot patterns (top right, top left, bottom right and bottom left) which defined pseudo-randomly in the beginning of each 16 s stimulus block using a small arrow as a cue. Each block consisted of 8 s attention period and 8 s rest period.
Each scanning session consisted of initial fixation period (20 s) and followed by 25 stimulus blocks and final fixation period (10 s). Each stimulus block consisted of 1800 ms presentation of the central fixation and followed by a small arrow as a cue to determine the attention location for 200 ms and 4 random dot pattern moving all in the same direction (90°) appeared in predefined locations ( Fig. 1) for 6 s. During this time subject had to count the number of small direction changes (90°± 5°). The minimum number of change was one and maximum one was four and time of changes within all 4 random dot patterns were designed in a way to happen randomly. After this period subjects had 1000 ms to report a number of direction changes using MRI-compatible response box. For each subject, we scanned 6 sessions with 25 stimulus blocks [6 (runs) 9 25 (trials) = 150 stimulus trials per subject].
In the second experiment, fMRI responses were measured for spatially attended colored random dot patterns. The stimulus design is same as experiment one. Here, Fig. 1 Presentation of the stimulus in a spatial attention task Cognitive Neurodynamics subjects were instructed to maintain fixation in the central cue and covertly attend to the left visual field which two overlapped random dot patterns with different colors (red and green) which were moving in the same direction (90°). Subjects were asked to count the number of direction changes in the predefined color in the beginning of the trial and report the number of changes in the beginning of rest period (Fig. 2) .
A video projector (Sanyo Pro-Xtrax PLC-XP41, refresh rate 60 Hz) was used to project the stimuli inside the MRI scanner. Participants viewed the back-projected stimuli onto a translucent screen (placed inside the scanner bore) using an angled mirror located above their eyes.
fMRI data preprocessing
Before statistical analysis, functional data were preprocessed using Brain Voyager QX (Brain Innovation, Maastricht, The Netherlands), which includes motion correction, slice timing correction, linear trend removal, spatial smoothing, and temporal filtering using a high-pass filter. All subsequent functional data were spatially aligned, up-sampled to the T1-weighted 3D anatomical scans using rigid-body transformation which acquired within a session (Behroozi and Daliri 2012; Behroozi et al. 2011) .
Coherence
Correlation in the time domain and coherence in the frequency domain are two traditional indications to extract relations between linear and stationary signals (Bhattacharya and Petsche 2005). Correlation is frequently used for the purpose of functional connectivity, but it has some limitations. For example, correlation is highly sensitive to hemodynamic response functions which are reported from brain regions. To solve this problem, coherence is used as a measure of functional connectivity between different cortical regions. Coherence, as a technique for estimating functional connectivity, measures the linear time-invariant connection between two time series. In the field of fMRI, it was first used by (Marchini and Ripley 2000) to detect brain connectivity. They continued to use coherence as a bivariate measure to learn temporal properties of the fMRI data. They observed that regions near the visual cortex are highly connected and coherent after presenting subjects with visual stimuli. This method is also being used to discover functional connectivity in EEG and MEG data. Hence, we concluded that coherence is a useful method for investigating functional connectivity during visual attention. Brillinger (Brillinger 2001 ) defined coherence using the following formula:
where x and y are two-time series and F x;y k ð Þ is crossspectrum of x and y, and F x;x k ð Þ is the power spectrum of x. F x;y k ð Þ is calculated using Fourier cross covariance as:
where Cov x;y u ð Þ is the covariance of x and y. Coherence is known as a positive function which is bounded by the range between 0 and 1, where 0 show that x and y have no linear relationship, and 1 reports that x is able to completely and precisely estimates y in a linear manner (Coherence function is symmetric). 
Granger causality
The idea of causality between two-time series was first introduced in 1956 by Wiener and then was presented by Granger using formulas with linear self-recursive structure in 1969 (Wiener 1956; Granger 1969) . Granger causality between two-time series X 1 (t) and X 2 (t) (with the length of T) in a bivariate self-recursive model is defined as:
p is the maximum number of lagged observations in the model, furthermore, A matrix represents the coefficient of the model and e 1 and e 2 are residuals are considered as prediction error for each time series (Granger 1969 ).
Granger causality can be defined as following: A time series X 1 has causal effect on another time series X 2 in the variance of E 1 (or E 2 ) is reduced by the inclusion of X 2 (or X 1 ) terms in the first (or second) equation, then it is said that X 2 (or X 1 ) Granger-(G)-causes X 1 (or X 2 ). Assuming that X 1 and X 2 are second-order covariances stationary time series, the magnitude of interaction can be measured by log ratio of the prediction error variance for the restricted (R) and unrestricted (U) model:
where e 1R 12 ½ is derived from the model omitting the A 12j (for all j) coefficient in the first equation and e 1v is acquired from the full model. Importantly, G-causality is capable of being used in multivariate (MVAR) cases which multiple extra variables (Take X 3 , …, X n as examples) are interfering in the model (Geweke 1982) . In this case, the notion remains the same and the variance of X 1 plummets when X 2 G-causes it. To shed more light on this issue, consider a system with three variables, noise covariance matrix of the unrestricted model is calculated as below, however, the structure of formulation is in conformity with simple two variables: 
The G-causality from variable 2 to variable 1, considering the existent impact of variable 3, is given by
MVAR Granger causality is often recruited which was introduced by Seth (2010) . To estimate the MVAR models it is necessary to reflect the number of lags. However, there are some constraints, for example, an abundant number of lags could lead to problematic issues which lower the probability of accurately estimating the model order. Two criterions are applied here, First: The Akaike information criterion (AIC) (Akaike 1974) and second: The Bayesian information criterion (BIC) (Schwartz 1978) . These two approaches are chosen in order to stabilize the variance of the model by minimizing them. For n variables:
In the above formulas, p refers to a number of lags and n is the model order and T represents the length of both X 1-(t) and X 2 (t). The BIC is commonly employed for applying Granger causality method to neural systems like an electroencephalogram (EEG) or fMRI (mainly fMRI) because of the fact that numerous data point (voxels in fMRI) is available in such data sets. However, the model order should be aptly chosen for the purpose of feasible computations (Schwartz 1978) .
Graph analysis
In this paper, two different types of brain connectivity matrices extracted using coherence and Granger causality is applied to investigate different characteristic of functional and effective brain network in two different states of visual attention (spatial and color-based attention). To apply graph theory, each matrix is converted to graphs using a threshold. Then, graph theory analysis (GTA) was conducted to study both functional segregation and functional separation. The vertices of each matrix represent the connectivity of each 82 Brodmann areas and each of these areas are reflected in 82 nodes in graph theory analysis. While the existence of edges between nodes depend on the strengths of coherence and Granger causality between the corresponding Brodmann areas. The existence of an edge between two nodes means that the corresponding cortex regions are functionally and effectively connected. Hence, to draw an edge, values of each vertex of coherence and Granger causality matrices are compared with the threshold. If the coherence and Granger causality value exceeded the threshold, an edge between the relating nodes was drawn. It should be noted here that we selected the threshold between the range of 0 and 1. There are other possibilities for selecting the threshold for example, a recent study provided a data-drive threshold scheme which was compared with the available choices (Dimitriadis et al. 2017) .
To delineate the topographical traits of a graph it is highly necessary to first convert coherence and Granger matrices into graphs by imposing a threshold.
These measures can be applied in various ways (Brovelli et al. 2004 ). Here we quantified integration and segregation of graphs via a degree, clustering coefficient, characteristic path length, efficiency, transitivity, and small-worldness.
A handful of papers propose that brain connectivity networks exhibit topological structure similar to smallworld networks (Bullmore and Sporns 2009 ). Liao and his colleagues reported that topological features originated from graph theory are able to illustrate directed effective network characteristics of the human brain (Sporns and Honey 2006) .
The degree has been defined as the number of connected edges to a node. Output degree of node i for its outgoing vertices is defined as:
In similar fashion, input degree of node i for incoming vertices is also calculated as:
w ji is attributed to the value of an edge between node i and j in the graph in accordance to the weight of that edge in the network where w ji is always greater than zero. Consequently, total degree of each node is defined as:
Two other measures are commonly used to describe the local and global structure of graph (Liao et al. 2011; Watts and Strogatz 1998; Newman 2003) . These are clustering coefficient and characteristic path length. The clustering coefficient formula of a graph is (Boccaletti et al. 2005 ):
hj 3
The clustering coefficient is an index of local structure and has been interpreted as a measure of resilience to random error. For the purpose of characteristic path length calculation, efficiency based method was recruited (Fagiolo 2007) . The length of a vertice is defined as the inverse of its weight, i.e., L ij ¼ 1 w ij [in the case of unweighted graph] the path length or distance d ij between two vertices i and j is the minimal number of edges that to be travelled to go from i to j (Latora and Marchiori 2003). The length of the graph is then defined as the sum of length of edges in this path. The characteristic path length of a graph is the mean distance between all pair of vertices:
The harmonic mean is commonly applied to resolve the problem of disconnected edges whose path length becomes infinite (Newman 2003) . Path length, clustering coefficient, and degree are major measures of graphs. According to these measures, four types of graphs can be identified: (1) ordered; (2) smallworld; (3) random and (4) scale-free. In ordered networks, vertices are connected to their nearest nodes. Ordered networks have a high clustering coefficient and large characteristic path length. The small-world network is similar to ordered networks where a small number of edges are randomly rewired. These networks have an analogous clustering coefficient to ordered networks but with small path length similar to random networks. The random network is those with low clustering coefficient and very short path length (Cornelis and Jaap 2007) . Figure 3 shows the coherence matrix for both spatial and color-based attention of the fourth subject (for each subject, the coherence matrix of both spatial and color-based attention is extracted separately). Each connectivity value is calculated by averaging across all voxels of the respective Brodmann area. Different Brodmann areas had unique functional connectivity patterns within subjects, but similarities can be observed in a single subject between spatial and feature-based tasks. In the spatial task, Brodmann area number 4, 18, 3, 41 and 46 had the highest degree of functional connectivity. Also, in feature-based task exactly similar Brodmann areas were found to have the highest degree of functional connectivity with a different order: 3, 4, 18, 41 and 46. As a result, no significant difference was found in top five areas with the highest degree between the two visual attentional states. Additionally, Brodmann areas number 17 and 18 are among the regions with the most number of connections to the other parts of the cerebral cortex. According to our results, Brodmann areas number 7, 9, 10, 11, 17, 18, 19, 30, 31 and 46 are highly engaged in spatial visual attention.
Results
Coherence
To evaluate how informative are the coherence and Granger causality matrices are, K-nearest neighbor (KNN) classification was applied to discriminate between spatial and feature-based attention. For each subject, six spatial and six feature-based attention data was recorded (A total of 60 sessions). For a total 12 sessions for each subject, six networks are labeled with spatial attention and the rest are marked with the feature-based attention. Instead of ordinary features such as power or frequency, coherence matrix was employed as input to the KNN classifier (K = 3) to investigate if coherence matrix contains enough information to discriminate spatial and feature-based attention conditions. We hypothesized that when states of visual attention have a different effect on the brain, so coherence matrix carries enough amount of information to classify them. Six spatial attention data and six feature-based attention data were used as train and test data. In each trial of classification, cross-validation was used to divide the original sample into two sets, one for training and the other one for validation. Leave-one-out (LOOCV) method was applied, so eleven data were selected to train the classifier, and the one left was for testing the classifier. This procedure continues for C n p times where n is number of observations in the original sample and p is 1. Hence, the LOOCV procedure continues for 11 times and the classification accuracy is based on 11 trials. Table 1 shows the accuracy of classification for all subjects. Using functional connectivity features enabled us to have an accuracy of more than 95% (only one error in subject number one). Hence, coherence matrix with 82 9 82 vertices as the input of KNN classifier (the feature vector is of 82 9 82 dimensions) was able to discriminate the two classes perfectly. Table 2 reveals the results of pair test (t test) for various measures of the network for coherence analysis. Using the values extracted from data of the six sessions per subject and to assess the level of significance between spatial and feature-based graph analysis in functional connectivity, 30 analogous and a corresponding number (node) from each network was exploited so, the 30 number of each network are considered as statistical population. In the next step, pair t test with the threshold of 0.05 was applied. If the result is \ 0.05, one may come to discern that these two populations are statistically significant; hence the graph measures results are not randomly created. According to the results, functional integration measures proved to be statistically meaningful.
Granger causality
The Granger causality matrices in both spatial and featurebased attention are calculated for all five subjects (Fig. 4 shows the results from the fourth subject). Brodmann areas in brain regions had different effective connectivity within subjects, but resemblances can be detected in a single subject between spatial and feature-based tasks. In the spatial task, Brodmann area number 37, 17, 3, 4 and 18 had the highest level of effective connectivity. Also, in a feature-based task similar Brodmann areas were spotted to have the highest degree of effective connectivity: 17, 30, 3 and 4 with one exception, Brodmann area number 19 was among top five regions. As a result, no significant difference was found in top five areas with the highest degree between attentional states.
Instead of ordinary features such as power or frequency, Granger causality matrices were applied as an input to the KNN classifier (K = 3) to investigate if Granger causality matrices contain enough information to distinguish between spatial and feature-based attention. We also assumed that when states of visual attention have a different influence on the brain, so Granger causality matrices carries enough amount of information to classify them. Table 3 shows the accuracy of classification for all subjects. Using effective connectivity features enabled us to have an accuracy of more than 95% (only one error in subject number one). So, Granger causality matrices with In addition, pair test (t test) was applied to network measures to statistically assess Granger causality method. As the Table 4 indicates, more meaningful results were found. Also, effective connectivity provides more details about statistical significance.
Graph theory
Graph measures of functional connectivity
Six major measures of a graph were investigated in this paper. Figure 5 shows the path length of states of visual attention. Each box illustrates 30 number extracted from subject's brain network. Path length results had meaningful changes in two states. In spatial attention, path length was reduced, indicating that in spatial attention, functional connectivity network was stronger in comparison with feature-based attention.
Total degree is another important measure to be extracted from graph analysis results. Results of the analysis of degrees are shown in Fig. 6 and the boxes indicate 30 numbers exploited from networks of all subjects. The total degree was higher during spatial attention task in the brain. This belongs to the fact that more and more edges exist in spatial attention task, so stronger functional connectivity happened during this state.
Clustering coefficient was also calculated to compare different states more precisely. Spatial attention achieved higher clustering coefficient, also proving that compared with feature-based attention, functional connectivity in spatial attention is more intense (Fig. 7) .
Furthermore, small-world characteristic of two states was explored. Figure 8 depicts the small-worldness. Significant differences were observed in this measure showing that small-worldness had an increase in spatial attention. So in this type of attention, brain networks are slightly similar to ordered network because of the fact that they yielded greater small-worldness characteristic.
There were no significant differences in other measures, efficiency, and transitivity (Fig. 9) . Fig. 6 Total degree had a meaning full growth while doing spatial tasks denoting that functional connectivity increases during the spatial attention Fig. 7 Clustering coefficient is slightly higher in spatial attention indicating that during the spatial task, connectivity network is more similar to small-world networks
Cognitive Neurodynamics
Graph measures of effective connectivity
Six main features of a graph were also discovered for Granger Causality. Each box shows 30 numbers extracted from subject's brain network. Some alterations were found in path length results within two states. During the spatial task, path length was decreased in comparison with the feature-based task, consequently, effective connectivity network was proved to be stronger during spatial attention. Characteristic path length results in two different states of visual attention are reflected in Fig. 10 . Figure 11 provides information about the total degree and how this specific measure is different among two disparate states of visual attention. Path length of two states of visual attention. Each box shows 30 number exploited from networks of all subjects. According to the results, it is evident that total degree was higher during spatial attention task in Brodmann areas, this indicates that more edges exist and effective connectivity is substantially more intense.
Functional segregation is mainly characterized by clustering coefficient. This factor experienced some changes between states. During Spatial attention higher clustering coefficient was obtained, so, increased effective connectivity is resulted from spatial attention more than a featurebased attention (Fig. 12) . Fig. 8 Small-world networks have high clustering coefficient and short path length. Out coming results shows that in spatial attention task, small-world properties is higher which is consistent with previous results Fig. 9 No significant change was found between a spatial and feature-based task in efficiency and transitivity, meaning that processing capacity of different Brodmann areas is extremely identical Fig. 10 Lowered path length is observed in spatial attention with effective connectivity analysis. As a result, brain connectivity network is better ordered during the aforementioned task Small-world property of different states is also discovered. Results in Fig. 13 suggest higher small-worldness during spatial attention session. In addition, the higher result is conspicuous in spatial attention which indicates that effective connectivity network is more optimal and links between regions in the cortex are more ordered.
No significant discrepancies were found in other graph theory features like transitivity and efficiency between two states of visual attention (spatial and feature-based attention) (Fig. 14) .
Also, Table 4 provides statistical information of Granger analysis (similar to what has been described for coherence analysis). Compared with functional networks, P value was reduced so one may come to a conclusion that more rigorous pair test result is apparent in effective networks and every six graph theory measures revealed statistically significant results.
Discussion
The current study probes the influences of visual attention on the brain. Specifically, spatial and feature-based attention, on fMRI brain networks by calculating coherence and Granger causality and exploring graph theory characteristics. Graph parameters were employed to reveal more information based on functional and effective connectivity matrices. While performing visual attention task, similarities were found in two states of attention within each subject, but a variety of alterations were observed in intersubject results. The use of classification methods to locate the source of visual attention has been intensively tested before (Seif and Daliri 2015) . To show that different types of attention have a different impact on brain connectivity network, functional and effective connectivity matrices were considered as input (features) to the KNN (k = 3) classifier to discriminate spatial and feature-based attention. During spatial attention, higher clustering coefficient and mean degree and shorter characteristic path length were found in both effective and functional connectivity. These results assure that in spatial attention, brain connectivity networks are stronger and better ordered.
Our observation of functional and effective connectivity revealed that Brodmann area number 17 and 18 had a large number of links revealing that primary visual cortex is one the most informative areas during visual attention task which is important for understanding the underlying mechanism of this task. Fig. 11 An increased in the total degree is evident in spatial task. Demonstrating that effective connectivity is more intense Fig. 12 Higher clustering coefficient in spatial task reveals that nodes in the graph are connected with their neighbors Fig. 13 Small-world properties in spatial attention is higher, consequently, effective connectivity network is better ordered
Cognitive Neurodynamics
In fact, an occipital region in the cortex which contains primary and secondary visual cortex experienced many links with other regions while attending in a visual task (Carrasco 2011) . Our result explains that primary visual cortex was functionally connected with occipitotemporal cortex, association visual cortex and secondary motor cortex which are in conformity and consistent with the previous study (Carrasco 2011) . The frontoparietal network contains parietal lobule, Dorsolateral Prefrontal cortex, and Tempro-Occipital lobe. These are supposed to be associated with the mediation of spatial selective attention (Hahn et al. 2006; Lawrence et al. 2003) , as well as executive attention and cognitive control (Dosenbach et al. 2007 ). Supplementary Premotor and motor areas, Thalamus and Cerebellum are consistent with spatial orienting and saccade and response accomplishment during the given task (Ploran et al. 2007; Rosen et al. 1999; Seeley et al. 2007) . In this study Brodmann areas 9, 46, 10, 11, 30, 31, 7, 17, 18 and 19 were brain regions related to spatial visual attention by finding the level of connectivity to other parts of the cerebral cortex. In fact, these areas have the strongest contribution to the decoding performance. Whole brain connectivity results of the present study revealed that primary, secondary and association visual cortex (Occipital region), Postcentral gyrus, Prefrontal and Dorsolateral Prefrontal cortex were highly connected with another area during spatial attention. Also, Parietal lobe and Inferior Parietal lobe were areas with the highest connectivity with other areas in feature-based attention. These results were in an agreement with previous findings of involvement and participation of brain areas in functional and effective connectivity while performing the visual task.
According to current study findings, effective connectivity networks in spatial and feature-based attention shows that primary, secondary and association visual cortex, Occipitotemporal cortex and Postcentral gyrus supported optimally distributed processing of objects surrounding us.
In conclusion, functional and effective connectivity using fMRI data enable us to exploit more properties of the brain during sensory, motor and especially cognitive tasks like attention. Additionally, vertices of each connectivity matrix contribute to the process of decoding the brain activities.
Conclusion
Our brain is a complex structure which contains many functionally and effectively connected areas. Different spatially located areas and functionally linked regions exchange information constantly while performing tasks or during resting state. While engaging with visual attention tasks, a variety of cortex regions are activated and linked together.
In this report, we evaluated the impact of spatial and feature-based attention on functional and effective connectivity network. This study demonstrated higher connectivity in Frontal, Prefrontal, Parietal, and Occipitotemporal areas along with visual cortex. Furthermore, according to graph theory analysis results, spatial attention showed a higher increase in functional and effective connectivity during the task compared with the feature-based attention. Moreover, spatial attention appears to have more enhanced small-world properties in both functional and effective connectivity.
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