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ABSTRACT
In this work, we derive from first principles the equations of hydrodynamics near a solid wall, valid for
the study of the nanoscale. We generalize Dynamic Density Functional Theory (DDFT) by including
not only the mass density field as in usual approaches to DDFT, but also the momentum density field
of the fluid. The solid is described as featureless under the assumption that all the internal degrees
of freedom of the solid relax much faster than those of the fluid. In this new theory, the fluid moves
according to a set of non-local hydrodynamic equations that include explicitly the forces due to the
solid. These forces are of two types, reversible forces emerging from the free energy density functional,
and accounting for impenetrability, and irreversible forces that involve the velocity of both the fluid
and the solid. These forces are localized in the vicinity of the solid surface. The non-locality of the
equations is due to the non-locality of the transport coefficients, which are given explicitly in terms of
Green-Kubo formulae.
We particularize this general hydrodynamic DDFT for simple fluids to the case of slit nanopores
with planar flow configurations. In this simple geometry, only a reduced number of non-local transport
coefficients (wall friction, slip friction, and viscous friction) are needed in this planar configuration.
In the planar geometry, the continuum hydrodynamic equations for a fluid in a slit nanopore are
discretized into bins. This allows us both, to compute explicitly the Green-Kubo expressions for the
non-local transport coefficients, and to solve numerically the continuum hydrodynamic equations. The
Green-Kubo formulae are computed from the time correlations of the force density on each bin that the
solid exerts on the fluid, and the stress tensor of each bin . The phase functions trajectories are obtained
from extensive Equilibrium Molecular Simulations by time span of 54ns. Thes Green-Kubo transport
coefficients are subsequently used for the explicit numerical solution of the discrete hydrodynamic
equations. Two initial non-equilibrium profiles of the plug and Poiseuille flow form are allowed to
decay towards equilibrium. Non-Equilibrium Molecular Dynamics simulations and the predicted flow
from the discrete hydrodynamic equation are then compared, with excellent agreement.Finally, we
v
show that the present theory leads, in the limit of macroscopic flows, to a microscopic derivation of the
Navier slip boundary conditions for the usual Navier-Stokes hydrodynamics, in which the slip length
is given in microscopic terms.
Keywords: Mesoscale, Hydrodynamics, friction, viscosity, slip, nanopores, fluid flow.
RESUMEN
En este trabajo, hemos derivado de primeros principios las ecuaciones hidrodinámicas para un fluido
cercano a una pared sólida, válido para el estudio en la nanoescala. Generalizamos la Teoría Dinámica
del Funcional de la Densidad (Dynamic Density Functional Theory (DDFT)), incluyendo no sólo el
campo de densidad de masa como es habitual en el método de DDFT, sino también incluimos el
campo de densidad de momento del fluido. Todas las moléculas del solido sólido se describen como
un solo cuerpo (sin dinamicas en la nanoescala), bajo la suposición de que todos sus grados internos
de libertad son más rápidos que los del fluido. El fluido se mueve de acuerdo con un conjunto de
ecuaciones hidrodinámicas no locales que incluyen explícitamente las fuerzas debido al sólido. Estas
fuerzas son de dos tipos, fuerzas reversibles que emergen de un funcional de densidad de energía libre,
que da cuenta de la impenetrabilidad del fluido en el solido y las fuerzas irreversibles que involucran la
velocidad tanto del fluido como del sólido. Estas fuerzas se localizan en la proximidad de la superficie
sólida. La no localidad de las ecuaciones hidrodinámicas se debe a la no localidad de los coeficientes
de transporte, que están dados por fórmulas de Green-Kubo
Hemos particularizado la teoría generalizada DDFT hidrodinámica obtenida previamente para un
fluido simple en un nanoporo plano con configuraciones de flujo planar. Para esta geometría simple
sólo se requiere un número reducido de coeficientes de transporte no locales (la fricción de la pared, la
fricción “slip” y la fricción viscosa).
Las ecuaciones hidrodinámicas continuas de un fluido en un nanoporo plano se han discretizado en
capas. Esto posibilita dos cosas. Por una parte, nos permite calcular las expresiones explicitas de Green-
Kubo para los coeficientes de transporte no locales. Por otra, nos permite resolver numéricamente las
ecuaciones hidrodinámicas de variables continuas. Los coeficientes tipo Green-Kubo se calculan a partir
de las trayectorias de funciones de fase como la densidad de fuerza que ejerce el sólido sobre cada capa
del fluido, y el tensor de tensión del fluido en cada capa. Las trayectorias de las funciones de fase se
obtienen a partir de simulaciones de dinámica molecular (MD) en equilibrio para un periodo de tiempo
vii
equivalente a 54ns. Una vez calculados los coeficientes de transporte de Green-Kubo, estos se usan para
obtener una solución numérica explícita de las ecuaciones hidrodinámicas. A partir de simulaciones de
MD hemos obtenido los perfiles de la evolución temporal del fluido en condición de no equilibrio para
validar el modelo mesoscópico aquí presentado. Las ecuaciones hidrodinámicas resultantes nos permiten
estudiar dos regímenes dinámicos de fluidos simples en el flujo de plug y Poiseuille en nanoporos
planos en situaciones isotérmicas con excelente concordancia entre las predicciones de la teoría y las
simulaciones directas por MD en no equilibrio.
Finalmente, mostramos que esta nueva teoría hidrodinámica permite, en el límite en el que los flujos
son macroscópicos, deducir las condiciones de contorno de deslizamiento de Navier para las ecuaciones
ordinarias de Navier-Stokes, en la que la longitud de deslizamiento está dada a través de una expresión
microscópica.
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Scientific advances in recent years have led to an accelerated development of nanostructured materials,
from the famous carbon nanotubes [3,4], to brackets support [5], aerogels [5,6], nanoparticles [7,8],
and a vast range of other new materials. The research has focused on the control of the volume, size
and distribution of micropores and mesopores, since these morphological properties give a material its
unique features. There is strong need of understanding the surface and transport phenomena at the
nanoscale to allow future developments for industrial gas separation processes, heterogeneous catalytic
reactions, electrochemical processes, nanofluids, and any system that involves the use of nanostructured
materials.
Even though the fluid flow phenomena in nanopores has been studied for over 100 years [9, 10], this
scientific topic remains active and relevant to the scientific community. This is because the fundamental
transport relations of mass and momentum (Navier-Stokes, Ergun, Darcy), the dimensionless numbers
(Knudsen), and constitutive equations product of experience (Fick’s law) do not constitute sufficiently
general models for the representation of both mass and momentum transport in the nano-structured
materials. A general hydrodynamic theory for micro and mesoscales based on microscopic principles,
and taking into account the interactions with solid walls is still missing. Scientific developments in this
area are fundamental for the design and development of new nanoscale devices [11–17].
1.1 Motivation 3
1.1.1. Nanostructured materials
A general porous nanostructured material is characterized by a pore distribution of different sizes
arranged in hierarchical structures from macropores to micropores. As a result of the morphology
of the material, the specific area is the responsible for various surface processes that depend on the
pore size, the kinetic energy of the fluid, and the solid-fluid interaction [16, 18]. In the microporous
region the strong attractive or repulsive interactions [19] give rise to densification of fluid and filling
of micropores (known as adsorption), while in the mesoporous area milder interactions occurs in the
pore volume, causing the capillary condensation or structuring of the fluid close the pore walls. This
process significantly affect the boundary conditions for fluid flow at nanopores [17,20].
Figure 1.1: Schematic structure of a material with a heterogeneous pore size distribution.
The heterogeneity of the pore size distribution causes different transport mechanisms in the nanostruc-
tured material. Kast et al. [1] presented a summary scheme of different mass transport mechanisms
in porous media. Mechanisms such as viscous flow, Knudsen flow, and ordinary diffusion are identi-
fied according to the characteristic length scales (Knudsen number) and the driving force. The mass
transport in nanostructured materials can be associated with two mechanisms: a convective transport
(macroscopic assembly process) and diffusion transport [1, 21,22].
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Figure 1.2: Scheme of mass transport mechanisms in porous media. Taken from Kast and Hohenthan-
ner [1]
1.1.2. Mass transport in porous materials
In many cases both, diffusive and convective contributions are present in transport processes in porous
media. The total flux (N ′) can be theoretically decomposed into the diffusive flux JD and the convecti-
ve flow JC in the porous medium [1,23] with the chemical potential gradient and pressure gradient as
driving forces respectively as shown in equation 1.1, where kc represents the linear phenomenological
coefficient for the mass transport by pressure
N
′′
= JD + JC =
∑
Lij · ∇rµj − kc · ∇rP (1.1)
However from an experimental point of view, the two phenomena of mass transport diffusion and viscous
flow are indistinguishable [1]. By using the Gibbs-Duhem equation
∑m
i Nidµi = −SdT + V dP , for a










At macroscopic scales, the non-equilibrium transport of mass can be described by a diffusion equation




Leffij · ∇µj (1.3)
Where the proportionality is given through phenomenological coefficients known as Onsager coefficients
Lijeff [21]. By assuming ideal behaviour, µj ∝ ln ρj one recovers from 1.3 the phenomenological Fick’s
law which for a single species is
J = −Df · ∇ρ (1.4)
Where ρ denotes the fluid density and Df diffusivity coefficient. Due to its simplicity, Fick’s equation is
commonly used for measuring permeability at membrane and porous materials at macroscopic scales.
Some additional structural factors as porosity εp and tortuosity τ have been introduced to improve the
fit between theoretical and experimental data. The tortuosity, is an adjustable parameter responsible
for hiding the deviations caused by classical models such as Knudsen diffusion and Maxwell slip in
nanofluids [16]. Fick’s law is not a general law, being valid only for ideal and simple cases.
At the scale of nanopores, the mass transport of single or a multiple components fluid is the result of
microscopic momentum balances
∑n
i Pi, for an n-species (where Pi =
∑k=N
k=1 mkivki). For isothermal
fluid at equilibrium the random thermal motion (see Fig. 1.8) of the particles is the source of the
mobility of a single particle in the bulk of the fluid, a phenomenon called self-diffusion.
The self-diffusion can be estimated from a molecular assembly through the Einstein relationship
[24–26], equation 1.5, or through the Green-Kubo [?, ?, 116] equation 1.6 where ri(t) represents

















Figure 1.3: Scheme of mass transport mechanism in nanopores
Eq. (1.5) establishes the molecular self-diffusion using the mean square displacement of molecules for
a system at equilibrium, while Eq. (1.6) considers the velocity autocorrelation of the molecules, where
the averages denote equilibrium averages [21, 22, 27]). In mixtures of different compounds, molecules
not only interact with similar molecules, but also interact with particles of other components. Therefore
the mobility of the particles is a collective property, where the velocity cross-correlation of different














Therefore the sum of self-diffusion and cross-diffusion contributions gives the collective diffusion Dij .
Generally for dilute systems, the cross-diffusion is neglected and the collective diffusion can be consi-
dered equal to the self-diffusion of the gas [25,28,29].
Dcij = Ds +Dij (1.8)
Experimentally, the diffusive transport is correlated with concentration gradients through the Fick’s
law implementing a diffusion coefficient Df . Generally, the diffusivity Df (mentioned above) and co-
llective diffusion Dcij constitute different transport properties. Only in cases of highly diluted gaseous
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system the two are considered to be equivalent [22]. This coefficient can be related to the collective
diffusion Eq.(1.7) , through Darken’s factor [22,25,30,31] using the Eq. (1.9).







When there are density gradients due to pressure gradients or external forces acting on the fluid within
the nanopores, a net flux occur with a neat streaming velocity (see fig.1.3b). Therefore it is expected
that an additional viscous flow contribution on the microscopic momentum of fluid appears. So at the
nanopore scale, the starting point to represent the process of mass transport is an equation for the
microscopic momentum of fluid or species. To formulate such a microscopic momentum equation of
fluid we must first extract from the discrete world (atoms or molecules around a specific point of the
space) continuum variables or fields. These fields capture the coherent motion of the fluid and average
out small erratic motions of individual molecules or particles. This process is known as coarse-graining.
1.1.3. Momentum transport
In many situations, it is not sufficient to consider the transport of mass, but momentum transport,
and even energy transport, is also relevant. In this case, one needs to consider the general conserved
quantities of mass, momentum, and energy. Under the assumption that there is a local balance in
every infinitesimal point of the fluid one obtains balance equations that reflect the conservation of
these quantitites. In compact form, by introducing U as the vector of conserved densities, the balance
equations are written as
Ut +∇ · F = ∇ ·D (1.10)
where Ut is the partial time derivative, F is a convective flux and D a diffusive flux. The balance
equations need to be supplemented with constitutive linear equations for the diffusive flux: Fourier law
(−λ∇), Newton (−2η∇2ν), and bulk viscosity (−ξ∇·ν) which are based on the assumption of isotropic



















= λ∇2T − P (∇ · ν) + ξ (∇ · v) + 2η∇v : ∇v (1.13)
If, in addition, several species are present, one needs extra conservation equations for the different




= ∇ · ρDf∇Ci − (∇ · ρvCi) (1.14)
Where the Fick Law (−Df∇Ci) is used as constitutive equation. The Navier-Stokes-Fourier Eqs. (1.11)
- (1.13) define the hydrodynamic behaviour of a fluid. DDt represents the substantial derivative of the
continuum fluid fields: density field ρ, the velocity field v, the internal energy U , and the pressure P .
These are equations for conserved quantities which define the mass conservation equation Eq.(1.11),
the flow momentum conservation equation Eq.(1.12), and the energy conservation equation Eq.(1.13)
where the transport coefficients such as viscosity η, bulk viscosity ξ and thermal conductivity λ were
introduced. The last two terms of the Eq. (1.13) represent the increase of internal energy due to viscous
heating. For multicomponents systems, the diffusivity coefficient Df is introduced.
The above partial differential equations need to be supplemented with the appropriate boundary condi-
tions to be applied at the solid wall boundaries where the fluid is moving. From a physical perspective,
boundary conditions are just a way to specify how the fluid is interacting with the solid. The boundary
conditions have been usually proposed phenomenologically, and its validity assessed a posteriori.
1.1.4. Drawbacks of phenomenological approaches
Two research avenues have been considered in order to study transport transport properties of fluids
in confined spaces at the nanoscale. The first line is developed from conservation equations applied
in the continuous medium (or macroscopic scale) at which it is assumed that the information in the
microscopic can be correctly represented by laws and/or constitutive equations as the Fick law, Navier-
Cauchy, Navier-Stokes, and Ergun equations among others. The main disadvantages of this line are:
The difficulty of performing experimental measurements at a nanometric scale to validate the
models.
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The transport processes of momentum and mass through nanostructured materials occur at mul-
tiple scales. While the driving forces are definable on a macroscopic scale (gradients of chemical
potential and / or pressure), the boundary conditions for the flow through meso and micropo-
res is strongly linked to the fluid-solid interactions and the fluid structure near the solid. These
effects are evident only at microscopic scales. Nevertheless, the notable scale difference between
the driving forces and boundary conditions, limits the use of hierarchical models for transport in
nanopores.
A second strategy focuses on the definition of the physical system at the microscale. Fundamental laws
of physics and statistical mechanics together with computer simulation are used to represent physical
system of interest that allow calculate the interactions between atoms and/or molecules for a fixed
period of time. MD simulations allows to store information of microscopic dynamics and therefore find
transport properties and physical properties of fluid through time correlation functions and ensemble
averages (based on the ergodic hypothesis). Treatment by molecular dynamics is based on fundamental
laws of physics and therefore can be applied at all scales. However, its implementation is limited to
small times and lengths (microscopic scale). Therefore for physical systems where it is essential to
involve collective phenomena occurring in large characteristic lengths and times (complex flows) this
method is not practical [13,32].
In order to bridge the gap between microscopic and macroscopic scales, hierarchical models have been
widely used to represent physical systems with multiple scales (see 1.4), where transport properties
are estimated at the microscopic scale under conditions expected for the system at the macroscale.
Subsequently these coefficients are used in the macroscopic equations to estimate the evolution of the
system at the macroscale. However, there is a range of time and length scales for which the macroscopic
continuum equations are not entirely appropriate, because the transport coefficients no longer can be
taken as coefficients, but rather become non-local in space, in order to account for the molecular
correlations that are important at the nanoscale. In this case, one needs to look for new models that
go beyond conventional hydrodynamics.
The modeling of mass and momentum transport has relied on highly respected statistical mechanical
theories and fundamental macroscopic models (like Fick’s law, Newton fluid approach, Navier-Stokes
equations) e.g. the Knudsen model [9, 10, 33], dusty gas model [34], and distributed friction models
[35,36] (DFM) among other. These have taken into account the diffusive process, viscosity behaviour,
and the wall contributions on the momentum equation in nanopore. However, although these models
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are based on fundamental principles there exists no clear route to introduce wall effects with sounded
microscopic basis. Frequently those models are a mix between microscopic concepts (like molecular
diffusion, Knudsen number, molecular friction) and macroscopic equations (Onsager formalism, Newton
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Figure 1.4: Hierarchy scales in the multiscale modeling techniques
Indeed, given the complexity of the interaction between the fluid and solid surfaces, macroscopic
classical concepts and boundary condition for the fluid (either stick or partial slip) fail because at
nanoscale the local shear viscosity is not the proportionality factor between the shear stress and strain
rate (as in Newtonian fluids). More complex relationships are required, with additional fields and / or
non-local functions in the space. Although the need to consider spatial correlations between friction and
stress tensor in the fluid has been recognized by various authors [2,37], a sounded theoretical model still
does not exist. This is a serious deficiency in the current state of the art. To meet this new challenge,
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different authors have sought to develop hydrodynamic models at the mesoscale [38,39] with a general
expression for the the conditions at the interfacial boundary. However, these models are developed
based on the classical transport coefficients (viscosity and friction). Some of these mesoscopic models
are introduced on purely phenomenological grounds, and a good solid foundation based on microscopic
principles is lacking. The main challenge is to develop a viable computational methodology for the
development of multiscale models, by an appropriate reduction of information from the microscopic
to the mesoscopic or macroscopic scales [11], by keeping the relevant mechanisms, dynamics, and
thermodynamics of the system.
1.1.5. Hydrodynamics models at mesoscales
Many of the interesting phenomena that occur in complex fluids occur at the mesoscale. The mesoscale
can be roughly defined as the spatio-temporal scales ranging from 101−104nm and 100−106ns. These
scales require a number of atoms that make the simulation with MD readily unfeasible. On the other
hand, it was shown in the early days of computer simulations by Alder and Wainwright [40] that
hydrodynamics is valid at surprisingly small scales. Therefore, there is a chance to use continuum
theory down to the mesoscale. However, at these short length scales the molecular discreteness of the
fluid starts to manifest itself. For example, a colloidal particle of submicron size experiences Brownian
motion which is negligible for macroscopic bodies like submarine ships. In order to address these small
scales one needs to equip field theories like hydrodynamics with fluctuating terms, as pioneered by
Landau and Lifshitz [41]. The equation of fluctuating hydrodynamics also receive the name of Landau-
Lifshitz-Navier-Stokes (LLNS) equation. There is much effort in the physics/mathematical communities
to formulate numerical algorithms with the standards of usual CFD for the solution of stochastic partial
differential equations modeling complex fluids at mesoscales [42–50].
In recent years there has been a large effort in order to develop methods valid for the mesoscale for
a successful description of hydrodynamic processes, with a delicate balance between fidelity, accuracy
and computational cost, through coarse-graining (CG) [32, 51]. The main objective of CG methods
is to obtain a dynamic description of a system with far less information than the one available at the
microscopic level. In a first step, the fastest variables are eliminated by defining a set of new variables
referred to as relevant or CG variables. These variables change over time because the microscopic states
of the system change over time. The CG variables are slow and evolve in large time scales. One can
build then the dynamic equations for the average values of the relevant variables.
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By looking at averages in the process of coarse-graining a fluid, we expect to capture the overall coherent
motion of the fluid, where waves, vortices, etc. can be appreciated. These are the characteristic ways
in which mass, momentum, and energy evolves at large scales. The relevant variables that capture this
coherent motion are the hydrodynamic variables: the mass density field ρr(Γ), the momentum density














Where δ(r−qi) is a coarse-grained version of the Dirac delta function (see Figure 1.6b), mi the mass of
molecule i, pi = mivi the momentum of the molecule i and ei is the energy of the particle i (including
kinetic energy miv2i and half of the potential energy due to the interaction with adjacent molecules).
Implicit in the definition of the variables relevant to the hydrodynamic level, there is a partition of
volume in volumes Vr associated to points in a lattice (which may be irregular) [52].
The theory of coarse-graining allows one to derive dynamic equations for the averages of the hy-
drodynamic variables. However, it may also be used to derive the governing equations for the full
time-dependent probability distribution of the hydrodynamic variables. This allows one to discuss not
only average behaviour but also fluctuations around average values. Physically these fluctuations co-
me from the fact that solvent molecules collide and can enter and exit the volume around a lattice
point used for the definition of the hydrodynamic variables from the microscopic level (see 1.6). These
thermal fluctuations are the responsible for the Brownian motion of suspended particles.
The equation that governs the probability distribution of the discrete hydrodynamic variables obtained
from the coarse-graining theory is a Fokker-Planck Equation (FPE). Associated to the FPE there is
always a mathematically equivalent stochastic differential equation (SDE). For the case of hydrodyna-
mic variables, the resulting SDE gives models for hydrodynamics that include thermal fluctuations in
a consistent way. The first formulation of these SDE for hydrodynamics was given phenomenologically
by Landau and Lifshitz [41]. They introduced the so-called Landau-Lifshitz Navier-Stokes equations
















Figure 1.5: Hydrodynamic levels of description in mesoscale.





Q + ν ·S
C
 (1.17)
The last term on the right side in the Eq. 1.16 ∇ · S̃, represents a stochastic flux in the hydrodynamic
equations. The mass flux is microscopically exact, and therefore does not have a stochastic term, but
a stochastic fluxes associated to stress tensor, heat flux and diffusion flux must be considered on the
hydrodynamics equations for the momentum, the internal energy and the concentration respectively.
Conservation of the relevant variables is achieved through the divergence of the fluxes. On the other
hand, the amplitude of the thermal fluctuations is dictated by the fluctuation-dissipation theorem
shown in Eq.(1.18), where Mij represents the ij component in the Onsager dissipation matrix contai-
ning the transport coefficients of the fluid [53,54].
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〈
δS̃(r, t) · δS̃(r′, t′)
〉
= 2kBTMijδ(r− r′)δ(t− t′) (1.18)
The LLNS equations were postulated to hold in the continuum limit. However there are subtle mathe-
matical problems in the formulation of non-linear SDE in the continuum limit (see [52] and references
therein). For this reason, it is more sensible to consider directly discrete versions of the LLNS which,
on the other hand, are suitable for numerical simulations.
In the literature several discrete models have been proposed in order to simulate fluids at the mesoscale
where fluctuations are important. All these models can be understood as attempts to solve numerically
the LLNS equations. These models can be classified as:
(a) (b)
Figure 1.6: Two alternative view of coarse-graining of hydrodynamics, either in terms of fluid particles
moving in a Lagrangian way 1.6a, or as cells fixed in space in an Eulerian setting 1.6b.
1. Discrete or Lagrangian models (Mesh free) 1.6a -These are particle models in which each
particle represents a portion of fluid moving with the flow. Models such as Dissipative Particle
Dynamics (DPD) [55, 56], Smoothed Particle Hydrodynamics (SPH) [57], and Smoothed
Dissipative Particle Dynamics (SDPD) [58] are an examples of different models developed
under this scheme. In these particle models the particles interact with three types of forces
a) Conservative forces FCij that capture the thermodynamic behaviour of the system, and try
to mimic the repulsive pressure forces between different portions of fluid [11]. In the case
of complex fluids, like polymers or amphiphiles, these conservative forces may also include
springs or different types of repulsion parameters
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b) Dissipative or friction forces between particles FDij that seek to describe the viscous resistance
which damps the movement in the fluid and dissipates energy.
c) Stochastic or random forces FRij that represent the degrees of freedom that have been remo-
ved in the coarse-graining process. These stochastic forces are responsible for the thermal
fluctuations in the fluid [59–61].
2. Eulerian models (With Mesh) 1.6b- There is quite a large recent effort in order to numerically
solve the LLNS equations [41] by following the standard paradigm of CFD [42–50]. However,
there are also other alternative methods based on fixed lattices for the simulation of fluids with
thermal fluctuations, like the fluctuating Lattice-Boltzmann method [62], or the Stochastic
Rotation Dynamics (SRD) [63,64] method.
1.2. Hydrodynamics at nanoscales
There is great interest in the behaviour of fluids in the nano [65] and micro [66,67] scales. At nanoscales
the structure of the fluid starts playing an important role. The standard description of structured fluids
is based on the (classic) Density Functional Theory [68], with the density functional capturing all the
relevant information about the equilibrium state of the fluid. In recent years there has been a great
interest in obtaining dynamic versions of the Density Functional Theory that would allow one to discuss
not only equilibrium structured fluids and its correlations but also their dynamic behaviour [69]. Since
the pioneering work by Marconi and Tarazona [70], which was based on a Smoluchowski description
for colloidal particles, several approaches have been considered for the formulation of dynamic versions
of DFT, ranging from kinetic theory [71], to projection operators [72]. However, in our view, there is
still a gap in the treatment of fluids near solids at scales where the structure of the fluid is relevant.
Note that the interaction of the solid with the fluid is the responsible for the structuring of the density
field near a wall (which is a purely reversible and equilibrium effect) but also of irreversible processes
that can be understood, at macroscales, as boundary conditions for the fluid [73,74].
In Ref. [72] Español et. al have formulated DDFT based on projection operator techniques, where the
density field is the only relevant variable. This is appropriate for colloidal systems that are suspended
in a solvent acting as a thermal bath. In that case, the density field should be rather understood as
the concentration field which, being conserved, is expected to be a slow variable. By selecting the
density field as the only relevant variable, we are implicitly assuming that the density evolves in time
scales which are much larger than the time scales corresponding to other variables in the system. In
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contrast to colloidal systems, simple fluids have the momentum density and energy density as conserved
variables, and these variables may evolve in comparable time scales as the density. Anero et. al have
recently extended DDFT to non-isothermal situations by including the energy density field [75]. Recent
attempts in that direction have also been taken by Schmidt [76] andWittkowski et al. [77]. The resulting
theory is valid for quiescent fluids (or solids) in which convective motion is not present. What is still
missing is the corresponding theory for the case of moving fluids near walls. Because of the two aspects
of this theory that have been already mentioned, i.e (i) non-local hydrodynamics and (ii) interactions
with solid walls, we discuss previous work accordingly in what follows.
1.2.1. Non-local hydrodynamics
Our work relies on the pioneering work by Piccirelli [78] who, following Robertson [79], derived hy-
drodynamic equations explicitly from the microscopic dynamics of the system. The resulting exact
hydrodynamic equations contained non-local transport coefficients defined in terms of Green-Kubo
formulae. In similar terms, Grossmann presented a derivation of non-local hydrodynamics of simple
fluids by using essentially the same ideas behind the projection operator technique [80]. While the
theory provided non-local transport coefficients, no connection was made in these early works with
Density Functional Theory, which was not yet developed in those days. Such non-local versions for
hydrodynamics are necessary when the flow fields vary rapidly in space, in the range of molecular co-
rrelations. The probing of nanoscales in MD simulations has made this point very convincingly [81–83].
1.2.2. Fluid-solid interactions
Usually, at the hydrodynamic level of description, the interaction of a fluid with a solid is described
through boundary conditions. Seminal work on the understanding of boundary conditions as irreversible
interfacial processes was given by Bedeaux, Albano, and Mazur, who introduced interfacial transport
coefficients entering into the boundary conditions [73]. While a fluctuation-dissipation theorem was
formulated for the slip coefficient [84], which could suggest a microscopic evaluation of the interfacial
boundary coefficients in terms of molecular dynamics, it was not until the contribution by Bocquet and
Barrat that microscopic expressions for the interfacial mechanical [74] and thermal [85] slip transport
coefficients were given. This work was a conceptual breakthrough in the extensive field of flow slip
at solid surfaces. However, as pointed out by Petravic and Harrowell [37] the Green-Kubo expression
proposed by Bocquet and Barrat provides not an intrinsic solid-fluid property but rather it depends
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on the geometry of the setup. This is due to the fact that the original expression reflects the total fluid
friction for shear flow, including the slip friction at both interfaces as well as the viscous friction in
the fluid [83,86]. Hansen et al. [83] propose to look at a thin slab of fluid near the wall and propose a
phenomenological Langevin equation relating the velocity of the center of mass of the fluid slab and the
force that the wall exerts on the slab. The friction coefficient may be computed from equilibrium MD
simulations by comparing the velocity-force correlation to the velocity-velocity correlations of the slab.
Our approach is more general in several aspects: It is not restricted to parallel flow (i.e. fluid slabs) as
in [37,74,83,86]. because describes the fluid in hydrodynamic terms by taking into account explicitly the
molecular interactions with the solid. Most of the derivation of Green-Kubo expressions for friction are
based on linear response theory where the Hamiltonian is slightly perturbed by an external forcing [87].
We will follow here a very different approach in obtaining directly the full hydrodynamic equations
from the microscopic dynamics. In this way, the transport coefficients that we obtain are the ones
that really enter the equations of hydrodynamics in any general flow configuration, not limited to
homogeneous isotropic flat walls.
Note that all the mentioned work on MD simulations is directed to compute the transport coefficients
that appear in slip boundary conditions. When one descends to the nanoscale, however, the picture
of the effect of the solid-fluid interactions in terms of a boundary condition on an idealized surface is
questionable. For the scales in which nanostructure is visible, e.g. layering near the wall, we aim at
describing the fluid solid interaction through coarse-grained forces that extend in a short range from
the solid. Only when the fluid is macroscopic, we would expect these forces to be treated as singular
forces such that its effect can be described as truly boundary conditions on the fluid.
1.2.2.1. Solid-fluid interaction effects on transport properties
As one approaches the nanometric length scale it is possible to observe the structure of fluid due to the
interaction with external sources such as solid particles (nanoparticles) and / or solid surfaces [2,25,88].
The type of interaction between fluid and solid atoms give rise to structuring of the fluid near the wall,
that is evident only at a length scale of nanometers. These strong changes in the density field along the
space can affect the hydrodynamic boundary conditions [89,90] and structural properties of the fluid
[2] depending on the roughness of fluid-solid interaction potential, the fluid density, and the pore width.
This densification for a fluid in gas phase is known as surface adsorption [2, 14, 16, 25, 29, 30] and a
complete filling of pore may occur depending on the pore width. The heterogeneity of the fluid density
along the cross section of the pore increase the difficulty to use macroscopic models to represent mass
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transport at nanopores. These macroscopic models depend on a number of assumptions on the local
transport coefficients and average velocity in the nanopore as, for example, homogeneous situations.
Therefore these models are not suitable for predictive purposes of transport of momentum in nanopore
due to the ultimately empirical nature of the introduced artificial factors or parameters that are not
transferable and/or replicable.
Since the early works of Knudsen [9,33,91] and Smoluchowski [10], it has identified the importance of
atomic reflection between the fluid and the solid surface on the mechanisms of transport at nanopores.
With the advancement in physical evaluation of material and MD molecular dynamics simulations it
has been possible to associate the type of molecular collision with molecular roughness of solid surface
[14,30,92,93]). The roughness stemmed from molecular structure of the solid, which generates a varia-
tion of the fluid-solid interaction potential in space (at a molecular scales). It is expected that in cases
where strong interactions between fluid-solid occur, a strong corrugations of the potential energy may
affect the transmission of momentum between the fluid and surface [2, 14,30] (see Figure 1.7).
The atomic roughness has been related to momentum transport processes in nanopores through Max-
well’s slip theory [94]. It consider two types of reflection during the molecular collision of fluid with
solid: A specular reflection (conservation of momentum) and a diffuse reflection (tangential transmis-
sion of moment defined as accommodation momentum coefficient). The relationship between these
types of reflection give rise to a random fluctuation in the tangential direction of surface, which favors
the diffusion processes in the fluid and gives rise to the slip condition at the interface. This theoretical
relationship has been widely used in recent years for implementation of macroscopic models fluid flow
[14,22,90,95]. These works measure the slip velocity on the solid surface measured from MD simulations
and estimate the accommodation momentum coefficient for different physical systems. Afterwards, this
coefficient is used in a macroscopic momentum equation. These theoretical results have given rise to
the definition of alternative transport mechanisms such as slip flow and diffusion slip in nanopores and
microchannels.
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Figure 1.7: Corrugation potential interaction between silicon pore and CH4 fluid. Taken from Bhatia
and Nicholson [2].
Friction and Slip coefficients
Consider a planar wall at rest in contact with a flowing fluid in a steady state. If there is some velocity
vslip at the wall then the friction force on the wall is assumed to be of the form
Fx = −λwallvslip (1.19)
The average force Fx is the total tangential force exerted by the wall on the fluid (equal and opposite to
the force that the fluid exerts on the wall). The interfacial friction coefficient λwall is a phenomenological
transport coefficient. The force Fx in turn, is due to the tangential viscous stress due to the fluid
Fx = η
∂v
∂z according to Newton’s view of viscosity, and this leads to an expression for the slip length
(1.20) where η is the shear viscosity of the fluid.
δ = η/λwall (1.20)
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In a seminal work, Bocquet and Barrat [74] (to be referred as BB) used linear response theory (LRT)
in order to derive a Green-Kubo expression for the slip coefficient. Later on, the same authors revisited
the problem and offered an argument based on the generalized Langevin equation (GLE), leading to
the same expression obtained earlier [96].BB proposed the following expression for the slip (or Friction)
coefficient 1.21 in terms of the equilibrium autocorrelation function of the parallel component of the







In their more recent work, Bocquet and Barrat look at the wall as a Brownian particle and infer the
friction coefficient in a manner very similar to the original result by Kirkwood [97]. The Eqs. ( 1.21)
represents an important step in offering a statistical mechanics foundation of a boundary condition.
However, the validity of the BB approach has been a subject of an ongoing debate [37, 83, 87]. In
fact, it was shown by Petravic and Harrowell [37] that the Green-Kubo expression given by BB is
not an intrinsic property of the surface of solid-liquid interaction but rather contains also information
about the bulk friction between two parallel plates. It was shown that the BB Green-Kubo formula
gives, in fact, the friction force between two parallel plates with a liquid in between and, therefore,
depends on the separation between the plates. In this way, the transport coefficient (1.21) is not an
interfacial friction coefficient tied to interfacial properties alone. Petravic and Harrowell conclude “that
the Navier friction coefficient cannot, in general, be obtained from the surface force time correlation
function alone, since these fluctuations are coupled to stress fluctuation throughout the entire system”.
These results have been also confirmed by Bhatia et al. [2, 98] that showed that at the nanoscale the
effect of the interactions between fluid and solid is not restricted to the interface, but rather it can be
distributed along the near wall structured phase. Therefore, the approximations of slip length and/or
the momentum accommodation coefficient loose its validity for fluids that present strong structuring.
These results limit the generality of the slip theory of Maxwell widely implemented to estimate the
slip length from MD at this scale [14,22,90,95] and its use in hydrodynamic models.
While Petravic and Harrowell present an indirect GK expression for the slip length (for the case of
identical parallel walls), the problem was reconsidered by Hansen et al. [83] by looking at a GLE
involving the force on a slab of width ∆ and relating it with the center of mass velocity of the slab
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through a friction coefficient. Hansen, Todd, Davis [83] propose a method for plane shear flow in which
by comparing the force on a fluid slab of size ∆ with the velocity of the slab, a friction coefficient is
inferred. The correlation functions of these variables allow to run EMD to get the friction coefficient
and the slip length. Hansen et al. propose a GLE of the form
F ′x(t) = −
∫ t
0
ζ(t− τ)uslab(τ)dτ + F ′r(t) (1.22)
Where F ′x(t) is the force that the solid exerts on the fluid slab, uslab is the velocity of the slab (the wall
is assumed at rest here), ζ(t − τ) is a memory kernel and F ′r(t) is a random force. For steady state,
one obtains the average result 〈F ′x〉 = −ζ0〈uslab〉, where ζ0 is the zero frequency friction coefficient
which is a parameter that can be explicitly measured in MD simulations by comparing correlations
inferred from (1.22). By solving Navier-Stokes equations with integral boundary conditions, Hansen et
al. obtain an explicit form for the slip length in terms of ζ0. This coefficient is shown to be independent
on channel width and, therefore, it is an intrinsic surface property, as expected for the interfacial
friction coefficient.
More recently, Huang and Szlufraska propose an alternative definition of a friction coefficient [87]. In
this case, a GLE for a the velocity of a single liquid particle is constructed with the Mori projection
operator. While comparisons are made with the BB expression, claiming superior performance, the
truth is that no connection between the obtained friction coefficient of a single particle and the slip
length is made in Ref. [87]. The single particle friction coefficient, while interesting by its own, does
not inform us about the parameter that is crucial in the boundary condition, which is the slip length.
It is obvious that what it is called “friction coefficient” depends very much on the variables that are
connected with the force on the wall due to the fluid, be the velocity difference between parallel
walls [37,74], the velocity of a fluid slab [83], or the velocity of a single particle [19].
Very recently, Chen et al. [99] have revisited the problem of looking at the hydrodynamic modes that
happen in a channel between parallel flows. By comparing results of MD simulations and predictions
of hydrodynamics they were able to locate the plane of slip, as well as measuring the slip length in the
problem as in [74]. In addition, they formulated a Green-Kubo expression for both, bulk viscosity and
interfacial friction coefficient that, in the limit of very wide channels coincides with BB expression.
The size dependence of the BB Green-Kubo expression disappears in this limit. Finally, it is worth
mentioning the work of Kobryn and Kovalenko [100,101] that, by using the BB Green-Kubo expression
for the interfacial friction, express the force-force correlation in terms of density-density correlations,
which are treated with the well-known hydrodynamic theory of fluctuations, leading to an expression
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in terms of the static density correlations and the transport coefficients and sound speed of the bulk
fluid.
1.3. Highlights
Although the effects of stress tensor [102], the coefficient of friction [2, 36, 37] and the friction tensor
[74, 83, 87] on the boundary conditions for fluid flows has been studied in numerous models (micros-
cale, mesoscale and macroscale), in none of the work described above these works a comprehensive
assessment of the effect of the fluid-surface interaction on the viscous stress, friction and slippage (slip)
based on morphological parameters of the physical system has been developed. This is due to the
large number of degrees of freedom in a microscopic description and / or to the simplification in the
boundary conditions of systems in current mesoscopic and macroscale models.
The evaluation of the transport properties of soft materials flowing through confined spaces is a difficult
task from the experimental side, due to the small scale at which the measurements should be done.
This forces us to resort to numerical simulation of the hydrodynamics. To simulate fluid dynamics in
confined spaces, it is necessary to consider the transport properties that reflect the fluid nature, the
structuring of the fluid due to the interaction of the fluid with the inner walls of the pores and the
microscopic momentum around the basic geometries. These criteria are simplified in current models,
which are not sufficiently predictive.
Figure 1.8: Momemtum transport in nanomaterials
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While current understanding of transport processes in confined fluids in nanostructured materials re-
lies heavily on computer simulation and experimental measurements, it is still necessary to develop
a consistent theory based on a systematic elimination of microscopic degrees of freedom, and that
considers the continuum hydrodynamic fields as its coarse-grained relevant variables. Such a theory
should permit to develop models for simple geometries as a previous step to describe fluid flow in a
complex web of nanopores. The heterogeneity of the free space at the nanostructured material (the po-
re side distribution, elbows, bifurcations, porosity and tortuosity) provide a complex multi-directional
flow at the nanopores that at macroscale level may be observed like as a diffusive process, with an
average velocity that is approximately zero 〈~v〉. However the knowledge of the fluid flow evolution in
the nanopore is an important step to link adequately the morphology information of material with the
observed behaviour at macroscale.
1.3.1. General objective
The main objective of the present Thesis is to develop a predictive theory for the non-local hydrody-
namics of a simple fluid in the presence of a solid material. This theory is based on a systematic
coarse-graining procedure with solid foundations in Non-Equilibrium Statistical Mechanics. Simple
geometries and flow fields are considered in order to evaluate the non-local transport coefficients from
MD simulations. These objects are then used as input for the corresponding hydrodynamic theory,
allowing for definite predictions for the flow field in a nanopore. We also compare this predictions with
actual non-equilibrium flows simulated with MD allowing for a successful validation of the theory. As
a final objective, we aim at “deducing” macroscopic boundary conditions like the Navier slip boundary
condition from the microscopic dynamics of the atoms of the fluid system.
1.4. Thesis Outline
The thesis is divided into the following chapters:
Chapter 2: We present the general Theory of Coarse-Graining, which is based on the idea of
selecting general CG variables and deriving the evolution equations for these variables from first
principles.
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Chapter 3: We choose as relevant variables the mass and momentum densities of the fluid
together with the position and momenta of the solid, and use the general theory presented in
Chapter 2 in order to derive the non-local hydrodynamic equations. The resulting theory can
be understood as a generalization of Equilibrium Density Functional Theory to non-equilibrium
situations.
Chapter 4: We restrict the previous hydrodynamic theory to situations in which we have trans-
lation invariance, as it occurs in planar flows in planar geometries. This type of geometry has
been considered extensively in the past as it represents a simple model for nanopores.
Chapter 5: We use the LAMPPS software for running Equilibrium Molecular Dynamics (EMD)
simulations. These simulations allow us to compute the non-local transport coefficients from
numerical evaluation of their Green-Kubo expressions.
Chapter 6 We present a validation of the mesoscopic model by using two typical non-equilibrium
planar flows: Plug and Poiseuille in slit nanopores. The non-local friction, the viscosity, and the
novel slip transport coefficients estimated from EMD in the previous Chapter are the only
information required to obtain a numerical solution of non-equilibrium planar flow in nanopores.
Chapter 7: We show that for flow situations that vary in macroscopic scales, a mechanical balance
allows us to obtain explicit expressions for the boundary conditions near the wall surface. In this
way, we deduce the usual impenetrability and Navier slip boundary condition from first principles.
Chapter 8: A summary of the main conclusions and prospects for future work are presented.
Chapter 2
The Theory of Coarse-Graining:
Non-Equilibrium Statistical Mechanics
In the present Chapter we introduce the Theory of Coarse-Graining, that will be used in the rest of
the Thesis. The theory is presented in full generality and will be used in Chapter 3 to formulate the
equations of hydrodynamics at nanoscales from first principles, this is, by starting from Hamilton’s
equations of motion for the constituent atoms of the fluid.
2.1. Introduction
In this Thesis, we will address the problem of deriving from first principles the equations for mass
and momentum transport for fluids in contact with walls at nanoscales. The procedure is based on
the Theory of Coarse-Graining, which is also known as Non-Equilibrium Statistical Mechanics. This
theory was set forth in the second half of the last century, by Onsager, Kirkwood, Green, Kubo, Mori,
Zwanzig and many others [103–106]. One of the greatest theoretical achievements of this generation,
was the development of the Mori-Zwanzig projection operator formalism, that allows for the derivation
of dynamic equations for non-equilibrium for the average values and/or the probability distribution
function (the latter being of the form of generalized Langevin equationsGLE) of a set of the phase space
functions characterizing the coarse state of the system. These dynamic equations involve transport
coefficients that are defined in terms of integrals of time correlation functions that can be computed
explicitly in terms of MD simulations. The essential approximation in the theory is that the selected
relevant variables evolve in time scales well separated from the microscopic degrees of freedom, i.e. the
CG variables are slow.
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2.2. The microscopic dynamics
In the absence of quantum effects, the fluid is described at the most microscopic level with the posi-
tions and momentum of all atoms in the system. At this level the laws of classical mechanics govern
the motion of atoms and molecules according to their interaction potential energy. Classical mechanics
is based on Newton’s three laws of motion. However Newton’s laws are less general than they might
seem. Lagrange solved the problem of formulating the laws of mechanics in a form which is valid for
generalized coordinates based on D’Alembert’s principle. The Lagrangian is a function of generalized
coordinates, their time derivatives and possibly time where there is still a strong physical significance
attached to coordinates and velocities. Hamilton derived an equivalent set of equations in which the
roles played by coordinates q and velocities q̇ can be interchanged. The Hamiltonian Ĥ, of course, plays
a central role in Gibbs’ equilibrium statistical mechanics. It leads to a compact and elegant descrip-








The 6N dimensional space of coordinates and momenta is called the phase space Γ. As time progresses
the phase point Γ(q,p) traces out a path which is called the phase-space trajectory of the system.
Hamilton’s equations are deterministic first order differential equations. Given initial conditions, we
may predict the microscopic evolution at later times. However, it is impossible to specify the initial
conditions of all the atoms in ordinary systems. We are, therefore, obliged to introduce a probability
distribution of initial microstates that describe our ignorance about the atomic coordinates at the
initial time. Because we do not know where the system is initially, we do not know where it will be at
later times, even though the dynamics is deterministic. This ignorance at later times is characterized
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2.3. The relevant variables
The Theory of Coarse-Graining is based on the notion of microstates and macrostates, an idea that
goes back to Gibbs formulation of Equilibrium Statistical Mechanics. At equilibrium the macrostates
are characterized by the total energy of the system, but in non-equilibrium situations, one needs to
consider more general sets of variables for describing the system. These variables are, in general, a set
of phase functions A(Γ) that depend on the positions and momenta of the particles (they are functions
defined on the phase space Γ). The selection of the CG variables determines the level of description
at which the system is being monitored. In general, A(Γ) includes the total energy of the system. The
only requirement on these variables is that they should be slow variables of the system. The reason for
this requirement is due to the following crucial assumption in the Theory of Coarse-Graining, known
as the quasiequilibrium assumption. Because the CG variables are slow, the ensemble which is solution
of the Liouville solution readily adopts a form which is very approximate to an equilibrium ensemble
in which the CG variables were actual dynamic invariants.
2.4. The relevant ensemble and the entropy
The impossibility of knowing the initial conditions for Γ in a macroscopic system enforces the intro-
duction of a probability density that describes in a statistical way the system. The average of the CG
function A(Γ) with respect to the probability density is given in Eq.(2.4) where the classical trace
operation Tr[· · · ] denotes an integration over Γ (and a sum over particle number in a grand canonical
setting).





As well as in equilibrium, in non-equilibrium situations the entropy plays a fundamental role. As it
was shown by Gibbs [107] and later much discussed by Jaynes [108], the equilibrium ensemble can be
obtained by maximizing the entropy functional. This Principle of Maximum Entropy can also be applied
to find the ensemble that would emerge if the selected CG variables were actual dynamic invariants of
the system. As Jaynes demonstrated, the Principle of Maximum Entropy gives the least biased ensemble
which is compatible with the CG variables. In order to define the least biased of distribution function
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in each phase space of N particles that is compatible with mesoscopic information one introduces the











, with ~ being the Planck’s constant, is a dimensional factor that renders the
argument of the logarithm dimensionless and that takes into account the proper Boltzmann counting.
The trace symbol denotes a macrocanonical sum over particles and an integral over the position
and momentum of N particles. The entropy functional Eq.(2.5) should be maximized subject to the
constraint on the information that we have available. The constrained maximization is done with the
use of Lagrange multipliers.
The entropy of a given level of description is defined by evaluating the Gibbs entropy functional Eq.(2.5)
at its maximum. Because the relevant ensemble is fixed by the mesoscopic or macroscopic information
corresponding to the given level of description, the entropy becomes a function, or functional, of
the macroscopic information. This information can be either the averages of the relevant variables
a = 〈A〉 or their full probability distribution function P (α). The later involves much information
about the system because all moments of the density distribution (covariances, etc.) and not only the
first moments (the averages) are known. Therefore, the level description of the probability of relevant
variables is more detailed and as it gives information about both the averages and the fluctuations.
In the present Thesis, we will consider that the macroscopic information is given by the averages of
the CG variables and not the probability distribution for them (see 1.5). The reason is that the
CG variables that we will use do not allow for a definition of a probability distribution on them.
Nevertheless we will discuss the derivation of the Fokker-Planck Equation governing the behaviour of
fluctuations later on in this chapter.
In order to obtain the relevant ensemble when the macroscopic information is given in terms of the
averages of the CG variables we have to maximize the Gibbs-Jaynes entropy function subject to the





dΓNρ(ΓN ) = 1 (2.6)





dΓNρ(ΓN )A(ΓN ) = a (2.7)
The first condition ensures that the ensemble is normalized properly, and the second one ensures the
representation of averages values of the physical system. The probability density that maximizes the
entropy functional, subject to produce prescribed values of the averages Eq.(2.14) is referred to as the






Here we introduce λ as the set of variables conjugate to the relevant variables A(Γ). The generalized
partition function is Z [λ] = Tr
[
ρ0 exp
−λA(Γ)]. The average a of the relevant variables with respect to
the relevant ensemble will be denoted by
a = 〈a〉λ = Tr[ρa] (2.9)





where the (dimensionless) thermodynamic potential is defined as Φ[λ] = − lnZ[λ]. The average a is
a function (or functional) of λ. For each λ we have an average a given by Eq. (2.10). If we take the




where δA = A(Γ)−a. The covariance 〈δAδA〉 is a definite positive matrix and, therefore, the functional
Φ [λ] is convex. This implies that the Jacobian of the change of variables from λ to a can be inverted
to provide λ [a]. Therefore, there is a one to one connection between the pair of conjugate variables λ
and a. This argument is valid for any pair of conjugate variables and it only depends on the definition
of the conjugate variables introduced in Eq. (2.8). It constitutes the basic content of the DFT when
the relevant variable is the microscopic density operator.
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Because the connection is one to one, we may change variables from λ to a. However, because a is
given by a derivative, such a change of variables implies a loss of information. The usual way familiar
from thermodynamics is to introduce the (minus) Legendre transform of the thermodynamic potential
in the form:
S [a] = −Φ [λ [a]] + λ [a] a (2.12)
Because the entropy S [a] is the Legendre transform of the thermodynamic potential −Φ [λ], we have




2.5. The dynamics of averages
The projection operator method can be understood, at its most fundamental level as a way to ap-
proximate the actual time dependent ensemble, which is the solution of the Liouville equation, with a
relevant ensemble of the form Eq.(2.8). The aim is to derive equations of motion for the time dependent
average ai(t) of for the set of relevant variables Ai(Γ). The time dependent average is
ai(t) = Tr [ρtAi] (2.14)
where ρt is the non-equilibrium solution of the Liouville equation. Because it is not possible to know
precisely the initial microscopic states of the system Γ0, we can not know the current value of the
relevant variables in a given time accurately. So the only thing we could know is the average a(t) of
the relevant variables. The averages are computed with the time-dependent ensemble Eq.(2.15)
a(t) ≡ 〈A〉t =
∫
dΓAρt(Γ) (2.15)
That is solution of the Liouville equation, where
∫
dΓ represents the sum of the microscopic states in
a grand canonical assembly. The probability distribution ρt(Γ) is a solution of the Liouville equation.
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Where Z is the normalization. The conjugate variable λ(t) depends on the average value of the CG
variables at time t, in very much the same way as the canonical ensemble is a function of the average
energy through the temperature. Since the connection between averages and conjugate variables is one
to one, the relevant ensemble ρ(Γ) is completely determined by the average value a(t). Therefore, we




dΓρtiLA(Γ) = Tr [ρtiLA] (2.17)
However the relevant ensemble captures only the reversible part of the dynamics [53] and all dissipative
processes are eliminated in this approximation. Therefore, we can establish that the real distribution
function is represented as the sum of two contributions ρt(Γ) = ρt(Γ) + δρt(Γ) (reversible and irre-
versible components), where the last term is referred to as the non-relevant part. In order to obtain a
closed dynamic equation for the average values a(t), we need to express the non-relevant ensemble as
a function of the relevant one. One approach to achieve this goal is based on the method of projection
operators with the Kawasaki-Gunton projector [109,110].
The fundamental idea of the projection operator approach is to express the relevant ensemble as a
result of a projector P acting on the real ensemble ρt(Γ) = Pρt(Γ). In addition, this projector should
take the time derivative of the real ensemble and transform it into the time derivative of the relevant
ensemble ∂tρt(Γ) = ∂tPtρt(Γ). These features are present in the Kawasaki-Gunton projector. So it is
possible to find an expression for the non relevant contribution δρt based on of the above described
definition see
∂tδρt(Γ) = −iLρt(Γ)− ∂tρt(Γ)
= −iLρt(Γ) + PtiLρt(Γ)




Eq. (2.18) can be interpreted as a non-homogeneous linear differential equation of δρt(Γ), where Qt =
1−Pt is the complementary projector, iLt = iQtiL is the projected Liouville operator and QiLρt(Γ) is
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the inhomogeneous term. This type of differential equation has the following formal solution in terms











dt1 · · ·
∫ tn
0
































We will assume that the initial distribution function ρ0(Γ) is of the relevant form. Under the assumption
that what we know at the initial time is the value of the averages of the CG variables and nothing else.
This assumption is equivalent to δρ0(Γ) = 0, so we can finally represent the non-relevant contribution





Once the non relevant contribution δρt(Γ) in the Eq.(2.21) and the operator evolution Eq.(2.19) have
been defined, we can obtain an equation of the evolution of the real ensemble ρt(Γ) completely expres-





Finally we obtain the following closed dynamic equation of the average of the relevant variables as (see
Ref. [110] for more details)
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The dynamic equations for average values Eq.(2.23) are rather formal integro-differential equations,
and their integration is very difficult. To overcome this difficulty, one exploits the large time scale
separation between the slow CG variables and the presumably rapidly varying memory kernel. The
relevant variables become Markovian variables whose future is determined by the present values but not
by the past values. By the process described above it is possible to establish Green-Kubo relationships
for transport coefficients.











with reversible term is given by
vi(t) = Tr [ρtiLAi] (2.25)
Where −iL is the Liouville operator define above and the relevant ensemble ρt is of the form Eq.(2.8),
with a time dependent conjugate variable λ(t). The conjugate variables λ are selected in such a way
that the averages of the real and of the relevant ensemble coincide. Note that if only the reversible
term vi(t) would be present in Eq.(2.24), we would be approximating the actual ensemble that it is a
solution of the Liouville equation with a relevant ensemble of the form Eq.(2.8) where the conjugate
field λ(t) is now a function of time. The error in this approximation is, in fact, the memory term which







where the Kawasaki-Gunton projection operator for complementary projector Qt′ applied to an arbi-
trary function f(Γ) is given by












This time dependent average of the relevant variables A(Γ) is computed with the solution of the
Liouville equation ρt(Γ) with an initial condition of the relevant form. It is assumed that the only
knowledge at the initial time is the value of the average a(0) and, therefore, the least biased initial
ensemble is of the relevant form Eq.(2.8). The relevant ensemble is a functional of a(t) through λ(t).
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The kernel becomes a functional of a(t) through the relevant ensemble. Although Eq. (2.24) is a closed
equation. It is an integro-differential equation which is difficult to treat in general. Nevertheless, as
discussed in the previous chapter, the exact transport Eq. (2.24) can be approximated by a memory-less
equation whenever a clear separation of time scales exists between the evolution of the averages and
the relaxation time of the memory kernels. Under this assumption, we neglect terms of order O(iLA3),
assumed to be small due to the slowness of the relevant variables, and one obtains the Markovian
approach equation












Here, τ is a time large compared to the decay time of the correlation integrand but short in front
of the time scale of evolution of the relevant variables. The dissipative matrix depends in general on
the relevant variables through the relevant ensemble and, as such, it is a function of time. It can be
shown that Dij is positive definite [110]. As a consequence, the dynamic equations Eq.(2.28) have as a
Lyapunov function the entropy Eq.(2.12) and, therefore, the dynamics complies with the Second Law
of Thermodynamics. The equations Eq.(2.28) predict the decay of any initial value of the average of
the relevant variables towards its unique equilibrium values.
2.5.1. Fluctuations
Instead of considering the averages of the relevant variables we can ask for the full probability distri-
bution of the relevant variables. This is more general, because the averages can be obtained from the
probability distribution itself. In particular, by looking at the probability distribution we can address
fluctuations around the average values. Fluctuations play an important role in physical systems whe-
re these are strongly coupled to the hydrodynamic phenomena; mechanisms such as phase transition
[111,112], the ignition of combustion [113], flux diffusive mixtures [111,114,115] movement of suspen-
ded particles (Brownian motion) [51] are strongly affected and determined by thermal fluctuations.
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The study of fluctuations has become a very important topic of fluid mechanics due to the rising inter-
est in understanding of flow at the nanoscale, its application in micro engineering and its implications
in molecular biology.
By definition, the probability distribution that a set of CG phase functions A(Γ) take particular values
α at time t is given by the following expression
P (α, t) ≡
∫
ρt(Γ)δ(A(Γ)− α)dΓ (2.30)
where ρt(Γ) is the solution of the Liouville equation. In words, the probability that the CG variable
takes the value α is the sum of the probabilities dΓρt(Γ) of all microstates Γ that have the value α of
the CG variable A(Γ).
If the selected CG variables show a clear separation of time scales between its evolution and the “rest”
of degrees of freedom in the system, then it is possible to derive a partial differential equation for the
probability distribution Eq.(2.30) that has the form of the Fokker-Planck equation, as was shown in the
pioneering work by Green [116]. The Fokker-Plank equation governing the evolution of the probability
distribution has the form
∂
∂t
P (α, t) = − ∂
∂t





D2(α)P (α, t) (2.31)
where two crucial ingredients appear, the drift D1(α) and the diffusion tensor D2(α). Both quantities
are defined in microscopic terms as follows. The drift term is given by










whereas the irreversible drift contains the derivatives of the entropy function defined according to
Boltzmann’s prescription
S(α) = kB ln Ω(α) (2.34)
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and we have introduced the conditional expectation
〈F 〉α = 1
Ω(a)
∫
dzδ(A(Γ)− α)F̂ (z) (2.36)






(iLÂ− V (α))) exp {−iLτ} (iLÂ− V (α))
〉α
(2.37)
Associated with the FPE Eq.(2.38) there is a mathematically equivalent stochastic differential equation














where the matrix B(α) is related to the diffusion matrix D2(α) through the Fluctuation-Dissipation
theorem
B(α)BT (α) = 2kBD2(α) (2.39)
and dW (t) is a set of independent increments of the Wiener process and dW (t)/dt is a white noise






= δ(t− t′) (2.40)
The stochastic differential equation Eq.(2.38) is interpreted in a Itô sense. We recognize a reversible
part of the dynamics in V (α) an irreversible part proportional to the gradients of the entropy, with a
dissipative matrix containing transport coefficients and, finally, a random noise whose amplitude B(α)
is given in (2.39) by the square root (in matrix sense) of the dissipative matrix. The random noise
describes the unsystematic part of the eliminated degrees of freedom that remains in the evolution of
the CG variables.
Chapter 3
Dynamic Density Functional Theory for
fluid systems near walls at the nanoscale
3.1. Introduction
Density Functional Theory (DFT) is a successful and well-established theory for the study of the
structure of simple and complex fluids at equilibrium. The theory has been generalized to dynamical
situations when the underlying dynamics is diffusive as in, for example, colloidal systems. However,
there is not a clear foundation for Dynamic DFT (DDFT) for the case of simple fluids in contact with
solid walls.
In this Chapter, we present a generalization of DFT to non-equilibrium isothermal situations where
the fluid is moving in the presence of a spherical solid particle. The present theory is both, (i) a
generalization of density functional theory to dynamic situations in simple fluids (fluids that obey a
Hamiltonian dynamics), and (ii) a full description, at the coarse-grained hydrodynamic level, of the
solid wall interactions. The theory describes hydrodynamics at scales where the molecular structure of
the fluid is apparent. At these scales the concept of boundary condition is not applicable. Instead, the
interaction of the fluid with the solid wall is described with reversible and irreversible forces confined
near the vicinity of the wall.
In usual DFT approaches, a solid wall is usually represented with an external hard potential. In the
present description, a solid wall is treated with a coarse-grained procedure in which the atoms of the
wall are eliminated, under the assumption that any elastic (or any other) degree of freedom of the
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solid is much faster than the time scales of the surrounding fluid. The density functional that emerges
now depends not only on the density field of the fluid but also on the overall CG variables that we
use to describe the solid which, in the present work is just its position. For simplicity, we focus on a
particularly simple particle shape, a solid spherical particle. By considering the interaction of a fluid
with a solid sphere, we may address the issue of total momentum conservation that may become rather
obscure if one considers “planar walls with infinite mass”. Of course, many of the results that we obtain
will be easily transferred to planar walls, as limits in which the radius of the solid sphere is very large
and the mass of the particle is also very large. In addition, we take a spherical particle because then
only the position and momentum of the center of mass of the solid particle is required in order to have a
coarse-grained description of the solid. For non-spherical particles, it is necessary, in general, to include
also the orientation and angular velocity of the particle, as this is expected to play an important role in
the dynamics. Still, even in the spherical particle case, it is important to introduce angular velocity in
order to have accurate results. However, for the sake of simplicity and presentation of the basic results,
we restrict ourselves in this thesis to the simplest case without angular variables for the solid particle.
Also, and for the sake of simplicity, we do not consider the intrinsic spin of the fluid, that may become
an important relevant variable at nanoscales [117,118].
We consider here the mass and momentum density fields of a fluid, but we do not include the energy
density field as a relevant variable. In this way, we assume that energy evolves much faster than
the other hydrodynamic fields. This leads to an isothermal hydrodynamic description. The natural
thermodynamic potential is the free energy functional, instead of an entropy functional as introduced
in Ref. [75]. In future work we address the energy transport at nanoscale.
The main result of this Chapter is a Dynamic Density Functional Theory in which the density functional
is generalized to depend not only on the density field but also on the solid CG degree of freedom. The
dynamic equations are of the form of non-local hydrodynamic equations for the mass and momentum
density fields coupled with Newton’s laws for the center of mass of the solid particle. The coarse-grained
forces between the fluid and the solid have reversible and dissipative contributions, both localized in
a boundary region near the solid surface. The hydrodynamic equations obtained can describe the
structuring of the fluid near the solid particle. In addition, they capture the non-local flow effects that
may be important at nano scales.
A precursor of our work is Cuker et al. [119] that considered a Brownian hard sphere in a sea of small
hard spheres and used both, Mori projection operator and kinetic theory, to derive hydrodynamic
equations coupled to the motion of the Brownian particle (without boundary conditions). Our method
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is more general in that continuum pair-wise potentials are allowed for, and the non-linear Kawasaki-
Gunton projection operator is used for the description [109] instead of the simpler Mori projector [87],
the latter being limited to near equilibrium linear equations of motion [110]. A theory of coarse-graining
based on the Kawasaki-Gunton projector gives a universal structure based on the usual thermodynamic
potentials. This allows us to express the reversible part of the dynamics in a way that generalizes Density
Functional Theory to moving fluids.
3.2. Non-Local hydrodynamic functional theory
Consider a liquid system of N monoatomic molecules described with the position and momenta of their
center of mass. The molecules are allowed to move through space unrestrictedly. We consider either
an infinite system in the thermodynamic limit or, as will be found in simulations, a finite system with
periodic boundary conditions. Interacting with that sea of liquid molecules where there is a group of
N′ bonded atoms forming a solid object. At the microscopic level the system is described by the set
of all positions qi and momenta pi = mivi with (i = 1, · · · , N) of the liquid atoms plus the positions







′ = 1, · · · , N ′) of the atoms of the solid sphere. For compactness we will
denote the microstate in either of the following forms Γ = (q,p,q′,p′) as was defined previously. We
will distinguish with a prime the labels of the atoms of the solid from the unprimed labels of the liquid













Where the potential energy U(Γ) is given by
U(Γ) = V l(q) + V ls(q,q′) + V s(q′) (3.2)




ij is the potential of interaction between




ii′ is the potential of interaction between liquid atoms and solid




i′j′ is the potential of interaction between the atoms of the solid object.
Self interaction of the atoms is not considered, so Φii = 0, etc. There are no external conservative
potentials acting on the system, although they can be easily introduced. We do not consider such
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external potentials in order to transparently discuss the issues of momentum conservation. Note that
at a microscopic level we do not have boundaries of any kind, we only have particles interacting with
each other in free space (see figure 3.1). In lab situations, typically, fluids are contained in flasks
and other type of solid objects that prevent the fluid from leaking. We could model a spherical flask
containing very much fluid the same way as we are going to treat the solid spherical particle surrounded
by the (possibly infinite in extension) fluid.
We describe the system at hydrodynamic level by selecting as relevant variables the mass and mo-
mentum density fields of the fluid and the center of mass position and momentum of the solid sphere.




















In these phase functions, the position r plays the role of a continuous index labeling the phase function.
The position r may take any value in R3 as we do not have any restriction to the possible motion of
the particles. For the sake of simplicity, we do not include orientational degrees of freedom of the solid
for the time being. Note that by selecting the center of mass variables of the solid as the only ones
necessary to describe the state of the solid we are implicitly assuming that the remaining solid degrees
of freedom are much faster than the hydrodynamic fields. Otherwise the resulting dynamic equations
would not be Markovian. (Phase functions are denoted with a hat, while its actual values will be














The normalization factor is the λ-dependent grand-canonical partition function defined by





















Note that for the trace in phase space we are using a macrocanonical trace concerning the fluid degrees
of freedom and a canonical trace for the solid degrees of freedom. The use of the macrocanonical
ensemble for the liquid is standard in DFT as it solves some technical problems that appear when
using the canonical ensemble. The conjugate fields λ of the relevant variables Eq.(3.3) are fixed by
the condition that the averages of the relevant variables with the relevant ensemble coincide with the
averages ρ(r), g(r), R, P computed with the actual ensemble, and solution of the Liouville equation.














where the λ-dependent grand-canonical potential is given by
Φ[λ] ≡ −kBT ln Ξ[λ] (3.7)
Because the functional Φ[λ] is convex, the conjugate variables λρ , λg , λR, λP are in one to one
connection with ρ, g, R, P. Therefore, the functionals λρ[ρ,g,R,P], λg[ρ,g,R,P], λR[ρ,g,R,P],
λP[ρ,g,R,P] exist and are unique. We can therefore switch from the conjugate variables λ to the
relevant variables a and construct the corresponding hydrodynamic functional. The hydrodynamic
functional is given by the Legendre transform of the λ-dependent grand canonical potential, this is




drg(r)λg(r)− λRR− λPP (3.8)
42
3 Dynamic Density Functional Theory for fluid systems near walls at the
nanoscale
where the conjugate fields λ are to be understood as functionals of the average fields. The hydrodynamic
functional is the negative of the corresponding entropy Eq.(2.12) for the present level of description.
Being a Legendre transform, the hydrodynamic functional satisfies the following relationships (see Eqs.














In fact, it is possible to find the explicit expression of λg, λP by performing the momentum integrals































where Λ is the thermal wavelength. Then take the functional derivative of Eqs.(3.10) with respect
to the conjugate field λg(r), and the derivative with respect to λP. Together with Eqs. Eq.(3.6) and









and allows one to interpret these conjugate variables as (negative) velocities. The grand potential Φ[λ]




P where we have defined the following grand potential by
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Figure 3.1: The physics in the region between two solid planar walls is very similar to the physics of
two very large spheres that are close together.
And the chemical potential per unit mass has been introduced as µ(r) ≡ 12λ
2
g−λρ. The grand potential
Φpos[µ, λR] is similar to the macrocanonical grand potential of a fluid, except for the presence of the
solid degrees of freedom and the corresponding conjugate variable λR. The Legendre transform of the
grand potential for a simple liquid gives the free energy functional of classic Density Functional Theory,
and we may pursue now the same route in order to define the free energy density functional for a fluid




[µ, λR] = 〈ρ̂r〉µ,λR
δΦpos
δλR
[µ, λR] = 〈R̂〉µ,λR
(3.13)
where the averages 〈· · · 〉µ,λR are defined in these equations. The second derivatives of Φpos are given
by covariances, as seen in Eqs. (2.10) and (2.11) and this implies that Φpos[µ, λR] is a convex function .
Therefore, the connection between 〈ρ̂r〉µ,λR , 〈R̂〉µ,λR and µ(r), λR is one to one. Note also that because
the phase functions ρ̂r, R̂ do not depend on particle’s momenta, we have that the averages are given
by
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〈ρ̂r〉µ,λR = Tr[ρρ̂r] = ρr
〈R̂〉µ,λR = Tr[ρR̂] = R
(3.14)
Therefore, we have a one to one connection between the conjugate variables µ(r), λR and the averages
ρ(r), R of the CG variables. The free energy functional F [ρ,R] of a structured fluid in the presence
of a solid wall is obtained as the following Legendre transform.
F [ρ,R] ≡ Φpos[µ, λR] +
∫
drρ(r)µ(r)− λRR (3.15)
















+ F [ρ,R] (3.17)
The expression Eq.(3.17) of the hydrodynamic functional H as the sum of a kinetic part and a “poten-
tial” part that depends on both the density and the position of the solid is a non-trivial exact result.
We may compute the functional derivative of the hydrodynamic functional Eq.(3.17) with respect to






[ρ,R] = −λR (3.18)
As we will see in Appendix A, λR is just the average force on the solid due to the fluid. Therefore, the
“potential” part F [ρ,R] of the hydrodynamic functional Eq.(3.8) really acts as a potential energy whose
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negative gradient gives the actual force on the solid. We may also compute the functional derivative of










The free energy functional is translationally invariant, this is
F [Taρ, TaR] = F [ρ,R] (3.20)
where the translation operator applied to any function is defined as Taf(r) = f(r + a). The invariance
can be shown by performing a suitable change of variables inside the phase space integrals defining the
partition function. By taking the derivative with respect to a in both sides of Eqs. (3.20) and setting








The identity Eq.(3.21) will be crucial in order to show that total momentum is conserved by the
reversible part of the dynamics
3.2.1. Models for free energy functional
The thermodynamic potential Φpos[µ, λR] needed for the evaluation of the free energy functional
F [ρ,R] is impossible to calculate and, therefore, we will need to model the free energy functional
based on intuition and previous experience. A particularly simple expression is given by equation






where F0[ρ] is the free energy density functional of the fluid in the absence of the solid, and all fluid-
solid interaction is taken into account through the second term that involves a coarse-grained potential
V (r,R). This potential captures the interaction between solid and fluid atoms and can be taken for a
sphere as V (r,R) = ϕ(|r −R| − a) where ϕ(r) is a short ranged potential of mean force describing
effective interaction between the solid and fluid and a is the effective radius of the solid sphere. The
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potential energy V(r, R) becomes infinite (or extremely large) for the points r inside the solid sphere.
Therefore, this potential makes impossible the realization of density fields with non-zero value inside
the solid sphere. The functional form of the CG potential is not known, but can be inferred in a MD
simulation from the fact that the derivative of the free energy with respect to R gives the average force
on the sphere or solid.
The derivatives of the model free energy Eq.(3.22) are
δF
δρ(r)







where µ0(r) is the usual chemical potential of the solvent in the absence of any solid, and F(r,R) is
the effective force that the solid sphere with center of mass at R exerts on a fluid atom at r. This force
derives from the potential V (r,R).
3.2.2. Derivation of the transport equations
Here we present the mathematical strategy to develop the hydrodynamics equation for relevant varia-
bles defined previously.
3.2.2.1. The time derivatives
The time derivatives of the coarse variables play a fundamental role in the final structure of the dynamic
equations Eq.(2.28). The time derivative iLA is the result of applying the Liouville operator Eq.(2.3)
to the relevant variables. In this section, we discuss the particular form of iLA for the case of selected
CG variables Eq.(3.3). Here, it is convenient to use the well-known results for the time derivatives of
the microscopic densities introduced in Eqs.(3.3).
For the fluid they are:
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iLρ̂r(Γ) = −∇ · ĝr(Γ)
iLĝr(Γ) = −∇K̂r + F̂lr(Γ)
(3.24)












The liquid total force density may decompose in two parts. The forces that the liquid exerts on the
liquid F̂l→lr (Γ) and the forces that the solid exerts on the liquid F̂s→lr (Γ), this is,
F̂lr(Γ) = F̂
l→l
















where F̂ij′ is the force that atom j′ of the solid molecules exerts on atom i of the liquid. We may write








F̂ij(δ(r− qi)− δ(r− qj)) (3.28)
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we may express the difference of the Dirac delta functions in terms of a divergence Eqs.(3.29) by a
standard trick






δ(r− qj − εqij)− δ
∫ 1
0
dεqijδ(r− qj − εqi) (3.29)











dεδ(r− qi + εqij)
(3.30)
In this way, the time derivative of the momentum density Eq.(3.24) could be rewrite as:
iLĝ = −∇σ̂r + Fs→lr (3.31)
Where σ̂r is the total microscopic stress tensor of the fluid atoms, this is











dεδ(r− qi + εqij) (3.32)
In this way, we make the fundamental observation that the momentum density on the fluid Eq.(3.31)
has two components, one which is the force done by the fluid itself and that has the form of a divergence
of a stress tensor and another one due to the solid that cannot be expressed as the divergence of a
stress.
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Note that the total momentum, is defined in terms of the coarse-grained variables as
P̂T =
∫
ĝ(Γ)dr + P(Γ) (3.34)
and satisfies iLP̂T = 0 and is, therefore, a conserved quantity of the microscopic dynamics. We have
used that
∫
drσ̂ = 0 due to Gauss theorem and after neglecting surface terms that vanish, either at
infinity or due to periodic boundary conditions.
3.2.2.2. Exact reversible dynamics
We first considered the estimation of the reversible part of dynamic equations (vi(t) in Eqs. (2.25)) for
the case that the CG variables are Eq. (3.3). For the mass density we have:
∂tρ(r, t)|rev = Tr[ρtiLρ̂r] = −∇g(r, t) (3.35)
Where we used Eqs.(3.24) and the fact that the relevant ensemble average of ĝ(r, t) is precisely the
momentum density field gr. By following the same strategy, we obtain the reversible part of the
momentum density evolution the following equation:







We introduce the Galilean operator G that when applied to any phase function f changes its velocity
arguments from vi → vi + v(qi) for i a fluid particle, this is
Gf(q1, . . .qN ,p1, . . .pN ) = f(q1, . . .qN ,p1 +m1v(q1), . . .pN +mNv(qN )) (3.37)
Within any trace this is just a change of variables. Therefore, we have the property Tr[ρ̂f] = Tr[(Gρt)(G f̂)].
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where the chemical potential µ per unit mass has been introduced previously. The action of the Galilean
operator on the microscopic kinetic stress tensor is
GK̂r = K̂r + v(r)ĝr + ĝrv(r) + v(r)v(r)ρ̂r (3.39)




ρ(r)δ + v(r)v(r)ρ(r) (3.40)
where δ is the unit tensor. The last term Tr[ρtF̂r] in Eqs. (3.36) is computed in Eqs. (A.5) of the
Appendix A. By collecting (3.16), and, (3.41) and (A.5) into the momentum density equation (3.36),
we obtain













where we have used Eqs. (A.7) in the Appendix A and relation Eqs.(3.18). Finally, the reversible part
of the dynamics has the form
∂tρ(r, t)|rev = −∇g(r, t)












These reversible equations are exact as no approximations have been made so far. We qualify these
equations as reversible because if we compute the time derivative of the hydrodynamic functional (3.8)
which is minus the entropy of this level of description, it vanishes to zero identically.
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3.2.2.3. Markovian irreversible dynamics
While the reversible part of the dynamics Eqs (3.43) is exact, The irreversible part is approximate be-
cause we will assume a Markovian dynamics. Under the Markovian approximation in which the memory
kernel is assumed to decay in a time scale short as compared to the time scales of the hydrodynamic
variables, the irreversible dynamics is given by the term
∑
j Dijλj in Eqs. (2.28). Because the time
derivatives of ρ(r) and R are given in terms of fluid momenta and solid momenta respectively , which
are relevant variables themselves, the effect of the projection operator in (2.27) is simply QiLρr = 0
and QiLR = 0 resulting in a large simplification of the friction matrix. The irreversible part of the

































where we have used the relation of conjugate fields of the relevant variables λ Eqs.(3.9). The sum
over the continuum “index” r becomes an integral. The domain of integration of this integral is R3,
including the interior of the solid sphere. By using the relation (3.9) and the definition of relevant λg, λP
by Eqs.(3.12) that link the functional derivatives of the CG Hamiltonian with respect to momenta to












where the elements of dissipative matrix are defined using Green-Kubo formulae Eq.(2.29) and time
derivative definition in obtained Eqs.(3.33) and (3.31) as
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Note that momentum conservation implies that the gain rate of the total momentum of the fluid is
equal to the loss rate of the momentum of the particle
∫
driLĝr = −iLP (3.47)























which are manifestly Galilean invariant. By using Eqs. (3.31) and (3.33) and inserting the result in the
equation of motion (3.45) one obtains
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In these expressions we have introduced the following non-local transport coefficients: the viscosity
fourth order tensor ηrr′ , the coupling third order tensors Grr′ , Hrr′ and the friction second order






































These transport coefficients are state dependent, i.e. functions of the time dependent averages of the
relevant variables, through the dependence of the relevant ensemble on these averages.
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By collecting the reversible part of the dynamics Eq.(3.43) and the irreversible part Eq.(3.50) we obtain
the final dynamic equations for the relevant variables
∂tρ(r) = −∇ · g(r)
∂tg(r) = −∇ · g(r)v(r)− ρ(r)∇
δF
δρ(r)










where the free energy functional F [ρ,R] was introduced in Eqs.(3.15), the velocity field is v(r) =
g(r)/ρ(r), the fluid stress tensor Σ(r) is given in Eq.(3.51), and the irreversible force S(r) is given
in Eqs. (3.52). The equation (3.54) describe the non-local hydrodynamics of a simple isothermal fluid
coupled with the motion of an immersed structureless solid sphere.
3.3. Highlights
The main result of the current Chapter is the generalization of the equations of Equilibrium Density
Functional Theory for a simple fluid to situations in which the fluid may be moving around a solid
sphere in a non-equilibrium situation.
The Markovian assumption is the only approximation that has been taken into account for the
formulation of the general equations. This assumption neglects memory effects in the dissipative
part of the dynamics.
The equation for the evolution of the mass density field is just the continuity equation.
The equation for the momentum density field involves the usual convective term plus a term
involving the gradient of the functional derivative of the free energy. This term describes the
reversible coupling between the fluid and solid sphere. The viscous term ∇Σ(r) in Eqs. (3.54)
describes the internal friction of the fluid due to its self-interaction. This viscous term involving
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second derivatives is the usual viscosity term of the Navier-Stokes equations, which is here ex-
pressed in a non-local form. The use of non-local viscosities has been advocated recently in the
field of nano-hydrodynamics [120,121]. The fourth order viscosity tensor ηrr′ is given in terms of
the correlation of the fluctuations of the fluid stress tensor. Away from the walls, it is expected
that the viscosity tensor becomes fully isotropic and dependent only on the distance between the
points r, r′.
The surface force density S(r) involving the non-local transport coefficients Hrr′ , Grr′ , γrr′
describes the irreversible interaction between the solid and the fluid. These transport coefficients
contain the fluctuations of the force density F̂s→lr that the solid exerts on the fluid. This is the
force per unit volume that the atoms of the solid sphere exert on the liquid atoms that are
around the point r in space. Only for those points r that are near the surface of the solid this
force density will be different from zero. This means that the transport coefficients Hrr′ , Grr′ ,
γrr′ are highly localized near the solid surface. Because the interaction between solid and fluid
atoms is singular upon approaching distance, we expect that F̂s→lr will diverge as we approach
the solid boundary. These terms are responsible for transmitting the irreversible forces that the
solid exert on the fluid.
The force density and the stress tensor are assumed to vary in time in a time scale much shorter
than the typical time scale in which the mass and momentum density of the solvent, and the
position and momentum of the solid sphere particle appreciably changes. This separation of time
scales is at the core of the Markovian form of the evolution of the CG dynamics in the projection
operator technique. Whether the relevant variables selected actually comply with this separation
of time scales or not can only be assessed from the validity of the predictions of the resulting
theory as compared with actual simulations or experiments.
Chapter 4
Hydrodynamics in slit nanopores
4.1. Introduction
The DDFT theory presented in the previous chapter in Eqs. (3.54), could in principle describe the
complex hydrodynamics near structured walls, but it requires, accordingly, an extremely large amount
of information. On one hand, we need to have sufficiently good models for the free energy F [ρ,R]
that capture both, the structure of the fluid and also the interaction with the solid wall. On the other
hand, we need to know the transport coefficients which are, in general non-local, but most importantly,
tensorial in character. The Green-Kubo expressions Eqs. (3.53) correlate the different components of
the microscopic force that the solid exerts on the fluid, and the microscopic stress tensor, defined in
(3.27) and (3.32) respectively. The number of components of the tensorial kernels is very large. The
viscosity tensor ηαβα
′β′
rr′ , being a fourth order tensor has in principle 81 components, but the symmetry





rr′ are third order tensors and, on account of the symmetry of the microscopic stress
tensor, have 21 independent components, while the number of independent components of the second
order friction tensor γαα′rr′ is 9. Onsager reciprocity reduces the total number to 23 which is still a very
large number of components to consider.
In the present chapter, we will consider the theory under the approximation that assumes planar walls
(see figure 4.1). This is, the walls are assumed to be statistically planar and isotropic, i.e. invariant
under translations in the plane of the wall, and under rotations around an axis perpendicular to the
walls. By assuming that the kernels inherit these symmetries, we may reduce the number of kernels
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to just a few. The concept of “surface” is subtle from a microscopic point of view. In fact, the solid is
made of point particles that act like centers of force for the fluid particles. In Fig. 4.1 we show a 2D
cartoon of planar wall as an approximation to a sphere of infinity radius. The wall, if represented by
the contour lines of the potential of interaction between solid and liquid atoms is not “planar” at all,
despite of the planar location of the solid atoms. It is obvious that planarity or, more generally, shape
of a solid is, from a microscopic point of view, a statistical concept.
Figure 4.1: A slit pore from two large spheres
4.2. Planar isotropic walls
In this section, we consider the kernels (3.53) for the case of planar isotropic solid walls. The assumed
symmetry properties will help in reducing the number of components of the tensors involved. In par-
ticular, we will assume that both, the kernels Hrr′ , Grr′ ,γrr′ corresponding to the irreversible surface
force S(r) and the fourth order viscosity tensor ηrr′ are invariant under rotations around an axis per-
pendicular to the solid surface, and also under reflections from any plane perpendicular to the solid.
For crystalline surfaces or grooved surfaces, this assumption will obviously not be true and requires
the full tensorial description [122]. In those cases, one should use the symmetry groups that leave the
surface invariant in order to simplify the tensorial nature of the surface and viscous forces.
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These assumed symmetry properties reflect in two aspects, first on the functional dependence on r, r′
and second on the number of different independent components of the tensors. Actually, the kernels
(3.53) depend on two space points r, r′, which means that every kernel is, in principle a function of six
variables. This number is reduced under the symmetry assumption. For example, under the assumption
of isotropy, a scalar function invariant under rotations will satisfy
c(r, r′) = c(Rr,Rr′) (4.1)
Where R is any rotation matrix around the axis defined by the unit tensor n normal to the wall. The
general way of ensuring the above relation is by assuming that the dependence on r, r′ is, in fact, only
through the scalar products of the three vectors involved, which are n, r, r′. The scalar products are
r · n, r′ · n and r · r′. Therefore, the correlation will depend, in general, on these three numbers or any
other combination of them, like, for example, the horizontal distance between the two points
|(r− r′)− (r− r′) · nn| (4.2)
In summary, if we select the axis x, y along the solid wall and the axis z perpendicular to the wall, the
position dependence of any tensor that depends on r, r′ and is invariant under a rotation over the axis
n will be a function of the three variables z, z′, (x− x′)2 + (y − y′)2.
A tensorial function will become under the isotropy assumption a function of these three variables and
will be a linear combination of the invariant tensors formed out of the vector n and the unit tensor δ,
in numbers depending on the rank of the tensorial function. For future reference, it is convenient to
introduce the following two symmetric second order tensors
Tαβ ≡ δαβ − nαnβ
Nαβ ≡ nαnβ
(4.3)
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where t1, t2 are unit vectors tangent to the surface and mutually orthonormal. We take the convention
that t1 × t2 = n, t2 × n = t1, n× t1 = t2. Therefore, the tangential projector T becomes














4.2.1. The friction tensor
The assumption of isotropy implies that the second order tensor γrr′ is a linear combination of the






Therefore, in this isotropic approximation, from the nine components of the friction tensor only two
of them are independent and different from zero. The Green-Kubo expressions for these independent
and non-zero components γ⊥rr′ , γ
||
rr′ of the friction tensor are obtained by multiplying the tensor γrr′
with T and N and by taking its trace. We obtain






[t1 · γrr′ · t1 + t2 · γrr′ · t2]
(4.8)
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As we know the Green-Kubo expression for γrr′ given in (3.53), the above expressions provide the


































We omit the label s→ l in the force density that the solid exerts on the liquid in order to alleviate the
notation.
4.2.2. The slip tensor
Consider the third order tensor Grr′ which is symmetric with respect to its last two indices, i.e.
Gαβγrr′ = G
αγβ
rr′ , because the microscopic stress tensor appearing in the Green-Kubo formula Eq.(3.53)
for G is symmetric. The third order tensor G is assumed also to be invariant under a rotation around
n and inversion around any plane containing n. In the appendix B.1 we show that the most general
third order tensor fulfilling the above symmetries has the following structure (we do not display the





+ G(2)nαTβγ + G(3)nαnβnγ (4.10)






We may now use Eqs. (3.53) in order to find Green-Kubo expressions for these kernels,
















































where we have defined
F̂ (x,y) ≡ t(1,2) · F̂
F̂ z ≡ n · F̂
σ̂(x,y)z ≡ t(1,2) · σ̂ · n
σ̂zz ≡ n · σ̂ · n
(4.13)
Let us consider now the third order tensor H which is symmetric with respect to its first two indices, i.e.
Hαβγ = Hβαγ , because the microscopic stress tensor is symmetric. This tensor must also be invariant
under a rotation around n, because we assume that there is no preferred direction along the surface of
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4.2.3. The viscosity tensor
The fourth order viscosity tensor is assumed to be invariant under a rotation along the unit vector n

























In Ref. [123] a similar decomposition has been considered for the viscosity tensor. With the help of the





























By using the Green-Kubo expression (3.53) for the viscosity tensor, we end up with explicit microscopic


































































































(Qσ̂xxr (t) +Qσ̂yyr (t))Qσ̂zzr′
〉λ
(4.19)
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In summary, we will assume that the tensorial kernels have particularly simple expressions given by
(4.7), (4.10), (4.14), and (4.17), where the only non-vanishing components of planar wall are given
by the kernels which are expressed in terms of Green-Kubo formulae in Eqs. (4.9), (4.12), (4.16), and
(4.19), respectively.
4.3. The non-local hydrodynamics for parallel flow
In this Chapter, and for the rest of the Thesis, we will assume planar flows in which the velocity field
is invariant under translations in the x, y axes and depends only on the normal axis z. Obviously, these
planar flows can exists only if the geometry of the walls is planar itself. Two type of flows have this
form, perpendicular sound flows as in the case of a plane sound wave propagating in the z direction,
and parallel shear flows in which the velocity field is parallel to the walls, as in the case of shear flows.
In order to obtain some physical insight into the nature of the different kernels, we particularize the
fluid stress tensor (3.51) and the irreversible surface force (3.52) to the case of planar flows. We will
also assume that the mass of the walls is infinite and we do not need an equation of motion for them
(the walls are not moving V = 0), just for the sake of simplicity. A planar flow is invariant under
translations in the z, y directions. In this case, it makes sense to consider only two types of flows,
perpendicular flows of the form v(z) = (0, 0, v(z)) as in the case of a plane sound wave propagating in
the z direction, or parallel flows v(z) = (v(z), 0, 0) in which the velocity field is parallel to the walls,
as in the case of shear flows. A simplification arises when the flow field is planar itself, i.e. the velocity
only depends on the variable z′, v(r′) = v(z′). In this case, we only need to consider kernels that
depend only on the vertical distances z, z′. Let us see how this happens. Any term in the surface force





where the kernel now is defined as
a(z, z′) =
∫
dx′dy′a(z, z′, (x− x′)2 + (y − y′)2) (4.21)
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which, by a simple change of variable, is seen to be independent on x, y (periodic boundary conditions
are assumed in the x, y directions). The overlined kernels are plane integrated versions of the actual
kernels.
















the G(1), H(1) kernels are involved in the friction forces to the fluid due to gradients in the velocity
in the normal direction. On the other hand, the kernels G(2), H(2) do not appear for a flow invariant
along the wall direction. Therefore, these kernels are specific for these type of flows as,i.g, in the case
of a sound wave propagating in the direction of the slab and similarly at the case of perpendicular
flow, where G(3), H(3) are involved in the friction force.
The viscous force for parallel flow - The viscous force Svisc(r) that acts on the fluid is given in
terms of the divergence of the stress tensor








For the case of parallel flows we repeat the arguments made for the irreversible surface force, and we
obtain that this viscous force depends only on the z component of r and, therefore, we have
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The viscosity tensor takes the form







nαnγTβδ + nβnγTαδ + nαnδTβγ + nβnδTαγ
]
+ η(5)nαnβTγδ + η(6)Tαβnγnδ
(4.26)
and then, the required components are (note that Tαz = δαz − nαnz = 0, ∀α)
ηαzγz = η(3)nαnγ + η(4)Tαγ (4.27)


















In the planar flow configuration, the only required kernels are η(3), η(4). For a parallel planar flow
only η(4) appears, playing the role of a shear viscosity(see (4.30)). For a perpendicular flow η(3) is the





Once we have found the fluid stress tensor and the irreversible surface force for the parallel flow we
can rewrite the hydrodynamic equation from Eqs.(3.54) with the following assumptions:
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The mass of the walls is infinite and we do not need an equation of motion for the walls
The density field and the velocity field will have the following planar flow form
ρ(r, t) = ρ(z)
v(r, t) = (v(z, t), 0, 0)
(4.31)
this is, a time-independent density profile and a time dependent velocity field parallel to the wall
respectively.
Under these assumptions, the continuity equation is satisfied by the flow field and the convective term
in the momentum equation vanishes. The irreversible surface force has only a component in the z
direction Eq.(4.22), while the viscous force has also only a component in the z direction taken from
Eq.(4.22). The chemical potential term −ρ(r)∇µ(r) becomes a vector with only components in the





























The first equation determines the density field by requiring that the non-local chemical potential should
be constant across the channel. This is the usual equation in equilibrium Density Functional Theory.
Therefore, the density profile is not affected by the flow. In the present work we are not concerned
with the prediction of the density profile through the first equation (4.32) because this requires the
introduction of a suitable free energy functional. Although this is standard practice in the Density
Functional Theory literature, we are not interested now in the determination of the density profile. The
density field does not present important changes during mass transport at nanopores [2,88,95]. Here the
density profile is measured and not predicted. The second equation in (4.32) is an integro-differential
equation for the momentum density field. Recall that g(z, t) = ρ(z)v(z, t) and the velocity field does
depend on the density profile determined by the first equation. The equation for the momentum
equation is to be solved with an initial momentum density profile.
The hydrodynamic Eqs. (4.32) is a particular case of the general equation (3.54) to the planar flow
geometry under the further approximation of smooth isotropic planar walls. They should be useful for
the prediction of the evolution of observables that are not sensitive to the undulating structured details
of the solid wall.
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4.4. Galerkin discretization of the continuum equations for a slit na-
nopore
In order to validate the mesoscopic theoretical model presented at previous Chapter, we will need to
follow three consecutive steps. In the first step, we will conduct equilibrium MD simulations in order
to measure the memory kernels η(r, r′), G(r, r′), H(r, r′), γ(r, r′) from equations (4.9), (4.12), (4.16),
and (4.19) respectively. This process will be presented in the next Chapter. In a second step, we will
define a numerical solution of hydrodynamic model Eqs. (3.54) for a planar wall flow. This step will be
performed in the current section. In a third step, we will validate the theoretical model by comparing
the time evolution of the momentum density profile of theoretical simulated results of the numerical
solution of the hydrodynamic equation and the MD simulation results obtained for the planar flow
in a slit nanopore. This will be presented Chapter 6. All these steps require the discretization of the
fluid slab into bins. In this Chapter, we present a standard Galerkin discretization for the continuum
hydrodynamic equation (3.54). The process will provide us with explicit microscopic forms for the
non-local transport coefficients that can be evaluated with MD.
The system that we consider is composed of two planar walls of solid (simple cubic unit cell of atoms)
and a fluid in between (See figure 4.2). This configuration has been used frequently to study the mass
transport and momentum transport at nanopores in the last two decades [25, 28, 88, 124]. The size of
pore is defined by the distance between the position of the last atom layer of the bottom wall and first
atom layer of top wall. Under the assumption of the translation invariance along the x and y axis, we
can divide the system in layers parallel to the planar walls. The box length Lz is divided in Nbin bins
labeled with an index µ (see Fig. 4.2). The bins are separated by Nbin nodes (actually, nodal planes)
located at zµ = (i−1)∆z, i = 1, · · · , Nbin with ∆z = Lz/Nbin. We carefully distinguish between nodes
and bins (nodes are points in the z axis, while bins are the segment of volume between these nodes)
see figure 4.2b.
It will become apparent that the mass, momentum, and force densities are defined at the nodes, while
stress tensor is defined at the bin. Each bin is a layer of dimensions Lx, Ly,∆z. We introduce the
characteristic function of the bin χµ(r) that takes the value 1 if r is in the bin and zero otherwise. Its
explicit form is given by the unit function.
χµ(r) = θ(zµ+1 − z)θ(z − zµ) = χµ(z) (4.33)
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(a) (b)
Figure 4.2: Visualization of the physical system (left) and a scheme of the 1D discretization approach
(right)
where θ(x) is the Heaviside step function, zµ+1 is the position of the upper boundary of the bin, and
zµ is the corresponding position of the lower boundary of the bin. The node µ is located at zµ. The set




χµ(r) = 1 (4.34)
The volume integral of the characteristic function gives the volume Vµ of the bin (4.35).
∫
drχµ(r) = Vµ = LxLy∆z (4.35)
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We plot in Fig. 5.3a the basis function ψµ(z) of node µ and the characteristic function χµ(z) of bin
µ. With these basis function, we define the force, mass and momentum density fields of each node
µ = 1, · · · , Nbin. In Fig. 4.2b we show a schematic representation in which we define Nbins and N + 1
nodes. To avoid the different number of bins and nodes during the kernel estimation and the numerical
solution, the central node is eliminated and the central bin has a width of 2∆z. The space averages
with the basis function of the corresponding fields are:
m+1 m m-1 
m 
cm ym 


























70 4 Hydrodynamics in slit nanopores
Note that the integral of the basis functions ψµ(r) gives also the volume of bin µ, this is
∫
drψµ(r) = Vµ (4.39)
The kernel coefficients that have one of the indices at the first and/or last nodes, i.e. µ1 and µNbin ,
will be taken as zero because these bins are inside the solid.
4.4.1. Discretization of the continuum momentum equation
In order to solve numerically the mesoscopic equation of momentum density field Eq.(refequation:12-
C5), we need to discretize it. Under the assumption of translation invariance along the x, y direction,
the planar flow, and the use of the kernel definition in Eqs. (4.20) and (4.21), we can rewrite the





















Our aim is to construct from the continuum field g(t) Eq. (4.40) a set of discrete variables g(t) =
(g1(t) . . . gµ(t) . . . gM (t)) defined at the nodes. To achieve this goal, we need to implement a new basis
function δ(r) ≡ {δµ(r), µ = 1, · · · ,M}, where the functions are localized around the node point rµ.




We use a standard Galerkin finite element method that uses as basis functions for discretization the
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In the Galerkin method, we take the time derivative of the discrete momentum density in (4.37), use
Eqs. (4.40) and assume that the velocity field in the right hand side of the equation is well approximated










Note that for nodes inside the solid, the density vanishes, leading to a potential problem in (4.44) as
we are dividing with respect to ρν . However, for the first bin for which there are no fluid particles, and





































































where we have performed integration by parts in order to bring the derivatives to apply to the basis
functions. We now consider each term within square brackets. The first one is, after using the expression





































where we have introduced the discrete kernels as












































































(1)(r, r′)ψν(r′) = G(1)νµ (4.51)
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where the momentum is given in (4.44). The unknowns in Eqs. (4.53) are the M variables gµ, µ =
1, · · · ,M . When solving for the first node gµ with µ = 1, we will need the terms η(4)0ν which correspond
to the non-existent bin µ = 0. The same problem occurs at node M as we will need η(4)M+1ν for the bin
M that does not exist. The terms η(4)0ν , η
(4)
M+1ν will be taken as zero, because for the bins near µ = 0
and µ = M + 1, which are inside the solid, there is no fluid and the corresponding kernels vanish.






























where we have used Onsager reciprocity. In this form, the dynamic equation reflects the structure
involving zero-th, first and second derivatives of the velocity, in discrete form and look like a finite
difference discretization of the continuum equations (4.32). The linear equation (4.54) can be written
compactly in matrix form as
∂tg(t) = −M ·R−1g(t) (4.55)
where g is an M -dimensional vector with components gµ, R is an M ×M matrix with components
given by Rµν in (B.18), and M contains the information about the non-local transport coefficients and
























It can be further written in compact form as
M ≡ V
[
FTηF− gF− FTh + γ
]
(4.57)
Where theM×M matrices η,G,H,γ have components ηµν ,Gµν ,Hµν , γµν and the F is the bi-diagonal
forward finite difference operator.





−1 1 0 · · · 0
0 −1 1 · · · 0
...
. . .
0 · · · 0 −1 1
0 · · · 0 0 −1

(4.58)
The discrete equation (4.55) with (4.57) neatly reflects the same structure as the continuum equation.
There is, however, a subtlety due to the finite width of the bins that we select. Typically, the bins
will be smaller than the density correlation length in such a way that we will be able to resolve the
density oscillations near the walls. However, we do not choose infinitely thin bins, and discretization
errors are expected in the process. In particular, we have noticed that by using the forward difference
operator (4.58), the form of the matrix M for bins near the lower wall and bins near the upper wall is
not identical. This would mean that the effect of one wall on the flow is different from the effect of the
other wall. This is entirely a discretization artifact that traces back to the approximation (4.43) and





0 1 0 · · · 0
−1 0 1 · · · 0
...
. . .
0 · · · −1 0 1
0 · · · 0 −1 0

(4.59)
In terms of centered difference operator, the matrix M takes the form
M ≡ V [−CηC− gC + Ch + γ] (4.60)
The matrix M is symmetric because G = HT , on due account of Onsager reciprocity. It is also positive
semi-definite. One way to see this is by writing (4.60) in the super-matrix form





 = VDTMD (4.61)
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The matrix D has dimension 2M ×M while the matrix M has dimensions 2M × 2M . The matrix
M is positive semi-definite if and only if the matrix M is positive semi-definite itself. By using the
Green-Kubo expressions for the transport matrices η,G,H,γ it is easily seen that this needs to be true
because the contraction of the 2 × 2 block matrix with an arbitrary vector leads to the time integral
of an autocorrelation function. Such integral is always positive as ensured by the Wiener-Kinchine
theorem. The semi character of the matrices arise due to the fact that inside the solid walls the kernels
vanish, leaving a band of zeros in the matrices η,G,H,γ. If these bands are eliminated (this is, only
the interior of the fluid is considered) the resulting matrices are strictly definite positive.
4.4.2. Molecular expressions for the discrete kernels
The discrete kernels Gµν , Hµν , γµν , ηµν introduced can be computed microscopically once we use mi-
croscopic forms given in Eqs. (4.9),(4.12),(4.16), and (4.19). We introduce the discrete force of node µ












σ̂r = K̂µ + Π̂µ
(4.62)
Note that, while the force is discretized with the basis function ψµ(r), the stress is discretized with the
characteristic function χµ(r). The force density that the solid exerts on the fluid in node µ is given by


















For the microscopic stress tensor case(3.32), it contains two contribution the kinetic part(Molecular
kinetic contribution) and the virial part (Pairwise force contribution). As the kinetic part of the stress
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The virial stress is slightly more subtle to bin, because the stress is located in the line joining two
particles and a binning of the virial part needs to take into account this fact [123, 125]. We introduce










































dzθ(zµ+1 − zi + z)θ(zi − zµ − z)
(4.66)




[(zj − zµ)θ(zµ+1 − zj , zµ − zj)
− (zi − zµ)θ(zµ+1 − zi, zµ − zi)
− zj − zµ+1)θ(zµ+1 − zj)
+(zi − zµ+1)θ(zµ+1 − zi)]
(4.67)
where θ(a, b) takes the value 1 if both a, b > 0 and zero otherwise. Note that Zµ(i, j) = Zµ(j, i). If
both particles are within the bin, then Zµ(i, j) = 1. If the line joining the particles does not cross
the bin (for example, zi, zj < zµ) then Zµ(i, j) = 0. If both particles are outside the bin, but the line
joining the particles crosses the bin (for example, zi < zµ, zj > zµ+1) then Zµ(i, j) =
zµ+1−zµ
zj−zi . Finally,
if one particle is in the bin, and the other outside (for example zµ < zi < zµ+1, zj > zµ+1) then
zµ(i, j) =
zµ+1−zi
zj−zi . In summary, Zµ(i, j) is the fraction of the segment of the vertical distance between
particles i, j that happens to be within the bin µ see Fig. 5.3b.




rj rj+1 rj+2 
zm 
m-1 m m+1 
Figure 4.4: Geometric factor Zµ.
Finally, the discrete stress tensor of bin µ is given microscopically by












Refs. [123,125] have considered the definition of local pressure following similar lines. The partition of
unity (4.34) property implies also that
∑
µ
Zµ(i, j) = 1 (4.69)
As can be seen from the previous definition (4.66)together with the partition of unity (4.34) ensures






σ̂µ = σ̂T (4.70)
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where the total fluid stress tensor of the system is defined in the usual way (Eqs. 4.71) and the total














The Green-Kubo expressions for the transport coefficients are given in terms of the correlations of
the so called projected currents that are given by the Kawasaki-Gunton projection acting on the time
derivative of the relevant variables. These projected currents are given by the fluctuations iLA(Γ, t)−
〈iLA〉 of the relevant variables minus an additional term that subtract additional systematic parts
in these fluctuations due to the fluctuation of the relevant variables themselves. In this section we
compute explicitly the form of the projected currents, first at the continuum and then in a discretized
form.
We consider the explicit form of the projected currents QtiLA for the relevant variables. The projector
as defined in (2.27) gives rise to the following two projected currents QtF̂s→lr and Qtσ̂r. These are
given explicitly by
































































Under the assumption that the solid particle is sufficiently large, the actual values R̂,P̂ of the micros-
copic functions will not differ too much from its average values, and the corresponding terms in (4.72)
and (4.73) may be neglected. The projected currents become
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and
Qtσ̂r = σ̂r − Tr [ρtσ̂r]−
∫











Let us start with the projected current of force (4.74), that requires the average with the relevant







= Tr[Gρt′GF̂s→lr ] (4.76)
Because the force does not depend on velocities, the Galilean operator does nothing on it. Therefore,





















which does not depend on the momentum of the fluid (because none of the conjugate variables does).
Note that the average of the force density that the solid exerts on the fluid does not depend on the
momentum variable, and the last term in (4.74) vanishes. The action of the projector on the microscopic
force takes the form


















































where δρ̂r′′ = ρ̂r′′(Γ) − ρ(r′′). We have neglected terms that involve the functional derivative of λR
and λP because they accompany fluctuations of R and P which are assumed to be negligible. Now we
need to evaluate the functional derivative of the chemical potential with respect to the number density
field. This can be achieved by noting that whose derivatives are given by
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δ
δµ(r)
ln Ξ[λ] = βρ(r)
δ2
δµ(r)δµ(r′)











Therefore, the projected current (4.78) is










dr′′(ρ̂r′ − ρ(r′, t))〈δρ̂r′δρ̂r′′〉−1〈δρ̂r′′F̂s→lr 〉 (4.83)
Let us now move to the projected current Qtσ̂r, we have:
Qtσ̂r = σ̂r − Tr [ρtσ̂r]
−
∫










= σ̂r − Tr [ρtσ̂r]
−
∫


























= σ̂r − Tr [ρtσ̂r]
−
∫
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where we have decomposed the kinetic and virial parts of the stress tensor and used (3.41). The ideal
part and the virial part are independent of momentum variables, the latter because the virial stress
tensor Π̂r does not depend on velocities of the particles. The only term that depends on momentum
is the convective term. Therefore







































































− (ĝβr − gβ(r, t))vα(r) + (ĝαr − gα(r, t))vβ(r)
−
∫













By following identical steps as in case of the projected force, we will now have finally the projected
current Qtσ̂r.











dr′′(ρ̂r′ − ρ(r′, t))〈δρ̂r′δρ̂r′′〉−1〈δρ̂r′′Π̂
αβ




Under the approximation that the system is close to equilibrium, the relevant ensemble is very similar
to the equilibrium ensemble, and we may take v(r, t) ' 0 and ρ(r, t) ' ρeq(r) leading to a simplification
of the above expressions. We can now write down the equivalent discrete expressions that are used in
the actual simulations
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QF̂s→lµ = F̂s→lµ − 〈F̂s→lµ 〉eq −
∑
νν′
(ρ̂ν′ − ρeqν′ )〈δρ̂ν′δρ̂ν〉
−1
eq 〈δρ̂νF̂s→lµ 〉eq
Qσ̂αβµ = σ̂αβµ − 〈σ̂αβµ 〉eq −
∑
νν′




that will be written as
QF̂s→lµ = F̂s→lµ − 〈F̂s→lµ 〉eq −
∑
ν
CFµν(ρ̂ν − ρeqν )
Qσ̂αβµ = σ̂αβµ − 〈σ̂αβµ 〉eq −
∑
ν
Cαβµν (ρ̂ν − ρeqν )
(4.89)
The last term in equation 4.89 subtract the effects of systematic density fluctuations on the fluctuations



























corresponding to the axis







vanishes if the axis are
α 6= β or α, β = x, y. Therefore, in order to compute any memory kernels in (3.53), we will not need
to compute the projected currents along this axis. Note that it is necessary to compute the projected
currents for the kernels α⊥, G(3), H(3)η(3), η(5), η(6) (4.19)as will be seen in 5.16 where a comparison
between the non-local kernel matrices with and without kernels projected currents is done.
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4.6. Local hydrodynamic theory
While the density field is strongly structured near a solid wall, the velocity field is smooth. This suggest
that we may consider a local approximation in which the kernels are assumed to be very short ranged
in the scale of variation of the velocity and can be approximated as proportional to the Dirac delta
function δ(z − z′). For example
η(4)(z, z′) ' η(4)(z)δ(z − z′)
G
(1)
(z, z′) ' G(1)(z)δ(z − z′)
H
(1)
(z, z′) ' H(1)(z)δ(z − z′)
γ||(z, z′) ' γ||(z)δ(z − z′)
(4.91)












































− γ||(z)v(z, t) (4.93)
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The coefficient ηµ has dimensions of viscosity (while the viscosity kernel η
(4)
µν has dimensions of viscosity
per unit volume) and will be referred to as the local shear viscosity of bin µ. The microscopic expression

























In situations where we have translation invariance as for example, no walls and periodic boundary
conditions, or in the bulk region away from solid walls, the local viscosity ηµ is the same for all µ. By



















dt 〈Qσ̂xzT (t)Qσ̂xzT 〉
(4.98)
As discussed later, the effect of the projector Q for this particular transport coefficient is as if it was
not there. Therefore, (4.98) is the usual Green-Kubo result for the shear viscosity.
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4.7. Highlights
In this Chapter, we have particularized the general theory of Chapter 6 to the case that the geometry
of the system is planar and only planar flows are present in the system.
For planar walls, the isotropy of the wall implies a large reduction of the number of independent
components of the non-local transport coefficients. When we further restrict ourselves to planar flows,
only three non-local coefficients enter.
The resulting 1D integro-differential equation for non-local hydrodynamics is discretized with the
help of a Galerkin method. As a result, explicit Green-Kubo expressions for the discrete non-local
transport coefficients emerge. These discrete objects are now computable in MD simulations, while
their continuum counterparts are not. Note that in the discrete case, each bin contains many particles,
whereas in the continuum limit the probability of finding a particle in a single point (instead of a
region) is vanishingly smal. Therefore, it makes no sense to compute in MD the force density due to
the solid on a single point.
Chapter 5
Computing the non-local transport
coefficients from MD
The objective of the present Chapter is to estimate the transport coefficients that govern the mass
and momentum fields in nanopores with planar walls. As it has been shown in Chapter 5, the memory
kernels of the system are defined by the time correlation of projected currents involving the stress tensor
σµ(Γ) of the bin µ and the force density Fµ(Γ) on the node µ. In order to reach this objective, first we
need to simulate with Equilibrium Molecular Dynamics (EMD) the temporal evolution of the system
and record phase space trajectories Γ(t). From this microscopic trajectory, the evolution for both the
stress tensor and force with Eqs. (4.63) and (4.68) will be computed. Finally we compute the spatio-
temporal correlation functions that define the non-local memory kernels used in the hydrodynamics
equations (3.54) of relevant variables (See Fig. 5.1). We consider in this Chapter all the non-local
transport coefficients that can be computed in a planar wall geometry. Not all these coefficients will
be used later on in the present Thesis, but we present the results for the sake of completeness. Some
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Figure 5.1: Schematic representation of the process of simulations.
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5.1. Simulation details
EMD - Simulation of confined methane fluid molecules at 300 K of temperature have been performed.
Two rigid layer of a simple cubic lattice with lateral dimensions of 13.6nm× 13.6nm have been build.
Each of them contain 9600 carbon atoms separated by a slab with a width between 5nm (measured
from center to center distances between carbon nuclei of the first layer of wall atoms). The slab is filled
with 9006 methane atoms, corresponding to a reduced density of ρ∗ = 0.41. All interactions are of the
Lennard-Jones(6-12) type with cutoff radius of 2.5σ. The Lennard-Jones coefficients for methane and
carbon interaction are summarized in the table 5.1. The standard Lorentz-Berthelot combining rule has
been used to find the cross interactions between methane and carbon. Periodic boundary conditions
are considered in the three dimensions.
Table 5.1: Lennard-Jones coefficients used in the molecular dynamics simulation
L-J parameters
Atom σLJ (nm) εLJ (kJ/mol)
CH4 CH4 0.381 1.2314
C - C 0.34 0.2328
C* - C* 0.34 1.2314
C - CH4 0.3605 0.5354
C* - CH4 0.3605 1.2314
The molecular dynamics simulations have been done with the computational package LAMMPS [126].
The fluid atoms have been prepared in an initial random configuration with the desired number of atoms
to obtain the prescribed fluid density. The fluid has been equilibrated to the desired temperature under
the action of NVT ensemble with Nose-Hoover thermostat for a time span of 1 ns with step time of 1
fs. The total force in the wall atoms is removed during integration runtime in order to have rigid walls.
The discretization of the force Eqs. (4.63) and stress tensor (4.68) has been done by coding our own
LAMMPS module. Additionally, the components of the total stress tensors and solid-fluid force have
been calculated by compute_stress_atom and compute_group_group LAMMPS modules respectively
to validate the stress tensor and force estimated by us. The equation (4.70) has been used to validate
(to machine precision) the calculation of discretized stress tensor made with our own LAMMPS code.
The m, ε, σ parameters for carbon have been chosen as units. The simulation domain is divided in
64 layer in the normal direction (axis z) with constant width of δz = 0.254σ for a pore width of
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5nm. The width of the bins is small enough to consider the stress tensor independent of the number
of bins used [38, 39]. The region of the walls are also binned, therefore the first and the last bins
are inside the solid region without fluid particles. After the equilibration, a production run of 54 ns
is performed, the fluid atoms advanced in time using the Verlet integration algorithm (NVE) with
a time step of 1 fs. The data has been recorded every 150 ps to estimate the phase functions Eqs.
(4.63), (4.68). Subsequently, time correlation of non-local kernels Eqs. (4.9), (4.12), (4.16), (4.19) are
computed. 360 identical simulations are performed with initial velocities of particles drawn from a
Maxwell distribution with different seeds. These have been used to compute the equilibrium average
of the kernel correlations and mean values of CG relevant variables.
5.2. EMD Average profiles
In the production phase, we have averaged the mass density ρµ, plotted in Fig. 5.2a, the three compo-
nents of the fluid velocity, plotted in Fig. 5.2b, the six components of the discrete fluid stress tensor
for fluid atoms σµ defined in Eqs. (4.68), plotted in Fig. 5.3, and also the three components of the
discrete force density that the solid exert on the fluid atoms F s→lµ defined in Eqs. (4.63) in each bin µ,
and plotted in Fig. 5.3.
The density profile displays the typical layering of a dense fluid near a wall. This is a generic phenomena
due to interaction between the fluid and the solid wall and the hard core repulsive interaction of the
liquid atoms that is observed in different experiments and simulation [2, 38, 39, 88]. For low density
fluid in the gas phase this layering is known as adsorption. Adsorption is generally significant only at
micro and mesopores where the pore width is between 0 to 20 nm) [127].
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Figure 5.2: EMD simulation profiles CH4 (fluid methane) (solid carbon) at 300K and ρ∗ = 0.41 .
Left is for the density field, right for the velocity field.
It is expected that the layering produces oscillations due to correlations between the stress tensor and
force friction at the normal direction of the wall z. We will refer to the central region of the system,
for bins with 24 ≤ µ ≤ 40 where the density profile becomes independent of the position of the slab as
the bulk region of the fluid (See Fig. 5.2a) where it is possible to define the thermodynamic reference
point (ρ∗ = 0.41 and T ∗ = 10.71). The average velocity is essentially zero in each bin because the
velocity is fluctuating around to zero in all direction, as can be seen in Fig. 5.2b. A fluctuation around
of 5× 10−3 has been found for the tangential components, which is three orders of magnitude smaller
than the thermal velocity v∗ = 4.89 corresponding to the temperature T ∗ = 10.7.


































































































































Figure 5.3: Equilibrium averages for total stress tensor (up left), the diagonal components of the virial
contribution to the stress tensor (up right), the diagonal components of the kinetic contribution to
the stress tensor (down left), and the three components of the force that the solid exerts on the fluid
(down right). In all cases the density field is plotted in green, for comparison and the quantities are
presented in reduced unit.
.
The components of the average of the stress tensor are shown in Fig. 5.3a. The σxx and σyy components
are identical by isotropy and present a reciprocal relation with the mass density layering. This is because
the kinetic contribution to the stress tensor Eq.(3.32) is directly proportional to the density field. The
normal component of stress tensor σzz is identical to the σxx and σyy components the bulk region of
nanopore, but near the walls σzz 6= σxx = σyy. The virial and kinetic contribution of the stress tensor
are shown in Figs. 5.3b and 5.3c respectively. All kinetic components are isotropic along the width of
nanopores, in agreement with the equipartition theorem that states that the thermal kinetic energy
average per particle in each bin should be equal to
√
3kBT
m = 4.89. Therefore the anisotropy between
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the tangential and normal components of stress tensor is only due of virial contribution.
The stress tensor σzz goes to zero as we approach the solid wall, because its definition includes only
fluid atoms. An important result that allows us to screen for possible errors in the code is mechanical
equilibrium. This property can be derived from the exact microscopic expression for the rate of change











because 〈iLĝµ〉eq = 0. We have checked that mechanical equilibrium is exactly satisfied. This is, finite
difference derivative of the black curve in (a) coincides with the black curve in (d) in Fig. 5.3. The
off-diagonal stress components are phase space function that fluctuate around zero.
The friction force is only different from zero in the 9 bins closer to walls as shown in Fig. 5.3d. The
normal force component Fz presents a shape similar to a Lennard-Jones force with a repulsion region
near of walls, followed of attractive region. The normal force is directly related with density structure
as shown at Fig. 5.3d. The tangential force components Fx, Fy have zero average at equilibrium.
5.3. Time correlations through Fourier transforms
The time correlation functions have been estimated from recorded data during 150 ps of MD simulation.
The cross-correlation, Fourier convolution, and Fourier autocorrelation theorems have been implemen-
ted to calculate the time correlation functions (TCF). The Fourier convolution theorem establishes
that if f(x) has the Fourier transform F (s) and g(x) has a Fourier transform G(s), then f(x) ∗ g(x)
has the Fourier transform F (s)G(s), therefore, the convolution of two functions means multiplication












f(τ)g(t− τ) exp−i2πts dudx
(5.3)
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And finally the Fourier autocorrelation theorem establishes that if f(x) has the Fourier transform F (s),
then its autocorrelation function
∫∞
−∞ f
∗(u)f(u + t)du has the Fourier transform |F (s)|2, this is, the
autocorrelation is the Fourier transform of the power spectrum. Therefore, first we found the Fourier
transform of the temporal hydrodynamic functional signals A(t) from MD simulation and estimated
the TCF as the inverse transform of the product of the functions in Fourier space.
Simpson’s rule has been used to integrate numerically the time correlation functions over a span time
of 5 ps. In the first stage, an average over 15 ns of data have been taken to estimate the dynamic
correlation of density Eqs. (4.89) and projected current matrices. In the second stage, an average over
54 ns simulated time have been taken to estimate projected kernel correlations. We discuss the results
in what follows.
5.4. C matrices
Density covariance - As has been shown in Sec. section 4.5, the density covariance matrix is defined as
〈δρ̂µδ(t)ρ̂ν′〉eq = 〈ρ̂µ(t)ρ̂ν′〉eq − 〈ρ̂µ〉eq〈ρ̂ν〉eq (5.4)
This correlation is necessary in order to obtain the projected current signals of force QF (t) and stress
tensor Qσ(t) needed in the calculation of the TCF. Fig. 5.4a displays the equilibrium density-density
correlation matrix. The density-density correlation is strongly diagonal in space, where the greatest
contribution comes from the autocorrelation µ = ν. The density correlation vanishes if the indices µ, ν
are within the first or last six bins, because there is no fluid inside the solid. An oscillatory structure
is found close to the diagonal that decays to zero when we move away from the diagonal. It reflects
the typical oscillations of the radial distribution function of fluid atoms.
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Figure 5.4: a) Density covariance matrix. b) The time-correlation function cµ(t) of the density fluctua-
tions at different bins defined in Eq. (5.5). The plotted times are t = 5, 25, 45, 65, 85× 10−3ps (curves
in descending order)
We investigate now the dynamic behaviour of the density field by considering the time correlation








Which is an average over essentially identical correlations for the bulk of the channel. The correlation
of density cµ(t) is plotted in Fig. 5.4b. Quite interestingly, the time evolution of the correlations of
the density does not show any wave-like behaviour and it is essentially a diffusive decay towards zero.
At this small scales (bin width ' 0.25σ), the sound is not propagating at all but rather it evolves in
an overdamped way. Recall that, according to macroscopic hydrodynamics, a density mode evolves as
ρk ∼ exp{−Γk2t} cos cskt where cS is the adiabatic speed of sound and Γ is the sound attenuation
coefficient, given by Γ = a(γ − 1)/2 + b/2 with a = λ/ρCP , where λ is the thermal conductivity, ρ is
the density, CP the γ = CP /CV is the ratio of specific heats, and b =
ηL
ρm
where ηL is the so-called
longitudinal viscosity ηL =
3
4
η+ ζ,with η is the shear and ζ the bulk viscosities, respectively [128,129].
Therefore, the length scale below which sound is no longer propagating is ϕ = (Γcs)1/2 with an
approximate value of ϕ = 92.8nm at T=300K and ρ∗ = 0.41. All fluid properties necessary to estimate
the sound length propagation have been taken from the database for fluid properties REFPRO-NIST.
This length scale is two orders of magnitude larger than the pore size considered in the current work.
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We conclude that the observed overdamped evolution of sound is due to the small length scales probed
in this system.



























































































Figure 5.5: Equilibrium correlation between the density of bin ν with the stress and force density of
bin µ.
Figs. 5.5a-5.5b present the density-force equilibrium correlation for different nodes µ, ν. The equilibrium






present a singularity structure close to the wall






and 〈δρµδF yν 〉
present a oscillating structure around zero along the density with large space correlation of density.
However the normal force component is two orders of magnitude larger than tangential components
and we expect that the density-tangential force correlation vanishes.
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The equilibrium correlations of stress tensor-density 〈δσαβµ δρν〉. Fig. 5.5c and 5.5d present a strong
diagonal structure, where the autocorrelation is much larger than cross correlations. The T-T stress
components present a oscillating structure that decay to zero as we move away from space the diagonal.
This may be attributed to the dependence on the density. The N-N stress component was mainly
diagonal with an important correlation for the bins close to walls
CFx





















































































Figure 5.6: C-matrices defined in Eq. (4.90): (a) CFxµν , (b) CFzµν , (c) Cσxxµν , and (d) Cσzzµν
The density-density, the force-density, and the stress-density equilibrium correlations have been used
to calculate the C-matrices (CFµν and C
σαβ
µν ) via a simple matrix operation between themselves. The
C-matrices are presented at Figs. 5.6. The C-matrices contain the necessary information to subtract
the slowly varying density fluctuations in the projected currents that enter the Green-Kubo transport
coefficients.
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Finally, the projected currents of force and stress tensor have been used to estimate the transport
coefficients of the fluid in between the two planar walls mimicking a slit nanopore. The non-local
Green-Kubo kernels Eqs. (4.9), (4.12), (4.16), (4.19) have been estimated from EMD signals. The time
correlation functions TCFµν for all bin combinations, providing N ×N matrices have been estimated
for the three friction coefficients γ, six slip coefficient G-H, and six viscosity coefficients η. A summary
of the computed time correlation functions are show in Figs. 5.7, 5.9, 5.13, 5.14, and 5.11. The general
result of non-local kernels of planar walls will be present in Figs. 5.8, 5.10f, and 5.15.
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5.5. Summary of non-local transport coefficients for a planar isotropic
wall







































































































































































The force appearing in these expressions is the force density Fs→lµ that the solid exerts on the fluid,
defined in Eq.(4.63).
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As it is apparent from this list, the number of correlations that we compute is very large, as we have
14 non-local transport coefficients and for each coefficient we have 64× 64 correlations that need to be
computed in principle, leading to a total of 57.344 different correlations. We can take advantage of the
symmetries of the upper and lower walls and compute a smaller number of correlations or, equivalently,
we can exploit the symmetries to achieve greater statistics in the results.
5.6. The friction tensor
We have computed the time-correlation function of the force density that the wall exerts on the fluid
in order to compute the six components of the symmetric friction tensor. The time correlations are
of the form 〈F̂αµF̂
β
ν (t)〉 and are labeled as (µ − ν) in Fig. 5.7. The first relevant observation is that,
because this force is cut-off at a finite distance, the corresponding friction matrices are concentrated
near the wall (at bins 8 and 57) and vanish beyond the cutoff radius of the potential of interaction
between solid and liquid atoms. In Fig. 5.7 we show the correlation of the different force components
of the bin µ = 8, with different components of consecutive bins ν = 8, · · · , 13. The correlations rapidly
decay with increasing distance µ − ν and vanish beyond ν = 14. Cross correlations of different force
components are essentially zero. Only the correlations of equal components of the force are different
from zero. The xx, yy correlations are identical and different from the zz correlations. Finally, note
that the z component of the force presents a very slow decay time.
The time integrals of the above correlation functions give the Green-Kubo transport coefficients for the
friction matrix. Recall that each element µ, ν corresponds to the correlation of the forces at different
bins. Because the force density of the solid on the fluid is concentrated near the wall, the friction tensor
has an almost singular structure near the bins µ, ν = 8 and µ, ν = 57, and it vanishes outside the seven
bins µ = 8 − 14 and µ = 46 − 51 near each wall. The tangential friction matrix γ||µν is smaller than
the normal friction matrix γ⊥µν because the latter involves the z component of the force which is much
larger than the x, y components, because the force highly repulsive near the wall, being responsible for
the impenetrability of the wall.




































































































































































Figure 5.7: Time correlation functions of the force density F̂αµ that the solid exerts on the fluid with
F̂ βν . The different correlations are labeled with (µ− ν).
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Figure 5.8: The two independent components of the friction tensor. At the left, the tangential com-
ponent γ||µν and at the right the normal component γ⊥µν .
5.7. The slip tensors
We consider in this section the time correlation functions entering the Green-Kubo expressions of the











µν with their Green-Kubo expressions given in Eq. (5.6) and they involve time co-





corresponding to H(1)µν (up left) is shown for a bin near the wall,
µ = 8 and consecutive bins ν. For 10 < ν < 13 the correlation is zero because of the short range nature
of the force F̂ν , and the fact that inside the solid there are no fluid particles. The correlation vanishes





corresponding to G(1)µν (up right) is shown for a bin near the wall, µ = 8
and consecutive bins ν. For ν > 12 the correlation is not zero in this case, because the fluid stress
tensor does not vanish in this case. The correlation vanishes at the origin, increases sharply and then
decays to zero in a slightly larger time scale around 1 ps. We observe that G(1)µν , for the bin µ = 8,





corresponding to H(2)µν (middle left) is shown for a bin near the
wall, µ = 8 and consecutive bins ν. For 11 < ν < 13 the correlation is zero because of the short
range nature of the force F̂ν , and the fact that inside the solid there are no fluid particles. The most
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relevant feature of this correlation is that is negative or positive, depending on the bin ν. This is due
to the fact that the normal component of the force density F̂3ν is itself positive or negative, as it has





corresponding to G(2)µν (middle right) is shown for a bin near the
wall, µ = 8 and consecutive bins ν. For ν > 12 the correlation is not zero in this case, because the
fluid stress tensor does not vanish in this case. The correlations are very long-lived in this case. Similar








involved in G(3)µν , and plotted in the lower row of Fig. 5.9.
A general trend seems to emerge from the observation these correlations, including the ones involving
the friction tensor. All the correlations that involve the normal force that the solid exerts on the fluid
are much long lived than those corresponding to the rest of correlations. The physical origin of this
effect is unclear, but its consequences on the validity of the Markov approximation may be important.
In the present Thesis, we will not consider flow situations in which transport coefficients with these
long-lived correlations are required.




µν (middle left), G
(2)
µν
(middle right), H(3)µν (down left), G
(3)
µν (down right) are shown in Fig. 5.10. The first overall observation
is that G(i)µν = H
(i)
µν which is due to the Onsager symmetry. The structure of these kernels consists on a
very thin stripe which is in the range of the force density that the solid exerts on the fluid, and a long
range spatial correlation in the space direction corresponding to the stress tensor. Note that the long
range in space nature of these non-local transport coefficients extends for distances in the middle of the
channel. This long range structure is due to the fact that the stress tensor, which is distributed along
the line joining the particles, gives correlations on twice the length of the range of the intermolecular
forces. For the present case, this range is around 10 bins, because the width of the bin is 0.25σ, and
the cutoff radius is 2.5σ.

























































































































Figure 5.9: Time correlation functions of the GK integrands of the transport coefficients H(1)µν (up
left), G(1)µν (up right), H
(2)
µν (middle left), G
(2)
µν (middle right), H
(3)
µν (down left), G
(3)
µν (down right). The
labels are for bins (µ− ν).
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Figure 5.10: The Green-Kubo transport coefficients H(1)µν (up left), G
(1)





µν (middle right), H
(3)
µν (bottom left), G
(3)
µν (bottom right).
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5.8. The viscosity tensor
The six independent components of the viscosity tensor given in Eq. (5.6) involve the correlations
of different components of the stress tensor. Some of these correlations are shown in Fig. 5.11. The
correlation 〈Qσxxµ (t)Qσxxν 〉 (first row, left) is identical to 〈Qσ
yy
µ (t)Qσyyν 〉 (not shown) by symmetry,
but it is different from 〈Qσzzµ (t)Qσzzν 〉 (first row, right). The latter shows marked oscillations that are
not present in the former. Fig. 5.11 presents results for the correlations of the stress tensor for bin
µ = 8 near the wall with neighbouring bins. Fig. 5.12 presents the same correlations for the bin µ = 32
that is in the bulk region in the middle of the channel. Qualitatively the shapes are similar, although
the time scales of the decay are larger in the middle of the channel.
The correlations of the off-diagonal components of the stress tensor are shown in the lower row, near
to the wall in Fig. 5.11), and in the center of the channel in Fig. 5.12). The general observation is that
the time correlations of the stress tensor do not show extremely long-lived correlations, although the
correlations of the normal components of the stress tensor in the middle of the channel 〈Qσzzµ (t)Qσzzν 〉
(second row, right) decay in the picosecond scale.
The correlations of stress are relatively long ranged in space, for reasons already discussed for the slip
tensor correlations. Indeed, given that the cutoff radius of the Lennard-Jones potential is 2.5σ, we
expect correlations in length scales up to 10 bins, because the width of the bin is 0.25σ. For example,
we may still detect correlations for the stress tensor component σxzµ for bin µ = 8 and σxzν for bin
ν = 18, as shown in Fig. 5.13 (down left).
In Figs. 5.13 and 5.14 we show the correlation functions entering the non-local transport coefficient
η(3) (top left), η(5) (top right), η(4) (middle left), η(6) (middle right), and the combination η(1) + η(2)
(down right). The GK integrands η(5) and η(6) show a rather long lived behaviour.















































































Figure 5.11: TCF of stress tensor components for bin 8.



















































































Figure 5.12: TCF of stress tensor components by the bin 32.






























































































































































Figure 5.13: TCF of viscosity kernels for flow around of planar walls 8 bin

































































































































































Figure 5.14: TCF of viscosity kernels of flow at the bin 32
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Figure 5.15: The GK viscosity coefficients equation (4.19) a)η(1) + η(2) b) η(1) + 3η(2) c) η(3) d) η(4)
e) η(5−6)
The time integral of the previous correlations give rise to the Green-Kubo non-local viscous coefficients
shown in Fig. 5.15. The general observation is that all the non-local transport coefficients are concen-
trated along the diagonal µ = ν. The transport coefficients η(3) and η(4) show a large non-locality as
we move away from the diagonal. The rest of transport coefficients do not show such a long range
correlation.
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As we will discuss in the Chapter 6, the viscosity transport coefficients show a strong dependence on
the upper limit of the time integral in the Green-Kubo expression. The above non-local correlations
are computed with an upper limit corresponding to a time of 2.5ps corresponding to a time where all
the correlations seem to have decayed to zero.
5.9. Highlights
In the present Chapter we have conducted an extensive number of Equilibrium Molecular Dynamics
simulations in order to compute all the non-local transport coefficients that appear for planar walls. This
requires to compute around 60.000 different correlation functions. From these correlation functions,
the corresponding non-local transport coefficients listed in (5.6) have been computed.
The transport coefficients γrr′ ,Grr′ ,Hrr′ that appear in the surface force S(r) show a very local
structure near the walls, and show that the surface force is acting in a very narrow band, of the order
of the range of the liquid-solid Lennard-Jones force.
On the other hand, the components of the viscosity tensor ηrr′ show a diagonal structure around r = r′
with certain width that describes the degree of non-locality of the viscous tensor.
It is important to subtract the effect of density fluctuations by using a the projected current to obtain
a good Green-Kubo coefficients. If this is not done a poor approximation of the coefficients is obtained
(see Figs. 5.16).
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Figure 5.16: Green-kubo Normal tensor viscosity coefficients (left) estimate with projection operator
(right)estimate without projection operator
Chapter 6
Validation of the predictions for planar
flow
6.1. Introduction
In this Chapter, we present the strategy to validate the mesoscopic model of momentum fluid transport
at nanopores that we have developed in previous Chapters. Decay profiles of the momentum density
field of a confined fluid in non equilibrium conditions will be obtained from MD simulations and used
to validate the predictions of the mesoscopic model here presented. Two typical flow configurations
are selected as initial condition for the validation of the theory that describes the decay towards
equilibrium: Poiseuille flow and plug flow. These flow fields are parallel flows that vary along the z
axis. The advantage of this methodology is that in the simulation there are no pressure gradients
and the density field is time-independent, allowing to focus on pure momentum relaxation. Periodic
boundary conditions are imposed along the tangential axes x, y. The time evolution of the momentum
and density field has been recorded every time step (1fs). The initial microstate compatible with plug
flow or Poiseuille flow is prepared as follows.
Plug flow . In order to obtain this profile from the MD simulation we consider the following procedure.
From an equilibrated microscopic configuration Γ0 where the discrete momentum density is ĝoldµ =∑
i piψµ(qi), we add to the velocity of each particle a constant velocity in the x direction V = (vx, 0, 0).
This gives a new microstate Γ1 that generates a plug flow in a direction parallel to the wall with a
new momentum density given by ĝnewµ =
∑
imiα(vi + V)ψµ(qi) = αĝ
old
µ + αVρ̂µ. Because the new
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microstate Γ1 does not have the same energy as Γ0, the thermodynamic state of the system is different.
The ratio of temperatures in each microstate is given by α =
√
T old/T new. In order to remain at
the same thermodynamic point, we rescale the resulting velocities by the factor α in order to have
the same temperature of Γ0. Now the microstate Γ1 is not a typical equilibrium microstate and will
produce, the temporal evolution of momentum towards an equilibrium situation. A new microcanonical
MD simulation with Γ1 as initial condition has been conduced for 150000 time steps (150 ps). This
procedure has been repeated 100 times with different initial configurations Γ0 in order to find the
averages of the mass and momentum density fields in the nanopore.
Poiseuille flow - In this case, from an equilibrated microscopic configuration Γ0 a microcanonical
MD simulation is run with an additional acceleration along the x direction a on each fluid particle
(using the fix gravity Lammps command) for 200000 time steps (200ps). The molecular velocity has
been rescaled every 3ps (in all directions) to ensure a constant temperature T ∗ = 10.71 and to keep
the same thermodynamic point of NVE system at which the non-local transport coefficients have been
obtained. The magnitude of a = 0.5 in reduced units is equivalent to an acceleration of 2.85×1012 m
seg2
/.
This value is common in this kind of MD simulation [2, 88]. The external force is balanced by viscous
forces and as result we obtain steady state flow with a Poiseuille profile with constant temperature. The
final microstate of this simulation Γ1 is used as initial condition in a microcanonical MD simulation
with 150000 time steps (150ps). This MD simulation gives the evolution towards equilibrium of a
Poiseuille flow in which suddenly the external field and the thermostate are switched off. In the same
way as before, this procedure has been repeated 100 times with different initial configurations Γ0 to
compute the average temporal evolution of the mass and momentum density fields. The momentum
ĝ0µ, velocity v̂0µ and density profiles ρ̂0µ at the initial time are shown in Fig. 6.1.
6.2. Prediction of the theory and comparison with MD
In this section, we solve numerically the discrete equation (4.53) that governs the evolution of the
velocity field. We also compare the resulting prediction of the velocity field with the results of MD
simulations that start from a microstate corresponding to a non-equilibrium macroscopic state given
either by a plug flow or a Poiseuille flow. Being a linear system of differential equations, the solution
can be given explicitly in terms of the exponential matrix. In the present Thesis, however, we choose to
solve numerically the linear ordinary differential equations with an explicit Runge-Kutta-Fehlberg (4-5)
method with adaptive step-size control. Both, the non-local model Eqs.(4.53) and the local model Eqs.






































































































Figure 6.1: Initial profiles for the mass and momentum density fields for plug flow (left) and Poiseuille
flow (right).





µν , and η
(4)
µν defined in 5.6 and computed in the previous Chapter, with results in Figs 5.8a, 5.10b,
5.10a, 5.15d, respectively. These transport coefficients are the only input information in the mesoscopic
problem. Note that we do not impose any boundary condition in this numerical solution, only an initial
condition. The reason is that the above kernels take the value zero inside the solid, and any value of
the velocity field inside the solid region is irrelevant.
In Fig. 6.2 we show the prediction for the total momentum of the fluid slab as a function of time. The
red curve is the prediction of the theory, which diverges. The result of solving the local approximation
(blue curve) is stable, although not very accurate as compared with the actual results from MD. The
















Figure 6.2: Evolution of Total momentum Plug flow 6.1a Original discretization momentum .
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A basic property of the dissipative matrix M defined in Eq. (4.56) is that it should be positive definite,
because any initial profile has to decay to zero in the limit of long times. One necessary (but not
sufficient) condition for this to happen is that both, the non-local shear viscosity kernel η(4)µν and the
friction kernel γ||µν should be positive definite themselves, because they are time integrals of auto-
correlations, of stress and force respectively. These time integrals of stationary autocorrelations are
positive because of the Wiener-Khinchine theorem. We have checked with the QR reduction method
that the viscosity matrix is not positive by looking at the set of eigenvalues. Many of them turn out to
be negative (see Fig. 6.3b). While the friction force is positive definite, the viscosity matrix turns out
to be not positive, and this is the eventual culprit for the matrix Mµν to be not positive. Therefore,
the instability of the solution of the linear differential equation is due to the fact that the matrix M
is not definite positive. On the other hand, the local approximation for the dissipative matrix M is a
diagonal matrix where all the elements of the diagonal are positive. This explains why in Fig. 6.2 the
local approximation leads to a stable, but inaccurate behaviour.
The reason why the viscosity matrix is not positive can only be due to either lack of statistics or the
fact that the upper limit of integration is not infinity, as required by the Wiener-Kinchine theorem.
We rule out the lack of statistics cause, because we have run an extremely large number of simulations
and have monitored the convergence of the results. Our results seem to be reasonably converged. The
problem with the upper limit of integration is delicate because of the plateau problem. We cannot take
the value to a very large value because the viscosity matrix tends to zero!
 0  8
 16  24
 32  40





















































Figure 6.3: Analysis of positive condition of M matrix 6.3a M matrix and 6.3b Eigenvalues of M
matrix (black ), η(4) contribution (red),γ‖ contribution (blue), Slip contribution H(1) −G(1) (green).
The microscopic expressions for transport coefficients are the well known Green-Kubo formulas, their
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general form is presented by Eq. (3.53). However, this expression has an apparent difficulty, which can
be seen by a simple integration of the derivative as is presented in Eq. (6.1). The first term vanishes if the
system is ergodic, ĺımt→∞〈Qtσ̂(t′)Qtσ̂〉 = 〈Qtσ̂〉〈Qtσ̂〉 = 0 because in this case the variables involved
become uncorrelated. The ergodic property does not provide any information about how large is the
relaxation time of the correlation function η(t′) = 〈Qtσ̂(t′)Qtσ̂〉. The last term vanishes because of the
invariance of the equilibrium ensemble under a time inversion. Therefore any Green-Kubo transport










If the correlation function has an extremely slow decay, one can speak about a plateau region in the
TCF [130] where for all times of practical interest η(t) is almost constant. However there has been
an extensive discussion about the correct criteria to choose a cutoff upper limit τ in the Green-Kubo
expressions for transport coefficient. Kirkwood [103] was the first author to introduce the cutoff τ in
Green-Kubo expressions. He assumed that the integral of autocorrelation presented a plateau region
where it was almost independent of the precise value of τ . The problem of the plateau region was further
discussed by Mori [104] in the general formalism of projection operators. Lagar’kov and Sergeev [131]
proposed to chose as τ the first zero of the force autocorrelation function at case with fluctuation
TCF. Brey and Gomez Ordoñez [132] performed a molecular dynamics simulation and computed the
force autocorrelation function for a massive but mobile Brownian particle immersed in a Lennard-Jones
fluid. They claim that the proposal of Lagar’kov and Sergeev is well justified.
We also need to have a criteria for the selection of the upper limit of integration in the Green-Kubo
formulae for the viscosity tensor. To this end, we compute the running integral Iµν(t) of the time
correlation functions entering into the Green-Kubo expression for the viscosity matrix η(4)µν . The running







In Fig. 6.4 we show the value of Iµν(t) for several values of µ, ν. It is clear that at long times this
function tends to zero (this is the plateau problem). We decide to choose in this work the value at
which the running integral has a maximum, corresponding to the first zero of the correlation function.
If the correlation does not take a maximum, we observe that it reaches a clear plateau, and we choose
that value of the plateau.




















Figure 6.4: The running integral of the Green-Kubo integrand of the viscosity kernel for different bins.
In Fig. 6.5 we compare the value of the friction matrix for two different criteria for the upper limit
of integration. We observe that both the amplitude and degree of non-locality strongly depend on the
actual value of the cutoff criteria for the time integral. With the criteria that we finally select in this
work, where the upper limit is given by the time at which the running integral achieves its maximum
value, the M matrix becomes much more localized around the diagonal, and the value at the diagonal
is much larger. We have verified that the resulting matrix is positive definite (see Fig. 6.6).
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Figure 6.5: Comparison of the η4 matrix obtained with different integration criteria. The left figure
considers an upper limit of 2.5 ps. while the right figure uses the time at which the running integrand
reaches its maximum value.
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Figure 6.6: Analytic analysis of M matrix 6.6a M-matrix and 6.6b Eigenvalues of M matrix (black ),
η(4) contribution (red),γ‖ contribution (blue), Slip contribution H(1) −G(1) (green).
As expected, the new dissipative matrix M gives a stable numerical solution of momentum flow inside
the nanopore. A comparison between the new numerical solution of total momentum of fluid and MD
simulation for the two initial flow condition, Plug and Poiseuille, are presented in Fig. 6.7. A very
good agreement between the prediction of the theory and the MD simulations is observed, with a
maximum error below 6 %. The largest errors occur in the center of the channel, while near the walls
the predicted velocity flow is very accurate. This may be attributed to the viscosity matrix not having


































Figure 6.7: Evolution of total momentum inside the nanopore 6.7a Plug flow and 6.7b Poiseuille flow.

































Figure 6.8: Evolution of momentum profiles along the nanopore 6.8a Plug flow and 6.8b Poiseuille
flow.
The effect of the two new slip coefficients H(1)µν , G
(1)
µν on the flow of nanopores has been assessed by
obtaining the temporal momentum evolution without including these two transport kernels in the
numerical solution for the Plug flow initial condition. Fig. 6.9 shows the temporal evolution of total
momentum and momentum profile along the nanopore. The total momentum gives a poor agreement
between the numerical solution and MD simulation. In particular, near the walls, the solution is much
less accurate than when the coefficientsH(1)µν , G
(1)
µν have been included in the calculation. This is evidence

































Figure 6.9: Temporal evolution of total momentum for Plug Flow (left) and momentum density field
along the pore.
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6.3. Highlights
In the present Chapter, we have solved numerically the hydrodynamic equation for planar geo-
metry and shear flow that describes the decay towards equilibrium of two initial non-equilibrium
profiles given by a plug flow and a Poiseuille flow.
From the assumption of planar shear (transverse) flows together with the restrictions presented




µν are needed to describe non-equilibrium
isothermal flow of a confined simple fluid at mesoscale.
We have observed that the plateau problem, inherent to the theory of coarse-graining, manifests
in the present case in a rather dramatic form. Depending on the upper limit of integration of
the Green-Kubo formulae, the viscosity matrix may loose the property of being positive definite.
This leads to unphysical unstable runaway solutions. A careful choice of the temporal integral
cutoff is required.
When a judiciously chosen cutoff is selected, we obtain an excellent agreement between the pre-
dictions of the non-local hydrodynamic theory and the results of non-equilibrium MD simulations
for initial plug and Poiseuille flows that decay towards equilibrium.
We have solved numerically the integro differential equation without using any boundary condi-
tion. The use of periodic boundary conditions in the z direction is irrelevant because the transport
kernels vanish inside the solid walls. In this theory there are no boundary conditions to be applied




Field theories like hydrodynamics are described with partial differential equations (PDE) that, from a
mathematical point of view, require for its solution the specification of boundary conditions. The boun-
dary conditions select among the family of solutions of the PDE those that meet certain requirements
that describe the physical conditions of the system. These physical conditions are, in general, compact
forms of describing the interaction of the system with that part of the world beyond the boundaries
that is not included in the description of the system.
It is obvious that hydrodynamics as a field theory is, in fact, a coarse-grained representation of fluid
systems that at a microscopic level are composed by atoms and molecules. In Chapter 3 we have
presented a general theory for isothermal hydrodynamics that generalizes Density Functional Theory
(DFT) to moving fluids. The extension of DFT to quiescent non-isothermal fluids has also been con-
sidered in [75]. By using the standard theory of coarse-graining (based on the technique of projection
operators [110]) we have derived in Chapter 3 from the microscopic Hamiltonian dynamics the dy-
namics of hydrodynamic fields. While this program has been done many times in the past [78, 133],
the novelty of the work in Chapter 3 relies in the fact that a close contact with DFT is made and,
more importantly, the interactions with a solid object are considered explicitly. The theory allows one
to describe the density layering near solid walls that occur at the nanoscale. The resulting hydrody-
namic equations contain additional terms to the usual ones that represent, in a coarse-grained way,
the interaction of the solid with the fluid. These forces are highly localized near the solid “surface”
122 7 Boundary conditions
(between quotes because at a microscopic level there is no such a thing as the surface of the solid,
only moving atoms). These forces have two components, one which is purely reversible and that it is
usually modeled as a coarse-grained potential of the hard core type (such that it prevents fluid to enter
into the solid) and another one which is irreversible and that produces forces on the fluid proportional
to both, velocity gradients near the surface of the particle, and also velocity differences between the
fluid and the solid near the surface of the solid. The irreversible forces contain transport coefficients
that are given in terms of Green-Kubo expressions and that may be explicitly computed in molecular
dynamic simulations, as we have shown in Chapter 5.
For situations in which the solid has macroscopic dimensions (as compared with molecular correlations)
and the flow fields vary accordingly on these length scales, we expect that the coarse-grained solid-fluid
interactions can be represented with boundary conditions to be applied on the fluid (slightly away from
the “surface” of the solid). The purpose of the present Chapter is to consider the application of the
general theory given in Chapter 3, together with simplifying symmetry assumptions as in Chapter 4, to
macroscopic situations. This leads to a derivation of boundary conditions from microscopic principles.
From a thermodynamic point of view, the issue of boundary conditions as emerging from “physics”
rather than “numerical analysis” has also been considered in the past [73, 134–138], see [139] for a
review. In a pioneering work, Bedeaux, Albano, and Mazur [73] used linear irreversible thermodynamics
to derive phenomenological equations for fluids with interfacial effects, an approach that naturally leads
to boundary conditions that include in its formulation transport coefficients. Brenner [140] and Qian et
al. [137] discuss the physics underlying boundary condition, and present singular perturbation methods
and scaling arguments that enlighten the emergence of boundary conditions from a physical perspective.
The above approaches are phenomenological based on thermodynamic considerations. From a statistical
mechanics point of view, there has been also a large body of work dealing with the problem of derivation
of boundary conditions from either linear response theory or equilibrium fluctuations Green-Kubo
expressions [66, 74]. However, linear response theory is of limited value as it does not produce a field
theory, only allows to identify transport coefficients. Also, as discussed in Petravic and Harrowell
[37], linear response theory when used with arbitrary perturbations may lead to erroneous results if
incorrectly interpreted. Hynes, et al. [141] also discussed how the impenetrability condition needs to
be modified when the spherical particle becomes of molecular size.
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7.2. The local free energy
The free energy functional F [ρ,R] is defined microscopically in Ref. [] and is a natural generalization of
the usual equilibrium free energy functional familiar in DFT, where the explicit effect of the solid wall
is taken into account. Usually this effect is modeled simply with an “external potential”, which should
be understood as a coarse-grained potential that accounts for all the eliminated degrees of freedom of
the solid, assumed to be very fast as compared with the solvent degrees of freedom (i.e. there is no
slow elastic response of the solid).
For a planar wall (infinite radius sphere), one may assume that this potential depends only on the
distance of the point r to the wall, thus obviating any roughness effect from the wall. The functional
form of the CG potential is not specified in the present Chapter.
There are many approximate expressions for the density functional F [ρ] of a simple structured liquid
that range from the simplest local approximation, through the square gradient approximation, and
weighted density approximations [142]. When we consider situations in which the flow around the solid
object is macroscopic, with length scales much larger than the length scales associated to the short
ranged forces that the solid exerts on the fluid, we are no longer interested in the layering properties
of the fluid near the solid, but rather with fluid properties on much larger length scales. In those
limiting situations, a density functional in a local density approximation is expected to give reasonable




where f(ρ) is the bulk thermodynamic free energy density of the fluid. We will assume that the model
(??) with (7.1) for the free energy functional is sufficiently good at macroscopic length scales, which
are the ones we are concerned in the present Chapter.
Once we assume the model (7.1), (??), we may compute the reversible coupling of the momentum





f ′(ρ(r)) + V (r)
]
= −∇P (ρ(r))− n(r)∇V (r) (7.2)
where we have introduced the number density n(r) = ρ(r)/m, and the usual definition of the pressure
of the fluid in terms of the free energy density
P (ρ) = ρf ′(ρ)− f(ρ) (7.3)






Figure 7.1: A pillbox of height 2∆, area S = πε2, and lateral surface ∆Σ = 4πε∆ intersects the
surface of the solid sphere at Σ0. The surface Σ1 is inside the solid and Σ2 is inside the fluid region.
The separation between these two surfaces is 2∆. The “surface” Σ0 has a molecular width σ0. The
length scale λ of the flow field is assumed to be of the order of the radius of the sphere. It is assumed
that σ0  2∆ ε λ. Finally, the center of the outer surface Σ2 is located at r0.
Therefore, the reversible term −ρ∇ δFδρ is just the usual pressure gradient plus the body force exerted
by the solid particle on the fluid through the CG potential V . When the size of the solid sphere is so
small that it becomes comparable to the length scale of the structure of the fluid, then the local free
energy model (7.1) is not appropriate and the concept of pressure is not useful anymore.
7.3. A pillbox argument
The approach that we take in order to formulate boundary conditions is a pillbox argument for me-
chanical balance. A more sophisticated and rigorous singular perturbation theory approach could be
taken, as advocated by Brenner [140], but the present heuristic arguments are sufficient at present. See
also the discussion in [137] that bears resemblance on the arguments we present in what follows. As
depicted in Fig. 7.1, the pillbox is a cylinder limited by the surface Σ = Σ1 + Σ2 + ∆Σ. The area of Σ1
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and Σ2 is πε2 while the area of ∆Σ is 4π∆ε, where ε is the radius of the cylinder and 2∆ its height. We
assume that 2∆  ε. We also assume that ε  λ, where λ is the length scale of variation of the flow
fields, typically of the order of the radius of the sphere. We assume that the surface Σ1 is inside the
solid, while the surface Σ2 is outside the solid, beyond the range of interaction between the solid atoms
and fluid atoms, and where the fluid takes bulk values (that is, the density already has achieved its
bulk value, away from the ripples near the solid wall). The center of the circular surface Σ2 is located at
r0 within the bulk region of the fluid. Note that the irreversible surface force S(r), whose Green-Kubo
transport coefficients (3.53) contain the force Fs→lr , will vanish away from the solid object, because the
range of interaction of the force F̂ij′ between fluid and solid particles is short ranged. Therefore, in the
surface Σ2, the surface force S(r) vanishes, while the stress tensor Σ(r) takes the bulk isotropic value.
We will make use of the well-known theorem that relates the time derivative of the integral of a function














The first term in the right hand side exists even if the volume does not move, and accounts for the
time dependence of the function. The second term is the variation on the amount of A that is inside
the volume due to the sweeping of the surface Σ(t) as it moves. In this expression, n is the normal
of the surface pointing outwards and vΣ(r) is the velocity of the surface at the point r. We will take
as the volume Ω(t) the infinitesimal “pillbox” volume that intersects the boundary region between the
solid and fluid, as shown in Fig. 7.1.
7.3.1. Impenetrability condition














where, for simplicity, we assume that the sphere does not rotate and, therefore, the velocity of any
point of the sphere’s surface coincides with the velocity V of the center of the sphere, i.e. vΣ = V. By
















dSn·(v(r, t)−V(t))ρ(r, t) (7.6)
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The left hand side is approximately given by ddtρ(r0, t)πε
2∆. This is of order ∆, as well as the last
integral over the surface ∆Σ, which is proportional to ε∆. The rest of the terms, on the right hand
side of Eq. (7.6) are of order ε2. We may neglect therefore the terms of order ∆ (the lhs of (7.6) and
the integral over ∆Σ). In addition, as we have already discussed, there can be no fluid inside the solid
sphere because otherwise infinite forces would develop. Therefore the density field evaluated on the
surface Σ1 vanishes. This implies ∫
Σ2
dSn·(v(r, t)−V(t))ρ(r, t) = 0 (7.7)
which is approximately
πε2n·(v(r0, t)−V(t))ρ(r0, t) = 0 (7.8)
because all fields vary little, in the length scale λ ε. The density field ρ(r0, t) is different from zero
and, therefore,
n·(v(r0, t)−V(t)) = 0 (7.9)
which is the usual impenetrability boundary condition. While this boundary condition is perfectly
adequate for the macroscopic flows considered here, it has been questioned for flows of molecular
scale [141].
7.3.2. Mechanical balance condition
Let us move now to the boundary conditions that emerge when we consider the theorem (7.4) for the














By inserting the fluid momentum density equation (3.54) and use of Gauss theorem for the convective








dr [−ρ(r)∇µ(r) + ∇Σ(r) + S(r)] +
∫
Σ
dSn·(V − v(r))g(r, t) (7.11)
where we have introduced the chemical potential as µ(r) = δFδρ(r) . By using the impenetrability condition
Eq. (7.9) and the fact that the left hand side is of order ε∆ and negligible, we have∫
Ω
dr [−ρ(r)∇µ(r) + ∇Σ(r) + S(r)] = 0 (7.12)
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Let us consider each term in (7.12) separately. By using the local model (7.1) for the free energy, the























The first integral in the right hand side vanishes because Σ1 is inside the solid sphere, where no fluid
exists and the density and pressure vanish. The third integral over ∆Σ is of order ∆ and negligible in









where n is the unit vector pointing outwards from the solid. Because the forces V ′(r) are singular, the
integral (7.14) is not proportional to ∆ and, therefore, is not negligible. In order to get some intuition
for this term, consider that the fluid is an ideal gas, for which the equilibrium value of the density field
takes the barometric form
n(r) = n0e
−βV (r) (7.15)
where n0 is the fluid number density beyond the range of the singular potential. Therefore, the integral
in (7.14) becomes∫ a+∆
a−∆












where we have used that inside the solid the potential is infinity and outside (in Σ2) it vanishes.
Therefore, this term gives a finite value independent of ∆. For a non-equilibrium value of the density
field, we expect also a finite contribution of this term. Note that precisely at equilibrium the chemical
potential µ(r) is constant and the contribution (7.13) in the balance equation vanishes. Although what
enters into the mechanical balance equation (7.12) is the reversible force for any density profile (not
necessarily the equilibrium one), the above argument with the equilibrium profile for the ideal gas
makes plausible that the singular potential contribution (7.14) gives a finite value for the resulting
force, independently of ∆.










where P0 = P (ρ(r0)) is the bulk pressure near the solid sphere.
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where a reasoning similar to that used in Eq. (7.13) has been followed. Therefore, the condition (7.12)









drS(r) = 0 (7.19)
This is the mechanical balance between the bulk forces due to the macroscopic stress tensor −Pδ+ Σ
near the wall (but already in the bulk region) which is balanced by the integrated singular surface
forces.
7.4. The force on the particle
Before considering more specifically how boundary conditions emerge from the balance condition (7.19),
it is worth computing the total force on the sphere when this particle is macroscopic and the flows
around it have a length scale much larger than molecular correlations. In these situations, we can make
use of the boundary conditions (7.19) and obtain a familiar expression in terms of the surface integral
of the fluid stress tensor over the sphere surface.














φ(|r−R| − a) + S(r)
]
(7.21)
where we recall that the integral over r extends over the whole periodic domain. Note, though, that
the integrand contains functions that are highly localized in a layer between radii a ± ∆ around the












φ(|r−R| − a) + S(r)
]
(7.22)
where S0 is the spherical surface of radius a that contains the solid particle. By using the mechanical




dS [nP0 − n·Σ(r0)] (7.23)
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where S = −Pδ+Σ is the total bulk stress of the fluid and the integral is now extended to the volume
of the domain exterior to the solid particle (denoted with a prime). Eq. (7.24) is a standard expression
for computing the force on a macroscopic sphere due to the interaction with the fluid.
7.5. The boundary conditions
By multiplying the mechanical balance equation (7.19) with respect to n and t = t1, t2, where t1, t2
















drti ·S(r) = 0 i = 1, 2 (7.25)
The key assumption that will convert the mechanical balance (7.25) into boundary conditions is that
within the pillbox the velocity has a linear form
v(r) = v0 + γ̇ ·(r− r0) (7.26)
where v0 is the velocity at the point r0 on the upper lid of the pillbox and γ̇αβ = ∇αvβ(r0) is the
constant velocity gradient within the pillbox. We could motivate the approximation by saying that
the velocity field changes slowly in the length scale of the pillbox and therefore a first order Taylor
expansion around r0 would be appropriate. However, because within the pillbox the surface force
changes strongly in space, this is not warranted and (7.26) is a working hypothesis.
The stress tensor (3.51) is evaluated at the point r0 at the upper lid of the pillbox. Under the assumption
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Inside the bulk region, the fourth order viscosity tensor ηαβγδ becomes independent of the position
and is fully isotropic, this is
ηαβγδ = η
[





where η and ζ are the usual shear and bulk viscosities, respectively. By using (7.29) into (7.27), the












The two components of the stress tensor entering the boundary condition (7.25) become







n·Σ(r0)·t = ηn·(γ̇ + γ̇T )·t (7.31)
Let us consider now the integral over the pillbox volume of the irreversible surface force S(r) given in
(3.51). We will use the fact that we are considering a macroscopic sphere and a small pillbox, in such a
way that in the length scales of the pillbox, the surface of the sphere is planar. We may use, therefore,
the particular form of S(r) for a planar isotropic wall. The tensorial structure of the tensors entering




































rr′ are suitable contractions of the corresponding tensors in (3.53), n is a unit vector
normal to the wall, and the tensor T is the projector on the plane of the wall, given by T = δ−nn =






























where we have used the impenetrability condition (7.9). The kernels G(i)rr′ , γ
||
rr′ are given by the Green-
Kubo expressions (3.53) that all involve correlations with the force density F̂s→lr . This force density
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vanishes in a molecular scale away from the surface of the solid. Therefore, the surface force S(r)
vanishes away from this surface. Observe also that the surface force is a functional of the velocity field
inside the pillbox. We now evaluate the functionals (7.33) at the assumed linear flow (7.26)




(r′ − r0)·γ̇ −V
]
·t




t·(v0 −V) + n·∇
∫
dr′G(1)rr′(r





(r′ − r0)·γ̇ −V
]
·t (7.34)
and we have introduced the local transport coefficients
G(i)(r) =
∫





Returning now to the mechanical balance equations (7.25), we need to compute the integral of the





drn·S(r) = −G(2) [t1 ·γ̇ ·t1 + t2 ·γ̇ ·t2]−G
(3)
n·γ̇ ·n

















′ − r0)·γ̇ ·t (7.36)


























drt·∇G(1)(r) = 0 (7.38)
This is easily seen because G(1)(r) is expected to vary only in the normal direction, i.e. G(1)(r) =














(1)(r) = G(1)(a+ ∆)−G(1)(a−∆) = 0
(7.39)
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because at x3 = a+ ∆ the force that the solid exerts on the fluid vanishes and at x3 = a−∆ there is
no fluid inside the solid. A similar argument shows that the third term in the right hand side of (7.34)
integrates also to zero.











dr′γ||(r′)(r′ − r0) (7.40)
because γ||rr′ = γ
||
r′r. Note that the local friction coefficient γ
||(r′) which is given in terms of a Green-
Kubo formula involving the correlations of the force F̂s→lr , vanishes outside the range of interaction
of this force. Therefore, γ||(r′) is different from zero only in a corona around the solid sphere, of a








We see that its modulus Rwall is a good definition for the radius of the surface of the solid sphere. This
is an unambiguous way of defining the location of surface of the solid sphere, even for an atomically
fuzzy surface. At precisely this location, the velocity field (7.26) takes the value vwall given by
vwall ≡ v(Rwall) = v0 + γ̇ ·(Rwall − r0) (7.42)









′ − r0)·γ̇ ·t =− γ||t·(v0 −V)− γ||(Rwall − r0)·γ̇ ·t
=− γ||t·(vwall −V) (7.43)
Note that in the impenetrability condition (7.9) we may approximate
0 = n·(v0 −V) ' n·(vwall −V) (7.44)
because the error is of order ∆ and negligible.









·t− γ||t·(vwall −V) = 0
n·(vwall −V) = 0 (7.45)
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where
A = 2η +G
(3) −G(2)




η′ = η +G
(1) (7.46)
The last three equations (three because t = t1, t2) can be understood as conditions on the three
components of the velocity at the surface and are, therefore, the boundary conditions to be imposed
to the macroscopic hydrodynamic equations. The first equation does not gives an additional condition
on the velocity, because the term
∫ a+∆
a−∆ drn(r)V
′(r) contains the integral of the density profile in the
boundary zone which, from a macroscopic point of view, is unknown. In fact, this equation can be used
to obtain this integral term, but does not fix nor overdetermines the value of the velocity.
In summary, the boundary conditions (7.45) satisfied by the velocity field are





·n = γ||t·[vwall −V] (7.47)
where t = t1, t2 Eqs. (7.47) are one of the main result of the present Chapter. They show how boun-
dary conditions emerge from the microscopic dynamics of the system, under appropriate conditions.
Physically, the first equation (7.47) represents impenetrability while the second balances the viscous
stress (with a modified viscosity, different from the fluid viscosity!) at the wall with the friction force
on the fluid exerted by the wall. Mathematically, Eqs. (7.47) are conditions between the velocity field
v(r) and its gradients to be satisfied at any point of the surface of the solid. The boundary conditions
(7.47) are the Navier slip boundary conditions in tensorial form, as was formulated many years ago by
Liu and co-workers [135], see also recent accounts [143, 144]. The tensorial representation allows one,
for example, to compute curvature effects to the slip near a wall [135].
7.6. Highlights
In the present Chapter, we have presented a general argument based on mechanical balance to
derive a relationship between the viscous stress force and the surface force that the solid exerts
on the fluid.
The basic assumption is that the flow field is macroscopic with small variations in the molecular
scales at which the surface force vanishes.
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The mechanical balance can be interpreted as a boundary condition on the solid surface. Both,
the impenetrability condition, and the Navier slip boundary condition are obtained. The lat-
ter contains the viscosity, the slip tensor, and the tangent friction coefficient. These transport
coefficients have Green-Kubo expressions.
The derivation in this Chapter, based on a first principles theory of non-local hydrodynamic,
gives light to the physical origin of boundary conditions in macroscopic hydrodynamics.
Chapter 8
CONCLUSIONS
We summarize here the main conclusions of the present Thesis
1. We have presented in Chapter 3 a theory that generalizes Equilibrium Density Functional Theory
to non-equilibrium isothermal flow situations for simple fluids. The theory is based on the Theory
of Non-Equilibrium Statistical Mechanics that conceptualizes the method of Coarse-Graining.
2. The CG variables selected are the microscopic mass and momentum density fields for the fluid,
and the position and momentum of a solid sphere. The Theory of Coarse-Graining tells us what
are the dynamic equations for the average values of the CG variables. The only assumption made
in the theory is the Markovian approximation, that assumes that the CG variables have two time
scales, a slow component capturing the coherent motion of the fluid, and a fast component that
is due to a large number of small contributions due to collisions of the molecules.
3. The equations for the fluid are hydrodynamic balance equations with features that depart from
the usual Navier-Stokes equations: (i) they contain non-local transport kernels that describe
the effect of correlations at molecular scales, and (ii) the effect of the solid on the fluid is not
described by boundary conditions. Instead, they are described by two kind of forces. One force,
which is purely reversible deriving from the free energy functional, and that prevents penetration
of the fluid inside the solid. Another force of irreversible nature that depend on both, velocity
differences between fluid and solid, and velocity gradients of the fluid near the wall. These forces
are limited to a region of molecular size.
4. These equations include a number of transport coefficients. These transport coefficients are non-
local in space and are given by Green-Kubo formulae.
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5. Because of the tensorial nature of the transport coefficients, a very large number of them would
be required in a general flow geometry. For this reason, we have limited ourselves in the present
Thesis to planar geometries. The resulting planar walls may be understood as spheres of very
large radii, leading to slit geometries widely used in this context. The isotropy of the planar walls
result in a large reduction of the number of required transport coefficients.
6. A further simplification that we assume in order to arrive at a first test of the theory is the
consideration of planar flows. We limit, in particular, to shear flows in which the velocity field
is parallel to the walls. This resulting hydrodynamic equation is a linear 1D integro-differential
equation for the velocity field. This is discussed in Chapter 4.
7. For shear flow the dynamics is particularly simple because it is linear in the velocity field. However,
it is by no means trivial. In fact, the theory describes the interaction of the fluid with the solid
walls not in terms of boundary condition but rather in terms of irreversible surface forces that
have a range of interaction given by the molecular interaction potentials.
8. The theory of coarse-graining shows that the transport coefficients are, in general, dependent on
the local CG state of the system. In the present Thesis, we do not consider this dependence becau-
se we take a near equilibrium approximation, in such a way that the transport coefficients do not
depend on local values of density and momenta. They depend only on the global thermodynamic
point at which the correlations are computed.
9. In order to compute the transport kernels explicitly through MD simulations it is necessary
to discretize space in bins. Binning is also necessary for numerically solving the 1D integro-
differential equation for the velocity field. The bins are, in fact, slabs along the parallel channel
considered and take advantage of the assumed translation invariance of the flow field in the
direction parallel to the walls. Of course, only planar flows can be described in this way. We
choose a particular finite element discretization that has been thoroughly discussed in the past.
The continuum theory has been discretized with a standard finite element Galerkin method
and a simple linear equation is obtained for the evolution of the velocity field. By following an
alternative procedure (not presented in this Thesis) in which the theory of coarse-graining is used
for the derivation of the dynamics of discrete variables from the outset, we obtain exactly the
same discrete equation. This consistency is a consequence of defining the discrete CG variables
with the finite element basis functions that are used in the Galerkin discretization.
10. In Chapter 5 we have conducted a very extensive number of EMD simulations in order to evaluate
all the non-local transport coefficients. We have unraveled a number of interesting long lived
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correlations for some components of the stress tensor
11. The time correlation functions of the force and stress tensor display interesting behaviour per se.
In particular, we have observed that those correlations involving the force in the normal direction
turn out to be quite long-lived.
12. One of crucial observation of the present work is the dramatic consequences of the plateau
problem. Depending on the value of the upper limit of integration in the Green-Kubo formulae,
the viscosity matrix may become non-positive, leading to explosive, unphysical predictions for
the velocity field. A reasonable selection of this upper limit leads to very satisfactory results.
13. The dissipative matrix that gives the forces on the fluid slabs in terms of the velocity of the
slab can be decomposed in terms of a viscosity matrix (accompanied with two discrete derivative
matrices), a slip tensor (accompanied with one discrete derivative matrix), and a solid-fluid
friction coefficient, involving the correlation of the force that the solid exerts on the fluid.
14. The 1D integro-differential hydrodynamic equation obtained for shear flow, once discretized, is
just a linear matrix equation for the evolution of the velocity field. This equation admits a simple
analytical solution in terms of the exponential of the dissipative matrix. The flow field is solved
without any boundary condition, it depends only on the initial velocity profile. The dissipative
surface force is takes care of the effect of the solid on the fluid.
15. We have compared the prediction of the linear theory for the flow field with actual non-equilibrium
MD simulations where an initial velocity profile decays towards its equilibrium value. Excellent
agreement is found giving strong support to the theory. As a consequence, the crucial hypothesis
in the theory of coarse-graining which is the Markov assumption, is confirmed for the flow field
situations considered in this Thesis.
16. We have demonstrated that the general theory developed in this Thesis leads to the usual impene-
trability and Navier slip boundary conditions when the geometries and flow fields aremacroscopic,
this is, they vary in length scales much larger than molecular scales. In this way, the present work
is an explicit demonstration that the boundary conditions are a result of molecular interactions.
These molecular interactions give rise to a mechanical balance that, at macroscopic scales, can
be understood as boundary conditions.
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8.1. Future work
The present Thesis is an attempt to describe the hydrodynamics at nanoscales. Several issues suggest
themselves as possible lines of further research.
1. The fact that the upper limit of integration in the Green-Kubo expressions has such strong effect
on the dissipative matrix M calls for a more extensive indagation. In fact, one aims of the present
work is to derive from microscopic principles and with no adjustable parameters hydrodynamic
equations with predictive power. However, the upper limit of integration plays the role of such
an adjustable parameter that can be tuned at will in order to get better results. We believe that
by studying how the running integrals depend on both the bin size ∆z and also the system size
Lz should help to sharpen the criteria for the selection of the upper limit. Of course, such study
requires a huge number of simulations, four or five times larger than the ones considered in the
present Thesis. We plan to address these issues in the future.
2. We have considered the equations for average values of the hydrodynamic fields. However, in a
given single experiment, deviations from the average value are observed. This fluctuations need
to be described through a Fokker-Planck Equation that is obtained also from the Theory of
Coarse-Graining, as shown at the end of Chapter 2. The formulation of fluctuation effects in
boundary conditions is a completely unexplored territory. Also, the effects of non-locality in the
LLNS equations is an interesting theoretical challenge.
3. Only shear flows have been studied in the present Thesis, essentially because it is the simplest case
in which no need for an explicit model of the free energy density functional. The next simplest
flow problem is a planar configuration where the velocity field is perpendicular to the walls. The
study of fluid flow in moving and vibrating walls at the nanoscale may offer interesting new
avenues for research. As we have appreciated in Sec. 5.4, sound does not propagate at nanoscales
and the dynamics of density should be interesting. This flow configuration will illustrate the
power of the generalization of the Equilibrium Density Functional Theory. This power has been
overlooked in the present Thesis by concentrating exclusively in flows with constant density field,
that takes the usual equilibrium profile.
4. Another interesting flow problem that is within reach of the present approach is the Couette
flow, even in the transient case. The same non-local hydrodynamic equation appears now, but
with the effect of the moving wall velocities.
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5. Other geometries can be considered within the theory with not much additional complexity. For
example a cylindrical geometry would allow to discuss the interesting field of flow inside carbon
nanotubes.
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Apéndice A
Force equivalence
The force densities that the fluid or de solid exert on a fluid molecule located at the point r are










where F̂ij′ is the force that atom j′ of the molecule exerts on atom i of the liquid. This is F̂l→lij′ (Γ) is
the force density that the liquid exerts on the liquid molecules that are around the point r and that for-










δ (r − rj) (A.2)

















δ (r − rj) = F̂l + F̂s (A.4)
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vanishes because the potentials are traslational invariant (and therefore, Newton’s third law holds).




Now, let us consider the average of the total force density on the liquid, Eq. (future 51)













































































































We may compute the average of the total force on the solid Fs and obtain


















































































































142 A Force equivalence
This allows to interprete physically the Lagrange multiplier λR. By using ( 3.17) we obtain that the






B.1. Invariant tensors under a rotation around a fixed axis
In this appendix we review what tensors of second, third and fourth order are invariant under a
rotation R around a given axis n. We know that the Kroenecker tensor δ with components given by
the Kroenecker symbol δαβ and the permutation tensor εn of order n with components given by the
Levi-Civita symbol εα · · · γ︸ ︷︷ ︸
n
are invariant under an arbitrary rotation. If Rαα′ is the orthogonal matrix





Here, the first order tensor n (with components nα) is the unit vector determining the axis of rotation
of the rotation matrix R, which is obviously left invariant under a rotation. Of course,any contraction
of n, δ, εn will produce a tensor that is also invariant under the rotation R. The only non-trivial
contractions are the order m tensors n(m) with components n(m)α···β = ε
(m+1)
α···βγ nγ .
In addition to rotations we may consider the invariance with respect to a plane. For example, consider
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Clearly, the Kroenecker tensor is invariant under plane inversion.
Iαα′Iββ′δα′β′ = δαβ (B.3)
However, the Levy-Civita symbol changes sign. Let us sketch the proof by considering the element
1, 2, 3 of the transformed symbol
ε′123 ≡ I1α I2βI3γεαβγ︸ ︷︷ ︸
(I2×I3)α
= −1 = −ε123 (B.4)
where I2 is the second column vector of the parity matrix. Therefore, tensors that are invariant under
rotations around a fixed axis and parity around any plane containing the vector will be combinations of
the corresponding tensors formed out of δ and n, but will not contain any antisymmetric combination
involving the permutation tensor εn of order n.
B.1.1. Second order tensors
In order to construct the most general second order tensor that is invariant around arbitrary rotations
around a fixed axis n and parity, we have to construct all possible tensorial products of nα, and δαβ .
The possible combinations that form a second order tensor are (in
δαβ nαnβ (B.5)
In this way, the most general second order tensor which is invariant under rotation around the axis n
is of the form
T = t1δ + t2nn (B.6)
where t1, t2 are arbitrary coefficients. Instead of the 9 independent components of a general second
order tensor, the invariant tensor has only two independent components. If the tensor is fully isotropic,
it means that it cannot depend on the actual axis n, and this implies t2 = 0.
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B.1.2. Third order tensors
In order to construct the most general third order tensor that is invariant around arbitrary rotations
around a fixed axis n we have to construct all possible tensorial products of nα, and δαβ giving third
order tensors. These are
δαβnγ δαγnβ δβγnα nαnβnγ (B.7)
Any linear combination of the above tensors will produce a third order tensor that is invariant under
rotation around a fixed axis. In this way, such a tensor, instead of having 27 independent components,




Now consider a third order tensor H that is symmetric with respect its last two indices i.e. Hαβγ =








Similarly, a third order tensor G that is symmetric with respect its first two indices i.e. Gαβγ = Gβαγ .
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B.1.3. Fourth order tensors
The fourth order tensor which is invariant under rotations around a given vector n are linear combi-
nations of the tensor products of fourth rank of nα, δαβ . These are
nαnβnγnδ (4n)
nαnβδγδ nαnγδβδ nαnδδβγ nβnγδαδ nβnδδαγ nγnδδαβ (2n)
δαβδγδ δαγδβδ δαδδβγ (0n)
(B.11)
or the same tensor products using the tangential tensor T instead of the unit tensor δ. Now, with these
tensors we need to construct the most general fourth order tensor that is symmetric with respect its first
two indices and symmetric with respect to its last two indices. The only allowed linear combinations
of the tensors that give this property is
ηαβγδ = η(1)TαβTγδ + η(2)(TαγTβδ + TαδTβγ)








B.2. Linear for spiky approximation
This approximation is named linear for spiky in Ref. [?] and consists on approximating the “spiky”










The left hand side contains sums of singular Dirac delta functions, while the right hand side are
piece-wise linear functions given in terms of the discrete values ρ̂σ(z), ĝσ(z). This approximation is
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expected to hold inside ensemble averages and to be a good one if there are many particles per bin.
















drψσ(r)ψµ(r)ψν(r) = ρ̂σ(z)(ψσψµψν) (B.15)
with Einstein’s repeated index convention. The average mass matrix defined as the average with respect
to the relevant ensemble becomes now
Mµν = 〈M̂µν〉λ = ρσ(ψσψµψν) (B.16)
because the relevant ensemble average of ρ̂σ(z) is just ρσ. Under the approximation ( B.14), we may
write Eq. ( B.13) as
gµ ' Rµνvν (B.17)
where we have introduced the density matrix
Rµν = (δµψνψσ)ρσ (B.18)
The calculation of this matrix is simple once we realize that the only non-zero elements occur when
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