NE/SQP is a recent algorithm that has proven quite e ective for solving the pure and mixed forms of the nonlinear complementarity problem (NCP). NE/SQP is robust in the sense that its direction-nding subproblems are always solvable; in addition, the convergence rate of this method is Q-quadratic. In this paper we consider a generalized version of NE/SQP proposed by Pang and Qi, that is suitable for the bounded NCP. We extend their work by demonstrating a stronger convergence result and then test a proposed method on several numerical problems.
Introduction
In a recent paper 18] Pang and Qi presented a general algorithm to solve various mathematical programs that can be formulated as systems of nonsmooth equations. Various convergence results were shown for several general nonsmooth formulations. One speci c nonsmooth system considered was the upper bounded nonlinear complementarity problem (UBNCP).
The UBNCP di ers from the standard version in that the variables, normally bounded below by zero, are additionally bounded above. Upper bounds on the variables in an NCP are actually a frequent feature in many nonlinear programs and in energy and economic applications 22] 3] 13].
When the variables are bounded from above and below, it su ces to consider only the upper bounded version of the NCP. This is because if the vector of variables, lower bounds and upper bounds are, respectively, x; l; u 2 R n , with l < u, then without loss of generality we can replace x by the translated vectorx = x ?l and apply the usual lower bound of zero and a new upper bound u = u ? l.
In 18] Pang and Qi established convergence results for an NE/SQP method for the UBNCP; see 9, 10, 11, 17] ) for a discussion of the NE/SQP method and its variants. Their proposed algorithm 1 Dr. Gabriel is a postdoctoral researcher in the Mathematics and Computer Science Division of Argonne National Laboratory, 9700 South Cass Avenue, Argonne, Illinois 60439, email: gabriel@mcs.anl.gov.
handled the upper bounds explicitly by incorporating them into a direction-nding subproblem; we refer to this approach as the upper-bounded NE/SQP method (UBNE/SQP).
This approach has several immediate advantages over using the bounds as additional constraints and solving the associated augmented NCP. First, the NCP function may not even be de ned for variables outside these bounds, so maintaining the iterates within them easily permits computations involving such functions. Second, the problem size can be greatly reduced by considering these bounds as part of the subproblem only; see below for a more detailed explanation.
In this paper, we extend the convergence results for the upper-bounded NE/SQP method by showing that under a local Lipschitzian assumption this algorithm is actually Q-quadratically convergent; previously, it was known to be Q-superlinearly convergent. We conclude by comparing the UBNE/SQP with the NE/SQP algorithm as applied to an associated augmented NCP that handles the upper bounds as explicit constraints.
The Upper Bounded Nonlinear Complementarity Problem
Let a 2 R n be a given positive vector and f : R n + ! R be a once continuously di erentiable function. Then, the upper-bounded nonlinear complementarity problem is to nd a vector pair (x; y) 2 R n R n such that the following conditions hold: u = f(x) + y 0; x 0; u T x = 0; v = a ? x 0; y 0; v T y = 0:
Notice that if we let z T = (x T ; y T ) and let w(x; y) T = (u(x; y) T ; v(x; y) T ) (where u := u(x; y); v := v(x; y)), then we have the equivalent NCP of order 2n given by w(z) 0; z 0; w(z) T z = 0:
In principle, any method that solves a general NCP could be applied to this augmented system. However, it is desirable, especially for large-scale applications, to take advantage of the speci c structure of the problem given in (1) and develop an algorithm that maintains the variables within their bounds and works on a problem of the original size.
Another reason to avoid using the augumented system (2) concerns the Jacobian matrix rw(z).
It is not hard to see that rw(z) = rf(x) I ?I 0 :
A condition needed in various NCP algorithms such as NE/SQP is that certain principal submatrices of rw(z) be nonsingular at a limit point of iterates; see for example the b-regularity condition for NE/SQP. By using this augmented form, we introduce a zero block in the lower right corner of rw(z) and potentially violate these nonsingularity conditions more often as a result. We rst de ne the minimum sum map H : R n + ! R n as H(x) = min(x; f(x) + ) + min(a ? x; f(x) ? ):
This function H is locally Lipschitzian and is intimately related to the UBNCP, as is shown in the next lemma. Lemma 2.1 Consider any a 2 R n with a > 0 and let the function H be de ned as in (3) . Then x solves the UBNCP if and only if H(x ) = 0 and x 2 0; a]. Proof. It su ces to observe that a vector x 2 0; a] is a solution to the UBNCP if and only if the following system holds:
1. x i = 0 ) f i (x) 0, 2. 0 < x i < a i ) f i (x) = 0, and 3. x i = a i ) f i (x) 0. 2 Remark: Note that if such an x exists as given above, then the associated vector y is uniquely determined as follows: y i = 0 when x i 2 0; a i ) and y i = ?f i (x ) 0, when x i = a i . For this reason, it is su cient to say that x , by itself, solves the UBNCP.
Motivated by the nonsmooth function H shown above, in the next section we present several general nonsmooth concepts relevant to the UBNE/SQP method to be described below.
Nonsmooth Analysis
Consider a locally Lipschitzian function G : R n ! R n . By Rademacher's theorem 6], G is almost everywhere F-di erentiable. Denoting the set of points where G is F-di erentiable by D G , we can de ne for any x 2 R n , the generalized subdi erential of G at x in the sense of Clarke by @G(x) = convflim rG(x j ) : x j ! x; x j 2 D G g:
It is known that this is a nonempty set that is both convex and compact. Employing this concept, we can de ne the notion of a semismooth function. In what follows, we use the notation y ! h x to mean y ! x; y 6 = x and y?x ky?xk ! h khk ; h 6 = 0. De nition 3.2 Let x; h 2 R n , with h 6 = 0. Then the function G : R n ! R n is said to be semismooth at x if G is locally Lipschitzian there and 8h 2 R n ; h 6 = 0, lim y! h x fV h : V 2 @G(y)g (4) exists.
It is interestng to note that semismoothness at x implies directional di erentiability there with G 0 (x; h) equal to the above limit for all h 6 = 0; see Proposition 2.1 in 20]. Also, the class of semismooth functions is quite large in the sense that it includes the smooth functions, convex functions, and piecewise smooth functions. Additionally, the sums, di erences, products, and composites of semismooth functions are semismooth. This fact allows us to conclude that the function H de ned by (3) is semismooth.
Another generalization of gradients for nonsmooth functions involves the notion of a subgradient 4]. For a concave function : D R n ! R, a subgradient at a point x 2 D is de ned by a vector b(x) that satis es (z) ? (x) ? b(x) T (z ? x) 0; 8z 2 D:
Now, suppose that z := x + th 2 D, for some t > 0 and 8h 2 R n . Then we obtain (x + th) ? (x) ? tb(x) T h t 0; 8h 2 R n :
The Each of these directional derivatives induces an associated subdi erential given respectively by @ (x) = fu 2 R n : u T h o (x; h); 8h 2 R n g and @ (x) = fu 2 R n : u T h (x; h); 8h 2 R n g:
The following result (Proposition 4 in 18]) summarizes the relationship between an upper subgradient and these various other notions. 
The next lemma calculates upper subgradients for the special case of a function that is the minimum of two continuously di erentiable functions. This is a crucial lemma for the convergence analysis that follows. subject to x 2 X := 0; a]: (6) Like the standard NE/SQP method, the upper bounded version is also an iterative algorithm. The latter method attempts to nd an x 2 R n satisfying the constraints of (6) where ( x) = 0. At each iteration, there is a speci c quadratic program to solve whose solution will, in general, be a descent direction for the merit function .
Similar to the case of the standard NE/SQP, the functions : X R n ! R + and z : X R n ! R + are respectively, the subproblem objective function and the forcing function and are de ned as follows:
where b i (x) is an upper subgradient of the function jH i j(x) := jH i (x)j at x on fx : jH i (x)j 6 = 0g\X (i.e., the nonzero set of jH i j), and it is an arbitrary vector in the Michel-Penot subdi erential if H i (x) = 0. At the kth iteration of this method, given an iterate x k 2 X, the resulting quadratic program subproblem (QP k ) is to solve minimize d (x k ; d) subject to x k + d 2 X: (7) Remark: For the function H de ned above, we note that jH i j(x) = H i (x) for all i = 1; ; n when x 2 X.
In the convergence analysis of this method, it will be important to know speci c values for the vector b i (x) as described above. The next result indicates that on the zero set of H i (i.e., fx : H i (x) = 0g), the zero vector can be used for b i (x) . The proof of this result relies on the fact that the Michel-Penot directional derivative for the function jH i j, that is, jH i j (x; d), majorizes the usual directional derivative jH i j 0 (x; d); this follows from the inequalities presented in Proposition 3.5.
Lemma 4.7 Consider any a 2 R n with a > 0 and let the function H be de ned as in (3) . If H i (x) = 0, then 0 2 @ jH i j(x). Proof. First note that the directional derivative jH i j 0 (x; h) exists and is nonnegative for all h 2 R n . Its existence is guaranteed because H was shown to be semismooth. Thus H i and jH i j are also semismooth, hence directionally di erentiable. As for the nonnegativity, suppose for the sake of contradiction that this is not the case. Then for some h 2 R n , jH i j 0 (x; h) < 0. Hence, there exists a t > 0 such that for all t 2 0; t) jH i j(x + th) < jH i j(x) = 0, which is a contradiction, since the function jH i j( ) is always nonnegative. Consequently, with h any vector in R n , we have jH i j (x; h) jH i j 0 (x; h) 0, which shows that 0 2 @ jH i j(x). jH i j(x) = 0 i 2 S 7 (z): Proof. Since f( ) and jH i j( ) are continuous functions and z is su ciently close to x, the above statements follow by examining the relationships described in each of the index sets in question. 2 We can also specify possible upper subgradient values for jH i j on its nonzero set via the index sets listed above. Before presenting the UBNE/SQP method, we introduce a version of s-regularity for the UB-NCP. The reader will note the similarity with the de nition in 17] applied to the standard NCP.
De nition 4.11 Let a be a given vector in R n ++ and X := 0; a]. Then the cone of feasible directions of X at a point x 2 X, denoted F X (x), is de ned by fd : x+"d 2 X; 8 su ciently small " > 0g.
A point x 2 X is said to be s-regular if for every b(x) = (b i (x)) 2 n i=1 @jH i j(x), there exists a direction d 2 F X (x) such that for each i where H i (x) 6 = 0, we have jH i j(x) + b i (x) T d 0:
We now present the UBNE/SQP method. The reader will notice the similarity between the notion of gb-regularity and that of b-regularity described in 17]. We have the following convergence result. Theorem 4.14 18] Consider any a 2 R n with a > 0 and let H : R n + ! R n be de ned as in (3) . Suppose that x is a limit point of a sequence fx k g produced by the UBNE/SQP method with associated directions fd k g. If Theorem 4.15 Consider any a 2 R n with a > 0 and let H : R n + ! R n be de ned as in (3). Let x be a limit point of the sequence of iterates fx k g generated by the UBNE/SQP method with associated directions fd k g. If Proof. The fact that x is a solution was shown in Theorem 4.14, so we proceed to the rate of convergence result. From the proof of Theorem 4 in 18], we know that there exists a c > 0 such that the following useful inequality is valid for all k large enough:
Here b(x k ) is an n n matrix with the ith row being the transpose of b i (x k ), which is an upper subgradient of jH i j(x k ) at x k if H i (x k ) 6 = 0 and a vector in @ jH i j(x k ) otherwise. We now show that the right-hand side of (9) is bounded above by kf (x ) 
In what follows, k is taken large enough so that x k is su ciently close to x . We consider the following expression:
If i 2 S 7 (x k ), then by Lemma 4.9, H i (x k ) = H i (x ) = 0. Since Lemma 4.7 indicates that b i (x k ) = 0 is valid here, we see that (10) is equal to zero. If i 2 S 1 (x k ) S 2 (x k ), then using the suggested values in Lemmas 4.9 and 4.10 we see that the same expression is also zero. Also, for i 2 S 5 (x k ) S 6 (x k ), (10) has the value
For the remaining index sets S 3 (x k ) and S 4 (x k ), based on the result from Lemma 4.9, there are two cases to consider for each index set, depending on which argument is the minimum. In all cases however, we get a term equal to 0 or of the form given in (11). So we see that there exist constants c 1 ; c 2 > 0 such that the following is valid:
In view of the fact that f is assumed Lipschiztian in a neighborhood around x , and by part (i) in Theorem 4.14, we see that the desired result follows. 2 5 Numerical Experiments where N denotes the nodes of the network, k = 1; : : :; K denotes the commodities, and Q k l (x) is the net supply of commodity k at node l:
where T(l) (H(l)) is the set of all arcs whose tail (head, resp.) is the node l. The transportation cost functions c k a (x) and the supply and demand functions S k l ( ) and D k l ( ) can take on di erent forms. In particular, the following polynomial functions have been used:
Note that these are asymmetric functions in general.
A Tra c Equilibrium Problem TE]
The general tra c equilibrium problem was formulated as a variational inequality problem in 24].
Its NCP formulation involves the function f de ned by (see 2 It should be pointed out that when the NCP(f) with f as given above is solved by a Newtontype method (such as NE/SQP), a complete knowledge of all the paths of the tra c network is required in advance. In order to avoid such an (often prohibitive) enumeration of the paths, some methods for solving this problem have employed the idea of path-generation embedded within a Newton scheme; see 19] 5]. In the latter reference, the authors develop an NE/SQP-based method that solves the tra c equilibrium problem by generating paths as the algorithm proceeds, thereby making it attractive for large networks.
Results
In what follows, we report the results of various numerical tests on several NCP problems. All the relevant programs were written in FORTRAN using double-precision accuracy. We have used the software QPOPT 21] to solve each quadratic program subproblem and performed our computations on a SPARCstation 5.
For each test problem, we have tried two starting points (x a and x b ) and two sets of upper bound vectors a. The upper bounds are somewhat natural for the problems being considered. For example, these upper bounds could represent limits on primal or dual variables (HS-100, HS-113), or bounds on network ows as a result of capacity limitations, etc. The rst method of choosing the upper bound vector a was to take a i = 1000 for all i. 4 This corresponded to the case where the upper bounds in a typical application would be far from tight.
In the second method for selecting a, we rst took the solution vector x and then applied the following logic: a i = jx i j; if i > :2 n; or a i < 1:d ? 5 then set a i = 20:
The point of this approach was to set a certain fraction of the upper bounds (the rst 20%) so that at a solution, the corresponding upper bounds would be tight. The remaining variables would have bounds that were not too far o (i.e., 20 higher than x i ). The exception to this approach was if x i was very small (i.e. jx i j < 1:d ? 5), the associated search direction might not be useful since the upper and lower bounds would be essentially zero; hence we forced those indices to have an upper bound of 20.
Here are the starting points for each of the problems.
NC We set x a i = 10 for all i and x b i = 1 for all i. 4 The exception being for HS-100, where ?100 xi 100 for i = 1; : : : ; 7; since these variables were unconstrained
and optimal values were much smaller than 100. solved for the starting path ows using the arc-path incidence matrix . It is interesting to note that this approach yielded some negative components; the algorithms did not have a problem with such a point, however.
5
Note that for all tests, we initiated the variable y (as described above) at zero. In the tables below, the designation \UBNE/SQP" refers to using the UBNE/SQP method whereas \Aug. NE/SQP" refers to using the standard NE/SQP on the augmented system (of size 2n) as described above. The stopping criteria were as follows for each i: for UBNE/SQP jH i (x)j = j min(x i ; f i (x))j 1:d ? 6 for Aug. NE/SQP jH i (x)j 1:d ? 6:
Also, the quantity (x) i refers, respectively to In this paper, we have considered algorithms for solving the upper-bounded nonlinear complementarity problem. We have extended the results concerning the recent NE/SQP-type algorithm proposed by Pang and Qi by showing that it is actually Q-quadratically convergent under a suitable Lipschitzian assumption. Based on our test examples, we have additionally shown that the proposed algorithm, which handles the upper bounds in the subproblem and consequently solves small problems, can be much more e cient than the method that treats these upper bounds via an augmented NCP.
