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1. Introduction
Consider a unipolar semiconductor device, where the current ﬂow is generated by electrons. De-
note by n = n(s, x), u(s, x) the electron density and velocity, respectively. Φ = Φ(s, x) represents the
electrostatic potential generated by the Coulomb force from the electrons and background ions. These
variables satisfy the following full (non-isentropic) hydrodynamic model
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⎪⎪⎪⎪⎪⎪⎩
ns + div(nu) = 0,
(nu)s + div(nu⊗ u) + ∇ P = n∇Φ − 1
τ
nu,(
n|u|2
2
+ P
γ − 1
)
s
+ div
((
n|u|2
2
+ γ P
γ − 1
)
u
)
= nu∇Φ − 1
σ
(
n|u|2
2
+ P − nTL
γ − 1
)
,
Φ = n− n¯,
(1.1)
where (s, x) ∈ [0,+∞) × Rd (d  2). The dimensionless positive parameters τ , σ are the momen-
tum relaxation-time and energy relaxation-time, respectively. The symbols div, ∇ ,  and ⊗ are the
respective divergence operator, gradient operator, Laplacian operator, and the tensor product of two
vectors. The pressure function P is given with the state equation P = (γ − 1)ne (the adiabatic expo-
nent γ > 1), where e is the speciﬁc internal energy. For simplicity, we only deal with the polytropic
gas case. TL > 0 is a given lattice temperature of semiconductor device, and n¯ > 0 stands for the
density of ﬁxed, positively charged background ions (doping proﬁle).
Introduce the temperature of electrons as
T = (γ − 1)e.
In variables (n,u,T ), the system (1.1) for classical solutions is equivalent to
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ns + div(nu) = 0,
(nu)s + div(nu⊗ u) + ∇(nT ) = n∇Φ − 1
τ
nu,
Ts + u · ∇T + (γ − 1)T divu= (γ − 1)2σ − τ
2τσ
|u|2 − 1
σ
(T − TL),
Φ = n− n¯.
(1.2)
In this paper, we focus mainly on the Cauchy problem of the system (1.2) with initial conditions for
n,u and T , and a boundary condition for Φ:
(n,u,T )(x,0) = (n0,u0,T0)(x), x ∈ Rd, (1.3)
lim|x|→+∞Φ(s, x) = 0, a.e. s > 0. (1.4)
The homogeneous boundary condition for Φ means that the semiconductor device is in equilibrium
at inﬁnity.
To analyze the zero-relaxation-time limits, we deﬁne the scaled variables as in [17]:
(
nτ ,uτ ,T τ ,eτ )(x, t) = (n, 1
τ
u,T ,e
)(
x,
t
τ
)
(e= ∇Φ). (1.5)
Then (1.2) can be rewritten as
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
nτt + div
(
nτuτ
)= 0,
τ 2
(
nτuτ
)
t + τ 2 div
(
nτuτ ⊗ uτ )+ ∇(nτ T τ )= nτ eτ − nτuτ ,
τσT τt + τσuτ · ∇T τ + (γ − 1)τσT τ divuτ = (γ − 1)(2σ − τ )τ
∣∣uτ ∣∣2 − (T τ − TL),
diveτ = nτ − n¯
(1.6)
with the initial data
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nτ , τuτ ,T τ )(x,0) = (n0,u0,T0). (1.7)
As τ → 0 and σ → 0 simultaneously, we obtain the drift-diffusion model for semiconductors formally
⎧⎨
⎩
Nt + div(N E − TL∇N ) = 0,
divE = N − n¯,
N (x,0) = n0.
(1.8)
In the semiconductor device science, the classical drift-diffusion model is the most popular system
for numerical simulations. It works very well in the regime of low carrier density and small electric
ﬁelds. By contrast, the hydrodynamic model is usually considered to describe high ﬁeld phenomena or
submicronic devices. In [17], Marcati and Natalini ﬁrst established the relation between the simpliﬁed
(isentropic or isothermal) hydrodynamic model and drift-diffusion model rigorously, via the above
zero-relaxation-time limits. Since then, this kind of limit problem has been investigated by various
authors for entropy weak solutions [10–15], and for smooth solutions [5,21,23]. However, these results
are all restricted in the simpliﬁed models and the momentum relaxation-time τ is a unique small
parameter.
For the non-isentropic hydrodynamic model (1.1), there are two relaxation times (τ and σ ). The
genuine two-parameter singular perturbation problems of (1.1) have been studied recently. In [1,2],
G. Alì discussed the singular limits, where the product τσ was assumed to be a positive constant as
τ goes to zero. Y. Li [16] investigated the cases with σ = 1, τ → 0 and σ → ∞, τ → 0, and veriﬁed
the convergence from (1.1) to the drift-diffusion model (1.8) and to the energy-transport model in
[18] respectively.
As relaxation times, τ and σ are both very small. From the mathematical point of view, it seems
more interesting to study the limits as the two relaxation times tend to zero simultaneously. To our
knowledge, few works have been done in this direction. In our recent paper [22], we studied the
case where both τ and σ are much smaller than 1 and τ = O (σ ), which seemingly contains all the
physically relevant cases, since Monte Carlo simulations on the Boltzmann–Poisson equations show
that the momentum relaxation time τ is much smaller than the energy relaxation time σ [3,7]. This
result gives a deﬁnite rate of convergence from (1.1) to (1.8), however, it is established in the Sobolev
space H(Rd) and the regularity index is required to be high ( > 1+ d/2,  ∈ Z).
In this paper, we try to justify the formal combined zero-relaxation limits (1.6)–(1.8) in a critical
Besov space B1+d/22,1 (Rd). The main results are stated as follows.
Theorem 1.1. Suppose that τ = 2σ and n0 − n¯,u0,T0,e0 ∈ B1+d/22,1 (Rd). Then there exists a positive con-
stant δ0 , independent of τ , such that if∥∥(n0 − n¯,u0,T0 − TL,e0)∥∥B1+d/22,1 (Rd)  δ0,
then the system (1.6)–(1.7) has a unique global solution (nτ ,uτ ,T τ ,eτ ) ∈ C1([0,∞) × Rd) with
(
nτ − n¯,uτ ,T τ − TL,eτ
) ∈ C([0,∞), B1+d/22,1 (Rd))∩ C1([0,∞), Bd/22,1 (Rd)).
Moreover, the following uniform energy estimate holds:
sup
t0
(∥∥(nτ − n¯, τuτ ,T τ − TL,eτ )(t, ·)∥∥B1+d/22,1 (Rd) +
∥∥(τ 2nτt , τ 3uτt , τ 2T τt , τ 2eτt )(t, ·)∥∥Bd/22,1 (Rd))
+ μ0
∞∫ {∥∥∥∥
(
nτ − n¯,uτ , 1
τ
(T τ − TL),eτ
)
(t, ·)
∥∥∥∥
B1+d/22,1 (Rd)0
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}
dt
 C0
∥∥(n0 − n¯,u0,T0 − TL,e0)∥∥B1+d/22,1 (Rd), (1.9)
where μ0,C0 > 0 are two constants independent of τ , e0 := ∇−1(n0 − n¯).
Remark 1.1. The symbol ∇−1 means
∇−1 f =
∫
Rd
∇xG(x− y) f (y)dy,
where G(x, y) is a solution to xG(x, y) = δ(x− y) with x, y ∈ Rd .
From the energy estimate (1.9) and the smallness of τ (0 < τ  1), we can obtain a uniform
exponential decay of classical solution (nτ ,uτ ,T τ ,eτ ) near to equilibrium (n¯,0,TL,0) as in [6]:
∥∥(nτ − n¯, τuτ ,T τ − TL,eτ )(t, ·)∥∥B1+d/22,1 (Rd) +
∥∥(τ 2nτt , τ 3uτt , τ 2T τt , τ 2eτt )(t, ·)∥∥Bd/22,1 (Rd)
 C0
∥∥(n0 − n¯,u0,T0 − TL,e0)∥∥B1+d/22,1 (Rd) exp(−μ0t), t  0.
Then we can justify the convergence to the drift-diffusion model (1.8) with the application of the
standard weak convergence methods and the Aubin–Lions’ compactness lemma in [20].
Theorem 1.2. Let (nτ ,uτ ,T τ ,eτ ) be the global solution of (1.6)–(1.7) given by Theorem 1.1. Then there exists
some function (N ,E) which is a global weak solution to (1.8) satisfying (N − n¯,E) ∈ C([0,∞), B1+d/22,1 (Rd))
such that as τ → 0 (i.e., τ → 0, σ → 0), it yields
(
nτ ,eτ
)
(t, x) → (N ,E)(t, x) strongly in Lp(0, T ; (B1−	+d/22,1 (Rd))loc)
and
T τ (t, x) → TL strongly in L1
(
0, T ; B1+d/22,1
(
Rd
))
for any T > 0.
Furthermore, one has
∥∥(N − n¯,E)(t, ·)∥∥
B1+d/22,1 (Rd)
 C ′0
∥∥(n0 − n¯,u0,T0 − TL,e0)∥∥B1+d/22,1 (Rd) exp(−μ0t), t  0, (1.10)
where p ∈ [1,∞), 	 > 0 and C ′0,μ0 > 0 are two constants independent of τ .
Remark 1.2. Theorems 1.1 and 1.2 are valid only for the case τ = 2σ . For the general cases
τ = O (σ ), similar combined relaxation-limit results can be obtained in the stronger Besov space
B1+d/2+	
′
2,2 (R
d)(	′ > 0), rather than the critical space B1+d/22,1 (Rd).
Remark 1.3. Compared with previous relaxation-time results in [1,2,16], Theorem 1.2 holds in the
functional spaces with relatively weaker regularity.
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theory and Besov spaces. In Section 3, we reformulate the system (1.6)–(1.7) in order to obtain the ef-
fective a priori estimates by the high- and low-frequency decomposition methods, and present a local
existence result for classical solutions to (3.1)–(3.2) with general initial data. Then in Section 4, we
establish the uniform a priori estimates to achieve the global existence of uniform classical solutions.
Finally, in Section 5 we perform the combined relaxation-time limits.
Notations. Throughout this paper, f ≈ g means that f  Cg and g  C f , where C > 0 is a uniform
constant with respect to τ and σ . We denote by C([0, T ], X) (resp., C1([0, T ], X)) the space of con-
tinuous (resp., continuously differentiable) functions on [0, T ] with values in a Banach space X . We
also label ‖(a,b, c,d)‖X := ‖a‖X +‖b‖X +‖c‖X +‖d‖X , where a,b, c,d ∈ X . We omit the space depen-
dence for simplicity, since all functional spaces are considered in Rd . Moreover, the integral
∫
Rd f dx
is labeled as
∫
f without any ambiguity.
Finally, we mention some other efforts which were made for the non-isentropic hydrodynamic
models, such as well-posedness of steady-state solutions, global existence of classical or entropy weak
solutions and large time behavior of solutions, etc. The interested readers may refer to [1,2,8,9] and
the literature quoted therein.
2. Littlewood–Paley theory and Besov spaces
In this section, we refer to [4] and recall brieﬂy the Littlewood–Paley decomposition theory and
the characterization of Besov spaces.
Let (ϕ,χ) be a couple of smooth functions valued in [0, 1] such that ϕ is supported in the shell
C(0, 34 ,
8
3 ) = {ξ ∈ Rd | 34  |ξ | 83 }, χ is supported in the ball B(0, 43 ) = {ξ ∈ Rd | |ξ | 43 } and
χ(ξ) +
∞∑
q=0
ϕ
(
2−qξ
)= 1, q ∈ Z, ξ ∈ Rd.
Let S ′ be the dual space of the Schwarz class S . For f ∈ S ′ , the nonhomogeneous dyadic blocks are
deﬁned as follows:
−1 f := χ(D) f = h˜ ∗ f with h˜ = F−1χ,
q f := ϕ
(
2−qD
)
f = 2qd
∫
h
(
2q y
)
f (x− y)dy with h = F−1ϕ, if q 0.
Here ∗, F−1 represent the convolution operator and the inverse Fourier transform, respectively. Note
that h˜,h ∈ S . The nonhomogeneous Littlewood–Paley decomposition is
f =
∑
q−1
q f in S ′.
Deﬁne the low frequency cut-off by
Sq f :=
∑
pq−1
p f .
Obviously, S0 f = −1 f .
Based on the above Littlewood–Paley decomposition, we introduce the explicit deﬁnition of Besov
spaces.
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f ∈ Bsp,r ⇔
( ∑
q−1
(
2qs‖q f ‖Lp
)r) 1r
< ∞
and Bsp,∞ are deﬁned by
f ∈ Bsp,∞ ⇔ sup
q−1
2qs‖q f ‖Lp < ∞.
The following three conclusions can be found in [4] and will be used in subsequent analysis. The
ﬁrst one is Bernstein’s inequality.
Lemma 2.1. Let k ∈ N and 0 < R1 < R2 . There exists a constant C , depending only on R1, R2 and d, such that
for all 1 a b ∞ and f ∈ La, we have
SuppF f ⊂ B(0, R1λ) ⇒ sup
|α|=k
∥∥∂α f ∥∥Lb  Ck+1λk+N( 1a − 1b )‖ f ‖La ;
SuppF f ⊂ C(0, R1λ, R2λ) ⇒ C−k−1λk‖ f ‖La  sup
|α|=k
∥∥∂α f ∥∥La  Ck+1λk‖ f ‖La .
Here, F f represents the Fourier transform on f .
The second one is the compactness result for Besov spaces.
Proposition 2.1. Let 1 p, r ∞, s ∈ R and ε > 0. For all φ ∈ C∞c , the map f → φ f is compact from Bs+εp,r
to Bsp,r .
The last one is a continuity result for compositions.
Proposition 2.2. Let 1  p, r ∞, I be an open interval of R. Let s > 0 and n be the smallest integer such
that n  s. Let F : I → R satisfy F (0) = 0 and F ′ ∈ Wn,∞(I;R). Assume that v ∈ Bsp,r takes values in J  I .
Then F (v) ∈ Bsp,r and there exists a constant C depending only on s, I , J and d such that∥∥F (v)∥∥Bsp,r  C(1+ ‖v‖L∞)n‖F ′‖Wn,∞(I)‖v‖Bsp,r .
3. Reformulation and local existence
In this section, we reformulate the system (1.6) in order to obtain the effective frequency-
localization estimates. Set
Nτ = lnnτ − ln n¯, θτ = T τ − TL .
Then (1.6) can be transformed into the symmetrizable hyperbolic–elliptic system:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Nτt + divuτ = −uτ · ∇Nτ ,
τ 2uτt + TL∇Nτ + ∇θτ + uτ = −τ 2uτ · ∇uτ − θτ∇Nτ + eτ ,
θτt + (γ − 1)TL divuτ +
2
τ 2
θτ = −uτ · ∇θτ − (γ − 1)θτ divuτ ,
diveτ = h(Nτ ),
(3.1)
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h(0) = 0. The initial data (1.7) becomes into
(
Nτ , τuτ , θτ ,eτ
)∣∣
t=0 =
(
lnn0 − ln n¯,u0,T0 − TL,∇−1(n0 − n¯)
)
. (3.2)
Remark 3.1. The variable transform is from the open set {(nτ ,uτ ,T τ ,eτ ) ∈ (0,+∞) × Rd ×
(0,+∞) × Rd} to the whole space {(Nτ ,uτ , θτ ,eτ ) ∈ R × Rd × R × Rd}. It is easy to show that for
classical solutions (nτ ,uτ ,T τ ,eτ ), (1.6)–(1.7) is equivalent to (3.1)–(3.2) with θτ + TL > 0.
The local existence result of classical solutions to the simpliﬁed hydrodynamic model in the critical
Besov space B1+d/22,1 has been obtained in [6]. The main tools used are the regularized means and
compactness argument, which can also be directly applied to the non-isentropic hydrodynamic model
(3.1)–(3.2). Hence, we have
Proposition 3.1. For ﬁxed relaxation-time τ > 0, assume that (Nτ0 ,u
τ
0 , θ
τ
0 ,e
τ
0 ) ∈ B1+d/22,1 , then there ex-
ist a time T0 > 0 and a unique solution (Nτ ,uτ , θτ ,eτ ) to (3.1)–(3.2) such that (Nτ ,uτ , θτ ,eτ ) ∈
C1([0, T0] × Rd) and (Nτ ,uτ , θτ ,eτ ) ∈ C([0, T0], B1+d/22,1 ) ∩ C1([0, T0], Bd/22,1 ).
4. Uniform a priori estimates and global existence
In this section, we establish a uniform a priori estimate to the system (3.1)–(3.2) by the low- and
high-frequency decomposition methods. To do this, we need some lemmas.
Lemma 4.1. If (Nτ ,uτ , θτ ,eτ ) ∈ C([0, T0], B1+d/22,1 ) ∩ C1([0, T0], Bd/22,1 ) is a solution of (3.1)–(3.2) for any
given T > 0, then the following estimate holds (q−1):
1
2
d
dt
(
TL
∥∥qNτ∥∥2L2 + τ 2∥∥quτ∥∥2L2 + 1(γ − 1)TL
∥∥qθτ∥∥2L2 + 1n¯
∥∥qeτ∥∥2L2
)
+ ∥∥quτ∥∥2L2 + 2(γ − 1)TLτ 2
∥∥qθτ∥∥2L2
 C
∥∥(qNτ , τquτ ,qθτ ,qeτ )∥∥L2
(∥∥∇uτ∥∥L∞∥∥(qNτ , τquτ ,qθτ )∥∥L2
+ 1
τ
∥∥∇Nτ∥∥L∞∥∥qθτ∥∥L2 + ∥∥[uτ ,q] · ∇Nτ∥∥L2 + τ∥∥[uτ ,q] · ∇uτ∥∥L2
+ 1
τ
∥∥[∇Nτ ,q]θτ∥∥L2 + ∥∥[uτ ,q] · ∇θτ∥∥L2 + ∥∥[divuτ ,q]θτ∥∥L2
+ ∥∥q(h(Nτ )uτ )∥∥L2
)
, (4.1)
where the commutator [ f , g] := f g − g f and C is a uniform positive constant independent of τ .
Proof. By applying the localization operator q (q  −1) to (3.1), then multiplying the resulting
equations by the conjugates TLqNτ ,quτ , 1(γ−1)TL qθτ , of TLqNτ , quτ and
1
(γ−1)TL qθ
τ , re-
spectively, we can achieve (4.1) in a straightforward way. Also see [6] for similar details. 
Lemma 4.2. If (Nτ ,uτ , θτ ,eτ ) ∈ C([0, T0], B1+d/22,1 ) ∩ C1([0, T0], Bd/22,1 ) is a solution of (3.1)–(3.2) for any
given T > 0, then the following estimate holds (q−1):
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2
d
dt
∫ {
τ 4
(
TL + 2θτ + (θ
τ )2
TL
)∣∣qNτt ∣∣2 + τ 6
(
1+ θ
τ
TL
)∣∣quτt ∣∣2
+ τ
4
(γ − 1)TL
∣∣qθτt ∣∣2 + τ 4n¯
∣∣qeτt ∣∣2
}
+ τ 4∥∥quτt ∥∥2L2 + 2τ 2(γ − 1)TL
∥∥qθτt ∥∥2L2
 Cδ(t)3
∥∥(τqNτt , τ 2quτt , τqθτt )∥∥L2
× ∥∥(q∇Nτ , τq∇uτ ,q∇θτ , τ 2qNτt , τ 3quτt , τ 2qθτt , τ 2qeτt )∥∥L2
+ τ
6
TL
∫
θτt
∣∣quτt ∣∣2 − τ 4TL
∫
θτ
∣∣quτt ∣∣2 + τ 4
∫ (
2θτt +
2θτ θτt
TL
)∣∣qNτt ∣∣2 dx
+ C(1+ ∥∥θτ∥∥L∞ + ∥∥θτ∥∥2L∞)∥∥(τ 2qNτt , τ 3quτt , τ 2qθτt , τ 2qeτt )∥∥L2
× {τ 2(∥∥[uτt ,q]∇Nτ∥∥L2 + ∥∥[uτ ,q]∇Nτt ∥∥L2)+ τ 3(∥∥[uτt ,q]∇uτ∥∥L2
+ ∥∥[uτ ,q]∇uτt ∥∥L2)+ τ 2(∥∥[uτt ,q]∇θτ∥∥L2 + ∥∥[uτ ,q]∇θτt ∥∥L2)
+ τ (∥∥[θτt ,q]∇Nτ∥∥L2 + ∥∥[θτ ,q]∇Nτt ∥∥L2)+ τ 2(∥∥[θτt ,q]divuτ∥∥L2
+ ∥∥[θτ ,q]divuτt ∥∥L2)+ τ 2(∥∥q((h(Nτ )Nτt + n¯Nτt )uτ )∥∥L2
+ ∥∥q(h(Nτ )uτt )∥∥L2)}, (4.2)
where the function δ(t) := ‖(Nτ , τuτ , θτ ,eτ )(t, ·)‖W 1,∞ + ‖(τ 2Nτt , τ 3uτt , τ 2θτt , τ 2eτt )(t, ·)‖L∞ and C is a
uniform positive constant independent of τ .
Proof. By differentiating (3.1) with respect to the time-variable t , we have
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
τ 2Nτtt + τ 2 divuτt = −τ 2uτt · ∇Nτ − τ 2uτ · ∇Nτt ,
τ 3uτtt + τTL∇Nτt + τ∇θτt + τuτt
= −τ 3(uτt · ∇)uτ − τ 3(uτ · ∇)uτt − τθτt ∇Nτ − τθτ∇Nτt + τeτt ,
τ 2θτtt + τ 2(γ − 1)TL divuτt + 2θτt
= −τ 2uτt · ∇θτ − τ 2uτ · ∇θτt − τ 2(γ − 1)θτt divuτ − τ 2(γ − 1)θτ divuτt .
(4.3)
Then applying the localization operator q (q−1) to (4.3) gives
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
τ 2qN
τ
tt + τ 2 divquτt
= −τ 2(uτt · ∇)qNτ + τ 2[uτt ,q]∇Nτ − τ 2(uτ · ∇)qNτt + τ 2[uτ ,q]∇Nτt ,
τ 3qu
τ
tt + τTL∇qNτt + τ∇qθτt + τquτt
= −τ 3(uτt · ∇)quτ + τ 3[uτt ,q]∇uτ − τ 3(uτ · ∇)quτt + τ 3[uτ ,q]∇uτt
− τθτt q∇Nτ + τ
[
θτt ,q
]∇Nτ − τθτ∇qNτt + τ [θτ ,q]∇Nτt + τqeτt ,
τ 2qθ
τ
tt + τ 2(γ − 1)TL divquτt + 2qθτt
= −τ 2(uτt · ∇)qθτ + τ 2[uτt ,q] · ∇θτ − τ 2(uτ · ∇)qθτt + τ 2[uτ ,q]∇θτt
− τ 2(γ − 1)θτt divquτ + τ 2(γ − 1)
[
θτt ,q
]
divuτ
− τ 2(γ − 1)θτ div uτ + τ 2(γ − 1)[θτ , ]divuτ .
(4.4)q t q t
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2
(γ−1)TL qθ
τ
t respectively, and integrating them over R
d af-
ter summing up the resulting equations together, with the aid of Hölder’s inequality we get
1
2
d
dt
(
τ 4TL
∥∥qNτt ∥∥2L2 + τ 6∥∥quτt ∥∥2L2 + τ 4(γ − 1)TL
∥∥qθτt ∥∥2L2
)
+ τ 4∥∥quτt ∥∥2L2 + 2τ 2(γ − 1)TL
∥∥qθτt ∥∥2L2
 I1 + I2 + τ 4
∥∥uτt ∥∥L∞
(
TL‖q∇N‖L2
∥∥qNτt ∥∥L2 + τ 2∥∥q∇uτ∥∥L2∥∥quτt ∥∥L2
+ 1
(γ − 1)TL
∥∥q∇θτ∥∥L2∥∥qθτt ∥∥L2
)
+ 1
2
τ 4
∥∥∇uτ∥∥L∞
(
TL
∥∥qNτt ∥∥2L2
+ τ 2∥∥quτt ∥∥2L2 + 1(γ − 1)TL
∥∥qθτt ∥∥2L2
)
+ τ 4∥∥θτt ∥∥L∞∥∥q∇Nτ∥∥L2∥∥quτt ∥∥L2
+ τ
4
TL
∥∥θτt ∥∥L∞∥∥q divuτ∥∥L2∥∥qθτt ∥∥L2 + τ 4TL(∥∥[uτt ,q]∇Nτ∥∥L2
+ ∥∥[uτ ,q]∇Nτt ∥∥L2)∥∥qNτt ∥∥L2 + τ 6(∥∥[uτt ,q]∇uτ∥∥L2
+ ∥∥[uτ ,q]∇uτt ∥∥L2)∥∥quτt ∥∥L2 + τ 4(∥∥[θτt ,q]∇Nτ∥∥L2
+ ∥∥[θτ ,q]∇Nτt ∥∥L2)∥∥quτt ∥∥L2 + τ 4(γ − 1)TL
(∥∥[uτt ,q]∇θτ∥∥L2
+ ∥∥[uτ ,q]∇θτt ∥∥L2)∥∥qθτt ∥∥L2 + τ 4TL
(∥∥[θτt ,q]divuτ∥∥L2
+ ∥∥[θτ ,q]divuτt ∥∥L2)∥∥qθτt ∥∥L2 , (4.5)
where
I1 = −τ 4
∫
θτq∇Nτt quτt −
τ 4
TL
∫
θτq divu
τ
t qθ
τ
t , I2 = τ 4
∫
qe
τ
t qu
τ
t .
Next, we turn to estimate I1. Using integration by parts and (4.3), we get
I1 = −τ 4
∫
θτq∇Nτt quτt +
τ 4
TL
∫
θτqu
τ
t ∇qθτt +
τ 4
TL
∫
∇θτquτt qθτt
= −τ
6
2
d
dt
∫
θτ
TL
∣∣quτt ∣∣2 + I11 + I12, (4.6)
where
I11 = −τ 4
∫
θτq∇Nτt quτt − τ 4
∫ (
θτ + (θ
τ )2
TL
)
qu
τ
t q∇Nτt
and
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4
TL
∫
∇θτquτt qθτt +
τ 6
TL
∫
θτt
∣∣quτt ∣∣2 + 1TL
∫
θτqu
τ
t
{−τ 4quτt
− τ 6(uτt · ∇)quτ + τ 6[uτt ,q]∇uτ − τ 6(uτ · ∇)quτt + τ 6[uτ ,q]∇uτt
− τ 4θτt q∇Nτ + τ 4
[
θτt ,q
]∇Nτ + τ 4[θτ ,q]∇Nτt + τ 4qeτt }. (4.7)
Furthermore, in the similar spirit, the integral I11 can be estimated as
I11 = τ 4
∫
θτqN
τ
t q divu
τ
t + τ 4
∫ (
θτ + (θ
τ )2
TL
)
q divu
τ
t qN
τ
t
+ τ 4
∫
∇θτqNτt quτt + τ 4
∫ (
∇θτ + 2θ
τ∇θτ
TL
)
qu
τ
t qN
τ
t
= −τ
4
2
d
dt
∫ (
2θτ + (θ
τ )2
TL
)∣∣qNτt ∣∣2 + I111, (4.8)
where
I111 = τ 4
∫
∇θτqNτt quτt + τ 4
∫ (
∇θτ + 2θ
τ∇θτ
TL
)
qu
τ
t qN
τ
t
+ τ 4
∫ (
2θτt +
2θτ θτt
TL
)∣∣qNτt ∣∣2 + τ 4
∫
θτqN
τ
t
× {−(uτt · ∇)qNτ + [uτt ,q]∇Nτ − (uτ · ∇)qNτt + [uτ ,q]∇Nτt }
+ τ 4
∫ (
θτ + (θ
τ )2
TL
)
qNτt
{−(uτt · ∇)qNτ
+ [uτt ,q]∇Nτ − (uτ · ∇)qNτt + [uτ ,q]∇Nτt }. (4.9)
For the integral I2, we recall an equality
divuτ = −dive
τ
t + div(h(Nτ )uτ )
n¯
,
which can be derived from (1.6) under the variable transform. Then, we have
I2 = −τ 4
∫
Φtq divuτt
= −τ 4
∫
Φtq
{
−dive
τ
tt + div(h(Nτ )uτ )t
n¯
}
= −τ
4
2n¯
d
dt
∫ ∣∣qeτt ∣∣2 − τ 4n¯
∫
qe
τ
t q
{(
h
(
Nτ
)
Nτt + n¯Nτt
)
uτ + h(Nτ )uτt }. (4.10)
Together (4.5)–(4.10) immediately give the inequality (4.2). This completes the proof. 
To arrive at the desired a priori estimates, we need some frequency-localization estimates on Nτ
and Nτt .
J. Xu, W.-A. Yong / J. Differential Equations 247 (2009) 1777–1795 1787Lemma 4.3. If (Nτ ,uτ , θτ ,eτ ) ∈ C([0, T ], B1+d/22,1 )∩C1([0, T ], Bd/22,1 ) is a solution of (3.1)–(3.2) for any given
T > 0, then
2qTL
∥∥qNτ∥∥2L2  C(τ 2∥∥quτt ∥∥L2 + ∥∥quτ∥∥L2 + 2q∥∥qθτ∥∥L2 + τ 22q∥∥uτ∥∥L∞∥∥quτ∥∥L2
+ τ 2∥∥[uτ ,q]∇uτ∥∥L2 + 2q∥∥θτ∥∥L∞∥∥qNτ∥∥L2 + ∥∥[θτ ,q]∇Nτ∥∥L2
+ ∥∥q(h˜(Nτ )Nτ )∥∥L2)∥∥qNτ∥∥L2 (q 0); (4.11)
n¯
∥∥−1Nτ∥∥2L2  C(τ 2∥∥−1uτt ∥∥L2 + ∥∥−1uτ∥∥L2 + ∥∥−1θτ∥∥L2 + τ 2∥∥uτ∥∥L∞∥∥−1uτ∥∥L2
+ τ 2∥∥[uτ ,−1]∇uτ∥∥L2 + ∥∥θτ∥∥L∞∥∥−1Nτ∥∥L2 + ∥∥[θτ ,−1]∇Nτ∥∥L2
+ ∥∥q(h˜(Nτ )Nτ )∥∥L2)∥∥−1Nτ∥∥L2 ; (4.12)
τ 2
∥∥qNτt ∥∥2L2  Cτ 2(2q∥∥quτ∥∥L2 + ∥∥uτ∥∥L∞∥∥q∇Nτ∥∥L2
+ ∥∥[uτ ,q]∇Nτ∥∥L2)∥∥qNτt ∥∥L2 (q−1), (4.13)
where h˜(Nτ ) = ∫ 10 h′(ςNτ )dς − n¯ is a smooth function on {Nτ | −∞ < ςNτ < ∞, ς ∈ [0,1]} satisfying
h˜(0) = 0 and C > 0 is a uniform constant independent of τ .
Remark 4.1. The proof of Lemma 4.3 is similar to that in [6], which can be concluded with the
aid of Bernstein’s inequality (Lemma 2.1). For brevity, we omit it here. Note that inequalities (4.11)–
(4.12) comprise the term ‖quτt ‖L2 (q  −1). By means of “Kawashima–Shizuta” skew-symmetry
condition in [19], for isothermal hydrodynamic models, this “bad” term can be avoided, see [21] for
further details. Unfortunately, those developed estimates do not work for the generally non-isentropic
hydrodynamic model (1.1). Consequently, we have to establish a new auxiliary inequality (4.2) to close
the uniform a priori estimates.
For the electron ﬁeld eτ , we also have some frequency-localization estimates.
Lemma 4.4. If (Nτ ,uτ , θτ ,eτ ) ∈ C([0, T ], B1+d/22,1 )∩C1([0, T ], Bd/22,1 ) is a solution of (3.1)–(3.2) for any given
T > 0, then
2q
∥∥qeτ∥∥2L2  C(n¯∥∥qNτ∥∥L2 + ∥∥q(h˜(Nτ )Nτ )∥∥L2)∥∥qeτ∥∥L2 (q 0); (4.14)
− τ 2 d
dt
∫
−1eτ · −1uτ + n¯TL
∥∥−1Nτ∥∥2L2 + ∥∥−1eτ∥∥2L2
 Cτ 2
(
n¯
∥∥−1uτ∥∥L2 + ∥∥−1(h(Nτ )uτ )∥∥L2)∥∥−1uτ∥∥L2
+ C(∥∥−1θτ∥∥L2 + ∥∥−1uτ∥∥L2 + τ 2∥∥uτ∥∥L∞∥∥−1uτ∥∥L2
+ τ 2∥∥[uτ ,−1]∇uτ∥∥L2)∥∥−1eτ∥∥L2 + ∥∥−1(h˜(Nτ )Nτ )∥∥L2∥∥−1Nτ∥∥L2 ; (4.15)
τ 2
∥∥qeτt ∥∥2L2  Cτ 2(n¯∥∥quτ∥∥L2 + ∥∥q(h(Nτ )uτ )∥∥L2)∥∥qeτt ∥∥L2 (q−1), (4.16)
where h˜(Nτ ) is deﬁned by Lemma 4.3 and C > 0 is a uniform constant independent of τ .
Proof. We only present the proof of (4.15) and other’s proofs are direct, so we shall not detail here.
From (1.6), we have
eτt = −∇−1∇ ·
(
h
(
Nτ
)
uτ + n¯uτ ), (4.17)
1788 J. Xu, W.-A. Yong / J. Differential Equations 247 (2009) 1777–1795where the non-local term ∇−1∇ · f is the product of Riesz transforms on f . From (3.1) and (4.17),
we have
−τ 2 d
dt
∫
−1eτ · −1uτ = −τ 2
∫
−1eτt −1uτ dx− τ 2
∫
−1eτ−1uτt
= I3 + τ 2
∫
∇−1∇ · −1
(
h
(
Nτ
)
uτ + n¯uτ )−1uτ
−
∫
−1eτ ·
(−−1∇θτ − −1uτ
− τ 2uτ−1∇uτ + τ 2
[
uτ ,−1
]∇uτ + −1eτ ), (4.18)
where I3 can be estimated as
I3 = TL
∫
−1eτ−1∇Nτ
= −TL
∫
−1 diveτ−1Nτ
= −TL
∫
−1h
(
Nτ
)
−1Nτ
= −TL
∫
−1
(
h
(
Nτ
)− h(0))−1Nτ
= −n¯TL
∥∥−1Nτ∥∥2L2 −
∫
−1
(
h˜
(
Nτ
)
Nτ
)
−1Nτ . (4.19)
Here we have used the equality diveτ = h(Nτ ). By summing up (4.18), (4.19) and using the L2-
boundedness of Riesz transform and Hölder’s inequality, we achieve the inequality (4.15) immedi-
ately. 
For the commutator estimates in Lemmas 4.1–4.4, we have
Lemma 4.5. (See [6].) Let s > 0 and 1 < p < ∞, the following inequalities are true:
2qs
∥∥[ f ,q]Ag∥∥Lp 
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ccq‖ f ‖Bsp,1‖g‖Bsp,1 , f , g ∈ Bsp,1, s = 1+ d/p;
Ccq‖ f ‖Bsp,1‖g‖Bs+1p,1 , f ∈ B
s
p,1, g ∈ Bs+1p,1 , s = d/p;
Ccq‖ f ‖Bs+1p,1 ‖g‖Bsp,1 , f ∈ B
s+1
p,1 , g ∈ Bsp,1, s = d/p.
(4.20)
In particular, if f = g, then
2qs
∥∥[ f ,q]Ag∥∥Lp  Ccq‖∇ f ‖L∞‖g‖Bsp,1 , s > 0, (4.21)
where the operator A = div or ∇ , C > 0 is a harmless constant (independent of τ ) and cq denotes a sequence
such that ‖(cq)‖l1  1.
In addition, in the proof of a crucial a priori estimate (Proposition 4.1), an elementary algebra
inequality will be used, we formulate it as a lemma.
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f1 + g1 + 1
τ
h1 + l1 + τ f2 + τ 2g2 + τh2 + τ l2
 C
( f 21 + g21 + 1τ 2 h21 + l21) + (τ 2 f 22 + τ 4g22 + τ 2h22 + τ 2l22)
( f 21 + τ 2g21 + h21 + l21)1/2 + (τ 4 f 22 + τ 6g22 + τ 4h22 + τ 4l22)1/2
, (4.22)
where C > 0 is a uniform constant independent of τ .
Proof. Note that
(
f 21 + τ 2g21 + h21 + l21
)1/2 + (τ 4 f 22 + τ 6g22 + τ 4h22 + τ 4l22)1/2
≈ ( f1 + τ g1 + h1 + l1) +
(
τ 2 f2 + τ 3g2 + τ 2h2 + τ 2l2
)
, (4.23)
we need only show
(
f1 + g1 + 1
τ
h1 + l1 + τ f2 + τ 2g2 + τh2 + τ l2
)
× ( f1 + τ g1 + h1 + l1 + τ 2 f2 + τ 3g2 + τ 2h2 + τ 2l2)
 C
(
f 21 + g21 +
1
τ 2
h21 + l21 + τ 2 f 22 + τ 4g22 + τ 2h22 + τ 2l22
)
, (4.24)
which is obvious in virtue of the smallness of τ (0 < τ  1) and Young’s inequality. 
With these lemmas for ready, we are going to derive a uniform a priori estimate, which is used to
obtain the global existence of uniform classical solutions to (3.1)–(3.2).
Proposition 4.1. There exist three positive constants δ1,C1 and μ1 independent of τ such that for any T > 0,
if
sup
0tT
(∥∥(Nτ , τuτ , θτ ,eτ )(t, ·)∥∥
B1+d/22,1
+ ∥∥(τ 2Nτt , τ 3uτt , τ 2θτt , τ 2eτt )(t, ·)∥∥Bd/22,1 ) δ1, (4.25)
then
∥∥(Nτ , τuτ , θτ ,eτ )(t, ·)∥∥
B1+d/22,1
+ ∥∥(τ 2Nτt , τ 3uτt , τ 2θτt , τ 2eτt )(t, ·)∥∥Bd/22,1
+ μ1
t∫
0
{∥∥∥∥
(
Nτ ,uτ ,
1
τ
θτ ,eτ
)
(ς, ·)
∥∥∥∥
B1+d/22,1
+ ∥∥(τNτt , τ 2uτt , τ θτt , τeτt )(ς, ·)∥∥Bd/22,1
}
dς
 C1
∥∥(n0 − n¯,u0,T0 − TL,e0)∥∥B1+d/22,1 , for any t ∈ [0, T ]. (4.26)
Proof. From the a priori assumption (4.25), we have
sup
0tT
δ(t) Cδ1, (4.27)
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chosen so small (δ1  TL2C ) that
0 <
TL
4
 TL + 2θ + θ
2
TL
 9TL
4
, 0 <
TL
2
 θ + TL  3TL
2
. (4.28)
The main ingredients in the proof of Proposition 4.1 are the high- and low-frequency estimates of
(Nτ ,uτ , θτ ,eτ ) and (Nτt ,u
τ
t , θ
τ
t ,e
τ
t ). For the sake of clarity, we divide them into two lemmas.
Lemma 4.7. (q 0) Under the assumption of Proposition 4.1, it holds that
2q
d
2
d
dt
{
22q
(
TL
∥∥qNτ∥∥2L2 + τ 2∥∥quτ∥∥2L2 + 1(γ − 1)TL
∥∥qθτ∥∥2L2 + 1n¯
∥∥qeτ∥∥2L2
)
+
∫ [
τ 4
(
TL + 2θτ + (θ
τ )2
TL
)∣∣qNτt ∣∣2 + τ 6
(
1+ θ
τ
TL
)∣∣quτt ∣∣2
+ τ
4
(γ − 1)TL
∣∣qθτt ∣∣2 + τ 4n¯
∣∣qeτt ∣∣2
]}1/2
+ μ2
(
2q(1+
d
2 )
∥∥∥∥
(
qN
τ ,qu
τ ,
1
τ
qθ
τ ,qe
τ
)∥∥∥∥
L2
+ 2q d2 ∥∥(τqNτt , τ 2quτt , τqθτt , τqeτt )∥∥L2
)
 Cδ(t)
(
2q(1+
d
2 )
∥∥∥∥
(
qN
τ ,qu
τ ,
1
τ
qθ
τ ,qe
τ
)∥∥∥∥
L2
+ 2q d2 ∥∥(τqNτt , τ 2quτt , τqθτt )∥∥L2
)
+ C(1+ δ(t))cq∥∥(Nτ , τuτ , θτ )∥∥B1+d/22,1
∥∥∥∥
(
uτ ,
1
τ
θτ , τNτt , τ
2uτt , τ θ
τ
t
)∥∥∥∥
Bd/22,1
+ C2q(1+ d2 )∥∥q(h(Nτ )uτ )∥∥L2 + C2q(1+ d2 )∥∥q(h˜(Nτ )Nτ )∥∥L2
+ C2q d2 τ 2(∥∥q[(h(Nτ )Nτt + n¯Nτt )uτ ]∥∥L2 + ∥∥q(h(Nτ )uτt )∥∥L2), (4.29)
where cq is the sequence deﬁned by Lemma 4.5 and μ2,C are two positive constants independent of τ .
Proof. Combining (4.1), (4.2), (4.11), (4.13)–(4.14) and (4.16), we have
1
2
d
dt
{
22q
(
TL
∥∥qNτ∥∥2L2 + τ 2∥∥quτ∥∥2L2 + 1(γ − 1)TL
∥∥qθτ∥∥2L2 + 1n¯
∥∥qeτ∥∥2L2
)
+
∫ [
τ 4
(
TL + 2θτ + (θ
τ )2
TL
)∣∣qNτt ∣∣2 + τ 6
(
1+ θ
τ
TL
)∣∣quτt ∣∣2
+ τ
4
(γ − 1)TL
∣∣qθτt ∣∣2 + τ 4n¯
∣∣qeτt ∣∣2
]}
+ K1TL22q
∥∥qNτ∥∥2L2 + 22q∥∥quτ∥∥2L2 + 22q+1(γ − 1)TLτ 2
∥∥qθτ∥∥2L2 + K222q∥∥qeτ∥∥2L2
+ K3τ 2
∥∥qNτt ∥∥2L2 + τ 4∥∥quτt ∥∥2L2 + 2τ 2(γ − 1)TL
∥∥qθτt ∥∥2L2 + K4τ 4∥∥qeτt ∥∥2L2
 22q I4 + I5 + K12q I6 + K22q I7 + K3 I8 + K4 I9, (4.30)
where I4, I5, I6, I7, I8 and I9 denote the right-hand sides of inequalities (4.1), (4.2), (4.11), (4.13)–
(4.14) and (4.16), respectively. These positive constants K1, K2, K3 and K4 (independent of τ ) satisfy
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{ TL
4C2
,
1
(γ − 1)C2
}
, K2 = TL
4C2n¯2
K1,
K3 = 1
2C2
and K4 = 1
2n¯2C2
.
We introduce them in order to eliminate some quadratic terms, such as K1C2qτ 2‖quτt ‖L2‖qNτ ‖L2 ,
K1C2q‖quτ ‖L2‖qNτ ‖L2 , K1C22q‖qθτ ‖L2‖qNτ ‖L2 , K2C2qn¯‖qNτ ‖L2‖qeτ ‖L2 , K3τ 2C2q ×‖quτ ‖L2‖qNτt ‖L2 and K4τ 2Cn¯‖quτ ‖L2‖qeτt ‖L2 appearing in the right-hand side of (4.30) by
using Young’s inequality and the smallness of τ (0 < τ  1), for similar details, see [6]. Then, (4.30)
becomes into
1
2
d
dt
{
22q
(
TL
∥∥qNτ∥∥2L2 + τ 2∥∥quτ∥∥2L2 + 1(γ − 1)TL
∥∥qθτ∥∥2L2 + 1n¯
∥∥qeτ∥∥2L2
)
+
∫ [
τ 4
(
TL + 2θτ + (θ
τ )2
TL
)∣∣qNτt ∣∣2 + τ 6
(
1+ θ
τ
TL
)∣∣quτt ∣∣2
+ τ
4
(γ − 1)TL
∣∣qθτt ∣∣2 + τ 4n¯
∣∣qeτt ∣∣2
]}
+ 1
8
K1TL22q
∥∥qNτ∥∥2L2
+ 3
4
22q
∥∥quτ∥∥2L2 + 22q(γ − 1)TLτ 2
∥∥qθτ∥∥2L2 + 12 K222q
∥∥qeτ∥∥2L2
+ 1
2
K3τ
2
∥∥qNτt ∥∥2L2 + 34τ 4
∥∥quτt ∥∥2L2 + 2τ 2(γ − 1)TL
∥∥qθτt ∥∥2L2 + 12 K4τ 4
∥∥qeτt ∥∥2L2
 22q I4 + I5 + K12qC
(
τ 22q
∥∥uτ∥∥L∞∥∥quτ∥∥L2 + τ 2∥∥[uτ ,q]∇uτ∥∥L2
+ 2q∥∥θτ∥∥L∞∥∥qNτ∥∥L2 + ∥∥[θτ ,q]∇Nτ∥∥L2 + ∥∥q(h˜(Nτ )Nτ )∥∥L2)∥∥qNτ∥∥L2
+ K2C2q
∥∥q(h˜(Nτ )Nτ )∥∥L2∥∥qeτ∥∥L2 + K3Cτ 2(∥∥uτ∥∥L∞∥∥q∇Nτ∥∥L2
+ ∥∥[uτ ,q]∇Nτ∥∥L2)∥∥qNτt ∥∥L2 + K4Cτ 2∥∥q(h(Nτ )uτ )∥∥L2∥∥qeτt ∥∥L2 . (4.31)
In I5, we recall three integrals
τ 6
TL
∫
θτt
∣∣quτt ∣∣2 − τ 4TL
∫
θτ
∣∣quτt ∣∣2 + τ 4
∫ (
2θτt +
2θτ θτt
TL
)∣∣qNτt ∣∣2
 2Cδ1τ
4
TL
∥∥quτt ∥∥2L2 +
(
Cδ1 + Cδ
2
1
TL
)
τ 2
∥∥qNτt ∥∥2L2
 1
4
τ 4
∥∥quτt ∥∥2L2 + 14 K3τ 2
∥∥qNτt ∥∥2L2 , (4.32)
where we chose δ1 min{TL8C , K3TL4C(1+TL ) ,1}. By dividing it by{
22q
(
TL
∥∥qNτ∥∥2L2 + τ 2∥∥quτ∥∥2L2 + 1(γ − 1)TL
∥∥qθτ∥∥2L2 + 1n¯
∥∥qeτ∥∥2L2
)
+
∫ [
τ 4
(
TL + 2θτ + (θ
τ )2
TL
)∣∣qNτt ∣∣2 + τ 6
(
1+ θ
τ
TL
)∣∣quτt ∣∣2
+ τ
4
(γ − 1)T
∣∣qθτt ∣∣2 + τ 4n¯
∣∣qeτt ∣∣2
]}1/2L
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d
2 on both sides of the re-
sulting inequality, we arrive at (4.29) immediately with the help of Lemmas 4.5 and 4.6. 
In a similar manner, we can get the low-frequency estimate (q = −1).
Lemma 4.8. Under the assumption of Proposition 4.1, it holds that
2−
d
2
d
dt
{
1
4
(
TL
∥∥−1Nτ∥∥2L2 + τ 2∥∥−1uτ∥∥2L2 + 1(γ − 1)TL
∥∥−1θτ∥∥2L2
− K˜1τ 2
∫
−1eτ−1uτ + 1
n¯
∥∥−1eτ∥∥2L2
)
+
∫ [
τ 4
(
TL + 2θτ + (θ
τ )2
TL
)∣∣−1Nτt ∣∣2
+ τ 6
(
1+ θ
τ
TL
)∣∣−1uτt ∣∣2 + τ 4(γ − 1)TL
∣∣−1θτt ∣∣2 + τ 4n¯
∣∣−1eτt ∣∣2
]}1/2
+ μ3
(
2−(1+
d
2 )
∥∥∥∥
(
−1Nτ ,−1uτ ,
1
τ
−1θτ ,−1eτ
)∥∥∥∥
L2
+ 2− d2 ∥∥(τ−1Nτt , τ 2−1uτt , τ−1θτt , τ−1eτt )∥∥L2
)
 Cδ(t)
(
2−(1+
d
2 )
∥∥∥∥
(
−1Nτ ,−1uτ ,
1
τ
−1θτ ,−1eτ
)∥∥∥∥
L2
+ 2− d2 ∥∥(τ−1Nτt , τ 2−1uτt , τ−1θτt )∥∥L2
)
+ C(1+ δ(t))c−1∥∥(Nτ , τuτ , θτ )∥∥B1+d/22,1
∥∥∥∥
(
uτ ,
1
τ
θτ , τNτt , τ
2uτt , τ θ
τ
t
)∥∥∥∥
Bd/22,1
+ C2−(1+ d2 )∥∥−1(h(Nτ )uτ )∥∥L2 + C2−(1+ d2 )∥∥−1(h˜(Nτ )Nτ )∥∥L2
+ C2− d2 τ 2(∥∥−1[(h(Nτ )Nτt + n¯Nτt )uτ ]∥∥L2 + ∥∥−1(h(Nτ )uτt )∥∥L2), (4.33)
where c−1 is the sequence deﬁned by Lemma 4.5 and K˜1 , μ3 , C are some positive constants independent of τ .
Remark 4.2. The proof of Lemma 4.8 is similar to that of Lemma 4.7, so we omit it. The constant K˜1
is used to ensure
1
4
TL
∥∥−1Nτ∥∥2L2 + τ 2∥∥−1uτ∥∥2L2 + 1(γ − 1)TL
∥∥−1θτ∥∥2L2
− K˜1τ 2
∫
−1eτ−1uτ + 1
n¯
∥∥−1eτ∥∥2L2
≈ 1
4
(∥∥−1Nτ∥∥2L2 + τ 2∥∥−1uτ∥∥2L2 + ∥∥−1θτ∥∥2L2 + ∥∥−1eτ∥∥2L2)
and to eliminate some quadratic terms in the right-hand side of inequality (4.33).
Summing up (4.29) on q ∈ {0} ∪ Z+ and adding (4.33) together, then according to a priori assump-
tion (4.25), (4.27) and Moser’s estimates (Proposition 2.2), we can obtain the following differential
inequality:
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dt
Q + μ4
(∥∥∥∥
(
Nτ ,uτ ,
1
τ
θτ ,eτ
)∥∥∥∥
B1+d/22,1
+ ∥∥(τNτt , τ 2uτt , τ θτt , τeτt )∥∥Bd/22,1
)
 Cδ1
(∥∥∥∥
(
Nτ ,uτ ,
1
τ
θτ ,eτ
)∥∥∥∥
B1+d/22,1
+ ∥∥(τNτt , τ 2uτt , τ θτt , τeτt )∥∥Bd/22,1
)
, (4.34)
if δ1 is assumed as δ1  1, where
Q (t) =
∑
q0
2q
d
2
{
22q
(
TL
∥∥qNτ∥∥2L2 + τ 2∥∥quτ∥∥2L2 + 1(γ − 1)TL
∥∥qθτ∥∥2L2 + 1n¯
∥∥qeτ∥∥2L2
)}
+
∑
q−1
{∫ [
τ 4
(
TL + 2θτ + (θ
τ )2
TL
)∣∣qNτt ∣∣2 + τ 6
(
1+ θ
τ
TL
)∣∣quτt ∣∣2
+ τ
4
(γ − 1)TL
∣∣qθτt ∣∣2 + τ 4n¯
∣∣qeτt ∣∣2
]}1/2
+ 2− d2
{
1
4
(
TL
∥∥−1Nτ∥∥2L2
+ τ 2∥∥−1uτ∥∥2L2 + 1(γ − 1)TL
∥∥−1θτ∥∥2L2 − K˜1τ 2
∫
−1eτ−1uτ
+ 1
n¯
∥∥−1eτ∥∥2L2
)}1/2
, t ∈ [0, T ],
and μ4 > 0 is a uniform constant independent of τ . Note that
Q (t) ≈ (∥∥(Nτ , τuτ , θτ ,eτ )(t, ·)∥∥
B1+d/22,1
+ ∥∥(τ 2Nτt , τ 3uτt , τ 2θτt , τ 2eτt )(t, ·)∥∥Bd/22,1 ),
by choosing δ1 = μ42C and μ1 = μ42 , we complete the proof of Proposition 4.1 immediately. 
Based on Propositions 3.1–4.1, we establish the global existence of uniform classical solutions to
the system (3.1)–(3.2) by virtue of the standard continuation argument. Using the imbedding property
in Besov space B1+d/22,1 , (Nτ ,uτ , θτ ,eτ ) ∈ C1([0,∞) × Rd) solves (3.1)–(3.2). The smallness of δ1 is
suﬃcient to ensure θτ + TL > 0. Then it follows from Remark 3.1 that (nτ ,uτ ,T τ ,eτ ) ∈ C1([0,∞) ×
Rd) is a solution of (1.6)–(1.7) with nτ ,T τ > 0. Furthermore, we may attain Theorem 1.1.
5. Combined relaxation-time limits
In the last section, we shall perform the combined relaxation-time limit τ → 0 (i.e. τ → 0, σ → 0).
Proof of Theorem 1.2. From the uniform energy estimate (1.9), it follows that, for any T > 0,
nτ − n¯ ∈ C([0, T ], B1+d/22,1 )∩ L1(0, T ; B1+d/22,1 ), (5.1)
τuτ ∈ C([0, T ], B1+d/22,1 ), uτ ∈ L1(0, T ; B1+d/22,1 ), (5.2)
T τ − TL ∈ C
([0, T ], B1+d/22,1 ), T τ − TLτ ∈ L1(0, T ; B1+d/22,1 ), (5.3)
eτ ∈ C([0, T ], B1+d/22,1 )∩ L1(0, T ; B1+d/22,1 ), (5.4)
uniformly in τ . Note that (5.3), we have
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0
∥∥T τ (t, ·) − TL∥∥B1+d/22,1 dt = τ
T∫
0
∥∥∥∥ 1τ (T τ (t, ·) − TL)
∥∥∥∥
B1+d/22,1
dt
 Cτ → 0, as τ → 0. (5.5)
That is,
{T τ }→ TL strongly in L1(0, T ; B1+d/22,1 ), as τ → 0. (5.6)
By using Proposition 2.1 and the Aubin–Lions’ compactness lemma in [20], there exists a function
(N ,E) ∈ C([0,∞), n¯ + B1+d/22,1 ) × C([0,∞), B1+d/22,1 ) such that the sequences (up to subsequences)
{
nτ
}→ N strongly in Lp(0, T ; (B1−	+d/22,1 )loc) (5.7)
and
{
eτ
}→ E strongly in Lp(0, T ; (B1−	+d/22,1 )loc) (p ∈ [1,∞), 	 > 0), (5.8)
as τ → 0. Hence, in the system (1.6)–(1.7), the uniform bounded properties (5.1)–(5.4) and the con-
vergence properties (5.6)–(5.8) allow us to pass to the limit τ → 0 in the sense of distributions, which
implies that (N ,E) is a global weak solution to the drift-diffusion model (1.8) satisfying (1.10). Hence,
the proof is complete. 
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