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ABSTRACT
Doppler spectroscopy is a powerful tool for discovering and characterizing exoplanets.
For decades, the standard approach to extracting radial velocities (RVs) has been to
cross-correlate observed spectra with a weighted template mask. While still widely
used, this approach is known to suffer numerous drawbacks, and so in recent years
increasing attention has been paid to developing new and improved ways of extracting
RVs. In this proof-of-concept paper we present a simple yet powerful approach to
RV extraction. We use Gaussian processes to model and align all pairs of spectra with
each other; without constructing a template, we combine pairwise RV shifts to produce
accurate differential stellar RVs. Doing this on a highly-localized basis enables a data-
driven approach to identifying and mitigating spectral contamination, even without the
input of any prior astrophysical knowledge. We show that a crude implementation of
this method applied to an inactive standard star yields RVs with comparable precision
to and significantly lower rms variation than RVs from industry-standard pipelines.
Though amenable to numerous improvements, even in its basic form presented here
our method could facilitate the study of smaller planets around a wider variety of stars
than has previously been possible.
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1 INTRODUCTION
The discovery of exoplanets has heralded the start of one
of history’s greatest scientific revolutions, and exoplanetary
science has rapidly acquired a unique positioned to address
profound questions about the origins of life, and about our
place and future in the cosmos.
Since the discovery of the first exoplanet over two
decades ago (Mayor & Queloz 1995), Doppler spectroscopy –
a.k.a. the radial velocity (RV) method – has been one of the
bedrocks of exoplanetary science. As of 2019, it has been re-
sponsible for more exoplanet discoveries than all other tech-
niques apart from transit photometry; and together, the RV
and transit methods have been responsible for the discov-
ery of around 95% of all confirmed exoplanets.1 Apart from
being an important tool for exoplanet discovery in its own
? E-mail: vr325@cam.ac.uk
1 Based on counts from the NASA Exoplanet Archive, available
online at exoplanetarchive.ipac.caltech.edu.
right, the RV method has also been indispensable for con-
firming and characterizing planetary candidates discovered
via other techniques (e.g. Konacki et al. 2003): of particular
importance is the RV method’s ability to constrain a planet’s
mass, and thus provide information about its likely composi-
tion, formation history, atmosphere scale height, and more.
Thanks to a number of technical advances, the precision
of RV surveys has been steadily improving. Whereas the RV
spectrographs of fifty years ago yielded RV measurements
with nominal errors in excess of 1 km s−1 per measurement,
absorption-cell spectrographs have in recent years demon-
strated precisions of order 1 m s−1 (Butler et al. 2017), while
the newest generation of highly-stabilized spectrographs to-
day boast sub-m s−1 precisions, and aim to achieve 10 cm s−1
precisions (Pepe et al. 2010; Probst et al. 2014; Thompson
et al. 2016; Jurgenson et al. 2016; Schwab et al. 2016). Al-
though absorption-cell spectrographs (Campbell & Walker
1979; Marcy & Butler 1992; Butler et al. 1996) were respon-
sible for most of the first several dozen exoplanet discoveries,
more recently ultra-stabilized spectrographs (i.e. using the
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so-called ‘simultaneous reference’ technique: Baranne et al.
1996; Probst et al. 2014) have yielded the highest precisions.
The most ambitious plans for next-generation RV instru-
ments call for stability at the 1 cm s−1 level (Pasquini et al.
2008; Fischer et al. 2016).
Despite enormous advances in instrumentation, a num-
ber of significant obstacles continue to impede the discovery
of low-mass planets, especially below the ∼ 1 m s−1 level.
Moreover, 10 cm s−1 precisions have not yet been demon-
strated.
Perhaps the most vexatious obstacle to detecting true
Earth-analogue planets using Doppler spectroscopy (or in-
deed transit photometry) is variability intrinsic to stars
themselves. These stellar nuisance signals, due e.g. to sur-
face magnetic activity such as rotating spots and plages,
may have covariance structure similar to but amplitudes or-
ders of magnitudes larger than the signals expected from
true Earth-analogues (Dumusque 2012). There has thus been
considerable effort devoted, in recent years, to developing
ways to disentangle stellar activity signals from planetary
ones in RVs (Boisse et al. 2009; Lanza et al. 2010; Aigrain
et al. 2012; Tuomi et al. 2014; Haywood et al. 2014; Robert-
son & Mahadevan 2014; Rajpaul et al. 2015; Jones et al.
2017). With one or two exceptions (e.g. Davis et al. 2017),
almost all such efforts have been based on post hoc attempts
to constraining the stellar activity component of RVs. In
other words, RVs derived via a standard pipeline are taken
as a starting point, and supplementary information is used
after the fact (e.g. ancillary photometry, or spectroscopic di-
agnostics that should be sensitive to activity but not planets)
to try to figure out which RV variability may be due to stel-
lar activity, and which to planets. Despite modest progress
in this direction, there remains significant scope and indeed
compelling need for improved approaches to mitigating stel-
lar activity’s impact on RV exoplanet detection and charac-
terization.
Telluric absorption and emission lines pose another non-
trivial obstacle to extreme-precision RVs. A common ap-
proach to overcoming this obstacle is simply to discard those
portions of spectra known a priori to suffer from significant
atmospheric contamination. This, however, has the effect of
throwing away potentially-valuable information that could
be used to constrain genuine stellar RVs. Moreover, it is not
straightforward to mask off the forest of so-called ‘micro-
telluric’ features which, though almost imperceptible, can
nevertheless lead to RV contamination at the meter per sec-
ond level, depending on factors including atmospheric water
vapour content and air mass (Cunha et al. 2014). Correc-
tion using standard stars (Vacca et al. 2003) or theoreti-
cal atmospheric transmission spectra models (Hrudkova´ &
Harmanec 2005; Bailey et al. 2007; Cotton et al. 2014) is
possible albeit non-trivial, and the results are imperfect. A
recent and sophisticated effort to constrain telluric spectra
directly from a large number of observed spectra has shown
significant promise (Bedell et al. 2019, see also Section 7.2
of this paper).
Against the backdrop of improving instrumentation and
understanding of spectral contamination, it is interesting to
note that for several decades, the standard approach to ex-
tracting RVs from spectra taken with a stabilized spectro-
graph remained essentially unchanged: viz., cross correlating
observed spectra with a template (Griffin 1967; Simkin 1974;
Baranne et al. 1979; Tonry & Davis 1979; Bouchy et al.
2001). This is typically either a synthetic template based
on model stellar atmospheres, knowledge of atomic line lo-
cations, and other such considerations, or a high signal-to-
noise ratio (SNR) spectrum derived from real observations
(e.g. Nordstro¨m et al. 1994; Baranne et al. 1996; Balona
2002), in either case with various numerical weights and/or
masking applied to different parts of the template (Pepe
et al. 2002). While increasing attention has been paid in
recent years to developing better approaches to RV extrac-
tion (e.g. Anglada-Escude´ & Butler 2012; Zechmeister et al.
2018; Dumusque 2018; Bedell et al. 2019), the approach of
cross-correlating observed spectra with a masked, weighted
template (often called a delta function template when a
binary mask is used) retains wide currency. For example,
this approach is employed in the primary data reduction
pipelines of HARPS (Rupprecht et al. 2004) and HARPS-N
(Cosentino et al. 2012), as well as in the pipelines of newer in-
struments such as ESPRESSO (Di Marcantonio et al. 2018)
and EXPRESS (e.g. Blackman et al. 2019).
Though tried and trusted, this standard approach suf-
fers several drawbacks. First, a pre-defined template will
never be a perfect match to any observed star’s spectrum,
be it because the template is derived from a different star, or
because the line locations and depths in a synthetic template
are known with only finite precision. Masking also inevitably
throws away some RV information contained outside of the
lines chosen for the template. Second, the RV extraction
process does not, by itself, suggest strategies for mitigat-
ing stellar activity variability and telluric contamination.
Third, errors in RVs extracted via template cross-correlation
tend to be estimated via ad hoc stratagems (see e.g. Tonry
& Davis 1979) that do not account for template imperfec-
tions, spectral contamination, etc. Fourth, when using a pre-
defined template, acquiring more spectra does not improve
the accuracy or precision of existing RVs, despite additional
spectra containing potentially-useful new information (each
observed spectrum could be used to reduce noise and/or im-
prove knowledge of line locations in the template); instead,
each RV is computed via a once-off cross-correlation, inde-
pendent of all other observations. Alternatively, as we dis-
cuss in Section 2.4, there are numerous issues inherent in
using observed spectra to construct a ‘master’ template. Fi-
nally, one could argue that this whole process is remarkably
complex: depending on the particular implementation, RV
extraction might ultimately involve everything from atomic
physics and stellar atmosphere modelling (in the context of
template construction) to terrestrial meteorological consid-
erations (in the context of telluric masking or modelling) to
an assortment of numerical schemes for resampling, interpo-
lation, error propagation, etc.
In practice, one does not actually concern oneself with
most of these complexities – typically, one simply passes ob-
served spectra to off-the-shelf code, and after ‘turning the
crank,’ ends up with a set of RVs and error estimates. But
building an RV extraction pipeline from the ground up, or
diagnosing shortcomings of an existing approach, would re-
quire vastly more work and insight.
In this paper, we add to the growing number of recent
efforts to develop new and improved ways of extracting RVs,
and propose a conceptually simple, Gaussian process-based
approach to extracting RVs from ultra-stabilized spectra.
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Our approach uses nothing but non-parametric Gaussian
process (GP) models of observed spectra for RV extraction;
it requires no template, nor any inputs of prior astrophys-
ical or telluric knowledge. Despite its simplicity, we show
that our technique avoids most of the issues we enumerated
previously, and indeed is able to outperform a number of
currently-used approaches to RV extraction.
2 A TEMPLATE-FREE APPROACH TO
RADIAL VELOCITY EXTRACTION
2.1 The basic idea
We present here the simple idea behind our proposed new
technique; we shall afterwards discuss and motivate the tech-
nique’s features. Given N spectra, the essence of the tech-
nique is the following:
(i) assume each observed spectrum can be modelled with
a GP;
(ii) align all GP model spectra to infer RV shifts (plus
associated error estimates) between all pairs of spectra;
(iii) selectively combine these O(N2) pairwise RV shifts,
accounting for estimated errors, to produce N differential
RVs.
2.2 Motivation for using GPs
Why bother modelling spectra with GPs, before inferring RV
shifts between them?2 Why not just align the ‘raw’ spectra
directly?
In practice, each observed spectral flux will be accom-
panied an error estimate, based at a minimum on Poisson
counting statistics associated with photon noise. However,
this belies the fact that except in regions of pure noise, er-
rors will generally be correlated along the wavelength axis:
knowledge of a flux at one point should reduce our uncer-
tainty in nearby flux values. For example, if a spectral line
is traced out over (say) ten detector pixels, these ten fluxes
combined with some knowledge of the regular rather than
completely random structure of the line should allow us to
interpolate the fluxes more accurately compared to the case
where the fluxes were treated as arising purely from white
noise. Of course, this behaviour would be localized: knowl-
edge of fluxes in a given line wouldn’t tell us anything useful
about distant lines; i.e., covariance length scales would be
short.
Provided the covariance length scale is finite, though,
we might as well work with a covariance matrix quantify-
ing how knowledge of fluxes at a given set of points reduces
uncertainty about nearby fluxes, instead of treating flux er-
rors as being independent. In other words, we might as well
work with GPs, which in one sense are nothing but a gener-
alisation of white Gaussian noise models. Using a GP with
suitable covariance function permits a more realistic (less
2 Readers looking for a quick, conceptual introduction to GPs are
referred to, e.g., Roberts et al. (2013) or Section 2.6 of Rajpaul
(2017).
pessimistic) error treatment than when assuming indepen-
dent error estimates on individual fluxes, which should ul-
timately lead to refined RV estimates. Given that RVs of
1 m s−1 translate into shifts across about 1/1000th of a de-
tector pixel on an instrument like HARPS or HARPS-N, we
shouldn’t be surprised if even a slight improvement to some-
thing as mundane as spectral interpolation could translate
into improved RV estimates.
Using GPs, we need not assume any detailed knowledge
of or parametric form for the spectrum/function we wish to
learn, and we certainly do not need to input any atomic
or stellar astrophysics. It suffices for the spectrum to have
some non-random structure (absorption lines, continuum,
etc.), and thus non-trivial covariance structure. Provided we
can parametrize this covariance and thus formulate a prior
over functions, we can then use the elegant machinery of GP
regression to infer analytically a function to describe the ob-
servations, along with detailed error bars on that function,
encoded in the GP posterior mean and covariance, respec-
tively.
Once working within a GP regression framework, it be-
comes straightforward to evaluate and manipulate model
spectra and associated uncertainties at arbitrary wave-
lengths, rather than just the discrete set of wavelengths
defined by detector pixels, and even to apply a variety of
operators analytically. For example, the joint GP likelihood
for the two spectra as a function of relative RV shift can
be evaluated analytically and maximised directly, without
having to worry separately about resampling spectra to a
common wavelength grid, propagating uncertainties, etc. Al-
ternatively, GPs might be cross-correlated to produce a con-
tinuous CCF attended by a detailed uncertainty model; see
Fig. 1 for an example. These two (related) approaches to RV
extraction are considered in Section 3.2.
Of course, there are countless other ways one could
model spectra non-parametrically. However, GPs offer a
principled way to do this modelling, and as noted above
also conveniently take care of most of the things one would
anyway need to do when inferring RVs, whether via cross-
correlation or a maximum-likelihood (ML) approach. More-
over, as we shall discuss in Section 7.3, the basic GP frame-
work we present here will prove amenable to various sophisti-
cated extensions, including explicit modelling of activity and
telluric variability via modelling of temporal covariances.
2.3 Motivation for computing pairwise RVs
Before turning to the practical matter of how to aggregate an
ensemble of pairwise RV shifts to produce differential RVs,
it is useful first to ask the question: why compute pairwise
RVs at all? Why not take a more traditional approach and
align each spectrum with a template formed by co-adding all
spectra? Or why not align all spectra simultaneously, instead
of doing it on a pair-by-pair basis?
First, there are theoretical reasons to prefer the
pairwise-RV approach. Even if portions of two different spec-
tra contain stellar activity and telluric contamination, it will
still be possible to compute a single, well-defined relative RV
shift between the two spectra, at least when considering the
uncontaminated portions of the spectra.
On the other hand, imagine a large number N of stellar
spectra that have non-zero relative RVs, due e.g. to the pres-
MNRAS 000, 1–27 (2019)
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Figure 1. Cross-correlation using discrete, noisy data vs. GP models for the data. Panel (a) shows two sets of noisy observations of an
arbitrarily-chosen function; the dotted lines show the noise-free function (an exponentially-decaying squared sinusoid) used to generate
the observations, which are in turn denoted by red and blue points. A lag of δ = 2 was used. Panel (b) shows the discrete, normalized
cross-correlation function (CCF) computed directly from the observations; the black dotted line indicates δ = 2. Panel (c) shows GP
models with Gaussian kernels fitted to the observations; the solid lines and shaded regions denote posterior means and ±σ posterior
uncertainty, respectively. The GP means recreate the original generating functions quite well. Panel (d) shows the normalized CCF
computed from the models in panel (c). The CCF is now continuous and attended by a detailed uncertainty model, which automatically
accounts for the uneven information content of the cross-correlated observations, gaps in the observations, etc.
ence of orbiting planets or a stellar companion, but are oth-
erwise identical. A template formed by co-adding all spectra
will smear out sharp spectral features in proportion to the
relative stellar RVs, possibly blending nearby lines that were
not blended in individual spectra, etc. If, additionally, stellar
activity contamination is present, lines in the co-added tem-
plate will exhibit broadening, skewness, etc. from co-adding
time-variable activity distortions (Boisse et al. 2011) across
a large number of spectra. Similarly, if telluric contamina-
tion is present, the co-added template will contain telluric
features smeared out by up to ±30 km s−1 after barycen-
tric correction for Earth’s annual orbital motion, and by up
to ±460 m s−1 after barycentric correction for Earth’s daily
rotation (Wright & Eastman 2014), irrespective of any gen-
uine stellar Doppler shifts that may be present.3 All of which
3 Earth’s motion has an unexpectedly useful consequence for
Doppler spectroscopy: over time, a single detector will probe an
ever-denser set of stellar photon emission wavelengths, despite
the detector’s finite number of pixels with well-defined central
wavelengths. This can be exploited to build up a template stel-
lar spectrum with resolution superior to that of any individual
spectrum (Park et al. 2003; Grundho¨fer & Ro¨thlin 2017). Our
template-free technique does this implicitly through RV estima-
means that the template will never be equivalent up to a ve-
locity shift to any of the individual spectra, translating into
sub-optimal RV extraction. See Fig. 2.
A more subtle problem is that because the noise in any
individual spectrum will be present albeit diluted in the co-
added template, there will always be a small bias towards
zero RV due to noise in every spectrum matching with itself
in the template (van Kerkwijk et al. 1995). This bias de-
creases with increasing N, though could be significant even
for large N in the case of non-Gaussian outliers.
In principle there are ways to address these issues while
using an observed template, though they are usually not
straightforward. For example, even without activity or tel-
luric contamination, there would inevitably be a ‘chicken and
egg’ problem to solve: to build an optimal template would
require un-shifting and stacking observed spectra; but know-
ing by how much to un-shift a given spectrum would itself
require comparison with a template. Hence an iterative (e.g.
Cabasson et al. 2006; Rezk et al. 2012) scheme for refining
estimated shifts would needed; even if these schemes con-
verge quickly, there is generally no guarantee that they will
tion from pairs of spectra with different emission wavelength sam-
pling.
MNRAS 000, 1–27 (2019)
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Figure 2. Schematic of a spectrum f (λ) comprising stellar ab-
sorption line, telluric emission feature, and photon noise. The stel-
lar line has positive, zero and negative RV in panels (a) to (c),
and for the purposes of a simple illustration, Earth’s barycentric
velocity is assumed to have the same sign but three times the
amplitude of the stellar velocity. The solid and dotted lines indi-
cate the noise-free spectrum before and after barycentric velocity
correction. Co-adding the barycentric velocity-corrected observa-
tions yields the average ‘template’ in panel (d). Per the discussion
in Section 2.4, this template does not resemble any of the original
spectra up to an RV shift: telluric contamination is spread out,
while the stellar line is made shallower and broader by adding
observations with non-zero relative stellar RVs.
converge to the globally optimal solution. Separate strategies
would be needed for modelling or masking off activity and/or
telluric contamination. Bias related to self-matching of noise
could be avoided by working with a separate template for
each spectrum (excluding that spectrum itself from the tem-
plate), although this would immediately increase the com-
plexity and computational burden of the extraction by an
order of magnitude, since now N different templates would
need to be constructed iteratively. Or one could simply ig-
nore these issues, though to do so would be contrary to the
pursuit of extreme-precision RVs.
On the other hand, assume that we are working with
only two spectra, and wish to compute a relative RV shift
for different ‘chunks’ (e.g. e´chelle orders or smaller subsets)
of the spectra. Now, the local RV shifts we infer will fall
into one of two categories: (i) bona fide stellar Doppler shift
estimates, from regions in the pair of spectra that are equiv-
alent up to a Doppler shift; and (ii) ‘bad’ RV estimates from
regions in the pair of spectra that differ on account of tel-
lurics, activity contamination, or instrumental systematics.
Provided the latter contamination is at least somewhat lo-
calized and does not corrupt the majority of the spectrum,
we should be able to identify RV estimates of type (ii) as
being drawn from a very different distribution to those of
0 2 4 6 8 10
-2
-1
0
1
2
3
Figure 3. An arbitrary function, y(t), with values measured rel-
ative to a fixed origin (dashed line) or via a sum of pairwise
differences (see text on pg. 6).
type (i), and could exclude the associated wavelengths from
the final RV estimation.
If instead of constructing a template from observations
we performed RV extraction by comparing observed spec-
tra with a template derived from a different star, or with
a binary-mask template based on theoretical positions and
widths of stellar absorption lines at zero velocity, there will
be additional sources of error, e.g. from a mismatch between
stellar types (in general, the template will not match exactly
the spectral type, metallicity, activity level, rotation speed,
etc. of the target star), or from uncertainty in depths and
positions of lines in the delta function template (typically
hundreds of m s−1 per line), which introduces an artificial
velocity offset to each order based on the ensemble of lines
used in the template. The latter problem is exacerbated by
the varying SNR across orders (lower at order edges than
centres, due to a spectrograph’s blaze function): when lines
move across an order due e.g. to Earth’s barycentric motion,
the effective weight of the lines in the template changes, lead-
ing to further spurious RVs.
The numerous problems inherent in template-based RV
extraction aside, there are also more practical reasons to
favour pairwise RV comparison. Simultaneous alignment of
many spectra, alongside telluric and activity masking or
modelling, could become computationally intractable as N
becomes large, not least because of the enormous dimension-
ality of the space of free parameters. Additionally, the very
large number of observations to be modelled simultaneously
would certainly be an obstacle to GP-based approaches to
RV estimation. By contrast, pairwise RV estimation entails
cheap, repeated computation that parallelises trivially, with
only a few parameters to be optimized for any pair of spec-
tra.
2.4 Averaging over pairwise RVs
After we compute an ensemble of pairwise RV shifts, how do
we aggregate these into a ‘master’ RV estimate for a given
MNRAS 000, 1–27 (2019)
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epoch, in the absence of reference (template) spectrum with
known RV?
As an aside, let us consider how any function can be
expressed as a sum of pairwise differences. Suppose we have
a function y(t), with its values measured at N points, so that
we have a data set {(ti, yi, σi)}Ni=1. Here, yi is the value of the
function relative to some origin (zero), and σi is the standard
deviation of the Gaussian error distribution for each yi .
Suppose now that rather than making a single abso-
lute measurement of yi relative to a fixed origin, we are
instead able to measure the N(N − 1)/2 pairwise differences4
between all values, so that our data would take the form
{(ti j, yi j, σi j )}Ni, j=1, where yi j := yi − yj . A little algebra re-
veals that we can then reconstruct the individual yi values,
relative to an origin defined by the average5 of all yi values:
yi =
1
N
N∑
j=1
yi =
1
N
N∑
j=1
(yi − yj ) + 1N
N∑
j=1
yj =
1
N
N∑
j=1
yi j + γ (1)
where γ := 1N
∑N
j=1 yj is our new origin. As γ is the same for
all yi , if we are not interested in this offset, we may as well
set γ = 0.
Why bother? In the ideal case where our origin (zero-
point) is not subject to any error, it would make little
sense to reconstruct y(t) via pairwise differences; the indi-
vidual measurements yi would, if available, constitute ev-
erything we knew about y(t), and aggregating yi j measure-
ments would simply reconstruct the known yi values via a
pointlessly circuitous calculation. However, we could envis-
age two scenarios where the pairwise-differences approach
would have non-trivial value. First, if the zero-point were
not known at all, then we could at least use measurements
of yi j to reconstruct y(t) up to some additive constant. Sec-
ond, if for some reason the measurements yi were subject
to larger errors than the yi j measurements – perhaps be-
cause the origin itself were poorly constrained – then we
could reconstruct y(t) more accurately via yi j than via yi
measurements, again up to some additive constant.
Now we could of course choose to interpret y(t) as a
time-varying stellar RV signal, and yi j as pairwise RV shifts
between spectra taken at different times. Regardless of the
complexity of the RV signal y(t) – it might comprise binary
stellar, exoplanetary, and other contributions – we could re-
construct it, up to an additive constant, by averaging over
the pairwise RV shifts yi j . For the purposes of exoplanet de-
tection or characterization, the absolute RV offset γ would
in any case be irrelevant – so, even without any zero-RV
template spectrum, we should still be able to perform pre-
cise Doppler spectroscopy. In particular, it might well be
the case that yi-type measurements (i.e., RVs estimated by
comparing individual spectra with a fixed though imperfect
template) may suffer from larger errors than yi j -type mea-
surements (i.e., RVs estimated by comparing pairs of real
spectra from the same star), in which case we could expect
4 Recalling the well-known ‘handshake problem,’ we only need
to compute N (N − 1)/2 pairwise differences, as yii = 0 and yi j =
−yj i ∀ i, j.
5 To account for errors, we should really be weighting each yi by
σ−2i which we will indeed do later on. To simplify the discussion
here, we consider for now the case of simple arithmetic averaging.
the pairwise-aggregating of RV shifts to yield more accu-
rate and precise RVs than when using an imperfect template
spectrum. In fact, though we need never actually work with
or compute a template, the pairwise RV shifts and uncertain-
ties implicitly contain the information necessary to construct
an ideal template derived from all the observations.
Note that provided any of the error processes over which
we are averaging is stationary and has a well-defined mean,
it does not matter whether the mean of the process is zero;
if non-zero, the mean will simply be absorbed into the arbi-
trary γ term.6
While the error in any single pairwise RV estimate yi j
may well be much larger than in the case where a high-
quality template were available, the standard error of the
mean RV estimates yi should decrease roughly in propor-
tion with
√
1/N, in accordance with well-known results for
the uncertainty (standard error) in the sum or mean of un-
correlated random variables (e.g. Wasserman 2004). In other
words, more spectra will mean more precise RVs, up to what-
ever limit is dictated by the finite information content of any
individual spectrum to which wish to assign an RV shift. Of
course, the errors in pairwise RV shifts will in general not
be uncorrelated, especially when considering spectra closely-
spaced in time, so various corrections might be made to
quantify the rate at which errors should theoretically de-
crease, taking into account autocorrelation (Anderson 1994;
Bence 1995). We shall content ourselves with numerical ex-
periments, presented in Section 4, to investigate whether our
technique, in practice, does at least approach the idealised√
1/N improvement.
3 ECHELLE SPECTROSCOPY
FORMULATION
So far we have given a qualitative overview of our proposed
technique, and motivated its various features. We now flesh
out the technique with enough mathematical detail to per-
mit computational implementation, given a set of spectra
taken with a stabilized e´chelle spectrograph (e.g. HARPS,
HARPS-N or ESPRESSO).
Suppose we have a set of N spectra, {S1, . . . ,SN }, where
the ith spectrum is specified by the vectors λi, fi,σi ∈ RM ,
containing wavelengths, fluxes, and flux error estimates, re-
spectively. Here, M is the number of pixels in a single spec-
trum (for HARPS-N, 69 e´chelle orders of 4096 px each means
M ≈ 280 000 px). We assume these wavelengths have al-
ready been transformed to take into account the relevant
relativistic barycentric velocity corrections (Wright & East-
man 2014), instrumental drift corrections, etc.
For each individual spectrum, we can try to build a
model fi that aggregates information about pixel-level noise
and covariances between nearby pixels to yield a lower-noise
model for resampling and cross-correlation. After all, espe-
cially in deep spectral lines, nearby pixels will not be in-
dependent, and we could exploit this information deciding
6 Stationarity itself is not guaranteed. For example, long-term
changes in a spectrograph could lead to changes in the properties
of the error process. If such behaviour is suspected, it should of
course be modelled, regardless of the specific technique used for
extracting RVs.
MNRAS 000, 1–27 (2019)
Robust, template-free & precise RV extraction 7
the best way to interpolate the noisy fluxes. Let us therefore
place a GP prior on the function fi , i.e. fi(λ) ∼ GP(µi, ki).
The mean function µi(λ) will describe the continuum – in
practice, a linear or quadratic polynomial will suffice, at
least within individual e´chelle orders – while the covariance
kernel will be used to build a model for the spectral absorp-
tion features. Therefore, some care is needed in the choice
of covariance kernel.
3.1 Choice of GP kernel
Tests with a sample of HARPS spectra, with mean SNR at
550 nm ranging from 50 to 200, revealed that a Mate´rn kernel
with ν = 52 (see Appendix A for a definition and discussion
of Mate´rn kernels) did a very good job of fitting absorption
features across all wavelengths. Setting ν = 32 led to excessive
flexibility, i.e. obvious fitting of noise, while ν ≥ 72 led to
functions clearly too smooth to fit sharp absorption lines
properly. Thus, setting ν = 52 in equation A2, and building
the estimated flux errors into the kernel, our ‘Goldilocks’
covariance function takes the form
k(λ, λ′) = h2
(
1 +
τ
ρ
+
τ2
3ρ2
)
exp
(
− τ
ρ
)
+ δλ,λ′σ
2(λ) (2)
where for convenience we define τ :=
√
5(λ − λ′)2, δλ,λ′ is
the Kronecker delta, and k(λ, λ′) is to be interpreted as the
covariance between fluxes at wavelengths λ and λ
′
. The scale
hyperparameter h is related to the typical depth of spectral
absorption lines, while ρ is related to the line shape and
typical density of lines per wavelength. To simplify notation
in equation 2 we have suppressed the subscript i indexing
the spectra; in general, the wavelengths, errors and hyper-
parameters will be different for different spectra.
As it turns out, the assumption of a GP prior enables
analytic marginalizing over infinitely many unobserved func-
tion values, so that the log marginal likelihood for observa-
tions can be written down directly. If we assume our co-
variance kernel is controlled by some hyper-parameters θi
(i.e., h, ρ in equation 2) and our mean function by some
other parameters φi (e.g. polynomial coefficients), then we
can write down the following straightforward expression for
logLi = p(Si |θi, φi):
logLi = − 12 log detKi − 12 riTKi−1ri − M2 log 2pi, (3)
where Ki ∈ RM×M is the covariance matrix whose elements
are computed by evaluating equation 2 for all pairs of wave-
lengths in λi , and ri is a vector of residuals formed by sub-
tracting the mean function evaluated at λi from the observed
fluxes fi . Equation 3 thus allows the (hyper)parameters in θ
and φ to be learned through an optimization routine, or in-
deed through posterior exploration if equation 3 is combined
with suitable (hyper)priors.
For HARPS-N FGK spectra covering the wavelength
range between 383 and 693 nm, we found typical values of
ρ ∼ 0.25 ± 0.05 A˚, and for spectra normalized to have zero-
mean and unit variance, h ∼ 0.35±0.05 (we give values for the
normalized case as in general, h will depend on the photon
counts and variability in a given spectrum – or part thereof,
as we consider below).
Once the hyperparameters have been learned, we can
compute the posterior predictive distribution, which will it-
self be a GP: gi(λ) := fi(λ)|Si ∼ GP(µ∗i ,K∗i ), where µ∗i and k∗i
may be computed using the prescriptions in equations 3.8
and 3.9 from Roberts et al. (2013). For brevity and to avoid
defining notation we shall not again use in this paper, we
do not reproduce these canonical prescriptions here; suffice
it to say, though, that simple linear algebra yields µ∗i and
the covariance matrix Ki∗ defined by k∗i . Whereas the ‘raw’
spectrum Si was defined by a discrete set of noisy fluxes, gi
may be evaluated at arbitrary wavelengths that interpolate
λi , and such evaluations will be accompanied by a principled
flux uncertainty model.
3.2 Comparing spectra to infer RV shifts
3.2.1 Maximum-likelihood approach
If a photon with wavelength λ is emitted by a target star
with velocity v along the line of sight from the Solar System
barycentre, and negligible velocity perpendicular to the line
of sight, relativistic Doppler stretching means it will be re-
ceived with wavelength λ˜ by an observer in the Solar System
λ˜ = λ˜(λ, v) = λ ×
√
1 + v/c
1 − v/c , (4)
where c is the speed of light (Sher 1968). Using this prescrip-
tion, we can investigate which velocity v will maximise the
alignment between pairs of observed spectra. To formulate
the joint GP likelihood Li j for spectra i and j, given a set
of parameters including their relative velocity v, we make a
simple modification to equation 3:
logLi j = p(Si,Sj |v, θi j, φi j )
= − 12 log detKi j − 12 ri jTKi j−1ri j − M log 2pi, (5)
where ri j is a vector of residuals formed by subtracting the
mean function evaluated at λi j (v) = [λTi , λ˜
T
j ]T from the ob-
served fluxes fi j = [fTi , fTj ]T, and Ki j ∈ R2M×2M is the co-
variance matrix whose elements are computed by evaluating
equation 2 for all pairs of wavelengths in λi j . The value of v
that maximises the likelihood then corresponds to the best
estimate of the RV shift between the two spectra:
RVi j = argmax
|v |<c
Li j, (6)
assuming the hyper-parameters θi j and φi j are also at their
ML values.
The above approach to inferring pairwise RVs is sim-
ple enough conceptually, though potentially quite expen-
sive computationally, since learning RVi j requires compu-
tation of Li j for different values of v, θi j and φi j to find
the global optimum. Fortunately, simple approximations can
speed up computation significantly, usually with little accu-
racy penalty.
For example, covariance and continuum (hyper-
)parameters for different spectra may be learned prior to
pairwise RV extraction. In practice, local values of θi and
θ j (e.g. within a single e´chelle order – see Section 3.3) will
be consistent across almost all pairs of spectra, and indeed
it makes sense to require pairs of spectra to share a com-
mon set of covariance hyper-parameters θi j , since we as-
sume pairs of stellar spectra are locally equivalent up to a
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simple Doppler shift. The background polynomial parame-
ters need not be consistent for different spectra, given e.g.
different blaze corrections, though these parameters might
still be learned prior to RV extraction: after all, the con-
tinuum parameters peculiar to spectrum i, φi should not
change each time we compare spectrum i to various other
spectra j, k, . . . , i. Alternatively, covariance and continuum
(hyper-)parameters may be learned separately for each spec-
trum, and the GP posterior predictive distributions for each
spectrum evaluated on an extremely dense grid, uniformly
spaced in log wavelength; inferring RVi j may then proceed
by aligning µ∗i and µ
∗
j in the usual maximum likelihood sense,
albeit ignoring covariance between fluxes in different spec-
tra. An advantage of the latter approach is that covariance
matrix inversion need not be repeated for each pairwise RV
computation.
With the high-SNR and high-resolution HARPS-N
spectra we consider in Section 5, we found that making ei-
ther of these approximations had negligible effect on the
extracted RVs: the difference between RVs extracted using
equation 5 and either of the faster approximate approaches
was always < 2 cm s−1, and usually < 1 cm s−1. This ac-
curacy penalty might be more significant in cases of lower
SNR or resolution, though we defer such considerations to
future work.
Approximations aside, we also note that the above ap-
proach to RV extraction is directly amenable to various im-
provements. Priors could be imposed on the parameters (to
favour small velocities, for example), in which case RV es-
timates could be derived from posterior probability distri-
butions. If maximising accuracy of RV extraction is more
important than minimising computational overheads, the as-
sumption that stellar spectra are identical up to RV shifts
could be relaxed, and temporal covariance between spectra
explicitly modelled, to account e.g. for stellar activity vari-
ability (see Section 7.3).
3.2.2 Cross-correlation approach
The ‘classical’ approach to RV extraction has been to cross-
correlate observed spectra with a template spectrum; as al-
ready noted in Section 1, this was the approach used to
discover the first exoplanets via Doppler spectroscopy, and
even today it is used in the data reduction pipelines of var-
ious important spectrographs.
When certain conditions hold, cross-correlation and
ML-based approaches to aligning functions can be expected
to yield equivalent results (e.g. Zucker 2003; Aigrain & Ir-
win 2004). However, in practice there are various reasons to
favour the latter approach over the former. For example, it
has been shown that cross-correlation approaches are more
sensitive than ML approaches to chromatic atmospheric ef-
fects on barycentric corrections, which can induce RV errors
(Blackman et al. 2019). It may also be shown that, under
certain circumstances, the mathematical properties of cross-
correlation can lead to small though systematic errors in RV
estimates; ML RV estimates do not suffer from the same is-
sues (Rajpaul et al., in prep.). In general, then, we would
disavow a cross-correlation based approach to RV extrac-
tion.
However, given the persisting prevalence of cross-
correlation Doppler spectroscopy, and to enable comparison
with industry-standard pipelines, we show in this paper how
our approach to RV estimation fares using both pairwise ML
and cross-correlation approaches.
Given two spectra with GP posterior predictive mean
functions µ∗i and µ
∗
j , the CCF may be computed as follows:
φi j (v) =
∫
µ∗i (λ) µ∗j
(
λ˜(λ, v)) dλ, (7)
and the RV shift between the two spectra computed from
the maximum of the CCF:
RVi j = argmax
|v |<c
φi j . (8)
In practice, the GP mean functions µ∗i and µ
∗
j may be eval-
uated on a very dense grid, say with < 0.1 m s−1 resolution,
and then an efficient FFT algorithm used to compute the
CCF via numerical convolution.
3.2.3 Error estimation
Regarding error estimation, we note that each GP posterior
distribution is defined by a mean function and a covariance
matrix which may be used to draw different, random reali-
sations of the model spectrum in question. Thus, estimation
of the variance in RVi j , i.e. σ
(
RVi j
)2
, may be carried out
via a straightforward Monte-Carlo repetitions of the calcu-
lations outlined in Section 3.2, regardless of whether RVs
are inferred via an ML or CCF-based approach. There is no
need to devise any scheme for weighting the different parts of
the observed or model spectra; the Monte-Carlo error prop-
agation approach ensures that everything from photon noise
and GP fitting or interpolation errors to the fact that ab-
sorption lines will contribute much more strongly to a CCF
than quasi-continuum will be built into the σ
(
RVi j
)
terms,
and exactly in proportion with the extent to which they in-
crease the scatter in repeated RV estimates.
This uncertainty could be estimated approximately us-
ing e.g. a second-order Taylor expansion of the likelihood
function or CCF around the argmax, though the Monte-
Carlo approach doesn’t rely on any such approximations,
and thus yields reliable results even in cases of asymmet-
ric or multi-modal likelihood functions/CCFs. The Monte-
Carlo approach may also be used to estimate the covariance
between different RV estimators.
A more Bayesian (though computationally-expensive)
approach to quantifying RV uncertainty would be to sam-
ple from the posterior distributions obtainable by combin-
ing the likelihood in equation 5 with suitable priors. As this
approach has no direct equivalent for CCFs, we defer its
consideration to future work.
3.3 RV extraction on an order-by-order (or finer)
basis
In practice, it turns out to be important to model spectra
in chunks, rather than all at once, for a few reasons.
First, using a GP to model M > 200, 000 fluxes per spec-
trum is neither straightforward, given the ∼ O(M3) scaling of
ordinary GP regression, nor necessary, given that we expect
no covariance between widely-spaced spectral lines. Actu-
ally, for typical values of ρ ∼ 0.25 A˚ on HARPS FGK dwarf
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spectra, covariances will decay to zero for separations span-
ning more than several per cent of a single order (typical
wavelength span ∼ 55 A˚). This means that sparse matrix in-
version algorithms may be leveraged to speed up the GP re-
gression by many orders of magnitude – with computational
requirements approaching O(M) rather than O(M3) scaling
– while not sacrificing any accuracy (Reece & Roberts 2010;
Sarkka et al. 2013; Reece et al. 2014; Foreman-Mackey et al.
2017).
Second, given that typical spectral features and contin-
uum behaviour may be expected to vary with wavelength,
it will also be preferable to allow for different sets of hy-
perparameters for different parts of a spectrum, rather than
forcing a single set of hyperparameters to model a single
spectrum globally.
Third, and most important, not all spectral regions will
encode the same RV information. As noted in Section 2.4,
while all stellar lines should undergo the same Doppler shift-
ing as a result of reflex motion due e.g. to orbiting planets,
stellar lines strongly distorted by an activity process will be
measured to have a different RV than lines not affected by
activity. Similar considerations would apply in the case of
telluric contamination. Therefore it would be desirable to
obtain a large ensemble of RV estimates for every spectrum,
and to use the ensemble to try to figure out which may be
unreliable indicators of the overall stellar Doppler shift.
Therefore, let us assume that we will model any given
spectrum in L separate ‘chunks’; we shall denote by RV(l)
i j
the
RV inferred by comparing the lth sub-divisions of spectra i
and j. The calculations in Sections 3.2 proceed as before,
except over restricted wavelength ranges indexed by l.
There are two salient choices we shall explore for the
value of L. The first would be to set L equal to the num-
ber of e´chelle orders in a given spectrograph. For HARPS-N
spectra, this would mean L = 69. This choice would enable a
direct comparison with standard approaches to RV extrac-
tion with e´chelle spectra, wherein all orders are essentially
treated as independent spectra, with the RVs for each order
being combined in some manner to produce a final RV. But
this value of L arises from properties of the e´chelle grating
and not the spectrum itself, and we can expect to do better
with a larger value of L. If every order contains at least some
degree of activity or telluric contamination, then the RV es-
timates for all order will be biased by this contamination to
a lesser or greater extent; the larger variance associated with
more strongly contaminated orders should dilute the effect
in the final variance-weighted averaging, but their effect will
remain non-zero.
If instead we make L large enough so that each chunk
or sub-order (the term we shall henceforth use for chunks
smaller than an order) only contains anything between a
fraction of a line and a few spectral lines7 we should be able
to extract differential RVs on a quasi line-by-line basis, and
resolve signatures of localized activity or telluric contami-
nation, if we find that RVs extracted from a particular sub-
order often diverge from the global set of RVs. Because such
contamination should have nothing to do with the true dy-
namical stellar RV, we could exclude these regions of spectra
7 To keep our technique as general as possible, we assume that
we have no no prior knowledge of line locations or morphologies.
from the final RV calculation, and check whether the scatter
in the extracted RVs increases or decreases.8 The Calcium
ii H & K lines would be an extreme example of where we
would find such contamination, though in principle we could
identify other, far weaker contamination that was not known
a priori. Ideally L would be as large as possible while still
ensuring that sub-orders were wider than several covariance
length scales, and also wide enough so that even the largest
expected RV shifts (e.g. ±30 km s−1 for telluric features after
barycentric velocity correction) could not result in the same
two sub-orders from different spectra having no spectral fea-
tures in common.
3.4 Aggregating the pairwise RV shifts
With the RV
(l)
i j
arrays computed – whether via cross-
correlation or, preferably, an ML approach – our final task
is to aggregate the pairwise RV shifts to estimate a single
RV shift for each spectrum.
Following the idea sketched in Section 2.3, we can aver-
age over the pairwise RV shifts in each column (or row) to
estimate an RV shift for the lthorder in the ith spectrum,
relative to some arbitrary offset. We compute a variance-
weighted mean RV as follows:
RV(l)
i
=
∑N
j=1
w
(l)
i j
RV(l)
i j
+ γ, (9)
with the variance weights (cf. Schmelling 1995) given by
w
(l)
i j
= σ
(
RV(l)
i j
)−2/∑N
k=1
σ
(
RV(l)
ik
)−2
. (10)
As γ is a constant for all i, we can set γ = 0. The variance
in this weighted mean may be computed as
σ
(
RV(l)
i
)2
= cov
(
RV(l)
i
,RV(l)
i
)
=
∑N
j,k=1
w
(l)
i j
w
(l)
ik
· cov
(
RV(l)
i j
,RV(l)
ik
)
. (11)
The limiting 1/√N behaviour of the variance in the weighted
mean is easily verified for the simple case where the RV esti-
mators are uncorrelated, so that cov
(
RV(l)
i j
,RV(l)
ik
)
= 0 ∀ i , j,
and all the σ
(
RV(l)
i j
)2
are equal. The presence of non-zero
covariances between different RV estimators will tend to in-
crease the variance in the weighted mean, since the different
estimators no longer provide completely independent infor-
mation on the overall value. Note that the value assigned to
γ will not affect the variance, which in general is invariant
with respect to a location parameter (Wasserman 2004).
We can now also compute a variance-weighted mean
across all L e´chelle orders or sub-orders to obtain a final
estimate of the stellar RV of the ith spectrum:
RVi =
∑L
l=1
w
(l)
i
RV(l)
i
, (12)
with the variance weights given by
w
(l)
i
= σ
(
RV(l)
i
)−2/∑L
m=1
σ
(
RV(m)
i
)−2
, (13)
8 This approach would not be able to identify hypothetical non-
localized contamination that affected all spectral lines.
MNRAS 000, 1–27 (2019)
10 V. M. Rajpaul et al.
and the variance in the final RV estimate given by
σ(RVi)2 =
∑L
l,m=1
w
(l)
i
w
(m)
i
· cov
(
RV(l)
i
,RV(m)
i
)
= 1
/∑L
m=1
σ
(
RV(m)
i
)−2
; (14)
the final expression in equation 14 is simpler than that in
equation 11 because we know a priori that within a given
observation, a given (sub-)order should provide an RV con-
straint independent of those from other orders containing
different spectral features. If we identify certain sub-orders
as being contaminated by activity or the like – and we shall
soon consider simple strategies for doing this – the summa-
tions above would be adjusted to exclude the sub-orders in
question.
To recap, we started with a three-dimensional, N×N×L
array of RV estimates, then reduced it to a two-dimensional
N × L matrix, which may be thought of as a set of N dif-
ferential RVs for each l = 1, 2, . . . , L (sub-)order. Finally, we
reduced this to a set of N differential RVs.
4 TESTS WITH SYNTHETIC DATA
4.1 Overview of tests and synthetic spectra
To ascertain that our method worked as intended, we ran a
number of tests using simple, synthetic spectra. We present
here a representative subset of these tests.
The synthetic spectra in the tests described below com-
prised 69 e´chelle orders with the same wavelength cover-
age as HARPS-N spectra, where the spectrum in each order
was synthesized as a forest of Gaussian absorption lines on
a flat continuum, convolved with a Gaussian profile with
FWHM= λ/R , and with Poisson noise of varying levels
added to each synthetic observation. The individual absorp-
tion lines had randomly-chosen parameters, but with the
overall number and shapes of lines chosen so that in the
R ∼ 100 000 case, the Mate´rn covariance hyper-parameters
for a GP model fitted to that synthetic e´chelle order would
match the hyper-parameters derived from the corresponding
e´chelle order from a real HARPS-N spectrum, specifically
from a G5 V dwarf (cf. Section 5). A portion of one such
synthetic spectrum is shown in Fig. 4.
While our synthetic spectra do bear superficial resem-
blance to real stellar spectra, they are of course far too
simplistic to be considered realistic. However, this was by
design. We wanted to be able to control and vary all in-
puts to our method, and to be able to study cases both
with and without any ‘confounding’ factors present, i.e. any-
thing more complicated than genuine stellar RV shifts, e.g.
activity-like contamination. Apart from this, as our method
is completely agnostic to the actual shapes of the spectra
being fitted, it should work just as well if including (say)
more realistic Voigt or Lorentzian line profiles. Therefore we
favoured simplicity in these proof-of-concept tests.
4.2 Basic tests
In our first set of tests, we injected into 4096 synthetic
spectra with epochs spanning one year a year a zero-
eccentricity Keplerian signal with period 35 d and semi-
amplitude 10 m s−1, which was chosen to be large enough so
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Figure 4. Representative example of a portion of one of our
synthetic spectra, covering about a third of an e´chelle order, with
R = 100 000 and SNR = 50.
that it could be recovered even in cases of relatively low SNR
and spectrograph resolution. Apart from the time-dependent
RV shifts and barycentric velocity corrections, and different
noise realisations, the spectra were identical. We then stud-
ied the accuracy and precision with which we could use our
method to recover the injected signal, as a function of vary-
ing spectral SNR, resolution, and number of spectra mod-
elled (N = 2, 3, . . . , 4096). To compare our injected and ex-
tracted differential RVs, we constrained both sets to have the
same variance-weighted mean γ, which without loss of gen-
erality we set to zero (see equation 1). For comparison, we
also extracted RVs by cross-correlating each synthetic spec-
trum with the noise-free, infinite resolution template from
which the synthetic observations were generated.
Our finding was that regardless of SNR or spectro-
graph resolution, errors in extracted RVs did indeed exhibit
a ∼ 1/√N behaviour (allowing for random-walk like varia-
tions), up to a certain point, after which the relation flat-
tened out. In the limit of large N, we found that the errors
in the RVs extracted using our technique became equivalent
(within insignificant numerical fluctuations) to the errors as-
sociated with the idealised case where the perfect template
was available.
Both the initial errors and the asymptotic error be-
haviour for large N depended on SNR and resolution of the
synthetic spectra, with the dependence being quite straight-
forward in the case of SNR: doubling SNR, as may be
achieved in practice by increasing integration times by a fac-
tor of four, led to a halving of errors. The dependence was
somewhat less straightforward in the case of resolution, as
different lines became (un)resolved at different resolutions
(Bouchy et al. 2001).
A few representative results are presented in Fig. 5. In
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the cases shown there, the GP errors are indistinguishable
from the perfect template case after about 1000 spectra are
available. Given how the observations were synthesised, we
might expect roughly similar considerations to apply in the
case of a real, slowly-rotating, Sun-like star observed with a
moderate to high-resolution spectrograph. However, in gen-
eral – for different stellar types, rotation velocities, spectro-
graph resolutions, observing calendars, etc. – simple numer-
ical simulations involving at least a couple of real spectra
would be useful to estimate the number of observations re-
quired for the Crame´r-Rao lower bound on RV variance to
be achieved, i.e. for the point to be reached at which no more
improvements to RV precision are possible.
It is difficult to compare on an even footing the perfor-
mance of our technique with alternative approaches to RV
extraction, in large part because of the many free param-
eters and assumptions that would need to make when im-
plementing any such alternative approach (see however Sec-
tion 7.3). For instance, if we wanted to use a binary mask,
RV extraction performance would be sensitive to assump-
tions about errors in the locations of the lines incorporated
into the mask, the fraction of lines we neglected, the extent
of template mismatch between the mask and the observa-
tions, etc. If we were to use some sort of scheme for direct
construction of a template from the observations, perfor-
mance would be sensitive to the iterative scheme we used
for un-shifting and stacking observations, how we interpo-
lated observations to common wavelength scales (e.g. linear
vs. polynomial vs. spline interpolation), how we estimated
errors, etc.
A simple way to get a handle on the possible advantages
specifically of the GP (though not the pairwise RV extrac-
tion) component of our model was to replace our Mate´rn co-
variance kernel with a white noise kernel, such that all fluxes
in a spectrum were treated as independent, but to leave all
other parts of our technique unchanged. We found that when
doing so, the
√
1/N error behaviour was still observed, but
the errors for small N were larger than when not neglecting
covariance over wavelengths, such that it took longer for er-
rors to decrease below a given threshold. The advantages of
modelling covariances were greatest in cases of low resolu-
tion and SNR, with errors being up to a few m s−1 smaller
for small to moderate N. In cases of very high resolution
and SNR (e.g. R = 100 000, SNR ∼ 200) the advantages of
the Mate´rn kernel became negligible, since the observations
themselves were already close to being noise-free realisations
of the underlying spectrum.
4.3 Adding activity- and telluric-like
contamination
To simulate contamination due e.g. due rotating active
regions, we introduced a time-varying asymmetry into a
randomly-chosen subset of lines in our synthetic spectra.
For lines that originally had the form ln f = −(x−µ)
2
2σ2o
+ f0,
we introduced an asymmetry by letting the line width de-
pend both on time and on the position within the line:
σ0 → σ(x, t) = σ0 − σ1(x − µ) cos 2pitT , where σ1 < σ0 is a
skewness parameter, and T defines the line asymmetry os-
cillation period. The net effect of this parametrization was
to introduce into spectra an apparent though spurious quasi-
sinusoidal RV shift with period T , as might be expected from
rotating active regions; see Fig. 6. The skewness parameters
and number of stellar lines affected were varied in order to
achieve a desired level of activity-like contamination (e.g. a
10 m s−1 signal with 25 d period).
Additionally, to simulate the effect of telluric-like con-
tamination, we imprinted on each synthetic spectrum a sec-
ond spectrum with zero overall RV relative to our imagined
observatory, such that after barycentric correction this ‘tel-
luric’ spectrum would shift by ±30 km s−1 over the course of
a year. To simulate some orders being much more strongly
contaminated by telluric features than others, we enforced
the arbitrary constraint that only a quarter of the e´chelle
orders would contain any telluric features. The synthetic
telluric spectrum was synthesised using only Gaussian lines,
whose parameters were randomly varied to achieve a desired
level of contamination (e.g. 1 m s−1) when incorrectly treat-
ing the telluric spectrum as part of the stellar spectrum.
To make these observations more realistic than in the
first set of tests, we now considered only 500 observations
taken over the course of three and a half years, with gaps in
the observations based on a real HARPS-N observing sched-
ule, and we reduced the SNR of the stellar spectrum to 50.
We left the properties of the injected Keplerian signal un-
changed, and fixed R = 100 000. We experimented with a
range of activity and telluric contamination levels, though
for the sake of brevity present in the next section the results
from just one representative test.
4.4 Simple approaches to mitigating the
contamination
Using synthetic data containing only activity-like con-
tamination, only telluric-like contamination, and both, we
found that it was useful to extract a separate RV signal
from each sub-order, and then to compute the following
contamination-proxy statistics:
(i) the mean uncertainty in the RVs extracted for that
sub-order;
(ii) the rms scatter in the RVs extracted for that sub-
order; and
(iii) the mean linear correlation between the RVs ex-
tracted for that sub-order, and the RVs extracted using all
sub-orders.
By masking off orders with extreme (outlying) values of
these statistics,9 we were usually able to diminish very sig-
nificantly the telluric- and/or activity-like contamination in
the final extracted RVs.
The first of the above three statistics, when unusu-
ally large, identifies regions of spectra where RVs could not
be inferred as precisely as elsewhere, e.g. because of gen-
uine Doppler signals being diluted by activity and/or tel-
luric variability, or simply because the regions are dominated
by continuum emission rather than stellar absorption lines.
The second statistic, when unusually large, identifies regions
where the RVs themselves vary more over time, regardless
9 In Section 7.3 we suggest more sophisticated possible ap-
proaches to identifying spectral contamination.
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Figure 5. Errors in RVs extracted from synthetic spectra using our new technique as a function of the number of spectra modelled (N),
for different resolutions and SNRs. The errors were calculated by taking the mean absolute difference between extracted and injected
RVs. The dotted black lines have slope − 12 , and are included as a visual aid to highlight the
√
1/N scaling of errors. The estimated errors
(not plotted here) agreed very closely with the actual errors in the sense that the differences between estimated and true RVs were
smaller than the formal 1σ error estimates ∼ 70% of the time. The horizontal lines indicate the mean errors obtained when a perfect
template was available. In these tests, then, our technique performed as expected both in terms of accuracy and precision.
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Figure 6. Illustration of the type of variability we introduced into
a subset of Gaussian spectral lines, for five different phases of the
time-varying asymmetry, in all cases with σ1/σ0 = 5 (chosen so
that the asymmetry may be easily discerned visually) and zero
relative Doppler shift.
of how precisely they could be constrained, as might be ex-
pected e.g. from telluric lines moving with a high velocity
due to Earth’s barycentric motion, or from a strong activity
signal. The third statistic, when unusually small or even neg-
ative, identifies regions of spectra which do not, on average,
shift in the same way as most of the rest of the spectrum
– as should be the case for both mild to moderate activity
and telluric contamination (barring exceptional and hypo-
thetical cases where the phase and the period of contam-
inant matched that of the Doppler signal). While we may
be examining very small segments of spectra, and will thus
be dealing with relatively weak signals, we make up for it
to some extent by aggregating information across the time
dimension; the more spectra we have available, the more
constraining these statistics should be.
Once computed, we can then systematically check
whether excluding sub-orders with the most unfavourable
values for these statistics decreases the rms scatter in the
extracted RVs; in practice the three statistics will usually
be significantly correlated but not degenerate. We expect
the rms to decrease whenever we exclude genuine contami-
nation, as the scatter of a Doppler signal plus either activity
or telluric variability should be greater than the scatter of
the Doppler signal alone, except in the pathological and un-
likely case where the contaminating red noise happens to
have a very similar period to and to be in anti-phase with
the Doppler signal. On the other hand, if we throw away
useful regions of spectra that would otherwise have helped
constrain the Doppler signal, we’d expect the rms scatter to
increase due to greater white noise in the extracted signal.
To minimise assumptions made about the contamination,
sub-orders might be excluded non-parametrically (e.g. ex-
clude the 1, 2, 3, . . . sub-orders with the lowest ranked mean
correlation with other spectra), rather than via a scheme
such as σ-clipping, which would necessitate an assumption
of a symmetric and short-tailed distribution for the statistic
in question. Finally, we should note that we are assuming
that any contamination present is relatively localized: for
hypothetical contamination that dominated the Doppler sig-
nal in more than half of the spectrum, our masking approach
could lead to the Doppler signal being rejected in favour of
the contaminant. Even in such a case, though, two separate
Doppler signals could still be extracted; one would then need
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to figure out which to ascribe to stellar reflex motion and
which to contamination.
To illustrate all of this in practice, we show results here
for a representative example where we set the ‘activity’ pe-
riod to be T = 25 d, and randomly chose the numbers of lines
affected and their skewness parameters in such away that the
net effect of the contaminated lines’ presence (when fitting
all orders in all spectra without masking, though perform-
ing the usual variance-weighting etc.) would be an apparent
∼ 10 m s−1 signal in the extracted RVs, i.e. of same order as
the Keplerian signal’s semi-amplitude, while the impact of
the ‘telluric spectrum’ on the final RVs would by itself be of
order 2 m s−1 (see Cunha et al. 2014).
We then investigated splitting each order into an inte-
ger number of sub-orders, nsplit, and extracting an RV signal
for each sub-order, instead of for each full order. By itera-
tively excluding certain sub-orders from the computations
to produce the final set of RVs, particularly those with un-
favourable values of the contamination ‘proxies’ suggested
above, we were able to reduce the rms scatter in the final
RV signal from 14.6 m s−1 to 10.6 m s−1, after which point
the rms scatter started increasing as we masked off more
sub-orders. We obtained best results with nsplit = 16 and
masking off approximately two-fifths of all sub-orders in this
particular test, although these values reflect various inputs
to our synthetic spectra, and should be expected to be (pos-
sibly very) different for real spectra; we consider in some de-
tail the particulars of applying this process to a real data set
in Section 6. In any case, the principle at play here is that all
else being equal, throwing away photons by excluding sub-
orders should ordinarily lead to an increase in RV scatter
due to increased white noise variability in the RVs. However,
if the scatter actually decreases, then we can infer that we
have removed an even greater degree of red/correlated noise
from the RVs, to compensate for the inevitable increase in
white noise variability.
In Fig. 7, we plot the power spectrum of RVs extracted
with and without this data-driven masking designed to miti-
gate contamination. We see that in the former case, the 25 d
activity period shows up very prominently, as does the 35 d
Keplerian period, and in fact the mean absolute RV error
turns out to be 9.47 m s−1, due largely to the very strong
activity contamination. With masking, the 25 d period is
greatly suppressed, as is some variability on much longer
time scales, while the 35 d signal is boosted; the mean ab-
solute RV error is now 1.83 m s−1: a fivefold improvement,
though still some way off the 0.70 m s−1 that was obtainable
in the contamination-free case, indicating that our simplistic
method managed to localize and mitigate most though not
all of the activity- and telluric-like contamination.
While such tests with synthetic data are far from realis-
tic, they do at least serve to establish proof-of-concept: given
spurious RV variability from line shape distortions, a super-
imposed spectrum that shifts with the Earth’s barycentric
velocity rather than the RV common to all stellar lines, etc.,
simple modifications to our basic technique can be used to
identify and mitigate such contamination. Of course, the ap-
proach could be made much more sophisticated. For exam-
ple, one might use a machine learning approach to choose
some linear combination of RVs from different sub-orders
that would minimize the scatter in the extracted RVs, rather
than relying on a few crude proxies to choose sub-orders
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Figure 7. Lomb-Scargle power spectra of RVs extracted from a
set of synthetic spectra, before and after excluding certain sub-
orders to reduce activity- and telluric-like contamination, along
with the mean absolute errors (MAE) for each set of RVs. The
25 d periodicity due to activity-like contamination is strongly sup-
pressed in the decontaminated RVs, while the power of the 35 d
Keplerian period is boosted.
for exclusion. Better still, one could explicitly model time-
varying changes in the observed spectra (see Section 7.3),
which could obviate the need for any masking at all.
Whatever the shortcomings of our synthetic data, a far
more valuable validation of our technique comes in the next
two sections, where we show that it can be applied to a
real data set and yield better results than widely-used RV
extraction pipelines.
5 NAI¨VE APPLICATION TO A REAL DATA
SET
In Sections 5.1 to 5.4 below, we use our GP technique to
derive RVs from spectra of the standard star HD 127334; we
focus on demonstrating a high level of consistency with RVs
derived from the ‘industry-standard’ DRS (Data Reduction
Software) pipeline used on both HARPS and HARPS-N. To
this end, we align two aspects of our overall technique with
the latter pipeline. First, we infer RVs via cross-correlation
rather than ML estimation (i.e. we use equation 8 rather
than equation 6); and second, we estimate the location of
CCF peaks via Gaussian fits to the points bracketing the
peak, which we are informed is the approach used by the
DRS.10
10 The theoretical justification for the Gaussian approximation is
unclear. A Taylor expansion around the global maximum of an
arbitrary function is parabolic, to second order, with the linear
term vanishing. Exponentiating a Taylor approximation of the
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Figure 8. Part of a typical GP fit to a randomly-selected HD 127334 spectrum. The wavelength coverage in the top panel corresponds to
about 20% of one e´chelle order, while the lower panel zooms in to cover only 5% of the same order. To minimize clutter and make the plots
easier to inspect, the posterior mean has been re-normalized to the unit interval, and error bars on the measured fluxes (proportional to
the square root of the fluxes) have been suppressed.
Even though we apply our technique na¨ıvely by blindly
fitting all spectra and all orders (L = 69),11 we shall demon-
strate that our RVs are entirely consistent with the DRS
RVs, albeit with better nominal precisions.
5.1 HD 127334
HD 127334 is an mV = 6.36 G5 V star with an activity level
(log R′HK . −5.05) that would classify it as being inactive or
logarithm of function does lead to a Gaussian approximation to
the function (as e.g. with log likelihoods), though this would not
be true for an arbitrary, non-Gaussian CCF. Tests with synthetic
spectra suggested parabolic fits lead to marginally more accurate
RVs.
11 We do however exclude from the RV calculations, per equations
10 to 14, a small fraction of pairwise RVs with uncertainties at
least an order of magnitude larger than the median uncertainty,
indicating e.g. imperfect cosmic ray removal, localized anomalies
in the wavelength solution, etc.
very inactive, depending on the definition (Hoffleit & War-
ren 1987; Lazaro & Arevalo 1997; Maldonado et al. 2010).
It has been well studied both photometrically and spectro-
scopically (Are´valo & La´zaro 1999; Chen et al. 2001; Kidger
& Mart´ın-Luis 2003). It is a long-term target of the Cali-
fornia Planet Search, has no known planets, and has been
shown using Keck/HIRES measurements to be stable with
rms scatter of 2.6 m s−1 (Johnson et al. 2009; Weiss 2016).
It has also been used as a standard star in efficiency and sta-
bility testing of HARPS-N (Cosentino et al. 2012), and has
been shown with HARPS-N to be stable at the ∼ 2 m s−1
level, which incidentally is significantly lower than the Sun
even after the RV signals due to Solar System planets have
been removed (Milbourne et al. 2019).
We applied our new RV extraction technique to 735
HARPS-N spectra of HD 127334, taken between 2012 May
23 and 2018 January 19. The median exposure time for these
spectra was 300 s (a little over half of the spectra had 300 s
exposures), with the ±σ range covering exposure times from
120 s to 450 s. However, the first 80-odd spectra were taken
over the course of just three nights in May 2012, and al-
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Figure 9. RVs extracted using our GP-based technique (red) and the DRS pipeline (blue), along with 1σ error bars. Because the time
sampling alternates between very dense coverage (multiple observations per night), one or two observations per night, and very large
gaps between observing seasons, the RVs are plotted as a function of serial observation index (0, 1, 2, . . . , 734) rather than time; the time
corresponding to a given observation may be read off from the dashed line’s position on the right-hand vertical axis. This representation
obviates the need for many different plots with different limits for the time axes. The greyed-out region denotes the period between the
failure of HARPS-N’s original CCD in September 2018, and the end of the commissioning of the replacement CCD in February 2013.
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Figure 10. As for Fig. 9, but zoomed in to cover about 90 observations made over a baseline of about 10 weeks. The rms scatter of the
GP RVs is very slightly though noticeably smaller for observations more closely spaced in time. The GP RV extraction technique, as
implemented here, ignores the observation times, and so has no way of ‘knowing’ whether observations are closely or widely spaced in
time (see Section 7.3 for a discussion on how this temporal information could be used to refine RV estimates). Observations 310 to 324
had integration times of just 15 s, so their increased RV scatter is probably due to an increase in both white and red noise, associated
with a decrease in photons and in p-mode averaging (see Section 5.4), respectively.
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most all of the first 100 spectra had exposure times of 120 s.
Additionally, the first 130 spectra were taken with HARPS-
N’s original CCD, which suffered a broken amplifier on 2012
September 28. The next fifteen spectra were taken during
the period of commissioning the replacement CCD, which
ended on 2013 February 17, and all the remaining spectra
were taken after the new CCD had been commissioned.
5.2 Comparison of GP and DRS RVs
A representative example of a GP fit to a randomly-selected
portion of an HD 127334 spectrum is shown in Fig. 8. The
RVs extracted using our GP-based technique are presented
alongside the RVs from the DRS pipeline in Fig. 9, where
all 735 RVs are shown, and in Fig. 10, which zooms in on
about 90 RVs from spectra taken over a baseline of about
10 weeks. Because our technique yields RVs only up to an
arbitrary additive constant, both ours and the DRS RVs
were first mean-subtracted. The rms scatter of the full set
of GP RVs was 2.04 m s−1, while the rms scatter of the
DRS RVs was 2.10 m s−1. Superficially, at least, the GP
and DRS RVs appear very similar, although it is difficult
to draw quantitative conclusions based only on these plots,
especially given the long observing baselines, uneven time
sampling, and large number of observations.
In Fig. 11 we plot the DRS RVs vs. the GP RVs; we find
that the RVs cluster very tightly around the 1:1 identity line,
with the mean absolute difference between the individual GP
and DRS RVs being only 57 cm s−1 (median absolute differ-
ence 41 cm s−1). In Fig. 12, we show the Lomb-Scargle power
spectra of both the GP and DRS RVs. The two power spec-
tra are almost indistinguishable; the most prominent peaks
in each case are found around 180 d and 650 d. There are
no periodicities that are present in one set of RVs but not
the other. Together, Fig. 11 and Fig. 12 demonstrate more
clearly what the serial representation of the RVs merely sug-
gested, viz. that the DRS and GP RVs are remarkably con-
sistent. Given that the DRS RVs were derived using a G2 line
mask carefully designed to minimise telluric contamination
and maximise RV fidelity, with carefully chosen line weights,
while our na¨ıve technique fitted everything ‘blindly,’ this is
already a favourable first result.
5.3 Comparison of GP and DRS error estimates
The mean estimated 1σ error on the GP RVs was 28 cm s−1
(standard deviation 8 cm s−1), while the mean estimated
error on the DRS RVs was 60 cm s−1 (standard deviation
31 cm s−1). An important caveat, however, is that our er-
ror bars are predicated on the very common though overly-
optimistic assumption that the instrument is perfectly sta-
ble, or at least that any drift has been perfectly calibrated
out.
In Fig. 13 we plot the mean estimated error in the GP
and DRS RVs, as a function of the number of spectra con-
sidered (N = 2, . . . , 735). As anticipated, the error in the GP
RVs tends to decrease with increasing N, while the error in
the DRS RVs remains relatively constant. Of course, despite
these broad trends, the mean error in both the DRS and GP
RVs does fluctuate, given variable integration times/SNR,
atmospheric conditions, etc. Additionally, the GP RV error
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Figure 11. RVs extracted using the DRS pipeline (vertical axis)
vs. RVs from the GP-based technique developed in this paper
(horizontal axis). The diagonal line is the 1:1 identity line. The
mean absolute difference between individual GP and DRS RVs
is 57 cm s−1, and 96.5% of the DRS and GP RVs are consistent
within 2σ. The mean estimated error for the GP RVs is 27 cm s−1,
vs. 60 cm s−1 for the DRS RVs.
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Figure 12. Lomb-Scargle power spectra of HD 127334 RVs, as
extracted using the GP-based technique developed in this paper
(red) and the DRS pipeline (blue). The shaded regions indicate
±σ uncertainty in the power spectra (propagated from the esti-
mated RV errors), which we include to highlight the equivalence
of the two power spectra.
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scaling with N depends on the barycentric velocity correc-
tion in a complicated way: more information will be gained
by adding those spectra that, after barycentric velocity cor-
rection, significantly increases the existing coverage of emis-
sion wavelengths (see Fig. 2). Thus we see that when consid-
ering only the first 100 or so spectra, taken over just three
nights in May 2012 during which period the wavelength does
change very much, the error in the GP RVs hardly improves
at all. Elsewhere, much sharper12 improvements are seen,
while the mean error tends to plateau when including groups
of spectra taken in close succession (cf. Fig. 9).
To ‘iron out’ the various effects complicating the error
behaviour – in particular, non-random variability in integra-
tion times and barycentric velocity shifts – we also studied
the mean error as a function of increasing N, but this time
where the order of spectra included was randomly permuted.
Referring again to Fig. 13, we see now that in the case of
random permutation, the mean DRS error remains relatively
constant no matter how many spectra are included – since
e.g. both low and high SNR spectra are added completely
at random – while the GP RV error is seen to decrease very
steadily with increasing N. The log-log scaling in Fig. 13
reveals that the GP RV error has a very-nearly monomial
dependence on N; a fit to the estimated errors suggested
σ ∝ N−0.41.
However, the difference between the GP and DRS error
estimates, despite the nearly-identical RV signals, prompts
the question: should we believe the GP error estimates?
Could they be too optimistic, or the DRS error estimates
too pessimistic?
Let us recall that our GP error estimates are computed,
essentially, from the observed scatter between RVs derived
in many different ways: by comparing different pairs of spec-
tra, and by using different orders within individual spectra.
Each RV from one such comparison is associated with its
own error estimate, which takes into account photon noise,
a model of covariance between nearby points within spec-
tra, interpolation error, the fact that spectral chunks being
compared will not in general be identical up to a simple
Doppler shift, etc. When we finally impose the constraint
that all pairwise RVs thus inferred must in fact be measur-
ing the same thing, and thus average over all of them (refer
to equations 9–12), if it turns out that we are able to home
in on the (unknown but well-defined) true average with a
precision of e.g. 28 cm s−1, then we should be justified in
accepting this as a plausible measure of our uncertainty in
the inferred RV.
For an mV = 6.36 G5 V star and typical integration
times of 300 s, a precision of . 20 cm s−1 appears to be
more or less the fundamental photon noise-limited precision
predicted by Bouchy et al. (2001). Moreover, the estimated
errors for our GP RVs were larger for shorter integration
times (50–60 cm s−1), and smaller for the largest integration
12 The idealised 1/√N behaviour assumes, among other things,
that all observations have equal errors. Sometimes, improvements
that are apparently ‘better than 1/√N ’ are seen in Fig. 13 (‘GP,
original order’): this merely reflects the inclusion into the mod-
elling of spectra with a SNR higher than the average SNR of the
existing ensemble, which remains encumbered by the low SNR of
the first hundred or so spectra.
times, approaching 12 cm s−1 for some of the & 15 min ex-
posures. This all suggests that our GP-based error estimates
are at least not physically implausible.
Further tests will be required to ascertain how our ex-
traction technique compares to the DRS in the case of fainter
targets: for example, a precision improvement from 1.8 m s−1
to 1.5 m s−1 might seem less impressive than the apparent
factor of 2 improvement seen on this data set. Still, even
improvements at the level of tens of centimetres per second
should be welcomed.
We remark, in passing, that sources familiar with the
inner workings of the DRS pipeline inform us that the fi-
nal DRS error estimates are enlarged by adding approxi-
mately ∼ 30 cm s−1 in quadrature to the initial error bars
that reflect, essentially, photon noise; the additional error
is intended to account e.g. for drifts in the wavelength so-
lution and other calibration problems. At face value this
might seem to explain the difference between the GP and
DRS error bars. However, we note that the pre-quadrature
DRS error bars had a mean magnitude of 52 cm s−1; adding
32 cm s−1 in quadrature would yield a final mean error of
60 cm s−1, as indeed observed. Thus, our GP errors are
nearly a factor of 2 smaller even than the pre-quadrature
DRS RVs. We also recall that the GP error estimates implic-
itly contain various contributions from terms not present in
the DRS estimates, arising e.g. from the imperfect GP fit to
the observations, GP interpolation uncertainty, etc. To the
best of our knowledge, the DRS errors also do not account
for spurious RV signals arising from errors in mask line lo-
cations, from varying effective line weights (see Section 2.4),
etc.; such issues are not relevant to our technique.
Ultimately, though, the error bars tell us about preci-
sion, not accuracy. Both the DRS and our approach may be
extracting some signal (evidently the same signal) quite pre-
cisely: but what is that signal? How accurately are we mea-
suring true, dynamical Doppler shifts, as opposed to stellar
activity variability, or telluric contamination, or instrumen-
tal imperfections? What is the origin of the ∼ 2 m s−1 RV
rms scatter shared by the DRS and GP RVs?
5.4 Some insight into the apparent RV variability
In Fig. 14, we consider the rms scatter of the GP and DRS
RVs vs. N; as in Fig. 13, we show the behaviour both for the
case of increasing N in chronological order, and increasing N
in a randomly-chosen order. Here we may gain some insight
into the very similar final rms scatter of the DRS and GP
RVs. We note that when considering only the first 80 or
so spectra (in chronological order), the rms scatter in both
the GP and DRS RVs is larger than when considering later
spectra; the rms scatter peaks at a little over 4 m s−1 in the
DRS case, and just under 3 m s−1 in the GP case. Recalling
that almost all of these initial spectra had exposure times
of 120 s, and were taken over just three nights, we may
infer that the increased rms scatter we observe here is partly
astrophysical in origin.
In particular, pressure waves (p-modes) propagate at
the surface of Solar-type stars, which leads to a dilation and
contraction i.e. oscillation of external envelopes over time
scales of 5–15 min; the RV signatures of these modes can be
as large as several m s−1. Granulation phenomena, due to
the convective nature of Solar-type stars, can also lead to
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Figure 13. Mean (absolute) RV error as a function of N , the
number of spectra considered. Randomly permuting the order
in which spectra are included serves to mask the non-random
variability in integration times and observation spacing (the first
hundred or so spectra, in chronological order, had very short in-
tegration times and were taken over just three nights). For this
data set, the GP RV error approaches the ideal 1/√N scaling very
closely (the dotted diagonal line has slope − 12 ).
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Figure 14. As for Fig. 13, but for RV rms scatter as a function
of N . We argue that the finite scatter of ∼ 2.1 m s−1 includes
astrophysical and instrumental variability; we should not expect
that simply increasing N arbitrarily would lead to a much smaller
rms scatter.
RV perturbations at the m s−1-level, on time scales ranging
from minutes to more than a day (Dumusque 2012). It is
probable that, especially during the initial short-integration
observations, we were resolving RV signals due to p-mode
oscillations of the G5 V star HD 127334. The subsequent
rapid dip in rms scatter may be attributed to a batch of
long-integration observations (mostly 900 s), after which the
integration times stabilized around 300 s. Hence the general
decrease in rms scatter observed for large N. But since only
about half of our observations had integration times long
enough to expect efficient ironing out of RV perturbations
due to p-mode oscillation, we should expect that the overall
RV rms scatter in the GP and DRS RVs would remain finite
(Dumusque et al. 2011, 2015). Our GP RVs are, so it would
seem, simply providing a slightly more precise measure of
the finite RV variability of HD 127334.
Apart from the short integration times in the earliest
observations, we noticed strong indications of large system-
atic contributions to the rms scatter in the first hundred or
so RVs – possibly though not clearly related to the CCD
change after serial observation index 129. For instance, we
noticed several very large jumps (> 4 m s−1) in the ThAr
drift correction applied during wavelength calibration for
these early spectra: these drifts were about ten times larger
than the typical drift corrections in later observations. We
also noticed a very strong and statistically significant linear
correlation (Pearson coefficient r ∼ 60%, p  .001) between
these RVs and the applied drift correction, suggesting that
the apparent linear trend observed in these early RVs might
be spurious. Given the time stamps of the observations, it
is possible that some of the variability was related to en-
gineering tests carried out during the initial operation of
HARPS-N. Therefore, in the analysis that follows in which
we seek to reduce the rms scatter of our GP RVs, we con-
sider only to RVs taken after the CCD replacement, i.e. from
observation index 130 onwards.
Even considering only RVs after the CCD replacement,
however, there remained evidence that some of the apparent
RV scatter was not due to genuine dynamical stellar motion.
For example, both the DRS and GP RVs exhibited a strong
and significant correlation with the CCF FWHM (r ∼ −38%,
p  .001).
6 REDUCING THE RV SCATTER
Now that we have demonstrated in some detail that our
technique can yield RVs equivalent to those from the well-
regarded DRS pipeline, we turn our attention to a more
careful extraction of RVs, and show how simple modifica-
tions to our hitherto indiscriminate fitting can significantly
reduce the rms scatter of extracted RVs.
6.1 Maximum-likelihood RVs
First, let us eschew working with CCFs in favour of align-
ing pairs of spectra via direct maximization of likelihood
functions. As noted in Section 5, our sole reason for adopt-
ing the former approach was to maximize the consistency
between our technique the DRS, i.e. to control for any dis-
crepancies in extracted RVs that may have stemmed purely
from any issues inherent in cross-correlation itself. Indeed,
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we have theoretical grounds for favouring the latter ML tech-
nique, and extracting RVs via this approach will also enable
a more direct comparison (in Section 6.3) with two other RV
extraction codes that rely on maximum-likelihood template
matching instead of cross-correlation.
We carried out the GP RV extraction as before, but this
time replacing equation 8 with equation 6, to produce ML
RV estimates. The rms scatter of these RVs was 2.21 m s−1
across all RVs, and 1.77 m s−1 for the RVs taken after
the CCD replacement; the corresponding rms scatters were
2.04 and 1.99 m s−1 for the GP RVs extracted via cross-
correlation. A detailed explanation of why the ML and CCF
approaches yield slightly different results, and why the ML
approach should be preferred in general, will appear in a
brief follow-up paper (Rajpaul et al., in prep.). Suffice it to
say, however, that in this case at least, the differences be-
tween the two sets of RVs were insignificant enough that
they could be deemed equivalent to within their formal er-
ror bars, in much the same way we argued previously that
the DRS RVs were equivalent to our GP RVs extracted via
cross-correlation.
6.2 Localizing spectral contamination
So far we have done nothing to mitigate any contribution
to our RVs from stellar activity or telluric contamination
(apart from variance-weighting of RVs from different e´chelle
orders): we have fitted all orders in all spectra, with no mask-
ing. Yet presumably many if not all orders contain some
finite degree of telluric and activity contamination, and per-
haps we could better localize such contamination if we sub-
divide our orders, and then mask off any sub-orders whose
RVs indicate likely contamination, as we did with synthetic
data in Section 4.
We investigated splitting each order into nsplit =
2, 4, 8, . . . , 64 sub-orders; we preserved the mean functions
from the original full order, to avoid introducing spurious RV
shifts associated e.g. with more weakly-constrained contin-
uum levels. We didn’t consider values larger than nsplit = 64
because otherwise the width of sub-orders would have be-
come comparable to the maximum RV shifts we were fitting
(±30 km s−1, to accommodate shifting of telluric features
after barycentric correction), and also because sub-orders
would otherwise have been narrower than a few GP covari-
ance length-scales. We then ran our extraction technique as
before, but extracted an RV signal for each sub-order, rather
than for each full e´chelle order; we computed the statistics
suggested in Section 4.4; and we investigated the effect of ex-
cluding from the final RV calculation those sub-orders with
the unfavourable values of the statistics.
At first, one might think that maximizing nsplit would
lead to best results, since contaminated regions could be re-
solved as finely as possible in wavelength space. However, by
increasing nsplit, one decreases the photons available in any
sub-order, thus increasing the white noise in the RV sig-
nal extracted for that sub-order. Consequently, while very
strongly-contaminated sub-orders can indeed be localized
more finely, it becomes more difficult to differentiate be-
tween RV signals suggesting zero/weak and moderate con-
tamination, since the signal in either case will be dominated
by white rather than correlated noise. Using very large val-
ues of nsplit also leads to more significant computer memory
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Figure 15. Uncertainty in the HD 127334 RV signals extracted
from each of a total of 1 104 sub-orders (nsplit = 16); central wave-
lengths for each sub-order plotted on horizontal axis. The colour
scale indicates the linear correlation of the local RVs with the
median RV signal across all sub-orders. See ? for a discussion of
how certain lines can give rise to anti-correlated RVs.
burdens. We found that for HD 127334, there appeared to
be little benefit in using values larger than nsplit = 16, so we
focus hereafter on this case.
In Fig. 15 we plot the median uncertainty in the sub-
order RV signals for the case nsplit = 16, and also the cor-
relation of sub-order RV signals with the median RV signal
across all orders. Evidently, extracting RVs on such a quasi
line-by-line basis yields a wealth of information that would
otherwise be lost when studying only a global CCF. For
example, we see that especially in the bluest and reddest
parts of the spectrum, there are a few sub-orders with RV
uncertainties an order of magnitude or more greater than
the typical uncertainty. Some of this we are able to identify
as likely chromospheric activity (around 395 nm) or telluric
contamination (redwards of 600 nm). It is possible that poor
wavelength solutions also contribute, especially in the red,
due to a lack of suitable Th lines and powerful Ar lines bleed-
ing between orders. Especially in the blue, we noticed a spike
in RV uncertainty and rms scatter at the edges of many con-
secutive orders (unfortunately this effect is not visible with
the scaling in Fig. 15), which may be due to poor wave-
length solutions associated with lower ThAr emission flux
at order edges. Also apparent in Fig. 15 is that the majority
of the sub-orders with small RV uncertainties are positively
correlated with the median RV signal.
In a simple approach where we iteratively excluded sub-
orders based on their RV rms scatters, we were able to re-
duce the rms scatter in our ML RVs from 1.77 m s−1 to
1.66 m s−1 simply by excluding about half of the sub-orders
with the largest rms scatters. Taking the same approach but
excluding sub-orders on the basis of their mean RV uncer-
tainties, we were instead able to reduce the rms scatter to
1.69 m s−1. While clearly somewhat effective, this approach
assumes that the sub-orders with smallest uncertainties or
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variability all encode the same signal, which in general will
not be true. Importantly, it also assumes that the sub-order
RVs have adequate SNR to permit identification of contam-
ination; in general, low SNR might make it necessary to
consider instead combinations of sub-orders.
In a more flexible though still heuristic approach, we
started with a small set of sub-orders with small uncertain-
ties, then selected a random sub-order for inclusion in that
set. We then checked whether the rms in the RVs extracted
from that set of sub-orders decreased; if not, we selected
a different random sub-order for inclusion until the rms de-
creased, at which point we repeated the process by including
further sub-orders, until no further improvements appeared
possible.
Across multiple runs of this algorithm, we were reliably
able to reduce to RV rms scatter to below 1.30 m s−1. The
best result we obtained, out of twenty runs, was a final rms
scatter of 1.21 m s−1, obtained when using roughly a third
of all available sub-orders (in other words we ‘threw away’
two thirds of the sub-orders). The corresponding mean un-
certainty in these RVs was 57 cm s−1.
Note that this result certainly does not represent the
truly optimal combination of sub-orders: after all, the to-
tal number of ways to choose an arbitrary subset from a
set of L sub-orders is
∑L
l=1
(L
l
)
, which for L = 1 104 means
∼ 10332 possible combinations; we explored tens of thou-
sands of combinations, at best. Nevertheless, the 1.21 m s−1
scatter in our ‘decontaminated’ RVs represents a ∼ 30% im-
provement on our initial RVs, while maintaining a precision
on par with the DRS RVs.
While we regard this reduction in RV scatter as ex-
tremely encouraging – and, following the arguments we
made in Section 4.4, we can take this as indicative of us
having removed red/correlated noise from the RVs – fur-
ther work is needed to understand the exact nature of the
apparent contamination we are removing. It would be inter-
esting, for example, to compare the sub-orders we excluded
with the line lists from e.g. Dumusque (2018). Given the
wealth of information available when extracting RV signals
for each sub-order, there are many other ways we could gain
insight into spectral contamination. For example, we could
try to study local broadening or asymmetries in RV likeli-
hood functions. We could also consider chromatic variations
in RVs, e.g. by studying the difference in RVs from a sub-
set of blue and red orders. Since genuine Doppler signals
due to stellar reflex motion should be encoded identically in
all orders, these signals should disappear when differencing
red and blue RVs, whereas instrumental, telluric and activ-
ity variability (the latter due, among other factors, to spot
contrast being strongly wavelength dependent) would not.
6.3 Comparison with HARPS-TERRA and
SERVAL
We now make a few quantitative comparisons between
our decontaminated GP RVs, the DRS RVs we consid-
ered throughout Section 5, and RVs we extracted using
the publicly-available HARPS-TERRA (Anglada-Escude´ &
Table 1. Summary of rms variation and mean estimated error in
the HD 127334 RVs extracted using four different methods.
RV rms Mean estimated error
[m s−1] [m s−1]
DRS 1.95 0.55
GP (decont.) 1.21 0.57
HARPS-TERRA 1.71 0.58
SERVAL 1.82 0.71
Table 2. Summary of the overlap, to within 1σ and 2σ error bars,
between the HD 127334 RVs from the four different extraction
methods in Table 1.
(1σ agreement) DRS GP (decont.) HARPS-TERRA
GP (decont.) 52% - -
HARPS-TERRA 59% 67% -
SERVAL 82% 61% 71%
(2σ agreement) DRS GP (decont.) HARPS-TERRA
GP (decont.) 75% - -
HARPS-TERRA 89% 95% -
SERVAL 99% 87% 97%
Butler 2012) and SERVAL (Zechmeister et al. 2018) codes.13
Both of the latter codes derive RVs by least-squares align-
ment (essentially an ML approach) of observed spectra with
a template derived from the same observations; for more
information, see also the discussion in Section 7.2.
Table 1 summarizes the rms variation and mean esti-
mated error in the RVs extracted using the four different
methods. We note that our GP RVs exhibit the smallest
variation, with estimated errors on par with the other meth-
ods.
Fig. 16 plots the DRS, HARPS-TERRA and SERVAL
RVs vs. our GP RVs. As in Fig. 11, we find that the RVs
cluster reassuringly around the 1:1 identity line, with the GP
RVs being most closely aligned with the HARPS-TERRA
RVs. This is further quantified in Table 2, which shows that
67% of the GP and HARPS-TERRA RVs are consistent
within their respective 1σ error bars (and 95% within 2σ).
The SERVAL and DRS RVs show an even higher degree
of consistency, with about 82% overlapping within 1σ. This
degree of overlap would be unlikely to arise if the different
extraction methods were producing profoundly different RV
signals, and/or if the error bars on the RVs were significantly
underestimated.
Yet there are, evidently, differences between the four
sets of RVs. This is not surprising, given the divergent
approaches they take to RV extraction. How then do we
make sense, physically, of these differences? Table 3, which
presents linear correlation coefficients between the RVs and
various time-varying quantities, sheds some light on the mat-
ter.
We see that both the DRS and SERVAL RVs appear to
13 As the DRS RVs may be considered equivalent to our ‘pre-
decontamination’ RVs, we do not include the latter RVs in these
comparisons.
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Table 3. Linear correlation between HD 127334 RVs extracted using four different methods (rows) and various time-varying quantities
(columns) that are expected to be independent of stellar RVs, though possibly sensitive to stellar activity or telluric contamination. For
each possible correlation, we give both the Pearson coefficient, r , and the p-value. Correlations that are significantly nonzero at the 0.05
level are shown in bold.
- CCF FWHM CCF BIS logR′HK BERV Air mass Exposure time
r p r p r p r p r p r p
DRS −37.6%  .001 −0.7% .87 −2.9% .48 −13.4% .001 −8.9% .03 +4.3% .30
GP (decont.) +12.4% .002 +1.1% .79 −0.2% .97 −4.6% .26 +0.9% .83 +5.0% .23
HARPS-TERRA −8.4% .04 +0.2% .95 +0.4% .93 −13.2% .001 −7.6% .07 +7.3% .08
SERVAL −31.7%  .001 −5.8% .16 +1.5% .71 +7.4% .06 −5.5% .18 +5.8% .16
exhibit strong and statistically-significant linear correlations
with the CCF FWHM; this correlation is weaker and absent
in the GP and HARPS-TERRA RVs, respectively. No sig-
nificant correlations are found between any of the RVs and
the CCF BIS or the log R′HK index, although the DRS and
HARPS-TERRA RVs appear weakly correlated with the air
mass at the time of observation, and all RVs except for the
GP ones appear to exhibit moderate correlations with the
Earth’s barycentric velocity at the time of observation.14
Taken in tandem, this suggests the presence of a lower de-
gree of activity and telluric contamination in the GP RVs
than in those extracted by the other methods.
Of course, a linear correlation coefficient measures only
one very simple type of relationship between variables, and
a negligible linear correlation does not imply the absence of
a more general relationship. Conversely, linear correlation
tests are known to be sensitive to outliers (?), although this
seems unlikely to be a major issue given the small overall
amplitude of RV variability. Indeed, when we replaced Pear-
son linear correlation with a more robust (Spearman) rank
correlation test, no new correlations appeared between the
GP RVs and the various other time series, but additional
and significant correlations did appear between the SER-
VAL RVs and the CCF BIS, and between the DRS RVs and
the log R′HK index. In short, these correlation tests strongly
suggest though do not prove that our GP RVs contain less
spectral contamination than the other RVs. Further work is
needed to understand in detail the origin of the differences
between RVs from the different codes.
7 DISCUSSION
7.1 Comments on practical aspects of our
implementation
The results in the preceding sections were obtained using a
set of Python scripts we wrote to process a group of HARPS-
N spectra and ultimately yield a set of RVs and error esti-
mates. In total, the main scripts – including pre-processing
steps such as applying barycentric velocity and instrumen-
tal drift corrections; GP-based pairwise spectral alignment;
error propagation; etc. – spanned some hundreds of lines of
code. We expect our implementation could be made faster
14 The Lomb-Scargle power spectra of the DRS, HARPS-
TERRA, and SERVAL RVs contained significant power around
180 d, with the HARPS-TERRA RVs also containing significant
power around 360 d, suggesting annual variability in these RVs.
though various optimizations, e.g. by porting the slowest
parts of our scripts from native Python to faster Fortran or
C++ equivalents, or by leveraging massively-parallel GPU
computation to speed up pairwise spectral alignment. Some
forethought could also make it more compact, especially if
one were to make use of existing libraries for tasks such as
GP regression (we wrote our own GP regression code for
this project, if only to put us in a better position to diag-
nose any problems we found with the implementation). The
results we have presented were derived using what was es-
sentially a crude and inelegant but at least carefully-tested
initial implementation. We intend in future to make pub-
licly available a stand-alone version of our main code, pro-
visionally named grace, to stand for Gaussian process RV
Activity Extraction.
In any case, we note that deriving RVs ab initio from 735
HD 127334 spectra took about two days on a modern desk-
top with 16 GB RAM and a 4.2 GHz quad-core CPU. The
greatest computational expense was associated with com-
paring a little over half a million different pairs of spectra;
each such comparison involved manipulating GP posterior
distributions evaluated at hundreds of thousands of wave-
lengths.
Two days is, evidently, orders of magnitude longer than
one might reasonably expect from a more conventional RV
extraction approaches. However, in practice – even if using
an implementation as crude and inefficient as our initial one
almost certainly was – this should not be a significant obsta-
cle. First, most target stars will not be observed nearly as
many times as the one considered here. For a star observed
100 times, say, there would be a factor of fifty times fewer
pairwise comparisons to be made, and so one could expect
to extract the RVs from scratch in about an hour, rather
than a couple of days. Second, whenever a new observation
is added to a set of existing ones, it is not necessary to repeat
all pairwise comparisons: it is merely necessary to compare
all existing spectra with the new one, and to repeat the av-
eraging calculations. If one were to add a new observation to
the 735 HD 127334 spectra analyzed here, computing an RV
for the new spectrum (and updating all the old RVs) would
take a matter of minutes.
7.2 Conceptual comparison with existing
techniques
The defining features of our approach to RV extraction are
(i) pairwise RV extraction, without construction or referenc-
ing of of any global template; (ii) the use of GPs to model
and align spectra; and (iii) selective aggregation of local-
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Figure 16. As for Fig. 11, but now showing (from top to bot-
tom) the DRS, HARPS-TERRA, and SERVAL HD 127334 RVs,
all vs. our decontaminated GP RVs. The mean (median) abso-
lute difference between our GP RVs is 1.03 (0.75) m s−1 for the
DRS; 68 (54) cm s−1 for HARPS-TERRA; and 94 (72) cm s−1 for
SERVAL.
ized (quasi line-by-line) RV estimates, in order to remove
spectral contamination. As we discuss below, each of these
features has appeared, albeit possibly in isolation, in some
guise in other RV extraction techniques. If nothing else, our
technique does at least appear to be unique in unifying these
advantageous features into a conceptually simple framework
that seems to work extremely well on both synthetic and
real data sets.
For example, the idea of enforcing some sort of self-
consistency when comparing multiple pairs of spectra to
derive RVs is not new; ideas regarding combining cross-
correlations first appeared in Zucker (2003) and Zucker &
Mazeh (2006). While Zucker & Mazeh (2006) give a useful
derivation of the 1/√N limiting behaviour we have discussed,
they hit up against an RV precision limit after co-adding 10–
15 spectra in the tests they present, and do not seem able to
outperform standard techniques. This might be partly due to
issues inherent in cross-correlation, to their lack of a scheme
for performing principled interpolation that accounts for the
non-trivial covariance structure of spectra, or to their lack of
a strategy for mitigating spectral contamination. The work
of Allende Prieto (2007) similarly foreshadowed aspects of
our technique in terms of performing multiple pairwise com-
parisons, but their technique seeks only to improve RVs that
have already been measured by some other technique.
Our technique is also hardly the first to deliberately
avoid using a synthetic template or template from a different
star, and to favour instead using only the science observa-
tions themselves to construct a template; this approach has
been taken elsewhere for both absorption cell spectrographs
(Sato et al. 2002; Johnson et al. 2006; Gao et al. 2016) and
stabilized spectrographs (Anglada-Escude´ & Butler 2012;
Astudillo-Defru et al. 2015; Zechmeister et al. 2018), and
has been demonstrated using both CCFs and ML (or least
squares) approaches. HARPS-TERRA and SERVAL, which
we used for RV extraction in Section 6.3, both adopt such a
least-squares template matching approach. Compared to our
technique, most of these schemes generally contain parame-
ters that need to be hand-tuned, make simplifications for the
sake of theoretical or numerical tractability, and/or entail ad
hoc interpolation schemes e.g. for co-adding observations at
different wavelengths. More fundamentally, however, they
are hindered by a ‘chicken and egg’ problem: ascertaining
the spectral regions exhibiting most variability would re-
quire knowing the true stellar RV, so that all spectra could
first be shifted to a common velocity scale; but doing so
would require already knowing the true stellar RV, without
any activity contribution (see discussion in Section 2.4). We
circumvent these issues by avoiding completely the construc-
tion of a global template, whether once-off or iteratively, and
instead use pairwise comparison to derive an ensemble of dif-
ferential RVs.
Czekala et al. (2017) presented a technique using GPs
to disentangle spectroscopic binaries; they noted that the
technique could also be profitably applied in the context of
exoplanet detection. Their technique shares with ours all of
the advantages offered by GP regression, but in the sense
that they do not rely on pairwise spectral alignment, their
technique is much more computationally intensive. Some of
the results they present are based only on narrow bandpasses
selected from about ten high-resolution spectra – even then,
the computation takes about a day on a computer cluster.
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This is comparable to the time it took us to derive RVs from
735 spectra, using the full available wavelength range, on a
desktop computer. Such difficulties are not insurmountable,
but our technique has the advantage of theoretical simplicity
and computational efficiency.
A few other studies have assessed the relative weight
that might be given to different e´chelle orders to empiri-
cally account for stellar variability and telluric contamina-
tion, including though not limited to the HARPS-TERRA
paper by Anglada-Escude´ & Butler (2012). Recently, Du-
musque (2018) individually fitted the positions of thousands
of individual lines in each spectrum, resulting in a quasi-
independent, low-precision RV time-series for each line fit-
ted. The individual lines were chosen from a binary masks
used in a ‘standard’ RV extraction process, and RVs for
each line were computed by comparison with a template
derived by co-adding all spectra. RVs from all the indi-
vidual lines was then combined by computing the inverse
variance weighted average after σ-clipping to remove out-
liers. While this approach showed similar results and perfor-
mance to the DRS, it is considerably less data-driven than
our own approach – specifically, it still relies on the line-list
encoded in the cross-correlation mask, which is not guar-
anteed to be optimal for any given target. Furthermore, as
we have already emphasized, building a template by sim-
ply co-adding observed spectra is sub-optimal. Nevertheless,
the approach does enable a study of the dependence of the
RVs derived from individual lines on e.g. stellar activity. Du-
musque (2018) showed, for example, that the rms scatter of
2010 HARPS RVs of Alpha Cen B (47 nights of observa-
tion spanning 81 days) can be reduced from 1.95 m s−1 to
1.21 m s−1 by using only 25% of the line list, specifically
those least correlated with the RVs derived from the full set
of lines.
In a follow-up study extending the work of Dumusque
(2018), ? showed that Alpha Cen B spectral lines of differ-
ent depths in the stellar atmosphere are affected differently
by stellar activity, and estimated that at least 89% of the
individual lines are linearly correlated with the overall ac-
tivity signal, which they assumed to be activity-dominated.
By choosing a subset of lines uncorrelated with the putative
activity signal, or by using the difference in RVs from lines
formed at different depths as an activity proxy, they were
able to reduce the RV rms scatter to ∼ 0.8–0.9 m s−1. These
results are extremely encouraging; it would be interesting
to see how our method fares at reducing the rms scatter
in a single observing season of RVs from a relatively active
star such as Alpha Cen B (recall that HD 127334, by way of
comparison, is an inactive star, and we achieved a 1.21 m s−1
rms scatter on RVs spanning several years).
Finally, it is worth comparing our GP-based method to
a particularly sophisticated approach to dealing with one
type of spectral contamination: viz., that taken by wobble
(Bedell et al. 2019), which focusses on deriving precise RVs
in the presence of telluric absorption. wobble models all
spectra simultaneously as a combination of a stellar spec-
trum, which does not change over time but whose RV does,
and one or more telluric components, which scale with air
mass but remain fixed in the observatory’s rest frame. The
observed spectra (or rather their logarithms) are modelled
as a linear combination of these components, within a ML
framework. The model has many thousands of parameters:
the individual stellar and telluric components in each pixel,
the RV shifts of the star, the relative contribution of the
telluric components at each epoch, and regularisation con-
stants, which are used to avoid overfitting the stellar and
telluric spectra. Bedell et al. (2019) demonstrate the perfor-
mance of their method on several real datasets, and their
results are extremely similar to the DRS RVs. The code
is highly optimized and uses TensorFlow to implement the
core linear algebra calculations very efficiently, considering
the complexity of the model. However, the reliance on reg-
ularisation is one of the main drawbacks of this approach,
both conceptually (since the physical interpretation of the
effect of the regularisation is unclear) and computationally
(Bedell et al. report that tuning the regularisation param-
eters is the slowest step). Wobble shares a number of im-
portant characteristics with the GP RV method presented
in this paper: its data-driven philosophy, the absence of tem-
plates for either the stellar or the telluric spectra, and the
fact that the model produces high-SNR, over-sampled tem-
plates as a bonus. Like our GP method, wobble models all
observations simultaneously and the RV precision (as well
as the quality of the extracted templates) should improve
as the number of observations increases, although Bedell
et al. (2019) did not investigate this aspect in detail. Unlike
our GP method, wobble does not make use of the covari-
ance between neighbouring pixels in the spectra. The main
conceptual advantage of wobble over other RV extraction
methods, including ours, is of course the fact that it explic-
itly models time-variable telluric absorption. Furthermore,
Bedell et al. (2019) mention that it might be possible to ex-
tend the model to include time-dependent behaviour in the
stellar spectrum associated with stellar activity.
7.3 Future work
The work we have presented here lends itself naturally to a
number of extensions.
First, in this paper we used a crude scheme for identify-
ing regions of spectra that are likely contaminated by activ-
ity or telluric variability. While this scheme worked surpris-
ingly well, one should be able to do better. On a simple level,
one might measure localized broadening of or asymmetries
in likelihood functions (or CCFs), during pairwise spectral
comparison, to probe stellar activity contamination. Or one
might use a mixture model to decompose localized (sub-
order) RVs into putative stellar reflex, stellar activity, tel-
luric, and possibly other components. A more sophisticated
approach would be to extend our GP covariance kernel to
include a temporal dependence in addition to a wavelength
dependence. Thus one could model explicitly and simultane-
ously any time-varying changes in observed spectra due e.g.
to stellar activity, and to disentangle these effects from much
simpler RV shifts. The chief obstacle in such an approach to
generalizing our GP model would be computational cost: co-
variances would need to be formulated between all available
spectra, rather than just between observations within single
spectra or pairs of spectra. Initial tests with a small num-
ber of spectra provided us with proof of this concept, i.e.,
we found that it does appear possible to use a GP formu-
lation to disentangle time-varying changes in spectral shape
from simple RV shifts, and thus to avoid entirely the need
to mask off any portions of spectra. Nevertheless it is clear
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that direct, joint GP modelling of many hundreds of e´chelle
spectra will almost certainly be computationally intractable,
even when leveraging sparse matrix inversion algorithms. We
are currently investigating computationally efficient strate-
gies for constraining multiple time-varying components (RV
shifts, activity, tellurics) of a large set of observed spectra.
Second – in a much simpler extension than the afore-
mentioned one – we could enforce temporal covariance struc-
ture on the RVs themselves, rather than the spectra from
which they are derived. For example, we should not expect
a star’s RV to change by several km s−1 over the course of
an hour, though a change of a few m s−1 might well be rea-
sonable; in short, observations closely spaced in time should
be associated with similar RVs. Imposing such covariance
structure should allow us to derive slightly more accurate
and precise RVs compared to the case where we ignore the
time at which an observation was made, and pretend that
the RV we assign to a given spectrum is completely indepen-
dent of the RVs we assign to other spectra closely-spaced in
time.
Third, this paper has focused on precise RV extraction;
we did not actually study the stellar template we could con-
struct from the GP models of the individual HD 127334
spectra. Such a low-noise, high-resolution stellar template
could be of interest in its own right e.g. for better constrain-
ing the astrophysical properties of a given target. Ideally,
the template spectrum should be constructed not via simple
co-adding, but rather by evaluating the GP posterior dis-
tribution over all spectra simultaneously. A small caveat is
that the effect of inter-/intra-pixel sensitivity variations on
the super-resolved spectrum may need to be considered.
Fourth, we have presented results here of RV extrac-
tion from spectra of an extremely unremarkable Solar ana-
logue star, for which excellent templates already exist (as
evidenced, among others, by the precision of the DRS RVs).
As our technique is completely agnostic to stellar type, it
would be worth applying it to targets for which canonical
templates do not already exist, e.g. young T Tauri stars,
brown dwarfs, and emission line stars (Blake et al. 2010;
Rei et al. 2018; Sartoretti et al. 2018). It is also well known
that the delta function template technique does not perform
well with M-stars, which typically have many molecular lines
in their spectra (Anglada-Escude´ & Butler 2012; Astudillo-
Defru et al. 2015). We also intend to apply our technique,
in the near future, to targets where different spectrographs
lead to apparently inconsistent RVs – most notably Kepler-
10 (Rajpaul et al. 2017) – with a view to gaining insight into
the origin of such inconsistencies.
Lastly, we have used here a single large data set to
compare the real-world performance of our technique with
that of an industry-standard extraction techniques, and with
theoretically-predicted precision limits. Our results were en-
couraging, but more work is needed to understand the rela-
tive extent to which our favourable results are due to pair-
wise RV extraction, GP modelling, and/or careful recombi-
nation of localized RV estimates; such understanding might
well be used to simplify our technique even further. It would
also be worth comparing our technique with the perfor-
mance of a number of different RV extraction techniques on
well-studied stars (e.g. Alpha Cen B), since each technique
may be expected to have different strengths and weaknesses.
Given that for every star except one we are ignorant of the
true RV signal, some sort of blind RV extraction challenge
using realistic synthetic data might be a useful long-term
goal to pursue within the RV community. Alternatively, So-
lar spectra could provide an ideal data set to use for com-
paring different RV extraction techniques (Dumusque et al.
2015), although even with the Sun it seems it might be
very difficult to reduce apparent RV variability below the
m s−1 level (Milbourne et al. 2019).
8 CONCLUSIONS
We have presented in this proof-of-concept paper a simple
new approach for extracting differential stellar RVs, which
seeks to address many of the drawbacks associated with
more conventional approaches to RV extraction. In short,
we model each stabilized spectrum using a Gaussian pro-
cess (GP), align each GP model with every other GP model
spectrum, and use simple algebraic operations to aggregate
the pairwise RVs thus inferred. Our technique enforces the
requirement that while we may align a given spectrum with
any number of others serving as templates, we must ulti-
mately assign a single, well-defined RV to the spectrum in
question. In the limit of many observations, our method thus
yields RVs equivalent to the case where a perfect template
existed. Errors associated with template mismatch or noisy,
finite-resolution observed templates are eliminated; our tech-
nique doesn’t depend on any pre-defined line lists or mask;
it provides a direct and meaningful way to quantify errors
in extracted RVs; and, by working with a large ensemble
of spectra and extracting RVs on a highly localized basis,
it suggests ways to mitigate activity and telluric contami-
nation. Moreover it could be extended to allow telluric and
stellar activity contamination to be more modelled in more
sophisticated ways. Above all, though, it is both simple and
transparent: the basic technique can be implemented in a
few hundred lines of code, it requires no hand-tuning for
different instruments or stellar types, and doesn’t even re-
quire the input of any astrophysical knowledge.
We used tests with synthetic data to demonstrate that
our method works as intended. We then derived RVs from
735 HARPS-N spectra of the inactive G5 V star, and com-
pared our RVs with RVs derived by the HARPS-N DRS
pipeline (based on template cross-correlation), as well as
the HARPS-TERRA and SERVAL codes (based on least-
squares matching between observations and a template de-
rived from the same observations). We showed that an ini-
tial, ‘blind’ RV extraction with our code yielded RVs equiv-
alent to, though with better nominal precisions, than the
DRS RVs. We then showed that by excluding certain spec-
tral regions (likely associated with stellar activity or telluric
variability) from our RV calculations, we were able to reduce
the RV rms scatter by about 30%, or over half a m s−1, re-
sulting in a precision on par with but an rms scatter smaller
than the RVs derived by any of the other codes.
We noted that our technique does lend itself to a num-
ber of extensions, the most interesting and powerful of which
would be explicit joint modelling of stellar activity variabil-
ity alongside simpler RV shifts. Nevertheless, apart from
providing a method of deriving RVs that serves as a use-
ful and independent check on RVs from standard (possi-
bly far more complex and opaque) pipelines, we have shown
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that our technique even in its existing form can derive RVs
with favourable precisions and apparent contamination lev-
els compared to other widely-used approaches. Thus our
technique seems well placed to enable the study of smaller
planets around a wider variety of stars than is currently pos-
sible.
Particularly decisive benefit may be derived in the case
of targets observed very many times. For example, the Terra
Hunting Experiment on HARPS3 will aim to observe care-
fully selected targets almost daily for ten years, with a view
to detecting Earth-twins with RV semi-amplitudes around
10 cm s−1 (Thompson et al. 2016; Hall et al. 2018); our
technique should attain its best possible performance in this
case of very large N and long observing baselines. Given the
ground-breaking planet detection goals of a programme such
as the Terra Hunting Experiment, it will be imperative to
optimize not only instrumental performance and observing
strategies, but also the extraction techniques used to deliver
the RVs through which Earth-twins will, hopefully, be dis-
covered.
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APPENDIX A: COVARIANCE KERNELS
If we start from the reasonable assumption that a given
flux’s value could be related to the values of fluxes at nearby
wavelengths, but that any such informativeness should grow
weaker as the distance between fluxes grows, we arrive at
a family of so-called ‘stationary’ covariance functions that
depend only on |λ−λ′ |, i.e. the Euclidean distance (in wave-
length, or more generally in time, space, etc.) between ob-
servations in a spectrum.
By far the most widely-used example of a stationary
kernel is the Gaussian or squared exponential (SE) covari-
ance kernel:
kSE(λ, λ′) = h2 exp
(
−(λ − λ′)2
2ρ2
)
. (A1)
The SE kernel is governed by two so-called ‘hyperparame-
ters,’ h and ρ, which respectively govern the output (e.g.
flux) and input (e.g. wavelength) scales of functions. Note
that the term hyperparameters is used as these parameters
govern the properties of a GP prior distribution over func-
tions, rather than acting explicitly on the functional form of
curves drawn from the distribution. Functions drawn from
an SE kernel will be infinitely differentiable, and will exhibit
smooth variations with a typical length scale for variations
of ρ.
Despite the SE kernel’s very widespread use, Stein
(1999) notes that the very strong smoothness assumptions
underpinning the SE kernel are often unrealistic for mod-
elling physical processes in the real world, for which the
Mate´rn class of may instead be more appropriate. The
Mate´rn class of covariance functions is defined by
kν(λ, λ′) = h2 2
1−ν
Γ(ν)
(√
2ν |λ − λ′ |
ρ
)ν
Bν
(√
2ν |λ − λ′ |
ρ
)
, (A2)
where h and ρ are the output and input scales, as before;
Γ() is the standard gamma function extending the factorial
function; and B() is the modified Bessel function of second
order. The hyperparameter ν controls the degree of differen-
tiability of the resultant functions modelled by a GP with a
Mate´rn covariance kerel, such that they are only ν+ 12 times
differentiable.
As ν → ∞, the functions become infinitely differen-
tiable, and the Mate´rn kernel becomes the SE kernel. Ras-
mussen & Williams (2006) note that in the absence of ex-
plicit prior knowledge about the existence of higher order
derivatives, in practice it is probably not feasible to use a
finite set of noisy data to distinguish between finite values
of ν ≥ 72 and ν → ∞. At the other end of the spectrum,
setting ν = 12 gives us the Ornstein-Uhlenbeck (OU) or ex-
ponential kernel: this kernel looks almost identical to the SE
kernel, but the (λ − λ′)2 term in the exponential is replaced
with |λ − λ′ |, and the functions it models are not smooth.
Instead, they are only once differentiable, and correspond to
the random motion of massive Brownian particles under the
influence of friction. The Mate´rn kernel with ν = 52 , advo-
cated in Section 3.1, describes functions which are – roughly
speaking – somewhat smooth, but which still permit fairly
sharp changes, as observed e.g. in spectral absorption or
emission lines.
While we show in this paper that ν = 52 Mate´rn ker-
nel does a surprisingly good job of fitting stellar spectra,
it is worth noting that function draws from such a kernel
(somewhat-smooth, correlated random noise), when not con-
ditioned on stellar spectroscopic data, will usually not bear
very close resemblance to a typical stellar spectrum (absorp-
tion lines imprinted on a continuum, say). It seems possible,
then, that there may exist better ways for leveraging GPs
to model stellar spectra, either by finding more appropriate
kernels, or by transforming observed stellar fluxes in some
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way so that spectra more closely resemble functions gener-
ated by a standard kernel.
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