In this paper we present a novel technique for non-rigid medical image registration and correspondence finding based on a multiple-layer flexible mesh template matching technique. A statistical anatomical model is built in the form of a tetrahedral mesh, which incorporates both shape and density properties of the anatomical structure. After the affine transformation and global deformation of the model are computed by optimizing an energy function, a multiple-layer flexible mesh template matching is applied to find the vertex correspondence and achieve local deformation. The multiple-layer structure of the template can be used to describe different scale of anatomical features; furthermore, the template matching is flexible which makes the correspondence finding robust. A leave-one-out validation has been conducted to demonstrate the effectiveness and accuracy of our method.
Background and Introduction
Non-rigid medical image registration is an essential step in many automated medical image analysis and has been widely investigated in recent years. 3, 5, 7, 10, 11, [15] [16] [17] 19, 23, 33 Medical image registration can be categorized based on the subjects involved in the registration. One category is related to registration between two images, such as that between images from different modalities, images from different individuals, and images taken at different times. 3, 12, 21, 22 This category of registration usually relates the information in one image to information in another image by determining the one-to-one pixel correspondences. Another category of registration is between an anatomical model/atlas and a medical image. 4, 5, [8] [9] [10] [15] [16] [17] 23, 27, 30, 31 In this category, the anatomical model or atlas is transformed and deformed to match the anatomic structure in the image. The ability to register an anatomical model to individual patient images provides the basis for solving several important problems in medical image interpretation. Once the model is registered to a particular image, structures of interest can be labeled and extracted for further analysis, and knowledge incorporated in the model can be transferred to the patient. The result of the registered model generates segmentation for the structure of interest, which can then be used for image analysis purposes such as measurement and visualization. Model-to-image registration also allows population studies to be analyzed in a common frame of reference.
In the model-to-image non-rigid registration, the correspondences between features on the model and those on the image need to be correctly established in order to obtain the desired transformation and deformation. Some methods are based on anatomical features (landmarks) such as points, curves and surfaces. 1, 2, 8, 10, 14, 23, 25 Other methods depend on the intensity information in the image. 3, 5, 24, 29, 32 Hybrid algorithms have also been proposed in which both geometric features and image intensities are used. 11, 15, 19 In landmark-based methods, geometric features such as points, curves or surfaces are brought into alignment. The landmark points can be either intrinsic or extrinsic. Intrinsic points are derived from naturally occurring features, e.g. anatomic landmark points. Extrinsic points are derived from artificially applied markers or fiducials fixed to the patient and visible in both images and models. In surface-based methods, the geometric features (such as ridge curves) on the surface are used to establish the correspondence. 25 After the correspondences between landmarks are established, the image and/or model are warped to align the corresponding landmarks. Intensity-based registration stems from the observation that although images from different modalities or different subjects exhibit different data values, there is usually a large amount of shared information between images of the same structures. The correspondence between the model and the image is established based on the voxel intensity distribution. 3, 5, 24, 29, 32 An anatomical model is a tool to represent human anatomical structures and normal anatomical variability. Medical images are usually complex, noisy and possibly incomplete, which make their interpretation very difficult without prior knowledge of the anatomy. Therefore, many researchers have turned to prior statistical models for assistance in medical image registration. Shen et al. 23 proposed a statistical surface model using an affine invariant geometric attribute vector to find the vertex correspondences. Chen et al. 3 built an average brain atlas based on statistical analysis of voxel intensity values. Cootes et al. 5 proposed an Active Appearance Model (AAM) that incorporates both the shape variability and density variability. The AAM models were experimented on 2D MRI brain slices and 2D human face images. Cootess models were extended to 3D surface models by Fleute et al.
10
Most existing model-to-image registration methods used either a surface model or an intensity grid model 4, 10, 17, 23, 26, 27 Hence the exterior shape and the internal density distribution cannot be matched at the same time. To address this problem, our method is based on a statistical volumetric model incorporating both shape and density properties of the anatomical structure. As mentioned in some statistical model based registration methods, 5,23 the prior model extracted from training models is not sufficient to characterize all the variations in a new image. To compensate this, a multiple-layer flexible mesh template matching technique is developed to find the feature correspondences and achieve local deformation. This technique takes advantage of our model topological structure (tetrahedral mesh) and properties incorporated in the model (shape and density).
The remainder of this paper is organized as follows. Section 2 briefly introduces the statistical bone density model and its construction from a set of training images. Section 3 presents our method for non-rigid registration between the statistical model and a CT image. Section 4 proposes a multiple-layer flexible mesh template matching method for correspondence finding and local deformation of the model. Finally, Secs. 5 and 6 conclude with validation experiments and discussions.
Statistical Bone Density Model
We proposed a unique model representation to characterize both the boundary surface and internal density distribution of the bone structures. The model is represented as a tetrahedral mesh equipped with embedded Bernstein polynomial density functions on the barycentric coordinates of each tetrahedron. Multiple levelof-details of the anatomical structure are characterized by a hierarchical representation. And prior information of both shape properties and density properties is incorporated in the model.
We developed an efficient tetrahedral mesh reconstruction from contours method to construct tetrahedral meshes for bone structures from a CT image. The method produces tetrahedral meshes with high flexibility and is able to accommodate any anatomical shape. The meshes are built from contours consistent with the cortical bone boundaries. The contours are extracted from the image slice-by-slice using an active contour technique. 13 Then the contours are tiled into a tetrahedral mesh by solving a series of tiling, corresponding and branching problems. 18 An analytical density function is assigned for every tetrahedron to minimize the residual errors in the density distribution. Currently, the density functions are written as n-degree Bernstein polynomials in barycentric coordinates of a tetrahedron:
where C i,j,k,l is the polynomial coefficient, and µ = (µ x , µ y , µ z , µ w ).
is a barycentric Bernstein basis function, and (µ x , µ y , µ z , µ w ) are the barycentric coordinates, with µ x +µ y +µ z +µ w = 1. The advantages of such a representation are:
(1) it is in an explicit form; and (2) it is a continuous function in 3D space. Therefore, it is convenient to integrate, to differentiate, and to interpolate. We also developed a tetrahedral mesh simplification algorithm based on edge collapsing operations 28 to build a multiple level-of-detail (LOD) model representation.
We designed a training strategy to compute a statistical model from a collection of training models. A model aligning procedure is first performed to map all training models into a common mesh topological structure. Then the Principal Component Analysis (PCA) method is applied to compute the variability of both shape properties and density properties of the anatomical structure. Using the PCA method, the model can be approximated by a set of statistical mode parameters {b i }:
where Y is a model instance, M (Ȳ , b) is the instantiation operation,Ȳ is the average model representation, and P is the eigenvector matrix incorporating the prior information.
We have built a statistical density model for hemi-pelvis from eight training images. Figure 1 shows the exterior surface of a multiple-resolution hemi-pelvis model. Figure 2 (a) shows the shape variation and Fig. 2(b) shows the density variation of the model by projecting the model to a 2D plane using a ray casting technique. Figure 2 demonstrates that a new model instance can be instantiated from the average model by setting the statistical mode parameters. Detailed description of our model and reconstruction method can be found in Refs. 34 and 36. 
Non-Rigid Registration Scheme
Non-rigid registration between our statistical bone density model and CT images is one of the purposes in our investigation. Our method utilizes both shape properties and density properties of the model, together with the statistical information extracted from a population of training models. The result from the registration can be used as a model-based segmentation of the bone structure.
The registration process is divided into three stages: affine transformation global deformation and local deformation. The result of preceding stage is used as initial values for the next stage. In the affine transformation stage, the translation, rotation and scale of the model are optimized to determine the location and orientation of the model. In the global deformation stage, the statistical mode parameters are optimized to match the model with the anatomical structure in the images. Due to the limited number of training models in the model training stage, the prior information in the statistical model does not include all the variability inherent in the anatomy. To compensate for this, a local deformation step is taken to build correspondences between vertices on the model and local features in the image and adaptively warp the model. The registration process is governed by a script file and is highly automated.
Optimization algorithm and energy function
Both the affine transformation stage and the global deformation stage are essentially multi-dimensional nonlinear optimization problems designed to minimize an energy function between the anatomical model and the CT image.
An energy function is defined as the objective function to evaluate the difference between the model and the CT image, written as:
where mdl represents the model; img represents the image. The energy function consists of two parts: E (s) measures the shape difference; E (d) measures the density difference. v i is a vertex on the model; g (mdl) (v i ) is the surface normal at v i on the model; g (img) (v i ) is the image intensity gradient direction at location v i . The surface normal of v i is computed by fitting a quadratic surface of the neighboring vertices of v i . . . d
(mdl) (t j , µ) is the density value at a voxel µ within tetrahedron t j in the model; d (img) (t j , µ) is the density value at the corresponding voxel coordinate (t j , µ) in the image. E (s) is the sum of the dot product of g (mdl) (v i ) and g (img) (v i ) over all vertices on the model; N (v) is the total number of vertices in the model. E (d) is computed by integrating the density difference over all tetrahedra using the local barycentric coordinates of each tetrahedron; N (t) is the total number of tetrahedra in the model. E (s) and E (d) are assigned weights w s and w d respectively, and w s + w d = 1. w s and w d are determined according to the images and applications. For instance, w s should be large in images where edges are more prominent (such as images of bony structures). While for images where density distributions are more important (such as images of brains and soft tissues), E (d) has a larger weight w d . In our pelvis registration problem, w s = 0.7 and w d = 0.3 were used.
Some optimization algorithms, 20 such as gradient descent methods, require computing derivatives of the energy function. In our method, the derivatives of the energy function with respect to both the affine transformation parameters and the statistical mode parameters are very difficult to compute. Therefore, Powell's method 20 was chosen as our optimization algorithm since it does not require the derivatives of the objective function.
To further improve the efficiency and robustness of the algorithm, the process is executed in a multiple-resolution framework. This involves first searching for the match in a coarser image using the lower resolution model, and then refining the solution in a series of higher resolution images and models. The multiple-resolution image space is implemented using a Gaussian image pyramid described in Ref. 6 . The image on lower resolution level is formed by smoothing the image on its previous higher level, followed by subsampling to obtain an image with half the number of pixels in each dimension. The multiple-resolution model space is created based on edge collapsing techniques, where the number of vertices on models on subsequent levels is approximately halved. The algorithm is also implemented in a multiple step size manner, in which it starts with a large step size and gradually reduces the step size as getting closer to the optimal solution. The multiple-resolution and multiple step size scheme leads to a faster optimization process, and also makes the process less likely to fall into a local minimum.
Affine transformation
An affine transformation includes translation T (t x , t y , t z ), rotation R(r x , r y , r z ), and scale S(s x , s y , s z ). The affine transformation process is a nine-dimensional nonlinear optimization problem, which can be written as:
Here E(.) is the energy function defined in Eq. (4); R, S and T are translation, rotation and scale, respectively. The nine parameters in the affine transformation are divided into three subsets -translation, rotation, and scale; during each pass, only one subset of the parameters is optimized. The parameters are optimized back and forth several times to get the optimal parameters that minimize the energy function.
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After the optimized affine transformation is achieved, the location, orientation and size of the model should roughly match with the anatomical structure.
Global deformation
As mentioned in Sec. 2, given a set of statistical mode parameters b = {b i }, an instance of the model can be instantiated. The new instance Y of the model is equivalent to a warped version of the average model (see Fig. 2 ). The operation of changing the statistical mode parameters to obtain a new model instance is referred to as the global deformation of the model. The global deformation stage can also be treated as an optimization procedure in the statistical mode parameter space to minimize an energy function between the model and the image. For each statistical mode parameter being evaluated, an instance of the model is generated. This hypothesis is then compared with the image using the energy function defined in Eq. (4) . As in the affine transformation stage, Powell's method is adopted to optimize the statistical mode parameter set. The optimization problem can be written as:
Here, b = {b i } is the statistical mode parameter of the anatomical model, E(.) is the energy function defined in Eq. (4), and M (.) [Eq. (3)] is the instantiation operation to apply the statistical mode parameters to the average model as defined. The set of parameters that minimizes the energy function is used to instantiate the registered model. In our experiment on the hemi-pelvis model, first five most significant statistical modes are optimized. Our experiment showed that these five statistical modes can cover about 93% of variability in the training set. The global deformation brings the model very close to the anatomical structure in the image, but some discrepancies still exist due to the limited variability incorporated in the model. The global deformation stage provides an initial value and start point for further local deformation and correspondence finding.
Correspondence and Local Deformation
Human anatomical structures vary significantly among individuals, but the statistical model only characterizes the variability exhibited in the training set. Given a specific image which is not in the training set, there always exist variations that cannot be reproduced from the statistical model through model instantiation. Therefore, a local deformation stage is necessary after the global deformation stage to address small discrepancies. The purpose of the local deformation stage is to locally adjust the location of each vertex on the model to match local images features. We proposed a multiple-layer flexible mesh template matching method to first find the correspondences between model vertices and image features, and then perform the local deformation of the model. Figure 3 provides the pseudo-code of the correspondence finding and local deformation procedure. In the procedure, a multiple-layer flexible mesh template is first constructed for each vertex on the model, and the attribute vector for each template is computed. Then the corresponding image coordinate for each vertex is located using flexible mesh template matching techniques. Finally, the vertices are adaptively deformed to their corresponding image coordinates. The above process is iterated several times until convergence or the maximum number of iterations is reached.
Multiple-layer flexible mesh template
Due to the complexity in human anatomical structures, it is not easy to find the correspondence between vertices on the model and image voxel locations. Shen and Davatzikos et al. 6 presented an affine invariant attribute vector using the volumes of tetrahedra formed by the neighbors of vertices on the surface mesh to find the vertex correspondences. Inspired by their work, we proposed a robust template matching method to correlate each vertex on the model to its corresponding voxel location.
The tetrahedral mesh topological structure of the model is taken advantage of to construct a multiple-layer flexible mesh template for each vertex in the model. For each vertex on the model, its topological neighbors on the tetrahedral mesh and itself naturally form a mesh template centered at the vertex. The mesh template is retrieved directly from the model on the fly, so no extra storage is needed to keep the template. Figure 4 shows a flexible mesh template in a 2D case, which illustrates a two-layer mesh template with 13 nodes. The vertices and edges in the figure are vertices and edges in the tetrahedral mesh. 
i } are on the second layer neighbors of v (0) , and so on. The more layers a template has, the larger and more global structure it is able to characterize. Conversely, the fewer layers in a template, the smaller and more local structure it describes. If too many layers are used, the structure may become too big to have any correspondence in a local neighborhood. On the other hand, if too few layers are used, many correspondences may be available and it is difficult to single out the correct correspondence. The example shown in Fig. 4 has two layers. The first layer has four nodes {v
4 }, and the second layer has eight nodes {v (2) 1 , . . . , v (2) 8 }. In most cases, a two-layer mesh template is adequate for finding local correspondences.
The template is also flexible. This means the location of a node on the template is not fixed, instead it can be any location within a searching sphere r (k) i associated with the node. The circles around each node in Fig. 4 represent the searching spheres. In the flexible template matching, the nodes on the template move within their searching spheres to find the best match. Due to the local deformation, the mesh template may not have exact matched features in the image. The searching sphere makes the template flexible and able to match with similar features within a reasonable range. The center of the template has a searching sphere with zero radius, which means the center node of the template is the only node on the template with fixed location. The nodes farther from the template center have larger searching spheres. Currently in our implementation, the radius of the searching sphere is defined as 1/10 of the distance from a node to the center node of the template. This is a value based on experience, which may vary in different applications.
The mesh template has the following advantages over an ordinary fixed-size matrix template: (1) it is retrieved directly from the tetrahedral mesh topology; (2) the multiple-layer structure can be used to describe different scales of anatomical features; and (3) the flexible searching sphere makes the template matching robust to correlate similar features.
Template attribute vector and dynamic image attribute vector
An attribute vector is assigned to every mesh template. The attribute vector describes both the density properties and shape properties of the mesh template. Each node on the template is associated with an attribute value (d; g) and a weight w, where d is the density value of the node and g is the gradient direction at the node location. The attribute value of a node v (k) i is directly computed from the density model. The density value d is computed from the Bernstein polynomial density function assigned to each tetrahedron (Sec. 2). The gradient orientation is computed from mesh layer surface. The template attribute vector is the concatenation of the attribute values of all nodes on the template, and can be written as
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Flexible mesh template matching and correspondence finding
A template matching method is employed to find the vertex correspondence because of its simplicity and computational efficiency. Template matching is a simple filtering method to detect a particular shape or object in an image. An object can be detected if its appearance is known accurately in terms of a template. In our application, we want to detect the anatomical structure defined by the mesh structure associated with each vertex on the model. The idea of rigid template matching is straightforward. The template is moved in the image field, and the difference between the template and the image is calculated at each voxel location. An optimal match is reported at the location where the minimum difference between the template and the image is reached. A shortcoming of the rigid template matching is that it requires the template be very precise, so it is sensitive to shape and density variation. We proposed a flexible mesh template matching to overcome this problem. Each node on the template is associated with a searching sphere r (k)
i . And the search for best matched voxel location for each node is conducted within its searching sphere. Essentially in flexible template matching, the process is broken down into two steps: first the best match for each node on the template is located within its searching sphere, and then the match of the entire template is computed using the best match of each node.
The goal of our template matching method is to find the corresponding voxel location in the image space for each vertex on the model, so that a vertex can be warped to its corresponding voxel location. Each vertex is associated with a mesh template and a template attribute vector A (m) . The approach to find the corresponding image coordinate is to move the mesh template over the image space to find the most similar dynamic image attribute vector. Minimizing the difference between the template attribute vector and dynamic image attribute vectors, a best template matching can be found, and so the corresponding image coordinate for the vertex. The following equation is the way to compute the difference between two attribute vectors A (m) and A (c) :
where A (m) is the attribute vector of the mesh template, and A (c) is the image attribute vector of a voxel location. It contains two parts, the density vector difference and the gradient vector difference, and each part has been normalized to range (0 . . . 1). The density vector difference evaluates the average percentage difference of density values, and the gradient vector difference measures the average dot product of gradient directions. The two parts are weighed by their weights.
In order to demonstrate the flexible mesh template matching, Fig. 5 shows a simple example in 2D space. The mesh template in Fig 5(a) is a simplified 2D twolayer mesh template with five nodes. v 0 is the center node of the mesh template; v 1 and v 2 are the first layer neighbors; v 3 and v 4 are the second layer neighbors. Its template attribute vector can be written as:
By moving this mesh template over the image space, dynamic image attribute vectors are evaluated at different voxel locations, denoted as A 
Adaptive deformation and constraints
If any deformability is allowed, one can always deform one object into any other objects (e.g. morphing a head into a teapot). Some constraints are necessary for local deformation, especially in anatomical structures. In order to make the local deformation smooth and keep the tetrahedral mesh structure valid, several strategies were adopted, including Gaussian morphing, adaptive deformation focus, and maximum deformation range. Among these techniques, adaptive focusing and Gaussian morphing are inspired by Shen's work. To keep the deformation continuous and smooth, a Gaussian morphing strategy is adopted. In this strategy, when one vertex is moved, its neighbors will also be morphed accordingly. The following equation describes the Gaussian morphing operation,
where v 0 is the vertex location before deformation, v 0 is the corresponding location obtained from the template matching, ∆v 0 is the movement of the deformed vertex, ∆v l is the movement of its lth layer neighbors, σ is the morphing parameter. Figure  6 illustrates the effect of Gaussian morphing in 2D. Figure 6 (a) shows a vertex and its neighbors. In Fig. 6(b) , the vertex deforms without the morphing of its neighbors. In Fig. 6(c) , the vertex deforms with Gaussian morphing of its neighbors. The transition from Figs. 6(a) to 6(c) is much more continuous and smoother than that from Figs. 6(a) to 6(b).
In addition, an adaptive deformation focus strategy is applied, i.e. the vertex with highest matched image attribute vector will deform first and drag its neighbors to morph. Then, the focus will move to the next highest matched vertex. The adaptive focusing can prevent the deformation from running randomly by restricting the deformation to the most prominent matches first.
The third strategy to prevent invalid deformation is to assign a maximum deformation range to each vertex v i , which essentially restricts the possible deformation range of a vertex within a sphere in one iteration. The radius of the maximum deformation range is defined as half of the distance between a vertex and its closest neighbor. This range is adaptively updated at the end of each iteration.
During the local deformation stage, each vertex is labeled with a status value. There are four types of status values: "Free", "Intermediate", "Restricted" and "Stable". All vertices are initialized as "Free" vertices. When the template matching of a vertex (i.e. the difference between its template attribute vector and its best matched image attribute vector) is higher than a low threshold, it becomes an "Intermediate" vertex. When the template matching of a vertex reaches a high threshold, it becomes a "Stable" vertex. "Stable" vertices cannot be deformed any more. The first layer neighbors of "Stable" vertices are defined as "Restricted" vertices. "Free", "Intermediate" and "Restricted" vertices have different deformation ranges. "Intermediate" vertices have less freedom in deformation than "Free" vertices. And "Restricted" vertices have even restrictive deformation ranges. Figure 7 illustrates the status transition of vertices. Only "Intermediate" and "Restricted" vertices can be deformation focus. "Free" vertices cannot be deformation focus and can only be morphed by its neighbors. The low threshold and the high threshold used in our investigation are 0.5 and 0.9, where 0 indicates totally unmatched and 1 indicates perfectly matched. The status transition restricts the deformation of certain vertices to guarantee the smoothness and continuity of the deformation.
Results and Validation
We have tested the non-rigid registration algorithm using a statistical density model of hemi-pelvis. The statistical model is computed from eight training images (Sec. 2). An additional pelvis CT image was then acquired, and the non-rigid registration was applied between the statistical model and the CT image. Figure 8 shows some visual results of the registration process at different stages. The first row is a 3D visualization of the process in a volume rendering mode, and the second row shows one cross-section of the volume. The model is superimposed on the CT image to illustrate the match between the model structure and the anatomical structure. Figure 8(a) is the initial state of the model. Figure 8(b) is the result after the affine transformation. Figure 8(c) is the result after the global deformation by optimizing five statistical mode parameters. After this stage, the shape of the model roughly matches the pelvis boundary, but some small discrepancies still exist due to limited variability in the model. Finally, Fig. 8(d) is the result after the local correspondence finding and deformation stage. The superimposing of the model and the image demonstrates a very close match between the pelvis boundary and the deformed model. Figure 9 plots the value of the energy function between the statistical model and the CT image during the registration procedure. X-axis denotes the iteration index, and Y-axis is the value of the energy function [Eq. (4) ]. The energy function is normalized to the range of [0 . . . 100], where 0 means the model and the image are perfectly matched, and 100 means that they are totally unmatched. From Fig. 9 , the initial value of the energy function is about 90. After the affine transformation stage, it drops to around 20. And at the end of the global deformation stage, it decreases to around 6. Finally, the local deformation stage further improves the energy function to about 3. There are several "jumps" in the plot; the jump at first iteration is the result of moving the centroid of the model to the center of the image volume; other jumps are the result of changing image resolution in the multi-resolution scheme. The total process takes about 10 minutes on a Pentium III 850 PC. Among these, the initialization stage takes about 2 minutes, the affine transformation stage takes about 1 minute, the global deformation stage takes about 2 minutes, and the local deformation stage takes about 5 minutes.
Currently there are eight pelvis CT images in the training set. A "leave-one-out" validation was conducted on the training data sets. One data set in the training set was selected as the testing data, and the other seven data sets were used to build a statistical model. Then the statistical model was registered with the testing data set, and the registration results were validated with a ground truth model. The ground truth model was obtained by a semi-automatic segmentation followed by manual verification and adjustment. Volume and surface-based error metrics have been implemented for the validation. The error metrics measure the overlapped volume of two volumetric models and the surface distance. First a scan of voxels inside the ground truth model was obtained. And a scan of voxels inside the model produced by the non-rigid registration process was also generated. Assume model 1 is the model produced by the registration procedure, and model 2 is the ground truth model. The percentage of the number of overlapping voxels in models 1 and 2 is computed, written as
where V 1 is the set of voxels in model 1, V 2 is the set of voxels in model 2, and · represents the size of a set; and the distance between exterior surfaces of the two models is also evaluated, including
where i i is the vertex on the exterior surface of V 1 , and p(µ i ) is closest point of µ i on the exterior surface of V 2 , d( * , * ) is the distance between two points. AvgD measures the mean distance, MaxD measures the maximum distance. The unit is mm. Table 1 lists the results of the leave-one-out validation experiment. The results were evaluated at the beginning of the registration and at the end of each stage. The overlap percentage [Eq. (13) ] and the distance between exterior surfaces [Eq. (14) ] of the transformed model and the ground truth model were reported. In the table, "AvgD" is the mean surface distance, and "MaxD" is the maximum surface distance. "Overlap" is the percentage of overlapping voxels to all voxels within the model. In the average case, about 94% overlap between the ground truth model and the registered model was achieved. The leave-one-out validation result in Table 1 and the visual result in Fig. 8 proved that our method was based on statistical models, and flexible mesh templates is effective on non-rigid registration of bony structures. The effect of several control parameters in the local deformation algorithm was also evaluated. The parameters versus the registration accuracy (volume overlap) are listed in Table 2 . Among those parameters, "w s and w d " are the weights for shape properties and density properties; "Template layer" is the number of layers in the mesh template; "Flexible search range" is the search range associated with each node on the template; "Gaussian morphing" is the morphing parameter; and "Transit low and transit hi" are thresholds used in the status transition. The detailed descriptions of the parameters can be found in Sec. 4. For each parameter, we evaluated one value used in our current algorithm (in bold font, Trial 2) and two other values. We have roughly optimized the parameters for our application. However, the comparison also showed that using other parameters does not degrade the results too much.
Discussion
We have presented a new method for non-rigid medical image registration and model-based segmentation using a statistical bone density model. The model is represented as a tetrahedral mesh and contains both shape and density properties and their variability. We also proposed a multiple-layer flexible mesh template to find the correspondence between vertices on the model and voxel locations in the image.
The statistical model is computed from a population of training models, so it characterizes the variability inherent in the training set. To compensate for the variation not exhibited in the training models, further local deformation is performed using a multiple-layer flexible mesh template associated with each vertex on the model. Allowing local deformation leads to refined local matches, and is more effective than simply adding more models to the training set. The template itself is flexible and non-rigid so that it can be used to correlate approximate features. Its multiple-layer structure allows the potential to characterize different sizes of structures. 0-layer template describes the feature of a single point. If sufficient layers are used, the mesh template can be used to characterize the entire model. The mesh template also provides a way to combine the shape feature and density feature of an anatomical structure in a single data structure. The experiments of the mesh template matching on bony anatomies have been proven successful. Since the idea of the statistical model and mesh template is generic, this technique can be extended to other anatomical structures including soft tissues. In the experiment with pelvis images, more weights were put on shape properties than on density properties since the bone boundary is more prominent than density distribution inside the bone. In other applications, such as brain registration where the boundary is not as clear as bones and the information in density distribution is relatively rich, more emphasis can be put on the density properties.
The registration process has three stages: affine transformation, global deformation and local deformation. Among these, global deformation requires a statistical model built from a training set and provides a start point for further local deformation. If the statistics is not available, it is possible to skip the global deformation stage. However, since the local deformation stage only has a limited deformation range and the template matching tends to match local features, if the variability of the structure is too big, it may not be able to find matches for some vertices in their neighborhoods. We may increase the flexibility of the template and the searching range, but it would introduce a lot of ambiguity and it is difficult to determine the correct correspondence.
We adopted a multiple-resolution and multiple step size scheme in the registration. We tried an experiment using just highest resolution image and model. The optimization process was stuck in the early stage of the registration. It is still possible that registration converges to a local minimum in the multiple-resolution scheme. But we have not encountered this problem in the application of pelvis, partially because pelvis structure is not symmetric and has distinguishable local features.
In future works, we plan to build a bone density atlas based on the statistical bone density model to incorporate more information. In this atlas, anatomical landmarks are labeled and certain surgical procedures are defined. Once the atlas is registered to a specific patient image, the information stored in the atlas can be transferred to the patient. We also plan to further extend this model to other anatomies such as knees and vertebras. In our other work, 35, 37 we have demonstrated 2D/3D non-rigid registration between the statistical model and a set of X-ray images. In general, the 2D/3D technique can be used to perform 3D patient specific modeling and analysis without a patient specific CT image. Clinical tasks such as planning from X-rays, intra-operative guidance, post-operative analysis and retrospective studies are also potential applications of anatomical atlas and registration techniques.
