Abstract. The relevance of group velocity to the behavior of finite difference models of time-dependent partial differential equations is surveyed and illustrated. Applications involve the propagation of wave packets in one and two dimensions, numerical dispersion, the behavior of parasitic waves, and the stability analysis of initial boundary value problems.
schemes. Section 2 considers group velocity in the context most familiar to a physicistm the propagation in one dimension of pulses, wave packets and wave fronts. This amounts to a study of the deviation from linearity of numerical dispersion relations near the (, o)) origin. Section 3 considers the generation and propagation of parasitic waves by difference schemes, and the reflection and transmission of waves at interfaces. These matters involve the outlying regions of the dispersion relation near +/-r/h and/or o)= +/-Tr/k. (h and k are the spatial and temporal step sizes, respectively.) Section 4 discusses group velocity in two dimensions--where the finite difference model introduces not only dispersion, but anisotropy. Section 5 shows that there is a natural connection between the stability of difference methods for initial boundary value problems and the group velocity of parasitic waves. Finally, 6 gives a brief discussion and a summary of the earlier sections.
1. Dispersion relations and group velocity. Let us begin by sketching the derivation of the group velocity in one space dimension by a stationary phase argument, which is due to Lord Kelvin. (This and other explanations of group velocity are excellently presented in the books of Brillouin [3] , [4] , Lighthill [12] , and Whitham [19] .) Suppose that a scalar, linear partial differential equation with constant coefficients admits solutions of the form (1.1) u(x, t) e i('t-x). (1.1) propagates rightward with at the speed (1.3) c() which is called the phase speed. But the evolution of a wave packet containing several wave numbers will be more complicated. Let an initial distribution f(x, 0) located approximately at the origin have the Fourier transform F(). Then at time t-> 0, the solution (ignoring normalization factors) can be written (1.4) f(x, t)= I_ F() e i('(t)t-tx) d= I_ F() e it('()-x/t) d.
Suppose x/t is held fixed as t-o. This corresponds to moving our eyes rightward at a fixed speed x/t const. After a long time, what will we see? The answer comes from observing that as increases, the exponential in (1.4) oscillates more and more rapidly with :, hence tends to cancel to 0 as o. Such cancellation will evidently take place everywhere except for any : of stationary phase, at which do) x d:
As o, therefore, our eyes will see only any wave numbers that satisfy this equation.
In other words, energy associated with wave number : moves asymptotically at the group speed dto (.5) c()=(.
Consider now the simplest hyperbolic problem, the one-dimensional wave equation (1.6) ut -u.
This equation is nondispersive" its dispersion relation is the linear equation (1.7) w(:) :, and therefore c()=-C(:)=-1. Let (1.6) be modeled by a linear finite difference scheme implemented on a uniform x-t grid with mesh size h > 0 in the x direction and k > 0 in the direction, related by a mesh ratio k/h. Let The most fundamental difference between these relations and (1.7) is that because the grid is discrete, they are multiple-valued and 2r-periodic in h and tok. It is enough to consider the fundamental domain (, to) r/h, r/h or/k, r/k]; any other frequency is an alias of a frequency in this domain. The second important feature of (1.9) is that each relation is dispersive. Near (, to) (0, 0), to() , but away from this origin the dependence is far from linear. Figure 1 are not straight lines through the origin, wave packets will disperse under any of these schemes, and understanding their behavior will require the consideration of group speed.
2. Pulses, wave packets and wave fronts. For a direct observation of group speed, it is simplest to look at a wave packet as in Fig. 2a The exact solution of (1.6) should move right at speed 1. Figure 2b shows This simple example demonstrates the principle that makes analysis of group velocity errors in difference schemes worthwhile" there is more to the inaccuracy of a difference scheme than truncation error. The wave in Fig. 2b differs completely from the correct solution pointwise, and so an estimate of accumulated truncation error would lead to the conclusion that the computation had been useless. But in fact, it has been qualitatively correct. Errors caused by differencing are not random perturbations, but a systematic superposition of dispersions and possibly dissipations of various orders. Understanding behavioral features such as group velocity errors can yield various benefits: it can help one recognize that a mesh has been too coarse by the nature of the numerical solution produced; it can guide the initial choice of difference scheme and mesh size to minimize such errors; and it can enable one to make the most of an imperfect solution when further refinement of the mesh would be too expensive.
However, note that although the packet in Fig. 2 has moved 26% too slowly, it has broadened very little between 0 and 2wless than 10%. A packet disperses with time only to the extent that its Fourier transform is broad enough to include wave numbers whose group speeds differ significantly, and in this case the Fourier transform is a fairly narrow spike. Thus the absence of conspicuous dispersion in a wave packet is no guarantee that it has traveled at the right speed.
To focus on the dispersion of different wave numbers we can observe the propagation of a signal that is thoroughly polychromatic, such as the pulse of Fig. 3a (cf. [17] which is much narrower than before and has central wave number 0. Since the pulse is narrow, its transform is broad, and Fig. 3b shows that it disperses quickly into a train of oscillations. Such oscillatory effects of finite difference schemes are common and well known. What is interesting from our point of view is to see how much of the oscillation can be predicted by considering group speed. At the front of the wave train, the low wave numbers travel at speed nearly 1, as they must. The further back one looks, the higher the wave number one sees; measurements in an enlargement of Fig. 3b confirm that the relationship is that of (2.2a ). This example illustrates that group speed may help explain effects introduced by finite difference schemes even when the problem being modeled does not contain waves.
Group speed is only a first step in the analysis of a problem as in Fig. 3 . More precise statements involving amplitudes as well as wave numbers can be arrived at by extending the stationary phase argument of 1 to a steepest descent integration that takes into account the nature of F() as well as the exponential in (1.4) . In this manner Chin and Hedstrom have derived excellent estimates in terms of generalized Airy functions for the dispersion of point discontinuities as they propagate [6] . For many purposes, however, the much simpler consideration of group speeds will suffice.
The last two examples involve the propagation of a signal whose initial spatial distribution is given. Equally important are problems in which the temporal behavior of the signal at a boundary is primary. For example, Fig. 4 shows an experiment in which a sinusoidal forcing oscillation at the left boundary radiates a wave into the 3. Parasites, interiaces and mesh refinement. The last section showed that since the dispersion relation of a finite difference scheme is not exactly linear near the (, )-origin, waves whose wavelength is not large compared to the mesh travel at false speeds and disperse. Now we move to questions related to parasitic waves, which are artificially generated rather than part of the given problem, and whose frequencies lie near the extremes /h or /k. Parasitic waves are completely nonphysical, but still propagate according to the group velocity. For related discussions see [3] , [7] , [17] . parasites often appear in problems where the solution has traveling shocks or other discontinuities [7] , [17] .
The fundamental principle to use in analyzing this problem is that in the steady solution obtained after the initial transients have died down, to must be the same everywhere. Incidentally, it would be an easy matter to predict the amplitude of the parasite, but this is only indirectly related to group velocity.
In a problem like this the notion of phase speed would be not just inadequate, but ill-defined. According to (1. 3) the phase speed is but for the reflected parasite this formula gives a speed small and positive if is considered to be slightly less than 7r/h, or small and negative if is slightly less than -r/h. The difficulty is that since the wave is only observable at discrete time intervals, it cannot be said whether a sine wave has moved left or right to get from one configuration to the next. But whatever phase speed one selects will fail to capture the basic fact, that the edge of the parasite moves left at speed .
This parasite, arising from the (Tr/h, 0) corner of the disperosion plot, is of "saw/smooth" form--sawtoothed in x and smooth in t. Figures la-c suggest that smooth/saw and saw/saw parasites, arising from near (0, 7r/k) and (r/h, 7r/k) respectively, are also possible (under LF or LF4, though not under CN). Figure 6 confirms this for the scheme LF. In the same mesh as before, sinusoidal forcing functions with tok 0, 0.1, r are now turned on at 0 in the middle of the domain: This is an artificial experiment, since it amounts to specifying data on the outflow boundary of the interval [-1, 0], but it highlights the completely predictable behavior of parasites. In Fig. 6a and 6b one sees saw/smooth and smooth/smooth waves on the left and right, respectively, just as in Fig. 5 . In Fig. 6c All of the dispersion plots of Fig. 1 leave large gaps of to values for which there is no corresponding s .Ad ifference scheme is incapable of propagating a wave of a frequency lying in such a "stop band" [16] . In a problem containing an interface, it may happen that a wave incident from one side has a frequency not sustainable on the other side, and in this event only an evanescent signal will be transmitted (cf. [ Fig. 5 ), a change of difference scheme, or a refinement or coarsening of the mesh. To compute the cutoff frequency for transmission, one need only compute the value of to at which C becomes 0 for the scheme at the far side. Of course, frequencies just below this cutoff, though they do get through the interface, will travel much too slowly.
In a problem solved with adaptive or fixed mesh refinement [5] , [8] , artificial interfaces appear at irregular places. As in Fig. 5 , these interfaces may generate parasitic waves, which when the mesh refinement involves as well as x can be sawtoothed in either variable [17] . This problem is usually overcome by the use of dissipative difference formulas [5] . But the possibility remains, in more than one space dimension especially, that a careless refinement strategy might cause substantial degradation of the qualitative nature of a wave solution due to errors in simulating the primary (nonparasitic) wave. Suppose for example that part of a wave packet passes through a region of mesh refinement, and an adjacent part does not. If the two halves rejoin in the coarser mesh on the far side of the refined region, and if the meshes are not fine enough, then the first portion of the packet may have pulled substantially ahead of the second. This would be an effect of group speed. In a less severe case, the two halves may not separate significantly but may move apart in phase enough to cause interference when they rejoin. This would be an effect of phase speed. The latter problem is brought up at the end of the paper on mesh refinement by Browning, Kreiss and Oliger [5] . They do, not, however make the distinction between phase and group speed, even though an earlier derivation in that paper amounts to a calculation of the group speed, which is not the speed relevant to their interference discussion.
4. Group velocity in two dimensions. The extension of group speed to more than one dimension is surprisingly easy. In n dimensions, x and : become n-vectors x and , the dispersion relation takes the form o o(), and C becomes a vector group velocity C given by the vector analogue of (1.5), (4.1) 12 Vto.
(V denotes the gradient with respect to .) This formula is readily established by a stationary phase argument as in 1 [12, 4.4] , [19, 7.9] . Most nontrivial physical applications, of course, require more than one dimension. Moreover, problems in several dimensions will usually be modeled on a regrettably coarse mesh, so group velocity errors will be hard to avoid. (One important application area, in which group velocity problems are indeed conspicuous, is geophysical modeling of waves in the earthsee [2] , [9] .) Because of the anisotropy of the finite difference grid itself, (4.1) will imply that coarsely represented waves in multidimensional difference models travel not only at the wrong speed, but also in the wrong direction. In this respect a finite difference grid is analogous to a solid crystal, which also has preferred directions, and the effects we will discuss have well understood analogues in the crystal optics and acoustics literature [1] , [3] , [11] . A second illustration of anisotropy under LF 2 appears in Fig. 9 , the twodimensional analogue of Fig. 3 . In the same grid as for Fig. 8 , an initial quarter-circular The figure shows the distribution at 1. Figure 10 shows the difference this makes in the expanding shell problem. The new scheme disperses waves at all angles as much (to fourth order) as LF 2 does at its worst angles, 0-= 0 (mod 90); thus it is entirely worse than LF 2 from the point of view of truncation error. Yet it is easy to imagine that in some applications Fig. 10 would be a more satisfactory outcome than Fig. 9 . The importance of isotropic difference formulas is considered in a paper of Watts and Silliman [18] for the problem of modeling flow in petrol'eum reservoirs.
In realistic problems, coefficients will usually vary in space. If the wavelengths of concern are small on the scale of the spatial inhomogeneity, then well-known ray tracing formulas will make it still possible to predict the errors introduced by finite differencing. Let the differential equation or difference approximation now have the The significant change here is that a refraction formula (4.9b) has been added to the group velocity formula (4.9a). These equations reduce the ray tracing problem, for either the partial differential equation or the difference approximation, to the job of integrating an ordinary differential equation in x and .
As an example here is a problem in a stratified medium in two dimensions. Suppose that a wave packet at the origin, initially oriented at an angle O(t 0) to the x axis, is made to propagate in the direction of increasing x under the equation (4.10) u, aE(y)(Ux + uy). Let =(, /) again. Because the problem is stratified, (4.9) can be simplified by observing that as the packet propagates, (t) as well as to(t) will remain constant. Given y(t), (t) can therefore be determined without integrating (4.9b) from the dispersion relation 2 2 to a (y)(E + for (4.10) itself or (in extension of (4.5) Fig. 7 gives a more intuitive explanation of where the zig-zag behavior comes from (although Fig. 7 The frequency to(t) is also constant, but as a2(y(t)) changes, the frequency that each contour line in Fig. 7 corresponds to changes, so the line AB appears to cross frequency contours. One can see that the group propagation angle will begin at 19 45 , then actually increase slightly above this figure before falling below it. Sure enough, this effect is visible in Fig. 11 . Computational experiments with a wave packet like that of Fig. 8 also confirm all of these predictions. 5 . Group velocity and stability. For a finite difference model to be useful it must be stable as well as accurate, which means that small errors (such as rounding errors) must have no possibility of growing uncontrollably and thereby obliterating the correct solution. For pure initial value problems, in which a differential equation is solved in an unbounded spatial domain, the question of stability is well understood theoretically [13] , [15] . For initial boundary value problems, however, the situation is much more complicated. The purpose of this section is to point out that the stability or instability of a difference model of an initial boundary value problem has a natural connection with what group velocities the model can support.
The best available stability theory for such models appeared a decade ago in an important but difficult paper of Gustafsson, Kreiss, and Sundstr6m--henceforth GKS [10] . This theory is truly complicated, so our remarks will not attempt rigor or full generality, but will focus on the simplest (and most important) case that it resolves. Several of the cases that remain are associated with group velocities C 0, and are not well treated by the GKS theory, which because of an unnaturally strict stability definition rules at least some such problems unstable that are really stable. An example of this kind will be given at the end.
Consider the first-order hyperbolic system (5.1a) S is a constant Nx x NII matrix. Let (5.1) be modeled on a uniform h-k grid by a fixed "interior" formula at all points xv >-rh together with r "boundary" formulas for the points Xo,'", xr-1. Assume that the interior formula is Cauchy stablemthat is, it would be stable if applied for all x in a pure initial value problem. Denote the combined difference operator in the homogeneous case by , so that Un+I=U when F g =0. For simplicity assume that is constant independent of the mesh size h, and that k Ah for all h with A constant. The basis of most stability theories for difference models is normal mode analysis, the study of eigensolutions of the difference operator: that is, of spatial distributions 4v with the property that U zn4 is a solution of the homogeneous difference model, for some complex constant z. The idea is that if an eigensolution with Izl > a exists that might be excited by random errors, then the model is unstable. The mathematical complexities come in pinning down what it means to be excitable by such errors, and in determining how close the criterion Izl--< x is to being a sufficient as well as necessary condition for stability.
Let us begin with the easiest case, which requires neither group velocity nor the GKS theory. Suppose there exists an eigensolution 4=(40, bx,.. ")el2 of the difference model , i.e., (5.2) (Ob). zb V, -> 0, with Iz[ > 1. This equation must hold not only in the interior, but also at the boundary points Xo,"', Xr-1. Since b 12 the rounding error at a given step might in principle be a small multiple of b; in general, a random error distribution must be expected to include a small component of 4. This component will immediately begin to grow like Iz[n, and for small enough h, k, the growth is more rapid than e at for any fixed a. This is an unambiguous kind of instability, and in practice if such an eigensolution exists in a computation, it will almost always overwhelm the correct solution rapidly.
We have shown:
GODUNOV-RYABENKII (G-R) CONDITION In practice an instability of this kind will often but not always cause trouble in a realistic computation, since its polynomial growth is relatively slow. When more than one boundary is present, however, repeated reflections back and forth may sometimes convert the polynomial growth to exponential [10] .
Let us now look at an example, then turn to the GKS theory proper and to some of the complexities we have glossed over, and finally concentrate on some difficulties associated with C 0.
Suppose we set out to solve the scalar problem ut-Ux on x, >-0 by applying LF or CN for xv-_> h. With either of these schemes we need a boundary formula for the point xo 0. Almost any formula will satisfy the G-R condition, but many will violate the extension. U+I U-I + (a 1)(U U; ).
From Fig. 1 it is apparent that CN admits a rightgoing parasite with (:h, tok)= (r, 0), and LF admits this and also a rightgoing parasite with (:h, tok)-(0, zr). [10, 6] . Note especially that the wave with (:h, tok)= (zr, 7r) is an eigensolution of LF with BC2, but it has C =-1 < 0, so this is not an indication of instability. The Eigensolutions of the latter kind are properly called generalized eigensolutions. On the face of it, then, whereas the G-R condition and its extension are only partial results, the GKS theory completes the study of stability by establishing a necessary and sufficient condition. But it turns out that in order to achieve this, the theory adopts a very strict definition of stability [10, Def. 3.3] , under which some eigensolutions with Ci 0 are found to be unstable that in fact do not grow with in the l. norm. Here is an example.
Let ux u, be solved by LF on the entire real line x (-, az). This is not a boundary value problem, but we can pretend it is one by writing it as the equivalent vector system (5.4) (u) (10 ) This trick of "folding" an initial value problem into an initial boundary value problem is a standard one for analyzing stability in problems with discontinuities or interfaces [5] , [8] , [14] of the computed solution to be uniformly bounded in terms of the initial data. This norm is unusual in that it measures U not only in the field x, >-0, but also as an integral along the boundary x 0. For any difference model that permits C()= 0 for some s c, hence for almost any nondissipative method, the possibility exists that an initial distribution dominated by such will accumulate in a sharp stationary spike at x 0, and then it will be impossible to contain the growth of the left-hand sum in (5.5) . Figure 12 shows an experiment contrived to make exactly this happen. The idea is that if one sets up initial data with a local wave number distribution satisfying To summarize this section, we have found a connection between the instability of a discrete model of an initial boundary value problem and the possibility that a set of waves with C>0 can radiate from the boundary without being stimulated by incoming waves with C < 0. Since group velocity governs the flow of energy, and instability is related to the uncontrolled creation of energy, it is not surprising that there should be such a connection. We have also found that borderline cases with C 0 are not satisfactorily treated by existing theory. This is also not surprising, as these cases are the numerical analogues of initial boundary problems with characteristic boundaries, and the theory of such problems is well known to have complications of its own. 6 . Summary. Why worry about group velocity in finite difference schemes? One answer is that by doing so, one can obtain a great deal of insight with a small amount of effort. We have done little here besides write down dispersion relations and differentiate them, yet the result has been a quantitative understanding of differencing errors in wave propagation problems, of the appearance of parasitic waves, of the anisotropic behavior of_ multidimensional difference schemes, and of instability in initial boundary value problems. Many more matters related to group velocity could also be pursued, particularly with regard to amplitude and energy propagation; as usual, the difference model introduces systematic errors here, which become particularly interesting in problems involving reflection and transmission at real or artificial interfaces.
The major omission from the practical point of view has been our neglect of dissipative difference formulas. All finite difference models are dispersive, but many are dissipative as well. Dissipation makes wave packets not only travel at the wrong speed, but also decay with time. It also eliminates most parasitic waves by turning them into rapidly attenuating waves. Nevertheless, boundaries can still introduce instability. For many difference schemes dispersion dominates dissipation, and the effects of dissipation on group velocity can be added as higher-order corrections to the results obtained by ignoring it. However, an exact treatment is more complicated.
One must now consider a complex dispersion relation, and replace the stationary phase argument with an argument of steepest descent [4] , [6] .
It is worth mentioning explicitly that the examples given here have involved larger errors than would be tolerated in realistic computations. In a finer grid, group speed errors might be 1%, not 25%; parasites generated at interfaces might be ten times weaker than in Fig. 5 ; dispersion as pronounced as in Fig. 3 and 8 would be out of the question. We have focused on pathologies to bring out the general principles.
Indeed, our concern has been to identify phenomena rather than to compare the relative merits of particular discretization methods in practical applications. For comparisons of this kind see [2] , [7] , [17] .
Here is a summary of the points that have been raised here. Wave number dependent group speeds account for numerical dispersion.
Lack of conspicuous dispersion does not assure correct propagation speed.
Some analyses require C C(sC), others C C(o)).
The simplest formulas for C mix both sc and to.
3: Parasites, interfaces, and mesh refinement
Sawtoothed parasites may be generated at interfaces, shocks, or other discontinuities.
Parasites also obey a group speed, which often has the wrong sign.
Group speed is the only meaningful speed for parasites.
Smoothness in x or does not imply smoothness in the other variable.
C(o) 0 defines a cutoff frequency for transmission through an interface.
Insufficiently cautious mesh refinement can cause distinct problems related to both phase and group speed.
4: Group velocity in two dimensions
Difference methods in several space dimensions are anisotropic.
Wave packets travel at the vector group velocity C Vo. When all group speeds are zero a GKS instability may be spurious.
