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Resumen– La propuesta de este trabajo se centra en el desarrollo de un algoritmo para la loca-
lizacio´n de objetos en una escena, obtenida mediante un sensor 3D de adquisicio´n de nubes de
puntos. El trabajo va desde la obtencio´n de los datos (objeto y escena), hasta la implementacio´n
algorı´tmica de la solucio´n y su enfoque pra´ctico. Se hara´ un estudio de las posibles tecnologı´as de
captacio´n 3D y la seleccio´n del sensor a utilizar, y de las diferentes posibilidades algorı´tmicas, de
filtrado y manipulacio´n de gran volumen de informacio´n (nubes de puntos). El algoritmo obtendra´ la
matriz de transformacio´n del objeto en la escena respecto a una posicio´n de calibracio´n definida. Se
realizara´ un software de entorno gra´fico que se encargara´ de la gestio´n de modelos y su deteccio´n
en la escena mediante la aplicacio´n del algoritmo desarrollado. Finalmente se asociara´ el trabajo
realizado a necesidades reales existentes y sus usos en la industria.
Palabras clave– Nubes de puntos, sensores, 3D, localizacio´n de objetos, visio´n por compu-
tador.
Abstract– This project focuses on the development of an algorithm for detecting the location of
objects in a scene, obtained using a 3D sensor for point cloud acquisition. The project steps include
obtaining the data, the algorithmic implementation, and its practical demonstration. A study of the
possible 3D capturing technologies was done in order to streamline the selection of the sensor to be
used, and the ideation of different algorithmic possibilities, and also understanding the filtering and
processing needs of a large volumes of information. The algorithm will search for the transformation
matrix of the object in the scene with respect to a defined calibration position. A graphic environment
will developed capable for controlling the sensor, manage the models, and detect the object in the
scene using the algorithm. Finally, the study will be associated to the existing needs in the industry
and how the presented solutions can be used effectively to satisfy those needs.
Keywords– Pointclouds, sensors, 3D, pose estimation, computer vision.
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1 INTRODUCCIO´N
LA visio´n artificial o visio´n por computador es la dis-ciplina que trata de adquirir, procesar y analizarima´genes, que obtiene informacio´n para su poste-
rior almacenamiento, estudio y procesado. Por otro lado, la
visio´n industrial consiste en aplicar los me´todos de visio´n
por computador en la industria con el fin de obtener infor-
macio´n, automatizar e inspeccionar lı´neas de produccio´n.
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La industria tienes muchos procesos en los cuales tiene ca-
bida la visio´n por computador, desde la clasificacio´n por
colores de piezas, hasta el ana´lisis de defectos en piezas mi-
lime´tricas. Inicialmente se centraba en problemas 2D, pero
con la mejora de sensores (hardware) y de algoritmos 3D
(software), se esta´ empezando a abarcar los problemas con
este tipo de tecnologı´a. Por lo tanto, una de las tendenci-
as actuales en la Visio´n Industrial consiste en la extraccio´n
de informacio´n a trave´s de sensores, procesado y ana´lisis
de escenas 3D. Dentro de los muchos problemas que se pu-
eden abordar con visio´n por computador en el a´mbito 3D
el trabajo se centra en sensores que permiten obtener infor-
macio´n en forma de nubes de puntos, como por ejemplo
RealSense [1], Photoneo [2], entre otros, ya que van a per-
mitir obtener informacio´n de textura, altura y posicio´n de la
escena. Se estudiara´n algoritmos que van a permitir la loca-
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lizacio´n de objetos como, por ejemplo: Fast Point Feature
Histograms [3], RANSAC [4],... Con la finalidad de obte-
ner la posicio´n de los objetos para su posterior recogida y
manipulacio´n con un brazo robo´tico (Bin Picking) [5].
1.1 Motivacio´n
La tecnologı´a evoluciona muy ra´pido, constantemente esta´n
surgiendo nuevos dispositivos, nuevos algoritmos,. . . . Gra-
cias a esta constante evolucio´n esta´n surgiendo nuevas po-
sibilidades en cuanto a aplicaciones relacionadas con la vi-
sio´n por computador. Hoy en dı´a se tienen sensores capaces
de reconstruir escenas de su alrededor en forma de nubes de
puntos con mucha informacio´n sobre la escena (textura, lo-
calizacio´n, objetos, . . . ). Informacio´n que se tiene que tratar
para obtener la informacio´n que interesa y es ma´s relevante.
Para ello se precisan algoritmos que permiten tratar y proce-
sar toda esta informacio´n. La principal motivacio´n de este
trabajo, es la investigacio´n y programacio´n de algoritmos
capaces de trabajar todos esos datos, con el fin de localizar
objetos. Una posible aplicacio´n de estos algoritmos, es la
localizacio´n de objetos en entornos industriales con el fin
de que un brazo robo´tico conozca su localizacio´n y le per-
mita manipularlo. Este trabajo, es una buena oportunidad
de introducirse en esta realidad, ya que va a permitir aplicar
los conocimientos obtenidos durante el grado a una aplica-
cio´n real en la industria. El trabajo se ha propuesto conjun-
tamente con la empresa donde trabajo (Vision Online SL),
gracias a ellos se va a disponer de hardware necesario para
su realizacio´n.
1.2 Objetivos
A continuacio´n, se listan los objetivos propuestos para el
desarrollo de este TFG. Esta´n ordenados por orden cro-
nolo´gico, ya que son objetivos acumulativos, es decir no
se puede realizar un objetivo concreto sin haber cumplido
el objetivo previo. Por lo tanto, la idea es que una vez fi-
nalizados todos los objetivos, se deberı´a de tener una base
so´lida de la tecnologı´a trabajada y un software funcional.
1. Introducir los temas de sensores y reconstruccio´n 3D.
(a) Estudiar los posibles sensores a utilizar en el
proyecto.
(b) Estudiar el estado del arte en temas de localiza-
cio´n 3D, tratamiento de nubes de puntos y mode-
los 3D.
La idea es obtener la ma´xima informacio´n y conocimi-
ento sobre los posibles sensores disponibles y la tecno-
logı´a que se esta´ utilizando actualmente en la industria
para temas de tratado de nubes de puntos y modelos
3D. Obteniendo una buena base para poder trabajar di-
ferentes algoritmos.
2. Obtener nubes de puntos
(a) Estudiar la tecnologı´a a utilizar.
(b) Definir los objetos a localizar y las escenas.
(c) Obtener las nubes de puntos (objetos a localizar
y escenas).
(d) Evaluar y tratar las nubes de puntos obtenidas.
Estos objetivos son la base del proyecto, ya que to-
do se basara´ en las nubes de puntos obtenidas, por lo
que habra´ que obtener bastante informacio´n con la que
trabajar. Inicialmente se comenzara´ con objetos y es-
cenas simples, para iniciar en el tema y finalmente se
buscara´n objetos y escenas ma´s complicadas.
3. Crear Algoritmo de localizacio´n de objetos
(a) Estudiar y analizar las diferentes librerı´as enfo-
cadas a visio´n y tratar las nubes de puntos.
(b) Estudiar y analizar las diferentes posibilidades
algorı´tmicas.
(c) Implementar algoritmo de localizacio´n.
(d) Evaluar el algoritmo de localizacio´n.
Aquı´ es donde se centra la lo´gica del software, donde
se debera´ de trabajar con mucha informacio´n (nube de
puntos) y algoritmos para tratar de localizar objetos en
escenas. Se trabajara´n algoritmos como, por ejemplo:
Fast Point Feature Histograms [3], RANSAC [4]. Se
utilizara´n librerı´as como PCL [7] y OpenCV [8] para
trabajar los algoritmos.
4. Crear Aplicacio´n Windows Presentation Foundation
(WPF)
(a) Estructurar y disen˜ar la aplicacio´n.
(b) Integrar la carga de nubes de puntos.
Por u´ltimo, se realizara´ una primera aproximacio´n de
aplicacio´n de escritorio en WPF [9], la cual sera´ la her-
ramienta que permitira´ utilizar los algoritmos desarro-
llados. La herramienta permitira´ cargar las nubes de
puntos para posteriormente ejecutar la localizacio´n de
objetos y ver los resultados visibles por pantalla.
1.3 Metodologı´a
La metodologı´a que se va a utilizar para la realizacio´n del
proyecto, va a ser una metodologı´a AGILE, que, a diferen-
cia de la tradicional, permite trabajar el proyecto sobre ite-
raciones, minimizando el impacto de los posibles cambios
en requisitos y objetivos. De esta forma se permite optimi-
zar los tiempos de entrega, se mejora la calidad del software
final, ya que durante las iteraciones se tienen muy presente
los objetivos del proyecto y permite reorientar el proyecto
en caso de introducir cambios/requisitos/nuevos objetivos.
Durante el desarrollo se va a utilizar el me´todo Kanban [10].
Generalmente se marcan los posibles estados para las tare-
as (normalmente: Por hacer, En proceso, Finalizada, todo y
que puede haber tantos estados como queramos), y las ta-
reas se identifican en tarjetas. Cada tarjeta se situ´a en el
estado donde se encuentra su desarrollo, quedando de esta
forma un panel con el estado de las tareas del proyecto. Se
va a utilizar Trello [11] con cuatro paneles de estado: TO
DO, DOING, TO UPGRADE, DONE.
Por otro lado, la gestio´n del trabajo a nivel de co´digo y
documentacio´n se va a realizar con un software de control
de versiones, Git. Permitiendo de esta forma, llevar un con-
trol del trabajo realizado a nivel de software, gestionar las
versiones y organizacio´n de co´digo. Siendo GitHub [12] el
hosting donde se alojara´ el co´digo y la documentacio´n, en
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un repositorio privado y GitKraken [13], el cliente con el
cual se gestionara´ el repositorio.
Durante la realizacio´n del trabajo no se ha cambiado la
metodologı´a, se ha seguido trabajando sobre iteraciones en
Kanban, utilizando el tablero de Trello para la asignacio´n
de tareas.
1.4 Planificacio´n
El proyecto se va a dividir en varias fases. Cada fase estara´
dedicada al cumplimiento de un objetivo, y sus subobjeti-
vos.
1.4.1 Fase de Introduccio´n
En esta fase, se va a cumplir el primer objetivo: introducir
los temas de sensores y reconstruccio´n 3D. Se va a hacer
un estudio del hardware a utilizar para obtener las nubes de
puntos a trabajar. Tambie´n se va a hacer un estudio del es-
tado actual en temas de localizacio´n 3D. Una vez finalizada
esta fase, ya se debe tener una idea general de como enfocar
el proyecto.
1.4.2 Fase de Obtencio´n de Nubes de Puntos
En esta fase ya se tiene seleccionado el sensor con el que
empezar a obtener nubes de puntos. Se hara´ un estudio de
co´mo funciona ese sensor a nivel software y hardware. Ini-
cialmente se va a empezar a trabajar con el sensor Real-
Sense. Este sensor permite, obtener escenas 3D gracias a
su tecnologı´a este´reo [14]. Va a permitir obtener informa-
cio´n: profundidad de la escena, textura,. . . Informacio´n que
posteriormente va a ser tratada para eliminar ruido, y traba-
jar en la parte de la escena que ma´s interesa (donde este´ lo-
calizado el objeto). Se van a trabajar algoritmos de segmen-
tacio´n en 3D [15], y algoritmos de clasificacio´n [16]. Se
definira´n unos objetos y escenas iniciales, con los que em-
pezar a trabajar tanto con el sensor como a nivel de software
y tratamiento.
1.4.3 Fase de Localizacio´n
En esta fase es donde se hara´ un estudio del software y al-
goritmos de visio´n por computador. Surface Matching [17]
es un tipo de algoritmo para localizar keypoints en comu´n
de un modelo a otro modelo. Este algoritmo se divide en
dos partes principales:
1. Extraccio´n de descriptores: En este proceso se buscan
puntos relevantes en un modelo, puntos que lo identi-
fiquen.
2. Matching: En este proceso se hace una bu´squeda de
correspondencia entre los descriptores del modelo 1 a
los descriptores del modelo 2, obteniendo de esta for-
ma con que forma se corresponden (traslacio´n, rota-
cio´n, coordenadas, . . . ).
Para ello, se va a utilizar la librerı´a PCL (Point Cloud Li-
brary) [7]. Se utilizara´n y evaluara´n diferentes algoritmos
de bu´squedas de descriptores para poder utilizar el matc-
hing de los puntos del modelo, con los puntos de la escena.
Se empezara´ utilizando Fast Point Feature Histogram [3]
para calcular descriptores, y se utilizara´ RANSAC [4] para
poder hacer el matching entre los descriptores de las esce-
nas con los descriptores del modelo del objeto. Se imple-
mentara´ el algoritmo de localizacio´n de objetos en escenas
3D, y se disen˜aran varias soluciones, haciendo un estudio
algorı´tmico de ellas, para determinar cua´l es la que funcio-
na mejor para este proyecto.
2 ESTADO DEL ARTE
En esta fase se ha iniciado el estudio de las diferentes
te´cnicas que se utilizan actualmente para el escaneo 3D y el
estudio de los sensores disponibles para la realizacio´n del
trabajo.
2.1 Tecnologı´as de Obtencio´n de Nubes de
Puntos
Existen diferentes tecnologı´as o me´todos para la obtencio´n
de nubes de puntos. Cada tecnologı´a tiene sus ventajas y
desventajas, por lo que es importante conocer las diferentes
te´cnicas que se esta´n utilizando para saber como enfocar las
soluciones. [20]
1. Triangulacio´n Laser (Laser triangulation)
La triangulacio´n la´ser se basa en la trayectoria del la´ser
al impactar sobre el objeto. Como se puede apreciar
en la Fig.1, se mantiene la ca´mara y el la´ser fijos, y
se mueve el objeto, que al ser impactado por el la´ser
la trayectoria de la lı´nea del la´ser se ve modificada.
Por lo tanto, a partir de la triangulacio´n trigonome´trica,
con la distancia entre la´ser-sensor y sensor-objeto, se
puede obtener el a´ngulo de proyeccio´n relacionado con
la distancia entre el objeto y el sensor.
Como ventajas, es una te´cnica que puede dar mucha
resolucio´n y precisio´n en la nube, sin embargo, al ba-
sarse en un la´ser, los objetos transparentes o muy bri-
llantes se hacen difı´ciles de escanear.
2. Luz Estructurada (Structured Light)
La luz estructurada utiliza la misma idea de triangu-
lacio´n trigonome´trica, con la diferencia de que el ob-
jeto debe de estar esta´tico y en vez de utilizarse una
proyeccio´n la´ser de una lı´nea, se hace una proyeccio´n
de patrones (generalmente binarios).
Como ventaja, la luz estructurada es una te´cnica ra´pida
y que permite obtener bastante resolucio´n. Como in-
conveniente, al utilizar proyeccio´n de patrones es muy
sensible a la luz, por lo que no se pueden obtener bu-
enos resultados en exteriores ni en objetos transparen-
tes.
3. Tiempo de Vuelo (Time of flight)
Los esca´ner basados en pulso la´ser, ma´s conocido por
tiempo de vuelo, se basan en el tiempo que tarda una
emisio´n de infrarrojo en ir y volver a un objeto. Cono-
ciendo la velocidad constante de la luz (3× 108m/s),
se puede obtener la distancia exacta de un objeto cal-
culando el tiempo que tarda el infrarrojo desde que es
emitido hasta que vuelve.
La gran ventaja del tiempo de vuelo, es que permite
escanear entornos y objetos de gran taman˜o, sin em-
bargo, es de ejecucio´n ma´s lenta.
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Fig. 1: Te´cnicas de reconstruccio´n 3D.
(1) Triangulacio´n Laser [22]. (2) Luz Estructurada [23]. (3) Tiempo de Vuelo [24]. (4) Structure from motion [25]. (5)
Escaneo por contacto [26].
4. Structure from motion (SfM)
Structure from motion, se basa en la obtencio´n de 3D
a partir de ima´genes del mismo objeto desde diferen-
tes puntos de vista. Una vez obtenidas las ima´genes,
se procesan con algoritmos de visio´n por computador
y me´todos geome´tricos (extraccio´n de caracterı´sticas
invariantes a escala y rotacio´n, por ejemplo, SIFT).
La ventaja principal de SfM, es la ra´pida adquisicio´n
y la precisio´n que proporciona, sin embargo, como in-
conveniente se puede destacar el tiempo de ca´lculo de
los algoritmos empleados.
5. Escaneo por contacto (Contact based 3D scanning)
Este me´todo se diferencia de los dema´s, debido a que
se basa en el contacto. El objeto a escanear debe de
estar fijo, y manualmente se van tocando los puntos
sobre el objeto. Se suele utilizar algu´n brazo robo´tico,
para obtener ma´s precisio´n. [21]
La mayor ventaja es que este me´todo permite escanear
objetos transparentes, pero es un proceso lento y ma-
nual, difı´cil de automatizar.
2.2 Sensores
Durante el desarrollo del trabajo se ha tenido a acceso a di-
ferentes sensores que utilizan alguna tecnologı´a de las men-
cionadas en el punto anterior, con el fin de obtener nubes de
puntos de escenas y objetos.
1. Ca´mara 3D Intel RealSense R200
Ca´mara desarrollada por Intel, formada por un proyec-
tor de la´ser infrarrojo y tres lentes: RGB, infrarrojos
izquierda e infrarrojos derecha. [1]
2. Kinect
Dispositivo desarrollado por Microsoft, para interactu-
ar con videoconsolas utilizando gestos y comandos de
voz. Actualmente cuenta con dos versiones, Kinect v1
y Kinect v2. La primera versio´n utiliza la tecnologı´a
de me´todo de luz estructurada, la segunda versio´n se
basa en la tecnologı´a de tiempo de vuelo (ToF).
3. Photoneo PhoXi
Esca´ner fabricado por Photoneo. Utiliza la tecnologı´a
de luz estructurada. Proyecta patrones la´ser sobre el
objeto para codificar cada punto de la escena de forma
u´nica. [2] Photoneo dispone de varias versiones del
sensor dependiendo del taman˜o (XS, S, M, L, XL).
3 DESARROLLO
3.1 Obtencio´n de Nubes de Puntos
Inicialmente se ha empezado a trabajar con el sensor Real-
Sense R200, sobre una escena con tres objetos preestable-
cidos. Los objetos de la escena son tres objetos de gran vo-
lumen para una primera aproximacio´n de algoritmos. Los
objetos son: un destornillador, una bola de pla´stico y un ro-
llo de cinta. Para trabajar con el sensor se ha utilizado el
SDK de RealSense proporcionado por Intel, en un proyec-
to de Visual Studio 2015 que permite trabajar con el sensor,
obteniendo ima´genes RGB y de mapa de profundidad. Tam-
bie´n permite hacer una percepcio´n de la escena, obteniendo
ası´ las nubes de puntos.
Fig. 2: Setup de obtencio´n de nube de puntos con Photoneo
PhoXi L, junto a robot UR.
Finalmente se ha decidido utilizar el sensor Photoneo
PhoXi L a ma´xima resolucio´n (3.2 millones de puntos), que
nos ofrece ma´s informacio´n de la escena, y con menos rui-
do. Se ha estado trabajando con tazas y con el tapo´n de un
bolı´grafo gigante.
3.2 Procesado
Para el procesado de las nubes de puntos se ha empezado a
trabajar con una nube de una mesa, que proporciona como
ejemplo la web de PCL [7]. Posteriormente una vez hecha
la programacio´n, se ha pasado a probar con las nubes de
puntos obtenidas con los sensores. De esta forma, se traba-
ja sobre una escena ideal, densa y con mucha informacio´n
para luego pasar a la realidad: nubes de menos calidad. Se
ha trabajado con la librerı´a Point Cloud Library (PCL) [7],
instalada y configurada sobre Visual Studio 2015.
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Fig. 3: (Izquierda) Escena con textura capturada con Realsense. (Derecha) Escena con textura capturada con Photoneo
PhoXi L.
3.2.1 Downsampling
Con esta te´cnica, se ha reducido la densidad de la nube
de puntos. Generalmente una buena nube de puntos, tie-
ne mucha informacio´n, es decir, millones de puntos. Las
nubes con tanta densidad son difı´ciles de tratar, ya que el
tiempo de co´mputo para los algoritmos sobre la nube entera
se dispara tanto en tiempo como en memoria. Para solven-
tar el problema, se utiliza la te´cnica de Downsampling, que
consiste en aplicar filtros a la nube para quedarnos con los
puntos ma´s representativos.
Se ha utilizado un filtro VoxelGrid. Este filtro, se basa en
una red formada por Voxels (Fig.4). La nube se cubre de la
estructura, y por cada voxel se calcula el centroide utilizan-
do el concepto de vecindad (neighbor), siendo el centroide
el punto ma´s representativo. El taman˜o del voxel se pue-
de definir en altura, anchura y profundidad, por lo tanto, se
puede decidir si hacer un downsampling ligero o ma´s ex-
haustivo.
Fig. 4: Downsampling, Voxelgrid [28].
De esta forma estamos reduciendo la densidad de la nube
considerablemente (dependiendo del taman˜o definido por
voxel), sin perder mucha informacio´n ya que nos quedamos
con la informacio´n ma´s representativa.
3.2.2 Eliminar outliers
Los sensores y las te´cnicas de obtencio´n de nubes de puntos
no son perfectas, siempre existe ruido, informacio´n erro´nea
que no da informacio´n real sobre la escena. Este ruido es re-
comendable eliminarlo, ya que influye en los resultados de
los algoritmos, al trabajar sobre informacio´n que realmente
no es de la escena. Para ello se ha utilizado el filtro Statisti-
cal Gross Outlier Removal (Fig.4). Este filtro recibe como
para´metros el nu´mero de vecinos definido y la desviacio´n
esta´ndar.
Fig. 5: Statistical Gross Outlier Remova filter [29].
El filtro calcula la media y genera una campana de Gauss,
con la estadı´stica de a cuanta distancia de un punto puede
encontrarse un vecino real, por lo tanto, los puntos fuera
de este rango son considerados outliers y eliminados de la
escena.
3.2.3 Plane Segmentation
Todas las nubes de puntos que se han obtenido tienen una
superficie plana donde se situ´an los objetos (generalmente
una mesa). Es por eso, que, para reducir la densidad de las
nubes de puntos y segmentar mejor los objetos, lo ideal es
quitar esa superficie. Para ello se ha realizado una segmen-
tacio´n del plano.
Los planos vienen definidos por la ecuacio´n del plano:
Ax+By + Cj +D = 0 (1)
Encontrando la ecuacio´n del plano que define la mesa, se
puede segmentar todos los puntos que queden por debajo,
eliminando ası´ el posible ruido y la superficie donde se en-
cuentran los objetos.
Fig. 6: Plane Segmentation, plano (color rojo), objetos (co-
lor verde).
Para encontrar el plano se ha utilizado RANSAC [5] con
diferentes iteraciones y umbral de distancia, dependiendo
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de la nube de puntos. Se ha establecido un porcentaje
ma´ximo a filtrar, para evitar encontrar algu´n objeto que ten-
ga un plano bien definido. RANSAC permite encontrar un
modelo matema´tico (en este caso la ecuacio´n del plano), y
nos devuelve los coeficientes, con los cuales se van a en-
contrar los puntos que corresponden al plano.
3.2.4 Filtrado en las dimensiones
Una vez se ha obtenido el plano, se ha hecho un filtrado a
lo largo de las tres dimensiones. Como se sabe el plano, se
puede afirmar que todo lo que queda a la altura y por debajo,
no es interesante para la localizacio´n.
Se ha realizado un filtrado obteniendo la informacio´n que
queda por encima del plano, reduciendo ası´ la densidad de
la nube, ya que la gran parte de la informacio´n estaba en la
superficie donde se encuentran los objetos. Se puede hacer
un filtrado a lo largo de las tres dimensiones X, Y, Z, pero
hay que tener en cuenta el estado de la nube de puntos, se
puede dar el caso en que nuestra nube no este´ corregida y
debido al a´ngulo del sensor respecto a la proyeccio´n, las
coordenadas no este´n referenciadas al origen del sistema de
coordenadas del sensor, por lo que se puede tener una cierta
inclinacio´n.
3.2.5 Correccio´n del A´ngulo del Sensor
El sensor Photoneo PhoXi L trabaja con la tecnologı´a de
luz estructurada, en la que se proyectan patrones sobre la
escena. El sensor tiene separado el proyector y la ca´mara,
lo que genera una cierta inclinacio´n en la nube debido al
a´ngulo de proyeccio´n. Se ha corregido esta inclinacio´n uti-
lizando la matriz de correccio´n del sensor sobre las nubes a
tratar ya que al corregir la inclinacio´n la segmentacio´n del
plano ha mejorado mucho y ha permitido aplicar el filtrado
en las dimensiones.
3.3 3D pose estimation
Este punto es el ma´s crı´tico del trabajo. Hasta ahora se ha
trabajado para filtrar la nube de puntos lo ma´ximo posible
para intentar dejar u´nicamente los objetos en la escena. En
esta parte, se ha empezado con la localizacio´n de los obje-
tos en la escena. Definimos localizacio´n como encontrar un
modelo de un objeto en una escena, obteniendo ası´ la matriz
de transformada que nos indica la rotacio´n, la traslacio´n y la
escala a la que se encuentra el objeto en la escena respecto
al modelo.
El algoritmo trabaja con dos nubes de puntos: la escena y
el modelo del objeto a buscar en la escena. A la nube de
puntos de la escena, se le aplican todas las te´cnicas men-
cionadas anteriormente para intentar reducir al ma´ximo el
espacio de posibilidades donde buscar el modelo. Al mo-
delo se le reduce la densidad de la nube con las mismas
proporcionas que se ha reducido la escena. Tanto a la esce-
na como al modelo, se les aplica un algoritmo para calcular
las normales. Las normales son un vector perpendicular al
punto que nos indican la orientacio´n de este.
En las nubes ya, con las normales calculadas, se inicia la
bu´squeda de keypoints utilizando Fast Point Feature Histo-
gram [4]. Los keypoints son puntos muy representativos en
la escena. U´nicamente tienen asociada la posicio´n donde
se encuentran por lo que necesitamos de descriptores para
almacenar ma´s informacio´n. Un descriptor, es un vector de
caracterı´sticas de un keypoint, es decir, da informacio´n del
punto. Son invariantes, por mucho que la nube rote, se tras-
lade o se reduzca la escala, esos descriptores seguira´n es-
tando. Por lo tanto, si se encuentran keypoints en el modelo
y en la escena, se puede intentar hacer una correspondencia
entre ellos utilizando descriptores.
Fig. 7: Ejemplo de keypoints en una imagen [31].
Con los keypoints localizados, se aplica el algoritmo
RANSAC para intentar hacer la correspondencia entre los
descriptores del modelo en la escena. Dependiendo de los
para´metros del algoritmo, como por ejemplo nu´mero de ite-
raciones, distancia aceptada y densidad de la nube, este pro-
ceso puede ser lento. Se aplica hasta encontrar una corres-
pondencia entre keypoints, o finalmente hasta que se termi-
ne el algoritmo y no haya podido converger, es decir, no se
ha podido lograr la correspondencia.
3.4 Resultados
3.4.1 Primeros Resultados
Inicialmente se ha empezado a trabajar con una nube de
ejemplo proporcionada por la web de PCL [32]. A la nube
se le ha aplicado la eliminacio´n de outliers a la nube sin
tratar, y a la misma nube tratada con reduccio´n de densidad
(Fig.9). La nube inicial es muy densa, tiene 460400 puntos,
por lo que ha sido conveniente reducir la densidad, se ha
utilizado inicialmente 50 vecinos y una desviacio´n esta´ndar
de 1.
Se ha hecho la comparacio´n de tiempo de ejecucio´n eli-
minando outliers sobre la nube de ejemplo. Se comparan
tiempos entre la nube sin tratar, y la nube tratada reducien-
do la densidad.
TABLA 1: ELIMINANDO OUTLIERS SOBRE LA NUBE DE
EJEMPLO.
Puntos Vecinos σ Tiempo (s)
Inicial 460400 50 1 153,428
Reducida 41049 50 1 14,077
TABLA 2: ELIMINANDO OUTLIERS SOBRE LA NUBE DE
REALSENSE.
Puntos Vecinos σ Tiempo (s)
Inicial 6782 50 1 2,118
Reducida 5363 50 1 1,577
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Fig. 8: (Izquierda) Segmentacio´n de planos en la nube de puntos de RealSense. (Centro-Izquierda) Localizacio´n fallida en
nube de Photoneo, escena tratada (color verde), modelo (color azul). (Centro-Derecha) Segmentacio´n del plano an˜adiendo
una tolerancia de 15 mm. En la parte izquierda de la imagen, escena original, en la parte derecha escena despue´s de la
segmentacio´n del plano. (Derecha) Localizacio´n del modelo sobre la escena segmentada y visualizado sobre la escena
original. En verde la escena original y en rojo la localizacio´n. (Ver en versio´n digital para apreciar bien las diferencias).
Fig. 9: (Izquierda) Nube de puntos inicial. (Derecha) Nube
de puntos al aplicar Downsampling.
Se puede observar como en la nube de ejemplo, se redu-
ce el tiempo un 90% y en la nube adquirida por el sensor
RealSense (Fig. 3), un 72%.
3.4.2 Resultados Avanzados
Se ha continuado trabajando con la nube de puntos inicial
obtenida con RealSense (Fig. 3). Como se puede apreci-
ar, en este caso hay tres planos bien definidos, quedando
de color verde la nube segmentada (Fig. 8). Una vez seg-
mentada la nube se ha procedido a obtener el modelo de
un objeto para su localizacio´n, pero con RealSense ha si-
do muy difı´cil ya que la calidad de las nubes de puntos es
muy mala, con mucho ruido por lo que al intentar hacer la
localizacio´n no se han obtenido resultados. Por lo tanto, se
han empezado a hacer pruebas con el sensor Photoneo Pho-
Xi L. Con Photoneo se han capturado varias escenas, donde
se encuentran tazas y el tapo´n de un bolı´grafo gigante. Las
escenas son de gran resolucio´n y tienen 3.200.000 puntos,
por lo que para trabajar con ellas se ha tenido que hacer va-
rios filtros, y aun ası´ los algoritmos se demoran. Photoneo
no permite la reconstruccio´n 3D de un objeto, por lo que se
ha tenido que capturar el objeto en una escena y mediante
el programa Meshlab [30] se ha segmentado de la escena.
Para trabajar con las nubes se ha eliminado la textura, se les
ha aplicado downsampling, segmentacio´n del plano (ejem-
plo Fig. 6) (ya que la gran mayorı´a de puntos esta´n en la
zona de la mesa) y eliminacio´n de outliers.
Una vez configurados los para´metros del algoritmo de lo-
calizacio´n que se han demostrado ido´neos para estas nubes
a base de pruebas, se han empezado a localizar objetos de
forma erro´nea, como se puede apreciar en la Fig. 8. Una
vez eliminados los outliers, hecho un downsampling y seg-
mentado el plano, observamos co´mo no se ha segmentado
del todo la mesa, entonces el algoritmo detecta alguna zona
de la mesa como la parte plana del tapo´n de bolı´grafo y ha-
ce la correspondencia. Se ha detectado una inclinacio´n en la
nube lo que hace que la segmentacio´n no funcione correcta-
mente. En el sensor hay una distancia fı´sica entre la ca´mara
y el proyector de patrones, esta separacio´n produce una ci-
erta inclinacio´n en la nube resultante, para solucionarla se
ha aplicado la correccio´n del a´ngulo a la escena mediante la
matriz de correccio´n de Photoneo PhoXi L (Fig. 10).
Fig. 10: Correccio´n del a´ngulo de la escena. Escena inicial
(color rojo), escena corregida (color verde).
Se ha mejorado la segmentacio´n del plano, para permitir
incluir una tolerancia, ya que nunca se va a encontrar un
plano perfectamente definido. Se puede ver como al an˜adir
una tolerancia de 15mm al algoritmo de segmentacio´n con-
seguimos eliminar el plano en su totalidad (Fig. 8). Eje-
cutando el algoritmo de localizacio´n sobre la nueva escena,
se ha podido localizar el objeto correctamente (Fig. 8). Se
ha hecho la correspondencia de 3006 puntos entre la esce-
na y el objeto. Como el objeto despue´s del tratado tiene
3006 puntos, se puede decir que se ha localizado el objeto
perfectamente (con una pequen˜a tolerancia).
TABLA 3: LOCALIZACIO´N DEL TAPO´N (PUNTOS)
Escena Modelo Sampling Inliers Tiempo (s)
3107 3006 2x2x2 3006/3006 87,179
TABLA 4: LOCALIZACIO´N DE UNA TAZA (PUNTOS)
Escena Modelo Sampling Inliers Tiempo (s)
9139 3272 2x2x2 3272/3272 22,048
Se ha realizado el mismo proceso para ma´s escenas. En
la Fig. 11 se puede ver todo el proceso de localizacio´n de
una taza en la escena.
Como se puede observar en la Fig. 12, se ha realizado
un estudio para evaluar la importancia de la densidad de
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Fig. 11: Localizacio´n de una taza en una escena. De izquierda a derecha se puede visualizar todo el proceso de locali-
zacio´n. (1) Inicialmente se carga la nube de la escena y se le corrige la inclinacio´n provocada por el sensor. Se procede
a segmentar el plano (2) y se eliminan outliers (3). Paralelamente se realiza el mismo proceso (pero sin segmentacio´n
del plano) para el modelo, en este caso la taza. Finalmente se ejecuta el algoritmo de matching entre los descriptores del
objeto y de la escena (4). En color verde la escena tratada y de color rojo la localizacio´n del modelo. (Ver en versio´n
digital para apreciar bien las diferencias).
la nube en el tiempo que demora la localizacio´n. Se pue-
de observar que a mayor downsampling (menor densidad),
menor es el tiempo que se demora la localizacio´n. Por lo
tanto, interesa reducir la nube al ma´ximo donde la mayorı´a
de puntos sean keypoints.
Fig. 12: Ana´lisis de tiempo del algoritmo de localizacio´n
con diferentes tipos de downsampling.
3.5 Aplicacio´n Windows Presentation Foun-
dation
Se ha desarrollado una sencilla interfaz gra´fica utilizando
WPF para visualizar los resultados obtenidos. Inicialmen-
te se ha hecho un Mockup con un aproximacio´n del disen˜o
deseado (Fig. 23). Se ha programado en C# utilizando el
framework .NET. El estado actual de la aplicacio´n permite
cargar el path de dos nubes de puntos, nube de la escena ini-
cial y la nube del modelo. Finalmente, la llamada al progra-
ma de localizacio´n pasa´ndole, le las dos nubes para iniciar
el algoritmo (Fig. 13).
4 CONCLUSIONES
En esta fase del proyecto, se pueden sacar dos tipos de con-
clusiones sobre el trabajo realizado.
4.1 Sensores y Nubes de Puntos
El tipo de sensor influye mucho en la calidad de la nube de
puntos. Cada sensor utiliza una tecnologı´a diferente, por lo
que hay que hacer un estudio de que´ sensor es ma´s adecuado
en cada situacio´n. En este caso se ha visto que RealSense es
un sensor ma´s enfocado al ocio y no se puede comparar con
Photoneo PhoXi L a nivel de calidad de nube de puntos.
4.2 Algoritmos
En general, los algoritmos de correspondencia suelen ser
lentos, no se pueden aplicar a un gran volumen de infor-
macio´n porque si no se demoran mucho tiempo en procesar
(ma´s de 10 minutos). Es necesario utilizar el conocimiento
de la escena (segmentacio´n de planos, downsampling, fil-
trado, ...) para aprovechar al ma´ximo estos algoritmos. Por
lo tanto, hay dos opciones que deben de aplicarse para op-
timizar al ma´ximo el tiempo de ejecucio´n de los algoritmos
de correspondencia:
1. Software: Aplicar el conocimiento de la escena para
segmentar u´nicamente la informacio´n que interesa y
ejecutar el algoritmo sobre esa informacio´n reducida.
2. Hardware: Es recomendable utilizar GPUs para el pro-
cesado, ya que para nubes densas el algoritmo se de-
mora mucho en CPU e incluso, en casos extremos, se
obtienen excepciones por falta de memoria.
A pesar de que se han podido localizar varios objetos, se
debe de mejorar la localizacio´n por varios motivos:
1. Tiempo: La localizacio´n se demora demasiado tiempo
para una aplicacio´n. No deberı´a de tardar ma´s de 5
segundos.
2. Generalizacio´n de los para´metros: Se debe de intentar
generalizar los para´metros del algoritmo, ya que cada
escena/objeto tiene una configuracio´n de para´metros
que da mejores resultados.
5 SIGUIENTES PASOS
Se han pensado posibles mejoras con el fin de mejorar la
localizacio´n.
1. 2D: Dado que las nubes de puntos tienen textura, se
podrı´a intentar pasar de un espacio 3D a una represen-
tacio´n 2D de la escena, con tal de hacer una primera
localizacio´n del a´rea de bu´squeda del objeto. Una vez
localizada en 2D el a´rea donde esta´ situado el objeto,
volver a la representacio´n en 3D y ejecutar el algorit-
mo unicamente sobre la zona detectada. Esto se puede
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hacer siempre y cuando se mantenga la nube organiza-
da ya que, en el caso contrario, no se podrı´a proyectar
a un espacio 2D correctamente.
2. GPU: Una mejora necesaria es el hecho de pasar la
ejecucio´n a una GPU. Se ha visto como el algoritmo
se demora bastante e incluso da errores de memoria
en CPU. La mejora del hardware ayudarı´a mucho a
poder hacer ma´s iteraciones de bu´squeda sin perjudicar
el tiempo del proceso.
Una vez el algoritmo funcione perfectamente y en un ti-
empo razonable para una aplicacio´n (unos 5 segundos), se
podrı´a pasar a trabajar con un robot. Para ello se deberı´a de
poner en el mismo sistema de coordenadas, las coordenadas
del robot y las coordenadas del sensor, ya que cuando se lo-
calice un objeto el robot debe de ir a buscarlo. Finalmente
se mejorara´ la aplicacio´n WPF para permitir para´metros de
configuracio´n y calibracio´n del sensor.
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7 ANEXO
Fig. 13: Diagrama de flujo del algoritmo de localizacio´n.
Fig. 14: Escena capturada con Photoneo PhoXi L, dos tazas
y tapo´n de bolı´grafo.
Fig. 15: Escena capturada con Photoneo PhoXi L, tapo´n de
bolı´grafo con oclusiones.
Fig. 16: Escena capturada con Photoneo PhoXi L, tapo´n de
bolı´grafo.
Fig. 17: Escena capturada con Photoneo PhoXi L.
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Fig. 18: Segmentacio´n del plano de la Fig. 15. En color
rojo el plano a segmentar.
Fig. 19: Segmentacio´n del plano de la Fig. 14. En color
rojo el plano a segmentar.
Fig. 20: Segmentacio´n del plano de una escena adquirida
con Photoneo. En color azul el plano a segmentar.
Fig. 21: Localizacio´n de una taza en una escena adquirida
con Photoneo PhoXi L.
Fig. 22: Localizacio´n de un tapo´n de bolı´grafo bic gigante
en una escena adquirida con Photoneo PhoXi L.
Fig. 23: Mockup de la aplicacio´n en WPF.
Fig. 24: Aplicacio´n en WPF.
