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Abstract We discuss how the Cholesky decomposition may
be used to ascertain whether a critical point of the field the-
ory scalar potential provides a stable vacuum configuration.
We then use this method to derive the stability conditions in
a specific example.
1 Introduction
Understanding the structure of the vacuum is of central im-
portance in quantum field theory. Local minima of the ef-
fective quantum potential correspond to stable vacuum con-
figurations of the system and physical states in the quantum
theory are identified with fluctuations around a given mini-
mum.
In this note we shall introduce the Cholesky decomposi-
tion and present a method for using the Cholesky decompo-
sition of the Hessian of the potential to ascertain the stabil-
ity of a given vacuum configuration. Whilst approaches of
this manner are familiar in some mathematical disciplines,
it does not seem to be widely known in theoretical physics.
This technique should be of value in the study of vacuum
stability in models of interest in particle physics. In partic-
ular, the study of the vacuum structure of gauge mediated
supersymmetry breaking models, where stability analysis is
often complicated due to the number of scalar fields entering
in the potential [1–5].
Firstly, we shall present a summary of the relevant no-
tions from linear algebra and discuss their use in demon-
strating vacuum stability. To illustrate this approach, in the
latter half of the paper, we shall apply these techniques to
a particular example for which vacuum stability has yet to
be shown. Additional areas for potential application of this
approach are suggested in the concluding remarks.
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2 The Cholesky decomposition
Given a general scalar potential V = V (φ1, . . . , φn), a sta-
ble (degenerate) vacuum configuration of the system is a




= 0 for i = 1, . . . , n. (1)
The Hessian H of a potential V (φ1, . . . , φn) is defined to be
the matrix of second derivatives of the potential with respect



















The Hessian is a useful object since the stability of a
given critical point can be inferred from the properties of
the matrix. Suppose that the point p is a critical point of V ,
then it is (semi)stable if and only if the Hessian of V at p is
positive-(semi)definite [6]. If the Hessian H is singular at p,
then using row operations H may be separated into a non-
singular symmetric submatrix M and a set of zero vectors.
If the submatrix M is positive-definite, then H is positive-
semidefinite.
For a Hermitian or real symmetric matrix A the following
three statements are equivalent [7]:
(i) A is positive-definite, i.e.
〈x,Ax〉 > 0 (3)
for all nonzero vectors x.
(ii) All of the eigenvalues of A are positive.
(iii) A can be uniquely decomposed as follows
A = C†C (4)
where C is an upper triangular matrix with real strictly
positive diagonal entries.
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The factorisation of A into C and its conjugate in (iii) is
referred to as the Cholesky decomposition of A and may be
considered as the matrix analogue of the square root opera-
tion for scalar numbers.
Additionally, the three statements below are also equiva-
lent to each other [7]:
(a) A is positive-semidefinite, i.e.
〈x,Ax〉 ≥ 0 (5)
for all nonzero vectors x.
(b) All of the eigenvalues of A are non-negative.
(c) There exists a (possibly singular) matrix B such that
A = B†B. (6)
Whilst one can ascertain whether a matrix is positive-
(semi)definite by examining its eigenvalues, finding analyt-
ically the eigenvalues of H evaluated at p becomes increas-
ingly more difficult as the dimension of the parameter space
grows. Demonstrating the existence of the Cholesky decom-
position provides an alternative method to finding the eigen-
values of the Hessian and can often be more practical to
compute.
Since the Hessian is symmetric, if it is nonsingular at a
given critical point p then it can be factorised as H = U†U ,
where U is an upper triangular matrix with symbolic en-
tries. The requirement that the diagonal entries of U be real
and positive provides the stability conditions for the vacuum
configuration. Note that when the diagonal entries are real
and positive, the matrix U is the Cholesky decomposition
of H . If the Hessian is singular at p, then one must inspect
the nonsingular submatrix M . Similarly, one may factorise
M = U†U and the vacuum is semistable if the diagonal en-
tries of U are real and positive.
Note that the dimension of the singular subspace gives
the number of massless states, some of which may be
Nambu–Goldstone bosons, but others correspond to moduli
(‘flat-direction’ fields in the supersymmetric case).
For a given Hermitian or real symmetric matrix A with
symbolic entries, there are algorithms [8], based on iterative
elementary row operations, through which one may obtain
the factorisation A = U†U . In the case where A is positive-
definite this provides the Cholesky decomposition. More-
over, most standard mathematical computing packages can
perform this operation via preprogrammed functions [9, 10].
3 A particular example
We shall illustrate below the method outlined in Sect. 2 by
deriving the stability conditions for the vacuum configura-
tion of a model proposed by Chan and Tsou [11], related to
the Standard Model. The problem requires the analysis of a
10×10 Hessian and thus provides a sufficiently complicated
example to demonstrate the utility of our method.
The scalar content of the theory under consideration is as
follows: one complex scalar field ϕ transforming in the fun-
damental representation of su(2) and three complex scalar
fields φi (i = 1,2,3) transforming in the fundamental rep-
resentation of su(3). The scalar potential of the model has
the following form:































The object α is a global vector and is contracted against the
multiplicity index i of the scalar fields φi . A global symme-
try of the model allows one to fix the orientation of α and
henceforth we shall work with α = (1, 0, 0)T . Following
[11], we fix the symmetries of the theory and subsequently


























X sin δ1 cosγ eiχ2





where the above variables are real and obey the following
relationship
X2 + Y 2 + Z2 = ζ 2s . (9)
The quantities ζw and ζs are identified with the absolute





√∣∣φ1∣∣2 + ∣∣φ2∣∣2 + ∣∣φ3∣∣2.
(10)
Expanding the potential V in terms of (8) we obtain
V = −μwζ 2w + λwζ 4w
− μs
(
X2 + Y 2 + Z2) + λs
(
X2 + Y 2 + Z2)2
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+ κs
[
X4 + Y 4 + Z4
+ 2X2Y 2 sin2 δ1 cos2 δ2 sin2 γ
+ 2X2Y 2 sin2 δ1 sin2 δ2 cos2 γ
+ X2Y 2 sin2 δ1 sin 2γ sin 2δ2 cos(χ2 − χ1 − χ3)




X2 + Y 2 + Z2) − ν2ζ 2wX2 cos2 δ1. (11)
For convenience the following quantities are defined
Δ1 = X2 − Y 2,







We consider the following critical point of the potential V ,
which we express in terms of ζs , Δ1 and Δ2:
χ1 = χ2 = χ3 = δ1 = δ2 = Δ2 = 0,
Δ1 = R,
ζ 2w =




3μs − 3ν1ζ 2w + ν2ζ 2w
2κs + 6λs .
(13)












Since the variables X, Y and Z are real it follows that
−1
2
≤ R ≤ 1. (15)
The Hessian H of the system is constructed as a symmet-
ric matrix in the basis:
{X,Y,Z, ζw, δ1, δ2, γ, τ1, τ2, τ3}.
The form of the Hessian at the critical point defined by the
set of (13) is found to be the following












where N is a 4×4 matrix given by
⎛
⎜⎜⎜⎝
X2(κs + λs) XYλs XYλs Xζw2 (ν1 − ν2)
XYλs Y
2(κs + λs) Y 2λs Yζwν12
XYλs Y
2λs Y 2(κs + λs) Yζwν12
Xζw
2 (ν1 − ν2) Y ζwν12 Yζwν12 ζ 2wλw
⎞
⎟⎟⎟⎠
The Hessian is positive-semidefinite if the submatrix N is














Using (14) it can be seen that these entries are non-negative





Note that for certain values of the variables and parame-
ters, the submatrix N is singular; for instance:
R = 1,−1
2
, ζs = 0, or ζw = 0.
For brevity we shall consider only the case where N is non-
singular, as the special cases where N is singular can be
analysed using the same method and are computationally
easier.
Finding the eigenvalues of N analytically is difficult and
has not been previously completed. Instead we shall utilise
the method detailed in Sect. 2 to analyse the vacuum stabil-
ity. The submatrix N may be factorised as N = U†U , where
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Recall that the quantities ζw and ζs are identified with
lengths and thus are defined to be non-negative. Whence we
conclude that the diagonal entries of U are real and positive
given the following further conditions:
λs > −κs3 ,
λw >
2ν22λs + (3ν21 − 2ν1ν2 + ν22)κs
4κs(κs + 3λs) .
(19)
In which case, by the argument detailed in Sect. 2, the Hes-
sian is positive-semidefinite. Therefore we have shown that
the set of semistable vacua is nonempty and furthermore we
have derived the provisions, (18) and (19), under which the
vacuum configuration is stable.
4 Concluding remarks
We have outlined how the Cholesky decomposition may be
applied to the Hessian of a system in order to ascertain the
stability of a given critical point. In the example considered
above it was not practical to find the eigenvalues of the Hes-
sian analytically and the Cholesky decomposition was key to
obtaining the stability conditions for the model under con-
sideration.
Although techniques based upon the Cholesky decompo-
sition are established in some mathematical fields, they have
not been widely used in theoretical physics for demonstrat-
ing vacuum stability or otherwise. One interesting applica-
tion of the Cholesky decomposition was presented in [12],
in the analysis of fermion masses in a wide class of effec-
tive low energy models emerging from intersecting D-brane
configurations.
Whilst the application of our method is restricted in this
note to the analysis of the Chan–Tsou model, it is evident
from our calculation that the approach is quite general. This
technique is well suited for the study of models of interest
in theoretical physics, many of which present a large num-
ber of scalar degrees of freedom, and it is expected that the
procedure we have presented will find several further appli-
cations in particle theory.
Supersymmetric theories are an immediate candidate for
applying this technique as they generally involve many com-
plex scalar fields, leading to complicated effective poten-
tials. It is expected that the approach advocated above may
be of use in stability analysis and the classification of flat
directions in supersymmetric models [1–5, 13, 14].
A further opportunity for application is the stability
analysis of various grand unified theories which feature,
for phenomenological reasons, scalar fields in high dimen-
sional representations of the gauge group (see for instance
[15–21]). Whilst work has been undertaken to identify sta-
ble vacuum configurations in such models [22–27], there
remain open problems which might be addressed using the
method presented here.
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