temperature series with fixed mean (i.e. no permanent trend) and a single unit root. Bloomfield and Nychka (Climatic Change, 1992) and Bloomfield (Cle'matic Change, 1992), among others, used a trend model with stationary, autocorrelated errors.
Techniques exist for testing for trend with correlated errors, and Bloomfield and Nychka (1992) also derived a new test for this purpose. They applied this test to the temperature data sets and found a ggnificant "deterministic" trend in the data. However, even in the tests for trend that adjust for the correlated residuals, there is a tendency for the significance levels to be inflated. Woodward and Gray (Journal of Climate, 1993) investigated this phenomenon as it relates to temperature data and showed that the new Bloomfield (1992) test also suffers from this tendency. For example, one would expect that when using such tests for trend with an a = 0.05 level of significance, then only about 5% of realizations Ecom stationary models for which there is autocorrelation present but for. which there is no permanent trend would be detected as having a significant trend. In fact, Woodward and Gray showed that using maximum likelihood estimation as well as the Bloomfield and Nychka test, as many as 25-50% or more of such realizations can incorrectly be detected as having a significant trend when being tested at the nominal a: = 0.05 level. Thus, the finding of a significant trend using these tests (as was done by Bloomfield and Nychka) certainly must be viewed with caution.
The work by on this topic was published in the Journal of Climate. A reprint of this paper is included in Appendix B.
Thus, we in essence have two models for the data: the fixed r o a n RIMA model and the "liue+correlated noise" or "trend" model. If the ARIMA model is correct, then realizations should be expected to have random trends, which may be causing the current tests for deterministic trend to detect a significant deterministic trend in a high percentage of the realizations. The two model types w i l l often produce realizations which have similar characteristics yet they are fundamentally different. The fixed mean ARIMA process with a single unit root does not and should not predict a trend to continue, whereas the line +noise model with non-zero slope does and should predict the trend to continue. Under this grant we investigated the use of the parametric bootstrap combined with statistical classification to determine whether we can correctly classify realizations as coming from the correct model type. The ultimate goal is to determine whether the temperature data show characteristics most like realizations from the "line + correlated noisen model or from fixed mean ARIMA model. The procedure involves first modeling a temperature series using each model. Then, several independent realizations are then generated from each model. Features which are potentially useful for discriminating 3 between realizations from the two models are calculated for each of the simulated realizations. The resulting two sets of features (one set from each model) are treated as training samples from the populations of features for the two models. The classifying features are also calculated on the original time series realization and the resulting "observation" is classified as being from a fixed-mean ARIMA model or a "line + correlated noise" model using traditional statistical classification procedures. In our simulations, we consider cases in which the trend is linear and cases in which it is quadratic. Simulation results show that m e can do a good job of distinguishing between the two model types with the the classification performance improving as the number of observations increases.
Application of this procedure to several sets of temperature anomaly series typically resulted in the selection of a fixed-mean ARIMA as being the more appropriate model for these temperature anomaly series. The implication of these results is that, based strictly on an examination of these series and their statistical behavior, they appear to support the position that the current observed trend may abate in the future. Simulation results also show that the bootstrap procedure presented here has the ability to distinguish between the two type of models, especially for series of length 150 or 200 years. Consequently, the results shown here suggest that if only 30 or 40 more years of reliable temperature data were available, a more definitive conclusion could be made concerning whether the trend should be forecast to continue.
This bootstrap-classification technique is described in detail in Woodward and Gray (1995) which was published in the Journal of Climate. A reprint of this paper is included in Appendix B. Development of tests for trend that have appropriate significance levels when the As mentioned above, trend tests in the literature that are intended to adjust for correlation in the residuals tend to have the problem that the observed significance levels are higher (and sometimes dramatically so) than the nominal levels. For this reason, a finding of a significant trend using these tests cannot be trusted as truly providing "significant" evidence of a trend. We have developed a test for trend in which the control over the significance level is maintLned. Part of the problem with earlier tests is that the estimated standard error of the slope estimate tends to be underestimated in realizations lengths of small to even moderately large. W e successfully use the bootstrap to provide a data-based estimate of this variability and provide appropriate critical values for an a-level test.
In contrast to the findings of Bloomfield and Nychka (Climatic Change, 1992) and Bloomfield (Climatic Change, 1992), application of our test to the Hansen and Lebedeff data resulted in a finding that the slope was not significantly different from I zero. Thus, based on the data alone, there is not significant evidence that the apparent trend in the temperature series is significant, i.e that it should be predicted to continue. These findings are fully described by Woodward, Bottone, and Gray (1997) in a paper published in the Journal of Agricultural, Biological, and Environmental Statistics. This is a journal published by the American Statistical Association.
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D& The Effect of Initial Conddwns on Autoregressive Models fm Global Temperature
A common approach to studying the impact of greenhouse gases on climate is via computer simulation using general circulation models (GCMs) which The paper by Gray and Woodward (1992) was published in Eos. A copy of this article is included in Appendix B.
Long Memory Modeling of the CO, Data
A characteristic of many climate-related data sets is the fact that the correlation structure between observations may persist over long intervals of time. When this is the case, it may be true that neither the deterministic signal+noise model nor an ARIMA model may be appropriate. A flexible model, that has been developed for purposes of modeling long-memory data, is the Gegenbauer ARMA(GARMA) long memory model introduced by Gray, Zhang, and Woodward (Journal of Time Series Analysis, 1989) . This model is an extension of the ARMA model which allows for long term dependency in stationary models, i.e. allows for stationary models with slowly damping autocorrelations. The k-factor GARMA model developed by Woodward, Cheng, and Gray (Journal of Time Series Analysis, 1998) allows for long-memory behavior at several frequencies. This model seems to be applicable for data related to climate change, and we have investigated its use on the monthly atmospheric CO, measurements. A 2-factor GARMA model was fit to the CO, data with the stationary, long-memory behavior occurring at frequencies of 12 and 6 months. In addition to a stationary autoregressive component, the model has the factor (1 -B) ,, indicating that 6 the model is nonstationary and that the increasing trend will be predicted to continue. As an alternative model for the carbon dioxide data, we fit a nonstationary AR(17) using standard model-fitting techniques. Mean square errors of the forecasts from the two models were compared at six different origins, and it was found that the AR model had better forecasts in the short term, but that the 2-factor GARMA model performs better for long-term forecasts.
In the paper by Woodward, Cheng, and Gray (1998), we develop the properties of the k-factor GARMA model as well as provide a useful long-mewoyv analysis of the C02 data. This paper is in press and will appear this year in the Journal of Times Series Analysis. A copy of the galley proofs is included in Appendix B.
Spatial Modeling of Global Temperature Data
Three major advances were made in th.e promotion of scientifically valid spatial modeling of global temperature data. Al? three advances contributed to improving the scientific validity of area estimates of mean climatological variates, including temperature.
(a) Estimating Global Mean Temperature
At the outset of this work it was clear that proper account was not being made of spatial correlations in the estimation of global mean temperature. Ordinary averages are not optimal estimates because, while unbiased, they do not have the smallest variances when data are correlated. Among the more serious impacts of not properly accommodating spatial correlations is that measures of uncertainty, notably standard errors, are not correct. In particular, standard errors calculated from the usual formulas that are appropriate for independent data are too small if data are spatially correlated.
In the paper "Defining and Estimating Global Mean Temperature Anomalies" (Gunst, Basu, and Brunell, Journal of Climate, 1993), mean global temperature was formally defined. An explicit definition of mean global temperature had not prior to that time appeared in the climatological literature in papers that dealt with estimating 7 global mean temperature. The definition of the mean was the normalized (by the area of the region) integral of point-location temperature anomalies. Based on this definition, the authors demonstrated very clearly that the ordinaxy average is not optimal when data are spatially correlated. Moreover, some of the most frequently used alternatives, notably distance weighted averages, were similarly shown to be inefficient and generally biased if temperature anomalies were not constant throughout the region for which the estimates are calculated.
Issues regarding the gridding of data and data reuse were dso investigated in this paper. Gridding was shown to be effective if ordinary averages or distance weighted averages are used to estimate regional means. Neither of these estimators are optimal, but gridding ameliorates the effects of irregular spatial distribution of station locations. Station reuse was examined by calculating regional averages using stations within concentric, overlapping circles. The more the overlap, the greater the bias in estimating regional means. The problem with reuse is not reuse itself. It is that no account of the spatial correlations is being made either with individual calculations in a single circle of stations or in the repeated use of station in overlapping circles.
(b) Estimating Spatial Correlations
Early use of spatial modeling in the climatological literature was referred to as optimal spatial averaging. It has also been referred to as best linear unbiased prediction (BLUP) and kriging. Central to all of these equivalent methods for the optimal estimation of regional and global means is the estimation of an appropriate correlation function that properly accounts for spatial correlations among station locations. The fitting of correlation functions to correlations calculated from pairs of station time series dominated the climatological literature during the term of this contract.
The paper "Estimating Spatial Correlations from Spatial-Temporal Meteorological Data" (Gunst, Journal of Climate, 1995) comprehensively demonstrated that correlations calculated from pairs of time series did not correctly account for spatial correlations. In fact, such correlations more indicated temporal correlation than spatial correlation. The proper met hod for accommodating spatial correlations was the estimation of structure functions (semivariograms), long-known but little used functions that could be estimated from all station data at a fixed time point.
Structure functions can be calculates isotropicdy or anisotropically. Since they are based on calculations from spatial locations at a fixed time point, they are not temporally biased. When averaged over several time points, they provide a very stable, usually smooth, function which can be fit to suitably chosen theoretical semivariogram models. The parameters of the fitted models characterize key aspects of the spatial correlations such as the range over which spatial correlations are nonzero. Finally, the fitted structure functions provide the basis for proper standard error calculations.
(c) Influential Spatial Data
Insidious in that they are often overlooked with the large data bases used for climatological modeling, influential spatial data can have a strong effect on the fitting of structure functions. The literature on structure function modeling made no mention of this problem and its importance was not discovered until careful examination of fitted models for temperature anomalies was undertaken. Highly irregular patterns, unlike the smooth monotonic trends expected, were found. Some of the patterns seemingly led to scientifically insupportable conclusions such as the apparent strengthening of spatial correlations as distance between stations increased. These findings were ultimately shown to be due to the presence of one or a very small number of spatially influential data values.
The paper "The Effects of Influential Observations on Sample Semivariograms," was initially printed as a technical report and ultimately published (Basu, Gunst, Guertal, and Hartfield, Journal of Agricultural, Biological, and Environmental Statistics, 1997). In this paper influential data are shown to produce sudden spikes, linear trends, mound-shaped excitation crests, and shifts in structure function plots. When the influential data are removed, the plots invariably revert to the smooth monotonic trends that are expected. The paper presents examples of each of these aberrations. Mathematical foundations for the appearance of these aberrations show that they are due to differences in locations of the influential data. 
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