Abstract
Introduction
The secondary structure of an RNA molecule is uniquely represented by a sequence of bases and hydrogen bonds. The bases are numbered to represent their positions in the RNA molecule. The base at the 5' terminal is numbered T. Hydrogen bonds are formed as G-C, A-U, and G-U. For example, a linear base sequence 5'-'CGCAAACA-CAUGC l4 C-3' and hydrogen bonds ( 2 G-I3 C, 3 C-I2 G, 4 An U) represent a secondary structure in Figure 1 . Base sequences are determined through biological experiments, and secondary structures are obtained through prediction programs or biological experiments. However, it is almost impossible to understand the secondary structure of an RNA molecule which consists of more than a few hundreds of bases without proper visualization of base sequences and hydrogen bonds. Therefore, a planar graph is used to represent a secondary structure and this is based Tokyo, Tokyo 113, Japan and Department of Bacteriology, Faculty of Medicine, University of Tokyo, Tokyo 113 , Japan *To whom correspondence should be addressed. E-mail: yonezawa@is.s.u-tokyo.ac.jp on the nature of a secondary structure: a secondary structure can be displayed on a two dimensional plane without overlapping itself. There are four requirements for visualization of secondary structures. It is required to keep (i) symmetry of a substructure (e.g. a stacking region and a loop) and (ii) the geometric balance among substructures (e.g. stacking regions in tandem and in a multi-loop). Also results of visualization (iii) should agree with our intuitions, and (iv) must be obtained in reasonable time. Many studies have been made to visualize a secondary structure on a two dimensional plane (e.g. Lapalm et al., 1982; Shapiro et al., 1984; Stuber et al., 1986; Yamamoto et al., 1987) . Among them, Yamamoto (1987) mentioned an object-oriented approach of this problem. In this paper we realize a visualization program which can meet the above requirements using a parallel object-oriented language 'Schematic' on a parallel computer.
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System and methods
Our program is written in a parallel object-oriented language 'Schematic' developed by (Taura et al., 1996) and does not depend on a particular hardware environment. Schematic is a parallel extension of Scheme (Abelson et al., 1985) , which is a dialect of the programming language Lisp. Some features such as definitions of concurrent objects and a parallel construct 'future' are available in Schematic besides the functions offered by the original Scheme (e.g. data objects such as lists and function definitions). We can invoke functions and methods concurrently using 'future' in Schematic. The idea of'future' appears originally in Multilisp (Halstead et al., 1985) and a variation and extension of Halstead's 'future' are available in Schematic. Our current implementation is done on a parallel computer API 000+ (Fujitsu Ltd.). API000+ uses a SPARC processor (50 MHz) as a PE (processor element). Each PE has local memory up to 16 Mbytes and no memory is shared among PEs. GenBank (Bilofsky et al., 1986 ) is used as a source of sequence data in our experiment.
Algorithm
In this section the model of an RNA molecule for our visualization is explained. A naive algorithm to determine A.Nakaya el al. Fig. 1 . An example of a secondary structure represented with a linear base sequence 5'-CGCAAACACAUGCC-3' and hydrogen bonds ( 2 G-' 3 C, 3 C-' 2 G, 4 A-'' U). The bases which participate in a loop are placed at the corners of a 'polygon' and the bases which form a stacking region are depicted in a form of a 'ladder.' the positions of bases on a plane is introduced using this model. Then, an approximation algorithm and its parallelization are presented.
3'
Model for visualization
A secondary structure of an RNA molecule can be depicted using a simple method as shown in Figure 2a . Here bases are represented by the small circles which are placed on a circumference, and hydrogen bonds are represented by curved lines. The circumference corresponds to the main strand of an RNA molecule and a curved line connects bases between which a hydrogen bond exists. Figure 2a is one of the most popular methods of visualization. However, it is not easy to understand the whole structure of the RNA molecule only by this picture. Essential information must be extracted from this picture so that we can easily know where stacking regions and loops exist, and how these substructures are connected.
When the picture of an RNA molecule as in Figure 2a is given, the base sequence is compared to a string of particles on a plane and the hydrogen bonds are compared to rubber bands which are connected between the particles. Starting from this state (Fig. 2a) , the particles are moved as if they were pulled by the attractive forces which are caused by the rubber bands. Here, repulsive force between particles are also supposed. When particles come close by the attractive force caused by rubber bands, the repulsive force begins to exert on the particles and offset the attractive force between the particles. Besides between the particular particles which form a hydrogen bond, similar repulsive forces exist among all the particles in the RNA molecule so that substructures are placed on a plane in an evenly-scattered manner. Here, we suppose that the repulsive force between two particles gets stronger when closer they come and that the attractive force between two particles is proportional to the distance of these particles. As the result of the balance of these two kinds of forces appropriate positions of these particles are obtained.
Based on the above intuitive model the picture of a RNA molecule is depicted on a computer display using a GUI-based drawing tools as shown in Figure 2b . It is not easy to carry out this process for a large RNA molecule. Therefore, automatic transformation of pictures is significantly helpful. The above process is divided into two phases: (i) calculating of the force which exerts on each particle, and (ii) updating of the positions of the particles after a unit time At according to the force which is calculated in the first step. A proper picture of an RNA molecule is obtained by iterating these phases until the positions of the particles converge. In the following sections, the force which is used in the above process is defined and the details of the algorithm such as approximation and parallelization will be explained.
Basic algorithm
As mentioned in the previous section, in our algorithm a base is regarded as a particle, and repulsive and attractive force among particles are introduced to determine the positions of particles. The picture of a secondary structure is given as a stable state of the system of particles. Attractive forces exist not only between the particles which form a hydrogen bond, but also between the particles which are next to each other on the main strand (i.e. between the /th particle and the [/ + l]th particle). All the kinds of bonds between the bases are considered to cause the attractive force. Repulsive forces exist among all the particles in the system. Particles are placed at the initial positions (e.g. at the corners of a polygon) and update their positions according to force which exerts on themselves. The effects of attractive force are: (i) to bring together the particles between which a hydrogen bond exists, and (ii) to keep a proper distance between the particles which are next to each other on the main strand. The effects of repulsive force are: (i) to set off the attractive force when the particles comes within a proper distance, (ii) to inflate loops, and (iii) to keep the geometric balance among substructures.
The attractive force on a particle p t caused by a particle Pj is defined as follows:
where C atl is a constant number and 'connected' means that there exists a hydrogen bond between pj and p h or pj and Pi are next to each other on the main strand. The particles are connected in these two cases. These two kinds of connections are treated equivalently and the same force calculation is used for these connections. The repulsive force on a particle p t caused by a particle Pj is defined as follows:
f'J -.
where C rep is a constant number. In an N-particle system, the force exerted on a particle p, caused by the remaining N-\ particles is calculated as follows:
According to the above force, the positions of the particles are determined. Let p,_, be the position of the /th particle at time /. Then the updated position at time t + At is calculated as follows:
where m is the mass of a single particle. All the particles
(a) (b)
have the same mass. Note that being different from real force in physics, our 'force' is only an artificial one which has the dimension of product of mass and velocity to avoid oscillating of particles. For each particle, the force exerted on it is calculated and its position is updated. This updating of the position is repeated until the system of particles is 'converged.' The reason why Eq. (4) is used instead of an integrated form of Newton's second law of motion is to reduce the number of the time steps which is required until the system of particles converges. Once the repulsive force and the attractive force which exert on two particle are cancelled each other, the two particles remain at the position where the forces are cancelled since/ in Eq. (4) is 0. On the other hand, if we employ Newton's second law the particles continue oscillating and it takes additional computing until the particles converge. In a naive method, however, the repulsive force on a single particle in the N-particle system is calculated through the interactions among all the AM particles except itself. Therefore, time complexity of O(N 2 ) is required to compute the repulsive force on all the N particles. The attractive force on a particle is calculated through interactions with at most three particles. This means time complexity of computation of the attractive force on a single particle is 0 (1) The repulsive force on the particle po is calculated as the summation of the repulsive forces caused by the 'virtual particle' V| and the particle p 5 . Here the virtual particle v, is placed at the center of gravity of the particles (p x to p 4 ). When the condition r/c/ < 6 holds the particles in the grey area are put together as the virtual particle v,. (c) The space which contains the particles is divided recursively until a single rectangle (subspace) contains at most one particle. When a space has more than two particles, it is divided into four spaces. Beginning with a single space that holds all the particle, the above operations are iterated. Fig. 4 . The space which is divided as shown Fig. 3c is represented with the tree. Each virtual particle holds the center of gravity of the particles which are lumped and the summation of the mass of those particles. The grey area corresponds to the grey areas in Fig. 3. developed. In our program, an approximation method is employed.
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Approximation algorithm
As mentioned in the previous section, an appropriate approximation algorithm is required. In fact, the approximation algorithm which was developed by Barnes and Hut (1986, 1989 ) is adopted in our program. This approximation algorithm realizes time complexity of O(N\ogN). The main idea of this approximation algorithm is that a set of particles which are 'sufficiently remote' from a particle is viewed as a single 'virtual particle' that is placed at the center of gravity of the particles. Here the mass of the virtual particle is the summation of those of the particles.
Suppose the situation where we calculate the force exerted on a particle p caused by the particles which are contained in a rectangle. Let d be the distance between the particle p and the center of gravity of particles in the rectangle, and r be the diameter of the rectangle. When the condition rid < 6 (8 is some fixed number) holds, the particles in the rectangle whose diameter is r are approximated by the virtual particle. When this condition holds, the particles are considered 'sufficiently remote'. In Figure 3a , for example, the repulsive force on the particle p 0 is calculated as the summation of repulsive forces which are caused by five particles (p\ to p 5 ). These repulsive forces on p 0 are calculated with the approximation algorithm as shown in Figure 3b . Here V] and v 2 are virtual particles. The virtual particle v 2 is placed at the center of gravity of p x and p 2 -The virtual particle vi is placed at the center of gravity of v 2 , p 3 , and p 4 . Here let d be the distance between p 0 and v, and r be the diameter of the left upper rectangle (the grey area) as shown in Figure  3b .
If we suppose the above condition holds, the particles contained in the grey rectangle (p\ to p$) are put together as the virtual particle V]. This approximation reduces the number of the interactions between particles in the calculation of repulsive force. In the example of Figure  3b , the number of interactions in computing the repulsive force on p 0 is reduced to two, while the number of interactions is five without the approximation. More detailed discussion about time complexity of this algorithm appears in the original paper (Barnes et al., 1986) .
The space which contains the particles is divided and kept as a tree to realize this approximation efficiently (Barnes et al., 1986; Warren et al., 1993) . The space in Figure 3a is divided as shown in Figure 3c and represented with the tree as shown in Figure 4 . The virtual particle v 0 in Figure 4 represents all the particles in the space. Two arrows (A) and (B) indicate data access to particles on remote PEs (processor elements) of parallel computer, which will be explained later. Figure 5 shows the process of position updating of particles and the corresponding space divisions. The divided spaces are represented using tree structures as Figure 4 , actually. Beginning with the initial position on a circumference, each particle updates its position according to the force thus calculated.
Parallelization
The approximation algorithm developed by Barnes and Hut has two phases: the tree construction phase and the position updating phase. In this section parallelization of these two phases is discussed.
Tree construction phase. The division of the space is realized with construction of the tree. The division of the space is done by adding particles to the tree one by one. We begin with a tree consisting of only the root node which corresponds to the virtual particle representing the whole particles (i.e. v 0 appears in Fig. 4) . When a particle is added to this tree, the root node adds this particle to the subspace according to the position of the particle. When each subspace receives more than two particles, it is divided into four subspaces and a single virtual particle are generated (e.g. v, and v 2 in Fig. 4) and the above procedures are iterated recursively. Since nodes of this tree are generated on the PEs of a parallel computer in a distributed manner, a node can access the children on different PEs, concurrently. In Figure 4 , for example, if the nodes of the tree which correspond to particles po, Ps, and V| are generated on different PEs, the node corresponds to the particle v 0 can access these three nodes concurrently. This means that once particle v 0 delegates particle adding to a child, it can accept another particle before the former one completes.
Position updating phase.
Once the tree is generated, updating of all the particles can be done independently each other (i.e. concurrently). In this phase, the tree is accessed while force is calculated. Access to the tree can be parallelized since the nodes of the tree is generated over the PEs in a distributed manner.
Implementation
Our program is written in a parallel object-oriented language 'Schematic' The outline of our program is explained as below. A single 'worker object' is generated on each PE of a parallel computer. A particle is represented as a 'particle object' and worker objects share these particle objects. Each worker object holds its own particle objects in its own list. When a particle object receives a message that invokes the method which updates its own position, this particle object acts according to the definition of the method. Worker objects invoke this method of the particle objects in their own list. In this method, the divided space is used while the force on the particle is calculated. The divided space is represented as a 'space object.' The definition of a space object is written in a piece of a pseudo-program of Schematic as in Figure 6 (only the essence of position updating of a particle is shown). A space object has four instance variables. The velocity of a particle is calculated with the method CalcVelocity. Note that 'velocity' means a vector f/m where/is the force which exerts on a particle and m is the mass of a particle, as explained in the previous section.
Each worker object has a cache which is realized by a 'cache object' which keeps the values obtained by remote accesses to data on the other PEs. This cache reduces the overhead caused by delay of remote communications. For example, suppose that p 0 and p 5 are generated on PEO and all the other particles are generated on PE1 (cf. Fig. 4) . Here, the grey area is approximated by the virtual particle V! (Fig. 3b) when the calculation of force on p 0 and a remote access from p 0 to vj on PE1 (A in Fig. 4) are carried out. The information about Vi which is brought from PE1 is held in the cache object on PEO after this remote access. Next, when the same approximation is available during the calculation of force on p 5 , the information about V! in (deflne-class space subspaces mass center-of-gravity area) (define-method space (Calc-Velocity particle) (case ((No-Particle? subspaces) '(0.0 0.0)) ((One-Particle? subspaces) (Get-Velocity mass center-of-gravity particle)) ((Multiple-Particle? subspaces) (if (Remote-Enough? particle center-of-gravity area (Get-Velocity mass center-of-gravity particle) (-(-(dolist (subspace subspaces) (Calc-Velocity subspace particle))))))) Fig. 6 . The definition of the space class and its method Calc-Velocity. A class is denned with 'define-class' and a method is defined using 'definemethod.' 'Dolist' is a syntax appears in COMMON LISP. In 'dolist' the operations on the elements of a list can be parallelized with 'future.' The space class has four instance variables: subspaces, mass, center-of-gravity and area. These instance variables represent the subspaces, the summation of mass of particles, the center of gravity of particles, and the area of the space object respectively. The method Calc-Velocity receives a particle object as a single argument when it is invoiced. The velocity exerted on the particle object, which appears as a method argument, is calculated when this method is invoked. The calculation is divided into three cases according to the state of the subspaces of the space object.
'converge' the local cache is used instead. The same remote access to >' i (B in Fig. 4) is not made again.
Discussion
One of secondary structures of cadang-cadang coconut viroid which is obtained by the prediction program (Nakaya et al., 1995a ,b, Nakaya, 1996 is used as data for visualization. The sequence of pictures (left to right) in Figure 7 shows the position updating process of particles. Beginning with the first one, whose circumference corresponds to the main strand and the chords to the hydrogen bonds, the particles update their positions until the system of the particles converges. Also other results of visualization, e.g. PSTV (359 bases) and 5' terminal of a mutant of a poliovirus (742 bases), have been obtained (not shown). A problem remains in visualization of pseudo-knot structures. Our current program, which uses the positions forming a circle as the initial state, cannot visualize a pseudo-knot structure without overlapping as shown in Figure 8 . This visualization result depends on the initial positions of the particles and different results are expected using another initial positions. Table I shows the relation between the number of PEs used and the computing time required for the visualization of secondary structure of cadang-cadang coconut viroid (246 bases). Each computing time indicated is time spent for constructing a tree and updating the particle positions. Efficiency is improved as the number of PEs increases up to about 20 PEs, but after 20PEs, efficiency declines. The reason is that the overhead of parallelization overwhelms the actual force calculation process due to the fact that each PE has only a few particles in this example. Better efficiency is expected with even a few hundreds PEs when RNAs which consist of much larger number of bases. Apart from the benchmarks of the program, in the area of RNA editing (Cech, 1991) our method presented in this paper is significantly helpful. We have observed that a small change in base sequences greatly influences the number and the shape of secondary structures even if it is a single base (Nakaya, 1996; Nakaya et al., 1996) . We can easily grasp the results using our visualization method. The inputs of our program are a base sequence and hydrogen bonds, and any special data is not required to visualize secondary structures. It can cope with the secondary structures which are obtained through any methods, i.e. a stacking region-based prediction and a hydrogen bond-based prediction. It is true that our method has an overhead for parallelism. However, it is clear that it can show the possibility of concise visualization for RNA secondary structures and contribute to the research area as a useful tool.
