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MOMENT ANALYSIS FOR LOCALIZATION IN RANDOM
SCHRO¨DINGER OPERATORS
MICHAEL AIZENMAN, ALEXANDER ELGART, SERGUEI NABOKO, JEFFREY H.
SCHENKER, AND GUNTER STOLZ
Abstract. We study localization effects of disorder on the spectral and dy-
namical properties of Schro¨dinger operators with random potentials. The new
results include exponentially decaying bounds on the transition amplitude and
related projection kernels, including in the mean. These are derived through
the analysis of fractional moments of the resolvent, which are finite due to the
resonance-diffusing effects of the disorder. The main difficulty which has up
to now prevented an extension of this method to the continuum can be traced
to the lack of a uniform bound on the Lifshitz-Krein spectral shift associated
with the local potential terms. The difficulty is avoided here through the use of
a weak-L1 estimate concerning the boundary-value distribution of resolvents
of maximally dissipative operators, combined with standard tools of relative
compactness theory.
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LOCALIZATION IN RANDOM SCHRO¨DINGER OPERATORS 3
1. Introduction
1.1. Random Schro¨dinger operators. The addition of disorder can have a pro-
found effect on the spectral and dynamical properties of a self adjoint differential
operator. We consider here such phenomena for a class of operators in L2(Rd) of
the form
Hω := H0 + λVω , (1.1)
with the disorder expressed through a random potential Vω. In the prototypical
example H0 is the Schro¨dinger operator
H0 = −∆ + V0(q) (1.2)
with ∆ the Laplacian and V0(q) a bounded periodic background potential. The
random term Vω is given by a sum of local non-negative “bumps”, Uα(q) = U(q−α),
centered at the lattice sites α ∈ I = Zd,
Vω(q) :=
∑
α∈I
ηα;ω Uα(q) , (1.3)
with {ηα}α∈I a collection of independent random variables uniformly distributed
in [0, 1]. It will be assumed that the space Rd is covered by the supports of {Uα(·)}
so that infq
∑
Uα(q) ≥ 1, with the parameter λ ≥ 0 controlling the strength of the
disorder. The subscript ω indicates a point in a probability space (Ω,Prob(dω))
and often will be dropped when it is clear from context we are discussing a random
variable.
More generally, the initial term H0 may incorporate a magnetic field, i.e., take
the form
H0 := DA ·DA + V0(q) (1.4)
whereDA = i∇−A(q) withA(q) the magnetic vector potential, and the periodicity
of V0 and of the bump potentials may be replaced by more relaxed assumptions.
The required technical conditions, A, are listed in Section 1.7.
Our objective is to present tools for the study of the phenomenon known as An-
derson localization [8], which concerns the potentially drastic effect of the disorder
on the dynamical and spectral properties of the perturbed operator. In general
terms, the effect is that in certain energy ranges the absolutely continuous spec-
trum of the unperturbed operator may be modified to consist of a random dense set
of eigenvalues associated with localized eigenfunctions, and scattering solutions of
the time-dependent Schro¨dinger equation may become dynamically localized wave
packets.
A convenient tool is provided by the Green function GE(x, y), which is the
kernel of the resolvent operator (Hω − E − i0)−1. This kernel is well known to
decay exponentially in |x − y| when E is in the resolvent set [20]. The hallmark
of localization is rapid (even exponential) decay of GE(x, y) at energies in the
spectrum, though in this case it occurs with pre-factors which are not uniform
in space and diverge at a dense countable set of eigenvalues. Rapid decay of the
Green function is related to the non-spreading of wave packets supported in the
corresponding energy regimes and various other manifestations of localization whose
physical implications have been extensively studied in regards to the conductive
properties of metals [8, 55, 73, 1, 54] and in particular to the quantum Hall effect
[36, 57, 10, 12, 3].
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1.2. Dynamical localization through Green function moment estimates.
In presenting our results let us start with a statement which shows that dynamical
localization can be deduced from suitable bounds on the moments of the Green
function. This relation shows that moment estimates form a natural and useful
tool. For reasons which will be made apparent later, moments with power s ≥ 1
diverge in regimes of localization, however, we shall see that this problem does not
affect moments in the fractional range s ∈ (0, 1), with which we shall work.
We denote here by H(Λ) the restrictions of H to open sets Λ ⊂ Rd. The default
boundary conditions are Dirichlet, however much of what is said is rather insensitive
to the boundary conditions and can easily be adapted to other choices, including
Neumann, periodic, or quasi-periodic boundary conditions. The latter play a role
in our discussion of the application of density of states bounds (Section 5.3).
Throughout we denote the characteristic function of a set Λ by 1Λ. It is con-
venient to set the distance unit to r—the size of the “bumps” Uα, as described in
assumption A2 below. Thus, for x ∈ Rd we let χx = 1Brx , where Brx is the ball of
radius r centered at x.
Decay rates will be expressed below through a distance function dist(x, y) =
|x − y| for which the choice of the norm on Rd does not affect our analysis. It is
convenient to interpret it as |x| = supj |xj |, in which case “balls”Brx are hypercubes.
We shall also use the domain-adapted distance
distΛ(x, y) = min {|x− y|, dist(x,Λc) + dist(y,Λc)} , (1.5)
for which the boundary of Λ ⊂ Rd is in effect regarded as a single point. As
explained in [6] within the context of discrete operators, the use of the modified
distance enables the analysis to cover also the cases where exponential localization
in the bulk may possibly coincide with the occurrence of extended boundary states
in certain subdomains.
Theorem 1.1. Let H be a random Schro¨dinger operator which satisfies the regu-
larity assumptions A (formulated in Section 1.7). Let Ω be an open subset of Rd,
and Λn an increasing sequence of bounded open subsets of Ω with ∪Λn = Ω. Sup-
pose that for some 0 < s < 1 and an open bounded interval J there are constants
A <∞ and µ > 0 such that∫
J
E
(
‖χx 1
H(Λn) − Eχy‖
s
)
dE ≤ Ae−µdistΛn (x,y) (1.6)
for all n ∈ N, x, y ∈ Λn. Then for every v < 1/(2 − s) there exists Av < ∞ such
that, for all x, y ∈ Ω,
E
(
sup
g: |g|≤1
‖χxg(H(Ω))PJ (H(Ω))χy‖
)
≤ Av e−vµdistΩ(x,y) , (1.7)
where the supremum is taken over all Borel measurable functions g which satisfy
|g| ≤ 1 pointwise and PJ (H(Ω)) is the spectral projection for H(Ω) associated to the
interval J .
The constant Av also depends on s, λ, and E+ = supJ , as can be seen in
the proof, which is in Section 2. In particular, the dependence on E+ = supJ is
polynomial with degree slightly larger than d/2. One can also see from the proof
that the above result holds for s ≥ 1 as well, in which case one can choose v = 1/s.
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However, as explained in Section 1.3 below, for s ≥ 1 the assumption (1.6) will not
be satisfied within the pure point spectrum.
Of special interest are the following three implications of (1.7).
(1) Dynamical localization: With g(H) = e−itH , eq. (1.7) yields for the unitary
evolution operator:
E
(
sup
t
‖χxe−itH(Ω)PJ (H(Ω))χy‖
)
≤ Av e−vµ distΩ(x,y) , (1.8)
which is a strong form of dynamical localization. The result established here
through this criterion is new for continuum models and has not been obtained
with other methods. (The relation with previous results is discussed further in
Section 1.6.)
(2) Spectral localization: For Ω = Rd the bound (1.7) permits one to further con-
clude (using the RAGE theorem as in [35]) that the spectrum of H in J is al-
most surely pure point with exponentially decaying eigen-projections, i.e. for every
ν < µ/(2− s) and E ∈ J ,
‖χxδE(H)χy‖ = O(e−ν|x−y|) , (1.9)
where δE(x) = 1 if E = x and 0 otherwise. An argument provided in [18] shows
that almost surely all eigenvalues of H in J are finitely degenerate. This allows to
deduce exponential decay of eigenfunctions from (1.9). The proofs of these results
are included at the end of Section 2.5. Such spectral localization can also be directly
deduced from (1.6) using the Simon-Wolff criterion [69] as adapted to continuum
operators in [18].
(3) Decay of the Fermi-projection kernel: Another example which plays an im-
portant role in physics applications of the model involves the Fermi projection
P(−∞,EF )(H
(Ω)) for EF ∈ J . Although not necessarily of the form g(H(Ω))PJ (H(Ω))
since the projection range may be larger than the interval J , these operators
nonetheless satisfy
E
(
sup
EF∈J
∥∥∥χxP(−∞,EF )(H(Ω))χy∥∥∥) ≤ A˜e−µ˜ distΩ(x,y) , (1.10)
with constants A˜ <∞ and µ˜ > 0 whenever eq. (1.6) holds. This may be proved by
combining eqs. (1.6, 1.7) and the Helffer-Sjo¨strand formula [38] which is presented
in Appendix A (remark 11), or using the argument of [3] — where the issue is
discussed in the context of lattice operators.
Theorem 1.1 is proven below in Section 2. Beyond that, the bulk of our article
deals with the derivation of finite volume criteria which permit to establish the
condition (1.6) for localization.
1.3. The reason for fractional moments. The criterion (1.6) will be of use to
us only with the fractional exponents s < 1. For s ≥ 1 the integral over E on the
left-hand side of (1.6) will diverge even before the average over the disorder. It is
relevant here to note that in the presence of point spectrum the Lebesgue measure
of the set of energies at which ‖χx 1H(Ω)−Eχx‖ is larger than t exhibits 1/t tails.
For instance, if Ω is an open subset of Rd and H(Ω) has only pure-point spectrum
in J , then for any φ ∈ L2(Ω):∣∣∣∣{E ∈ R : |(φ, χx 1H(Ω) − EPJ (H(Ω))χx φ)| ≥ t
} ∣∣∣∣ = Const.t (1.11)
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with Const. = 2(φ, χx PJ (H
(Ω))χx φ). (To see that, one may use the spectral
representation and the Theorem of Boole [16, 2].) Since:∫
R
|Y (E)|s dE =
∫ ∞
0
|{E : |Y (E)| ≥ t}| d(ts) (1.12)
it follows that the s-moments of the Green function seen in (1.11) diverge for all
s ≥ 1, whenever (φ, χx PJ (H(Ω))χx φ) 6= 0, but are finite for 0 < s < 1.
Thus, an important step for our analysis is to show that the left-hand side of
(1.6) is finite. A highly instructive statement is the following estimate, which is
formulated in a simplified setting.
Proposition 1.1. Let H = −∆ + V , with a bounded potential V . Then, for any
0 < s < 1, and a, b ∈ R, x, y ∈ Rd:∫ b
a
‖χx 1
H − E − i0χy‖
s dE ≤ C(a, b, d, ‖V ‖∞, s) < ∞ , (1.13)
where the upper bound holds uniformly in x, y and depends only on the explicitly
listed quantities.
We will not use Proposition 1.1 in the given form, but rather a related result
discussed in the next subsection below. Still, the following sketch of proof of (1.13)
may serve to introduce the main ideas behind establishing finiteness of fractional
moments:
As is discussed in Section 3.1, weak L1 bounds as in (1.11) do not have a direct
and useful extension to quantities such as the operator norms considered in (1.13).
However the following result, which is valid for any maximally dissipative operator
A and Hilbert-Schmidt operators T1, T2, will serve as a key element:∣∣{E : ∥∥T1(A− E − i0)−1T2∥∥HS > t}∣∣ ≤ Ct ‖T1‖HS ‖T2‖HS , (1.14)
see Section 3.2 and Appendix C. Such a bound implies finiteness of the s < 1 mo-
ments by means of the “layer-cake” representation (1.12) of the integral. However,
first some further work needs to be done since χx and χy are not Hilbert-Schmidt
operators. To this end, write
χx(H − E − i0)−1χy
= χx(−∆+ 1)−1χy + χx(−∆+ 1)−1(E − V + 1)(H − E − i0)−1χy . (1.15)
The first term on the right is trivial for the proof of (1.13). The factor χx(−∆+1)−1
in the second term is Hilbert-Schmidt if d ≤ 3. As E − V + 1 is bounded, the
weak bound (1.14) becomes applicable after a similar argument is used on the
right of the resolvent. If d > 3 one can iterate this construction until eventually
(χx(−∆+ 1)−1)n is Hilbert-Schmidt. This also implicitly justifies the existence of
the boundary value in (1.13), which is known to exist for Lebesgue-a.e. E in the
corresponding expression in (1.14).
1.4. Finite-volume criteria. Our next result deals with finite volume sufficiency
criteria for the localization bounds (1.6). The basic idea is that if in some ball B
the fractional moments from the center to ∂B are “small enough” then the input
criteria of Theorem 1.1 are satisfied.
This will require an initial step in which the techniques mentioned above in the
context of integrals over E are applied also to the averages over disorder parameters
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at fixed energy. By such means we show that the independent variation of a local
parameter can resolve a singularity in ‖χx(H + ηαUα − E)−1χy‖ which may be
present due to the proximity of the given energy E to an eigenvalue whose eigen-
function has significant support near x and/or y. Instrumental for the analysis is
the Birman-Schwinger relation:
U1/2α
1
H + ηαUα − zU
1/2
α =
[
[U1/2α
1
H − zU
1/2
α ]
−1 + ηα
]−1
(1.16)
where [. . . ]−1 is to be interpreted as operator inverse in L2(suppUα).
The Birman-Schwinger relation makes (1.14) applicable for averages over indi-
vidual disorder parameters, which take the role of a “local energy parameter”. This
strategy motivates two of our technical assumptions, the covering condition (1.22)
on the single site potentials Uα, as well as the required absolute continuity of the
distribution of the random parameters ηα. Detailed statements and proofs of these
results are given in Sections 3.3 - 3.4. In the following, these preliminary bounds
serve as worst-case estimates, somewhat reminiscent of the role of Wegner estimates
in multi-scale analysis.
Let r0 be the independence length introduced below next to the assumption
IAD. Also define the boundary layer of a set Λ to be the (open) set
δΛ := {q : r < dist(q,Λc) < 23r}, (1.17)
where the choice of the depth is somewhat arbitrary, but convenient for our argu-
ment.
Theorem 1.2. Let H be a random Schro¨dinger operator which satisfies the as-
sumptions A as well as IAD. For each s ∈ (0, 1/3), λ > 0 and E ∈ R, there exists
M(s, λ, E) <∞, such that if for some L > r0 + 23r,
e−γ := M(s, λ, E)(1 + L)2(d−1) sup
α∈I
lim sup
ε↓0
E
(∥∥∥∥χα 1H(BLα ) − E − iε 1δBLα
∥∥∥∥s)
< 1 , (1.18)
then there exists A(s, λ, E) such that for any open Ω ⊂ Rd and any x, y ∈ Ω
lim sup
ε↓0
E
(∥∥∥∥χx 1H(Ω) − E − iεχy
∥∥∥∥s) ≤ eγA(s, λ, E) e−γ distΩ(x,y)/2L . (1.19)
Here, the constants M(s, λ, E), A(s, λ, E) can be chosen polynomially bounded:
in E, in 1/λ as λ → 0, and in λ as λ → ∞; if H satisfies also A3′ then they
can be chosen uniformly bounded in λ > 1. Furthermore, for any bounded region Ω
eq. (1.19) holds also with ε = 0.
The above result serves as a finite-volume criterion for localization. Eq. (1.19)
reflects the fact that the scale L at which (1.18) is verified indeed determines the
localization length. The locally uniform E-bound of the constant in (1.19) allows
one to deduce integral bounds as required in (1.6) of Theorem 1.1. Theorem 1.2
is proven in Section 4 with methods similar to those developed in [6] in the proof
of a corresponding result for lattice operators. This uses what is frequently called
the geometric resolvent identity (Lemma 4.2) as well as decoupling and re-sampling
arguments to factorize expectations.
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1.5. Applications. In Section 5 we show how the general framework provided
here can be used to prove localization in specific disorder regimes. This includes
the familiar large disorder (Theorem 5.2) and band edge or Lifshitz tail regimes.
For the latter we provide two results, one based on smallness of the finite volume
density of states (Theorem 5.3) and another — less traditional — result using
smallness of the infinite volume density of states (Theorem 5.4). We also show in
Theorem 5.1 that the “output” of a multi-scale analysis can be used to provide
the “input” for Theorem 1.2, thus proving that the stronger results found by our
methods hold throughout the multi-scale analysis regime. A useful technical result
(Lemma 5.1) is a continuity property of fractional resolvent moments. It shows
that in applications it suffices to check the bound (1.18) at a single energy.
This observation also leads to a proof of the following complementary criterion
which rounds off our discussion.
Theorem 1.3. Let H be a random Schro¨dinger operator which satisfies A and
IAD. Suppose that for some A <∞, µ > 0 and E ∈ R
lim sup
ε↓0
E
(
‖χα 1
H − E − iεχβ‖
s
)
≤ Ae−µ|α−β| (1.20)
for all α, β ∈ I. Then, for sufficiently large L, eq. (1.18) is satisfied uniformly for
all E′ in an open neighborhood of E.
Combined with Theorems 1.1 and 1.2 this shows that exponential decay of the
Green function as in eq. (1.20) provides a necessary and sufficient condition for
eq. (1.19), and thus eq. (1.7), to hold in a neighborhood of an energy E. Thus, in
principle the entire regime of localization in the sense of eq. (1.19) may be mapped
out using the criterion provided by Theorem 1.2.
The applications of Section 5 are important to tie our general method with
concrete examples. But we stress that these examples are somewhat secondary to
the main goal of this work, which is the outline of a general framework for studying
localization properties consisting of the three interrelated Theorems 1.1, 1.2, and
1.3 and based on the preliminary bounds obtained in Section 3.
As such, we do not attempt to give an exhaustive list of applications here, but
rather try to illustrate how known methods may be combined with the arguments
developed in this paper. Further developments based on the new techniques will be
left to future work. For example, the work [17] will use a variant of the techniques
used here to study continuum random surface models.
1.6. Relation with past works. Mathematical analysis of localization for ran-
dom operators has been a very active field. The continuum operators have analogs
in the discrete setting, obtained by replacing (1.1) with analogous operators on the
ℓ2 space of a graph such as Zd; i.e., replacing the differential operator DA ·DA
by a “hopping matrix” and the potential Vω(q) by a multiplication operator with
{Vω(x)}x∈Zd iid random variables. Localization phenomena are rather similar in
the two setups, in broad terms, but the discrete case is simplified by the fact that
the random coefficients affect terms of finite rank, often just rank-1 or rank-2. Nat-
urally, various analytical arguments were initially developed in that setup, although
this was not true for the analysis in one dimension which provided the first rigorous
results, initiated in [34], and where special tools are available.
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The existing results on localization in the continuum of dimension larger than
one have been based on the multiscale analysis, first obtained for discrete operators
[30, 25, 29, 69, 74] and then extended to the continuum [50, 18, 32]. We do not
attempt to give an exhaustive survey of the related literature. The reader is referred
to the recent book of P. Stollmann [71] for a review of the history of the subject
and a gentle introduction to the multi-scale analysis—which is not used here. Our
work presents a continuum version of the fractional-moment method which was
developed for discrete systems in [4, 2, 3, 6]. The fractional-moment method was
applied already to certain continuum models in which some crucial features from the
discrete case persist, in particular the single site perturbations are rank one [39, 27].
It seems appropriate to make a brief comparison of the two approaches which
have been developed to handle multidimensional localization, the multi-scale anal-
ysis (MSA) and the fractional moment method (FMM). Both have now been found
to apply to discrete as well as continuum models. They lead to similar results:
spectral and dynamical localization, though expressed through somewhat different
estimates, and apply to essentially the same disorder and energy regimes.
Two significant differences lie in: i) the iterative schemes which are used in the
two methods for the derivation of results for the infinite volume from finite volume
characteristics of localization, and ii) the tools used to express localization. MSA
uses a KAM-type strategy through an infinite collection of scales, whereas FMM
is a single scale method - that of the localization length. In MSA, the quantity to
be controlled is the probability of rare events, whereby the random configuration
locally manifests traits which may inhibit localization. In FMM the localization
is expressed through rapid decay of the Green function’s suitable (fractional) mo-
ments.
While MSA is a multiscale method, in FMM once a scale is reached at which the
finite volume localization criterion is met, all spatial correlators are shown to decay
exponentially on that length scale, including in the mean, i.e., error estimates are
also exponentially small. The technical parts of the proof become more involved
in the continuum, as is also true for other methods, but the basic mechanism of
working with just one scale remains. A particular consequence of this is that FMM
yields exponential decay of the Green function fractional moments in (1.19) and,
subsequently, also in the dynamical localization bound (1.7). This is a bit better
than the best result of this kind obtained through MSA, which is a bound of the
form Cζ exp(−|x − y|ζ) for any ζ < 1, see [33]. The limiting factor there is the
estimate for the probability of a-typical configurations, for which the multiscale
scheme yields a fast, yet suboptimal decay rate.
Possible directions for the extension of the analysis presented here, which does
not cover all the results which were derived using MSA, include: removal of the
condition that the random potential bumps fully cover the space, which is required
in (1.22) (this will be addressed in [17]), and the relaxation of the regularity of the
distribution of the random parameters ηα. The case which may be well beyond the
reach of the averaging methods used here, even under some natural improvements,
is that of ηα having the discrete “Bernoulli” distribution.
1.7. Assumptions. Following are the regularity conditions required for our re-
sults. The condition A refers to the collection A1-A3.
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A1 The components of the vector potential A, its first derivatives ∂iA for
i = 1, ..., d, and Vo,+ (the positive part of V0) are locally bounded on R
d.
The negative part Vo,− of V0 is bounded.
A2 Each function Uα is bounded, non-negative, supported in a ball of radius
r around α for fixed r > 0 and some α ∈ I, with I a discrete set of points
in Rd. The number of points α falling within any unit cube is uniformly
bounded by some N <∞, and the function
F (q) :=
∑
α∈I
Uα(q) (1.21)
satisfies uniform bounds
1 ≤ inf
q
F (q) ≤ sup
q
F (q) =: b+ < ∞ . (1.22)
Moreover, |∂(suppUα)| = 0.
A3 The random variables ηα, α ∈ I take values in [0, 1] and the conditional
distribution of ηα at specified values of {ηζ}ζ 6=α has a density, denoted
ρα(η |ω), which is uniformly bounded:
D := sup
α
‖ρα(·|·)‖∞ < ∞ (1.23)
where ‖·‖∞ indicates the essential supremum over η and ω.
Assumption A is sufficiently general to cover many important examples, such as
the two-dimensional Landau hamiltonian with random potential, whereA(q1, q2) =
1
2 (−Bq2, Bq1). For both A and V0 one could allow suitable, dimension-dependent,
Lp-type singularities, but we prefer to avoid the additional technicalities which are
caused by this.
A key requirement for Theorem 1.2 is “independence at a distance,” namely the
random functions obtained by restricting Vω to well separated regions are pairwise
independent.
IAD: There exists r0 > 0 such that if Λ,Λ′ ⊂ Rd with dist(Λ,Λ′) > r0 then the
collections of random variables ηΛ := {ηζ : ζ ∈ Λ ∩ I} and ηΛ′ := {ηζ : ζ ∈
Λ′ ∩ I} are independent , i.e.,
E (f(ηΛ)g(ηΛ′ )) = E (f(ηΛ))E (g(ηΛ′)) , (1.24)
for arbitrary bounded measurable functions f, g on RΛ∩I and RΛ
′∩I , re-
spectively. Without loss of generality we assume that r0 ≥ 2r.
We note that this assumption is not required for the proof of the boundedness of
the fractional moments in Section 3 and also not for the derivation of localization
from the Green function decay (Theorem 1.1).
The restriction of ηα to range over [0, 1] is not essential; through the adjustment
of the background potential and the disorder parameter that range can be replaced
by any other bounded interval. However, the normalization becomes relevant when
one considers the strong disorder regime.
Some of the bounds derived below—c.f., Lemmas 3.3 and 3.4—exhibit coeffi-
cients which grow with increasing λ. For applications of these bounds to the “large
disorder regime” (λ >> 1) it is useful to break the coupling ληα into a sum of
variables η1;λ + η2;λ such that η1;λ is of order one and obeys A3. This could be
accomplished in a number of ways—e.g., let η1;λ be the fractional part of ληα.
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However, without an additional assumption these decompositions might become
more and more singular as λ increases. Following is a useful notion.
Definition 1.1. A real valued random variable X , with an absolutely continuous
probability measure of density ρ(·) on R, is blow-up regular if there exist two se-
quences of real valued random variables, {X(n) : n ≥ 1} and {Y (n) : n ≥ 1} such
that
(1) X(n) takes values in [0, 1].
(2) For each n ≥ 1,
nX = Y (n) + X(n) . (1.25)
(3) The conditional distribution of X(n), at a specified value Y (n) = y, has a
bounded density, ρn(·|y), and
D ≡ sup
n≥1;x,y∈R
|ρn(x|y)| < ∞ . (1.26)
The blow-up norm of the probability density ρ, denoted Dρ, is the infimum of the
above quantity D taken over all sequences
{
X(n), Y (n) : n ≥ 1} satisfying (1) and
(2).
The following assumption, in lieu of A3, allows better bounds for the strong
disorder regime.
A3′ The random variables ηα, α ∈ I take values in [0, 1], and for each α the
conditional distribution of ηα at specified values of {ηζ}ζ 6=α is blow-up
regular, with the blow-up norms bounded by a common D <∞.
The above condition is satisfied for independent uniform in [0, 1] random vari-
ables, and also for i.i.d. variables with a common density ρ provided ln ρ is Lipshitz-
continuous in [0, 1] (see Appendix A).
1.8. Outline of contents. The contents of Sections 2, 3, 4 and 5 were discussed in
Sections 1.2, 1.3, 1.4 and 1.5, in that order. Thus we focus here on briefly describing
the contents of the four Appendices of this paper:
The assumptions and results outlined above deserve a number of more technical
comments. In order to keep the introduction relatively free of technicalities, further
discussion of these is postponed to Appendix A.
Appendix B contains a short description of the Birman-Schwinger relation, which
is used throughout this work.
The weak L1 bound (1.14), central to the extension of the fractional moment
method to the continuum, has not been used previously in the literature on random
operators. We thus present a self-contained proof based on properties of the vector-
valued Hilbert transform in Appendix C. Much of the main argument is taken from
[56].
In Appendix D we show how the methods of Section 3 can be used to derive a
bound for the disorder averaged spectral shift which is locally uniform in energy.
As discussed in Section 3.1, such bounds do not hold without averaging over the
disorder. We do not use this result in our main argument, however it may be of
independent interest.
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2. From resolvent bounds to eigenfunction correlators and
dynamical localization
In this section we prove Theorem 1.1. For discrete models such results were
derived in refs. [2, 6] employing the observation that the eigenfunctions of the
operator H play the role of Green functions for a re-sampled operator Hˆ , at other
values of the coupling variables. Key in that analysis were properties of rank
one perturbations. Use was also made of a very convenient interpolation argument
which permits to extract bounds on the off-diagonal matrix elements of the spectral
projections of H from fractional moment bounds on the Green function of Hˆ .
We find that the approach of refs. [2, 6] can also be applied to continuum oper-
ators, with the arguments which were based on rank one perturbation replaced, or
generalized, by considerations of the Birman-Schwinger operator.
2.1. Correlators—eigenfunction and other. In the discussion of dynamical
localization for discrete random operators in ref. [6], estimates were developed for
the spectral measures µx,y which are defined through the Riesz theorem by∫
f(E)µx,y(dE) = 〈x|f(H)|y〉 , f ∈ C0(R) (2.1)
Exponential decay (in |x − y|) of the total variation of these measures provided a
strong description of dynamical localization. For analogous bounds in the present
context, it is convenient to work with the “operator valued measures,”
f 7→ χxf(H(Ω))χy f ∈ Cc(R) . (2.2)
We introduce also the “total variation” of these measures,
YΩ(J ;x, y) := sup
f∈Cc(J )
‖f‖
∞
≤1
∥∥∥χxf(H(Ω))χy∥∥∥ , (2.3)
defined for bounded open intervals J where Cc(J ) denotes the continuous functions
compactly supported inside J .
For a finite region Λ and fixed α ∈ I, we use the Birman-Schwinger relation of
Appendix B to study the dependence of H(Λ) on the single random parameter ηα,
keeping {ηβ}β 6=α fixed. We express Hηα ≡ H(Λ) in terms of a re-sampled reference
operator Hηˆα as
Hηα = Hηˆα − λ(ηˆα − ηα)Uα, (2.4)
where we will take the re-sampled variable ηˆα to have the same conditional distri-
bution as ηα. The family Hηα has the form of the one-parameter family eq. (B.5)
of Appendix B, with H0 = Hηˆα , V = Uα and ξ = λ(ηˆα − ηα).
For 0 ≤ v ≤ 2 we define the fractional “eigenfunction correlators” as
Qv(J ;x, α) =
∑
n:En∈J
〈χxψn, ψn〉v/2 〈Uαψn, ψn〉1−v/2 , (2.5)
where n labels the eigenvalues En = En(ξ) and the corresponding orthonormal
eigenfunctions ψn = ψn(ξ) of Hηα , choosing the labeling so that these are holomor-
phic in ξ, as in Appendix B.
For v = 1 the eigenfunction correlators provide bounds for YΛ(J ;x, y): If f ∈
Cc(J ), then f(H(Λ)) =
∑
n:En∈J
f(En)Pψn , where Pψn is the orthogonal projector
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onto ψn. Thus, by the “covering condition” (1.22),
YΛ(J ;x, y) ≤
∑
α∈I
|y−α|≤2r
sup
f∈Cc(J )
|f |≤1
∥∥∥χxf(H(Λ))U1/2α ∥∥∥
≤
∑
α∈I
|y−α|≤2r
∑
n:En∈J
∥∥∥χxPψnU1/2α ∥∥∥
=
∑
α∈I
|y−α|≤2r
Q1(J ;x, α) .
(2.6)
Here it was used that
∥∥∥χxPψnU1/2α ∥∥∥ = ‖χxψn‖ ∥∥∥U1/2α ψn∥∥∥.
For all 0 < v < 2 the quantity Qv(J ;x, α) reflects the overlap between the
eigenfunctions at x and α. That, however, is not the case at the end-points v = 0, 2
for which the corresponding values of Qv depend only on the density of states:
Q0(J ;x, α) = TrUα PJ (H(Λ))
Q2(J ;x, α) = Trχx PJ (H(Λ)) (2.7)
with PJ (H
(Λ)) the spectral projection operator. For the Schro¨dinger operators
considered here, both Q0(J ;x, α) and Q2(J ;x, α) are of order one, for a finite
interval J , in the sense that they are finite and do not decay for increasing dist(x, α).
In particular, if J ⊂ (−∞, E) and p > d/2 we have
Q2(J ;x, α) ≤ TrχxP≤E(H(Λ))
≤ (|E − E0|+ 1)pTrχx(H(Λ) + E0 + 1)−p
≤ C(|E − E0|+ 1)p ,
(2.8)
where here and in the following we set E0 = inf σ(H0). This bound is deterministic,
and thus holds also for E(Q2(J ;x, α)).
Lemma 2.1. Qv(J ;x, α) is log convex in v, and for any v ∈ (0, 1):
E (Q1(J )) ≤ E (Qv(J ))1/(2−v) E (Q2(J ))(1−v)/(2−v) . (2.9)
at any value of the (omitted) argument (x, α) of Qv.
Proof. The log convexity of Qv in v is a standard observation for a function of
the form F (v) =
∑
nAnB
v
n. In particular, for v < 1 < 2, writing 1 as a convex
combination of the other values: 1 = av+(1−a)2, one gets via the Ho¨lder inequality:
F (1) ≤ F (v)a F (2)1−a (with a = 1/(2− v)). In the present context that yields
Q1(J ) ≤ Qv(J )1/(2−v) Q2(J )(1−v)/(2−v) . (2.10)
One more application of the Ho¨lder inequality, this time to the average over the
randomness (E(·)), yields eq. (2.9). 
2.2. Eigenfunction correlators and resolvent moments. Here we will relate
the Qv to fractional resolvent moments by applying the results of Lemma B.2 to
the family eq. (2.4). By eq. (B.6) and eq. (B.7) we have
d
dξ
En = −〈Uαψn, ψn〉 (2.11)
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and for Γn(E), the inverse function of En,
d
dE
Γn(E) = − 1〈Uαψn(Γn(E)), ψn(Γn(E))〉 . (2.12)
For E 6∈ σ(Hηα) define Kηα,E := U1/2α (Hηα − E)−1U1/2α . If E 6∈ σ(Hηˆα) then,
by Lemma B.2, {Γn(E)} are the repeated eigenvalues and φn(E) := U1/2α ψn(Γn(E))
corresponding complete (non-normalized) eigenvectors for the unbounded self-adjoint
operator K−1ηˆα,E . With this notation we have
Theorem 2.1. If ηα 6= ηˆα and σ(Hηα ) ∩ σ(Hηˆα ) ∩ J = ∅, then the eigenfunction
correlator Qv(J ;x, α) for H(Λ) admits the following representation:
Qv(J ;x, α) =
∑
n
∫
J
dE δ(Γn(E) + λ(ηα − ηˆα)) |Γn(E)|v
×
∥∥∥χx (Hηˆα − E)−1 U1/2α φn(E)∥∥∥v / ‖φn(E)‖v . (2.13)
Furthermore, for any E and a < b such that E is not an eigenvalue of Ha or Hb,∫ b
a
dηα
∑
n
δ(Γn(E) +λ(ηα − ηˆα)) = [TrP≤E(Ha) − TrP≤E(Hb)] / λ . (2.14)
Remark: Using Lemma B.2 it is easy to see that the condition σ(Hηα )∩σ(Hηˆα )∩J =
∅ holds for Lebesgue almost every ηα.
Proof. As Γn(E) = E
−1
n (E) we have for arbitrary ηα that E ∈ σ(Hηα) if and only
if Γn(E) = ξ = λ(ηˆα−ηα) for some n. Thus one may express sums over eigenvalues
as integrals with suitably weighted δ-functions:∑
n:En∈J
. . . =
∫
J
dE
∑
n
δ (Γn(E) + λ∆ηα)
∣∣∣∣ ddEΓn(E)
∣∣∣∣ . . . , (2.15)
where ∆ηα = ηα − ηˆα. In particular, eq. (2.12) implies that
Q0(J ;x, α) =
∑
n:En∈J
〈Uαψn(Γn(E)), ψn(Γn(E))〉
=
∫
J
dE
∑
n
δ (Γn(E) + λ∆ηα) ,
(2.16)
and for other values of v:
Qv(J ;x, α) =
∑
n:En∈J
〈Uαψn, ψn〉
( 〈χxψn, ψn〉
〈Uαψn, ψn〉
)v/2
=
∫
J
dE
∑
n
δ (Γn(E) + λ∆ηα)
〈χxψn, ψn〉v/2
‖φn(E)‖v .
(2.17)
For Γn(E) = −λ∆ηα = ξ, i.e. E = En(ξ), it follows that
ψn(ξ) = ξ(Hηˆα − E)−1U1/2α φn(E) , (2.18)
since K−1ηˆα φn(E) = Γn(E)U
1/2
α ψn(ξ) . Thus eq. (2.13) follows from eq. (2.17).
For fixed E, the left-hand side of eq. (2.14), up to a factor 1/λ, counts the number
of n for which Γn(E) = λ(ηˆα − ηα) has a solution with a < ηα < b. This number is
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exactly the decrease in the number of eigenvalues of Hηα below E as ηα is moved
from a to b. That yields eq. (2.14). 
2.3. Spectral shift bounds. In applying the interpolation argument seen in Lem-
ma 2.1, we shall need bounds on the spectral shift function, defined by
Sα,λ(H
(Λ);E) := Tr
[
P≤E(H
(Λ)
ηα=0
)− P≤E(H(Λ)ηα=1)
]
, (2.19)
and expressing how many energy levels are pushed over E when the value of the pa-
rameter ηα is increased by 1. Note that Sα,λ(H
(Λ);E) is non-negative and bounded
(since |Λ| <∞):
0 ≤ Sα,λ(H(Λ);E) ≤ TrP≤E(H(Λ)ηα=0) ≤ Cp (1 + |E − E0|)p|Λ| , (2.20)
for any p > d/2.
In the discrete setup, where the role of Uα is taken by a rank-one operator, the
shift is at most 1. For continuum operators there is no such uniform bound inde-
pendent of the volume (see ref. [44]), however Sα,λ(H
(Λ);E) has locally bounded
Lp norms as a function of the energy E, as was shown in ref. [19].
Lemma 2.2 (Lp boundedness of the spectral shift). Let 1 ≤ p < ∞ and n ∈ N
such that n > dp/2. Then there exists a constant Cp,λ,n <∞ such that∫ E+
−∞
Sα,λ(H
(Λ);E)pdE ≤ Cp,λ,n(1 + |E+ − E0|)n+1 (2.21)
uniformly in the domain Λ as well as in the choice of α and the random parameters
ηβ (β 6= α).
2.4. From fractional moment bounds to localization. We shall now put to-
gether the elements introduced in the previous sections and prove that rapid decay
of the resolvent moments implies localization in its various manifestations.
Theorem 2.2. Let Hω be a random Schro¨dinger operator which satisfies A. Let
0 < s ≤ 1 and J ⊂ (−∞, E+] be a bounded open interval. Suppose that for some
C <∞, µ > 0 and a bounded region Λ,
E
(∫
J
dE
∥∥∥∥χx 1H(Λ) − E χy
∥∥∥∥s) ≤ Ce−µ distΛ(x,y) , (2.22)
for all x, y ∈ Λ. Then, for any v < 1/(2 − s), there exists a volume independent
constant Cs,v(E+, λ) <∞ such that
E
(
sup
f∈Cc(J ): |f |≤1
∥∥∥χx f(H(Λ))χy∥∥∥
)
≤ Cs,v(E+, λ) e−vµ distΛ(x,y) , (2.23)
for all x, y ∈ Λ.
Remark: The operators H(Λ) have finite spectrum in J . Thus, in eq. (2.23)
one could equivalently take the supremum over all functions on J as long as they
pointwise satisfy |f | ≤ 1. The only reason for stating eq. (2.23) in terms of functions
in Cc(J ) is to prepare for a limiting argument in the proof of Thm 1.1.
Proof. Assume that for some open interval J the fractional moment bound eq. (2.22)
holds. By eq. (2.6), to prove Theorem 2.2 it suffices to establish a related bound on
E(Q1(J ;x, α)) for α ∈ I with dist(α, y) ≤ 2r. This in turn is controlled through
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Lemma 2.1 by an interpolating product of E(Q2(J ;x, α)) and E(Qv(J ;x, α)), with
v < 1. Leaving room for one more interpolation, we choose v < s.
To estimate E(Qv(J ;x, α)), we start from the representation eq. (2.13) and
average first over ηα at specified values of ηζ for ζ 6= α. For almost every choice
of ηζ (ζ 6= α), E is neither an eigenvalue of H(Λ)ηα=0 nor of H
(Λ)
ηα=1
. Also, for fixed
ηˆα and almost every ηα we have σ(H
(Λ)
ηα ) ∩ σ(H(Λ)ηˆα ) ∩ J = ∅. Thus we can apply
eq. (2.13) and eq. (2.14) to conclude
E(Qv(J ;x, α))
≤ 2vλv−1D E
(∫
J
dE Sα,λ(H
(Λ);E) ‖χx(H(Λ) − E)−1U1/2α ‖v
)
. (2.24)
Here we have used A3, the bound |Γn(E)| ≤ 2λ (imposed by the δ functions in
eq. (2.13)), and we chose the re-sampled variable ηˆα to have the same conditional
distribution as ηα.
Using Ho¨lder’s inequality we can further estimate the right hand side of eq. (2.24)
to get
E(Qv(J ;x, α)) ≤ 2vλv−1D
(
E
∫
J
dE Sα,λ(H
(Λ);E)
s
s−v
) s−v
s
×
(
E
∫
J
dE ‖χx(H(Λ) − E)−1U1/2α ‖s
)v/s
≤ Cs,v,λ,n(1 + |E+ − E0|)(n+1)(s−v)/se−µv distΛ(x,α)/s
(2.25)
for any integer n > sd2(s−v) . In the final estimate we have used the spectral shift
bound from Lemma 2.2 and the assumption eq. (2.22).
Collecting all our bounds as well as the uniform bound for E(Q2(J ;x, α)) pro-
vided by eq. (2.8), we arrive at
E(YΛ(J ;x, y)) ≤ Cv,s(E+, λ)e−
µv distΛ(x,α)
s(2−v) . (2.26)
After reorganizing the exponent this yields eq. (2.23). 
2.5. Infinite volumes—proof of Theorem 1.1. The eigenfunction correlator
methods used above are most easily implemented for the finite volume operators
H(Λ). However, it is important to note that the bounds obtained in this way do not
depend on the size of the volume Λ (except for the presence of the modified distance
distΛ(x, α), which for fixed x, α is equal to the usual distance |x−α| for sufficiently
large Λ). In this section we take the infinite volume limit, proving Theorem 1.1
and deduce the results on spectral localization, as discussed in Section 1.2. The
fundamental analytic tools are 1) strong resolvent convergence and 2) the RAGE
theorem. The infinite region Ω being fixed throughout this section, we write H =
H(Ω).
Proof of Theorem 1.1: For g ∈ Cc(J ), g(H(Λn)) converges strongly to g(H) since
H(Λn) converges to H in the strong resolvent sense. Thus
‖χxg(H)χy‖ ≤ lim inf
n→∞
‖χxg(H(Λn))χy‖ . (2.27)
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Taking suprema and applying Fatou’s lemma yields
E
(
sup
g: |g|≤1
‖χxg(H)PJ (H)χy‖
)
≤ lim inf
n→∞
E
(
sup
f∈Cc(J ): |f |≤1
‖χxf(H(Λn))χy‖
)
.
(2.28)
The supremum on the left-hand side is initially only taken over g ∈ Cc(J ),
but can be extended to all Borel functions g without changing its value. To see
this, let Tg := χxg(H)PJ (H)χy for a fixed Borel function g with |g| ≤ 1. For an
orthonormal basis (φk), k = 1, 2, . . ., set PN =
∑N
k=1〈·, φk〉φk. As Tg is compact
we have
lim
N→∞
‖TgPN − Tg‖ = 0 . (2.29)
The spectral measures dµk(λ) = d ‖E(λ)χyφk‖2 associated with H are Borel
measures on R and thus regular (e.g. [61]). Thus it follows from elementary con-
siderations that there exist gn ∈ Cc(J ) with |gn| ≤ 1 and
∫
J |gn − g|2 dµk → 0 as
n→∞ simultaneously for k = 1, . . . , N . We have
‖TgnPN − TgPN‖ ≤
N∑
k=1
‖(gn(H)− g(H))PJ (H)χyφk‖ . (2.30)
By the above, this implies that TgnPN → TgPN as n → ∞. Together with (2.29)
this implies that for every ε > 0 there existN and n such that ‖Tg‖ ≤ ‖TgnPN‖+ε ≤
‖Tgn‖+ ε. As ε > 0 was arbitrary, we conclude that the left-hand side of eq. (2.28)
does not change if the supremum is taken over all Borel functions with |g| ≤ 1.
Equation (1.7) now follows through the uniform bounds eq. (2.23) provided by
Theorem 2.2 under the assumption eq. (1.6). 
We now turn to the spectral type of H , where Ω = Rd is assumed, and therefore
distΩ(x, y) = dist(x, y). The absence of continuous spectrum can be demonstrated
from our estimates using the RAGE theorem (e.g., see ref. [21] for discussion and
references) which implies that the projection Pc(H) onto the continuous spectrum
of H satisfies
‖Pc(H)ψ‖2 = lim
R→∞
lim
T→∞
∫ T
0
dt
T
∥∥χ{|x−x0|≥R} e−itHψ∥∥2 (2.31)
As a consequence,
Theorem 2.3 (RAGE theorem for random operators). For the random operators
considered here, if for some open interval J
E
(∥∥χ{|x−x0|≥R} e−itH PJ (H)χx0∥∥) ≤ g(R) (2.32)
with g(R) → 0 as R → ∞ uniformly in t and x0, then Pc(H)PJ (H) = 0 almost
surely.
Proof. If φ ∈ L2(Rd) is compactly supported with suppφ ⊂ Brx0 for some x0 ∈ Rd,
then the RAGE theorem implies
‖Pc(H)PJ (H)φ‖2 ≤ lim inf
R→∞
lim inf
T→∞
∫ T
0
dt
T
‖χ|x−x0|≥Re−itHPJ (H)χx0‖2‖φ‖2 .
(2.33)
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Upon taking expectations, Fatou’s lemma and Fubini’s theorem yield
E
(‖Pc(H)PJ (H)φ‖2) ≤ lim inf
R→∞
lim inf
T→∞
∫ T
0
dt
T
g(R)‖φ‖2 = 0 . (2.34)
Thus Pc(H)PJ (H)φ = 0 almost surely. This implies the theorem since there exists
a countable total set of φ with each φ supported in Brx0 for suitable x0. 
To complete the proof of pure point spectrum in J we note that eq. (1.7), proven
above, yields the assumption of Theorem 2.3: Covering {|x−x0| ≥ R} with ballsBrα,
α ∈ I, we get for every ν ∈ (0, µ/(2− s)) that E (‖χ{|x−x0|≥R}e−itHPJ (H)χx0‖) ≤
Ce−νR.
Another consequence of eq. (1.7) is that
E
(∑
x,y
eν|x−y|
1 + |y|d+1
sup
g:|g|≤1
‖χxg(H)PJ (H)χy‖
)
< ∞ , (2.35)
which implies
sup
g:|g|≤1
‖χxg(H)PJ (H)χy‖ ≤ const. (1 + |y|d+1) e−ν|x−y| a.s.. (2.36)
Since the Kronecker delta functions δE(x) are Borel measurable, this implies that
with probability one all eigen-projections of H satisfy (1.9).
Almost surely all eigenvalues of H in J are finitely degenerate. An argument for
this (based on compactness considerations and spectral averaging) which applies to
our model was provided in the proof of Theorem 3.2 of ref. [18].
Given this and using (1.9), we can proceed as follows. We have, for almost every
configuration ω and E ∈ J , (i.) The range of δE(H), denoted R(δE(H)), is finite
dimensional and (ii.)
∥∥χxδE(H)χ|x|≤R∥∥ = O(e−ν|x|) for every x ∈ Rd and R > 0.
From (i.) it follows that R(δE(H)) = R(δE(H)χ|x|≤R) for R ≥ R0(ω,E). Thus
(ii.) implies ‖χxφ‖ = O(e−ν|x|) for every φ in the range of δE(H), i.e. all eigenfunc-
tions. An L∞ version of exponential decay follows from well know facts regarding
the smoothness of eigenfunctions of Schro¨dinger operators (“elliptic regularity”, e.g.
see ref. [67]).
This completes the proof of spectral localization properties.
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3. Finiteness of the fractional-moments
In this section we prove two technical results, Lemmas 3.3 and 3.4, which permit
to bound disorder averages of resolvent norms (raised to a fractional power) at
fixed energy. These are the analogues of Proposition 1.1 required in the proof of
Theorem 1.2 in Section 4, where energy averaging is replaced by disorder averaging
in “local environments.” An improved bound under the stronger assumption A3′
is presented in Proposition 4.3 below.
We begin with an overview of the argument and then present the two lemmas.
Finally we give a proof of the two main technical results.
3.1. Why are disorder averages finite? The analysis presented below has its
genesis in the discrete setup, where the finiteness of disorder averages of the Green
function is quickly implied by a rank-one perturbation argument. However, for
the continuum operators considered here, that short argument requires thorough
remaking since the local potential term (Uα) is now an operator of infinite rank.
To contrast the two cases, discrete and continuum, it is instructive to com-
pare them in a unified framework provided by the Birman-Schwinger relation (see
eq. (1.16), eq. (B.4), and eq. (B.9)):
U1/2
1
Ĥ + ηU − E
U1/2 =
[[
K̂E
]−1
+ η
]−1
, (3.1)
with
K̂E = U
1/2 1
Ĥ − E
U1/2 . (3.2)
In the discrete case, with U = |o〉 〈o| a rank-one operator, K̂−1E is simply a complex
number, and eq. (3.1) readily implies∣∣∣∣∣
{
η :
∣∣∣∣∣〈o| 1Ĥ + η |o〉 〈o| − E |o〉
∣∣∣∣∣ > t
}∣∣∣∣∣ = 2t , (3.3)
and thus finiteness of fractional η-moments by the “layer-cake” representation
eq. (1.12).
For general U , eq. (3.1) implies the weak L1 bound∣∣∣∣{η ∈ [0, 1] : ∥∥∥∥U1/2 1
Ĥ + ληU − EU
1/2
∥∥∥∥ > t}∣∣∣∣ ≤ 2(1 + ξE,λ)λt (3.4)
where ξE,λ denotes the number of eigenvalues of K̂
−1
E in the interval (−λ, 0) (see
eq. (B.9)). For trace class perturbations U , the simple bound ξE,λ ≤ Tr U allows
the analysis to proceed from eq. (3.4) much as in the rank-one case, however for
the Schro¨dinger operators considered here, with U one of the “bumps” Uα, the
perturbation ληU is not trace class. Nonetheless, it is relatively compact with
respect to Ĥ due to the kinetic term DA ·DA. It follows that for E 6∈ σ(Ĥ) the
operator K̂E is compact and therefore ξE,λ is finite. However, there is no reason
to expect a bound on ξE,λ which is uniform in E and in the various parameters
implicit in Ĥ .
To examine the factor ξE,λ more closely, note that E is an eigenvalue of H =
Ĥ + ληU precisely when λη is an eigenvalue of (−K̂−1E ). Hence, we may equate
ξE,λ with the number of times that E becomes an eigenvalue of H as η is moved
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from 0 to 1. By the monotonicity of H in η (implied by the positivity of U), we
get
ξE,λ ≤ Tr [P (Ĥ < E)− P (Ĥ + λU < E)] , (3.5)
with equality unless E is a degenerate eigenvalue for some η ∈ (0, 1).
The quantity on the right side of eq. (3.5) is the ‘Krein spectral shift’ at energy
E between Ĥ and Ĥ + λU , and has recently been the subject several of studies
[19, 40]. A key fact is that for Schro¨dinger operators the Krein spectral shift is
locally integrable as a function of E—indeed, it has been shown to be locally Lp
for every p ∈ [1,∞) with explicit bounds [19], a fact which we used in Section 2
in the proof of Theorem 1.1. However, in general the spectral shift is not locally
bounded; examples exist of Schro¨dinger operators for which it is arbitrarily large
at certain energies [44].
Thus, the moments of continuum Green functions differ from their discrete coun-
terparts in an essential way—after averaging over a single coupling one still does
not get a uniform bound. Nevertheless, it is natural to guess that for random oper-
ators the spectral shift has a finite expectation value, since averaging over disorder
may play a role somewhat similar to averaging over energy.
In the derivation of our fractional moment bounds (see Lemma 3.3 below), we
do not consider directly the average of the spectral shift. Instead, we find it more
convenient to derive an analogue of eq. (3.3) for continuum operators (from which
fractional moment bounds follow quite easily). Nonetheless, the notion that a
disorder averaged spectral shift is bounded is one of the driving ideas behind this
work, and we find that the techniques developed in this section imply a result of
this type (Theorem D.1, stated and proved in Appendix D below). In the end
however, the fractional moment bounds obtained here are somewhat stronger than
those which follow from Theorem D.1.
3.2. The 1/t-tails. A useful result for moment bounds is a general weak-L1 type
bound for the boundary values of resolvents of maximally dissipative operators.
We state this as the second part of the following Lemma, which is essentially a
special case of results proven in [56]. For completeness, we give a proof based on
properties of the Hilbert transform in Appendix C. The first part of the Lemma is
a well known result in scattering theory, e.g. [24].
Lemma 3.1 (Weak L1 bound). Let H and H1 be separable Hilbert spaces, A a
maximally dissipative operator in H, as well as M1 : H → H1 and M2 : H1 → H
Hilbert-Schmidt operators. Then
(1) The “boundary values”
M1
1
A− v + i0M2 = limǫ↓0 M1
1
A− v + iǫM2 (3.6)
exist as Hilbert-Schmidt operators for almost every v ∈ R, with convergence
in the Hilbert-Schmidt norm.
(2) There exists CW <∞ (independent of A, M1, M2) such that∣∣∣∣{v : ∥∥∥∥M1 1A− v + i0M2
∥∥∥∥
HS
> t
}∣∣∣∣ ≤ CW ‖M1‖HS ‖M2‖HS 1t . (3.7)
Remark: Recall that a densely defined operator A is called dissipative if, for each
ϕ ∈ D(A), we have Im〈ϕ,Aϕ〉 ≥ 0. It is called maximally dissipative if it has no
proper dissipative extension, which is equivalent to contractivity of the semi-group
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eitA generated by iA. If a dissipative operatorA has strictly positive imaginary part,
such as a Birman-Schwinger operator ABS of the type consider in Lemma B.1, then
the i0 in (3.7) is not needed since (ξ−ABS)−1 is norm-continuous for ξ in the closed
lower half plane.
In our applications of Lemma 3.1 we will use the following “off-diagonal” ver-
sion which follows from the lemma via the Birman-Schwinger identity and a simple
change of variables. For ease of presentation, we state this version with the addi-
tional assumption that the operator A has strictly positive imaginary part, thus
avoiding the issue of whether certain limits exist.
Proposition 3.2. Let A be a maximally dissipative operator with strictly positive
imaginary part on a Hilbert space H, let M1,M2 be Hilbert-Schmidt operators, and
let U1, U2 be non-negative operators. Then∣∣∣∣{〈v1, v2〉 ∈ [0, 1]2 : ∥∥∥∥M1U1/21 1A− v1U1 − v2U2U1/22 M2
∥∥∥∥ > t}∣∣∣∣
≤ 2CW ‖M1‖HS ‖M2‖HS
1
t
. (3.8)
Proof. The key to the proof is the change of variables v± =
1
2 (v1 ± v2), so that
v1U1 + v2U2 = v+(U1 + U2) + v−(U1 − U2). From the Birman-Schwinger identity,
eq. (B.4),[
(U1 + U2)
1/2 1
A− v1U1 − v2U2 (U1 + U2)
1/2
]
=
[
[K(v−)]
−1 − v+
]−1
, (3.9)
where [·] denotes the restriction of an operator to ker(U1 + U2)⊥ and
K(v−) = (U1 + U2)
1/2 1
A− v−(U1 − U2) (U1 + U2)
1/2 . (3.10)
Thus,
M1U
1/2
1
1
A− v1U1 − v2U2U
1/2
2 M2 = M˜1
[
[K(v−)]
−1 − v+
]−1
M˜2 (3.11)
with M˜1 = M1U
1/2
1 P [U1 + U2]
−1/2P and M˜2 = P [U1 + U2]
−1/2PU
1/2
2 M2 where
P denotes orthogonal projection onto ker(U1 + U2)
⊥.
Since U1 and U2 are positive,
∥∥∥U1/2j P [U1 + U2]−1/2P∥∥∥ ≤ 1 and therefore∥∥∥M˜j∥∥∥
HS
≤ ‖Mj‖HS . (3.12)
Furthermore [K(v−)]
−1 is maximally dissipative as shown in Lemma B.1. Thus for
each fixed v− we are in the situation governed by Lemma 3.1, and Prop. 3.2 follows
via the Fubini Theorem. The factor of 2 on the right hand side results from the
Jacobian of the transformation 〈v1, v2〉 7→ 〈v+, v−〉. 
We will use Prop. 3.2 to conclude that for the random operator H ,∣∣∣∣{〈ηα, ηβ〉 ∈ [0, 1]2 : ∥∥∥∥M1U1/2α 1H − zU1/2β M2
∥∥∥∥
HS
> t
}∣∣∣∣
≤ 2 CW ‖M1‖HS ‖M2‖HS
1
λt
. (3.13)
Several comments are in order:
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(1) When the energy z lies in the lower half plane (3.13) follows directly from
Prop. 3.2 with v1 = ηα, v2 = ηβ and U1 = λUα, U2 = λUβ .
(2) Eq. (3.13) also holds for z in the upper half plane, as can be seen by taking
conjugates.
(3) For real energies (z = E ∈ R), eq. (3.13) holds also in the limits z → E± i0,
as follows from the bound at complex energies and Fatou’s lemma (compare
the argument for proving Lemma 3.1 in Appendix C).
The above results display that once the resolvent of the continuum operator is
bracketed with a pair of Hilbert-Schmidt operators M1, M2 its fractional moments
can be handled similarly to the discrete case. In the proofs of Lemmas 3.3 and 3.4
we use an argument which shows that χx(H − z)−1χy can be presented as a sum
of a bounded operator and one of the form
Mx1Bx(H − z)−11ByMy , (3.14)
with M♯ Hilbert-Schmidt operators and Bx, By sets somewhat larger than the balls
of radius r around x and y. This will allow us to conclude finiteness of fractional
moments after “averaging over the local environment,” i.e., averaging over all ηα
with Uα non-zero in Bx or By.
3.3. A pair of fractional-moment lemmas. We now present the two basic tech-
nical results which give finiteness of the fractional moments, as well as a “decoupling
argument” to be used in the proof of Theorem 1.2.
Definition 3.1. For α ∈ I, we denote
Iα := {ζ ∈ I : dist(α, ζ) < 3r} (3.15)
and set Iα,β = Iα ∪ Iβ . Likewise, for any subset L ⊂ I, IL := ∪α∈LIα. By
FcL we denote the σ-algebra generated by all ηα with α not in IL. Thus, E (·|FcL)
represents averaging over the “local environment” of L.
Our first bound yields the finiteness of the s-moments after averaging over the
local-environment.
Lemma 3.3. Let H be a random Schro¨dinger operator which satisfies A with dis-
order strength λ > 0. Then there exists Cλ <∞ such that the restriction of H to
a region Ω obeys
Prob
(∥∥∥∥Uα 1H(Ω) − E − iεUβ
∥∥∥∥ > t∣∣∣∣Fcα,β) ≤ Cλ(1 + |E − E0|)d+2 D2t , (3.16)
for any α, β ∈ I, any E ∈ R and ε > 0, where the coefficient Cλ can be chosen
such that
Cλ ≤ const. (1 + λ−1)(1 + λ)d+2 . (3.17)
Remarks:
(1) Recall that E0 = inf σ(H0) and that D is a bound on the conditional
densities for ηα—see eq. (1.23).
(2) In Prop. 4.3 below we show that if H satisfies A3′ then Lemma 3.3 can be
improved so that eq. (3.16) holds with supλ>1 Cλ <∞.
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(3) For fractional moments we use the “layer-cake” representation—E (Xs) =∫∞
0 Prob(X > t
1/s)dt—to conclude that
E
(∥∥∥∥Uα 1H(Ω) − E − iεUβ
∥∥∥∥s∣∣∣∣Fcα,β) ≤ Csλ1− s (1 + |E − E0|)s(d+2) D2s . (3.18)
Of course, this bound implies a similar estimate for the average over all
variables.
(4) Using condition A2, we obtain the following bound from eq. (3.18): For all
measurable Λ,Λ′ ⊂ Rd,
E
(∥∥∥∥1Λ 1H(Ω) − E − iε1Λ′
∥∥∥∥s∣∣∣∣FcL(Λ∪Λ′))
≤ C
s
λ
1− sb
−2s
− (1 + |E − E0|)s(d+2) D2s NΛNΛ′ (3.19)
where L(Λ) := {γ ∈ I : 1ΛUγ 6= 0} and NΛ indicates the number of points
in L(Λ).
The second lemma (Lemma 3.4) focuses on the average of
∥∥Uα(H − z)−1Uβ∥∥
with respect to the local environment of one of the sites α, β. The idea underlying
this result is “re-sampling:” we compare the distribution of (H − z)−1 with that
of a reference operator (Ĥ − z)−1, where Ĥ is obtained from H by redrawing the
coupling variables ηζ for ζ near β. The basic result is an estimate of the form
E
(∥∥∥∥Uα 1Hω − zUβ
∥∥∥∥s∣∣∣∣Fcβ) ≤ const.∥∥∥∥χα 1
Ĥω − z
1S
∥∥∥∥s , (3.20)
with S an appropriate neighborhood of β. However, the result permits a number
of variations, and the estimate (3.21) stated below is slightly complicated because
it is tailored to the required application in the proof of Theorem 1.2.
For that application it is convenient to use a smooth function in place of Uβ.
Thus we fix a choice of a partition of unity, {Θα : α ∈ I}, with the following
properties:
(1) Each function Θα is non-negative and smooth with compact support in the
ball of radius 4r/3 centered at α.
(2) The collection {Θα} is a partition of unity:
∑
αΘα(q) = 1.
(3) supα(‖∇Θα‖∞ , ‖∆Θα‖∞) < ∞.
Any choice with these properties will do, although the constant C˜ in eq. (3.21)
below will depend on the supremum in (3).
Lemma 3.4. Let H be a random Schro¨dinger operator which satisfies A with dis-
order strength λ > 0. Then there exists C˜λ < ∞ such that any restriction of H to
a region Ω obeys
Prob
(∥∥∥∥χx 1H(Ω) − zΘβ(1 +H0 − E0)1/2
∥∥∥∥ > t∣∣∣∣Fcβ,γ)
≤ C˜λ (1 + |z − E0|)(d+3)
∥∥∥∥χx 1
Ĥ(Ω) − z
1Sβ,γ
∥∥∥∥ D2t , (3.21)
for any z ∈ C \ R, x ∈ Rd, and β, γ ∈ I with dist(x, β), dist(x, γ) > 6r. The
coefficient C˜λ obeys
C˜λ ≤ const. (1 + λ)d+4 . (3.22)
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Here Sβ,γ = {q : dist(q, {β, γ}) ≤ 5r} and Ĥ is obtained from H by replacing
{ηζ : ζ ∈ Iβ,γ} with arbitrary values ηˆζ ∈ [0, 1]:
Ĥ = H + λ
∑
ζ∈Iβ,γ
(ηˆζ − ηζ)Uζ(q) . (3.23)
Remark: i. Note that we have resampled H at a second site γ ∈ I as well as β,
with the result that Θβ is replaced by the characteristic function of a neighborhood
of γ and β. This additional resampling is required in the application of this lemma
in the proof of Theorem 1.2, but does not play a key role in the present section.
ii. The factor (1 +H0 − E0)1/2 is included here to control various commutators
[H,Θ] which appear in applications of the lemma. It is to bound this factor that
we choose to work with the smooth function Θβ .
In the applications of Lemma 3.4 we will choose η̂ζ to have the same probability
distribution as ηζ . This will provide us with a “decoupling argument,” as follows:
If X is a quantity for which E
(
Xs|Fcβ,γ
)
≤ As < ∞, then eq. (3.21) and the
Cauchy-Schwarz inequality imply that
E
(
Xs/2
∥∥∥∥χx 1H(Ω) − zΘβ(1 +H0 − E0)1/2
∥∥∥∥s/2
∣∣∣∣∣Fcβ,γ
)
≤ A1/2s E
(∥∥∥∥χx 1H(Ω) − zΘβ(1 +H0 − E0)1/2
∥∥∥∥s∣∣∣∣Fcβ,γ)1/2
≤ const. A1/2s
∥∥∥∥χx 1
Ĥ(Ω) − z
1S
∥∥∥∥s/2 .
(3.24)
If η̂ζ is distributed identically to ηζ then, upon taking expectations, we obtain
E
(
Xs/2
∥∥∥∥χx 1H(Ω) − zΘβ(1 +H0 − E0)1/2
∥∥∥∥s/2
)
≤ const. A1/2s E
(∥∥∥∥χx 1H(Ω) − z1S
∥∥∥∥s/2
)
. (3.25)
In the final expression, we have replaced Ĥ by H since the two are identically
distributed.
3.4. Averaging over local environments. We now derive the two technical lem-
mas stated above. This subsection is essential for our analysis, but the reader may
wish to skip it at first reading, as the arguments here are not required elsewhere in
the article.
Proof of Lemma 3.3. We will write z = E+ iε and assume without loss that ε < 1.
Thus 1 + |E − E0| ∼ 1 + |z − E0|. Before applying Prop. 3.2 and the associated
eq. (3.13), we must introduce Hilbert-Schmidt operators to the left and the right
of Uα(H − z)−1Uβ. The procedure we use to insert these operators is somewhat
involved, so let us first outline the argument:
(1) We replace Uα, Uβ by the upper bounds b+Θ
2, b+Ψ
2,∥∥∥∥Uα 1H − z Uβ
∥∥∥∥ ≤ b2+ ∥∥∥∥Θ2 1H − zΨ2
∥∥∥∥ , (3.26)
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where Θ,Ψ denote smoothed characteristic functions for the balls Brα, B
r
β
respectively.
(2) The smoothness of Θ allows us to prove an identity
Θ2
1
H − z = B + T Θ˜
2 1
H − z , (3.27)
where Θ˜ is a “fattened” version of Θ and T is Hilbert-Schmidt with HS-
norm which is uniformly bounded with respect to the disorder. The oper-
ator B is norm bounded (uniformly with respect to the disorder).
(3) We repeat this procedure to the right of the resolvent to obtain
Θ2
1
H − zΨ
2 = TαΘ˜
2 1
H − z Ψ˜
2Tβ + B
′ , (3.28)
where B′ is norm bounded.
(4) We introduce the partition of unity
∑
Uα/F between Θ˜
2, Ψ˜2 and the re-
solvent, and then apply Prop. 3.2 to each term in the resulting sum. (The
actual argument is complicated somewhat by the fact that Tα, Tβ carry
some dependence on the randomness.)
We now turn to specifics. A good deal rests on the proof of eq. (3.27). This
identity is a consequence of the following: Let Θj be any sequence of smooth
functions such that Θj takes value 1 on the support of Θj−1. Then for each n ≥ 1
Θ21
1
H − z = TnΘ
2
n+1
1
H − z + Bn (3.29)
where
Tn = A1 · · · An (3.30)
with
Aj = Θj
1
H0 + a
(Θj(a+ z − λVω) − [Θj , H0]) , (3.31)
and
Bn = Θ1
1
H0 + a
Θ1 + T1Θ2
1
H0 + a
Θ2 + · · · + Tn−1Θn 1
H0 + a
Θn . (3.32)
Here a := 1− E0, so H0 + a ≥ 1.
To verify (3.29), use induction on n with the induction step provided by the
following “commutator argument:”
Θ2j
1
H − z = Θj
1
H0 + a
(H0 + a)Θj
1
H − z
= Θj
1
H0 + a
Θj(H0 + a)
1
H − z − Θj
1
H0 + a
[Θj , H0]
1
H − z
=Θj
1
H0 + a
Θj
+ Θj
1
H0 + a
(Θj(a+ z − λVω) − [Θj, H0]) 1
H − z .
(3.33)
The crucial point here is that
Θj(a+ z − λVω) − [Θj , H0] = (Θj(a+ z − λVω) − [Θj , H0]) Θ2j+1 , (3.34)
since Θj+1 is identically one throughout the support of Θj and Θj(−a+z−λVω) −
[Θj, H0] is a differential—hence local—operator.
The representation provided by eq. (3.29) has two key features:
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(1) The norm of Bn is bounded uniformly in ω and locally uniformly in energy.
(2) Tn is in the Schatten class Ip (see Remark (2) in Appendix A) for arbitrary
p > d/n with ‖ · ‖p-norm bounded uniformly in ω and locally uniformly in
energy.
To see this we first observe that Aj ∈ Ip for p > d with uniform ‖ · ‖p-bounds.
This follows since θj(H0 + a)
−1 ∈ Ip for p > d/2, θj(H0 + a)−1/2 ∈ Ip for p > d
and (H0+a)
−1/2[θj , H0] = (H0+a)
−1/2(−2iDA · (∇θj)− (∆θj)) is bounded. Thus
(2) follows from the Ho¨lder property of Schatten classes and (1) from
Bn = Bn−1 + Tn−1θn
1
H0 + a
θn. (3.35)
Once n > d/2, property (2) above implies that the operator Tn is Hilbert-
Schmidt. Henceforth, we fix n to be the least integer greater than d/2—in any case
n ≤ (d+ 2)/2. This provides the representation eq. (3.27) with Θ˜ = Θn.
There is much flexibility in the definition of Θj which, in turn, affects the norm
estimates for Tn and Bn. For our purposes, it is sufficient to let Θj be supported in
{q : dist(q, α) ≤ r + [j/n]r} so that Θ˜ = Θn is supported in {q : dist(q, α) ≤ 2r}.
The specific choice of Θj is not so important. We note, however, that the choice
may be made so that
‖∇Θj‖∞ ≤ O(d) , ‖∆Θj‖∞ ≤ O(d2) , (3.36)
since the gradient of Θj is supported on a set of width r/n ≈ 2r/d.
Having fixed the sequence Θj we obtain a Hilbert-Schmidt operator Tn. More
precisely, Tn is a random Hilbert-Schmidt operator since Aj depend on the random
potential through the terms ΘjVω. However, Tn is a product of n terms each of
which is linear in ΘjVω. Since
ΘjVω =
∑
ζ∈Iα
ηζΘjUζ , (3.37)
we conclude that Tn is a polynomial of degree n in the variables {ηζ : ζ ∈ Iα} with
Hilbert-Schmidt valued coefficients. Recall that Iα is the set of lattice sites within
distance 3r of α.
We now repeat this procedure to the right of the resolvent to obtain the two
sided representation:
Θ
1
H − zΨ = B + TαΘ˜
2 1
H − z Ψ˜
2Tβ . (3.38)
The above discussion shows that we may obtain the following properties for the
terms in this identity:
(1) There is Cd < ∞, which depends on the parameters of the model and the
choice of Θj (but not on the coupling variables ηζ), such that
‖B‖ ≤ Cd (1 + λ+ |z − E0|)2n
≤ Cd (1 + λ)2n(1 + |z − E0|)2n .
(3.39)
(2) Each T♯ is a polynomial of degree n ≤ (d+2)/2 in the variables ηζ for ζ ∈ I♯
with coefficients which are (non-random) Hilbert-Schmidt operators:
T♯ =
∑
(k)
T
(k)
♯ λ
|k|
∏
ζ∈I♯
η
kζ
ζ , (3.40)
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where the summation is over multi-indices (k) ∈ NI♯ with |k| :=∑ζ kζ ≤ n.
(3) There is C˜d <∞ such that∥∥∥T (k)♯ ∥∥∥
HS
≤ C˜d(1 + |z − E0|)n , (3.41)
for ♯ = α, β and each (k) ∈ NI♯ with |k| ≤ n.
(4) Θ˜ and Ψ˜ are bounded by one and supported in {q : dist(q, α) < 2r} and
{q : dist(q, β) < 2r} respectively.
With this representation in hand we insert the partition of unity
∑
Uζ/F be-
tween each factor Θ˜, Ψ˜ and the resolvent (H − z)−1. Upon taking norms and
applying the triangle inequality this yields∥∥∥∥Uα 1H − zUβ
∥∥∥∥ ≤ ‖B‖ + ∑
ζ∈Iα
ζ′∈Iβ
∑
(k)∈NIα
(l)∈NIβ
λ|k|+|l|
∥∥∥∥T (k)α Θ˜2UζF 1H − z Uζ′F Ψ˜2T (l)β
∥∥∥∥ ,
(3.42)
where we have used that |ηζ | ≤ 1.
Consider now the probability, conditioned on Fcα,β , that
∥∥∥Uα 1H−zUβ∥∥∥ > t. This
may be bounded from above by the probability that one of the terms on the right
hand side of eq. (3.42) is greater than t/M , where M is the number of terms. In
turn this may be bounded by the sum of the individual probabilities:
Prob
(∥∥∥∥Uα 1H − z Uβ
∥∥∥∥ > t∣∣∣∣Fcα,β) ≤ Prob (‖B‖ > t/M | Fcα,β)
+
∑
ζ∈Iα
ζ′∈Iβ
∑
(k)∈NIα
(l)∈NIβ
Prob
(
λ|k|+|l|
∥∥∥∥T (k)α Θ˜UζF 1H − z Uζ′F Ψ˜T (l)β
∥∥∥∥ > t/M ∣∣∣∣Fcα,β) .
(3.43)
Applying Prop. 3.2—via eq. (3.13)—and the bound on
∥∥∥T (·)♯ ∥∥∥
HS
provided by eq. (3.41),
we see that each term of the summation is bounded:
Prob
(
λ|k|+|l|
∥∥∥∥T (k)α Θ˜UζF 1H − z Uζ′F Ψ˜T (l)β
∥∥∥∥ > t/M ∣∣∣∣Fcα,β)
≤ 2CW b+ C˜2d(1 + |z − E0|)2nD2
(1 + λ)2nM
λt
, (3.44)
while by eq. (3.39)
Prob
(‖B‖ > t/M | Fcα,β) ≤ Cd (1 + λ)2n(1 + |z − E0|)2n Mt . (3.45)
The factor D2 in eq. (3.44) is an upper bound for the joint density of ηζ and ηζ′ .
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Putting this all together we find that
Prob
(∥∥∥∥Uα 1H − z Uβ
∥∥∥∥ > t∣∣∣∣Fcα,β)
≤ M
(
Cd + (M − 1)×
[
2CW C˜
2
d b+
]
× D
2
λ
)
× (1 + λ)2n (1 + |z − E0|)2n 1
t
≤ M
(
Cd + (M − 1)×
[
2CW C˜
2
d b+
])
× (1 + λ)2n (1 + |z − E0|)2n (1 + λ−1) D
2
t
,
(3.46)
since D ≥ 1. By A2 the number of terms M is bounded independent of α, β. This
completes the proof of Lemma 3.3. 
Proof of Lemma 3.4. This proof follows rather closely that of Lemma 3.3. The
main new ingredients are (1) controlling the (un-bounded) factor (a +H0)
1/2 and
(2) the “re-sampling.”
The unbounded factor is controlled by a one-step “commutator argument,”
similar to that used to generate the Hilbert-Schmidt operators in the proof of
Lemma 3.3. The key is the following identity
χx
1
H − zΘβ(a+H0)
1/2
= χx
1
H − z Θ˜
2
β ((z + a− λVω)Θβ + [Θβ , H0])
1
(a+H0)1/2
, (3.47)
where we have used that χxΘβ = 0. Here Θ˜β may be any function which is one
throughout the support of Θβ . As a result,∥∥∥∥χx 1H − zΘβ(a+H0)1/2
∥∥∥∥ ≤ c (1 + λ)(1 + |z − E0|) ∥∥∥∥χx 1H − z Θ˜2β
∥∥∥∥ , (3.48)
with c <∞ (depending on the size of ∇Θβ). We choose Θ˜β to have support in the
ball of radius 5r/3 centered at β.
Thus it suffices to prove eq. (3.21) with Θβ(a+H0)
1/2 replaced by Θ˜2β provided
the power of (1+ |z − E0|) on the right hand side and the permitted power growth
of C˜λ are each reduced by one, i.e., we must show
Prob
(∥∥∥∥χx 1H(Ω) − z Θ˜2β
∥∥∥∥ > t∣∣∣∣Fcβ,γ)
≤ C(1 + λ)d+3 (1 + |z − E0|)(d+2)
∥∥∥∥χx 1
Ĥ(Ω) − z 1Sβ,γ
∥∥∥∥ D2t . (3.49)
We want to average over ζ ∈ Iβ,γ , using the Birman Schwinger identity together
with the weak L1 inequality, and compare the result to the “re-sampled” operator:
χx
1
H − z Θ˜
2
β = χx
1
Ĥ − z
Θ˜2β + χx
1
Ĥ − z
(Ĥ − H) 1
H − z Θ˜
2
β , (3.50)
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where
Ĥ = H + λ
∑
ζ∈Iβ,γ
(η̂ζ − ηζ)Uζ(q) . (3.51)
We use the construction presented in the proof of Lemma 3.3—see eq. (3.29)—to
introduce the necessary Hilbert-Schmidt operators.
We begin by noting that
χx
1
Ĥ − z
(Ĥ −H) = χx 1
Ĥ − z
Ψ2(Ĥ −H) (3.52)
where Ψ is identically one throughout {q : dist(q, {β, γ}) < 4r} and smooth. Thus
the commutator argument in the proof of Lemma 3.3 yields the identity
χx
1
Ĥ − z
(Ĥ −H) = χx 1
Ĥ − z
Ψ˜2T̂ (Ĥ −H) (3.53)
where Ψ˜ is one on the support of Ψ and supported in the set {q : dist(q, {β, γ}) < 5r},
and T̂ is Hilbert-Schmidt with uniformly bounded norm: ‖T̂‖2 ≤ C˜d(1 + λ)n(1 +
|z−E0|)n (n the smallest integer greater than d/2). The bounded term, “B”, drops
out of this representation because χxΨ˜
2 = 0 and multipliers of support no larger
than that of Ψ˜ appear on the left of the terms of B. Note that T̂ is independent of
{ηζ : ζ ∈ Iβ,γ} since it is constructed from Ĥ .
Next, we apply the commutator argument to the left of (H − z)−1 to obtain
1
H − z Θ˜
2
β = Θ̂βB +
1
H − z Θ̂
2
βT (3.54)
with B bounded, ‖B‖ ≤ Cd(1+λ+|z − E0|)2n, and T a polynomial in {ηζ : ζ ∈ Iβ},
T =
∑
(k)∈NIβ
|k|≤n
λ|k|T (k)
∏
ζ∈Iβ
η
kζ
ζ , (3.55)
with Hilbert-Schmidt coefficients,∥∥∥T (k)∥∥∥
HS
≤ C˜d(1 + |z − E0|)n . (3.56)
Here the function Θ̂β is bounded by one and supported in {q : dist(q, β) < 2r}.
Note that UζΘ̂β = 0 for ζ 6∈ Iβ .
Putting this all together, we obtain
∥∥∥∥χx 1H − z Θ˜2β
∥∥∥∥ ≤ ∥∥∥∥χx 1
Ĥ − z
Ψ˜
∥∥∥∥×
1 + ∥∥∥(Ĥ −H)Θ̂βB∥∥∥
+
∑
(k)∈NIβ
λ|k|
∥∥∥∥Ψ˜ T̂ (Ĥ − H) 1H − z Θ̂2βT (k)
∥∥∥∥
 . (3.57)
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Thus,
∥∥∥∥χx 1H − z Θ˜2β
∥∥∥∥ ≤ ∥∥∥∥χx 1
Ĥ − z
Ψ˜
∥∥∥∥×
1 + 2 b+λ ‖B‖ +
+
∑
ζ∈Iβ,γ ,ζ
′∈Iβ
(k)∈NIβ
2λ1+|k|
∥∥∥∥Ψ˜ T̂Uζ 1H − z Uζ′F Θ̂2βT (k)
∥∥∥∥
 . (3.58)
Based on (3.58), using Prop. 3.2 and the arguments from the proof of Lemma 3.3,
it follows that
Prob
(∥∥∥∥χx 1H − z Θ˜2β
∥∥∥∥ > t∣∣∣∣Fcβ,γ)
≤
∥∥∥∥χx 1
Ĥ − z Ψ˜
∥∥∥∥× (1 + 2b+Cdλ(1 + λ)2n(1 + |z − E0|)2n
+ (M − 2) 4CW C˜2d(1 + λ)2n(1 + |z − E0|)2n b+D2
) M
t
≤
∥∥∥∥χx 1
Ĥ − z
Ψ˜
∥∥∥∥×M (1 + 2b+Cd(M − 2) 4CW C˜2d)
× (1 + λ)2n+1(1 + |z − E0|)2nD
2
t
, (3.59)
where M is the number of terms between the brackets in (3.58). By A2, M is
bounded uniformly in x, β, γ. This completes the proof of Lemma 3.4. 
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4. Finite-volume criteria
4.1. The finite-volume inequality. With the bounds provided by Lemmas 3.3
and 3.4, the proof of Theorem 1.2 proceeds according to a set of arguments familiar
from the fractional moment method for discrete operators [6], and related to the
multi-scale analysis of random Schro¨dinger operators, e.g. [74, 18], as well as the
analysis of a number of lattice models in statistical mechanics, e.g. [37, 66, 52, 7,
5, 26]. We begin by proving a “correlation inequality”—eq. (4.2) below—and then
iterate this inequality to obtain exponential decay of the bulk Green-function.
Lemma 4.1. Let H be a random Schro¨dinger operator with disorder parameter
λ > 0 which obeys A and IAD. Then, for each s < 1/3 and z ∈ C \R there exists
C˜λ,s,z <∞ such that if we define, for L > 23r,
a(x;L) := Ld−1
∑
ζ∈Sx,L
E
(∥∥∥∥χx 1H(BLx ) − z χζ
∥∥∥∥s) (4.1)
where Sx,L = {ζ ∈ I : L− 23r < |ζ − x| < L− 3r}, then for any region Ω ⊃ BLx ,
E
(∥∥∥∥χx 1H(Ω) − zχy
∥∥∥∥s) ≤ C˜λ,s,z a(x;L) ∑
ζ∈S′x,L
E
(∥∥∥∥χζ 1H(Ω) − z χy
∥∥∥∥s) (4.2)
for any y with dist(x, y) > L + r0 + 23r, where S ′x,L = {ζ ∈ I : L + r0 − 13r <
|x− ζ| < L+ r0 + 23r} (recall that r0 is the length scale appearing in IAD), with
C˜λ,s,z ≤ Const.
1 − 3s (1 + λ
−1)2s(1 + λ)5s(d+4)(1 + |z − E0|)5s(d+2)D10s . (4.3)
If H satisfies the stronger condition A3′ then
C˜λ,s,z ≤ Const.
1− 3s (1 + λ
−1)2s(1 + |z − E0|)5s(d+2)D10s . (4.4)
The main tools in the proof are the moment bounds presented above and a well
known analog of the resolvent expansion commonly used for discrete Schro¨dinger
operators, sometimes called the geometric resolvent identity.
Lemma 4.2. Let H be a Schro¨dinger operator. Consider a sequence of three open
sets Λ0 ⊂ Λ ⊂ Ω with dist(Λ0,Λc) > 0 and let Θ be a smooth function which is
identically 1 in a neighborhood of Λ0 and identically zero in a neighborhood of Λ
c.
Given any restrictions H(Ω) and H(Λ) of H to Ω and Λ respectively,
1Λ0
1
H(Ω) − z = 1Λ0
1
H(Λ) − zΘ + 1Λ0
1
H(Λ) − z [H,Θ]
1
H(Ω) − z (4.5)
for any z at which both resolvents exist.
If furthermore, Λ′0 ⊂ Λ′ ⊂ Ω with dist(Λ′0,Λ′c) > 0 and dist(Λ′,Λ) > 0, and Θ′
is a function which is identically 1 in a neighborhood of Λ′0 and identically 0 in a
neighborhood of Λ′
c
then
1Λ0
1
H(Ω) − z1Λ′0 = −1Λ0
1
H(Λ) − z [H,Θ]
1
H(Ω) − z [H,Θ
′]
1
H(Λ′) − z 1Λ′0 , (4.6)
with H(Λ
′) any restriction of H to Λ′ and z such that all three inverses exist.
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Proof. The second identity, eq. (4.6), is a consequence of the first, eq. (4.5), and its
transpose (eq. (4.8) below). A number of terms drop out because Λ ∩ Λ′ = ∅. To
verify eq. (4.5) use the identity
[H,Θ] = (H(Λ) − z)Θ−Θ(H(Ω) − z) (4.7)
on D(H(Ω)), which follows from the fact that H(Λ)f = H(Ω)f if the support of f
is strictly contained in Λ. Multiplying on the left by 1Λ0(H
(Λ) − z)−1 and on the
right by (H(Ω) − z)−1 yields eq. (4.5). 
Remarks:
(1) The identity,
1
H(Ω) − z1Λ0 = Θ
1
H(Λ) − z1Λ0 −
1
H(Ω) − z [H,Θ]
1
H(Λ) − z1Λ0 , (4.8)
follows from the transpose of eq. (4.5) (at conjugate z).
(2) Eq. (4.6) holds in a number of other contexts. In particular, it is true for
discrete Schro¨dinger operators and in that case gives the usual geometric
resolvent expansion (see [6, eq. (2.16)]).
Proof of Lemma 4.1. We shall assume A3. For the extension of the argument to
couplings which satisfy A3′ see Prop. 4.4 below.
We start by using the geometric resolvent identity eq. (4.6) of Lemma 4.2 with
the sets
Λ0 = B
L−11r
x , Λ = B
L
x ,
Λ′0 = Ω \BL+r0+12rx , Λ′ = Ω \BL+r0x , (4.9)
and ∇Θ, ∇Θ′ supported in {q : L− 11r < |q − x| < L− 10r}, {q : L+ r0 + 11r <
|q − x| < L+ r0 + 12r} respectively.
The operators
[
H,Θ♯
]
are local and supported in the set where ∇Θ is non-zero.
A particular consequence of this observation is that
[H,Θ] =
∑
ζ1∈S0
∑
ζ2
Uζ2Θζ1 6≡0
Θζ1 [H,Θ]
Uζ2
F
[H,Θ′] =
∑
ζ′1∈S
′
0
∑
ζ′2
Uζ′2
Θζ′1
6≡0
Uζ′2
F
[H,Θ′] Θζ′1 ,
(4.10)
with S0 = {q ∈ I : L− 13r < |q − x| < L− 8r} and S ′0 = {q ∈ I : L+ r0+9r <
|q−x| < L+r0+14r}. Here Θζ is the smooth partition of unity used in Lemma 3.4.
Recall that∥∥∥∥ 1(a+H0)1/2 [H,Θ♯]
∥∥∥∥ ≤ (∥∥∆Θ♯∥∥∞ + √2∥∥∇Θ♯∥∥∞) , (4.11)
which is bounded for smooth Θ. We may choose Θ so that the right hand side is
bounded uniformly in L, being no larger than (const.) d2/r2.
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With these observations, we obtain from eq. (4.6) the inequality:∥∥∥∥χx 1H(Ω) − zχy
∥∥∥∥
≤ (const.)
∑
ζ1∈S0
ζ2:|ζ2−ζ1|<3r
∑
ζ′1∈S
′
0
ζ′2:|ζ′2−ζ′1|<3r
∥∥∥∥χx 1H(BLx ) − zΘζ1(a+H0)1/2
∥∥∥∥
×
∥∥∥∥Uζ2 1H(Ω) − zUζ′2
∥∥∥∥
×
∥∥∥∥(a+H0)1/2Θζ′1 1
H(Ω\B
L+r0
x ) − z
χy
∥∥∥∥ . (4.12)
We now raise eq. (4.12) to the power s < 1/3 and take expectation values, using the
inequality (
∑
an)
s ≤∑ asn. Consider each term on the right-hand side separately:
first estimate the expectation conditioned on Fcζ1,ζ2,ζ′1,ζ′2 , using the Ho¨lder inequality
to separate factors. The central factor may be estimated with Lemma 3.3 (see
eq. (3.18)), to yield
E
(∥∥∥∥χx 1H(Ω) − z χy
∥∥∥∥s) ≤ (const.) Csλ(1− 3s)1/3 (1 + |z − E0|)s(d+2) D2s
×
∑
〈ζ1,ζ2〉
〈ζ′1,ζ′2〉
E
E(∥∥∥∥χx 1H(BLx ) − zΘζ1(a+H0)1/2
∥∥∥∥3s
∣∣∣∣∣Fcζ1,ζ2
)1/3
× E
(∥∥∥∥(a+H0)1/2Θζ′1 1
H(Ω\B
L+r0
x ) − z
χy
∥∥∥∥3s
∣∣∣∣∣Fcζ′1,ζ′2
)1/3 .
(4.13)
Here we have noted that H(B
L
x ) (H(Ω\B
L+r0
x )) does not depend on the variables ηα
with α ∈ Iζ′1,ζ′2 (α ∈ Iζ1,ζ2).
The remaining two factors in each term are i) independent by IAD and ii) of
the correct form to be estimated using Lemma 3.4. Thus,
E
(∥∥∥∥χx 1H(Ω) − z χy
∥∥∥∥s)
≤ (const.)
[
Csλ
(1− 3s)1/3 (1 + |z − E0|)
s(d+2) D2s
]
×
[
C˜sλ
(1− 3s)1/3 (1 + |z − E0|)
s(d+3)D2s
]2
×
∑
〈ζ1,ζ2〉
〈ζ′1,ζ′2〉
E
(∥∥∥∥∥χx 1Ĥ(BLx )ζ1,ζ2 − z1Sζ1,ζ2
∥∥∥∥∥
s)
× E
∥∥∥∥∥∥1Sζ′1,ζ′2 1Ĥ(Ω\BL+r0x )ζ′1,ζ′2 − zχy
∥∥∥∥∥∥
s . (4.14)
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Here Ĥζ1,ζ2 (Ĥζ′1,ζ′2) denotes a version of H which is re-sampled over ζ ∈ Iζ1,ζ2
(ζ ∈ Iζ′1,ζ′2) in the sense of eq. (3.23). The assumptions L > 23r and dist(x, y) >
L+r0+23r in Lemma 4.1 are used to satisfy the distance requirements of Lemma 3.4.
We now pick the re-sampled variables with the same distribution as the {ηζ},
and include averaging over these variables in the expectations. Since Sζ1,ζ2 ⊂ B8rζ1 ,
Sζ′1,ζ′2 ⊂ B8rζ′1 and for each ζ1, ζ
′
1 there is only a fixed finite number of values for ζ2,
ζ′2 (by A2), we infer from eq. (4.14), after adjusting the constant, that
E
(∥∥∥∥χx 1H(Ω) − z χy
∥∥∥∥s) ≤ (const.) CsλC˜2sλ1− 3s (1 + |z − E0|)3s(d+3) D6s
×
∑
ζ1∈S0
ζ′1∈S
′
0
E
(∥∥∥∥χx 1H(BLx ) − z1B8rζ1
∥∥∥∥s)
× E
(∥∥∥∥1B8rζ′1 1H(Ω\BL+r0x ) − z χy
∥∥∥∥s) . (4.15)
To complete the proof of eq. (4.2) we need a bound for the resolvent ofH(Ω\B
L+r0
x )
in terms of the resolvent of H(Ω). For this we will apply eq. (4.5) of Lemma 4.2
with
Λ = Ω \BL+r0x , Λ0 = Ω \BL+r0+rx (4.16)
and a smooth function Θ′′ such that ∇Θ′′ is supported in {q : L + r0 < |q − x| <
L + r0 + r}. Note that Θ′′χy = χy and B8rζ′1 ⊂ Λ0 for every ζ
′
1 ∈ S ′0. In place of
(4.12) we obtain∥∥∥∥1B8rζ′
1
1
H(Ω\B
L+r0
x ) − z
χy
∥∥∥∥ ≤ ∥∥∥∥1B8rζ′
1
1
H(Ω) − zχy
∥∥∥∥
+ (const.)
∑
ζ′′1 ∈S
′′
0
ζ′′2 :|ζ′′2 −ζ′′1 |<3r
∥∥∥∥1B8rζ′
1
1
H(Ω\B
L+r0
x ) − z
Uζ′′2
∥∥∥∥
×
∥∥∥∥(a+H0)1/2Θζ′′1 1H(Ω) − zχy
∥∥∥∥ , (4.17)
where S ′′0 := {q ∈ I : L+ r0 − 2r < |q − x| < L+ r0 + 3r}.
This yields the expectation bound
E
(∥∥∥∥1B8rζ′
1
1
H(Ω\B
L+r0
x ) − z
χy
∥∥∥∥s) ≤ E(∥∥∥∥1B8rζ′
1
1
H(Ω) − zχy
∥∥∥∥s)
+ (const.)
∑
〈ζ′′1 ,ζ′′2 〉
∑
ζ∈I
|ζ−ζ′1|<9r
E
(∥∥∥∥Uζ 1
H(Ω\B
L+r0
x ) − z
Uζ′′2
∥∥∥∥s
×
∥∥∥∥(a+H0)1/2Θζ′′1 1H(Ω) − z χy
∥∥∥∥s) . (4.18)
For the terms in the sum of eq. (4.18) we first take the expectation conditioned
on Fcζ′′1 ,ζ′′2 ,ζ and use the Cauchy-Schwarz inequality on the product. The resulting
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term
E
(∥∥∥∥Uζ 1
H(Ω\B
L+r0
x ) − z
Uζ′′2
∥∥∥∥2s
∣∣∣∣∣Fcζ′′1 ,ζ′′2 ,ζ
)
, (4.19)
is treated by eq. (3.18), while
E
(∥∥∥∥(a+H0)1/2Θζ′′1 1H(Ω) − z χy
∥∥∥∥2s
∣∣∣∣∣Fcζ′′1 ,ζ′′2 ,ζ
)
(4.20)
can be estimated through a straightforward variant of Lemma 3.4, with re-sampling
done over all variables in Iζ′′1 ,ζ′′2 ,ζ.
Averaging over the re-sampled variables yields
E
(∥∥∥∥1B8rζ′1 1H(Ω\BL+r0x ) − zχy
∥∥∥∥s) ≤ E(∥∥∥∥1B8rζ′1 1H(Ω) − zχy
∥∥∥∥s)
+ (const.)
CsλC˜
s
λ
1− 2s(1 + |z − E0|)
2s(d+3)D4s
×
∑
〈ζ′′1 ,ζ′′2 ,ζ〉
E
(∥∥∥∥1Sζ′′
1
,ζ′′
2
,ζ
1
H(Ω) − z χy
∥∥∥∥s) . (4.21)
After inserting this into eq. (4.15) we arrive at eq. (4.2) by covering all the sets B8rζ1 ,
B8rζ′1
and Sζ′′1 ,ζ′′2 ,ζ with balls B
r
α, α ∈ I. The factor Ld−1 appears in this calculation
since by A2 the sets S′0 and S′′0 contain CLd−1 points in I. This completes the
proof of eq. (4.2).
The resulting bound for the coefficient C˜s,λ is
C˜s,λ,z ≤ (const.) C
2s
λ C˜
3s
λ
(1 − 2s)(1− 3s)(1 + |z − E0|)
5s(d+2)D10s , (4.22)
and the growth bounds for Cλ and C˜λ provided by Lemmas 3.3 and 3.4 easily
yield eq. (4.3). For the proof of eq. (4.4), we refer to Prop. 4.4 in the following
section. 
4.2. Large disorder and blow-up regularity. In this section we consider the
large disorder regime (λ > 1) and discuss the use of assumption A3′ to improve
the bounds provided by Lems. 3.3 and 4.1—i.e., eq. (3.18) and eq. (4.2). The basic
idea is to apply Lemmas 3.3 and 3.4 to fluctuations of ληζ which are of order one.
It is instructive first to consider independent identically distributed random cou-
plings ηζ . Given λ > 1, we decompose the interval [0, 1] as a union of a finite
number of intervals of length less than 1/λ with disjoint interiors, Ij = [aj, aj+1],
and consider ηζ as a super-position of its “integer” and “fractional” parts with
respect to this decomposition:
ληζ = λaζ + fζ . (4.23)
Here the random variable aζ takes value aj when ηζ falls in the interval Ij , and
fζ = λ(ηζ − aζ) is a random variable which takes values in the interval [0, 1].
The conditional distribution of f = fα, at a specified value of aα, is given by the
following expression:
ρ(f/λ+ aα)
λ
∫
Ij
ρ(η)dη
df , (4.24)
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where ρ is the common density for ηζ . The denominator is just the probability that
ηα falls in the interval Ij .
To apply Lemmas 3.3 and 3.4 to conditional averages with respect to fζ , we
would need to use the following value for D:
D = D(λ) = sup
j
ess-sup
f∈Ij
ρ(f/λ+ aj)
λ
∫
Ij
ρ(η)dη
. (4.25)
For fixed λ > 1, this is certainly finite. However, D(λ) depends on λ as well as
the choice of Ij . Blow-up regularity of the distribution ρ, which is guaranteed by
assumption A3′, is precisely the requirement that Ij = Ij(λ) may be chosen so that
D(λ) remains bounded for large λ.
The situation for general couplings {ηζ} obeying A3′ is somewhat more com-
plicated since we must admit random decompositions of the interval [0, 1]. Specif-
ically, A3′ guarantees that the conditional distributions ρα(ηζ |ω) of ηα at speci-
fied values of the remaining couplings are almost-surely blow-up regular with uni-
formly bounded blow-up norm: Dρα(·|ω) ≤ D. Thus for each α we may choose
Iαj = I
α
j (ω) = [a
α
j (ω), a
α
j+1(ω)] which are measurable with respect to Fcα, satisfy
|Iαj | ≤ 1/λ, and such that
sup
α
ess-sup
ω
max
j
ess-sup
f∈Iαj (ω)
ρα(f/λ+ a
α
j (ω)|ω)
λ
∫
Iαj (ω)
ρα(η|ω)dη ≤ D . (4.26)
We now define aζ and fζ as above: aζ = a
α
j (ω) if ηζ falls in I
α
j (ω) and fζ = ληζ−λaζ .
The density of the distribution of f = fα conditioned on aα and Fcα is
ρα(f/λ+ aα|ω)
λ
∫
Iαj (ω)
ρα(η|ω)dη , (4.27)
which is a density supported in [0, 1] and bounded by D.
With these notions, it is an easy exercise in conditional expectations to prove
the following extension of Lemma 3.3:
Proposition 4.3. Let H be a random Schro¨dinger operator which satisfies A1, A2,
and A3′. Then eq. (3.16) of Lemma 3.3 holds with a coefficient Cλ which satisfies
supλ≥1 Cλ < ∞, provided we use for D the constant appearing in A3′—i.e, the
blow-up norm of the distribution.
Turning now to Lemma 3.4, we note that the disorder strength plays a role in
the re-sampling procedure in addition to the averaging. Hence, it is most natural
to use the lemma as stated and re-sample only the variables fζ with the aζ fixed.
An argument along these lines will be used to complete the proof of eq. (4.4) from
Lemma 4.1:
Proposition 4.4. Let H be a random Schro¨dinger operator which satisfies IAD,
A1, A2, and A3′. Then eq. (4.2) of Lemma 4.1 holds with a coefficient C˜s,λ which
obeys eq. (4.4).
Proof. The proof follows closely the derivation of eq. (4.2) given above with a few
modifications which we now indicate.
Let A denote the sigma-algebra generated by aζ , ζ ∈ I. Conditioning on A, we
obtain a random Schro¨dinger operator with λ = 1 and couplings fζ , ζ ∈ I which
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obey IAD and A3. Thus, following the proof of Lemma 4.1 we obtain the following
analog of eq. (4.14):
E
(∥∥∥∥χx 1H(Ω) − z χy
∥∥∥∥s∣∣∣∣A) ≤ (const.) 11− 3s (1 + |z − E0|)3s(d+3) D6s
×
∑
ζ1∈S0
ζ′1∈S
′
0
E
(∥∥∥∥χx 1H(BLx ) − z 1B8rζ1
∥∥∥∥s∣∣∣∣A)
× E
(∥∥∥∥1B8rζ′1 1H(Ω\BL+r0x ) − zχy
∥∥∥∥s∣∣∣∣A) . (4.28)
We now average with respect to A, noting that H(BLx ) and H(Ω\BL+r0x ) are indepen-
dent by IAD, and this independence is inherited by conditional averages over A.
The resulting bound is identical to eq. (4.14) with λ = 1. To complete the proof,
use a similar argument to prove the analog of eq. (4.21), first conditioning on A to
obtain coefficients with λ = 1. 
4.3. The criteria—proof of Theorem 1.2. Let
M(s, λ, E + iδ) := sup
0≤ε≤δ
C˜λ,s,E+iε sup
α∈I
L>23r
#S′α,L
Ld−1
, (4.29)
with the sets S ′α,L as in Lemma 4.1, and suppose eq. (1.18) holds for some s ∈
(0, 1/3) and E ∈ R.
For each open set Ω ⊂ Rd and δ > 0, we define
GδΩ(α, β) := sup
|ε|<δ
E
(∥∥∥∥χα 1H(Ω) − E − iεχβ
∥∥∥∥s) (4.30)
with α, β ∈ I ∩Ω. Whenever α, β ∈ I ∩Ω with BLα ⊂ Ω and |α−β| > L+ r0+23r,
Lemma 4.1 implies that
GδΩ(α, β) ≤ e−γ(δ)
1
#S′α,L
∑
ζ∈S′α,L
GδΩ(ζ, β) , (4.31)
with
e−γ(δ) := M(s, λ, E+iδ) sup
ε<δ
sup
α∈I
E
(∥∥∥χα (H(BLα ) − E − iε)−1 1δBLα∥∥∥s) . (4.32)
Note that γ(δ) is an increasing function of δ and the assumed finite volume bound
eq. (1.18) shows that limδ→0 γ(δ) > 0. In particular, there is δ0 > 0 such that
γ(δ) > 0 for δ < δ0.
Let us define,
F δΩ(ν) := sup
α,β∈I∩Ω
eν distΩ(α,β)/2LGδΩ(α, β) . (4.33)
The proof will proceed as follows. First, for ν < γ(δ) and bounded Ω, we derive
an Ω independent bound on F δΩ(ν). Second, unbounded Ω are handled via finite
volume approximations. Finally, we pass to the limits δ → 0 and ν → γ.
Now, consider a bounded region Ω and α, β ∈ I ∩ Ω with distΩ(α, β) > 2L.
Observe that either eq. (4.31) or its conjugate holds for this pair, since |α − β| >
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2L > L+ r0+23r and one of B
L
α or B
L
β is contained entirely in Ω. If, say B
L
α ⊂ Ω,
then eq. (4.31) implies
eν distΩ(α,β)/2LGδΩ(α, β) ≤ e−γ(δ)
1
#S′α,L
∑
ζ∈S′α,L
eν distΩ(α,β)/2LGδΩ(ζ, β)
≤eνe−γ(δ) 1
#S′α,L
∑
ζ∈S′α,L
eν distΩ(ζ,β)/2LGδΩ(ζ, β) ,
(4.34)
where we have used the triangle inequality for distΩ and observed that distΩ(α, ζ) ≤
2L for ζ ∈ S′α,L. If instead BLβ ⊂ Ω, the conjugate version of eq. (4.31) implies the
conjugate version of this bound. Either way, the end result is that
eν distΩ(α,β)/2LGδΩ(α, β) ≤ eνe−γ(δ)F δΩ(ν) . (4.35)
If ν < γ(δ), eq. (4.35) implies that F δΩ(ν) may be found by restricting the
supremum in eq. (4.33) to “nearby” pairs (here we use that F δΩ(ν) is finite due
to boundedness of Ω):
F δΩ(ν) = sup
α,β:distΩ(α,β)<2L
eν distΩ(α,β)/2LGδΩ(α, β) ≤ eνA(s, λ, E) , (4.36)
where A(s, λ, E) < ∞ is the a priori bound on fractional moments provided by
Lemma 3.3, so
A(s, λ, E) ≤ C
s
λ
1− s (1 + |E − E0|)
s(d+2) D2s (4.37)
by eq. (3.18).
To complete the proof, we must extend eq. (4.36) to unbounded regions. For
this purpose, fix an open set Ω ⊂ Rd and let Ωj = [−j, j]d ∩Ω. One may verify, for
example using the geometric resolvent identity eq. (4.5) and the Combes-Thomas
estimate [20], that for any α, β ∈ I ∩ Ω and z ∈ C \ R
lim
j→∞
∥∥∥∥χα 1H(Ωj) − zχβ − χα 1H(Ω) − zχβ
∥∥∥∥ = 0 . (4.38)
Thus
sup
|ε|≤δ
∥∥∥∥χα 1H(Ω) − E − iεχβ
∥∥∥∥ ≤ lim infj→∞ sup|ε|≤δ
∥∥∥∥χα 1H(Ωj) − E − iεχβ
∥∥∥∥ , (4.39)
and by Fatou’s Lemma,
GδΩ(α, β) ≤ lim inf
j→∞
GδΩj (α, β) , (4.40)
Since distΩj (α, β)→ distΩ(α, β), this implies eq. (4.36) holds for Ω when ν < γ(δ).
In the limit δ → 0, eq. (4.36) implies that
lim sup
ε→0
E
(∥∥∥∥χα 1H(Ω) − E − iεχβ
∥∥∥∥s) ≤ eνA(s, λ, E)e−ν distΩ(α,β)/2L (4.41)
for any ν < γ. Finally, taking ν → γ, we obtain eq. (1.19). 
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5. Applications: results for distinct energy ranges
To apply the above results on localization we need to verify the sufficiency criteria
of Theorem 1.2 in specific disorder regimes and energy ranges. In this section we
present several such results for regimes of interest, including the familiar large
disorder and band edge (Lifshitz tail) regimes. The mechanisms which allow us to
check eq. (1.18) are essentially those used to verify the initial length scale estimates
for a multiscale analysis. As such, we do not attempt to give an exhaustive list of
applications here, but rather try to illustrate how known methods may be combined
with the arguments developed in this paper.
A useful feature of our results is that it suffices to check eq. (1.18) at a single
energy E ∈ R, since the following continuity result allows us to extend the obtained
bounds onto an interval containing E (as well as off the real axis).
Lemma 5.1. Let H satisfy A. Fix Λ, and subsets Λ1 and Λ2 of Λ. Let G(z) :=
1Λ1(H
(Λ)−z)−11Λ2 . Then, for any 0 < s ≤ 1/2, z 7→ E (‖G(z)‖s) is locally Ho¨lder-
continuous with exponent s for all z ∈ C. More precisely, there exists a constant
As,λ <∞ such that
|E (‖G(z)‖s)− E (‖G(w)‖s)| ≤ As,λNΛN1/2Λ1 N
1/2
Λ2
× (1 + |z − E0|)s(d+2)(1 + |w − E0|)s(d+2)|z − w|s (5.1)
for all z, w ∈ C. Here NΛ = #(I ∩ Λ) is the “volume” defined in the discussion
following Lemma 3.3 and
As,λ ≤ const. (1 + 1/λ)
2s
1− 2s ×
{
(1 + λ)2s(d+2) if A3 holds,
1 if A3′ holds. (5.2)
Proof. By the resolvent identity, noting that 1Λ = 1 on L
2(Λ),
G(z)−G(w) = (z − w)1Λ1 (H(Λ) − z)−11Λ(H(Λ) − w)−11Λ2 . (5.3)
Thus
|E (‖G(z)‖s)− E (‖G(w)‖s)| ≤ E (‖G(z)−G(w)‖s)
≤ |z − w|sE
(
‖1Λ1
1
HΛ − z1Λ
1
H(Λ) − w1Λ2‖
s
)
≤ |z − w|sE
(
‖1Λ1
1
H(Λ) − z1Λ‖
2s
)1/2
E
(
‖1Λ 1
H(Λ) − w1Λ2‖
2s
)1/2
.
(5.4)
The result now follows from Lemma 3.3—see eq. (3.19)—combined with Prop. 4.3.

A preliminary application of the continuity provided by Lemma 5.1 is the proof
of Theorem 1.3.
Proof. Due to Lemma 5.1, we need only verify eq. (1.18) for the energy E appearing
in eq. (1.20). For this we argue along the lines of the proof of Lemma 4.1, using
the geometric resolvent identity eq. (4.5) to obtain for L > 23r,
χα
1
H(B
L
α ) − z1δBLα = χα
1
H − z1δBLα + χα
1
H − z [H,ΘL]
1
H(B
L
α ) − z 1δBLα (5.5)
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where ΘL is any smooth function equal to one on B
L−r
α and zero on R
d \BLα—recall
that δBLα = {q : r < dist(q, ∂Λ) < 23r} ⊂ BL−rα . From this we conclude, as in the
proof of eq. (4.21), that
E
(∥∥∥∥χα 1H(BLα ) − z1δBLα
∥∥∥∥s) ≤ const. L2(d−1) ∑
ζ
dist(ζ,δBLα )<r
E
(∥∥∥∥χα 1H − zχζ
∥∥∥∥s) .
(5.6)
By assumption the right hand side isO(L3(d−1)e−µL) uniformly in α. Thus eq. (1.18)
is satisfied for sufficiently large L and the theorem follows. 
5.1. The multi-scale analysis regime. The region in which a multiscale analysis
may be carried out provides another characterization of the localization regime. An
important observation is that the “output” of the multiscale analysis implies the
“input” for Theorem 1.2, i.e., eq. (1.18). Thus for the operators considered here
the stronger results proved by our methods hold throughout the multiscale regime.
A precise formulation of this statement is the following.
Theorem 5.1. Let H be a random Schro¨dinger operator which satisfies A and
IAD. Suppose that for some A < ∞, µ > 0, ξ > 2(d − 1), C < ∞ and E ∈ R it
holds for L sufficiently large that
sup
α∈I
Prob
[∥∥∥∥χα 1H(BLα ) − E 1δBL0
∥∥∥∥ > Ae−µL] ≤ CL−ξ . (5.7)
Then, there exist 0 < s < 1/3, A′ <∞, µ′ > 0 and an open interval J containing
E such that
lim sup
ε↓0
E
(∥∥∥∥χx 1H(Ω) − E′ − iεχy
∥∥∥∥s) ≤ A′e−µ′ distΩ(x,y) (5.8)
for all open sets Ω ⊂ Rd, x, y ∈ Ω and E′ ∈ J .
Bounds on the probability of exceptional behavior of the type of eq. (5.7) are a
characterization of the localized regime mapped by the multi-scale analysis, where
ξ can be made arbitrarily large, e.g. [18]. Using a “bootstrap” approach in which
the output of one multi-scale analysis serves as the input for another, Germinet
and Klein have shown that this probability is O(e−Lα) with any α < 1 throughout
the multi-scale regime [32]. A posteriori, we conclude from Theorem 1.2 that this
bound may be replaced by O(e−νL) with ν > 0 for the operators considered here.
For ergodic random Schro¨dinger operators (see A4 in Section 5), there is a notion
of “strong localization region,” introduced in [33], analogous to Dobrushin and
Shlosman’s regime of complete analyticity in statistical mechanics [26]. The strong
localization region may be characterized by any of a number of criteria, one of
which is the applicability of the multi-scale analysis, and throughout this region
all of those criteria hold (see [33, Theorem 4.4]). In the words of the authors
of [33], it is a region “possessing every possible virtue we can imagine!” For the
random operators considered here, one may add to that list of virtues exponential
localization of Green function moments and dynamical localization in the (stronger)
sense of Corollary 1.1.
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Proof. Following the argument for the lattice case from Section 4.4 of ref. [6], we
define complementary “good” and “bad” subsets of the probability space Ω by
ΩG :=
{
ω | ‖χα(H(B
L
α ) − E)−11δBLα ‖ ≤ Ae−µL
}
(5.9)
and ΩB := Ω
c
G. Then
E
(
‖χα(H(BLα ) − E)−11δBLα ‖s
)
= E
(
‖χα(H(BLα ) − E)−11δBLα ‖sI[ω ∈ ΩG]
)
+ E
(
‖χα(H(B
L
α ) − E)−11δBLα ‖sI[ω ∈ ΩB ]
)
. (5.10)
The first term is bounded by Ase−sµL, while we may apply the Ho¨lder inequality
to bound the second term for any s < t < 1 by
E
(
‖χα(H(BLα ) − E)−11δBLα ‖t
)s/t
E (I[ω ∈ ΩB])1−s/t . (5.11)
We may further estimate this by C(s, E, d)L(s(d−1)−ξ(t−s))/t using (1) the fractional
moment bound eq. (3.19) and (2) the assumed bound eq. (5.7) on Prob(ΩB). Here
we have used that δBL0 contains O(Ld−1) points in I.
In summary, we get the bound
E
(
‖χα(H(BLα ) − E)−11δBLα ‖s
)
≤ Ase−sµL + C(t, E, λ)s/t L(s(d−1)−ξ(t−s))/t ,
(5.12)
uniformly in α. Since ξ > 2(d − 1), we can choose s sufficiently close to 0 and t
close to 1 to guarantee (ξ(t− s)− s(d− 1))/t > 2(d− 1). Thus
lim sup
L→∞
L2(d−1) sup
α∈I
E
(
‖χα(H(B
L
α ) − E)−11δBLα ‖s
)
= 0 , (5.13)
and we may choose L large enough that eq. (1.18) holds at E.
Working in the finite volumes BLα , we can use the continuity given by Lemma 5.1
and the continuity of bs(λ,E) in E to conclude the existence of a complex neigh-
borhood U of E such that eq. (1.18) holds for every E′+ iε ∈ U . Then Theorem 1.2
applies at all real E′ ∈ U , which concludes the proof by Theorem 5.1. 
5.2. Large disorder. Perhaps the easiest localization regime to understand is that
induced at the bottom of the spectrum by large disorder. If we fix an energy E > E0
and a length scale L we may adjust λ so that for any x ∈ Rd it is overwhelmingly
likely that E is far below the bottom of the spectrum of the “local Hamiltonian,”
i.e., H(B
L
x ). Heuristically, this suggests that E lies in the localization regime, since
the resolvent (H(B
L
x ) − E)−1 is typically bounded with small norm.
In the discrete setting, the bound E(|G(x, x)|s) . 1/λs provides the basis for the
‘single-site’ criterion of [4]. For the operators considered here, by taking λ large
enough one may directly verify the localization condition eq. (1.18) at any fixed
finite scale L allowed in Theorem 1.2. In fact, eq. (1.18) may be satisfied uniformly
for all energies in an arbitrary finite interval. For this result, we assume blow-
up regularity A3′ to ensure that the constants which appear in eq. (1.18) remain
bounded as λ increases.
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Theorem 5.2. Let H satisfy IAD, A1, A2 and A3′. Then to every E1 ∈ R and
0 < s < 1/3 there exists λ0 = λ0(E1, s) such that for every λ > λ0 there are
constants A <∞ and µ > 0 such that for any open set Ω ⊂ Rd
lim sup
ε↓0
E
(∥∥∥∥χx 1H(Ω) − E − iεχy
∥∥∥∥s) ≤ Ae−µ distΩ(x,y) (5.14)
for all E ∈ [E0, E1] and x, y ∈ Ω.
Remark: The proof will show that we can take λ0 ∝ (1 + |E1 − E0|)2+3d/2.
Proof. We cannot use eq. (3.18) to verify eq. (1.18), since the r.h.s. does not ap-
proach 0 as λ → ∞, even assuming A3′. Instead we fix any L > 23r and use
the method discussed in Section 3.1 to show that E(‖χα(H(BLα )−E)−11δBLα ‖s) ap-
proaches 0 as λ → ∞. This method gives volume dependent bounds on fractional
moments, but as L is fixed in the present argument that is of no importance.
By the covering condition in A2 it suffices to show that
E
(∥∥∥∥Uβ 1H(BLα ) − EUζ
∥∥∥∥s)→ 0 as λ→∞ (5.15)
for all β, ζ ∈ I. Convergence needs to be shown uniformly with respect to α, β, ζ ∈ I
and E ∈ [E0, E1]. One may then switch to complex energy using Lemma 5.1 and
complete the proof with Theorem 1.2.
To derive eq. (5.15), we write H = H(B
L
α ), understanding henceforth that all
operators are restricted to L2(BLα ). Let Ĥ = H − ληβUβ − ληζUζ and define
η± =
1
2 (ηβ ± ηζ), so that ηβUβ + ηζUζ = η+(Uβ +Uζ) + η−(Uβ −Uζ). AssumptionA2 and the Birman-Schwinger argument yield
‖Uβ 1
H − EUζ‖ ≤ b+‖(Uβ + Uζ)
1/2 1
H − E (Uβ + Uζ)
1/2‖
= b+
∥∥∥[K̂−1E,η− + λη+]−1∥∥∥ , (5.16)
where K̂E,η− = (Uβ+Uζ)
1/2(Hˆ+λη−(Uβ−Uζ)−E)−1(Uβ+Uζ)1/2 in L2((suppUβ∪
suppUζ) ∩BLα ).
Now η+ ∈ [0,∞) and with η− fixed one can use the argument described in
Section 3.1 to show that∣∣∣{η+ ∈ [0,∞) : ‖[K̂−1E,η− + λη+]−1‖ > t}∣∣∣ ≤ (1 + ξE,η−)λt , (5.17)
where ξE,η− may be expressed as a spectral shift function:
ξE,η− ≤ Tr
[
P (Ĥ + λη−(Ux − Uy) < E)
]
− Tr
[
P (Ĥ + λη−(Ux − Uy) + λ(Ux + Uy) < E)
]
. (5.18)
Since both Schro¨dinger operators appearing in eq. (5.18) are positive perturbations
of H0, we may bound each trace by a Weyl-type bound (see eq. (2.8)) to yield
ξE,η− ≤ TrP (H0 < E) ≤ const. (1 + |E − E0|)d/2Ld . (5.19)
Averaging over η+, η− as in the proof of Prop. 3.2 we obtain the following bound:
Prob
(∥∥∥∥Uβ 1H(BLα ) − EUζ
∥∥∥∥ > t|Fcβ,ζ) ≤ const. D2 Ld (1 + |E1 − E0|)d/2λt , (5.20)
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for any α, β, ζ ∈ I and E ∈ [E0, E1], from which eq. (5.15) follows. 
5.3. Localization via density of states bounds. To state the bounds in this
section, which are based on the notion of the density of states, it is necessary to
assume that the random operator H is ergodic, i.e. its distribution is invariant
under a sufficiently large group of translations. In particular this implies that the
spectrum of H is a non-random set, c.f. [58, 71]. Hence, throughout we make the
additional assumption
A4: I is a lattice containing the origin, Uα = U(· − α), and H is ergodic with
respect to shifts in I.
We will drop the supremum over α in eq. (1.18) and work with α = 0, since if A4
holds eq. (1.18) is equivalent to
M(s, λ, E)(1 + L)2(d−1) lim sup
ε↓0
E
(∥∥∥∥χ0 1H(BL0 ) − E − iε 1δBL0
∥∥∥∥s) < 1 . (5.21)
For simplicity, we shall assume that the lattice I = Zd and work throughout
with the ‘ℓ∞-norm’ on Rd: |x| = maxj |xj |. Thus balls are cubes with sides parallel
to the co-ordinate axes and unit balls are fundamental cells for the lattice I. The
reader should have no problem extending the results below to more general lattices,
in which case it is natural to work with the ‘ℓ∞-norm’ induced on Rd by the
decomposition of a vector into components parallel to lattice generators.
The density of states measure for an ergodic random Schro¨dinger operator is a
Borel measure κ on the real line defined through a limiting procedure via its action
on compactly supported continuous functions:∫
f(t)κ(dt) := lim
L→∞
1
(2L)d
Tr f(H(ΛL)) (5.22)
where ΛL = B
L
0 = [−L,L]d. For the operators considered here, A4 implies that
this limit exists almost surely, is non-random [58], and is equal to∫
f(t)κ(dt) = lim
L→∞
1
(2L)d
TrE
(
f(H(ΛL))
)
=
1
|C|E (Tr 1Cf(H)) , (5.23)
where C is any unit cell of the lattice I, e.g., [0, 1]d. In addition, the random
operators studied here satisfy a Wegner estimate which shows that the density of
states measure is absolutely continuous with a density which is in Lploc for all finite
p [19].
We also introduce the finite volume measures∫
A
κL(dt) = E
(
TrPA(H
(ΛL))
)
. (5.24)
Again κL is absolutely continuous with a density in L
p
loc [19]. Note that limL κL = κ
in the sense of weak convergence in the dual space of the compactly supported
continuous functions.
If E is a band edge of the almost sure spectrum of H , e.g. if E = inf σ(H), then
it is generally expected that κ[E,E+∆E] vanishes to very high order in ∆E. This
phenomenon was first observed by I. M. Lifshitz [53] and the regions where such
estimates hold are called ‘Lifshitz tails’.
In the Lifshitz tail regime one expects it is very rare to find an eigenvalue of a
finite volume operator near the band edge E. With favorable estimates this suggests
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localization should hold near E since the Combes-Thomas estimate [20, 11] may
typically be used to obtain resolvent decay across finite volumes.
One result in this vein shows that smallness bounds for the finite volume mea-
sures κL may be used to verify the localization criterion in Theorem 1.2 in a similar
way as done for initial length scale estimates in proofs of band edge localization via
multiscale analysis.
Theorem 5.3. Let H satisfy IAD, A1 − 4. Suppose that for some β ∈ (0, 2),
ξ > 2(d− 1), C1 > 0, C2 > 0, and E ∈ R it holds for sufficiently large L that
κL
(
[E − C1L−β , E + C1L−β]
)
< C2L
−ξ−d . (5.25)
Then the conclusion of Theorem 5.1 holds.
Proof. The proof is very similar to the proof of Theorem 5.1. This time, define
ΩG := {ω : dist(σ(H(ΛL)), E) > C1L−β} and ΩB = ΩcG. Then, using eq. (5.25)
Prob(ΩB) ≤ E
(
TrP[E−C1L−β,E+C1L−β](H
(ΛL))
)
= (2L)dκL
(
[E − C1L−β , E + C1L−β]
) ≤ 2dC2L−ξ (5.26)
The improved Combes-Thomas estimate due to ref. [11] implies that there are η > 0
and C <∞ such that for ω ∈ ΩG,∥∥∥∥χ0 1H(ΛL) − E 1δΛL
∥∥∥∥ ≤ CLβe−ηL1−β/2 . (5.27)
This gives a bound for the analogue of the first term on the right hand side of
eq. (5.10). From here on the proof is identical to the proof of Theorem 5.1. 
There are two well-known situations in which bounds of the form (5.25) can be
derived. One is the aforementioned Lifshitz-tail regime, which generally holds if
the background operator H0 is I-periodic and E is the infimum of the almost sure
spectrum. In this case one gets eq. (5.25) for arbitrary ξ > 0, see e.g. [18, 46].
Conditions on the periodic background operator for the appearance of this regime
at more general band edges were given by F. Klopp [47].
It is not known if the conditions used in ref. [47] hold for general periodic H0.
But one always has the second option of “forcing” a bound like eq. (5.25) to hold by
assuming the distribution density ρ of the random coupling constants ηα has small
tails near the boundary of their support. For example, one gets eq. (5.25) with ξ ∈
(0, 2τ−d) at a lower band edge E0 of the almost sure spectrum if
∫ h
0
ρ(q) dq = O(hτ )
for h→ 0, see [46, Prop. 4.1]. Thus Theorem 5.3 is applicable if τ > (3d− 2)/2.
To complement the above discussion, it is interesting to note that one may prove
localization directly from an estimate on the infinite volume density of states.
Theorem 5.4. Let H satisfy IAD, A1− 4. For each ξ > 3d− 2 and E ∈ R, there
exists C = C(E, ξ, λ) > 0 and δ0 = δ(E, ξ, λ) such that if for some δ < δ0
κ([E − δ, E + δ]) ≤ C δξ , (5.28)
then there exist s ∈ (0, 1), A <∞, and µ > 0 such that for any open set Ω ⊂ Rd
lim sup
ε↓0
E
(∥∥∥∥χx 1H(Ω) − E′ − iεχy
∥∥∥∥s) ≤ A e−µ distΩ(x,y) , (5.29)
for every E′ ∈ [E − δ/4, E + δ/4].
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Proof. Klopp has shown that the densities of states for periodic approximations
to a random Schro¨dinger operator approach the infinite volume density of states
extremely rapidly, c.f. refs. [47, 48]. We shall adapt his argument to use eq. (5.28)
to bound the probability that a certain finite volume operator with random quasi-
periodic boundary conditions has spectrum in the interval [E − δ/2, E + δ/2]. To-
gether with arguments in the proof of Thms. 5.1 and 5.3 this will imply the theorem
via an analogue of Theorem 1.2 in which the smallness criterion is satisfied for a
quasi-periodic finite volume Hamiltonian. That result may be proved in exactly
the same way as Theorem 1.2 since, as remarked in the introduction, quasi-periodic
boundary conditions preserve all the properties implied by A1 which were needed
in the proof.
We begin by introducing a sequence of periodic approximations to H . For each
ℓ ∈ N greater than r0, define a random potential V Pℓ which is periodic under
translations in ℓI:
V Pℓ (q) :=
∑
α∈I∩Λℓ/2
ηα
∑
ζ∈ℓI
U(q − α− ζ) , (5.30)
and note that for any set Λ ⊂ Rd with diameter less than ℓ−r0 the random functions
V Pℓ (q)1Λ(q) and V (q)1Λ(q) are identically distributed. We define
HPℓ := H0 + V
P
ℓ . (5.31)
Then HPℓ is periodic under shifts in ℓI and its distribution is invariant under shifts
in I.
The averaged density of states measure for HPℓ , denoted κ
P
ℓ , is defined to be
κPℓ (A) :=
1
ℓd
E
(
Tr1Λℓ/2PA(H
P
ℓ )
)
. (5.32)
By translation invariance of the distribution of HPℓ , this is also given by
κPℓ (A) = E
(
Tr1CPA(H
P
ℓ )
)
, (5.33)
with C = [0, 1]d.
In the present situation, the arguments of ref. [48] may be adapted to show:
For each n > 0 there exists Cn = Cn(E) such that
κPℓ ([E − δ/2, E + δ/2]) ≤ κ([E − δ, E + δ]) + Cn ℓd+1−nδ−n . (5.34)
Since our assumptions differ somewhat from those of ref. [48], let us describe the
proof of eq. (5.34). In the following we use C(E) to denote a generic energy and
dimension dependent parameter whose value does not depend on the length scale
ℓ but may change from line to line. Choose a C∞ function f with 1Jδ/2 ≤ f ≤ 1Jδ
where Jt := [E − t, E + t]. Then
κPℓ (Jδ/2) ≤ E
(
Tr 1Cf(H
P
ℓ )
) ≤ κ(Jδ) + E (Tr1C(f(HPℓ )− f(H))1C) . (5.35)
Using the Helffer-Sjo¨strand formula [38, 22], write
1C(f(H
P
ℓ )− f(H))1C
=
∫
Jδ×[−1,1]
(
∂z¯ f˜n(z)
)
1C
(
1
z −HPℓ
− 1
z −H
)
1C dxdy , (5.36)
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where z = x + iy and f˜n is an “almost-analytic” extension of f which vanishes to
order n at y = 0:
f˜n(x+ iy) =
 n∑
j=0
1
j!
f (j)(x)(iy)j
σ(y) . (5.37)
Here σ is a fixed cut-off function supported in [−1, 1] and identically one in a
neighborhood of zero. The key property here is that ∂z¯ f˜(x + iy) = O
(|y|n/δn+1)
as may be verified directly.
The difference of resolvents appearing in eq. (5.36) can be expressed in terms of
the geometric resolvent identity eq. (4.5):
1C
(
1
z −HPℓ
− 1
z −H
)
1C = 1C
1
z −HPℓ
[H,Θ]
1
z −H 1C (5.38)
with Θ any function which is identically one in a neighborhood of C and supported
inside Λℓ/2−r0 . We choose Θ with ∇Θ supported in a strip of width one near the
boundary of Λℓ/2−r0 .
Using a “commutator argument” similar to that in the proof of Lemmas 3.3 and
3.4, we may show that for z ∈ Jδ × {[−1, 0) ∪ (0, 1]},
[H,Θ]
1
z −H 1C = TΨ
1
z −H 1C , (5.39)
where T is a trace class operator with
Tr |T | ≤ C(E) ℓd−1 (5.40)
and Ψ is a function which is identically one on the support of∇Θ and also supported
in a strip of width of order one near the boundary of Λℓ/2−r0 . Therefore∣∣∣∣Tr1C 1z −HPℓ [H,Θ] 1z −H 1C
∣∣∣∣ ≤ C(E)ℓd−1 ∥∥∥∥1C 1z −HPℓ Ψ
∥∥∥∥ ∥∥∥∥Ψ 1z −H 1C
∥∥∥∥
≤ C(E) ℓd−1 1
y2
e−µ(E)yℓ ,
(5.41)
where we have used the Combes-Thomas bound [20, 11] to estimate the resolvent
norms.
Putting this into eq. (5.36) we find that∣∣Tr1C(f(HPℓ )− f(H))1C∣∣ ≤ C(E)∫
Jδ×[−1,1]
yn
δn+1
ℓd−1
1
y2
e−µ(E)yℓ dxdy
≤ C(E, n) ℓd−nδ−n ,
(5.42)
which completes the proof of eq. (5.34).
We now recall some standard facts from the Bloch/Floquet theory of periodic
operators, c.f. [60]. For each k ∈ BZ with BZ = [0, 2π]d define the restriction of
HPℓ to Λℓ/2 with quasi-periodic boundary conditions at quasi-momentum k/ℓ to
be the self-adjoint operator Hℓ;k on L
2(Λℓ/2) that agrees with H when applied to
functions compactly supported in the interior of Λℓ/2 and whose domain includes
all functions on Λℓ/2 of the form e
ik·x/ℓφ(x) with φ(x) smooth and periodic.
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It is well known that the periodic density of states κPℓ may be obtained as an
average of the densities for Hℓ;k:
κPℓ (Jδ/2) =
1
(2π)d
∫
BZ
κℓ;k(Jδ/2) dk , (5.43)
where the quasi-periodic densities κℓ;k are defined by
κℓ;k(A) :=
1
ℓd
E (TrPA(Hℓ;k)) . (5.44)
Now consider the probability space Ω′ = Ω × BZ with associated measure
Prob′ = Prob × dk/(2π)d, and let Hℓ = Hℓ;ω′ be a random Schro¨dinger oper-
ator with ω′ = (ω,k) ∈ Ω′ distributed according to Prob′. As in the proof of
Thms. 5.1 and 5.3, we define complementary good and bad sets, ΩG := {ω′ :
dist(σ(Hℓ;ω′), E) > δ/2} and ΩB = Ω′ \ ΩG.
Using eq. (5.43) and eq. (5.34) we see that
Prob′(ΩB) ≤ E′
(
TrPJδ/2 (Hℓ;ω′)
)
= ℓdκPℓ (Jδ/2)
≤ ℓdκ(Jδ) + Cnℓ2d−nδ−n .
(5.45)
On the other hand, the improved Combes-Thomas bound [11] shows that there are
A <∞ and µ > 0 such that for ω′ ∈ ΩG and E′ ∈ Jδ/4∥∥∥∥χ0 1Hℓ;ω′ − E′ δΛℓ
∥∥∥∥ ≤ Aδ−1 e−µδ1/2ℓ . (5.46)
Arguing as in the proof of Theorem 5.1 this implies
E
′
(∥∥∥∥χ0 1Hℓ;ω′ − E′ δΛℓ
∥∥∥∥s) ≤ As δ−s e−sµδ1/2ℓ
+ C(t, λ, E)s/tℓ(2+s)(d−1)
(
ℓdκ(Jδ) + Cnℓ2d−nδ−n
)1−s/t
, (5.47)
for any s < t < 1. Thus
ℓ2(d−1)E′
(∥∥∥∥χ0 1Hℓ;ω′ − E′ δΛℓ
∥∥∥∥s) ≤ C max(A1, A2, A3) (5.48)
with
A1 = δ
−sℓ2(d−1) e−sµδ
1/2ℓ ,
A2 = ℓ
(2+s)(d−1)+(1−s/t)dκ(Jδ)1−s/t ,
A3 = ℓ
(2+s)(d−1)+(1−s/t)(2d−n)δ−n(1−s/t) .
(5.49)
By the analogue of Theorem 1.2 discussed above, in which the Dirichlet operator
H(Λℓ) is replaced by the random quasi-periodic operator Hℓ, we see that there is a
fixed quantity B = B(s, λ, E) such that if maxj(Aj) < B then the conclusion of the
present theorem holds, i.e., the interval Jδ/4 is contained in the localization regime.
Note that the infinite volume operator does not depend on the quasi-momentum
k. Nonetheless, the finite volume quasi-periodic operators may be used because
locally, i.e., for functions supported in the interior of the cube Λℓ, they agree with
the infinite volume operator.
To obtain a concrete result, we let ℓ ≈ δ−r for some r > 1. Then A1 < B and
A3 < B for all sufficiently small δ provided we choose n sufficiently large. Thus,
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there is δ0 > 0 such that for δ < δ0 the condition maxj(Aj) < B is equivalent to
requiring that
A2 = δ
−ξ(1−s/t)κ(Jδ)1−s/t < B , (5.50)
where ξ = rd+ r(d−1)(2+s)/(1−s/t). For s = 0, t = 1, and r = 1, the expression
for ξ reduces to 3d− 2, and hence any value ξ > 3d− 2 can be attained with some
permissible selection of 0 < s < t < 1 and r > 1. This completes the proof of
Theorem 5.4. 
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Appendix A. Technical comments
Following are some comments of technical nature, which are intended to supple-
ment the discussion of the assumptions and results stated in the introduction.
(1) (The operator nature of Hω) Under the stated assumptions, Hω is essentially
self adjoint on C∞0 [51]. The random potential Vω(q) is non-negative and uniformly
bounded by λb+. The operator Hω is bounded below, with σ(Hω) ⊂ [E0,∞).
(2) For 1 ≤ p < ∞ let Ip denote the Schatten class of order p, i.e., the ideal of
bounded operators A on L2(Rd) with ‖A‖p := (Tr |A|p)1/p <∞. Then for all z in
the resolvent set of H and all f ∈ Lp(Rd) with p > d/2,
f(q)(Hω − z)−1 ∈ Ip (A.1)
Also, for any a > −E0,
f(q)(Hω + a)
−r ∈ Ip (A.2)
if f ∈ Lp(Rd) and r > d/2p. Proofs can be found, for example, in refs. [65, 67].
Under the assumptions A2 and A3, which imply bounds on the random potential
Vω(q), the Schatten class bounds hold uniformly in ω.
(3) Weak solutions of Hϕ = zϕ, z ∈ C, have the unique continuation property, i.e. if
ϕ vanishes on a non-empty open set, then ϕ vanishes identically. This follows from
ref. [42] which requires only local form-boundedness of V 20 , A
2, and (∇∧A)2 with
respect to the Laplacian. There is quite a bit of literature on unique continuation
allowing more general A and V ; c.f., [13, 67, 41, 49, 75, 76].
(4) The above three properties hold also for the restrictions of H to any open set
Ω with Dirichlet boundary conditions and for the restriction to any cube Λx,L :=
x + [−L/2, L/2]d with Neumann or quasi-periodic boundary conditions (see Sec-
tion 5.3).
(5) (The regularization by i0) For unbounded regions Ω one knows that the operator
norm limit
χx(H
(Ω)
ω − E − i0)−1χy := lim
ε↓0
χx(H
(Ω)
ω − E − iε)−1χy (A.3)
exists almost surely for almost every E ∈ R. This follows from Fubini’s theorem
and the fact that, for fixed ω, χx(H
(Ω)
ω −E− i0)−1χy exists for almost every E. To
prove the latter one writes
χx(H
(Ω)
ω − E − iε)−1χy = χx(H(Ω)ω − E − iε)−1PI(H(Ω)ω )χy
+ χx(H
(Ω)
ω − E − iε)−1PR\I(H(Ω)ω )χy, (A.4)
where I is a bounded interval and we denote the spectral projection onto a mea-
surable set M for a self-adjoint operator H by PM (H). If E is in the inte-
rior of I, then the second term in the sum trivially has a limit. For the first
term, a polarization argument shows that it suffices to consider GA(E + iε) :=
1A(H
(Ω)
ω − E − iε)−1PI(H(Ω)ω )1A for bounded regions A. The operator function
z 7→ GA(z) defined for z in the upper half plane C+ is trace class valued (see
eq. (2.8)) and analytic with non-negative imaginary part. It follows from a result
of de Branges [24], also used in Appendix C, that the limit exists for almost every
E. To conclude one exhausts R with bounded intervals I.
By eq. (A.3) we can extend the bound (3.16) of Lemma 3.3 to Prob(‖χx(H(Ω)−
E − i0)−1χy‖ > t) for almost every E. However, it is convenient for us to have
eq. (3.16) for all E, which is why we prefer to work with ε > 0.
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(6) (The removal of i0 for bounded domains) If we fix a bounded region Ω, then any
fixed E ∈ R is almost surely not in σ(H(Ω)), as follows from the assumptions on the
distribution of the random couplings stated in Section 1.2 (via analytic perturbation
theory and unique continuation of eigenfunctions). Thus,
∥∥χx(H(Ω) − E)−1χy∥∥ is
an almost surely finite random variable, and Fatou’s lemma shows that the bound
eq. (3.16) on Prob(‖χx(H(Ω) − E − i0)−1χy‖ > t) implies also such a bound for
ε = 0 .
(7) (Results for large disorder regime) Readers familiar with fractional-moment
methods for discrete random operators will likely note the bound we obtain in
Lemma 3.3 is a bit weaker than the a-priori bound derived in that context, which
falls off like λ−1 for large λ. We showed—in the proof of Theorem 5.2—that the
s-moments of the resolvent of H
(Ω)
ω for a bounded region Ω are O(|Ω|s/λs). Cou-
pled with Theorem 1.2 this allowed us to conclude localization at “large disorder.”
However, we do not show here that the fractional-moments of the infinite volume
resolvent tend to zero for large λ (although this may still be true).
(8) (Possible coexistence of bulk localization with extended boundary states) An op-
erator may exhibit localization in the bulk (in terms of transition amplitudes) along
with extended boundary states occurring in certain geometries. Such situations have
been studied and are of particular interest for the Quantum Hall Effect, with Ho
the Landau operator [23, 28]. Our use of the domain-adapted metric, distΩ—in
which exponential decay is compatible with the above picture—allows the analysis
of localization to proceed even in such cases. However, it is also possible to formu-
late other finite volume criteria which rule out extended surface states. The input
conditions need to be more restrictive and involve propagators between boundary
regions in arbitrary geometries. For this purpose one may present a modified version
of Theorem 1.1, changed in a manner similar to what was done for discrete models
in ref. [6, Theorem 1.1]. A key point is that the domain-adapted metric can be
replaced in eq. (1.6) by the usual distance, in which case the conclusions—eq. (1.7)
and pure point spectrum—hold in any sufficiently regular region and in particular,
under the stronger assumptions, rule out also extended boundary states.
(9) (Energy dependence of the bounds) We note that Theorem 1.1 only requires
exponential decay of the energy-averaged Green function. However, typically this
will be established, for example by Theorem 1.2, through a bound which is uniform
in energy.
(10) (Other norms in (1.7)) We have used operator norms in stating (1.7) and its
various consequences, but they extend to arbitrary Schatten norms. This follows
from the fact that the operators involved are “super-trace class” in the sense that
for every p > 0 we have Tr
∣∣χxg(H(Ω))PJ (H(Ω))χy∣∣p ≤ Cp < ∞ independent of
x, y,Ω, g and the disorder (this follows from remark (2) above). Considering, for
example, the trace norm ‖ · ‖1 we find, picking p < 1,
E
(
sup
g
∥∥∥χxg(H(Ω))PJ (H(Ω))χy∥∥∥
1
)
≤ CpE
(
sup
g
∥∥∥χxg(H(Ω))PJ (H(Ω))χy∥∥∥1−p)
≤ Cp
[
E
(
sup
g
∥∥∥χxg(H(Ω))PJ (H(Ω))χy∥∥∥)]1−p ≤ A˜e−µ˜distΩ(x,y) , (A.5)
for appropriate constants A˜ <∞ and µ˜ > 0.
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(11) (The bound on Fermi projections) In fact, the hypothesis of Thm. 1.1—namely
eq. (1.6)—implies a result somewhat stronger than eq. (1.7), namely
E
(
sup
g
‖χxg(H(Ω))χy‖
)
≤ A˜e−µ˜ distΩ(x,y) , (A.6)
where the supremum is over all Borel measurable functions g, with |g| ≤ 1 pointwise
and constant on J< = {E : E ≤ inf J } and J> = {E : E ≥ supJ }. The collection
of sets consisting of J<,> and the Borel subsets of J is a sigma algebra Σ, and the
supremum is taken over the unit ball B1(Σ) of the bounded Σ measurable functions.
A special case, corresponding to g(H) = P(−∞,EF )(H), is the bound (1.10) on Fermi
projections, which may also be derived using a contour integral representation of
the projection operator as in [3].
To verify eq. (A.6), we fix a C∞ function h, 0 ≤ h ≤ 1, supported in [E0−2, E+],
with E+ = supJ , and identically equal to 1 on [E0 − 1, inf J ]. Note that, for
g ∈ B1(Σ), g(H(Ω)) may be decomposed as α1+βh(H(Ω))+g˜(Hω) with g˜ supported
in J . The contribution from g˜ may be estimated by eq. (1.7), and the contribution
from α1 is bounded and zero for |x − y| ≥ 2r. To estimate the contribution from
h(H(Ω)) we write it, using the Helffer-Sjo¨strand fromula [38], as
h(H(Ω)) =
1
2π
∫
C
F (z)
1
H(Ω) − zdxdy , (A.7)
where z = x+iy and the bounded function F (x+iy) satisfies F (x+iy) = O(yn) for
some n ≥ 1 (n = 1 will do) and is supported in the union of the sets J + i[−1, 1],
[E0−2, E+]+i[−1,− 12 ], [E0−2, E+]+i[ 12 , 1] and [E0−2, E0−1]+i[−1, 1]. (F (x+iy) =
∂z¯h˜(z) with h˜(z) an almost analytic extension of h; see eq. 5.36.) Using that∥∥(H − z)−1∥∥ ≤ 1/Imz, we get
E
(∥∥∥χxh(H(Ω))χy∥∥∥) ≤ 1
2π
∫
C
|F (z)|
|Imz|1−sE
(∥∥∥∥χx 1H(Ω) − zχy
∥∥∥∥s) . (A.8)
Since the support of F approaches the spectrum of H only in the interval J , the
Combes-Thomas estimate and the fractional moment bound eq. (1.6) (which holds
with Ω in place of Λn by strong resolvent convergence) together show that the
integrand here is exponentially small in distΩ(x, y). This in turn gives (A.6).
The above argument combined with the previous remark (10) shows that the
estimate (A.6) also holds in trace norm under the restriction that |x− y| ≥ 2r or if
g is required to vanish on J>.
(12) (The assumption A3′) The condition of blow-up regularity of a random variable
X requires its probability density to be absolutely continuous, with a bounded
density ρ(·), since eq. (1.25) implies (for arbitrary n)
ρ(x) = n
∫
ρn(nx− y|y)µn(dy) , (A.9)
where µn is the probability distribution of Y
(n). The converse is not true: there
exist bounded densities such that the associated probability measure has infinite
blow up norm. However, if ln ρ is Lipschitz-continuous then Dρ <∞. In this case,
a particularly simple decomposition of the random variable X with distribution
ρ(x)dx is obtained with X(n) the fractional part of nX , so that Y (n) is integer
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valued and
ρn(x|j) := ρ(j/n+ x/n)
n
∫ (j+1)/n
j/n ρ(x)dx
. (A.10)
The Lipschitz condition guarantees the uniform boundedness of ρn defined in this
way. A particularly simple example, for which the results are already of interest, is
provided by the uniform distribution in [0, 1].
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Appendix B. The Birman-Schwinger relation
Central to our analysis is the consideration of one-parameter operator families
of the form
Aξ = A0 − ξV (B.1)
with a non-negative operator V and ξ ∈ R. Such families arise here when all but
one of the random couplings in the random operator (1.1) are considered fixed.
Their study replaces the rank one perturbation arguments which have played a key
role in the analysis of discrete operators, e.g. in [69, 4].
The family (B.1) formally satisfies the Birman-Schwinger relation:
V 1/2A−1ξ V
1/2 =
(
(V 1/2A−10 V
1/2)−1 − ξ1
)−1
(B.2)
to be interpreted as equality of operators in (kerV )⊥, subject to issues of invert-
ibility. In the “classical” version of this relation [14, 63], A0 = −∆+ γ1 for some
γ > 0, and V is a non-negative relatively compact potential perturbation. It is
shown, e.g. in [64, Sect.8], that the number of eigenvalues of −∆ − V less than
−γ < 0 equals the number of eigenvalues of V 1/2(−∆ + γ1)−1V 1/2 greater than
one. This can be understood through the observation that the two sides of (B.2)
become singular for the same values of the parameters γ and ξ.
We use here two non-classical, though certainly not new, versions of the Birman-
Schwinger relation which are described below. In our applications they arise through
the two standard procedures for regularizing the Green function at energies in the
infinite volume spectrum: (1) adding a small imaginary part to the energy or (2)
using finite volume approximations.
The case of complex energy is covered by the following.
Lemma B.1. Let A0 = B + iC be an operator on a separable Hilbert space H,
where B is self-adjoint and C is bounded with C ≥ δ1 for some δ > 0. Also, let V
be a bounded non-negative operator in H. Then the Birman-Schwinger operator
ABS := (V
1/2A−10 V
1/2)−1 (B.3)
is maximally dissipative in (kerV )⊥, with D(ABS) = R(V 1/2A−10 V 1/2), the range
of V 1/2A−10 V
1/2. Moreover, its resolvent set ρ(ABS) includes the closed lower half
plane C−, and the Birman-Schwinger relation
(ABS − ξ1)−1 = V 1/2(A0 − ξV )−1V 1/2 (B.4)
holds in (kerV )⊥ for every ξ ∈ C−.
Remark: In our applications V appears as a non-negative potential and A0 = z−H
with Im z > 0 and H a self-adjoint Schro¨dinger operator on L2(Ω). In this case
(kerV )⊥ = L2({x : V (x) > 0}).
Proof. Note that A0 is boundedly invertible with ‖A−10 ‖ ≤ 1/δ. To show that
the restriction of V 1/2A−10 V
1/2 to (kerV )⊥ is invertible, suppose we are given
f ∈ (kerV )⊥ such that V 1/2A−10 V 1/2f = 0. Then g := A−10 V 1/2f ∈ D(A0) with
V 1/2g = 0. Thus 0 = 〈V 1/2g, f〉 = 〈g, V 1/2f〉 = 〈g,A0g〉. Taking imaginary parts
and using C ≥ δ1 we find that g = 0. Thus V 1/2f = A0g = 0 and therefore
f ∈ (kerV ) ∩ (kerV )⊥ = {0}.
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We conclude that ABS exists as an operator in (kerV )
⊥. It is densely defined,
since if 〈f, V 1/2A−10 V 1/2g〉 = 0 for all g ∈ (kerV )⊥, then V 1/2(A−10 )∗V 1/2f = 0
and, by the same argument as above, f = 0.
For ξ ∈ C− one verifies explicitly that
(ABS − ξ1)V 1/2A−10 V 1/2 = 1− ξV 1/2A−10 V 1/2
is the inverse of 1+ ξV 1/2(A0 − ξV )−1V 1/2 in (kerV )⊥. In particular, for ξ = −i,
this shows that (ABS + i1)D(ABS) = (kerV )⊥, proving that ABS is maximally
dissipative (see [72]). Using the resolvent identity we also get (B.4). 
The argument in the above proof which showed that V 1/2A−10 V
1/2 is invertible
does not generally carry over to the case where A0 is an invertible self-adjoint
operator. If A0 has fixed sign (as in the classical BS-principle) it does, but not if 0
is in a spectral gap for A. However, in the case which is of interest to us, namely
that A0 = H −E with H a finite volume Schro¨dinger operator, we can make use of
the fact that H is local in the sense that Hϕ vanishes on an open set O if ϕ ∈ D(H)
vanishes on O.
Thus, let Λ ⊂ Rd be open and bounded and let H0 be the Dirichlet restriction
of a Schro¨dinger operator (i∇− A)2 + V0 onto L2(Λ), where A and V0 satisfy the
general assumptions of Section 1. Let V ≥ 0 be a bounded non-zero potential of
compact support with |∂(suppV )| = 0, and for ξ ∈ R let
Hξ = H0 − ξV. (B.5)
Then Hξ is self-adjoint with compact resolvent. Thus, by Theorem VII.3.9 of
[43], its repeated eigenvalues En(ξ), n ∈ N, and corresponding complete set of
orthonormal eigenfunctions ψn(ξ) can be labeled such that En(·) and ψn(·) are
holomorphic (note that crossings are possible, that is, the En may be degenerate and
are not necessarily in increasing order). By the Feynman-Hellmann Theorem and
the unique continuation property of eigenfunctions (e.g., remark (3) in Appendix
A),
E′n(ξ) = −〈V ψn(ξ), ψn(ξ)〉 < 0. (B.6)
Thus Γn := E
−1
n exists on the range of En and
Γ′n(E) = −
1
〈V ψn(Γn(E)), ψn(Γn(E))〉 . (B.7)
For real E 6∈ σ(Hξ), we define
Kξ,E = V
1/2(Hξ − E)−1V 1/2 (B.8)
as an operator in L2(suppV ), where it is compact and self-adjoint. We claim that
kerKξ,E = {0}. Indeed, if V 1/2(Hξ − E)−1V 1/2f = 0 for f ∈ L2(suppV ), then
(Hξ − E)−1V 1/2f = 0 on suppV and, since Hξ is local, V 1/2f = 0 in the interior
of suppV . This implies that f = 0 since |∂(suppV )| = 0.
We conclude that K−1ξ,E exists in L
2(supp V ) as an unbounded self-adjoint oper-
ator with discrete spectrum. By the arguments used in the proof of Lemma B.1 it
may be shown that for E 6∈ σ(Hξ) ∪ σ(H0),
Kξ,E = (K
−1
0,E − ξ1)−1. (B.9)
Lemma B.2. Let E 6∈ σ(H0) and ξ 6= 0. Then
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(1) φ is a normalized eigenfunction of K−10,E with eigenvalue ξ if and only if
ψ := ξ(H0 − E)−1V 1/2φ is an eigenfunction of Hξ with eigenvalue E and
〈ψ, V ψ〉 = 1.
(2) the repeated eigenvalues of K−10,E are given by Γn(E), n ∈ N, with (non-
normalized) complete eigenvectors V 1/2ψn(Γn(E)).
Proof. The second claim follows from the first and the definition of Γn(E).
To prove the first claim, first suppose that that K−10,Eφ = ξφ and let ψ :=
ξ(H0−E)−1V 1/2φ. Then V 1/2ψ = ξK0,Eφ = φ and (Hξ −E)ψ = ξ(Hξ −E)(H0−
E)−1V 1/2φ = ξV 1/2φ− ξV ψ = 0.
Conversely, if Hξψ = Eψ with 〈V ψ, ψ〉 = 1, then ψ = ξ(H0 −E)−1V ψ and thus
φ := V 1/2ψ ∈ R(V 1/2(H0 − E)−1V 1/2) = D(K−10,E) and is normalized. Moreover,
K−10,Eφ = K
−1
0,EV
1/2ψ = ξK−10,EK0,EV
1/2ψ = ξφ. 
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Appendix C. A “weak L1” bound for resolvents of dissipative
operators
The goal of this appendix is to provide a proof of Lemma 3.1. All the main
arguments are taken from [56].
We will use here that a maximally dissipative operator A in H has a selfadjoint
dilation L in a Hilbert space H˜ which contains H as a subspace, i.e.
(A− ξ)−1 = P (L− ξ)−1P ∗ (C.1)
for every ξ ∈ C with Im ξ < 0. Here P is the orthogonal projection onto H in
H˜. For this and much more on the general theory of dissipative operators see the
survey [59] or the book [72] (where the equivalent theory of contractions and their
unitary dilations is presented).
We start the proof of Lemma 3.1 with two reduction steps. First, we show that
it is sufficient to deal with the case M1 =M =M
∗
2 .
Thus, let us assume that it is proven that
|{v ∈ R : ‖M∗(A− v + i0)−1M‖HS > t}| ≤ C
t
‖M‖2HS (C.2)
for all self-adjoint A in H and Hilbert-Schmidt operators M : H1 → H.
The estimate (3.7) follows from (C.2) by a polarization and a scaling argument.
For this let us temporarily write T = (A− v + i0)−1. One checks that
M2TM1 =
1
2
(M2 +M
∗
1 )T (M
∗
2 +M1)−
i
2
(M2 − iM∗1 )T (M∗2 + iM1)
− 1− i
2
M2TM
∗
2 −
1− i
2
M∗1TM1. (C.3)
All four terms on the r.h.s. of (C.3) are of the type which is covered by (C.2). The
set {v : ‖M2TM1‖HS > t} is contained in the union of {v : ‖ 12 (M2 +M∗1 )T (M∗2 +
M1)‖HS > t/4} and three similar sets. Applying (C.2) to all of them gives
|{v : ‖M2TM1‖HS > t}| ≤ C1
t
(‖M2‖2HS + ‖M1‖2HS) (C.4)
with a suitable constant C1. Scaling of (C.4) yields
|{v : ‖M2TM1‖HS > t}| =
∣∣∣∣{v : ∥∥∥∥ M2‖M2‖HS T M1‖M1‖HS
∥∥∥∥
HS
>
t
‖M1‖HS‖M2‖HS
}∣∣∣∣
≤ 2C1
t
‖M1‖HS‖M2‖HS , (C.5)
and thus (3.7).
It remains to show (C.2), which follows if we can show that
|{v ∈ R : ‖M∗(A− v + iδ)−1M‖HS > t}| ≤ C
t
‖M‖2HS (C.6)
for all δ > 0, with C <∞ independent of δ.
To show that (C.6) implies (C.2), consider the function Φ defined on C− =
{Im ξ < 0} by Φ(ξ) =M∗(A− ξ)−1M . The function Φ is analytic and takes values
in the trace class operators onH with non-negative imaginary part. By a result of de
Branges [24], later proven independently in [9] and [15], Φ(v−i0) := limδ↓0Φ(v−iδ)
exists in Hilbert-Schmidt norm for almost every v ∈ R. Together with (C.3) this
implies the existence statement in part (1) of Lemma 3.1. For δ ≥ 0 let gδ denote
the characteristic function of the set {v ∈ R : ‖M∗(A − v + iδ)−1M‖HS > t}.
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One checks that g0(v) ≤ lim infδ↓0 gδ(v) for almost every v. Therefore (C.2) is a
consequence of (C.6) and Fatou’s lemma.
Before we proceed with the remaining proof of (C.6), we state two classical facts
on Hilbert transforms which will be used.
The Hilbert transform of a function f : R→ C is defined by the principle-value
integral
Hf(x) =
1
π
lim
ε↓0
∫
R\[x−ε,x+ε]
f(y)
x− y dy, (C.7)
whenever this limit exists. The same definition applies when f takes values in a
Hilbert space, in which case the r.h.s. of (C.7) is interpreted as a Bochner integral.
Proposition C.1. Suppose that Φ ∈ H2(C−), i.e. Φ : C− → C is analytic and
sup
y>0
∫
R
|Φ(x− iy)|2 dx <∞. (C.8)
Then the boundary value Φ(x) = limy↓0Φ(x − iy) exists for almost every x ∈ R,
Φ ∈ L2(R), and its real and imaginary parts are conjugate, i.e.
ReΦ(x) = H(ImΦ)(x) for a.e. x ∈ R. (C.9)
Proposition C.2. Let H be a separable Hilbert space and f ∈ L1(R,H) in the
sense of Bochner integration. Then the Hilbert transform Hf(y) ∈ H exists for a.e.
y ∈ R, and there exists a constant C <∞, independent of f , such that for all t > 0
|{y ∈ R : ‖Hf(y)‖H > t}| ≤ C
t
∫
R
‖f(x)‖H dx. (C.10)
A modern proof of Proposition C.1 can be found in [31]. Proposition C.2, i.e. the
weak-L1-property of the Hilbert transform, is well known for the case H = C. A
proof in the context of more general Calderon-Zygmund inequalities can be found
in [70, Chapter 2], where it is remarked that the result extends to the H-valued
case. Detailed proofs of such results for vector-valued functions, which contain
Proposition C.2 as a special case, can be found in [62].
We now apply these facts to Tδ(v) := M
∗(A − v + iδ)−1M . The trace class
norm will be denoted ‖ · ‖1. The real and imaginary parts of bounded operators
are defined as usual by ReC = 12 (C + C
∗) and ImC = 12i (C − C∗).
Lemma C.3. For every δ > 0 it holds that∫
R
‖ImTδ(v)‖HS dv ≤
∫
R
‖ImTδ(v)‖1 dv = π‖M‖2HS. (C.11)
Proof. The first part of (C.11) follows from ‖·‖HS ≤ ‖·‖1. Let E(t) be the spectral
resolution of the selfadjoint dilation L of A and φ ∈ H1. Then by (C.1), the spectral
theorem, and Fubini∫
〈Im Tδ(v)φ, φ〉H1 dv =
∫ ∫
δ
(x − v)2 + δ2 d‖E(x)P
∗Mφ‖2
H˜
dv
= π‖Mφ‖2H1 . (C.12)
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Let (φn) be an orthonormal basis in H1. We have ImTδ(v) ≥ 0 and thus by (C.12)∫
‖ImTδ(v)‖1 dv =
∫
Tr(ImTδ(v)) dv
=
∫ ∑
n
〈ImTδ(v)φn, φn〉H1 dv
= π‖M‖2HS . (C.13)

Lemma C.4. Let HHS denote the separable Hilbert space of all Hilbert-Schmidt
operators on H1.
(a) If φ ∈ H1, then 〈Tδ(·)φ, φ〉 ∈ H2(C−) for each fixed δ > 0.
(b) For almost every v ∈ R one has
ReTδ(v) = H(ImTδ)(v) (C.14)
in the sense of Hilbert transforms of HHS-valued functions.
Proof. Consider arbitrary φ and ψ in H1 and use (C.1) and the spectral theorem
to estimate∫
|〈Tδ(v − iy)φ, ψ〉|2 dv ≤
∫
‖(L− v − i(y + δ))−1P ∗Mφ‖2 dv ‖Mψ‖2
=
∫ ∫
1
(x− v)2 + (y + δ)2 dv d‖E(x)P
∗Mφ‖2‖Mψ‖2
=
π
y + δ
‖Mφ‖2‖Mψ‖2 ≤ π
δ
‖Mφ‖2‖Mψ‖2. (C.15)
Summing this over an orthonormal basis of vectors ψ and then over an orthonor-
mal basis of vectors φ leads to∫
‖Tδ(v − iy)‖2HS dy ≤
π
δ
‖M‖4HS . (C.16)
This implies (a). In fact, we have proven the stronger result that Tδ(·) is a
Hilbert-Schmidt-valued H2-function in the lower half plane.
By Lemma C.3 and Proposition C.2, H(ImTδ) exists almost everywhere as a
Hilbert-Schmidt operator. Since the strong topology is weaker than the Hilbert-
Schmidt topology, this implies the existence of H〈ImTδ(·)φ, φ〉 = 〈H(ImTδ)(·)φ, φ〉
for every φ ∈ H1. By (a) and Proposition C.1 the latter is equal to 〈Re Tδ(·)φ, φ〉.
We conclude (C.14) since bounded operators are determined by their quadratic
form. 
We are now prepared to prove (C.6) and thereby complete the proof of Lemma 3.1.
We have, using Lemma C.4(b),
|{v : ‖Tδ(v)‖HS > t}| ≤ |{v : ‖ReTδ(v)‖HS > t
2
}|+ |{v : ‖ImTδ(v)‖HS > t
2
}|
= |{v : ‖H(ImTδ)(v)‖HS > t
2
}|+ |{v : ‖ImTδ(v)‖HS > t
2
}|
≤ 2(C + 1)
t
∫
‖ImTδ(v)‖HS dv, (C.17)
where in the end Proposition C.2 and Chebychev’s inequality were used. Thus
(C.6) is a consequence of Lemma C.3.
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Appendix D. A disorder-averaged spectral shift bound
Here we present a new result, which amounts to boundedness at fixed energy
of a fractional moment—under averaging over local disorder—of the spectral shift
associated with the addition to a Schro¨dinger operator of a local potential.
As was explained in the introduction, some of the difficulties which have in the
past impeded the extention of fractional moment methods to the continuum can be
traced to the lack of uniform bounds on such spectral shifts. The following result is
enabled by the methods of Section 3. While the analysis presented above does not
proceed through this bound, the issues involved are closely related, and the result
may provide a useful tool.
Theorem D.1. Let Ht = Ĥ + tV where Ĥ satisfies A1 and V is a non-negative
bounded function with compact support. Let U be a non-negative bounded function
such that V is strictly positive throughout the set Q = {q : dist(q, supp(U)) < δ}
with some δ > 0 and set v− = infx∈Q V (x). Then, for any 0 < s < min(2/d, 1/2)
there is Cs,δ <∞ such that the spectral shift function, defined as
ξ(t, E) = Tr [P (Ht < E)− P (Ht + U < E)] , (D.1)
satisfies, for any E ≥ inf σ(Ĥ):∫ 1
0
|ξ(t, E)|s dt ≤ Cs,δ ‖U‖∞ (1 + |E − E0|+ ‖V ‖∞)s(2d+2) , (D.2)
with E0 = inf σ(Ĥ).
Proof. We claim that it suffices to prove eq. (D.2) for operators Ht restricted to
bounded regions with a constant Cs,δ which is independent of the region. To verify
this, note that strong resolvent convergence and lower semi-continuity of the trace
norm imply that
ξ(t, E) ≤ lim inf
L→∞
ξL(t, E) (D.3)
where ξL(t, E) is computed with H
(ΛL)
t in place of Ht with ΛL = [−L,L]d. It is
useful to note that, because U is non-negative, the difference of projections appear-
ing in eq. (D.1) is a positive semi-definite operator so its trace is equal to its trace
norm. An application of Fatou’s lemma yields eq. (D.2) for Ht provided it holds
for H
(ΛL)
t .
Throughout the rest of the proof we fix L > 0 and write Ht and Ĥ for the
restrictions of these operators to [−L,L]d with Dirichlet boundary conditions. We
begin with the observation that
ξ(t, E) = TrPt , (D.4)
where Pt is the spectral projection to the interval (−∞,−1] of the Birman Schwinger
operator
Kt = U
1/2 1
Ht − EU
1/2 . (D.5)
This fact follows from the Birman-Schwinger representation since E becomes an
eigenvalue of Ht + ηU precisely when η is equal to an eigenvalue of −K−1t .
Note that for any n ≥ 1,∥∥K−nt Pt(1 +K−1t )n∥∥ ≤ 1 . (D.6)
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Thus by the Ho¨lder inequality for trace norms
ξ(t, E) ≤ ‖Knt ‖HS
∥∥(1 +K−1t )−n∥∥HS . (D.7)
Noting that
(1 +K−1t )
−1 = U1/2
1
Ht + U − EU
1/2 , (D.8)
we find∫ 1
0
dt |ξ(t, E)|s ≤
(∫ 1
0
∥∥∥∥U1/2 1Ht − EU1/2
∥∥∥∥2ns
2n
dt
)1/2
×
(∫ 1
0
∥∥∥∥U1/2 1Ht + U − EU1/2
∥∥∥∥2ns
2n
dt
)1/2
, (D.9)
where ‖A‖m = (Tr |A|m)1/m.
Lemma 3.1 and the representation eq. (3.38) used in the proof of Lemma 3.3 may
be used to show that the integrals on the right hand side of eq. (D.9) are bounded
if (1) 2ns < 1 and (2) 4n > d (d is the dimension). We now outline the proof of
this assertion.
The arguments used in Lemma 3.3 can be used to produce a representation
U1/2
1
Ht − EU
1/2 = U1/2TΘ
1
Ht − EΘT
†U1/2 + B (D.10)
with T, T † Hilbert-Schmidt. In the proof of Lemma 3.3 it was noted that B is
bounded. In addition, using A1, B can be seen to be in Ip for any p > d/2, with
uniform bounds on its Ip norm. Since ‖·‖2n ≤ ‖·‖HS we find that∫ 1
0
∥∥∥∥U1/2 1Ht − EU1/2
∥∥∥∥2ns
2n
dt ≤
∫ 1
0
∥∥∥∥U1/2TΘ 1Ht − EΘT †U1/2
∥∥∥∥2ns
HS
+ O(1) ,
(D.11)
with a similar expression for the other factor in eq. (D.9). The weak L1 bound can
be used to bound this final integral since
Θ
1
Ht − EΘ = ΘV
−1/2 1
t+ K̂−1
V −1/2Θ , (D.12)
with appropriate K̂. Note that ΘV −1/2 is bounded since Θ is supported in Q. As
in Sec. 3 there is slight complication due to the fact that T (and T †) depend on t.
However, as before, the dependence is polynomial and may be handled in the same
way. 
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