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2-LOCAL ISOMETRIES ON FUNCTION SPACES
OSAMU HATORI AND SHIHO OI
Abstract. We study 2-local reflexivity of the set of all surjective
isometries between certain function spaces. We do not assume
linearity for isometries. We prove that a 2-local isometry in the
group of all surjective isometries on the algebra of all continuously
differentiable functions on the closed unit interval with respect to
several norms is a surjective isometry. We also prove that a 2-local
isometry in the group of all surjective isometries on the Banach
algebra of all Lipschitz functions on the closed unit interval with
the sum-norm is a surjective isometry.
1. Introduction
Motivated by the paper by Kowalski and S lodkowski [14], the concept
of 2-locality was introduced by Sˇemrl,who obtained the first results on
2-local automorphisms and 2-local derivations [23]. Molna´r [21] studied
2-local isometries on operator algebras. Given a metric space Mj for
j = 1, 2 an isometry from M1 into M2 is a distance preserving map.
The set of all surjective isometries from M1 onto M2 is denoted by
Iso(M1,M2), and Iso(M) if M1 = M2 = M. We say a map T : M1 →
M2 is 2-local in Iso(M1,M2) if for every pair x, y ∈ M1 there exists a
surjective isometry Tx,y ∈ Iso(M1,M2) such that
T (x) = Tx,y(x) and T (y) = Tx,y(y).
In this case we say that T is a 2-local isometry. It is obvious by the
definition that a 2-local isometry is in fact an isometry, which needs not
to be surjective. Hence a 2-local isometry T belongs to Iso(M1,M2)
if T is surjective. We say that Iso(M1,M2) is 2-local reflexive if every
2-local isometry belongs to Iso(M1,M2).
IfMj is a Banach space, linearity of the maps is a subject of consider-
ation. Let IsoC(M1,M2) denote the set of all surjective complex-linear
isometries. There exists an extensive literature on 2-local isometries in
IsoC(M1,M2) and 2-iso-reflexivity of IsoC(M1,M2) (see, for example,
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[1, 2, 4, 7, 11, 12, 15, 20, 21]). Note that Hosseini showed that a 2-local
real-linear isometry is in fact a surjective real-linear isometry on the
algebra of n-times continuously differentiable functions on the interval
[0, 1] with a certain norm [9, Theorem 3.1]. She described that a 2-
local real-linear isometry defined on the Banach algebra C(X) of all
complex-valued continuous functions on a compact Hausdorff space X
which is separable and first countable is in fact a surjective real-linear
isometry on C(X) [9, Proposition 3.2]. At this point we emphasize
that the situation is very different from that for the problem of 2-local
isometry. We do not know if a 2-local isometry defined on C[0, 1] is
a surjective isometry on C[0, 1] or not. The problem of whether the
group of all surjective isometries (without assuming linearity) of C(X)
is 2-local reflexive or not has been raised by Molna´r who has proved a
related positive result concerning the group of all surjective isometries
in the setting of operator algebras [19].
In this paper we study 2-local reflexivity for Iso(M1,M2) and we con-
sider the question whether every 2-local isometry necessarily belongs
to Iso(M1,M2), where Mj is a certain space of continuous functions.
2. Preliminaries
Let Xj be a compact Hausdorff space for j = 1, 2. The algebra of all
complex-valued continuous functions on Xj is denoted by C(Xj). The
supremum norm is denoted by ‖ · ‖∞. In the remaining of the paper
Ej is a subspace of C(Xj) which contains the constant functions and
separates the points of Xj. For c ∈ C we write the constant function
which takes the value c by c. We assume that the norm ‖ · ‖j is defined
on Ej (not necessary complete) and it satisfies that ‖c‖j = |c| for every
c ∈ C. We assume that Ej is conjugate closed in the sense that f ∈ Ej
implies f¯ ∈ Ej , and that ‖f‖j = ‖f¯‖j for every f ∈ Ej. For an
ǫ ∈ {±1} and f ∈ Ej, [f ]ǫ = f if ǫ = 1 and [f ]ǫ = f¯ if ǫ = −1. Let
M(E1, E2) be the set of all maps from E1 into E2. Note that we say
a map is a surjective isometry if it is just a distance preserving map,
we do not assume complex nor real linearity on it. We abbreviate
Iso(Ej , Ej) by Iso(Ej). Let Π denotes a non-empty set of (not always
all) homeomorphisms from E2 onto E1. Let
GΠ(E1, E2) = {T ∈M(E1, E2) : there exists a λ ∈ E2,
an α ∈ C of unit modulus, a π ∈ Π, and an ǫ ∈ {±1}
such that T (f) = λ+ α[f ◦ π]ǫ for every f ∈ E1}.
We abbreviateGΠ(Ej , Ej) byGΠ(Ej). We usually abbreviateGΠ(E1, E2)
by GΠ if E1 and E2 are clear from the context. Let Id[0,1] = π0 :
3[0, 1] → [0, 1] be the identity function and π1 = 1 − Id[0,1]. Put
Π0 = {π0, π1}. Kawamura, Koshimizu and Miura [13] (cf. [18]) proved
that GΠ0(C
1[0, 1]) = Iso(C1[0, 1], ‖ · ‖) with respect to several norms
including ‖ · ‖Σ. For a compact metric space K, let
Lip(K) =
{
f ∈ C(K) : Lf = sup
x 6=y
|f(x)− f(y)|
d(x, y)
<∞
}
with the norm ‖f‖Σ = ‖f‖∞ + L(f) for f ∈ Lip(K). We say that
Lf is the Lipschitz constant for f . With this norm Lip(K) is a unital
semisimple commutative Banach algebra. We show in section 4 that
GΠ(Lip(K1),Lip(K2)) = Iso(Lip(K1),Lip(K2)), where Π is the set of
all surjective isometries from K2 onto K1.
Let
Wj = {f ∈ Ej : if S : C→ C is an isometry
and S(f(Xj)) = f(Xj), then S is the identity function}.
Suppose that S : C → C is an isometry. It is well known that there
exists a, b ∈ C with |a| = 1 such that S(z) = b + az, (z ∈ C) or
S(z) = b + az¯, (z ∈ C). The first case of S is a parallel translation
by b if a = 1 and S is a rotation around b/(1 − a). Hence there is no
fixed point if a = 1 and b 6= 0, and b/(1−a) is the unique fixed point if
a 6= 1 for the first case. For the second case, denoting one of the square
root of a by a
1
2 , S is a symmetric translation with respect to the line
t 7→ a 12 t + i(Im(a 12 b)/2) (t ∈ R) followed by the parallel translation
by Re(a
1
2 b)/2) to the direction of a
1
2 . Hence the fixed points exist and
they are all the points on line t 7→ a 12 t + i(Im(a 12 b)/2) if and only if
Re(a
1
2 b)/2) = 0. We will prove that Wj for Ej = C
1[0, 1] is uniformly
dense in C[0, 1] (see Proposition 3).
Lemma 1. If T ∈ M(E1, E2) is 2-local in GΠ ∩ Iso(E1, E2), then T
is an isometry with respect to the metric induced by the norm ‖ · ‖j;
‖T (f)−T (g)‖2 = ‖f −g‖1 for every pair f, g ∈ E1. The map T is also
an isometry with respect to the supremum norm ‖ · ‖∞.
Proof. Let f, g ∈ E1. Then there exists Tf,g ∈ GΠ ∩ Iso(E1, E2) such
that
(1) T (f) = Tf,g(f), T (g) = Tf,g(g).
As Tf,g is an isometry we have
‖T (f)− T (g)‖2 = ‖Tf,g(f)− Tf,g(g)‖2 = ‖f − g‖1.
4 OSAMU HATORI AND SHIHO OI
Thus T is an isometry. As Tf,g ∈ GΠ ∩ Iso(E1, E2) there exists a
λf,g ∈ E2, an αf,g ∈ C of unit modulus, a π ∈ Π and an ǫf,g ∈ {±1}
such that
(2) Tf,g(h) = λf,g + αf,g[h ◦ π]ǫf,g , h ∈ E1.
Then by (1) and (2) we observe that
‖T (f)− T (g)‖∞ = ‖Tf,g(f)− Tf,g(g)‖∞
= ‖αf,g[f ◦ π]ǫ − αf,g[g ◦ π]ǫ‖∞
= ‖[f ◦ π]ǫ − [g ◦ π]ǫ‖∞ = ‖f − g‖∞
since π is a surjection. Thus T is an isometry with respect to the
supremum norm. 
Proposition 2. Suppose that T ∈M(E1, E2) is 2-local in GΠ∩Iso(E1, E2).
Then there exists ǫ ∈ {±1} and α ∈ C of unit modulus such that for
every f ∈ W1 there exists a homeomorphism πf ∈ Π such that
T (f) = T (0) + α[f ◦ πf ]ǫ.
Note that if we proved that πf did not depend on f , then the map
T were surjective, hence T ∈ Iso(E1, E2) by the Mazur-Ulam theorem.
But it is not the case in general (cf. [7, Theorem 2.3]); GΠ∩Iso(E1, E2)
needs not be 2-local reflexive in M(E1, E2).
Proof of Proposition 2. Put T0 = T − T (0). We infer by a simple cal-
culation that T0 is 2-local in GΠ ∩ Iso(E1, E2). Let h ∈ E1. Since T0 is
2-local in GΠ ∩ Iso(E1, E2), there exist Th,0 ∈ GΠ ∩ Iso(E1, E2), λh,0 ∈
E2, αh,0 ∈ C with |αh,0| = 1, a homeomorphism πh,0 : X2 → X2 and
and ǫh,0 ∈ {±1} such that
T0(h) = Th,0(h) = λh,0 + αh,0[h ◦ πh,0]ǫh,0,(3)
0 = T0(0) = Th,0(0) = λh,0.
Note that Th,0 is represented by Th,0(·) = αh,0[· ◦ πh,0]ǫh,0 on E1. Hence
λh,0 = 0 and
(4) T0(h) = αh,0[h ◦ πh,0]ǫh,0.
In particular, if h = c ∈ C, then
T0(c) = αc,0[c]
ǫh,0.
Thus we obtain T0(C) ⊂ C. For every pair c, d ∈ C, here exists Tc,d ∈
GΠ ∩ Iso(E1, E2) such that
T0(c) = Tc,d(c), T0(d) = Tc,d(d).
5As Tc,d ∈ Iso(E1, E2) we infer that
|T0(c)− T0(d)| = ‖T0(c)− T0(d)‖2
= ‖Tc,d(c)− Tc,d(d)‖2 = ‖c− d‖1 = |c− d|.
As c, d are arbitrary, we have that T0|C : C → C is an isometry. Ap-
plying a well known result about the form of an isometry on C, there
exists an α ∈ C such that
(5) T0(z) = αz, z ∈ C,
or
(6) T0(z) = αz¯, z ∈ C.
Put T1 = [α¯T0]
ǫ, where ǫ = 1 if (5) holds and ǫ = −1 if (6) holds.
Since E2 is conjugate closed, T1 is well defined in the second case.
Since ‖f‖2 = ‖f¯‖2 for every f ∈ E2, it is a routine work to see that
T1 is 2-local in GΠ ∩ Iso(E1, E2). By the definition of T1 we infer that
T1(z) = z for every z ∈ C. We will prove that for every f ∈ W1 there
exists a homeomorphism πf : X2 → X1 such that
T1(f) = f ◦ πf .
If it is proved, then we have
T (f) = T (0) + α[f ◦ πf ]ǫ,
the desired form.
Let f ∈ W1 and c ∈ C. As T1 is 2-local in GΠ ∩ Iso(E1, E2), there
exists λf,c ∈ E2 and αf,c ∈ C of modulus 1, a homeomorphism πf,c :
X2 → X1, and ǫf,c ∈ {±1} such that
(7) T0(f) = Tf,c(f) = λf,c + αf,c[f ◦ πf,c]ǫf,c ,
(8) c = T0(c) = λf,c + αf,c[c]
ǫf,c ,
where Tf,c(·) = λf,c + αf,c[· ◦ πf,c]ǫf,c . By (8) we infer that λf,c is a
constant. By comparing (4) for f with (7) we get
αf,0[f ◦ πf,0]ǫf,0 = λf,c + αf,c[f ◦ πf,c]ǫf,c ,
hence
(9) f ◦ πf,0 = [αf,0λf,c + αf,0αf,c[f ◦ πf,c]ǫf,c ]ǫf,0 .
Considering the range of the both side of 9 we get
(10) f(X1) = [αf,0λf,c + αf,0αf,c[f(X1)]
ǫf,c ]ǫf,0 .
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We have four possibility depending on (i)ǫf,0 = 1 and ǫf,c = 1; (ii)ǫf,0 =
1 and ǫf,c = −1; (iii)ǫf,0 = −1 and ǫf,c = −1; (iv)ǫf,0 = −1 and ǫf,c = 1.
Then we have that at least one of the following (i) through (iv) holds.
(i) f(X1) = αf,0λf,c + αf,0αf,cf(X1);
(ii) f(X1) = αf,0λf,c + αf,0αf,cf(X1);
(iii) f(X1) = αf,0λf,c + αf,0αf,cf(X1);
(iv) f(X1) = αf,0λf,c + αf,0αf,cf(X1).
corresponding to the cases (i) through (iv) respectively. Let Sj : C→ C
be defined by S1(z) = αf,0λf,c + αf,0αf,cz, z ∈ C; S2(z) = αf,0λf,c +
αf,0αf,cz, z ∈ C; S3(z) = αf,0λf,c + αf,0αf,cz, z ∈ C; S4(z) = αf,0λf,c +
αf,0αf,cz, z ∈ C. Then Sj is an isometry on C for j = 1, 2, 3, 4. Using Sj
we rewrite (i) by f(X1) = S1(f(X1)), (ii) by f(X1) = S2(f(X1)), (iii)
by f(X1) = S3(f(X1)) and (iv) by f(X1) = S4(f(X1)). As f ∈ W1
we see that (ii) and (iv) do not occur. We have αf,0λf,c = 0 and
αf,0αf,c = 1 for the case (i). Hence λf,c = 0 and αf,0 = αf,c in this case.
In the same way we have λf,0 = 0 and αf,0 = αf,c for the case (iii). We
conclude that only (i) or (iii) occur, and in any case
λf,c = 0 and αf,0 = αf,c.
To prove αf,0 = 1, put c = 1. Then (i) or (iii) occur. If (i) occurs,
then
1 = T0(1) = Tf,1(1) = αf,11 = αf,01.
If (iii) occurs, then
1 = T0(1) = Tf,1(1) = αf,11¯ = αf,01.
It follows that
(11) αf,0 = 1.
Next we prove that (iii) does not occur for any c ∈ C and ǫf,0 = 1.
Suppose that (iii) occurs for some c0 ∈ C. Then we have
c0 = T0(c) = Tf,c0(c0) = αf,c0c0 = αf,0c0 = c0.
Hence c0 is a real number. We also have
(12) T0(f) = Tf,c0(f) = f ◦ πf,c0
since αf,c0 = αf,0 = 1. On the other hand, (iii) does not occur for c0+ i
since c0 + i is not a real number. Thus (i) occurs and
(13) T0(f) = Tf,c0+i(f) = f ◦ πf,c0+i.
It follows by (12) and (13) that
f(X1) = f(X1),
7which is a contradiction since f ∈ W1. We conclude that (iii) does not
occur for any c ∈ C. It follows that only (i) occurs, hence we have
(14) ǫf,0 = 1.
Then by (4) for h = f we have
T0(f) = Tf,0(f) = f ◦ πf,0.
Letting πf = πf,0 we have the conclusion. 
3. Spaces of continuous functions on [0, 1]
In this section Aj (j = 1, 2) is a subspace of C[0, 1] and a superspace
of C1[0, 1], the space of all complex-valued continuously differentiable
functions on the interval [0, 1]. We assume that Aj satisfies the follow-
ing three conditions.
1) Aj is conjugate-closed in the sense that f ∈ Aj implies f¯ ∈ Aj;
2) The norm ‖ · ‖j on Aj satisfies that |c| = ‖c‖j for every c ∈ C;
3) The norm ‖ · ‖j on Aj satisfies that ‖f‖j = ‖f¯‖j for every
f ∈ Aj, where ·¯ denotes the complex-conjugation;
We do not assume the completeness of ‖ · ‖j . The space Aj satisfies
the conditions for Ej in the previous section. The difference between
Aj and Ej is that Aj is defined on [0, 1] and we assume that C
1[0, 1] ⊂
Aj. The spaces (C
1[0, 1], ‖ · ‖Σ), (C1[0, 1], ‖ · ‖M), (Lip[0, 1], ‖ · ‖Σ),
(Lip[0, 1], ‖ · ‖M) and (C[0, 1], ‖ · ‖∞) are typical examples of Aj . Recall
that π0 is the identity function on [0, 1] and π1 = 1−π0, Π0 = {π0, π1}.
Kawamura, Koshimizu and Miura [13] studies the space C1[0, 1] with
a variety of norms including ‖ · ‖Σ and ‖ · ‖M . Recall that
W1 = {f ∈ Aj : if S : C→ C is an isometry
and S(f(Xj)) = f(Xj), then S is the identity function}.
Put P = {p + iq :p and q are polynomials of real-coefficients.}. Many
polynomials are in W1, but some are not. For example (t− 12)4+ i(t−
1
2
)3 6∈ W1. We do no know if P ∩W1 is uniformly closed in P or not.
We have that following. Let cl(·) denote the uniform closure on [0, 1].
Proposition 3. We have P ⊂ cl(W1). Hence cl(W1) = C[0, 1].
Proof. Let f = p + iq ∈ P and ε > 0. If p is not a constant, then put
pε = p. If p is a constant, then put pε = p+επ0, where π0 is the identity
function on [0, 1]. Let l be any positive integer greater than both of
the degree of p and q. Put qε = q + επ
l
0. Then pε is not a constant
and there is no pair of complex numbers c and d such that pε = cqε+ d
since the degree of the each side of the equation is different. We prove
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that pε + iqε ∈ cl(W1). Then p + iq ∈ cl(W1) follows since pε + iqε
uniformly converges on [0, 1] to p + iq as ε→ 0.
Since pε is a non-constant polynomial, there exists a positive integer
m0 such that p
′
ε(
1
m
) 6= 0 for every m ≥ m0. Let m ≥ m0. Put
fm(t) =

iw
(
1
m
− t)+ (p′ε ( 1m)+ iq′ε ( 1m)) (t− 1m)
+pε
(
1
m
)
+ iqε
(
1
m
)
, 0 ≤ t ≤ 1
m
,
(pε + iqε)(t),
1
m
≤ t ≤ 1,
where
w(t) =
{
0, t = 0
t3 sin 1
t
, 0 < t ≤ 1
Then fm ∈ C1[0, 1] for every m ≥ m0. It is a routine work to prove
that fm converges uniformly to p+ iq on [0, 1] and a proof is omitted.
We prove that fm ∈ W1 for every m ≥ m0.
Let K be a real number. We look at the number of the points t
on [0, 1], where fm(t) is a tangent point of a tangent line of fm([0, 1])
whose slope is K. The curve fm([0, 1]) has a tangent line of the slope
K at the tangent point fm(t) if and only if
K = lim
δ→0
Im fm(t+ δ)− Im fm(t)
Re fm(t+ δ)− Re fm(t) .
Suppose that 0 ≤ t ≤ 1
m
. Since Re fm(t) = p
′
ε
(
1
m
) (
t− 1
m
)
+ pε
(
1
m
)
and Im fm(t) = w
(
1
m
− t)+ q′ε ( 1m) (t− 1m) + qε ( 1m), we have
lim
δ→0
Im fm(t + δ)− fm(t)
Re fm(t+ δ)− Re fm(t) =
−w′ ( 1
m
− t)+ q′ε ( 1m)
p′ε
(
1
m
) , 0 ≤ t ≤ 1
m
.
Hence the curve fm([0, 1]) has a tangent line of the slope K at the
tangent point fm(t) for 0 ≤ t ≤ 1m if and only if
(15)
−w′ ( 1
m
− t)+ q′ε ( 1m)
p′ε
(
1
m
) = K.
If K 6= q
′
ε( 1m)
p′ε( 1m)
, the number of such points 0 ≤ t ≤ 1
m
is at most finite.
(The reason is as follows. Suppose that
q′ε( 1m)
p′ε( 1m)
6= K = −w
′( 1m−t)+q′ε( 1m)
p′ε( 1m)
.
Then
(16) w′
(
1
m
− t
)
= p′ε
(
1
m
)(
q′ε
(
1
m
)
p′ε
(
1
m
) −K) .
9On the other hand, a simple calculation shows that
(17)
∣∣∣∣w′( 1m − t
)∣∣∣∣ ≤ 4( 1m − t
)
.
We have p′ε
(
1
m
)( q′ε( 1m)
p′ε( 1m)
−K
)
6= 0 since q
′
ε( 1m)
p′ε( 1m)
6= K. By (17) there is
no t ≤ 1
m
with
1
m
− t < 1
4
∣∣∣∣∣p′ε
(
1
m
)(
q′ε
(
1
m
)
p′ε
(
1
m
) −K)∣∣∣∣∣
such that (16) holds. It is easy to see that the number of t ≥ 0 with
1
4
∣∣∣∣∣p′ε
(
1
m
)(
q′ε
(
1
m
)
p′ε
(
1
m
) −K)∣∣∣∣∣ ≤ 1m − t
such that (16) holds is at most finite.) On the other hand if K =
q′ε( 1m)
p′ε( 1m)
,
then by (15) we infer that w′
(
1
m
− t) = 0. By a calculation, for every
positive integer k there exists a unique kπ < sk < kπ + π/2 such that
w′
(
1
sk
)
= 0. Letting tk =
1
m
− 1
sk
we have w′
(
1
m
− tk
)
= 0. Thus
K =
q′ε( 1m)
p′ε( 1m)
for 0 ≤ t < 1
m
if and only if t = tk for some positive integer
k. As w′(0) = 0, we see that w′
(
1
m
− t) = q′ε( 1m)
p′ε( 1m)
if t = 1
m
. We conclude
that the set of the all points in fm([0,
1
m
]) at which fm([0, 1]) has a
tangent line with the slope
q′ε( 1m)
p′ε( 1m)
is {fm(tn)}n≥N ∪
{
fm
(
1
m
)}
, where
N = min
{
k : 1
m
> tk
}
.
Suppose that 1
m
< t ≤ 1. We have Re fm(t) = pε(t) and Im fm(t) =
qε(t). Therefore we have
Im fm(t+ δ)− Im fm(t)
Re fm(t+ δ)− Re fm(t) =
qε(t+ δ)− qε(t)
pε(t+ δ)− pε(t) .
Hence the curve fm([0, 1]) has a tangent line of the slope K at fm(t)
for 1
m
< t ≤ 1 if and only if
lim
δ→0
qε(t+ δ)− qε(t)
pε(t+ δ)− pε(t) = K.
If pε(t) 6= 0, then q′ε(t)p′ε(t) = K. The number of such points t ∈
(
1
m
, 1
]
is
at most finite. Suppose not. Then q′ε(t) = Kp
′
ε(t) for infinitely many t,
hence q′ε = Kp
′
ε on the interval
(
1
m
, 1
]
. since p′ε and q
′
ε are polynomials.
It follows that qε = Kpε + c for some c ∈ C, which contradicts to our
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hypothesis on pε and qε. We obtain that the number of t ∈
(
1
m
, 1
]
such that q
′
ε(t)
p′ε(t)
= K is at most finite. The number of t ∈ ( 1
m
, 1
]
such
that p′ε(t) = 0 is at most finite since pε is a polynomial. We conclude
that the number of point t such that fm([0, 1]) has a tangent line of
the slope K at fm(t) is at most finite. In a way similar we see that the
number of t ∈ ( 1
m
, 1
]
such that fm([0, 1]) has a tangent line at fm(t)
which is parallel to the imaginary axis is at most finite. If p′ε(t) 6= 0,
then fm([0, 1]) has a tangent line which is not parallel to the imaginal
axis. Hence if fm([0, 1]) has a tangent line with a tangent point at
fm(t) which is parallel to the imaginary axis, then p
′
ε(t) = 0. Thus the
number of such points is at most finite.
We conclude that for a real number K 6= q
′
ε( 1m)
p′ε( 1m)
the number of t ∈
[0, 1] such that fm([0, 1]) has a tangent line of the slope K at fm(t) is at
most finite; the number of t ∈ [0, 1] such that fm([0, 1]) has a tangent
line which is parallel to the imaginal axis at fm(t) is at most finite;
the number of t ∈ [0, 1] such that fm([0, 1]) has a tangent line of the
slope
q′ε( 1m)
p′ε( 1m)
at fm(t) is countable, the number of such t ∈
(
1
m
, 1
]
is at
most finite, say {t−n}ln=1, there is a sequence {tk}k≥N in [0, 1m) of such
points that converges to 1
m
. Denote them as {tk} = {tk}k≥N ∪ {t∞ =
1
m
} ∪ {t−n}ln=1.
Suppose that S : C → C is an isometry such that S(fm([0, 1])) =
fm([0, 1]). We prove that S is the identity so that fm ∈ W . Since
there are a, b ∈ C with |a| = 1 such that S(z) = b + az, z ∈ C or
S(z) = b + az¯, z ∈ C, S(ℓ1) and S(ℓ2) are parallel for every pair of
parallel lines ℓ1 and ℓ2 in C. Thus the parallel tangent line at {tk} are
translated by S as a parallel tangent line. Hence we get
{S(fm(tk))} = {fm(tk)}.
As S is an isometry the unique cluster points t∞ of {tk} translates to
t∞ by S; S(t∞) = t∞. As {fm(t−k)}lk=1 is discrete, there is a positive
integer M such that {S(fm(tk))}k≥M ⊂ {fm(tk)}k≥N . Hence if n ≥ M ,
then there is an n1 ≥ N such that
|fm(t∞)− fm(tn)| = |S(fm(t∞))− S(fm(tn))| = |fm(t∞)− fm(tn1)|.
If n, n1 ≥ N and n 6= n1, then by the definition of tn and tn1 we have
|fm(t∞)− fm(tn)| 6= |fm(t∞)− fm(tn1)|.
It follows that tn = tn1 . Since S : C→ C is an isometry, the set of the
fixed point of S is empty or a singleton or points on a straight line if S
is not the identity. As {fm(tn)}n≥M is a set of fixed points which are
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not on the line since w
(
1
m
− tn
)
> 0 when n is an even number and
w
(
1
m
− tn
)
< 0 when n is an odd number. Thus we conclude that S is
an isometry.
By the Weierstrass approximation theorem we see that cl(W1) =
C[0, 1]. 
Theorem 4. GΠ0 ∩ Iso(A1, A2) is 2-local reflexive in M(A1, A2).
Proof. Suppose that T ∈ M(A1, A2) is 2-local in GΠ0 ∩ Iso(A1, A2).
Then by Proposition 2 there exist an α ∈ C of unit modulus and
ǫ ∈ {±1} which satisfies that for every f in W1, there exists a πf ∈ Π0
such that
T (f) = T (0) + α[f ◦ πf ]ǫ.
We prove that πf is independent of f ∈ W1. Let T1 ∈ M(A1, A2) be
defined by
T1(h) = [α¯(T (h)− T (0))]ǫ, h ∈ A1.
Then T1 is 2-local in GΠ0 ∩ Iso(A1, A2). As in the same way in the
proof of Proposition 2 there exists a Tf,0 ∈ GΠ0 ∩ Iso(A1, A2) such that
(18) T1(f) = Tf,0(f) = f ◦ πf
for every f ∈ W1. Let ε > 0 is given. Then gε = π0 + iεπ20 ∈ W1.
Hence there exists Tgε,0 ∈ GΠ0 ∩ Iso(A1, A2) and πε ∈ Π0 such that
(19) T1(gε) = Tgε,0(gε) = gε ◦ πε.
Note that Tgε,0(h) = h◦πε for every h ∈ A1 by the proof of Proposition
2. (In fact, due to the note just after (3) we have Tgε,0(h) = αgε,0 [h ◦
πgε,0]
ǫgε,0 for h ∈ A1. As gε ∈ W1, we have by (11) and (14) and letting
πgε,0 = πε we have Tgε,0(h) = h ◦ πε for every h ∈ A1.) We prove
that there exists an ε > 0 such that πε = πε′ for every 0 < ε, ε
′ < ε0.
Suppose not. Then there exist sequences {εn} and {ε′n} of positive real
numbers which converge to 0 respectively such that πεn 6= πε′n for every
n. By Lemma 1 T1 is a isometry with respect to ‖ · ‖∞, hence we infer
that
‖T1(gεn)− T1(ε′n)‖∞ = ‖gεn − gε′n‖∞ = ‖εn − ε′n‖ = |εn − ε′n| → 0
as n→∞. On the other hand, as πεn 6= πε′n for every n we have
‖T1(gεn)−T1(ε′n)‖∞ = ‖gεn◦πεn−gε′n◦πε′n‖∞ ≥ ‖πεn−πε′n‖∞−εn−ε′n → 1
as n → ∞, which is a contradiction proving πε = πε′ for every 0 <
ε, ε′ < ε0 for some positive ε0. Put the common πε as π. Letting ε→ 0
in (19) we get
T1(π0) = π0 ◦ π.
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We prove that
(20) T1(f) = f ◦ π
for every f ∈ W . We show a proof for the case where π = π0. A proof
for the case where π = π1 is similar, and is omitted.
If T1(f) = f for every f ∈ W1 is proved, then it turns out that T1 is
a surjective isometry. The reason is as follows. For a sufficiently small
positive ε, we have proved πε = π0 since we assume π = π0 in (20).
Then Tgε,0 = T1 on W1. Proposition 3 asserts that W1 is uniformly
dense in C[0, 1], hence in A1. As T1 is continuous with respect to
‖ · ‖∞ by Lemma 1, we conclude that T1 = Tgε,0 on A1. Since Tgε is
a surjective isometry we conclude that T1 is a surjective isometry. We
prove that T1(f) = f for every f ∈ W1. To prove it, suppose that there
exists a f0 ∈ W1 such that T1(f0) 6= f0. Then by (18) we have
(21) T1(f0) = f0 ◦ π1.
As T1 is 2-local in GΠ0 ∩ Iso(A1, A2), there exists a λf0,π0 ∈ A2, αf0,π0 ∈
C of unit modulus and ǫf0,π0 ∈ {±1} such that one of
f0 ◦ π1 = T1(f0) = λf0,π0 + αf0,π0[f0]ǫf0,pi0 ,(22)
π0 = T1(π0) = λf0,π0 + αf0,π0π0
and
f0 ◦ π1 = T1(f0) = λf0,π0 + αf0,π0[f0 ◦ π1]ǫf0,pi0 ,(23)
π0 = T1(π0) = λf0,π0 + αf0,π0π1
holds. Thus
(24) λf0,π0(t) = (1− αf0,π0)t, t ∈ [0, 1]
when (22) occurs and
(25) λf0,π0(t) = (1 + αf0,π0)t− αf0,π0, t ∈ [0, 1]
when (23) occurs.
We will prove that both of (22) and (23) are impossible. Suppose
that (22) occurs. Rewriting the first equation of (22) using (24) we get
(26)
f0(1− t) = (T1(f0))(t) = (1− αf0,π0)t+ αf0,π0[f0(t)]ǫf0,pi0 , t ∈ [0, 1]
Suppose that αf0,π0 = 1. Then
(27) f0(1− t) = f0(t), t ∈ [0, 1]
or
(28) f0(1− t) = f0(t), t ∈ [0, 1].
13
If (27) holds, then (T1(f0))(t) = f0(1 − t) = f0(t), t ∈ [0, 1] by (21),
which is against to our choice of f0. Thus (27) does not hold. Suppose
that (28) holds. Then f0([0, 1]) = f0([0, 1]) holds, which means that
f0 6∈ W1. Thus (28) does not hold. It follows that αf0,π0 6= 1. Suppose
that εf0,π0 = 1 for (26). Then we have
(29) f0(1− t) = (1− αf0,π0)t+ αf0,π0f0(t), t ∈ [0, 1].
Changing 1− t by t we have
(30) f0(t) = (1− αf0,π0)(1− t) + αf0,π0f0(1− t), t ∈ [0, 1].
Applying (29) we have
(31)
f0(t) = (1−αf0,π0)(1−t)+αf0,π0 ((1− αf0,π0)t+ αf0,π0f0(t)) , t ∈ [0, 1].
As αf0,π0 6= 1 we infer that
(32) (1 + αf0,π0)f0(t) = 1− (1− αf0,π0)t, t ∈ [0, 1].
If αf0,π0 = −1, then we have that 0 = 1− 2t for every t ∈ [0, 1], which
is a contradiction. Hence αf0,π0 6= −1. Then by (32) we have
f0(t) =
1
(1 + αf0,π0)
− (1− αf0,π0)
(1 + αf0,π0)
t, t ∈ [0, 1].
Hence f0 ∈ W1, which is a contradiction. Suppose that ǫf0,π0 = −1 for
(26). Then we have
(33) f0(1− t) = (1− αf0,π0)t+ αf0,π0f0(t), t ∈ [0, 1].
Substituting 1− t by t in (33), we have
(34) f0(t) = (1− αf0,π0)(1− t) + αf0,π0f0(1− t), t ∈ [0, 1].
Substituting (33) in (34) we get
(35)
f0(t) = (1−αf0,π0)(1− t) +αf0,π0(1− αf0,π0)t + αf0,π0f0(t), t ∈ [0, 1].
Hence we get
0 =
(
αf0,π0(1− αf0,π0)− (1− αf0,π0)
)
t + (1− αf0,π0), t ∈ [0, 1].
We get αf0,π0 = 1, which contradicts to αf0,π0 6= 1. We conclude that
(22) does not occur.
Suppose that (23) holds. Rewriting (23) by applying (25) we get
(36) f0(1−t) = (T1(f0))(t) = (1+αf0,π0)t−αf0,π0+αf0,π0[f0(1−t)]ǫf0,pi0 .
Suppose that ǫf0,π0 = 1. By (36) we get
(37) (1− αf0,π0)f0(1− t) = (1 + αf0,π0)t− αf0,π0, t ∈ [0, 1].
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Then we have 0 = 1 − 2t for every t ∈ [0, 1] if αf0,π0 = 1, which is
impossible, so that αf0,π0 6= 1. Then by (37) we get
f0(1− t) = 1 + αf0,π0
1− αf0,π0
t− αf0,π0
1− αf0,π0
, t ∈ [0, 1],
so that
f0(t) =
1 + αf0,π0
1− αf0,π0
(1− t)− αf0,π0
1− αf0,π0
, t ∈ [0, 1],
which is a contradiction to f0 ∈ W1. We have that ǫf0,π0 6= 1, hence
ǫf0,π0 = −1. Then by (36) we get
(38) f0(1− t) = (1 + αf0,π0)t− αf0,π0 + αf0,π0f0(1− t), t ∈ [0, 1].
Thus
(39) f0(1− t) = (1 + αf0,π0)t− αf0,π0
+ αf0,π0((1 + αf0,π0)t− αf0,π0 + αf0,π0f0(1− t)), t ∈ [0, 1].
As |αf0,π0| = 1 we get
(40) f0(1− t) = (1 + αf0,π0)t− αf0,π0
+ αf0,π0(1 + αf0,π0)t− 1 + f0(1− t), t ∈ [0, 1].
Hence
(41)
0 = ((1 + αf0,π0) + αf0,π0(1 + αf0,π0)) t− (αf0,π0 + 1), t ∈ [0, 1].
Thus αf0,π0 = −1. Substituting αf0,π0 = −1 into (36) we get
f0(1− t) = 1− f0(1− t), t ∈ [0, 1]
since ǫf0,π0 = −1. Then
f0([0, 1]) = 1− f0([0, 1]),
which contradicts to f0 ∈ W1. It follows that (23) does not occur.
Assuming the existence of f0 ∈ W1 such that T1(f0) 6= f0 we arrived
at the contradiction. We conclude that T1(f) = f for every f ∈ W1.
Let g ∈ A1 Then by Proposition 3 there is a sequence {gn} in W1
such that ‖g− gn‖∞ → 0 as n→∞. By the previous part of the proof
we have
(42) T1(gn) = gn
for every n. By Lemma 1, T1 is an symmetry with respect to ‖ · ‖∞, we
have T1(g) = g by letting n→∞ for (42). We conclude that T1(g) = g
for every g ∈ A1 if T1(π0) = π0. It follows that
T (g) = T (0) + α[g]ǫ, g ∈ A1
15
if T1(π0) = π0. Suppose that T1(π0) = π1. As we have already de-
scribed, we see that T1(g) = g ◦ π1 for every g ∈ A1. Hence we have
T (g) = T (0) + α[g ◦ π1]ǫ, g ∈ A1.
Thus we observed that T ∈ GΠ0. As we have already proved that T1 is
a surjective isometry from A1 onto A2, we see that T is also a surjective
isometry. Hence we conclude that T ∈ GΠ0 ∩ Iso(A1, A2). 
4. Surjective real-linear isometries on Lip(K)
Jarosz and Pathak had exhibited in [10, Example 8] the form of
a surjective complex-linear isometry on the Banach algebra Lip(Kj)
with the norm ‖ · ‖Σ of the Lipschitz functions on a compact metric
space Kj by answering the question posed by Rao and Roy [22]. After
the publication of [10] some authors expressed their suspicion about
the argument there and the validity of the statement there had not
been confirmed until the correction [8, Corollary 15] was published by
Hatori and Oi. In this section by applying [8, Lemmas 10,11] and [5,
Proposition 7] we exhibit the form of a surjective real-linear isometry
between the Banach algebras of Lipschitz functions.
Lemma 5. Let p, q ∈ C. Suppose that |p + λq| = 1 for at least three
different unimodular λ ∈ C. Then p = 0 and |q| = 1, or |p| = 1 and
q = 0.
Proof. Let λ1, λ2, λ3 be three unimodular complex numbers such that
|p+λjq| = 1 for j = 1, 2, 3. Suppose that q 6= 0. Then |p/q+λj| = 1/|q|,
by which the circle of the center −p/q and the radius 1/|q| is the outer
tangent circle of the triangle defined by the three point λ1, λ2, λ3. On
the other hand, the unit circle is the outer tangent circle of these three
points since |λj| = 1 for j = 1, 2, 3. By the uniqueness of the outer
tangent circle, we see that |q| = 1 and p/q = 0, thus p = 0. On the
other hand, if q = 0, then it is apparent that |p| = 1 
Theorem 6. Let Kj be a compact metric space for j = 1, 2. Suppose
that U : Lip(K1) → Lip(K2) is a surjective real-linear isometry with
respect to the norm ‖f‖Σ = ‖f‖∞ + Lf for f ∈ Lip(K1). Then there
exists a surjective isometry π : K2 → K1 such that
U(f) = U(1)f ◦ π, f ∈ Lip(K1)
or
U(f) = U(1)f ◦ π, f ∈ Lip(K1).
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Proof. As the same way as in the proof of [8, Proposition 9] we apply
Choquet’s theory. Let j = 1, 2. Let Mj be the Stone-Cˇech compacti-
fication of {(x, x′) ∈ K2j : x 6= x′}. For f ∈ Lip(Kj), let Dj(f) denote
the continuous extension to Mj of the function (f(x)− f(x′)) /d(x, x′)
on {(x, x′) ∈ K2j : x 6= x′}. Then Dj : Lip(Kj) → C(Mj) is well
defined. We have ‖Dj(f)‖∞ = Lf for every f ∈ Lip(Kj). Then
(Kj,C,Lip(Kj),Lip(Kj)) is an admissible quadruple of type L (see [8,
Definition 4, Example 12]). Let T = {z ∈ C : |z| = 1}. For j = 1, 2,
define a map
Ij : Lip(Kj)→ C(K2 ×M2 × T)
by Ij(f)(x,m, γ) = f(x) + γDj(f)(m) for f ∈ Lip(Kj) and (x,m, γ) ∈
Kj ×Mj × T. As Dj is a complex-linear map, so is Ij . For simplicity
we write f˜ = Ij(f) for f ∈ Lip(Kj). For every f ∈ Lip(Kj) we have
‖f˜‖∞ = ‖f‖∞ + ‖D(f)‖∞ = ‖f‖∞ + Lf ,
hence Ij is a surjective complex-linear isometry from Lip(Kj) onto Bj =
Ij(Lip(Kj)). We have D(1) = 0 and c˜ = c for every c ∈ C, where the
constant function taking the value c is denoted also by c. It follows that
Bj is a complex-linear closed subspace of C(Kj×Mj×T) which contains
1. A point p = (x,m,T) ∈ K2 ×Mj × T is in the Choquet boundary
ChBj if the point evaluation δp is an extreme point of the closed unit
ball B∗j,1 of the (complex) dual space B
∗
j of Bj. See the description
just after [8, Proposition 9]. Define S : B1 → B2 by S(f˜) = U˜(f) for
f˜ ∈ B1. Then S is a surjective real-linear isometry from B1 onto B2.
Let x0 ∈ K2. Put b0(x) = 1− d(x,x0)d(K2) for x ∈ K2, where d(K2) is the
diameter of K2. By a simple calculation we have b0 ∈ Lip(K2), 0 ≤
b0 ≤ 1 on K2, and b0(x) = 1 if and only if x = x0. Then by [8, Lemma
10] there exists a pair (m0, γ0) ∈M2×T such that (x0, m0, γ0) ∈ ChB2.
By [8, Lemma 11] we have that pθ = (x0, m0, e
iθγ0) ∈ ChB2 for every
0 < θ < π/2. For η ∈ B∗2 we define S∗(η) ∈ B∗1 by
(S∗(η))(f˜) = Re η(S(f˜))− iRe η(S(if˜ )), f ∈ B1.
Then S∗ : B∗2 → B∗1 is a surjective complex-linear isometry (cf. [18,
(2.3)]). Denote the set of all extreme points in {ν ∈ B∗j : ‖ν‖ ≤ 1} by
extB∗j . As S∗ is a surjective complex-linear isometry, we have that η ∈
extB∗2 if and only if S∗(η) ∈ extB∗1 . By the definition of the Choquet
boundary, the point evaluation δpθ : B2 → C defined by δpθ(f˜) = f˜(pθ),
f ∈ B2 is in extB∗2 . Then the Arens-Kelley theorem asserts that
S∗(δpθ) = λ1δp1
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for a unimodular λ1 ∈ C and a p1 ∈ ChB1. In the same way there
exist a unimodular λi ∈ C and pi ∈ ChB1 such that
S∗(iδpθ) = λiδpi .
By the same way as in the proof of [18, Lemma 3.3] we have that
λi = iλ1 or −iλ1. For a convenient of the readers we show a proof. As
pθ ∈ ChB2, 1+i√2 δpθ is in extB∗2 . Then there exists a unimodular µ ∈ C
and a q ∈ ChB1 such that
1√
2
(λ1δp1 + λiδpi) = S∗
(
1 + i√
2
δpθ
)
= µδq.
Substituting 1 ∈ B1 in this equation to get
1√
2
(λ1 + λi) = µ.
As |µ| = 1 we have
|λ1 + λi| =
√
2.
As |λ1| = |λi| = 1 we conclude that λi = iλ1 or λi = −iλ1. Put
ε0 = λi/λ1.
Let c ∈ C be arbitrary. For simplicity we also write c as the constant
function which takes the value c. We have
(S∗(δpθ)) (c˜) = Re δpθ(S(c˜))− iRe δpθ(S(ic˜))(43)
= Re(S(c˜))(pθ)− iRe(S(ic˜))(pθ),
and
(S∗(iδpθ)) (c˜) = Re iδpθ(S(c˜))− iRe iδpθ(S(ic˜))(44)
= − Im(S(c˜))(pθ) + i Im(S(ic˜))(pθ).
As S∗(δpθ) = λ1δp1, we have by (43) that
Re(S(c˜))(pθ) = Re (S∗(δpθ)) (c˜) = Reλ1(c˜)(p1) = Reλ1c.
As S∗(iδpθ) = iε0λ1δpi, we have by (44) that
Im(S(c˜))(pθ) = −Re (S∗(iδpθ)) (c˜) = −Re (iε0λ1(c˜)(pi)) = Im ε0λ1c.
Thus
(45) (S(c˜))(pθ) = Reλ1c+ i Im ε0λ1c =
{
λ1c, if ε0 = 1,
λ1c if ε0 = −1
On the other hand we have by the definition of S that
(46) S(c˜)(pθ) = (U(c))(x0) + eiθλ0(D2(U(c)))(m0).
Combining (45) and (46) we have
(47)
∣∣(U(c))(x0) + eiθλ0(D2(U(c)))(m0)∣∣ = |c|
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for every c ∈ C. Substituting c = 1 in (47) we get
(48)
∣∣(U(1))(x0) + eiθλ0(D2(U(1)))(m0)∣∣ = 1
for 0 < θ < π/2. By Lemma 5 we have (U(1))(x0) = 0 or (D2(U(1)))(m0) =
0. But (U(1))(x0) = 0 is impossible. The reason is as follows. Sup-
pose that (U(1))(x0) = 0. Then |(D2(U(1)))(m0)| = 1 by (48). Hence
‖D2(U(1))‖∞ ≥ 1. Since U is an isometry we get
1 = ‖U(1)‖Σ = ‖U(1)‖∞ + ‖D2(U(1))‖∞ ≥ 1,
hence ‖U(1)‖∞ = 0, therefore U(1) = 0 on K2 and D2(U(1)) = 0
follows, which is against to ‖D(U(1))‖∞ ≥ 1. Thus we have that
(D2(U(1)))(m0) = 0, so that |(U(1))(x0)| = 1. By
1 ≤ |(U(1))(x0)|+ ‖D2(U(1))‖∞
≤ ‖U(1)‖∞ + ‖D2(U(1))‖∞ = ‖U(1)‖∞ + LU(1) = 1,
we conclude that ‖D2(U(1))‖∞ = 0, so D2(U(1)) = 0, thus U(1) is a
constant function by the definition of D2. As |(U(1))(x0)| = 1, we infer
that U(1) is a constant function of unit modulus. In the same way,
substituting c = i in (47) we have that U(i) is a constant function of
unit modulus. Since U(1)− U(i) is a constant function we have√
2 = |1− i| = ‖U(1)− U(i)‖Σ = ‖U(1)− U(i)‖∞
as 0 = LU(1)−U(i) = D2(U(1) − U(i)). Since U(1) and U(i) are con-
stant functions we infer that U(i) = iU(1) or U(i) = −iU(1). Put
U0 = U(1)U . Then U0 is a surjective real-linear isometry from Lip(K1)
onto Lip(K2) such that U0(1) = 1 and U0(i) = i or −i. Applying [5,
Proposition 7] we see that U0 is also an isometry with respect to the
supremum norm ‖·‖∞ on K1 and K2 respectively, hence U0 is extended
to a surjective isometry U˜0 between the uniform closure of Lip(Kj),
which coincides with C(Kj) by the Stone-Weierstrass theorem. Thus
U˜0 : C(K1)→ C(K2)
is a surjective real-linear isometry with respect to the supremum norm.
As Kj is the Sˇilov boundary for C(Kj) we can apply [3, Theorem] to
have that there exists a homeomorphism π′ : K2 → K1 and an open
and closed subset E2 of K2 such that
U˜0(f) =
{
f ◦ π′, on E2,
f ◦ π′, on K2 \ E2
for f ∈ C(K1) (cf. [6, 16]). As U˜0(i) = U0(i) = i or −i we have that
U˜0(f) = f ◦ π′, f ∈ C(K1)
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if U0(i) = i and
U˜0(f) = f ◦ π′, f ∈ C(K1)
if U0(i) = −i. It follows that U0 is a complex-linear map if U0(i) = i
and U0 is a complex-linear map if U0(i) = −i. Applying [8, Corollary
15] there exists a surjective isometry π : K1 → K2 such that
U0(f) = f ◦ π, f ∈ Lip(K1)
if U0(i) = i and
U0(f) = f ◦ π, f ∈ Lip(K1)
if U0(i) = −i. It follows that
U(f) = U(1)f ◦ π, f ∈ Lip(K1)
or
U(f) = U(1)f ◦ π, f ∈ Lip(K1).

Let Π be the set of all surjective isometries from K2 onto K1.
Corollary 7. GΠ(Lip(K1),Lip(K2)) = Iso(Lip(K1),Lip(K2))
Proof. Suppose that T ∈ Iso(Lip(K1),Lip(K2)). By the Mazur-Ulam
theorem we have that U = T −T (0) is a surjective real-linear isometry
from Lip(K1) onto Lip(K2). By Theorem 6 U(1) is a constant function
of unit modulus and there exists a surjective isometry π ∈ Π such that
U(f) = U(1)f ◦π for every f ∈ Lip(K1) or U(f) = U(1)f ◦ π for every
f ∈ Lip(K1). It follows that T = U + T (0) ∈ GΠ(Lip(K1),Lip(K2)).
Suppose that T ∈ GΠ(Lip(K1),Lip(K2)). It is a routine work to
show that T is a surjective real-linear isometry. 
5. Applications
In this section we study the problem on 2-locality for C1[0, 1] and
Lip[0, 1]. We first prove that Iso(Lip[0, 1]) with the norm ‖ · ‖Σ is 2-
local reflexive in M(Lip[0, 1]). The Banach algebra Lip[0, 1] satisfies
the three conditions 1), 2) and 3) for Aj in the first part of section 3.
Recall that π0 is the identity map on the interval [0, 1], π1 = 1 − π0
and Π0 = {π0, π1}.
Theorem 8. Iso(Lip[0, 1]) is 2-local reflexive in M(Lip[0, 1]), where
Lip[0, 1] is the Banach algebra of all Lipschitz functions defined on the
closed interval [0, 1] with the norm ‖ · ‖Σ.
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Proof. Corollary 7 asserts that GΠ0(Lip[0, 1]) = Iso(Lip[0, 1]), hence
Iso(Lip[0, 1]) = GΠ0 ∩ Iso(Lip[0, 1]). The Banach algebra Lip[0, 1] sat-
isfies the conditions 1), 2) and 3) for Aj in the first part of section 3.
Applying Theorem 4 for Aj = Lip[0, 1], we infer that Iso(Lip[0, 1]) is
2-local reflexive in M(Lip[0, 1]). 
Next we prove that Iso(C1[0, 1]) is 2-local reflexive in M(C1[0, 1])
for certain norms. Let D be a non-empty connected compact subset of
[0, 1]× [0, 1]. The norm ‖ · ‖〈D〉 on C1[0, 1] is defined by
‖f‖〈D〉 = sup
(r,s)∈D
(|f(r)|+ |f ′(s)|), f ∈ C1[0, 1].
Let Pj : [0, 1]× [0, 1]→ [0, 1] be the projection onto the j-th factor (j =
1, 2). Let D be a non-empty connected compact subset of [0, 1]× [0, 1].
The norm ‖ · ‖〈D〉 on C1[0, 1] is defined by Kawamura, Koshimizu and
Miura [13] :
‖f‖〈D〉 = sup
(r,s)∈D
(|f(r)|+ |f ′(s)|), f ∈ C1[0, 1].
They study surjective real-linear isometries between C1[0, 1] onto itself
for the norm ‖·‖〈D〉 under additional hypothesis on D. The main result
of [13] exhibits the form of isometries on C1[0, 1] for a wide class of
norms and unifies the former results on isometries for several important
norms such as ‖ · ‖Σ, ‖ · ‖σ, ‖ · ‖∆ and so on. If D = [0, 1]× [0, 1], then
‖f‖〈D〉 = ‖f‖∞+‖f ′‖∞ for f ∈ C1[0, 1]. If D = {(t, t) : t ∈ [0, 1]}, then
‖f‖〈D〉 = sup{|f(t)| + |f ′(t)| : t ∈ [0, 1]}. We point out that applying
the Mazur-Ulam theorem, their results in fact assures the forms of
surjective isometries without the assumption of linearity.
Theorem 9. Let D be a non-empty connected compact subset of [0, 1]×
[0, 1]. Suppose that Pj(D) = [0, 1] for j = 1, 2. Then Iso(C
1[0, 1], ‖ ·
‖〈D〉) is 2-local reflexive in M(C1[0, 1]).
Proof. By [13, Corollary] and the Mazur-Ulam theorem we infer that
GΠ0 = Iso(C
1[0, 1]). The Banach space C1[0, 1] satisfies the conditions
1), 2) and 3) for Aj in the first part of section 3. Applying Theorem
4 for Aj = C
1[0, 1], we infer that Iso(C1[0, 1]) is 2-local reflexive in
M(Lip[0, 1]). 
We point out that the 2-locality problem for surjective isometries
without assuming linearity is much difficult than the 2-locality problem
for surjective complex or even real linear isometries. We do not know
if Iso(C[0, 1], ‖ · ‖∞) is 2-local reflexive or not.
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