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Gaussian Approximation of the Distribution of Strongly
Repelling Particles on the Unit Circle
Alexander Soshnikov∗, Yuanyuan Xu†
Abstract
In this paper, we consider a strongly-repelling model of n ordered particles {eiθj}n−1j=0
with the density p(θ0, · · · , θn−1) = 1Zn exp
{
−β2
∑
j 6=k sin
−2
(
θj−θk
2
)}
, β > 0. Let
θj =
2πj
n +
xj
n2
+ const such that
∑n−1
j=0 xj = 0. Define ζn
(
2πj
n
)
=
xj√
n
and ex-
tend ζn piecewise linearly to [0, 2pi]. We prove the functional convergence of ζn(t) to
ζ(t) =
√
2
βRe
(∑∞
k=1
1
ke
iktZk
)
, where Zk are i.i.d. complex standard Gaussian random
variables.
1 Introduction
The study of random matrix theory (RMT) can be traced back to sample covariance ma-
trices studied by J. Wishart in data analysis in 1920s-1930s. In 1951, E. Wigner associated
the energy levels of heavy-nuclei atoms with Hermitian matrices whose components are i.i.d.
random variables. In 1960s, F. Dyson and M. Mehta introduced three archetypal types of ma-
trix ensembles: Gaussian Orthogonal Ensemble (GOE), Gaussian Unitary Ensemble (GUE),
and Gaussian Symplectic Ensemble (GSE), see [18]. In particular, the GOE/GUE/GSE is
defined to be the ensemble of n × n Real Symmetric/Hermitian/Hermitian Quaternionic
matrices equipped with a probability measure given by
P gβ (H) = constn · e−
1
2
Tr(H2)dH,
where dH is the Lebesgue measure on the appropriate space of matrices.
The joint probability density for the eigenvalues λ1, · · · , λn ∈ R of the GOE/GUE/GSE
is given by
pgβ(λ1, · · · , λn) =
1
Zgn,β
∏
j<k
|λj − λk|βe−
∑n
i=1
1
2
λ2i , (1)
and
Zgn,β = (2π)
n
2
n∏
j=1
Γ
(
β
2
j + 1
)
Γ
(
β
2
+ 1
) , (2)
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where β = 1 for the GOE, β = 2 for the GUE, and β = 4 for the GSE. The ensemble (1) for
general β > 0 is called the Gaussian β-ensemble (see [9]).
Equally important circular ensembles, namely Circular Orthogonal Ensemble (COE),
Circular Unitary Ensemble (CUE), and Circular Symplectic Ensemble (CSE) were intro-
duced in [10]. In particular, the CUE is defined to be the ensemble of n×n unitary matrices
equipped with the Haar measure. The ordered eigenvalues are denoted as {eiθj}n−1j=0 , where
0 ≤ θ0 ≤ · · · ≤ θn−1 ≤ 2π. The joint probability density of the angles {θj}n−1j=0 is given by
pcβ(θ1, · · · , θn) =
1
Zcn,β
∏
0≤j<k≤n−1
∣∣eiθj − eiθk∣∣β (3)
=
1
Zcn,β
exp
{
β
2
∑
j 6=k
log
∣∣∣∣2 sin θj − θk2
∣∣∣∣
}
, (4)
with β = 2 and
Zcn,β =
(2π)n
n!
Γ
(
βn
2
+ 1
)
Γ
(
β
2
+ 1
) . (5)
Similarly, the joint probability density for the COE/CSE is given by (3)-(5) with β = 1 for
the COE and β = 4 for the CSE. The generalized ensemble for β > 0 is named the Circular
β-ensemble (see [11]). These random matrix ensembles were originally introduced in Physics,
but recently have played an important role in linking RMT with Number Theory, because
of the connections with the Riemann zeta function.
The Riemann zeta function is defined to be
ζ(s) =
∞∑
n=1
1
ns
=
∏
p∈P
(
1− 1
ps
)−1
for Res > 1 and can be analytically extended to the whole complex plane. In 1859, B.
Riemann conjectured that besides the negative even integers, all other (non-trivial) zeros of
ζ(z) have the form of z = 1
2
+ iγj, where γj ∈ R. Assuming the Riemann’s hypothesis, in
1970s, H. Montgomery proved in [19] that under some technical conditions, the two-point
correlation function of γj’s on the scale of their mean spacing is given by
1− sin
2(πx)
π2x2
. (6)
Later, A. Odlyzko provided numerical support for Montgomery’s results in [20], and Z.
Rudnick and P. Sarnak extended Montgomery’s results to higher order correlations in [21].
F. Dyson pointed out that (6) coincides with the two point correlation function of the scaled
eigenvalues of GUE, which is the same as that of the scaled eigenphases of CUE as n→∞.
In general, the limiting distribution of the non-trivial zeros of L-functions is believed to
coincide with the limiting local eigenvalue statistics in CUE/GUE model. Since then, many
efforts were made to find the deep connection between zeta function and random matrices,
see e.g. [3], [6] and [5]. In 2000, J. Keating and N. Snaith made an important contribution
in connecting the characteristic polynomial of CUE and value distribution of ζ(z) on the
2
critical line, see [16]. They showed that the distribution of values taken by log det (eis − Un)
averaged over Un ∈ CUE is a good approximation to the value distribution of log ζ
(
1
2
+ it
)
for large n, t given the relation that n = log t
2π
(1 + o(1)).
In 1988, K. Johansson [13] proved the Central Limit Theorem(CLT) for the linear statis-
tics in the Circular β-ensemble.
Theorem 1. Let f ∈ C1+ǫ(S1), ǫ > 0. Then ∑n−1j=0 f(θj) − n2π ∫ 2π0 f(x)dx converges in law
to the Gaussian distribution N(0, 2
β
∑∞
k=−∞ |k||ck|2), where ck = 12π
∫ 2π
0
f(x)e−ikxdx.
Remark 2. For β = 2, the result holds under the optimal condition
∑∞
k=−∞ |k||ck|2 < ∞
(see also [7], [23] and references therein).
To study the characteristic polynomial of CUE, one can write log | det (eis − Un) | =∑n
j=1 log |eis − eiθj |. Due to the singularity of the logarithm function, we cannot apply
Theorem 1. T. Baker and P. Forrester proved in [2] that
√
2 log |det(eis−Un)|√
logn
converges in
distribution to standard normal distribution for fixed s. It was proved in [12] that for the
CUE (β = 2),
√
2 log | det (eis − Un) | converges in distribution to a generalized random
function
T (s) = Re
( ∞∑
k=1
eiks√
k
Zk
)
, (7)
where Zk are i.i.d complex standard Gaussian variables (see also [2] and [8]).
The generalized random function T (s) makes another appearance in the Circular β−ensemble
as follows. One can show that the joint probability density of (4) obtains its maximum at
the lattice configuration θj =
2πj
n
+ const (0 ≤ j ≤ n− 1). Write
θj =
2πj
n
+
tj
n
+ const.
Let us choose the constant such that
∑n−1
j=0 tj = 0 and take Taylor expansion of (4) around
this critical configuration. If we ignore the cubic and higher terms, then we get, as an
approximation, a multivariate Gaussian distribution on the hyperplane
∑n−1
j=0 tj = 0 with
the density
p˜g(t) =
1
Z˜g
exp

− β16
∑
j 6=k
1
sin2
(
π(j−k)
n
) (tj − tk)2
n2

 . (8)
It can be shown that tj from (8) can be expressed as
tj =
2√
β
Re
(
n∑
k=1
e
2piijk
n√
k
Zk
)
(1 + ǫn), (9)
where ǫn is a negligible random error term with Var(ǫn) = on(1). Moreover, the linear
statistics
∑n−1
j=0 f
(
2πj
n
+
tj
n
)
satisfies the same CLT as in Theorem 1.
Remark 3. We refer the reader to Section 3.4 of [25] for a related discussion of the meso-
scopic structure of GUE eigenvalues.
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This indicates that the generalized random function T (s) defined in (7) gives a good
approximation of the eigenvalue statistics of CUE. However, it is not entirely clear in what
sense we can ignore cubic and higher order terms of the Taylor expansion of (4). This
motivated us to consider a new model of interacting particles on the unit circle with stronger
repulsion than that in the Circular β−ensembles. The purpose of this paper is to establish
the Gaussian approximation for the distribution of strongly repelling particles on the unit
circle.
Throughout this paper, the letters Ck, C
′
k, ck and c
′
k(k ∈ N) denote positive constants
whose values might change in different parts of the paper, but are always independent of n.
We say an ≪ bn or an = o(bn) if anbn → 0 as n → ∞ and an = O(bn) if there exists some
positive constant C such that |an| ≤ C|bn| as n → ∞. If an → 0 as n → ∞ and the decay
rate does not depend on other parameters, we say an = on(1). Also, we denote an ∼ bn if
there exist positive constants c and C such that cbn ≤ X ≤ Can as n→∞.
2 Set up and notations
Consider a strong repulsion model of particles distributed on
T
n/Sn = {θ = (θ0, · · · , θn−1) ∈ [0, 2π]n | θ0 ≤ θ1 ≤ · · · ≤ θn−1} .
The joint probability density is defined as
q(θ) =
1
Zn
eHn,β(θ), (10)
where
Hn,β(θ) = −β
2
∑
i 6=j
1
sin2
(
θi−θj
2
) , (11)
and
Zn =
∫
Tn/Sn
eHn,β(θ)dθ. (12)
For any measurable subset A ∈ Tn/Sn, let P(A) =
∫
A
q(θ)dθ.
Note that the repulsion in Hn,β(θ) is stronger than the logarithmic one in (4).
Let
θi =
2πi
n
+ ψ +
xi
n2
, (13)
where ψ is a constant chosen so that
n−1∑
i=0
xi = 0. (14)
Thus,
ψ =
1
n
n−1∑
i=0
θi − π(n− 1)
n
. (15)
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For notational simplicity, define αi =
2πi
n
+ ψ, α = (α0, · · · , αn−1), x = (x0, · · · , xn−1),
then θ = α+ x
n2
.
Next, we introduce some useful lemmas.
Lemma 4. The probability density q(θ) in (10) obtains its maximum at θ = α, and
Hn,β(α)−Hn,β(θ) = β
2
∑
i 6=j
(xi − xj)2
n4
∫ 1
0
1
2
+ cos2
(
π(i−j)
n
+ τ
xi−xj
2n2
)
sin4
(
π(i−j)
n
+ τ
xi−xj
2n2
) · (1− τ)dτ. (16)
This implies that the lattice configuration θi =
2πj
n
+ const is the ground state of the
strongly repelling particle system.
Lemma 5. The following identities hold.
n−1∑
k=1
1
sin2
(
πk
n
) = n2 − 1
3
. (17)
n−1∑
k=1
1
sin4
(
πk
n
) = (n2 − 1)(n2 + 11)
45
. (18)
n−1∑
k=1
sin2
(
mπk
n
)
sin2
(
πk
n
) = m(n−m) (1 ≤ m ≤ n− 1). (19)
n−1∑
k=1
sin2
(
mπk
n
)
sin4
(
πk
n
) = m2(n−m)2
3
+
2
3
m(n−m) (1 ≤ m ≤ n− 1). (20)
The proof of Lemma 5 is given in the Appendix. By the identity (17) in Lemma 5 , we
can show that the maximum of Hn,β(θ) is
Hn,β(α) = −β
2
∑
i 6=j
1
sin2
(
π(i−j)
n
) = −(n3 − n)β
6
. (21)
Next lemma shows that typically Hn,β(θ) is not far from Hn,β(α).
Lemma 6. For any C > 1, define
Θ = {θ ∈ Tn/Sn | Hn,β(α)−Hn,β(θ) ≤ Cn logn} . (22)
Then there exists some c > 0, such that
P(Θ) ≥ 1− n−cn.
Remark 7. If we choose C = 1, then the condition on the set Θ should be modified as
Hn,β(α)−Hn,β(θ) ≤ n logn− C ′n for some C ′ > 0.
Using Lemma 4 and Lemma 6, we have
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Lemma 8. For any C > 1, define Θ as in (22). If θ ∈ Θ, then there exists some positive
constant C0 such that ∑
i 6=j
(xi − xj)2
n4 sin4
(
π(i−j)
n
) ≤ C0n log3 n. (23)
Moreover, for all 0 ≤ i 6= j ≤ n− 1,
|xi − xj | ≤ C0|i− j|on 12 log 32 n, (24)
where
|i− j|o = min{|i− j|, n− |i− j|}. (25)
Taking the Taylor expansion of the joint probability function q(θ) around the critical
configuration θ = α, we have that for some δ ∈ [0, 1],
q(θ) =
1
Zn
eHn,β(α) exp

β4
∑
i 6=j
−3
2
+ sin2
(
π(i−j)
n
)
n4 sin4
(
π(i−j)
n
) (xi − xj)2

 (26)
× exp

 β12

∑
i 6=j
3 cos
(
π(i−j)
n
+ δ
xi−xj
2n2
)
n6 sin5
(
π(i−j)
n
+ δ
xi−xj
2n2
) − cos
(
π(i−j)
n
+ δ
xi−xj
2n2
)
n6 sin3
(
π(i−j)
n
+ δ
xi−xj
2n2
)

 (xi − xj)3

 .
Denote the quadratic term by
G(x) :=
β
4
∑
i 6=j
−3
2
+ sin2
(
π(i−j)
n
)
n4 sin4
(
π(i−j)
n
) (xi − xj)2, (27)
and the cubic term as
F (x) :=
β
12

∑
i 6=j
3 cos
(
π(i−j)
n
+ δ
xi−xj
2n2
)
n6 sin5
(
π(i−j)
n
+ δ
xi−xj
2n2
) − cos
(
π(i−j)
n
+ δ
xi−xj
2n2
)
n6 sin3
(
π(i−j)
n
+ δ
xi−xj
2n2
)

 (xi − xj)3. (28)
Using (13), consider the change of variable θ → (x, ψ), where x is a degenerate vector
on the hyperplane Γ,
Γ =
{
x ∈ Rn :
n−1∑
i=0
xi = 0
}
. (29)
Let
f(x) = q(θ(x, φ)). (30)
Note that the joint probability density f only depends on x. But the domain Ω depends
on both x and ψ. If θ ∈ Tn/Sn, then
(x, ψ) ∈ Ω =
{
Γ× [−π + π
n
, π +
π
n
] : xi − xi−1 ≥ −2πn;−x0
n2
≤ ψ ≤ 2π
n
− xn−1
n2
}
.
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Thus, the marginal density function for x is
p(x) =
∫ 2pi
n
−xn−1
n2
− x0
n2
f(x)dψ =
(
2π
n
− xn−1 − x0
n2
)
f(x), (31)
where
x ∈ Λ = {x ∈ Γ : xi − xi−1 ≥ −2πn; x0 ≥ −πn(n + 1); xn−1 ≤ πn(n + 1); xn−1 − x0 ≤ 2πn} .
(32)
Otherwise, if x ∈ Λc, p(x) = 0. For any measurable subset A ⊂ Γ, denote
Px(A) =
∫
A
p(x)dx. (33)
It follows from Lemma 6 and Lemma 8 that there exists a subset of Λ, namely
ΓD =
{
x ∈ Γ : max
i 6=j
|xi − xj |
|i− j|o ≤ Dn
1
2 log
3
2 n; x0 ≥ −πn(n + 1); xn−1 ≤ πn(n+ 1)
}
, (34)
such that
Px(Γ
c
D) ≤ n−cn. (35)
In addition, if x ∈ ΓD, the probability density of x can be written as
p(x) =
1
Z˜n
eG(x)+F (x)(1 + on(1)), (36)
where
Z˜n =
∫
ΓD
eG(x)+F (x)dx. (37)
Let us define a Gaussian distribution on the hyperplane Γ by its density
pg(x) =
1
Zg
eG(x), (38)
where
Zg =
∫
Γ
eG(x)dx. (39)
For any measurable subset A ⊂ Γ, denote
Pg(A) =
∫
A
pg(x)dx. (40)
We use Eg and Varg to denote the expectation and variance taken under this Gaussian
probability measure.
Remark 9. Refining the argument used in the proof of Lemma 8, we can also prove that
there exists a subset ΓD′ ⊂ Γ such that (1) and (2) hold where
1. If x ∈ ΓD′, we have maxj |xj| ≪ n, and thus φ ∼ 1n .
7
2. Px(Γ
c
D′) = on(1).
In addition, let ψ˜ = nψ. Then
p(ψ˜|x) = f(x)∫ 2π−xn−1
n
− x0
n2
f(x)dψ˜
=
1
2π − xn−1−x0
n
=
1
2π
(1 + on(1)).
One can show that nψ and x are asymptotically independent from each other and nψ con-
verges to the uniform distribution on [0, 2π]. However, we are not going to use this in the
paper.
3 Main theorems
In this section, we formulate our main results. We start with an auxiliary proposition. Recall
that we have defined Px and Pg in (36)-(37), (33) and (38)-(40) respectively. Also, F (x) is
defined in (28).
Proposition 10. There exists a subset Γ′ ⊂ Γ, such that
Px(Γ
′) = 1− on(1), Pg(Γ′) = 1− on(1),
and
sup
x∈Γ′
F (x) = on(1).
Proposition 10 immediately implies that the total variation distance between Px and Pg
goes to zero as n goes to infinity.
Theorem 11.
sup
A⊂Γ
|Px(A)− Pg(A)| = on(1),
where the supremum at the LHS is taken over all measurable subsets A ⊂ Γ.
Based on Theorem 11, we obtain the main theorem. For each fixed n, we construct a
random function in C[0, 2π], denoted as ζn(t), by letting ζn
(
2πj
n
)
=
xj√
n
and then connecting
these lattice points with straight segments. Define the limiting random function to be
ζ(t) =
√
2
β
Re
( ∞∑
k=1
1
k
eiktZk
)
=
√
2
β
∞∑
k=1
(
cos kt
k
Xk − sin kt
k
Yk
)
, (41)
where Xk, Yk are i.i.d. real standard Gaussian random variables, and Zk are i.i.d. complex
standard Gaussian random variables. Note that this is a well defined random function since
the variance is bounded. It can be viewed as an analogue of (7) in the CUE case. We have:
Theorem 12. ζn(t) converges to ζ(t) in finite dimensional distributions. Furthermore, the
functional convergence takes place. In other words, ζn(t) converges to ζ(t) in distribution
weakly on the space C[0, 2π].
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Finally, we finish this section by formulating two corollaries.
Corollary 13. Consider periodic function g on S1 with complex Fourier coefficients {ck}k≥0,
where ck =
1
2π
∫ 2π
0
g(x)eikxdx, such that
∑∞
k=−∞ |k|
3
2 |ck| <∞, then
E exp
(
it
(
√
n
n−1∑
j=0
g(θj)− n 32 c0
))
= exp
(
−t
2
β
∞∑
k=1
|ck|2
)
(1 + on(1)). (42)
In other words,
√
n
∑n−1
j=0 g(θj)− n
3
2 c0 converges in distribution to N
(
0, 2
β
∑∞
k=1 |ck|2
)
.
Remark 14. It follows from the proof of Corollary 13 that the statement holds under a milder
condition on the the decay of Fourier series of f , i.e.
∑∞
k=1 |ckn| ≪ n−
3
2 . Furthermore,
Corollary 13 is expected to hold when f ∈ C1+ǫ(T).
Corollary 15. max0≤i≤n−1
∣∣∣ xj√n ∣∣∣ converges in distribution to supt∈[0,2π] |ζ(t)|.
To simplify the notations, the proofs of these results are written for β = 2. The general
case β > 0 is essentially identical.
4 Proofs of the Lemmas in Section 2
We start this section by proving Lemma 4.
Proof. (Lemma 4) Define
φ(τ) := Hn,2(α+ τ
x
n2
).
We compute its first and second derivative with respect to τ ,
φ′(τ) =
∑
i 6=j
cos
(
π(i−j)
n
+ τ
xi−xj
2n2
)
sin3
(
π(i−j)
n
+ τ
xi−xj
2n2
) · xi − xj
n2
; (43)
φ′′(τ) = −
∑
i 6=j
1
2
+ cos2
(
π(i−j)
n
+ τ
xi−xj
2n2
)
sin4
(
π(i−j)
n
+ τ
xi−xj
2n2
) ·(xi − xj
n2
)2
. (44)
Note that
φ′(0) =
∑
i 6=j
cos
(
π(i−j)
n
)
sin3
(
π(i−j)
n
) · xi − xj
n2
=
1
n2

∑
i 6=j
cos
(
π(i−j)
n
)
sin3
(
π(i−j)
n
) · xi −∑
i 6=j
cos
(
π(i−j)
n
)
sin3
(
π(i−j)
n
) · xj


=
1
n2
∑
i
(
n−1∑
k=1
cos πk
n
sin3 πk
n
)
xi − 1
n2
∑
j
(
n−1∑
l=1
cos πl
n
sin3 πl
n
)
xj = 0,
9
and φ′′(0) ≤ 0. Thus,
Hn,2(α)−Hn,2(θ) = φ(0)− φ(1) = −
∫ 1
0
(1− τ)φ′′(τ)dτ
=
∑
i 6=j
(xi − xj)2
n4
∫ 1
0
1
2
+ cos2
(
π(i−j)
n
+ τ
xi−xj
2n2
)
sin4
(
π(i−j)
n
+ τ
xi−xj
2n2
) · (1− τ)dτ ≥ 0.
This implies that Hn,2(θ) obtains its maximum at θ = α.
Next, we turn our attention to proving Lemma 6.
Proof. (Lemma 6) It follows from the definition of Θ in (22) and the trigonometric identity
(21) that
P(Θc) =
1
Zn
∫
Ωc
eHn,2(θ)dθ ≤
(
e
n3−n
3
−Cn logn
) 1
Zn
µ(Tn/Sn) =
(2π)n
n!
e
n3−n
3
−Cn logn 1
Zn
, (45)
where µ denote the Lebesgue measure on Rn. Choose any 0 < C ′ < C and define a subset
of Θ,
Θ′ = {θ ∈ Tn/Sn | Hn,2(α)−Hn,2(θ) ≤ C ′n logn} . (46)
Then
Zn =
∫
Tn/Sn
eHn,2(
~θ)dθ ≥
∫
Θ′
eHn,2(α)−C
′n logndθ = e
n3−n
3
−C′n lognµ(Θ′). (47)
Note that if there exists some constant M > 0 such that |xj| ≤M , then
Hn,2(α)−Hn,2(θ) ≤
∑
i 6=j
4M2
n4 sin4
(
π(i−j)
n
) ≤ 4M2∑
i 6=j
1
π4|i− j|4 ≤ C
′n log n.
Therefore, {
θ ∈ Tn/Sn | θi − αi ≤ M
n2
, ∀ 0 ≤ i ≤ n− 1
}
⊂ Θ′,
and thus the Lebesgue measure of the set Θ′ can be bounded from below as
µ(Θ′) ≥
(
M
n2
)n
= en logM−2n logn. (48)
Therefore, by (47) and (48),
Zn ≥ en
3
−n
3
−C′n logn+n logM−2n logn. (49)
Combining it with (21) and (45), we obtain
P(Θc) ≤ (2π)
n
n!
e−(C−C
′)n logn−n logM+2n logn ≤ C ′′e−(C−C′−1)n logn = on(1), (50)
provided C > 1 and 0 < C ′ < C − 1.
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Using Lemma 6, we finish this section by giving the proof of Lemma 8.
Proof. (Lemma 8)
By Lemma 6, if θ ∈ Θ, then for some constant C > 1,
∑
i 6=j
(xi − xj)2
n4
∫ 1
0
(1− τ)dτ
sin4
(
π(i−j)
n
+ τ
xi−xj
2n2
) ≤ Cn logn. (51)
Let I = {(i, j) | 0 ≤ i 6= j ≤ n− 1}, I1 = {(i, j) ∈ I | |xi − xj | < nηn|i− j|o}, and I2 =
I \ I1. Let ηn ≫ 1. Then by (51) we have
Cn logn ≥
∑
I1
(xi − xj)2
n4
∫ 1
0
(1− τ)dτ
sin4
(
π(i−j)
n
+ τ
xi−xj
2n2
) ≥∑
I1
(xi − xj)2
n4
∫ 1
0
(1− τ)dτ(
π|i−j|o
n
+ τ
|xi−xj |
2n2
)4
≥ C ′
∑
I1
(xi − xj)2 1
η4n|i− j|4o
.
Thus, ∑
I1
(xi − xj)2
|i− j|4o
≤ C ′′nη4n log n. (52)
Next, it can be shown that I2 = ∅ for ηn satisfying
ηn ≥ M log 12 n (53)
for sufficient large M > 0. Note that
∫ 1
0
(1− τ)dτ
sin4
(
π(i−j)
n
+ τ
xi−xj
2n2
) ≥ ∫ 1
0
(1− τ)dτ(
π|i−j|o
n
+ τ
|xi−xj |
2n2
)4 =
3π|i−j|o
n
+
|xi−xj |
n2
6
(
π|i−j|o
n
)3 (
π|i−j|o
n
+
|xi−xj |
2n2
)2 .
(54)
If (i, j) ∈ I2, then
|xi − xj |
n2
≥ ηn |i− j|o
n
,
and
RHS of (54) ≥ const ηn
|i−j|o
n(
|i−j|o
n
)3 ( |xi−xj |
n2
)2 ≥ const ηnn6(|i− j|o)2 (|xi − xj |)2 . (55)
Note that by the triangle inequality, if (i, j) ∈ I2, then there exists at least |i − j|o index
pairs belonging to I2, in the form of (i, k) or (k, j) where k is between i and j. Thus by (51),
(54) and (55),
Cn logn ≥ C ′
∑
I2
ηnn
2
|i− j|2o
≥ C ′n2ηn 1|i− j|o .
This implies that |i− j|o ≥ C ′′nηn log−1 n, and thus |xi− xj | ≥ C ′′n2η2n log−1 n. Due to (53),
we obtain
|xi − xj | ≥ C ′′M2n2.
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With a sufficient large M , the last inequality contradicts that |xi − xj | ≤ 2πn2. Therefore
I2 = ∅ and there exists some positive constant C0 such that∑
I
(xi − xj)2
|i− j|4o
≤ C0n log3 n. (56)
Furthermore, denote xn+i = xi, i ≥ 0, then for 0 ≤ j ≤ n− 1,
(xj+1 − xj)2 ≤ C0n log3 n.
Therefore, by the triangle inequality, we have
|xi − xj | ≤ C0|i− j|on 12 log 32 n.
Finally, since
2
π
≤ sin x
x
≤ 1, 0 < x ≤ π
2
,
we have ∑
i 6=j
(xi − xj)2
n4 sin4
(
π(i−j)
n
) ≤ C ′0n log3 n. (57)
5 Estimate of the multivariate Gaussian distribution
Note that G(x) defined in (27) can be written in the quadratic form of −1
2
xTAx, where
Ai,j = − 3
n4 sin4
(
π(i−j)
n
) + 2
n4 sin2
(
π(i−j)
n
) (i 6= j), (58)
and, by the identities (17) and (18) in Lemma 5,
Aii =
(n2 − 1)(n2 + 11)
15n4
− 2n
2 − 2
3n4
= −
∑
j 6=i
Aij. (59)
Since A is not invertible, pg defined in (38)-(39) can be viewed as a degenerate Gaussian
distribution on the hyperplane Γ defined in (29),
pg(x) =
1
Zg
e−
1
2
xTAx,
where Zg =
∫
Γ
e−
1
2
xTAxdx.
Next, we aim to explore the covariance structure of this Gaussian distribution. Note
that A is a circular matrix generated by the vector (A0,0, A0,1, · · · , A0,n−1). Therefore its
normalized eigenvectors can be chosen as
vk =
1√
n
(
ω0k, ω
1
k, · · · , ωn−1k
)
(k = 0, 1, · · · , n− 1), (60)
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where ωk = e
2piik
n . By using the identities (19) and (20) in Lemma 5, the corresponding
eigenvalues are given by
λk = A0,0 + A0,1ωk + A0,2ω
2
k + · · ·+ A0,n−1ωn−1k
=
(n2 − 1)(n2 + 11)
15n4
− 2n
2 − 2
3n4
− 3
n4
n−1∑
j=1
cos 2πjk
n
sin4 jπ
n
+
2
n4
n−1∑
j=1
cos 2πjk
n
sin2 jπ
n
=
6
n4
n−1∑
j=1
sin2 πjk
n
sin4 jπ
n
− 4
n4
n−1∑
j=1
sin2 πjk
n
sin2 jπ
n
=
2k2(n− k)2
n4
, 0 ≤ k ≤ n− 1. (61)
Define
U = (vT0 , v
T
1 , · · · , vTn−1), (62)
then we have U∗U = 1 and A = UΛU∗, where Λ is the diagonal matrix generated by
(λ0, λ1, · · · , λn−1). Let s = U∗x. Then for 1 ≤ k, j ≤ n− 1,
Egsksk =
1
λk
=
n4
2k2(n− k)2 and Esksj = 0 (k 6= j). (63)
Note that s0 = 0 because of the definition of Γ in (29). We also note that
sj = sn−j if j >
n− 1
2
. (64)
For simplicity, we assume that n is odd. (the even case can be treated in a similar way).
Then (s1, · · · , sn−1
2
) are n−1
2
independent complex Gaussian random variables. In particular,
we can write
sk =
n2
2k(n− k)Xk + i
n2
2k(n− k)Yk, for 1 ≤ k ≤
n− 1
2
, (65)
where {Xk} and {Yk} are independent real standard Gaussian variables.
Since x = Us, we can compute the covariance structure for x,
Egxkxj =
1
n
n−1∑
m=1
1
λm
e
2pii
n
m(k−j) =
1
2n
n−1∑
m=1
e
2pii
n
m(k−j) n
4
m2(n−m)2 . (66)
In particular,
Varg(xk) ∼ n. (67)
In addition,
xj =
1√
n
n−1∑
k=0
e
2piijk
n sk =
1√
n
n−1
2∑
k=1
e
2piijk
n sk +
1√
n
n−1
2∑
k=1
e−
2piijk
n s¯k =
2√
n
n−1
2∑
k=1
Re
(
e
2piijk
n sk
)
=
2√
n
n−1
2∑
k=1
(
cos
(
2πjk
n
)
n2
2k(n− k)Xk − sin
(
2πjk
n
)
n2
2k(n− k)Yk
)
. (68)
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For 0 ≤ j ≤ n− 1, 0 ≤ l ≤ n− 1, let
ξ
(l)
j = xj+l − xj , where xn+i = xi, i ≥ 0. (69)
It is also useful for us to compute the covariance of ξ
(l)
j and ξ
(l)
k .
Proposition 16. There exists some positive constant C which is independent of other pa-
rameters such that
|Egξ(l)k ξ¯(l)j | ≤ Cmin
{
l,
l2
|k − j|o
}
. (70)
In particular,
Varg(ξ
(l)
k ) ≤ Cl. (71)
Proof. By (66), we have
Egξ
(l)
k ξ¯
(l)
j = Eg(xk+l − xk)(x¯j+l − x¯j) = Egxk+lx¯j+l + Egxkx¯j − Egxk+lx¯j − Egxkx¯j+l
=
1
n
n−1∑
m=1
1
λm
e
2pii
n
m(k−j)
(
2− e 2piimln − e− 2piimln
)
=
2
n
n−1∑
m=1
sin2
(
πml
n
)
(
m
n
)2 (
1− (m
n
))2 e2πi(k−j)mn . (72)
For the RHS of (72), we can find an upper bound as
|Egξ(l)k ξ¯(l)j | ≤
2
n
n−1∑
m=1
sin2
(
πml
n
)
(
m
n
)2 (
1− (m
n
))2 = 4n
n−1
2∑
m=1
sin2
(
πml
n
)
(
m
n
)2 (
1− (m
n
))2 ≤ 16l3
n−1
2∑
m=1
sin2
(
πml
n
)
(
lm
n
)2 · ln.
(73)
The RHS of (73) can be viewed as a Riemann sum of the function sin
2 πx
x2
corresponding to
the evenly-spaced partition over [0, l
2
] with the subintervals of length l
n−1 . Since the function
sin2 πx
x2
can be bounded from above by a monotone function m(x) defined as
m(x) =
{
π2 if 0 ≤ x ≤ 1
1
x2
if x > 1,
the RHS of (73) can be bounded by a Riemann sum of m(x). Note that m(x) is monotone,
the error between its upper and lower Riemann sum is at most of the order l
n
. Then there
exists a universal constant C > 0, such that
|Egξ(l)k ξ¯(l)j | ≤
16
3
l
∫ l
2
0
m(x)dx+O
(
l
n
)
≤ 16l
3
∫ ∞
0
m(x)dx(1 + o(1)) ≤ Cl.
For large |k − j|o, the heavy oscillation of the exponential term leads to cancellations
between terms in the expression (72) for Egξ
(l)
k ξ¯
(l)
j . Thus the upper bound that we have
obtained above is not sharp in this case. Let am =
sin2(pimln )
(mn )
2
(1−(mn ))
2 , and bm = e
2πi(k−j)m
n . By
summation by parts, we have
n−1∑
m=1
ambm =
n−2∑
m=1
(am − am+1)
(
m∑
p=1
bp
)
+ an−1
n−1∑
p=1
bp.
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Then
|Egξ(l)k ξ¯(l)j | ≤
2
n
n−2∑
m=1
|am − am+1|
∣∣∣∣∣1− e
2pii(k−j)m
n
1− e 2pii(k−j)n
∣∣∣∣∣ +O
(
l2
n
)
.
By differentiating the function f(x) = sin
2 πlx
x2(1−x)2 , we find that the derivative is at most of the
order l2 and we have
|am − am+1| =
∣∣∣∣f (mn
)
− f
(
m+ 1
n
)∣∣∣∣ ≤ C ′l2n .
Using the inequality ∣∣∣∣∣1− e
2pii(k−j)m
n
1− e 2pii(k−j)n
∣∣∣∣∣ ≤
∣∣∣∣ 2
1− e 2pii(k−j)n
∣∣∣∣ ≤ C ′n|k − j|o ,
we have
|Egξ(l)k ξ¯(l)j | ≤
C ′l2
|k − j|o .
This finishes the proof of the Proposition 16.
Combining (71) and (67) with (34), we have
Lemma 17. There exist some positive constants c1, c2, such that
Pg(Γ
c
D) ≤ 2e−c1n
3
+ n2e−c2n log
3 n. (74)
6 Proof of Proposition 10 and Theorem 11
In this section, we prove Proposition 10 and Theorem 11. We start with some preliminary
details. If x = (x0, · · · , xn−1) ∈ ΓD, then by Lemma 8,
G(x) =
1
2
∑
i 6=j
−3
2
+ sin2
(
π(i−j)
n
)
n4 sin4
(
π(i−j)
n
) (xi − xj)2 ∼ −∑
i>j
(xi − xj)2
|i− j|4o
= O
(−n log3 n) ,
and |xi − xj |
|i− j|o = O
(
n
1
2 log
3
2 n
)
. (75)
Then
(xi−xj)
2n2
= O
(
log
3
2 n
n
3
2
)
is negligible, and thus
F (x) =
1
6

∑
i 6=j
3 cos
(
π(i−j)
n
+ δ
xi−xj
2n2
)
n6 sin5
(
π(i−j)
n
+ δ
xi−xj
2n2
) − cos
(
π(i−j)
n
+ δ
xi−xj
2n2
)
n6 sin3
(
π(i−j)
n
+ δ
xi−xj
2n2
)

 (xi − xj)3
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∼
∑
i 6=j

 (xi − xj)3
2n6 sin5
(
π(i−j)
n
) + (xi − xj)3
6n6 sin3
(
π(i−j)
n
)

 ∼∑
i>j
(xi − xj)3
n|i− j|5o
. (76)
Comparing F (x) with G(x) and by (75), we have
|F (x)| = |G(x)|O
(
max
i 6=j
|xi − xj |
n|i− j|o
)
= |G(x)|O
(
log
3
2 n
n
1
2
)
= O
(
n
1
2 log
9
2 n
)
. (77)
In this section, we show that F (x) = on(1) with probability 1 − on(1). To be more specific,
by (76), we show that
F (x) ∼
n−1∑
l=1
1
l5
(
1
n
n−l−1∑
j=0
ξ
(l)
j
3
)
= on(1), (78)
where ξ
(l)
j is defined in (69).
We divide the proof of (78) into three parts. The first step is to show that the nor-
malized constant Z˜n defined in (37) is not far from Zg defined in (39). This implies that
the probability distribution of x is not far from the Gaussian distribution pg(x) defined in
(38)-(39). The second step is to show that under the Gaussian distribution, F (x) = on(1)
with probability 1−O(n−c). The last step is to combine the first two steps and obtain that
F (x) = on(1) with probability 1− O(n−c) under the distribution defined in (36)-(37).
6.1 Step 1: Comparing Zg and Z˜n
For reader’s convenience, recall the definition of the normalized constants Z˜n and Zg.
Z˜n =
∫
ΓD
eG(x)+F (x)dx; Zg =
∫
Γ
eG(x)dx.
We start with a lemma. Rescale the Gaussian distribution defined in (38) and define two
new Gaussian distributions,
pg+(x) =
1
Z+g
eG(x)(1+
cB(n)
n
), pg−(x) =
1
Z−g
eG(x)(1−
cB(n)
n
). (79)
Lemma 18. If B(n)≪ n, the normalized constants Z±g satisfy
Z±g = Zge
∓ c
2
B(n)(1+on(1)).
Proof. Change the variable to x˜ =
√
1− cB(n)
n
x, then
Z−g =
∫
Γ
e−
1
2
xTAx(1− cB(n)n )dx =
∫
Γ
e−
1
2
x˜TAx˜
n∏
j=1
1√
1− cB(n)
n
dx˜ = Zg
n∏
j=1
1√
1− cB(n)
n
.
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Note that (
1− cB(n)
n
)−n
2
= e
cB(n)
2
(1+on(1)).
Similarly, we have (
1 +
cB(n)
n
)−n
2
= e
−cB(n)
2
(1+on(1)).
Thus
Z±g = Zge
∓ c
2
B(n)(1+on(1)).
Let B(n) = Dn
1
2 log
3
2 n. By the definition of ΓD in (34), we have maxi 6=j
|xi−xj |
|i−j|o ≤ B(n).
Then by the first equation of (77), there exists a universal constant c > 0, such that
cB(n)
n
G(x) ≤ F (x) ≤ −cB(n)
n
G(x).
Similar to Lemma 18, one can show that
Zge
−cB(n) ≤ Z˜n ≤ ZgecB(n).
When we proceed to the Step 2 and Step 3 presented below, this estimate will not be
sufficient for us to show F (x) = on(1) because the exponential term e
cB(n) grows faster than
any polynomial. In order to get a better upper bound of
max
i 6=j
|xi − xj |
|i− j|o ,
we use iteration. We need the following two lemmas.
Lemma 19. For some sufficient large M > 0, let M log
1
2 n ≤ B ≤ Dn 12 log 32 n. If there
exists some γ > 0 such that
Px
(
x ∈ ΓD : max
i 6=j
|xi − xj |
|i− j|o ≥ B
)
≤ n−γ, (80)
then there exists a universal constant c > 0, we have
Zge
−cB ≤ Z˜n ≤ ZgecB. (81)
Proof. Denote A = {x ∈ ΓD : maxi 6=j |xi−xj ||i−j|o ≤ B} and then Px(ΓD \ A) ≤ n−γ. Because of
(77), if x ∈ A, there exists a universal constant c > 0,
cB
n
G(x) ≤ F (x) ≤ −cB
n
G(x). (82)
By (82), we have
Z˜n =
∫
ΓD
eG(x)+F (x)dx =
∫
A
eG(x)+F (x)dx+ Px (ΓD \ A) Z˜n ≤
∫
A
eG(x)(1−
cB
n
)dx+ n−γZ˜n.
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Then
(1− n−γ)Z˜n ≤
∫
Γ
eG(x)(1−
cB
n
)dx ≤ e cB2 (1+on(1))Zg.
Thus
Z˜n ≤ e cB2 (1+on(1))Zg(1 +O(n−γ)) ≤ ecBZg. (83)
For the lower bound, similarly,
Z˜n ≥
∫
A
eG(x)+F (x)dx ≥
∫
A
eG(x)(1+
cB
n
)dx =
∫
Γ
eG(x)(1+
cB
n
)dx−
∫
Γ\A
eG(x)(1+
cB
n
)dx
≥
∫
Γ
eG(x)(1+
cB
n
)dx−
∫
Γ\A
eG(x)dx =
(
e−
cB
2
(1+on(1)) − Pg(Γ \ A)
)
Zg.
By Lemma 17, we have
Pg(Γ\A) ≤ Pg(ΓcD)+Pg
(⋃
i 6=j
|xi − xj |
|i− j|o ≥ B
)
≤ 2e−c1n3+n2e−c2n log3 n+n2max
j,l
Pg
(
|ξ(l)j |√
l
≥ B
)
.
Since the variance of ξ
(j)
j is at most of the order l by Proposition 16, we have
Pg
(
|ξ(l)j |√
l
≥ B
)
≤ e−c′B2 , (84)
where c′ is a universal positive constant. Thus,
Pg(Γ \ A) ≤ 2e−c1n3 + n2e−c2n log3 n + n2e−c′B2 ,
and
Z˜n ≥ (e− cB2 (1+on(1)) − n2e−c′B2 − 2e−c1n3 − n2e−c2n log3 n)Zg.
If B ≥ M log 12 n with some sufficient large M > 0, then n2e−c′B2 + 2e−c1n3 + n2e−c2n log3 n is
much smaller than e−
cB
2 . We have
Z˜n ≥ e− cB2 (1+on(1))Zg(1− on(1)) ≥ Zge−cB. (85)
Using the result of Lemma 19, we can prove
Lemma 20. For some sufficient large M > 0, let M log
1
2 n ≤ Bk ≤ Dn 12 log 32 n. If there
exists some γ > 0 such that kn−10 ≤ n−γ and
Px
(
x ∈ ΓD : max
i 6=j
|xi − xj |
|i− j|o ≥ Bk
)
≤ kn−10, (86)
then
Px
(
x ∈ ΓD : max
i 6=j
|xi − xj |
|i− j|o ≥ Bk+1
)
≤ (k + 1)n−10, (87)
with
Bk+1 =
√
4cBk + 24 logn
c′
. (88)
Here c, c′ are universal constants that do not depend on n, k.
18
Proof. Denote Ak = {x ∈ ΓD : maxi 6=j |xi−xj ||i−j|o ≤ Bk} and Acomk = ΓD \ Ak.
Then Px(A
com
k ) ≤ kn−10 by (86). Since Bk+1 ≤ Bk, then Ak+1 ⊂ Ak ⊂ ΓD and Acomk ⊂ Acomk+1.
By Lemma 19, if x ∈ Ak, then there exists a universal constant c > 0, such that
Zg
Z˜n
≤ ecBk .
Thus,
Px
(
Acomk+1
)
= Px(A
com
k ) + Px(Ak ∩Acomk+1) ≤ kn−10 +
1
Z˜n
∫
Acom
k+1
eG(x)(1−
cBk
n
)dx
= kn−10 +
Zg
Z˜n
1
Zg
∫
Acom
k+1
eG(x)(1−
cBk
n
)dx ≤ kn−10 + ecBk
(
1
Zg
∫
Acom
k+1
eG(x)(1−
cBk
n
)dx
)
. (89)
Let x˜ =
√
1− cBk
n
x. Then
1
Zg
∫
Acom
k+1
eG(x)(1−
cBk
n
)dx =
(
1− cBk
n
)−n
2 1
Zg
∫
A˜com
k+1
eG(x˜)dx˜
≤ ecBk 1
Zg
∫
A˜com
k+1
eG(x˜)dx˜ = ecBkPg(A˜
com
k+1), (90)
where A˜comk+1 =
{
x ∈ ΓD : maxi 6=j |x˜i−x˜j ||i−j|o > Bk+1
√
1− cBk
n
}
.
Note that
Pg(A˜
com
k+1) ≤ Pg
(
max
i 6=j
|xi − xj |
|i− j|o ≥ Bk+1
√
1− cBk
n
)
≤ n2max
j,l
Pg
(
|ξ(l)j | ≥ Bk+1l
√
1− cBk
n
)
≤ n2max
j,l
Pg
(
|ξ(l)j |√
l
≥ Bk+1
√
1− cBk
n
)
≤ n2e−c′B2k+1(1− cBkn ),
where c′ > 0 is the universal constant introduced in (84). Thus
LHS of (90) ≤ n2e−c′B2k+1(1− cBkn )+cBk ≤ n2e− c
′
2
B2
k+1+cBk = e−
c′
2
B2
k+1+cBk+2 logn. (91)
Therefore, combining (89), (90), and (91), we have
Px
(
Acomk+1
) ≤ kn−10 + e− c′2 B2k+1+2cBk+2 logn. (92)
By letting the RHS of (92) equal (k+1)n−10, we can solve −c′B2k+1+4cBk+4 logn = −20 logn
for Bk+1. We obtain
Bk+1 =
√
4cBk + 24 logn
c′
.
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Combining Lemma 19 and 20, we have
Proposition 21. There exist some constants C1, C2 > 0, such that for sufficient large n,
Px
(
x ∈ ΓD : max
i 6=j
|xi − xj|
|i− j|o ≥ C1 log
1
2 n
)
≤ n−9, (93)
and
Zge
−C2 log
1
2 n ≤ Z˜n ≤ ZgeC2 log
1
2 n. (94)
Proof. The definition of ΓD in (34) indicates that for k = 0, (86) is satisfied with B0 =
Dn
1
2 log
3
2 n. Then we use Lemma 19 and Lemma 20 to proceed the iteration by setting
Bk+1 =
√
4cBk + 24 logn
c′
. (95)
Note that in Lemma 20, c, c′ are universal constants.
The fixed point of the iteration (95) is
−c′B2f + 4cBf + 4 logn = −20 logn =⇒ Bf =
2c+
√
4c2 + 24c′ log n
c′
∼ log 12 n.
Recall that B0 ∼ n 12 log 23 n. Moreover, if Bk ≥ C log n, then Bk+1 ∼
√
Bk. This implies
that for Bk to reach the value of order log
1
2 n, one needs about log log n iteration steps.
In other words, the sequence {Bk} will starts from B0 = Dn 12 log 32 n and after C ′1 log log n
number of iterations, Bk decreases below the level
B∞ = C1 log
1
2 n.
Finally, we still need to check if the conditions of Lemma 19, 20 are satisfied. To satisfy
the first condition of Lemma 20 (also Lemma 19), i.e. M log
1
2 n ≤ Bk ≤ Dn 12 log 32 n, we
need to modify the stopping time of the iteration process. We will end the iteration right
before Bk falls below M log
1
2 n. But the result remains the same. Note that the number of
iteration steps is of the order log log n , so the second condition of Lemma 20 also holds, i.e.
kn−10 ≤ n−γ for some γ > 0.
Therefore, we can find a subset, denoted as
A∞ =
{
x ∈ ΓD : max
i 6=j
|xi − xj |
|i− j|o ≤ C1 log
1
2 n
}
, (96)
such that
Px(ΓD \ A∞) ≤ n−9. (97)
Moreover, by Lemma 19, there exists some constant C2 > 0, such that
Zge
−C2 log
1
2 n ≤ Z˜n ≤ ZgeC2 log
1
2 n.
Combining (97) and (35), we have
Corollary 22. There exists a subset A∞ defined in (96) such that
Px(A
c
∞) ≤ n−8. (98)
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6.2 Step 2: Estimate of F (x) under Gaussian distribution
If x ∈ A∞, which is defined in (96), then
max
i 6=j
|xi − xj|
|i− j|o ≤ C1 log
1
2 n, (99)
and by (76), we obtain that
F (x) = O
(∑
i>j
(xi − xj)3
n|i− j|5o
)
= O
(
log
3
2 n
)
. (100)
Note that
∑
i>j,|i−j|o>log3 n
|xi − xj |3
n|i− j|5o
≤ C log 32 n
∑
l>log3 n
1
l2
≤ C log− 32 n = on(1). (101)
Thus, it is sufficient for us to estimate
∑
i>j;|i−j|o≤log3 n
(xi − xj)3
n|i− j|5o
=
log3 n∑
k=1
1
l5
(
1
n
n−1∑
j=0
ξ
(l)
j
3
)
, (102)
where ξ
(l)
j is defined in (69). Denote
Ωl =
{∣∣∣∣∣ 1n
n−1∑
i=1
ξ
(l)
i
3
∣∣∣∣∣ ≤ n− 14
}
, 1 ≤ l ≤ log3 n, (103)
and Ω∞ =
⋂
l≤log3 n Ωl. Note that if x ∈ Ω′ := Ω∞ ∩A∞, then
log3 n∑
l=1
1
l5
∣∣∣∣∣ 1n
n−1∑
j=0
ξ
(l)
j
3
∣∣∣∣∣ ≤ n− 14
log3 n∑
l=1
1
l5
= O(n−
1
4 ). (104)
Combining (102), (104), and (101), we have
F (x) = O(log−
3
2 n). (105)
Using Proposition 16 and Lemma 17, one can show that
Pg(A
c
∞) ≤ Pg
(
max
i 6=j
|xi − xj |
|i− j|o ≥ C1 log
1
2 n
)
+ Pg (Γ
c
D)
≤ n2e−C′1l logn + 2e−c1n3 + n2e−c2n log3 n ≤ n− 14 , (106)
provided that C1 and n are chosen sufficiently large.
Next, we want to show that Pg(Ω
c
∞) = on(1). The following lemma is useful.
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Lemma 23. There exists some constant C > 0 such that
Pg
(∣∣∣∣∣ 1n
n−1∑
i=1
ξ
(l)
i
3
∣∣∣∣∣ > n− 14
)
≤ Cl
4 log n
n
1
2
. (107)
Proof. By Wick’s formula, we have
Egξ
(l)
j
3
ξ
(l)
k
3
= 9
(
Egξ
(l)
j
2
Egξ
(l)
k
2
Egξ
(l)
j ξ
(l)
k
)
+ 6
(
Egξ
(l)
j ξ
(l)
k
)3
.
By Proposition 16, Egξ
(l)
k
2 ≤ Cl and Egξ(l)k Egξ(l)j ≤ Cl
2
|k−j|o for |j − k|o ≥ l. Then when
|j − k|o ≥ l,
Egξ
(l)
j
3
ξ
(l)
k
3 ≤ 9C3 l
4
|j − k|o + 6C
3 l
6
|j − k|3o
≤ C
′l4
|j − k|o .
Similarly, if |j − k|o ≤ l, then Egξ(l)k Egξ(l)j ≤ Cl, and thus Egξ(l)j
3
ξ
(l)
k
3 ≤ 15C3l3 ≤ C′l4|j−k|o .
Therefore, there exists some constant C ′ > 0 such that
Eg
(
n−1∑
i=1
ξ
(l)
i
3
)2
= nEgξ
(l)
k
6
+ 4
∑
j 6=k
Egξ
(l)
k
3
ξ
(l)
j
3 ≤ C ′l4n logn.
It follows from the Markov Inequality that
Pg
(∣∣∣∣∣ 1n
n−1∑
i=1
ξ
(l)
i
3
∣∣∣∣∣ > n− 14
)
≤
Eg
(∑n−1
i=1 ξ
(l)3
)2
n
3
2
≤ C
′l4 logn
n
1
2
. (108)
By using Lemma 23, it can be shown directly that, for sufficiently large n, we have
Pg (Ω
c
∞) ≤ Pg

 ⋃
l≤log3 n
Ωcl

 ≤ C ′l4 log3 n
n
1
2
≤ C
′ log15 n
n
1
2
≤ n− 14 . (109)
Let x ∈ Ω′ = Ω∞ ∩ A∞. Combining (106) and (109), we have
Pg(Ω
′c) ≤ Pg(Ωc∞) + Pg(Ac∞) ≤ 2n−
1
4 . (110)
Therefore, we have the following lemma.
Lemma 24. There exists a subset of Ω′ ⊂ Γ such that
Pg(Ω
′c) = on(1),
and if x ∈ Ω′, then F (x) = on(1).
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6.3 Step 3: Combining Step 1 and Step 2
In this subsection, we finish the proofs of Proposition 10 and Theorem 11 by combining the
results in Step 1 and Step 2. In Step 1, we have showed that Px(A
c
∞) = on(1). In Step 2, we
have obtained that Pg(Ω
c
∞) = on(1) and Pg(A
c
∞) = on(1).
Proof. (Proposition 10 and Theorem 11)
We start by showing Px (Ω
c
∞) = on(1). Recall that Ωl =
{∣∣∣ 1n∑n−1i=1 ξ(l)i 3∣∣∣ ≤ n− 14}, 1 ≤
l ≤ log3 n, and Ω∞ =
⋂
l≤log3 n Ωl. Then
Px (Ω
c
l ) ≤ Px(ΓcD) + Px (Ac∞) + Px (Ωcl ∩A∞ ∩ ΓD) .
By (35) and (98),
Px (Ω
c
l ) ≤ n−cn+n−8+
1
Z˜n
∫
Ωc
l
eG(x)(1−
C1 log
1
2
n
)dx ≤ 2n−8+ Zg
Z˜n
1
Zg
∫
Ωc
l
eG(x)(1−
C1 log
1
2
n
)dx. (111)
Changing the variable x˜ =
√
1− C1 log
1
2 n
n
x, by Lemma 18, we have
Px (Ω
c
l ) ≤ 2n−8 + eC1 log
1
2 n · Pg(Ω˜cl ), (112)
where Ω˜cl =
{∣∣∣∣ 1n∑n−1i=1 ˜ξ(l)i 3
∣∣∣∣ ≥ n− 14
(
1− C1 log
1
2 n
n
) 3
2
}
.
Using the Markov inequality and following the arguments in (108) in Lemma 23, we have
Pg(Ω˜
c
l ) =
1
Zg
∫
Ω˜c
l
eG(x˜)dx˜ ≤ Cl
4 log(n− l)
n
1
2
(
1− C1 log
1
2 n
n
)3 ≤ C ′l4 log n
n
1
2
. (113)
Combining (113), (112), and (94), we obtain
Px (Ω
c
l ) ≤ 2n−8 +
C ′l4 logne(C1+C2) log
1
2 n
n
1
2
.
Thus,
Px (Ω
c
∞) = Px

 ⋃
l≤log3 n
Ωcl

 ≤ 2n−8 log3 n + C ′ log13 neC3 log
1
2 n
n
1
2
= O(n−
1
4 ). (114)
Repeating the arguments from Step 2, we have that (100), (101) and (102) hold for
x ∈ A∞ (recall that A∞ is defined in (96)). If x ∈ Ω∞, (104) also holds. Therefore, if
x ∈ Ω′ = A∞ ∩ Ω∞, the bound (105) on F (x) still holds. In addition, by (98) and (114), we
have
Px(Ω
′c) ≤ Px(Ωc∞) + Px(Ac∞) = O(n−
1
4 ). (115)
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Thus, we have proved Proposition 10. Combining (115), (110), and (105), one can show that
(1− C ′ log− 32 n)Zg ≤ Z˜n ≤ (1 + C ′ log− 32 n)Zg.
If A is a measurable subset of Ω′, then
Px(A) =
1
Z˜n
∫
A
eG(x)+F (x) ≤ (1 + C ′′ log− 32 n) 1
Zg
∫
A
eG(x)dx = Pg(A)
(
1 +O
(
log−
3
2 n
))
.
Similarly, we have
Px(A) ≥ (1− C ′′ log− 32 n) 1
Zg
∫
A
eG(x)dx = Pg(A)
(
1− O
(
log−
3
2 n
))
.
Combining with (115) and (110), we conclude that for any measurable set A ⊂ Γ,
|Px(A)− Pg(A)| = O
(
log−
3
2 n
)
. (116)
7 Proof of Theorem 12
In this section, we prove the functional convergence in distribution of ζn(t) to ζ(t).
Proof. First, we establish the convergence of finite-dimensional distributions. Fix finitely
many 0 ≤ t1, · · · , tm ≤ 2π. Let jl = ⌊ntl2π ⌋, l = 1, · · · , m. Because of (99) and the construction
of ζn(t), with probability 1− on(1), we have∣∣∣∣ζn(tl)− xjl√n
∣∣∣∣ ≤
∣∣∣∣ xjl√n − xjl+1√n
∣∣∣∣ = on(1).
Using the definition of ζ(t), one can also show that
∣∣ζ(tl)− ζ (2πjln )∣∣ = on(1) with high
probability. It is sufficient to prove that
xj√
n
= ζ
(
2πjl
n
)
+ on(1) with probability 1 − on(1).
By Theorem 11, the finite-dimensional distribution of (xj1 , · · · , xjm) can be approximated
by the finite-dimensional distribution of the Gaussian law defined in (38). Without loss
of generality, assume that n is odd. For even case, similar considerations hold. Using the
representation (68) for xj , we have
xj√
n
=
2
n
n−1
2∑
k=1
(
cos
(
2πjk
n
)
n2
2k(n− k)Xk − sin
(
2πjk
n
)
n2
2k(n− k)Yk
)
=
n−1
2∑
k=1
(
cos 2πjk
n
k
Xk −
sin 2πjk
n
k
Yk
)
+
n−1
2∑
k=1
(
cos 2πjk
n
n− k Xk −
sin 2πjk
n
n− k Yk
)
=
∞∑
k=1
(
cos 2πjk
n
k
Xk −
sin 2πjk
n
k
Yk
)
+ en, for 0 ≤ j ≤ n− 1, (117)
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where {Xk} and {Yk} are i.i.d. real standard normal random variables. Here
en =
∞∑
k=n+1
2
(
cos 2πjk
n
k
Xk −
sin 2πjk
n
k
Yk
)
+
n−1
2∑
k=1
(
cos 2πjk
n
n− k Xk −
sin 2πjk
n
n− k Yk
)
is negligible because
Varg(en) =
∞∑
k=n+1
2
1
k2
+
n−1
2∑
k=1
(
1
n− k
)2
= O
(
1
n
)
.
Therefore, by (116), for 1 ≤ l ≤ m,
ζn
(
2πjl
n
)
=
xjl√
n
=
∞∑
k=1
(
cos 2πjlk
n
k
Xk −
sin 2πjlk
n
k
Yk
)
+ en = ζ
(
2πjl
n
)
+ en, (118)
where {Xk}, {Yk} are iid real Gaussian variables, en is a random error term with Var(en) =
on(1). Therefore, one proves that ζn(t) converges in finite dimensional distribution to ζ(t).
Now, we turn our attention to functional convergence. Note that the sequence of the
distributions of ζn(t) gives a family of probability measures on the space C[0, 2π]. Because
of the finite-dimension distribution convergence, it is sufficient for us to show the tightness
of the distribution sequence. A sequence of probability measures {Pn} is tight if only if the
following two conditions hold ([4]) :
1. For any small η > 0, there exist corresponding a and n0, such that
Pn (f : |f(0)| ≥ a) ≤ η, for n ≥ n0.
2. For any small ǫ, η > 0, there exist corresponding δ0 and n0, such that
Pn (f : ωf(δ0) ≥ ǫ) ≤ η, for n ≥ n0,
where
ωf(δ) = sup{|f(s)− f(t)| : 0 ≤ s, t ≤ 2π, |s− t| < δ}.
To check the first condition, by (118), we note that
ζn(0) =
x0√
n
=
∞∑
k=1
1
k
Xk + en, (119)
and thus there exists sufficient large n0 such that if n > n0,
Var(ζn(0)) =
∞∑
k=1
1
k2
+ on(1) ≤ π
2
3
. (120)
Then
Px(|ζn(0)| ≥ a) ≤ π
2
3a2
, (121)
we choose a =
√
π2
3η
.
Next, to check the second condition, we need the following lemma.
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Lemma 25. There exist positive constants ck(1 ≤ k ≤ 6) such that
Px
(
|ζn(t)− ζn(s)| ≤ c1|t− s| 120 + c2n− 110 logn, ∀t, s ∈ [0, 2π] : |t− s| ≤ δ
)
> 1− (c3e−c4n
4
5 + c5δ
4
5 + c6 log
− 3
2 n).
Assuming that Lemma 25 is proved, we can finish the proof of Theorem 12 by choosing
δ0 and n0 such that
c1δ
1
20
0 ≤
ǫ
2
, c2n
− 1
10
0 log n0 ≤
ǫ
2
; (122)
c3e
−c4n
4
5
0 ≤ η
3
, c5δ
4
5
0 ≤
η
3
, c6 log
− 3
2 n0 ≤ η
3
. (123)
Finally, we need to prove Lemma 25.
Proof. (Lemma 25) Because of (116), it is sufficient to prove that
Pg
(
|ζn(t)− ζn(s)| ≤ c1|t− s| 120 + c2n− 110 log n, ∀t, s ∈ [0, 2π] : |t− s| ≤ δ
)
> 1− (c3e−c4n
4
5 + c5δ
4
5 ).
Without loss of generality, assume that s < t.
Case 1: Let us fix C0 > 0 and assume that |t − s| ≤ C0n . Then there exist i, j with|i− j| ≤ C0 + 2, such that
s ∈
[
2π(i− 1)
n
,
2πi
n
]
, t ∈
[
2πj
n
,
2π(j + 1)
n
]
. (124)
By the triangle inequality, we have
Pg (|ζn(t)− ζn(s)| > ǫ) ≤
∑
i≤k≤j+1
Pg
(∣∣∣∣ζn
(
2π(k − 1)
n
)
− ζn
(
2πk
n
)∣∣∣∣ > ǫ|i− j|+ 2
)
.
Note that ζn
(
2πk
n
)
= xk√
n
and Var(xk − xk−1) ∼ 1 for all k. Then for some positive constant
C2, C3 depending on C0, we have
Pg
(∣∣∣∣ζn
(
2π(k − 1)
n
)
− ζn
(
2πk
n
)∣∣∣∣ ≥ C2ǫ
)
= Pg
(|xk−1 − xk| ≥ C2ǫ√n) ≤ C3e−c′C22 ǫ2n.
Thus
Pg (|ζn(t)− ζn(s)| > ǫ) ≤ (C0 + 2)C3e−c′C22 ǫ2n. (125)
Furthermore, there exist positive constants C4, C5 which only depend on C0, such that
Pg
(
∃s, t ∈ [0, 2π], |t− s| ≤ C0
n
and |ζn(t)− ζn(s)| > ǫ
)
≤ n2C0C3e−c′C22 ǫ2n ≤ C5e−C4ǫ2n.
(126)
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Case 2: If |t− s| ≫ 1
n
, we introduce a new partition of [s, t]. We start by dividing the
interval [0, 2π] into 2k disjoint subintervals
∆
(k)
l =
[
2π
2k
l,
2π
2k
(l + 1)
]
, l = 0, 1, · · · , 2k − 1. (127)
There exists the smallest k = k0, and related l0, such that ∆
(k0)
l0
⊂ [s, t]. Note that k0 and
l0 are unique. Let S0 = ∆
(k0)
l0
. If [s, t] 6= S0, then there exists the unique smallest k1 > k0,
and one or two values of l1, such that ∆
(k1)
l1
⊂ [s, t] \ S0 (we could potentially add ∆(k1)l1 on
the left of ∆
(k0)
l0
or add one on the right). If there is only one value of l1, let ∆
(k1)
a1 = ∆
(k1)
l1
and ∆
(k1)
b1
= ∅. If there are two values of l1, let a1 be the smallest of the two and b1 the
largest. Set S1 = S0∪∆(k1)b1 ∪∆
(k1)
a1 . We continue this process. For each m ≥ 2, find a unique
smallest km > km−1, ∆
(km)
am ,∆
(km)
bm
⊂ [s, t] \ Sm−1 (recall that ∆(km)bm might be empty). Let
Sm = Sm−1 ∪∆(km)bm ∪∆
(km)
am . We will stop at m = r, when either [s, t] = Sr or the length of
Sr+1 := [s, t] \ Sr ≤ C0n , where C0 > 0 is some fixed constant. Thus,
[s, t] = S0 ∪ Sr+1 ∪
(
r⋃
m=1
∆
(km)
bm
)
∪
(
r⋃
m=1
∆(km)am
)
. (128)
Note that
1
2k0
≤ |s− t| ≤ 3
2k0
,
1
2kr
≤ C0
n
≤ 1
2kr−1
, (129)
i.e. k0 ∼ − log |s− t|, kr ∼ log n.
For any interval I = [a, b], define Dn(I) := |ζn(a) − ζn(b)|. For example, Dn(∆(k)l ) :=∣∣ζn (2π2k (l + 1))− ζn (2π2k l)∣∣. Let a0 = l0. Then by the triangle inequality, we have
Dn([s, t]) ≤ Dn(∆(k0)l0 )+
r∑
m=1
Dn(∆
(km)
am )+
r∑
m=1
Dn(∆
(km)
bm
)+Dn(Sr+1) ≤ 2
r∑
m=0
Dn(∆
(km)
am )+Dn(Sr+1).
Since |Sr+1| ≤ C0n , using the result in Case 1 and letting ǫ = n−
1
10 , we have for some constants
C1, C2 > 0,
Pg
(
Dn(Sr+1) > n
− 1
10 , ∃Sr+1 ⊂ [0, 2π] : |Sr+1| ≤ C0
n
)
≤ C1e−C2n
4
5 . (130)
To estimate Dn(∆
(km)
am ), we need the following lemma.
Lemma 26. Fix s, t ∈ [0, 2π]. Then there exist some constants C1, C2, C4 > 0, such that
Pg
(
|ζn(t)− ζn(s)| > |t− s| 120 + 2n− 110
)
≤ 2C1e−C2n
4
5 + C4|t− s| 95 .
Proof. (Lemma 26) Fix s, t. Then there exist i, j, such that
s ∈
[
2π(i− 1)
n
,
2πi
n
]
, t ∈
[
2πj
n
,
2π(j + 1)
n
]
.
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Thus, we have
Pg
(
|ζn(t)− ζn(s)| > |t− s| 120 + 2n− 110
)
≤ Pg
(∣∣∣∣ζn
(
2π(i− 1)
n
)
− ζn
(
2πi
n
)∣∣∣∣ > n− 110
)
+Pg
(∣∣∣∣ζn
(
2πj
n
)
− ζn
(
2π(j + 1)
n
)∣∣∣∣ > n− 110
)
+ Pg
(∣∣∣∣ζn
(
2πi
n
)
− ζn
(
2πj
n
)∣∣∣∣ > |t− s| 120
)
.
Note that ζn
(
2πk
n
)
= xk√
n
, and Var(xk − xl) ∼ |k − l|. Thus, we have
Pg
(∣∣∣∣ζn
(
2πi
n
)
− ζn
(
2πj
n
)∣∣∣∣ > |t− s| 120
)
≤ C3|i− j|
2
n2|t− s| 15 ≤ C4|t− s|
9
5 ,
where the last inequality comes from 2π|i−j|
n
≤ |t− s|. Therefore,
Pg
(
|ζn(t)− ζn(s)| > |t− s| 120 + 2n− 110
)
≤ 2C1e−C2n
4
5 + C4|t− s| 95 .
By the result of Lemma 26, we have
Pg

2k−1⋃
l=0
{
D(∆
(k)
l ) >
(
2π
2k
) 1
20
+ 2n−
1
10
} ≤ 2k
(
2C1e
−C2n
4
5 + C4
(
2π
2k
) 9
5
)
≤ 2k+1C1e−C2n
4
5 +
C5
(2k)
4
5
. (131)
Therefore,
Pg

 kr⋃
k≥k0
2k−1⋃
l=0
{
D(∆
(k)
l ) >
(
2π
2k
) 1
20
+ 2n−
1
10
} ≤ C62kre−C2n 45 + C7
(2k0)
4
5
. (132)
Combining with (130), we have
Pg

 kr⋂
k≥k0
2k−1⋂
l=0
{
D(∆
(k)
l ) ≤
(
2π
2k
) 1
20
+ 2n−
1
10
}⋂{
D(Sr+1) ≤ n− 110 ∀Sr+1 ⊂ [0, 2π] : |Sr+1| ≤ C0
n
}
≥ 1−
(
(C1 + C6)2
kre−C2n
4
5 +
C7
(2k0)
4
5
)
. (133)
Due to r ≤ kr and (128), then
LHS of (133) ≤ Pg
(
|ζn(s)− ζn(t)| ≤ C8
(
1
2k0
) 1
20
+ C9krn
− 1
10 , ∀s, t ∈ [0, 2π] : |t− s| ≤ δ
)
.
Therefore, combining with (129), we have
Pg
(
|ζn(s)− ζn(t)| ≤ c1|s− t| 120 + c2n− 110 log n, ∀s, t ∈ [0, 2π] : |t− s| ≤ δ
)
≥ 1−(c3e−c4n
4
5+c5δ
4
5 ).
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8 Proof of Corollary 13
This section is devoted to the proof of the Gaussian fluctuation of
√
n
∑n−1
j=0 g(θj).
Proof. Taking the Taylor expansions of g(θ) around θj =
2πj
n
+ ψ, we have for 0 ≤ δ ≤ 1,
√
n
n−1∑
j=0
g(θj) =
√
n
n−1∑
j=0
g
(
2πj
n
+ ψ
)
+
√
n
n−1∑
j=0
g′
(
2πj
n
+ ψ + δ
xj
n2
)
xj
n2
. (134)
Due to the assumption
∑∞
k=−∞ |k|
3
2 |ck| < ∞ where ck are complex Fourier coefficients,
g(x) =
∑∞
k=−∞ cke
ikx converges absolutely. Thus, the first term of (134) can be written as
√
n
n−1∑
j=0
g
(
2πj
n
+ ψ
)
= n
3
2 c0 +
√
n
∑
k=±n
2
,±n···
ncke
ikψ +
∑
k 6=0,±n
2
,±n···
cke
ikψ
n−1∑
j=0
ei
2pik
n
j . (135)
Because
∑n−1
j=0 e
i 2pik
n
j = 0 when k 6= 0,±n
2
,±n · · · , the last term of (135) vanishes. One can
estimate the second term of (135) in the following.
|√n
∑
k=±n
2
,±n···
ncke
ikψ| ≤
∑
k=±n
2
,±n···
n
3
2 |ck| ≤
∑
k=±n
2
,±n···
(2|k|) 32 |ck| ≤ 2 32
∞∑
|k|≥n
2
|k| 32 |ck| = on(1).
(136)
Therefore, we have shown that the first term of (134) is almost deterministic and
√
n
n−1∑
j=0
g
(
2πj
n
+ ψ
)
= n
3
2 c0 + on(1). (137)
Because of (134) and (137), define
sn(x) =
(
√
n
n−1∑
j=0
g(θj)− n 32 c0
)
=
√
n
n−1∑
j=0
g′
(
2πj
n
+ ψ + δ
xj
n2
)
xj
n2
+ on(1). (138)
Since eitsn(x) is a bounded function, then
E
(
eitsn(x)
) ≤ 1
Z˜n
∫
Ω′
eitsn(x)eG(x)+on(1)dx+ Px(Ω
′c) ≤ 1 + on(1)
1− on(1)
1
Zg
∫
Γ
eitsn(x)eG(x)dx+ Px(Ω
′c)
≤ Eg
(
eitsn(x)
)
(1 + on(1)).
Here Eg indicates taking expectation with respect to the multivariate Gaussian distribution
defined in (38). Similarly, we can show that
E
(
eitsn(x)
) ≥ 1− on(1)
1 + on(1)
1
Zg
∫
Ω′
eitsn(x)eG(x)dx =
1− on(1)
1 + on(1)
1
Zg
∫
Γ
eitsn(x)eG(x)dx−1− on(1)
1 + on(1)
Pg(Ω
′c)
29
≥ Eg
(
eitsn(x)
)
(1− on(1)).
Therefore, we obtain that
E
(
eitsn(x)
)
= Eg
(
eitsn(x)
)
(1 + on(1)).
Thus, it is sufficient for us to prove that sn(x) converges in distribution to N(0,
∑∞
k=1 |ck|2)
in the Gaussian case, i.e.
Eg
(
eitsn(x)
)
= exp
(
−t
2
2
∞∑
k=1
|ck|2
)
(1 + on(1)).
Then, from now on, we assume that x follows the Gaussian distribution. Next, by (138), we
estimate the dominant part of sn(x), i.e.
√
n
∑n−1
j=0 g
′ (2πj
n
+ ψ + δ
xj
n2
) xj
n2
.
The assumption
∑∞
k=−∞ |k|
3
2 |ck| < ∞ implies that g′ ∈ C 12 (T). In other words, there
exists some constant A such that |g′(x)− g′(y)| ≤ A|x− y| 12 for all x, y. Since Var(xj) ∼ n,
with high probability, |xj| ≤ n 12+γ(γ > 0) for all 0 ≤ j ≤ n− 1. Then we have
∣∣∣∣g′
(
2πj
n
+ ψ + δ
xj
n2
)
− g′
(
2πj
n
+ ψ
)∣∣∣∣ ≤ Aδ 12 x
1
2
j
n
≤ Aδ 12
(
n
1
2
+γ
) 1
2
n
= O(n−
3
4
+ 1
2
γ).
Thus,∣∣∣∣∣√n
n−1∑
j=0
g′
(
2πj
n
+ ψ + δ
xj
n2
)
xj
n2
−√n
n−1∑
j=0
g′
(
2πj
n
+ ψ
)
xj
n2
∣∣∣∣∣ = O(n− 34+ 32γ) = on(1), (139)
if we choose γ < 1
2
.
Therefore, with high probability, the RHS of (138) can be written as
√
n
n−1∑
j=0
g′
(
2πj
n
+ ψ + δ
xj
n2
)
xj
n2
+ on(1) =
√
n
n−1∑
j=0
g′
(
2πj
n
+ ψ
)
xj
n2
+ on(1). (140)
Since x follows the centered Gaussian distribution, we only need to prove the convergence of
the variance. Without loss of generality, we can assume that n is odd. Using (117), we have
√
n
n−1∑
j=0
g′(αj)
xj
n2
=
1
n
n−1∑
j=0
g′(αj)

 n−13∑
k=1
(
cos 2πjk
n
k
Xk −
sin 2πjk
n
k
Yk
)
+ en


=
n−1
3∑
k=1
1
k
(
1
n
n−1∑
j=0
g′(αj) cos
2πjk
n
)
Xk −
n−1
3∑
k=1
1
k
(
1
n
n−1∑
j=0
g′(αj) sin
2πjk
n
)
Yk + rn, (141)
where rn is a random error term with Varrn = O
(
1
n
)
. Since
∑∞
k=−∞ |k|
3
2 |ck| < ∞, g′(x) =∑∞
l=−∞ ilcle
ilx is convergent absolutely. Thus, for 0 ≤ k ≤ n−1
3
, we have
1
n
n−1∑
j=0
g′(αj) cos
2πjk
n
=
1
2n
n−1∑
j=0
∞∑
l=−∞
ilcle
i 2pil
n
j+ilψ(ei
2pik
n
j + e−i
2pik
n
j) (142)
30
=
1
2n
∞∑
l=−∞
ilcle
ilψ
n−1∑
j=0
(
ei
2pi(l+k)
n
j + ei
2pi(l−k)
n
j
)
= O
( ∑
l=±n,···
lcl
)
+
1
2
∑
l±k=0,±n
2
,···
ilcle
ilψ
= on(1) +
ikcke
ikψ − ikc−ke−ikψ
2
= on(1) +
1
2π
∫ 2π
0
g′(x+ ψ) cos kxdx
= − k
2π
∫ 2π
0
g(x) sin kxdx+ on(1) = −k
2
bk + on(1),
where bk =
1
π
∫ 2π
0
g(x) sin kxdx. Similarly, we have
1
n
n−1∑
j=0
g′(αj) cos
2πjk
n
= on(1) +
kcke
ikψ + kc−ke−ikψ
2
=
k
2
ak + on(1), (143)
where ak =
1
π
∫ 2π
0
g(x) cos kxdx. Thus,
Varg
(
√
n
n−1∑
j=0
g′(αj)
xj
n2
)
=
1
4
∞∑
k=1
(a2k + b
2
k) + on(1) =
∞∑
k=1
|ck|2 + on(1).
We have finished the proof of Corollary 13.
9 Appendix
In this section, we will give the proof of the formulas in Lemma 5.
Proof. We start with the proof of the formula (17). Let zk = e
i 2pik
n (0 ≤ k ≤ n− 1). Then,
n−1∑
k=1
1
sin2
(
πk
n
) = n−1∑
k=1
(
2i
ei
pik
n − e−ipikn
)2
= −4
n∑
k=1
zk
(zk − 1)2
.
Let
F1(z) =
1
(z − 1)2(zn − 1) =
1
(z − 1)3(1 + z + · · ·+ zn−1) ,
which is a holomorphic function on C except z = zk (0 ≤ k ≤ n− 1). Note that z = zk (1 ≤
k ≤ n− 1) are the simple poles of F1(z), and
zn − 1 =
n−1∏
j=0
(z − zj),
∏
j:j 6=k
(zk − zj) = nz−1k .
Combining it with the residue formula, we have
n−1∑
k=1
1
sin2
(
πk
n
) = −4n n−1∑
k=1
Resz=zkF1(z) = 4nResz=1F1(z).
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Since z = 1 is a pole of order 3, we obtain that
Resz=1F1(z) =
1
2!
(
1
1 + z + · · ·+ zn−1
)′′ ∣∣∣
z=1
=
n2 − 1
12n
.
Thus we have proved the formula (17).
Similarly, we can prove (18). Let
F2(z) =
z
(z − 1)4(zn − 1) =
1
(z − 1)3(zn − 1) +
1
(z − 1)4(zn − 1) .
Then
n−1∑
k=1
1
sin4
(
πk
n
) = 16 n−1∑
k=1
z2k
(zk − 1)4 = 16n
n−1∑
k=1
Resz=zkF2(z) = −16nResz=1F2(z)
=
(n2 − 1)(n2 + 11)
45
.
For the formula (19), let
F3(z) =
(zm − 1)2
zm(z − 1)2(zn − 1) =
(1 + z + · · ·+ zm−1)2
zm(z − 1)(1 + z + · · ·+ zn−1) .
F3 is holomorphic on C except at z = 0 and z = zk (0 ≤ k ≤ n − 1). Similarly to the
previous computations, we have
n−1∑
k=1
sin2
(
mπk
n
)
sin2
(
πk
n
) = n−1∑
k=1
(
zmk − 1
zk − 1
)2
z1−mk = −n (Resz=1F3(z) + Resz=0F3(z)) .
Since z = 1 is a simple pole,
Resz=1F3(z) =
(1 + z + · · ·+ zm−1)2
zm(1 + z + · · ·+ zn−1)
∣∣∣
z=1
=
m2
n
.
Also note that
F3(z) = −z−m(z2m − 2zm + 1)
( ∞∑
k=0
zk
)2( ∞∑
k=0
zkn
)
.
Since 1 ≤ m ≤ n− 1,
Resz=0F3(z) = −Resz=0 1
(z − 1)2zm = −m.
Thus, we finish the proof of (19).
Finally, for (20), let
F4(z) =
(zm − 1)2
(z − 1)4(zn − 1) · z
1−m.
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Similar to the proof of the formula (19), we obtain that
n−1∑
k=1
sin2
(
mπk
n
)
sin4
(
πk
n
) = −4 n−1∑
k=1
(zmk − 1)2
(zk − 1)4 z
2−m
k = 4n (Resz=1F4(z) + Resz=0F4(z))
=
m2(n−m)2
3
+
2
3
m(n−m).
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