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We investigate the spectral properties of an open interacting system by solving the Generalized Kadanoff-
Baym Ansatz (GKBA) master equation for the single-particle density matrix, namely the time-diagonal lesser
Green’s function. To benchmark its validity, we compare the solution obtained within the GKBA with the
solution of the Dyson equation (equivalently the full Kadanoff-Baym equations). In both approaches, we treat
the interaction within the self-consistent second-order Born approximation, whereas the GKBA still retains the
retarded propagator calculated at the Hartree-Fock level. We consider the case of two leads connected through a
central correlated region where particles can interact and exploit the stationary particle current at the boundary
of the junction as a probe of the spectral features of the system. In this work, as an example, we take the
central region to be a one-dimensional quantum wire and a two-dimensional carbon nanotube and show that the
solution of the GKBA master equation well captures their spectral features. Our result demonstrates that, even
when the propagator used is at the Hartree-Fock level, the GBKA solution retains the main spectral features of
the self-energy used.
I. INTRODUCTION
In recent years there has been a growing interest into
the properties of correlated systems under external pertur-
bations; the latter being continuous drivings [1–5], coupling
with macroscopic reservoirs with whom they can exchange
energy and particles [6–13], or strong external pulses with
a finite duration in time [14–19]. The field of application
of these studies is broad, encompassing out-of-equilibrium
phases [20–24], pump-probe experiments and time-resolved
dynamical properties [25–28], band-gap and Floquet engi-
neering [29–34], transport in correlated systems [35–38],
equilibration and thermalization in strongly correlated mate-
rials [39–41] and quantum gases [42, 43], and relaxation in
nano-structures [44, 45]. Despite such a wide range of ap-
plications, the theoretical description of out-of-equilibrium
many-body systems remains a challenging task. This diffi-
culty arises because different, and relevant, ingredients need to
be included in the description. Some of these are many-body
interactions, external time-dependent fields and the possibility
of exchanging energy and matter with the environment. All of
these elements are essential to obtain a reliable description of
the observed phenomena and/or to give solid ground to new
predictions.
In this spirit, several new system-specific approaches have
been proposed, and more established ones have been modified
and improved. Each of them, however, comes with its own
advantages as well as limitations. Some of the most popular
are the time-dependent density-matrix-renormalization group
(TD-DMRG) and the related tensor-network methods [46].
They have the appealing feature of treating many-body in-
teractions in an essentially exact way but the inclusion of
coupling to external leads is often realized with the inclu-
sion of effective baths [47]. However, complications arise
when considering initial system-environment correlations and
high-dimensional geometries. Another, completely differ-
ent, class of numerical methods is based on perturbative ap-
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Figure 1. (Color online) Schematic of the transport setups consid-
ered. a) A quantum wire connected with two metallic leads. Only
the outer-most sites are connected to the leads. b) A carbon nan-
otube connected to two metallic leads. The left-most carbon atoms
are connected to the left lead, and the right-most carbon atoms are
connected to the right lead (rows Ny = {1, 3, 5}). The red arrow
signifies periodic boundary condition along the y-direction folding
a graphene nanoribbon into a carbon nanotube.
proaches suited to account for external time-dependent fields
or many-body interactions. Among these, we recall the non-
equilibrium Green’s functions (NEGFs), the dynamical mean
field theory (DMFT), and the time-dependent density func-
tional theory (TD-DFT) [48]. All of them are perturbative in
some parameter, either the many-body interaction, the cou-
pling to the leads, or the tunnelling energy within the system.
These techniques allow to include system-environment corre-
lations in a somehow straightforward way. Moreover their ap-
plication is virtually unaffected by the system geometry and
dimensionality for their computational complexity does not
scale with the size of the Hilbert space but rather with the
space dimension
In particular, the non-equilibrium Green’s function ap-
proach, although in principle very well suited to study the
dynamics of open interacting many-body systems, is com-
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2putationally very demanding. This is due to the two-time
structure of the Kadanoff-Baym equations (KBEs), or alter-
natively of the Dyson equation. The computational cost of the
NEGF can be lowered by resorting to the so called General-
ized Kadanoff-Baym Ansatz (GKBA) [49–53], which lifts the
two-time structure of the equations and allows to derive a mas-
ter equation for the system’s density matrix. The GKBA was
proposed to derive an equation of transport for quantum sys-
tems which would include quantum correlations, allowing to
go beyond the Boltzmann equation. Similarly to the Keldysh
approach, it was overlooked for a long time due to the com-
plexity of the equations to be solved. One of the limitations
of this approach is the fact that the spectrum of the system is
often computed at the Hartree-Fock (mean-field) level. This
might induce to think that the solution of the GKBA cannot
capture spectral features beyond the Hartree-Fock approxima-
tion even when the master equation includes higher-order cor-
rections as the second-order Born approximation. Attempts
to go beyond this approach have been proposed [7, 54–60],
which nevertheless may compromise the numerical advantage
of the GKBA over the KBEs. Interesting and promising pro-
gresses have been made both in the inclusion of initial corre-
lations [61–63] and in the possibility of widening the allowed
many-body perturbation schemes [64, 65]. Furthermore, a
second reformulation that maps the GKBA integro-differential
equations onto a coupled system of ordinary differential equa-
tions has been proposed and has lead to linear scaling of the
scheme with the computational time [66–68].
In this work, we show that the GKBA is able to capture
fundamental features of the spectrum of a correlated many-
body system when the stationary particle current is used as a
probe for such properties. Specifically, we look at two differ-
ent systems and compare the results of the stationary state of
the GKBA-HF master equation with the solution of the sta-
tionary state of the full Dyson equation [69]. The latter is
solved in the frequency domain and not in the two-time plane
because here we are not interested in comparing the transient
dynamics. We choose to study two systems with different di-
mensionality, in particular a one-dimensional system, repre-
senting a correlated quantum wire, and a more realistic two-
dimensional one, representing a carbon nanotube, see Fig. 1.
With the help of these systems we are able to show that our
findings, and therefore the application of the GKBA itself, do
not depend upon the dimensionality of the system.
Although we analyze a transport setup, our conclusions that
the GKBA is able to retain some features of the self-energy
approximation, in our case the second Born, is a general re-
sult and is valid in different physical platforms. Specifically
we show that these features are encoded into the time-off-
diagonals of the lesser Green’s function despite the fact that
they are computed with the Hartree-Fock propagator. This
aspect make the GKBA a valuable numerical tool to be em-
ployed in the description of experimental setups where the
lesser Green’s function is used to compute the measured sig-
nal such as the time resolved angle-resolved photo emission
spectroscopy (t-ARPES) or the pump-and-probe technique.
II. GKBA: OPEN INTERACTING SYSTEMS
In this section, we give a brief overview of the NEGF ap-
proach and how the GKBA is introduced within this frame-
work. Although this procedure is well established, we want to
highlight some features of the GKBA master equation which
will then lead us to the main point of our work. For the sake of
definiteness, we consider a fermionic system, interacting via a
two-body interaction, coupled to a fermionic bath, see Fig. 1.
The dynamics of such a system is described by the following
second-quantized time-dependent Hamiltonian
Hˆ(t) =
∑
i, j
hi j(t)cˆ
†
i cˆ j +
1
2
∑
i jkl
ui jkl(t)cˆ
†
i cˆ
†
j cˆkcˆl
+
∑
i,k,α
Tαik(t)cˆ
†
i dˆα,k + T
α∗
ik (t)dˆ
†
α,kcˆi +
∑
α,k
α,kdˆ
†
α,kdˆα,k,
(1)
where cˆ†i , cˆ j are the creation (annihilation) operators of the
correlated central system, while dˆ†
α,k, dˆα,k are the creation (an-
nihilation) operators of infinite baths, with α labeling each
environment. Hence, hi j(t) is the time-dependent single-
particle Hamiltonian, ui jkl(t) the two-body interaction tensor,
and Tαik(t) is the time-dependent coupling matrix between the
modes of the system and the modes of each environment α.
Within the NEGF formalism the primary object is the sin-
gle particle Green’s function (SPGF) defined on the Keldysh
contour as
Gi j(z; z′) = −i
〈
Tccˆi(z)cˆ†j (z′)
〉
(2)
where z and z′ are complex variables and Tc is the time-
ordering operator which orders time over the Schwinger-
Keldysh contour.
The Green’s function satisfies the equation of motion
(i∂z − h(z))G(z; z′) = δc(z, z) +
∫
dz¯Σ(z; z¯)G(z¯; z′), (3)
where we have introduced Σ(z; z′) as the self-energy operator
which accounts for the two-body interaction and the coupling
between system and environment. The self-energy has two
contributions Σ = ΣMB+Σemb. The first term is the many-body
self-energy, containing the effects of the interaction between
particles within the system, and the second term is the embed-
ding self-energy, accounting instead for the coupling of the
system to the leads. This latter term describes the exchange of
matter and /or energy between the leads and the system.
By means of the Langreth rules, we obtain from Eq. (3)
the equations of motion for the lesser and greater real-time
components of the single-particle Green’s function in Eq. 2
(we neglect the vertical imaginary track):
(i∂t − h(t))G≶(t; t′) = I≶(t, t′), (4)
G≶(t; t′)(−i ←∂ t′ −h(t′)) = I≶(t, t′), (5)
where the collision integrals are given by:
I<(t, t′) =
∫
dt¯ Σ<(t; t¯)GA(t¯; t′) + ΣR(t; t¯)G<(t¯; t′) (6)
I>(t; t′) =
∫
dt¯ G<(t; t¯)ΣA(t¯; t′) +GR(t; t¯)Σ<(t¯; t′). (7)
3The retarded/advanced component of the Green’s function are
instead obtained by solving
(±i∂t − h(t))GR/A(t; t′) = δ(t, t′) +
∫
dt¯ ΣR/A(t; t¯)GR/A(t¯; t′).
(8)
Together, Eqs. (4), (5) and (8) are part of the Kadanoff-Baym
equations (KBEs), which, in the general case also contain the
equations of motion for the right and left component of the
Keldysh Green’s function [70]. The solution of the KBEs
is computationally demanding, especially for large systems
and/or long times due to the double-time structure of the ob-
jects involved.
The Generalized Kadanoff Baym Ansatz (GKBA) was in-
troduced to reduce the complexity of the Kadanoff-Baym
equations and the computational cost necessary to solve them
[49]. Loosely speaking, the key idea underlying this approach
is to decouple the dynamics of the time-diagonal components
of the SPGF, namely to the single-particle density matrix of
the system ρ(t) = −iG<(t, t), from the off-diagonal ones. The
master equation for the density matrix reads:
d
dt
ρ(t) + i
[
hHF(t), ρ(t)
]
= −(I(t) + h.c.), (9)
where we have defined the Hartree-Fock (HF) Hamiltonian
hHF,i j(t) = h(t)+
∑
m,n wimn j(t)ρnm(t), with wimn j(t) = 2uimn j(t)−
vim jn(t) to account for the mean-field effects. The collision
integral is given by
I(t) =
∫ t
0
dt¯[Σ>(t, t¯)G<(t¯, t) − Σ<(t, t¯)G>(t¯, t)], (10)
and it contains the exchange self-energy that accounts for the
effects of the interactions beyond the mean-field. The calcu-
lation of the collision integral requires the knowledge of the
greater and lesser Green’s functionsG≶(t, t′) at different times.
In order to reduce the computational cost, the latter quantities
are approximated with the first term of the formal solution of
the Dyson series, i.e.
G≶(t, t′) ≈ i
[
GR(t, t′)G≶(t′, t′) −G≶(t, t)GA(t, t′)
]
, (11)
where they now depend exclusively on the retarded/advanced
Green’s functions and the single-particle density matrix, as
G>(t, t) = −i(1 − ρ(t)). For the forthcoming discussion,
it is worth to mention that for the approximation in Eq.
(11), the fundamental identity G> − G< = GR − GA still
holds. To close the ansatz a suitable approximation for the
retarded/advanced propagators has to be provided. The main
requirement is that this does not have to be more computation-
ally costly than solving the GKBA master equation for the re-
duced single-particle density matrix. For closed systems, the
most common choice satisfying this requirement is to com-
pute the retarded Green’s function at the Hartee-Fock (HF)
level. Hereafter we will refer to the resulting approximation
as the GKBA-HF. Other possibilities have been studied and
put forward [55, 56, 58] which allow to go beyond the HF
approximation and which are at the same time more compu-
tationally convenient than solving Eq. (8). The GKBA-HF
approach has already been successfully applied to describe
closed many-body systems [19, 64, 71–78], and more recently
its application to the dynamics of open quantum systems has
been studied [7, 59, 79]. For open systems a similar problem
arises due to the embedding self-energy. Once again, in or-
der to avoid solving Eq. (8) fully, it is possible to resort to the
wide band limit approximation (WBLA) for the embedding
self-energy [7]. The latter has the same beneficial effect as the
HF approximation for the many-body self-energy, namely it is
local in time and thus is a delta function in the two-time plane.
In what follows, we choose the propagator in the HF+WBLA
approximation which is the formal solution of Eq. (8) and thus
given by
GR/A(t, t′) = ∓iθ[±(t − t′)]Te−i
∫ t′
t dt¯ (hHF (t¯)−iΓ/2)
= ∓iθ[±(t − t′)]Y(t, t′),
(12)
where we have defined the matrix Γi j =
∑
α Γ
α
i j, with Γ
α
i j =∫
dω
∑
k δ(ω−k)Tαik(Tαjk)∗, and the auxiliary operator Y(t, t′) =
Te−i
∫ t′
t dt¯ (hHF (t¯)−iΓ/2). The lesser/greater components of the em-
bedding self-energy are still needed to calculate the collision
integral and their expression is given by
Σ<emb,i j(t, t¯) = i
∑
α
Γαi j
∫
dω fα(β, µ, ω)e−iω(t−t¯),
Σ>emb,i j(t, t¯) = i
∑
α
Γαi j
∫
dω (1 − fα(β, µ, ω))e−iω(t−t¯),
(13)
where fα(β, µ, ω) is the Fermi-Dirac distribution of the the en-
vironment α, and depends on the inverse temperature β and
chemical potential µ of each bath.
In the GKBA, for the many-body part of the system Hamilto-
nian, the HF propagator includes the effect of the interaction at
the mean-field level in the time-diagonal component, whereas
the collision integral is used to account for higher order con-
tributions. In this work, we employ the second order Born
approximation (2B), for which the lesser/greater self-energies
are [7, 52, 80, 81]
Σ2B,≶MB,i j(t, t¯) =
∑
mnpqrs
uirpn(t)wmqs j(t¯)G≶nm(t, t¯)G
≶
pq(t, t¯)G
≷
sr(t¯, t).
(14)
The self-energies in Eq. (14) are advantageously calculated
within the GKBA framework, as they do not require time in-
tegrals. By means of the Green’s function components defined
in Eq. (11) and Eq. (12) the 2B self-energies become
Σ2B,≶MB,i j(t, t¯) =
∑
mnpqrs
uirpn(t)wmqs j(t¯)[Y(t, t¯)G≶(t¯, t¯)]mn
×[Y(t, t¯)G≶(t¯, t¯)]pq[G≶(t¯, t¯)Y(t¯, t)]sr.
(15)
Under the assumptions made, wide-band-limit for the envi-
ronmental degrees of freedom, and within the 2B approxima-
tion the GKBA retains a computational cost scaling as ∼ t2,
with t the simulation time. The approach is therefore very
promising as it allows to explore the long time dynamics of
4large systems retaining at the same time some of the most ap-
pealing features of the NEGFs such as the inclusion of corre-
lations beyond the mean-field approach in the collision inte-
grals.
III. SPECTRAL PROPERTIES OF THE GKBA MASTER
EQUATION AND PARTICLE CURRENT
Although its appealing features the GKBA approach comes
with some limitations which inhibit its use to a wider range of
physical systems. The first limitation is the inclusion of corre-
lations in the initial state of the system. This is usually solved
through an initial preparation phase in the simulation which
decreases the effective useful time. A second major limita-
tion comes from the choice of the self-energies embodying
the features of interaction-generated correlations in the sys-
tem. Related to this latter point there is a third one: inclu-
sion of the correlation effects into the single particle spectrum
given by the retarded Green’s function. The limitation of the
GKBA master equation in capturing the spectral features of
correlated many-body systems seems conceptually more dif-
ficult to be overcome. Any attempt to include correlations in
the retarded Green’s function would require the solution of
Eq. (8) with a self-energy not local in time, thus frustrating
any computational advantage of the GKBA. This unavoidably
means that the single-particle spectrum embodied in the spec-
tral function
A(ω) = lim
T→∞
∫
dτ A(T + τ/2,T − τ/2), (16)
with the center-of-time coordinate T = (t + t′)/2 and the
relative-time coordinate τ = t − t′. Because A(t, t′) =
GR(t; t′) − GA(t; t′) it does not contain any correlation. This
is why it is often stated [62] that the solution of the GKBA
master equation cannot capture spectral features beyond the
Hartree-Fock approximation even when the collision integral
includes higher-order effects for the many-body self-energy. It
seems therefore that the GKBA betrays the promises of lower-
ing the computational cost of the KBE in simulating the spec-
tral and dynamical features of correlated many-body systems
while maintaining the same order of approximation.
Nonetheless the spectral properties of a system are reflected
into physically relevant quantities. This is why the spectral
function is so important in the first place: its knowledge helps
to explain physical properties of a system and predict the be-
havior of physical quantities. Hereafter we address the case
of a transport setup in which two non-interacting electronic
leads are connected through a central conducting region where
many-body interactions take place. An applied bias voltage
across the junction can make currents develop between the
electronic reservoirs. This current and the electric conduc-
tivity are the physical quantities which we are going to look
at and connect them with spectral properties of the central re-
gion. The general expression for the particle current that flows
into the lead α is given by: [82–84]
Iα(t) = 2Re
{∫
dτ Tr
[
Σ<α (t, τ)G
A(τ; t) + ΣRα (t, τ)G
<(τ; t)
]}
.
(17)
In long-time limit and in the absence of external drive, the
above expression can be rewritten in the frequency domain
as:
I(S )α = i
∫
dω
2pi
Tr
[
Σ<α (ω)A(ω) − Γα(ω)G<(ω)
]
, (18)
where Γα(ω) = i
(
ΣRα (ω) − ΣAα (ω)
)
and A(ω) =
i
(
GR(ω) −GA(ω)
)
. This expression shows manifestly
the dependence of the current from the spectral function
A(ω) and the Fourier transform of the lesser Green’s function
G<(ω). Eq. (18) can be further simplified and it is usually
rewritten in the Landauer-Bu¨ttiker form [85, 86]
I(S )α =
∫
dω
2pi
∑
β
Tαβ(ω)(nα(ω) − nβ(ω)), (19)
with the transmission coefficient defined as Tαβ(ω) =
Tr
[
Γα(ω)GR(ω)Γβ(ω)GA(ω)
]
. Although this form has a more
intuitive and immediate physical meaning, it could suggest
that the GKBA, even within the 2B approximation, is unable
to go beyond the spectral features captured at the HF level.
This is because the Landauer-Bu¨ttiker formula depends di-
rectly on the spectral function, Eq. (16), and thus on the re-
tarded propagator. However, it is crucial to point out that
the derivation of Eq. (19) relies on the equality G<(ω) =
GR(ω)Σ<(ω)GA(ω). The latter holds in the steady state (in the
absence of bound states) and it is a direct consequence of the
Dyson equation Eq (8) with the full retarded self-energy. For
this reason, it does not hold in the case of the GKBA-HF ap-
proximation. This is a very important aspect for what follows.
Eq. (17) is derived directly from the definition of the parti-
cle current and contains explicitly the lesser Green’s func-
tion, which in the GKBA-HF carries information about higher
order correlation effect through a different many-body self-
energy compared to the one of the retarded propagator. Only
if we employ the HF approximation for both the spectrum and
the dynamics, then we would expect the GKBA to give the
same result of the Dyson equation; consequently Eq. (18) and
Eq. (19) would be equivalent. Instead, when higher order cor-
relation effect (like in the case of the 2B self-energy) are in-
cluded in the time evolution, we ought to rely on Eq. (17)
to capture features beyond the mean field approximation. In
Ref. [51] similar reasoning was put forward for a broadened
density-response spectrum within GKBA at the 2B level for
finite systems.
IV. RESULTS
In the following, we will look at two different systems and
compare the results of the stationary state of the GKBA-HF
master equation with the solution of the stationary state of the
5full Dyson equation solved in the frequency domain. As we
are not describing transient dynamics, we consider the parti-
tioned approach [48, 87] where the conducting device is sud-
denly brought in contact with the leads.
A. Transport through a quantum wire
In this section, we consider the case of two leads connected
through a quantum wire. Electrons are assumed to be free in
the leads whereas they experience a repulsive interaction in-
side the wire. To describe this system we work within the
single-band Fermi-Hubbard model which is in turn tunnel-
coupled with two infinite metallic leads. The total adimen-
sional Hamiltonian of the system reads:
HˆC = 
∑
iσ
nˆiσ − 12
∑
〈i, j〉σ
cˆ†iσcˆ jσ + U
∑
i
cˆ†i↑cˆ
†
i↓cˆi↓cˆi↑ (20)
Hˆα =
∑
kσ
α,kdˆ
†
α,kσdˆα,kσ (21)
Vˆα =
∑
i,kσ
Tαikcˆ
†
iσdˆα,kσ + T
α∗
ik dˆ
†
α,kσcˆiσ, (22)
where cˆ†iσ, cˆiσ are the creation (annihilation) operators of elec-
trons in the basis labeled by i and spin σ =↑ / ↓, with the
sum running from i = 1 to i = Nx, with Nx denoting the
length of the quantum wire. The operators dˆ†
α,kσ, dˆα,kσ are the
creation (annihilation) operators of the two different leads, de-
noted as le f t and right, and labelled by α = L,R. Hence, 
is the on-site potential, U is the two-body interaction between
spin-up and spin-down particle on the same site and Tαik is the
tensor containing the coupling rates between the leads α and
the chain. In the following, we assume that the left and right
leads are coupled to the first and last site of the chain respec-
tively and described with the WBLA, i.e. T Lik = TLδi1 and
TRik = TRδiNx . Thus, we have Γi j = T
2
Lδi1δi j + T
2
RδiNxδi j. Fur-
thermore, the two leads are kept in a thermal state at the same
temperature, i.e. βL = βR, but with different chemical poten-
tial given by µL = −µR = µ. In what follows we have set
T 2L = T
2
R = 0.5, µ = 0.5 and U = 1.
We use the gate potential Vg =  + U/2 to shift the spec-
trum of the central region with respect to the chemical poten-
tial of the leads and use the particle current through the wire
act as a probe for the spectral properties of the central region
at different energies. Another physically relevant quantity is
the differential conductance σ = dI/dV , where V is the ap-
plied bias voltage across the central region, i.e. V = 2µ. The
conductance is more suited than the current, for the latter is
an integrated quantity; instead the differential conductance is
able to capture the details of the spectral weights. In the closed
system case, it is known that the full Dyson equation and the
GKBA-HF give the same results. Nevertheless the open sys-
tem case is less trivial and it is worth to consider and show
explicitly that the two coincide. The reason is purely techni-
cal and relies on the fact that we consider infinite leads and
enforce the WBLA at the Hamiltonian level,contrary to other
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Figure 2. (Color online) Particle current in the left lead and conduc-
tance for a chain of a) Nx = 4 and b) Nx = 10 computed with the
2-times (solid blue) and the GKBA-HF master equation (red dashed)
at the HF level.
works which consider large but finite leads in the KBE ap-
proach [7] and therefore observe deviations between the two
approaches even at the HF level.
In Fig. 2, we show the currents (top panels) and the differ-
ential conductance (bottom panels) for two chains of Nx = 4
and Nx = 10 sites when the interaction is treated exclusively at
the HF level. The currents, as expected, show a perfect match,
but it is only the differential conductance which reveals clearly
the differences between the two systems and specifically high-
lights the spectral structures which are peculiar of the density
of states of the two chains. Moreover, we can appreciate the
fact that both GKBA-HF and the Dyson equation approaches
give the same results, thus confirming that even in the open-
system case the GKBA-HF at the HF level returns exactly the
same results as the 2-times one. Discrepancies would arise if
structured couplings to the leads are used, namely if we drop
the WBLA.
Moving forward to the second Born approximation for
the self-energy in the collision integral, the solutions of the
GKBA-HF master equation and the Dyson equation start to
deviate from one another. In the upper panels of Fig. 3, we dis-
play the stationary currents for different lengths of the quan-
tum wire. With both methods, differences from the HF case
emerge and two particular features are worth to be pointed out.
The first one is that the current computed with the solution of
the GKBA-HF master equation is always smaller than that of
the full solution. This holds also as the size of the system is in-
creased and actually the discrepancy increases. This might be
due to the fact that the solution of the Dyson equations returns
a more correlated state than the GKBA one due to the inclu-
sion of the retarded component of the 2B self-energy in the
Dyson equation for the retarded Green’s function. The sec-
ond one is that the GKBA-HF master equation shows sharper
structures in the current which are more similar to the HF case
in Fig. 2 than the one of the two-times one with the second
Born self-energy. Nevertheless, if we look at the conductance
computed with both approaches (bottom panels in Fig. 3) we
notice that although the GKBA has indeed sharper peaks than
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Figure 3. (Color online) Particle current in the left lead and conductance for a chain of a) Nx = 4, b) Nx = 6, c) Nx = 8, d) Nx = 10 computed
with the 2-times (solid blue) at stationarity and the GKBA-HF master equation (red dashed) where the exchange self-energy is the Second
Born one.
the two-times one, it captures very well the main features of
the differential conductance. Specifically, we observe a re-
duction of the central structure as the size is increased and the
rounding of the conductance peaks. Furthermore, the differ-
ential conductance is clearly different from the HF one. It is
important to point out that it has been shown elsewhere that
the two-times solution computed at the second Born level in-
troduced an excess in the damping of the oscillations in time
for small system sizes [53, 71]. In frequency, this translates
into an excess broadening in the peaks of the spectral function
and therefore, for what we are concerned within this work, of
the differential conductance. Indeed, as the system size also
increases, the details of the structures become more similar.
Finally, from our simulations we conclude that in the one-
dimensional case the solution of the GKBA-HF master equa-
tion is able to capture spectral features which go beyond the
simple HF ones although the retarded Green’s function con-
tains only the HF propagator.
B. Transport through a carbon nanotube
The GKBA is computationally advantageous when com-
pared to other NEGFs methods, specifically solvers of the
two-time KBEs. Furthermore, the ansatz itself, as any other
NEGFs approach, is virtually unaffected by the dimension-
ality of the system in exam. Therefore, it is worth to ex-
plore how the GKBA is able to capture spectral features in
higher dimensional systems, where the phenomenology, given
the topology of the coupling, is much richer than the one-
dimensional case.
As a paradigmatic example of a two-dimensional system,
we study the transport properties of a carbon nanotube (CNT),
see Fig. 1. This choice is justified by the fact that graphene
nanoribbons [88] and carbon nanotubes [89] have been shown
to be extremely sensitive to external perturbations [90–98]
making them optimal candidates for sensing technologies. In
addition, it is known that disorder significantly influences the
operation of graphene-based devices [99–105]. When de-
scribing these interesting nanoscale effects one must simulta-
neously take into account strong external fields, many-particle
interactions, and transient effects, for which the NEGF ap-
proach is suitable.
The total adimensional Hamiltonian is the same as the one
in Eq. (22) with the exception of the Hamiltonian for the cen-
tral system, which is now that of a Fermi-Hubbard model de-
fined on an honeycomb lattice:
HˆC = 
∑
iσ
nˆiσ − 12
∑
〈i,j〉yσ
cˆ†iσcˆjσ + U
∑
i
cˆ†i↑cˆ
†
i↓cˆi↓cˆi↑, (23)
where now the indexes i run over the points of a honeycomb
lattice and 〈· · · 〉y stands for the sum over the vertices of the
lattice. We consider periodic boundary conditions along the
y direction as shown in Fig. 1 and therefore a zigzag nan-
otube. In addition, we consider the number of armchair dimer
lines in the transport direction Ny = 6 representing a metal-
lic character. As in the one-dimensional example, the nan-
otube is coupled to two electronic leads within the WBLA,
denoted as le f t and right and labelled as L and R respec-
tively. Moreover, we assume that the left and right leads are
diagonally coupled to the boundary sites of the carbon nan-
otube resulting in Γij = T 2Lδix1δij + T
2
RδixNxδij. Furthermore,
the two leads are kept in a thermal state at the same tempera-
ture, i.e. βL = βR, but with different chemical potential given
by µL = −µR = µ. Here we have used the same parameters as
in the one-dimensional case, namely T 2L = T
2
R = 0.5, µ = 0.5
and U = 1.
Also in this case, it is meaningful to first compare the results
obtained with the GKBA master equation and the two-times
solution at the HF level. This comparison is shown in Fig. 4
for the case of a Nx = 6, Ny = 6 and Nx = 10, Ny = 6
CNTs. The agreement is perfect in both the current and the
differential conductance, as it should be in this case since the
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Figure 4. (Color online) Particle current in the left lead and conduc-
tance for a carbon nanotube with a) Nx = 6, Ny = 6, b) Nx = 10,
Ny = 6 computed with the 2-times (solid blue) at stationarity and
the GKBA-HF master equation (red dashed) with the exchange self-
energy at the Hartee-Fock approximation.
solution of the GKBA-HF master equation corresponds to the
exact solution of the Dyson equation. Nevertheless, as previ-
ously done, this comparison serves to ensure that the presence
of the leads in the GKBA-HF has been done appropriately and
does not introduce any deviation between the two approaches.
The profile of the asymptotic currents shows the emer-
gence of two peaks around the energies of Vg ≈ ±1 with
respect to the center of the band, signaling a concentration
of states in this energy region. Indeed, the density of states
A(ω) = TrA(ω), shown in Fig. 5 (left panel), confirms the
presence of two structures at these energies, i.e. van Hove
singularities [101]. When the voltage of the gate  is such that
they enter the window of the leads, they produce an increase
in the current flowing into or from the leads. In the bottom
panel of Fig. 4, we show the differential conductance and no-
tice how it is larger instead when the window of the leads en-
closes the central part of the spectrum. This is due to the the
fact that at low energies one has the maximum variation of the
injected number of particles in the system. This conclusion
comes from a closer inspection of the expression of the cur-
rent in Eq. (18) together with the definition of the differential
conductance. In fact, the current contains two terms depend-
ing upon the bias, the lesser self-energy and the lesser Green’s
function of the central region. The change of the lesser self-
energy on the bias is very weak and it is basically a shift of
an otherwise constant function. The lesser Green’s function
of the central region instead depends crucially on the bias be-
cause it carries information on the density of particles which
changes drastically as the bias is changed. Therefore, at low
energy, we have the most substantial variation of the number
of particles because of a larger broadening when compared to
higher energy states.
In Fig. 6, we show the asymptotic current and differential
conductance calculated by including the 2B self-energy for
different system sizes. As in the one dimensional case, the
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Figure 5. (Color online) Density of states, shifted by U/2, of a carbon
nanotube computed with the 2-times approach at the HF level (left)
and with the second-Born approximation (right). In the upper and
lower panel, we display the results for Nx = 6, Ny = 6 and Nx = 10,
Ny = 6 respectively.
GKBA predicts a larger resistance with respect to the two-
times, but both approaches agree on the fact that the current
(top panels) reduces with the length of the nanotube. This
is consistent with the expectation that by increasing the length
of a non-interacting system increases the scattering events and
therefore reduces the current. In the HF case, the current re-
mains the same even if the length of the system is increased
and the transport remains fully ballistic.
The differential conductance, displayed in the bottom pan-
els of Fig. 6, shows instead a much better mutual agreement
when compared to the one-dimensional case. In this case,
the GKBA-HF is able to capture the two-times solution not
only in a qualitative but also in a quantitative way. Specifi-
cally, it is able to capture the interaction-induced broadening
which drastically changes the density of states of the system
(shown in Fig. 5) much better than in the one-dimensional
case. There the GKBA appeared to retain the HF feature in
a more pronounced way. Moreover, the differential conduc-
tance decreases with the length of the CNT, in agreement with
the increase in the resistance discussed above, and experiences
the emergence of a new interesting feature. As the length of
the CNT is increased, the central peak of the conductance de-
creases faster than the two side structure. This suggests that
the main role for the observed effect in the current is played
by G<(ω), which accounts for the change in the particle num-
ber in the system. In this case, a larger increase in the particle
number at low energies results in a decrease of the differential
conductance because of the repulsive interaction.
Finally, this behavior is a consequence of what we dis-
cussed in Sec. III, where we pointed out the difference be-
tween the two expressions for the current in Eq. 18 and Eq. 19.
The latter would lead to wrong results in the GKBA case,
where the solution for the lesser Green’s function is not re-
lated to the retarded one by the Dyson equation. Instead, in
Eq. 18, the information on the correlations are carried by the
lesser Green’s function through the presence of the 2B self-
energy in the collision integral.
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Figure 6. (Color online) Particle current in the left lead and conduc-
tance for a carbon nanotube with a) Nx = 6, Ny = 6, b) Nx = 8,
Ny = 6, and c) Nx = 10, Ny = 6, computed with the 2-times (solid
blue) at stationarity and the GKBA-HF master equation (red dashed)
where the exchange self-energy is the Second Born one.
V. CONCLUSIONS
We have compared the solution of the Generalized
Kadanoff-Baym Ansatz master equation with the stationary
solution of the full two-times Dyson equation. Specifically,
we studied a transport setup where two leads, considered in
the wide band limit approximation, are connected through a
central region, taken to be either a one-dimensional or a two-
dimensional quantum system. In the first case, we considered
a quantum wire and, in the second case, a carbon nanotube.
In both setups, the fermionic particles experience a repulsive
interaction treated with a second order Born approximation.
By using the stationary current and the conductance as fig-
ures of merit, we were able to show that the GKBA mas-
ter equation, computed with a Hartree-Fock propagator and
a second Born self-energy, is able to capture spectral features
which the spectral function of the solution does not show. The
latter is limited, by construction, to capture only features in-
duced by the form of the propagator, and then by the Hartree-
Fock self-energy.
In other words, our findings give numerical evidence that
the GKBA is able to capture spectral features beyond the HF
propagator that are encoded in the lesser Green’s function.
This aspect make of the GKBA a valuable tool for the simu-
lation and the description of ARPES and pump-probe experi-
ments, where the key object in the reconstruction of the signal
corresponds exactly to the lesser component of the Green’s
function. In addition, even though we concentrated here on
the stationary state, the present approach readily allows for
studying also time-resolved transport in correlated quantum
systems. This would be important in addressing transiently
emerging phenomena, e.g., superconductivity and Majorana
physics [106–114].
Our work, together with the recent speed-up achieved in the
computation of the collision integrals for self-energies beyond
the Second-Born one, contributes to show that the GKBA-HF
is a powerful and reliable method to study out-of-equilibrium
phenomena in many-body open and closed quantum systems.
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