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Abstract 
The DeLone and McLean (D&M) model (2003) has been broadly used and generally 
recognised as a useful model for gauging the success of IS implementations. 
However, it is not without limitations. In this study, we evaluate a model that extends 
the D&M model and attempts to address some of its limitations by providing a more 
complete measurement model of systems success. To that end, we augment the 
D&M (2003) model and include three variables: business value, institutional trust, 
and future readiness. We propose that the addition of these variables allows systems 
success to be assessed at both the systems level and the business level. 
Consequently, we develop a measurement model rather than a structural or 
predictive model of systems success.  
As this augmented model is intended to be used in the field, assessing the validity 
and appropriateness of the augmented measurement model is necessary. 
Accordingly, we empirically test the augmented model in the context of e-logistics 
tracking systems. The empirical testing reveals that four distinct dimensions or 
characteristics are required for a successful e-logistics tracking system 
implementation. Those four distinct dimensions are divided into systems level (i.e., 
quality and continued usage support) and business level (i.e., business value and 
sustainability of competitive position). While this study confirms the importance of 
system quality as the main dimension, managers should also ensure continued 
usage support, business value, and sustainability of competitive position are 
considered when assessing the success of their tracking systems. Consequently, 
adopting a one-size-fit-all approach to systems is not ideal. By including these three 
factors, the needs of all levels of management are more fully assessed helping to 
improve tactical and strategic decision making relative to current and planned 
tracking systems.  
Keywords: e-logistics, success, measures. 
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Introduction 
The DeLone and McLean (D&M) model (2003)1 has been broadly used and generally 
recognised as a useful model for gauging the success of information systems (IS) 
implementations. The model, however, is not without limitations. As Wang (2008) 
notes, DeLone and McLean (2003) encourage others to continue testing and 
challenging their model. In this study, we evaluate a model that extends the D&M 
model and attempts to address some of its limitations so as to provide a more 
complete model of IT success. To that end, we seek to augment the D&M (2003) 
model and include the variables: business value, institutional trust, and future 
readiness (see Martinsons et al., 1998; Molla and Licker, 2001). We propose that the 
addition of these three variables allows IS success to be assessed at both the 
systems and the business levels. Consequently, we develop a measurement model 
rather than a structural or predictive model of systems success. As this augmented 
model is intended to be used in the field, assessing the validity and appropriateness 
of the augmented measurement model is necessary. Accordingly, we empirically test 
the augmented model in the context of e-logistics tracking systems.  
 
Given this context, the following research question is addressed: “What are the major 
factors that contribute to e-logistics tracking systems success?” This paper presents 
an empirically validated measurement model developed from prior research that can 
help guide managers when evaluating systems success. The model differs from 
traditional measures or rules-of-thumb in, at least, three important ways. First, the 
model recognises that measuring success is not a one-size-fits-all process. Our 
study revealed that the various levels of management require different, but equally 
valid, metrics to accurately address systems success. Second, the model offers a 
meaningful and relevant combination of measures for practitioners to evaluate 
                                                 
1DeLone & McLean’s, 2003, model has a 1992 predecessor to which a number of the in-text 
cites refer. 
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current systems performance (see Table 2). Those measures include business value, 
quality, and sustainability of competitive position. Business value includes decision 
performance, financial performance, communication efficiency, and ease of use. 
Business value also considers longer-term attributes such as switching costs, 
relations, situational normality, and dynamic capabilities. Quality of system and 
information are considered, as is continued usage support relative to service quality, 
use, and institutional trust. Sustainability of competitive position focusses on future 
readiness. Third, the model also offers better-targeted guidance for new system 
investments, for example, RFID systems. These measures can serve as either 
ready-to-use metrics if perception-based measurement is employed, or as a 
foundation for developing context-specific metrics. 
 
This article is organised as follows. In the next section, we present the foundations of 
the measurement model, followed by a description of the development of the 
measurement model. Next the proposed model’s evaluation in an eLogistics setting 
is described, including the background of the setting, the methodology, and the 
details of the sample data. The results and discussion come next, followed by a post-
hoc analysis of tracking systems and user levels. The article closes with the 
conclusions, limitations, and possible avenues for future research. 
 
Measurement Model Foundations 
Several models for evaluating IS success and performance exist in the literature. 
DeLone and McLean’s (2003) Information Systems Success Model (D&M model) 
was reviewed as the basis for this study’s framework for three reasons. First, the 
D&M model incorporates success constructs widely researched in the past. The D&M 
model also takes into account IS dual roles as an information and service provider by 
incorporating the construct, service quality. Second, the D&M model has had 
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numerous empirical validations that generally confirm the validity of both the full 
model and its individual constructs and relationships (e.g., Seddon, 1997; Rai et al., 
2002; Goodhue & Thompson, 1995; Petter & McLean, 2009). Third, the D&M model 
can be adapted to the e-commerce context, wherein systems are capable of 
facilitating transactions in addition to exchanging information (DeLone & McLean, 
2004). Empirical support for the model in the e-commerce context has emerged over 
several years2 (see e.g., D’Ambra & Rice, 2001; Lee & Kozar, 2006; Liu & Arnett, 
2000; Palmer, 2002; Teo & Choo, 2001; Turban & Gehrke, 2000). 
 
Multi-layer success measurement 
Measuring success is not a one-size-fits-all process (Martinsons et al, 1999; Doll et 
al, 2004). Systems success can be viewed as being multi-layered, that is, from both 
the business and systems levels. At the business level, strategic attributes are a 
necessary consideration for e-commerce systems. Given such systems span a range 
of business processes, their success needs to be evaluated from the perspectives of 
the organisation, the market, and the industry. The question of the completeness of 
the dimensions contained within the D&M (2003) model is relevant in an e-commerce 
context. E-commerce systems, unlike many information systems, involve parties that 
are affected by information asymmetry in their transactions because of a lack of 
physical and visual cues, and, thus, trust among parties is a critical and necessary 
dimension of successful e-commerce systems (see, e.g., Molla & Licker, 2001; 
Palvia, 2009; Hung et al., 2011). The strategic attributes of an e-commerce system 
are also potential dimensions of its success. An information system is regarded as a 
resource or capability that may affect a firm’s competitiveness (Barney, 1991). 
Martinsons et al. (1999) incorporate strategic capabilities, namely, future readiness, 
in their Balanced IS Scorecard. Future readiness comprises measures such as IS 
specialist capabilities, application portfolio, and research into emerging technologies. 
                                                 
2 We empirically test our model in an ecommerce context. 
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DeLone and McLean (2003) argue that the measures in Martinsons et al. (1999) are 
enhancements of metrics within their broadly-defined “net benefits” construct. This 
study argues that strategic attributes are neither the ends nor consequences. Rather, 
strategic attributes are the means required to achieve both future and continuing 
benefits. Thus, they are important success dimensions in their own right.  
 
Measurement Model Development  
Model selection 
The D&M model (2003) is often used to assess systems success using six first-order 
constructs, including user satisfaction, to measure systems success. Doll et al.’s 
(2004) model, however, views end-user computer satisfaction (EUCS) as a second-
order construct with five first-order latent factors, namely, content, accuracy, format, 
ease of use and timeliness. The factors of Doll et al. overlap somewhat with service 
quality and information quality in the D&M (2003) model. For example, DeLone and 
McLean (2003) note that service quality is comprised of reliability, responsiveness, 
assurance, and empathy, while information quality is comprised of accuracy, 
timeliness, completeness, relevance, and consistency.  
 
Systems success, as previously noted, is multi-layered. As has been widely reported, 
sustained competitive advantage can only be achieved if an organisation possesses 
a strategic resource or capability that is rare, valuable, imperfectly imitable, and 
nonsubstitutable (Barney, 1991; Matta, Fuerst & Barney, 1995). Including such 
strategic attributes in our model, therefore, was a priority. The D&M (2003) model 
does not include strategic attributes as a dimension of success. We followed Doll and 
Torkzadeh’s model as it has been widely used (see, e.g., Chin and Newsted, 1995; 
Doll and Torkzadeh, 1989; Essex and Magal, 1998; Etezadi and Farhoomand, 1996) 
and cross-validated (see e.g., Doll et al., 1989; Gelderman, 1998; Hendrickson and 
7 
Glorfeld, 1994; McHaney and Hightower, 1999; McHaney et al., 2002; Torkzadeh 
and Doll, 1991). Gelderman (1998) found that EUCS was a good predictor of an 
application’s impact on organisational performance and thus a useful surrogate for 
systems success (Doll et al., 2004). Further, because we were applying our survey 
instrument across various sub-groups in our survey sample, we needed to ensure, as 
far as practicable, measurement equivalence, which Doll and Torkzadeh’s (1988) 
EUCS model largely achieves. By using such a model, we were able to include 
DeLone & McLean’s (2003) constructs, as well as the strategic dimensions 
necessary of a multi-level model.  
 
A model comprised of first-order and second-order constructs, particularly one that 
has had extensive prior use and cross-validation, was selected as an appropriate 
model for our research. As the dimensionality of systems success becomes the 
primary interest of this study, we propose a measurement model rather than a 
structural or predictive model of systems success, that is, we do not hypothesise on 
the nature or strength of relationships between constructs.  
 
Our proposed measurement model is shown in Figure 1. We posit that systems 
success is a second-order construct comprised of seven first-order latent constructs 
that fall into two broad categories, namely, system level and business level. The 
system level includes system quality, information quality, service quality, and use, 
while business level includes institutional trust, business value, and future readiness. 
See Table 1, below, for brief descriptions of each first-order construct. Appendix 1 
provides more detailed descriptions of the first-order constructs.
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Figure 1:  Proposed model of systems success  
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Table 1: Construct Name Brief Description of Construct Characteristics 
System Quality: 
embodies the technical 
success of a system 
Privacy, security, ease of learning, navigation, and use. 
Usability, reliability, responsiveness, convenience of 
access, flexibility, and functionality 
Information Quality: the 
extent to which system 
information is of high 
quality. 
Understandability, accuracy, data quality, currency, right 
data and level of detail, relevance and timeliness 
Service Quality: high-
quality and well 
supported products.   
Tangibility of service providers, reliability to perform 
service dependably and accurately, willingness to help 
users and provide prompt service, knowledge and 
courtesy, and attention to users 
Use: utilisation and 
effective use. 
 
Quality and intensity of system use, use of the system 
relative to the number of available tasks, and 
effectiveness of systems’ use, i.e., coordination of work 
across workgroups, functions, and value chains.  
Institutional Trust: legal, 
regulatory, business, and 
technical environments 
supporting the system are 
in place. 
Structural assurance, i.e., the adequacy of protective 
structures that contribute to situational success, and 
situational normality. Situational normality, i.e., 
guarantees that system implementation will not result in 
unexpected changes to inventory losses, working 
conditions, and trading partners’ behaviour 
Business value: 
measures of the impact of 
systems on the 
organisation 
Financial performance, communication efficiency, and 
decision performance. 
Future readiness: 
switching costs, dynamic 
capabilities, 
preemptiveness, and 
relations. 
 
Switching costs measures the inconvenience of 
switching suppliers and customers. 
Dynamic capabilities refer to the ability of an 
organisation to continually build, adapt, and reconfigure 
organisational competencies to achieve congruence with 
the changing business environment. 
Preemptiveness characterises early and successful 
implementation of a system application leading to higher 
business value by exploiting its knowledge of, and 
experience with, the system 
Relations emphasises intangible investments made by 
the organisation with trading partners (e.g., suppliers and 
business customers) by providing them with better 
products and services, information sharing, and online 
communities.   
 
In Figure 1, the seven arrows leading from the seven first-order constructs indicate 
that systems success, as an abstract concept, is comprised of the seven latent 
constructs. Hence, systems success is completely latent, unobservable, and not 
directly measurable. This representation explains why “success” is difficult to 
evaluate. In principle, each arrow represents a structural weight or coefficient that 
indicates the centrality or importance of each first-order construct to the overall 
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success (Doll et al., 2004; Hair et al., 1998). Each of the seven first-order constructs 
is comprised of a number of measurable characteristics, each of which is also listed 
on the model in Figure 1. A similar approach was used by Gable et al. (2003) to 
develop a measurement model of enterprise systems success. The model of Gable 
et al. was subsequently extended by Ifinedo (2006) using the approach of Gable et 
al. (2003). 
 
Our first-order constructs were largely derived from DeLone and McLean (2003), 
augmented for the e-commerce context put by Martinsons et al. (1999) (See, Table 
2). To avoid confusion we have preserved the label of each construct as described in 
the original literature.  
Table 2: Constructs, characteristics, and questionnaire items 
Construct 
 
Characteristic 
 
No. of 
items 
Questionnaire 
item numbers 
Source 
System 
quality 
Usability/ease of 
use 
2 1 & 2 Goodhue & Thompson, 1995 
System reliability 2 3 & 4 Goodhue & Thompson, 1995 
Responsiveness 2 5 & 6 Goodhue & Thompson, 1995 
Information 
quality 
Understandability 2 7 & 8 Goodhue & Thompson, 1995; 
Etezadi-Amoli & Farhoomand, 
1996 
Content 5 9, 10, 11, 12, 
&13 
Goodhue & Thompson, 1995; 
Etezadi-Amoli & Farhoomand, 
1996; ISWorld, 2004 
Timeliness 2 14 & 15 Etezadi-Amoli & Farhoomand, 
1996 
Service 
quality 
Tangibility of 
hardware/software 
2 16 & 17 Pitt et al., 1995 
Service reliability 2 18 & 19 Pitt et al., 1995 
Service assurance 2 20 & 21 Pitt et al., 1995 
Use Utilisation 2 22 & 23 Goodhue & Thompson, 1995 
Effective use 2 24 & 25 Torkzadeh & Doll, 1999 
Institutional 
trust 
Situational normality 3 26, 27, & 28 McKnight & Chervany, 2001; 
McKnight et al., 2002 
Structural assurance 3 29, 30, & 31 McKnight & Chervany, 2001; 
McKnight et al., 2002 
Business 
value 
Financial 
performance 
3 32, 33, &34 Lederer et al., 2001; SCC, 2010;  
Zhu & Kraemer, 2002 
Communication 
efficiency 
2 35 & 36 Lederer et al., 2001 
Decision 
performance 
2 37 & 38 Swink, 1995 
Future 
readiness 
Switching costs 2 39 & 40 Sethi & King, 1994 
Dynamic capabilities 5 41, 42, 43, 44, & 
45 
Sethi & King, 1994; Lederer et 
al., 2001 
Preemptiveness 3 46, 47, & 48 Sethi & King, 1994 
Relations 3 49, 50, & 51 Lederer et al., 2001; SCC, 2010 
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Evaluation of the Proposed Model 
e-Logistics Background 
Traditionally, logistics was considered an unavoidable cost of doing business 
(Waters, 1999). Even though tracking logistics incurred high labour costs recording 
and maintaining item data, Sum, Teo & Ng (2001) note that the logistics function is a 
key determinant of business performance. Through the application of electronic 
technologies to logistics, e-logistics provides opportunities for both cost reduction and 
service improvement (Boyson et al., 2004; Coyle et al., 2009). Successful logistics 
coordination depends on accurately tracking items in transit. Tracking systems are 
information systems used to monitor, track, and record various types of logistics 
items. Tracking systems combine data-capture technologies (e.g., barcodes, Radio 
Frequency Identification) with communication technologies (e.g., the Internet, WiFi, 
Satellite). Despite the apparent opportunities offered, investment in IS carries a 
reputation for being risky. Furthermore, reliably assessing the advantages of newer 
tracking technologies such as RFID continues to be problematic (Atkinson, 2004; 
Roh et al., 2009). Consequently, until validated e-logistics tracking systems success 
(TSS) measures are established, managers must continue to operate and assess 
their systems using rules-of-thumb.  
 
While empirical support for models of systems success has emerged in the e-
commerce context over several years (see e.g., D’Ambra & Rice, 2001; Lee & Kozar, 
2006; Liu & Arnett, 2000; Palmer, 2002; Teo & Choo, 2001; Turban & Gehrke, 2000), 
e-logistics application studies remain limited (Chow, 2004). Estampe el al., (2010) in 
their framework for analysing supply chain performance evaluation models, 
underlined the importance of the choice of evaluation model employed. In particular, 
they note that such choice is crucial to networked organisations, yet the models 
analysed consider more traditional measures of evaluation such as the Supply-Chain 
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Operations Reference (SCOR) model and/or the Logistics Scoreboard, rather than 
Information Systems Success.  
 
Unfortunately, these approaches for evaluating system success do not consider the 
opinions of the people using the system. Recall, in the D&M model (2003), user 
satisfaction is posited as a first-order construct along with five other constructs that 
constitute IS success. However, in the e-logistics tracking system context, managers 
are the main users although use may also extend to trading partners (Paulraj & 
Chen, 2007). Consequently, user satisfaction contains criteria that managers 
consider important and would, therefore, align with TSS itself. For this reason, using 
a model aligned with EUCS that views user satisfaction as a second-order construct, 
rather than as a first-order construct as per D&M (2003), is more appropriate as a 
measure of TSS.  
 
Methodology 
To evaluate the proposed measurement model, a questionnaire was developed. The 
majority of constructs were adapted from existing instruments. For the new 
constructs: business value, institutional trust, and future readiness, suitable items 
were found in multiple studies within the trust and strategic IS streams of research. 
These items were adapted specifically for evaluating TSS from previously validated 
instruments.  
 
Three independent academic experts reviewed and confirmed that the adaptations of 
each item faithfully reflected the construct being measured (Trochim, 2006). Two of 
the academic experts were IS specialists and the third was a logistics management 
specialist. The mechanics of the questionnaire (web site’s appearance, instructions, 
page sequence, time required to complete, and ease of answerability) were also 
checked at this time. The final version of the questionnaire was pilot-tested prior to 
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administration, resulting in one minor change to a demographic question. The 
complete Web-based questionnaire is included in Appendix 2. 
 
Sample 
Data were obtained using a Web-based survey. We used a survey provider to direct 
suitable respondents to our Web-based survey.3 To ensure proper selection and 
screening of potential respondents, the survey welcome page listed the industries, 
professions, and managerial levels of those individuals who should complete the 
survey. The survey yielded 160 useable responses. Table 3, Panel A, summarises 
the respondents’ characteristics. The average logistics experience of respondents 
was 8.55 years, indicating respondents were experienced users. Fifty-eight per cent 
of respondents were in middle or upper management roles. The mean of the age of 
systems on which people worked was 8.90 years, indicating that most systems had 
reached maturity in their use. To help verify our results we also conducted interviews 
with two industry experts, both of whom had extensive cross-industry experience. 
Table 3, Panel B details the industry experts’ characteristics.  
 
Table 3:  Respondents’ and Industry Experts’ characteristics 
Panel A Respondents 
Characteristics  N % 
Managerial level Top management 29 18.0 
  Middle management 64 40.0 
  Supervisor 67 42.0 
Industry Manufacturing 36 22.5 
 Retail/Wholesale Trade 68 42.5 
 Transport and Storage 20 12.5 
 Government, Administration and Defence 31 19.5 
 Other 5 3.0 
Number of employees <20 59 36.8 
20-200 36 22.5 
201-1,000 27 16.9 
>1,000 38 23.8 
System maintenance Fully outsourced 29 18.1 
                                                 
3 Prior IS research has also used survey panel providers with reliable results (see, e.g., Kaye and Johnson 1999; 
Lee et al. 2009; Wetzels et al. 2009; Bulgurcu et al. 2010). 
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 Fully in-house 60 37.5 
 Combination 71 44.4 
Maturity  Mean SD 
 System age (Years) 8.90 8.91 
 Respondent Logistics Experience (Years) 8.55 7.51 
Panel B Industry Experts 
Characteristics Expert 1 Expert 2 
Managerial level Middle management Other 
Logistics experience 30 years 25 years 
Industry experience Government, Administration, 
Defence, Mining, Utilities 
Manufacturing, Trade, 
Government, 
Administration, Defence, 
Banking, Finance, Mining 
Knowledge or experience of 
data-capture technologies  
Barcodes, RFIDs Barcodes, RFID, Optical 
systems, Manual systems 
Knowledge or experience of 
communications technologies 
Wireless technology, Web services Intranet, EDI, Internet, 
Wireless technology, 
Manual communication 
 
 
Results and Discussion 
Patterns of Tracking Systems Applications 
Table 4 indicates the tracking systems that the respondents had in place at the time 
of data collection. Most respondents rely primarily on either manual systems (44.6%) 
or barcode systems (48.6%) when tracking their logistics items. Barcode systems 
and manual systems respectively are their secondary systems. This pattern suggests 
that newer technologies such as RFID and optical systems may not yet have reached 
anticipated levels of adoption or diffusion.  
Table: 4 Pattern of data-capture technology applications 
 
As primary system 
(DOMDCT*) 
As secondary system Total 
N % n % n % 
Barcodes 78 48.6 40 25.0 118 36.9 
RFID 7 4.6 3 1.9 10 3.1 
Optical/camera 3 1.6 2 1.2 5 1.6 
Manual 71 44.6 51 31.9 122 38.1 
Other/Combination 1 0.6 64 40.0 65 20.3 
Total 160 100.0 160 100.0 320 100.0 
*Dominant data-capture technology  
On the connectivity side (see Table 5), intranets are the most used technology 
(41.9% followed by wired Internet (i.e., broadband, VPN) (28.1%). Thus, the infusion 
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of Information and Communications Technology (ICT) to managing logistics (e-
logistics) is high. The relatively low extranet use, perhaps, indicates the presence of 
e-logistics has yet to reach the stage where inter-organisational systems and supply 
networks are formed (Poirier & Bauer, 2001).  
Table: 5 Pattern of tracking technology applications 
DOMCOM* 
Intranet/ 
LAN 
Extranet/ 
EDI 
Wired 
Internet 
Wireless 
Internet 
Manual Other Total 
DOMDCT** N % n % n % n % n % n % n % 
Barcodes 47 60.3 4 5.1 14 17.9 11 14.1 2 2.6 - - 78 48.8 
RFID 2 25.0 1 12.5 3 37.5 2 25.0 - - - - 8 5.0 
Optic/camera - - - - 1 33.3 1 33.3 1 33.3 - - 3 1.8 
Manual 18 25.4 2 2.8 27 38.0 8 11.3 13 18.3 4 4.2 71 44.4 
Total 67 41.9 7 4.4 45 28.1 22 13.8 16 10.0 3 1.9 160 100 
*Dominant communication technology  
**Dominant data-capture technology  
  
The results of cross-tabulation suggest that organisations are unlikely to adopt 
advanced data-capture technologies while retaining manual communication systems. 
 
Table 6 illustrates the types of tracked items. Consistent with Reddy and Reddy 
(2001), tracked items included finished goods or products, raw materials and 
supporting materials, maintenance-replacement-operating supplies (MRO), 
machinery or equipment, and rejected or recalled goods (reverse logistics).  
 
Table 6 Pattern of tracked items 
 Material Product MRO Equipment Reverse Total 
N 77 130 26 42 23 298 
% 25.8 43.6 8.7 14.1 7.7 100 
 
Model Testing 
To represent a characteristic, we took the average score of all relevant items for the 
characteristic. This procedure resulted in 20 items (see the characteristics of the 
seven first-order factors in Figure 1). A regression was performed to confirm the 
amount of variance in overall systems success explained by the seven dimensions of 
our proposed model. The model had a R2 of 0.476 (Table 7, Panel A), that is, the 
seven dimensions explained 47.6 per cent of the variance in the model. Aside from 
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‘future readiness’, however, the other first-order factors were not-significant4 (Table 
7, Panel B). This overall result led us to speculate that the proposed measurement 
model of TSS required a different approach to achieve a model that offered more 
explanatory power and greater parsimony. 
 
Principal Components Analysis 
To that end, we examined the first-order factors using principal component analysis 
(PCA) with Varimax rotation as the extraction and rotation methods, respectively.  
PCA permits the reduction of the dimensionality of a data set with a large number of 
interrelated variables, while maximising the retention of variation present in the data 
set (Jolliffe, 1986). Varimax rotation simplifies interpretation of these principal 
components as each original variable tends to be associated with one (or a small 
number of) component(s). Each component, likewise, represents only a small 
number of variables (Abdi, 2003). 
Table 7 Regression of the Seven First-order Factors on Overall System Success 
Panel A 
Model R2 Df Mean Square F Value Sig. 
 0.476 7 9.267 21.661 0.000 
Panel B      
Coefficients B Standard Error t  Sig. 
Constant -0.372 0.583 -0.638  0.525 
System Quality 0.080 0.143 0.558  0.577 
Information Quality 0.067 0.128 0.522  0.602 
Service Quality 0.133 0.079 1.691  0.093 
Use 0.025 0.079 0.315  0.753 
Institutional Trust -0.117 0.127 -0.924  0.357 
Business Value -0.168 0.096 -1.741  0.084 
Future Readiness 1.101 0.091 12.099  0.000 
 
Factor analysis of the data for the first-order factors suggests the formation of four 
distinct factors that explain 65 per cent of the total variance (Table 8, Panel A). These 
results led us to respecify our TSS model as presented in Figure 2.  
 
The resultant factors were labelled quality, continued usage support, business value, 
and sustainability of competitive position (Table 8, Panel B). Table 8, Panel C 
                                                 
4 Business Value and Service Quality were significant at 0.10 level. 
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present the measures of fit for our model. The Kaiser-Meyer-Olkin Measure of 
Sampling Adequacy provides an indication of the desired low-partial correlations 
between pairs of variables, which significantly exceeds the standard threshold of 0.6 
(Tabachnick & Fidell, 2007).  
 
 
Bartlett’s measure of sphericity tests the null hypothesis that the correlations in a 
correlation matrix are zero (Tabachnick & Fidell, 2007). As shown in Table 8, Panel 
C, the result of the test of sphericity was significant. The four factors are detailed in 
Table 8. 
Table 8 First-order Factors 
Panel A Eigenvalues and variance explained of first-order factors 
Component 
  
Extraction Sums of Squared Loadings 
Eigenvalues % of Variance Cumulative % 
1 Quality 4.130 20.650 20.650 
2 Continued usage support 3.407 17.035 37.685 
3 Business Value 3.201 16.006 53.691 
4 Sustainability 2.231 11.607 65.298 
Panel B Final first-order factor solution 
Variable Component 
 Quality Continued usage 
support 
Business 
Value  
Sustainability of  
Competitive 
Position 
Figure 2: Revised tracking systems success model 
▪ Ease of use 
▪ System reliability 
▪ Responsiveness 
▪ Understandability 
▪ Content 
▪ Timeliness 
▪ Tangibility 
▪ Service reliability 
▪ Service assurance 
▪ Utilisation 
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▪ Situational 
normality 
 
▪ Structural assurance 
▪ Financial 
performance 
▪ Communication 
efficiency 
▪ Decision performance 
▪ Switching costs 
Continued 
usage support 
▪ Dynamic 
capabilities 
▪ Preemptiveness 
▪ Relations 
Business Value  
Tracking 
Systems Success 
(TSS) 
Sustainability of 
Competitive 
Position 
Quality 
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system quality (ease of use) .772    
system quality (system reliability) .474    
system quality (responsiveness) .827    
Information quality 
(understandability) .835 
   
Information quality (content) .836    
Information quality (timeliness) .865    
service quality (tangibility)   .803   
service quality (service reliability)  .774   
service quality (service 
assurance)  .811 
  
use (utilisation)  .624   
use (effective use)  .683   
trust (situational normality)  .802   
trust (structural assurance)    .861  
business value (financial 
performance)  
 .788  
business value (communication 
efficiency)   
 .742  
business value (decision 
performance)  
 .873  
future readiness (switching costs)    .832  
future readiness (dynamic 
capabilities)   
  .898 
future readiness (preemptiveness)    .880 
future readiness (relations)    .869 
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization (converged in 7 iterations) 
Panel C Measures of Fit  
Kaiser-Meyer-Olkin Measure of Sampling Adequacy .806 
Bartlett’s Test of Sphericity Approx. Chi-Square 1596.146 
  Df 190 
  Sig. .000 
 
Quality 
Quality explains 20.65 per cent of total variance of the characteristics (See Table 8, 
Panel A). This factor measures all aspects of system quality and information quality. 
The analysis confirms that the three characteristics identified in prior research: 
system quality (ease of use); system quality (system reliability); and system quality 
(responsiveness) all load on this factor (See Table 8, Panel B). The content of the 
system and information quality dimension, however, is broader than what was initially 
proposed. The characteristics of information quality, viz, understandability, content, 
and timeliness also loaded onto the same factor as the characteristics of system 
quality. When our interviewed industry experts were asked an open-ended question 
about the aspects that made up tracking system success, an effective operational 
system was one factor mentioned.  
19 
This finding suggests that, for the logistics tracking system context, system quality 
and information quality are not distinctive constructs. The convergence of system 
quality and information quality indicates that, in tracking system contexts, unlike other 
IS applications, users do not view the system and information provided by the system 
as two separate factors. Goodhue & Thompson (1995) indicate that system reliability 
and system responsiveness both contribute significantly to meeting users’ requests 
for services and meeting users’ day-to-day operational needs. Those requests for 
services and day-to-day operational needs are supported in a tracking systems 
context by the information provided by being both timely and appropriate in content. 
Content is widely used as a measure of information quality (e.g., Etezadi-Amoli & 
Farhoomand, 1996; Goodhue & Thompson, 1995). It measures, inter alia, the 
currency, accuracy, level of detail, and relevance of the information from the system. 
In a tracking system context, tracked item data exhibiting these characteristics and 
provided in a timely manner, critically underlies the quality of the information that the 
tracking system provides to its users. Hence, in a tracking system context, 
information quality and system quality are inexorably linked. 
 
Continued usage support 
Continued usage support is the second factor extracted explaining 17.035 per cent of 
total variance (Table 8, Panel A). It comprises the characteristics previously used to 
measure service quality (tangibility, service reliability, and service assurance), use 
(utilisation and effective use) and trust (situation normality). The convergence of 
service quality, use, and aspects of trust indicate that, in the tracking systems 
success context, the support for the ongoing use of the system is crucial to its 
successful operation. 
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The first-order factor, service quality, measures the operational aspects of tracking 
systems, including the technical and semantic aspects (DeLone & McLean, 1992). 
That environment includes support for the technical, legal, and security aspects 
surrounding the system in the organisation, which, in turn, support the use of the 
system. This finding agrees with Molla and Licker’s (2001) proposition to include 
support and service as a measure of e-commerce systems success. The results of 
our expert interviews reinforce the notion of support referring to the system’s 
environment, with one expert noting that support can be provided either internally 
and/or externally to the organisation. The method selected is a business decision. All 
experts agreed, however, that assurance of the support of the system’s environment 
is crucial to the tracking system’s success. 
 
As suggested by DeLone and McLean (1992; 2003), use is an information systems 
success factor. Use is formed of two characteristics, namely, effective use and 
utilisation. Utilisation refers to the number of times management decides to use the 
system relative to the number of available tracking tasks or to the available types of 
tracked items (Goodhue & Thompson, 1995; Rai et al., 2002). Our expert interviews 
confirmed that, although the degree of dependence can be associated with 
utilisation, it is more strongly associated in the logistics context with the level of 
effective use provided by the system, that is, the level to which using the system 
helps users meet their daily work objectives (effective use). 
Trust was posited as a measure of the strength and reliability of institutional 
frameworks. That is, there would be no unexpected outcomes as a result of the 
tracking system implementation, for example, inventory loss, deterioration of working 
conditions, or negative trading partners’ behaviour. Seeking to ensure that no 
damaging outcomes arise from the implementation and adoption of a tracking system 
appears justifiable in the quest for service quality and effective use. 
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Business value 
Explaining 16 per cent of total variance (Table 8, Panel A), business value is the third 
factor extracted comprising five success measures (Table 8, Panel B). This factor 
measures short-term benefits brought by an information system (Martinsons et al., 
1999). The analysis confirms that the three characteristics identified in prior research: 
business value (decision performance), business value (financial performance), and 
business value (communication efficiency), load on this factor (See Table 8, Panel 
B). The content of the business value dimension, however, is broader than what was 
initially proposed. The characteristics of structural assurance and switching costs 
also loaded onto the same factor as the characteristics of business value. Structural 
assurance, as noted above, falls within the realm of trust and is concerned with 
minimising risks of potential negative effects on the firm, that is, reducing the 
likelihood of costs that would dilute the business value of the system.  
 
Switching costs are associated with the termination of a business relationship and 
the securing of an alternative (Whitten et al., 2010). An organisation that invests in a 
particular type of tracking system may find itself ‘captured’ by its high switching costs.  
By undertaking co-specialised investments, therefore, firms can help ensure 
customers have an incentive to remain in a relationship with the firm, for example, 
Apple and iTunes (Piccoli and Ives, 2005). This finding supports DeLone and 
McLean’s (2003) assertion that the measures in Martinsons et al. (1999) are 
enhancements of their broadly defined “net benefits” construct.  
 
Sustainability of competitive position 
Sustainability of competitive position explains 11.607 per cent of total variance of the 
characteristics (See Table 8, Panel A). The analysis confirms that the three 
characteristics identified in prior research: future readiness (dynamic capabilities), as 
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to enabling the organisation to respond more quickly to change (Lederer et al., 2001); 
future readiness (preemptiveness), as to forcing competitors to adopt less favourable 
postures by exploiting weaknesses in their value chain (McMillan, 1983; Porter, 
1985); and future readiness (relations), as to providing customers with faster access 
to information (Dierickx & Cool, 1989), load on this factor (See Table 8, Panel B). 
This factor measures a firm's longer-term ability to prevent erosion of its pre-emption 
barrier and, thus, maintain its competitive position.  
 
Overall System Success 
To confirm the amount of variance in overall systems success5 explained by the 
identified dimensions, namely, quality, continued usage support, business value, and 
sustainability of competitive position, we undertook a regression analysis using 
Question 616 of the survey instrument as the dependent variable (see, Appendix B). 
The regression analysis indicates that quality (t (1, 149) = 2.277, p = 0.012), 
continued usage support (t (1, 149) = 1.707, p = 0.045), and sustainability of 
competitive position (t (1, 149) = 13.654, p < 0.001) were all significant predictors of 
overall system success (see Table 9). Adjusted R-squared was 0.56, indicating that 
56 per cent of the variability in overall system success was accounted for by the four 
factors. 
 
This result is consistent with DeLone and McLean’s (2004) proposition that “net 
benefits” is the most important success measure as it captures the balance of both 
the positive and negative impacts of e-commerce on stakeholders. DeLone and 
McLean (2004) assert that net benefits should be determined by the context and 
objectives of the specific e-commerce investment. 
 
                                                 
5Six outliers were removed during the regression analysis as their number of years of experience or the length of 
system life was greater than 3 standard deviations from the mean. 
 
6 “Overall, the performance of the system is excellent” 
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Table 9 Amount of Overall Systems Success Variance Explained by the Four 
Identified Dimensions 
Source R
2 Df Mean Square F Value Pr > F 
Model 
Error 
Quality* 
Continued usage support 
0.560 4 
149 
    1 
1 
17.431 
0.368 
 
 
47.423 
 
   2.277 
1.707 
0.0001 
 
   0.012 
  0.045 
Business value   1  0.459 0.324 
Sustainability of competitive position  1  13.654 0.001 
* For the individual variables a t-value is reported with a 1 tailed probability  
 
This study uses the term business value, which assesses the impacts of the system 
that are valuable only from the organisation’s perspective in the short-term. 
Interestingly, the business value of logistic systems, while a factor, is not significantly 
related to system success. This analysis reinforces the argument for the need to 
consider measures that complement the Supply-Chain Operations Reference 
(SCOR) model and/or the Logistics Scoreboard to evaluate TSS. These evaluative 
methods are process-based and focus on operational or short-term accomplishments 
rather than strategic elements. Thus, they may not always reflect actual business 
value. Businesses cannot afford to focus only on operational short-term value issues 
as one of the most important factors for system success is encapsulated in the 
measures required for sustained competitive advantage. That is, process 
improvement and cost control are largely short-term business strategies. 
Organisations, increasingly, need to ensure that they and their systems have the 
ability to rapidly adapt to change and thus realise opportunities as they arise. Recall 
Table 2, which indicated that 18 per cent of respondents were operating in the top 
management level. Typically, top management is the realm of strategic positioning. 
This situation may, in part, explain the lack of emphasis on the short-term business 
value factor in our results. 
 
Post Hoc Analysis Tracking Systems and User Levels 
Our initial factor analysis (see Table 8) provided encouraging results, indicating a 
loading of variables into distinct components representing quality, continued usage 
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support, business value, and sustainability of competitive position. This analysis was 
undertaken on the whole sample. However, it raises the question “do the various 
levels of management view systems success from different perspectives?” To 
address this question we conducted further factor analyses reflecting the different 
management levels surveyed, namely upper level management (combined senior 
and middle managers) versus supervisors.   
 
Upper Level Management 
Factor analysis of the data from upper level management suggests the formation of 
four distinct factors that explain 64.632 per cent of the total variance (see Table 10, 
Panel A). These four factors are identical to those reflected by the group as a whole. 
 
Echoing the similarity of factors with the overall group, Table 10, Panel C shows that, 
for the upper level management group, the Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy significantly exceeds the standard threshold of 0.6 (Tabachnick & Fidell, 
2007). The result of Bartlett’s test of sphericity is, likewise, significant. 
Table 10 First-order Factors for Upper Level Management 
Panel A Eigenvalues and variance explained of first-order factors 
Component 
  
Extraction Sums of Squared Loadings 
Eigenvalues % of Variance Cumulative % 
1 Quality 4.517 22.584 22.584 
2 Continued usage support 3.437 17.184 39.767 
3 Business Value 2.850 14.249 54.016 
4 Sustainability 2.123 10.617 64.632 
Panel B Final first-order factor solution 
Variable Component 
 Quality Continued 
usage support 
Business 
Value 
Sustainability of  
Competitive Position 
system quality (ease of 
use) .785 
   
system quality (system 
reliability) .439 
   
system quality 
(responsiveness) .772 
   
Information quality 
(understandability) .861 
   
Information quality 
(content) .797 
   
Information quality 
(timeliness) .823 
   
service quality 
(tangibility)   .796 
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service quality (service 
reliability)  .738 
  
service quality (service 
assurance)  .833 
  
use (utilisation)  .643   
use (effective use)  .712   
trust (situational 
normality)  .793 
  
trust (structural 
assurance)   
 .846  
business value (financial 
performance)  
 .818  
business value 
(communication 
efficiency)  
 
 
.695 
 
business value (decision 
performance)  
 .844  
future readiness 
(switching costs)   
 .800  
future readiness 
(dynamic capabilities)   
  .900 
future readiness 
(preemptiveness)  
  .864 
future readiness 
(relations)  
  .899 
Panel C Measures of Fit  
Kaiser-Meyer-Olkin Measure of Sampling Adequacy .783 
Bartlett’s Test of Sphericity Approx. 
Chi-
Square 
915.747 
  Df 190 
  Sig. .000 
 
Supervisory Level Management 
Factor analysis of the data at the supervisory management level suggests the 
formation of five distinct factors that explain 73 per cent of the total variance (Table 
11, Panel A). Three of these four factors (quality; business value; and sustainability 
of competitive position) are identical to those reflected by the group as a whole. 
While the factor, continued usage support, previously identified in the upper 
management levels, it splits into two components, the first being service quality and 
the second being use and situational normality. This finding is not unexpected as 
supervisory managers are engaged with the system on a daily basis and use it at an 
operational level.  
Table 11 First-order Factors for Supervisors 
Panel A Eigenvalues and variance explained of first-order factors 
Component 
  
Extraction Sums of Squared Loadings 
Eigenvalues % of Variance Cumulative % 
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1 Quality 4.178 20.890 20.890 
2 Business Value 3.849 19.245 40.135 
3 Service Quality 3.364 16.818 56.953 
4 Sustainability of Competitive 
Position 
2.190 10.948 67.901 
5 Use 1.093 5.464 73.366 
Panel B Final first-order factor solution 
Variable                                                     Component 
 
Quality Business Value 
Service 
Quality 
Sustainability 
of 
Competitive 
Position 
Use 
system quality (ease of use) .758     
system quality (system reliability) .529     
system quality (responsiveness) .879     
information quality (understandability) .834     
information quality (content) .887     
information quality (timeliness) .902     
service quality (tangibility   .668   
service quality (service reliability)   .885   
service quality (service assurance)   .905   
use (utilisation)     .757 
use (effective use)      .824 
trust (situational normality)     .578 
trust (structural assurance)  .874    
business value (financial performance)  .735    
business value (communication 
efficiency) 
 .812    
business value (decision performance)  .914    
future readiness (switching costs)  .914    
future readiness (dynamic capabilities)    .854  
future readiness (preemptiveness)    .888  
future readiness (relations)    .829  
Panel C Measures of Fit 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy .739 
Bartlett’s Test of Sphericity Approx. Chi-Square 789.857 
  Df 190 
  Sig. .000 
 
Supervisory level managers’ perception that being able to use the system effectively 
to support normal operations is viewed as a critical success factor appears to be 
quite plausible. Table 11, Panel C shows that, for the supervisory level group, the 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy significantly exceeds the 
standard threshold of 0.6 (Tabachnick & Fidell, 2007). The result of Bartlett’s test of 
sphericity is also significant. 
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Conclusions, Implications, and Future Research 
Managers have long looked at the impacts of business value delivered by tracking 
systems as representing successful implementations. In the tracking systems 
context, business value comprises short-term traditional benefits such as decision 
performance, financial performance, communication efficiency, and ease of use. 
Business value also considers longer-term attributes such as switching costs, 
relations, situational normality, and dynamic capabilities. Although this study confirms 
the importance of business value as a measure of system success, it is not a 
predictor of success. Astute managers, particularly at the middle and senior levels, 
focus more on quality, continued usage support, and sustainability of competitive 
position to obtain the most complete picture of success.  
 
Managers or potential system investors can refer to the four factors in making 
decisions concerning their investment in new systems. Hence, the new system 
should be evaluated relative to the potential business value it can deliver. However, 
the systems’ operational aspects, the structure and support for the system, and 
whether the system is capable of effective and normal use should be emphasised. 
 
This study helps contribute to the ongoing development of information systems from 
both theoretical and practical perspectives. First, from a theoretical perspective, this 
study extends the DeLone and McLean success model and was empirically tested in 
the context of tracking systems in the logistics and supply chain industry. This 
involved identifying, validating, and explaining the critical variables of quality, 
continued usage support, business value, and sustainability. The study’s metrics 
offer opportunities for researchers to use them to test different information systems 
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and at various levels of management. Thus, a suite of metrics could be developed by 
future researchers that better reflect a particular information system of interest.  
Second, we provide e-Logistics managers with a validated instrument with which they 
can measure the success of their tracking system solution. From a practical 
perspective and confirmed by empirical testing, to use their tracking systems 
successfully, logistics managers should generally focus on the quality, continued 
usage support, and sustainability of their provider/vendor solution. In contrast to 
upper level managers, for operational managers the sub-components of continued 
usage support — service quality, and use and situation normality — need to be 
highlighted. The recognition that one-size-fits-all measures of success are likely to 
overlook key requirements of significant systems users is an important development. 
The recognition that different levels of management have different, but equally valid, 
requirements of their systems can lead to more rigorous assessments of the success 
of both current and planned systems. Ceteris paribus, better assessments of systems 
should lead to better decision making relative to current and planned information 
systems.  
 
The usual limitations associated with survey-based research apply. However, they 
are minimised by our use of stringent screening criteria to ensure the participants in 
this study were drawn from appropriate management types and levels. In addition, 
the regression undertaken to confirm the amount of variance in overall systems 
success explained by quality, continued usage support, business value, and 
sustainability of competitive position, used only one measurement item for the 
dependent variable. Consequently, caution should be exercised in assessing the 
reliability of the measurement of the dependent variable in the regression analysis. 
 
The results of the study suggest a number of opportunities for future research of 
which four are considered here. First, the research could be replicated focusing 
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further on the content or characteristics of each success factor. Second, despite the 
departure from the proposed model, the results suggest that the strategic attributes 
of the system are also an important factor when assessing system success. Future 
research could examine this factor in more detail using a larger proportion of higher 
level managers who are more focused on strategic decisions. Third, the applicability 
of the model to the success of more general IS and e-commerce systems success 
should be examined. Fourth, investigation of the causal relationships among success 
factors would be crucial to understand the interactions between factors and their 
effects on SS.  
 
The authors wish to acknowledge Mr. Nandian Syarief for his contribution to the initial 
data collection phase of this paper. 
 
30 
References 
Abdi, H. (2003). Factor rotations. In Encyclopedia for research methods for the social 
sciences. (M. Lewis-Beck, A. Bryman, T. Futing Eds), pp 978-982, Sage, Thousand 
Oaks, California. 
Atkinson, W. (2004) Tagged the Risks and Rewards of RFID Technology. Risk Management 
Magazine, July: 12-19. 
Ballou, D., Madnick, S. and Wang, R. (2003) Assuring Information Quality. Journal of 
Management Information Systems, 20 (3), pp. 9-11. 
Barney, J. (1991) Firm Resources and Sustained Competitive Advantage. Journal of 
Management, 17(1), pp. 99-120. 
Bharati, P. and Berg, D. (2003) Managing information systems for service quality: A Study 
from the other side. Information Technology & People, 16(2), pp. 183-202. 
Boyson, S., Harrington, L. and Corsi, T. (2004) In real time: managing the new supply chain. 
Praeger, Westport, Conn. 
Bulgurcu, B., H. Cavusoglu, and I. Benbasat. (2010) Effect of online social networking on 
employee productivity. MIS Quarterly 34 (3), pp. 523–548. 
Chin W. and Newsted, P. (1995) The Importance of Specification in Causal Modeling: The 
Case of End-user Computing Satisfaction. Information Systems Research, 6(1), pp. 
73-81. 
Chow, W. (2004) An exploratory study of the success factors for extranet adoption in E-
supply chain. Journal of Global Information Management, 12(1), pp. 60-67. 
Coyle J., Langley, C., Gibson, B., Novack, R. and Bardi, E. (2009) Supply Chain 
Management : A Logistics Perspective (8th. Edition). South-Western Cengage 
Learning, Mason, Ohio. 
D'Ambra, J. and Rice, R. (2001) Emerging factors in user evaluation of the World Wide Web. 
Information & Management, 38(6), pp. 373-384. 
DeLone W. and McLean E. (1992) Information Systems Success: The Quest for the 
Dependent Variable. Information Systems Research, 3(1), pp. 60-95. 
DeLone W. and McLean E. (2003) The DeLone and McLean model of information systems 
success: A ten-year update. Journal of Management Information Systems, 19(4), pp. 
9-30. 
DeLone W. and McLean E. (2004) Measuring e-Commerce Success: Applying the DeLone & 
McLean Information Systems Success Model. International Journal of Electronic 
Commerce, 9(1), pp. 31-47. 
 
Dierickx, I. and Cool, K. (1989) Asset stock accumulation and sustainability of competitive 
advantage. Management Science, 35(12), pp. 1504-1513. 
 
31 
Doll W., Deng, X., Raghunathan, T., Torkzadeh, G. and Xia, W. (2004) The Meaning and 
Measurement of User Satisfaction: A Multigroup Invariance Analysis of the End-User 
Computing Satisfaction Instrument. Journal of Management Information Systems, 
21(1), pp. 227-262. 
Doll W. and Torkzedah, G. (1988) The measurement of end user computing satisfaction. 
MIS Quarterly, 12(2), pp. 259-274. 
Doll W. and Torkzedah, G. (1989) A Discrepancy Model of End-user Computing 
Involvement. Management Science, 35(10), pp. 1151-1171. 
Essex P. and Magal S. (1998) Determinants of Information Center Success. Journal of 
Management Information Systems, 15(2), pp. 95-117. 
Estampe, D., Lamouri, S., Paris, J-L. and Brahim-Djelloul, S. (2010) A framework for 
analysing supply chain performance evaluation models. International Journal of 
Production Economics, in press. 
Etezadi-Amoli, J. and Farhoomand, A. (1996) A structural model of end user computing 
satisfaction and user performance. Information & Management, 30(2), pp. 65-73. 
Fernie, J. and Sparks, L. (2004) Logistics and retail management: insights into current 
practice and trends from leading experts. Kogan Page, London. 
Gable, G., Sedera, D. and Chan, T. (2003) Enterprise Systems Success: a measurement 
model. In Proceedings of the Twenty-Fourth International Conference on Information 
Systems (March ST, Massey A, and DeGross JI, Eds), pp. 576-591, ACM 
Publications, Baltimore, Maryland. 
Gelderman M. (1998) The Relation Between User Satisfaction, Usage of Information 
Systems, and Performance. Information & Management, 34(1), pp. 11-18. 
Goodhue, D. and Thompson, R. (1995) Task-technology fit and individual performance. MIS 
Quarterly, 19(2), pp. 213-236. 
Hair J, Anderson R, Tatham R. & Black W. (1998) Multivariate Data Analysis, (5th. Edition). 
Prentice Hall, New Jersey.  
Hendrickson A. and Glorfeld K. (1994) On the Repeated Test-Retest Reliability of the End-
user Computing Satisfaction Instrument. Decision Sciences, 25(4), pp. 655-667. 
Hill C., Jones, G., and Galvin, P. (2004) Strategic Management: An Integrated Approach. 
John Wiley, Milton, QLD. 
Hung, S-Y., Chang, S-I., Yen, D., Kang, T-C., and Kuo, C-P. (2011) Successful 
implementation of collaborative product commerce: An organizational fit perspective. 
Decision Support Systems, 50(2), pp. 501-510.  
Ifinedo, P. (2006) Extending The Gable Et Al. Enterprise Systems Success Measurement 
Model: A Preliminary Study, Journal of Information Technology Management (JITM), 
17, (1), pp. 14 - 33. 
Jolliffe, I. (1986) Principal Component Analysis. Springer-Verlag, New York. 
32 
Kaye, B. K., and T. J. Johnson. (1999) Research methodology: Taming the cyber frontier. 
Social Science Computer Review (17), pp. 323–337. 
Kivijarvi, H. and Saarinen, T. (1995) Investment in information systems and financial 
performance of the firm. Information & Management, 28, pp. 143-163. 
Lederer, A., Mirchandani, D. and Sims, K. (2001) The Search for Strategic Advantage from 
the World Wide Web. International Journal of Electronic Commerce, 5(4), pp. 117-
134. 
Lee, C-S. (2001) An analytical framework for evaluating e-commerce business models and 
strategies. Internet Research, 11(4), pp. 349-359. 
Lee, S., B. Shin, and H. G. Lee. (2009) Understanding post-adoption usage of mobile data 
services: The role of supplier-side variables. Journal of the Association for 
Information Systems 10 (12), pp. 860–888. 
Lee, Y and Kozar, K. (2006) Investigating the effect of website quality on e-business 
success: An analytic hierarchy process (AHP) approach. Decision Support Systems, 
42(3), pp. 1383-1401. 
Lee, Y-L., Hwang, S-L. and Wang, E. (2006) An integrated framework for continuous 
improvement on user satisfaction of information systems. Industrial Management & 
Data Systems, 106(4), pp. 581-595. 
Liu, C. and Arnett, K. (2000) Exploring the factors associated with Web site success in the 
context of electronic commerce. Information & Management, 38(1), pp. 23-33. 
Mata, F., Fuerst, W. and Barney, J. (1995) Information technology and sustained competitive 
advantage: A resource-based analysis. MIS Quarterly, 19(4), pp. 487-505. 
Martinsons, M., Davison, R. and Tse, D. (1999) The balanced scorecard: A foundation for 
the strategic management of information systems. Decision Support Systems, 25(1), 
pp. 71-88. 
McHaney R. and Hightower R. (1999) EUCS Test-retest Reliability in Representational 
Model Decision Support Systems. Information & Management, 36(2), pp. 109-119. 
McHaney R., Hightower R. and Pearson J. (2002) A Validation of the End-user Computing 
Satisfaction Instrument in Taiwan. Information & Management, 36(6), pp. 26-37. 
McKnight, D. and Chervany, N. (2001) What Trust Means in E-Commerce Customer 
Relationships: An Interdisciplinary Conceptual Typology. International Journal of 
Electronic Commerce, 6(2), pp. 35-59. 
McKnight, D., Choudhury, V. and Kacmar, C. (2002) Developing and validating trust 
measures for e-commerce: An integrative typology. Information Systems Research, 
13(3), pp. 334-359. 
McMillan, I. (1983) Preemptive Strategies, Journal of Business Strategy, 4(2), pp. 16. 
Mirani, R. and Lederer, A. (1998) An instrument for assessing the organizational benefits of 
IS projects. Decision Sciences, 29(4), pp. 803-838. 
33 
Molla, A. & Licker, P. (2001) E-commerce systems success: An attempt to extend and 
respecify the DeLone and MacLean model of IS success. Journal of Electronic 
Commerce Research, 2(4), pp. 131-141. 
Palmer, J. (2002) Web site usability, design, and performance metrics. Information Systems 
Research, 13(2), pp. 151-167. 
Palvia, P. (2009) The role of trust in e-commerce relational exchange: A unified model. 
Information and Management, 46(4), pp. 213-220. 
Paulraj, A. and Chen, I. (2007) Strategic Buyer-Supplier Relationships, Information 
Technology and External Logistics Integration. Journal of Supply Chain 
Management, 43(2), pp. 2-14. 
Petter, S. and McLean, E. (2009) A Meta-Analytic Assessment of the DeLone and McLean 
IS Success Model: An Examination of IS Success at the Individual Level. Information 
& Management, 46(3), pp. 159-166. 
Piccoli, G. and Ives, B. (2005) IT-Dependent Strategic Initiatives and Sustained Competitive 
Advantage: A Review and Synthesis of the Literature. MIS Quarterly 29(4), pp. 747-
776. 
Pitt, L., Watson, R. and Kavan, C. (1995) Service quality: A measure of information systems 
effectiveness. MIS Quarterly, 19(2), pp. 173-187.  
Pitt, L., Watson, R. and Kavan, C. (1997) Measuring information systems service quality: 
Concerns for a complete canvas. MIS Quarterly 21(2), pp. 209-221. 
Poirier, C. and Bauer, M. (2001) E-supply chain : using the Internet to revolutionize your 
business : how market leaders focus their entire organization on driving value to 
customers. Berrett-Koehler, San Francisco. 
Porter, M. (1985) Competitive Advantage. Free Press, New York. 
Rai, A., Lang, S. and Welker, R. (2002) Assessing the validity of IS success models: An 
empirical test and theoretical analysis. Information Systems Research, 13(1), pp. 50-
69. 
Reddy, R. and Reddy, S. (2001) Supply chains to virtual integration. McGraw-Hill, New York. 
Roh, J., Kunnathur, A. and Tarafdar, M. (2009) Classification of RFID Adoption: An Expected 
Benefits Approach. Information & Management, 46(6), pp. 357-363. 
Saarinen, T. (1996) An expanded instrument for evaluating information system success. 
Information & Management, 31(2), pp. 103-118. 
SCC (2010) Supply-Chain Operations Reference-model http://www.supply-chain.org 
[Accessed 8 November 12]. 
Seddon, P. (1997) A respecification and extension of the DeLone and McLean model of IS 
success. Information Systems Research, 8(3), pp. 240-253. 
Sellitto, C., Burgess, S. and Hawking, P. (2007) Information quality attributes associated with 
RFID-derived benefits in the retail supply chain. International Journal of Retail & 
Distribution Management, 35(1), pp. 69-87. 
34 
Sethi, V. and King, W. (1994) Development of measures to assess the extent to which an 
information technology application provides competitive advantage. Management 
Science, 40(12), pp. 1601-1627. 
Staples, D. and Seddon, P. (2004) Testing the Technology-to-Performance Chain Model. 
Journal of Organizational and End User Computing, 16(4), pp. 17-36. 
Sum, C-C., Teo, C-B. and Ng, K-K. (2001) Strategic Logistics Management in Singapore. 
International Journal of Operations and Production Management, 21(9). Pp. 1239-
1260. 
Swink, M (1995) The influences of user characteristics on performance in a logistics DSS 
application. Decision Sciences, 26(4), 503-530. 
Tabachnick, B. and Fidell, L. (2007) Using Multivariate Statistics 5th. Edn. Allyn and Bacon, 
Boston.  
Teece, D., Pisano, G. and Shuen, A. (1997) Dynamic capabilities and strategic 
management. Strategic Management Journal, 18(7), pp. 509-533. 
Teo, T. and Choo, W. (2001) Assessing the impact of using the Internet for competitive 
intelligence. Information & Management 39(1), pp. 67-83. 
Teo, T. and Wong, P. (1998) An empirical study of the performance impact of 
computerization in the retail industry. Omega 26(5), pp. 611-621. 
Torkzadeh, G. and Doll, W. (1999) The development of a tool for measuring the perceived 
impact of information technology on work. Omega 27(3), pp. 327-339. 
Trochim, W. (2006) Measurement Validity Types.  
http://www.socialresearchmethods.net/kb/measval.htm [Accessed 15 Feb 12]   
Turban, E. and Gehrke, D. (2000) Determinants of e-commerce website. Human Systems 
Management, 19(2), pp. 111-120. 
Wang, Y-S. (2008)Assessing e-commerce systems success: a respecification and validation 
of the DeLone and McLean model of IS success. Information Systems Journal 18, 
pp. 529-557. 
Waters, D. (ed). (1999) Global logistics and distribution planning: strategies for management 
3rd edn. Kogan Page, London. 
Wetzels, M., G. Odekerken-Schroder, and C. van Oppen. (2009) Using PLS path modeling 
for assessing hierarchical construct models: Guidelines and empirical illustration. MIS 
Quarterly 33 (1), pp. 177–195. 
Whitten, D., Chakrabarty, S., and Wakefield, R. (2010) The strategic choice to continue 
outsourcing, switch vendors, or backsource: Do switching costs matter? Information 
& Management, 47(3), pp. 167-175. 
Wilding, R. and Humphries, A.S. (2006) Understanding collaborative supply chain 
relationships through the application of the Williamson organisational failure 
framework, International Journal of Physical Distribution &Logistics Management, 36 
(4), pp. 309-29. 
35 
Winter, S. (2003) Understanding dynamic capabilities. Strategic Management Journal, 
24(10), pp. 991-995.  
Zhao, X., Xie, J. and Zhang, W.J. (2002), The impact of information sharing and ordering co-
ordination on supply chain performance, Supply Chain Management, 7 (1), pp. 24-
40. 
Zhu, K. (2004) The Complementarity of Information Technology Infrastructure and E-
Commerce Capability: A Resource-Based Assessment of Their Business Value. 
Journal of Management Information Systems, 21(1), pp. 167-202. 
Zhu. K. and Kraemer, K. (2002) E-commerce metrics for Net-enhanced organizations: 
Assessing the value e-commerce to firm performance in the manufacturing sector. 
Information Systems Research, 13(3), pp. 275-295. 
36 
APPENDIX 1: Descriptions of the Original Model Constructs 
Systems Success 
In our proposed model of Systems Success (SS) (see Figure1) the seven arrows 
leading from SS to the seven first-order constructs theoretically indicate that SS, as 
an abstract concept, is comprised of the seven latent constructs. SS, therefore, is 
completely latent, unobservable, and not measurable. Given the high-level, abstract 
nature of “success”, its evaluation is usually characterised by its difficulty. Each arrow 
in Figure 1 represents a structural weight or coefficient that indicates the centrality or 
importance of each first-order construct (system quality, information quality, service 
quality, use, institutional trust, business value, and future readiness) to overall 
systems success (Doll et al., 2004; Hair et al., 1998). 
 
System Quality 
See questions #11thru #16 (Page 3 of 6) in Appendix 2  
 
The most widely-used success measure for the last two decades, system quality, 
embodies the technical success of a system. DeLone and McLean (1992) list 17 
possible quality measures, of differing importance, to measure an e-commerce 
system’s quality. For example, for e-commerce systems in which the system use is 
volitional and transactions are conducted over public networks, measures such as 
privacy, security, and ease of navigation may have significance (DeLone & McLean, 
2004). Applying DeLone & McLean’s (1992) and Goodhue & Thompson’s (1995) 
system quality characteristics to e-commerce systems, system quality would likely 
include desirable characteristics such as usability, reliability, and responsiveness 
(Staples & Seddon, 2004). Usability reflects ease of learning and use, convenience 
of access, flexibility, and functionality of an e-commerce system. Learning and use, 
convenience of access, flexibility, and functionality considers the availability of the 
system over time as well as its ability to endure high workloads. Responsiveness 
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measures the system’s speed, both in terms of download/upload time and response 
time. 
 
Information Quality 
See questions #17 thru #25 (Pages 3 and 4 of 6) in Appendix 2  
Of the 23 possible measures of information quality proposed by DeLone and McLean 
(1992), understandability, content, and timeliness are widely used, and generally 
accepted measures of information quality (Ballou et al., 2003). Those same attributes 
remain valid for e-commerce systems (Sellitto et al., 2007). Understandability is the 
extent to which information from the system can be understood by users (Goodhue & 
Thompson, 1995). Content is a wide-ranging measure, spanning accuracy, data 
quality, currency, right data, right level of detail, and relevance (Goodhue & 
Thompson, 1995; ISWorld Net, 2004; Saarinen, 1996). Timeliness is an important 
measure affecting the currency or relevance of information, e.g., up-to-date 
information may lose its relevance if it does not reach the user in time. 
 
Service Quality 
See questions #26 thru #31 (Page 4 of 6) in Appendix 2  
Systems’ vendors are expected to provide high-quality, well supported products. Five 
dimensions of IS service quality have been proposed in the IS literature. These 
dimensions are (1) tangibility of the service providers (tangibility), (2) their reliability to 
perform the promised service dependably and accurately (reliability), (3) their 
willingness to help users and provide prompt service (responsiveness), (4) their 
knowledge and courtesy (assurance), and (5) individualised attention to users 
(empathy) (Pitt et al., 1995; Pitt et al., 1997; Bharati & Berg, 2003).  
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Use 
See questions #32 thru #35 (Page 4 of 6) in Appendix 2  
 
The Technology-to-Performance Chain theory (Goodhue & Thompson, 1995) implies 
system use is an antecedent of performance impact. In contrast to the DeLone & 
McLean (2003) model, however, the inclusion of use in our systems success model 
does not suffer from causality problems because the relationships among our 
constructs are less restrictive. The variability in the quality and intensity of system 
use would provide information for management when evaluating whether the system 
implementation is successful. Utilisation is the behaviour of employing the technology 
in completing tasks (Goodhue & Thompson, 1995) and refers to how often 
management decide to use the system relative to the number of available tasks. 
 
Besides being utilised, the system must be used effectively (Lee et al., 2006). 
Torkzadeh and Doll (1999) identify three different types of IS utilisation (use for 
decision support, customer service, and work integration) based on different 
organisational tasks. Work integration is the focal task for systems. Work integration 
can be horizontal or vertical. Typically, the effectiveness of systems’ use is evaluated 
against horizontal integration, i.e., coordination of work across workgroups, functions, 
and value chains.  
 
Institutional Trust 
See questions #36 thru #41 (Pages 4 and 5 of 6) in Appendix 2  
Institution-based trust (institutional trust) underscores the users’ belief that the legal, 
regulatory, business, and technical environments supporting the system are in place 
(McKnight & Chervany, 2001). Institutional trust comprises two types of assessment: 
structural assurance, that is, the adequacy of protective structures that contribute to 
situational success, and situational normality, that is, the likelihood that the situation 
39 
is normal or favourable or conducive to situational success (McKnight & Chervany, 
2001; McKnight et al., 2002). In the systems context, structural assurance addresses 
issues such as legal protections (McKnight et al., 2002 ) for sharing sensitive 
information with partners, the proliferation of industry standards, the regulation of, 
and the diffusion, of technologies within industries (Fernie & Sparks, 2004). 
Situational normality addresses issues such as guarantees that system 
implementation would not result in unexpected changes to inventory losses, working 
conditions, and trading partners’ behaviour (McKnight & Chervany, 2001; McKnight 
et al., 2002).  
 
Business Value 
See questions #42 thru #48 (Page 5 of 6) in Appendix 2  
Business value measures the impact of systems on the organisation. Kivijarvi and 
Saarinen (1995) identified different potential impacts of IS on organisations. These 
organisational impacts were decision making and control process, internal and inter-
organisational communication, profitability, improved work processes, and usage 
relative to the organisation’s goals. The adaptation of this classification of impacts to 
measuring SS yields three important business values: financial performance, 
communication efficiency, and decision performance. 
 
Future Readiness 
See questions #49 thru #60 (Pages 5 and 6 of 6) in Appendix 2  
 
Inspired by Martinsons et al. (1999), future readiness is included in the SS model to 
account for strategic attributes and their contribution to systems success. Future 
readiness is not a measure of system impact but rather the system traits necessary 
to achieve sustainability of business value, i.e., recurring or continual achievement of 
the dimensions within the business value construct as opposed to competitive 
position which reflects of an organisation’s competitive position in the industry. The 
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conceptualisation of future readiness in the SS model is more comprehensive than 
that in Martinsons et al. (1999) as it spans switching costs, dynamic capabilities, 
preemptiveness, and relations. 
 
Switching costs measures the inconvenience of switching suppliers and customers 
(Lee, 2001). An organisation that invests in a particular type of system may find itself 
‘captured’ by its switching costs.  
 
Dynamic capabilities refer to the ability of an organisation to continually build, adapt, 
and reconfigure organisational competencies to achieve congruence with the 
changing business environment (Teece et al., 1997; Winter, 2003). Organisational 
competencies include both technical skills (the know-how needed to adjust and 
operate the system for logistics tracking purposes) and managerial skills 
(management’s ability to conceive of, develop, and exploit the system to support and 
enhance logistics) (Mata et al., 1995).  
 
Preemptiveness characterises early and successful implementation of a system 
application (Sethi & King, 1994). When the use of the system becomes more 
widespread, the organisation may continue to enjoy higher business value by 
exploiting its knowledge of, and experience with, the system (Hill et al., 2004). 
 
Relations emphasises intangible investments made by the organisation with trading 
partners (e.g., suppliers and business customers) by providing them with better 
products and services, information sharing, and online communities. These 
investments ensure the sustainability of business value by enhancing partners’ 
perception of the organisational image (Mirani & Lederer, 1998) and discovering new 
business value resulting from information sharing and collaborations (Zhu, 2004). 
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APPENDIX 2: Web-based questionnaire 
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