It is important for the development of hearing aids and other audio devices to estimate the frequency selectivity and compression of the auditory filter accurately. Previously, we reported a technique for estimating the compression of the auditory filter that combined data from a simultaneous notched-noise experiment and a temporal masking curve (TMC) experiment. Unfortunately, the TMC data derived for individual listeners in forward masking is not stable; the cue to the presence of the signal is not entirely clear in forward masking. In this paper, we report attempts to make the traditional simultaneous notched-noise technique more sensitive to the effects of cochlear compression by varying the relative levels of the noise bands. Asymmetric-level maskers (ALMs) make it possible to estimate the filter shape and compression of the auditory filter simultaneously and reliably; the slope of the input-output function is substantially lower than with symmetric-level maskers. We also describe a procedure for incorporating a sensitivity analysis into the filter-fitting process to determine the minimum number of notchednoise conditions required to produce reliable estimates of selectivity and compression, in hopes of being able to employ the technique with hearing impaired listeners.
INTRODUCTION
Audio devices associated with human hearing require accurate estimates of the frequency selectivity and compression of the peripheral auditory system. Frequency selectivity has traditionally been measured with notchednoise maskers (Patterson and Nimmo-Smith, 1980; Moore, 2012) . Compression was measured separately using forward masking and growth of masking curves (GMCs) (Oxenham and Plack, 1997) or temporal masking curves (TMCs) (Nelson et al., 2001) . Recently, we reported a technique for estimating auditory filter compression with a combination of simultaneous notched-noise data and a TMC (Irino et al., 2010) . Unfortunately, the TMC data were excessively variable because the listeners had difficulty hearing a brief, faint probe tone closely following a loud masker. This stands in contrast to the stable threshold data obtained with the notched-noise method; for example, Moore and Glasberg (1981) emphasize that it provides thresholds with standard deviations of 2 dB or less.
Compression can also be measured with simultaneous, notched-noise masking although the accuracy may be slightly reduced due to nonlinear effects like two-tone suppression. The simultaneous technique has the advantage of measuring level-dependent filter shapes simultaneously with the associated compression (Baker and Rosen, 2002; Patterson et al., 2003) , which avoids the problems associated with combining data from different experiments. Moreover, simultaneous masking is immediately relevant to everyday listening in reverberant and noisy environments, whereas forward masking is rare in the natural world.
Recently, we showed that sensitivity to compression in the notched-noise experiment is increased if the experiment includes maskers where the noise bands that form the notch have different levels (Irino et al., 2012) . Although the increased sensitivity led to a better estimate of compression, it required a 20% increase in the number of threshold conditions, which makes the experiment too long for use with elderly or hearing-impaired subjects who might well be infirm. This paper describes a refinement of the asymmetric-level experiment that incorporates a sensitivity analysis into the filter-fitting process to determine the minimum number of threshold measurements required to produce reliable estimates of selectivity and compression.
ESTIMATION OF COMPRESSION USING ASYMMETRIC-LEVEL MASKING
Traditionally, level-dependent frequency selectivity was measured with simultaneous notched-noise maskers in which the levels of the lower and upper bands were the same, as shown in the left-hand panel of Fig. 1 . But when Oxenham and Plack (1997) demonstrated used forward masking to estimate compression with GOMs, the onfrequency and off-frequency maskers had different levels. Similarly, Nelson et al. (2001) used asymmetric-level maskers to estimate compression using TMCs. These experiments led us to suspect that compression could be measured in simultaneous notched-noise experiments along with frequency selectivity provided the levels of the masker bands were varied in regions where the auditory filter has varying degrees of compression. Accordingly, we introduced asymmetric-level masking (ALM) with conditions like those in the right-hand panel of Fig. 1 . The filter fitting procedure of Patterson et al. (2003) is applicable to ALM with a small modification. The level-dependency is a function of the output level of the passive GammaChirp (pGC) filter, !"# . The value can, however, be calculated for any notched-noise masker, as illustrated in Eq. A2 of Appendix A. This is an important difference from the conventional fitting procedure where there is a specified input SPL (Moore, 2012) . 
The ALM Experiment
Experiments were performed to evaluate the effectiveness of ALM. The signal, a 2.0-kHz tone, was masked by either a symmetric-level masker (SLM) or an asymmetric-level masker (ALM). The SLM part of the experiment is essentially the same as in the standard method (Moore and Glasberg, 1981) . The noise level was 30, 40, or 50 dB SPL, and there were 14 different notch configurations (42 conditions in total). The width of the noise bands was 0.4 times the signal frequency and the additional shift of the lower and upper bands was 0.2 times the signal frequency. In the ALM part of the experiment, there were 9 additional conditions as illustrated in Fig. 1 . The upper noise band was fixed with its lower boundary at 0.2 above the probe frequency, and the noise level was 30 dB SPL. The upper boundary of the lower band was located at 0.1, 0.2, or 0.3 below the tone frequency, and the noise level was 30, 40, or 50 dB SPL. Threshold in each condition was measured twice. The procedure was basically the same as in the standard notched noise experiment. Six young NH listeners participated in the experiment after giving informed consent. For each listener, thresholds that differed by 2 dB or less were used to estimate frequency selectivity and compression as suggested by Moore and Glasberg (1981) . The set of thresholds was fitted with the cGC using the procedure described in Patterson et al. (2003) . Good fits were obtained for five listeners; the fitting procedure did not converge for one listener where the available data were considerably reduced by the 2-dB criterion.
Results
The results for one listener are presented in Figure 2 : those in the left-hand panel are based solely on the SLM conditions; those in the right-hand panel are based both on the SLM and ALM conditions. Both sections present (a) auditory filter shapes, (b) IO functions, and (c) bandwidth functions. The slope of the IO function is 0.63 dB/dB for SLM alone and 0.39 dB/dB for ALM+SLM. The filter shapes in panels (a) and the bandwidths in panels (c) change The average IO slopes for five listeners are presented in Figure 3 : SLM data alone (left) 0.53 ± 0.18 dB/dB; SLM+ALM data (middle) 0.40 ± 0.14 dB/dB; TMC results of Plack et al (2003) (right) 0.21 0.1 dB/dB. The IO slope for SLM alone (left) is significantly greater than that for TMC (right) using an ANOVA with multiple comparisons (p<0.01). Introducing the ALM data (middle) reduces the IO slope but there is still a significant difference between it and the TMC result (p<0.05). Note that the probe frequencies were different: 2 kHz for SLM alone and SLM+ALM and 4 kHz for TMC. Comparable TMC data for 2 kHz were not available. To make a proper comparison, it would be necessary to measure the IO slope using both methods at the same frequency within listeners. If there remains a difference between the IO slopes obtained with simultaneous and forward masking, it would be evidence for nonlinear effects in the cochlea like two-tone suppression, as Oxenham and Plack (1997) and others have pointed out. Even if a difference exists, it is not a problem since the aim is to estimate compression and filter shape simultaneously, and to evaluate the characteristics in the everyday listening conditions. The rms error between observed threshold and model threshold was 2.49 ± 0.69 dB for SLM alone and 2.57 ± 0.70 dB for SLM+ALM. The difference is only 0.08 dB on average even though the number of thresholds is about 20% greater when the ALM data is included. The results suggest that the inclusion of ALM conditions improves the estimation of compression near the center frequency and in the tail of the filter. The changes are due to the inclusion of the lower-band conditions where level changes without a change in frequency.
MINIMIZING THE NUMBER OF NOTCHED-NOISE CONDITIONS
The notched-noise experiment included 42 SLM conditions and 9 ALM conditions, for a total of 51 conditions. The experiment took about 7 hours per listener which is a considerable burden for some elderly listeners and some hearing-impaired listeners. Accordingly, we performed a sensitivity analysis on the individual conditions in the filter-fitting process to determine the minimum number of conditions required to produce reliable estimates of selectivity and compression. The sensitivity analysis consisted of two steps: estimating the sensitivity of individual thresholds to provide an ordered list for condition reduction (section 3.2), and evaluating the filter shapes and rms errors after each successive stage of condition reduction (section 3.3). 
Standard thresholds
The analysis was based on a "standard filter shape" (Patterson et al., 2003) derived from a database of 1250 notched-noise thresholds spanning a very wide range of probe frequencies and levels. It is described in Appendix A and illustrated in Figure A1 . It was fitted to the threshold data assuming that absolute threshold was 10 dB SPL. The resultant model thresholds for the 51 notched-noise conditions are shown in Fig. 4 and they are referred to as "standard thresholds" hereafter.
Order of threshold sensitivity
To evaluate the sensitivity of each condition, the standard threshold shown in Fig. 4 was perturbed by ±2, ±3, and ±4 dB, and the filter function was refitted to determine the increment in rms error caused by the perturbation. The process was performed for six perturbations because it is nonlinear. The total increment in rms error for the six conditions was used as the indicator of the sensitivity because when the value for a particular notched-noise condition is large, it has a large effect on the filter shape. The procedure was repeated for all 51 notched-noise conditions; the results are presented in descending order of sensitivity in Figure 5 . The average was 0.45 dB; the standard deviation was 0.02 dB; the minimum and maximum were 0.35 dB and 0.52 dB, respectively. 
Evaluation of reduced notched-noise conditions
The fact that variation of sensitivity is relatively small suggests that the experiment employs more conditions than necessary for reasonable estimation of filter-shape and compression. Accordingly, the number of conditions was progressively reduced and the effect on the rms error was monitored to estimate the minimum number of conditions required For comparison, the analysis was performed in both directions, reducing conditions as sensitivity goes from low-to-high and from high-to-low, as they are shown in Fig. 5 . For each reduction of one condition, the filter shape was estimated with the remainder of the thresholds. The standard thresholds shown in Fig.  4 were used for the initial fitting; they have a = 0 dB. Then Gaussian noise with a standard deviation of 1 or 2 dB was added to all of the thresholds to produce "noisy thresholds" with ＝1 dB or ＝2 dB. The noisy thresholds were performed 20 times with different noise seeds to simulate the variation of the listeners' responses in psychoacoustic experiments. So, there were a total of 41 (1+20+20) simulations per reduction of one condition. Figure 6 shows the rms error in filter-shape estimation as a function of the number of the residual thresholds down to twelve residual thresholds. With the standard thresholds ( = 0 dB), estimation error for the low-to-high progression was roughly constant at about 0.2 dB, and it was slightly higher than for the high-to-low progression. With the noisy thresholds, the average rms error was slightly less than the standard deviation of the added noise (i.e., ＝1 dB or ＝2 dB), and it decreased slightly as the number of the residual thresholds decreased. At the same time, the standard deviation of the estimate increased as shown by the breadth of the error bars. The standard deviations for the low-to-high progression were slightly smaller than those for the high-to-low progression. It is, however, difficult to specify which reduction scheme is better since there are no abrupt changes along the functions.
Results on the estimation error

FIGURE 6
Average filter estimation error, with standard deviations, as a function of the number of the residual thresholds. Gaussian noise with a standard deviation of 0 dB (green), 1 dB (red), or 2 dB (blue) was added to the standard thresholds. Twenty repetitions where used to generate the error bars for the 1 dB and 2 dB fits. The order of reduction was low-to-high (left) or highto-low (right).
Result on IO slope
The filter shape and compression functions, similar to those illustrated in Fig. 2 , were also extracted during the simulation, and they provide more interesting results. The IO slopes were calculated for all conditions; those for the low-to-high and high-to-low progressions are shown in Fig. 7 . The average IO slopes for the standard and noisy thresholds in the low-to-high progression are slightly different and they evolve along in somewhat different paths, whereas the averages for the high-to-low progression are essentially the same and they do not evolve with number of conditions. The standard deviations are somewhat smaller in low-to-high progression when the number of the residual thresholds is less than 40. This suggests that it is better to reduce the number of thresholds by removing those with low sensitivity first, but this seems obvious in retrospect. It seems only sensible that the thresholds with high sensitivity play a greater roles in determining auditory filter shape. Figure 8 shows a summary of the standard deviation of the IO slopes for the noisy thresholds in Fig. 7 . Those for the high-to-low progression (blue lines) decrease progressively as the number of residual thresholds decreases. In contrast, those for the low-to-high high progression (red lines) exhibit local minima in the region of 23-27 residual thresholds, and in this region, the difference between the standard deviations with noisy thresholds of 1 dB and 2 dB is markedly less for the low-to-high high progression than for the high-to-low progression. It would appear to suggest that the auditory filter shape and compression estimates obtained with 23-27 point are more stable than those obtain from the full 51 thresholds. This, then, would appear to be the region to search for the optimum threshold reduction, although the basis of the stability is not immediately apparent.
FIGURE 7
The average IO slope (dB/dB) and its standard deviation as a function of the number of residual thresholds. The left and right panels show results for the low-to-high and high-to-low progressions, respectively. 
SUMMARY
Asymmetric-level maskers (ALMs) assist the estimation of auditory filter shape and compression in simultaneous notched-noise masking. ALMs together with symmetric-level maskers (SLMs) indicate that the slope of the input-output function is substantially lower than the slope derived from SLM on its own, and the value comes down into the range derived with forward masking techniques. A threshold sensitivity analysis suggested that it might be possible to reduce the number of conditions required to produce stable estimates of frequency selectivity and compression from the 51 measured in these experiments to more like 25 in the case of normal-hearing listeners. A better understanding of the underlying principles would be required to generalize the results to elderly and hearing impaired listeners.
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