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Abstract
The thesis is devoted to Multiplicity Estimates, a type of results widely
used in transcendence theory. Starting from the works of A.B.Shidlovskii,
W.D.Brownawell and D.W.Masser it was a cornerstone in proofs of trans-
cendence and mostly algebraic independence. For example, it is one of the
important steps in Nesterenko’s proof of his famous result concerning al-
gebraic independence of values of Ramanujan’s functions (allowing to de-
duce, in particular, the algebraic independence over Q of the set of numbers
pi, epi and Γ(1/4)). One other statement of this type is a famous result of
K.Nishioka (previously conjectured by Mahler) allowing one to prove many
interesting transcendence results on some series related to linear recurrence
sequences and the so-called automatic sequences. Further results in this way
were obtained by Th.Töpfer, K.Nishioka, P.-G.Becker and others.
The objective of this thesis is a thorough study, in a general frame, of
mutiplicity lemmata, leading to improvements of known results on algebraic
independence. Our multiplicity lemma, proved in a quite general situation,
answers a question raised in [42], complementing in many interesting situa-
tions the method presented in this reference. It reduces the proof of multipli-
city estimates to the study of ideals stable under some appropriate algebraic
transformation. In particular, this theorem allows to improve slightly a result
of Nesterenko concerning solutions of systems of differential equations. In the
same time this theorem provides, under some condition concerning stable
varieties, the estimation with the best possible exponent in the case consi-
dered by Nishioka and Töpfer (i.e. the case concerning solutions of systems
of functional equations). The latter result leads to the study of irreducible
varieties stable under some rational transformation, a subject interesting on
its own.
Joined to the general method of [41] and [42], our new estimations lead
to qualitative et quantitative improvements of certain results on algebraic
independence of values of functions in the frame of Mahler’s method due to
Töpfer [49]. This includes algebraic independence of values at transcendental
points.

Résumé
La thèse est consacrée aux estimations de multiplicité. Ce type de résul-
tats est utilisé en théorie de la transcendance. A partir des travaux de A.
B. Shidlovskii, W.D.Brownawell et D.W.Masser il sont régulièrement utili-
sés dans les preuves de transcendance et surtout d’indépendance algébrique.
Par exemple, la démonstration du lemme de multiplicité est un élément très
important de la preuve par Yu. Nesterenko du résultat sur l’indépendance al-
gébrique des valeurs des fonctions de Ramanujan (qui montre en particulier
l’indépendance algébrique sur Q des nombres pi, epi et Γ(1/4)).
Un autre résultat de ce type est une preuve par K.Nishioka d’une conjec-
ture de K.Mahler. Ce lemme de multiplicité a permis de démontrer beau-
coup de résultats concernant la transcendance des séries liées aux suites
récurrentes et des suites engendrées par des automates finis. Cette ligne de
recherche s’est prolongée dans des travaux de Th.Töpfer, K.Nishioka, P.-
G.Becker et les autres.
Le but de ce mémoire est l’étude approfondie, dans un cadre général,
des lemmes de multiplicité conduisant à des améliorations de résultats d’in-
dépendance algébrique connus. Notre lemme de multiplicité général répond
à la question posé dans [42], complétant dans beaucoup de situations inté-
ressantes la méthode élaborée dans cette référence. Il réduit la preuve des
estimations de multiplicité à l’étude des idéaux stables sous une transforma-
tion algébrique. En particulier, ce théorème permet d’améliorer un peu le
résultat de Yu.Nesterenko concernant les solutions de système d’équations
différentielles. Dans le même temps ce théorème donne, sous une condi-
tion concernant des variétés stables, l’estimation avec l’exposant le meilleur
possible dans les cas étudiés par K.Nishioka et Th.Töpfer (i.e. le cas concer-
nant les solutions d’équations fonctionnelles). Ce dernier résultat conduit à
l’étude des variétés irréductibles stables sous une transformation rationnelle,
ceci semble d’être un sujet intéressant en soi.
Jointes à la méthode générale de [41] et [42], nos nouvelles estimations
conduisent à des améliorations qualitatives et quantitatives de certains ré-
sultats d’indépendance algébrique de valeurs de fonctions dans le cadre de
la méthode de Mahler dus à Töpfer [49], incluant l’indépendance algébrique
de valeurs en un point transcendant.

Introduction
Les méthodes classiques de transcendance, ou plus généralement d’indé-
pendance algébrique, minorent le degré de transcendance d’une extension de
corps K(f1(α), ..., fn(α))/K (où K désigne un corps de base, f1, ...,fn sont,
par exemple, des fonctions analytiques et α ∈ K). Elles conduisent aussi à
des mesures d’indépendance algébrique : minoration de |P (f1(α), ..., fn(α))|
(pour P ∈ K[f1, ..., fn]) en termes du degré et de la hauteur de P . Ceci de-
mande généralement une majoration de l’ordre en zéro d’une fonction auxi-
liaire du type P (f1(z), ..., fn(z)). On a une méthode générale utilisant des
estimations de ce type pour établir des résultats de transcendance et d’in-
dépendance algébrique (cf. [42] et [41]). Le but de ce mémoire est l’étude
approfondie, dans un cadre général, des lemmes de multiplicité (voir théo-
rème 0.1 ci-après et théorème 2.16, théorèmes 2.30, 2.34, du chapitre 2 et
théorème 3.11 du chapitre 3) conduisant à des améliorations de résultats
d’indépendance algébrique connus (théorèmes 0.5, 0.8 et 0.11, corollaires 0.6,
0.7, 0.9 et 0.10, ci-dessous).
On montre, avec l’algèbre linéaire, qu’il existe une constante CS ∈ R+
(ne dépendant que de f) telle qu’on puisse construire un polynôme P1 ∈
K[X1, ..., Xn] de degré arbitrairement grand et satisfaisant
ordz=0P1(f1(z), ..., fn(z)) ≥ CS (degP1)n , (1)
où ordz=0 désigne l’ordre en 0 sur K[[z]].
La meilleure majoration possible, à constante près, de la quantité
ordz=0P (f1(z), ..., fn(z)) est donc
ordz=0P1(f1(z), ..., fn(z)) ≤ C (degP1)n (2)
pour une constante C ∈ R+.
D’un autre côté, il est facile de construire des exemples de fonctions f
pour lesquelles la majoration (2) (et même des majorations beaucoup plus
faibles) n’est pas vraie. Il suffit de considérer f avec f1(z) = z et f2(z) =∑∞
i=1 z
222
i
, la majoration (2) est fausse pour n’importe quelle constante C
et pour une suite infinie de polynômes P , à savoir les polynômes Qn =
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X2−∑ni=1(X1)222i pour lesquels ordz=0Qn(f1(z), f2(z)) = 222n+1 et 222n+1 >(
222
n)n
pour tout n suffisamment grand.
Donc, pour obtenir une majoration de ordz=0P (f1(z), ..., fn(z)) en fonc-
tion du degré de P , il faut introduire des conditions sur f .
Historique
Dans son article fondamental [44] C.L.Siegel a entre autre étudié les
majorations de l’ordre en zéro de combinaisons linéaires de E-fonctions. Il
a utilisé à cette fin l’élimination des variables entre formes linéaires. Plus
tard, en 1932, il a appliqué la méthode de A.O.Gelfond à l’étude des fonctions
elliptiques [45]. Dans cet article C.L.Siegel démontre, en utilisant l’élimina-
tion non-linéaire, des estimations de multiplicité pour des polynômes en des
fonctions de Weierstrass.
En 1934, suivant l’idée de Siegel Th.Schneider a utilisé l’élimination li-
néaire dans sa preuve du 7ème problème de Hilbert [46]. Cette idée constitue,
peut-être, la différence principale qui distingue sa démonstration de celle pro-
posée par A.O.Gelfond qui, lui, utilise une idée d’interpolation. Plus tard,
A.O. Gelfond a utilisé des méthodes analytiques afin d’obtenir des estima-
tions de l’ordre en zéro de polynômes exponentiels. Ce travail a été achevé
par R.Tijdeman [48], dont le théorème connu sur le nombre de zéros des
polynômes exponentiels généralise les résultats de Gelfond.
En 1954 A.B.Schidlovskii a démontré la première estimation générale
pour le nombre de zéros de formes linéaires en des solutions d’un système
linéaire différentiel. Puis Yu.V.Nesterenko a généralisé ce résultat des formes
linéaires aux polynômes, inaugurant ainsi les méthodes algébriques [26, 27,
28, 29] dans ce contexte. Il y introduit en particulier la notion cruciale d’idéal
stable en la reliant à celle d’idéal différentiel de la théorie de Kolchin.
En 1980 W.D.Brownawell et D.W.Masser [11, 12, 13] ont donné l’esti-
mation
ordz=0P (f1(z), ..., fn(z)) ≤ C (degP )2
n
(3)
pour des fonctions f1, . . . , fn analytiques en z = 0 et satisfaisant un système
d’équations différentielles polynomial
f ′i = Fi(f1, . . . , fn), i = 1, . . . , n, (4)
où Fi ∈ C[X1, . . . , Xn]. Cette estimation (3) a été améliorée en ≤ C (degP )n
par Nesterenko [30].
Il faut mentionner que dans les articles cités les auteurs ont démontré
des théorèmes permettant de majorer simultanément l’ordre d’annulation
de Φ(z) = P (f1(z), ..., fn(z)) en plusieurs points z1, . . . , zn ∈ C plutôt qu’en
un seul point z = 0.
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Ces résultats reposent sur l’étude des idéaux dans les anneaux de poly-
nômes.
Yu.Nesterenko [31] a aussi démontré l’estimation optimale (2) (à
constante multiplicative près) pour une solution f d’un système d’équations
différentielles
∂fi
∂z
= Ai(f1(z), ..., fn(z))
A0(f1(z), ..., fn(z))
, (5)
i = 1, ..., n, où A0, ..., An désigne des polynômes, sous la condition que la
transformation algébrique associé à (5) n’admet pas d’idéaux stables avec
un grand ordre d’annulation le long de f en z = 0 (cf. [32], chapitre 10).
Ce résultat lui a permis d’établir le théorème suivant : pour tout q ∈ C,
0 < |q| < 1 on a deg.tr.QQ(q,R(q), Q(q)R(q)) ≥ 3, où P , Q et R désigne des
fonctions de Ramanujan (cf. [31] ; également on peut trouver la déduction
de ce fait, avec la méthode générale, en admettant le lemme de multiplicité,
dans [42]).
D’un autre côté, dans le cadre de la méhode de Mahler, K.Nishioka a
démontré que pour f ∈ k[[z]]n (où k désigne un corps de caractéristique 0)
satisfaisant un système d’équations linéaires
fi(zd) =
n∑
j=1
aijfj(z) (6)
(i = 1, ..., n) avec aij ∈ k(z) d ≥ 2 entier, on a l’estimation (2) avec f .
Plus généralement, les systèmes d’équations fonctionnelles qui appa-
raissent dans le cadre de la méthode de Mahler peuvent s’écrire
fi(p(z)) =
Ai(z, f1(z), ..., fn(z))
A0(z, f1(z), ..., fn(z))
, (7)
i = 1, . . . , n, où A0, ..., An désignent des polynômes avec degz Ai ≤ s,
degX Ai ≤ t et p(z) une fraction rationnelle avec δ = ordz=0p(z) ≥ 2 et
d = deg p(z). Voir toutefois [4] pour des systèmes algébriques encore plus
généraux.
K.Nishioka a montré dans [33], lorsque p(z) = zd (où d est un en-
tier, d ≥ 2) et tn < d, l’estimation suivante pour tout polynôme non nul
Q(z,X1, ..., Xn) satisfaisant degz Q ≤M , degX Q ≤ N (où M ≥ N ≥ 1) :
ordz=0Q(z, f1(z), ..., fn(z)) ≤ c0MNn log d/(log d−n log t).
Pour une substitution rationnelle p générale, Th. Töpfer en 1998 a mon-
tré l’estimation
ordz=0Q(z, f1(z), ..., fn(z)) ≤ c0MNn log d/(log δ−n log t), (8)
où d def= deg p et δ def= ordz=0p (maintenant sous l’hypothèse tn < δ, cf. [50]).
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L’estimation de Nishioka et Töpfer n’est la meilleure possible que lorsque
d = δ et t = 1 (en particulier pour le système (6)), elle est plus faible (i.e.
avec un exposant strictement plus grand que n) dans le cas général.
Tous ces résultats sont démontrés en caractéristique 0. Dans le même
ordre d’idée d’autres auteurs s’intéressent au même type de résultats dans
le cas de caractéristique strictement positive : P.-G.Becker [5], V.Bosser et
F.Pellarin [8, 9], F.Pellarin [36, 37].
En affaiblissant l’hypothèse ordz=0p(z) ≥ 2 dans le système (7) à
ordz=0p(z) ≥ 1 nous trouvons encore un cas important, le cas des sys-
tèmes d’équations aux q-différences correspondant au choix p(z) = qz et
degX Ai = 1, où q ∈ k \ {0}. Ce type de relations a fait l’objet de plusieurs
études [1, 2, 7].
Récemment P.Philippon a démontré un lemme de transfert [43]. Dans ce
contexte, un lemme de transfert est un énoncé qui, portant d’un polynôme tel
que ordz=0Q(z, f1(z), . . . , fn(z)) soit suffisamment grand, fournit une courbe
algébrique qui a un grand ordre de contact avec le germe analytique z →
(z, f1(z), . . . , fn(z)). Nous allons montrer comment ce type d’énoncé permet
d’établir des lemmes de multiplicité dans plusieurs situations, englobant
les cas mentionnés ci-dessus. Toutefois, nous devrons faire face au délicat
problème posé par les variétés stables sous l’action de la transformation
considérée.
Résultats : Lemmes de multiplicité
Le lemme de multiplicité général que nous montrons (le théorème 2.16)
concerne des transformations φ : A → A (où A désigne l’anneau de poly-
nômes k[X ′0, X ′1, X0, . . . , Xn]) de type assez général couvrant les opérateurs
différentiels et les morphismes algébriques d’anneaux de polynômes asso-
ciés aux transformations biprojectives dominantes (cf. la définition 2.8 et les
corollaires 2.10 et 2.11). On est naturellement amené à imposer des hypo-
thèses sur les transformations φ qui ne doivent pas augmenter trop rapide-
ment le degré des polynômes (cf. la propriété (2.1)) et qui ne doivent pas
faire decroître trop rapidement l’ordre d’annulation en f = (f1, . . . , fn) des
polynômes homogènes de A (cf. les propriétés (2.5) et (2.6)).
Pour une telle transformation les idéaux bi-homogènes de A qui sont
φ-stables, i.e. satisfaisant la propriété φ(I) ⊂ I, sont la clef de notre énoncé
formel (cf. le théorème 2.16). Nous demandons l’existence d’une constante
K0 telle que pour tout idéal bi-homogène φ-stable I, tel que toute com-
posante irréductible du lieu de zéros communs de I passe près de f (i.e.
ordf (Q) est assez grand pour toute composante primaire Q de I), au moins
une composante primaire Q de I satisfasse
ordf (Q) < K0 degQ (9)
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(pour la définition de ordf (Q) nous renvoyons le lecteur au sous-
paragraphe 1.3, notamment aux définitions 1.20 et 1.21). En fait nous restrei-
gnons les codimensions des idéaux pour lesquels il faut vérifier (9), cf.(2.29).
Notons que nous pouvons considérer la condition (9) comme une condition
sur des variétés bi-projectives W , lieux des zéros communs de ces idéaux.
Dans cette situation nous établissons qu’il existe une constante K > 0
telle que pour tout polynôme P ∈ A \ {0} on ait
ordz=0 (P (1, z, 1, f1(z), . . . , fn(z))
≤ K
(
degX′ P + degX P
)
(degX P + 1)n, (10)
où  peut prendre la valeur 0 ou 1 en fonction des propriétés de la trans-
formation φ. Par exemple, dans le cas où φ coïncide avec un opérateur dif-
férentiel nous avons l’estimation (10) avec  = 0. Par contre, lorsque φ est
un morphisme algébrique de l’anneau de polynômes souvent nous pouvons
montrer (10) seulement avec  = 1. Nous réussissons à séparer dans (10)
les degrés en X ′ et en X grâce aux techniques multi-projectives dévéloppées
dans [32], chapitres 5 et 7.
Mentionnons que ce résultat est valable quelle que soit la caractéris-
tique du corps de base. Ce qui ouvre la voie à une application aux systèmes
d’équations aux τ -différences utiles dans le contexte des modules de Drinfeld,
cf. [36]
Dans le paragraphe (2.3) nous déduisons de notre résultat général un
renforcement du théorème de Nesterenko mentionné ci-dessus (cf. le théo-
rème 2.30) affaiblissant la condition (9) sur les idéaux stables. Ensuite, au
paragraphe (2.4) nous déduisons un résultat analogue pour des solutions de
systèmes d’équations fonctionnelles du type (7). Ce résultat donne la conclu-
sion optimale dans ce cas, mais demande en revanche une vérification de la
condition (9) pour les variétés stables de l’espace bi-projectif.
Décrivons plus en détail ce dernier résultat. Pour écrire l’énoncé, nous
associons d’abord à tout système d’équations fonctionnelles (7) une trans-
formation rationnelle T de P1k × Pnk dans P1k × Pnk (où k désigne un corps
commutatif de caractéristique quelconque) par les formules
(X ′0 : X ′1, X0 : ... : Xn)→
(
A′0(X ′0, X ′1) : A′1(X ′0, X ′1),
A0(X ′0, X ′1, X0, ..., Xn) : ... : An(X ′0, X ′1, X0, ..., Xn)
)
, (11)
où Ai, i = 0, . . . , n sont les mêmes polynômes bi-homogènes en X ′ et X
à coefficients dans k que dans (7), et A′0(X ′0, X ′1), A′1(X ′0, X ′1) sont deux
polynômes homogènes à coefficients dans k satisfaisant p(z) = A
′
1(1,z)
A′0(1,z)
.
Nous disons qu’une sous-variété W de P1 × Pn est T -stable, si T (W ) =
W , où T (W ) désigne la fermeture de Zariski de T (W ), cf. la définition 2.33.
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Noter que T n’est pas nécessairement définie sur tout l’espace P1×Pn, il est
possible que les polynômes Ai (i = 1, . . . , n) ou/et A′i (i = 1, 2) possèdent
des zéros communs non-triviaux (i.e. différents de (0, . . . , 0)), dans ce cas T
est définie seulement sur une partie deW et T (W ) peut ne pas être fermé au
sens de la topologie de Zariski. De même nous disons que W est T N -stable
si T N (W ) = W , où T N désigne la N -ème itérée de T .
Théorème 0.1. Soit k un corps commutatif de caractéristique quelconque.
Soit (1, f1(z), f2(z), ..., fn(z)) ∈ k[[z]]n+1 où les séries f1(z), ..., fn(z) sont al-
gébriquement indépendantes sur k(z) et satisfont un système de relations (7)
avec ordz=0p(z) = δ ≥ 1 et deg p(z) = r.
Supposons qu’il existe une constante K0 ∈ R+ (dépendant uniquement
de T et de f) telle que pour tout entier positif
N ≤ 2n+2(n+ 1)!ρn+1n+1 max
(
1, 4r
s
)n+1
(12)
(où s = max
(
1,degX′ Ai
)
et la constante ρn ne dépendent que de T , plus
précisément de degX′ Ai, degX Ai et degX′ A′i : elle est introduite à la défi-
nition 2.12 où il faut substituer ν0 = degX′ A′i, ν1 = s et µ = degXAi) toute
variété irréductible T N -stable W  P1 × Pn satisfait nécessairement
ordf (W ) < K0
(
deg(0,dimW )W + deg(1,dimW−1)W
)
. (13)
Alors, il existe C ∈ R+ tel que pour tout polynôme Q(z,X0, ..., Xn) ∈
k[z,X0, ..., Xn], Q(z,X0, ..., Xn) 6= 0 homogène en X0, . . . , Xn, on a l’esti-
mation
ordz=0Q(z, f1(z), ..., fn(z)) ≤ C
(
degz Q+ degX Q+ 1
) (
degX Q+ 1
)n
.
(14)
Remarque 0.2. On peut supposer que k est algébriquement clos. En effet,
si on remplace k par sa clôture algébrique, cela ne change pas les conditions
initiales du théorème (i.e. que (fi)i=1,...,n sont algébriquement indépendantes
sur k et les relations (7)), et la conclusion du lemme démontré pour k im-
plique immédiatement la même conclusion pour k.
Remarque 0.3. Le cas spécial du théorème 0.1 avec p(z) = qz, où
q ∈ k \ {0}, nous donne un résultat sur le lemme de multiplicité dans le
cas des systèmes d’équations aux q-différences. Ce sujet a été intensivement
étudié aux cours de dernières années. Nous renvoyons le lecteur à [7] pour
un panorama. Toutefois, nos énoncés n’apportent dans ce cas aucune amé-
lioration aux résultats connus.
Remarque 0.4. Signalons qu’à l’aide du théorème 0.1 nous pouvons traiter
des cas de relations apparemment plus générales que (7). Soient s ≥ 1,N ≥ 1
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des entiers et considérons le système d’équations
fi(p[N ](z)) = Ri
(
z, f(z), . . . , f(p[N−1](z))
)
, i = 1, ..., s
où Ri désigne des fractions rationnelles et p[N ] la N -ème itération de l’appli-
cation p. Remarquons que le cas N = 1 correspond au système du type (7).
En posant
fi,0(z) = fi(z)
fi,j(z) = fi(p[j](z)), j = 1, . . . , N − 1, i = 1, ..., s
nous obtenons un ensemble de fonctions satisfaisant un système de type (7) :
fi,j(p(z)) = fi,j+1(z), i = 1, . . . , s, j = 0, . . . , N − 2,
fi,N−1(p(z)) = Ri (z, f0(z), . . . , fn−1(z)) i = 1, . . . , s.
(15)
Le système (15) est bien du type considéré dans le théorème 0.1.
Lorsque les polynômes Ai sont linéaires en X et ordz=0p(z) ≥ 2 nous
réussissons à montrer (cf. §3.2) qu’il existe une constante C, ne dépendant
que de f1, ..., fn, telle que toute variété T -stable satisfait l’estimation
ordfW ≤ C
(cf. (3.17)). Cela nous permet de déduire du théorème 0.1 le lemme de mul-
tiplicité optimal (à constante multiplicative près, cf. le théorème 3.11), amé-
liorant dans ce cas le résultat (8) précédent de Töpfer qui s’écrit alors :
ordz=0Q(z, f1(z), ..., fn(z)) ≤ c0MNn log d/ log δ, (16)
où Q ∈ k[z,X1, . . . Xn] \ {0}, les nombres réels M,N > 0 satisfont degz Q ≤
M , degX Q ≤ N etM ≥ N , c0 est une constante (calculé explicitement dans
le travail de Töpfer) qui ne dépend pas de M et de N . Nous remplaçons
l’exposant n log dlog δ par n dans (16).
Résultats : indépendance algébrique
En utilisant notre nouvelle estimation de multiplicité nous déduisons
au paragraphe 3.3, à l’aide de la méthode générale de [42], plusieurs résul-
tats sur l’indépendence algébrique, améliorant les résultats précédemment
connus [49]. Signalons que tous ces résultats sur l’indépendance algébrique
sont en caractéristique 0, les méthodes de transcendance étant plus délicates
à manier en caractéristique finie nous nous sommes contentés de ces résultats
laissant l’étude de caractéristique finie pour une phase ultérieure.
Dans la suite nous utilisons la notation p[h](z) (où h ∈ N) pour la h-ème
itération de l’application p (ainsi p[0](z) = z et p[h+1](z) = p(p[h](z))). Nous
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utiliserons également la notation d(W ) et t(W ) pour le degré et la taille (i.e.
hauteur plus degré) de la variété W ⊂ PnQ (nous rappelons ces notions au
chapitre 1, voir définition 1.12 ; voir aussi le chapitre 7, §2.3 de [32]).
Théorème 0.5. Soient f1(z),. . .,fn(z) ∈ Q[[z]] des séries entières algébri-
quement indépendantes, à coefficients algébriques, définissant des fonctions
analytiques dans B(0, 1) et satisfaisant le système,
a(z)f(z) = A(z)f(p(z)) +B(z) (17)
où f(z) = (f1(z), . . . , fn(z)), a(z) ∈ Q[z], A (resp. B) est une matrice n×n
(resp. n × 1) à coefficients dans Q[z], p(z) ∈ Q[z] avec δ = ordz=0p(z) ≥ 2
et d = deg p(z). Soit y ∈ Q∗ tel que
p[h](y)→ 0
(avec h→∞) et tel qu’aucune itération p[h](y) 6= 0 ne soit zéro de detA .
Alors, pour tout ε > 0 il existe une constante C > 0 telle que pour toute
variété W ⊂ PnQ de dimension k < n+ 1− log dlog δ , on ait
log Dist(x,W ) ≥ −C
(
h(W ) + d(W )
n+1−k+ε
n+1−k− log dlog δ
) n+1
n−k− log δlog d k+1n−k
× d(W ) log δlog d k+1n−k
(18)
où x = (1 : f1(y) : . . . : fn(y)) ∈ PnC.
Mentionnons deux conséquences immédiates de ce théorème :
Corollaire 0.6. Dans la situation du théorème 0.5 on a
deg.tr.QQ (f1(y), . . . , fn(y)) ≥ n+ 1−
[ log d
log δ
]
.
Corollaire 0.7. Dans la situation du corollaire 0.6 et en supposant log dlog δ <
2, on a
deg.tr.QQ (f1(y), . . . , fn(y)) = n. (19)
Le corollaire 0.6 améliore le théorème 3 de [49] qui donne la minoration
de degré de transcendence plus petite :
deg.tr.QQ (f1(y), . . . , fn(y)) ≥ d(n+ 1)
log δ
log d − 1e
où d∗e désigne le plus petit entier supérieur à ∗.
Le corollaire 0.7 améliore le corollaire 2 de [49] (l’estimation (19) y était
démontré seulement pour n = 1).
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Nous pouvons aussi donner une mesure d’indépendance algébrique des
valeurs de f1, . . . , fn (où f1, . . . , fn désignent toujours des fonctions ana-
lytiques satisfaisant (17)) au point y ∈ C∗ pas nécessairement algébrique.
Aucun résultat de ce type n’était connu dans cette situation. Néanmoins, il
faut mentionner que nos estimations dans cette situation sont plus faibles
que nos estimations dans le cas de y algébrique : appliqué au cas particulier
y ∈ Q∗ le théorème 0.8 ci-dessous donne des résultats moins bons que le
théorème 0.5.
Théorème 0.8. Soient f1(z),...,fn(z) des séries entières algébrique-
ment indépendantes, à coefficients algébriques, définissant des fonctions
analytiques dans B(0, 1) et satisfaisant (17), où p(z) ∈ Q[z] avec δ =
ordz=0p(z) ≥ 2 et d = deg p(z). Soit y ∈ C∗ tel que
p[h](y)→ 0
(avec h→∞) et tel qu’aucune itération p[h](y) 6= 0 ne soit zéro de detA.
Alors, pour tout ε > 0 il existe une constante C telle que pour toute
variété W ⊂ Pn+1Q de dimension k < n+ 1− 2 log dlog δ , on ait
log Dist(x,W ) ≥ −C
h(W ) + d(W )
n+1−k− log dlog δ+ε
n+1−k−2 log dlog δ

2 n+1
n−k− log δlog d k+1n−k
× d(W ) log δlog d k+1n−k− n+1n−k
où x = (1 : y : f1(y) : . . . : fn(y)) ∈ Pn+1C .
Comme auparavant, mentionnons deux conséquences :
Corollaire 0.9. Dans la situation du théorème 0.8 on a
deg.tr.QQ (y, f1(y), . . . , fn(y)) ≥ n+ 1−
[
2log dlog δ
]
.
Corollaire 0.10. Dans la situation du corollaire (0.9) et en supposant
log d
log δ < 3/2, on a
deg.tr.QQ (y, f1(y), . . . , fn(y)) ≥ n− 1. (20)
A titre d’exemple appliquons les théorèmes 0.5 et 0.8 à l’ensemble des
fonctions introduit dans [49], en améliorant l’énoncé correspondant de cette
référence. Soit n ∈ N∗, fixons des polynômes qi ∈ Q[z], i = 1, . . . , n et
p ∈ Q(z) satisfaisant deg qi ≥ 1 et qi(0) = 0, i = 1, . . . , n, ordz=0p ≥ 2.
Posons
χi(z)
def=
∞∑
h=0
qi
(
p[h](z)
)
, i = 1, . . . , n. (21)
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Les fonctions χi satisfont le système d’équations
χi(z) = χi (p(z)) + qi(z), i = 1, . . . , n, (22)
qui est bien du type (17). Ainsi, si nous vérifions l’indépendance algébrique
de ces fonctions (ce que nous montrons sous certaines conditions dans le
lemme 3.20), nous pouvons appliquer nos théorèmes 0.5 et 0.8 et obtenir le
résultat suivant :
Théorème 0.11. Soit p ∈ Q[z], notons d = deg p et δ = ordz=0p ≥ 2.
Soient n ∈ N∗, qi ∈ Q[z] (i = 1, . . . , n) et soient χi(z) les fonctions définies
dans (21). Supposons que 1, q1, . . . , qn sont C-linéairement indépendants et
au moins l’une des conditions suivantes est satisfaite :
1. deg p - deg (∑ni=1 siqi(z)) pour tout (s1, . . . , sn) ∈ Cn \ {0}.
2. ∑ni=1 siχi(z) 6∈ C[z] pour tout (s1, . . . , sn) ∈ Cn \ {0}.
Choisissons y ∈ C∗ tel que p[h](y) → 0 (rappelons que nous désignons
par p[h] la h-ème itérée de p) et p[h](y) 6= 0 pour tout h ∈ N. Alors on a les
résultats suivants.
1. Pour tout ε > 0 il existe une constante C1 telle que pour toute variété
W ⊂ Pn+1Q de dimension k < n+ 1− 2 log dlog δ , on ait
log Dist(x,W ) ≥ −C1
h(W ) + d(W )
n+1−k− log dlog δ+ε
n+1−k−2 log dlog δ

2 n+1
n−k− log δlog d k+1n−k
× d(W ) log δlog d k+1n−k− n+1n−k
où x = (1 : y : χ1(y) : . . . : χn(y)) ∈ Pn+1C .
En particulier,
deg.tr.QQ (y, χ1(y), . . . , χn(y)) ≥ n+ 1−
[
2log dlog δ
]
.
2. Si de plus y ∈ Q∗, alors pour tout ε > 0 il existe une constante C2 > 0
telle que pour toute variété W ⊂ PnQ de dimension k < n + 1 − log dlog δ ,
on ait
log Dist(x,W ) ≥ −C2
(
h(W ) + d(W )
n+1−k+ε
n+1−k− log dlog δ
) n+1
n−k− log δlog d k+1n−k
× d(W ) log δlog d k+1n−k
où x = (1 : χ1(y) : . . . : χn(y)) ∈ PnC.
En particulier,
deg.tr.QQ (χ1(y), . . . , χn(y)) ≥ n+ 1−
[ log d
log δ
]
.
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Ce théorème améliore les corollaires 4 et 5 de [49] lorsque p ∈ Q[z].
Dans le cas général traité par ces corollaires (p ∈ Q(z)), en appliquant notre
théorème 3.23 nous en fournissons l’amélioration suivante :
Théorème 0.12. Soit p ∈ Q(z), notons d = deg p et δ = ordz=0p ≥ 2.
Soient n ∈ N∗, qi ∈ Q[z] (i = 1, . . . , n) et soient χi(z) les fonctions définies
dans (21). Supposons que 1, q1, . . . , qn sont C-linéairement indépendants et
qu’au moins l’une des conditions suivantes est satisfaite :
1. deg p - deg (∑ni=1 siqi(z)) pour tout (s1, . . . , sn) ∈ Cn \ {0}.
2. ∑ni=1 siχi(z) 6∈ C[z] pour tout (s1, . . . , sn) ∈ Cn \ {0}.
Choisissons y ∈ Q∗ tel que p[h](y)→ 0 (nous désignons par p[h] la h-ème
itérée de p) et p[h](y) 6= 0 pour tout h ∈ N. Alors il existe une constante C >
0 telle que pour toute variété W ⊂ PnQ de dimension k < 2n+1− log dlog δ (n+1),
on ait
log Dist(x,W ) ≥ −C
(
h(W ) + d(W )
1
1− log dlog δ
n+1
2n−k+1
) n+1
n−k− log δlog d k+1n−k
× d(W ) k+1n−k ,
où x = (1 : χ1(y) : . . . : χn(y)) ∈ PnC.
En particulier,
deg.tr.QQ (χ1(y), . . . , χn(y)) ≥ 2n+ 1−
log d
log δ (n+ 1).
Pour comparer au résultats antérieurs de Töpfer [49] voir la re-
marque 3.24.
Considérons maintenant les séries de Cantor étudiées dans [49] (elles sont
introduites dans [47]). Posons
θi(z) =
∞∑
h=0
1
qi(z)qi(p(z)) · · · qi(p[h](z)) , (i = 1, . . . , n), (23)
où p(z) = p1(z)/p2(z) ∈ Q(z), deg pj = dj (j = 1, 2), δ = ordz=0p ≥ 2,
qi ∈ Q[z] avec deg qi ≥ 1 et |qi(0)| > 1 (i = 1, . . . , n).
Les fonctions θi (i = 1, . . . , n) sont analytiques au voisinage de 0 et
satisfont l’équation fonctionnelle
θi(p(z)) = qi(z)θi(z)− 1, (i = 1, . . . , n).
Si p(z) est un polynôme, nous pouvons appliquer nos théorèmes 0.5 et 0.8
pour obtenir le résultat suivant (cf. le corollaire 6 de [49])
Théorème 0.13. Supposons que q1, . . . , qn ∈ Q(z) sont deux à deux dis-
tincts et p ∈ Q[z]. Soient θi (i = 1, . . . , n) définies dans (23). Supposons
de plus 2 < deg p = d, 1 ≤ deg qi < d − 1 pour i = 1, . . . ,m. Soit y ∈ C∗
satisfaisant limh→∞ p[h](y) = 0, qi
(
p[h](y)
)
6= 0 et p[h](y) 6= 0 pour h ∈ N et
i = 1, . . . , n. Alors on a les résultats suivants.
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1. Pour tout ε > 0 il existe une constante C4 telle que pour toute variété
W ⊂ Pn+1Q de dimension k < n+ 1− 2 log dlog δ , on ait
log Dist(x,W ) ≥ −C4
h(W ) + d(W )
n+1−k− log dlog δ+ε
n+1−k−2 log dlog δ

2 n+1
n−k− log δlog d k+1n−k
× d(W ) log δlog d k+1n−k− n+1n−k
où x = (1 : y : θ1(y) : . . . : θn(y)) ∈ Pn+1C . En particulier,
deg.tr.QQ (y, θ1(y), . . . , θn(y)) ≥ n+ 1−
[
2log dlog δ
]
.
2. Si de plus y ∈ Q∗, alors pour tout ε > 0 il existe une constante C5 > 0
telle que pour toute variété W ⊂ PnQ de dimension k < n + 1 − log dlog δ ,
on ait
log Dist(x,W ) ≥ −C5
(
h(W ) + d(W )
n+1−k+ε
n+1−k− log dlog δ
) n+1
n−k− log δlog d k+1n−k
× d(W ) log δlog d k+1n−k
où x = (1 : θ1(y) : . . . : θn(y)) ∈ PnC. En particulier,
deg.tr.QQ (θ1(y), . . . , θn(y)) ≥ n+ 1−
[ log d
log δ
]
.
Dans le cas p(z) ∈ Q(z) nous pouvons déduire de notre théorème 3.23 le
résultat suivant, améliorant le corollaire 6 de [49].
Théorème 0.14. Supposons que q1, . . . , qn ∈ Q(z) sont deux à deux dis-
tincts et p, pj, dj (j = 1, 2), θi (i = 1, . . . , n) définis au (23) et après. Sup-
posons de plus max(2, d2) < d1 = d, 1 ≤ deg qi < d − 1 pour i = 1, . . . ,m.
Soit y ∈ Q∗ satisfaisant limh→∞ p[h](y) = 0, qi
(
p[h](y)
)
6= 0 et p[h](y) 6= 0
pour h ∈ N, i = 1, . . . , n. Alors, il existe une constante C3 > 0 telle que pour
toute variété W ⊂ PnQ de dimension k < 2n+ 1− log dlog δ (n+ 1), on ait
log Dist(x,W ) ≥ −C3
(
h(W ) + d(W )
1
1− log dlog δ
n+1
2n−k+1
) n+1
n−k− log δlog d k+1n−k
×d(W ) k+1n−k ,
où x = (1 : θ1(y) : . . . : θn(y)) ∈ PnC. En particulier,
deg.tr.QQ (θ1(y), . . . , θn(y)) ≥ 2n+ 1−
log d
log δ (n+ 1).
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Dans [16] G.V.Chudnovsky a introduit la notion de ‘Normalité’ d’un n-
uplet (x1, . . . , xn) ∈ Cn. On dit que (x1, . . . , xn) ∈ Cn est normal s’il satisfait
une mesure d’indépendance algébrique de la forme exp(−Ch(P )ψ(d(P ))),
i.e. si pour tout polynôme P ∈ Q[X1, . . . , Xn] \ {0} on a l’estimation
|P (x1, . . . , xn)| ≥ exp(−Ch(P )ψ(d(P ))), (24)
où C désigne une constante positive réelle et ψ : N → R+ une fonction
quelconque. De plus, si on a l’estimation (24) avec ψ(d) = dτ pour une
constante τ on dit que l’on a une mesure d’indépendance algébrique du type
de Dirichlet, et dans ce cas on appelle exposant de Dirichlet l’infimum des τ
pour lesquels ψ(d) = dτ satisfait (24). Dans [16] G.V.Chudnovsky mentionne
que pour n ≥ 2 les exemples de n-uplets pour lesquels la normalité est établie
(i.e. qui admettent une mesure d’indépendance normale) sont assez rares,
bien que presque tous les n-uplet de nombres complexes au sens de la mesure
de Lebesgue soient normaux.
Le théorème de Töpfer mentionné ci-dessus (i.e. le théorème 1 de [49]),
en particulier le corollaire 4 de cette référence, permet de construire une
famille d’exemples de n-uplets normaux du type de Dirichlet avec l’exposant
de Dirichlet 2n+ 2.
Notre théorème 0.11 assure l’exposant de Dirichlet n+ 2 pour une sous-
famille de ces exemples et aussi permet de fabriquer de nouveaux exemples
(notamment grâce à la condition 2 du thèorème 0.11) de n-uplets normaux.
Varia
Dans le dernier chapitre de ce mémoire nous donnons quelques résul-
tats auxiliaires qui nous semblent utiles pour l’étude cruciale des idéaux
T -stables.

Chapitre 1
Théorèmes et outils généraux
1.1 Formes éliminantes
Rappelons la notion de forme éliminante (ou forme de Chow). Plus pré-
cisement, nous allons rappeler ici la définition de forme éliminante multiho-
mogène. Notre référence à ce sujet est [32], chapitre 5. On notera qu’au-delà
du paragraphe introductif du chapitre 5 de [27], tous les résultats y sont
énoncés et démontrés sur un anneau noethérien quelconque dans le §2.1,
puis sur un corps quelconque, qui doit toutefois être supposé infini au §2.3.
Dans cette section nous notons K un corps commutatif infini.
Soient n1, ..., nq ∈ N, introduisons l’anneau
K[X] def= K[X(1)0 , ..., X(1)n1 , ..., X
(q)
0 , ..., X
(q)
nq ] (1.1)
que nous considérons comme multigradué par deg(X(j)i ) = εj pour tous
j = 1, . . . , q et i = 1, . . . , nj où εj est (0,... , 1,... , 0) le j-ème élément de la
base canonique de Zq. Nous allons utiliser la notation ε def= ε1 + · · · + εq =
(1, . . . , 1) ∈ Zq.
Notons Mk l’ensemble des monômes unitaires de multidegré k =
(k1, . . . , kq). En particulier, Mε désigne l’ensemble des monômes unitaires
de multidegré ε = (1, . . . , 1). Lorsque
m = X(1)0
α1,0
...X(1)n1
α1,n1 · · ·X(q)0
αq,0
...X(q)nq
αq,nq ∈Mk
(et donc ki = αi,0 + ... + αi,ni , i = 1, ..., q) nous utiliserons le symbole
(k
m
)
pour le coefficient multinomial
k1!...kq!
α1,0!...α1,n1 !...αq,0!...αq,nq !
.
Pour r ≥ 0 et d = (d1, ..., dr) ∈ (Nq)r on note K[d] l’anneau en de nouvelles
indéterminées u(l)m :
K[d] := K
[
(u(l)m ) 1≤l≤r,
m∈Mdl
]
. (1.2)
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On pose aussi K[X][d] def= K[d]⊗K K[X] et on définit, pour 1 ≤ l ≤ r,
Ul
def=
∑
m∈Mdl
u
(l)
m m ∈ K[X][d].
Lorsque I est un idéal de K[X] on désignera par I[d] l’idéal de K[X][d]
engendré par I et les éléments U1,...,Ur.
Définition 1.1. ([32], chapitre 5, Définition 2.1) Soit I un idéal de K[X].
On définit l’idéal caractéristique d’indice d de I par
Ud(I) = {f ∈ K[X][d] | ∃k ∈ Nq fMk ⊂ I[d]}
et l’idéal éliminant d’indice d de I par
Ed(I) = Ud(I) ∩K[d].
Nous avons les propriétés suivantes de l’idéal Ed(p) :
Lemme 1.2. (lemme 2.4 de [32], chapitre 5) Soit I un idéal de K[X]
1) Mε ⊂
√
I ⇔ Ud(I) = K[X][d]⇔ Ed(I) = K[d].
2) Si I est premier et si Mε 6⊂ I alors Ud(I) et Ed(I) sont premiers et
de plus I = Ud(I) ∩K[X].
3) Si I =
p⋂
h=1
Ih, alors Ud(I) =
p⋂
h=1
Ud(Ih) et Ed(I) =
p⋂
h=1
Ed(Ih).
4) Si I est primaire et si Mε 6⊂
√
I, alors Ud(I) et Ed(I) sont primaires
et de plus
√
Ed(I) = Ed(
√
I).
En fait, la propriété 4) n’est pas énoncée dans le lemme 2.4 de [32], cha-
pitre 5, mais elle se démontre avec les mêmes méthodes que la propriété 2).
Remarque 1.3. En particulier, le lemme 1.2, 3) implique que si J ⊂ I
sont deux idéaux de K[X], alors Ud(J) ⊂ Ud(I) et Ed(J) ⊂ Ed(I).
Nous noterons rg(I) le rang de l’idéal I (également noté ht (I) dans la
référence [32]) et pour J ⊂ {1, . . . , q} on note IJ l’intersection de l’idéal I
avec l’anneau K[(X(j)0 , . . . , X
(j)
nj )j∈J ].
Théorème 1.4. ([32], chapitre 5, Théorème 2.13) Soient K un corps infini,
r un entier, p un idéal premier multihomogène de K[X] et d un élément de
(Nq \ {0})r. Pour une partie J de {1, ..., q} on note rJ le nombre d’indices
j (1 ≤ j ≤ r) tels que Supp(dj) ⊂ J (c’est-à-dire dj,i = 0 si i 6∈ J) et
nJ =
∑
i∈J ni.
1) Ed(p) = 0⇔ rg(pJ) < nJ − rJ + 1 pour toute partie J .
2) Si rg(pJ) ≤ nJ − rJ + 1 pour toute partie J alors Ed(p) est principal.
Corollaire 1.5. Dans les conditions du théorème 1.4 soit I un idéal équidi-
mensionnel multihomogène de K[X] et supposons de plus rg(pJ) ≤ nJ−rJ+1
pour toute partie J . Alors Ed(I) est principal.
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Démonstration. Supposons d’abord que I est un idéal primaire. Alors, l’idéal
p =
√
I est premier et ainsi par théorème 1.4, 2) l’idéal Ed(p) est principal.
On a l’inclusion
pk ⊂ I ⊂ p
où k désigne un nombre entier positif suffisamment grand. Vu la remarque 1.3
ceci entraîne
E(pk) ⊂ E(I) ⊂ E(p),
et comme les idéaux E(p), E(pk) sont principaux, nous concluons que E(I)
est aussi principal.
Retournons au cas général. Considérons la décomposition primaire de I :
I =
p⋂
h=1
Ih.
où les idéaux Ih sont primaires pour 1 ≤ h ≤ p. Vu que l’idéal I est équidi-
mensionnel, toutes les composantes primaires Ih sont de la même dimension,
et donc d’après le lemme 1.2, 4) nous avons que Ed(Ih) est principal. Ainsi
l’idéal I est aussi principal d’après le lemme 1.2, 3).
Afin de simplifier certaines formules dans la suite, précisons la procédure
qui donne pour tout idéal multihomogène équidimensionnel de K[X] une
forme éliminante unique. Fixons une fois pour toutes un ensemble Irr(K[d])
de représentants des éléments irréductibles de K[d] modulo les éléments
inversibles. Notons
ppr(J) def=
∏
pi∈Irr(K[d])
pinpi , (1.3)
où npi est tel que le localisé de J en pi s’écrit (pinpi).
Nous noterons aussi
FI,d
def= ppr(Ed(I)) (1.4)
(dans le chapitre 5 de [32] on utilise la notation e´limd(I) au lieu de FI,d).
La forme éliminante possède beaucoup des propriétés intéressantes, on
peut les consulter aux chapitres 5 et 6 de [32].
Définition 1.6. Si I ⊂ K[X] est un idéal multi-homogène nous noterons
V(I) le sous-schéma défini par I dans l’espace multi-projectif. Réciproque-
ment, pour tout sous-schéma V de l’espace multi-projectif nous noterons
I(V ) l’idéal multi-homogène saturé dans K[X] qui définit V .
Illustration géométrique. Considérons la construction de la forme élimi-
nante projective du point de vue géométrique.
On part d’une variété projective V ⊂ PnK de dimension dimV = r.
Considérons d’abord la sous-variété VE de PnK × P
n
K
∗ × · · · × Pn
K
∗︸ ︷︷ ︸
r+1 exemplaires
(où Pn
K
∗
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désigne un espace dual à Pn
K
, ou autrement l’espace des formes linéaires sur
Pn
K
) définie par
(x, u0, ..., ur) ∈ VE ⇔ x ∈ V et 〈ui, x〉 = (ui0x0+...+uinxn) = 0 ∀i = 0, ..., r.
Géométriquement, cette variété contient exactement les points (x,u0,...,ur) ∈
Pn
K
× Pn
K
∗ × · · · × Pn
K
∗ tels que x ∈ V et les formes u0, . . . , ur s’annulent en
x. Il est facile de voir avec le théorème de Bertini qu’en dehors d’un sous-
ensemble fermé propre de
Pn
K
∗ × ...× Pn
K
∗︸ ︷︷ ︸
r + 1 exemplaires
l’intersection
V ∩ V(u0) ∩ ... ∩ V(ur−1)
est une variété 0-dimensionnelle (sur le corps de base K(u0, ..., ur−1), ou
d’un autre point de vue forme une famille sur le corps de baseK, paramétrée
par les variables u0,...,ur−1). Maintenant la condition que V(ur) passe par
l’intersection u0,...,ur−1 est équivalente à une relation algébrique pour les
composantes de ur sur le corpsK(u0, ..., ur−1). Cette relation définit un idéal
principal dans l’anneau K[(1, . . . , 1)] (cf. la notation introduite dans (1.2) ;
remarquons que dans le cas projectif considéré on n’a qu’un seul degré égal
à 1 pour toutes les formes et donc d = (1, . . . , 1) ∈ Nr+1). Tout générateur
de cet idéal est appelé une forme éliminante (ou une forme de Chow). Elle
est bien définie à multiplication par un élément de K∗ près.
En changeant les hyperplans V(u0), . . . ,V(ur) en des hypersurfaces de
degrés deg ui = ci (on considère ui ∈ (PNK)∗ avec N =
(ci+n
n
)
), i = 0, ..., r
nous arrivons par la même procédure à une forme éliminante FV,c0,...,cr d’in-
dice (c0, ..., cr).
1.2 Degrés et hauteurs
Dans ce paragraphe nous rappelons les notions de degrés et hauteurs
introduites dans les chapitres 5 et 7 de [32]. Mais nous adaptons ici les défi-
nitions du chapitre 7 au formalisme des corps avec une formule du produit.
1.2.1 Bi-degrés.
Ici nous nous restreignons au cas particulier de l’espace biprojectif P1 ×
Pn.
Définition 1.7. Soit (a, b) ∈ N2 et I ⊂ K[X] = K[X(1)0 , X(1)1 , X(2)0 , ..., X(2)n ]
un idéal bi-homogène. Nous notonsK[X](a,b) l’ensemble des polynômes biho-
mogènes deK[X] de bi-degré (a, b) (où nous admettons toujours par conven-
tion 0 ∈ K[X](a,b)).
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En faitK[X](a,b) est un espace vectoriel surK (avec la somme et multipli-
cation par des scalaires définies de façon évidente) et l’ensemble I∩K[X](a,b)
en est un sous-espace.
La fonction (géométrique) de Hilbert est définie comme
Hg(I, (a, b))
def= dimK
(
K[X](a,b)/
(
I ∩K[X](a,b)
))
. (1.5)
Il est connu (cf. p. 62 de [32]) que pour a, b suffisamment grands (et pour
un I quelconque fixé) Hg(I, (a, b)) coïncide avec un polynôme dans Q[a, b].
Nous notons ce polynôme, appelé polynôme de Hilbert, HˆI(a, b).
Il est aussi connu (cf. le théorème 2.10 du chapitre 5 de [32]) que la partie
dominante du polynôme HˆI(a, b) est de la forme
r · d(1,r−1)(I)abr−1 + d(0,r)(I)br,
où r = dim I. Les coefficients d(1,r−1)(I) et d(0,r)(I) sont égaux au nombre
de points d’intersection de V(I) avec r hyperplans généraux de la forme
P1 ×H pour d(0,r)(I) et r − 1 de cette forme plus un de la forme {x} × Pn
pour d(1,r−1)(I). En particulier, ces coefficients sont des entiers.
Nous allons appeler ces quantités les degrés partiels de l’idéal I.
Remarque 1.8. On peut donner en suivant la même procédure la définition
de multidegré dans le cas multiprojectif, voir [32], chapitre 5. Dans le cas
projectif on n’a qu’un seul degré partiel d(r), dans ce cas nous le notons
également deg.
Définition 1.9. Soit I un idéal bi-homogène de K[X]. Nous définissons le
bi-degré de I comme
deg(I) def=
(
d(0,r)(I),d(1,r−1)(I)
)
.
Soit W ⊂ P1 × Pn une variété. Nous définissons
deg(W ) def= deg(I(W )).
Notons que l’on a la formule de décomposition (cf. la page 63 de [32])
deg(I) =
∑
P∈SpecK[X]
P⊃I
rg(P)=rg(I)
l(K[X]P/IP)deg(P). (1.6)
On peut relier le degré de l’idéal (I, P ) engendré par I et P , à celui de I
lorsque I est un idéal bihomogène équidimensionnel de K[X] et P ∈ K[X]
n’est contenu dans aucun premier associé à I.
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Lemme 1.10. ([32], chapitre 5, lemme 2.11) Si P est un idéal bihomogène
premier de K[X] et P un élément de K[X](a,b) (bihomogène de multidegré
(a, b)) n’appartenant pas à P alors
d(1,dim(P)−2)((P, P )) = b · d(1,dim(P)−1)(P),
d(0,dim(P)−1)((P, P )) = a · d(1,dim(P)−1)(P) + b · d(0,dim(P))(P).
Corollaire 1.11. Si I est un idéal bihomogène équidimensionnel de K[X] et
P un élément de K[X](a,b) (bihomogène de multidegré (a, b)) n’appartenant
à aucun premier associé à I alors
d(1,dim(I)−2)((I, P )) = b · d(1,dim(I)−1)(I),
d(0,dim(I)−1)((I, P )) = a · d(1,dim(I)−1)(I) + b · d(0,dim(I))(I).
Démonstration. Nous utilisons d’abord la formule (1.6), puis à chaque terme
dans la somme à droite nous appliquons le lemme 1.10.
1.2.2 Hauteurs.
Nous reprenons notre corps commutatif infini K et nous supposons de
plus qu’il est muni d’une famille de valeurs absolues (| · |v)v∈M˜K satisfaisant
une formule du produit avec exposants (nv)v∈M˜K :
∏
v∈M˜K |α|nvv = 1 pour
tout α ∈ K \ {0}, voir [23].
Si L est une extension finie de K on sait que les valeurs absolues de M˜K
s’étendent en une famille M˜L de valeurs absolues sur L satisfaisant une
formule du produit avec des exposants (nw)w∈M˜L :
∏
w∈M˜L |α|nww = 1 pour
tout α ∈ L \ {0}. On a de plus ∑w|v nw = nv[L : K] pour tout v ∈ M˜K .
Dans cette situation on sait définir une notion de hauteur pour différents
objets définis sur une clôture algébrique K de K.
Exemple 1.1.
1. K = Q, M˜K = {nombres premiers} ∪ {∞}. Si p est premier, | · |p
est égale à la valeur absolue p-adique (normalisée de sorte que |p|p =
p−1) et | · |∞ est égale à la valeur absolue archimédienne de Q. La
formule du produit découle dans ce cas du théorème fondamental de
l’arithmétique.
2. K = k(z), où k désigne un corps commutatif algébriquement clos,
et M˜K = P1k. À tout élément v ∈ M˜K associons la valeur absolue
exp(−ordv). La formule du produit résulte dans ce cas de la factorisa-
tion unique des polynômes.
À une place v ultramétrique est naturellement associée une valuation
ordv, mais, par commodité, nous poserons pour toute valeur absolue | · |v
(ultramétrique ou archimédienne) ordvα := − log |α|v pour tout α ∈ K∗.
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Hauteurs des éléments. Rappelons d’abord la notion de hauteur d’un
élément de K. Soit donc K ⊂ L une extension finie de corps. Soient M˜L la
famille des places de L étendant M˜K . Pour tout v ∈ M˜L nous notons Lv le
complété de L par rapport à v et nv
def= [Lv : Kv]. Pour tout α ∈ L on pose
hL(α)
def= − 1[L : K]
∑
v∈M˜L
nv min(0, ordv(α)), (1.7)
En fait cette définition ne dépend pas de l’extension L choisie : si L ⊂ L′ ⊂
K, [L′ : L] < +∞ et α ∈ L on a hL′(α) = hL(α).
Plus généralement, soit α ∈ Pn
K
, on fixe un système de coordonnées α
de α et une extension finie L de K telles que toutes les composantes de α
appartiennent à cette extension. On pose
h(α) def= − 1[L : K]
∑
v∈M˜L
nv min(ordv(α0), ..., ordv(αn)). (1.8)
On vérifie que cette définition ne dépend ni du choix de α ni de l’extension
L. Pour α ∈ L on a hL(α) = h(1 : α).
Hauteurs des formes. Soit L une extension finie de K et soit F ∈
L[u(1), ..., u(n)] une forme multiprojective non nulle. Pour toute place non-
archimédienne v de L nous notons Mv(F ), le maximum des valuations v-
adiques des coefficients de F .
Pour tout place archimédienne v, d’après le théorème de Gelfand-
Tornheim (voir [3], pages 45 et 67) il existe un plongement σv : Kv → C tel
que |α|v = |σv(α)|, où | · | désigne la valeur absolue usuelle sur C. Dans ce cas
nous posons Mv(F ) := M(σv(F )), avec M(·) désignant la mesure rappelée
dans [32], chap. 7, p. 97 :
logMv(σv(P )) =
∫
Sn1+1(1)×···×Snr+1(1)
log |σv(F )|σn1+1 ∧ · · · ∧ σnr+1
+
r∑
i=1
degu(i) F
ni∑
j=1
1
2j
où Sn+1(1) désigne la sphère de rayon 1 dans Cn+1 et σn+1 la mesure de
Haar normalisée de masse totale 1 sur Sn+1(1).
Nous appelons alors hauteur de la forme F le nombre réel
h(F ) def= 1[L : K]
∑
v∈M˜L
nv logMv(F ) (1.9)
Complétons cette définition par h(0) = 0. Notons que l’on peut remplacer
L par une extension finie sans changer la valeur de h(F).
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Pour tout cycle algébrique Z dans Pn
K
(défini sur K) et tout d ∈
(N∗)dimZ+1 nous définissons
hd(Z)
def= h(FZ,d), (1.10)
où FZ,d désigne une forme éliminante de Z d’indice d. D’après la formule du
produit cette définition ne dépend pas du choix de la forme éliminante de Z
choisie.
Définition 1.12. Si d = (1, ..., 1), nous notons encore
h(Z) def= h(1,...,1)(Z)
et
d(Z) = 1dimZ + 1 degu FZ,(1,...,1)
t(Z) = h(Z) + d(Z).
Si d = (i1, ..., ir) (et Z est un cycle de dimension r − 1) on a la formule
hd(Z) = i1 · · · · · ir · h(Z)
(cf. le lemme 2.13 de [20]).
En particulier, si Z est un cycle 0-dimensionnel, on a (pour tout D ∈ N∗)
hD(Z) = D · h(Z). (1.11)
Une inégalité de la taille sur k(z). Soient D ∈ N∗ un entier strictement
positif, Q un polynôme de degré D avec des coefficients dans k[z] et Z un
cycle dans Pnk(z) défini sur k(z) et 0-dimensionnel.
Lorsque le cycle Z est défini sur k(z), une forme éliminante FZ,D ap-
partient à k(z)[u] (et nous fixons pour le moment ce choix d’une forme
éliminante d’indice D pour Z).
Nous pouvons décomposer FZ,D =
∏
β∈ZFβ,D, où Fβ =
∑
|α|=D uαβ
α,
le produit étant pris sur tous les points de Z comptés avec leur multiplicité
dans Z. Nous choisissons le système β de coordonnées projectives de β de
sorte que Mv(Fβ) ≥ 1. C’est possible quitte à diviser β par une coordonnée
βiv réalisant le minimum de |βi|v
Par spécialisation de tous les coefficients uα aux coefficients correspon-
dants de Q nous obtenons, vu que les coefficients de Q appartiennent à k(z),
que FZ,D(Q) appartient à k(z) :
FZ,D(Q) =
∏
β∈Z
Q(β) ∈ k(z). (1.12)
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Pour tout valeur absolue v ∈ M˜L (où L désigne une extension finie de
k(z)), qui ne prolonge pas la valeur absolue exp (degz(·)) de k(z), nous avons
−ordv(Q(β)) ≤ logMv
 ∑
|α|=D
uαβ
α
 ,
car tous les coefficients de Q appartient à k[z]. Par ailleurs, si v ∈ M˜L
prolonge la valeur absolue exp (−degz(·)) de k(z) on a
−ordv
(
Q(β)
)
≤ logMv
 ∑
|α|=D
uαβ
α
+ h(Q).
Ainsi (pour une extension L de k(z) suffisamment grande),
hL
∏
β∈Z
Q(β)
 = 1[L : k(z)] ∑
v∈M˜L
nv max
0,−ordv
∏
β∈Z
Q(β)

≤ 1[L : k(z)]
∑
v∈M˜L
nv max
0, logMv
 ∑
|α|=D
uαβ
α
+ h(Q) degZ
≤ 1[L : k(z)]
∑
v∈M˜L
nv logMv
 ∑
|α|=D
uαβ
α
+ h(Q) degZ
≤ hD(Z) + h(Q) degZ.
(1.13)
(la deuxième inégalité vient du choix du système de coordonnées projectives
β).
Par ailleurs, vu (1.12), nous avons ∏β∈ZQ(β) ∈ k(z) et donc
hk(z)
∏
β∈Z
Q(β)
 = − ∑
v∈M˜k(z)
min
0, ordv
∏
β∈Z
Q(β)
 ,
qui implique pour toute valeur absolue v0 ∈ M˜k(z) (avec une extension
v0 ∈ M˜L fixée)
h
∏
β∈Z
Q(β)
 ≥ −ordv0
∏
β∈Z
Q(β)

≥ −
∑
β∈Z
ordv0
(
Q(β)
)
.
(1.14)
En collant (1.13) et (1.14) nous obtenons
hD(Z) + h(Q) degZ ≥ −
∑
β∈Z
ordv0
(
Q(β)
)
, (1.15)
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ou encore compte tenu de (1.11) et D = degQ :
deg(Q)h(Z) + h(Q) degZ ≥ −
∑
β∈Z
ordv0
(
Q(β)
)
. (1.16)
Également, vu (1.12), nous avons
∏
β∈Z
Q(β)
−1 ∈ k(z) (1.17)
et alors
hk(z)
∏
β∈Z
Q(β)
 = hk(z)

∏
β∈Z
Q(β)
−1

= −
∑
v∈M˜k(z)
min
0, ordv

∏
β∈Z
Q(β)
−1


= −
∑
v∈M˜k(z)
min
0,−ordv
∏
β∈Z
Q(β)

et donc pour toute valeur absolue v0 ∈ M˜k(z) (avec une extension v0 ∈ M˜L
fixée)
hk(z)
∏
β∈Z
Q(β)
 ≥ ordv0
∏
β∈Z
Q(β)

≥
∑
β∈Z
ordv0
(
Q(β)
)
.
(1.18)
En collant (1.13) et (1.18) nous obtenons
degQ · h(Z) + h(Q) degZ ≥
∑
β∈Z
ordv0
(
Q(β)
)
. (1.19)
En résumant (1.16) et (1.19) nous obtenons
deg(Q)h(Z) + h(Q) deg(Z) ≥
∣∣∣∣∣∣
∑
β∈Z
ordv0
(
Q(β)
)∣∣∣∣∣∣ , (1.20)
pour Q ∈ k(z) et Z un cycle de dimension 0 défini sur k(z).
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1.2.3 Quantités δ0(I) et δ1(I).
Nous désignons par k un corps commutatif algébriquement clos de ca-
ractéristique quelconque et par A l’anneau de polynômes à coefficients dans
k suivant : A = k[X ′0, X ′1][X0, ..., Xn].
Il est important pour nous dans la suite de distinguer deux types d’objets.
Les objets définis sur k et les objets définis sur des corps contenant k(z) par
exemple k((z)) ou k((z)).
Bien sûr, tout objet défini sur k peut être considéré comme un objet
défini sur n’importe quel autre corps contenant k (la réciproque n’étant
évidemment pas vraie). Dans ce mémoire nous explicitons ce changement de
corps de base en utilisant la même lettre pour désigner des objets avant et
après changement du corps de définition. Mais, pour souligner la différence
au niveau du corps de définition nous utiliserons toujours des lettres grasses
pour les objets définis sur k(z), ou plutôt considérés comme tels, tandis
que les objets définis sur k seront désignés par des caractères normaux. Par
exemple, dans la suite nous allons associer aux polynômes bi-homogènes
P ∈ A des polynômes homogènes en X0, . . . , Xn avec des coefficients en
k[z] par la formule P(X0, . . . , Xn) = P (1, z, X0, . . . , Xn), et réciproquement
associer aux polynômes de k[z][X0, . . . , Xn] homogènes à coefficients dans
k[z] des polynômes de A, en considérant (1 : z) comme des coordonnées
projectives et remplaçant ceci par (X ′0 : X ′1).
Régulièrement dans la suite nous allons noter par f un n-uplet de fonc-
tions
f = (f1(z), ..., fn(z)) ∈ k((z))n
et par f le point correspondant de l’espace Pnk((z)) avec des coordonnées
projectives
f = (1 : f1(z) : ... : fn(z)) ∈ Pnk((z)).
Nous notons aussi par f˜ le point de l’espace P1k((z)) × P
n
k((z)) de coordonnées
projectives
f˜ = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P1k((z)) × P
n
k((z)). (1.21)
Définition 1.13. Nous notons Pf˜ l’idéal bi-homogène des polynômes de A
qui s’annulent en f˜ .
Remarque 1.14. Si f1(z),...,fn(z) sont algébriquement indépendantes sur
k(z), alors Pf˜ = (0).
Fixons des constantes
ν0 > 0, ν1 ≥ 0 et µ > 0. (1.22)
36 Chapitre 1. Théorèmes et outils généraux
Nous associons maintenant des entiers δ0 et δ1 à tout idéal bi-homogène
I ⊂ A = K[X ′0, X ′1][X0, . . . , Xn] et tout point de
(
P1k((z)) × P
n
k((z))
)
\ V(I).
En fait les quantités δ0 et δ1 que nous allons définir vont dépendre aussi des
constantes ν0, ν1 et µ, mais pour alléger la notation nous ne préciserons pas
cette dépendance.
Définition 1.15. a) Soit I ⊂ A un idéal bi-homogène et soit f˜ = (1 : z; 1 :
f1(z) : ... : fn(z)) un point dans
(
P1k((z)) × P
n
k((z))
)
\ V(I).
Nous choisissons alors un polynôme bi-homogène P ∈ I, satisfaisant
P (f˜) 6= 0 (1.23)
et qui minimise la quantité
µd(0,n−rgI+1)I degX P + ν0d(1,n−rgI)I degX′ P
+ ν1d(1,n−rgI)I degX P (1.24)
parmi des polynômes bi-homogènes satisfaisant (1.23). S’il existe plusieurs
tels polynômes, nous en choisissons un avec degX′ P minimal. Nous notons
δ0(I, f˜) def= degX′ P et δ1(I, f˜)
def= degX P . Même si le choix du polynôme
P n’est pas nécessairement unique, les entiers δ0(I, f˜) et δ1(I, f˜) sont bien
définis avec toutes ces conditions.
b) Pour tout idéal bi-homogène I ⊂ A nous choisissons un polynôme bi-
homogène P ∈ I \ {0} qui minimise la quantité (1.24). S’il existe plusieurs
polynômes bi-homogènes minimisant (1.24) nous choisissons un polynôme
avec degX′ P minimal. Nous notons δ0(I)
def= degX′ P et δ1(I)
def= degX P .
c) Pour tout cycle Z (défini sur k) dans l’espace P1 × Pn et tout point
f˜ = (1 : z; 1 : f1(z) : ... : fn(z)) ∈
(
P1k((z)) × P
n
k((z))
)
\ Z
nous posons δi(Z, f˜) def= δi(I(Z), f˜) et δi(Z) def= δi(I(Z)), i = 0, 1.
Remarque 1.16. Dans le cas où 1, f1(z), ..., fn(z) sont algébriquement
indépendantes sur k(z), on a δi(I) = δi(I, f˜) pour i = 0, 1 et pour tout idéal
I, car la condition (1.23) se ramène alors à choisir P non nul.
1.3 Ordres.
1.3.1 Définitions et premières propriétés
On reprend notre corps K (toujours commutatif et infini) et soit v une
valuation sur K. Notons Kv la complétion de K par rapport à v.
Introduisons SK[X][d] l’anneau des polynômes à coefficients dans K[X]
en les indéterminées s(l)m,m′ (où 1 ≤ l ≤ r et m,m′ ∈ Mdl) factorisé par tous
1.3. Ordres. 37
les relations s(l)m,m′ + s
(l)
m′,m = 0 (1 ≤ l ≤ r et m,m′ ∈ Mdl) ; remarquons que
en particulier on a s(l)m,m = 0.
Définissons un morphisme d’anneaux ∂ :
∂ : K[X][d]→ SK[X][d]
u
(l)
m 7→
∑
m′∈Mdl
(
dl
m
)1/2(
dl
m′
)1/2
s
(l)
m,m′m
′ (1.25)
et lorsque x ∈ (Kn1+1v \ {0})× · · · × (Knq+1v \ {0}) une évaluation
ex : K[X][d]→ SK[X][d]
m 7→ m(x) (1.26)
que nous étendons en SK[X][d]→ Sk((z))[d] par ex(s(l)m,m′) = s(l)m,m′ .
Rappelons que la fonction Mv est définie au début du paragraphe "Hau-
teurs des formes", sur la page 31. Dans la définition suivante nous notons
par αd le morphisme
αd : K[d] → K[d]
u
(l)
m 7→
(
dl
m
) 1
2
u
(l)
m .
Définition 1.17. (Cf. la définition dans le paragraphe 4.2 du chapitre 7
de [32]). Soit V un sous-schéma fermé de Pn1Kv × · · · × P
nq
Kv
, d ∈ (Nq)dimV+1
et x un point fermé de Pn1Kv × · · · × P
nq
Kv
. Posons
Ordd(x, V ) = − log
(
Mv(ex ◦ ∂(FV,d))
Mv(αd(FV,d))
∏dimV+1
l=1 Mv(αdl(Ul)(x))
deg
u(l) FV,d
)
où FV,d est une forme résultante d’indice d de V et x désigne un système
de coordonnées projectives quelconque de x dans
(
Kn1+1v \ {0}
) × · · · ×(
K
nq+1
v \ {0}
)
. Il est facile de vérifier que cette formule ne dépend ni du
choix de FV,d ni de celui d’un système de coordonnées projectives pour x.
On notera que la quantité Distd(·, ·) def= exp (−Ordd(·, ·)) se comporte
comme une distance :
Lemme 1.18. Gardons la notation de la définition 1.17.
a) Si x ∈ V , alors Ordd(x, V ) =∞.
b) Soit d = (δ, ..., δ) ∈ ((N)q)dimV+1. Alors, Ordd(x, V ) = ∞ implique
x ∈ V .
Démonstration. Voir la discussion au bas de la page 118 de [32].
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Signalons qu’en général il est possible que Ordd(x, V ) = ∞ (i.e.
Distd(x, V ) = 0) tandis que x 6∈ V (voir la discussion à la page 119 de [32]).
Définition 1.19. Soit x ∈ AnKv . Nous posons
ordv x
def= min
i=1,...,n
ordv xi. (1.27)
Définissons ordv(x, y) pour x, y ∈ PnKv . Pour cela choisissons des coor-
données projectives (x0 : ... : xn) et (y0 : ... : yn) de x et y respectivement et
posons
ordv(x, y)
def= −ordv(x ∧ y) + ordvx+ ordvy. (1.28)
Cette définition ne dépend pas du choix des coordonnées projectives (rap-
pelons que par x ∧ y nous désignons le n(n−1)2 -uplet (xiyj − xjyi)0≤i<j≤n).
Définition 1.20. Soit V une variété dans Pn
K
et x ∈ Pn
K
. Alors nous posons
ordv(x, V )
def= max
y∈V
K
(ordv(x, y)) ,
dist(x, V ) def= exp (−ordv(x, V )) .
Exemple 1.2. Si V = {α} est juste un point on a
Ordv(x, {α}) = ordv(x, {α}) = ordv(x, α).
Nous noterons également Ordv(x, α) pour Ordv(x, {α}).
Nous allons aussi utiliser ces notations avec des idéaux au lieu des varié-
tés. Par exemple, nous utiliserons la notation ordv(x, I) (où I est un idéal)
pour désigner ordv(x,V(I))
Définition 1.21. Si le choix de la place v ne cause pas de confusion, nous
noterons également ordx(V ) pour ordv(x, V ), où V ⊂ PnKv désigne une sous-
variété de Pn
Kv
, et ordx(I) pour ordv(x, I) (i.e. pour ordv(x,V(I))), où I
désigne un idéal homogène de Kv[X].
Par exemple, dans cette thèse nous appliquerons tout particulierement la
valuation ordz=0 aux objets définis sur k((z)). Nous utiliserons alors la no-
tation décrite dans la définition 1.21, sous-entendant cette valuation ordz=0
fixee.
Soulignons ici que Ord et ord (et également Dist et dist) désignent des
quantités différentes. Les quantités Ord (et Dist) sont définies avec la forme
de Chow et elles mesurent la moyenne de la distance entre un point x et
les points d’une variété V , tandis que ordv(x, V ) est la distance minimale
entre x et un point de V . Par exemple pour une variété 0-dimensionnelle
Ord désigne la somme des ordv(x, α) où α parcourt tous les points de V .
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Ainsi, Ord prend en compte la structure algébrique de V , tandis que ord
mesure la distance plutôt au sens ensembliste.
Nous établissons maintenant un lemme que nous utiliserons aux cha-
pitres 2 et 4.
Lemme 1.22. Soient x,y ∈ Pnk((z)) deux points de l’espace projectif.
a) Soient x un système de coordonnées projectives de x et y un système
de coordonnées projectives de y satisfaisant
ordz=0x = ordz=0y.
Alors
Ordz=0(x,y) ≥ ordz=0(x− y)− ordz=0x. (1.29)
b) Supposons Ordz=0(x,y) > 0, si nous fixons pour y un système de
coordonnées projectives y dans k((z))n+1, alors il existe un système de co-
ordonnées projectives x ∈ k((z))n+1 de x satisfaisant
α) ordz=0x = ordz=0y,
β) ordz=0(x− y)− ordz=0(y) = Ordz=0(x,y)
(1.30)
Démonstration. a) Si nous multiplions simultanément x et y par zC , cela ne
change pas (1.29) ni à gauche, ni à droite. Ainsi il suffit d’établir (1.29) en
supposant
ordz=0x = ordz=0y = 0.
Maintenant, vu la formule xiyj − xjyi = (xi − yi)yj − (xj − yj)yi, on a
ordz=0(xiyj − xjyi) ≥ min (ordz=0(xi − yi), ordz=0(xj − yj)) ,
d’où le résultat.
b) Considérons d’abord le cas
ordz=0y = 0. (1.31)
Supposons, sans perte de généralité, ordz=0(y0) = 0. Choisissons un
système de coordonnées projectives x ∈ k((z))n+1 de x tel que ordz=0(x0) =
0. Quitte à multiplier par des éléments d’ordre zéro en z = 0 nous pouvons
supposer
y0 = x0 = 1. (1.32)
En fait on a nécessairement
ordz=0x = 0 (1.33)
car sinon il existe j ∈ {1, ..., n} tel que ordz=0xj = ordz=0x < 0, donc
ordz=0(x0yj − xjy0) = ordz=0xj = ordz=0x < 0,
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puis
Ordz=0(x,y) = min0≤i<j≤n (ordz=0(xiyj − xjyi))− ordz=0x ≤ 0
contredisant l’hypothèse Ordz=0(x,y) > 0.
Comme ordz=0x = ordz=0y = 0,
Ordz=0(x,y) = min
i,j=0,1,...,n
ordz=0(xiyj − xjyi),
et on en déduit (vu (1.31), (1.32) et (1.33))
ordz=0(x− y) = min
i=0,1,...,n
ordz=0(xi − yi)
= min
i=0,1,...,n
ordz=0(xiy0 − x0yi) ≥ Ordz=0(x,y) > 0.
Donc ordz=0(x − y) ≥ Ordz=0(x,y) et par le point (a), Ordz=0(x,y) ≥
ordz=0(x− y), donc on a l’égalité
ordz=0(x− y) = Ordz=0(x,y)
si ordz=0y = 0.
Passons au cas général. Soit donc y′ un système de coordonnées projec-
tives de y satisfaisant ordz=0y′ = C. Posons y = 1zC y
′. Comme ordz=0y = 0
et vu la démonstration précédente il existe un système de coordonnées pro-
jectives x de x tel que
ordz=0(x− y)− ordz=0(y) = Ordz=0(x,y).
Il suit immédiatement que
ordz=0(zCx− zCy)− ordz=0(zCy) = Ordz=0(x,y)
et nous concluons en posant x′ = zCx.
1.3.2 Une propriété de δ0 et δ1
Lemme 1.23. Fixons un point
f˜ = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P1k[[z]] × Pnk[[z]]
et considérons une suite de cycles Zi ⊂ P1 × Pn définis sur k et tels
que f˜ 6∈ Zi pour i = 1, 2, 3, . . . . Si ord(f˜ , Zi) tend vers +∞, alors
max(δ0(Zi, f˜), δ1(Zi, f˜)) tend vers l’infini avec i.
Démonstration. Notons TN (g(z)) le vecteur des coefficients du développe-
ment de Taylor de la fonction g(z) jusqu’à l’ordre N .
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Ad absurdum, supposons qu’il existe l0, l1 < +∞ tels qu’il existe une
suite strictement croissante (Ni)i∈N de nombres naturels et une suite de
cycles (Zi)i∈N satisfaisant f˜ 6∈ Zi, δj(Zi, f˜) = lj , j = 0, 1, et
ordf˜Zi ≥ Ni. (1.34)
Par définition de δj(Zi, f˜), j = 0, 1, pour tout i ∈ N il existe un polynôme
Pi ∈ A(l0,l1) (où A(l0,l1) désigne l’ensemble de polynômes de A de degrés au
plus l0 en X ′ et au plus l1 en X) satisfaisant
Pi(f˜) 6= 0, (1.35)
Pi ∈ I(Zi). (1.36)
Les relations (1.34) et (1.36) impliquent Ordz=0Pi(f˜) ≥ Ni, i ∈ N, ou ce qui
revient au même
TNi(Pi(f˜)) = 0. (1.37)
Notons Y = A(l0,l1)/
(
Pf˜ ∩ A(l0,l1)
)
et M def= Hg(Pf˜ , (l0, l1)) = dimk Y
(pour la notation Pf˜ , voir la définition 1.13). Fixons une base B =
(y1, ..., yM ) de A(l0,l1)/
(
Pf˜ ∩ A(l0,l1)
)
et définissons une application
A(l0,l1)/
(
Pf˜ ∩ A(l0,l1)
)
→ k[[z]]
x 7→ x(f˜)
comme suit. Pour tout élément x ∈ A(l0,l1)/
(
Pf˜ ∩ A(l0,l1)
)
choisissons un
représentant ax dans A(l0,l1). La série formelle ax(f˜) ∈ k[[z]] ne dépend pas
du choix de représentant ax car si bx est encore un représentant de x, alors
ax − bx ∈ Pf˜ et donc ax(f˜)− bx(f˜) = 0. Nous posons x(f˜)
def= ax(f˜).
Soit N un entier positif. Notons FN l’espace vectoriel engendré par les
TN (yj(f˜)) où yj parcours l’ensemble B. Soit pN : Y → FN l’application
linéaire définie sur Y par y → TN (y(f˜)).
Maintenant (1.35) et (1.37) impliquent que pour la suite strictement
croissante (Ni)i∈N de nombres naturels on a un noyau non-trivial de pNi .
Évidemment on a l’inclusion ker pNi ⊂ ker pNj pour Ni > Nj , et nous avons
donc une chaîne infinie d’espaces vectoriels emboîtés :
ker pN0 ⊃ ker pN1 ⊃ ker pN2 ⊃ ker pN3 ⊃ ...
Chaque inclusion stricte dans cette chaîne
ker pNi ) ker pNi+1 , (1.38)
entraîne
dimk ker pNi ≤ dimk ker pNi+1 − 1. (1.39)
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Dans le même temps
dim ker pN0 ≤M = dimkA(l0,l1)/
(
Pf˜ ∩ A(l0,l1)
)
< +∞
donc on ne peut avoir l’inégalité (1.39) qu’un nombre fini de fois, et a fortiori
on a seulement un nombre fini d’inclusions strictes (1.38). Ainsi il existe un
indice s tel que
ker pNs = ker pNs+1 = ker pNs+2 = ... = pNs+i = ...
Par suite
+∞⋂
i=1
ker pNi = ker pNs 6= 0, (1.40)
car ker pNi 6= 0 par le choix de la suite (Ni) (cf. (1.35) et (1.37)).
D’un autre côté pour tout élément x de ⋂+∞i=1 ker pNi on a x(f˜) = 0, donc
tout représentant dans A(l0,l1) appartient à Pf˜ ce qui entraîne x = 0 en tant
qu’élément de A(l0,l1)/
(
Pf˜ ∩ A(l0,l1)
)
et donc
+∞⋂
i=1
ker pNi = 0. (1.41)
La contradiction obtenue entre (1.40) et (1.41) montre que l’hypothèse ini-
tiale sur l0, l1 < +∞ est fausse ce qui achève de montrer le lemme 1.23.
Corollaire 1.24. Il existe une constante Csg qui ne dépend que de f˜ =
(1 : z, 1 : f1(z) : ... : fn(z)) ∈ P1k[[z]] × Pnk[[z]] telle que si un cycle Z ⊂
P1×Pn (définie sur k) ne contient pas f˜ et satisfait ordf˜Z ≥ Csg, alors soit
δ0(Z, f˜) ≥ 2n! + 1, soit δ1(Z, f˜) ≥ 4n.
Démonstration. C’est un corollaire direct du lemme 1.23.
1.4 Le lemme de transfert et ses conséquences
Comme dans (1.22), fixons dans ce paragraphe des constantes
ν0 > 0, ν1 ≥ 0 et µ > 0.
On va utiliser le lemme de transfert multiprojectif de [43] dont on rappelle
l’énoncé, spécialisé à notre cas. Dans la suite nous notons
cn = 2n+1(n+ 2)(n+1)(n+3). (1.42)
Remarquons que dans la notation de [43] on ait cn = cP1×Pn .
Théorème 1.25. (Lemme de transfert (1, n)-projectif). Soit f ∈ Pnk[[z]] et
C un réel satisfaisant
C ≥ (min(ν0, µ)n)−1 . (1.43)
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Si une forme P ∈ k[z][X0, X1, ..., Xn], non nulle, satisfait
ordz=0(P(f))− degP · ordz=0(f)− h(P)
> C · n · ((µ+ ν0) (h(P) + 1) + ν1 degP)µn−1 (degP+ 1)n , (1.44)
alors il existe un cycle irréductible Z ∈ Pn
(
k(z)
)
défini sur k(z), de dimen-
sion 0, contenu dans le lieu des zéros de P, satisfaisant
ν0 degZ · h(P) + ν1 degZ · degP+ µ · h(Z) · degP
≤ cnC(n+ 1)µn (ν0 (h(P) + 1) + ν1 degP) (degP+ 1)n , (1.45)
et ∑
α∈Z
Ordf (α) >c−1n
[
(cnC)
1
n (ν0(h(P) + 1) + ν1 degP)
]
deg(Z)
+ c−1n
[
(cnC)
1
nµ(degP+ 1)
]
h(Z).
(1.46)
En particulier, (1.43) et (1.46) impliquent
∑
α∈Z
Ordf (α) > C
1
n c
−n−1
n
n
(
ν0 deg(Z)h(P) + ν1 deg(Z) degP
+ µ · h(Z) degP
)
.
(1.47)
Démonstration. Nous appliquons le corollaire 11 de [43] à X˜0 = V(P) et
Φ˜ = f˜ avec
η =
[
(cnC)
1
n (ν0(h(P) + 1) + ν1 degP)
]
,
δ =
[
(cnC)
1
nµ(degP+ 1)
]
.
L’inégalité (1.43) implique
h(P) ≤ η
degP ≤ δ, (1.48)
donc X˜0 est définie par une forme de multidegré ≤ (η, δ) avec
(η, δ) ≥ (c1/nn , c1/nn ).
Dans notre cas cn = cP1×Pn et
deg
(
X˜0; (η, δ)
)
= h(P) · δn + n · degP · ηδn−1. (1.49)
La condition
Ordf X˜0 ≥ c−1n deg
(
X˜0; (η, δ)
)
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est donné par (1.44), car
Ordf˜ X˜0 = OrdfP = ordz=0(P(f))− degX ·Pordz=0(f)− h(P)
> C · n ·
(
(µ+ ν0) (h(P) + 1) + ν1 degX P
)
µn−1
(
degX P+ 1
)n
> c−1n · n · (cnC)
((
ν0(h(P) + 1) + ν1 degX P
)
µn−1
(
degX P+ 1
)n
+ (h(P) + 1)µn
(
degX P+ 1
)n)
> c−1n
(
n · ηδn−1 degX P+ δnh(P)
)
> c−1n deg
(
X˜0; (η, δ)
)
.
La conclusion du corollaire 11 de [32] nous donne exactement la conclusion
du théorème. En effet, le corollaire nous fournit un cycle Z ⊂ X˜0(k(z)) défini
sur k(z) et de dimension 0 tel que
δ · h(Z) + η degZ ≤ deg
(
X˜0, (η, δ)
)
, (1.50)∑
α∈Z
Ordf (α) > c−1n (η degZ+ δ · h(Z)) . (1.51)
L’estimation (1.50) (avec (1.48) et (1.49)) nous donne l’inégalité (1.45) et
l’estimation (1.51) nous donne directement (1.46).
Définition 1.26. Soit C un réel satisfaisant (1.43). Dans la suite
nous associons, grâce au lemme de transfert, à tout polynôme homogène
P ∈ k[z][X1, ..., Xn] satisfaisant (1.44) un cycle irréductible 0-dimensionnel
ZC(P) défini sur k(z), contenu dans le lieu des zéros de P et satisfaisant les
inégalités (1.45) et (1.46). S’il existe plusieurs tels cycles, nous en choisissons
un.
Remarque 1.27. En considérant (1 : z) comme les coordonnées d’un point
de P1k(z) nous pouvons considérer le cycle Z comme un cycle 1-dimensionnel
dans P1k × Pnk (défini sur k). Dans ce cas nous le notons ZC(P ).
À un polynôme P (X ′0, X ′1, X0, X1, ..., Xn) ∈ A bi-homogène satisfaisant
ordz=0(P (1, z, f)− (degX P )ordz=0(f)− degX′ P
n((ν0 + µ)(degX′ P + 1) + ν1 degX P )µn−1(degX P + 1)n
> C, (1.52)
nous associons le polynôme homogène
P(X0, X1, ..., Xn) = P (1, z, X0, X1, ..., Xn)
(satisfaisant alors (1.44)) auquel les cycles ZC(P) et ZC(P) sont associés.
Par cette procédure nous associons donc également des cycles ZC(P ) et
ZC(P ) à tout polynôme bi-homogène P ∈ A satisfaisant (1.52).
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Remarque 1.28. Notons qu’en combinant (1.52) (pour C assez grand) avec
le lemme de transfert (thórème 1.25, (1.46)) on montre que le cycle ZC(P )
n’est pas isotrivial (et donc ZC(P ) n’est pas défini sur k). En fait c’est facile
de préciser la minoration pour C qui assure que ZC(P ) n’est pas isotri-
vial. Tout point défini sur k contribue au maximum par Ordz=0
(
f˜ ∧ f(0)
)
à OrdfZC(P ), donc pour des cycles isotriviaux Z on a toujours l’estimation
OrdfZ ≤ Ordz=0 (f(z) ∧ f(0)) degZ.
Ainsi
C > Ciso :=
(
cnOrdz=0 (f ∧ f(0)) + 1
min(ν0, µ)
)n
implique que ZC(P ) n’est pas isotrivial.
Nous avons le lemme suivant :
Lemme 1.29. Soit f = (1 : f1 : ... : fn) ∈ Pnk[[z]] tel que f1, f2,...,fn
soient algébriquement indépendantes sur k(z). Soient P ∈ k[z][X0, ..., Xn]
un polynôme homogène non nul satisfaisant (1.44) avec
C ≥ max
(
(3/min(ν0, µ))n (n!)ncn−1n ,
(
cnCsg + 1
min(ν0, µ)
)n
, Ciso
)
(1.53)
(où Csg est la constante du corollaire 1.24). Soit Z = ZC(P) et soit P0 ∈
k[z][X0, ..., Xn] un polynôme homogène en X, non nul, s’annulant sur Z et
réalisant le minimum de la quantité
ν0 · h(Z)h(Q) + ν1 · degZ · h(Q) + µ · h(Z) degX Q (1.54)
sur tous les polynômes homogènes Q ∈ k[z][X0, ..., Xn] non nuls s’annulant
sur Z.
Notons δ0 = h(P0) et δ1 = degX P0.
Alors, il existe un point α ∈ Z satisfaisant
Ord(f , α) > C˜(δ0 + 1)(δ1 + 1)n, (1.55)
où C˜ = C 1n min(ν0, µ)
(
3 · n! · c
n−1
n
n
)−1
.
Démonstration. Tout d’abord, remarquons qu’il existe un point α1 ∈ ZC(P)
satisfaisant
Ord(α1, f) ≥ Csg. (1.56)
En effet, par la minoration (1.46) il existe un point α1 ∈ ZC(P) satisfai-
sant Ord(α1, f) ≥ c−1n
[
(cnC)
1
n ν0
]
et nous en déduisons (1.56) avec l’hypo-
thèse (1.53).
Ainsi au vu du corollaire 1.24 nous pouvons supposer que
δ0 ≥ 2 · n! + 1 ou δ1 ≥ 4n. (1.57)
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Soient (a, b) ∈ N2. Par l’algèbre linéaire on peut construire un polynôme
bi-homogène Q(a,b) = Q(a,b)(X ′0, X ′1, X0, X1, ..., Xn) ∈ A \ {0} de bi-degré
(a, b) et d’ordre d’annulation en f˜ = (1, z, f) satisfaisant ordz=0Q(a,b)(f˜) ≥
b 1n!(a+ 1)(b+ 1)nc.
Posons
(a, b) =
{
(δ0 − 1, δ1), si δ0 ≥ 2 · n! + 1,
(δ0, δ1 − 1), sinon, i.e. δ1 ≥ 4n au vu de (1.57) .
(1.58)
Montrons pour ce choix de (a, b) l’inégalité
ordz=0Q(a,b)(f˜) >
1
2 · n! (δ0 + 1)(δ1 + 1)
n. (1.59)
Vu (1.58), il suffit de considérer deux cas :
a) δ0 ≥ 2 · n! + 1,
b) δ1 ≥ 4n.
Par construction de Q(a,b) nous avons
ordz=0Q(a,b)(f˜) ≥ b
1
n! (a+ 1)(b+ 1)
nc > 1
n! (a+ 1)(b+ 1)
n − 1. (1.60)
Dans le cas a) on se ramène alors à
ordz=0Q(a,b)(f˜) ≥
1
n! (δ0(δ1 + 1)
n − n!) (1.61)
et afin de démontrer (1.59) il suffit de vérifier
2δ0(δ1 + 1)n − 2 · n! ≥ (δ0 + 1)(δ1 + 1)n (1.62)
qui est évidemment vrai pour δ0 ≥ 2 · n! + 1 (et δ1 ≥ 0).
Dans le cas b) en utilisant la même procédure, nous arrivons au point
où il nous suffit de vérifier (au lieu de (1.62))
2(δ0 + 1)δn1 − 2 · n! ≥ (δ0 + 1)(δ1 + 1)n. (1.63)
Nous pouvons réécrire cette dernière inégalité comme(
2
(
δ1
δ1 + 1
)n
− 1
)
(δ0 + 1) ≥ 2 · n!(δ1 + 1)n . (1.64)
Dans cette dernière inégalité la partie de côté gauche est une fonction crois-
sante de δ0 et δ1, et la partie du côté droit est une fonction décroissante de
δ1. Donc si cette inégalité n’est pas vraie pour toutes les valeurs δ0 ≥ 0 et
δ1 ≥ 4n, alors elle doit être fausse au moins pour δ0 = 0 et δ1 = 4n. Mais
dans ce dernier cas il est facile à vérifier directement
2
( 4n
4n+ 1
)n
(0 + 1) > 1/2 > 2 · n!(4n+ 1)n (1.65)
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et ainsi l’inégalité (1.63) est vraie pour toutes valeurs δ0 ≥ 0, δ1 ≥ 2n. Ceci
achève la démonstration de l’inégalité (1.59).
Notons
Q(X0, ..., Xn) = Q(a,b)(1, z, X0, ..., Xn)q,
où q = d2 ·n!C˜e de sorte que ordz=0Q(a,b)(1, z, 1, f1, ..., fn)q ≥ C˜(δ0 + 1)(δ1 +
1)n. Comme les composantes de f sont algébriquement indépendantes sur
k(z), on a Q(f) 6= 0.
Il est facile de vérifier
h(Q) ≤ degX′ Q(a,b) = a,
degX Q = degX Q(a,b) = b.
Dans le même temps on a évidemment
degZ ≥ 1
et, comme Z n’est pas défini sur k (cf. la remarque 1.28), on a
h(Z) ≥ 1.
Donc, vu (1.58), le polynôme Q rend la quantité (1.54) strictement plus
petite que le minimum réalisé par P0. Ainsi il ne peut s’annuler sur Z par
définition de P0, ou autrement dit : Q n’appartient pas à I(Z).
On applique le théorème 4.11 du chapitre 3 de [32] au polynôme
Q(X0, ..., Xn) et à l’idéal I(Z) 0-dimensionnel sur k(z).
Soit α ∈ Z réalisant le maximum de la distance d’un point de Z à f ,
autrement dit : Ord(f , α) = maxβ∈Z Ord(f , β).
On pose
θ =
{
Ordz=0Q(f), si Ord(f , α) > Ordz=0Q(f)
OrdfI(Z), si Ord(f , α) ≤ Ordz=0Q(f)
(1.66)
Par le théorème 4.11 du chapitre 3 de [32] on a
θ ≤ h(Q) deg(I(Z)) + h(I(Z)) deg(Q) (1.67)
(dans le cas du corps de base k(z) toutes les valuations sont ultramétriques,
donc ν = 0 et le terme νm2 deg(I(Z)) deg(Q) est égal à zéro dans le théo-
rème en référence).
Montrons que le cas
Ord(f , α) ≤ Ordz=0Q(f) (1.68)
est en fait impossible.
Dans ce cas θ = OrdfI(Z) et ainsi (1.67) montre
OrdfI(Z) ≤ qδ0 deg(Z) + qδ1h(Z),
48 Chapitre 1. Théorèmes et outils généraux
et nous pouvons affaiblir cette inégalité en
OrdfI(Z) ≤ qmin(ν0, µ) (ν0δ0 deg(Z) + ν1δ1 deg(Z) + µδ1h(Z)) .
En utilisant la définition de δ0 et δ1 nous en déduisons
OrdfI(Z) ≤ qmin(ν0, µ)
(
ν0h(P0) deg(Z)
+ ν1 degP0 deg(Z) + µ degP0h(Z)
)
≤ qmin(ν0, µ)
(
ν0h(P) deg(Z)
+ ν1 degP deg(Z) + µ degPh(Z)
)
.
(1.69)
En effet, comme P s’annule sur Z on a
ν0h(P0) deg(Z) + ν1 degP0 deg(Z) + µ degP0h(Z)
≤ ν0h(P) deg(Z) + ν1 degP deg(Z) + µ degPh(Z)
par la minimalité définissant P0. Puis, en appliquant (1.47) (rappelons notre
notation Z = ZC(P)), on a
OrdfI(Z) > C
1
n c
−n−1
n
n (ν0h(P) deg(Z) + ν1 degPdeg(Z) + µ degPh(Z))
et en collant ceci avec (1.69) on obtient
C
1
n c
−n−1
n
n (ν0h(P) deg(Z) + ν1 degPdeg(Z) + µ degPh(Z))
<
q
min(ν0, µ)
(ν0h(P) deg(Z) + ν1 degP deg(Z) + µ degPh(Z)) .
En simplifiant ν0h(P) deg(Z) + ν1 degP deg(Z) + µ degPh(Z) nous en dé-
duisons l’inégalité
3 · n!C˜ = C 1n min(ν0, µ)c−
n−1
n
n < q = d2 · n!C˜e
qui contredit la définition de q et de C˜ ≥ 1 et donc effectivement l’inéga-
lité (1.68) est impossible.
Nécessairement on a
Ord(f , α) > ordz=0Q(f).
Comme par construction de Q on a ordz=0Q(f) > C˜(δ0 + 1)(δ1 + 1)n, on
déduit directement
Ord(f , α) > C˜(δ0 + 1)(δ1 + 1)n. (1.70)

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1.5 Généralités sur les transformations ration-
nelles des espaces projectifs
Dans ce paragraphe nous considérons la transformation rationnelle T de
P1 × Pn dans P1 × Pn définie par
(X ′0 : X ′1, X0 : ... : Xn)→
(
A′0(X ′0, X ′1, X0, ..., Xn) : A′1(X ′0, X ′1, X0, ..., Xn),
A0(X ′0, X ′1, X0, ..., Xn) : ... : An(X ′0, X ′1, X0, ..., Xn)
)
, (1.71)
où A′i ∈ A, i = 0, 1 et Aj ∈ A, j = 0, ..., n sont des polynômes bi-homogènes
du même bi-degré.
Définition 1.30. Notons irr T l’union des lieux des zéros communs des
systèmes de polynômes bi-homogènes A′i(X ′0, X ′1, X0, ..., Xn), i = 0, 1, et
Aj(X ′0, X ′1, X0, ..., Xn), j = 0, ..., n. On a irr T ⊂ P1k × Pnk et c’est l’ensemble
des points où l’application bi-projective T n’est pas définie (si irr T = ∅ la
transformation T est une transformation bi-projective régulière).
Pour alléger la notation nous écrivons T (W ) au lieu de T (W \ irr T ).
Nous nous donnons un point f˜ = (1 : f ′1, 1 : f1 : ... : fn) ∈ P1k((z)) × P
n
k((z))
tel que f ′1,f1,...,fn soient algébriquement indépendantes sur k.
Lemme 1.31. Soit T : P1 × Pn → P1 × Pn une transformation rationnelle
dominante. Il existe une constante Crég qui ne dépend que de T et de f˜ telle
que si une variété irréductible V ⊂ P1 × Pn satisfait
ordf˜V > Crég, (1.72)
alors
dim T (V ) = dimV.
Démonstration. Nous allons exploiter le fait que le point f˜ n’appartient à
aucune sous-variété de P1k×Pnk définie sur k différente de tout l’espace P1k×Pnk
lui-même.
Remarquons d’abord que le morphisme T est un morphisme régulier sur
un ouvert de P1k × Pnk défini sur k, c’est-à-dire il est un morphisme régulier
hors d’un fermé Fr (différent de P1k × Pnk) défini sur k.
Ensuite, hors d’un fermé Fe différent de tout l’espace, T est un mor-
phisme étale (proposition 4.5, exposé I de [19]), donc préserve la dimension
des variétés.
Soit F = Fr ∪ Fe. La variété F étant définie sur k et différente de tout
l’espace (car Fr et Fe le sont), on a f˜ 6∈ F , et donc dist(f˜ , F ) = d1 > 0, ou,
alternativement, ord(f˜ , F ) = o1 < +∞.
Soit V une variété irréductible satisfaisant (1.72) pour Crég = o1. Par
définition ceci signifie qu’au moins un point α ∈ V satisfait ord(f˜ , α) > o1 et
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donc V n’est pas contenue dans F . Ainsi, vu que V est irréductible, U = V \F
est dense dans V et donc en particulier dimV = dimU . Comme T est étale
sur U , on a dim T U = dimU et donc dim T V ≥ dim T U = dimU = dimV .
Compte tenu de l’inégalité dim T V ≤ dimV (laquelle est vraie en tout cas),
on conclut dim T V = dimV .
Ainsi on trouve la conclusion du lemme avec Crég = o1.
Utilisant aussi bien (1.47) que le lemme 1.29, on peut garantir que le cycle
Zb(P ) contient au moins un point α à distance b
1
n c
−n−1
n
n de f , c’est-à dire qu’il
n’est pas trop loin de f . Le lemme suivant utilise cette remarque pour établir
l’alternative : soit le polynôme P satisfait le lemme de multiplicité pour une
constante absolue C, soit on peut supposer certaines propriétés particulières
de l’action de T sur toute variété irréductible contenant ZC(P ).
Lemme 1.32. Il existe une constante CT qui ne dépend que de T et de f
telle que si P satisfait (1.44) avec C ≥ CT , alors T préserve la dimension de
toute variété irréductible contenant ZC(P ) (et donc la transformation T ∗ :
A → A est correcte au sens de la définition 2.8, voir chap. 2, § 2.1).
Démonstration. Utilisons le lemme 1.31. Ce lemme nous fournit une
constante Crég (dépendant de T ).
Soit P un polynôme satisfaisant (1.44) avec C ≥ cn−1n Cnrég. En uti-
lisant (1.47) nous trouvons qu’au moins un point α de ZC(P ) satisfait
ord(f , α) > Crég. Ainsi toute variété irréductible W définie sur k(z) pas-
sant par α satisfait ordfW > Crég et donc, par le lemme 1.31, T préserve
la dimension de W .
En prenant CT = cn−1n Cnrég nous concluons.
1.6 Critères pour l’indépendance algébrique
Dans ce paragraphe nous citons quelques critères pour l’indépendance
algébrique qui nous servirons dans le chapitre 3. Nous utiliserons ici les
notions de multidegré, de hauteur et de taille dans l’espace multiprojectif.
Ces notions sont les généralisations directes des même notions dans le cas
bi-projectif, nous renvoyons le lecteur au chapitre 5 du [32] pour des détails.
Théorème 1.33. (Un cas particulier du théorème 5.1 de [20]) Soient K
un corps de nombres, k un entier appartenant à [0, n] et θ = (θ0, . . . , θn) ∈
Cn+1.
Soient δ, τ , σ, µ et U des réels avec µ ≥ 0, σ, δ ≥ 1 et τ ≥ 0.
On suppose qu’il existe :
– une suite strictement croissante de réels (Si)0≤i≤l satisfaisant :
0 < S0 ≤ τ + log 2 et Sl−1 < U ≤ Sl, (1.73)
– pour 1 ≤ i ≤ l, un polynôme homogène Qi ∈ K[X0, . . . , Xn] tel que
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1. degQi = δ,
2. h(ω∗δ (Qi)) ≤ τ , où ω∗δ (Qi) désigne le polynôme
∑
|α|=d
(
d
α
)− 12
a|α|X |α|
pour Qi =
∑
|α|=d a|α|X
|α|,
3. |Qi(θ)||θ|degQi ≤ e−Si,
4. le polynôme Qi n’a pas de zéros dans la boule B
(
θ, e−(Si−1+µ)σ
)
de Pn(C) de centre θ et de rayon e−(Si−1+µ)σ pour la distance
Dist.
Soit I ⊂ K[X0, . . . , Xn] un idéal homogène de dimension k.
Posons tτ,d
def= hd(I)+(τ+(k+1)δ log(n+1)) degd(I) où d = (δ, . . . , δ) ∈
Nk+1.
Si la condition suivante est réalisée
σk+1
( [K : Q]
n∞
tτ,d(I) +
(
µ+ log 2 + log δ2δk
)
degd I
)
≤ U, (1.74)
où n∞ désigne l’indice de la ramification de la valuation | · |∞, alors on a
log Dist (θ,V(I)) ≥ −U.
Démonstration. C’est le théorème 5.1 de [20] avec κ = τ , la condition B et
pour la valeur absolue archimédienne.
Nous déduisons du théorème 1.33 le corollaire suivant :
Corollaire 1.34. (voir le corollaire 5.9 de [20]) Soient K un corps de
nombres, k un entier appartenant à [0, n] et θ = (1, θ1, . . . , θn) ∈ Cn+1.
Soient δ, τ , σ et U des réels tels que σ, δ ≥ 1 et U > τ ≥ 3(k+1)δ log(n+
1).
On suppose que pour tout réel s vérifiant τ < s ≤ U , il existe un polynôme
Rs de K[X1, . . . , Xn] tel que
– degRs ≤ δ,
– h
(
ω∗degRs(Rs)
)
≤ τ ,
– e−σs+2τ ≤ |Rs(θ)|
(1+|θ|2)
degRs
2
≤ e−s
Alors pour tout idéal I ⊂ K[X0, . . . , Xn] homogène de dimension k, de
degré D et de hauteur H satisfaisant
2δk[K : Q] (δH + τD) ≤ U
σk+1
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on a
log Dist (θ,V(I)) ≥ −U.
Démonstration. Notre preuve répète le preuve du corollaire 5.9 de [20].
Posons θ0 = 1, notons t un tel indice que l’on a θt = max (θ0, . . . , θn) et
θ′ =
(
θ0
θt
, . . . , θnθt
)
Nous allons utiliser un résultat préliminaire, qui est le suivant :
Considérons un polynôme homogène Q ∈ K[X0, . . . , Xn] tel que Q(X) =∑
|α|=d aαX
α. Si ce polynôme a au moins un zéro dans la boule de centre
θ′ =
(
θ0
θt
, . . . , θnθt
)
et de rayon R < 1√
n+1 pour la distance euclidienne de la
carte affine Xt 6= 0 alors
|Q(θ′)|
|θ′|2δ ≤ R2
δ−1√n+ 1δ
√√√√∑
|α|=δ
|aα|2(δ
α
) .
Ce résultat est énoncé et démontré dans [20] à la page 127.
Avec ce résultat vérifions, comme il est fait dans [20] à la page 128, que
le polynôme hRs n’a pas de zéro dans la boule de centre (1, θ1, . . . , θn) et de
rayon e−σs. Tout d’abord remarquons que la condition τ ≥ 3(k+1)δ log(n+
1) entraîne τ > (δ − 1) log 2 + 12 log(n + 1) + log δ et comme on a aussi√∑
|α|=δ
|aα|2
(δα)
≤ eτ , de la condition e−σs+2τ ≤ |Rs(θ)|
(1+|θ|2)
degRs
2
on déduit
e−σs2δ−1
√
n+ 1δ
√√√√∑
|α|=δ
|aα|2(δ
α
) < |hRs(θ′)||θ′|δ
qui nous permet d’affirmer d’après la remarque préliminaire, que le polynôme
hRs n’a pas de zéro dans la boule de centre (1, θ0, . . . , θn) et de rayon e−σs.
Soit l =
[
U−S0
µ
]
, où µ = 2(k+1)δ log(n+1)−log 2− log δ2δk > 0. Considérons
la suite 
0 < S0 = τ + log 2,
Si = Si−1 + µ, i = 1, . . . , l − 1,
Sl = U.
Alors pour tout 1 ≤ i ≤ l les polynômes Qi =hRSi vérifient :
– deg(Qi) = δ,
– h(ω∗δ (Qi)) ≤ τ ,
– |Qi(θ
′)|
|θ′|δ ≤ e−Si ,
– le polynôme Qi n’a pas de zéro dans la boule de centre (1, θ0, . . . , θn)
et de rayon e−σ(Si−1+µ).
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Comme de plus, pour d = (δ, . . . , δ) ∈ Nk+1
[K : Q]
n∞
tτ,d(I)+
(
µ+ log 2 + log δ2δk
)
degd(I)
≤ δk[K : Q] (δH + (τ + 3(k + 1)δ log(n+ 1))D)
≤ 2δk[K : Q] (δH + τD)
la propriété
2δk[K : Q] (δH + τ(k + 1)D) ≤ U
σk+1
entraîne la condition (1.74)
[K : Q]
n∞
tτ,d(I) +
(
µ+ log 2 + log δ2δk
)
degd(I) ≤
U
σk+1
.
Alors toutes les hypothèses du théorème 1.33 sont satisfaites et nous pou-
vons l’appliquer avec les paramètres δ, τ , σ, µ, U comme ci-dessus, obtenant
la conclusion souhaitée
log Dist (θ,V(I)) ≥ −U.
ce qui achève d’établir le corollaire 1.34.
Théorème 1.35. (Critère pour les mesures, [42], page 5) Soient
m, k, λ, δ1, . . . , δm ∈ N, σ, τ, U ∈ R>0 et x = (x1, . . . , xm) ∈ Cm tels que 0 ≤
k < m, λ ≥ 1, δ1 ≥ · · · ≥ δm ≥ 1, U > τ ≥ 4(k + 1) log
(
δ1 · · · δm(1 +m2)
)
.
Soit K un corps de nombres. Supposons que pour tout réel τλ ≤ s ≤ U il
existe un polynôme Rs ∈ K[X1, . . . , Xm] de degré < e(s)δi en Xi, longueur
≤ ee(s)τ et satisfaisant
exp (−sσ + 2e(s)τ) ≤ |Rs(x)|∏m
i=1(1 + |xi|2)δi/2
≤ exp (−s− e(s)(δ1 + · · ·+ δm))
(1.75)
où e(s) := 1+max1≤i≤m
[
degXi Rs
δi
]
≤ λ. Alors, pour toute variété algébrique
V ⊂ Am(C) définie sur Q, de dimension k, satisfaisant
[K : Q] · 3λk+1δ1 . . . δk (δk+1t(V ) + τ deg(V )) ≤ U/(σm)k+1, (1.76)
on a
log Dist(x′, V ′) ≥ −U,
où x′ = (1 : x1 : . . . : xm) ∈ PmC et V ′ désigne la completion de V dans PmC .
Démonstration. On considère la complétion W de V dans
(
P1
)m et le point
x˜ = (1 : x1, . . . , 1 : xm) ∈
(
P1
)m. Soit φ : (P1)m ↪→ PN où N = (δ1 +
1) · · · (δm + 1)− 1 le plongement défini par
φ(x0,1 : x1,1, . . . , x0,m : x1,m) =
(
. . . :
m∏
i=1
xαi0,ix
δi−αi
1,i : . . .
)
α∈Nm,0≤αi≤δi
.
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On vérifie, comme dans [40], III, proposition 1 et [20], §2.3 (b), lemme 2.13,
d (φ(W )) = k!
∑
i∈{0,1}m
|i|=k
di(W )δi11 · · · δimm ,
h (φ(W )) = (k + 1)!
∑
i∈{0,1}m
|i|=k+1
hi(W ) + ∑
α=1
iα 6=0
diˆα(W )
 δi11 · · · δimm ,
où di(W ) et hi(W ) désignent les degrés et hauteurs multihomogènes deW et
iˆα est déduit de i en posant la α-ième composante égale à 0 (i.e. |iˆα| = k). En
particulier, k!∑ di(W ) et (k+ 1)!∑hi(W ) sont le degré et la hauteur de V
plongée dans P2m−1 par le plongement de Segre et sont égaux à mkd(W ) et
mk+1h(W ) respectivement. Chaque polynôme Rs, convenablement homogé-
néisé, s’écrit comme l’image inverse par φ d’une forme Ps ∈ K[X0, . . . , XN ]
de degré e(s) ≤ δ et de longueur ≤ ee(s)τ ≤ eτδ. De plus si y = φ(x˜) on a
1 ≤
∏n
i=1(1 + |xi|2)δi/2
|y| ≤ e
δ1+···+δm ,
d’où
exp (−sσ + 2e(s)τ) ≤ |Ps(y)||y|degPs ≤ exp (−s) .
D’autre part, la condition (1.76) entraîne
2δk+1 (h (φ(W )) + (k + 1)τd (φ(W ))) ≤ U ′/σk+1
où U ′ = U −mk+1δ1 · · · δk log
(
δ1(1 +m2)
)
d(V ), car, comme δ1 ≥ · · · ≥ δm,
on a
d (φ(W )) = mkd(V )δ1 · · · δk,
h (φ(W )) = mk+1t(V )δ1 · · · δk+1.
Ceci permet d’appliquer le corollaire 1.34 à φ(W ) pour conclure la démons-
tration, car avec la proposition 3.9 de [20] on vérifie
log Dist(x′, V ′) ≥ log Dist(x˜,W )− k + 11 · log
(
δ1 · · · δm(1 +m2)
)
· d (φ(W ))
≥ log Dist(y, φ(W ))−mk+1δ1 · · · δk log
(
δ1(1 +m2)
)
d (φ(W ))
≥ log−U ′ −mk+1δ1 · · · δk log
(
δ1(1 +m2)
)
d (φ(W )) = −U.
ce qui achève d’établir le théorème 1.35.
Le théorème 1.35 est démontré dans [42] avec Z au lieu et place de K.
Néanmoins la preuve reste valable si on remplace Z par un corps de nombres
quelconque, il faut juste utiliser notre corollaire 1.34 au lieu et place du
corollaire 5.9 de [20] (cité dans [42] comme "le théorème page 5."). Nous
avons mis ici la copie de la démonstration donnée dans [42].
Chapitre 2
Lemme de multiplicité formel
2.1 Remarques préliminaires
Dans ce chapitre notre but est de démontrer le théorème 2.16 ci-après.
Nous reprenons pour la suite la situation considérée dans le sous-
paragraphe 1.2.3. Soit donc k un corps commutatif algébriquement clos de
caractéristique quelconque et A l’anneau de polynômes à coefficients dans k
suivant : A = k[X ′0, X ′1][X0, ..., Xn].
Nous considérons ici une application φ : A → A satisfaisant pour tout
Q ∈ A
degX φ(Q) ≤ µ degX Q,
degX′ φ(Q) ≤ ν0 degX′ Q+ ν1 degX Q
(2.1)
pour des constantes µ, ν0 et ν1. La coïncidence de notation avec (1.22) n’est
pas accidentelle, nous allons utiliser dans ce chapitre les quantités δ0 et δ1
introduites dans la définition 1.15 avec les paramètres ν0, ν1, µ qui figurent
dans (2.1).
Désormais nous notons φN la N -ème itéré de l’application φ (qui rem-
place la notation φ[N ] utilisée dans l’introduction).
Lemme 2.1. Soit N un entier positif et Q ∈ A. Alors
degX φN (Q) ≤ µN degX Q, (2.2)
degX′ φN (Q) ≤ νN0 degX′ Q+ ν1
(
N−1∑
i=0
νN−i−10 µ
i
)
degX Q. (2.3)
Démonstration. On procède par récurrence. Pour N = 0 il n’y a rien à
montrer (dans ce cas la somme ∑N−1i=0 vaut par convention 0). Pour N =
1 c’est (2.1). Supposons que nous ayons déjà vérifié le lemme pour N et
cherchons de le démontrer pour N + 1.
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Avec (2.1) appliqué au polynôme φN (Q) et l’hypothèse de récurrence
nous avons
degX φN+1(Q) = degX φ
(
φN (Q)
)
≤ µ degX φN (Q) ≤ µN+1 degX Q
et ainsi (2.2) pour N + 1. Le calcul est semblable pour degX′ φN+1(Q) :
degX′φN+1(Q) = degX′ φ
(
φN (Q)
)
≤ ν0 degX′ φN (Q) + ν1 degX φN (Q)
≤ ν0
(
νN0 degX′ Q+ ν1
(
N−1∑
i=0
νN−i−10 µ
i
)
degX Q
)
+ ν1µN degX Q
≤ νN+10 degX′ Q+ ν1
N∑
i=0
(
νN−i0 µ
i
)
degX Q
et ainsi (2.3) est aussi vérifiée pour N + 1.
Nous fixons un point f˜ = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P1k[[z]] × Pnk[[z]] et
supposons qu’il existe deux constantes réelles λ > 0 et Kλ ≥ 0 telles que
ordz=0φ(Q)(f˜) ≥ λ ordz=0(Q(f˜)). (2.4)
pour tout polynôme Q ∈ A satisfaisant ordz=0(Q(f˜)) ≥ Kλ.
Remarque 2.2. En pratique la condition (2.4) résulte de l’existence d’une
transformation analytique sous-jacente à φ. Supposons qu’il existe une ap-
plication T : k[[z]]→ k[[z]] satisfaisant pour toute h ∈ k[[z]]
ordz=0(T(h)) ≥ λ ordz=0(h), (2.5)
et satisfaisant aussi pour tout polynôme homogène Q ∈ A
ordz=0φ(Q)(f˜) ≥ ordz=0T(Q(f˜)). (2.6)
Ayant les inégalités (2.5) et (2.6) pour une telle application T quelconque
on en déduit immédiatement (2.4).
Exemple 2.1.
1. Soit d ∈ N∗, définissons l’application k-linéaire T : k[[z]] → k[[z]] par
zk → zdk, k ∈ N. L’application T satisfait la propriété (2.6) avec λ = d
et Kλ = 0.
2. Définissons l’application k-linéaire T : k[[z]] → k[[z]] par zk → kzk−1
(c’est-à-direT(h) = ∂∂zh pour tout h ∈ k[[z]]). L’applicationT satisfait
la propriété (2.6) avec λ = 12 et Kλ = 2, ou également avec λ = 1− ε
et Kλ = d1/εe, k ∈ N, où dxe désigne le nombre entier le plus petit
supérieure à x.
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On peut considérer φ comme agissant sur k[z][X0 : ... : Xn] par
φ(Q) = φ
(
X
′ degzQ
0 Q(X ′1/X ′0)(X0 : ... : Xn)
) ∣∣∣∣∣
(X′0:X′1)=(1,z)
. (2.7)
Cette application φ satisfait
degX φ(Q) ≤ µ degX Q,
h(φ(Q)) = degz φ(Q) ≤ ν0 degzQ+ ν1 degX Q
≤ ν0h(Q) + ν1 degQ.
(2.8)
Définition 2.3. Soit V un k-sous-espace vectoriel de A et P ⊂ A un idéal
premier. Nous posons
I0(V,P) def= (VAP) ∩ A,
où AP désigne le localisé de A par rapport à l’idéal P et VAP désigne l’idéal
engendré dans AP par les éléments de V .
Plus généralement, la transformation φ : A → A étant donnée, nous
posons
Ie(V,P) def=
((
V + φ(V ) + ...+ φe(V )
)AP) ∩ A, e = 0, 1, 2, 3, ...
Remarque 2.4.
1. L’idéal I0(V,P) est simplement l’intersection des composantes pri-
maires contenues dans P, de l’idéal engendré par V .
2. Vu les définitions, on a Ie(V,P) = I0(V + φ(V ) + ...+ φe(V ),P).
Définition 2.5. Soit I un idéal et soit
I = Q1 ∩ · · · ∩ Qr ∩Qr+1 ∩ ... ∩Qs (2.9)
une décomposition primaire de I, où Q1,...,Qr sont les idéaux primaires as-
sociés aux premiers de rang minimal (c’est-à-dire égal à rg(I)) et Qr+1,...,Qs
correspondent aux composantes de rang strictement plus grand que rg(I).
Nous notons
eq(I) def= Q1 ∩ · · · ∩ Qr (2.10)
la partie équidimensionnelle de rang minimal de I.
Définition 2.6. Nous dirons qu’un idéal I ⊂ A est φ-stable si on a φ(I) ⊂ I.
Remarque 2.7. Soit Pf˜ ⊂ A l’idéal bi-homogène des polynômes s’annulant
en f˜ . Pour tout Q ∈ Pf˜ on a, au vu de (2.4),
ordz=0φ(Q)(f˜) ≥ λordz=0(Q(f˜)) = λordz=00 = +∞, (2.11)
58 Chapitre 2. Lemme de multiplicité formel
donc φ(Q)(f˜) = 0 et φ(Q) ∈ Pf˜ . Ainsi Pf˜ est φ-stable.
Désormais et jusqu’au paragraphe 2.3 nous supposons que les séries for-
melles f1(z),...,fn(z) sont algébriquement indépendantes sur k(z).
Pour nos fins il nous faut introduire la classe des applications de l’an-
neau A dans lui même suivante :
Définition 2.8. Nous dirons que φ est correcte par rapport à l’idéal P ⊂ A
si pour tout idéal I tel que tous ses premiers associés sont contenus dans P
l’inclusion
φ(I) ⊂ eq(I) (2.12)
implique
φ(eq(I)) ⊂ eq(I). (2.13)
Lemme 2.9. Soit P ⊂ A un idéal et φ : A → A une transformation
quelconque. Supposons que pour tout idéal équidimensionnel J tel que tous
ses premiers associés soient contenus dans P l’une des deux hypothèses sui-
vantes est vérifiée pour tout x ∈ P :
xφ(J) ⊂ φ(xJ) + J, (2.14)
ou
φ(x)φ(J) ⊂ φ(xJ) + J (2.15)
et rg φ−1(Q) = rgQ pour tout Q ∈ Ass(A/J). (2.16)
Alors, la transformation φ est correcte par rapport à P.
Démonstration. Soit I ⊂ A un idéal tel que tous ses premiers associés sont
contenus dans P et tel que l’on a (2.12). Pour démontrer le lemme il nous
faut vérifier (2.13).
Supposons d’abord que φ satisfait l’hypothèse (2.14). Dans ce cas choi-
sissons
x ∈ I :A eq(I) (2.17)
tel que
x non-diviseur de zéro dans A/eq(I) (2.18)
(le choix d’un tel x est possible car les premiers associés à I :A eq(I) sont
de rang strictement plus grand que celui des premiers associés à eq(I)).
Vu l’hypothèse (2.14) (appliquée avec J = eq(I))
xφ(eq(I)) ⊂ φ(x eq(I)) + eq(I)
et avec (2.17), puis (2.12), nous en déduisons
xφ(eq(I)) ⊂ φ(I) + eq(I) ⊂ eq(I) + eq(I) ⊂ eq(I). (2.19)
Comme nous avons choisi x satisfaisant (2.18), nous déduisons de (2.19)
φ(eq(I)) ⊂ eq(I),
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établissant (2.13) dans ce cas (i.e. sous l’hypothèse (2.14)).
Supposons maintenant que l’on a l’hypothèse (2.15). Dans ce cas choi-
sissons un x ∈ I :A eq(I) tel que
φ(x) soit non-diviseur de zéro dans A/eq(I) (2.20)
(ce dernier est équivalent à dire que x 6∈ φ−1(Q) pour tout Q ∈ Ass(eq(I))).
Le choix d’un tel x est possible car les premiers associés à I :A eq(I) sont
de rang strictement plus grand que celui des premiers associés à eq(I) et
l’hypothèse (2.16) nous assure rg
(
φ−1(Q)) = rgQ pour tout idéal Q ⊂ P.
Or, on a x eq(I) ⊂ I et donc nous déduisons de l’hypothèse (2.15) (ap-
pliquée avec J = eq(I))
φ(x)φ(eq(I)) ⊂ φ(x eq(I)) + eq(I)
⊂ φ(I) + eq(I) ⊂ eq(I) + eq(I) ⊂ eq(I), (2.21)
d’où φ(eq(I)) ⊂ eq(I) car, vu (2.20), φ(x) n’est pas un diviseur de zéro dans
A/eq(I).
Ainsi, nous avons établi (2.13) à l’aide de l’hypothèse (2.15) et ceci achève
la démonstration du lemme.
Corollaire 2.10. Soit D : A → A une dérivation. Alors pour tout idéal
P ⊂ A, l’application φ = D est correcte par rapport à P.
Démonstration. Soit J ⊂ A un idéal et x ∈ A. Vu l’égalité de Newton-
Leibnitz, pour tout a ∈ J on a
φ(x · a) = x · φ(a) + φ(x) · a.
Comme J est un idéal, −φ(x) · a ∈ J , et ainsi
x · φ(a) = φ(x · a)− φ(x) · a ∈ φ(xJ) + J.
Donc on a vérifié la condition (2.14) du lemme 2.9 et par ce lemme nous
obtenons que φ = D est correcte par rapport à tout idéal P ⊂ A.
Corollaire 2.11. Soit T : P1×Pn → P1×Pn une application birationnelle,
telle que pour un point α ∈ P1 × Pn et toute variété irréductible V passant
par α on ait
dim T (V ) = dimV. (2.22)
Notons P l’idéal de A définissant le point α. Alors, la transformation φ = T ∗
est correcte par rapport à P.
Démonstration. Comme T ∗ est un morphisme de l’anneau A (dans lui
même), on a immédiatement (pour tout idéal J ⊂ A)
φ(x)φ(J) = φ(xJ),
donc l’hypothèse (2.15) du lemme 2.9 est satisfaite. Pour des idéaux pre-
miers on a V(T ∗−1(Q)) = T (V(Q)) et ainsi l’hypothèse (2.22) implique
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l’hypothèse (2.16) du lemme 2.9. Donc par ce lemme nous obtenons que la
transformation φ = T ∗ est correcte par rapport à l’idéal P de l’énoncé.
Nous introduisons ici des notations ρi et Vi que nous utiliserons abon-
damment dans la suite.
Définition 2.12. Posons d’abord
ν
def=
1 si ν1 = 0,2n+2 max (1, 4ν0ν1 )n+1 si ν1 6= 0. (2.23)
La suite des nombres ρi est définie récursivement. On pose ρ0 = 0, ρ1 = 1
et ρi+1 = ν(n + 1)!ρn+2i max (µ, ν0)
ν(n+1)!ρn+1i pour i = 1, ..., n + 1. Les
constantes µ, ν0 et ν1 dans cette définition sont les mêmes que dans (2.1).
Soit Z un cycle algébrique (défini sur k) dans l’espace P1×Pn. On désigne
par Vi, ou plus précisément par Vi(Z), l’espace vectoriel (sur k) engendré
par les polynômes (dans k[X ′0 : X ′1, X0 : ... : Xn]) s’annulant sur le cycle
Z et de degré en X ′ au plus ρi
(
δ0(Z) + ν1max(µ,ν0)δ1(Z)
)
et de degré en
X au plus ρiδ1(Z) (rappelons que δ0(Z) et δ1(Z) sont introduits dans la
définition 1.15).
Si I est un idéal propre bi-homogène de A nous notons aussi
Vi(I) = Vi(V(I)),
où V(I) est le cycle de P1 × Pn défini par I.
Définition 2.13. Associons à toute variété W un nombre i0(W ) : c’est le
plus grand nombre entier positif tel que rg (I0 (Vi(W ), I(W ))) ≥ i pour tout
1 ≤ i ≤ i0(W ).
Remarque 2.14. Vu les définitions 1.15 et 2.12 on vérifie l’inégalité
rg (I0 (V1(W ), I(W ))) ≥ 1 et l’indice i0(W ) ≥ 1 est bien défini pour toute
variété W . D’un autre côté, le rang de tout idéal homogène dans A ne peut
pas excéder n+ 1, donc i0(W ) ≤ n+ 1 pour toute variété W .
Définition 2.15. 1. Soit P un idéal premier de l’anneau A, V un sous-
espace vectoriel sur k de A et φ une transformation de l’anneau A dans
lui-même. Alors,
eφ(V,P) def= max(e rg ((V + φ(V ) + ...+ φe(V ))AP) = rg (VAP)). (2.24)
2. Soit I un idéal propre de l’anneau A,
m(I) = m(eq(I)) def=
∑
P∈Spec(A) rg(P)=rg(I)
lAP ((A/I)P) ∈ N∗, (2.25)
où lAP ((A/I)P) désigne la longueur de AP -module (A/I)P .
La quantité m(I) est simplement le nombre des composantes primaires
de I comptées avec leur longueur comme multiplicité.
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2.2 Lemme de multiplicité formel
Soient φ et f˜ comme au début de ce chapitre (satisfaisant les inégali-
tés (2.1) et (2.4)). Ce paragraphe est consacré à la démonstration du théo-
rème suivant.
Théorème 2.16. (Lemme de multiplicité formel.) Supposons qu’il existe
une constante C0 ∈ R+ telle que pour tout idéal premier bi-homogène Q ⊂ A
de rang n on ait
ordfQ ≥ C0 ⇒ la transformation φ est correcte par rapport à Q. (2.26)
Soient n1 ∈ {1, . . . , n} et C1 ∈ R+. Supposons de plus qu’il existe une
constante K0 ∈ R+ (dépendant uniquement de φ et de f˜) avec la propriété
suivante : pour tout idéal équidimensionnel bi-homogène φ-stable I ⊂ A de
rang ≥ n1 et tel que m(I) ≤ (n+ 1)!ρn+1n+1, dont les idéaux premiers associés
satisfont
ordfQ ≥ C0, (2.27)
il existe un facteur premier Q ∈ Ass(A/I) satisfaisant
ordf (Q) < K0
(
d(0,n−rgQ+1)(Q) + d(1,n−rgQ)(Q)
)
. (2.28)
Alors, il existe une constante K > 0 telle que pour tout P ∈ A \ {0} satis-
faisant pour tout C ≥ C1
i0(ZC(P )) ≥ n1 (2.29)
(rappelons que le cycle ZC(P ) est introduit dans la remarque 1.27) satisfait
aussi
ordz=0(P (f˜)) ≤ K
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
× µn−1(degX P + 1)n. (2.30)
Remarque 2.17. La condition (2.29) est toujours satisfaite (vu la définition
de i0(Z(P ))) avec n1 = 1 et C1 = 0.
2.2.1 Estimation de m(I0(Vi,P)). Le cas ν1 = 0.
Dans ce sous-paragraphe nous considérons le cas ν1 = 0.
Lemme 2.18. Soit I un idéal bi-homogène propre de A, I 6= A et δ0 =
δ0(I), δ1 = δ1(I) comme dans la définition 1.15.
Soit W ( P1 × Pn une variété irréductible qui se projette surjectivement
sur P1 telle que
δ1d(0,dimW )W + δ0 dimWd(1,dimW−1)W <
δ0δ
codim(W )
1
n! , (2.31)
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alors, il existe un polynôme Q ∈ I(W ) \ I satisfaisant les deux inégalités :
degX′ Q ≤ δ0 − 1,
degX Q ≤ δ1 − 1.
(2.32)
Démonstration. Remarquons que si δ0 = 0 ou δ1 = 0, alors une variété
W satisfaisant (2.31) n’existe pas : le membre de droite est nul et ne peut
majorer strictement celui de gauche. On peut donc supposer δ0 ≥ 1 et δ1 ≥ 1.
Comme W se projette surjectivement sur P1, on a
d(1,dimW−1)W ≥ 1, (2.33)
et donc le membre de gauche de (2.31) est au moins dimW ≥ 1. Ainsi on
peut supposer
δ0δ
codim(W )
1 ≥ n!
Si un polynôme Q0 de bi-degré (δ0−1, δ1−1) s’annule sur W , il satisfait
toutes les conditions de la conclusion du lemme 2.18 qui dans ce cas se trouve
établi. En effet, Q0 ne peut pas appartenir à I car on a évidemment
µ(δ1 − 1)d(0,dim I)I + ν0(δ0 − 1)d(1,dim I−1)I + ν1(δ1 − 1)d(1,dim I−1)I
< µδ1d(0,dim I)I + ν0δ0d(1,dim I−1)I + ν1δ1d(1,dim I−1)I (2.34)
et le membre de droite de (2.34) minimise l’expression
µ degX(Q)d(0,dim I)I + ν0 degX′(Q)d(1,dim I−1)I + ν1 degX(Q)d(1,dim I−1)I
pour les polynômes Q bi-homogènes appartenant à I \ {0} (cf. la défini-
tion 1.15).
Il nous reste à éliminer le cas où aucun polynôme de bi-degré (δ0−1, δ1−
1) s’annule sur W . Sous cette hypothèse, on a la minoration
Hg(W, δ0 − 1, δ1 − 1) ≥ δ0
(
δ1 + n− 1
n
)
≥ δ0 δ
n
1
n! . (2.35)
Dans le même temps, par l’estimation du corollaire 9 de [43] on a
Hg(W, δ0 − 1, δ1 − 1) ≤ (δ1 − 1)dimWd(0,dimW )W
+ (δ0 − 1)(δ1 − 1)dimW−1 dimWd(1,dimW−1)W + dimW.
(2.36)
Comme on a (2.49), nous pouvons affaiblir (2.55) en
Hg(W, δ0 − 1, δ1 − 1) ≤δdimW1 d(0,dimW )W
+ δ0δdimW−11 dimWd(1,dimW−1)W.
(2.37)
Les inégalités (2.35) et (2.37) ensemble contredisent l’hypothèse (2.31).
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Corollaire 2.19. Dans la situation du lemme 2.18 si I est radical et si
une variété irréductible W se projettant surjectivement sur P1 contient V(I),
alors
δ1d(0,dimW )W + δ0 dimWd(1,dimW−1)W ≥
δ0δ
codim(W )
1
n! , (2.38)
Démonstration. C’est un corollaire immédiat du lemme 2.18.
Corollaire 2.20. Soit P ⊂ A un idéal premier tel que V(P) ⊂ P1 ×
Pn se projette surjectivement sur P1. Avec la notation Vi = Vi(P) et ρi
introduite dans la définition 2.12, on a (rappelons I0(Vi,P) = (ViAP) ∩ A,
cf. définition 2.3)
m(I0(Vi,P)) ≤ (n+ 1)!ρn+1i . (2.39)
Démonstration. Notons r = rgI0(Vi,P). L’idéal I0(Vi,P) ⊂ P, étant étendu-
contracté par localisation en P d’un idéal engendré par des polynômes de
bi-degré (ρiδ0(P), ρiδ1(P)), satisfait d’après le théorème de Bézout
(n− r + 1)(ρiδ0(P))(ρiδ1(P))n−rd(1,n−r) (I0(Vi,P))
+ (ρiδ1(P))n−r+1d(0,n−r+1) (I0(Vi,P))
≤ (n+ 1)ρn+1i δ0(P)(δ1(P))n, (2.40)
puis en simplifiant des deux côtés le facteur ρn−r+1i δ1(P)n−r
(n− r + 1)δ0(P)d(1,n−r) (I0(Vi,P)) + δ1(P)d(0,n−r+1) (I0(Vi,P))
≤ (n+ 1)δ0(P)(ρiδ1(P))r. (2.41)
Soit W = V(Q), où Q est un premier (non nécessairement minimal) associé
à V(I0(Vi,P)). Par construction de I0(Vi,P) tous ses premiers associés sont
contenus dans P, ainsi V(P) ⊂W et comme V(P) se projette surjectivement
sur P1, la variété W aussi. En appliquant le corollaire 2.19 nous obtenons
que W satisfait (2.38), ou autrement-dit tout premier Q associé à I0(Vi,P)
satisfait
δ1(P)d(0,n+1−rgQ)Q+ (n+ 1− rgQ)δ0(P)d(1,n−rgQ)Q
≥ δ0(P)δ1(P)
rgQ
n! . (2.42)
Mais
d(1,n−r)(I0(Vi,P)) =
∑
Q∈SpecA,
rg(Q)=r
d(1,n−r)(Q)lAQ((A/I0(Vi,P))Q), (2.43)
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et
d(0,n−r+1)(I0(Vi,P)) =
∑
Q∈SpecA,
rg(Q)=r
d(0,n−r+1)(Q)lAQ((A/I0(Vi,P))Q), (2.44)
En sommant l’égalité (2.43) avec le coefficient (n − r + 1)δ0(P) et l’éga-
lité (2.44) avec le coefficient δ1(P), on obtient
(n− r + 1)δ0(P)d(1,n−r)(I0(Vi,P)) + δ1(P)d(0,n−r+1)(I0(Vi,P))
=
∑
Q∈SpecA,
rg(Q)=r
(
(n− r + 1)δ0(P)d(1,n−r)Q+ δ1(P)d(0,n−r+1)Q
)
× lAQ((A/I0(Vi,P))Q).
(2.45)
Appliquons au côté gauche de (2.45) la majoration (2.41) et au côté droit la
minoration (2.42). Nous obtenons
(n+ 1)δ0(P)(ρiδ1(P))r ≥ δ0(P)δ1(P)
r
n! m(I0(Vi,P)) (2.46)
Maintenant nous déduisons (2.39) de (2.46) par simplification et en remar-
quant r ≤ n+ 1.
2.2.2 Estimation de m(I0(Vi,P)). Le cas ν1 6= 0.
Dans ce sous-paragraphe nous considérons le cas ν1 6= 0.
Lemme 2.21. Soit I un idéal bi-homogène propre de A, I 6= A et δ0 =
δ0(I), δ1 = δ1(I) comme dans la définition 1.15.
Soit W ( P1 × Pn une variété irréductible qui se projette surjectivement
sur P1 telle que
δ1d(0,dimW )W +
(
δ0 +
ν1
ν0
δ1
)
dimWd(1,dimW−1)W
<
(
δ0 + ν1ν0 δ1
) (
min
(
1, ν14ν0
)
δ1
)codim(W )
2codim(W )n!
, (2.47)
alors, il existe un polynôme Q ∈ I(W ) \ I satisfaisant les deux inégalités :
degX′ Q ≤ δ0 +
[
ν1δ1
2ν0
]
− 1,
degX Q ≤
[
δ1
2
]
.
(2.48)
Démonstration. Remarquons que si δ0+ ν1ν0 δ1 = 0 ou δ1 = 0, alors une variété
W satisfaisant (2.47) n’existe pas : le membre de droite est nul et ne peut
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majorer strictement celui de gauche. On peut donc supposer δ0 + ν1ν0 δ1 > 0
et δ1 ≥ 1. Comme W se projette surjectivement sur P1, on a
d(1,dimW−1)W ≥ 1, (2.49)
et donc le membre de gauche de (2.47) est au moins
(
δ0 + ν1ν0 δ1
)
dimW ≥
δ0 + ν1ν0 δ1. Ainsi on peut supposer(
min
(
1, ν14ν0
)
δ1
)codim(W )
≥ 2codim(W )n!. (2.50)
Cette dernière inégalité implique ν12ν0 δ1 ≥ 2 et ainsi[
ν1
2ν0
δ1
]
≥ ν14ν0 δ1 ≥ 1. (2.51)
De plus (2.50) implique
δ1 ≥ 2. (2.52)
Si un polynôme Q0 6= 0 de bi-degré
(
δ0 +
[
ν1δ1
2ν0
]
− 1,
[
δ1
2
])
s’annule sur
W , il satisfait toutes les conditions de la conclusion du lemme 2.21 qui dans
ce cas se trouve établi. En effet, Q0 ne peut pas appartenir à I car on a
µ
[
δ1
2
]
d(0,dim I)I+ν0
(
δ0 +
[
ν1δ1
2ν0
]
− 1
)
d(1,dim I−1)I+ν1
[
δ1
2
]
d(1,dim I−1)I
< µδ1d(0,dim I)I + ν0δ0d(1,dim I−1)I + ν1δ1d(1,dim I−1)I (2.53)
et le membre de droite de (2.53) minimise l’expression
µ degX(Q)d(0,dim I)I + ν0 degX′(Q)d(1,dim I−1)I + ν1 degX(Q)d(1,dim I−1)I
pour les formes Q bi-homogènes appartenant à I \{0} (cf. la définition 1.15).
Il nous reste à éliminer le cas où aucun polynôme non nul de bi-degré(
δ0 +
[
ν1δ1
2ν0
]
− 1,
[
δ1
2
])
s’annule sur W . Sous cette hypothèse, on a la mino-
ration
Hg
(
W, δ0 +
[
ν1δ1
2ν0
]
− 1,
[
δ1
2
])
≥
(
δ0 +
[
ν1δ1
2ν0
])([ δ1
2
]
+ n
n
)
≥
(
δ0 +
ν1δ1
4ν0
) (δ1/2)n
n!
≥
(
δ0 +
ν1
ν0
δ1
)
δn1
2n+2n!
(2.54)
en utilisant (2.51).
66 Chapitre 2. Lemme de multiplicité formel
Dans le même temps, par l’estimation du corollaire 9 de [43] on a
Hg
(
W, δ0 +
[
ν1δ1
2ν0
]
− 1,
[
δ1
2
])
≤
[
δ1
2
]dimW
d(0,dimW )W
+
(
δ0 +
[
ν1δ1
2ν0
]
− 1
)[
δ1
2
]dimW−1
dimWd(1,dimW−1)W
+ dimW.
(2.55)
Comme on a (2.49) et (2.52), nous pouvons affaiblir (2.55) en
Hg
(
W, δ0 +
[
ν1δ1
2ν0
]
− 1,
[
δ1
2
])
≤ 12dimW−1
(
δdimW1 d(0,dimW )W
+
(
δ0 +
ν1
ν0
δ1
)
δdimW−11 dimWd(1,dimW−1)W
)
.
(2.56)
Les inégalités (2.54) et (2.56) impliquent
δ1d(0,dimW )W +
(
δ0 +
ν1
ν0
δ1
)
dimWd(1,dimW−1)W
≥
(
δ0 +
ν1
ν0
δ1
)
δcodimW1
2codimW+1n!
et cette dernière inégalité contredit l’hypothèse (2.47).
Corollaire 2.22. Dans la situation du lemme 2.21 si I est radical et si
une variété irréductible W se projetant surjectivement sur P1 contient V(I),
alors
δ1d(0,dimW )W +
(
δ0 +
ν1
ν0
δ1
)
dimWd(1,dimW−1)W
≥
(
δ0 + ν1ν0 δ1
) (
min
(
1, ν14ν0
)
δ1
)codim(W )
2codim(W )n!
, (2.57)
Démonstration. C’est un corollaire immédiat du lemme 2.21.
Corollaire 2.23. Soit P ⊂ A un idéal premier tel que V(P) ⊂ P1 ×
Pn se projette surjectivement sur P1. Avec la notation Vi = Vi(P) et ρi
introduite dans la définition 2.12, on a (rappelons I0(Vi,P) = (ViAP) ∩ A,
cf. définition 2.3)
m(I0(Vi,P)) ≤ max
(
1, 4ν0
ν1
)n+1
2n+2(n+ 1)!ρn+1i . (2.58)
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Démonstration. Notons r = rgI0(Vi,P). L’idéal I0(Vi,P) ⊂ P, étant étendu-
contracté par localisation en P d’un idéal engendré par des polynômes de
bi-degré
(
ρi(δ0(P) + ν1max(µ,ν0)δ1(P)), ρiδ1(P)
)
, satisfait d’après le théorème
de Bézout
(n− r + 1)ρi
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
(ρiδ1(P))n−rd(1,n−r) (I0(Vi,P))
+ (ρiδ1(P))n−r+1d(0,n−r+1) (I0(Vi,P))
≤ (n+ 1)ρn+1i
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
(δ1(P))n, (2.59)
puis en simplifiant des deux côtés le facteur ρn−r+1i δ1(P)n−r
(n− r + 1)
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
d(1,n−r) (I0(Vi,P))
+ δ1(P)d(0,n−r+1) (I0(Vi,P))
≤ (n+ 1)
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
(ρiδ1(P))r. (2.60)
Soit W = V(Q), où Q est un premier (non nécessairement minimal) associé
à V(I0(Vi,P)). Par construction de I0(Vi,P) tous ses premiers associés sont
contenus dans P, ainsi V(P) ⊂W et comme V(P) se projette surjectivement
sur P1, la variété W aussi. En appliquant le corollaire 2.22 nous obtenons
que W satisfait (2.57), ou autrement-dit tout premier Q associé à I0(Vi,P)
satisfait
δ1(P)d(0,n+1−rgQ)Q+ (n+ 1− rgQ)
(
δ0(P) + ν1
ν0
δ1(P)
)
d(1,n−rgQ)Q
≥
(
δ0(P) + ν1ν0 δ1(P)
) (
min
(
1, ν14ν0
)
δ1(P)
)codim(W )
2codim(W )n!
. (2.61)
Mais
d(1,n−r)(I0(Vi,P)) =
∑
Q∈SpecA,
rg(Q)=r
d(1,n−r)(Q)lAQ((A/I0(Vi,P))Q), (2.62)
et
d(0,n−r+1)(I0(Vi,P)) =
∑
Q∈SpecA,
rg(Q)=r
d(0,n−r+1)(Q)lAQ((A/I0(Vi,P))Q). (2.63)
En sommant l’égalité (2.62) avec le coefficient
(n− r + 1)
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
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et l’égalité (2.63) avec le coefficient δ1(P), on obtient
(n− r + 1)
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
d(1,n−r)(I0(Vi,P))
+ δ1(P)d(0,n−r+1)(I0(Vi,P))
=
∑
Q∈SpecA,
rg(Q)=r
(
(n− r + 1)
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
d(1,n−r)Q
+ δ1(P)d(0,n−r+1)Q
)
lAQ((A/I0(Vi,P))Q).
(2.64)
Appliquons au côté gauche de (2.64) la majoration (2.60) et au côté droit la
minoration (2.61) à chaque terme de la somme. Nous obtenons
(n+ 1)
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
(ρiδ1(P))r
≥
(
δ0(P) + ν1ν0 δ1(P)
) (
min
(
1, ν14ν0
)
δ1(P)
)r
2r+1n! m(I0(Vi,P)).
(2.65)
Maintenant nous déduisons (2.58) de (2.65) par simplification et en remar-
quant r ≤ n+ 1.
2.2.3 Démonstration du lemme de multiplicité formel.
Rappelons les définitions 2.12 et 2.13 où sont introduites l’indice i0(W )
et les constantes ρi. Rappelons aussi les formules (2.1) et (2.4) où sont in-
troduites les paramètres µ, ν0, ν1 et λ.
Résumons les résultats des sous-paragraphes 2.2.1 et 2.2.2 :
Lemme 2.24. Soit P ⊂ A un idéal premier bi-homogène tel que V(P) ⊂
P1×Pn se projette surjectivement sur P1. Avec les notations ν, Vi = Vi(P) et
ρi introduite dans la définition 2.12, on a (rappelons I0(Vi,P) = (ViAP)∩A,
cf. définition 2.3)
m(I0(Vi,P)) ≤ ν(n+ 1)!ρn+1i . (2.66)
Démonstration. Le résultat découle directement des corollaires 2.20 et 2.23.
Proposition 2.25. Soit P ∈ A et C ∈ R satisfaisant :
C <
ordz=0(P ◦ f˜)− (degX P )ordz=0(f)− degX′ P
n
(
(ν0 + µ)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)n
(2.67)
C ≥ (min(ν0, µ))−n . (2.68)
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Notons P = I(ZC(P )) où ZC(P ) est le cycle introduit à la remarque 1.27.
Supposons que pour i = i0(ZC(P )) on ait
eφ(Vi(P),P) ≤ m(I0(Vi(P),P)), (2.69)
alors
C ≤ (2ρn+1)
ncn−1n
min(1;λ)n min(1;µ)n . (2.70)
De plus pour tout polynôme P ∈ A, on a
ordz=0P (f˜(z)) ≤ max
(
n
(min(ν0, µ))n
,
(2ρn+1)ncn−1n
min(1;λ)n min(1;µ)n
)
×
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)n
+ (ordz=0f)(degX P ) + degX′ P
(2.71)
(pour la notation f˜ voir (1.21)).
Démonstration. Remarquons que si degX P = 0 la conclusion de la propo-
sition est automatiquement satisfaite. Donc il nous suffit de traiter le cas
degX P ≥ 1.
Ad absurdum supposons
C >
(2ρn+1)ncn−1n
min(1;λ)n min(1;µ)n . (2.72)
Rappelons que i0(ZC(P )) ≥ 1 est le plus grand indice i ∈ {1, ..., n} tel
que rg(ViAP) ≥ i (cf. la définition 2.13). On pose e0 le plus grand entier
≤ eφ(Vi0 ,P) tel que Vi0 + ... + φe0(Vi0) ⊂ P (où on note Vi0 = Vi0(P)).
Remarquons que grâce à l’hypothèse (2.69), eφ(Vi0 ,P) est fini, et e0 est un
entier bien défini.
Soit Q un générateur de φe0(Vi0) de sorte que par le lemme 2.1 on a
degX Q ≤ µe0ρi0δ1(P),
degX′ Q ≤ (ν0δ0(P) + e0ν1δ1(P)) max(ν0, µ)e0−1ρi0 .
(2.73)
Par la substitution (X ′0 : X ′1) = (1 : z) nous pouvons considérer Q
comme un polynôme Q de k[z][X0 : ... : Xn]. Notons Z = ZC(P ).
Soit α ∈ Z. Par le lemme 1.22, b), il existe un système de coordonnées
projectives α satisfaisant
ordz=0α = ordz=0f ,
ordz=0(α− f)− ordz=0(f) = Ordz=0(α, f).
Vu ordz=0f = 0, on déduit immédiatement
ordz=0α = 0, (2.74)
ordz=0(α− f) = ordz=0(α ∧ f). (2.75)
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Fixons un choix de systèmes de coordonnées projectives satisfai-
sant (2.74) et (2.75) pour tout α ∈ Z.
On vérifie :
ordz=0(φ(Q)(α)) ≥ min(ordz=0(φ(Q)(f)), ordz=0(α ∧ f)) (2.76)
car
ordz=0 (φ(Q)(α)) = ordz=0 ((φ(Q)(α)− φ(Q)(f)) + φ(Q)(f))
≥ min (ordz=0 (φ(Q)(α)− φ(Q)(f)) , ordz=0 (φ(Q)(f)))
≥ min (ordz=0 (α− f) , ordz=0 (φ(Q)(f)))
≥ min (ordz=0 (α ∧ f) , ordz=0 (φ(Q)(f))) ,
puis par (2.4) et vu que Q(α) = 0 d’après le choix de e0,
ordz=0 (φ(Q)(f)) ≥ λordz=0Q(f)
≥ λordz=0
(
Q(f)−Q(α))
≥ λordz=0 (α ∧ f)
(2.77)
On en déduit pour tout α ∈ Z
ordz=0(φ(Q)(α)) ≥ min(1, λ)ordz=0(α ∧ f). (2.78)
Par (2.78) on a
1
min(1, λ)
∑
α∈ZC(P )
(ordz=0 (φ(Q)(α)))
≥
∑
α∈ZC(P )
(ordz=0(α ∧ f)) =: M
(2.79)
(noter que M est égale au côté gauche de l’inégalité (1.47)). Par définition
de ZC(P ) (cf. la définition 1.26 et remarque 1.27) et avec (2.72) il vient
M > C
1
n c
−n−1
n
n
(
ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P
)
≥ 2ρn+1min(1, λ) min(1, µ)
(
ν0 deg(Z) degz P
+ ν1 deg(Z) degX P + µh(Z) degX P
)
. (2.80)
On déduit de (2.79), (2.80) et tenant compte de (2.72)
∑
β∈ZC(P )
ordz=0
(
φ(Q)(β)
)
>
2ρn+1
min(1, µ)
×
(
ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P
)
. (2.81)
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Par ailleurs, par l’inégalité de la taille (1.20), si φ(Q) ne s’annule pas sur
ZC(P ), on a∑
β∈ZC(P )
ordz=0
(
φ(Q)(β)
)
≤ deg(Z)h(φ(Q)) + h(Z) deg φ(Q)
≤ max(µ, ν0)e0ρi0 (ν0 deg(Z)δ0 + ν1(e0 + 1) deg(Z)δ1 + µh(Z)δ1)
≤ max(µ, ν0)e0(e0 + 1)ρi0 (ν0 deg(Z)δ0 + ν1 deg(Z)δ1 + µh(Z)δ1)
(2.82)
(la deuxième inégalité vient de (2.73)).
D’après la définition de e0, l’hypothèse (2.69) et le lemme 2.24 on a
e0 ≤ eφ(Vi0 ,P) ≤ m(I0(Vi0 ,P)) ≤ ν(n+ 1)!ρn+1i0 , (2.83)
et ainsi max(µ, ν0)e0(e0 + 1)ρi0 ≤ ρi0+1 ≤ ρn+1 par définition de ρn+1. Donc
les inégalités (2.81) et (2.82) entraînent :
2ρn+1
min(1, µ)
(
ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P
)
< ρn+1 (ν0 deg(Z)δ0 + ν1 deg(Z)δ1 + µh(Z)δ1) .
Cette inégalité est contradictoire par la définition 1.15, il en résulte
φ(Q)(α) = 0.
Ainsi
φe0+1(Vi0) ⊂ P, (2.84)
ce qui contredit la définition de e0 si e0 < eφ(Vi0 ,P), et donc nécessairement
e0 = eφ(Vi0 ,P). De plus, (2.84) implique
rg
(
(Vi0 + ...+ φe0+1(Vi0))AP
)
≤ rg (PAP) = n. (2.85)
Comme on a e0+1 > eφ(Vi0 ,P) et par définition de eφ(Vi0 ,P) nous obtenons
rg
(
(Vi0 + ...+ φe0+1(Vi0))AP
)
> rg(Vi0AP) ≥ i0, (2.86)
et ainsi
rg(Vi0+1AP) ≥ rg
(
(Vi0 + ...+ φe0+1(Vi0))AP
)
≥ i0 + 1.
Si i0 < n ceci contredit la définition de i0, et si i0 = n l’inégalité (2.86)
montre
rg
(
(Vi0 + ...+ φe0+1(Vi0))AP
)
> n
contredisant (2.85).
On a donc vérifié que l’hypothèse (2.72) ne peut être satisfaite ce qui
établit (2.70).
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Il nous reste à vérifier (2.71). Fixons un polynôme P quelconque. Consi-
dérons l’ensemble M(P ) des réels C satisfaisant les estimations (2.67)
et (2.68) (avec notre polynôme P fixé). SiM(P ) = ∅, nous avons
(min(ν0, µ))−n ≥
ordz=0(P ◦ f˜)− (degX P )ordz=0(f)− degX′ P
n
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)n
d’où on déduit immédiatement (2.71).
Au cas contraire, siM(P ) 6= ∅, notons Cs la borne supérieure deM(P ),
c’est un nombre réel fini : l’estimation (2.67) montre
Cs =
ordz=0(P ◦ f˜)− (degX P )ordz=0(f)− degX′ P
n
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)n
.
Nous avons établi l’estimation (2.70) pour tout élément deM(P ), donc Cs
aussi satisfait cette estimation, d’où (2.71). 
Lemme 2.26. (Cf. [43], §7, lemme 13). Soit P un premier de A tel que la
transformation φ est correcte par rapport à P et soit V ⊂ A un sous-espace
vectoriel non nul de A sur k. Si eφ(V,P) > m(I0(V,P)), alors il existe un
idéal equidimensionnel φ-stable J tel que
a) I0(V,P) ⊂ J ⊂ P,
b) rg(J) = rg(I0(V,P)),
c) Tous les premiers associés à J sont contenus dans P.
En particulier,
m(J) ≤ m(I0(V,P)),
d(1,n−rgJ)J ≤ d(1,n−rgI0(V,P))(I0(V,P)),
d(0,n−rgJ+1)J ≤ d(0,n−rgI0(V,P)+1)(I0(V,P)).
(2.87)
Démonstration. Notons m = m(I0(V,P)), et pour tout e = 0, 1, 2, ... notons
J˜e = Ie(V,P), Je = eq(J˜e). Vu ces définitions on a
J˜e ⊂ J˜e+1 ⊂ Je+1 e = 0, 1, 2, .... (2.88)
Remarquons que si rg(J˜e+1) = rg(J˜e), ou autrement-dit si rg(Je+1) =
rg(Je), on a Je+1 ⊃ Je (car on a toujours J˜e+1 ⊃ J˜e).
Si φe+1(V ) * Je, alors soit rg(Je+1) > rg(Je) soit rg(Je+1) = rg(Je) et
m(Je+1) < m(Je). En effet, dans cette situation il y a dans Je+1 un élé-
ment x qui n’est pas dans Je (car Je+1 ⊃ J˜e+1 ⊃ φe+1(V )) et qui donc
est soit un non-diviseur de zéro dans A/Je et alors rg(Je+1) > rg(Je), soit
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n’appartient pas à au moins une des composantes primaires de l’idéal équi-
dimensionnel Je. Dans ce deuxième cas on a, comme remarqué ci-dessus,
Je ⊂ Je+1 et toute composante primaire de Je+1 contient une composante
primaire de Je (sinon par localisation on ne peut avoir Je ⊂ Je+1). Donc
pour tout Q ⊂ Spec(A) on a lAQ((A/Je+1)Q) ≤ lAQ((A/Je)Q) et vu (2.25)
on a déjà m(Je+1) ≤ m(Je). Mais, il existe un élément x ∈ Je+1 n’apparte-
nant pas à une composante primaire de Je de radical disons P, on a alors
lAP ((A/Je+1)P) < lAP ((A/Je)P) et ainsi m(Je+1) < m(Je).
Par définition de eφ(V,P) (cf. la définition 2.15) on a
rg (Je) = rg (J0) pour tout e = 0, ..., eφ(V,P). (2.89)
Comme eφ(V,P) ≥ m, si φe+1(V ) * Je pour e = 0, ...,m− 1, on a
1 ≤ m(Jm) < m(Jm−1) < · · · < m(J0) = m, (2.90)
donc on a m+ 1 entiers m(J0), . . . ,m(Jm) deux à deux distincts entre 1 et
m, ceci étant impossible il existe 0 ≤ e0 ≤ m− 1 tel que
φe0+1(V ) ⊂ Je0 . (2.91)
On a donc (vu la définition de l’idéal J˜e0)
φ(J˜e0) ⊂
(
J˜e0 + φe0+1(V )
)
AP ∩ A ⊂ Je0 + Je0 ⊂ Je0 , (2.92)
car J˜e0 ⊂ Je0 par définition de ce dernier.
Comme φ est correcte par rapport à P (et par construction de Je0 tous
ces premiers associés sont contenus dans P), (2.92) implique
φ(Je0) ⊂ Je0 ,
donc l’idéal équidimensionnel Je0 est φ-stable.
Montrons maintenant que le choix J = Je0 démontre le lemme.
La construction de Je0 montre que tous les premiers associés à Je0 sont
contenus dans P, ce qui démontre le point c). Puis, avec la remarque évidente
I0(V,P) = J˜0 ⊂ Je0 vient le point a).
Le point b) est démontré par (2.89).
Ainsi l’idéal J = Je0 satisfait toutes les propriétés demandées, (2.87)
résultant de a), b) et c).
Démonstration du théorème 2.16. Posons
C = 1 + max
(
cn−1n C
n
0 , (min(ν0, µ))−n , Ciso,
(
n!cn
(
1 + ν1max(µ, ν0)
)
ρnnK0
)n
, C1
)
(2.93)
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(rappelons que cn est défini en (1.42), C0, C1, K0 proviennent de l’énoncé
du théorème 2.16 (hypothèses (2.27), (2.29)), Ciso provient de la re-
marque 1.28). Soit P ∈ A \ {0} un polynôme ne satisfaisant pas (2.30)
pour
K = max
(
2nC,
( 2ρn+1cn
max(1, λ) max(1, µ)
)n)
. (2.94)
Alors il satisfait (1.52). En particulier, C et P satisfont aux conditions (2.67)
et (2.68) de la proposition (2.25).
Notons P = I(ZC(P )), où ZC(P ) est le cycle introduit à la re-
marque 1.27. Vu (1.47) et (2.93), on a ordf˜P > C0 et donc, d’après l’hy-
pothèse (2.26), φ est correcte par rapport à P. De plus, ZC(P ) se projette
surjectivement sur P1 (cf. la remarque 1.28).
Si pour i = i0(ZC(P )) on a
eφ(Vi,P) ≤ m(I0(Vi,P)), (2.95)
où Vi = Vi(ZC(P )) est introduit à la définition (2.12) et eφ, m sont donnés
à la définition 2.15 : (2.24) et (2.25) respectivement, nous vérifions (2.69) et
nous pouvons appliquer la proposition 2.25 qui donne (2.30) vu notre choix
de K. Ceci contredit notre hypothèse que P ne satisfait pas (2.30). Si en
revanche (2.95) n’est pas satisfaite, nous appliquons le lemme 2.26 à l’idéal P
et l’espace vectoriel V = Vi(P) (où nous désignons toujours i = i0(ZC(P ))).
Notons J l’idéal équidimensionnel φ-stable fournit par le lemme 2.26. Vu
la propriété b) de cette proposition nous avons rgJ = rg (Vi) ≥ i ≥ n1.
On vérifie (vu (2.87))
m(J) ≤ m(I0(V,P)),
d(0,n−rgJ+1)(J) ≤ d(0,n−rgJ+1)(I0(Vi,P)).
(2.96)
Comme V(P) = ZC(P ) se projette surjectivement sur P1 on a de plus par
le lemme 2.24
m(I0(V,P)) ≤ ν(n+ 1)!ρn+1i
et aussi δ1(P) ≥ 1.
Rappelons que I0(Vi,P) ⊂ P et donc
rgI0(Vi,P) ≤ rgP = n.
Comme l’idéal I0(Vi,P) ⊂ P est étendu-contracté d’un idéal engendré par
des polynômes de bi-degré ≤
(
ρi
(
δ0(P) + ν1max(µ,ν0)δ1(P)
)
, ρiδ1(P)
)
, on a
d(0,n−rgI0(Vi,P)+1)(I0(Vi,P)) ≤
(
δ0(P) + ν1max(µ, ν0)δ1(P)
)
× δ1(P)rgI0(Vi,P)−1ρrgI0(Vi,P)i
≤
(
1 + ν1max(µ, ν0)
)
ρnn
× (δ0(P) + 1) (δ1(P) + 1)rgI0(Vi,P) ,
(2.97)
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d’où finalement
d(0,n−rgJ+1)J ≤
(
1 + ν1max(µ, ν0)
)
ρnn (δ0(P) + 1) (δ1(P) + 1)rgJ . (2.98)
Comme J est un idéal équidimensionnel, pour tout Q ∈ Ass(A/J) nous
avons donc
d(0,n−rgQ+1)Q ≤ d(0,n−rgJ+1)J
≤
(
1 + ν1max(µ, ν0)
)
ρnn (δ0(P) + 1) (δ1(P) + 1)rgQ .
(2.99)
Le calcul pareil pour d(1,n−rgQ)Q donne
d(1,n−rgQ)Q ≤ ρnn (δ1(P) + 1)rgQ . (2.100)
Comme P et C satisfont (1.52), par le lemme 1.29 il existe un point
α ∈ ZC(P ) satisfaisant l’estimation (1.55) avec C˜ = C
1
n min(ν0,µ)
3n!cn ≥(
1 + ν1max(µ,ν0)
)
ρnnK0 (on a la dernière inégalité d’après la définition (2.93)),
et donc pour tout Q ∈ Ass(A/J) (vu la propriété c) donnée dans le
lemme 2.26)
ordfQ ≥ ord(f , α) >
(
1 + ν1max(µ, ν0)
)
ρnnK0(δ0(P) + 1)(δ1(P) + 1)n
(2.101)
Les estimations (2.99), (2.100) et (2.101) mises ensemble (et étant vraies
pour tout Q ∈ Ass(A/J)) contredisent (2.28). Ainsi l’hypothèse (1.52) avec
C donné par (2.93) est intenable et nous en déduisons l’estimation (2.30)
avec notre choix de K. À nouveau ceci contredit notre hypothèse que P ne
satisfait pas (2.30).
Finalement, un polynôme P ne satisfaisant pas (2.30) ne peut exister, ce
qui achève la démonstration.
Remarque 2.27. Notre démonstration du théorème 2.16 nécessite en fait
une condition plus faible que (2.28) :
ordf (Q) < K0d(0,n−rgQ+1)(Q) (δ1(P) + 1)n−rgQ , (2.102)
où P désigne l’idéal du cycle ZC(P ) à partir duquel nous construisons Q. Si
ν0 = 0, alors on a besoin d’une condition encore plus faible :
ordf (Q) < K0d(0,n−rgQ+1)(Q) (δ1(P) + 1)n−rgQ+1 . (2.103)
Néanmoins il semble difficile dans le cas bi-projectif de lier la quantité δ1(P)
à Q de façon convenable.
En fait nous pouvons poursuivre la même ligne de démonstration dans
le cas projectif, c’est-à-dire en considérant z comme une fonction (et alors
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f = (1, z, f1(z), ..., fn(z))). Dans ce cas on utilise au lieu de δ0(P) et δ1(P)
une seule quantité, le minimum des degrés des polynômes non-nuls appar-
tenant à P. Dans ce cas l’idéal φ-stable I, que nous construisons dans la
démonstration a tous ses premiers associés contenus dans P et tout premier
associé à Q contient aussi un polynôme de degré δ(P) (en fait tous les po-
lynômes de P de ce degré, par construction de I). Comme Q ⊂ P, on a
nécessairement δ(Q) ≥ δ(P), et par ailleurs comme Q contient un polynôme
de degré δ(P), on a δ(Q) ≤ δ(P), donc δ(Q) = δ(P).
Comme résultat nous obtenons alors la conclusion qu’il existe une
constante K telle que pour tout polynôme non-nul on ait
ordz=0(P (f)) ≤ K(degP + 1)n+1 (2.104)
sous la condition analogue à (2.28) : il existe deux constantes réelles positives
K0, C0 telles que que pour idéal φ-stable I, dont tous les premiers associés
satisfont OrdfQ ≥ C0, on a pour au moins un premier associé à I l’inégalité
ordf (Q) < K0 deg(Q) (δ(Q))n−rgQ+1 . (2.105)
Cette dernière condition est optimale au sens que si nous admettons l’estima-
tion (2.104), nous pouvons établir (2.105) pour tout idéal premier homogène
Q (pas nécessairement associé à un idéal φ-stable). En effet, par le corol-
laire 2 de [14] on a (pour tout idéal premier homogène Q dans l’anneau des
polynômes en n+ 1 variables)
δ(Q) ≤ (n! deg(Q))1/rgQ . (2.106)
Choisissons un polynôme P1 ∈ Q de degré δ(Q). Comme P1 ∈ Q, on a
ordfQ ≤ ordz=0P1(f). (2.107)
Maintenant les estimations (2.107), (2.104) et (2.106) nous donnent (2.105).
2.3 Application aux opérateurs différentiels
Dans ce paragraphe nous considérons un n-uplet f = (f1(z), . . . , fn(z))
des fonctions (ou des séries formelles) satisfaisant le système d’équations
différentielles
f ′i(z) =
Ai(z, f)
A0(z, f)
, i = 1, . . . , n, (2.108)
où Ai(z, X1, . . . , Xn) ∈ k[z, X1, . . . , Xn] pour i = 0, ..., n.
On associe au système (2.108) l’opérateur différentiel
D = A0(z, X1, . . . , Xn)
∂
∂z +
n∑
i=1
Ai(z, X1, . . . , Xn)
∂
∂Xi
, (2.109)
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c’est une application D : k[z, X1, . . . , Xn]→ k[z, X1, . . . , Xn]. Nous considé-
rerons également D comme agissant sur A = k[X ′0, X ′1][X1, . . . , Xn] par :
D = hA0(X ′0, X ′1, X1, . . . , Xn)
∂
∂X ′1
+
n∑
i=1
hAi(X ′0, X ′1, X1, . . . , Xn)
∂
∂Xi
, (2.110)
où hP désigne la bi-homogénisation du polynôme P ∈ k[z, X1, . . . , Xn] :
hP (X ′0, X ′1, X1, . . . , Xn) := X
′degz P
0 ·X
degX P
0 · P
(
X ′1
X ′0
,
X1
X0
, . . . ,
Xn
X0
)
.
Il est facile de vérifier la relation D(hP ) = h(D(P )) et ainsi l’application
D : A → A n’est autre que "la bi-homogénisation" de D : k[z, X1, . . . , Xn]→
k[z, X1, . . . , Xn].
L’application D est une application correcte par rapport à tout idéal
P ⊂ A d’après le corollaire 2.10).
Signalons, que la notion d’idéal D-stable (cf. la définition 2.6) coïncide
avec la notion d’idéal différentiel (dans le cadre de l’algèbre différentielle)
introduite, par exemple, dans [21].
Si nous désignons M = maxi=0,...,n degAi, alors pour degX Q ≥ 1,
degX′ Q ≥ 1 nous avons les estimations (2.1) avec ν0 = µ = M + 1 et
ν1 = 0.
Nous déduisons du théorème 2.16 une amélioration du théorème suivant
de Nesterenko :
Théorème 2.28. (cf. Théorème 1.1 de chapitre 10 de [32]) Supposons que
les fonctions
f = (f1(z), . . . , fn(z)) ∈ C[[z]]n
sont analytiques en z = 0 et forment une solution du système (2.108) avec
k = C. S’il existe une constante K0 telle que tout idéal premier D-stable
P ⊂ C[X ′1, X1, . . . , Xn], P 6= (0), satisfait
min
P∈P
ordz=0P (z, f) ≤ K0, (2.111)
alors il existe une constante K1 > 0 telle que pour tout P ∈
C[X ′1, X1, . . . , Xn] on a
ordz=0(P (z, f)) ≤ K1(degX′ P + 1)(degX P + 1)n. (2.112)
Remarque 2.29. En supposant A0(0, f(0)) 6= 0 dans le système (2.108),
il est facile de vérifier la condition (2.111), cf. [32], chapitre 10, exemple 1
(p. 150). Par ailleurs, la condition (2.111) est établie dans le cas où les
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polynômes Ai, i = 0, . . . , n sont de degré 1 en X1, . . . , Xn, cf. [28]. Dans ce
cas la démonstration s’appuie sur la théorie de Galois différentielle.
Avec le théorème 2.16 nous pouvons remplacer la condition (2.111) du
théorème 2.28 par une condition plus faible (voir (2.113) ci-dessous et (2.28))
en démontrant de plus un résultat valable en toute caractéristique.
Théorème 2.30. Supposons que les séries formelles
f = (f1(z), . . . , fn(z)) ∈ k[[z]]n
forment une solution du système (2.108) et soient n1 ∈ {1, . . . , n}, C1 ∈ R+.
Supposons qu’il existe une constante K0 telle que tout idéal bi-homogène
primaire D-stable P ⊂ A de rang ≥ n1 satisfait
ordfP ≤ K0
(
d(0,n−rgP+1)P + d(1,n−rgP)P
)
, (2.113)
ou, si char k = 0, nous supposons l’inégalité (2.113) seulement pour des
idéaux bi-homogènes premiers D-stables P ⊂ A de rang ≥ n1. Alors il existe
une constante K1 > 0 telle que tout P ∈ A \ {0} satisfaisant pour tout
C ≥ C1
i0(ZC(P )) ≥ n1 (2.114)
satisfait aussi
ordz=0(P (z, f)) ≤ K1(degX′ P + 1)(degX P + 1)n. (2.115)
Démonstration. On va appliquer le théorème 2.16. La condition (2.26) est
satisfaite car dans le cas considéré l’application φ = D est correcte par
rapport à tout idéal (cf. corollaire 2.10).
Les fonctions f1(z), . . . , fn(z) sont algébriquement indépendantes sur
k(z) car sinon l’idéal Pf˜ 6= (0) étant D-stable (cf. la remarque 2.7) ne peut
satisfaire (2.113).
Considérons un idéal bi-homogène équidimensionnel et D-stable J ⊂ A,
J 6= (0). Soit Q un des facteurs primaires de J . Comme J est un idéal
équidimensionnel, on peut présenter J comme J = Q ∩ I, où I 6⊂ √Q.
Choisissons un élément x ∈ I \ √Q.
Soit a ∈ Q. Alors xa ∈ J et, comme J est D-stable, on a
D(xa) ∈ J ⊂ Q. (2.116)
Comme D est une dérivation,
D(xa) = D(x)a+ xD(a). (2.117)
On a D(x)a ∈ Q (parce que a ∈ Q), et ainsi (compte tenu de (2.116)
et (2.117)) xD(a) ∈ Q. Par notre choix de x ceci implique D(a) ∈ Q et donc
Q est D-stable.
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Si char k = 0, nous pouvons déduire que
√Q est D-stable. En effet, pour
tout a ∈ √Q on a an ∈ Q, et alors
D(an) ∈ Q.
Mais D(an) = nD(an−1), et donc si char k = 0 ceci implique D(an−1)Q. En
répétant cette procédure nous arrivons à la conclusion D(a) ∈ Q ⊂ √Q,
donc
√Q est D-stable.
Maintenant l’hypothèse (2.113) assure immédiatement l’hypo-
thèse (2.28). En effet,
d(0,n−rgP+1)
√Q ≤ d(0,n−rgP+1)Q ≤ d(0,n−rgP+1) deg J,
d(1,n−rgP)
√Q ≤ d(1,n−rgP)Q ≤ d(1,n−rgP) deg J
et pour au moins un des facteurs primaires de J on a
ordf˜
√Q = ordf˜Q = ordf˜J.
Ainsi nous pouvons appliquer le théorème 2.16 (avec la constante C0 = 0,
par exemple) qui nous donne la conclusion souhaitée.
2.4 Application aux transformations biration-
nelles
Dans ce paragraphe nous allons considérer la transformation rationnelle
T de P1 × Pn dans P1 × Pn définie par
(X ′0 : X ′1, X0 : ... : Xn)→
(
A′0(X ′0, X ′1) : A′1(X ′0, X ′1),
A0(X ′0, X ′1, X0, ..., Xn) : ... : An(X ′0, X ′1, X0, ..., Xn)
)
, (2.118)
où A′i ∈ k[X ′0, X ′1], i = 0, 1, sont des polynômes homogènes de degré r en X ′
et Aj ∈ A, j = 0, ..., n, sont des polynômes bi-homogènes de bi-degré (s, t)
en X ′ et X.
Remarque 2.31. A toute transformation rationnelle T définie par (2.118)
et telle que A0 et A′0 sont des polynômes non nuls on associe un système
d’équations fonctionnelles (7) en posant p(z) = A
′
1(1,z)
A′0(1,z)
:
A0(f˜(z))fi(p(z)) = Ai(f˜(z)), i = 1, ..., n (2.119)
(où f˜ désigne (1, z, 1, f1(z), ..., fn(z))).
Réciproquement, à partir du système (7) (où p(z) ∈ k(z) et on ne fait pas
l’hypothèse que ordz=0p ≥ 2) les formules (2.118) définissent un morphisme
T : P1 × Pn → P1 × Pn.
80 Chapitre 2. Lemme de multiplicité formel
Définition 2.32. Nous disons que le morphisme défini par (2.118) et le
système (2.119) sont associés l’un à l’autre.
Définition 2.33. Nous disons qu’une sous-variété W ⊂ P1 × Pn est T -
stable, si
T (W ) = W.
Théorème 2.34. Soit k un corps commutatif de caractéristique quelconque
et T : P1k × Pnk → P1k × Pnk une transformation rationnelle dominante définie
comme dans (2.118), par des polynômes A′i, i = 0, 1 homogènes en X ′ et
de degré r, et des polynômes Ai, i = 0, . . . , n bi-homogènes en X ′ et X, de
bi-degré (s, t).
Soient f1(z),...,fn(z) ∈ k[[z]] des séries formelles algébriquement indé-
pendantes sur k(z) et n1 ∈ {1, . . . , n}, C1 ∈ R+. Nous notons toujours
f˜ = (1, z, 1, f1(z), ..., fn(z)).
Supposons de plus qu’il existe λ ∈ R>0, tel que pour tout Q ∈ A
Ordz=0Q(T (f˜)) ≥ λOrdz=0Q(f˜) (2.120)
et qu’il existe une constante K0 ∈ R+ (dépendant uniquement de T et de f˜)
telle que pour tout entier positif
N ≤ ν(n+ 1)!ρn+1n+1 (2.121)
(où ν vaut 2n+2 max
(
1, 4rs
)n+1
si s 6= 0 et 1 sinon) toute variété irréductible
T N -stable W  P1 × Pn (définie sur le corps k) de dimension dimW ≤
n− n1 + 1 satisfait nécessairement
ordf˜ (W ) < K0
(
d(0,dimW )W + d(1,dimW−1)W
)
. (2.122)
Alors, il existe une constante K1 > 0 telle que pour tout P ∈ A \ {0}
satisfaisant pour tout C ≥ C1
i0(ZC(P )) ≥ n1 (2.123)
satisfait aussi
ordz=0(P (f˜)) ≤ K1(degX′ P + degX P + 1)(degX P + 1)n. (2.124)
Démonstration. Nous allons appliquer le théorème 2.16 à la transformation
φ = T ∗. On a immédiatement les propriétés (2.1) (avec µ = t, ν0 = r et
ν1 = s) et (2.4) (cette dernière est fournie par l’hypothèse (2.120)). Dans
ce cas ν (introduit dans la définition 2.23) est égal à 2n+2 max
(
1, 4rs
)n+1
si
s 6= 0 et 1 sinon. Posons C0 = Crég. Alors la condition (2.26) est assurée
avec le lemme 1.31 et le corollaire 2.11.
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Afin de vérifier (2.28) pour les idéaux équidimensionnels T ∗-stables J
satisfaisant m(J) ≤ ν(n+ 1)ρn+1n+1 et (2.27), remarquons que la condition de
T ∗-stabilité entraîne
V(J) ⊂ T −1(V(J)) (2.125)
d’où par application de T aux deux côtés
T (V(J) \ irr T ) ⊂ V(J) (2.126)
(rappelons que irr T est introduite dans la définition 1.30). Comme nous
avons posé C0 = Crég (et vu (2.27) et le lemme 1.31) toute composante W
de la variété V(J) satisfait W 6⊂ irr T
dimW = dim T (W \ irr T ).
Rappelons que J est un idéal équidimensionnel et donc pour toutes ses
composantes irréductibles on a dimW = dimV(J), on en déduit que
T (W \ irr T ) est une composante irréductible de V(J).
Ainsi T induit une application de l’ensemble des composantes irréduc-
tibles de V(J) dans lui même. Mais, le cardinal de l’ensemble des com-
posantes irréductibles de V(J) est majoré par m(J) ≤ ν(n + 1)!ρn+1n+1
par hypothèse sur J . Il existe donc un sous-ensemble de cet ensemble
qui est permuté par l’action de T et ce sous-ensemble contient au plus
ν(n + 1)!ρn+1n+1 éléments. Comme les orbites de T dans ce sous-ensemble ne
peuvent avoir plus de ν(n+1)!ρn+1n+1 éléments, on en déduit qu’une puissance
T N , N ≤ ν(n+ 1)!ρn+1n+1, fixe une composante irréductible W de V(J).
Maintenant l’hypothèse (2.122) nous assure l’hypothèse (2.28), et ainsi
toutes les conditions du théorème 2.16 sont vérifiées. En appliquant ce
théorème nous obtenons la conclusion (2.124) (qui coïncide avec la conclu-
sion (2.30) du théorème 2.16 si K1 = Kµn−1 max(µ+ ν0, ν1)).
Comme une conséquence immédiate du théorème 2.34 nous obtenons
le théorème 0.1. En effet, l’hypothèse que f1(z), . . . , fn(z) satisfont le sys-
tème (7) assure la condition (2.120), qui nous permet d’appliquer le théo-
rème 2.34 en établissant le résultat.

Chapitre 3
Le cas des relations de
Mahler généralisées
3.1 Généralités
Dans les paragraphes 3.1 et 3.2 nous considérons un corps commutatif k
de caractéristique quelconque. Au paragraphe 3.3 nous nous placerons sur
Q.
Soit T : P1 × Pn → P1 × Pn la transformation rationnelle définie
par (2.118) :
(X ′0 : X ′1, X0 : ... : Xn)→
(
A′0(X ′0, X ′1) : A′1(X ′0, X ′1),
A0(X ′0, X ′1, X0, ..., Xn) : ... : An(X ′0, X ′1, X0, ..., Xn)
)
,
où A′i ∈ k[X ′0, X ′1], i = 0, 1, sont des polynômes homogènes de degré r en X ′
et Aj ∈ A, j = 0, ..., n, sont des polynômes bi-homogènes de bi-degré (s, t)
en X ′ et X.
Dans ce chapitre nous déduisons du théorème 2.34 le lemme de multipli-
cité fonctionnel dans le cas où les polynômes définissant T sont linéaires en
X (i.e. t = 1). Au paragraphe (3.3) nous déduisons à l’aide de ce lemme de
multiplicitè certains résultats d’indépendence algébrique.
Rappelons la remarque 2.31 : à toute transformation T rationnelle définie
par (2.118) et telle que A0 et A′0 sont des polynômes non nuls on associe un
système d’équations fonctionnelles (7) en posant p(z) = A
′
1(1,z)
A′0(1,z)
:
A0(f˜(z))fi(p(z)) = Ai(f˜(z)), i = 1, ..., n
(où f˜ désigne (1, z, 1, f1(z), ..., fn(z))). Nous posons λ def= ordz=0p(z).
Introduisons l’hypothèse suivante :
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Hypothèse 3.1. Le système d’équations fonctionnelles associé à T ad-
met une solution en séries entières algébriquement indépendantes, que nous
notons f = (1 : f1(z) : ... : fn(z)).
Rappelons que par T ∗ nous désignons l’application
T ∗ : A → A,
X ′j 7→ A′0(X ′0, X ′1) pour j = 0, 1,
Xi 7→ Ai(X ′0, X ′1, X0, ..., Xn) pour i = 0, ..., n.
(3.1)
Nous notons par pi0(x) la projection d’un point x ∈ P1 × Pn sur le premier
facteur P1, et par pi1(x) la projection de x sur le deuxième facteur Pn.
Nous allons utiliser la notation
(T −1(h))(1:z) avec h ∈ P1k((z)) × Pnk((z))
pour désigner l’ensemble des points
g = (1 : z, 1 : g1 : ... : gn) ∈ {(1 : z)} × Pnk((z)) tels que T (g) = h.
En particulier,
(
T −1T (f˜)
)
(1:z)
désigne l’ensemble des points (1 : z, 1 :
g1 : ... : gn) satisfaisant T (g) = T (f˜).
Lemme 3.2. Toute transformation T définie par (2.118) et satisfaisant
l’hypothèse 3.1 possède la propriété suivante : pour tout polynôme P ∈ A
bihomogène on a
T ∗P (f˜(z)) = A′0(1, z)degX′ PA0(f˜(z))degX PP (f˜(p(z))) (3.2)
Démonstration. Par définition de T ∗,
T ∗P (X ′, X) = P (A′0(X ′), A′1(X ′), A0(X ′, X), ..., An(X ′, X)). (3.3)
Comme P est bihomogène, on a
P (A′0(X ′), A′1(X ′), A0(X ′, X), ..., An(X ′, X))
=A′0(X ′)
degX′ PA0(X ′, X)degX P
× P
(
1, A
′
1(X ′)
A′0(X ′)
, 1, A1(X
′, X)
A0(X ′, X)
, ...,
An(X ′, X)
A0(X ′, X)
)
.
(3.4)
Collons (3.3) et (3.4), puis substituons X ′0 = 1, X ′1 = z, Xi = fi(z). Nous
obtenons
T ∗P (f˜) =A′0(1, z)degX′ PA0(f˜(z))degX P
× P
(
1, A
′
1(1, z)
A′0(1, z)
, 1, A1(f˜(z))
A0(f˜(z))
, ...,
An(f˜(z))
A0(f˜(z))
)
.
(3.5)
Maintenant il suffit d’utiliser les relations (7) pour déduire (3.2).
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Démonstration du théorème 0.1. Le lemme 3.2 assure la propriété (2.120),
ainsi le théorème 0.1 est un corollaire direct du théorème (2.34).
Lemme 3.3. La transformation T définie par (2.118) et satisfaisant l’hy-
pothèse 3.1 est une transformation dominante.
Démonstration. Ad absurdum. Si T n’est pas dominante, alors il existe un
polynôme bihomogène P ∈ k[X ′0 : X ′1;X0 : ... : Xn] non nul tel que
T ∗P (X ′, X) = P (A′0(X ′), A′1(X ′), A0(X ′, X), ..., An(X ′, X)) = 0, (3.6)
où 0 ∈ k[X ′0 : X ′1, X0 : ... : Xn] désigne le polynôme nul.
Substituons dans (3.6) X ′0 = 1, X ′1 = z, Xi = fi(z), puis appliquons le
lemme 3.2, nous obtenons
A′0(1, z)
degX′ PA0(f˜(z))degX PP (f˜(p(z))) = 0. (3.7)
Comme z, f1,...,fn sont algébriquement indépendantes sur k (et A0 est un
polynôme bihomogène non nul à coefficients dans k), A0(f˜) 6= 0, et z étant
transcendant sur k on a évidemment A′0(1, z) 6= 0. Ainsi
P (1, p(z), 1, f1(p(z)), ..., fn(p(z))) = 0
c’est que contredit l’indépendance algébrique des f1,...,fn sur k(z).
Remarque 3.4. Dans la démonstration du lemme 3.3 nous avons utilisé
l’hypothèse qu’il existe une solution du système (7) dont toutes les compo-
santes sont algébriquement indépendantes sur k(z).
Rappel. La notion d’idéal T ∗-stable est donnée dans la définition 2.6 et la
notion de la variété T -stable est donnée dans la définition 2.33.
Remarque 3.5. Le fait qu’une variété W est T -stable implique que
l’idéal I(W ) est T ∗-stable, mais la réciproque n’est pas vraie. La condi-
tion T ∗(I(W )) ⊂ I(W ) signifie géométriquement que W est un sous-
schéma de T −1(W ). Mais, si l’on sait que la variété W est irréductible et
dim T (W ) = dimW , alors on a la propriété :
la variété W est T -stable⇔ l’idéal I(W ) est T ∗-stable. (3.8)
Remarque 3.6. Si une variété W est contenue dans irr T , alors par notre
convention T (W ) = T (W \ irr T ) = T (∅) = ∅ ⊂ W , donc formellement
toute variété qui se trouve à l’intérieure de irr T est T -stable. Remarquons
que pour toute telle variété
ordfW ≤ ordf (irr T ) ,
donc la quantité ordfW est majorée par une constante ne dépendant que de
f et de T .
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3.2 Lemme de Nishioka
Soit T : P1 × Pn → P1 × Pn une transformation définie par (2.118) avec
les polynômes Ai linéaires en X (et ainsi t = 1) :
Ai =
n∑
j=0
aij(X ′)Xj , i = 0, ..., n,
où aij(X ′) désigne des polynômes de k[X ′0, X ′1] homogènes du degré s. Sup-
posons que T satisfait l’hypothèse 3.1 (et donc par le lemme 3.3 la transfor-
mation T est dominante). Dans ce cas irr T = ∅.
D’ici et jusqu’à la fin de ce paragraphe nous notonsW une variété définie
sur k et T -stable.
Soit γ(z) ∈ k((z)). Posons
Wγ(z)
def= W ∩ V(X ′0γ(z)−X ′1) (3.9)
et notons Tγ(z) la transformation de Pnk((z)) dans P
n
k((z)) définie par
(X0 : ... : Xn)→
(
A0(1, γ(z), X0, ..., Xn) : ... : An(1, γ(z), X0, ..., Xn)
)
.
Lemme 3.7. Soit γ(z) ∈ k((z)) et φ˜ ∈Wγ(z). Supposons que
p(γ(z)) = p(z). (3.10)
Alors il existe φ˜′ ∈Wz tel que T (φ˜′) = T (φ˜).
Démonstration. Les applications Tγ(z) : pi1(Wγ(z)) → pi1(Wp(z)) et Tz :
pi1(Wz)→ pi1(Wp(z)) sont linéaires et non-dégénérées (car z et γ(z) sont tous
les deux transcendants sur k, tandis que T est définie sur k et dominante,
cf. le lemme 3.3). Ainsi ces deux applications induisent des isomorphismes
entre pi1(Wγ(z)), pi1(Wp(z)) et pi1(Wz). Maintenant il est facile de vérifier que
si l’on pose φ′ := T −1z ◦ Tγ(z)(pi1(φ˜)), le point φ˜′ := (1 : z, φ′) appartient à
Wz et l’on a T (φ˜′) = T (φ˜).
Lemme 3.8. Soit β˜ = (1 : z, β(z)) ∈ W . Alors, W ∩ T −1(1 :
p(z), β(p(z))) 6= ∅.
Démonstration. CommeW est définie sur k et β˜(z) ∈W , on a β˜(p(z)) ∈W .
Comme W est T -stable, W ∩ T −1(β˜(p(z))) 6= ∅.
Corollaire 3.9. Soit β˜ = (1 : z, β(z)) ∈ Wz. Alors, Wz ∩ T −1(1 :
p(z), β(p(z))) 6= ∅.
Démonstration. Le point β˜ donné, nous trouvons avec le lemme 3.8 un point
α˜ dans W ∩ T −1(β˜(p(z))). Comme T (α˜) = β˜(p(z)) ∈ Wp(z), on a nécessai-
rement α˜ = (1 : γ(z), α(z)) avec γ(z) satisfaisant p(γ(z)) = p(z) (et ainsi
par définition α˜ ∈ Wγ(z)). Nous pouvons donc appliquer le lemme 3.7, qui
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nous fournit un point α˜′ ∈ Wz satisfaisant T (α˜′) = T (α˜) = β˜(p(z)), ce qui
montre le corollaire.
Nous rappelons que la notation Ordz=0(·, ·) a été introduite à la page 38.
Lemme 3.10.
sup
α∈pi1(Wz)
Ordz=0(Tz(f), Tz(α)) ≥ λ sup
β∈pi1(Wz)
Ordz=0(f , β). (3.11)
Démonstration. Remarquons d’abord
λ sup
β∈pi1(Wz)
Ordz=0(f , β) = sup
β∈pi1(Wz)
Ordz=0(f(p(z)), β(p(z))). (3.12)
Pour f on a la propriété f(p(z)) = Tz(f). Ensuite, pour tout β ∈ pi1(Wz)
on a un point β˜ ∈ Wz satisfaisant pi1(β˜) = β et puis le corollaire 3.9 nous
donne un point α˜′ ∈Wz satisfaisant T (α˜′) = β˜(p(z)), et ainsi
Tz(pi1(α˜′)) = β(p(z)). (3.13)
Donc, pour tout point β ∈ pi1(Wz) on détermine un point α = pi1(α˜′) ∈
pi1 (Wz) satisfaisant (3.13).
Cette construction, jointe à (3.12), nous donne immédiatement l’estima-
tion (3.11).
Théorème 3.11. Soit k un corps commutatif de caractéristique quelconque
et T : P1k × Pnk → P1k × Pnk une transformation définie par (2.118) avec les
polynômes Ai linéaires en X. Soit (1, f1(z), ..., fn(z)) une solution en séries
entières algébriquement indépendents du système d’équations fonctionnelles
associé à T satisfaisant l’hypothèse 3.1. Supposons que
λ := ordz=0p(z) ≥ 2. (3.14)
Alors, il existe une constante K1 telle que pour tout polynôme P ∈ A
non nul, on a
ordz=0(P (f˜)) ≤ K1(degX′ P + degX P + 1)(degX P + 1)n.
Démonstration. Si T est définie par (2.118) avec des polynômes Ai linéaires
en X, la transformation T N l’est aussi, et si N est majoré par une constante
ne dépendant que de T , les degrés correspondants s, λ etc. de la transfor-
mation T N sont aussi majorés par des constantes ne dépendant que de T .
Ainsi en étudiant des idéaux stables de la transformation T N nous nous
restreignons à l’étude des idéaux T -stables.
Remarquons d’abord que l’application Tz est une application linéaire non
dégénérée définie sur k(z). Notons C3 def= ordz=0 det T −1z .
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Soit W ⊂ P1×Pn une variété définie sur k et T -stable. Vérifions l’inéga-
lité
sup
α∈pi1(Wz)
Ordz=0(f , α) ≤ C3
λ− 1 . (3.15)
En effet, par le lemme 3.10 nous avons l’estimation (3.11). Puis, comme
Tz est une application linéaire non dégénérée, on a Ordz=0(Tz(f), Tz(α)) ≤
C3 + Ordz=0(f , α) et donc
sup
α∈pi1(Wz)
Ordz=0(Tz(f), Tz(α)) ≤ C3 + sup
α∈pi1(Wz)
Ordz=0(f , α). (3.16)
En comparant (3.11) et (3.16) nous trouvons (3.15).
L’inégalité (3.15) implique
ordf˜W = sup
α˜∈W
Ordz=0(f˜ , α˜) ≤ max
(
2, C3
λ− 1
)
. (3.17)
En effet, supposons que pour un α˜ ∈W on ait
Ordz=0(f˜ , α˜) > max
(
2, C3
λ− 1
)
. (3.18)
Alors, il existe un système de coordonnées projectives α˜ = (1, γ(z), α(z))
avec γ(z) ∈ k((z)) et α(z) ∈ pi1(W ) tel que ordz=0(z− γ(z)) > max(2, C3λ−1)
et
Ordz=0(α(z), f) > max(2,
C3
λ− 1). (3.19)
Comme ordz=0(z − γ(z)) > max(2, C3λ−1), il existe une série v(z) ∈ k((z))
satisfaisant γ(v(z)) = z et
ordz=0(z− v(z)) > max
(
2, C3
λ− 1
)
. (3.20)
En substituant v(z) au lieu de z dans α˜(z) nous trouvons α˜(v(z)) =
(1, z, α(v(z))). Comme W est définie sur k, α˜(v(z)) ∈ W . De plus, comme
v(z) coincide avec la série z au moins jusqu’à l’ordre max(2, C3λ−1), l’inéga-
lité (3.19) implique
Ordz=0(α(v(z)), f) > max
(
2, C3
λ− 1
)
.
Comme α˜ ∈Wz, on déduit donc la minoration
sup
α∈pi1(Wz)
Ordz=0(f , α) > max
(
2, C3
λ− 1
)
,
qui contredit (3.15). Cette contradiction montre que l’hypothèse (3.18) est
intenable et donc assure (3.17).
3.3. Application à l’indépendance algébrique 89
Maintenant on fait la remarque que la transformation T N , N ∈ N, est
aussi définie par des formules du type (2.118), donc pour une variété T N -
stable on a l’estimation (3.17) (avec C3 remplacée par CN3 ). Cette dernière
inégalité montre que l’hypothèse (2.122) du théorème 2.34 est satisfaite (et
même sous une forme plus forte). Il suffit d’appliquer le théorème 2.34 qui
nous donne le résultat souhaité.
Remarque 3.12. Le théorème 3.11 était démontré dans le cas particulier
p(z) = zd (d ≥ 2) par Nishioka [33]. Töpfer a considéré des systèmes plus
généraux mais l’estimation de ordf˜P qu’il obtient en lieu et place de celle
de notre théorème 3.11 a un exposant strictement plus grand que n (et ainsi
n’est pas optimal) [50]. Ces théorèmes était démontrés en caractéristique 0,
contrairement au théorème 3.11.
Dans la suite nous allons appliquer le théorème 3.11 pour amélio-
rer plusieurs résultats d’indépendance algébrique, notamment ceux de
Th.Töpfer [49]. Les méthodes de transcendance étant plus délicates à manier
en caractéristique finie nous nous sommes contentés de résultat en caracté-
ristique 0 laissant l’étude de caractéristique finie pour une phase ultérieure.
3.3 Application à l’indépendance algébrique
Dans ce paragraphe nous utilisons le lemme de mutiplicité établi dans
le paragraphe 3.2 pour estimer la mesure d’indépendance algébrique dans le
cas correspondant.
Soit p(z) = p1(z)/p2(z) une fraction rationnelle à coefficients dans Q.
Notons d = deg p, δ = ordz=0p. Soient f1(z),...,fn(z) ∈ Q[[z]] des fonctions
analytiques à coefficients algébriques, algébriquement indépendantes et sa-
tisfaisant un système d’équations fonctionnelles de la forme
a(z)f(z) = A(z)f(p(z)) +B(z) (3.21)
où f(z) = (f1(z), . . . , fn(z)), a(z) ∈ Q[z] et A (resp. B) est une matrice n×n
(resp. n× 1) à coefficients dans Q[z].
Pour des solutions d’un système de la forme (3.21) Th.Töpfer [49] a
démontré que lorsque p ∈ Q[z] est un polynôme et ω un point fixe de p, les
fonctions algébriquement indépendantes f1(z),...,fn(z) sont analytiques (à
coefficients algébriques) dans un voisinage U de ω et que pour α un nombre
algébrique tel que
T (p[N ](α))→ ω
avec N →∞ (et T (p[N ](α)) n’est pas zéro du dénominateur commun de A
pour tout N ∈ N), on a
deg.tr.QQ(f(α)) ≥ m0,
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où m0 désigne le plus grand entier satisfaisant m0 < (n + 1) log δlog d (cf.[49],
théorème 3). Dans le même article Th.Töpfer a aussi donné une mesure
d’indépendance algébrique dans le cas d = δ (cf.[49], théorème 1).
Nous utilisons la méthode générale élaboré dans [42] et notre lemme de
mutiplicité démontré dans le paragraphe 3.2 afin d’améliorer ces résultats.
Remarque 3.13. Le point stable ω de p satisfait (par définition) l’équation
p(ω) = ω. Si p est à coefficients dans Q, le point ω est algébrique et ainsi
le polynôme p1(z) := p(z + ω) − ω est aussi à coefficient algébriques, et
le point 0 est son point stable. Ainsi dans les résultats cités ci-dessus les
considérations pour un point p-stable ω arbitraire peuvent être réduit au
cas ω = 0 (voir le début de la section 4 dans [49]).
Remarquons, que l’indépendance algébrique de f1(z),...,fn(z) implique
detA 6= 0 et donc nous pouvons réécrire (3.21) comme
f(p(z)) = a(z)−1A(z)−1f(z)− a(z)−1A(z)−1B(z). (3.22)
Ainsi nous sommes bien dans la situation considérée dans le paragraphe 3.2
et donc il existe une constante K1 telle que pour tout polynôme P ∈ A non
nul, on ait
ordz=0(P (f˜)) ≤ K1(degX′ P + degX P + 1)(degX P + 1)n (3.23)
(cf. le théorème 3.11).
Töpfer a démontré le résultat suivant :
Lemme 3.14. (voir le lemme 11 de [49]) Soient T,D ∈ N et y ∈ C.
Soit K un corps de nombres. Alors il existe un polynôme RT,D ∈ K[z, X]
satisfaisant
degzRT,D ≤ C1dTD (3.24)
degX RT,D ≤ D (3.25)
h(RT,D) ≤ exp
(
C2D(dT +Dn)
)
. (3.26)
Si de plus on a
δT ≥ C3Dn+1, (3.27)
alors
exp(−C5Dn+1δT ) ≤ |RT,D(y, f(y))| ≤ exp(−C6Dn+1δT ). (3.28)
Démonstration. C’est une conséquence directe des lemmes 8 et 9 de [49] et
du théorème 3.11. On définit les polynômes RT,D comme il est fait dans [49]
à l’alinéa suivant le lemme 9 (cf. le bas de la page 174).
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Dans la suite nous aurons besoin de quelques définitions introduites
dans [42].
Ici nous notons pour tout r ∈ R+
B(0, r) def= {z ∈ C | |z| < r}.
Soient 0 < r′ ≤ r < R et S ⊂ N × B(0, r) un ensemble tel que pour
tout y ∈ B(0, r) le sous-ensemble S ∩ (N × {y}) soit vide ou de la forme
{0, . . . ,m(y) − 1} × {y}. On appelera ensemble pondéré un tel ensemble S
et support de S, noté Supp(S), son image par la projection pi sur le second
facteur. Si S est un ensemble pondéré de cardinal N on note Er,r′(∅) = 1 et
sinon
Er,r′(S)
def=
(
r′
r
)N
·
∏
z∈S
1 + (|pi(z)|/r′)
1 + (|pi(z)|r′/r2) ∈]0, 1]. (3.29)
Exemple 3.1. Si un ensemble pondéré contient un seul point (0, x), et si
nous posons r′ = |x|, r ≥ r′, alors
Er,r′(S) =
|x|
r
· 1 + (|x|/|x|)1 + (|x|2/r2) =
2r|x|
r2 + |x|2 .
Dans la suite nous utiliserons aussi la quantité Gr,r′ ("la gravitation"),
cf. [42]. Pour nous le seul cas d’importance sera celui où S est réduit à un
point x. Dans ce cas Gr,r′(S) = 1 (cf. [42], p.4-5). Pour la définition générale
nous renvoyons le lecteur au §2 de [42] (bas de la page 4 et haut de la page 5).
Pour tout t ∈ N et toute série formelle (et également pour toute fonction
analytique) g ∈ C((z)) nous notons (suivant [42]) Dt(g) le t-ème coefficient
de g. Pour tout D ⊂ Nn et t ∈ N posons
Dtf
D(0) =
(
Dt′(fα11 · · · fαmm )(0) | α ∈ D, t′ = 0, . . . , t
)
,
c’est un vecteur de Q(t+1)cardD. Si ψ est une fonction croissante de N dans
N∗ et cardD ≥ 2ψ(0), on notera encore tD = tD,ψ le plus grand entier tel
que 2tDψ(tD − 1) ≤ cardD.
Nous utiliserons la notation
|D| = max
α∈D
n∑
i=1
|αi|.
Définition 3.15. Soient n ∈ N∗, A un ensemble infini de parties de Nn,
ψ : N→ N∗, φ : A× N→ R≥e
telles que pour tout D ∈ A les fonctions ψ(t) et φD(t) soient crois-
santes en t, la fonction logφD(t)t soit décroissante en t pour t ≥ tD et
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lim inf |D|→∞ logφD(tD)tD = 0. On suppose de plus φD(t) ≥ 4
√
2(t + 1)ψ(t)
pour t ≥ tD.
On appelera système de K-fonctions de type (ψ, φ) une famille
(f1, . . . fm) de fonctions analytiques dans B(0, 1) telles que pour tout t ∈ N
et D ∈ A on ait
Dtf(0) ⊂ Q,
[
Q(Dtf(0)) : Q
]
≤ ψ(t), h
(
Dtf
D(0)
)
≤ φD(t).
Définition 3.16. Soit c ≥ 1 un réel, nous dirons qu’un sous-ensemble
D ∈ A est c-admissible pour le système de K-fonctions f1, . . . , fm si
pour tout Q ∈ Z[X1, ..., Xm] non-nul, supporté par D (c-à-d. de la forme∑
α∈D qαX
α1
1 · · ·Xαmm ), de longueur ≤
√
2 · cardD · φD(tD), on a
ordz=0Q(f1, . . . , fm) ≤ c · cardD.
Remarque 3.17. L’ensemble
D = {h ∈ Nm | hi < D} (3.30)
est c-admissible pour le système de K-fonctions f1, . . . , fm dès que f =
(f1, . . . , fm) satisfait le lemme de multiplicité (avec l’exposant optimal, i.e.
m, et la constante multiplicative égale à c).
Proposition 3.18. (Proposition 7 de [42]). Soient c′ ≥ 1 et f1, ..., fm un
système de K-fonctions de type (ψ, φ), alors :
1. Pour tout D ∈ A il existe un polynôme P ∈ Z[X1, . . . , Xm] non
nul, supporté par D, de longeur ≤ √2 · cardD · φD(tD) tel que T0 :=
ordz=0F (z) ≥ tD où F = P (f1, ..., fm) ;
2. si logφD(tD)tD ≤ 124 , pour tous réels r′, r′′ tels que 0 < r′′ ≤ r′ < r4 où
r := 1− 12 log φD(T0)
T0
,
et pour tout ensemble pondéré S de support dans la couronne B(0, r′)\
B(0, r′′), de cardinal N ≤ T0/8, satisfaisant
− logEr,r′(S)
log φD(T0)
≥ 19 et logGr,r′(S)−T0 log (r′′/4) ≤ c
′ (3.31)
il existe un point (t, y) ∈ S tel que
(
r′′
4
)(c′+4)T0
≤ |DtF (y)| ≤
(
r′
(1−√r′)2
)T0/16
.
De plus, si D est c-admissible pour f1, . . . , fm, on a T0 ≤ c · cardD.
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Démonstration du théorème 0.5. Le théorème 3.11 nous fournit le lemme de
multiplicité pour les fonctions z, f1(z), . . . , fn(z) et donc il existe un C > 0
tel que l’ensemble D donné par (3.30) (avecm = n+1) est C-admissible pour
le système de K-fonctions z, f1(z), . . . , fn(z). Le lemme 12 de [49] montre
que les nombres Dtf(0) appartiennent à un corps de nombres fixé et nous
en fournit une majoration de la hauteur :
h(DtfD(0)) ≤ (t+ 2)c2|D|.
Dans la notation de la référence on a
Dtf(0) = (f1,t, . . . , fn,t)
et
DtfD(0) =
(
f
(j)
t | j ∈ D
)
,
et la hauteur est le produit du dénominateur et de la maison de ces vecteurs.
En particulier, ces majorations entraînent que les séries fi(z) convergent
pour |z| < 1.
Ceci montre que pour ψ(t) = c1, φD(t) = (t + 2)c2|D| le système de
fonctions z, f1(z), . . . , fn(z) est un système de K-fonctions de type (ψ, φ) au
sens de [42].
On applique la proposition 3.18 avec m = n + 1, l’ensemble D défini
comme dans (3.30), r′ = r′′ = |p[T ](y)| et S = {(0, p[T ](y))} où
T ≥
[ logD + log logD + log (19(n+ 1)c2)− log | log |c′′3y||
log δ
]
, (3.32)
on a Er,r′(S) ≤ 3|p[T ](y)| (cf. l’exemple 3.1 car r est proche à 1 dans notre
situation) et Gr,r′(S) = 1. Notons que pour T suffisamment grand on a
|c′3y|δ
T ≤ |p[T ](y)| ≤ |c′′3y|δ
T
,
car |p[T ](y)| → 0 (voir le lemme 2 de [49]).
On note F la fonction fournie par la proposition 3.18. Soit q = detA, on
vérifie(
T−1∏
i=0
q(p[i](y))
)nD
· F
(
p[T ](y)
)
= PD,T (y, f1(y), . . . , fn(y)) (3.33)
où PD,T ∈ Z[z, X1, . . . , Xn] est un polynôme de degré ≤ c4D(dT + · · ·+ 1) ≤
c5DdT en z, de degré < D en X et de longueur inférieure à exp(c6DdT ). La
majoration du degré en X est évidente, vérifions les majorations du degré
en z et de la longueur de PD,T . Montrons d’abord par récurrence
degz PD,N ≤ c4D(dN + · · ·+ 1), (3.34)
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pour N = 0, . . . , T . Pour N = 0 on a PD,0(y, f(y)) = F (y) et donc (3.34)
est vraie (vu la définition de F ) pour toute c4 ≥ 1. Pour N ≥ 1 nous avons
PD,N (y, f(y)) = q(y)nD
(
N−1∏
i=1
q(p[i](y))nDF (p[N ](y))
)
= q(y)nDPD,N−1(p(y), f(p(y)))
= q(y)nDPD,N−1
(
p(y), A−1(y)f(y) +A−1B(y)
)
.
(3.35)
Ainsi en admettant l’estimation (3.34) pour N − 1 (et en utilisant la ma-
joration évidente degX PD,N ≤ D) nous obtenons (en notant A0(y) =
q(y)A−1(y) et B0(y) = q(y)A−1B(y)) avec c4 ≥ max (degzA0,degzB0) +
n deg(q)
degz PD,N ≤ nD deg q + c4dD
(
dN−1 + · · ·+ 1
)
+Dmax (degzA0,degzB0)
≤ c4D
(
dN + · · ·+ 1
)
.
Donc pour c4 = n · deg q + max (degzA0,degzB0) l’estimation (3.34) est
démontrée par récurrence. On en déduit immédiatement
degz PD,N ≤ c4D
dN+1 − 1
d− 1 (3.36)
pour N = 0, . . . , T , et donc
degz PD,T ≤ 2c4DdT . (3.37)
Concernant la longueur L(PD,N ), nous déduisons de (3.35) l’estimation
L(PD,N ) ≤ L(PD,N−1) · L(q)nD · L(p)degz PD,N−1
× (L(A0(y)) + L(B0(y)))D
≤ L(PD,N−1) exp
(
c′6(D + degz PD,N−1)
)
,
puis avec (3.37)
L(PD,N ) ≤ L(PD,N−1) exp
(
c′′6Dd
N−1) .
En appliquant la récurrence nous déduisons
L(PD,T ) ≤ exp
(
c′′6D(dT−1 + · · ·+ 1)
)
≤ exp
(
c6Dd
T
)
. (3.38)
Ceci achève la vérification de la majoration de la longeur et des degrés de
PT en z et en X.
Remarquons que les majorations du degz PD,T et de la longueur de PD,T
impliquent que pour un y ∈ Q fixé à l’avance la longueur de PD,T est bornée
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par c′′′6 DdT (où la constante c′′′6 dépend de y mais est indépendante de D et
T ). Dans la suite pour un y fixé nous utiliserons la notation c6 au lieu de
c′′′6 .
Soit W ⊂ PnQ une variété de dimension k < n+ 1− log dlog δ , posons
θ(W ) def= max
(
h(W ), d(W )
n−k+1+ε
n−k+1− log dlog δ
)
,
D′ := c
(
θ(W )1−
log δ
log dd(W )
log δ
log d
)1/(n−k)
, (3.39)
T := 1log d log
(
θ(W )
d(W )
)
+ 2 · log c+ log log clog δ , (3.40)
où c désigne une constante suffisamment grande. Vérifions (3.32) pour tout
couple de paramètres D ≤ D′ et T . Tout d’abord, remarquons qu’il suffit de
vérifier cette inégalité seulement pour D = D′. Ensuite, vu la définition de
θ(W ), on a
(n− k + 1 + ε) log d(W ) ≤ (n− k + 1− log dlog δ ) log θ(W ).
Pour ε1 =
n−k+1− log dlog δ
n−k+1+ε ε on peut réécrire cette inégalité comme
(n− k + 1) log d(W ) ≤ (n− k + 1− log dlog δ − ε1) log θ(W ), (3.41)
et vu l’hypothèse k < n + 1 − log dlog δ on trouve que ε1 > 0 dès que ε > 0.
En réarrangeant des termes dans (3.41), puis divisant par (n− k) log d nous
pouvons réécrire (3.41) comme
1
log d
( 1
n− k
( log d
log δ − 1
)
log θ(W ) + 1
n− k log d(W )
)
+ ε1(n− k) log d log θ(W ) ≤
1
log d (log θ(W )− log d(W )) . (3.42)
Compte tenu des définitions (3.39) et (3.40) nous réécrivons (3.42) comme
1
log δ logD
′ − log clog δ +
ε1
(n− k) log d log θ(W )
≤ T − 2 · log c+ log log clog δ . (3.43)
Pour finir la vérification de (3.32) il nous reste à remarquer que quelles
que soient les constantes ε1 > 0, C1 > 0 nous pouvons toujours prendre c
suffisamment grande pour assurer avec toute valeur de θ(W )
C1 +
log log θ(W )
δ
<
log c
log δ +
ε1
(n− k) log d log θ(W ). (3.44)
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En remarquant (3.44) nous estimons avec (3.42) et (3.43) (pour des valeurs
de c suffisamment grandes)
T ≥ 1log δ logD
′ − log clog δ +
ε1
(n− k) log d log θ(W ) + 2 ·
log c+ log log c
log δ
>
1
log δ logD
′ + ε1(n− k) log d log θ(W ) +
log c
log δ
>
1
log δ logD
′ + 1log δ log logD
′ + log (19(n+ 1)c2)− log | log |c
′′
3y||
log δ ,
ainsi établissant (3.32).
Notons y1 = y, y2, ..., yt l’ensemble des conjugués de y (qui est ainsi
supposé d’être de degré t sur Q). Posons
P˜D,T (X1, . . . , Xn)
def= den(y)t·degz(PD,T ) ×
t∏
i=1
PD,T (yi, X1, . . . , Xn),
c’est un polynôme à coefficients entiers de degré ≤ t ·D en X1, . . . , Xn et de
longueur
L(P˜D,T ) ≤ exp
(
c˜6Dd
T
)
. (3.45)
On vérifie (3.31) car T0 ≤ CDn+1 vu le théorème 3.11 (rappelons que
nous notons T0 = ordz=0F (z)) et δT ≥ cD logD et la proposition 3.18
montre que le polynôme PD,T satisfait PD,T (x) = F (p[T ](y)) et donc
exp(−c7Dn+1δT ) ≤ |PD,T (x)| ≤ exp(−c8Dn+1δT ), (3.46)
où
x = (y, f1(y), . . . , fn(y)) ∈ Cn+1.
Plus grande est la constante c7 dans la minoration de (3.46) plus faible
est cette minoration. Ainsi nous pouvons supposer que la constante c7 est
suffisamment grande, en particulier, nous pouvons supposer c7 > 2c
′c8
4c˜6 , où
c′ est la constante de (3.49) ci-dessous.
On applique le corollaire 1.34 au point x′ = (f1(y), . . . , fn(y)) ∈ Cn avec
m = n, 0 ≤ k = dimW < n+ 1− log dlog δ , δ = D
′,
τ = c˜6D′dT , σ =
4c7
c8
, U = 12c8D
′n+1δT .
Pour tout réel
τ < s ≤ U (3.47)
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on pose Qs(X1, . . . , Xn) = P˜Ds,T (X1, . . . , Xn) pour Ds =
[(
2s
c8δT
)1/(n+1)]
et
T défini dans (3.40). Les restrictions (3.47) impliquent(4c˜6
c8
D′
(
d
δ
)T) 1n+1 ≤ Ds =
[( 2s
c8δT
)1/(n+1)]
≤ D′, (3.48)
et ainsi la quantité e(s) du théorème 1.35 satisfait
e(s) =
[
Ds
D′
]
+ 1 ≤ 2 = λ.
Nous déduisons (1.75) de (3.46). On remarquera que
n+1∏
i=1
(
1 + |xi|2
) 1
2 degXi PDs,T ≤ exp
(
c′DsdT
)
(3.49)
pour une constante c′, et les inégalités (3.48) entraînent (pour la constante
c dans (3.39) suffisamment grande)
n+1∏
i=1
(
1 + |xi|2
) 1
2 degXi PDs,T < e
1
2 c7D
n+1
s δ
T
.
On vérifie avec la définition de D′ que pour c suffisamment grande on a
[K : Q] · 3λk+1δk (δk+1t(W ) + (k + 1)τd(W )) ≤ U/ ((n+ 1)σ)k+1
et on obtient avec l’application du théorème 1.34 :
log Dist(x,W ) ≥ −U = −Cθ(W ) n+1n−k− log δlog d k+1n−k d(W ) log δlog d k+1n−k ,
ce qui achève d’établir le théorème 0.5.
Démonstration du théorème 0.8. Nous suivons la même ligne de démonstra-
tion que dans la preuve du théorème 0.5 En particulier, nous utiliserons ici
les polynômes PD,T définis dans la démonstration du théorème 0.5 (nous
renvoyons le lecteur à cette démonstration ci-dessus pour les détails). Rap-
pelons, que ce sont des polynômes définis à partir de deux paramètres D
et T de degré ≤ c4D(dT + · · · + 1) en z, de degré < D en X1, . . . , Xn et
de longueur ≤ exp
(
c6DdT
)
. De plus, si D et T satisfont (3.32), alors PD,T
satisfait les estimations (3.46).
Soit W ⊂ Pn+1Q une variété de dimension k < n+ 1− 2 log dlog δ , posons
θ(W ) def= max
h(W ), d(W )
n+1−k− log dlog δ+ε
n+1−k−2 log dlog δ
 ,
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D′ := c
(
θ(W )2−
log δ
log dd(W )
log δ
log d−1
)1/(n−k)
, (3.50)
T := 1log d log
(
θ(W )
d(W )
)
+ log c+ log log clog δ , (3.51)
où c désigne une constante suffisamment grande. On vérifie, en suivant le
même raisonnement que dans la démonstration du théorème 0.5, que les
paramètres D′ et T satisfont (3.32). Ainsi pour tout D ≤ D′ le polynôme
PD,T (construit à partir de D et T donné par (3.51)) satisfait les estima-
tions (3.46).
On applique le critère pour les mesures (théorème 1.35) au point x =
(y, f1(y), . . . , fn(y)) ∈ Cn+1 avec
m = n+ 1, 0 ≤ k = dimW < n+ 1− 2log dlog δ , λ = 2,
δ1 = τ = c6D′dT , δ2 = · · · = δn+1 = D′, σ = 4c7/c8, U = D′n+1δT
Pour tout réel
τλ < s ≤ U (3.52)
on pose Rs = PDs,T pour pour Ds =
(
2s
c8δT
)1/(n+1)
et T défini dans (3.51).
Les restrictions (3.47) impliquent(
4c6
c8
D′
(
d
δ
)T) 1n+1
≤ Ds =
( 2s
c8δT
)1/(n+1)
≤ D′, (3.53)
et ainsi la quantité e(s) du théorème 1.35 satisfait
e(s) ≤ 2 = λ.
Nous avons donc bien (1.75).
On vérifie avec la définition de D′
3λk+1δ1 · · · δk (δk+1t(W ) + (k + 1)τd(W )) ≤ U/ ((n+ 1)σ)k+1
et nous déduisons avec le théorème 1.35 :
log Dist(x,W ) ≥ −U = −Cθ(W )2· n+1n−k− log δlog d k+1n−k d(W ) log δlog d k+1n−k− n+1n−k ,
ce qui achève d’établir le théorème 0.8.
Maintenant nous allons prouver le théorème 0.11. Pour ceci nous utilisons
le résultat suivant :
Lemme 3.19. Soient p, q1, . . . , qn ∈ C[z] des polynômes et soient fj ∈
C[[z]], j = 1, . . . , n des séries formelles satisfaisant le système
fj(z) = fj(p(z)) + qj(z), j = 1, . . . , n.
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Supposons que p est un polynôme non-constant et f1, . . . , fn sont algébri-
quement dépendantes sur C(z). Alors il existe des nombres complexes cj,
j = 1, . . . , n, non tous nuls, et une fraction rationnelle g ∈ C(z) satisfaisant
les deux propriétés suivantes :
1. g(z) = g(p(z)) +∑nj=1 cjqj(z),
2. il existe un m ∈ Z, m 6= 0, tel que n∑
j=1
cjfj(z)− g(z)
m ∈ C(z).
Démonstration. C’est un cas particulier du lemme 6 de [49], ou encore du
théorème 2 de [22].
Nous déduisons du lemme 3.19 le résultat suivant :
Lemme 3.20. Soit n ∈ N∗, qi ∈ C[z], i = 1, . . . , n et p ∈ C[z] satisfaisant
qi(0) = 0, i = 1, . . . , n, p(0) = 0 et p(z) 6= z. Soient χ1, . . . , χn ∈ C((z)) des
fonctions définies par (21). Supposons que 1, q1, . . . , qn sont C-linéairement
indépendantes et qu’au moins une des conditions suivantes est satisfaite :
1. deg p - deg (∑ni=1 siqi(z)) pour tout (s1, . . . , sn) ∈ Cn \ {0}.
2. ∑ni=1 siχi(z) 6∈ C[z] pour tout (s1, . . . , sn) ∈ Cn \ {0}.
Alors les fonctions χ1, . . . , χn sont algébriquement indépendantes sur C(z).
Démonstration. Dans le cas où on a la condition 1 de l’énoncé, l’indépen-
dance algébrique des fonctions χ1, . . . , χn sur C(z) est démontré dans [49]
(cf. la démonstration du corollaire 4 de cette référence). Donc il nous suffit
de considérer le cas où les fonctions χ1, . . . , χn satisfont la condition 2 de
l’énoncé.
Ad absurdum, supposons que χ1, . . . , χn sont algébriquement dépen-
dantes sur C(z). Alors nous pouvons appliquer le lemme 3.19, en déduisant
l’existence de nombres complexes c1, . . . , cn, d’un nombre entier strictement
positif m ∈ N∗ et de fractions rationnelles g(z), t(z) ∈ C(z) satisfaisant
g(z) = g(p(z)) +
n∑
j=1
cjqj(z), (3.54)
t(z) =
 n∑
j=1
cjχj(z)− g(z)
m . (3.55)
En notant χ(z) def= ∑nj=1 cjχj(z), q(z) def= ∑nj=1 cjqj(z), nous pouvons ré-
écrire (3.54) et (3.55) comme
g(z) = g(p(z)) + q(z), (3.56)
t(z) = (χ(z)− g(z))m . (3.57)
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De plus, vu le système (22), la fonction χ satisfait l’équation
χ(z) = χ(p(z)) + q(z). (3.58)
En substituant (3.56) et (3.58) dans (3.57) nous obtenons
t(p(z)) = t(z),
qui implique t(z) = t ∈ C car p(z) 6= z et donc
χ(z) = g(z) + t1/m ∈ C(z).
Il est montré dans la démonstration du corollaire 4 de [49] qu’en fait g(z) ∈
C[z], donc on trouve finalement
χ(z) ∈ C[z],
c’est qui contredit l’hypothèse 2 de l’énoncé et ainsi montre l’indépendance
algébrique des fonctions χ1, . . . , χn sur C(z).
Remarque 3.21. Dans le lemme 3.20 la condition 1 entraîne la condition 2,
si les fonctions χ1, . . . , χn sont algébriquement dépendantes sur C(z), alors
elles satisfont une équation de la forme ∑ni=1 siχi(z) = t(z) (où ci ∈ C,
i = 1, . . . , n et t(z) ∈ C[z]).
Remarque 3.22. L’exemple q(z) = z2 − z4, p(z) = z2 et χ(z) =∑∞
h=0 q(p[h](z)) = z2 montre que les conditions du type 1, 2 imposées dans le
lemme 3.20 sont indispensables. Plus généralement, soient p(z), q(z) ∈ C[z]
des polynômes, satisfaisant ordz=0q ≥ 1, ordz=0p ≥ 1, p(z) 6= z et
χ(z) def=
∞∑
h=0
q
(
p[h](z)
)
∈ C[z] (3.59)
(par exemple, on peut prendre p(z) = zd et q(z) = zd − z2d), d ≥ 2. Soient
q1, . . . , qn ∈ C[z] des polynômes tels que pour un ensemble (c1, . . . , cn) ∈ Cn
on ait ∑ni=1 ciqi(z) = p(z). Alors ∑ni=1 ciχi(z) ∈ C[z] (où les fonctions χi
sont définies dans (21). Le lemme 3.20 (notamment le cas 2) montre que
cet exemple décrit tous les ensembles de fonctions χ1, . . . , χn algébrique-
ment dépendantes (où χi, i = 1, . . . , n sont définies comme dans (21)). Ainsi
la description des ensembles de fonctions χ1, . . . , χn algébriquement dépen-
dantes est équivalente à la description des couples des polynômes p(z), q(z)
tels que l’on ait (3.59).
Démonstration du théorème 0.11. Par le lemme 3.20 les fonctions χ1, . . . , χn
sont algébriquement indépendantes dans des cas 1, 2 de l’énoncé (car ces
cas coïncident avec les cas 1, 2 considérés dans le lemme 3.20). Ainsi nous
montrons le théorème par application des théorèmes 0.5 et 0.8.
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Nous améliorons enfin le théorème 2 de [49], qualitativement et quanti-
tativement.
Théorème 3.23. Soit U ⊂ C un voisinage de 0 et soient f1, . . . , fn :
U → C des fonctions analytiques algébriquement indépendantes. Supposons
que les coefficients des développements de Taylor des fonctions f1, . . . , fn
au point 0 appartiennent à un corps de nombres K et que ce n-uplet de
fonctions satisfait (3.21) (avec p(z) ∈ Q(z), nous supposons d = deg p,
δ = ordz=0p ≥ 2). Supposons de plus que fi(0) = 0, i = 1, . . . , n, et donnons-
nous un nombre complexe y ∈ U ∩ Q satisfaisant limm→∞ p[m](y) = 0 et
pour tout m ∈ N que le nombre complexe p[m](y) 6= 0 ne soit pas un zéro de
detA(z) ni de a(z). Alors il existe une constante C > 0 telle que pour toute
variété W ⊂ PnQ de dimension k < 2n+ 1− log dlog δ (n+ 1), on ait
log Dist(x,W ) ≥ −C
(
h(W ) + d(W )
1
1− log dlog δ
n+1
2n−k+1
) n+1
n−k− log δlog d k+1n−k
d(W )
k+1
n−k ,
où x = (1 : f1(y) : . . . : fn(y)) ∈ PnC. En particulier, on a
deg.tr.QQ (f1(y), . . . , fn(y)) ≥ 2n+ 1−
log d
log δ (n+ 1). (3.60)
Démonstration. SoitW ⊂ PnQ une variété de dimension k < 2n+1− log dlog δ (n+
1), posons
θ(W ) def= max
(
h(W ), d(W )
1
1− log dlog δ
n+1
2n−k+1
)
, (3.61)
D := c
(
θ(W )1−
log δ
log dd(W )
log δ
log d
)1/(n−k)
, (3.62)
T := 1log d log
(
θ(W )
d(W )
)
+ (n+ 1) log c+ log log clog δ , (3.63)
où c désigne une constante suffisamment grande.
On applique le théorème 1.35 au point x = (f1(y), . . . , fn(y)) ∈ Cn avec
m = n, 0 ≤ k = dimW < n, λ = 2,
τ = C ′2DdT , δ1 = δ2 = · · · = δn = D, σ = C5/C6, U =
1
2C6D
n+1δT ,
où C ′2 = (C1 + C2)
(
1 + 1C3
)
.
Vu le lemme 3.14 il existe des polynômes RT,D ∈ Q[z, X] satisfai-
sant (3.24)-(3.26).
En substituant les valeurs de D et T données par (3.62) et (3.63)
dans (3.27), on vérifie par un calcul direct que cette condition est satisfaite
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pour k < 2n+1− log dlog δ (n+1). En effet, dans ce cas δT =
(
θ(W )
d(W )
) log δ
log d×cn+1 log c
et Dn+1 = θ(W )(1−
log δ
log d )
n+1
n−k d(W )
log δ
log d
n+1
n−k × cn+1 et on voit que (3.27) est sa-
tisfaite avec c > eC3 et θ(W ) donné par (3.61).
On vérifie aussi τλ < U et pour tout réel
τλ < s ≤ U (3.64)
on pose Rs(X) = RT,Ds(y,X) ∈ Q(y)[X] pour Ds =
[(
2s
C6δT
)1/(n+1)]
et T
défini dans (3.63). Les restrictions (3.64) impliquent(4C ′2D
C6
·
(
d
δ
)T) 1n+1 ≤ Ds =
[( 2s
C6δT
)1/(n+1)]
≤ D, (3.65)
et ainsi la quantité e(s) du théorème 1.35 satisfait
e(s) ≤ λ.
De plus (3.65) implique que pour k < 2n+1− log dlog δ (n+1) la condition (3.27)
est satisfaite, et ainsi les polynômes RT,Ds satisfont (3.28). Nous avons donc
bien la condition (1.75) du théorème 1.35.
On vérifie avec la définition de D et T , quitte à ajuster la constante c,
[Q(y) : Q] · 3λk+1δ1 · · · δk (δk+1t(W ) + (k + 1)τd(W )) ≤ U/ ((n+ 1)σ)k+1
et nous déduisons avec le théorème 1.35 :
log Dist(x,W ) ≥ −U = −Cθ(W ) n+1n−k− log δlog d k+1n−k d(W ) log δlog d k+1n−k ,
ce qui achève d’établir le théorème 3.23.
Remarque 3.24. Notre théorème 3.23 couvre strictement les théorèmes 1
et 2 de [49]. Par rapport au théorème 2 de [49], notre théorème 3.23 a l’avan-
tage de fournir une mesure d’indépendance algébrique, mais aussi améliore
l’estimation du degré de transcendance. Grosso modo notre minoration du
degré de transcendence est log dlog δ mieux que l’estimation correspondante don-
née dans le théorème 2 de [49]. Signalons que pour log dlog δ suffisamment grand
(c’est à dire, log dlog δ ≥ 2n+1n+1 ) les deux estimations ne donnent que des minora-
tions triviales.
Montrons que notre estimation donne pour tout log dlog δ entre 1 et
2n+1
n+1 au moins l’estimation du théorème 2 de [49]. Comme cette der-
nière est deg.tr.QQ (f1(y), . . . , fn(y)) ≥
⌈(
2 log δ
log d − 1
)
n+ log δlog d − 1
⌉
, et
la nôtre est donnée par (3.60) (que l’on peut mettre sous la forme
deg.tr.QQ (f1(y), . . . , fn(y)) ≥
⌈
2n+ 1− log dlog δ (n+ 1)
⌉
) il nous suffit de mon-
trer
2n+ 1− log dlog δ (n+ 1) ≥ n
(2 log δ
log d − 1
)
+ log δlog d − 1. (3.66)
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En notant x = log dlog δ il nous suffit de montrer l’estimation
2n+ 1− (n+ 1)x ≥ n
(2
x
− 1
)
+ 1
x
− 1 (3.67)
pour x ∈ [1, 2n+1n+1 ]. On peut réécrire cette dernière inégalité comme
(n+ 1)x2 − (3n+ 2)x+ (2n+ 1) ≤ 0, (3.68)
puis factoriser
(n+ 1)x2 − (3n+ 2)x+ (2n+ 1) = (x− 1)((n+ 1)x− 2n− 1)
qui montre (3.68) pour x ∈ [1, 2n+1n+1 ].
Asymptotiquement, pour n grand et log dlog δ =
3
2 on obtient une minoration
du degré de transcendance par n2 au lieu de
n
3 .
Démonstration du théorème 0.12. Nous vérifions comme dans la démons-
tration du théorème 0.11 que les fonctions χ1, . . . , χn sont algébriquement
indépendantes. Donc le résultat est une conséquence immédiate du théo-
rème 3.23.
Démonstration du théorème 0.14. Nous vérifions comme dans la démonstra-
tion du corollaire 6 de [49] que les fonctions θ1, . . . , θn sont algébriquement
indépendantes. Donc le résultat est une conséquence immédiate du théo-
rème 3.23.

Chapitre 4
Varia
Le théorème 2.16 permet de déduire le lemme de multiplicité sous l’hy-
pothèse (2.28) pour des idéaux φ-stables. Il semble difficile d’assurer cette
propriété en général. Même dans le cas (très important) d’idéaux différen-
tiels les recherches sont restreintes à ce moment aux démonstrations des
résultats correspondants dans des cas particuliers. Par exemple, il est dé-
montré dans [31] l’inégalité (2.28) (en fait même une estimation plus forte)
pour la dérivation D associée au système
∂
∂z
P = 112z
(
P 2 −Q
)
,
∂
∂z
Q = 13z (PQ−R) ,
∂
∂z
P = 12z
(
PR−Q2
)
,
et maintenant on dispose même de la classification complète des idéaux D-
stables dans ce cas [35]. Néanmoins, on ne peux toujours pas fournir un
tel résultat pour des systèmes analogues de dimension plus grande. Même
en dimension 2 et 3 ce problème semble difficile en déhors de circonstances
particulières.
Il est remarquable, que dans tous les cas où l’on sait à établir (2.28), on
démontre en fait une estimation plus forte :
ordf˜Q ≤ C, (4.1)
où Q désigne un idéal premier φ-stable et C une constante qui ne depend
que de f˜ . Ceci nous amène au problème suivant :
Problème 4.1. Pour une transformation φ : A → A (e.g. un opérateur
différentiel ou un morphisme algébrique possédant un point fixe ω transcen-
dant sur k etc.) est-il vrai que s’il existe une constante K0 telle que l’on
ait (2.28) pour tout idéal φ-stable, alors il existe une constante C telle que
l’on a (4.1) pour tout idéal φ-stable ? Autrement dit, est-ce qu’un contrôle
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de l’ordre des idéaux stables linéaire en le degré, entraîne que cet ordre doit
être uniformement borné ?
Remarque 4.2. Dans le cas général, si nous n’imposons à la transformation
φ : A → A d’autres conditions que (2.1), (2.4) et la condition que φ soit
correcte (par rapport à certains idéaux), on a un exemple évident pour le
problème 4.1 montrant qu’il existe bien une famille infinie d’idéaux stables
Jk ne satisfaisant pas (4.1) mais satisfaisant (2.28). Il suffit de prendre pour
φ une application algébrique associée à une rotation affine avec un centre ω
et pour Jk des idéaux de fonctions régulières s’annulant sur les cercles de
centre ω et de rayon 1k .
Dans le cas des morphismes algébriques réguliers, l’étude des idéaux
stables se rattache également à la dynamique. En particulier, on trouvera
dans [54] une présentation des résultats connus. Ainsi est-il montré que les
variétés stables lisses sont couvertes par des courbes rationnelles (cf. §2.2,
en particulier la proposition 2.2.1) et une classification des surfaces stables
est donnée (cf. proposition 2.3.1).
Nous allons considérer dans ce chapitre, comme nous l’avons fait dans
le chapitre 3, la transformation rationnelle T : P1 × Pn → P1 × Pn définie
par (2.118). Rappelons que nous notons s = degX′ Ai, t = degX Ai (i =
0, ..., n) et r = degX′ A′i (i = 0, 1).
Dans ce chapitre nous avons collecté quelques lemmes qui nous semblent
potentiellement utiles dans l’étude des idéaux T -stables. À titre indicatif
nous déduisons à l’aide de ces outils un lemme de multiplicité dans un cas
particulier de deux fonctions (avec une hypothèse supplémentaire 4.8).
4.1 Lemmes techniques
Lemme 4.3. Soit T une transformation définie par (2.118) et dominante.
Soit x ∈ P1k((z)) × P
n
k((z)) un point n’appartenant a aucune sous-variété V ⊂
P1k×Pnk définie sur k différente de tout l’espace. Alors on a exactement deg T
points dans l’ensemble T −1T (x).
Démonstration. Sur un ensemble ouvert U1 au sens de la topologie de Za-
riski la transformation T est un morphisme étale (proposition 4.5, exposé I
de [19]). Notons E un fermé complémentaire de cet ouvert. Comme T et E
sont définis sur k, T (E) l’est aussi. Donc la clôture de Zariski de T (E) est
définie sur k (l’ensemble T (E) est constructible sur k, donc sa clôture de
Zariski est définie aussi sur k).
Par le même raisonnement (avec le théorème principal de Zariski) on
arrive à la situation où après exclusion d’un fermé défini sur k (et de codi-
mension au moins 1) la transformation T devient un morphisme fini sur un
ouvert U2, donc finalement étale et fini sur UT := U1 ∩ U2.
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Comme tout système de coordonnées projectives x de x est de degré de
transcendance au moins n + 1 sur k et T est dominant, défini sur k, T (x)
a le même degré de transcendance que x, donc au moins n + 1, et ainsi
T (x) n’appartient à aucune sous-variété fermée (différente de tout l’espace)
définie sur k.
Par la proposition 10.9, exposé I de [19] on a qu’après la restriction à
un ouvert (non-vide, défini sur k) le nombre des préimages est une fonction
constante au voisinage de Zariski du point T (x). En fait comme on le sait
(c’est aussi démontré dans l’exposé I de [19]) cela signifie que tout point
dans cet ouvert de Zariski a le nombre maximal possible de préimages (i.e.
égal à deg T ).
Remarque 4.4. Remarquons que si une transformation T : P1 × Pn est
dominante, alors T (UT ) est Zariski-dense dans P1×Pn, et ainsi la clôture de
Zariski du complément de UT ∩T (UT ) dans P1×Pn est un fermé de Zariski
strictement plus petit que tout l’espace P1 × Pn. Nous notons ce fermé ET .
Pour tout point x ∈ P1 × Pn et tout système de coordonnées projectives
x = (t0, t1,x0, ...,xn) ∈ k((z))n+3 notons pi0(x) = (t0, t1) ∈ k((z))2 et
pi1(x) ∈ (x0, ...,xn) ∈ k((z))n+1 de sorte que pi0(x) soit un système de
coordonnées projectives de pi0(x) et pi1(x) soit un système de coordonnées
projectives de pi1(x) (où pi0 et pi1 sont les projections définies sur la page 84).
Pour la suite fixons une transformation T définie par (2.118) et satisfai-
sant l’hypothèse 3.1. Fixons une fois pour toutes un ensemble de coordonnées
biprojectives g de g ∈ T −1T (f˜) satisfaisant
Ia) f˜ = (1, z, zC , zCf1(z), ..., zCfn(z)) où C désigne un nombre rationnel,
Ib) ming∈T −1T (f˜) ordz=0g = 0,
Ic) T (g) = T (f˜) pour tout g ∈ T −1T (f˜).
Des systèmes de coordonnées biprojectives satisfaisant (Ia), (Ib) et (Ic)
existent. En effet, les racines g0 du système d’équations polynômiales
T (g0) = T (1, z, 1, f1(z), ..., fn(z)) (4.2)
satisfont (Ic) avec f˜ = (1, z, 1, f1(z), ..., fn(z)), et ainsi l’ensemble des sys-
tèmes de coordonnées biprojectives
g := z−ming∈T −1T (˜f) ordz=0g0g0
satisfait (Ic), (Ib) et (Ia) avec C = −ming∈T −1T (f˜) ordz=0g0.
Une fois choisis, les systèmes de coordonnées biprojectives g ne dé-
pendent que de f˜ et de T . Notons
C ′ = max
g∈T −1T (f˜)
i=0,1
ordz=0pii(g). (4.3)
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Remarquons que cette définition et la propriété Ib) implique C ′ ≥ 0.
Dans la suite nous notons
B(g, r) def= {y ∈ k((z))n+3 | ordz=0(g− y) ≥ r}, (4.4)
où g désigne le système de coordonnées biprojectives satisfaisant Ia), Ib) et
Ic) d’un g ∈ T −1T (f˜) et r ∈ R.
Nous notons aussi
B(g, r) def= {y ∈ P1 × Pn | Ordz=0(f ,y) ≥ r}, (4.5)
Choisissons un nombre suffisamment grand C4 de sorte que pour tous
g 6= g′ ∈ T −1T (f˜) on ait
C4 > Ordz=0(g,g′) + 2C ′ (4.6)
et
C4 > max
g∈T −1T (f˜)
y∈ET
ordz=0(g− y) (4.7)
La condition (4.7) assure que tous les éléments des boules B(g, C4) repré-
sente des points de UT ∩ T (UT ) pour tout g ∈ T −1T (f˜) (rappelons que
UT est défini dans le lemme 4.3 et ET est défini dans la remarque 4.4). En
particulier, (4.6) implique C4 > C ′ ≥ 0
Notons
R = max
g∈T −1T (f˜)
ordz=0(det JT (g)), (4.8)
où JT désigne la matrice jacobienne de la transformation T . Remarquons
que la valeur de R est finie (det JT (g) 6= 0, car T est étale en tout point
g ∈ T −1T (f˜)). De plus, vu la propriété Ib) on a R ≥ 0.
Lemme 4.5. Soient g 6= g′ ∈ T −1T (f˜) et ρ un nombre réel. Supposons
qu’il existe un point x ∈ P1 × Pn et deux de ses systèmes de coordonnées
projectives x et x′ tels que
x ∈ B(g, ρ) (4.9)
et
x′ ∈ B(g′, ρ). (4.10)
Alors ρ < C4.
Démonstration. Les pii(x) et pii(x′), i = 0, 1 sont les coordonnées projectives
du même point projectif pii(x), i = 0, 1, et donc il existent bi ∈ k((z)),
i = 0, 1, tels que
pii(x) = bipii(x′) (4.11)
(ainsi ordz=0(bi) = ordz=0(pii(x))− ordz=0(pii(x′))).
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Supposons ad absurdum ρ ≥ C4 > C ′. Alors, les conditions (4.9),
(4.10) impliquent ordz=0x = ordz=0g, ordz=0x′ = ordz=0g′. Mais dans
ce cas ordz=0bi = ordz=0(pii(g)) − ordz=0pii(g′) (et donc, en particulier,
|ordz=0bi| ≤ C ′, i = 0, 1, vu la propriété Ib) et la définition de C ′).
Maintenant, en utilisant le lemme 1.22 (a) et puis (4.11), on estime
Ordz=0(g,g′) = min
i=0,1
(
Ordz=0(pii(g), pii(g′)
)
≥ min
i=0,1
(
ordz=0(pii(g)− bipii(g′))− C ′
)
≥ min
i=0,1
(
ordz=0(pii(g)− pii(x) + bipii(x′)− bipii(g′))
)
− C ′
≥ min
(
min
i=0,1
(
ordz=0(pii(g)− pii(x))
)
,
min
i=0,1
(
ordz=0bi + ordz=0(pii(g′)− pii(x′))
))
− C ′
≥ ρ− 2C ′.
(4.12)
Ainsi Ordz=0(g,g′) ≥ C4 − 2C ′, car ρ ≥ C4, mais ceci est en contradiction
avec le choix de C4 (cf.(4.6)), d’où le lemme.
Lemme 4.6. (Une variante du lemme de Hensel multivariationnel, cf. [10],
chap. III, § 4, n 5◦, corollaire 3) Soit A un anneau commutatif, m un idéal
de A tels que le couple (A,m) satisfasse aux conditions de Hensel (pour la
définition des conditions de Hensel voir le début de 5◦, § 4, chap. III de
[10]). Soit n un entier, a ∈ An+1 et F = (F0, ..., Fn) un système de n + 1
éléments de A[X0, ..., Xn]. Désignons par e = JF (a) le jacobien du système
F au point a et supposons que l’on ait F0(a), ..., Fn(a) ∈ e2m. Alors il existe
un élément b ∈ An+1 tel que
a) F0(b) = ... = Fn(b) = 0,
b) a0 − b0, ..., an − bn ∈ em.
Démonstration. SoitMF (x) la matrice jacobienne du système F de sorte que
detMF (x) = JF (a). Par l’algèbre linéaire on sait qu’il existe une matrice
M ′ telle que MF (a)M ′ = eIn+1 (où In+1 désigne la matrice unitaire de
rang n + 1). D’après le théorème 2 (iii) de 5◦, § 4, chap. III de [10], il
existe h = (h0, ..., hn) un système de séries formelles en X0,...,Xn sans terme
constant tel que
F (a+ eh(X)) = F (a) + eMF (a)X. (4.13)
Soit z ∈ An+1, substituons M ′z au lieu de X dans (4.13). Nous obtenons
F (a+ eh(M ′z)) = F (a) + e2z, (4.14)
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car MF (a)M ′ = eIn+1.
Par l’hypothèse de l’énoncé Fi(a) ∈ e2m, i = 0, ..., n, c’est-à-dire que
l’on a F (a) = e2ci avec ci ∈ m, i = 0, ..., n. En substituant −c au lieu de z
dans (4.14) nous obtenons
F (a+ eh(−M ′c)) = 0. (4.15)
Vu que h est un système de séries formelles sans terme constant, on a
h0(−M ′c), ..., hn(−M ′c) ∈ m, donc en choisissant b = a + eh(−M ′c) nous
satisfaisons les deux conditions (a) et (b). 
Lemme 4.7. a) Il existe une constante réelle positive C3 ne dépendant
que de f˜ et T telle que pour tout x ∈
(
P 1k((z)) × P
n
k((z))
)
\ irr T il existe un
point g ∈ T −1T (f˜) satisfaisant
Ordz=0(T (x), T (f˜)) ≤ C3 + Ordz=0(x,g). (4.16)
b) Il existe une constante réelle positive C˜3 (ne dépendant que de f˜ et T )
telle que pour tout x ∈
(
P 1k((z)) × P
n
k((z))
)
\ irr T on a
−C˜3 + max
g∈T −1T (f˜)
Ordz=0(x,g) ≤ Ordz=0(T (x), T (f˜)). (4.17)
c) De plus, il existe une constante C ′5 telle que si pour un y ∈ P1 × Pn
on a
Ordz=0(y, T (f˜)) > C3 + C ′5,
alors il existe exactement deg T points dans T −1(y), un point dans chacune
des boules B(g, C ′5) pour g ∈ T −1T (f˜) et si on désigne par xg le point dans
T −1(y) ∩B(g, C ′5) on a pour tous g1,g2 ∈ T −1T (f˜)
|Ordz=0(xg1 ,g1)−Ordz=0(xg2 ,g2)| ≤ C3 + C˜3. (4.18)
Démonstration. Notons K = k((z))(g g ∈ T −1T (f˜)) le corps que l’on ob-
tient en ajoutant toutes les coordonnées des g au corps k((z)). Comme les
coordonnées de g sont les solutions du système d’équations polynomiales
T (g) = T (f˜) (sur k((z)) = k((z)) 1∞ ), l’extension k((z)) ⊂ K est finie, et
ainsi pour un nombre N suffisamment grand on a K = k((z 1N )) . Vu la
condition (Ib), ordz=0g ≥ 0 pour tout g ∈ T −1T (f˜), et donc g ∈ k[[z 1N ]]
pour tout g ∈ T −1T (f˜).
Pour tout réel ρ > 0 posons Iρ l’idéal de k[[z
1
N ]] défini par Iρ = {x ∈
k[[z1/N ]] | ordz=0(x) ≥ ρ}. Mais le couple (k[[z]], Iρ ∩ k[[z]]) satisfait les
conditions de Hensel, et comme l’extension k[[z]] ⊂ k[[z 1N ]] est finie, le couple
(k[[z 1N ]], Iρ) satisfait aussi les conditions de Hensel (proposition 16 de n◦12,
§2, chap.III, [10]).
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Soit ρ > C4, pour tout point y dans B(T (f˜), ρ + 2R) alors T (g) −
y ∈ (det JT (g))2I×(n+3)ρ , où I×(n+3)ρ désigne le produit cartesien de n + 3
exemplaires de Iρ.
Fixons donc un point y de la boule B(T (f˜), ρ+2R) et notons x un point à
déterminer via le système d’équations T (x) = y. Par le lemme 4.6 (lemme de
Hensel multivariationnel, appliqué à l’anneau k[[z 1N ]] et l’idéal Iρ) on trouve
qu’il existe une solution exacte de l’équation T (x) = y dans la boule B(g, ρ)
pour tout g ∈ T −1T (f˜). Nous trouvons ainsi card
(
T −1T (f˜)
)
= deg T
solutions, une solution dans chaque boule B(g, ρ) où g parcourt l’en-
semble T −1T (f˜). En fait, par le lemme 4.5 les préimages x ∈ B(g, ρ) et
x′ ∈ B(g′, ρ) pour ρ > C4 g 6= g′ ∈ T −1T (f˜) reprèsentent nécessaire-
ment deux points projectifs différents. Ainsi nous trouvons par cette pro-
cedure #{deg T −1T (f˜)} = deg T préimages par T de y, donc toutes les
préimages. Remarquons que nous avons montré que toute préimage x par T
d’un point y ∈ P1 × Pn admettant un système des coordonnées projectives
y ∈ B(T (f˜), ρ + 2R) admet comme coordonnées projectives un élément de
B(g, ρ) pour tout g ∈ T −1T (f˜). Or, supposons que pour un x ∈ k((z))n+3
nous ayons
ordz=0(T (x)− T (f˜)) ≥ ρ+ 2R (4.19)
(où ρ > C4). Par ce qui précède, il existe b0,b1 ∈ k((z)) et g ∈ T −1T (f˜)
tels que
ordz=0(pii(g)− bipii(x)) ≥ ρ (4.20)
(et donc ordz=0(pii(g)) = ordz=0(bipii(x)), vu ρ > C4 ≥ C ′), i = 0, 1.
En prenant ρ > Ordz=0(g,x) + C ′ = mini=0,1 Ordz=0(pii(g), pii(x)) + C ′,
l’inégalité (4.20) est impossible (vu le lemme 1.22 (a) et la définition de C ′),
et donc pour ρ ≥ Ordz=0(g,x) + C4 on a le contraire de (4.19), d’où pour
tout x il existe g ∈ T −1T (f˜) tel que :
ordz=0(T (x)− T (f˜)) < Ordz=0(g,x) + C4 + 2R. (4.21)
Démontrons maintenant le point (a). Posons C3 = C4 + 2R. Si
Ordz=0(T (x), T (f˜)) ≤ C3, on a (4.16) puisque Ordz=0(g,x) ≥ 0
par définition de Ordz=0. Considérons le cas Ordz=0(T (x), T (f˜)) >
C3. Prenons n’importe quel système de coordonnées projectives x
pour x. Par le lemme 1.22 (b) ils existent b0,b1 ∈ k((z)) tel
que Ordz=0(T (x), T (f˜)) = mini=0,1
(
Ordz=0(pii(T (x)), pii(T (f˜)))
)
=
mini=0,1
(
ordz=0(pii(T (f˜))− bipii(T (x))− ordz=0pii(T (f˜))
)
. Le corps k((z))
étant algébriquement clos, s+t
√
b1, r
√
b0 ∈ k((z)) et donc x0 =
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(
r
√
bpi0(x), s+t
√
bpi1(x)
)
satisfait
Ordz=0(T (x), T (f˜)) ≤ min
i=0,1
(
ordz=0(pii(T (f˜))− pii(T (x′)))
)
= ordz=0
(
T (f˜)− T (x0)
)
(4.22)
Maintenant, d’après (4.22) et (4.21) il existe g ∈ T −1T (f˜)
Ordz=0(T (x), T (f˜)) = ordz=0(T (f˜)− T (x′))
≤ Ordz=0(g,x) + 1 + C ′ + 2R
≤ Ordz=0(g,x) + C3,
(4.23)
d’où (4.16).
Passons à la démonstration de la partie (b). Remarquons que nous
pouvons choisir une constante C6 > max(C3, Crég) si grande que pour
tout g ∈ T −1T (f˜) et tous systèmes de coordonnées projectives g0 et
x telles que ordz=0pii(g0) = ordz=0pii(x) = 0, i = 0, 1, la condition
ordz=0(x − g0) > C6 implique ordz=0pii(T (x)) = ordz=0pii(T (g0)). Avec
cette constante sous la main et utilisant toujours les coordonnées projec-
tives satisfaisant ordz=0pii(x) = 0, i = 0, 1, nous avons
Ordz=0(T (x), T (f˜)) = ordz=0(T (x) ∧ T (g0))− 2ordz=0T (g0)
≥ ordz=0(x ∧ g0)− 2ordz=0T (g0)
≥ Ordz=0(x,g)− 2ordz=0T (g0)),
(4.24)
Posons C0 = 2 maxg∈T −1T (f˜)
(
ordz=0T (g0)
)
, où g0 désigne un représentant
satisfaisant pii(ordz=0g0) = 0, i = 0, 1. Cette constante C0 ne dépend que de
f˜ et de T .
Maintenant choisissons C˜3 = max(C0, C6). Si Ordz=0(x,g) ≤ C6, le côté
gauche de (4.17) est négatif ou nul, tandis que le côté droit de cette inégalité
est positif ou nul vu la définition de Ord. Donc, dans ce cas (4.17) est vraie.
Par ailleurs, si Ordz=0(x,g) > C6, l’inégalité (4.17) est aussi vraie car dans
ce cas nous avons l’estimation (4.24).
Pour la partie (c) de l’énoncé, remarquons tout d’abord que pour C ′5 >
C4 les boules B(g, C ′5) sont d’intersection vide deux à deux (vu le lemme 4.5).
De plus, tous les points de la boule B(T (f˜), C3 + C ′5) ont le nombre maxi-
mal (donc deg T ) de préimages. Ainsi si Ordz=0(y, T (f˜)) > C3 + C ′5, nous
trouvons avec (4.16) qu’il existe exactement deg T points dans T −1(y), un
ayant un système de coordonnées projectives dans chaque boule B(g, C ′5)
pour g ∈ T −1T (f˜) (vu la partie a)). L’inégalité (4.18) résulte maintenant
de (4.16) et (4.17).
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4.2 Certains cas particuliers
Dans ce paragraphe nous notons T une transformation définie par (2.118)
et dominante. Introduisons l’hypothèse suivante :
Hypothèse 4.8. Le système d’équations fonctionnelles associé à T ne
possède pas de solution algébrique sur k(z).
Dans ce paragraphe nous allons démontrer le lemme de multiplicité pour
l’ensemble de deux fonctions (z, f1(z), f2(z)) vérifiant l’hypothèse (3.1) et
telles que le morphisme T correspondant satisfait l’hypothèse 4.8.
La démonstration est fourni par deux lemmes valables en toute dimen-
sion.
Lemme 4.9. Soit T une transformation définie par (2.118) et satisfaisant
l’hypothèse 3.1 avec ordz=0p(z) ≥ 2. Soit W une variété irréductible, définie
sur k, T -stable, de dimension au moins 1 sur k et satisfaisant
ordf˜W > Ordz=0(f(z) ∧ f(0)). (4.25)
Supposons de plus que T N satisfait l’hypothèse 4.8 pour tout N ≤ degW .
Alors la dimension de W sur k est au moins 2.
Démonstration. Supposons par l’absurde que dimkW = 1. Reprenons la
notation (3.9). Pour tout N ∈ N, la variété Wp[N ](z) est de dimension 0 sur
k(z). L’hypothèse (4.25) implique qu’au moins un point α de Wz n’est pas
défini sur k et ainsi pour tout N ∈ N le point T N (α) aussi n’est pas défini
sur k (car T est définie sur k et est dominante).
Comme W et irr T sont définies sur k, W ∩ irr T est aussi définie sur k
et ainsi T N (Wz) 6⊂ irr T pour tout N ∈ N.
Vu la définition de T , on a T (Wp[N ](z)) ⊂Wp[N+1](z). Donc T induit une
application de l’ensemble B des branches de T (W ) au voisinage de (0, f(0))
(qui ne sont pas définies sur k) dans lui même. L’ensemble B est de cardinal
fini, donc B1
def= ⋂+∞N=0 T N (B) est non-vide et T induit une permutation sur
B1. Ainsi pour un N ≤ cardB1 ≤ cardB ≤ degW l’application T N agit sur
une branche α(z) de W au voisinage de (0, f(0)) comme la substitution de
p[N ](z) à la place de z :
T N (α(z)) = α
(
p[N ](z)
)
.
Cette dernière égalité contredit l’hypothèse 4.8.
Dans la démonstration suivante nous utiliserons les quantités δ0 et δ1
introduites dans la définition 1.15. Ces quantités dépendent des constantes
µ, ν0, ν1. Ici nous posons µ = t, ν0 = r et ν1 = s, où s, r, t sont définies au
début de ce chapitre.
Lemme 4.10. Soit T une transformation définie par (2.118) et satisfaisant
l’hypothèse 3.1 avec
λ = ordz=0p(z) ≥ 2 (4.26)
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Soit C un nombre réel satisfaisant (1.53) et
C ≥ max
3n!cn−1nn (C3 + C ′5)
(λ− 1) min(ν0, µ)
n , cn−1n
 . (4.27)
Soit P ∈ A et supposons que P et C satisfont (1.52).
Alors, i0(ZC(P )) ≥ 2.
Démonstration. L’hypothèse (4.27) et le lemme 1.29 impliquent qu’il existe
un point (sur k(z)) α ∈ ZC(P ) satisfaisant
Ord(f(z), α(z)) > C3 + C
′
5
λ− 1 . (4.28)
Soit P1 ∈ A un polynôme s’annulant sur ZC(P ) de degrés
degX′ P1 = δ0(ZC(P )),
degX P1 = δ1(ZC(P )).
et notons L def= ord(f ,V(P1)). Vu (4.28) on a
L >
C3 + C ′5
λ− 1 . (4.29)
Notons γ un point appartenant au lieu de zéros de P1 et satisfaisant
Ord(f , γ) = L.
Par substitution de p(z) au lieu de z et en utilisant l’hypothèse (4.26)
nous trouvons
Ord (f(p(z)), γ(p(z))) = λL > λ
λ− 1(C3 + C
′
5).
Par le lemme 4.7 il existe un point β ∈ T −1 (γ(p(z))) satisfaisant
Ord(f(z), β(z)) ≥ λL− C3 > L. (4.30)
(on a l’inégalité λL − C3 > L vu (4.29)). Comme V(P ) est défini sur k, on
a γ(p(z)) ∈ V(P ), et donc
β ∈ T −1 (ZC(P )) ⊂ V(T ∗P1). (4.31)
Notons Q un facteur irréductible de T ∗P1 tel que Q(β(z)) = 0. L’inéga-
lité (4.30) implique
ord(f ,V(Q)) > L
et ainsi Q ne peut pas diviser P1, donc P1 et Q s’intersecte proprement et
rg (P,Q) ≥ 2.
4.2. Certains cas particuliers 115
Les degrés de Q satisfont
degX′ Q ≤ degX′(T ∗P1) ≤ µ degX′ P1 = µδ0(ZC(P )), (4.32)
degX Q ≤ ν0δ0(ZC(P )) + ν1 degX δ1(ZC(P )), (4.33)
donc Q ∈ V2(ZC(P )).
Si Q ne s’annule pas sur ZC(P ), alors par le théorème 4.11 du chapitre 3
de [32] (appliqué au cycle ZC(P ) et le polynôme Q1(X) = Q(1, z, X)) nous
avons
OrdfZC(P ) ≤ degZC(P ) degX′ Q+ h(ZC(P )) degX Q. (4.34)
Comme δ0(ZC(P )) ≤ degX′ P et δ1(ZC(P )) ≤ degX P , nous estimons
avec (4.32) et (4.33)
degX Q ≤ µ degX P1,
degX′ Q ≤ ν0 degX′ P1 + ν1 degX P1.
Ainsi nous déduisons de (4.34)
OrdfZC(P ) ≤ µ degZC(P ) degX′ P + ν0h(ZC(P )) degX′ P
+ ν1h(ZC(P )) degX degX P. (4.35)
Compte tenu de l’inégalité (1.46) nous trouvons l’estimation c−1n (cnC)
1
n < 1,
et donc
C < cn−1n ,
ce qui contredit (4.27).
Ainsi, Q s’annule sur ZC(P ) et donc
rg (I0 (V2(ZC(P )), I(ZC(P )))) ≥ rg (P,Q) ≥ 2,
d’où i0(ZC(P )) ≥ 2. 
Proposition 4.11. Soit T : P1 × P2 → P1 × P2 une transformation
bi-projective définie comme dans (2.118), satisfaisant l’hypothèse 3.1 avec
λ = ordz=0p(z) ≥ 2. (4.36)
Supposons de plus que pour tout N ∈ N l’application T N satisfait l’hypo-
thèse 4.8.
Alors, il existe une constante K ∈ R+ telle que pour tout polynôme
P (z, X1, X2) on ait
ordz=0P (z, f1(z), f2(z)) ≤ K degz P
(
degX P
)2
. (4.37)
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Démonstration. Toutes les conditions du lemme 4.10 sont satisfaites, ainsi
si un polynôme P satisfait (1.52) avec un C vérifiant les estimations (1.53)
et (4.27), alors i0(ZC(P )) ≥ 2 (et dans le cas contraire on a immédiate-
ment l’estimation (4.37) pour P avec K égale au maximum des constantes
provenant de (1.53) et (4.27)).
Nous allons appliquer le théorème 2.34. Par ce que précède, il suffit de
vérifier la condition (2.122) pour des idéaux du rang ≥ 2. Dans le même
temps le lemme (4.9) nous assure que dans ce cas
ordfW ≤ K0
avec K0 = Ordz=0(f(z) ∧ f(0)). Ainsi la condition (2.122) se trouve établie
et nous pouvons appliquer le théorème 2.34. Ce théorème nous fournit le
résultat souhaité (4.37).
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