Abstract. The Byrnes-Martin integral invariance principle for ordinary di erential equations is extended to di erential inclusions on R N . The extended result is applied in demonstrating the existence of adaptive stabilizers and servomechanisms for a variety of nonlinear system classes.
) tends, as t ! 1, to the largest invariant (with respect to the di erential equation) set in l ?1 (0), the zero level set of l. This result has rami cations in adaptive control, some of which are highlighted in the present paper. However, we wish to consider the (adaptive) control problem in a fairly general setting that allows timevariation in the underlying di erential equations, possible non-uniqueness of solutions, and discontinuous feedback strategies: each of these features places the problem outside the scope of 2]. For this reason we develop, in Theorem 2.10, an integral invariance principle for initial-value problems of the form _ l(x(s))ds < 1 for some lower semicontinuous l : R N ! R + , then x(t) tends, as t ! 1, to the largest weaklyinvariant (with respect to the di erential inclusion) set in l ?1 (0). One particular consequence of Theorem 2.10 is to facilitate the derivation of a nonsmooth extension, to di erential inclusions, of LaSalle's invariance principle for di erential equations: this extension may be of independent interest and is presented in Theorem 2.11. The remainder of the paper is devoted to the application (in a collection of ve lemmas) of the generalized integral invariance principle to demonstrate, by construction and for a variety of nonlinear system classes, the existence of a single adaptive controller that achieves (without system identi cation, parameter estimation or injection of probing signals) some prescribed objective for every system in the underlying class.
2.1. Maximal solutions. Consider the non-autonomous initial-value problem _ x(t) 2 X(t; x(t)); x(t) 2 G; x(t 0 ) = x A solution x of (1) is said to be maximal, if it does not have a proper right extension which is also a solution of (1).
Proposition 2.2. Every solution of (1) can be extended to a maximal solution. Definition 2.3. A solution x 2 AC( t 0 ; !); G) of (1) is precompact if it is maximal and the closure cl(x( t 0 ; !))) of its trajectory is a compact subset of G.
Proposition 2.4. If x 2 AC( t 0 ; !); G) is a precompact solution of (1), then ! = 1.
2.2. Limit sets. Here, we specialize to the autonomous case of (1), rewritten as _ x(t) 2 X(x(t)); x(t) 2 G; x(0) = x 0 (2) where, without loss of generality, t 0 = 0 is assumed. The map x 7 ! X(x) R N (with domain G) is upper semicontinuous with non-empty, convex and compact values. Definition 2.5. Let x 2 AC( 0; !); G) be a maximal solution of (2) . A point x 2 R N is an !-limit point of x if there exists an increasing sequence (t n ) 0; !) such that t n ! ! and x(t n ) ! x as n ! 1. The set (x) of all !-limit points of x is the !-limit set of x. Proposition 2.8. If x is a precompact solution of (2), then (x) is a non-empty, compact, connected subset of G. Moreover, (x) is the smallest closed set approached by x and is weakly invariant.
2.3. Invariance principles. For later use, the following fact (a specialization of a more general result 4, Theorem 3.1.7]) is rst recorded. Proposition 2.9. Let I = a; b], let non-empty K G be compact. If (x n ) AC(I; K) is a sequence of X-arcs and there exists a scalar such that, for all n, k _ x n (t)k for almost all t 2 I, then (x n ) has a subsequence converging uniformly to an X-arc x 2 AC(I; K).
We now arrive at the main result, which generalizes 2, Theorem 1.2]. 2 The set-valued map X is upper semicontinuous if it is upper semicontinuous at every point of its domain in the sense that, for each " > 0 there exists > 0 such that X( ) X( ) + "B for all with k ? k < , where B (with closure B ) denotes the open unit ball centred at 0 in R N . 3 For an interval I R and S R N , AC(I; S) denotes the space of functions I ! S that are absolutely continuous on compact subintervals of I. For simplicity, we write AC(I) in place of AC(I; I); the same notational convention applies to other function spaces. A function x 2 AC(I; G) is said to be an X-arc if it satis es the di erential inclusion in (1) almost everywhere. Theorem 2.10. Let l : G ! R be lower semicontinuous. Suppose that U G is non-empty and that l(z) 0 for all z 2 U.
If x is a precompact solution of (2) with trajectory in U and l x 2 L 1 (R + ), then x approaches the largest weakly-invariant set in := fz 2 cl(U) \ Gj l(z) 0g. Proof. By Proposition 2.4, x has maximal interval of existence R + = 0; 1) and, by Proposition 2.8, has non-empty !-limit set (x). Clearly (x) cl(U) \ G. Let x 2 (x) and so there exists (t n ) R + with t n ! 1 and x(t n ) ! x as n ! 1. De ne K := cl(x(R + )). By upper semicontinuity of X together with compactness of its values, X(K) is compact and so _ x 2 L 1 (R + ; R N ), with norm k _ xk 1 . Write I = 0; 1] and de ne a sequence (x n ) of X-arcs x n 2 AC(I; K) by x n (s) := x(s+t n ). Evidently, x n (0) ! x as n ! 1. By Proposition 2.9 (with = k _ xk 1 ), (x n ) has a subsequence { which we do not relabel { converging uniformly to an X-arc x 2 AC(I; K), with
De ne 2 L 1 (I; R) by (s) := l(x (s)) and the sequence ( n ) L 1 (I; R) by n (s) := l(x n (s)). By lower semicontinuity of l, together with continuity of x, x and (uniform) convergence of (x n ) to x , it follows that and n , n 2 N, are lower semicontinuous with lim inf n!1 n (s) . By Proposition 2.8, x approaches (x) and the latter is a weaklyinvariant set. Therefore, x approaches the largest weakly-invariant set in .
The next result is a nonsmooth extension, to di erential inclusions, of LaSalle's theorem 11, Chapter 2, Theorem 6.4]: a smooth version (that is, restricted to smooth functions V ) is given in 19, Theorem 1] and a nonsmooth version is proved in 23, The map (z; ) 7 ! V o (z; ) is upper semicontinuous (in the sense of real-valued functions) and, for each z, the map 7 ! V o (z; ) is Lipschitz continuous. Proof. This result is essentially a corollary to Theorem 2.10 insofar as the essence of the proof is to show that the hypotheses of Theorem 2.10 hold with l := ?u. We rst show that u is upper semicontinuous (and so l ?u is lower semicontinuous). Let z 2 G be arbitrary and let (z n ) G be such that z n ! z as n ! 1. From (u(z n )) we extract a subsequence (u(z nk )) with u(z nk ) ! lim sup n!1 u(z n ) as k ! 1. Observe that, for all z 2 U,
By Proposition 2.4, x has interval of existence R + . Let O R + denote the set of measure zero on which the derivative _ x(t) fails to exist. Since V is locally Lipschitz, for each t 2 R + nO there exists a constant L t such that, for all h > 0 su ciently small,
Next, we prove that V x : t 7 ! V (x(t)) is nonincreasing on R + . This we do by showing that V x is nonincreasing on every compact subinterval. Let ; ] R + , and let K G be compact and such that x( ; ]) K. Since V is locally Lipschitz on G, it is Lipschitz on K. Thus, the restriction of V x to ; ] is a composition of a Lipschitz function and an absolutely continuous function and so is itself absolutely continuous. It now follows from (3) and (4) that
u(x(s))ds 0 8 t; 2 ; ]; t :
Therefore, t 7 ! V (x(t)) is nonincreasing on ; ]. Since ; ] R + is arbitrary, we conclude that V x is nonincreasing on R + with
By continuity of V and precompactness of x, we conclude that V (x( )) is bounded.
Therefore, V (x(t)) # c := inf t2R + V (x(t)) 2 R as t ! 1. It follows that (i) (x) V ?1 (c) and (ii) for all t 0,
An application of Theorem 2.10 completes the proof.
3. Adaptive control. Approaches to adaptive control may be classi ed into methods that { either implicitly or explicitly { exhibit some aspect of identi cation of the process to be controlled, and methods that seek only to control. The latter approach, to be adopted here and sometimes referred to as universal control, has its origins in the work of Byrnes and 
where parameters b 2 R, P 2 N and functions f, p are unknown. The state y(t) is available for feedback. We will identify (6) with the quadruple (b; f; p; P).
For any function : R + ! R + that is both continuous and positive de nite ( (s) > 0 for all s 6 = 0), we denote, by N , the set of system quadruples (b; f; p; P) satisfying the following three assumptions. 
By virtue of Assumption C, without loss of generality t 0 = 0 may be assumed in (6): this we will do, without further comment, throughout this subsection. (a) Let : jyj 7 ! exp(jyj). Then all polynomial systems, of arbitrary degree, of the form _ y(t) = p 1 (t) + p 2 (t)y(t) + p P (t)y (b) Suppose that Assumptions A, C hold and that the only a priori information on continuous f is its behaviour \at in nity", captured in the following manner: for some known continuous^ : R + ! R + , (p; y) 7 ! f(p; y) is O(^ (jyj)), as jyj ! 1, uniformly with respect to p in compact sets in the sense that, for every compact K R P , there exist scalars c K and C K such that, for all p 2 K, jf(p; y)j c K^ (jyj) for all jyj > C K . Then Assumption B holds with := 1 +^ , and so (b; f; p; P) 2 N .
3.1.1. Adaptive stabilizer. Let : R + ! R + be a continuous, positivede nite function. Assuming only that the function and the instantaneous state y(t) are available for control purposes, we will show that the following adaptive feedback strategy (appropriately interpreted) is a N -universal stabilizer in the sense that it assures that the state of (6) approaches f0g for all quadruples (b; f; p; P) 2 N whilst maintaining boundedness of the controller function ( ): u(t) = ( (t)) (jy(t)j)sgn(y(t)); _ (t) = (jy(t)j)jy(t)j; (0) = 0 ; (7) where is any continuous function R ! R with the properties: In view of the discontinuous nature of the feedback (however, note that, if (0) = 0, then the feedback is continuous), we interpret the strategy (7) in the set-valued sense u(t) 2 ( (t)) (jy(t)j) (y(t)); _ (t) = (jy(t)j)jy(t)j; (0) = 0 (9) with y 7 ! (y) R given by (y) := Let (b; f; p; P) 2 N . By properties of f( ; ) and boundedness of p( ), there exists a scalar such that jf(p(t); y)j (jyj) for all (t; y). We embed the feedback-controlled system in a di erential inclusion on R Proof. The essence of the proof is to establish boundedness of x( ): whence, by Proposition 2.4, assertion (i) and, by monotonicity, assertion (ii): state convergence to zero (assertion (iii)) is then an immediate consequence of Theorem 2.10.
For almost all t 2 0; !), we have Recalling that b 6 = 0 and taking limit inferior as t " ! ( (t) " 1) leads to a contradiction of one or the other of properties (8) . Hence, ( ) is bounded and so, by
) is a precompact solution of (11) x( ) = (y( ); ( )) approaches the set f0g R. In particular, y(t) ! 0 as t ! 1 and, by boundedness and monotonicity of ( ), lim t!1 (t) exists and is nite.
3.1.2. Adaptive servomechanism. We now turn attention to the servomechanism problem for scalar systems (6) : that is, the construction of controls that cause the state to track, asymptotically, reference signals r( ) of some given class in the sense that jy(t) ? r(t)j ! 0 as t ! 1. We impose a stronger assumption on the function f by requiring that Assumption B should hold for some known, continuous, positive-de nite, nondecreasing function with the additional property that, for each R 0, there exists a scalar R such that (je + rj) R (jej) 8 (e; r) 2 R ?R; R]: (14) Note that, by positive de niteness of together with property (14), (0) > 0.
Example 3.3. Let : jyj 7 ! exp(jyj), which has the property (14) , and so all polynomial systems (of arbitrary degree and with coe cients in L 1 (R)), as cited earlier in Example 3.1(a), remain admissible. Let be a continuous, positive-de nite, nondecreasing function with property (14) . We claim that, in order to assure that the tracking error e( ) = y( ) ? r( ) approaches f0g for all reference signals r 2 R and all quadruples (b; f; p; P) 2 N , it su ces to replace every occurrence of y(t) in (9) by e(t). Proof of this claim follows.
Let (b; f; p; P) 2 N . WriteP = P + 2 and de ne the continuous functioñ f : RP R ! R; (p; e) (p; r; s; e) 7 ! f(p; e + r) ? s:
LetK RP be compact and so there exist compact K R P and R > 0 such that jf(p; e)j jf(p; e + r)j + jsj K (je + rj) + R K R (jej) + R ~ K (jej) with~ K := K R + R= (0). Thus,f is -bounded uniformly with respect top in compact sets.
Let r 2 R be arbitrary. Thenp( ) := (p( ); r( ); _ r( )) 2 L 1 (R; RP) and so (b;f;p;P) 2 N . Expressed in terms of the tracking error e(t) = y(t) ? r(t), the system dynamics have the form _ e(t) =f(p(t); e(t)) + bu(t);p(t) = (p(t); r(t); _ r(t)) 2 RP; e(0) = e 0 : We are now in precisely the same context, modulo notation, as in the case of an adaptive stabilizer and so, replacing all occurrences of y(t) in (9) by e(t) to yield u(t) 2 ( (t)) (je(t)j) (e(t)); _ (t) = (je(t)j)je(t)j; (0) = 0 ; (15) then the same argument (as used to establish Lemma 3.2) applies mutatis mutandis to conclude that (15) is an (R; N )-universal servomechanism: for each r( ) 2 R and (b; f; p; P) 2 N , every solution (e( ); ( )) of the controlled system has maximal interval of existence R + with e(t) ! 0 as t ! 1, and lim t!1 (t) exists and is nite.
3.1.3. Practical stabilization and tracking by continuous feedback. The adaptive strategies outlined above are (generically) of a discontinuous feedback nature. From a viewpoint of practical utility, this feature might be regarded as unpleasant.
Here, we investigate the possibility of adopting smooth approximations to the discontinuous feedbacks. Of course, in so doing, one would expect to pay a price. It will be shown that, if the objective of attractivity of the zero state (in the stabilization case) or asymptotic tracking (in the case of a servomechanism) is weakened to requiring global attractivity of any (arbitrarily small) prescribed neighbourhood of zero or, for the servomechanism problem, tracking to within any prescribed (arbitrarily small but non-zero) error margin, then such approximations are feasible. We will present this result only in the context of the stabilization problem (imposing the additional property (14) , the corresponding result for the servomechanism problem is readily inferred by analogy with Section 3. Let : R + ! R + be continuous and positive-de nite. Let sat : R ! R be any continuous function (arbitrarily smooth) such that (i) jsat (x)j 1 for all x and (ii) sat (x) = sgn(x) whenever jxj . We will show that the following strategy assures that the state of (6) approaches the interval ? ; ] for all quadruples (b; f; p; P) 2 N : u(t) = ( (t)) (jy(t)j)sat (y(t)); _ (t) = (jy(t)j Evidently, sat is a continuous selection from . We now embed the smooth-feedbackcontrolled system in the following di erential inclusion on R 3.1.4. Dynamically perturbed scalar systems. Let : R + ! R + be continuous and positive de nite. Let 1 = (b; f; p; P) 2 N . We wish to consider the situation wherein 1 is subject to perturbations generated through its interconnection with a dynamical system 2 . We will de ne, via Assumption D below, a class P of admissible systems 2 = (g; h; N), such that the N -universal stabilizer of Section 3.1.1 is readily modi ed to yield (N ; While Assumption D is rather restrictive, it is not di cult to identify non-trivial classes of systems for which the assumption holds. Three such examples follow, the rst of which is easily seen, the second and third can be veri ed by arguments invoking 22, Theorem 2]. Let : R + ! R + be continuous and positive de nite. Let : R + ! R + be continuous. We will show that, for (N ; P )-universal stabilization, it su ces to replace both occurrences of in (9) by + , to yield u(t) 2 ( (t))( + )(jy(t)j) (y(t)); _ (t) = ( + )(jy(t)j)jy(t)j; (0) = 0 : (20) Let (b; f; p; P) 2 N and (g; h; N) 2 P . Then there exists constant such that jf(p(t); y)j (jyj) for all (t; y). The feedback-controlled system (19) (20) be arbitrary and let x( ) = (y( ); ( ); ( )) be a maximal solution of (21), de ned on its maximal interval of existence 0; !). Then (i) ! = 1; (ii) lim t!1 (t) exists and is nite; (iii) (y(t); (t)) ! (0; 0) as t ! 1.
Proof. For almost all t 2 0; !), we have ), x( ) approaches the set f(y; ; )j y = 0g. In particular, y(t) ! 0 as t ! 1 and so, by the convergent-input, convergent-state property of the ISS system 2 = (g; h; N), we may also conclude that (t) ! 0 as t ! 1. Finally, by boundedness and monotonicity of ( ), lim t!1 (t) exists and is nite. In the single-input, single-output case, we identify (23) and (19) In considering the case of dynamically perturbed scalar systems, we treated only the problem of adaptive stabilization. The adaptive servomechanism of Section 3.1.2 can also be modi ed to incorporate dynamically perturbed systems, when the dynamic perturbations are generated by linear systems _ = A + By, w = C , spec(A) C ? , as already described in Example 3.5(a) above. For such perturbations, the (modi ed) servomechanism assures convergence to zero of the tracking error, convergence to a nite limit of the adapting parameter, and boundedness of the evolution t 7 ! (t) of the perturbing system. We omit full details here.
y(t) _ y(t) h( (t))y(t) + (jy(t)j)jy(t)j + b ( (t))( + )(jy(t)j)jy(t)j h( (t))y(t) + + b ( (t))] _ (t) which, on integration
3.2. Planar systems. In all applications of the integral invariance principle in Section 3.1 above, the conclusion that x(t) tends, as t ! 1, to the zero level set l ?1 (0) proved su cient for our purposes: the additional property that x( ) approaches the largest weakly-invariant subset of l ?1 (0) was redundant. Here, we treat a class of systems for which the latter property can be fruitfully exploited. We consider planar systems (with scalar control u) described by a second-order di erential equation: ). By virtue of Assumptions E and G, without loss of generality t 0 = 0 may be assumed in (24) : this we will do, without further comment, throughout.
In Section 3.2.1 below, we will show that (b; d; f; p; P) 2 N ; , for some known > 0 and known continuous positive-de nite nondecreasing function , is su cient a priori information for adaptive stabilizability of (24) by feedback of the variable y(t) alone: in essence, Assumption E compensates for the inaccessibility of the velocity variable _ y(t) by requiring that the system should exhibit dissipitive dependence (loosely quanti able by the known constant ) on that variable. Example 3.9. As motivation for (24), consider a single-degree-of-freedom mechanical system with position, but not velocity, available for feedback and with some constant (but unknown) natural damping d quanti ed by a known parameter in the sense that d < ? < 0. If we suppose that Assumption F holds with : jyj 7 ! 1+jyj In the absence of control, such systems are potentially \chaotic".
3.2.1. Adaptive stabilizer. Let > 0 and let : R + ! R + be a continuous, positive-de nite, nondecreasing function. Assuming only that , and the instantaneous state y(t) are available for control purposes, our goal is to demonstrate the existence of an adaptive feedback strategy that provides N ; -universal stabilization in the sense that it assures that the state of (24) u(t) = ( (t)) (jy(t)j)sgn(y(t)); (t) := (t) + ?(jy(t)j) _ (t) = (jy(t)j)jy(t)j; (0) = 0 2 R: (25) where is any continuous function with properties (8) . The feedback (25) is interpreted in the set-valued sense: u(t) 2 ( (t)) (jy(t)j) (y(t)); (t) = (t) + ?(jy(t)j) _ (t) = (jy(t)j)jy(t)j; (0) = 0 (27) with the map y 7 ! (y) de ned as before in (10) . Writing x(t) = (y(t); z(t); (t)), the overall adaptive feedback controlled system may be embedded in the following di erential inclusion on 
be arbitrary and let x( ) = (y( ); z( ); ( )) be a maximal solution of (28) de ned on its maximal interval of existence 0; !). Then (i) ! = 1; (ii) lim t!1 (t) exists and is nite; (iii) (y(t); z(t)) ! (0; 0) as t ! 1.
Proof for almost all t 2 0; !), wherein we have used the fact that 
for all t; 2 0; !), with t .
We rst show that the function ( ) (and hence ( )) is bounded. By properties (8) Therefore, by Theorem 2.10, x( ) approaches the largest weakly-invariant (relative to the autonomous di erential inclusion (39)) set W in f(y; z; )j y = 0g. Let w = (0; z; ) 2 W. By de nition of weak invariance, the initial-value problem _ w(t) = ( _ w 1 (t); _ w 2 (t); _ w 3 (t)) 2 f? w 1 (t)+w 2 (t)g B f (jw 1 (t)j)jw 1 (t)jg; w(0) = w has at least one solution w( ) = (w 1 ( ); w 2 ( ); w 3 ( )) with maximal interval of existence R + and with trajectory in W f(y; z; )j y = 0g. Since _ w 1 (t) = ? w 1 (t)+w 2 (t) and w 1 ( ) 0 in W, it follows that w 2 ( ) 0 and so z = w 2 (0) = 0. Therefore, we conclude that the largest weakly-invariant set in W is contained in the set f(y; z; )j y = 0 = zg and so the solution x( ) approaches the set f(0; 0)g R. In particular, (y(t); z(t)) ! (0; 0) as t ! 1. 3.2.2. Adaptive servomechanism. We now turn attention to the servomechanism problem for planar systems (26) : that is, the construction of controls that cause the system to track, asymptotically, any reference signal r( ) of some given class, in the sense that both the tracking error e(t) = y(t) ? r(t) and its deriva- has property (14) and the systems described in Example 3.9 are admissible.
Let > 0 and let be a continuous, positive-de nite, nondecreasing function with property (14) . We claim that, in order to assure convergence to zero of both the tracking error e(t) = y(t) ? r(t) and its derivative _ e(t) for all reference signals r 2 R and all quintuples (b; d; f; p; P) 2 N ; , it su ces to replace every occurrence of y(t) in (25) We are now in precisely the same context, modulo notation, as in the case of an adaptive stabilizer and so, replacing all occurrences of y(t) in (9) by e(t), viz. . Here, we consider the case where 1 is subject to perturbations generated through its interconnection with a dynamical system 2 (as depicted in Figure 1 ).
The system 2 is assumed to correspond to a di erential equation (driven by the variable y(t) of system 1 ) on R N of the form (18) with input y(t), and scalar output w(t) perturbing 1 . As before, we identify the system 2 with the triple (g; h; N). Writing z(t) = _ y(t) + y(t), the overall system has representation (on R 
We will de ne, via Assumption H below, a class P of admissible systems 2 = (g; h; N), such that the N ; -universal stabilizer of Section 3.2.1 is readily modi ed to yield a (N ; ; P )-universal stabilizer. We will show that, for (N ; ; P )-universal stabilization, it su ces to replace both occurrences of in (25) by + and to replace the single occurrence of ? by ? + , to yield be arbitrary and let x( ) = (y( ); z( ); ( ); ( )) be a maximal solution of (44) de ned on its maximal interval of existence 0; !). Then (i) ! = 1; (ii) lim t!1 (t) exists and is nite; (iii) (y(t); z(t); (t)) ! (0; 0; 0) as t ! 1.
Proof. Let F c and V c , parameterized by c > 0, be de ned as in the proof of Lemma 3.10. By an argument essentially the same as that adopted in the proof of Lemma 3.10 and choosing c su ciently large, we arrive at a counterpart to (35): _ V c (t; y(t); z(t)) ? z 2 (t) + jh( (t))jjz(t)j + c + b ( (t))]_ (t)
for almost all t 2 0; ! for all t; 2 0; !), with t . A straightforward modi cation of the contradiction argument previously used in the proof of Lemma 3.10, establishes boundedness of ( ) (and hence of ( )). Boundedness of ( ) and ( ), together with (46), imply boundedness of y( ) and z( ). That ( ) is bounded is a consequence of the ISS property of 2 = (g; h; N). This establishes assertion (i) and assertion (ii) follows by monotonicity of ( ). It remains to prove assertion (iii). With minor modi cation, the argument used in the proof of Lemma 3.10 applies to conclude that x( ) approaches the set f(y; z; ; )j y = 0 = zg. In particular, (y(t); z(t)) ! (0; 0) as t ! 1 and so, by the convergent-input, convergent-state property of the ISS system 2 = (g; h; N), we may also conclude that (t) ! 0 as t ! 1. We conclude with some observations on the servomechanism problem for dynamically perturbed planar systems. Akin to Remarks 3.8, the adaptive servomechanism of Section 3.2.2 can also be modi ed to incorporate dynamically perturbed systems, when the dynamic perturbations are generated by linear systems _ = A + By, w = C , spec(A) C ? . For such perturbations, the (modi ed) servomechanism assures convergence to zero of the tracking error and its derivative, convergence to a nite limit of the adapting parameter, and boundedness of the evolution t 7 ! (t) of the perturbing system. For brevity, we omit full details here.
