In this paper we consider a thermal multiphase lattice Boltzmann method (LBM) 
INTRODUCTION
In recent years, the LBM has been established as a suitable alternative of simulating complex fluid systems (Sukop and Thorne, 2006; Aidun and Clausen, 2009; Zhang, 2010) . Instead of discretizing the space and time of macroscopic governing equations as required from conventional numerical methods, LBM is based on mesoscopic kinetic equations. The macroscopic dynamics of a fluid is the result of the collective behavior of many microscopic particles in the system . The LBM nature is especially convenient for simulating multiplase flows, as one does not need to track the interface.
Among the different LBM multiphase models proposed so far (Nourgaliev et al., 2003) , the Shan-Chen model (SC) (Shan and Chen, 1993) and the free-energy model (Swift et al., 1995) stand out. The SC model introduces a pseudopotential function responsible for phase separation, based on the interactions between nearest-neighbor particles. This model can easily make use of a different EOS by changing the potential. One criticism for this model is that the local momentum of each lattice is not conserved, which generates spurious currents in regions adjacent to the interface, although the total momentum conservation is satisfied. The free energy model conserves the momentum locally and preserves thermodynamic consistency. However, Galilean invariance is not satisfied. Inamuro et al. (2000) proposed a model to restore the Galilean invariance; however, the model has been used only with the van der Waals (vdW) EOS (Gong and Cheng, 2012) and low density ratio. In order to improve the SC model, several extensions were developed. Particularly, Kupershtokh and Medvedev (2010) proposed the exact difference method (EDM) with a new way to incorporate the body force term into LBM multiphase simulations. It shows stable results when compared to the SC model (Sun et al., 2012) and avoids the unphysical phenomenon of relaxation time dependence (Gong and Cheng, 2012) . Kupershtokh et al. (2009) improved the EDM scheme, where the spurious currents produced at the vapor-liquid interface are substantially reduced, allowing the use of a higher density ratio. In the present work we adopt the EDM scheme.
The multiphase LBM can also be extended to include thermal effects, where both hydrodynamics and thermodynamics are coupled to each other. Thermal LBM has been an active area of research that includes studies on liquid-vapor boiling processes (Zhang and Chen, 2003; Ryu and Ko, 2012; Márkus and Házi, 2012) , condensation on hydrophilic/hydrophobic plates , and natural convection for single-phase flows (He et al., 1998; Guo et al., 2007; Wang et al., 2013) and bubbly flows (Biferale et al., 2012) . However, to the best of our knowledge the evaporation of suspended droplets is a subject still unexplored in the LBM context. Droplet evaporation is important in many industrial and engineering applications, such as fuel injection and atomization (Lefebvre, 1989; Sazhin, 2006; Sirignano, 2010) . Unlike boiling and convection problems, where the source of heat is the substrate, the droplet is surrounded by a superheated gas that causes its evaporation.
In this paper, the evaporation of a single stagnant droplet is performed using the thermal multiphase LBM. In order to approach the application of hydrocarbon fuels under high-temperature and -pressure conditions, we simulate a hexane droplet surrounded by superheated gas near the critical point. Different EOSS are incorporated to the LB model and the Peng-Robinson EOS (Peng and Robinson, 1976 ) provides satisfactory results due to an additional flexible parameter. Among the thermal LBM categories (Gan et al., 2012) , we employ the double-distribution-function (DDF) approach (He et al., 1998) , which exhibits good numerical stability and an adjustable Prandtl number. The DDF uses one distribution function to represent the density and velocity fields and the other for the temperature field that is advected passively by the fluid flow, i.e., the coupling between energy and momentum is done at the macroscopic level. The validation of the model is presented for the surface tension as a function of temperature. The droplet evaporation is first investigated for a static condition. Results show that evaporation rate changes according to the temperature of the superheated gas. The interface between the liquid and vapor gets thicker once the system is heated, and a smaller liquid density is obtained once the temperature at the droplet center increases. For a droplet evaporation under gravitational effects, we show that the motion between the liquid surface and the surrounding gas enhances the heat transfer.
MATHEMATICAL MODEL

The Lattice Boltzmann Equations
In the lattice Bolzmann equation method, the pseudoparticles that represent the fluid stream collide in a regular lattice. For a DDF model (He et al., 1998) , the two discrete Boltzmann equations with the BGK form (Bhatnagar et al., 1954) of collision operator are given by
where f i and g i are the particle distribution functions for the momentum and energy equations, respectively, f eq i and g eq i being the equilibrium distribution functions. The time is denoted by t and time spacing δ t taken as unity. The lattice velocity is c i , x is the particle position, and τ f and τ g are the relaxation times. The body force is ∆f i , and G i is the correction term. In the present work, the two-dimensional lattice with nine velocities (D2Q9) is used to conduct the simulations. The discrete velocity vectors are given as follows:
The equilibrium distribution functions f eq i and g eq i are evaluated by
where u = i c i f i /ρ and the lattice speed of sound is c s = 1/ √ 3. The weights ω i are defined for the D2Q9 lattice as ω 0 = 4/9, ω 1−4 = 1/9, and ω 5−8 = 1/36. Density ρ, fluid velocity v, and temperature T are macroscopic quantities obtained from
where F is the interparticle interaction force, which accounts for mesoscopic forces acting between nieghbor nodes in the pseudopotential model. In the following, we introduce the EDM scheme and describe the force in terms of the gradient of a potential function. Kupershtokh and Medvedev (2006) derived the EDM for LB in the form
Body Force for the Phase Transition
where ∆u = Fδ t /ρ. The EDM forcing scheme can be rewritten as 
It is important to note that the fluid velocity v is taken at the half-time step, i.e., averaging the momentum before and after collision, as described in Eq. (7). Zhang and Chen (2003) proposed the total force acting on a node to be expressed as a spatial gradient of a scalar function Φ, expressed as
where the global momentum conservation is preserved and any arbitrary EOS can be included. Kupershtokh et al. (2009) proposed to describe the force as F = 2Φ∇Φ, where the special function Φ is given by
where p is the pressure. It is straightforward to implement this condition in a discrete space by proper finite difference procedures. A general approximation for obtaining F has the form
The coefficients λ i assume λ 1−4 = 4/12 and λ 5−8 = 1/12, A is a tuning parameter, and δ x is the lattice space unit.
Equations of State
Different equations of state are investigated in this work. The vdW EOS is the simplest and most well-known cubic EOS, given by
where R is the gas constant, a = 27(RT c ) 2 /(64p c ) is the attraction parameter, and b = RT c /(8p c ) the repulsion parameter. Kaplun and Meshalkin (2009) proposed the M-K EOS, which has the following form:
where a , b , and c are parameters used to fit the desired experimental data. Note that for b = c, the vdW EOS is obtained. Another EOS chosen is the the Peng-Robinson P-R EOS, given by
2 is defined according to the acentric factor w and is a function of the current temperature T .
Dimensionless Form
We indicate the characteristic quantities by the subscript c. In the case of fluid properties, c denotes the corresponding property at the critical point. The dimensionless (reduced) variables then assume p r = p/p c , ρ r = ρ/ρ c and T r = T /T c . Since the reduced properties are independent of the units used, one can easily convert from real "re" to lattice units "lu," e.g.
. Equation (12) is rewritten in dimensionless form asΦ
where
) is a nondimensional parameter that controls the thickness of the interface. The characteristic velocity is defined as v c = x c /t c . The correction term in Eq. (2) is proposed by Márkus and Házi (2011) as
where k r = k/k c is the reduced thermal conductivity andδ x =δ t . The following dimensionless numbers are identified:
where c v is the specific heat at constant volume. One should note that the divergence of the velocity and Laplacian of the temperature in Eq. (18) are calculated by a finite difference method. In order to achieve higher accuracy, preserving isotropy up to leading order error, we use a scheme where the weights are derived from the lattice (Thampi et al., 2013) , given by∇
The following dimensionless continuum equation is obtained from the Chapman-Enskog expansion of Eq. (2):
VALIDATION OF THE MODEL
In this section, we introduce the Maxwell construction for nonideal EOS in order to obtain the corresponding coexistence curves. First, we compare the analytical solutions of the different EOS proposed in the latter section. Figure 1 shows the reduced temperature as a function of the reduced specific volume, υ r . The experimental data for hexane is obtained from (Lemmon et al., 2013) , where the acentric factor used in P-R EOS is w = 0.30075. When compared to nonpolar heavy hydrocarbons such as hexane, the vdW EOS presents poor agreement both for the liquid and vapor phases, as seen in Fig. 1 . One should note that the vdW has no free parameter, i.e., it describes properties of real fluids only qualitatively. The M-K EOS was used according to the parameters established in (Kupershtokh et al., 2009 ), for c = 2.82. It gives better results especially for the liquid phase close to the critical point. However, errors of the order of ∼90% are obtained. An attempt to diminish the error for the vapor phase is to increase the c parameter, however, it would also increase the error for the liquid phase. The P-R EOS shows quite good agreement with the experimental data, especially for the vapor phase, where error is mantained below 1%. The error in the liquid phase is ∼10% near the critical point and <1% for T r < 0.85. Therefore we adopt the P-R EOS through the rest of the present work.
One key point is to investigate the performance of the numerical simulations for the coexistence curve and compare with the analytical solution and experimental data. For that purpose, half of a periodic box is filled with vapor where density is set lower than criticality, ρ v < ρ c , and the other half with liquid assuming density ρ l > ρ c , which gives a flat interface between phases. The comparison is presented in Fig. 2 for the vapor and liquid branches. The parameter A defined in Eq. (13), responsible to improve the accuracy in capturing the coexistence densities, is set to A = 1.3 and satisfactory results are obtained. The interface thickness is given by α = 0.015, which becomes sharper as the density ratio is increased. For a density ratio of ρ l /ρ v = 90 (T = 0.725), the interface obtained contains eight lattice units.
Surface Tension
Although the surface tension is not given explicitly for this model, it can be calculated directly from the numerical simulations. A droplet is placed in a 101 × 101 lattice size where periodic boundary conditions are used. The density for the liquid and vapor are set according to the coexistence curve. Droplet radius is defined in the vapor-liquid interface, where density matches the averaged density, i.e., ρ av = (ρ v + ρ l )/2. Figure 3 shows the pressure jump accross the interface ∆p r as a function of the radius for different temperatures. The results correspond to an equilibrium condition, achieved after a time t = 10,000. We observe that the pressure is linearly proportional to 1/R. The surface tension can be measured by the 2D Laplace law, given by
Therefore the slope of each plot in Fig. 3 gives the actual surface tension. We also investigate a different grid size in order to validate the code: the domain size is doubled, i.e., a 201 × 201 lattice is used, and the same procedure is done for the radius and thickness of the interface, which now assumes α = 0.0038. Results show that the larger grid size matches the same slope as defined in the smaller domain, once the radius is rescaled. It is well known that surface tension has a linear dependency with temperature. The linear decrease is shown in Fig. 4 , and good agreement is obtained between the linear regression and numerical simulations. The velocity field for a typical equilibrium condition is shown in Fig. 5 . The radius is represented by the circle line. The unphysicial spurious currents are present and the maximum value is around the interface, as expected. The increase of these currents may cause numerical instabilities and departure from real fluid conditions. The maximum spurious velocity observed in the equilibrium condition is |v max | ∼ 10 −4 , which is 2 to 3 orders of magnitude smaller than the flow velocity in the dynamic case, i.e., once the droplet is set to evaporate. Our simulations showed that not only higher density ratio contribute to the increase of spurious currents (as reported in Yuan and Schaefer, 2006) but also sharp interfaces. 
EVAPORATION OF A SINGLE DROPLET
In this section, we first show results for static droplet evaporation, taking into account how pressure, density, and temperature change over time. We also discuss the evaporation rate for different temperatures of the superheated gas. Finally, the evaporation considering gravitational effects is shown and compared with the static condition.
Static Droplet
Dirichlet boundary condition is established for temperature and pressure. The incoming distribution functions are defined in terms of the corresponding local equilibrium values. Pressure is kept constant following the method of Zou and He (1997) , using the velocity given by Eq. (7), where tangential velocities at the boundaries are considered null. The density is computed based on the pressure and temperature used, following the P-R EOS defined in Eq. (16). In order to compute the interparticle forces normal to the boundaries and the gradients for Eq. (18), we set Neumann boundary condition. For a droplet with a diameter of 50 µm and using properties of hexane at the critical point as characteristic quantities, the dimensionless numbers assume β = 1.76 × 10 −4 and γ = 0.0094. The initial droplet radius is R 0 = 20 in lattice units, where τ f = 0.955 and τ g = 0.51. The remaining parameters are A = 1.3, k r = 0.667, and α = 0.005. The inner side of the droplet is initialized with the saturated liquid density according to the coexistence curve and the surroundings with the corresponding saturated vapor density.
First, the system is set for the isothermal case and equilibrium conditions are achieved, similarly to what was previously done for the surface tension tests but now using open boundary conditions. Then the energy equation, i.e., Eq. (2), is turned on, where fluctuations near the interface are observed, although not significant (of the order of ∆T ∼ 10 −3 ). After t > 2000, we raise the temperature at the boundaries, where superheated gas is obtained. One should note that the pressure must be kept the same as the one for the initial temperature; otherwise, condensation/evaporation may occur due to pressure change and not by temperature increase as desired. Density is computed for the superheated gas following the P-R EOS.
Note that the boundaries should represent the conditions inside a combustion engine, which has a domain much larger than the initial droplet size. With that in mind, we computed the influence of the boundaries on the droplet evaporation using the same initial radius. The box sizes used were 101 × 101 (5R 0 ) and 201 × 201 (10R 0 ). Good agreement was obtained for different domains. In the following results we make use of a 101 × 101 lattice size unless otherwise stated. Figure 6 shows the temperature field for different times. The initial temperature is T r = 0.851, which gives a density ratio of ρ l /ρ v = 18. The temperature at the boundaries is set to T r = 0.875. Spherical symmetry can be observed, and no artificial heating of the droplet occurs. In order to clarify the temperature variation, Fig. 7(a) illustrates the temperature profile accross the center line, i.e., from the droplet center (51,51) toward the boundary (101,51), for different times. We identify a steep temperature variation near the boundary when t = 2700. One should note that the temperature inside the domain is lower than the one set in the boundaries: hence the droplet is at an early stage of evaporation. As it evolves in time, a smoother transition on the vapor phase temperature is observed. The temperature near the boundary is now decreased due to the diffusion of the cooling effect from the vaporization that occurs on the droplet interface. The temperature increase at the droplet center is also noticeable from t = 6700 to t = 7100, which is expected, as the actual temperature for the whole domain is higher and the droplet size is reduced.
The density profile evolution is illustrated in Fig. 7(b) . As time increases the interface is enlarged, as seen for t = 7100, where a thicker interface is obtained when compared to the initial condition. One should note that the density ratio decays as the density in the droplet center becomes smaller. Figure 7(c) shows the pressure profile evolution.
It is important to note that the pressure jump accross the interface diminishes with time, which is easily understood by the surface tension decrease due to the enhanced temperature. In particular, when t = 7100 a negative pressure at the liquid is obtained. Such phenomena might be due to thermal motion, once attractive forces exceed repulsive forces and the distinction between the vapor and the liquid is less clear. In another perspective, for a small drop the disjoining pressure can play a major role and negative pressure can be obtained, where surface tension may also vary depending on droplet size (Tsekov et al., 2000) . Figure 8 shows the normalized radius as a function of time for different superheated gas temperatures. We observe that the evaporation process is much faster as the droplet size diminishes, which is due to the larger ratio between the surface area to liquid volume. The temperature increase at the boundaries induces a faster evaporation, as expected once the heat diffusion is increased. We should mention that tracking the velocity magnitude is important, as larger temperature gradients may generate numerical instabilities. As the temperature goes higher than T r > 0.91, velocities at the order of v ∼ 0.2 are found and the simulation becomes unstable. An important remark is that the classical result for evaporation is given by the d 2 law, where the square of droplet radius decreases linearly with time (Law, 1982) . Such behavior is not observed in our results. One should take into account that this law uses several simplifications which are not considered in the present work: (a) constant and uniform droplet temperature, which implies that there is no droplet heating; (b) saturation vapour pressure at the droplet surface; and (c) constant gas phase properties and quasisteadiness. Further comparisons with the d 2 law will be reported in a future work.
Droplet Under Gravitational Effects
First, an external force to account for gravitational effects should be added into Eq. (24), namely,
where ρ v is the density set at the open boundary and g is the acceleration of gravity, here considered as g = (0, −0.0005). As the droplet accelerates once gravity is present, we decided to use a periodic boundary condition for the top and bottom walls, where lateral walls are kept as open boundaries. The domain size corresponds to 101 × 301. Figure 9 shows snapshots for density (up) and temperature (bottom) fields. The energy equation and gravity are turned on for t > 200. The left figure shows t = 500, where the droplet starts to move at an equilibrium condition, for T r = 0.851. The temperature field is nearly constant, with small variations due to the curvature and initial droplet motion. The superheated gas is set for T r = 0.86 when t = 8000. and t = 12,000, respectively. As the droplet accelerates the bottom region cools down. The temperature increases significantly at the top region of the droplet, especially at later stages of evaporation, as shown in the last figure for t = 15,000. The total time taken for a droplet to evaporate when radius R = 5 is t = 7500 with gravitational effects and t = 8800 for a static condition, for the same domain. It is known that the relative motion between the droplet and the surrounding gas has a significant contribution to heat and mass transfer (Sirignano, 2010) , and that is the case when gravity is present. The increase of the evaporation rate can be explained due to the droplet convection. Figure 10 shows the velocity magnitude when t = 12,000. We can observe that high velocities are located near the droplet surface. The droplet shear is responsible for the motion of the liquid at the surface. This liquid near the interface recirculates through the droplet interior. The circulation therefore enhances the heat transfer of the system.
CONCLUSIONS
In this paper, the numerical simulation of a suspended droplet surrounded by superheated gas using the lattice Boltzmann method is presented for the first time. The coexistence curve for different EOS was performed and a comparison with experimental data for hexane fluid was made. Among the EOSs was tested, the P-R EOS showed better performance. The simulation results showed good agreement with the analytical curve. The validation of the method also included a detailed study of the surface tension calculation as a function of the droplet radius, where different temperatures and domain sizes were considered. A static droplet was set to evaporate using superheated gas at the open boundaries, where temperature is raised and pressure kept constant. We have found that our model captures the physical effects, where capillary pressure and cooling at the interface from vaporization play a major role. The evaporation rate was investigated in terms of density, pressure, and temperature evolution in time.
The normalized radius was also shown when the superheated gas temperature is changed and different evaporation rates are obtained. We observe that our numerical results do not follow the classical d 2 law. It is straightforward to note that our model incorporates several features that are neglected when describing the d 2 law behavior. Finally, the evaporation of a droplet under gravitational effects was simulated and showed the ability of the present method to describe spatial density and temperature variation. We also noted that the shear near the surface is responsible for a recirculation region, which enhances the outcome of the evaporation rate.
Further investigations will focus on the influence of convection on the vaporization. The idea is to include a multirelaxation time to enable the use of lower relaxation time, where a high Reynolds number can be achieved. A more complete modeling for the multicomponent case might also be considered, where a mixture for the liquid phase can be obtained.
