We present a method for simulating multiple diffraction in imaging systems based on the Huygens-Fresnel principle. The method accounts for the effects of both aberrations and diffraction and is entirely performed using Monte Carlo ray tracing. We compare the results of this method to those of reference simulations for field propagation through optical systems and for the calculation of point spread functions. The method can accurately model a wide variety of optical systems beyond the exit pupil approximation.
INTRODUCTION
Accounting for wave optical effects in simulations of macroscopic optical systems is a challenging problem, because the wavelength of visible light is small with respect to the size of the systems. As a consequence, simulating with only wave optical techniques usually requires a strong simplification of the system, e.g., regarding lenses as infinitely thin phase masks.
A common solution is to use hybrid techniques that use different simulation methods for different subsystems. A prominent method is the exit pupil diffraction approach that adds a wave optical propagation as a final step to a ray-tracing procedure. The exit pupil diffraction method is integrated in many commercial ray-tracing tools. Another method that alternates between a wide range of geometric and wave optical propagation methods is part of the commercial software tool VirtualLab (by LightTrans), where it is introduced as field tracing [1] .
A different approach involves adapting ray-tracing methods to include diffraction effects. Most of these methods rely on the generation of extra rays at diffracting surfaces (e.g., the aperture stop). Some notable methods are the geometrical theory of diffraction [2] , Heisenberg uncertainty ray bending [3] , ray tracing using the Wigner distribution function [4, 5] , Gaussian beam decomposition [6] , and stable aggregate of flexible elements [7] .
A final group of ray-based methods uses the HuygensFresnel principle. Fischer and co-workers have published several papers on this topic. They have investigated the effect of a binary amplitude mask (e.g., an aperture) [8] [9] [10] [11] and of a scattering thin tissue [11] in free space using the scalar approximation. The problems they considered were either posed in a two-dimensional space or invariant in one of the three spatial dimensions, such that a point source emits a circular instead of a spherical wave. These simplifications significantly reduce the computational time but are inapplicable to almost all realistic (three-dimensional) optical systems. Andreas et al. use the Huygens-Fresnel principle to propagate the vectorial field through a three-dimensional system. Their method includes diffraction due to the propagation of the input field but considers nondiffracting optical systems [12] .
In the work presented here, a coherent field is decomposed according to the Huygens-Fresnel principle and propagated using rays that are coherently summed in a plane of interest (see Fig. 1 for a schematic representation of the method). We treat the problem in three dimensions and include the effects of lenses and (multiple) apertures between the object and the image (or other output) plane. Our method accounts for the aberrations and diffraction of optical systems. The method can model diffraction introduced by any surface and does not resort to modeling all diffraction at a single plane (i.e., the exit pupil). By using a Monte Carlo ray tracer, we integrate the different paths generated by consecutive Huygens-Fresnel sources, which is why we will refer to the method as HuygensFresnel Path Integration (HFPI).
Path integral methods are by no means specific to optics, and insight into HFPI can be gained from the path integral formulation of quantum mechanics. In quantum mechanics, path integral methods are used for the propagation of a probability distribution in time. The analogue problem in optics is the wave optical propagation in a spatial direction (see, e.g., [13] ). As the Schrödinger equation is first order in time, a complete analogue to the full scalar wave equation is established if one considers its relativistic generalization, the Klein-Gordon equation, which is second order in time. A complication in solving path integral methods for second-order equations is the rigorously correct treatment of contributions of non-strictly forward-propagating paths [14] .
We will introduce HFPI in Section 2 and compare the results obtained with HFPI to those from reference methods in Section 3. The systems for which we performed these simulations are presented in Appendix A. We conclude the paper by discussing the advantages and limitations of HFPI and looking forward to future work in Section 4.
METHOD
In the 17th century, Christiaan Huygens proposed to model the propagation of light by considering secondary spherical light sources originating on the wavefront [15] . Fresnel added the idea of interference to this principle, changed the radiation distribution of the secondary sources, and showed that this could correctly model diffraction effects [15] . The Huygens-Fresnel principle was put on a solid mathematical basis with the introduction of the Kirchhoff diffraction integral [15] . If diffraction occurs in a plane, the Kirchhoff diffraction integral can be modified to obtain the Rayleigh-Sommerfeld diffraction integral (RSDI) of the first kind. Neglecting the near-field term, the RSDI calculates the scalar electric field u according to
where S 0 is the plane with surface normalŝ 0 , r 0 and r 1 are spatial coordinates, and k 1 is the wavenumber. An interpretation of this integral using the Huygens-Fresnel principle is that the original field ur 0 initiates new fields of the form
These fields are similar to those of point sources but they include a directional attenuation factor. Since we are interested in the propagation of a coherent field through an optical system, we could use diffraction integrals such as Eq. (1) to propagate the field from surface to surface, initiating new elementary fields at every surface. However, since these integrals have phase terms that vary on the scale of the wavelength, this can be numerically challenging for macroscopic systems.
In the method presented here, this problem is addressed by noting that the field as defined by Eq. (2) can be propagated through a series of optical surfaces efficiently by using geometrical optics. For fields with a slowly varying amplitude and smooth surface of constant phase (i.e., the wavefront), geometrical optics often is an accurate propagation method. However, one cannot accurately propagate the field through a surface that introduces abrupt changes in the amplitude or the wavefront of the field (e.g., an aperture) using geometrical optics. At such a surface we will use the field determined by geometrical optics as the input field for another diffraction integral like Eq. (1). The elementary fields associated with this integral are again propagated using geometrical optics until another diffracting surface or the output plane is reached. The electric field in the output plane is determined by the complex sum of all elementary fields.
We use the scalar approximation throughout this paper and apply the Kirchhoff boundary conditions at apertures. These boundary conditions consider the field and its derivative to be zero outside an aperture. Inside an aperture, the assumption is that the field is equal to the field if no aperture were present [15] . The Kirchhoff boundary conditions are appropriate for apertures that are much larger than the wavelength.
We have integrated the principle of initializing elementary fields at diffracting surfaces, and propagating them between those surfaces using geometrical optics, into a Monte Carlo ray-tracing program.
The starting point of the simulation is a user-defined coherent field. If this input field cannot be propagated using geometrical optics (e.g., a Gaussian beam in its waist), it initializes elementary fields of the form of Eq. (2). These are sampled by starting rays with random directions and random positions in the input plane. Both the direction and position coordinates are uniformly sampled. The initial complex amplitude of a path (w 0 m) is equal to the complex amplitude of the electric field (u) in the starting point (r 0 m), multiplied by an additional obliquity factor from the Huygens-Fresnel principle:
whereρm is the initial normalized direction of the ray,ŝ the surface normal of the plane upon which the electric field is sampled, and the individual samples of the Monte Carlo process are indexed with the integer m. For input fields that can be propagated using geometrical optics (e.g., a plane wave), random geometrical rays are started in the input plane. The complex amplitude of these rays corresponds to the electric field in their starting point. For both types of input field, the samples are then traced through the optical system using regular ray tracing, until they reach a diffracting surface (e.g., the aperture). During the ray tracing, the phasor of each path is determined using the optical path length, and further amplitude factors can arise from the ray-tracing procedure. The complex amplitude of a sample after l propagation steps (w l m), is given by
where a j are the amplitude factors due to, e.g., reflection coefficients, k j is the wavenumber in medium j, and r j is the intersection of the path and surface j. Every single path that reaches a diffracting surface will initiate a secondary Huygens-Fresnel source with a field of the form of Eq. (2). This secondary field is again sampled using Monte Carlo techniques, where the samples are distributed uniformly in angular coordinates, and propagated until the next diffracting surface (e.g., a pinhole) using regular ray tracing. Another approach would be to rebuild the electric field from all the samples reaching the diffracting surface and use this field as an input field for a new simulation. Although this might reduce the computational load, we for now refrain from an intermediate resampling because it can cause undersampling of the phase or, if a very fine sampling is required, a strong increase in the memory needed for the simulation. Note that a path used for HFPI is split up into a bundle of new paths with random directions at each diffracting surface, whereas a geometrical ray would continue through such a surface in a straight line. To emphasize this difference, we prefer to use the term paths instead of rays.
The paths are traced further through the system, initializing new sources at every diffracting surface until the final plane is reached. In the final plane, e.g., the image plane, the electric field on a grid point is calculated by coherently summing all paths that arrive within a pixel. Every path obtains a phase correction depending on its projection on the surface normal and the distance between the path and the grid point. The electric field in the final plane, due to the coherent input field, is then given by
where w l is the complex amplitude of a path arriving at the point r l m on the final plane, r p is the coordinate of the pixel center,x andŷ are unit vectors in the output plane, km is the wavevector of the path, L is the full width of a pixel, N is the total number of paths, and rect is a rectangle function that evaluates to one if a path passes through the pixel and to zero otherwise. The procedure is repeated with more paths until the noise levels in the results are deemed acceptable. The simulations presented in this paper require 10 9 to 10 10 paths.
RESULTS
We show the results of HFPI and compare them to those of reference methods for several cases. In Subsection 3.A we show the results for the point spread function (PSF) due to a single diffracting surface (i.e., the aperture) in free space and within an optical system. Both simulations apply the Huygens-Fresnel principle at a single plane (the aperture). In Subsection 3.B we use HFPI to propagate a Gaussian beam through an optical system, utilizing the Huygens-Fresnel principle at the input plane and the aperture. Subsection 3.C shows the PSF for a system with cascaded diffraction, i.e., a system where the field diffracted by one surface is again diffracted by one or more of the following surfaces. The system in Subsection 3.C contains three diffracting surfaces. For every simulation, the L2-norm of the relative error of the calculated amplitude is shown. This error is defined as
where U 0 p is the electric field at the pixel p as calculated by the reference simulation, U p is the result from the HFPI, and the sums run over all pixels. The dependence of the relative error on the number of paths will be discussed in Subsection 3.D.
A. PSF for Diffraction at a Single Aperture
The field after an aperture can be calculated using a diffraction integral like the Rayleigh-Sommerfeld diffraction integral [Eq. (1)]. When diffraction occurs at an aperture in free space, one can directly apply this integral using the field at the aperture as the input field. In these cases, HFPI can be seen as a Monte Carlo integration method to solve the RSDI, which is demonstrated by Fig. 2 . The figure shows the intensity of the field on the optical axis in the case of free-space diffraction of a convergent spherical wave at a circular aperture. For this particular case, an analytical solution was derived by Aarts et al. [16] . The results from HFPI are in excellent agreement with the analytical formula (see Fig. 2 ). Fig. 2 . Intensity on the optical axis of a spherical wave (λ 550 nm, the focal distance is 150 mm) after diffraction by a circular aperture with a radius of 0.313 mm. The analytical results were derived by Aarts et al. [16] . The L2-norm of the relative error is 0.01.
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Since the RSDI is derived using the Green's function for a homogeneous medium, it cannot be applied directly to apertures within optical systems. A common practice is to use the exit pupil approximation: using geometrical optics, the light is propagated to the exit pupil (the image of the aperture stop in image space). This field is then diffracted by the exit pupil and propagated to the image plane using a diffraction integral like the RSDI. In contrast to exit pupil diffraction methods, HFPI introduces diffraction at the aperture where it is physically present inside the system. It was demonstrated by Ferré-Borrull and Bosch [17] that this is important when modeling certain systems, particularly if the output plane significantly deviates from the Gaussian image plane.
To compare our results with the exit pupil diffraction method, we simulate the field in the image plane of a Cooke triplet with a numerical aperture of 0.2 at the image side (see Appendix A for the system parameters). For this system, the exit pupil diffraction method should provide a correct solution. The results of the methods, shown in Fig. 3 , match very well.
B. Gaussian Input Beam
By applying the Huygens-Fresnel principle in the input plane, HFPI is able to propagate general fields through an optical system. As an example, we place the waist of a Gaussian beam in the input plane and image it using a singlet with a numerical aperture of 0.20 at the image side. The Gaussian beam has a waist radius of 1.5 mm and a wavelength of 600 nm. To generate a reference result, we convolve the Gaussian input beam with the PSF of the system. Since the PSF is the response of the optical system to a delta function in the object plane, this should provide us with the correct result.
The results of the two methods are in excellent agreement, as can be seen in Fig. 4 . Note that for HFPI, we have used the rotational symmetry and averaged over the radial coordinates in the output plane to reduce the effect of noise.
C. PSF for Diffraction at Multiple Surfaces
In contrast to the exit pupil diffraction method, HFPI can model diffraction at multiple surfaces within an optical system. This can be important in modeling systems with low Fresnel numbers as encountered in microscopy. As an example, we simulate the effect of placing a pinhole in an intermediate image plane. This technique is sometimes used in microscopy to limit the light from out-of-focus planes. The pinhole is usually about the size of an Airy disk to limit diffraction at the pinhole. Using HFPI, we are able to simulate any diffraction occurring at the pinhole and investigate the effect of decreasing the pinhole size. The system we simulate consists of two spherical lenses and a pinhole with a diameter of 0.2 mm in the intermediate focal plane between the lenses. The first lens has a diameter of 0.4 mm, the second lens one of 0.8 mm, and the lenses are 500 mm apart. We use an axial object at infinity. The second lens focuses the pinhole in a plane 50 mm after the lens. A more detailed description of the system can be found in Appendix A. Since the system can be considered to be paraxial, we use a numerical implementation of the Fresnel integral to obtain a reference result. For the results shown in Fig. 5 , the field at the edge of the pinhole has an intensity of 0.8 times the maximum intensity. In a cross section of the intensity in the output plane, the results from HFPI and the Fresnel propagator overlap very well, whereas the exit pupil diffraction method gives a result that strongly deviates from these results.
D. Convergence
The convergence of HFPI is investigated by repeating the simulations of the Cooke triplet (presented in Subsection 3.A) and the pinhole system (presented in Subsection 3.C) using fewer paths. As a measure for the convergence, we take the L2-norm of the relative error of the amplitude, as defined in Eq. (6) . The results of these simulations are shown in Fig. 6 . The relative error (L2) is inversely proportional to the square root of the number of paths (N ) for both the Cooke triplet and the pinhole system. Note that the Cooke triplet has a single diffracting surface, whereas the pinhole system has three diffracting surfaces. This suggests that the 1∕ ffiffiffiffi ffi N p convergence, which is the usual convergence for Monte Carlo simulations, is a general property of HFPI simulations.
CONCLUSION
With Huygens-Fresnel Path Integration, we perform diffraction calculations beyond the paraxial domain and beyond the exit pupil approximation. The method introduces diffraction in the planes where it physically occurs (e.g., in the aperture plane instead of in the exit pupil plane) and can account for multiple diffracting surfaces. By choosing the input field as one of the diffracting surfaces, HFPI can model the propagation of fields that cannot accurately be propagated using geometrical optics (e.g., a Gaussian beam in its focal plane). Since HFPI uses ray tracing, the effects of aberrations and thick optical components are automatically included in the model. Therefore HFPI can, for instance, be used to simulate the propagation of a Hermite-Gaussian beam through an aberrated system with multiple diffracting surfaces.
Another advantage of HFPI is its robustness. It does not require resampling in intermediate planes, a common cause of errors in simulations. And since the sampling in the input plane is performed using a Monte Carlo method, it is very easy to see if the simulation has converged to a solution. The fact that a single method is used for simulating the entire system greatly limits the input required from a user. In fact, the only critical choice when using the method is determining which surfaces should be considered diffracting surfaces.
A drawback of the method is the computational cost. Calculating the PSF for the Cooke triplet (see Subsection 3.A) required 1.5 · 10 9 paths and 6 core-hours in our current implementation. Since the error in the calculated amplitude is inversely proportional to the square root of the number of paths, one can obtain a result with about 10 times the noise by tracing 1.5 · 10 7 paths in a few core-minutes. The general structure of the PSF can already be seen from such a simulation. Practical simulation times can be further reduced by distributing the simulations over multiple cores. It is very easy to parallelize the method since every path is traced completely independently and the data transmission is small.
Although HFPI is a robust method for propagating the scalar field through a system of lenses, mirrors, and (multiple) apertures, there are some underlying assumptions that limit the domain of applicability. The main restriction is that the method is currently limited to propagating the scalar field. Therefore, systems for which polarization has a significant effect, e.g., due to a large numerical aperture, cannot be modeled accurately using this scalar method. A further restriction is that all apertures should be much larger than the wavelength because of the use of the Kirchhoff boundary conditions. Furthermore, the diffraction is modeled to enter the system at distinct surfaces, and the diffraction integrals upon which HFPI is built assume all propagation distances to be much larger than the wavelength. As a consequence, we do not expect HFPI to be able to fully describe diffractive optical elements. However, we do anticipate the method to be able to handle phase and amplitude gratings within the thin element approximation.
We demonstrate a method that incorporates diffraction effects in a Monte Carlo ray-tracing program and validate it against reference methods. By using the Huygens-Fresnel principle consecutively, we can simulate the effect of multiple diffracting surfaces in paraxial and nonparaxial systems.
Future work will be devoted to extending HFPI to vectorial optics.
APPENDIX A: SYSTEM PARAMETERS OF SIMULATED SYSTEMS
A list of some of the system parameters of the simulations presented in this paper. The Cooke triplet, used for Fig. 3 , is designed for an object at infinity. Its parameters are listed in Table 1 , and a schematic representation is shown in Fig. 7 . Surface number 3 is an aperture with a radius of 4 mm. The PSF shown in Fig. 3 is obtained for a plane wave with a wavelength of 546.1 nm and a propagation angle of 14°with respect to the optical axis.
Singlet
An aspherical singlet is used to image a Gaussian beam (see Fig. 4 ). The beam has a wavelength of 600 nm and a minimal beam waist of 1.5 mm. The propagation distance between the plane of minimal beam waist and the aperture of the system is 100 m. The circular aperture, with a radius of 20 mm, is immediately followed by an aspherical singlet with a focal distance of 100 mm. The image plane is in the focal plane of the singlet. The first surface of the singlet has a radius of 554.7 mm, and the second surface has radius of −67.2 mm and a conical constant of −3.0. A schematic representation of the system is shown in Fig. 8 .
Pinhole System
The pinhole system used in Fig. 5 consists of two spherical lenses with diameters of 0.4 and 0.8 mm and a pinhole in between (see Fig. 9 ). The simulation is performed with a wavelength of 500 nm. The system parameters are listed in Table 2 . Only the focal distances are listed for the lenses, since the system can be accurately modeled using paraxial optics.
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