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Abstract The emergence of  transition phenomena between metastable states induced by noise plays a 
fundamental role in a broad range of  nonlinear systems. The computation of  the most probable paths 
is a key issue to understand the mechanism of  transition behaviors. Shooting method is a common 
technique for this purpose, while losing its efficacy in high-dimensional systems. In the present work, 
we develop a machine learning framework to compute the most probable paths in the sense of  Onsager-
Machlup theory. Specifically, we reformulate the boundary value problem of  Hamiltonian system and 
design a neural network to remedy the shortcomings of  shooting method. The successful applications 
of  our algorithms to several prototypical examples demonstrate its efficacy and accuracy for stochastic 
systems with both (Gaussian) Brownian noise and (non-Gaussian) Lévy noise. This novel approach is 
effective in exploring the internal mechanisms of  rare events triggered by random fluctuations in 
various scientific fields. 
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1. Introduction 
The interaction between nonlinearity and randomness in dynamical systems may lead to 
emergence of  novel behaviors, which has no analogue in the deterministic case. In particular, the last 
two decades have witnessed an increasing number of  investigations in the analysis of  transition 
phenomena induced by noise in various scientific fields such as biology [1–4], physics [5–7], 
chemistry [8,9] and engineering [10]. To explore the mechanism of  transition between metastable states 
is a challenging and pivotal task in stochastic dynamical systems. 
The Onsager-Machlup (OM) action function [11] is a critical tool to study the transition of  
stochastic dynamical systems. The idea is to represent the probability of  a single path by a tube around 
it with fixed thickness. Based on path integral formulation, the probability of  this tube can be estimated 
by the Onsager-Machlup (OM) action functional. Thus the complicated computations of  probability 
are transformed to the variational problem of  the OM functional whose minimizer is called the most 
probable transition path. 
In 1953, Onsager and Machlup [11] firstly derived the OM function for diffusion processes with 
linear drift and constant diffusion coefficients. The extension to nonlinear systems was subsequently 
undertaken by Tisza and Manning [12]. Additionally, there was another approach to deduce the OM 
function developed by Dürr and Bach [13] with the application of  Girsanov transformation for 
measures induced by diffusion processes. Chao and Duan [14] generalized this method to solve the 
more complex cases for the stochastic dynamical systems under (non-Gaussian) Lévy noise as well as 
(Gaussian) Brownian noise. 
According to variational principle, the most probable path connecting two states satisfies either 
Euler-Lagrange equation or the corresponding Hamiltonian system for a given OM function. The 
shooting method [15] is common technique to deal with this two-point boundary value problem of  a 
system ordinary differential equations. However, this shooting method is inefficient and even ill-posed 
in high-dimensional systems [16]. 
In this article, we will employ a neural network to bypass the drawbacks of  the shooting method. 
As a powerful approach of  machine learning, neural networks have been extensively applied to solve 
the ordinary [17] and partial [18–21] differential equations, and to learn the governing laws from 
data [22,23]. 
This article is arranged as follows. In Section 2, we briefly introduce the Onsager-Machlup theory 
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and reset the boundary value problem for the corresponding Hamiltonian system. Then we reformulate 
the boundary conditions of  the Hamiltonian system and design numerical schemes to compute the 
most probable transition path in Section 3. We test our method by numerical experiments in Section 4, 
and finally conclude with Discussion in Section 5. 
 
2. Onsager-Machlup theory 
Consider the following n -dimensional stochastic dynamical system 
 ( ) ( )( )d d d d ,t tt t t c= + +x b x B L  (1) 
where 1, ,, ,
T
t t n tB B =  B  is n -dimensional Brownian motion and 1, ,, ,
T
t t n tL L =  L is non-
Gaussian Lévy motion (see Appendix) with the jump measure   satisfying ( )
1
d

 y y y . The 
vector ( ) ( ) ( )1 , ,
T
nb b=   b x x x  is the drift coefficient and 
2c  denotes constant Gaussian noise 
intensity. 
Under random disturbances, transitions between metastable states may occur. During this process, 
what we are mostly interested in is to determine the most probable transition path. Since the probability 
of  a single path is zero, we turn to explore the probability that the stochastic trajectory passes through 
the neighborhood or tube of  a certain path. Under the condition of  the given thickness of  the tube, 
the probability of  trajectory staying in the tube actually describes the possibility that this specific path 
realizes. More precisely, consider a tube surrounding a reference path ( )t ,  0,t T . If  for   
sufficiently small, the probability of  the solution process ( )tx  lying in this tube can be estimated in 
the following form 
 ( ) ( )  ( ) ( )0 00
1
sup exp OM , d ,
2
T
t T
t t C t    
 
 
−   − 
 
x x  (2) 
then the integrand ( )OM ,   is called the Onsager-Machlup (OM) function, or Lagrangian as in 
classical mechanics. We also refer ( )
0
OM , d
T
t   as the Onsager-Machlup (OM) action functional. 
Accordingly, it is seen that the probability of  the tube around ( )t  is exponentially dominated 
by its OM functional. Thus the global minimum of  the OM functional corresponds to the path with 
largest probability, i.e., the most probable path. Therefore, the computation for the probability is 
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transformed into the variational problem of  the OM functional. Based on the classical results of  
analytical mechanics, the most probable path, connecting the points 
0x  and fx , satisfies Euler-
Lagrange equation 
 
( ) ( )OM , OM ,d
0
dt
  
− = 
  
x x x x
x x
 (3) 
with the boundary conditions ( ) 00 =x x  and ( ) fT =x x . Here we have replaced the symbol   as 
x . Since this is a second-order differential equation, it is more convenient for numerical integration to 
transform it into an equivalent Hamiltonian system 
 
( ) ( )0
, ,
0 , .f
H H
T
 
= = −
 
= =
x p
p x
x x x x
 (4) 
Here, ( ),H x p  is the Legendre transform of  OM function and 
( )OM ,
=

x x
p
x
 is called the 
momentum. The projection ( )tx  of  the solution ( ) ( )( ),t tx p  to the coordinate space provides the 
most probable path. 
According to Ref. [14], the OM function of  Eq. (1) is given, up to an additive constant, by 
 ( )
( )
( )
( )
( )
2
2 1
OM , 2 d .
c c


− −
= + +  y
x b x x b x
x x b x y y  (5) 
Here   is the norm and   indicates scalar product in n . For convenience, denote 
( )
1
d
yd y y . The Hamiltonian is then calculated by Legendre transform as 
 ( ) ( )
2 22 2, 2 .H c c= + −  − +x p p b d p b d  (6) 
Hence the Hamiltonian system has the following form 
 
( )
( ) ( )
( ) ( )
2
0
2 2 ,
2 ,
0 , .
T
f
c
T
= − +
= −  + 
= =
x b d p
p b p b
x x x x
 (7) 
Let us make two remarks on the form of  OM function in Eq. (5). On one hand, if  we consider 
 -stable Lévy motion, then the condition ( )
1
d

 y y y  requires 0 1  . On the other hand, 
the OM function of  diffusion process is recovered when we set 0 =  in Eq. (5). In other words, the 
effect of  Lévy noise on the transition phenomenon is reflected in the third term of  OM function in 
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Eq. (5). Specifically, if  the Lévy motion is symmetric, then 0=d  and the results are consistent with 
the ones of  diffusion process consequently. 
Note that Eq. (7) is a two-point boundary value problem of  ordinary differential equation. 
Generally, it can be solved by shooting method. That is, we can adjust the initial value of  the momentum 
and integrate the equation numerically until the final point ( )Tx  reaches fx . However, there are still 
two shortcomings in this approach practically. First, we usually choose the stable fixed point called a 
metastable state as the initial point 
0x  to consider its transitions. Due to the conjugate momentum 
equation, i.e., the second equation of  (7), containing the term ( )
T
− b p , a numerical integration 
forward in time would be numerically unstable or even ill-posed. Moreover, it is a challenge in high-
dimensional systems since it is hard to decide which component of  the initial momentum should be 
adjusted. We will deal with these two shortcomings in next section. 
 
3. Numerical algorithms 
3.1. Reformulation 
In order to deal with the divergence problem of  the momentum, we generalize the method in 
Ref. [16] for Freidlin-Wentzell large deviation events to the case of  OM function. Denote 
( ) ( )
0
OM , d
T
TS t t=   x x x  and 
 ( ) ( )
1
inf ,f TI S t

=   x
x x  (8) 
where   ( ) ( ) 1 00, 0 , fC T T=  = =x x x x x . In addition, define 
 ( ) ( ) ( ) 
0
inf TI S t T 


= −   x
x x  (9) 
with   ( ) 0 00, 0C T=  =x x x . Note that this minimization does not require the constraint in the 
final point. In other words, the function space 
0
 describes the set of  continuous trajectories starting 
at 
0x  regardless of  their final point. In fact, ( )I 
  and ( )fI x  are Fenchel-Legendre duals. This 
can be motivated by 
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( ) ( ) ( ) 
( ) ( ) 
( ) 
( ) 
0
1
1
inf
inf inf
inf inf
inf .
n
f
n
f
n
f
T
T
R
T f
R
f f
R
I S t T
S t T
S t
I
 








= −   
= −   
= −   
= − 
x
xx
xx
x
x x
x x
x x
x x
 
Effectively, the connection between ( )I   and ( )fI x  allows us to deal with the minimization 
problem (9) instead of  (8). Thus the variational results of  (9) leads to the following Hamiltonian 
system 
 
( )
( )
0, 0 ,
, .
H
H
T 

= =


= − =

x x x
p
p p
x
 (10) 
It is seen from the expression of  Eq. (4) that the boundary conditions are constrained on initial and 
final coordinates but absent on the momentum. By contrast, they are transformed into one boundary 
condition on coordinate and another on momentum in Eq. (10). The advantage of  this operation is 
evident. The computation of  Eq. (10) is to integrate ( )tx  forward in time and then to integrate the 
momentum backward in time. Thus we succeed in resolving the first shortcoming of  the shooting 
method mentioned previously as the two directions of  integration are both convergent. 
The algorithm of  this method is concluded in the following form: 
Algorithm 1: 
Step 1. Given a value of    and an initial guess trajectory ( )k tx ; 
Step 2. Integrating the equation ( ),k
H
= −

p x p
x
 from ( )T =p  backward in time to obtain kp ; 
Step 3. Integrating the equation ( ), k
H
=

x x p
p
 from ( ) 00 =x x  forward in time to obtain 
1k +
x ; 
Step 4. Iterating until convergence. 
 
3.2. Neural network 
Although the divergence problem of  the momentum component is overcome by the proposed 
algorithm in the previous subsection, how to determine the value of    according to the final 
boundary condition of  x  still remains unsolved. This procedure can be accomplished by a deep neural 
network. 
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The architecture of  this neural network is illustrated in Fig. 1. According to our purpose, the input 
and output states are fixed as fx  and   respectively, which have n  components each. Assume that 
there are L  hidden layers between input and output with 
ln  neurons in l -th layer, 1, 2, ...,l L= . 
Accordingly, a complicated nonlinear function can be approximated by a composition of  simpler 
functions 
 ( ) ( ) ( ) ( ) ( )1 1 ,L Lf fg g g
+
=x x  (11) 
where each layer ( ) ( )lg   is defined as 
 
( ) ( )( ) ( ) ( ) ( ) ( )( )1 1 , 1, 2, ..., 1.l l l l l lg W l L− −= + = +a a b  (12) 
Here we indicate ( )
0
f=a x  and 
( )1L 
+
=a  for convenience. Moreover, ( )
l
W  and ( )
l
b  are called the 
weight matrices and bias vectors, respectively. And ( )
l
  represents a nonlinear activation function 
applied component-wise to its argument, of  which popular choices include sigmoid, tanh, ReLu and 
other similar functions. In what follows, we use the ReLu function ( )  ReLu max 0,x x=  for all the 
hidden layers. The output layer is chosen as the identity function in order to cover the space of   . 
 
Fig. 1. Architecture of  neural network with L  hidden layers. 
 
Let   denote the collection of  the parameters of  the neural network, i.e., 
( ) ( ) , : 1, 2, , 1l lW l L = = +b . The neural network is trained by optimizing over the parameters   
to best approximate ( )f x  by its output states. Specifically, assume that we have the data set 
( ) , : 1, 2, ,m mf m M= =x  and introduce the loss function as the 2L -distance between the 
prediction of  the network and the targets. Then the neural network is trained by searching the optimal 
parameters to solve the nonlinear regression problem of  the cost function 
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 ( ) ( )
2
1
1
; .
2
M
NN m m
f
m
J
M
   
=
 = −
  x  (13) 
Generally, the minimizing parameters are iterated by the gradient descent method 
 
( )
1 ,
k
k k
J
 

  

+
=

= −

 (14) 
where the learning rate   is a small number. 
The training procedure of  the neural network is summarized in the following form: 
Algorithm 2: 
Step 1. Given the data set and a group of  initial guess parameters 
0 ; 
Step 2. Using forward propagation to compute the output of  the network and cost function; 
Step 3. Using backward propagation to compute the gradients of  the cost function to the parameters; 
Step 4. Updating the parameters by Eq. (14); 
Step 5. Iterating until convergence. 
 
3.3. Algorithm 
As a summary, the framework of  our algorithm is listed as follows 
Algorithm 3: 
Step 1. Generating data. Specifically, we select M  points randomly in a suitable domain of  the space 
of   . With the initial point fixed as a stable state of  the system, we compute the most probable path 
( )tx  for every point of    in terms of  Algorithm 1; 
Step 2. Training neural network. Based on Algorithm 2, the data generated in step 1 are used to train 
the neural network with the input ( )Tx  and output  ; 
Step 3. Testing. Given a certain final point 
testx , we utilize the trained neural network to calculate the 
corresponding output 
test ; 
Step 4. Computing the most probable path. We use the Algorithm 1 again to compute the most probable 
path for 
test  and compare its end point with testx . 
 
4. Numerical experiments 
With the algorithm designed previously, we now present several prototypical examples to 
demonstrate our method for computing the most probable paths. 
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Example 1 Consider a one-dimensional stochastic energy balance model [5] describing the climate 
change of  earth 
 ( )d d d dt tx U x t B L= − + +  (15) 
with the potential function 
 ( ) 50
1 1 265 1
0.5 2ln cosh ,
4 10 5
x
U x S x x
Ch

  −  
= − + +   
   
 (16) 
where x  represents the global mean surface temperature. The Brownian motion 
tB  and  -stable 
Lévy motion 
tL  are independent stochastic processes. In fact, the global energy change can be 
regarded as the difference between the incoming solar radiative energy and the outgoing radiative energy, 
( ) ( )1 in outU x Ch E E− = − . Herein, the incoming energy ( )( ) 01 4 1inE x S= −  with the planetary 
albedo ( ) ( )( )0.5 0.2 tanh 265 10x x = − −  represents the total amount of  solar radiation absorbed 
by the earth after the surface reflection. By considering the earth as a blackbody radiator with an 
effective surface temperature x , the outgoing energy is provided by Stefan-Boltzmann law 4x . 
During this process, the greenhouse effect contributes to the global average temperature rising. Thus 
the outgoing energy is expressed as 4outE x=  with the greenhouse factor  0,1  . Note that the 
greenhouse effect increases as   decreases. 
 
Fig. 2. The potential function of  the energy balance model. 
 
In Eq. (16), the heat capacity 246.8WyrmCh −=  is defined as the amount of  heat that must be 
added to the object in order to raise its temperature. Other parameters are chosen as the solar constant 
10 
 
2
0 1368WmS
−=  and the Stefan constant 8 2 45.67 10 Wm K − − −=  . The parameter 0.61 =  
corresponds to the bistable case with the colder glacial state 
1 233.52Ksx =  (-39.63℃) and warmer 
interstadial state 
2 288.03Ksx =  (14.88℃), separated by one unstable state ux . The potential function 
of  the system is shown in Fig. 2. 
  
(a) (b) 
Fig. 3. M  points of  fx  (a) and   (b). 
 
Fig. 4. The values of  cost function during the training process. 
 
Under random disturbances, we investigate the transition problem between the two stable states 
by applying our method. In the Hamiltonian of  Eq. (6), the drift term ( ) ( )b x U x= − , 1c =  and 
( ) ( )2 cos 2
d

 
=
 −
 with the stability parameter ( )0,1   and the skewness parameter 
 1,1  − . In what follows, we consider the case 0.5 =  and 0 = . In addition, we fix the time 
interval length as 1T =  and choose 1000M =  random points subject to uniform distribution in the 
domain  100,100−  of  the space of   . We use the neural network with 3 hidden layers and 20 
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neurons per layer. The learning rate is fixed as 0.01 = . 
First, the Algorithm 1 is implemented within which the second-order Runge-Kutta method is 
adopted to integrate the Hamiltonian system from 
0 1sx x=  to obtain M  final points fx , as shown 
in Fig. 3. In order to guarantee the convergence of  the neural network, we rescale the input and output 
states as 1 2
2 1
2
2
s s
f f
s s
x x
y x
x x
+ 
= − 
−  
 and 100 = . Second, the values of  cost function are 
recorded during the training process and plotted in Fig. 4. It is seen that the network converges well 
and the error drops to the magnitude of  610− . 
  
(a) (b) 
Fig. 5. The most probable transition paths (a) and conjugate momenta (b) computed by Algorithm 1 
(denoted as blue line) and integrated from initial point ( ) ( )( )0 , 0x p  (indicated as red dotted line). 
 
As a result, the trained neural network is used to output the corresponding value of  rescaled   
when we input the rescaled 
2sx . Subsequently we employ this value to compute the most probable 
transition path on the interval  0,1  by Algorithm 1, as illustrated in Fig. 5(a). Meanwhile, the 
conjugate momentum that describes the impact of  fluctuations is also evaluated and plotted in Fig. 5(b). 
It is found that the path reaches 287.73K at the end time which is sufficiently close to 
2 288.03Ksx = . 
Furthermore, the Algorithm 1 can be also verified numerically if  we integrate the Hamiltonian system 
from the initial point ( ) ( )( )0 , 0x p  of  this path. Note that the results exhibited by red dotted line in 
Fig. 5 are consistent with the iteration results. 
 
Example 2 Since the most important goal of  our method is to deal with high-dimensional problem, 
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the three-dimensional Lorenz system excited by both Gaussian and non-Gaussian Lévy noises is chosen 
as another example for investigation 
 
( )
( )
( )
1 1 2 1, 1,
2 1 2 1 3 2, 2,
3 3 1 2 3, 3,
d d d d ,
d d d d ,
d d d d ,
t t
t t
t t
x x x t B L
x x x x x t B L
x x x x t B L



= − + + +
= − − + +
= − + + +
 (17) 
where the parameters in the model are fixed as 1 = , 8 3 =  and 0.5 = . 1,tL , 2,tL  and 3,tL  
are independent  -stable Lévy motions with 
1 2 3 0.5  = = =  and 1 0.5, 0, 0.5 = − , 
2 3 0 = = .
  
(a) (b) 
  
(c) (d) 
Fig. 6. M  points of  fx  ((a) and (b)) and   ((c) and (d)) for 1 0 = , respectively. 
 
Note that the origin is unique stable fixed point. In what follows, we implement our approach to 
study the transition problem from origin to the point ( )1,1,1 . The time interval length is still fixed as 
1T =  and 1000M =  random points are selected to cover the region      10,10 10,10 10,10−  −  −  
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in the space of   . We still use the neural network with 3 hidden layers and 20 neurons per layer with 
the learning rate 0.01 = . 
 
Fig. 7. The values of  cost function during the training process. 
  
(a) (b) 
Fig. 8. The most probable transition path (a) and conjugate momentum (b) for 
1 0 = . 
  
(a) (b) 
Fig. 9. The most probable transition paths for (a) 
1 0.5 = −  and (b) 1 0.5 = . 
 
As shown in Fig. 6, we first integrate the Hamiltonian system to obtain M  points fx  by 
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performing Algorithm 1 for the case 
1 0 = . Then the results are used to train the neural network. 
During the training process, the values of  the cost function decrease to the magnitude of  210−  and 
are plotted in Fig. 7. After the input of  the point ( )1,1,1  to the trained network and the 
implementation of  Algorithm 1 again, the most probable path between the origin and ( )1,1,1  is 
evaluated and illustrated in Fig. 8. Results show that the final location of  the path perfectly agrees with 
the target. 
In fact, 
1 0 =  corresponds to the case that only Gaussian noise takes effect to drive the particle 
to transit. If  we change it to other values, then the Lévy noise of  the first direction starts to be effective. 
For instance, the results of  
1 0.5 = −  and 1 0.5 =  are exhibited in Fig. 9. It is found that their errors 
are slightly larger than the previous situation but within acceptable range. We can reduce the errors 
through the operations such as increasing the amount of  data and the neurons in the network and 
decreasing the learning rate at the cost of  computation time. In addition, it is seen that the result of  
( )1x t  is tremendously affected than the other two components if  we compare Fig. 8(a) and 9. Actually, 
it can be understood if  we notice that the term 2− d  which is dominated by   emerges in the vector 
field of  Eq. (7). 
 
5. Discussion 
In this paper, we have devised a novel approach to compute the most probable transition path of  
stochastic dynamical systems. Specifically, we briefly reviewed the Onsager-Machlup theory and derived 
the boundary value problem of  the auxiliary Hamiltonian system. Then we reformulated its boundary 
condition and proposed the Algorithm 1 to compensate the divergence problem of  the momentum 
direction in shooting method. Furthermore, we designed a neural network to automatically transform 
final boundary of  the coordinate into the boundary condition of  the momentum. The complete 
algorithm was concluded in Algorithm 3. The successful applications of  our method to two prototypical 
examples confirmed its effectiveness for the systems with or without Lévy noise and systems of  various 
dimensions. 
Remark that our method can be generalized to other similar problems. For example, it can still 
work out for Freidlin-Wentzell [24] large deviation problems instead of  Onsager-Machlup theory. More 
broadly, it can be used for other fields such as the optimal control problems. 
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Finally, it is worth noting that there still exists a challenge in the application of  this algorithm. The 
neural network can be trained more effectively and accurately if  the data fx  of  integral results are 
relatively uniformly distributed such as Fig. 6. However, it does not work well if  these points focus on 
a few specific regions, since the weights of  various domains in cost function differ too much. Therefore, 
the successful application of  our algorithm requires some kind of  uniformity of  vector field of  the 
system. 
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Appendix. The  -stable Lévy motions 
A scalar  -stable Lévy process 
tL  is a stochastic process with the following conditions: 
(i) 
0 0L = , a.s.; 
(ii) Independent increments: for any choice of  1n   and 0 1 1n nt t t t−    , the random variables 
0t
L , 
1 0t t
L L− , 
2 1t t
L L− , , 
1n nt t
L L
−
−  are independent; 
(iii) Stationary increments: ( )( )1 , ,0t sL L S t s  −  − ; 
(iv) Stochastically continuous sample paths: for every 0s  , t sL L→  in probability, as t s→ . 
The  -stable Lévy motion is a special but most popular type of  the Lévy process defined by the 
stable random variable with the distribution ( ), ,S     [25–27]. Usually, ( 0, 2   is called the 
stability parameter, ( )0,    is the scaling parameter,  1,1  −  is the skewness parameter and 
( ),  −   is the shift parameter. The Lévy jump measure ( )dy  has the following form 
 ( )
( )
( )
1
1
1
d , 0,
2
d
1
d , 0,
2
k
y y
y
y
k
y y
y







+
+
+


= 
− 


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where 
 
( )
( ) ( )
1
, 1,
2 cos 2
2
, 1.
k
 

 


 −

 −
= 

=
 
A stable random variable X  with 0 2   has the following “heavy tail” estimate: 
 ( )
1
lim ;
2x
y X y C 


→
+
 =  
where C  is a positive constant depending on  . In other words, the tail estimate decays 
polynomially. The  -stable Lévy motion has larger jumps with lower jump frequencies for smaller   
( 0 1  ), while it has smaller jump sizes with higher jump frequencies for larger   (1 2  ). 
The special case 2 =  corresponds to (Gaussian) Brownian motion. For more information about 
Lévy process, refer to Refs. [28,29]. 
 
Data Availability Statement 
The data that support the findings of  this study are openly available in GitHub [30]. 
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