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Abstract 
Als erste und bislang einzige Methode erlaubt die Kausalanalyse die Analyse von 
komplexen Abhängigkeitsstrukturen bei gleichzeitiger Berücksichtigung der Problem-
atik, dass viele theoretisch interessante Phänomene nicht direkt messbar sind. Damit 
ist dieses Verfahren für Forschungsfragestellungen in vielen betriebswirtschaftlichen 
Teildisziplinen von höchster Relevanz. Die hohe Leistungsfähigkeit der Kausalana-
lyse ist jedoch mit einem hohen Maß an methodischer Komplexität verbunden. Vor 
diesem Hintergrund entwickelt der vorliegende Beitrag Empfehlungen zum Umgang 
mit der Kausalanalyse im Hinblick auf verschiedene anwendungsrelevante Problem-
felder. 
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1  Einleitung und Überblick  
Die Kausalanalyse ist sicherlich diejenige multivariate Methode, die die betriebswirt-
schaftliche empirische Forschung in den letzten ca. 20 Jahren am stärksten geprägt hat. Ihr 
Kern liegt in der Kombination der Strukturgleichungsmodelle aus der Ökonometrie zur Ana-
lyse von komplexen Abhängigkeitsstrukturen zwischen direkt messbaren Variablen und der 
Faktorenanalyse aus der Psychometrie zur Messung nicht direkt beobachtbarer Konstrukte. 
Aus dieser Kombination ergibt sich auch die enorme Leistungsstärke der Kausalanalyse. Als 
erste und bislang einzige Methode gibt sie eine Antwort auf zwei zentrale Probleme wissen-
schaftlichen Arbeitens: die Analyse von Dependenzen und die Messung komplexer Kon-
strukte. Anwendungen der Kausalanalyse finden sich deshalb in vielen verschiedenen betrieb-
swirtschaftlichen Teilgebieten (Hildebrandt/Temme 2005, S. 58), so zum Beispiel im Market-
ing (Baumgartner/Homburg 1996; Homburg/Baumgartner 1995a), in der Organisationsfor-
schung (Stone-Romero/Weaver/Glenar 1995), der Strategieforschung (Shook et al. 2004), der 
Personalforschung (Medsker/Williams/Holahan 1994) und der Controllingforschung 
(Smith/Langfield-Smith 2004). Anzumerken ist, dass die Bezeichnung „Kausalanalyse“ 
fälschlicherweise suggeriert, dass dieses Verfahren ohne weiteres kausale Schlussfolgerungen 
ermöglicht. Eine treffendere Bezeichnung ist zum Beispiel „Strukturgleichungsanalyse mit 
latenten Variablen“. 
In letzter Zeit sind vermehrt auch kritische Stimmen zur Nutzung der Kausalanalyse in der 
betriebswirtschaftlichen Forschung laut geworden (Albers/Hildebrandt 2006; Diller 2004; 
Hildebrandt 2005). Die Kritik bezieht sich dabei meist nicht auf die Methode selbst, sondern 
auf deren häufig unangemessene Anwendung. Es steht unseres Erachtens außer Zweifel, dass 
vielen Kritikpunkten eine gewisse Berechtigung nicht abzusprechen ist. Andererseits ist of-
fensichtlich, dass die empirische betriebswirtschaftliche Forschung kurz- und mittelfristig 
nicht auf das methodische Potenzial der Kausalanalyse verzichten kann. So entziehen sich 
sehr viele empirisch interessante betriebswirtschaftliche Phänomene der direkten Messung. 
Nur mit Hilfe der Kausalanalyse kann diese Problematik im Rahmen von Dependenzanalysen 
berücksichtigt werden. Wir möchten deshalb im Folgenden zu verschiedenen anwendungs-
relevanten Problemfeldern Empfehlungen zum Umgang mit der Kausalanalyse geben (vgl. 
Abbildung 1).  
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Spezifikation des Dependenzmodells –
Konstruktauswahl
Spezifikation des Dependenzmodells –
Moderierte Effekte
Spezifikation des Messmodells –
Messphilosophie

























Welche Konstrukte sollen im Unter-
suchungsmodell berücksichtigt werden? 
Wie können moderierte Effekte im Rahmen 
der Kausalanalyse untersucht werden?
Sollen die Modellkonstrukte formativ 
oder reflektiv gemessen werden?
Wie können Validität und Reliabilität der 
Messinstrumente sichergestellt werden?
Wie kann ein „Common Method Bias“ 
verhindert oder begrenzt werden?
Wie groß sollte die Stichprobe bei der 
Durchführung einer Kausalanalyse sein?
Soll die Kovarianzstrukturanalyse oder PLS 
zur Parameterschätzung verwendet werden?
Welche Diskrepanzfunktion (ML, ULS 
oder WLS) soll eingesetzt werden?
Anhand welcher Anpassungsmaße soll 
die Modellgüte bestimmt werden?
Welche nachträglichen Veränderungen 
am Modell sind sinnvoll?
Wie kann die Stabilität der 
Ergebnisse überprüft werden?
Was sollte bei der Interpretation der 
Ergebnisse beachtet werden?
Welche Informationen über die Daten-
analyse sollten dokumentiert werden?
Spezifikation des Dependenzmodells –
Mediierte Effekte
„Common Method Bias“
Wie können mediierte Effekte im Rahmen 
der Kausalanalyse untersucht werden?
Wie sollte mit nicht-metrischen 
Ausgangsdaten umgegangen werden?
 
Abbildung 1: Betrachtete Problemfelder bei der Anwendung der Kausalanalyse 
Es ist dabei unser Anliegen, einen Überblick über eine möglichst große Zahl relevanter Prob-
lemfelder zu geben. Die Darstellung einzelner Problemfelder fällt dabei gelegentlich etwas 
knapper aus. Vor diesem Hintergrund verweisen wir außergewöhnlich häufig auf Studien, die 
unseren Ausführungen und Empfehlungen zugrunde liegen. So ist es interessierten Lesern 
möglich, bestimmte Problemfelder schnell in ihrer ganzen Komplexität zu durchdringen.  
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Unsere Ausführungen beziehen sich – wenn nicht anders gekennzeichnet –  sowohl auf die 
kovarianzerklärende Kausalanalyse (typischerweise als Kovarianzstrukturanalyse oder LIS-
REL-Ansatz bekannt) als auch auf die varianzerklärende Kausalanalyse (typischerweise als 
PLS-Ansatz bekannt, vgl. zu beiden Ansätzen detaillierter Abschnitt 4.1). Die Abfolge der 
Darstellung orientiert sich dabei an der typischen Vorgehensweise bei kausalanalytischen 
Untersuchungen. 
 
2 Problemfelder bei der Modellspezifikation 
2.1 Spezifikation des Dependenzmodells – Auswahl der Konstrukte 
Eine große konzeptionelle Herausforderung bei der Kausalanalyse ist die Auswahl der im 
Kausalmodell berücksichtigten Konstrukte. Hier steht der Anwender des Verfahrens typ-
ischerweise zuerst vor einem Dilemma bezüglich ihrer Anzahl (Bentler/Chou 1987, S. 97), 
insbesondere bei der Anwendung kovarianzerklärender Verfahren. Um theoretisch gehaltvolle 
Aussagen zum Zusammenhang zwischen verschiedenen Variablen treffen zu können, ist es 
von zentraler Bedeutung, alternative Erklärungen auszuschließen. Dies kann insbesondere 
dadurch gewährleistet werden, dass entsprechende Konstrukte auch in das Dependenzmodell 
integriert werden (Bollen 1989, S. 45; Mauro 1990). Andererseits unterliegt die Kausalanaly-
se empirischen Restriktionen bezüglich der Modellkomplexität, die die Anzahl an Konstruk-
ten pro Modell implizit beschränken (Cohen et al. 1990, S. 194, Hinweise auf die Problematik 
geben auch die Ergebnisse von Boomsma/Hoogland 2001 und Muthén/Kaplan 1992). Eine 
Höchstzahl an Konstrukten pro Modell lässt sich nicht bestimmen, jedoch ist zu empfehlen, 
bei Modellen mit mehr als zehn Konstrukten umfangreiche Stabilitätstests durchzuführen 
(vgl. hierzu Abschnitt 5.2).  
Bei der Spezifikation des Dependenzmodells ist zudem darauf zu achten, dass sich die Phä-
nomene, die hinter den ausgewählten Konstrukten stehen, ausreichend unterscheiden. Diller 
beklagt zu Recht, dass in der betriebswirtschaftlichen Forschung oftmals abhängige und un-
abhängige Variablen zu nahe aneinander angesiedelt konzeptionalisiert werden (Diller 2004), 
was in der Regel mit wenig gehaltvollen, quasi-tautologischen Hypothesen verbunden ist. Wir 
empfehlen, neben offensichtlichen Einflussgrößen der betrachteten abhängigen Konstrukte 
(die in der Regel benötigt werden, da sonst die erklärte Varianz zu niedrig, das „Rauschen“ in 
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den Daten somit zu groß wäre) auch solche Einflussgrößen zu berücksichtigen, deren Effekt 
nicht unbedingt offensichtlich ist.  
In Ergänzung zu Dillers Anmerkungen ist darauf hinzuweisen, dass abhängige bzw. unab-
hängige Variablen auch untereinander nicht zu nah aneinander konzeptualisiert werden soll-
ten. Starke Korrelationen zwischen unabhängigen Variablen oder zwischen abhängigen Vari-
ablen (Multikollinearität) können zu ungenauen und instabilen Modellergebnissen führen 
(Grewal/Cote/Baumgartner (2004), Kaplan (1994), Rindskopf (1984), S. 114f.). Gre-
wal/Cote/Baumgartner (2004, S. 527) berichten, dass unter bestimmten Bedingungen bereits 
bei einer Korrelation zwischen unabhängigen Variablen von 0,4 bis 0,5 Probleme auftreten 
können. Ein Maß für die Unterschiedlichkeit von (reflektiv gemessenen) Konstrukten, das 
deshalb immer erfüllt sein sollte, liefert das Fornell/Larcker-Kriterium (Fornell/Larcker 1981, 
S. 46), das sich zur Diagnose von Multikollinearität gut eignet (Grewal/Cote/Baumgartner 
2004, S. 528). Es verlangt, dass der Zusammenhang eines Konstrukts mit seinen Indikatoren 
stärker ist als der Zusammenhang mit allen anderen berücksichtigten Konstrukten. Es ist je-
doch darauf hinzuweisen, dass dieses  Kriterium die konzeptionellen Überlegungen zur Kon-
struktauswahl nicht ersetzen kann, sondern lediglich ergänzen sollte.  
 
2.2 Spezifikation des Dependenzmodells – Moderierte Effekte  
Nach der Auswahl der Modellkonstrukte muss im Rahmen der Spezifikation des De-
pendenzmodells festgelegt werden, wie die verschiedenen Konstrukte zusammenhängen. Da-
bei unterstellt die Kausalanalyse grundsätzlich lineare Beziehungen. Es wird unterstellt, dass 
die Stärke eines Zusammenhanges zwischen zwei Variablen unabhängig von der Ausprägung 
anderer Variablen ist. In vielen betriebswirtschaftlichen Forschungsfeldern gibt es jedoch 
Fragestellungen, die die Analyse solcher „moderierten“ Effekte verlangen.  
Es lassen sich zwei grundsätzliche Ansätze unterscheiden, um mit Hilfe einer Kausalanalyse 
zu überprüfen, ob solche moderierten Effekte vorliegen. Häufig eingesetzt wird hierzu die 
Mehrgruppenkausalanalyse (Jaccard/Wan 1996, Marsh/Wen/Hau 2006). Die Stichprobe wird 
hierzu in mehrere etwa gleich große Gruppen aufgeteilt, die sich bezüglich der Ausprägung 
der moderierenden Variable unterscheiden. Ergeben sich bei einer nach Gruppen getrennten 
Schätzung der möglicherweise moderierten Beziehung signifikante Unterschiede zwischen 
den Gruppen, so liegt ein moderierter Effekt vor.  
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Alternativ ist es möglich, einen multiplikativen Interaktionsterm aus unabhängiger und mode-
rierender latenter Variable zu bilden. Im Rahmen der varianzerklärenden Kausalanalyse lässt 
sich dies recht problemlos realisieren (Chin/Marcolin/Newsted 2003, Götz/Liehr-Gobbers 
2004, S. 724ff.). Eine beispielhafte Anwendung findet sich bei Reinartz/Krafft/Hoyer (2004). 
Bei Anwendung der kovarianzerklärenden Kausalanalyse verlangen viele Arbeiten für die 
Modellierung latenter Interaktionen die Spezifikation komplizierter nicht-linearer Restriktio-
nen (Cortina/Chen/Dunlap 2001, Klein 2000). Eine aktuelle Simulationsstudie zeigt jedoch, 
dass der Verzicht auf diese Restriktionen kaum Nachteile mit sich bringt (Marsh/Wen/Hau 
2004, S. 281f.). 
 
2.3 Spezifikation des Dependenzmodells – Mediierte Effekte 
Neben der Analyse von moderierten Effekten spielt im Rahmen der Überprüfung zahlreicher 
betriebswirtschaftlicher Theorien auch die Analyse mediierter Effekte eine große Rolle. Kon-
kret geht es dabei um die Modellierung kausaler Ketten. So spricht man von einem mediierten 
(oder indirekten) Effekt, wenn eine Variable X eine Variable Y über die Wirkung auf eine 
dritte Variable M beeinflusst. Genauer spricht man von vollständiger Mediation, wenn nach 
Kontrolle des indirekten Effekts von X über M auf Y kein signifikanter direkter Effekt von X 
auf Y mehr besteht. Partielle Mediation liegt vor, wenn neben dem indirekten Effekt von X 
über M auf Y zusätzlich noch ein direkter Effekt von X auf Y besteht (James/Mulaik/Brett 
2006). 
Mit Hilfe der kovarianzerklärenden Kausalanalyse lassen sich mediierte Effekte weitestge-
hend problemlos abbilden: Es ist das aus theoretischer Sicht am besten geeignete Verfahren 
(James/Mulaik/Brett 2006, S. 242), und die in Softwareprogrammen wie LISREL und EQS 
eingesetzte Formel zur Berechnung der Standardfehler ist insgesamt zuverlässig, zur Ent-
deckung kleiner Effekte sind jedoch sehr große Stichproben nötig (MacKinnon et al. 2002, S. 
94). Mit Hilfe der varianzerklärenden Kausalanalyse können solche mediierende Effekte hin-
gegen nicht präzise geschätzt werden, insbesondere kann nicht eindeutig entschieden werden, 
ob vollständige Mediation vorliegt oder nicht (Scholderer/Balderjahn 2006, S. 64; McDonald 
1996, S. 252f.).  
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2.4 Spezifikation des Messmodells – Die Messphilosophie 
Eine wichtige Entscheidung im Rahmen der Modellspezifikation ist die Spezifikation der 
Messmodelle, d. h. die Verknüpfung der theoretisch relevanten Modellvariablen mit em-
pirisch messbaren Indikatoren (Edwards/Bagozzi 2000, S. 156). Dabei lassen sich zwei Mess-
philosophien unterscheiden. Bei einem reflektiven Messmodell werden die Ausprägungen der 
einzelnen Indikatoren als messfehlerbehafteter Effekt der Ausprägung einer zugrunde liegen-
den latenten Variable spezifiziert. In einem formativen Messmodell werden die Indikatoren 
hingegen als Ursache der entsprechenden Modellvariablen verstanden (wie Mac-
Callum/Browne 1993, S. 534, deutlich machen, kann man bei formativ modellierten Vari-
ablen eigentlich nicht von latenten Variablen sprechen). Je nach Messphilosophie ergeben 
sich unterschiedliche Anforderungen an die Indikatoren und unterschiedliche Möglichkeiten 
zur Güteüberprüfung des Messmodells (Bollen 1984, S. 378ff.; Bollen/Lennox 1991, S. 
307ff.; Diamantopoulos/Winklhofer 2001, S. 270ff.; Fassott 2006, S. 71; Fassott/Eggert 2005, 
S. 40ff.; Jarvis/MacKenzie/Podsakoff 2003, S. 202ff.). In der betriebswirtschaftlichen For-
schung hat unlängst eine Reihe von Arbeiten zu Recht eine intensivere Auseinandersetzung 
mit der Frage der Messphilosophie eingefordert (Albers/Hildebrandt 2006, S. 3; Fassott 2006, 
S. 85; Fassott/Eggert 2005, S. 47; Jarvis/MacKenzie/Podsakoff 2003, S. 216; MacKen-
zie/Podsakoff/Jarvis 2005, S. 729). Konkret ist für jedes Konstrukt im Modell zu klären, wel-
che Messphilosophie zugrunde gelegt werden sollte. Dabei lassen sich zwei Fälle unterschei-
den. Im ersten Fall liegen die Indikatoren für das Messmodell bereits vor, im zweiten Fall 
müssen sie noch entwickelt werden.  
Für den ersten Fall, d. h. bei bereits feststehenden Indikatoren, haben Jarvis/Mac-
Kenzie/Podsakoff eine Reihe von Kriterien vorgestellt, die Hinweise geben, ob es sich um 
formative oder reflektive Indikatoren handelt (Jarvis/MacKenzie/Podsakoff 2003, S. 203). 
Bollen/Ting (2000) schlagen auch einen statistischen Test zur Feststellung der kausalen Rich-
tung vor, der aber letztlich nur überprüft, ob die Annahmen des reflektiven Modells zutreffen, 
und dessen Ablehnung noch keinesfalls sicher auf ein formatives Konstrukt hindeutet (vgl. 
Edwards/Bagozzi 2000, S. 156).  
Im Rahmen der von Jarvis/MacKenzie/Podsakoff (2003, S. 203) entwickelten Kriterien 
kommt der Richtung der Kausalität zwischen Indikatoren und latenter Variable eine beson-
dere Bedeutung zu (Herrmann/Huber/Kressmann 2006, S. 47). Die Ausführungen von Ed-
wards/Bagozzi (2000, S. 168ff.) veranschaulichen jedoch, dass es meist sehr schwierig ist, auf 
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Grundlage dieses Kriteriums eine eindeutige Zuordnung zu einer der beiden Messphiloso-
phien vorzunehmen. Als Konsequenz stellen sie deshalb eine Reihe von Messmodellen vor, 
die Zwischenstufen zwischen formativen und reflektiven Messmodellen darstellen (Ed-
wards/Bagozzi 2000). Aufgrund der großen Schwierigkeiten, die kausale Richtung des Zu-
sammenhangs zwischen Indikatoren und latenter Variable objektiv zu ermitteln, wird die 
Wahl der Form des Messmodells deshalb so gut wie immer aufgrund einer stark subjektiv 
geprägten Entscheidung fallen. Es erscheint uns deshalb immer problematisch, wenn davon 
gesprochen wird, dass ein Messmodell „fälschlicherweise“ als formativ oder reflektiv spezi-
fiziert wurde. So lässt sich zum Beispiel durchaus argumentieren, dass die verschiedenen 
Leistungsaspekte, die Albers/Hildebrandt als Beispiel für formative Indikatoren von Kun-
denzufriedenheit dienen, reflektive Indikatoren darstellen (Albers/Hildebrandt 2006, S. 12). 
Kerngedanke einer solchen Argumentation könnte sein, dass den konkreten Zufrieden-
heitsurteilen zu den spezifischen Aspekten der Leistung ein starkes allgemeines Zufrieden-
heitsurteil zugrunde liegt. Dies könnte sich zum Beispiel daraus ergeben, dass – wie bei der 
allgemeinen Einstellungsmessung beobachtbar (Feldman/Lynch 1988, S. 422) – die Fragen 
nach der Zufriedenheit mit einzelnen Leistungsaspekten wesentlich spezifischer sind als die 
durch das Individuum gespeicherten Zufriedenheitsurteile. Vage, allgemeine Zufriedenheit-
seindrücke zur Leistung im Hinblick auf breit gefasste Leistungsparameter würden dann den 
Antworten auf die Fragen nach spezifischen Aspekten der Leistung zugrunde liegen. Interes-
sant ist in diesem Zusammenhang, dass die Wahl der Messphilosophie für einzelne Leis-
tungsparameter bei Kundenzufriedenheitsuntersuchungen nur wenig Einfluss auf die mit der 
Kausalanalyse ermittelte Wichtigkeit der Leistungsparameter hat (Homburg/Klarmann 2006,  
S. 242). 
Im zweiten Fall, das heißt, wenn die Indikatoren für das Konstrukt noch nicht feststehen, sind 
die in der Literatur entwickelten Kriterienkataloge weniger hilfreich. Sie lassen kein Urteil 
dahingehend zu, welche Messphilosophie für ein bestimmtes Konstrukt angewendet werden 
sollte. Bei sehr vielen Konstrukten bietet sich sowohl die Möglichkeit zur Nutzung von re-
flektiven als auch von formativen Indikatoren an (Fassott/Eggert 2005, S. 41). Es besteht also 
bei der Entwicklung der Messinstrumente häufig eine Wahlmöglichkeit für eine der beiden 
Messphilosophien. Angesichts des aktuellen Forschungsstands empfehlen wir, in solchen Fäl-
len reflektive Indikatoren zu entwickeln und formative Indikatoren nur mit Bedacht einzuset-
zen (ähnlich Williams/Edwards/Vandenberg 2003, S. 909). Eine explizit andere Empfehlung 
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geben jedoch Albers/Hildebrandt (2006, S.10ff). Sie begründen ihre Forderung nach einem 
verstärkten Einsatz formativer Messmodelle mit der Möglichkeit, bei formativen Messmodel-
len aus den unterschiedlichen Assoziationen zwischen Indikatoren und Konstrukt konkrete 
Gestaltungsempfehlungen abzuleiten. Nach unserer Auffassung wird ein Messmodell mit ei-
ner solchen Aufgabe jedoch grundsätzlich überfordert. Bei der Ableitung von konkreten 
Handlungsempfehlungen aus einem Messmodell besteht auch ein theoretisches Interesse an 
den Indikatoren selbst, das Messproblem wird so letztlich einfach auf die Ebene der Indika-
toren verlagert. 
Ein wichtiger Vorteil von reflektiven Messmodellen ist die Möglichkeit zur formalen Über-
prüfung der Modellannahmen (Homburg/Giering 1996), wenngleich – wie im nächsten Ab-
schnitt dargestellt – hier das Risiko besteht, dass auf inhaltlich wichtige Indikatoren eines 
Konstrukts zur Verbesserung der formalen Güte verzichtet wird (Albers/Hildebrandt 2006, S. 
24). Das vollständige Fehlen von quantifizierbaren Qualitätsstandards im Falle formativer 
Messmodelle führt jedoch dazu, dass hier das Risiko theoretischer Beliebigkeit höher ist als 
bei der Verwendung reflektiver Messmodelle. Letztlich kann der Anwender bei der Spezifika-
tion eines formativen Messmodells beliebig viele Variablen aggregieren, ohne dass eine War-
nung erfolgt, wenn sein Vorgehen nicht sinnvoll ist.  
Zudem werden (im Rahmen der kovarianzerklärenden Kausalanalyse) bei der Verwendung 
von reflektiven Messmodellen Messfehler explizit bei der Parameterschätzung berücksichtigt 
(Scholderer/Balderjahn 2006, S. 63). Die Berücksichtigung von Messfehlern bei formativen 
Messmodellen ist im Rahmen einer kovarianzerklärenden Kausalanalyse nur unter Zu-
hilfenahme zusätzlicher reflektiver Indikatoren oder unter der Erfüllung von restriktiven An-
nahmen bezüglich der Modellstruktur möglich (MacCallum/Browne 1993, S. 534ff.; Kline 
2006, S. 44ff.). Eine pragmatische Alternative zu dieser Vorgehensweise ist es zwar, forma-
tive Konstrukte im Rahmen kovarianzerklärender Verfahren über einen im Vorwege gebilde-
ten Mittelwert der formativen Indikatoren in das Modell zu integrieren (eine beispielhafte 
Anwendung dieses Verfahrens findet sich bei Küster et al. 2001). Bei dieser Vorgehensweise 
muss allerdings eine mehr oder minder willkürliche Annahme über die Höhe der Messfehler-
varianz getroffen werden (meist wird von einer fehlerfreien Messung ausgegangen). Die An-
nahme fehlerfreier Messung wird auch für formativ gemessene Konstrukte im Rahmen von 
varianzerklärenden Kausalanalysen getroffen (Edwards/Bagozzi 2000, S. 162). Hier können 
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jedoch Gewichtungsparameter für die einzelnen Indikatoren im Rahmen der Modellschätzung 
bestimmt werden. 
 
2.5 Spezifikation des Messmodells – Entwicklung des Messinstruments 
Ziel im Rahmen der Entwicklung der Messinstrumente ist es, die Reliabilität und Validität der 
verwendeten Instrumente zur Messung der Modellvariablen sicherzustellen. Welche Vorge-
hensweise hierbei zugrunde gelegt werden sollte, hängt stark von der jeweiligen Messphi-
losophie ab.  
Im Hinblick auf die Messung reflektiver Konstrukte hat sich in der betriebswirtschaftlichen 
Forschung eine an der klassischen Testtheorie (Crocker/Algina 1986) orientierte mehrstufige 
Vorgehensweise mit entsprechenden Standards für Messinstrumente durchgesetzt (Churchill 
1979, Gerbing/Anderson 1988, Homburg/Giering 1996, Ping 2004, Boyd/Gove/Hitt 2005). In 
jüngster Zeit ist allerdings vermehrt Kritik an diesem Vorgehen laut geworden (Al-
bers/Hildebrandt 2006; Rossiter 2002). Vor allem wird bemängelt, dass eine Orientierung an 
entsprechenden Leitfäden zur Konstruktmessung zu einer Überbetonung des Kriteriums der 
internen Konsistenz/Reliabilität der Messinstrumente geführt hat. In der Folge ist die inhalt-
liche Validität der Messinstrumente vernachlässigt worden, d. h. die Frage, ob die Messin-
strumente tatsächlich messen, was sie messen sollen.  
Dieser Kritik ist prinzipiell zuzustimmen. Es ist jedoch festzuhalten, dass es sich im We-
sentlichen um eine Kritik an der gängigen Messpraxis handelt, weniger um eine Kritik an der 
grundsätzlichen Logik, die in den entsprechenden Leitfäden entwickelt worden ist. Wir emp-
fehlen deshalb auch für die Zukunft eine Orientierung an diesen Arbeiten. Die Arbeiten von 
Rossiter (2002, 2005) stellen in diesem Fall jedoch Ausnahmen dar, da Rossiter praktisch 
keine Möglichkeiten zur empirischen Überprüfung der Messmodelle vorsieht. Ausführliche 
kritische Entgegnungen finden sich bei Diamantopoulos (2005) und Finn/Kayande (2005). 
Wichtig ist aber, dass inhaltliche Validität das entscheidende Kriterium bei der Entwicklung 
der Messinstrumente darstellt. Erfüllt ein reflektives Messmodell alle formalen Anforderun-
gen, so sagt dies noch nichts über den inhaltlichen Gehalt des gemessenen Konstrukts aus. 
Gerade bei der Skalenentwicklung sollten inhaltliche Erwägungen eine viel stärkere Rolle 
spielen: Die Indikatoren eines Konstrukts müssen nicht nur zum Inhaltsbereich des Kon-
strukts gehören, sie sollten ihn auch weitestgehend abdecken (Homburg/Giering 1996, S. 7). 
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In diesem Zusammenhang können formal „schlechte“ Indikatoren, d. h. Indikatoren mit einer 
relativ niedrigen Indikatorreliabilität, durchaus „gute“ Indikatoren sein (Lit-
tle/Lindenberger/Nesselroade 1999). Es ist diesbezüglich oft hilfreich, bereits im Vorfeld (z. 
B. als Ergebnis des Pretests) inhaltlich bedeutsame Indikatoren zu identifizieren und diese 
auch beizubehalten, wenn dies die Konstruktreliabilität ungünstig beeinflusst. Vor diesem 
Hintergrund stellt sich die Frage, wie sich die Verwendung von Indikatoren mit niedriger Re-
liabilität auf die Parameter im Strukturmodell auswirkt. Little/Lindenberger/Nesselroade 
(1999, S. 207) nennen zwei Bedingungen, unter denen wenig Auswirkungen zu erwarten sind: 
Die Variablen müssen das Konstrukt in seiner Breite abdecken und genügend Konstruktvari-
anz erzeugen. 
Anders als für reflektive Messmodelle existieren für formative Messmodelle – wie im vorigen 
Abschnitt ausgeführt – keine formalen Gütekriterien. Bei der Auswahl der Indikatoren spielen 
deshalb ausschließlich inhaltliche Überlegungen eine Rolle (ausführliche Überlegungen zur 
Auswahl der Indikatoren für formative Messmodelle finden sich bei Diamantopou-
los/Winklhofer 2001, S. 272ff.). Dabei ist vor allem die Vollständigkeit der Indikatoren ein 
wichtiges Kriterium, das heißt für eine valide Konstruktmessung müssen alle zentralen ur-
sächlichen Indikatoren des Konstrukts bei der Messung berücksichtigt werden (Bol-
len/Lennox 1991, S. 308). Wenngleich in der Forschungspraxis häufig noch vernachlässigt, 
kommt der Dokumentation der Vollständigkeit der Indikatoren so eine zentrale Rolle bei der 
Verwendung formativer Messmodelle zu.  
Ein wichtiges – und häufig vernachlässigtes – Handlungsfeld zur Sicherstellung von inhalt-
licher Valdität sowohl formativer als auch reflektiver Messmodelle sind klare Konstruktdefi-
nitionen. Nur wenn die zentralen Konstrukte im Rahmen einer Studie sauber definiert werden, 
ist eine Überprüfung inhaltlicher Validität überhaupt zu leisten. Bollen (1989), S. 180ff., Di-
amantopoulos (2005) und Rossiter (2002) setzen sich deshalb ausführlich mit der Rolle von 
Konstruktdefinitionen auseinander. Die endgültige Auswahl der Indikatoren für den Frage-
bogen sollte zudem unbedingt mit Unterstützung externer Experten und auf Grundlage von 
Pretests bei Mitgliedern der Befragungszielgruppe erfolgen.  
Eine wichtige Frage im Rahmen der Entwicklung von Messmodellen ist zudem, inwieweit auf 
existierende Messmodelle zurückgegriffen werden soll. Langfristig ist anzustreben, dass für 
zentrale Konstrukte der betriebswirtschaftlichen Forschung standardisierte und sauber herge-
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leitete Messmodelle vorliegen und verwendet werden. Wir stimmen aber Ping zu, dass viele 
aktuell verwendete Skalen noch stark optimierungsbedürftig sind, so dass derzeit etablierte 
Skalen zwar auf jeden Fall bei der Skalenentwicklung berücksichtigt, aber keinesfalls unre-
flektiert übernommen werden sollten (Ping 2004, S. 130).  
 
3 Problemfelder bei der Datengrundlage  
3.1 „Common Method Bias“ 
Wie oben beschrieben, muss es bei der Modellspezifikation ein zentrales Ziel sein, alternative 
Erklärungen für die überprüften Zusammenhänge durch die Berücksichtigung entsprechender 
Konstrukte im Kausalmodell auszuschließen. Bei der Analyse von Befragungsdaten kann je-
doch auch der Datenerhebungsprozess selbst eine Erklärung für vorgefundene Beziehungen 
zwischen den Variablen sein. Man spricht hier vom  „Common Method Bias“: Werden unab-
hängige und abhängige Variablen bei einem Informanten gemessen, so kann nicht aus-
geschlossen werden, dass das beobachtete Korrelationsmuster auch auf kognitive Vorgänge 
beim Befragten (z. B. Konsistenzbestrebungen oder implizite Theorien) zurückzuführen ist 
und nicht auf tatsächliche Zusammenhänge zwischen den Variablen (Podsakoff/Organ 1986; 
Podsakoff et al. 2003). Wenngleich die – spärliche – bestehende empirische Evidenz darauf 
hindeutet, dass die durch den Common Method Bias entstehenden Verzerrungen eher gering 
sind (Crampton/Wagner 1994, Doty/Glick 1998, Harrsion/McLaughlin/Coalter 1996, Spector 
2006), sollten dennoch Maßnahmen ergriffen werden, um solche Effekte auszuschließen. Ins-
besondere sollte, wann immer möglich, auf unterschiedliche Datenquellen für unabhängige 
und abhängige Variablen zurückgegriffen werden. Eine ausführliche Auseinadersetzung mit 
der diesem und weiteren Verfahren zum Umgang mit einem Common Method Bias findet 
sich bei Podsakoff et al. (2003, S. 898). 
 
3.2 Skalierung der Daten 
Ein weiterer wichtiger Aspekt der Datengrundlage im Hinblick auf die Durchführung einer 
Kausalanalyse ist die Form der Abfrage der Indikatorvariablen. Die kausalanalytischen Ver-
fahren wurden im Hinblick auf metrisch gemessene Variablen entwickelt. Werden die Indika-
toren – wie im Rahmen betriebswirtschaftlicher Befragungsforschung üblich – über ver-
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schiedene ordinale Antwortkategorien (zum Beispiel Likert-Skalen) gemessen, so wird diese 
Annahme verletzt. Folgen können eine Unterschätzung von Korrelationen (Bollen/Barb 
1981), Faktorladungen (Babakus/Ferguson/Jöreskog 1987; DiStefano 2002) und Standard-
fehlern (DiStefano 2002; Muthén/Kaplan 1985) sowie zu hohe Werte für die χ2-Teststatistik 
(Green et al. 1997) sein. Verschiedene Studien machen allerdings deutlich, dass die entspre-
chenden Verzerrungen bei der Verwendung von fünf oder mehr Kategorien häufig ver-
nachlässigbar sind (Bollen/Barb 1981; Johnson/Creech 1983; O’Brien/Homer 1987), be-
sonders wenn die Verteilung der Indikatoren höchstens moderat von der Normalverteilung 
abweicht (Muthén/Kaplan 1985; Green et al. 1997). Sind diese Voraussetzungen gegeben, so 
sollten einfach die gängigen Verfahren für kontinuierlich skalierte Verfahren angewendet 
werden (ähnlich West/Finch/Curran 1995 und Finney/DiStefano 2006, S.299). In anderen 
Fällen kann die Schätzung der Modelle auf Grundlage einer polychorischen Korrelationsma-
trix zu deutlich besseren Ergebnissen führen (Babakus/Ferguson/Jöreskog 1987, DiStefano 
2002, Bollen 1989, Flora/Curran 2004, Jöreskog 1990, Muthén/Kaplan 1985). 
 
3.3 Stichprobengröße 
Die Leistungsfähigkeit kovarianzerklärender kausalanalytischer Verfahren wird stark von der 
Stichprobengröße beeinflusst. Eine Reihe von Studien zeigt, dass die Verwendung von Stich-
proben mit weniger als 100 Fällen sehr problematisch ist (Anderson/Gerbing 1984, S. 170; 
Boomsma 1985, S. 240). Bei solchen Stichproben sollten kovarianzerklärende Verfahren eher 
zurückhaltend und mit viel Bedacht (z. B. im Hinblick auf die Komplexität des analysierten 
Modells und die Gütebeurteilung) eingesetzt werden. Es lässt sich ebenfalls häufig beobach-
ten, dass bei Stichprobenumfängen von 200 bis 250 Fällen eine sichtbare Verbesserung der 
Ergebnisqualität eintritt (Boomsma/Hoogland 2001; Hu/Bentler 1998, 1999, S. 446f.; 
Marsh/Balla/McDonald 1988). Wir empfehlen deshalb, solche Stichprobenumfänge anzustre-
ben. Als Orientierungshilfe kann zusätzlich der Vorschlag von Bentler und Chou dienen, dass 
das Verhältnis der Fallzahl zur Anzahl der Modellparameter mindestens 5:1 betragen sollte 
(Bentler/Chou 1987). Der dabei unterstellte Zusammenhang zwischen diesem Verhältnis und 
der Leistungsfähigkeit der Kausalanalyse konnte empirisch bislang allerdings nicht nachge-
wiesen werden (Jackson 2001, 2003; Marsh et al. 1998).  
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Als weitere Orientierungshilfe bei der Bestimmung des Stichprobenumfangs für die kovari-
anzerklärende Kausalanalyse kann auch die angestrebte Teststärke (d. h. die Wahrscheinlich-
keit, bei einem statistischen Test keinen Fehler der 2. Art zu begehen) herangezogen werden 
(Hancock 2006). Einen einfachen Rückschluss auf nötige Stichprobengrößen erlaubt dabei 
vor allem das Verfahren zur Bestimmung der Teststärke des globalen Gütemaßes RMSEA 
(MacCallum/Browne/Sugawara 1996; Hancock/Freeman 2001). Verfahren zur Bestimmung 
der Teststärke im Hinblick auf einzelne Modellparameter (Saris/Satorra 1993; Kaplan 1995) 
sind vor allem darauf angelegt, die Teststärke nach der Modellschätzung zu bestimmen. Soll 
im Vorwege mit Hilfe der Stichprobengröße eine bestimmte Teststärke für einzelne Modell-
parameter sichergestellt werden, so ist eine Monte Carlo-Vorstudie vermutlich der beste – 
aber häufig sicher prohibitiv aufwendige – Weg (Muthén/Muthén 2002).  
Vor diesem Hintergrund lässt sich die für die Schätzung eines Modells letztlich benötigte 
Stichprobengröße meist nicht eindeutig bestimmen. Im Zweifelsfall sollten die Modell-
ergebnisse deshalb mit Hilfe von Stabilitätstests validiert werden (siehe hierzu Abschnitt 5.2).  
 
4 Problemfelder bei der Parameterschätzung und Gütebeurteilung  
4.1 Prinzip der Parameterschätzung 
Wie bereits einleitend kurz erläutert, können bei der Schätzung der Parameter von Kausalmo-
dellen zwei alternative Prinzipien der Parameterschätzung zum Einsatz kommen. Im Rahmen 
einer kovarianzerklärenden Parameterschätzung (meist Kovarianzstrukturanalyse oder LIS-
REL-Ansatz genannt) werden die Modellparameter simultan so geschätzt, dass eine Diskre-
panzfunktion minimiert wird, die die Distanz zwischen empirischer und vom Modell im-
plizierter Kovarianzmatrix der Indikatoren misst (Bollen 1989, S. 104ff.). Im Rahmen einer 
varianzerklärenden Parameterschätzung (allgemein PLS-Ansatz genannt) beschränken sich 
die entsprechenden Algorithmen immer nur auf Teilmodelle, unter der Annahme, dass die 
übrigen Modellparameter bereits bekannt sind (Fornell/Cha 1994). Maximiert wird dabei die 
erklärte Varianz der abhängigen Variablen im Strukturmodell und in den reflektiven Mess-
modellen (Betzin/Henseler 2005).  
Vor diesem Hintergrund ergeben sich deutliche Unterschiede im Hinblick auf die Anwen-
dungsmöglichkeiten der beiden Verfahren. Tabelle 1 gibt einen systematischen Überblick 
darüber, unter welchen Umständen sich die varianz- oder die kovarianzerklärende Kausalana-
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lyse besser zur Modellanalyse eignet (detailliertere systematische Vergleiche beider Prin-
zipien finden sich bei Scholderer/Balderjahn 2006 und Herrmann/Huber/Kressmann 2006). Ist 
das Ziel der Datenanalyse die Überprüfung und Entwicklung von Theorien zu komplexen 
Wirkungszusammenhängen, wie sie im Rahmen der betriebswirtschaftlichen Forschung der 
Regelfall sein dürften[1], so ist die kovarianzerklärende Kausalanalyse deutlich besser geeignet 
(ähnlich Scholderer/Balderjahn 2006, S. 67, Fassott 2005, S. 26, Chin/Newsted 1999). Die 
varianzerklärende Kausalanalyse eignet sich demgegenüber sehr gut als Prognoseinstrument 
(Scholderer/Balderjahn 2006, S. 67). Bezogen auf Modelleigenschaften liegt der Vorteil der 
kovarianzerklärenden Kausalanalyse vor allem darin, dass mediierende Effekte präzise ge-
schätzt werden können (Scholderer/Balderjahn 2006, S. 64). Die varianzerklärende Kausal-
analyse zeichnet sich im Vergleich dadurch aus, dass sie kaum empirischen Restriktionen im 
Hinblick auf die Modellgröße unterliegt (vgl. hierzu auch Abschnitt 2.1). Ebenso stellt die 
varianzerklärende Kausalanalyse kaum Anforderungen an die Datengrundlage. Vor allem 
kann sie anders als die kovarianzerklärende Kausalanalyse auch bei sehr kleinen Stichproben 
(mit weniger als 100 Fällen) gut zum Einsatz kommen. Deutliche Nachteile der varianzerk-
lärenden Kausalanalyse ergeben sich im Hinblick auf die Ergebnisgenauigkeit. PLS-Schätzer 
sind im Allgemeinen nicht einmal konsistent (nur bei gleichzeitig steigender Zahl der Indika-
toren McDonald 1996, S. 248) und auch bei reflektiven Konstrukten nicht messfehlerkor-
rigiert (Scholderer/Balderjahn 2006, S. 61). Neben den hier betrachteten Facetten der Ergeb-
nisgenauigkeit (Konsistenz, Messfehlerkorrektur) liegen zudem Hinweise darauf vor, dass 
(aufgrund unterschiedlicher Voreinstellungen für die Startwerte) die verschiedenen PLS-
Softwarepakete unterschiedliche Ergebnisse im Hinblick auf die Vorzeichen der geschätzten 
Parameter liefern (Temme/Kreis 2005, S. 207).  
Ein weiterer (und unseres Erachtens zentraler) Nachteil der varianzerklärenden Verfahren 
liegt im Fehlen einer Möglichkeit zur globalen Güteüberprüfung. Nur auf Grundlage kovari-
anzerklärender Schätzungen können fehlspezifizierte Modelle (z. B. Modelle, in denen ein 
wichtiger struktureller Pfad fehlt) als solche erkannt werden. Insgesamt weist die kovari-
anzerklärende Kausalanalyse das deutlich höhere Leistungspotenzial auf. Ihr Einsatz sollte 
deshalb der Regelfall im Rahmen der empirischen betriebswirtschaftlichen Forschung sein. 
                                                 
[1] Vgl. jedoch Albers/Hildebrandt (2006), S. 26 f., für eine skeptische Einschätzung im Hinblick auf die Mög-
lichkeiten zur empirischen Überprüfung von Theorien bezogen auf die Erfolgsfaktorenforschung und demzu-
folge für eine tendenzielle Ablehnung der kovarianzerklärenden Kausalanalyse. 
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Ein sehr ähnliches Fazit ziehen auch Scholderer/Balderjahn (2006, S. 67): „PLS sollte nach 
unserer Auffassung insofern nur eingesetzt werden, wenn ein Einsatz von LISREL definitiv 
nicht möglich ist.“ 
Eignung der varianz-
erklärenden Kausalanalyse




(z.B. LISREL, EQS, AMOS, 
Mplus)
Ziel der Datenanalyse
Konfirmatorische Überprüfung von 
Theorien
Problematisch, da Prüfung der 
globalen Modellgüte nicht möglich. Ja.
Explorative Entwicklung von Theorien Problematisch, da Prüfung der globalen Modellgüte nicht möglich. Ja.
Prognose abhängiger Variablen Ja. Ja, aber Parameter nicht zur Prognose optimiert.
Modelleigenschaften
Großer Modellumfang Ja.
Eher nicht, bei sehr 
großen/komplexen Modellen 
häufiger Instabilitäten.
Reflektive Messmodelle Ja. Ja.
Formative Messmodelle Ja. Ja, unter kleineren Einschränkungen möglich.
Konstrukte höherer Ordnung Nein. Ja.
Modellierung mediierender Effekte Problematisch. Ja.
Modellierung latenter Interaktionen Ja. Ja.
Mehrgruppenanalyse Eingeschränkt möglich. Ja.
Datengrundlage
Kleine Stichproben 
(n<100) Ja. Sehr problematisch.
Nicht normal verteilte 
Indikatorvariablen Ja.




Konsistenz der Schätzer Nein, nur bei sehr hoher Zahl der Indikatoren. Ja.
Messfehlerbereinigte Schätzung Nein. Ja, bei reflektiv gemessenen Konstrukten.
Güteüberprüfung
Lokal Ja, inferenzstatistische Tests über Resampling-Verfahren möglich.
Ja, auch inferenzstatistische Tests 
problemlos möglich.
Global Nein. Ja, große Vielfalt an globalen Gütemaßen.
 
 
Tabelle 1: Strukturierte Entscheidungshilfe zur Wahl des Prinzips der Parameterschätzung 
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4.2  Auswahl der Diskrepanzfunktion 
Bei der Anwendung der kovarianzerklärenden Kausalanalyse stellt sich dem Anwender vor 
der Parameterschätzung die Frage nach der geeigneten Diskrepanzfunktion, d. h. der Funk-
tion, die misst, inwieweit sich die durch die Modellparameter implizierte und die empirische 
Kovarianzmatrix unterscheiden. Hierzu steht eine Reihe von verschiedenen Funktionen zur 
Auswahl, die sich bezüglich ihrer statistischen Eigenschaften, der zugrunde liegenden An-
nahmen und ihrer Leistungsfähigkeit bei kleinen Stichproben unterscheiden (Bollen 1989, 
Backhaus et al. 2003). 
In den meisten Programmen voreingestellt ist die Schätzung nach dem Maximum-Likelihood-
Prinzip (ML). Formal liefert diese Diskrepanzfunktion nur bei Vorliegen einer multivariaten 
Normalverteilung der Indikatorvariablen zuverlässige Ergebnisse. Zahlreiche Simulationss-
tudien haben allerdings gezeigt, dass Abweichungen von der multivariaten Normalverteilung 
höchstens zu einer geringen Verzerrung der geschätzten Parameter führen (Benson/Fleishman 
1994; Boomsma/Hoogland 2001; Lei/Lomax 2005). Gravierender sind die Auswirkungen auf 
die Teststatistiken (Hoogland/Boomsma 1998, S. 359ff.): Standardfehler werden in der Regel 
unterschätzt, und die χ2-Teststatistik wird überschätzt – insbesondere wenn die Schiefe und 
Wölbung der meisten Indikatorvariablen außerhalb des Bereiches zwischen -1 und +1 liegen 
(Muthén/Kaplan 1985, S. 187). West/Finch/Curran (1995, S. 74) und Curran/West/Finch 
(1996, S. 26) erwarten sogar nur wenige Probleme, wenn die Schiefe der meisten Indikator-
variablen größer oder gleich |2| und ihre Wölbung größer oder gleich |7| ist. Um die Probleme 
bei der Schätzung der Standardfehler und χ2-Teststatistik zu überwinden, sind leistungsfähige 
Korrekturverfahren entwickelt worden (Boomsma/Hoogland 2001; Satorra/Bentler 1994; 
West/Finch/Curran 1995, S. 65f.), deren Anwendung häufig als robuste ML-Schätzung (R-
ML) bezeichnet wird.  
Vor allem in Deutschland ist auch die Schätzung nach dem Prinzip der ungewichteten klein-
sten Quadrate (ULS) weit verbreitet (Hildebrandt/Temme 2005, S. 63). Hier wird die An-
nahme einer multivariaten Normalverteilung der Indikatoren nur für die Berechnung der Test-
statistiken benötigt, nicht aber für die Parameterschätzung. Über die tatsächliche Leistungs-
fähigkeit des Verfahrens bei Abweichungen von der Normalverteilung und kleinen Stichpro-
ben ist nur sehr wenig bekannt (eine Ausnahme stellt Balderjahn 1986 dar). Grundsätzlich ist 
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darauf hinzuweisen, dass ULS-Schätzer weniger günstige Eigenschaften als ML-Schätzer 
haben (Bollen 1989, S. 112). 
Völlig ohne Verteilungsannahmen kommt die Schätzung nach dem Prinzip der gewichteten 
kleinsten Quadrate (WLS) aus. Allerdings liefert eine Schätzung nach diesem Verfahren erst 
ab Stichprobengrößen von 1000 und mehr Ergebnisse, die bei nicht-normal verteilten Aus-
gangsdaten ML-Schätzungen an Präzision erreichen oder sogar übertreffen (Booms-
ma/Hoogland 2001; Curran/West/Finch 1996; Hu/Bentler/Kano 1992, S. 356; Olsson et al. 
2000). Vor diesem Hintergrund empfehlen wir, im Regelfall ML-Schätzungen vorzunehmen 
(ähnliche Hoyle/Panter 1995, S. 164), bzw. bei einer Stichprobe von mehr als 200 Fällen  
R-ML-Schätzungen (ähnlich West/Finch/Curran 1995, S. 74). 
 
4.3 Gütebeurteilung  
Ziel bei der Gütebeurteilung eines Kausalmodells ist die Prüfung, ob das unterstellte Modell 
mit der Struktur der empirischen Daten hinreichend konsistent ist (Homburg/Baumgartner 
1995b, S. 162). Dabei sollte immer die lokale Modellgüte (bezogen auf einzelne Modellkom-
ponenten) und die globale Modellgüte (bezogen auf das Gesamtmodell) berücksichtigt wer-
den (Bollen/Long 1993, S. 6; Homburg/Baumgartner 1995b, S. 171). Relativ unproblematisch 
ist die lokale Gütebeurteilung. Hier empfiehlt sich die Ermittlung der Reliabilität der einzel-
nen Indikatoren und der Konstruktreliabilitäten für das Messmodell sowie die Ermittlung der 
quadrierten multiplen Korrelationen für die Strukturgleichungen (Homburg/Baumgartner 
1995b, S. 170f.). Im Folgenden liegt der Fokus auf der globalen Gütebeurteilung. Die Aus-
führungen beziehen sich dabei auf die kovarianzerklärende Kausalanalyse, da für PLS die 
Entwicklung globaler Gütemaße noch aussteht (eine gute Übersicht über Gütemaße für PLS-
Modelle geben Krafft/Götz/Liehr-Gobbers 2005). 
Traditionelles Maß zur Beurteilung der Anpassungsgüte des Kausalmodells ist ein inferen-
zstatistischer Test mit Hilfe einer χ2-Teststatistik (über verschiedene Berechnungsmöglich-
keiten finden sich Ausführungen z.B. bei Bentler/Dudgeon 1996, Jöreskog 2004, Jöreskog et 
al. 2003, Satorra/Bentler 1994 und Yuan/Bentler 1998). Getestet wird dabei die Nullhy-
pothese, dass die vom Modell implizierte Kovarianzmatrix der Indikatoren gleich der entspre-
chenden Kovarianzmatrix in der Grundgesamtheit ist (also dass das Modell richtig ist). Diese 
Nullhypothese ist allerdings häufig als unrealistisch kritisiert worden, da wissenschaftliche 
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Modelle letztlich immer Vereinfachungen der Wirklichkeit darstellen müssen und die Nullhy-
pothese des χ2-Tests daher eigentlich nie zutreffen kann (Bollen/Long 1993, S. 6; MacCallum 
2003). 
Angesichts dieser Kritik sind weitere Anpassungsmaße entwickelt worden, die die Anpas-
sungsgüte graduell messen (Übersichten finden sich z.B. bei Bagozzi/Yi 1988, Hom-
burg/Baumgartner 1995b, Hu/Bentler 1995, Schermelleh-Engel/Moosbrugger/Müller 2003 
und Tanaka 1993). Es ist ausdrücklich zu empfehlen, neben dem χ2-Test mehrere dieser zu-
sätzlichen Anpassungsmaße zur Gütebeurteilung heranzuziehen (Bollen/Long 1993, S. 6; 
Homburg/Baumgartner 1995b, S. 166). Der Anwender der Kausalanalyse sollte dabei aus der 
großen Menge an Anpassungsmaßen vor allem solche auswählen, die sensibel auf eine Fehl-
spezifikation des Modells reagieren und möglichst wenig durch Kontextfaktoren (wie z. B. 
Stichprobengröße oder Verteilung der Daten) beeinflusst werden. Da zu entsprechenden Sen-
sibilitäten kaum theoretische Informationen vorliegen, sind dazu in den vergangenen Jahren 
umfangreiche Simulationsstudien durchgeführt worden (Beauducel/Wittmann 2005; Fan/Sivo 
2005; Fan/Thompson/Wang 1999; Hu/Bentler 1998, 1999; Marsh/Balla 1994; 
Marsh/Balla/McDonald 1988; Marsh/Hau/Wen 2004; Sharma et al. 2005). Auf Grundlage der 
bisherigen Ergebnisse dieser Studien empfehlen wir, neben dem passenden χ2-Test auch den 
RMSEA, den CFI, den NNFI und den SRMR zur Gütebeurteilung einzusetzen. Die populären 
Anpassungsmaße GFI und AGFI sollten dagegen eine geringere Rolle spielen.  
Steht fest, welche Anpassungsmaße verwendet werden sollen, stellt sich die Frage, ab wel-
chen Werten dieser Anpassungsmaße ein Modell als nicht mehr akzeptabel angesehen werden 
soll. Wir empfehlen, vorerst an den mittlerweile weitestgehend etablierten und vielfach do-
kumentierten Schwellenwerten für die einzelnen Anpassungsmaße festzuhalten. Zwar schla-
gen Hu/Bentler (1999) auf Grundlage einer umfangreichen Simulationsstudie vor, bei einigen 
Anpassungsmaßen strengere Schwellenwerte zu verwenden, da sonst bestimmte leichte Fehl-
spezifikationen nicht erkannt werden. Es ist jedoch Marsh/Hau/Wen (2004), S. 326, zu-
zustimmen, dass entsprechende Fehlspezifikationen im wissenschaftlichen Alltag häufig in 
Kauf genommen würden und die strengeren Schwellenwerte deshalb wenig praktikabel sind.  
Konkret empfehlen wir deshalb, für den RMSEA und den SRMR Werte unter 0,05 als gut 
und unter 0,1 als akzeptabel anzusehen (Browne/Cudeck 1993, Schermelleh-
Engel/Moosbrugger/Müller 2003). Der CFI und der NNFI sollten 0,9 überschreiten (Hom-
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burg/Baumgartner 1995b, S. 166). Zusätzlich sollte die Relation χ2/df kleiner als 3 ausfallen 
(Homburg 1989, S. 188). Diese Schwellenwerte sollten dabei nie als absolut verbindliche 
Werte, sondern eher als bewährte Richtlinien angesehen werden. Darüber hinaus sollte die 
Ablehnung eines Modells auch nicht an einem verfehlten Schwellenwert festgemacht werden 
(Bollen/Long 1993, S. 6; Homburg/Baumgartner 1995b, S. 172), Abweichungen sollten aber 
immer dokumentiert und analysiert werden.  
 
5 Problemfelder bei der Interpretation und Dokumentation der Er-
gebnisse  
5.1 Modellmodifikation  
Ergibt sich für ein Modell im Rahmen der Gütebeurteilung keine hohe Anpassungsgüte, dann 
stellt sich für den Anwender der Kausalanalyse häufig die Frage, welche Veränderungen am 
Modell zu einer besseren Modellanpassung führen. Für solche „specification searches“ stehen 
verschiedene Verfahren zur Verfügung (Chou/Bentler 1990; Homburg/Dobratz 1991, 1992). 
Kaplan empfiehlt, sich gleichzeitig an der durch die Freigabe eines fixierten Parameters er-
zielten Verbesserung der χ2-Teststatistik und dem dadurch zu erwartenden Wert für den ent-
sprechenden Parameter zu orientieren: Nachträgliche Modifikationen am Modell sollten vor 
allem bezüglich solcher Parameter vorgenommen werden, bei denen beide Werte hoch aus-
fallen (Kaplan 1990, S. 152). 
Mit solchen Modifikationen geht der Anwender allerdings das Risiko ein, dass das am Ende 
mit den Daten konsistente Modell anstelle von in der Grundgesamtheit existierenden Zusam-
menhängen vor allem zufällige Stichprobengegebenheiten widerspiegelt (Homburg/Dobratz 
1992; MacCallum 1986; MacCallum/Roznowski/Necowitz 1992). Es sind verschiedene Stra-
tegien vorgeschlagen worden, um dieses Risiko zu verringern (einen guten Überblick geben 
Diamantopoulos/Siguaw 2000, S. 106). Vor allem wird immer wieder betont, dass nachträgli-
che Modifikationen nur dann vorgenommen werden sollten, wenn sich die Veränderung des 
Modells auch theoretisch begründen lässt (Cliff 1983, S. 123f.; Kaplan 1990, S. 153; MacCal-
lum 1986, 2003; Raykov/Widaman 1995, S. 310ff.). Schließlich sollten die mit Hilfe nach-
träglicher Modifikationen weiterentwickelten Modelle immer einer Kreuzvalidierung unter-
worfen werden. Das heißt, dass an einer anderen Stichprobe aus derselben Grundgesamtheit 
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überprüft wird, ob das neue Modell konsistent mit den Daten ist (Cudeck/Browne 1983, 
Homburg 1989, 1991). 
 
5.2 Stabilität der Ergebnisse 
Aufgrund ihrer hohen methodischen Komplexität wird die Leistungsfähigkeit der Kausalana-
lyse von einer ganzen Reihe von Kontextfaktoren (z. B. Stichprobengröße, Verteilung der 
Variablen, Modellgröße, Effektstruktur) beeinflusst. Gerade die Interaktionen dieser Faktoren 
sind bislang kaum erforscht. Im Vorfeld einer Anwendung der Kausalanalyse kann deshalb 
nicht ausgeschlossen werden, dass die untersuchungsspezifische Ausprägung dieser Kon-
textfaktoren zu instabilen Ergebnissen führt (d. h., dass sich die Ergebnisse bei kleinen Stich-
probenveränderungen stark ändern). Wir empfehlen deshalb, nach Durchführung der 
Kausalanalyse zu prüfen, wie stabil die Ergebnisse sind, wenn mehrmals, zufällig ausgewählt, 
10% der Fälle aus der Stichprobe entfernt werden. Eine beispielhafte Anwendung findet sich 
zum Beispiel bei Homburg/Stock 2004. Kommt es hier zu starken Schwankungen, so sollten 
die Ergebnisse der Kausalanalyse hinterfragt und nach Möglichkeit durch andere Datenana-
lyseverfahren validiert werden.  
 
5.3 Interpretation der Ergebnisse 
MacCallum und Austin konstatieren bei Anwendern der Kausalanalyse eine Anfälligkeit für 
einen „Confirmation Bias“, beschrieben als „prejudice in favor of the model“ (Mac-
Callum/Austin 2000, S. 213). Ein wichtiges Symptom dieses Bias ist in ihren Augen dabei die 
starke Zurückhaltung von Anwendern der Kausalanalyse, alternative Erklärungen für das be-
obachtete Kovarianzmuster zu berücksichtigen.  
Wir empfehlen deshalb, anhand der für die Modellschätzung verwendeten Daten auch alterna-
tive theoretisch fundierte Modelle zur selben Forschungsfragestellung zu untersuchen. Zeigt 
sich das gewählte Modell diesen alternativen Modellen überlegen, so ist dies ein weitaus stär-
keres Indiz für dessen Leistungsfähigkeit als allein der Nachweis der Konsistenz mit den Da-
ten. Der Vergleich zwischen verschiedenen Modellen kann zum einen auf Grundlage der be-
reits vorgestellten Anpassungsmaße erfolgen. Hier eignen sich insbesondere solche Anpas-
sungsmaße, die die Anzahl der Freiheitsgrade des Modells berücksichtigen, da ansonsten Mo-
delle mit mehr Modellparametern tendenziell bevorzugt würden (Bollen 1989, S. 289). Dar-
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über hinaus sind speziell für Modellvergleiche so genannte Informationskriterien entwickelt 
worden. Zu nennen sind hier insbesondere das AIC (Akaike’s Information Criterion) sowie 
das BIC (Bayesian Information Criterion) (Kuha 2004). Eine weitere Möglichkeit stellt das 
Verfahren der Kreuzvalidierung dar, wobei das Modell als am leistungsfähigsten eingestuft 
wird, das die größte Konsistenz mit dem neuen Datensatz aufweist (Homburg 1991). 
Eine besondere Form alternativer Modelle sind die so genannten „äquivalenten Modelle“. Es 
handelt sich dabei um anders spezifizierte Modelle, die exakt dieselbe Konsistenz mit den 
beobachteten Daten aufweisen wie das untersuchte Modell (Hershberger 2006, S. 13). Eine 
Entscheidung zwischen verschiedenen äquivalenten Modellen kann deshalb nur anhand von 
Plausibilitätsüberlegungen und theoretischen Argumenten getroffen werden. Die Zahl der 
möglichen äquivalenten Modelle ist dabei oft sehr hoch (MacCallum et al. 1993), in bes-
timmten Fällen sogar unendlich (Raykov/Marcoulides 2001). Allerdings lassen die meisten 
der so gewonnenen Modelle vermutlich keine substanziell anderen Implikationen als das 
untersuchte Modell zu (Markus 2002). Der Ertrag einer Beschäftigung mit äquivalenten Mod-
ellen würde dem vergleichsweise hohen Aufwand zur Identifikation solcher Modelle 
(Lee/Hershberger 1990; Raykov/Penev 1999; Stelzl 1986) daher vermutlich meist nicht 
gerecht werden.  
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5.4 Dokumentation der Ergebnisse 
In Bestandsaufnahmen von wissenschaftlichen Anwendungen der Kausalanalyse wird immer 
wieder konstatiert, dass in den veröffentlichten Arbeiten häufig wichtige Informationen zu 
Vorgehensweise und Ergebnissen der Kausalanalyse fehlen (Hildebrandt/Temme 2005; Mac-
Callum/Austin 2000, S. 219f.). Dies erschwert eine fundierte Auseinandersetzung mit den 
Ergebnissen. Es sind deshalb in den vergangen Jahren mehrfach Vorschläge für Dokumenta-
tionsstandards für kausalanalytische Untersuchungen gemacht worden (Boomsma 2000; Hoy-
le/Panter 1995; McDonald/Ho 2002). Idealerweise sollte unseres Erachtens keine kausalana-
lytische Studie zur Veröffentlichung akzeptiert werden, ohne dass die folgenden Informa-
tionen dokumentiert sind (es ist anzumerken, dass gerade im internationalen Kontext solche 
Informationen häufig auch in Begutachtungsprozessen ausgetauscht werden, ohne dass sie im 
letztlich veröffentlichten Dokument erscheinen):  
• die Stichprobengröße, 
• eine Liste mit allen Indikatoren in ihrer genauen Formulierung (inklusive der Indikatoren, 
die im Zuge der Skalenbereinigung herausgefallen sind) sowie Informationen über ihre 
Verteilungen, Mittelwerte, Varianzen, Indikatorreliabilitäten und die Faktorreliabilitäten, 
• eine Darstellung der Maßnahmen zur Sicherstellung der inhaltlichen Validität der Mess-
modelle sowie eine Begründung für die Wahl der Messphilosophie, 
• Informationen zur Parameterschätzung (insbesondere zur verwendeten Diskrepanzfunk-
tion und der Anzahl der Modellparameter), standardisierte Parameterschätzer für das 
Strukturmodell mit t-Teststatistiken [2] (auch bei nicht signifikanten Effekten) sowie Kor-
relationsmatrizen der latenten und beobachteten Variablen,  
• mehrere aussagekräftige Gütemaße für das untersuchte Modell. 
                                                 
[2] Bei einer varianzerklärenden Kausalanalyse sollten in diesem Zusammenhang auch Informationen zur Durch-
führung des Bootstrapping zur Ermittlung der Standardfehler angegeben werden (insbesondere die verwendete 
Methode, die Zahl der Replikationen und die Größe der Teilstichproben). 
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6 Schlussbemerkungen 
Es steht außer Frage, dass Dependenzanalysen einen wichtigen Beitrag zum Erkenntnis-
fortschritt in der betriebswirtschaftlichen Forschung leisten. Die Kausalanalyse ist bislang ihr 
leistungsstärkstes Verfahren. Es ist jedoch zu konzedieren, dass Anwendungen der 
Kausalanalyse in der betriebswirtschaftlichen Forschung häufig unübersehbare Defizite auf-
weisen. Wir haben in diesem Beitrag einige Anwendungsempfehlungen herausgearbeitet (vgl. 
Tabelle 2 für einen Überblick), die möglicherweise einen Beitrag zu mehr Anwendungssi-
cherheit im Umgang mit der Kausalanalyse leisten können. Hildebrandt ist jedoch unbedingt 
zuzustimmen, dass solche Leitfäden eine intensive Auseinandersetzung mit den mathema-
tischen Grundlagen und Anwendungsbedingungen der Kausalanalyse nicht ersetzen können 
(Hildebrandt 2005).  
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