In this benchmark study, time-dependent density-functional theory (TDDFT) is applied to calculate one-and two-photon absorption spectra (related to linear and third-order optical responses, respectively) in a series of large donor-acceptor substituted conjugated molecules. Calculated excitation energies corresponding to oneand two-photon-absorption maxima are found to be in excellent agreement with experiment. The evaluated two-photon-absorption cross sections agree with experimental data as well. We conclude that the TDDFT approach is a numerically efficient method for quantitative calculations of resonant nonlinear polarizabilities in large organic chromophores.
I. Introduction
Two-photon absorption (TPA) involves electronic excitation of a molecule induced by a pair of photons of the same or different energy. Unlike one-photon absorption (OPA), TPA is quadratically proportional to the intensity of the incident light, and hence, by focusing the beam, one can precisely localize TPA in a small volume up to one wavelength in size deep inside the bulk of the material. This property of TPA holds great promise for many useful applications 1 such as manufacturing of optoelectronic logical circuits 2 and three-dimensional optical data storage, [3] [4] [5] [6] optical power limiting, 7 upconversion lasing, 8 in vivo imaging of biological tissues, 9,10 and photodynamic therapy. 11 However, to minimize photodamage, one has to utilize lasers of lower intensity. Existing materials do not absorb enough at low intensities, and this makes synthesis of new materials with large TPA cross sections an important goal. In particular, an accurate theoretical prediction of TPA properties (both frequencies and cross sections) is necessary for the rational design of chromophores with enhanced nonlinear optical response.
Until very recently, most known organic molecules possessed low TPA cross sections, on the order of 10s of GM (Göppert-Mayers, 1 GM ) 10 -50 cm 4 s). Recent advances in molecular design and modeling by Webb, 12, 13 Reinhardt, 14, 15 Perry, [16] [17] [18] and others have led to key design strategies linking two-photonabsorbing properties to the molecular structure. Enhanced nonlinear properties in these functional materials result from long-range collective electronic "communications" (coherence and charge transport). 19 Therefore, there is a clear need for quantitative computational approaches able to calculate molecular clusters with hundreds of atoms in size and to fully investigate electronic phenomena and predict trends.
While post-Hartree-Fock (HF) ab initio methods, such as MR-CI (multireference configuration interaction) and CASPT2 (complete active space with perturbation theory correction to the second order), provide an accurate description of the electronic transitions in principle, they are prohibitively expensive when applied to the molecules of practical interest. Semiempirical methods, on the other hand, are usually parametrized for the ground state (e.g., Austin Model 1 (AM1)) and (at most) the excited states active in the linear spectroscopy (e.g., the intermediate neglect of differential overlap/spectroscopy (INDO/S) model, fitted to reproduce UV-vis absorption spectra at the CI singles (CIS) level). These models are often in error when applied to the two-photon transitions where higher excited-state energy levels are involved and double excitations are important. Methods including higher-order correlations are computationally expensive and often result in the overcorrelated ground-state wave function. 16, 18 In addition, size consistency is not guaranteed and special care needs to be taken when choosing the right configurations. [20] [21] [22] Random phase approximation (RPA) theory, also known as the time-dependent Hartree-Fock (TDHF) method, 23 was shown to be an affordable way to treat electronic spectroscopy of large molecules. 24 However, systematic deviations from the experimental data 25 remain in the description of the correlated electronic states. Here we propose to use an adiabatic TDDFT approach 26 for calculation of TPA properties in large organic molecules. We expect TDDFT to perform well in TPA calculations based on the success of this method in the description of the excited states. TDDFT was shown to be superior to both semiempirical (ZINDO and PM3/S) 27 and low-level ab initio (CIS and TDHF) 28, 29 results in predicting electronic excitations into the valence states. In particular, TDDFT calculates relatively well even states with significant double excitation character such as A g states in centrosymmetric molecules. 30 Higher-lying Rydberg states are also well reproduced by TDDFT if asymptotic corrections to the standard GGA functional are made and large basis sets are used. 31, 28 Typical hybrid functionals, such as the B3LYP model, provide the best accuracy. 32 In addition, the extensions of TDDFT to second-and third-order properties have been explored in several studies [33] [34] [35] and, in particular, for TPA properties in small molecules. 36 Recently we have shown that the density matrix formulation of the time-dependent Kohn-Sham equations 33,37,38 allows treatment of adiabatic TDDFT on the same footing as the TDHF theory to an arbitrary order in the external perturbation. 39 This allows us to obtain closed expressions for frequency-dependent optical polarizabilities up to the third order in the driving field. 39 In this article, we use these equations for computing the thirdorder optical response and, subsequently, TPA energies and cross sections in the extended molecular systems. As a benchmark for our TDDFT calculations, we selected recently published extensive experimental and theoretical studies of stilbene and bis(styryl)benzene derivatives. [16] [17] [18] 40, 41 
II. Theoretical Methodology
The two-photon-absorption cross section σ is related to the imaginary part of the third-order polarizability γ as [16] [17] [18] 40, 41 where p is Plank's constant, c is the speed of light, n is the refractive index of the media, L is the local field factor, and is the average over all orientations, where indices i and j refer to spatial directions x, y, and z. 42 Traditional evaluation of the third-order polarizability using the perturbative sum-over-state (SOS) approach 43,44 requires ground-and excited-state energies, state dipoles, and transition dipoles. However, the manifold of contributing states and transition dipole moments between the excited states are not available from linear response theory (see a detailed discussion in ref 39) . Alternative expressions for the frequencydependent polarizabilities have been recently derived specifically for TDHF and TDDFT approaches. 23, 39 These equations require only quantities that can be obtained from linear response theory and the corresponding functional derivatives in the TDDFT method.
In particular, the third-order polarizability corresponding to TPA eqs 2.1 and 2.2 can be calculated using an eight-term expression symmetrized with respect to ω 1 , ω 2 , and ω 3 permutations 23, 39 where Here S r ) sign(R), indices s ) i, j, k, l label the spatial directions (x, y, and z), indices ν ) R, , γ, δ, η ) -M, ..., M run over the excited states, and Ω ν are excitation energies obtained from linear response theory by diagonalization of the Liouville operator which eigenvectors (transition densities ν ) come in conjugated pairs. 26, 23 We assume that Ω ν is positive (negative) for all ν > 0 (ν < 0) according to the convention Ω -ν ) -Ω ν . The other variables 39
are tensors symmetrized with respect to all permutations of their indices (R, , γ, δ, η) which describe coupling among the excited states mediated by Coulomb V and dipole µ interactions. Here µ (s) is the dipole matrix for s-spatial direction, F j is the ground-state density matrix, and I is a unit matrix. These are K × K matrixes in the orthonormal finite basis set of size K. The Coulomb exchange-correlation operator Ṽ is defined as where (pqσ|mnσ′) denotes the two-electron integrals (indices p, q, m, n, and σ refer to the orbitals spatial and spin indices, respectively). Becke's mixing parameter c x allows the introduction of the HF exchange and the construction of hybrid functionals. 45, 46 f pqσ,mnσ′ is the matrix element of the kernel corresponding to the functional derivative 26, 47 Here E xc [n] is an exchange-correlation functional of the charge density n(r). Finally, the expressions for V (2) and V (3) are quadratic and cubic in , respectively, 39 and depend on the thirdand fourth-order functional derivatives that are currently being coded into some modern quantum-chemical packages primarily for implementing the analytic derivative technique in TDDFT. 47
III. Computational Approach
For the practical implementation of this methodology, we used the Gaussian 98 package 48 to calculate the linear response in adiabatic TDDFT by solving an eigenproblem (2.12) and, subsequently, to print the excitation energies Ω ν , transition densities ν , dipole matrixes µ (s) , and relevant Coulomb exchange-interaction matrixes Ṽ ( ν ) and Ṽ ((1/2)(( , F j), R )) defined by eq 2.18. To calculate the TPA frequencies and crosssection magnitudes, we utilize the collective electronic oscillator (CEO) program which computes first-, second-, and third-order responses in various regimes using the TDHF approach combined with the semiempirical Hamiltonian models. 23 Minor code modifications were required to interface the CEO with TDDFT data printout since both TDHF and TDDFT methods share the same mathematical description for the excited-state electronic structure. 39 In our calculations, terms containing V (2) and V (3) in eqs 16 and 17 have been neglected since the appropriate functional derivatives are not yet available in the Gaussian suit. 48 We believe that these quantities will have a minor impact on the nonlinear polarizability magnitudes. In fact, as we show later in this paper, the Coulomb operators on the cross densities Ṽ ((1/2)(( , F j), R )) have negligible effect on the TPA cross sections. In practice, terms containing V (2) and V (3) are straightforward to implement into our code once the corresponding functional derivatives become available in the quantum-chemical codes. In section IV.C, we test the effect of various approximations in the third-order polarizability expression (2.3-2.11) to identify the major contributions.
The OPA and TPA properties of stilbene and bis(styryl)-benzene derivatives have been a subject of extensive experimental studies. [16] [17] [18] These molecular structures are shown on Figure 1 . In this article, we use the experimental data to benchmark the accuracy of the TDDFT approach for OPA and TPA properties. All quantum chemical calculations were performed using Gaussian 98. 48 Unless stated otherwise, the 6-31G basis set was used for all calculations. For the DFT computations, we employed the B3LYP functional, which is the most commonly used and, arguably, the most accurate density functional in quantum chemistry. The geometry was optimized at the HF and B3LYP levels. The solvation effects were neglected. The optimized geometry was then used to carry out the TDDFT/B3LYP calculations.
Molecular structures used in the calculations (Figure 1 ) differ from those studied experimentally [16] [17] [18] as follows: the alkyl groups (butyl and dodecyl) and terminal phenyl rings in diphenylamino groups were replaced with the methyl groups. Some experimental data are available for both diphenylamino and dialkylamino derivatives. To distinguish them, we use letter a (2a, 3a, etc.) for the molecules with the diphenylamino groups. All molecular geometries were optimized starting from the conformations analogous to geometries found in the crystal structures of 6a and 11a, 18 which means C 2 symmetry for molecules 1, 2, and 2a, and C i symmetry for the others. Molecular geometries were optimized in these symmetry groups, as well as in planar C 2h symmetry.
IV. Results and Discussions
A. The Effects of Molecular Geometry. Even the most accurate electronic structure method will fail if the input molecular geometry is not accurate. The effect of the input molecular geometries on the calculated TPA properties appears to be significant. The molecules in question are conjugated molecules, where typically two structural factors have a major impact on the electronic properties. The bond length alternation (BLA) parameter, defined as the difference in length between the single and double bonds (r(CsC) -r(CdC)) 49 reflects the degree of an uneven distribution of the π electrons over the bonds (Peierls distortion). Additionally, the torsional disorder (nonplanarity) defined as the deviation of the torsional angle around the single bond from 180 degrees affects the delocalization of the π-electron system as well. Both parameters depend on the chemical substituents, solvent, and the other environmental factors. For instance, it has been reported 50 that the change from planar to twisted AM1 optimized geometry (nonplanarity of 25°) and the change in BLA from 0.075 to 0.090 Å for the molecule 11 mediated by approaching point charges increase the transition energy by 0.5 eV and decrease the TPA cross section 2-fold. In another family of molecules, however, the calculated TPA cross sections 51 increase upon twisting the molecule by 80°from the planar geometry.
It was shown that several DFT functionals yield planar optimal geometries for the unsubstituted stilbene, unlike the other methods, where nonplanarity increases when going from AM1 to HF and to MP2 (Møller-Plesset perturbation theory). 52 The BLA parameter can also vary from 0.15 Å in HF to 0.11 Å in AM1, MP2, and B3LYP methods. These results show a requirement for a careful choice of the geometry optimization method.
Unfortunately, the comparison of molecular geometries with experimental data is not straightforward. The nonplanarity of trans-stilbene (compound 1 in Figure 1 ) was a subject of debate. Even though the molecule appears to be almost planar in crystal at the room temperature, this is an artifact of positional disorder and pedal motion. 53 Even when the disorder is not detected, the average length of the central bond and nonplanarity may
be underestimated. This is why special treatment, such as lowtemperature experiments 54 and partial positional occupational refinements, 55 is needed. After precautions are taken, the BLA in the crystal is 0.136-0.146 Å, and nonplanarity is 5°. One may argue that the crystal environment distorts the molecular geometry from the gas-phase value, but we have to keep in mind that the spectroscopic experiments are done in solution with the polarity similar to that in stilbene crystal. Gas-phase electron diffraction of the trans-stilbene 56 yields a similar BLA of 0.152 Å, but nonplanarity is found to be much greater (32°). However, this result can be ambiguously interpreted as a mean amplitude of the torsional motion in the soft single-well potential, or as a minimum of a double-well potential. An indirect evidence for the planarity of stilbene in solution was presented recently. 52 Although the barrier to planarization at the MP2/6-31G* level was found to be 0.8 kcal/mol, comparison of the predicted vibrational spectra with experiment in solution revealed the agreement with the planar model.
Steric effect of the substituents destabilizes planar geometry, while the resonance effect stabilizes it. Our HF calculations predict planar geometry for the compounds 12-15 (Figure 1) , which have longer conjugated chains between the phenyl rings. For the rest of the molecules, the barrier to planarization is less than 1 kcal/mol. The only exceptions are 9 and 11, where these barriers are 4.7 and 25.1 kcal/mol, respectively. Coincidentally, these are the only nonplanar molecules produced by the DFT optimization. A greater planarization barrier for molecule 11 was expected from the significant nonplanarity of molecule 11a in the crystal. 18 However, the experimental two-photon cross section, which is sensitive to molecular planarity, has comparable values for molecules 11 and 4. This could be rationalized as evidence of a similar degree of nonplanarity for these molecules in solution.
Regardless of the optimum value of the torsional angle, we can conclude that the torsional potential in stilbene and its analogues is shallow and that the molecules adopt a wide range of torsional angles in solution at room temperature. For this reason, we carry the calculations at both planar and nonplanar optimal geometry.
Our geometry optimization results are summarized in Table  1 . For the molecules 1, 6a, and 11a, HF gives the best agreement with experiment 18, [54] [55] [56] for the BLA values compared to B3LYP, AM1, and MP2 geometries. As it often happens, errors due to an incomplete basis set cancel the errors due to the neglect of electron correlation. Systematic underestimation of the BLA parameter by DFT methods (especially in pure DFT) was discussed recently. 57 Another evidence of overdelocalization in conjugated systems in DFT methods is demonstrated by overestimation of the rotation barriers around single bonds. 58 All methods fail to reproduce the relative order in the BLA values between 6a and 11a. One may attribute this failure to the neglected effect of the crystal environment.
B. OPA and TPA Transition Frequencies. The results of our TDDFT calculations and related experimental data are presented in Tables 2 and 3 , and the summary is shown in Figure  2 . For TDDFT/B3LYP calculations, we used three sets of input geometries optimized with (i) the B3LYP functional to provide a consistent treatment within the same DFT approach for both ground and excited-state properties, (ii) the HF method (denoted HF/nonplanar), and (iii) the HF method with the planar constraint (denoted HF/planar). The last two methods provide the best agreement with experimental crystal data for molecular geometries (see discussion in the previous section).
Assuming that the molecules (Figure 1 ) belong to the C 2h symmetry group, electronic states with B u and A g symmetries are allowable in the OPA and TPA spectra, respectively. In the majority of cases, the most intense OPA state is the first singlet excited state S1 and the TPA state is S2. For the molecules 1 and 14, the TPA state is S4, and for some molecules there are two (S2 and S6 for compound 7 and S2 and S4 for compound 10) or three (S2, S4, and S6 for compound 4 and S2, S3, and S6 for compound 9) TPA states. Molecule 6 has two OPA (S1 and S3) and two TPA (S2 and S4) states. Subsequently, molecules 4, 7, and 10 have a second satellite peak in their calculated TPA spectra, and molecule 6 has three maxima of comparable height. The second maximum in the TPA spectrum of compound 7 was indeed observed in experiment. 17 Tables 2   and 3 and Figure 2 show the OPA and TPA transition frequencies corresponding to the most intense maxima in the respective spectra.
The B3LYP geometries systematically underestimate calculated transition energies compared to experiment in both OPA and TPA spectra (see Figure 2) . We attribute this to the underestimated BLA parameters in the B3LYP-optimized geometries (section 4.1) which results in overestimated electronic delocalization and subsequently in redshifts for the excited-state energies. a Calculations have been done at the TDDFT/B3LYP level using three different optimized geometry sets (B3LYP, HF/planar, and HF/ nonplanar).
In contrast, our calculations based on the HF geometries, which agree with crystallographic data, result in the excitedstate energies consistent with experiment. Even though the nonplanarity leads to weak blueshifts in the excitation energies, this effect is small, and the OPA and TPA frequencies obtained using HF/planar and HF/nonplanar geometries both agree well with experiment. Compound 9 has very strong acceptor substituents. Subsequently, its electronic spectrum is a complex superposition of delocalized and charge-transfer transitions. 59 For this molecule, we observe significant deviations from experiment for the OPA transition frequency and TPA cross section (section 4.3), which may be partially attributed to the strong solvent effects that are not accounted for in the present study.
Overall, TDDFT provides an excellent agreement with experiment for both OPA and TPA excitation frequencies across the entire set of molecules. For the two-photon transition energies, the mean absolute errors are 0.06, 0.064, and 0.08 eV (3.8, 4.1, and 4.6%) at HF/planar, HF/nonplanar, and B3LYP geometries, respectively. For the one-photon absorption, the mean errors in the transition energy are 0.09, 0.11, and 0.2 eV (3.1, 3.9 , and 6.9%) for these geometries.
C. TPA Cross Sections. Comparison with experiment of calculated TPA cross sections is a challenging problem. The standard methodology, for example, exists for the OPA spectra, where an integrated intensity for each peak in the linear absorption spectrum gives the oscillator strength for a particular optical transition. The oscillator strengths can also be directly evaluated in the theoretical simulations using calculated transition dipoles and frequencies. 60 Similar techniques are yet to be developed for TPA spectroscopies. 61 To simulate the finite line widths in the experimental TPA spectra mediated by inhomogenious broadening caused by temperature and solvent effects, we introduce an empirical damping factor Γ for all molecules and for all excited states by replacing the transition frequencies Ω ν with (Ω ν -iΓ) in the denominators of eqs 2.4-2.11. The average line width Γ ) 0.1 eV for a given family of molecules was suggested in an experimental study. 17 The line-broadening parameter Γ has a significant effect on the calculated TPA cross sections. Subsequently, the comparison with experiment cannot be done objectively in the present study; however, we examine the emerging trends.
We have calculated the TPA cross sections with eqs 2.1-2.11 using the TDDFT/B3LYP approach and optimized HF/ planar geometries. To identify the dominating terms in the expansion we compared (i) complete calculations (except terms containing V (2) and V (3) ), (ii) calculations that neglect the Coulomb operators on the cross densities Ṽ ((1/2)(( , F j), R )) (this approximation can speed up the TPA computations considerably), and (iii) calculations which neglect Coulomb terms V altogether to test the effect of couplings related to the Coulomb exchange-correlation interactions compared to the dipole-mediated couplings (denoted as dipole approximation). The TPA cross sections were computed using six singlet excited states for each of the molecules studied. A small number of excited states should be sufficient for computation of the resonance responses where only the electronic states with energies close to the resonance frequency provide substantial contributions. Increasing the number of calculated excited states from 6 to 30 for molecules 1 and 12 changes the resulting cross sections by about 10%.
Examples of calculated and measured 17 spectra are given in Figure 3 for molecules 15 (OPA) and 16 (TPA). Experimental linear absorption spectrum has well-pronounced vibronic progression that is not accounted for in the present calculations but may be computed using optimal ground and excited-state geometries and a set of normal modes. 62, 63 In contrast, distinct peaks in TPA spectra usually reflect involvement of different excited states. 61 Experimental and calculated cross section magnitudes at the absolute maxima of TPA spectra are summarized in Table 5 , and plotted in Figure 4 . As expected, the agreement of calculations and experiment is far from being perfect, and the deviations are not systematic. Overall the calculated cross sections follow the experimental trend, except for unsubstituted stilbene, where the calculated value deviates from experiment by an order of magnitude. This failure may be attributed to unusually strong double-excitation character of the two-photon excited state in unsubstituted oligomers (e.g., polyenes), 50 which is not reproduced by the conventional implementations of TDDFT. 64 We note that the terms involving the Coulomb operators on cross densities are virtually negligible and the results of full calculations (i) coincide with (ii) the approximation (the latter results are not shown in Table 5 and Figure 4) . In contrast, the other terms related to the Coulomb exchangecorrelation interactions make a significant difference in the TPA magnitudes (up to 20-50%) and need to be accounted for the cross section calculations. A detailed analysis of the dominant contributions (related to the Liouville space paths) to the resonant and off-resonant third-order optical responses will be published elsewhere.
It is worth noting that the TPA cross sections at the HF/ planar geometry are typically 20-40% greater than those of the HF/nonplanar geometry (the latter results are not shown), which indicates a strong dependence of the TPA intensities on molecular conformations. The largest deviations from the experimental cross sections (3-and 2-fold for the molecules 6 and 9, respectively) are probably caused by experimentally unresolved multiple maxima, as the TPA intensities for those molecules are distributed over the multiple states. We also expect TPA intensities to depend on the solvent effects, which are not accounted for in the present study. Ambiguity in the choice of the damping factor Γ can be another reason for the deviations from experiment.
It was shown recently that the calculated values of the dipole moments for the excited states of small molecules (such as pyrrole and furan) strongly depend on the choice of the basis set and density functional used. 65 One would expect similar dependence for the transition dipole moments as well. However, calculated TPA for the five smallest molecules of the set, presented in Table 4 , does not indicate significant basis-set dependence. The change upon addition of polarization and diffuse functions, and from double to triple-basis, is only marginal (unsubstituted stilbene is an exception again). The minimal basis set (STO-3G) somewhat decreases the calculated TPA values, which often improves the agreement with experiment (even though the agreement with excitation energies worsens). This conclusion seems to contradict the wellestablished fact (see ref 66 for discussion), that specifically designed polarization functions may significantly improve the response properties. To rationalize this fact, we recall that TPA of molecules in question originates from the response of mobile π electrons strongly delocalized over the conjugated chains, and contribution of the atomic polarization is minimal. That is why polarization functions in our study almost have no effect on the TPA spectra. In conjugated systems, the minimal basis tends to effectively localize the electrons, which are overdelocalized in the DFT description. The detailed investigation on the best choice of the density functional and the basis set for calculations of nonlinear optical responses will be published elsewhere. However, the absolute errors in the TPA cross sections at the 
V. Conclusions
It is well known that π-π* excited states in polyconjugated molecules are highly correlated and, in principle, require a comprehensive CI treatment for their correct description. 67 However, this method is computationally expensive even at the semiempirical level and even for small molecules. Additionally, a truncation to the reduced set of electronic configurations may introduce imbalance between ground-and excited-state correlation descriptions 68 and size-consistency problems. 21, 22 This is especially evident for centrosymmetric molecules, where the OPA states have B u symmetry and could be easily described with the single excitations, while the TPA states have A g symmetry (same as the ground state) and require double excitations for their correct description. Including double excitations, however, may overcorrelate the ground state. That is why semiempirical methods (such as ZINDO), parametrized to reproduce OPA spectra with the single CI, fail to describe the TPA states, and methods designed to reproduce the TPA spectra (such as MRD-CI) may introduce errors in the linear spectra description.
TDDFT includes electronic correlations implicitly through an underlying density functional and thus presents the balanced treatment for ground and excited states. However, the exact density functional is unknown, and the current implementations are limited to the adiabatic version of TDDFT. 26, 48 Nevertheless, the TDDFT approach presents a great improvement over the TDHF and CIS results 69 and currently became a method of choice for computing excited states in extended molecules. 26, 32, [70] [71] [72] In this study, one-and two-photon-absorption spectra are calculated at the TDDFT/B3LYP/6-31G level for the series of stilbene and bis(styryl)benzene derivatives. Instead of the habitual SOS approach, the actual third-order response formula for the time-dependent responses is used. 39 On average, both TPA and OPA transition energies are predicted with better than 4% accuracy, which presents a considerable improvement over semiempirical and ab initio calculations found in the literature. As one can see, TDDFT reproduces OPA and TPA excitation energies equally well. Usually this is not the case for other computational methods. In addition, calculated TPA cross sections follow the experimental trend as well, given the large amount of uncertainty introduced by an empirical broadening which makes the quantitative comparison of the cross sections with experiment impossible. Nevertheless, the predicted TPA cross sections are among the best found in the literature.
It was found that using line widths derived from experimental data considerably improves the agreement between the calculated and experimental TPA cross sections. 61 However, the quantitative comparison with experiment is still a subject for the future studies toward computing the absolute magnitudes of the TPA cross sections when the chromophore's vibronic structures and interactions with the solvent are explicitly accounted for. 
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