The different graphical models used as self-avatars in the affordance judgment of stepping off of a virtual ledge.
Introduction
Digital representations of one's self in an immersive virtual environment (IVE), a self-avatar, can provide useful information in assessing the action possibilities of the environment [Lin et al. 2015] , in making perceptual judgments [Mohler et al. 2010; Ries et al. 2008] , and in interaction [McManus et al. 2011] . In this body of * {bobby.bodenheimer,qiang.fu}@vanderbilt.edu work, the self-avatar is carefully calibrated to match the size of user, and, where the capability of seeing much of the form of self-avatar exists (such as a virtual mirror or from a third-person perspective), the self-avatar is also usually gender-matched to the subject. However, little attention has been paid to the graphical model used to represent the self-avatar, beyond it being a reasonably high quality polygonal model that is skinned to an appropriate skeleton. In this paper, we investigate the question of whether the form of the model can affect perceptual judgments in an IVE.
We study this question in the context of affordance judgments, that is, properties of the virtual environment that represent possibilities for action [Gibson 1979] . Our specific task concerns the judgment of stepping off of a virtual ledge, a task we have studied before [Lin et al. 2015] . In that work, we showed that the presence of a self-avatar provided important information in making the judgment of whether to step off the virtual ledge or not, in the sense that the lack of a self-avatar caused the judgment to be significantly higher than a similar judgment made in the real world. In this work, we will again employ that task, but vary the underlying representation of the self-avatar across subjects to see if it affects this judgment.
In the social and behavioral literature related to IVEs, it is wellsupported that the form of the self-avatar is important, and there has been substantial work on this issue, e.g., [Yee and Bailenson 2009; Fox et al. 2013; Aymerich-Franch et al. 2014 ]. Our focus is on affordances in immersive virtual environments, however, where little such work has been done. The size of a self-avatar, or components of the self-avatar, are known to have an effect on perception-action judgments in virtual environments. In a mixed reality simulation, van der Hoort et al. [2011] employed a body ownership illusion to induce the belief in subjects that their body size was different, and that judgments about distances changed as a result. Lin et al. [2012] showed that modifying the perceived leg length of a selfavatar induced a corresponding change in an affordance judgment. Banakou et al. [2013] reported interesting results regarding the size and limb length proportions of a self-avatar: they found different size judgments between a proportionally scaled self-avatar and an avatar scaled to a child's proportions, with size judgments being significantly overestimated for the child. Linkenauger et al. [2013] scaled the size of participant's self-avatar's virtual hand and found that this affected graspability judgments. These studies have not been concerned with the form of the self-avatar, however.
People are sensitive to the model used for characters and avatars in several contexts. Studies in animation show that the model used can be important for people's judgment of motion artifacts, e.g., [Hodgins et al. 1998 ]. Cohen et al. [1996] showed that a polygonal model was superior to a point-light display in perceiving synthetic visual speech, and Hill et al. [2003] note the advantages of polygonal models over point light displays in biological motion perception in that they are insensitive to placement of the point lights. Different models can effect perception of motion patterns and speed can be affected by the model of the animated character [Ida et al. 2012] . In virtual reality, there is evidence that the level of detail in graphical model effects behavior in a virtual reality goalkeeping application [Vignais et al. 2009 ]. Also, Vinayagamoorthy et al. [2004] reported that more visually realistic characters in an immersive virtual environment resulted in a higher sense of presence for subjects.
Since our approach is ecological, we treat self-avatars naturalistically as far as possible. In particular, the viewpoint by users in the IVE in this paper is a first person viewpoint. An advantage of IVEs is that the perspective of the self-avatar can be controlled, and because of the limited field of view of head-mounted displays (HMDs), a first person viewpoint places restrictions on how much of ones own self-avatar one can see without active exploration, or aids placed in the IVE. The question of viewpoint is not one that is explored in this paper. However, a third-person perspective has been found to have advantages in perceptual judgments [Mohler et al. 2010] and that it affects the amount of nonverbal communication people employ in a dyadic communication task [Dodds et al. 2011 ]. There are issues in control and navigation with the third-person perspective that do not exist with the first-person viewpoint, though, and some preliminary work on them has been done [Satyavolu et al. 2014] .
Experiments
The affordance task in our IVE was to examine the perception of a visual cliff. We determined the threshold values in the IVE in which people report that they are willing to step off from a height. The threshold value is the value at which people report changing their decision between stepping off and not stepping off. We performed this experiment in a between subjects manner varying avatar type, with one third of the subject experiencing no avatar, one-third experiencing a line avatar, and one-third experiencing a gender-matched, size-matched self-avatar. As in prior work, subjects only reported whether they would step off a ledge, as we deemed stepping off a ledge while wearing an HMD to be unsafe.
Participants
Eighteen subjects (11 males and 7 females) participated in this experiment with ages ranging from 18 to 32. All participants had normal or corrected-to-normal vision and were recruited from Vanderbilt University. Three females experienced the full body avatar condition, two the line avatar condition, and two the no avatar condition.
Materials and Apparatus
We used an eight-camera Vicon (Los Angeles, CA) MX-F40 optical tracking system and Tracker (v. 1.0) for real-time motion capture of subjects. Subjects wore six components placed on the head, waist, right hand, left hand, right foot and left foot. Motion data were transmitted to a second machine running Motionbuilder (Autodesk, San Rafael, CA), which mapped the motion data to a calibrated character using inverse kinematics and sent the resulting character data to the IVE rendering machine. The IVE was rendered using Vizard (Worldviz, Santa Barbara, CA) and viewed through a full color stereo NVIS (Reston, VA) nVisor SX head mounted display (HMD) with 1280 × 1024 resolution per eye, with manufacturer's specification of a field of view of 60 • diagonally, and a frame rate of 60Hz. Subjects read the experimental instructions and we explained the task procedures again orally to insure that they understood them. Suiting a subject in the motion capture components and calibrating the virtual avatar to their body size took approximately 10 minutes. For subjects in the line avatar condition, the skeletal avatar shown in the center of Figure 1 was used. For subjects in the the full body avatar condition, a gender-matched avatar model whose skin tone most closely matched the subject was chosen from the other models shown in Figure 1 . All avatar models were used. In all conditions, subjects saw the avatar from a first person viewpoint and the avatar was collocated with the participant. The leg and arm lengths of the avatar were calibrated to the actual leg and arm lengths of the subject, and the eye height of the avatar was calibrated to the eye height of the person.
Method
When the subjects had donned the HMD and the virtual environment first appeared, subjects found themselves facing a virtual mirror. The virtual mirror was placed in the environment to give subjects awareness of their self-avatar from their first-person perspective, and has been done in several other studies [McManus et al. 2011; Yee and Bailenson 2007; Slater et al. 2010] . This situation is shown in Figure 2 for all avatar conditions. Subjects were asked to look at themselves and into the mirror to familiarize themselves with their self-avatar. After they had done this, subjects were asked to turn around and walk until they stood beside the edge of a ledge; we then asked them to look down to observe the height of the ledge carefully. The dimensions of the platform were 1.5m × 1m. Examples of what subjects saw in all conditions are shown in Figure 3 . At this point, they were asked the question: are you able to step off the ledge gracefully and comfortably without losing your balance? Subjects responded and told the experimenter their decision. A new trial began after the experimenter recorded subjects' decisions.
The height of the ledge in each trial was determined by an adaptive maximum-likelihood stimulus procedure as described in Grassi and Soranzo [2009] . The values of the midpoint, slope and false alarm rate used in this algorithm were all chosen from prior work using an experiment similar to this design [Lin et al. 2015] . The procedure iterates using prior responses and the magnitude of the next height is calculated by optimizing over candidate psychometric functions and eventually converges to a threshold value. In each condition, the maximum and minimum of the pole height is 1.0 × participants' eye height and 0.2 × participant's eye height, respectively. There were 25 trials in each condition, which took around 40 minutes per subject, including the motion capture procedure.
Results
The maximum likelihood procedure used in this procedure converged quickly, usually by about 15 trials. To compute the threshold value for each subject, we averaged the values of the last four trials for each subject. The mean threshold values and standard errors of the mean for all subjects in each condition expressed as a proportion of ledge height to eye height are shown in Table 1 An analysis of variance (ANOVA) on the mean thresholds finds a significant effect of avatar, F(2, 15) = 10.1, p < 0.01. Post hoc analysis using Tukey's Honestly Significant Difference (HSD) indicates that subject experiencing the no avatar condition had a threshold significantly higher than both subjects in the line avatar condition (at p < 0.01) and the full body avatar condition (also at p < 0.01). However, the line avatar and full body avatar did not differ significantly. Thus, the presence of a self-avatar significantly reduced the threshold magnitude, and this finding is consistent with prior work [Lin et al. 2015] . However, the form of the avatar did not significantly effect these threshold judgments.
It is useful to qualitatively compare the mean thresholds for these results with the results from our prior work [Lin et al. 2015] , which used the same method but lacked a virtual mirror. In prior work the no avatar mean threshold was 0.54 (0.06) and the (full body) avatar mean threshold was 0.27 (0.03). The difference between the two conditions is almost identical although the full body condition in this experiment is lower than in prior work. It may be that the virtual mirror biases the threshold in some way.
Conclusion
Consistent with prior work, we found that the presence of a selfavatar provides important information in the judgment of whether people reported they would step off a visual ledge or not. Subjects have a significantly lower threshold when a self-avatar is present. This means that they report that the maximum height of the ledge that they can step off is significantly lower in the presence of a selfavatar than without a self-avatar.
We found no difference in threshold judgments between the line or skeletal avatar and the full body polygonal models. This finding could imply that rich polygonal models are not useful in these types of affordance judgments, and would thus be consistent with other findings that indicate that perception-action judgments are independent of the quality of computer graphics, e.g., [Thompson et al. 2004] . Additional research is needed for this, but understanding in what situations high fidelity avatars are needed would be useful for designers of virtual environments. An additional point that should be made is that we felt it was necessary as part of our experiment to provide a virtual mirror to help users differentiate between the models that we provided as self-avatars. It may be that the virtual mirror in conjunction with the model provides concrete information to the subject about eye height and scale of the virtual environment not otherwise easily obtainable. This issue also should be investigated further.
