Introduction {#Sec1}
============

Over the past decade, there has been rekindled interest in the Hägerstraand ([@CR13]) time-geography methodology through its application to the area of quantitative geographic analysis (Miller [@CR28]). Quantitative time-geographic analysis seeks to identify all the locations in space--time that a mobile object can occupy during an episode of potential movement, given the maximum velocities in the travel environment (Kuijpers et al. [@CR17]; Kobayashi et al. [@CR15]). The maximum velocity (denoted *v*~max~) affects the accessibility of space--time locations to individuals, which, in turn, affects the time-geographical structures that represent those possible locations. For instance, *v*~max~ is inversely proportional to the slope of its space--time path (STP), a basic tenet of time geography (Delafontaine et al. [@CR5]), whereas it is directly proportional to the cone angle of the space--time prism, a central concept in time geography and (increasingly) of mobile object databases (Kobayashi et al. [@CR15]). This indicates that time geography with respect to measures for space--time accessibility is highly sensitive to *v*~max~; hence, any type of quantitative time-geographic analysis must consider the actual *v*~max~ allowed in the environment.

Classical time geography assumes that *v*~max~ is only related to the movement capabilities of an individual; therefore, it can be treated as constant or fixed (Downs and Horner [@CR7]). This assumption presents a strong bias for the time-geographic analysis (Liao [@CR21]). More specifically, it exaggerates the prism if *v*~max~ is set too large and fails to capture visited areas if *v*~max~ is set too small (Loraamm et al. [@CR26]). For this reason, the heterogeneity of *v*~max~ has been the focus in time geography studies, concentrating on features such as time-dependent transport networks (Arentze and Timmermans [@CR2]; Neutens et al. [@CR30]; Fayyaz et al. [@CR10]), supernetworks (Liao [@CR21]), and adaptive velocity in reachability analysis (Downs and Horner [@CR7]). Heterogeneity is not only reflected in the time dimension and dimensions of behaviour patterns but also, most commonly, in the spatial dimension; that is, *v*~max~ is not always equal in space. Relative to the linear time dimension, space is flat or three-dimensional, and it carries moving objects for any moment or behaviour mode. This means that recording a non-uniform *v*~max~ distributed over space is the basis for the evolution of time geography from classic to modern.

Recent advances in time geography offer new perspectives for modelling structural heterogeneity that impede movement potential. These advances have been shown to produce more realistic results for time-geographic methods (Loraamm et al. [@CR26]). Prior to these developments, Miller and Bridwell ([@CR29]) pioneered the introduction of field-based time geography, which considers limitations in movement potential (i.e., traffic network and walking surface) as a spatial field (Long [@CR23]). A GIS field is a conceptual model that is often used to describe the variable properties at each location. Here, the velocity field essentially converts various spatial limitations into a unified measurement index, that is, the upper bound of the maximum possible travel velocity allowed by each spatial location to provide a computable spatial data model for the cost--distance analysis of GIS. In addition, the velocity field degenerates into a uniform velocity distribution assumed by classical time geography under a homogeneous environment. This approach is advantageous in that it directly considers movement cost surfaces in the calculation of a potential STP (Long and Nelson [@CR24]) and allows the examination of theoretical conjectures regarding accessibility in continuous space. Time geography, in line with the trend in quantitative development, necessitates the representation of a location-varying *v*~max~ through a spatial data field model.

Thus far, however, the velocity field in time geography has only been implemented as a raster grid (Goodchild [@CR12]; Upchurch et al. [@CR36]; Miller and Bridwell [@CR29]; Delafontaine et al. [@CR5]; Yin et al. [@CR39]; Long and Nelson [@CR24]; Long [@CR22]; Loraamm [@CR25]). This raster-based velocity field is limited in that the spatial decomposition of the transportation network into a lattice is required to use this approach in empirical research (Delafontaine et al. [@CR5]). Replacing network paths with lattice paths results in position deviation error (Goodchild [@CR12]) and spatial relationship error. From the perspective of GIScience, spatial relationship error can be described by the following aspects. (1) The lattice path can approximate the route with reasonable spatial granularity; however, it does not converge to a continuous-space route, resulting in the overestimation of the network path (also known as elongation error, Goodchild [@CR12]) or underestimation in the distance (Delamater et al. [@CR6]). (2) Another drawback is that the raster model is ill-suited for dealing with complex network topologies, such as bridges and tunnels, one-way streets, and turn prohibitions (Neutens et al. [@CR30]; Delamater et al. [@CR6]). For example, two co-located roadways, such as two non-interconnected viaducts and tunnels, are always regarded as connected to each other at co-located cells, or two roadways on two adjacent cells are assumed to be interconnected at adjacent cells. (3) Concerning the spatial direction, the isotropic raster cell generalises the velocity vector along the road. Consequently, a raster-based velocity field is likely to contain areas never visited by the object (commission error) and miss actual visited locations (omission error) (Sanderson [@CR32]; Long and Nelson [@CR24]). These errors propagate to the prism and then to the prism--prism intersections. Similar results were also observed in other studies (Kuijpers et al. [@CR17]; Kobayashi et al. [@CR15]; Leung et al. [@CR20]; Long [@CR23]). Arguably, however, the errors caused by these methodological issues cannot be resolved by increasing the lattice density (Delafontaine et al. [@CR5]).

To alleviate these limitations, this article proposes layer-based time geography as a new tool to build the velocity field for network and nonnetwork-constrained travel environments (e.g., urban locales). Mathematically, the velocity field is a smooth differential function that assigns a velocity to each location in continuous space (Delafontaine et al. [@CR5]). The approach presented in this research follows GIScience by factoring in the spatial characteristics of each data layer in travel space, such that each layer can match the appropriate spatial data model from GIS. This being the case, the respective models corresponding to each layer are aggregated into a layered velocity field, which is different from similar approaches using a single spatial data model, e.g., a raster grid to represent layers with varying spatial types indiscriminately. The aim of the present study is to enhance the applicability of velocity field theory to network- and nonnetwork-constrained environments and put it into practice by proposing and implementing a formal theoretical framework for defining and constructing hierarchical time geography. The framework is particularly useful for modelling movement that occurs in a constrained space (e.g., citizens travelling in urban locales) and accounts for both path and accessibility errors.

The remainder of this article is organised as follows. Since our approach relies on GIScience, the next section introduces the key data models of GIS and documents the velocity models that have been developed in recent years for cost--distance analysis in time geography. Then, in Sect. [3](#Sec5){ref-type="sec"}, both velocity models are combined, and the outcome is a model for representing the velocity field with network and non-network constraints. The model is implemented and tested in urban locales in Sects. [4](#Sec11){ref-type="sec"} and [5](#Sec12){ref-type="sec"}. Conclusions close the article in Sect. [6](#Sec13){ref-type="sec"}.

Background {#Sec2}
==========

As the constriction of movement possibilities leads to more realistic analytical results rather than purely a conceptual value, significant attention has been given toward removing the unrealistic assumption of isotropic speed in an unconstrained space in the traditional time-geographic framework (Versichele et al. [@CR37]). The removal of this assumption was performed by means of GIS data models to deal with anisotropy speed in a constrained environment (Miller [@CR27]; Shaw and Yu [@CR33]). To that effect, there have been two fundamentally different approaches presented in the literature: the network-based method (Kwan and Hong [@CR18]; Kuijpers and Othman [@CR16]; Kuijpers et al. [@CR17]) and the raster-based method (O\'Sullivan et al. [@CR31]; Upchurch et al. [@CR36]; Miller and Bridwell [@CR29]; Long [@CR22]). These two models typically belong to the two basic models of network and raster in GIS. Because each of the network and raster models has its own advantages, there is a growing demand for the further integration of these two models. Layer-based time geography, developed below with the discussion presented in the next section, considers the combination of these two models. As follows, we focus on the aspects of time-geographic research that are most relevant to the development of such a layer-based approach.

Network-based velocity model {#Sec3}
----------------------------

Time geography considers link-based travel speeds in a transportation system used to model any moving object present in context with roadway networks (Miller [@CR27]). The transportation networks can be represented through a network data model in GIS, in which each arc is assigned a maximum attainable velocity that varies by arc (Kuijpers and Othman [@CR16]). Further, the labelling speed limit *v*~max~ of each arc in the network as described can be converted to an associated time span in the following way---the length of the arc is divided by *v*~max~, in which the time span is the least time--cost required to go from one side of an arc to another when travelling at the speed limit (Kuijpers et al. [@CR17]).

From the traffic network with defined travel costs, accessibility analysis can be developed using well-established methods. The least-cost path can be computed between any two points on the network using a path optimisation algorithm (e.g., Dijkstra's algorithm). Given a road network, starting point *s*, any point *p* on the network, and travel time budget *τ*, we can determine whether *p* is reachable in this way: if the least travel time between *s* and *p* (denoted *t*~*sp*~) is no greater than *τ*, then *p* is reachable. All reachable points {*p*} make up the reachable subnet. When an end point *e* is also known, such reachable points {*p*} satisfy: *t*~*sp*~ + *t*~*pe*~ ≤ *τ*.

Furthermore, these reachable points {*p*}, as a part of the road network, can generate isochrones (lines of equal travel time) through spatial interpolation (O\'Sullivan et al. [@CR31]), which includes not only the networks but also the non-network environments (e.g., walking surface). However, the neglect of the contextual off-traffic network produces errors in the isochrone method, such as commission and omission errors, which are usually very serious in areas with sparse traffic networks (Upchurch et al. [@CR36]). Therefore, time geography on and off roadways needs to consider the impact of joint constraints of the road network and pedestrian surfaces on individual movement; this also implies that both car and walking modes need to be considered.

As an extension of the conventional network model, the supernetwork can be used to construct multi-modal, multi-activity, time-dependent tours (trip chains) (Arentze and Timmermans [@CR2]; Liao [@CR21]). To that end, the supernetwork model uses different copies of the same original physical transportation network to express different activity states or transit time periods (e.g., peak and off-peak periods) (Arentze and Timmermans [@CR2]), or integrates different networks of different traffic modes (Carlier et al. [@CR3]). Whereas, these supernetworks, like the general network model, focus on network constraints, which is consistent with most traffic modes that are only restricted by the network. However, for some modes of transportation (e.g. walking), the constraint space involves an area component (e.g., walkable squares) as well as a network component (e.g., walkable paths). For such a traffic mode, both components need to be considered simultaneously in the spatial data modelling for space--time accessibility analysis. Area-dependent spatial data are usually expressed in GIS, using the conceptual field model.

Raster-based velocity model {#Sec4}
---------------------------

To remedy the shortcomings of multi-mode networks or supernetworks in expressing traffic modes involving areas, field-based velocity surface models have emerged. However, their raster implementations bring about position deviation error and spatial relationship error when modelling the traffic network. These errors are unevenly distributed in space; for example, the errors in areas with dense traffic networks (e.g., metropolitan) are usually smaller than those in areas with sparse traffic networks (e.g., sub-metropolitan areas, areas away from the central business district) (Apparicio et al. [@CR1]). Further, using these raster data to analyse accessibility can introduce commission and omission errors into the results.

Following GIScience, the Miller and Bridwell ([@CR29]) velocity field realise a unified expression for the walking area and the network for cars; however, its raster-based implementation, like other field models, cannot escape the errors mentioned above. The most relevant details for this field are repeated here for convenience. We clarify the approach using a simple example case. Figure [1](#Fig1){ref-type="fig"}a shows a 30 × 30 km map with two streets, marked as *R*~1~ and *R*~2~. The area surrounding the streets can be assumed to be open and accessible to pedestrians. Let the speed in the streets and pedestrian zone be 10 km/h and 5 km/h, respectively. We can build a raster model with nine cells, each with a spatial extent of 10 × 10 km and a velocity *v*~max~ to cross (Fig. [1](#Fig1){ref-type="fig"}b). Thus, the speeds of the pixels that are spatially coincident with roads are defined as 10 km/h and 5 km/h, elsewhere. As argued by Downs et al. ([@CR8]), all calculations are performed at the cell centroids, with the resulting values generalised to the rest of the cell. Toward this end, the raster model (Fig. [1](#Fig1){ref-type="fig"}b) can be converted into nine centroids (*C*~1~, *C*~2~, ..., *C*~9~, Fig. [1](#Fig1){ref-type="fig"}c).Fig. 1**a** Field with roads R1 and R2, **b** its raster model, and **c** centre-point model

In line with the general rasterization of network data, the raster model of Fig. [1](#Fig1){ref-type="fig"} will bring the aforementioned errors. Taking the least travel cost (in units of time) to go from *C*~5~ to *C*~6~ as an example, pursuant to this model in Fig. [1](#Fig1){ref-type="fig"}b, the cost can be calculated as the following: the distance between *C*~5~ and *C*~6~ ÷ the speed of 10 km/h = 10 km ÷ 10 km/h = 1 h. Rather than 1 h, this actual cost is greater than 1 h, and up to 2 h (i.e., 10 km ÷ 5 km/h), as there is no direct road traversing between *C*~5~ and *C*~6~ (Fig. [1](#Fig1){ref-type="fig"}a). This error arises from the generalisation of the velocity along the road to all directions in the grid cell; consequently, the horizontal direction (that is, the line segment with endpoints *C*~5~ and *C*~6~) also has car speed instead of actual walking speed. As the example illustrates, this rasterization of network data comes at the cost of a considerable increase in errors, such as the over- or underestimation of travel time (Delamater et al. [@CR6]). In general, in terms of measuring accessibility, network distances provide more appropriate results than other distance types, such as Manhattan distance (Apparicio et al. [@CR1]) and lattice distance. This implies that both network data and surface data need to be expressed separately using their most suitable data structures, namely the network model and raster model.

Additionally, as the Miller and Bridwell ([@CR29]) empirical studies indicated, some traffic modes (e.g., walking, biking) include not only network-like but also plane-like characteristics. To date, existing supernetwork models consider the physical transport network exclusively, limiting their relevance for traffic models involving a planar structure (e.g., walking area). To circumvent this problem, prior velocity-field models represent the area part of the walking mode well but sacrifice the physical network of the car mode. The aim of this research is to fill this gap by absorbing their advantages: the networked representation of existing velocity-field models to planar regions and the full inclusion of the supernetwork to the original physical network.

Layer-based velocity model {#Sec5}
==========================

In this section, a divide-and-conquer technique is proposed as a possible alternative to the raster-based modelling method in the context of a network and non-network travel environment. Divide-and-conquer algorithms attack a complex problem by dividing it into simpler problems whose solutions can be combined to yield a solution to the complex problem; this approach can often lead to simple, elegant, and efficient algorithms (Jordan and Jacobs [@CR14]). We describe layer-based velocity field architecture, which is inspired by the divide-and-conquer philosophy. The algorithm for the framework can conceptually be divided into three steps: (1) decompose a travel environment into two layers---the traffic network and walking surface; (2) establish an independent speed model for each layer; and (3) integrate these obtained models to constitute a complete velocity model for the travel environment. In theory, this method can simplify the complexity of velocity field modelling and complement the advantages of different spatial data models in GIS. The output of the method consists of two interconnected networks representing the traffic network and the walking surface separately. A comprehensible methodology for the construction of a layer-based velocity model is elaborated at length.

Layering of travel environment {#Sec6}
------------------------------

As argued before, in real life, the travel context is often not just network- or nonnetwork-constrained but both. For example, in a tour, students walked away across the campus where taxis were restricted and then took taxis on the off-campus roads. To cope with both network and non-network constraints in most real-world applications, we introduce a divide-and-conquer strategy.

A constrained environment, for convenience of explanation, can be exemplified as such a velocity field that includes a roadway network and a walking surface. The first step in building a spatial data model associated with multiple modes is to construct each spatial data model associated with a single mode, which leads to a divide-and-conquer strategy. In the GIS field, this strategy has been applied to the hierarchical organisation of spatial data in certain ways, e.g., spatial geometry types. Here, "divide" is to section the travel space into two layers, the traffic network and walking surface, in terms of the line and polygon feature classes, respectively (Fig. [2](#Fig2){ref-type="fig"}a). A layer, from the GIScience perspective, is a collection of spatial objects with the same feature classes. Apart from geometric types, attribute types of geographical features can serve as stratification of the spatial data sets as well.Fig. 2Layer-based time geography: **a** "divide", **b** "conquer", and **c** "integrate"

The idea of layering was also reflected in supernetworks (e.g., Carlier et al. [@CR3]; Arentze and Timmermans [@CR2]; Liao [@CR21]), where a copy of the traffic network corresponding to a traffic mode can be considered a layer. This proposed method, like the Miller and Bridwell ([@CR29]) model, considers the area-related traffic mode (walking) and is, therefore, different from supernetworks, which focus on network constraints.

Velocity modelling of travel environment layers {#Sec7}
-----------------------------------------------

Development in time geography draws heavily on well-established methods for modelling spatial data, common to most GIS software packages. In the research, \"conquer\" refers to a data layer corresponding to a spatial data model to ensure the independence and rationality of the expression of each layer (Fig. [2](#Fig2){ref-type="fig"}b). In such a case, a data model employed by one layer can be separated methodologically from that employed by the other. Specifically, two different logical structures, namely, the GIS network model and raster model, are adopted to represent the road network and walking surface in the travel environment, respectively. Although the constraints on individual movement are diverse in terms of types, they can be regarded as non-spatial attributes from the perspective of GIS data type and can be uniformly converted into the velocity attributes over space.

### Modelling the velocity layer for car mode {#Sec8}

As with the general network-based method, the transportation network layer can be represented as a velocity network with either uniform speed limits over the entire network or speed limits that may vary per arc and for bi- or uni-directional arcs (Kuijpers et al. [@CR17]), which provides the maximum possible velocities associated with each location in transportation-network space. The classical traffic-network model can be adapted to handle a multi-modal supernetwork with minor changes (Carlier et al. [@CR3]).

### Modelling the velocity layer for walking mode {#Sec9}

Despite the proliferation of methods to delineate travel possibilities within traffic networks, only a few studies have been concerned with modelling non-motorised, non-network yet spatially constrained movements (Delafontaine et al. [@CR5]). Walking belongs to this category; that is, it is not confined to network spaces, such as that taking place in parks, college campuses, or other open areas where pedestrians are not restricted to sidewalks or roadways (Downs and Horner [@CR7]). Existing supernetworks represented the walking mode but only the physical network part of the mode, while ignoring the area part (e.g., Arentze and Timmermans [@CR2]; Lee and Miller [@CR19]). An exception may be Miller and Bridwell ([@CR29]), which suggest an analytical theory to model velocity fields in the context of traffic networks and walking surfaces. Although, products yielded from this research is not specifically designed for dealing well with non-network walking surfaces, this theory, as the marriage of time geographic theory and popular GIS methods, can be used as a velocity field for a walking surface in such a specific situation, in which the speed of the traffic network is zero or there is no network in the study area. Moreover, this theory has been recently applied to some fields, such as in ecology to estimate home ranges (or habitats) and utilisation distributions (or movement probabilities) and in transportation to generate isochrones (Long [@CR22], [@CR23]). In this sense, the time geography of Miller and Bridwell ([@CR29]) is applicable to non-network spaces (e.g., walking surface) embedded in human movement, including an orienteering event and the potential movements of the missing person and recreationalists (e.g., hunters and hikers) (Long [@CR23]).

Walking is a ubiquitous mode of transportation. It is the first choice for short-distance transportation (especially no more than 1 km, Shelat et al. [@CR34]) or non-motorised areas (e.g., city squares). In addition, walking is an important bridge connecting different traffic modes in multi-mode traffic, serving as \"glue\" (Carlier et al. [@CR3]). Although walking has a small or negligible share of the distance- or time--cost in long-distance journeys between cities, this is not necessarily the case in urban areas. Even in cities with dense transportation networks, motorised traffic is not always better than foot traffic in terms of time--cost, owing to the many restrictions on traffic, such as the prohibition of left turns, one-way traffic, congestion, residential fences, and limits in numbers. Furthermore, walking can even become an important way for individuals to travel under some special circumstances, such as during the outbreak of infectious diseases (e.g., COVID-19) when public transport is temporarily closed and private cars are restricted. These discussions show that walking is an indispensable way of multimodal transportation. Consequently, focusing on space--time accessibility and its boundaries, time geography needs to consider the impact of walking on accessibility, whether in areas with sparse traffic networks and in cities with dense traffic networks.

The walking surface can be represented as a velocity field, which provides maximum velocities associated with every location in walking space. It can be isotropic where local velocities are unidirectional (e.g., walking through thick forest) or anisotropic where local velocities are direction specific (e.g., walking up or down a hill), and also can capture both hard (e.g., lakes) and soft (e.g., variations in topography and land cover) barriers to movement (Long [@CR23]). As noted by Dykes and Mountain ([@CR9]), the raster-based implementations of the walking-velocity field can be performed by subdividing a study area into a lattice (commonly a raster) and determining *v*~max~ of each cell. The outcome is a heterogeneously weighted spatial lattice. Because physical barriers and obstacles associated with lakes, fences, and speed-restricted zones can all be incorporated into the generation of a suitable velocity surface, the velocity of the cell ranges from zero (obstruction-filled unit) to an upper bound on the theoretical maximum walking velocity (obstruction-free unit), with intermediate values reflecting the velocity that is allowed in a unit partially filled with obstacles.

The measures of cost distance are commonly quantified using a node-link representation (Long [@CR23]). With raster datasets, a node represents a cell in a two-dimensional regular lattice, and a link makes a connection between a cell and its neighbour (Long [@CR23]), along with a move permitted in the lattice. Typically in this type of analysis, moves from each cell are limited to the four or eight cardinal directions (i.e., rook- or queen-case definition of neighbours, Fig. [3](#Fig3){ref-type="fig"}); however, other definitions of neighbourhood types are possible (Goodchild [@CR12]; Collischonn and Pilar [@CR4]; Miller and Bridwell [@CR29]; Gonçalves [@CR11]; Long [@CR23]). As such, the raster-based walking velocity field can be converted into the network-based structure, hereafter referred to herein as the neighbour network, transforming the reachability analysis on a regular lattice into STP analysis on the network. Prior to network analysis, the neighbour network needs to be given weights, such as speed.Fig. 3Two neighbourhood types in raster grid: **a** four-cell (rooks); **b** eight-cell (queens)

The neighbour network is structurally derived from the raster grid, and its weight is the same. Each cell *c* in the raster grid is indexed as *i* with velocity *v*~*i*~ and centroid *n*~*i*~ serving as a node in the neighbour network. Cells next to *c*~*i*~ are denoted *c*~*j*~ with velocity *v*~*j*~ and centroid/node *n*~*j*~. Let *v*~*ij*~ denote the velocity weight of the link *n*~*i*~*n*~*j*~ connecting nodes *n*~*i*~ and *n*~*j*~, whose value is equal to the length of *n*~*i*~*n*~*j*~ divided by the minimum time cost to pass it. For different neighbourhood types (e.g., four-cell, eight-cell), the formula for *v*~*ij*~ is different. Given a square cell with a length of 2*a*, taking the four-cell pattern as an example, the calculation process for *v*~*ij*~ can be divided into two parts: calculate the length of *n*~*i*~*n*~*j*~ as 2*a* and calculate the minimum elapsed time through *n*~*i*~*n*~*j*~ as (*a*/*v*~*i*~ + *a*/*v*~*j*~) = *a* (*v*~*i*~ + *v*~*j*~)/*v*~*i*~*v*~*j*~. In this vein, *v*~*ij*~ can be mathematically formulated as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$v_{ij} = \frac{{2 \cdot v_{i} \cdot v_{j} }}{{v_{i} + v_{j} }},$$\end{document}$$where *v*~*ij*~ is the speed limit for link *n*~*i*~*n*~*j*~. While different in their respective implementations, the neighbour network and its alternative raster model represent different approaches to the same question, dealing with the representation of velocities over a walking surface and a map to each other in spatial position and velocity properties.

In addition, akin to the conclusion that the Manhattan distance is close to the network distance in areas with dense networks (Apparicio et al. [@CR1]), the actual walkway in areas with dense walkways can be approximated by the lattice path, in theory. This means that for areas with dense walkways, the raster grid is a very reliable alternative to actual trail networks. In addition, the neighbour network and the actual trails located inside and outside the walking zone together constitute the walking net for the walking mode.

Combining velocity models of travel environment layers {#Sec10}
------------------------------------------------------

In this section, we further introduce the integration of the models of Sects. [3.2.1](#Sec8){ref-type="sec"} and [3.2.2](#Sec9){ref-type="sec"}, which constitute the building blocks of a layer-based velocity model (Fig. [2](#Fig2){ref-type="fig"}c). The implementation of this integration is to add nodes as transfer links at some intersection between the car network and walking net; the outcome is a two-layer framework that combines the unimodal networks for walking and vehicle and includes transfer links for purposes of interconnection. Here, each new node coincides with a location in space, such as a taxi station and parking lot. This framework retains the car network and is, therefore, different from the Miller and Bridwell ([@CR29]) model, in which the car network is replaced by an artificial grid.

As Arentze and Timmermans ([@CR2]) stated when using a transfer link, the location of a moving object does not change; however, the mode of transport is shifted from one to another. Then, a path through the two-layer network, including such a transfer link, models a tour that contains two modes of trips and one or more mode switches. The two-layer network allows one to allocate time costs to the transfer links; however, the costs can be ignored in situations. For instance, time geography that seeks to maximize space--time accessibility lacks sufficient transferred time--cost data. The speed weights of the sub-arcs generated by the splitting of the new nodes can inherit the speed of the original arc. Consequently, the weighted two-layer network as described can be seen as a network version of the velocity field or surface, where the maximum velocities associated with each location in the environment can be recorded and, accordingly, can serve as the basis for cost-distance and accessibility analyses.

Methods {#Sec11}
=======

For illustration, the suggested approach is applied to urban settings for modelling the time--cost surface. The approach is executed using ArcGIS 10.2 with four cardinal neighbours, a raster resolution of 5 m, and spatial extent of 2.7 km × 2.7 km. The study area includes Wuhan University of Technology (WHUT) and represents a constrained travel environment exhibiting the presence of roads and pedestrian zones, providing an interesting substrate upon which to demonstrate the approach. Road network data modified by OSM (<https://www.openstreetmap.com>) were imported into ArcGIS and represented as an undirected graph with time-invariant speeds. From the perspective of GIS analysis, roads are divided into three types: residential street, highway, and expressway, and their corresponding maximum speeds are set to 20, 40, and 60 km/h, respectively. The construction of a walking net can be described as follows:Identifying a walking zone. The entire research area is cut by authority-constrained sub-areas, such as private residential areas, enterprises, and institutions, with the results of a walking zone. The zone, here the campus of WHUT, is then rasterised with 38,805 cells.Assigning a walking speed to the walking zone. Each raster cell is given a speed attribute as per Tobler's Hiking function (Tobler [@CR35]): $\documentclass[12pt]{minimal}
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                \begin{document}$${\text{speed}} = 6{\text{e}}^{ - 3.5|\tan \theta + .05|}$$\end{document}$, where *θ* is the slope in degrees and speed is in km/h. Accordingly, walking paths outside the walking zone are assigned a speed of 5 km/h, as per Versichele et al. ([@CR37]).Generating a walking net. This walking zone is first converted to a neighbour network with a four-cell pattern and then connected to walkways outside the walking zone, including footbridges and pedestrian tunnels, zebra crossings, and trails along the road, to create a pedestrian network.

Consequently, the road network and walking net can be interconnected in GIS software to generate a two-layer network with 121,587 nodes and 162,407 undirected links. For the campus, the neighbour network and residential streets are directly interconnected by new nodes at the intersections between them. For areas outside the campus, nodes are added at the interchangeable intersection-points between the trails and road network. Here, the trails are distributed along with the highway network. In the analysis of the least-cost path, because the speed of the highway is greater than that of the trail, the shortest path will pass through the highway network instead of the trails distributed along with the highway network. This hints that the trails accompanying the distribution of the road network can be omitted in the two-layer model for simplicity.

The two-layer network can serve as a basis for inferring potential space--time positions between observed anchors through cost--distance analysis using a secondary development of ArcGIS based on Python 2.7.1, provided that STP assumptions associated with the shortest path algorithm are satisfied by the behaviours of the individual in question. For this demonstration, a pair of known anchors located in WHUT, China, was designated by *s* and *e*, which are the starting point (Nanhu New Campus Stadium) and end point (Jianhu No. 1 Teaching Building) with associated times of *t*~*s*~ = 0 s and *t*~*e*~ = 531 s, respectively. The pair of anchors was chosen because they are located at different places for the two activities of physical education and self-study, and the traffic between the two points can be in vehicle mode, walking mode, or both. In addition, the time budget between *s* and *e* is usually set to 1.5 times the shortest time (354.2 s here) (Yin et al. [@CR41]) or 531 s. To do so, consider any intermediate time point *t* between two anchors {*s*, *t*~*s*~} and {*e*, *t*~*e*~}, where *t*~*s*~ \< *t* \< *t*~*e*~. For a vertex *p*, two different time points are defined based on a two-layer network: $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{p}^{ - } \le t \le t_{p}^{ + }$$\end{document}$, *p* is accessible at time *t*.

Using the ArcGIS Network Analyst further development based on Python, less than three days were needed to calculate $\documentclass[12pt]{minimal}
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                \begin{document}$$t^{ + }$$\end{document}$ for each vertex on the two-layer network to complete on a normal laptop (Core™i5-6200u 2.40 GHz computer processor and 8 GB of RAM). Then, these accessible vertexes can be converted into the potentially accessible area at *t*, also termed an isochrone area (O\'Sullivan et al. [@CR31]) or disk (Downs et al. [@CR8]), by mapping each vertex *p* to a cell or road segment, depending on whether *p* is a cell centroid or a road vertex. Moreover, the disks at each time *t* together form a space--time prism with vertices *s* and *e* in the (*x*, *y*, *t*)-space, which maps the set of potential spatial locations for a mobile object over time, given known spatial, temporal, and physical constraints limiting their movements (Loraamm et al. [@CR26]). When measuring reachability, the relationship between the spatial extent and the anchors needs to be considered. If the anchors are too far apart, the space--time disk will be truncated by the spatial extent with inaccuracy (Downs et al. [@CR8]); otherwise, if they are too close, unnecessary data that must be stored outside the space--time disk will be increased, thereby contributing to the computational burden.

Finally, a direct comparison or validation confirming the utility or effectiveness for the layer-based methodology versus the pure raster-based one would be difficult to implement in a meaningful way, as these methodologies assume that the movement of an individual between any two point locations is only limited by the time cost. Meanwhile, the success of any lattice method is difficult to assess, as the continuous-space ideal is usually hypothetical (Goodchild [@CR12]). Nevertheless, on a purely algorithmic level, we evaluated the performance of layer-based methodology by comparing its results (here, space--time disks) with the pure raster-based version. Parameters used for these two models include space--time anchors and speeds of different modes of transportation.

Results {#Sec12}
=======

Figure [4](#Fig4){ref-type="fig"} illustrates the process of modelling the two-layer network for time--cost surface over the area concerning WHUT. According to the car and walking mode, this area is divided into two layers, which are depicted by Fig. [4](#Fig4){ref-type="fig"}a, b, respectively; Fig. [4](#Fig4){ref-type="fig"}c shows a part of the two-layer network. It is apparent from Fig. [4](#Fig4){ref-type="fig"}c that the two-layer network fully encompasses the physical road network and, consequently, can generate more realistic STPs. Moreover, each segment of such STPs can be practically surveyed and explained from the perspective of minimising resistance (i.e., time or effort) across a travel environment, which may open up opportunities for examining the results of the space--time accessibility analysis. The diagram also clearly showed that the walking net can evenly cover the walking zone, which can improve the accessibility evaluation in areas with sparse traffic networks. These analyses also mean that layer-based time geography is capable of identifying errors in other models of the velocity field. Notably, there are a large number of intersections between the roads and the walking net in Fig. [4](#Fig4){ref-type="fig"}c, which does not mean frequent transfers on each trip (this is not in line with common sense). Indeed, it can be known from the reachability measure method that a moving object from *s* to *e* always reaches point *p* at $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$t_{p}^{ - }$$\end{document}$, stays at *p* for as long as possible, i.e. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$[t_{p}^{ - } ,t_{p}^{ + } ]$$\end{document}$, and then leaves *p* at time $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$t_{p}^{ + }$$\end{document}$. This means that the paths between *s*-*p* and *p*-*e* are based on least cost and, therefore, always follow the route with the highest speed possible, such as choosing a road instead of a pedestrian route. In short, the number of intersections characterises the degree of flexibility that maximises the time period of $\documentclass[12pt]{minimal}
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                \begin{document}$$[t_{p}^{ - } ,t_{p}^{ + } ]$$\end{document}$ for participating in the activity at *p*, making transfers less frequent for a trip unless such a situation as multiple activities arises.Fig. 4Data models for **a** car mode, **b** walking mode, and **c** a mixture of the two

Figure [5](#Fig5){ref-type="fig"} demonstrates five space--time disks of a prism with anchors {*s*, *t*~*s*~} and {*e*, *t*~*e*~} in both space (*X* and *Y* coordinates) and time (*Z* axis). Figure [5](#Fig5){ref-type="fig"}a visualises five blue-filled convex-shells associated with these disks and expresses the trend or overall overview of these disks over time. Furthermore, Fig. [5](#Fig5){ref-type="fig"}b shows that, visually or on map cognition, an unfilled convex-hull makes the parts in a space--time disk form a whole, which helps to distinguish the boundaries among the space--time disks. In addition, Fig. [5](#Fig5){ref-type="fig"}c shows the five disks of the prism at discrete time points: 81, 181, 281, 381, and 481 in s; each disk demarcates the spatial extent of the prism at corresponding points in time during its existence and can be seen as a spatial representation of limits of movement at the time associated with the disk (Long [@CR23]). For simplicity, these space--time disks do not include accessible highway sections; existing research on the construction of space--time prisms has mainly focused on planar disks (Miller and Bridwell [@CR29]) and networked disks (Kuijpers and Othman [@CR16]; Kuijpers et al. [@CR17]; Yin et al. [@CR41]). Such space--time disks reveal, at a glance, the non-uniformity of the time--cost surface, which contrasts sharply with the case of an unconstrained environment, emphasising the impact of accounting for the dual constraints of traffic networks and walking surfaces. This heterogeneity causes the space--time disks to be non-smooth at the boundaries, even appearing hollow inside. Nevertheless, the interior is connected. Finally, the space--time disk, as an outcome of a geographic accessibility analysis of the time--cost surface model, can be used to assess the impact of different spatial and temporal uncertainty factors on accessibility and can be used to analyse the accuracy of the model.Fig. 5Space--time prism consisting of five space--time disks: **a** filled convex shells; **b** unfilled convex-shells with their disks; **c** space--time disks

Figure [6](#Fig6){ref-type="fig"} compares two space--time disks corresponding to 81 s: the blue-filled disk is generated based on a two-layer network, whereas the yellow-filled one is based on a pure raster grid. Figure [6](#Fig6){ref-type="fig"}a shows that the divergence between the blue and yellow disks is manifested in two ways: one is in the blue disk, e.g., Point A is not on the yellow disk, and the other is in the yellow disk, e.g., Point B is not on the blue disk. According to the two-layer network and the shortest path algorithm, $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{{\text{A}}}^{ - } = 78.95s,t_{{\text{A}}}^{ + } = 259.18s$$\end{document}$, and $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{{\text{B}}}^{ - } = 129.65s,t_{{\text{B}}}^{ + } = 180.76s$$\end{document}$, and the corresponding least-cost paths between *s* and A (or B) and between A (or B) and *e* are shown in Fig. [6](#Fig6){ref-type="fig"}b. As can be seen from this figure, these paths follow the physical road network, except for the walking sections before and after point B (because there is no road directly connected to point B); consequently, with walking sections of 272 m in length and highway sections of 4111 m in length, they can be investigated in the field, which, to a certain extent, verifies the correctness of the reachability of points A (and B) and the validity of the two-layer network model. Again, the STP through point A can be shown in *x*-*y*-*t* space (Fig. [6](#Fig6){ref-type="fig"}c); just as the STP through point B in Fig. [6](#Fig6){ref-type="fig"}d. Although this comparison is for a single example, the results are representative of the general trends. Overall, as expected, the results of both applications demonstrate that the new technique has the potential to more precisely estimate the space--time accessibility than the pure raster-based field model.Fig. 6Comparison of two space--time disks overlain on the map: **a** blue and yellow filled disks at 81 s derived from a two-layer network and pure raster grid, respectively; **b** two shortest paths passing A and B, respectively; **c** STP through point A; **d** STP through point B (color figure online)

Discussion and conclusions {#Sec13}
==========================

The application of layer-based time geography to network- and nonnetwork-constrained travel environments illustrated the technique's potential, both in the context of movement along with a spatial network and across a walking surface. Likewise, the results of its application to urban settings indicate the method is particularly useful for understanding human activities and travel possibilities in space and time. However, beyond this example, this reasoning may apply for many real-world applications, as other network-based traffic (such as rail transit) + walking is also the basic mode of travel. Our approach adds to the earlier work by Miller and Bridwell ([@CR29]) who propose a field-based representation implemented as a lattice approximation. Although their approach allows for the dual constraints of the traffic network and walking surface, the physical transportation network cannot be completely represented by the grid model. Our approach preserves the physical transportation network and offers a valuable alternative if the necessary walking surface data are insufficient to build a reliable and fully covering velocity field. These results suggest that layer-based time geography is suitable for modelling the velocity surface of areas involving travel environments.

The two-layer network model, which takes into account area-related traffic modes, can be generalised to the supernetwork model. For example, it can function as a fundamental building block of a supernetwork or as a method to construct supernetworks involving planar areas. Although the representation of the area is not critical when the proportion of the area is very small, it needs to be seriously considered when the proportion is very large. Consequently, the generalisation of the proposed method to an area-related supernetwork can improve the supernetwork model and, consequently, is part of future research.

Moreover, the proposed model, as an alternative to the raster-based time-geographic field, improves the representation of the time--cost surface by time geography and, thus, can improve the expression of concepts such as space--time paths, prisms, disks, and isochrones (O\'Sullivan et al. [@CR31]). These concepts can act as tools for evaluating the service scope of urban facilities, public health, and other characteristics of the urban environment (Fayyaz et al. [@CR10]), as well as constructing Thiessen polygons based on time--cost. To go further, by extension, the chains (or necklaces) of chronologically successive prisms are powerful tools for assessing the consistency of data quality in situations in which the overall quality of individual trajectory data is uncertain (Loraamm et al. [@CR26]), as well as in cases of dynamic interaction (Winter and Yin [@CR38]; Yin et al. [@CR40]). In terms of application, the approach might be useful for studying the transmission of infectious diseases involving space--time accessibility, such as COVID-19. A future study will use this method to construct a prism chain for each COVID-19 patient prior to diagnosis in retrospect the patient\'s space--time accessibility range and the contacts within this range, providing a theoretical basis for the maximum possible discovery of contacts. These discussions above indicate that the improved model proposed in this article can provide the basis for the construction and application of key concepts of time geography.

Although layer-based time geography outperformed the raster-based variety for the experimental data, there are several considerations that should be noted regarding the technique\'s performance to guide future research. First, in the two-layer network, the interconnection of the road network and the walking net always occurs at their intersections. For residential streets, these intersections are effective as transfer points, whereas this is not always the case for other roadways (e.g., viaducts, underground tunnels). In addition, whereas the transfer cost of zero performs reasonably well for the time geography that seeks to maximise accessibility, layer-based time geography might be improved using the time expense function of the transfer activity (e.g. Liao [@CR21]). Future work should explore this and other modifications to the transfers.

The second consideration is the non-uniformity of the walking area. In urban space, there are a large number of barriers that can serve as any type of inaccessible area, such as building blocks and water bodies (Delafontaine et al. [@CR5]). Here, the walking area might be cut with buildings or lake boundaries. Therefore, the STP analysis will produce a more meaningful result; once the STP avoids the barriers, areas inside the barriers are not incorporated into the space--time prism. In addition, the walking speed is usually related to the slope of the terrain. Dealing with obstacles and slopes can lead to the following problems: traversable passageways in buildings are ignored and clipping creates isolated areas that should be connected to the surroundings. Consequently, the consideration of indoor passages and avoidance of "islands" may be promising ways to effectively model the walking environment. In addition, the neighbour network and actual trails, which are located inside and outside the walking zone, may not be automatically connected, which reminds us that the construction of the walking net needs to add checks to ensure such connection.

Third, this research assumed that layer-based time geography is most applicable when a planar walking area is so large that it cannot be adequately represented using several linear trails. If the actual trails are all along with the road network, a copy of the road network can effectively represent the walking environment or mode. Thus, a recommended approach might include first the application of a supernetwork model based on a copy of the road network to represent the walking mode and then, if the model is too uncertain, the application of layer-based time geography as an alternative.

Fourth, although this article explored the walking zone largely in the context of the raster model, the method may be equally applicable to other logical models as well. Example applications might include the characterisation of the continuous walking zone through network, including triangles and hexagons. Additionally, the technique might be further modified for use with a Voronoi diagram to represent the walking zone as discrete Thiessen polygons. Such a modification might involve determining the set of original discrete points from the nodes of the road network and generating Thiessen polygons as cells and their dual graphs as neighbour networks, Delaunay triangles. In summary, layer-based time geography provides a useful method for generating a velocity surface for network and non-network travel environments; furthermore, the general hierarchical approach can be applied to a variety of other logical models that can replace the raster model.

Finally, parameter selection for layer-based time-geographic implementation exacts a significant impact on results. Specifically, the choice of parameters surrounding the spatial resolution of raster data and the neighbourhood type is highly sensitive in their effect on results and demand in terms of computation. Like for any raster analysis, the calculation of grid cells on the walking area is based on cell centroids (Downs et al. [@CR8]); therefore, results are subject to some spatial generalisation. In mathematics, the discrete raster model tends to a continuous field when the pixel size is small enough, which means that generalisation can be resolved by increasing the lattice density. Yet better precision leads to an increase in data storage and computing demands. Therefore, it is necessary to select a spatial resolution and a neighbourhood type conditioned on the actual situation, such as specific application requirements and computer capabilities. Future research may seek to address a more dynamic or data-driven assignment of parameters for layer-based time-geographic calculations.
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