Abstract. In a recent paper A. Beardon and I. Short proposed to use chains of tangent horocycles as an extended tool describing continued fractions. We review the origin of such construction from the Möbius transformations point of view. Related descriptions with chains of orthogonal horocycles emerged as a result. The approach is extended to several dimensions in a way which is compatible to the early proposition of A. Beardon based on Clifford algebras.
Introduction
Continued fractions remain an important and attractive topic of current research. The recent paper [4] proposed to use chains of tangent horocycles as an extended tool describing and visualising continued fractions. This intriguing construction was introduced ad hoc and, naturally, we want to reveal its origin. This note describes the connection of chains of horocycles with the Möbius-invariant geometry of cycles. This allows to present all relevant arrangements of horocycles and produce multi-dimensional variant of them.
Continued Fractions
We use the following compact notation for a continued fraction:
K(a n |b n ) = a 1
Without loss of generality we can assume a j = 0 for all j. The important particular case of a n = 1 for all n is denoted by K(b n ) = K(1|b n ).
It is easy to see, that continued fractions are related to the following linearfractional (Möbius) transformation, cf. [3, 11, 12] , then the composition of two such transformations corresponds to multiplication of the respective matrices. Thus, relation (2.2) has the matrix form:
The last identity can be fold into the recursive formula:
This is equivalent to the main recurrence relation:
The Möbius transformation (2.2)-(2.3) maps 0 and ∞ to (2.6)
which are the partial quotients of (2.1):
Properties of the sequence of partial quotients
in terms of sequences {a n } and {b n } are the core of the continued fraction theory. Equation (2.6) links partial quotients with the Möbius map (2.2). Circles form an invariant family under Möbius transformations, thus their appearance for continued fractions is natural. Surprisingly, this happened only recently in [4] .
Möbius Transformations and Cycles
If M = a b c d is a matrix with real entries then for the purpose of the associated Möbius transformations M : z → az+b cz+d we may assume that det M = ±1. The collection of such matrices form a group. Such Möbius maps commute with the complex conjugation z →z. If det M > 0 then both the upper and the lower half-planes are preserved; if det M < 0 then the two half-planes are swapped. Thus, we can treat M as the map of equivalence classes z ∼z, which are labelled by respective points of the closed upper half-plane. Under this identification we consider any map produced by M with det M = ±1 as the map of the closed upper-half plane to itself.
The characteristic property of Möbius maps is that circles and lines are transformed to circles and lines. We use the word cycles for elements of this Möbius-invariant family [8, 10, 14] . We abbreviate a cycle given by the equation
to the point (k, l, n, m) of the three dimensional projective space PR 3 . The equivalence relation z ∼z is lifted to the equivalence relation
in the space of cycles, which again is compatible with the Möbius transformations acting on cycles.
The most efficient connection between cycles and Möbius transformations is realised through the construction, which may be traced back to [13] and was subsequently rediscovered by various authors [5, § 4.1; 6; 7, § 4.2], see also [8, 10] . The construction associates a cycle (k, l, n, m) with the 2 × 2 matrix 
which is a cousin of the product used in GNS construction of C * -algebras. Notably, the relation:
describes two cycles C = (k, l, m, n) andC = (k,l,m,ñ) orthogonal in Euclidean geometry. Also, the inner product (3.3) expresses the Descartes-Kirillov condition [7, Lem. 4.1(c); 10, Ex. 5.26] of C andC to be externally tangent:
where the representing vectors C = (k, l, n, m) andC = (k,l,m,ñ) from PR 3 need to be normalised by C, C = 1 and C ,C = 1.
Continued Fractions and Cycles
Let M = a b c d be a matrix with real entries and the determinant det M equal to ±1, we denote this by δ = det M. As mentioned in the previous section, to calculate the image of a cycle C under Möbius transformations M we can use matrix similarity MCM −1 . Thus, it is the straightforward calculation with matrices 1 to check the following statements: .3) to the cycle (2Q n Q n−1 , P n Q n−1 + Q n P n−1 , δn, 2P n P n−1 ), which passes points
The above three families contain cycles with specific relations to partial quotients through Möbius transformations. There is one degree of freedom in each family: m, k and n, respectively. We can use them to create an ensemble of three cycles (one from each family) with some Möbius-invariant interconnections. Three most natural arrangements are illustrated by Fig. 1 . The first row presents the initial selection of cycles, the second row-their images after a Möbius transformation (colours are preserved). The arrangements are as follows: Figure 1 . Various arrangements for three cycles. The first row shows the initial position, the second row-after a Möbius transformation (colours are preserved). The left column shows the arrangement used in the paper [4] : two horocycles touching, the third cycle is passing their common point and is orthogonal to the real line. The central column presents two orthogonal horocycles and the third cycle orthogonal to them. The horocycles in the right column are again orthogonal but the third passes one of their intersection points and makes 45
• with the real axis.
(1) The left column shows the arrangement used in the paper [4] : two horocycles are tangent, the third cycle is passing their common point and is orthogonal to the real line. The arrangement correspond to the following values m = 2, k = 2, n = 0. These parameters are uniquely defined by the above tangent and orthogonality conditions together with the requirement that the horocycles' radii agreeably depend from the consecutive partial quotients' denominators: • at the points of intersection with the real axis. It also has the radius
|Q n Q n−1 | -the geometric mean of radii of two other cycles. This again repeats the relation between cycles' radii in the first case. On the other hand, there is a tiny computational advantage in the case of orthogonal cycles. Let we have the sequence p j of partial fractions p j = P j Q j and want to rebuild the corresponding chain of horocycles. A horocycle with the point of contact p j has components (1, p j , n j , p 2 j ), thus only the value of n j need to be calculated at every step. If we use the condition to be tangent to the previous horocycle, then the quadratic relation (3.5) shall be solved. Meanwhile, the orthogonality relation (3.4) is linear in n j .
Multi-dimensional Möbius maps and cycles
It is natural to look for multidimensional generalisations of continued fractions. A geometric approach based on Möbius transformation and Clifford algebras was proposed in [2] . The Clifford algebra Cℓ(n) is the associative unital algebra over R generated by the elements e 1 ,. . . ,e n satisfying the following relation:
e i e j + e j e i = −2δ ij , where δ ij is the Kronecker delta. An element of Cℓ(n) having the form x = x 1 e 1 + . . .+x n e n can be associated with vectors (x 1 , . . . , x n ) ∈ R n . The reversion a → a * in Cℓ(n) [5, (1.19 (ii))] is defined on vectors by x * = x and extended to other elements by the relation (ab) * = b * a * . Similarly the conjugation is defined on vectors bȳ x = −x and the relation ab =bā. We also use the notation |a| 2 = aā 0 for any product a of vectors. An important observation is that any non-zero vectors x has a multiplicative inverse: x −1 =x |x| 2 .
By Ahlfors [1] Then MM = δI andM = κM * , where κ = 1 or −1 depending either d is a product of even or odd number of vectors.
To adopt the discussion from Section 3 to several dimensions we use vector rather than paravector formalism, see [5, (1. 42)] for a discussion. Namely, we consider vectors x ∈ R n+1 as elements x = x 1 e 1 +. . .+x n e n +x n+1 e n+1 in Cℓ(n + 1).
Therefore we can extend the Möbius transformation defined by M = a b c d with a, b, c, d ∈ Cℓ(n) to act on R n+1 . Again, such transformations commute with the reflection R in the hyperplane x n+1 = 0:
R : x 1 e 1 + . . . + x n e n + x n+1 e n+1 → x 1 e 1 + . . . + x n e n − x n+1 e n+1 .
Thus we can consider the Möbius maps acting on the equivalence classes x ∼ R(x).
Spheres and hyperplanes in R n+1 -which we continue to call cycles-can be associated to 2 × 2 matrices [5, (4.12); 6]:
where k, m ∈ R and l ∈ R n+1 . For brevity we also encode a cycle by its coefficients (k, l, m). A justification of (5.2) is provided by the identity: 1x l m kl
The identification is also Möbius-covariant in the sense that the transformation associated with the Ahlfors matrix M send a cycle C to the cycle MCM * [5, (4.16)]. The equivalence x ∼ R(x) is extended to spheres:
since it is preserved by the Möbius transformations with coefficients from Cℓ(n). Similarly to (3.3) we define the Möbius-invariant inner product of cycles by the identity C,C = ℜ tr(CC), where ℜ denotes the scalar part of a Clifford number. The orthogonality condition C,C = 0 means that the respective cycle are geometrically orthogonal in R n+1 .
Continued fractions from Clifford algebras and horocycles
There is an association between the triangular matrices and the elementary Möbius maps of R n , cf. The proof of the above lemmas are reduced to multiplications of respective matrices with Clifford entries. Proof. We note that e n+1 x = −xe n+1 for all x ∈ R n . Thus, for a product of vectors d ∈ Cℓ(n) we have e n+1d = d * e n+1 . Then
due to the Ahlfors condition 2. Similarly, ae n+1b + bē n+1ā = 0 and ae n+1d + bē n+1c = (ad * − bc * )e n+1 = δe n+1 . The image MCM * of the cycle C = (0, l, 0) is (cld + dlc, ald + blc, alb + bla). From the above calculations for l = x + re n+1 it becomes (cxd + dxc, axd + bxc + δre n+1 , axb + bxā). The rest of statement is verified by the substitution.
Thus, we have exactly the same freedom to choose representing horocycles as in Section 4: make two consecutive horocycles either tangent or orthogonal. To visualise this, we may use the two-dimensional plane V passing the points of contacts of two consecutive horocycles and orthogonal to x n+1 = 0. It is natural to choose the third cycle (drawn in blue on Fig. 1 ) with the centre belonging to V, this eliminates excessive degrees of freedom. The corresponding parameters are described in the second part of Lem. 6.3. Then, the intersection of horocycles with V are the same as on Fig. 1 .
Thus, the continuous fraction with the partial quotients P nQn |Q n | 2 ∈ R n can be represented by the chain of tangent/orthogonal horocycles. The observation made at the end of Section 4 on computational advantage of orthogonal horocycles remains valid in multidimensional situation as well.
Summing up, we started from multidimensional continuous fractions defined through the composition of Möbius transformations in Clifford algebras and associated to it the respective chain of horocycles. This establishes the equivalence of approaches proposed in [2, 4] .
