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BUCHSBAUM STANLEY–REISNER RINGS WITH MINIMAL
MULTIPLICITY
NAOKI TERAI AND KEN-ICHI YOSHIDA
Abstract. In this paper, we study non-Cohen–Macaulay Buchsbaum Stanley–
Reisner rings with linear free resolution. In particular, for given integers c, d,
q with c ≥ 1, 2 ≤ q ≤ d, we give an upper bound hc,d,q on the dimension of
the unique non-vanishing homology H˜q−2(∆; k) of a d-dimensional Buchsbaum
ring k[∆] with q-linear resolution and codimension c. Also, we discuss about
existence for such Buchsbaum rings with dimk H˜q−2(∆; k) = h for any h with
0 ≤ h ≤ hc,d,q, and prove an existence theorem in the case of q = d = 3 using
the notion of Cohen–Macaulay linear cover. On the other hand, we introduce
the notion of Buchsbaum Stanley–Reisner rings with minimal multiplicity of
type q, which extends the notion of Buchsbaum rings with minimal multiplic-
ity defined by Goto. As an application, we give many examples of Buchsbaum
Stanley–Reisner rings with q-linear resolution.
Introduction
For any simplicial complex ∆ on V = {x1, . . . , xn}, the homogeneous reduced k-
algebra k[∆] = k[X1, . . . , Xn]/I∆, where I∆ is the ideal generated by all square-free
monomials Xi1 · · ·Xip such that {xi1 , . . . , xip} /∈ ∆, is called the Stanley–Reisner
ring of ∆. In recent years, the class of Stanley–Reisner rings is one of important
classes in the theory of commutative algebra.
In [EiGo], Eisenbud and Goto investigated rings with linear resolution and
showed the significance of this property. Then from many viewpoints, they have
widely studied. Let us pick up some important results in the class of Stanley–
Reisner rings. Fro¨berg [Fr1, Fr2] classified all ∆ for which k[∆] has 2-linear res-
olution. Hibi [Hi2] gave a necessary and sufficient condition for a Buchsbaum
Stanley–Reisner ring to have linear resolution in terms of the reduced homology of
the simplicial complex and the a-invariants of its links.
Also, there is a well-known criterion for a Cohen–Macaulay (Stanley–Reisner)
ring to have linear resolution in terms of its h-vector or its multiplicity with given
initial degree and codimension (see e.g. [EiGo]). However, as for Buchsbaum case,
it seems that there is no such a criterion. Hence, in this paper, we investigate the
structure of Buchsbaum Stanley–Reisner rings with linear resolution in connection
with their multiplicities.
The purpose of this paper is divided into the following three pieces:
(I): To give fundamental properties of Buchsbaum Stanley–Reisner rings with
linear resolution.
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(II): To introduce the notion of Buchsbaum Stanley–Reisner rings with min-
imal multiplicity of type q for any integer q ≥ 2.
(III): To construct 3-dimensional Buchsbaum Stanley–Reisner rings having
3-linear resolution with given parameters (codimension, dimension of the
first reduced homology).
Let us explain the organization of this paper.
After recalling the notation and the terminology, in Section 2, we give funda-
mental properties of Buchsbaum Stanley–Reisner rings with linear resolution. Now
let A = k[∆] be a d-dimensional Buchsbaum Stanley–Reisner ring with q-linear
resolution, and put codimA = c(≥ 1). Then q ≤ d + 1. If q = d + 1, then ∆
is a (d − 1)-skeleton of 2V (Proposition 2.2). So we may assume that 2 ≤ q ≤ d.
Then Hi
m
(A) = 0 for all i 6= q − 1, d; Hq−1m (A) ∼= H˜q−2(∆; k). Thus it seems that
h := dimkH
q−1
m (A) is an important invariant of A. From this point of view, we
determined the h-vector of A and proved an inequality:
0 ≤ h ≤ hc,d,q :=
(c+ q − 2) · · · (c+ 1)c
d(d − 1) · · · (d− q + 2)
;
see Theorem 2.6. Also, we pose the following conjecture:
Conjecture 2.9. Let d, c, q, h be integers with c ≥ 1, h ≥ 0, and 2 ≤ q ≤ d. Then
the following conditions are equivalent:
(1) There exists a Buchsbaum Stanley–Reisner ring A = k[∆] with q-linear
resolution such that dimA = d, codimA = c and dimkH
q−1
m (A) = h.
(2) The above inequality 0 ≤ h ≤ hc,d,q holds.
The coarse version, which we solve in Section 4, of this conjecture is given by
Hibi in [Hi2].
Hibi’s problem. Construct a Buchsbaum complex of dimension d−1 with q-linear
resolution for any given integers q, d with 2 ≤ q ≤ d.
In Section 3, we study the Alexander dual of Buchsbaum complexes with linear
resolution. In fact, we prove that k[∆] is Buchsbaum with q-linear resolution if and
only if k[∆∗] (∆∗ denotes the Alexander dual of ∆) has almost c-linear resolution
and βqj(k[∆
∗]) = 0 for all j 6= c+ q − 1, c+ d; see Theorem 3.2.
In Section 4, we introduce the notion of minimal multiplicity of type q for Buchs-
baum Stanley–Reisner rings, and investigate its property.
In [Go2], Goto defined Buchsbaum local rings with minimal multiplicity, and
he proved that they have 2-linear resolutions; see [Go1, Go2]. We generalize this
notion in the class of Stanley–Reisner rings (Proposition 4.2). Namely, we prove
the following theorem, which is a main result in this paper.
Theorem 4.3. LetA = k[∆] be a Buchsbaum Stanley–Reisner ring with codimA =
c and indegA = q. Then
(1) The following inequality holds:
e(A) ≥
c+ d
d
(
c+ q − 2
q − 2
)
.
(2) If the equality holds in (1), then it has q-linear resolution.
We say that A hasminimal multiplicity of type q if one of the following equivalent
conditions (see Theorem 4.5 for more details):
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(1) The equality holds in Theorem 4.3(1).
(2) A has q-linear resolution and dimkH
q−1
m (A) = hc,d,q.
(3) a(A) = q − d− 2.
(4) k[∆∗] is Cohen–Macaulay with pure and almost linear resolution with a-
invariant 0.
In the proof of Theorem 4.3, Hochster’s formula and Hoa–Miyazaki theorem
play important roles. Also, using the same idea of the proof of Theorem 4.3, we
can prove a generalization of Hibi’s criterion, which asserts that A = k[∆] has
q-linear resolution if and only if H˜q−1(∆; k) = 0 and a(k[link∆{xi}) ≤ q − d for all
i = 1, . . . , n; see Theorem 4.4.
On the other hand, as an application of Theorems 3.2 and 4.5, we prove that the
Alexander dual of the boundary complex of a cyclic polytope is Buchsbaum with
minimal multiplicity in our sense. In particular, this example gives an affirmative
answer to the above Hibi’s problem. See Section 4 for more examples.
In Section 5, we introduce the notion of Cohen–Macaulay cover, and prove that
Conjecture 2.9 is true for q = d = 3. Let ∆ be a pure simplicial complex on vertex
set V with indeg k[∆] = dim k[∆] = d. Then ∆˜ is said to be a Cohen–Macaulay
cover of ∆ over a field k if it is a (d−1)-dimensional simplicial complex on the same
vertex set V as containing ∆ and k[∆˜] is Cohen–Macaulay with d-linear resolution.
The notion of Cohen–Macaulay cover is very useful to attack the above conjecture.
Now consider the case of q = d in the above Conjecture 2.9. Let c, d and h be
integers with c ≥ 1, d ≥ 2 and 0 ≤ h ≤ hc,d,d =
(c+d−2)···(c+1)c
d! . Also, let ∆
min be
a (d − 1)-dimensional Buchsbaum simplicial complex with d-linear resolution and
dimkH
d−1
m
(k[∆min]) = ⌊hc,d,d⌋. Then we can prove the following:
Corollary 5.3. If such a complex ∆min exists, then there exists a Cohen–Macaulay
cover ∆˜ of ∆min.
Theorem 5.7. Let ∆− ⊆ ∆ ⊆ ∆+ be simplicial complexes on V = {x1, . . . , xn}.
If both k[∆−] and k[∆+] are Buchsbaum Stanley–Reisner rings with d-linear reso-
lutions, then so is k[∆].
Thus we can reduce Conjecture 2.9 to the existence of ∆min. For d = 3, we show
that Hanano’s example is turned out to be ∆min (Example 4.10). Combining the
above result with Corollary 2.12 and Example 4.7, we have:
Theorem. Conjecture 2.9 is true if either one of the following conditions are
satisfied:
(1) d ≤ 3. (2) q = 2. (3) hc,d,q = 1.
1. Preliminaries
We first fix notation. Let N (resp. Z) denote the set of nonnegative integers
(resp. integers). Put [n] = {1, 2, . . . , n} for any positive integer n. Let #(W )
denote the cardinality of a set W .
We recall some notation on simplicial complexes and Stanley–Reisner rings ac-
cording to [St]. We refer the reader to e.g. [BrHe], [Hi1], [Hoc] and [St] for the
detailed information about combinatorial and algebraic background.
1.1 (Simplicial complex, face). A simplicial complex ∆ on the vertex set V =
{x1, . . . , xn} is a collection of subsets of V such that
3
(i) {xi} ∈ ∆ for every 1 ≤ i ≤ n;
(ii) F ∈ ∆, G ⊆ F =⇒ G ∈ ∆.
Each element F of ∆ is called a face of ∆. A face F is called an i-face if #(F ) = i+1.
We set d = max{#(F ) |σ ∈ ∆} and define the dimension of ∆ to be dim∆ = d−1.
A maximal face is called a facet. We say that ∆ is pure if every facet has the same
cardinality.
Given a subset W of V , the restriction of ∆ is the subcomplex
∆W = {F ∈ ∆ |F ⊆W}.
On the other hand, if F is a face of ∆, then we define the subcomplex link∆(F ),
which is called the link of F as follows:
link∆(F ) = {G ∈ ∆ |F ∩G = ∅, F ∪G ∈ ∆}.
In particular, link∆(∅) = ∆.
In the following, let ∆ be a (d − 1)-dimensional simplicial complex on V =
{x1, . . . , xn}. Let S = k[x1, . . . , xn] be a polynomial ring in n-variables over a
field k. Here, we identify each xi ∈ V with the indeterminate xi of S. Also, let
mS = (x1, . . . , xn)S denote the homogeneous maximal ideal of S.
1.2 (h-vector, Reduced homology). Let fi = fi(∆), 0 ≤ i ≤ d− 1, denote the
numbers of i-faces in ∆. We define f−1 = 1. We call f(∆) = (f0, f1, . . . , fd−1) the
f -vector of ∆. Also, we define the h-vector h(∆) = (h0, h1, . . . , hd) of ∆ by
(1.1)
d∑
i=0
fi−1t
i
(1− t)i
=
h0 + h1t+ · · ·+ hdtd
(1− t)d
.
Let Cp(∆) be the k-vector space generated by all p-faces of ∆ and we define the
differential map ∂p+1 : Cp+1(∆)→ Cp(∆) as follows:
∂p+1({xi1 , . . . , xip+1}) =
p+1∑
j=1
(−1)j{xi1 , . . . , x̂ij , . . . , xip+1}.
Then C•(∆) is a bounded complex and H˜p(∆; k) = Hp(C•(∆)) is called the ith
reduced simplicial homology group of ∆ with values in k. Note that H˜−1(∆; k) = 0
if ∆ 6= {∅} and
H˜p({∅}; k) =
{
0 (p ≥ 0);
k (p = −1).
Also, note that H˜p(∆; k) = 0 if p ≥ d = dim∆+ 1 or p ≤ −2.
1.3 (Stanley–Reisner ring). Let I∆ be the ideal of S which is generated by
square-free monomials xi1 · · ·xir , 1 ≤ i1 < · · · < ir ≤ n, with {xi1 , · · · , xir} /∈ ∆.
We say that the quotient algebra k[∆] := S/I∆ is the Stanley–Reisner ring of ∆
over k. We consider k[∆] as a graded algebra k[∆] = ⊕j≥0k[∆]j with the standard
grading, i.e., each deg xi = 1.
Let e(k[∆]) denote the multiplicity of k[∆]. It is well known that e(k[∆]) =
fd−1(∆) =
∑d
i=0 hi(∆).
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Theorem 1.4 (Hochster’s formula on the local cohomology modules). Let
k[∆] be a Stanley–Reisner ring and m the unique homogeneous maximal ideal of
k[∆]. Then the Hilbert series of the ith local cohomology module Hi
m
(k[∆]) is given
by
(1.2) F (Hi
m
(k[∆]), t) =
∑
F∈∆
dimk H˜i−#(F )−1(link∆F ; k)
(
t−1
1− t−1
)#(F )
,
where F (M, t) =
∑
n∈Z dimkMnt
n for a graded S-module M with dimkMn < ∞
for all n ∈ Z.
In particular, we have
(1) [Hi
m
(k[∆])]j = 0 for all j ≥ 1.
(2) [Hi
m
(k[∆])]0 ∼= H˜i−1(∆; k).
(3) For all p ≥ 1,
dimk[H
i
m
(k[∆])]−p =
∑
F∈∆,1≤#(F )≤p
dimk H˜i−#(F )−1(link∆F ; k).
Also, if we define the a-invariant of a d-dimensional graded ring A (see [GoWa])
by
a(A) = max{m ∈ Z | [Hd
m
(A)]m 6= 0},
then we always have a(k[∆]) ≤ 0.
1.5 (Cohen–Macaulay, Buchsbaum complex). ∆ is called Cohen–Macaulay
over k if it satisfies one of the following equivalent conditions:
(1) k[∆] is Cohen–Macaulay.
(2) Hi
m
(k[∆]) = 0 for all i < d. That is, depth k[∆] = dim k[∆].
(3) H˜i(link∆(F ); k) = 0 for every F ∈ ∆ and for every i < dim link∆(F ).
Also, ∆ is called Buchsbaum over k if it satisfies one of the following equivalent
conditions:
(1) k[∆] is Buchsbaum. That is, l(k[∆]/J)− e(J) (this invariant is written as
I(k[∆])) is independent on the choice of homogeneous parameter ideal J of
k[∆], where e(J) denotes the multiplicity of J .
(2) k[∆] is (F.L.C.), i.e., l(Hi
m
(k[∆])) <∞ for all i < d.
(3) Hi
m
(k[∆]) = [Hi
m
(k[∆])]0 = H˜i−1(∆; k) for all i < d.
(4) ∆ is pure and H˜i(link∆(F ); k) = 0 for every F (6= ∅) ∈ ∆ and for every
i < dim link∆(F ).
When this is the case,
I(k[∆]) =
d−1∑
i=0
(
d− 1
i
)
l(Hi
m
(k[∆])) =
d−1∑
i=0
(
d− 1
i
)
dimk H˜i−1(∆; k).
Note that k[∆] is Cohen–Macaulay if and only if it is Buchsbaum and H˜i(∆; k) =
0 for all i < d− 1.
1.6 (Regularity, Linear resolution). Let A = k[A1] = S/I be a homogeneous
k-algebra.
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A graded minimal free resolution (abbr., MFR) of A over S is an exact sequence
0→
⊕
j∈Z
S(−j)βp,j(A)
ϕp
−→ · · ·
ϕ2
−→
⊕
j∈Z
S(−j)β1,j(A)
ϕ1
−→ S → A→ 0,
where S(j), j ∈ Z, denotes the graded module S(j) = ⊕n∈ZSj+n and “minimal”
means that ϕi ⊗A A/m = 0 for all i. We say that βi(A) =
∑
j∈Z βi,j(A) the ith
Betti number of A over S.
The Castelnuovo–Mumford regularity is defined by
regA := max{j − i |βi,j(A) 6= 0}.
Also, the initial degree of A is defined by
indegA := min{j | Ij 6= 0} = min{j |β1,j(A) 6= 0}.
Notice the following fact:
(1) βi,j(A) = dimk Tor
i
S(A,S/mS)j .
(2) p = n− depthA by Auslander–Buchsbaum formula.
(3) βi,j(A) = 0 for all j < i+ indegA− 1.
(4) regA ≥ indegA− 1.
(5) regA = inf{r ∈ Z | [Hi
m
(A)]j = 0 for all j > r − i}; see [EiGo].
A has q-linear resolution (abbr., A is q-linear or ∆ is q-linear over k) if regA =
indegA − 1 = q − 1 (e.g., [Oo]), that is, its graded minimal free resolution of A is
written as the following form:
0→ S(−(q + p− 1))βp → S(−(q + p− 2))βp−1 → · · · → S(−q)β1 → S → A→ 0.
In the case of Buchsbaum homogeneous k-algebras, the following criterion for
having a q-linear resolution is known. See also Theorems 2.3 and 4.4.
Theorem 1.7 (cf. [EiGo, Corollary 1.5]). Let A = k[A1] be a homogeneous Buchs-
baum k-algebra with indegA ≥ q and dimA = d. Put m = A+, the unique homoge-
neous maximal ideal of A. Suppose that k is infinite. Then the following conditions
are equivalent:
(1) A has q-linear resolution.
(2) There exists a homogeneous system of parameters f1, . . . , fd such that m
q =
(f1, . . . , fd)m
q−1.
(3) [Hi
m
(A)]j = 0 for all i 6= d, j 6= q − 1 − i and [Hdm(A)]j = 0 for all
j > q − d− 1.
The Betti numbers of Stanley–Reisner rings can be calculated by the following
formula.
Theorem 1.8 (Hochster’s formula on the Betti numbers [Hoc, Theorem
5.1]). Let k[∆] be the Stanley–Reisner ring of ∆ over k. Then
(1.3) βi,j(k[∆]) =
∑
W⊆V
#(W )=j
dimk H˜j−i−1(∆W ; k).
Also, we frequently use the following theorem; see [HoMi, Corollary 2.8].
Theorem 1.9 (Hoa–Miyazaki theorem). Let A = k[A1] be a d-dimensional
homogeneous Buchsbaum k-algebra. Then
regA ≤ a(A) + d+ 1.
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2. Buchsbaum Stanley–Reisner rings with q-linear resolution
In this section, let us gather several properties of Buchsbaum Stanley–Reisner
rings having a q-linear resolution.
Throughout this section, let ∆ be a simplicial complex on V = {x1, . . . , xn}, and
let k[∆] denote the Stanley–Reisner ring of ∆ over a field k, and m its homogeneous
maximal ideal. Also, let c, d, q be given integers with c ≥ 1 and q, d ≥ 2.
Let us start giving fundamental results on Buchsbaum Stanley–Reisner rings
with linear resolution.
Proposition 2.1. (cf. [EiGo]) Suppose that A = k[∆] is a d-dimensional Buchs-
baum Stanley–Reisner ring with q-linear resolution, and put codimA = c. Then
(1) q ≤ d+ 1.
(2) Hi
m
(A) = [Hi
m
(A)]0 ∼= H˜i−1(∆; k) = 0 for all i 6= q − 1, d.
(3) regA = q − 1 and indegA = q.
(4) a(A) = q − d− 2 or q − d− 1.
Also, suppose that q ≤ d. Then
(5) H˜d−1(∆; k) = 0.
(6) dimkH
q−1
m (A) = dimk H˜q−2(∆; k) = βc+d−q+1.
Proof. (3) is clear by definition. By Hochster’s formula, we have regA ≤ d in
general. Thus we get (1). Also, (2) easily follows from Theorem 1.7. Similarly we
have a(A) ≤ q − d − 1. On the other hand, q − 1 = reg (A) ≤ a(A) + d + 1 by
Hoa–Miyazaki Theorem. This implies that a(A) ≥ q − d− 2. Hence we get (4).
Now, suppose that q ≤ d. Since regA = d > q − 1, we have that H˜d−1(∆; k) =
[Hd
m
(A)]0 = 0. Also, (6) follows from Theorem 1.8 if we put j = c + d = n and
i = c+ d− q + 1. 
In the following, we always assume that q ≤ d. In fact, we can completely
characterize Stanley–Reisner rings with (d+ 1)-linear resolution as follows:
Proposition 2.2. Let A = k[∆] be a d-dimensional Stanley–Reisner ring on V .
Then the following conditions are equivalent:
(1) A has (d+ 1)-linear resolution.
(2) indegA = d+ 1.
(3) I∆ = (xi1 · · ·xid+1 | 1 ≤ i1 < · · · < id < id+1 ≤ n). That is, ∆ is the
(d− 1)-skeleton of the standard n-simplex 2V .
When this is the case, A is Cohen–Macaulay.
Proof. (1) =⇒ (2) is trivial. Conversely, suppose (2). Then d ≥ regA ≥
indegA− 1 = d. Thus A has (d+ 1)-linear resolution.
(3) =⇒ (2) is trivial. Conversely, suppose that indegA = d + 1. Then I∆ does
not contain any square-free monomial M with degM ≤ d. Now suppose that some
square-free monomial xi1 · · ·xid+1 of degree (d + 1) is not contained in I∆. Then
{xi1 , . . . , xid+1} ∈ ∆. This contradicts the assumption that dim∆ = d − 1. Hence
∆ is a (d− 1)-skeleton of 2V . Since 2V is Cohen–Macaulay, so is ∆; see e.g., [BrHe,
Ex 5.1.23]. 
The following theorem gives a criterion for having a q-linear resolution. In Sec-
tion 4, we will improve this theorem.
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Theorem 2.3 (Hibi’s criterion [Hi2, Theorem (1.6)]). Let A = k[∆] be a d-
dimensional Buchsbaum Stanley–Reisner ring. Put indegA = q ≤ d. Then A has
q-linear resolution if and only if the following conditions are satisfied:
(i) H˜i(∆; k) = 0 for all i 6= q − 2.
(ii) a(k[link∆({xi})]) ≤ q − d for all i = 1, . . . , n.
Now suppose that A = k[∆] is a d-dimensional Buchsbaum Stanley–Reisner
ring with q-linear resolution. Then h := dimk H˜q−2(∆; k) = dimkH
q−1
m (A) is an
important invariant of ∆. From now on, we focus this invariant.
The following proposition may be known, but we give a proof for the readers’
convenience.
Proposition 2.4. Suppose that A = k[∆] is a d-dimensional Buchsbaum Stanley–
Reisner ring with q-linear resolution, and put codimA = c. If we put h :=
dimkH
q−1
m (A), then the multiplicity e(A) and the I-invariant I(A) are given by
(2.1) e(A) =
(
c+ q − 1
q − 1
)
− h
(
d− 1
q − 1
)
and I(A) = h
(
d− 1
q − 1
)
.
To prove the above proposition, we first show the following lemma. See also
[EiGo].
Lemma 2.5. Let A = k[A1] be a d-dimensional homogeneous Buchsbaum k-algebra
with codimA = c and indegA ≥ q. Then
(1) e(A) ≥
(
c+ q − 1
q − 1
)
− I(A).
(2) Equality holds in (1) if and only if A has q-linear resolution.
Proof. We may assume that k is infinite.
(1) Let J be a homogeneous minimal reduction of m, that is, J is a homoge-
neous parameter ideal of A and mr+1 = Jmr holds for some integer r ≥ 0. Then
e(A) = e(J) = lA(A/J) − I(A) since A is Buchsbaum. Also, since B := A/J is a
homogeneous Artinian k-algebra with dimk B1 = c and indegB ≥ q, we have
e(A) = lA(A/J)− I(A) ≥ lA(A/J +m
q)− I(A) =
(
c+ q − 1
q − 1
)
− I(A).
(2) Equality holds in (1) if and only if mq ⊆ J . Since A is homogeneous, this
yields that mq = J ∩ mq = Jmq−1. Thus the statement follows from Theorem
1.7. 
Proof of Proposition 2.4. Since A = k[∆] has q-linear resolution, Hi
m
(A) = 0 for
all i 6= q − 1, d and thus I(A) = h
(
d−1
q−1
)
. On the other hand, by Lemma 2.5, we
have
e(A) =
(
c+ q − 1
q − 1
)
− I(A) =
(
c+ q − 1
q − 1
)
− h
(
d− 1
q − 1
)
,
as required. 
The following theorem plays an important role in this article.
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Theorem 2.6. Suppose that A = k[∆] is a d-dimensional Buchsbaum Stanley–
Reisner ring with q-linear resolution (q ≤ d), and put c = codimA and h =
dimkH
q−1
m (A). Then the h-vector (h0, h1, . . . , hq−1, hq, hq+1, . . . , hd) of ∆ is
(2.2)
(
1, c, · · · ,
(
c+ q − 2
q − 1
)
, −
(
d
q
)
h,
(
d
q + 1
)
h, · · · , (−1)d−q+1
(
d
d
)
h
)
.
That is,
hp =
(
c+ p− 1
p
)
(1 ≤ p ≤ q − 1), hp = (−1)
p−q+1
(
d
p
)
h (q ≤ p ≤ d).
Also, h satisfies the following inequalities:
(2.3) 0 ≤ h ≤
(c+ q − 2) · · · (c+ 1)c
d(d− 1) · · · (d− q + 2)
=: hc,d,q.
Proof. Since indegA = q, one has
hp =
(
c+ p− 1
p
)
for all p = 0, 1, . . . , q − 1.
On the other hand, by the similar argument as in the proof of [Te1, Theorem
2.1], we have
dimk[H
d
m
(A)]−1 = d · hd + hd−1
dimk[H
d
m
(A)]−2 =
(
d+ 1
2
)
hd + d · hd−1 + hd−2
. . . . . .
dimk[H
d
m
(A)]−p =
(
d+ p− 1
p
)
hd +
(
d+ p− 2
p− 1
)
hd−1 + · · ·+ d · hd−p+1 + hd−p
. . . . . .
dimk[H
d
m
(A)]q−d =
(
2d− q − 1
d− q
)
hd +
(
2d− q − 2
d− q − 1
)
hd−1 + · · ·+ d · hq+1 + hq.
By Proposition 2.1, we have
(−1)d−1hd = χ˜(∆) =
d−1∑
i=−1
(−1)i dimk H˜i(∆; k) = (−1)
qh
and dimk[H
d
m
(A)]j = 0 for all j = −1,−2, . . . , q − d. Solving the above equations,
one can easily obtain that hp = (−1)p−q+1
(
d
p
)
h for all p = q, . . . , d− 1, d. Then(
2d− q
d− q + 1
)
hd + · · ·+ d · hq + hq−1 = dimk[H
d
m
(A)]q−d−1 ≥ 0
implies that (
c+ q − 2
q − 1
)
−
(
d
q − 1
)
h ≥ 0.
Namely, h ≤ hc,d,q, as required. 
Remark 2.7. Proposition 2.4 also follows from Theorem 2.6.
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Remark 2.8. Under the same notation as in Theorem 2.6, let βi be the ith Betti
number of k[∆] over S. Then the following identity holds:
(1− t)c
{
q−1∑
p=0
(
c+ p− 1
p
)
tp +
d∑
p=q
(−1)p−q+1
(
d
p
)
htp
}
= 1−
n−q+1∑
i=1
βit
q+i−1.
Based on Theorem 2.6, we pose the following conjecture.
Conjecture 2.9. Let d, c, q, h be integers with c ≥ 1, h ≥ 0, and 2 ≤ q ≤ d. Then
the following conditions are equivalent:
(1) There exists a Buchsbaum Stanley–Reisner ring A = k[∆] with q-linear
resolution such that dimA = d, codimA = c and dimHq−1m (A) = h.
(2) The following inequality holds:
0 ≤ h ≤ hc,d,q =
(c+ q − 2) · · · (c+ 1)c
d(d− 1) · · · (d− q + 2)
.
Remark 2.10 (Stanley). There is a (d−1)-dimensional Cohen–Macaulay complex
∆ with h-vector
(h0, . . . , hq−1) =
(
1, c,
(
c+ 1
2
)
, · · · ,
(
h+ q − 2
q − 1
))
,
which has q-linear resolution. See [BrHe, Theorem 5.1.15].
In particular, Conjecture 2.9 is true in the case of h = 0.
Now let A = k[A1] be a d-dimensional Buchsbaum homogeneous k-algebra. Let
e(A) (resp. emb (A) = dimk A1) denote the multiplicity (resp. the embedding
dimension) of A. Then emb (A) ≤ e(A) + dimA+ I(A)− 1 holds in general, and A
is said to have maximal embedding dimension if equality holds. Also, A has maximal
embedding dimension if and only if it has 2-linear resolution or is isomorphic to a
polynomial ring; see e.g. [Go1].
Fro¨berg ([Fr1, Fr2]) has determined the structure of Buchsbaum simplicial com-
plexes with 2-linear resolution.
Proposition 2.11 (Fro¨berg [Fr2]). Let ∆ be a (d− 1)-dimensional simplicial com-
plex which is not a (d− 1)-simplex. Then the following conditions are equivalent:
(1) k[∆] is Buchsbaum with 2-linear resolution.
(2) ∆ is a finite disjoint union of (d− 1)-dimensional simplicial complexes ∆i
such that k[∆i] is Cohen–Macaulay of maximal embedding dimension.
Using the above proposition, we can show that the above conjecture is true for
q = 2.
Corollary 2.12. Let d, c, h be integers with d ≥ 2, c ≥ 1, and h ≥ 0. Then the
following conditions are equivalent:
(1) There exists a Buchsbaum Stanley–Reisner ring A = k[∆] with 2-linear
resolution such that dimA = d, codimA = c and dimH1
m
(A) = h.
(2) The following inequality holds:
0 ≤ h ≤ hc,d,2 =
c
d
.
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Proof. Note that there are many examples of Cohen–Macaulay Stanley–Reisner
ring A over any field k of maximal embedding dimension such that codimA = c
and dimA = d. Indeed, k[X0, . . . , Xc, Y1, . . . , Yd−1]/(XiXj | 0 ≤ i < j ≤ c) gives
one of such examples.
To see (2) =⇒ (1), suppose that c ≥ dh. We may assume that h > 0. Take any
simplicial complex ∆0 for which k[∆0] is Cohen–Macaulay of maximal embedding
dimension and codim k[∆0] = c− dh. Let ∆ be a disjoint union of ∆0 and (d− 1)-
simplexes ∆1, . . . ,∆h. Then A = k[∆] is Buchsbaum with 2-linear resolution by
Proposition 2.11. Also, we have codimA = (c − dh) + d · h = c, dimA = d and
dimkH
1
m
(A) = h. 
On the other hand, in the case of q ≥ 3, it seems to be difficult to construct
examples of complexes having a q-linear resolution with given parameters. But, in
Section 5, we will give an affirmative answer in the case of q = d = 3 using the
notion of “Cohen-Macaulay cover”.
3. Alexander Duality of Buchsbaum complex with linear resolution
In this section, we characterize the Alexander dual of Buchsbaum simplicial
complexes with linear resolution. As an application, we give some examples of
Buchsbaum complexes with linear resolution using cyclic polytopes. We first recall
some basic results on Alexander duality of simplicial complexes.
3.1 (Alexander duality). Let ∆ be a (d− 1)-dimensional simplicial complex on
V = {x1, . . . , xn}. The Alexander dual of ∆ is defined by
∆∗ := {F ⊆ V |V \ F /∈ ∆}.
Suppose that c := n− d ≥ 2 and indegA = q ≥ 2. Then ∆∗ is a simplicial complex
on V . Also, the following statements hold: see [EaRe, Te2] for details.
(1) (Alexander Duality) H˜i−2(∆
∗; k) ∼= H˜n−i−1(∆; k) for all i.
(2) (∆∗)∗ = ∆.
(3) dim k[∆∗] + indeg k[∆] = c+ d = n. In particular,
dim k[∆∗] = c+ d− q, indeg k[∆∗] = c, and codim k[∆∗] = q.
(4) The Betti numbers of k[∆∗] are given by the formula
βi,j(k[∆
∗]) =
∑
F∈∆
#(F )=c+d−j
dimk H˜i−2(link∆F ; k).
(5) k[∆] has linear resolution if and only if k[∆∗] is Cohen–Macaulay. In fact,
we have
reg k[∆]− indeg k[∆] + 1 = dim k[∆∗]− depthk[∆∗].
Described as above, if ∆ is Cohen–Macaulay with linear resolution, then so is
∆∗. Thus it is a natural to ask
“What can we say about the Alexander dual of a Buchsbaum simplicial complex
with linear resolution ?”
An answer to this question is that “The Alexander dual of such a complex has
almost linear resolution (see [EiGo]) with suitable conditions”. To be precise, we
have:
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Theorem 3.2. Let c, d, q be integers with c ≥ 2, 2 ≤ q ≤ d. Let A = k[∆] be a
d-dimensional Stanley–Reisner ring with codimA = c and indegA = q, and let ∆∗
denote the Alexander dual of ∆. Put A∗ := k[∆∗]. Then the following conditions
are equivalent:
(1) A is Buchsbaum with q-linear resolution.
(2) A∗ is Cohen–Macaulay with almost c-linear resolution and the graded min-
imal free resolution of A∗ over S can be written as follows:
0→ Fq → Fq−1 = S(−(c+ q − 2))
β∗q−1 → · · · → F1 = S(−c)
β∗1 → S → A∗ → 0,
where Fq = S(−(c+ d))β
∗
⊕ S(−(c+ q − 1))β
∗
′
.
When this is the case, β∗ = dimkH
q−1
m (A) and β
∗′ = dimkH
d
m
(A)q−d−1.
Proof. We may assume that A has q-linear resolution and A∗ is Cohen–Macaulay
by 3.1.
(1) =⇒ (2) : To see (2), we must show that βij(k[∆
∗]) = 0 for all pairs (i, j)
with 0 ≤ i ≤ q and j > c+ i− 1 except (i, j) = (q, c+ d).
Let F be a face of ∆ with #(F ) = c+ d− j. First suppose that j = c+ d. Then
F = ∅. If i ≤ q − 1, then H˜i−2(∆; k) = 0 by Proposition 2.1. Next suppose that
c+i−1 < j < c+d. Then F 6= ∅. Since i−2 < j−c−1 = d−#(F )−1 = dim link∆F ,
the Buchsbaumness of ∆ implies that H˜i−2(link∆F ; k) = 0. Thus we get the
required vanishing.
(2) =⇒ (1) : First, note that ∆ is pure. Indeed, I∆∗ is minimally generated by
the elements xj1 · · ·xjc for which V \ {xj1 , . . . , xjc} is a maximal face of ∆.
To see the Buchsbaumness of k[∆], let F be any non-empty face of ∆ and let i be
an integer with i < d−#(F )+1. Put j = c+d−#(F ). Then one can easily see that
βij(k[∆
∗]) = 0 by the assumption (2). This implies that H˜i−2(link∆(F ); k) = 0.
Hence k[∆] is Buchsbaum, as required.
Putting i = q, j = n(= c+ d), we have
β∗ = βq,n(k[∆
∗]) = dimk H˜q−2(∆; k) = dimkH
q−1
m
(A).
On the other hand, since a(k[∆]) ≤ q − d − 1, we have H˜d−#(F )−2(link∆F ; k) = 0
for every face F with 1 ≤ #(F ) ≤ d− q. Thus by Hochster’s formula we have
dimk
[
Hd
m
(k[∆])
]
q−d−1
=
∑
F∈∆,#(F )=d−q+1
dimk H˜q−2(link∆F ; k)
= βq,c+q−1(k[∆
∗]) = β∗
′
.

Corollary 3.3. Let c, q and d be integers with c ≥ 2 and 2 ≤ q ≤ d. Put n = c+d.
Let Γ be a simplicial complex on V . Suppose that k[Γ] is a (n − q)-dimensional
Gorenstein ring with almost c-linear resolution and a(k[Γ]) = 0. Let ∆ = Γ∗ be the
Alexander dual of Γ. Then k[∆] is a d-dimensional Buchsbaum Stanley–Reisner
ring with q-linear resolution.
Proof. Since k[Γ] is Gorenstein and thus is Cohen–Macaulay, the length of the
graded MFR of k[Γ] is equal to n−dim k[Γ] = q by Auslander–Buchsbaum formula.
Also, since the graded MFR of k[Γ] is almost c-linear, it can be written as follows:
0→ Fq → Fq−1 = S(−(c+ q − 2))
β∗q−1 → · · · → F1 = S(−c)
β∗1 → S → k[Γ]→ 0,
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where S = k[X1, . . . , Xn] and Fq = S(−ǫ). Then ǫ − n = a(k[Γ]) = 0; hence
ǫ = n = c+ d. Hence k[∆] has q-linear resolution by Theorem 3.2. 
Let n, f be integers with n ≥ f + 1. Consider the algebraic curve M ⊆ Rf ,
defined by parametrically by x(t) = (t, t2, . . . , tf ), t ∈ R. Let C(n, f) be the convex
hull of any distinct n-points over M ⊆ Rf . Then C(n, f) becomes a simplicial
f -polytope. It is called a cyclic polytope with n vertices;
It is well-known that any simplicial f -polytope P with n vertices satisfies 0 ≤
hi(P ) ≤
(
n−f+i−1
i
)
= hi(C(n, f)); see e.g., [BrHe, Section 5.2] for details.
Example 3.4 (The Alexander dual of a cyclic polytope). Let q, d be integers
with 2 ≤ q ≤ d. Put n = 2d− q+2 and f = 2(d− q+1). Also, let Γ = Γn,f be the
boundary complex of a cyclic polytope C(n, f), and let ∆ = Γ∗ be the Alexander
dual of Γ. Then k[∆] is a d-dimensional Buchsbaum Stanley–Reisner ring with
q-linear resolution with h = 1.
Proof. Since Γ is a boundary complex of a simplicial f -polytope C(n, f), k[Γ]
is a f -dimensional Gorenstein Stanley–Reisner ring with a(k[Γ]) = 0. Indeed,
[Hd
m
(k[Γ])]0 ∼= H˜d−1(Γ; k) ∼= k 6= 0. Also, we have indeg k[Γ] = f/2+1 = d−q+2 =
n− d since hi(Γ) =
(
n−f+i−1
i
)
for all i. This implies that k[Γ] has almost (n− d)-
linear resolution (see [Sch, TeHi]). On the other hand, we have
dim k[∆] = n− indeg k[Γ] = d, indeg k[∆] = n− dim k[Γ] = n− f = q.
Thus the assertion easily follows from the above corollary and Theorem 3.2. 
4. Buchsbaum Stanley–Reisner rings with minimal multiplicity
Let A = k[A1] be a homogeneous k-algebra of dimension d with the unique
homogeneous maximal ideal m = A+. In [Go2], Goto proved an inequality
e(A) ≥ 1 +
d−1∑
i=1
(
d− 1
i− 1
)
lA(H
i
m
(A))
and called the ring A a Buchsbaum ring with minimal multiplicity if equality holds.
Also, he proved that a Buchsbaum homogeneous k-algebra with minimal multiplic-
ity has maximal embedding dimension, and hence has 2-linear resolution.
In this section, in the class of Stanley–Reisner rings, we introduce the notion of
Buchsbaum ring with minimal multiplicity of type q and prove that such a ring has a
q-linear resolution; see Theorem 4.3. Furthermore, we give several characterizations
of this notion. In the following, let c, d, q be integers with c ≥ 2, 2 ≤ q ≤ d.
Definition 4.1 (Minimal multiplicity of type q). Let A := k[∆] be a d-
dimensional Buchsbaum Stanley–Reisner ring with codimA = c and indegA = q.
Then we say that A has minimal multiplicity of type q if
e(A) =
c+ d
d
(
c+ q − 2
q − 2
)
.
Proposition 4.2. Let A = k[∆] be a d-dimensional Buchsbaum Stanley–Reisner
ring with indegA ≥ 2. Then the following conditions are equivalent:
(1) A has minimal multiplicity in the sense of Goto [Go2].
(2) A has minimal multiplicity of type 2.
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(3) ∆ is a finite disjoint union of (d− 1)-simplexes.
When this is the case, the normalization B of A is isomorphic to a finite prod-
uct of polynomial rings with d-variables. In particular, the number of connected
components of ∆ is equal to the multiplicity of A.
Proof. (1) =⇒ (2) : Suppose that A has minimal multiplicity. Then since A
has 2-linear resolution, Hi
m
(A) = 0 for all i 6= 1, d by Proposition 2.1. Thus
e := e(A) = 1 + h and I(A) = (d− 1)h, where h = dimkH1m(A). Also, since A has
maximal embedding dimension, we have
n = emb (A) = e+ d− 1 + I(A) = e+ d− 1 + (d− 1)(e− 1) = de.
Hence e = n
d
= c+d
d
, as required.
(2) ⇐⇒ (3) : Note that e is equal to the number of facets of ∆. Since each
facet of ∆ is a (d − 1)-simplex, we have n ≤ de by counting the vertices of ∆.
Furthermore, equality holds if and only if ∆ is a disjoint union of all facets.
(3) =⇒ (1) : Let ∆ = ∆0 ∪ · · · ∪ ∆h be a simplicial complex such that each
∆i is a (d − 1)-simplex. By Proposition 2.11, A = k[∆] is a Buchsbaum ring of
maximal embedding dimension. In particular, Hi
m
(A) = 0 for all i 6= 1, d, and
h = dimk H˜0(∆; k) = dimkH
1
m
(A). Also, since ∆ has (1 + h) facets, we get
e(A) = 1 + h = 1 +
d−1∑
i=1
(
d− 1
i− 1
)
lA(H
i
m
(A)).
Hence A has minimal multiplicity. 
The following theorem, which is a main theorem in this article, will justify our
definition of minimal multiplicity of type q.
Theorem 4.3. Let A := k[∆] be a Buchsbaum Stanley–Reisner ring with codimA =
c and indegA = q. Then
(1) The following inequality holds:
(4.1) e(A) ≥
c+ d
d
(
c+ q − 2
q − 2
)
.
(2) If A has minimal multiplicity of type q, then it has q-linear resolution.
Proof. (1) Let V = {x1, . . . , xn} be the vertex set of ∆ where n = c + d. Put
Γi =: link∆({xi}), and let mi be the homogeneous maximal ideal of k[Γi] for all i.
Then k[Γi] is a (d − 1)-dimensional Cohen–Macaulay ring since A is Buchsbaum.
Also, we have that codim k[Γi] = c and indeg k[Γi] ≥ q − 1 by the assumption.
By Lemma 2.5 (or see [EiGo, Corollary 1.11]), we get
e(k[Γi]) ≥
(
c+ (q − 1)− 1
(q − 1)− 1
)
=
(
c+ q − 2
q − 2
)
.
On the other hand, counting the number of facets of ∆, we have
d · e(A) =
n∑
i=1
e(k[Γi]) ≥ (c+ d)
(
c+ q − 2
q − 2
)
,
as required.
(2) Suppose that the equality holds. Then e(k[Γi]) =
(
c+q−2
q−2
)
for all i. It follows
from Proposition 2.4 that k[Γi] has (q − 1)-linear resolution. This implies that
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a(k[Γi]) = q − 1 − (d − 1) − 1 = q − d − 1. Also, we have that indegA = q since
indegA ≥ q and indeg k[Γi] = q − 2. Thus the assertion follows from Theorem 4.4
below. 
Theorem 4.4. Let A = k[∆] be a d-dimensional Buchsbaum Stanley–Reisner ring
of ∆ on V = {x1, . . . , xn}. Put indegA = q.
(1) (Improved version of Hibi’s criterion) A has q-linear resolution if and
only if the following conditions are satisfied:
(a) H˜q−1(∆; k) = 0.
(b) a(k[link∆{xi}]) ≤ q − d for all i = 1, . . . , n.
(2) If a(k[link∆{xi}]) = q − d− 1 for all i, then A has q-linear resolution and
a(A) = q − d− 2.
Proof. Put Γi = link∆({xi}) for all i = 1, . . . , n. Since A = k[∆] is Buchsbaum,
k[Γi] is Cohen–Macaulay for all i and H
p
m(A) = [H
p
m(A)]0 = H˜p−1(∆; k) for all
p ≤ d− 1. Also, by Hochster’s formula, we have
F (Hd
m
(A), t) =
∑
F∈∆
dimk H˜d−#(F )−1(link∆F ; k)
(
t−1
1− t−1
)#(F )
;
F (Hd−1
mi
(k[Γi]), t) =
∑
G∈Γi
dimk H˜d−#(G)−2(linkΓiG; k)
(
t−1
1− t−1
)#(G)
.
First we compute the a-invariant of A.
Claim 1:
(1) (a),(b)=⇒ [Hd
m
(A)]j = 0 for all j = −1, . . . , q − d.
(2) =⇒ [Hd
m
(A)]j = 0 for all j = −1, . . . , q − d, q − d− 1.
Suppose (a), (b) in (1). We may assume that q ≤ d− 1. Then since a(k[Γi]) ≤
q − d ≤ −1, we have [Hd−1
mi
(k[Γi])]0 = [H
d−1
mi
(k[Γi])]q−d+1 = 0 for all i = 1, . . . , n,
where mi denotes the homogeneous maximal ideal of k[Γi].
Now let F be a face of ∆ with 1 ≤ #(F ) ≤ d − q. As F contains a vertex of ∆
(say xi), if we put G = F \ {xi}, then G ∈ Γi and linkΓiG = link∆F . If G 6= ∅,
then 1 ≤ #(G) = #(F )− 1 ≤ d− q − 1. Then
H˜d−#(F )−1(link∆F ; k) = H˜d−#(G)−2(linkΓiG; k) = 0
because [Hd−1
mi
(k[Γi])]q−d+1 = 0. If G = ∅, then F = {xi}. Thus
H˜d−#(F )−1(link∆F ; k) = H˜d−2(Γi; k) = [H
d−1
mi
(k[Γi])]0 = 0.
Hence H˜d−#(F )−1(link∆F ; k) = 0 for all F ∈ ∆ with 1 ≤ #(F ) ≤ d− q. This yileds
that [Hd
m
(k[∆])]j = 0 by Hochster’s formula.
Suppose (2). Then since a(k[Γi]) = q− d− 1 ≤ −1, one can also prove the claim
in this case by the similar argument as above. //
Claim 2: [Hd
m
(A)]0 ∼= H˜d−1(∆; k) = 0.
First suppose (a), (b) in (1). If q = d, then the assertion is clear by the assump-
tion. So we may assume that q ≤ d − 1. Let KA be the graded canonical module
of A, that is, [KA]j = Homk([H
d
m
(A)]−j , k). Then [KA]1 = 0 by Claim 1. Thus
[KA]0 ⊆
n⋂
i=1
(0) :KA xi = HomA(A/m,KA) = 0,
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where the last vanishing follows from depthKA > 0. Thus [H
d
m
(A)]0 = 0, as
required. In the case of (2), one can also prove the claim by the same argument as
above. //
By virtue of the above two claims, we get
(4.2) (1) a(A) ≤ q − d− 1; (2) a(A) ≤ q − d− 2.
In particular, in the case of (2), we have regA ≤ a(A) + d + 1 ≤ q − 1 by Hoa–
Miyazaki theorem. On the other hand, regA ≥ indegA − 1 = q − 1. Therefore A
has q-linear resolution and a(A) = q − d− 2.
In order to prove that A has q-linear resolution in the case of (1), it suffices to
show that Hpm(A) = 0 for all p = q, q + 1, . . . , d − 1; see Theorem 1.7. Note that
Hqm(A) ∼= H˜q−1(∆; k) = 0 by the assumption. Also, we have that regA ≤ q by
Eq.(4.2). Hence Hpm(A) = [H
p
m(A)]0 = 0 for all p = q + 1, . . . , d − 1, as required.
The converse follows from Hibi’s criterion. 
Theorem 4.5 (Characterization of Buchsbaum complex with “minimal
multiplicity of type q”). Let A := k[∆] be a d-dimensional Buchsbaum Stanley–
Reisner ring such that codimA = c and indegA = q. Let ∆∗ denote the Alexander
dual of ∆ and put
hc,d,q =
(c+ q − 2) · · · (c+ 1)c
d(d− 1) · · · (d− q + 2)
.
Then the following conditions are equivalent:
(1) A has minimal multiplicity of type q, that is,
e(A) =
c+ d
d
(
c+ q − 2
q − 2
)
.
(2) A has q-linear resolution and dimk H˜q−2(∆; k) = hc,d,q.
(3) The h-vector of A is(
1, c, · · · ,
(
c+ q − 2
q − 1
)
, −
(
d
q
)
h,
(
d
q + 1
)
h, · · · , (−1)d−q+1
(
d
d
)
h
)
,
where h = hc,d,q.
(4) k[link∆{xi}] has (q − 1)-linear resolution for all i.
(5) a(k[link∆{xi}]) = q − d− 1 for all i.
(6) a(A) = q − d− 2.
(7) k[∆∗] is Cohen–Macaulay with pure and almost linear resolution and with
a(k[∆∗]) = 0, that is, the graded minimal free resolution of k[∆∗] over
S = k[x1, . . . , xn] (n = c+ d) can be written as follows:
0→ S(−(c+ d))β
∗
q → S(−(c+ q − 2))β
∗
q−1 → · · · → S(−c)β
∗
1 → S → k[∆∗]→ 0.
When this is the case, β∗q = hc,d,q.
Proof. It suffices to show the following implications: (1) ⇒ (2) ⇒ (3) ⇒ (1),
(1)⇒ (5), (4)⇔ (5)⇔ (6), and (5), (6)⇒ (7)⇒ (2).
We first show that (1) ⇒ (2) ⇒ (3) ⇒ (1). If we suppose (1), then A has
q-linear resolution by Theorem 4.3. Putting h = dimk H˜q−2(∆; k), we obtain that
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by Proposition 2.4,
c+ d
d
(
c+ q − 2
q − 2
)
= e(A) =
(
c+ q − 2
q − 2
)
− h
(
d− 1
q − 1
)
.
This implies that h = hc,d,q. In particular, we get (2). Also, (2)⇒ (3) follows from
Theorem 2.6. If we suppose (3), then we have
e(A) =
d∑
i=0
hi =
q−1∑
i=0
(
c+ i− 1
i
)
+ (−1)q+1
d∑
i=q
(−1)i
(
d
i
)
hc,d,q
=
(
c+ q − 1
q
)
−
(
d− 1
q − 1
)
hc,d,q =
c+ d
d
(
c+ q − 2
q
)
.
Hence we get (1).
Next we show that (1) ⇒ (5), (4) ⇔ (5) ⇔ (6). (1) ⇒ (5) follows from the
proof of Theorem 4.3. Since k[Γi] is Cohen–Macaulay, (4) and (5) are equivalent.
(5)⇒ (6) follows from Theorem 4.4, and one can prove the converse similarly.
To complete the proof, we must show that (5), (6) ⇒ (7) ⇒ (2). Suppose
that (5) and (6). By Theorem 4.4, A has q-linear resolution. Thus by Theorem
3.2, the Alexander dual k[∆∗] is a Cohen–Macaulay homogeneous k-algebra with
almost linear resolution. Namely, the graded minimal free resolution of k[∆∗] over
a polynomial ring S can be written as follows:
0→ Fq → Fq−1 = S(−(c+ q − 2))
β∗q−1 → · · · → F1 = S(−c)
β∗1 → S → A∗ → 0,
where Fq = S(−(c + d))β
∗
⊕ S(−(c + q − 1))β
∗
′
and β∗ = dimkH
q−1
m (A), β
∗′ =
dimkH
d
m
(A)q−d−1. Since a(A) = q−d−2 by (6), we have β∗
′
= 0, that is, the above
resolution is pure and thus a(k[∆∗]) = 0. Hence we get (7). Conversely, suppose
(7). By Theorem 3.2, A = k[∆] has q-linear resolution. On the other hand, since
k[∆∗] is a Cohen–Macaulay homogeneous k-algebra with pure resolution of type
(c1, . . . , cq) = (c, c+ 1, . . . , c+ q − 2, c+ d), we have
β∗q = (−1)
q+1
q−1∏
j=1
cj
cj − cq
= hc,d,q.
by Herzog–Ku¨hl’s formula (see [HeKu] or [BrHe, Theorem 4.1.15]). Combining with
h = β∗q , we obtain that h = hc,d,q, as required. 
In the following, we give some examples of Buchsbaum Stanley–Reisner rings
with minimal multiplicity of type 3. We say that a simplicial complex ∆ is spanned
by a set S if S is the set of facets of ∆.
Example 4.6 (Hibi [Hi1] ). Let d ≥ 2 be an integer, and let k be a field. Put
n = 2d − 1 and V = {1, 2, . . . , n}. Let ∆ be the simplicial complex which is
spanned by S =
{
{i, i+ 1, . . . , i+ d− 1} | i = 1, 2, . . . , 2d− 1
}
, where p stands for
q ∈ V with p ≡ q (mod 2d− 1).
Then k[∆] is a d-dimensional Buchsbaum Stanley–Reisner ring with minimal
multiplicity of type 3.
Proof. Put A = k[∆] and c = n− d = d− 1. First note that {i, j} ∈ ∆ for any i,
j with 1 ≤ i < j ≤ n. On the other hand, {1, 2, d} /∈ ∆. Thus A is a d-dimensional
equidimensional Stanley-Reisner ring with indegA = 3. Also, we have
link∆{1} = {2, . . . , d} ∪ {2d− 1, 2, . . . , d− 1} ∪ · · · ∪ {d+ 1, d+ 2, . . . , 2d− 1}.
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Hence link∆{1} is a Cohen–Macaulay complex which is a (d − 2)-tree (e.g. cf.
[Te3]) and thus it has 2-linear resolution ([Fr2]). Similarly, link∆{i} is Cohen–
Macaulay with 2-linear resolution. By Theorem 4.5(4), k[∆] is a Buchsbaum ring
with minimal multiplicity of type 3. 
Example 4.7 (The Alexander dual of a cyclic polytope). Let q, d be integers
with 2 ≤ q ≤ d. Put n = 2d − q + 2 and f = 2(d − q + 1). Let C(n, f) be a
cyclic polytope with n vertices. Also, let ∆ be the Alexander dual of the boundary
complex of C(n, f). Then k[∆] is a d-dimensional Buchsbaum Stanley–Reisner ring
with minimal multiplicity of type q.
In particular, Conjecture 2.9 is true for hc,d,q = 1.
Proof. It follows from Example 3.4 and Theorem 4.5(2). 
Example 4.8 ([Te1, Theorem 3.3]). Let n be an integer such that n > 3, and
suppose that 2n+ 1 is a prime number. Let ∆ be the simplicial complex on V =
{1, 2, . . . , n} which is spanned by
S = {{a, b, a+ b} | 1 ≤ a < b, a+ b ≤ n}
∪ {{a, b, c} | 1 ≤ a < b < c ≤ n, a+ b+ c = 2n+ 1} .
Then A = k[∆] is a 3-dimensional Buchsbaum Stanley–Reisner ring such that
e(A) = n(n−2)3 . In particular, A has minimal multiplicity of type 3, and thus has
3-linear resolution.
Proof. By [Te1], A is Buchsbaum with e(A) = n(n−2)3 . If one put c = n− 3 and
d = q = 3, then e(A) = c+d
d
(
c+q−2
q−2
)
. Thus A has minimal multiplicity of type 3 by
definition. 
In the above example, the assumption “2n+ 1 is prime” is superfluous in some
sense. Indeed, if n ≡ 0 or ≡ 2 (mod 3), then there exists a 3-dimensional
Buchsbaum Stanley–Reisner ring k[∆] with minimal multiplicity which satisfies
emb (k[∆]) = n; see Example 4.10 for details.
In general, hc,d,q is not an integer. For example, if d = q = 3, then since hc,d,q =
c(c+1)
6 . However, Hanano constructed Buchsbaum complexes which satisfies h =
dimkH
2
m
(A) = ⌊hc,3,3⌋. Motivated by his work, we introduce the following notion.
Definition 4.9 (Maximal homology). Let A = k[∆] be a d-dimensional Buchs-
baum Stanley–Reisner ring with q-linear resolution. Put c = codimA and h =
dimkH
q−1
m (A). We say that A has maximal homology if h = ⌊hc,d,q⌋ holds, where
hc,d,q =
(c+ q − 2) · · · (c+ 1)c
d(d− 1) · · · (d− q + 2)
.
According to Theorem 4.5, A has minimal multiplicity of type q if and only if A
has q-linear resolution of maximal homology and hc,d,q is an integer.
Example 4.10 (Hanano [Ha]). Let n be an integer with n ≥ 5. Let ∆ be the
simplicial complex on V which is spanned by the following set S. Then k[∆] is a
3-dimensional Buchsbaum Stanley–Reisner ring with 3-linear resolution of maximal
homology. Furthermore, k[∆] has minimal multiplicity of type 3 if and only if n ≡ 0
or ≡ 2 (mod 3).
18
(1) The case of n 6≡ 1 (mod 3). Put V := {0, 1, . . . , n− 1} and
S =
{
{i, i+ k, i+ 2k} | 0 ≤ i ≤ k − 1
}
∪
{
{i, i+ k, i+ j} | 0 ≤ i ≤ 3k − 1, k + 1 ≤ j ≤ 2k − 1
}
,
when n = 3k and
S =
{
{i, i+ 1, i+ 3j + 2} | 0 ≤ i ≤ 3k + 1, 0 ≤ j ≤ k − 1
}
,
where n = 3k + 2. Here p stands for q ∈ V with p ≡ q (mod n).
(2) The case of n ≡ 1 (mod 3). Put V := {∞, 0, 1, . . . , n− 2} and
S =
{
{∞, i, i+ 1} | 0 ≤ i ≤ 3k − 1
}
∪
{
{i, i+ 1, i+ 3j} | 0 ≤ i ≤ 3k − 1, 1 ≤ j ≤ k − 1
}
,
when n = 3k + 1. Here p stands for q ∈ V with p ≡ q (mod n− 1).
Proof. (1) By [Ha], k[∆] is a Buchsbaum ring with indeg k[∆] = 3 and
(1) h(∆) =
(
1, n− 3,
(n− 2)(n− 3)
2
,−
(n− 2)(n− 3)
6
)
;
(2) h(∆) =
(
1, n− 3,
(n− 2)(n− 3)
2
,−
(n− 1)(n− 4)
6
)
.
In particular,
e(k[∆]) =

n(n− 2)
3
in (1);
(n− 1)2
3
in (2).
Therefore the assertion follows from the lemma below. 
Lemma 4.11. Let A = k[∆] be a 3-dimensional Buchsbaum Stanley–Reisner ring
of ∆ on V = {x1, . . . , xn} with indeg k[∆] = 3. Then
(1) k[∆] has minimal multiplicity of type 3 if and only if e(k[∆]) = n(n−2)3 .
(2) k[∆] has maximal homology which is not minimal multiplicity of type 3 if
and only if e(k[∆]) = (n−1)
2
3 .
Proof. Since (1) just follows from the definition, it suffices to consider (2) only.
Suppose that e(k[∆]) = (n−1)
2
3 . Then if we prove that A = k[∆] has 3-linear
resolution, then by Proposition 2.4 we have
dimkH
2
m
(A) =
(
n− 1
2
)
− e(A) =
(n− 1)(n− 4)
6
= ⌊hc,3,3⌋.
Hence A has maximal homology. Thus it is enough to show that A has 3-linear
resolution.
Put Γi = link∆{xi} for all i = 1, . . . , n. By the similar argument as in the proof
of Theorem 4.3, we have
(n− 1)2 = 3 · e(A) =
n∑
i=1
e(k[Γi]) ≥ n(n− 2).
Note that e(k[Γi]) ≥ n − 2 and the equality holds if and only if k[Γi] has 2-linear
resolution. So we may assume that
e(k[Γ1]) = n− 1, e(k[Γi]) = n− 2 for all i ≥ 2.
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Then a(k[Γi]) = −1 and thus xi[KA]0 = 0 for all i = 2, . . . , n. Thus
[KA]0 ⊆
n⋂
i=2
(0) :KA xi = HomA(A/(x2, . . . , xn)A,KA) = 0,
where the last vanishing follows from (x2, . . . , xn)A /∈ AssAKA = Assh(A). Hence
H˜2(∆; k) ∼= [H
3
m
(A)]0 = 0. Thus A has 3-linear resolution, as required. 
Remark 4.12. There are two different Buchsbaum complexes with minimal multi-
plicity which has the same numerical data. For instance, if n ≥ 8, n ≡ 2 (mod 3)
and 2n + 1 is prime, then ∆ in Example 4.8 is different from ∆ in Example 4.10
since they have distinct links.
The next example gives Buchsbaum Stanley–Reisner rings with minimal multi-
plicity of higher type.
Example 4.13 (Bruns–Hibi [BrHi, Proposition 3.2]). Let n ≥ 6 be an even integer,
and let k be a field. Let Γ be the simplicial complex whose facets are
{i, i+ 1, i+ 2}, {i, i+ 1, i+ 4}, . . . , {i, i+ 1, i+ (n− 2)}, i = 1, . . . , n,
where p stands for q ∈ [n] with p ≡ q (mod n). Also, let ∆ be the Alexander dual
of Γ. Then A = k[∆] is a (n − 3)-dimensional Buchsbaum Stanley–Reisner ring
with minimal multiplicity of type (n− 3). Also, codimA = 3 and emb (A) = n.
Proof. k[Γ] is a 3-dimensional Cohen-Macaulay Stanley–Reisner ring with pure
and almost 3-linear resolution by [BrHi, Proposition 3.2]. Thus the required asser-
tion follows from Theorem 4.5(7). 
5. Cohen–Macaulay cover of a Buchsbaum complex
In this section, we introduce the notion of Cohen–Macaulay cover, and prove that
such a cover always exists for any Buchsbaum simplicial complex ∆ with d-linear
resolution (d = dim k[∆]); see Theorem 5.2.
Also, we prove that if a complex ∆ is between two Buchsbaum complexes with
d-linear resolution on the same vertex set V , it is also d-linear Buchsbaum on V .
Using these facts, we can reduce our problem to construct “Buchsbaum simplicial
complexes with maximal homology” with given parameters. As an application, in
the case of d = 3, we will prove that Conjecture 2.9 is true; see Theorem 5.9.
In the following, let ∆ be a (d − 1)-dimensional simplicial complex on V =
{x1, . . . , xn} over a field k with indeg k[∆] = d.
Definition 5.1 (Cohen–Macaulay cover). A simplicial complex ∆˜ on V is said
to be a Cohen–Macaulay (d-linear) cover of ∆ over k if ∆˜ satisfies the following
conditions:
(1) ∆˜ is a (d− 1)-dimensional complex which contains ∆ as a subcomplex.
(2) k[∆˜] is a Cohen–Macaulay ring with d-linear resolution.
Theorem 5.2 (Existence of Cohen–Macaulay cover). If k[∆] is a d-dimensional
Buchsbaum Stanley–Reisner ring with d-linear resolution, then there exists a Cohen–
Macaulay (d-linear) cover ∆˜ of ∆.
Proof. We may assume that k is infinite. We use the following notation:
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• S = k[x1, . . . , xn], A = k[∆] = S/I∆
• h = dimkHd−1m (A) = dimk H˜d−2(∆; k), c = n− d.
• eCM =
(
n−1
d−1
)
, µCM =
(
n−1
d
)
.
• F = {{xi1 , . . . , xid} ⊆ V | {xi1 , . . . , xid} is a facet of ∆}.
• G = {G ⊆ V |#(G) = d, G ∈ F}.
Then we note that
e := e(A) = #F = eCM − h, µ := µ(I∆) = #G = µCM + h
by Proposition 2.4.
Take a homogeneous ideal J ⊆ S such that JA is a minimal reduction of mA =
(x1, . . . , xn)A. If necessary, we may assume that J is generated by the following
elements fc+1, . . . , fn :
fi = xi −
c∑
j=1
ci,jxj (ci,j ∈ k, i = c+ 1, . . . , n).
First, we show the following claim:
Claim: I∆ + J = (x1, . . . , xc)
d + J in S.
Actually, since A is Buchsbaum and JA is a parameter ideal of A, we have
lS(S/I∆ + J) = lA(A/JA) = e(JA) + I(A) = e(A) + h = eCM.
Also, since A has d-linear resolution, by Theorem 1.7, we have
(x1, . . . , xc)
d + J ⊆ I∆ + J.
On the other hand, since
lS(S/(x1, . . . , xc)
d + J) =
(
c+ d− 1
d− 1
)
= eCM = lS(S/I∆ + J),
we obtain the required equality, and the claim is proved.
Now consider any term order < on S, and put
{M1, . . . ,Mµ} =
{
xi1 · · ·xid
∣∣∣∣ {xi1 , . . . , xid} ∈ G} ,
where M1 < · · · < Mµ. Also, we put
{N1, . . . , Nµ−h} =
{
xk11 · · ·x
kc
c
∣∣∣∣ k1 + · · ·+ kc = d, ki ≥ 0} .
Let M˜i be the homogeneous polynomial of degreed d given by substituting xi =∑c
j=1 cijxj forMi. Then M˜i can be written as a linear combination ofN1, . . . , Nµ−h:
M˜i = ai1N1 + · · ·+ ai,µ−hNµ−h
for all i = 1, . . . , µ. Since I∆ + J generates (x1, . . . , xc)
d in S/J ∼= k[x1, . . . , xc],
the coefficient matrix A = (aij) ∈ Mat (k;µ × (µ − h)) satisfies that rankA =
µ−h. In particular, there exist (µ−h)-distinct row vectors of A which are linearly
independent over k. Let G1, . . . , Gh be elements of G corresponding the other rows
of A, and put ∆˜ = ∆ ∪ {G1, . . . , Gh}. Then ∆˜ be a (d− 1)-dimensional simplicial
complex on V contains ∆. Also, if we put A˜ = k[∆˜], then
l
A˜
(A˜/JA˜) = dimk k[x1, . . . , xc]/(x1, . . . , xc)
d = eCM
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and e(A˜) = e(A)+h = eCM. Hence A˜ is Cohen–Macaulay. Furthermore, by Lemma
2.5, A˜ has d-linear resolution, and ∆˜ becomes a Cohen–Macaulay cover of ∆. 
Let ∆min be a Buchsbaum simplicial complex on V with d-linear resolution and
dimkH
d−1
m
(k[∆min]) = ⌊hc,d,d⌋ = ⌊
(c+d−2)···(c+1)c
d! ⌋.
Corollary 5.3. If such a complex ∆min exists, then there exists a Cohen–Macaulay
cover ∆˜ of ∆min.
In the following, we want to prove that a complex between two Buchsbaum
complexes with d-linear resolution is also Buchsbaum with d-linear resolution. If
this is true, it enables us to construct many Buchsbaum complexes with d-linear
resolution as an application of Cohen–Macaulay cover. However, it is troublesome
to prove the above claim by an induction because the links of a simplicial complex
with d-linear resolution do not necessarily have linear resolution; see also Theorem
4.5. In order to get rid of this difficulty, we introduce the notion of d-fullness as
follows.
Definition 5.4. Let d ≥ 2 be an integer. Let ∆ be a (d−1)-dimensional simplicial
complex on V . Then ∆ is called d-full if ∆ is pure and it contains all (d− 2)-faces
of 2V .
Remark 5.5. Let k be any field. ∆ is d-full if and only if k[∆] is a d-dimensional
equidimensional Stanley–Reisner ring with indeg k[∆] ≥ d.
If k[∆] is a Buchsbaum Stanley–Reisner ring with d-linear resolution, then ∆ is
d-full.
Lemma 5.6. Let ∆− ⊆ ∆ ⊆ ∆+ be simplicial complexes on V . Then the following
statements hold.
(1) If both ∆− and ∆+ are Cohen-Macaulay d-full complexes, then so is ∆.
(2) If both ∆− and ∆+ are Buchsbaum d-full complexes, then so is ∆.
Proof. Since ∆−, ∆+ are d-full, so is ∆. Indeed, as ∆− ⊆ ∆ ⊆ ∆+, we have that
d − 1 = dim∆− ≤ dim∆ ≤ dim∆+ = d − 1. Thus dim∆ = d − 1. In particular,
since ∆ can be written as ∆ = ∆−∪{F1, . . . , Fh} for some facets of ∆+. Moreover,
indeg k[∆] ≥ indeg k[∆−] ≥ d.
(1) We want to prove that ∆ is Cohen–Macaulay by an induction on d =
dim k[∆] ≥ 2. First suppose that d = 2. Then since ∆− is connected and ∆
is a complex on the same vertex set V , ∆ is also connected. That is, ∆ is Cohen–
Macaulay.
Next suppose that d ≥ 3. Put Γi = link∆{xi}, Γ
+
i = link∆+{xi}, Γ
−
i =
link∆−{xi} for all i = 1, . . . , n. Then Γ
+
i and Γ
−
i are Cohen–Macaulay (d − 1)-
full complexes. Applying the induction hypothesis to Γ−i ⊆ Γi ⊆ Γ
+
i , we ob-
tain that each Γi is Cohen–Macaulay. Then ∆ is Buchsbaum because ∆ is pure
and Γi is Cohen–Macaulay for all i. In particular, H
d−1
m
(k[∆]) ∼= H˜d−2(∆; k) and
Hpm(k[∆]) ∼= H˜p−1(∆; k) = 0 for all p ≤ d− 2.
Now consider the following diagram:
Cd−1(∆
−)
∂−
d−1
−−−−→ Cd−2(∆−)
∂−
d−2
−−−−→ Cd−3(∆−)
τ
y idy idy
Cd−1(∆)
∂d−1
−−−−→ Cd−2(∆)
∂d−2
−−−−→ Cd−3(∆),
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where τ is injective and the last two vertical maps are identity maps. Since ∂−d−2 =
∂d−2 and τ is injective, we have that
0 = H˜d−2(∆
−; k) =
Ker∂−d−2
Im ∂−d−1
−→
Ker ∂d−2
Im ∂d−1
= H˜d−2(∆; k)
is surjective. This yields that H˜d−2(∆; k) = 0 and thus k[∆] is Cohen–Macaulay,
as required.
(2) Considering the links of each vertex xi, we have
link∆−{xi} ⊆ link∆{xi} ⊆ link∆+{xi}.
By the assumption, we have that two links of both sides are Cohen–Macaulay
(d − 1)-full complexes on V \ {xi}. By (1), link∆{xi} is also Cohen–Macaulay.
Hence ∆ is Buchsbaum. 
Theorem 5.7. Let ∆− ⊆ ∆ ⊆ ∆+ be simplicial complexes on V . If both k[∆−]
and k[∆+] are Buchsbaum Stanley–Reisner rings with d-linear resolutions, then so
is k[∆].
Proof. Since k[∆+] (resp., k[∆−]) is a Buchsbaum ring with d-linear resolution,
∆+ (resp., ∆−) is a Buchsbaum d-full complex. Thus ∆ is Buchsbaum by the above
lemma. Hence by Hibi’s criterion, it is enough to show H˜d−1(∆; k) = 0.
Now consider the following diagram:
Cd−1(∆)
∂d−1
−−−−→ Cd−2(∆)
∂d−2
−−−−→ Cd−3(∆)
τ
y idy idy
Cd−1(∆
+)
∂+
d−1
−−−−→ Cd−2(∆+)
∂+
d−2
−−−−→ Cd−3(∆+),
where τ is injective. Then
H˜d−1(∆; k) = Ker (∂d−1) →֒ Ker (∂
+
d−1) = H˜d−1(∆
+; k) = 0
since k[∆+] has d-linear resolution. Hence H˜d−1(∆; k) = 0, as required. 
Example 5.8 (Real projective plane [Hi2, (5.2),(5.4)]). Let ∆ be the simplicial
complex on the vertex set V = [6] whose maximal faces are {1, 2, 5}, {1, 2, 6},
{1, 3, 4}, {1, 3, 6}, {1, 4, 5}, {2, 3, 4}, {2, 3, 5}, {2, 4, 6}, {3, 5, 6} and {4, 5, 6}.
If chark 6= 2, then k[∆] is a Cohen–Macaulay ring with 3-linear resolution. On
the other hand, if char k = 2, then k[∆] is a non-Cohen–Macaulay Buchsbaum ring
with indeg k[∆] = 3, but it does not have linear resolution.
Put ∆′ = ∆ \ {4, 5, 6} (Mo¨bius band). Then k[∆′] is a Buchsbaum ring with 3-
linear resolution and h := dimkH
2
m
(k[∆′]) = 1 in any characteristic. If char k 6= 2,
then ∆ is a Cohen–Macaulay cover of ∆′. On the other hand, if chark = 2, then
∆′ ∪ {1, 4, 6} is a Cohen–Macaulay cover of ∆′, but ∆ is not.
Also, since 0 < h < 1 = h3,3,3 = 2, k[∆
′] does not have minimal multiplicity
of type 3. However, one can easily see that ∆′ cannot contain any Buchsbaum
complex ∆′′ having minimal multiplicity of type 3.
In the following, as an application of the notion of Cohen–Macaulay cover, we
prove Conjecture 2.9 in the case of d = q = 3.
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Theorem 5.9. Let c, h be integers with c ≥ 1. Then the following conditions are
equivalent:
(1) There exists a 3-dimensional Buchsbaum Stanley–Reisner ring A = k[∆]
with 3-linear resolution such that codimA = c and dimH2
m
(A) = h.
(2) The following inequality holds:
0 ≤ h ≤ hc,3,3 =
(c+ 1)c
6
.
Proof. It is enough to show that if 0 ≤ h ≤ (c+1)c6 then there exists a 3-
dimensional Buchsbaum Stanley–Reisner ring k[∆] with 3-linear resolution and
dimH2
m
(k[∆]) = h.
For any positive integer c, we have an example of Buchsbaum complex ∆− :=
∆min with 3-linear resolution of maximal homology over k; see Example 4.10 due
to Hanano. That is, dimkH
2
m
(k[∆−]) = ⌊ (c+1)c6 ⌋ =: h0. By Theorem 5.2, we can
take a Cohen–Macaulay cover ∆+ := ∆˜− of ∆−. Then e(k[∆+]) − e(k[∆−]) =
h0. For a given h, let ∆ be a simplicial subcomplex of ∆
+ containing ∆− with
(h0 − h) + e(k[∆−]) facets. Then k[∆] is a Buchsbaum Stanley–Reisner ring with
3-linear resolution and dimkH
2
m
(k[∆]) = h by Theorem 5.7, as required. 
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