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Abstract
Let A(n) be a k × s matrix and m(n) be a k dimensional vector, where all entries of A(n)
and m(n) are integer-valued polynomials in n. Suppose that
t(m(n)|A(n)) = #{x ∈ Zs+ | A(n)x = m(n)}
is finite for each n ∈ N, where Z+ is the set of nonnegative integers. This paper conjec-
tures that t(m(n)|A(n)) is an integer-valued quasi-polynomial in n for n sufficiently large
and verifies the conjecture in several cases.
2000 AMS Classification: Primary 05A15, Secondary 11D45, 11P99
Key words: integer-valued quasi-polynomial; generalized Euclidean division;
vector partition function
1 Introduction
Let A(n) be a k × s matrix and m(n) be a k dimensional vector, where all entries of A(n)
and m(n) are integer-valued polynomials in n. Suppose that
t(m(n)|A(n)) = #{x ∈ Zs+ | A(n)x = m(n)}
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is finite for each n ∈ N, where Z+ denotes the set of nonnegative integers. In other
words, t(m(n)|A(n)) is the number of nonnegative integer solutions to linear Diophantine
equations with a positive integer parameter n.
We conjecture that
t(m(n)|A(n)) is an integer-valued quasi-polynomial in n for n sufficiently large.
This conjecture is motivated by Ehrhart’s conjecture, for which the readers are referred
to [4], Exercise 12 in Chapter 4 of [9] and its errata and addenda.
When k = 1 and s = 3, we proved that the conjecture is true in [6]. In this paper, we
prove the following theorems, which verify the conjecture in some cases.
Theorem 1.1 (k = 1). Let m(n), ai(n) (1 6 i 6 s) be integer-valued polynomials in
n with positive leading coefficients. Suppose that A(n) = (a1(n), · · · , as(n)) is strongly
coprime (see Definition 3.6). Then t(m(n)|A(n)) (denoted by pA(n)(m(n)) in this case) is an
integer-valued quasi-polynomial in n for n sufficiently large.
Theorem 1.2 (k > 1, Unimodular). Suppose that A(n) = A ∈ Mk×s(Z) satisfies the
following conditions: (1) A is unimodular, i.e., the polyhedron {x : Ax = b, x > 0}
has only integral vertices whenever b is in the lattice spanned by the columns of A; (2)
Ker(A) ∩ Rs
>0 = 0. Then t(m(n)|A(n)) is a polynomial in n for n sufficiently large.
Theorem 1.3 (1-prime). Suppose that A(n) is a 2 × 3 matrix and A(n) is 1-prime (see
Definition 4.4). Then t(m(n)|A(n)) is a quasi-polynomial in n for n sufficiently large.
2 The Theory of Generalized Euclidean Division and GCD
As a preparation, in this section, we introduce the theory of generalized Euclidean divi-
sion and GCD for the ring R of integer-valued quasi-polynomials (see Definition 2.1 and
Proposition 2.2), which was discussed in [5]. Here we list related definitions and results
without proofs.
Definition 2.1 (Integer-valued quasi-polynomial, see Definition 3 in [5]). We call a func-
tion f : N → Z an integer-valued quasi-polynomial, if there exists a positive integer T
and polynomials fi(x) ∈ Z[x] (i = 0, 1, · · · , T − 1), such that when n = Tm + i (m ∈ N),
we have f (n) = fi(m). We call (T, { fi(x)}T−1i=0 ) a representation of f (x) and write
f (x) = (T, { fi(x)}T−1i=0 )
Then max{degree( fi(x))|i = 0, 1, · · · , T −1} and T are called the degree and period of this
representation respectively.
Proposition 2.2 (Definition of the ring R, see Proposition 6 in [5]). The set of all integer-
valued quasi-polynomials, denoted by R, with pointwisely defined addition and multipli-
cation, is a commutative ring with identity.
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Definition 2.3 (See Definition 9 in [5]). Let r(x) ∈ R and r(x) = (T, {ri(x)}T−1i=0 ). We
shall say r(x) is nonnegative and write r(x) < 0, if it satisfies the following equivalent
conditions:
(a) for every i = 0, 1, · · · , T − 1, ri(x) = 0 or its leading coefficient is positive;
(b) there exists C ∈ Z, such that for every integer n > C, we have r(n) > 0.
We shall say r(x) is strictly positive and write r(x) ≻ 0, if r(x) = (T, {ri(x)}T−1i=0 ) satisfies
the following condition:
(a′) for every i = 0, 1, · · · , T − 1, the leading coefficient of ri(x) is positive.
We write f (x) 4 g(x) if g(x) − f (x) < 0.
Definition 2.4 (See Definition 11 in [5]). Let r(x) ∈ Z[x], define a function | · | : Z[x] →
Z[x] as follows:
|r(x)| =

r(x), i f r(x) ≻ 0
−r(x), i f r(x) ≺ 0
0, i f r(x) = 0
Theorem 2.5 (Generalized Euclidean division, see Theorem 12 in [5]). Let f (x), g(x) ∈
Z[x] and g(x) , 0. Then there exist unique P(x), r(x) ∈ R such that
f (x) = P(x)g(x) + r(x) where 0 4 r(x) ≺ |g(x)|
In this situation, we write P(x) = quo( f (x), g(x)) and r(x) = rem( f (x), g(x)). We call the
inequality 0 6 r1(x) < |g(x)| the remainder condition of this division.
Remark 2.6 (Similar to Remark 13 in [5]). This division almost coincides with the division
in Z pointwisely in the following sense. Let f (x), g(x) ∈ Z[x] and
f (x) = P(x)g(x) + r(x), where 0 4 r(x) ≺ |g(x)|
By Definition 2.3, the inequality 0 6 r(x) < |g(x)| will give an integer C such that for all
n > C, [ f (n)
g(n)
]
= P(n) , { f (n)
g(n)
}
g(n) = r(n)
If r(x) = 0, we have
r(n) = { f (n)
g(n)
}
g(n) = 0
for every n ∈ N. The opposite also holds, i.e., if r(n) = 0 for every n ∈ N, then r(x) = 0 as
an integer-valued quasi-polynomial. So rem( f (x), g(x)) = 0 if and only if for every n ∈ N,
rem( f (n), g(n)) = 0.
3
Example 2.7 (Similar to Example 14 in [5]). The following is an example to illustrate the
relation between Euclidean division in Z[x] and in Z.
When n > 1, [
n2
2n + 1
]
=
{
m − 1, n = 2m;
m − 1, n = 2m − 1.
{
n2
2n + 1
}
(2n + 1) =
{
3m + 1, n = 2m;
m, n = 2m − 1.
In order to use successive division in R, we define generalized Euclidean division for
f (x), g(x) ∈ R as in [5]. Suppose that T0 is the least common period of f (x), g(x), such
that f (x) = (T0, { fi(x)}T0−1i=0 ) and g(x) = (T0, {gi(x)}T0−1i=0 ). Based on generalized division
in Z[x] (see Theorem 2.5), we can define quo( f (x), g(x)) and rem( f (x), g(x)) as follows
(denoted by P(x) and r(x) respectively): when n = Tm + i
P(n) =
{
quo( fi(m), gi(m)), gi(m) , 0
0, gi(m) = 0 , r(n) =
{
rem( fi(m), gi(m)), gi(m) , 0
fi(m), gi(m) = 0
Then it is easy to check that P(x), r(x) ∈ R and
(1) f (x) = R(x)g(x) + r(x)
This will be called the generalized Euclidean algorithm on the ring of integer-valued
quasi-polynomials.
By successive division in R, we can develop generalized GCD theory (see Definition
2.12), similar to the case of Z (see [8]).
Definition 2.8 (Divisor, similar to Definition 15 in [5]). Suppose that f (x), g(x) ∈ R
and for every n ∈ N, g(n) , 0. Then by Remark 2.6, the following two conditions are
equivalent:
(1) rem( f (x), g(x))=0;
(2) for every x ∈ N, g(x) is a divisor of f (x).
If the two conditions are satisfied, we shall call g(x) a divisor of f (x) and write g(x) | f (x).
Definition 2.9 (Quasi-rational function). A function f : N→ Q is quasi-rational, if there
exists a positive integer T and rational functions fi(x)gi(x) ∈ Q(x), where fi(x), gi(x) ∈ Z[x]
(i = 0, 1, · · · , T − 1), such that when n = Tm + i (m ∈ N), we have f (n) = fi(m)gi(m) .
By the equivalence of the two conditions in Definition 2.8, we have the following
property for quasi-rational functions.
Proposition 2.10. Let f (x) be a quasi-rational function. If for every n ∈ N, f (n) ∈ Z,
then f (x) is an integer-valued quasi-polynomial.
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Besides, by the equivalence of the two conditions in Definition 2.8, we have the fol-
lowing proposition, similar to the situation in Z.
Proposition 2.11 (See Proposition 16 in [5]). Let g(x), f (x) ∈R. If f (x) | g(x) and g(x) |
f (x), we have f (x) = εg(x), where ε is an invertible element in R (see Proposition 7 in [5]
for description of invertible elements in R).
Definition 2.12 (Generalized GCD, see Definition 17 in [5]). Let f1(x), f2(x), · · · , fs(x), d(x)
∈ R.
(1) We call d(x) a common divisor of f1(x), f2(x), · · · , fs(x), if we have d(x) | fk(x) for
every k = 1, 2, · · · , s.
(2) We call d(x) a greatest common divisor of f1(x), f2(x), · · · , fs(x) if d(x) is a com-
mon divisor of f1(x), f2(x), · · · , fs(x) and for any common divisor p(x) ∈ R of
f1(x), f2(x), · · · , fs(x), we have p(x) | d(x).
Remark 2.13 (See Remark 18 in [5]). Suppose that both d1(x) and d2(x) are greatest
common divisors of f1(x), f2(x), · · · , fs(x). Then we have d1(x) | d2(x) and d2(x) | d1(x).
Thus, by Proposition 2.11, we have d1(x) = εd2(x), where ε is an invertible element in R.
So we have a unique GCD d(x) ∈ R for f1(x), f2(x), · · · , fs(x) such that d(x) < 0 and write
it as ggcd( f1(x), f2(x), · · · , fs(x)).
Lemma 2.14 (Similar to Lemma 20 in [5]). Let f0(x), g0(x) ∈ R. By generalized Eu-
clidean division, define fk(x), gk(x) (k ∈ N − {0}) recursively as follows:
fk(x) = gk−1(x), gk(x) = rem( fk−1(x), gk−1(x))
Then there exists k0 ∈ N − {0} such that rem( fk0(x), gk0(x)) is a constant.
Theorem 2.15 (See Theorem 21 in [5]). Let f1(x), f2(x), · · · , fs(x) ∈ R. Then there exist
d(x), ui(x) ∈ R (i = 1, 2, · · · , s), such that d(x) = ggcd( f1(x), f2(x), · · · , fs(x)) and
f1(x)u1(x) + f2(x)u2(x) + · · · + fs(x)us(x) = d(x)
Definition 2.16. Let a1(x), a2(x) be integer-valued quasi-polynomials in x. Suppose that
ggcd(a(x), a2(x)) = 1. By Theorem 2.15, there exist two integer-valued quasi-polynomials
u1(x), u2(x), such that a1(x)u1(x) + a2(x)u2(x) = 1. Then we shall call u1(x) an inverse of
a1(x) mod a2(x) and u2(x) an inverse of a2(x) mod a1(x), denoted by a1(x)−1 and a2(x)−1
respectively.
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3 Proof of Theorem 1.1
3.1 A Lemma about Fourier-Dedekind Sum
In this subsection, we suppose that a1, a2, · · · , as are pairwise coprime positive integers.
Let A = (a1, a2, · · · , as), which can be viewed as a 1 × s matrix. In this case, we denote
t(n|A) by pA(n), i.e.,
pA(n) := #{(x1, x2, · · · , xs) ∈ Zs : all x j > 0, x1a1 + x2a2 + · · · + xsas = n}
In many papers, it is also written as p{a1,a2,··· ,as}(n).
Lemma 3.1. (see [1] and [2] ). We have the following formula:
pA(n) =
( B1
z − 1
+ · · · +
Bs
(z − 1)s +
a1−1∑
k=1
C1k
z − ξka1
+ · · · +
as−1∑
k=1
Csk
z − ξkas
)∣∣∣∣∣
z=0
= −B1 + B2 − · · · + (−1)sBs + s−n(a2, a3, · · · , as; a1)
+s−n(a1, a3, · · · , as; a2) + · · · + s−n(a1, a2, · · · , as−1; as)
where
Cik =
1
ai
ai−1∑
k=1
1
(1 − ξka1ai ) · · · (1 − ξkai−1ai )(1 − ξkai+1ai ) · · · (1 − ξkasai )ξknai
s−n(a1, · · · , ai−1, ai+1, · · · , as; ai) = 1
ai
ai−1∑
k=1
ξ−knai
(1 − ξka1ai ) · · · (1 − ξkai−1ai )(1 − ξkai+1ai ) · · · (1 − ξkasai )
and B = ∑si=1(−1)iBi is a polynomial in n with degree s − 1.
We call s−n(a1, · · · , ai−1, ai+1, · · · , as; ai) a Fourier-Dedekind sum and B the polyno-
mial part of pA(n).
Lemma 3.2. Suppose that a1, a2, · · · , as are pairwise coprime positive integers. We have
the following identity for Fourier-Dedekind sum.
s−n(a1, a2, · · · , as−1; as)
= B
′
− B −
s−1∑
i=1
s
−
(
n−as
({ [ nas ]
ai
}
ai+1
)
)(a1, · · · , ai−1, ai+1, · · · , as; ai)
where B is the polynomial part of p(a1 ,··· ,as)(n),
∑s−1
i=1 (−1)iB
′
i(t) is the polynomial part of
p(a1 ,··· ,as−1)(n − ast) and
B′ =
[
n
as
]∑
t=0
s−1∑
i=1
(−1)iB′i(t)
Besides, B′ − B is a quasi-polynomial in n.
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Proof. By Lemma 3.1, for any t ∈ Z and 0 6 t 6 [ n
as
]
,
∑s−1
i=1 (−1)iB
′
i(t) is a polynomial
in n − ast with degree s − 2. Note that
∑n
t=1 t
s is a polynomial in n. So we have B′ =∑[ n
as
]
t=0
∑s−1
i=1 (−1)iB
′
i(t) is a quasi-polynomial in n. Thus B
′
− B is a quasi-polynomial in n.
Note that
(2) p(a1 ,a2,··· ,as)(n) =
[
n
as
]∑
t=0
p(a1,a2,··· ,as−1)(n − ast)
By the formula for pA(n) in Lemma 3.1, we have
p(a1,a2,··· ,as)(n) = B +
s∑
i=1
s−n(a1, · · · ai−1, ai+1, · · · , as−1, as; ai)
and [
n
as
]∑
t=0
p(a1,a2,··· ,as−1)(n − ast) = B
′
+
[
n
as
]∑
t=0
s−1∑
i=1
s−(n−as t)(a1, · · · , ai−1, ai+1, · · · , as−1; ai)
= B′ +
s−1∑
i=1
[
n
as
]∑
t=0
s−(n−as t)(a1, · · · , ai−1, ai+1, · · · , as−1; ai)
= B′ +
s−1∑
i=1
Fi
where
Fi =
[
n
as
]∑
t=0
s−(n−as t)(a1, · · · , ai−1, ai+1, · · · , as−1; ai)
Note that for any b ∈ Z and 1 6 k 6 ai − 1,
b+ai−1∑
t=b
ξkas tai = 0
Besides, for i = 1, 2, · · · , s − 1, we have
[ n
as
]
−
[[ n
as
]
ai
]
ai =
{[ n
as
]
ai
}
ai
Therefore
[
n
as
]∑
t=0
ξkastai =
{[
n
as
]
ai
}
ai∑
t=0
ξkas tai =
1 − ξ
kas
({[
n
as
]
ai
}
ai+1
)
ai
1 − ξkasai
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Thus we can see that
Fi =
1
ai
[
n
as
]∑
t=0
ai−1∑
k=1
ξ
−k(n−as t)
ai
(1 − ξka1ai ) · · · (1 − ξkai−1ai )(1 − ξkai+1ai ) · · · (1 − ξkas−1ai )
=
1
ai
ai−1∑
k=1
ξ−knai
∑[ n
as
]
t=0 ξ
kas t
ai
(1 − ξka1ai ) · · · (1 − ξkai−1ai )(1 − ξkai+1ai ) · · · (1 − ξkas−1ai )
=
1
ai
ai−1∑
k=1
ξ−knai − ξ
kas
({[
n
as
]
ai
}
ai+1
)
−kn
ai
(1 − ξka1ai ) · · · (1 − ξkai−1ai )(1 − ξkai+1ai ) · · · (1 − ξkas−1ai )(1 − ξkasai )
= s−n(a1, · · · , ai−1, ai+1, · · · , as−1, as; ai)
−s
−
(
n−as
({ [ nas ]
ai
}
ai+1
)
)(a1, · · · , ai−1, ai+1, · · · , as; ai)
Therefore, we have
[
n
as
]∑
t=0
p(a1 ,a2,··· ,as−1)(n − ast) = B
′
+
s−1∑
i=1
(
s−n(a1, · · · , ai−1, ai+1, · · · , as−1, as; ai)
−s
−
(
n−as
({ [ nas ]
ai
}
ai+1
)
)(a1, · · · , ai−1, ai+1, · · · , as; ai)
)
Then by (2), we have
B +
s∑
i=1
s−n(a1, · · · ai−1, ai+1, · · · , as−1, as; ai)
= B′ +
s−1∑
i=1
(
s−n(a1, · · · , ai−1, ai+1, · · · , as−1, as; ai)
−s
−
(
n−as
({ [ nas ]
ai
}
ai+1
)
)(a1, · · · , ai−1, ai+1, · · · , as; ai)
)
Now the result follows easily. 
3.2 An Application of the Lemma
In this subsection, we apply Lemma 3.2 to prove Theorem 1.1.
Let m(n), ai(n) (1 6 i 6 s) be integer-valued polynomials in n with positive leading co-
efficients. Suppose that A(n) = (a1(n), a2(n), · · · , as(n)), where a1(n), a2(n), · · · , as(n) are
pairwise coprime as integer-valued quasi-polynomials, i.e., ggcd(a1(n), a2(n), · · · , as(n)) =
1 (see Remark 2.13 for the notation of ggcd). By Definition 2.8, this means that gcd(a1(n),
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a2(n), · · · , as(n)) = 1 for any n ∈ N. In this case we denote t(m(n)|A(n)) by pA(n)(m(n)),
i.e.,
pA(n)(m(n)) := #{(x1, x2, · · · , xs) ∈ Zs : all x j > 0, x1a1(n)+x2a2(n)+· · ·+xsas(n) = m(n)}
From Lemma 3.1 and Lemma 3.2, we have the following lemmas.
Lemma 3.3. Suppose that A(n) = (a1(n), a2(n), · · · , as(n)), where a1(n), a2(n), · · · , as(n)
are pairwise coprime integer-valued polynomials with positive leading coefficients. Then
pA(n)(m(n)) = B + s−m(n)(a2(n), a3(n), · · · , as(n); a1(n))
+s−m(n)(a1(n), a3(n), · · · , as(n); a2(n)) + · · ·
+s−m(n)(a1(n), a2(n), · · · , as−1(n); as(n))
Where B = −B1 + B2 − · · · + (−1)sBs is a quasi-polynomial in n and for 1 6 i 6 s
s−m(n)(a1(n), · · · , ai−1(n), ai+1(n), · · · , as(n); ai(n))
=
1
ai(n)
ai(n)−1∑
k=1
ξ
−km(n)
ai(n)
(1 − ξka1(n)
ai(n) ) · · · (1 − ξ
kai−1(n)
ai(n) )(1 − ξ
kai+1(n)
ai(n) ) · · · (1 − ξ
kas(n)
ai(n) )
Lemma 3.4. Suppose that a1(n), a2(n), · · · , as(n) are pairwise coprime integer-valued
polynomials with positive leading coefficients. Then
s−m(n)(a1(n), a2(n), · · · , as−1(n); as(n))
= B
′
− B −
s−1∑
i=1
s
−
(
m(n)−as(n)
({ [ m(n)
as(n) ]
ai(n)
}
ai(n)+1
))(a1(n), · · · , ai−1(n), ai+1(n), · · · , as(n); ai(n))
where B is the polynomial part of p(a1(n),··· ,as(n))(m(n)),
∑s−1
i=1 (−1)iB
′
i(t) is the polynomial
part of p(a1(n),··· ,as−1(n))(m(n) − as(n)t) and
B′ =
[
n
as
]∑
t=0
s−1∑
i=1
(−1)iB′i(t)
Besides B′ − B is a quasi-polynomial in n.
Let all entries of vector A(n) be integer-valued quasi-polynomials in n. Then we say
A(n) is constant if the degree (see Definition 2.1) of each nonzero entrie in A(n) is zero.
Besides, we say a vector is pairwise coprime if entries of that vector are pairwise coprime.
For A(n) = (a1(n), a2(n), · · · , as(n)), define
A(0)(n) = {a1(n), a2(n), · · · , as(n)}
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If A(k)(n) is not empty, define
ai1i2 ···ikik+1i(n) =

{
ai1i2 ···ik i(n)
ai1i2 ···ik ik+1 (n)
}
ai1i2···ik ik+1(n), i , ik+1;
ai1i2···ik ik+1(n), i = ik+1.
Ai1i2 ···ik ik+1(n) =
(
ai1i2···ik ik+11(n), · · · , ai1i2···ik ik+1s(n)
)
and
A(k+1)(n) =
{
Ai1i2···ik ik+1(n) | i1, i2, · · · , ik+1 ∈ {1, 2, · · · , s}, Ai1i2···ik ik+1(n) is not constant
}
If A(k)(n) is empty, then let A(l)(n) be empty for any l > k. By Lemma 2.14, we have
Lemma 3.5. There exists a unique positive integer h such that A(l)(n) is empty for each
l > h while A(k)(n) is not empty for each 0 6 k < h.
Definition 3.6 (Strongly coprime). Let h be the integer satisfying conditions in Lemma
3.5. We say A(n) = (a1(n), a2(n), · · · , as(n)) is strongly coprime if elements of A(0)(n), A(1)(n),
· · · , A(h−1)(n) are all pairwise coprime.
Proof of Theorem 1.1. First note that when ai0 is a constant, we have
s−m(n)(a1(n), · · · , ai0−1(n), ai0+1(n), · · · , as(n); ai0)
=
1
ai0
ai0−1∑
k=1
ξ
−km(n)
ai0
(1 − ξka1(n)ai0 ) · · · (1 − ξ
kai0−1(n)
ai0
)(1 − ξkai0+1(n)ai0 ) · · · (1 − ξ
kas(n)
ai0
)
∈ Q
for any n ∈ N and s−m(n)(a1(n), · · · , ai0−1(n), ai0+1(n), · · · , as(n); ai0) is quasi-rational (see
Definition 2.9) as a function in n.
Since A(n) is strongly coprime, by Lemma 3.5 and Definition 3.6, we can apply
Lemma 3.4 successively to the formula for pA(n)(m(n)) in Lemma 3.3 until pA(n)(m(n))
can be expressed as a sum of finitely many quasi-rational functions. Then by Proposition
2.10, pA(n)(m(n)) is an integer-valued quasi-polynomial for n sufficiently large. 
Example 3.7. Suppose that a1, a2, · · · , as−1 are positive integers, as(n) is an integer-
valued polynomial in n with positive leading coefficients and a1, · · · , as−1, as(n) are pair-
wise coprime. Then by Definition 3.6, A(n) = (a1, · · · , as−1, as(n)) is strongly coprime.
Thus by Theorem 1.1, pA(n)(m(n)) is an integer-valued quasi-polynomial in n for n suffi-
ciently large.
4 Proof of Theorem 1.2 and Theorem 1.3
In the previous section we have studied the conjecture in case of one equation. Now we
turn to the case of equations and prove Theorem 1.2 and Theorem 1.3.
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4.1 Proof of Theorem 1.2
Suppose that A(n) = A = (a1, a2, · · · , as) ∈ Mk×s(Z) satisfies the following conditions:
(1) A is unimodular, i.e., the polyhedron {x : Ax = b, x > 0} has only integral vertices
whenever b is in the lattice spanned by the columns of A; (2) Ker(A) ∩ Rs
>0 = 0.
Define pos(A) = {∑si=1 λiai ∈ Rk : λ1, · · · , λs > 0}. For σ ⊂ [s] := {1, · · · , s}, we
consider the submatrix Aσ := (ai : i ∈ σ), the polyhedral cone pos(Aσ), and the abelian
group ZAσ spanned by the columns of Aσ. Since A is unimodular, A is surjective, that is,
ZA = Zk. This implies that the semigroup NA := pos(A) ∩ ZA is saturated. A subset σ of
[s] is a basis if #(σ) = rank(Aσ) = k. The chamber complex is the polyhedral subdivision
of the cone pos(A) which is defined as the common refinement of the simplicial cones
pos(Aσ), where σ runs over all bases. Each chamber C, i.e., maximal cell in the chamber
complex, is indexed by the set △(C) = {σ ⊂ [s] : C ⊆ pos(Aσ)}.
Lemma 4.1 (See [7],Theorem 1.1 or [3], Corollary 3.1). Under the conditions of A in
Theorem 1.2, the vector partition function
φA(u) = #{x : Ax = b, x > 0, x is integral}
is a polynomial function of degree s − k in u = (u1, · · · , uk) on each chamber.
Proof of Theorem 1.2. Each chamber for A, as a convex polyhedral cone, can be de-
scribed by linear inequalities in u = (u1, · · · , uk). Since these linear inequalities are in-
dependent of n, there exists a chamber C such that m(n) lies in C for n sufficiently large.
Thus the result follows from Lemma 4.1. 
Remark 4.2. By Theorem 1 in [10], using the idea in the proof of Theorem 1.2, we can
verify the conjecture in case of A(n) = A ∈ Mk×s(Z) without unimodular condition.
Now we give an example to illustrate Theorem 1.2.
Example 4.3. Let
A =

1 0 0 1 1
0 1 0 1 0
0 0 1 0 1

Then A is a unimodular matrix. By [7], we have
φA(a, b, c) =

bc + b + c + 1, if (a, b, c) ∈ Ω1
1
2a
2 + 32a + 1, if (a, b, c) ∈ Ω2
ab − 12b
2 + 12b + a + 1, if (a, b, c) ∈ Ω3
ac − 12c
2 + 12c + a + 1, if (a, b, c) ∈ Ω4
ab + ac − 12(a2 + b2 + c2) + 12(a + b + c) + 1, if (a, b, c) ∈ Ω5
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where
Ω1 = {(a, b, c)|a > b + c and b, c > 0}
Ω2 = {(a, b, c)|min{b, c} > a > 0}
Ω3 = {(a, b, c)|c > a > b > 0}
Ω4 = {(a, b, c)|b > a > c}
Ω5 = {(a, b, c)|b + c > a > max{b, c}}
If we take A(n) = A and
m(n) =

2n2 − n
2n2 + 5
n2 + 10n

then m(n) lies in Ω4 for n sufficiently large. By the previous formula for φA(a, b, c), we
have, for n > 11
t(m(n)|A(n)) = 3
2
n4 + 9n3 − 115
2
n2 + 4n + 1
4.2 Proof of Theorem 1.3
Definition 4.4 (Similar to [11], p.79). We call a polynomial matrix A(n)k×(k+1) 1-prime if
ggcd{|det(Y)| : Y ∈ B} = 1 (see Remark 2.13 for the notation of ggcd), where B denotes
the set of all the k × k submatrix of A(n).
Let
A =
(
x1 x2 x3
y1 y2 y3
)
∈ M2×3(Z)
For i = 1, 2, suppose that yi
xi
<
yi+1
xi+1
, and define
Ωi =
{
(x, y)T |(x, y)T ∈ pos(A), yi
xi
<
y
x
<
yi+1
xi+1
}
Lemma 4.5 (See Theorem 7 in [12]). Let
A =
(
x1 x2 x3
y1 y2 y3
)
∈ M2×3(Z)
be a 1-prime matrix. Let
Mi j =
(
xi x j
yi y j
)
and let Yi j = det(Mi j). Then we have the following formula.
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When m = (m1,m2)T ∈ Ω1 ∩ Z2,
t(m|A) = m2x1 − m1y1
Y12Y13
− {
( f12Y13 + g12Y23)−1(m2( f12x1 + g12x2) − m1( f12y1 + g12y2))
Y12
}
−{
( f13Y12 + g13Y23)−1(m2( f13x1 + g13x3) − m1( f13y1 + g13y3))
Y13
} + 1
When m = (m1,m2)T ∈ Ω2 ∩ Z2,
t(m|A) = m1y3 − m2y3
Y23Y13
− {
( f23Y13 + g23Y12)−1(m1( f23x3 + g23x2) − m2( f23y3 + g23y2))
Y23
}
−{
( f13Y12 + g13Y23)−1(m1( f13x1 + g13x3) − m2( f13y1 + g13y3))
Y13
} + 1
where, f12, g12, f13, g13, f23 and g23 ∈ Z satisfy gcd( f12Y13 + g12Y23, Y12) = 1, gcd( f13Y12 +
g13Y23, Y13) = 1 and gcd( f23Y13 + g23Y12, Y23) = 1, moreover, ( f12Y13 + g12Y23)−1( f12Y13 +
g12Y23) ≡ 1 mod Y12, ( f13Y12+g13Y23)−1( f13Y12+g13Y23) ≡ 1 mod Y13, ( f23Y13+g23Y12)−1( f23Y13
+ g23Y12) ≡ 1 mod Y23.
Now we can prove Theorem 1.3.
Proof of Theorem 1.3. Suppose that A(n) satisfies conditions in Theorem 1.3. By the
theory of generalized Euclidean division and GCD in Section 2, for every n ∈ N, A(n) is
1-prime. Note that there exists i = 1 or 2 such that m(n) lies in Ωi for n sufficiently large.
Thus, by Theorem 2.5, Proposition 2.10 and Lemma 4.5, t(m(n)|A(n)) is an integer-valued
quasi-polynomial in n for n sufficiently large. 
Example 4.6. Let A(n) =
(
2n + 1 3n + 1 n2
2 3 n + 1
)
and m(n) =
(
3n3 + 1
3n2 + n − 1
)
. Then
we can check that A(n) satisfies conditions in Theorem 1.3 and m(n) ∈ Ω2 for n sufficiently
large.
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