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近年、機械学習や Deep Learning の研究開発が活発であり、囲碁プログラムの
AlphaGo[1]や音声認識など様々な分野に Deep Learning は応用されている。そのような
Deep Learning の応用例に画風変換という技術がある。画風変換とは、ある画像に写る物
体の配置を保持しながら、その画像の画風を別の画像の画風に似せて変換する技術である。




として扱われており、Wavelet 特徴量と Support Vector Machine （SVM）の組み合わせ
による検出手法が提案されていた[3]。その後、物体の大きさや位置を推定する検出問題へ
と変わり、2005 年に Dalal らが物体の勾配方向に着目する Histogram of Oriented 
Gradient （HOG）特徴量と SVM の組み合わせによる検出手法[4]を提案したことで、物
体検出精度が更に向上した。しかし、それでもなお物体検出における未検出率や誤検出率
には改善の余地があった。それを大幅に改善したのが Deep Learningを用いた手法である。







 物体検出に関わる研究はおよそ 50年前の 1960年代から行われており[6]、現在も研究が
活発に行われている。2年後の 2020年に東京オリンピックを控えている今、さまざまな分
野で高い精度の物体検出技術が求められている。 









































である CNN（Convolutional Neural Network）を用いており、誤差逆伝播法を用いて出力
画像を少しずつ修正しながら画風変換後画像を生成する。 
 
   
コンテンツ画像 スタイル画像 出力画像 
図 1 画風変換例[8] 
 






















表 1 画風変換に関する論文の代表例 
 発表年月 論文タイトル 第一著者 
① 2015.9 A Neural Algorithm of Artistic Style [2] Leon A.Gatys 
② 2016.3 Perceptual Losses for Real-Time Style Transfer
 and Super-Resolution [9] 
Justin Johnson 
③ 2016.7 Preserving Color in Neural Artistic Style 
Transfer [11] 
Leon A. Gatys 
④ 2016.10 Artistic Style Transfer for Videos [12] Manuel Ruder 
⑤ 2017.4 Deep Photo Style Transfer [13] Fujun Luan 
 
論文①： A Neural Algorithm of Artistic Style ( Leon A.Gatys, 2015.9) 
論文②： Perceptual Losses for Real-Time Style Transfer and Super-Resolution ( Justin 
Johnson , 2016.3) 
 これらの論文の画風変換手法に関しては、次節で詳細に述べるとする。 
 




本論文では以下の 2 種類の手法を提案している。これらの 2 手法を用いた場合の画風変
換例を以下の図 2に示す。 
・手法１ Color histogram matching手法 
スタイル画像の色ヒストグラムをコンテンツ画像の色に近づけ、色ヒストグラムを近づ
けた画像を新たなスタイル画像として画風変換を行う手法[14] 












Color histogram matching手法による 
出力画像 
Luminance only transfer手法による 
出力画像 
図 2 論文③の Color histogram matching手法および Luminance-only transfer手法
を用いた場合の画風変換例 [14] 
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論文①：A Neural Algorithm of Artistic Style [2] (Leon A.Gatys , 2015.9) 





1. コンテンツ画像（C:Content Image）、スタイル画像（S:Style Image）、損失計算用ネ
ットワーク（Loss Network）を用意する 
2. 出力画像（T:Target Image）として、乱数で作成したノイズ画像を用意する 
3. Content Image、Style Image、Target Imageを Loss Networkに入力する 
4. Loss Networkの中間層における Content Imageと Target Imageの損失（Content L
oss）を計算する。損失の計算は後述の式に従って行う。 
5. Loss Networkの中間層における Style Imageと Target Imageの損失（Style Loss）
を計算する。損失の計算は後述の式に従って行う。 
6. Content Lossと Style Lossの和(Total Loss)を損失関数とし、損失関数を最小化する方
向に Target Imageを少しずつ更新する（逆伝播による勾配降下） 
7. Total Lossが閾値以下になるまで 3～7を繰り返す 








図 4 論文①の画風変換モデルの概略図 [17] 
 
なお上記の損失計算ネットワークには VGG-16[18]を使用する。 
 また、上記の手順 4、5、6で計算する各損失に関しては、Gatys 氏らの論文[2]より以下
の式で計算することとする。 
 













𝑙 : Content Imageを入力した時のレイヤ𝑙 の値  
 𝑃𝑖𝑗
𝑙 : Target Imageを入力した時のレイヤ𝑙 の値  
 



















 𝑁𝑙: レイヤ𝑙 におけるフィルタの数  
 𝑀𝑙:レイヤ𝑙 におけるフィルタサイズ  
 𝐺𝑖𝑗
𝑙 : Style Imageを入力した時のレイヤ𝑙 の値  
 𝐴𝑖𝑗
𝑙 : Target Imageを入力した時のレイヤ𝑙 の  
 𝜔𝑙: レイヤ𝑙 における重み  







 𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 + 𝐿𝑠𝑡𝑦𝑙𝑒 式(4) 
 








   
コンテンツ画像 スタイル画像 出力画像 








論文②：  Perceptual Losses for Real-Time Style Transfer and Super-Resolution[9] 
(Justin Johnson , 2016.3) 
 











1. 数万枚の学習用コンテンツ画像（ここではMicrosoft COCO datasetに含まれる 8万枚
の画像を使用）、スタイル画像（S:Style Image）、損失計算用ネットワーク（Loss Networ
k）、画風変換ネットワーク（Image Transformation Network）を用意する 
2. 学習用コンテンツ画像から 1枚選び、コンテンツ画像（C: Content Image）とする 
3. 出力画像(O: Output Image)として乱数で作成したノイズ画像を用意する 
4. Content Image、Style Image、Output Imageを Loss Networkに入力する 
5. Loss Networkの中間層における Content Imageと Target Imageの損失（Content L
oss）を計算する。損失の計算は後述の式に従って行う。 
6. Loss Networkの中間層における Style Imageと Target Imageの損失（Style Loss）
を計算する。損失の計算は後述の式に従って行う。 
7. Content Lossと Style Lossの和(Total Loss)を損失関数とし、損失関数を最小化する方
向に Image Transformation Networkの重み付けを更新する 
8. Total Lossが閾値以下になるまで 3～7を繰り返す 
9. Total Lossが閾値以下になったら、2.で次のコンテンツ画像を選び 3~8を繰り返す 
10. 数万枚の学習用コンテンツ画像に対して 9を繰り返し、Image Transformation Netw
orkの学習を行う 











ネットワークには、畳み込みと活性化関数 ReLUの 3層＋5つの Residual block+畳み込み




・中間層における Content Imageと Target Imageの損失(Content Loss)の計算式 
 
𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡







 ?̂?: 𝑦を Image transformation Networkで変換した画像  
 𝑦𝑐:  コンテンツ画像  
 𝑦𝑠:スタイル画像  
 𝐶𝑗𝐻𝑗𝑊𝑗:  レイヤ jのチャンネル数、高さ、幅  
 ∅𝑗: Loss Networkに xを入力した時のレイヤ jの値  
 






















 ?̂?: 𝑦を Image transformation Networkで変換した画像  
 𝑦𝑐:  コンテンツ画像  
 𝑦𝑠:スタイル画像  
 𝐶𝑗𝐻𝑗𝑊𝑗:  レイヤ jのチャンネル数、高さ、幅  
 ∅𝑗: Loss Networkに xを入力した時のレイヤ jの値  
 𝑐: あるチャンネル  
 𝑐′:別のチャンネル  
 
・中間層における損失(Total Loss)の計算式 
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図 8 Microsoft COCO datasetのデータセット例[10] 
 
   
   



















Support Vector Machine （SVM）の組み合わせによるものであった[3]。その後、物体の
大きさや位置を推定する検出問題へと変わり、2005 年に Dalalらが物体の勾配方向に着目
する Histogram of Oriented Gradient (HOG) 特徴量と SVMの組み合わせを提案[4]し
たことで、物体検出の性能を大幅に向上させた。 
 その後はCo-HOG特徴量や Joint HOG特徴量等のHOGの派生である特徴量が提案され
たが、2012年に物体検出手法は大きな転換期を迎える。それは 2012年に ILSVRCと呼ば
れる一般物体認識のコンペティションで、Krizhevsky らの Deep Learning を用いた手法
[5]が優勝し、これまでの手法とは全く異なる Deep Learningを用いた手法の有効性が示さ
れたためである。それ以降は Deep Learning の一種である CNNをベースとした手法が数
多く提案されている。 
 以下に代表的な人物検出手法である HOG 特徴量を用いた手法、Co-HOG 特徴量を用い



















 また、2.2.3.1に HOG特徴量の算出方法について、2.2.3.2に HOG特徴量の描画につい
て簡単に述べる。 
 











𝑚(𝑥, 𝑦) = √𝐿𝑥(𝑥, 𝑦)2 + 𝐿𝑦(𝑥, 𝑦)2 
式(9) 
 





 𝐿𝑥(𝑥, 𝑦) = 𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦) 式(11) 




 ステップ(ⅰ)で算出された勾配強度𝑚と勾配方向𝜃を用いて、𝑎 × 𝑎 ピクセルを 1セルとし
た領域において輝度勾配方向ヒストグラムを作成する。この勾配方向は0から180度を20度











図 11 輝度勾配方向(9方向)[21] 図 12 勾配方向ヒストグラム[21] 
 
(ⅲ)ブロックごとにヒストグラムを正規化したものを特徴量とする 







 𝐹𝑖𝑗 = [𝑓1, 𝑓2, 𝑓3, … , 𝑓9] 式(13) 





  (𝜖 = 1) 
式(15) 
 




2.2.3.2  HOG特徴量の描画 
 2.2.3.1ではHOG特徴量の算出方法について述べた。2.2.3.2では実際に画像のHOG特
徴量を描画したものを示す。図 13は原画像、図 14～図 16は原画像のHOG特徴量を描画
した画像である。HOG特徴量を計算するにあたって、図 14、図 15、図 16ではそれぞれ 1







図 13 原画像 図 14 HOG特徴量を描画した画像 
(1cell=30×30 pixel、1block＝3×3 cell) 
  
図 15 HOG特徴量を描画した画像 
(1cell=20×20 pixel、1block＝3×3 cell) 
図 16 HOG特徴量を描画した画像 























図 17 CoHOG特徴量における勾配量子 [22] 
 
Co-HOG特徴量では勾配方向の共起を行列として扱う。勾配方向は 8方向あるため、共
起行列は 8×8となる。図 18に Co-HOG特徴量の共起行列を示す。 
また、Co-HOG特徴量は画像を複数のブロックに分割し、各ブロックの共起行列を計算





(a) 勾配方向 (b)ブロックごとの 
共起行列 
 
 (c)画像全体の共起行列  
図 18 Co-HOG特徴量の共起行列 [22] 図 19 Co-HOG特徴量のイメージ図[22] 
 
 
2.2.5 Joint HOG特徴量を用いた手法 
 



























理の回数を減らして高速化を図った CNNが Fast R-CNNである。 





Faster R-CNNは Fast R-CNNを基に物体候補領域を RPN （Region Proposal Network）
により行うモデルである。RPNにより、Fast R-CNNではできなかった物体候補領域検出
と領域認識の同時処理が可能になり、より高速な物体検出を行うことができる。Faster 








 以下の図 22に、Fast R-CNNおよび Faster R-CNNの概念図を示す。 
 
 








高い検出精度を実現することができる[3]。以下の図 23に SSDの概念図を示す。 
 
 




















































 z′ = a𝑧 + 𝑏 式(16) 
 𝑧:入力画像の輝度値  
 𝑧′:  出力画像の輝度値  
 𝑎: 𝑔𝑎𝑖𝑛  


















図 27 線形濃度変換のトーンカーブ例 
 
    
(a) a=1.0 b=0 (d) a=1.0 b=100 
    
(b) a=2.0 b=0 (d) a=2.0 b=100 
    
(c) a=3.0 b=0 (e) a=3.0 b=100 
図 28 線形濃度変換の変換結果画像およびヒストグラム 
 
 


















 𝑧:入力画像の輝度値  
 𝑧′:  出力画像の輝度値  







図 29 非線形濃度変換（γ補正）のトーンカーブ例 
 
    
(a) γ=0.5 (d) γ=3.0 
    





    
(c) γ=2.0 (e) γ=10.0 
図 30 非線形濃度変換の変換結果画像およびヒストグラム 
 
 











𝐴 × 𝐵 −𝑚𝑖𝑛(
𝑆(𝑓(𝑎, 𝑏))
𝐴 × 𝐵 )
1 −𝑚𝑖𝑛(
𝑆(𝑓(𝑎, 𝑏))







 𝑓(𝑎, 𝑏), 𝑔(𝑎, 𝑏)：処理前後の輝度値  
 𝑆(𝑓(𝑎, 𝑏))：𝑓(𝑎, 𝑏)までの累積度数  
 𝐴 × 𝐵：総画素数  











(a) 原画像 (d) ヒストグラム均一化後 







3.4  ダークチャネルを用いた鮮明化手法 
 
 この手法は、CVPR2009にてHeらによって発表された論文“Single Image Haze Re





 𝐼(𝑥) = 𝐽(𝑥)𝑡(𝑥) + 𝐴(1 − 𝑡(𝑥)) 式(19) 
 𝑥: 画素位置  
 𝐼(𝑥): HAZE画像  
 𝐽(𝑥):鮮明画像（HAZE 除去画像）  
 𝑡(𝑥):透過マップ  



















1 − 𝑡(𝑥))は環境光がHAZE画像に及ぼす影響の度合いを意味する。 
 





 𝑥: 画素位置  
 𝐼(𝑥):HAZE画像  
 𝐽(𝑥):鮮明画像（HAZE 除去画像）  
 𝑡(𝑥):透過マップ  




 𝑡(𝑥) = 𝑒−𝛽d(x) 式(21) 
 𝛽: 環境光の散乱係数  














 𝐼𝑑𝑎𝑟𝑘(𝑥) = 𝑚𝑖𝑛c∈{r,g,b}(𝑚𝑖𝑛𝑦∈Ω(𝑥)𝐼
𝑐(𝑦)) 式(22) 
 𝐼𝑐: 𝐼の色チャネル  




























 𝐼𝑑𝑎𝑟𝑘(𝑥) = 𝐽𝑑𝑎𝑟𝑘(𝑥)𝑡(𝑥) + 𝐴𝑐(1 − 𝑡(𝑥)) 式(23) 
 𝑥:画素位置  
 𝐼𝑑𝑎𝑟𝑘(𝑥):HAZE画像のダークチャネル  
 𝐽𝑑𝑎𝑟𝑘(𝑥):鮮明画像のダークチャネル  






























 𝑀𝑐𝑜𝑎𝑟𝑠𝑒(𝑥) = 𝑚𝑖𝑛𝑐∈{𝑟,𝑔,𝑏}(𝑚𝑖𝑛𝑦∈Ω(𝑥)𝐼
𝑐(𝑦)) 式(27) 
 










 𝑀𝑡(𝑥) = min(max𝑦∈Ω(𝑥)𝑀
𝑐𝑜𝑎𝑟𝑠𝑒(𝑦),𝑀𝑓𝑖𝑛𝑒(𝑥)) 式(29) 
































鮮明化機器の例として、INFOTECH社の Red Super Eye G2 [33][34]を挙げる。図 33














図 34 鮮明化機器を用いた鮮明化例[10] 
 
 
3.6 Local Contrast強調処理を用いた鮮明化手法 
 
 この手法は、Local Contrast強調処理を用いて画像を鮮明化する手法である。Local Co
ntrast強調処理は、強いエッジを保持しながら細かな部分を増加させて局所的なコントラ
ストを強調する処理である[36]。 
 パラメータ値は、そのまま保持する強いエッジの最小強度の振れ幅を示す Edge 
threshold、必要な強調量を示す Amountの 2種類である。以下の図 35に Edge threshold
および Amountを変化させて Local Contrast強調を行った結果を示す。 
 


















図 35  Local Contrast強調の実行結果例 
 





せても画像に変化が見られない。一方、下段の画像では、Amount が 0 以外の値を取って
いるため Edge thresholdの値を大きくするにつれて画像の強調量も増えている。また、各







































    











図 37 本研究で用いる画風変換モデル（Johnson氏らのモデル）[9] 
 



































 本実験は、OSが Ubuntu 16.04LTS、CPUが Intel(R) Xeon(R)E5-2630 @2.30GHz、GPU
が NVIDIA Corporation Device 1c82(rev al)のマシンを用いて行った。また、ソフトウェア




 本実験に使用する不鮮明画像は、HAZE 画像および夜間画像である。HAZE 画像は、イ
ンターネット上で公開されている Haze Level Estimation Dataset[37]、FRIDA[38]、
FRIDA2[38]からダウンロードした画像を使用する。一方、夜間画像には、自分で撮影した
画像の他、Microsoft COCO dataset[10]に含まれる夜間画像を使用する。 
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5.3.1および 5.3.2の結果より推測できることを表 2に示す。 
 
表 2 5.3.1及び 5.3.2の鮮明化結果のまとめ 













































































































































































































































































































































質評価には PSNRを用いている。表 4に画質評価結果および物体検出結果を示す。 
 















































































5.6 実験 4：スタイル画像の違いが及ぼす実験結果への影響 
  





































     
     
     
 
 
   
 
 
   
 
 






















 次に、5.6.1.1の画風変換後画像を用いて物体検出を行った結果を図 44に示す。 
 
 コンテンツ画像 
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 次に、5.6.2.1の画風変換後画像を用いて物体検出を行った結果を図 46に示す。 
 
 コンテンツ画像 



























































































    
    





















     
 
ヒストグラム平均化画像 
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