1. Introduction. In Part 1 [1], §5, formula (B), §7, formula (B'), and in §9; also in Part 2 [2] in several places, we have seen how the error term is very much reduced if the integrand f(x, y) is a harmonic function, that is, if V2/ = 0. In this note we pursue further this special case, in which especially high accuracy is attainable with few points.
It may not be often that the integrand will have this special form, but it seems worthwhile to develop a few of the interesting formulas. We start by obtaining expansions for n variables, and more extensive ones for two variables, and then obtain and consider special quadrature formulas.
Expansions. As in Part 2
[2] §2, we develop f(xi, x2, ■ • • , x") as a Taylor series in even powers of each of the variables xr. Then, using V/o = 0 whenever it is applicable, we obtain J = 7/(2/0" = (2h)~n (J j f(xi, X2, ■ ■ ■ , xn) dxi dx2 ■ ■ ■ dxn 
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+ ^f (n2 -33n + 122)36/" + ^p {(n -2)(n + 13)£>8 -2(n2 -129n + 1094)Q8}/"
We recall that 0 is the origin, or centre of the square, a(a) includes all points with one coordinate ±ah and the rest zero, ß(b) has two coordinates each independently úzbh and the rest zero, y(c, d) has one coordinate ±ch, another ±dh and the rest zero, and finally e(e) has three coordinates each independently ±eh with the rest zero.
3. Expansions over a Square. Such expansions are simpler since 36/o, Q8/o etc., are absent. They can be obtained by analysis with the detached operators-in particular 2D; we proceed to obtain expansions with general terms. ' If F(z) = u + iv is a function of a complex variable z -x + iy then both u and v are harmonic functions satisfying D2d> + Dy<¡> -0. Likewise, if u is a harmonic function, it can be shown that v exists such that u + iv is a function of a complex variable. We then have D"F = iF' = iDJF and (3.1) DXDV = SO2 = iD2 = -iDy. In order to develop expansions we therefore substitute (3.2) Dx = r1/2SD Dy = iutS>.
Consider, firstly = 2 (cosh &äv^2C) + cos bh\/2S))fo
We shall not use all the expansions given above in the present note, but it seems useful to set out the collected results for future use.
4. Lattice-point Formulas over a Square. We consider first formulas in two variables, and start with 9 points, putting a -b = 1 and using the sets 0, a(l), 0(1). We write (4.1) / = //4Ä2 = Ao/(0, 0) + E Aaf{xa , ya) + £ A(f(xß , y») using (xa , ya) etc. as typical sets of coordinates. Using (3.5) to (3.7), we equate coefficients of 2D4r/0, r = 0(1)2. This gives 5. Five-point Formulas. The high precision of (4.3) suggests that formulas of lesser precision, with fewer points, may be useful. We use the first two of (4.2) and take one of A0, Aa, Aß to be zero, (i) Ao = 0 gives an eight-point formula with relatively poor precision. 
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Evidently (4.3) is most precise, but simultaneous use of (5.2) and (5.3) gives an idea of the precision attained, and readily yields the better result if desired. Formula (5.5) might be helpful with desk computing, but (5.1) has little to recommend it.
Numerical results for some of the formulas using the example of §4 are as follows: 6. General n; 2n2 + 1 Points. We consider now the n-dimensional case, n ^ 3, using lattice points 0, a(l), /3(1). In this case the term in 36/o is relevant, and the Q8/o term will appear in the error, except when n = 3.
We This result is less spectacular than that of §4, for these reasons: i) In §4, A = 0.6, here h = 1, and the correction term in (4.3) contains a high power of A.
ii) The correction term in (6.2) is of order A8, that in (4.3) is of order A12
iii) The higher the number of dimensions, the more individual terms there are in 2D8/, 3012/, etc. In (4.3) there is only one term in SO12/, in (6.33) there are 9 in 338/.
iv) The effect of larger interval A is enhanced by the use of the factor -f, which exceeds unity, in cosh f z; this is only partially balanced by the factor cos f x. In spite of these points, the formula (6.2) seems a good one.
7. Quadrature over a Square; Specially Chosen Points. Since the expansions of §3 involve only cross-differences 334/o, it appears likely that use of sets of diagonal points ß will be more profitable than attempts to use sets a. It turns out that sets 0, a(a), ß(b) and 0, a(a) both fail to give real values of a if maximum precision is sought. On the other hand, we can get several formulas making use of any number of sets ß(bp), p = 0(1)r, both with and without the point 0.
We start first with r sets ß(bp), without the point 0. We have to find the 2r constants Aßp , bp satisfying the equations 10. Quadrature over a Cube; Specially Chosen Points. The search for such formulas is more difficult in 3 or more dimensions. It seems that one or more extra available constants are needed in order to obtain real points. We shall not pursue this, but give one simple formula for three dimensions.
We find nothing convenient by use of points ct(a), with or without 0; likewise 0 with (8(6) fails to give real points. We can, however, use 12 points ß(b) alone. We have then to satisfy [2n(n -l)Aß = 1 (10.1)
[864(4 -n)Aß = A , where n = 3. The only formula found that allows for the term 36/o and has an error of order A8 is (6.33), which needs 19 points. It is evident that further search is needed. Math. Comp., v. 14, 1960, p. 13-20. 2. J. C. P. Miller, "Numerical quadrature over a rectangular domain in two or more dimensions, Part 2. Quadrature in several dimensions, using special points," Math. Comp., v. 14, 1960, p. 130-138. 
