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Abstract
In this thesis we investigate current sheets in the solar corona. The well known 1D model for the tearing
mode instability is presented, before progressing to 2D where we introduce a non-uniform resistivity. The
effect this has on growth rates is investigated and we find that the inclusion of the non-uniform term in
η cause a decrease in the growth rate of the dominant mode. Analytical approximations and numerical
simulations are then used to model current sheet formation by considering two distinct experiments. First,
a magnetic field is sheared in two directions, perpendicular to each other. A twisted current layer is formed
and we find that as we increase grid resolution, the maximum current increases, the width of the current
layer decreases and the total current in the layer is approximately constant. This, together with the residual
Lorentz force calculated, suggests that a current sheet is trying to form. The current layer then starts to
fragment. By considering the parallel electric field and calculating the perpendicular vorticity, we find evi-
dence of reconnection. The resulting temperatures easily reach the required coronal values. The second set
of simulations carried out model an initially straight magnetic field which is stressed by elliptical boundary
motions. A highly twisted current layer is formed and analysis of the energetics, current structures, mag-
netic field and the resulting temperatures is carried out. Results are similar in nature to that of the shearing
experiment.
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Chapter 1
Introduction
1.1 The Solar Corona
This thesis aims to investigate current sheets in the solar corona. Analytical approximations and numerical
simulations will be used to discuss how they form, how they can become unstable and fragment and how
this process can cause magnetic reconnection and heating.
There are three distinct regions in the atmosphere of the Sun. The lowest level is the visible surface of
the Sun, the photosphere. This layer is very thin, with a thickness of about 500 km. The temperature in the
photosphere falls to a minimum of 4300 K where it unexpectedly begins to rise again, marking the boundary
between the photosphere and the chromosphere. The temperature rises slowly through the chromosphere
until there is a rapid rise to the corona, where the temperature is much hotter at over a million K. This thin
region of temperature increase from the chromosphere to the corona is known as the transition region and
can range from tens to hundreds of kilometres thick.
The corona can only be seen when the disk of the Sun is blocked off in a total solar eclipse, or by using
a special instrument called a coronagraph that artificially blocks the disk of the Sun so that it can image the
surrounding regions. Fig. 1.1(left) shows the corona, appearing as a halo around the main body of the Sun,
during a total solar eclipse and Fig. 1.1(right) shows the corona using a the Large Angle and Spectrometric
Coronagraph (LASCO) onboard the Solar and Heliospheric Observatory (SoHO) spacecraft.
Fig. 1.1: Left: The solar corona viewed from the top of Mauna Kea, Hawaii during a total solar eclipse
in 1991. (NASA Astronomy Picture of the Day). Right: Corona viewed with LASCO C2 coronagraph in
1997. (NASA Best of SOHO gallery).
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1.1.1 Coronal Heating
Fig. 1.2 illustrates the temperature change from the photosphere out to the corona.
Fig. 1.2: The changing temperature from the solar surface out into the corona. A minimum of about 4300K
is reached in the photosphere. The temperature then rises to about 20,000K at the top of the chromosphere,
before surging to over 106K in the corona.
Physical intuition tells us that as we move away from the heat source at the centre of the Sun, tempera-
tures should decrease. This is not the case, the corona is incredibly hot at a temperature above one million
degrees Kelvin. The main cooling mechanisms at this temperature and low density are optically thin radia-
tion and thermal conduction parallel to the magnetic field. The timescale for radiative cooling is the order
of 3, 000 s and the conduction timescale is of the order of 500 s. Hence, heat must be fed into the corona
on at least this timescale and there must be a continual input of heat or the plasma would cool down in
about an hour. Withbroe and Noyes (1977) estimated that 300Wm−2 is required to heat the quiet Sun and
5, 000Wm−2 to heat active regions. The permanent energy source must lie in the solar interior. By means
of a Poynting flux calculation, the flow of magnetic energy from the interior to the corona was calculated
in Hood (2010) to be ≈ 104 Wm−2, hence the energy is sufficient for heating.
There must also be a mechanism to convert the stored magnetic energy into heat. MHD waves and
magnetic reconnection are two possible ways in which the energy is dissipated. Which mechanism plays
a role is dependent on the time scale of the photospheric motions (τ ). Let the length of a typical coronal
loop be L and the Alfve´n velocity be vA. Then if τ is less than L/vA, the motions are considered rapid and
MHD waves propagate upwards, whereas slow motions (τ > L/vA) result in the storage of energy in the
coronal magnetic field and the subsequent release in, for example, current sheets.
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1.2.1 Electromagnetic Equations
1.2.1.1 Maxwell’s Equations
Maxwell’s Equations are as follows:
Ampe`re’s Law:
∇×B = µj+ 1
c2
∂E
∂t
, (1.1)
where the last term on the right hand side is the displacement current. Ampe`re’s Law tells us that gradients
in the magnetic field create electric currents.
Solenoidal constraint:
∇ ·B = 0, (1.2)
which implies there are no magnetic monopoles, i.e., no sources or sinks of magnetic field.
Faraday’s Law:
∇×E = −∂B
∂t
, (1.3)
which indicates that spatially varying electric field can induce a magnetic field.
Gauss’ Law:
∇ ·E = 1
#
ρ∗, (1.4)
implying charge conservation.
For these equations we use B, magnetic induction, but it is usually referred to as magnetic field; j, the
current density; E, the electric field; ρ∗ = e(n+−n−), the charge density (where n+ is the number of ions
and n− is the number of electrons per unit volume in a fully ionised hydrogen plasma); #, permittivity of
free space; µ, magnetic permeability in a vacuum (4pi × 10−7Hm−1) and c = (µ#)−1/2 ≈ 3 × 108ms−1,
the speed of light in a vacuum.
1.2.1.2 Assumptions of MHD
• The theory is macroscopic: the typical length scale, l0, of the spatial variations and time scale, τ , of
the temporal variations that we are interested in are orders of magnitude larger than the microscopic
length and time scales defined by the electron and ion dynamics, i.e. we consider the plasma to be
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collision dominated.
• The displacement current in Ampe`re’s law may be neglected if the typical plasma velocities are much
less than the speed of light, c. This can be demonstrated as follows, assume a typical length scale l0,
timescale t0 and plasma velocity v0 = l0/t0. Then, Eq. (1.3) implies
|∇×E| ≈ E
l0
and ∂B
∂t
≈ B
t0
.
So we have
E =
l0
t0
B = v0B.
Eq. (1.1) also implies
∇×B ≈ B
l0
and 1
c2
∂E
∂t
≈ 1
c2
E
t0
=
v0
c2
B
t0
=
v0
c2
l0
t0
B
l0
=
v20
c2
B
l0
.
Hence if v20 % c2 then
[∇×B|& 1
c2
∂E
∂t
.
The theory is hence non-relativistic and this is known as the MHD approximation. Ampe`re’s law
then becomes
∇×B = µj.
• The plasma obeys charge neutrality, n+ − n− % n, where n is the total number density. We can
neglect the charge density in Eq. (1.4) provided
n& #Bv0
el0
.
e is the charge on an electron.
1.2.1.3 Ohm’s Law
The final electromagnetic equation is Ohm’s law,
j = σ (E+ v ×B) , (1.5)
where σ is the electrical conductivity and v is the plasma velocity. Ohm’s law couples the electromagnetic
equations to the fluid equations through v.
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1.2.1.4 Fluid Equations
Mass continuity:
∂ρ
∂t
+∇ · (ρv) = 0, (1.6)
where ρ is the mass density. It states that matter is neither created nor destroyed. If plasma is incompress-
ible, Dρ/Dt = 0, then Eq. (1.6) reduces to ∇ · v = 0, i.e. there are no sources or sinks in v. Note that
D/Dt is the convective time derivative
D
Dt
=
∂
∂t
+ v ·∇,
that describes the time derivative of a quantity as it moves with the plasma. Equation of motion:
ρ
Dv
Dt
= −∇p+ j×B+ ρg, (1.7)
where p is the pressure, j × B is the the Lorentz force and ρg is the gravitational force. A viscous force
could also be added (although we ignore viscous forces in this thesis, except in artificial shock viscosities).
Energy equation:
ργ
γ − 1
D
Dt
(
p
ργ
)
= −L. (1.8)
Here L is the total energy loss function, γ is the ratio of specific heats, cp/cv and is normally taken as 5/3.
Noting that cp is the specific heat at constant pressure and cv is the specific heat at constant volume.
The energy equation can be written in many different forms. In the corona L, the energy loss function,
consists of three terms; energy loss/gain from thermal conduction, energy loss from optically thin radiation
and energy gain from heating. Hence
L = −∇ · (κ∇T ) + ρ2Q(T )−H,
where κ is the anisotropic thermal conductivity tensor, Q(T ) is the optically thin radiative loss function and
H is the coronal heating term.
In many solar situations, for ideal cases, we may neglect these terms, set L = 0 and consider the
evolution to be adiabatic. In that case, Eq. (1.8) becomes
D
Dt
(
p
ργ
)
= 0.
Using Eq. (1.6), we can write this as
∂p
∂t
+ v ·∇p = γp
ρ
(
∂ρ
∂t
+ (v ·∇)ρ
)
= −γp∇ · v.
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The last fluid equation is an equation of state that is used to close the system of equations.
Ideal Gas Law:
p =
ρRT
µ˜
, (1.9)
where T is the plasma temperature, R = 8.3 × 103J K−1kg−1 is the gas constant, µ˜ is the mean atomic
weight which is usually taken to be 0.6 in the solar corona. (µ˜ = 0.5 for a fully ionised hydrogen plasma).
Eq. (1.9) can be written in terms of the number density since ρ = nmp and so
p =
nkBT
µ˜
, (1.10)
wheremp is the mass of a proton and kB is Boltzmann’s constant.
1.2.2 Summary of the MHD Equations
The following are the inviscid, adiabatic form of the MHD equations:
∂ρ
∂t
+∇ · (ρv) = 0, (1.11)
ρ
∂v
∂t
+ ρ(v ·∇)v = −∇p+ j×B+ ρg, (1.12)
∂p
∂t
+ v ·∇p = −γp∇ · v + j
2
σ
, (1.13)
p =
ρRT
µ˜
, (1.14)
j =∇×B/µ, (1.15)
∇ ·B = 0, (1.16)
∂B
∂t
= −∇×E, (1.17)
1
σ
j = E+ v ×B. (1.18)
1.2.3 The Induction Equation
In solar MHD, we can eliminate the electric field, E, and the electric current density, j and work with the
primary variable, B. To eliminate E, we use Ohm’s law, Eq. (1.18), and Ampe`re’s Law, Eq. (1.15) to get
E = −v ×B+ 1
µσ
∇×B,
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and so Faraday’s Law, Eq. (1.17), becomes
∂B
∂t
=∇× (v ×B)−∇× (η∇×B), (1.19)
where
η =
1
µσ
,
is the magnetic diffusivity. When η is constant, Eq. (1.19) becomes
∂B
∂t
= ∇× (v ×B)− η∇× (∇×B),
= ∇× (v ×B) + η [∇2B−∇(∇.B)] .
Using the solenoidal constraint, Eq. (1.16), we get the induction equation,
∂B
∂t
=∇× (v ×B) + η∇2B, (1.20)
where the term∇× (v ×B) is known as the advection term and η∇2B is known as the diffusion term.
1.2.3.1 Magnetic Reynolds Number
The magnetic Reynolds number, Rm, is the ratio of the advection and diffusion terms in the induction
equation.
Rm =
∇× (v ×B)
η∇2B ,
=
v0B/l0
ηB/l20
,
=
l0v0
η
=
l20
ηt0
. (1.21)
Rm is a dimensionless quantity and on the Sun is normally very large (as l0 and v0 are typically very
large). So in general solar situations, Rm & 1, the diffusion term is negligible and so the induction equation
is approximated by
∂B
∂t
=∇× (v ×B).
However when length scales become small and we have Rm % 1, the induction equation reduces to
∂B
∂t
= η∇2B.
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1.3 Sequences of MHD Equilibria
Many physical processes studied in solar physics occur slowly, i.e. on timescales much longer than the
typical timescale of the system, so the evolution of these systems can be modelled with a sequence of static
equilibria. The theory of static solutions of the MHD equations is called magnetohydrostatics.
Consider the equation of motion, Eq. (1.12),
ρ
∂v
∂t
+ ρ(v ·∇)v = −∇p+ j×B+ ρg.
To derive the magnetohydrostatic equations we neglect flows and assume there is no time variation, so
v = 0 and ∂/∂t = 0. The result is the magnetohydrostatic balance
0 = −∇p+ j×B+ ρg, (1.22)
between the pressure gradient, the Lorentz force and the gravitational force.
This is coupled with
∇ ·B = 0, µj =∇×B, p = ρRT
µ˜
,
where T satisfies an energy equation. For simplicity we assume that the temperature is known.
In many applications not all the terms in Eq. (1.22) are equally important. The force of gravity may be
neglected by comparison with the pressure gradient when the height of a structure is much less than the
scale-height. For example, the large scale-height in the solar corona means that gravity can be neglected.
In addition, when the ratio
β =
2µp0
B20
of plasma to magnetic pressure is much smaller than unity, any pressure gradient is dominated by the
Lorentz force.
Eq. (1.22) then reduces to
j×B = 0.
Magnetic fields satisfying this condition are called force-free.
Since the plasma beta is low in the corona, in which the magnetic forces dominate over plasma forces,
the magnetic field of the corona is believed to evolve through a series of force-free states.
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1.4 Current Sheets
As stated above, in the solar atmosphere, the length-scale (l0) over which the magnetic field varies is rather
large, typically 1000 − 10, 000 km (Priest, 1982), and the corresponding current density is very small.
However, current sheets are structures with thickness much smaller than l0 and the corresponding current
density is much larger. A current sheet may be defined as a boundary between two plasmas, where the
magnetic field on either side is tangential to the boundary and involves a change of direction of the magnetic
field. Another condition is that across the sheet, the total pressure (gas plus magnetic) must be continuous.
From Ampe`re’s Law, Eq. (1.15), the gradients in magnetic field create a accumulation of electric current
which is confined to the infinitesimally thin current sheet.
1.4.1 Current Sheet Formation
The ways in which current sheets form is discussed at length in Priest and Forbes (2000). Here we out-
line some 2D analytical models that were developed between 1965-1995. More recently, there have been
many more analytical and numerical studies which investigate current sheet formation in two and three
dimensions.
y
x
L
−L
−L
L
(c)(b)(a)
Fig. 1.3: The collapse of an X-point to form a current sheet.
The analytical 2D model of current sheets formed by the collapse of an X-point (a type of null or
neutral point where the magnetic field vanishes) involves complex-variable theory. For example, consider
a potential field X-point (Fig. 1.3(a)) having a field By + iBx = z. If the footpoints of a finite region are
moved or, if a finite energy is added to this minimum-energy configuration and the topology of the field
is preserved, the field will evolve to a new configuration. Green (1965) suggested an evolution to a field
of the form (Fig.1.3(b)), By + iBx =
(
z2 + L2
)1/2, having a current sheet stretching from z = −iL to
z = iL. Somov and Syrovatskii (1976) described the collapse of a two-dimensional X-point with a more
general solution
By + iBx =
z2 + a2
(z2 + L2)1/2
,
where a2 < L2. This contains singularities at the ends of the sheet (Fig.1.3(c)). Note that this case reduces
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to Green’s solution when a2 = L2.
This basic theory has been extended in many ways. First of all, the form of By + iBx = f(z) has been
written down for other configurations and Titov (1992) proposed a general method for finding f(z) when
the topology is preserved. Bungey and Priest (1995) also extended the solution of Somov and Syrovatskii
(1976), providing an analytical description for potential and force-free configurations,
By + iBx = −B0

bd2 + 2dcz − z2 +
1
2
d2
(z2 + a2)1/2

 ,
where b, c, d and B0 are all constants.
The above theory has been applied to more general planar current sheets in the potential and force-free
solar corona, involving the magnetic field associated with two bipolar regions, by Priest and Raadu (1975)
and Tur and Priest (1976). In these models, a curved current sheet replaces the linear current sheet found in
previous studies.
A discussion of more recent literature can be found in chapter 4.
1.4.2 Current Sheet Properties
Priest (1982) describes the main properties of current sheets:
• In the absence of flow, a current sheet diffuses away at a speed η/l. The magnetic field is annihilated
(oppositely directed field lines cancel with each other) and magnetic energy converted into heat by
ohmic dissipation.
• The region outside a current sheet is effectively frozen to the plasma. Plasma and magnetic flux may
be brought towards the sheet from the sides at speed vi. If vi < η/l the sheet expands, whereas if
vi > η/l the sheet will become thinner. When vi = η/l a steady state is maintained.
• The enhanced plasma pressure in the centre of the sheet expels material from the ends of the sheet
at the Alfve´n speed
(
vA =
B√
µ0ρ
)
based on the reconnecting component of the external magnetic
field and internal density. Magnetic flux is ejected with the material, and so one effect of the sheet
is to reconnect the field lines (this will be discussed further in section 1.5). In 2D, the centre of
the sheet is an X-type neutral point. In a steady flow the rate at which magnetic flux is transported
remains constant; in other words, the rate at which flux enters the sheet equals the rate at which it
leaves (viBi = vABo), where subscripts i and o denote input and output values, respectively. Thus
for sub-Alfve´nic inflow (vi < vA) the outflow field strength is smaller than the inflow field strength,
Bi. An important effect of a current sheet is therefore to convert magnetic energy into heat and flow
energy.
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1.5 Resistive Instabilities
The Sun can maintain a stable magnetic field for several months despite the fact that the local Alfve´n travel
time is the order of seconds to minutes. However, these stable fields can erupt violently, on the Alfve´n
timescale, releasing large amounts of energy. It is known that ideal MHD instabilities cannot provide the
means to release the energy necessary to drive, for example, a solar flare. In order to convert the available
magnetic energy into heat and kinetic energy, it is essential that resistive effects are considered.
Furth et al. (1963) discussed three classes of resistive instabilities, namely (i) the resistive gravity mode,
(ii) the rippling mode and (iii) the tearing mode. The gravitational and rippling modes occur when the
density or resistivity varies across the current sheet. They create a small-scale structure in the sheet and
so are relatively harmless as far as the large-scale global stability of the configuration is concerned. The
tearing mode, however, occurs with a wavelength greater than the width of the current sheet and requires
neither a gravitational force nor a resistivity gradient to be excited and hence is the most relevant for the
solar corona.
(a) (b) (c) (d)
y y y y
x x x x
Fig. 1.4: How the tearing mode instability forms.
In an infinite plasma, the tearing mode is driven by the equilibrium current gradients and can occur in
any sheared magnetic field. Fig. 1.4 explains how the tearing mode instability occurs. Consider a straight,
Cartesian field of type (a). In ideal MHD any compression of the field shown in (b) will just result in an
increase of the magnetic pressure that inhibits the perturbation. However, in resistive MHD the field can
diffuse faster in the compressed region than in the unperturbed region. This means that the field lines can
break as in (c) and then reconnect as in (d) to form a new topology of the magnetic field.
In Phillips (1995), the development of a tearing mode instability is described; in a current sheet, any
tendency for plasma to move perpendicularly to the field lines is opposed by a restraining force that is large
because of the small resistivity; but if by chance the field strength becomes zero at some point along the
sheet, the restraining force is much reduced and an instability develops. Plasma is driven towards this point
in the current sheet by non-uniformities in the field outside the sheet, and this driving force overcomes
the restraining force within the sheet. An X-point develops (see Fig. 1.5), and the sheet tears. It does so
repeatedly along the length of the sheet, forming magnetic islands that contain strands of enhanced current.
The non-linear development of the instability, in which magnetic islands coalesce, results in a much greater
energy release.
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Plasma motion magnetic islands
magnetic X−points
Fig. 1.5: The tearing mode instability. Magnetic X-points and O-points are formed at the boundary between
regions of oppositely directed field, with plasma flow in the directions indicated by the bold arrows.
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1.6 Magnetic Reconnection
Magnetic reconnection is a change of magnetic connectivity of plasma elements due to the presence of
a localised diffusion region, where the magnetic field may diffuse through the plasma. Reconnection is
a process that occurs in a plasma whose magnetic Reynolds number Rm = Leve/η & 1, where Le is
the typical global (external) length-scale for variations in plasma properties, ve is a typical global plasma
velocity and η is the magnetic diffusivity. Magnetic reconnection is a mechanism by which energy stored in
a magnetic field may be rapidly released and converted into thermal energy. The global restructuring of the
magnetic field, that reconnection causes, allows it to access a lower energy state and it is this restructuring
that leads to the release of energy. The increase in thermal energy that results from reconnection leads to
the belief that the mechanism is significant for coronal heating.
1.6.1 2D Reconnection
1.6.1.1 Sweet-Parker Mechanism
2l voBo
2L
viBi
Fig. 1.6: Sweet-Parker reconnection. The diffusion region is shaded. The plasma velocity is indicated by
bold arrows and the magnetic field lines by light arrows.
The first solution of the problem was given independently by Sweet (1958) and Parker (1957), who
approximated the problem as a two dimensional incompressible MHD problem. They showed that the
problem was essentially a boundary layer problem, and they estimated the rate of reconnection with an
order of magnitude analysis.
Sweet and Parker determined the speed, vi, with which field lines are carried into a steady diffusion
region of length 2L and width 2l, with oppositely directed field lines above and below, as shown in Fig.
1.6. Subscript i denotes inflow values and subscript o denotes outflow values.
To reach a steady state, the plasma must bring in field lines into the diffusion region at the same rate at
which they diffuse, i.e., magnetic field of strength Bi is carried in at the same speed, vi, as it is diffusing
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outward, so that
vi =
η
l
. (1.23)
Conservation of mass tells us that the rate at which mass is entering the sheet must equal the rate at
which it is leaving, so
4ρLvi = 4ρlvo.
Hence, if the density is uniform we have
Lvi = l vo, (1.24)
where vo is the outflow speed. The width, l, may now be eliminated between Eq. (1.23) and Eq. (1.24) to
give the inflow speed as v2i = η vo/L.
If the plasma is accelerated along the sheet by a Lorentz force, j×B, the outflow speed, vo, is the Alfve´n
speed at the inflow, vo = vAi = Bi/√µρ and the reconnection rate is
vi =
vAi
S 1/2
(1.25)
in terms of the Lundquist number, S = LvAi/η, or in dimensionless form
Mi = S
−1/2, (1.26)
whereMi = vi/vAi is the inflow Alfve´n Mach number.
In the corona, S ≈ 1012, giving Mi = 10−6 (Parnell, 2000). This type of reconnection is very slow
compared to the rates needed to explain the rapid release of magnetic energy which occurs in phenomena
such as solar flares.
1.6.1.2 Petschek’s Model
The solution for reconnection set out in Petschek (1964) is an extension of the earlier Sweet-Parker solution.
Petschek’s method for speeding up the Sweet-Parker process was to encase it in an external magnetic field
so that the length, L, of the current sheet would be much smaller than the global length scale Le. In
Petschek’s configuration the diffusion region current sheet occupies only a small central location, and most
of the conversion of magnetic energy into heat and kinetic energy occurs at four standing slow-mode shocks
attached to the corners of the diffusion region, as shown in Fig 1.7.
The derived scalings are as follows:
L
Le
≈ 1
RmeM2e
,
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Be
Bi
Fig. 1.7: Petschek’s model. The central shaded region is the diffusion region and the slow mode shocks
are highlighted by the dashed lines. The plasma velocity is indicated by bold arrows and the magnetic field
lines by light arrows.
l
Le
≈ 1
RmeMe
,
where Rme is the global Reynolds number andMe is the external reconnection rate. The diffusion region
has length 2L and width 2l. The above scalings imply that as the magnetic Reynolds number or the recon-
nection rate increase, the diffusion region will shrink. Petschek suggested that a lower limit will be put on
this when Bi becomes too small thus a maximum reconnection rate (given by assuming Bi = Be/2) can
be calculated to be
M∗e ≈
pi
8 logRme
. (1.27)
This lies between 0.1 and 0.01, and so is much faster than Sweet-Parker’s model.
Numerical MHD simulations have failed to obtain a Petschek-like configuration when a spatially uniform
resistivity is used. In contrast, when a non-uniform y-dependent resistivity (highly localised at the X point
of the central diffusion region) is adopted, Petschek reconnection can be produced. Historically, this has
led to the suggestion that the Petschek model may be incorrect for uniform resistivity. Simulations such as
one outlined in Baty et al. (2006) find that Petschek’s model and other fast reconnection regimes are valid
when the resistivity is enhanced in the diffusion region or is close to uniform.
A good review of the considerable amount of work that has been carried out on 2D reconnection can be
found in Priest and Forbes (2000).
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1.6.2 3D Reconnection
3D reconnection is completely different from 2D reconnection. In three dimensions, in general, there is no
distinguished magnetic field line that defines where the reconnection occurs. The location of the magnetic
reconnection is determined by the dynamics prior to reconnection. It can occur at 3D nulls, near a separator
(intersection of two separatrix surfaces linking one null point to another, where separatrix surfaces divide
topologically distinct areas), or at any other location where non-ideal terms build up, for example, at quasi
separatrix layers or QSLs (regions where the field line connectivity varies strongly) or between isolated flux
tubes. 3D reconnection also occurs in a diffusion region which is not a single point, but a finite volume.
In 3D it is generally not possible to identify pairs of field lines, or even pairs of surfaces, that reconnect
to form new pairs of field lines or surfaces. Instead, as it is explained in Hornig and Priest (2003), recon-
nection occurs continually and continuously throughout the finite diffusion region converting flux from two
domains into flux in two other domains. A consequence of this is that the field line mapping can be contin-
uous. Using theoretical arguments, Hornig and Priest (2003) also determined that counter rotational flows
are fundamental to 3D reconnection. Another key quantity is the electric field component parallel to the
magnetic field. Schindler et al. (1988) suggested that ∫ E||ds (= 0 is a necessary and sufficient condition for
reconnection, where the integral is taken along a field line. Additionally, both Hesse and Schindler (1988)
and Hesse and Birn (1993) state that the reconnection rate is given by the maximum integrated parallel
electric field across the non-ideal region.
Table 1.1 is taken from Parnell and Haynes (2010). It clearly shows a comparison of the main character-
istics of 2D and 3D reconnection.
Table 1.1: Comparison of main characteristics of reconnection in 2D and 3D (Parnell and Haynes, 2010).
2D Reconnection 3D Reconnection
1. Must occur at X-type neutral points. 1. Can occur at null points or in the absence of null points.
2. Occurs at a single point. 2. Occurs continually and continuously throughout
diffusion region volume - not at a single point.
3. Pairs of field lines break and recombine 3. Pairs of field lines or even pairs of surfaces break,
into two new pairs of field lines. but do not recombine into two new pairs of field lines or surfaces.
4. Discontinuous field line mapping. 4. Continuous or discontinuous field line mapping.
5. Stagnation type flow. 5. Counter-rotating flows.
Further discussion of recent literature relating to 3D reconnection can be found in chapter 5.
1.7 Outline of Thesis 17
1.7 Outline of Thesis
In this first chapter, we have introduced concepts that are important throughout this thesis. Chapter 2 de-
scribes the numerical codes used, predominantly the LareXd code. In Chapter 3 we discuss a simple
1D analytical model of the tearing mode instability, similar to the model outlined in Furth et al. (1963).
A uniform resistivity is implemented and growth rates are obtained by means of an order of magnitude
estimate and a boundary layer approach. We then compare these growth rates with numerical estimates
gained from a linear time-dependent predictor-corrector code. After this we progress to a 2D regime with
a non-uniform, y-dependent resistivity profile, η = η0 + η1 cosnky, which introduces coupling effects due
to the insertion of the η1 term. Similarly the growth rates are calculated, first by an order of magnitude
approximation then by a boundary layer method. Finally, we describe an attempt to model the non-linear
tearing mode instability using Lare2d. In Chapter 4 we first try to analytically model current sheet forma-
tion by considering an initially straight magnetic field which is then sheared in two directions. The second
part of Chapter 4 involves modelling shearing motions numerically using Lare3d. We first describe our
numerical model and illustrate how the boundaries are driven and after this we begin the analysis. The
evolution of the resulting magnetic field is described, the energetics are discussed and finally an analysis
of the current structure is outlined. Chapter 5 builds on the previous chapter with more analysis of the
boundary shearing experiment; the temperature response of the plasma is investigated as well as describing
how the current layer that forms later starts to fragment. The reconnection process is also discussed here in
detail. Chapter 6 describes a numerical simulation where we drive the boundaries of our numerical box in
elliptical motions to create a current sheet. Initially we explain the numerical model and then we describe
the resulting energetics, followed by an analysis of the currents, magnetic field and temperatures. Lastly,
Chapter 7 draws the results from the thesis together and makes some conclusions. A description of future
work is also outlined.
Chapter 2
Numerical Codes
2.1 Introduction
Not all equations can be solved analytically and so we look to numerical approximations. We can use com-
puters to approximate functions and equations on a numerical grid, where the accuracy of the approximation
is directly related to the grid resolution we use. Numerical simulations are best used alongside analytical
estimates to compare and verify results, however when problems can not be readily solved analytically, we
can also make use of numerical tools. This allows us to investigate much more complicated models, with
parameters easily changed to examine their effect.
2.2 Numerical Techniques
2.2.1 Finite Difference Formulae
Finite difference methods work by approximating their derivatives by ratios of finite differences. If we start
by considering a 1D differential equation and let a uniform numerical grid be created by subdividing the x
and t ranges into intervals of equal length. The mesh width is defined as∆x and the time step as∆t. Mesh
points (xi, tn) are then defined by
xi = i∆x, i = 1, .., imax,
tn = n∆t, n = 1, .., nmax.
Finite differences can be used to produce approximations uni to the exact solution at u(xi, tn).
The Taylor series of a function u(x, t) is defined as
uni+1 = u
n
i +
∂u
∂x
∣∣∣∣
n
i
∆x+
1
2
∂2u
∂x2
∣∣∣∣
n
i
∆x2 + ... (2.1)
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The forward difference approximation of ∂u
∂x
can then be found from Eq. (2.1) to be
∂u
∂x
∣∣∣∣
n
i
=
uni+1 − uni
∆x
, (2.2)
and has a truncation error of order ∆x. The approximation is therefore first order accurate.
The forward difference approximation of ∂u
∂t
is then simply
∂u
∂t
∣∣∣∣
n
i
=
un+1i − uni
∆t
. (2.3)
The backward difference approximation of ∂u
∂x
can be defined as
∂u
∂x
∣∣∣∣
n
i
=
uni − uni−1
∆x
, (2.4)
and is also first order accurate.
Forward and backward differences approximations are called one sided approximations. One sided
differences in time give either implicit or explicit schemes. Implicit schemes carry out the calculations using
unknown values whereas explicit schemes calculate an unknown value using known values (for example,
using n to calculate n+ 1).
Central difference approximations can also be found. Consider Eq. (2.1) and
uni−1 = u
n
i −
∂u
∂x
∣∣∣∣
n
i
∆x+
1
2
∂2u
∂x2
∣∣∣∣
n
i
∆x2 + ... (2.5)
Then, a central difference approximation of ∂u
∂x
can be found by subtracting Eq. (2.5) from Eq. (2.1) and
rearranging to give
∂u
∂x
∣∣∣∣
n
i
=
uni+1 − uni−1
2∆x
, (2.6)
which is second order accurate and so the solution will improve in accuracy much faster as the grid size
decreases.
In a similar way, a finite difference approximation of ∂
2u
∂x2
can be found from adding Eq. (2.1) to Eq.
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(2.1) and rearranging to give
∂2u
∂x2
∣∣∣∣
n
i
=
uni+1 − 2uni + uni−1
(∆x)2
, (2.7)
which is also second order accurate.
2.2.2 Predictor-Corrector Methods
A predictor-corrector scheme is a two step method that involves simultaneously solving coupled equations
that describe the PDE we wish to solve in real space and in predictor space. The scheme estimates the
values at a time step and a spatial step in predictor space. This is called the predictor step. These values are
then used to compute the values at the next time step and next spatial step in real space.
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2.3 The LareXd Code
Many of the simulations in this thesis are carried out using the MHD, LAgrangian REmap code LareXd
described in Arber et al. (2001). The code solves the full MHD equations in two or three dimensions.
In an Eulerian code, updated variables are at fixed locations, the grid is stationary and mass flows between
cells. In a Lagrangian code, however, updated variables move with the fluid as the grid is deformed on each
time step. No mass flows between the cells in a Lagrangian grid.
The code is implemented in a two step process. The Lagrangian step is where all the physics takes
place, a simple predictor-corrector scheme is used and after this the variables are remapped, preserving
conserved quantities, onto the original grid. Artificial viscosity is used to deal with shocks and van Leer
gradient limiters (van Leer, 1979) are applied at the remap step to preserve monotonicity. The numerical
grid is staggered which reduces the amount of averaging required in some of the calculations, thus reducing
the associated error, and avoids the odd-even decoupling between the pressure and velocity. Odd-even
decoupling is a discretisation error that can occur on collocated grids and which leads to chequerboard
patterns in the solutions.
The code is capable of capturing shocks, accurately finding the local temperature and allowing the in-
clusion of additional physics such as resistivity and viscosity. This ensures that LareXd is a flexible code
suitable for simulating events in the solar corona.
LareXd runs with normalised, resistive versions of the MHD equations (see Eq. (1.11)-Eq. (1.18)),
where the normalisation is through the choice of normalising magnetic field B0, density ρ0 and length
L0. Thus, we define dimensionless quantities as x = L0xˆ, B = B0Bˆ and ρ = ρ0ρˆ. These three basic
normalising constants are then used to define the normalisation for velocity, pressure, time, current density
and electric field through
v0 =
B0√
µ0ρ0
, P0 =
B20
µ0
, t0 =
L0
v0
,
j0 =
B0
µ0L0
, E0 = v0B0, η0 = µ0L0v0. (2.8)
so that v = v0vˆ, j = j0jˆ, t = t0tˆ, P = P0Pˆ and η = η0ηˆ.
The magnetic permeability is µ0 = 4pi × 10−7 H m−1.
At shocks the differential equations are undefined. In order to preserve shock structure, artificial viscosity
is applied to the scheme whenever∇ · v < 0. Evans and Hawley’s constrained transport model is used in
LareXd (Evans and Hawley, 1988). More details on this and on the shock viscosity applied can be found
in Arber et al. (2001).
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If a plasma element is initially at a pointX = (X1,X2,X3) and moves to a point x = (x1, x2, x3), then
the change in the element length is given by
dxi =
∑
α
∂xi
∂Xα
dXα,
so that the density can be found from
ρ =
ρ0
∆
,
where ρ0 is the original density and ∆ is the determinant of the Jacobian transformation matrix,
∆ =


∂x1
∂X1
∂x2
∂X1
∂x3
∂X1
∂x1
∂X2
∂x2
∂X2
∂x3
∂X2
∂x1
∂X3
∂x2
∂X3
∂x3
∂X3

 .
When dealing with control volumes, this is the ratio of the final volume to the initial volume. ∆ is
approximated by
∆ = 1 + (∇ · v)dt. (2.9)
2.3.1 The Grid
The numerical grid is staggered and so defines variables at different positions on the grid. The density,
pressure and specific internal energy density are defined at the cell centres; the velocities at the vertices; the
magnetic field components at the cell faces and the current components along the edges of the numerical
cell.
To aid visualisation of the grid, Fig. 2.1-Fig. 2.3 show staggered grids in one, two and three dimensions,
respectively.
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dxbi
vi−1
dxci
vi
(ρi, "i)
Fig. 2.1: Position of variables defined on a 1D grid.
(ρi,j, "i,j, Bzi,j)
vi−1,j vi,j
vi,j−1
Bxi,j
Byi,j
vi−1,j−1
Fig. 2.2: Position of variables defined on a 2D grid.
Bz
vz
By
(ρ, ")
vy
vx
Bx
Fig. 2.3: Position of variables defined on a 3D grid.
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The volume of each cell is not necessarily constant as an additional feature of LareXd is that the grid
can be stretched in any of the spatial directions. For this thesis, however, this option is not used.
Using similar notation as Arber et al. (2001), we note that the averaging used depends on whether the
variable is a volume average, like the density, or a surface average, like the magnetic field. We also define
xci,j,k, yci,j,k and zci,j,k as the cell centres in the x, y and z directions and xbi,j,k, ybi,j,k and zbi,j,k as
the cell boundaries in the x, y and z directions. dxci,j,k, dyci,j,k and dzci,j,k are the distances between cell
centres and dxbi,j,k, dybi,j,k and dzbi,j,k are the lengths of the cell in the x, y and z directions. Note that
the boundary position is the same as the cell centre position plus half of the length of the cell, i.e.
xbi,j,k = xci,j,k + dxbi,j,k/2,
ybi,j,k = yci,j,k + dybi,j,k/2,
zbi,j,k = zci,j,k + dzbi,j,k/2.
The density, internal energy density and the plasma pressure are ρi,j,k, #i,j,k and pi,j,k, respectively, and
are defined at the cell volume centre at (xc, yc, zc)i,j,k.
The magnetic field components are each defined at different locations. Bxi,j,k is defined at the centre of
the right boundary, (xb, yc, zc)i,j,k. Byi,j,k is defined at the centre of the back boundary, (xc, yb, zc)i,j,k
and Bzi,j,k is defined at the centre of the top boundary, (xc, yc, zb)i,j,k.
The velocity components, vxi,j,k, vyi,j,k and vzi,j,k are all defined at the top, right back vertex, i.e.
(xb, yb, zb)i,j,k.
To obtain the density at the cell vertex, ρvi,j,k, control volume averaging is used (for more details, see
Arber et al. (2001)). The magnetic field components at the cell centre are simply the averages of the values
on opposing faces. The velocity components defined on cell faces, e.g. vxbi,j,k are found by averaging
over the four vertex values.
2.3.2 Lagrangian Step
The Lagrangian step is a straight forward predictor-corrector scheme, where predicted values are calculated
from an Eulerian step with time step dt/2, and then corrected at the full time step dt. Conservation of
mass is then used to simplify the time-centered Lagrangian terms by evaluating derivatives on the original
Eulerian grid. The end result is a second order scheme in time and space which is fully 3D and does not
use conservative form.
It is simpler to explain the Lagrangian step in 1D. Hence consider the 1D Euler equations, which in
Lagrangian form are defined as
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Dρ
Dt
+ ρ
∂v
∂x
= 0, (2.10)
Dv
Dt
+
1
ρ
∂p
∂x
= 0, (2.11)
D#
Dt
+
p
ρ
∂v
∂x
= 0, (2.12)
where D
Dt
=
∂
∂t
+ v
∂
∂x
= 0 is the convective derivative.
Solving in Lagrangian form means that the grid will move with the fluid and become distorted from the
original Eulerian configuration. If dxbi is the distance between boundaries for cell i and dxci is the distance
between cell centres, then after one time step dt, Eq. (2.9) implies that the change in the cell volume of cell
i is,
∆ =
dxbi + (v
n+1/2
i − vn+1/2i−1 )dt
dxbi
,
where the time centred velocity vn+1/2 has been used to make ∆ second order accurate in time.
Since mass is conserved in a cell from one time step to the next, the new density is simply
ρn+1i =
ρni
∆
.
From the new grid all other variables can be found from the change in volume/shape of the grid.
The spatial differencing used is second order accurate as derivatives are always centred on a staggered
grid. For example we have
(
dp
dx
)
cell boundary
=
pi+1 − pi
dxci
,
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(
dv
dx
)
cell centre
=
vi − vi−1
dxbi
.
Predictor step
The grid is evaluated at the half time step as
dxbn+1/2i = dxb
n
i +
1
2
dt(vni − vni−1).
The 1D Euler equations, Eq. (2.10)-Eq. (2.12), then give us the velocity, the energy density and the
pressure at the half time step as
#n+1/2i − #ni
dt/2
= −pni
vni − vni−1
ρni dxb
n
i
,
vn+1i − vni
dt/2
=
−pni+1 − pni
ρni+1/2dxc
n
i
,
pn+1/2i = #
n+1/2
i (γ − 1)ρn+1/2i
dxbni
dxbn+1/2i
.
Corrector step
The update for the velocity can now be found,
vn+1i − vni
dt
= −p
n+1/2
i+1 − pn+1/2i
ρn+1/2i+1/2 dxc
n+1/2
i
= −p
n+1/2
i+1 − pn+1/2i
ρni+1/2dxc
n
i
,
since mass is conserved, it has the same value as at time step n, i.e., ρn+1/2i+1/2 dxc
n+1/2
i = ρ
n
i+1/2dxc
n
i . This
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means that all derivatives can be taken on the original Eulerian grid.
As v is defined at the boundary we need to average ρ to find its value at the boundary. So we have
ρi+1/2 =
dxbiρi + dxbi+1ρi+1
2dxci
.
For the velocity at the half-time step we simply use
vn+1/2i =
1
2
(vni + v
n+1
i ).
The updated energy can now be found from,
#n+1i − #ni
dt
= −pn+1/2i
vn+1/2i − vn+1/2i−1
ρni dxb
n
i
.
All that remains is to update the grid and find the new density. Hence,
dxbn+1i = dxb
n
i + dt(v
n+1/2
i − vn+1/2i−1 )
and
ρn+1i = ρ
n
i
dxbni
dxbn+1i
.
The 1D Euler equations have now evolved one time step.
2.3.3 The Remap Step
At the end of the Lagrangian step all the variables have been updated on a grid that has moved with the
fluid. These variables now need to be remapped back onto the original Eulerian grid. This process is a
geometrical step, designed to maintain monotonicity.
The remap is performed in each direction by following an algorithm set out in van Leer (1979). More
details of this can be found in Arber et al. (2001).
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2.3.4 Using the Code
To use the code we must set up our initial conditions, i.e. set the magnetic field components, velocity
components, density and specific internal energy density. We also specify how these variables behave at the
boundaries of the domain. Lastly, the control file allows us to set the grid resolution, time step, resistivity,
viscosity and other such parameters.
2.4 Summary
In this chapter we first introduce some numerical techniques that are used throughout the thesis. We then
describe the LareXd code as chapter 3 uses Lare2d and chapters 4, 5 and 6 all use Lare3d. We
have demonstrated the break down of LareXd; a predictor-corrector scheme is used to implement the
Lagrangian step and then the variables are remapped back to the original grid. The numerical grid is
staggered, defining variables at different positions on the grid, this prevents the chequerboard instability.
The remap step includes gradient limiters to preserve monotonicity and artificial viscosity is included in
the code to deal with shocks. A variety of solar coronal problems are tested and presented in Arber et al.
(2001).
Chapter 3
Modelling the Tearing Mode Instability
3.1 Introduction
For collision-dominated plasmas, the fundamental paper of Furth et al. (1963) has developed the basic
theory of the resistive tearing mode instability. Here a boundary layer approach is adopted. The current
layer is particularly significant in the high-conductivity limit, since the problem then separates into the
analysis of two regions; a narrow central region, where a non-zero resistivity permits relative motions of
field and fluid, and where geometric curvature may be neglected and an outer region, where field and fluid
are coupled as in the ideal case, and where generalisations to non-planar geometry can be introduced as
desired.
Viscosity is neglected, as are the inertia terms in Ohm’s law, a uniform resistivity is used and incom-
pressibility is assumed. A tanh profile is used as a specific model for the equilibrium so that the resulting
equations can be solved explicitly and a “constant-ψ approximation” is assumed: ψ is the outer solution to
the ideal equation of motion, neglecting inertia terms and the constant-ψ approximation assumes that ψ is
approximately constant across the resistive layer. Note that ψ relates to the x-component of the perturbed
magnetic field. The paper describes a basic model for the tearing mode that is widely accepted and many
authors have used this model, modifying and extending it in many ways.
Baldwin and Roberts (1972) used the method of matched asymptotics to derive a uniformly valid treat-
ment of the problem. Also, although incompressibility is a good assumption at low plasma beta in a slab
equilibrium, pressure gradients and curvature can make compressibility important in a cylinder or a torus
e.g. Finn et al. (1982).
Different geometries have been considered, for better adaption to laboratory plasmas, such as Furth et al.
(1973) who considered the stability and radial distribution of linear tearing modes in cylindrical tokamaks
of various radial profiles. In the case of a skin-current profile, a double tearing mode, with two points of
discontinuity in the radial magnetic field perturbation, is found. It is further shown that the tearing mode
can be driven by finite electron viscosity, as well as by the usual finite resistivity mechanism.
Different initial equilibrium configurations have been studied, for example, in Janicke (1980). It was
thought that the resistive tearing mode would be rather sensitive to a magnetic field component perpen-
dicular to the boundary layer (in the z direction), however, although the spatial structure of the mode was
changed compared to the results of Furth et al. (1963), the growth rate remained unchanged. Also, in Bo-
brova and Syrovatskii (1980) the basic state was assumed to be B0=sinα x yˆ+cosα x zˆ. Diffusion of the
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initial state was shown to increase the threshold for instability and to lower the growth rate significantly.
Special models for resistivity have also been looked into. In Steinolfson (1983) a temperature dependent
Coulomb-like resistivity is used to provide the coupling between the dynamics and the energy equation.
The analytical solutions derived indicate the occurrence of several modes in addition to the usual tearing
mode, several of which have relatively slow, complex growth rates.
In Otto (1991), generalised models for the resistivity are used. The resistivity is assumed to be an
arbitrary function of plasma density, electron temperature and current density. Because of the dependence
on the electron temperature, a further transport equation is assumed. For applications to more realistic
systems, the equilibrium configuration is assumed to be weakly 2D. In the follow up paper, Birk and Otto
(1991), with a similar resistivity, η = η(j, ρ, θ), the effects of anomalous resistivity caused by different
microinstabilities were calculated. In comparison to the calculations with η =constant, an enhanced growth
rate of the tearing mode was found.
Bulanov et al. (1978) have shown how an equilibrium flow along a sheet and away from the origin can
provide extra stability against tearing. In another publication, Bulanov et al. (1979) have included the effect
of an extra uniform magnetic field component across the sheet together with an extra gravitational force
that balances the Lorentz force in the basic state. They found that without a flow the normal component
does not suppress the instability, but a sufficiently strong flow can stabilize the mode.
All authors discussed above followed the boundary layer approach in which solutions of two physically
different regions must be matched. One paper in which the time dependent equations were solved nu-
merically throughout the entire physical region of instability is Ofman et al. (1991). Their results were in
agreement with the analytical predictions.
3.1.1 Outline of this Chapter
In this chapter we discuss a simple 1D analytical model of the tearing mode instability, similar to the model
outlined in Furth et al. (1963). A uniform resistivity is implemented and growth rates are obtained by
means of, first, an order of magnitude estimate (section 3.2.1) and then a boundary layer approach (section
3.2.2). We then compare these growth rates with numerical estimates gained from a linear time dependent
predictor-corrector code (section 3.2.3). After this we progress to a 2D regime with a non-uniform, y-
dependent resistivity profile, η = η0 + η1 cosnky, which introduces coupling effects due to the η1 term.
Similarly the growth rates are calculated, first by an order of magnitude approximation (section 3.3.1) then
by a boundary layer method (section 3.3.2). Numerical estimates are compared in section 3.3.3 and finally,
section 3.4 describes an attempt to model the non-linear tearing mode instability using Lare2d.
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3.2 Tearing Mode Instability in 1D with Uniform Resistivity
We discuss a simple model of the tearing mode instability in 1D, reproducing previous work by Furth et al.
(1963) and Baldwin and Roberts (1972). This section sets the scene for our 2D model, shown in section
3.3.
Consider a basic equilibrium where we have a steady and static version of the MHD equations. The
momentum equation then reduces to
∇p0 = j0 ×B0.
We start with a basic 1D equilibrium,
p0 = p0(x), B0 = (0, By(x), 0),
where subscript 0 corresponds to the equilibrium. So, we have that, as j = (∇×B)/µ,
j0 =
1
µ
(0, 0, By
′
(x)),
where ′ denotes ∂
∂x
. We then have
∇p0 = j0 ×B0 =⇒ p0 +
B2y
2µ
= constant.
By passes through zero at some point, we can assume this point is x = 0 and so in the neighbourhood of
x = 0 we assume
By(x) * B0x
a
.
The linearised, normalised, resistive MHD equations are given by
ρ0
∂v1
∂t
= −∇p1 + 1
µ
(∇×B1)×B0 + 1
µ
(∇×B0)×B1 (3.1)
∂B1
∂t
=∇× (v1 ×B0) + η∇2B1, (3.2)
∂ρ1
∂t
+∇ · (ρ0v1) = 0, (3.3)
∇ ·B1 = 0. (3.4)
The instability is expected to grow much slower than the sound travel time, so therefore any pressure per-
turbations that create sound waves would have time to settle down and the pressure would be equalised by
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the time the tearing mode grew. We can hence assume that the instability will develop in an incompressible
manner and so we have
∇ · v1 = 0. (3.5)
To progress we assume 1D, time dependent velocity and magnetic field components
v1 = (vx(x), vy(x), 0)e
iky+σt, B1 = (bx(x), by(x), 0)e
iky+σt.
Using the curl of the momentum equation, we can eliminate p1 and use Eq. (3.4) and Eq. (3.5) to
eliminate by and vy , respectively.
We then obtain the basic equations:
σ
(
∂2vx
∂x2
− k2vx
)
=
ikBy
µρ0
(
∂2bx
∂x2
− k2bx
)
− ikB
′′
y
µρ0
bx, (3.6)
σbx = ikByvx + η
(
∂2bx
∂x2
− k2bx
)
. (3.7)
The magnetic field has a zero value at some point, which we have assumed is at x = 0. We then note
that finite electrical conductivity effects are important only in a narrow layer about the centre of the sheet,
where the magnetic field vanishes, and so the instability is localised around By(0) = 0. The extent of this
localised layer depends on a power of η, as does the growth rate of the instability.
Well away from this boundary layer, the inertia terms in Eq. (3.6) can be neglected and the perturbed
magnetic field satisfies
ikBy
µρ0
(
∂2bx
∂x2
− k2bx
)
− ikB
′′
y
µρ0
bx = 0. (3.8)
The solution valid near x = 0 must be matched onto this outer solution.
The perturbed magnetic field is continuous at x = 0 but there is a jump in the derivative. This means
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that the current density becomes large and the resistive term in the induction equation becomes important.
The boundary layer solution must remove the discontinuity in the derivative.
3.2.1 Simple Order of Magnitude Solution
In order for us to obtain a simple order of magnitude estimate for the growth rate and the boundary layer
thickness, following Furth et al. (1963), we assume
∂vx
∂t
= σvx,
∂2vx
∂x2
=
vx
#2
,
where σ is the growth rate and # is the boundary layer thickness. At the edge of the boundary layer we can
approximate the equilibrium magnetic field as
∂By
∂x
=
By
#
,
and so
By(x) = B
′
y#.
As the boundary layer solution must resolve the jump in the perturbed magnetic field gradient, we define
the tearing stability index
∆
′
=
b
′
x
bx
,
where bx is the outer solution to the ideal equation of motion (neglecting the inertia terms). We assume that
bx is approximately constant across the layer. This assumption is equivalent to the “constant-ψ approxima-
tion” used in Furth et al. (1963). We can also approximate
∂2bx
∂x2
=
∆
′
bx
#
.
If we use this, Eq. (3.6) becomes
σ
(vx
#2
− k2vx
)
=
ik
µρ0
[
B
′
y#
(
∆
′
bx
#
− k2bx
)
−B′′y bx
]
.
Comparing terms of similar magnitude, we see
σ
vx
#2
= kB
′
y∆
′
bx. (3.9)
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Substituting these approximations into the induction equation, Eq. (3.7), we get the following
σbx = ikB
′
y#vx + η
(
∆
′
bx
#
− k2bx
)
.
Again, comparing terms of similar magnitude,
σbx = kB
′
y#vx = η
∆
′
bx
#
. (3.10)
Comparing the first and last terms of Eq. (3.10) we have
σ# = ∆
′
η, (3.11)
while comparing the first and second terms gives
σbx = kB
′
y#vx. (3.12)
So now we can obtain a relationship between σ and # by using Eq. (3.9) and Eq. (3.12) as follows
σvx
#2
=
kB
′
y∆
′
kB
′
y#vx
σ
=⇒ σ2 = #3∆′(kB′y)
2
.
If we then use Eq. (3.11), we have
σ =
∆
′
η
#
=⇒ #5 = ∆′η2(kB′y)
−2
.
Therefore, our expression for the boundary layer thickness, #, is
# = η2/5(∆
′
)
1/5
(kB
′
y)
−2/5
. (3.13)
In the same manner we get the following expression for σ
σ = η3/5(∆
′
)
4/5
(kB
′
y)
2/5
. (3.14)
Note that σ is real and positive for∆′ > 0. We have derived the relevant scalings of the growth rate and the
boundary layer thickness with the resistivity. If we assume bx is of order unity, we can also derive a scaling
for vx as follows:
Using Eq. (3.9) and the above expressions for # and σ, we have
vx = η
1/5(∆
′
)
3/5
(kB
′
y)
−1/5
. (3.15)
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An Example
We consider the specific equilibrium
By = tanh(x),
and so we have
B
′
y = sech2(x), B
′′
y = −2sech2(x)tanh(x).
Eq. (3.8) implies
iktanh(x)
µρ0
(
∂2bx
∂x2
− k2bx + 2sech2(x)bx
)
= 0,
⇒ ∂
2bx
∂x2
+
(
2sech2(x)− k2) bx = 0. (3.16)
We have the boundary conditions bx(0) = 1 and, as the magnetic field vanishes at the outer boundary
we also have bx(a) = 0. The solution to Eq. (3.16) that satisfies these boundary conditions is
bx =


e−kx
(
1 +
1
k
tanh(x)
)
, x > 0
ekx
(
1− 1
k
tanh(x)
)
, x < 0.
Note that b′x(0) (= 0 and so there is a jump in b
′
x at x = 0.
In our simple order of magnitude analysis a key ingredient is the gradient of the ideal solution of the
perturbed magnetic field at x = 0, namely ∆′ .
For this equilibrium field we have
∆
′
=
b
′
x
bx
=
−k − tanh(x) + 1
k
sech2(x)
1 +
1
k
tanh(x)
.
Therefore when x = 0,
∆
′
= −k + 1
k
.
The equilibrium is unstable to the tearing mode instability whenever ∆′ is positive. Thus, we have an
instability for k < 1.
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3.2.2 Boundary Layer Analysis
We investigate the normal mode solution in terms of inner and outer solutions in boundary layer theory, a
method outlined in Baldwin and Roberts (1972). By calculating the inner and outer solution separately, an
asymptotic value of the growth rate can be found by matching these inner and outer solutions.
The Outer Solution
The outer solution is obtained by setting η = 0 and dismissing the inertia terms in the equation of motion,
since the growth rate is a fractional power of η. So we have
box = e
−kx
(
1 +
1
k
tanh(x)
)
+O(ηα),
where the o superscript is the outer solution.
The velocity, although neglected in the momentum equation, is obtained from the induction equation as
vox =
σbx
ktanh(x) ≈
σbx(0)
kx
as x→ 0.
The Inner Solution
To investigate the boundary layer, using the scalings derived in the order of magnitude analysis, we set
X =
x
#
=
x
η2/5
, # = η2/5, σ = σ0η
3/5,
and
vx = η
1/5V0(X) + η
2/5V1(X) + η
3/5V2(X) + ...
bx = B0 + η
2/5B1(X) + η
3/5B2(X) + ...
or
vx = η
1/5V0(X), bx = B0 + η
2/5B1(X).
We also use tanh(x) ≈ x = η2/5X and notice that
dbx
dx
= η2/5
dB1
dX
dX
dx
=
dB1
dX
,
d2bx
dx2
=
d2B1
dX2
dX
dx
= η−2/5
d2B1
dX2
.
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If we replace vx by −ivx in Eq. (3.6) and Eq. (3.7) to keep variables real, then we have
− ∂
∂t
(
∂2vx
∂x2
− k2vx) = kBy
µρ0
(
∂2bx
∂x2
− k2bx)−
kB
′′
y
µρ0
bx,
∂bx
∂t
= kByvx + η(
∂2bx
∂x2
− k2bx).
Applying these scalings we find that the leading order equations are simply
σ0
d2V0
dX2
= −kX d
2B1
dX2
, to order η0 (3.17)
and
σ0B0 = kXV0 +
d2B1
dX2
, to order η3/5. (3.18)
Since B0 = box(0), where box = e−kx
(
1 +
1
k
tanh(x)
)
, is a constant in the inner solution, we take B0 = 1
and rearrange these two equations into one equation for V0, namely
d2V0
dX2
− k
2
σ0
X2V0 = −kX. (3.19)
The general solution to Eq. (3.19) can be written in terms of modified Bessel functions of order 1/4,
I1/4 andK1/4, as
V0 = − k
2
∫ X
0
x3/2K1/4
(
1
2
ax2
)
dx
√
XI1/4
(
1
2
aX2
)
+
k
2
∫ X
0
x3/2I1/4
(
1
2
ax2
)
dx
√
XK1/4
(
1
2
aX2
)
+ C
√
XK1/4
(
1
2
aX2
)
+D
√
XI1/4
(
1
2
aX2
)
,
where the parameter a is defined as a2 = k
2
σ0
. See appendix for this calculation.
Applying the boundary condition V0(0) = 0 leads us to neglect the first two terms of V0 and as we know
that Iα(0) = 0 for α > 0, we see that C = 0.
For large X the inner solution must decay (so we can match onto the outer solution), so we have
D =
k
2
∫ ∞
0
x3/2K1/4
(
1
2
ax2
)
dx.
This term is combined with the first term when 0 ≤ x < X , so we can write the inner solution as
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V0 =
k
2
∫ ∞
X
x3/2K1/4
(
1
2
ax2
)
dx
√
XI1/4
(
1
2
aX2
)
+
k
2
∫ X
0
x3/2I1/4
(
1
2
ax2
)
dx
√
XK1/4
(
1
2
aX2
)
.
The asymptotic forms of Iα(X) andKα(X) for large X are
Iα(X)→
√
1
2piX
eX ,
Kα(X)→
√
pi
2X
e−X .
Hence forX →∞, it can be shown that
V i0 =
σ0
kX
= (vox)
i(X),
and this is the correct form of the inner solution needed to match to the outer solution given above.
The final part is to match the inner solution forB1. As the outer magnetic field perturbation is continuous
at x = 0 but has a jump in the gradient, we need the inner solution to satisfy the zero gradient at x = 0 and
to pick up the outer value of the gradient as the inner independent variable X tends to infinity. Thus we
must have
dB1
dX
(0) = 0,
dB1
dX
(∞) = ∆′ .
From the equation of motion,
σ0
d2V0
dX2
= −kX d
2B1
dX2
,
we may integrate to obtain
dB1
dX
(∞) = ∆′ = −σ0
k
∫ ∞
0
1
X
d2V i0
dX2
dX. (3.20)
Defining t = 1
2
aX2 we note that
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X =
√
2t
a
,
dX =
dt√
2at
.
dV i0
dX
=
dV i0
dt
√
2at,
d2V i0
dX2
= 2at
d2V i0
dt2
+ a
dV i0
dt
.
So then we have
∆
′
=
−σ0
k
∫ ∞
0
√
a
2t
1√
2at
(
2at
d2V i0
dt2
+ a
dV i0
dt
)
dt
=
−σ0a
k
∫ ∞
0
(
d2V i0
dt2
+
1
2t
dV i0
dt
)
dt
=
−σ0a
k
α,
where α can be obtained numerically.
Now consider
V0(X) =
k
2
∫ ∞
X
x3/2K1/4
(
1
2
ax2
)
dx
√
XI1/4
(
1
2
aX2
)
+
k
2
∫ X
0
x3/2I1/4
(
1
2
ax2
)
dx
√
XK1/4
(
1
2
aX2
)
.
With T = 1
2
aX2 and t = 1
2
ax2 this becomes
V0(T ) =
k
2
∫ ∞
T
(
2t
a
)3/4
K1/4(t)
dt√
2at
(
2T
a
)1/4
I1/4(T )
+
k
2
∫ T
0
(
2t
a
)3/4
I1/4(t)
dt√
2at
(
2T
a
)1/4
K1/4(T ),
=
k√
2a3/2
(∫ ∞
T
t1/4K1/4(t)dtT
1/4I1/4(T ) +
∫ T
0
t1/4I1/4(t)dtT
1/4K1/4(T )
)
.
We now combine the constant k√
2a3/2
with our previous expression for ∆′ and refine V0(T ). So we
have
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∆
′
=
−σ0a
k
k√
2a3/2
α
=
−σ0
√
2
(
k√
σ0
)1/2α
=
−σ5/40√
2k
α
=
− (ση−3/5)5/4√
2k
α
=
−σ5/4η−3/4α√
2k
.
α is defined as
α =
∫ ∞
0
(
d2V0
dT 2
+
1
2T
dV0
dT
)
dT,
where
V0(T ) =
∫ ∞
T
t1/4K1/4(t)dtT
1/4I1/4(T ) +
∫ T
0
t1/4I1/4(t)dtT
1/4K1/4(T ).
We may evaluate α numerically to give α = −1.50. Therefore
∆
′
=
1.5
(
σ5/4η−3/4
)
√
2k
,
and thus the growth rate is
σ = 0.954
(
∆
′
)4/5
k2/5η3/5, (3.21)
where, for this equilibrium
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∆
′
=
1
k
− k.
A plot of the growth rate for this equilibrium for 0 < k < 1 is shown in Fig. 3.1. The solid line shows
η = 0.01, the dotted line η = 0.001 and the dashed line corresponds to η = 0.0001.
Fig. 3.1: Growth Rate for By = tanh(x) for 0 < k < 1, where η = 0.01 is shown by the solid line,
η = 0.001 by the dotted line and η = 0.0001 by the dashed line.
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3.2.3 Numerical Estimate
A linear, time dependent predictor-corrector scheme was developed to gain a numerical estimate of the
growth rate. The time dependent stability equations, Eq. (3.6) and Eq. (3.7), can be written as
∂
∂t
(ω) =
kBy
µρ0
(
∂2bx
∂x2
− k2bx)−
kB
′′
y
µρ0
bx, (3.22)
and
∂bx
∂t
= kByvx + η(
∂2bx
∂x2
− k2bx), (3.23)
where we have set
∂2vx
∂x2
− k2vx = −ω and vx = −ivx in order to keep variables real. (3.24)
Using central differences, we can produce a simple predictor-corrector method as follows. The predictor
stage is written as
ωpi = ω
n
i +
δtktanhxi
2δx2
(
bnx,i+1 − 2bnx,i + bnx,i−1 − k2δx2bnx,i +
2δx2
cosh2xi
bnx,i
)
,
and
bpx,i = b
n
x,i +
δt
2
ktanhxivnx,i +
ηδt
2δx2
(
bnx,i+1 − 2bnx,i + bnx,i−1
)− ηδt
2
(k2bnx,i),
to produce estimates of ω and bx at a half time step. The predicted vpx is obtained by solving the tridiag-
onal system,
vpx,i+1 − (2 + k2δx2)vpx,i + vpx,i−1 = −δx2ωpi ,
by the Thomas algorithm.
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The corrected values are now obtained from
ωn+1i = ω
n
i +
δtktanhxi
δx2
(
bpx,i+1 − 2bpx,i + bpx,i−1 − k2δx2bpx,i +
2δx2
cosh2xi
bpx,i
)
,
and
bn+1x,i = b
n
x,i + δtktanhxivpx,i +
ηδt
δx2
(
bpx,i+1 − 2bpx,i + bpx,i−1
)− ηδt (k2bx,i) ,
to produce estimates of ω and bx at a full time step. The corrected vx is obtained by solving the tridiagonal
system,
vn+1x,i−1 − (2 + k2δx2)vn+1x,i + vn+1x,i−1 = −δx2ωn+1i .
The boundary conditions are
∂bx
∂x
= vx = 0 at x = 0, xmax,
and these are implemented as
v0 = vI = 0, bx,−1 = bx,1 and bx,I+1 = bx,I−1,
where i = I at x = xmax. As long as xmax is large, the conditions at the outer boundary do not
influence the solution greatly and could have been replaced by bx(xmax, t) = 0 as an approximation to the
conditions vx → 0 and bx → 0 as x→∞.
The initial condition is taken as the ideal solution to these when η = 0. Thus we take
v0x,i = 0,
and
b0x,i = e
−kxi
(
1 +
1
k
tanhxi
)
.
Note that the ideal solution satisfies Eq. (3.8) but does not satisfy the zero gradient condition at x = 0.
In addition, the boundary conditions are only satisfied approximately if xmax is large. In our example, we
take xmax = 10.
As we showed earlier, this equilibrium is unstable to the tearing mode instability when k < 1.
A time dependent, predictor-corrector code was run with 200 grid points for 0 < k < 1 and various
values of η. Fig. 3.2 shows the growth rate varying with k. The analytical growth rates given by Eq. (3.21)
are over plotted (shown by a dashed line). Note that, as in Biskamp (1997), it is estimated that at k = η1/4,
the analytical solution will break down.
To see this, we consider the scaling # = η2/5k−2/5(∆′)1/5. It can be shown that this is valid for rather
general profiles By(x), in particular the long wavelength behaviour ∆′ ∝ k−1. Hence, for sufficiently
small k, the assumption of constant bx (i.e. that bx is approximately constant across the layer) underlying
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the above scaling breaks down. We obtain an estimate value km, where a deviation is expected to occur, by
setting ∆′ = #−1 and using ∆′ * k−1 into the scaling for #. This implies (∆′)−1 = η2/5k−2/5k−1/5 and
so rearranging we see km = η1/4.
Fig. 3.2: Growth rate plotted for 0 < k < 1 with (a) η = 0.01, (b) η = 0.001 and (c) η = 0.0001. The
dashed line shows the corresponding analytical growth rate calculated by Eq. (3.21) and the dotted line
indicates km for each case. (d) shows a log-log plot of the numerical growth rate with fixed k = 0.5 against
various values of η.
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Fig. 3.2 shows the growth rate calculated numerically, for 0 < k < 1, when (a) η = 0.01, (b) η =
0.001 and (c) η = 0.0001. The dashed line shows the corresponding analytical growth rate calculated
earlier and the dotted line on the graph indicates km for this value of η, which is calculated to be km =
0.3162, 0.1778, 0.1 for η = 0.01, 0.001, 0.0001 respectively. We see that the location of the maximum
growth rate moves with changing η. For η = 0.01 the maximum σ is located around k = 0.3, for η = 0.001
it is placed nearer to k = 0.2 and for η = 0.0001 the maximum is at k = 0.15. As we can clearly see from
Fig. 3.2(a)-(c), as the resistivity is decreased there is a better correlation between the numerical estimate
of the growth rate and σ calculated analytically. Fig. 3.2(d) shows a log-log plot of the numerical growth
rate with a fixed k value, k = 0.5 against various values of η. The analytical growth rate scaling 0.954 η3/5
is over plotted with a dashed line. Again we clearly see that decreasing η sees an improvement in the
numerical estimate.
Our estimate may be further improved in another way. Consider Eq. (3.16). Our estimates have used the
solution
bx = e−kx
(
1 +
1
k
tanh(x)
)
,
which is only valid for x > 0. The other solution to Eq. (3.16), which is valid for x < 0 is
bx = ekx
(
1− 1
k
tanh(x)
)
.
Combining these solutions, we have
bx = αe−kx
(
1 +
1
k
tanh(x)
)
+ βekx
(
−1 + 1
k
tanh(x)
)
.
Applying the boundary conditions we see that, at x = 0, α− β = 1, and at x = a
αe−ka
(
1 +
1
k
tanh(a)
)
+ βeka
(
−1 + 1
k
tanh(a)
)
= 0.
By combining these we find that β can be expressed as
β =
−e−ka
(
1
k
tanh(a) + 1
)
e−ka
(
1 +
1
k
tanh(a)
)
+ eka
(
−1 + 1
k
tanh(a)
)
=
−e−ka
(
1
k
tanh(a) + 1
)
tanh(a)
k
(e−ka + eka) + (e−ka − eka)
=
−e−ka
(
1
k
tanh(a) + 1
)
tanh(a)
k
2cosh(ka)− 2sinh(ka)
.
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So we have a solution for bx and we can calculate ∆′ .
We have that
b
′
x(0) = α
(
1
k
− k
)
+ β
(
1
k
− k
)
= (α+ β)
(
1
k
− k
)
= (1 + 2β)
(
1
k
− k
)
,
and as bx(0) = 1, we have
∆
′
= α
(
1
k
− k
)
+ β
(
1
k
− k
)
= (α+ β)
(
1
k
− k
)
= (1 + 2β)
(
1
k
− k
)
.
Using our newly defined ∆′ we run the time dependent, predictor-corrector code again with η = 0.001
and η = 0.0001. Fig. 3.3 is produced which clearly shows a big difference. The overall shape of the growth
rate matches much better. The growth rates for the numerical code were identical to those without the extra
solution but the analytical solution is changed at small k, now σ !∞ as k → 0.
Fig. 3.3: Growth rate plotted for 0 < k < 1 with (a) η = 0.001 and (b) η = 0.0001, now with the extra
solution added in. The dashed line shows the corresponding analytical growth rate calculated by Eq. (3.21)
and the dotted line indicates the previous analytic solution (see Fig. 3.2(b),(c)).
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A New Equilibrium
As an aside, it is worth noting that it is not only the tanh(x) profile that is suitable for an equilibrium,
any function can be used if it satisfies p+B2y =constant. For example, consider
By =
{
B0, x > 1
B0x, 0 < x < 1.
Once∆′ is calculated, it can be substituted into Eq. (3.21). For this equilibrium, the growth rate is found
to be
σ = 0.954
(
2k2
(
e−2k − 2k + 1)
e−2k + 2k − 1
)4/5
k2/5η3/5. (3.25)
We could now go on to find a numerical estimate, as previously done but for now, we will continue to
use the tanh(x) profile.
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3.3 Tearing Mode Instability in 2D with a Non-Uniform Resistivity
We now consider a non-uniform y-dependent resistivity, where y is the distance along the current sheet.
We consider the MHD equations, Eq. (1.11)-Eq. (1.16), as in the 1D case, but here the basic equilibrium
is taken as
p0 = p0(x), B0 = (0, By0(x), 0) .
We then linearise the MHD equations as before to get:
ρ0
∂v1
∂t
= −∇p1 + 1
µ
(∇×B1)×B0 + 1
µ
(∇×B0)×B1 (3.26)
∂B1
∂t
=∇× (v1 ×B0)−∇× η(∇×B1), (3.27)
∂ρ1
∂t
+∇ · (ρ0v1) = 0, (3.28)
We also assume the solenoidal condition and incompressibility, so we have
∇ ·B1 = 0, ∇ · v1 = 0. (3.29)
Noting that here we assume a non-uniform y-dependent resistivity, η = η(y).
To progress we now assume
v1 = (vx1(x, y), vy1(x, y), 0) e
σt,
B1 = (Bx1(x, y), By1(x, y), 0) e
σt.
Using the curl of Eq. (3.26) we can eliminate p1 which results in the basic equations
σBx1 = By0
∂vx1
∂y
+ η
(
∂2Bx1
∂x2
+
∂2Bx1
∂y2
)
− ∂η
∂y
(
∂By1
∂x
− ∂Bx1
∂y
)
, (3.30)
σρ0
(
∂vy1
∂x
− ∂vx1
∂y
)
= − 1
µ
(
By0
(
∂2Bx1
∂x2
+
∂2Bx1
∂y2
)
−Bx1B
′′
y0
)
. (3.31)
Now, let
v1 =∇× ψ =
(
∂ψ
∂y
,
−∂ψ
∂x
, 0
)
,B1 =∇×A =
(
∂A
∂y
,
−∂A
∂x
, 0
)
,
so that Eq. (3.29) is automatically satisfied.
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We then have
σ
∂A
∂y
= By0
∂2ψ
∂y2
+ η
∂
∂y
(∇2A)+ ∂η
∂y
∇2A,
=⇒ σA = By0
∂ψ
∂y
+ η∇2A. (3.32)
and
σρ0µ∇2ψ = By0
∂
∂y
(∇2A)− ∂A
∂y
B
′′
y0 . (3.33)
Now, if we have η = η0 + η1cosmky,
A =
∑∞
n=0An(x)cosnky, ψ =
∑∞
n=0 ψn(x)sinnky,
where k = pi
L
and −L < y < L,
then Eq. (3.32) implies, for all integer values of n and m,
∞∑
n=0
σAncosnky =
∞∑
n=0
[
By0nkψncosnky + (η0 + η1cosly)
(
A
′′
n − n2k2An
)
cosnky,
]
=⇒
∞∑
n=0
σAncosnky =
∞∑
n=0
[
By0nkψncosnky + η0
(
A
′′
n − n2k2An
)
cosnky
+
η1
2
(cos(n+m)ky + cos(n−m)ky)
(
A
′′
n − n2k2An
)]
,
=⇒
σAn = By0nkψn + η0
(
A
′′
n − n2k2An
)
+
η1
2
(
A
′′
(n−m) − (n−m)2k2A(n−m)
)
+
η1
2
(
A
′′
(n+m) − (n+m)2k2A(n+m)
)
, (3.34)
and Eq. (3.33) implies
σρ0µ
(
ψ
′′
n − n2k2ψn
)
+By0nk
(
A
′′
n − n2k2An
)
− nkB′′y0An = 0. (3.35)
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3.3.1 Simple Order of Magnitude Solution
In order for us to obtain a simple order of magnitude estimate for the growth rate and the boundary layer
thickness, similar to in the 1D case, we assume
ψ
′′
n =
ψn
#2
,
By0(x) = B
′
y#,
∆
′
n =
A
′
n
An
, so A′′n =
∆
′
nAn
#
.
Applying this to Eq. (3.34) and Eq. (3.35), we get
σAn = nkB
′
y#ψn + η0
∆
′
nAn
#
+
η1
2
∆
′
n−mAn−m
#
+
η1
2
∆
′
n+mAn+m
#
,
σψn
#2
= B
′
ynk∆
′
nAn.
We can rewrite these in matrix form
σ#An = nkB
′
y#
2ψn +MAn, (3.36)
σψn
#2
= nkB
′
y∆
′
nAn, (3.37)
whereM is the tridiagonal Matrix involving η and ∆′n.
If we compare the first two terms of Eq. (3.36), we find that
σAn = nkB
′
y#ψn, (3.38)
if we compare the first and the last terms of Eq. (3.36), we see
(M− σ#I)An = 0. (3.39)
If we combine Eq. (3.37) and Eq. (3.38), we are left with
(
N−
(
σ2
#3
)
I
)
An = 0, (3.40)
We now have two equations, Eq. (3.39) and Eq. (3.40) to determine the growth rate and boundary layer
thickness.
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Here we make two assumptions. First, we examine the behaviour at m = 1, i.e. η = η0 + η1 cos(ky).
We also allowM to be a 3 × 3 matrix, where n = 1, 2, 3. This means that we couple n = 1 up to n = 2
but not down as we assume n = 0 to have zero growth rate. We couple n = 2 below to n = 1 and above to
n = 3 and finally n = 3 is coupled below to n = 2 and we neglect the coupling effects from above (n = 4).
With that in mind, we have
M =


η0∆
′
1
η1
2
∆
′
2 0
η1
2
∆
′
1 η0∆
′
2
η1
2
∆
′
3
0
η1
2
∆
′
2 η0∆
′
3

 , N =


k2∆
′
1 0 0
0 4k2∆
′
2 0
0 0 9k2∆
′
3

 .
First let us concentrate on Eq. (3.39). The eigenvalues ofM will correspond to (σ#)n.
It is useful to note here that if η1 = 0, the eigenvalues would simply be η0∆′n. When η1 (= 0, the
eigenvalues have a correction in terms of η21 . So we have
(σ#)n = η0∆
′
n + O(η21).
As η1 is introduced and gradually increased, we should be able to see what happens to the eigenvalues
and hence the growth rate and boundary layer thickness for each mode, n = 1, 2, 3.
Maple is used to calculate the eigenvalues ofM. The eigenvectors are also calculated and the matrix P
is formed, such that P−1MP = D =


(σ#)1 0 0
0 (σ#)2 0
0 0 (σ#)3

.
We now turn our attention to Eq. (3.40).
Let us form the matrix A∗ = P−1A. Eq. (3.40), σ
2
#3
A = NA then implies
σ2
#3
PA∗ = NPA∗
=⇒ σ
2
#3
A∗ = P−1NPA∗.
So we have that the eigenvalues of P−1NP are equal to
(
σ2
#3
)
n
. Actually, the eigenvalues of P−1NP
are equal to the eigenvalues ofN and as this is a diagonal matrix, this simply translates to
(
σ2
#3
)
n
= n2k2∆
′
n. (3.41)
So we now have the means to find the growth rate and boundary layer thickness for each mode n =
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1, 2, 3. We find the eigenvalues ofM = (σ#)n and then use Eq. (3.41). If we let the eigenvalues ofM
be denoted by λn then we are left with the following expressions for the growth rate and boundary layer
thickness
σn = n
2/5k2/5(∆
′
n)
1/5(λn)
3/5, (3.42)
#n = n
−2/5k−2/5(∆
′
n)
−1/5(λn)
2/5. (3.43)
Fig. 3.4 shows how the eigenvalues ofM, the growth rates and the boundary layer thickness are affected
as η1 is introduced and then increased. We set η0 = 0.001, k = 0.1 and vary η1. We choose this value for
k so that the maximum growth rate is located at the central mode, n = 2, as for η0 = 0.001 the maximum
growth rate is at 0.2.
Fig. 3.4: (a) The Eigenvalues of the matrixM, (b) the growth rates, σ and (c) the boundary layer thickness,
# are plotted as functions of η1. Mode 1 is shown by the solid line, mode 2 by the dotted line and mode 3
by the dashed line.
We see from Fig. 3.4 that mode 1 has the largest eigenvalue and mode 3 the smallest. As η1 is increased,
the effect on the modes differs, for n=1 the eigenvalues increase, for n=3 the eigenvalues decrease and for
n=2 they also decrease but very slowly. The effect is similar on the boundary layer thickness. The growth
rate however is slightly different. As expected, the growth rate of mode 2 is the largest at η1 = 0 but as
η1 is increased and the coupling begins we see the growth rate curves of mode 1 and 2 cross each other at
around η1 = 0.0055, at this point the growth rate of mode 1 becomes larger than that of mode 2.
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3.3.2 Boundary Layer Analysis
We use the same equilibrium as earlier, By0(x) = tanh(x), and hence we have the same ∆′ , namely
∆
′
= (1 + 2β)
(
1
k
− k
)
.
As earlier we investigate the normal mode solution in terms of inner and outer solutions in boundary
layer theory. By calculating the inner and outer solutions separately, an asymptotic value of the growth rate
can be found by matching these inner and outer solutions.
The Outer Solution
The outer solution is obtained by setting η = 0 and dismissing the inertia terms in the equation of motion,
since the growth rate is a fractional power of η. Hence we have
Aon = e
−nkx
(
1 +
1
nk
tanh(x)
)
+O(ηα),
where the o subscript is the outer solution.
The velocity, although neglected in the momentum equation, is obtained from the induction equation as
ψon =
σAn
nktanh(x) .
The Inner Solution
Using the same scaling as earlier (except here we scale with η0), we set
# = η2/50 , σ = σ0η
3/5
0 , X =
x
#
= xη−2/50 ,
ψn = η
1/5
0 ψn0(X), An = An0 + η
2/5
0 An1(X).
We also use tanh(x) = x = η2/50 X and notice that
d2An
dx2
= η−2/50
d2An1
dX2
,
d2ψn
dx2
= η−3/50
d2ψn0
dX2
.
We apply this to Eq. (3.34) and Eq. (3.35)
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σ0η
3/5
0
(
η−3/50
d2ψn
dX2
)
+ η2/50 Xnk
(
η−2/50
d2An
dX2
)
= 0,
=⇒
σ0
d2ψn
dX2
= −nkX d
2An
dX2
. (3.44)
η0
(
η−2/50
d2An
dX2
)
+η2/50 Xnk
(
η1/50 ψn0
)
−σ0η3/50 An0+
η1
2
(
η−2/50
d2A(n−m)1
dX2
+ η−2/50
d2A(n+m)1
dX2
)
= 0,
=⇒
σ0An0 = nkXψn0 +
d2An
dX2
+
η1
2η0
(
d2A(n−m)1
dX2
+
d2A(n+m)1
dX2
)
. (3.45)
Eq. (3.44) implies
σ0ψ
′′
+ kXDA
′′
= 0, (3.46)
where, if we assume n=1,2,3 and m=1, we have
D =


1 0 0
0 2 0
0 0 3

 .
Eq. (3.45) implies
σ0A0 = kXDψ +BA
′′
, (3.47)
where
B =


1
η1
2η0
0
η1
2η0
1
η1
2η0
0
η1
2η0
1

 .
By eliminatingA′′ , we can combine these two equations into one, namely
σ0kXA0 = k
2X2Dψ +B
(
−σ0D−1ψ
′′
)
,
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=⇒
ψ
′′ − k
2X2
σ0
DB−1Dψ = −kXDB−1A0,
or
ψ
′′ − k
2X2
σ0
Eψ = −kXDB−1A0, (3.48)
where E = DB−1D. Now if we let ψ = Pθ then ψ′′ = Pθ′′ , where P is the matrix used to diagonalise
the matrix E, hence P−1EP = C.
So, using these, Eq. (3.48) becomes
P−1
(
ψ
′′ − k
2X2
σ0
Eψ
)
= P−1
(−kXDB−1A0) ,
or
θ
′′ − k
2X2
σ0
Cθ = −kXP−1DB−1A0. (3.49)
The general solution to this equation can be written in terms of modified Bessel functions of order 1/4,
I1/4 andK1/4, as
θ = − kF
2
∫ X
0
x3/2K1/4
(
1
2
ax2
)
dx
√
XI1/4
(
1
2
aX2
)
+
kF
2
∫ X
0
x3/2I1/4
(
1
2
ax2
)
dx
√
XK1/4
(
1
2
aX2
)
+ c
√
XK1/4
(
1
2
aX2
)
+ d
√
XI1/4
(
1
2
aX2
)
,
where the parameter a is defined as a2 = k
2C
σ0
and the vector F is F = P−1DB−1A0.
Similar to in 1D, applying the boundary condition θ(0) = 0 leads us to neglect the first two terms of θ
and as we know that Iα(0) = 0, we see that
c = 0.
For large X , the inner solution must decay (so we can match onto the outer solution). Hence, we have
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d =
kF
2
∫ ∞
0
x3/2K1/4
(
1
2
ax2
)
dx.
Combining this term with the first term when 0 ≤ x < X , we can write the inner solution as
θ =
kF
2
∫ ∞
X
x3/2K1/4
(
1
2
ax2
)
dx
√
XI1/4
(
1
2
aX2
)
+
kF
2
∫ X
0
x3/2I1/4
(
1
2
ax2
)
dx
√
XK1/4
(
1
2
aX2
)
.
Similar to earlier, the final part is to match the inner solution for An1. As the outer magnetic field
perturbation is continuous at x = 0 but has a jump in the gradient, we need the inner solution to satisfy
the zero gradient at x = 0 and to pick up the outer value of the gradient as the inner independent variable
X →∞. Thus we must have
dAn1
dX
(∞) = ∆A0,
where ∆ =


∆
′
1 0 0
0 ∆
′
2 0
0 0 ∆
′
3

.
Using Eq. (3.46),
−σ0
kX
D−1ψ
′′
= A
′′
,
so we can say
−
∫ ∞
0
σ0
kX
D−1ψ
′′
dX =
dA
dX
.
Using ψ = Pθ, we see that
−σ0
k
D−1P
∫ ∞
0
1
X
θ
′′
dX =
dA
dX
= ∆A0.
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In the same manner as earlier, we can define T = 1
2
aX2, t = 1
2
ax2 and obtain the equation
∆A0 =
−σ0
k
D−1P
(
ak√
2a3/2
)
Fα, (3.50)
where
α =
∫ ∞
0
(
d2θ
dT 2
+
1
2T
dθ
dT
)
dT,
with
θ(T ) =
∫ ∞
T
t1/4K1/4(t)dtT
1/4I1/4(t) +
∫ T
0
t1/4I1/4(t)dtT
1/4K1/4(T ).
Eq. (3.50) can be shown to equal
(
−√2k
α
η3/40 BD
−1PC1/4P−1D∆− σ5/4I
)
A0 = 0. (3.51)
Note that as C is a diagonal matrix, the notation C1/4 is acceptable. The constant α is calculated, as
previously, to be α = −1.50.
The eigenvalue problem above can be solved for various values of η0, k and of course, η1. As with our
order of magnitude approximation, the problem was solved for a fixed η0 of 0.001. Fig. 3.5 shows the
growth rates, σ, for k = 0.1.
Fig. 3.5: Growth Rate as a function of η1 for k = 0.1. Mode 1 is shown by the solid line, Mode 2 by the
dotted line and Mode 3 by the dashed line.
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When k = 0.1 is used, the growth rate of the second mode is increased as η1 increases, the other two
modes see a decrease in their growth rate. These results are in contrast to the previous results obtained in
the order of magnitude section. The results obtained via this boundary layer approach are more likely to
be accurate as this is a more rigorous technique. We will now attempt to numerically estimate the growth
rates.
3.3.3 Numerical Estimate
Our predictor-corrector method used for the 1D case was adapted for application to 2D, where an η1 is
introduced and the coupling effects can be examined. It appears that as the coupling is introduced, the
mode with the highest growth rate dominates the other two modes and we are only able to analyse this
growth rate. Hence the following analysis applies to the dominant mode only.
We look at k = 0.1 for direct comparison with Fig. 3.5, where the second mode is dominant.
Fig. 3.6: (a) Growth Rates as functions of η1 for k = 0.1. (b) Growth Rates as functions of η1, where an
arbitrary constant is added to the analytical growth rate to compare the gradient of the two estimates. The
solid line shows the numerical estimate for the growth rates and the dotted line shows the boundary layer
approach results.
Fig. 3.6(a) shows the growth rate of the dominant mode which in this case, which is the second mode
as k = 0.1. The numerical estimate is shown by the solid line and the dotted line denotes the analytic
solution. These lines clearly have a very similar gradient but it appears that as η1 increases the lines start to
move away from each other very slightly. Again it is evident that η1 must be kept very small. To see this
result more clearly, we add an arbitrary constant to compare, which is shown in Fig. 3.6(b). We clearly see
that the gradient of the numerical estimate agrees with the analytical results gained by the boundary layer
method; as η1 is introduced and the coupling increases, the mode with the highest growth rate increases.
3.3 Tearing Mode Instability in 2D with a Non-Uniform Resistivity 59
Now we compare σ values from this experiment, when η = η0 + η1 cos ky, to an experiment when a
uniform resistivity is used, η = η0 + η1, as the increase in growth rate may simply be due to increasing η
and not due to the coupling effects.
Fig. 3.7: Growth Rate as a function of η1 for k = 0.1. Solid line shows the coupling effects as η1 increases.
The dashed line shows the numerical result of the growth rate with the uniform resistivity, η = η0 + η1.
Fig. 3.7 suggests that although we see an increase in the growth rate of the dominant mode as η1
increases, there would have been a greater increase in the growth rate if the uniform resistivity, η = η0+η1,
was used. Hence the net effect of increasing η1 in η = η0 + η1 cos ky is to decrease the growth rate of the
dominant mode. This makes physical sense, as coupling to modes that have a smaller σ value should bring
down the value of the growth rate.
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3.3.3.1 Magnetic Field
Fig. 3.8 shows contours of the magnetic field when η0 = 0.001, k = 0.1 and # = 0.05. The topology of
the field has changed as the tearing mode instability has caused reconnection, which generates the X-type
and O-type neutral points. Reconnection occurs at the X-points.
Fig. 3.8: Contour plots of the magnetic field, with 8 levels between 0 and 0.08, when η0 = 0.001 with (a)
η1 = 0, (b) η1 = 0.00001, (c) η1 = 0.00005 and (d) η1 = 0.0001.
As η1 is increased the island width is increased and the height decreases, magnetic islands ‘squash up’.
This also leads to new X-points forming at the edges of the box and moving further in as η1 is increased.
Eventually we see O-points forming at the edges. Table 3.1 shows the widths and heights of the magnetic
islands.
η1 Height Width
0.0 15.71 0.28
0.00001 13.82 0.32
0.00005 12.19 0.40
0.0001 11.94 0.41
Table 3.1: Sizes of the magnetic islands with increasing η1.
In Rutherford (1973) it is suggested that the magnetic island width can be defined as xT = 1
pi
0.125η∆
′
1t.
So for the tanh(x) profile investigated here we have xT = 1
pi
0.125η
(
1
k
− k
)
t. This suggests that as η is
increased we see an increase in the magnetic island width, which is consistent with our findings.
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3.4 Using Lare2d to Model the Non-Linear Tearing Mode Instability
Our equilibrium is defined as
p0 = p0(x), B0 = (0, tanh(x), 0),
with the non-uniform resistivity, η = η0 + η1 cos ky, where k = pi
L
.
−L < y < L, where we choose to set L = 10pi. We also have −10 < x < 10.
v1 = (vx(x, y), vy(x, y), 0)e
σt, B1 = (bx(x, y), by(x, y), 0)e
σt.
As we only want to analyse the dominant mode, we initially set k = 0.2 and use 0.0001 as the amplitude
of the disturbance.
From linear theory, we let
bx =


e−kx
(
1 +
1
k
tanhx
)
cos ky if x > 0
ekx
(
1− 1
k
tanhx
)
cos ky if x < 0,
and by is chosen such that∇ ·B = 0 is satisfied.
We have a fixed value for the background resistivity, η0 = 0.001 and use a 10002 grid.
3.4.0.2 Initial Profiles of Magnetic Field Components
In Fig. 3.9 and Fig. 3.10, the initial profile of the magnetic field is shown.
Experiments were carried out with three values for η1, 0, 0.0001, 0.0005, in order to investigate coupling
effects. The simulations ran to a time of t = 400.
3.4.0.3 Energetics
The volume integrated kinetic, magnetic and internal energies are shown in Fig. 3.11. As η1 is increased,
the kinetic energy increases. However, the kinetic energy is negligible in comparison to the magnetic and
internal energies. Increasing η1 leads to an increase in the internal energy but a decrease in magnetic
energy. Note also that there does not appear to be a huge effect when increasing η1 from 0 to 0.0001 but
the somewhat larger difference seen between the dotted and dashed lines implies that increasing η1 from
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Fig. 3.9: Initial profile of bx (a) at y = 0 as a function of x and (b) at x = 0 as a function of y.
Fig. 3.10: Initial profile of by (a) at y = 0 as a function of x and (b) at x = 0 as a function of y.
0.0001 to 0.0005 is more significant.
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Fig. 3.11: The volume integrated energies (a) kinetic, (b) magnetic and (c) internal as functions of time.
The solid line denotes η1 = 0, the dotted η1 = 0.001 and the dashed η1 = 0.0005.
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3.4.0.4 Magnetic Field Line Plots
We construct magnetic field line plots again with η0 = 0.001, as in the linear theory, in order to compare.
Fig. 3.12: Contour plots of the magnetic field at time t = 400, with 100 levels between 0 and 20, when (a)
η1 = 0, (b) η1 = 0.0001 and (c) η1 = 0.0005.
Fig. 3.12 shows contours of magnetic field lines at time t = 400. As we can see, there is a different
picture here than in earlier results with a linear numerical code. As η1 is increased, the island width does
increase but, in contrast, the O-points move outwards instead of inwards. Note also the solid line that can
be seen in all three contour plots; these are due to the fact that when first plotted, the X-points were not
located at the origin and so the contours had to be shifted (periodic boundary conditions are implemented
which permits this).
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3.4.0.5 Asymmetry
As the simulations progressed, an asymmetry occurred in the velocity component vy , which we were unable
to explain. This is clearly shown in Fig. 3.13, where as time progresses from t = 100 (black line) to t = 400
(blue line), in addition to the velocity increasing, the peak of vy has moved away from y = 0. Note that if a
larger initial amplitude of disturbance is used, this asymmetry is increased. This suggests that this may be
a non-linear effect.
Fig. 3.13: vy as a function of y at times t = 100 (black), t = 200 (red), t = 300 (yellow) and t = 400
(blue). The dashed line indicates y = 0.
We conclude that this asymmetry may be the reason why we do not have continuity with results from
linear theory and as we were not able to remove or explain this asymmetry, we do not pursue these investi-
gations further.
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3.5 Conclusions
The tearing mode instability is fairly well known in 1D and so section 3.2 is presented, in most part, to set
the scene for our 2D model. Section 3.3 investigates the linear tearing mode instability by introducing a
y-dependent non-uniform resistivity. Coupling effects between the modes are seen to affect growth rates.
The results suggest that the mode with the fastest growth rate (the dominant mode) experiences an increase
in growth rate as η1 is increased. This increase is, however, less compared to the increase that would be
seen with the uniform resistivity η = η0+ η1, and hence we conclude that the coupling from the n = 1 and
n = 3 modes actually cause a decrease in the growth rate of the dominant mode.
We also track the evolution of the magnetic field lines and see that the coupling causes the magnetic
islands to squash up and new X-points to form at the edges of the box. As η1 increases, the islands move
further in and we see new O-points forming at the edges. In section 3.4 the non-linear tearing mode was
modelled in 2D using the numerical code Lare2d. Unfortunately problems were encountered here with an
asymmetry developing, which increased when a larger initial amplitude of disturbance was implemented.
This suggests that a non-linear effect is responsible and we could not resolve this issue.
Chapter 4
Current Sheet Formation: Boundary Shearing
a Magnetic Field
4.1 Introduction
Parker (1972) stated that when photospheric footpoint motions cause perturbations in the coronal magnetic
field, the field is unable to relax to a smooth force-free equilibrium and instead, tangential discontinuities
must develop. van Ballegooijen (1985) argued that any field perturbed by continuous boundary defor-
mations can reach a steady state without topological dissipation and that tangential discontinuities do not
appear as long as there are no magnetic singularities inside the magnetic structure and the deformation
velocities are continuous. Many authors have contributed to this debate (Galsgaard and Nordlund (1996);
Ng and Bhattacharjee (1998); Longbottom et al. (1998); Craig and Sneyd (2005)), but no widely accepted
conclusion has yet been reached.
Tangential discontinuities, or current sheets (current layers) as they are better known, are regions where
the gradient of the magnetic field and, therefore, the electric currents are very large. These currents may
then dissipate due to a resistive instability, for example, a tearing mode instability, leading to magnetic
reconnection, which allows the field lines to break and reconnect with some of the magnetic energy being
released as heat.
The creation of current accumulations, and even current sheets, through simple motions that do not
actually braid the magnetic field have been found by many. For example, Galsgaard et al. (2000); Parnell
and Galsgaard (2004); Galsgaard and Parnell (2005); Haynes and Parnell (2007) found that a twisted current
sheet forms when two opposite-polarity sources are simply moved past each other in an overlying field.
Priest et al. (2002) then developed the flux tube tectonics model which describes how the movement of
magnetic flux features in the photosphere drive the formation and dissipation of currents along myriads of
separatrix surfaces (surfaces that separate topologically distinct regions) in the corona. Mellor et al. (2005)
investigated the idea of flux tube tectonics numerically, confirming that simple lateral motions result in the
build up of current accumulations.
Using a reduced MHD model, analytical investigations by Priest et al. (2005) described two ways of
forming current sheets; along separatrix surfaces or along separators (intersections of separatrix surfaces
linking one null point to another). It was suggested that motion toward a separator will tend to drive the
formation of a current sheet there, whereas shearing motions relative to a separatrix surface will tend to
produce sheets of current along the separatrix surfaces. In a series of papers by De Moortel and Galsgaard
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(2006a,b), a setup similar to Priest et al. (2005) was considered, where two distinct aligned flux tubes were
subjected to rotating or spinning motions. A central current sheet was formed for both cases; twisted when
the sources were rotated and straight when they were spun. Along with separators and separatrix surfaces,
3D null points are also thought to be important sites for current sheet formation when the field is deformed
by boundary driving (e.g., Pontin et al., 2004b, 2005, 2007; Priest and Pontin, 2009b).
All of the models above involve current sheet formation at topological features, however, they may also
occur in association with quasi-separatrix layers (QSLs), so-called geometrical features (e.g., Demoulin
et al., 1996; Titov and De´moulin, 1999; Aulanier et al., 2006). Additionally, Browning et al. (2008); Hood
et al. (2009) have found strong current accumulations along the mode rational surfaces of a pair of twisted
flux tubes which leads to significant magnetic reconnection. Thus, topological features are not essential for
the formation of current accumulations. An interesting question though is whether the current accumula-
tions form genuine singular current sheets or just strong accumulations.
Recently, using reduced MHD, Rappazzo et al. (2007, 2008, 2010) have investigated the formation
and evolution of current sheets and the cascade of energy to small-scales. However, this work relies on
driving the photospheric boundaries in quite complex patterns. Nonetheless, by continuing the photospheric
driving, they study the turbulent cascade of energy input at the large photospheric scales down to the
dissipation at numerous current sheets at the small scale. Here we investigate the formation and dissipation
of a single current structure using full 3D MHD.
An attempt was made by Gudiksen and Nordlund (2006) to model the complete solar atmosphere. They
impose an observed velocity pattern on the photosphere and show that all the Poynting flux injected into the
corona is dissipated. However, the scale of the simulation meant that individual energy release sites were
not fully resolved and so it was not possible to identify the locations and nature of these energy release
sites.
4.1.1 Outline of this Chapter
In this chapter we first try to analytically model an initially straight magnetic field which is sheared in two
directions, where the shears are perpendicular to each other (section 4.2). This is an attempt to provide
a simple analytical description of the twisted current layer found in the experiment of Longbottom et al.
(1998). The second part of the chapter involves modelling the same shearing motions numerically. In
section 4.3.1 the numerical model is described, sections 4.3.2 and 4.3.3 illustrate how the boundaries are
driven. After this, the evolution of the resulting magnetic field is described (section 4.3.4), the energetics
are discussed (section 4.3.5) and finally an analysis of the current structure is outlined in section 4.3.6.
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4.2 Analytical Model
Here we attempt to provide a simple analytical description of a twisted current layer, similar to the one pro-
duced in Longbottom et al. (1998). As the authors did, we consider an initially straight magnetic field and
impose a simple shear in the y direction. We then impose a second shear in the x direction, perpendicular
to the first.
4.2.1 First Shear
We define our background magnetic field as B0 = [0, 0, B0] and assume
B1 =∇× (ξ ×B0),
where ξ = [ξx(x, y, z), ξy(x, y, z), ξz(x, y, z)] is the displacement created by the shearing. In our model
we assume j×B = 0. In order for this to be satisfied,
j×B = (∇×B1)×B0 = 0, which implies
∂2ξx
∂z2
+
∂2ξx
∂x2
+
∂2ξy
∂x∂y
= 0,
∂2ξx
∂x∂y
+
∂2ξy
∂y2
+
∂2ξy
∂z2
= 0.
If we then assume that ξx = 0 (as there is only a shear in the y direction) and ∂
∂y
= 0 (although the
shearing occurs in the y direction it does not vary over y) then we are left with
∂2ξy
∂z2
= 0 =⇒ ξy = f(x) z
L
.
Therefore after one shear we have ξ = [0, f(x) z
L
, 0].
4.2.2 Second Shear
Assuming that the sheared field has now relaxed to an ideal equilibrium, we can model this by considering
the flux function
A = [0, A(x, z), 0]. (4.1)
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The first shear is in the y direction and so this shear will introduce a y component to the magnetic field,
B =
[
−∂A
∂z
,By(A),
∂A
∂x
]
. (4.2)
The resulting force-free field satisfies the 2D Grad-Shafranov equation
∇2A+By(A)dBy
dA
= 0. (4.3)
Previous work, most notably Lothian and Hood (1989) and Browning and Hood (1989), has been carried
out in this area, which helps to simplify our model. Lothian and Hood (1989) looked at the effect of
a small twist on magnetic flux tubes. For a cylindrical loop that is much longer than it is wide, they
showed that variations in the axial direction can be neglected, apart from boundary layers near the two
footpoints. Hence, a theory was developed based on straight loops with a constant cross sectional area to
show that the main properties of the loop could be explained by a simple 1D model rather than solving
the 2D Grad-Shafranov equation. Mellor et al. (2005) used this idea to analytically verify the location of
current accumulations when two sources are moved relative to two stationary sources. Using the approach
of Mellor et al. (2005), we see that the flux function can be approximated by a function of x alone.
Therefore, we now assume a magnetic field of the form
B0 = [0, B0y(x), B0z(x)]. (4.4)
The perturbed magnetic field is defined as B1 =∇× (ξ×B0). As we now have∇×B0 (= 0, we must
have∇×B0 = αB0. After some calculation we find that for the Lorentz force to be zero, we must have
∂
∂x
[(
B0z
∂
∂y
−B0y ∂
∂z
)
(B0zξy −B0yξz)
]
+
(
B0z
∂
∂z
+B0y
∂
∂y
)2
ξx+
(
B0y
2 +B0z
2
) ∂2ξx
∂x2
= 0
(4.5)
and
B0y∇2⊥ξz −B0z∇2⊥ξy =
(
B0z
∂
∂y
−B0y ∂
∂z
)
∂ξx
∂x
, (4.6)
where we define ∇2⊥ =
∂2
∂y2
+
∂2
∂z2
.
If we take∇2⊥ of Eq. (4.5) we have
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∂
∂x
[(
B0z
∂
∂y
−B0y ∂
∂z
)(
B0z∇2⊥ξy −B0y∇2⊥ξz
)]
+
(
B0z
∂
∂z
+B0y
∂
∂y
)2
∇2⊥ξx
+
(
B0y
2 +B0z
2
) ∂2
∂x2
∇2⊥ξx = 0. (4.7)
Combining Eq. (4.6) and Eq. (4.7), we find
∂
∂x
[(
B0z
∂
∂y
−B0y ∂
∂z
)(
B0y
∂2ξx
∂z∂x
−B0z ∂
2ξx
∂y∂x
)]
+
(
B0z
∂
∂z
+B0y
∂
∂y
)2
∇2⊥ξx
+
(
B0y
2 +B0z
2
) ∂2
∂x2
∇2⊥ξx = 0. (4.8)
This simplifies to
∂
∂x
[
(B0 ·∇)2 ∂ξx
∂x
]
+ (B0 ·∇)2∇2⊥ξx = 0, (4.9)
noting that the derivatives do not all commute. To solve Eq. (4.9), let us assume the following:
B0z = B0z0 + λ
2f(x),
B0y = λB0y1(x),
ξx = ξx0(x, y, z) + λξx1(x, y, z) + λ
2ξx2(x, y, z).
ξy = ξy0(x, y, z) + λξy1(x, y, z) + λ
2ξy2(x, y, z).
ξz = ξz0(x, y, z) + λξz1(x, y, z) + λ
2ξz2(x, y, z),
where λ is a small quantity. Substituting these expressions into Eq. (4.9) and equating powers of λ leads to
∂2
∂z2
∇2ξx0 = 0, (4.10)
∂2
∂z2
∇2ξx1 = −2
B0y1(x)
B0z0
∂2
∂y∂z
(∇2⊥ξx0) , (4.11)
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∂2
∂z2
∇2ξx2 = −2
B0y1(x)
B0z0
∂2
∂y∂z
(∇2⊥ξx1)− 2B
′
0y1
(x)
B0z0
∂2
∂y∂z
(
∂ξx1
∂x
)
− 2B0y1(x)
B0z0
∂2
∂y∂z
(
∂2ξx1
∂x2
)
− B20y1(x)
∂4ξx0
∂y4
, (4.12)
plus other, higher power of λ equations.
Notice here that we also have the full Laplacian ∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
in the equations.
The general solution to equations Eq. (4.11) and Eq. (4.12) will consist of a complementary function
and a particular integral.
These equations, however, only give us the solution to ξx. To find ξy and ξz , we must also consider Eq.
(4.6) and the condition B0yξy + B0zξz = 0 (there is no force parallel to B). These equations relate ξx to
ξy and ξz .
When expanding in powers of λ, Eq. (4.6) gives us
∂2ξy0
∂z2
+
∂2ξy0
∂y2
= −∂
2ξx0
∂x∂y
, (4.13)
∂2ξy1
∂z2
+
∂2ξy1
∂y2
= −∂
2ξx1
∂x∂y
, (4.14)
∂2ξy2
∂z2
+
∂2ξy2
∂y2
= −∂
2ξx2
∂x∂y
+
B0y1
B0z0
∂2ξx1
∂z∂x
. (4.15)
As we know the right hand side of these equations, we can solve for ξy .
The condition B0yξy +B0zξz = 0 gives ξz0 = ξz1 = 0 and ξz2 = −
B0y1
B0z0
ξy1 .
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The solution to ξ was ultimately found by solving Eq. (4.10)-Eq. (4.12) with the boundary conditions,
ξx = ±ξx0(y), ξy = ξz = 0 at z = ±L.
If we setB0y1(x) = sin(pix) and chooseB0z0(x) =
√
1 + λ2 (cos2(pix)), to satisfyB20y+B20z =constant,
we find the following solution for ξ:
ξx = sin(piy)z + λ
{
cos(piy) sin(pix)
(
piL2
2
+
1
2pi
− piz
2
2
− cosh(
√
2piz)
2pi cosh(
√
2piL)
)}
+ λ2
{
sin(piy)
(
cos(2pix)
[(
−1
5
− pi
2L2
12
−
√
2 sinh(
√
2piL)
20piL cosh(
√
2piL)
)
z +
pi2z3
12
+
√
2 sinh(
√
2piz)
12pi cosh(
√
2piL)
+
(
L
5
−
√
2 sinh(
√
2piL)
30pi cosh(
√
2piL)
)
sinh(
√
5piz)
sinh(
√
5piL)
]
+
[(
pi2L2
12
+
√
2 sinh(
√
2piL)
4piL cosh(
√
2piL)
)
z − pi
2z3
12
−
√
2 sinh(
√
2piz)
4pi cosh(
√
2piL)
])}
+O(λ3), (4.16)
ξy = λ
{
sin(piy) cos(pix)
(
−piL
2
2
+
1
2pi
+
piz2
2
− cosh(
√
2piz)
2pi cosh(
√
2piL)
)}
+ λ2
{
cos(piy) sin(2pix)
[(
− 1
10
+
pi2L2
6
+
√
2 sinh(
√
2piL)
10piL cosh(
√
2piL)
)
z − pi
2z3
6
−
√
2 sinh(
√
2piz)
12pi cosh(
√
2piL)
+
(
L
10
−
√
2 sinh(
√
2piL)
60pi cosh(
√
2piL)
)
sinh(
√
5piz)
sinh(
√
5piL)
]}
+O(λ3), (4.17)
and
ξz = λ
2
{
sin(piy) sin(pix) cos(pix)
[
pi2L2
2
− 1
2pi
− piz
2
2
+
cosh(
√
2piz)
2pi cosh(
√
2piL)
]}
+O(λ3). (4.18)
As we now know the displacement, ξ, we can calculate the perturbed magnetic field using
B1 =∇× (ξ ×B0).
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B1 = [{sin(piy)}+
λ
{
cos(piy) sin(pix)
(
−
√
2 sinh(
√
2piz)
2 cosh(
√
2piL)
)}
+
λ2
{
sin(piy)
(
sin2(pix)
[
− 3
10
− pi
2L2
3
+
3
√
2 sinh(
√
2piL)
10piL cosh(
√
2piL)
− cosh(
√
2piz)
6 cosh(
√
2piL)
−
(√
5piL
5
−
√
10 sinh(
√
2piL)
30 cosh(
√
2piL)
)
cosh(
√
5piz)
sinh(
√
5piL)
]
+ cos2(pix)
[
3
10
+
√
2 sinh(
√
2piL)
5piL cosh(
√
2piL)
− cosh(
√
2piz)
3 cosh(
√
2piL)
+
(√
5piL
5
−
√
10 sinh(
√
2piL)
30 cosh(
√
2piL)
)
cosh(
√
5piz)
sinh(
√
5piL)
])}
,
λ
{
sin(piy) cos(pix)
[
−
√
2 sinh(
√
2piz)
2 cosh(
√
2piL)
]}
+
λ2
{
cos(piy) sin(pix) cos(pix)
[
−6
5
+
√
2 sinh(
√
2piL)
5piL cosh(
√
2piL)
− 2pi
2L2
3
+
2 cosh(
√
2piz)
3 cosh(
√
2piL)
+
(√
5piL
5
−
√
10 sinh(
√
2piL)
30 cosh(
√
2piL)
)
cosh(
√
5piz)
sinh(
√
5piL)
]}
,
λ
{
cos(piy) cos(pix)
[
−1 + cosh(
√
2piz)
cosh(
√
2piL)
]}
+
λ2
{
sin(piy) sin(pix) cos(pix)
[
−piz +
√
2 sinh(
√
2piz)
6 cosh(
√
2piL)
+
(
piL−
√
2 sinh(
√
2piL)
6 cosh(
√
2piL)
)
sinh(
√
5piz)
sinh(
√
5piL)
]}]
.
(4.19)
The total current is the background current + #(perturbed current), where the background current is
∇×B0 =
[
0,λ2pi sin(pix) cos(pix),λpi cos(pix)
] and we assume #% λ2 % 1.
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The total current was then calculated and an isosurface was plotted in figure 4.1.
Fig. 4.1: Isosurface of the current calculated analytically.
We were hoping to provide a simple analytical description of the twisted current layer in Longbottom
et al. (1998). Unfortunately, as figure 4.1 shows, it does not twist in height as expected. We now move on
to simulate this twisted current layer numerically.
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4.3 Numerical Simulation
4.3.1 Numerical Model
Our numerical model is similar to that described in Longbottom et al. (1998) and Galsgaard and Nordlund
(1996). Unlike in Longbottom et al. (1998), where a magnetic relaxation technique is used, our experiments
use a 3D MHD code. Due to the considerable advancements in computing hardware over the past 15 years,
we run simulations with grid resolutions of 5123. These are much higher resolution than the maximum of
1363 achieved in Galsgaard and Nordlund (1996). Another difference to Galsgaard and Nordlund (1996) is
that we do not consider multiple random shearing of the uniform field, instead just two shears are preformed
in our experiments. These create a single initial current sheet, as opposed to the many transient current
accumulations. We do this because we wish to consider whether either a true current sheet or current layer
may be created in the absence of a topological singularity through simple non-braiding boundary motions.
These types of current sheets may be important for coronal heating and so we investigate the characteristics
and properties of these current sheets.
The simulations are carried out using the 3D MHD, Lagrangian remap, shock capturing code Lare3d
described in chapter 2.
4.3.1.1 Equations
In Lare3d, the resistive MHD equations, Eq. (1.11)-Eq. (1.18), are used. The equations have been
normalised by choosing a magnetic field B0, density ρ0 and length L0. Gravity is neglected, as is physical
viscosity. Artificial viscosity, however, is included in the code. Initially we have ρ = 1 and # = p
ρ(γ − 1) =
0.01, which corresponds to a gas pressure of 0.00667 or plasma β = 0.013.
In a solar context, we choose B0 = 10G, the electron number density ne = 5× 1014 m−3 and L0 = 50
Mm (corresponding to a short loop over the top of a single supergranule cell), we then have normalising
values of v0 = 975.5 km s−1, t0 = 51s and T0 = 5.7× 107 K.
4.3.1.2 Resistivity
The resistivity, η, is varied depending on the aim of the experiment. One of our aims is to investigate the
formation of a current layer in the solar corona. In the solar corona, the typical values of η are in general
believed to be less than 10−10. Since such values are not achievable in today’s numerical experiments,
we choose the smallest possible value of η we can. This is done by setting η = 0 and thus assuming an
ideal evolution of the field. However, as will be shown in section 4.3.5, in these cases we still get some
reconnection. This is because when very fine scales are formed numerical diffusion occurs which acts
essentially as reconnection. The consequences for the evolution and energetics of this numerical dissipation
of the current sheet are discussed in detail in section 4.3.5.
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We also perform a series of resistive MHD experiments in which constant η values of 10−5 and 10−4 are
used. These experiments are compared with those of the ideal MHD runs in order to determine the effects
of resistivity on the formation of a current layer and to follow the energetics of the system.
4.3.1.3 Boundary Conditions
The equations are solved in a 3D Cartesian box, −w < x < w, −w < y < w and −L < z < L.
As in Longbottom et al. (1998) we set w = 0.3, L = 0.5. We assume periodic boundary conditions in
both x and y (the sides of the box) and z is line-tied (the top and base of the box). The magnetic field
components, specific internal energy density and mass density on the top and bottom boundaries have zero
normal derivative, i.e. ∂Bx∂z =
∂By
∂z =
∂Bz
∂z =
∂&
∂z =
∂ρ
∂z = 0. On the top and bottom boundaries, the
components of the velocities vy and vz are both set to zero and vx will be discussed later in section 4.3.3.
4.3.2 Initial Magnetic Field: First shear
Rather than simulate the first shear, we can reduce the computational effort if we take our initial conditions
as a magnetic field with one shear already imposed. Assuming that the field has been sheared and that it
has relaxed to an equilibrium, as explained in section 4.2, we have an initial magnetic field of the form
B = [0, By(x), Bz(x)], (4.20)
where, in order to satisfy j×B = 0, we have
B2y +B
2
z = constant. (4.21)
As in Galsgaard and Nordlund (1996), we choose a sinusoidal shear profile for By(x), with Bz(x)
chosen to satisfy Eq. (4.21):
B =
[
0,λ sin
(pix
w
)
,
√(
1 + λ2 cos2
(pix
w
))]
. (4.22)
We can now calculate the footpoint displacement that generates these magnetic field components. The
first shear profile is not important. All that is necessary is that the first shear produces sheared fields. Thus,
the first shear we actually impose is given by
∫ L
−L
dz
Bz
=
∫ d
−d
dy
By
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which, after integrating, gives the footpoint displacement as
d =
LBy
Bz
. (4.23)
For our simulations L = 0.5 and w = 0.3. By and Bz are as defined above and so the displacement is
d =
Lλ sin
(
pix
w
)√(
1 + λ2 cos2
(
pix
w
)) . (4.24)
As we shear on both the top and bottom boundaries, but in opposite directions, the overall maximum
footpoint displacement is D = 2dmax = 2λL.
Hence, as we have L = 0.5 and w = 0.3, we find that the maximum shear displacement is equal to the
λ set in our initial magnetic field.
4.3.3 Drivers: Second shear
Next we drive a second shear in the x direction by imposing vx on the top and bottom boundaries (positive
direction on the bottom boundary and negative direction on the top boundary). For consistency we choose
a sinusoidal shear profile,
vx(x, y,∓L) = ± sin
(piy
w
)
f(t), (4.25)
where f(t) is a function, discussed in detail below, determining how fast and how much the field is sheared.
The actual displacement achieved with our second shear is found from integrating vx in time and then
multiplying by two, as the shear is in opposite direction on the top and bottom boundaries. Hence, we have
D = 2 sin
(piy
w
)∫
f(t)dt. (4.26)
Many simulations, varying parameter values such as λ, have been carried out. We find that, as expected,
an increase in the magnitude of the first shear, λ, results in a decrease in the magnitude of the second shear
required to produce a localised current layer. For the results shown here, we fix the value of λ at 0.5 and
find that a strong localised current layer is produced with a second shear of magnitude 0.5. Note that in
Longbottom et al. (1998) a first shear of magnitude 0.8 was used and a possible current sheet is formed
with a shear in the second direction of 0.6-0.7.
We run two sets of experiments which have the same spatial profiles in vx, but they have different
temporal dependencies. The first set use driver 1, which continuously drives the boundaries throughout the
simulation, while the second set use driver 2, which drives the boundaries up until a localised current layer
forms and then the driver is switched off.
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4.3.3.1 Driver 1
Driver 1 has a velocity profile that ramps up to a constant value of 0.05, corresponding to a velocity of
roughly 50 km s−1 with our chosen values, namely
vx = 0.025 sin
(piy
w
)(
1 + tanh
(
t− t1
td
))
, (4.27)
where t1 and td are chosen to be 2.0 and 0.5, respectively. This velocity is high compared with observed
physical values, but is necessary due to computational time constraints. Nonetheless, the velocity is highly
sub-Alfve´nic and the magnetic field evolves slowly through a sequence of (almost) equilibria. Since the
transit time for any waves propagating through the box is about one, in our dimensionless variables, they
have time to settle down. The hyperbolic tanh profile is chosen so that we have a gradual rise up to our
constant value. This prevents any impulsive motion at t = 0.
As already mentioned, driver 1 continuously drives the field at a constant value. Inevitably, whether we
are using ideal or resistive MHD, reconnection will occur (due to either numerical diffusion or components
of the induction equation). Since one of our aims is to look at the formation of a current layer we want to
switch off the driver at some time so we stop driving the field and injecting more energy. This enables us
to investigate the current layer. Hence, we run a series of experiments using a second driver, driver 2.
4.3.3.2 Driver 2
The imposed boundary shearing motion in driver 2 has the same spatial profile as driver 1 but now has a
temporal variation which means it rises to a maximum speed and then reduces back to zero. Therefore the
footpoint displacement reaches a maximum value and does not increase after that. Thus, we have
vx = 0.025 sin
(piy
w
)(
tanh
(
t− t1
td
)
− tanh
(
t− t2
td
))
, (4.28)
where t1 and td are chosen to be 2 and 0.5, respectively, as for driver 1. The value for t2 is chosen to be 7
after a consideration of the behaviour of the maximum current as shown below.
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4.3.3.3 Comparison of the Drivers
Fig. 4.2: (a) Plot of the temporal part of vx, f(t), as a function of time. (b) Temporal displacement, D(t),
achieved with the second shear. The solid line indicates driver 1 and the dashed line indicates driver 2.
Fig. 4.2 clearly shows the differences in the two boundary drivers. Fig. 4.2(a) is a plot of the temporal
part of vx and here we can clearly see that when driver 1 is used (solid line), the driver is ramped up to a
constant value of 0.05 and stays at this value throughout the simulation. Driver 2 (dashed line), however,
starts to be ramped down at t = 6.5 and is completely switched off by a time of t = 8.5. Fig. 4.2(b) shows
the temporal displacement that is achieved with the second shear. Again, here the difference between the
drivers is evident as driver 2 only ever achieves a maximum shear of magnitude 0.5, whereas driver 1
continuously shears the field throughout the simulation.
4.3.4 Evolution of Magnetic Field
As already explained, the uniform field is first sheared analytically. A cut of the magnitude of the current
in the mid-plane, z = 0, shows that at this stage there is no real accumulation of current within the domain,
Fig. 4.3(a). The second shear, which is created by driving on the top and bottom boundaries, moves the
field at an angle of 90◦ to the motion of the first shear. The evolution of the magnitude of the current in the
mid-plane for the experiment with driver 1 and η = 0 is illustrated in Fig. 4.3 for the times 0, 5, 7 and 10.
An η of zero is chosen to allow the maximum possible current to be obtained. The maximum current in this
plane increases and starts to accumulate along the y-axis until, at t = 7, an intense long thin current layer
has formed (Fig. 4.3(c)). By t = 10, the current layer has dramatically evolved (Fig. 4.3(d)): the main
layer has shortened and strong currents have formed in numerous smaller regions throughout the domain.
This behaviour is likely to be a result of numerical reconnection occurring and will be discussed later in
section 4.3.5.
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Fig. 4.3: Contour plots of the current magnitude in the mid-plane, z = 0 for, times 0, 5, 7 and 10 ((a)-
(d), respectively) are shown for driver 1 and η = 0 with a grid resolution of 5123. Red corresponds to a
maximum of 400 while blue corresponds to a minimum value of 1.
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Fig. 4.4: Maximum current in the domain as a function of time for both drivers with η = 0 and a grid
resolution of 5123. Driver 1 is shown by the solid line and the diamonds mark each time the current was
calculated. Driver 2 is shown by the dashed line and the squares show each time the current was calculated.
Fig. 4.4 (solid curve) shows the maximum current in the whole domain as a function of time for the
same driver 1, η = 0 case shown above. As we can see, the current in the domain starts off fairly small and
only rises slightly over the first 5 dimensionless time units, but then the maximum current begins to rise
sharply. This corresponds to the initial formation of the current layer which can be seen at t = 7 in Fig.
4.3(c). Since η = 0, it is unlikely that this current structure is resolved. The maximum current dips slightly
at about t = 8, before rising again. At about t = 8 or 9 the strong current layer starts to fragment, as seen in
Fig. 4.3(d). This is then followed by a significant decrease in maximum current as numerical effects cause
it to dissipate. However, as the boundaries continue to be driven, the magnetic field continues to be stressed
such that at around t = 17 the current starts to once again build up. We would expect this process to repeat
since the boundaries are continuously driven.
Fig. 4.5: As for Fig. 4.3 at t = 7 (a) and t = 10 (b), but with driver 2, η = 0 and a grid resolution of 5123.
Red corresponds to a maximum of 400 while blue corresponds to a minimum value of 1.
If we now consider the same setup as the above experiment, except that the driver is ramped down around
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Fig. 4.6: As for Fig. 4.3 at t = 10 and η = 0, but with driver 1 (a) and driver 2 (b). Arrows show the
horizontal velocity with the length of the arrows related to the magnitude of the velocity.
t = 7 (driver 2) we naturally find a similar behaviour as was shown in Fig. 4.3(a)-(c). Fig. 4.4 (dashed
curve) shows that as the driver starts decreasing, the maximum current in the domain increases less rapidly
than in the driver 1 case, as one might expect. After t = 7 the maximum current drops and at t = 10 the
current in the mid-plane looks quite different to that at the same time for driver 1 (Fig. 4.5, t = 7 (a) and
t = 10 (b) ). The main current layer is still clearly visible and a series of much shorter current sheets are
found, but these are not distributed throughout the domain, instead they are clustered around the end of the
main current layer forming a bubble. The drop off in maximum current that has occurred (Fig. 4.4) suggests
that at t = 10 numerical reconnection has once again kicked in. The horizontal velocity arrows shown in
Fig. 4.6, at this time, indicate that the flow pattern is very similar to that occurring in 2D reconnection.
There is a fast outflow from the ends of the current sheets, a clear indication that numerical reconnection
is occurring. It is possible that fast outflows from this numerical reconnection in the main current sheet,
which are heading towards each other due to the periodic boundary conditions, lead to the formation of
other short current layers and a disruption of the outflow.
The evolution of the current for both drivers reveals some interesting features which we address in the
following sections. Firstly, in section 4.3.5, we consider the energetics of the system, to determine whether
the current really has dropped due to numerical dissipation and to investigate the effects of this for a real
physical situation. Secondly, in section 4.3.6, we evaluate the nature of the current layer at t = 7 to
determine whether it might be forming a singular current layer, even though the field was initially uniform.
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4.3.5 Energy: Total Energy and Poynting Flux
In order to properly understand the energetics, we consider, in Section 4.3.5.1, the ideal (η = 0) behaviour,
before investigating the effects of uniform resistivity (η = constant) in Section 4.3.5.2.
First we discuss the total energy equation. Taking appropriate combinations of equations Eq. (1.11) to
Eq. (1.18), the total energy equation is
∂
∂t
(
1
2
ρv2 +
p
γ − 1 +
B2
2µ0
)
+∇ ·
(
1
2
ρv2v +
γp
γ − 1v +
E×B
µ0
)
= 0. (4.29)
Integrating over the volume of the computational box and using Gauss’s theorem, we have
detot
dt
+
∫
S
Q · dS = 0, (4.30)
where the total integrated energies, etot(t), given by
etot(t) =
∫
1
2
ρv2dV +
∫
p
γ − 1dV +
∫
B2
2µ0
dV, (4.31)
is the sum of the integrated kinetic energy, internal energy and magnetic energy, respectively and
Q =
1
2
ρv2v +
γp
γ − 1v +
E×B
µ0
, (4.32)
is the energy flux into or out of the plasma. Since the side boundaries are periodic and the top and bottom
boundaries have vz = 0, the total inflow/outflow of energy is just the Poynting flux, in dimensionless
variables, namely
−
∫
S
E×B · dS =
∫
[E×B]z=+L dxdy −
∫
[E×B]z=−L dxdy, (4.33)
where E = −v ×B+ ηj. The total energy in the computational box can only increase, in response to the
boundary motions, if there is a net flow of Poynting flux into the domain.
4.3.5.1 Ideal MHD Energetic Behaviour (η = 0)
In this section, we restrict our attention to the ‘ideal’ evolution with η = 0. This allows us to assess the
importance of numerical diffusion, which is of course a numerical error, in these simulations.
The simulations presented are for runs with a grid resolution of 5123 (our maximum resolution). Coarser
grids were also run and a similar behaviour was observed. Choosing the highest resolution for the η = 0
runs ensures there is minimal numerical diffusion of the magnetic field up to about t = 7 or 8, after the
formation of the current layer. Fig. 4.7 shows the time evolution of all energies for driver 1 (solid) and
driver 2 (dashed). The asterisk denotes the time (t = 6.5) when the shearing velocity of driver 2 starts to
slow down and the triangle corresponds to the time (t = 8.5) when it has completely stopped.
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Fig. 4.7: The volume integrated energies (a) kinetic, (b) internal, (c) magnetic and (d) total energy as
functions of time for η = 0 and driver 1 (solid) and driver 2 (dashed). For the driver 2 run, the start
(asterisk) of the ramp down and end (triangle) of the ramp down of driver 2 are indicated. This experiment
was carried out with a grid resolution 5123.
For both drivers the magnetic energy dominates over the other energies. It is initially almost constant
until about t = 3 when it begins to rise. Naturally, when driver 2 is ramped down, the energies in the two
runs start to differ, with the magnetic energy for driver 1 peaking at t = 9, whilst, for driver 2, the magnetic
energy levels off between t = 7 and = 8.5
The kinetic energy for both drivers remains extremely small until the current layer has formed at around
t = 7, when it starts to increase. After a short dip in kinetic energy just after t = 8, there is the major
rapid rise at around t = 8.5. This sudden and dramatic increase in kinetic energy is almost certainly due
to numerical diffusion causing the magnetic field to reconnect. The rise is more dramatic for driver 1 than
driver 2, since driver 1 is continuously driven and so, at the same time that the system is trying to dissipate
the strong currents, the driver is continuing to stress the field to maintain/rebuild the currents. In response
to the reconnection, the internal energy begins to rise for both drivers, indicating that the plasma is being
heated. Note that this is due to shock heating in the η = 0 simulations. Since driver 2 stops at t = 8 and,
thus, the currents in the system are not built up again after they are dissipated, the plasma is only heated
whilst the reconnection is dissipating the original current layer. Thus, the internal energy levels off, at about
t = 17, to a value of 0.025. This also corresponds to the time when the kinetic energy for driver 2 is once
again almost back to zero. The magnetic energy drops off during this reconnection phase and levels off to
an energy slightly below the initial magnetic energy of the numerical run (i.e., to an energy less than that
after the first shear of the field). Note that the final internal energy is only one tenth the final magnetic
energy.
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For driver 1, on the other hand, the internal energy continues to increase, but at a slightly lower rate, as
the Poynting flux continues to add energy into the system which is converted into heat. The kinetic energy
in the system is maintained significantly above zero, although at a much lower level than the high peak seen
at the start of the numerical diffusion. This suggests that after the rapid onset of reconnection, which results
in a drop in magnetic energy, the system adjusts to a quasi-steady state where the injection of magnetic
energy, via the Poynting flux, is approximately balanced by the loss of magnetic energy through numerical
reconnection. Hence, from t = 11 to t = 16 the magnetic energy is approximately constant. At t = 16,
when the magnetic reconnection has essentially abated, the magnetic energy starts to increase again as the
continued driving once again stresses the field as indicated by an increase in current (Fig. 4.4, solid line).
The total energy as calculated directly by the code is plotted in Fig. 4.7(d). It rises continually in the
experiment with driver 1, but decreases after t = 9 for driver 2. By comparing the relative changes in the
energies, it is found that the code is not conserving energy. However, this does not mean that there is a
problem with the code, rather this is a consequence of the numerical diffusion, as explained below.
Fig. 4.8: The instantaneous negative Poynting flux (driver 1 - plus signs and driver 2 - asterisks) and the
rate of change in the total energy, detot/dt, (driver 1 - solid and driver 2 - dotted line) versus time. This
experiment was carried out with a grid resolution of 5123.
The Poynting flux, as defined in Eq. (4.33), has been calculated numerically and is plotted in Fig. 4.8
for each driver, along with the rate of change of total energy (detot/dt) (where etot is determined using Eq.
(4.31)) in the plasma. From conservation of energy, Eq. (4.30), these two should lie on top of each other,
but clearly they do not for t > 8. The Poynting flux corresponds to the change in total energy, as plotted in
Fig. 4.7(d), confirming that the increase in the total energy seen in this figure is due to the energy injected
from the boundary driving. For driver 1, we see that the Poynting flux matches the rate of change in total
energy exactly, until a time of around t = 7. Then the effects of the numerical diffusion become significant
and the two curves start to deviate. At a much later time, the two terms seem to approach each other again,
before diverging at the end of the experiment. From t = 7 onwards, when the two curves do not agree,
the code is not conserving energy exactly. Clearly, the lack of energy conservation will have consequences.
The main concern is with the evolution of the plasma pressure and temperature. The changes in magnetic
energy should be accounted for by a corresponding change in internal energy (the kinetic energy is much
too small to be able to account for these changes), but, since they are not, it is difficult to trust the subsequent
evolution of the plasma pressure and temperature.
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If we now consider the conservation of energy in the experiment with driver 2 (Fig. 4.8 dotted line and
asterisks) we see that the Poynting flux increases, matching the rate of change in energy exactly, until the
time at which the driver is switched off: at this time the Poynting flux returns to zero as the driver ceases.
However, the rate of change of total energy (as calculated from the individual components) continues to
evolve after t = 8, as does the current layer. So again, the energy budget is not properly accounted for.
The simulations with η = 0 result in the formation of a strong, thin current layer. However, numerical
diffusion causes magnetic reconnection and this results in a loss of energy conservation. We have conducted
these η = 0 experiments as they allow for the best indication of current layer formation, the details of which
we consider in section 4.3.6. However, since we are also interested in the energetic consequences of the
dissipation of the current layer, we also conduct a series of constant η experiments, as discussed below.
4.3.5.2 Resistive MHD Energetic Behaviour (η = constant)
First, we choose an appropriate constant for η. The value of this uniform physical resistivity needs to be
chosen so that it is larger than the numerical diffusion, but is still small. In particular we aim to pick a value
such that the current layers are adequately resolved. This will inevitably reduce the value of the maximum
current, as discussed below.
The numerical diffusivity of the code, taking into account the size of our domain and the grid resolution
used, is of the order of vA(∆x)2/L ≈ 2.3× 10−6, where vA ≈ 1 is the maximum Alfve´n speed, L ≈ 0.6
is the dynamical length scale and ∆x ≈ 0.6/512 = 1.2 × 10−3 is the maximum grid spacing across the
current layer (for details see Arber et al. (2007)). We select two values for η larger than this, namely 10−5
and 10−4.
In Fig. 4.9, we compare the evolution of the energies from driver 1 experiments with three different
resistivities: η = 0, 10−5 and 10−4. Unfortunately, due to the time step restrictions and computational
resources, it was only possible to run the experiment with η = 10−4 up to a time of t=15. The initial
magnetic energy (Fig. 4.9(c)) increase is smaller as η increases. This is due to the fact that the Poynting
flux injected into the domain decreases as η increases (see Fig. 4.11). The Poynting flux depends on the
size of the horizontal magnetic field component at the boundaries (as discussed by Galsgaard and Parnell
(2005)) which changes depending on how the magnetic field evolves (in particular how it is stressed, e.g.
whether it reconnects or not). For larger η (more reconnection) these field components are reduced, leading
to a reduction in the amount of energy entering the plasma.
A larger η gives not only more reconnection but also reconnection at an earlier time. This results in
Ohmic heating starting early on in the experiment which increases the internal energy (Fig. 4.9(b)). The
increase in internal energy is also larger for larger η, due to this increased Ohmic heating.
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Fig. 4.9: The volume integrated (a) kinetic, (b) internal, (c) magnetic and (d) total energies versus time for
experiments with driver 1 and resistivities of η = 0 (solid), η = 10−5 (dotted) and η = 10−4 (dashed).
This experiment was carried out with a grid resolution of 5123.
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Fig. 4.10: Maximum current magnitude is shown as a function of time for the driver 1 experiments with a
5123 grid for η = 0 (black, triangles), η = 10−5(red, squares) and η = 10−4 (blue, crosses). The symbols
correspond to the times at which the current is actually calculated in each experiment.
A plot of the temporal evolution of the maximum current (Fig. 4.10) clearly shows a rapid rise as the
current layer starts to form just before t = 7 in the η = 0 case. There is a similar trend for η = 10−5 but
the maximum current values are generally smaller. For η = 10−4, the maximum current is much smaller,
reaching a maximum value of around 300. So although the maximum current still grows substantially, the
rise is rapid if η is small enough, but a more steady build up if η is larger.
In all cases, the magnetic reconnection that occurs, whether numerical or associated with the imposed η,
converts most of the energy injected by the Poynting flux, and stored as currents by the magnetic field, to
heat and internal energy. The kinetic energy changes are very small since only about 10% of total Poynting
flux is also converted into kinetic energy (Fig. 4.9(a)). However, since the maximum current decreases with
increasing η, the magnetic stresses also decrease. Thus, as η increases, the reconnection becomes weaker
resulting in slower flows and, hence, a smaller maximum kinetic energy.
In Fig. 4.9(d) we plot the evolution of the total energy for the cases with driver 1, but different values
of η. Not surprisingly, the total energy increases in all cases over time due to the injection of Poynting flux
from the boundary driving. However, as η increases the increase in total energy decreases due, of course, to
the fact that the Poynting flux crossing the boundary is smaller for larger η, as explained above. However,
as we see in Fig. 4.9(d), at a time of approximately t = 11 the total energy for the η = 10−5 case becomes
larger than the η = 0 case. This does not appear to happen for the η = 10−4 case and we believe this is due
to the fact that we can more accurately follow the flow of energy for this case. This is explained more fully
below.
Finally, we look at the conservation of energy for each of these cases (Fig. 4.11), by plotting the Poynting
flux (as calculated by Eq. (4.33)) and the rate of change of total energy, using Eq. (4.31). For the experiment
with η = 10−4 the two terms match exactly and for this value of η we can correctly follow the flow of
energy from the magnetic field to the plasma pressure and temperature. With η = 10−5, the two terms are
extremely close, although there is evidence that numerical diffusion is also present after t = 7, but it is only
small and does not dominate over our physical magnetic diffusion.
As mentioned above, there is a difference between these two terms in the η = 0 case just after t = 7
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Fig. 4.11: The negative Poynting flux and the rate of change in the total energy (detot/dt) are shown as
functions of time with a 5123 grid for η = 0 (black, plus signs), η = 10−5 (red, diamonds) and η = 10−4
(blue, asterisks).
when the system abruptly switches from an ideal to a non-ideal evolution, due to the system failing to
satisfy the ideal assumption. This switch in the evolution of the system occurs as the numerical diffusion
begins to dominate. For the two non-zero values of η, we are confident that the numerical errors do not
dominate and remain small during the simulations.
4.3.6 Current Layer Structure
We now examine the structure of the current layer and attempt to determine whether it is a strong current
concentration or in fact a singular current layer (current sheet). According to van Ballegooijen (1985) a
magnetic field without singularities which is subject to continuous boundary shearing should not produce
any current sheets. However, a number of papers have produced structures that appear to be current-sheet-
like in the absence of magnetic singularities, e.g., Galsgaard and Nordlund (1996) and Longbottom et al.
(1998). The grid resolutions of the experiments in Galsgaard and Nordlund (1996) are too low to really
prove if the current layers formed are real current sheets or not. Longbottom et al. (1998) on the other hand
had excellent resolution, since they used a Lagrangian code, and they find good evidence that a singular
current layer has formed. However, they use a relaxation technique to solve j × B = 0 and, thus, their
experiment contains no plasma. Here, we are interested in seeing if, in the presence of a plasma such a
singular current layer still forms, to determine the nature of the plasma evolution that gives rise to such
layer, what the characteristics are of the plasma about this layer and what the consequences are for the
plasma after such a layer has dissipated.
We consider the experiment with driver 1 and η = 0 and a grid resolution of 5123 at a time of t =
7. As we have discussed above, this experiment has an ideal evolution, with no reconnection, up until
approximately t = 8, unlike the constant η experiments. Shortly before t = 7 the maximum current in the
experiment shows a sudden very rapid increase. Although the current continues to climb after t = 7 we
pick this time because after this there is evidence of numerical diffusion. To determine whether a singular
current layer has formed we need to investigate the characteristics of the plasma before any reconnection
occurs. We could use either the experiment with driver 1 or driver 2, since both look almost the same, but
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we choose driver 1 since it has the marginally larger maximum current. Note, that at this stage the plasma
pressure and temperature in this experiment should still be correct, since energy conservation still holds as
no significant numerical diffusion has yet occurred.
Fig. 4.12: Isosurface of current at 13% of the maximum current magnitude at time (a) t = 7 and (b) t = 8
for the driver 1 experiment with η = 0 and a grid resolution of 5123.
Fig. 4.12 shows isosurfaces of the current magnitude, at approximately 13% of the maximum current in
this experiment. Isosurfaces at t = 7 and t = 8 are shown in (a) and (b), respectively. We clearly see the
twisted-sheet-like nature of the current. The current sheet rotates from bottom to top through an angle of
approximately 90◦, since both the first and second shears have approximately equal magnitude. At t = 8
we see that the sheet has started to fragment due to numerical reconnection.
In order to determine if this current layer really is a singular current layer we consider a number of
different aspects of the plasma.
4.3.6.1 Current Layer or Current Sheet?
First of all we consider the current within the current layer at the mid-plane, z = 0. From Fig. 4.3 we see
that at t = 7 a thin narrow current layer is formed that lies along the y-axis in this mid-plane cut.
The dominant component of the current is jz , as found in Longbottom et al. (1998), and so we focus
on this one component of the current. From a plot of jz along the x-axis, in the mid-plane, i.e., across the
current layer, (Fig. 4.13(a)) we can see that the current sheet is very narrow. Since we are considering the
η = 0 experiment, it is not surprising that the width of the layer is restricted by the grid: it has just 6 grid
points across it so that it is barely resolved. This corresponds to a width of δ = 0.007 since the box has a
length of 0.6 and we have a grid resolution of 5123.
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Fig. 4.13: Plots of current for the driver 1 experiment with η = 0 and a grid resolution of 5123 taken at
time t = 7. jz at the mid-plane (a) across the layer (y = 0) and (b) along the layer (x = 0). (c) jz through
the centre of the layer, along its height (x = y = 0).
Grid Resolution η Current layer width, δ Total current
224 0 0.016 1.66
288 0 0.013 1.68
352 0 0.010 1.64
352 10−5 0.012 1.65
352 10−4 0.014 1.60
512 0 0.0070 1.61
512 10−5 0.0082 1.65
512 10−4 0.0094 1.60
Table 4.1: The current layer width and the total current at t=7 with various grid resolutions and values of η.
As expected, as the resistivity is increased, the maximum of jz decreases and the width of the layer increases
(see Table 4.1). Provided there is no significant reconnection, we would expect the total current, which is
given by
J =
∫ δ/2
−δ/2
jz(x, 0, 0)dx,
to remain constant as η varies. This is indeed the case and the results for J for the three values of η are
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given in Table 4.1.
Next we consider the variation of the current along the layer by looking at a cut along x = 0 in the
mid-plane. From Fig. 4.13(b), the length of the layer is approximately 0.2, over twenty times the width of
the layer.
Finally, the variation of jz with z, along x = 0 and y = 0 is shown in Fig. 4.13(c). This is a cut through
the centre of the sheet and shows how the current varies along the height of the sheet. Interestingly, there
are two large peaks at z = ±0.15 with a pronounced dip at z = 0. Again it is not clear whether these
peaks are due to the onset of fragmentation or whether they are a natural feature of this current layer. This
multiple peaked structure with a dip at z = 0 vanishes when η is increased. The reason for the peaks being
away from the point of symmetry is unclear and whether it has anything to do with the fragmentation of
the current layer will be investigated in chapter 5. Another test to distinguish between a current layer and a
Fig. 4.14: Maximum of the current in the domain over the whole simulation versus grid resolution for the
driver 1 experiment with η = 0.
current sheet is to see how the maximum current behaves as the numerical grid is refined. We analyse the
maximum current values at t = 7 for grid resolutions of 2243, 2883, 3523 and 5123. The results are shown
in Fig. 4.14. We conclude that, as we increase the grid resolution, the maximum current increases. There is
no indication that the maximum current is starting to flatten out and tend to a constant value. This strongly
suggests that our current concentration is actually trying to form a current sheet.
Furthermore, we would expect the width of the current layer to decrease with increasing grid resolution,
which it does (Table 4.1). The reduction in width of the layer and the increase in maximum current as the
grid is refined suggest that a current sheet is trying to form. In addition, we also note that the total current
in the central region is approximately constant (Table 4.1).
Many people think of current sheets as infinitely thin structures. The width of our current layer will not
be infinitely thin since we have a finite grid resolution. However, if a current sheet is trying to form within
a magnetic field that is effectively in equilibrium, the forces will continue to squeeze plasma only in the
region near the sheet. Elsewhere the forces will be balanced and we have an equilibrium with a current
sheet. The dominant force is the Lorentz force and the x component of the Lorentz force is plotted in Fig.
4.15 across the layer (y = 0) at the mid-plane. The Lorentz force is zero everywhere except inside the
current layer. The width of the non-zero behaviour shown in Fig. 4.15 is calculated to be 0.007, which
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Fig. 4.15: [j×B]x across the layer (y = 0) at the mid-plane at t=7. Notice that here −0.02 < x < 0.02 to
highlight the nonzero behaviour. The experiment is the driver 1, η = 0 case with 5123 grid resolution.
is the width of the current layer at this resolution (see Table 4.1). Inside the current layer, it is trying to
squeeze the current into a thinner and thinner layer. However, grid resolution prevents this happening. We
also notice that the forces are less localised for lower resolution. This is what we would expect to happen
if the current layer was trying to collapse to a singularity.
We also investigated whether the current layer increases exponentially (which would mean an infinite
amount of time would be required before the current becomes singular) or whether the current becomes
infinite in a finite time, i.e. grows like j = (t1 − t)−α. To do this we calculated dj
dt
and plotted j/j′ . If
the current is heading towards a true singularity, in a finite time, we would expect this to give something of
the form (t1 − t)
α
. Fig. 4.16 shows j/j′ in the region 5.5 < t < 7.0, which is where we see the rapid rise
in the maximum current. As we can see, a straight line (with a gradient of roughly −0.8) could be fitted to
this.
Fig. 4.16: j/j′ as a function of time, in the range 5.5 < t < 7.0. The experiment is the driver 1, η = 0 case
with 5123 grid resolution.
Although none of the above tests are conclusive, the results are highly suggestive that the system is trying
to collapse to a genuine singular current layer.
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4.3.6.2 Current Layer Rotation
Fig. 4.12 shows a gentle rotation of the current layer from the bottom of the box to the top of the box.
This rotation appears smooth and, since the plasma is very close to equilibrium when the residual Lorentz
forces are analysed, we might expect to see some form of helical symmetry in the current. Hence, at t = 7,
we analyse horizontal slices of the current magnitude at z = 0.0, 0.2 and 0.4 from the middle of the layer
working upwards (Fig. 4.17). Due to symmetry the lower section of the current layer is the mirror image of
these slices. These slices highlight both the strong current regions of the current layer and show the structure
of the weaker current regions. Fig. 4.17 shows that the current layer twists in an anticlockwise manner for
increasing z (for decreasing z it rotates in the clockwise direction). The layer rotates at an approximately
uniform rate with height. The angle of the current layer is approximately 45◦ at z = 0.4, close to the top
boundary and approximately half that at z = 0.2. The layer is essentially straight in each horizontal plane
but there is a slight bend in the shape at the layer ends due mainly to the imposed periodic boundaries. The
arrows over plotted denote the vector [Bx, By, 0]. While the field has a squashed elliptical structure near
the current layer, there is a clear indication of anti-parallel field on either side of the current layer. The
regions of stronger field (i.e. longer arrows) tend to align with the contours of the current magnitude.
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Fig. 4.17: Slices of the current magnitude in horizontal planes (a) z = 0, (b) z = 0.2 and (c) z = 0.4. The
arrows denote the vector [Bx, By, 0]. The experiment is the driver 1, η = 0 case with a grid resolution of
5123. Red corresponds to a maximum of 100 while blue corresponds to a minimum value of 0.
Along a current layer, we do not expect the field lines to cross it, since there would be an extremely large
Lorentz force if they did. Thus, we would expect the field lines to lie along the side of the twisted layer.
To illustrate this, Fig. 4.18 shows field lines plotted in both directions from the mid-plane, z = 0, with
starting points along a line −0.2 < y < 0.2 that lies either side of the current layer at x = 0.01 (red lines)
and x = −0.01 (green lines). It is clear that the field lines lie along the current layer, following the same
twisted structure as the isosurface of the current. In addition, it is obvious that the green and red field lines
are at a different angle to each other. This is expected since the field lines lie on either side of the current
layer.
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Fig. 4.18: Magnetic fieldlines drawn from starting points along the line−0.2 < y < 0.2 at z = 0, x = 0.01
(red lines) and x = −0.01 (green lines) at t = 7 taken from the experiment using driver 1, η = 0 and 5123
resolution.
We now investigate the rotation of the current layer by determining the straight line that the layer lies
along at each height, z. The current layer passes through x = 0 and y = 0 for all z and so we choose a
value for y and determine the value of x = xmax, where xmax is the location of the maximum current.
Then, we use y/xmax = tan θ(z), to calculate θ(z), the angle between the current layer and the x axis.
θ = pi/2 corresponds to the current layer lying along the y axis. Fig. 4.19 shows how θ varies with z as
we move up the current layer from z = −0.5 to z = 0.5 for y = 0.05. Apart from the regions near the
boundaries, the twist appears linear in height.
Fig. 4.19: Current layer angle as a function of z using y = 0.05. This is taken at t = 7 with the experiment
using driver 1, η = 0 and 5123 resolution.
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4.3.6.3 Magnetic Structure
The magnetic field components at the mid-plane are plotted, at t = 7, across the current layer as functions
of x in Fig. 4.20. It is clear that there is a rapid change in the component of the magnetic field parallel to
the current layer, By , across the layer and that the perpendicular component, Bx, is essentially zero. Since
jz =
∂By
∂x
− ∂Bx
∂y
and, as ∂Bx
∂y
is essentially negligible, the jump in By , 1.62, should be approximately
equal to ∫ jzdx. This was calculated to be 1.61. Hence, we are satisfied that the magnetic field’s behaviour
is consistent with the behaviour of the current. Bz appears to have a rapid rise inside the current layer.
This is to be expected. The total pressure, i.e. the magnetic and plasma pressure, across the current layer
must be continuous and this is clearly seen in Fig. 4.20(c). The gas pressure remains small compared to the
magnetic pressure. Therefore, as By vanishes at the centre of the current layer, Bz must increase rapidly at
the centre of the layer to ensure that total pressure is continuous.
Fig. 4.20: The magnetic field components are plotted at t = 7 across the layer (y=0) at the mid-plane. Bx
and By are shown in (a), where the solid line corresponds to By and the dashed line denotes Bx. Bz is
shown in (b) and (c) shows the total pressure. These are taken at t = 7 with the experiment using driver 1,
η = 0 and 5123 resolution.
We have generated a twisted current layer and the only location so far assessed is z = 0, where the layer
is straight and lying along the y axis. Moving away from z = 0, the angle of the current layer changes
and we must calculate magnetic field components along a cut perpendicular to the current layer at various
heights. The orientation of the current layer at various values of z is determined and a cut perpendicular to
the current layer at z = 0.2 is analysed here. In Fig. 4.21(a) we plot the normal and tangential components
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ofB at z = 0.2. Here, as expected, the normal component is much smaller than the tangential. We also see
in Fig. 4.21(b) that the total pressure perpendicular to the layer at z = 0.2 is similar to that at z = 0.
Fig. 4.21: A perpendicular cut across the layer at z = 0.2 of the normal and tangential components of B
are plotted in (a). The solid lines correspond to By and Bx while the dashed lines denote B|| and B⊥.
The total pressure is also plotted perpendicular to the current layer in (b), this is shown by the dashed line,
the solid line represents the total pressure taken at the mid plane. Note that these plots are over a range
−0.1 < x < 0.1 as only a cut of this length was calculated. These are taken at t = 7 with the experiment
using driver 1, η = 0 and 5123 resolution.
4.4 Conclusions
An attempt was made to analytically describe the twisted current layer that numerical simulations have
shown arises from shearing an initially straight magnetic field in two directions, perpendicular to each
other. Unfortunately the current that was calculated did not twist in height.
We then performed similar shears numerically. We performed a series of numerical experiments to
investigate in more detail the formation of current sheets. The initial field was already sheared and a second,
perpendicular shear was imposed through photospheric boundary motions. Two different photospheric
drivers were used for the second shear. While both shearing velocities are gradually ramped up to a constant
value, one remains steady thereafter, while the other is ramped down to zero once the strong current layer
has formed. The magnetic energy dominates both the kinetic and internal energies for each experiment.
This is because the stresses injected through the boundary motions lead to a large build up of energy which
is stored in the magnetic field. There are only differences between the energies of the two drivers after the
twisted current structure has formed. When driver 2 is used, once the boundaries are no longer driven, the
energies all decrease and tend to constant values. Experiments with driver 1, however, continue to evolve.
Once the current layer starts to break up, the magnetic energy decreases at the same time as the kinetic and
internal see sharp rises. After this reconnection process the boundaries are still being sheared and so the
magnetic energy builds up again, this is followed by another fragmentation process where a fall in magnetic
energy occurs at the same time as a rise in the kinetic and internal energies. The process will continue as
the magnetic field continues to be stressed.
To investigate whether the strong twisted current layer is a current sheet or not, it is important to allow
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the numerical code to generate the strongest possible currents. This occurs when η = 0 and we ran several
simulations to investigate whether current sheet formation actually occurs. Indicators, such as (i) the scaling
of the maximum current with the grid resolution, (ii) the residual Lorentz force at the current layer and (iii)
the total current within the layer, suggest that a sheet is trying to form. However, the finite numerical grid
means that numerical reconnection starts and magnetic energy is converted into internal energy and kinetic
energy.
While taking η = 0 does produce the largest current values, total energy is not conserved once numerical
reconnection begins. This is a problem, since it is not possible to account for all the energy released when
the magnetic energy is reduced. The main error is in the calculation of the internal energy and, hence, the
temperature. Non-zero values of η were also considered and it was shown that the total energy was indeed
conserved throughout the simulations. However, non-zero η does mean that the current layer was no longer
tending towards a current sheet but remains a computationally resolved structure.
The current structure is twisted at a uniform rate with height. The projection of the magnetic field onto
an x−y plane shows that the field lines are essentially elliptical in nature. The regions of stronger field (i.e.
longer arrows) tend to align with the contours of the current magnitude. Examining the current components
we find jz to be dominant, which agrees with previous numerical studies, for example Galsgaard and
Nordlund (1996).
Before the current layer forms, the boundary motions generate a Poynting flux that results in an increase
in the magnetic energy. It is only after the strong currents form and reconnection starts, that this magnetic
energy is released. A continued driving of the photospheric boundary, as for driver 1, means that Poynting
flux continues to be fed into the system and is almost immediately converted into internal energy and, hence,
temperature. Thus, if there are current sheets already present in the corona, any photospheric motions
that increase the stresses (currents) in the field will produce heating. In the absence of current sheets,
the motions result in an increase of magnetic energy and the possible formation of current sheets but no
significant heating.
Chapter 5
Analysis of the Temperatures, Current Sheet
Fragmentation and Reconnection
5.1 Introduction
In two-dimensional magnetic reconnection field lines slip through the plasma and change their connections
only at an X-point and so 2D reconnection can occur only at such an X-point. In three dimensions, how-
ever, reconnection can occur throughout a diffusion region and not at a single point. Three-dimensional
reconnection has generally been explored from two directions. One approach focuses on the topology and
dynamics of null points and separators, and the second approach focuses on the interaction of isolated
magnetic flux tubes.
Various investigations into reconnection at 3D null points have been carried out, for example, Priest
and Titov (1996); Pontin et al. (2004a); Pontin and Craig (2005); Hornig and Priest (2003). In Priest and
Pontin (2009a), a division into three different types of reconnection at 3D nulls was proposed, depending
on the nature of the flow near the spine and fan of the null. The spine is an isolated field line which
approaches/recedes from the null, while the fan is a surface of field lines which recede/approach from it.
The reconnection is classified as “torsional spine reconnection” when field lines in the vicinity of the fan
rotate, with current becoming concentrated along the spine. In “torsional fan reconnection” field lines near
the spine rotate and create a current that is concentrated in the fan. In both of these regimes the spine and
fan are perpendicular and there is no flux transfer across spine or fan. The third regime, called “spine-fan
reconnection”, combines elements of the previous spine and fan models. Here, in response to a generic
shearing motion, the null point collapses to form a current sheet that is focused at the null itself. In this
regime the spine and fan are no longer perpendicular and there is flux transfer across both of them.
In 3D, separator reconnection is a major reconnection mechanism, for example see Longcope and Cow-
ley (1996); Parnell and Galsgaard (2004); Galsgaard and Parnell (2005); Haynes et al. (2007). During
separator reconnection the fluxes from two of the four surrounding flux domains are converted into flux that
lies in the remaining two domains. This is similar to reconnection at an X-point in 2D. Indeed, if you take
a cut perpendicular to a separator, the magnetic field has an X-type structure but the dominant component
of the magnetic field in such a region is parallel to the separator. Unlike in two dimensions, here, field lines
do not reconnect in pairs but rather continuously reconnect throughout the diffusion region (Priest et al.,
2003).
Reconnection may also take place in the absence of any topological features such as magnetic null points
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or separators. Quasi-separatrix layers (QSLs) are described as a local large spatial variation in the field line
connectivity (Priest and De´moulin, 1995) and can be detected by measuring the degree of squashing, Q.
Thus areas that have high Q values should be preferential locations for current sheet development and
magnetic reconnection (Aulanier et al., 2005). There have also been many experiments carried out which
investigate the 3D reconnection between isolated flux tubes, for example; a series of papers De Moortel
and Galsgaard (2006a,b); Wilmot-Smith and De Moortel (2007), where the footpoints of two adjacent flux
tubes were subjected to rotating and spinning motions; or Linton and Priest (2003), where the collision of
a pair of perpendicular, untwisted magnetic flux tubes was investigated.
A necessary and sufficient condition for reconnection (Schindler et al., 1988) is ∫ E||ds (= 0, where
the integral is taken along a field line. Thus, 3D reconnection occurs when there is a change of magnetic
connectivity and is diagnosed by the condition that the integrated parallel electric field is non-zero. In
addition, both Hesse (1995) and Hornig and Priest (2003) indicate that counter rotational flows are an
essential ingredient of 3D reconnection. There have been numerical experiments that have found evidence
of counter rotating flows about the reconnection sites, for example, Wilmot-Smith and De Moortel (2007).
5.1.1 Outline of this Chapter
In Chapter 4 we investigate the evolution of an initially straight magnetic field stressed by shearing mo-
tions on two boundaries. The two shears performed create a single current layer. The initial field was
already sheared and a second shear was imposed through photospheric boundary motions. Two different
photospheric drivers were used for the second shear. Both shearing velocities are gradually ramped up to a
constant value and one remains steady thereafter, while the other is ramped down to zero once the strong
current layer has formed. In sections 5.2-5.6 we investigate the magnetic reconnection and temperature
response of the plasma in greater detail. For simplicity we consider only driver 1, where the boundaries
are continuously driven throughout the simulation. Although simulations with zero resistivity produced
the largest currents, we found that the total energy was not conserved once numerical reconnection began.
The main error was in the calculation of the internal energy and, hence, the temperature. Simulations with
a non-zero η value, however, gave energy conservation throughout (see section 4.3.5) and so for sections
5.4-5.6 we analyse results from the experiment with η = 10−4 only. Section 5.2 investigates the maximum
plasma β as a function of time for η = 0, 10−5, 10−4 in order to determine the relative importance of the
Lorentz force and the pressure gradient. Section 5.3 investigates the temperature at the origin throughout
the simulation and also looks at isosurfaces and slices of the temperature. Section 5.4 analyses the current
fragmentation and in section 5.5 we plot the parallel electric field. Section 5.6 discusses the flows, including
the perpendicular vorticity.
In section 5.7 we calculate and plot the degree of squashing, Q, for the ideal, driver 1 experiment in order
to confirm that the areas where Q is high are the same as the areas where the current is high. Section 5.8
presents the calculation of the relative helicity injected during the second shear in the ideal driver 1 and 2
experiments.
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5.2 Plasma Beta
If gravity is neglected then we can anticipate the importance of the Lorentz force by comparing it with the
pressure gradient. Hence we plot the maximum plasma β as a function of time (Fig. 5.1) for three different
values of resistivity; η = 0, 10−5, 10−4. The plasma β is defined as the ratio of the gas pressure to the
magnetic pressure, so
β =
gas pressure
magnetic pressure =
p0
B20/2µ
=
2µp0
B20
.
Hence if β % 1 then we can neglect the pressure term, if β & 1 then we can neglect the Lorentz force.
We note in Fig. 5.1 that the value of the maximum plasma β increases as the current layer starts to
fragment. For the simulations with non-zero resistivities, βmax rises sharply at a time of around t = 8 to
a value of roughly 1.0. This means that the gas pressure is comparable with the magnetic pressure and so
at this time the pressure term becomes important. For the experiment with η = 0, the maximum plasma
β also increases as the current layer initially fragments. As the simulation progresses the general trend is
increasing and by the end of the simulation the maximum plasma β for the ideal experiment also reaches a
value of approximately 1.0.
Fig. 5.1: Evolution of the maximum value of β over time. The black line corresponds to η = 0, the red to
η = 10−5 and the blue to η = 10−4. The symbols represent each time the plasma β was calculated. Driver
1 and a grid resolution of 5123 was used.
5.3 Temperature Response of the Plasma
Fig. 5.2 shows the temperature at the origin as a function of time for three different values of resistivity;
η = 0, 10−5, 10−4. When the initial breakup of the current layer starts, the temperature rises sharply, for
all three experiments. These sharp rises are followed by a decrease in the temperature, and then as the
boundaries continue to be driven with driver 1 the current layer builds up again only to fragment for a
second time; this is seen in the second peaks of the temperatures. The process continues as the shearing
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continues. We also note that as we increase η the temperatures are higher, which is to be expected as there
is more reconnection taking place when the resistivity is increased.
Fig. 5.2: The temperature at x = y = z = 0 as a function of time. The black line corresponds to η = 0,
the red to η = 10−5 and the blue to η = 10−4. The symbols represent each time the temperature was
calculated. Driver 1 and a grid resolution of 5123 was used.
We found that in the experiment with η = 10−4, the Poynting flux and the rate of change of total energy
matched exactly (see Fig. 4.11), which did not happen when we assumed smaller resistivities as numerical
diffusion was present in these cases. For this reason we believe we can correctly follow the flow of energy
from the magnetic field to the plasma pressure and temperature in the η = 10−4 experiment. Hence for the
remainder of this section, along with sections 5.4-5.6, we analyse results from this simulation only.
Fig. 5.3: The temperature at x = y = z = 0 as a function of time with η = 10−4 and a grid resolution of
5123. The symbols denote each time the temperature was calculated.
Fig. 5.3 shows how the temperature at the origin varies for η = 10−4, as a function of time.
Initially the temperature is only 0.00667, corresponding to a coronal temperature of approximately T =
3.8 × 105K. What is clear is that the temperature remains low until the current sheet forms around t = 7
and reconnection begins. The temperature rises to around 1.4, which corresponds to a coronal temperature
of just under T = 8 × 107K for our choice of physical values. The extremely rapid rise in temperature up
to 1.4 occurs between t = 7.5 and t = 8.5. This is followed by a steep drop to around 1/3 of this value
at t = 9.0. As the photospheric boundaries continue to be driven the general trend of the temperature is
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upwards, with a few isolated sharp peaks.
This temperature is high but is consistent with the temperatures found by Hood et al. (2009) when
considering heating by Taylor relaxation. Botha et al. (2011) showed that these high localised temperatures
were reduced by a factor of 10 and spread out when thermal conduction, parallel to the magnetic field, is
included.
It is easy to see that the temperatures found during this experiment easily reach the required coronal
values.
Fig. 5.4: Temperature at x = y = 0 as a function of height, z at times t = 7 (solid line), t = 7.5 (dotted
line), t = 8 (dashed line) and t = 8.5 (dot-dashed line) for η = 10−4 and a grid resolution of 5123.
Fig. 5.4 shows the temperature at x = y = 0 against height. What is clear from this plot is that the
highest temperature is not necessarily at z = 0. At time t = 7, the highest temperates are seen at two peaks
which are located around z = ±0.1, however these peaks are only marginally higher than the temperature at
z = 0. By a time of t = 8.5, the peaks have moved inwards to roughly z = ±0.05 and here we see that the
peaks are approximately 1/3 higher than the temperature at z = 0. This behaviour can likely be attributed
to the reconnection that the current layer undergoes from time t = 7.5 onwards. Further examination of
this reconnection process, describing how the current layer fragments will be seen in later sections.
Isosurfaces of the temperature at a value of 0.3 are shown in Fig. 5.5. As we can see, at a time t = 7,
the temperature is very localised around the current layer, and as the simulation progresses reconnection
effects are apparent as the increased temperature spreads along the layer height, z. Slices of the temperature
at z = 0 are taken and displayed in Fig. 5.6, where blue corresponds to a value of 0 and red to 0.3. We
see the similar localised behaviour in these slices as in the isosurfaces and also note that towards the top
and base of the box, z = ±0.5, the temperature increase seems to spread out, although this temperature
is not as high as inside the current layer. By a time of t = 8.5, we clearly see an increase in temperature
located around the central region, x = y = 0. This is also the time of the highest peak current. Although
the temperature is quite localised, thermal conduction will spread the temperature along the field lines,
reducing the maximum value.
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Fig. 5.5: Isosurfaces of temperature at value=0.3 for η = 10−4 at times t = 7, 7.5, 8, 8.5, (a)-(d) respec-
tively. A grid resolution of 5123 was used.
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Fig. 5.6: Slices of temperature at z = 0 for η = 10−4 at times t = 7, 7.5, 8, 8.5, (a)-(d) respectively. Blue
corresponds to 0 and red to 0.3. A grid resolution of 5123 was used.
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5.4 Current Fragmentation
Fig. 5.7 shows the maximum current in the whole domain as a function of time. As we can see, the current
in the domain starts off fairly small and only starts to increase at t = 5. After this the current rises sharply
until it reaches a value around 260 at t = 8.5. After this time the maximum current starts to decrease as the
current layer starts to break up. Note that at a time of t = 14.5, the current rises again. This is due to the
continual driving of the photospheric boundaries; after the initial reconnection forces the current layer to
fragment the boundary motions force the magnetic field to twist again and the magnetic energy and current
both build up. This process is assumed to repeat as the boundaries continue to be driven.
Fig. 5.7: Maximum current in the domain as a function of time, for η = 10−4 and a grid resolution of 5123.
The symbols denote each time the current was calculated.
Slices of the current magnitude at the mid-plane are shown in Fig. 5.8, where blue corresponds to a
value of 0 and red to a value of 200. The arrows over plotted denote the vector [vx, vy, 0], which shows
the flow pattern. Note also that these slices show only a central region of roughly −0.15 < x < 0.15
and −0.1 < y < 0.1, to highlight the current layer. In all four snapshots we see a fast outflow from the
ends of the current layer, a clear indication that reconnection is taking place. We see little difference in the
structure of the current layer between t = 7 and t = 7.5, but by time t = 8 we see that the highest points
of current lie away from z = 0, where the current sheet has started to fragment in the centre. By t = 8.5
this reconnection process is more evident as there are now two distinct areas of high current on either side
of z = 0. It also appears as though another current layer is forming at z = 0, lying perpendicular to the
main current layers.
The evolution of the current gives us an indication of the reconnection process that is taking place. In
section 5.5 we consider the parallel electric field, as regions of high parallel electric field are likely sites for
reconnection, and in section 5.6 we further discuss the flow patterns in an attempt to better understand how
the current layer fragments.
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Fig. 5.8: Slices of current magnitude at z = 0 for times t = 7, 7.5, 8, 8.5, (a)-(d) respectively. η = 10−4
and a grid resolution of 5123 was used. Blue corresponds to a minimum of 0 and red to 200. The arrows
denote the vector [vx, vy, 0].
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5.5 E Parallel
An electric field component parallel to the magnetic field is an important quantity to analyse when studying
3D reconnection, as a non-zero integral of parallel electric field (E||) along a field line is a necessary and
sufficient condition for reconnection (Schindler et al., 1988). Fig. 5.9 shows the parallel electric field
(calculation: A.L. Haynes, private communication), integrated along a field line, at x = y = 0 as a function
of time. As we can see, the integratedE|| increases rapidly as the current layer forms, reaching its maximum
at t = 8− 8.5. After this peak, it starts to decrease and continues to do so, aside from a few isolated peaks.
Fig. 5.9: Absolute value of the parallel electric field integrated along a field line at x = y = 0 as a function
of time with η = 10−4 and a grid resolution of 5123.
In resistive MHD, as considered here, Ohm’s law is given by E+v×B = ηj, and so the parallel electric
fields are directly related to parallel currents by the relation Edl = ηjdl. Hence, the parallel electric field
has the same profile as the parallel current, scaled by η.
Fig. 5.10 shows the absolute value of the parallel electric field at x = y = 0 as a function of z. We see
here that at t = 7 the highest point of parallel electric field is at z = 0, but this changes as the simulation
progresses. At t = 7.5, the maxima occur at z = ±0.067; at t = 8 the maxima move outwards to
z = ±0.157 and at a time of t = 8.5 the maximum values lie at z = ±0.229.
Fig. 5.11 shows the absolute value of the parallel electric field at x = z = 0 as a function of y. At times
t = 7 and t = 7.5 the maximum value of |E||| is located at y = 0, but by a time of t = 8 two peaks occur
away from the origin and, by t = 8.5, these peaks have moved further away from the origin and the value
at y = 0 has decreased substantially. At t = 8.5 a secondary peak is also visible. These plots are directly
comparable to Fig. 5.8 and so this secondary peak can be accounted for by the extra current layer that is
starting to form.
Hence we see that the current layer starts to fragment at a time of t = 7.5 − 8 both along its length, y,
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Fig. 5.10: Absolute value of the parallel electric field at x = y = 0 as a function of z at times t =
7, 7.5, 8, 8.5, (a)-(d) respectively, with η = 10−4 and a grid resolution of 5123.
and in height, z. Fig. 5.12 shows the absolute value of E|| at y = z = 0 as a function of x and we see
that the location of highest parallel electric field, although decreasing and becoming less localised as the
simulation progresses, is at the origin for all snapshots shown. Note here that we look only at a central
region of x, −0.05 < x < 0.05, ignoring the periodic effects at the edges.
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Fig. 5.11: Absolute value of the parallel electric field at x = z = 0 as a function of y at times t =
7, 7.5, 8, 8.5, (a)-(d) respectively, with η = 10−4 and a grid resolution of 5123.
Fig. 5.12: Absolute value of the parallel electric field at y = z = 0 as a function of x at times t =
7, 7.5, 8, 8.5, (a)-(d) respectively, with η = 10−4 and a grid resolution of 5123.
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Fig. 5.13: Magnetic field lines drawn from starting points along a line −0.2 < y < 0.2 at x = z = 0,
coloured by |E||| at times t = 7, 7.5, 8, 8.5, (a)-(d) respectively. The blue corresponds to a value of 0 and
the red to 0.02.
Fig. 5.13 shows magnetic field lines drawn from starting points along a line −0.2 < y < 0.2 at
x = z = 0, coloured by |E|||. At t = 7 we see that the red region, and hence high parallel electric field is
focused around the origin. By a time of t = 7.5 there appears to be little difference but when we approach
a time of t = 8 we see that the areas of highest |E||| have now moved away from the origin in both the y
and z directions. At t = 8.5, this outward movement in y and z of the areas with highest parallel electric
field has increased and we can clearly see that there are now several regions where the value of the parallel
electric field is high.
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5.6 Flows
We now examine the flow patterns at times t = 7 − 8.5. Fig. 5.14 displays the velocity components, (a)
vx as a function of x, (b) vy as a function of y and (c) vz as a function of z, where t = 7 is denoted by the
solid line, t = 7.5 by the dotted line, t = 8 by the dashed line and t = 8.5 by the dot-dashed line. Note that
vx is plotted against −0.05 < x < 0.05, so we focus in on the current layer and ignore the periodic effects
that are seen at the boundaries.
Fig. 5.14: Velocity components, (a) vx as a function of x, (b) vy as a function of y and (c) vz as a function
of z at times t = 7 (solid line), t = 7.5 (dotted line), t = 8 (dashed line) and t = 8.5 (dot-dashed line).
η = 10−4 and a grid resolution of 5123 was used.
We can see in Fig. 5.14 that at times t = 7 − 7.5, the plasma is flowing in towards x = 0 in the x
direction and then by t = 8.5 this process has reversed and the plasma is now flowing out from x = 0. In
the y direction, at t = 7 − 7.5, the plasma flows outwards from y = 0 but by t = 8.5, a secondary flow
pattern appears, where some plasma begins to flow towards y = 0.
We would expect that in the z = 0 plane, plasma would flow in towards a current layer and out along its
length. This is what we are seeing in Fig. 5.14 as for t = 7 − 7.5, the current layer lies along the y axis
perpendicular to the x axis. By a time of t = 8.5, fragmentation has occurred and a secondary current layer
has started to form perpendicular to the first (see Fig. 5.8). We therefore see a disruption in the flow pattern
as some of the plasma now flows in towards this new current layer and out along its length.
In the z direction, plasma flows outwards from z = 0 throughout the simulation.
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5.6.1 Vorticity
Both Hesse (1995) and Hornig and Priest (2003) indicate that counter rotational flows are an essential
ingredient of 3D reconnection. We consider this by analysing the z component of the vorticity. Fig. 5.15
shows the z component of the perpendicular vorticity, ω⊥ = ((∇× v)×B)|B| · eˆz , as a function of z at
x = y = 0, where the star symbols represent when ω⊥ = 0, and hence the points either side of the stars
have different sign. This change of sign in the perpendicular vorticity denotes a counter rotation in the flow.
We see that at times t = 7 and t = 7.5 there is a counter rotation in the flow located at the origin. By t = 8
there are 3 locations identified where there is a counter rotation. Note that the heights at which these new
locations of counter rotating flows appear agree with the locations where the absolute value of the parallel
electric field is at its highest.
Fig. 5.15: [ω⊥]z at x = y = 0 as a function of z at t = 7, 7.5, 8, 8.5, (a)-(d) respectively. η = 10−4 and
a grid resolution of 5123 was used. The star symbol indicates locations where there is a change of sign in
ω⊥.
5.6 Flows 116
Fig. 5.16 shows the z component of the perpendicular vorticity as a function of y at x = z = 0. As well
as the counter rotation already identified at the origin, by a time of t = 8.5, there are also counter rotations
in the flow at heights z = ±0.06. |E||| peaks at these heights. Fig. 5.17 shows the z component of the
perpendicular vorticity as a function of x at y = z = 0, noting here that we again see only −0.05 < x <
0.05 to eliminate periodic effects. Here we see by t = 8.5, a counter rotation in the flow at x = 0 starting
to develop.
Fig. 5.16: [ω⊥]z at x = z = 0 as a function of y at t = 7, 7.5, 8, 8.5, (a)-(d) respectively. η = 10−4 and a
grid resolution of 5123 was used. The star symbol denotes locations where there is a change of sign in ω⊥.
The z component of the perpendicular vorticity is quadrupolar in nature. This is seen in Fig. 5.18, where
the slices are taken at values of z ≥ 0 where the absolute parallel electric field is at its highest, i.e. at t = 7,
the slice is at z = 0.0; at t = 7.5 the slice is at z = 0.067; at t = 8 the slice is at z = 0.157 and at t = 8.5
the slice is taken at z = 0.229.
We see that, particularly at times t = 7.5 − 8.5, the blue colour is more dominant, corresponding to a
negative vorticity. If we analyse slices at the values of z < 0 where the absolute parallel electric field is at
its highest, i.e. at z = −0.067,−0.157,−0.229, we see the reverse where the red colour (positive vorticity)
is now dominant.
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Fig. 5.17: [ω⊥]z at y = z = 0 as a function of x at t = 7, 7.5, 8, 8.5, (a)-(d) respectively. η = 10−4 and a
grid resolution of 5123 was used. The star symbol denotes locations where there is a change of sign in ω⊥.
Fig. 5.18: [ω⊥]z at z = 0, 0.067, 0.157, 0.229 (locations of highest absolute parallel electric field) at times
t = 7, 7.5, 8, 8.5, (a)-(d) respectively. η = 10−4 and a grid resolution of 5123 was used. Red corresponds
to a maximum of 75 and blue to a minimum of -75.
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5.7 Q Values
Separatrices are topological features associated with reconnection and they occur where the photospheric
footpoint mapping is discontinuous. This discontinuity permits the generation, under line-tied coronal dy-
namics, of magnetic discontinuities at which the current density is formally infinite. In Priest and De´moulin
(1995) it is stated that the condition of a discontinuous jump in field line connectivity can be weakened to
a local large spatial variation in the connectivity to describe quasi-separatrix layers (QSLs) and can be
detected by measuring the degree of squashing, Q.
Regions of high Q outline QSLs and they are thought to be sites of preferential current sheet formation.
We therefore calculate the degree of squashing to see if areas of high Q match areas of high current.
A QSL is defined in De´moulin (2006) by considering mapping one photospheric polarity to the opposite
one:
r+(x+, y+) 1→ r−(x−, y−), (5.1)
and the reversed one
r−(x−, y−) 1→ r+(x+, y+). (5.2)
which can be represented by some vector functions (X−(x+, y+), Y−(x+, y+)) and (X+(x−, y−), Y+(x−, y−)),
respectively. The norm N(r+) and N(r−) of the respective Jacobian matrix in Cartesian coordinates are
N± ≡ N(x±, y±) =
[(
∂X∓
∂x±
)2
+
(
∂X∓
∂y±
)2
+
(
∂Y∓
∂x±
)2
+
(
∂Y∓
∂y±
)2]
. (5.3)
Let us now consider a field line linking the photospheric locations (x+, y+) to (x−, y−) having nor-
mal field component Bn+ and Bn− , respectively. A difficulty with the definition of Eq. (5.3) is that
N(x+, y+) (= N(x−, y−) ifBn+ (= Bn− , so that a QSL does not fulfill a unique condition. Hence, follow-
ing Titov et al. (2002), we define a function which is independent of the mapping direction, the squashing
degree Q
Q+ =
N2+
Bn+/B
∗
n−
≡ Q∗− =
N∗2−
B∗n−/Bn+
, (5.4)
or equivalently
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Q− =
N2−
Bn−/B
∗
n+
≡ Q∗+ =
N∗2+
B∗n+/Bn−
, (5.5)
where asterisking the functions indicates that their arguments x∓ and y∓ are substituted on X∓(x±, y±)
and Y∓(x±, y±), respectively. Then, a QSL is defined by Q& 2, see Titov et al. (2002).
The physical meaning of the Q factor can be explained, as in Aulanier et al. (2005), by considering an
elementary flux tube rooted in an infinitesimal circular region in one polarity. Q simply measures the aspect
ratio of the distorted ellipse defined by the footpoint mapping of this flux tube in the other polarity. In other
words, Q measures how much the initial elementary region is squashed by the field line mapping.
Both the norm and the squashing factor characterise QSLs in the same basic way. They are dimension-
less, are smallest when the mapping is a rigid translation, rotation or inversion, and become larger with the
degree of deformation. Plots of their values exhibit narrow areas of exceptionally large deformations which
are the QSLs.
The degree of squashing was numerically calculated (calculation: A.L. Haynes, private communication)
at a time t=7 for various z values. Q is shown in Fig. 5.19 for z = 0.0, 0.2 and 0.4. This plot is comparable
with slices of the current magnitude at the same heights shown in Fig. 4.17.
Note that the maximum value of Q is Qmax = 1.9 × 104 for z=0, Qmax = 3.2 × 104 for z=0.2 and
Qmax = 3.4× 104 for z=0.4.
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Fig. 5.19: Plots of Q for z=0.0,0.2,0.4 (top to bottom).
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5.8 Relaxation
The simulations were continued up to a time of t = 25 and it is interesting to see how the magnetic field
and currents behave after the current layer has formed. Fig. 5.20 shows plots of the magnetic field lines at
t = 25, drawn in both directions from starting points along a line −0.2 < y < 0.2 for x = 0, z = 0. When
driver 2 is used, the magnetic field lines that lie along this line straighten out. Hence, as expected, when
boundary driving stops, the magnetic field lines start to untangle and relax back towards a lower energy
state.
Fig. 5.20: Magnetic fieldlines drawn from starting points along a line −0.2 < y < 0.2 at x = 0, z = 0
at a time t=25.0. Driver 1 is shown in (a) and driver 2 in (b), both experiments are with η = 0 and grid
resolution 5123.
However, for driver 1, when the shearing motion is continued the field lines remain sheared and an
isosurface of current still shows a fragmented current layer. Once the current layer forms and reconnec-
tion starts, the internal energy continues to rise (as shown in Fig. 4.7) as the Poynting flux crossing the
boundaries is continually dissipated as heat.
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Fig. 5.21: Magnetic field components at the mid-plane shown across the layer at time t = 25 (a) Bx,
(b) By and (c) Bz . The dotted line shows the field components when driver 1 is used, the dashed
line shows driver 2. The solid line denotes the initial magnetic field after the first shear, i.e. B =[
0,λ sin
(
pix
w
)
,
√(
1 + λ2 cos2
(
pix
w
))]. Experiments are with η = 0 and grid resolution 5123.
Fig. 5.21 shows the magnetic field components plotted at the mid-plane, y = 0 across the layer at time
t = 25 for both drivers. The initial magnetic field (after the first shear) is also shown as the solid line. We
also see here that driver 2 appears to be relaxing back to a lower energy state whereas, particularly looking
at the y component ofB for driver 1, Fig. 5.21(b) (dotted line), there is still a distinct discontinuity located
at x = 0.
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5.8.1 Helicity
Magnetic helicity can be described as the extent to which a magnetic field B wraps around itself. Within a
volume V it is defined as
H =
∫
V
A ·B dV, (5.6)
where the vector potential A satisfies
B =∇×A. (5.7)
The vector potential is only defined up to a gauge transformation (A′ = A+∇) and so H is only gauge-
invariant when the magnetic field is fully contained inside the volume V (i.e. at any point of the surface
surrounding V, Bn = 0).
Berger and Field (1984) show how when Bn (= 0, a relative magnetic helicity, Hr, can be defined by
subtracting the helicity of a reference field B0, having the same distribution of Bn on S:
Hr =
∫
V
A ·B dV −
∫
V
A0 ·B0 dV. (5.8)
Hr is gauge-invariant. A sensible choice for the reference fieldB0 is a potential field withA0 satisfying
B0 =∇×A0,∇ ·A0 = 0 and (A0)n = 0 on S; then we see the helicity vanish (Berger (1988)).
A method of calculating the injection of helicity by photospheric shearing motions is now described, as
in De´moulin et al. (2001). Therefore in order for helicity to change inside V, helicity flux must be crossing
the boundary S. Berger and Field (1984) show the change of relative helicity to be
dHr
dt
= −2
∫
S
[(A0 · v)B− (A0 ·B)v] .dS, (5.9)
where v is the velocity of the plasma. The last term on the right-hand side of Eq. (5.9) represents a direct
inflow of plasma inside the volume V (for v.dS > 0, otherwise inflow should be replaced by outflow),
which carries magnetic helicity together with the magnetic flux. In order to evaluate the amount of Hr
injected by shearing motions, we only have to consider the first term on the right-hand side of Eq. (5.9).
This term represents the injection of helicity by plasma motions parallel to the surface S . In this case, Eq.
(5.9) reduces to
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dHr
dt
= −2
∫
S
(A0 · v)BndS. (5.10)
This helicity injection depends only on plasma motions v and the normal field Bn, integrated over all
positions r on S. This contrasts with the injection of energy (Poynting flux), which also depends on the
stress of the field into the corona. In this way, we can compute the injection of magnetic helicity.
For simplicity, let us assume that the photosphere is locally planar at the scale size of an active region.
ComputingA0 as a function of the Bn distribution Berger (1984, 1988) derived an expression for dHr/dt
that depends only on observable photospheric quantities (Bn,R and v):
dHr
dt
= − 1
pi
∫
S
∫
S′
R× v(r)
R2
∣∣∣∣
n
Bn(r)Bn(r
′
)dSdS
′
, (5.11)
whereR = r− r′ is the difference between two spatial positions on the photospheric plane. This equation
involves a double integration on the boundary. Since the integrations are done on the same surfaces, S = S′ ,
we can exchange r and r′ . This yields a new equation that, summed up with equation (5.11), gives
2
dHr
dt
= − 1
pi
∫
S
∫
S′
R×
[
v(r)− v(r′)
]
R2
∣∣∣∣∣∣
n
Bn(r)Bn(r
′
)dSdS
′
. (5.12)
For our simulations we have
dHr
dt
=
1
pi
∫
S
∫
S′
(
vx(y)− vx(y′)
)(
y − y′
)
(x− x′)2 + (y − y′)2 × (5.13)
×
√
1 + λ2 cos2
(pix
0.3
)√
1 + λ2 cos2
(
pix′
0.3
)
dxdydx
′
dy
′
.
Using this expression, a numerical estimate was found for the relative helicity from our second shear,
dHr
dt
= 0.038f(t). (5.14)
Hence, when using driver 1 we have
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Hr = 0.00095
∫
(1 + tanh (2t− 4)) dt,
= 0.0019 [t+ 0.5 (ln(cosh(2t− 4))− ln(cosh(4)))] . (5.15)
and for driver 2, when the shearing motions stop, the relative helicity in the system from the second shear
is
Hr = 0.00095
∫
(tanh (2t− 4)− tanh (2t− 14)) dt,
= 0.00095 [ln(cosh (2t− 4)− ln(cosh (2t− 14)− ln(cosh(4)) + ln(cosh(14))] . (5.16)
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Fig. 5.22: The relative helicity in the system when driver 1 is used (left) and driver 2 is used (left).
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5.9 Conclusions
The shearing experiment in Chapter 4 was analysed further in this chapter, the plasma beta and temperatures
were calculated for both the ideal and resistive simulations and then the fragmentation and reconnection
process was analysed in detail. In section 5.2 we plotted the maximum plasma β as a function of time for
η = 0, 10−5, 10−4. We found that the value of the maximum plasma β increases as the current layer starts
to fragment. For the simulations with non-zero resistivities, βmax rises sharply at a time of around t = 8 to
a value of roughly 1.0. This means that the gas pressure is comparable with the magnetic pressure and so
at this time the pressure term becomes important. For the experiment with η = 0, the maximum plasma β
also increases as the current layer initially fragments and by the end of the simulation the maximum plasma
β for the ideal experiment also reaches a value of approximately 1.0.
Throughout sections 5.3-5.5 we have analysed simulations using boundary driver 1, a resistivity of η =
10−4 and a fixed grid resolution of 5123. The reason for using this value of resistivity was outlined in
chapter 4; in these simulations we are confident that energy is being conserved throughout the experiment
and hence we can correctly follow the flow of energy. This is important for these sections as we are
analysing the temperature response and the current layer fragmentation.
We have analysed the temperature response of the plasma and found that when the current layer starts
to fragment, in the η = 10−4 experiment, the temperature at the origin calculated using our chosen val-
ues reaches approximately 8 × 107K. If thermal conduction parallel to the magnetic field is included, the
temperatures will be reduced by a factor of roughly 10 (Botha et al., 2011). The temperature is fairly lo-
calised but the inclusion of thermal conduction would also spread these temperatures along the field lines.
If parallel thermal conduction and optically thin radiation was present in the simulations, more realistic
predictions of the temperature could be made and, using forward modelling techniques, we could compare
with observed properties of coronal loops.
The current layer forms at t = 7 and starts to fragment at roughly t = 8. For this reason, in sections 5.3-
5.5, we examine various aspects of the fragmentation at times t = 7, 7.5, 8, 8.5 so we can closely examine
the break up of current. In section 5.3 we plot slices of the current magnitude at z = 0 and over plot the
horizontal velocity. We see evidence that the current layer fragments along its length, y, and in slices there
is evidence of a fast outflow from the ends of the layer indicating reconnection. Section 5.4 investigates
the electric field component parallel to the magnetic field, as a non-zero integral of E|| along a field line
is a necessary and sufficient condition for reconnection (Schindler et al., 1988). Here we find supporting
evidence of fragmentation along the layer length and see that the areas of high parallel electric field split
from z = 0 and form two peaks after t = 7, indicating reconnection in the layer height. We also drew
magnetic field lines and coloured them by E|| to find a similar pattern. The flow pattern was discussed
in section 5.5, including analysis of the perpendicular vorticity. Counter rotational flows are thought to
be essential in 3D reconnection (Hesse, 1995; Hornig and Priest, 2003) and we found counter rotations
in the flow at the same points as where the parallel electric field was at its highest. We conclude that the
current layer starts to fragment and reconnect along its length, y, as well as in height at a time of roughly
t = 7.5− 8.
Section 5.6 describes how we calculated the degree of squashing, Q for the driver 1, η = 0 experiment.
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As regions of high Q outline QSLs and they are thought to be sites of preferential current sheet formation,
we calculated and plotted Q hoping to find that areas of high Q coincided with areas of high current. This
was found to be the case. Section 5.7 shows the calculation of the relative helicity injected during our
numerical shear for the ideal experiments with each driver. Once the photospheric driving is switched off
(i.e. simulations using driver 2), the magnetic field tries to relax towards its lowest energy state. Since, the
boundary motions have injected helicity into the plasma, the final state should be a linear force-free field
with the same magnetic helicity as that at the time the driving is stopped. This is an interesting branch of
the work that could be studied further.
Chapter 6
Current Sheet Formation: Elliptical Boundary
Motions applied to a Magnetic Field
6.1 Introduction
In Chapters 4 and 5 we have outlined simulations that involve simple shearing motions of the magnetic
field. A potential drawback to this type of shearing is that the magnitude of the shears are larger than the
size of the numerical box. In this chapter we describe simulations where the magnetic field is stressed by
applying elliptical motions which stay inside the box. Elliptical motions are applied on the top and base
of the box and so, unlike in previous experiments where two shears are performed, it is possible that this
single motion may lead to the formation of current layers.
6.1.1 Outline of this Chapter
First we describe how our numerical simulation models elliptical motions driven on the top and bottom
boundaries. We then describe the resulting energetics, followed by an analysis of the currents, magnetic
field and temperatures.
6.2 Numerical Model
The simulations are carried out using the 3D MHD, Lagrangian remap, shock capturing code Lare3d
described in chapter 2.
6.2.1 Equations
Lare3d runs with the resistive MHD equations, Eq. (1.11) - Eq. (1.18), where the choice is taken to
normalise the magnetic field B0, density ρ0 and length L0. Gravity is neglected in our simulations and we
initially set ρ = 1 and # = 0.01, corresponding to a gas pressure of 0.00667 or plasma β of 0.013. The
physical viscosity is zero.
In a solar context, if we choose the unit of magnetic field strength B0 = 10 G, the electron number
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density ne = 5× 1014 m−3 and the unit of length L0 = 50Mm (corresponding to a short loop over the top
of a single supergranule cell), we have normalising values of velocity v0 = 975.5 km s−1, time t0 = 51s
and temperature T0 = 5.7× 107 K.
An initially uniform magnetic field is chosen to be of the form
B = [0, 0, 1], (6.1)
which automatically satisfies j×B = 0.
We fix the grid resolution to 3523 in all of the simulations presented in this chapter.
6.2.2 Boundary Conditions
The equations are solved in a 3D Cartesian box, −1 < x < 1, −1 < y < 1 and −2 < z < 2. We assume
periodic boundary conditions in both x and y (the sides of the box) and z is line-tied (the top and base of
the box). The magnetic field components, specific internal energy density and mass density on the top and
bottom boundaries have zero normal derivative, i.e. ∂Bx∂z =
∂By
∂z =
∂Bz
∂z =
∂&
∂z =
∂ρ
∂z = 0. On the top and
bottom boundaries, vz is set to zero with vx and vy discussed in section 6.3.
6.3 Boundary Motions
On the top boundary, we choose the ellipse φ = cos
(
pi
√
x2
b2
+
y2
a2
)
and so we set the spatial part of the
velocity components to be
vx =
∂φ
∂y
=


− sin
(
pi
√
x2
b2
+
y2
a2
)
piy
a2
√
x2
b2
+
y2
a2
if x
2
b2
+
y2
a2
< 1 ,
0 if x
2
b2
+
y2
a2
≥ 1,
vy = −∂φ
∂x
=


sin
(
pi
√
x2
b2
+
y2
a2
)
pix
b2
√
x2
b2
+
y2
a2
if x
2
b2
+
y2
a2
< 1 ,
0 if x
2
b2
+
y2
a2
≥ 1.
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On the bottom boundary, we choose the ellipse φ = − cos
(
pi
√
x2
a2
+
y2
b2
)
and so we set the spatial
part of the velocity components to be
vx =
∂φ
∂y
=


sin
(
pi
√
x2
a2
+
y2
b2
)
piy
b2
√
x2
a2
+
y2
b2
if x
2
b2
+
y2
b2
< 1 ,
0 if x
2
a2
+
y2
b2
≥ 1,
vy = −∂φ
∂x
=


− sin
(
pi
√
x2
a2
+
y2
b2
)
pix
a2
√
x2
a2
+
y2
b2
if x
2
b2
+
y2
b2
< 1 ,
0 if x
2
a2
+
y2
b2
≥ 1.
For this set of experiments we choose a = 1.0 and b = 0.5 so that we have φ = cos
(
pi
√
4x2 + y2
)
on
the top boundary and φ = − cos
(
pi
√
x2 + 4y2
)
on the bottom.
This means that the spatial parts of the velocity components are defined as
vxtop =


− sin
(
pi
√
4x2 + y2
)
piy√
4x2 + y2
, if 4x2 + y2 < 1,
0 if 4x2 + y2 ≥ 1,
vytop =


4 sin
(
pi
√
4x2 + y2
)
pix√
4x2 + y2
, if 4x2 + y2 < 1 ,
0 if 4x2 + y2 ≥ 1.
vxbottom =


4 sin
(
pi
√
x2 + 4y2
)
piy√
x2 + 4y2
, if x2 + 4y2 < 1,
0 if x2 + 4y2 ≥ 1,
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vybottom =


− sin
(
pi
√
x2 + 4y2
)
pix√
x2 + 4y2
, if x2 + 4y2 < 1 ,
0 if x2 + 4y2 ≥ 1.
Fig. 6.1 shows the spatial part of the velocities imposed on the top and base of the numerical box.
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Fig. 6.1: Elliptical motions imposed on the top (left) and the base (right) of the numerical box.
6.3.1 Driver
The driver has a temporal velocity profile that ramps up to a constant value of 0.01, corresponding to
roughly 10 km s−1 for our chosen values, namely
vx = 0.005
(
1 + tanh
(
t− t1
td
))
, (6.2)
where t1 and td are chosen to be 2.0 and 0.5, respectively.
The hyperbolic tanh profile is chosen so that we have a gradual rise up to our constant value. This
prevents any impulsive motion at t = 0. We model slow motions so that the magnetic field evolves through
a series of (almost) equilibria.
6.3 Boundary Motions 132
6.3.2 Movement of the Fluid Elements
The elliptical boundary motions stress the magnetic field and it is important to understand how particular
fluid elements are moved during the simulation. To examine this, we consider
dx
dt
= vx,
dy
dt
= vy.
For our experiment, on the top boundary, we have
dx
dt
=
− sin
(
pi
√
4x2 + y2
)
piy√
4x2 + y2
[
0.005
(
1 + tanh
(
t− 2
0.5
))]
,
dy
dt
=
4 sin
(
pi
√
4x2 + y2
)
pix√
4x2 + y2
[
0.005
(
1 + tanh
(
t− 2
0.5
))]
,
for 4x2 + y2 < 1.
The highest current will be located near x = y = 0 and so we investigate the location of fluid elements
when x and y are assumed small. dx
dt
and dy
dt
can then be approximated by
dx
dt
= −0.01pi2y, dy
dt
= 0.04pi2x.
Solving this we find that
x(t) = −y(0)
2
sin
(
0.01(2pi2)t
)
+ x(0) cos
(
0.01(2pi2)t
)
,
y(t) = y(0) cos
(
0.01(2pi2)t
)
+ 2x(0) sin
(
0.01(2pi2)t
)
,
where x(0) and y(0) are the initial starting points.
We therefore find that the fluid elements are moved a maximum of 0.01pit complete ellipses, or through
an angle of 0.01pit× 2pi, by the motions implemented on the top boundary. The similar calculation on the
bottom boundary similarly shows that the fluid elements are being moved a maximum of 0.01pit complete
ellipses and so overall the fluid elements near the origin are moved through an angle of 0.02 × 2pi × t or
through an angle of 0.02pit× 2pi.
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6.4 Evolution of the Magnetic Field
Fig. 6.2: Slices of the current magnitude at z = 0 at times (a) t = 0, (b) t = 15, (c) t = 40 and (d) t = 65
for η = 0. Blue corresponds to a minimum value of 0 and red to a maximum value 40. A grid resolution of
3523 was used.
The evolution of the magnitude of the current in the mid-plane for the experiment with η = 0 is illustrated
in Fig. 6.2(a) for the times 0, 15, 40 and 65. This value of η is chosen to allow the maximum possible
current to be obtained. At the start of the simulation, clearly, there is no accumulation of current within the
domain. The maximum current in this plane increases and starts to accumulate until, at t = 40, we see an
intense thin current layer (Fig. 6.2(c)). By t = 65, the current layer has broken up and many small current
concentrations have built up (Fig. 6.2(d)). This behaviour is likely to be a result of numerical reconnection
occurring, similar to the simulations described in Chapter 4.
6.5 Energetics 134
Fig. 6.3: Maximum current in the domain as a function of time with η = 0 (black), η = 10−4 (red) and
η = 5 × 10−4 (blue). A grid resolution of 3523 was used. The symbols mark each time the current was
calculated.
Fig. 6.3 shows the maximum current in the whole domain as a function of time for η = 0 (black),10−4
(red) and 5×10−4 (blue). These values of resistivity were chosen after estimating the numerical diffusivity
of the code, similar to the method in Chapter 4. Taking into account the size of our domain and the grid
resolution used, it is of the order of vA(∆x)2/L ≈ 1.6 × 10−5, where vA ≈ 1 is the maximum Alfve´n
speed, L ≈ 2.0 is the dynamical length scale and ∆x ≈ 2.0/352 = 5.68 × 10−3 is the maximum grid
spacing across the current layer (for details see Arber et al. (2007)). We select two values for η larger than
this, namely 10−4 and 5× 10−4.
As we can see, for the ideal case (black), the current in the domain starts off fairly small but begins to
rise at a steady rate until a time of t = 51. Between t = 51 and t = 52 there is a rapid rise in the current,
which then fluctuates at this higher level until a time of t = 63, where it falls. Note that in section 6.5, we
also see rapid changes in the energies at t = 52, most probably due to numerical reconnection. The trend
is similar for the η = 10−4 case but the maximum current values are generally smaller. The experiment
with η = 5 × 10−4 shows much smaller maximum current values, more slowly increasing and peaking at
a value of just 40 at t = 42.
6.5 Energetics
Fig. 6.4 shows the time evolution of all energies for all three cases of η. η = 0 is shown by the solid
line, η = 10−4 by the dotted line and η = 5 × 10−4 by the dashed line. The flow of energies follow a
similar pattern to that shown with simulations presented in Chapter 4. The magnetic energy (Fig. 6.4(c))
dominates over the other energies and is roughly 10 times larger. The ideal case (solid line) is initially
almost constant until about t = 20 when it begins to rise. It peaks just after t = 52, then decreases slightly
before increasing again. The initial magnetic energy increase is smaller as η increases. This is due to the
fact that the Poynting flux injected into the domain decreases as η increases (see Fig. 6.5).
The kinetic energy (Fig. 6.4(a)), for the η = 0 case (solid line), remains extremely small until the current
layer has formed at around t = 52, when it starts to increase. This sudden and dramatic increase in kinetic
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energy is almost certainly due to numerical diffusion causing the magnetic field to reconnect. The system
is trying to dissipate the currents at the same time as the driver is continuing to stress the field. In response
to the reconnection, at a time of around t = 52, the internal energy (Fig. 6.4(b)), for the ideal case, begins
to rise indicating that the plasma is being heated. A larger amount of reconnection, at an earlier time occurs
as η increases and thus the internal energy increase is larger and occurs earlier.
Fig. 6.4: Volume integrated energies (a) kinetic, (b) internal, (c) magnetic and (d) total energy as functions
of time for η = 0 (solid), η = 10−4 (dotted) and η = 5 × 10−4 (dashed). A grid resolution of 3523 was
used.
Fig. 6.5: The instantaneous negative Poynting flux and the rate of change in the total energy, detot/dt,
versus time with a 3523 grid for η = 0 (black, plus signs), η = 10−4 (red, diamonds) and η = 5 × 10−4
(blue, asterisks).
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Fig. 6.5 compares the instantaneous Poynting flux with the time rate of change of the total energy. For
the ideal case (black), the Poynting flux matches the rate of change in total energy exactly, until a time of
around t = 50. Then the effects of the numerical diffusion become significant and the two curves start to
deviate. For the η = 10−4 case the match is much better, with only a very slight deviation at a time of
around t = 50. For η = 5× 10−4, we have complete energy conservation, with the Poynting flux matching
the rate of change in total energy exactly throughout the simulation. This is a similar pattern to that seen in
the ideal shearing experiment carried out in Chapter 4.
6.6 Current Layer Structure
We now examine the structure of the current layer, choosing to analyse the data from the ideal simulation,
allowing the maximum current to be obtained. We examine the current at a fixed time of t = 40 as we
believe this is the time when the current has built up into a thin twisted current layer but, as of yet, shows
no evidence of numerical reconnection. At this time the fluid elements near the origin have been moved
through an angle of approximately 1.25 × 2pi on the top boundary and bottom boundary and hence a total
angle of 2.5× 2pi. It is possible that the field is close to the onset of a kink type instability.
Fig. 6.6 shows an isosurface of the current magnitude at t = 40, at approximately 20% of the maximum
current in this experiment. We clearly see a highly twisted current layer. We note that, when viewing a
cut at the mid-plane, the sheet is not straight (see Fig. 6.2). This is because the boundaries are driven
in oppositely signed elliptical motions, in opposite directions. The sheet does lie straight, at the points
z = ±1. At z = −1, the sheet lies along the y-axis and at z = 1 the sheet lies along the x-axis.
Fig. 6.6: Isosurface at 20% of the maximum current magnitude at t = 40 for η = 0. A grid resolution of
3523 was used.
Fig. 6.7 shows a slice of the current magnitude at z = −1 at time t = 40, where the sheet lies straight
along the y-axis. Here we see the vector [Bx, By, 0] over plotted. There is a clear indication of anti-parallel
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Fig. 6.7: Slice of the current magnitude at z = −1 with the arrows denoting the vector [Bx, By, 0] taken at
time t = 40 for η = 0. Blue corresponds to a minimum value of 0 and red to a maximum of 40. A grid
resolution of 3523 was used.
field on either side of the current layer and regions of stronger field seem to align with the contours of the
current magnitude.
Fig. 6.8: Plots of current with η = 0 and a grid resolution of 3523 taken at time t = 40. jz at z = −1 (a)
across the layer (y = 0) and (b) along the layer (x = 0). Notice here that we focus on the central area of
the box, −0.4 < x, y < 0.4.
Now we consider the current within the current layer at z = −1. From Fig. 6.7 we see that at t = 40 a
thin narrow current layer is formed that lies along the y-axis in this z = −1 cut.
The dominant component of the current is jz , as in Chapter 4, and so we focus on this one component
of the current. From a plot of jz along the x-axis, at z = −1, i.e., across the current layer, (Fig. 6.8(a))
we can see that the current sheet is fairly narrow. It has just 4 grid points across it, which corresponds to a
width of δ = 0.023 since the box has a length of 2 and we have a grid resolution of 3523.
Next we consider the variation of the current along the layer by looking at a cut along x = 0 at z = −1.
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From Fig. 6.8(b) we can see that the length of the layer is approximately 0.4, almost twenty times the width
of the layer.
Fig. 6.9: [j ×B]x across the layer (y = 0) at z = −1 at t = 40. Notice here that we focus on the central
area of the box, −0.4 < x < 0.4. The experiment is with η = 0 and 3523 grid resolution.
As previously stated in Chapter 4, the width of our current layer will not be infinitely thin since we have a
finite grid resolution. However, if a current sheet is trying to form within a magnetic field that is effectively
in equilibrium, the forces will continue to squeeze plasma only in the region near the sheet. Elsewhere the
forces will be balanced. Therefore, as before, the x component of the Lorentz force is plotted in Fig. 6.9
across the layer (y = 0) at z = −1. The Lorentz force is very small everywhere except inside the current
layer.
6.7 Magnetic Structure
The magnetic field components at z = −1 are plotted, at t = 40, across the current layer as functions of x
in Fig. 6.10. It is clear that there is a rapid change in the component of the magnetic field parallel to the
current layer, By , across the layer and that the perpendicular component, Bx, is very small in comparison.
We note here that the size of Bx is of the order 0.1, which is comparable to the Bx component in the
shearing experiment when taken across the current layer, at a height z = 0.2 (Fig. 4.21(a)).
The total pressure (magnetic plus plasma) across the current layer must be continuous. This is seen
in Fig. 6.10 (d). The gas pressure is small compared to the magnetic pressure and so as By vanishes at
the centre of the current layer, Bz must increase at the centre of the layer to ensure that total pressure is
continuous. This effect is less pronounced than in the shearing experiment (see Fig. 4.20(b)).
Fig. 6.11 shows field lines plotted in both directions at z = −1, with starting points along a line
−0.2 < y < 0.2 that lies either side of the current layer at x = 0.02 (red lines) and x = −0.02 (green
lines). The field lines clearly lie along the current layer and we also see that the green and red field lines lie
at different angles, which we expect since the field lines lie on either side of the current layer.
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Fig. 6.10: The magnetic field components at t = 40 are shown across the layer at y = 0, z = −1 in (a) Bx,
(b) By , (c) Bz and (d) Total pressure for η = 0. A grid resolution of 3523 was used. Notice here that we
focus on the central area of the box, −0.4 < x < 0.4.
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Fig. 6.11: Magnetic fieldlines drawn from starting points along the line −0.2 < y < 0.2 at z = −1,
x = 0.02 (red lines) and x = −0.02 (green lines) at t = 40 taken from the experiment with η = 0 and 3523
resolution.
6.8 Temperatures
Fig. 6.12: The temperature at x = y = z = 0 as a function of time with η = 0 (black), η = 10−4 (red) and
η = 5 × 10−4 (blue). A grid resolution of 3523 was used. The symbols denote each time the temperature
was calculated.
Fig. 6.12 shows how the temperature at the origin varies for the η = 0, 10−4 and 5× 10−4 experiments
as a function of time. Initially the temperature is only 0.00667 and remains low until the current sheet starts
to fragment and reconnection begins. The temperature in the ideal case (black) peaks at around 0.2. The
extremely rapid rise in temperature up to 0.2 occurs between t = 49 and t = 56. This is followed by a
steep drop to around 1/4 of this value at t = 58. The photospheric boundaries continue to be driven and
the temperature rises again, only to fall off shortly afterward. This process is assumed to continue. For
the η = 10−4 case there is a strong agreement between the Poynting flux and the rate of change of total
energy. For this reason we trust that we can accurately follow the follow of energy from the magnetic field
to the temperature. Fig. 6.12 shows that, for this value of η (red), the pattern is similar to the ideal case
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although the temperature rise occurs much earlier, at a time of around t = 28. This correlates well with the
increased internal energy we see in Fig. 6.4(b). The temperature peaks at a value of 0.8 which corresponds
to a coronal temperature of roughly 4.5× 107 K for our choice of physical values.
6.9 Conclusions
In this chapter we numerically simulated elliptical boundary motions on the top and base of the numerical
box. The boundary driver that we use continuously drives the boundaries throughout the simulation. A
highly twisted current layer is created which steadily increases in current until a time of t = 52, where
there is a rapid increase in the maximum current. The maximum current fluctuates at this higher level and
then decreases. As the simulation progresses the boundaries continue to be driven and the maximum current
starts to increase again. There is also a marked difference in the energy profiles at a time of t = 52: the
kinetic energy sharply rises, the magnetic energy levels off before decreasing and the internal energy sees a
rapid increase. The main current layer fragments as numerical reconnection acts to break up the sheet, this
in turn heats the plasma. Increasing the resistivity in the experiment had a similar effect to what we saw
in the shearing simulations; a larger η gives not only more reconnection but also reconnection at an earlier
time. This results in Ohmic heating starting early on in the experiment which increases the internal energy.
The kinetic energy also increases at an earlier time as η is increased. The increase in internal energy is also
larger for larger η, due to the increased Ohmic heating.
The current structure is highly twisted. Taking a cut at z = −1, the current layer lies straight along the
y-axis and so we analyse the current structure at this height. We find that the dominant current component
is jz . The width of jz is fairly narrow, at roughly 0.023 and the length is approximately 0.4, so almost
20 times larger in length than in width. We also examined the Lorentz force and found that the dominant
component, [j×B]x, is very small everywhere except inside the sheet. This result is the same as in Chapter
4: the forces continue to squeeze plasma only in the region near the layer, elsewhere the forces are fairly
balanced. The magnetic field components plotted at y = 0, z = −1 across the sheet also show similar
results to that shown in Chapter 4: there is a rapid change in the component of the magnetic field parallel to
the current layer, By, across the layer and the perpendicular component, Bx, is very small in comparison.
The magnetic field lines drawn on either side of the current layer show that they follow the same twisted
structure as the isosurface of current.
As we increase the value of η in the experiments the match between the Poynting flux and the rate of
change of total energy improves. For the simulation with η = 10−4 there is a strong agreement and when
η is increased to 5 × 10−4, there is complete energy conservation. For this reason we trust that we can
accurately follow the flow of energy from the magnetic field to the plasma pressure and temperature. For
the η = 10−4 experiment the temperature reaches a value of 0.8, corresponding to a coronal temperature of
approximately 4.5× 107 K for our choice of physical values.
Further simulations should be undertaken to investigate the difference that varying grid resolution would
have on the current values and width of the current layer, in a similar way to Chapter 4.
Chapter 7
Conclusions and Future Work
7.1 Overview of Thesis
In this thesis we have investigated current sheets in the solar corona. We first introduced some basic
concepts in Chapter 1; describing the solar coronal heating problem, outlining the MHD equations and
sequences of MHD equilibria, before going on to discuss current sheets, resistive instabilities and finally
magnetic reconnection. Chapter 2 reviewed some basic numerical techniques, namely finite difference
methods and predictor-corrector schemes. The Lagrangian remap code LareXd was then described as
this code is used throughout the thesis. The well known 1D model for the tearing mode instability was
presented in Chapter 3, before progressing to 2D and introducing a non-uniform resistivity. The effect on
the growth rate was the main focus here, where both an analytical estimate and a numerical estimate were
found in order to compare. In Chapter 4 a simple shearing of an initially straight magnetic field in order
to form a current sheet was carried out where the shearing was in two directions, perpendicular to each
other. An attempt was made to analytically model this and then the shearing was numerically simulated
using Lare3d. The energetics were discussed in detail, before going on to talk about the current structures
and the magnetic field. Chapter 5 shows further analysis of the shearing experiments, with the focus on the
temperature response of the plasma, the current fragmentation and the reconnection process. In Chapter
6, a set of experiments are carried out where an initially straight magnetic field is stressed by elliptical
boundary motions in order to form a current sheet. The energetics are discussed here, followed by analysis
of the current structures, magnetic field and the resulting temperatures.
7.2 Summary of Results
Chapter 3 focused on the tearing mode instability, where introducing a non-uniform resistivity η = η0 +
η1 cos ky in a 2D model leads to coupling effects between the modes. We found that the mode with the
fastest growth rate (dominant mode, n = 2) experienced an increase in growth rate as the non-uniform
term, η1 was increased. This increased growth rate, however, was not as high as the growth rate would be
if the uniform resistivity, η = η0 + η1 would have been used. We therefore conclude that coupling below
to the n = 1 and above to the n = 3 modes actually causes a decrease in the growth rate of the dominant
mode. As we track the evolution of the magnetic field, we find as η1 increases, the magnetic islands start to
squash up and new X-points form at the edges of the box. An attempt was made, in section 3.4, to model
the non-linear tearing mode instability using Lare2d but progress was prevented due to an asymmetry
developing, which we believe to be a non-linear effect.
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Firstly, in Chapter 4, an attempt was made to analytically model a twisted current layer that is seen
from previous numerical simulations, where an initially straight magnetic field is sheared in two directions,
perpendicular to each other. Unfortunately, once the perturbed magnetic field was calculated, the current
was evaluated and did not twist in z. The second part of the chapter is a description of the numerical
simulations that were carried out to model these same boundary shearing motions. Rather than simulate the
first shear, we took the initial conditions as a magnetic field with one shear already imposed. Lare3d was
then used to model the second shear by imposing boundary motions. Two different boundary drivers were
used that differ temporally. The first driver continuously shears the boundaries throughout the simulation.
The second drives the boundaries only until a current layer is formed and is then ramped down. The
energetics of the ideal simulations were analysed first and we found that the magnetic energy dominates,
for both drivers, over the kinetic and internal energies. This is because the stresses injected through the
boundary motions causes a large build up of energy, which is stored in the magnetic field. A twisted current
layer forms at a time t = 7, and after this, driver 2 begins to ramp down and the energies all start to
decrease and tend to a constant value. The energies for driver 1, however, continue to evolve. A short time
after the current layer forms it starts to fragment. At this time the magnetic energy starts to decrease as the
internal and kinetic energies rise sharply. Numerical reconnection is thought to be the reason for the current
fragmentation. The rate of change of total energy is matched against the Poynting flux in order to verify
energy conservation. We find that energy conservation is lost at the point where the numerical reconnection
acts and the current starts to fragment. For this reason, we also ran a set of resistive simulations and found
that with a small resistivity, η = 10−4: the rate of change in total energy matched the Poynting flux exactly
and therefore we had complete energy conservation throughout the experiment. In order for the numerical
code to generate the highest possible current we analyse the current structures resulting from the ideal
simulations. An intense, thin current layer formed, which twists approximately uniformly in z. When the
maximum grid resolution was used, 5123, the width of the dominant current component, jz , across the layer
was only 0.007. Its length was approximately 0.6, hence much larger in length than in width. The Lorentz
force was found to be essentially zero across the layer, except inside the layer itself. Inside the current
layer, it is trying to squeeze the current into a thinner and thinner layer but the grid resolution prevents this
from happening. We found that the maximum current scaled with grid resolution and the total current in
the layer was approximately constant with grid resolution. This, together with the residual Lorentz force
calculated, suggests that a current sheet is trying to form. The magnetic field components were plotted at
the mid-plane across the layer. There is a clear rapid change inBy (magnetic field component parallel to the
current layer) and Bx is essentially negligible. Bz has a rapid rise inside the current layer. This is expected
as By vanishes at the centre of the current layer, so Bz must increase rapidly at the centre of the layer to
ensure the total pressure is continuous across the layer.
Continued analysis of these simulations was carried out in Chapter 5. The plasma beta is found to
increase during the experiment, reaching a value of 1.0, meaning that the gas pressure is comparable with
the magnetic pressure. As was previously stated, in the ideal simulations, after the onset of fragmentation
the energy was not properly accounted for. So, as in this chapter we want to analyse the temperatures and
fragmentation process, we choose to focus on the simulation with η = 10−4 as here the rate of change of
total energy matched the calculated Poynting flux exactly and we are confident that we can accurately follow
the flow of energy. When the current layer starts to fragment the temperature at the origin in this experiment
reaches a value of 1.4, which is roughly 8 × 107K for our chosen values. In addition, we find that the
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temperatures are fairly localised. The peak temperature is fairly high and localised but if thermal conduction
parallel to the magnetic field was included this temperature would spread out and reduce, leading to a more
realistic coronal value. By plotting slices of the current magnitude at the mid-plane we see that the current
fragments along its length, we also see evidence in slices of a fast outflow from the ends of the layer,
indicating reconnection. We then calculated the parallel electric field, as a non-zero integral of E|| is said
to be a sufficient and necessary condition for reconnection (Schindler et al., 1988). Here we see evidence
that the current layer is reconnecting along its length, as seen in the current magnitude slices and the
layer reconnecting in height, z. As counter-rotational flows are essential in 3D reconnection (Hesse, 1995;
Hornig and Priest, 2003), the flow pattern was discussed including calculations of the z-component of the
perpendicular vorticity. We found evidence of counter rotations in the flow at the same points as where
the parallel electric field was at its highest. We conclude that the current layer starts to fragment along its
length, y, as well as in height, z, at a time of roughly t = 7.5− 8.
Chapter 6 details a simulation where an initially straight magnetic field was subjected to elliptical bound-
ary motions. A boundary driver that continuously drives the boundaries was implemented here. The results
we found were similar in nature to that of the shearing experiments. A thin localised current layer is formed
at a time of around t = 40. Again, we have that the magnetic energy dominates over the internal and kinetic
energies. As the current layer starts to fragment at approximately t = 52, the magnetic energy starts to de-
crease and at the same time the internal and kinetic energies rise sharply. Again, resistive simulations were
carried out and, similar to the shearing experiments, the rate of change of total energy matched the Poynting
flux exactly for the ideal case until t = 52 when the effects of the numerical reconnection are seen as the
layer starts to fragment. For a small resistivity of η = 10−4, we have energy conservation and so can be
confident in our estimates of the temperature. The current layer is highly twisted but at a height of z = −1
the sheet lies straight along the y-axis and so it is at this height that we analyse the current components.
With a grid resolution of 3523, the width of the dominant current component, jz , is 0.023 and its length is
approximately 0.4, so it is much larger in length than in width. The Lorentz force is very small everywhere,
except inside the layer, similar to the shearing case. Across the layer the magnetic field components behave
as expected: there is a rapid change at x = 0 in the component of magnetic field parallel to the current
layer, By , and the perpendicular component, Bx, is very small in comparison. The magnetic field lines lie
alongside the current, twisting in z.
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7.3 Future Work
There are various extensions to the work presented here. For example, in Chapter 3, an obvious improve-
ment in the 2D analytical model would be to increase the size of the matrixM, perhaps to a 5×5matrix and
focus on the middle mode, i.e. n = 3, to see how it responds to the coupling effects. Another assumption
we made earlier was that m = 1. This could also be altered tom = 2 and then if we had a 5× 5 matrix we
would focus on the n = 3 mode, which would couple down to n = 1 and up to n = 5.
The inclusion of parallel thermal conduction and optically thin radiation into both the shearing and
the elliptical experiments would provide more accurate predictions of temperatures and, using forward
modelling techniques, we could compare with observed properties of coronal loops. Another extension
to the shearing simulations is to consider the results, after a long time, from driver 2 more thoroughly.
Once the photospheric driving is switched off, the magnetic field tries to relax towards its lowest energy
state. Since the boundary motions have injected helicity into the plasma, the final state should be a linear
force-free field with the same magnetic helicity as that at the time the driving is stopped.
More work should be undertaken to add to results in Chapter 6. Further simulations should be undertaken
to investigate the difference that varying grid resolution would have on the current values and width of the
current layer, in a similar way to Chapter 4. We could then attempt to answer the question of whether the
current that forms is a strong current concentration or in fact a true current sheet. An interesting addition
to the work would include a comparison of the currents that form when cylindrical boundary motions are
implemented, instead of elliptical.
Appendix A
Solution to Eq. (3.19)
Modified Bessel functions are the solution to the equation
X2
d2V0
dX2
+X
dV0
dX
− (X2 + α2)V0 = 0, (A.1)
so we must rearrange Eq. (3.19) into this form.
Eq. (3.19) is a second order ODE with a complimentary function and particular integral. Let us first
consider
V
′′
0 −
k2X2
σ0
V0 = 0. (A.2)
Let V0 = X&Y , then V ′0 = X&Y
′
+ #X&−1Y and V ′′0 = X&Y
′′
+ 2#X&−1Y
′
+ #(# − 1)X&−2Y . We
then have
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′′
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′
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2
σ0
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Now let u = 1
2
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a
.
We therefore have dY
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=
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2Y
dX2
= a2X2
d2Y
du2
+ a
dY
du
. Substituting these into
146
Appendix A. Solution to Eq. (3.19) 147
Eq. (A.4) we have
u2Y
′′
+
(2#+ 1)
2
uY
′
+
[
#(#− 1)
4
− u2
]
Y = 0. (A.5)
Letting 2#+ 1
2
= 1, or # = 1
2
we find that #(#− 1)
4
=
1
42
and therefore Eq. (3.19) can be written in the
form of Eq. (A.1) with α = 1
4
.
Hence we have
V0CF = C
√
XK1/4
(
1
2
aX2
)
+D
√
XI1/4
(
1
2
aX2
)
. (A.6)
Using variation of parameters we can find the particular integral. Let us assume
u1 = I1/4
(
1
2
aX2
)√
X,
u2 = K1/4
(
1
2
aX2
)√
X.
We then define V0 = u1v1 + u2v2 and then V ′0 = u
′
1v1 + u
′
2v2, V
′′
0 = u
′′
1v1 + u
′′
2v2 + u
′
1v
′
1 + u
′
2v
′
2,
where, as the method states, we assume u1v′1 + u2v
′
2 = 0.
Substituting this into Eq. (3.19) gives
u
′′
1v1 + u
′′
2v2 + u
′
1v
′
1 + u
′
2v
′
1 − a2X2(u1v1 + u2v2) = −kX,
or
v1(u
′′
1 − a2X2u1) + v2(u
′′
2 − a2X2u2) + u
′
1v
′
1 + u
′
2v
′
2 = −kX,
which implies
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u
′
1v
′
1 + u
′
2v
′
2 = −kX. (A.7)
We are hence left with two equations to solve, u1v′1 + u2v
′
2 = 0 and Eq. (A.7).
We can rearrange these equations to form
v
′
1 =
−ku2X
u2u
′
1 − u′2u1
,
v
′
2 =
−ku1X
u
′
2u1 − u2u′1
.
If we letW = u2u′1 − u
′
2u1, then
V0PI = u1 v1 + u2v2
= u1
∫ (−ku2X
W
)
dX + u2
∫ (−ku1X
−W
)
dX
= − I1/4
(
1
2
aX2
)√
X
k
W
∫
XK1/4
(
1
2
aX2
)√
xdX
+ K1/4
(
1
2
aX2
)√
X
k
W
∫
XI1/4
(
1
2
aX2
)√
xdX
= − k
W
∫ X
0
x3/2K1/4
(
1
2
aX2
)
dx
√
XI1/4
(
1
2
aX2
)
+
k
W
∫ X
0
x3/2I1/4
(
1
2
aX2
)
dx
√
XK1/4
(
1
2
aX2
)
.
Making use of the fact that
∂Kα(u)
∂u
= −Kα+1(u) + αKα(u)
u
,
∂Iα(u)
∂u
= Iα+1(u) +
αIα(u)
u
,
we find thatW = 2.
Finally we have the particular integral of V0 and so, together with the complimentary function, we have
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V0 = − k
2
∫ X
0
x3/2K1/4
(
1
2
ax2
)
dx
√
XI1/4
(
1
2
aX2
)
+
k
2
∫ X
0
x3/2I1/4
(
1
2
ax2
)
dx
√
XK1/4
(
1
2
aX2
)
+ C
√
XK1/4
(
1
2
aX2
)
+D
√
XI1/4
(
1
2
aX2
)
,
where a2 = k2σ0 .
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