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Abstract
Network systems and their control are highly important and appear in
a variety of applications, including vehicle platooning and formation con-
trol. Especially vehicle platoons are highly investigated and an interesting
problem that arises in this area is string stability, which broadly spoken
means that a input signal amplifies unbounded as it travels through the
vehicle string. However, various definitions are commonly used. In this
paper, we aim to formalise the notion of string stability and illustrate the
importance of those distinctions on simulation examples. A second goal
is to generalise the found definitions for general network systems.
1 Introduction
Networked systems and their control are studied in a variety of fields, such as
vehicular platooning [24, 27, 32, 28, 37, 4, 39, 40, 26, 13, 23, 7, 36], formation
control [12, 47, 43], and many others. These systems all consist of many agents
that are performing a common task. While in early stages centralised con-
trollers were studied [24, 27], such controllers become infeasible if the number of
agents increases. Hence, distributed and decentralised approaches are investi-
gated, where the agents utilise local information and in some cases information
transmitted by other agents [32, 28, 37, 4, 12, 25, 41, 42, 40, 26, 13, 7, 43].
However, in some cases these distributed systems experience undesired proper-
ties such as instability, amplification of disturbances within the network, and
cascading failures. It is therefore of utmost importance to understand the dy-
namics and limitations that are imposed on these systems with respect to the
information flow as well as the underlying systems. In this work we will mostly
concentrate on instability and amplification of signals, such as input distur-
bances and review some of the main results in this field.
Remark 1.1. A related field of research is that of consensus algorithms, where
multiple agents aim to equalise a state variable [29, 30, 48]. Normally, the dy-
namics of this state variable is simple, for example its derivative is set directly
to a weighted average of the state variables of the neighboring agents. Nonethe-
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less, the similarities between the two allow the use of similar techniques, such
as graph theory.
The methods used to analyse these systems range from classical control theory
to spatial-temporal systems [2, 21, 22]. Recent works combine control theoretic
approaches with graph theory. In that context the agent’s behaviour is governed
by an individual dynamic system, while the information exchange among the
agents is represented as a graph. The behaviour of the system is then closely
linked to the Laplacian of the graph and in more detail its eigenvalues, such
that the study of the Laplacian becomes an integral part in the analysis of the
networked system [41, 42, 25, 13, 46, 4, 43]. While some works do not consider
this link to graph theory directly, their problem description and to some extent
the results can be translated into the same separation of the agents individual
dynamics and the graph considering the information exchange, see for example
[37, 28].
In this context there are three important design choices to consider besides
the actual controller design: 1. the dynamic system representation, linear vs.
non-linear; and2. the individual agent’s dynamic system, heterogeneous vs. ho-
mogeneous; and3. the communication structure among the agents.
The individual dynamic system of each agent is often considered to be linear. In
that case it is represented either as a transfer function [42, 41, 28, 26, 7, 4, 43] or
in state space [25, 15, 16, 36]. Both forms of representing the dynamic system
allow the usage of specific system analysis and control techniques and both are
common in the literature, where in some instances both representations are used
in combination to extend or facilitate the results [12, 13, 8]. As seen in [8] the
two approaches are in effect interchangeable for the analysis of string instability
in vehicle platoons. In the linear case we hence investigate individual system
dynamics of similar forms to
Yi(s) = Pi(s)Ki(s)︸ ︷︷ ︸
Li(s)
Ui(s) (1)
with an individual controller Ki(s) and system dynamics Pi(s) for vehicles i ∈
{1, . . . , N} and assume 0 initial conditions. As commonly known if Ki(s)Pi(s)
is a proper transfer function a state space representation can be found, however
it is not unique. In this context we look at a linear representation of the form
x˙i(t) = Aixi(t) +Biui(t) (2a)
yi(t) = Cixi(t) +Diui(t), (2b)
where xi(t) is the state of the i-th subsystem and ui(t), yi(t) are the time
signals corresponding to the Laplace transforms Ui(s) and Yi(s). The signals
yi(t) are the outputs of the system or some chosen performance variables, for
example in a platoon this is often the inter-vehicle spacing error. The signals
ui(t) are the inputs to the controller and includes the information from other
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agents as well as a given reference. Hence the subsystems will be linked through
these inputs.
Sometimes the use of non-linear models and controllers is preferred. The rea-
son thereof is partly the fact that in many networked systems the dynamics
are inherently non-linear and linear models make use of linearisation around
an operating point. While for a broad range of applications the linearisation
works well within the regulated bounds, once the operation deviates consid-
erable from the operating point the dynamics no longer represent the system
accurately enough. Secondly, it is possible to avoid certain undesirable effects
by the use of non-linear control approaches [44]. While, we mainly focus on lin-
ear dynamics we will include some comments regarding non-linear approaches
where appropriate.
Independent of the nature of the dynamic system, it is important to distinguish
two approaches for the dynamic systems of all considered agents:
1. homogeneous agents, i.e. the dynamic systems and their controllers of all
agents are identical (this means in the linear case P (s) and their controllers
K(s) are identical) [41, 26, 13, 15, 16, 7, 4, 37, 43];
2. heterogeneous agents, i.e. the dynamic systems and/or their controllers
vary among the agents (this means in the linear case Pi(s) or their con-
trollers Ki(s) are not necessarily equal) [42, 28, 10, 23].
The use of homogeneous agents simplifies the analysis, however idealises the
systems dramatically. Hence, it is important to extend the results where pos-
sible to heterogeneous networked systems. This is also important in regard to
model uncertainties and small model changes that are undoubtedly present. In
some cases the use of heterogeneous controllers is even suggested to improve the
performance of the system [18].
The other main design choice relates to the interaction among the agents and
hence the graph structure that is used. These graphs are either un-directed [25,
43] leading to symmetric, bi-directional communication structures, or directed
[41, 42, 26, 13, 36] allowing for asymmetric control structures that can improve
the performance of the system. Further, some works include weighted edges [13,
16], which allows for more complex control strategies. The graph is commonly
described using its Laplacian, which we denote L in the following.
Using the Laplacian L, we can write the control input as
u(t) = L(yref (t)− y(t)), (3)
where u(t) and y(t) are the vectors containing the inputs and measured outputs
of each agent and yref(t) is a reference signal. For example, in vehicle platooning
y(t) could be the inter-vehicle spacing or the position of the vehicles. Yref (s),
Y (s), and U(s) denote their Laplace transforms. Then, the networked system
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can be described by
Y (s) = (I + diag(Pi(s)) diag(Ki(s))L)
−1
diag(Pi(s)) diag(Ki(s))LYref (s). (4)
We denote the transfer matrix from the reference input to the measured outputs
of the networked system H(s). To specify certain entries of this matrix we use
subscripts, such as Hi,j(s), where we use : to indicate all entries, i.e. if we refer
to a row or column of H(s).
Remark 1.2. In some cases the reference signal and the measured outputs are
not chosen to represent the same variable, which means that the Laplacian will be
split in two parts where the first part describes the mapping between the measured
output and reference and the second part describes the control configuration. For
example in the case of vehicle platoons, the reference could be the inter-vehicle
position, while the measured output is the position of the vehicles [28]. The
advantage of such a formulation can be a simpler formulation of the reference
input to the system.
Equivalently, the networked system can be expressed in state space form as
x˙(t) = (diag(Ai)− diag(Bi)L diag(Ci))x(t)
+ diag(Bi)Lyref (t)
(5a)
y(t) = diag(Ci)x(t). (5b)
Therefore, the Laplacian L is very important for the analysis of such networked
systems and many works investigate the eigenvalues of L and their influence on
the whole system [16, 46, 4].
Remark 1.3. It is common to investigate the response to a disturbance rather
than a reference signal change. In that case we investigate the transfer matrix
G(s) as found in
Y (s) = (I + diag(Pi(s)) diag(Ki(s))L)
−1︸ ︷︷ ︸
G(s)
D(s), (6)
where D(s) is the Laplace transform of disturbances acting on the vehicles or in
case of state space models
x˙(t) = (diag(Ai)− diag(Bi)L diag(Ci))x(t)
+ diag(Bi)Ld(t)
(7a)
y(t) = diag(Ci)x(t) + d(t). (7b)
This approach can be extended by allowing multiple Laplacians for different
inputs to the vehicle [16] or by allowing Pi(s) and Ki(s) to be transfer function
matrices [12]. Such configurations become naturally more complex, however
give more freedom to the controller and can improve the performance of the
networked system.
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Another possible extension is to consider time dependent information exchanges
which would result in time dependent Laplacians. While this is investigated for
consensus systems [29], to the best of our knowledge it has not been investigated
directly for networked systems as considered here.
An even newer approach for the analysis of networked systems utilises the so
called wave approach [26, 15, 16]. The idea is to model the state of the system
as waves propagating through the graph structure. While this method is mainly
used in relation to vehicle platooning, the approach can be extended for other
structures [26].
While a lot of work is focused on the effects of using an idealised communication
set-up, there are some works that investigate properties when communication
constraints occur, such as delays or losses, [31, 35, 33, 38]. These additional
constraints make the control more difficult and can degrade the performance
of the controller considerably. These issues become more prominent when the
communication occurs over a shared network, where there are additionally band-
width limitations and packet drop outs. These issues worsen the conditions and
impair both state estimation and control of such systems. There is the field
of networked control, see [17, 46, 45] and references therein for a summary,
that deals solely with these problems. In this work, we concentrate instead on
limitations of the performance caused by the communication structure and the
individual systems. Both approaches are of importance for the future utilisation
of networked systems.
In this paper, we will focus mostly on vehicle platooning, which is a special case
of networked systems that have widely been studied. In this regard, a property
denoted string stability is commonly mentioned as a performance criteria for
vehicle platoons. We will in Section 2 formalise different variations commonly
used of this property that while related contain subtle differences. Additionally,
we will discuss the results found for vehicle platoons in regard to stability as
well as the property of string instability. In Section 3 results for more general
systems are revised that illustrate how the property of string stability can be
extended to such more general systems. Finally, in Section 4 we will conclude
our findings and pinpoint to some open problems in this field.
2 Vehicle Platoons
One of the applications that is very well studied is vehicle platooning sometimes
referred to as automated highway systems. In this application multiple vehicles
driving in a string are controlled to keep a defined distance to each other. This
defined distance is often mentioned as spacing policy and is in some cases used
as a design parameter of the system. The two most commonly used policies
are either constant distance, i.e. an absolute distance between the vehicles, and
constant time headway, a velocity dependent distance between the vehicles. In
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Section 2.1, we introduce the usual structural properties that are present in
this application. Then, we introduce in Sections 2.2 and 2.3 the properties of
stability and string stability in this context. Finally, in Section 2.4 we revisit
the main contributions in this field.
2.1 Structural properties
The individual open loop dynamics of such systems, consisting of the vehicle
model and the controller, contain usually two integrators, which allows them to
follow given ramp inputs. Hence, in the linear case we investigate open loop
dynamics of single agents of the form
Li(s) =
Ni(s)
s2Di(s)
(8)
if considering transfer functions. Note that the double integrator also introduces
some limitations on the state space representation Ai.
Further, these systems lead to a special structure of the graph that represents
the information exchange. There are two main categories; the first is a string
connection where the first vehicle is independent or following a virtual leader
[28, 26, 37, 35, 7], the second is a cyclic interconnection where the first vehicle
uses the last vehicle as its predecessor [16, 35, 36].
The first category leads to graphs that form chains, such that the associated
adjacency matrix is a band diagonal matrix. In some cases additional commu-
nication links are present that disturb this band diagonal matrix structure. For
example [37] broadcasts the leader position additionally to local information to
avoid disturbance amplification.
The second category leads to cyclic graphs where the adjacency matrix is a
circulant matrix. Systems that can be represented in such a form are for example
light rail or subway circuits. Further, such circular structures can be useful to
establish results for the non-cyclic case, since the analysis is simplified. Such an
approach is followed in [15, 16].
2.2 Stability
As is common in control theory the closed loop stability of the vehicle string is
important. Here, unlike in normal conditions the stability is often investigated
not just for a given string length but for increasing number of vehicles, i.e. a
system can become unstable for large enough N [4, 36, 35]. We will use the
term eventual instability to denote situations where instability occurs for long
enough vehicle strings. Otherwise stability is understood in the usual sense of
asymptotic stability or bounded input bounded output (BIBO) stability in the
case of input-output models.
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2.3 String stability
Once the stability of the vehicle string is assured, i.e. it is not eventually
unstable, string stability is an important characteristic of vehicle strings, which
in a broad sense means that a disturbance will not amplify when propagating
through the string [32]. Besides disturbances the effect of reference changes
or other inputs to the system can be considered. String stability is a very
different effect from eventual stability. While eventual instability means that
the interconnected system for some length N looses stability, this does not occur
for a string unstable system. However, the magnitude of the response, i.e. the
amplification of an input signal, will increase as the string length increases.
Fig. 1 shows a typical response to an impulse disturbance acting on the first
vehicle for a string unstable system that is not eventual unstable. The response
with the smallest peaks (shown in dark green) is that of the last vehicle when
the string consists of 5 vehicles whilst the response with the largest peaks (in
light yellow) corresponds to the response of the last vehicle when the string
consists of 100 vehicles.
N = 5
N = 100
0 10 20 30 40 50
−1,000
−500
0
500
t
x
Figure 1: Example for a string unstable system that uses homogeneous agents
with open loop transfer function L(s) = 6s+5s2 and a uni-directional communica-
tion structure. The plot shows the response of the last vehicle in the string to
an impulse disturbance acting on the first vehicle.
There are different definitions of string stability, for example based on the H∞
norm [28, 32, 11, 14] or the L∞ signal norm [39, 40, 9, 36], and related stability
issues such as flock stability [5, 15], harmonic stability [13], and eventual string
stability [18] in the literature. [39] gives a more formal definition of string
instability based on the L∞ signal norm with respect to initial conditions. [36]
extends these definitions, which lead to a more strict form of string stability
that includes avoidance of the so called slinky effect, i.e. amplification from one
vehicle to the next. Besides this extension they give a more formal definition of
string stability with respect to input signals. [8] gives formal definitions of, so
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called practical string stability, in terms of more general signal norms. Note that
depending on the actual definition of string stability some systems achieve one
form of string stability while they remain “unstable” in another sense. This fact
makes the comparison of different results more challenging due to the various
nuances present.
We now formalise the definitions of the most commonly used forms of string
stability, including the ones mentioned above. Note that all the definitions
have in common that the amplification of a signal does not approach infinity
with increasing string lengths. The main distinction among the various versions
occurs in which signals are considered and the characteristics of the bound on
the amplification. While these differences are small they are very important to
gain an overall accurate analysis of the system. In the following we will look at
these distinctions and their importance. To this end we first introduce formally
various versions of input-output string stability, where the main difference lies
in the considered inputs and outputs. Afterwards, we will introduce the very
important notion of internal stability that is commonly used. Finally, we will
look at other notions of string stability that allow a more precise classification.
The notion of lp,q string stability is presented in Table 1. While we concentrate
here on lp,q signal norms, other norms could possibly be considered such as
power signal norms. However, to the best of our knowledge the l2 and l∞ norms
are by far the most considered ones. Especially, the relation between the l2
signal norms and the H∞ system norm are commonly used for the investigation
of string stability in linear systems. To this extent we collected some conditions
for l2 string stability variations in Table 3 in terms of transfer functions that
were used previously in similar form to define string stability. The reasoning
behind these conditions follow directly from the definitions of the l2 signal norm
and the H∞ system norm. Note that similar conditions can be obtained for l2,∞
string stability in terms of the H2 system norm.
We will now first illustrate the importance of the signal norm considered. There-
fore, we reproduce an example given in [20], which shows that l2 and l∞ string
stability are not equivalent. To this end a non-homogeneous string of vehicles
is interconnected as in Fig. 2. The parameters are chosen such that Ti > Ti+1
holds for all i, which is achieved by using Ti =
(
1
2
)i−1
. Setting the initial states
0 except for the first vehicle which is set to 1 produces the initial condition re-
sponse plotted in Fig. 3, where the dark blue shows the result for a string with
length 2 and the bright yellow for a string with length 5. This shows that while
the system is l∞ string unstable, since the initial peak increases with increasing
number of vehicles in the string, it retains l2 string stability, since the decay
speed increases fast enough with increasing number of vehicles in the string. We
refer the reader to [20] for a detailed mathematical analysis of the example.
The main distinction between the different variations of lp,q string stability
are the considered inputs and outputs, see Table 1. To illustrate that it is
important to consider these different variations, we show an example of a system
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√
T1
1
T1s+1
√
T2√
T1
T1s+1
T2s+1
. . .
√
TN√
TN−1
TN−1s+1
TNs+1
r y1 y2 yN−1 yN
Figure 2: Example for l2 vs l∞ string stability, see also Fig. 1.1 in [20]
N = 2
N = 5
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
1
2
3
4
t
x
Figure 3: Example for l2 vs l∞ string stability, see also Fig. 1.2 in [20].
that exhibits single with input 1 final string stability, however is clearly general
string unstable. Fig. 4 shows the responses of a vehicle platoon with increasing
N to a disturbance input. First, we assume that the disturbance acts on the
first vehicle alone and we are interested in the last vehicle’s response, which
is shown in Fig. 4a. From this, we see that the system is single with input 1
final string stable, since with increasing N the peak does not grow. However,
this observation alone does not guarantee that the system is general string
stable or even single string stable. This becomes clear when we assume that the
disturbance acts on the last vehicle instead and we are interested in the effect
on the first vehicle, which is shown in Fig. 4b. Here, the peak in the position
clearly increases with increasing N which means the system is general string
unstable as well as single string unstable.
When considering the same norms, we can show the following relations directly
using the definitions of the variations of lp,q string stability and the definition
of the signal norm, see also Fig. 5 for a visual overview.
1. General lp,q string stability implies final lp,q string stability.
Proof. General lp,q stability implies that for any bounded input z the
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N = 5
N = 100
0 20 40 60 80 100
−2
0
2
4
·10−5
t
x
(a) Last vehicle response to a
disturbance acting on the first
vehicle.
0 20 40 60 80 100
−10
−5
0
5
t
x
(b) First vehicle response to a
disturbance acting on the last
vehicle.
Figure 4: Example for a system that experiences single final string stability, but
not general string stability. The system uses homogeneous agents with open loop
transferfunction L(s) = 6s+5s2 and a bi-directional communication structure.
general
finalsingle
single final
12
3
4 5
Figure 5: Overview over relations among different variations of lp string stability.
output y is bounded, i.e. (i.e.) using the lq signal norm we find that
||y||q ,


∞∫
−∞
∑
i
|yi|q dt


1/q
(12)
is bounded. Then, (12) is an upper bound for


∞∫
−∞
|yN |q dt


1/q
= ||yN ||q (13)
and final lp,q stability is shown.
2. General lp,q string stability implies single lp,q string stability.
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Proof. We select as input signals all z(t) where all besides one entry is
zero, wlg. we say this input is i. Note that for such a signal ||z||p =
||zi||p. Then, general lp,q string stability guarantees the existence of R
independent of N such that the output ||y||q is bounded for any input
signal such that ||z||p < ∞, which shows single lp,q string stability since
the input considered is a particular case.
3. General lp,q string stability implies single final lp,q string stability.
Proof. We select as input signals all z(t) where all besides one entry is zero,
wlg. we say this input is i. Note that for such a signal ||z||p = ||zi||p. Then,
general lp,q string stability guarantees the existence of R independent of
N such that ||y||q < R. Since ||y||q is an upper bound for ||yN ||q, this
implies single final lp,q string stability.
4. Single lp,q string stability implies single final lp,q string stability.
Proof. According to the definition of single lp,q string stability, any bounded
input that acts on a single vehicle produces a bounded output, i.e.
||y||q ,


∞∫
−∞
∑
i
|yi|q dt


1/q
<∞. (14)
Again this is an upper bound for


∞∫
−∞
|yN |q dt


1/q
, ||yn||q , (15)
which is the condition for single final lp,q string stability.
5. Final lp,q string stability implies single final lp,q string stability.
Proof. The definition of final lp,q string stability implies that for any input
z(t), the output yN remains bounded. We select the input such that the
input to all vehicles besides one remain equal to zero. For any of these
inputs the output yN remains bounded which shows single final string
stability.
6. Single string stability implies single with input α string stability.
Proof. We select the input signal such that ||zα||p < ∞ and zi(t) = 0
for all i 6= α. Since the system is single string stable this implies that
there exists R such that ||y||q < R, which shows single with input α string
stability.
7. Single final lp,q string stability implies single with input α final lp,q string
stability.
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Proof. We select the input signal such that ||zα||p < ∞ and zi(t) = 0
for all i 6= α. Since the system is single final string stable there exists R
such that ||yn||q < R, which shows single with input α final lp,q string
stability.
An equally important notion of string stability is internal string stability [39,
9, 8, 20]. For this notion, instead of considering an input-output relation one
considers autonomous systems with initial conditions and the relation to the
internal states of the system. As for input-output string stability, it is important
to note what norm is used. Hence, we define internal lp,q string stability as
follows
Definition 2.1. A networked system is internal lp,q string stable, if there is a
point x∗ such that for any initial conditions x(0) with ||x(0)− x∗||p <∞, there
exists R for all N ∈ N such that
||x(t) − x∗||q ≤ R. (16)
In general internal string stability is a very different notion from input-output
string stability.
Remark 2.1. Similar to input-output l[p, q] string stability different versions
are possible depending on the initial conditions and output signals considered,
see for example [20].
Since internal string stability and general string stability are not equivalent
notions, these two can be combined, i.e. the initial state must decay and the
output remain bounded for all inputs. Such an approach is for example taken
in [22] in terms of l2,∞ string stability and in [34] in terms of lp string stability.
Note that especially the latter proposes a very general definition of (strict) string
stability in terms of the lp norm that combines internal lp stability with single
lp string stability using as investigated input the reference to the first vehicle.
Here, we will denote this notion input-to-state string stability.
Definition 2.2. A networked system is input-to-state lp,q string stable, if for
any initial condition x(0) with ||x(0)− x∗||p <∞ and input z(t) with ||z||p <∞,
there exists R such that
||y(t)||q < R. (17)
Remark 2.2. For a linear networked system input-to-state string stability and
internal string stability are equivalent, which is a direct consequence of the lin-
earity.
Remark 2.3. As for the internal and input-output string stability different
versions can be considered depending on the initial conditions, the inputs and
outputs considered, e.g. [34].
Finally, the last main distinction is due to the characteristics of the amplifica-
tion bound, which includes the rate of increase and an enforced decrease. We
collected the main notions in Table 2 focusing on input-output general lp,q string
stability (that is, no specific choice for the form or location of the considered
input/output signals is taken). Analogous definitions can be obtained for all
12
other notions and versions defined in this paper. To emphasize that we talk
about the input-output general lp,q string stability as defined in Table 1, we
denote this as normal lp,q string stability.
Remark 2.4. The notion of strict string stability is only defined for directed
path graphs, that clearly determine a leader follower structure, such as present in
uni-directional communication structures. Hence, when considering strict string
stability we assume that a single leader and a well defined order of followers can
be identified. In this case a condition in terms of transfer functions can be given
such that a vehicle platoon is strict l2 string stable in the sense of single final if
the transfer function from a vehicle k to its follower k+1 is smaller than 1 for
any vehicle k [14], i.e. ∣∣∣∣Yk+1(jω)Yk(jω)
∣∣∣∣ < 1. (18)
The following relations follow directly from the definition of the various forms.
1. Normal string stability implies harmonic string stability.
Proof. Note that harmonic string stability in fact allows increasing am-
plification with increasing string length, but bounds the rate to be sub-
exponential. Hence, if a system is string stable, i.e. the amplification is
bounded independent of the string length it is also harmonic string stable.
More formally, given R0 such that ||y||q < R0 for all N ∈ N it follows that
we can find R1 > 1 such that ||y||q < R1 ≤ RN1 . The existence of R0 is
given due to normal string stability.
2. Strict string stability from N¯ implies normal string stability.
Proof. This follows directly from the definition of strict string stability.
3. Strict string stability from N¯ implies harmonic string stability.
Proof. This is a direct consequence of items 1 and 2.
The concept of weak string stability [22, 36], includes a concept of locality, which
is not present in the other notions, i.e. the input can be selected small enough
to guarantee an arbitrarily small bound on the output.
Remark 2.5. In [18] another form of string string stability is introduced de-
noted eventual string stability. Their definition is that a vehicle platoon is even-
tual string stable if there exists a vehicle N¯ by which the resultant system is
string stable for all following vehicles i ≥ N¯ . This implies, as for the notion of
strict string stability, that the considered vehicle platoon has a defined leader and
following ordering. We believe that this form of stability is covered indirectly by
the definitions given in Tables 1 and 2.
Remark 2.6. Another important characteristic of a vehicle platoon, however
not a safety issue, is coherence or rigidity [1], which measures the notion of
how well the string resembles a solid object. This phenomena is not directly
related to string stability and looks at a macroscopic view of the system. In fact
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it is possible for a platoon to be string stable without being coherent. In vehicle
platoons this phenomena appears as an “acordeon” movement, as described in
[1].
2.4 Selected Contributions
It is shown that for linear-time invariant systems under certain conditions string
instability can occur for strings [37]. While in some cases, e.g. a priori known
short string length, eventual instability and string instability are not crucial,
in many applications these are important indications for the viability of the
vehicle platoon system. There are hence, many results analysing stability and
string stability as well as finding methods to design controllers that ensure these.
Methods that are suggested to avoid string instability include non-linear control
structures [44], non-homogeneous control structures [3, 23, 18], relaxing the
formation rigidity [39], and increasing the communication among the vehicles
[37, 28, 40, 7].
Due to these reasons it is important to obtain results regarding stability and
string stability of the platoon in relation to the information exchange as well as
find limitations that exist independent of the controller and the communication
involved. We here will summarise the main results related to stability and string
stability of the various notions of vehicle platoons both for non-cyclic, in a first
instance, and cyclic structures. In Section 3 we then discuss briefly how the
concepts of eventual instability and string instability can be extended to more
general networked systems and available results for these systems.
2.4.1 Non-cyclic Interconnections
Most studies concentrate on cases with linear dynamics where there is solely
relative position information available from the immediate predecessor and pos-
sibly the follower. If only the predecessors information is used the control is
termed uni-directional [37, 35, 28, 7], while if the follower is included in the
control we speak of bi-directional control [26, 13, 16, 23, 35, 28, 7, 23, 4]. The
use of local information alone eliminates the need for communication devices on
board, since the information can be found using sensors alone. For example, for
bi-directional communication, we find a Laplacian of the form [4]


1 −0.5
−0.5 1 −0.5
. . .
. . .
. . .
−0.5 1 −0.5
−0.5 0.5


. (19)
Note, that the first and last vehicle are special since they do not possess a leader
and follower, respectively.
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Remark 2.7. The term directional here does not relate to the previous use in
terms of the associated graph being un-directed or directed. In fact a symmetric
bi-directional control leads to un-directed graph Laplacians, while directed graph
Laplacians are mostly linked to bi-directional but asymmetric control.
However, string instability is unavoidable for uni-directional controllers in linear
vehicle platoons independent of the controller used, as shown in [37]. Hence,
without adding additional communication among the agents bi-directional con-
trollers are of high interest.
In [4] it is shown for a bi-directional controller that if L(s) contains more than
2 integrators the system is eventual unstable, i.e. it becomes unstable for large
N . In the case of two integrators they obtain two additional conditions to
maintain closed loop stability independent of N . The first condition limits the
steady state magnitude of the open loop transfer function L(s) disregarding
the integrators, i.e. N(0)D(0) > 0. The second condition is developed linking the
stability of the networked system to the stability of N transfer functions defined
as
Gi(s) =
1
1 + λiL(s)
, (20)
where λi are the eigenvalues of the Laplacian L. This second condition holds as
well for other communication structures, including cyclic structures.
In regard to string stability it has been shown that bi-directional control can
significantly improve the issue [28, 23]. In fact, by proper selection of the control
gains inK(s) these systems are l2 string stable [9]. A similar result is obtained in
[7], where it showed that bi-directional control can avoid the need for a velocity
dependent spacing policy, even though the inter vehicle spacing will still be
dependent on the length of the vehicle string, under appropriate selection of the
controller gains, when the jerk of the vehicles should be bounded for comfort
reasons. However, with this approach long transients are caused if the string
length grows [28, 35, 7, 14].
One method to deal with these long transients is the use of asymmetric control,
i.e. the control law uses the information from leading and following vehicles
differently [3, 7, 13, 26, 14]. In [3] the authors show that so called mistuning,
i.e. the selection of different controller gains for predecessor and follower, can
reduce the sensitivity to disturbances in the sense of l2 string stability, but
does not necessarily achieve string stability. However, their approach assumes
that the vehicles know the desired velocity and make use of this information in
their controller. Similarly, this allows the authors in [7] to avoid the introduced
limitation on the spacing policy completely in the case where the jerk for the
vehicles is limited.
[13] extends the results on asymmetric control strategies where the asymmetry
is modeled as a different weighting factor in the Laplacian graph. They conclude
that a vehicle platoon with eigenvalues of the Laplacian uniformly bounded away
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from zero is harmonically string unstable independent of the linear controller
utilised without further knowledge, such as desired velocity as is used in [3].
This lead to a condition of positional symmetry, derived in [26] using the wave
approach, that if not satisfied leads to string instability for homogeneous agents.
This condition does not hold for other forms of asymmetry, for example in ve-
locity feedback, and asymmetric graph structures can improve the performance
of the vehicle platoon in terms of the transient behaviour. Their results are
related to previous work of the authors in [15] where a cyclic interconnection
of vehicles with three integrators is investigated to find results for the non-
cyclic interconnection of such vehicles. As in [26] positional symmetry has to
hold for asymptotic stability and flock stability, which is a form of harmonic
string stability that uses velocity as the performance variable, of the non-cyclic
interconnection.
Besides introduction of asymmetry and bi-directional control, the increase in in-
formation exchange is suggested to alleviate string instability. For example, [3]
assumes the knowledge of a desired velocity in combination with bi-directional
asymmetric control, whereas [37, 35] additionally uses the position or velocity
of the leader in the controller. While the first approach does not necessarily
require additional communication among the vehicles, the latter means that the
communication will increase with the platoon length. This additional communi-
cation may cause broadcasting delays that need to be considered, which is done
in [35]. There, the broadcast of the velocity of the leader vehicle is investigated
in detail. In particular they show that leader velocity broadcast provides string
stability if the controller gains are selected properly, without the need to know
the number of vehicles in the string nor the individual inter-vehicle spacing of
other vehicles. Further, for velocity broadcast string stability is not affected
by communication delays that are linearly proportional to the position in the
string.
Alternatively, it is possible to increase the communication range locally rather
than including leader position or velocity. This approach is investigated in [7]
for unidirectional control. While the use of a wider communication range does
not avoid string stability issues, they can be lowered considerably. The same
holds for bi-directional vehicle strings as shown in [28], which proves that an
increased but limited communication range does not eliminate single final l2
string instability, even though the amplification can be reduced.
Remark 2.8. There is a subtle difference between the two approaches of in-
creasing the communication range locally but keep it bounded and the broadcast
of the leader velocity or position. In the latter the communication range is in
fact not bounded, since the total communication length increases with growing
string length. This means that for a local communication approach to improve
string stability the communication range may need to increase with a growing
vehicle string.
Another commonly accepted way to achieve string stability is the relaxation of
the spacing policy. The works reviewed above all aimed for a constant spacing
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between the vehicles, which is ideal in terms of efficiency. However, the use of
a velocity dependent spacing by introduction of a constant time headway can
achieve string stability [28, 7, 6, 19, 14]. The drawback of this technique is that
it increases the actual inter-vehicle spacing for high speeds and hence lowers the
efficiency.
The time headway can be incorporated into the model by changing the reference
input to include no longer a constant reference but a velocity dependent part,
i.e. the reference itself would become state dependent. This can be incorporated
by a change in L instead. The inclusion of this term becomes straightforward,
when using the position of the vehicles as measured output and the inter-vehicle
distance as reference. In that case as remarked previously the graph Laplacian
is selected as the product of two parts, the one that maps the output to the
reference M and the part that maps the reference to the control inputs Γ. In
this set-up the constant time headway can be modeled by adding a diagonal
matrix H containing the selected time headway of each vehicle to M , such that
we useM+sH instead. This means that L is itself now dynamic, which requires
more detailed analysis methods.
[28] concludes that while a time headway for a uni-directional string does not
change the string instability qualitatively a large enough time headway can lead
to single l2 and l∞ string stability of the vehicle platoon [20]. Also, in [7] the
constraint of the jerk introduces a lower bound on the time headway. The bound
on the time headway can be lowered by the increase of the communication range,
which also lowers the absolute inter-vehicle spacing.
In [44] the approach of velocity dependent spacing is extended and nonlinear
spacing policies are suggested to achieve string stability while decreasing the
actual spacing between vehicles.
While most of the above mentioned results consider the homogeneous case, it
is important to discuss the implications of non-homogeneous dynamics [28]. In
some instances it is the approach taken to achieve string stability by using
heterogeneous controllers [18]. For example, in [18] controllers with linear in-
creasing gains are chosen to achieve eventual string stability. However, in [28]
it is shown that heterogeneous control in general does not overcome string in-
stability unless the control bandwidths are allowed to diverge with increasing
string lengths.
As we found in this section non-cyclic vehicle platoons suffer from string instabil-
ity, which is present for uni-directional as well as bi-directional communication
structures with limited communication range. In the case of bi-directional com-
munication it is important to distinguish between symmetric and asymmetric
approaches. The former can actually achieve l2 string stability with proper con-
troller selection, however introduces long transients. The latter while reducing
the issue of transients does no longer achieve string stability. Hence, the notion
of positional symmetry has been introduced meaning that the control based on
position is symmetric, while other control inputs, such as velocity are asymmet-
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ric. This seems to achieve a good trade off between the two control strategies.
The two main approaches that successfully achieve string stability, are an un-
bounded increase of the communication range, for example by broadcasting the
velocity of the leader, and the introduction of other spacing policies, most com-
monly a velocity dependent policy by maintaining a constant or variable time
headway.
2.4.2 Cyclic Interconnections
In parallel to work reported on the non-cyclic structures research has also fo-
cused on cyclic structures. In some cases these cyclic results are used to obtain
the above mentioned results on non-cyclic interconnections [15, 16]. The reason
to start with cyclic interconnections is that the analysis simplifies considerably,
since the Laplacian is a circulant matrix. For instance in [16] the conjecture
is used that an unstable cyclic system means that the system using the associ-
ated path graph as communication structure is asymptotically or flock unstable,
which is a form of harmonic string stability that uses velocity as the performance
variable. This conjecture is then used in [15] to obtain the results for path sys-
tems.
While for non-cyclic systems stability is normally not critical, cyclic systems
do not exhibit generally a stable behaviour. Hence, the investigation of cyclic
systems is focused on eventual instability. Only for eventually stable systems
the notion of string stability becomes important.
As for the non-cyclic case the communication structure can both be uni-directional
[35] or bi-directional, and can include the use of information from the immediate
predecessor and successor [35, 16] or extended communication ranges. In the
uni-directional case it is shown in [35] that eventual instability is unavoidable.
This aligns with the results in [37], where string instability of a uni-directional
string of vehicles is unavoidable.
Hence, similar measures as for non-cyclic structures can be used, including bi-
directional control, both symmetric and asymmetric, increase of the communi-
cation range, use of other spacing policies, as well as the use of heterogeneous
controllers and non-linear controllers. In most cases the results found for cyclic
interconnections reflect the ones found for non-cyclic ones discussed above.
For example, the relation between a time headway and the friction present in
vehicles is investigated in [36]. They find conditions that guarantees stability
and string stability, respectively. These conditions rely on the friction present,
the time headway and the controller gain. Their model is a simple point mass
model including friction. Using these conditions they are able to conclude in
agreement with the other results, see [35], that a frictionless system becomes
unstable for large enough N if the time headway is 0. These reflect results in
[19].
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Similarly, in [16] the authors show that a positional symmetry has to hold for
stability. Further, they extended the result to show that if the vehicles open
loop systems contain more than two integrators instability is unavoidable for
growing string lengths independent on the symmetry or asymmetry present.
This reflects the result in [15, 26].
3 General Networked Systems
Similar stability and performance results are sought for general networked sys-
tems, for example in areas of formation control. Especially limitations on the
performance are very important for the design of controllers. To this end it
is important to generalise the notion of string stability to general networked
systems, which is for example done in [25, 43].
In regard to stability the identical principle of eventual instability can be used
for any network. Ideally, similar string stability definitions can also be utilised.
In fact, we can reuse the definitions for general, single, and internal lp,q string
stability, as well harmonic string stability, without any change, for example [43]
uses both single and general l∞ string stability considering as input either the
velocity or disturbances. However, other versions and notions cannot be directly
applied. For example the version of final string stability does no longer make
sense due to the fact that there is no final vehicle. Hence, in Section 3.1 we will
propose generalisations of the string stability notions given in Section 2.3 for
networked systems. Afterwards, we will pinpoint to some selected contributions
in that direction in Section 3.2.
3.1 Networked stability
One remarkable difference between a vehicle platoon and a more general net-
worked system is that the communication structure as well as the performance
measure are more complex. So in the case of a vehicle platoon if the string
is increased by one vehicle, this vehicle appends to the last vehicle, and its
performance measure is usually well defined as the distance between some of
its predecessors and maybe virtual followers. However, in the case of general
networks there are usually multiple locations where the additional agent can
be inserted, as well as other performance measures that could be considered.
Hence, to be able to generalise the notion of string stability to a form of net-
worked stability, the networked system has to grow in a structured and well
defined way. Here, we assume this structure as given such that if we mention
in the notion of networked stability for all N ∈ N, it is inherently clear how the
network will expand with increasing N .
Remark 3.1. In the future, it might prove useful to include certain structural
expansion within the notion of networked stability.
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We will base our definitions of networked stability, on our notions of string sta-
bility in Section 2.3. In that context we define an input-output l[p, q] networked
stability with different variations in Table 4. Note that the variations differ in
the considered input and outputs and are related with general, single, and final
l[p, q] string stability.
Further, the notion of internal and input-to-state string stability can be trans-
lated directly to general networked systems without any changes. The same
holds for the notions of harmonic and weak string stability.
The notion of strict string stability has to be more carefully treated. To this
extend we limit the notion of strict networked stability, to networks with a
single leader and tree structure. Further, we use the term agent in level k as
an agent where there are k − 1 agents between itself and the leader. So for
example an agent i following directly the leader is on level 1, an agent directly
following agent i is on level 2, and so forth. Then, we can define a form of strict
networked stability as follows.
Definition 3.1. A networked system with a single leader and a well defined tree
structure, is strict l[p, q] networked stable from level N¯ , if it is lp,q networked
stable and in addition for any input signal z(t) with ||zi||p < ∞ and agents j
and k, where j is any agent following i on a level higher or equal than N¯ and k
is a direct follower of j,
||yk||q ≤ ||yj ||q (21)
for all j, k.
3.2 Selected Contributions
[25] uses a notion of l2 and l2,∞ networked stability. Their goal is to design a
controller such that the total system is asymptotically stable and the H∞ or H2
norm of the transfer function from a disturbance to an output is smaller than a
design parameter γ. For this purpose they define performance regions that are
based on a parameter σ that takes the place of the eigenvalue of the Laplacian
in the system. Then, the region spans the values of this parameter that lead to
a stable and well performing system in regard to the design parameter γ. They
also find using this approach a limit for the performance of any controller. Their
investigations use an un-directed, un-weighted graph as well as state feedback,
but holds for arbitrary graph structures.
An approach based on l∞ string stability is used in [43]. Their performance
variable is the spacing error of the vehicles to a reference vehicle, as well as
the relative velocity to this vehicle. Note that even though they use this as a
performance indication they do not assume that all vehicles have access to that
information. In that regard they show that the system is unstable if the open
loop systems of the individual vehicles (here they consider homogeneous control
structure with linear dynamics and un-directed information exchange graphs)
has more than two integrators, which generalises results found for vehicle strings
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[4, 12]. Additionally, they find that at least one vehicle needs to communicate
with a considerable part of the complete formation for stability and string sta-
bility in their sense. This links well with the use of the leader position to avoid
string instability in vehicle platoons [37].
In [41, 42] classic control principles combined with Mason’s Direct rule are used
to obtain performance limitations similar in nature to Bode’s integral formula.
In fact they show that control merely distributes disturbance rejection at low
frequencies between agents. This means by improving one agent’s disturbance
rejection another agent’s performance becomes worse. While the cycle influences
the low frequency disturbance the Laplacian spectrum influences the peak in the
sensitivity function. Hence, they conclude that for disturbance rejection a two-
degree of freedom controller should be used. Their analysis is based on arbitrary
networks and includes results both for homogeneous and heterogeneous systems.
However, they do not consider weighting of the topology.
4 Conclusion
The field of networked systems and in particular vehicle strings has been studied
in great detail. In this context especially the notion of string stability becomes
important, which means that even though a system can be stable the errors
will increase unbounded with increasing numbers of participating agents. This
property is mostly studied for vehicle strings, where it showed that without any
counter measures, such as increasing communication range, velocity dependent
spacing policies, etc., string instability occurs. While the case of vehicle strings
is very particular, similar effects can occur in more general networked systems,
as discussed briefly. Hence, the investigations of why and when these occur
become extremely important for the design of controllers.
In this paper we reviewed the main results attained for vehicle strings. Espe-
cially, we formalised different variations of string stability that are commonly
investigated and illustrated the importance in the distinction between those
with some examples. We hope that this will help in the future to unify the
way string stability is presented. Further, we summarised briefly how these
definitions could be generalised for any networked system.
Even though the field of string stability and networked systems lead to a wide
range of results there are several open problems. These are for example:
• Infinite communication length: While it has been shown that increased,
but limited communication range does not avoid string instability in non-
cyclic vehicle strings [28], the use of the leader velocity or position achieves
string stability [37]. This latter set-up achieves a form of unbounded com-
munication. It is yet to investigate whether a local unbounded communi-
cation structure results equally in string stability.
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• Incorporation of weighting: Most research assumes equal weights when
treating the information from various sources. However, it has been shown
that in vehicle strings the use of asymmetry can improve the response [3].
In a similar way asymmetric weights in multi-hop vehicle strings might
have a benefit in regard to performance.
• Limitations in control: As mentioned before, for some configurations string
instability is unavoidable independent of the linear controller used. It is
important to obtain performance limitations for networked systems to
understand what is achievable. These limitations should be independent
of the controller that is used.
• Other performance measures: As we mentioned previously, it is important
to distinguish between the different measures that are used, e.g. difference
between l∞ and l2 string stability. While l[2] is the most often discussed
string stability notion it is important to investigate and verify the results
for other measures, such as l∞, l2,∞ or power signal norm. Further, it is
essential to establish relations between the different measures for obtaining
an overall understanding.
• Communication structure: The communication structure can be of great
importance in determining eventual stability or string stability. The con-
jecture used in [16] links eventual stability for vehicle platoons with cyclic
communication to string stability in platoons with non-cyclic communica-
tion. While in this work the notion is investigated for single final string
stability, it is desirable to expand such relations between communication
structures in a formal manner and other types of string stability.
• Uncertainties: The robustness analysis mostly concentrates on disturbance
amplification. Another, important aspect however are uncertainties in the
model. At present, the approaches to this topic are fragmented, and pri-
marily rely on either restrictive assumptions or are based on small pertur-
bations.
• Faults and Security: Due to the reliance on sensors, actuators, and partly
communication it is also important to venture in the area of fault or ir-
regularity detection and correction. Initially, these irregularities or faults
that can be considered are actually a piece of hardware that is defective
or not operating normally. On the other hand it should be extended to
include security aspects towards malicious acts, for example individuals
that aim for an advantage in the case of vehicle platoons.
• Generalisation of the concept of string stability: We gave in Section 3.1
some examples how the concept of string stability could be generalised
for generic networked systems. In doing so we assumed that a structured
way is used to expand the network if N grows. It is important to investi-
gate the structural needs to retain networked stability and include cases
that include complex cyclic or bi-directional structures, this is the case
especially for the concept of strict networked stability.
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Definition used in
general If for every input signal z(t) with ||z||p <∞
there exists R for all N ∈ N such that
||y||q < R.
[3, 37]
single with input α If for every input signal z(t) with zi(t) = 0
for i 6= α and ||zα||p <∞ there exists R for
all N ∈ N such that
||y||q < R.
[4]
single If for every i and input signal z(t) with
zj(t) = 0 for j 6= i and ||zi||p < ∞ there
exists R for all N ∈ N such that
||y||q < R.
final If for every input signal z(t) with ||z||p <∞
there exists R for all N ∈ N such that
||yN ||q < R.
[35]
single with input α
final
If for every input signal z(t) with zi(t) = 0
for i 6= α and ||zα||p <∞ there exists R for
all N ∈ N such that
||yN ||q < R.
[28, 18]
single final If for every i and input signal z(t) with
zj(t) = 0 for j 6= i and ||zi||p < ∞ there
exists R for all N ∈ N such that
||yN ||q < R.
[28, 18]
Table 1: lp,q string stability or lp string stability if p = q. Most commonly
p = q = 2 or p = q = ∞ is used. Various definitions are collected differentiated
by the input, outputs, and states considered. The input signals z are most
commonly either disturbances or reference changes, while the output signals y
are most commonly the inter-vehicle spacing errors between the vehicles. Note
that the signals zi or yi denote the inputs and outputs acting on vehicle i,
respectively.
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Stability notion Definition used in
harmonic For every input signal z(t)
with ||z||p < ∞ there ex-
ists R such that
||y||q < RN ∀N. (9)
[13, 5]
strict Assume a vehicle platoon
with a clear defined single
leader and followers. Then,
the platoon is strict lp,q
string stable from N¯ if it
is lp,q string stable and for
any input signal zi(t) with
||zi||p < ∞ and vehicles j
and k, where j is any ve-
hicle following i and k is a
direct follower of j,
||yk||q ≤ ||yj||q (10)
for all j ≥ N¯ , k.
[32, 36]
weak For any ǫ > 0 there exists
δ(ǫ) > 0 (independent of
N) such that for any input
||z||p < δ(ǫ) it follows that
||y||q < ǫ ∀N.
[36, 22, 19, 39, 9, 8, 20]
Table 2: Different notions of string stability.
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Stability Conditions
l2 string stability The H∞ norm of a MIMO transfer matrix
X(jω), normallyH(s) orG(s), is bounded
independently of the string length, i.e.
sup
ω
(σmax(X(jω)) <∞ (11)
for all N ∈ N
single l2 string stability The H∞ norm of a transfer matrix
X:,1(jω), normally H:,1(s) or G:,1(s),
is bounded independently of the string
length, i.e. ||X:,1||∞ <∞ for all N ∈ N
single final l2 string stability The H∞ norm of a transfer function
X(jω) from a single input to the output
of the last vehicle, normally H1,n(s) or
G1,n(s), is bounded independently of the
string length, i.e.
sup
ω
(|X(jω)|) <∞.
for all N ∈ N
Table 3: Conditions for string stability
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Definition used in
general If for every input signal z(t) with ||z||p <∞
there exists R for all N ∈ N such that
||y||q < R.
single input If for every i ∈ {1, . . . , N} and input signal
z(t) with zj(t) = 0 for j 6= i and ||zi||p <∞
there exists R for all N ∈ N such that
||y||q < R.
single output If for every input signal z(t) with ||z||p <∞
there exists R for all N ∈ N such that
||yℓ||q < R ∀ℓ ∈ {1, . . . , N}
single input-output If for every i ∈ {1, . . . , N} and input signal
z(t) with zj(t) = 0 for j 6= i and ||zi||p <∞
there exists R for all N ∈ N such that
||yℓ||q < R ∀ℓ ∈ {1, . . . , N}
Table 4: lp,q networked stability or lp networked stability if p = q. Various defi-
nitions are collected differentiated by the input, outputs, and states considered.
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