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We study a service center location problem with ambiguous utility gains upon receiving service. The model
is motivated by the problem of deciding medical clinic/service centers, possibly in rural communities, where
residents need to visit the clinics to receive health services. A resident gains his utility based on travel
distance, waiting time, and service features of the facility that depend on the clinic location. The elicited
location-dependent utilities are assumed to be ambiguously described by an expected value and variance
constraint. We show that despite a non-convex nonlinearity, given by a constraint specified by a maximum of
two second-order conic functions, the model admits a mixed 0-1 second-order cone (MISOCP) formulation.
We study the non-convex substructure of the problem, and present methods for developing its strengthened
formulations by using valid tangent inequalities. Computational study shows the effectiveness of solving the
strengthened formulations. Examples are used to illustrate the importance of including decision dependent
ambiguity.
Key words : distributionally robust optimization, decision dependent uncertainty set, conic duality
History :
1. Introduction
This paper considers a location problem that decides to locate service centers from among candidate
locations to serve customers from different sites. The objective is to maximize the total utility of
the service received by the customers. The utility gained by the customers depends on the location
of the service centers. The decision is constrained due to available budget, and other considerations
such as staff availability. More formally, let S be the index set of customer sites and F be the index
set of candidate service center locations. Let bj, j ∈ F be the cost of opening a service center, and
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yj be the binary decision variable for opening a service center at location j ∈ F . The customer
site i∈ S has a demand Di. Each service center j ∈ F has a service capacity Cj. xij represents the
coverage of demand generated from customer site i to facility location j. We let uij(y) represent the
utility gained by a customer at site i∈ S receiving service from the service center at location j ∈ F ,
if service center locations are given by y, where y= {yj | j ∈ F}. The utility gain is ambiguous, and
we let Pyuij represent the ambiguity set of utility functions uij(y) for i∈ S, j ∈ F when the location
decision y is implemented. Note that this utility gain, as well as the ambiguity set describing the
utility gain, is dependent on the decision vector y. The model assumes a total budget B for the
service center decisions. For a general model we assume that cj is an additional fixed gain for
opening a service center j ∈ F . We can take cj = 0 for a problem that only needs to decide the
location of service centers. However, using cj provides a structure to the problem that may have
wider applicability, e.g., by allowing the model to be a cost minimization model under cardinality
constraints. The utility-robust service center location model formulation is given as follows:
max
y
c>y+Q(y)
s.t.
∑
j∈F
bjyj ≤B,
yj ∈ {0,1} ∀j ∈ F,
(RFL)
where the constraint in (RFL) is the budget constraint. Additional structural constraints on y may
be included though they are not given here. For a location decision vector y, Q(y) is a risk-averse
utility gain given by the following problem (RSP):
Q(y) = max
x
∑
i∈S
∑
j∈F
xij
(
min
P∈Pyuij
EP [uij(y)]
)
s.t. x∈X(y),
(RSP)
where the feasible set X(y) is defined as
X(y) :=
xij ∀i∈ S, ∀j ∈ F
∣∣∣∣∣∣∣∣∣∣
∑
i∈S xij ≤Cjyj ∀j ∈ F,∑
j∈F xij ≤Di ∀i∈ S,
xij ≥ 0 ∀i∈ S, ∀j ∈ F
. (1)
The objective of (RSP) is to maximize the worst-case expected total utility gained by the customers.
The source of ambiguity in (RFL) is from the evaluation of expected utility uij(y). The first
constraint in (1) is the capacity constraint for each service center, and the second constraint ensures
that the total number of customers arising from site i cannot exceed the potential demand from i.
Note that the results in this paper remain valid when the set X(y) is defined differently from an
alternative application. The emphasis in this paper is on studying the properties of the objective
function in (RSP).
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1.1. Possible applications of the modeling framework
The model studied in this paper is motivated by the situations where customers go to a service
center in order to receive service. The utility of service received by customers is effected by the joint
locations of the service centers. This feature makes (RFL) different from the traditional facility
location problems in which resources are delivered from a facility to customers to meet demand,
and a delivery cost is incurred (Daskin 2013). We give some real world situations to which our
model can be applied.
In the first example, we consider a healthcare system of a developing country where the state
and central governments plan to open primary care clinics with a limited budget (e.g., (Sharma
2016). The clinics provide primary care and health screening for the residents at low or no cost.
Since patients need to come to a clinic to receive healthcare services, the value of these clinics to
a resident depends on the location of the clinics, especially the distance and accessibility from the
place of residence. Residents have a choice of clinic, and may go to multiple clinics. Each clinic
has a limited capacity. As discussed above, the utility of the clinics to a resident depends on their
locations. Analogous examples arise in the context of opening low cost subsidized pharmacies, or
fitness centers.
In the context of for-profit organizations, consider the problem of locating a few shopping cen-
ters in a city. Different locations and features (i.e., scale, presentation, neighborhood and quality
of service) of shopping centers may attract the residents differently, which results in a location
dependent shopping center experience (utility) gain. Since merchandise selling price is typically
matched, it is in not necessarily the primary difference of the shopping centers from it competitors.
1.2. Contributions of this paper
This paper makes the following contributions:
• We establish a utility-robust optimization model (RFL) for the service center location problem
when the utilities are random parameters with ambiguous probability distribution that are affected
by the service center locations. Under a suitable moment-based model for specifying location utility
ambiguity set, we show that it is possible to reformulate (RFL) as a mixed 0-1 second-order cone
program (MISOCP).
• We investigate the properties of the non-convex constraint, written as the max of two second-
order-cone functions, arising in the reformulation of the ambiguity set for the utilities. We give
representations of the convex hull associated with the non-convex constraint.
• We develop numerical frameworks for generating tangent inequalities of the convex hull asso-
ciated with the non-convex constraint. These tangent inequalities lead to stronger formulations of
(RFL). A numerical study is conducted to test the computational performance of solving (RFL)
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instances with or without the convexification cuts developed in this paper. Computational results
show that incorporating convexification cuts results in a significant cpu time savings. It allows us
to solve problems with up to 3,000 potential locations and 300 site budget in less than 1/2 hour.
• Numerical experiments are used to illustrate properties of the (RFL) model and discuss
insights.
1.3. Organization of this paper
This paper is organized as follows. Section 1.4 provides a literature review on the facility loca-
tion problems. Section 2.1 provides a rationale for the utility’s dependence on the service center
locations. Section 2.2 discusses a linear utility assumption we use to model the decision dependent
utility in this paper. Section 2.3 establishes an ambiguity set of utilities based on the first two
moments of the random utility function. Section 2.4 provides an illustrative example to show that
the robust optimal service center locations can change with respect to different ambiguity level in
the utility.
Section 3 presents a mixed 0-1 second-order-cone program (MISOCP) reformulation of (RFL).
In Section 4, we investigate the properties of the non-convex constraint in the formulation and
give two representations of the convex hull associated with the non-convex constraint. Based on
the two representation of the convex hull, we develop numerical methods for generating tangent
inequalities of the convex hull associated with the non-convex constraint. In Section 5.2, we provide
our computational experience with the MISOCP reformulation of (RFL) and the effectiveness of
cuts developed in this paper for solving 41 (RFL) instances ranging from small size to large size.
In Section 5.3, we discuss some insights in the optimal location changes as a consequence of the
utility ambiguity levels. This is followed by a concluding remarks section, where we present a
generalization of the model that allows random demand.
1.4. Literature review
1.4.1. Facility location models Facility location models are extensively studied in Opera-
tions Research (Daskin 2013). In the facility location problem, a decision maker needs to decide
location of a limited number of facilities (factories, retail centers, power plants, service centers,
etc.), and determine coverage of demand from different sites by the located facilities. The objective
is to minimize the facility setup cost and the cost of production/delivery. The facility location
models provide framework for other problems in resource allocation, supply chain management
and logistics, etc. (Melo et al. 2009).
Carrizosa and Nickel (2003) investigate the problem of locating a single facility in a continuous
region of R2 that meets the demand. The facility is located in a robust sense by selecting a location
that minimizes the perturbed delivery cost with respect the a reference demand distribution. Baron
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and Milner (2010) studied a robust multi-period facility location problem with a box uncertainty
set and an ellipsoidal uncertainty set of demand in each period. The model is reformulated as a
mixed 0-1 linear program and a mixed 0-1 conic quadratic program, respectively. The objective
is to maximize the total profit. The numerical study showed that robust models provide small
but significant improvements over the solution to the deterministic model using nominal demand.
(Berglund and Kwon 2014) analyzed a robust hazardous material carrier allocation problem with a
box uncertainty set for the amount of hazardous material in a finite set of sites and for the exposure
risk at each link during transport. Here the objective is to minimize the weighted combination of the
facility opening/setup cost, delivery cost and total risk of exposure. The problem is reformulated
as a mixed 0-1 linear program using linearization techniques.
In stochastic programming based facility location models, the uncertain demand is modeled as
a discrete random variable on a finite set of scenarios. Specifically, Louveaux and Peeters (1992)
provided an early investigation on a two-stage stochastic optimization model of the uncapacitated
facility location problem with recourse when demand, selling price, production and transportation
costs are random. Wang et al. (2002) developed an immobile server location model which is moti-
vated from the problem of locating bank ATMs or Internet mirror sites congested by stochastic
demand originating from nearby customer locations. Here the queueing system for each server is
modeled by an M/M/1 queue, and the objective is to minimize customers’ total travel and wait-
ing time. Chen et al. (2006) purposed an α-reliable mean-excess regret model (α-RMERM) for
stochastic facility location modeling. For a decision y of facility location, the regret under a sce-
nario is defined as the increased value in the total weighted delivery distance under the decision
y compared to the minimum value under scenario s. In comparison with the previous α-reliable
minimax model (α-RMM) that minimize the α quantile of regrets, the α-RMERM minimizes the
expectation of the excess regret with respect to the α quantile. Since the mixed 0-1 programming
reformulation of the α-RMERM is more compact (no big-M coefficient) than that of the α-RMM
model, α-RMERM is shown to be computationally more efficient. A two-stage stochastic facility
location model is also developed for humanitarian relief logistics (Do¨yen et al. 2012) to minimize
the total cost of rescue center location, inventory holding, transportation and shortage of relief
items.
In recent years, research on robust and stochastic facility location (RSFL) models has investi-
gated a supply chain network where each demand site is allowed to source supply from multiple
distribution centers (Li et al. 2017). The objective is to minimize the total cost while satisfying the
demand with a given probability. Li et al. (2017) proposed a set-wise approximation and reformu-
lated the chance constraint in the model using exponentially many second-order cone constraints.
A mixed binary second-order cone program is solved numerically using a cutting plane procedure.
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(Chan et al. 2017) studied a distributionally robust medical equipment (defibrillators) location
problem to reduce cardiopulmonary resuscitation (CPR) delay in sudden cardiac arrest patients
due to the defibrillator distance from the event site. Based on the defibrillator location, the objec-
tive of this model uses conditional value-at-risk (CVaR) on the distance between the cardiac arrest
event site and the nearest defibrillator location. The uncertainty set of the cardiac arrest event site
is constructed using a finite set of possible locations. It is shown that this model can be reformu-
lated as a mixed 0-1 semi-infinite program, and a row-and-column generation algorithm is applied
to solve the reformulated problem.
Decision dependence in modeling parametric uncertainty has received limited attention in the
facility location literature. However, there is prior research on this topic in resource management
(Tsur and Zemel 2004), stochastic traffic assignment modeling (Shao et al. 2006), oil (natural gas)
exploration (Jonsbr˚aten 1998, Tarhan et al. 2009, Goel and Grossmann 2004), and robust network
design (Ahmed 2000, Viswanath et al. 2004). We refer the reader to Luo and Mehrotra (2018) for
a more detailed literature review on this topic.
1.4.2. Decision theory and utility models Utility models are widely used in economics
and consumer theory for decision making based on discrete choices (Fishburn 1970, Dyer et al.
1992, Zavadskas and Turskis 2011). Fishburn (1970) provided a fundamental understanding of
utility theory for decision making, focusing on the logic of utility comparison and the structure
of utility functions. There are several classes of utility modeling frameworks, among which the
expected utility models is commonly used (Schoemaker 1982). The expected utility theory is based
on assumptions including independent evaluations, exhaustive search, trade-offs, objective proba-
bilities and values, which helps simplify the modeling of a complex psychological process of decision
making (Katsikopoulos and Gigerenzer 2008). An expected utility model evaluates multiple choices
based on some attributes. Every choice has a value at each attribute, and the decision maker is
characterized by a weight vector (independent of choices) of the attributes which describes the
preference levels of the attributes. The choice that maximizes the expected utility is used as the
optimal choice.
Luce (1991) studied linear utility models for binary decision making. Bell (1982) incorporated
regret into utility function and used numerical examples to show that this modification can improve
prediction and lead to better description of decision makers’ behavior in some situations. Rabin
(2000) studied a preliminary risk-averse random utility model. Friedman and Sandow (2003) inves-
tigated a problem of learning a probabilistic model based on maximizing the expected utility
with prior knowledge on the unknown probability of events. Cascetta and Papola (2009) extended
the concept of dominance among alternatives to the framework of the random utility theory.
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Katsikopoulos and Gigerenzer (2008) analyzed a decision-making utility model for some realistic
situations where only a few attributes play a dominant role, and exhaustive computation is not
achievable for the decision maker. Kitamura and Stoye (2018) developed and implemented a non-
parametric test of random utility models. Huang et al. (2013) investigated an approach for group
decision making that is based on aggregating individual utility models. The linear utility model is
a building block for establishing several probabilistic choice models (McFadden and Train 2000).
Utility models are widely applied in research areas such as social choice (Soufiani et al. 2012),
welfare analysis and comparison among individuals (Decoster and Haan 2010), nursing practice
measurement (Brennan and Anthony 2000), simulation and estimation of travel demand, travel
time and route choice optimization (Cascetta and Papola 2001, Blayac and Causse 2001, Hawas
2004), early drug discovery (Parrott et al. 2005), and sustainable forest management (Wintle et al.
2005), etc. Nondecreasing concave utility function is used as an objective value in risk-averse
decision making in financial market models (Ra´sonyi and Stettner 2005, Hu and Mehrotra 2015).
The use of utility in more complex decision-making models has also received some attention in
the robust optimization literature. Ahmed (2000) investigated a class of single-stage stochastic pro-
grams with discrete candidate probability distributions that are based on Luce’s choice axiom (Luce
1977). Schied (2005) studied an optimal investment strategy based on a distributionally-robust
utility model. (Hu and Mehrotra 2015) studied a model that finds for a robust optimal decision
over a set of risk-averse utilities. This modeling framework is further extended to the context of
general utilities in (Hu et al. 2018).
2. Decision Dependence in Facility Location Utility Assessment
2.1. Model Interpretation
In order to see how service center location decisions affect system utility, consider a situation in
which we have only one service center at location j ∈ F , and no service centers are located at
any other locations in F . The utility for customers at site i for service center location j in this
case is given by uij(ej), where ej is a |F |-dimensional vector with the jth entry being one and
other entries being zero. The utility uij(ej) can be overestimated or underestimated, since no other
service centers are available for comparison. If we open a second service center at location j′,
customers can compare the level and quality of service from the two service centers (j and j′).
Based on this comparison, customers at site i may modify their utility value for j. Therefore, the
true utility may be different from uij(ej). It is worth noting that uij(y) may be interpreted as a
random function, and the probability measure of this random function depends on the customer
site i∈ S, the service center j ∈ F , and the location decision vector y.
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Given a probability measure P ∈Pyuij of the utility uij(y), the expected value of uij(y) is evalu-
ated from
EP [uij(y)] =
∫
R+
uP (du), (2)
where P is an element of the ambiguity set Pyuij .
2.2. Model Assumptions
We assume that uij(y)≥ 0, and uij(y) is linear in y, i.e.,
uij(y) = (β
ij)>y+ εij,
where βij is a |F | dimensional random vector and εij is an error term. This assumption simplifies
our presentation, though the modeling framework allows for the use of a more general functional
form.
In practice the coefficient βij in the utility function description may be estimated using a ran-
domized design, or some other alternative methodology. A randomized design is is described below.
For each i ∈ S and j ∈ F , we randomly select N residents from site i and generate N random
location decision vectors {yk}Nk=1 satisfying ykj = 1 ∀k ∈ [N ]. For the kth selected resident, we ask
the resident to score, in the range from 0 to 100, the utility of being assigned to service center j
for the location vector yk. Suppose the score given by the kth selected resident is sk, k ∈ [N ]. Then
we can estimate the coefficient vector βij using the following linear regression model
[y1,y2, . . . ,yN ]>βij = [s1, s2, . . . , sN ]>+ ij, (3)
where ij is an error vector.
2.3. A Utility Ambiguity Set
The linear model uˆij(y) = (β
ij)>y is an estimation of the unknown true utility. The linear utility
model is ambiguous due to uncertainty in βij, for i∈ S and j ∈ F ), possibly due to response bias,
insufficient sampling, and the choice of linear model (model miss-specification). Thus we may be
interested in robustifying against the ambiguity in the estimation of uij(y). Below we present an
approach to construct an ambiguity set Pyuij based on the mean vector and covariance matrix of
estimated βij. Since this approach is identical for every i∈ S and j ∈ F , we omit the indices i, j to
simplify the notation.
In our approach we treat β as a random vector that follows an unknown probability measure.
The linear regression model provides a reference mean vector βˆ and a reference covariance matrix
Σ̂ of β. Let βˆ∗ and Σ̂
∗
be the true mean vector and the true covariance matrix of β. Suppose we
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have an uncertainty set B of βˆ∗ and an uncertainty set E of Σ̂∗, satisfying βˆ, βˆ∗ ∈B and Σ̂, Σ̂∗ ∈ E .
We now define the ambiguity set Pyu as follows:
Pyu =
P ∈ (Ξ,F)
∣∣∣∣∣∣
min
β∈B
β>y≤Eu∼P [u]≤max
β∈B
β>y
min
Σ∈E
y>Σy≤Eu∼P
[(
u− βˆ>y)2]≤max
Σ∈E
y>Σy
. (4)
The above ambiguity set restricts the candidate mean and empirical variance of the utility within
a confidence region. Specifically, for a candidate probability measure P the quantity Eu∼P [u] is
the mean of the utility if u follows the probability measure P . The quantity Eu∼P
[(
u− βˆ>y)2]
is interpreted as the variance of u with the mean value estimated using the reference mean. The
first inequality in (4) imposes that for any candidate probability measure P , the mean (based on
P ) of the utility should be upper and lower bounded by the maximum and the minimum values
of β>y respectively over the choice of coefficients β from the uncertainty set B. Similarly, the
second inequality imposes an upper and a lower bound on the empirical variance of the utility
over the covariance matrix Σ from the uncertainty set E . We note that the specification of the set
Pyu may be generalized to consider bounds based on higher order moment considerations (see e.g.,
(Mehrotra and Papp 2015)). However, solution of models based on such a definition is beyond the
scope of the current paper.
The definition of the ambiguity set in (4) is independent of the choice of uncertainty sets B and
E . We now propose a specific B and E for use in (4). We define B as an ellipsoid set with the center
at βˆ, and define E as set of positive semi-definite matrices with lower and upper bounds obtained
based on Σ̂:
B= {β ∈R|F | | (β− βˆ)>A(β− βˆ)≤ b2},
E = {Σ∈R|F |×|F | | γ1Σ̂4Σ4 γ2Σ̂},
(5)
where A is positive semi-definite matrix, and b is a positive parameter. The matrix Σ is positive
semi-definite, and scalar γ1, γ2 are positive parameters. These parameters ensure that the estimated
covariance matrix provides a lower and upper bound on the eigenvalues of the unknown Σ. This
approach to defining the uncertainty sets of β and Σ in (5) is similar in spirit to (Delage and Ye
2010). However, the description of E here also uses a matrix lower bound constraint on Σ.
2.4. An Illustrative Example
We now provide a numerical example to illustrate that the choice of parameters in the specification
of Pyu and (5) may result in different decision recommendations. Consider a case that has three
potential customer sites S = {1,2,3} and three service center locations F = {1,2,3}. The cost of
opening a service center at each location is equal, and the service centers have unlimited capacity.
The budget allows for opening only one service center. Let the demand be d1 = 20, d2 = 30, and
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d3 = 25. Let A
ij = diag(aij1 , a
ij
2 , a
ij
3 ) and Σ̂
ij
= diag(σij1 , σ
ij
2 , σ
ij
3 ), i.e., the matrices A
ij and Σ̂
ij
are
diagonal for each i, j ∈ {1,2,3}. The model is given as follows:
max
y,x
∑
i,j∈{1,2,3}
(
min
P∈Pyuij
EP [uij(y)]
)
xij
s.t. y1 + y2 + y3 ≤ 1,
x1j +x2j +x3j ≤ (d1 + d2 + d3)yj ∀j ∈ {1,2,3},
xi1 +xi2 +xi3 ≤ di ∀i∈ {1,2,3},
xij ≥ 0, yj ∈ {0,1} ∀i, j ∈ {1,2,3}.
In this case, there are only three possible decisions of the service center locations, which are y =
[1, 0, 0], [0, 1, 0], [0, 0, 1]. We will see in Lemma 1 that the optimal value U ij(y) = min
P∈Pyu
EP [uij(y)]
is given by the following form:
U ij(y) = max
{
(βˆij)>y− bij‖(Aij)−1/2y‖, (βˆij)>y−
√
γij2 ‖(Σ̂
ij
)1/2y‖
}
. (6)
Suppose that the estimations of βˆij are given as follows:
βˆ11 = [8.5,0.2,0.4], βˆ12 = [0.1,8.0,0.3], βˆ13 = [0.2,0.1,7.3],
βˆ21 = [8.2,0.0,0.2], βˆ22 = [0.1,8.2,0.3], βˆ23 = [0.2,0.0,7.4],
βˆ31 = [8.3,0.1,0.2], βˆ32 = [0.0,8.1,0.1], βˆ33 = [0.1,0.0,7.5].
In the base case we assume that all parameter estimates are exact, i.e., there is no ambiguity.
aijk = σ
ij
k = γ
ij
2 = 0 ∀i, j, k ∈ {1,2,3}, bi1 = 0, bi2 = 0, bi3 = 0 ∀i∈ {1,2,3}.
Now consider two different parameter settings for Aij and Σ̂
ij
.
Parameter Estimation 1:
aijk = σ
ij
k = γ
ij
2 = 2.0 ∀i, j, k ∈ {1,2,3}, bi1 = 1.41, bi2 = 1.27, bi3 = 2.69 ∀i∈ {1,2,3}.
Parameter Estimation 2:
aijk = σ
ij
k = γ
ij
2 = 2.0 ∀i, j, k ∈ {1,2,3}, bi1 = 1.41, bi2 = 0.99, bi3 = 2.55 ∀i∈ {1,2,3}.
We can verify that in the base case y∗ = [1, 0, 0] is the optimal solution with the optimal value 582.
This is also the solution, with the optimal value 548, under the parameter Estimation 1. However,
y∗ = [0, 1, 0] is the optimal solution with the optimal value 556 under the parameter Estimation
2. Note that in comparison to Estimation 1, the level of ambiguity at locations 2 and 3 is smaller
(the bi2 and bi3 values are smaller) in Estimation 2. This reduced ambiguity results in a different
service center location decision. We arrive at different decisions with varying levels of ambiguity.
F.Q. Luo and S. Mehrotra: Service Center Location with Decision Dependent Utilities
00(0), pp. 000–000, c© 0000 INFORMS 11
3. Mixed 0-1 Conic Reformulation of (RFL)
We first give an analytical solution of the inner problem of (RSP). We show that the analyti-
cal solution can be written as the maximum of two second-order-cone functions. This analytical
solution is used to reformulate (RSP) as a mixed 0-1 second-order-cone program.
3.1. Reformulation of (RFL) Using the Moment Based Ambiguity Set
We first reformulate the inner problem in (RSP):
minP∈Pyu EP [u(y)], (7)
where Pyu is defined in (5). We have omitted the subscripts i, j for simplicity. The following propo-
sition provides an explicit decision dependent description of the ambiguity set Pyu .
Proposition 1. Let Pyu be defined as in (4) and (5). Then Pyu can be reformulated as:
Pyu =
P ∈ (Ξ,F)
∣∣∣∣∣∣
βˆ>y− b‖A−1/2y‖ ≤EP [u]≤ βˆ>y+ b‖A−1/2y‖
γ1y
>Σ̂y≤EP [(u− βˆ>y)2]≤ γ2y>Σ̂y
. (8)
Proof. We first show the reformulation of EP [u]. Inequality (5) that defines B is equivalent to
‖A1/2(β− βˆ)‖ ≤ b. Then the following upper bound on β>y holds for any decision vector y.
β>y= βˆ>y+ (β− βˆ)>y= βˆ>y+ (β− βˆ)>A1/2A−1/2y
≤ βˆ>y+ ‖A1/2(β− βˆ)‖‖A−1/2y‖ ≤ βˆ>y+ b‖A−1/2y‖,
where we use the Cauchy-Schwarz inequality and the definition of the ellipsoid in the first and
the second inequalities of the above expression, respectively. Similarly, we can show that β>y ≥
βˆ>y− b‖A−1/2y‖. Furthermore, the above upper and lower bounds on β>y are atttainable based
on the conditions for the equality to hold in the Cauchy-Schwarz inequality. Therefore, we have
max
β∈B
β>y= βˆ>y+ b‖A−1/2y‖, min
β∈B
β>y= βˆ>y− b‖A−1/2y‖. (9)
Based on the definition of E in (5), we have
min
Σ∈E
y>Σy= γ1y
>Σ̂y, max
Σ∈E
y>Σy= γ2y
>Σ̂y. (10)
Substituting (9) and (10) into (4), we obtain (8). 
The following lemma allows us to solve (7) analytically.
Lemma 1. Let Ξ = [a, b] be a closed interval in R and F be the Borel σ-algebra on Ξ. Let (Ξ,F)
denote the set of probability measures defined on Ξ with the Borel σ-algebra. Consider the following
optimization problem:
minP∈(Ξ,F) EP [u] s.t. c1 ≤EP [u]≤ c2, d1 ≤EP [(u−µ)2]≤ d2, (11)
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where u is a random variable and a1, a2, b1, b2, µ∈R satisfying a≤ c1 ≤ µ≤ c2 ≤ b, 0≤ d1 ≤ d2 and
(µ− c1)2 ≥ d1, which guarantees that problem (11) is feasible. Let V ∗ be the optimal value of the
problem. Then we have V ∗ = max{c1, µ−
√
d2}.
Proof. We consider the solution of (11) in two cases: (µ − c1)2 ≤ d2 and (µ − c1)2 > d2. If
(µ − c1)2 ≤ d2, one can construct an optimal probability measure P ∗ such that P ∗({c1}) = 1.
The measure P ∗ is feasible since EP∗ [u] = c1 and EP [(u− µ)2] = (µ− c1)2 ∈ [d1, d2] satisfying the
constraints. In this case, we have V ∗ = c1. The conditions c1 ≤ µ and (µ− c1)2 ≤ d2 further imply
that c1 >µ−
√
d2. Therefore, in this case the expression V
∗ = max{c1, µ−
√
d2} holds.
Now consider the case that (µ− c1)2 >d2. Due to the constraint on the second moment of u, we
have
∫
[a,b]
(u−µ)2dP (u)≤ d2. The Cauchy-Schwarz inequality gives∫
[a,b]
(u−µ)2dP (u)≥
(∫
[a,b]
(u−µ)dP (u)
)2
= (EP [u]−µ)2 ,
and hence d2 ≥ (EP [u]−µ)2, which implies that
√
d2 ≥ µ−EP [u]. Therefore, we have V ∗ ≥ µ−
√
d2.
It remains to show that the lower bound µ − √d2 is attainable. We now construct an optimal
probability measure P ∗ such that P ∗({µ−√d2}) = 1. To verify that P ∗ is feasible, we note that
EP∗ [u] = µ−
√
d2 which is in the interval [c1, c2] due to the conditions µ≤ c2 and (µ− c1)2 > d2.
Furthermore, we have EP∗ [(u−µ)] = d2. Combining the above two cases, we get V ∗ = max{c1, µ−√
d2} which concludes the proof. 
Remark 1. According to Lemma 1 the optimal value of (11) does not depend on the value of
constants c2 and d1 in the constraints. We now provide an interpretation of the optimal value. In the
case of (µ−c1)2 ≤ d2, the maximum deviation allows the mean value EP [u] to reach the lower bound.
In the case of (µ− c1)2 > d2, the deviation is not large enough. Consequently, the lower bound
of the mean value is not attainable, and the optimal value depends on the maximum deviation
determined by d2. Note that allowing a matrix lower bound in the definition of E is different from
the setting (1b) of the moment-based ambiguity set in (Delage and Ye 2010). If a matrix lower
bound is imposed in (1b) of (Delage and Ye 2010), the distributionally-robust optimization model
in (Delage and Ye 2010) can not be reformulated into a convex optimization problem. However, an
analytical specification of the optimal value of (11) is possible because the ambiguity set is defined
for the univariate utility and simplification is possible in this case. By applying Lemma 1 to (8),
it gives an analytical expression for the optimal value of (7) in Corollary 1.
Corollary 1. The optimal value of (7) is given as follows:
minP∈Pyuij EP [uij(y)] = max
{
(βˆij)>y− bij‖(Aij)−1/2y‖, (βˆij)>y−
√
γij2 ‖(Σ̂
ij
)1/2y‖
}
, (12)
for any i∈ S and j ∈ F .
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When substituting the optimal value (12) into (RSP), we get a nonlinear term written as
xij
(
minP∈Pyuij EP [uij(y)]
)
. This nonlinear term involves bilinear product terms xijy. A reformula-
tion of (RSP) based on linearizing these bilinear product terms is given in the following proposition.
Proposition 2. Let the ambiguity set Pyuij be defined as in (4)–(5) for all i∈ S and j ∈ F . The
recourse problem (RSP) can be reformulated as
max
∑
i∈S
∑
j∈F
U ij
s.t. U ij ≤max{(βˆij)>vij − bij‖(Aij)−1/2vij‖, (βˆij)>vij −
√
γij2 ‖(Σ̂
ij
)1/2vij‖},
vijk ≤Rijyk, vijk ≤ xij, vijk ≥ xij −Rij(1− yk) ∀i∈ S, ∀j ∈ F, ∀k ∈ F,
x∈X(y), U ij ≥ 0, vij ∈R|F |+ ∀i∈ S, ∀j ∈ F,
(RSP-0)
where Rij is a constant satisfying Rij = min{Di,Cj}.
Proof By Lemma 1, the optimal value of (7) can be written as
max{(βˆij)>yxij − bij‖(Aij)−1/2yxij‖, (βˆij)>yxij −
√
γij2 ‖(Σ̂
ij
)1/2yxij‖}. (13)
We need to verify that the second to the fourth constraints in (RSP-0) ensure that vijk = xijyk for
all i∈ S, j ∈ F and k ∈ F . If yk = 0, the second constraint implies that vijk ≤ 0. Combining it with
the non-negative constraint on vijk implies that v
ij
k = 0. If yk = 1, the third and fourth constraints
imply that vijk = xij. Therefore, the recourse problem (RSP) can be reformulated as (RSP-0). 
The most challenging part in (RSP-0) is the first constraint. Note that the two functions inside
the ‘max’ are both concave, and hence the first constraint is non-convex. We can reformulate this
non-convex constraint into convex constraints by introducing binary variables in the model. This
reformulation is given in Section 3.2.
3.2. Reformulation using Convexification in a Lifted Space
In this reformulation of (RSP-0), we lift the feasible set of the variables {U,v} (omitting indices
i, j) into a higher dimensional space represented by variables {U,U 1,U 2,v1,v2}, where {U 1,v1}
and {U 2,v2} are additional variables introduced to represent the max constraint in (RSP-0). This
reformulation does not use a big-M constant. A reformulation is also possible using big-M constants,
but it is omitted here because its performance was not superior to the one given here.
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Theorem 1. The recourse problem (RSP) can be reformulated as the following mixed 0-1
second-order-cone programming problem:
max
∑
i∈S
∑
j∈F
U ij
s.t. U ij1 ≤ (βˆij)>vij1− bij‖(Aij)−1/2vij1‖, U ij2 ≤ (βˆij)>vij2−
√
γij2 ‖(Σ̂
ij
)1/2vij2‖,
U ij =U ij1 +U ij2, vij = vij1 +vij2, vij1k ≤Rijsij, vij2k ≤Rij(1− sij)
vijk ≤Rijyk, vijk ≤ xij, vijk ≥ xij −Rij(1− yk), ∀i∈ S, ∀j ∈ F, ∀k ∈ F,
x∈X(y), sij ∈ {0,1}, U ij,U ij1,U ij2 ≥ 0,vij,vij1,vij2 ∈R|F |+ ∀i∈ S, ∀j ∈ F.
(RSP-1)
Proof. It is easy to see that if sij = 0, vij1k = 0, U
ij1 = 0, vij = vij2, and U ij =U ij2 = (βˆij)>vij2−√
γij2 ‖(Σ̂
ij
)1/2vij2‖. If sij = 1, vij2k = 0, U ij2 = 0, vij = vij1, and U ij = U ij1 = (βˆij)>vij1 −
b‖(Aij)−1/2vij1‖. Therefore, the recourse problem (RSP) can be reformulated into (RSP-1). 
Corollary 2. Let the ambiguity set Pyuij be defined as (4), the (RFL) is reformulated as:
max c>y+
∑
i∈S
∑
j∈F
U ij
s.t. U ij1 ≤ (βˆij)>vij1− bij‖(Aij)−1/2vij1‖, U ij2 ≤ (βˆij)>vij2−
√
γij2 ‖(Σ̂
ij
)1/2vij2‖
U ij =U ij1 +U ij2, vij = vij1 +vij2, vij1k ≤Rijsij, vij2k ≤Rij(1− sij)
vijk ≤Rijyk, vijk ≤ xij, vijk ≥ xij −Rij(1− yk) ∀i∈ S, ∀j ∈ F, ∀k ∈ F,
x∈X(y),
∑
j∈F
bjyj ≤B,
U ij,U ij1,U ij2 ≥ 0,vij,vij1,vij2 ∈R|F |+ y ∈ {0,1}|F | ∀i∈ S, ∀j ∈ F,
(RFL-MISOCP)
where X(y) is defined in (1).
4. Generating a Convex Hull of the Max Substructure
A challenge in solving (RFL) comes from the max inequality in (RSP-0). This inequality is re-
written as
U ij ≤max{f ij(vij), gij(vij)}, (14)
where f ij(v) = (βˆij)>v − bij‖(Aij)−1/2v‖, and gij(v) = (βˆij)>v −
√
γij2 ‖(Σ̂
ij
)1/2v‖. We omit the
indices ω, i, j to simplify the notations in the following discussion. Note that the second-order-
conic functions f(v) and g(v) are concave, and therefore, the maximal function on the right side
of (14) is not concave and the constraint (14) gives a non-convex feasible set. The reformulation
(RSP-1) introduces extra binary (continuous) variables and constraints to reformulate this non-
convex constraint based region as mixed-binary conic constraints, whose relaxation is a convex
set. These reformulations use new variables, and consequently do not achieve full efficiency when
F.Q. Luo and S. Mehrotra: Service Center Location with Decision Dependent Utilities
00(0), pp. 000–000, c© 0000 INFORMS 15
solving (RFL) numerically. We now develop a framework for generating the convex hull of the
epigraph
χ=
{
(U,v)
∣∣∣0≤U ≤max{f(v), g(v)}, v ∈R|F |+ }, (15)
to obtain stronger formulations. Two approaches for such formulations are given in Sections 4.1
and 4.1, respectively. Based on these approaches, we develop computational methods for generating
valid inequalities for conv(χ).
4.1. Strengthen Formulations using Tangent Planes
The convex hull conv(χ) can be re-written as conv(χ) = conv(χ1 ∪ χ2), where χ1 and χ2 are the
following convex sets:
χ1 = {(U,v) |0≤U ≤ f(v), v≥ 0}, χ2 = {(U,v) |0≤U ≤ g(v), v≥ 0}. (16)
To describe conv(χ), it suffices to provide all tangent inequalities of conv(χ).
Definition 1. Let C be a convex set in Rn. A linear inequality a>x≤ b is a tangent inequality
of C if the inequality is valid for all points in C and the intersection set {x∈Rn ∣∣a>x= b}∩ C is
non-empty. For a tangent inequality h of C represented by the inequality a>x≤ b, the intersection
set
{
x∈Rn ∣∣a>x= b}∩C is defined as the tangent points of h, and it is denoted by T (h,C).
Note that the functions f(v) and g(v) in our case are differentiable everywhere except at the
origin (0,0). At a point v ∈R|F |+ \{(0,0)}, a tangent inequality of conv(χ) corresponds to a tangent
plane of conv(χ). Let F0 be the set of tangent inequalities of conv(χ), and let F be a subset of F0
defined as follows:
F = {h∈F0 ∣∣ (0,0) /∈ T (h, conv(χ))}. (17)
We focus on investigating F instead of F0 to avoid dealing with the non-differentiable point (0,0)
in the discussion. The point (0,0) is handled in Theorem 2. The tangent inequalities in F can be
partitioned into the following three disjointed subsets:
1. F1: Tangent inequalities corresponding to hyperplanes that are only tangent to χ1;
2. F2: Tangent inequalities corresponding to hyperplanes that are only tangent to χ2;
3. F3: Tangent inequalities corresponding to hyperplanes that are tangent to both χ1 and χ2.
The illustration of the tangent inequalities of conv(χ1 ∪χ2) is given in Figure 1.
Proposition 3. For any point v′ ∈ R|F |+ \ {0}, consider the following two convex optimization
problems:
ψ1(v
′) = min
v
∇f(v′)>(v−v′) + f(v′)− g(v), (18)
ψ2(v
′) = min
v
∇g(v′)>(v−v′) + g(v′)− f(v). (19)
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1
Figure 1 Illustration of tangent inequalities in F1, F2 and F3. The tangent inequalities in F1 ∪F2 are generated
as G-cuts (25)-(26), and tangent inequalities in F3 are generated as P-cuts (32).
The subsets F1, F2 and F3 can be represented as follows:
F1 =
{
U ≤∇f(v′)>(v−v′) + f(v′)
∣∣∣ψ1(v′)> 0, v′ ∈R|F |+ \ {0}},
F2 =
{
U ≤∇g(v′)>(v−v′) + g(v′)
∣∣∣ψ2(v′)> 0, v′ ∈R|F |+ \ {0}},
F3 =
{
U ≤∇f(v′)>(v−v′) + f(v′)
∣∣∣ψ1(v′) = 0, v′ ∈R|F |+ \ {0}}.
(20)
Proof. Consider any v′ ∈ R|F |+ \ {0} satisfying ψ1(v′) > 0. It is easy to see that the
inequality U ≤ ∇f(v′) · (v − v′) + f(v′) is a tangent inequality of χ1 with the tan-
gent point at (f(v′),v′). Since ψ1(v′) > 0, the distance between the hyper-plane Γ ={
(U,v)∈R×R|F | ∣∣U =∇f(v′) · (v−v′) + f(v′)} and χ2 is positive. This indicates that Γ is not
tangent to χ2, which proves that the representation of F1 in (20) is valid. Similarly, we can prove
that the representation of F2 in (20) is valid. For any v′ ∈ R|F |+ satisfying ψ1(v′) = 0, the hyper-
plane Γ is tangent to χ2 at the point (g(v
∗),v∗), where v∗ is the optimal solution of min
v
∇f(v′) ·
(v−v′) + f(v′)− g(v). Therefore, Γ is a common tangent plane of χ1 and χ2. 
The representation of conv(χ) based on the tangent inequalities in F1, F2 and F3 is given in
Theorem 2.
Theorem 2. Consider the two sets S1 =
{
(U,v)∈R×R|F |+ \ {(0,0)}
∣∣∣U − f(v) = 0} and S2 ={
(U,v)∈R×R|F |+ \ {(0,0)}
∣∣∣U − g(v) = 0} associated with the functions f and g. Define the sets
V1 and V2 as
V1 =
{
v0 ∈R|F |+ \ {0}
∣∣∣ψ1(v0)≥ 0},
V2 =
{
v0 ∈R|F |+ \ {0}
∣∣∣ψ2(v0)≥ 0}. (21)
The convex hull conv(χ) has the following representation:
conv(χ) = U ∩ (∩v0∈V1 {(U,v) ∣∣U ≤∇f(v0)>(v−v0) + f(v0)})
∩ (∩v0∈V2{(U,v) ∣∣U ≤∇g(v0)>(v−v0) + g(v0)})) , (22)
where U = {(U,v) |U ≥ 0, v≥ 0}.
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Proof. Denote the set on the right side of (22) as W. Clearly, we have (0,0) ∈ conv(χ) and
(0,0)∈W. It suffices to show that conv(χ) \ {(0,0)}=W \{(0,0)}.
We first show that conv(χ1 ∪ χ2) \ {(0,0)} ⊆W \ {(0,0)}. Note that for any point v0 ∈ V1, the
tangent plane U =∇f(v0)>(v−v0)+f(v0) of χ1 at the point (f(v0),v0) is also a tangent plane of
conv(χ1∪χ2). It indicates that the inequality U ≤∇f(v0)>(v−v0) +f(v0) is a tangent inequality
of conv(χ1 ∪χ2). Similarly, the inequality U ≤∇g(v0)>(v− v0) + g(v0) is a tangent inequality of
conv(χ1 ∪χ2) for any v0 ∈ V2. Therefore, we have conv(χ1 ∪χ2) \ {(0,0)} ⊆W \{(0,0)}.
We now show that W \ {(0,0)} ⊆ conv(χ1 ∪ χ2) \ {(0,0)}. Consider any point (U ′,v′) ∈ W \
{(0,0)}. We need to show that (U ′,v′) ∈ conv(χ1 ∪ χ2). We prove it by contradiction. Suppose
(U ′,v′) is not in conv(χ1 ∪ χ2). Since conv(χ1 ∪ χ2) is a closed convex set, by the separation
principle (Theorem 11.1 in (Rockafellar 1996)), there exists a plane Λ =
{
(U,v)
∣∣U −a>v= b},
such that U ′ −a>v′ > b and U −a>v ≤ b for all (U,v) ∈ conv(χ1 ∪ χ2). Since U −a>v ≤ b for all
(U,v)∈ conv(χ1∪χ2), we can choose the parameter b such that b= inf{b′ : b′ satisfying U −a>v≤
b ∀(U,v) ∈ conv(χ1 ∪ χ2)}. Since the set conv(χ1 ∪ χ2) is closed, the infimum is attainable in the
above equation. Therefore, the parameter b can be chosen such that there exists a point (U 0,v0)∈
conv(χ1∪χ2), satisfying U 0−a>v0 = b, i.e., the point (U 0,v0) is on the plane Λ. We claim that there
exists a point (U 1,v1)∈ (S1∪S2)∩Λ. We will prove this claim at the end. Without loss of generality,
assume that (U 1,v1)∈ S1∩Λ. Since S1 is differentiable at (U 1,v1), the plane Λ must be the tangent
plane of S1 at (U 1,v1), which can be written as: U ≤∇f(v1)>(v− v1) + f(v1). Since the plane Λ
separates the point (U ′,v′) from the set conv(χ1∪χ2), we must have U ′ >∇f(v1)>(v′−v1)+f(v1),
which contradicts with (U ′,v′)∈ V . Therefore, we have V ⊆ conv(χ1 ∪χ2).
We now prove the claim that there exists a point (U 1,v1) ∈ (S1 ∪S2)∩Λ. Specifically, we need
to show that if there exists a point (U 0,v0) ∈ conv(χ1 ∪ χ2) ∩ Λ, there exists a point (U 1,v1) ∈
(S1 ∪S2)∩Λ. The point (U 0,v0) can be written as:
(U 0,v0) = λ(U 1,v1) + (1−λ)(U 2,v2), (23)
where λ∈ (0,1), (U 1,v1)∈ χ1, and (U 2,v2)∈ χ2. Using (23) and the fact that (U 0,v0)∈Λ, we have
λ(U 1−a>v1) + (1−λ)(U 2−a>v2) = b. (24)
Since we also have U 1−a>v1 ≤ b and U 2−a>v2 ≤ b, it combined with (24) implies that U 1−a>v1 =
b and U 2 − a>v2 = b. Therefore, we have (v1,U 1) ∈ S1 ∩ Λ ⊆ (S1 ∪ S2) ∩ Λ, which concludes the
proof of the claim. 
The representation of conv(χ) given in Theorem 2 provides a computational framework for
generating the tangent inequalities of conv(χ) in an algorithm for solving (RFL). The framework
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takes the current optimal solution v0 (only the v-component of the solution matters) as the input,
and generates tangent inequalities of conv(χ) based on this point. For a given v0, we can generate
the following gradient based inequalities (G-cuts):
U ≤∇f(v0)>(v−v0) + f(v0), (25)
U ≤∇g(v0)>(v−v0) + g(v0). (26)
The inequality (25) is a tangent inequality of conv(χ) if and only if ψ1(v0)≥ 0, and the inequality
(26) is a tangent inequality of conv(χ) if and only if ψ2(v0)≥ 0. The third type of inequality can
be generated using a disjunctive formulation. This formulation is given in the next subsection.
4.2. Convexification using a Disjunctive Formulation
The set conv(χ) can alternatively be represented based on the lift-and-project technique that is
widely used in the research of mixed integer programming (Balas 1998, Stubbs and Mehrotra 2002).
A tangent inequality is induced by a point (U0,v0) outside conv(χ). We can construct a convex
optimization problem to generate a tangent plane of conv(χ) that separates (U0,v0) from conv(χ).
This is given in the following Proposition 4.
Proposition 4. Let (U0,v0) be any point outside conv(χ). The following inequality is a tangent
inequality of conv(χ):
U ≤− 1
U0−U∗ (v0−v
∗)>(v−v∗) +U∗, (27)
where the (U∗,v∗) is the optimal solution of the following convex optimization problem:
min ‖v0−v‖2 + (U0−U)2
s.t. v= v1 +v2, U =U1 +U2,
U1 ≤ f(v1), U2 ≤ g(v2),
U,U1,U2 ≥ 0, v,v1,v2 ≥ 0.
(28)
Proof. We first show that the convex hull conv(χ) = conv(χ1 ∪ χ2) can be represented in the
following form:
conv(χ1 ∪χ2) =
(U,v)
∣∣∣∣∣∣∣∣
U =U1 +U2, v= v1 +v2,
0≤U1 ≤ f(v1), v1 ≥ 0,
0≤U2 ≤ g(v2), v2 ≥ 0
. (29)
Let the set on the right side of (29) be χ. To show that conv(χ1 ∪ χ2)⊆ χ, we let (U,v) be any
point in conv(χ1 ∪χ2) and show that (U,v)∈ χ. Since (U,v)∈ conv(χ1 ∪χ2), there exist λ∈ [0,1],
(U ′1,v
′
1)∈ χ1 and (U ′2,v′2)∈ χ2 such that
v= λv′1 + (1−λ)v′2, U = λU ′1 + (1−λ)U ′2.
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Let U1 = λU
′
1, v1 = λv1, U2 = λU
′
2, and v2 = λv2. Since 0 ≤ U ′1 ≤ f(v1), we have 0 ≤ U1 = λU ′1 ≤
λf(v′1) = f(λv
′
1) = f(v1) which is based on the observation that the function f is scale-invariant.
Similarly, we can show that 0 ≤ U2 ≤ g(v2). Therefore, we have shown that (U,v) ∈ χ. To show
that χ ⊆ conv(χ1 ∪ χ2), we let (U,v) be any point in χ, and show (U,v) ∈ conv(χ1 ∪ χ2). Since
(U,v)∈ χ, there exist U ′1,U ′2,v′1,v′2 such that
U =U ′1 +U
′
2, v= v
′
1 +v
′
2,
0≤U ′1 ≤ f(v1), v′1 ≥ 0,
0≤U ′2 ≤ g(v2), v′2 ≥ 0.
Let U1 = 2U
′
1, v1 = 2v
′
1, U2 = 2U
′
2, and v2 = 2v
′
2, we have U = (U1 + U2)/2, v = (v1 + v2)/2,
0≤ U1 = 2U ′1 ≤ 2f(v′1) = f(2v′1) = f(v1), and similarly 0≤ U2 ≤ g(v2). Therefore, we have shown
that (U,v)∈ conv(χ1 ∪χ2). The representation (29) is proved.
Notice that the optimal solution (U∗,v∗) of the convex optimization problem (28) is the point in
conv(χ1 ∪χ2) that has the shortest distance (measured by the `2-norm) with respect to the point
(U 0,v0). Consider the tangent plane Γ of conv(χ1∪χ2) that passes the point (U∗,v∗). By the basic
result from analytical geometry, we know that the norm vector of Γ is given by (β>v∗−U0,v∗−v0)
up to a scale factor, and hence the plane Γ can be written as:
(U 0−U∗)(U −U∗) + (v0−v∗)> · (v−v∗) = 0,
which implies that (27) is a tangent inequality of conv(χ1 ∪χ2). 
The tangent inequality generated using the lift-and-project technique in Proposition 4 depends
on a point not in conv(χ). Theorem 3 shows that all tangent inequalities in F can be generated
using Proposition 4 to construct conv(χ).
Theorem 3. Let U = {(U,v) |U ≥ 0, v≥ 0} and S = U \ conv(χ). The convex hull conv(χ) can
be represented as:
conv(χ) = U ∩
∩(U0,v0)∈S
(U,v)
∣∣∣∣∣∣ U ≤−
1
β>v∗−U0 (v
∗−v0)>(v−v∗) +U0,
v∗ is the optimal solution of (28) at (U0,v0).

 (30)
Proof. Let V be the set on the right side of (30). It is proved in Proposition 4 that conv(χ)⊆ V .
It suffices to show that V ⊆ conv(χ). We prove it by contradiction. Suppose there exists a point
(U0,v0) ∈ V \ conv(χ). Clearly, we have (U0,v0) ∈ S. By solving (28) at (U0,v0), we construct a
tangent plane U =− 1
β>v∗−U0 (v
∗−v0)>(v−v∗)+U0 of conv(χ) that strictly separates (U0,v0) from
conv(χ), which implies that the inequality U ≤− 1
β>v∗−U0 (v
∗−v0)>(v−v∗)+U0 is violated by the
point (U,v) = (U0,v0). This contradicts with (U0,v0)∈ V . 
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The lift-and-project technique in Proposition 4 can be used as a common approach to generate
tangent inequalities in F1, F2 and F3 if for a given v0 the point (βˆ>v0,v0) is outside conv(χ). Let
(U∗,v∗) be the optimal solution of the following convex program:
min ‖v0−v‖2 + (βˆ>v0−U)2
s.t. v= v1 +v2, U =U1 +U2,
U1 ≤ f(v1), U2 ≤ g(v2),
U,U1,U2 ≥ 0, v,v1,v2 ≥ 0.
(31)
We can add the following lift-and-project inequality (P-cut) to convexify (14):
U ≤− 1
βˆ>v0−U∗
(v0−v∗)>(v−v∗) +U∗. (32)
Note that the convex optimization problem (31) can be reformulated as a convex quadratic-
constraint-quadratic-programming problem, which can be solved using Gurobi (Gurobi Optimiza-
tion 2019).
5. Computational Experience
5.1. Numerical Instance Generation
We generated 41 (RFL) instances to test the computational performance of solving the
(RFL-MISOCP) using the developed techniques. The instances are labeled as FL0, FL1, . . . , FL41.
The FL0∼FL25 instances are small and mid-size, and FL26∼FL40 are large instances in terms of
customer sites, candidate locations and total budget. An instance is determined by the following
parameters: number of customer locations |S|, number of candidate service center locations |F |,
the total budget B for establishing the facilities, the capacity Cj of each service center, the demand
Di for each customer site, and all the parameters for determining the ambiguity set (8) for all i∈ S
and j ∈ F .
We now describe the numerical instance generation. The number of customer sites |S| is given in
the second column of Table 1. The customer sites are points located in a 15× 15 two-dimensional
square. The two coordinates of each customer site are generated using a uniform random variable
in the range [0,15]2. Every customer site is also a candidate service center location, i.e., F = S. The
parameters c that represent the extra gain in establishing service centers in the (RFL) model are
set to zero in all the numerical instances. Therefore, the instances only consider the total expected
utility gained by customers. The cost of establishing each service center is 1, i.e., bj = 1 for all
j ∈ F in (RFL). The total budget is given in the third column of Table 1. For every j ∈ F , the
capacity Cj is generated randomly from the interval [100,180]. To define the parameters in (8), we
first define an effective distance L0 = 5, and define an effective set Fi of service centers for each
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i ∈ S such that Fi = {j ∈ F | ‖xj −xi‖2 ≤L0}, where xi is the coordinate vector of the customer
site i∈ S. The parameters βˆij are set as follows:
βˆijk =

10× (1−‖xi−xj‖2/L0) if j ∈ Fi and k= j
1−‖xi−xk‖2/L0 if j ∈ Fi and k 6= j
0 if j ∈ F \Fi, ∀k ∈ F.
(33)
Thus, the parameters reflect inverse proportionality to utility with respect to distance. The covari-
ance matrix Σ̂
ij
(for all i ∈ S, j ∈ F ) is set to be Σ̂ij =Qij>Qij, where Qij is a |F | × |F | matrix
with each entry randomly generated from [0,1]. The matrix Aij (for all i ∈ S, j ∈ F ) is set to be
Aij = I |F |+ 0.3Q
ij>Qij, where I |F | is the |F | × |F | identity matrix. We set γij = 0.2 and bij = 0.2
for all i∈ S, j ∈ F .
5.2. Computational Performance of Solving (RFL) Instances
We conducted experiments to test the computational performance of solving (RFL) instances
which are reformulated into (RFL-MISOCP). We tested the following two approaches in solving
(RFL-MISOCP): 1. Directly solve (RFL-MISOCP) using the Gurobi solver; 2. Generate cuts using
methods from Sections 4.1-4.2 based on the root relaxation of (RFL-MISOCP), and then let Gurobi
solve the strengthened model. Gurobi was allowed to add all cuts it could find using its automatic
cut generation procedures. Numerical results are given in Table 1 for small and mid-size instances,
and Table 2 for large instances. Results of using the first and second approaches are given in
Columns 5-7 and Columns 8-11. For both approaches, we also provide the number of cuts generated
by the solver.
Table 1 shows that all small and mid-size (RFL-MISOCP) instances are solved to optimality
with or without adding the developed cuts. The CPU time required to solve the instances is less
than five minutes for all the instances when no cuts are added. All of these instances are solved
in a minute or less when the developed cuts are added at the root node. This shows that the cuts
developed in Sections 4.1-4.2 improves the computational performance of solving (RFL-MISOCP).
The effectiveness of adding cuts is also reflected from the number of branch-and-bound nodes
generated by the solver corresponding to the two approaches. The number of nodes is significantly
less when the developed cuts are added.
We now discuss computational performance on the larger instances. From Table 2 we see that
when no cuts are added, instances FL27, FL28, FL31 and FL34 could not reach an optimality
tolerance of the four significant digits in a 4-hour time limit. The CPU time for FL40 is close to
the time limit, and the CPU time for FL30, FL33, FL36, FL38 and FL39 to achieve this tolerance
is above 2 hours. Once the developed convexification cuts are added, all of the large instances
achieve the desired tolerance within 1300 seconds (less than 25 minutes). As seen from Table 2,
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Table 1 Numerical results of solving 26 (RFL) instances. All instances are solved to optimality.
Column ‘Solver Cuts’ is the number of cuts generated automatically by the solver. Column ‘Dev. Cuts’
(developed cuts) is the number of cuts generated using methods from Sections 4.1 and 4.2. The
developed cuts are generated based on the root relaxation of the MISOCP.
No Developed Cuts With Developed Cuts
ID |S|, |F | B Obj CPU(s) Nodes Solver Cuts CPU(s) Nodes Solver Cuts Dev. Cuts
FL0 10 5 7506.9 44.6 11 14 1.6 1 32 10
FL1 20 5 5880.5 2.5 31 44 0.6 4 22 10
FL2 40 5 5000.3 18.5 63 173 2.4 10 27 31
FL3 40 10 7786.8 33.4 48 324 2.6 12 19 51
FL4 40 15 7894.7 11.8 20 161 2.0 8 2 40
FL5 60 5 5334.9 33.8 135 175 4.2 23 12 31
FL6 60 10 8041.9 17.6 12 112 3.6 4 27 50
FL7 60 15 11107.7 65.7 312 354 3.9 15 49 69
FL8 80 5 4535.3 42.9 68 144 6.8 9 9 30
FL9 80 10 8473.9 41.1 88 187 8.0 16 30 55
FL10 80 15 11658.6 39.6 15 202 6.1 3 44 76
FL11 100 5 5705.6 49.5 92 191 7.6 8 86 31
FL12 100 10 8718.1 59.5 106 260 9.2 21 133 48
FL13 100 15 12543.1 58.7 43 266 10.4 12 3 70
FL14 200 5 5118.5 76.0 31 236 29.6 7 3 36
FL15 200 10 9632.2 71.0 49 326 26.7 18 125 57
FL16 200 15 12177.7 97.5 55 352 30.0 13 229 74
FL17 300 5 5887.9 135.0 100 369 26.8 27 13 39
FL18 300 10 8342.0 119.3 63 447 39.4 10 78 56
FL19 300 15 13674.8 131.0 41 293 39.0 3 187 77
FL20 400 5 5773.5 198.0 106 504 30.8 18 7 42
FL21 400 10 9362.9 178.9 63 470 52.2 14 57 55
FL22 400 15 14004.6 170.2 51 426 49.0 14 115 77
FL23 500 5 5947.4 262.4 90 406 58.0 26 19 50
FL24 500 10 8425.8 255.6 63 497 30.3 19 42 52
FL25 500 15 13812.4 233.8 93 492 60.5 31 55 75
The relative optimality gap for termination is set to be 0.01%.
the number of branch-and-bound nodes is significantly reduced after incorporating convexification
cuts. For the largest solved instance by the two approaches, the reduction in the number of nodes
is more than 80-times. We did not find any systematic difference in the number of cuts that were
automatically generated by the Gurobi solver.
5.3. Practical Insights
We now use a problem instance of (RFL) to investigate the impact of the level of ambiguity on
the optimal service center location decisions. The instance consists of 10 customer sites (denoted
as L1-L10 respectively). All sites are candidate locations for the service centers. These sites are
shown in Figure 2. The budget allows us to open 3 service centers. All parameters of this instance
are created as described in Section 5.1. We tested the impact of the ambiguity level γij2 (see (12))
on the optimal service center location decisions. In the test we set γij2 = 0,0.2,0.4,0.6,0.8 for all
i ∈ S, j ∈ F , respectively to see how the robust optimal solution changes with the increment of
the ambiguity level. Note that the setting γij2 = 0 is the nominal setting with no ambiguity in the
utility function.
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Table 2 Numerical results of solving 15 (RFL) instances of large size.
No Developed Cuts With Developed Cuts
ID |S|, |F | B Obj Gap(%) CPU(s) Nodes Solver Cuts Obj CPU(s) Nodes Solver Cuts Dev. Cuts
FL26 1000 100 235042.5 0.0067 1021.2 643 910 235042.5 465.5 58 1496 441
FL27 1000 200 425992.3 0.1365 * 14408 3233 425992.3 507.2 92 3056 844
FL28 1000 300 542928.9 1.3373 * 3450 5015 545657.2 264.6 34 4709 1000
FL29 1500 100 232473.4 0.0095 3525.2 632 1608 232473.4 546.2 21 1647 436
FL30 1500 200 448866.9 0.0073 7333.4 9087 2871 448866.9 594.7 76 3193 867
FL31 1500 300 644283.6 0.2185 * 34591 5182 644283.6 1207.7 88 4568 1273
FL32 2000 100 240535.2 0.001 3193.4 689 1545 240535.2 869.0 37 1444 456
FL33 2000 200 461641.7 0.0097 7479.4 3301 3060 461641.7 1215.9 49 3244 873
FL34 2000 300 670519.3 0.0239 * 18884 4513 670519.3 1085.8 159 4932 1303
FL35 2500 100 239617.6 0.0098 5149.1 685 1802 239617.6 1239.0 106 1320 454
FL36 2500 200 466599.5 0.0091 8237.5 1636 2891 466599.5 1207.9 23 3320 884
FL37 2500 300 680339.2 0.0073 4142.5 6306 4686 680339.2 1178.8 65 4912 1300
FL38 3000 100 242996.5 0 7548.7 1309 1482 242996.5 1256.9 98 1205 458
FL39 3000 200 472510.6 0.0092 8237.5 1784 3036 472510.6 1217.2 121 3075 894
FL40 3000 300 693580.3 0.004 11810.3 4246 4554 693580.3 1279.8 135 1792 1316
The time limit for solving each instance is 4 hours.
The relative optimality gap for termination is set to be 0.01%.
The ‘*’ in the ‘CPU(s)’ column indicates that the time limit is reached.
All instances are solved to optimality within 4-hour time limit after incorporating convexification cuts.
The robust optimal solutions of four settings γij2 = 0,0.2,0.4,0.8 are shown in Figure 2. The plot
for the setting γij2 = 0.6 is omitted since corresponding robust optimal solution is the same as the
solution for setting γij2 = 0.4. The optimal location decision in the nominal setting is at L1, L8
and L9. For settings of γij2 = 0.2,0.4,0.6, the optimal location decision is L1, L4 and L9, which is
different from the nominal setting. When the parameter γij2 increases to 0.8, the optimal location
decision changes to be L4, L8 and L9.
The example illustrates that by properly exploring parameter settings and solving (RFL), one
may be able to identify the relevance of increasing precision to the data collection process. In
practice, if the robust optimal solution is very sensitive to the ambiguity level, it suggests the
need for more accurately estimating the decision dependent utility before arriving at the final
recommendation.
6. Concluding Remarks
The utility-robust facility location model captures the endogenous uncertainty of customers’ utility
to decision making. The moment-based ambiguity set constructed in this paper for the decision
dependent utility leads to a mixed 0-1 second-order-cone program. This reformulation shows that
the discrete optimization models with decision dependent ambiguity sets may admit a convex
reformulation with mixed-binary variables. Incorporating the convexification cuts developed in
this paper helps solve the (RFL) problem more efficiently, especially for large instances where the
approach without the cuts can not achieve desired four digit accuracy in the solution within the
time limit of four hours. In practice, the ambiguity level can be determined empirically based on
estimation accuracy of the parameters from the data. Moreover, by using several values of this
parameter we can test the sensitivity of the optimal solution.
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(a) γij = 0, Obj = 3280.23 (b) γij = 0.2, Obj = 3043.82
(c) γij = 0.4, Obj = 2832.00 (d) γij = 0.8, Obj = 2412.04
Figure 2 Impact of the level of ambiguity on the optimal service center location. All ten points (stars and circles)
on the graph represent the customer sites. The points with stars are the optimal location of service
centers. The dashed lines indicate the customer flows from the customer sites to the service centers
in the optimal solution.
This paper assumed that the utility function is linear, and a moment based model for describing
the ambiguity set for decision dependent utilities. Alternative models for expressing a decision
maker’s utility may be explored in the future.
Stochastic optimization framework to model uncertain demand have been proposed for the facil-
ity location problems (Snyder 2006). We now present a generalization of the basic (RFL) model for
the case where the customer demand is stochastic with a finite support. In this case, the customer
demand is denoted as Dωi to represent the demand value at scenario ω ∈Ω, and the customer flow
to a facility is denoted as xωij. In the stochastic demand case we can further define an ambiguity
set PΩ for the unknown probability distribution over scenarios. With one more layer of ambi-
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guity on the probability distributions over scenarios, the model (RFL) is then formulated as a
distributionally-robust two-stage stochastic optimization problem written as follows:
max
y
c>y+ min
P∈PΩ
EP [Q(y, ω)]
s.t.
∑
j∈F
bjyj ≤B,
yj ∈ {0,1} ∀j ∈ F,
(SD-RFL)
where the recourse function Q(y, ω) is for the scenario ω ∈Ω, and it is defined similarly as (RSP)
with a scenario index on the demand and customer flow. As discussed in Section 3, the (RFL) model
admits a mixed 0-1 second-order-cone program (MISOCP) reformulation based on a definition of
Pyuij using moments. Similarly, the (SD-RFL) model can be reformulated as a distributionally-
robust two-stage stochastic mixed 0-1 second-order-cone program (DR-TSS-MISOCP). Solving
such problems effectively requires further algorithmic development. A decomposition branch-and-
bound method for solving a general DR-TSS-MISOCP problem is developed in our recent work
(Luo and Mehrotra 2019). This algorithm is used to solve small instances of (SD-RFL) in (Luo and
Mehrotra 2019). The reformulations and convexification cuts developed in this paper were used to
strengthen the second-stage problem of (SD-RFL) in the numerical study conducted in (Luo and
Mehrotra 2019) with a significant improvement in the computational performance. We refer the
reader to our companion paper Luo and Mehrotra (2019) for a more detailed discussion on this
topic.
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