We describe and analyze an algorithmic framework for playing convex repeated games. In each trial of the repeated game, the first player predicts a vector and then the second player responds with a loss function over the vector. Based on a generalization of Fenchel duality, we derive an algorithmic framework for the first player and analyze the player's regret. We then use our algorithmic framework and its corresponding regret analysis for online learning problems and for boosting.
Introduction
Many problems arising in machine learning, such as online learning and boosting, can be modeled as a convex repeated game. A convex repeated game is a two players game which is performed in a sequence of consecutive trials. We study this game from the view point of the first player, which we term the learner and refer to the second player as the environment. At each trial of the game, the learner is required to predict a vector from some domain and then, the environment responds with a loss function over the domain. The learner then suffers a loss according to the assessment of the loss function on the vector he predicts. The goal of the learner is to minimize the cumulative loss it suffers along its run.
In this paper we describe and analyze a general algorithmic framework for playing convex repeated games. Our framework is based on casting regret bounds as optimization problems. A regret bound compares the cumulative loss suffered by the learner to the cumulative loss of any competing fixed vector. The competing vector can be chosen in hindsight after observing the entire sequence of loss functions. Regret bounds are universal in the sense that they hold for any possible competing vector in a given set of admissible vectors. We therefore cast the universal regret bound as an optimization problem. The best competing vector, which can only be determined in hindsight, is the minimizer of the optimization problem. Generalizing the notion of Fenchel duality, we derive a dual optimization problem, which can be optimized incrementally, as the game proceeds. In order to derive explicit quantitative regret bounds we make an immediate use of the fact that dual objective lower bounds the primal objective. We therefore reduce the process of playing convex repeated games to the task of incrementally increasing the dual objective function. The amount by which the dual increases serves as a new and natural notion of progress. By doing so we are able to tie the primal objective value, the cumulative loss of the learner, and the increase in the dual.
After establishing our notation and pointing to a few mathematical tools used throughout the paper (Sec. 2), we formally define convex repeated games (Sec. 3). Our main tool for deriving algorithms
The proof is given in Appendix C. If f is differentiable at ω then ∂f (ω) consists of a single vector which is called the gradient of f at ω and is denoted by ∇f (ω). Whenever f is twice differentiable we denote by ∇ 2 f (ω) the Hessian of f which is the matrix of second order derivatives of f with respect to the components of ω.
Convex Repeated Games
A convex repeated game is a two players game which is performed in a sequence of consecutive trials. We study this game from the view point of the first player, which we term the learner and refer to the second player as the environment. At trial t, the learner is required to predict a vector ω t ∈ Ω, where Ω is a convex set. After the prediction is made the environment presents a function ℓ t : Ω → R + , where ℓ t is a convex and closed function. The learner then suffers a loss ℓ t (ω t ). The goal of the learner is to minimize the cumulative loss it suffers along its run.
For any number of trials T and for any fixed ω ∈ Ω, we define the regret of the learner for not playing ω at the first T trials to be
The right-hand summand in the above expression would have been the average loss of the learner had she chosen to set ω t to be equal to ω for all t ∈ [T ]. Naturally, the problem of finding ω which minimizes the right-hand summand above depends on the entire sequence of loss functions. The regret reflects the amount of excess loss the learner suffers for not knowing in advance the complete sequence of loss functions.
In this paper we provide a family of algorithms for convex repeated games which attain regret bounds of the form
where we refer to f as a complexity function over the set of admissible vectors Ω. Thus, these regret bounds imply that the regret of the online algorithm with respect to any vector within the set {ω ∈ Ω : f (ω) = o( √ T )} approaches zero as T goes to infinity. Our algorithmic framework is based on a generalization of Fenchel duality which we describe in the next section.
Generalized Fenchel Duality
Consider the following optimization problem,
where c is a non-negative scalar. An equivalent problem is inf ω0,ω1,...,ωT
n is a vector of Lagrange multipliers for the equality constraint ω t = ω 0 , we obtain the following Lagrangian
The dual problem is to maximize the dual objective function given as
A Template Learning Algorithm for Convex Repeated Games
In this section we describe a template learning algorithm for playing convex repeated game. Recall that we would like our learning algorithm to achieve a regret bound of the form given in Eq. (1). We start by rewriting Eq. (1) in a slightly different way. Let c = 1 √ T and let U be a constant which does not depend on T . Then, Eq. (1) can be rewritten as
Thus, up to constants, the cumulative loss of the learner lower bounds the optimum of the minimization problem on the right-hand side of Eq. (3). In the previous section we derived the generalized Fenchel dual of the right-hand side of Eq. (3). Our construction is based on the weak duality theorem stating that any value of the dual objective function is smaller than the optimum value of the primal problem. Our learning algorithm is therefore derived by incrementally ascending the dual objective function. Intuitively, by ascending the dual objective we move closer to the optimal primal value and therefore our performance becomes similar to the performance of the best fixed weight vector which minimizes the right-hand side of Eq. (3).
Initially, we use the elementary dual solution λ 1 t = 0 for all t. We assume that inf ω f (ω) = 0 and for all t inf ω ℓ t (ω) = 0 which imply that D(λ 
After predicting ω t the learner receives the function ℓ t and suffer the loss ℓ t (ω t ). Then the learner updates the dual variables as follows. Denote by ∂ t the differential set of ℓ t at ω t , that is,
The new dual variables (λ t+1 1 , . . . , λ t+1 T ) are set to be any set of vectors which satisfy the following two conditions:
In the next section we show that condition (i) ensures that the increase of the dual at trial t is proportional to the loss ℓ t (ω t ). The second condition ensures that we can actually calculate the dual at trial t without any knowledge on the yet to be seen loss functions ℓ t+1 , . . . , ℓ T .
We conclude this section with two update rules that trivially satisfies the above two conditions. The first update scheme simply finds λ ′ ∈ ∂ t and set
The second update defines
Analysis
In this section we analyze the performance of the template algorithm given in the previous section. Our proof technique is based on monitoring the value of the dual objective function. The main result is the following lemma which gives upper and lower bounds for the final value of the dual objective function. 
Lemma 2 Let f be a closed and convex function whose Fenchel dual
Proof The right inequality follows directly from the weak duality theorem. Turning to the left most inequality, denote
where the last equality follows from the assumption that f
t ∈ ∂ t and since we assume that ℓ t is closed and convex, we can apply Lemma 1 to get that
. Plugging this equality into Eq. (10) and summing over t we obtain that
Combining the above inequality with Eq. (9) concludes our proof.
We now derive two types of regret bounds based on Lemma 2. Our first regret bound assumes that the average norm of λ ′ t , measured with respect to the Hessian of f ⋆ , is bounded above.
Theorem 1 Under the same conditions of Lemma 2. Assume in addition that there exists a constant
In particular, if c = 1/ √ T , we obtain the bound,
Proof From Lemma 2 we know that for all
. Combining the above with the assumption in the theorem we get that
Dividing the above by c T and rearranging terms concludes our proof.
Our second regret bound casts a different condition on the norm of sub-gradients with respect to the Hessian of f ⋆ and is given in Appendix D.
Application to Online learning
In this section we demonstrate the applicability of our algorithmic framework for online learning problems. We focus on the problem of instance ranking. It can be shown that a wide range of prediction problems, such as binary classification, multiclass prediction, multilabel prediction, and label ranking, can be cast as the problem of instance ranking. In particular, at the end of this section we briefly show how to cast binary classification as ranking. In Appendix E we provide a direct description of an adaptation of our framework to the well studied problems of online binary classification and regression.
Online learning is performed in a sequence of consecutive trials. On trial t, the learner first receives an input X t and is required to predict a target y t associated with the input. We call the pair (X t , y t ) a learning example. In instance ranking,
is a set of vectors, each of which is from an instance domain X , and y t is a vector in R kt . The semantic of y t is as follows. For any pair (i, j), if y t,i > y t,j then we say that y t ranks x t,i ahead of x t,j . We also interpret y t,i − y t,j as the margin confidence in which x t,i should be ranked ahead of x t,j . For example, each x t,i in X t might be a representation of a movie while y t,i is the movie's rating, expressed as the number of stars this movie has received by a movie reviewer. As mentioned before, at each trial the learner first receives the set X t and predicts a target vector, which we denote byŷ t ∈ R kt . The prediction of the learner is based on a vector ω t , whereŷ t,j = ω t , x t,j . After the learner predicts the rankingŷ t , she receives the correct ranking y t from the environment and suffers a loss according to a loss function ℓ(ω; (X t , y t )). Denoting ℓ t (ω) = ℓ(ω; (X t , y t )), and assuming that ℓ t is closed and convex, we can immediately apply our algorithmic framework from Sec. 5 and its accompanying analysis from Sec. 6 to the problem of online learning to rank.
We now describe two loss functions for ranking which generalizes the hinge-loss used in binary classification problems. Denote by E t the set {(i, j) : y t,i > y t,j }. For all (i, j) ∈ E t we define a local hinge-loss ℓ i,j (ω; (X t , y t )) = [(y t,i − y t,j ) − ω, x t,i − x t,j ] + , where [a] + = max{a, 0}.
Note that ℓ i,j is zero if ω ranks x t,i higher than x t,j by a sufficient confidence. Ideally, we would like ℓ i,j (ω t ; (X t , y t )) to be zero for all (i, j) ∈ E t . If this is not the case, we are being penalized according to some combination of the pair-based losses ℓ i,j . For example, we can set ℓ(ω; (X t , y t )) to be the average over the pair losses,
This loss was suggested by several authors (see for example [8, 14] ). Another popular approach (see for example [3] ) penalizes according to the maximal loss over the individual pairs,
We can apply our algorithmic framework given in Sec. 5 for ranking, using for ℓ t either ℓ avg or ℓ max . The following theorem provides us with a sufficient condition under which the regret bound from Thm. 1 holds for ranking as well.
Theorem 2 Let
2 . Then, for both ℓ t (ω) = ℓ avg (ω; (X t , y t )) and ℓ t (ω) = ℓ max (ω; (X t , y t )), the following regret bound holds
2 then the condition in the above lemma holds with the norm · 2 . If f (ω) is the relative entropy then the condition in the lemma holds with · ∞ . We refer the reader to Appendix B for more details.
To conclude this section, we briefly show how to derive the setting of online binary classification from instance ranking. In binary classification, each example is a pair (x t , y t ), where x t ∈ X and y t ∈ {+1, −1}, and the prediction is made byŷ t = sign( ω t , x t ). We can construct a set X t = { 1 2 x t , − 1 2 x t } and define the ranking feedback vector y t to be y t = (1, 0) if y t = 1 and y t = (0, 1) if y t = −1. It is easy to verify that both ℓ avg and ℓ max reduces to the well known hinge-loss function ℓ(ω; (x, y)) = [1 − y ω, x ] + . In addition, the value of U t in Thm. 2 simply becomes
we obtain a new regret bound for an aggressive version of the Perceptron algorithm where the average squared norm of instances appearing in the bound rather than the widely used maximal squared norm of an instance.
The Game of Boosting
In this section we describe the applicability of our algorithmic framework to the analysis of boosting algorithms. A boosting algorithm uses a weak learning algorithm that generates weak-hypotheses whose performances are just slightly better than random guessing to build a strong-hypothesis which can attain an arbitrarily low error. The AdaBoost algorithm, proposed by Freund and Schapire [4] , receives as input a training set of examples S = {(x 1 , y 1 ), . . . , (x m , y m )} where for all i ∈ [m], x i is taken from an instance domain X , and y i is a label, y i ∈ {+1, −1}. The boosting proceeds in a sequence of consecutive trials. At trial t, the booster first defines a distribution, denoted ω t , over the set of examples. Then, the booster passes the training set S along with the distribution ω t to the weak learner. The weak learner is assumed to return a hypothesis h t : X → {+1, −1}, such that the average error of h t on S is slightly smaller than 1 2 . That is, there exists a constant γ > 0 such that,
The goal of the boosting algorithm is to invoke the weak learner several times with different distributions, and to combine the hypotheses returned by the weak learner into a final, so called strong, hypothesis whose error is small. The final hypothesis combines linearly the T hypotheses returned by the weak learner with coefficients α 1 , . . . , α T , and is defined to be the sign of h f (x) where h f (x) = T t=1 α t h t (x) . The coefficients α 1 , . . . , α T are determined by the booster. In AdaBoost, the initial distribution is the uniform distribution, ω 1 = ( 1 m , . . . , 1 m ). At iteration t, the value of α t is set to be 1 2 log((1 − ǫ t )/ǫ t ). The distribution is updated by the rule ω t+1,i = ω t,i exp(−α t y i h t (x i ))/Z t , where Z t is a normalization factor. Freund and Schapire [4] have shown that under the assumption given in Eq. (13), the error of the final strong hypothesis is at most exp(−2 γ 2 T ).
Several authors [12, 11, 6, 2] have proposed to view boosting as a coordinate-wise greedy optimization process. To do so, note first that h f errs on an example (x, y) iff y h f (x) ≤ 0. Let ℓoss(a) be a monotonically non-increasing function from R to R + and assume that ℓoss(0) = 1. Then, ℓoss(y h f (x)) is greater than 1 whenever y = sign(h f (x)). Thus, we can restate the goal of boosting as minimizing the average loss of h f over the training set S with respect to the variables α 1 , . . . , α T . To simplify our derivation in the sequel, we prefer to say that boosting maximizes the negation of the loss, that is, max α1,...,αT
In this view, boosting is an optimization procedure which iteratively maximizes Eq. (14) with respect to the variables α 1 , . . . , α T . This view of boosting, enables the hypotheses returned by the weak learner to be general functions into the reals, h t : X → R (see for instance [12] ).
In this paper we view boosting as a convex repeated game between a booster and a weak learner.
To motivate our construction, we would like to note that boosting algorithms define weights in two different domains: the vectors ω t ∈ R m which assign weights to examples and the weights {α t : t ∈ [T ]} over hypotheses. In the terminology used throughout this paper, the weights ω t ∈ R m are primal vectors while (as we show in the sequel) each weight α t of the hypothesis h t is related to a dual vector λ t . In particular, we show that Eq. (14) is exactly the Fenchel dual of a primal problem for a convex repeated game, thus the algorithmic framework described in this paper for playing games naturally fits the problem of iteratively solving Eq. (14) .
To derive the primal problem whose Fenchel dual is the problem given in Eq. (14) let us first denote by v t the vector in R m whose ith element is v t,i = y i h t (x i ). For all t, we set ℓ t to be the function ℓ t (ω) = [ ω, v t ] + . Intuitively, ℓ t penalizes vectors ω which assign large weights to examples which are predicted accurately, that is y i h t (x i ) > 0. In particular, if h t (x i ) ∈ {+1, −1} and ω t is a distribution over the m examples (as is the case in AdaBoost), ℓ t (ω t ) reduces to 1 − 2ǫ t (see Eq. (13)). In this case, minimizing ℓ t is equivalent to maximizing the error of the individual hypothesis h t over the examples. Consider the problem of minimizing f (ω) + c T t=1 ℓ t (ω) and let us leave the exact form of f unspecified for now. To derive its Fenchel dual, we note that ℓ ⋆ (−λ t /c) = 0 if there exists α t ∈ [0, c] such that λ t = −α t v t and otherwise ℓ ⋆ (−λ t /c) = ∞ (see Appendix A). Since our goal is to maximize the dual, we can restrict λ t to take the form λ t = −α t v t and get that
Now assume that f ⋆ (θ) takes the form
where Ψ : R → R is a monotonically increasing function and β is a scalar that ensures that f ⋆ (0) = 0. Then, maximizing the dual D is equivalent to solving Eq. (14) . In summary, we have shown that by setting ℓ t (ω) = [ ω, v t ] + and setting f so that f ⋆ is as in Eq. (16), we get that solving Eq. (14) is equivalent to maximizing the dual objective given in Eq. (15) . Note that for AdaBoost, ℓoss(a) = exp(−a). Thus, setting Ψ(a) = log(a) and β = 0 we obtain that f (ω) is the relative entropy between ω and the uniform distribution (see Appendix A). Minimizing the exp-loss of the strong hypothesis is therefore the dual problem of the following primal minimization problem: find a distribution over the examples, whose relative entropy to the uniform distribution is as small as possible while the correlation of the distribution with each v t is as small as possible. Since the correlation of ω with v t is negatively proportional to the error of h t with respect to ω, we obtain that in the primal problem we are trying to maximize the error of each individual hypothesis, while in the dual problem we minimize the error of the strong hypothesis. The intuition of finding distributions which in retrospect result in large error rates of individual hypotheses was also alluded in [12, 6] .
We can now apply our algorithmic framework from Sec. 5 to boosting. We describe the game with the parameters α t and recall that in our case, λ t = −α t v t . At the beginning of the game the booster sets all dual variables to be zero, ∀t α t = 0. At trial t of the boosting game, the booster first constructs a primal weight vector ω t ∈ R m , which assigns importance weights to the examples in S. The primal vector ω t is constructed as in Eq. (4) , that is, ω t = ∇f ⋆ (θ t ), where θ t = − i α i v i . Then, the weak learner responds by presenting the loss function ℓ t (ω) = [ ω, v t ] + . Finally, the booster updates the dual variables so as to increase the dual objective function.
To analyze our game of boosting, we assume that at each trial, the hypothesis returned by the weak learner must satisfy a weak learnability assumption, particularly ω t , v t > 0. Recall that the update of θ is θ t+1 = θ t − α t v t . The value of α t is found as follows.
. Using the definitions of D and θ t we get that
As in Lemma 2, we expand f ⋆ around θ t using Taylor approximation and use the fact that ω t = ∇f ⋆ (θ t )
to get that there exits θ for which
Assume that h t is restricted in a way such that for all θ we have v t , ∇ 2 f ⋆ (θ)v t ≤ 1 (see Appendix B). Then,
2 . The value of α t which maximizes the above lower bound is α t = ω t , v t . Thus, for this choice of α t the dual increases by at least
2 . In general, we allow α t to be any value from the set
Since the final value of the dual objective is at least t ∆ t we obtain the following corollary. 
In Appendix F we derive both AdaBoost and LogitBoost from the perspective of our game of boosting and analyze them using corollary 1.
Related Work and Discussion
We presented a new framework for designing and analyzing algorithms for playing convex repeated games. Our framework was used for the analysis of known algorithms for both online learning and boosting settings with improved bounds. It also paves the way to new algorithms. Using duality for designing online algorithms was first suggested in [13] in the context of mistake bound analysis. Convex repeated games were termed "online convex programming" by Zinkevich [15] . The algorithms presented in [15] can be derived as special cases of our algorithmic framework by setting f (ω) = 1 2 ω 2 . In the online learning community, there is voluminous amount of work on unified approaches for deriving online learning algorithms. We refer the reader to [7, 9, 10] . Similarly, many authors derived unifying frameworks for boosting algorithms [11, 6, 2] . Nonetheless, our general framework and the connection between game playing and Fenchel duality underscores an interesting perspective of both online learning and boosting. We believe that this viewpoint will lead to new algorithms in both domains. There are various possible extensions of the work that we did not discuss due to the lack of space. Our framework can naturally be used for the analysis of repeated games (see Appendix H and [5, 15] ). The applicability of our framework to online learning can be easily extended to other prediction problems such as regression and sequence prediction. Last, we conjecture that our primal-dual view of boosting will lead to new methods for regularizing boosting algorithms, thus improving their generalization capabilities.
Appendices for the paper

Convex Repeated Games and Fenchel Duality A Some Fenchel conjugate pairs
In this section we list a few useful Fenchel-conjugate pairs.
Half-squared-norm Let · be any norm on R n and let f (ω) = Hinge-loss Let f (ω) = [γ − ω, x ] + where γ ∈ R + and x ∈ R n with Ω = R n . Then,
To show the above, recall that
Consider two cases. Case I: θ = −αx for some α ∈ R. First note that in this case the objective to maximize in Eq. (18) becomes
Denote a = ω, x and note that a can take any value in R. Thus, we obtain that
We now turn to case II in which there does not exist α ∈ R such that θ = −αx. In this case, we can rewrite θ as θ = θ,x
x 2 x + v where v ∈ {ω : ω, x = 0} and v must not equal to zero. Thus, setting ω = av in the objective in Eq. (18) gives
which also tends to ∞ when a → ∞.
Relative Entropy and log-sum-exp Let Ω = {ω ∈ R n + :
For a proof see p. 93 in [1] .
binary-entropy and the log-loss Let Ω = {ω ∈ R n : ∀i ∈ [n], ω i ∈ [0, 1]} and let
(ω i log(ω i ) + (1 − ω i ) log(1 − ω i )) .
Then, 
where Ψ(a) = 1 2 a and φ(a) = a 2 . The following lemma provides us with a general tool for bounding λ, ∇ 2 f ⋆ (θ) λ for functions of the form given in Eq. (21). 
Proof Denote H = ∇ 2 f ⋆ (θ). Using the chain rule we get that,
Therefore, the value of the element (i, j) of the Hessian for i = j is,
and the i'th diagonal element of the Hessian is,
We therefore get that,
where the last inequality follows from the assumption that Ψ ′′ ( r φ(θ r )) ≤ 0.
Note that if we apply Lemma 3 to the function . We now consider the log-sum-exp function given in Eq. (19). Applying Lemma 3 with Ψ(a) = log(a) and φ(a) = exp(a) (and note that Ψ ′′ ( i φ(θ i )) ≤ 0) gives that,
Next, we consider the log-loss function given in Eq. (20). We can rewrite the log-loss function as in Eq. (21) with Ψ(a) = a and φ(a) = log(1 + e −a ). The conditions in Lemma 3 trivially hold since Ψ ′′ (a) = 0 for all a. In addition, Therefore, Lemma 3 gives that for the log-loss,
