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CORRIGENDUM TO “ELLIPTIC CURVES WITH A GIVEN NUMBER
OF POINTS OVER FINITE FIELDS”
CHANTAL DAVID AND ETHAN SMITH
The arithmetic function K(N) defined in the statement of Theorem 3 of [DS13, p. 177]
should instead be defined as
K(N) :=
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ− 1)2(ℓ+ 1)
)∏
ℓ|N
(
1−
1
ℓνℓ(N)(ℓ− 1)
)
.
The reasons for the change are a couple of errors in the proof of Lemma 11. In the last line
of page 201, the Kronecker symbol
(
−Nℓ
ℓ
)
is missing its exponent, and should be replaced
by
(
−Nℓ
ℓ
)α
. In addition, the sum over a ∈ Z/ℓZ that appears in the line above the last
line of page 201 should also carry the condition 4Nℓ + a 6= 0. The net result is that the
statement of Lemma 11 (pp. 188-189) must be altered. In particular, the displayed equation
that is the second line of page 189 is not correct. Indeed, in the case that ℓ | (N, f) and
νℓ(N) = 2νℓ(f), we should have
cN,f (ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)
{(
ℓ− 1−
(
Nℓ
ℓ
))
if 2 | α,
−1 if 2 ∤ α,
instead. This change in the statement of Lemma 11 then affects the computation of the
product formula for the arithmetic function K0(N) =
N
ϕ(N)K(N) that occupies pp. 189–
192. The following list outlines the necessary changes.
(1) The function F2(ℓ, f) should instead be defined by
F2(ℓ, f) :=


(
1 +
1
ℓ(ℓ+ 1)
)
if νℓ(N) < 2νℓ(f),(
1 +
1
ℓ
)
if νℓ(N) > 2νℓ(f),
1 + −
(
Nℓ
ℓ
)
− 1
ℓ(ℓ2 − 1)

 if νℓ(N) = 2νℓ(f).
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(2) If νℓ(N) > 0, then in all cases (that is, whether νℓ(N) is odd or even and whether(
Nℓ
ℓ
)
= ±1), we find that
1 +
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ϕ(ℓα)ℓ2αF0(ℓ)
= 1 +
ℓνℓ(N) − ℓ
F0(ℓ)ℓνℓ(N)(ℓ− 1)2
.
(3) Eventually, we arrive at the following corrected product formula for K0(N):
K0(N) =
N
ϕ(N)
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ− 1)(ℓ2 − 1)
)∏
ℓ|N
(
1−
1
ℓνℓ(N)(ℓ− 1)
)
.
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ELLIPTIC CURVES WITH A GIVEN NUMBER OF POINTS OVER
FINITE FIELDS
CHANTAL DAVID AND ETHAN SMITH
Abstract. Given an elliptic curve E and a positive integer N , we consider the problem of
counting the number of primes p for which the reduction of E modulo p possesses exactly
N points over Fp. On average (over a family of elliptic curves), we show bounds that
are significantly better than what is trivially obtained by the Hasse bound. Under some
additional hypotheses, including a conjecture concerning the short interval distribution of
primes in arithmetic progressions, we obtain an asymptotic formula for the average.
1. Introduction
Let E be an elliptic curve defined over the rational field Q. For a prime p where E has
good reduction, we let Ep denote the reduced curve modulo p and #Ep(Fp) the number
of Fp-rational points. Then the trace of the Frobenius morphism at p, ap(E), satisfies the
well-known identity #Ep(Fp) = p+ 1− ap(E) and the Hasse bound |ap(E)| < 2√p.
Let N be a positive integer. We are interested in the number of primes for which
#Ep(Fp) = N . In particular, we are interested in the behavior of the prime counting
function
ME(N) := #{p : #Ep(Fp) = N}.
Note that if #Ep(Fp) = N , then the Hasse bound implies (
√
p−1)2 < N < (√p+1)2, which
in turn implies that
N− := (
√
N − 1)2 < p < (
√
N + 1)2 =: N+.
Hence, ME(N) is a finite number, and we have the trivial bound
ME(N)≪
√
N
log(N + 1)
. (1)
In [Kow06], Kowalski shows that if E possesses complex multiplication (CM), then
ME(N)≪E,ε N ε (2)
for any ε > 0. He asks if the same might be true for curves without CM. However, no bound
between (1) and (2) is known for curves without CM.
Given an integer N , it is always possible through a Chinese Remainder Theorem argument
to find an elliptic curve E that achieves the upper bound (1), i.e., such that #Ep(Fp) = N
for every prime p in the interval (N−, N+). Yet, for a fixed curve, one expects ME(N) to
2010 Mathematics Subject Classification. Primary 11G05; Secondary 11N13.
Key words and phrases. Average order, Elliptic curves, primes in short intervals, Barban-Davenport-
Halberstam Theorem, Cohen-Lenstra Heuristics.
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be quite small. Consider the following na¨ıve probabilistic model for ME(N). If we suppose
that the values of #E(Fp) are uniformly distributed, i.e., that
Prob (#E(Fp) = N) =
{
1
4
√
p
if N− < p < N+,
0 otherwise,
(3)
then we expect that
ME(N) ≈
∑
p
Prob (#E(Fp) = N) =
∑
N−<p<N+
1
4
√
p
≈ 1
4
√
N
∫ N+
N−
dt
log t
∼ 1
logN
.
(4)
Moreover, it is quite easy to show (see [Kow06] for example) that∑
N≤X
ME(N) = π(X) +O(
√
X) ∼ X
logX
, (5)
where as usual, π(X) := #{p ≤ X : p is prime}. Therefore, the average order of ME(N)
is 1/ logN in accordance with the above model. Perhaps the correct way to interpret these
statements is to say that ME(N) must be equal to zero on a density one subset of the
integers for the mere reason that the primes are a subset of the integers of density zero.
Finally, we note that while it is not difficult to see that lim infME(N) = 0, numerical
computations [Kow06] are consistent with the possibility that lim supME(N) =∞. In fact,
using the model (3) as in [Kow06], it is possible to predict this.
2. Statement of results
In this paper, we study the average forME(N) over all elliptic curves over Q (and not over
N as in (5)). Given integers a and b, let Ea,b be the elliptic curve defined by the Weierstrass
equation
Ea,b : y
2 = x3 + ax+ b.
For A,B > 0, we define a set of Weierstrass equations by
C (A,B) := {Ea,b : |a| ≤ A, |b| ≤ B,∆(Ea,b) 6= 0}.
The following is our first main result.
Theorem 1. If A,B ≥ √N logN and AB ≥ N3/2(logN)2, then
1
#C (A,B)
∑
E∈C (A,B)
ME(N)≪ log logN
logN
holds uniformly for N ≥ 3.
Remark. We refer to the expression on the left hand side of the above inequality as the
average order of ME(N) taken over the family C (A,B).
Under an additional hypothesis concerning the short interval distribution of primes in
arithmetic progressions, we can prove an asymptotic formula for the average order ofME(N)
over C (A,B). In particular, we note that all of the primes counted by ME(N) are of size
2
N lying in an interval of length 4
√
N . Therefore, we require an appropriate short interval
version of the Barban-Davenport-Halberstam Theorem.
Given real parameters X, Y > 0 and integers q and a, we let θ(X, Y ; q, a) denote the
weighted prime counting function
θ(X, Y ; q, a) :=
∑
X<p≤X+Y
p≡a (mod q)
log p,
and we let E(X, Y ; q, a) be the error in approximating θ(X, Y ; q, a) by Y/ϕ(q). That is,
E(X, Y ; q, a) := θ(X, Y ; q, a)− Y
ϕ(q)
.
Conjecture 2. (Barban-Davenport-Halberstam for intervals of length Xη) Let 0 < η ≤ 1,
and let β > 0 be arbitrary. Suppose that Xη ≤ Y ≤ X, and that Y/(logX)β ≤ Q ≤ Y. Then
∑
q≤Q
q∑
a=1
(a,q)=1
|E(X, Y ; q, a)|2 ≪ Y Q logX.
Remark. If η = 1, this is essentially the classical Barban-Davenport-Halberstam Theorem.
See for example [Dav80, p. 196]. The best results known are due to Languasco, Perelli, and
Zaccagnini [LPZ10] who show that for any ǫ > 0, Conjecture 2 holds unconditionally for
η = 7/12 + ǫ and for η = 1/2 + ǫ under the Generalized Riemann Hypothesis. For our
application, we essentially need η = 1/2− ǫ.
Theorem 3. Let γ > 0, and assume that Conjecture 2 holds with η = 1
2
−(γ+2) log logN
logN
. Sup-
pose further that A,B ≥ √N(logN)1+γ log logN and that AB ≥ N3/2(logN)2+γ log logN .
Then for any odd integer N , we have
1
#C (A,B)
∑
E∈C (A,B)
ME(N) = K(N)
N
ϕ(N) logN
+O
(
1
(logN)1+γ
)
,
where
K(N) :=
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ− 1)2(ℓ+ 1)
) ∏
ℓ|N
2∤νℓ(N)
(
1− 1
ℓνℓ(N)(ℓ− 1)
) ∏
ℓ|N
2|νℓ(N)
(
1− ℓ−
(−Nℓ
ℓ
)
ℓνℓ(N)+1(ℓ− 1)
)
,
νℓ denotes the usual ℓ-adic valuation, and Nℓ := N/ℓ
νℓ(N) denotes the ℓ-free part of N .
Remark. We note that K(N) is uniformly bounded as a function of N . We also note that
N/ϕ(N)≪ log logN (see [HW79, Theorem 328] for example), which gives the upper bound
of Theorem 1. Working with V. Chandee and D. Koukoulopoulos, the authors have recently
shown that the upper bound implicit in Theorem 3 holds unconditionally. That is, Theorem 1
holds with log logN replaced by N/ϕ(N).
The average of Theorem 3 displays some interesting characteristics that are not present
in the average order (5). In particular, the main term of the average in Theorem 3 does
not depend solely on the size of the integer N but also on some arithmetic properties of N
as it involves the factor K(N)N/ϕ(N). The occurrence of the weight ϕ(N) appearing in
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the denominator seems to suggest that this is another example of the Cohen-Lenstra Heuris-
tics [CL84a, CL84b], which predict that random groups G occur with probability weighted by
1/#Aut(G). Notice that if as an additive group E(Fp) ≃ Z/NZ, then #Aut(E(Fp)) = ϕ(N).
Indeed, the Cohen-Lenstra Heuristics predict that relative to other groups of same size, the
cyclic groups are the most likely to occur since they have the fewest number of automor-
phisms.
In some recent work, the authors explored this connection further by considering the
average of
ME(G) := # {p : E(Fp) ≃ G}
for those Abelian groups G which may arise as the group of Fp-rational points of an elliptic
curve. This is the subject of a forthcoming paper [DS]. Given an elliptic curve E, it is
well-known that
E(Fp) ≃ Z/N1Z× Z/N1N2Z,
for some positive integers N1, N2 satisfying the Hasse bound: |p+1−N21N2| ≤ 2
√
p. Under
Conjecture 2, it is shown in [DS] that for every odd order group G = Z/N1Z × Z/N1N2Z,
we have that
1
#C (A,B)
∑
E∈C (A,B)
ME(G) ∼ K(G) #G
#Aut(G) log(#G)
,
provided that A,B, and the exponent of G (the size of the largest cyclic subgroup) are large
enough with respect to #G = N21N2. The function K(G) is explicitly computed and shown
to be non-zero and absolutely bounded as a function of G.
We can express the results of Theorem 3 as stating that for a “random curve” E/Q and
a “random prime” p ∈ (N−, N+),
Prob (#E(Fp) = N) ≈
K(N) N
ϕ(N) log(N)
4
√
N
logN
=
K(N)N
ϕ(N)
1
4
√
N
refining the na¨ıve model given by (3). Here as in (3), we make the assumption that there
are about 4
√
N/ logN primes in the interval (N−, N+) though we can not justify such an
assumption even under the Riemann Hypothesis.
There are many open conjectures about the distributions of invariants associated with the
reductions of a fixed elliptic curve over the finite fields Fp such as the famous conjectures of
Koblitz [Kob88] and of Lang and Trotter [LT76]. The Koblitz Conjecture concerns the num-
ber of primes p ≤ X such that #E(Fp) is prime. The fixed trace Lang-Trotter Conjecture
concerns the number of primes p ≤ X such that the trace of Frobenius ap(E) is equal to a
fixed integer t. Another conjecture of Lang and Trotter (also called the Lang-Trotter Conjec-
ture) concerns the number of primes p ≤ X such that the Frobenius field Q(√ap(E)2 − 4p)
is a fixed imaginary quadratic field K.
These conjectures are all completely open. To gain evidence, it is natural to consider the
averages for these conjectures over some family of elliptic curves. This has been done by
various authors originating with the work of Fouvry and Murty [FM96] for the number of
supersingular primes (i.e., the fixed trace Lang-Trotter Conjecture for t = 0). See [DP99,
DP04, Jam04, BBIJ05, JS11, CFJ+11] for other averages regarding the fixed trace Lang-
Trotter Conjecture. The average order for the Koblitz Conjecture was considered in [BCD11].
Very recently, the average has been successfully carried out for the Lang-Trotter Conjecture
4
on Frobenius fields [CIJ]. The average order that we consider in this paper displays a very
different character than the above averages. This is primarily because the size of primes
considered varies with the parameter N . Moreover, they all must lie in a very short interval.
This necessitates the use of a short interval version of the Barban-Davenport-Halberstam
Theorem (Conjecture 2 above). This is also the first time that one observes a Cohen-Lenstra
phenomenon governing the distribution of the average.
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4. Reduction to an average of class numbers
Given a (not necessarily fundamental) discriminant D < 0, we follow Lenstra [Len87] in
defining the Kronecker class number of discriminant D by
H(D) :=
∑
f2|D
D
f2
≡0,1 (mod 4)
h(D/f 2)
w(D/f 2)
, (6)
where h(d) denotes the (ordinary) class number of the unique imaginary quadratic order of
discriminant d < 0 and w(d) denotes the cardinality of its unit group.
Theorem 4 (Deuring). Let p > 3 be a prime and t an integer such that t2 − 4p < 0. Then∑
E˜/Fp
ap(E)=t
1
#Aut(E)
= H(t2 − 4p),
where the sum is over the Fp-isomorphism classes of elliptic curves.
Proof. See [Len87, p. 654]. 
The first step in computing the average order of ME(N) over C (A,B) is to reduce to
an average of class numbers by using Deuring’s Theorem. The following estimate will then
be crucial to obtain the upper bound of Theorem 1, and is also used in getting an optimal
average length in Theorem 3.
Proposition 5. For primes p in the range N− < p < N+, we define the quadratic polynomial
DN(p) := (p+ 1−N)2 − 4p = p2 − 2(N + 1)p+ (N − 1)2. (7)
Then ∑
N−<p<N+
H (DN (p))≪ N log logN
logN
. (8)
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Before giving the proof of this result, we define some notation that we will use throughout
the remainder of the article. Given a negative discriminant d, we write χd for the Kronecker
symbol
(
d
·
)
. Since d is not a perfect square, the Dirichlet L-series defined by
L(s, χd) :=
∞∑
n=1
χd(n)
ns
converges at s = 1. Finally, given a positive integer f , we let
dN,f(p) :=
DN(p)
f 2
, (9)
where DN(p) is defined by (7).
Proof of Proposition 5. The definition of the Kronecker class number (6) and the class num-
ber formula [IK04, p. 515]
h(d)
w(d)
=
√|d|
2π
L(1, χd) (10)
give us the identity
∑
N−<p<N+
H(DN(p)) =
∑
N−<p<N+
∑
f2|DN (p)
DN (p)
f2
≡0,1 (mod 4)
√
|DN(p)|
2πf
L(1, χdN,f (p)).
Since |DN(p)| ≤ 4N , this yields
∑
N−<p<N+
H(DN(p))≪
√
N
∑
N−<p<N+
∑
f2|DN (p)
DN (p)
f2
≡0,1 (mod 4)
L(1, χdN,f (p))
f
.
(11)
In order to obtain an optimal bound for this expression, we will use the fact that for
almost all primitive Dirichlet characters ψ, L(1, ψ) is well-approximated by a very short
Euler product. More precisely, fix any integer α ≥ 1. Then by [GS03, Proposition 2.2], we
know that
L(1, ψ) =
∏
ℓ≤(logQ)α
(
1− ψ(ℓ)
ℓ
)−1
(1 + o(1)) (12)
for all but at most Q2/α+5 log log logQ/ log logQ of the primitive characters of conductor less than
Q. We remark that this gives a good upper bound for L(1, χ) whenever χ is a Dirichlet
character modulo q ≤ Q which is induced by a primitive character ψ satisfying (12). Indeed,
let χ be such a Dirichlet character, and let ψ be the primitive character that induces χ.
6
Then by (12), we have
L(1, χ) =
∏
ℓ|q
(
1− ψ(ℓ)
ℓ
) ∏
ℓ≤(logQ)α
(
1− ψ(ℓ)
ℓ
)−1
(1 + o(1))
=
∏
ℓ|q
ℓ>(logQ)α
(
1− ψ(ℓ)
ℓ
) ∏
ℓ≤(logQ)α
(
1− χ(ℓ)
ℓ
)−1
(1 + o(1))
≪
∏
ℓ|q
ℓ>(logQ)α
(
1 +
1
ℓ
) ∏
ℓ≤(logQ)α
(
1− 1
ℓ
)−1
≪
∏
ℓ|q
ℓ>(logQ)α
(
1 +
1
ℓ
)
log logQ,
where the last line follows by Mertens’ formula [IK04, p. 34] since α is fixed. For the
remaining product, we observe that
∏
ℓ|q
ℓ>(logQ)α
(
1 +
1
ℓ
)
≤ exp


∑
ℓ|q
ℓ>(logQ)α
1
ℓ

 ≤ exp
{
ω(q)
(logQ)α
}
≤ exp
{
(log q)1−α
log 2
}
,
where ω(q) denotes the number of distinct prime factors of q. Therefore, since α ≥ 1, we
may conclude that if χ is a character of modulus q ≤ Q and (12) holds for the primitive
character inducing χ, then
L(1, χ)≪ log logQ. (13)
We make use of this fact in (11) as follows. Let d∗N(p) be the discriminant of the imaginary
quadratic field Q(
√
DN(p)). Then d
∗
N(p) is a fundamental discriminant, and χd∗N (p) is the
primitive character inducing every character of the set {χdN,f (p) : f 2 | DN(p)}. Furthermore,
|d∗N(p)| is the conductor of each of these characters, and 3 ≤ |d∗N(p)| ≤ 4N . Now fix some
α > 100, and let E (Q) be the set of primitive characters of conductor less than or equal to
Q for which (12) does not hold. Then #E (4N)≪ N1/50. We now divide the outer sum over
p on the right-hand side of (11) according to whether or not the primitive character χd∗N (p)
is in the exceptional set E (4N). For those p for which χd∗N (p) is not exceptional, we use (13),
writing ∑
N−<p<N+
χd∗
N
(p) 6∈E (4N)
∑
f2|DN (p)
DN (p)
f2
≡0,1 (mod 4)
L(1, χdN,f (p))
f
≪ log logN
∑
f≤2√N
1
f
∑
N−<p<N+
f2|DN (p)
1.
To bound the sum over p, we apply the Brun-Titchmarsh inequality [IK04, p. 167], which
gives that
#{N− < p < N+ : p ≡ a (mod f)} ≪
√
N
ϕ(f) log(4
√
N/f)
.
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For the sum over a, we use the bound
#{a ∈ Z/fZ : DN(a) ≡ 0 (mod f)} ≪
√
f,
which is Lemma 12 of Section 8. Combining these two estimates, we have that
∑
N−<p<N+
χd∗
N
(p) 6∈E (4N)
∑
f2|DN (p)
DN (p)
f2
≡0,1 (mod 4)
L(1, χdN,f (p))
f
≪
√
N log logN
logN
∑
f≥1
log f
f 1/2ϕ(f)
≪
√
N log logN
logN
.
(14)
It remains to estimate the sum over primes p such that χd∗N (p) ∈ E (4N). In that case, we
simply need the standard bound
L(1, χ)≪ log q,
which is valid for all Dirichlet characters of conductor q (see [Dav80, p. 96] for example).
We note that
#{N− < p < N+ : χd∗N (p) ∈ E (4N)} ≤ #E (4N)τ(4N),
where τ(n) denotes the number of positive divisors of n. Therefore, we obtain the bound
∑
N−<p<N+
χd∗
N
(p)∈E (4N)
∑
f2|DN (p)
DN (p)
f2
≡0,1 (mod 4)
L(1, χdN,f (p))
f
≪ logN
∑
N−<p<N+
χd∗
N
(p)∈E (4N)
∑
f2|DN (p)
1
f
≪ N1/50+ε
(15)
for any ε > 0. Combining (11), (14), and (15) completes the proof of Proposition 5. 
Proposition 6. Let DN (p) be as defined by (7). Then
1
#C (A,B)
∑
E∈C (A,B)
ME(N) =
∑
N−<p<N+
H(DN(p))
p
+ E(N ;A,B),
where
E(N ;A,B)≪ log logN
N logN
+
(
1
A
+
1
B
)√
N log logN +
N3/2 logN log logN
AB
uniformly for A,B > 0.
Remark. The above holds without assuming that N is odd.
Proof of Proposition 6. First, we write ME(N) as a sum over primes and interchange sums
to obtain
1
#C (A,B)
∑
E∈C (A,B)
ME(N) =
1
#C (A,B)
∑
N−<p<N+
∑
E∈C (A,B)
#Ep(Fp)=N
1.
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For each prime p, we group the E ∈ C (A,B) according to which isomorphism class they
reduce modulo p, writing∑
E∈C (A,B)
#Ep(Fp)=N
1 =
∑
E˜/Fp
#E˜(Fp)=N
#{E ∈ C (A,B) : Ep ∼= E˜}.
For N large enough (N ≥ 8), the primes 2 and 3 will not enter into the sum over p. Thus, we
will assume that p > 3 throughout the remainder of the article. Therefore, given a elliptic
curve defined over Fp, we may associate a Weierstrass equation, say Es,t : y
2 = x3 + sx + t
with s, t ∈ Fp. Using a character sum argument as in [FM96, pp. 93-95], we have
#{E ∈ C (A,B) : Ep ∼= Es,t} = 4AB
#Aut(Es,t)p
+O
(
AB
p2
+
√
p(log p)2
)
+


O
(
A log p√
p
+ B log p√
p
)
if st 6= 0,
O
(
A log p√
p
+B log p
)
if s = 0,
O
(
A log p+ B log p√
p
)
if t = 0.
Here Aut(Es,t) denotes the size of the automorphism group of Es,t over Fp. Substituting this
estimate and applying Theorem 4, we find that
1
#C (A,B)
∑
E∈C (A,B)
ME(N) =
∑
N−<p<N+
H(DN(p))
p
+ E(N ;A,B),
where
E(N ;A,B)≪
{
1
N2
+
logN√
N
(
1
A
+
1
B
)
+
√
N(logN)2
AB
} ∑
N−<p<N+
H(DN(p))
+
(
1
A
+
1
B
)
logN
∑
N−<p<N+
1.
In estimating the error, we have used the facts that #C (A,B) = 4AB + O(A + B), p =
N+O(
√
N) for every prime p in the interval (N−, N+), and there are at most 10 isomorphism
classes Es,t over Fp with st = 0. The result now follows by applying Proposition 5 and the
upper bound {N− < p < N+} ≪ √N/ logN . 
Theorem 1 now follows immediately upon combining Proposition 5 and Proposition 6, and
noting again that p = N +O(
√
N) for every prime p in the interval (N−, N+). Furthermore,
we have reduced the proof of Theorem 3 to computing the sum
∑
N−<p<N+
H(DN(p))
p
.
This computation requires several intermediate results. Therefore, we delay it until Section 7.
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5. A short average of special values of Dirichlet L-functions
Since Theorem 3 holds only for odd N , we assume for the the remainder of the article
that N is an odd integer except during the proof of Lemma 12. Recall that Lemma 12 was
used in the proof of Proposition 5, which holds for all positive integers N .
In this section, we prove a short average result for special values of Dirichlet L-functions
that is needed to compute our average over elliptic curves. As the average is very short, we
need that the equivalent of the Barban-Davenport-Halberstam Theorem holds for intervals
of that size.
Theorem 7. Let γ > 0. Suppose that N− ≤ X < X + Y ≤ N+ with Y ≫√N/(logN)υ for
some choice of υ ≥ 0. Assume that Conjecture 2 holds for intervals of length Y . Then for
odd integers N ,
∑
f≤2√X+Y
(f,2)=1
1
f
∑
X<p≤X+Y
f2|DN (p)
L
(
1, χdN,f (p)
)
log p = K0(N)Y +O
(
Y
(logN)γ
)
,
where
K0(N) :=
∞∑
f=1
(f,2)=1
1
f
∞∑
n=1
1
nϕ(4nf 2)
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
)
#CN(a, n, f), (16)
and
CN(a, n, f) :=
{
z ∈ (Z/4nf 2Z)∗ : DN(z) ≡ af 2 (mod 4nf 2)
}
. (17)
Proof. Let U be a real parameter to be determined. Using partial summation and Burgess’
bound for character sums [Bur63, Theorem 2] to bound the tail of the L-series, we have
L
(
1, χdN,f (p)
)
=
∑
n≥1
(
dN,f(p)
n
)
1
n
=
∑
n≤U
(
dN,f(p)
n
)
1
n
+O
(
|dN,f(p)| 732√
U
)
.
For N− < p < N+, we have |dN,f(p)| ≤ 4N/f 2, and hence
∑
f≤2√X+Y
(f,2)=1
1
f
∑
X<p≤X+Y
f2|DN (p)
log p
∑
n>U
1
n
(
dN,f(p)
n
)
≪ Y N
7/32
√
U
.
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Now let V be a real parameter to be determined. Using Lemma 12, we obtain
∑
V <f≤2√X+Y
(f,2)=1
1
f
∑
n≤U
1
n
∑
X<p≤X+Y
f2|DN (p)
(
dN,f(p)
n
)
log p
≪ logU logN
∑
V <f≤2√X+Y
(f,2)=1
1
f
∑
X<k≤X+4√N
f |DN (p)
1
≪ logU logN
∑
V <f≤2√X+Y
(f,2)=1
√
N#{z ∈ Z/fZ : DN(z) ≡ 0 (mod f)}
f 2
≪
√
N logU logN
∑
f>V
1
f 3/2
≪
√
N logU logN√
V
,
and therefore,
∑
f≤2√X+Y
(f,2)=1
1
f
∑
X<p≤X+Y
f2|DN (p)
L
(
1, χdN,f (p)
)
log p =
∑
f≤V
(f,2)=1
1
f
∑
n≤U
1
n
∑
X<p≤X+Y
f2|DN (p)
(
dN,f(p)
n
)
log p
+O
(
Y N7/32√
U
+
√
N logU logN√
V
)
.
With CN(a, n, f) as defined by (17), we regroup terms on the right hand side above, writing∑
f≤V,n≤U
(f,2)=1
1
fn
∑
X<p≤X+Y
f2|DN (p)
(
dN,f(p)
n
)
log p =
∑
f≤V,n≤U
(f,2)=1
1
fn
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
) ∑
b∈CN (a,n,f)
θ(X, Y ; 4nf 2, b)
+O


∑
f≤V,n≤U
(f,2)=1
1
fn
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
) ∑
X<p≤X+Y
f2|DN (p)
DN (p)≡af2
p|4nf2
log p


.
If p satisfies the congruence DN(p) ≡ af 2 (mod 4nf 2) and p divides 4nf 2, then p divides
(4nf 2, (N −1)2−af 2). It follows that such a p must divide n(N −1). Hence, the error term∑
f≤V,n≤U
(f,2)=1
1
fn
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
) ∑
X<p≤X+Y
f2|DN (p)
DN (p)≡af2
p|4nf2
log p≪ U logN log V + U logU log V,
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and
∑
f≤2√X+Y
(f,2)=1
1
f
∑
X<p≤X+Y
f2|DN (p)
L
(
1, χdN,f (p)
)
log p =
∑
f≤V,n≤U
(f,2)=1
1
fn
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
) ∑
b∈CN (a,n,f)
θ(X, Y ; 4nf 2, b)
+O
(
Y N7/32√
U
+
√
N logU logN√
V
+ U log(UN) log V
)
.
We approximate θ(X, Y ; 4nf 2, b) by Y/ϕ(4nf 2), incurring an error of
∑
f≤V,n≤U
(f,2)=1
1
fn
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
) ∑
b∈CN (a,n,f)
E(X, Y ; 4nf 2, b). (18)
For any given value of b ∈ (Z/4nf 2Z)∗, there is at most one value of a ∈ Z/4nZ satisfying
the congruence DN (b) ≡ af 2 (mod 4nf 2). Hence, interchanging the two inner sums shows
that ∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
) ∑
b∈CN (a,n,f)
E(X, Y ; 4nf 2, b)≪
∑
b∈(Z/4nf2Z)∗
∣∣E(X, Y ; 4nf 2, b)∣∣ .
By Cauchy-Schwarz, the error term (18) is
≪
∑
f≤V
1
f
∑
n≤U
1
n
∑
b∈(Z/4nf2Z)∗
∣∣E(X, Y ; 4nf 2, b)∣∣
≤
∑
f≤V
1
f
[∑
n≤U
ϕ(4nf 2)
n2
]1/2 ∑
n≤U
∑
b∈(Z/4nf2Z)∗
∣∣E(X, Y ; 4nf 2, b)∣∣2


1/2
≪ V
√
logU

 ∑
q≤4UV 2
q∑
a=1
(a,q)=1
|E(X, Y ; q, a)|2


1/2
.
Assuming Conjecture 2 for an appropriate value of η, we obtain the bound
V
√
logU

 ∑
q≤4UV 2
q∑
a=1
(a,q)=1
|E(X, Y ; q, a)|2


1/2
≪ Y V
√
logU logN
(logN)2υ+3γ+5
whenever
UV 2 ≤ Y
(logN)4υ+6γ+10
. (19)
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Thus, we have∑
f≤2√X+Y
(f,2)=1
1
f
∑
X<p≤X+Y
f2|DN (p)
L
(
1, χdN,f (p)
)
log p = Y
∑
f≤V,n≤U
(f,2)=1
1
fnϕ(4nf 2)
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
)
#CN (a, n, f)
+O
(
Y N7/32√
U
+
√
N logU logN√
V
+ U log(UN) log V
)
+O
(
Y V
√
logU logN
(logN)2υ+3γ+5
)
.
Lemma 8. For any U, V, ǫ > 0, we have
K0(N) =
∑
f≤V,n≤U
(f,2)=1
1
fnϕ(4nf 2)
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
)
#CN(a, n, f) +O
(
N ǫ√
U
+
log logN
V
)
.
We delay the proof of Lemma 8 until Section 8. Applying the lemma and choosing
U =
Y
(logN)4υ+10γ+18
, V = (logN)2υ+2γ+4,
we have ∑
f≤2√X+Y
(f,2)=1
1
f
∑
X<p≤X+Y
f2|DN (p)
L
(
1, χdN,f (p)
)
log p = K0(N)Y +O
(
Y
(logN)γ
)
provided that Y ≫ √N/(logN)υ. Note that our choice of U, V satisfies the condition (19).

6. Computing the “almost constant”
Recall that CN(a, n, f) was defined by
CN(a, n, f) =
{
z ∈ (Z/4nf 2Z)∗ : DN(z) ≡ af 2 (mod 4nf 2)
}
,
where DN (z) = z
2 − 2(N + 1)z + (N − 1)2. The following is the main result of this section.
Proposition 9. With K(N) as defined in Theorem 3 and K0(N) as defined in Theorem 7,
we have
N
ϕ(N)
K(N) = K0(N).
Proof. By the Chinese Remainder Theorem and the definition of CN(a, n, f),
#CN(a, n, f) =
∏
ℓ|4nf2
#C
(ℓ)
N (a, n, f),
where
C
(ℓ)
N (a, n, f) := {z ∈ (Z/ℓνℓ(4nf
2)Z)∗ : DN (z) ≡ af 2 (mod ℓνℓ(4nf2))}. (20)
We require the following lemma whose proof we delay until Section 8.
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Lemma 10. Suppose that N and f are odd and that a ≡ 1 (mod 4). Let ℓ be any odd prime
dividing nf , and let e = νℓ(4nf
2) = νℓ(nf
2). If ℓ ∤ 4N + af 2, then
#C
(ℓ)
N (a, n, f) =
{
1 +
(
4N+af2
ℓ
)
if ℓ ∤ (N − 1)2 − af 2,
1 if ℓ | (N − 1)2 − af 2.
If ℓ | 4N + af 2, then with s = νℓ(4N + af 2), we have
#C
(ℓ)
N (a, n, f) =


2
(
N+1
ℓ
)2
ℓs/2 if 1 ≤ s < e, 2 | s, and
(
(4N+af2)/ℓs
ℓ
)
= 1,(
N+1
ℓ
)2
ℓ⌊e/2⌋ if s ≥ e,
0 otherwise.
In particular, if ℓ | f , then
#C
(ℓ)
N (1, 1, f) =


1 +
(
N(N−1)2
ℓ
)
if ℓ ∤ N,
2ℓνℓ(N)/2 if 1 ≤ νℓ(N) < 2νℓ(f), 2 | νℓ(N), and
(
Nℓ
ℓ
)
= 1,
ℓνℓ(f) if 2νℓ(f) ≤ νℓ(N),
0 otherwise,
where Nℓ = N/ℓ
νℓ(N) is the ℓ-free part of N . Furthermore,
#C
(2)
N (a, n, f) =


2 if ν2(4nf
2) = 2 + ν2(n) = 2,
4 if ν2(4nf
2) = 2 + ν2(n) ≥ 3 and a ≡ 5 (mod 8),
0 otherwise.
By Lemma 10, we may write
#C
(2)
N (a, n, f) = 2S2(n, a),
where
S2(n, a) :=


1 if 2 ∤ n,
2 if 2 | n and a ≡ 5 (mod 8),
0 otherwise.
(21)
Note that if ℓ is a prime dividing f and not dividing n, then af 2 ≡ 0 (mod ℓνℓ(4nf2)) as
νℓ(4nf
2) = νℓ(f
2). Hence, in this case, #C
(ℓ)
N (a, n, f) does not depend on the value of a, and
so we write #C
(ℓ)
N (a, n, f) = #C
(ℓ)
N (1, 1, f) if ℓ | f and ℓ ∤ n. Therefore, letting n′ denote the
odd part of n and
cN,f(n) :=
∑
a∈(Z/4nZ)∗
a≡1 (mod 4)
(a
n
)
S2(n, a)
∏
ℓ|n′
#C
(ℓ)
N (a, n, f),
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we may write
K0(N) =
∞∑
f=1
(f,2)=1
1
f
∞∑
n=1
1
nϕ(4nf 2)
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
)
#CN (a, n, f)
=
∞∑
f=1
(f,2)=1
1
f 2ϕ(f)
∞∑
n=1
2ϕ((n, f))
(n, f)nϕ(4n)

∏
ℓ|f
ℓ∤n
#C
(ℓ)
N (1, 1, f)

 cN,f(n)
=
∞∑
f=1
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∞∑
n=1
2ϕ((n, f))
(n, f)nϕ(4n)

 ∏
ℓ|(f,n)
#C
(ℓ)
N (1, 1, f)


−1
cN,f(n),
(22)
where the prime on the outer sum indicates that the sum is to be restricted to those f which
are odd and are not divisible by any prime for which #C
(ℓ)
N (1, 1, f) = 0.
In order to proceed further, we must show how to compute the function cN,f(n). We
summarize the computation in the following lemma whose proof we also delay until Section 8.
Lemma 11. Suppose that N and f are odd. The function cN,f (n) is multiplicative in n. Let
α be a positive integer and ℓ an odd prime. Then
cN,f(2
α)
2α−1
= (−1)α2.
If ℓ | f and ℓ ∤ N , then
cN,f(ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)
{
ℓ− 1 if 2 | α,
0 if 2 ∤ α.
If ℓ | N and ℓ ∤ f , then
cN,f(ℓ
α)
ℓα−1
= ℓ− 2.
If ℓ ∤ Nf , then
cN,f (ℓ
α)
ℓα−1
=


ℓ− 2− (N
ℓ
)− (N2−1
ℓ
)2
+
(
N+1
ℓ
)2
if 2 | α,
−1− (−N
ℓ
)− (N2−1
ℓ
)2
+
(
−N(N+1)2
ℓ
)
if 2 ∤ α
=
{
ℓ− 1− (N
ℓ
)− (N−1
ℓ
)2
if 2 | α,
−1 − (N−1
ℓ
)2
if 2 ∤ α.
If ℓ | (f,N) and 2νℓ(f) < νℓ(N), then
cN,f(ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)(ℓ− 1).
If ℓ | (f,N) and νℓ(N) < 2νℓ(f), then
cN,f(ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)
{
ℓ− 1 if 2 | α,
0 if 2 ∤ α.
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If ℓ | (f,N) and νℓ(N) = 2νℓ(f), then
cN,f(ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)
{(
ℓ− 1− (Nℓ
ℓ
)
+
(−Nℓ
ℓ
))
if 2 | α,((−Nℓ
ℓ
)− 1) if 2 ∤ α,
where Nℓ = N/ℓ
νℓ(N) denotes the ℓ-free part of N . Furthermore, for any n, we have the
bound
cN,f(n)≪
n
∏
ℓ|(f,n)#CN (1, 1, f)
κ2N(n)
,
where for any integer m, κm(n) is the multiplicative function defined on prime powers by
κm(ℓ
α) :=
{
ℓ if 2 ∤ α and ℓ ∤ m,
1 otherwise.
(23)
Recalling the restrictions on f in (22) and applying Lemma 11, the sum over n in (22)
may be factored as
∞∑
n=1
2ϕ((n, f))
(n, f)nϕ(4n)

 ∏
ℓ|(f,n)
#C
(ℓ)
N (1, 1, f)


−1
cN,f(n)
=
{∑
α≥0
2cN,f(2
α)
2αϕ(2α+2)
}∏
ℓ∤f
ℓ 6=2
{∑
α≥0
cN,f(ℓ
α)
ℓαϕ(ℓα)
}∏
ℓ|f
{
1 +
∑
α≥1
ϕ((ℓα, f))cN,f(ℓ
α)
(ℓα, f)ℓαϕ(ℓα)#C
(ℓ)
N (1, 1, f)
}
=
2
3
∏
ℓ∤f
ℓ|N
F0(ℓ)
∏
ℓ∤f
ℓ∤N
ℓ 6=2
F1(ℓ)
∏
ℓ|f
F2(ℓ, f),
where for any odd prime ℓ, we make the definitions
F0(ℓ) :=
(
1 +
ℓ− 2
(ℓ− 1)2
)
,
F1(ℓ) :=
(
1−
(
N−1
ℓ
)2
ℓ+
(
N
ℓ
)
+
(
N−1
ℓ
)2
+ 1
(ℓ− 1)(ℓ2 − 1)
)
,
F2(ℓ, f) :=


(
1 + 1
ℓ(ℓ+1)
)
if νℓ(N) < 2νℓ(f),(
1 + 1
ℓ
)
if νℓ(N) > 2νℓ(f),(
1 +
(
−Nℓ
ℓ
)
ℓ+
(
−Nℓ
ℓ
)
−
(
Nℓ
ℓ
)
−1
ℓ(ℓ2−1)
)
if νℓ(N) = 2νℓ(f).
Substituting this back into equation (22), we have
K0(N) =
2
3
∏
ℓ|N
F0(ℓ)
∏
ℓ∤N
ℓ 6=2
F1(ℓ)
∞∑
f=1
(f,2)=1
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
ϕ(f)f 2
∏
ℓ|f
ℓ|N
F2(ℓ, f)
F0(ℓ)
∏
ℓ|f
ℓ∤N
F2(ℓ, f)
F1(ℓ)
. (24)
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The sum over f may be factored as
∞∑
f=1
(f,2)=1
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
ϕ(f)f 2
∏
ℓ|f
ℓ|N
F2(ℓ, f)
F0(ℓ)
∏
ℓ|f
ℓ∤N
F2(ℓ, f)
F1(ℓ)
=
∏
ℓ|N
{
1 +
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ϕ(ℓα)ℓ2αF0(ℓ)
}∏
ℓ∤N
ℓ 6=2
{
1 +
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ϕ(ℓα)ℓ2αF1(ℓ)
}
.
When ℓ ∤ 2N , the factor simplifies as
1 +
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ϕ(ℓα)ℓ2αF1(ℓ)
= 1 +
ℓC
(ℓ)
N (1, 1, ℓ)F2(ℓ, ℓ)
F1(ℓ)(ℓ− 1)
∑
α≥1
1
ℓ3α
= 1 +
(
1 +
(
N(N−1)2
ℓ
))
(ℓ2 + ℓ+ 1)
(ℓ2 − 1)(ℓ3 − 1)F1(ℓ)
= 1 +
1 +
(
N(N−1)2
ℓ
)
(ℓ2 − 1)(ℓ− 1)F1(ℓ) .
When νℓ(N) is odd, the factor simplifies as
1 +
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ϕ(ℓα)ℓ2αF0(ℓ)
= 1 +
ℓ
F0(ℓ)(ℓ− 1)
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ℓ3α
= 1 +
ℓ
F0(ℓ)(ℓ− 1)
⌊νℓ(N)/2⌋∑
α=1
ℓα
(
1 + 1
ℓ
)
ℓ3α
= 1 +
(ℓ+ 1)(1− ℓ1−νℓ(N))
F0(ℓ)(ℓ− 1)(ℓ2 − 1)
= 1 +
1− ℓ1−νℓ(N)
F0(ℓ)(ℓ− 1)2
= 1 +
ℓνℓ(N) − ℓ
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 .
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When νℓ(N) positive, even, and
(
Nℓ
ℓ
)
= −1, the factor simplifies as
1 +
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ϕ(ℓα)ℓ2αF0(ℓ)
= 1 +
ℓ
F0(ℓ)(ℓ− 1)
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ℓ3α
= 1 +
ℓνℓ(N) − ℓ2
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 +
ℓ#C
(ℓ)
N (1, 1, ℓ
νℓ(N)/2)F2(ℓ, ℓ
νℓ(N)/2)
F0(ℓ)(ℓ− 1)ℓ3νℓ(N)/2
= 1 +
ℓνℓ(N) − ℓ2
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 +
ℓ2 − ℓ− (−1
ℓ
)
F0(ℓ)ℓνℓ(N)(ℓ− 1)2
= 1 +
ℓνℓ(N) − ℓ− (−1
ℓ
)
F0(ℓ)ℓνℓ(N)(ℓ− 1)2
= 1 +
ℓνℓ(N) − ℓ+ (−Nℓ
ℓ
)
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 .
When νℓ(N) positive, even, and
(
Nℓ
ℓ
)
= 1, the factor simplifies as
1 +
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ϕ(ℓα)ℓ2αF0(ℓ)
= 1 +
ℓ
F0(ℓ)(ℓ− 1)
∑
α≥1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ℓ3α
= 1 +
ℓνℓ(N) − ℓ
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 +
ℓ#C
(ℓ)
N (1, 1, ℓ
νℓ(N)/2)F2(ℓ, ℓ
νℓ(N)/2)
F0(ℓ)(ℓ− 1)ℓ3νℓ(N)/2
+
ℓ
F0(ℓ)(ℓ− 1)
∞∑
α=
νℓ(N)
2
+1
#C
(ℓ)
N (1, 1, ℓ
α)F2(ℓ, ℓ
α)
ℓ3α
= 1 +
ℓνℓ(N) − ℓ2
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 +
ℓ(ℓ2 − 1) + (−1
ℓ
)
ℓ+
(−1
ℓ
)− 2
F0(ℓ)(ℓ− 1)(ℓ2 − 1)ℓνℓ(N)
+
ℓ
F0(ℓ)(ℓ− 1)
∞∑
α=
νℓ(N)
2
+1
2ℓνℓ(N)/2
(
1 + 1
ℓ(ℓ+1)
)
ℓ3α
= 1 +
ℓνℓ(N) − ℓ2
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 +
ℓ2 − ℓ+ (−1
ℓ
)
F0(ℓ)(ℓ− 1)2ℓνℓ(N)
= 1 +
ℓνℓ(N) − ℓ+ (−Nℓ
ℓ
)
F0(ℓ)(ℓ− 1)2ℓνℓ(N) .
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Substituting this back into (24), we find that
K0(N) =
2
3
∏
ℓ∤2N

F1(ℓ) + 1 +
(
N(N−1)2
ℓ
)
(ℓ2 − 1)(ℓ− 1)

 ∏
ℓ|N
2∤νℓ(N)
(
F0(ℓ) +
(ℓνℓ(N) − ℓ)
ℓνℓ(N)(ℓ− 1)2
)
×
∏
ℓ|N
2|νℓ(N)
(
F0(ℓ) +
ℓνℓ(N) − ℓ+ (−Nℓ
ℓ
)
ℓνℓ(N)(ℓ− 1)2
)
=
2
3
∏
ℓ∤2N
(
1−
(
N−1
ℓ
)2 [
ℓ+ 1− (N
ℓ
)]
+
(
N
ℓ
)
(ℓ− 1)(ℓ2 − 1)
) ∏
ℓ|N
2∤νℓ(N)
(
1 +
ℓνℓ(N)+1 − ℓνℓ(N) − ℓ
ℓνℓ(N)(ℓ− 1)2
)
×
∏
ℓ|N
2|νℓ(N)
(
1 +
ℓνℓ(N)+1 − ℓνℓ(N) − ℓ+ (−Nℓ
ℓ
)
ℓνℓ(N)(ℓ− 1)2
)
=
N
ϕ(N)
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ− 1)(ℓ2 − 1)
) ∏
ℓ|N
2∤νℓ(N)
(
1− 1
ℓνℓ(N)(ℓ− 1)
)
×
∏
ℓ|N
2|νℓ(N)
(
1− ℓ−
(−Nℓ
ℓ
)
ℓνℓ(N)+1(ℓ− 1)
)
.

7. Proof of Theorem 3
We are now ready to give the proof of our main result.
Proof of Theorem 3. By Proposition 6, we see that Theorem 3 follows if we show that∑
N−<p<N+
H(DN(p))
p
= K(N)
N
ϕ(N) logN
+O
(
1
(logN)1+γ
)
.
We begin by dividing the interval (N−, N+) into intervals of length Y :=
√
N
⌊(logN)γ+2⌋ . For
each integer k in I := [−2√N/Y, 2√N/Y ) ∩ Z, we write X = Xk := N + 1 + kY . Thus,∑
N−<p<N+
H(DN(p))
p
=
∑
k∈I
∑
Xk<p≤Xk+Y
H(DN(p))
p
. (25)
Recalling the definition of the Kronecker class number, the definition of dN,f(p), and the
class number formula (see (6), (9), and (10)), we have the identity
H(DN(p)) =
1
2π
∑
f2|DN (p)
dN,f (p)≡0,1 (mod 4)
√
|dN,f(p)|L
(
1, χdN,f (p)
)
. (26)
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We assume thatN is large enough so that there are only odd primes p satisfying the condition
N− < p < N+. Therefore, since we assumed that N is odd,
DN(p) = (p+ 1−N)2 − 4p ≡ 1 (mod 4),
and it follows that there are only odd f in the above sum and that dN,f(p) ≡ 1 (mod 4)
for each such f . Hence, summing (26) over all primes p in the range X < p ≤ X + Y and
switching the order of summation, we have∑
X<p≤X+Y
H(DN(p))
p
=
1
2π
∑
X<p≤X+Y
1
p
∑
f2|DN (p)
√
|dN,f(p)|L
(
1, χdN,f (p)
)
=
1
2π
∑
f≤2√X+Y
(f,2)=1
1
f
∑
X<p≤X+Y
f2|DN (p)
√|DN(p)|
p
L
(
1, χdN,f (p)
)
.
(27)
We now change “weights,” approximating
√
|DN (p)|
p
by
√
|DN (X)| log p
N logN
. If p is a prime in the
interval (X,X + Y ], then p = X +O(Y ), and hence
DN (p) = DN(X) +O(Y
√
N).
Let X∗ be the value minimizing the function
√|DN(t)| on the interval [X,X + Y ]. Since it
is also true that p = N +O(
√
N), we have that
∣∣∣∣∣
√|DN(p)|
p
−
√|DN(X)| log p
N logN
∣∣∣∣∣≪


√
|DN (X)|
N3/2
+
√
Y
N3/4
if N± ∈ [X,X + Y ],√
|DN (X)|
N3/2
+ Y
N1/2
√
|DN (X∗)|
otherwise.
Hence, by Theorem 7 and Proposition 9, the right hand side of (27) is equal to
K(N)Y
√|DN(X)|
2πϕ(N) logN
+


O
(
Y
√
|DN (X)|
N(logN)γ+1
+
Y
√
|DN (X)| logN
N3/2
+ Y
3/2 logN
N3/4
)
if N± ∈ [X,X + Y ],
O
(
Y
√
|DN (X)|
N(logN)γ+1
+
Y
√
|DN (X)| logN
N3/2
+ Y
2 logN
N1/2
√
|DN (X∗)|
)
otherwise.
(28)
Since DN (Xk) = 0 for k on the endpoints of the interval [−2
√
N/Y, 2
√
N/Y ] ⊃ I, by the
Euler-Maclaurin summation formula, we have
∑
k∈I
√
|DN(Xk)| =
∫ 2√N/Y
−2√N/Y
√
4N − (tY )2dt +O
(∫ 2√N/Y
−2√N/Y
|tY 2|√
4N − (tY )2dt
)
=
2πN
Y
+O
(√
N
)
,
and furthermore,
∑
k∈I
1√|DN(X∗k)| ≪
∫ 2√N/Y
−2√N/Y
dt√
4N − (tY )2 =
1
Y
∫ 2√N
−2√N
du√
4N − u2 =
π
Y
.
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Whence, summing (28) over k ∈ I, we have∑
N−<p<N+
H(DN(p))
p
= K(N)
N
ϕ(N) logN
+O
(
1
(logN)γ+1
+
Y logN√
N
)
.

8. Proofs of lemmas
In this section, we give the proofs of the technical lemmas needed in the rest of the paper.
Lemma 12. For every positive integer f ,
#{a ∈ Z/fZ : DN(a) ≡ 0 (mod f)} ≪
√
f.
Remark. Recall that since this lemma was used in the proof of Proposition 5, we do not
assume that N is odd here.
Proof of Lemma 12. First, we use the Chinese Remainder Theorem to write
#{a ∈ Z/fZ : DN(a) ≡ 0 (mod f)} =
∏
ℓ|f
#{a ∈ Z/ℓνℓ(f)Z : DN(a) ≡ 0 (mod ℓνℓ(f))}.
We will show that
#{a ∈ Z/ℓeZ : DN(a) ≡ 0 (mod ℓe)} ≤
{
max{ℓ⌊e/2⌋, 2ℓ(e−1)/2} if ℓ > 2,
max{ℓ⌊e/2⌋, 4ℓ(e−1)/2} if ℓ = 2. (29)
From this, we readily deduce that
#{a ∈ Z/fZ : DN (a) ≡ 0 (mod f)} ≤ 8
√
f,
which is a more precise result than stated in the lemma.
We now give the proof of (29). Since
DN(a) = a
2 − 2(N + 1)a+ (N − 1)2 = (a−N − 1)2 − 4N,
it suffices to consider the number of solutions to the congruence
Z2 ≡ 4N (mod ℓe). (30)
Suppose z is an integer solution to (30) and write 4N = ℓsN0 with (ℓ, N0) = 1. If s ≥ e, it
follows that z ≡ 0 (mod ℓ⌈e/2⌉), and hence there are at most ℓ⌊e/2⌋ solutions to (30). Thus,
we may assume that s < e and write
z2 = ℓs(N0 + ℓ
e−sk)
for some integer k. Since (ℓ, N0) = 1, it follows that s must be even. Writing s = 2s0, we
see that z = ℓs0x, where x is an integer solution to the congruence
X2 ≡ N0 (mod ℓe−s). (31)
So, in particular, z ≡ ℓs0x (mod ℓe−s0). Since (ℓ, N0) = 1, it is a classical exercise as
in [HW79, p. 98] to show that
#{X ∈ Z/ℓe−sZ : X2 ≡ N0 (mod ℓe−s)} ≤
{
2 if ℓ > 2,
4 if ℓ = 2.
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Therefore, there are at most 2ℓe−(e−s0) = 2ℓs/2 ≤ 2ℓ(e−1)/2 solutions to (30) when ℓ is odd,
and there are at most 4ℓe−(e−s0) = 4ℓs/2 ≤ 4ℓ(e−1)/2 solutions when ℓ = 2. 
Proof of Lemma 8. By Lemma 11, cN,f(n)≪ n
∏
ℓ|(f,n) #C
(ℓ)
N (1,1,f)
κ2N (n)
, where for any positive inte-
ger m, κm(n) is the multiplicative function defined on the prime powers by (23). Therefore,
K0(N)−
∑
f≤V
(f,2)=1
1
f
∑
n≤U
1
nϕ(4nf 2)
∑
a∈Z/4nZ
a≡1 (mod 4)
(a
n
)
#CN(a, n, f)
≪
∑
f≤V
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∑
n>U
2ϕ((n, f))cN,f(n)
(n, f)nϕ(4n)
∏
ℓ|(n,f)#C
(ℓ)
N (1, 1, f)
+
∑
f>V
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∑
n≥1
2ϕ((n, f))cN,f(n)
(n, f)nϕ(4n)
∏
ℓ|(n,f)#C
(ℓ)
N (1, 1, f)
≪
∑
f≤V
(f,2)=1
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∑
n>U
1
κ2N (n)ϕ(n)
+
∑
f>V
(f,2)=1
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∑
n≥1
1
κ2N(n)ϕ(n)
,
(32)
where the primes on the sums on f are meant to indicate that the sums are to be restricted
to odd f such that #C
(ℓ)
N (1, 1, f) 6= 0 for all primes ℓ dividing f .
In [DP99, Lemma 3.4], we find that
∑
n>U
1
κ1(n)ϕ(n)
∼ c0√
U
for some positive constant c0. In particular, this implies that the full sum converges. From
this we obtain a crude bound for the tail of the sum over n∑
n>U
1
κ2N (n)ϕ(n)
=
∑
km>U
(m,2N)=1
ℓ|k⇒ℓ|2N
1
κ1(m)ϕ(m)ϕ(k)
=
∑
k≥1
ℓ|k⇒ℓ|2N
1
ϕ(k)
∑
m>U/k
(m,2N)=1
1
κ1(m)ϕ(m)
≪
∑
k≥1
ℓ|k⇒ℓ|2N
1
ϕ(k)
√
k√
U
≪ 1√
U
∏
ℓ|N
(
1 +
ℓ
(ℓ− 1)(√ℓ− 1)
)
=
1√
U
N
ϕ(N)
∏
ℓ|N
(
1 +
1√
ℓ(ℓ− 1)
)(
1 +
1√
ℓ
)
≪ 1√
U
N
ϕ(N)
∏
ℓ|N
(
1 +
1√
ℓ
)
.
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We have already noted that N/ϕ(N) ≪ log logN . It is a straightforward exercise as
in [MV07, p. 63] to show that∏
ℓ|N
(
1 +
1√
ℓ
)
< exp
{
O
( √
logN
log logN
)}
.
Thus, we conclude that ∑
n>U
1
κ2N (n)ϕ(n)
≪ N
ǫ
√
U
(33)
for any ǫ > 0. For the full sum over n, we need a sharper bound in the N -aspect, which we
obtain by writing∑
n≥1
1
κ2N(n)ϕ(n)
=
∏
ℓ|2N
(
1 +
ℓ
(ℓ− 1)2
) ∑
n≥1
(n,2N)=1
1
κ2N (n)ϕ(n)
≤ 2N
ϕ(2N)
∏
ℓ|2N
(
1 +
1
ℓ(ℓ− 1)
)∑
n≥1
1
κ1(n)ϕ(n)
≪ log logN.
(34)
For any odd prime ℓ dividing f , we obtain the bounds
#C
(ℓ)
N (1, 1, f) ≤
{
2ℓνℓ(N)/2 if νℓ(f) > νℓ(N)/2 and 2 | νℓ(N),
ℓνℓ(f) otherwise
from Lemma 10. However, if νℓ(f) > νℓ(N)/2 and 2 | νℓ(N), it follows that νℓ(f) ≥
1 + νℓ(N)/2, and hence
2ℓνℓ(N)/2 ≤ ℓ1+νℓ(N)/2 ≤ ℓνℓ(f)
since ℓ > 2. Therefore, for every odd integer f , we have that∏
ℓ|f
#C
(ℓ)
N (1, 1, f) ≤ f,
and hence ∑
f>V
(f,2)=1
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
<
∑
f>V
1
fϕ(f)
≪ 1
V
. (35)
Substituting the bounds (33), (34), and (35) into (32), the lemma follows. 
Proof of Lemma 10. Upon completing the square, we have that
z2 − 2(N + 1)z + (N − 1)2 − af 2 = (z −N − 1)2 − (4N + af 2).
Since N is odd, the number of invertible solutions to the congruence
(z −N − 1)2 ≡ 4N + af 2 (mod 2α)
is the same as the number of invertible solutions to the congruence Z2 ≡ 4N+af 2 (mod 2α).
Since 4N+af 2 ≡ 4+a (mod 8), the computation of C(2)N (a, n, f) is thus reduced to a standard
exercise. See [HW79, p. 98] for example.
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If ℓ ∤ 4N + af 2, then there are exactly 1 +
(
4N+af2
ℓ
)
solutions to the congruence
(z −N − 1)2 ≡ 4N + af 2 (mod ℓα). (36)
However, if ℓ divides the constant term, (N − 1)2− af 2, then we have exactly one invertible
solution and exactly one noninvertible solution.
It remains to treat the case when ℓ | 4N +af 2. We write 4N +af 2 = ℓsm with (m, ℓ) = 1.
First, we observe that any solution z to (36) must satisfy z ≡ N + 1 (mod ℓ). Therefore, if
ℓ | N +1, then there are no invertible solutions; if ℓ ∤ N +1, then every solution is invertible.
Hence, we assume that ℓ ∤ N + 1. Now, the number of invertible solutions to (36) is equal
to the number of (noninvertible) solutions to
Z2 ≡ ℓsm (mod ℓe). (37)
If s ≥ e, then Z is a solution if and only if Z ≡ 0 (mod ℓ⌈e/2⌉). There are exactly ℓe−⌈e/2⌉ =
ℓ⌊e/2⌋ such values for Z modulo ℓe. Now, suppose that 0 < s < e. Then Z is a solution
to (37) if and only if
Z2 = ℓsm+ ℓek = ℓs
(
m+ ℓe−s
)
for some integer k. Since ℓ ∤ m and s < e, we see that there can be no such Z if s is odd
or if
(
m
ℓ
)
= −1. Thus, we assume that s = 2s0,
(
m
ℓ
)
= 1, and we write r2 = m + ℓe−s.
Under this assumption, there are exactly two (distinct modulo ℓe−s) solutions, say r1 and
r2, to the congruence r
2 ≡ m (mod ℓe−2s0). Therefore, if Z is a solution to (37), then either
Z = ℓs0(r1 + k1ℓ
e−s) for some integer k1 or Z = ℓs0(r2 + k2ℓe−s) for some integer k2. In
other words, Z ≡ ℓs0r1 (mod ℓe−s0) or Z ≡ ℓs0r2 (mod ℓe−s0). It is not hard to check that
if Z satisfies either of these two conditions, then Z is a solution to (37). There are exactly
2ℓe−(e−s0) = 2ℓs0 such values for Z modulo ℓe. 
Proof of Lemma 11. It is easily checked that cN,f(1) = 1. If n is odd, we observe that
cN,f(n) =
∑
a∈(Z/nZ)∗
(a
n
)∏
ℓ|n
#C
(ℓ)
N (a, n, f).
Now, suppose that (m,n) = 1. It follows that at least one of m and n must be odd.
Without loss of generality, we assume that n is odd. Choose integers m0 and n0 so that
4mm0 + nn0 = 1. Then
cN,f(n)cN,f (m) =
∑
a1∈(Z/nZ)∗
(a1
n
)∏
ℓ|n
#C
(ℓ)
N (a1, n, f)
×
∑
a2∈(Z/4mZ)∗
a2≡1 (mod 4)
(a2
m
)
S2(m, a2)
∏
ℓ|m′
#C
(ℓ)
N (a2, m, f)
=
∑
a1∈(Z/nZ)∗,
a2∈(Z/4mZ)∗
a2≡1 (mod 4)
(
a14mm0 + a2nn0
nm
)
S2(nm, a14mm0 + a2nn0)
×
∏
ℓ|nm′
#C
(ℓ)
N (a14mm0 + a2nn0, nm, f)
= cN,f(nm).
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Hence cN,f(n) is multiplicative in n.
By (21), we find that
cN,f(2
α) =
∑
a∈(Z/2α+2Z)∗
a≡1 (mod 4)
( a
2α
)
S2(2α, a) = 2
∑
a∈(Z/2α+2Z)∗
a≡5 (mod 8)
(a
2
)α
= (−1)α2α
for α ≥ 1.
We now consider the case when ℓα is an odd prime power. In view of Lemma 10, it is
natural to split cN,f(ℓ
α) into two parts, writing
c
(1)
N,f(ℓ
α) :=
∑
a∈(Z/ℓαZ)∗
ℓ∤4N+af2
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, f),
c
(0)
N,f(ℓ
α) :=
∑
a∈(Z/ℓαZ)∗
ℓ|4N+af2
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, f)
so that
cN,f(ℓ
α) = c
(1)
N,f(ℓ
α) + c
(0)
N,f(ℓ
α). (38)
We concentrate on c
(1)
N,f(ℓ
α) first. Applying Lemma 10, we have
c
(1)
N,f(ℓ
α) =
∑
a∈(Z/ℓαZ)∗
ℓ∤4N+af2
ℓ∤(N−1)2−af2
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, f) +
∑
a∈(Z/ℓαZ)∗
ℓ∤4N+af2
ℓ|(N−1)2−af2
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, f)
=
∑
a∈(Z/ℓαZ)∗
ℓ∤4N+af2
ℓ∤(N−1)2−af2
(a
ℓ
)α [
1 +
(
4N + af 2
ℓ
)]
+
∑
a∈(Z/ℓαZ)∗
ℓ∤4N+af2
ℓ|(N−1)2−af2
(a
ℓ
)α
= ℓα−1


∑
a∈(Z/ℓZ)∗
ℓ∤4N+af2
ℓ∤(N−1)2−af2
(a
ℓ
)α [
1 +
(
4N + af 2
ℓ
)]
+
∑
a∈(Z/ℓZ)∗
ℓ∤4N+af2
ℓ|(N−1)2−af2
(a
ℓ
)α


.
(39)
In order to finish evaluating this sum, we split into cases. First, assume that ℓ | f . Then
the sum defining c
(1)
N,f(ℓ
α) is empty unless ℓ ∤ N . In this case, ℓ | (N − 1)2 − af 2 if and only
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if ℓ | N − 1. Therefore, if ℓ | f and ℓ ∤ N , then
c
(1)
N,f(ℓ
α)
ℓα−1
=


[
1 +
(
N
ℓ
)] ∑
a∈(Z/ℓZ)∗
(a
ℓ
)α
if ℓ ∤ N − 1,
∑
a∈(Z/ℓZ)∗
(a
ℓ
)α
if ℓ | N − 1
=


(ℓ− 1) [1 + (N
ℓ
)]
if 2 | α and ℓ ∤ N − 1,
ℓ− 1 if 2 | α and ℓ | N − 1,
0 if 2 ∤ α
=
{
(ℓ− 1)
(
1 +
(
N
ℓ
) (
N−1
ℓ
)2)
if 2 | α,
0 if 2 ∤ α
= #C
(ℓ)
N (1, 1, f)
{
(ℓ− 1) if 2 | α,
0 if 2 ∤ α
(40)
as #C
(ℓ)
N (1, 1, f) =
(
1 +
(
N
ℓ
) (
N−1
ℓ
)2)
in this case.
Now, suppose that ℓ ∤ f . Under this assumption, we note that
(
a
ℓ
)
=
(
af2
ℓ
)
. Picking up
with equation (39) and dividing through by ℓα−1, we have
c
(1)
N,f(ℓ
α)
ℓα−1
=
∑
a∈(Z/ℓZ)∗
ℓ∤4N+af2
ℓ∤(N−1)2−af2
(
af 2
ℓ
)α [
1 +
(
4N + af 2
ℓ
)]
+
∑
a∈(Z/ℓZ)∗
ℓ∤4N+af2
ℓ|(N−1)2−af2
(
af 2
ℓ
)α
=
∑
a∈(Z/ℓZ)∗
ℓ∤4N+a
ℓ∤(N−1)2−a
(a
ℓ
)α [
1 +
(
4N + a
ℓ
)]
+
∑
a∈(Z/ℓZ)∗
ℓ∤4N+a
ℓ|(N−1)2−a
(a
ℓ
)α
=
∑
a∈Z/ℓZ
a6≡−4N (mod ℓ)
(a
ℓ
)α
+
∑
a∈Z/ℓZ
a6≡(N−1)2 (mod ℓ)
(a
ℓ
)α(4N + a
ℓ
)
=
[
ℓ∑
b=1
(
1 +
(
b
ℓ
))(
b− 4N
ℓ
)α]
−
(−N
ℓ
)α
−
(
N2 − 1
ℓ
)2
(41)
upon completing the sums and making the change of variables b = 4N + a. One easily
computes that
ℓ∑
b=1
(
1 +
(
b
ℓ
))(
b− 4N
ℓ
)α
=


ℓ− 1 if ℓ | N,
ℓ− 1− (N
ℓ
)
if ℓ ∤ N and 2 | α,
−1 if ℓ ∤ N and 2 ∤ α.
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For example, the third case is Exercise 1(b) of [MV07, p. 301]. Therefore,
c
(1)
N,f(ℓ
α)
ℓα−1
=


ℓ− 2 if ℓ | N and ℓ ∤ f,
ℓ− 2− (N
ℓ
)− (N2−1
ℓ
)2
if ℓ ∤ Nf and 2 | α,
−1 − (−N
ℓ
)− (N2−1
ℓ
)2
if ℓ ∤ Nf and 2 ∤ α.
It remains to compute c
(0)
N,f(ℓ
α). We first consider the case when ℓ ∤ f . Note that the sum
defining c
(0)
N,f(ℓ
α) is empty unless ℓ ∤ N as well. Thus, under this assumption, we have that
c
(0)
N,f(ℓ
α) =
∑
a∈(Z/ℓαZ)∗
ℓ|4N+af2
(
af 2
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, f)
=
∑
a∈(Z/ℓαZ)∗
ℓ|4N+a
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, 1)
=
(−4N
ℓ
)α ∑
a∈(Z/ℓαZ)∗
ℓ|4N+a
#C
(ℓ)
N (a, ℓ
α, 1).
In order to evaluate this last sum, for each a ∈ (Z/ℓαZ)∗, we choose an integer representative
in the range −4N < a ≤ ℓα − 4N . This ensures that 0 ≤ νℓ(4N + a) ≤ α. There is exactly
one such choice of a so that νℓ(4N + a) = α, namely a = ℓ
α − 4N . For 1 ≤ t ≤ α − 1, the
number of such a with νℓ(4N + a) = t is (ℓ − 1)ℓα−t−1, but for only half of those values is(
(4N+a)/ℓt
ℓ
)
= 1. Perhaps, the easiest way to see this is to consider the base-ℓ expansion of
4N + a for each a in this range. Therefore, applying Lemma 10 again, we have
α∑
t=1
∑
0<4N+a≤ℓα
νℓ(4N+a)=t
#C
(ℓ)
N (a, ℓ
α, 1) =
(
N + 1
ℓ
)2
ℓ⌊α/2⌋ +
⌊(α−1)/2⌋∑
t=1
∑
0<4N+a<ℓα
νℓ(4N+a)=2t
#C
(ℓ)
N (a, ℓ
α, 1)
=
(
N + 1
ℓ
)2
ℓ⌊α/2⌋ +
⌊(α−1)/2⌋∑
t=1
(ℓ− 1)ℓα−2t−1
2
2
(
N + 1
ℓ
)2
ℓt
=
(
N + 1
ℓ
)2
ℓ⌊α/2⌋ +
(
N + 1
ℓ
)2
ℓα−1
(
1− ℓ−⌊(α−1)/2⌋)
=
(
N + 1
ℓ
)2 (
ℓ⌊α/2⌋ + ℓα−1
(
1− ℓ−⌊(α−1)/2⌋))
=
(
N + 1
ℓ
)2
ℓα−1.
Therefore, if ℓ ∤ fN , then
c
(0)
N,f(ℓ
α) =
(−N
ℓ
)α(
N + 1
ℓ
)2
ℓα−1.
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We now compute c
(0)
N,f(ℓ
α) in the case that ℓ | f . Note that, in this case, the sum defining
c
(0)
N,f(ℓ
α) is empty unless ℓ | N . Note that νℓ(4N + af 2) ≥ min{νℓ(N), 2νℓ(f)} with equality
holding if νℓ(N) 6= 2νℓ(f).
First, suppose that 2νℓ(f) < νℓ(N). Noting that e = νℓ(4ℓ
αf 2) > 2νℓ(f), by Lemma 10
we have that
#C
(ℓ)
N (a, ℓ
α, f) = 2ℓνℓ(f) = 2#C
(ℓ)
N (1, 1, f)
if and only if
(
a
ℓ
)
=
(
(4N+af2)/ℓ2νℓ(f)
ℓ
)
= 1. Hence,
c
(0)
N,f (ℓ
α) =
∑
a∈(Z/ℓαZ)∗
ℓ|4N+af2
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, f)
= 2#C
(ℓ)
N (1, 1, f)
∑
a∈(Z/ℓαZ)∗
( aℓ )=1
(a
ℓ
)α
= #C
(ℓ)
N (1, 1, f)ℓ
α−1(ℓ− 1)
if 1 < 2νℓ(f) < νℓ(N).
Now, suppose that νℓ(N) < 2νℓ(f). Since e = νℓ(4ℓ
αf 2) > νℓ(N), by Lemma 10, we have
that
#C
(ℓ)
N (a, ℓ
α, f) =
{
2ℓνℓ(N)/2 if 2 | νℓ(N) and
(
Nℓ
ℓ
)
= 1,
0 otherwise
= #C
(ℓ)
N (1, 1, f)
for every a ∈ (Z/ℓαZ)∗. Hence,
c
(0)
N,f(ℓ
α) =
∑
a∈(Z/ℓαZ)∗
ℓ|4N+af2
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, f)
= #C
(ℓ)
N (1, 1, f)
∑
a∈(Z/ℓαZ)∗
(a
ℓ
)α
= #C
(ℓ)
N (1, 1, f)
{
ℓα−1(ℓ− 1) if 2 | α,
0 if 2 ∤ α
if 1 ≤ νℓ(N) < 2νℓ(f).
Finally, consider the case when 2νℓ(f) = νℓ(N). Let r = νℓ(f) and s = νℓ(N) and write
f = ℓrfℓ and N = ℓ
sNℓ with (ℓ, fℓNℓ) = 1. Then
c
(0)
N,f(ℓ
α) =
∑
a∈(Z/ℓαZ)∗
ℓ|4N+af2
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, f) =
∑
a∈(Z/ℓαZ)∗
(
af 2ℓ
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, ℓrfℓ)
=
∑
a∈(Z/ℓαZ)∗
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, ℓr).
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To evaluate this last sum, for each a ∈ (Z/ℓαZ)∗, we choose an integer representative in
the range −4Nℓ < a ≤ ℓα − 4Nℓ. This ensures that 0 ≤ νℓ(4Nℓ + a) ≤ α, and hence that
2r ≤ νℓ(4N + aℓ2r) ≤ 2r + α. Similar to before, there is exactly one choice of a such that
νℓ(4Nℓ+a) = α, namely a = ℓ
α−4Nℓ. For 1 ≤ t ≤ α−1, there are (ℓ−1)ℓα−t−1 choices with
νℓ(4Nℓ+a) = t, but for only half of those values is
(
(4Nℓ+a)/ℓ
t
ℓ
)
= 1. Note that if ℓ | 4Nℓ+a,
then
(
a
ℓ
)
=
(−Nℓ
ℓ
)
. Therefore, if 1 < νℓ(N) = 2νℓ(f), then
c
(0)
N,f(ℓ
α) =
α∑
t=0
∑
0<4Nℓ+a≤ℓα
νℓ(4Nℓ+a)=t
(a
ℓ
)α
#C
(ℓ)
N (a, ℓ
α, ℓr)
=
(−Nℓ
ℓ
)α
ℓ⌊(2r+α)/2⌋ +
⌊(α−1)/2⌋∑
t=1
(−Nℓ
ℓ
)α
(ℓ− 1)ℓα−2t−1
2
2ℓr+t
+
∑
0<4Nℓ+a<ℓ
α(
4Nℓ+a
ℓ
)
=1
(a
ℓ
)α
2ℓr
=
(−Nℓ
ℓ
)α
ℓr+⌊α/2⌋ +
(−Nℓ
ℓ
)α
ℓα−1+r
(
1− ℓ−⌊(α−1)/2⌋)
+ ℓr+α−1
∑
a∈Z/ℓZ
(a
ℓ
)α(
1 +
(
4Nℓ + a
ℓ
))
=
(−Nℓ
ℓ
)
ℓr
[
ℓ⌊α/2⌋ + ℓα−1
(
1− ℓ−⌊(α−1)/2⌋)]
+ ℓr+α−1
∑
b∈Z/ℓZ
(
1 +
(
b
ℓ
))(
b− 4Nℓ
ℓ
)α
= ℓr+α−1
{(−Nℓ
ℓ
)
+ ℓ− 1− (Nℓ
ℓ
)
if 2 | α,(−Nℓ
ℓ
)− 1 if 2 ∤ α
= #C
(ℓ)
N (1, 1, f)ℓ
α−1
{(−Nℓ
ℓ
)
+ ℓ− 1− (Nℓ
ℓ
)
if 2 | α,(−Nℓ
ℓ
)− 1 if 2 ∤ α.
The lemma now follows by combining our computations for c
(0)
N,f(ℓ
α) and c
(1)
N,f(ℓ
α).

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