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Abstract
T. Harima and J. Watanabe studied the Lefschetz properties of free ex-
tension Artinian algebras C over a base A with fibre B. The free extensions
are deformations of the usual tensor product; when C is also Gorenstein, so
are A and B, and it is natural to ask for the relation among the Macaulay
dual generators for the algebras. Writing a dual generator F for C as a ho-
mogeneous “polynomial” in T and the dual variables for B, and given the
dual generator for B, we give sufficient conditions on F that ensure that C is
a free extension of A = k[t]/(tn) with fiber B. We give examples exploring
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the sharpness of the statements. We also consider a special set of coinvari-
ant algebras C which are free extensions of A, but which do not satisfy the
sufficient conditions of our main result.
1 Introduction
Let k be an arbitrary field, A a Z≥0-graded Artinian algebra, with maximal ideal
mA = ⊕i=1Ai; we let A denote a local Artinian algebra with maximal ideal mA.
Our conventions are as follows. All graded objects M are graded over Z so that
M = ⊕i∈ZMi. The algebra A is connected over k (that is, A0 = k), but the grading
of the algebra A is not necessarily standard, that is, mA may not be generated
over k by A1. All local algebras satisfy A/mA is just the base field k. All maps
between graded objects φ : M → N are degree-preserving homomorphisms. The
symbol M(n) represents the graded object M shifted up by n, i.e. M(n)i = Mn+i. If
A = ⊕i≥0Ai is a graded algebra, denote by A+ = ⊕i≥1Ai or by mA the homogeneous
maximal ideal generated by elements of strictly positive degree. The socle degree
or formal dimension jA of the Artinian algebra A is the largest integer j such that
A j , 0 or A j , 0, where for a local algebra A j is the degree- j homogeneous
component of the associated graded ringA∗ = GrmAA.
The notion of free extension generalizes that of a tensor product, and was intro-
duced to our knowledge by T. Harima and J. Watanabe in [HW1,HW2] to study
the strong Lefschetz property of Artinian algebras. In [HW3, Theorem 6.1] they
simplify their proof of a main earlier result (see Remark 1.8 below and also [H-W,
§4.2-4.4] and [IMM, §2.1]).
Let A, B, and C be graded (not necessarily standard) Artinian algebras, with
maps ι : A → C and π : C → B.
Definition 1.1. [H-W, §4.2-4.4]. The Artinian algebra C is a free extension with
base A and fiber B if
i. The inclusion ι : A → C makes C into a free A-module.
ii. The projection π : C → B is surjective with ker(π) = (ι(A)+) · C.
It is well known that a graded Artinian Gorenstein (AG) algebra R/I is com-
pletely determined by a single homogeneous polynomial in the dualizing module
of R, called its Macaulay dual generator (Lemma 1.4). We focus in this paper on
the following question.
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Question 1.2. Suppose that A, B, and C are graded Artinian Gorenstein, and C
is a free extension with base A and fiber B. What is the relationship between the
Macaulay dual generators of A, B, and C? For example, if A and B are graded
Artinian Gorenstein algebras with Macaulay dual generators FA and FB, respec-
tively, can we construct using FA, FB and some further information, a Macualay
dual generator FC for a free extension C of A with fiber B?
We study certain graded Artinian Gorenstein graded algebras C that are exten-
sions of A = k[t]/(tn) with fiber an AG algebra B: we explicitly relate the dual gen-
erators of A, B,C, so answer this question in a special case. Let R = k[x1, . . . , xn]
and S = R[t] be polynomial rings with dual rings QR and QS , respectively. Our
main result, Theorem 2.1, gives sufficient conditions for a Gorenstein algebra
C = S/I defined by a dual generator FC = T
[n−1]FB + T
[n−2]G1 + · · ·+ T
[n−1−i]Gi +
· · · + Gn−1 ∈ QS with coefficients FB,Gi ∈ QR, to be a free extension of A with
fiber the Gorenstein algebra B having dual generator FB. We show as Corol-
lary 2.5 the Theorem 2.25 of [IMM] giving necessary and sufficient conditions for
T [n]FB +G,G ∈ QR to determine a free extension C of A = k[t]/(t
n) with fibre B.
Some of the Examples 2.6-2.9 exemplify and apply the theorem, while others also
show the limitations of the hypotheses. In Section 2.2 we for comparison describe
a seemingly related but quite distinct notion of Projective Bundle Ideal defined
by L. Smith and R.E. Stong in [SmSt]. In Section 2.3 we give examples of free
extensions C of A = k[t]/(tn) defined by a polynomial FC as above arising from
invariant theory, which do not satisfy the hypotheses of Theorem 2.1.
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1.1 Macaulay Duality.
Let A be a graded Artinian algebra. By the socle of A we mean the ideal (0 :
mA) ⊂ A. The type of A is the k-dimension of its socle; if A has type 1, it is
Gorenstein Artinian. For an arbitrary Artinian algebra A, recall that the socle
degree jA of A is the largest integer j for which A j , 0. Let A = R/I where
R = k[x1, . . . , xn] is a graded polynomial ring (not necessarily standard) and I ⊂ R
is a homogeneous ideal of finite colength. Define another graded polynomial ring
QR = k[X1, . . . , Xn] with a grading defined by deg(Xi) = − deg(xi) for each i.
We regard Q = QR as a graded R-module where xi acts on F = F(X1, . . . , Xn)
via the partial differentiation operator ∂/∂xi. If char k is finite and less or equal
jA, the highest socle degree of A, we take instead for the dualizing ring Q =
kDP[X1, . . .Xr] the ring of divided powers with generators {X
[d]
i
, 1 ≤ i ≤ r, 1 ≤
d and X
[i]
k
· X
[ j]
k
=
(
i+ j
j
)
X[i+ j]; and the contraction action of R on Q induced by
xs
i
◦X
[k]
j
= δi, jX
[k−s]
i
for k ≥ s and zero otherwise (see [IKa, Appendix A]). We will
in fact make this choice, which leads to simpler expressions for F. So Q = QR =
kDP[X1, . . . , Xr]. We write g ◦ F for the polynomial in Q that results from g ∈ R
acting on F ∈ Q as contraction. Given polynomials F1, . . . , Fk ∈ Q, we define
AnnR(F1, . . . , Fk) = {g ∈ R |g ◦ Fi ≡ 0 } . (1.1)
Clearly AnnR(F1, . . . , Fk) is an ideal in R: it is the annihilator ideal of the R-
submodule in Qwhose generator-set is the span of F1, . . . , Fk. . Given an ideal I ⊂
R such that the quotient A = R/I is Artinian, we denote by I⊥, the R-submodule
of Q
I⊥ = {F ∈ Q | I ◦ F = 0}. (1.2)
Lemma 1.3. [Mac] Let k be an arbitrary field. Then there is a 1-1 correspon-
dence between
i. finite length graded A-closed submodules M of the dual Q = Hom(R, k) hav-
ing highest degree j,
ii. Artinian graded quotients R/I, I = AnnR(M) of highest socle degree j;
the correspondence from (i) to (ii) is given by M → R/AnnR(M) and its converse
is R/I → M = I⊥.
When char k > jA or char k = 0 we can obtain the analogous result using the
partial differentiation, action of R on Q = k[X1, . . . , Xr] viewed as a polynomial
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ring. We say that A is a Poincare´ duality algebra if A j  k where j = jA, and if
for every degree 0 ≤ i ≤ jA the vector space pairing
Ai × A jA−i
// A j  k
(α, β)i
✤
// α · β
(1.3)
is non-degenerate.
The following result of F.H.S. Macaulay is well known (see [Ei, p.527], [I,
§1B]), [IKa, §2.3], [Mac, §73], [MeSm, Propositions I.4.2 and I.5.2]).
Lemma 1.4. Let A be a graded Artinian algebra. The following are equivalent:
i. A is Gorenstein of socle degree j.
ii. A = R/I where I = AnnR(F) for some homogeneous F ∈ Q of degree j,
unique up to a k∗ multiple.
iii. A is a Poincare´ duality algebra of socle degree j.
The polynomial F ∈ Q in Lemma 1.4 is called theMacaulay dual generator of
A.
Recall that a linear element ℓ of a graded Gorenstein Artin algebra A is termed
“strong Lefschetz” if the partition Pℓ giving the Jordan type of multiplication by
ℓ is the conjugate to the Hilbert function H(A) (see Remark 1.8).
Example. Take F = X[2]
1
+ X
[2]
2
, then I = AnnF = (x1x2, x
2
1
− x2
2
) ⊂ R; and
A = R/I k 〈1, x1, x2, x
2
1〉, of Hilbert function H(A) = (1, 2, 1) and dualizing
module R◦F = 〈1, X1, X2, F〉. The linear form ℓ = x1+x2 has strings S 1 = {1, ℓ, ℓ
2}
and S 2 = {x1 − x2}, so Pℓ = (3, 1) = H(A)
∨, so ℓ is strong Lefschetz ( [H-W, Prop.
3.64]).
1.2 Free Extensions.
The notion of free extension generalizes that of a tensor product, [H-W, §4.2-4.4]
and [IMM, §2.1]. Recall that we assume that all maps between graded objects are
compatible with the grading.
Definition 1.5. Let A, B, and C be graded Artinian algebras, with maps ι : A → C
and π : C → B. We recall Definition 1.1. The graded algebra C is a free extension
of the base A with fiber B if both
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i. ι : A → C makes C into a free A-module, and
ii. π : C → B is surjective with ker(π) = (ι(A)+) · C.
A sequence
k // A
ι
// C
π
// B // k (1.4)
is coexact if π is surjective and ker(π) = (ι(A+))C, the ideal in C generated by the
image under ι of positive degree elements of A, which we will sometimes denote
by (ι(mA))C.
1
We showed in [IMM, Lemma 2.2],
Lemma 1.6. Let A, B,C be graded Artinian algebras with maps ι : A → C and
π : C → B and suppose that π is surjective. Then the following are equivalent.
(i). For every section s : B → C of π, the map Φs = ι ⊗ s : A (A ⊗k B) →A C is
an isomorphism, i.e. C is an A-module tensor product.
(ii). The sequence (1.4) is coexact and ι : A → C is a free extension.
(iii). ι : A → C is a free extension and ker(π) = (ι(mA)) · C.
(iv). ker(π) = (ι(mA)) · C and dimkC = dimkA · dimk B.
The next example shows that the relationship in (i.) among Macaulay dual gen-
erators of the algebras in a free extension is not straightforward: the dual generator
of C may not be simply a product of those for A, B.
Example 1.7. Let R = k[x1, x2, x3] be the graded polynomial ring in three vari-
ables with the standard grading, and let ei be the i-th elementary symmetric poly-
nomial in those variables x1, x2, x3. Let C = R/(e1, e2, e3) the complete intersec-
tion of ideal generator degrees 1, 2, 3 and Hilbert function H(C) = (1, 2, 2, 1),
let B = R/I with I = (x1 + x2, x1x2, x3), of Hilbert function H(B) = (1, 1) and
denote by π : C → B the natural projection map. Define the polynomial rings
S = R[t],W = k[a, b, t] with weights w(a, b, t) = (1, 2, 1) and A satisfying
A = k[a, b, t]/(a + t, b + at, bt),
 k[t]/(t3)
1This notion of coexact sequence arose in topology [MoSm].
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of Hilbert functionH(A) = (1, 1, 1), and define the map ι : A → C by ι(a) = x1+x2,
ι(b) = x1x2 and ι(t) = x3. Evidently, each of A, B,C are complete intersections (so
Gorenstein) and H(C) = H(A) ⊗ H(B). Also, the ideal (ι(mA))C = (ι(t))C = x3C
and is the kernel of π : C → B, so the sequence k // A
ι
// C
π
// B // k
is coexact. By Lemma 1.6(iv) C is a free extension of the base A with fiber B.
Let QR = kDP[X1, X2, X3],QS = kDP[X1, X2, X3, T ], and QW = k[A,B, T ] be the
dual rings of R, S and W, respectively. We may take as dual generator for A any
element FA = T
[2] +A[2] −AT +B+ β(A− T ) with β ∈ k. Then the Macaulay dual
generators for A, B,C, respectively, are2
FA =T
[2] + A[2] − AT + B + β(A − T ),
FB =(X1 − X2),
FC =(X1 − X2)(X1 − X3)(X2 − X3) and taking T = X3
=2T [2]FB − T (X1 + X2)FB + X1X2FB.
In the Shephard-Todd classification [ShTo] W = G(1, 1, 3) and K = G(1, 1, 2).
We generalize this case to W = G(1, 1, n) = Sn,K = G(1, 1, n − 1) = Sn−1 in
Example 2.14 of Section 2.3.
Remark 1.8 (Lefschetz Properties). Recall that the Jordan type Pℓ of a linear
element ℓ of an Artinian graded algebra A is the partition giving the Jordan blocks
of multiplication by ℓ on A. The algebra A is strong Lefschetz if it has a strong
Lefschetz element ℓ ∈ A1: that is, if Pℓ = H(A)
∨, the conjugate partition to the
Hilbert function H(A), viewed as a partition. T. Harima and J. Watanabe [HW3,
Theorem 6.1] (see also [H-W, Theorem 4.10]) for char k = 0, and the authors
in [IMM, Theorem 2.14] for char k = 0 or char k ≥ jA + jB, showed that if A, B,C
are graded Artinian algebras (standard or not) of symmetric Hilbert functions,
and if C is a free extension of A with fibre B, then both A and B have the strong
Lefschetz property implies that C is strong Lefschetz. The converse is false even
when A, B and C are standard-graded: the free extension C being SL need not
imply that the fiber B is SL ( [HW3, Example 6.3] and [IMM, Example 2.25]).
An element ℓ ∈ mA =
∑ jA
i=1
Ai, that is, ℓ, which may be nonhomogeneous, has
order at least one, has strong Lefschetz Jordan type (SLJT) if Pℓ = H(A)
∨. It is
open whether A, B both having elements of strong Lefschetz Jordan type implies
that the free extension C does, when H(A) and H(B) are in addition symmetric
[IMM, Question 2.17].
2We could have simply chosen A = k[t]/(t3) with FA = T
[2], but have chosen to retain a choice
close to the invariant theory origin of the example.
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When A = k[t]/(tn) is standard graded, it is SL; when A is not standard graded
then t is an element of strong Lefschetz Jordan type (SLJT) and H(A) is symmet-
ric. Many of our examples have B standard graded of embedding dimension two,
so then B is always SL provided char k = 0 or is greater than the socle degree jB
( [IMM, Lemma 1.17]). In these cases, the free extensionC of the standard graded
algebra A = k[t]/(tn) with fiber B is SL.
2 Free extensions with base or fiber k[t]/(tn).
We first let R = k[x1, . . . , xr], S = R[t] be polynomial rings and denote by QR,QS
their duals. Let C = S/AnnF be the Artinian Gorenstein quotient of S deter-
mined by the homogeneous degree (n−1+ jB) element F = T
[n−1]FB+
∑n−1
i=1 GiT
[n−i
in QS , where FB defines an Artinian Gorenstein quotient of R, and each Gi ∈ QR.
We let A = k[t]/(tn). In Section 2.1 we state and prove our main result, Theo-
rem 2.1, which gives sufficient and weak necessary conditions on the coefficients
in QR of F, for C to be a free extension of A with fibre B. We also give examples
that illustrate the sharpness, or lack thereof, of the conditions in the Theorem.
In Section 2.2 we resume for comparison an ostensibly similar but quite differ-
ent construction of L. Smith and R.E. Stong of projective bundle ideals [SmSt].
In Section 2.3 we give examples of free extensions of A = k[t]/(tn) is a ring of rel-
ative coinvariants, and B,C rings of coinvariants. These examples do not satisfy
the sufficiency conditions of Theorem 2.1.
2.1 A family of Artinian Gorenstein extensions of A = k[t](tn).
We next prove a theorem that give examples of free extensions C = S/AnnF of
A = k[t]/(tn) with fibers B = R/IB, IB = AnnFB ⊂ R. Here the dual generator F
for C is a homogeneous polynomial in X1, . . . , Xr, T of degree n − 1 with coeffi-
cients in the dual ring QR and having leading term FB · T
[n−1]. The dual generator
to A is T [n−1], so here we specify the relationship among the dual generators of
A, B and C.
Recall our definitions. Let R = k[x1, . . . , xr] be a standard-graded polynomial
ring over an arbitrary field, let IB ⊂ R be a homogeneous ideal of finite colength
such that the quotient B = R/IB is a graded Artinian Gorenstein algebra of socle
degree jB. Let QR = k[X1, . . . , Xn] be the dualizing module of R as above, and let
FB ∈ (QR) jB be a Macaulay dual generator for B. Let S = k[x1, . . . , xr, t] = R[t]
and QS = kDP[X1, . . . , Xr, T ].
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Let G0 = FB and let the homogeneous forms Gi ∈ QR for i = 1, 2, . . . , n − 1
satisfy deg(Gi) = jB+ i. Let C = S/AnnF where F is the degree (n−1+ jB) form
F = T [n−1]G0 + T
[n−2]G1 + · · · + T
[n−1−i]Gi + · · · +Gn−1 ∈ QS . (2.1)
The natural inclusion k[t] → S passes to an inclusion ι : A → C, and the natural
projection R[t] → R, xi 7→ xi, t 7→ 0 passes to a surjective map π : C → B. We
have a natural sequence
k // A
ι
// C
π
// B // k . (2.2)
Problem. Given G0 = FB, find necessary and sufficient conditions on the forms
G1, . . . ,Gn−1 above such that the algebra C = S/AnnF defined in (2.1) is a free
extension of A = k[t]/(tn) with fiber B = R/AnnFB. Equivalently, so that the
sequence (2.2) is coexact and |C| = dimk C satisfies |C| = |A| · |B|.
The following Theorem gives a sufficient condition for C = S/AnnF to be a
free extension, but Example 2.8 and those of Section 2.3 show it is not necessary.
We also give a weak necessary condition. Recall that for two ideals I ⊂ J of R the
colon ideal I : J = { f ∈ R | f J ⊂ I}.
Theorem 2.1. Given A = k[t]/(tn), and B = R/AnnFB as above and the dual
forms G0 = FB and G1, . . . ,Gn−1 ∈ QR and F as in (2.1), define the sequence of
nested ideals I0 ⊆ · · · ⊆ In−1 ⊆ R
I0 = Ann(G0) and Ii = (Ii−1 : Ann(Gi)) for i ∈ [1, n − 1]. (2.3)
Assume that
Ii ◦Gn−1−i ⊆ R ◦ FB, for i = 0, . . . , n − 1. (2.4)
Then the sequence (2.2) is coexact, and C = S/AnnF is a free extension of the
base A with fiber B.
Assume conversely that F as in (2.1) defines a free extension of A with fiber B.
Then we must have I0 ◦Gi ⊆
∑i−1
j=0 R ◦G j for i ∈ [1, n − 1].
In order to prove the theorem we need several Lemmas.
Lemma 2.2. [MeSm, Lemma VI.4.11] Let k // A
ι
// C
π
// B // k be
a coexact sequence of Poincare´ duality algebras, such that their socle degrees
satisfy jC = jA + jB. Then C is a free A-module via ι.
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Lemma 2.3. The algebra C = S/AnnF of (2.1) is a free extension with base A
and fiber B if and only if for every element gn−1 ∈ Ann(FB) there exist elements
g0, . . . , gn−2 ∈ R such that
tn−1g0 + · · · + tgn−2 + gn−1 ∈ Ann(F). (2.5)
Proof. Since the condition of Lemma 2.2 on socle degrees is satisfied, C is a free
extension of A if and only if ker(π) = (t) ·C which is equivalent to the requirement
that every element g¯ ∈ ker(π) has a representative g ∈ (t) · R ⊂ R; this is in turn
equivalent to the given condition. 
Note that the condition that g = tn−1g0 + · · · + gn−1 ∈ Ann(F) of Equation (2.5)
is equivalent to the condition that
n−1−i∑
k=0
gk+i ◦Gk = 0, i = 0, . . . , n − 2 (2.6)
Lemma 2.4. Fix an integer d ∈ [0, n − 1], and fix an element a ∈ R. If a ◦ G0 =∑d
k=1 bk ◦Gk for some elements bk ∈ R, then a ∈ Id of Equation 2.3.
Proof. By induction on d. If d = 0 this states that a ◦ G0 = 0 implies that
a ∈ I0 = Ann(G0). Assume the implication holds for an integer d < n − 1, and
suppose that a ◦ G0 =
∑d+1
k=1 bk ◦ Gk for some set of bk ∈ R. Fix y ∈ Ann(Gd+1).
Then (y ·a)◦G0 =
∑d
k=1(y ·bk)◦Gk (note y is 0 on theGd+1-term). By the induction
hypothesis, this implies that y · a ∈ Id. Since this holds for every y ∈ Ann(Gd+1),
we must have a ∈ Id+1 = (Id : Ann(Gd+1)). 
The converse to Lemma 2.4 is false, see Examples 2.8 and 2.9.
Proof of Theorem 2.1. We first assume the conditions (2.4) and will show that
they suffice for C to be a free extension. By Lemma 2.3, it suffices to show that
for each fixed gn−1 ∈ Ann(G0 = FB), the Equation (2.6) has a solution g0, . . . , gn−2.
We solve the Equation (2.6) downward inductively for i ∈ [0, n−2]. For i = n−2,
we have the equation gn−2 ◦ G0 + gn−1 ◦ G1 = 0. Note that gn−1 ∈ I0 ⊆ In−2
hence by our condition In−2 ◦G1 ⊆ R ◦ FB = R ◦G0 we conclude that gn−2 exists.
Moreover, by Lemma 2.4 we must also have gn−2 ∈ I1 = (Ann(G0) : Ann(G1)).
Inductively, assume that we have found solutions gi+1, . . . , gn−2 with gk ∈ In−1−k
for each k ≥ i + 1. Then the i-th equation (2.6) for i yields
−gi ◦ FB = gi+1 ◦G1 + · · · + gn−1 ◦Gn−1−i.
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Since gk+i ∈ In−1−k−i ⊆ In−1−k, and our assumption is In−1−k ◦ Gk ⊆ R ◦ FB, we
see that gi also exists, and by Lemma 2.4 we have gi ∈ In−1−i. This completes the
induction step and the proof of the forward implication.
Assume conversely that F as in (2.1) defines a free extension of A with fiber
B. Then by Lemma 2.3 and equation 2.6 we must have I0 ◦ Gi ⊆
∑i−1
j=0 R ◦G j for
i ∈ [1, n − 1]. This completes the proof of the Theorem. 
We obtain the following corollary, which is [IMM, Theorem 2.25].
Corollary 2.5. Let A, B = R/IB, IB = AnnFB be as in Theorem 2.1 and let G ∈ QR
be a homogeneous polynomial of degree degG = jB+m, and consider the element
F ∈ QS defined by
F = T [n−1] · FB +G.
Then F is the Macaulay dual generator of a free extension with base A and fiber
B if and only if (IB)
2 ◦G = 0.
Proof. HereG1 = · · · = Gn−2 = 0, andGn−1 = G so we have I1 = · · · = In−2 = I0 =
Ann(FB). Conversely, if C is a free extension of A, then (repeating the proof from
[IMM, Theorem 2.25]) ker π = (ι(A)+)C. Here f =
∑k
0 t
i
fi ∈ ker π ⇔ f0 ∈ IB so
IB ⊂ tC. So there is h ∈ C so (f0−th)◦F = 0, but (f0−th)◦F = −th◦(T
[m]FB)+f0◦G,
so we have the highest degree term tm−1h0 of h satisfies h0 ◦ FB = f0 ◦ G, so
IB ◦ (f0 ◦ G) = IB ◦ (h0 ◦ FB) = 0. Since this occurs for all f0 ∈ IB we have
(IB)
2 ◦G = 0. 
Remarks. i. The i = n− 1 part of our condition 2.4 in Theorem 2.1 is vacuous:
it states In−1 ◦ G0 ⊆ R ◦ FB where G0 = FB. In particular, in the case, n = 2
our condition is I0 ◦G1 ⊆ R ◦ FB or (I0)
2 ◦G1 ≡ 0.
ii. If Ann(Gi) ⊆ Ii−1, then Ii = (Ii−1 : Ann(Gi)) = R, and hence also Ii+1 =
R, . . . , In−1 = R. In particular, if Ann(G1) ⊂ Ann(FB), then I0 = Ann(FB)
and Ii = R for i > 0, and our conditions in Theorem 2.1 are that G1, . . . ,Gn−2
are each derivatives of FB which is impossible since their respective degrees
must also each be strictly larger than that of FB (for F to be homogeneous).
Recall that a Gorenstein algebra A = R/I of socle degree j is compressed if A
has the termwise maximum possible Hilbert function H, given the socle degree
j = jA and embedding dimension r. Letting ri = dimk Ri this is equivalent to
A is compressed⇔ for i satisfying 1 ≤ i ≤ j/2, dimk Ai = min{ri, r j−i}. (2.7)
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Example 2.6 (Examples of free extension as in Theorem 2.1, n = 2, 3). The first
two parts (i),(ii), for n = 2 exemplify the special case of Corollary 2.5. We explore
a weakening of the hypotheses in part (iii) of the Example, and find that C is not
a free extension. For n = 3, part (iv) shows that (IB)
2 ◦ Gi = 0 is not a sufficient
condition for freeness. Part (v) assumes the stronger condition of Theorem 2.1,
thenC is a free extension. Example 2.8 shows that (IB)
2◦Gi = 0 is not a necessary
condition for C to be a free extension.
i. First, let R = k[x, y], B = k[x, y]/J, J = (x2, y2) = AnnFB, FB = (XY), and
B  〈1, x, y, xy〉,H(B) = (1, 2, 1). Let F = XYT + X[3]. Here G = X3, which
is even in J⊥. See Remark 2.10 – when B is compressed of even socle degree,
J2 has order j + 2, but G has degree j + 1 so J2 ◦ G = 0 does not restrict G.
Then, with S = R[t],
C = S/I, I = AnnF = (t2, ty − x2, y2), C k 〈1, x, y, t, xt, yt, xy, txy〉, (2.8)
and H(C) = (1, 3, 3, 1). We let A = k[t]/(t2), let ι(t) = t ∈ C, and define
π : C → B, π(αt + b) = b and consider the section s : B → C, s(b) = b in the
basis above forC of equation (2.8) (that is s : 1 → 1, x → x, y → y, xy → xy).
Then (ι(A)+)C = tC = 〈t, xt, yt, xyt〉 = Ker(π). And we have
C k s(B) ⊕ ts(B)
as vector spaces, hence C is free over A (this also results from the sequence
k // A
ι
// C
π
// B // k being coexact, and dimk C = dimk A·dimk B).
ii. Next, let F′ = XY [4]T +X[3]Y [3], then FB′ = XY
[4] and B′ = R/J′, J′ = (x2, y5)
of Hilbert function H(B′) = (1, 2, 2, 2, 2, 1), and A = k[t]/(t2). Note that
(J′)2 ◦G = (J′)2 ◦ X[3]Y [3] = 0. We have
C′ = S/I′, I′ = Ann F′ = (t2, ty − x2, y5), (2.9)
We have H(C′) = (1, 3, 4, 4, 4, 3, 1) and dimk(C) = 20 = dimk(A) · dimk(B),
so C is a free extension of A, as required by Corollary 2.5.
iii. We now try to vary the example to give one without the restriction on G that
(AnnFB)
2 ◦G = 0. [It does not lead to a free extension]
Let F′′ = XY [4]T + X[6]. Then B′′ = R/J′, J′ = Ann(XY [4]) = (x2, y5) of
Hilbert function H(B′′) = (1, 2, 2, 2, 2, 1), again A = k[t]/(t2). However,
C′′ = S/I′′, I′′ = (t2, tx2, yx2, ty4 − x5, y5), (2.10)
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and H(C′) = (1, 3, 5, 5, 5, 3, 1), again of length 24, not 2 ·10 = dimk A ·dimk B,
so C′ is not a free extension of A.
iv. We now consider F = XYT [2] + X[3]T + X[2]Y [2], which satisfies the sim-
pler condition that (IB)
2 ◦ Gi = 0, i = 1, 2; and we find that C is not al-
ways a free extension. Since B = R/J, J = Ann(XY) = R/(x2, y2), we
have H(B) = (1, 2, 1), A = k[t]/(t3), H(A) = (1, 1, 1) and H(A ⊗ B) =
(1, 2, 1, 0, 0) + (0, 1, 2, 1, 0) + (0, 0, 1, 2, 1) = (1, 3, 4, 3, 1) of length 12. We
have
R1 ◦ F = 〈XYT + X
[3], YT [2] + X[2]T + XY [2], XT [2] + X[2]Y〉,
and it is straightforward to see that F is compressed (as in (2.7)), of Hilbert
function (1, 3, 6, 3, 1), that dimk R2 ◦ F = 6, not 4, and dimk C > dimk A ·
dimk B. It follows that C = S/AnnF is not a free extension of A, although
F = T [2]FB + TG1 +G2 with (IB)
2 ◦G1 = 0 and (IB)
2 ◦G2 = 0.
v. We now take F = T [2]XY + TX[3] + XY [3], so FB = XY , G1 = X
[2]Y and
G2 = X
[2]Y [2]. Then we have Ann(FB = XY) = (x
2, y2), Ann(G1 = X
[3]) =
(x4, y), Ann(G2 = XY
[3]) = (x2, y4). The ideals of Equation (2.3) satisfy
I1 = (I0 : Ann(G1)) = (x
2, y) and I2 = (I1 : Ann(G2)) = R. Then it is easy to
see that
(a) I0 ◦G2 = (x
2, y2) ◦ XY [3] ⊂ R ◦ XY
(b) I1 ◦G1 = (x
2, y) ◦ X[3] ⊂ R ◦ XY , and
(c) I2 ◦G0 = R ◦ XY ⊆ R ◦ XY .
Thus the conditions equation (2.4) of Theorem 2.1 are satisfied, hence C =
k[x, y, t]/Ann(T [2]XY + TX[3] + XY [3]) is a free extension over A = k[t]/(t3)
with fiber B = k[x, y]/Ann(XY) = k[x, y]/(x2, y2). Here H(B) = (1, 2, 1)
and C = S/AnnF where AnnF = (x2 − yt, y2 − t2, yx2), with H(C) =
(1, 3, 4, 3, 1) = H(A) ⊗ H(B).
vi. We give several examples of free extensions where A and C are not standard-
graded. First, let F = TXY + X[3]Y, S = k[x, y, t] of weights w(x, y, z) =
(1, 1, 2). Here A = k[t]/(t2) of Hilbert functionH(A) = (1, 0, 1), B = R/IB, IB =
(x2, y2), of Hilbert function H(B) = (1, 2, 1) and the free extension C =
S/AnnF,AnnF = (y2, T−x2, T 2), of (non-standard) Hilbert functionH(C) =
H(A) ⊗ H(B) = (1, 2, 2, 2, 1). Here (IB)
2 = (x4, x2y2, y4) ◦ G = 0, so the hy-
potheses of Corollary 2.5 are satisfied.
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Second, let F = TX[2]Y [2]+X[5]Y, IF = AnnF = (t
2, y3, ty−x3), B = R/IB, IB =
(x3, y3) of Hilbert function H(B) = (1, 2, 3, 2, 1). Then (IB)
2 ◦ X[5]Y = 0
and C is a free extension of A with fibre B and Hilbert function H(C) =
H(A) ⊗ H(B) = (1, 2, 4, 4, 4, 2, 1).
Third, let F = TX[2[Y + X[5]Y, S = k[x, y, t] of weights w(x, y, z) = (1, 1, 3),
A = k[t]/(t2) of Hilbert function H(A) = (1, 0, 0, 1). Here B = R/IB, IB =
(x3, y2) and (IB)
2 ◦ X[5]Y = 0. So C = S/AnnF,AnnF = (y2, t − x3, t2),
is a free extension of A having Hilbert function H(C) = H(A) ⊗ H(B) =
(1, 0, 0, 1) ⊗ (1, 2, 2, 1) = (1, 2, 2, 2, 2, 2, 1).
Finally let F = TX[2[Y , and w(t) = 4 andC = A⊗B; thenC has non-unimodal
Hilbert function H(A) ⊗ H(B) = (1, 2, 2, 1, 1, 2, 2, 1).3
The next example shows again as in Example 2.6(iv) that the simpler conditions
(IB)
2 ◦Gi ⊆ R ◦ FB, for i = 1, . . . , n − 1, (2.11)
which are implied by (2.4), are not sufficient to guarantee that C will be a free
extension , when n ≥ 3.
Example 2.7 ((IB)
2 ◦Gi = 0 for all i is not sufficent to make C a free extension).
Let R = k[x, y], Q = k[X, Y], and set FB = X
[2], G1 = X
[2]Y , and G2 = 0 so that
F = T [2]X[2] + TX[2]Y
and C = S/Ann(F), with AnnF = (t2 − ty, y2, x3), A = k[t]/(t3) (so n = 3), and
B = R/Ann(FB). Then I0 = Ann(FB) = (x
3, y) and Ann(G1) = (y
2, x3). So
I1 = (Ann(FB) : Ann(G1)) = R = k[x, y].
Here the conditions of Theorem 2.1 are not satisfied since I1 ◦ G1 = R ◦ X
[2]Y 1
R ◦ FB = R ◦ X
[2]. Also,
I0 ◦G2 = 0 ⊂ R ◦ FB, and I1 ◦G1 = (x
3, y) ◦ X[2]Y ⊂ R ◦ FB = R ◦ X
[2].
In other words, (I0)
2 ◦ Gi ≡ 0 for i = 1, 2. However, C is not a free extension of
A with fiber B: we have A ⊗k B  k[t, x, y]/(t
3, x3, y)  k[t, x]/(t3, x3) has Hilbert
function H(A ⊗k B) = (1, 2, 3, 2, 1) of length 9. But C = k[x, y, t]/Ann(T
2X2 +
3Here G1 must be zero to satisfy I
2
B
◦ G1 = 0; can one find an example of free extension
C = S/AnnF of A = k[t]/tn where F = TFB +G1 with G1 , 0, and H(C) is non-unimodal?
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TX2Y) has Hilbert function H(C) = (1, 3, 4, 3, 1) of length 12. Alternatively, we
can appeal to Lemma 2.3 by showing that for y ∈ Ann(FB = X
[2]) there is no
element g = t2g0 + tg1 + y ∈ Ann(F = T
[2]X[2] + TX[2]Y). Indeed, note that for
degree reasons, we must have g0 = 0 and g1 = c (a constant). Then Equation (2.6)
gives
c ◦ X[2]Y = 0
c ◦ X[2] + y ◦ X[2]Y = 0
(2.12)
which clearly has no solution. Hence Lemma 2.3 implies that C cannot be a free
extension of A with fiber B.
The next example shows that the conditions (2.4) of Theorem 2.1 are not nec-
essary, for C = S/AnnF as in (2.1) to be a free extension of A with fiber B.
Example 2.8. Similar setup to Example 2.7. Set FB = X − Y , G1 = Y
[2] − X[2],
and G2 = X
[2]Y − XY [2] so that
F = T [2](X − Y) + T (Y [2] − X[2]) + X[2]Y − XY [2].
Then I0 = Ann(FB = X − Y) = (x + y, xy), Ann(G1 = Y
[2] − X[2]) = (xy, x2 + y2),
and Ann(G2 = X
[2]Y − XY [2]) = (x3, y3, x2y + xy2, x2y2). Note that in this case,
we have Ann(G1) ⊂ Ann(FB) hence I j = R for j ≥ 1. Therefore the (sufficient)
conditions of equation 2.4 in Theorem 2.1 cannot be satisfied, as in Remarks (ii)
above, after Corollary 2.5.
On the other hand, we can verify that C = k[x, y, t]/Ann(F) is a free extension
over A = k[t]/(t3) with fiber B = k[x, y]/Ann(FB) = k[x, y]/(x + y, xy) (in fact,
referring to Example 2.14, we see that C is the coinvariant ring ofS3 fibering over
the coinvariant ring B ofS2). We may check the freeness ofC directly by showing
that Equation (2.6) has a solution for gn−1 = x + y and gn−1 = xy. The reader can
check that h1 = t + (x + y) ∈ Ann(F) as well as h2 = −t(x + y) + xy ∈ Ann(F),
hence Lemma 2.3 implies that C is a free extension with base A and fiber B. Here
H(A) = (1, 1, 1),H(B) = (1, 1) and H(C) = (1, 2, 2, 1); the ideal IC = AnnF =
(x + y, xy − t2t3). Note that (IB)
2 ◦G2 = 〈1, X − Y〉 , 0.
Here is another example of a free extensionC of A = k[t]/(tn), but not satisfying
the hypothesis of Theorem 2.1 equation (2.4); it is a variation of Example 2.7.
Example 2.9. Same setup as in Example 2.7, except we take G2 so that Equation
(2.12) has a solution. To achieve this, we can choose G2 = X
[2]Y [2] and F =
T [2]X[2]+TX[2]Y+X[2]Y [2]. The conditions in Theorem 2.1 are not satisfied. On the
other hand, the elements hy = −t + y ∈ Ann(F) and hx3 = t
2x− txy+ x3 ∈ Ann(F).
Hence by Lemma 2.3, C must be a free extension of A with fiber B.
15
Remark 2.10. When n = 2 so F = TFB +G the condition on G of Corollary 2.5
is that (IB)
2 ◦ G = 0. Given the AG algebra B of socle degree d defined by the
Gorenstein ideal IB, such elements G ∈ (QR)d+1 can always be found. Recall
that the tangent space to the punctual Hilbert scheme at an Artinian local algebra
B = R/I is Hom(I, B), and that when B is Gorenstein, there is a degree reversing
B-module isomorphism
ν : Hom(IB, B) k IB/(IB)
2, (2.13)
with Hom(IB, B)0  (IB)d/((IB)
2)d. Since for j > d we have (IB) j = R j we have
R j/((IB)
2) j k R j/(IB) j + R j/((IB) j)
2
 R j/((IB) j)
2
 Hom(IB, B)− j−d. (2.14)
Thus we have, for the dimension of the vector space of G,
dimk〈{G ∈ Rd+1 | (IB)
2 ◦G = 0}〉 = dimk〈((I
2
B)d+1)
⊥ ∩ Rd+1〉
= dimk Hom(IB, B)−1. (2.15)
Some calculations of the dimension in (2.15) are in [IKa, §6.2], in particular [IKa,
Lemma 6.2.1]. This negative one component of the tangent space contains the triv-
ial degree −1 tangents arising from the r partials {∂ · /∂x21, . . . , ∂ · /∂x
2
r } mapping
IB to B. When these are the only −1 tangents, then B is not only non-smoothable,
but is a generic point of a non-smoothable component of the Hilbert scheme
Hilbs(Ar), s = dimk B (these are called “elementary” components). Otherwise
the space of possibleG has larger dimension than r.
Finally, we recall from [IMM, Example 2.26],
Example 2.11. Let R = k[x, y, z, u, v], S = R[t], A = k[t]/(t2) andB = R/IB, IB =
AnnFB, FB = (XU
[2] + YUV + ZV [2]), a cubic studied by U. Perazzo in 1900.
Then the AG algebra C defined by S/AnnF, F = TFB +G,G = X
[2]UV + XYV [2]
satisfies (IB)
2 ◦ G = 0, so C is a free extension of A with fibre B. They satisfy
H(A) = (1, 1),H(B) = (1, 5, 5, 1),H(C) = (1, 6, 10, 6, 1) and C is strong Lefschetz
but B is not strong Lefschetz. Since B has a symmetric Hilbert function, this
implies that B does not have an element of strong Lefschetz Jordan type.
2.2 Projective bundle ideals: free extensions with fiber k[t]/(tk+1).
We compare with “Projective bundle ideals” defined by L. Smith and R.Stong
[SmSt] where the fiber B = k[t]/(tk+1) and A = R/AnnFB, the reverse of our
assumptions. They give [SmSt, p. 611 equation ⊛] the coexact sequence
k → A = k[V]/J → k[V, t]/I → k[t]/(tk+1) → k.
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They show [SmSt, Lemma 1.1] that C = k[V, t]/I is a free A = k[V]/J module
(here J = I ∩ k[t] with basis {1, t, · · · tk}, so C is a free A-module and is a free
extension in sense of T. Harima and J. Watanabe of fiber dimension k: here the
fiber is the cohomology ring of Pk.
Note that the kernel of ι : A → C should be a principal ideal in the socle of A
(explains the k → A). In Smith-Stong [SmSt] for k = 1, the analogous kernel is the
ideal generated by t2 +α1t+α2. We interpret the dual generator of C from [SmSt,
Theorem 2.5] in our notation. Let d = jA, and let hˆ(t) = t
d + hˆ1t
d−1 + · · · + hˆd the
dualizing form in the Poincare´ duality algebra C itself; then the Macaulay dual
generator of C is (in the language of [SmSt] where the dual generator is written in
terms of negative powers of the dual variables)
θI = h(T ) ◦ (θJ · T
−(d+k)) = θJT
−k + (h1 ◦ θJ)T
−(k+1) + · · · + (hd ◦ θJ)T
−(k+d).
In our notation this corresponds to
F = FBT
[k] + h1 ◦ FBT
[k+1] + h2 ◦ FBT
[k+2] + · · · hd ◦ FBT
[k+d].
We give two examples the first from [SmSt], the second “related to” our Exam-
ple 1.7.
Example 2.12 (Projective Bundle Ideal [SmSt]). Translating their [SmSt, Theo-
rem 2.5] to our notation for dual generator (in particular we replace their X by T )
we take
F = θI = (X
[2] + Y [2])T + YT [2] + T [3], θJ = X
[2] + Y [2].
Note that the coefficients of T [2] and of T [3] are derivates of θJ = X
[2] + Y [2]
as required in the PBI construction. Here d = 2 (degree of θJ) is the formal
dimension (socle degree) of the base, and the fiber dimension k = 1, so degree
F = d + k = 3. Then we have
A = k[x, y]/J, J = Ann(θJ) = (xy, x
2 − y2), A  〈1, x, y, xy〉, (2.16)
and H(A) = (1, 2, 1). We have C is a complete intersection
C = k[x, y, t]/I, I = AnnF = (J, t(t − y)), C k 〈1; x, y, t; xy, tx, ty; txy〉, (2.17)
and H(C) = (1, 3, 3, 1). We take B = k[t]/(t2). Then, taking ι : A → C the natural
inclusion, and π : C ։ B induced by π(x) = π(y) = 0 the sequence
k // A
ι
// C
π
// B // k
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is coexact: the kernel of π is (x, y)C = ι(A)+C. Since dimk C = dimk = 8 =
dims f k A · dimk B, so by Lemma 1.6 C is a free extension of A with fiber B (this
freeness is also apparent from equations (2.16) and (2.17)). In the PBI language
C is a projective fiber bundle over the base A with fiber dimension one.
We next give a PBI “analogue” of Example 1.7.
Example 2.13. We wish to have a fiber B′ = k[t]/(t3) of Hilbert function H(B′) =
(1, 1) so the fiber dimension k = 2; and we take A′ = R/AnnF0 where F0 =
(X
[2]
1
X2 − X1X
[2]
2
), the last term of the form F from Example 1.7. So we have
A′ = R/
(
(x21 + x1x2 + x
2
2), x
3
1
)
of Hilbert function H(A′) = (1, 2, 2, 1). We let
F = T [2](X[2]
1
X2 − X1X
[2]
2
) + T [3](X[2]
1
− X
[2]
2
) + T [4](X1 − X2) (2.18)
leading to C′ = S/AnnF where AnnF = ((x2
1
+ x1x2 + x
2
2
), t2(x1 + x2), t(x
2
1
− x2
2
)),
so C′ is a complete intersection of generator degrees (2, 3, 3) and Hilbert function
H(C′) = (1, 3, 5, 5, 3, 1). Here π : C′ → B′ takes (x1, x2) to 0 It is evident that the
ideal (ι(A′)+)C
′ ⊂ C′ is the kernel of π : C′ → B′, and H(C′) = H(A′) ⊗ H(B′) =
(1, 2, 2, 1) ⊗ (1, 1, 1), so C′ is by Lemma 1.6 a free extension of A′ with fiber B′.
2.3 Examples from Invariant Theory with base A = k[t]/(tn).
We will denote by ei,n = ei(x1, . . . , xn) the elementary symmetric functions in
x1, . . . , xn, and we will denote by eˆi,n the elementary symmetric functions in the
m-th powers xm
1
, . . . , xmn .
Recall thatG(1, 1, n) in the Shephard-Todd classification [ShTo] is just the sym-
metric group Sn acting on the ring R = k[x1, . . . , xn] by permuting the variables;
the subgroup G(1, 1, n − 1) ⊂ G(1, 1, n) permutes the first n − 1 variables.
Example 2.14. [Groups W = Sn and K = Sn−1] Let R = k[x1, ..., xn] be the
graded polynomial ring in n variables with the standard grading, and consider the
coinvariant rings C = RW of Sn and B = RK of Sn−1. Then C = R/IW , IW =
(e1, e2, . . . , en), a complete intersection (CI) of generator degrees {1, 2, . . . , n} and
B = R/(e1,n−1, . . . , en−1,n−1, xn) is a CI of generator degrees {1, 1, 2, . . . , n − 1}.
Denote by π : C → B the natural projection map. Define the polynomial ring
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S = R[t]. Then A = RK
W
satisfies, letting ai = ei,n−1 for 1 ≤ i ≤ n − 1, and t = xn,
A =
k[e1,n−1, . . . , e1,n−1, t]
(e1,n, . . . , en,n)

k[a1, . . . , an−1, t]
(a1 + t, a2 + ta1, . . . , an−1 + tan−2, an−1t)
 k[t]/(tn), (2.19)
of Hilbert function H(A) = (1, 1, . . . , 1n−1) of length n. The last congruence arises
from the sequence
ai ≡ −ai−1t ≡ −1
i−1ti−1a1 mod IW for i ∈ [2, n − 1] so en,n = an−1t ≡ t
n mod IW .
Define the map ι : A → C by ι(ai) = ei,n−1 for 1 ≤ i ≤ n − 1 and ι(t) = xn.
The ideal (ι(mA))C = (ι(t))C = xnC and is the kernel of π : C → B, so the
sequence k // A
ι
// C
π
// B // k is coexact. Since |C| = n! = n · (n −
1)! = |A| · |B|, by Lemma 1.6(iv) C is a free extension of the base A with fiber
B. Let QR = kDP[X1, . . . , Xn] and QS = kDP[X1, . . . , Xn, T ] be the dual rings
of R, S , respectively and denote by Ei,n−1 the elementary symmetric functions in
X1, . . . , Xn−1. Then the Macaulay dual generators for A, B,C, respectively, are
FA = T
n−1
FB =
∏
1≤i< j≤n−1
(Xi − X j)
FC =
∏
1≤i< j≤n
(Xi − X j) = FB ·
∏
1≤i≤n−1
(Xi − Xn)  FB ·
∏
1≤i≤n−1
(Xi − T )
= ±
T n−1FB +
n−1∑
i=1
(−1)iT n−1−iEi,n−1.
 (2.20)
We may ignore the ± = (−1)n−1 sign in front of FC as we take FC up to non-zero
constant multiple. So up to sign the formsGi from (2.1) satisfyGi = Ei,n−1 for 1 ≤
i ≤ n−1. Since AnnGi ⊂ AnnGi−1, we have I0 = Ann(FB) while I1, . . . , In−1 = R.
Evidently, the sufficient condition Ii ◦Gn−1−i ⊂ R ◦FB for i ∈ [0, n−1] of equation
(2.4) of Theorem 2.1 is not satisfied.
Remark 2.15. Instead of working with the partition (n−1, 1) as in Example 2.14,
we could work with (n− 2, 2), and find similar formulas expanding FC in terms of
a polynomial in T,U, with coefficients in kDP[X1, . . . , Xn−2]. This might suggest
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that there are potential generalizations of Theorem 2.1 to such a context, where
the base algebra A satisfies A  k(t, u)/J where J is a suitable ideal: here J =
(un−1, tn).
The following is an example, suggested by Shujian Chen, of an infinite family
of relative coinvariant rings that do not have the strong Lefschetz property, but
have non-homogeneous elements of strong Lefschetz Jordan type, and where the
relative coinvariant ring has the form A = k[t]/(tn). We will see that, again, as
in Example 2.14, these examples arise from Macaulay dual forms F that do not
satisfy the conditions of Theorem 2.1.
Example 2.16 (W = G(m, p, n),K = G(m, p′, n), p|p′). Assume p | p′ |m and
p < p′. We let B = RK,K = G(m, p
′, n) and C = RW , W = G(m, p, n) be the
coinvariant rings, and denote by A = R
G(m,p′,n)
G(m,p,n)
, the relative coinvariant ring. Here,
since RK ,RW have the same embedding dimension, K is a non-parabolic subgroup
of W. The ring A can be simplified up to isomorphism as follows:
k[x1, . . . , xn]
G(m,p′,n)
G(m,p,n)
=
k[eˆ1,n . . . , eˆn−1,n, en(x
(m/p′)
1
, . . . , x(m/p
′)
n )]/
(eˆ1,n . . . , eˆn−1,n, en(x
(m/p)
1
, . . . , x(m/p)n ))
 k[x
(m/p′)
1
· · · x(m/p
′)
n ]/(x
(m/p)
1
· · · x(m/p)n )
 k[t]/(tp
′/p), where t = (x
(m/p′)
1
· · · x(m/p
′
n ).
Here, A is a non-standard graded algebra of Hilbert function
H(A) = (1, 0, . . .0, 1k, 0, . . . , 12k, 0, . . . , 0, 1(s−1)k) where k = n · (m/p
′), (2.21)
of length s = p′/p. Since H(A) has interior zeroes A has no linear SL element
so A is not strong Lefschetz; but the element t has strong Lefschetz Jordan type.
Since A, B,C are complete intersections and |C| = |A| · |B| it follows that C is a
free extension of A with fibre B. We now specify the dual generator FC in a few
simple cases, to illustrate their pattern.
Case 1. Take W = G(2, 1, 2) and K = G(2, 2, 2) over k = R.4 Then B = RK =
R[x, y]/(x2+y2, xy) andC = RW = R[x, y]/(x
2+y2, x2y2), A = R[t/(t2) are complete
intersections with ι : A → C, ι(t) = xy, and π : C → B the natural projection.
4We consider this relative coinvariant ring in [MCIM, Example 3.1] but there we do not discuss
the dual generator for IC in QS .
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The sequence (2.2) is coexact, and H(C) = (1, 2, 2, 2, 1),H(A) = (1, 1),H(B) =
(1, 2, 1), so |C| = |A| · |B| and by Lemma 1.6 the algebra C is a free extension of A
with fibre B. Here A has dual generator T , B has dual generator FB = X
[2] − Y [2]
and C = R[x, y, t]/I, I = (x2 + y2, t − xy, x2y2) has dual generator
F = TFB + XYFB. (2.22)
Again, since G1 is a multiple of G0, AnnRG1 = (x
2 + y2, x2y2) ⊂ AnnG0 = (x
2 +
y2, xy), we have I1 = R in equation (2.3) and the condition (2.4) of Theorem 2.1 is
not satisfied.
Case 2. Take W = G(3, 1, 3) and K = G(3, 3, 3) over a field k of characteristic
zero. Then B = RK = k[x, y, z]/IB, IB = (x
3 + y3 + z3, x3y3 + x3z3 + y3z3, xyz)
and C = RW = R[x, y, z]/IC , IC = (x
3 + y3 + z3, x3y3 + x3z3 + y3z3, (xyz)3),
and A = R[t]/(t3) are complete intersections with ι : A → C, ι(t) = xyz, and
π : C → B the natural projection. Evidently, the sequence (2.2) is coexact,
and H(A) = (1, 0, 0, 1, 0, 0, 1),H(B) = (1, 3, 6, 8, 9, 9, 8, 6, 3, 1) =
(1−t3)2(1−t6)
(1−t)3
and
H(C) =
(1−t3)(1−t6)(1−t9)
(1−t)3
so 162 = |C| = 3·54 = |A|·|B| and by Lemma 1.6 the algebra
C is a free extension of A with fibre B. Here A has dual generator T [2], B has dual
generator FB = (X
[3] − Y [3])(X[3] − Z[3])(Y [3] − Z[3]) and C = S/(IC ∩ R, t − xyz).
The dual generator F ∈ QS for C is
F = T 2FB + TXYZFB + (X
[2]Y [2]Z[2])FB. (2.23)
Again, this example is outside the aegis of Theorem 2.1.
Case 3. Take W = G(4, 1, 2),K = G(4, 2, 2). Then B = RK = k[x, y]/IB where
IB = (x
4 + y4, (xy)2) and C = RW = k[x, y]/IC where IC = (x
4 + y4, (xy)4). We
take A = k[t]/(t2) and define ι(t) = (xy)2. Their Hilbert functions are H(A) =
(1, 0, 0, 0, 1),H(B) = (1, 2, 3, 4, 3, 2, 1) and H(C) = (1, 2, 3, 4, 4, 4, 4, 4, 3, 2, 1).
Here inQR, we have FB = X
[5]Y−XY [5] and FC = (XY)
[2]FB. Now, letting S = R[t]
we haveC  k[x, y, t]/(IC , t−x
2y2) andC = S/AnnF where F = TFB+X
[2]Y [2]FB.
Remark. These examples suggest that there should be a free extension theorem
analogous to our Theorem 2.1 relevant to this situation, where the dual generator
F as in (2.1) for C satisfies Gi−1 is a derivate of Gi for i = 1, . . . , n − 1.
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