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Abstract. This article presents a new generalized algorithm for developing k-
step 1  derivative block methods for solving  order ordinary 
differential equations. This new algorithm utilizes the concept from the 
conventional Taylor series approach of developing linear multistep methods. 
Certain examples are given to show the simplicity involved in the usage of this 
new generalized algorithm. 
Keywords: block methods; generalized algorithm; higher derivative; higher order; k-
step; Taylor series. 
1 Introduction 
The main focus of numerical methods for solving differential equations in 
recent times has been placed on presenting numerical methods with an 
improved level of accuracy, ranging from first order ordinary differential 
equations [1-3] to higher order ordinary differential equations [4-6]. Numerical 
methods adopted to solve such ODEs have been developed using two popular 
approaches, i.e. numerical integration and collocation. However, there is a need 
to introduce new approaches to develop these numerical methods so that they 
become easier and less burdensome compared to the conventional approaches. 
Referring to the work of [7], three basic methods can be highlighted for 
developing single linear multistep methods: numerical integration, interpolation 
and Taylor series expansion. Although the derivations originally involved just 
single multistep methods for first order ordinary differential equations, over 
time the numerical methods evolved into a family of block methods and a 
further improvement with the introduction of higher derivatives, sometimes 
referred to as Obrechkoff type [8,9]. 
The aim of this article is to present a novel algorithm that is convenient to adopt 
for developing new generalized algorithm k-step 1  derivative block 
methods for solving any  order ordinary differential equations. This work is 
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an extension of [10], which proposed a generalized algorithm for developing 
block methods without the introduction of higher derivatives. 
This article is organized as follows: Section 2 presents the generalized 
algorithm for developing k-step higher derivative block methods with sample 
second order and third order block methods developed in Sections 3 and 4 
respectively. The basic properties of the block methods developed in Sections 3 
and 4 are also highlighted. Certain numerical examples are considered in 
Section 5 and the article is concluded in Section 6. 
2 Generalized Algorithm for k-Step Higher Derivative Block 
Methods 
Considering the general form of  order ordinary differential equation 
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Extending the generalized algorithm presented by [10] for k-step block methods 
to accommodate the presence of higher derivatives, the following algorithm is 
presented for developing k-step 1  derivative block methods for solving 
 order ODEs. 
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and the condition	  is set to avoid an underdetermined system. The 
unknown ∅, ,  and  coefficients are obtained from 
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To ascertain that there are no linearly dependent columns or rows det
0 ,	the rank of the matrix is investigated when developing the block methods. 
Note that the approach in [7] for developing multistep methods using Taylor 
series expansion is adopted to expand individual terms in Eq. (1) and Eq. (2) to 
obtain the unknown coefficients. The conventional Taylor expansions concept is 
defined for   about  as 
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A more detailed explanation is given in the following subsections, where the 
new generalized algorithm is used to develop k-step 1  derivative block 
methods for , 2,2  and , 3,3 . 
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3 Development of Two-Step Third Derivative Block Methods for 
Second Order ODEs 
Consider developing a two-step third derivative block method for second order 
ODEs, that is 2 and 2. Substituting  and  in Eq. (1) and Eq. (2) 
gives 
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Expanding 1ny   using Taylor series yields:  
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Equating coefficients of  on both the left- and right-hand sides of the 
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where truncation is made such that the number of unknowns equals the number 
of equations. Rewriting Eq. (8) in matrix form  gives: 
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 has rank = 6, which implies that there 
are no linearly dependent columns or rows and the inverse exists. These 
matrices correspond to the definitions assigned in Eq. (3) above and to obtain 
the unknown coefficients, the matrix inverse approach is adopted to obtain 
    2 2 2 3 3 313 59 8 1110 11 12 10 11 12 42 6 42 1680 105 1680, , , , , , , , , ,T h h h h h h         . 
Following the same approach for , the unknown coefficients are obtained 
as:  
    2 2 2 3 3 379 16 19 2 16 420 21 22 20 21 22 105 15 105 21 105 105, , , , , , , , , ,T h h h h h h         . 
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Furthermore, in the case of obtaining the coefficients for , the same 
approach is followed as for  using Taylor series expansion to obtain: 
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Equating coefficients of  on both the left- and right-hand side of the 
equation gives the following system of equations: 
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Rewriting Eq. (10) in matrix form  gives: 
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which also corresponds to the definitions assigned in Eq. (3) above. The matrix 
inverse approach is adopted to obtain the unknown coefficients as: 
    2 2 2101 8 11 13101 111 121 101 111 121 240 15 240 240 6 80, , , , , , , , , ,T h h h h h h          
Similarly, the unknown coefficients for  are obtained as: 
   2 27 16 7201 211 221 201 211 221 15 15 15 15 15, , , , , , , , ,0,T h h h h h         
Substituting all obtained coefficients back in Eq. (7) gives the two-step third 
derivative block method for solving second order ordinary differential equations 
as: 
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4 Properties of the Two-Step Third-Derivative Block Method 
The following properties of the two-step third-derivative block method are 
discussed: order, zero-stability, consistency and convergence. 
Following the definition of Equation (11), the individual terms of the two-step 
third derivative block method are expanded using Taylor series expansions 
about . The order of the two-step third derivative block method is 
obtained to be 6. 
Secondly, to analyze the two-step third derivative block method for zero-
stability, the modulus of the roots of its first characteristic polynomial is 
expected to be simple or less than one. Thus, the correctors of the two-step third 
derivative block method are normalized to give the first characteristic 
polynomial as 0 1
0 1
 with roots satisfying 1. 
The two-step third derivative block method is consistent if it has order 1  as 
satisfied in the previous paragraphs. Therefore, the two-step third derivative 
block method is convergent [12]. 
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5 Development of Three-Step Fourth Derivative Block Methods 
for Third Order ODEs 
Consider developing a three-step higher derivative block method for third order 
ODEs, i.e. 3 and 3.  
Substituting k and m in Eq. (1) and Eq. (2) gives: 
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h h h
n n
y x hy x y x y x y x
y x y x y x y x
y x y x hy x y x
y x y x hy x y x
y x y x y x hy x
y x y x y
 

   
   
    
   




     
                     
                  
                   
                     








3 3 34 5 6 7
2! 3! 4!
4 4 5 6
10 11 2!
7 8 4 5
123! 4!
2 2 26 7 8 4
132! 3! 4!










n n n n
h
n n n n
h h
n n n n
h h h




hy x y x y x y x
y x y x hy x y x
y x y x y x hy x
y x y x y x y x






    
   
    
    





  )}nx 
  
Equating coefficients of  on both the left- and right-hand side of the 




       
             
         
3
4
5 2 2 2
6 3 3 3 2 2 2
7 4 4 4 3
10 11 12 133!
11 12 13 10 11 12 134!
2 3
11 12 13 11 12 135! 2! 2! 2!
2 3 2 3
11 12 13 11 12 136! 3! 3! 3! 2! 2! 2!
2 3 2





h h h h
h h h h h h h
h h h h h
h h h
h h h
   
      
     
     
   
   
      
     
     
        
             
3 3
8 5 5 5 4 4 4
3
12 133! 3!
2 3 2 3
11 12 13 11 12 138! 5! 5! 5! 4! 4! 4!
h h
h h h h h h h
 
     

     
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             
             
9 6 6 6 5 5 5
10 7 7 7 6 6 6
2 3 2 3
11 12 13 11 12 139! 6! 6! 6! 5! 5! 5!
2 3 2 3
11 12 13 11 12 1310! 7! 7! 7! 6! 6! 6!
h h h h h h h
h h h h h h h
     
     
     
     
  (15) 
Rewriting Eq. (15) in matrix form  gives: 
 
     
           
           
           
           
           
2 2 2
3 3 3 2 2 2
4 4 4 3 3 3
5 5 5 4 4 4
6 6 6 5 5 5
7 7 7 6 6 6
2 3
2! 2! 2!
2 3 2 3
3! 3! 3! 2! 2! 2!
2 3 2 3
4! 4! 4! 3! 3! 3!
2 3 2 3
5! 5! 5! 4! 4! 4!
2 3 2 3
6! 6! 6! 5! 5! 5!
2 3 2 3
7! 7! 7! 6! 6! 6!
1 1 1 1 0 0 0 0
0 2 3 1 1 1 1







h h h h h h
h h h h h h
h h h h h h
h h h h h h






























































                                              
 (16) 
where 
     
           
           
           
           
           
2 2 2
3 3 3 2 2 2
4 4 4 3 3 3
5 5 5 4 4 4
6 6 6 5 5 5
7 7 7 6 6 6
2 3
2! 2! 2!
2 3 2 3
3! 3! 3! 2! 2! 2!
2 3 2 3
4! 4! 4! 3! 3! 3!
2 3 2 3
5! 5! 5! 4! 4! 4!
2 3 2 3
6! 6! 6! 5! 5! 5!
2 3 2 3
7! 7! 7! 6! 6! 6!
1 1 1 1 0 0 0 0
0 2 3 1 1 1 1







h h h h h h
h h h h h h
h h h h h h
h h h h h h




























 has rank = 8, which 
implies that there are also no linearly dependent columns or rows and the 
inverse exists. These matrices likewise correspond to the definitions in Eq. (3). 
The unknown coefficients are obtained below: 
 
 
 3 3 3 3 4 4 4 4
10 11 12 13 10 11 12 13
62387 89 439 1031 1879 359 13 17
544320 3360 20160 272160 181440 10080 960 18144
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       
   
  
Next the unknown coefficients for  and  are obtained as:  
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 
 3 3 3 3 4 4 4 4
20 21 22 23 20 21 22 23
5048 164 4 244 172 4 34 4
8505 315 21 8505 2835 15 315 567
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       




 3 3 3 3 4 4 4 4
30 31 32 33 30 31 32 33
657 2187 2187 117 351 729 729 27
448 1120 2240 1120 2240 1120 2240 1120
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       
   
  
In obtaining the coefficients for , Taylor series expansion is used, which 
gives: 
 
                         
                       
                
                     
                   
2 3 4
5 6 7 8
2 3 4
2 3
1 2 3 4 5
2! 3! 4!
6 7 8 9
5! 6! 7! 8!
1 2 3 3
101 111
4 5 6 7
2! 3! 4!






n n n n n
h h h h
n n n n
n n n n
h h h
n n n n
h h
n n n n
y x hy x y x y x y x
y x y x y x y x
y x hy x y x y x
hy x y x y x y x
y x hy x y x y x
 

   
    
   
    





                   
                    
                     
                   








2 37 3 4 5
1314! 2!
3 36 7 4 4
101 1113! 4!
5 6 7 8
2! 3! 4!
2 24 5 6 7
121 2! 3!










n n n n
h h
n n n n
h h h
n n n n
h h
n n n n
h h
n n n n
h
y x y x hy x y x
y x y x y x y x
hy x y x y x y x
y x hy x y x y x





    
    
    
   










)}hn ny x y x 
  




       
             
     
2
3
4 2 2 2
5 3 3 3 2 2 2
6 4 4
101 111 121 1312!
111 121 131 101 111 121 1313!
2 3
111 121 131 111 121 1314! 2! 2! 2!
2 3 2 3







h h h h




   
      
     
     

   
      
     
     
         
4 3 3 3
3 2 3
121 131 111 121 1314! 4! 3! 3! 3!
h h h h       
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             
             
             
7 5 5 5 4 4 4
8 6 6 6 5 5 5
9 7 7 7 6 6 6
2 3 2 3
111 121 131 111 121 1317! 5! 5! 5! 4! 4! 4!
2 3 2 3
111 121 131 111 121 1318! 6! 6! 6! 5! 5! 5!
2 3 2 3
111 121 131 111 121 1319! 7! 7! 7! 6! 6! 6!
h h h h h h h
h h h h h h h
h h h h h h h
     
     
     
     
     
     
 (17) 
Rewriting Eq. (17) in matrix form  gives: 
 
     
           
           
           
           
           
2 2 2
3 3 3 2 2 2
4 4 4 3 3 3
5 5 5 4 4 4
6 6 6 5 5 5
7 7 7 6 6 6
2 3
2! 2! 2!
2 3 2 3
3! 3! 3! 2! 2! 2!
2 3 2 3
4! 4! 4! 3! 3! 3!
2 3 2 3
5! 5! 5! 4! 4! 4!
2 3 2 3
6! 6! 6! 5! 5! 5!
2 3 2 3
7! 7! 7! 6! 6! 6!
1 1 1 1 0 0 0 0
0 2 3 1 1 1 1







h h h h h h
h h h h h h
h h h h h h
h h h h h h






























































                                              
 (18) 
corresponding to the definitions in Eq. (3). The values of the unknown 
coefficients are given below: 
 
 
 2 2 2 2 3 3 3 3
101 111 121 131 101 111 121 131
19519 1301 181 3329 371 313 89 137
68040 10080 2520 272160 12960 2520 2016 45360
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       
   
 
Similarly, the unknown coefficients for  and  are obtained as: 
 
 
 2 2 2 2 3 3 3 3
201 211 221 231 201 211 221 231
5731 296 109 344 2606 20 52 4
8505 315 315 8505 2835 63 315 405
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       




 2 2 2 2 2 3 3 3
301 311 321 331 301 311 321 331
603 2187 729 27 27 243 243 9
560 1120 560 160 224 560 1120 280
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       
   
  
while the coefficients for ,  and  are obtained as:  
 
 
 2 2 2 2
102 112 122 132 102 112 122 132
6893 313 89 397 1283 851 269 163
18144 672 672 18144 30240 3360 3360 30240
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       
   
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 
 2 2 2 2
202 212 222 232 202 212 222 232
223 20 13 20 43 16 19 8
567 21 21 567 945 105 105 945
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       




 2 2 2 2
302 312 322 332 302 312 322 332
93 243 243 93 57 81 81 57
224 224 224 224 1120 1120 1120 1120
, , , , , , ,
, , , , , , ,
T
h h h h h h h h
       
  
 
Substituting all obtained coefficients back in Eq. (14) gives the three-step fourth 
derivative block method for solving third order ordinary differential equations 
as: 
       
 






1 1 2 32! 544630
1 2 3544320
21 2
2 1 2 32! 8505
1 2544320
62387 14418 11853 2062
5637 19386 7371 510 ,
2 5048 4428 1620 244
516 2268 918
h h
n n n n n n n n
h
n n n n
h h
n n n n n n n n
h
n n n
y y hy y f f f f
g g g g
y y hy y f f f f
g g g
   
  
   
 
      
   
      
   
       
 







3 1 2 32! 2240
1 2 3544320
1 1 2
1 1 2 3272160
1272160
60 ,
3 3285 4374 2187 234
351 1458 729 54 ,




n n n n n n n n
h
n n n n
h




y y hy y f f f f
g g g g
y y hy f f f f
g g g

   
  
   


      
   
     
   
       
 








2 1 2 38505
1 2 3272160
1 1 2




2 5731 7992 2943 344
618 2700 1404 84 ,
3 1206 2187 1458 189
135 486 243 36
n
h
n n n n n n n
h
n n n n
h
n n n n n n n
h
n n n n
n
g
y y hy f f f f
g g g g
y y hy f f f f
g g g g
y
 
   
  




     
   
     
   
     
 
     
 











34465 422 19548 3329
7791 33804 12015 822 ,
5731 7992 2943 344
618 2700 1404 84 ,
1206 2
h
n n n n n
h
n n n n
h
n n n n n n
h
n n n n
h
n n n
y f f f f
g g g g
y y f f f f




   
  

    
   
    
   





135 486 243 36
n n n
h
n n n n
f f f




   
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6 Properties of the Three-Step Fourth-Derivative Block Method 
The following properties of the three-step fourth derivative block method are 
discussed: order, zero-stability, consistency and convergence. 
Following the same approach as the two-step third derivative block method, the 
correctors of the three-step fourth derivative block method are also expanded 
using Taylor series about . The order of the three-step fourth derivative 
block method is obtained to be 8. 
Secondly, to analyze the three-step fourth derivative block method for zero-
stability, the modulus of the roots of its first characteristic polynomial is 
expected to be simple or less than one. Thus, the correctors of the three-step 





 with roots satisfying 1. 
The three-step fourth derivative block method is consistent if it has order 1  
as satisfied in the previous paragraphs. Therefore, the three-step fourth 
derivative block method is convergent [12]. 
7 Numerical Examples 
This section considers certain linear and non-linear second and third order 
ordinary differential equations. The developed methods in Sections 3 and 4 
above are adopted to solve these ODEs (encompassing both initial and 
boundary value problems) and a comparison is made with previous works. 
Problem 1. Consider the non-linear second order initial value problem 
        2 12'' ' 0, 0 1, ' 0 ,  0,1y x y y y x      
with exact solution: 1 ln	 . 
This initial value problem was compared with [9], where a hybrid order six 
block method was presented with  as presented in Table 1. The common 
ground for comparison is in terms of the order of the block methods since the 
two-step third-derivative block method and the hybrid block method presented 
by [9] are both of order six.  
Problem 2. Consider the linear second order initial value problem 
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      26 6'' ' 0, 1 1, ' 1 1,  0,x xy y y y y x hN       
with exact solution:  
The number of steps  considered for this initial value problem is 10 
with respect to the selected step-size 
.
.  The results as displayed in Table 
2 were compared to the solution obtained by order six hybrid block method 
presented by [13]. The block method compared to [13] is the order six two-step 
third-derivative block method. 
Problem 3. Consider the non-linear second order boundary value problem 
        3 4318 3'' 32 2 ' , 1 17, 3 ,  1,3y x yy y y x        
with exact solution: 2 16xy x   
The boundary value problem defined here was solved by [14] using an order six 
self-starting block method and 0.1. Thus, since the basis for comparison is 
the equal order of the methods, the suitable block method is the two-step third-
derivative block method. The details of the results obtained can be seen in 
Table 3. 
Problem 4. Consider the special third order initial value problem 
        ''' , 0 1, ' 0 1, '' 0 1,  0,1y y y y y x        
with exact solution: . 
This third order IVP was compared with [4] in which the authors present an 
order eight block method with 0.1. Table 4 shows the comparison of the 
method in [9] with the order eight three-step fourth-derivative block method. 
Problem 5. Consider the non-linear third order boundary value problem 
          33''' 2 4 1 , 0 0, ' 0 1, 1 ln 2,  0,1yy e x y y y x          
with exact solution: ln	 1 . 
The third order BVP defined here was solved by [15] using an order eight block 
method and compared with the three-step fourth-derivative method also of order 
eight. The step-size h for this problem varied with respect to the number of 
steps (N) as shown in Table 5. The maximum error (MAXE) at the boundary 
1 was recorded for 7,14,28,56. 
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Table 1 Comparison of the Two-Step Third Derivative Block Method with [9] 
for Solving Problem 1. 



















































CPU Time N/A ≈ 0.59 secs 
Note: TSTD: Two-step third derivative block method. 
Table 2 Comparison of the Two-Step Third Derivative Block Method with 
[13] for Solving Problem 2. 



















































CPU Time N/A ≈ 0.06 secs 
Note: TSTD: Two-step third derivative block method. 
Table 3 Comparison of the Two-Step Third Derivative Block Method with 
[14] for Solving Problem 3. 
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CPU Time N/A ≈ 0.12 secs 
Note: TSTD: Two-step third derivative block method. 
Table 4 Comparison of the Three-Step Fourth Derivative Block Method with 
[4] for Solving Problem 4. 



















































CPU Time N/A ≈ 0.06 secs 
TSFD: Three-step fourth derivative block method. 
Table 5 Comparison of the MAXE for the Three-Step Fourth Derivative Block 
Method with [15] for Solving Problem 5. 
N Exact Solution 
Computed Solution 
(TSFD) 















≈ 0.10 secs 
≈ 0.15 secs 
≈ 0.30 secs 









Note: TSTD: Two-step third derivative block method, TSFD: Three-step fourth derivative 
block method, N: Number of steps, MAXE:  Maximum error, N/A: Not available. 
8 Conclusion 
This article presented a new approach to developing block methods for solving 
 order ordinary differential equations with the presence of 1 . The 
generalized approach is seen to be quite flexible as the algorithm can 
simultaneously produce block methods of step length k for solving any order m 
of ordinary differential equations. The sample methods developed using this 
new approach were seen to satisfy the basic properties to ensure convergence 
and their accuracy is also displayed (see Tables 1-5). Thus, this new generalized 
approach is quite suitable for developing block methods for solving higher order 
ODEs. 
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