A new potential-based TDIE formulation for dielectric regions is proposed that directly uses magnetic current densities as unknowns. This new formulation avoids the use of inconvenient integral operators that complicate the discretization, while also providing simpler computation of far-field results due to direct access to the magnetic current density. Appropriate marching-on-in-time discretization schemes are discussed so that stable results can be achieved at middle frequencies. Overall, this results in the improved performance of these new equations compared to previous formulations. The accuracy and stability of this new formulation is demonstrated through numerical results.
I. INTRODUCTION
Modern applications of electromagnetic and quantum physics need computational electromagnetics (CEM) tools to analyze challenging problems; namely, the very broadband analysis of multiscale/subwavelength dielectric geometries [1] . To address this, the A-Φ formulation is being used to develop new CEM solvers based directly on the magnetic vector (A) and electric scalar (Φ) potentials [1] , [2] . However, integral equation formulations to date have been for perfectly conducting objects; making them inapplicable to many quantum optics applications of interest [3] .
This work begins to address this by presenting a set of potential-based time domain integral equations (TDIEs) for dielectric regions that utilize magnetic current densities as unknowns. This results in improved performance compared to TDIEs based on frequency domain formulas derived in [1] . Further, we provide guidelines on what basis and testing functions can be used in a marching on in time (MOT) discretization of the presented equations to achieve stable results in practice. The stability and accuracy at middle frequencies of this formulation is shown through numerical results.
II. FORMULATION
To begin deriving surface integral equations, the potentials are introduced in the standard way so that they automatically satisfy Maxwell's equations. Applying the Lorenz gauge condition, simple Helmholtz wave equations for both A and Φ can be derived [1] . Leveraging appropriate Green's theorems for each wave equation, equivalence principles for the potentials can be determined. The extinction theorem can then be applied to determine surface integral equations, as shown in [1] , [4] .
For dielectric regions, this process must be performed for both the interior and exterior domains to the interface to formulate enough integral equations to solve for the unknowns.
Performing this process with the equivalence principle equations given in [1] leads to vector potential integral equations of the following form:
A, and subscripts denote which region's material properties should be used in the equations. Further,
τ i = t−R/c i ,R is a unit vector from r to r, and ∂ −1 t denotes a time integration from −∞ to the temporal argument of the function it is applied to.
Unfortunately, the discretization of the third integral operator in (1) is problematic since the dominant near-field contributions are not captured by typical testing functions, such as an RWG. Further, extracting certain far-field results is also more difficult since there is no direct access to the magnetic current density (M) that appears in many formulas. Both these issues can be avoided by modifying (1) so that it directly uses M as an unknown. The details of this are omitted due to space limitations, but involves standard vector calculus operations and identities, as well as the wave equation that defines the scalar Green's function.
Performing these steps results in the following set of integral equations for a single dielectric interface:
(5)
where .
III. DISCRETIZATION & NUMERICAL RESULTS
Correct selection of basis and testing functions are essential to have a stable MOT discretization of (4)-(7). We begin by discussing the spatial basis and testing functions that can be used. Both J and M need div-conforming functions, so it is easiest to discretize J with RWGs and M with Buffa-Christiansen functions. For simplicity, both Π and Φ are discretized with constants over single triangles on the primal mesh. Testing of (4) and (6) is performed with RWG functions, while (5) and (7) are tested with constants over single triangles on the primal mesh.
Temporal basis functions are especially important to be selected appropriately for stability. For these equations, J, M, and Π should all be discretized with a pulse function, i.e., it is constant over two time steps. The Φ unknown has a different temporal regularity, and so needs a different basis function. In particular, a triangle function is used.
Results are shown for one simulation here, but similar results have been observed for others. The object analyzed is a 1 meter radius sphere with r = 2.56. The simulation is performed at a 50 MHz center frequency, a bandwidth of 40 MHz, and a time step of 0.56 ns. The stability is shown in Fig. 1 and the accuracy in Fig. 2 , validating the formulation.
IV. CONCLUSION
This work presented an improved potential-based TDIE formulation for dielectric regions that is expected to couple to quantum mechanical calculations better than traditional methods. These new equations utilize magnetic current densities directly in the integral equations, allowing for simpler discretization and computation of far-field results than existing formulations.
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