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Abstract
This paper addresses the Multi-Robot Patrolling Problem, where agents must coordi-
nate their actions while continuously deciding which place to move next after clearing
their locations. This problem is commonly addressed using centralized planners with
global knowledge and/or calculating a priori routes for all robots before the beginning
of the mission. In this work, two distributed techniques to solve the problem are proposed.
These are motivated by the need to adapt to the changes in the system at any time and the
possibility to add or remove patrolling agents (e.g., due to faults).
The first technique presented is greedy and aims to maximize robot’s local gain. The
second one is an extension of the former, which takes into account the distribution of
agents in the space to reduce interference and foster scalability.
The validation of the proposed solution is preliminarily conducted through realistic
simulations as well as experiments with robot platforms in a small lab scenario. Sub-
sequently, the work is verified in a large indoor real-world environment with a team of
autonomous mobile robots with scalability and fault-tolerance assessment.
Keywords:
Distributed Systems, Multi-Robot Patrol, Scalability, Fault-Tolerance, Security
1. Introduction
Over the past couple of decades, research in multi-robot systems (MRS) has witnessed
progress as never before. More particularly, multiple robots have been increasingly used
in military and security applications, taking advantage of space distribution, parallelism,
task decomposition and redundancy. In this context, there have been several advances
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in multi-robot patrolling and coverage, map learning, graph-exploration and networked
robots [1].
This work addresses MRS for cooperative patrolling missions in realistic scenarios. To
patrol is herein defined as “the activity of going around or through an area at regular in-
tervals for security purposes” [2]. It requires every position in the environment, or at least
the ones that need surveillance, to be regularly visited, assuring a minimum frequency for
verifying the existence of intruders or other anomalies. Being monotonous and repetitive,
these missions may also be dangerous (e.g., patrolling in hazardous environments). There-
fore, using MRS in this context can be advantageous to secure human lives in applications
like mine clearing [3], search and rescue operations [4] or surveillance [5], enabling human
operators to be occupied in nobler tasks like monitoring the system from a safer location
[6].
In the coverage problem, the environment is usually modeled as a grid-like map re-
quiring the team of robots to sweep all cells of the environment. Conversely, in the area
patrolling problem, it is common to abstract the environment through a topological, graph-
like map and robots are expected to have improved sensing abilities, meaning that they
need to visit regularly all important places in the environment without necessarily going
everywhere. Thus, the Multi-Robot Patrolling Problem (MRPP) requires coordination of
agents decision-making with the ultimate goal of achieving optimal group performance.
Additionally, it aims at monitoring environments, obtaining information, searching for
objects, detecting anomalies and clearing areas in order to guard the grounds from intru-
sion. Consequently, performing a patrolling mission with a team of any given number of
autonomous and cooperative robots distributed in space represents a complex challenge.
To approach this problem, we propose two distributed solutions that make their deci-
sions using a Bayesian-based mathematical formalism to coordinate the team of mobile
robots. As will be seen, the main advantages of this framework are the adaptability to
the system’s needs, which results from providing the robots with suitable autonomy; the
straightforwardness of implementation; and the quality of the technique when placed in
comparison against other techniques, leading to a scalable and fault-tolerant solution.
In the next section, a literature review is conducted and the contributions of the paper
are described. Afterwards, the MRPP is defined and the performance metric is presented
in section 3. The following section describes the two distributed multi-robot patrolling
strategies proposed in this paper. Sections 5, 6 and 7 present the results obtained both
through simulations and hardware experiments, as well as a discussion of the facets of the
problem. Finally, the article ends with conclusions and open issues for future research.
2
2. Related Work
Research on the patrolling problem with multiple robots has focused on three different
fronts: adversarial patrol (cf., [7], [8]), perimeter patrol (cf., [9], [10]) and area patrol (cf.,
[11], [12]). In adversarial patrol, the team of robots assumes the existence of an intruder
and the aim is to coordinate the searchers to capture the opponent as quickly as possible.
On the other hand, the main focus of perimeter and area patrol is to guarantee frequent
visits to strategic places in the environment for security purposes. However, in perimeter
patrol, the agents only move in the boundaries of the environment, whilst in area patrol,
agents conduct their tasks throughout the environment. Henceforth, the focus is mainly on
the latter and the expression MRPP is used to refer to this particular problem.
Several theoretical contributions to the MRPP have already been presented [11], [13],
[14] and it has been shown that the problem is NP-hard. Nevertheless, based on a topo-
logical representation of the environment and using global/centrali-zed information, it is
commonly accepted in the literature that optimal patrolling can be obtained if all robots
follow the same TSP1 or Hamilton cycle, equally distributed in time and space [15], [16].
However, these cycles are not trivial to compute in sparse topologies (the case of most
real world environments), not even existing in most cases. In addition, according to [17],
“these classical optimization problems do not capture the repetitive, and hence dynamic,
aspect of the patrolling problem, nor the synchronization issues that arise when a timing
among the visits of certain zones is required”.
Beyond these contributions, several authors have proposed distinct solutions for multi-
robot coordination in patrolling missions based on a variety of concepts. Simple pioneer
architectures, using agents guided to locations that have not been visited for a while, were
firstly introduced in [18] and further explored in [19]. These architectures differ on the
basis of their agents’ capabilities, perception, communication and decision-making. Al-
though assuming several simplifications in the simulation environment used, the authors
concluded that, in some cases, simple strategies with reactive agents, even without com-
munication capabilities, can achieve equivalent or improved performance when compared
to more complex ones. Following these studies, other models have been proposed sub-
sequently. Numerous works explore graph theory tools like spanning trees [20], [21] or
graph partitioning [22], [23] to compute minimal-cost cycles that assign efficient routes
for each robot in the patrolling mission.
Several other models have been proposed to coordinate the patrolling agents. In [24],
the problem is seen in a task allocation perspective, where each robot is assigned a differ-
ent region to visit. Similarly, in [25], the authors make use of group-level task allocation in
1TSP stands for the well-known Travelling Salesman Problem (a NP-hard problem).
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an area reconnaissance scenario, where multiple robots cooperate by sharing the subcom-
ponents of a task through task tree auctions. The concept of auctions and market-based
coordination is also explored in other works, such as [26] and [27], where agents bid to
exchange vertices of the patrol graph to increase overall patrol effectiveness. In [28], the
patrolling task is modeled as a reinforcement learning problem in an attempt to allow au-
tomatic adaptation of the agents’ strategies to the environment. In summary, agents have a
probability of choosing an action from a finite set of actions, having the goal of maximiz-
ing a long-term performance criterion, in this case node idleness. Reinforcement learning
is also adopted by Ishiwaka et al. [29] to model the behavior of a team of agents, which
aim at predicting the location of their teammates as well as the movement direction to a
common target. In identical surveillance application scenarios, where the threat of having
adversarial agents is an important issue, the problem is commonly addressed using game
theory tools [8], [30]. Moreover, in [31] the patrolling problem is casted as a multi-agent
Markov decision process, where a reactive and a planning-based technique are compared.
The authors conclude that both perform similarly, with the latter being slightly superior in
general, since it looks further ahead than the former, which is purely local. However, the
reactive technique runs much faster, suggesting that a simple and computationally cheaper
approach can be used in many applications, instead of more complex strategies which
only perform slightly better. Chen and Yum [32] also formulated the problem as a Markov
decision process and proposed a patrol routing strategy under a finite horizon approxi-
mation. In addition, reactive agents and swarm-based solutions to the patrolling problem
have been studied by [33] and [34], where it is assumed that agents have limited computa-
tional power, communication abilities and memory storage. Finally, other reactive-driven
methods have been proposed by [35] and [36] using the concept of artificial forces. For a
more detailed survey of multi-robot patrolling strategies, the interested reader should refer
to [37].
Despite the diversity of techniques proposed, there is an evident lack of implementa-
tion using physical MRS. Only sporadic studies have gone beyond simulations. In fact,
all simulators use simplifying approximations to some extent. In some cases, this may
jeopardize the validity of the outcome, which departs from observations in the real world.
Furthermore, the MRPP is mainly a practical problem and it is essential to validate con-
vincing real world solutions as well as comparing different techniques.
In the past, Cabrita et al. [38] successfully employed a team of Roomba robots, which
navigated through indoor corridors aiming at monitoring the environment by collecting
samples of alcohol concentration and temperature. To this end, the Multilevel Subgraph
Patrolling (MSP) algorithm, which partitions the environment in regions and assigns a
region to each robot [39], was adopted. Similarly, Iocchi et al. [40] tested both a cyclic
and a partitioning strategy, addressing coordinated robot behavior. Their experiments were
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validated using realistic simulations as well as employing Erratic platforms in an indoor
environment. Finally, Pasqualetti et al. [17] focused on constructing tours using graph-
theoretic techniques, instructing the robots to travel according to an Equal-Time-Spacing
trajectory. Experiments were conducted in an indoor lab scenario also using Erratic mobile
robots.
These approaches have in common the fact that the patrolling routes for each robot
were computed a priori by a centralized entity using global information and later passed
on to the robots. Predefined routes may ensure good patrol performance in several ap-
plications, however deterministic solutions ease the task of an intruder that aims to break
into the environment [7]. In contrast, we extend our previous work [41] by validating
a distributed coordination approach in a large indoor real-world environment, where fully
autonomous agents decide locally and sequentially their patrol routes according to the state
of the system, without requiring a central planner. It is shown that agents can coordinate
effectively, using distributed communication, independently of the number of robots in the
team. Additionally, it is also demonstrated that the approach is robust to robot failures.
In a previous study [12], it was concluded that research should be oriented towards
multi-robot patrolling strategies that minimize the effect of interference between agents
in order to increase the team’s scalability. Hence, preliminary Bayesian-based techniques
are herein proposed to assist the agents local decision-making process according to the
state of the system in their neighborhood as well as the positions of other teammates. This
framework is adopted due to its proven efficiency when handling problems that deal with
uncertainty [42], [43]. In this work, the models proposed are simple and can easily be
reproducible and expanded in the future. Also, the focus is especially put on practical ex-
perimentation and showing that simple models, as those proposed in the article can attain
exceeding results in the field. To summarize, the contributions of this work to the state-of
the-art are as follows:
• Description of two distributed and scalable approaches to the MRPP, whose effec-
tiveness is attested in the experiments conducted.
• Definition of a Bayesian-inspired mathematical formalism using conditional proba-
bility distributions in the context of MRPP, providing adaptability to the system and the
flexibility to add and remove decision variables.
• Qualitative comparison against several approaches in the state of the art, in terms of
performance and scalability, showing important advantages of the proposed solutions by
means of simulations using Stage/ROS [44].
• The work is initially verified with low-cost platforms in a lab scenario and an imple-
mentation of a system for multi-robot patrol in a real-world scenario is presented.
• Beyond the good performance and ability to scale to larger teams, we demonstrate
that the system is robust to robot failures and communication errors, and we also show that
5
simulations conducted are realistic and present similar results to real world tests.
This paper is a culmination of two previous works [45], [41], yet it distinguishes itself
from these previous publications by presenting a more thorough and detailed literature
survey and the development of a fully distributed system, carrying out new simulation
experiments and experiments in an indoor infra-structure with detailed discussion of im-
plementation aspects. Also novel is the assessment through real world experiments on the
adaptability, scalability and fault-tolerance nature of the approach, as well as the assess-
ment of the realism of Stage/ROS simulations and the analysis of how communication
errors affect the system’s performance.
3. Problem Definition
In this work, the problem of efficiently patrolling a given environment with an arbitrary
number of robots is studied. Agents are assumed to have an a priori map of the environ-
ment and through a graph extraction algorithm [46], they obtain an undirected, connected
and metric navigation graph G = (V,E) with vi ∈ V vertices and ei, j ∈ E edges. Each ver-
tex represents a specific location that must be visited regularly and each edge represents
the connectivity between these locations, having a weight |ei, j| defined by the metric dis-
tance between vi and v j. |V| represents the cardinality of the set V and |E| represents the
cardinality of the set E . Seeing as undirected graphs are assumed, then: |E| ≤ |V|·(|V|−1)2 .
Informally, a good strategy is one that minimizes the time lag between two passages to
the same place and for all places. Thus, the MRPP can be reduced to coordinate robots in
order to visit frequently all vertices of the graph, ensuring the absence of atypical situations
with respect to a predefined optimization criterion.
In order to address and compare the performance of different patrolling algorithms,
it is important to establish an evaluation metric. Diverse criteria have been previously
proposed to access the effectiveness of multi-robot patrolling strategies. Typically, these
are based on the idleness of the vertices, the frequency of visits or the distance travelled by
agents [40]. In this work, the first one has been considered [12], given that it measures the
elapsed time since the last visit from any agent in the team to a specific location. Idleness
is intuitive to analyze and brought into confrontation with the possibility of attacks to the
system, seen as it uses time units. Thus, in the following equations, we define important
variables used in the remaining sections of the article.
The instantaneous idleness of a vertex vi ∈ V in time step t is defined as:
Ivi(t) = t− tl, (1)
where tl corresponds to the last time instant when the vertex vi was visited by any robot of
the team.
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Consequently, the average idleness of a vertex vi ∈ V in time step t is defined as:
Ivi(t) =
Ivi(tl) ·Ci+Ivi(t)
Ci+1
, (2)
where Ci represents the number of visits to vi. Considering now IV as the set of the average
idlenesses of all vi ∈ V , given by:
IV = {Iv1, ...,Ivi, ...,Iv|V |}, (3)
the maximum average idleness of all vertices max(IV) in time step t is defined as:
max(IV)(t) = max{Iv1(t), ...,Ivi(t), ...,Iv|V |(t)}. (4)
For simplicity of notation, let us omit (t) whenever timing is not relevant. Finally, in
order to obtain a generalized measure, the average idleness of the graph G (IG) is defined
as:
IG = 1|V|
|V|
∑
i=1
Ivi . (5)
A similar assumption to other works in the literature ([11], [18]) is taken in the begin-
ning of the experiments, where for all vi ∈ V , Ivi(0) = 0, as if every vertex had just been
visited, when the mission started. As a consequence, there is a transitory phase in which
the IG values tend to be low, not corresponding to the reality in a steady-state phase, as
will be seen in the results section. For this reason, the final IG value is measured only after
convergence in the stable phase.
Considering a patrol path as an array of vertices of G, the multi-robot patrolling prob-
lem can be described as the problem of finding a set of paths x which visit all vertices
vi ∈ V of the graph G, using an arbitrary team of R robots, with the overall team goal of
minimizing IG :
f = argmin
x
(IG) , (6)
by finding:
x = {x1, ...,xr, ...,xR} , (7)
such that:
xr = {va,vb, ...} , (8)
va,vb, ... ∈ V ,
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1≤ r ≤ R,R ∈ N,
subject to:
∀vi ∈ V,∃xr ∈ x : vi ∈ xr . (9)
Note that xr represents the patrolling path of robot r, which has an arbitrary dimension
that depends on each robot’s decisions and va,vb, ... are generic vertices in V , which do
not imply any specific order.
In this work, instead of relying in precomputed offline routes, which is common in
classical approaches, the patrolling route xr of each robot is built online according to the
state of the system. Furthemore, all robots are endowed with autonomous decision-ma-
king capabilities, being able to decide their own moves, instead of following routes that
are computed by a centralized entity.
4. Distributed Patrolling Strategies
In this section, the proposed distributed strategies for the MRPP are presented. Based
on a preliminary Bayesian-based formalism, a model was developed to support the local
decision-making process of each robot when patrolling the environment. More specifi-
cally, the model represents the decision of moving from one vertex of the graph to an-
other. Consider the degree of a vertex vi (i.e., the number of adjacent vertices of vi) as
deg(vi) = β . For β neighbors, the model is applied independently β times. Each decision
is considered independent and the agents have the ability to choose the action which has
the greatest expectation of utility, weighted by the effects of all possible actions. Thus,
each robot’s patrol route is built progressively, at each decision step, adapting to the sys-
tem’s needs; i.e., aiming at minimizing the average graph idleness time (IG). Special focus
is given in the next sections to the selection of proper statistical distributions to model the
data, in order to ensure the quality of the results [47].
Additionally, it is worth noting that the MRPP is NP-hard. In fact, Chevaleyre [11] pro-
vided the first theoretical analysis of the patrol problem, using the idleness performance
criterion on an undirected metric graph, similarly to the problem defined in section 3. He
was able to prove that it can be optimally solved using a TSP Tour. However, finding the
optimal path in the TSP is NP-Hard [48] [49]. Pasqualetti et al., which used the concept of
“refresh time” as a synonym for “idleness”, proved afterwards that the team refresh time
problem is NP-hard (cf. Theorem II.1 in [16]), i.e., given a generic roadmap and a team
of robots, finding a trajectory which minimizes team refresh time is NP-hard. This was
proven through reduction from the Traveling Salesman Problem. Moreover, for the metric
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problem instances2 of the TSP, there are several adequate approximation algorithms. For
instance, Christofides Algorithm [50] is able to compute a tour no longer than 3/2 times
the optimal in O(|V|3) computation time. In addition, the Lin-Kernighan heuristic [51],
typically finds tours within 5% of the optimal in O(|V|2.2) computation time.
Due to the NP-hardness nature of the MRPP, i.e., no polynomial time algorithm is
known to compute an optimal solution to the problem, we attempt to solve it in a dis-
tributed way by proposing two approaches based on heuristics. The effectiveness of the
approaches is shown later in section 5, when compared with other approaches in the liter-
ature.
4.1. Greedy Bayesian Strategy
Greedy strategies have been successfully used in several optimization problems, where
finding a global optimum in reasonable time bounds is impracticable. The idea behind such
strategies is to find the locally optimal choice at each stage. Based on this concept and on
Bayes rule, the Greedy Bayesian Strategy (GBS) is herein described.
After reaching a vertex v0 of the navigation graph, each robot is faced with a decision
stage, where it must decide the direction it should travel next, among all β adjacent ver-
tices. To that end, we define two fundamental random variables. The first one represents
the act of moving (or not) to a neighbor vertex vA:
move(vA) = {true, f alse}, (10)
while the second variable used in GBS represents the Gain GA of moving from the current
vertex (v0) to a neighbor vertex (vA), assuming constant speed (c) as:
GA(t) = c ·
(IvA(t)−IvA(t+∆t)
|eval|
)
, (11)
where t+∆t is the arrival time in vA, and ∆t = |e0A|/c. GA(t) is proportional to a difference
in the idlenesses values, representing a gain that the robot expects to obtain in moving
to a given vertex. Note however that GA(t) ≥ 0 because IvA(t +∆t) = 0, when the robot
reaches vA. Wherefore (11) is equivalent to:
GA(t) = c · IvA(t)|eval| . (12)
2In metric problem instances, the edge weights satisfy the triangle inequality as in the case of metric
graphs.
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For simplicity of notation, hereafter we write GA instead of GA(t), since every compu-
tation is done instantaneously.
In most cases, |eval| takes on the value of |e0A|, which is the distance between the two
vertices, given by the weight of the edge that connects v0 to vA. However, constraint (13) is
imposed in order to dimension |eval|, avoiding occasional situations where robots may get
trapped in local optima (i.e., repeatedly visiting vertices that are very close to each other):
|eval|=
{|emin|, if max{e0A, ...,e0β}> 2min{e0A, ...,e0β} ∧ |e0A|< |emin|
|e0A|, otherwise . (13)
In this work, robots update the instantaneous idleness time values online, by com-
municating to other robots when they reach another vertex of the navigation graph, in a
distributed way. Furthermore, in GBS agents are self-interested and the routes that they
take depend on the gain that they expect to obtain. Agents calculate the probability of
moving to a specific vertex i given its gain, applying Bayes rule:
P(move(vi)|Gi) = P(move(vi))P(Gi|move(vi))P(Gi) , (14)
P(move(vi)) represents prior knowledge or assumptions in the problem. For example,
certain vertices of the graph may require higher visit frequency than others; this situation
would be codified as prior information. In this work, the prior is defined as uniform, where
all decisions are equiprobable. P(Gi|move(vi)), i.e., likelihood, is a statistical distribution
modeling the gain according to the variable move(vi). The denominator term is regarded
as a normalization factor [47], being often omitted for simplification purposes.
Gain (Gi) is a continuous random variable with a probability density function f (g).
Therefore, the probability that Gi takes on a value less than or equal to g is given by:
P(Gi ≤ g) =
∫ g
−∞
f (g)dg =
∫ g
0
f (g)dg = F(g), (15)
with: Gi ∈ [0,∞]. (16)
Note that F(g) is the distribution function of Gi. We define it as a monotonically
increasing function, where higher values of gain become rapidly more influential on the
robot’s decision; therefore the distribution function follows the exponential model seen on
Fig. 1:
F(g) = aebg; a > 0, (17)
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Figure 1: Distribution function of gain, given that move is true.
where: F(0) = L ⇔ a = L, (18)
and: 1 = LebM ⇔ b = ln(1/L)
M
. (19)
This results in:
F(g) = L · exp
(
ln(1/L)
M
g
)
, (20)
with: L,M > 0 and g < M. (21)
L and M are constants that control the distribution function. More specifically, L is the
y-intercept, which controls the probability values for lower gains and M is the gain satura-
tion, beyond which the probability values are maximum; F(g≥M) = 1. These constants
are simply defined as a value close to 0 for L, e.g., 0.1 was used in the experiments; and
M is calculated through (8) using an upper bound of IvA . Finally, the probability density
function f (g) is obtained by differentiating F(g):
f (g) = F ′(g) =
1
M
· ln(1/L) · exp
(
ln(1/L)
M
g
)
. (22)
Now that the distribution model is defined, P(move(vi)|Gi) can be estimated via (14),
for each vertex involved in the decision process. In algorithm 1 a high-level pseudo-code
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Algorithm 1: Greedy Bayesian Strategy (GBS)
while true do
add(vn to xr); // current vertex
write msg arrival to(vn);
forall the vi ∈ NG(vn) do
Gi ← c
(Ivi (t)−Ivi (t+∆t)
|eni|
)
;
P(Gi|move(vi))← L · exp
(
ln(1/L)
M Gi
)
;
P(move(vi)|Gi)← P(move(vi))P(Gi|move(vi))P(Gi) ;
// Next vertex is the neighbor of the current vertex with highest posterior probability.
vn+1 ← argmax(P(move(vi)|Gi));
while move robot to vn+1 do
read msg arrival to (V);
update(IV(t));
vn ← vn+1;
of the GBS approach, running locally on a robot, is presented. Since the model assumes
a uniform prior and considers only one likelihood function, which is fixed, the decisions
taken in GBS are equivalent to moving to the adjacent vertex with maximum instantaneous
idleness. However, we use the previous formalism so as to easily add a new variable to the
model in the next section and denote its flexibility.
4.2. State Exchange Bayesian Strategy
In collective operations with a common objective, coordination between agents plays
a fundamental role in the success of the mission. In the previously described strategy,
robots are only interested in obtaining the best reward for themselves, neglecting the global
objective of the patrolling mission by acting independently of their teammates; despite
communicating every time they reach a goal in order to update the instantaneous idleness
tables, they do not assist each other when making their decisions. Expected to perform
well in most situations, GBS may present problems in environments where the ratio of
robots per area is high, because agents will tend to compete to arrive to the same region.
Consequently, GBS has been extended to account for the reduction of interference
between robots in the patrolling mission. Hence, in the State Exchange Bayesian Strategy
(SEBS), we define Vertex state Si as a discrete variable that represents the number of robots
that intend to visit a given vertex vi involved in the decision process of robot r, which is
currently located in vertex v0:
12
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Figure 2: Distribution function of the vertex state, given that move is true.
Si ∈ N0∩ [0,R−1], R > 1. (23)
Logically, the definition of this variable implies a mechanism for each robot to track
the intentions of teammates in their neighborhood. One possibility would be to endow the
robots with some kind of sensor to obtain information of the vertices in their neighborhood.
Yet, another possibility seems more advantageous in this context, which is for the robots
to take advantage of their distributed communication mechanism not only to send their
current location in the navigation graph, but also to inform other robots where they have
decided to move next. With this approach, robots are capable of computing the state
directly by collecting other robot’s intentions and checking the vertices involved in their
decision process. This mechanism is expected to reduce interference, as it becomes less
likely for two or more robots to move to the same place.
Similarly to GBS, it is necessary to define a statistical distribution to model the ver-
tex state. The greater the number of teammates in the vicinity of a robot, it becomes
increasingly unlikely for the robot to move in that direction. To describe this behavior, the
following probability mass function, which uses a geometric sequence of ratio 1/2 has been
defined:
fSi(s)R→∞ = P(Si = s)R→∞ =
1
2s+1
, (24)
as shown in Fig. 2. This geometric sequence is used to guarantee that the total probability
for all Si equals 1:
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Algorithm 2: State Exchange Bayesian Strategy (SEBS)
while true do
add(vn to xr); // current vertex
forall the vi ∈ NG(vn) do
Gi ← c ·
(Ivi (t)−Ivi (t+∆t)
|eni|
)
;
P(Gi|move(vi))← L · exp
(
ln(1/L)
M Gi
)
;
Si ← count intentions to(vi);
P(Si|move(vi))← 2R−(Si+1)2R−1 ;
P(move(vi)|Gi,Si)← P(move(vi))P(Gi|move(vi))P(Si|move(vi))P(Gi)P(Si) ;
// Next vertex is the neighbor of the current vertex with highest posterior probability.
vn+1 ← argmax(P(move(vi)|Gi,Si));
write msg arrival to(vn);
write msg intention to(vn+1);
while move robot to vn+1 do
read msg arrival and intentions to (V);
update(IV(t));
vn ← vn+1;
R−1
∑
s=0
fSi(s) = 1. (25)
Eq. (24) assumes that the number of robots R is unknown and can be arbitrarily high.
However, since the robots communicate among themselves, it is more realistic to consider
R as known and with finite values. Therefore, the following approximation to (24) is
assumed:
fSi(s) = P(Si = s) =
2R−(s+1)
2R−1 ; R > 1, (26)
which still holds condition (25). With the discrete probability distribution model charac-
terized, robots can now decide moving to a specific vertex given its gain and state:
P(move(vi)|Gi,Si) ∝ P(move(vi))P(Gi|move(vi))P(Si|move(vi)). (27)
Algorithm 2 presents a high-level pseudo-code of the SEBS approach, which runs
locally on each robot.
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(a) Environment A.
(b) Environment B. (c) Environment C.
Figure 3: Environments used in the experiments with respective topological map.
5. Experimental Validation
5.1. Benchmarking: Simulation Experiments
In order to assess the performance of the two patrolling techniques proposed in this
article and compare them with other techniques in the literature, simulation trials using the
Stage multi-robot simulator [52] together with ROS [44] were conducted.
In these simulations, the graph information of a given environment is loaded by every
robot in the beginning, which then runs one of the algorithms. The robots’ dynamics
is considered, as they navigate safely in the environment by heading towards their goals
and avoiding collisions with walls and other robots through the use of ROS’s navigation
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Table 1: Overview of the Simulation Results with GBS and SEBS (IG values in seconds).
Map A Map B Map C
Teamsize GBS SEBS GBS SEBS GBS SEBS
1 1718.93 1703.68 1267.26 1277.16 670.29 676.30
2 836.05 812.68 708.82 671.18 343.89 338.97
4 464.18 438.16 351.19 339.93 182.89 167.16
6 353.15 329.18 275.98 230.39 147.66 125.06
8 295.58 251.91 206.19 197.03 116.14 103.45
12 253.89 226.90 145.89 118.73 90.42 70.33
stack with simulated odometry and a probabilistic localization system, more specifically
the adaptive Monte Carlo localization (AMCL) approach [53]. Note that this dynamic is
implicit in both patrolling strategies, when robots move, and has a non-negligible effect on
results. For all these reasons, we deem these simulation experiments to study the MRPP
as fairly realistic. This is later confirmed on section 7. In addition, all robots have the
same nominal speed, reaching a maximum velocity of 0.2 m/s and communicate using a
distributed publish/subscribe messaging system.
Fig. 3 presents three environment topologies with different algebraic connectivity or
Fiedler value λ [54], a well-known metric of the connectivity of a graph given by the
smallest non-zero eigenvalue of the graph’s Normalized Laplacian matrix [12]. These
topologies were used in [45], where they were classified as: lowly (A), mildly (B) and
highly (C) connected, having a Fiedler value of λA = 0.0080, λB = 0.0317 and λC =
0.1313, respectively. In this work, these are again adopted to enable comparative analysis
against other MRPP strategies. While collecting results in different scenarios, the same
simulation setup and initial positioning of the robots have been used.
Both GBS and SEBS were tested in all three environments with different teamsizes (1,
2, 4, 6, 8 and 12)3. Simulations stopped when the value of the average graph idleness (IG)
after each patrol cycle p converged with, at most, a 2.5% difference to the previous cycle,
where each vertex has been visited at least p times. The values of the minimum edge
weight threshold |emin| for each graph were determined experimentally, being 3.75m and
3The simulation code is available at http://www.ros.org/wiki/patrolling_sim
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Figure 4: Interference levels for all experiments.
3m for map A and B, respectively. For map C, since all edges have the same weight, it is
not necessary to define |emin|, because constraint (13) does not apply. Table 1 presents the
results obtained, wherein IG was measured in seconds and was used as the performance
metric.
Analyzing Table 1, both strategies have approximately the same performance when
using one robot (maximum difference of 0.9%). In this case, the strategies are equivalent,
because in SEBS there are no teammates to share goals and intentions to. The differences
in performance are more noticeable when teamsize starts to rise, especially in teams of 6
or more robots. One explanation for this phenomenon is the growing interference between
robots as teamsize R increases, which is shown in Fig. 4.
The interference between robots is measured as the overall frequency of different
agents sharing nearby areas, having to avoid each other, in every experiment. Given that
the interference is zero for experiments with one robot; from two robots on, GBS always
presents higher levels of interference, when compared to SEBS. This happens because, oc-
casionally, in cluttered areas robots have to compete to reach the same goal when adopting
GBS.
On the other hand, SEBS is an evolution of GBS, in which robots take their teammates
goals and intentions into consideration when deciding their next move. This results in dif-
ferences in performance for teams of 12 robots of up to 22.22%, between both algorithms.
Even though the performance of SEBS is superior, as expected, it is worth noticing that
being a simpler strategy, GBS requires less exchange of information and also presents
interesting results.
17
Table 2: Final IG values (in seconds) using different state-of-the-art strategies on Environ-
ment A.
Teamsize CR HCR HPCC CGG MSP
1 1734.09 1962.42 1740.37 1717.36 1704.36
2 843.93 1146.27 791.20 845.49 930.04
4 433.38 652.84 434.11 451.70 476.92
6 367.11 506.90 377.73 348.46 381.97
8 271.70 442.39 361.62 288.72 253.19
12 287.14 412.65 352.79 265.47 183.74
In [45], we have conducted benchmark tests with several state-of-the-art patrolling ap-
proaches using the same three environments and the same performance metric. In brief,
Conscientious Reactive (CR) [18], Heuristic Conscientious Reactive (HCR) and Heuris-
tic Pathfinder Conscientious Cognitive (HPCC) [19] are three pioneer approaches based
on distributed and reactive agents with simple behavior and no explicit communication
between robots. Cyclic algorithm for Generic Graphs (CGG) and Multilevel Subgraph Pa-
trolling (MSP) algorithm are two centralized and deterministic strategies based on [11]
and [39], which use graph theory tools to find long cycles (CGG) or partitions (MSP) in
the graph for patrolling purposes.
In fact, also including the strategies presented in [45] in the performance comparison,
tables 1-4 show that GBS is the second best strategy, performing slightly better than Con-
scientious Reactive (CR) and only staying behind SEBS, which is the top performing strat-
egy tested so far. For every (teamsize, map) pair, SEBS performance is always in the top 3,
considering the total of 7 approaches in [45] together with this work, which demonstrates
the great adaptability of SEBS in each situation and the potential of employing Bayesian
inspiration in the MRPP.
In terms of connectivity, even though they perform well in lowly and mildly connected
environments, where generally SEBS is the leading approach; the results in the highly
connected topology (map C) are excellent, outperforming by far the other approaches with
the exception of the Multilevel Subgraph Patrolling (MSP) algorithm for higher teamsizes.
In order to analyze how well different strategies scale, Balch’s speedup measure [55],
a classical scalability metric, was calculated for each strategy:
υ(R) =
Ψ(1)/R
Ψ(R)
, (28)
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Table 3: Final IG values (in seconds) using different state-of-the-art strategies on Environ-
ment B.
Teamsize CR HCR HPCC CGG MSP
1 1315.79 1283.59 1235.67 1347.30 1401.80
2 675.44 654.61 670.44 675.64 749.42
4 363.46 373.45 298.77 335.45 375.15
6 238.57 273.60 254.96 234.18 248.92
8 198.90 217.38 225.44 172.39 185.28
12 172.40 255.62 212.30 143.94 -
Table 4: Final IG values (in seconds) using different state-of-the-art strategies on Environ-
ment C.
Teamsize CR HCR HPCC CGG MSP
1 715.30 714.23 737.93 767.25 766.41
2 353.06 351.15 358.45 385.09 423.60
4 193.30 186.59 188.03 200.53 209.82
6 141.68 138.64 135.74 142.94 148.09
8 104.00 108.45 118.75 113.71 95.22
12 101.82 105.64 118.36 94.35 -
where Ψ(R) is the performance for R robots, given by IG . Fig. 5 presents a chart com-
paring the speedup for each strategy (including those in [45]) in map A. It can be seen
that most systems enter progressively in sublinear performance (υ(R)< 1) with teamsize,
due to the more frequent existence of spatial limitations, which, in turn, increases the in-
terference between robots causing the performance to decrease. Looking closely at these
results, the two proposed strategies are less affected by teamsize, when compared to other
approaches. Both perform effectively regardless of teamsize, outperforming all distributed
approaches compared, which suggests that these strategies scale well, just staying behind
of the MSP strategy, a centralized approach, which has particularly high performance with
large teamsizes since it uses a graph partitioning scheme to assign separated patrol areas
to each robot, thus drastically reducing the interference between robots. Note however,
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Figure 5: Speedup comparison with other approaches in map A.
that the centralized approach adopted in MSP presents a scalability bottleneck as soon as
the algorithm is no longer able to partition the graph in regions, e.g., MSP was not able to
partition environment C in 12 regions, and its performance is generally inferior for smaller
teamsizes.
These results show that the strategies proposed in this paper are highly scalable, when
compared to other distributed strategies. Furthermore, the proposed methods are able to
adapt to non-standard situations like robot failures or heterogeneous agents with differ-
ent speed profiles. Incorporating robots that travel at different speeds with strategies that
solve the MRPP with predefined global routes, such as CGG, would not be suitable be-
cause maintaining a uniform distance between each robot would be impossible unless all
robots were limited to travel at the speed of the slower robot. Additionally, offline strate-
gies (e.g., CGG or MSP) are not able to account for robot failures unless some adaptive
online behavior is provided.
5.2. Preliminary Experiments in a Lab Scenario
Simulation experiments allow attesting and comparing empirically the performance of
distinct patrolling strategies in several different scenarios and with large teams of robots,
which is often not possible in the real world. However, the MRPP is mainly a practi-
cal problem and it is essential to validate physical solutions. Therefore, preliminary ex-
periments with a team of TraxBot platforms [56], [57] were conducted. These low-cost
custom-made robots move at the same nominal speed and have low processing power, be-
ing equipped with an Arduino Uno board that incorporates a microcontroller ATmega 328p
[58]. In addition, each robot represents a node of a self-configuring infra-structureless
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(a) One robot in the beginning
of the experiment.
(b) Robot following an optimal
TSP tour, at t = 105 s.
(c) Two robots following two-
way TSP tours.
Figure 6: Preliminary experiments with 1 and 2 robots. Arrows represent trajectories
followed by robots.
network, i.e., a mobile ad hoc network (MANET), being able to communicate with its
teammates through the use of ZigBee modules, which fit on top of the Arduino board.
In these experiments, the SEBS technique is validated and it is shown that the algorithm
does not need heavy computation power and does not rely on a specific communication
paradigm. The lab scenario consisted of a highly connected 4×4 grid graph with 16 ver-
tices and 24 edges, represented in the green carpet, as depicted in Figs. 6 and 7. Once
again, |emin| is not defined because all edges have the same weight.
Since the TraxBots have limited sensing abilities and computation power, an overhead
camera facing the ground was mounted on top of the scenario at a height of around 4
meters, tracking the robots’ pose. The process includes background subtraction, detection
of the robots’ colored LEDs, position and heading calculation and image to real world
coordinate transformation. The result of the system is the robot real position and heading,
which is communicated through the Zigbee network. Up to three robots were deployed in
the confined space, where they run the multi-robot patrolling algorithm.
One important result, which can be seen in the video of these experiments4 and in Fig.
6, is that after the initial exploratory patrolling phase, where no vertices have been visited
yet and no historic information is available, the robots tend to follow optimal TSP tours
for the case of one and two robots, in this scenario. This is especially remarkable given
that the robots decide their moves in an online and autonomous fashion.
As for the case of three robots, illustrated in Fig. 7, which is even more challeng-
ing, robots coordinate themselves via exchanging their intentions and reduce inter-robot
interference by avoiding the same goals. As a consequence, this coordination leads to an
4A video of the experiments is available at: http://isr.uc.pt/~davidbsportugal/RAS
21
(a) t = 0 s. (b) t = 79 s. (c) t = 110 s.
(d) t = 145 s. (e) t = 186 s. (f) t = 233 s.
(g) t = 252 s. (h) t = 294 s. (i) t = 344 s.
Figure 7: Preliminary experiments with 3 robots. Arrows represent trajectories followed
by robots.
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effective patrolling scheme, where robots tend to compensate their teammates, sequen-
tially covering regions that need to be visited. Note that, in this case, no optimal 3-way
TSP tours exist; and the average number of moves, per robot, in order to complete a pa-
trolling cycle is 5.8, which is almost optimal (the theoretical lower bound for the number
of moves would be 5.33).
These preliminary results illustrate efficient coordination between robots that arise
from executing the distributed algorithm. Additionally, as expected, it can be verified
that the average moves per robot in each patrolling cycle decreases as teamsize grows,
which is tantamount to saying that performance increases with teamsize.
Figure 8: Topological map of the “ISR-Floor0” Environment.
6. Experiments in a Real World Environment
In order for distributed intelligence systems to be useful in the real world, it is nec-
essary to go beyond lab experiments and prove the reliability of such systems in more
demanding scenarios. In this section, the implementation of a system for multi-robot pa-
trol in a real environment is presented. Aiming to fill a gap in the present state-of-the art,
the SEBS distributed approach is validated in a real-world indoor scenario, where fully au-
tonomous agents decide locally and sequentially their patrol routes according to the state
of the system, as previously described. Beyond the coordination which arises from the
distributed communication of agents, it is also shown that the approach is robust to robot
failures, i.e., fault-tolerant.
In these experiments, not only is the average graph idleness along time, IG , examined,
but also the median I˜G , standard deviation σ , and the maximum average idleness of a
vertex along time, max(IV).
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Figure 9: Robots used in the experiments.
Experiments were conducted in a large indoor scenario, namely the floor 0 of the In-
stitute of System and Robotics (ISR), in the University of Coimbra, in Portugal. Fig. 8
shows a few snapshots of the corridors of the ISR and the extracted topological map on
top of the 67.85 × 26.15 meters environment, which was obtained using the algorithm in
[46]. The resulting topology is a non-complete, connected and sparse graph, like most
real world environments, as opposed to the graph of the laboratory scenario presented in
section 5.2.
When conducting experiments in the real world, one must overcome noisy sensor read-
ings, localization issues and even robot failures, which are usually ignored or not precisely
modeled in simulation experiments. Therefore, a team of three Pioneer-3DX robots [59],
equipped with an Hokuyo laser in the front and a laptop on top was used, as seen in Fig.
9. Each laptop runs the ROS navigation stack using the Adaptive Monte Carlo (AMCL)
algorithm for Localization as done previously in Stage simulations, being responsible for
controlling the robot’s motion. All robots have the same maximum speed of 1 m/s. As
for communication, a distributed publish/subscribe mechanism has been used, due to its
built-in integration in ROS. Moreover, each robot runs its own ROS master node (roscore).
Multimaster communication is provided using the wifi comm5 package. This means that
there is no central point of failure in the system.
A ROS node (i.e., a ROS application) has been programmed to announce the start of
the mission and collect results during the experiments. These results are examined in the
next section. Note that this “monitor” node does not centralize the approach nor does it
give feedback to the robots whatsoever. In fact, it does not even need to be running, being
5Available at http://www.ros.org/wiki/wifi_comm
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Table 5: Experiments with 1 to 3 Robots (all values in seconds).
Teamsize IG max(IV) I˜G σ τ
1
336.676 412.207 370.994 78.769 1648.828
332.745 407.897 366.677 77.892 1631.590
331.615 406.387 365.345 77.626 1625.550
2
168.921 309.455 137.267 64.210 1237.821
180.761 296.085 180.293 56.064 1184.341
170.267 328.300 146.890 62.603 1313.201
3
128.875 273.670 116.269 54.893 1094.682
116.248 216.020 95.150 44.356 864.081
112.954 200.030 101.923 36.066 800.121
solely used for the two purposes referred before.
Firstly, experiments with one, two and three robots were conducted. Each experiment
was repeated 3 times. Afterwards, in order to further demonstrate the scalability of the
approach, virtual robots were added to the team, and 3 trials with 6 agents (3+ 3) and 9
agents (3+ 6) were also conducted. Finally, to prove its robustness, experiments which
included failures in the robots at different time instants are analyzed. In all experiments,
we have used |emin|= 7.5m.
Aiming at comparing the total time of the mission (τ) in various conditions, each
experiment finishes after 4 complete patrolling cycles. This stopping condition is adequate,
as the IG converges in all experiments. During the course of the experiments, the total
estimated distance traveled by the robots was 23 Kms.
Table 5 summarizes the first set of experiments using one to three robots. It can be
seen that the IG values, as well as the total mission time τ , decreases with teamsize, as
expected. In all cases the median is fairly close to the average value, meaning that most
data is divided around the mean.
A particularly interesting result is the maximum idleness, max(IV), which is low for
the case of 1 robot. This happens because of the existence of a main loop in the environ-
ment, which results in fairly uniform visits to all vertices of the graph, while in the cases
of 2 and 3 robots, the distance to the average value increases due to robots occasionally
meeting in the environment and coordinating by changing to their heading direction. Con-
sequently, no cycles are followed in the environment and the frequency of visits becomes
less balanced. This can be confirmed by the standard deviation, which is around 23%
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Figure 10: Evolution of the idleness along time a) with 1 robot, b) with 2 robots and c)
with 3 robots.
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using 1 robot and 35% and 37% for a teamsize of 2 and 3 robots respectively6.
Figure 10 shows the evolution of the idleness in three different experiments with 1 to
3 robots. It can be seen that after 4 patrolling cycles, IG converges in all cases, meaning
that it is no longer affected by the initial conditions, seeing as all vertices start with a null
value of idleness.
Table 6: Experiments with 6 and 9 Robots (all values in seconds).
Teamsize IG max(IV) I˜G σ τ
6 (3+3)
71.097 152.625 65.483 27.130 610.500
72.165 140.725 67.043 24.418 562.900
77.332 150.145 72.938 27.350 600.580
9 (3+6)
48.623 102.305 47.395 16.499 409.220
50.239 90.580 54.157 16.083 362.320
51.687 105.12 52.271 19.622 420.480
6.1. Scalability
In the previous section, the number of robots R is limited to the physical robots avail-
able. However, the distributed patrolling method used supports an arbitrary high teamsize.
Note however that, when R ≥ |V|, an unusual and somehow unrealistic situation occurs,
where the number of robots becomes higher than the points in the environment required to
be visited.
In order to test the approach with greater teamsize and evaluate its scalability, virtual
agents, running in the stage simulator, were added to the physical team, resulting in a
mixed and interacting team of real and simulated robots, which communicate seamlessly.
It is noteworthy that adding virtual simulated agents to the physical teams of robots was
only made possible by the hardware abstraction layer of ROS and its modular structure.
Three trials were conducted with a total of 6 agents composed by 3 physical robots and
3 simulated ones; and three more trials were performed with a teamsize of 9, composed
by 3 physical robots and 6 simulated ones. Similarly to [40], the software layer is used
unchanged both on real robots and in simulation.
Results in Table 6 show that the overall values of IG , max(IV), I˜G , σ and τ are within
the expected, following the trend shown in the cases of two and three robots.
6A video demonstrating an experiment with 3 robots is available at: http://isr.uc.pt/
~davidbsportugal/RAS
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Figure 11: Interference and Speedup against Teamsize.
Fig. 11 presents the speedup chart using different teamsizes. It can be seen that
speedup and interference are negatively correlated, since the system enters progressively
in sublinear performance with teamsize, due to the more frequent existence of spatial lim-
itations, which in turn, increases the interference between robots causing the performance
to decrease. These results confirm those obtained previously through simulations, proving
that the SEBS technique is able to scale to high number of robots, working independently
of the teamsize. In addition, it is also illustrated that the individual contribution of each
robot, as teamsize grows, decreases progressively. This is, in fact, common to all MRPP
approaches tested so far, however SEBS presents a smoother slope when compared to
other approaches, as seen in section 5.1.
6.2. Fault-Tolerance
One of the main advantages of providing the patrol robots with means for deciding
their moves in the environment is the absence of a centralized coordinator, which would
represent a critical point of failure. A distributed autonomous robotic system, such as the
herein presented, enables redundancy, remaining functional if some of the agents fail.
To demonstrate the robustness of the approach, three experiments using the Pioneer
3-DX robots available were planned. In these experiments a robot is shutdown at different
instants of time, aiming at studying the effect of the faults in the overall performance, as
well as how the system evolves.
In the first experiment a robot is shutdown after 200 seconds from the beginning of the
experiment. Similarly, in the second and third experiment, a robot is shutdown after 400
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Figure 12: Evolution of the idleness along time in experiments with robot failures. a)
Failure at 200s. b) Failure at 400s. c) Failure at 600s.
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Table 7: Experiments with 3 robots with failure of a robot in different instants of time (all
values in secs).
Failure Time IG max(IV) I˜G σ τ
200 s 160.975 330.225 144.846 62.825 1320.901
400 s 140.128 232.290 134.177 45.934 929.161
600 s 135.209 235.700 139.797 41.262 942.801
and 600 seconds respectively. The other robots assume that a teammate has failed when
no message has been received from it in a period of 2 minutes.
Generally, it can be seen in Table 7 that the results obtained in the first experiment
resembles those obtained with two robots, as most of the experiment is spent with only
two agents, due to the failure occurring near the beginning. On the other side, the results
shown in the second and third experiment are closer to those obtained using three robots,
even though the performance is slightly inferior, as expected.
Analyzing now the influence of the failures in the evolution of the results, one can
verify that in all three cases, when the failure occurs, the values of IG and I˜G increase
after a while, which is particularly visible in Fig. 12a and Fig. 12b. These results prove
the robustness of the system, enabling graceful degradation, as long as one robot remains
operational.
7. Simulation Tests and Evaluation of the Impact of Communication Failures
In this section, two important aspects of this work are studied: computer simulation
realism and robustness to communication failures. Having conducted experimental tests
in a real world facility, it is now possible to compare the results obtained previously to
simulations on the same environment. This is done in 7.1. Additionally, we seize these
simulations by introducing different error rates in multi-robot communication in order to
comprehend how team performance is affected. This is discussed in 7.2.
7.1. Simulation Realism
In the experimental validation of the techniques (cf. section 5), it was shown that both
strategies presented in this work perform well independently of the environment topology
and are able to scale to large teams. Further experiments in a lab scenario and then in a
large indoor facility were made, illustrating the potential of employing these systems in
the real world. In this section, the tests conducted in section 6 are mimicked; however,
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Figure 13: Snapshot of a simulation in the “ISR-Floor0” environment with a team of 9
robots.
simulated robots in Stage/ROS are used instead of a team of Pioneer-3DX robots. The
objective is to understand how close results drawn from simulation tests are from those
obtained with the real robots, thus demonstrating how realistic simulations are.
The performance of the physical robots can be directly compared with that obtained
with simulated ones. To this end, three simulation trials with 1, 2, 3, 6 and 9 robots using
SEBS were run in the “ISR-Floor0” map. The software layer remained unchanged, guar-
anteeing that conditions were identical in both sets of experiments. Figure 13 illustrates a
snapshot of a simulation with 9 virtual robots in the environment and in Table 8 the new
simulation results are presented.
Generally, the results in Table 8 show close resemblances to those in Tables 5 and 6.
In fact, the difference in performance (in terms of IG) between simulated and real results
is ' 3.6%, which is remarkably low. Nevertheless, the difference in performance is more
noticeable with larger teamsizes, especially with 9 robots, which suggests that agents in
simulations are less affected by multi-robot interference.
Additionally, the values of IG , max(IV), I˜G , σ and τ tend to be marginally lower in
simulations and the variance between each different trial with the same configuration is
inferior. Therefore, we believe that simulations can give an accurate yet slightly optimistic
approximation of real-world results, and the lower variance can be associated with real
phenomena that are not fully modeled in simulations such as wheel slip, robot assembly
properties or delays in processing sensor data and producing actuator commands.
These results demonstrate that the simulation software considered is fairly realistic for
multi-robot applications such as patrolling. Note that Stage runs at 10Hz, which explains
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Table 8: Simulation experiments in the “ISR-Floor0” environment (all values in seconds).
Teamsize IG max(IV) I˜G σ τ
1
329.254 404.575 363.225 78.132 1618.3
333.740 410.900 367.700 79.255 1643.6
327.948 403.825 361.275 77.874 1615.3
2
160.875 326.500 147.675 59.153 1306.0
167.190 291.000 150.457 61.256 1164.0
170.176 312.800 149.500 61.921 1251.2
3
119.123 189.250 113.680 35.654 757.0
113.063 201.275 107.529 34.533 805.1
117.138 216.125 106.575 41.855 864.5
6
73.603 137.250 67.828 25.032 549.0
71.241 130.425 67.486 24.043 521.7
70.137 132.025 68.643 23.549 528.1
9
47.434 85.400 43.514 16.612 341.6
46.036 80.000 44.043 14.753 320.0
45.183 74.725 42.228 15.262 298.9
why the τ values only have one decimal place.
7.2. Influence of Communication Errors
The models proposed to solve the MRPP in section 4 assume that agents are able to
communicate seamlessly with other teammates during the course of the mission. However,
this is not always the case, especially if a MANET should be maintained and robots are
occasionally far apart. In this section, further simulations were run in the “ISR-Floor0”
map to test the robustness of the SEBS approach with different rates of communication
failures.
When a message is not received by a robot, it does not update the instantaneous idle-
ness time values and, consequently, it maintains incomplete information about the state of
the system. This information becomes more incomplete with the increasing number of un-
delivered messages. Additionally, when robots are close to each other, if messages are not
received, they may decide to move to the same places and interfere with their teammates’
plans. The success of resolving such situations hugely depends on each robot’s local plan-
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Figure 14: Influence of Communication Failures in Team Performance.
ner and the ability to avoid dynamic obstacles. In these simulations, this is taken care by
the ROS navigation stack.
In order to simulate different rates ξ of communication failures, the robot will ignore
messages with a probability equivalent to ξ . In the reported experiments, the rates con-
sidered were: ξ = {0%,25%,50%,75%,100%}. Furthermore, the system has also been
tested allowing only local communication, restricted to robots within two edges of dis-
tance in the graph G. This is a particular situation where it is ensured that robots are able
to receive all the other nearby robots’ intentions and are thus able to coordinate them-
selves. Nevertheless, they are expected to make poor decisions as they are maintaining an
incomplete information about the system.
The chart in Figure 14 presents an overview of the simulation results with commu-
nication failures, using teamsizes of 2, 4 and 6 robots. Team performance is once again
measured in terms of IG . The graph shows that performance gracefully degrades as ξ
increases. The decrease of performance is approximately constant for the 25%, 50% and
75% cases. However, when no communication is allowed, i.e., ξ = 100%, the performance
of the algorithm drops strongly, especially for larger teams, which are much more influ-
enced by the lack of coordination in the multi-robot system, as robots constantly interfere
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with one another. This reduction of performance, especially for greater teamsizes, is evi-
dent in the bars for ξ = 100%: 36.54% for 2 robots, 51.30% for 4 robots and 66.84% for
6 robots.
Also illustrated in the rightmost side of the same figure is how performance is affected
when communication is restricted to local interactions within 2 hops in G. In this situ-
ation, robots are able to coordinate themselves by not competing to the same goals and
not interfering with teammates. Despite that, they do not have contact with agents that are
further away and, as a consequence, they will make uninformed decisions quite often. It
can be seen that the system is able to perform well assuming such restrictions, especially
for smaller teamsizes. The performance obtained using only local communication closely
resembles to that obtained when dropping 50% of the messages for all teamsizes.
In short, these results show that the approach is robust to communication failures and
only slightly degrades its performance when communication errors rate is moderate (e.g.,
25%). Evidently, the higher the rate of failures, the more affected performance is. Addi-
tionally, communication failures have more impact in the performance of systems with a
larger number of robots.
8. Conclusion
In this work, two methods based on Bayesian interpretation, inspired on conditional
probability distributions, were proposed to solve the MRPP. It was shown that both are
able to tackle the problem, resulting in adaptive, effective and distributed cooperative pa-
trolling. Breaking away from conventional techniques, this work goes beyond classical
centralized approaches that rely on pre-computed cyclic routes or partition schemes for
multi-robot patrolling, giving the robots the autonomy to deal with uncertainty and select
actions according to the state of the system at the time.
The State Exchange Bayesian Strategy (SEBS) is an extension of the Greedy Bayesian
Strategy (GBS), which attests the flexibility of employing Bayesian-based formalism to
solve this problem. Also, as expected, SEBS generally performs better due to accounting
for the future immediate state of the system, preventing robots from competing to reach
the same goals, consequently reducing interference and enhancing scalability, as verified
by simulations and experiments with multi-robot systems. Additionally, when placed in
comparison with other distributed state-of-the-art approaches, SEBS outperforms them,
not only in terms of performance, but also in terms of scalability.
It is the authors’ belief that research in this field should be more oriented towards ef-
fective solutions with applicability in the real world. In this work, the results obtained
have demonstrated that the approach is able to scale to a high number of robots, being
robust to robot failures and communication failures, and having the ability to adapt to con-
straints, e.g., different agent velocities, since the decision-making is done online with the
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information that each agent has collected about the system. Experiments were conducted
using real robots and mixed teams of both virtual and real agents, in a a large indoor infra-
structure, proving the effectiveness of the approach and the potential to use it in the real
world.
In the future, due to its flexibility and simplicity, the model can be extended with more
variables in order to employ it in different applications and/or use others sensors in the
robots; e.g., readings from a temperature sensor may be included in the model, guiding
robots towards heat sources in the environment. In addition, we are currently extend-
ing our model formulation into a generalizable framework with the capability to make
autonomous decisions based on robot’s collective experience, i.e., past decisions will in-
crement the previous knowledge database and will influence future decisions. Moreover,
the system will have memory, which means that at each vertex, decisions made previ-
ously by agents will be taken into consideration. Finally, we intend to devise an analytical
method to compute the most adequate teamsize for a patrolling mission according to the
environment topology and temporal constraints.
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Table A.1: Notation Table
Notation Description
G Undirected and connected navigation graph.
V Set of vertices of G.
E Set of edges of G.
vi Vertex i.
ei j Edge that connects vi to v j.
t Current time step.
tl Time step when a vertex was last visited.
Ci Number of visits to vi.
τ Stopping time of the patrol mission.
Ivi(t) Instantaneous idleness of vertex vi at time t.
Ivi Average idleness of a vertex vi over time.
max(IV) Maximum average idleness of all vertices.
IG Average idleness of the graph G over time.
I˜G Median idleness of the graph G over time.
σ Standard Deviation.
R Number of robots.
xr Patrolling route of robot r.
N Number of vertices in xr.
x Set of all R patrolling routes.
Gi Gain of moving to vi, a continuous random variable.
c Constant robot speed.
|emin| Edge weight threshold.
NG(vi) Neighborhood of vi: set of adjacent vertices of vi.
deg(vi) Degree of vi: number of adjacent vertices of vi.
P(·) Probability.
P(·|·) Conditional Probability.
f (g) Probability density function of Gain.
F(g) Cumulative distribution function of Gain.
L Minimum probability value of F(g).
M Gain saturation: maximum value of Gi.
Si State of vertex vi, a discrete random variable.
f (s) Probability mass function of Si.
λG Fiedler value or algebraic connectivity of G.
υ(R) Speedup of R robots.
Ψ(R) Performance of R robots.
ξ Rate of communication failures.
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Table A.2: Table of Acronmys
Acronym Description
AMCL Adaptive Monte Carlo Localization
CGG Cyclic Algorithm for Generic Graphs
CR Conscientious Reactive Algorithm
GBS Greedy Bayesian Strategy
HCR Heuristic Conscientious Reactive Algorithm
HPCC Heuristic Pathfinder Conscientious Cognitive
ISR Institute of Systems and Robotics
MANET Mobile Ad Hoc Network
MRPP Multi-Robot Patrolling Problem
MRS Multi-Robot Systems
MSP Multilevel Subgraph Patrolling Algorithm
TSP Travelling Salesman Problem
SEBS State Exchange Bayesian Strategy
ROS Robot Operating System
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