Алгоритм упрощения решения в задачах дискретной оптимизации by Chernov, Sergii et al.
УДК 517.93 
DOI: 10.15587/1729-4061.2018.133405 
Алгоритм спрощення розв’язку в задачах дискретної оптимізаціі 
С. К Чернов, С. Д. Титов, Лд. С. Чернова, В. Д. Гогунський, Лб. С. Чернова, 
К. В. Колеснікова 
Зазвичай пошук розв’язку в задачах дискретної оптимізації пов'язаний з 
принциповими обчислюваними труднощами. Відомі методи точного або на-
ближеного розв’язку таких задач вивчаються з урахуванням належності їх до, 
так званих, задач з класу P та NP (алгоритми поліноміальної та експоненціа-
льної реалізації розв’язку). Сучасні комбінаторні методи для практичного 
розв’язку задач дискретної оптимізації потребують розробки алгоритмів, які 
дозволяють отримувати наближений розв'язок з гарантованою оцінкою відхи-
лення від оптимуму. Алгоритми спрощення є ефективним прийомом пошуку 
розв’язку оптимізаційної задачі. Якщо виконати проектування багатовимірно-
го процесу на двовимірну площину, то такий прийом дозволить наочно відобра-
зити у графічній формі множини розв’язків задачі. В рамках даного дослі-
дження запропоновано спосіб спрощення комбінаторного розв’язку задачі дис-
кретної оптимізації. Він заснований на тому, що виконується декомпозиція 
системи, яка відображає систему обмежень п’ятивимірної вихідної задачі на 
двовимірну координатну площину. Такий спосіб дозволяє отримати просту си-
стему графічних розв’язувань складної задачі лінійної дискретної оптимізації. 
З практичної точки зору запропонований метод дозволяє спростити обчислю-
вальну складність оптимізаційних задач такого класу. Прикладним аспектом 
запропонованого підходу є використання отриманого наукового результату 
для забезпечення можливості вдосконалення типових технологічних процесів, 
що описуються системами лінійних рівнянь з наявністю системами лінійних 
обмежень. Це складає передумови для подальшого розвитку та удосконалення 
подібних систем. В даному дослідженні запропоновано методику декомпозиції 
дискретної оптимізаційної системи шляхом проекції вихідної задачі на двови-
мірні координатні площини. За такого прийому вихідна задача трансформу-
ється в комбінаторне сімейство підсистем, що дозволяє отримати систему 
графічних розв’язувань складної задачі лінійної дискретної оптимізації 
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1. Вступ
Дискретна оптимізація, яка вже визначилась як окремий розділ теорії оп-
тимізації, у більшості випадків оперує комбінаторними методами розв’язку [1]. 
Методами лінійного програмування розв’язуються задачі розподілу сировини 
між різними продуктами, формування раціону живлення, розкрою матеріалів та 
ін. [2]. Типовими задачами комбінаторних методів є отримання первісного опо-Н
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рного плану, оцінка оптимальності, покращення плану та граничні оцінки ці-
льової функції. Оскільки більшість задач дискретної оптимізації належить до 
класу задач NP, то є актуальним використання алгоритмів спрощення задачі без 
втрати контрольованої точності розв’язку [3]. Для процедури спрощення вико-
ристовують відомий взаємозв’язок систем лінійних алгебраїчних рівнянь з сис-
темою лінійних алгебраїчних нерівностей та класичний апарат лінійної алгебри 
[4]. Безпосередній обчислювальний прийом спрощення реалізовано методом 
Жордана – Гаусса [5]. 
 
2. Аналіз літературних даних та постановка проблеми 
В багатьох випадках математичні моделі управління проектами інтерпре-
туються у вигляді задач дискретної оптимізації [6]. Розв'язок задач дискретної 
оптимізації пов'язаний з принциповими труднощами. Сучасні методи точного 
та наближеного розв’язку таких задач вивчаються з урахуванням належності їх 
до, так званих, задач з класу P та NP (алгоритми поліноміальної та експоненці-
альної реалізації розв’язку) [7]. 
Комбінаторні методи точного та практичного розв’язку задач дискретної 
оптимізації посідають одне з вагомих місць в отриманні оптимальних значень 
таких задач [8]. Для реалізації алгоритмів розв’язку необхідно отримання перві-
сного опорного плану, оцінок оптимальності та покращення у разі його не оп-
тимальності. Сучасні комбінаторні методи для практичного розв’язку задач 
дискретної оптимізації потребують розробку алгоритмів, які дозволяють отри-
мувати наближений розв'язок з гарантованою оцінкою відхилення від опти- 
муму [9]. 
Алгоритми спрощення в задачах дискретної оптимізації є ефективним 
прийомом пошуку розв’язку оптимізаційної задачі [10]. Якщо виконати проек-
тування багатовимірного процесу на двовимірну площину, то такий прийом до-
зволить наочно спостерігати за припустимою множиною (решіткою) параметрів 
задачі [11]. Можна виконувати оцінку знизу та зверху значень цільової функції 
задачі та динамічно оцінювати можливість диверсифікації базисних оптималь-
них змінних з гарантованою точністю [12]. В роботі [13] розроблено метод тер-
моекономічної оптимізації енергоємних систем з лінійною структурою на гра-
фах. Аналіз стійкості розв’язань в задачах детектування дублікатів в електрон-
них документах наведено в роботі [14]. Складність відображення лінійних 
зв’язків в проектах відображена за допомогою ланцюгів Маркова в роботі [15]. 
Розв’язання протиріч між вимогами щодо повноти модельних представ-
лень технічних і соціальних систем та методами отримання рішень можливо за 
рахунок раціонального спрощення алгоритмів розв’язання складних систем рі-
внянь [16]. Сутність недостатньо розв’язаної проблеми щодо пошуку розв’язань 
в задачах лінійного програмування полягає у необхідності створення методу 
спрощення комбінаторного розв’язку задачі дискретної оптимізації.  
В опублікованих дослідженнях різних авторів наголошується на тому, що 
однією з невирішених складових загальної проблеми розробки дієвих моделей є 
саме етап отримання розв’язку систем рівнянь математичного опису складних 
систем [8]. При цьому широкого застосування набули методи спрощення 
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розв’язання за рахунок введення специфічних обмежень [9], перехід до ітера-
ційних пошуків рішення [11], використання декомпозиції об’єктів з представ-
ленням систем за допомогою графів [13]. Означені варіанти спрощення 
розв’язку базуються на додатковій трансформації математичного опису систем 
з побудовою унікальних алгоритмів отримання рішення задачі [15]. Відсутність 
ефективних в обраному аспекті методів спрощення комбінаторного рішення 
задач дискретної оптимізації ймовірно пов’язано з обчислювальною складністю 
і різноплановістю відображуваних систем [16]. Комбінаторні методи розв’язку 
таких задач дозволяють вилучити масив підмножин рішень з множини припус-
тимих значень. Алгоритм відокремлення таких підмножин складає основу ком-
бінаторних методів, але звичайний перебір роз в’язків може бути яким завгодно 
великим тому і складним для обчислень [3] З огляду на це, всі можливі спро-
щення вихідної задачі повинні покращувати комбінаторний алгоритм. Будь які 
алгоритми спрощення зменшують кількість комбінаторних переборів з множи-
ни припустимих значень. Пов’язано це з відомим фактом алгоритмічної склад-
ності задач дискретної оптимізації. 
 
3. Мета і завдання дослідження 
Метою роботи є розробка алгоритму спрощення розв’язку багатовимірних 
задач дискретної оптимізації з використанням стандартних обчислювальних 
процедур лінійної алгебри та деяких прийомів лінійної оптимізації. 
Для досягнення означеної мети були поставлені такі завдання: 
– вилучити клас задач, які підлягають спрощенню; 
– навести розрахунки модельного прикладу. 
 
4. Розробка спрощення розв’язку в задачах дискретної оптимізації 
Нехай маємо загальну задачу лінійної оптимізації у вигляді: 
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де WI – цільова функція. 
Відомо, що таку задачу завжди можливо звести до канонічної форми  
запису: 
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Зауважимо, що форми задач лінійної оптимізації є еквівалентними – збері-
гають множину розв’язків. Добитися цього можливо за умови використання 
прийомів перетворення для переходу від однієї форми задач до іншої. 
Так, рівняння системи обмежень задачі лінійної оптимізації еквівалентне 
системі двох нерівностей: 
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Довільні за знаком змінні можуть бути представлені у вигляді різниці 2-х 
невід’ємних змінних: 
 
, j j jx u v  
0,ju  
0.jv  
 
Перехід від обмежень – нерівностей до обмежень – рівнянь виконують до-
даванням невід’ємної (балансової) змінної: 
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Для спрощення перетворення задач лінійної оптимізації також використо-
вують перехід від максимізації до мінімізації цільової функції і навпаки: 
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З огляду на це, не порушуючи загальності міркувань, нехай маємо задачу 
лінійної дискретної оптимізації поданої у канонічній формі: 
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де ранг матриці коефіцієнтів системи обмежень рівний rang .A m  
Тоді розв’язуючи систему методом Жордано-Гаусса [5] за довільною бази-
сною комбінацією змінних отримаємо проекцію n-вимірної вихідної задачі на 
(n–m)-вимірний простір. У разі n–m=2 маємо проектування на двовимірну пло-
щину. 
Розглянемо модельний приклад розв’язку п’ятивимірної задачі лінійної оп-
тимізації, яка ґрунтується на проектуванні багатовимірного простору на двови-
мірний простір. 
Розв’язати задачу лінійної оптимізації 
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Розв’язок. Система обмежень (1) складається з трьох незалежних рівнянь. 
Переходимо від канонічної форми представлення задачі до стандартної. Такий 
перехід виконують розв’язком системи (1) методом Жордана-Гаусса. (табл. 1) В 
якості базисних змінних обираємо таку трійку x3, x4, x5. 
 
Таблиця 1 
Розрахунки за базисом x3, x4, x5. 
 x1 x2 x3 x4 x5 b ∑ 
 10 10 1 1 1 179 202 
 19 14 1 2 2 298 336 
 4 5 0 1 0 69 79 
WI 13 7 2 –1 2 151  
 10 10 1 1 1 179 202 
 –1 –6 –1 0 0 –60 –68 
 4 5 0 1 0 69 79 
WI –7 –13 0 –3 0 –207  
 9 4 0 1 1 119 134 
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 4 5 0 1 0 69 79 
WI –7 –13 0 –3 0 –207  
 5 –1 0 0 1 50 55 
 1 6 1 0 0 60 68 
 4 5 0 1 0 69 79 
WI 5 2 0 0 0 0  
        
З останнього ланцюга табл. 1 маємо розв’язану систему 
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4. 1. Проекція на Ox1x2 
Відкидаючи базисні змінні, забезпечуємо перехід до двовимірних нерівно-
стей. Проекція п’ятивимірної вихідної задачі на координатну площину Ox1x2 
має вигляд: 
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Графічний розв’язок наведено на рис. 1. 
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Рис. 1. Проекція на Ox1x2 
 
Координати екстремальної вершини є розв’язком системи 
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Інші координати отримаємо з розв’язаної системи (2). Таким чином, опти-
мальний розв’язок вихідної задачі рівний 
 
 max  11,  5,  19,  0,  0 .
optX  
 
Найбільше значення цільової функції буде maxW 65.I  
Зауваження. Обирання трьох змінних серед п’яти можливо десятьма спо-
собами 35 10.C  Розглянемо всі можливі редукції задачі.  
 
4. 2. Проекція на Ox1x5 
Обираємо базисними змінними x2, x3, x4. Розв’язуємо вихідну систему об-
межень відносно змінних x2, x3, x4 методом Жордано-Гаусса (табл. 2), але вико-
ристовуємо еквівалентну до (1) систему (2). 
 
Таблиця 2 
Розрахунки за базисом x2, x3, x4. 
 x1 x2 x3 x4 x5 b ∑ 
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 1 6 1 0 0 60 68 
 4 5 0 1 0 69 79 
WI 5 2 0 0 0 0  
 –5 1 0 0 –1 –50 –55 
 31 0 1 0 6 360 398 
 29 0 0 1 5 319 354 
WI 15 0 0 0 2 100  
 
Табл. 2 надає розв’язану систему з базисними змінними x2, x3, x4, 
 
1 5 2
1 5 3
1 5 4
5 50,
31 6 360,
29 5 319.
    

  
   
x x x
x x x
x x x
         (3) 
 
Нехтуючи невід’ємними базисними змінними x2, x3, x4 виконуємо перехід 
до обмежень-нерівностей. Проекція п’ятивимірного поліедру вихідної задачі (1) 
на координатну площину Ox1x5, інакше еквівалентний перехід від канонічної 
форми задачі ЛО до стандартної, має вигляд: 
 
1 5W 15 2 100 max,   I x x  
 
1 5
1 5
1 5
1 5
5 50,
: 31 6 360,
29 5 319,
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  
Ox x
I
x x
x x
x x
 
 
10 , x  50 . x  
 
Графічний розв’язок задачі наведено на рис. 2, де  
 
1 1 5:5 50,  x x  2 1 5:31 6 360,  x x  
 
3 1 5: 29 5 319,  x x  4 2: 0, x  5 1: 0. x  
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Рис. 2. Проекція на Ox1x5 
 
Оптимальна вершина має координати 
1 11,x  5 0.x  Координати x2, x3, x4 
обчислюємо з системи (3). Остаточно  optmax  11, 5, 19, 0, 0 .X  Отриманий оп-
тимальний розв’язок збігається з попередніми, що підтверджує правильність 
виконаних розрахунків. 
 
4. 3. Проекція на Ox2x5 
Обираємо в якості базисних змінних x1, x3, x4. 
Розв’язуємо вихідну систему обмежень відносно змінних x1, x3, x4, викори-
стовуючи таблицю розв’язку попереднього розрахунку. (табл. 2) 
 
Таблиця 3 
Розрахунки за базисом x1, x3, x4. 
 x1 x2 x3 x4 x5 b ∑ 
 –5 1 0 0 –1 –50 –55 
 31 0 1 0 6 360 398 
 29 0 0 1 5 319 354 
WI 15 0 0 0 2 100  
 1 –1/5 0 0 1/5 10 11 
 0 31/5 1 0 –1/5 50 57 
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 0 29/5 0 1 –4/5 29 35 
WI 0 3 0 0 –1 –50  
 
Маємо розв’язану систему з базисними змінними x1, x3, x4 
 
2 5 1
2 5 3
2 5 4
1 1
10,
5 5
31 1
 50,
5 5
29 4
 29.
5 5

   


  


  
x x x
x x x
x x x
         (4) 
 
Нехтуючи невід’ємними базисними змінними, забезпечуємо перехід до 
обмежень-нерівностей. Проекція п’ятивимірного поліедру вихідної задачі ЛО 
на координатну площину Ox2x5 має вигляд: 
 
2 53 50 max,   IW x x  
 
1 5
2 5
2 5
2 5
1 1
10,
5 5
31 1
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29 4
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Графічний розв’язок задачі наведено на рис. 3, де  
 
1 2 5
1 1
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5 5
   x x  2 2 5
31 1
: 50,
5 5
  x x   
 
3 2 5
29 4
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  x x , 
4 5: 0, x  5 2: 0. x   
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Рис. 3. Проекція на Ox2x5 
 
Оптимальна вершина має координати 2 5,x  5 0.x  Координати x1, x3, x4 
обчислюємо з системи (4). Остаточно  optmax  11, 5, 19, 0, 0 .X  
 
4. 4. Проекція на Ox4x5 
Обираємо в якості базисних змінних x1, x2, x3. Розв’язуємо вихідну систему 
обмежень відносно змінних x1, x2, x3 (табл. 4), використовуючи попередню таб-
лицю розв’язку (табл. 3) 
 
Таблиця 4 
Розрахунки за базисом x1, x2, x3. 
 x1 x2 x3 x4 x5 b ∑ 
 –5 1 0 0 –1 –50 –55 
 31 0 1 0 6 360 398 
 29 0 0 1 5 319 354 
WI 15 0 0 0 2 100  
 0 1 0 5/29 –4/29 5 175/29 
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 0 0 1 –31/29 19/29 19 568/29 
 1 0 0 1/29 5/29 11 354/29 
WI 0 0 0 –15/29 –17/29 –65  
 
Маємо розв’язану систему з базисними змінними x1, x2, x3 
 
4 5 2
4 5 3
4 5 1
5 4
5,
29 29
31 19
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29 29
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Проекція п’ятивимірного поліедру вихідної задачі ЛО на координатну 
площину Ox4x5 має вигляд: 
 
4 5
15 17
W 65 max,
29 29
    I x x  
 
54
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40 , x 50 . x  
 
Графічний розв’язок задачі наведено на рис .4, де  
 
1 4 5
5 5
: 5,
29 29
  x x  2 4 5
31 19
: 19,
29 29
   x x   
 
3 4 5
1 5
: 11,
29 29
  x x  4 5: 0, x  5 4: 0. x   
 
То
ль
ко
 дл
я ч
те
ни
я
 
 
Рис. 4. Проекція на Ox4x5 
 
Оптимальна вершина має координати 4 0,x  5 0.x  Координати x1, x2, x3 
обчислюємо з системи (5). Остаточно  optmax  11, 5, 19, 0, 0 .X  Oтриманий оп-
тимальний розв’язок збігається з попередніми обчисленнями. 
 
4. 5. Проекція на Оx2 x3 
Обираємо в якості базисних змінних комбінацію x1, x4, x5. 
Розв’язуємо вихідну систему обмежень відносно змінних x1, x4, x5 табл. 5, 
використовуючи попередню таблицю розв’язку (табл. 1) 
 
Таблиця 5 
Розрахунки за базисом x1, x4, x5. 
 x1 x2 x3 x4 x5 b ∑ 
 5 –1 0 0 1 50 55 
 1 6 1 0 0 60 68 
 4 5 0 1 0 69 79 
WI 5 2 0 0 0 0  
 0 –31 –5 0 1 –250 –285 
 1 6 1 0 0 60 68 
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 0 –19 –4 1 0 –171 –193 
WI 0 –28 –5 0 0 –300  
 
Маємо розв’язану систему з базисними змінними x1, x4, x5 
З останнього ланцюга отримаємо розв’язану систему 
 
2 3 5
2 3 1
2 3 4
31 5 250,
6 60,
19 4 171.
    

  
    
x x x
x x x
x x x
        (6) 
 
Відкидаючи базисні змінні, забезпечуємо перехід до двовимірних нерівно-
стей. Проекція п’ятивимірної вихідної задачі на координатну площину Оx2 x3 
має вигляд: 
 
2 3W 28 5 300 max,    I x x  
 
2 3
2 3
2 3
2 3
31 5 250,
:     6 60,
19 4 171,
   
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  
   
Ox x
I
x x
x x
x x
 
 
2 0,x 3 0.x
 
 
Графічний розв’язок наведено на рис. 5, де  
 
1 2 3:31 5 250,  x x  2 2 3:6 60,  x x  
 
3 2 3:19 4 171,  x x  4 3: 0, x  5 2: 0. x  
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Рис. 5. Проекція на Оx2x3 
 
Координати екстремальної вершини є розв’язком системи 
 
2 3 2
max 1 3
32 3
31 5 250 5,
:
19.19 4 171
   
       
opt
x x x
X
xx x
 
 
Інші координати отримаємо з розв’язаної системи (6). Таким чином, опти-
мальний розв’язок вихідної задачі рівний 
 
 max  11,  5,  19,  0,  0 .
optX  
 
Найбільше значення цільової функції буде maxW 65.I  
 
4. 6. Проекція на Оx2 x4 
Обираємо в якості базисних змінних комбінацію x1, x3, x5. Розв’язуємо ви-
хідну систему обмежень відносно змінних x1, x3, x5 табл. 6, використовуючи по-
передню таблицю розв’язку (табл. 5). 
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Таблиця 6 
Розрахунки за базисом x1, x3, x5. 
 x1 x2 x3 x4 x5 b ∑ 
 0 –31 –5 0 1 –250 –285 
 1 6 1 0 0 60 68 
 0 –19 –4 1 0 –171 –193 
WI 0 –28 –5 0 0 –300  
 0 –29/4 0 –5/4 1 –145/4 –175/4 
 1 5/4 0 1/4 0 69/4 79/4 
 0 19/4 1 –1/4 0 171/4 193/4 
WI 0 –17/4 0 –5/4 0 –345/4  
 
Маємо розв’язану систему з базисними змінними x1, x3, x5 
 
2 4 5
2 4 1
2 4 3
29 5 145
,
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5 1 69 69
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x x x
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         (7) 
 
Переходимо до обмежень – нерівностей. Такий перехід забезпечує проек-
тування вихідної п’ятивимірної задачі (1) на координатну площину Оx2 x4 має 
вигляд: 
 
2 3
17 5 345
W max,
4 4 4
    I x x  
 
2 4
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29 5 145,
: 5 69,
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Ox x
I
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x x
 
 
2 0,x  4 0.x  
 
Графічний розв’язок наведено на рис. 6, де  
 
1 2 4: 29 5 145,  x x  2 2 4:5 69,  x x  
 
3 2 4:19 171,  x x  4 4: 0, x  5 2: 0. x  Т
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Рис. 6. Проекція на Оx2x4 
 
Координати екстремальної вершини є розв’язком системи 
 
2 4 2
max 1 4
4 4
29 5 145 5,
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0 0.
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Інші координати отримаємо з розв’язаної системи (7). Оптимальний 
розв’язок вихідної задачі рівний: 
 
 max 11,  5,  19,  0,  0 .
optX  
 
Найбільше значення цільової функції буде maxW 65.I  
 
4. 7. Проекція на Оx1 x3 
Нехай базисними змінними будуть x2, x4, x5. Розв’язуємо вихідну систему 
обмежень відносно змінних x2, x4, x5 (табл. 7), але для зменшення кількості об-
числень використовуємо попередню таблицю розв’язку. (табл. 5) 
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Таблиця 7 
Розрахунки за базисом x2, x4, x5. 
 x1 x2 x3 x4 x5 b ∑ 
 0 –31 –5 0 1 –250 –285 
 1 6 1 0 0 60 68 
 0 –19 –4 1 0 –171 –193 
WI 0 –28 –5 0 0 –300  
 31/6 0 1/6 0 1 60 199/3 
 1/6 1 1/6 0 0 10 34/3 
 19/6 0 –5/6 1 0 19 67/3 
WI 14/3 0 –1/3 0 0 –20  
 
Маємо розв’язану систему з базисними змінними x2, x4, x5. 
В алгебраїчному вигляді вона має вигляд: 
 
1 3 5
1 3 2
2 4 4
31 1
60,
6 6
1 1
10,
6 6
19 5
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x x x
x x x
x x x
         (8) 
 
Переходимо до обмежень - нерівностей. Проекція вихідної п’ятивимірної 
задачі (1) на координатну площину Оx1 x3 має вигляд: 
 
1 3
14 1
W 20 max,
3 3
   I x x   
 
1 3
1 3
1 3
1 3
31 360,
: 60,
19 5 114,
 

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  
Ox x
I
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x x
x x
  
 
1 0,x  3 0.x  
 
Графічний розв’язок наведено на рис. 7, де  
 
1 1 3:31 360,  x x  2 1 3: 60,  x x  
 
3 1 3:19 5 114,  x x  4 3: 0, x  5 1: 0. x  
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Рис. 7. Проекція на Оx1x3 
 
Інші координати отримаємо з розв’язаної системи (8). Таким чином опти-
мальний розв’язок вихідної задачі рівний 
 
 max 11,  5,  19,  0,  0 .
optX  
 
Найбільше значення цільової функції буде maxW 65I . 
 
4. 8. Проекція на Оx3 x4 
Нехай базисними змінними будуть x1, x2, x5. Розв’язуємо вихідну систему 
обмежень відносно змінних x1, x2, x5 (табл. 8). Для зменшення кількості обчис-
лень використовуємо попередню таблицю розв’язку. (табл. 7) 
 
Таблиця 8 
Розрахунки за базисом x1, x2, x5. 
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 x1 x2 x3 x4 x5 b ∑ 
 31/6 0 1/6 0 1 60 199/3 
 1/6 1 1/6 0 0 10 34/3 
 19/6 0 –5/6 1 0 19 67/3 
WI 14/3 0 –1/3 0 0 –20  
 0 0 29/19 –31/19 1 29 568/19 
 0 1 4/19 –1/19 0 9 193/19 
 1 0 –5/19 6/19 0 6 134/19 
WI 0 0 17/19 –28/19 0 –48  
 
Маємо розв’язану систему з базисними змінними x1, x2, x5. 
В алгебраїчному вигляді вона має вигляд: 
 
3 4 5
3 4 2
3 4 1
29 31
29,
19 19
4 1
9,
19 19
5 6
6.
19 19

  


  


   
x x x
x x x
x x x
         (9) 
 
Переходимо до обмежень – нерівностей. Проекція вихідної п’ятивимірної 
задачі (1) на координатну площину Оx3 x4 має вигляд: 
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Графічний розв’язок наведено на рис. 8, де  
 
1 3 4: 29 31 551,  x x  2 3 4: 4 171,  x x   
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Рис. 8. Проекція на Оx3x4 
 
Координати оптимальної вершини є розв’язком системи 
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Інші координати отримаємо з розв’язаної системи (9). Оптимальний 
розв’язок вихідної задачі рівний 
 
 optmax  11, 5, 19, 0, 0 X . 
 
Найбільше значення цільової функції буде maxW 65.I  
 
4. 9. Проекція на Оx1 x4 
Нехай базисними змінними будуть x1, x2, x5. Розв’язуємо вихідну систему 
обмежень відносно змінних x1, x2, x5 (табл. 9), але для зменшення кількості об-
числень використовуємо попередню таблицю розв’язку (табл. 8). 
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Таблиця 9 
Розрахунки за базисом x1, x2, x5. 
 x1 x2 x3 x4 x5 b ∑ 
 0 0 29/19 –31/19 1 29 568/19 
 0 1 4/19 –1/19 0 9 193/19 
 1 0 –5/19 6/19 0 6 134/19 
WI 0 0 17/19 –28/19 0 –48  
 29/5 0 0 1/5 1 319/5 354/5 
 4/5 1 0 1/5 0 69/5 79/5 
 –19/5 0 1 –6/5 0 –114/5 –134/5 
WI 17/5 0 0 –2/5 0 –138/5  
 
Маємо розв’язану систему з базисними змінними x1, x2, x5. 
В алгебраїчному вигляді вона має вигляд: 
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Переходимо до обмежень – нерівностей. Проекція вихідної п’ятивимірної 
задачі (1) на координатну площину Оx1x4 має вигляд: 
 
1 4
17 2 138
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Графічний розв’язок наведено на рис. 9, де  
 
1 1 4:  29 319,  x x  2 1 4: 4 69,  x x  
 
3 1 4:19 6 114,  x x  4 1: 0, x  5 4: 0. x  То
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Рис. 9. Проекція на Оx1 x4 
 
Координати оптимальної вершини є розв’язком системи 
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Інші координати отримаємо з розв’язаної системи (10). Оптимальний 
розв’язок вихідної задачі рівний 
 
 max 11,  5,  19,  0,  0 .
optX  
 
Найбільше значення цільової функції буде maxW 65.I  
 
4. 10. Проекція на Оx3 x5 
Візьмемо за базисні змінні x1, x2, x4. Розв’язуємо вихідну систему обмежень 
відносно змінних x1, x2, x4 (табл. 10), але для зменшення кількості обчислень 
використовуємо таблицю розв’язку. (табл. 8). 
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Таблиця 10 
Розрахунки за базисом x1, x2, x4. 
 x1 x2 x3 x4 x5 b ∑ 
 0 0 29/19 –31/19 1 29 568/19 
 0 1 4/19 –1/19 0 9 193/19 
 1 0 –5/19 6/19 0 6 134/19 
WI 0 0 17/19 –28/19 0 –48  
 0 0 –29/31 1 –19/31 –551/31 –568/31 
 0 1 5/31 0 –1/31 250/31 285/31 
 1 0 1/31 0 6/31 360/31 398/31 
WI 0 0 –15/31 0 –28/31 –2300/31  
 
Маємо розв’язану систему з базисними змінними x1, x2, x4. 
В алгебраїчному вигляді вона має вигляд: 
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Переходимо до обмежень – нерівностей. Проекція вихідної п’ятивимірної 
задачі (1) на координатну площину Оx3 x5 має вигляд: 
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Графічний розв’язок наведено на рис. 10, де  
 
1 3 4:  29 19 551,  x x  2 3 5:5 250,  x x   
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Рис. 10. Проекція на Оx3 x5 
 
Координати оптимальної вершини є розв’язком системи 
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Інші координати отримаємо з розв’язаної системи (10). Оптимальний 
розв’язок вихідної задачі рівний 
 
 max 11,  5,  19,  0,  0 .
optX  
 
Найбільше значення цільової функції буде maxW 65.I  
 
8. Обговорення результатів дослідження оптимізаційних розрахунків 
Запропонований підхід до спрощення комбінаторного розв’язку задачі 
дискретної оптимізації має суттєві переваги на відмінність від відомих засобів 
визначення оптимального рішення – симплексного методу або методу штучно-
го базису [3]. Фактично виконувана декомпозиція системи зменшує розмірність 
системи рівнянь, яку слід розв’язувати. Проекція багатовимірної системи вихі-
дної задачі на двовимірну координатну площину дозволяє отримати просту си-
стему графічних розв’язувань складної задачі лінійної дискретної оптимізації. З 
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практичної точки зору запропонований метод дозволяє спростити обчислюва-
льну складність оптимізаційних задач такого класу.  
Показано, що оптимальний розв’язок вихідної задачі по всіх 10-ти проек-
ціях дорівнює:  
 
 max 11,  5,  19,  0,  0 .
optX  
 
Найбільше значення цільової функції: maxW 65.I  
Отриманий науковий результат дозволяє зробити висновок, що у загаль-
ному випадку немає потреби виконувати пошук рішення по всіх проекціях. До-
статньо визначити рішення тільки по одній проекції. 
Прикладною цінністю запропонованого підходу є використання отримано-
го результату для забезпечення можливості вдосконалення складних систем, що 
описуються системами лінійних рівнянь з наявністю систем лінійних обмежень. 
Багатозначність комбінаторних проекцій обумовлює можливість зміни набору 
параметрів задачі. Запропоновано проектування багатовимірного оптимізацій-
ного процесу на двовимірну площину.  
Такий метод спрощення можливо застосовувати тільки для підготовлених 
класів задач. Ранг m матриці коефіцієнтів системи обмежень лінійної задачі 
дискретної оптимізації повинен задовольняти умові n–m=2, де n – вимірність 
задачі. Доцільним є узагальнення такого проектування на тривимірний простір. 
 
9. Висновки 
1. Показано, що розв’язання задачі лінійної оптимізації є можливим за ра-
хунок спрощення шляхом декомпозиції системи завдяки побудові проекцій ба-
гатовимірної системи вихідної задачі на двовимірні координатні площини. 
2. Доведено на прикладі розв’язання типової модельної задачі, що запро-
понований підхід дозволяє отримати просту систему графічних розв’язувань 
складної задачі лінійної дискретної оптимізації. Отриманий результат дозволяє 
зробити висновок, що у загальному випадку немає потреби виконувати пошук 
розв’язків за всіма проекціями. Достатньо визначити розв’язок тільки по одній 
проекції.  
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