In this paper we analyze a class of projection operators with values in a subspace of polynomials. These projection operators are related to the Hubert spaces involved in the numerical analysis of spectral methods. They are, in the first part of the paper, the standard Sobolev spaces and, in the second part, some weighted Sobolev spaces, the weight of which is related to the orthogonality relation satisfied by the Chebyshev polynomials. These results are used to study the approximation of a model fourth-order problem.
Introduction
The numerical analysis of the error between the exact and the numerical solutions of a partial differential equation approximated by spectral methods relies, in most cases, on the comparison between the numerical solution and the best polynomial approximation in some suitable Sobolev spaces. The best approximation is achieved by orthogonal projection operators. This paper presents an analysis of a wide class of such projection operators in weighted Sobolev spaces. The reason why this analysis is somewhat more difficult in spectral methods than in finite element methods has to do with the fact that the inverse inequality between spaces of polynomials provided with Sobolev norms is not as good as the ones that are available between spaces of finite elements. Because of this, the projection operators in low-order norm have poor approximation properties in higher norms (see Remark 2.1 of this paper).
Such projection operators have been studied before in [4, 12, 16, 1] , but the existing results are limited to the approximation in low-order norms such ") 1 as the L -or H -norm and are therefore not adequate in many applications. For example, they are not sufficient for the error analysis of the approximation by spectral methods of fourth order and, in several instances, second-order problems (see [5] ). For different properties of projection operators that arise in spectral methods, see also [19] .
An outline of the paper is as follows. In §2, we prove some results concerning the approximation theory with Legendre polynomials on the interval (-1, 1). These results are obtained in a standard Sobolev framework. The theory of interpolation between Sobolev spaces is widely used here. In §3 we recall and complete results proved in [6, 1] concerning interpolation between weighted Sobolev spaces on (-1, 1). The weight is the one that appears in the orthogonality relation for Chebyshev polynomials. These properties are used in §4 to extend the results of §2 to the approximation theory with Chebyshev polynomials. Finally, we give in §5 an application to a simple fourth-order test problem. Note that other applications of these results can be found in [3, 18] .
Let A be any interval of E ; for any integer m, the space of continuous functions defined on A whose derivatives of order < m are continuous on A is denoted by Wm(A); for any real number s > 0, we denote by H* (A) the Sobolev space of index s on A and by Hq(A) the closure in If (A) of the space 3(A) of all functions W°° with compact support in A (see [8] for more details). For any s > 0, we denote by ((•, •))J A the scalar product of HS(A) and by \\-\\s A its norm; the space Hg(A) is provided with the standard seminorm | • \s A of H*(A). In the sequel, the interval of reference will be the interval A = (-1, 1) ; for this interval, we shall omit the subscript A in the various norms. For any function /, we denote by f and f" the first and second derivatives of /.
The duality pairing between a Hubert space and its dual space is denoted by Let X and Y be two Hubert spaces such that X c Y and X is dense in Y ; for any 6 in [0, 1], we denote by [X, Y]0 the space obtained by any Hubert interpolation of index 9 . We refer to [8, Chapter 1] for a complete analysis of Hubert interpolation.
For any integer N, ¥N stands for the space of all polynomials of degree < N on A, and for any real number s, s > 0, we denote by P^, the space PNnHs0(A). Finally, for any real number 5, we denote by s the integral part of s .
Approximation results for projection operators in the standard Sobolev spaces
The main result of this section is Theorem 2.1. Let p and s be two real numbers such that p ^ N + 1/2, 0 < s < p. There exists an operator ns" N from HP(A) dHq(A) onto P^ such that, for any ip G HCT(A) n Hg(A) with o >p, we have Vi/, 0<v<p, \\<p-nsp0N<p\i<CNv-a\\<p\\a.
The proof of this theorem will be carried out in two steps. The first considers the case where p is an integer, and the second generalizes the results to all values of p.
First step. Let us first consider the case where p is equal to s and belongs to N. We define a projection operator P N from Hq(A) onto P^ as follows:
for any tp G Hg (A) , P N satisfies (2.1) V^eP^, ((dp[<p-VpN(P]ldxp, dp¥/dxp))0 = 0.
This projection operator has the following properties.
Lemma 2.1. For any tp G HCT(A) n Hg(A), with a >p, we have (2.2) Vi/, 0<v<p, \\<p-VPiN<p\\v<CNv-a\\ip\\a.
Remark 2.1. The estimate in the case v = p = 0 has been proved in [4] , while the case 0 < v < p = 1 is analyzed in [12] . Moreover, it is proved in these two cases that no optimal bound is possible for H"(A)-norms with v > p . Indeed, the best estimate that can be achieved is \\<P-p0,N<p\l<CN2"~a\\<pV It is often necessary (see, e.g., [2, 3, 18] ) to obtain optimal results in higher norms.
Proof of Lemma 2.1. We prove (2.2) for v = p by induction over p in N. In Remark 2.1 we have recalled that the result is well known for p = 0. Let us assume that, for any tp in Hff(A) n Hq~'(A) with a < p -1, we have
For technical reasons that will be clarified in the sequel, we assume that (2.4) N>2(p-l) (note that the asymptotic result (2.2) is trivial for N < 2(p -1) if we take the constant C large enough). Let q> be any element of H^(A) ; then tp' belongs to H(p'(A) and Pp_x N_x(<p') is a polynomial in P^l', . Moreover, since tp(-l) = <p(l) = 0, we have
Integrating by parts 2(p-l) times and noticing that Pp_x N_x(q>')-(p' belongs to Hq~ (A), we obtain
From (2.1), (2.4), we derive (2.5) j?p_lN_l(<p')dx = 0.
Finally, we deduce that the primitive function x -► f*x Pp_, N_x(<p')(y)dy = RN(x) is a polynomial of P^ that, for any y/ in P^ , satisfies ((dpRN/dxp,dptp/dxp))0 = ((dp~X[Pp_x N_x(tp')]/dxp-x, dp-x[ip']/dxp-x))0 = ((dp-l[<p']/dxp-1 ,dp-l[y,']/dxp-% = ((dp<p/dxp,dpv/dx"))0, so that RN = P N<p . Then, using the classical Poincaré-Friedrichs inequality yields \\<p -pp>n<p\\p < c\W -p», tNfi\\p_x = c\\<p' -pp_, ,n_x(<p')\\p_x.
From the induction hypothesis we obtain \\<P-PP,N<P\\p<CN IHIff-i> so that (2-6) \\<P-Vp,N<P\\p<CN,'-a\\<p\\a.
This proves the lemma for v = p . In order to prove (2.2) for v < p , we use a duality argument. Consider the operator L defined from H~P(A) into Hq(A) by V/€H-p(A), Vy/eH^A), ((dp(Lpf)/dxp, dpV/dxp))0 = (f, ip).
It is well known that Lp is an isomorphism from L2(A) into H2p(A) nHg(A), so that we have We now define O^' N to be the projection operator from HP(A) n Hq(A) onto P^ with respect to the scalar product ((•, •)) of HP(A). Using this last inequality with v = p , it is an easy matter to check that \\f> -rí'VlIp = iml \\<p -<Pn\\p ^ \\v -(V + ¥P,Ni<p -V))HP. From the regularity of L we finally derive (2.9) l|c'-n;'>||o<CA/-iT||^||CT.
With an interpolation result we then obtain an estimate for \\<p -Tl ' N(p\\v for any v, 0 < v < p . Hence, we have proved Lemma 2.2. For any <p G HCT(A) n H0(A), with o > p, we have (2.10) vi/, o<v<p, ||^-n;;>||[/<c^-'7||ç)||(7.
Second step. We want to extend Lemma 2.1 to nonintegral values of p, p £ N + 1/2. We must distinguish the two cases p -p < 1/2 and p -p > 1/2. We begin with the case p -p > 1/2 and take tp in HCT(A) nHj(A) with o > p + 1. It is standard to note that tp is, in fact, in Hg+ (A). Now using Lemma 2.1, we obtain inf \\<p-<PN\\p<CNp-a\\<p\\a for any a > p + I (use (2.2) for P-+1 N in the case v = p). Since we have pP,+ 1 = ff^ , we deduce that (2.11)
Va > p + 1, inf ||? -<pN\\ < CW'-"|M|ff.
We now consider the case p -p < 1/2 and take tp G HCT(A) n Hq(A), a > p + 1 . Using now Lemma 2.2 gives inf. ||? -<pN\\ < CN 
is a scalar product whose associated norm, denoted by ||| • ||| , is equivalent to the one defined in (2.2).
From (2.11) and (2.12), the projection operator Pp N from Hg (A) , provided with the norm ||| • ||| , onto P^ verifies the following estimate, for any tp G Hff(A)nHj(A), a>p+l, llf-P,,*fll,<CJV'-||f||,.
Trivially, we also have llf-P,,j,fll,<C||f||,.
A simple interpolation argument now gives, for any a > p and any tp G HCT(A)n «5(A), (2.14) \\<P-Vp,N9\\p<CNp-a\\9\\a.
We now use the abstract duality result of the appendix to derive an optimal estimate for \\<p -Pp N<p\\0. In the situation where Y0 = L2(A), Z = H2p(A) n H^(A), Y = D(62), and X = H^(A), we obtain from (2.14) that
<CN \\tp io-
Interpolating between (2.14) and the previous estimate, we conclude that, for any tp G HCT(A) n Hq(A) , a > p , we have (2.15) V«/, 0<v<p, \\<p-PpiN<p\\l/<CNv-',\\<p\\a.
Following the same lines as in the proof of Lemma 2.2, we deduce from the t5,0 p,n result (2.15) the existence of an operator US'°N for any values of p and 5 that satisfy the bound of Theorem 2.1.
Remark 2.2. It is an easy matter to state a similar result concerning the existence of an operator from the closed subspace of all elements of HP(A) such that only some of the derivatives of order < p -1/2 vanish on the boundary of A onto the space of polynomials in P^ having the same derivatives equal to zero at the boundary. Remark 2.3. As pointed out in [18] , the operator A +P "o (Id-A ) defined in (2.7) for integral values of p , and that could be defined in a similar way for any real number p not in N + 1/4, has the same approximation properties as n N and, moreover, it preserves the traces of any element of HP(A). 
can be extended to a continuous mapping from H* (A) onto R m+ for any real number s > m + 1/4. Moreover, the space Hs 0(A) coincides with the kernel of that trace mapping.
We recall also the following result that can be found in [5] .
Theorem 3.2. For any real number s> 1/4, H*(A) is contained in Hs~ ' (A).
3.2. The case of real interpolation. Let us first use a wider class of interpolation that depends on two real numbers. It consists of the real interpolation procedure (see [9] for more details), and we recall that for all 9 G (0, 1), and (r, r) G (R+)2,r>r, VpeP", / (u-u)(x)(p(x)dx = 0, Jo and, from the uniform equivalence of norms over Fn, (3.10) VjU>0, ||w%,(o,.)<C(")IMIo,ar
We deduce that, in particular, the element ïï = u-u has zero average and is continuous on (0, 1 ), hence ïï vanishes at least once in (0, 1 ). If ïï has a finite number of zeros in (0, 1 ), let (i/)1<i< be all of those with odd multiplicity. It is an easy consequence of the definition of the £¡ to note that (ü)(YlP=x (x -C¡)) has constant sign on the interval (0, 1). Let us assume that p < n; taking tp = nPi=x(x -Çj) in (3.9) implies that (ü)(Y[p=x(x -£,)) is constant equal to 0 on (0, 1 ), which contradicts the assumption. We therefore deduce that ïï has at least n distinct zeros in (0, 1). This implies that for any /, I < I < n-I, the function d (u)/dx vanishes at least at one point p¡ in (0, 1). As a consequence, we note that V/, 1 </<n-1, dlu/dx'(l) = 0; moreover, we derive from (3.11) that (3.14) V/, l</<n-l, \\dl(ù-u)/dx'\\nw<C(\\u\\0^+\\dnu/dxn\\0J.
Integrating by parts and using (3.13), we deduce that
hence V/, 1 < / < n -1, /CX> /*00
Iterating this process, we find that Let X be a Banach space. We say that X is contained in J^(H^(A), H'(A)) for a real number 9 in (0, 1) if (3.18) [ Lemma 3.2. The space H (A) is contained in ^,2(H (A), L (A)).
Proof. By (3.6) and (3.7), we immediately obtain Let w be any element of H (A). We derive from (3.15) that \\ßw\\2Xp < C||^||0i;|^u;||2tp < C|M|0i,|M|2>,,
From the Cauchy-Schwarz inequality, we then obtain Mw G H2(A), \\w\\Xp < \\ßw\\Xp + ||(1 -ß)w\\x p < C|M|0^|M|2^.
The lemma now follows from (3.19) and (3.20). D
We can easily extend the same techniques to higher derivatives and state Theorem 3.3 [7] . For any real numbers s, p, q such that 0 < q < s < p and which do not belong to N + 1/4, and for any r such that 0 < r < s, the space H(A)nH;0(A) is contained in Jfe(Hpp(A) nUrp 0(A), H«(A)nH;m«r'4)(A)), with 9 = (s-p)l(q-p).
3.3. Some properties of the dual spaces. In order to sharpen the previous results on Hubert interpolation, we need some properties of the duality between the spaces Hs 0(A). Let us introduce, for any real number 5 > 0, the dual space
H~J(A) of Hs 0(A). In the following, we shall always identify L (A) with
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use its dual space. As a consequence, differentiation in the space of distribution 3¡'(A) is defined as follows: 
24) [H-pq(A),H-pp(A)]g = H-ps(A).
Proof. Recall that, under the conditions of the lemma, Theorem 3.1 states that ( 
3.25) [HJ>0(A),h;i0(A)]1_9 = h;i0(A).
Using now the theorem of duality (see [ We are going to prove now that, in the case where m is an integer, the elements of the space H~W(A) are derivatives of some functions in L (A).
More precisely, let us introduce the space ^~m(A) = {dm f/dxm ; f G L2(A)} . In addition, the operator dp ¡dxp is linear continuous from the space H^(A) there exists an element g of L (A) such that dpf/dxp = dp~sg/dxp~~s. It is an easy matter to check that dsf/dxs -g is a polynomial in P"_i_1 and that dsf/dxs is in fact an element of L (A). We derive from (3.28) [Hpp(A), h2p(A)]{p_s)/p c {/ e ^-'(A) ; dsf/dxs G L2(A)} = ifyA). 
is a scalar product whose associated norm, denoted by 111 • 11L ", is equivalent to the one defined in (3.4).
We are going to examine the properties of the projection operators related to the scalar product defined in (4.1). The interest in considering this kind of projection operator will appear when we shall analyze the approximation properties they satisfy in lower-order norms.
We first choose p in N, and we define Pp N as the orthogonal projection operator from H^ 0(A) onto P^ with respect to the scalar product defined in (4.1). Remark 4.1. The estimate in the case v = p = 0 has been proved in [4] , and the case 0 < v < p = 1 is analyzed in [12] (note that the dependence of the constant C in (4.2) with respect to o is such that there exist two constants C, and C2, 0 < Cx <C2 such that Cxo\ < C(o) < C2o\). Moreover, it is proved that no optimal bound is possible for tí 0(A)-norms with v > p . Indeed, for example, the best possible estimate is \\<P-^o,N'P\l,P<CN2l/-a\\<p\\^p.
It is often necessary (see [5, 2, 11, 18] and (5.13)) to obtain optimal results in higher norms.
Proof of Lemma 4.1. We prove (4.2) for v = p by induction over p in N. In Remark 4.1 we have recalled that the result is well known for p = 0. Assume, then, that for any tp in H*(A) D H^^A) with a < p -1 we have
For the same reason as in §2, we assume that
(note again that the asymptotic result (4.2) is trivial for N < 2(p -I) if we take the constant C large enough). Let <p be an element of tí "(A) ; then tp belongs to H^_0(A), and since <p(-l) = <p(-l) = 0, we have a = ¡\ Pp_i>w_,(f')(0</< = f_\*P-x,N-¿f') -9](t)dt.
Here, one cannot prove that a is equal to 0, but from the Cauchy-Schwarz inequality we find
so that, from the induction hypothesis (4.3) we obtain 11(9» -\<P) -(P".*(* -*P<P))\l,p < CNv-°\\<p -Ap<p\\ap.
We deduce from (4.8) that \\9-i^p9^p,Ni9-^p9))\l,p<CNv-a\\V\\0tp.
The operator PpN = Ap + Pp >yv o (Id-A,) from Hj(A)nH,>0(A) onto P" n H^ 0(A) is such that (4) (5) (6) (7) (8) (9) \\9-^p,N9\l,p<CNv-a\\9\\ap.
As noted in [18] , the operator Pp N preserves the traces of any element of H^(A). This proves that in fact P N is independent of 5. We have proved 2] ), but we note that we can define a new scalar product over A that induces a norm equivalent to the original one by using Theorems 3.6 and 3.7. More precisely, for example in the case where 5 = 0, we recall that the space H P(A) is the If we define the projection operator P N on FN with respect to this scalar product, we obtain from (4.10) that \\u-Pp,Nu\\p,p<CNp-a\\u\\^p.
Using now the abstract duality result with Y0 = L2 (A), Z = H P(A) = Y, and X = H^(A), we deduce that HM-p",;vwllo,^CAr<7|MLp-
The complete set 0 < v < p is recovered by an interpolation argument that relies upon Theorem 3.6. We also obtain for any u in H^(A) with a > p that Mv, 0<v<p, \\u-Pp^u\l>p<CNl/-''\\u\\ap.
We now prove an analogue of (4.2) for nonintegral values of p such that p -1/4 is not in N. Here, the two cases p -p < 1/4 and p -p > 1/4 must be distinguished.
We begin with the case p -p > 1/4 and take tp in H^(A) n típ 0(A) with a > p + 1 . It is a consequence of Theorem 3.1 that tp is, in fact, in H^+¿(A). Remark A.A. We point out that the previous operators can all be seen as orthogonal projection operators with respect to some scalar product (recall Remark 4.2). In the general case, it seems difficult to exhibit exactly the analytic form of this scalar product, but the previous remark will be essential in a forthcoming paper. Remark 5.2. The previous estimate is optimal, since no polynomial of P^ is asymptotically nearer to the solution y/ than the solution y/N of the approximate problem.
Remark 5.3. The previous theorem will be extended in a future work, in order to consider collocation and tau pseudospectral approximations of one-dimensional fourth-order problems. Such methods are much more efficient from a computational point of view.
Appendix. An abstract duality result
Consider two Hubert spaces X and Y0, X c Y0, with a continuous imbedding. Moreover, suppose that X is dense in Y0. It is classical (see, e.g., [17] 
_,
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