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1. Introduction and the 1-dimensional case
Considerable attention [2,3,8] has been paid to the energy U of an electron in a given
lattice which constitutes Wigner’s [10] model of a metal as an electron gas bathed in a
compensating background “jelly” of positive charge, the whole being electrically neutral.
The energy U is given as the difference between the interaction of the electron with all
other electron on their lattice sites, and that of the electron with compensating positive
background charge:
U = U1 − U2, (1.1)
where
U1 = e
2
q0
∑′
m∈Z3
|m|−1,
U2 = ne2
∫ ∫ ∫
R3
1
(x2 + y2 + z2) 12
dx dy dz,
and where m = (m1,m2,m3) ∈ Z3, |m| =
√
m21 + m22 + m23, q0 is some lattice parameter,
n is the number density and e is the elementary electric charge.
Let us consider, more generally, a special positive definite quadratic form in κ variables:
Q = Q(x1, . . . , xκ) = a1x21 + · · · + aκx2κ , (1.2)
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8 S. Kanemitsu et al. / J. Math. Anal. Appl. 294 (2004) 7–16such that a1 > 0, . . . , aκ > 0. With N a positive integer and s a complex variable, put
αN(s) =
∑
· · ·
∑
|ni |N
′
Q(n1, . . . , nκ)
−s , (1.3)
where the prime in the summation means that the term (n1, . . . , nκ) = (0, . . . ,0) is omitted.
The series (1.3) is absolutely convergent as N → ∞ for s > κ/2 and is continued to the
Epstein zeta-function α(s) = ζQ(s), meromorphic over the whole s-plane with a simple
pole at s = κ/2 (for the Epstein zeta-function, cf., e.g., [9]). Further put
βN(s) =
∫
· · ·
∫
|xi |N+1/2
Q(x1, . . . , xκ)
−s dx1 · · ·dxκ. (1.4)
This integral exists for s < κ/2.
We define
σN(s) = αN(s) − βN(s)
(
for s < κ
2
)
. (1.5)
Although αN(s) and βN(s) tend to infinity as N → ∞, we shall see that the difference
σN(s) is convergent in the range κ/2 − 1 < s < κ/2.
At the end of his paper [8], R. Shail states a conjecture that for the quadratic form
Q(x1, . . . , xκ) = x21 + · · · + x2κ ,
lim
N→∞σN
(κ
2
− 1
)
= lim
s→ κ2 −1
lim
N→∞σN(s) (1.6)
and claims that this phenomenon is not surprising in view of the fact that in the case κ = 1,
(1.6) still holds, although the result of [3] that (1.6) holds for κ = 3 is intriguing.
In this paper we shall prove that the property (1.6) is shared by all κ-dimensional NaCl
type lattices, i.e. by the quadratic form Q(x1, . . . , xκ) given by (1.2), and the 2-dimensional
case just happens to be exceptional, but consistent.
In the remainder of this section, we shall prove that (1.6) holds in the proper sense
for κ = 1, differently from the claim of Shail that (1.6) holds for Q(n) = n. Indeed, as is
elucidated in [7], the Riemann zeta-function viewed as the Epstein zeta-function should be
ζ(2s), the Epstein zeta-function of the quadratic form Q(n) = n2 in 1-variable n, rather
than ζ(s). Thus we are to consider, instead of Shail’s [8]
N∑
n=1
n−s −
N∫
1
t−s dt,
the difference
σN(s) =
N∑′
n=−N
1
(n2)s
−
N+1/2∫
−(N+1/2)
(x2)−s dx (1.7)
for s < 1/2, or
σN(s) = 2
N∑ 1
n2s
− 2
1 − 2s
(
N + 1
2
)1−2s
. (1.8)n=1
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N∑
n=1
1
n2s
= N
1−2s
1 − 2s +
1
2
N−2s − s
6
N−2s−1 + ζ(2s)
+ 1
3
s(2s + 1)(2s + 2)
∞∫
N
B¯3(x)x
−2s−3 dx, (1.9)
valid for s > −1, with B¯3(x) signifying the periodic Bernoulli polynomial of degree 3
and the expansion(
N + 1
2
)1−2s
= N1−2s
{
1 + 1 − 2s
2N
− s(1 − 2s)
4N2
+ O
( |s(1 − 2s)(2s + 1)|
N3
)}
(1.10)
to obtain
σN(s) = s6N
−(2s+1) + 2
3
s(2s + 1)(2s + 2)
∞∫
N
B¯3(x)x
−2s−3 dx + 2ζ(2s)
+ O
( |s(2s + 1)|
N2s+2
)
. (1.11)
Hence
σN
(
−1
2
)
= − 1
12
+ 2ζ(−1) = −1
4
,
while
lim
N→∞σN(s) = 2ζ(2s),
for s > −1/2, so that
lim
s→− 12
lim
N→∞σN (s) = 2ζ(−1) = −
1
6
,
whence (1.6) follows.
Remark. The value σN(−1/2) = −1/4 follows directly from (1.8), but we gave above an
instructive proof.
2. The general case
We shall prove the following theorem which contains all the cases considered by Bor-
wein et al. [2,3,8].
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(i) In the notation of Section 1, the limit σ(s) = limN→∞ σN(s) exists in κ/2 − 1 < s <
κ/2 and coincides there with the analytic continuation α(s) of Epstein zeta-function
defined by limN→∞ αN(s) in s > κ/2.
(ii) We have the intermediate formula
σN(s) = − s6 (2s + 2 − κ)
(
N∑
n=1
n−2s+κ−3
)(
κ∑
j=1
ajVj (s + 1)
)
+ γN(s)
− 2
2s+1−κ
κ − 2s
κ∑
j=1
Vj (s), (2.1)
and the limit formula
σ(s) = − s
6
(2s + 2 − κ)ζ(2s − κ + 3)
κ∑
j=1
ajVj (s + 1) + γ (s)
− 2
2s+1−κ
κ − 2s
κ∑
j=1
Vj (s), (2.2)
where γN(s) is an entire function, γ (s) = limN→∞ γN(s) is holomorphic in s >
(κ − 3)/2, and
Vj (s) =
∫
· · ·
∫
|xl |1
l =j
1
Q(x1, . . . ,1, . . . , xκ)s
djx, (2.3)
and where the integrand is Q(x1, . . . , xj , . . . , xκ)−s with xj replaced by 1 and djx
means the measure dx1 · · ·dxj−1dxj+1 · · ·dxκ .
Let κ  2. For the proof of the theorem, we introduce two auxiliary functions. For i = j ,
we define
W
j
i (s) =
∫
· · ·
∫
|xl |1
l =i
x2j
Q(x1, . . . ,1, . . . , xj , . . . , xκ)s
dix, (2.4)
Vij (s) =
∫
· · ·
∫
|xl |1
l =i,j
1
Q(x1, . . . ,1, . . . ,1, . . . , xκ)s
dij x, (2.5)
where in (2.4) the integrand is x2j /Q(x1, . . . , xκ)s with xi replaced by 1, and in (2.5) the
integrand is Q(x1, . . . , xκ)−s with xi and xj replaced by 1 and dij x denotes the (κ − 2)-
dimensional measure lacking dxi and dxj . In the case κ = 2, we regard the function Vij (s)
as Vij (s) = V12(s) = V21(s) = Q(1,1)−s .
Now we show the following lemma.
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(i) For each i we have
Vi(s + 1) = aiVi(s + 2)+
κ∑
j=1
j =i
ajW
j
i (s + 2).
(ii) For i = j we have
Vi(s + 1) = 2Vij (s + 1) + 2(s + 1)ajWji (s + 2).
(iii) For each i we have
(2s + 3 − κ)Vi(s + 1) = 2(s + 1)aiVi(s + 2)− 2
κ∑
j=1
j =i
Vij (s + 1).
(iv)
∑
i,j
i =j
ajVi(s + 1) = 2
∑
i,j
i =j
ajVij (s + 1) + 2(s + 1)
∑
i,j
i =j
a2jW
j
i (s + 2).
(v) (2s + 3 − κ)
κ∑
i=1
aiVi(s + 1) = 2(s + 1)
κ∑
i=1
a2i Vi(s + 2) − 2
∑
i,j
i =j
aiVij (s + 1).
Proof. (i) is straightforward from the definitions. (ii) is proved by integration by parts.
Multiplying (i) by 2(s + 1) and using (ii), we get (iii). For (iv), first multiply (ii) by aj
and sum the resulting equation over i and j (i = j). We multiply (iii) by ai and sum the
resulting equation over i , then we get (v). 
Proof of the theorem. We first transform the integral βN(s) defined by (1.4). Writing
xj = (N + 1/2)Xj in (1.4), we have for s < κ/2,
βN(s) =
(
N + 1
2
)κ−2s ∫
· · ·
∫
|Xi |1
Q(X1, . . . ,Xκ)
−s dX1 · · ·dXκ.
Now as in [2] and [3], we divide the region of integration into 2κ pyramidal regions,
P+j =
{
(x1, . . . , xκ)
∣∣ 0 xj  1, |xi | xj (1 i  κ, i = j)},
P−j =
{
(x1, . . . , xκ)
∣∣−1 xj  0, |xi|−xj (1 i  κ, i = j)}
(j = 1, . . . , κ). Since Q(x1, . . . , xκ) is diagonal, the integral over P−j is equal to the inte-
gral over P+j for each j . Hence we have
βN(s) = 2
(
N + 1
2
)κ−2s κ∑
j=1
1∫
0
dxj
∫
· · ·
∫
P+
Q(x1, . . . , xκ)
−s dj x.j
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βN(s) = 2
(
N + 1
2
)κ−2s κ∑
j=1
Vj (s)
1∫
0
xκ−1−2sj dxj ,
or
βN(s) = 2(N + 1/2)
κ−2s
κ − 2s
κ∑
j=1
Vj (s). (2.6)
Since, from (2.3), Vj (s) is an entire function, it follows from (2.6) that βN(s) can be
continued to a meromorphic function β˜N(s), say, over the whole s-plane with a simple
pole at s = κ/2.
We remark from (2.6) that for s > κ/2
lim
N→∞ β˜N (s) = 0. (2.7)
Suppose that s < κ/2. We study σN(s) by the method of finite differences due to
Borwein (cf. also much earlier use by J.R. Wilton [11,12]). For that purpose we put
δN(s) = σN(s) − σN−1(s). (2.8)
We write for n = (n1, . . . , nκ) ∈ Zκ
fn(x1, . . . , xκ) = Q(n1 + x1, . . . , nκ + xκ)−s .
Thus from the definition of δN(s), we may write
δN(s) =
∑
M(n)=N
∫
· · ·
∫
M(x)1/2
(
fn(0, . . . ,0) − fn(x1, . . . , xκ)
)
dx1 · · ·dxκ, (2.9)
where we put M(y) = max(|y1|, . . . , |yκ |) for a vector y = (y1, . . . , yκ). Expand f into its
Taylor series:
fn(x1, . . . , xκ) − fn(0, . . . ,0)
=
κ∑
j=1
∂fn
∂xj
(0, . . . ,0)xj + 12
κ∑
i,j=1
∂2fn
∂xi∂xj
(0, . . . ,0)xixj + (terms of degree 3)
and perform integration, thereby noting that only even functions contribute to the integral
and that the terms with degree 4 contribute O(N−2s−4), we conclude that
δN(s) = − 124
∑
M(n)=N
{
κ∑
i=1
∂2fn
∂x2i
(0, . . . ,0) + O(N−2s−4)
}
. (2.10)
We remark that the function involved in the O-term of (2.10) is entire, and when re-
stricted to any compact set K it has an upper bound indicated by O-symbol whose implied
constant depends only on K . We adopt this convention in the following arguments up to
(2.19).
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∂2fn
∂x2i
(0, . . . ,0) = 2sQ(n1, . . . , nκ )−s−2
{
2(s + 1)a2i n2i − aiQ(n1, . . . , nκ)
}
, (2.11)
whence
δN(s) = − s12
{
2(s + 1)
κ∑
i=1
a2i S
i
N (s) −
(
κ∑
i=1
ai
)
TN(s)
}
+ O(N−2s−5+κ), (2.12)
where we put
SiN (s) =
∑
M(n)=N
n2i
Q(n1, . . . , nκ)s+2
(2.13)
and
TN(s) =
∑
M(n)=N
1
Q(n1, . . . , nκ)s+1
. (2.14)
We shall try to express SiN and TN in the form of an integral. Factoring out N
−2s−2 and
then incorporating the factor N1−κ , we see that
TN(s) =
κ∑
j=1
∑
−Nnl<N
l =j
1
Q(n1, . . . ,N, . . . , nκ )s+1
+ O(N−2s+κ−4)
= 2N−2s+κ−3
κ∑
j=1
1
Nκ−1
∑
−Nnl<N
l =j
1
Q(n1
N
, . . . ,1, . . . , nκ
N
)s+1
+O(N−2s+κ−4)
= 2N−2s+κ−3
κ∑
j=1
{
Vj (s + 1) + O
(
1
N
)}
+ O(N−2s+κ−4)
= 2N−2s+κ−3
κ∑
j=1
Vj (s + 1)+ O
(
N−2s+κ−4
)
. (2.15)
On the other hand, the sum for SiN (s) is divided into two according as ni = N or nj = N
(j = i):
SiN (s) = 2N2
∑
−Nnl<N
l =i
1
Q(n1, . . . ,N, . . . , nκ )s+2
+ 2
κ∑
j=1
j =i
∑
−Nnl<N
l =j
n2i
Q(n1, . . . , ni , . . . ,N, . . . , nκ)s+2
+ O(N−2s+κ−4),
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way as above, we obtain
SiN (s) = 2N−2s+κ−3
{
Vi(s + 2) +
κ∑
j=1
j =i
Wij (s + 2)
}
+ O(N−2s+κ−4). (2.16)
From (2.12), (2.15) and (2.16), we have the expression of δN(s) by the integrals:
δN(s) = − s6N
−2s+κ−3
{
2(s + 1)
κ∑
i=1
a2i Vi(s + 2) + 2(s + 1)
∑
i,j
i =j
a2i W
i
j (s + 2)
−
∑
i,j
aiVj (s + 1)
}
+ O(N−2s+κ−4). (2.17)
Using (iv) and (v) of the lemma and noting Vij = Vji in (2.17), we conclude that
δN(s) = − s6N
−2s+κ−3(2s + 2 − κ)
κ∑
i=1
aiVi(s + 1) + wN(s), (2.18)
with
wN(s) = O
(
N−2s+κ−4
)
. (2.19)
Now telescoping the difference, we recover σN(s) as
σN(s) =
N∑
n=1
δn(s) − β0(s)
= − s
6
(2s + 2 − κ)
(
κ∑
i=1
aiVi(s + 1)
)
N∑
n=1
n−2s+κ−3 + γN(s) − β0(s),
where
γN(s) =
N∑
n=1
wn(s)
which is entire for each N , and by (2.19) we can also see that γN is uniformly convergent on
any compact set K contained in the set {s | s > (κ −3)/2}, hence γ (s) = limN→∞ γN(s)
exists and represents a holomorphic function in the region s > (κ −3)/2. This completes
the proof of (ii) of the theorem.
We turn to the proof of (i). The first assertion follows easily from the above argument.
For the second assertion, we consider the equation
σN(s) = αN(s) − βN(s) (2.20)
= − s
6
(2s + 2 − κ)
(
κ∑
i=1
aiVi(s + 1)
)
N∑
n=1
n−2s+κ−3 +
N∑
n=1
wn(s) − β0(s).
(2.21)
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s-plane, so the equality (2.21) holds in s > κ/2. Letting N → ∞ in this region and noting
(2.7), we have
α(s) = − s
6
(2s + 2 − κ)ζ(2s + 3 − κ)
∑
aiVi(s + 1) + γ (s) − β0(s).
Hence σ(s) coincides with α(s) in s > κ/2 − 1. This completes the proof of (i) of the
theorem. 
Remark. Since α(s) can be continued to the whole s-plane, we see that γ (s) can be also
continued to the whole s-plane.
Corollary. The property
lim
N→∞σN
(κ
2
− 1
)
= lim
s→ κ2 −1
lim
N→∞σN(s)
holds true for all κ except for 2, in which the LHS and the RHS happen to coincide.
Proof. Noting that ζ(2s − κ + 3) has a simple pole at s = κ/2 − 1 with residue 1/2, we
have from (2.1) and (2.2) that
lim
N→∞σN
(κ
2
− 1
)
− lim
s→ κ2 −1
lim
N→∞σN(s) =
κ − 2
12
κ∑
i=1
aiVi
(κ
2
)
.
The assertion follows from
∑κ
i=1 aiVi(κ/2) > 0. This completes the proof of the corol-
lary. 
Concluding remarks.
(i) It may be the case that in view of the shape of σN(s), the phenomenon (1.6) might be
one of general character which holds true for a class of multiple Fourier series.
(ii) The assertions in the lemma may be unified under a more general scheme.
(iii) For more studies on the Madelung constant, related to U , see [1,4,5].
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