We report experimental evidence of a 20-40 % enhancement of the effective heat transfer coefficient for laminar flow of a partially miscible binary liquid-liquid mixture in a small diameter horizontal tube that obtains when phase separation occurs in the tube. A mixture of acetone-hexadecane is quenched into the two-phase region so as to induce spinodal decomposition. The heat transfer rate is enhanced by selfinduced convective effects sustained by the free energy liberated during phase separation. The experimental heat transfer coefficients obtained when separation occurs are compared to the corresponding values predicted for flow of a hypothetic mixture with identical properties but undergoing separation. For such comparison, the energy balance equation must carefully take into account both the sensible heat and the excess enthalpy difference between the inlet and the outlet streams because our liquid-liquid binary mixture is a very asymmetric system with large excess enthalpies. The non-ideal mixture thermodynamic properties needed for the energy balance are obtained by an empirical procedure from the experimental data available in the literature for our mixture. The experimental setup and calculation procedure is tested by experiments performed using single-phase water flow and single-phase mixture flow (above the critical point). The convective heat transfer augmentation that results in the presence of liquid-liquid phase separation may be exploited in the cooling or heating of small scale systems where turbulent convection cannot be achieved.
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Introduction
In the current rush towards miniaturization, a key element to design smaller and smaller devices is the possibility to quickly remove heat. Current state-of-the-art cooling approaches have significant limitations, particularly for high heat flux applications. The microelectronics industry makes use of forced air cooling across optimized copper-finned heat sinks with incorporated heat pipes. Despite extensive design optimizations and the relatively large size and weight of these heat sinks, the heat fluxes that can be reached are limited. Other potential cooling methods, such as thermoelectric modules and pumped liquid-phase cooling [1, 2] are inefficient and unsuitable to dissipate high heat fluxes and, hence, cannot meet the required performances. Two-phase microfluidic cooling systems have received significant attention because the latent heat during liquid-vapor phase change absorbs large fluxes. Efforts have focused primarily on boiling flows in microchannels [3] . However, in these systems liquid-vapor instabilities during phase-change lead to local dry-out, non-uniform temperature distributions, and significant decreases in critical heat flux [4] . Despite extensive research, there remain significant problems in the implementation of this technology. In contrast, two-phase jet impingement techniques have been investigated to a much lesser extent, despite the theoretical promise of very high heat transfer coefficients with high heat dissipation capability via thin film evaporation [5] . The implementation has comparable challenges. Previous experimental attempts have typically led to pool boiling due to chamber flooding, or liquid dry-out due to insufficient liquid supply [6] . These undesired effects significantly decrease heat transfer coefficients and heat removal rates. Another recent possibility is the use of micro-/nanoengineered surfaces, which offer new opportunities to enhance and control fluid and heat transport. Significant efforts have focused on promoting nucleation sites by incorporating surface features and roughness to improve the critical heat flux in spray cooling [7] , and pool boiling [8] . Carbon nanotube forests have recently been investigated to enhance nucleate and film boiling [9] . In most of these studies, the surface features were neither sufficiently organized nor controlled. Recent progress in micro-fabrication methods has enabled the creation of more defined and sophisticated micro-/nanoscale surface structures [10] . For example, superhydrophobic surfaces using micro-/nanostructures have been explored to reduce drag [11] to increase heat transfer coefficients by dropwise condensation [12] and to manipulate fluids and droplet directionality [13, 14] .
In this paper, we investigate the possibility to take advantage of liquid-liquid phase separation to enhance the heat transfer in small pipes with the final aim to design and manufacture an ultra-compact heat exchanger. This is the framework within which we have to read the recent interest on heat transfer effects during spinodal decomposition [15] [16] [17] . Spinodal decomposition is the spontaneous process whereby an unstable partially miscible liquid mixture relaxes toward a lower free energy (stable) equilibrium state. During this process, an initially homogeneous liquid solution of a given composition spontaneously changes from a single-phase unstable to a two-phase stable state consisting of two separated liquid phases, of different compositions, in mutual equilibrium. This is possible only if the overall Gibbs free energy of the two separated phases is lower than that of the initial single-phase mixture. When an initially homogeneous liquid mixture at high temperature is cooled rapidly across the coexistence curve into the twophase region, it undergoes phase segregation (demixing) either by nucleation or by spinodal decomposition. Nucleation occurs when quenching takes the system in a metastable equilibrium state: it is an activated process and a free energy barrier must be overcome in order to form critical nuclei that later grow and coalesce. Spinodal decomposition occurs spontaneously, without an energy barrier to overcome: all the concentration fluctuations are amplified regardless of their size and wavelength. If the mechanism of segregation is convection dominated, as occurs for low viscosity systems, drops move against each others under the influence of non-equilibrium capillary forces, the so-called Korteweg stresses [18] . Recently, it has been shown that this self-induced disordered bulk flow can be used to increase the heat transfer rate both in a closed configuration [15] and in small pipe flow [17] .
Spinodal decomposition, associated with isotropic convective motion generated by non-equilibrium capillary forces, entails a characteristic velocity between 0.1 and 1 mm/s [15, 19] . As a result of such self-induced convective motion, the heat transfer rate is much higher than that obtained by pure heat conduction. Such heat transfer enhancement mechanism is especially desirable in systems where the small dimensions prevent the onset of turbulent transport. In comparison to vapor-liquid, partially miscible solvent systems are characterized by a very low surface tension, thus the heterogeneous separation of a low-viscosity, liquid-liquid mixture is expected to be characterized by the formation of small droplets that can be beneficially used to enhance the heat transfer rates in small diameter channels, where dry-out limits the efficiency of boiling heat transfer.
In this paper, we look at the heat transfer through a small pipe using an experimental set-up similar to the one proposed by Gat et al. [17] . Differently from the previous work, we use a two component system (acetone-hexadecane) instead of a three-component mixture. For our system, as for most practical mixtures, the heat of mixing cannot be neglected and therefore it needs to be accounted for in the energy balance equation, which we carefully derive. In addition to a new set of data (which on this topic are quite scarce), we show some qualitative differences between our results and the ones presented by Gat et al. [17] . In particular, we do not find a reduction in heat transfer effectiveness (compared to single phase flow) when a critical mixture composition is used, but we always see an increase of the effective heat transfer coefficient, in agreement with previous experimental and numerical works [15, 16] .
The paper is organized as follows. In Section 2 we derive the energy balance equation for a liquid-liquid mixture undergoing phase decomposition through a pipe when the heat of mixing cannot be neglected. In Section 3 we review the necessary thermodynamic relations that we need to model the non-ideal behavior of our mixture and we discuss the hybrid method we adopt to correlate the available mixture data for our purposes, in view of the inadequacy of the existing models. In Section 4 we describe the experimental set-up and the validation of the procedure we use to evaluate the homogeneous flow heat transfer coefficients against which we compare our experimental data. Results are presented and discussed in Section 5. Conclusions are given in Section 6.
Energy balance for a partially miscible liquid-liquid mixture flow in a pipe
In this study, we use a liquid-liquid mixture of acetone and hexadecane. This binary system has a critical temperature T c = 27°C and the corresponding critical molar composition is y c = 0.799 where y = y acn is the mole fraction of acetone and, of course, 1 À y = y hex that of hexadecane. The reason we chose this mixture is twofold:
it is often used as a reference for spinodal decomposition of low viscosity liquid-liquid binary mixtures because the two separated phases have the same density, ruling out the effect of gravity; it is a very good example of a strongly non-regular mixture, for which the heat of mixing cannot be neglected.
We consider a partially miscible binary system flowing steadily through a pipe. We indicate by 1 and 2 the two components, while the two phases are referred to as 0 and 00 , respectively. The mole fractions are defined as
We define the molar quality of the two-phase mixture, i.e. the mole fraction of phase 00 , as
where 
For a fluid volume between z and z + dz (z denotes the axial coordinate) in a pipe with constant cross sectional area A and perimeter P, if we assume a one-dimensional, steady, homogeneous model, the species balance equations,
and, therefore, the energy balance can be written as
where q 00 is the heat flux through the side walls and we neglect axial heat flux. Under the approximation of one-dimensional and homogeneous flow, the specific molar enthalpy h to enter in the balance equation can be written as
where y is the constant overall mole fraction, imposed by the inlet conditions, h 11 and h 22 are the pure component enthalpies, functions of T and p, with dh ii = c p,ii dT + [v ii À T(@v ii /@T) p ]dp. So, in addition to the mean contribution of the pure components, we account for the changes in phase quality and the change in the excess enthalpies of the two phases. In general the excess enthalpy is a function of T, p, and y, however we will neglect the pressure dependence. To compute the excess enthalpy we need a model and we come back to this later in Section 3.
Assuming that within a given cross section, i.e., for the fluid volume between z and z + dz, the two phases 0 and 00 are in locally mutual equilibrium, we have
where l stands for the chemical potential. Coherently with our one-dimensional model, T and l are properly defined averages over the cross section. If both phases are liquid, as in our case, the conditions of local mutual equilibrium, l 0 ii ðT; pÞ ¼ l 00 ii ðT; pÞ, imply the equality of the activity coefficients [20] a i ðT; p; y 0 Þ ¼ a i ðT; p; y 00 Þ for i ¼ 1; 2: ð6Þ
These equations can be solved for y 0 and y 00 to obtain the functions y 0 = y 0 (T,p) and y 00 = y 00 (T,p), which define the binodal curve (see 
Thus, we see that the energy balance equation must be closed with equations for the dependences of h ex on T and y, and of y 0 and y 00 on T.
Thermodynamically consistent estimates of non-ideal mixture properties
For a pure substance i, l ii (T, p) = g ii (T, p) and the Gibbs-Duhem relation reads as
where g stands for the molar Gibbs free energy, s and v for the molar specific entropy and volume, respectively. The molar specific en-
For a mixture, within the framework of the simple system model [20] , G ¼ P In the following we focus our attention on the Gibbs free energy and the enthalpy, but similar relations can be derived for all thermodynamic properties. For a mixture, the Gibbs-Duhem relation reads
and we define the molar properties of isothermobaric mixing as
For ideal mixture behavior, 
For a nonideal mixture, we define the excess molar properties of the mixture as
, that combined with the previous relations, give
We also define the excess partial properties as follows
For each constituent i, it is convenient to define the activity coefficient c i (and the resulting activity a i = y i c i ) by the relations 
Model equations such as Margules, van Laar, NRTL, UNIQUAC, UNIFAC [24] , are based on some physical/kinetic assumptions and provide a formulation for the Gibbs free energy or equivalently for the activity coefficients c j = c j (T, p, n 1 , . . . , n r ). Such models can be used, for example, to compute the binodal curve of a binary mixture, i.e., the expressions of y 0 = y 0 (T, p) and y 00 = y 00 (T, p), by imposing the mutual equilibrium conditions, that follow from Eq. (6) and may be written in general as 
where for shorthand we denoted
The spinodal curve for a binary mixture is determined by imposing the stability limit condition
Using Eqs. (19) and (20) into (32) yields the following relation which defines (implicitly) the expression of T s = T s (y, p), i.e., the shape of the spinodal curve at pressure p 3 ) T,p . For our purposes it would be desirable that the available semiempirical models provide expressions forg ex ðT; y; pÞ which reproduce accurately not only the sets of available experimental data on the binodal curve but also the sets of data on the excess enthalpy and excess volume. Unfortunately, we found no such model in the literature for our mixture. In this paper however, all we need in order to interpret our experimental data is to evaluate, with good accuracy, the various terms in Eqs. (11) and (12) which are needed in the energy balance equation. Therefore, we do not address here the problem of identifying a reliable whole-purpose semi-empirical expression ofg ex ðT; y; pÞ for our mixture, but it suffices that we use the most accurate suitable means to estimate the functions y 0 = y 0 (T, p o ), y 00 = y 00 (T, p o ) and h ex (T, y,p o ), where p o is the atmospheric pressure. Since for our conditions pressure drop is very small and the specific volumes are small for liquids, the second term in the rhs of Eq. (7) is negligible with respect to the first, and therefore we can effectively neglect pressure dependencies and omit them from now on. For y 0 = y 0 (T) and y 00 = y 00 (T) we use an empirical modification of the two-suffix Margules model, while for h ex (T, y) we use the model proposed by Shen et Nagata [21] . We conclude this section by briefly describing such models.
In the framework of models of spinodal decomposition based on the so called H-model, a variation of the Van der Waals square gradient model (also known as diffuse-interface model), Vladimirova et al. [22] and Vladimirova et al. [23] To overcome this limitation, we consider an extension of the two-suffix Margules model based on a combination of the Redlich-Kister and the Wohl expansions [24] , given by the expressioñ g ex ðT; yÞ ¼ yð1 À yÞ½WðTÞ À ð1 À 2yÞUðTÞ:
We insert this expression in Eqs. (29) and (30) and obtain two relations between y 0 , y 00 , W(T) and U(T). Using a least square procedure based on the experimental data points on y 0 (T) and y 00 (T), we obtain empirical expressions of W(T) and U(T) which allow us to plot the binodal and spinodal curves shown in Fig. 1 together with the experimental data reported by Machedo and Rasmussen [25] on which they are based. From this procedure we obtain accurate estimates of the derivatives dy 0 (T)/dT and dy 00 (T)/dT that are needed in Eq. (12) . The resulting expressions are in excellent agreement with those obtained by a fully empirical fourth order polynomial interpolation of the experimental data. For the molar excess enthalpy, instead we could not compare our estimate with the interpolation of experimental data because these are available only at one temperature (25°C), while we need to estimate h ex as a function of T. However, this model is still too simple to provide a reliable estimate of the derivatives of h ex (T, y) that are also needed in Eqs. (11) and (12) .
For that purpose, we describe the non-ideal mixture behavior by the Shen and Nagata [21] model, which is especially designed and tested for ketone-alkene mixtures. It assumes the following expressioñ g ex ðT; yÞ ¼ y 1 ln 
where the parameters DE 21 and DE 12 are defined in Appendix A. Fig. 2 shows that the model correlates the experimental data on excess enthalpy in an acceptable way. Hence, we base on this model our estimates of the derivatives @h [26] is used for the mixture thermal conductivity of the mixture
where v ii is the liquid molar volume of pure component i. The values of the thermal conductivity as function of temperature are reported in Table B .1.
Experimental set-up
The schematic diagram of the experimental set-up used for this study, is shown in Fig. 3 . It consists of a copper pipe (D = 1.7 mm inner diameter, 4 mm outer diameter, L = 180 mm length) placed co-axially inside a larger plastic tube (inner diameter 50 mm). The acetone-hexadecane mixture is flown by means of a peristaltic pump, which imposes the volumetric flow rate. The mixture is collected at the exit of the pipe and the flow rate provided by the pump is double-checked using a scale. The mixture is kept at constant temperature in the inlet reservoir by an external thermostat and its temperature is recorded by a K-type thermocouple. All thermocouples are fabricated in our lab by wires coming from the same hank; each thermocouple is then calibrated and we could verify, using a cold bath (0°C, ice/water), the resulting uncertainty to be in the range ±0.2°C. Before entering the inner pipe, the mixture temperature is measured by a thermocouple, T in , similarly the temperature is measured at the outlet, T out . Cold water is passed through the external annulus. Its inlet and outlet temperatures, T 1 and T 2 , are measured by two K-type thermocouples. The difference T in À T out is recorded and analyzed to estimate the effective overall heat transfer enhancement as detailed below.
The mixture is pumped in a range of flow-rates that ensure a laminar flow, with Re = 132 À 293. The mixture inlet temperature T in and the cooling water temperature T 1 are controlled by two thermostats. The cooling water flow rate is high, so as to ensure a high external heat transfer coefficient and a very little temperature rise, as verified experimentally to a good degree of approximation. Additional thermocouples measured the wall temperature T w along the pipe. In all cases, due to the very high flow rate of the cooling water, T w is uniform over the entire length of the pipe. A typical experiment is carried out by setting the mixture inlet temperature, T in , the inlet cooling temperature, T 1 , and the mixture flow rate; the typical results are the mixture outlet temperature, T out , the wall temperature, T w , and the outlet cooling water temperature, T 2 .
Results and discussion
Prior to performing two-phase flow experiments, we test our experimental set-up in the simple case of a single-phase flow heat exchange through the pipe. The experimental tests consist of flowing either pure water, pure acetone, or pure hexadecane at a given flow rate with a given inlet temperature to compare the measured outlet temperature T out against the one predicted by the energy balance equation, T th out . To this end, Eq. (4) is complemented with
, where T w is the constant wall temperature. Neglecting the pumping power with respect to the heat exchange rate, Eq. (7) can be written as dh = c p (T)dT, so that we have
where pD dz is an element of the effective heat exchange surface, U loc (z) is the local heat transfer coefficient, which (for constant fluid properties) can be written through the local Nusselt number [27] as
where Gz = Pr ReD/L, Pr and Re are the Graetz, Prandtl and Reynolds numbers, respectively and C is the gamma function. Due to cooling, the fluid temperature changes along the pipe, T(z). To account for this effect, we assume that Eq. (42) holds also for temperature varying properties and we compute Pr, Re, and Gz using local fluid properties evaluated at the local temperature T(z); viscosity, density and specific heat are functions of temperature, estimated as detailed in Appendix B. Eq. (41) is solved numerically, together with Eq. (42), to determine the temperature distribution along the pipe and, therefore, the outlet temperature T homo out is predicted. In Fig. 4a , the measured outlet temperatures, T out , obtained in the pure-substance experiments are compared with the ones obtained theoretically, T homo out . As can be seen, the comparison is rather good, providing differences lower than 5%, for different flow conditions (different flow rates, inlet temperature, and working fluids).
We also performed some preliminary experiments with the mixture in the single phase region, namely with the wall temperature above the critical temperature of the mixture (T out > T c = 27°C). In this case, c p (T) is obtained as described in Section 3; the results of these experiments are reported in Fig. 4b . Also in these cases, we observe a good agreement between the measured values and the theoretical ones, although the predicted outlet temperatures are smaller than the measures one, indicating that the heat transfer coefficient resulting from our use of Eq. (42) underestimates the actual value. We attribute this small underestimate to the inaccuracy introduced by the simple relations we assumed to estimate the mixture viscosity, density, and thermal conductivity from the substance values as functions of temperature, as needed to evaluate Pr, Re, and Nu in Eq. (42). 
where A = pD L. Therefore, the average heat transfer coefficient can be calculated using the first integral in Eq. (43), where the local Nusselt number is obtained from Eq. (42), after the temperature distribution is obtained from the numerical solution of Eqs. (41) and (42) together with temperature dependance of the fluid properties necessary to calculate the local value of Gz (z). As a result, we find both the value of T homo out and of U homo . The second equality in Eq. (43) expresses an identity which follows from Eq. (41). It establishes a relation between U homo and T homo out which is independent of how T varies with z and depends only on how c p varies with T. For example, when c p can be assumed to be a constant, such relation is given by the usual expression
We now analyze our two sets of experimental data out . This, we claim, is because the flow is no longer single phase and the decomposition occurs inducing the local convective enhancement described in the introduction. To support our claim, we compute the value U eff that the overall heat transfer coefficient should have in homogeneous flow to yield the measured outlet temperature. Thus, based on Eq. (41), we define U eff by the relation
and we define the Augmentation Factor, i.e. the increase of the heat transfer coefficient due to the spinodal induced convection, as
By such a definition we can highlight the enhancement effect produced by the convective motion induced by spinodal decomposition: we take the difference between the actual heat transfer coefficient ðU eff Þ and the one ðU homo Þ that we would obtain for laminar flow (with no spinodal induced microagitation) of a homogeneous fluid with the same effective local values of physical properties as the experimental mixture. Such a difference is then made dimensionless. U homo is the average heat transfer coefficient computed for a homogeneous fluid with the same physical properties as the mixture used in the experiments (in particular, with the same specific heat, i.e., c p ðTÞ ¼ c id p þ aðTÞ þ bðTÞ); since the computed value of T homo out may be larger than the critical temperature (T c ) while the actual measured temperature may be smaller, we used the same expression for the specific heat, but we computed it at the corresponding temperature, and therefore at T > T c we used a(T) = 0 and b(T) = 0. The values of a(T) = 0 and b(T) = 0 inside the curve are computed by means of Eqs. (11) and (12) and are plotted in Fig. 7 for the critical composition mixture. If the measured outlet temperature is equal to the one of the homogeneous case (i.e. T meas out ¼ T homo out ), there is no increase in the heat transfer coefficient; on the contrary, if T meas out < T homo out , an increase due to spinodal induced convection is present. The only difference between the experimental mixture and the hypothetical homogeneous fluid used in the theoretical computation of U homo is that the correlation (Eq. (42)) used for the latter excludes the effects of micro-agitation induced by spinodal decomposition. The way we have defined AF is actually very useful to single out the effect of decomposition-induced heat transfer enhancement. The computed values of the AF are reported in Figs. 8 and 9 for the critical and off-critical composition, respectively.
If we assume a negligible excess enthalpy contribution so that c p ðTÞ ¼ c id p (which is justified in our cases due to the limited temperature variation), and moreover assume that c id p , we obtain an ideal Augmentation Factor, AF id , which be Eq. (47) is given by
where the last approximation holds when, like in our case, T homo out
The augmentation factor AF id is closely related to that adopted by Gat et al. [17] , defined as AF Gat ¼ U eff =U homo , i.e. AF id = AF Gat À 1. We can therefore introduce w ¼ ðAF id À AFÞ AF ; ð48Þ Fig. 3 . Sketch of the experimental set-up. 1 The data used in this paper are made available in the form of an Excel file and they can be requested either to the Editor or directly to the Authors.
which represents the error made in the estimate of AF by neglecting the excess enthalpy contributions in the energy balance, see Fig. 10 . For off-critical mixture composition, our results agree with the previous work by Gat et al. [17] . The experimental outlet temperature T meas out is smaller than would be predicted by correlations for homogeneous flow, indicating a more efficient heat transfer which we believe is induced by the vigorous local mixing effect caused by spinodal decomposition through Korteweg forces. Fig. 9 shows that the effective heat transfer coefficient is up to 20% larger than for homogeneous flow. Based on their data, Gat et al. [17] proposed the following empirical correlation for the augmentation factor
where Pe is the mass Péclet number. Fig. 11 compares the measured effective heat transfer coefficient U eff with the ''predicted'' value U Gat ¼ U homo AF Gat , where U homo is computed from the single phase correlation and AF Gat is computed from Eq. (49). It shows that the agreement is rather poor and we conclude that the validity of Eq. (49) is appears quite limited. In Appendix C further comparisons between our results and the one predicted by the Gat et al. [17] correlation are provided. Fig. 6 shows the ratio between the actual outlet temperature and the corresponding theoretical value for homogeneous flow as function of e T in , obtained using a mixture with critical composition. Also in this case we find that the actual outlet temperature is always lower than the homogeneous value, indicating a more efficient heat transfer mechanism. Furthermore, if we compare T meas out and T homo out in Fig. 12 , we identify two regions. Region (A) corresponds to conditions for which phase separation takes place inside the test section; the mixture enters the test section above the critical temperature and exits below the critical temperature T in > T c ; T meas out < T c . The mechanism of spinodal segregation produces a self-induced local stirring, which contributes to improve the heat transfer. In region (B), the mixture exits the test section with a bulk temperature higher than its critical value ðT meas out > T c Þ, but the wall temperature T w is maintained well below T c . Therefore, near the wall the mixture temperature is below T c and the mixture phase-separates. Thus, the selfinduced local stirring caused by spinodal phase separation is confined to the near-wall layers and results in a more effective convective heat transfer. Similar conclusions can be drawn from the computation of the effective heat transfer coefficient U eff and the corresponding augmentation factor. In the case of the critical mixture, we see an increase of the effective heat transfer coefficient up to 40%, see Fig. 12 .
For the critical mixture composition, our results are in contrast with those of Gat et al. [17] who reported a reduction in heat transfer efficiencies during spinodal decomposition and attributed this effect to dendritic morphology which inhibits convection. Our experiments show an increase in U even when the composition is critical. The reason for such difference in the two otherwise very similar experiments remains unclear, but most likely it is due to the difference in the mixture used. It is worth mentioning however that even for the critical composition mixture we have not seen (using an experimental set-up not described in the paper) a dendritic structure, contrary to what we have seen in our previous work [28] . There may be several reasons for that:
we used a different mixture with different thermo-physical properties and our quenching rate is rather small, 3°C/min, compared to the 5-7°C/s normally used in rapid quenching experiments; therefore even if the overall composition is critical, after an initial stage we have the formation of two off-critical mixtures that separate in a drop-wise morphology; the decomposition occurs under shear, which may cause elongation and fracture of the dendritic structures into droplets; within the pipe there is a radial thermal gradient inducing Marangoni flows that can further split the dendritic structure into small droplets.
The enhancement found in our flow experiments, about 20-40%, is less dramatic than the four to sixfold decrease in cooling time we found in static mini-vessel (0.1 mm thickness) experiments [15] . This is probably due to the much smaller quenching rates that we could achieve in our relatively large (1.7 mm i.d.) diameter pipe.
Conclusions
In this paper, we presented experimental results on the effects of spinodal decomposition on flow heat transfer in a small pipe for a low viscosity liquid-liquid mixture (acetone-hexadecane) which presents a lack of miscibility at low temperatures. Since spinodal decomposition of low viscosity mixtures is known to be characterized by vigorous self-induced stirring due to Korteweg capillary forces, we show experimentally that the effective heat transfer is enhanced compared to homogeneous flow conditions. Such an enhancement is reported by the definition of the Augmentation Factor AF, which gives an idea of the effect of the convective motion on the heat transfer. Similarly to what proposed by [17] , AF can used as a correction coefficient, similarly as it is done in normal practice during the design of heat exchanger with complex geometry, first the relation (43) can be used to compute the heat transfer coefficient in case of a homogeneous mixture with the same physical properties and then this value can be corrected by the AF. So far, only few relations for the AF are present in the literature-the one presented here and the one proposed by [17] -but we have hope that in the future, encouraged by the evidences that spinodal mixture can provide a valid solution for heat transfer enhancement, new and more detailed relations will arise.
The estimation of the AF is conservative, i.e. we expect to have an higher AF than the one reported here. As can be seen from the Fig. 4b the outlet temperature for the single-phase mixture is consistently under-predicted (probably because of the relations used to compute the mixture properties) and, therefore, we are consistently over-predicting the single phase heat transfer coefficient, resulting in a smaller AF. We have decided to not correct the output of the calculation obtained by Eq. (43) to match the experimental results, but we can evaluate that, roughly, the AF is about 15 % larger than the value reported in the paper.
In contrast with recent data presented by Gat et al. [17] that show an increase of heat transfer efficiency for off-critical composition and a decrease for critical composition, our experimental data demonstrate a sizable heat transfer enhancement effect (20-40%) for both off-critical and critical mixture compositions.
Appendix A. Parameters to be used in the Shen and Nagata [21] model If we indicates with v i the saturated volume at 293.15 K, q i the molecular surface area parameter, r i the molecular volume parameter of the i component, the parameters entering in the Shen and Nagata [21] model can be defined as
where N 0 is Avogadro's constant; v j , q j and r j are the saturated liquid volume at 293.15 K, the molecular surface area parameter and the molecular volume parameter of component j, respectively. ij denotes the minimum potential energy which characterizes the molecular interaction between a central molecule i and a surrounding molecule j, while the parameter a is used to characterize the tendency of the components to mix in a non-random way.
Appendix B. Expression for the temperature dependent fluid properties
The following empirical relations are used to estimate the density, specific heat, and viscosity as function of temperature for the acetone and for the hexadecane, see Ref. [26] . 
