Observations of 85 stars were obtained at wavelengths between 451 and 800 nm with the Mark III Stellar Interferometer on Mount Wilson, near Pasadena, California. Angular diameters were determined by fitting a uniform-disk model to the visibility amplitude versus projected baseline length. Half the angular diameters determined at 800 nm have formal errors smaller than 1%. Limb-darkened angular diameters, effective temperatures, and surface brightnesses were determined for these stars, and relationships between these parameters are presented. Scatter in these relationships is larger than would be expected from the measurement uncertainties. We argue that this scatter is not due to an underestimate of the angular diameter errors; whether it is due to photometric errors or is intrinsic to the relationship is unresolved. The agreement with other observations of the same stars at the same wavelengths is good; the width of the difference distribution is comparable to that estimated from the error bars, but the wings of the distribution are larger than Gaussian. Comparison with infrared measurements is more problematic; in disagreement with models, cooler stars appear systematically smaller in the near-infrared than expected, warmer stars larger.
INTRODUCTION
Measuring angular diameters is necessary for understanding the fundamental properties of stars. An important application is in the direct determination of effective temperatures. Stellar atmosphere models are parameterized in terms of effective temperature, requiring an empirical determination of effective temperatures for a direct comparison of observations to theory. Since extensive diameter observations have been lacking, indirect methods of determining effective temperatures have been used. Currently, the method of choice is the infrared flux method first advocated by Blackwell & Shallis (1977) .
Effective temperatures can be difficult to determine because they require knowledge of the bolometric flux corrected for interstellar extinction. Barnes & Evans (1976) showed that there is a tight relationship between surface brightness and photometric color, so that the magnitude and color of a star can be used to estimate its angular diameter. The reddening curve is nearly parallel to this relationship, so that accurate extinction corrections are not required for estimating angular diameters. Recently, there has been interest in this technique for calibrating the Cepheid distance scale (Fouqué & Gieren 1997) .
Another need for high-quality angular diameter measurements is as a test of model stellar atmospheres. These models are normally used to predict stellar spectra, and although they are solidly based on the laws of physics, the models contain enough approximations (e.g., convection, extended atmospheres, and spots) and enough poorly known physical parameters (e.g., opacity, line strengths) that they are effectively fitted to the stellar spectra they are trying to predict. With the data presented here, we finally have enough measured angular diameters covering a wide enough wavelength range to provide constraints on the model atmospheres through their limb-darkening predictions. As we will see later in this paper, the observations are not entirely consistent with those predictions, although the discrepancies are small enough that it may still be possible to attribute them to the observations if systematic effects are larger than they appear.
Most empirical angular diameter data have come in small sets. Different sets were often obtained with different observational techniques, so that direct comparisons are difficult. More importantly, the published diameters were obtained at several wavelengths, and data taken at different wavelengths can be compared only if the limb darkening, or at least its variation with wavelength is known. There are very few direct observations of limb darkening or tests of its wavelength dependence.
We present 220 angular diameter measurements of 85 stars obtained between 1988 and 1990 , representing one of the largest single collections of directly measured stellar angular diameters. The observations were made at 800, 550, 500, and 451 nm, allowing us to measure the wavelength dependence of limb darkening through the visible. We compare other observations at similar wavelengths for consistency and between wavelengths to study limb darkening.
This paper incorporates most of the stellar diameters measured with the Mark III, including the data from Mozurkewich et al. (1991) . It does not include data for Mira (Quirrenbach et al. 1992) , carbon stars (Quirrenbach et al. 1994b) , and red giants observed in a TiO band and the adjacent continuum (Quirrenbach et al. 1993) . Finally, we have no new observations of Ori (Mozurkewich et al. 1991) , so do we not repeat that result here.
OBSERVATIONS
The Mark III Stellar Interferometer was a joint project of the Naval Research Laboratory, the US Naval Observatory, the Smithsonian Astrophysical Observatory, and MIT, and was located on Mount Wilson, near Pasadena, California (Shao et al. 1988a ). The Mark III was designed primarily for wide-angle astrometry and consisted initially of three 5 cm apertures used in pairs, with baseline lengths of 12 m. First stellar fringes with these astrometric elements were detected in 1986.
Although the fundamental measurement for astrometry is the fringe delay, visibility (fringe) amplitude measurements were also successful, particularly for determining binary star separations and stellar angular diameters. In 1988, two additional apertures on a variable length baseline (20 baseline lengths from 3 to 31.5 m) were added, intended exclusively for these visibility measurements. All of the observations presented here were obtained with the variable baseline. The Mark III was decommissioned in 1992 December.
The Mark III used a delay modulation technique for detecting and tracking fringes. The modulation was one wavelength in amplitude; photon counts were recorded in four quarter-wavelength bins and used to determine the square of the fringe visibility amplitude, V 2 , the fundamental datum for determining stellar characteristics with a single-baseline optical interferometer. Observations were made simultaneously in four bands, a broad band ( % 700 nm, D % 300 nm) for fringe tracking and three narrow (D % 20-25 nm) filters for science data. For all of the observations reported here, the science bands had center wavelengths of 800, 550, and either 500 or 451 nm.
The data described in this paper consist of more than 15,000 visibility amplitude measurements obtained during 133 nights between 1988 September 17 and 1990 October 15. A typical night consisted of 100-200 scans, each 75 s long, with 10-20 stars in the observing list, with the time evenly divided between program stars and calibration stars. Three to 10 scans were obtained on each program star on each night. Because changing baselines required from 2 to 4 hr, each night's data consisted only of observations on a single baseline.
The program star observations are summarized in Table 1 . The first column identifies the star. The column labeled '' Days '' shows the number of nights on which the star was observed. The remaining columns list, for each star, the number of scans at each of the 20 baseline lengths.
The data presented here were taken and reduced using the techniques discussed by Mozurkewich et al. (1991) . For each scan, we calculated the average V 2 and its formal error, estimated from its variation during the scan. Because most instrumental and atmospheric effects become more severe at shorter wavelengths, the 800 nm data were consistently the highest quality despite the higher angular resolution at the shorter wavelengths.
CALIBRATION
Observations of the calibration stars were used to generate a multiplicative correction for the instrumental and atmospheric reduction of V 2 . This calibration generally consisted of three parts: a quadratic dependence on zenith angle, a quadratic dependence on a seeing parameter determined from the interferometer, and a slowly varying function of time. The time dependence was modeled either as a low-order polynomial or a boxcar smoothing function. The calibration stars were chosen to be small, relative to the program stars, and to have roughly the same sky coverage. This produced a single calibration function that was used for all stars for the entire night.
The true errors were always larger than the formal errors due to the presence of unmodeled systematics. We estimated the size of this effect by calculating the 2 per degree of freedom, 2 , of the calibration scans with respect to the calibration function. We added a calibration error to the formal errors in quadrature and adjusted the calibration error until the 2 of the calibration was equal to one. Thus a single calibration error was estimated for each night and wavelength. A typical value for the 800 nm data was 1%.
This calibration procedure makes the implicit assumption that any degradation of V 2 due to the atmosphere or the instrument is purely multiplicative. This assumption is justified on both theoretical and observational grounds. The only potential source of an additive bias is that introduced by detection statistics. The detectors were photomultiplier tubes operated in photon counting mode. The photon counts have a Poisson distribution for which the bias is easily calculated. Quirrenbach et al. (1994a) were unable to detect an additive offset in our V 2 measurements and set an upper limit of 1 Â 10 À4 , significantly smaller than any measurement errors quoted in this paper. Therefore, we can safely assume that additive terms are negligible. 
Model Fits
Determining angular diameters from the observed squared visibility amplitudes requires knowledge of the star's intensity distribution. Since, in general, stellar limbdarkening profiles have not been measured, stellar models must be used to determine these profiles. However, fitting the data with a limb-darkened disk mixes the uncertainties of the model with the uncertainties due to the data. Traditionally, this problem is solved by using a uniform-disk 
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model. After a uniform-disk diameter has been determined, it is converted into a more realistic limb-darkened diameter. When applicable, this approach has the advantage of nicely separating the fit to the data, embodied in the uniform-disk diameter, from model-dependent assumptions about the limb darkening, contained in the limb-darkening conversion. Since all the data presented here sample spatial frequencies lower than that needed to reach the first zero of the visibility function, a uniform disk fits the data well, and this approach is adequate for the data presented here. We fitted V 2 as a function of projected baseline length, B, using a uniform-disk model for the stellar intensity distribution
where h UD is the uniform-disk angular diameter of the star. The parameter V 0 , the visibility amplitude at zero spacing, may seem mysterious since the visibility amplitude must be unity at zero baseline. It is used to correct for omissions in the model and to provide a check of the calibration. Omissions in the model occur when the target is a component of a more extended system. For example, the visibility of a binary star with separation h will oscillate as sin (2hB/), but because of the finite temporal coherence of the light, this oscillation will damp out after roughly /D oscillations. If the shortest baseline is too long to sample this oscillation but short enough for the target star to appear unresolved, the variation of V 2 with baseline will appear to be that of a single star with V 0 reduced to the fraction of the total light from the system originating in the target star. A similar situation occurs when structure of the star has two or more different spatial scales; a star with a circumstellar envelope or an extended atmosphere with a small hot spot are examples. If the baselines are long enough to sample only the smaller structure, V 0 will be the fraction of the total emission originating in the smaller structure. A search of the literature shows that a number of stars discussed in this paper are members of binary star systems. When just an angular diameter is fitted to the data, both h UD and its uncertainty are constrained primarily by the data on the longest baseline. However, when V 0 is allowed to vary, short baselines are also needed not only to constrain V 0 but also to constrain h UD . It is not the range of baselines that matters; it is the range of visibilities sampled by those baselines that determines whether a two-parameter fit is well constrained. Since the advantages of fitting V 0 were not fully appreciated when the data were taken, some of the stars do not have data covering a sufficient range of visibility amplitudes to allow a two-parameter fit.
Treating data at each wavelength for each star separately, we identified 176 data sets of sufficiently quality to constrain V 0 . For these observations, two-parameter fits to equation (1) were performed. For the remaining 44 data sets, oneparameter fits were used holding V 0 = 1. The resulting diameters are shown in Table 2 , columns (3)-(6). In the next section, we examine the fitted values of V 0 and argue that this procedure is justified.
Zero-Spacing Visibilities
The values of V 0 determined from the fits are collected in Table 3 and displayed as a histogram in Figure 1 . The distribution peaks at the expected value of V 0 = 1.0 but has a significant tail toward low V 0 . We interpret this distribution as a combination of two parent populations: a symmetric one peaked at V 0 = 1.0 showing the random errors associated with our estimate of V 0 and a tail to low values showing the need for a more complicated model for some of the stars.
To test this assertion, we identified the 17 stars in our sample that are known to have companions based on the '' Multiflag '' identifier in the Hipparcos Catalog (ESA 1997). For each of these stars, Table 3 gives an estimate of V 0 based on what we could glean from the literature about the companions.
Although these estimate are crude, it is encouraging to see reasonably good agreement between the estimated and measured values. These stars are also indicated in Figure 1 with hatched symbols. The remaining low V 0 point is l Cep, a very luminous supergiant that may be expected to show significant departures from a uniform-disk model. Since we are unaware of any other binary systems in our sample, we are justified holding V 0 = 1 when data on short baselines are not available.
Diameter Error Estimates
The median of the 2 for the diameter fits was 1.30 for the 800 nm data and 1.32 for all wavelengths. This departure from unity implies the formal errors for V 2 , determined from the fluctuations of the visibility within each scan, underestimate the true errors. We compensated for this underestimate by adding a systematic error, , in quadrature with the formal error for V 2 and adjusting until 2 equaled unity. The values of needed ranged from 0.015 at 800 nm to 0.043 at 451 nm.
We then estimated the diameter uncertainty for each star and wavelength by increasing the angular diameter until 2 increased from its minimum value to the 68% confidence level. The resulting diameter uncertainties for the 800 nm data are between 0.1% and 2.5%, with a median of 0.5%. The median error increases to 0.9% at 550 nm and to 2% at -Histogram of the zero-spacing visibility amplitude, V 0 , determined from two-parameter fits to visibility data. The tail toward low values of V 0 demonstrates that a one-parameter uniform-disk model is not always sufficient to fit the data. If there is a stellar companion close enough to the primary to contribute flux to the detector but distant enough so that the fringe packets do not overlap, the visibility amplitude will be reduced. The cross-hatched entries are the known binaries. The nonbinary with low V 0 is l Cep, a supergiant that apparently also has significant emission at scales too large to be sampled by our shortest baseline. After the binaries and l Cep are removed, the histogram is symmetric with a mean value of 0.996 and a standard deviation of 0.018. The ultimate accuracy of the Mark III angular diameters is limited by dozens of systematic effects distributed between the atmosphere, the instrument, and the data reduction. We give two examples here: (1) Differences in the shape of the stellar spectra within the filter bandpasses can shift the effective wavelengths of the filters away from the values determined from the filter transmission curves. An error in the effective wavelength directly affects the angular diameter determined from equation (1). (2) The limb-darkening conversion was determined by matching the uniform and limb-darkened disk models at V 2 = 0.3. Using different values of V 2 at which to match the models result in different conversions. Since the data were taken over a range of baselines, each with a different value of V 2 , the limb-darkening conversion is not well defined.
Because many of these effects give systematic errors of as much as a few tenths of a percent, we have assumed that no errors are less than 1% at 800 nm, 1.4% at 550 and 500 nm, and 2% at 451 nm. The adopted errors are listed with the uniform-disk diameters in Table 2 , columns (3)-(6).
Limb-Darkened Diameters
Fitting a limb-darkened stellar profile with a uniformdisk model results in an underestimate of the diameter that increases as the limb darkening increases. We used a multiplicative factor to convert from uniform-disk diameters to limb-darkened diameters. This factor varies from star to star and was calculated by comparing the predicted variation of V 2 with baseline length for both uniform-disk and limb-darkened disk models and determining the ratio of diameters required for the two functions to agree at a value of V 2 = 0.3. Although it would be more accurate to fit the limb-darkened model directly to the data, the approach we adopted agrees with the direct fit to within a few parts in 1000, good enough for the data in this paper. We used the quadratic limb-darkening coefficients given by and Diaz-Cordoves, , which were determined from the Kurucz models. These are the only limb-darkening calculations used in this paper.
The limb-darkening coefficients are given as functions of effective temperature and surface gravity, while the observational data are in terms of photometric colors and luminosity classes. The luminosity classes were taken from the Bright Star Catalog (Hoffleit 1990 ) and the photometry from Johnson et al. (1966) . The conversion between these two spaces was performed using the tables in Straizys (1992) . The adopted photometric and spectroscopic data for these stars appear in Table 4 . The equation converting limb-darkening coefficients and angular diameter to V 2 is given by (Quirrenbach et al. 1996) . We corrected the normalization of their equation (3) to give unit visibility amplitude at zero spacing. Figure 2 shows the variation of the limb-darkening conversion factor as a function of color for four wavelengths for giants and main-sequence stars. The factors for supergiants are not shown. The supergiant coefficients given by Claret et al. (1995) and Diaz-Cordoves et al. (1995) give factors that follow those of the giants (except for the coolest stars at 800 nm), but these coefficients were calculated for plane parallel atmospheres. A supergiant's extended atmosphere would increase the limb darkening, although it is not obvious how it would affect the wavelength dependence. The 2.2 lm conversions are included in the figure, since we will be comparing our observations with those from infrared interferometers. Our 800 nm data are of higher quality than the shorter wavelength data, and the limb-darkening conversion factors are smallest at that wavelength. Smaller factors imply a smaller chance of systematic errors. As a result, we calculated the limb-darkened diameters directly from the measured 800 nm uniform-disk diameters rather than perform a least-squares fit to all the data.
COMPARISON WITH OTHER OBSERVATIONS
Intensity Interferometer.-Hanbury Brown, Davis, & Allen (1974) observed early-type stars in the southern hemisphere, whereas we primarily observed cooler stars in the northern hemisphere. There are four stars in common. Their observations were at 451 nm, the wavelength where our data is least accurate. The comparison is shown in Table 5 . The agreement is similar whether we compare the 451 nm uniform-disk diameters or the limb-darkened diameters. In the limb-darkened comparison, the diameters of three stars are in agreement to better than the expected errors; one star deviates by 3.3 standard deviations in the direction of the Mark III diameter being larger. The comparison of the uniform-disk diameters show differences of 0.6, 1.0, 1.1, and 2.3 standard deviations. This level of agreement implies that our claimed errors are not wildly incorrect, but perhaps slightly underestimated. The star with the largest deviation, Aql, is a fast rotator. Van Belle et al. (2001) measured an oblateness large enough to produce a 10% variation in measured diameter, depending on the orientation of the baseline.
Other Mark III diameters.-There are three previous sets of stellar angular diameters from the Mark III. The 11 stars Notes.-If an entry for a star does not have an error estimate, that value was assumed in the diameter fit. Ellipses indicate no fit was performed. This data set contains a number of wide binary star systems whose zero-spacing visibility amplitude should not be 1. Each of these stars has a second line in its entry where an estimate of V 0 has been given. This estimate is based on published knowledge of the companion. in common with Mozurkewich et al. (1991) are typically in agreement to within a few tenths of a standard deviation. This is not surprising because the same instrument and observing techniques were used in both publications and the earlier data were included in this work. Earlier data from Hutter et al. (1989) were obtained at 674 nm. Of the 13 stars in common, the median deviation of the limb-darkened angular diameters is 2.3 . The older measurements give systematically larger angular diameters. These data were taken before we understood the calibration of the system. More importantly, the data were taken using baselines in the range of 8-12 m. Our experience is that observing with more baselines, or at least a larger range of baselines, is necessary if we are to understand the systematics in the data. These comments are also true for the observations by Shao et al. (1988b) , where all four of the stars were reported to have systematically larger angular diameters than those we obtain in this work.
NPOI. -Nordgren et al. (1999) published a number of uniform-disk diameters from the NPOI and saw a systematic offset between those diameters and the Mark III diameters. Nordgren, Sudol, & Mozurkewich (2001) observed additional stars and included limb-darkening conversions to account for the difference in mean wavelength between the two instruments. They did their own conversion for limb-darkening starting from the Mark III uniform-disk diameters. Comparing the NPOI limbdarkened diameters and errors from that paper and the limb-darkened diameters and errors reported here, we see good agreement; of the 39 stars in common between the two data sets, 51% have deviations less than 1 , 89% agree to better than 2 , and 95% are within 3 . Two stars disagree by more than 3 : Vir at 3.5 and Dra at 3.8 . We conclude that in general these two instruments agree, and their error estimates are a good representation of the quality of most of the data. At this time, it is not known if the outliers represent elevated wings to the error distributions or if they are due to intrinsic variations in these stars.
Infrared Flux Methods.-These angular diameters are determined by comparing observed fluxes with predictions from model atmospheres. There are two approaches: the infrared flux method (IRFM; Blackwell & Lynas-Gray 1994; Blackwell et al. 1990 ) uses the ratio of total integrated flux to K-band flux as a temperature indicator. Bell & Gustafsson (1989) compared observed photometry with synthetic colors. We have 23 stars in common with Blackwell et al. (1990) , 13 in common with Blackwell & Lynas-Gray (1994) , and 20 in common with Bell & Gustafsson (1989) , giving a total of 56 diameter estimates of 33 stars. These data are shown in Table 6 . Since no errors are quoted for these results, the last column of Table 6 gives the diameter difference in units of the Mark III error. The Fig. 2. -Limb-darkening conversion factors vs. VÀK. The dashed curves are for main-sequence stars; the solid curves are for giants. From top to bottom, the curves show conversion factors for 451 nm, 550 nm, 800 nm, and 2.2 lm. It is not possible to determine the stars' intensity profiles from the data presented in this paper. As a result, we fitted uniform-disk diameters to the data and convert them to limb-darkened diameters using model atmospheres. This figure shows how that limb-darkening conversion varies with the type of star and with wavelength. median fractional difference between the IRFM estimates and the Mark III measurements is 0.3% in the direction of the Mark III diameters being larger. The median deviation is 1.2 , with 68% of the diameters in agreement to within 1.8 , and 95% within 4 . As a whole, the agreement is good considering that the uncertainties in the measurements are underestimates. Seven of the measurements differ by more than 3 and 17 differ by more than 2 . If we make the reasonable assumption of 2% errors in the IRFM diameters, 2 is reduced to 1.
EFFECTIVE TEMPERATURES
The effective temperature is defined by the equation
where is the Stephan-Boltzmann constant. Although neither the luminosity, L, stellar radius, r, nor the effective temperature, T eff , are directly observable, if we divide by the square of the distance, we obtain
where F tot is the integrated flux above the Earth's atmosphere and h is the limb-darkened angular diameter. The challenge in calculating T eff is not the observation, rather it is accounting for the flux emitted at wavelengths not readily observable from the ground, setting the zero points for converting magnitudes to fluxes, and correcting the observed photometry for interstellar and atmospheric extinction. To integrate the flux over the wavelength range from 0.36 to 10 lm, we used Johnson 11-color photometry (Johnson et al. 1966 ). For shorter wavelengths, OAO-2 data were used (Code, Holm, & Bottemiller 1980) . The IRAS pointsource catalog was used to extend the data to longer wavelengths, but in no case was there significant flux at these wavelengths. For wavelengths longer than 400 nm, we interpolated between broadband fluxes using a best-fit Planck function. For shorter wavelengths where this is not a good approximation to the shape of the spectrum, a piecewise linear interpolation was used instead. For consistency, we used this procedure for all stars even though higher resolution spectrophotometry is available for some of these stars. A comparison of that photometry to our integrations revealed a maximum discrepancy of 4%. The zero points for our flux scale were set by averaging the Vega calibrations from Hayes & Latham (1975) and Tug, White, & Lockwood (1977) for the visible and using the values from Cohen et al. (1992) for the infrared.
The most uncertain part of the procedure is correcting for interstellar extinction. Methods based on using the color of the star seem a little circular, since we plan to use the scatter in the relationship between T eff and color as a measure of the quality of the results. A more serious problem with these methods is they cannot differentiate between circumstellar and interstellar extinction. An effective temperature calculation needs an integrated flux corrected for interstellar extinction but not for circumstellar absorption, since the energy absorbed by circumstellar material will be properly included in the integrated flux when it is reradiated in the thermal infrared.
As a result, we based our values of V-band extinction, A V , on Arenou, Grenon, & Gomez (1992) . They binned their stars in galactic coordinates, then used magnitudes and spectroscopic parallaxes to estimate extinction as a function of distance within each bin. We used those functions to determine the extinction of our program stars. The major disadvantage of this method is the coarseness of the grid used to determine the function. Advantages include separation of interstellar from circumstellar extinction, an independence of the extinction measurement from properties of the star and an intrinsic estimate of its accuracy. The V-band extinction uncertainty ranges from about 0.15 mag for the stars with the lowest extinction to as much as 50% for the highest extinction stars. We decreased the calculated values of A V by 10%, since Arenou et al. (1992) used an unusually large value for R V = A V /E(BÀV ).
Because interstellar extinction corrections cannot be made with an uncertainty smaller than a few tenths of a magnitude, performing these corrections on low-extinction sources will decrease the precision of the flux measurements without improving their accuracy. Most of the stars we observed fall in this category. They are bright and close, and there is almost no extinction within 100 pc of the Sun. We applied no extinction correction for stars within 100 pc of the Sun and for stars with an estimated A V < 0.2 mag. To the 15 stars to which we applied corrections, the adopted values of A V and their uncertainties are presented in Table 7 .
The effective temperatures are presented in the last column of Table 4 and are shown as a function of VÀK in Figure 3 . For the cool stars, the relationship between T eff and VÀK is tight. For warm stars, the supergiants are shown with systematically higher temperatures. Unfortunately, the four implicated supergiants (HR 1017, 1605, 7796, and 7924) all have large extinctions, and there are claims in the literature for significantly lower extinctions for three of these stars (Welty & Hobbs 2001; Gray & Napier 2001) . Moreover, if we assume the stars have zero extinction, the bifurcation of the relationship for the blue stars disappears. When we impose no extinction corrections, only HR 8316 deviates significantly from a single function of T eff versus VÀK. We will leave the determination of the reality of this bifurcation to others and use the extinction measurements as a flag; the stars listed in Table 7 are not included in the rest of the analysis of this section.
The simplest relationship we found that fits the data is logðT eff Þ ¼ 3:972À0:176ðV ÀKÞ þ 0:024ðV ÀKÞ 2 À 0:0013ðV
The use of a higher order polynomial does not reduce the residuals, which are shown in Figure 4 . To estimate the precision with which we can measure effective temperatures, we restrict the discussion to the 43 luminosity class III stars. None of these stars has significant extinction. The standard deviation of the residuals for these stars is 51 K. The 2 is 2.4 if we assume 2% flux errors, and reduces to 1 with reasonable 4.5% flux errors. Using all 62 stars of all luminosity classes, the standard deviation of the residuals increases to 89 K and the 2 increases to 1.6 (using the 4.5% flux errors), but no luminosity class is systematically offset from equation (4).
STELLAR SURFACE BRIGHTNESS
Following Hindsley & Bell (1989) , we define the log of the stellar surface brightness as
where m V is the apparent visual magnitude on the Johnson system and h is the limb-darkened angular diameter in milliarcseconds. This definition follows the same convention as magnitudes, with a smaller value of S V implying a brighter surface. A plot of S V versus VÀR is shown in Figure 5 . Stars of all luminosity classes are included. Because this correlation is fairly tight, it can be used to predict h. The lowest order polynomial fit to this relationship that does not show obvious systematics in the residuals is a cubic,
and is shown as the solid line in Figure 5 . The residuals are shown in Figure 6 . Fig. 3 . The symbols are the same as in Fig. 3 . Considering only the low-extinction stars, the scatter is less than 100 K rms when all luminosity classes are included and about 50 K when only the giants are included. The scatter in this relationship is larger than expected. Assuming the angular diameter errors from Table 2 and errors of 0.01 mag in both V and VÀR, 2 ¼ 22. The 2 can be reduced to 1 by assuming the systematic errors in h UD are 6.5%, not the 1% estimated from the internal consistency arguments. Errors this large are ruled out by the consistency of these data with other published diameters. Alternatively, using the diameter errors from Table 2 , photometric errors of 0.062 mag in both V and VÀR are needed to explain the scatter.
To further investigate the nature of the excess scatter, we correlated S V with another photometric index. A plot of S V versus VÀK is shown in Figure 7 along with a fit to the data. The residuals are shown in Figure 8 . This time a quadratic fit is sufficient:
Once again, assuming 1% photometric errors and the diameter errors in Table 2 , the scatter is larger than expected, with 2 ¼ 3:9. We can reduce 2 to 1 by increasing the minimum angular diameter error to 2.6% or by increasing the assumed photometric error to 0.035 mag. Photometric errors of this magnitude are not out of the question.
An argument that the scatter is not due to the angular diameter measurements can be made by comparing the residuals in Figures 5 and 7 . If the scatter in these two relationships is due primarily to errors in the angular diameters, the residuals should be strongly correlated. Figure 9 compares the residuals. The formal correlation coefficient is 0.17, implying that the variance of the uncorrelated component of the noise is 4.8 times larger than the correlated component. Since the correlated noise is in part from h and in part from m V , while the uncorrelated noise is from VÀR or VÀK, it is difficult to understand how this correlation coefficient is consistent with increasing the uncertainty in h to explain the large 2 in equations (6) and (7). Fig. 3 . The scatter is larger than can be explained by the uncertainties in either the angular diameters or the photometry and is probably intrinsic to the relationship. Fig. 7. -Surface brightness vs. VÀK. Using VÀK as the surrogate for temperature produces a relationship where the reddening curve is almost parallel to the surface brightness relationship, making this useful for estimating stellar angular diameters. The scatter implies that angular diameter estimates are good to about 3%. The symbols represent luminosity class and are the same as in Fig. 3 . The line is the quadratic fit given by eq. (7). . The correlation coefficient is 0.17, implying that the uncorrelated noise has a variance 1.8 times larger than the correlated noise. If the scatter in these relationships were primarily in either the angular diameters or the V magnitudes, the variance of the correlated noise would be larger than the variance of the uncorrelated noise. We use this lack of correlation to argue that the scatter in Figs. 5 and 7 is not in the measurements but is intrinsic to the surface brightness relationships. Again, the symbols, indicating luminosity class, are the same as in Fig. 3 .
The remaining obvious source of observational noise in the surface brightness relationships that needs to be addressed is interstellar extinction. For the accuracy of S V to be limited by the accuracy of the diameters, the V-band extinction, A V , must be determined to about 1%. This is at least a factor of 10 better than what can currently be accomplished. Fortunately, interstellar extinction also changes the color of the star. Using values of the interstellar extinction presented by Cardelli, Clayton, & Mathis (1989) for R V = 3.1, we find the reddening curve runs almost parallel to the surface brightness curve in Figure 5 . The reddening curve has a slope of 4.0, matching the slope of the surface brightness curve at VÀR = 0.8. Therefore, interstellar extinction should not increase the scatter unless R V has a significantly anomalous value. We conclude that the scatter is not due to the measurements but is intrinsic to the surface brightness relationships.
8. THE WAVELENGTH DEPENDENCE OF UNIFORM-DISK DIAMETERS
Comparison Among Visual Diameters
Because stellar limb darkening varies with wavelength, a star's equivalent uniform-disk angular diameter should also vary with wavelength. Ridgway et al. (1982) present an early measurement of this effect. The ratio of uniform-disk angular diameter at 800 to 550 nm is shown in Figure 10 , and the ratio of 800 to 451 nm uniform-disk diameters is shown in Figure 11 . The solid lines are predictions from model atmospheres and represent luminosity classes I, III, and V.
The observed ratios are slightly larger than predicted. This is equivalent to saying the observed increase in limb darkening toward shorter wavelengths is larger than predicted by the model atmospheres. The ratio of observed 800 to 550 nm angular diameters averages 0.8% too large, while the ratio of 800 to 451 nm angular diameters averages 1.9% larger than predicted by the models. These deviations from the models are, however, only marginally significant. Comparing the data directly with the models results in 2 values of 0.74 for the 800 nm/550 nm ratio and 2.2 for the 800 nm/ 451 nm ratio. If we increase the limb darkening of the models at the shorter wavelengths by the values given above, the 2 are reduced to 0.58 and 1.9, respectively.
Since there are still very few direct measurements of stellar limb darkening, we summarize these data as an aid to anyone interested in understanding this variation. We calculated S V using uniform-disk diameters. These values are not strictly surface brightnesses. They all refer to the same V magnitude, and since the physical size of the stars should not depend on wavelength, neither should S V . The best linear and quadratic fits to these quantities as a function of photometric color are 
The correlation of these S V values and photometric color is as tight as when limb-darkened diameters are used and provide uniform-disk diameters with an accuracy of about 3% over the range 0 < VÀK < 6.
Comparison Between Visual and Infrared Diameters
Because of both the increasing number of measured infrared angular diameters and the increasing number of operational infrared interferometers, it is important to compare the visible and infrared measurements. Figure 12 shows the ratio of K-band uniform-disk diameters from the literature to Mark III 800 nm uniform-disk diameters. The Two Telescope Interferometer (I2T) data were taken from Di Benedetto & Rabbia (1987) , Di Benedetto & Ferluga (1990) , and Di Benedetto & Foy (1986) , the Infrared-Optical Telescope Fig. 10. -Ratio of the uniform-disk angular diameter measured at 800 nm to that measured at 550 nm. The vertical lines represent 1 errors. The three curves show the effect of the wavelength dependence of limb darkening and are from model atmosphere calculations by Kurucz for main-sequence stars, giants, and supergiants. The symbols represent luminosity class and are the same as in Fig. 3 . Fig. 11. -Ratio of the uniform-disk angular diameter measured at 800 nm divided by that measured at 451 nm. As in Fig. 10 , the curves show the effect of limb darkening. Again, the measured ratios are slightly larger than predicted by the models. The symbols indicate different luminosity classes and are described in Fig. 3 .
Array (IOTA) data were taken from Dyck et al. (1996) , and the Palomar Testbed Interferometer (PTI) data from van Belle et al. (1999) . Once again, the three solid lines show the expected relationship for different luminosity classes derived from Kurucz models. There is an obvious trend in these data. Stars with VÀK colors between two and four are in good agreement with the models. However, for cooler stars, the ratios of infrared to visible diameters are smaller than expected. This trend appears to be significant, but its interpretation is complicated by the inhomogeneous nature of the data. For example, Dyck et al. (1996) pointed out that for the stars observed both with IOTA and with I2T, the IOTA diameters are systematically smaller for the large stars and systematically larger for the small stars. Using a single data set should help untangle variations with color from variation between instruments.
The largest high-quality, homogeneous set of infrared diameters is from PTI (van Belle et al. 1999) . Unfortunately, the only stars in common between the PTI and the Mark III are five of the warmest stars in Figure 12 . Both interferometers observed both warmer and cooler stars; to extend this comparison, an indirect approach is needed. This comparison can be made through surface brightness relationships.
We start by calculating S V for the stars observed by PTI using the PTI uniform-disk diameters. These are shown as a function of VÀK in Figure 13 . Two obvious outliers (HR 274 and HR 7759) were not included in the analysis. The five stars also observed by the Mark III are shown with solid symbols. Note that they all fall along the lower edge of the distribution. The solid line shows the value we would expect using 800 nm data and equation (12). There is an obvious systematic trend in this data, with the 2.2 lm data falling systematically below the 800 nm relationship for the cooler stars and above the relationship for the warmer stars. Linear and quadratic fits through the PTI data give the following relationships: 
For each of the PTI stars, equation (12) was used to predict the uniform-disk diameter that star would have at 800 nm. The ratio of the 2.2 lm PTI diameter to the 800 nm prediction is shown in Figure 14 . Again, the stars observed by both the PTI and the Mark III are shown with filled symbols.
For stars cooler than VÀK = 4, this ratio is smaller than the expectation from stellar atmosphere models, with the discrepancy increasing for larger values of VÀK. The discrepancy appears significant and is consistent with the trend in Figure 12 . A smaller value of S V implies a higher surface brightness, which in turn implies either a smaller stellar diameter or more limb darkening. If it is the latter, it contradicts the standard argument that infrared diameters should be used to determine effective temperatures because the limb darkening is smaller at those wavelengths. It seems more likely that these trends are due to the former cause, i.e., differences between the diameters in the two wavelength regimes. Such differences are inconsistent with the standard stellar models but can probably be explained by invoking more extended stellar atmospheres. An extended atmosphere would enlarge the 800 nm diameters more than the K-band diameters, since both the continuum and molecular line opacities are larger at the shorter wavelength. In particular, our 800 nm bandpass is contaminated with TiO. Some evidence supporting this view can be found in Quirrenbach (van Belle et al. 1999 ). The surface brightness was generated from the PTI 2.2 lm uniform-disk (not limb-darkened) diameters. The solid line is a quadratic fit to the 800 nm surface brightnesses from the Mark III. The difference between the data and the line is 5 times the logarithm of the ratio of the 2.2 lm to 800 nm uniform-disk diameters. et al. (1993) . They presented uniform-disk diameters in TiO bands that are significantly larger than the adjacent continuum for similar stars.
For the 19 stars with 2 < VÀK < 3 (spectral types G8 to K2), the mean uniform-disk diameter ratio is 1.12 (median of 1.10), larger than the predicted ratio, which lies between 1.03 and 1.04. The five stars in common with the Mark III observations fall in this color range, but their diameter ratios ranges from 1.0 to 1.085 with a mean of 1.03. These values, which are in good agreement with the models, fall in the lower half of the distribution for the PTI stars. We know there is intrinsic noise in the surface brightness relationship, so this disagreement, though surprising, may not be significant.
There remain the four PTI stars with VÀK < 2.0. Although the error bars are large, these stars have infrared diameters from 20% to 40% larger than the predicted 800 nm diameter. Stellar atmosphere models predict that the uniform-disk diameters should be only 3% larger at 2.2 lm. For Lyr, equation (12) predicts an 800 nm uniform-disk diameter of 3.2 mas, in agreement with the measured angular diameter. Equation (16), fitted to the PTI data, gives an angular diameter of 4.3 mas. Van Belle (1999) noticed this discrepancy but attributed it to the variation of angular diameter with luminosity class, giving equations for limbdarkened diameters consistent with the Mark III data for main-sequence stars and with the PTI data for evolved stars. This explanation is not the complete answer since the stars observed with the Mark III in this temperature range consist of main-sequence, giant, and supergiant stars, and they are all consistent with the same surface brightness relationship. We leave this discrepancy unexplained.
SUMMARY
In addition to their application to determining effective temperatures, accurately estimated angular diameters are needed for calibration of optical interferometry data. As we push to longer baselines, it is becoming increasingly difficult to find stars that are small enough to appear unresolved. Unless we find a way to transfer the calibration from short to long baselines, the quality of optical interferometric data will remain limited by our ability to calibrate.
It has long been customary to fit a uniform-disk model to the visibility data, then convert the uniform-disk diameter to a limb-darkened value using a correction factor. This technique is used because it cleanly separates the data, represented by the uniform-disk diameter, from the details of the stellar models needed to correct for the limb darkening. By convention, the conversion factor is the ratio of the diameter of the limb-darkened to the uniform-disk model when the models are forced to agree at V 2 = 0.3 (Hanbury Brown et al. 1974 ). This conversion varies by a few parts in a thousand depending upon how the models are forced to agree. As the accuracy of interferometrically determined angular diameters surpasses the 1% level, this method will no longer work, and it will be necessary to fit the data directly to limb-darkened models.
In this paper, we have presented measured angular diameters for 85 stars, more than half with formal errors less than 1%. Although it is good to claim high accuracy based on internal consistency arguments, it is better to confirm that accuracy based on consistency with other results. Although several interferometers are producing stellar angular diameters, most of the observations are at different wavelengths or of different stars. With that caveat, the comparison of our results with other published diameters at similar wavelengths is satisfactory.
The comparison of our results with published infrared diameters is somewhat more problematic. The PTI in particular has produced a large number of diameter measurements, but there are only five stars in common between our list and theirs. For these five, the ratios of infrared to visual uniform-disk diameters are in good agreement with stellar atmosphere models. However, these five cover only a small range of effective temperatures.
To make a broader comparison, an indirect approach using surface brightness relationships is the best we can do, although it is not optimum. We find that the ratio of 2.2 lm PTI uniform-disk diameters to the Mark III 800 nm uniform-disk diameters is smaller than the ratio predicted by the models for cool stars and larger for warm stars. The discrepancy for cool stars could be telling us something interesting about the physical conditions in their outer atmospheres. It is difficult to understand the discrepancy for warm stars. This work was funded by the Office of Naval Research and the Oceanographer of the Navy. This work made use of the SIMBAD literature database, operated at CDS, Strasbourg, France. The observations upon which the paper is based absorbed hundreds of hours of observing time that would not have been possible without the dedicated support of the interferometer operators, Craig Denison and Lu Rarogiewicz. We also thank Mike Shao and Mark Colavita for the initial construction of the Mark III and Roger Bell, Ben Taylor, and Paolo Di Benedetto for useful discussions. Finally, we would be negligent by not acknowledging the thorough comments of a reviewer who left his mark on this paper with a number of thought-and work-provoking comments.
