Hidden Markov models assume a sequence of random variables to be conditionally independent given a sequence of state variables which forms a Markov chain. Maximum-likelihood estimation for these models can be performed using the EM algorithm. In this paper the consistency of a sequence of maximum-likelihood estimators is proved. Also, the conclusion of the Shannon-McMillan-Breiman theorem on entropy convergence is established for hidden Markov models.
Introduction
Hidden Markov models form a large and useful class of stochastic process models, in which series of counts, proportions, or multivariate observations are described with equal ease. These models are based on a Markov chain {Xi} which describes the evolution of the state of a system. Given a realized sequence of state variables {xi}, observed variables { Yi} are conditionally independent, with the distribution of each Yi depending on the corresponding state xi. In estimation problems the distribution of Y, is assumed to belong to a parametric family and the state space is assumed finite. The special case of the hidden Markov model in which the observed variables have only finitely many values is referred to as a probabilistic function of a Markov chain; this model was introduced by Baum and Petrie (1966) . There is a clear analogy between hidden Markov models and state-space models, for example the linear state-space model: xi = Fxi_,+ x, y, = HX,+ W,, described by sequences of unobserved state variables {Xi}, observations {Y}, and noise variables {V;} and { Wi}. In many applications of state-space models, the goal is reconstruction of a value Xi based on an observation set Y1 , . . . , Y,,, i.e., filtering if i = n, smoothing if i < n, or prediction if i > n. In the classical model with normal errors reconstruction is performed using the Kalman filter. The analysis of nonnormal and non-linear state-space models has also been considered; for example, . Kitagawa (1987) gives recursive equations for filtering, smoothing, and prediction which are valid quite generally (see also Kohn and Ansley, 1987) . The key elements seem to be a state process which is Markov and an observation sequence constructed from a conditionally independent sequence, given the state process. Thus we find overlap with hidden Markov models.
Reconstruction
has also been a prime concern in the study of hidden Markov models. The forward-backward algorithm contained in the iterative likelihoodmaximization algorithm of Baum et al. (1970) can be used for reconstruction of the underlying Markov chain. Also, versions of the smoothing and filtering equations of Kitagawa (1987) were derived in Askar and Derin (1981) and Lindgren (1978) for hidden Markov models.
Recent applications of hidden Markov models include those of Churchill (1989) to sequences of bases of a DNA molecule, Smith (1987) to the occurrence of rainfall, and Levinson, Rabiner, and Sondhi (1983) to the modelling of a speech generating source for automatic speech recognition.
Estimation of the parameters of a hidden Markov model has most often been performed using maximum-likelihood estimation. Baum and Eagon (1967) gave an algorithm (a special case of the EM algorithm;
Dempster, Laird and Rubin, 1977) for locating a local maximum of the likelihood function for a probabilistic function of a Markov chain. Baum et al. (1970) developed the EM algorithm and applied it to general hidden Markov models. The large-sample behaviour of a sequence of maximum-likelihood estimators for a probabilistic function of a Markov chain was studied in Baum and Petrie (1966) and Petrie (1969) . Lindgren (1978) proved a consistency property of maximum-likelihood estimators obtained for the model which assumes that { Yi} is an independent sequence from a finite mixture distribution. Lindgren's result states that, in case { Yt} actually follows a hidden Markov model, the maximum-likelihood estimators obtained under the independence model are consistent for the stationary distribution of { Yi}. In this paper the consistency of maximum-likelihood estimators is proved for general hidden Markov models. The next section displays the notation and required regularity conditions and establishes an ergodicity property. Section 3 examines the identifiability of hidden Markov models. The Shannon-McMillan-Breiman theorem on entropy convergence is proved for hidden Markov models in Section 4, and Section 5 contains a more general result which provides a generalization of KullbackLeibler divergence.
The consistency proof given in the final section follows the method of Wald (1949).
Notation and preliminary results
Let {Xi}Em be a stationary Markov chain with state space { 1, . . . , m} and transition probability matrix [a+] . Let {f( ., 0): 13 E O} be a family of densities on a Euclidean space with respect to a measure CL, and 0,). . . , 0, elements of 0. { Yi}$ is a sequence of conditionally independent random variables, given a realization {xi} of {Xi}, with Y having conditional density f( . , &).
The characteristics of the model are parameterized by 4 which belongs to a parameter space @, a subset of a Euclidean space, i.e., we have cyik(4),j, k = 1, . . . , m, and /3,(4)~O,j=l,..., m. The usual case is 4 = (LY,, , (Y,~, . . . , a,,, 01, . . . , O,), and aik( .) and 0,(. ) equal to coordinate projections. The true parameter value will be denoted #,,.
The likelihood function for observations y, , . . . , y, is and a maximum-likelihood estimate is defined to be a point & at which p,, achieves its maximum value over @. The initial probability distribution used in the definition of likelihood is not necessarily the stationary probability distribution for the stochastic matrix [LQ(~)], but any probability vector {(Y;')} with strictly positive elements. It turns out that consistency of maximum-likelihood estimators does not depend on the choice of (positive) al*'.
The mild regularity conditions to be used are stated below for future reference. Condition 6. For every 0 E 0, E,,[sup,,e._s,lcs(logf( Yr , O'))'] <co, for some S > 0, (I/.)) is Euclidean distance and x+ = max{x, 0)).
Remark 1.
Condition 2 means that a finite mixture with m or fewer components determines a unique mixing distribution, i.e., jg, a$(y, 4) = jgI a:f(v, 0:) a.e. dp(y) * f a$, = ? aI%;, 
where Y stands for { Yi}Tm and A is the symmetric difference operator (E A A = (E n A") u (EC n A)). But, since Y is stationary and d is invariant,
where Now 2 is in the tail a-field, i.e., for every k it depends only on (yk, yktl, . . .). Since the Y, are conditionally independent given a realization x = {xi} of the _ underlying Markov chain, the zero-one law implies that P{ Y E Op (x} is either zero or one. Let E={x:P{YE~[x}=I}, so P{YE~}=E[P{YE~~X}]=P{X~E}. Now E is an invariant set, since
But a finite irreducible Markov chain is ergodic and therefore P{X E E} is either zero or one; this completes the proof. 0
Before developing the required probabilistic tools for the proof of consistency, we compactify the parameter space @ by adding to it limits of Cauchy sequences and denote the resulting space @' (see Kiefer and Wolfowitz, 1956 , where this device was first used in the context of maximum-likelihood estimation). TO explain this concept, we explicitly describe the new parameter space in the case that (4), . . . , a,,,,(~$), O,(qb), . . . , O,(+)) will still belong to the set in (4) for all parameter values after compactification. Condition 3 ensures that f(y, *) is continuous on all of 0'; also, the continuity of fI(. ) and cyjh-(. ) extends to CD".
Identifiability
The parameters of a hidden Markov model are not strictly identifiable.
For instance, as with finite mixture distributions, the indices of the states of the Markov chain can be permuted without changing the law of the process (0,) and hence also the law of {x}.
Define an equivalence relation -on W, whereby 4, -#J? if and only if 4, and & define the same law for {&}. Let 6 denote the equivalence class to which 4 belongs. Notice that the law of { 0,) is determined by the initial distribution of {X,} and there may be more than one initial distribution for which the process {Xi} is stationary.
To accommodate such parameters, we extend the definition of equivalence to allow somewhat arbitrary choices of initial distributions for X; more precisely, 4, -& if and only if there are initial probability distributions (~~1 and CY'" such that the following holds:
(i) for I = 1,2, {&($,)} is a stationary process, where {Xi1 has transition probabilities ajk(#!) and initial distribution cr'~;
(ii) the processes {&(&)} and {&,(#,)} have the same laws. For example, all parameters 4, with e(+,) = (A, A)' are in the same equivalence class, and also in this class is the parameter & with If e, (4) ek(4))~ ;=, k=l namely, finite mixtures of products of two densities from the family {f(y, 0): 0 E 0). We would like to conclude that 4, and 42 define the same mixing distribution, but Condition 2 states only the identifiability of mixtures from the family {f(y, 0): 0 E 0) itself. However, Teicher (1967) showed how the identifiability of mixtures carries over to products of densities from a specific family; this result holds also for finite mixtures with a fixed number of components.
Therefore we have that 41 and & define the same distribution for (OX,, Ox2), and hence the same law for {OX,}. 0
Entropy
In this section we define the entropy for stationary hidden Markov models and show that the conclusion of the Shannon-McMillan-Breiman Theorem, which concerns finite-state processes, also holds for the general hidden Markov model. This result is relatively simple to prove and anticipates the more general result of the next section, but none of the development in this section is necessary for anything in the sequel.
The entropy of the stationary process {Y,} under the parameter & is defined by the following expression:
In order for this definition to have meaning, the conditional density
f.; 63) must be shown to exist. We will construct the conditional density by considering limits of the conditional densities which depend on a finite number of past values of the process, and then allow this number to grow arbitrarily large. The term entropy is used because the above definition of H( I$,,) is a generalization of the well known entropy for a random variable Y with density p, namely EL-log P( VI. as in Karlin and Taylor (1975, pp. 498-502) . 0
Generalized Kullback-Leibler divergence
Here we prove a limit theorem for the log-likelihood function, similar to Theorem 1, with the important difference that the limit of the log-likelihood at points other than &, is identified. This limit leads to a definition of generalized Kullback-Leibler divergence; the remainder of this section is devoted to proving that this divergence distinguishes parameter points in different equivalence classes. Proof. Fix the value of 4 E @; where no other indication is given, the parameters (Y/I, and fI, (and joint densities defined using them) will be assumed to be evaluated at this point. Define Y, , . . . , Y,>)]/ n, respectively, and so the conclusions of the theorem will follow from the corresponding conclusions applied to qn. Notice that q,, does not depend on the initial probabilities, provided they are positive, so that the limit of the log-likelihood is valid for any choice. The advantage in working with q,, rather than P,, is provided by the property given in the following lemma. 
Ergodic theorems for processes satisfying this subadditivity property are given in Kingman (1976), so we consider next the other properties which were used to obtain these theorems. By the stationarity of { I',,}, (13) is satisfied under condition 6, since log q,(y,) G log(max,f(y,, 0,)).
Kingman (1976, Theorems 1.5 and 1.8) proved that a process { W,,) satisfying (1 I), (12), and (13) also satisfies the conclusions of the ergodic theorem, namely, (i) lim, Won/n = W < 00 exists with probability one; (ii) E[ W] = lim, E[ Wo,/n]; and (iii) W is degenerate if the process is ergodic, i.e., the u-field of events invariant under the shift transformation in (12) Juang and Rabiner (1985) use this measure of distance between hidden Markov models in a numerical study of the effects of starting values and observation sequence length on maximum-likelihood estimates. Next we prove a result needed for the large sample analysis of maximum-likelihood estimators, namely that the divergence between two different points is positive. Obtaining this result is surprisingly difficult and will lead to another study of the asymptotic behaviour of the log-likelihood.
Kingman's subadditive ergodic theorem which was used above does not include a representation of the limit as the expected value of some random variable, as does the classical ergodic theorem. We will directly establish the convergence of the normalized log-likelihood and, using the previous results to identify the limit random variable with the constant H(c,&, #J), obtain such a representation for H(c$,, 4). As in Section 4, we will study the log-likelihood using the relation However, instead of approximating p, ( Y, 1 y_, , . . , Y, ; 4) by a stationary process, we define a new probability measure (on an augmented probability space), under which {p, ( Y, 1 I'_, , . . . , Y,; 4) ) is itself stationary.
The quantities derived under this new probability space will then be related back to quantities defined in terms of the original probability space. The motivation for using this approach came from Furstenburg and Kesten (1960), who studied the convergence of products of random matrices and also from Petrie (1969) who used results from the latter study to obtain the convergence of the log-likelihood for a probabilistic function of a Markov chain. There is a connection with Kingman's theorems, namely that Kingman applied his results to obtain those of Furstenburg and Kesten (1960) ; on the other hand, the limit results for {q,,} obtained using Kingman's theorems could be proved using arguments similar to those of Furstenburg and Kesten (1960) . The approach to be followed requires a careful accounting of the probability spaces and measures involved. We begin with the probability measure P+, defined on the measure space (3, %'), i.e., the set 3 of sequences {y,} augmented by its Bore1 q-field. Let 0 be the set of sequences {(y,,, u('))}, where the u(") are mdimensional vectors. Let P$,,+ be the probability measure on 0 defined as the image of P+, on the subset where uj" = a;-(&-,), the stationary probabilities of the stochastic matrix [ crjk( &,)I, and
(O/O is taken to be 0); {u'"'} is determined by {y,} on this subset, so this definition is meaningful.
(Notice that PLO,+ depends on C$ through its support, which is determined by (15).) Let Y,, and lJ (n) be the coordinate mappings on 0. The goal is to define a probability measure on 0, under which {U'"'} is a stationary sequence, while {Y,} has the same distribution as it does under P+,. Let Tn be the shift transformation on 0, i.e., Tfl{(y,, u("))} = {(y,+,, u("+'))}. Let Pko,,TGk be the probability measure on 0 which is the inverse image of P&,+ under the kth iterate of Ta, i.e., ~1% C u,PAY,, y2b; 40) G(yl) dp(yJ dQ(u).
I i I
Next we extend the construction in Lemma 4 to simultaneously include two sequences, {U"'} which satisfies (15) 
Consistency of the maximum-likelihood estimator
We can now present the main result, which concerns the consistency ofthe maximumlikelihood estimator. The results of the previous sections allow the application of the basic strategy invented by Wald (1949) and further developed by Kiefer and Wolfowitz (1956) .
Consistency must be stated in terms of convergence of the equivalence class of the maximum-likelihood estimate &, (see Section 3). We will obtain convergence in the quotient topology defined relative to the equivalence relation -. Redner (1981) used convergence in this sense for estimators of the parameters of a finite mixture distribution.
Consistency in the sense of the quotient topology simply means that any open subset of the parameter space @' which contains the equivalence class &, of the true parameter must, for large n, contain the equivalence class of &. hence log(sup+,tc>d Pn (4'))/ n and log(sup,bb'er,g q,,( 4'))/ n have the same limiting behaviour as n +a. Also, W,, = log(sup 9,ir,, q,-,(4')) satisfies the conditions of Kingman's subadditive ergodic theorem (see (II) , (12) and (13) 
