Web page genre classification is a potentially powerful tool for filtering the results of online searches. The goal of this research is to develop an approach to the problem of Web page genre classification that is effective not only on balanced, single-label corpora, but also on unbalanced and multi-label corpora, and in the presence of noise, in order to better represent a real world environment. The approach is based on n-gram representations of the Web pages and centroid representations of the genre classes. Experimental results compare very favorably with those of other researchers.
INTRODUCTION
Recent research has shown genre to be a potentially powerful tool for filtering the results of online searches. Although most information retrieval searches are topic-based, users are typically looking for a specific type of information with regard to a particular query, and genre can provide a complementary dimension along which to categorize documents. The relevance of a particular document to a given query depends on the information need of the user who issues the query, and information retrieval systems could be enhanced by providing users with the ability to filter documents according to their genre (Finn and Kushmerick, 2006) .
The research reported in this paper explores the classification of Web pages by genre using n-gram representations of the Web pages. Experiments are run on a multi-label corpus using both a centroid classification model and an SVM classifier, and on a highly unbalanced single-label corpus. In order to investigate the research question of whether the centroid classification model is effective when noise Web pages are included in the corpus, this study compares the classification performance of the centroid model with and without the addition of noise Web pages.
RELATED WORK
Most research on the classification of Web pages by genre has focused on labeling each Web page as belonging to a single genre, however the difficulty of assigning a single genre label to a Web page has been acknowledged by researchers who have conducted surveys and user studies (Crowston and Williams, 1997; Meyer zu Eissen and Stein, 2004; Santini, 2008) . (Rosso, 2008) explored the use of genre to improve the effectiveness of Web searching, and found that the two factors which seemed to hamper participant agreement on Web page genres were that some of the Web pages seemed to fit into multiple genres, and that some of the genres seemed to have fuzzy boundaries. Despite these issues, 90% of the Web pages were classified into a single genre by the majority of the participants, leading Rosso to conclude that although a multi-genre classification scheme would be superior, a single genre classification scheme could still offer improvement in Web searching.
The representations of Web pages used in the genre classification task tend to be based on those used in text classification, often augmented with information such as HTML tags and URL information. For example (Meyer zu Eissen and Stein, 2004) combine genre-specific vocabulary and closed-class word sets with text statistics, part-of-speech information, and HTML tags, whereas (Jebari, 2008) combines two centroid-based classifiers, one of which uses structural information from the document, while the other uses URL information. (Kanaris and Stamatatos, 2009 ) use feature sets of variable-length character n-grams and information about the most frequent HTML tags to perform classification using a support vector machine. (Stein and Meyer zu Eissen, 2008) give a detailed overview of the document representations used for Web genre classification.
A shortcoming of the existing Web page classification research is that it tends to be carried out on corpora which do not contain any noise. (Shepherd et al., 2004) , however, introduced noise pages in their classification of homepages, and found that the performance of the classifier deteriorated. (Levering et al., 2008) added 798 noise Web pages to a three genre corpus containing 501 single-label Web pages. They found that textual features alone performed very poorly in the presence of noise, but that the addition of HTML features dramatically improved performance.
METHODOLOGY

Classification Models
This study uses n-gram profile representations of Web pages in the automatic identification of the genre of the Web pages. Web pages are represented by fixedlength byte n-grams. Initially, Web page profiles containing the n-grams and their associated normalized frequencies are produced using the Perl package Text:Ngrams 1 . The byte n-grams are raw character n-grams in which no bytes are ignored, including the whitespace characters, thus some of the structure of a document is captured by using byte n-grams. Based on research by (Mason et al., 2009c) , the Chi-square statistic is then used as a feature selection measure; the n-grams are ranked according to the Chi-square statistics, and profiles are constructed for the Web pages. Each profile contains the L top ranked n-grams in the Web page, and the corresponding frequency for each of these n-grams.
The centroid classification model has been shown to be an effective model for Web page genre classification (Mason et al., 2009a; Mason et al., 2009b) . When using the centroid classification model, each Web page genre is represented by a profile that is constructed by combining the n-gram profiles for each Web page of that genre from the training set, forming a centroid profile for each Web page genre. These centroid profiles will contain a varying number of ngrams, therefore each of the centroid profiles is truncated to the size of the smallest centroid profile. Each Web page profile from the test set is compared with each genre centroid profile from the training set. The distance between two n-gram profiles is computed using the formula suggested by (Kešelj et al., 2003) in their paper on the use of n-gram profiles for authorsh-
where f 1 (m) and f 2 (m) are the frequencies of n-gram m in the profiles P 1 and P 2 respectively. In order to classify a Web page as belonging to more than one genre, or as not belonging to any known genre, the centroid classification model includes thresholds that are computed for each genre. If the distance between the Web page profile and a genre profile is less than or equal to the threshold, the Web page is labeled as belonging to that genre. If the distance is greater than the threshold, the Web page is deemed not to belong to that genre. Thus, Web pages that are labeled as noise Web pages exceed the threshold for every genre; Web pages that are labeled as belonging to more than one genre fall within the thresholds of multiple genres.
The method for setting each genre threshold is to first order all of the Web pages in the training set according to their distance from a particular genre profile, in ascending order. This ordered list of Web pages from the training set can then be stepped through one Web page at a time, such that at each step, the current Web page is labeled as belonging to the genre in question, and the accuracy of the classification thus far is computed. In this manner, the optimal threshold for each genre, based on the training data, can be determined. This process is then repeated for each genre in the corpus. This method of setting the genre thresholds is known as the optimal threshold method (Mason et al., 2010) , because the method gives a set of fixed thresholds that give the optimal classification accuracy on the training set.
An alternative method of assigning more than one label to a Web page is to use the support vector machine (SVM) classification model, rather than the centroid classification model. For the experiments conducted for this paper, multiple binary SVM classifiers are trained individually and the outputs of the classifiers are combined for classification of multiple genres; thus, for a classification problem with twenty genres, twenty SVM classifiers are trained using the conventional one-against-all approach.
Corpora
The 20-Genre corpus was constructed by Mitja Luštrek and Andrej Bratko at the Jozef Stefan Institute, and is available online 2 . Of the 1539 Web pages in this collection, 1059 have one genre label, 438 have two genre labels, 39 have three labels, and 3 have four labels. The Syracuse corpus was assembled by a team of researchers led by Barbara Kwasnik and Kevin Crowston at Syracuse University. The collection contains a total of 2748 labeled Web pages, each of which has one, and only one, genre label. There are 118 different genres represented, with the number of Web pages in each genre ranging from 1 to 350. Of these, only 24 of the genres contain 30 or more Web pages each. These experiments use a subset of the Syracuse corpus consisting of the 24 genres that contain at least 30 Web pages; the remainder of the labeled Web pages from the corpus are reserved for use as noise Web pages. Within the 24 genre subset there are 1985 Web pages. Figure 1 shows the Zipfian-like log-log scale plot of these genre densities in which there are a few genres with many Web pages, and many genres with very few Web pages. 
Experiments
These experiments test the centroid classification model on the unbalanced, multi-label 20-Genre corpus, and on the highly unbalanced Syracuse corpus with and without the addition of 750 noise Web pages. For the purpose of this research, a noise Web page is a Web page that does not belong to any genre in the corpus in question. Because the Web pages in the Syracuse corpus have only one genre label, the centroid classification model is modified such that each Web page is assigned at most one label. The optimal threshold method is used to determine thresholds for each genre, and a Web page is assigned the label of the genre to which it is most similar, within these thresholds. If the Web page is not within the threshold for any genre, it is labeled as a noise Web page.
Based on previous research (Mason et al., 2009c) , the n-gram length in these experiments is varied from 2 to 4, and for each n-gram length the Web page profile size is varied from 15 to 50. The Web pages are not preprocessed. The metrics used to evaluate the classification performance in these experiments are macro-precision and macro-recall.
RESULTS AND DISCUSSION
The results of the experiments in this study are reported in Tables 1 to 6 . A summary of the experiments and results follows. Table 1 gives the mean classification results on the 20-Genre corpus for the centroid classification method and the SVM method, while Table 2 gives the results for the centroid classification method on the Syracuse corpus, with and without noise Web pages. The results are averaged over Web page profile sizes of 15 to 50, for each n-gram length from 2 to 4. Table 1 shows that as the n-gram length is increased, the precision, recall and F1-measure values decrease, with the exception of the precision values for the SVM method. The results of Scheffé post hoc tests show that for each method overall, n-grams of length 2 are the best choice. The effect of the n-gram length on the precision, recall, and F1-measure for each method on the 20-Genre corpus is statistically significant (p < 0.01), however the partial η 2 is less than 0.10 in each case. This indicates that less than 10% of the total variability in the precision, recall, and F1-measure for each method is accounted for by the n-gram length. Based on precision, there is no statistically significant difference between the centroid classifier and the SVM method. In terms of recall and the F1-measure, the centroid classification method is significantly better than the SVM method (p < 0.001). Table 2 indicates that the addition of the noise Web pages to the Syracuse corpus decreases the precision of the classification, but increases the recall; this means that the noise Web pages are less likely to be mislabeled as belonging to another genre than are the non-noise Web pages. In each case, the results of Scheffé post hoc multiple comparison tests confirm that, as with the 20-Genre corpus, an n-gram length of 2 gives the best results. We conclude that using an n-gram length of 2 is the best choice in terms of precision, recall, and the F1-measure. The use of a small n-gram size may also have the advantage of being less computationally intensive. The effect of the n-gram length on the precision, recall, and F1-measure for the classification performance of the centroid model on the Syracuse corpus, both with and without noise Web pages, is statistically significant (p < 0.01). For the precision, the partial η 2 in each case is less than 0.10, indicating that the proportion of total variability in the precision is only slightly influenced by the ngram length. For the recall and F1-measure, however, the partial η 2 in each case is at least 0.38. This indicates that at least 38% of the total variability in the re- call and F1-measure are accounted for by the n-gram length, thus n-gram length has a more pronounced effect on these measures than it has on the precision. Table 3 gives the mean classification results for the centroid classification model and the SVM model on the 20-Genre corpus, while Table 4 gives the results for the centroid classification model on the Syracuse corpus. The results are averaged over n-gram lengths from 2 to 4. The number of n-grams used to represent each Web page ranges from 15 to 50 in increments of 5, and Tables 3 and 4 show that the classification performance of the centroid model is very stable over these Web page profile sizes. The effect of the Web page profile size was not statistically significant on the precision for either corpus. The effect of the Web page profile size was statistically significant on the recall and F1-measure for the centroid classification method (p < 0.01), however the partial η 2 was less than or equal to 0.05, indicating that the Web page profile size accounted for at most 5% of the overall variance of the recall and F1-measure. Table 5 gives a comparison of the mean precision and recall for each genre in the 20-Genre corpus, using the centroid classifier. Table 5 also gives the best results of (Vidulin et al., 2007) and (Kanaris and Stamatatos, 2009 ) using the same corpus. The results show that each method has a much higher precision than recall, averaged over all 20 genres. This means that the genre labels assigned by the classifiers are quite accurate, but that these machine learning classifiers are not assigning as many labels as did the human annotators when the corpus was constructed. Table 6 gives a comparison by genre of the mean precision, recall, and F1-measure of the centroid classifier on the Syracuse corpus, with and without noise Web pages. We are not aware of other published results for the corpus that could be used for comparison purposes.
Effect of n-gram Length
Effect of Web Page Profile Size
Effect of Genre
In Tables 5 and Table 6 the results are averaged over n-gram lengths from 2 to 4 and Web page profile sizes of 15 to 50. The results indicate, not surprisingly, that some genres are easier to classify than others. ANOVA on the results of the centroid classi-fication model indicates that genre is the leading factor (over n-gram length and Web page profile size) in predicting the outcome of the classification. Although genre is an influential factor in predicting the classification performance, a specific hypothesis about which genres can be better classified than others has not been developed. The variability between genres is likely to be caused by a factor that has not been explored as part of the current research, such as the length of the Web pages, or the homogeneity of each genre.
The Effect of Noise
As shown in Tables 2, 4 , and 6, the addition of 750 noise Web pages to the Syracuse corpus resulted in a slight decrease in the precision of the centroid classifier, and a slight increase in the recall. Thus, the noise Web pages are less likely to be mislabeled as belonging to another genre than are the non-noise Web pages. Of the 1985 non-noise Web pages, an average of 170 pages (8.6%) were erroneously labeled as noise Web pages by the centroid model; of the 750 noise Web pages, an average of 3 pages (0.4%) were erroneously labeled as non-noise pages. The number of Web pages erroneously labeled as noise increases from 3.6% to 13.3% as the n-gram length was increased from 2 to 4, whereas the number of noise pages erroneously given genre labels decreases from 0.85% to 0.03% as the n-gram length was increased from 2 to 4. This suggests that the proportion of noise Web pages expected to appear in a corpus could influence the choice of the n-gram length to be used.
CONCLUSIONS
The major contribution of this study is to show that byte n-gram Web page representations can be used effectively, with more than one classification model, to classify Web pages by genre, even when the Web pages belong to more than one genre or to no known genre, and when the number of Web pages in each genre is quite variable. The results of these experiments also showed that in general, as the length of the n-grams used to represent the Web pages was increased, the classification performance for each model decreased. The results also indicated that over the range of 15 to 50, the number of n-grams used to represent each Web page has only a slight impact on the classification results.
