Although artificial neural networks can be a very effective classification method, one of the drawbacks of their use is the need to manually prescribe the neural network topology. Recent work has introduced the ANN-Miner algorithm, an Ant Colony Optimization (ACO) technique for optimizing the topology of arbitrary FFNN's, i.e. FFNN's with multiple hidden layers, layer-skipping connections, and without the requirement of full-connectivity between successive layers. In this paper, we explore the use of several classification quality evaluation functions in ANN-Miner. Our experimental results, using 30 popular benchmark datasets, identify several quality functions that significantly improve on the simple Accuracy quality function that was previously used in ANN-Miner.
INTRODUCTION
Feed-Forward Neural Networks (FFNN) are a popular and effective pattern classification technique. However, one drawback of FFNN's is the need to manually prescribe the neural network topology. Even if one's attention is restricted to three-layer FFNN's with fullconnectivity between successive layers and no layerskipping connections, then one only needs to select the number of neurons in the single hidden layer. If one allows for arbitrary feed-forward topologies, then optimizing the network topology becomes more challenging.
Recent work has introduced the ANN-Miner algorithm (Salama and Abdelbar, 2014) , an Ant Colony Optimization (ACO) technique for optimizing the topology of arbitrary FFNN's, i.e. FFNN's with multiple hidden layers, layer-skipping connections, and without the requirement of full-connectivity between successive layers. In this paper, we explore the use of several classification quality evaluation functions in ANN-Miner. Our experimental results, using 30 popular benchmark datasets, identify several quality functions that significantly improve on the simple Accuracy quality function that was used in the original work on ANN-Miner (Salama and Abdelbar, 2014) .
FEED-FORWARD NEURAL NETWORKS
Feed-forward neural networks (FFNN) are widely acknowledged as being one of the most popular methods for pattern classification. The most common FFNN topology is a three-layer topology in which neurons are arranged in an input layer, a hidden layer, and an output layer. Commonly, there are connections between every neuron in a layer to all the neurons in the succeeding layer. Most commonly, each neuron i is a simple computational unit which accepts r inputs o 1 , . . . , o r , and produces a single output o i :
where each input o j is the output of a neuron in the previous layer, the weight w i j represents a real-valued weight between neuron j and neuron i, θ i represents a weight associated with neuron i itself called the neuron's "self-bias," and σ is an activation function that is most commonly selected to be the sigmoidallyshaped logistic function shown in Eq. (2). A FFNN with n input neurons and m output neurons computes a mapping R n → R m . In a classification problem, the training set T consists of a number of labelled patterns. Each training pattern x is an ndimensional input vector of real values, and the label is an m-dimensional output vector y. The k-th element in y that represents the class of pattern x is set to 1, while the other (m − 1) elements in y are set to 0.
The aim is to train a FFNN, given the training set T , to be able to correctly classify (predict the label of) a new unlabelled pattern. For that, each training pattern x is, in turn, applied to the input layer of the network, the signal is allowed to propagate through the network, and the output of the network, denoted y ′ , is compared to the desired output y to determine the error of the network for that pattern, denoted E x . A common error function is the simple Sum of Squared Error (SSE) function, defined as:
where the total error is simply:
Perhaps the most popular neural network training algorithm is the gradient descent based Backward Error Propagation (BP) algorithm which is based on repeatedly applying the training set to the network (each full pass through the training set is called an epoch), computing the error E, and then modifying each element of the weight vector according to:
, where η is the learning rate parameter. Commonly, FFNN applications use a simple three-layer network topology, with full connectivity between layers.
ANT COLONY OPTIMIZATION
Swarm intelligence is a branch of soft computing in which a wide variety of biological collective behaviours are applied to solve optimization problems. Ant Colony Optimization (ACO) was defined as a meta-heuristic for combinatorial optimization problems (Dorigo and Stützle, 2004) , inspired by the behaviour of natural ant colonies. The basic principle of ACO is that a population of artificial ants cooperate to find the best path in a graph, analogously to the way that natural ants cooperate to find the shortest path between two points like their nest and a food source.
In ACO, each artificial ant constructs a candidate solution to the target problem, represented by a combination of solution components in the search space. Ants cooperate via indirect communication, by depositing pheromone on the selected solution components for a candidate solution. The amount of pheromone deposited is proportional to the quality of that solution, which influences the probability with which other ants will use that solution's components when constructing their solution. This contributes to the global search aspect of ACO algorithms. The population of ants searches for the best solution in parallel, thus exploring possibly different regions of the search space at each iteration of the algorithm. This increases the chances of finding a near-optimal solution in the search space.
ACO has been successful in tackling the classification problem of data mining. A number of ACO-based algorithms have been introduced in the literature with different classification learning approaches. Ant-Miner (Parpinelli et al., 2002 ) is the first ant-based classification algorithm, which discovers a list of classification rules in the form of IF-Conditions-Then-Class. The algorithm has been followed by several extensions in (Parpinelli et al., 2002; Salama et al., 2011; Salama et al., 2013; Otero et al., 2009; Otero et al., 2013) .
ACDT (Boryczka and Kozak, 2010; Boryczka and Kozak, 2011) and Ant-Tree-Miner (Otero et al., 2012) are two different ACO-based algorithms for inducing decision trees for classification. Salama and Freitas (2013a; 2013b) have recently employed ACO to learn various types of Bayesian network classifiers.
As for learning neural networks, the ACO metaheuristic was utilized in two works. Liu et al. (2006) proposed ACO-PB, a hybrid of the ant colony and back-propagation algorithms to optimize the network weights. It adopts ACO to search the optimal combination of weights in the solution space, and then uses the BP algorithm to further fine-tune the ACO solution. Blum and Socha applied ACO R , an ant colony optimization algorithm for continuous optimization (Socha and Dorigo, 2008; Liao et al., 2014) , to train feed-forward neural networks (Socha and Blum, 2007) .
THE ANN-Miner ALGORITHM
As discussed previously, the three-layer fullyconnected FFNN topology is the most commonly used FFNN topology. ANN-Miner (Salama and Abdelbar, 2014 ), a recently proposed ACO algorithm for learning FFNN topologies, allows connections to be generated between hidden neurons and other hidden neurons -under the restriction that the topology remains acyclic -as well as direct connections between input neurons and output neurons. This allows producing networks with a variable number of layers, as well as arbitrary connections that skip over layers.
As for the problem at hand, a candidate solution is a network topology, and the solution components are the possible connections (between input and hidden neurons, between hidden and output neurons, be-tween input and output neurons, and connections between different hidden neurons). Each potential connection c = i → j, connecting between neurons i and j, has two solution components in the construction graph: D true c , representing the decision to include connection i → j in the current candidate topology being constructed by the ant, and D f alse c , representing the decision not to include the connection. Therefore, the construction graph can be represented as a two-dimensional 2 × |C| array, where 2 refers to the Boolean solution components, and C is the set of the available connections.
The number of input neurons and output neurons depends on the dataset and the representation that is used for the attributes of the dataset, while the total number of hidden neurons is an external user-supplied parameter. Suppose the total number of neurons is N, with N i input neurons, N o output neurons, and N h potential hidden neurons.
are the number of available connections between input and hidden neurons, hidden and output neurons, and input and output neurons, respectively, in the total available number of connections |C|. This means that, for instance, an ant can select (or unselect) a connection between any input neuron and any hidden neuron. The same applies for the two other connection types.
However, the available connections between the hidden neurons N h are defined as follows. In order to ensure that the topology is acyclic, we impose the restriction that i → j is not available if i ≥ j. In other words, each hidden neuron has a numeric index, and we only allow connections from a given hidden neuron n i to a higher-numbered neuron n j . It is wellknown that any directed acyclic graph is isomorphic to a graph where the nodes are lexicographically ordered and for all arcs (u, v) in the graph u precedes v in the lexicographic order. Hence, the number of the available connection between the N h hidden neurons is:
The overall process of ANN-Miner is illustrated in Algorithm 1. In the initialization step of ANN-Miner (line 3), the amount of pheromone assigned to each solution component D a c -where a can be true or false -in the construction graph is initialized with the value 0.5. Hence, for each connection c, the probability of including i → j (i.e. selecting D true c ) in the topology equals the probability of not including i → j (i.e. selecting D f alse c ).
In the inner for-loop (lines 6-12), each ant i in the colony creates a candidate solution NN i , i.e. a complete neural network (line 7). Then the quality of the constructed solution is evaluated (line 8). The best solution NN tbest produced in the colony is selected to update the pheromone trail according to the quality After the outer repeat-until loop terminates (lines 4-18), the best-so-far neural network undergoes a post-processing step to produce the final neural network NN f inal to be returned by the algorithm. Basically, the algorithm learns the final weights of the connections in the neural network NN bs f -which represents the best topology found during the ACO search process. The standard BP procedure, described in Section 2, is used to train NN bs f and learn its final weights. The only difference is that, instead of having BP work on the conventional three-layer fullyconnected network topology, it works on the arbitrary topologies constructed by ANN-Miner.
The process of an ant creating a new candidate solution (neural network) is described in Algorithm 2. The procedure starts with an empty (edge-less) neural network (line 2) to be constructed throughout the procedure. In addition, an empty array SLN, which represents the ant trail in the construction graph and its selected solution components, is initialized. This data structure is necessary for the pheromone update procedure, as described later. For each connection c in the available set of connections C, the ant selects The weights of the neural network NN are then initialized (line 10) as follows. For each connection i → j in the topology of the NN network, if the connection i → j is also present in the topology of NN bs f -the best trained neural network encountered so far -then the weight w ji associated with the connection i → j is initialized with the value that it has in the trained network NN bs f . On the other hand, if the connection i → j is not present in N bs f , then the weight w ji is randomly initialized.
The idea here is to start the training of each newly-created topology by building on the weights of the best network we have generated so far NN bs f . If the new network, after training, performs better than NN bs f , it will replace NN bs f and its connection weights will be used as initial values for performing BP on subsequent networks. Of course, some connections in NN may not exist in NN bs f , in which case, they are randomly initialized, as mentioned above. Further, some connections in NN bs f may not exist in NN. Such a diversion in the topologies maintains the exploration aspect of the algorithm, while the exploitation aspect is realized by building on the best weights learned in previous iterations.
After NN is initialized, it is trained (line 11) using the BP procedure, with a relatively large learning rate and a small number of epochs (see Table 1 for parameter settings). These are intended as "quick and dirty" parameter settings meant to allow us to obtain a complete neural network and evaluate its pattern classification quality. The classification quality evaluation is discussed in the next section.
EXPLORING DIFFERENT QUALITY FUNCTIONS
A key objective of a classification algorithm is to learn models with good generalization, that is, models that are able to accurately predict the class labels of new unknown patterns. Overfitting occurs when the induced model reflects good classification performance (fit) on the training (in-sample) data used in the learning process, yet shows bad predictive performance (generalization) involving new/testing data.
Therefore, we split the training set T at the beginning of the algorithm into two mutually exclusive parts: 1) the learning set T l , which contains 80% of the training set and is used to learn the neural network topology and weights (line 11, Algorithm 2); and 2) the validation set T v , which contains 20% of the training set and is used to evaluate the quality of the model (line 8, Algorithm 1). In this paper, we investigate several quality evaluation functions to be used in line 8 of Algorithm 1. First, let us establish some notation. Let m denote the number of classes,ĉ denote the true (correct) class for a given pattern x (the element in the label vector y where the value=1), and c denote the class that is predicted by the neural network NN. We will assume that the output of the network is an m-dimensional vector y ′ = o 1 , o 2 , . . . , o m of real values. The output vector of NN can be transformed into a vector p of class probability scores through a simple normalization:
Hence, the predicted class c will be the label k of the output of the NN with the highest probability score p k . We will use the notation f (NN|x) to refer to the value of the classification measure f on NN given pattern x, and Q f (NN|T v ) as the quality of NN, using classification measure f , on the full validation set T v .
Note that Q f (NN|T v ) is the actual pheromone amount to be deposited in the pheromone update step (line 13, Algorithm 1); the higher the value of Q f (NN|T v ), the better the quality of NN. Recall that the amount of pheromone deposited is proportional to Q(NN tbest ), as follows:
Note that, for quality function f , if Q f is computed to be less than zero, it is adjusted to zero, in order not to allow negative pheromone values. Example 1 -suppose we have a pattern x where m = 3 andĉ = 1. Consider three candidate NNs with the following probability score vectors given pattern x: NN 1 (x) = (0.9, 0.1, 0), NN 2 (x) = (0.6, 0.4, 0) and NN 3 (x) = (0.6, 0.2, 0.2). This example will be used in the following subsections.
Accuracy
A simple, and perhaps the most widely used, classification measure is accuracy. This is the quality measure that was used in previous work on ANN-Miner (Salama and Abdelbar, 2014) . For a given pattern x,
For an entire validation set T v ,
The deficiency of the accuracy measure is that, in the three NNs of Example 1, Acc(x) will be equal to 1 for all three probability vectors. However, it is obvious that NN 1 should receive a better quality preference than NN 2 and NN 3 , since it produces a higher probability for the true class.
Class Probability Error
An alternative to the accuracy measure is the true Class Probability Error (CPE) measure. For a given pattern x, CPE(NN|x) = 1 − pĉ.
(9) Let us again consider Example 1.
Here, CPE(NN 1 |x) = 0.1, while CPE(NN 2 |x) = CPE(NN 3 |x) = 0.4. In this case, CPE prefers NN 1 over NN 2 and NN 3 , but does not differentiate between NN 2 and NN 3 .
Variations of the CPE Measure
We consider two variations of CPE that differ primarily in their handling of outlier patterns. First, CPE k is defined as follows. For a single pattern x,
In this paper, we focus on the case where k = 2. Another variation of CPE is CPE m which is even more tolerant of outliers than CPE. For a single pattern x, CPE m (NN|x) = CPE(NN|x). However, for an entire validation set: 
Quadratic Loss Function
The Quadratic Loss Function is another widely used error measure. For a given pattern x:
In Example 1, the three probability vectors would have QLF values of: 0.02, 0.32, and 0.24. Thus, the QLF error measure would prefer NN 1 , followed by NN 3 , followed by NN 2 . Thus, not only does QLF favour the models that produce a higher probability for the true class, but it also favours the models that produce the lowest probabilities for the other classes. Note that, for a two-class problem (i.e. m = 2),
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Cross Entropy
For a given pattern x, the cross entropy CE measure is defined as:
where y is the target vector. Since yĉ = 1 and y k = 0 for all k =ĉ, Eq. (16) reduces to:
Thus, CE is somewhat similar to CPE: both are monotonically decreasing functions of pĉ. They differ only in their respective response curves as pĉ varies from 0 to 1.
Bayesian Information Reward
For a given pattern x, we use a variation of Bayesian Information Reward BIR, defined as:
if c =ĉ (reward),
where p ′ c represents the prior probability of class c, which is the ratio of the number of patterns in the learning set with class label c to the total number of patterns in the learning set, and m is the total number of the classes. Note that the first branch in the conditional Equation (24) is the reward value, where the predicted class c is the same as the true (correct) clasŝ c, while the second branch is the penalty value, where the predicted c is not the same as the true classĉ.
Not only does the Bayesian Information Reward measure respect the probability of the true class pĉ, it also respects the prior probability p ′ c of the predicted class in the dataset. This makes BIR more robust to class imbalance situations, where one (or more) class values have high occurrence in a given dataset compared to the other values. That is, the lower the frequency of the correctly predicted class in the dataset, the higher the reward. Similarly, the higher the frequency of the misclassified class in the dataset, the higher the penalty.
For an entire validation set T v , The parameters φ 1 and φ 2 are used to adjust the actual amount of pheromone to be deposited. The first parameter makes sure that the Q BIR value is greater than 0, while the second parameter scales the Q BIR value.
In our experiments, we set φ 1 = φ 2 = 50/m.
COMPUTATIONAL RESULTS
The experiments were carried out using the wellknown stratified 10-times 10-fold cross-validation procedure, which works as follows. First, the target dataset is divided into 10 mutually exclusive partitions (or folds), with approximately the same number of patterns in each partition. Then, for each of the 7 different quality measures used for candidate-solution evaluation and pheromone updating in this work, a version of ANN-Miner using that measure is run 10 times, where each time a different partition is used as the test set and the other 9 partitions are merged and used as the training set T for the algorithm. Note that T is itself further divided during algorithm execution into T l and T v as discussed in Section 5.
The predictive performance associated with each quality measure is computed as the average value of the accuracy on the test set across the 10 runs. In addition, we ran ANN-Miner with each of the 7 quality measures 10 times -using a different random seed to initialize the search each time -for each cross-validation fold. Thus, the accuracy associated with each quality measure is actually averaged over 100 values (10 cross-validation folds times 10 runs per fold). We also report the results for the standard three-layer fully-connected Neural Network with Back-Propagation (3L-BP) as a baseline.
The performance of classification quality measures was evaluated using 30 public-domain datasets from the well-known University of California at Irvine (UCI) dataset repository. The parameter settings of ANN-Miner used are shown in Table 1 . The number of the hidden neurons is set equal to the num- ber of input attributes plus the number of class values (output units) for each dataset. Note that the learning rate and the number of epochs used in BP in each ant solution creation step (line 11, Algorithm 2) are indicated in parameters 4 and 5, respectively, while the learning rate and the number of epochs used in the BP post-processing step (line 19, Algorithm 1) are indicated in parameters 6 and 7, respectively. Table 2 shows the average predictive accuracy results of the ANN-Miner algorithm with the 7 different classification quality functions, as well as the conventional BP algorithm, where the best result obtained for each algorithm is shown in boldface. The results reported are the average of the 100 runs of the stratified 10-times 10-fold cross-validation procedure. The last row of the table shows the average ranking of each algorithm. The average rank for a given algo- rithm g is obtained by first computing the rank of g on each dataset individually, with a rank of 1 representing the best performance and a rank of 8 representing the worst performance. The individual ranks are then averaged across all datasets to obtain the overall average rank. As shown in Table 2 , the Quadratic Loss Function (ANN-QLF) obtained the best overall ranking of 3.3, followed closely by Bayesian Information Reward (ANN-BIR) and Squared Class Probability Error (ANN-CPE 2 ), both of which had an overall ranking of 3.5.
The non-parametric Friedman statistical test with the Holm's post-hoc test was applied, at the conventional 0.05 significance level, to the predictive accuracy results reported in Table 2 -an all-pairs multiple comparison on the 8 algorithms under evaluation. The results of the statistical significance test are reported in Table 3 ; for space limitations, results are reported only for the cases where there is a statistically significant difference. The results indicate that all seven measures are significantly better than the baseline 3L-BP, and four of the measures are also significantly better than ANN-Acc (the measure that was used in the original work on ANN-Miner): ANN-BIR, ANN-QLF, ANN-CPE 2 , and ANN-CPE m .
