The type of visual information needed for categorizing faces and nonface objects was investigated by manipulating spatial frequency scales available in the image during a category verification task addressing basic and subordinate levels. Spatial filtering had opposite effects on faces and airplanes that were modulated by categorization level. The absence of low frequencies impaired the categorization of faces similarly at both levels, whereas the absence of high frequencies was inconsequential throughout. In contrast, basic-level categorization of airplanes was equally impaired by the absence of either low or high frequencies, whereas at the subordinate level, the absence of high frequencies had more deleterious effects. These data suggest that categorization of faces either at the basic level or by race is based primarily on their global shape but also on the configuration of details. By contrast, basic-level categorization of objects is based on their global shape, whereas category-specific diagnostic details determine the information needed for their subordinate categorization. The authors conclude that the entry point in visual recognition is flexible and determined conjointly by the stimulus category and the level of categorization, which reflects the observer's recognition goal.
An evident difference between visual processing of objects and faces is the level at which they are categorized by default, that is, how they are perceived without task constraints. Whereas in most cases, objects are perceptually categorized faster at the basic level (e.g., a car) than at the subordinate level (e.g., a 1965 Ford Mustang; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976) , faces are seemingly categorized equally fast at basic (a face) and subordinate levels (George Bush; e.g., Tanaka, 2001 ). 1 This difference might reflect the different functionality and ecological importance of subordinate distinctions within the face and other object categories, as well as the different amount of knowledge and experience that people have in recognizing exemplars within each category. In line with the latter account, expert knowledge with within-category diagnostic features might overcome the added perceptual difficulty that characterizes subordinate-relative to basic-level categorization (Hamm & McMullen, 1998; Jolicoeur, Gluck, & Kosslyn, 1984) and change the entry point of the percept from basic to subordinate (subordinate shift; Tanaka & Taylor, 1991) . In fact, it stands to reason that most behavioral and neural signatures that distinguish the categorization of faces and objects of different kinds (biological categories as well as artifacts) reflect differences in processes supporting within-category dis-tinctions (Gauthier, 2000; Tarr & Gauthier, 2000) . Therefore, exploring factors that modulate these category-selective signatures could provide insights about both the specific computations and the relevant perceptual information that underlie face and object recognition.
The concept of a basic level in perceptual categorization implies both a maximization of perceptual differences between categories and a minimization of the differences within a category (Rosch et al., 1976) . Exemplars of a well-defined category usually share a canonical structure 2 comprising a typical shape (most of the time referring to contour), as well as a typical organization of parts. For well-defined basic-level categories, this structure is well distinguished from the structure shared by stimuli forming a different category. Therefore, basic-level categorization is most of the time based on the stimulus's shape that highlights the typicality of the exemplar (Rosch et al., 1976) and the shared organization of the exemplar's parts, which, in conjunction with the shape, contain the perceptual typicality of the category (Tversky & Hemenway, 1984) . Airplanes, for example, share a typical shape that is very different from the typical shape shared, for example, by cars. Airplanes also share a spatial configuration of parts that is different from the configura-tion of a car's parts. Likewise, faces are defined by a canonical structure that is unique to them. This structure includes two eyes symmetrically located relative to an axis comprising the nose and the mouth (first-order relations; Maurer, Le Grand, & Mondloch, 2002) , all placed within a roughly oval shape. The shared structure of exemplars within basic-level categories implies that withincategory distinctions must be based on perceptual information that is more elaborate than that required for basic-level categorization, such as the precise description of the composing parts and/or their metric configuration (second-order relations; Maurer et al., 2002) . Critically, the visual information required for making withincategory, subordinate categorizations varies with the visual homogeneity of the subordinate groups, which defines their distinction. Moreover, the elaborate information, used for subordinate categorization, might also differ among different basic-level categories. It is this difference that might be domain specific to faces or, more generally, distinguish between perceptual processes applied to different object categories.
The differential use of visual information while processing objects and faces might be reflected in the spatial frequency (SF) scales used for basic and subordinate levels of categorization. Different SF scales convey different types of information: A high-pass filtered (HSF) image, for instance, preserves the sharp, fine-scale details of the original image. In contrast, a low-pass filtered (LSF) image retains the large-scale luminance variations, such as the light and dark blots and blobs in the image, which provide "a useful skeleton of the image" (Morrison & Schyns, 2001, p. 455) while fine details might be lost. Consequently, these two ranges of SFs have been traditionally associated with the division between local parts and their configuration, respectively (for a review, see Morrison & Schyns, 2001) . In fact, spatial filtering of images has been used to explore the relative importance of parts and configuration during visual processing of faces and objects. Although this association between HSF and local processing and between LSF and configural processing has been challenged (Boutet, Collin, & Faubert, 2003) , recent studies supported the above associations by manipulating SF and configural information conjunctively (Goffaux, Hault, Michel, Vuong, & Rossion, 2005; Goffaux & Rossion, 2006) . Notwithstanding this debate, it is clear, however, that details are more difficult to discern in LSF than in HSF images. Therefore, at the very least, spatial filtering might be efficient to assess the necessity of details in basic-level and subordinate-level categorization of faces and objects.
In line with the above conceptualization, when categorization is based on the canonical structure of a category, the absence of details characteristic to LSF images should interfere less with performance as shape information is retained. Moreover, because at least the firstorder relation of parts is retained in HSF images, the conceptualization of basic-level categorization described above should predict that it is not differentially affected by low-or high-spatial filtering (for a similar argument concerning object recognition, see Biederman & Kalocsai, 1997) . By contrast, when elaborate information is required, low spatial frequencies might not be enough for efficient categorization. Accordingly, the level of performance with HSF images in subordinate categorization should indicate the necessity of details for subordinate categorization. Specifically, if details are required for subordinate categorization, then performance with LSF images should not be as good as with HSF images. Equal (or better) subordinate categorization perfor-mance with LSF images should indicate that the type of elaborate information required by this process does not depend on details. Support for a differential role of SFs at basic and subordinate levels of categorization was found by Collin and McMullen (2005) in a category verification paradigm with spatially filtered objects. In this experiment, there was almost no effect of SF on categorization performance either at the basic level (dog) or at the superordinate level (animal). In contrast, at a subordinate level (collie), categorization of LSF images was slower and less accurate than the categorization of either broadband (BB) or HSF images. These authors suggested that the vulnerability of subordinate category verification to low-pass filtering is due to its reliance on diagnostic details such as texture patterns or the parts' metric differences that are filtered out by lowpass filtering. Conversely, basic-level category verification is immune to spatial filtering, probably because it relies on shape information that is retained in both low-and high-frequency scales.
It is possible, however, that Collin and McMullen's (2005) conclusions are limited to the object categories that they used (vehicles and animals). In particular, the generalization of these findings to face processing might be unwarranted because, as suggested above, subordinate categorization of faces might rely on diagnostic information that is different than that used for subordinate categorization of objects. Specifically, it is has been shown that subordinate distinctions between faces (e.g., race or gender) require configural information (e.g., Rhodes, Tan, Brake, & Taylor, 1989, and Campanella, Chrysochoos, & Bruyer, 2001, respectively) . This type of information, however, might not be required for subordinate categorization of cars or airplanes (Biederman, Subramaniam, Bar, Kalocsai, & Fiser, 1999) . Therefore, it is possible that filtering out low SFs from the image would harm subordinate face processing more than it would harm objects. Many studies have looked into the role of specific SF bands in face recognition (for a review, see Ruiz-Soler & Beltran, 2006) , but only a few have directly contrasted the use of spatial frequencies in recognition of faces and objects (Biederman & Kalocsai, 1997; Boutet, Collin, & Faubert, 2003; Collin, Liu, Troje, McMullen, & Chaudhuri, 2004; Goffaux, Gauthier, & Rossion, 2003; Parker, Lishman, & Hughes, 1996) . Although the findings were not fully consistent, all of these studies reported a difference between the frequency scales used for processing faces and objects. However, it is not clear where these differences stem from. Specifically, because all of these studies did not control for the level of representation accessed during processing, it might be possible that the differences between faces and objects stem from different default levels of categorization, each relying on different perceptual information.
The category verification task, introduced by Rosch and colleagues (Rosch et al., 1976) , solves the problem of uncontrolled level of representation to some extent. In this paradigm, a category label is presented first, followed by a picture of an object. The task is to indicate whether the object is a member of the category. Although this task obviously includes perceptual semantics elicited by the verbal label, using labels of varying degrees of specificity (superordinate, basic, subordinate) allows the control of categorization level while controlling the visual appearance of the object by either keeping it constant or manipulating it to assess the influence of perceptual factors on the categorization of the object.
Manipulating the level of categorization for objects as well as for faces while they are spatially filtered might elucidate the interrelations between levels of categorization, object category, and the perceptual information (as contained in different SF scales) supporting object categorization. All three variables are hypothesized to influence categorization performance, but they are not of equal interest in the present context. Specifically, SF scale preferences were considered here not as an end in themselves but as a measure to estimate the diagnostic information that is needed for object categorization. Thus, the interaction between SF and the task-imposed categorization level on the one hand and between SF and stimulus category on the other hand may provide an answer to how top-down categorization and bottom-up processing of the image influence the utilization of information supporting object recognition. For example, an outcome showing that the task-imposed level of categorization determines the use of SF information across categories would support the idea of a flexible usage of diagnostic information according to which the SF information used during perceptual processing is modulated by topdown factors, such as the categorization task (Schyns, 1998; Schyns & Oliva, 1999; Sowden & Schyns, 2006) . Similarly, finding different effects of SF on different categories irrespective of the top-down imposed categorization level might reflect a strongly imposed default level of categorization that might be different for different stimulus categories. Finally, finding different patterns of spatial filtering effects on subordinate and basic levels of categorization for faces and objects (i.e., a second-order interaction between SF, level of categorization, and stimulus category) would indicate flexible usage of SF scales that is nevertheless influenced by the stimulus category.
In the present study, we assessed performance in a category verification task to explore the complex interactions between top-downdetermined recognition goals (i.e., levels of categorization) and the perceptual information (SF) available in images of faces, cars, and airplanes. Assuming that basic-level categorization does not require detail information, we hypothesized that there would be no difference in the utilization of SF between faces and objects while determining their basic-level category. Specifically, on the basis of Collin and McMullen's (2005) findings, we predicted that low-pass filtering and high-pass filtering would affect basic-level categorization to the same degree. In contrast, because the diagnostic information needed for subordinate categorization of faces and objects is probably different (and might also depend on the particular subordinate distinction required; Johnson & Mervis, 1997) , we predicted that spatial filtering would influence differently the subordinate categorization of faces and objects. In particular, assuming that subordinate distinctions within airplanes and within cars are based on details, they should rely to a great extent on high special frequencies. In contrast, because subordinate categorizations of faces are based, at least partly, on configural computations, we predicted that filtering out low spatial frequencies would reduce subordinate categorization performance for faces.
Method

Participants
Twenty-two students from the Hebrew University of Jerusalem (11 men; mean age 25 years) participated in the experiment as part of course requirements or for monetary compensation (60 new Israeli shekels, approximately $15). All had normal or correctedto-normal visual acuity and no history of psychiatric or neurological disorders. Participants signed an informed written consent form according to the requirements of the institutional review board of the Hebrew University of Jerusalem.
Stimuli
The original stimuli consisted of 80 different images of female faces in front view, half being Chinese and half being Israeli (Caucasian); 80 different images of cars in side view, half of European makers and half of Japanese makers; and 80 different images of airplanes in side view, half being combat jets and half being civil airliners. Face images were selected from our database, whereas images of cars and airplanes were downloaded from the Internet. All images were 360 ϫ 360 pixels, which, seen from a distance of 70 cm, subtended 9.9°of visual angle. The object size was equated across categories by scaling each stimulus within the image to an identical diagonal of 370 pixels within its bounding box (excluding the background; cf. Collin & McMullen, 2005) . The resizing preserved the aspect ratio of the stimuli, which varied across the different object categories. Mean luminance and rootmean-square contrast were equated across images and categories (not including the gray background in calculation) using Adobe Photoshop. The background of all of the objects was a uniform gray equated to the mean object luminance.
The original broadband (BB) images were spatially filtered in MATLAB (Version 7.0.1; http://www.mathworks.com) using a Butterworth filter with an exponent of 4. The LSF and HSF cutoff corners were 1 cycle/degree and 6.5 cycles/degree, respectively. These values were set to match those used in previous studies (e.g., Goffaux et al., 2003) , and, given the size of our stimuli, they correspond to approximately 10 cycles/image and 65 cycles/image for the LSF and HSF conditions, respectively. Altogether, there were 720 different images, 240 in each spatial filter condition (BB, HSF, and LSF). Examples of all stimulus conditions may be seen online in supplemental materials.
Design and Procedure
Participants performed a category verification task in two consecutive sessions. A trial started with the presentation of a Hebrew 3 object category label presented for 500 ms at the center of the screen using 24-point Courier New font. The label was followed by a fixation cross presented for 250 ms, an image of an object presented for 300 ms, and then a screen that remained blank until the participant responded. Randomly selected intertrial intervals of 500, 800, 1,000, or 2,000 ms separated the next trial from the response. 4 Participants had to indicate by pressing one of two buttons whether the object matched the category label or not, and they were instructed to respond as quickly as possible but avoid making mistakes. Accuracy rates and reaction times (RTs) were recorded. RTs were acquired from the onset of the stimulus.
Basic-level (face, car, and airplane) and subordinate-level (Chinese or Israeli face, European or Japanese car, civil airliner or combat jet) category labels were presented in two separate sessions using the same stimuli. The order of the sessions was counterbalanced across participants. A session consisted of five blocks, each consisting of 144 trials. The nine experimental conditions (three categories and three SF scales) were mixed in each block and presented in random order. In half of the trials in each block, the image corresponded with the preceding category label (match trials), and in the other half, the image did not correspond with the preceding label (mismatch trials). At the subordinate categorization level, images in the mismatch trials were from the same basic-level category as the category label. For example, the category label Chinese face was followed by an image of an Israeli face and the category label combat jet was followed by an image of an airliner. In the basic-level condition, mismatch images were from the two object categories other than the object category label. For example, following the label car, an image of an airplane or an image of a face appeared with equal probability. No stimulus repeated itself within a block. Each session of the experiment was preceded by instructions and a training session of 72 trials that presented all of the experimental conditions in equal proportion. After they completed the training session, participants were provided with feedback on their performance and training was repeated if necessary.
Results
Subordinate categorization of cars was at chance regardless of the SF scale (53.1%, 50.8%, and 50.7% correct for the BB, HSF, and LSF conditions, respectively). Consequently, we excluded the car category from all further statistical analyses. Furthermore, as in all previous studies (e.g., Collin & McMullen, 2005; Hamm & McMullen, 1998; Johnson & Mervis, 1997; Scott, Tanaka, Sheinberg, & Curran, 2006; Tanaka, 2001; Tanaka & Taylor, 1991) , basic-level accuracy was very high. It is interesting that this high level of accuracy was observed in the present study across all SF scales. Therefore, our conclusions are based primarily on RT patterns, and we report the accuracy analysis only as supporting data.
A repeated-measures analysis of variance (ANOVA) was used to analyze the RTs and the accuracy in each experimental condition. The factors were level of categorization (basic, subordinate), category (faces, airplanes) and spatial frequency scale (BB, LSF, HSF). 5 For factors with more than two levels, the degrees of freedom were corrected for nonsphericity using the Greenhouse-Geisser adjustment (for simplicity, the uncorrected degrees of freedom are presented).
RT Results
Mean RTs for the different experimental conditions are presented in Figure 1 Critically, there was a significant three-way interaction of category, level of categorization, and SF scale, F(2, 42) ϭ 8.27, MSE ϭ 865, p Ͻ .001, partial 2 ϭ .28. The analysis of simple effects showed that the utilization of SF was different for airplanes and faces. Basic-level categorization of airplanes, F(2, 42) ϭ 10.27, MSE ϭ 440, p Ͻ .001, partial 2 ϭ .33, was significantly faster in the BB condition than in both the HSF (Bonferroni corrected, p Ͻ .04) and LSF (Bonferroni corrected, p Ͻ .04) conditions, which did not differ (Bonferroni corrected, p Ͼ .05). Subordinate categorization of airplanes, F(2, 42) ϭ 25.01, MSE ϭ 1,702, p Ͻ .001, partial 2 ϭ .54, however, was delayed in the LSF condition relative to categorization in the BB condition (ϳ80 ms; Bonferroni corrected, p Ͻ .001) four times more than in the HSF condition relative to the BB condition (ϳ20 ms; Bonferroni corrected, p Ͻ .05). RTs were significantly longer in the LSF condition than the HSF condition (Bonferroni corrected, p Ͻ .001). Faces, however, showed a different pattern. Basic-level categorization of faces, F(2, 42) ϭ 16.32, MSE ϭ 587, p Ͻ .001, partial 2 ϭ .43, was delayed by HSF relative to BB (Bonferroni corrected, p Ͻ .01) and relative to LSF (Bonferroni corrected, p Ͻ .001) without further distinction between BB and LSF (Bonferroni corrected, p Ͼ .05). However, at the subordinate level, F(2, 42) ϭ 25.36, MSE ϭ 3,260, p Ͻ .001, partial 2 ϭ .54, both HSF and LSF conditions delayed categorization of faces relative to the BB condition (Bonferroni corrected, p Ͻ .001 and p Ͻ .007, respectively), although this delay was more than five times larger for HSF images (ϳ87 ms) than for LSF images (ϳ17 ms).
Finally, to explore possible differential effects of the SF scale on each stimulus group at the subordinate level, we compared the RTs to Chinese and Israeli faces and to combat jets and civil airlines in separate SF Scale ϫ Subcategory ANOVAs (Table 1 and Table 2 ). For faces, ANOVAs showed a main effect of SF scale, F(2, 42) ϭ 36.52, MSE ϭ 5,076, p Ͻ .001, partial 2 ϭ .63; no main effect of subcategory, F(1, 21) Ͻ 1.00, partial 2 ϭ .03; and an interaction that approached significance, F(2, 42) ϭ 3.45, MSE ϭ 3,484, p ϭ .056, partial 2 ϭ .14. As evident in Table 1 , although for both Chinese and Israeli faces, the RTs were faster in the LSF than the HSF conditions, the difference was twice as big for Chinese than for Israeli faces, F(1, 21) ϭ 5.10, MSE ϭ 6,777, p Ͻ .04, partial 2 ϭ .19.
For airplanes, ANOVAs showed a main effect of SF scale, F(2, 42) ϭ 21.65, MSE ϭ 4,332, p Ͻ .001, partial 2 ϭ .51; a marginal main effect of subcategory, F(1, 21) ϭ 4.00, MSE ϭ 6,249, p ϭ .059, partial 2 ϭ .16; and a significant interaction, F(2, 42) ϭ 4.07, MSE ϭ 3,638, p Ͻ .05, partial 2 ϭ .16. As evident in Table  2 , although for both combat jets and civil airliners, the RTs were faster in the HSF than the LSF conditions, the difference was about four times bigger for airliners than for combat jets, F(1, 21) ϭ 22.78, MSE ϭ 7,266, p Ͻ .001, partial 2 ϭ .52. 5 Analyzing the RTs and accuracy with the addition of the response factor (match, mismatch) showed a significant or main effect of response that approached significance, F(1, 21) ϭ 85.40, MSE ϭ 5,911, p Ͻ .001, and F(1, 21) ϭ 4.00, MSE ϭ 0.01, p ϭ .06, for RTs and accuracy, respectively. These main effects reflected faster and more accurate RTs in the match than in the mismatch response conditions. Because the response factor did not have any differential effect on the second-order interaction between SF, level of categorization, and stimulus category, which is the focus of this study, either for RTs, F(2, 42) ϭ 1.42, MSE ϭ 1,075, p ϭ .25, or for accuracy, F(2, 42) ϭ 2.33, MSE ϭ 0.003, p ϭ .11, all further analyses were carried out with match and mismatch response conditions collapsed.
Accuracy Results
The percentage of correct responses in the different experimental conditions is presented in Figure 2 . As is evident in that figure, the pattern of accuracy mirrored the RT results. Basic-level categorization was more accurate (94%) than subordinate categorization (83%) across object categories and SF scales, F(1, 21) ϭ 53.08, MSE ϭ 142, p Ͻ .001, partial 2 ϭ .72. Accuracy rates did not differ as a function of category, F(1, 21) Ͻ 1.00, and there was no significant interaction between category and categorization level, F(1, 21) ϭ 1.83, MSE ϭ 109, p ϭ .19, partial 2 ϭ .08. SF scale, however, did affect accuracy rates, F(2, 42) ϭ 4.58, MSE ϭ 352, p Ͻ .02, partial 2 ϭ .18, and this effect was qualified by significant interactions with category, F(2, 42) ϭ 23.91, MSE ϭ 1,628, p Ͻ .001, partial 2 ϭ .53, and level of categorization, F(2, 42) ϭ 3.84, MSE ϭ 2,957, p Ͻ .04, partial 2 ϭ .15. Further Like for RTs, of special importance for the goals of the present study was finding a significant three-way interaction, F(2, 42) ϭ 20.88, MSE ϭ 74, p Ͻ .0001, partial 2 ϭ .50. Subsequent analysis of this interaction revealed that at the basic level, the SF scale had no effect on accuracy regardless of category: For airplanes, F(2, 42) ϭ 1.20, MSE ϭ 4, p ϭ .30, partial 2 ϭ .05; for faces, F(2, 42) Ͻ 1.00. In contrast, SF scale affected subordinate categorization of each category differently. For airplanes, the significant effect of SF scale, F(2, 42) ϭ 6.33, MSE ϭ 287, p ϭ .01, partial 2 ϭ .23, reflected lower accuracy rates for LSF images than for HSF images (Bonferroni corrected, p Ͻ .001). An opposite effect was found for faces: The significant effect of SF scale, F(2, 42) ϭ 27.59, MSE ϭ 108, p Ͻ .001, partial 2 ϭ .57, reflected lower accuracy for the HSF images than for LSF images (Bonferroni corrected, p Ͻ .001) or BB images (Bonferroni corrected, p Ͻ .001), which did not differ (Bonferroni corrected, p Ͼ .05).
Finally, a signal detection approach was used to assess possible response biases during the subordinate categorization process (cf. Gauthier & Bukach, 2007) . Although the major purpose of this analysis was to assess possible changes in the criterion across different SF scales, we calculated and analyzed both dЈ and the criteria ( Table 3) . The dЈ and the criteria were calculated by collating the responses of the participants for each trial (i.e., match or mismatch between the category label and the image) and comparing the results with the required correct responses (match or mismatch between the category label and the image). Given the nature of the category verification task, the two measures were calculated and analyzed for each subordinate category in a given SF scale separately. A multiple t test (Bonferroni-corrected) pro- 
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Discussion
In the present study, we used spatial filtering to index the type of information extracted from images of faces and objects for basic-level and subordinate-level categorization. Our goal was to examine how different levels of categorization affect the processing of faces and nonface object categories and whether these categories differ in the type of visual information needed for categorization at basic and subordinate levels. From these data, we sought to determine whether the type of visual representation that contacts the semantic system initially (the entry point; Jolicoeur et al., 1984) is task dependent and flexible, whether this flexibility is different for faces and objects, or whether the entry point is rigidly imposed by the category type.
Across SF conditions, subordinate categorization of airplanes as well as faces was delayed and less accurate relative to basic-level categorization. In addition, for both stimulus categories, performance was superior in the BB condition than when spatial filters were applied. It is important to note, however, that the pattern of spatial filtering effects on categorizing faces and nonface objects differed as a function of categorization level. At the basic level, categorization of airplanes was equally delayed for high-and low-pass filters. In contrast, for faces, low-pass filtering did not significantly delay performance relative to performance in the BB condition. At the subordinate level, the absence of high spatial frequencies (LSF condition) impaired categorization of airplanes to a greater degree than did the absence of low spatial frequencies (HSF condition). For faces, the inverse effect was found: Performance was not as good in the HSF condition compared with the LSF condition.
Recall that the nature of diagnostic information used in each condition was indexed in the present study by the different SF scales. Thus, the second-order interaction between SF scale, level of categorization, and stimulus category suggests that the diagnostic information used for visual categorization is neither purely category determined nor solely determined top-down by the categorization task. This interpretation challenges models assuming that the spatial frequencies used during image processing are predominantly determined either by the stimulus characteristics or by the task demands. For example, ignoring possible task effects, some authors suggested that the SF scales used during face processing differ from those used during letter processing (Gold, Bennett, & Sekuler, 1999) . Similarly, other authors suggested that faces are sensitive to SF manipulations, whereas objects are not (Biederman & Kalocsai, 1997; Collin et al., 2004) . The alternative view, stressing the predominance of the task, has also been proposed. For example, Schyns and his colleagues suggested that the SF scales extracted from an image are determined by conceptual top-down factors, such as the particular categorization task (Schyns, 1998; Schyns, Bonnar, & Gosselin, 2002; Schyns & Oliva, 1999 ; for reviews, see Morrison & Schyns, 2001; Sowden & Schyns, 2006) .
In contrast to these two alternatives, the present data suggest that visual categorization is constrained by both stimulus and task factors. Specifically, we found that different SF scales are essential for processing different categories, but this effect is modulated by the level of categorization required. Whereas for faces, low spatial frequencies were needed more than high spatial frequencies at basic as well as subordinate levels, for airplanes, both frequency scales were equally needed at the basic level, whereas high frequencies were more important than the low frequencies at the subordinate level.
Although, as mentioned in the introduction, the existence of a simple relationship between low-and high-frequency scales and global and local processing of visual information is controversial (Boutet et al., 2003; Goffaux et al., 2005; Goffaux & Rossion, 2006; Loftus & Harley, 2004; Morrison & Schyns, 2001; Sowden & Schyns, 2006) , details are evidently absent from LSF images, whereas the configural information as well as information about texture, although they might be present, are more difficult to discern when the low spatial frequencies are removed (i.e., the HSF condition). Therefore, the present data suggest that whereas subordinate categorization of airplanes requires detailed information about diagnostic parts, for faces, the absence of details (the LSF condition) had only a small effect and, it is important to note, this effect was similar for basic and subordinate levels of categorization.
The importance of canonical structure for basic-level categorization of faces is in line with previous studies proposing that face detection is based on their global shape (e.g., Bentin et al., 2006) . However, the apparent importance of canonical structure as well as configural information for race categorization is more intriguing. Previous studies suggested that holistic 6 (Michel, Caldara, & Rossion, 2006; Tanaka, Kiefer, & Bukach, 2004) as well as configural processing (Rhodes, Hayward, & Winkler, 2006; Rhodes et al., 1989 ) is more prevalent for own-race than other-race faces. Because our participants were Israelis, we expected that the absence of low frequencies (which are assumed to better preserve the second-order relations between parts) would slow the RTs more for Israeli faces than for Chinese faces. Surprisingly, we found an inverse tendency. As supported by the Subcategory ϫ SF interaction, relative to the RTs in the BB condition, the RTs in the HSF condition were delayed twice as much as those in the LSF condition when the faces were Chinese than when they were Israeli. This pattern suggests that, although configural information might be important for categorization of both races, impeding configural processing impairs race categorization of other-race faces to a greater extent than it impairs categorization of own-race faces. However, note that all of the studies that found a configural advantage for own-race faces focused on the other-race effect, that is, the faster and more accurate recognition of individual own-race than other-race faces. In contrast, in the present study, faces were categorized by race rather than as individual exemplars, a categorization that is actually faster for other-race than own-race faces (the other-race advantage; Caldara, Rossion, Bovet, & Hauert, 2004; Levin, 1996; Valentine & Endo, 1992; Zhao & Bentin, in press ). We are not aware of any previous study of the importance of configural information for subordinate categorization of faces by race. Although not conclusive, a possible interpretation of the present data is that although for both own-and other-race faces the recognition of a face's race relies primarily on configural processes and texture, the own-race face could be more easily recognized than the other-race face on the basis of details provided in the high-frequency scale.
It is interesting to note that the interaction between the type of airplane and SF scale was also significant. In the absence of previous studies exploring either the role of spatial frequencies or the relative importance of details for subordinate categorization of objects, our account for this effect is by necessity post hoc. The interaction between SF scales and type of airplane revealed that although for both types of airplanes, the absence of high frequencies delayed the RTs relative to the RTs in the BB condition, this delay was four times bigger for civil airliners than for combat jets. Moreover, for civil airliners, the RTs in the HSF condition were similar to those in the BB condition. This suggests that the absence of low frequencies had no effect on the categorization of civil airlines. In contrast, the subordinate categorization of combat jets was 32 ms faster in the BB condition than in the HSF condition. Together, these results suggest that the categorization of civil airliners was based heavily on details, whereas the categorization of combat jets was based on both details and configuration. A glimpse at the (representative) example shown in the supplemental materials demonstrates that a conspicuous feature of airliners is the line of windows along their body, which are retained in the HSF condition but are indiscernible in the LSF condition. No such conspicuous detail characterizes combat jets, which may explain the need for the additional information contained in low spatial frequencies. The different reliance of combat jets and airliners on details implies that, unlike faces, which have a more homogeneous structure, the subcategorization of objects is more flexibly deter-mined by the distinctive features of each subordinate group. In line with this assumption, by parametrically manipulating image HSF information, previous studies have shown that different nonface object categories recruit information about parts to a different degree (Vannucci, Viggiano, & Argenti, 2001; Viggiano, Constantini, Vannucci, & Righi, 2004) . In contrast to subordinate categorization, basic-level categorization can be (and probably is) performed on the basis of the canonical structure defining the category. This structure is retained by both high and low SF scales (Collin & McMullen, 2005) .
A caveat to the above interpretation is the possibility that the SF effect on subordinate categorization of faces and objects reflects differences in response bias rather than differences in the ability to discriminate between the subordinate categories (Gauthier & Bukach, 2007; Richler, Gauthier, Wenger, & Palmeri, 2008) . This caveat, however, is dismissed by the signal detection analysis of the subordinate performance. Whereas the dЈs were in line with the accuracy pattern, the response criterions in all conditions were not different from zero, indicating that no strategic bias affected performance.
An unexpected finding in this study was that across filters, the level of categorization had similar effects on faces and airplanes. Specifically, subordinate categorization for faces as well as for airplanes was slower and less accurate. Whereas slower subordinate-than basic-level categorization may be expected for objects (Rosch et al., 1976) , previous data suggested that faces are categorized equally fast at basic and subordinate levels (Tanaka, 2001) . Note, however, that in Tanaka's (2001) study, the subordinate categorization was at the individual exemplar level using highly familiar, distinctive faces. A more recent study from the same group showed that category verification of individual faces takes longer than basic-level categorization when the distinctiveness of the faces is reduced (D'Lauro, Tanaka, & Curran, 2008) . In addition to using unfamiliar faces, in the present study, we did not have the subordinate level of categorization at the individual level. The different subordinate levels of categorization addressed in the two studies and the different familiarity with the faces could account for the longer RTs in the subordinate-relative to basiclevel categorization found here compared with the absence of such effect in Tanaka's study. If the goal of the face processing system is to determine the face identity (either by default or task determined), the diagnostic information that is initially extracted from the face image should address face identity rather than its race. Consequently, race categorization would wait for the relevant diagnostic information to be extracted later. This strategy could be particularly true for familiar faces, which have a preexistent unique representation.
Still additional considerations are required to explain why race categorization takes longer than basic-level categorization. Assuming that the entry point for faces is at the individual level and race categorization addresses an intermediate level between individual and basic, a straightforward hierarchical model should predict faster RTs for race categorization than for basic categorization. Because this was not the case, the present data suggest that the process of face categorization-in contrast to object categorization-is not hierarchical, in the sense that observers do not identify a face in a serial process of reducing the category size sequentially. Rather, concurrent with the detection of a face (basic-level categorization), the identity-relevant information is extracted while information relevant to larger subordinate grouping is accumulated at different rates. That is, George Bush is identified separately (and perhaps prior) to identifying his Caucasian race, his masculinity, or his middle age.
It is possible, in fact, that categorization hierarchies are irrelevant to faces. Note, indeed, that Bruce and Young's (1986) classic model of face perception has no hierarchical links between the recognition of gender or age (subordinate categorization that is achieved via directed visual processes) and the activation of face recognition units. Although both processes entail an initial viewcentered description during the structural encoding, after this initial stage, individual face identification and less specific subordinate categorization (e.g., race in the present study) follow separate paths (and different processing rates). This nonhierarchical category structure might, however, be peculiar to faces, whereas for objects, the hierarchical organization is eminent. If this is correct, perhaps there is no good reason to compare subordinate categorization of faces with that of other objects (see also Biederman et al., 1999) , including objects of expertise (for a discussion, see Bukach, Gauthier, & Tarr, 2006) . Regarding expertise, although it stands to reason that, like for faces, the entry point of objects of expertise is at the individual level (Tanaka & Gauthier, 1997; Tanaka & Taylor, 1991; Tarr & Gauthier, 2000) , the process by which the subordinate categorization is achieved might be different. Because in the present study we did not examine expertise for nonface categories, the resolution of this question awaits further investigation.
In conclusion, using a within-subject comparison of category verification of faces and nonface objects at basic and subordinate levels of categorization while manipulating the spatial frequencies available in the image, we support a view claiming that both the task-determined level of categorization and the type of stimulus category influence the nature of visual information extracted during recognition. Assuming that details are missing in low SF scales whereas configural processes are impaired in high SF scales, the present data indicate that the configural structure contained in low frequencies is necessary for successful categorization of faces at both basic and subordinate levels, whereas details are not essential. In contrast, for objects, although basic-level categorization is based primarily on their canonical structure, the visual information needed for subordinate-level categorization varies across object categories reflecting the diagnostic features specific to each subcategory. In addition, the present data suggest that hierarchical structure of categorization does not apply equally for faces and objects. Specifically, the current study suggests that the entry point for visual recognition is flexible and determined conjointly by the stimulus category and the level of categorization, which reflects the observer's recognition goal.
