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BAs was predicted to have an unusually high thermal conductivity at room temperature of
2000 Wm−1 K−1, comparable to that of diamond. However, the experimentally measured thermal
conductivity of BAs single crystals is an order of magnitude lower. To identify the origin of this large
inconsistency, we investigated the lattice structure and potential defects in BAs single crystals at
atomic scale using aberration-corrected scanning transmission electron microscopy (STEM). Rather
than finding a large concentration As vacancies (VAs), as widely thought to dominate the thermal
resistance in BAs crystals, our STEM results showed enhanced intensity of some B columns and
reduced intensity of some As columns, suggesting the presence of antisite defects with AsB (As-atom
on B site) and BAs (B-atom on As site) with significant concentrations. Further calculations show
that the antisite pair with AsB next to BAs is preferred energetically among the different types of
point defects investigated, and confirm that such defects lower the thermal conductivity for BAs.
Using a concentration of 6.6±3×1020 cm−3 for the antisite pairs estimated from STEM images, ther-
mal conductivity is estimated to be 65–100 Wm−1 K−1, in reasonable agreement with our measured
value. Our study suggests that AsB-BAs antisite pairs are the primary lattice defects suppressing
thermal conductivity of BAs. Possible approaches are proposed for growth of high quality crystals
or films with high thermal conductivity.
PACS numbers: 68.37.Ma, 61.72.Ff, 66.70.Df
As microelectronic devices develop towards miniatur-
ization and faster processing, thermal management plays
a crucial role in the design of electronics packaging.
Therefore, materials with a high thermal conductivity
(κ) are becoming increasingly essential for new gener-
ation electronic devices [1]. Recently, cubic boron ar-
senide (BAs) was predicted to possess an exceptionally
high κ over 2000 Wm−1 K−1 at room temperature based
on first-principles calculations [2, 3], comparable to that
of diamond. The high κ in BAs is attributed to the com-
bination of a large acoustic-optic frequency gap and a
bunching of the acoustic phonon dispersions, which sig-
nificantly reduce phonon-phonon scattering [2–4]. This
remarkably high κ attracted intense attention, however,
experimental studies of BAs single crystals found the
room temperature κ was only ∼ 200 Wm−1 K−1 [5, 6] and
recently improved to be ∼ 350 Wm−1 K−1 [7], an order
of magnitude lower than the predicted value. Further ab
initio calculations suggested that As vacancies, even with
a concentration as low as 0.004 %, could effectively sup-
press κ [8]. This seemed to be supported by X-ray pho-
toelectron spectroscopy (XPS) studies which suggested
0.4 % [5] or 2.8 % [6] As-deficiency in BAs single crys-
tals. Nevertheless, there has been no direct observation
of As-vacancies in BAs crystals or films. Identifying the
defects that suppress κ, could provide effective guidance
to the growth of defect-free BAs crystals or films with
greatly improved κ. Since lattice defects are in general
quite local, atomic scale scanning transmission electron
microscopy (STEM) is a powerful tool for such investi-
gations.
In this Letter, we investigate possible defects in
BAs single crystals at atomic scale utilizing aberration-
corrected STEM combined with DFT calculations. AsB-
BAs antisite pairs are identified as the primary lattice
defects suppressing the thermal conductivity of BAs. Us-
ing a concentration of 6.6±3×1020 cm−3 for the antisite
pairs estimated from STEM images, thermal conductiv-
ity is estimated to be 65–100 Wm−1 K−1, comparable to
our measured value.
BAs single crystals were grown by the vapor transport
method using iodine as the transport agent [10]. The
room temperature κ of as-grown single crystals was mea-
sured to be ∼ 140 Wm−1 K−1 [11], comparable to the
values reported by other groups [5, 6]. STEM specimens
were prepared by crushing BAs crystals. The STEM
experiments were performed in an aberration-corrected
Nion UltraSTEM 100TM, operating at 100 kV accelerat-
ing voltage [12]. High-angle annular dark-field (HAADF)
images were collected with a probe convergence angle of
30 mrad and an inner collection angle of 86 mrad. Thick-
ness for each imaging region was measured from the cor-
responding electron energy loss (EEL) spectrum using
the log-ratio method with an inelastic mean free path
(λ) calculation as described in Refs. [13, 14].
BAs crystallizes in a zinc blende cubic structure
with space group F43m and lattice parameter a =
4.7776 A˚[15]. As shown in Fig. 1(a), its perfect struc-
ture in the projection of [001] reveals each atomic col-
umn involving single type of atoms, either B or As. Fig.
1(b) displays a typical HAADF image along [001] for a
region with thickness of ∼1.7 nm (∼3.6a), as measured
3FIG. 1. (Color online) (a) The crystal structure of BAs in
the projection of [001]. Note that each atomic column along
this direction is constructed of atoms of a single type. (b)
A HAADF image along [001] for a region with thickness of
1.7 nm (∼3.6 unit cells). The thickness for this region was
calculated from its EEL spectrum in (c). The intensity pro-
file for the dashed rectangular region in (b) is displayed in
(d), revealing AsB antisite defects and intensity weakening
for their neighboring As columns. The intensities of the two
B columns marked by red asterisks in (d) are 0.38 and 0.19,
respectively, revealing 1AsB in each of them, and the intensity
difference between them is due to the probe channeling (see
details in Fig. S3 in Supplementary Materials [9]).
from the corresponding EEL spectrum (Fig. 1(c)). In
most areas of Fig. 1(b), only As columns show visible
intensities, which are as expected since the HAADF im-
age intensity is roughly proportional to Z2 (Z is atomic
number) and thus in the perfect structure the intensi-
ties of B columns should be negligible compared to those
of As columns. However, obvious intensities for some
B columns and intensity weakening for some As columns
are observed as highlighted by the intensity profile in Fig.
1(d), indicating the appearance of As-atoms on B sites
(AsB antisites) and B-atoms on As sites (BAs antisites)
or As vacancies (VAs). Note that crystals were grown
starting with high-purity As and B materials and no for-
eign atoms were observed by elemental analysis and EEL
spectroscopy measurements for the defected areas (see
Fig. S1 [9]). To assess the possible effects of the crystal
edge, a much thicker region (with thickness of ∼4.7 nm)
far away from the edge was chosen for HAADF imaging
(see Fig. S2 [9]) and similar features were also observed.
Image simulations were then performed to better visu-
alize the intensity variations caused by possible AsB in
B columns and BAs or VAs in As columns (See Supple-
mentary materials for more details [9]). Simulations of
the intensity profile with the intensity of a pristine As
column normalized to 1, suggest that the intensity of a B
column with 1AsB could vary between 0.18 and 0.4, while
that of an As column with 1BAs or 1VAs could be in the
range of 0.55 and 0.94, due to probe channeling [16]. We
then measured intensities for the visible B columns in
Fig. 1(b) and other images with same thicknesses. As
exemplified by two B columns containing AsB antisite
defects marked by red asterisks in Fig. 1(d), intensities
of almost all visible B columns are between 0.18 and 0.4,
much weaker than the simulated intensities for a B col-
umn with 2AsB (0.69–0.84) or 3AsB (0.87–0.93) (see Fig.
S4 [9]), suggesting only one AsB antisite defect in each of
them. By counting the AsB defects in over ten HAADF
images of different regions with comparable thicknesses
as in Fig. 1(b), the concentration was estimated to be
1.8(8) % (6.6±3×1020 cm−3). The large error bar comes
from the fact that the concentration estimation at very
thin regions is affected by various facts such as the type
of atoms on the top and bottom surfaces.
Although the HAADF imaging and simulations
strongly suggest the presence of AsB antisite defects in
BAs, we cannot distinguish the origin of the reduced in-
tensity on the As columns directly, whether the intensity
drop is due to BAs or VAs. We thus carefully analyzed
the local area variation in HAADF images. Our analy-
sis indicates no obvious lattice expansion or contraction,
suggesting B-atoms on As sites rather than the vacancies
produce the intensity features. Meanwhile, as shown in
Fig. 1(b) and (d), B columns with enhanced intensities
are always found neighboring to As columns with reduced
intensities, indicating pairing of BAs and AsB antisite de-
fects in the structure. We also performed a careful search
of other types of defects, with special attention paid to As
vacancies, which have been widely believed to suppress
κ of BAs. However, we did not find any trace of other
types of defects with comparable concentration to that
of the BAs-AsB pairs. Defect formation energy calcula-
tions discussed below show BAs-AsB pairs are the most
energetically preferred.
To further understand the origin of this particular de-
fect type in BAs, the formation energies of different types
of defects are calculated (See Supplementary Materials
for detailed computational methods [9]). Fig. 2 shows
the calculated formation energies of native point defects
(vacancies, interstitials, and antisites) in BAs. The Fermi
level is pinned approximately at the crossing point be-
tween the formation energy lines of the lowest-energy
donor (V +B ) and acceptor (B
2−
As ) defects (indicated by
the vertical dotted line in Fig. 2). At this Fermi level,
the antisite pair, AsB-BAs, has the lowest formation en-
ergy (1.95 eV) among all native point defects, consistent
with the STEM result. However, the calculated thermal-
equilibrium concentration of AsB-BAs (on the order of
1013 cm−3) at the growth temperature of 850 oC (using
Eq. (5) in Supplementary materials [9]) is significantly
4FIG. 2. (Color online) Formation energies of native point
defects (including vacancies, interstitials, and antisites; the
red label is for the BAs-AsB pair) in BAs. The slope of the
formation energy line indicates the charge state of the defect.
The Fermi level is pinned approximately at the crossing point
between the formation energy lines of the lowest-energy donor
(V +B ) and acceptor (B
2−
As ) defects (indicated by the dotted
line).
lower than that observed in HAADF images. The high
defect formation energies indicate strong covalent bond-
ing in BAs, which is consistent with the predicted high
thermal conductivity. The high concentration of anti-
site defects as seen in HAADF images is likely because
thermal equilibrium is not reached during crystal growth.
The gas-phase species react to form solid-state BAs in
the vapor transport synthesis. It is likely that a large
number of antisite pairs are trapped in the crystal lat-
tice. Thermal annealing is supposed to reduce the defect
concentration to its thermal-equilibrium value provided
that sufficient atomic diffusion can take place. However,
the atomic diffusion in BAs is likely limited especially
for As even at the growth temperature of 850 oC for the
following reasons: (1) The As interstitial (Asi) and As
vacancy (VAs) defects both have very high formation en-
ergies as shown in Fig. 2. Thus, the concentrations of
Asi and VAs are likely orders of magnitudes lower than
that of AsB-BAs regardless of whether thermal equilib-
rium can be reached. (2) BAs has a small lattice con-
stant but a large size mismatch between B and As. As a
result, the diffusion of the large Asi interstitial is likely
difficult. The diffusion of VAs involves creating two VAs
and one Asi at the transition state of the diffusion path,
which may lead to a high diffusion barrier because both
VAs and Asi have very high formation energies. Thus,
the low concentration and high diffusion barrier of Asi
and VAs may severely limit As diffusion in BAs. This
prevents the AsB-BAs defect from reaching its thermal
equilibrium; thereby, trapping a substantial amount of
AsB-BAs defects in BAs as seen in HAADF images.
FIG. 3. (Color online) Thermal conductivity (κ) of BAs at
room temperature for AsB antisite defects (purple curve), As
vacancies (black curve), and neighboring AsB and BAs antisite
defects (red curve) as a function of defect concentration. The
horizontal green line gives the room temperature calculated
κ for BAs with natural isotope variation.
Extrinsic thermal resistance in a material with ex-
tended and point defects becomes significant as intrin-
sic anharmonic resistance becomes weak, for example
with decreasing temperature. For high thermal conduc-
tivity (κ) materials this can be exaggerated, as is the
case for diamond and graphene where phonon-isotope
scattering has been shown to reduce their κ by more
than 50 % even at RT [17, 18]. In BAs with predicted κ
>2000 Wm−1 K−1 [2] phonon-defect scattering may also
be extremely important, especially in validating the pre-
diction by experiment. Previous theoretical work demon-
strated that 0.004 % As vacancies (∼1.5×1018 cm−3) re-
duces the predicted κ by half [8]. Thus, the large con-
centration of antisite defects observed here are likely
a leading factor in the much reduced thermal conduc-
tivity observed experimentally, κ ∼140 Wm−1 K−1 [11].
Fig. 3 shows κ of BAs calculated using the full solu-
tion of the Peierls-Boltzmann transport equation with
first-principles interatomic force constants [19–21]. A
parameter-free ab initio Green’s function methodology
[8, 22, 23], which has demonstrated good agreement with
measured κ data [24, 25], was used to include phonon-
defect scattering from different defect types with varying
concentration (See Supplementary materials [9]). Using
the estimated concentration of AsB-BAs pairs from the
STEM measurements here (6.6±3×1020 cm−3), calcula-
tions give κ 65–100 Wm−1 K−1, comparable to the mea-
sured value.
The identification of AsB-BAs pairs as the primary de-
fects suppressing κ of BAs and the high formation energy
from DFT calculations provide important information
5and highlight the importance of kinetic factors during
synthesizing high quality BAs materials with predicted
high κ. Tuning the pressure and/or temperature might
change both the chemical potential of vapor species inside
of the growth ampoule and the growth kinetics in vapor
transport synthesis. Growth of BAs crystals out of flux
might be a more promising approach, though challeng-
ing due to the limited solubility of B in most low melt-
ing fluxes. A thorough investigation of phase diagrams
suggests Ni- or alkali metals-based fluxes are promising
with reasonable solubility of B [26–29]. Considering the
growth of B12As2 out of NiB melt [30], the B content in
the Ni-based flux should be carefully controlled and an
As-rich Ni-based flux is recommended to avoid the pre-
cipitation of B12As2. For the growth of high quality BAs
films, molecular beam epitaxy (MBE) might be a good
option.
In summary, with a combined effort of STEM imag-
ing and DFT calculations, we identify AsB-BAs antisite
pairs are the primary lattice defects rather than As va-
cancies suppressing thermal conductivity of BAs single
crystals. Further studies are needed to understand the
kinetic factors leading to the formation of these lattice
defects during vapor transport growth. Flux growth out
of alkali metals-based or Ni-based melts might be a good
option for high quality crystals. Considering the sensi-
tivity of thermal conductivity to lattice defects, MBE is
suggested for the growth of BAs films.
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I. SEM and EDX for a BAs single crystal
A scanning electron microscopy (SEM) image for a
BAs single crystal is displayed in Fig. S1(a), and its cor-
responding energy-dispersive X-ray spectrum (EDX) is
given in Fig. S1(b). No foreign atoms are observed in
EDX.
FIG. S1. (Color online) (a) A scanning electron microscopy
(SEM) image for a BAs single crystal. (b) An energy-
dispersive X-ray spectrum (EDX) for this BAs single crystal,
indicating besides As and B, no other element was detected.
(c) An EEL spectrum for a region with AsB-BAs pairs. We
also collected spectra covering the energy-loss ranges of I, O,
Si and Al, showing no sign of these elements.
II. HAADF imaging simulation
HAADF images along [001] for the perfect structure
and structures with AsB, BAs and VAs were simulated
within the QSTEM program package [1]. Since electron
probe intensity oscillates when electrons enter into a crys-
tal matrix, probe channelling, i.e. the tendency of elec-
tron probe to remain in an atomic column, would be
controlled by different configurations of atoms in each
column [2–4]. Therefore, during the image simulation,
this probe channeling due to different configuration of
defect atoms in each column was taken into account.
For the region with thickness of 10a, only one AsB
antisite in a B column was simulated. Since probe chan-
neling could result in obvious intensity variation between
different configurations for a given composition [2], all 10
possibilities of 1AsB in a B column were simulated. Fig.
S2(d) demonstrates the comparison among simulated in-
tensity profiles for atomic columns along [110] in the per-
fect structure and the structures with 1AsB in each B col-
umn. Only maximum and minimum simulated intensities
of B columns are shown. The intensities of most visible
B columns in Fig. S2(a) are between the maximum and
minimum, suggesting each of them only contains 1AsB.
However, as reflected by the B column marked by red as-
terisk in Fig. S2(c), some visible B columns show much
stronger intensities than the maximum simulated inten-
sity for a B column with 1AsB, indicating each of them
contains more than one AsB. This is reasonable, since at
a thicker region, the probability of a B column involving
more than one AsB is higher.
HAADF image simulations were also performed to bet-
ter visualize the intensity variations caused by possible
AsB in B columns and BAs or VAs in As columns for the
region with thickness of 3.6a. Since no model could be
built for the thickness of 3.6a, we then built two models
with thicknesses most close to 3.6a: one is 3.75a and the
other is 3.5a, as shown in Fig. S3(a) and (b), respectively.
Except each of the As columns at (0,0,z) or ( 12 ,
1
2 ,z) in
the latter one contains 3 atoms, each of other columns in
the two models involves 4 atoms.
Fig. S3(c) displays the intensity variations of a B col-
umn with 1AsB and an As column with 1BAs or 1VAs
for the 3.75a model. All intensities were normalized with
respect to the intensity of an As column involving 4As.
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2FIG. S2. (Color online) (a) A HAADF image along [001]
for a region with thickness of 4.7 nm (∼10 unit cells). The
thickness for this region was calculated from its EEL spec-
trum in (b). The intensity profile for rectangle region in (a)
is displayed in (c), confirming the existence AsB antisite de-
fects. The B columns marked by blue triangles in (c) most
likely contain 1AsB in each of them, while the one marked by
red asterisk indicates more than one AsB in it. (d) HAADF
images along [001] for the perfect BAs structure with thick-
ness of 10a and the structures with 1AsB defect in each B
column are simulated. The probe channeling was taken into
account, i.e. 10 possibilities of 1AsB in each B column were
simulated. The comparison among simulated intensity pro-
files for the columns along [110] in the perfect structure and
the structures with 1AsB is shown. Note that only maximum
and minimum simulated intensities for B columns with 1AsB
are displayed.
The intensity of a B column with 1AsB varies in a wide
range from 0.18 to 0.4 due to the different configurations
of 1AsB in it. 1BAs or 1VAs in an As column causes
nearly the same intensity weakening for this column in
the range of 0.81–0.94.
Intensity variations for the 3.5a model with different
types of defects are shown in Fig. S3(d). The intensity
variations of a B column with 1AsB and a 4As column
with 1BAs or 1VAs are similar to those in the 3.75amodel.
Interestingly, the intensity of a 3As column could drop
from 0.87 to 0.55 due to 1BAs or 1VAs defect in it, of
which the minimum is only a little bit stronger than the
maximum intensity of a B column with 1AsB.
The corresponding simulated images with strongest B
intensities and weakest As intensities due to probe chan-
neling for the two models with one antisite pair are given
in Fig. S3(e) for the 3.75a model and (f) for the 3.5a
model, consistent with the HAADF image in Fig. 1(b).
Finally, to assess if each B column with visible inten-
sity in Fig. 1(b) could involve more AsB defects, inten-
sity variations for a B column with 2AsB or 3AsB were
FIG. S3. (Color online) Structure model with thickness of (a)
3.75a and (b) 3.5a was used for the HAADF image simulations
along [001], respectively. Except each of the As columns at
(0,0,z) and ( 1
2
, 1
2
,z) in the latter one contains 3 atoms, all
other columns in the two models involve 4 atoms for each. The
intensity variations for an As column with 1BAs or 1VAs defect
and a B column with 1AsB defect in the 3.75a and 3.5a models
are demonstrated in (c) and (d), respectively. All intensities
were normalized with respect to the intensity of the perfect As
column involving 4As. The probe channeling was taken into
account, as revealed by ith atom in beam incident direction
substituted by one defect. i = 0 indicates the intensities in
the perfect structures. The simulated HAADF images for the
3.75a and 3.5a model with one antisite pair, which result in
strongest B intensities and weakest As intensities due to probe
channeling, are displayed in (e) and (f), respectively.
simulated for both models, as those for the 3.75a model
displayed in Fig. S4. The intensities of a B column with
2AsB and 3AsB vary in the range of 0.69– 0.84 and 0.87–
0.93, respectively. 2AsB or 3AsB in a B column in the
3.5a model reveal almost same intensity variations. Such
strengthened intensities for a B column with 2AsB or
3AsB are much stronger than those for a B column with
1AsB (0.18–0.4), suggesting almost all visible B columns
in Fig. 1(b) only contain 1AsB for each.
III. Computational methods for formation energies
of defects
Our calculations are based on density functional the-
ory (DFT) implemented in the plane-wave basis VASP
code [5]. The projector augmented wave method was
used to describe the interaction between ions and elec-
trons [6]. The kinetic energy cutoff is 319 eV. A 216-
atom supercell was used for defect calculations. The
reciprocal-space integrations were performed on a 2×2×2
3FIG. S4. (Color online) The intensity variations for a B col-
umn with 2AsB or 3AsB in the 3.75a model taking into ac-
count the possible AsB configurations in each case. All in-
tensities were normalized with respect to the intensity of the
perfect As column involving 4As. Results have been ordered
from the smallest to the largest intensities. The intensity vari-
ations of a B column with 2AsB or 3AsB in the 3.5a model
are almost same with those in the 3.75a model.
k-point mesh. Structures and total energies of defects
were obtained by DFT calculations using Perdew, Burke,
and Ernzerhof (PBE) [7] functionals while the band gap
was corrected using Heyd-Scuseria-Ernzerhof (HSE) hy-
brid functional [8, 9], which includes 25 % Hartree-Fock
exchange [10]. The optimized lattice constant of BAs
(4.818 A˚) is in good agreement with the experimental
value of 4.7776 A˚[11]. The atomic positions were relaxed
until the residual forces were less than 0.02 eV/A˚. The
calculated indirect band gap of BAs is 1.20 eV at the
PBE level and 1.62 eV at the HSE level.
The defect formation energy ∆H was calculated ac-
cording to
∆H = (ED−E0)−
∑
i
ni(µi+µ
bulk
i )+q(εV BM+εf )+∆Ecorr
(1)
In the first term ED and E0 are the total energies of
the defect-containing and the defect-free supercells, re-
spectively. The second term in Eq. 1 is the change in
energy due to the exchange of atoms with their reser-
voirs, where ni is the difference in the number of atoms
for the ith atomic species between the defect-containing
and defect-free supercells. µi is the chemical potential of
the ith atomic species relative to its bulk chemical po-
tential µbulki . The third term is the change in energy due
to the exchange of electrons with their reservoir. q is the
defect charge state. εV BM is the energy of the valence
band maximum (VBM) of BAs. εf is the Fermi energy
relative to the VBM and can be varied between the VBM
and the conduction band minimum (CBM). The fourth
term includes potential alignment and image charge cor-
rections [12].
The chemical potentials in Eq. 1 are subject to con-
straints under thermal equilibrium. To maintain the sta-
bility of BAs without bulk B and As precipitation during
synthesis, the chemical potentials of B and As should
satisfy the following:
µB + µAs = ∆H(BAs) (2)
µB ≤ 0, µAs ≤ 0 (3)
∆H(BAs) is the enthalpy of formation for BAs, which
is calculated to be -0.07 eV. Since BAs was synthesized
under the As rich condition, µAs = 0 was chosen for the
defect calculations. Note that the small ∆H(BAs) leads
to a small range of µAs (-0.07 eV≤µAs≤0 ). Varying µAs
within its allowed range under thermal equilibrium does
not change the defect formation energies significantly. To
prevent the formation of B6As phase, the following con-
dition should also be satisfied:
µB + µAs ≤ ∆H(B6As) (4)
Here, ∆H(B6As) is the enthalpy of formation for B6As,
which is calculated to be -1.35 eV. Eq. 4 leads to
µB+µAs ≥0.19 eV. Thus, Eq. 3 and Eq. 4 cannot be si-
multaneously satisfied. These calculations suggest that
BAs is unstable against segregation into the boron-rich
phase of B6As and bulk As, in agreement with a previ-
ous DFT study [13]. However, the B6As phase was not
observed in BAs crystals synthesized in this work. This
could be due to the effect of entropy. It is also likely that
the thermal equilibrium is not reached due to the insuffi-
cient atomic diffusion at the growth temperature, which
prevents the formation of B6As that has a very different
crystal structure from BAs.
The defect concentration (N) at thermal equilibrium
can be calculated by
N = N0exp(−∆H/kBT ) (5)
where N0 is the number of the available sites for defect
formation, kB is Boltzmann constant, and T is temper-
ature and ∆H is the defect formation energy calculated
by Eq. 1.
IV. Thermal conductivity calculations
The thermal conductivity of BAs was calculated
solving the Peierls-Boltzmann transport equation self-
consistently [14–16], including thermal resistance from
three-phonon [14, 15] and phonon-defect scattering.
Specifically, phonon-defect scattering is computed using
a parameter-free ab initio Greens function methodology
[17–19], which includes the interatomic force constant
(IFC) variance locally near defects. The IFCs required
for our framework are calculated using finite differences
of energies extracted from density functional theory us-
ing Quantum Espresso [20]. For each energy calculation
we use norm conserving pseudopotentials within the local
density approximation and Perdew-Zunger parametriza-
tion [21]. The IFCs locally near defects were calculated
using a similar methodology after a 432-atom supercell
4containing the defect was relaxed until the interatomic
forces are less than 10−5 Ry/bohr. We include IFCs up
to the 10th atomic shell and enforce point group symme-
try as well as translational symmetry using the procedure
outlined by Esfarjani et al. [22].
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