A model of tumor growth in a spatial environment is analyzed. The model includes proliferating and quiescent compartments of tumor cells indexed by successively mutated cell phenotypes of increasingly proliferative aggressiveness. The model incorporates spatial dependence due to both random motility and directed movement haptotaxis. The model structures tumor cells by both cell age and cell size. The model consists of a system of nonlinear partial differential equations for the compartments of tumor cells, extracellular matrix, matrix degradative enzyme, and oxygen. The existence, uniqueness, positivity, regularity, and growth characteristics of the solutions are investigated.
Introduction
Mathematical models of tumor growth in spatial environments confront the unique characteristics of the complex biological processes involved. A tumor mass consists of individual cells rather than dimensionless particles or continuum fluid, and the heterogeneity of individual cell growth and division is a fundamental consideration of the growth of the total tumor mass. There is an extensive literature of spatial models of tumor growth that have included many of these processes in both continuum and discrete frameworks. Our objective here is to continue the study of a continuum model of tumor growth first proposed in [5] (see also [3] and [4] ), and later developed in [6] , [7] , [8] , [18] , and [19] . The salient feature of this model is the use of cell age to track passage of individual cells through the cell cycle. In [6] , [7] a basic theory of existence, uniqueness, positivity, and regularity of solutions was established for the system of nonlinear partial differential equations of the model. A major difficulty in the analysis was to treat the term corresponding to haptotaxis, the directed movement of tumor cells up-gradient of the environmental extracellular matrix, as mediated by a degradation enzyme produced by the tumor cells. We assume a nonlocal effect for this process, that is, extracellular macromolecules interact with tumor cells in a nearby region (a local assumption for this effect was analyzed in [18] and [19] ).
In this paper we extend the model in [6] , [7] to include cell size as a structure variable analogous to cell age, which allows consideration of individual cell growth and division as a component of the spatial movement of the total tumor mass. Additionally, we include transition of cells to and from quiescence as a constraint on tumor growth limited by availability of oxygen and other nutrients. Lastly, we include mutations that confer proliferative advantage to successive phenotypic cell lines. An important goal of tumor modeling is to verify the consistency of these mutation rates with the time scale of clonal phenotype succession through large numbers of possible somatic mutations in cancer genomes ( [9] ).
The organization of this paper is as follows: In Section 3 we give some results from other papers which will be required in the sequel and we also establish the properties of the semigroup {S(t)} t≥0 of the linear problem associated with the full nonlinear problem. In Section 4 we establish the local existence of a mild solution, and then in Section 5 show that there is in fact a unique global mild solution, which has continuous dependence on the initial data. In Sections 6 and 7 we concentrate on the problem without quiescence, establishing regularity and positivity results. In Section 8 we return to the problem with quiescence and, by considering it as a perturbation of the problem without quiescence, show that in this case we also have positivity. In Section 9 a growth bound is established in the case where there is no quiescence and solutions are positive. Then in Section 10 we return to the case where there is quiescence. We show that if the cell age and size ranges are infinite, we have regularity for the solutions; we then give a growth bound when solutions are positive. Lastly, in Section 11 we provide numerical examples to illustrate the role of haptotaxis in the spatial development of tumor growth, as well as the advantage gained by phenotype mutation to greater proliferative capacity.
Equations of the Model
The model we investigate is discussed in detail in [5] . The spatial variable x is contained in a spatial region Ω ⊂ R n , n = 1, 2, 3, where Ω is a non-empty bounded open set with smooth boundary ∂Ω. The age variable a is contained in [0, a 1 ], and the size variable s is contained in [0, s 1 ]. The model consists of the following compartments:
• f (x, t) = surrounding tissue macromolecule (MM) density at position x at time t.
• m(x, t) = matrix degradative enzyme (MDE) concentration at position x at time t.
• w(x, t) = oxygen concentration at position x at time t.
• p i (x, a, s, t) = proliferating tumor cells of type i in the tumor at position x, age a, and size s at time t, where i = 0, 1, 2, . . . , n corresponds to a linear sequence of mutated phenotypes of increasing aggressiveness.
• q i (x, a, s, t) = quiescent tumor cells of type i in the tumor at position x, age a, and size s at time t. Quiescent cells are immobile and do not age.
Let P i (x, t) = a 1 0 s 1 0 p i (x, a, s, t) ds da, P (x, t) = n i=0 P i (x, t) = the total population density at x of proliferating cells of all types at time t. Let Q i (x, t) = a 1 0 s 1 0 q i (x, a, s, t) ds da, Q(x, t) = n i=0 Q i (x, t) = the total population density at x of quiescent cells of all types at time t and let N (x, t) = P (x, t) + Q(x, t). The equations of the model are as follows:
cell loss from division or insufficient oxygen
cell death from insufficient oxygen
exit to proliferation (2.5)
We set the age and size boundaries at cell birth to
where ψ i is the i th phenotype mutation rate, and ψ −1 = 0. We take Neumann boundary conditions
and 9) and initial conditions
We assume that the constants
For simplicity we set η i (s) = 1, which can be achieved in many cases with a simple transformation of s ( [23] ). We will set
Preliminaries
We denote by || · || r the norm in L , the normal derivative. We will consider the realizations of the Laplacian in different Banach spaces. Define the operator 
(Ω) : ∆u ∈ C(Ω) and Bu| ∂Ω = 0}.
Then −A f generates a positive analytic semigroup {T f (t)} t≥0 , with ||T f (t)|| ≤ M f e −ω f t (see [1] [10], [14] , [15] ). We note that 0 is in the resolvent set of A i and also of A f .
We will use the fractional powers A 
(Ω) and there exists a constant M α > 0 such that
(Ω) and there exists a constant We define, for k = 1, 2, 3,
(Ω), where ' → denotes continuous embedding and if
(Ω) and L r (Ω) respectively (see also [16] and [17] ).
endowed with the norm 
We will write φ
. Throughout when i = n we suppress n so that φ := φ n etc. Motivated by the method of characteristics, we associate with the solutions of the system (3.5)-(3.7) the following semigroup {S(t)} t≥0 . We define the operators S
, where for t = 0, S i (0) = I, and for t > 0,
(3.8) 9) where Λ = 1 if t < a 1 and t < s 1 , but Λ = 0 otherwise. As in [23] , for any T > 0, this set of equations has a unique solution 
(3.12)
Then from (3.8) , satisfying
where c 0 (φ 0 ) = ||φ 0 || X and for i ≥ 1,
Thus for all φ ∈ X
n+1
, t ≥ 0,
where
and there exists a constant C α > 0 such that
where Λ = 1 if t < a 1 and t < s 1 , but Λ = 0 otherwise.
Proof. That {S(t)} t≥0 is a strongly continuous semigroup of linear positive operators in X n+1
follows as in [23] using induction on i.
From (3.9)
Hence by Gronwall's inequality
So the result is true for i = 0.
We now assume that (3.19) is true for i.
Note also that
as required. (3.15) and (3.16) now follow from the definition of S(t). Now
for some k α > 0, and the result follows.
We will writeω =θ n − ω.
Local Existence of the mild solution
Take any
and set
. In order to write the problem more efficiently set 
In the following, where appropriate, we suppress the variables x, a and
We consider the mild form of equations (2.1)-(2.10):
As in [6] we now consider a fixed point problem in
We make the following assumptions on the data of the problem. 
(Ω) → R, are all measurable in x, a, s and locally Lipschitz continuous, uniformly with respect to x, a, s, i.e. for any R > 0, there is a constant
where ξ represents any of
Condition H(4..1) implies regularity of f (t) necessary to deal with the haptotaxis term G(f (t), v(t)). These properties of f (t) are proved in Lemma 3 of [6] . In Lemma 4 of [6] we see how they apply to the study of G(f (t), v(t)). That is we have
Then there exists a constant L α > 0 such that
(ii) Also for v 1 ∈ X,
Suppose now that y,ỹ ∈ N R . So from H(4..2) we have
and hence
Similarly
Similar inequalities hold for ν i , σ i and τ i . Hence adapting the proofs of Lemmas 5, 6 and 7 of [6] it is easy to see that
As a consequence we have the the following local existence and uniqueness result.
Theorem 3. Suppose that hypotheses H(3..1), H(4..1) and H(4..2) hold. Let
).
Uniqueness, continuous dependence on the initial data, global existence
We now make the additional assumption
Then a natural adaptation of the proof of Proposition 1 of [6] shows that the solutions of (4.1)-(4.5) depend continuously on the initial data and are unique. That is, if 
Characteristics and regularity when there is no quiescence
Our goal now is to consider regularity, positivity, and the existence of growth bounds for our problem.
If we take initial data In this problem positivity is closely linked to regularity so we look first at regularity. To do this we would like to consider p(a, s, t) and q(a, s, t) along the characteristics (t + c, t + d, t). This has two advantages. It reduces our problem to one in L
1
(Ω) so that we can then exploit the fact that T (t) is an analytic semigroup. Also, it effectively decouples the equations with respect to i. Now to consider p along the characteristics we require conditions that force p to be continuous in (a, s) and this only seems possible if we have no quiescent cells. Thus in this section we consider the problem without quiescence and assume: . (a, s) ,
We want to consider the restriction of p(a, s, t) along the characteristics (t + c, t + d, t), in the sets
A 1 = {(a, s, t) ∈ [0, a 1 ] × [0, s 1 ] × [0, ∞) : 0 ≤ t ≤ a ≤ a 1 , 0 ≤ t ≤ s ≤ s 1 }, A 2 = {(a, s, t) ∈ [0, a 1 ] × [0, s 1 ] × [0, ∞) : t > 0, 0 ≤ a ≤ min{t, a 1 }, 0 ≤ a ≤ s ≤ s 1 }, A 3 = {(a, s, t) ∈ [0, a 1 ] × [0, s 1 ] × [0, ∞) : t > 0, 0 ≤ s ≤ min{t, s 1 }, 0 ≤ s ≤ a ≤ a 1 }.
Now for
Suppose for motivation that, for each t, A α p(t)(a, s) were a continuous function of (a, s) so that K (a, s, f (t), v(t)(a, s) ) is continuous in (a, s) .
Using (3.10), (3.12) and (6.1) it can be shown that
which is continuous in (a, s) . So that
Motivated by the above we make the following definitions:
We can write these equations as the single equation, for t ≥ t c,d , 
If we operate on these equations with A α i we will get equivalent equations satisfied byṽ. As in [7] Lemma 4, we have 
where the right and left hand limits exist. Thus it follows that for fixed t ≥ 0,ṽ(t)(a, s) =ṽ(a, s, t), and hence alsop(t)(a, s) = p(a, s, t), is continuous from
Proof. The proof is very similar to that in [7] Lemma 4 once we note thatμ i (σ+c, σ+d, w(σ), N (σ)) is continuous in (c, d), uniformly with respect to σ for σ ∈ [0, t] and that if c < 0, c < d ≤ s 1
Now

Lemma 6. For all t ≥ 0,ṽ(t) = v(t), and hence alsop(t) = p(t). So for fixed t, v(a, s, t),and hence also p(a, s, t), is continuous from
[0, a 1 ] × [0, s 1 ] to L 1 (Ω) n+1
except possibly along a = t, s = t and a = s, where the left and right hand limits exist. Hence p(a, s, t) =p a−t,s−t (t) and v(a, s, t) =ṽ a−t,s−t (t).
Proof. Note that for each t ≥ 0 K(a, s, f (t),ṽ(t)(a, s)) is continuous in (a, s) except possibly along a = t, s = t and a = s, so that S(t − σ)K(f (σ),ṽ(σ)) is also a continuous function of (a, s)
(6.13)
Thus if t ≥ 0 and Λ is as in (3.9)
||ṽ(t) − v(t)||
where k 1 > 0 is constant. Thus, by [21] 
Lemma 1.1,ṽ(t) = v(t), so thatp(t) = p(t).
Note that it now follows from (6.3) that for t > 0 
Proof. As in [7] Proposition 6, using [13] 
t + c, t + d, w(t))
is locally Hölder continuous, so, using Lemma 2,
is locally Hölder continuous. The result now follows.
The following result is now proved almost exactly as in [7] Theorem 8. 
Suppose that hypotheses H(3..1), H(4..1), H(4..2), H(5..1), H(6..1), H(6..2) and H(6..3) hold. Take
p satisfies (2.6) and (2.7)(for t > 0), (2.10), and for t > 0, p(a, s, t) ∈ D(A), and
Remark . If quiescence is included in the system of equations it is easy to see that if 
Positivity when there is no quiescence
We prove that, in the absence of quiescence, p ≥ 0. We assume H(7..1) φ ≥ 0
We will also require H(7..2) There exists > 0 such that
The proof is very similar to that in Section 5 of [7] . Again we show that if the initial function φ is regular enough
) so that we can use ideas from [12] and [20] to prove the positivity ofp c,d (t) and hence of p(a, s, t). The only significant difference between our problem here and that in [7] is the study of regularity and positivity of the initial conditionp c,d
Once this is done the proof of [7] carries over directly to this case except that we need to show . Exactly as in [7] it can be proved, for 
Thus we have only to show thatp
We can now use this to show that if −2 < c < − and c < d ≤ s 1 , then (7.1) holds. So again by combining the different cases we see that (7.2) holds if −2 < c < − . Continue by induction. Now as in [7] it follows that for any
(Ω)). If we take r > 3 then for 2β > 1, W 
Then the solutions of (4.4), with τ i ≡ 0, are positive.
The proof follows that of Theorem 9 in [7] . It is easy to see from that proof that for any −∞ < c ≤ a 1 and
. From this the positivity of p follows easily. Thus we have only to prove (7.4). But this follows from φ ≥ 0 using exactly the same iterative argument as above.
We now extend the result to positive
where ' d → denotes a dense continuous embedding, see [2] . Let p(t) be the solution with initial m r )(x, a, s, t) → p(x, a, s, t) , a.e. as r → ∞ so p ≥ 0 as required.
Positivity in the case where there is quiescence
Using a minor adaptation of our previous results, it is easy to see that, for φ ∈ X α , the system of equationsp
Thus the solutions generate a positive evolution system U (t, σ) :
We can adapt Lemma 1.1 of [21] to show that for γ >ω and large enough there exists m γ > 0, independent of σ, such that for all φ ∈ X α
Thus there is continuous dependence on the initial data and (t, σ) → U (t, σ)φ is continuous.
if and only ifp
Proof. Note thatp(t) = U (t, σ)φ satisfies (8.1). Suppose first thatp satisfies (8.2). We show that if
then w satisfies (8.2) so that, by uniqueness of solutions, w =p as required. The converse is then immediate. But
so w satisfies (8.2) and the result is proved.
We now assume that
Suppose that H(8..2)(a) holds and ζ ∈ D(A α
). Thus, if τ is the matrix with τ i on the diagonal and zero elsewhere, τ q ∈ C([0, ∞); X α ), and
It now follows that as U (t, σ)φ satisfies (6.15) and (6.16), for t > 0, p also satisfies (6.15) and (6.16) . That is p satisfies the boundary conditions (2.6) and (2.7) (for t > 0). Proof. We set up an iteration [7] , Theorem 9.
Growth bound when there is no quiescence
When there is no quiescence we can obtain a growth bound using a similar method to that used in [7] . 
1)
Further, for t ≥ σ ≥ 0, Proof. Using the same argument as in [7] we see that from (6.8),
So that if 0 < t < a and 0 < t < s
while if 0 ≤ a < t and 0 ≤ a < s
and hence 
Regularity and growth bound when there is quiescence
In this section we assume that a 1 and s 1 are both infinite. Our previous results all hold as before provided we change hypothesis H(3..1) to (see [23] )
, and there existsā > 0 ands > 0 such that θ i (â,ŝ, s) = 0 forā <â ands <ŝ, s. If
thenθ i is strictly increasing with i.
We will assume that H(10..1) µ i , σ i , τ i , ν i are independent of a and s.
First we consider an equation for P i and Q i . Write
For convenience we will write
and similarly for L i (P i (t), Q i (t)).
Theorem 13. Suppose that hypotheses H(3..1 ), H(4..1), H(4..2), H(5..1) and H(10..1) hold, and
3) f, m, w satisfy (6.18)-(6.21) (with µ w depending also on P and Q), and (2.10);
(Ω)), and for t > 0 P i (t) ∈ D(A i ), and P i and Q i satisfy
6)
Proof. To show that (10. 3) holds, we note first that from (4.4) and (3.12)
Also, using (3.8) and (3.10),
Thus, integrating (4.4) with respect to a and s we get 
(Ω)). Thus as in [13] Remark . Thus, when a 1 and s 1 are infinite and the coefficients are independent of a and s, P i (t) is locally Hölder continuous so, as also Q i (t) is Lipschitz continuous, Proposition 7 and Theorems 8, 9, and 10 now all hold without hypothesis H(6..3).
We now look at growth bounds on P (t) + Q(t). The bounds depend on the relative magnitudes of the various coefficients and we only give an example of such a result. We use equations (10.5) and (10.6). The advantage of doing this is that when we add these equations the terms involving σ i and τ i cancel. We consider the case where P and Q are positive. Set
and assume H(10..2) υ i is strictly increasing with i. Theorem 14. Suppose that hypotheses H(3..1 ), H(4..1), H(4..2), H(5..1), H(7..2), H(8..1)(a) 
Proof. Note first that p ≥ 0 and q ≥ 0. We integrate equations (10.5) and (10.6) over Ω and add to get
and the result follows by induction (c.f. Lemma 1).
Numerical Examples
We illustrate the theoretical results above with numerical examples. The parameters for the examples are chosen for illustrative purposes. For simplicity we consider a 1-dimensional spatial region Ω = (0, 10) and we do not include the size variable s nor quiescent cells. We consider a population of two tumor cell phenotypes p 0 (x, a, t) and p 1 (x, a, t) with age range a ∈ [0, 4]. The simulation is shown in Fig. 3 (the space-age density plots at t = 0.0, 1.5, 3.0, 4.5, 6.0), Fig. 4 (the graphs of P 0 (x, t) and P 1 (x, t)), and Fig. 5 (the graphs of the total populations P 0 (t) = Ω a 1 0 p 0 (x, a, t)dadx, and P 1 (t) = Ω a 1 0 p 1 (x, a, t)dadx). Both phenotype populations would ultimately extinguish as they degrade the extracellular matrix and exhaust the oxygen supply it produces. The spatial movement of the phenotype populations is due only to the random motility of cells.
Example 2. This example has the same parameters and initial values as Example 1 except that the haptotaxis parameters are χ 0 = 0.8 for p 0 and χ 1 = 1.0 for p 1 . The phenotype p 1 thus possesses not only a shorter cell cycle contrasted with phenotype p 0 , but a greater ability to move toward regions of extracellular matrix concentration, where there is a greater supply of oxygen. The advantage is demonstrated in a greater level of growth for phenotype p 1 . The simulation is shown in Fig. 6, 7 , and 8. The spatial movement of the phenotype cell populations is due to both random motility and haptotaxis. Figure 4 : The spatial distributions of phenotypes P 0 (x, t) (left), P 1 (x, t) (middle), and extracellular matrix density f (x, t) (right) as time evolves. Both phenotype populations disperse significantly from their initial spatial locations. Phenotype p 1 dominates p 0 in total growth, because of its higher proliferation rate. The spatial distributions of phenotypes P 0 (x, t) (left), P 1 (x, t) (middle), and extracellular matrix density f (x, t) (right) with haptotaxis. More degradation of the extracellular matrix occurs than in Example 1. Figure 8 : The total populations of phenotypes P 0 (t) and P 1 (t) with haptotaxis. Both phenotypes sustain higher population levels than in the case without haptotaxis in Example 1.
