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Abstract
We detail the calculation of two-loop all-plus helicity amplitudes for pure Yang-Mills theory.
The four dimensional unitarity methods and augmented recursion techniques we have developed,
together with a knowledge of the singular structure of the amplitudes allow us to compute these in
compact analytic forms. Specifically we present the computation and analytic results for the six-
and seven-gluon leading colour two-loop amplitudes these being the first QCD two-loop amplitudes
beyond five-points.
PACS numbers: 04.65.+e
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I. INTRODUCTION
Perturbative scattering amplitudes are a key element in confronting particle theories
with experiment. In doing so there is a need for precise theoretical predictions which require
matrix elements beyond the ”leading order” (LO) and for many processing beyond ”next-
to-leading order” (NLO) [1, 2]. These scattering amplitudes are challenging to compute due
to both the proliferation of diagrams and the complexity of the associated integrals.
Enormous progress has been made in computing scattering amplitudes in maximally
supersymmetric Yang-Mills using the enhanced symmetry together with calculations based
upon the singular structure of the amplitude (for example [3]). However it is an open question
as to whether these techniques can be used in non-supersymmetric theories. These methods
utilise a knowledge of the factorisation properties of the amplitude [4, 5]; the unitarity of
the S-matrix and its associated cut singularities [6, 7]; and the general singular behaviour
in the ”Infra-Red” (IR) and ”Ultra-Violet” (UV) [8].
In this article we demonstrate the computation of a very specific two-loop amplitude in
pure Yang-Mills theory where the external gluons all have the same helicity (all-plus) and
we consider the leading in colour component. For two-loop QCD the four-point amplitude
has been computed analytically for all helicity configurations [9, 10] and numerically using
unitary techniques [11]. Recently, the first five-point two-loop amplitude for the all-plus he-
licity configuration was obtained using D-dimensional unitarity1 to generate the integrands
of loop integral functions [12, 13]. In [14] the amplitude was recomputed using four dimen-
sional unitarity techniques together with factorisation properties of the amplitude rather
than the integrand. In [15] we presented the result of applying this approach to comput-
ing the six-point all-plus helicity amplitude. In this article we detail this construction and
present both the six- and seven-point all-plus helicity amplitudes. The expression for these
are compact analytic formulae.
II. THE ALL-PLUS HELICITY AMPLITUDE
First we review the all-plus helicity amplitude. The all-plus helicity amplitude at leading
colour may be written2
An(1
+, 2+, ..., n+)|leading color =g
n−2
∑
L≥1
(
g2NccΓ
)L
×
∑
σ∈Sn/Zn
tr(T aσ(1)T aσ(2)T aσ(3) · · ·T aσ(n))
×A(L)n (σ(1)
+, σ(2)+, ..., σ(n)+) (2.1)
where Nc is the number of colours and the summation is over the set of non-cyclic permu-
tations, Sn/Zn.
The tree amplitude vanishes as a consequence of supersymmetric Ward identities so the
1 where D = 4− 2ǫ.
2 The factor cΓ is defined as Γ(1 + ǫ)Γ
2(1− ǫ)/Γ(1− 2ǫ)/(4π)2−ǫ.
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leading contribution is the one-loop amplitude which, is given by [16]3,
A(1)n (1
+, 2+, · · · , n+) = −
i
3
∑
1≤k1<k2<k3<k4≤n
〈k1 k2〉 [k2 k3] 〈k3 k4〉 [k4 k1]
〈1 2〉 〈2 3〉 · · · 〈n 1〉
+O(ǫ) . (2.2)
This expression is rational to order ǫ0. All-ǫ forms of the one-loop amplitudes are given in
terms of higher dimensional scalar integrals and for n ≤ 6 are [18]
A
(1)
4 (1
+, 2+, 3+, 4+) =
2iǫ(1 − ǫ)
〈1 2〉 〈2 3〉 〈3 4〉 〈4 1〉
× s12s23I
D=8−2ǫ
4 ,
A
(1)
5 (1
+, 2+, 3+, 4+, 5+) =
iǫ(1 − ǫ)
〈1 2〉 〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉
×
[
s23s34I
(1),D=8−2ǫ
4 + s34s45I
(2),D=8−2ǫ
4 + s45s51I
(3),D=8−2ǫ
4
+ s51s12I
(4),D=8−2ǫ
4 + s12s23I
(5),D=8−2ǫ
4 + (4− 2ǫ)ε(1, 2, 3, 4)I
D=10−2ǫ
5
]
,
A
(1)
6 (1
+, 2+, 3+, 4+ , 5+, 6+) =
iǫ(1 − ǫ)
〈1 2〉 〈2 3〉 〈3 4〉 〈4 5〉 〈5 6〉 〈6 1〉
1
2
[
−
∑
1≤i1<i2≤6
tr[/ki1 /Ki1+1,i2−1/ki2 /Ki2+1,i1−1]I
(i1,i2),D=8−2ǫ
4 + (4− 2ǫ) tr[123456] I
D=10−2ǫ
6
+(4− 2ǫ)
6∑
i=1
ε(i+ 1, i+ 2, i+ 3, i+ 4)I
(i),D=10−2ǫ
5
]
, (2.3)
where I
(i),D
m denotes the D dimensional scalar integral obtained by removing the loop propa-
gator between legs i−1 and i from the (m+1)-point scalar integral etc. [19], /Ka,b ≡
∑b
i=a
/ki
and ε(a, b, c, d) = [a b] 〈b c〉 [c d] 〈d a〉 − 〈a b〉 [b c] 〈c d〉 [d a].
The subject of this computation is the two-loop partial amplitude A
(2)
n (1+, 2+, ..., n+).
This particular partial amplitude has full cyclic symmetry and flip symmetry,
A(2)n (1
+, 2+, ..., n+) = (−1)nA(2)n (n
+, ..., 2+, 1+) . (2.4)
The IR and UV behaviours of this amplitude are known [8] and motivate a partition of
3 As usual, a null momentum is represented as a pair of two component spinors pµ = σµαα˙λ
αλ¯α˙. For real
momenta λ = ±λ¯∗ but for complex momenta λ and λ¯ are independent [17]. We are using a spinor helicity
formalism with the usual spinor products 〈a b〉 = ǫαβλ
α
aλ
β
b and [a b] = −ǫα˙β˙λ¯
α˙
a λ¯
β˙
b . Also sab = (ka+ kb)
2 =
〈a b〉 [b a].
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the amplitude:
A(2)n (1
+, 2+, ..., n+) =A(1)n (1
+, 2+, ..., n+)
[
−
n∑
i=1
1
ǫ2
(
µ2
−si,i+1
)ǫ
+
nπ2
12
]
+ F (2)n +O(ǫ) .
(2.5)
In this equation A
(1)
n is the all-ǫ form of the one-loop amplitude. The finite remainder
function F
(2)
n can be split into polylogarithmic and rational pieces,
F (2)n = P
(2)
n +R
(2)
n . (2.6)
For this amplitude P
(2)
n can be computed using four-dimensional cuts . The result for
arbitrary n was calculated in [20] and for completeness we summarize the calculation in
the following section. R
(2)
n is a purely rational function whose structure is not captured by
four-dimensional unitarity cuts. The result for R
(2)
6 was presented in [15]. Here the six-point
example is used to present the methodology of the calculation. This methodology can be
straightforwardly applied to the seven-point case and we present the result for R
(2)
7 .
III. DETERMINING P
(2)
n
In this section we review the construction of the pieces of the amplitude which contribute
to the IR singular terms and P
(2)
n . We are able to obtain these using four-dimensional
unitarity methods. Noting that the one-loop amplitudes have no four dimensional cuts since
the order ǫ0 expression is purely rational, by using cuts where the momenta lie in four
dimensions the one-loop all-plus amplitude appears as a rational vertex which cannot be
further cut. Consequently the cuts of the two-loop amplitude manifest as cuts of one-loop
integral functions which can be evaluated using essentially one-loop unitarity techniques.
For completeness we review the n-point calculation presented in [20].
FIG. 1: The non-vanishing quadruple cut. A is a MHV tree amplitude whereas B is a one-loop
all-plus amplitude. The set K2 may consist of a single leg but the set K4 must contain at least
two legs. The integral function depends upon S ≡ (ki−1 +K2)
2 and T ≡ (K2 + ki+r)
2.
First consider quadruple cuts of the amplitude [21]: the only non-vanishing configuration
is shown in fig. 1. As shown in [20], the coefficient of the one-loop box integral function I2m4
4
depicted in fig. 1 is
[i− 1|K4|i+ r〉[i+ r|K4|i− 1〉
〈1 2〉 〈2 3〉 〈3 4〉 · · · 〈n 1〉
×
( ∑
a<b<c<d∈K4
tr−[abcd]−
∑
a<b<c∈K4
tr−[abcK4] +
∑
a<b∈K4
〈i− 1|K4abK4|i+ r〉
〈i− 1 i+ r〉
)
(3.1)
where
tr−[abcd] ≡ 〈a b〉 [b c] 〈c d〉 [d a] , (3.2)
K4 is the sum of the momenta in the set {i + r + 1, · · · , i − 2} with a cyclic definition of
indices and inequality refers to ordering within the set. The corresponding integral function
satisfies
−2(ST −K22K
2
4 )I
2m
4 =
(
−
(−S/µ2)−ǫ
ǫ2
−
(−T/µ2)−ǫ
ǫ2
+
(−K22/µ
2)−ǫ
ǫ2
+
(−K24/µ
2)−ǫ
ǫ2
)
+F 2m[S, T,K22 , K
2
4 ] (3.3)
where
F 2m[S, T,K22 , K
2
4 ] =Li2[1−
K22
S
] + Li2[1−
K22
T
] + Li2[1−
K24
S
]
+Li2[1−
K24
T
]− Li2[1−
K22K
2
4
ST
] + Log2(S/T )/2 . (3.4)
There are also contributions from one and two mass triangle integral functions. These
can be determined using triple cuts (for example using canonical forms [22] or analytic
structure [23]) and only contribute to the IR singularities. Overall [20],
∑
CiI
2m
4,i
∣∣∣∣
IR
+
∑
CiI
2m
3,i +
∑
CiI
1m
3,i = A
(1),ǫ0
n (1
+, 2+, · · · , n+)×−
n∑
i=1
1
ǫ2
(
µ2
−si,i+1
)ǫ
,
(3.5)
where A
(1),ǫ0
n (1+, 2+, · · · , n+) is the order ǫ0 truncation of the one-loop amplitude.
A key step is to promote the coefficient of these terms to the all-ǫ form of the one-loop
amplitude. This ensures that the two-loop amplitude has the correct singular structure.
P
(2)
n is obtained by summing over all possible box contributions, including the degenerate
cases when K2 corresponds to a single leg (K4 must contain to at least two external legs).
The full expression for P
(2)
n is [20],
P (2)n = −
i
3 〈1 2〉 〈2 3〉 〈3 4〉 · · · 〈n 1〉
n∑
i=1
n−4∑
r=1
cr,iF
2m
n:r,i (3.6)
5
where the labels on the integral function correspond to those in fig. 1 and the coefficient is
cr,i =
( ∑
a<b<c<d∈K4
tr−[abcd]−
∑
a<b<c∈K4
tr−[abcK4] +
∑
a<b∈K4
〈i− 1|K4abK4|i+ r〉
〈i− 1 i+ r〉
)
(3.7)
IV. COMPLEX RECURSION
Britto-Cachazo-Feng-Witten recursion [5] exploits the analytic properties of a rational
quantity, R, under a complex shift of its external momenta. R may be an n-point tree am-
plitude or part of a loop amplitude. The momentum shift introduces a complex parameter,
z, whilst preserving overall momentum conservation and keeping all external momenta null.
Possible shifts include the original BCFW shift which acts on two momenta, say pi and
pj, by
λ¯i → λ¯iˆ = λ¯i − zλ¯j , λj → λjˆ = λj + zλi , (4.1)
the all-line shift [24] and the Risager shift [25] which acts on three momenta, say pi, pj and
pk, by
λi →λiˆ = λi + z [jk]λη ,
λj →λjˆ = λj + z [k i]λη ,
λk →λkˆ = λk + z [i j]λη . (4.2)
In the last case λη must satisfy 〈i η〉 6= 0 etc., but is otherwise unconstrained.
After applying the shift, the rational quantity of interest is a complex function
parametrized by z i.e. R(z). Cauchy’s theorem implies that:
1
2πi
∮
R(z)
z
= R(0) +
∑
zj 6=0
Res
[R(z)
z
]∣∣∣
zj
, (4.3)
where the contour is a circle taken towards infinity. If R(z) vanishes in the large |z| limit,
the left hand side is zero and the unshifted quantity can be defined in its entirety by its
singularities:
R = R(0) = −
∑
zj 6=0
Res
[R(z)
z
]∣∣∣
zj
. (4.4)
For the rational part of the two-loop all-plus amplitude the BCFW shift generates a
shifted quantity that does not vanish at infinity and so cannot be used to reconstruct the
amplitude (the one-loop all-plus amplitudes also behave in this way). However, using the
Risager shift (4.2) does yield a shifted quantity with the desired asymptotic behaviour, so
this is the shift employed.
Eq. (4.4) is true when R(z) has either simple or higher order poles. In the case of a simple
pole at z = zj ,
Res
[R(z)
z
]∣∣∣
zj
=
1
zj
Res
[
R(z)
]∣∣∣
zj
(4.5)
and an understanding of the factorisations of R(z) can be used to obtain the residue. For
example, tree amplitudes have simple poles when a shifted propagator vanishes and the
6
corresponding residues are readily obtained from general factorisation theorems leading to
the BCFW recursion formulae for tree amplitudes [5].
Loop amplitudes in non-supersymmetric theories may have double poles. Mathematically
this is not a problem since if we consider a function with a double pole at z = zj and Laurent
expansion,
R(z) =
c−2
(z − zj)2
+
c−1
(z − zj)
+O((z − zj)
0) ,
(4.6)
then the required residue is
Res
[R(z)
z
]∣∣∣
zj
= −
c−2
z2j
+
c−1
zj
(4.7)
and we can use Cauchy’s theorem provided we know the value of both the leading and sub-
leading poles. When applying this to an amplitude, the leading pole can be obtained from
factorisation theorems, but, at this point, there are no general theorems determining the
sub-leading pole. Consequently we need to determine the sub-leading pole for each specific
case. We do this by identifying the singularities within a specific computational scheme,
we choose to use axial gauge. We have used this approach previously to compute one-loop
which contain double poles [26–28]. We label this process augmented recursion and describe
it in later sections.
V. FACTORISATIONS OF R
(2)
n
To apply the methods of the previous section we must discuss the factorisations and
resultant residues of R
(2)
n .
Note that P
(2)
n does not contain any unphysical poles and so the factorisations of R
(2)
n are
the physical factorisations of the amplitude. Explicitly these are
A(1)m (a
+, · · · , b+, Kˆ±)
1
K2a,b
A
(1)
n+2−m(−Kˆ
∓, b+ 1+, · · · , a− 1+) (5.1)
with 3 ≤ m ≤ n− 1 and
R
(2)
n−1(a+ 2
+, · · · a− 1+, Kˆ+)
1
sa a+1
A
(0)
3 (a
+, a+ 1+,−Kˆ−) (5.2)
where the particular one-loop amplitudes A
(1)
r in the factorisation are purely rational func-
tions.
Many factorisations of loop amplitudes involve only simple poles and the corresponding
residues can be determined using general factorisation theorems. However certain factori-
sations introduce double poles which are sensitive to sub-leading information that is not
captured by the general theorems.
The origin of these terms is shown in fig. 2 where there is an explicit pole from the
highlighted propagator and a further pole from the 3-pt loop integral.
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FIG. 2: The origin of the double pole. The double pole corresponds to the coincidence of the
singularity arising in the 3-pt integral with the factorisation corresponding to K2 = sab → 0.
VI. AUGMENTED RECURSION
To analyse the sab double pole we use axial gauge methods. The advantage of axial
gauge is that, although it is an off-shell method, helicity still labels the internal legs and the
vertices can be expressed in terms of nullified momenta [29, 30] defined using,
K♭ = K −
K2
[q|K|q〉
q
(6.1)
where q is a reference vector.
In this formalism the 3-pt loop integral can be expressed as,
V
(1)
3 (a
+, b+, K+) =
i
3
[a b]
[
bK♭
] [
K♭ a
]
K2
(6.2)
which is only non-zero for complex momenta. The pole as K2 → 0 arises from regions of the
loop momentum integration where three adjacent propagators are simultaneously on-shell.
The full contribution arises from structures of the form shown in fig. 3 which contain both
single and double poles.
8
FIG. 3: Diagram containing the leading and sub-leading poles as sab → 0. The axial gauge
construction permits the off-shell continuation of the internal legs. The two internal helicity con-
figurations must be summed over to obtain the complete contribution to the 1/sab residue. The
one-loop current τ
(1)
n can be built from the on-shell n-point one-loop single minus amplitude.
Expressing the 3-pt vertices in axial gauge, the principal helicity assignment in fig. 3 gives
the integral
i
(2π)D
∫
dDℓ
ℓ2α2β2
[a|ℓ|q〉[b|ℓ|q〉
〈a q〉 〈b q〉
〈β q〉2
〈α q〉2
τ (1)n (α
−, β+, c+, ..., n+) . (6.3)
To determine (6.3) in general we would need to consider ℓ, α and β to be off-shell and τ
(1)
n to
be the doubly off-shell one-loop current. However, as we are only interested in the residue
on the sab → 0 pole, we do not need the full current. Instead it is sufficient for τ
(1)
n to satisfy
two conditions [28]:
I it reproduces the leading poles in sαβ → 0 shown in fig. 4.
II in the limit α2, β2 → 0 (the on-shell limit) the n-point one-loop single minus amplitude
is reproduced.
FIG. 4: The factorisations that τ
(1)
n must reproduce.
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In manipulating τ
(1)
n we can neglect terms which are ultimately finite as 〈a b〉 → 0 and
hence do not contribute to the residue. As any powers of ℓ2, α2 or β2 appearing in the
numerator generate powers of sab when the loop momentum integration is performed, α
2
and β2 are also regarded as small in these manipulations. Similarly 〈aα〉, 〈a β〉, 〈b α〉 and
〈b β〉 can all be regarded as small.
Condition II provides a starting point for constructing the current as detailed in ap-
pendix A.
VII. THE sab POLE IN THE SIX-POINT RATIONAL TERM
In this section we determine the leading and sub-leading poles in R
(2)
6 as sab → 0. Our
starting point is the on-shell six-point single minus amplitude organised as in appendix A:
A
(1)
6 (α
−, β+, c+, d+, e+, f+) = τd.p6 + τ
s.b
6 + τ
n.f
6 +O(〈α β〉) (7.1)
which we simply take off-shell by replacing α and β by their nullified form within axial
gauge. With this organisation it is natural to write
i
cΓ(2π)D
∫
dDℓ
ℓ2α2β2
[a|ℓ|q〉[b|ℓ|q〉
〈a q〉 〈b q〉
〈β q〉2
〈α q〉2
τ
(1)
6 (α
−, β+, c+, d+, e+, f+) = Iα−β+d.p. + I
α−β+
s.b. + I
α−β+
n.f. .
(7.2)
The double poles arise from
Iα−β+d.p. ≡
i
3
∫
dΛαβab
[
〈q|αβ|q〉[q|Kab|q〉
sab[q|Kab|c〉 〈d e〉
2
(
−
[fc]3
tabc[f |Kab|c〉
[q|Kab|c〉
3
[q|Kab|q〉3
+
[ef ] 〈d f〉
〈c d〉 〈e f〉2
[q|Kab|e〉
3
[q|Kab|q〉3
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[q|Kab|d〉
3
[q|Kab|q〉3
[q|Kab|c〉
[q|Kab|f〉
)]
(7.3)
where4 ∫
dΛαβab ≡
i
cΓ(2π)D
∫
dDℓ
ℓ2α2β2
[a|ℓ|q〉[b|ℓ|q〉
〈a q〉 〈b q〉
. (7.4)
The integral corresponding to the square bracket pole in the current is,
Iα−β+s.b. =
i
3
∫
dΛαβab
[
[q|β|q〉2
[q|α|q〉2
[q|αβ|q]
[q|Kab|q〉2
1
sab
[f |Kab|q〉
2
tcde
(
〈q|Kab|c][cd]
〈d e〉 〈q|KabKcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)]
.
(7.5)
4 The factor cΓ is inserted to make the normalisation consistent with eq. 2.1.
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The remaining function constitutes the sub-leading non-factorising parts:
Iα−β+n.f. =
∫
dΛαβab
[
〈β q〉2
〈α q〉2
× τn.f6
]
, (7.6)
where τn.f6 is the expression defined in (A24).
These expressions may be integrated to obtain the contribution from fig. 3 (up to terms
that are finite as sab → 0) . The explicit integrations may be found in appendix B. The
results are5
Iα−β+d.p.
∣∣∣∣
Q
= −
i
18
[ab]
〈a b〉
〈q|ab|q〉[q|Kab|q〉
sab[q|Kab|c〉 〈d e〉
2
(
−
[fc]3
tabc[f |Kab|c〉
[q|Kab|c〉
3
[q|Kab|q〉3
+
[ef ] 〈d f〉
〈c d〉 〈e f〉2
[q|Kab|e〉
3
[q|Kab|q〉3
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[q|Kab|d〉
3
[q|Kab|q〉3
[q|Kab|c〉
[q|Kab|f〉
)
.
(7.7)
The expression for Iα−β+n.f. is quite complicated and is given in (B20). The full sab contribution
requires the other helicity configuration in fig. 3 whose contribution can be deduced by the
application of symmetry principles to Iα−β+ after integration as detailed in appendix B.
For Iαβs.b., however, there are useful cancellations between the two helicity choices for α
and β before integration. Defining I = Iα−β++Iα+β−, the full contribution from the square
bracket factorisation is
Is.b.
∣∣∣∣
Q
=
i
9
[qa][qb]
〈a b〉
[f |Kab|q〉
2
[q|Kab|q〉2tcde
(
〈q|Kab|c][cd]
〈d e〉 〈q|KabKcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)]
. (7.8)
We can now compute R
(2)
6 by recursion.
VIII. R
(2)
6
As discussed above, the BCFW shift does not vanish at infinity and so cannot be used
to generate the result. At five-point this can be seen by applying the shift to the known
result, while at six- and seven-point it can be seen retrospectively by applying the shift to
the results we obtain. However the Risager shift does vanish at infinity for the five-point
amplitude and results in rational terms with the correct symmetries and factorisations for
both the six- and seven-point amplitudes. This self-consistency provides a stringent check
of the result.
Applying the Risager shift to three adjacent legs, a, b and c of R
(2)
6 (a, b, c, d, e, f) and
identifying λη with the axial gauge spinor λq
6, factorisations arise with both single and
5 The restriction |Q means only the finite rational functions of the spinor variables are kept.
6 Setting λη = λq prevents the shift from exciting spurious poles such as 〈aˆq〉 −→ 0.
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double poles. Those involving only simple poles are
∑
λ=±
A
(1)
4 (e, f, aˆ
+ , Kˆλ)
1
K2
A
(1)
4 (−Kˆ
−λ, bˆ, cˆ, d) ,
∑
λ=±
A
(1)
4 (f, aˆ, bˆ, Kˆ
λ)
1
K2
A
(1)
4 (−Kˆ
−λ, cˆ, d, e) (8.1)
and
Atree3 (aˆ, bˆ, Kˆ
−)
1
K2
R
(2)
5 (−Kˆ
+, cˆ, d, e, f) ,
Atree3 (f, aˆ, Kˆ
−)
1
K2
R
(2)
5 (−Kˆ
+, bˆ, cˆ, d, e) ,
R2-loop5 (−Kˆ
+, e, f, aˆ, bˆ)
1
K2
Atree3 (cˆ, d, Kˆ
−) ,
R
(2)
5 (−Kˆ
+, d, e, f, aˆ)
1
K2
Atree3 (bˆ, cˆ, Kˆ
−) ,
(8.2)
whose residues can simply be evaluated at the appropriate complex pole. The remaining
factorisations:
V
(1)
3 (f
+, aˆ+ , Kˆ+)
1
K2
A
(1)
5 (−Kˆ
−, bˆ+, cˆ+, d, e) ,
V
(1)
3 (cˆ
+, d+ , Kˆ+)
1
K2
A
(1)
5 (−Kˆ
−, e, f, aˆ+, bˆ+) ,
V
(1)
3 (aˆ, bˆ, Kˆ
λ)
1
K2
A
(1)
5 (−Kˆ
−λ, cˆ+, d, e, f) ,
V
(1)
3 (bˆ, cˆ, Kˆ
λ)
1
K2
A
(1)
5 (−Kˆ
−λ, d, e, f, aˆ+) , (8.3)
have double poles as determined in the previous section.
Summing the corresponding residues gives an expression which involves λη and, due to the
choice of shifted legs, cyclic symmetry is not manifest. However, the result is independent of
λη and has full cyclic and flip symmetry. By construction R
(2)
6 has the correct factorisations
in all of the channels excited by the shift. Combining this with the cyclic symmetry ensures
that it has the correct factorisations in all channels. In the following section we present a
compact analytic form for R
(2)
6 that is manifestly independent of the shift and axial gauge
vectors and has manifest cyclic symmetry.
IX. FINAL R
(2)
6 ANALYTIC FORM
We can obtain a form for R
(2)
6 that is explicitly independent of q, has manifest cyclic
symmetry and no spurious poles. To obtain this form forR
(2)
6 the form generated by recursion
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first has the factorising residues extracted:
Rfact6 =
i
9
1
〈1 2〉 〈2 3〉 〈3 4〉 〈4 5〉 〈5 6〉 〈6 1〉
(G16 +G
2
6 +G
3
6 +G
4
6) (9.1)
where
G16 =
scdsdf 〈f |aKabc|e〉
〈f e〉 tabc
+
sacsdc〈a|fKdef |b〉
〈a b〉 tdef
,
G26 =
[a b] [f e]
〈a b〉 〈f e〉
〈a e〉2 〈f b〉2 +
1
2
[a f ] [c d]
〈a f〉 〈c d〉
〈a c〉2 〈d f〉2 ,
G36 =
sdf 〈a f〉 〈c d〉 [c a] [d f ]
tabc
(9.2)
and
G46 =
〈a|be|f〉tdef
〈a f〉
. (9.3)
Then the remainder of the function is fitted:
G56 =2s
2
ac + s
2
eb + sab (−3sac − 2sad + 6sae + 4sbc + sbd + 2sbe + 4sbf + 7scd − sce − sde + 3sdf)
+ sac
(
2sad + 3sae − 2sbd − sbe + scf −
5
2
sdf
)
+
3
2
sadsbe
− 8 〈b c〉 [c d] 〈d e〉 [e b] + 5 〈f a〉 [a c] 〈c d〉 [d f ] ,
leading to the final expression
R
(2)
6 =
i
9
∑
cyclic perms
G16 +G
2
6 +G
3
6 +G
4
6 +G
5
6
〈1 2〉 〈2 3〉 〈3 4〉 〈4 5〉 〈5 6〉 〈6 1〉
. (9.4)
This was confirmed in an independent calculation [31]. This is a simpler form than that of
[15]: it has been reformulated to be manifestly free of spurious singularities.
X. THE SEVEN-POINT RATIONAL PIECE
The seven-point rational piece can be calculated in an identical fashion. The seven-point
current τ
(1)
7 (α
−, β+, c+, d+, e+, f+, g+) is built from the corresponding seven-point single mi-
nus amplitude [32] just as the six-point current was built from the six-point amplitude. R
(2)
6
13
as determined above is also required for recursion. Defining
G17 =
〈g a〉
tabctefg
(
〈c d〉 [e g] [d|Kabc|e〉[a|Kabc|e〉[c|Kabc|f〉
〈e f〉
−
〈d e〉 [c a] [d|Kefg|c〉[g|Kefg|c〉[e|Kefg|b〉
〈b c〉
+
〈e f〉 〈c d〉 [c a] [f g] [e|Kefg|a〉[d|Kefg|b〉
〈a b〉
−
〈b c〉 〈d e〉 [e g] [a b] [c|Kabc|g〉[d|Kabc|f〉
〈f g〉
)
,
G27 =
1
tabctefg
scdsde 〈g a〉 [g|KefgKabc|a] ,
G37 =
1
tcde
(
sce
(
sef〈c|KabKfga|d〉
〈c d〉
−
sbc〈e|KfgKgab|d〉
〈d e〉
)
+
〈e f〉 〈b c〉 [f b] [c|Kcde|g〉[e|Kcde|a〉
〈g a〉
+
〈b c〉 [c|Kcde|b〉[e|Kcde|a〉[b|Kfg|e〉
〈a b〉
+
〈e f〉 [e|Kcde|f〉[c|Kcde|g〉[f |Kab|c〉
〈f g〉
)
,
G47 =
[g a]
〈g a〉
〈g e〉 〈a e〉
(
[d e]
〈d e〉
〈d g〉 〈d a〉+
[e f ]
〈e f〉
〈f g〉 〈f a〉
)
,
G57 =
1
tcde
(
[c e] (〈e f〉 [d f ] 〈c|KabKfga|d〉+ 〈b c〉 [d b] 〈e|KfgKgab|d〉)
+ 〈b c〉 〈e f〉 (2 〈g a〉 [c e] [f g] [a b] + [b f ] [e|KabKfg|c]
)
,
G67 =
1
〈g a〉
(〈g|fKbc|a〉tefg − 〈a|bKef |g〉tabc) (10.1)
and
G77 =s
2
bf − 2s
2
ga − 3sdbsdf + 4sdasdg − 6sacseg + 7(sebsfc + seasgc) + sabsfg + 3sfasgb
+ sce(scf + seb − 4(sab + sfg + sga) + 5[d|Kga|d〉)
+ 4[e|bcf |e〉 − 2[f |gab|f〉+ 3[g|baf |g〉+ 2[g|cea|g〉, (10.2)
the full function in this case is
R
(2)
7 =
i
9
∑
cyclic perms
G17 +G
2
7 +G
3
7 +G
4
7 +G
5
7 +G
6
7 +G
7
7
〈1 2〉 〈2 3〉 〈3 4〉 〈4 5〉 〈5 6〉 〈6 7〉 〈7 1〉
. (10.3)
This expression has the full cyclic and flip symmetries required and has all the correct fac-
torisations and collinear limits. It been generated under the assumption that the shifted ra-
tional function vanishes at infinity: if this had been unjustified we would not have generated
a function with the appropriate symmetries. This completes the seven-point calculation.
XI. CONCLUSION
In this article we have detailed the construction of the all-plus leading in colour two-loop
gluon scattering amplitude and presented the results for the six- and seven-point cases in
straightforward analytic expressions. Our methods are based upon an understanding of the
singular structure an on-shell amplitude satisfies and in particular we have only needed four-
dimensional unitarity methods. These techniques, at present, are not completely rigorous
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but the amplitudes generated satisfy a range of stringent consistency checks. We have largely
used on-shell methods but have had to augment these with some off-shell information. Gen-
eral theorems for the factorisation of loop amplitudes on complex momenta which specified
the sub-leading behaviour would simplify further the process and avoid integrations.
This particular helicity configuration remains the only two-loop amplitude calculated
beyond four point. Extending analytic results to the other helicity amplitudes is clearly
necessary for phenomenology and we hope the methods here will be fruitful in this.
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Appendix A: The six-point one-loop single minus amplitude
The six-point single minus one-loop amplitude is [32]:
A
(1)
6 (α
−, β+, c+, d+, e+, f+)
=
i
3
[
[f |Kβc|α〉
3
〈αβ〉 〈β c〉 〈d e〉2 tαβc[f |Kαβ|c〉
+
[β|Kcd|α〉
3
〈c d〉2 〈e f〉 〈f α〉 tβcd[β|Kcd|e〉
+
[βf ]3
[αβ][fα]tcde
(
[βc][cd]
〈d e〉 [β|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |Kαβ|c〉
+
[ce]
〈c d〉 〈d e〉
)
−
〈α c〉3 [βc] 〈β d〉
〈β c〉2 〈c d〉2 〈d e〉 〈e f〉 〈f α〉
+
〈α e〉3 [ef ] 〈d f〉
〈αβ〉 〈β c〉 〈c d〉 〈d e〉2 〈e f〉2
−
〈α d〉3 〈c e〉 [d|Kβc|α〉
〈αβ〉 〈β c〉 〈c d〉2 〈d e〉2 〈e f〉 〈f α〉
]
. (A1)
We manipulate the amplitude into a form where taking the off-shell continuation exactly
reproduces the factorisations shown in fig.4, thus satisfying condition I. As the starting point
is the six-point amplitude, condition II is automatically encoded. First we collect terms with
〈αβ〉 and [αβ] in the denominator as these contribute to the factorisations.
A
(1)
6 (α
−, β+, c+, d+, e+, f+)
=
i
3
[
1
〈α β〉 〈β c〉 〈d e〉2
(
[f |Kβc|α〉
3
tαβc[f |Kαβ|c〉
+
〈α e〉3 [ef ] 〈d f〉
〈c d〉 〈e f〉2
−
〈α d〉3 〈c e〉 [d|Kβc|α〉
〈c d〉2 〈e f〉 〈f α〉
)
+
[βf ]3
[αβ][fα]tcde
(
[βc][cd]
〈d e〉 [β|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |Kαβ|c〉
+
[ce]
〈c d〉 〈d e〉
)
+
[β|Kcd|α〉
3
〈c d〉2 〈e f〉 〈f α〉 tβcd[β|Kcd|e〉
−
〈α c〉3 [βc] 〈β d〉
〈β c〉2 〈c d〉2 〈d e〉 〈e f〉 〈f α〉
]
(A2)
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Expanding in 〈αβ〉 to isolate the singular pieces we find
A
(1)
6 (α
−, β+, c+, d+, e+, f+)
=
i
3
[
1
〈αβ〉 〈β c〉 〈d e〉2
(
[fc]3 〈c α〉3
tαβc[f |Kαβ|c〉
+
〈α e〉3 [ef ] 〈d f〉
〈c d〉 〈e f〉2
−
〈α d〉3 〈c e〉 [dc] 〈c α〉
〈c d〉2 〈e f〉 〈f α〉
)
+
1
〈β c〉 〈d e〉2
(
[βf ](3[f |c|α〉2 + 3[f |c|α〉[f |β|α〉+ [f |β|α〉2)
tαβc[f |Kαβ|c〉
−
〈α d〉3 〈c e〉 [βd]
〈c d〉2 〈e f〉 〈f α〉
)
+
[βf ]3
[αβ][fα]tcde
(
[βc][cd]
〈d e〉 [β|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |Kαβ|c〉
+
[ce]
〈c d〉 〈d e〉
)
+
[β|Kcd|α〉
3
〈c d〉2 〈e f〉 〈f α〉 tβcd[β|Kcd|e〉
−
〈α c〉3 [βc] 〈β d〉
〈β c〉2 〈c d〉2 〈d e〉 〈e f〉 〈f α〉
]
. (A3)
The first line of eq. (A3) has the 〈α β〉−1 factor. This can be rewritten using
1
〈αβ〉 〈β c〉
=
[β α] [q|Kαβ|c〉 〈β q〉
sαβ 〈β c〉 〈β q〉 [q|Kαβ|c〉
=
[β α] ([q|Kαβ|q〉 〈β c〉+ [q|Kαβ|β〉 〈c q〉)
sαβ 〈β c〉 〈β q〉 [q|Kαβ|c〉
=
1
〈α q〉 〈β q〉2
(
〈q|αβ|q〉[q|Kαβ|q〉
sαβ [q|Kαβ|c〉
+
〈q β〉 〈q c〉 [q|α|q〉
〈β c〉 [q|Kαβ|c〉
)
(A4)
which is an algebraic identity for any q, but we specifically identify q with the axial gauge
reference momenta. Applying the formula to (A3):
A
(1)
6 (α
−, β+, c+, d+, e+, f+) =
i
3
[
〈q|αβ|q〉[q|Kαβ|q〉
sαβ [q|Kαβ|c〉 〈α q〉 〈β q〉
2 〈d e〉2
(
[fc]3 〈c α〉3
tαβc[f |Kαβ|c〉
+
〈α e〉3 [ef ] 〈d f〉
〈c d〉 〈e f〉2
−
〈α d〉3 〈c e〉 [dc] 〈c α〉
〈c d〉2 〈e f〉 〈f α〉
)
+
〈c q〉 [q|α|q〉
〈β c〉 [q|Kαβ|c〉 〈α q〉 〈β q〉 〈d e〉
2
(
[fc]3 〈c α〉3
tαβc[f |Kαβ|c〉
+
〈α e〉3 [ef ] 〈d f〉
〈c d〉 〈e f〉2
−
〈α d〉3 〈c e〉 [dc] 〈c α〉
〈c d〉2 〈e f〉 〈f α〉
)
+
1
〈β c〉 〈d e〉2
(
3[βf ][f |c|α〉2
tαβc[f |Kαβ|c〉
−
〈α d〉3 〈c e〉 [βd]
〈c d〉2 〈e f〉 〈f α〉
)
+
[βf ]3
[αβ][fα]tcde
(
[βc][cd]
〈d e〉 [β|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |Kαβ|c〉
+
[ce]
〈c d〉 〈d e〉
)
+
[β|Kcd|α〉
3
〈c d〉2 〈e f〉 〈f α〉 tβcd[β|Kcd|e〉
−
〈α c〉3 [βc] 〈β d〉
〈β c〉2 〈c d〉2 〈d e〉 〈e f〉 〈f α〉
+O(〈αβ〉)
]
. (A5)
The prefactor in the first line of (A5) encodes the three-point vertex in diagram 4a and the
five-point single minus amplitude on the right can be reconstructed using
[β|Kαβ|X〉
[β|Kαβ |Y 〉
=
[q|Kαβ|X〉
[q|Kαβ|Y 〉
+ sαβ
〈Y X〉 [βq]
[β|Kαβ|Y 〉[q|Kαβ|Y 〉
+O(s2αβ) , (A6)
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applied to the remainder of the first line:
1
〈α q〉
(
[fc]3 〈c α〉3
tαβc[f |Kαβ|c〉
+
〈α e〉3 [ef ] 〈d f〉
〈c d〉 〈e f〉2
−
〈α d〉3 〈c e〉 [dc] 〈c α〉
〈c d〉2 〈e f〉 〈f α〉
)
= 〈α q〉2
(
−
[fc]3
tαβc[f |Kαβ|c〉
[β|Kαβ|c〉
3
[β|Kαβ|q〉3
+
[ef ] 〈d f〉
〈c d〉 〈e f〉2
[β|Kαβ|e〉
3
[β|Kαβ|q〉3
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[β|Kαβ|d〉
3
[β|Kαβ|q〉3
[β|Kαβ|c〉
[β|Kαβ|f〉
)
= 〈α q〉2
(
−
[fc]3
tαβc[f |Kαβ|c〉
[q|Kαβ|c〉
3
[q|Kαβ |q〉3
+
[ef ] 〈d f〉
〈c d〉 〈e f〉2
[q|Kαβ|e〉
3
[q|Kαβ|q〉3
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[q|Kαβ|d〉
3
[q|Kαβ|q〉3
[q|Kαβ|c〉
[q|Kαβ|f〉
)
+
3sαβ 〈α q〉
2 [βq]
[q|Kαβ|q〉
(
−
[fc]3 〈q c〉
tαβc[f |Kαβ|c〉[β|Kαβ|q〉
[β|Kαβ|c〉
2
[β|Kαβ|q〉2
+
[ef ] 〈d f〉 〈q e〉
〈c d〉 〈e f〉2 [β|Kαβ|q〉
[β|Kαβ|e〉
2
[β|Kαβ|q〉2
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[β|Kαβ|d〉
2
[β|Kαβ|f〉[β|Kαβ|q〉2
(
〈q d〉 [β|Kαβ|c〉+
〈f c〉 [q|Kαβ|q〉[β|Kαβ|d〉
3[q|Kαβ|f〉
))
+O(s2αβ)
(A7)
and so we obtain
τd.p6 =
i
3
〈q|αβ|q〉[q|Kαβ|q〉
sαβ[q|Kαβ|c〉 〈d e〉
2
〈α q〉2
〈β q〉2
(
−
[fc]3
tαβc[f |Kαβ|c〉
[q|Kαβ|c〉
3
[q|Kαβ|q〉3
+
[ef ] 〈d f〉
〈c d〉 〈e f〉2
[q|Kαβ|e〉
3
[q|Kαβ|q〉3
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[q|Kαβ|d〉
3
[q|Kαβ|q〉3
[q|Kαβ|c〉
[q|Kαβ|f〉
)
. (A8)
When K2αβ → 0 this reduces to
7
τd.p6 =
〈α q〉2
〈β q〉2
〈q|αβ|q〉
〈k q〉2
×
1
sαβ
× A
(1)
5 (k
−, c+, d+, e+, f+) (A9)
which exactly reproduces the first factorisation in fig. 4 if we allow α and β to be massive.
This term will generate the double pole after integration. The order s1αβ term in (A7) will
contribute to the subleading single pole in sab.
The fourth line in (A5) contains the [αβ]−1 factor. To extract the factorisation in fig. 4b
7 From here on k = Kαβ ; k
♭ is defined as in equation (6.1).
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we use the following rearrangements:
1
[αβ]
(
[β X ]
[β Y ]
−
[
k♭X
]
[k♭ Y ]
)
=
1
[α β]
[
β k♭
]
[X Y ]
[β Y ] [k♭ Y ]
= −
1
[α β]
〈q|k|β] [X Y ]
[β Y ] 〈q|k|Y ]
= −
〈q α〉 [X Y ]
[β Y ] 〈q|k|Y ]
,
(A10)
[βf ]3
[αβ][fα]
=
[βf ]3
[αβ][fα]
[α q]
[α q]
=
[βf ]2
[αβ][fα] [α q]
[α q] [βf ] =
[βf ]2[qf ]
[fα] [α q]
−
[βf ]2[βq]
[αβ] [α q]
, (A11)
and
[βf ]2 [β q] 〈β α〉
[α q]
= −
〈αk♭〉 [β q]2
[α q] [k♭ q]
[
f k♭
]2
+ sαβ
[f |q|α〉
[q|k|q〉
(
[fβ] [β q]
[
k♭ q
]
+ [β q]2
[
f k♭
])
[α q] [k♭ q]
.
(A12)
Applying (A10) to the fourth line in (A5):
[βf ]3
[αβ][fα]tcde
(
[βc][cd]
〈d e〉 [β|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
=
[βf ]3
[αβ][fα]tcde
(
[k♭c][cd]
〈d e〉 [k♭|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
+
〈q α〉 [βf ]3[cd][c|Kcd|e〉
[fα][β|Kcd|e〉〈e|Kcdk|q〉 〈d e〉 tcde
(A13)
Applying (A11) and (A12) to the pre-factor:
[βf ]3
[αβ][fα]
=
[βf ]2[qf ]
[fα] [α q]
+
〈αk♭〉 [β q]2
sαβ [α q] [k♭ q]
[
f k♭
]2
−
[f |q|α〉
[q|k|q〉
(
[fβ] [β q]
[
k♭ q
]
+ [β q]2
[
f k♭
])
[α q] [k♭ q]
,
(A14)
we obtain
τ s.b6 = −
i
3
〈α q〉2
〈β q〉2
[q|β|q〉2
[q|α|q〉2
[q|αβ|q]
sαβ [k♭ q]
2
[
f k♭
]2
tcde
(
[k♭c][cd]
〈d e〉 [k♭|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
.
(A15)
When K2αβ → 0 this reduces to
τ s.b6 = −
[β q]2
[α q]2
[q|αβ|q]
[k q]2
×
1
sαβ
×A
(1)
5 (k
+, c+, d+, e+, f+) (A16)
which exactly reproduces the factorisation in fig. 4b if we allow α and β to be massive.
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The remaining terms we gather into τn.f6 . Explicitly,
τn.f6 =
i
3
[
〈c q〉 [q|α|q〉
〈β c〉 [q|k|c〉 〈α q〉 〈β q〉 〈d e〉2
(
[fc]3 〈c α〉3
tαβc[f |k|c〉
+
〈α e〉3 [ef ] 〈d f〉
〈c d〉 〈e f〉2
−
〈α d〉3 〈c e〉 [dc] 〈c α〉
〈c d〉2 〈e f〉 〈f α〉
)
+
〈α q〉2
〈β q〉2
3〈q|αβ|q〉[βq]
[β|k|q〉[q|k|c〉 〈d e〉2
(
−
[fc]3 〈q c〉
tαβc[f |k|c〉
[β|k|c〉2
[β|k|q〉2
+
[ef ] 〈d f〉 〈q e〉
〈c d〉 〈e f〉2
[β|k|e〉2
[β|k|q〉2
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[β|Kαβ|d〉
2
[β|Kαβ|f〉[β|Kαβ|q〉2
(
〈q d〉 [β|Kαβ|c〉+
〈f c〉 [q|Kαβ|q〉[β|Kαβ|d〉
3[q|Kαβ|f〉
))
+
1
〈β c〉 〈d e〉2
(
3[βf ][f |c|α〉2
tαβc[f |k|c〉
−
〈α d〉3 〈c e〉 [βd]
〈c d〉2 〈e f〉 〈f α〉
)
+
[β|Kcd|α〉
3
〈c d〉2 〈e f〉 〈f α〉 tβcd[β|Kcd|e〉
−
〈α c〉3 [βc] 〈β d〉
〈β c〉2 〈c d〉2 〈d e〉 〈e f〉 〈f α〉
+
[βf ]2[qf ]
[fα] [α q]
1
tcde
(
[k♭c][cd]
〈d e〉 [k♭|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
−
[f |q|α〉
[q|k|q〉
(
[fβ] [β q]
[
k♭ q
]
+ [β q]2
[
f k♭
])
[α q] [k♭ q] tcde
(
[k♭c][cd]
〈d e〉 [k♭|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
+
〈q α〉 [βf ]3[cd][c|Kcd|e〉
[fα][β|Kcd|e〉〈e|Kcdk|q〉 〈d e〉 tcde
]
. (A17)
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Applying (A6) and α + β = k and applying some minor rearrangements gives
τn.f6 =
i
3
〈α q〉2
〈β q〉2
[
[q|α|q〉
〈c q〉
[q|k|c〉2[q|k|q〉2 〈d e〉2
(
−
[fc]3[q|k|c〉3
tαβc[f |k|c〉
+
[ef ] 〈d f〉 [q|k|e〉3
〈c d〉 〈e f〉2
−
〈c e〉 [dc][q|k|d〉3[q|k|c〉
〈c d〉2 〈e f〉 [q|k|f〉
)
− [c|β|d〉
[q|k|c〉
〈c d〉2 〈d e〉 〈e f〉 [q|k|f〉
−3[q|β|q〉
1
[q|k|c〉 〈d e〉2
(
−
[fc]3 〈q c〉
tαβc[f |k|c〉
[q|k|c〉2
[q|k|q〉2
+
[ef ] 〈d f〉 〈q e〉
〈c d〉 〈e f〉2
[q|k|e〉2
[q|k|q〉2
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[q|Kαβ|d〉
2
[q|Kαβ|f〉[q|Kαβ|q〉2
(
〈q d〉 [q|Kαβ|c〉+
〈f c〉 [q|Kαβ|q〉[q|Kαβ|d〉
3[q|Kαβ|f〉
))
−3[f |β|q〉
[fc]2[q|k|c〉
〈d e〉2 tαβc[f |k|c〉[q|k|q〉
− [d|β|q〉
[q|k|d〉3 〈c e〉
〈c d〉2 〈d e〉2 〈e f〉 [q|k|c〉[q|k|f〉[q|k|q〉
+
(
[q|β|q〉2
[q|α|q〉
[f |k|q〉
[q|k|q〉2
+
[f |β|q〉[q|β|q〉
[q|k|q〉[q|α|q〉
+
[f |β|q〉2
[f |α|q〉[q|α|q〉
)
×
[fq]
tcde
(
[k♭c][cd]
〈d e〉 [k♭|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
−
[β|Kcd|α〉
3 〈β q〉3
〈f α〉 tβcd〈q|βKcd|e〉 〈α q〉
2
1
〈c d〉2 〈e f〉
−
[f |β|q〉3
[f |α|q〉〈q|βKcd|e〉
[cd][c|Kcd|e〉
〈e|Kcdk|q〉 〈d e〉 tcde
]
.
(A18)
Some of the terms can be further expanded to aid integration:
[c|β|d〉 = −[c|α|d〉+ [c|k|d〉 = −
〈d α〉
〈q α〉
[c|α|q〉+ [c|k|d〉
[q|β|q〉2
[q|α|q〉
= [q|α|q〉 − 2[q|k|q〉+
[q|k|q〉2
[q|α|q〉
[f |β|q〉[q|β|q〉
[q|α|q〉
= −[f |β|q〉 −
[f |α|q〉[q|k|q〉
[q|α|q〉
+
[f |k|q〉[q|k|q〉
[q|α|q〉
[f |β|q〉2
[f |α|q〉[q|α|q〉
=
[f |α|q〉
[q|α|q〉
− 2
[f |k|q〉
[q|α|q〉
+
[f |k|q〉2
[f |α|q〉[q|α|q〉
[f |β|q〉3
[f |α|q〉〈q|βKcd|e〉
= −
[f |α|q〉2
〈q|βKcd|e〉
+ 3
[f |α|q〉[f |k|q〉
〈q|βKcd|e〉
− 3
[f |k|q〉2
〈q|βKcd|e〉
+
[f |k|q〉3
[f |α|q〉〈q|βKcd|e〉
(A19)
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The term with the t−1βcd factor is the most difficult to deal with:
[β|Kcd|α〉
3 〈β q〉3
〈f α〉 tβcd〈q|βKcd|e〉 〈α q〉
2 =
[β|Kcd|β〉
3 〈α q〉
〈f α〉 tβcd〈q|βKcd|e〉
+O(〈α β〉)
= −
(tβcd − scd)
3
tβcd〈q|βKcd|e〉
[q|k|q〉
[q|k|f〉
+O(〈αβ〉)
= −
[q|k|q〉
[q|k|f〉
(
[β|Kcd|β〉
2
〈q|βKcd|e〉
−
[β|Kcd|β〉scd
〈q|βKcd|e〉
+
s2cd
〈q|βKcd|e〉
−
s3cd
tβcd〈q|βKcd|e〉
)
+O(〈αβ〉)
(A20)
and
[β|Kcd|β〉 = [c|β|c〉+ [d|β|d〉 = −[c|α|c〉 − [d|α|d〉+ ([c|k|c〉+ [d|k|d〉)
=
〈α|Kcdα|q〉
〈q α〉
+ ([c|k|c〉+ [d|k|d〉) . (A21)
This yields the final form for τn.f6 . Thus the full amplitude can be written as
A
(1)
6 (α
−, β+, c+, d+, e+, f+) = τd.p6 + τ
s.b
6 + τ
n.f
6 +O(〈α β〉) (A22)
where
τd.p6 =
i
3
〈q|αβ|q〉[q|Kαβ|q〉
sαβ[q|Kαβ|c〉 〈d e〉
2
〈α q〉2
〈β q〉2
(
−
[fc]3
tαβc[f |Kαβ|c〉
[q|Kαβ|c〉
3
[q|Kαβ|q〉3
+
[ef ] 〈d f〉
〈c d〉 〈e f〉2
[q|Kαβ|e〉
3
[q|Kαβ|q〉3
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[q|Kαβ|d〉
3
[q|Kαβ|q〉3
[q|Kαβ|c〉
[q|Kαβ|f〉
)
,
τ s.b6 = −
i
3
[q|β|q〉2
[q|α|q〉2
[q|αβ|q]
[q|Kαβ|q〉2
1
sαβ
[f |Kαβ|q〉
2
tcde
(
〈q|Kαβ|c][cd]
〈d e〉 〈q|KαβKcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
(A23)
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and
τn.f6 =
i
3
〈α q〉2
〈β q〉2
[
[q|α|q〉
〈c q〉
[q|k|c〉2[q|k|q〉2 〈d e〉2
(
−
[fc]3[q|k|c〉3
tαβc[f |k|c〉
+
[ef ] 〈d f〉 [q|k|e〉3
〈c d〉 〈e f〉2
−
〈c e〉 [dc][q|k|d〉3[q|k|c〉
〈c d〉2 〈e f〉 [q|k|f〉
)
+
(
〈d α〉
〈q α〉
[c|α|q〉 − [c|k|d〉
)
[q|k|c〉
〈c d〉2 〈d e〉 〈e f〉 [q|k|f〉
−3[q|β|q〉
1
[q|k|c〉 〈d e〉2
(
−
[fc]3 〈q c〉
tαβc[f |k|c〉
[q|k|c〉2
[q|k|q〉2
+
[ef ] 〈d f〉 〈q e〉
〈c d〉 〈e f〉2
[q|k|e〉2
[q|k|q〉2
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[q|k|d〉2
[q|k|f〉[q|k|q〉2
(
〈q d〉 [q|k|c〉+
〈f c〉 [q|k|q〉[q|k|d〉
3[q|k|f〉
))
−3[f |β|q〉
[fc]2[q|k|c〉
〈d e〉2 tαβc[f |k|c〉[q|k|q〉
− [d|β|q〉
[q|k|d〉3 〈c e〉
〈c d〉2 〈d e〉2 〈e f〉 [q|k|c〉[q|k|f〉[q|k|q〉
+
(
[f |k|q〉
[q|k|q〉2
(
[q|α|q〉 − 2[q|k|q〉+
[q|k|q〉2
[q|α|q〉
)
+
[f |α|q〉
[q|α|q〉
− 2
[f |k|q〉
[q|α|q〉
+
[f |k|q〉2
[f |α|q〉[q|α|q〉
+
1
[q|k|q〉
(
− [f |β|q〉 −
[f |α|q〉[q|k|q〉
[q|α|q〉
+
[f |k|q〉[q|k|q〉
[q|α|q〉
))
×
[fq]
tcde
(
[k♭c][cd]
〈d e〉 [k♭|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
+
[q|k|q〉
[q|k|f〉
1
〈c d〉2 〈e f〉
(
(〈α|Kcdα|q〉+ 〈q α〉 ([c|k|c〉+ [d|k|d〉))
2
〈q α〉2 〈q|βKcd|e〉
+
s2cd
tβcd〈q|βKcd|e〉
−
s3cd
tβcd〈q|βKcd|e〉
−
(〈α|Kcdα|q〉+ 〈q α〉 ([c|k|c〉+ [d|k|d〉))scd
〈q α〉 〈q|βKcd|e〉
)
−
[cd][c|Kcd|e〉
〈e|Kcdk|q〉 〈d e〉 tcde
×
(
−
[f |α|q〉2
〈q|βKcd|e〉
+ 3
[f |α|q〉[f |k|q〉
〈q|βKcd|e〉
− 3
[f |k|q〉2
〈q|βKcd|e〉
+
[f |k|q〉3
[f |α|q〉〈q|βKcd|e〉
)]
,
(A24)
where the expansions (A19), (A20) and (A21) have been applied to (A18) to produce the
final form of τn.f.6 . Using this form we take α and β off-shell. The τ
d.p
6 and τ
s.b
6 terms then
exactly reproduce the two contributions in fig. 4, while τn.f6 is finite as sαβ −→ 0. The first
two terms then ensure that condition I is satisfied and all three reproduce the amplitude in
the on-shell limit up to terms of order 〈α β〉.
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Appendix B: Integrations
In order to determine the contribution from the diagram shown in fig. 3 we need to
evaluate the integral in (6.3):
i
1
〈a q〉 〈b q〉
∫
dDℓ
ℓ2α2β2
[a|ℓ|q〉[b|ℓ|q〉
〈β q〉2
〈α q〉2
τ6 . (B1)
Feynman parametrisation is carried out in the usual way:
1
ℓ2α2β2
= Γ(3)
∫ 1
0
∫ 1−x2
0
dx1dx2
1
(ℓ2 + 2ℓ · (x1a− x2b))3
= Γ(3)
∫ 1
0
∫ 1−x2
0
dx1dx2
1
((ℓ+ x1a− x2b)2 + x1x2sab)3
; (B2)
where upon the shift ℓ→ ℓ−x1a+x2b the denominator becomes symmetric. The numerators
of Id.p. and In.f. contain loop momenta contracted solely with λq, thus all quadratic and
higher tensor reductions vanish.
The Id.p. piece
Extracting the loop momentum dependent terms from Id.p. we have∫
dDℓ
ℓ2α2β2
[a|ℓ|q〉[b|ℓ|q〉〈q|αβ|q〉
= Γ(3)
∫ 1
0
∫ 1−x2
0
dx1dx2
∫
dDℓ
((ℓ+ x1a− x2b)2 + x1x2sab)3
[a|ℓ|q〉[b|ℓ|q〉〈q|(ℓ+ a)k|q〉
= Γ(3)
∫ 1
0
∫ 1−x2
0
dx1dx2
∫
dDℓ
(ℓ2 + x1x2sab)3
x1x2[a|b|q〉[b|a|q〉〈q|(x2b+ (1− x1)a)k|q〉
= Γ(3)
−2π
D
2 i
Γ(D
2
)
∫ 1
0
∫ 1−x2
0
dx1dx2[a|b|q〉[b|a|q〉〈q|ab|q〉x1x2(1− x1 − x2)
∫ ∞
0
ℓD−1E dℓE
(ℓ2E − x1x2sab)
3
.
(B3)
The integral
∫ ∞
0
ℓD−1E dℓE
(ℓ2E +∆)
3
=
1
2
∫ ∞
0
(ℓ2E)
D
2
−1dℓ2E
(ℓ2E +∆)
3
=
1
2
1
∆3
∫ ∞
0
(ℓ2E)
D
2
−1dℓ2E
(ℓ2E +∆)
3
=
∆
D
2
−3
2
Γ(3− D
2
)Γ(D
2
)
Γ(3)
. (B4)
So ∫
dDℓ
ℓ2α2β2
[a|ℓ|q〉[b|ℓ|q〉〈q|αβ|q〉 =− iπ
D
2 Γ(3−
D
2
)
[ab]3 〈a q〉2 〈b q〉2
s
3−D
2
ab∫ 1
0
∫ 1−x2
0
dx1dx2[(1− x1 − x2)(−x1x2)
D
2
−2] (B5)
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and ∫ 1
0
∫ 1−x2
0
dx1dx2[(1− x1 − x2)(−x1x2)
D
2
−2] =
∫ 1
0
dx1x
D
2
−1
1 (1− x1)
D
2 (−
1
D
2
− 1
+
2
D
)
=
Γ(D
2
− 1)Γ(D
2
+ 1)
Γ(D)
−4
D(D − 2)
=
Γ(1− ǫ)Γ(3− ǫ)
Γ(4− 2ǫ)
−1
(2− ǫ)(1 − ǫ)
=
Γ(1− ǫ)2
Γ(4− 2ǫ)
(−1) ; (B6)
so that we can simply write∫
dΛαβab
[
〈q|αβ|q〉
]
= −
1
6
[ab]
〈a b〉
〈q|ab|q〉+O(ǫ) . (B7)
The In.f. piece
Another algebraic step is needed before integration can easily be carried out on τn.f.6 :
〈X α〉
〈Y α〉
=
〈X a〉
〈Y a〉
+O(〈aα〉) , (B8)
implies that
(〈α|Kcdα|q〉+ 〈q α〉 ([c|k|c〉+ [d|k|d〉))
〈q α〉 〈q|βKcd|e〉
=
(〈a|Kcdℓ|q〉+ 〈q a〉 ([c|b|c〉+ [d|b|d〉))
〈q a〉 〈q|βKcd|e〉
+O(〈aα〉).
(B9)
After this step, the relevant triangle integrals are∫
dΛαβab
[
1
]
= −
1
2
[ab]
〈a b〉
+O(ǫ) ,∫
dΛαβab
[
[X|α|q〉
]
= −
1
6
[ab]
〈a b〉
[X|b+ 2a|q〉+O(ǫ) ,∫
dΛαβab
[
[X|β|q〉
]
= −
1
6
[ab]
〈a b〉
[X|2b+ a|q〉+O(ǫ) . (B10)
Integrals with extra propagators involve a little bit more subtlety.
Setting Kχ = λqλ¯Y , some terms in (A24) have factors which can be promoted to full
propagators:
1
[Y |β|q〉
=
1
(β +Kχ)2
+O(β2) . (B11)
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The numerator can be re-written using
[a|ℓ|q〉[b|ℓ|q〉 =
(α2 − ℓ2)〈q|bℓ|q〉+ (β2 − ℓ2)〈q|aℓ|q〉+ ℓ2〈q|ba|q〉
〈a b〉
=
β2〈q|aℓ|q〉+ α2〈q|bℓ|q〉 − ℓ2〈q|(ℓ− b)Kab|q〉
〈a b〉
. (B12)
The pole has now been made manifest, thus the integral need not contribute a pole to
contribute to the residue. For each term in (B12) the α2, β2 and ℓ2 factors cancel with the
propagators in
∫
dΛ. For terms involving a single extra loop momentum dependent factor
in the denominator this yields a sum of triangle integrals. For the α2 term in (B12)
〈q|bℓ|q〉
ℓ2β2(β +Kχ)2
→
〈q|bℓ|q〉
((β − x2b+ x1χ)2 + x1x2[b|χ|b〉)3
→
〈q|b(x2b− x1χ)|q〉
(β2 + x1x2[b|χ|b〉)3
= 0 , (B13)
and for the ℓ2 term
〈q|(ℓ− b)Kab|q〉
α2β2(β +Kχ)2
→
〈q|(ℓ− b)Kab|q〉
((β − x2(b+ a) + x1χ)2 − x2sab + x1x2[χ|Kab|χ〉)3
−→ 0 . (B14)
Thus only the β2 term survives. For the cubic box
〈q|aℓ|q〉[X|ℓ|q〉
ℓ2α2(β +Kχ)2
→
〈q|aℓ|q〉[X|ℓ|q〉
((ℓ+ x2a− x1(b+ χ))2 + x1x2(sab + [a|χ|a〉)− (x1 − x21)[b|χ|b〉)
3
→
x1〈q|a(b+ χ)|q〉(−x2[X|a|q〉+ x1[X|b+ χ|q〉)
(ℓ2 + x1x2(sab + [a|χ|a〉)− (x1 − x
2
1)[b|χ|b〉)
3
=
x1〈q|ab|q〉(−x2[X|a|q〉+ x1[X|b|q〉)
(ℓ2 + x1x2[a|χ|a〉 − (x1 − x21)[b|χ|b〉)
3
+O(sab) ; (B15)
so in this case
∆ = −x1x2([a|χ|a〉) + (x1 − x
2
1)[b|χ|b〉 . (B16)
Carrying out the integration:
∫
dΛαβab
[
[X|ℓ|q〉
(β +Kχ)2
]∣∣∣∣∣
Q
=
1
2
[ab]
〈a b〉
[X|a|q〉
[a|χ|a〉
. (B17)
Quadratic boxes and quadratic or cubic pentagons lead to nothing but transcendental func-
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tions: ∫
dΛαβab
[
1
(α +X)2
]∣∣∣∣∣
Q
= 0 ,
∫
dΛαβab
[
1
(α +X)2(β + Y )2
]∣∣∣∣∣
Q
= 0 ,
∫
dΛαβab
[
[W |ℓ|Z〉
(α +X)2(β + Y )2
]∣∣∣∣∣
Q
= 0 . (B18)
The only other type of term in (A24) is
∫
dΛαβab
[
[X|ℓ|q〉2
(β +Kχ)2
]∣∣∣∣∣
Q
= −
1
6
[a b]
〈a b〉
[X|a|q〉
[a|χ|a〉
(
[X|a|q〉
(
1− 2
[b|χ|b〉
[a|χ|a〉
)
− 2[X|b|q〉
)
.
(B19)
26
The integrated non factorising contribution is thus (with k = Kab)
Iα−β+n.f. = −
i
6
[a b]
〈a b〉
[
1
3
[q|b+ 2a|q〉
〈c q〉
[q|k|c〉2[q|k|q〉2 〈d e〉2
×
(
−
[fc]3[q|k|c〉3
tabc[f |k|c〉
+
[ef ] 〈d f〉 [q|k|e〉3
〈c d〉 〈e f〉2
−
〈c e〉 [dc][q|k|d〉3[q|k|c〉
〈c d〉2 〈e f〉 [q|k|f〉
)
+
(
1
3
〈d a〉
〈q a〉
[c|b+ 2a|q〉 − [c|k|d〉
)
[q|k|c〉
〈c d〉2 〈d e〉 〈e f〉 [q|k|f〉
−[q|2b+ a|q〉
1
[q|k|c〉 〈d e〉2
×(
−
[fc]3 〈q c〉
tαβc[f |k|c〉
[q|k|c〉2
[q|k|q〉2
+
[ef ] 〈d f〉 〈q e〉
〈c d〉 〈e f〉2
[q|k|e〉2
[q|k|q〉2
−
〈c e〉 [dc]
〈c d〉2 〈e f〉
[q|k|d〉2
[q|k|f〉[q|k|q〉2
(
〈q d〉 [q|k|c〉+
〈f c〉 [q|k|q〉[q|k|d〉
3[q|k|f〉
))
−[f |2b+ a|q〉
[fc]2[q|k|c〉
〈d e〉2 tabc[f |k|c〉[q|k|q〉
−
1
3
[d|2b+ a|q〉
[q|k|d〉3 〈c e〉
〈c d〉2 〈d e〉2 〈e f〉 [q|k|c〉[q|k|f〉[q|k|q〉
+
(
[f |k|q〉
[q|k|q〉2
(
1
3
[q|b+ 2a|q〉 − 2[q|k|q〉
)
−
1
3
[f |2b+ a|q〉
[q|k|q〉
)
×
[fq]
tcde
(
〈q|k|c][cd]
〈d e〉 〈q|k|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)
+
[q|k|q〉
[q|k|f〉
1
〈c d〉2 〈e f〉
(
1
3
1
〈q a〉2
〈a|Kcda|q〉
〈q|aKcd|e〉
(
〈a|Kcda|q〉
(
1− 2
〈q|bKcd|e〉
〈q|aKcd|e〉
)
− 2〈a|Kcdb|q〉
)
−
〈a|Kcda|q〉
〈q|aKcd|e〉
(
2([c|b|c〉+ [d|b|d〉)− scd
〈q a〉
))
+
[cd][c|Kcd|e〉
〈e|Kcdk|q〉 〈d e〉 tcde
×(
1
3
[f |a|q〉
〈q|aKcd|e〉
(
[f |a|q〉
(
1− 2
〈q|bKcd|e〉
〈q|aKcd|e〉
)
−2[f |b|q〉
)
−(2[f |a|q〉−3[f |k|q〉)
[f |a|q〉
〈q|aKcd|e〉
))]
.
(B20)
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The Is.b. piece
Finally, for the square bracket term:
Iα−β+s.b. =
∫
dΛαβab
[
−
i
3
[q|β|q〉2
[q|α|q〉2
[q|αβ|q]
sαβ [k♭ q]
2
[
f k♭
]2
tcde
(
[k♭c][cd]
〈d e〉 [k♭|Kcd|e〉
−
[de][ef ]
〈c d〉 [f |k|c〉
+
[ce]
〈c d〉 〈d e〉
)]
=
∫
dΛαβab
[
−
〈α q〉2
〈β q〉2
[q|β|q〉2
[q|α|q〉2
[q|αβ|q]
[k♭ q]
2
1
sab
A1-loop5 (k
♭+, c+, d+, e+, f+)
]
. (B21)
In this form this term can be summed with the other internal helicity configuration to give:
Is.b. = I
α−β+
s.b. + I
α+β−
s.b. =
∫
dΛαβab
[
−
(
[q|β|q〉2
[q|α|q〉2
+
[q|α|q〉2
[q|β|q〉2
)
[q|αβ|q]
[k♭ q]
2
1
sab
A1-loop5 (k
♭+, c+, d+, e+, f+)
]
.
(B22)
Using
[q|β|q〉2
[q|α|q〉2
= 1− 2
[q|k|q〉
[q|α|q〉
+
[q|k|q〉2
[q|α|q〉2
[q|α|q〉2
[q|β|q〉2
= 1− 2
[q|k|q〉
[q|β|q〉
+
[q|k|q〉2
[q|β|q〉2
, (B23)
as the final term in each case corresponds to a cubic pentagon and
[q|k|q〉
[q|α|q〉
+
[q|k|q〉
[q|β|q〉
=
[q|k|q〉2
[q|α|q〉[q|β|q〉
(B24)
also leads to a cubic pentagon only the first term contributes:
Is.b. =
∫
dΛαβab
[
− 2
[q|αβ|q]
[k♭ q]
2
1
sab
A1-loop5 (k
♭+, c+, d+, e+, f+)
]
+ transcendental functions .
(B25)
There is the obvious problem that quadratic terms in the numerator will be present, as the
loop momenta are not adjacent to a λq:
[a|ℓ|q〉[b|ℓ|q〉[q|αβ|q]→ [a|ℓ+ x2b|q〉[b|ℓ− x1a|q〉[q|(ℓ+ (1− x1)a + x2b)K|q]
→
ℓ2
4
(([aq] + [bq])[q|K|q〉+ x1x2[ab]
2 〈a q〉 〈b q〉)(1− x1 − x2)[q|ab|q] .
(B26)
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The logarithmically divergent integral is captured by the cut-constructible piece and thus
dropped. The remaining rational integral leads to
Is.b.
∣∣∣∣∣
Q
=
1
3
1
〈a b〉
[qa][qb]
[k♭ q]
2 A
1-loop
5 (k
♭+, c+, d+, e+, f+) , (B27)
which corresponds to the rational part of the one-loop (+,+;−) splitting function [33].
Iα+β−d.p. and I
α+β−
n.f. can be obtained from I
α−β+ using the reflection symmetry of the
current
Iα+β−(a, b, c, d, e, f ; q) = Iα−β+(b, a, f, e, d, c; q) . (B28)
The final expression:
I(a+, b+, c+, d+, e+, f+, g+; q) = Id.p. + Is.b. + In.f. (B29)
can then be divided by z and shifted to give the residues.
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