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ORBITALLY STABLE STANDING WAVES OF A MIXED DISPERSION NONLINEAR
SCHRO¨DINGER EQUATION
DENIS BONHEURE, JEAN-BAPTISTE CASTERAS, EDERSON MOREIRA DOS SANTOS,
AND ROBSON NASCIMENTO
Abstract. We study the mixed dispersion fourth order nonlinear Schro¨dinger equation
i∂tψ − γ∆
2ψ + β∆ψ + |ψ|2σψ = 0 in R× RN ,
where γ, σ > 0 and β ∈ R. We focus on standing wave solutions, namely solutions of the form ψ(x, t) =
eiαtu(x), for some α ∈ R. This ansatz yields the fourth-order elliptic equation
γ∆2u− β∆u+ αu = |u|2σu.
We consider two associated constrained minimization problems: one with a constraint on the L2-norm
and the other on the L2σ+2-norm. Under suitable conditions, we establish existence of minimizers and we
investigate their qualitative properties, namely their sign, symmetry and decay at infinity as well as their
uniqueness, nondegeneracy and orbital stability.
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1. Introduction
The canonical model for propagation of intense laser beams in a bulk 2d-medium with Kerr nonlinearity
is given by the cubic nonlinear Schro¨dinger equation
(1.1) i∂tψ +∆ψ + |ψ|2ψ = 0, ψ(0, x) = ψ0(x), (t, x) ∈ R× R2.
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This equation is a particular case of the Schro¨dinger equation in arbitrary dimension with a general pure
power nonlinearity
(1.2) i∂tψ +∆ψ + |ψ|2σψ = 0, ψ(0, x) = ψ0(x), (t, x) ∈ R× RN ,
where σ is a given positive real number. The equation (1.2) is one of the most studied PDE and its
importance in mathematical physics is a source of many interesting mathematical problems. It is well
known that global existence in time and stability of standing waves (in nonlinear optics, those are usually
called waveguides) of (1.2), i.e. solutions of the form ψ(t, x) = eiαtu(x) for some α ∈ R, depend on the sign
of σN−2. When σN < 2, all solutions to (1.2) exist globally in time and standing waves are orbitally stable
(see Definition 5.1), whereas if σN ≥ 2, then finite time blow-up may occur and the waveguide solutions
become unstable. We refer for instance to [48, 18, 47]. This means σN = 2 is critical and depending on the
point of view, one either says σ = 2/N is a critical exponent in dimension N or dimension 2/σ is critical
for the nonlinear Schro¨dinger equation (1.2). Observe that for N = 2 and N = 3, the Kerr nonlinearity is
respectively critical and supercritical.
In order to regularize and stabilize the solutions to (1.2), Karpman and later Karpman and Shagalov,
see [30] and the references therein, have proposed to add higher order dispersive terms in the model as
an alternative to stabilization by saturation of the nonlinearity, see for instance [34, 33]. Namely they
considered the equation
(1.3) i∂tψ − γ∆2ψ + β∆ψ + |ψ|2σψ = 0,
for some γ > 0 which is assumed to be small, and with β = 1. Thanks to this fourth order term, using a
combination of stability analysis and numerical simulations, they showed that when 0 < Nσ < 4 and (γ
is small enough if 2 ≤ Nσ < 4), waveguide solutions are stable and when Nσ > 4, they become unstable.
Their results highlight the existence of a second critical value Nσ = 4, which results from the presence of
the biharmonic term. We observe that the Kerr nonlinearity is now subcritical in dimension 2 and 3 in this
extended model. A phenomenological motivation for the introduction of the small fourth-order dissipation
term is given in [22]. In nonlinear optics, (1.1) is derived from the scalar nonlinear Helmhotz equation
through the so-called paraxial approximation [22]. The fact that solutions to (1.1) can blow-up at finite-
time suggests that some terms neglected in the paraxial approximation should prevent the blow-up. Since
a small biharmonic term arises as (part of) the nonparaxial correction to NLS, it is natural to consider this
term as small but nonzero and study its effect on the blow-up. The authors of [22] show how the new critical
threshold Nσ = 4 arises. By extending the approach of Weinstein [48], they prove that when σN < 4,
all solutions to (1.3) exist globally in time. On the other hand, they mention that existence of blowing-up
solutions for σN ≥ 4 is a difficult open problem (which has now been recently partially solved in [11]).
The extended model (1.3) has attracted less attention than its classical counterpart (1.2) though with
an increasing interest more recently. One should distinguish (1.3) often called mixed dispersion NLS, from
the biharmonic NLS or 4NLS
(1.4) i∂tψ − γ∆2ψ + |ψ|2σψ = 0,
which might behave quite differently. In (1.3), the driving dispersive term is the Laplacian when γ is small
while the biharmonic NLS corresponds to the limit case γ →∞ (after a rescaling in the variable x, as that
performed to relate (1.5) to (1.6)). Both models have been considered in [22] where various properties of
the equations are described, relying in part on numerical results. We refer to the works of Ben-Artzi, Koch
and Saut [4] and Pausader [40, 41, 42] for well-posedness and scattering, see also [37, 43, 44, 26] and to the
recent work of Boulenger and Lenzmann [11] and the references therein concerning finite-time blow-up. We
also mention that the one-dimensional stationary mixed dispersion NLS arises in the theory of water waves
[13, 14].
In this paper, we focus on standing wave solutions to (1.3). The ansatz ψ(t, x) = eiαtu(x) yields the
fourth-order semilinear elliptic equation
(1.5) γ∆2u− β∆u + αu = |u|2σu in RN .
Setting v(x) = u(γ
1
4x) with θ = β√γ , we see that v solves
(1.6) ∆2v − θ∆v + αv = |v|2σv in RN .
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Observe that the effect of this change of variables on the L2-norm is given by ‖v‖2L2 = γ−
N
4 ‖u‖2L2. This
relation will be relevant in subsequent discussions.
We deal simultaneously with one or the other of those equations (1.5) and (1.6) except in Section 4,
where we investigate the case when γ → 0 which models the effect of a small fourth order dispersion (or the
effect of a large second order dispersion as seen by scaling). More precisely, we consider two constrained
minimization problems which naturally arise as for (1.2). Namely, since the L2-norm is conserved along
the flow for (1.3), it is natural to look first for standing waves having a prescribed L2-norm. Such solutions
were built by Cazenave and Lions [18] for (1.2). Their construction consists in minimizing the functional
E0 : H
1(RN )→ R defined by
(1.7) E0(u) =
1
2
∫
RN
|∇u|2 dx− 1
2σ + 2
∫
RN
|u|2σ+2 dx
under the constraint ‖u‖2L2 = µ. If 0 < Nσ < 2, E0 achieves its infimum and any associated minimizer
solves
(1.8) −∆u+ αu = |u|2σu in RN ,
with the Lagrange multiplier
(1.9) α =
1
µ
(∫
RN
|u|2σ+2 dx−
∫
RN
|∇u|2 dx
)
=
1
µ
(
(2− σN) + 2σ
2σ + 2
)∫
RN
|u|2σ+2dx,
where the last equality follows from the Derrick-Pohozahev identity [21, 45]. Moreover, Cazenave and Lions
[18, Theorem II.2] showed that those standing waves minimizing E0 are orbitally stable for (1.2) whereas
standing waves built for instance in [5, 6] are unstable for 2/N < σ < 2/(N − 2) as arbitrarily close initial
conditions lead to blowing up solutions, see [18, Remark II.2] .
For (1.3), we obtain the following counterpart. Define
(1.10) Iγ,β(µ) = inf
u∈Mµ
Eγ,β(u)
where
(1.11) Mµ = {u ∈ H2(RN ) :
∫
RN
|u|2 dx = µ}
and
(1.12) Eγ,β(u) =
γ
2
∫
RN
|∆u|2 dx+ β
2
∫
RN
|∇u|2 dx − 1
2σ + 2
∫
RN
|u|2σ+2 dx.
If Iγ,β(µ) is achieved, then any associated minimizer solves (1.5) with the Lagrange multiplier
α =
1
µ
(∫
RN
|u|2σ+2 dx− γ
∫
RN
|∆u|2 dx− β
∫
RN
|∇u|2 dx
)
=
1
µ
(
−2Eγ,β(u) + σ
σ + 1
∫
RN
|u|2σ+2 dx
)
.(1.13)
This implies α > 0 if Eγ,β(u) < 0. The next theorem is our main result concerning this minimization
problem.
Theorem 1.1. Assume γ > 0 and β ≥ 0. If 0 < σ < 2/N , then Iγ,β(µ) is achieved for every µ > 0. If
2/N ≤ σ < 4/N , then there exists a critical mass µc(γ, β, σ) such that
(i) Iγ,β(µ) is not achieved if µ < µc;
(ii) Iγ,β(µ) is achieved if µ > µc and σ = 2/N ;
(iii) Iγ,β(µ) is achieved if µ ≥ µc and σ 6= 2/N ;
(1.14) lim
γ→0
µc(γ, β, σ) = 0
and
(1.15) lim
β→0
µc(γ, β, σ) = µc(γ, 0, σ) = 0.
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If moreover 2σ ∈ N and Iγ,β(µ) is achieved, then there exists at least one radially symmetric minimizer.
Finally, if σ > 4/N , then Iγ,β(µ) = −∞ for every µ > 0.
To the best of our knowledge, this is the first result in the literature concerning the existence of standing
waves of (1.3) with a prescribed L2-mass. Observe that for (1.4), the result mirrors that for (1.2), since
µc(γ, 0, σ) = 0, whereas there is a critical mass for existence in the case of (1.3). This is due to a lack of
homogeneity when β > 0. Indeed, all the terms of the functional to be minimized scale differently. Such a
behaviour is present in other models like the Schro¨dinger-Poisson equation, see [17, 28]. One also notices
that for N = 2 and N = 3 (σ = 1), the Kerr nonlinearty which is the more relevant case in optics is
subcritical for both (1.4) and (1.3). Let us also emphisize that if σ > 4/N , then Iγ,β(µ) cannot be achieved
since Iγ,β(µ) = −∞ for every µ > 0. Existence results of solutions with prescribed mass when σ ≥ 4/N are
given in [7] by the first two authors in collaboration with Gou and Jeanjean.
We now turn to the second natural variational problem associated with (1.4) and (1.3). Indeed, if one
looks for time independent solutions, it is natural to ask whether there exists a stationary solution which
minimizes the action functional A : H2(RN )→ R defined by
(1.16) A(u) =
1
2
Jγ,β,α(u)− 1
2σ + 2
∫
RN
|u|2σ+2dx,
where Jγ,β,α is the quadratic form defined by
(1.17) Jγ,β,α(u) = γ
∫
RN
|∆u|2 dx+ β
∫
RN
|∇u|2 dx+ α
∫
RN
|u|2 dx
on H2(RN ). Observe that when α, γ > 0 and β > −2√γα, we have that Jγ,β,α is the square of a norm on
H2(RN ). A ground state is then a least energy critical point of A and therefore a stationary solution which
minimizes the action within the set of nontrivial (nonzero) solutions. It is standard to check that if
(1.18) m = inf
u∈M
Jγ,β,α(u),
where
(1.19) M = {u ∈ H2(RN ) :
∫
RN
|u|2σ+2dx = 1},
is achieved by some u ∈ M , then v = m 12σ u is a least energy critical point of A. The following result is
proved in [10].
Theorem 1.2 ([10, Theorem 1.1]). Assume α, γ, σ > 0, β > −2√γα and σ < 4/(N − 4) if N ≥ 5. Then
problem (1.18) has a ground state. If β ≥ 2√γα, then any ground state u is such that |u| is positive, radially
symmetric around some point and strictly radially decreasing.
Those qualitative properties of ground states are well-known for γ = 0. In addition, it is well-known [32]
that ψ(t, x) = exp(iαt)v(x) gives a standing wave solution to (1.2) which is a ground state if and only if
there exists x0 ∈ RN such that
α−
1
2σ v(α−
1
2x) = u(x+ x0),
where u is the unique, up to translation, positive H1-solution to
(1.20) −∆u+ u = |u|2σu in RN .
Obviously u is radially symmetric. From a phenomenological point of view, it is important to understand
if the standing waves of (1.3) differ qualitatively from this (essentially) unique standing wave of (1.2).
Moreover, the main concern of Karpman and Shagalov [30] or in the small nonparaxial correction in nonlinear
optics is to understand this when the fourth order dissipation coefficient γ is small. The effect of a small
fourth order perturbation on ground states has been considered in [10] when the problem is H1 subcritical
under some restriction on the dimension and the power nonlinearity. Here we complete this study for any
H1 subcritical power and any dimension and we extend it to minimizers with a prescribed mass. Before
stating our results, we recall that a solution u of (1.5) is nondegenerate in H2(RN ) if for any solution v of
the linearized equation
(1.21) γ∆2v − β∆v + αv = (2σ + 1)|u|2σv,
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there exists ξ ∈ RN such that v(x) = ξ ·∇u(x). In other words, the kernel of the linearized operator defined
by
(1.22) Lv = γ∆2v − β∆v + αv − (2σ + 1)|u|2σv
is
kerL = span{∂x1u, · · · , ∂xNu}.
Theorem 1.3. Assume 0 < σ < 2/N and β, µ > 0. Then there exists γ0 > 0 such that if 0 < γ < γ0, then
(1.10) is achieved by a unique minimizer (up to translations and multiplication by −1). This minimizer
is a nondegenerate solution to (1.5). Fixing its positive maximum at the origin, this solution is radially
symmetric and strictly radially decreasing.
As already mentioned, this theorem is more general than that of [10] for ground states (see also Theorem
4.6). Let us point out that these results allow us to show that solutions with prescribed mass obtained in
Theorem 1.1 are ground state solutions (for the frequency corresponding to the Lagrange multiplier) at least
when 0 < σ < 2/N and γ is small enough. This property holds probably without the smallness assumption
on γ but we have to leave it as a conjecture only.
Our last aim in this paper is to investigate the orbital stability of both minimizers with prescribed mass
and the ground states. Let us recall that, by [40, Corollary 4.1], global existence in time for the initial
value problem associated to (1.3) is granted provided that 0 < σ < 4/N if N > 4. As mentioned above, the
standing waves to (1.2) obtained through the L2-constrained minimization of the energy are automatically
orbitally stable [18, Theorem II.2] while this is not the case for the standing waves obtained as ground state
for 2/N < σ < 2/(N − 2) [18, Remark II.2]. The same holds true for (1.3). Following closely the arguments
of Natali and Pastor [38], we also prove that orbital stability holds for ground states u as soon as they are
nondegenerate and the following condition holds
(1.23) if v ∈ H2(RN ) is a solution to Lv = u, then
∫
RN
vu dx < 0,
where L is defined in (1.22). Let us point out that Albert [1] proved numerically that this condition holds
if β = 1, α = 4/25, N = 1 and σ = 1.
Theorem 1.4. Let 0 < σ < 4/N .
(1) The set {U ∈ H2(RN ) : U is a solution to (1.10)} is stable (see Definition 5.2).
(2) Suppose that u is a nondegenerate minimizer of (1.18) satisfying (1.23). Then the standing wave
ψ(t, x) = exp(iαt)u(x) is orbitally stable (see Definition 5.1).
It is shown in [3] that there exists a unique radial solution u to (1.5) when N = 1 provided β ≥ 2√γα.
Following closely the argument of [15], it is simple to prove that this solution is nondegenerate. As a
consequence, we obtain the orbital stability of the ground states in dimension 1 for any α, β and γ satisfying
β ≥ 2√γα provided that (1.23) holds. Let us also point out that depending on whether u is a minimizer for
(1.10) or u is a nondegenerate minimizer of (1.18), we are able to cover different situations. For instance,
consider the case N = 1. As already said, in this case, we know that ground states are orbitally stable
provided that β ≥ 2√γα. On the other hand, if u is a minimizer for (1.10), we know that u is a solution
to (1.5) with a Lagrange multiplier α defined as in (1.13). It is not clear that the Lagrange multipliers
corresponding to admissible masses (for existence of a minimizer) cover the whole range [0, β2/(4γ)].
Our manuscript is organized as follows. In Section 2, we consider the minimization problem (1.10).
Section 3 is dedicated to qualitative properties of minimizers for (1.10) and ground states. For instance,
we show that we can build positive standing waves with a prescribed mass and study when there exist
radial minimal standing waves. We also give an alternative proof to the radial symmetry of ground states,
when 0 < σ < 4/(N − 4) (if N ≥ 5) and β > 2√γα, using a purely variational argument. We then prove
the exponential decay of H2 solutions to (1.5). We conclude Section 3 by proving the nondegeneracy of
the unique solution to (1.5) when N = 1 and β ≥ 2√γα. In Section 4, we show the H2 convergence
of minimizers of (1.10) as γ → 0 to wµ(β− 12 (x + x0)) where wµ is the unique minimizer of E0 under
the constraint ‖wµ‖2L2 = µ with maxx∈RN wµ(x) = wµ(x0). This convergence ensures uniqueness (up to
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translations), nondegeneracy and radial symmetry provided γ is small enough. Finally, in Section 5, we
prove our results concerning orbital stability, namely Theorem 1.4.
To conlude, we would like to mention some questions that we left open. First, it would be interesting to
show that the solution obtained in Theorem 1.2 is unique and nondegenerate provided that β ≥ 2√γα as
it is suggested by Theorem 3.16 when N = 1. We also conjecture that the solutions obtained in Theorem
1.1 are radially symmetric.
Concerning stability, we believe that it should be possible to prove that (1.23) is satisfied by any minimizer
of (1.18) provided that σ < 4/N . Notice that when σ ≥ 4/N , the first two author, in collaboration with
Gou and Jeanjean proved the instability of ground-states by finite or infinite time blow-up, see [8].
2. Existence of standing waves with a prescribed mass
In this section we study the minimization problem (1.10). By scaling, we can assume either γ = 1 if
γ > 0 or β = 1 if β 6= 0. We assume γ > 0 and we fix β = 1. We briefly comment on the case β = 0 below
(see Remark 2.5).
We begin this section by recalling and proving some Gagliardo-Nirenberg interpolation inequalities.
Thanks to them, we are able to estimate the energy functional Eγ,1. In particular, we establish its strict
negativity when the mass µ is sufficiently large. When the energy is strictly negative, which is always the
case when 0 < σ < 2/N , using the results of [36], we prove the pre-compactness of sequences of minimizers
of (1.10), which leads to our existence results. When the energy is not strictly negative, we obtain non-
existence results provided the mass is strictly less than a certain threshold value. In the limit case and when
σ 6= 2/N , we are able to prove the non-vanishing of sequences of minimizers which leads to the existence
of a minimizer. The case σ = 2/N is left open. We conclude the section by showing that at least one
minimizer of (1.10) is radially symmetric whenever 2σ ∈ N.
2.1. Gagliardo-Nirenberg interpolation inequalities. We begin by recalling two well-knownGagliardo-
Nirenberg interpolation inequalities for functions u ∈ H2(RN ), namely
(2.1) ‖u‖2σ+2L2σ+2 ≤ BN (σ)‖∆u‖
σN
2
L2 ‖u‖
2+2σ−σN
2
L2 ,
where 0 ≤ σ, for N ≤ 4,0 ≤ σ ≤ 4
N − 4 , for N > 4,
and
(2.2) ‖u‖2σ+2L2σ+2 ≤ CN (σ)‖∇u‖σNL2 ‖u‖
2+σ(2−N)
L2 ,
where 0 ≤ σ, for N ≤ 2,0 ≤ σ ≤ 2
N − 2 , for N > 2.
See for instance [24, 25, 39]. The constants BN(σ) and CN (σ) depend on σ and N . Thanks to these
inequalities, we can prove a 2-parameters Gagliardo-Nirenberg interpolation type inequality involving the
L2-norms of u,∇u and ∆u.
Lemma 2.1. Assume σ > 0 and σ < 4/(N − 4) if N > 4. Let 0 < δ < σ < τ and assume τ < 4/(N − 4)
if N > 4 and δ < 2/(N − 2) if N > 2. Then, there exists C > 0 such that
(2.3)
∫
RN
|u|2σ+2 dx ≤ C
(∫
RN
u2 dx
)p(∫
RN
|∇u|2 dx
)q (∫
RN
|∆u|2 dx
)r
,
for all u ∈ H2(RN ), where p = 1− σ(N−4)+Nδ(1−λ)4 , q = δN2 (1 − λ), r = τN4 λ and λ = (σ − δ)/(τ − δ).
Moreover, we have C ≤ (BN (τ))λ(CN (δ))1−λ.
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Proof. We write σ = λτ + (1− λ)δ. Using Ho¨lder inequality, we have
(2.4)
∫
RN
|u|2σ+2dx ≤
(∫
RN
|u|2τ+2dx
)λ (∫
RN
|u|2δ+2dx
)1−λ
.
Then, the result follows by applying Gagliardo-Nirenberg inequalities (2.1) and (2.2) to the right-hand side
of (2.4). 
Corollary 2.2. Let 2/N < σ < 4/N . Then there exists a constant Cσ,N > 0 such that
(2.5)
∫
RN
|u|2σ+2 dx ≤ Cσ,N
(∫
RN
u2 dx
)σ (∫
RN
|∇u|2 dx
) 4−σN
2
(∫
RN
|∆u|2 dx
) σN
2
−1
,
for all u ∈ H2(RN ).
Proof. Since 2/N < σ < 4/N , we infer that 0 < 4−σNN <
2
N . Set
(2.6) τ =
2σN − 4
N + (σN − 4)δ−1
with 4−σNN < δ < σ and the extra condition δ <
2
N−2 if N ≥ 3 (recall that 4−σNN < 2N ). Then observe that
δ < σ implies τ > σ. So far, within the mentioned conditions, we have
0 < δ < σ < τ with δ <
2
N − 2 if N ≥ 3.
Next we will guarantee that it is possible to find δ and τ as above such that τ < 4N−4 if N ≥ 5. Indeed,
with N ≥ 5 we have 2N−2 < 4N and δ < 2N−2 implies τ < 4N−4 , with τ as in (2.6). Hence, with τ given by
(2.6), we have shown that it is possible to find
0 < δ < σ < τ with δ <
2
N − 2 if N ≥ 3 and τ <
4
N − 4 if N ≥ 5.
Finally, with τ given by (2.6), we may solve the system of equations
1− σ(N − 4) +Nδ(1− λ)
4
= σ,
δN
2
(1− λ) = 4− σN
2
,
τN
4
λ =
σN
2
− 1, with λ = (σ − δ)/(τ − δ),
and hence (2.5) follows from (2.3). Indeed, in the system above, the first and the second equations are
equivalent and hence we just need to solve the second and third, and these can be rewritten as
δNλ = δN + σN − 4 and τNλ = 2σN − 4,
which are solvable and induce the formula (2.6) for τ . 
2.2. Estimates of the energy. This subsection is devoted to energy estimates on the functional Eγ,1.
The main aim is to deduce the sign of Iγ,1(µ) as a function of µ. We begin by showing the coercivity of
Eγ,1 when σ < 4/N . We recall that Mµ is defined in (1.11) and that
u 7→
(∫
RN
(∆u)2 + u2 dx
)1/2
is a norm on H2(RN ) which is equivalent to the usual one
u 7→
(∫
RN
|D2u|2 + |∇u|2 + u2 dx
)1/2
.
Lemma 2.3. The energy Eγ,1 is bounded from below and coercive over Mµ when 0 < σ < 4/N . Moreover,
for σ ∈ (0, 4/N) the map µ 7→ Iγ,1(µ) is non-increasing, Iγ,1(µ) ≤ 0 for all µ > 0. When σ > 4/N , we have
Iγ,1(µ) = −∞ for every µ > 0.
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Proof. We start by showing that the functional Eγ,1 is bounded from below and coercive over Mµ when
0 < σ < 4/N . Indeed, we infer from the Gagliardo-Nirenberg inequality (2.1) that
Eγ,1(u) =
γ
2
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx− 1
2σ + 2
∫
RN
|u|2σ+2 dx
≥ γ
2
∫
RN
|∆u|2 dx− BN (σ)µ
1+σ− σN
4
2σ + 2
(∫
RN
|∆u|2 dx
) σN
4
,
which proves the claim. Now, let u ∈Mµ and consider uλ(x) = λN2 u(λx) for λ > 0 so that uλ ∈Mµ. Then,
(2.7) Iγ,1(µ) ≤ Eγ,1(uλ) = γλ
4
2
∫
RN
|∆u|2 dx+ λ
2
2
∫
RN
|∇u|2 dx− λ
σN
2σ + 2
∫
RN
|u|2σ+2 dx
for all λ > 0. Letting λ go to zero, we get Iγ,1(µ) ≤ 0 (we are not claimming that Iγ,1(µ) is negative). Note
that the so-called large inequalities
(2.8) Iγ,1(µ) ≤ Iγ,1(θ) + Iγ,1(µ− θ), for all θ ∈]0, µ[,
always hold true. Indeed, for any ε > 0 we may choose test functions uε ∈Mθ and vε ∈Mµ−θ with compact
supports such that
Iγ,1(θ) ≤ Eγ,1(uε) ≤ Iγ,1(θ) + ε, Iγ,1(µ− θ) ≤ Eγ,1(vε) ≤ Iγ,1(µ− θ) + ε.
Then, if e ∈ RN is a unit vector, we have that for k large enough the supports of uε and vε(· + ke) are
disjoint. So, using the translation invariance of Eγ,1 and Mµ we have uε + v(·+ ke) ∈ Mµ for k large and
therefore
Iγ,1(µ) ≤ lim sup
k→∞
Eγ,1(uε + vε(·+ ke)) ≤ Iγ,1(θ) + Iγ,1(µ− θ) + 2ε.
Hence, (2.8) holds and as a consequence we infer that µ 7→ Iγ,1(µ) is non-increasing since Iγ,1(µ) ≤ 0 for
all µ. We finally observe that the last claim follows by letting λ→∞ in (2.7) when σ > 4/N . 
In the next lemma we show that Iγ,1(µ) is strictly negative when σ is H
1-subcritical or when γ tends to
0 or ∞. Those assertions are true without any restriction on µ.
Lemma 2.4. For any given µ > 0, we have
(a) if 0 < σ < 2/N , then Iγ,1(µ) < 0;
(b) if 2/N < σ < 4/N , there exists γµ > 0 such that Iγ,1(µ) < 0 for γ < γµ.
Proof. Let us begin by considering the case 0 < σ < 2/N . Take u ∈ Mµ and set uλ(x) = λN2 u(λx) for
λ > 0 so that uλ ∈Mµ. Then observe that
Eγ,1(uλ)
λσN
=
γλ4−σN
2
∫
RN
|∆u|2 dx+ λ
2−σN
2
∫
RN
|∇u|2 dx− 1
2σ + 2
∫
RN
|u|2σ+2 dx.
Assertion (a) follows by taking λ small enough. Next, we assume 2/N < σ < 4/N and γ → 0. Assertion
(b) follows by taking λ = 1/
√
γ and noticing that γ
σN−2
2 → 0 as γ → 0. 
Remark 2.5 (Estimates for γ fixed).
(1) One can deduce, arguing as in the previous lemma that if 2/N < σ < 4/N and β → 0, then
Iγ,β(µ) < 0;
(2) When β = 0, it is easy to see that Iγ,0(µ) < 0 for any 0 < σ < 4/N since
Eγ,0(uλ)
λσN
=
γλ4−σN
2
∫
RN
|∆u|2 dx− 1
2σ + 2
∫
RN
|u|2σ+2 dx.
Using the extended Gagliardo-Nirenberg interpolation inequality (2.5), we now deduce some refined esti-
mates on the sign of Iγ,1(µ).
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Lemma 2.6. Let 2/N < σ < 4/N . Then, Eγ,1 takes negative values in Mµ if and only if the functional
u 7→ C˜ σN−42
(∫
RN
|∇u|2 dx
) 4−σN
2
(∫
RN
|∆u|2 dx
)σN−2
2
−
∫
RN
|u|2σ+2 dx
takes negative values in Mµ, where
C˜ = 2γ
(
1
σN − 2 −
1
2
)(
γ(2σ + 2)
σN − 2
) 2
σN−4
.
We also have, for all u ∈Mµ,
Eγ,1(u) ≥ λ(u)
∫
RN
|∇u|2 dx
(
1
2
− V µ 2σ4−σN
)
,
where
(2.9) λ(u) =
(
γ(2σ + 2)
(σN − 2)
∫
RN
|∆u|2 dx∫
RN
|u|2σ+2 dx
) 2
σN−4
and
V = γ
(
1
σN − 2 −
1
2
)
(Cσ,N )
2
4−σN
(
γ(2σ + 2)
σN − 2
) 2
σN−4
.
Moreover, setting µc =
(
1
2V
) 4−σN
2σ , we have Iγ,1(µ) = 0 if and only if µ ≤ µc. In case σ = 2/N , we have
Iγ,1(µ) = 0 if and only if µ ≤
(
1
2CN(
2
N )
)N
2
.
Proof. Let u ∈Mµ and consider uλ(x) = λN4 u(
√
λx) for λ > 0. Then
Eγ,1(uλ)
λ
=
γ
2
λ
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx− λ
σN
2
−1
2σ + 2
∫
RN
u2σ+2 dx.
The minimum of the right-hand side with respect to λ is achieved at λ(u), which is given in (2.9), and its
value is
1
2
∫
RN
|∇u|2 dx− γ
(
1
σN − 2 −
1
2
)(
γ(2σ + 2)
σN − 2
) 2
σN−4
(∫
RN
|∆u|2 dx
) σN−2
σN−4
(∫
RN
|u|2σ+2 dx
) 2
4−σN
,
which proves the first claim of this lemma. Next, using (2.5), we observe that(∫
RN
|∆u|2 dx
) σN−2
σN−4
(∫
RN
|u|2σ+2 dx
) 2
4−σN
≤ (Cσ,Nµσ)
2
4−σN
∫
RN
|∇u|2 dx.
Combining the two previous lines, we get
Eγ,1(uλ) ≥ λ(u)
∫
RN
|∇u|2dx
(
1
2
− V µ 2σ4−σN
)
.
Then the conclusion that Iγ,1(µ) = 0 for µ ≤ µc follows from Lemma 2.3. The case σN = 2 can be treated
in a similar way. 
2.3. Subcritical H1 exponents. Thanks to Lemma 2.4, we can establish the existence of a minimizer
for (1.10) when σ is H1-subcritical. Let us emphasize that the proof does only use the fact that Iγ,1(µ) is
strictly negative.
Proof of Theorem 1.1 in the H1-subcritical case. Recall that we always have the following inequality (see
the proof of Lemma 2.3)
Iγ,1(µ) ≤ Iγ,1(θ) + Iγ,1(µ− θ), for all θ ∈]0, µ[.
It is standard that the Concentration-Compactness method [36] yields that the minimizing sequences, up
to translations, are relatively compact if and only if the strict subaddivity condition holds, namely
(2.10) Iγ,1(µ) < Iγ,1(θ) + Iγ,1(µ− θ), for all θ ∈]0, µ[.
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In fact, arguing as in [36], the inequality (2.10) is easily obtained provided Iγ,1(µ) < 0 which is the case
when 0 < σ < 2/N . 
2.4. Subcritical H2 exponents. This case is a bit more involved at least when µ = µc, where µc stands
for the critical mass. In this last case, we express all the integrals involved in Eγ,1 in terms of Iγ,1(µ) and
the Lagrange multiplier associated to Iγ,1(µ), which we denote by α.
Lemma 2.7. Let 2/N < σ < 4/N . Then any minimizer u of Iγ,1(µ) satisfies∫
RN
|∆u|2 dx =
(
σN − 2σ − 2
2σγ
)
2Iγ,1(µ) +
(
σN − 2
2σγ
)
αµ,∫
RN
|∇u|2 dx =
(
4σ + 4− σN
2σ
)
2Iγ,1(µ) + αµ
(
4− σN
2σ
)
,∫
RN
|u|2σ+2 dx =
(
σ + 1
σ
)
(2Iγ,1(µ) + αµ) ,
where
α =
2σγ
∫
RN
|∆u|2dx− (σN − 2σ − 2)2Iγ,1(µ)
µ(σN − 2) .
Let σ = 2/N and assume Iγ,1(µ) = 0. Then, we have∫
RN
|u|2σ+2 dx = (σ + 1)
∫
RN
|∇u|2 dx = σ + 1
σ
αµ.
Proof. Let u be any minimizer of Iγ,1(µ) and let α be the associated Lagrange multiplier. By definition, we
have
γ
∫
RN
|∆u|2 dx+
∫
RN
|∇u|2 dx−
∫
RN
|u|2σ+2 dx+ αµ = 0,
and
Eγ,1(u) =
γ
2
∫
RN
|∆u|2 dx + 1
2
∫
RN
|∇u|2 dx− 1
2σ + 2
∫
RN
|u|2σ+2 dx = Iγ,1(µ).
On the one hand, by using the Derrick-Pohozaev identity we obtain
2γ
∫
RN
|∆u|2 dx+
∫
RN
|∇u|2 dx− σN
2σ + 2
∫
RN
|u|2σ+2 dx = 0.
As a consequence of the two previous equalities, we have∫
RN
|u|2σ+2 dx = 2(2σ + 2)
σN − 2
(
Iγ,1(µ) +
γ
2
∫
RN
|∆u|2 dx
)
.
On the other hand, using again the Derrick-Pohozaev identity, we get
αµ = γ
∫
RN
|∆u|2 dx−
(
σN − 2σ − 2
2σ + 2
)∫
RN
|u|2σ+2 dx.
Thus, we deduce from the previous lines that
α =
2σγ
∫
RN
|∆u|2 dx− (σN − 2σ − 2)2Iγ,1(µ)
µ(σN − 2) .
Therefore, the proof of the lemma follows from straightforward computations. 
Now, we are finally in position to finish the proof of the existence part of Theorem 1.1. The next
proposition states the assertions to be proved.
Proposition 2.8. Let 2/N < σ < 4/N . Then, the following assertions hold true :
(i) If µ < µc, then Iγ,1(µ) is not achieved.
(ii) If µ ≥ µc, then Iγ,1(µ) is achieved.
Let σ = 2/N . Then, we have
(1) If µ <
(
1
2CN (
2
N )
)N
2
, then Iγ,1(µ) is not achieved.
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(2) If µ >
(
1
2CN (
2
N )
)N
2
, then Iγ,1(µ) is achieved.
Proof. (i) Seeking a contradiction, let us suppose that there exists µ˜ ∈ (0, µc) such that Iγ,1(µ˜) has a
minimizer uµ˜. From the definition of µc, we have that Iγ,1(µc) = 0. It is easy to check that, for t > 1, we
have
Iγ,1(tµ˜) ≤ Eγ,1(
√
tuµ˜) < tEγ,1(uµ˜) = tIγ,1(µ˜),
which implies that Iγ,1(µL) < 0 for any µL > µ˜. Hence, we deduced a contradiction with the definition of
µc.
(ii) Set µk = µc + 1/k for every k ∈ N. One can show that Iγ,1(µk) → Iγ,1(µc) = 0 as k → ∞. Moreover,
from Lemma 2.4 we know that Iγ,1(µk) < 0 and then it admits a minimizer uk bounded in H
2. Now, we
claim that ∫
RN
|uk|2σ+2 dx ≥ δ,
for some constant δ independent of k. Indeed, by using the Gagliardo-Nirenberg inequality (2.3), we infer
that
(2.11) ‖u‖2σ+2L2σ+2 ≤ Cµβ1‖∇u‖β2L2‖∆u‖β3L2,
where β1, β2, β3 are appropriate constants such that β2 + β3 > 2. Let
αk =
2σγ
∫
RN
|∆uk|2dx− (σN − 2− 2σ)2Iγ,1(µk)
µk(σN − 2) .
Now, combining Lemma 2.7 and (2.11), and since Iγ,1(µk)→ 0, we obtain
σ + 1
σ
≤ C lim inf
k→∞
µβ1k (αkµk)
[(β2+β3)/2]−1.
This gives that lim infk→∞(αkµk) > 0, which in view of Lemma 2.7 proves the claim. Thus, we have excluded
the vanishing. Then proceeding along the lines of [17, Proposition 3.4], one shows that, up to a subsequence,
uk converges weakly in H
2(RN ) and strongly in L2loc(R
N ) to a function u∞ satisfying Eγ,1(u∞) = 0 and
‖u∞‖L2(RN ) = µc.
The assertion (1) follows with the arguments used for the proof of (i) whereas (2) was already proved in
Lemma 2.6.

3. Qualitative properties
In this section we investigate different qualitatives properties of solutions to (1.18) and (1.10). First, we
study the positivity of standing waves with a prescribed mass. If we substitute the term |u|2σ+2 by |u+|2σ+2
in E1,β , where u
+(x) stands for max{u(x), 0}, we prove the positivity of solutions to (1.10) provided that
the Lagrange multiplier is small enough. We show that this is the case if the mass is sufficiently small. On
the other hand, if the Lagrange multiplier is too large, we prove that radial solutions to (1.10) are sign-
changing. Afterwards we investigate the symmetry properties of solutions to (1.18) and (1.10). We prove
that (1.10) has at least one solution that is radially symmetric whenever 2σ ∈ N. Concerning solutions to
(1.18), their radial symmetry was already established in [10] using the results of [16] which are based on
the moving-plane procedure. We give an alternative proof of this fact based on rearrangement methods,
namely Talenti’s principle and Po´lya-Szego¨’s inequality. Then, we establish the exponential decay of any
solution to (1.6) going to 0 as |x| → ∞. Finally, we show the nondegeneracy of the unique minimal solution
when the dimension is one.
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3.1. Existence of positive standing waves with a prescribed mass. In this section we fix γ = 1 and
we consider the minimization problem
(3.1) I˜1,β(µ) = inf
u∈Mµ
E˜1,β(u)
where Mµ is defined as in (1.11) and
(3.2) E˜1,β(u) =
1
2
∫
RN
|∆u|2 dx+ β
2
∫
RN
|∇u|2 dx− 1
2σ + 2
∫
RN
|u+|2σ+2 dx.
The proof of Theorem 1.1 applies to problem (3.1) with straightforward modifications. Let us recall that if
u is a solution to problem (3.1), then u solves
(3.3) ∆2u− β∆u+ α(µ)u = |u+|2σu+,
where
(3.4) − α(µ)µ =
∫
RN
(|∆u|2 + β|∇u|2 − |u|2σ+2) dx = 2E˜1,β(u)− σ
σ + 1
∫
RN
|u+|2σ+2 dx.
It is immediate to see that α(µ) ≥ 0 since E˜1,β(u) < 0. We establish the positivity of solutions to (3.1)
provided that α(µ) is small enough.
Theorem 3.1. Suppose that β ≥ 2
√
α(µ). Then, any solution to (3.1) is strictly positive (or strictly
negative).
Proof. Let u be a solution to (3.1). When the Lagrange multiplier is smaller than β2/4, we can rewrite the
equation satisfied by u as { −∆u+ λ1u = v,
−∆v + λ2v = |u+|2σ+1,
for some positive constants λ1, λ2, which satisfy λ1λ2 = α(µ) and λ1 + λ2 = β. It is then standard to see
that u > 0. 
We next estimate the Lagrange multiplier of problem (3.1) by the L2-mass, namely we prove
α(µ) ≤ Cµ σ1−σN/4
for some C > 0. This estimate enables us to apply the previous theorem when the mass is small enough.
We first recall the Derrick-Pohozaev identity associated to (3.1). We give a proof for completeness.
Lemma 3.2. Let u be a solution to (3.1). Then
(3.5) 2
∫
RN
|∆u|2 dx+ β
∫
RN
|∇u|2 dx = σN
2σ + 2
∫
RN
|u+|2σ+2 dx.
Proof. Set uλ(x)=λ
N
2 u(λx) for λ > 0 so that ‖uλ‖L2 = ‖u‖L2. Note that
E˜1,β(uλ) =
λ4
2
∫
RN
|∆u|2 dx+ βλ
2
2
∫
RN
|∇u|2 dx− λ
σN
2σ + 2
∫
RN
|u+|2σ+2 dx.
By differentiating the previous line with respect to λ and using the minimality of u, we get
0 =
dE˜1,β(uλ)
dλ
∣∣∣∣∣
λ=1
= 2
∫
RN
|∆u|2 dx+ β
∫
RN
|∇u|2 dx− σN
2σ + 2
∫
RN
|u+|2σ+2 dx.

From (3.4) and (3.5), we deduce that
(3.6) α(µ) =
1
µ
(∫
RN
|∆u|2 dx+
(
1− σN
2σ + 2
)∫
RN
|u+|2σ+2 dx
)
.
This expression allows us to estimate the Lagrange multiplier for small values of µ.
Lemma 3.3. Assume 0 < σ < 4/N and β > 0. Then,
α(µ) ≤ BN (σ)
1
1−σN/4
(
2− σN
2σ + 2
)
µ
σ
1−σN/4 .
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Proof. From (3.3), we deduce that ∫
RN
|∆u|2 dx ≤
∫
RN
|u+|2σ+2 dx,
which, from (3.6), yields
0 ≤ α(µ) ≤ 1
µ
(
2− σN
2σ + 2
)∫
RN
|u+|2σ+2 dx.
The Gagliardo-Nirenberg inequality (2.1) then implies that∫
RN
|u+|2σ+2 dx ≤
∫
RN
|u|2σ+2 dx
≤ BN (σ)
(∫
RN
|∆u|2 dx
) σN
4
(∫
RN
|u|2 dx
)1+σ− σN
4
≤ BN (σ)
(∫
RN
|u+|2σ+2 dx
) σN
4
(∫
RN
|u|2 dx
)1+σ− σN
4
.
Hence, we conclude that ∫
RN
|u+|2σ+2 dx ≤ BN (σ)
1
1−σN/4µ1+
σ
1−σN/4 ,
which yields to
α(µ) ≤ BN (σ)
1
1−σN/4
(
2− σN
2σ + 2
)
µ
σ
1−σN/4 .

Corollary 3.4. Assume 0 < σ < 4/N and β > 0. Then, there exists µ0 > 0 such that
2
√
α(µ) ≤ β, for all µ ≤ µ0
and therefore any solution to (3.1) is strictly positive (or strictly negative).
Remark 3.5. We point out that it is possible to show that α(µ) < β2/4 for a given mass µ under convenient
assumptions on the coefficients. Indeed, let us consider more generally the case γ 6= 1. In this situation, we
want to show that α(µ) < β2/(4γ). We have
−α(µ)µ =
∫
RN
(γ|∆u|2 + β|∇u|2 − |u+|2σ+2) dx,
and the Derrick-Pohozaev identity rewrites as
2γ
∫
RN
|∆u|2 dx+ β
∫
RN
|∇u|2 dx = σN
2σ + 2
∫
RN
|u+|2σ+2 dx.
One can show, as previously, that
α(µ) ≤ C
µ
∫
RN
|u+|2σ+2 dx,
for some constant C independent of γ and β. On the other hand, using (2.1) we have∫
RN
|u+|2σ+2 dx ≤ BN (σ)γ− σN4−σN µ1+
σ
1−σN/4 .
Combining the two previous inequalities, we deduce that γα(µ) ≤ Cγ2 2−σN4−σN µ σ1−σN/4 . Thus, taking γ suffi-
ciently large if 2/N < σ < 4/N or sufficiently small if σ < 2/N , we deduce that γα(µ) < β2/4. If σ < 2/N
and γ = 1, using (2.2) instead of (2.1), we get that α(µ) ≤ Cβ−C2µ σ1−σN/4 , for some constant C2 > 0.
Thus we have α(µ) < β2/4 provided that β is large enough.
It follows from the previous remark that if 0 < σ < 2/N , we have α(µ) < β2/(4γ) asymptotically for
β → +∞ or γ → 0. In these cases, we therefore deduce the sign of any solution to (3.1). This is expected
as the sign is known for the second order limit problem. We investigate these asymptotic regimes in Section
4.
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3.2. Radial symmetry of at least one minimal standing wave with prescribed mass. Using the
method of [11], one can show that at least one solution to (1.10) is radially symmetric if 2σ ∈ N. This
proposition completes the proof of Theorem 1.1.
Proposition 3.6. Suppose that problem (1.10) has a minimizer and assume 2σ ∈ N. Then there exists at
least one radially symmetric minimizer for (1.10).
Proof. The proof is a direct adaptation from [11, Appendix A.2]. The main ingredient of the proof is the
Fourier rearrangement. Namely, for any u ∈ L2(RN ) we set its Fourier rearrangement by u♯ = F−1{(Fu)∗},
where F stands for the Fourier transform and f∗ denotes the symmetric-decreasing rearrangement of a
measurable function f : RN → R that vanishes at infinity. Observe that ∥∥u♯∥∥
L2
= ‖u‖L2 . Then, assuming
that u ∈ H2(RN ), we have [11]
(3.7)
∥∥∆u♯∥∥
L2
≤ ‖∆u‖L2 ,∥∥∇u♯∥∥
L2
≤ ‖∇u‖L2 ,
and
‖u‖L2m ≤
∥∥u♯∥∥
L2m
,
for any m ∈ N. Therefore, if u is a minimizer for (1.10), then u♯ is a minimizer as well. 
It is an open problem to extend the previous proposition for 2σ 6∈ N. Observe also that we do not
know whether or not all solutions to (1.10) are radially symmetric even if 2σ ∈ N. Indeed, Boulenger and
Lenzmann proved that equality holds in (3.7) if and only if |Fu| = |Fu|∗ and it is not clear that this implies
that u is a radial function.
3.3. Radial sign-changing minimal standing waves with prescribed mass. In this subsection we
show that the restriction on the Lagrange multiplier of Theorem 3.1 is sharp (in some sense) to obtain the
positivity of minimizers. Indeed, we have the following theorem.
Theorem 3.7. Let v ∈ H2(RN ) be any radial solution to (1.6) with 0 < σ < 2/(N − 4) if N > 4 (σ > 0 if
N ≤ 4) and −2√α < β < 2√α. Then v is sign-changing.
Proof. We argue as in [10, Theorem 4] where the cases N = 2, 3 and σ = 3 were considered. We first claim
that v ∈ W 4,qloc (RN ) for every q ≥ 1 with a uniform estimate on unit cubes. In particular, v ∈ W 3,∞(RN ).
Writing the equation as
−∆(−∆v) + β(−∆v) = |v|2σv − αv in RN ,
and observing that |v|2σv − αv ∈ Lploc(RN ) for 1 ≤ p ≤ 2N(N−4)(2σ+1) if N > 4 (every p ≥ 1 if N ≤ 4), we
deduce from local elliptic regularity estimates, see e.g. [31, Chapter 5, Theorem 5], that ∆v ∈ W 2,ploc (RN )
which in turn implies v ∈ W 4,ploc (RN ). This local W 4,p-bound is uniform on unit cubes. Using Sobolev
imbedding and bootstrapping the previous argument, we infer that v ∈ W 4,qloc (RN ) for every q ≥ 1. Given
q > N , we obtain a uniform estimate of the W 4,q-bound on unit cubes. This implies v ∈ W 3,∞(RN ).
Now since v ∈ W 1,∞(RN ) ∩ H2(RN ), we have |v|2σv − αv ∈ W 1,p(RN ) for every p ≥ 2. By elliptic
regularity, see e.g. [31, Chapter 5, Theorem 1], this implies v ∈ W 5,p(RN ) for every p ≥ 2 and therefore
v ∈ C4,α for every 0 < α < 1. This shows on the one hand that v is a classical solution to (1.6) and on the
other hand that ∂τv vanishes at infinity for every multi-index τ of length smaller than 3.
Next, arguing as in de Figueiredo et al [23, Theorem 2.2], we can extend [10, Lemma 4] to Wm,prad (R
N )
for every p ≥ 1, m ≥ 1 and N ≥ 1 and therefore we can complete the argument by proceeding exactly as in
the proof of [10, Theorem 4]. 
As a direct corollary of the previous theorem, we are able to prove that solutions obtained in Theorem
1.1 (see Remark 2.5) when β = 0 are sign-changing provided they are radial.
Corollary 3.8. Assume that 0 < σ < 4/N and 2σ ∈ N. Then there exists a sign-changing solution to
(1.10).
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3.4. Radial symmetry of all ground states in the strong second order dispersion case or weak
fourth order dispersion case. In [10], the first and fourth authors have dealt with the minimization
problem
(3.8) m = inf
u∈M
J1,β,α(u),
where J1,β,α(u) and M are defined in (1.17) and (1.19) respectively. In this section we consider the same
minimization problem on the set of complex-valued functions, namely we minimize the functional J1,β,α
over
(3.9) M = {u ∈ H2(RN ;C) :
∫
RN
|u|2σ+2 dx = 1},
The aim of this section is to prove that if β > 2
√
α, then any minimizer has the form eiτU for some τ ∈ R
where U is radially symmetric around some point. In fact, it is already known from [10, Theorem 1.1]
that real minimizer are radially symmetric. However, here we provide a different proof that only requires
the Riesz-Fre´chet representation theorem and rearrangement techniques, namely Talenti’s principle, the
Hardy-Littlewood inequality and the Po´lya-Szego¨ inequality. We believe this argument is in a way more
direct than the moving plane techniques in its variant from [16]. Also the proof given here is based on a
purely variational argument which has its own interest.
Given a nonnegative measurable function f defined on RN vanishing at infinity, we denote by f∗ the
Schwarz symmetric function associated to f , that is, the radially symmetric, radially non-increasing function
equi-measurable with f .
Theorem 3.9. Assume that 0 < σ < 4/(N − 4) if N ≥ 5, α > 0 and β > 2√α. Then any solution u to
(3.10) m = inf
u∈M
J1,β,α(u)
has the form eiτU where U does not change sign. Moreover, assuming (without loss of generality) U > 0
and U(0) = maxRN U , we have U = U
∗ and ∂rU(x) < 0 for every x 6= 0.
Proof. Let u = u1 + iu2 be a solution to (3.10).
Step one: u = eiτU for some τ ∈ R. We start by showing that |u| > 0. The argument can be compared
with [10, Lemma 4.1]. Define wj ∈ H2(RN ), j = 1, 2, such that
−∆wj + β
2
wj =
∣∣∣∣−∆uj + β2 uj
∣∣∣∣ in RN .
Thus, we have
−∆(wj ± uj) + β
2
(wj ± uj) ≥ 0.
By the strong maximum principle, we know that uj has a fixed sign if −∆uj + βuj/2 does not change sign.
Seeking a contradiction, suppose that −∆uj + βuj/2 changes sign. The strong maximum principle shows
that wj > |uj|. Therefore, for w = w1 + iw2, we have
J1,β,α
(
w
‖w‖L2σ+2
)
=
∫
RN
| −∆w + βw/2|2 dx− (β2/4− α) ∫
RN
|w|2 dx
‖w‖2L2σ+2
=
2∑
j=1
∫
RN
(−∆wj + βwj/2)2 dx− (β2/4− α)
∫
RN
w2j dx
‖w‖2L2σ+2
<
2∑
j=1
∫
RN
(−∆uj + βuj/2)2 dx− (β2/4− α)
∫
RN
u2j dx
‖u‖2L2σ+2
=
∫
RN
| −∆u + βu/2|2 dx− (β2/4− α) ∫
RN
|u|2 dx
‖u‖2L2σ+2
.
16 BONHEURE, CASTERAS, MOREIRA DOS SANTOS AND NASCIMENTO
This contradicts the minimality of u. Therefore, we conclude that uj , j = 1, 2, do not change sign. Now
that |u|−1 ∈ L∞loc(RN ), we infer that Dsign(u) = 0 where
sign(z) =

z
|z| , z 6= 0
0, z = 0.
Hence, there exists τ ∈ R such that sgn(u) = eiτ , so that u = eiτ |u|.
We can now assume that U is positive, −∆U + β2U > 0 and by translation invariance, we fix U(0) =
maxRN U .
Step two: U = U∗ and ∂rU(x) < 0 for every x 6= 0. Since β > 2
√
α, we may choose λ ∈ R such that
0 < β < λ < β +
√
β2 − 4α.
For any u0 ∈M , we rewrite the quadratic form J1,β,α(u0) defined in (1.17) as
J1,β,α(u0) =
∫
RN
∣∣∣−∆u0 + λ
2
u0
∣∣∣2 dx+ (β − λ) [∫
RN
(|∇u0|2 + λ
2
|u0|2) dx
]
+
+Pα,β
∫
RN
|u0|2 dx
where Pα,β = α− βλ2 + λ
2
4 < 0. Let z ∈ H1(RN ) be such that
−∆z + λ
2
z =
(
−∆U + λ
2
U
)∗
in RN .
Since U ∈ H2(RN ), we have f := −∆U + λ2U ∈ L2(RN ) and f∗ ∈ L2(RN ). Then
〈U, φ〉λ =
∫
RN
fφ dx, for all φ ∈ H1(RN )
and
〈z, φ〉λ =
∫
RN
f∗φdx, for all φ ∈ H1(RN ),
where in the space H1(RN ) we used the inner product defined through
〈ϕ, ψ〉λ =
∫
RN
∇ϕ∇ψ dx+ λ
2
∫
RN
ϕψ dx, for all ϕ, ψ ∈ H1(RN ),
with the corresponding norm
‖ϕ‖λ =
(∫
RN
|∇ϕ|2 dx+ λ
2
∫
RN
|ϕ|2 dx
)1/2
.
The Hardy-Littlewood inequality and the Cauchy-Schwarz inequality now give
(3.11) ‖U‖2λ =
∫
RN
fU dx ≤
∫
RN
f∗U∗ dx = 〈z, U∗〉λ ≤ ‖z‖λ‖U∗‖λ.
Hence, by applying the Po´lya-Szego¨ inequality we infer that
(3.12) ‖U‖2λ ≤ ‖z‖λ‖U∗‖λ ≤ ‖z‖λ‖U‖λ,
which implies
(3.13) ‖U‖2λ ≤ ‖z‖2λ.
Moreover, it comes from [9, Lemma 3.4], see also inequality (9) in [2], that
(3.14)
∫
RN
|U |2σ+2 dx ≤
∫
RN
|z|2σ+2 dx.
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We now claim that neither the inequality in (3.14) nor those in (3.11) and (3.12) is strict. Indeed, if this
was the case, then it would imply that
J1,β,α
(
z
‖z‖L2σ+2
)
=
∫
RN
(−∆z + λz/2)2 dx+ (β − λ)‖z‖2λ + Pα,β
∫
RN
|z|2 dx
‖z‖2L2σ+2
<
∫
RN
(−∆U + λU/2)2 dx+ (β − λ)‖U‖2λ + Pα,β
∫
RN
|u|2 dx
‖U‖2L2σ+2
,
which contradicts the minimality of U . Therefore the equality holds in (3.11), (3.12) and (3.14). This
implies z = U∗ and
(3.15)
∫
RN
|∇U∗|2 dx =
∫
RN
|∇U |2 dx.
Moreover, U∗ is also a solution to (3.8) and U∗ is smooth. Since
−∆U∗ + λ
2
U∗ =
(
−∆U + λ
2
U
)∗
in RN ,
taking the derivative with respect to r in the above equation, we get
−∆G+A(x)G ≤ 0,
where G = ∂rU
∗ and A(x) = N−1|x|2 +
λ
2 . Now we claim that G(r) < 0 for r > 0. For the sake of contradiction,
let us suppose that there exist 0 < r¯ such that
G(0) = G(r¯) = 0.
By the strong maximum principle, either G = 0 on B(0, r¯) or G < 0 on B(0, r¯). In the first case, we infer
that U∗ = 0 or U∗ = α1/(2σ) which is impossible. In the second case, the Hopf Lemma implies G′(r¯) > 0
which contradicts the fact that G(r) ≤ 0 for every r > 0. Therefore, we have ∂rU∗ < 0 in RN \ {0} and
∇U∗(x) = 0 if and only if x = 0. This means we are in the conditions to apply [12, Theorem 1.1]. Indeed,
by (3.15), we are in the equality case in the Po´lya-Szego¨ inequality and U∗ is decreasing. Therefore, we
conclude that U∗ = U a.e. in RN , i.e. U is radial and radially decreasing. 
3.5. Exponential decay. In this subsection we investigate the decay of solutions to (1.4). Our approach
is inspired by [20] and applies to any solution that goes to 0 as |x| → ∞ without requiring any information
about the sign. Therefore, it holds for solutions to (1.10) and (1.18).
Theorem 3.10. Let u be a classical solution to{
∆2u− β∆u+ αu = g(x, u) in RN ,
lim|x|→∞ u(x) = 0,
and assume that
(i) g(x, u) : RN × R→ R is measurable in x and continuous in u and
sup
0≤u≤K
x∈RN
|g(x, u)| <∞ for every K > 0.
(ii) There exist a constant σ > 0 and a function b1 ∈ L∞(RN ) such that |g(x, u)| ≤ b1|u|1+σ when |u| is
large enough.
Then, the following assertions hold.
(1) Assume that β 6= 2√α. Then there exists a constant C > 0 such that, for |x| large enough, we have
|u(x)| ≤ C√|β2 − 4α|
 e−(
√
β−
√
β2−4α
√
2
−ε)|x|
if β − 2√α > 0,
e−(
√
2
√
α−β
2
−ε)|x| if |β| − 2√α < 0
for any ε > 0.
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(2) Assume that β = 2
√
α, u > 0 and u(x),∆u(x) → 0 as |x| → ∞. Then there exists a constant C > 0
such that, for |x| large enough, we have
|u(x)| ≤ Ce−(
√
β−ε)|x|,
for any ε > 0.
Remark 3.11. Suppose α is fixed and β → +∞. The previous theorem implies that, for |x| large enough
and any ε˜ = ε/
√
β > 0,
(3.16) |u(x)| ≤ Ce− 1√β (
√
α−ε)|x|
,
for some constant C independent of β. Setting u(x) = v(γ
1
4 x) with β = 1/
√
γ and assuming that g(x, u) =
g(u), we see that v solves
γ∆2v −∆v + αv = g(v).
We deduce from (3.16) that as γ → 0+, we have, for |x| large enough,
|v(x)| ≤ Ce−(
√
α−ε)|x|.
Let us remark that this decay is almost optimal: it is well-known, in the case γ = 0, that the following
estimate is sharp
|v(x)| ≤ C
|x|N−12
e−
√
α|x|.
We begin by recalling some known facts on the fundamental solutions to the Helmholtz equation. They
are solutions to
(3.17) − (∆ + µ)gµ(·, y) = δy where µ ∈ C, y ∈ RN ,
and δy stands for the Dirac mass centered at y. By abuse of notation, we fix y ∈ RN and denote gµ(·− y) =
gµ(·, y). The functions gµ are not uniquely determined but in the following we always choose those which
satisfy nice integrability condition, namely we require that gµ ∈ L1(RN ).
For N = 1 we get
gµ(x) =
i
2
√
µ
ei
√
µ|x|.
In general, for N > 1 we have
gµ(x) =
icµN
|x|νH
(1)
ν (
√
µ|x|), cµN =
πµν/2
2(2π)N/2
where ν = (N − 2)/2 and H(1)ν is the first Hankel function, see [35, pg. 76]. It is well-known that
H(1)ν (r) =
(
2
πr
)1/2
exp
[
i
(
r − νπ
2
− π
4
)]
+ o
(
1
r3/2
)
as r →∞.
We have the following representation formula, see [35, pg. 78].
Theorem 3.12. (i) Let f ∈ L2(RN ) ∩ L∞(RN ) and
u(x) =
∫
RN
f(y)gµ(x − y) dy.
Then
−(∆ + µ)u = f.
(ii) Let µ ∈ C\R+, u ∈ L2(RN ) and
−(∆ + µ)u = f ∈ L2(RN ) ∩ L∞(RN ).
Then
u(x) =
∫
RN
f(y)gµ(x − y) dy.
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Let us notice that using the exponential decay of gµ, it is possible to ask for less regularity on f . Next,
we denote by G the fundamental solution to the operator ∆2 − β∆+ α, i.e.
(3.18) ∆2G− β∆G+ αG = δ0.
In the next proposition, we express G in terms of Helmhotz’s functions which allows us to get information
on its asymptotic behavior.
Proposition 3.13. Assume that β 6= 2√α. We have
G =
1√
β2 − 4α (gx2 − gx1),
where gxj , j = 1, 2 are the fundamental solutions to (3.17) (as defined previously) with
(3.19) x1 =
−β +
√
β2 − 4α
2
and x2 =
−β −
√
β2 − 4α
2
.
Moreover, for |x| large enough, we have
|G(x)| < C|
√
β2 − 4α|gτ (x),
for some constant C > 0, where 0 < τ < (
√
β −
√
β2 − 4α)/2 if β > 2√α and 0 < τ < (
√
2
√
α− β)/4 if
2
√
α > |β|.
Proof. Taking the Fourier transform of (3.18), we get
Ĝ =
(
1
2π
)N/2
1
(|ξ|2 − x1)(|ξ|2 − x2) ,
where x1 and x2 are defined in (3.19). We have
Ĝ =
(
1
2π
)N/2
1√
β2 − 4α
(
1
|ξ|2 − x1 −
1
|ξ|2 − x2
)
.
Next, taking the Fourier transform of (3.17), we see that
ĝµ = −
(
1
2π
)N/2
1
|ξ|2 − µ.
We deduce from the two previous equalities that
Ĝ =
1√
β2 − 4α (ĝx2 − ĝx1).
The first part of the proof follows. We recall that
gµ(x) =
icµN
|x|νH
(1)
ν (
√
µ|x|)
and, for |x| = r large,
H(1)ν (r) =
(
2
πr
)1/2
exp
[
i
(
r − νπ
2
− π
4
)]
+ o
(
1
r3/2
)
as r →∞.
We have to consider two cases depending on the values of α and β. First, assume that β − 2√α > 0. In
this case, we see that x1, x2 ∈ C\R+ which allows us to use the representation formula (see Theorem 3.12).
Then, we have, for |x| = r large enough, for j = 1, 2 and for some constant C > 0,
|gxj(x)| ≤
C
r
N−1
2
ei
√
xjr ≤ C
r
N−1
2
e−
√
xjr.
Thus, we deduce that
|G(x)| ≤ C√
β2 − 4αrN−12
e
−
√
β−
√
β2−4α
√
2
r
.
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Finally, we consider the case |β| − 2√α < 0. Using the well-known formula√
a+ ib = A+ iB, for a, b ∈ R,
where A = ± 1√
2
√√
a2 + b2 + a and B = ± 1√
2
√√
a2 + b2 − a, we obtain, for some constant A1 ∈ R,
i
√
xj = i
√
β ± i
√
4α− β2
2
= iA1 − 1
2
√
2
√
α− β.
Therefore, proceeding as previously, we deduce that, for r large enough,
|G(x)| ≤ C
|
√
β2 − 4α|rN−12
e
−
1
2
√
2
√
α−βr
.
This concludes the proof. 
We can now state the following representation formula.
Proposition 3.14. Let x1 and x2 be defined as in (3.19). Assume that x1, x2 ∈ C\R+ and let u be a
distribution such that
(3.20) ∆2u− β∆u + αu = f ∈ L2(RN ) ∩ L∞(RN ).
Then, we have
u(x) =
∫
RN
f(y)G(x− y) dy.
Proof. First, we observe that one can rewrite (3.20) as
(∆ + x1)(∆ + x2)u = (∆ + x2)(∆ + x1)u = f.
We set u1 = −(∆ + x1)u and u2 = −(∆ + x2)u. On the one hand, it is easy to see that
u =
1√
β2 − 4α (u2 − u1).
On the other hand, using Theorem 3.12, we have
u1(x) =
∫
RN
f(y)gx2(x− y) dy,
and
u2(x) =
∫
RN
f(y)gx1(x− y) dy.
Thus, combining the three previous lines, we deduce that
u(x) =
1√
β2 − 4α
∫
RN
(gx2(x− y)− gx1(x− y))f(y) dy
=
∫
RN
G(x− y)f(y) dy.
This concludes the proof. 
We are now in position to prove Theorem 3.10.
Proof of Theorem 3.10. We start with the case β 6= 2√α. Using Propositions 3.13 and 3.14, we obtain that
|u(x)| ≤ C
|
√
β2 − 4α|
v(x) for all x ∈ RN where
v(x) =
∫
RN
gτ (x− y)|g(y, u(y))| dy.
Using our assumptions on g and since lim|x|→∞ u(x) = 0, we have that for any ε > 0, there exists R > 0
such that if |x| ≥ R, then
|g(x, u(x))|
v(x)
≤ |u(x)|
1+δ
v(x)
≤ ε.
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Next we define ψ(x) = C1e
−a(|x|−R), where a =
√
τ − ε and C1 is a large positive constant such that
v(x) < C1 if |x| ≤ R. It is easy to see that
−∆ψ + a2ψ ≥ 0 in RN\{0},
v(x)− ψ(x) < 0 for |x| ≤ R,
and
(3.21) lim
|x|→∞
(v(x) − ψ(x)) = 0.
We now show that
v(x) ≤ ψ(x) for |x| ≥ R.
If there exists x0 ∈ RN such that |x0| ≥ R and v(x0)− ψ(x0) > 0, then the set
Ω = {x ∈ RN : |x| > R and v(x) > ψ(x)}
is nonempty, ∂Ω 6= ∅ and Ω ⊂ RN\B(0, R). For x ∈ Ω, we have
∆(v(x) − ψ(x)) = a2(v(x) − ψ(x)) > 0.
Applying (3.21) and the maximum principle, we get that v(x)− ψ(x) ≤ 0 for x ∈ Ω, which contradicts the
definition of Ω. Therefore, we obtain
|u(x)| ≤ C|
√
β2 − 4α|v(x) ≤ Ce
−a|x|,
where a =
√
τ − ε (τ defined as in Proposition 3.13).
Assume now β = 2
√
α. In this case, let us recall that we assume that u > 0 and u(x),∆u(x) → 0 as
|x| → ∞. Since u(x) → 0 as |x| → ∞, we can choose R > 0 such that |u(x)| < δ˜ for some constant δ˜ > 0
and |x| > R. Thus, we have
(3.22) ∆2u− β∆u+ (α− δ˜)u ≥ 0.
Since δ˜ > 0, we have β2 ≥ 4(α− δ) = 4α˜. Therefore, we can rewrite (3.22) as{ −∆u+ λ1u = v
−∆v + λ2v ≥ 0,
where λ1, λ2 > 0 are such that λ1 + λ2 = β and λ1λ2 = α˜. Let us notice that the maximum principle
implies that v ≥ 0. Next, we recall that the solution to −∆u+ γ1u = δ0, γ1 > 0 is given by
Vγ1 = x
−N/2[C1J1(i
√
γ1x) + C2Y1(i
√
γ1x)],
where J1 and Y1 are the Bessel functions of first and second kind, respectively. Using the asymptotic
behaviour of these functions, we deduce that, for |x| large enough,
|Vγ1(x)| ≤
C
|x|N−12
e−
√
γ1|x|.
Next, we choose C1, C2 such that Vµ(x) > u(x) for |x| = R. Since u(x) → 0 as |x| → ∞, and using the
maximum principle, we get
|u(x)| ≤ C
|x|N−12
e−
√
µ|x|.
We notice that we can choose µ = β − ε, for some ε as small as we want. 
Remark 3.15. Assume that β ≥ 2√α and let u be the ground state solution to (1.6). We know that u is
radial, positive and that u(x),∆u(x)→ 0 as |x| → ∞. Therefore, in view of the previous results, there exist
a, C > 0 such that, for |x| ≥ R,
|u(x)| ≤ Ce−a|x|.
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Since β ≥ 2√α, we can write 
−∆u+ β
2
u = v
−∆v + β
2
v = |u|2σu+
(
β2
4
− α
)
u.
As previously, since |u|2σu+(β2/4−α)u > 0, one can show that there exist a1, C > 0 such that, for |x| ≥ R,
|v(x)| ≤ Ce−a1|x|.
So, we see that v′ satisfies (rn−1v′)′ ≤ rn−1e−min{a,a1}r. Integrating, we deduce that, for |x| ≥ R,
|v′(x)| ≤ Ce−b|x|,
for some constant b > 0. The same kind of argument also implies that u′ has an exponential decay.
3.6. Nondegeneracy in dimension one. In this section we investigate the nondegeneracy of the solutions
to
(3.23) u′′′′ − βu′′ + αu = |u|2σu, lim
|t|→∞
(u, u′, u′′, u′′′)(t) = 0.
Uniqueness (up to translations) can be deduced by adapting the arguments of [15, Section 2] and [3]. Our
aim in this subsection is to prove the following result.
Theorem 3.16. Assume that β ≥ 2√α. Let U be the unique solution (up to translations) to (3.23). If v
solves the linearized equation around U
(3.24) v′′′′ − βv′′ + αv = (2σ + 1)|U |2σv,
and lim
|t|→∞
(v, v′, v′′, v′′′)(t) = (0, 0, 0, 0), then v ∈ 〈U ′〉.
We make use of the arguments developped in [15, Section 2]. For β ≥ 2√α we define λ1 and λ2 as
(3.25) λ1λ2 = α and λ1 + λ2 = β
and then λ1 and λ2 are positive. Thus (3.23) can be factorised as{
u′′ − λ1u = w,
w′′ − λ2w = |u|2σu.
Proposition 3.17. Let u and v be solutions to (3.23) on [0,∞) with
u(0) ≥ v(0) > 0, u′(0) ≥ v′(0),
(u′′ − λ1u)(0) ≥ (v′′ − λ1v)(0), (u′′ − λ1u)′(0) ≥ (v′′ − λ1v)′(0),
where λ1 is defined in (3.25). If v(t) ≥ 0, t ∈ [0,∞), then u ≡ v or u(t)→∞ as t→∞.
Proof. Let u and v satisfy the assumptions in the proposition and suppose that u 6= v. Let k be the smallest
integer such that u(k)(0) 6= v(k)(0). By assumptions we have u(k)(0) > v(k)(0). Thus, there exists T > 0
such that
u(t) > v(t) ≥ 0 for all t ∈ (0, T ).
Now we set
ϕ(t) = u′′ − λ1u and ψ(t) = v′′ − λ1v.
By assumptions, we have
ϕ(0)− ψ(0) ≥ 0, ϕ′(0)− ψ′(0) ≥ 0,
and
(ϕ− ψ)′′(t)− λ2(ϕ− ψ)(t) = |u|2σu(t)− |v|2σv(t) > 0 on (0, T ).
Thus
ϕ(t) − ψ(t) > 0 on (0, T ),
that is
(u− v)′′(t)− λ1(u− v)(t) > 0 on (0, T ).
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Since
(u− v)(0) ≥ 0 and (u− v)′(0) ≥ 0
we obtain
u(t) > v(t) ≥ 0 on (0, T ],
and by using the continuity we have u(t) > v(t) on (0, T + ε) for ε > 0 small enough. Thus
sup{T : u(t) > v(t) for all t ∈ (0, T )} =∞
and
(ϕ− ψ)′′(t)− λ2(ϕ − ψ)(t) ≥ 0 on (0,∞),
(u− v)′′(t)− λ1(u− v)(t) ≥ 0 on (0,∞).
Since u 6≡ v, it follows that
u(t)− v(t)→∞ as t→∞.
Finally, since v(t) ≥ 0 we conclude that u→∞ as t→∞. 
Proposition 3.18. Suppose v is a solution to (3.23) with v(0) > 0 > v′′(0) and v′(0) = v(3)(0) = 0, such
that v(t)→ 0 as t→∞. Suppose u is another solution satisfying
kε ≥ u′′(0)− v′′(0) ≥ (1 + a)λ1(u(0)− v(0)) ≥ (1 + a)λ1ε,
|u′(0)|+ |u(3)(0)| ≤ bε2,
where k, a, b are positive constants and λ1 is defined in (3.25). Then u(t) does not go to 0 as t→∞.
Proof. First let us recall that by [3], there exists a unique even solution to (3.23) which can be obtained
by considering the minimization problem (1.18). Thus, we deduce from Theorem 1.2 that v > 0. Using the
Taylor expansion, we have
u(t)− v(t) ≥ ε− bε2t− Ct2
u′(t)− v′(t) ≥ −bε2 + (1 + a)λ1εt− 1
2
bε2t2 − Ct3
(u′′ − λ1u)(t)− (v′′ − λ1v)(t) ≥ aλ1ε− bε2t− Ct2
(u′′′ − λ1u′)(t)− (v′′′ − λ1v′)(t) ≥ −bε2 + aαεt− γ1ε2t2 − Ct3,
for some γ1, C > 0. For the last inequality we have used that u(0) > v(0) > 0 and that for t = 0 we have
(u′′′′ − λ1u′′) = λ2(u′′ − λ1u) + u2σ+1
≥ λ2(v′′ − λ1v) + aα(u− v) + u2σ+1
≥ λ2v′′ − λ2λ1v + aαε+ u2σ+1
= (v′′′′ − λ1v′′) + aαε+ (u2σ+1 − v2σ+1)
> (v′′′′ − λ1v′′) + aαε.
We have
u(t)− v(t) ≥ 0 and (u′′ − λ1u)(t)− (v′′ − λ1v)(t) ≥ 0,
for all t ∈ [0,Γ(ε)] where
Γ(ε) =
√
ε
(√
min {1, aλ1}
C
− bε
3/2
2C
)
.
Let τ(ε) = ε2/3 ∈ [0,Γ(ε)]. One can show that
(u′′′ − λ1u′)(τ(ε)) − (v′′′ − λ1v′)(τ(ε)) > 0,
and
(u′ − v′)(τ(ε)) > 0
for ε > 0 sufficiently small. Hence, by Proposition 3.17 and since v > 0, we conclude that u 6→ 0 as
t→∞. 
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Proposition 3.19. Let v be the solution defined in the previous proposition. Suppose that u is a solution
to (3.23) with
4aε ≥ u′′′(0)− λ1u′(0) ≥ u′(0) ≥ aε,
|u(0)− v(0)|+ |u′′(0)− v′′(0)| ≤ bε2,
where a, b are positive constants. Then u(t) does not go to 0 as t→∞.
Proof. By using the Taylor expansion, we get
u(t)− v(t) ≥ −bε2 + aεt− 1
2
bε2t2 − Ct3
u′(t)− v′(t) ≥ aε− bε2t− Ct2
(u′′ − λ1u)(t)− (v′′ − λ1v)(t) ≥ −2bε2 + aεt−Kε2t2 − Ct3
(u′′′ − λ1u′)(t)− (v′′′ − λ1v)(t) ≥ aε−Kε2t− Ct2,
for some K,C > 0. We have
(u′′′ − λ1u′)(t)− (v′′′ − λ1v′)(t) ≥ 0,
and
(u′ − v′)(t) ≥ 0,
for all t ∈ [0,Γ(ε)] where
Γ(ε) =
√
ε
(√
min{1, aλ1}
C
− min{b,K}
2C
ε3/2
)
.
Let τ(ε) = ε2/3 ∈ [0,Γ(ε)]. One can show that
u(τ(ε))− v(τ(ε)) > 0 and (u′′ − λ1u)(τ(ε)) − (v′′ − λ1v)(τ(ε)) > 0,
for ε > 0 sufficiently small. Therefore, by Proposition 3.17 and since v > 0, we conclude that u does not go
to 0 as t→∞. 
Proof of Theorem 3.16. Assume U achieves its maximum at 0. Then, by uniqueness, U is even so that
U ′(0) = 0 and U ′′′(0) = 0. Observe that since β ≥ 2√α, 0 is a hyperbolic equilibrium. Let
W s = {z ∈ R4 | lim
t→∞
U(t; z) = 0} and Wu = {z ∈ R4 | lim
t→−∞
U(t; z) = 0},
where U(t; z) is the unique solution of the Cauchy problem
u′′′′ − βu′′ + αu = |u|2σu, (u, u′, u′′, u′′′)(0) = z.
As U is a homoclinic solution and the equation is autonomous, (U(t), U ′(t), U ′′(t), U ′′′(t)) ∈ W s ∩Wu for
every t ∈ R. For every t¯ ∈ R, the tangent spaces of the stable and unstable manifolds evaluated at U(t¯) are
given by
TU(t¯)W
s = {z ∈ R4 | lim
t→∞
V (t; t¯, z) = 0} and TU(t¯)Wu = {z ∈ R4 | lim
t→−∞
V (t; t¯, z) = 0},
where V (t; t¯, z) is the unique solution of the linearized equation (3.24) such that (v, v′, v′′, v′′′)(t¯) = z. See
for instance [27].
We claim that W s and Wu intersects transversally at U(0) = (U(0), 0, U ′′(0), 0). Observe first that since
the Hamiltonian energy is conserved and U is asymptotic to the equilibrium, U lies in the level 0 of energy,
i.e.
H(U(t), U ′(t), U ′′(t), U ′′′(t)) =
(
U ′
(
U (3) +
β
2
U ′
)
+
α
2
U2 − 1
2σ + 2
U2σ+2 − 1
2
U ′′2
)
(t) = 0, ∀ t ∈ R.
As a consequence, if z ∈ TU(0)W s ∩ TU(0)Wu, then
dH(U(0), 0, U ′′(0), 0)z = (α− U(0)2σ)U(0)z1 − U ′′(0)z3 = 0.
Since U is even, the equation (3.24) is reversible and therefore
(a, b, c, d) ∈ TU(0)W s if and only if (a,−b, c,−d) ∈ TU(0)Wu.
Observe also that since U ′ is a solution of (3.24), we have that TU(0)W s ∩ TU(0)Wu contains at least
(0, U ′′(0), 0, βU ′′(0)− αU(0) + U(0)2σ).
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Assume now by contradiction that the tangent spaces of the stable and unstable manifolds coincide in a
two dimensional space. There are then two possibilities. Either TU(0)W
s ∩ TU(0)Wu is given by{
a(0, 1, 0, 0) + b(0, 0, 0, 1) | a, b ∈ R}
or {
a
(−U ′′(0), 0, U2σ+1(0)− αU(0), 0)+ b (0, U ′′(0), 0, βU ′′(0)− αU(0) + U2σ+1(0)) | a, b ∈ R}.
In the first case, taking a = 1, b = 3 and considering the point of the stable manifold
(u, u′, u′′, u(3))(0) =
(
U(0) + o(ε2), ε+ o(ε2), U ′′(0) + o(ε2), 3ε+ o(ε2)
)
,
we are in the settings of Proposition 3.18 and therefore u(t) does not go to zero as t → ∞. This is a
contradiction with the fact that (u, u′, u′′, u(3))(0) ∈W s. In the second case, let a = −1/U ′′(0), b = 0, and
consider the point
(u, u′, u′′, u(3))(0) =
(
U(0) + ε+ o(ε2), o(ε2), U ′′(0)− ε (U
2σ+1(0)− αU(0))
U ′′(0)
, o(ε2)
)
.
Observe that, for some η > 0,
(u′′ − U ′′)(0) ≥ ε(1 + η) + o(ε2) ≥ (1 + η)(u − U)(0).
Thus, Proposition 3.19 applies and yields yet a contradiction. Hence the claim holds and
TU(0)W
s ∩ TU(0)Wu =
〈(
0, U ′′(0), 0, βU ′′(0)− αU(0) + U2σ+1(0)) 〉.
The nondegeneracy now immediately follows. Indeed, assume that the linearized equation (3.24) admits
two linearly independent solutions v1 and v2. Then v1(0) and v2(0) are linearly independent vectors of
TU(0)W
s ∩ TU(0)Wu which is a contradiction.

4. The effect of a small fourth order dispersion
In this section we are interested in the asymptotic behaviour of solutions uγ to (1.10) obtained in Section
2 and the ground state solutions as γ goes to zero. We aim at proving that, in this case, the solutions uγ
converge to a ground state solution to (1.8). We assume without loss of generality that β = 1.
When 0 < σ < 2/(N − 2) if N ≥ 3 or σ > 0 otherwise, it is well known, see for instance [32], that if
u ∈ H1(RN ) is positive and solves
(4.1) −∆u+ u = |u|2σu in RN ,
then u(x) = u0(x− x0) for some x0 ∈ RN where u0 is the unique positive radial solution to (4.1). Namely,
uniqueness up to translations holds for positive solutions to (4.1). Moreover u is nondegenerate which means
that if v ∈ H1(RN ) solves the linearized equation
(4.2) −∆v + v = (2σ + 1)|u|2σv,
then there exists ξ ∈ RN such that v(x) = ξ · ∇u(x). In particular, there is no nontrivial solution in
H1rad(R
N ) of the linearized equation
(4.3) −∆v + v = (2σ + 1)|u0|2σv.
We refer to Kabeya and Tanaka [29], see also [32]. Consequently, all positive H1 solutions to (1.8) are given
by uα(x;x0) = α
1
2σ u0(
√
α(x−x0)), where x0 ∈ RN , and these solutions are nondegenerate. In what follows
we denote by wµ the unique (up to sign) radial minimizer (i.e. its maximum is set at the origin) of E0
under the constraint ‖wµ‖2L2 = µ that is
E0(wµ) = inf
u∈Mµ
E0(u) = I0,1(µ).
The nondegeneracy of wµ suggests that uniqueness holds also for (1.10) when γ is small. In this section
we indeed use the implicit function theorem to prove uniqueness and nondegeneracy for (1.10) as γ → 0.
To this aim, we first prove that if γ := γk → 0, then, for any sequence of minimizers (uk,γk)k := (uk)k of
Eγk,1, there exists a sequence (yk)k ⊂ RN such that uk(· − yk) converges strongly in H1 to wµ. Then, by
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using elliptic regularity, we show that the convergence is actually strong in H2. Using this H2-convergence,
we finally prove that the solutions uk are nondegenerate for large k which in turn implies uniqueness up to
translations. With the same arguments, we can also deal with the minimizers of Jγk,1,α.
4.1. Standing waves with a prescribed mass. We begin with solutions to (1.10). First, we deduce the
H1-convergence from the minimality of the sequence.
Proposition 4.1 (H1-convergence). Assume 0 < σ < 2/N . If γk → 0 and (uk)k is a sequence such that
Eγk,1(uk) = Iγk,1(µ), then, up to a subsequence and a sequence (yk)k ⊂ RN , uk(· − yk) → wµ strongly in
H1. Moreover, we have
γk
∫
RN
|∆uk|2 dx→ 0 as k →∞.
Proof. First, we show that there exists C > 0 such that for every γ > 0, we have
I0,1(µ) ≤ Iγ,1(µ) ≤ I0,1(µ) + Cγ.
Indeed, let wµ be a minimizer of E0 under the constraint ‖wµ‖2L2 = µ. Note that by elliptic regularity we
know that wµ ∈ H2(RN ). Thus
Iγ,1(µ) ≤ Eγ,1(wµ) = γ
2
∫
RN
|∆wµ|2 dx+ E0(wµ) ≤ γC + I0,1(µ).
On the other hand, by taking a minimizer uγ for Iγ,1(µ), we obtain
Iγ,1(µ) = Eγ,1(uγ) =
γ
2
∫
RN
|∆uγ |2 dx+ E0(uγ) ≥ I0,1(µ).
Now, take a sequence (γk)k ⊂ R+0 such that γk → 0 as k → ∞. Let (uk)k be a minimizer for Iγk,1(µ).
Then
1
2
∫
RN
|∇uk|2 dx− 1
2σ + 2
∫
RN
|uk|2σ+2 dx ≤ Iγk,1(µ) ≤ Cγk + I0,1(µ)→ I0,1(µ),
which shows that (uk)k is a minimizing sequence for I0,1(µ). Thus, (uk)k is a bounded sequence in H
1(RN )
and extracting a subsequence if necessary, we can assume that uk ⇀ u weakly converges in H
1(RN ).
Since I0,1(µ) < 0, one can argue with standard arguments, see for instance the H
1-subcritical case of the
proof of Theorem 1.1, to show that compactness holds up to translations. Namely, for some sequence
vk(x) := (uk(x − yk))k, we have vk → u in L2(RN ) and vk → u in L2σ+2(RN ), both convergences being
strong. Hence, from the weak convergence in H1(RN ), we infer
I0,1(µ) ≤ lim inf
k→∞
(
1
2
∫
RN
|∇vk|2 dx− 1
2σ + 2
∫
RN
|vk|2σ+2 dx
)
≤ lim sup
k→∞
(
1
2
∫
RN
|∇vk|2 dx− 1
2σ + 2
∫
RN
|vk|2σ+2 dx
)
= I0,1(µ),
which implies that the convergence is strong in H1 and therefore u is a minimizer. By adjusting the sequence
(yk)k, we can assume u = wµ. 
Next, we use the equation to improve the convergence.
Proposition 4.2 (H2-convergence). Assume 0 < σ < 2/N . If γk → 0 and (uk)k is a sequence such that
Eγk,1(uk) = Iγk,1(µ), then, up to a subsequence and a sequence (yk)k ⊂ RN , uk(· − yk) → wµ strongly in
H2(RN ) ∩W 1,p(RN ) for every p ≥ 2.
Proof. By Proposition 4.1, there exist (yk)k ⊂ RN and a subsequence such that vk = uk(· − yk) → wµ
strongly in H1.
Step one: Uniform boundedness. We argue similarly as in the proof of Theorem 3.7. However, due to the
fact that γk → 0, we need to be more careful. Consider the Euler-Lagrange equation for vk
(4.4) γk∆
2vk −∆vk + αkvk = |vk|2σvk.
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Let us denote ζk = −γk∆vk. Then ζk solves
(4.5) −∆ζk + 1
γk
ζk = wk,
where wk = |vk|2σvk −αkvk. Observe that wk ∈ Lploc(RN ) for 1 ≤ p ≤ 2N(N−2)(2σ+1) since vk ∈ L1loc(RN ) and
by Sobolev inequality we know that vk is bounded in L
2N/(N−2)(RN ). Now, since ζk → 0 in L2(RN ), we
have ζk ∈ Lqloc(RN ) for 1 ≤ q ≤ 2. All these bounds are locally uniform (e.g. on unit cubes). From local
elliptic regularity, see e.g. [31, Chapter 5, Theorem 5], we now deduce a locally uniform W 2,rloc -bound on ζk
from (4.5), with r = min( 2N(N−2)(2σ+1) , 2). Then, going back to (4.4), we write
(4.6) −∆vk + αkvk = |vk|2σvk +∆ζk.
Since the right-hand side is uniformly bounded in Lrloc(R
N ), we deduce now a locally uniformW 2,rloc -bound on
vk again by local elliptic regularity estimates. Since N/m < r < N/(m− 1) for some m ∈ N, bootstrapping
the argument m times eventually increases the regularity to W 2,sloc for some s > N . Therefore we deduce a
uniform L∞-bound on vk and ∇vk.
Step two: Convergence in W 1,p(RN ). Since the sequence (vk)k strongly converges in H
1(RN ) and
sup
k
(‖vk‖L∞ , ‖∇vk‖L∞) <∞,
the claim is clear.
Step three: Convergence of the Lagrange multiplier. Let
αk(µ) =
1
µ
(
−2Eγk,1(vk) +
σ
σ + 1
∫
RN
|vk|2σ+2 dx
)
.
We claim that there exist two strictly positive constants c1, c2 independent of k such that
(4.7) c1 ≤ αk(µ) ≤ c2.
Indeed, by Remark 3.5, we have that αk ≤ M for some constant M independent of k. On the other hand,
using the Derrick-Pohozaev identity and the strong convergence of vk → wµ in H1(RN ), one can show that
lim inf
k→∞
αk(µ) ≥ 1
µ
(
1− σN
2σ + 2
)∫
RN
wµ
2σ+2 dx.
This establishes the claim. Moreover, using once more the Derrick-Pohozaev identity and the strong con-
vergence of vk → wµ in H1(RN ) ∩ L2σ+2(RN ), one can show that
αk(µ) =
1
µ
(
−1
2
∫
RN
|∇vk|2dx+
(
1− σN
2(2σ + 2)
)∫
RN
v2σ+2k dx
)
→ α0.
Step four: Strong convergence in H2. Consider again the Euler-Lagrange equation (4.4) for vk. Denote
again ζk = −γk∆vk. Then ζk solves (4.5). Observe that wk ∈ H1(RN ) since vk is bounded, ∇vk ∈ L2(RN )
and Proposition 4.1 implies ζk → 0 in L2(RN ). We therefore infer from (4.5) that (ζk)k is bounded in
H3(RN ) by a constant that does not depend on k, see for instance [31, Chapter 1, Theorems 6.4 & 6.5].
Now, going back to (4.6), we use the H3-bound on (ζk)k and the fact that |vk|2σvk is bounded uniformly in
H1 to conclude that (vk)k is bounded in H
3(RN ). Finally, by interpolation, using the strong convergence
in H1 and the uniform bound in H3, we deduce the strong convergence of vk → wµ in H2. 
Remark 4.3. Arguing as in the previous proof, one can show that uk(· − yk) → wµ locally in C1,α for
every α ∈ [0, 1). Indeed, since vk and ∇vk are uniformly bounded, we can improve the bound on ζk, namely
ζk ∈W 3,ploc for any p ≥ 2, so that we deduce a uniform W 3,ploc -bound on vk as well.
We now prove the nondegeneracy of any minimizer when γ is small.
Lemma 4.4. Assume 0 < σ < 2/N and γk → 0. If (uk)k is a sequence of minimizers for (1.10) with
γ = γk and uk → wµ strongly in H2(RN ), then uk is nondegenerate for k large enough.
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Proof. We aim at proving that uk is nondegenerate if k is large enough, i.e. all solutions to the linearization
γk∆
2v −∆v + αv = (2σ + 1)|uk|2σv
are given by v = ξ · ∇uk, where ξ ∈ RN . Let us denote the Lagrange multiplier associated to wµ by αµ,
namely wµ is solution to
(4.8) −∆wµ + αµwµ = |wµ|2σwµ.
As recalled at the beginning of the section, wµ is nondegenerate. We define the bilinear forms
Ak : H
2(RN )×H2(RN )→ R : (v, w) 7→
∫
RN
(γk∆v∆w +∇v∇w + αkvw) dx
Bk : H
2(RN )×H2(RN )→ R : (v, w) 7→
∫
RN
|uk|2σvw dx.
The bilinear form Ak defines a scalar product on H
2(RN ) and since |uk|2σ ∈ Lq/σ(RN ) for every q ≥ 1,
we easily check that the weak convergence induced by Ak implies the strong convergence induced by Bk.
It then follows from standard arguments that there exist a nondecreasing sequence of positive eigenvalues
(λi,k)i ⊂ R+0 and a corresponding orthonormal basis of eigenfunctions (φi,k)i ⊂ H2(RN ), namely
Ak(φi,k, w) = λi,kBk(φi,k, w), ∀ w ∈ H2(RN ).
We choose to normalize the sequence of eigenfunctions with respect to the bilinear form Bk. Since uk is a
minimizer for (1.10), we infer that
Ak(v, v) − (2σ + 1)Bk(v, v) ≥ 0
for every v ∈ H2(RN ) satisfying the orthogonality condition ∫
RN
ukv dx = 0. As a simple consequence,
λ0 = 1 and λi ≥ (2σ + 1) for i ≥ 1. Indeed, uk is an eigenfunction associated to the eigenvalue 1 and if
there exists another eigenfunction ψ either associated to 1 or to a distinct eigenvalue smaller than (2σ+1),
one easily deduces that
Ak(v, v)− (2σ + 1)Bk(v, v) < 0,
where
v = ψ −
∫
RN
ψuk dx∫
RN
|uk|2 dxuk.
This is a contradiction because v is orthogonal to uk. It remains to show that the eigenspace V2σ+1
associated to (2σ + 1) is exactly {ξ · ∇uk : ξ ∈ RN} for large k. It is straightforward to check that
{ξ · ∇uk : ξ ∈ RN} ⊆ V2σ+1. We can therefore set φi,k = ∂xiuk for i = 1, . . . , N . Assume by contradiction
that φN+1,k ∈ V2σ+1. Then, by the variational characterization of eigenvalues, we know that
2σ + 1 = Ak(φN+1,k, φN+1,k) = min
v∈Hk
Ak(v, v),
where Hk := {v ∈ span(uk, ∂x1uk, . . . , ∂xNuk)⊥ : Bk(v, v) = 1}. It is clear that φN+1,k is bounded in
H1(RN ) so that there exists a weak limit φN+1 ∈ H1(RN ), at least for a subsequence that we still denote
by (φN+1,k)k for simplicity. We can also assume that (φN+1,k)k weakly converges to φN+1 in L
p(RN ) where
p = 1/(1− σ) if N ≥ 3 and p = 2/(2− σ) if N = 1, 2. Therefore, we have∫
RN
|∇φN+1|2 dx+ αµ
∫
RN
|φN+1|2 dx
≤ lim inf
k→∞
(
γk
∫
RN
|∆φN+1,k|2 dx +
∫
RN
|∇φN+1,k|2 dx+ αk
∫
RN
|φN+1,k|2 dx
)
.
If φN+1 ∈ span(wµ, ∂x1wµ, . . . , ∂xNwµ)⊥ and
∫
RN
|wµ|2σφ2N+1 dx = 1, then we have reached a contradiction
because the nondegeneracy of wµ implies∫
RN
|∇φN+1|2 dx+ αµ
∫
RN
|φN+1|2 dx > 2σ + 1.
Therefore, to conclude the proof, it is enough to observe that, as k→∞,∫
RN
φN+1,kuk dx→
∫
RN
φN+1wµ dx,
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RN
φN+1,k∂xiuk dx→
∫
RN
φN+1∂xiwµ dx, i = 1, . . . , N
and
Bk(φN+1,k, φN+1,k)→
∫
RN
|wµ|2σφ2N+1 dx.
The convergence of the N +1 first integrals follow from the strong convergence of (uk)k in H
1(RN ) and the
weak convergence of (φN+1,k)k. For the last one, we use the weak convergence of (φN+1,k)k in L
p(RN ) and
the strong convergence of (|uk|2σ)k in the dual space.

Theorem 4.5. Assume 0 < σ < 2/N . Then there exists γ0 > 0 such that if 0 < γ < γ0, then (1.10) has
a unique nondegenerate least energy solution (up to translations). Fixing its maximum at the origin, this
solution is radially symmetric.
Proof. Assume that γk → 0 and let (uk)k be a sequence such that Eγk,1(uk) = Iγk,1(µ). We prove, by
using the previous proposition, that uk is radially symmetric around some point. Then we use the implicit
function theorem to get uniqueness.
Step one: Radial symmetry of uk. We know from Proposition 4.2 that, up to a subsequence and a sequence
(yk)k ⊂ RN , we have that uk(·− yk)→ wµ strongly in H2(RN )∩W 1,p(RN ) for every p ≥ 2. It is enough to
prove that uk(· − yk) is invariant by rotations around some point. To simplify the notation we just keep uk
to denote uk(· − yk). First, observe that uk(x) > 0 for x ∈ BR(0). Indeed, by Remark 4.3, the convergence
is locally C0. In particular this shows that for every compact set Ω ⊂ RN , there exists kΩ ∈ N such that
uk(x) > 0 for x ∈ Ω and k ≥ kΩ because wµ is positive in RN . In what follows we assume that k ≥ kBR(0).
This implies uk(x) > 0 for x ∈ BR(0).
Observe now that
V ijk (x) = xi
∂uk
∂xj
(x)− xj ∂uk
∂xi
(x)
is a solution to LkV
ij
k (x) = 0, for any i 6= j, where Lk is defined by
Lk(v) = γk∆
2v −∆v + αkv − (2σ + 1)|uk|2σv.
On the other hand, by Lemma 4.4, we know that any solution u˜ to Lk(u˜) = 0 is of the form u˜ = ξ · ∇uk,
for some ξ ∈ RN . Hence given i 6= j ∈ {1, . . . , N}, there exists ξ ∈ RN such that
(xi − ξj)∂uk
∂xj
(x)− (xj + ξi)∂uk
∂xi
(x) = ξ¯ · ∇uk,
where ξ¯ ∈ RN is defined by ξ¯i = ξ¯j = 0 and ξ¯ℓ = ξℓ if ℓ 6= i and ℓ 6= j. Obviously ξ depends on k. Since
V ijk = ξ · ∇uk and uk(x) converges locally uniformly in C1 (by Remark 4.3), we infer that V ijk (x) → 0
uniformly in BR(0). Arguing by contradiction, one then shows that ξ → 0 as k → ∞ otherwise wµ would
be constant in one direction in BR(0). We may therefore drop the dependence of ξ on k to simplify the
notations and assume that |ξi|2 < R/2 for every i. We now claim that in fact ξ¯ = 0. Indeed, if this is not
the case, then
ξ¯ · ∇uk(x) = 0
in the subspace xi = ξj , xj = −ξi. This means uk is constant, hence zero, in the direction ξ¯ in the
subspace xi = ξj , xj = −ξi which is a contradiction with the fact that uk is positive in BR(0). Taking polar
coordinates (r, θ) centered at (ξj ,−ξi) in the plane (xi, xj), we conclude that
∂θuk(x) = 0
and therefore uk is invariant by rotations in the plane (xi, xj) around (ξj ,−ξi) fixing all other coordinates.
If N = 2, we are done as uk is radially symmetric around (ξj ,−ξi). To get the geometrical intuition, we
first assume that N = 3 before treating the general case. We then infer that uk is invariant by rotations
around three orthogonal axes. By translation invariance of uk, we can assume without loss of generality
that the first axe is A3 = (0, 0, x3) and the second one is A1 = (x1, b, 0) for some b ∈ R. We claim that
b = 0. Indeed, if not, the group action of the rotations around A3 and the rotations around A1 is such
that the orbit of any point is unbounded. As uk tends to zero at infinity, this means uk = 0 which is a
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contradiction. For the same reason, the third axe has to be A2 = (0, x2, 0). Therefore uk is invariant under
the action of the special orthogonal group SO(3). In higher dimensions, uk is invariant by rotations in
N(N − 1)/2 orthogonal planes, namely rotations in the planes xixj (i 6= j) leaving the other coordinates
fixed. One then argues similarly to show that there exists one and only one point ξ˜ ∈ RN fixed by all those
rotations. Since these rotations generate all rotations in RN fixing the point ξ˜ (we recall that the dimension
of SO(N) is N(N − 1)/2), we deduce uk is radially symmetric around ξ˜.
Step two: Uniqueness. In what follows we use the nondegeneracy and radial symmetry of uk to apply the
implicit function theorem.
Let us set X := H2rad(R
N ) and Y := H−2(RN ) and let F : R+ × R+ ×X → Y be the operator defined
(in the sense of distributions) by
F (γ, α, u) = γ∆2u−∆u + αu− |u|2σu,
that is,
F (γ, α, u)(v) =
∫
RN
(γ∆u∆v +∇u∇v + αuv − |u|2σuv) dx ∀ v ∈ X.
Obviously F (0, αµ, wµ) = 0 (see (4.8)). Moreover, F is continuously differentiable in a neighbourhood of
(0, αµ, wµ) with DuF (γ, α, u) ∈ L(X,Y ) defined by
DuF (γ, α, u)v = γ∆
2v −∆v + αv − (2σ + 1)|u|2σ−1uv, ∀ v ∈ X,
that is,
DuF (γ, α, u)v[w] =
∫
RN
(γ∆v∆w +∇v∇w + αvw − (2σ + 1)|u|2σ−1uvw) dx,
for all v, w ∈ X . We thus have in the weak sense
L0(v) := DuF (0, αµ, wµ)v = −∆v + αµv − (2σ + 1)w2σµ v.
It is well-known that the kernel of L0 is of dimension N when considered in H
2(RN ) and it is spanned
by the partial derivatives of wµ. In particular, the kernel of L0 restricted to H
2
rad(R
N ) is trivial and
L0 : X → Y is one-to-one, see for instance [19, 29, 32]. Moreover, it follows from the open mapping theorem
that L−10 : Y → X is continuous.
Since the linear map L0 is a homeomorphism, we can apply the implicit function theorem. Namely,
there exist γ0, ε > 0 and an open set U0 ⊂ X that contains wµ such that for every γ ∈ [0, γ0[ and
α ∈ (αµ − ε, αµ + ε), the equation F (γ, α, u) = 0 has a unique solution uγ,α ∈ U0 and the curve
Γ : [0, γ0[×(αµ − ε, αµ + ε)→ H2(RN ) : (γ, α) 7→ uγ,α
is of class C1.
Now suppose that the uniqueness of least energy solutions fails in every set of the form (0, γ) × (αµ −
ε, αµ + ε). We can then construct two sequences in Mµ of least energy solutions along a sequence γk
converging to 0 and a sequence αk → α0. We call them (uk)k and (vk)k and denote by Iγk,1(µ) their
common energy. By assumption, uk 6= vk. By the previous step, we know that uk and vk are radially
symmetric. Since these two sequences converge in H2 to u0 as k →∞, we have
uk, vk → u0,
where the convergence is strong in H2. Then, for k large enough, there exist two solutions to the equation
F (γk, αk, u) = 0 in U0 with γk < γ0 and αk ∈ (αµ − ε, αµ + ε). This is a contradiction and ends the
proof. 
4.2. Ground states. It is also possible to obtain the same kind of result for solutions to
(4.9) m = inf
u∈M
Jγ,β,α(u),
where Jγ,β,α(u) is defined in (1.17) andM in (1.19). The proof is very similar and easier than the one above.
We refer to [10, Propositions 1 & 2] for more details. Notice that we are able to improve [10, Proposition
2] proceeding as in Proposition 4.2.
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Theorem 4.6. Assume that 0 < σ < 2/N and α, β > 0. Then there exists γ0 > 0 such that if 0 < γ < γ0,
then (4.9) has a unique nondegenerate positive least energy solution (up to translations). Fixing its maximum
at the origin, this solution is radially symmetric and radially decreasing.
Thanks to the previous theorem, we are able to obtain the positivity and strict decay of the unique
solution to (1.10) when γ is small enough. We have seen at the end of the proof of Theorem 4.5 that
there exist γ0, ε > 0 and an open set U0 ⊂ H2rad that contains wµ such that for every γ ∈ [0, γ0[ and
α ∈ (αµ − ε, αµ + ε), the equation F (γ, α, u) = 0 has a unique solution uγ,α ∈ U0. Therefore, we see that
when γ is small enough, the solution given in Theorem 4.6 when α = αµ coincides with the solution to
Theorem 4.5. We deduce the following corollary.
Corollary 4.7. Assume that 0 < σ < 2/N and β > 0. Then there exists γ0 > 0 such that if 0 < γ < γ0,
then, up to its sign, the unique solution to (1.10) is positive and radially decreasing.
5. Orbital stability
In this section we establish some results concerning the orbital stability of standing wave solutions to
the following equation
(5.1) i∂tψ −∆2ψ + β∆ψ + |ψ|2σψ = 0.
First, let us introduce some notation and some basic facts. It is easy to see that the energy
(5.2) E1,β(ψ) =
1
2
∫
RN
|∆ψ|2 dx+ β
2
∫
RN
|∇ψ|2 dx− 1
2σ + 2
∫
RN
|ψ|2σ+2 dx,
and the mass
(5.3) F (ψ) =
1
2
∫
RN
|ψ|2 dx
are conserved by solutions to (5.1). Let L2 = L2(RN )× L2(RN ) and Hs = Hs(RN )×Hs(RN ) with s ∈ N.
Writing ψ = u1 + iu2, we see that (5.1) gives rise to the system{
∂tu1 −∆2u2 + β∆u2 + (|u1|2 + |u2|2)σu2 = 0
−∂tu2 −∆2u1 + β∆u1 + (|u1|2 + |u2|2)σu1 = 0.
The energy and the mass are then given by
E1,β(ψ) =
1
2
∫
RN
(|∆u1|2 + |∆u2|2) dx+ β
2
∫
RN
(|∇u1|2 + |∇u2|2) dx
− 1
2σ + 2
∫
RN
(|u1|2 + |u2|2)σ+1 dx,
and
F (ψ) =
1
2
∫
RN
(|u1|2 + |u2|2) dx.
So we can write (5.1) as
(5.4)
d
dt
Φ(t) = JE′1,β(Φ(t)), Φ =
(
u1
u2
)
,
where E′1,β is the Fre´chet derivative of E1,β with respect to Φ, and
J =
(
0 −1
1 0
)
.
We recall the local and global wellposedness properties of this system.
Theorem 5.1 ([40, Proposition 4.1 & Corollary 4.1]). Let 0 < σ < 4/N . Given Φ0 ∈ H2, there exists a
solution U ∈ C(R,H2) of (5.4) such that Φ(0) = Φ0. Moreover, for all t ≥ 0, the map Φ0 7→ Φ is continuous
from H2 to C([0, t],H2).
32 BONHEURE, CASTERAS, MOREIRA DOS SANTOS AND NASCIMENTO
Notice that (5.1) is invariant under the unitary action of rotations and translations, i.e. if Φ =
(
u1
u2
)
is
a solution to (5.4), then
T1(θ)Φ =
(
cos θ sin θ
− sin θ cos θ
)(
u1
u2
)
and T2(r)Φ =
(
u1(· − r, ·)
u2(· − r, ·)
)
are also solutions. Let eiαtU be a standing wave solution to (5.1). Denote U = (U, 0). We define the orbit
generated by U as
ΩU :=
{
T1(θ)T2(r)U : θ, r ∈ R
}
≈
{(
cos θ sin θ
− sin θ cos θ
)(
U(· − r)
0
)
: θ, r ∈ R
}
.
For any f, g ∈ H2, we define
d(f, g) := inf
{
‖f − T1(θ)T2(r)g‖H2 : θ, r ∈ R
}
.
Notice that d(f,U) = d(f,ΩU ).
Definition 5.1. Let Θ(x, t) = eiαtU(x) be a standing wave of (5.1). We say that Θ is orbitally stable in
H2 if, given ε > 0, there exists δ > 0 such that if Φ0 ∈ H2 satisfies ‖Φ0 − U‖H2 < δ, then the solution Φ(t)
of (5.1) with initial data Φ0 exists for all t ≥ 0 and satisfies
d(Φ(t),ΩU ) < ε, for all t ≥ 0.
We also define a weaker notion of stability.
Definition 5.2. Let G := {U ∈ H2(RN ) : U is a solution to (1.10)}. We say that the set G is stable in
H2 if, given ε > 0, there exists δ > 0 such that if Φ0 ∈ H2 satisfies ‖Φ0 − U‖H2 < δ for some U ∈ G, then
the solution Φ(t) to (5.1) with initial data Φ0 exists for all t ≥ 0 and satisfies
d(Φ(t),ΩV ) < ε, for all t ≥ 0,
for some V ∈ G.
We prove two results in this section. First, as a direct consequence of Theorem 1.1, using the method
of Cazenave and Lions [18], we prove the stability of the set G. As already pointed out, see page 5, this
method does not apply to ground state of the functional energy. Then, we establish the orbital stability of
nondegenerate (see (1.21)) ground state solutions satisfying (1.23), i.e. solutions to (1.18).
5.1. Standing waves with a prescribed mass. In this subsection we show the stability of the set of
solutions obtained in Theorem 1.1.
Theorem 5.2. The set G is stable.
Proof. Let U ∈ G. Assume by contradiction that there exists a sequence of solutions (uk)k of (5.1) with
uk(0) = ϕk, for (ϕk)k ⊂ H2(RN ) such that limk→∞ ‖ϕk − U‖H2 = 0 and such that there exists (tk)k ⊂ R+
with d(uk(tk),ΩU ) ≥ ε, for some ε > 0 fixed. Using the conservation of the energy and the mass, it is easy
to see that ‖uk(tk)‖L2 → ‖U‖L2 and E1,β(uk(tk))→ E1,β(U) = I1,β as k → ∞. Therefore, using Theorem
1.1, we get that d(uk(tk),ΩV )→ 0, for some V ∈ G which gives a contradiction. 
Remark 5.3. Observe that the previous theorem implies that the sign-changing solution, which existence
is assured by Corollary 3.8 belongs to a stable set.
5.2. Nondegenerate standing waves. In our last subsection we investigate the orbital stability of non-
degenerate ground state solutions U ∈ H2(RN ) to (1.6). Let us recall (see Theorem 3.9) that solutions to
(3.8) are real up to a phase. Before proceeding, we introduce some notations. Denote G = E1,β + αF ,
where E1,β and F are given in (5.2) and (5.3), respectively. Let U = (U, 0), where U is a solution to (3.8).
It is easy to see that
G′(U) = E′1,β(U) + αF ′(U) = 0.
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We set
L =
(
L1 0
0 L2
)
,(5.5)
where L1 and L2 denote the linearization of (5.4) around the standing wave U , i.e.
L1(u) = ∆
2u− β∆u + αu− (2σ + 1)|U |2σu,
and
L2(u) = ∆
2u− β∆u+ αu − |U |2σu.
We assume that U is nondegenerate, that is, all solutions to L1(u) = 0 are of the form u = ξ · ∇U , for any
ξ ∈ RN . We know that (L1u, u)L2 ≥ 0 for any u ∈ H2 such that (U, u)H2 = 0 since U is a ground state.
This implies that (L2u, u)L2 > 0 for all (u, U)H2 = 0. As L2U = 0, this implies that the first eigenvalue is
zero and that it is simple. Therefore, we have the following result.
Proposition 5.4. Assume that U is a nondegenerate ground state. Then the operator L given in (5.5) and
defined on L2 with domain H4 has a unique simple negative eigenvalue. The eigenvalue 0 is of multiplicity
N + 1 with associated eigenfunctions (ei · ∇U, 0), i = 1, . . . , N and (0, U).
Next, we prove that any nondegenerate ground state satisfying (1.23) is orbitally stable.
Theorem 5.5. Let U be a solution to (1.6) and assume it is nondegenerate and (1.23) holds. Then, the
standing wave Θ(x, t) = eiαtU(x) is orbitally stable in H2.
As an immediate consequence of Theorem 3.16, we obtain the following result.
Corollary 5.6. Assume that N = 1. Let U be a solution to (1.6) satisfying (1.23). Then, the standing
wave Θ(x, t) = eiαtU(x) is orbitally stable in H2.
Given ε > 0, we define ΩεU = {v ∈ H2 : d(v,ΩU ) < ε}. In order to prove the previous theorem, we shall
construct a Lyapunov function. Once we have this function, the proof of Theorem 5.5 will then follow from
[46, Proposition 4.1]. Before proceeding let us recall the following definition.
Definition 5.3. A function V : H2 → R is a Lyapunov function for the orbit of ΩU if the following
properties hold:
(1) There exists ρ > 0 such that V : ΩρU → R is C2 and, for all v ∈ ΩU ,
V (v) = 0 and V ′(v) = 0.
(2) For all v ∈ ΩρU , there holds
〈V ′(v), Jv〉 = 〈V ′(v), xi · ∇v〉 = 0, i = 1, . . . , N.
(3) If Φ(t) is a global solution to the Cauchy problem (5.4) with initial data Φ0, then V (Φ(t)) = V (Φ0),
for all t ≥ 0.
(4) There exists c > 0 such that, for all v ∈ ΩρΦ,
V (v) ≥ c[d(v,ΩU )]2.
Proposition 5.7. There exists C > 0 such that the functional V : H2 → R defined by
V (v) = G(v)−G(U) + C(F (v)− F (U))2,
is a Lyapunov function for the orbit ΩU .
In order to prove this proposition, we follow very closely [38]. Observe that it is straightforward to check
that V satisfies the points (1)− (3) in the Definition 5.3. To prove that V satisfies the last point, we need
the next two lemmas.
Lemma 5.8. There exists R > 0, depending on U , such that for all ρ ∈ (0, R) and v ∈ ΩρU , there exist
r1, θ1 ∈ R such that
‖v − T1(θ1)T2(r1)U‖H2 < ρ,
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and (
v − T1(θ1)T2(r1)U , JT1(θ1)T2(r1)U
)
H2
=
(
v − T1(θ1)T2(r1)U , T1(θ1)T2(r1)ξ · ∇U
)
H2
= 0.
Proof. See [38, Lemma 4.13]. 
Before stating the next lemma, let us introduce some notation. Let G′′ be the second order Fre´chet
derivative of G, i.e. G′′(U)v = ILv, for v ∈ H6, where I : H2 → H−2 is the natural injection with respect
to the inner product of L2, i.e.
〈Iu, v〉 = (u, v)L2 , for all u, v ∈ H2.
Let S : H2 → H2 be the self-adjoint operator defined by S = R−1G′′(U) where R : H2 → H−2 is the Riesz
isomorphism with respect to the inner product of H2, that is
〈Ru, v〉 = (u, v)H2 , for all u, v ∈ H2.
Lemma 5.9. There exist two positive constants C and δ such that
(Sv, v)H2 + 2C(R−1IU , v)2H2 ≥ δ ‖v‖H2 ,
for all v ∈ {JU , ξ · ∇U}⊥ = {v ∈ H2 : (JU , v)H2 = (ξ · ∇U , v)H2 = 0}.
Proof. Following the proof of Lemmas 4.12 and 4.15 from [38], we observe that the proof of Lemma 5.9
reduces to the following claim.
Claim: Let v = (P,Q) ∈ H4 be such that
(Q,U)L2 = (P,U)L2 = (P, ξ · ∇U)L2 = 0,
then there exists δ > 0 such that
(5.6) (Lv, v)L2 ≥ δ ‖v‖2L2 .
We split the proof of (5.6) into two steps.
Step one: We have
inf
(v,U)L2=0
v 6=0
(L2v, v)L2
‖v‖2L2
> 0.
Seeking a contradiction, we assume that this infimum is zero. Let (vk)k be a L
2-normalized minimizing
sequence. By using the exponential decay of U it is easy to show that (vk)k is bounded in H
2(RN ).
Therefore, there exists a function v such that vk ⇀ v weakly in H
2 and (v, U)L2 = 0. Using once again
the exponential decay of U , one can prove that (vk)k converges strongly in H
2 to v and that v solves the
minimization problem. Thus, there exist θ1, θ2 ∈ R such that for all ψ ∈ H2,
(L2v, ψ)L2 = θ1(v, ψ)L2 + θ2(U,ψ)L2 .
Taking ψ = v, we get θ1 = 0. Next, if we take ψ = U , we get that θ2 = 0 so v = cU , for any constant c,
since L2 is nondegenerate. This implies that ω > 0, contradicting ω = 0.
Step two: We have
δ1 = inf
{
(L1u, u)L2 : ‖u‖L2 = 1, (u, U)L2 = (u, ξ · ∇U)L2 = 0
}
> 0.
First, we show that
γ = inf
{
(L1u, u)L2 : u ∈ H2, ‖u‖L2 = 1, (u, U)L2 = 0
}
= 0.
MIXED 4NLS 35
Indeed, since L1(ξ · ∇U) = 0, we have γ ≤ 0. We notice that (L1U,U)L2 ≤ 0. Using [49, Proposition 4.3],
this implies that γ ≥ 0. We deduce from this that δ1 ≥ 0. Assume now that the infimum is achieved by a
function ϕ. Then there exist m1,m2,m3,1, . . . ,m3,N ∈ R such that
L1ϕ = m1ϕ+m2U +
N∑
i=1
m3,ixi · ∇U.
Assume by contradiction that δ1 = 0. Consequently, we have that m1 = 0. Testing the equation with
ξ · ∇U ∈ kerL1, we deduce that m3,i = 0, for any i = 1, . . . , N . Next, we show that m2 6= 0. By
contradiction, assume that m2 = 0. Then, using the nondegeneracy of L1, we deduce that ϕ = Cξ˜ · ∇U ,
for some constant C and some ξ˜ ∈ RN . On the other hand, by definition we have (ϕ, ξ˜ · ∇U)L2 = 0. This
implies that C = 0, contradicting ‖ϕ‖L2 = 1. Therefore, we deduce that ϕ is a solution to L1ϕ = m2U , for
some m2 6= 0, and 0 = (ϕ,U)L2 , which yields a contradiction with (1.23).
Finally, we are now in position to prove (5.6). Thanks to the two previous steps, there exist δ1, δ2 > 0 such
that (L2Q,Q)L2 ≥ δ2 ‖Q‖2L2 and (L1P, P )L2 ≥ δ1 ‖P‖2L2 . Recalling that Lv = (L1P,L2Q), we get (5.6)
with δ = min{δ1, δ2}.

Now we give the proof of Proposition 5.7.
Proof of Proposition 5.7. Using Lemmas 5.8 and 5.9 we show that there exists c > 0 such that, for all
v ∈ ΩρΦ,
V (v) ≥ c[d(v,ΩU )]2.
Since V is C2 and noticing that V (U) = 0 and V ′(U) = 0, a Taylor expansion gives
V (v) =
1
2
〈
V ′′(U)(v − U), v − U〉+ h(v),
where h is a function satisfying
lim
v→U
h(v)
‖v − U‖2
H2
= 0.
Let R be the constant appearing in Lemma 5.8 and δ be that appearing in Lemma 5.9. We can assume
that, for some ρ ∈ (0, R/2),
|h(v)| ≤ δ
4
‖v − U‖2
H2
, for all v ∈ Bρ(U).
Let v ∈ ΩρU . We deduce from Lemma 5.8, that there exist θ1 and r1 such that u = T1(−θ1)T2(−r1)v satisfies
‖u− U‖
H2
< ρ and u−U ∈ {JU , ξ · ∇U}⊥. On the other hand, using Lemma 5.9, there exist δ and C such
that, for all w ∈ {JU , ξ · ∇U}⊥, we have
〈V ′′(U)w,w〉 = 〈G′′(U)w,w〉 + 2C 〈F ′(U), w〉2
= (Sw,w)
H2
+ 2C
(R−1IU , w)2
H2
≥ δ ‖v‖
H2
.
Combining the previous estimates, we deduce that, for any v ∈ ΩρU ,
V (v) = V (u) ≥ δ ‖u− U‖
H2
− δ
4
‖u− U‖2
H2
≥ δ
4
d(u,ΩU)2 =
δ
4
d(v,ΩU )2.
Therefore, V is a Lyapunov function. This concludes the proof. 
Proof of Theorem 5.5. In view of Proposition 5.7, all the assumptions of [46, Proposition 4.1] are satisfied
and hence the conclusion follows. 
36 BONHEURE, CASTERAS, MOREIRA DOS SANTOS AND NASCIMENTO
References
[1] J. P. Albert. Positivity properties and stability of solitary-wave solutions of model equations for long waves. Comm.
Partial Differential Equations, 17(1-2):1–22, 1992.
[2] A. Alvino, G. Trombetti, P.-L. Lions, and S. Matarasso. Comparison results for solutions of elliptic problems via sym-
metrization. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 16(2):167–188, 1999.
[3] C.J. Amick and J.F. Toland. Global uniqueness of homoclinic orbits for a class of fourth order equations. Z. Angew. Math.
Phys., 43(4):591–597, 1992.
[4] M. Ben-Artzi, H. Koch, and J.-C Saut. Dispersion estimates for fourth order Schro¨dinger equations. C. R. Acad. Sci.
Paris Se´r. I Math., 330(2):87–92, 2000.
[5] H. Berestycki and P.-L. Lions. Nonlinear scalar field equations. I. Existence of a ground state. Arch. Rational Mech. Anal.,
82(4):313–345, 1983.
[6] H. Berestycki and P.-L. Lions. Nonlinear scalar field equations. II. Existence of infinitely many solutions. Arch. Rational
Mech. Anal., 82(4):347–375, 1983.
[7] D. Bonheure, J.-B. Casteras, T. Gou, and L. Jeanjean. Normalized solutions to the mixed dispersion nonlinear Schro¨dinger
equation in the mass critical and supercritical regime. preprint, 2017.
[8] D. Bonheure, J.-B. Casteras, T. Gou, and L. Jeanjean. Strong instability of ground states to a fourth order Schro¨dinger
equation. To appear in IMRN, doi:10.1093/imrn/rnx273, 2017.
[9] D. Bonheure, E. Moreira dos Santos, and M. Ramos. Ground state and non-ground state solutions of some strongly
coupled elliptic systems. Trans. Amer. Math. Soc., 364(1):447–491, 2012.
[10] D. Bonheure and R. Nascimento. Waveguide solutions for a nonlinear Schro¨dinger equation with mixed dispersion. Con-
tributions to Nonlinear Elliptic Equations and Systems, Progr. in Nonlinear Differential Equations and Appl., 86:31–53,
2015.
[11] Thomas Boulenger and Enno Lenzmann. Blowup for biharmonic NLS. Ann. Sci. E´c. Norm. Supe´r. (4), 50(3):503–544,
2017.
[12] J.E. Brothers and W.P. Ziemer. Minimal rearrangements of Sobolev functions. J. Reine Angew. Math., 384:153–179,
1988.
[13] B. Buffoni. Infinitely many large amplitude homoclinic orbits for a class of autonomous hamiltonian systems. Journal of
Differential Equations, 121(1):109 – 120, 1995.
[14] B. Buffoni. Periodic and homoclinic orbits for lorentz-lagrangian systems via variational methods. Nonlinear Analysis,
26(3):443–462, 1996.
[15] B. Buffoni, A.R. Champneys, and J.F. Toland. Bifurcation and coalescence of a plethora of homoclinic orbits for a
Hamiltonian system. J. Dynam. Differential Equations, 8(2):221–279, 1996.
[16] J. Busca and B. Sirakov. Symmetry results for semilinear elliptic systems in the whole space. J. Differential Equations,
163(1):41–56, 2000.
[17] I. Catto, J. Dolbeault, O. Sa´nchez, and J. Soler. Existence of steady states for the Maxwell-Schro¨dinger-Poisson system:
exploring the applicability of the concentration-compactness principle. Math. Models Methods Appl. Sci., 23(10):1915–
1938, 2013.
[18] T. Cazenave and P.-L. Lions. Orbital stability of standing waves for some nonlinear Schro¨dinger equations. Comm. Math.
Phys., 85(4):549–561, 1982.
[19] S.M. Chang, S. Gustafson, K. Nakanishi, and T.P. Tsai. Spectra of linearized operators for NLS solitary waves. SIAM J.
Math. Anal., 39(4):1070–1111, 2008.
[20] Y. Deng and Y Li. Exponential decay of the solutions for nonlinear biharmonic equations. Commun. Contemp. Math.,
9(5):753–768, 2007.
[21] G. H. Derrick. Comments on nonlinear wave equations as models for elementary particles. J. Mathematical Phys., 5:1252–
1254, 1964.
[22] G. Fibich, B. Ilan, and G. Papanicolaou. Self-focusing with fourth-order dispersion. SIAM J. Appl. Math., 62(4):1437–1462
(electronic), 2002.
[23] D. G. de Figueiredo, E. Moreira dos Santos, and O. H. Miyagaki. Sobolev spaces of symmetric functions and applications.
J. Funct. Anal., 261(12):3735–3770, 2011.
[24] E. Gagliardo. Caratterizzazioni delle tracce sulla frontiera relative ad alcune classi di funzioni in n variabili. Rend. Sem.
Mat. Univ. Padova, 27:284–305, 1957.
[25] E. Gagliardo. Proprieta` di alcune classi di funzioni in piu` variabili. Ricerche Mat., 7:102–137, 1958.
[26] Q. Guo. Scattering for the focusing L2-supercritical and H˙2-subcritical biharmonic NLS equations. Comm. Partial Dif-
ferential Equations, 41(2):185–207, 2016.
[27] Ale Jan Homburg and Bjorn Sandstede. Chapter 8 - homoclinic and heteroclinic bifurcations in vector fields. volume 3 of
Handbook of Dynamical Systems, pages 379 – 524. Elsevier Science, 2010.
[28] L. Jeanjean and T. Luo. Sharp nonexistence results of prescribed L2-norm solutions for some class of Schro¨dinger-Poisson
and quasi-linear equations. Z. Angew. Math. Phys., 64(4):937–954, 2013.
[29] Y. Kabeya and K. Tanaka. Uniqueness of positive radial solutions of semilinear elliptic equations in RN and Se´re´’s
non-degeneracy condition. Comm. Partial Differential Equations, 24(3-4):563–598, 1999.
[30] V.I. Karpman and A.G. Shagalov. Stability of solitons described by nonlinear Schro¨dinger-type equations with higher-order
dispersion. Phys. D, 144(1-2):194–210, 2000.
MIXED 4NLS 37
[31] N.V. Krylov. Lectures on elliptic and parabolic equations in Sobolev spaces, volume 96 ofGraduate Studies in Mathematics.
American Mathematical Society, Providence, RI, 2008.
[32] M.K. Kwong. Uniqueness of positive solutions of ∆u − u+ up = 0 in RN . Arch. Rational Mech. Anal., 105(3):243–266,
1989.
[33] E. W. Laedke and K. H. Spatschek. Stability properties of multidimensional finite-amplitude solitions. Phys. Rev. A,
30:3279–3288, 1984.
[34] E. W. Laedke, K. H. Spatschek, and L. Stenflo. Evolution theorem for a class of perturbed envelope soliton solutions. J.
Math. Phys., 24(12):2764–2769, 1983.
[35] R. Leis. Initial Boundary Value Problems in Mathematical Physics. John Wiley & Sons, 1 edition, 1986.
[36] P.-L. Lions. The concentration-compactness principle in the calculus of variations. The locally compact case. I. Ann. Inst.
H. Poincare´ Anal. Non Line´aire, 1(2):109–145, 1984.
[37] C. Miao, G. Xu, and L. Zhao. Global well-posedness and scattering for the focusing energy-critical nonlinear Schro¨dinger
equations of fourth order in the radial case. J. Differential Equations, 246(9):3715–3749, 2009.
[38] F. Natali and A. Pastor. The fourth-order dispersive nonlinear Schro¨dinger equation: orbital stability of a standing wave.
SIAM J. Appl. Dyn. Syst., 14(3):1326–1347, 2015.
[39] L. Nirenberg. On elliptic partial differential equations. Ann. Scuola Norm. Sup. Pisa (3), 13:115–162, 1959.
[40] B. Pausader. Global well-posedness for energy critical fourth-order Schro¨dinger equations in the radial case. Dyn. Partial
Differ. Equ., 4(3):197–225, 2007.
[41] B. Pausader. The cubic fourth-order Schro¨dinger equation. J. Funct. Anal., 256(8):2473–2517, 2009.
[42] B. Pausader. The focusing energy-critical fourth-order Schro¨dinger equation with radial data. Discrete Contin. Dyn. Syst.,
24(4):1275–1292, 2009.
[43] B. Pausader and S. Shao. The mass-critical fourth-order Schro¨dinger equation in high dimensions. J. Hyperbolic Differ.
Equ., 7(4):651–705, 2010.
[44] B. Pausader and S. Xia. Scattering theory for the fourth-order Schro¨dinger equation in low dimensions. Nonlinearity,
26(8):2175–2191, 2013.
[45] S. I. Pohozˇaev. On the eigenfunctions of the equation ∆u+ λf(u) = 0. Dokl. Akad. Nauk SSSR, 165:36–39, 1965.
[46] C.A. Stuart. Lectures on the orbital stability of standing waves and application to the nonlinear Schro¨dinger equation.
Milan J. Math., 76:329–399, 2008.
[47] C. Sulem and P-L. Sulem. The Nonlinear Schro¨dinger Equation: Self-focusing and Wave Collapse, volume 139 of Applied
Mathematical Sciences. Springer, 1 edition, 1999.
[48] M. I. Weinstein. Nonlinear Schro¨dinger Equations and Sharp Interpolation Estimates. Commum. Math. Phys., 87:567–
576, 1983.
[49] M.I. Weinstein. Lyapunov stability of ground states of nonlinear dispersive evolution equations. Comm. Pure Appl. Math.,
39(1):51–67, 1986.
Denis Bonheure, Jean-Baptiste Casteras and Robson Nascimento
De´partement de Mathe´matiques, Universite´ Libre de Bruxelles,
CP 214, Boulevard du triomphe, B-1050 Bruxelles, Belgium,
and INRIA- team MEPHYSTO.
E-mail address: Denis.Bonheure@ulb.ac.be
E-mail address: jeanbaptiste.casteras@gmail.com
E-mail address: Robson.Nascimento@ulb.ac.be
Ederson Moreira dos Santos
Instituto de Cieˆncias Matema´ticas e de Computac¸a˜o — Universidade de Sa˜o Paulo
Caixa Postal 668, CEP 13560-970 - Sa˜o Carlos - SP - Brazil
E-mail address: ederson@icmc.usp.br
