Abstract-The algorithm presented here allows the motion tracking of a human subject performing rehabilitation exercises during physiotherapy. The motion is tracked by fitting a model into the observed data, which are depth images coming from one or multiple Kinect sensors. The model consists of a surface mesh morphologically close to the patient's body and an articulated skeleton. The mesh is deformed by linear blend skinning according to the pose of the skeleton. The optimization is performed by particle filtering. Thanks to the graphics pipeline and the computing capabilities of the GPU, our algorithm reaches execution speeds close to real time. When working offline with a model very close to the patient's morphology, the joints locations and rotations are estimated with an average accuracy respectively smaller than a few millimeters and a few degrees.
I. INTRODUCTION
During rehabilitation, physiotherapists must assess the motions performed by their patient, either for diagnosis or to ensure the effectiveness of a rehabilitation exercise. The quality of the movement is usually assessed by visual inspection, rising the issues of objectivity and quantification. Moreover, the time devoted by the practitioner to the patient being limited, the latter must perform exercises without assistance (in a rehabilitation center or at home), which lowers the level of quality control on the carried out exercises. The proposed work is part of an ongoing project targeting the development of a markerless motion tracking system that will support physiotherapists in their diagnosis and follow-up of muscular rehabilitation.
Markerless motion tracking has received a lot of attention in recent years, particularly since the availability of inexpensive 3D sensors such as the Kinect which provide good quality depth images in real time. Recent works in this area include [1] where the authors learn a random forest classifier that labels the depth image pixels based on the body part they belong to. Then, using mean shift, they determine the most probable locations for the joints. A variant of this approach, based on random forest regression, is proposed in [2] . It allows to regress the joints locations directly from simple features extracted from the depth images. [3] performs realtime hand tracking using an alternative approach based on a model and on the optimization of its pose parameters by Fig. 1 . Example of observations generated for 4 cameras spread around the subject. The color varies with the depth (in the frame of reference of the camera), ranging from black for the nearest pixels to red for the more distant ones.
particle swarm optimization (PSO). Their model is made of basic geometric primitives, such as spheres, cylinders, etc.
Similarly to [3] , our tracking algorithm is model-based. This means that it uses a parametric model, and that it tries for every frame to get as close as possible to the observed reality by optimizing the parameters of this model. In the remainder of this paper we will describe in more detail the proposed algorithm and the results we have obtained.
II. MATERIAL AND METHODS

A. Observations
In our usage scenario, the patient is filmed by one or more 3D Kinect sensors providing depth images at a resolution of 640x480 pixels. The locations and orientations in 3D space of the different sensors are assumed to be known. To meet this specification, we have generated synthetic observations using four OpenGL virtual cameras placed around the model, each camera having the same focal and resolution characteristics as the Kinect (Fig. 1) . We call O c the depth image generated by the camera c at a given time. The camera system thus produces, at a frequency of about 30 Hz, sets of depth images that we call frames.
B. Model
Our model is made of a 3D mesh representing the surface of the patient's body. To simulate body movements, we use a simplified skeleton. The mesh is linked to the skeleton via a set of predefined weights, and is deformed when the skeleton moves by application of the linear blend skinning (LBS) algorithm [4] (Fig. 2) . To obtain a realistic model (i.e. as close as possible to the patient's morphology), we use the Fig. 2 . The model consists of a mesh and a skeleton (thin light blue structure). Here, we show the weights of the vertices associated with the thigh bone (blue corresponds to a null weight and red to a weight equal to one). These weights are used to deform the surface mesh when the skeleton pose is modified. open source MakeHuman [5] application. It allows to generate different 3D models by setting some anthropomorphic parameters such as age, sex, height, weight, muscle tone, etc.
The purpose of this paper being focused on the tracking algorithm, we assume here that we have a perfect 3D model of the patient. To do so, we have synthesized observations sequences by animating the model itself, ensuring this way that, if the algorithm works optimally, it should lead to a perfect fit. Under this assumption, we will study performance (accuracy and speed) of our algorithm. In reality, the model will be similar to the patient but not identical. We will therefore also examine how the performance evolves when we introduce morphological differences between the model and the observations.
During tracking, the model parameters are the degrees of freedom (DoF) of the skeleton. In this paper, we focus on the movement of the leg, which implies a model with 15 DoF: 6 DoF for the global location and orientation and 3 x 3 DoF for the hip, knee and ankle joints. Each pose of the model is uniquely determined by a vector of 15 values for these parameters that we call x.
C. Fitness Evaluation
To evaluate a pose hypothesis for the model, we must define a metric that will measure the distance between the pose hypothesis and the actual pose. As the actual pose is unknown, we will compare the hypothesis to the observations, i.e. the depth images. To do so, we apply the pose to the skeleton, deforming the mesh using LBS, then we use OpenGL to render the model with the characteristics of each camera. We obtain a depth image M c (x) for each camera c that depends on the model parameters x. We measure the depth difference δ c (x) as follows, with τ being a constant threshold value (Fig. 3 ).
Then we compute the fitness f c (x) with the formula (2), with values for δ − c and σ c for which we will explain later how they are calculated (see formula (3)).
Finally, we calculate the global fitness f (x) by averaging the fitnesses f c (x) of the different cameras.
D. Optimization
For each frame, we estimate the pose of the model that best fits the observations. To do so, we use the particle filter algorithm [6] , where each particle corresponds to a specific state x of the system, in other words a specific pose for the model.
1) Observation Model:
The formula for evaluating the fitness involves two values δ − c and σ c , which are calculated on the basis of the distribution of δ c (x) on the set of particles:
The idea is to compute σ c so that the negative exponential in formula (2) has the effect of amplifying the fitness for lower values of δ c (x) and decreasing it for higher values. k represents the fraction of the interval between δ − c and δ
where we want the fitness to be greater than f − c (Fig. 4) . For all of our simulations, we took k = 0.2 and f − c = 0.001, which means that the fitness drops to 0.001 within 20% of the interval between the minimum and the maximum value of δ c (x).
2) Dynamic Model:
The dynamic model is defined by
represents the velocity of the particle at the previous frame, w t is a zero mean Gaussian stochastic component, and α is a constant which allows to control the velocity's influence on the movement of the particle in the state space.
E. Implementation
In our case, the fitness evaluation is the most computer intensive part of the particle filter algorithm, because it has to be computed for all the particles. Therefore we implemented it exploiting GPU computing power at two levels: OpenGL shaders and CUDA kernels.
1) OpenGL shaders:
The computation of the fitness of a particle requires to generate a depth image that corresponds to the pose. Therefore, we use the GPU graphics pipeline with specific vertex and fragment shaders. At initialization of the tracking algorithm, we upload in a GPU buffer the static model information (i.e. the vertices coordinates in rest pose, the vertex indices for the mesh triangles, and the skinning weights). To render a given pose, its pose vector x is transferred to the GPU, the vertex shader deforms the mesh using LBS, then it applies the transformation matrices for the camera c. Once the OpenGL pipeline has finished its calculations, the depth buffer may be retrieved.
When working with the GPU, the memory transfers between the CPU and the GPU often penalize the performance. Thanks to the operation mode described above, we need to transfer very little information to the GPU at each frame for a given particle, namely the 15 values of the pose vector x. To further optimize the use of the GPU, we transfer the data of a set of particles at once to the GPU via an OpenGL buffer. Then, by using the instantiation capabilities of OpenGL, we ask the GPU, with only one command, to generate all depth images, each of the transmitted poses being handled as one instantiation of the graphics pipeline. We have developed a specific fragment shader that dispatches the result of each instance as one tile in the depth buffer. Then, by downloading the depth buffer we may retrieve, in one operation, the depth maps for all the particles in the set.
2) CUDA kernels: Once the depth maps corresponding to the particles are generated by the GPU, they should be transferred back to the CPU and compared one by one with the observations in order to calculate the fitness of each particle. However, the memory size of the depth buffer is big and its transfer to the CPU would penalize the performance. To avoid this, we rather transfer the observations from the CPU to the GPU, as this transfer must be done only once per iteration of the algorithm since the observations are the same for all particles. Observations are copied into a buffer on the GPU in the form of identical tiles replicated as many times as there are particles in the set. After that, a sequence of CUDA kernels successively transforms the normalized depth buffer values (between 0 and 1) into true depth values, calculates the absolute depth differences (Fig. 5) , and finally aggregates these values per tile (i.e. per particle) according to formula (1) . At the end of this process, we transfer back to the CPU only one value per particle: δ c (x).
III. RESULTS
To validate our results, we use the following measurements: the error on the joints location, measured as the Euclidean distance between the estimated and the actual Fig. 5 . The depth maps differences for a group of particles is calculated directly by the GPU, each particle corresponding to a tile in the depth buffer. location, the flexion / extension angle at each joint, knowing that this measure typically is what the physiotherapist will be interested in, and the rotation error, calculated as the rotation angle resulting from the difference between the estimated rotation R e and the actual rotational R r , or R e R −1 r . The following six configurations have been compared.
Reference. It is arbitrarily defined as a baseline for the other configurations. We have used the same model to generate the observations and to do the tracking, and we use all four cameras. It represents a compromise between accuracy (average error on the position of the joints is less than one centimeter and average error on the flexion/extension angles is less than 2 degrees) and performance (0.46 seconds per frame on average).
Accurate. In this configuration parameters are set to target a very good accuracy. The model is identical for the observations and for the tracking, and we use four cameras. Accuracy is improved mainly by increasing the number of particles used in the particle filter algorithm, at the expense of a decrease in performance.
Real Time. In this configuration parametric are set to target real time execution speed, i.e. approximately 25 frames per second. The model is identical for the observations and for the tracking, but we only use the first camera. Speed is improved mainly by reducing the number of particles used in the particle filtering algorithm.
Noisy. This configuration is identical to the reference configuration, except for the observations that are made more similar to what a Kinect sensor would produce. This is done by the addition of Gaussian noise to the disparity map (which is proportional to the inverse of the depth map), followed by its discretization as 11 bits values, before being inverted again into depth values.
Different Mesh. This configuration is identical to the reference configuration, except for the model used for the observations that is set to a different patient's morphology. More specifically, the two models have identical skeletons, but have different surface meshes.
Different Skeleton. This configuration is identical to the reference configuration, except for the model used for tracking on which we have applied a scaling factor of 110% on both the skeleton and the surface mesh.
At Fig. 6 , we compare the performance obtained for the different configurations. The values are averaged on all the frames of the sequence and the standard deviation is shown on top of the color bars. A video illustrating these results is available at: http://youtu.be/4FKtNsA12aQ.
All our simulations were performed on a PC Intel Core i7 3.33 GHz with 24 GB of RAM and a NVIDIA Quadro 2000 graphics card. The computation time per frame for the Real Time and the Accurate configurations are respectively of 38 milliseconds and of 4,3 seconds. For the other configurations, the computation time is of about 0,46 second.
One can observe that the Real Time configuration provides an accuracy smaller than 6 degrees on the flexion/extension angles and smaller than 4 centimeters for the joints location. The Accurate configuration significantly reduces the tracking errors (less than 2.5 millimeters for the joints locations and less than 0.6 degrees for the flexion/extension angles), but it penalizes the execution speed. Also, by looking at the Reference and the Accurate configurations, we see that the further the joint is located in the articulated chain, the more the error increases. This could be explained by the fact that the joint state subspace contains more and more dimensions (degrees of freedom) when we move down in the chain: 6 DoF for the global location and orientation, 9 DoF for the hip, 12 DoF for the knee and 15 DoF for the ankle. This lets us think that the algorithm could be improved by adopting a hierarchical fit approach where the limbs would be fitted one by one while following the articulated chain. The algorithm is robust to a certain degree of noise, as illustrated by the very small accuracy difference in the results for the Noisy configuration. In our tests, the difference even favours the Noisy configuration. In the Different Mesh configuration, we observe that our algorithm generalizes well when the surface mesh of the model differs from the observations: the flexion/extension angle error and the joints location error remain relatively low (respectively smaller than 4.1 degrees and 3 centimeters). The impact is noticeably more visible on the rotation error, which illustrates the fact that the morphology difference most directly impacts the other two Euler angles of each joint. Finally, the results obtained for the Different Skeleton configuration, compared to those of the Different Mesh configuration, show that a correct evaluation of the skeleton dimensions (segment lenghts) is primordial for the accuracy of our algorithm.
IV. CONCLUSION AND FUTURE WORKS
In this paper, we propose a motion tracking algorithm targeting rehabilitation exercises during physiotherapy. Our algorithm uses a realistic human model close to the morphology of the patient, which enables it to reach a high level of accuracy. It also allows to integrate multiple 3D sensors, making it less sensitive to occlusions. With an implementation based on the GPU, we have shown that our system can perform motion tracking of a human leg in real-time while keeping a reasonable level of accuracy. In future works, we will try to improve the algorithm with a hierarchical particle filter fitting as explained above. The execution speed may be improved by further optimizing the code. We will also expand our tests to include real Kinect sensors. Finally, we will complete the system upstream of the tracking to automatically generate the model from depth images of the patient. 
