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Povzetek
Naslov: Grucenje z omejitvami na podlagi besedil in grafov pri razporejanju
akademskih clankov
Sestavljanje urnikov konference je casovno zahtevno opravilo. Urniki so
sestavljeni iz razlicnih sej, na katerih so predstavljeni clanki s skupnim razi-
skovalnim podrocjem ali podpodrocjem. Rocno razporejanje clankov v urnik
vzame veliko casa, saj je potrebno za vsak clanek dolociti, v katero podrocje
spada. V magistrskem delu predstavimo metodo za avtomatizacijo tega po-
stopka. Z uporabo metod strojnega ucenja, obdelave naravnega jezika in
analize omrezij poiscemo clanke s skupno tematiko. Na podlagi podobnosti
smo clanke razvrstili v vnaprej denirane seje urnika z uporabo grucenja z
omejitvami. Razvito metodo smo implementirali v sklopu spletne aplikacije.
Za potrebe testiranja smo ustvarili podatkovno bazo znanstvenih clankov iz
razlicnih konferenc strojnega ucenja, rocno oznacenih z njihovim raziskoval-
nim podpodrocjem. Vsak del metode smo testirali samostojno z razlicnimi
pristopi, in dobili dobre rezultate. Celotno metodo smo testirali na clankih,
izbranih za predstavitev na konferenci ECML-PKDD 2017. Dobili smo dobre
rezultate, ki lahko sluzijo kot izhodisce za izgradnjo urnika konference.
Kljucne besede
obdelava naravnega jezika, analiza omrezij, grucenje, organizacija konferenc

Abstract
Title: Text and Graph Based Constrained Clustering for Academic Paper
Scheduling
Creating a conference schedule is a dicult task. Conference schedules
consist of sessions, which contain papers that belong to the same eld or
subeld. Manually constructing such a schedule takes a lot of time, as each
paper must be assigned to an appropriate subeld. This thesis presents
a method for automating the schedule creation process. We use machine
learning, natural language processing and network analysis to nd papers
with common research topics. Based on the similarities we group papers into
predened conference sessions using constrained clustering. We implemented
the method as a part of a web application. To test the proposed method
we created a database of academic papers from several machine learning
conferences and labeled them manually with their research subeld. We
tested each part of the method independently and obtained good results.
The full method was tested on papers accepted to the ECML-PKKD 2017
conference. We obtained useful results that can be used as a starting point
when creating a conference schedule.
Keywords
natural language processing, network analysis, clustering, conference organi-
zation

Poglavje 1
Uvod
Organizacija znanstvenih konferenc je casovno zahtevno opravilo. Pred zace-
tkom konference morajo organizatorji izbrati clanke, ki bodo predstavljeni na
konferenci, sestaviti urnik, najti primeren prostor in opraviti se mnogo drugih
opravil. Da bi organizatorjem olajsali organizacijo konferenc so se v zadnjih
letih zacela razvijati orodja, ki organizatorjem pomagajo organizirati in vo-
diti konference. Ta orodja nudijo podporo pri casovno zahtevnih podrocjih
organizacije, kot so oddajanje clankov in vodenje recenzentskega procesa, ki
vodi do izbire clankov, ki bodo predstavljeni na konferenci.
Eno izmed zahtevnih opravil pri organizaciji znanstvenih konferenc je
izgradnja urnika. Urniki so sestavljeni iz razlicnih sej, na katerih so predsta-
vljeni clanki s sorodno tematiko. Za izgradnjo urnika je potrebno poiskati
clanke s sorodno tematiko in jih ustrezno razvrstiti v seje urnika. Ta po-
stopek je mozno avtomatizirati tako, da najprej z uporabo metod strojnega
ucenja in obdelave naravnega jezika najdemo podobne clanke in jih nato z
uporabo grucenja ustrezno razvrstimo v seje urnika. Poleg besedila lahko
za iskanje podobnih clankov uporabimo dodatne metapodatke, ki so na voljo
organizatorjem, kot na primer graf citatov in podatke o izrazenem zanimanju
recenzentov pri izbiri clankov, ki bi jih zeleli recenzirati.
V magistrskem delu predstavimo metodo, ki avtomatsko razvrsti clanke
v urnik. Podobne clanke najdemo z uporabo razlicnih metod obdelave na-
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ravnega jezika in analize grafov. Podobne clanke razvrstimo v ustrezne seje
z algoritmom za grucenje z omejitvami, ki uposteva velikosti sej in strukturo
urnika. Pomagamo si tudi z metodami analize omrezij, s katerimi pridobimo
dodatne informacije iz podatkov v obliki grafov.
Dodaten problem, ki ga je potrebno resiti, je evalvacija uporabljene me-
tode. Za kakovost urnikov konference ne obstajajo splosno uveljavljene me-
tode evalvacije in kriteriji kakovosti, zaradi cesar je tezko objektivno oceniti
kakovost urnika. Zato kakovost urnika ocenimo s kombinacijo razlicnih me-
tod. Najprej ocenimo delovanje posameznih metod, ki jih uporabimo za
samodejno razvrscanje clankov v urnik. Ker za gradnjo urnika uporabimo
metode strojnega ucenja, lahko za evalvacijo teh metod uporabimo uvelja-
vljene evalvacijske metode, kot so klasikacijska tocnost, specicnost in sen-
zitivnost. Za potrebe taksne evalvacije smo zgradili podatkovno bazo rocno
oznacenih clankov. Oceno kakovosti koncnega urnika smo dobili s pomocjo
mnenj strokovnjakov. Razvit algoritem smo testirali na clankih, izbranih za
predstavitev na konferenci ECML PKDD septembra 2017 v Skopju.
V 2. poglavju predstavimo obstojece tehnologije in postopke, ki se nanasajo
na magistrsko delo. V 3. poglavju predstavimo nas pristop k problemu in
predstavimo spletno aplikacijo, ki organizatorjem konferenc omogoca samo-
dejno razporejanje clankov v vnaprej denirano strukturo urnika. V 4. po-
glavju opisemo kako smo izdelano metodo testirali in predstavimo rezultate.
V 5. poglavju predstavimo sklepne ugotovitve in mozne izboljsave.
Poglavje 2
Pregled podrocja
Za samodejno izgradnjo urnika konference smo uporabili kombinacijo pristo-
pov z razlicnih podrocij strojnega ucenja. V poglavju najprej predstavimo
pristope za obdelavo naravnega jezika, s katerimi lahko poiscemo clanke s po-
dobno vsebino. Nato predstavimo metode za grucenje in nadzorovano ucenje,
s katerimi podobne clanke razvrstimo v gruce. Predstavimo metode za ana-
lizo grafov, s katerimi iz grafov razberemo koristne informacije. Nazadnje
predstavimo obstojeca orodja za upravljanje konferenc.
2.1 Grucenje in nadzorovano ucenje
Nadzorovano ucenje je eno izmed glavnih podrocij strojnega ucenja. Cilj
nadzorovanega ucenja je iz vhodnih podatkov z znanimi razredi zgraditi (se
nauciti) napovedni model, ki pravilno napove razrede za podatke, katerih
razred ni vnaprej znan. Grucejne se od nadzorovanega ucenja razlikuje v
tem, da nimamo podatkov z znanimi razredi in ne zgradimo napovednega
modela. Namesto tega zelimo iz mnozice primerov najti take primere, ki so
si med seboj podobni in jih zdruziti v gruce. Za grucenje in nadzorovano
ucenje obstajajo razlicne metode.
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2.1.1 Nadzorovano ucenje
Za nadzorovano ucenje obstaja veliko razlicnih pristopov. Pristopi predpo-
stavijo, da je vsak podatek opisan z mnozico spremenljivk x1; x2; :::; xn, ki
jim pravimo atributi, in s spremenljivko y, ki jo zelimo z modelom napove-
dati. Modeli za nadzorovano ucenje se delijo na klasikacijske in regresijske
glede na tip spremenljivke y. Pri klasikacijskih je y diskretna vrednost z
omejeno domeno, pri regresijskih pa je y stevilska vrednost in domena ni
nujno omejena.
Najpreprostejsi model nadzorovanega ucenja je linearna regresija [50], ki
izrazi vsak yi kot yi = 1xi1 + 2xi2 + ::: + nxin + i, kjer so i parame-
tri modela, xi atributi, i pa napaka. Regresijski model zgradimo tako, da
poiscemo vrednosti 1; 2; :::; n, ki minimizirajo
P
i jij ali
P
i 
2
i . Slabost
linearne regresije je v tem, da predpostavi, da lahko yi izrazimo z linearno
vsoto xi1; xi2; :::; xin. Podoben pristop je polinomska regresija, ki predpostavi
polinomsko odvisnost. Drugi pogosto uporabljeni pristopi za nadzorovano
ucenje so logisticna regresija [25], odlocitvena drevesa [46], klasikacijska pra-
vila [22], metoda podpornih vektorjev [24], k-najblizjih sosedov [41], naivni
Bayesov klasikator [45] in nakljucni gozdovi [10].
2.1.2 Grucenje
Ker pri grucenju nimamo podatkov z vnaprej znanimi razredi, se metode za
grucenje razlikujejo od metod nadzorovanega ucenja. Namesto, da bi vho-
dnim podatke zeleli napovedati pripadajoci razred, zelimo podobne podatke
zdruziti v skupno gruco.
Za grucenje obstaja vec razlicnih pristopov. Eden izmed najstarejsih
je hiearhicno grucenje [26], ki na zacetku vsak podatek razvrsti v lastno
gruco in nato zdruzuje gruce, dokler ne doseze zelenega stevila gruc. Metode
hiearhicnega grucenja so pocasne, zaradi cesar so slaba izbira pri velikem
stevilu podatkov. Hitrejsa je metoda k-voditeljev (k-means clustering) [23].
Metoda k-voditeljev najprej nakljucno razporedi voditelje fc01; c02; :::; c0ng v
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prostor, ki ga denirajo podatki. Nato vsak podatek priredi voditelju, ki
mu je najblizje, in posodobi vsakega voditelja tako, da se nahaja na sredini
podatkov, ki mu pripadajo. Koraka ponavlja, dokler se voditelji ne nehajo
premikati. Metoda deluje hitro tudi na velikih podatkovnih mnozicah. Med
druge pogosto uporabljene metode sodijo se DBSCAN [14], mean shift [19]
in anity propagation [18].
Poleg splosnih metod grucenja obstajajo tudi bolj specicni pristopi. Pri-
mer je grucenje z omejitvami [42], kjer primerom pred grucenjem postavimo
posebne omejitve. Tipicno za nekatere pare primerov deniramo, da se ne
smejo pojaviti v isti gruci, ali pa da se morajo pojaviti v isti gruci. To je ko-
ristno takrat, ko ze pred grucenjem vemo nekaj o ucnih primerih in bi zeleli,
da grucenje to uposteva.
2.2 Obdelava naravnega jezika
Obdelava naravnega jezika je podrocje umetne inteligence, katerega cilj je
obdelava in razumevanje cloveskega jezika z racunalniki. Podrocje je siroko,
v grobem se deli na dva dela:
Sintakticna analiza se ukvarja s procesiranjem besedil s sintakticnega vi-
dika. Pogosti problemi, ki jih resuje, so tokenizacija (razgradnja bese-
dila v posamezne besede ali besedne zveze), oblikoslovno oznacevanje
(part-of-speech tagging), kjer je cilj ugotoviti vlogo (na primer glagol,
samostalnik, pridevnik ...) posamezne besede v stavku, luscenje ter-
minologije in lematizacija besed. Cilj sintakticne analize je pretvoriti
vhodno besedilo v obliko, ki je primernejsa za racunalnisko analizo.
Semanticna analiza se ukvarja z razumevanjem besedila. Vecinoma mo-
ramo pred semanticno analizo opraviti sintakticno analizo, s katero
besedilo pretvorimo v obliki, ki olajsa semanticno analize besedila. Ne-
kateri problemi, ki jih resujemo s semanticno analizo so strojno pre-
vajanje, strojno odgovarjanje na vprasanja uporabnikov, analiza senti-
menta, klasikacija besedil in oznacevanje udelezenskih vlog.
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Obdelava naravnega jezika pokriva tudi podrocja, kot so prepoznava go-
vora, izgradnja povzetkov in luscenje informacij iz besedil.
2.2.1 Sintakticna analiza
V sintakticno analizo spadajo metode, ki pretvorijo vhodno besedilo v obliko,
ki je bolj primerna za nadaljnjo racunalnisko obdelavo. Ena izmed osnov-
nih metod sintakticne analize je tokenizacija ali segmentacija besed. Cilj
segmentacije besed je razdeliti vhodno besedilo na posamezne besede. Pri
Najpreprostejsem pristopu besede locimo glede na presledke, vendar to ni
vedno dovolj. Nekatere besede, kot so na primer nenamerno, je vcasih bolje
razdeliti v dve besedi (ne in namerno), besede locene z vezaji pa obdrzati
skupaj (na primer mesto Port-au-Prince), saj s tem iz besedila lazje raz-
beremo pomen. Nekateri jeziki, kot na primer kitajscina, ne uporabljajo
presledkov. Zaradi tega razlicna besedila potrebujejo razlicne pristope za
tokenizacijo. Poseben primer so objave na druzbenih omrezjih, kjer objave
pogosto vsebujejo slovnicne napake in emotikone, kar otezi tokenizacijo in
zahteva pristope specicne za take objave [37].
Lematizacija je pogosto uporabljena metoda sintakticne analize. Cilj le-
matizacije je pretvorba besed z isto lemo (osnovno obliko) v skupno be-
sedo (na primer pretvorba besed hodim, hodimo, sem hodil v hoditi). Po-
dobna metoda je odstranjevanje koncnic (stemming), kjer odstranimo po-
goste koncnice. Postopek deluje dobro v angleskem jeziku, kjer se razlicne
oblike besede najveckrat razlikujejo le v koncnici (na primer besede walking,
walked, walks in walker).
Oblikoslovno oznacevanje (part-of-speech tagging) je pomemben del sin-
takticne analize. Oblikoslovni oznacevalniki kot vhod dobijo zaporedje besed,
ki jim napovejo besedne vrste (glagol, samostalnik, pridevek itd.). Poleg be-
sedne vrste oblikoslovni oznacevalniki pri slovenscini dolocijo tudi besedne la-
stnosti kot sta spol in sklon. Oblikoslovno oznacevanje je zahtevno, ker lahko
ista beseda nastopi v razlicnih besednih vrstah, zaradi cesar slovar oznak za
vsako besedo ni dovolj. Za oblikoslovno oznacevanje obstaja vec pristopov.
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Izmed pogosto uporabljenih pristopov v anglescini je uporaba skritih mar-
kovskih modelov [9]. Pri oblikoslovnem oznacevanju s skritimi markovskimi
modeli deniramo vhodno besedilo kot zaporedje n besed W = w1; w2; :::; wn.
Napovedati zelimo najverjetnejse zaporedje besednih vrst T = t1; t2; :::; tn, ki
pripada vhodnemu zaporedju besed. To lahko zapisemo kot:
T^ = arg max
T
P (T jW ):
To po Bayesovem pravilu lahko zapisemo kot:
T^ = arg max
T
P (W jT )P (T )
P (W )
:
Ker je P (W ) enak za vsak T lahko to zapisemo kot:
T^ = arg max
T
P (W jT )P (T ):
Skriti markovski modeli predpostavljajo:
 Verjetnost, da se pojavi posamezna beseda, je odvisna le od njene be-
sedne vrste in ni odvisna od ostalih besed in besednih vrst.
 Verjetnost, da se pojavi posamezna besedna vrsta, je odvisna le od i
prejsnjih besednih vrst. Pogosto velja i = 1. V tem primeru gre za
bigramski skriti markovski model.
S tema predpostavkama lahko enacbo zapisemo kot:
T^ = arg max
T
nY
i=1
P (wijti)P (tijti 1):
Skriti markovski model zgradimo tako, da na veliki kolicini rocno oznacene-
ga teksta izracunamo verjetnosti P (wijti) in P (tijti 1). Optimalno zaporedje
T^ na neoznacenem besedilu lahko dobimo z uporabo Viterbijevega algoritma
[55]. Napovedovanje s skritimi markovskimi modeli je hitro, vendar zaradi
predpostavk ne deluje vedno najbolje. Slabo deluje na jezikih s kompleksno
gramatiko, kjer so besedne vrste odvisne od vec kot le ene predhodne besedne
vrste.
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Drugi pristop je oznacevanje z nadzorovanim ucenjem. Kot razredno spre-
menljivko deniramo besedno vrsto, kot atribute pa razlicne lastnosti besede
in njenih okoliskih besed. Primeri dobrih atributov, ki jih lahko uporabimo,
so:
 okoliske besede (:::wi 2; wi 1; wi+1; wi+2:::),
 okoliske oznake besednih vrst (:::ti 2; ti 1; ti+1; ti+2:::),
 vse mozne besedne vrste okoliskih besed, pridobljene iz slovarja,
 predpone besede (prvih n crk besede za nekaj razlicnih vrednosti n),
 koncnice besede (zadnjih n crk besede za nekaj razlicnih vrednosti n),
 ali beseda vsebuje stevko,
 ali beseda vsebuje veliko crko,
 ali se beseda zacne z veliko zacetnico.
Na podlagi teh atributov lahko iz rocno oznacene ucne mnozice zgradimo
model z algoritmom nadzorovanega ucenja. S tem lahko napovemo besedne
vrste neoznacenega besedila. Modeli nadzorovanega ucenja so bolj komple-
ksni od skritih markovskih modelov. Zaradi tega delujejo bolje na jezikih,
pri katerih besedni red ni tocno dolocen, kot je na primer slovenscina.
2.2.2 Semanticna analiza
Na podrocje semanticne analize spadajo metode, ki se ukvarjajo z razume-
vanjem pomena besedila. Primer take metode je razdvoumljanje pomena
besed (word-sense disambiguation), kjer je cilj dolociti pomen besede z vec
moznimi pomeni iz njenega konteksta. Za resevanje problemov semanticne
analize pogosto uporabimo metode strojnega ucenja. Pri tem si pomagamo
z zunanjimi podatkovnimi viri v obliki slovarjev, leksikonov in podatkovnih
baz. Primer podatkovnega vira je podatkovna baza besed WordNet [15], kjer
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so besede zdruzene v skupine glede na njihov pomen. Poleg tega so skupine
besed povezane glede na njihove medsebojne semanticne odnose.
Eden izmed zanimivih problemov semanticne analize je problem semantic-
ne podobnosti, kjer zelimo za dve besedi, povedi ali besedili denirati mero,
ki ustrezno napove ali imata besedi podoben pomen. To je tezak problem, ker
imajo lahko besede v razlicnih kontekstih povsem drugacen pomen. Iskanje
semanticne podobnosti dodatno otezijo besedilni konstrukti kot so sarkazem,
metafore in ironija. Zaradi tega imajo lahko povedi, ki se na prvi pogled
zdijo podobne, povsem drugacen pomen. Za iskanje semanticne podobnosti
je pogosto potrebno uporabiti metode strojnega ucenja. Primera takih metod
sta latentna semanticna analiza (LSA) [33] in tockovna skupna informacija
(pointwise mutual information ali PMI) [11].
V zadnjih letih se za probleme povezane s semanticno podobnostjo pogo-
sto uporabljano globoke nevronske mreze [49].
Vektorske vlozitve besed
Pomembno podrocje semanticne analize so vektorske vlozitve besed (word
embeddings). Z vektorsko vlozitvijo besed zelimo posamezne besede iz nekega
besedila pretvoriti v vektorsko obliko tako, da dobljeni vektorji ustrezajo
semanticni podobnosti med besedami. Besede, ki so si med seboj semanticno
podobne, se preslikajo v vektorje, ki se nahajajo blizu drug drugega. Iz take
predstavitve lahko razberemo pomensko povezavo med razlicnimi besedami.
Za izgradnjo vektorskih vlozitev besed obstaja vec razlicnih metod. Pre-
prost nacin je metoda latentne semanticne analize (LSA) [32]. Ta besede
najprej predstavi z matriko besed in dokumentov, kjer vrstice predstavljajo
besede, stolpci pa frekvence pojavitve besed v posameznih dokumentih kor-
pusa. Metoda LSA to matriko razcepi z uporabo metode dekompozicije edin-
stvenih vrednosti (singular value decomposition ali SVD).
Naj bo X matrika besed in dokumentov dimenzije jV j  c, kjer je jV j
stevilo besed v vseh dokumentih in c stevilo dokumentov. SVD matriko
izrazi kot:
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X = UV T ;
kjer je U matrike dimenzije jV j m,  diagonalna matrika dimenzije mm
in V T matrika dimenzije m  c. m je rang matrike X. V matriki U vrstice
predstavljajo besede v novem prostoru dimenzije m. V matriki V T stolpci
predstavljajo dokumente v novem prostoru dimenzije m.  je diagonalna ma-
trika, kjer vrednosti na diagonali izrazajo pomembnost posameznih dimenzij.
S temi vrednostmi lahko iz U izberemo le k najpomembnejsih stolpcev in do-
bimo matriko Uk dimenzije jV jk, katere stolpci so vektorske vlozitve besed.
Matrika Xk = UkkV
T
k je priblizek matrike X ranga k z najmanjso napako.
Nekatere metode uporabljajo nevronske mreze. Primera takih metod sta
vlozitvi word2vec [36] in GloVe (global vectors for word representation) [40].
Metoda word2vec za izracun vektorskih vlozitev besed uporabi dva razlicna
jezikovna modela: zvezno vreco besed (continuous bag-of-words ali CBOW)
ali preskocne n-grame (skip-grams). Model CBOW predpostavi, da je verje-
tnost pojavitve posamezne besede w odvisna od njenega konteksta c. Kon-
tekst deniramo kot n besed pred in za njo, pri cimer vrstni red okoliskih be-
sed ni pomemben. Pri izgradnji modela zelimo izracunati verjetnosti p(wjc).
Preskocni n-grami imajo enako predpostavko, vendar zelimo pri njih name-
sto verjetnosti p(wjc) izracunati verjetnosti p(cjw). To pomeni, da zelimo
za vsako besedo napovedati verjetnosti kontekstov, v katerih se beseda po-
javi. Preskocni n-grami vrnejo boljse rezultate, vendar so pocasnejsi od zve-
zne vrece besed. Pri magistrskem delu smo zaradi tega uporabili metodo
word2vec s preskocnimi n-grami.
Vektorsko vlozitev besed s preskocnimi n-grami dobimo tako, da modelu
dodamo parametre , in nato optimiziramo parametre  tako, da maksimizi-
ramo produkt verjetnosti glede na pojavitve besed v korpusu:
argmax

Y
(w;c)2D
p(cjw; );
kjer je D mnozica vseh parov (w; c), ki se pojavijo v korpusu. Word2vec
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za parameterizacijo modela uporabi nevronsko mrezo z dvema nivojema. To
pomeni, da lahko model p(cjw; ) opisemo s soft-max funkcijo na sledec nacin:
p(cjw; ) = e
vcvwP
c02C e
vc0 vw
;
kjer sta vc in vw vektorski predstavitvi konteksta c in besede w, C pa mnozica
vseh kontekstov, ki se pojavijo v korpusu. Parametri  so vci in vwi za c 2 C,
w 2 V , i 2 1; :::; d, kjer je V mnozica vseh besed v korpusu, C mnozica vseh
kontekstov v besede v in d stevilo komponent vsakega vektorja. Obicajno se
uporabi vrednost d = 300. Ce celotno enacbo zapisemo v logaritemski obliki
dobimo:
argmax

X
(w;c)2D
log p(cjw) =
X
(w;c)2D
(log evcvw   log
X
c0
evc0 vw)
Po optimizaciji zgornje enacbe dobimo matriko  velikosti jV j  jCj  jdj.
Vektorji vw predstavljajo vektorske vlozitve besed, ki smo jih zeleli dobiti.
Velja, da imajo besede, ki se pojavijo v podobnih kontekstih podobne vektorje
vw. Poleg tega dobljeni vektorji vsebujejo informacije o odvisnostih med
besedami. Ce na primer vzamemo besede Francija, Pariz, Italija in Rim,
lahko metoda word2vec ustrezno prepozna, da sta Rim in Pariz glavni mesti
Italije in Francije. V vektorskih vlozitvah se to izrazi tako, da velja vPariz  
vFrancija + vItalija = vRim. Metoda word2vec se je zmozna nauciti poljubnih
odvisnosti med besedami. Gracni prikaz odvisnosti med dobljenimi vektorji
je prikazan na sliki 2.1.
Metoda GloVe deluje na podoben nacin. GloVe denira Pij kot verje-
tnost, da se beseda i pojavi v kontekstu (okolici) besede j. Te verjetno-
sti izracunamo iz korpusa, na katerem ucimo model. Nato denira model
F (wi; wj; ~wk) =
Pik
Pjk
. wi, wj in ~wk so vektorske vlozitve besed i, j in k. Mo-
del F je odvisen od razlicnih parametrov, podrobneje opisanih v originalnem
clanku [40]. Z optimizacijo napake lahko najdemo vektorje wi, wj in wk, ki
zagotovijo, da za koecient Pik
Pjk
veljajo sledece lastnosti:
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Slika 2.1: Gracni prikaz vektorjev dobljenih z vektorskimi vlozitvami besed
z metodo word2vec. Ce vektorski vlozitvi besede Pariz pristejemo vektor
vItalija  vFrancija dobimo vektorsko vlozitev besede Rim. Vektor g predstavlja
odvisnost med drzavo in njenim glavnim mestom.
 Ce se besede i, j in k pojavijo v skupnih kontekstih, mora biti koecient
blizu 1.
 Ce se besedi i in k pojavita v skupnih kontekstih, j pa v drugacnih
kontekstih, mora biti koecient velik.
 Ce se besedi j in k pojavita v skupnih kontekstih, i pa v drugacnih
kontekstih, mora biti koecient majhen.
2.3 Analiza omrezij
Pri tekstovnih bazah podatkov so poleg podatkov v tekstovni obliki pogosto
prisotni tudi metapodatki v obliki omrezij. Primer so objave na druzabnem
omrezju Facebook, kjer imamo poleg besedila na voljo tudi podatke o avtorju
in uporabnikih, ki so objavili komentar objave. Ker so uporabniki med sabo
povezani glede na prijateljstva in skupine, ki jim pripadajo, lahko iz upo-
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rabnikov zgradimo omrezje, ki pogosto vkljucuje koristne podatke. Omrezje
lahko zgradimo tudi iz objav. Ker so podatki v obliki omrezij pogosti, ob-
staja veliko metod, ki poskusajo iz njih izlusciti koristne informacije. To je
zapleteno, ker so koristne informacije v omrezjih lahko prisotne na razlicne
nacine.
Pogosta so tudi omrezja citatov [43]. To so omrezja, kjer vozlisca pred-
stavljajo znanstveni clanki. Clanek ci je povezan s clankom cj, ce cj citira
ci. Ker clanki citirajo sorodne clanke, lahko iz takih omrezij dobimo koristne
informacije o podobnosti clankov. Primer metode, ki to stori je kocitacija
(co-citation) [53], ki denira indeks kocitacije med clankoma ci in cj kot
stevilo clankov, ki citirajo oba clanka. Clanki z vecjim indeksom kocitacije
so si verjetno med seboj bolj podobni kot tisti z manjsim. Sorodna mera je
bibliografsko sklapljanje (bibliographic coupling) [28], kjer deniramo moc
sklapljanja med clankoma ci in cj kot stevilo citiranih clankov, ki so skupni
clankoma ci in cj.
Zanimiv je tudi problem odkrivanja skupnosti (community detection) [16].
Pri njem predpostavimo, da so vozlisca omrezja zdruzena v razlicne skupine,
ki jim pravimo skupnosti. Za skupnost obstaja vec razlicnih denicij, na
primer skupnosti so tista podomrezja, kjer so vozlisca v podomrezju med se-
boj tesno povezana, podomrezje pa je sibko povezan s preostankom omrezja.
Zelimo najti postopek, ki skupnosti pravilno zazna. To je koristno, ker so si
vozlisca znotraj skupnosti med seboj verjetno bolj podobna kot vozlisca iz
razlicnih skupnosti. Slika 2.2 prikazuje, kako lahko graf razdelimo na sku-
pnosti.
Pri omrezjih citatov lahko z zaznavanjem skupnosti poskusimo razdeliti
clanke na znanstvena podrocja. Clanki iz iste skupnosti bolj verjetno spadajo
v isto podrocje, kot clanki iz razlicnih skupnosti, saj clanki pogosteje citirajo
clanke iz istega raziskovalnega podrocja kot clanke iz drugih podrocij. Po-
datke, ki jih pridobimo z zaznavanjem skupnosti lahko uporabimo v povezavi
z drugimi metodami strojnega ucenja in s tem izboljsamo rezultate.
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Slika 2.2: Primer grafa, razdeljenega v skupnosti, ki so oznacene z razlicnimi
barvami. Graf bi lahko razdelili tudi drugace, saj za skupnosti nimamo
stroge denicije. To pomeni, da razlicni algoritmi zaznavanja skupnosti vr-
nejo razlicne rezultate.
2.4 Orodja za upravljanje konferenc
Organizacija znanstvenih konferenc je casovno zahtevno opravilo. Pred zace-
tkom konference morajo organizatorji pregledati veliko stevilo clankov, iz-
brati kateri bodo sprejeti na konferenco in sestaviti ustrezen urnik predsta-
vitev clankov. Brez pomoci racunalniskih orodij bi organizacija vecjih konfe-
renc vzela zelo veliko casa. Organizatorji si organizacijo olajsajo z uporabo
racunalniskih orodij, ki jim pri tem nudijo podporo.
Glavno opravilo, ki ga taka orodja poskusajo izboljsati, je recenzentski
postopek, pri katerem so izbrani clanki, ki bodo predstavljeni na konferenci.
Recenzentski postopek poteka tako, da raziskovalci organizatorjem posljejo
clanke, ki jih zelijo objaviti na konferenci. Skupina recenzentov, ki sesta-
vlja programski odbor konference, pregleda clanke iz svojega raziskovalnega
podrocja in izbere clanke, ki bodo sprejeti. Racunalniska orodja postopek po-
enostavijo tako, da raziskovalcem nudijo preprost nacin za posiljanje clankov.
Clanke razporedijo recenzentom tako, da vsak dobi ustrezno stevilo clankov
iz svojega podrocja. Organizatorji glede na mnenja recenzentov dolocijo,
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kateri clanki so sprejeti in kateri ne. Primera pogosto uporabljenih orodij
za upravljanje konferenc sta EasyChair [2] in OpenConf [6]. Ostala orodja
za upravljanje konferenc so Microsoft Conference Management Toolkit [5],
IAPR Commence Conference Management System [4] in EDAS: Editor's As-
sistant [3]. EasyChair uporabnikom ponuja sledece funkcionalnosti:
 upravljanje in nadzor programskega odbora,
 izbira in nadzor clankov, do katerih lahko dostopajo clani odbora,
 samodejno oddajo clankov avtorjev,
 zajem preferenc recenzentov glede clankov,
 samodejno dodelitev clankov recenzentom glede na njihove zelje,
 sistem za oddajo ocen clankov s strani recenzentov,
 posiljanje in spremljanje spletne poste clanom programskega odbora,
recenzentom in avtorjem clankov,
 spletno mesto za diskusijo o clankih,
 podporo odziva avtorjev na ocene recenzentov,
 izdelavo konferencnega zbornika,
 ustvarjanje programa konference,
 ustvarjanje brosur s programom konference.
OpenConf ponuja uporabnikom podobne funkcionalnosti.
2.5 Podobne raziskave
Samodejno razvrscanje clankov v urnik konference se ni raziskano. Clankov,
ki opisejo celoten postopek razvrscanja, nam ni uspelo najti. Nekateri clanki
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opisejo metode za grucenje z omejitvami velikosti gruc, kot sta CSCLP (Clu-
stering Algorithm with Size Constraints and Linear Programming) [54] in
K-MedoidsSC (K-Medoids algorithm with Size Constraints) [54]. V [27]
je predstavljena metoda, ki za grucenje z omejitvami uporabi hierarhicno
grucenje.
Pomemben del nasega dela je semanticna analiza in iskanje podobnih
znanstvenih clankov, kar je prisotno pri razlicnih problemih. Konferencni
priporocilni sistemi [57] na podlagi podobnosti med clanki udelezencem kon-
ferenc priporocijo predstavitve clankov, ki bi jih verjetno zanimale. Podob-
nosti med clanki denirajo z uporabo analize omrezij na podoben nacin,
kot to storimo v nasem delu. Primer uporab metod obdelave naravnega je-
zika prilagojenih znanstvenim clankom je orodje Dr Inventor [47], ki lahko iz
znanstvenih clankov izlusci koristne informacije, kot so reference, in zgradi
povzetek clanka.
Poglavje 3
Samodejno razvrscanje clankov
v urnik konference
Pri implementaciji metode za samodejno razvrscanje clankov v urnik konfe-
rence smo uporabili kombinacijo metod z razlicnih podrocij strojnega ucenja.
Najprej smo z razlicnimi metodami obdelave naravnega jezika izluscili bese-
dilne podatke, ki najbolje opisejo vsebino clanka. Poleg besedilnih podat-
kov smo uporabili podatke v obliki omrezij. Za luscenje teh podatkov smo
uporabili metode s podrocja analize omrezij. Dobljene podatke smo ome-
jili z uporabo izbire znacilk. Z grucenjem smo zdruzili podobne clanke v
gruce, ki ustrezajo sejam vnaprej deniranega urnika. Ker standardne me-
tode grucenja ne dovoljujejo, da vnaprej deniramo velikosti gruc, smo prila-
godili metodo k-voditeljev tako, da ta zagotovi, da dobljene gruce ustrezajo
strukturi urnika. Metodo smo implementirali v sklopu spletne aplikacije, ki
organizatorjem konferenc omogoca samodejno razvrscanje clankov v urnik
konference preko spletnega vmesnika. Diagram poteka, ki prikazuje upora-
bljene metode, je predstavljen na sliki 3.1.
V tem poglavju opisemo metode, ki smo jih uporabili za samodejno
razvrscanje clankov v urnik konference. V poglavju 3.1 predstavimo, kako
smo clanke v obliki pdf dokumentov pretvorili v tekstovno obliko. Predsta-
vimo predobdelavo dobljenih besedil, ki smo jo izvedli za boljse delovanje
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Slika 3.1: Diagram postopka za samodejno razvrscanju clankov v urnik
konference.
naslednjih korakov. V poglavju 3.2 predstavimo metode za pridobivanje
znacilk, ki smo jih uporabili za iskanje podobnih clankov. V poglavju 3.3
opisemo algoritem za grucenje z omejitvami, ki s pomocjo znacilk clanke
razporedi v vnaprej denirano strukturo urnika.
3.1 Predobdelava besedil
Konferencni clanki so objavljeni kot binarni dokumenti v formatu PDF (Por-
table Document Format) ali v formatu Microsoft Word. Te oblike niso pri-
merne za metode obdelave naravnega jezika, ker je pri njih tezko dostopati
do besedila. Zato clanke najprej pretvorimo v tekstovno obliko.
Omejili smo se na clanke objavljene v obliki PDF, saj je ta najpogostejsa
pri clankih s podrocja racunalnistva in informatike. Za pretvorbo dokumen-
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tov v obliki PDF v tekstovno obliko obstaja vec prosto dostopnih knjiznic
in programov. Uporabili smo orodje pdftotext, ki je na operacijskih sistemih
Windows na voljo skupaj s programom Xpdf [7].
Po pretvorbi clankov v tekstovno obliko smo nad njimi izvedli razlicne me-
tode predobdelave besedil, ki izboljsajo delovanje metod obdelave naravnega
jezika. Zaceli smo z odstranjevanjem delov besedil, ki ne nosijo podatkov o
pomenu clanka. Odstranili smo podatke o zalozniku in avtorjih, ki se po-
javijo pred zacetkom povzetka, in reference, ki smo jih obravnavali posebej,
kot je opisano v poglavju 3.2.4. Odstranili smo besede, ki vsebujejo stevke.
Te besede se skoraj vedno pojavijo v enacbah in niso koristne za iskanje po-
dobnih clankov. Primer so spremenljivke x1; x2; :::xn, ki se pogosto pojavijo
v enacbah ali opisih algoritmov. Izven enacb se stevke pojavijo pri citatih v
besedilu. Ker citate obravnavamo posebej tudi take primere odstranimo.
Z uporabo slovarja nepotrebnih besed (stop words) smo odstranili pogo-
sto uporabljene besede, ki ne vsebujejo podatkov o pomenu besedila. Primer
takih besed so vezniki, casovna dolocila, pogosti glagoli, samostalniki in pre-
dlogi. Odstranili smo naglasna znamenja, kot sta ostrivec (a) in krativec (a).
Z naglasnimi znamenji je mozno isto besedo zapisati na vec razlicnih nacinov,
kar otezi semanticno analizo besedila.
Kot zadnji korak predobdelave smo izvedli tokenizacijo, ki besedilo raz-
deli na posamezne besede. To je lahko v dolocenih tipih besedil, na primer
v slovnicno nepravilnih objavah na druzabnih omrezjih, tezko opravilo. V
nasem primeru so slovnicne napake redke, zato smo uporabili preprosto to-
kenizacijo, ki besede loci glede na presledke, vezaje, pike, vejice in druge
podobne znake.
3.2 Metode za ekstrakcijo znacilk
Po predobdelavi in tokenizaciji besedila niso vec predstavljena v tekstovni
obliki, ampak s seznami besed, ki se v njih pojavijo. Ta oblika ni primerna za
iskanje podobnih clankov. Se vedno je namrec prisotno veliko stevilo besed,
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ki ne nosijo koristnih informacij. Pomemben je vrstni red besed, kar ni dobro.
Ce zamenjamo dve povedi se bo predstavitev besedila spremenila, tudi ce se
pomen ni. Zaradi tega bi radi besedila pretvorili v obliko, primernejso za
iskanje podobnih clankov.
Nacin, kako lahko to storimo, je ekstrakcija znacilk. Namesto, da besedilo
predstavimo z besedami, iz njega izluscimo kljucne lastnosti ali znacilke. V
nadaljnjih korakih so besedila tako predstavljena v obliki, ki vkljucuje samo
koristne podatke. Zelimo, da so znacilke neodvisne druga od druge, kar po-
meni, da vrstni red znacilk ne bi vplival na koncni rezultat. Ekstrakcija
znacilk je pogosta v skoraj vseh oblikah strojnega ucenja. Zanjo smo upo-
rabili metode obdelave naravnega jezika v kombinaciji z metodami analize
grafov.
3.2.1 Vektorske predstavitve besedil
Znacilke besedil izluscimo z namenom vektorske predstavitve besedil. Ce-
lotno besedilo zelimo pretvoriti v vektor, ki ohrani podatke o frekvencah
prisotnih besed.
Preprosta metoda za predstavitev besedil je predstavitev vreca besed
(bag-of-words). Pri tej predstavitvi prestejemo pojavitve posameznih besed
v besedilu in jih shranimo v vektor. Ce imamo povedi ,,Zena sedi na stolu
in siva\, ,,Moz sedi na stolu in gleda televizijo\ in ,,Riba plava v morju\ bi
s predstavitvijo z vreco besed dobili vektorje, prikazane v tabeli 3.1.
Predstavitev z vreco besed deluje dobro, ce zelimo dokumente razvrstiti
Tabela 3.1: Predstavitev z vreco besed za stavke ,,Zena sedi na stolu in
siva\, ,,Moz sedi na stolu in gleda televizijo\ in ,,Riba plava v morju\.
moz zena sedi na stolu in siva gleda televizijo riba plava v morju
0 1 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1 1
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v skupine, ki si delijo majhno stevilo besed. V tem primeru bosta vektorja
dokumentov iz razlicnih skupin skoraj pravokotna drug na drugega, medtem
ko bosta vektorja dokumentov iz iste skupine imela skoraj enako smer. V pri-
meru iz tabele 3.1 si prva dva vektorja delita vecino besed in imata podobno
vsebino, tretji pa ima razlicno vsebino in je pravokoten nanju. V praksi so
taki primeri redki. Obstaja mnogo pogostih besed, ki so z visoko frekvenco
prisotne v vecini dokumentov, ne glede na njihovo vsebino. Primer so besede
je, v, in, na, da, se. Zaradi tega bodo predstavitve razlicnih dokumentov z
vreco besed bolj podobne, kot bi si zeleli. Take besede pogosto izlocimo ze v
postopku predprocesiranja besedil, vendar je tezko izlociti vse.
Predstavitev z vreco besed lahko izboljsamo tako, da zmanjsamo fre-
kvence besed, ki se pogosto pojavijo v vseh dokumentih. Radi bi utezili
clene vektorja tako, da bi imele pomembne besede visoko tezo, nepomembne
besede pa nizko. Taksno otezevanje je tf-idf (term frequency{inverse docu-
ment frequency) [44], ki za vsako besedo izracuna dva faktorja. Prvi je fre-
kvenca besed (term frequency, tf(t; d)), ki meri kolikokrat se beseda t pojavi
v dokumentu d. Drugi je inverzna dokumentna frekvenca (inverse document
frequency idf(t)), ki jo izracunamo kot:
idf(t) =
N
nt
;
kjer je N stevilo vseh dokumentov in nt stevilo dokumentov, ki vsebujejo
besedo t. Besede, ki se pojavijo v vseh dokumentih bodo imele idf = 0, tiste,
ki se pojavijo v majhnem stevilu dokumentov, pa bodo imele visok idf. To
je koristno, ker so besede, ki se pojavijo v velikem stevilu dokumentov manj
informativne za razlikovanje dokumentov, kot tiste, ki se pojavijo v majhnem
stevilu dokumentov.
Koncno mero tf-idf(t; d) dobimo kot:
tf-idf(t; d) = tf(t; d)  idf(t):
Kot osnovne znacilke clankov smo uporabili matrike tf-idf vektorjev do-
kumentov. Metoda tf-idf lahko vrne dobre rezultate. Uporabimo jo kot
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izhodiscno metodo, s katero lahko primerjamo naprednejse metode.
3.2.2 Luscenje terminologije
Z ekstrakcijo znacilk zelimo iz besedil izlusciti tiste podatke, ki nam najbolj
pomagajo najti pomensko podobne clanke. Zelimo torej izlusciti podatke o
pomenu besedila. To lahko storimo tako, da v celotnem besedilu poiscemo
besede, ki najbolje opisejo njegov pomen. Pri tehnicnih besedilih, kot so
znanstveni clanki, so dobra izbira besede iz strokovne terminologije. Na pri-
mer, besedila s podrocja nadzorovanega ucenja bodo vsebovala mnogo besed
iz terminologije nadzorovanega ucenja, medtem ko bodo besedila s podrocja
optimizacije vsebovala le malo takih besed. Besede strokovne terminologije
najdemo z metodami luscenja terminologije.
Pri vecini metod luscenja terminologije si lahko pomagamo z zunanjim
korpusom, ki je sestavljen iz tehnicnih besedil z istega podrocja kot so be-
sedila, iz katerih zelimo izlusciti terminologijo. Korpusi so koristni, ker vse-
bujejo mnogo vecje stevilo besedil, kot besedila iz katerih zelimo izlusciti
terminologijo. Kot korpus smo uporabili clanke s podrocja strojnega ucenja,
saj na to podrocje spadajo clanki iz podatkovne mnozice, ki smo jo uporabili
za testiranje.
Pri luscenju terminologije zelimo vsaki besedi pripisati stevilcno oceno
tako, da imajo besede, ki bolj verjetno spadajo med strokovno terminologijo,
visoko oceno. Ocene izracunamo s kombinacijo razlicnih lastnosti besede, kot
so besedna vrsta, okoliske besede, stevilo pojavitev besede v celotnem kor-
pusu in stevilo dokumentov, kjer se beseda pojavi. Izracun ocene opravimo
v dveh fazah. V prvi z uporabo hitrih metod poiscemo kandidate za ter-
minoloske fraze, saj je terminoloskih fraz v besedilih skoraj vedno manj kot
splosnih besed. Zato najprej hitro izlocimo besede, ki zelo verjetno ne spa-
dajo pod terminoloske fraze. V drugi fazi podrobneje pregledamo kandidate
in izberemo tiste, ki so dejansko terminoloske fraze.
V nasem delu smo v prvi fazi izlocili besedne n-grame, ki niso ustrezali
dolocenim besednim oblikam. Predpostavili smo, da bo vecina terminoloskih
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Tabela 3.2: Oblike terminoloskih fraz pri iskanju kandidatov.
Oblika fraze Primer terminoloske fraze
Samostalnik Kernel
Samostalnik, samostalnik Machine learning
Pridevnik, samostalnik Neural network
Pridevnik, pridevnik, samostalnik Deep neural network
Pridevnik, samostalnik, samostalnik Deep learning theory
Samostalnik, samostalnik, samostalnik Column subset selection
fraz sestavljenih samo iz samostalnikov ali iz kombinacije samostalnikov in
pridevnikov. To je pogost pristop, saj vecina terminoloske fraz ustreza taki
obliki. V tabeli 3.2 so prikazane uporabljene oblike in primeri fraz, ki ustre-
zajo tem oblikam.
V drugi fazi smo najprej odstranili kandidate, ki zelo verjetno niso termi-
noloske fraze. Odstranili smo sledece kandidate:
Kandidati, ki so se pojavili v manj kot treh clankih - Ekstrakcijo ter-
minologije zelimo uporabiti za grucenje podobnih clankov v gruce. Te
gruce zelimo uporabiti za razvrscanje clankov v seje urnika konference,
ki vecinoma vsebujejo vsaj tri clanke, zato ne zelimo manjsih gruc.
Tudi, ce so taki kandidati terminoloske fraze, nam pri grucenju ne bodo
pomagali, zato jih odstranimo.
Kandidati, ki se pojavijo v vec kot 15% clankov - Ne zelimo preveli-
kih gruc, zato odstranimo kandidate, ki se pojavijo v velikem stevilu
razlicnih clankov. S tem izlocimo terminoloske fraze, ki so vezane na
celotno podrocje konference in ne na podpodrocja, ki bi jih z grucenjem
radi odkrili.
Kandidati s pogostimi pridevniki - Zaradi oblike kandidatov terminolos-
kih fraz, predstavljenih v tabeli 3.2, se lahko zgodi, da imamo med
kandidati samostalnik, ki je terminoloska fraza, in kandidata, ki pred
samostalnikom vsebuje se dodaten pridevnik, ki ne spada pod izraz iz
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terminologije. Na primer najdemo kernel in dierent kernel. Temu se
izognemo tako, da odstranimo fraze s pogostimi pridevniki. V nasem
primeru odstranimo dierent kernel in obdrzimo kernel. Iz seznama
pogostih pridevnikov smo odstranili pridevnike, ki se pogosto pojavijo
v terminologiji racunalnistva in informatike, kot so deep, ki se pojavi
pri globokem ucenju, in big, ki se pojavi pri izrazu big data.
Kandidati krajsi od pet crk - Taksni kandidati se skoraj vedno pojavijo
zaradi napak pri pretvorbi pdf dokumentov v tekstovno obliko, ali pa
so simboli iz enacb in nas ne zanimajo.
Kandidati, ki ustrezajo imenom zbornikov - Clanki velikokrat vsebu-
jejo ime zbornika konference, v katerem so objavljeni. Imena zbornikov
spadajo pod terminoloske fraze, vendar niso koristna za iskanje podob-
nih clankov, zato jih odstranimo.
Kandidati, kjer posamezna beseda vsebuje le eno crko - To so sko-
raj vedno kandidati oblike Graph G ali Matrix M, ki se pojavijo v
denicijah. Taki kandidati nam ne povejo veliko o pomenu besedila,
zato jih izpustimo.
Vsakemu kandidatu priredimo oceno, ki ustreza verjetnosti, da je kan-
didat terminoloska fraza. Za dobre terminoloske fraze morata veljati dve
lastnosti:
Fraza se pogosto pojavi v dokumentu, ki jo vsebuje. Zanimajo nas pred-
vsem fraze, ki dobro opisejo pomen besedila. Pogoste fraze verjetneje
odrazajo pomen besedila kot redke.
Fraza se pojavi v dovolj velikem stevilu dokumentov. Zelimo najti sp-
losno uporabljene terminoloske fraze. To pomeni, da se morajo fraze
pojaviti v dovolj velikem stevilu dokumentov. Redke fraze so prevec
specicne.
Ce imamo na voljo korpus s splosnim besediscem, lahko uporabimo se
sledeco lastnost:
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Tabela 3.3: Primeri kandidatov za terminoloske izraze, ki se pojavijo v
korpusu s splosnim besediscem.
Vec kot 100 pojavitev 0 do 100 pojavitev 0 pojavitev
information networks many contexts proximal map
detection system additional challenges scale-free distribution
fast pace same row optimistic policy
natural conditions rate hop optimal algorithm
other goals real student incoherence requirement
principle components normalized weighing
Fraza se mora redko pojaviti v splosnem korpusu. Iscemo terminoloske
izraze, specicne za neko tehnicno podrocje. Taksni izrazi se izven po-
drocja redko pojavijo.
V nasem primeru se je izkazalo, da se vecbesedni kandidati za termi-
noloske izraze skoraj nikoli ne pojavijo v splosnem besediscu. Za korpus s
splosnim besediscem smo uporabili Corpus of Contemporary American En-
glish (COCA) [12]. Korpus vsebuje vec kot 520 milijonov angleskih besed iz
televizijskih in radijskih programov, literarnih del, revij, casopisov in znan-
stvenih clankov. Je eden najvecjih korpusov v angleskem jeziku. Tabela 3.3
prikazuje nekatere kandidate za terminoloske izraze, ki so se pogosto pojavili
v splosnem korpusu in nekatere, ki se niso. Razvidno je, da lahko z uporabo
splosnega korpusa odstranimo nekatere kandidate, ki niso terminoloski izrazi,
ampak spadajo v splosno besedisce. Primer sta kandidata additional challen-
ges in fast pace. Nekateri kandidati, ki se pojavijo v splosnem besediscu, kot
na primer principle components, so kljub temu terminoloski izrazi, vendar so
taki kandidati redki.
Ocene kandidatov pridobimo s kombinacijo opisanih lastnosti. Vsakega
kandidata za terminolosko frazo opisemo s tremi lastnostmi:
 Relativna frekvenca pojavitve kandidata v znanstvenih clankih, Fs(t);
 Relativna frekvenco pojavitve kandidate v korpusu COCA, Fg(t);
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 Stevilom clankov, v katerih se kandidat pojavi, D(t).
Koncno oceno kandidata deniramo kot v [39]:
S(t) = 1  1
log2(2 +
Fs(t)D(t)
Fg(t)
)
Da se izognemo deljenju z 0 pri kandidatih, ki se ne pojavijo v korpusu
COCA, vrednostim Fg(t) pristejemo majhno vrednost. Tabela 3.4 prikazuje
najboljse in najslabse ocenjene kandidate za terminoloske izraze, ki smo jih
izluscili iz nase podatkovne baze. Slabo ocenjeni so izrazi, ki se pogosto
pojavijo v splosnem besediscu (insightful discussions), tisti, ki se pojavijo v
premajhnem stevilu clankov (nsf iis-) in tisti, ki se pojavijo v velikem stevilu
clankov, vendar z majhno frekvenco (d-dimensional vector). Dobro ocenjeni
kandidati so dejanski terminoloski izrazi s podrocja strojnega ucenja.
Tabela 3.4: Primeri nekaterih najboljsih in najslabsih bigramskih kandida-
tov za terminoloske izraze.
Terminoloski izraz ocena S(t)
Najboljsi: Najslabsi:
variational inference 0.15602 d-dimensional vector 0.00048
gaussian process 0.11889 nsf iis- 0.00048
step size 0.10156 learning community 0.00048
hinge loss 0.08178 d-dimensional feature 0.00047
logistic regression 0.08152 decision boundary 0.00047
graphical models 0.06531 discrete values 0.00046
graphical model 0.06095 model formulation 0.00046
insightful discussions 0.00046
Iz izluscene terminologije smo zgradili graf terminologije. V njem sta
posamezna terminoloska izraza povezana, ce se dovolj pogosto pojavita v
istem clanku. S tem dolocimo sorodnost razlicnih terminoloskih izrazov in
vizualiziramo terminologijo, uporabljeno v razlicnih clankih. Slika 3.2 pred-
stavlja vizualizacijo najpogosteje uporabljenih terminoloskih izrazov v delu
podatkovne baze, ki smo jo uporabili za testiranje. Na sliki so prisotne gruce
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Slika 3.2: Vizualizacija grafa terminologije. Zaradi preglednosti so prika-
zani le najpogostejsi terminoloski izrazi. Vsaka gruca je oznacena s podpo-
drocjem strojnega ucenja, na katerega spada. Oznake predstavljajo podpo-
drocje clankov, v katerih se pripadajoci izrazi najpogosteje pojavijo.
terminoloskih izrazov, ki so tesno povezani z razlicnimi podpodrocji strojnega
ucenja.
V dobljenem grafu zelimo, da so terminoloski izrazi iz posameznega clanka
cim blizje drug drugemu. Na podlagi tega smo optimizirali parametre pri
luscenju terminologije tako, da smo minimizirali razdaljo med terminoloskimi
izrazi posameznih clankov. Vizualizacija terminoloskih izrazov v posame-
znem clanku je prikazana na sliki 3.3. V prikazanem primeru se terminoloski
izrazi clanka nahajajo blizu drug drugemu, kar pomeni, da v je luscenje ter-
minologije dobro delovalo.
3.2.3 Word2Vec
Vektorske predstavitve besedil, kot so matrika tf-idf in model vrece besed,
ne upostevajo podobnosti in odvisnosti med posameznimi besedami. Besedi
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Slika 3.3: Vizualizacija terminoloskih izrazov posameznega clanka. Termi-
noloski izrazi, ki se pojavijo v clanku, so obarvani z rdeco barvo. Zaradi
preglednosti je omejeno stevilo terminoloskih izrazov v grafu in stevilo izra-
zov, ki so se pojavili v clanku.
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,,kralj \ in ,,kraljica\ sta v modelu vrece besed obravnavani kot povsem loceni
besedi, ceprav se razlikujeta le v spolu. Pri semanticni analizi bi radi zajeli
odvisnosti med takimi besedami. To lahko storimo z vektorskimi vlozitvami
besed, ki preslikajo posamezne besede v vektorsko obliko tako, da imajo
besede, ki so med seboj pomensko povezane, podobne vektorje. Za izgradnjo
vektorskih vlozitev lahko uporabimo vec razlicnih metod, kot so LSA (latent
semantic analysis) [13], GloVe (global vectors for word representation) [40] in
word2vec [36]. Uporabili smo metodo word2vec, ki je ena izmed najpogosteje
uporabljenih vektorskih vlozitev besed. Vektorsko vlozitev zgradimo glede
na okolico posameznih besed (n besed pred in za besedo, ki ji zelimo zgraditi
vektorsko vlozitev). Z uporabo nevronske mreze zgradimo napovedni model,
ki napove besedo glede na podano okolico, ali okolico glede na podano besedo.
Parametri zgrajenega modela delujejo kot vektorska vlozitev besed.
Metoda word2vec sama po sebi ni primerna za iskanje podobnih clankov.
Vrne namrec le vektorske vlozitve besed v clankih in ne vektorske predstavitve
celotnih clankov. Za iskanje podobnih clankov moramo vektorske predstavi-
tve posameznih besed zdruziti v vektorsko predstavitev celotnega clanka. To
smo storili na dva nacina:
S povprecjem vektorjev besed. Preprost nacin, da dobimo vektorsko pre-
dstavitev celotnega clanka je, da izracunamo povprecje vektorskih pred-
stavitev besed v clanku. Tak pristop ni najboljsi, saj zanemari infor-
macije o polozaju posameznih besed.
Z metodo doc2vec [34]. Metoda doc2vec preslika vektorske vlozitve be-
sed v vektorske predstavitve celotnega besedila z uporabo nevronske
mreze. V vecini primerov doseze boljse rezultate kot povprecje vektor-
jev, vendar je za njen izracun potrebujemo vec casa.
Metoda doc2vec deluje podobno kot word2vec. Namesto, da iz konteksta
napovemo besedo zelimo zgraditi model, ki iz vektorja besedila in vektorjev
nekaterih besed v besedilu napove naslednjo besedo besedila. Kot pri metodi
word2vec za ucenje modela uporabimo nevronsko mrezo. Za vhodni vektor
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vzamemo zdruzene vektorje besedila in besed, kot izhodni vektor pa besedo,
ki jo zelimo napovedati. Z zgrajenim modelom lahko izracunamo vektorje
besedil za nova besedila.
3.2.4 Znacilke iz omrezij
Znanstveni clanki ne vsebujejo koristnih informacij le v besedilu. Clanke
lahko med seboj povezemo na razlicne nacine, s cimer dobimo razlicna omrezja,
ki lahko vsebujejo koristne informacije. Pri akademskih clankih najpogosteje
uporabimo omrezje citatov, kjer vozlisca ustrezajo clankom. Vozlisce vi je
povezano z vozliscem vj, ce clanek i citira clanek j. V taksnih omrezjih
je vsak clanek blizu clankom, ki jih citira in ki so mu verjetno pomensko
podobni.
Za znanstvene konference taka omrezja niso najboljsa izbira. Objavljeni
clanki velikokrat pred tem niso bili dostopni, zaradi cesar clanki predstavljeni
na isti konferenci redko citirajo drug drugega. Namesto omrezja citatov zato
uporabimo omrezje bibliografskega sklapljanja. V takem omrezju sta vozlisci
vi in vj med seboj povezani, ce clanka i in j vsebujeta vsaj eno skupno
referenco. Ker so si pari clankov, ki si med seboj delijo vecje stevilo referenc,
verjetno bolj podobni, povezave otezimo s stevilom referenc, ki si jih clanka
i in j delita.
Drugi tip omrezja, ki ga uporabimo, je omrezje mnenj recenzentov. Pred
zacetkom konference tipicno poteka recenzentski postopek, med katerim so
izbrani clanki, ki bodo predstavljeni na konferenci. Za vsak clanek skupina
recenzentov presodi, ali je clanek primeren za objavo. Ker so na konferencah
lahko predstavljeni clanki z razlicnih znanstvenih podpodrocij, pred zacetkom
recenzentskega postopka vsak recenzent izrazi mnenje o tem, katere clanke
zeli in katerih ne zeli oceniti. Ta mnenja so lahko koristna pri iskanju po-
dobnih clankov, saj recenzenti vecinoma zelijo oceniti clanke, ki spadajo na
njihovo raziskovalno podrocje. Iz mnenj recenzentov omrezje zgradimo tako,
da povezemo dva clanka, ce je oba zelel oceniti isti recenzent.
Ce zelimo informacije prisotne iz omrezij uporabiti v algoritmih strojnega
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ucenja, jih moramo najprej pretvoriti v vektorsko obliko, ki ohrani informa-
cije o omrezju. Za to smo uporabili dve metodi: Personalized PageRank [38]
in node2vec [21].
Personalized PageRank
Metoda Personalized PageRank (P-PR) je bila originalno zasnovana za upo-
rabo na omrezjih spletnih strani. Za poljubno spletno stran izracuna, kako
blizu so ji ostale spletne strani. Za to uporabi model nakljucnega sprehoda,
ki predpostavi, da uporabnik dostopa do spletnih strani tako, da iz zacetne
strani ali nakljucno klika na hiperpovezave, ali pa se z majhno verjetnostjo
vrne na zacetno stran. Metoda Personalized PageRank za nabor spletnih
strani izracuna verjetnosti, da uporabnik iz zacetne strani pride do teh sple-
tnih strani. S tem lahko vsaki spletni strani priredimo vektor verjetnosti,
kjer imajo bliznje spletne strani visje verjetnosti od oddaljenih. Metodo
lahko uporabimo na omrezju bibliografskega sklapljanja. Vsakemu clanku
priredimo vektor, ki opise njegov polozaj v grafu.
PageRank R0(u) je deniran z enacbo
R0(u) = c
X
v2Bu
R0(v)
Nv
+ cE(u);
kjer je u clanek, ki mu zelimo izracunati P-PR vrednost, Bu mnozica vseh
clankov, ki s z njim povezani v omrezju, Nv stevilo izhodnih povezav iz v
in c faktor normalizacije, ki poskrbi, da je L1 norma R
0 enaka 1. E(u) je
vir PageRank vrednosti, ki ima razlicne denicije glede na razlicico metode.
Pri metodi P-PR je E(u) vektor s toliko elementi, kot imamo clankov in
sledecimi vrednostmi:
E(u) =
(
1 : u je zacetni clanek
0 : drugace
Ce zelimo personalized PageRank izracunati za 3 clanke a, b, c, bi upo-
rabili vektorje E(a) = [1; 0; 0]T , E(b) = [0; 1; 0]T , E(c) = [0; 0; 1]T . Persona-
lized PageRank racunamo iterativno. Najprej nastavimo vrednosti R0(u)0 na
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1 in nato iterativno racunamo nove vrednosti po zgornji enacbi. Postopek
koncamo po vnaprej dolocenem stevilu iteracij.
Node2vec
Personalized PageRank je preprosta metoda, ki za pretvorbo omrezja v vek-
torsko obliko uporabi predvsem razdalje med vozlisci. Omrezja lahko koristne
informacije hranijo tudi v drugacnih oblikah, ki jih personalized PageRank
ne zazna. V omrezjih so velikokrat prisotne razlicne strukture, ki bi jih radi
prepoznali, saj lahko s tem iz omrezja izluscimo koristne informacije.
Node2vec pretvori omrezje v vektorsko obliko z delno nadzorovanim ucen-
jem. Temelji na modelu preskocnih n-gramov, ki je uporabljen tudi pri me-
todi word2vec. Pri metodi word2vec uporabimo preskocne n-grame na bese-
dilih tako, da zgradimo model, ki iz posamezne besede napove najverjetnejsi
kontekst te besede (mnozico n besed pred in za besedo). Preskocne n-grame
uporabimo na omrezjih tako, da model za poljubno vozlisce napove najverje-
tnejso okolico vozlisca. Naj bo G = (V;E) neko omrezje. Metoda node2vec
denira pretvorbo vozlisca v vektorsko obliko s funkcijo f : V ! Rd, kjer
je d stevilo dimenzij dobljenih vektorjev. Zelimo maksimizirati verjetnost,
da iz vektorske predstavitve vozlisca f(u) napovemo okolico vozlisca u, ki jo
oznacimo z Ns(u):
argmax
f
X
u2V
p(Ns(u)jf(u))
Predpostavimo, da je verjetnost opazanja enega vozlisca iz okolice neodvisna
od opazanja ostalih vozlisc, torej lahko zapisemo:
p(Ns(u)jf(u)) =
Y
ni2Ns(u)
p(nijf(u))
Kot pri metodi word2vec uporabimo za denicijo verjetnosti softmax funk-
cijo:
p(nijf(u)) = e
f(ni)f(u)P
v2V e
f(v)f(u)
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Dobimo podobno optimizacijsko funkcijo kot pri metodi word2vec:
max
f
X
u2V
h
  log
X
v2V
ef(u)f(v) +
X
ni2Ns(u)
f(ni)  f(u)
i
Kljucen problem, ki ga moramo resiti, ce zelimo metodo word2vec prenesti
na omrezja, je denicija okolice vozlisca N(u). Metoda node2vec uporabi
nakljucne sprehode, ki so podobni tistim uporabljenim v metodi P-PR. Naj
bo ci i-to vozlisce v sprehodu, ki se zacne z c0 = u. Vozlisca v sprehodu so
generirana z enacbo:
p(ci = xjci 1 = v) =
(
vx
Z
: (v; x) 2 E
0 : drugace
kjer je vx nenormalizirana verjetnost prehoda med vozliscema v in x; Z
je normalizacijska konstanta, ki poskrbi da se verjetnosti prehodov sestejejo
v 1. Verjetnost prehodov vx je denirana s pomocjo koecientov p in q,
s katerimi lahko vplivamo na delovanje nakljucnih sprehodov. Verjetnosti
deniramo kot vx = pq(t; x)wvx, pri cemer je v trenutno vozlisce sprehoda,
t prejsnje vozlisce sprehoda in x naslednje vozlisce sprehoda. wvx je pri
otezenih omrezjih utez povezave (v; x), pri neotezenih omrezjih pa je wvx = 1.
pq(t; x) je pristranskost sprehoda, denirana kot:
pq(t; x) =
8>><>>:
1
p
: dtx = 0
1 : dtx = 1
1
q
: dtx = 2
kjer dtx predstavlja neotezeno razdaljo med vozliscema t in x v omrezju.
Gracni prikaz pristranskosti je prikazan na sliki 3.4. Pristranskost omrezja
pq(t; x) nam omogoca, da pri uporabi metode node2vec vplivamo na de-
nicijo okolice. Parameter q vpliva na strategijo iskanja. Ce velja q > 1,
bo nakljucni sprehod raje obiskal vozlisca blizu zacetnega vozlisca t. Taksni
sprehodi generirajo podobna vozlisca, kot jih generira iskanje v sirino. Ce
velja q < 1 sprehod raje obisce vozlisca, ki so bolj oddaljena od t in je po-
doben iskanju v globino. Parameter p vpliva na velikost okolice. Ce velja
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Slika 3.4: Gracni prikaz pristranskosti nakljucnega sprehoda pri metodi
node2vec. v je trenutno vozlisce sprehoda, t pa predhodno vozlisce sprehoda.
Povezava do t ima pristranskost pq(t; x) = 1=p. Povezave do sosedov vozlisca
t imajo pristranskost pq(t; x) = 1. Ostale povezave imajo pristranskost
pq(t; x) = 1=q.
p > max(q; 1), potem bo nakljucni sprehod malo verjetno generiral vozlisca,
ki smo jih ze obiskali. V tem primeru bo okolica vsebovala vozlisca, ki so
bolj oddaljena od u, kot ce bi veljalo p < max(q; 1).
Spreminjanje oblike okolice je koristno, ker vpliva na koncne rezultate.
Omrezja lahko vsebujejo informacije, ki jih je tezko razbrati le z enim tipom
okolice, prav tako le en tip okolice ni primeren za vsa omrezja. S spremi-
njanjem parametrov p in q lahko metodo node2vec prilagodimo razlicnim
omrezjem in razlicnim tipom informacij, ki jih zelimo dobiti.
3.2.5 Izbira znacilk
Po luscenju znacilk za vsak clanek dobimo veliko stevilo znacilk, kar je lahko
tezava, saj pri velikem stevilu znacilk nekateri algoritmi strojnega ucenja ne
delujejo najbolje. Za dobre rezultate je potrebno izbrati majhen del znacilk,
ki dajo najboljse rezultate. Uporabimo lahko razlicne staticne metode, ki
poiscejo podmnozico znacilk, ki najbolje opisujejo problem.
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Izbiro znacilk smo opravili z metodo ANOVA (analysis of variance) [17].
Metoda ANOVA nam za posamezno znacilko pove, ali so razlike med pov-
precji vrednosti znacilke pri razlicnih razredih dovolj razlicne. Pri metodi
predpostavimo, da so podatki razdeljeni v razrede in ustrezajo statisticnemu
modelu Yij = i + "ij, kjer je Yij j-ti primer i-tega razreda, i aritmeticna
sredina razreda i in "ij nakljucno odstopanje Yij od i. Predpostavimo, da
so "ij neodvisne nakljucne spremenljivke z Gaussovo porazdelitvijo N (0; 2).
Za posamezen razred izracunamo varianco po enacbi
s2i =
1
n  1
nX
j=0
(Yij   i)2
S statisticnim F testom ocenimo, ali ima znacilka pri dveh razlicnih razredih
povprecji, ki sta si statisticno dovolj razlicni:
F =
s21
s22
Na podlagi tega zavrzemo znacilke, ki nimajo dovolj razlicnih povprecij med
razlicnimi razredi.
Preizkusili smo metodo vzajemne informacije (mutual information) [31],
s katero lahko izracunamo mero odvisnosti med razlicnimi znacilkami:
I(X; Y ) =
X
y2Y
X
x2X
p(x; y)log(
p(x; y)
p(x)p(y)
);
kjer je I(X; Y ) vzajemna informacija spremenljivk X in Y . Manjsi je faktor
I(X; Y ), bolj sta spremenljivki X in Y neodvisni. Na podlagi tega izberemo
znacilke, ki so cimbolj neodvisne. Medsebojno odvisnih znacilk ne zelimo,
saj ne dajo dodatnih informacij. Ker vecje stevilo spremenljivk zmanjsa
uspesnost algoritmov strojnega ucenja taksne znacilke odstranimo.
Metoda ANOVA ne uposteva odvisnosti med znacilkami. Lahko se zgodi,
da dve znacilki samostojno slabo locujeta med razredi, obe skupaj pa locujeta
dobro. Odvisnosti med spremenljivkami lahko zaznamo z metodo Relief [29],
ki izbere najkoristnejse spremenljivke in pri tem uposteva odvisnosti med
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njimi. Za posamezen primer Ri denira najblizji zadetek H, kot najblizji
primer z istim razredom, in najblizjo zgresitev M , kot najblizji primer z
razlicnim razredom. Pomembnosti znacilk posodobi glede na njihove vre-
dnosti v Ri, H in M . Postopek ponovimo za m nakljucno izbranih primerih
Ri. Psevdokoda algoritma je predstavljena v algoritmu 1.
Algorithm 1 Psevdokoda algoritma Relief
1: W [A] = 0 za vsak A
2: for i = 1 to m do
3: Ri  nakljucen primer
4: H  najblizji primer Ri istega razreda
5: H  najblizji primer Ri razlicnega razreda
6: for A = 1 to a do
7: W [A] := W [A]  di(A;Ri; H)=m + di(A;Ri;M)=m
8: end for
9: end for
Funkcija di(A; I1; I2), ki posodobi pomembnosti spremenljivk W [A], je
denirana kot:
di(A; I1; I2) =
jvalue(A; I1)  value(A; I2)j
max(A) min(A)
Metoda Relief je omejena na dvorazredno klasikacijo in ne denira po-
stopka za obravnavanje manjkajocih podatkov. V nasem delu smo uporabili
nadgradnjo ReliefF [30], ki te pomanjkljivosti odpravi. Namesto enega za-
detka in ene zgresitve poisce k zadetkov in k zgresitev, kjer so zgresitve
primeri iz razredov, razlicnih od Ri. Uporabi tudi razlicno funkcijo di, ki
deluje z manjkajocimi podatki.
3.3 Grucenje z omejitvami
Po ekstrakciji in izboru znacilk je vsak clanek opisan z naborom znacilk, ki
opisujejo njegovo vsebino. Na podlagi teh znacilk zelimo clanke zdruziti v
gruce tako, da se vsebinsko podobni clanki nahajajo v istih grucah. Zelimo,
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da dobljene gruce ustrezajo strukturi urnika, ki je denirana pred zacetkom
grucenja. Struktura urnika denira dve omejitvi: stevilo gruc in velikost
posamezne gruce.
Standardni algoritmi grucenja, kot sta metoda k-voditeljev (k-means clu-
stering) [23] in hiearhicno grucenje [26], ne upostevajo obeh omejitev. Pri
obeh lahko dolocimo stevilo gruc, ne pa tudi njihovih velikosti. Algoritmi
grucenja z omejitvami, kot so COP k-means [56], omejitve denirajo med
posameznimi primeri, in ne na nivoju gruc. Pogosto omejitve navedejo, ka-
teri primeri se morajo nahajati v isti gruci in kateri se ne smejo. Ce zelimo
denirati velikosti posameznih gruc, potrebujemo drugacen pristop.
Nekateri algoritmi grucenja z omejitvami namesto omejitev na nivoju
primerov denirajo omejitve uravnotezenosti [58]. Taksni algoritmi vrnejo
gruce, ki so enakih velikosti. Podoben pristop lahko uporabimo, ce zelimo
gruce z razlicnimi, tocno deniranimi velikostmi.
Za grucenje clankov v gruce z znanimi velikostmi smo uporabili modi-
cirano metodo k-voditeljev, ki je podobna metodi opisani v [20]. Metoda
poteka v dveh korakih:
1. Inicializacija: Pred zacetkom algoritma vsaki gruci c1; c2; :::; cn pri-
redimo maksimalno velikost S1; S2; :::; Sn. Kot pri metodi k-voditeljev vsaki
gruci priredimo zacetnega voditelja, ki predstavlja centroid gruce. Za iz-
biro zacetnih voditeljev obstajajo razlicni pristopi, mi uporabimo metodo
k-means++ [8], predstavljeno v algoritmu 2. Zacetne voditelje lahko izbe-
remo tudi povsem nakljucno iz primerov podatkovne mnozice, vendar metoda
k-means++ izboljsa rezultate grucenja.
Po inicializaciji zacetnih voditeljev razvrstimo vse primere xi iz podat-
kovne mnozice glede na razliko med razdaljo do najblizjega in najbolj od-
daljenega voditelja di, ki nam pove, kateri primeri bodo povzrocili najvecjo
napako v primeru najslabse razvrstitve: di = minj kxi   cjk maxj kxi   cjk
Primeri z nizkim di bodo povzrocili veliko napako, ce jih dodelimo napacni
gruci. Primere z di blizu 0 lahko razvrstimo v poljubno gruco brez velike na-
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Algorithm 2 Psevdokoda algoritma k-means++
1: c0 naj bo nakljucen primer iz podatkovne mnozice X
2: j = 1
3: repeat
4: for all x 2 X do
5: D(x) mini2[0;j) kx  cik
6: end for
7: j  j + 1
8: cj naj bo nakljucen primer iz X, izbran z verjetnostjo proporcionalno D(x)
2
9: until j = zeleno stevilo gruc
pake. V zadnjem koraku inicializacije primere, glede na njihovo razvrstitev
po vrednosti di, enega po enega poskusimo dodeliti njihovim najblizjim cen-
troidom. Ce gruca centroida, ki mu zelimo dodeliti primer, se ni polna,
mu primer dodelimo. Ce je gruca polna centroid oznacimo za polnega in
ponovno izracunamo vrednosti di za se ne dodeljene primere primere, pri
cimer ne upostevano polnih gruc. Nedodeljene primere ponovno razvrstimo
po vrednosti di in ter nadaljujemo s postopkom dodeljevanja.
2. Optimizacija: V drugem koraku izhajamo iz ze obstojece razvr-
stitve primerov v gruce. Izvedemo lokalno optimizacijo, s katero zelimo iz-
boljsati zacetno stanje. Kot mero napake deniramo vsoto razdalj primerov
xi do centroidov njihovih gruc c[i]:
E =
X
kx  c[i]k
Optimizacija poteka v sledecih korakih:
i.) Izracun centroidov - Voditelje gruc ci prestavimo tako, da se nahajajo
na sredini njihove gruce. Veljati mora:
ci =
1
jcij
X
xj2ci
xj
ii.) Izracun razdalj do centroida - Za vsak primer x izracunamo njegovo
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razdaljo do vseh centroidov:
D(x; c) = kx  ck
iii.) Razvrstitev primerov - Primere razvrstimo glede na razliko razdalje
do centroida njegove trenutne gruce D(x; c) in najblizjega centroida
izven njegove gruce D0(x; c). Primeri, kjer je razdalja D(x; c) D0(x; c)
najvecja so, trenutno najslabse razvrsceni.
iv.) Zamenjava primerov - Zamenjamo gruce tistim parom primerov, kjer
taka zamenjava zmanjsa razdalji do centroidov gruc obeh primerov. Pri
tem najprej zamenjamo primere z veliko vrednostjo D(x; c) D0(x; c).
Psevdokoda za zamenjavo je predstavljena v algoritmu 3.
Algorithm 3 Psevdokoda zamenjave primerov pri grucenju z omejitvami.
1: L [] //L je mnozica primerov, ki zelijo zamenjati gruco
2: X  mnozica primerov, urejena glede na D(x; c) D0(x; c)
3: for all x 2 X do
4: c centroid gruce, ki ji pripada x
5: if L 6= [] then
6: for all x0 2 L do
7: c0  centroid gruce, ki ji pripada x'
8: if (D(x; c0) < D(x; c))&(D(x0; c) < D(x0; c0)) then
9: x priredimo gruci c0
10: x0 priredimo gruci c
11: break
12: end if
13: end for
14: end if
15: ce x se vedno pripada gruci c, ga dodamo v L
16: end for
Korake optimizacije ponavljamo, dokler ni vec moznih zamenjav. Ker za-
menjavo izvedemo le, ce se obema primeroma zmanjsa razdalja do centroida
gruce se bo metoda zagotovo ustavila. Metoda se ustavi v lokalnem mini-
mumu napake E, ne zagotavlja pa globalnega minimuma, zaradi cesar lahko
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Slika 3.5: Spletni vmesnik aplikacije, v okviru katere je implementirana
metoda za samodejno razvrscanje clankov v urnik konference.
rezultate izboljsamo tako, da jo veckrat ponovimo z razlicnimi zacetnimi
centroidi.
3.4 Spletna aplikacija
Algoritem za samodejno razvrscanje clankov v urnik konference smo imple-
mentirali v spletni aplikaciji, razviti v diplomskem delu [51]. Spletna aplika-
cija organizatorjem konferenc omogoca izgradnjo strukture urnika in uporabo
postopka samodejnega razvrscanja clankov preko spletnega vmesnika. Apli-
kacija je bila zgrajena z uporabo spletnega ogrodja Django [1]. Vmesnik
spletne aplikacije je prikazan na sliki 3.5.
Poglavje 4
Evalvacija in rezultati
Kakovost samodejnega razporejanja clankov v urnik je tezko oceniti. Ker
je kakovost urnikov konferenc subjektivna, ne obstajajo uveljavljene mere,
s katerimi bi lahko ocenili kakovost urnika. Tudi postopek iskanja podob-
nih clankov je tezko oceniti. Za ocenjevanje uspesnosti podobnih algorit-
mov se obicajno uporabijo podatkovne baze, kjer so rocno oznaceni atributi
primerov, ki jih zelimo napovedati. Za znanstvene clanke bi torej potrebo-
vali podatkovno bazo clankov z rocno oznacenim znanstvenim podpodrocjem
clanka, vendar taksna prosto dostopna podatkovna baza ne obstaja. Clanke
je tezko oznaciti z njihovim znanstvenim podpodrocjem, saj veliko clankov
spada na vec podpodrocij.
Evalvacijo smo izvedli s kombinacijo razlicnih pristopov. Za ocenjevanje
kakovosti iskanja podobnih clankov smo zgradili rocno oznaceno podatkovno
bazo clankov s podrocja strojnega ucenja. Zgrajeno bazo smo uporabili tudi
za oceno ucinkovitosti posameznih metod luscenja znacilk. Za posamezne
metode luscenja znacilk smo izvedli samostojno evalvacijo z metodami spe-
cicnimi za lusceno znacilko. Kakovost koncnega urnika smo ocenili glede na
to, koliko clankov v isti seji si je delilo znanstveno podpodrocje. Poleg tega
smo samodejno razvrscanje clankov v urnik preizkusili na dejanski izvedbi
konference ECML-PKKD 2017.
V poglavju najprej podrobneje predstavimo razlicne metode evalvacije
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uporabljenih metod. V razdelku 4.1 predstavimo rocno oznaceno podatkovno
bazo, ki smo jo zgradili za potrebe testiranja uporabljenih metod. V razdelku
4.2 predstavimo, kako smo ocenili kakovost znacilk, uporabljenih za iskanje
podobnih clankov. V razdelku 4.4 predstavimo evalvacijo algoritma, ki na
podlagi izbranih znacilk clanke razporedi v vnaprej denirane seje urnika
tako, da se podobni clanki nahajajo skupaj. V razdelku 4.3 predstavimo
evalvacijo metod za analizo grafov. V razdelku 4.5 predstavimo testiranje na
konferenci ECML-PKKD 2017.
4.1 Podatkovna baza
Zgradili smo rocno oznaceno podatkovno bazo akademskih clankov. Vsak
primer v bazi je sestavljen iz besedila clanka in podrocja, na katerega spada.
Pri izgradnji podatkovne baze smo se omejili na clanke s podrocja strojnega
ucenja. Uporabili smo clanke, predstavljene na konferencah ECML-PKKD
2015, ECML-PKKD 2016 in ICML 2016. Uporabili smo tudi 200 clankov iz
drugih konferenc s podrocja strojnega ucenja (SIGKDD, AISTATS in NIPS).
Stevilo clankov iz vsake konference je predstavljeno v tabeli 4.1. Vsak clanek
smo oznacili s tematskim podrocjem, na katerega spada. Clanki iz konferenc
ECML-PKKD 2015, ECML-PKKD 2016 in ICML 2016 so bili oznaceni s
podrocji, pod katerimi so bili navedeni v urniku konference. Clanki iz dru-
gih konferenc so bili rocno umesceni v ustrezna podrocja. Za lazje rocno
oznacevanje clankov smo se pri clankih iz drugih konferenc omejili na clanke
z jasno razvidnimi podrocji. Podrocja clankov, predstavljenih na konferencah
so prikazana v tabeli 4.2.
Ker podrocja na konferencah ECML-PKKD 2015, ECML-PKKD 2016 in
ICML 2016 niso povsem enaka, smo kot razred uporabili podrocja s konfe-
rence ICML 2016, saj je vsebovala najvecje stevilo razredov. Podrocja so si
dovolj podobna, da smo lahko clanke z ostalih konferenc ustrezno oznacili s
podrocji s konference ICML 2016.
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Tabela 4.1: Stevilo clankov v podatkovni bazi glede na konferenco.
Konferenca Stevilo clankov v podatkovni bazi
ECML-PKKD 2015 63
ECML-PKKD 2016 90
ICML 2016 262
Ostale konference 200
Skupaj 615
4.2 Evalvacija luscenja znacilk
Znacilke smo ocenili na dva locena nacina:
 z uporabo statisticnih metod, ki nam povejo, kako razprsene so vre-
dnosti znacilk glede na razlicne razrede;
 z ucenjem modelov strojnega ucenja na razlicnih naborih znacilk in
primerjavo rezultatov klasikacije s temi modeli.
Pri statisticnih metodah smo uporabili enak postopek kot pri izboru
znacilk. Kakovost znacilk smo ocenili z metodama ANOVA in in ReliefF
ter z vzajemno informacijo. Metoda ReliefF je delovala pocasi in ni vrnila
boljsih rezultatov od metode ANOVA, kar je veljalo tudi za vzajemno in-
formacijo. Tabela 4.3 prikazuje, koliko znacilk posameznega tipa je metoda
ANOVA izbrala za najboljsih 1000 znacilk. Matrika doc2vec in metoda perso-
nalized PageRank nista delovala dobro, graf referenc in vektorji terminologije
pa so vsebovali koristne podatke. Poleg tega smo zgradili klasikacijski mo-
del iz vsakega tipa znacilk posebej in znacilke ocenili glede na klasikacijsko
tocnost modela.
Modele strojnega ucenja smo zgradili na sledecih naborih znacilk:
 samo matrika tf-idf,
 samo graf referenc, pretvorjen v vektorsko obliko z metodo node2vec,
 vektorji izluscene terminologije,
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Tabela 4.2: Podrocja konferenc ECML-PKKD 2015 in 2016 ter ICML 2016.
Podrocja ECML-PKKD 2015 Podrocja ECML-PKKD 2016 Podrocja ICML 2016
Rich data Deep learning Approximate Inference
Probabilistic Models Neural Networks Bandit Learning
Probabilistic Methods Graphs Bayesian nonparametrics
Statistical Methods Clustering Bayesian optimization
Data Streams Learning Causality
Online Learning Classication Clustering
Sparsity Optimization Computational Advertising
Compressed Sensing Topic Modelling Social Science
Matrix Analysis Patterns Deep Learning
Tensor Analysis Kernels Deep Learning and Vision
Model Evaluation Probabilistic learning Deep Learning Computations
Selection Data science Distributed Optimization
Classication Social Networks Feature Selection
Supervised Learning Reinforcement learning Gaussian Processes
Graph Learning Factorization Hashing
Graphical Models Streams Kernel Methods
Bayesian Networks Time Series Large Scale Learning
Data Preprocessing Semi suprevised learning Learning Theory
Pattern Mining Dimensionality Manifold learning
Sequence Mining Patterns in sequences Matrix Factorization
Social Learning Bandits Monte Carlo Methods
Graph Learning Transfer Learning Natural Language Processing
Clustering Rich data Networks and Graphs
Unsupervised Learning Online Learning
Deep Learning Optimization
Regression Privacy
Bandits Probabilistic methods
Large Scale Learning Ranking learning
Big Data Reinforcement Learning
Preference Learning Sparse optimization
Multi-task Learning Sparsity
Transfer Learning Structured prediction
Metalearning Submodularity
Distance Learning Supervised Learning
Metric Learning Time Series Analysis
Topic Models
Transfer Learning
Unsupervised Learning
Variational Inference
Vision
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Tabela 4.3: Razporeditev najboljsih znacilk glede na tip znacilke.
Tip znacilke Stevilo znacilk v najboljsih 200 Stevilo vseh znacilk tipa
Matrkia tf-idf 965 32762
Graf referenc (node2vec) 29 128
Graf referenc (P-PR) 0 128
Vektorji terminologije 6 100
Matrika doc2vec 0 128
 matrika doc2vec,
 graf recenzentov, pretvorjen v vektorsko obliko z metodo node2vec,
 vse znacilke,
 razlicni nabori najboljsih x spremenljivk, izbranih z metodo ANOVA.
Za vsak nabor znacilk smo zgradili klasikacijske modele z uporabo lo-
gisticne regresije, nakljucnih dreves in metode podpornih vektorjev, ki so
tri pogosto uporabljene metode strojnega ucenja. Modele smo testirali z
uporabo 10-kratnega precnega preverjanja. S tem smo dobili rezultate, pred-
stavljene v tabeli 4.4. Graf recenzentov smo testirali na loceni podatkovni
bazi, saj smo imeli podatke o mnenju recenzentov na voljo le za clanke pred-
stavljene na konferenci ECML-PKKD 2017. Iz tabele je razvidno, da med
posameznimi skupinami znacilk najbolje deluje graf referenc in izluscena ter-
minologija. Metoda doc2vec doseze rezultate, ki niso boljsi od matrike tf-idf.
Slabo deluje tudi graf recenzentov, vendar je slab rezultat verjetno posledica
testiranja na manjsi podatkovni bazi. Z zlivanjem razlicnih tipov znacilk
smo rezultat izboljsali. Najboljse rezultate smo dosegli z metodo nakljucnih
dreves z 1000 najboljsimi znacilkami. Vecinski klasikator ima klasikacijsko
tocnost 0.061.
Poleg metode doc2vec smo loceno testirali delovanje metode word2vec
na nasi podatkovni mnozici. Ker metoda word2vec ne vrne vektorjev, ki bi
bili uporabni za klasikacijo, je nismo mogli testirati z zgornjimi metodami.
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Tabela 4.4: Rezultati razlicnih klasikacijskih modelov.
Povprecne klasikacijske tocnosti
Uporabljene znacilke Logisticna regresija RF SVM
tf-idf 0.287 0.402 0.34167
Graf referenc 0.413 0.434 0.34179
Terminologija 0.407 0.319 0.34147
Doc2vec 0.284 0.292 0.34154
Graf recenzentov 0.285 0.290 0.340
Vse znacilke 0.401 0.414 0.34154
Najboljsih 200 0.284 0.425 0.34192
Najboljsih 1000 0.457 0.523 0.34147
Najboljsih 2000 0.480 0.515 0.34154
Najboljsih 5000 0.481 0.492 0.34199
Najboljsih 10000 0.481 0.497 0.34154
Namesto tega smo dobljene besedne vektorje vizualizirali in preverili, ali so
dobljeni rezultati smiselni. Rezultati vizualizacije so prikazani na sliki 4.1.
Na sliki smo dimenzijo vektorskih vlozitev zmanjsali iz 300 na 2 z uporabo
metode t-SNE [35]. Iz slike je razvidno, da metoda ustrezno loci nekatere
tipe besed. Besede, ki se pojavijo v enacbah (log, ln, exp) razvrsti v svojo
gruco. Prav tako v svojo gruco razvrsti posamezne crke.
Po odstranitvi manj koristnih gruc, kot so gruca locil, crk in besed, ki
se pojavijo v enacbah, metoda word2vec ostale besede dobro razvrsti glede
na njihov pomen. Slika 4.2 prikazuje metodo word2vec uporabljeno na bi-
gramskih terminoloskih izrazih, ki smo jih dobili z luscenjem terminologije.
Slika prikazuje okolico terminoloskih izrazov, ki vkljucujejo besedo deep. V
okolici teh izrazov se nahajajo tudi drugi izrazi, ki so povezani s podrocjem
globokega ucenja (na primer image classication, hidden layer, output layer,
linear units in update step).
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Slika 4.1: Rezultati vizualizacije metode word2vec.
Slika 4.2: Vizualizacija metode word2vec na terminoloskih izrazih pridoblje-
nih z luscenjem terminologije. Slika prikazuje okolico terminoloskih izrazov,
ki vkljucujejo besedo deep.
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4.3 Evalvacija analize omrezij
Pri evalvaciji metod analize omrezij smo ocenili, kako razlicni parametri upo-
rabljeni pri izgradnji omrezij vplivajo na koncni rezultat. Uporabljene me-
tode izgradnje grafov vsebujejo sledece parametre:
Omrezje bibliografskega sklapljanja - V omrezje bibliografskega skla-
pljanja sta clanka povezana, ce si delita vsaj n referenc. S spreminja-
njem parametra n lahko vplivamo na stevilo povezav, s cimer lahko
odstranimo mozne motece povezave.
Omrezje terminologije - Pri omrezju terminologije lahko na velikost in
obliko grafa vplivamo na dva nacina. Iz vsakega clanka izluscimo n
najverjetnejsih terminoloskih izrazov. Dva terminoloska izraza sta po-
vezana, ce se pojavita v istem clanku vsaj m-krat. Poleg tega lahko na
obliko grafa vplivamo s spreminjanjem parametrov pri luscenju termi-
nologije.
Omrezje mnenje recenzentov - Pri omrezju mnenja recenzentov lahko
dolocimo utezi med povezavami clankov. Ker smo imeli pri grafu recen-
zentov za testiranje na voljo le majhno testno mnozico vpliva razlicnih
utezi na koncne rezultate nismo preverili.
Vpliv parametrov na koncni rezultat smo preverili na dva nacina:
 Omrezja smo primerjali glede na njihovo strukturo. Pri dobrih omrezjih
bibliografskega sklapljanja se podobni clanki nahajajo blizu drug dru-
gega. V dobrih omrezjih terminologije se terminoloski izrazi z istega
clanka nahajajo blizu drug drugega.
 Omrezja zgrajena z razlicnimi parametri smo primerjali glede na klasi-
kacijsko tocnost modela, ki je za klasikacijo uporabljal znacilke pri-
dobljene iz omrezij.
Pri primerjavi struktur omrezij bibliografskega sklapljanja smo primerjali
povprecno razdaljo med dvema clankoma z istega podrocja in razdaljo med
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Tabela 4.5: Rezultati testiranja parametrov pri izgradnji omrezja biblio-
grafskega sklapljanja.
n Razdalja med clankoma istega po-
drocja
Razdalja med nakljucnima
clankoma
1 avg = 1:556, std = 0:641 avg = 2:136, std = 0:381
2 avg = 1:556, std = 0:641 avg = 2:077, std = 0:384
3 avg = 1:461, std = 0:667 avg = 1:995, std = 0:499
4 avg = 0:508, std = 0:383 avg = 1:152, std = 0:477
5 avg = 0:271, std = 0:130 avg = 0:358, std = 0:136
6 avg = 0:185, std = 0:089 avg = 0:277, std = 0:106
dvema nakljucnima clankoma. Ker se s spreminjanjem parametra n spre-
minja velikost omrezja, razdalja med clanki z istega podrocja ni zadosten
kriterij. Rezultati primerjave so prikazani v tabeli 4.5. Najvecje razmerje
med razdaljami znotraj podrocja in med nakljucnimi clanki dobimo pri vre-
dnosti n = 4. Za n > 6 dobimo graf z majhnim stevilom povezav, ki vrne
slabe rezultate.
Pri primerjavi omrezij terminologije smo primerjali povprecno razdaljo
med n najverjetnejsimi terminoloskimi izrazi iz clankov z istega znanstvenega
podrocja in n najverjetnejsimi izrazi iz clankov z nakljucnih podrocij. Poleg
parametra n smo primerjali rezultate glede na parameter m, ki vpliva na
strukturo omrezja. V omrezju sta dva terminoloska izraza povezana, ce se
v istem clanku pojavita vsaj m-krat. Rezultati so prikazani v tabeli 4.6.
Iz tabele je razvidno, da je omrezje terminologije obcutljivo na spremembe
parametrov. Za dobre rezultate je potrebno dobro izbrati parametre. Iz
tabele je razvidno, da dobimo boljse rezultate ce se omejimo na majhno
stevilo najverjetnejsih rezultatov. Razlike med razdaljami so majhne, vendar
so z dobro nastavljenimi parametri v povprecju nizje pri terminoloskih izrazih
clankov z istega podrocja.
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Tabela 4.6: Rezultati testiranja parametrov pri izgradnji omrezja termino-
logije.
m n Razdalja med termini istega
clanka
Razdalja med termini nakljucnih
clankov
1 10 avg = 3:0, std = 2:4 avg = 4:4, std = 2:2
3 10 avg = 3:861, std = 0:77 avg = 4:026, std = 0:82
3 50 avg = 3:922, std = 0:41 avg = 3:859, std = 0:37
7 10 avg = 2:50, std = 1:550 avg = 3:14, std = 1:772
7 50 avg = 2:470, std = 0:641 avg = 2:536, std = 0:381
14 10 avg = 7:920, std = 1:27 avg = 8:423, std = 0:59
14 50 avg = 8:211, std = 1:34 avg = 8:776, std = 0:73
4.4 Evalvacija grucenja z omejitvami
Pri grucenju z omejitvami zelimo podobne clanke razvrstiti v skupine tako, da
se clanki z istega raziskovalnega podrocja nahajajo v istih skupinah. Skupine,
ki jih vrne grucenje, se morajo ujemati z urnikom konference. To pomeni,
da imamo podano omejitev glede stevila skupin in velikosti vsake skupine.
Uspesnost taksnega grucenja lahko ocenimo tako, da preverimo kako po-
dobni so si clanki znotraj vsake skupine. To smo storili z uporabo metode
silhoutte [48]. Za vsak primer iz podatkovne baze i deniramo a(i) kot pov-
precno razdaljo med i in ostalimi primeri iz iste gruce in b(i) kot razdaljo
med i in gruco, ki je najblizje primeru i in ga ne vsebuje. Razdaljo med
primerom i in gruco deniramo kot povprecno razdaljo med primerom i in
vsemi tockami v gruci. Za vsak primer nato deniramo vrednost silhouette:
s(i) =
b(i)  a(i)
max(a(i); b(i))
Velja  1  s(i)  1. Ce je vrednost s(i) blizu 1, potem je bil primer
razvrscen v dobro gruco. Ce je s(i) blizu  1 bi bilo bolje, ce bi bil primer
razvrsceno v drugo gruco. Oceno celotnega grucenja dobimo tako, da vza-
memo povprecje s(i) cez vse primere. Kakovost posameznih gruc smo ocenili
tudi tako, da smo vzeli povprecje s(i) primerov v tej gruci.
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Tabela 4.7: Vrednosti silhouette razlicnih grucenj.
Nacin grucenja Vrednost silhouette
k-voditeljev s 5 grucami 0.217
k-voditeljev s 35 grucami 0.080
k-voditeljev z omejitvami velikosti gruc in 35 grucami -0.212
Nakljucno grucenje -0.316
Samostojna meritev silhouette ni dobra ocena za grucenje z omejitvami
velikosti gruc, saj metoda silhouette ne uposteva teh omejitev. Zaradi tega
smo primerjali vrednosti silhouette med vec razlicnimi grucenji. Rezultati so
predstavljeni v tabeli 4.7. Najboljse rezultate dobimo z metodo k-voditeljev
in majhnim stevilom gruc, ki vse razen stirih primerov razvrsti v eno gruco.
Taksno grucenje kljub najvisji vrednosti silhouette ni dobro. Metoda k-
voditeljev s 35 grucami razvrsti vecino kandidatov v majhno stevilo gruc,
okoli polovica gruc pa vsebuje le en primer. Grucenje z omejitvami velikosti
gruc zniza vrednost silhouette, vendar zagotovi, da so gruce velikosti, ki
ustrezajo sejam urnika. Nakljucno grucenje vrne najslabse rezultate.
4.5 Evalvacija na clankih s konference
Celoten postopek samodejnega razvrscanja clankov v urnik smo v sodelo-
vanju z organizatorji evalvirali na clankih sprejetih na konferenco ECML-
PKKD 2017. Za evalvacijo smo imeli na voljo strukturo urnika, vse clanke, ki
bodo predstavljeni na konferenci, in mnenja recenzentov izrazena v postopku
izbire clankov. Na podlagi tega smo razvrstili clanke v urnik konference. Na
konferenci bo predstavljenih 136 clankov s podrocja strojnega ucenja. Struk-
tura urnika je predstavljena v tabeli 4.8. Vse seje trajajo 100 minut, razen
stirih v drugem dnevu, ki trajajo 60 minut.
S samodejnim razvrscanjem clankov smo pridobili urnik konference. Po-
leg razvrstitve clankov v urnik smo vsakemu clanku napovedali tudi podrocje,
na katerega spada. Tabela 4.9 prikazuje podrocja sej zgrajenega urnika. Ce
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Tabela 4.8: Struktura urnika konference ECML-PKKD 2017.
Dan 1
Seja 1 Seja 2 Seja 3
Seja 4 Seja 5 Seja 6
Seja 7 Seja 8 Seja 9 Seja 10
Dan 2
Seja 11 Seja 12 Seja 13
Seja 14 Seja 15
Seja 16 (60 min) Seja 17 (60 min) Seja 18 (60 min) Seja 19 (60 min)
Dan 3
Seja 20 Seja 21 Seja 22
Seja 23 Seja 24 Seja 25
Seja 26 Seja 27 Seja 28 Seja 29
seja vsebuje vecino clankov, ki jih je klasikator oznacil z enakim razredom,
potem je seja oznacena z imenom tega razreda. Drugace je oznacena z besedo
mesano. V celotnem urniku je 12 mesanih sej in 17 sej, kjer vecina clankov
spada na isto podpodrocje. Mesane seje vsebujejo clanke z bolj specicnimi
razredi, kot so na primer Privacy, Kernel methods in Natural language proces-
sing. Clanki s teh podpodrocij velikokrat vsebujejo pristope iz bolj splosnih
podpodrocij, kot sta globoko ucenje in grucenje, zaradi cesar je tezko za-
znati njihovo pravo podpodrocje. Zgrajen urnik ni primeren za uporabo na
konferenci, saj vsebuje prevec mesanih sej, lahko pa sluzi kot izhodisce za
izgradnjo koncnega urnika.
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Tabela 4.9: Seje urnika pridobljenega s samodejnim razvrscanjem clankov
v urnik.
Dan 1
Learning Reinforcement Le-
arning/Bandit Le-
arning
Clustering
Mesano Deep learning Networks and
graphs
Unsupervised lear-
ning
Mesano Supervised lear-
ning
Gaussian processes
Dan 2
Mesano Networks and
graphs
Supervised lear-
ning
Mesano Mesano
Bandit learning Supervised lear-
ning
Mesano Mesano
Dan 3
Transfer learning Mesano Bayesian methods
Mesano Clustering Mesano
Supervised lear-
ning
Mesano learning theory Mesano
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Poglavje 5
Zakljucek
V magistrski nalogi smo razvili metodo za samodejno razvrscanje clankov v
urnik konference. Z uporabo metod iz razlicnih podrocij strojnega ucenja
smo razvili postopek za iskanje pomensko podobnih clankov. Poleg besedil
clankov smo si pri iskanju podobnosti pomagali z informacijami v obliki gra-
fov. Te podatke smo najprej pretvorili v vektorsko obliko. Za to smo testirali
dve razlicni metodi { Personalized PageRank in node2vec. Na podlagi po-
dobnosti smo clanke razvrstili v seje urnika konference tako, da se podobni
clanki nahajajo v istih sejah. Za razvrscanje clankov v seje smo uporabili
prilagojen algoritem k-voditeljev ki uposteva omejitve velikosti gruc. Sa-
modejno razvrstitev clankov v urnik konference smo implementirali kot del
spletne aplikacije, ki organizatorjem konference omogoca preprosto uporabo
postopka.
Razvit postopek smo testirali na vec nacinov. Posamezne uporabljene
metode smo testirali z razlicnimi splosno uveljavljenimi testi. Za evalva-
cijo celotnega postopka smo ustvarili rocno oznaceno podatkovno bazo znan-
stvenih clankov. Postopek smo v celoti testirali tudi na clankih konference
ECML-PKKD 2017. Testirali smo ucinkovitost posameznih znacilk, ki smo
jih uporabili za iskanje podobnih clankov. V rezultatih smo pokazali, da za
iskanje podobnih clankov dobro delujejo metode ekstrakcije terminologije in
analize grafov.
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Razvit postopek bi lahko izboljsali na vec nacinov. Za iskanje podobnih
clankov bi lahko testirali dodatne metode luscenja znacilk z uporabo me-
tod semanticne analize in analize omrezij. Uporabili bi lahko tudi razlicne
tipe znacilk, kot so kljucne besede, ki jih avtorji vnesejo pri oddaji clankov.
Lahko bi izvedli dodatno predobdelavo besedil in odstranili pomensko ne-
koristne dele clankov, kot na primer enacbe. Za grucenje z omejitvami smo
uporabili modiciran algoritem k-voditeljev, ki popolnoma zadosti omejitvam
glede velikosti gruc, vendar pri optimizaciji grucenja zagotavlja le lokalni mi-
nimum. Pri grucenju z omejitvami bi lahko uporabili metode, kot sta CSCLP
(Clustering Algorithm with Size Constraints and Linear Programming) [54]
in K-MedoidsSC (K-Medoids algorithm with Size Constraints) [54].
Izboljsali bi lahko tudi evalvacijo postopka. Postopek smo v celoti testi-
rali na rocno zgrajeni podatkovni mnozici, ki je vsebovala clanke s podrocja
strojnega ucenja. Postopka nismo testirali na drugih podrocjih.
Pretvorbo metapodatkov v obliki grafov v vektorsko obliko in nekatere
uporabljene metode za iskanje podobnih clankov so bile objavljene v sledecem
clanku:
Tadej Skvorc, Nada Lavrac, and Marko Robnik-Sikonja. Co-bidding
graphs for constrained paper clustering. In 5th Symposium on Languages,
Applications and Technologies, 2016
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