Radiation damage is a major limitation in crystallography of biological macromolecules, even for cryocooled samples, and is particularly acute in microdiffraction. For the X-ray energies most commonly used for protein crystallography at synchrotron sources, photoelectrons are the predominant source of radiation damage. If the beam size is small relative to the photoelectron path length, then the photoelectron may escape the beam footprint, resulting in less damage in the illuminated volume. Thus, it may be possible to exploit this phenomenon to reduce radiation-induced damage during data measurement for techniques such as diffraction, spectroscopy, and imaging that use X-rays to probe both crystalline and noncrystalline biological samples. In a systematic and direct experimental demonstration of reduced radiation damage in protein crystals with small beams, damage was measured as a function of micron-sized X-ray beams of decreasing dimensions. The damage rate normalized for dose was reduced by a factor of three from the largest (15.6 μm) to the smallest (0.84 μm) X-ray beam used. Radiation-induced damage to protein crystals was also mapped parallel and perpendicular to the polarization direction of an incident 1-μm X-ray beam. Damage was greatest at the beam center and decreased monotonically to zero at a distance of about 4 μm, establishing the range of photoelectrons. The observed damage is less anisotropic than photoelectron emission probability, consistent with photoelectron trajectory simulations. These experimental results provide the basis for data collection protocols to mitigate with micron-sized X-ray beams the effects of radiation damage.
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microcrystallography | synchrotron radiation T he brilliance of synchrotron radiation from undulator devices on third-generation sources has been an enormous boon to crystallography of biological macromolecules. The high flux density and low divergence of undulator beams led to a rapid decrease in the minimum crystal size and minimum beam size that can yield usable diffraction data (1) (2) (3) (4) . However, the resulting decrease in diffracting volume necessitates an increase in X-ray exposure per unit sample volume, increasing radiation damage and severely compromising the substantial benefits of brilliant undulator sources. Thus, there is considerable interest in understanding the mechanism and spatial extent of X-rayinduced damage to crystals of biological macromolecules.
Diffraction experiments are typically performed at cryotemperatures (approximately 100 K) to prevent the diffusion of free radicals, which are a major source of damage in crystals exposed to X-rays at higher temperatures (5) , but cryocooling does not eliminate X-ray damage. Many experimental approaches to circumventing the effects of radiation damage have been investigated (6-10) but have not yet yielded a breakthrough result. Zero-dose diffraction intensities have been extrapolated from measured values by mathematical modeling (7) (8) (9) . The effects of radiation damage have also been exploited for crystallographic phase determination (10) (11) (12) (13) (14) (15) (16) . Nevertheless, it remains a goal to eliminate or minimize structural damage in order to avoid artifacts in the resulting structures and erroneous mechanistic interpretations.
Of several potential sources of X-ray-induced damage to cryocooled samples at typical energies (6-18 keV), the main contributor is thought to be energy deposited by photoelectrons that are generated by the interaction of incident X-ray photons with the sample. The photoelectrons deposit energy as they traverse the sample and are scattered by atoms. The energy deposited as a function of distance increases as the photoelectron energy decreases from successive interactions. Photoelectrons are emitted preferentially along the polarization direction of the X-ray beam, leading to an expectation of anisotropy in photoelectron emission (17) and therefore in photoelectron-induced damage. Monte Carlo simulations of photoelectron trajectories predicted that the greatest energy deposition in the photoelectron flight path was a few microns from the photoelectron origin, and that the photoelectrons would escape the illuminated crystal volume if the crystal (18) or the beam (19) were small relative to the photoelectron path length. Thus, there is a potential for reducing radiation damage if the incident X-ray beam size is decreased beyond the microbeams now in use, which are as small as 5-10 μm (20) (21) (22) . Photoelectron transfer of energy out of the beam footprint causing "penumbral damage" is well known in radiology and has been observed in studies with high-energy (MeV) X-rays (23) . Other sources of energy deposition outside the illuminated volume such as Compton scattering and Auger emission can be ruled out because both Compton and Auger electrons are of low average energy (<1 keV) and have a very short range (<100 nm) in the protein medium.
Here, we investigate the hypothesis that energy can be transferred out of the footprint of a micron-sized beam on a protein crystal, thereby reducing radiation damage within the illuminated volume relative to the situation with a larger beam. We also measure the spatial extent of radiation damage outside the beam footprint and test whether the damage is distributed anisotropically relative to the polarization direction.
Results
Radiation Damage Varies with Beam Size. If the primary source of radiation damage in cryocooled protein crystals is the energy deposited by photoelectrons, then the fraction of the energy of the absorbed photon that is deposited in the beam footprint will decrease as beam size is decreased below the length scale of photoelectron energy deposition. We sought to detect this effect using an 18.5-keV X-ray beam of six sizes ranging from 15.6-to 0.84-μm average diameter, achieved using two different optical configurations of beamline 23ID-B at the Advanced Photon Source (Figs. S1 and S2; Tables S1 and S2). To evaluate damage, repeated diffraction images were recorded from a fixed position on a large lysozyme crystal, using an unexposed volume for each beam size. Damage was monitored as the decrease of the sum of intensities of all Bragg peaks in each image, normalized to the total intensity in the first image. For each diffraction image, the physical and chemical properties of the sample and the intensity, size, and shape of the X-ray beam were used to calculate the dose, assuming no photoelectrons escaped the illuminated volume (24) . We designate this as the "calculated dose." For each beam size, the normalized intensity decreased linearly with increasing dose, indicative of radiation damage (Fig. 1A) . However, the damage rate (slope of the intensity vs. calculated dose curve) changed with beam size for beams up to about 10 μm. The damage rate for the largest beam used (15.6 μm) is comparable to measurements with a 100-μm beam (25) . The decreased rate with decreasing beam size clearly indicates the transfer of deposited energy out of the illuminated volume. To further illustrate the beam-size effect, the radiation damage per calculated dose was determined as a function of beam size (Fig. 1B) . The damage rate normalized for the calculated dose was reduced by a factor of three from the largest (15.6 μm) to the smallest (0.84 μm) X-ray beam used. The rate of energy deposited per mass of irradiated crystal dropped sharply for beam sizes less than 5 μm. These results are a direct experimental demonstration of reduced radiation damage in the volume of a protein crystal illuminated with micron-sized, hard X-ray (keV) beams.
Spatial Extent of Radiation Damage. We next investigated how far radiation damage extends beyond the beam footprint in a protein crystal. The goal was to record with high spatial resolution the damage distribution around a central "burn" position. A single position on a large lysozyme crystal was subjected to several burn doses of radiation. Each burn dose was preceded and followed by probe measurements at several positions offset from the burn position by steps of 1.00 AE 0.05 μm in directions parallel (horizontal) or perpendicular (vertical) to the polarization direction ( Fig. 2A) . Damage was monitored as the fractional change in total integrated diffraction intensity (Δ i ) at the probe positions. By this measure, damage extended to at least 9 μm from the burn position (Fig. S3A) . However, two sources of unintentional damage contributed to this result. First, the probe measurements themselves were a source of damage, which we sought to remove from the data. In each experiment at each probe position, the measured fractional decay value (Δ i ) was corrected for probe damage by subtraction of the fractional decay per image calculated from a series of successive images measured with the same parameters as the probe images (Fig. S4 ). This probe-damage correction reduced the baseline of damage at all probe positions, but again residual damage persisted to 9 μm, the farthest distance probed from the burn position (Fig. S3B) .
A second source of unintentional damage was from beams at neighboring probe positions. Adjacent probes directly overlapped because the width of the probe beam was comparable to the spacing between probe positions. Additionally, photoelectrons escaping from neighboring probes may deposit energy outside the footprint of the 1-μm probe beam. These considerations were the impetus for using the isolated-probe protocol (Fig. 2B) , which does not suffer from neighbor effects. The fractional damage for experiments using the isolated-probe protocol was significantly reduced at remote positions from the burn position compared to contiguous-probe experiments (Fig. S3A vs. Fig. S3C ). After probe-damage correction, data from the isolated-probe experiments showed no evidence of damage at the probe positions most distant from the burn position (Fig. S3D) . Thus, the , and 15.6 μm. Doses were calculated using RADDOSE (24) . The dotted line represents an assumed linear rate of damage for which the intensity decays to 50% at a dose of 4.3 × 10 7 Gy, as measured with a 100-μm beam (25) . (B) Damage rate as a function of beam diameter. The slope of each curve in A was normalized by the value at 15.6 μm. The beam size is the average of the horizontal and vertical beam sizes. The data were collected by rotating the crystal through 1°about the horizontal axis; and therefore a small correction was applied to account for the swept volume (Table S3) . Error bars represent AE1σ of multiple experiments. isolated-probe protocol allowed a direct measurement of the damage distribution. Using the isolated-probe protocol, 15 experiments on 8 crystals were carried out, and the results for each probe position at each energy were averaged.
The maps of the spatial extent of radiation damage in the horizontal and vertical directions for 15.1-keV and 18.5-keV X-rays (Fig. 3 ) displayed a high degree of symmetry, demonstrating the accuracy and reproducibility of sample motion during multiple probe-burn-probe sequences, consistent with the <100 nm measured reproducibility, accuracy, and stability of the mechanical motions in the experimental setup. The plots for successive probe-burn experiments showed an increase of damage with accumulated dose at the same position. The observed damage profile was greatest at the center and decayed monotonically to zero within measurement error at a distance of about 4 μm for all doses at the two incident X-ray energies. The average half-width at half-maximum (HWHM) of the damage profile at 15.1 keV was 1.83 AE 0.15 μm horizontally and 1.54 AE 0.16 μm vertically, using a beam with full-width at half-maximum (FWHM) dimensions 1.16 μm × 1.18 μm (horizontally × vertically, H × V) (Fig. 3 A  and C) . However, despite the small beam width, the 15.1-keV burn beam significantly overlapped the first probe position and partially overlapped the second. To more accurately measure the width of the damage distribution, a finer probe beam of dimensions 0.88 μm × 0.80 μm H × V (FWHM) was used. The X-ray energy also was increased to 18.5 keV to increase the photoelectron range owing to the reduced stopping power of the protein medium at higher energies. The resulting HWHM was 1.84 AE 0.15 μm horizontally and 1.21 AE 0.03 μm vertically ( Fig. 3 B and D) . Accounting for beam size, the width of the damage distribution increased by 3% horizontally and decreased by 20% vertically as the X-ray energy was increased from 15.1 to 18.5 keV. The combination of fine focus, high energy, and isolated-probe protocol led to nonoverlapping burn and probe beams at 18.5 keV (except for partial overlap with the 1-μm probe position), which allowed direct measurement of the magnitude of damage.
The horizontal and vertical damage profiles for the maximum dose used in the experiment at 18.5 keV were each averaged about the origin in order to compare them with the best-fit Gaussian profile of the beam (Fig. 4) . The damage profiles are slightly anisotropic with a lower magnitude of damage at a given distance from the burn center in the vertical than in the horizontal direction. The spatial extent of the damage exceeded the beam width by a factor of 4.2 in the horizontal and 3.0 in the vertical direction, demonstrating penumbral damage. This is consistent with results on the beam-size dependence of damage rate (Fig. 1) .
Monte Carlo Simulations. To reconcile our experimental results with photoelectron emission theory, photoelectron trajectories were calculated to model the distribution and spread of photoelectrons. The X-ray beam from Advanced Photon Source Undulator A was 99% transversely polarized in the horizontal plane, resulting in an anisotropic photoelectron emission probability. The photoelectric cross-section for s-shell electrons is typically an order of magnitude greater than for other shells and is the source of over 95% of the photoelectric cross-section for low-Z elements. Thus, the probability of ejection of a photoelectron is symmetric about the polarization vector, and is approximately proportional to cos 2 ðθÞdΩ, where θ is the angle between the directions of polarization and emission and dΩ is the solid angle (17) . A photoelectron is deflected randomly by each collision, and the average deflection angle increases with decreasing energy of the electron. Therefore, the trajectories of the photoelectrons spread with increasing distance from the origin.
Previous simulations (18) conducted using 2,000 points within a 1-μm-diameter beam as the source for trajectories that initially were parallel to the polarization vector at photoelectron energies of 14.4 keV and 17.8 keV (Fig. 5A ). These energies correspond to 15.1-and 18.5-keV X-ray photons, respectively, given the 0.7-keV average binding energy of s-shell electrons. As expected, the trajectories at the higher energy penetrated the sample further and spread over a larger volume than did those at the lower energy.
The spatial distribution of the radiation damage about the burn position depends on the true photoelectron emission angle and on the scattering of the photoelectron as it traverses the sample. The full distribution was approximated by carrying out simulations at three emission angles, each weighted by the solid angle for a given Δθ angular range about the emission angle (Fig. 5B ). These projections indicate that as the emission angle of the initial trajectory increases from θ ¼ 0°to 30°to 60°, a significant fraction of the photoelectrons scatter in the vertical direction and deposit energy perpendicular to the polarization direction. These simulations are consistent with our observation that the damage distribution is weakly anisotropic; i.e. the magnitude of damage at a given distance from the burn center is only slightly less in the direction perpendicular than in the direction parallel to the polarization direction (Fig. 4) .
Discussion
Our experiments with a micron-sized probe beam tracked radiation damage as the loss of intensities in Bragg peaks from cryocooled lysozyme crystals. Radiation damage increased linearly with dose for each beam size studied at 18.5 keV (Fig. 1A) . The decay rate (loss of diffracted intensity per calculated dose) for the largest beam (15.6 μm) was in good agreement with previous measurements using a 100-μm beam (25) . However, as the beam size was decreased from 15.6 to 0.84 μm, the decay rate decreased, indicating a reduction of damage per calculated dose within the beam footprint and implying the transfer of some energy out of the illuminated volume. In another set of experiments with an approximately 1-μm beam, the spatial distribution of the radiation damage ( Fig. 3 ) indicated that damage was greatest at the beam center and decayed monotonically to zero within experimental error at a distance of about 4 μm for all doses at the two incident X-ray energies. These results are a clear demonstration of damage outside the beam footprint in cryocooled protein crystals, providing direct evidence of photoelectron escape from the illuminated volume.
The measurement of decay as a function of beam size (Fig. 1B ) is direct evidence that radiation damage within the diffracting volume can be reduced by reducing the size of the X-ray beam, as proposed by Nave and Hill (18) . Several observations of greater than anticipated robustness of very small (<10 μm) crystals (26, 27) or of larger crystals probed with very small (<10 μm) beams (3, 28, 29) have been attributed to photoelectron escape from the illuminated volume and provided indirect evidence of this phenomenon. In our direct measurements, the sample survivability was increased by a factor of three over the range of beam sizes studied with 18.5-keV incident X-rays. Others have calculated as high as a 10-fold small-beam enhancement, defined as the ratio of the elastic scattering to inelastic scattering crosssections, based on the assumption that photoelectrons transport energy out of micron-sized crystals or out of the footprint of micron-sized beams (3, 19) .
In typical crystallographic experiments with beams larger than 15 μm and X-ray energies near 12 keV, the damage transferred out of the beam footprint is negligible. Common calculations of dose (energy deposited per unit sample mass) for a specific experiment (sample content and size; photon energy; beam intensity, size, and shape; and exposure time) assume all the energy of the absorbed photons is deposited within the illuminated volume and are well adapted to the typical situation (24) . However, for small beams, some energy escapes the beam footprint and results in a penumbral dose in the volume surrounding the beam footprint. This effect was observed as an intensity loss at the probe positions in our experiments (Fig. 3) . Thus, dose calculations for small beams need revision to properly describe the actual dose within the diffracting volume. Similarly, dose-based estimates of the minimum crystal size required to obtain useful diffraction data (2) need to be revised to include photoelectron escape. The observed damage profile places an upper limit on the range of the photoelectron from the beam center for the given incident X-ray energy and beam size. The photoelectron range is of great practical importance in microcrystallography because it permits calculation of the minimum sample translation required to expose an undamaged crystal volume to the beam. The intrinsic rms width of the photoelectron-induced radiation damage is estimated to be σ pe ¼ 1.52 μm in the horizontal and 0.97 μm in the vertical directions at 18.5 keV, based on deconvolution of the observed beam width (σ b ¼ 0.37 μm × 0.34 μm, H × V) from the observed width of the damage (σ d ¼ 1.56 μm× 1.03 μm, H × V), assuming a Gaussian profile for the damage distribution. Thus, a sample translation of 4.0 μm would expose a fresh volume to a 1-μm beam at 18.5 keV, as would translations of 5.2 μm for a 2-μm beam, 6.5 μm for a 3-μm beam, 9.5 μm for a 5-μm beam, and 17.5 μm for a 10-μm beam (based on an overall 4σ separation).
The spatial extent of the damage exceeded the beam size by a factor of 3.0 in the vertical direction and 4.2 in the horizontal for 18.5-keV incident X-rays (Fig. 4) . The horizontal damage distribution was negligibly different at 15.1 and 18.5 keV because of the offsetting experimental factors of a larger beam at 15.1 keV and a greater photoelectron range at 18.5 keV. In contrast, the vertical distribution was narrower at 18.5 keV than at 15.1 keV, most likely due to the reduced probability that a photoelectron will scatter back to the vertical axis at the higher energy (Fig. 5 ). Our measured results are in good agreement with Monte Carlo simulations of photoelectron trajectories in a medium of average electron density equivalent to a typical protein crystal, considering the approximations of a homogeneous, noncrystalline medium, and the planar geometry of the simulations (18) (Fig. 5A ). Our measurement of a 4-μm spatial extent of damage with a nearly circular beam of width 0.84 μm (FWHM) and of energy 18.5 keV (Fig. 3) differs from an estimate of photoelectron penetration depth of 1.5 μm, based on data from a linefocus beam with a width of 2.47 μm (FWHM) and an energy of 18.6 keV (30). The line-focus experiment used a protocol similar to our contiguous-probe approach yielding similar raw data (Fig. S3A ). Our isolated protocol, which is free of probe-damage artifacts, provides a direct measure of the photoelectron penetration depth.
For a photoelectron ejected from an atom in a crystal, the energy deposited as a function of distance traveled is low at first and increases rapidly as the photoelectron scatters inelastically, losing energy with each collision until eventually it is recaptured. It was predicted that a 20-keV electron could travel a little farther than 4 μm (18) and that the energy deposition profile for 20-keV photons would have a peak at approximately 4 μm from the site of photoelectron ejection (31) . However, the calculated profile is strongly dependent on the relative cross-sections of the sample and beam and on the solid angle of detection used in the calculations. No peak of any statistical significance was observed in our data other than the central peak. The monotonic decrease in damage with distance from the beam center (Fig. 3) is in better agreement with other calculations that employed a geometry more similar to our experimental conditions (3) .
The increased range of photoelectrons with increasing incident X-ray energy is clear in the side-by-side Monte Carlo simulations for 1-μm-diameter beams with incident X-ray energies of 15.1 and 18.5 keV, in which the photoelectrons are ejected with an initial trajectory parallel to the polarization direction (Fig. 5A) . The trajectories initially are straight, but they deviate significantly from the emission direction toward the end of their travel, resulting in a mushroom-shaped distribution. A more accurate representation of the spatial extent and distribution of energy deposition in protein crystals must include the angular distribution [cos 2 ðθÞdΩ] of the photoelectron emission probability. As the angle of the initial trajectory increases from 0 to 60°, the electron trajectories show an increasing probability of energy deposition perpendicular to the polarization direction; i.e., along the vertical axis (Fig. 5B) . Our simulations with a 1-μm beam are consistent with our experimental observations that the degree of anisotropy of the distribution of damage in the horizontal and vertical directions is less than expected based on previous simulations (18) .
Our measurements show that the crystal dimension in the direction parallel to the polarization vector need not be thin to exploit the photoelectron escape effect. If either the beam or the crystal is small, the photoelectron can escape the diffracting volume. Damaging photoelectrons will be generated in any nondiffracting part of the sample (crystal mounting solution) that is in the beam path, so it is important that the beam intercept only a volume that diffracts. It has been proposed that one or several line-focused beams (focused to micron dimensions in the horizontal direction and tens of microns in the vertical direction) could be used to take advantage of the photoelectron path length and anisotropic geometry of the emission probability to reduce radiation damage (30) . However, our direct mapping of damage using a submicron, nearly circular probe beam shows substantial damage in both the vertical and horizontal directions at 18.5 keV, suggesting that calculations need revision to account for the observed low anisotropy and to accommodate more realistic experimental geometries. The observed anisotropy, although small, argues that a crystal rotation axis parallel to the beam polarization direction is optimal in data collection protocols that exploit photoelectron escape.
An incident X-ray energy greater than 18.5 keV would generate a higher-energy photoelectron, which would deposit a greater fraction of its energy outside the beam footprint than observed in our experiments. However, the Compton-scattering cross-section also increases with X-ray energy, resulting in more energy deposition within the illuminated volume of the crystal. Despite this increase, the Compton-scattering cross-section is considerably less than the photoelectric cross-section (32) . By considering the competing photoelectron and Compton effects, an optimal energy for minimum radiation damage per dose was calculated to be between 20 and 40 keV for crystal or beam sizes between 1 and 15 μm (19). The 20-40 keV energy range should be explored to determine whether protocols based on photoelectron escape are practical for microcrystallography. Detectors optimized for this energy range may be needed to fully explore the potential of 20-40 keV X-ray beams.
We have shown that for cryocooled protein crystals, radiation damage per calculated dose of 18.5-keV X-rays decreased 3-fold as the beam size was decreased from 15.6 to 0.84 μm because some energy escaped the beam footprint. In addition, we mapped the spatial distribution of radiation damage about a 1-μm beam, showing that the extent was limited to approximately 4 μm and that the radius of the damage was 4-fold greater than the beam radius. These two observations strongly support the concept that photoelectrons carry energy out of the footprint of micron-sized beams, thereby reducing radiation damage within the illuminated volume. With even smaller samples or beams and/or higher X-ray energies, it may be possible to exploit this phenomenon to record diffraction, spectroscopic, or imaging data of higher quality with fewer artifacts from photoelectron-induced damage.
Methods
The radiation damage experiments were performed on beamline 23-ID-B of the Advanced Photon Source, Argonne National Laboratory (33) . The wide range of beam sizes required two different optical configurations (Fig. S1 ). Beam sizes between 5 and 15 μm with a nearly circular cross-section were achieved by using minibeam collimators (20) in combination with focusing mirrors (Table S1) the sample rocking curve width, allowing all reflections to be fully resolved for all beam sizes and all samples used in these experiments (Table S2) . Total flux was monitored during the experiment with an "active" beamstop (35) . Flux densities were derived from the measured beam profiles and the total flux (Table S1 ; see SI Text for details). Essential modifications were made to the experimental endstation instrumentation to achieve the desired approximately 0.1-μm stability, accuracy, and reproducibility of the beam position and sphere-of-confusion of the goniometry, which should be <10% of the beam or sample size (35) . These parameters were verified using an optical autocollimator (LDS1000, Newport Corp.) with an objective lens (M Plan Apo 20×, Mitutoyo Corp.) to achieve approximately 50-nm resolution.
Diffraction measurements were made from tetragonal chicken egg-white lysozyme crystals with dimensions of 50-300 μm perpendicular to the beam and 30-60 μm along the beam. Crystals were mounted in MiTeGen micromounts (MiTeGen, LLC) to minimize the amplitude of vibrations in the stream of cold N 2 gas that maintained the crystals at 100 K during measurements. Decay was monitored as the change in the sum of intensities (I) of all Bragg reflections with I∕σ I > 2, including all partially and fully recorded reflections. Each measurement was a single diffraction image of rotation width 1.0°.
To measure radiation damage as a function of beam size, repeated diffraction images of 1°rotation range were recorded from a single position on the crystal until the total diffracted intensity decayed by at least 10-20%. When a crystal was sufficiently large, multiple experiments were conducted on that crystal by translating a fresh volume of the crystal into the beam. Based on preliminary measurements of the spatial extent of damage, for the 3-μm and smaller beam sizes the sample was translated at least 15 μm between experiments, and for the 5-μm and larger beams the sample was translated at least 30 μm. The dose calculated using RADDOSE (24) is based on a stationary illuminated volume. During the 1°crystal rotation, fresh volume was swept into the beam and exposed volume was swept out of the beam, and thus the calculated dose is overestimated. A swept-volume correction was applied to the damage rate normalized for the calculated dose shown in Fig. 1B (Table S3 ; see SI Text).
To measure the spatial extent of radiation damage, diffraction images were recorded with beams of dimensions 1.16 μm × 1.18 μm (H × V, FWHM) at 15.1 keV and 0.88 μm × 0.80 μm (H × V, FWHM) at 18.5 keV in a probeburn-probe mode with burn and probe positions offset in the horizontal or vertical direction by a specified distance (Fig. 2) . Burn-probe sequences were repeated until the total diffracted intensity decayed by more than 50%. Each burn dose comprised 10 successive diffraction images over the same angular range as the probe images. Two probe-burn-probe protocols were used. In the contiguous-probe approach ( Fig. 2A) , an initial probe image was recorded for all positions of the desired pattern, the crystal was then translated back to the origin and subjected to a burn dose, diffraction images were recorded again at all probe positions, and the process was repeated several times. In the isolated-probe approach (Fig. 2B) , the pattern was composed from individual burn/probe pairs in which a spatially isolated probe-ðburn-probeÞ n sequence was performed for each distance. For each probe position, radiation damage was monitored as the fractional decay (Δ i ) of the total diffracted intensity (I) and calculated for successive diffraction images as
where I i and I 1 are the total diffracted intensities of the ith and initial images at the probe position, respectively. Diffraction images in the initial burn series of each experiment were used to correct decay curves for radiation damage caused by measurement of the probe images themselves. The fractional intensity loss per image in the initial burn series was taken as a measure of probe damage and subtracted from Δ i to obtain a corrected fractional decay value. The radiation damage experiments were performed on beamline 23ID-B of the Advanced Photon Source at Argonne National Laboratory. This beamline is one of a pair of rapidly and fully tunable dual-canted undulator beamlines. The general layout of the beamline includes a 62-pole undulator with a 3.3-cm magnetic period; white-beam slits; a cryogenically cooled, constant-exit-height, double-crystal monochromator; a pair of plane horizontally deflecting mirrors to further separate the two canted beams; monochromatic beam slits; "bimorph" focusing mirrors arranged in a Kirkpatrick-Baez geometry; monochromatic beam attenuators; and an endstation goniometer support. The details of the layout of the beamline optics have been described (1) . The goniometer support stand has two independent motorized platforms that we refer to as the "beam delivery support" and the "goniometer support." The beam delivery support carries the downstream end of the evacuated beam pipe, as well as the motorized pitch and yaw motions for the beam conditioning/ monitoring components. These include a quadrant-diode beam position monitor (2), beam-defining slits, a fast timing shutter, and an I 0 intensity monitor. A high-resolution microscope, referred to as an on-axis visualizer, has a hole through the optical axis, allowing the X-ray and visual optical axes to coincide, providing a parallax-free view of the sample. A minibeam collimator allows users to condition the beam with a 5-, 10-, or 20-μm beamdefining pinhole or a 300-μm scatter guard combined with beamdefining slits (3) .
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The wide range of beam sizes used in these experiments required two different optical configurations (Fig. S1 ). For beam sizes larger than 5 μm, the mirrors focused the beam to 25 × 120 μm 2 [vertical × horizontal (V × H); full-width at halfmaximum (FWHM)] at the sample position. Beams with nearly circular cross-sections were achieved by using the minibeam collimators developed in-house (3) (Fig. S1A and Table S1 ). Beam sizes smaller than 5 μm required different X-ray optics. For these experiments, the beamline focusing mirrors were removed from the beam path, and a circular Fresnel zone plate (FZP) optic (4) was mounted on the beam delivery support (Fig. S1B) . Different FZPs were used for the experiments at 15.1 keV (5) and 18.5 keV (Xradia, Inc.) (Table S2) The X-ray beam source size was 630 × 30 μm 2 (H × V, FWHM), and with FZP no. 1 the demagnification ratio was approximately 76∶1 with the FZP positioned at the theoretical focal length from the sample position. Thus, one could achieve a submicron vertical focus at the sample position. Focusing was achieved by recording the beam size at several energies over a small range to determine the energy of minimum beam size in the vertical direction. This defined the energy used for the experiments, namely, 15.10 keV for FZP no. 1 and 18.50 keV for FZP no. 2. To achieve a 1-μm beam in the horizontal direction, the white-beam slits (Table S2) were used to provide a secondary source point with an approximately 38∶1 demagnification ratio. Closing the horizontal aperture to 0.04 mm (from a typical size of 2.00 mm) allowed the 15.1-keV beam to be focused to 1.2 μm by rotating the FZP about its vertical axis. The vertical beam size was increased to provide a circular beam profile by rotating the FZP about its horizontal axis (6) . The focal length was significantly shorter for FZP no. 2 than for FZP no. 1, providing a greater demagnification ratio and a submicron focused beam with FZP no. 2. Beam sizes below 5 μm at the sample position were achieved by translating the FZP assembly upstream, resulting in a focal position slightly upstream of the sample.
The beam size at the sample position was determined by scanning a silicon knife edge coated with a 500-Å layer of platinum (5) through the beam while recording the Pt L α and L β fluorescence with a silicon drift detector (Model AXAS-M1-H80-139V, Ketek, GmbH). The data were fit with a Gauss error function, which was differentiated to provide the best-fit Gaussian profile of the beam (Table S1 and Fig. S2 ). The beam profile is well described by a Gaussian function. The smallest beam size used in these experiments was achieved with FZP no. 2 focused at the sample position with an X-ray energy of 18.5 keV. The measured beam size was 0.88 × 0.80 μm 2 (H × V, FWHM).
The X-ray beam intensity at the sample position was measured by converting the photocurrent from an ion chamber (10-mm gap, 60-mm path length, N 2 gas, 2500 V) operating in the plateau region. The photocurrent conversion factor for the 15.1-and 18.5-keV X-rays was calculated based on the measured capture length of the ion chamber (60.32 mm), the density of nitrogen gas at STP, a binding energy of 33.8 eV, and the photoelectric crosssection for nitrogen obtained from a tabulation (http://csrri.iit. edu/periodic-table.html) based on accepted values (7).
The intensity was measured for each beam size at both 15.1 keV and 18.5 keV (Table S1 ). The ion chamber measurements were used to calibrate the current from a PIN diode and an "active" beamstop (8), which could be used to monitor beam intensity during the experiment.
The convergence angle was measured to be approximately 100 μrad (FWHM) for the minibeams (3) and was estimated from the zone plate diameter and focal distance to be approximately 320 and 660 μrad for the two zone plates used in these experiments (Table S2) .
Goniometry. The beam size on typical protein crystallography beamlines ranges from tens to hundreds of microns. A common requirement for the sample goniometry is that the stability, accuracy, reproducibility, and sphere-of-confusion (SOC) should be 10% of the beam or sample size (8) . Similar requirements apply to the X-ray beam position to ensure that the intersection of the sample and the beam is maintained. These standards are met for typical operations of beamline 23-ID-B with beam sizes down to 10 μm. However, applying the same standards to experiments with a 1-μm beam required better than 0.1-μm precision in most of the parameters above. To achieve these requirements, directreading linear optical encoders (5-to 50-nm resolution) were added to the beam delivery and goniometer support motions. The goniometer had three components: (i) an air-bearing rotation axis (ABR100, AreoTech, Inc.), (ii) a pair of XY stages mounted on the rotation surface, and (iii) a nano-positioning goniometer head mounted on the XY stages. The rotation axis was oriented in a horizontal plane and was perpendicular to the beam direction (parallel to the X-ray beam polarization vector). An SOC of approximately 1.0 μm was achieved by disassembling and carefully realigning the components of the air-bearing rotation axis during reassembly and by designing and fabricating a membrane-based XY positioner (8) . For the experiments described herein, diffraction images were recorded over 1.0°of sample rotation so the 1.0-μm SOC was sufficient. To achieve the required 0.1-μm precision in sample translation, we built a nano-positioning goniometer head. Two linear stages with 5-nm direct optical encoding (PP-30, MICOS USA, LLC) and a high-precision ball slide (HPM-1, DEL-TRON Precision, Inc.) provided motions in a plane perpendicular to the beam direction (6). The goniometer head was used to position the knife edge for recording the beam profiles described above and to position samples for studies of the spatial extent of radiation damage.
Crystallization. Chicken egg-white lysozyme crystals in the tetragonal form (space group P4 3 2 1 2) were used for all experiments. Crystals were grown by hanging-drop vapor diffusion as described earlier (9) . When crystals did not grow spontaneously within 17-20 h of setup, the drops were streak-seeded. An acupuncture needle of 5-to 10-μm diameter was loaded with microcrystals by plunging it into a large crystal. Excess seeds were washed off by passing the needle through the well solution. Then, the crystallization drops were seeded by streaking the needle through the drops. Twelve drops were seeded successively with a single needle-load to achieve gradual dilution of seeds, resulting in a varying number and size of crystals. Crystallization solutions contained 28-30% glycerol, which acted as a cryoprotectant. Crystals were harvested with MiTeGen micromounts (MiTeGen, LLC) directly from crystallization drops and vitrified by plunging them into the liquid nitrogen.
Measurement and Analysis of Diffraction Images. Various metrics have been used in studies of X-ray radiation-induced damage of macromolecular crystals. These include changes in refined crystal mosaicity, unit cell dimensions, Wilson B factor, merging scale factor, total diffracted intensity, merging χ 2 values, I∕σ I , merging R factors, minimum d-spacing, molecular structure, and magnitude of anomalous signal . Investigation of the spatial extent of damage required probe measurements that result in a minimum exposure to a minimum crystal volume but provide sufficient data for analysis. A narrow angular rotation about the horizontal omega axis was essential in probe measurements to map damage in the vertical direction without significant overlap of irradiated volumes. Thus, we excluded metrics that would require a complete, or nearly complete, diffraction dataset. The sum of integrated intensities of all Bragg reflections on each probe image was chosen as the metric for several reasons. First, a sufficient number of reflections for analysis could be obtained from a narrow angular swath of data. Second, the use of summed integrated intensities as a metric avoided the need for accurate estimates of the partiality of Bragg reflections and the errors of individual intensities (σ I ). Third, reflections that became impossible to integrate because of radiation damage during the experiment appropriately contributed zero to the sum of integrated intensities.
Experimental parameters were selected to balance the conflicting needs for a maximum number of integrated diffraction intensities for analysis and, in the spatial extent of damage experiments, minimum damage from probe measurements and minimum volume of crystal swept by the beam in each probe measurement. Control images were recorded using angular widths in the range 0.1-2.0°. The optimal balance was obtained with a single image of width 1.0°, which was used for experiments on both the dependence of damage on beam size and the spatial extent of damage. Exposure time and beam attenuation were adjusted so that the CCD detector used to record diffraction images (MARMosaic 300) had no overloaded pixels in the initial diffraction images.
Diffraction images were indexed and integrated using HKL2000 (33) . The same initial crystal orientation matrix was used for indexing all images collected in each experiment. Intensity estimates from two-dimensional profile fitting were analyzed with an in-house program that grouped individual reflections by Miller indices and by radiation exposure (number of burns). Reflections having negative intensities and those with I∕σ I < 2 were excluded. As damage progressed and crystal mosaicity increased, exclusion of partially recorded reflections from the total diffracted intensity values would lead to an overestimation of decay. Therefore, both fully and partially recorded reflections were included. Furthermore, inclusion of both fully and partially recorded reflections significantly increased the number of observations and also the statistical validity of the analysis.
Several approaches to analyzing the integrated intensities were explored to identify one that provided a reliable, statistically significant measure of radiation damage. Intensities were monitored for individual reflections, for reflections binned by d-spacing, and as the sum of all reflection intensities in a probe measurement. For analyses using reflections binned by d-spacing, bin boundaries were established for the first image in each experiment and enforced for all subsequent ones. Statistical noise was a problem for analyses of individual reflection intensities and of binned data. Decay of individual reflection intensities was sensitive to the difficulty of obtaining accurate crystal orientation, unit cell dimensions, crystal mosaicity, and estimates of reflection partiality from a single 1°diffraction image, and to damage-induced changes in these parameters. Binning of reflections into resolution shells, whether the bins had equal volume in reciprocal space or equal numbers of integrated intensities with I > 2σ I , led to erratic behavior in higher-resolution shells, which had fewer reflections as the radiation dose increased. Therefore, decay was monitored as the change in total integrated intensity (I) for reflections with I > 2σ I , including all partially and fully recorded reflections. In each experiment, the total diffracted intensity was normalized to the value of the initial measurement at each position on the crystal.
Radiation Damage as a Function of Beam Size. For each beam size, repeated 1°diffraction images were recorded from a single spot on the crystal using an identical omega start, exposure time, and beam attenuation until the total diffracted intensity decayed by at least 10-20%. Data recorded with the 5.35-, 8.85-, and 15.6-μm beams were measured from two crystals that were translated after the series of images for each beam size (30-μm translation between measurements with the smaller beam sizes, and 40-50 μm between measurements with the larger beam sizes). Separate crystals were used to record data with the 0.84-, 1.81-, and 2.71-μm beams. Data were averaged from two to three experiments for each beam size.
The dose per diffraction image was calculated with RAD-DOSE (34) using the measured properties of the crystal (dimensions and chemical composition) and the beam (flux, size, attenuation, and exposure time). The normalized total diffracted intensity was plotted as a function of calculated dose and fit to a straight line for each beam size (Fig. 1A) . The average slope for each of the experiments with 0.84-, 1.81-, 2.71-, 5.35-, 8.85-, and 15.6-μm beams was corrected for the volume swept by the 1°r otation of the crystal, as follows. For an X-ray exposure with fixed angle (Δθ ¼ 0), the volume illuminated by the beam is V 0 ¼ πr w r h L, where r w is the half-width and r h the half-height of the beam, and L is the crystal thickness. When the crystal is rotated through an angle Δθ (from −Δθ∕2 to þΔθ∕2 about the starting position), the illuminated volume increases by an additional term ΔV ¼ ðr w L 2 Þ tanðΔθ∕2Þ. The dose was calculated using RADDOSE with the volume V 0 for the fixed-angle illumination, and thus it is an overestimate of the true dose. The experimental rate of decay was corrected for the increase in exposed volume due to crystal rotation as the ratio of V 0 ∕ðV 0 þ ΔV Þ ¼ 1∕ð1 þ ðL∕πr h Þ tanðΔθ∕2ÞÞ and was renormalized to the rate for the largest beam size. This simple correction results in an underestimate of the true dose because it treats the total illuminated volume (V 0 þ ΔV ) as continuously illuminated. Thus, the uncorrected and corrected slopes represent boundaries on the true slope. The raw experimental slope of intensity loss vs. calculated dose and the slope values corrected for the swept volume are listed in Table S3 ; the corrected values are plotted in Fig. 1B . For the 30-to 50-μm crystal thicknesses used in these experiments, the swept-volume correction is substantial for only the smallest beam (vertical dimension of 0.80 μm FWHM), where ΔV is 21% of V 0 for crystal thickness 30 μm and 35% of V 0 for crystal thickness 50 μm. With the larger beams, ΔV is 2-10% of V 0 , dependent on crystal thickness.
Spatial Extent of Radiation Damage. Diffraction images were recorded in a probe-burn-probe mode with burn and probe positions offset in the horizontal or vertical direction by a specified distance (Fig. 2) . The general sequence was to record a probe image, then to subject the crystal to a burn dose at a defined distance from the probe position, and then to rerecord an image at the probe position. The burn-probe sequence was repeated until the total diffracted intensity at the probe position decayed by more than 50%, which typically required four to six burn/probe cycles. Probe points for each burn spot were defined in steps of 1.00 AE 0.05 μm in directions parallel (horizontal) or perpendicular (vertical) to the polarization direction. All probe images in an experiment were recorded with identical values for parameters such as omega start, rotation width, beam attenuation, and exposure time. Each burn dose comprised 10 successive diffraction images with the same parameters as the probe images. Thus, the probe exposure was 1∕10 of the burn exposure.
Two protocols were used for accumulating the patterns of probe positions. In the "contiguous-probe" protocol ( Fig. 2A) , an initial probe image was recorded for all positions of the desired pattern; the crystal was then translated back to the origin and subjected to a burn dose; diffraction images were recorded again at all probe positions, and the process was repeated four to six times. In the "isolated-probe" protocol (Fig. 2B) , the pattern was composed from individual burn/probe pairs in which a spatially isolated probe-ðburn-probeÞ n sequence was performed for each distance. Each pair of probe/burn positions was separated from all other such pairs by 12-20 μm, based on preliminary experiments demonstrating that radiation damage did not extend beyond 4-6 μm. The isolated-probe protocol, in combination with correction for the damage by the probe beam (see below, Fig. S4 ), resulted in artifact-free, direct measurement of the spatial extent of radiation damage profiles (Fig. S3) .
All experiments were performed with a 1-μm beam using exposure times of 4-7 s with no beam attenuation. Crystal dimensions were 50-300 μm perpendicular to the X-ray beam. Because crystals were large relative to the beam size and the length scale of the experiments, several probe-burn-probe patterns were recorded from different regions of each crystal. Most crystals were 50-60 μm thick along the beam. We also used one thick crystal (140 μm). Crystal height and thickness were distinct variables in these experiments because all diffraction images recorded from each crystal were taken over 1°of rotation from an identical initial rotation setting. The diffraction limits varied from 1.23 to 1.8 Å. Refined mosaicities among the crystals and from several positions within each crystal were 0.14-0.40°.
A total of 618-2,300 integrated intensities were used in the analysis of initial probe measurements, and at the end of the probe-burn-probe series, the total dropped to 340-1,100 integrated intensities due to accumulated decay. Data were measured from a total of six crystals at 15.1 keV and averaged from seven and eight experiments in horizontal and vertical patterns, respectively. At 18.5 keV, two crystals were used, providing eight measurements in horizontal patterns and six in vertical patterns.
For each probe position, radiation damage was monitored as the fractional decay of the total diffracted intensity relative to the total intensity in the initial probe image before the burn position was subjected to any dose. The fractional loss (Δ i ) in total diffracted intensity (I) was calculated for diffraction images as
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where I i and I 1 are the total intensities of the ith and initial images at the probe position, respectively. Diffraction images recorded at the burn position for each dose were used to monitor damage at the burn position and as experiment controls. Any experiments with discontinuities in the decay curves were excluded from analysis. The few such cases indicated an experimental problem such as beam drift, intensity fluctuations, or exposure inconsistency. Images in the initial burn series of each experiment were also used to correct decay curves for radiation damage caused by measurement of the probe images themselves. For the 10 images of the first burn series, the plot of intensity loss vs. image number (proportional to dose) was approximately linear (Fig. S4) . In each experiment, the fractional intensity loss per image was taken as a measure of probe damage and subtracted from Δ i to obtain a corrected fractional decay value.
Monte Carlo Simulations with CASINO. The program CASINO (http://www.gel.usherbrooke.ca/casino/What.html) was used to perform Monte Carlo simulations of photoelectron trajectories (Fig. 5) . Input parameters included the atomic composition and density of the protein crystal (35) . The electron energy was equal to the X-ray energy minus the 700-eV average electron binding energy for a typical protein atom. The number of electrons in the simulations was chosen to be proportional to the probability of ejection within azimuth (tilt) angles between 0°a nd 20°for the 0°beam angle simulation, 20°and 45°for the 30°beam angle simulation, and 45°and 75°for the 60°beam angle simulation. The number of electrons used in the simulation was 2,000 for the 0°tilt angle case. The trajectories shown represent all trajectories distributed isotropically around the polarization vector for the given azimuth angle range. The beam diameter was set to 1 μm. Frame number Relative intensity Fig. S4 . Normalized total integrated intensity for a typical burn series. The probe-beam dose was equivalent to that of a single exposure of the 10-exposure burn series, and, therefore, corresponded to 1∕10 of the burn dose. The slope of the integrated intensity as a function of exposure number in the initial burn was used to correct decay curves for radiation damage induced by the probe beam. 
