Abstract-The intelligent control system design has been changed fro m the conventional approach to the optimization framework solved by efficient metaheuristics. The intensified current search (ICS) has been recently proposed as one of the most powerful metaheuristics for solving optimization problems. The ICS, the latest modified version of the conventional current search (CS), possesses the memory list (M L) regarded as the explo ration strategy and the adaptive radius (AR) and adaptive neighborhood (AN) mechanis ms regarded as the exp loitation strategy. The ML is used to escape fro m local entrapment caused by any local solution, while both AR and AN mechanisms are conducted to speed up the search process. In this paper, the application of the ICS to mu ltiobject ive PID controller design optimization for the three-phase induction motor (3-IM) speed control system is proposed. Algorithms of the ICS and its performance evaluation against multiobject ive functions are presented. As simulation results, the ICS can provide very satisfactory solutions for all test functions and the 3-IM control application. Moreover, the simu lation results of motor control application are confirmed by the experimental results based on dSPACE technology.
I. INTRODUCTION
Over two decades, the intelligent control system design has been changed from the conventional paradigm to multiobjective design optimization framework [1] . Such the multiobjective optimization problems can be effectively solved by powerful metaheuristic optimization search techniques. By literatures, many metaheuristics are consecutively developed and launched to perform their effectiveness. Metaheuristics can be classified into population-based and single-solution (trajectory-) based [2, 3, 4, 5] . The most powerful metaheuristics must has at least two major properties, i.e. exploration (or diversification) to generate diverse solutions to explore the search space on the global scale and exploitation (or intensification) to focus on the search in a local region by exploiting the information to reach the best local solution within this region [2, 3, 4, 5] . Among them, the well-known population-based metaheuristics algorithms are such as genetic algorithm (GA) [6] , ant colony optimization (ACO) [7] , artificial bee colony (ABC) [8] , differential evolution (DE) [9] , particle swarm optimization (PSO) [10] , harmony search (HS) [11] , firefly search (FS) [12] , cuckoo search (CuS) [13] and bat-inspired search (BS) [14] , whereas the single-solution based metaheuristics algorithms are such as simulated annealing (SA) [15] , tabu search (TS) [16] and current search (CS) [17] .
In 2012, the current search (CS) was firstly proposed [17, 18, 19] as one of the single-solution based metaheuristics based on the principle of an electric current behavior in the electric circuits and networks. The CS was successfully applied to control system [18, 19, 20, 21] and analog filter design [22] applications. However, the search process of the CS may be trapped by any local solution. In addition, the search time consumed by the CS is depended on the numbers of search directions. In 2014, the modified version of the CS named the adaptive current search (ACS) was proposed [23] . The ACS possesses the memory list (ML) and the adaptive radius (AR) mechanism to speed up the search process. The ACS was satisfactory applied to assembly line balancing problems [23, 24] and transportation problems [25] . Although both CS and ACS performed good performance, their applications are limited by single-objective optimization problems.
Generally, real-world engineering design problems often consist of many objectives which conflict each other [2, 3, 4, 5] . This leads the multiobjective problems much more difficult and complex than single-objective ones. The multiobjective problem possesses multiple optimal solutions forming the so-called Pareto front [2, 3, 4, 5] . The challenge is how to perform the smooth Pareto front containing a set of optimal solutions for all objective functions. In 2014, the intensified current search (ICS) was proposed [26, 27, 28] as the latest modified version of the CS. The ICS possesses the ML regarded as the exploration strategy and the AR and the adaptive neighborhood (AN) mechanisms regarded as the exploitation strategy. Performance of the ICS has been evaluated against several single-objective test functions [26] . It was found in [26] that the ICS can provide superior results to CS and ACS. In this paper, the ICS is applied to multiobjective PID design optimization for the three-phase induction motor (3-IM) speed control system. Details of the ICS algorithm are revised for multiobjective purpose. The performance of the ICS will be evaluated against the standard multiobjective test functions. The simulation results of 3-IM control application will be confirmed by the experimental results.
This paper consists of six sections. After an introduction shown in section I, the related works of multiobjective optimization are presented in section II. Details of ICS algorithms are illustrated in section III. The performance study of the ICS via the standard multiobjective test functions is described in section IV. Application of the ICS to multiobjective PID controller optimization for the 3-IM speed control system is provided in section V, while conclusions are given in section VI.
II. RELATED WORKS OF MULTIOBJECTIVE OPTIMIZATION
Regarding to the optimization context [2, 3, 4, 5] , multiobjective optimization problem can be expressed in (1), where f(x) is the multiobjective function consisting of f 1 (x),…, f n (x), n  2, g j (x), j = 1, 2,…,m, is the inequality constraints and h k (x), k = 1, 2,…,p, is the equality constraints. The optimal solutions, x*, are ones can make f(x) minimum and make both g j (x) and h k (x) satisfied.
All solutions x* are called a non-dominated (optimal) solutions if no solutions can be found that dominates them. For a given multiobjective optimization problem, the Pareto optimal set is defined as the set containing all non-dominated solutions. Finally, the Pareto optimal set will be used to perform the Pareto front of a given multiobjective optimization problem of interest.
Engineering design problems can be considered as the optimization problems divided into single-objective or multiobjective problems [2, 3, 4, 5] . For single-objective, an optimization tends to minimize (or maximize) only one objective such as minimize loss or maximize profit. For multiobjective, it tends to minimize (or maximize) several objectives such as minimize loss and minimize cost. In fact, both loss and cost are trade-off. The less the loss, the higher the cost, and vice versa. Many real-world engineering design problems consist of many objectives which are conflict each other [2, 3, 4, 5] . This leads the multiobjective problems much more difficult and complex than single-objective ones such as a problem of upgrading to the next generation wireless network (NGWN) [29] and structural engineering problems [30] .
The multiobjective optimization problem possesses multiple optimal solutions forming the Pareto front. The challenge is how to perform the smooth Pareto front containing a set of optimal solutions for all objective functions. By literatures, conventional optimization methods, such as utility function method, global criterion method, bounded objective function method and goal attainment method [30, 31, 32] , often face difficulties for solving multiobjective problems. One of the alternative approaches developed to solve multiobjective problems is the metaheuristics approach [2, 3, 4, 5] . By literatures, the efficient metaheuristics has been consecutively launched for multiobjective optimization. For example, the vector evaluated genetic algorithm (VEGA) [33] is based on the GA with non-dominated solution vector, the nondominated sorting genetic algorithm II (NSGA-II) [34] is based on the GA with multiple layers of non-dominated solution set, the differential evolution for multiobjective optimization (DEMO) [35] is developed form the conventional DE, the multiobjective cuckoo search (MOCS) [36] is developed form the conventional CuS and the multiobjective multipath adaptive tabu search (mMATS) [37] is based on the adaptive tabu search (ATS). Some of multiobjective metaheuristics have been successfully applied to solve real-world engineering problems such as bicycle stem design by NSGA-II [38] , welded beam design and disc brake design by MOCS [36] and PID controller design for the automatic voltage regulator (AVR) system by mMATS [37] . In this work, VEGA, NSGA-II, DEMO, MOCS and mMATS will be conducted for performance comparison with the proposed ICS algorithms for multiobjective optimization problems.
III. INTENSIFIED CURRENT SEARCH ALGORITHMS
The intensified current search (ICS) was firstly proposed in 2014 [26, 27, 28] . The ICS is latest modified version of the CS based on the principle of current divider in electric circuits and networks. In its algorith m, the ICS possesses the ML, AR and AN mechanisms. The ML regarded as the explorat ion strategy is used to store the ranked init ial solutions at the beginning of search process, record the solution found along each search direction, and contain all local solutions found at the end of each search direction. The M L is also applied to escape the local entrapments caused by local optima. The AR and AN mechanis ms regarded as the explo itation strategy are together conducted to sped up the search process.
Algorith ms of the ICS can be described by the pseudo code as shown in Fig. 1 , while some movements of the ICS over 2D-search space can be visualized by Fig. 2 . Once the ICS is applied to solve mu ltiobject ive optimization problems, the ICS algorithms need to be modified. The mult iobjective function f(x), consisting of f 1 (x), f 2 (x),…,f n (x), as stated in (1) will be simu ltaneously minimized accord ing to its inequality g j (x)  0 and equality h k (x) = 0 constraints. In each search iterat ion, the optimal solution will be evaluated via f(x). If the optimal Copyright © 2016 MECS I.J. Intelligent Systems and Applications, 2016, 11, 51-60 solution found is a non-dominated solution (there is no exist solutions remain ing that are better than it), it will be sorted and stored into the Pareto optimal set P*. After the search process stopped, all solutions stored in P* will be conducted to perform the Pareto front PF*. Finally, every solution contained on the PF* are the optimal solutions of the mult iobjective problem of interest. The modified algorith m of the ICS for mu ltiob jective optimizat ion problem is represented by the pseudo code as shown in Fig. 3 .
IV. PERFORMANCE STUDY
To study its performance, the ICS is evaluated against three standard multiobjective test functions [39, 40] . The first function is the convex front ZDT1 as stated in (2) where d is the number of dimensions . The second one is the concave front ZDT2 as expressed in (3). Finally, the third is the discontinuous front ZDT3 as given in (4). The constraints g and control variab les x i in (3) and (4) are the same as appeared in (2) . Initialized: 
The results obtained by the ICS will be co mpared with those obtained by VEGA , NSGA -II, DEMO, MOCS and mMATS. In co mparison, the error E f between the estimated Pareto front PF e and its correspondingly true front PF t is evaluated via the formu lation stated in (5) , where N is the number of sorted solutions.
To gain the best performance, the appropriate ICS's search parameters need to be set. The ICS algorith ms th iteration, adjusting n = 20}. These best parameters will be used for all problems in this paper, while the search parameters of VEGA, NSGA-II, DEM O, MOCS and mMATS and will be set as the recommendations according to their corresponding references in [33] , [34] , [35] , [36] and [37] , respectively. With the identical TC, results obtained by the ICS and other selected algorithms are summarized in Table 1 . The Pareto fronts obtained by the ICS and the true fronts of functions ZDT1 -ZDT3 are depicted in Fig.  4 -Fig. 6 , respectively. Referring to Table 1 , the ICS shows superior results to other algorith ms with less error E f . Moreover, Fig. 4 -Fig. 6 
V. MULTIPOBJECTIVE PID OPTIMIZATION
The ICS will be applied to design the optimal PID controller for the 3-IM speed control system based on the mult iobjective optimization. Referring to control context, the PID feedback control loop is represented by the block diagram in Fig. 7 
, where R(s) is the reference input, C(s) is the controlled output, E(s) is the error signal between R(s) and C(s), U(s) is the control signal, D(s) is
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The plant model G p (s) of the 3-IM needs to be developed. Fro m our previous work [27, 28] , the p lant model G p (s) of the 3-IM has been identified by using a 0.37 kW, 1400 rp m, 50 Hz, 4-pole, delta-connected, squirrel-cage 3-IM. Such the motor has been tested to record its speed dynamics at 800, 1,000 and 1,200 rp m. The third-order transfer function has been identified as stated in (9) . Good agreement between the model plot and the experimental speed can be observed in Fig. 8 . The plant model G p (s) in (9) will be used as the plant, G p (s), in Fig. 7 . The mult iobjective PID design optimizat ion problem is classified to optimize the parameters K p , K i and K d in order to obtain the satisfactory responses. Applying the ICS to design the PID controller of the 3-IM speed control system can be represented by the block diagram in Fig. 9 . Based on the practical requirements, the rise time (t r ) and the maximu m overshoot (M p ) are selected to be the mu ltiobjective functions because they conflict each other significantly. The t r and M p are set as f 1 (x) and f 2 (x), respectively. The mu ltiobjective PID design optimizat ion problem can be formu lated as expressed (10) . The mu ltiobjective f(x) in Fig. 9 will be fed back to the ICS tuning block to be min imized in order to find the optimal PID controller's parameters wh ich satisfy to its corresponding constraints stated in (10) . 
A. Simulation Results
In this sub-section, the ICS coded by MATLAB with the same values of the search parameters and TC set in the previous section are conducted to the multiobject ive PID design optimization problem. Once applying the ICS with 40 trials of optimizat ion process to find the best solution, 23 sets of optimal PID controllers are successfully obtained and summarized in Tab le 2, where t s is settling time, E ss is steady-state error and t reg is regulating time, respectively. The Pareto front plotted between f 1 (x) and f 2 (x) belonging to those non-dominated solutions is depicted in Fig. 10 . Simulat ion results consisting of the command tracking and load regulating responses of the 3-IM speed control system with PID controller designed the ICS are depicted in Fig. 11 . Referring to Table 2 and Fig. 11 , it was found that the optimal PID controller's parameters obtained by the ICS and their corresponding responses are very satisfactory according to the design constraints defined in (10) . This can be noticed that the ICS can be successfully applied to mu ltiobjective PID controller design optimizat ion problem fo r 3-IM speed control system. Referring to Fig.  10 and Table 2 , the non-dominated solutions shown in Fig. 10 are the optimal solution. The Pareto front in Fig.  10 performs tread-off phenomenal between the f 1 (x) and f 2 (x). This leads the user can select these solutions freely. For example, once the user prefer the minimu m rise t ime, the solution min f 1 (x) in Fig. 10 (PID entry-1 in Table 2 ) should be selected. When the user prefer the min imu m overshoot, the solution min f 2 (x) in Fig. 10 (PID entry-23 in Table 2 ) should be collected. Finally, if the user prefer both minimu m rise time and min imu m overshoot, the compro mised solution (min f 1 (x)&f 2 (x)) in Fig. 10 (PID entry-8 in Table 2 ) should be considered. The simu lation results of 3-IM speed controlled system with mult iobjective PID controller designed by the ICS shown in Fig. 11 will be confirmed by the experimental results as described in next sub-section.
B. Experimental Results
To confirm the simulation results, the experimentation of 3-IM speed control system need to be done. The PID controllers designed by the ICS are implemented by the dSPACE-DS1104 R&D controller board [43, 44] shown in Fig. 12 as the real-time embedded control system. The dSPACE-DS1104 controller board consists of the central processing unit PPC603e, 250 MHz as the main CPU, the digital signal processor TMS320F240 as the slave DSP, 12-and 16-bit A/D and D/A convertors and PWMinvertor drive. This dSPACE-DS1104 R&D controller board is designed to interface with MATLAB/Simulink running on PC. The developed 3-IM system is performed as the V/f control manner, while the tachogenerator is employed as the speed sensor. With this implementation, the developed 3-IM speed control system can be communicated and handled via MATLAB/Simulink on PC. The 3-IM speed control system is developed as the testing rig as displayed in Fig. 13 . In this work, the five selected cases, i.e. PID controller entry-1 (min f 1 (x)), entry-4, entry-8 (min f 1 (x)&f 2 (x)), entry-15 and entry-23 (min f 2 (x)) in Table 2 , are performed. The five selected cases are tested and depicted in Fig. 14 -Fig. 18 , respectively.
For the first case of experimental results with the PID controller entry-1 (min f 1 (x)), the K p = 14.9993, K i = 0.0899 and K d = 989.8136 are tuned by MATLAB/ Simulink interfacing the dSPACE-DS1104 controller board. The reference speed, the actual speed, the control signal of PID controller and the motor current of the developed 3-IM controlled system are measured as visualized in Fig. 14 . It was found that the actual speed provides t r = 75.50 ms., t s = 545.15 ms., M p = 16.50% and E ss = 0.00%. Once the load disturbance is applied and released, the actual speed can be efficiently regulated with t reg = 2.15 s. This case provides the minimum rise time according to the simulation results.
For the second case by using the PID controller entry -4, the K p = 14.9390, K i = 0.0415 and K d = 999.9787 are adjusted by MATLAB/Simulink. The reference speed, the actual speed, the control signal and the motor current of the 3-IM controlled system are recorded as displayed in Fig. 15 For the third case by using the PID controller entry -8 (min f 1 (x)&f 2 (x)), the K p = 13.6428, K i = 0.0352 and K d = 974.7195 are tuned by MATLAB/Simulink. The reference speed, the actual speed, the control signal and the motor current of the system are recorded as shown in Fig. 16 . The actual speed provides t r = 85.65 ms., t s = 385.45 ms., M p = 8.50% and E ss = 0.00%. Once the load disturbance is applied and released, the actual speed can be efficiently regulated with t reg = 1.25 s. This case shows both minimum rise time and minimum overshoot according to the simulation results. For the fourth case by using the PID controller entry -15, the K p = 11.6738, K i = 0.0327 and K d = 976.9918 are adjusted. From Fig. 17 , the actual speed provides t r = 91.25 ms., t s = 345.25 ms., M p = 5.75% and E ss = 0.00%. The actual speed is also regulated with t reg = 1.05 s.
For the final case by using the PID controller entry-23 (min f 2 (x)), the K p = 10.0015, K i = 0.0202 and K d = 930.1657 are tuned. From Fig. 18 , the actual speed gives t r = 102.55 ms., t s = 245.25 ms., M p = 1.45%, E ss = 0.00% and t reg = 0.75 s. once load occurred. This case shows the minimum overshoot according to the simulation results. From Fig. 14 -Fig. 18 , the magnitude of the motor current are varied according to load occurrence. Once the load is applied, the magnitude of the motor current will be increased for compensation. Conversely, the magnitude of the motor current will be decreased, when the load is released. As overall system performance, it can be concluded from simulation and experimental results that the 3-IM speed control system with the PID controller designed by the ICS can provide very satisfactory results both tracking and regulating speed responses.
VI. CONCLUSIONS
An application of the intensified current search (ICS) to mult iobjective PID controller design for the three- 
