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Abstract 
The lack of autonomous aerial refueling capabilities is one of the greatest limitations of unmanned aerial vehicles. This paper 
discusses the vision-based estimation of the relative pose of a tanker and unmanned aerial vehicle, which is a key issue in 
autonomous aerial refueling. The main task of this paper is to study the relative pose estimation for a tanker and unmanned aerial 
vehicle in the phase of commencing refueling and during refueling. The employed algorithm includes the initialization of the 
orientation parameters and an orthogonal iteration algorithm to estimate the optimal solution of rotation matrix and translation 
vector. In simulation experiments, because of the small variation in the rotation angle in aerial refueling, the method in which the 
initial rotation matrix is the identity matrix is found to be the most stable and accurate among methods. Finally, the paper dis-
cusses the effects of the number and configuration of feature points on the accuracy of the estimation results when using this 
method. 
Keywords: unmanned aerial vehicles; aerial refueling; pose estimation; machine vision; orthogonal iteration algorithm 
1. Introduction1 
Autonomous aerial refueling (AAR) is an important 
direction in the future development of unmanned ae-
rial vehicles (UAVs) [1]. Currently, there are two main 
methods of aerial refueling corresponding to two 
hardware configurations. The first is the use of a Boe-
ing flying boom, employed only by the United States 
Air Force, and the other is the use of a probe and dro-
gue, which is the standard for the United States Navy 
and the air forces of most other nations [2]. The 
frameworks are similar for the two configurations: a 
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UAV must approach the tanker, and before the refuel-
ing phase gets started, the UAV and tanker must be in a 
stable relative configuration. For this purpose, suffi-
ciently accurate and reliable sensors and the corre-
sponding measurement algorithms are necessary to 
estimate the relative pose between a tanker and UAV 
from the “pre-contact” phase to the “contact” phase 
and during refueling [3-4].  
Although several sensors and the corresponding ap-
proaches have been considered for estimating the rela-
tive pose between a UAV and tanker, including the use 
of a global positioning system (GPS) device, a laser 
and infrared radar [5], there are limitations associated 
with their use, including a lack of accuracy and reli-
ability [6-7]. For example, in UAV formation flying, a 
GPS device can be used to obtain relative parameters 
and measurements with accuracy of 2 cm, but prob-
lems associated with lock-on, integer ambiguity, and 
low bandwidth present challenges for application to 
in-flight refueling [8]. Previous works have demon-Open access under CC BY-NC-ND license.
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strated that vision-based measurement can estimate 
pose parameters between two reference coordinates 
with centimeter-level accuracy [9]. Moreover, vision- 
based navigation technology and its application to ro-
bots, spacecraft and manned aerial vehicles have been 
continuously developing [10-11]. Therefore, machine 
vision is a good tool to obtain the relative pose be-
tween the UAV and tanker. “VisNav” developed by 
Texas A&M University is an active vision measure-
ment system that provides information with six degrees 
of freedom using cooperative targets fixed on the re-
ceiver aircraft for AAR [12].  
The heart of vision-based relative pose estimation as 
a classical problem in photogrammetry and machine 
vision is to determine the rigid transformation relating 
two-dimensional (2D) images to known three-dimen- 
sional (3D) geometry [13]. As a solution to a nonlinear 
least-squares problem, the use of a nonlinear optimiza-
tion algorithm, such as the Gauss-Newton method or 
Levenberg-Marquardt method, is the major available 
approach for formulating the pose estimation [14]. 
However, such methods do not guarantee efficiency 
(sometimes hundreds of iterations are required) or 
eventual convergence to the correct solution, and often 
run into a local optimum. To improve the convergence 
speed and global searching ability, Lu [15], et al. pre-
sented an excellent method, orthogonal iteration (OI) 
algorithm, which reformulates the pose estimation 
problem as minimizing an object-space collinearity 
error. Lu demonstrated that the OI algorithm is globally 
convergent, extremely efficient and usually converges 
in five to ten iterations from very general geometrical 
configurations [15-16]. That is, the OI algorithm is one of 
the best methods to determine the rigid transformation 
relating 2D images to known 3D geometry. Therefore, 
this paper selects the OI algorithm to estimate the rela-
tive pose between a tanker and UAV and thus avoid 
collision in the starting phase of refueling and during 
refueling.  
To reduce the complexity of image processing and 
the algorithm for pose estimation, this paper chooses 
points as image features, which are referred to as fea-
ture points (FPs) and are the projections of the inten-
sity output from particular beacons (such as light- 
emitting diode (LED) beacons) fixed on wings, hori-
zontal tails and the vertical tail of a tanker in the image 
plane. 
2. Vision-based AAR Problem 
The preliminary work of vision-based pose estima-
tion is FP extraction and matching. However, because 
the main task of this paper is relative pose estimation, 
image process algorithms including FP extraction and 
matching are omitted. The UAV is equipped with a 
digital camera that acquires an image of the tanker. FPs 
are related to optical markers that have been detected 
and matched by the associated algorithm. The rotation 
matrix and translation vector for the UAV and tanker 
can be computed according to coordinates of the pro-
jections of FPs in image planes and locations of FPs on 
the surface of the tanker. Fig. 1 is a block diagram of 
the vision-based relative pose estimation algorithm. 
The algorithm is divided into two parts: initialization of 
orientation parameters, and the OI algorithm to esti-
mate the optimal solution of rotation matrix R and 
translation vector t (see Fig. 2). 
 
Fig. 1  Block diagram of vision-based pose estimation. 
 
Fig. 2  Pose estimation diagram. 
2.1. Reference frames and notation 
The study of vision-based measurement requires a 
definition of the following reference frames (see 
Fig. 3). 
 
Fig. 3  Definition of reference frames. 
1) ERF: Earth-fixed reference frame. 
2) TRF: body-fixed tanker reference frame centered 
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on the center of gravity of the tanker. 
3) URF: body-fixed UAV reference frame centered 
on the center of gravity of the UAV. 
4) CRF: body-fixed UAV camera reference frame. 
In this study, the TRF (xw, yw, zw in Fig. 3) and CRF 
(xc, yc, zc in Fig. 3) are used instead of the ERF and 
URF since we only need to obtain the relative pose of 
the tanker and UAV. Hence, relative pose estimation in 
AAR can be translated into a calculation of the abso-
lute orientation in machine vision. The information 
available to solve this problem is usually given in the 
form of a set of point correspondences. Each is com-
posed of a 3D reference point expressed in object co-
ordinates (TRF) and its 2D projection is expressed in 
image coordinates. 
2.2. Geometric formulation of the AAR problem 
The foundation of the vision-based measurement is 
the pin-hole model of the camera, which builds a map-
ping relation from 3D reference points to 2D image 
coordinates. This problem can be formalized as fol-
lows. 
1) There is a set of noncollinear 3D coordinates of 
reference points (FPs) that are mainly distributed in 
different regions of the tanker (including the wings, 
horizontal tails and vertical tail of the tanker). The co-
ordinates of these points are expressed in TRF or ERF: 
w w w w T[ ] ( 1, 2, , ; 6)i i i ix y z i n n= = ≥LP   (1) 
2) The corresponding points in URF or CRF are de-
noted by 
 c c c c T[ ] ( 1, 2, , ; 6)i i i ix y z i n n= = ≥LQ   (2) 
3) The relation between wiP  and 
c
iQ  is 
c w
i i= + tQ RP               (3) 
where the rotation matrix R∈R3×3, RRT=I; t∈R3×1 is a 
translation vector. R and t denote the pose relation be-
tween the UAV and tanker. 
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Where R12=cosφ sinθ sinϕ − sinφ, R13=cosφ sinθ− 
sinϕ sinφ, R22=sinφ sinθ+cosϕ cosφ, R23=sinφ sinθ cosϕ+ 
cosφ sinϕ Φ, θ, ϕ  are the relative rotation angles be-
tween the tanker and UAV, referred to as the roll angle, 
pitch angle, and yaw angle respectively in a flight con-
trol system [17].  
3. Relative Pose Estimation 
The main task in relative pose estimation is to de-
termine R and t from corresponding pairs wiP  and 
c.iQ  With n pairs of noncollinear corresponding 
points, R and t can be obtained as a solution to a 
least-squares problem: 
w c 2
, 1
min ||
n
i i
i=
+ −∑R t || RP t Q  
Ts.t. , det( )=1=RR I R          (4) 
3.1. Fundamentals of the OI algorithm 
We first give the lemma that is the foundation of the 
OI algorithm [18]. 
Lemma 1  Let X={x1, x2, …, xn} and Y = {y1, y2, …, 
yn} be corresponding points in 3D space. The minimum 
value ε2 of the mean-squared error of these two point 
patterns with respect to the similarity transformation 
parameters is  
           2 2
1
1 || ||
n
i i
i
e x y
n =
= + −∑ R t         (5) 
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tr( )
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e σ σ= −
DS              (6) 
where 2xσ  and 2yσ  are variances around the mean vec-
tors of X and Y respectively. Let the singular decompo-
sition of the covariance matrix of X and Y xy∑  be 
UDV  T . 
When rank(∑xy) ≥ m−1, the optimum transformation 
parameters are determined uniquely as  
            T=R USV                 (7) 
where, 
det( ) 0
diag(1, 1, , 1, 1) det( ) 0
xy
xy
≥⎧⎪= ⎨ − <⎪⎩ L
I                          
S
∑
∑      (8) 
On the basis of Lemma 1, the OI algorithm estimates 
pose parameters by minimizing an object-space collin-
earity error. In the idealized pinhole camera model, 
point wiP  is projected to the normalized image plane 
(all points in the plane zc = 1 in the CRF). Suppose that 
the point vi = [ui  vi  1]T is the projection of wiP on 
the normalized image plane. The collinearity of vi, 
c
iQ  and the center of projection are expressed by  
w w 1
1 3
w w 1
2 3
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( ) ( )
i i x i z
i i y i z
u
v
−
−
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where T T T T1 2 3[ ]=R r r r . Hence,  
T[ 1]i i iu v= =v
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t=[tx  ty  tz]T This is the collinearity equation in 
photogrammetry literature. On the basis of the collin-
earity equation, Lu gives the object-space collinearity 
equation [15,19]: 
w w= ( )i i i+ +RP t V RP t          (11) 
where T T 1( )( )i i i i i
−=V v v v v . 
The relative pose estimation can now be translated 
into the minimizing of the sum of the squared error 
E(R, t): 
   w 2
1
( , ) || ( )( ) ||
n
i i
i
E
=
= − +∑R t V I RP t      (12) 
Given a fixed rotation R, the function E(R, t) is 
quadratic in t, and the optimal value for t can be com-
puted in closed form as 
 
1
w
1 1
1 1 ( )
n n
i i i
i in n
−
= =
⎛ ⎞= − −⎜ ⎟⎝ ⎠∑ ∑t I V V I RP    (13) 
The main concept of the OI algorithm has thus been 
presented.  
It has been found that the OI algorithm cannot 
guarantee efficient or eventual convergence to the cor-
rect solution, although the algorithm can converge to 
an optimum for any set of points[14]. In fact, the selec-
tion of the initial value affects the accuracy and speed 
of the OI algorithm in a noisy condition. Therefore, to 
obtain the correct result in minimum time, orientation 
parameters need to be initialized. 
3.2. Initialization of orientation parameters 
Usually, a linear method (analytical algorithm) is 
employed to initialize estimated parameters because of 
its low computational complexity and execution in the 
field of machine vision. The related research has 
shown that rotation parameters are more accurate than 
position parameters in the solution obtained with linear 
methods. Therefore, this paper considers first using a 
linear method to estimate the initial value of rotation 
matrix R and then computing an exact solution with the 
OI algorithm.  
In accordance with the pin model of a camera, cam-
era matrix P denotes a mapping relation between 3D 
coordinates of the corresponding points in the CRF and 
the image: 
     [ ]=P K R t                  (14) 
where 3 4×∈ RP , K is the intrinsic matrix of the camera 
and can be obtained through camera calibration, which 
determines the geometrical model of an object and the 
corresponding image formation system: 
0
0
0
0
0 0 1
x
y
u
v
α
α
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
K  
where (u0, v0) refers to the coordinates of the principle 
point, and αx and αy are scale factors according to im-
age pixel axis. Hence, the initial value of rotation ma-
trix R can be obtained by estimating camera matrix P. 
The procedures are as follows [13]. 
Step 1  Ensure equations Ap=0.  
For each point correspondence w [ 1]i i iu v↔X ,  
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X u X P
v X u X P
 (15) 
where PiT is the ith row of matrix P, p = [P1  P2  P3]T. 
Since the three equations are linearly dependent, we 
choose only the first two equations: 
1
w T w T
1 3 2
w T w T
1 3 3
( ) ( )
( ) ( )
i i i
i i i
×
×
⎡ ⎤⎡ ⎤ ⎢ ⎥− = =⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
0
0
0
P
X v X
P Ap
X u X
P
 (16) 
From n point correspondences, the 2n×12 matrix A 
is obtained and matrix P is computed by solving the set 
of equations Ap=0, where p∈R12×1 is the vector con-
taining the entries of matrix P. 
Step 2  Solve the set of equations Ap=0 and obtain 
matrix P. 
According to Eq. (16), 11 equations are needed to 
solve camera matrix P since there are 12 entries and 11 
degrees of freedom for P. Since each point correspon-
dence provides an equation, at least six such corre-
spondences are required to solve P. Generally, because 
of noise of the point coordinates in image coordinates, 
there is no exact solution to the equations Ap=0 when 
n≥6. Therefore, the solution to p can be obtained by 
computing the least-squares solution of equations Ap= 
0. Specifically, the solution p is obtained from the sin-
gular value decomposition of A and the unit singular 
vector corresponding to the smallest singular value. 
Therefore, if A=UDVT, p is the last column of V. Cam-
era matrix P can be obtained according to the 
least-squares solution p.  
Step 3  Obtain a linear solution of R. 
According to  
[ ] [ ]= =P K R t KR Kt  
we have  
1 2 3=[ ] =KR P P P M  
where Pi the ith column of matrix P. K and R can be 
obtained by decomposing M via RQ-decomposition, 
which decomposes a matrix into the product of an up-
per-triangular K and orthogonal matrix R. Another 
method is to compute R directly according to a known 
intrinsic matrix of the camera K. The matrix R gives 
the orientation of the camera and is the initialization of 
orientation parameters for the OI algorithm. This linear 
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initialization method is referred to as In_M1 in this 
paper.  
Besides the linear method for the initialization of 
orientation parameters, in the process of AAR, rotation 
angles between the UAV and tanker only change in the 
range of [–5°  5°] owing to the effect of vertical and 
horizontal components of the tanker wake[20]. In ac-
cordance with the range of change in rotation angles, 
another method is to set the initial value of rotation 
matrix R(0) as a fixed value (such as the identity matrix, 
for which φ (0)=0 , θ (0)=0, ϕ (0)=0). This initialization 
method is referred to as In_M2 in this paper. 
3.3. Pose estimation 
On the basis of the principle of the OI algorithm, the 
first step of pose estimation is to obtain 3D coordinates 
of corresponding points in the CRF from the 2D coor-
dinates of FPs in the image plane. Supposing that the 
2D coordinates of an FP are (ui, vi), then the 3D coor-
dinates of corresponding points ciQ  can be computed 
with the camera pinhole model (supposing focal length 
f = 1): 
        
c
c c 1
c 1
i i
i i i
i
x u
y v
z
−
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦
Q K             (17) 
In summary, the FP-based estimation algorithm for 
position and orientation is as follows. 
Step 1  Determine 2D coordinates of FPs in the im-
age plane and deduce the intrinsic matrix of camera K. 
Step 2  Calculate Vi corresponding to each FP us-
ing the collinearity equation. 
Step 3  Initialize rotation matrix R according to 
In_M1 and In_M2, compute translation vector t (0) ac-
cording to Eq. (13) and obtain FP coordinates ciQ  in 
the CRF from corresponding point coordinates wiP  in 
the TRF using Eq. (11). 
Step 4  Compute mean vectors μP, μQ, standard 
deviations σP, σQ and covariance matrix PQ∑ of coor-
dinates of the reconstructed FPs ciQ  and coordinates of 
the FPs w .iP  
w c
1 1
1 1,
n n
i i
i in n
μ μ
= =
= =∑ ∑P QP Q  
2 w 2 2 c 2
1 1
1 1|| || , || ||
n n
i i
i in n
σ μ σ μ
= =
= − = −∑ ∑P P Q QP Q  
c w T
1
1 ( )( )
n
i i
in
μ μ
=
= − −∑PQ Q PQ P∑  
Step 5  Obtain R(k) and t (k) according to the Lemma 
1 of the OI algorithm and Eq. (13). 
Step 6  Compute the sum of the squared error 
E(R, t). If E(R, t)<θ, stop the iteration and output the 
results; else, return to step 4. Here th is an error thresh-
old. 
4. Simulation Experiment and Discussion 
This section considers the relationship between es-
timation error and number of FPs, the accuracy and 
robustness of pose estimation, and the relationship be-
tween the distribution of FPs and the estimation results. 
In the simulation experiment conducted in this pa-
per, the reference frames are defined as those in Fig. 3 
and the intrinsic matrix of the camera K is 
571 0 254
0 571 206
0 0 1
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
K  
4.1. Error dependence on the number of FPs 
Before beginning our evaluation of the algorithm, it 
is necessary to have a set of 2D image points and their 
corresponding point (feature point, FP) coordinates in 
the TRF. We first select six FPs on the surface of the 
tanker symmetrically (Fig. 4), and the coordinates of 
those points in the TRF (OxTyTzT) are given in Table 1. 
 
Fig. 4  Distribution of six FPs. 
Table 1  Coordinates of initial six FPs in TRF 
i 
w
ix /m 
w
iy /m 
w
iz /m 
1 3.7 -7.13 0.7 
2 3.7 7.13 0.7 
3 7.79 -2.689 0.7 
4 7.79 2.689 0.7 
5 7.96 0 3.189 
6 8 0 1 
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On the basis of six initial FPs, we use In_M2+OI to 
study error changes when the number of FPs increases 
along three different directions. Fig. 5a, 5b, 5c, 5d, 5e, 
5f and 5a, 5b, 5c, 5d, 5e, 5f, show the average errors in 
the attitude angles and distances when FPs are added 
along the vertical tail. Fig. 5a, 5b, 5c, 5d, 5e, 5f and 5a, 
5b, 5c, 5d, 5e, 5f, show average errors of attitude an-
gles and distances when FPs are added along the wings 
and horizontal tails symmetrically. True values are a 
yaw angle of –3°, pitch angle of 2°, roll angle of 3°, tx = 
15, ty = 0, and tz = –4.5. 
Figure 5 shows that the error in pose estimation does 
 
 
 Fig. 5  Errors as FPs are added along three different direc-
tions. 
not change significantly as the number of FPs in-
creases. It has been noted that FPs are the projections 
of intensity output from particular beacons (such as an 
LED beacon) fixed on wings, horizontal tails and the 
vertical tail of a tanker in the image plane [14]. There-
fore, an increase in the number of FPs will decrease the 
imperceptibility of the tanker. Additionally, it will in-
crease the computational complexity and further reduce 
real-time performance. Therefore, the following simu-
lation experiments only select six FPs for pose estima-
tion. 
4.2. Error dependence on the configuration of FPs 
We now discuss the effect of the FP configuration 
on the accuracy of the pose estimation. In the ex-
periment, 10 groups of configurations are selected in 
terms of different separations of FPs (Fig. 6). Each 
configuration has six FPs located on the wings, hori-
zontal tails and vertical tail. Fig. 7 presents the error 
in pose estimation using In_M2+OI for the same 
level of Gaussian noise but different configurations 
of FPs. True values are a yaw angle of 5°, pitch angle 
of –5°, roll angle of 5°, tx = 15, ty = 0, and tz = –5. 
The experiment results show that the error reduces as 
the separation of FPs increases for the same number 
of FPs and noise level. Therefore, while considering 
the field-of-view of the camera, the separation of par-
ticular beacons fixed on the surface of the tanker 
should be as great as possible.  
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Fig. 6  Different configurations of FPs. 
 
Fig. 7  Errors for different configurations of FPs. 
4.3. Accuracy and robustness 
In pose estimation, accuracy refers to the difference 
between true and estimated values. Robustness relates to 
the error distribution when different levels of Gaussian 
noise are added to both coordinates of the image points 
to generate perturbed image points. This type of error is 
also referred to as the estimation error versus image 
pixel noise and is induced by the distance between a 
corresponding FP and real-image point in the image 
plane. The standard deviation denotes the level of Gaus-
sian noise. In this experiment, the camera representing 
the UAV is moved along the route of the refueling, the 
pose parameters are estimated employing the two ini-
tialization methods and OI algorithm, and we evaluate 
the measurement error and resistance to noise. 
For the same level of Gaussian noise, Fig. 8 presents 
measurement errors of the attitude angle and distance 
during refueling relative to measured values for the 
three different methods. The simulation of the varia-
tion in rotation angle and position of the UAV shows 
that the method combining In_M2 and the OI algo-
rithm is the most stable and accurate. This demon-
strates that the precision of the initial value obtained 
with the linear method is very low when the variation 
in attitude angle is small. Therefore, the rotation matrix 
can be set initially to the identity matrix in the phase of 
commencing refueling and during refueling. 
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Fig. 8  Comparisons of values estimated employing three 
methods and the true value. 
Fig. 9 shows the estimation error obtained with 
In_M2+OI for different Gaussian noise in UAV refu-
eling simulations. The results show that the robustness 
of the distance estimation is greater than that of the 
attitude angle estimation, and as the UAV approaches, 
the parameter estimation becomes more precise. 
 
Fig. 9  Errors for different levels of noise. 
5. Conclusions 
This paper describes an approach for pose estima-
tion with an OI algorithm. The approach is imple-
mented and tested within a simulation environment for 
the machine vision-based AAR problem. The follow-
ing conclusions are drawn. 
(1) Because the range of change in relative rotation 
angles between the UAV and tanker is only [–5°, 5°] in  
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AAR, the OI-based method in which the initial rota-
tion matrix R is the identity matrix is the most stable 
and accurate among algorithms. 
(2) Considering different FP configurations, the es-
timation error reduces as the FP separation increases 
for the same number of FPs and noise level. 
(3) The number of FPs has no significant effect on 
the precision of pose estimation. 
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