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Nomenclature
Symbol
a scalar
a vector
a
¯
= (ax,ay)> Euclidean vector im two-dimensional space
a= (ax,ay,1)> homogeneous vector im two-dimensional projective space
A
¯
= (Ax,Ay,Az)> euclidean vector im three-dimensional space
A= (Ax,Ay,Az,1)> homogeneous vector in three-dimensional space
a˜= (ax,ay,ai)> vector in scale spaceA matrix
aˆ estimated value
a˜ observation value
δ (n˜) = (δ (nx),δ (ny),δ (ni))> fullpixel and fullscale coordinates of a feature n˜δ (n) = (δ (nx),δ (ny))> fullpixel coordinates of a feature n
ε(n˜) = (ε(nx),ε(ny),ε(ni))> subpixel and subscale coordinates of a feature n˜ε(n) = (ε(nx),ε(ny))> subpixel coordinates of a feature n
(δx,δy) := (δ (nx),δ (ny)) abbreviation for fullpixel coordinates
(εx,εy) := (ε(nx),ε(ny)) abbreviation for subpixel coordinates
Notation
0 null vector
A camera matrix
a element of the camera matrix
a vector consisting of the 12 elements of the camera matrix
a>1 , a
>
2 , a
>
3 row vectors of the camera matrix
αH larger eigenvalue of H
βH smaller eigenvalue of H
BCRF maximal number of feature points per image
B intermediate value for F-matrix estimation
C
¯
= (Cx,Cy,Cz)> center of projection
c
¯
= (cx,cy)> principal point
d(·) Euclidean distance
d(·)Λ Mahalanobis distance
det(·) determinant of a matrix
dGUIDED distance between reprojected 3D object point and detected
VII
feature point for FTR
dmaxGUIDED maximal distance between reprojected 3D object point
and detected feature point for FTR
dclosest nearest neighbor
d2closest second nearest neighbor
DKLT threshold for the displacement distance between two iter-
ations of the KLT tracker
|D(n˜)| contrast of a SIFT feature n˜D(·) value in DoG pyramid
Dr robust cost function for ICP calculation
κ weighting parameter for scale computation in Dr
s scale parameter in Dr
E unit matrix
E[·] expectation value
EKLT threshold for the intensity difference between two itera-
tions of the KLT tracker
ϕi regional costs in energy function E( f )
ϕi, j boundary costs in energy function E( f )
γ coefficient in Energy function E( f ) for weighting of re-
gional and boundary costs
β weighting coefficient in boundary cost calculation ϕi, j
E( f ) energy function consisting of regional and boundary costs
ε distance in the camera image used in RANSAC
εmax maximum distance in the camera image used in RANSAC
εOBJ normalized distance between CAD object and object point
εOBJ[mm] normalized distance between scene object and object
point in [mm]
εBA error induced by a 3D-2D correspondence in the bundle
adjustment
εRMSE reprojection error of a 3D-2D correspondence
iE layer localization error
σ E scale localization error
ξ E spatial localization error
ηA,min minimum number of correspondences between image k
and k− l for outlier elimination in FTR using the camera
matrix
ηF,min minimum number of correspondences between image k
and k− l for outlier elimination in FTR using the F-matrix
F fundamental matrix
f vector consisting of the F-matrix elements
f focal length
LMAX maximum number of past images considered for FTR
VIII
LMIN minimal length of feature trajectory for being considered
for FTR
G intermediate value used for the feature selection
γ intermediate value for F-matrix estimation
gx, gy image signal gradients in x- and y-direction
Ha image signal transfer function
ωρ radial displacement of a lens
Hag Gaussian approximation of Ha
H hessian matrix with x and y components
H˜ hessian matrix with x, y, and scale componentsI intensity of the luminance signal
J number of 3D object points
P 3D object point
j index of a 3D object point P j
JOBJ number of 3D object points located nearby the CAD
model
J set of trajectories with a reconstructed object point P j
K calibration matrix
K index of the current camera image
k factor between scales of the DoG pyramid
κ3 parameter of inverse radial distortion
KCRF constant for the calculation of the CRF
l epipolar line
Λp error covariance matrix of the feature points
m
¯
= (xm,ym) image point in the coordinate system of a window
MCRF minimal distance between two feature points
n
¯
= (nx,ny)> image point in the picture coordinate system
N number of scale in each octave in SIFT
NRSC maximum number of iterations used in RANSAC
NGMM number of mixture components used for the GMM
Nhist neighborhood used for the occlusion property verification
Noccl diameter of an occlusion information disc
NSIFT size of a SIFT feature neighborhood used for descriptor
calculation
Nx, Ny number of elements in the picture memory
OKLT maximum number of iterations used by the KLT tracker
mag(x,y) magnitude sample in the neighborhood of a SIFT feature
rOri radius defining the neighborhood of a SIFT feature for ori-
entation calculation
Θ orientation of a SIFT feature
θ(x,y) orientation sample in the neighborhood of a SIFT feature
φx, φy, φz rotation angles
IX
p j,k feature point, projection of the object point P j into a cam-
era image at time k
pinvisiblej,k image point resulting from projection of the in camera k
not visible object point P j into camera k
pvisiblej,k feature point assigned to object point P j which is visible
in camera k
rSIFT principal curvature of a feature point
R rotation matrix
εDoG residuum of a DOG SIFT feature
εSIFT residuum of a SIFT features
RRSC threshold for the relation of supported correspondences
and number of correspondences used in RANSAC
L scale space
SCRF threshold value for the calculation of the CRF
σ standard deviation of Gaussian filter
σ0 σ of first scale of each octave used in SIFT
Σ covariance matrix of a Gaussian feature blob
σ f standard deviation of Gaussian feature blob
σinit initially assumed σ of input image
σmax maximum standard deviation of the feature point location
error
sx, sy scale factors of the picture elements in x- and y-direction
T
¯
intermediate value for the estimation of initial camera pa-
rameters
τSIFT threshold parameter for SIFT second nearest neighbor
matching
trace(·) trace of a matrix
t j trajectory of object point P j
|t¯| mean trajectory length
T number of trajectories T with a non-consecutive corre-
spondence
|t j| length of a trajectory t j
U index of camera image, in which the feature point is se-
lected
ϒKLT number of resolution scales used by the KLT tracker
p vector of parameters used for optimization
Xc, Yc, Zc axes of the camera coordinate system
X , Y, Z axes of the world coordinate system
(·)+ Moore-Penrose pseudoinverse
Abbreviations
2D two-dimensional
X3D three-dimensional
ALO appearance learning from occlusions
CAD computer aided design
CCD charge-coupled device
CRF cornerness response function
DoG Difference of Gaussians
DOG SIFT SIFT feature localization using the the image signal model
FTR feature trajectory retrieval
GMM Gaussian mixture model
GRIC geometric robust information criterion
ICP iterative closest point
KLT tracker Kanade Lucas Tomasi tracker
MTF modulation transfer function
RANSAC random sample consensus
SAM structure and motion
SIFT scale invariant feature transform
SSD sum of squared distances
SVD singular value decomposition
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Abstract
In this work, a scene reconstruction algorithm is extended with the handling of foreground
occlusions. Scene reconstruction approaches are based on trajectories of image features in
consecutive images of the input sequence. Foreground objects cause discontinued trajec-
tories due to occlusion. If the occluded scene content reappears, redundant and therefore
erroneous 3D object points are generated. By assigning features of reappearing scene
content to the correct already reconstructed object points, these errors are avoided. Addi-
tionally, the knowledge of the occlusion of the background with foreground scene content
is extracted. This knowledge enables the automatic segmentation of the video. The video
segmentation eases the application of integrating virtual objects into the video sequence
significantly. In particular, the automatic occlusion of integrated virtual objects with fore-
ground scene content is presented. For this application, the accurate estimation of the
camera parameters as well as the video segmentation is required.
The work is divided into the following parts. First, a reference method for structure and
motion (SAM) estimation is introduced. This method is based on feature detection, cor-
respondence analysis, outlier elimination and incremental bundle adjustment. Then, an
accuracy analysis of the SIFT (scale invariant feature transform) key point localization
is done. For the feature trajectory retrieval, the SIFT feature detection and correspon-
dences analysis is required. The SAM reference method is extended with the following
contributions.
• the improvement of the SIFT key point localization
• the extension of the structure and motion recovery algorithm with feature corre-
spondences in non-consecutive frames
• the development of a new approach for the automatic foreground segmentation of
the video
Finally, experiments show the increased accuracy of the reconstructed scene regarding
two error measures: (1) the reprojection error, which is commonly used for accuracy
evaluation and (2) the distance of the reconstructed point cloud to the known model of the
observed scene.
The main application is the integration and automatic occlusion of virtual objects. This
application is demonstrated with several natural image sequences. The integrated objects
are occluded with foreground scene content by using the developed automatic video seg-
mentation.
Keywords: scene reconstruction, feature detection, feature localization, SIFT, video
segmentation, estimation of camera parameters, camera calibration,
computer vision, bundle adjustment, integration of virtual object into
natural image sequences
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Kurzfassung
In dieser Arbeit wird ein Verfahren zur Szenenrekonstruktion um die Handhabung von
Verdeckungen durch Vordergrund erweitert. Algorithmen zur Szenenrekonstruktion
basieren auf Trajektorien von Bildmerkmalen in aufeinander folgenden Bildern der Ein-
gangssequenz. Vordergrundobjekte sind Ursache dafür, dass Trajektorien unterbrochen
werden. Wird der durch die Vordergrundobjekte zeitweise verdeckte Szeneninhalt wieder
sichtbar, so werden möglicherweise neue, redundante und fehlerhafte 3D Objektpunkte
generiert. Werden die Merkmale des wieder sichtbaren Szeneninhaltes zu den richtigen,
bereits bestehenden Objektpunkten zugeordnet, so können diese Fehler vermieden wer-
den. Zusätzlich kann Wissen über die Verdeckung des Hintergrundes durch Vordergrund
gewonnen werden. Dieses Wissen kann für die automatische Segmentierung der Videose-
quenz genutzt werden. Durch die Segmentierung wird die Integration von virtuellen Ob-
jekten in die Bildsequenz erheblich vereinfacht, insbesondere dann, wenn die integrierten
Objekte durch Vordergrund der natürlichen Szene verdeckt werden sollen. Für diese An-
wendung ist sowohl die genaue Bestimmung der Kameraparameter als auch die Segmen-
tierung des Vordergrundes erforderlich.
Zunächst wird ein Referenzverfahren zur Szenenrekonstruktion basierend auf
Merkmalsdetektion, Korrespondenzanalyse, Ausreißerelimination und inkrementellem
Bündelausgleich vorgestellt. Dann wird eine Genauigkeitsanalyse der Merkmalslokali-
sation des SIFT (scale invariant feature transform) Detektors durchgeführt. Für das
Wiederfinden von Merkmalstrajektorien wird der SIFT Detektor und dessen Korrespon-
denzanalyse benötigt. Das Verfahren zur Szenenrekonstruktion wird wie folgt erweitert:
• Verbesserung der SIFT Merkmalslokalisation
• Erweiterung der Szenenrekonstruktion durch Merkmalskorrespondenzen in nicht
aufeinander folgenden Bildern
• Entwicklung eines neuen Verfahrens zur automatischen Vordergrundsegmentierung
einer Videosequenz
Schließlich wird die Verbesserung der Rekonstruktionsgenauigkeit mittels zweier
Fehlermaße belegt: (1) anhand des Rückprojektionsfehlers, der üblicherweise zur
Genauigkeitsevaluation verwendet wird und (2) anhand des Abstandes der rekonstruierten
Punktwolke zu einem bekannten Modell der beobachteten Szene.
Die Hauptanwendung ist die Integration sowie die automatische Verdeckung von
virtuellen Objekten. Diese Anwendung wird anhand von natürlichen Videosequenzen
demonstriert. Die integrierten Objekte werden mit Hilfe der vorgestellten Videosegmen-
tierung durch den Vordergrund der natürlichen Szene verdeckt.
Schlagwörter: Szenenrekonstruktion, Merkmalsdetektion, Merkmalslokalisation,
SIFT, Videosegmentierung, Schätzung von Kameraparametern, Kam-
erakalibrierung, Rechnersehen, Bündelausgleich, Integration virtueller
Objekte in natürliche Bildsequenzen
11 Introduction
The technique of structure and motion (SAM) recovery, also called structure-from-
motion, estimates the rigid scene geometry from an image sequence. It is a well-
established technique in computer vision with numerous fully automatic algorithms which
have been developed over the last decades. In most approaches, the processing pipeline
consists of feature detection, correspondence analysis, and scene reconstruction including
outlier elimination and bundle adjustment.
In media production, various applications show the usability of these techniques for
post production as well as for the live broadcast. In the former setup, movie editors in-
tegrate virtual objects into the image sequence which is captured by a video camera. In
the latter setup, information content like customer specific commercials or scene expla-
nations in sports events are integrated in the transmission with minimal delay. The same
techniques are used in robot and car navigation for localization and mapping approaches,
in which a subject uses a camera to localize itself in an unknown, to be discovered envi-
ronment.
For each of these applications, the accuracy and the reliability of the scene reconstruc-
tion is of key interest. Thus, long and reliable feature trajectories consisting of auto-
matically extracted feature points are desired. Their localization accuracy determines the
accuracy of the scene reconstruction. Furthermore, it is crucial to provide a solution for
situations in which scene content is temporarily not visible, e.g. when objects with a larger
distance from the camera are occluded by foreground objects. If this situation is not cov-
ered, the reliability of the reconstruction suffers as too many feature tracks are lost and
the scene is temporarily not represented by well distributed features. Even if the recon-
struction is still reliable the estimation accuracy decreases due to a well known, undesired
phenomenon in SAM recovery called drift. Drift results from small errors which accu-
mulate with an increasing number of input images to a noticeable reconstruction error.
A point which reappears after being invisible induces a redundant 3D object point. Both
object points approximate one real 3D scene point. It is very likely that these points adopt
different positions, which leads to small reconstruction errors.
After being occluded, scene content may be observed by the moving camera from a
very different viewpoint. It follows that the surrounding texture information has changed
significantly due to perspective distortion and lighting changes. Thus, the desired method
for the correspondence analysis between non-consecutive frames has to be robust to these
entities.
2State of the Art
Feature Detection and Localization The usage of image features can be charac-
terized by the reduction of the amount of data being processed for certain image mea-
surements while preserving the same information content [16]. If the mapping from one
image to a second is known, the feature localization accuracy can be derived from the
distance between a mapped feature from the first image and the corresponding feature in
the second image [70]. Inversely, as camera motion estimation algorithms are based on
detected features in the images, the localization accuracy and the correspondence analysis
are of key interest.
The Canny detector [16] uses an edge operator based on a gradient filter which uses
the first derivative of a Gaussian function. Although the results are theoretically very
good [50], the Canny detector looses precision because its localization is done using full
pixel coordinates. Harris and Stephens [42] present a combined corner and edge detec-
tor resulting in consistent feature points as shown in [82, 83]. The Harris detector [42]
results in full pixel coordinates, too. In following approaches, the localization accuracy
is improved using coordinates that are determined with subpixel accuracy. Therefore, the
image gradient signal surrounding a feature point is approximated using a function which
should adopt its extremum at the feature position.
The interpolation of the image gradients with a parabolic function is examined by Rock-
ett [77] for the Canny detector. Rockett shows that using the parabolic interpolation still
leads to a systematic error and proposes a Gaussian approximation of the image signal
for improvement. But, Rockett neglects to estimate the Gaussian parameters and uses
a correcting look-up table instead. Mikulastik et al. derive the systematic error in the
feature localization analytically and verify it experimentally [72, 73]. The magnitude of
the systematic error depends on the subpixel position and is up to 0.025 pixel for a one
dimensional feature. The systematic error is eliminated using a Gaussian approximation
of the image signal surrounding a Canny edge [71]. The impact of this improvement on a
SAM recovery approach and its reprojection error has not been examined so far. Hillman
et al. demonstrate [47] that the accuracy of such algorithms in industrial movie production
is very important. It is shown that reprojection errors of 1/4 pixel in high-resolution im-
ages are still visible and may disturb the observer. An increase in processing time for the
computation is of subordinate importance as movie production companies have massive
computation resources available [47].
Recent feature detection approaches use the scale space to detect interest points in-
variant to scale changes [6, 7, 58, 61, 66]. The scale space is defined by Lindeberg
[55, 56, 57, 58]. It is built by cascading Gaussian filters of differing standard devia-
tion σ , which is proven to provide the optimal filter kernel for this purpose [57]. The best
known feature detector which uses the scale space for the detection is the SIFT (scale
invariant feature transform) detector [61]. Numerous approaches are published to extend
the scale invariance to affine invariance. The mapping between corresponding regions of
two images can be modeled by an affine transformation [70], if perspective effects are
3small on these local regions. The affine extension to SIFT uses several pyramids for mod-
eling the affine scale space [101]. Based on affine normalization, the Harris-Affine [67]
and Hessian-Affine [68] detectors determine the elliptical shape with the second moment
matrix of the intensity gradients. In [64], maximally stable extremal regions (MSER) are
constructed using a segmentation process. However, these approaches are not truly affine
invariant since they do not select features in an affine scale space. In practice, the SIFT
detector is the mostly used detection method for scale invariant features and provides
enough stable features for moderate affine distortion of up to 40◦ [36].
In [55], a model for the features detected by a scale invariant feature detector, called
feature blob, is developed. Its shape is a circular Gaussian function, which is used for
studying the behavior of blob detectors. Brown and Lowe [13, 61] use a 3D quadratic
function for the subpixel and subscale localization of SIFT features. Although its local-
ization accuracy has not been analyzed so far, Brown and Lowe [13] explicitly stress the
necessity of the subpixel estimation of SIFT keypoints, because these features are also
detected in pyramid levels with low resolution. In these pyramid levels the subpixel local-
ization is crucial to ensure sufficient accuracy for the features in the pyramid base level.
Since the signal gradients surrounding a feature do not have the shape of a 3D quadratic,
the localization used in [13, 61] is suboptimal. A feature localization technique using a
Gaussian approximation of the image signal for a scale invariant feature detector has not
been developed so far.
Correspondence Analysis The correspondence analysis associates a feature of one
image with the corresponding feature of a second image which shows the same scene.
Corresponding feature points are projections of one 3D point of the observed scene into
different camera images. For small baselines between the cameras, feature tracking meth-
ods like KLT [63] are appropriate to obtain stable and accurate correspondences. For
larger viewpoint changes, feature matching methods have shown impressive performance
in determining stable correspondences. The SIFT method presented by Lowe [61] es-
tablishes correspondences using distinctive characteristics of the feature neighborhood.
These characteristics are usually assembled to a vector, called descriptor, which is used
for the comparison. The SIFT descriptor is designed to be invariant to changes in bright-
ness, rotation, and scale.
The enormous impact of the SIFT method induced many researchers to improve the
descriptor construction in detail [14, 51, 69]. Nevertheless, using the SIFT descriptor is
still the most widely used correspondence analysis method for wide baselines [38, 39, 60,
88, 102]. Its results are sufficient for the scene reconstruction scenario. Hence, it is used
in this work.
Scene Reconstruction The scene reconstruction from an image sequence is a key
technique in many computer vision applications [39, 44, 76, 88, 93, 100]. It consists of
camera motion estimation and simultaneous reconstruction of the rigid scene geometry.
4For the parametrization, a pinhole camera model with intrinsic and extrinsic camera pa-
rameters is used [32, 43]. The intrinsic parameters determine the camera mapping while
the extrinsic parameters describe the localization and orientation of the camera in the
world coordinate system. The basis for the estimation are corresponding features which
arise from one 3D point being mapped to different camera image planes. By using a statis-
tical error model which describes the errors in the position of the detected feature points,
a maximum likelihood estimator can be formulated which simultaneously estimates the
camera parameters and the 3D positions of feature points. This joint optimization is called
bundle adjustment [96].
Most sequential approaches for structure and motion recovery determine correspond-
ing features in consecutive frames. Thormählen [90] and Pollefeys et al. [76] determine
newly appearing feature points using the Harris detector and correspondences between
consecutive frames with the KLT Tracker [63]. For unordered images using a picture
database such as Flicker, Snavely et al. [87, 88] and Frahm et al. [38, 39] use the SIFT
descriptor to establish correspondences. This is essential for their application because the
baseline between the cameras of two images is large in most cases. Outliers are usually
removed from the scene estimation using the random sample consensus (RANSAC) [34]
approach.
For the scene reconstruction from video sequences, it is crucial to provide a solution for
situations in which scene content is temporarily invisible. Otherwise, noticeable drift oc-
curs resulting from accumulated estimation errors. In recent literature, a few publications
address this problem for different application scenarios. In case of a closed sequence,
the drift can be reduced by enforcing the constraint between the cameras observing the
same scene content (i.e. first and last camera view after a complete circuit) [31, 35, 60].
In [28], the drift is reduced by estimating the transformation between reconstructed 3D
point clouds using RANSAC. In [93], broken trajectories caused by occlusion are merged
using a combination of localization and similarity constraints of the reprojected object
points in the images. These approaches are only applicable in a post processing step, i.e.
after the last frame of the image sequence is processed. Furthermore, the estimation has
to be accurate before applying the merging. Otherwise it would be impossible to match
the cameras, point clouds, or the reprojections of object points. A recent approach [102]
uses the SIFT descriptor for incorporating correspondences in non-consecutive frames
into sequential structure and motion recovery. An additional homography constraint for
planar features is included to stabilize the feature tracking using a two-pass matching.
The usage of an appropriate combination of feature matching and feature tracking for
sequential scene estimation has not been developed so far.
Video Segmentation An important visual effect (VFX) used in movie production is
the integration of virtual objects into the sequence. For the perspectively correct inte-
gration of the objects, the accurate computation of the camera parameters for each view
is crucial. If the integrated object(s) should be occluded by the foreground of the nat-
5ural scene, video segmentation, often called matte creation [47] is required. In movie
production industry, the matte creation is still done manually [47]. To help the editor,
semi-automatic algorithms are developed [8, 10, 78]. The user guides the algorithm
by marking the foreground object(s) and the background with strokes [10, 80] or by a
bounding box [78]. For subpixel accuracy at object boundaries, alpha mattes are incor-
porated [86]. The computation of alpha mattes is based on an initial segmentation with
fullpixel accuracy.
Challenges
In standard structure and motion recovery approaches, a feature without a correspondence
in the previous frame is regarded as a newly appearing object point. If an image feature
has been temporarily occluded, the new object point and the object point that has been
generated before the occlusion adopt different 3D positions. As a consequence, errors
accumulate and drift occurs. This problem arises from foreground occlusion, moving
objects, repeated texture, image noise, motion blur, or because tracked points temporarily
leave the camera’s field of view.
For the scene reconstruction, the length of the feature trajectories is of key interest.
Long feature tracks are desired for the estimation. However, feature points of long tracks
tend to loose accuracy which leads to a discontinuation. A second cause for discontinued
feature tracks is the occlusion with foreground objects. If the features reappear, the con-
struction of a new 3D object point should be avoided. The reappearing feature should be
assigned to the previously discontinued trajectory and its 3D object point. As the point
of view may have changed significantly after the discontinuation, a wide baseline corre-
spondence analysis method as provided by SIFT is required. But, scale invariant feature
detectors suffer from limited localization accuracy.
Successful scene reconstruction results are sensitive to the reconstruction accuracy and
therefore sensitive to the localization accuracy of the feature points. A reprojection error
of 1/4 pixel may already be disturbing to an observer [47]. Thus, the evaluation and
improvement of the localization accuracy of the SIFT detector is needed.
The accuracy evaluation of scene reconstruction results with merged scene content is
challenging. The commonly used reprojection error may not be an appropriate mea-
sure for the comparison of reconstructions with a differently constrained bundle adjust-
ment. A more accurate solution with more constraints may have a higher reprojection
error [28, 53], because it is more likely to find a reconstruction solution for a less con-
strained system of equations. While the accuracy of the reconstruction increases by en-
forcing more correct scene relations in the bundle adjustment, the reprojection error may
increase because of the additional constraints.
Feature correspondences in non-consecutive frames provide information about the ob-
served scene. If the non-consecutive correspondence is induced by foreground occlusion,
cues for the position of foreground in the images can be extracted. These cues can be used
for the automatic foreground segmentation of the video.
6Solutions
The goal of this work is to solve the problem of temporarily not visible scene content.
Hence, feature correspondences for non-consecutive images are incorporated into the se-
quential scene reconstruction approach. Due to a possibly significant change in illumi-
nation and perspective between the camera views on the disappearing and reappearing
feature, a wide baseline correspondence analysis technique is used. The additional cor-
respondences increase the reliability and accuracy of the reconstruction. The drawback
of a wide baseline feature matching technique, such as SIFT, is the limited localization
accuracy of the detected points. This is compensated by using a signal adapted localiza-
tion technique which leads theoretically and experimentally to an increased localization
accuracy of the features. Correspondences are established using feature tracking for con-
secutive and wide baseline feature matching for non-consecutive frames. The combined
method increases the accuracy and reliability of the scene reconstruction.
The trajectories which contain a non-consecutive correspondence provide cues for the
extraction of foreground regions in the images. These regions provide a reasonable ini-
tialization of the video segmentation algorithm. The segmentation is used together with
the reconstructed scene for the application of integrating virtual objects into the video.
Due to the highly accurate estimation of the camera parameters, the objects are integrated
perspectively correct in each camera view. By combining the augmented sequence with
the resulting video segmentation, the virtual objects are occluded automatically with the
foreground objects of the real scene. Demonstrations show the usability of the presented
approaches.
Overview
The fundamental models for scenes and the basics for scale invariant feature detection are
explained in Chapter 2. A reference SAM recovery algorithm is introduced in Chapter 3.
The localization accuracy of SIFT is analyzed in Section 4.1. The method for the increase
of the localization accuracy is presented in Section 4.2 and in Section 4.3. The extension
of the SAM recovery which incorporates non-consecutive correspondences is presented
in Chapter 5. The extension includes the new approach of automatic video segmentation.
Experimental results are presented in Chapter 6. In Chapter 7, the thesis is concluded.
72 Fundamentals
In this chapter, the necessary fundamental principles of the mathematics and state of the
art approaches are introduced. The Sections 2.1, 2.2.1, 2.2.2, 2.2.4, and 2.3 are based on
the work of Thormählen [90]. In the Sections 2.1- 2.3, the models for the mapping of
a scene point to an image point is explained. In Section 2.4, the modeling of the scale
invariant representation of an image which is based on the work of Lindeberg [57] is
briefly reviewed.
2.1 Scene Model
The scene model describes the natural scene with a parametric model. This model de-
termines positions and orientations of lighting, objects, and cameras in a fixed (X ,Y,Z)-
world coordinate system as shown in Figure 2.1. The scene model used in this work em-
ploys a camera model, an object model, and a simple lighting model. The lighting model
Camera
coordinate system
Static object
Lighting
World
X
Z
Y
Yc
Camera
Xc
Zc
coordinate system
Figure 2.1: Scene model (from [90]).
assumes diffuse background lighting. Thus, every object surface in the scene receives the
same level of illumination. This simple model does not consider the more complex scene
properties, such as shadows and reflections.
The camera model describes the mapping of 3D objects in the world coordinate system
into the camera plane. The position and orientation of the camera relative to the world
coordinate system is determined by the (Xc,Yc,Zc)- camera coordinate system.
The object model assumes static object geometry. Additionally, static objects do not
move relative to the world coordinate system.
82.2 Camera Model
To represent a real camera, a parametric camera model is used. It consists of a perspective
mapping model, a lens model, an image signal model, and a sensor model as shown in
Figure 2.2. While the parameters of the perspective mapping model and the image signal
model are unknown, the parameters of the lens model and the sensor model are usually a
priori known.
Distorted
image point
Undistorted
image point
p
3D point
n
Sensor model
pd
Camera model
P
Perspective
mapping model transfer model
Image signal
distortion model
Geometric lens
coordinate system
Point in image
Figure 2.2: Camera model (extended from [90])
2.2.1 Perspective Mapping Model
The perspective mapping model describes the mapping of a 3D object point P to a 2D
point p in the camera coordinate system. The focal length f is the distance between the
p
P
Zc
x
y
p
P
Xc
f
Zc
Yc
Camera plane
Optical axis
Yc
f
Camera planeFocal length
C c¯
f YcZc
c
¯
C
Y
X
Z
Figure 2.3: Perspective mapping of a 3D point P to a 2D point p onto the camera plane
(from [90]).
center of projection C
¯
= (Cx,Cy,Cz)> and the camera plane. As shown in Figure 2.3, the
mapping of P to p can be determined using the intercept theorems:
x = f
Xc
Zc
and y = f
Yc
Zc
. (2.1)
9The principal point c
¯
= (cx,cy)> is the intersection point of the optical axis and the
camera plane. In equation (2.1), the center of projection and the principal point are iden-
tical. In real cameras, they are likely to have a differing position. Therefore, equation
(2.1) is generalized to:
x = f
X
Z
+ cx and y = f
Y
Z
+ cy . (2.2)
Using projective geometry, the mapping equation (2.2) can be expressed as a linear
system of equations. The 3D object point P and the 2D point p are represented by homo-
geneous vectors:
Pc = (Xc,Yc,Zc,1)> and p= (x˘, y˘, z˘)> . (2.3)
With x = x˘z˘ and y =
y˘
z˘ , from equation (2.2) follows:
p=
 f 0 cx 00 f cy 0
0 0 1 0
 Pc . (2.4)
Using
K=
 f 0 cx0 f cy
0 0 1
 (2.5)
it follows:
p= K
 1 0 0 00 1 0 0
0 0 1 0
Pc = K [E |0 ]Pc . (2.6)
The matrix K is called calibration matrix and holds the intrinsic camera parameters f (fo-
cal length) and c
¯
= (cx,cy)> (principal point). These parameters determine the mapping
properties of the camera.
In equation (2.6), Pc is given in camera coordinates. The world point P= (X ,Y,Z,1)>
is calculated by subtraction of C
¯
= (Cx,Cy,Cz)> and the multiplication with a 3×3 rota-
tion matrix R
Pc =
[
R −RC
¯0 1
]
P . (2.7)
With equation (2.7), the mapping of P in world coordinates to p in camera coordinates
is:
p = K [E |0 ]
[
R −RC
¯0 1
]
P (2.8)
⇔ p = KR [E | −C
¯
]P . (2.9)
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The center of projection C
¯
and the rotation matrix R determine the position and the orien-
tation of the camera. They are called extrinsic parameters.
With the definition of the 3×4 matrix A,
A = KR [E | −C
¯
] , (2.10)
it follows:
p = AP . (2.11)
The matrix A is called camera matrix. It holds all intrinsic and extrinsic camera parameters
of the perspective mapping model. If the camera matrix is exactly decomposed into the
parts described in equation (2.10) and (2.5), the camera matrix A determines a metric
camera. Otherwise, A is called projective camera [32, 33, 43]. In the metric case, intrinsic
and extrinsic camera parameters can be calculated explicitly from the matrix A.
2.2.2 Geometric Lens Distortion Model
The lens system of a camera causes geometric distortion, which is not described by the
perspective mapping model. The main reason is radial distortion. In this work, radial
p
pd
x
pdp
x
y y
κ3 < 0κ3 > 0
Figure 2.4: Compensation of radial distortion. The distorted point pd is mapped to the
undistorted point p (from [90]).
distortion is compensated using the following function
p = diag
[
1+κ3 d(pd,0)2 , 1+κ3 d(pd,0)2 , 1
]
pd . (2.12)
Here, diag[. . . ] is a diagonal matrix and d(. . . ,0) the Euclidean distance from the origin
of the coordinate system. Using equation (2.12), a distorted point pd is mapped to the
undistorted point p. The parameter κ3 is usually known from the camera manufacturer or
is estimated using a calibration procedure [91, 92, 97]. In Figure 2.4, the compensation
of radial distortion is shown for κ3 > 0 on the left and for κ3 < 0 on the right.
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Figure 2.5: Modulation transfer function Ha(ωρ) with ωρ =
√
ω2x +ω2y and ωρc = pi
(from [65]).
2.2.3 Image Signal Transfer Model
The signal transfer of the camera lens system, is determined by the image signal transfer
function Ha which is called modulation transfer function (MTF) [41, 74]. The MTF is
derived in [41]. Ha depends on the spatial frequencies ωx und ωy of the input image
signal. For radial symmetric lenses, the Ha is rotationally symmetric and depends on the
radial displacement ωρ =
√
ω2x +ω2y in the frequency plane:
Ha(ωρ) =

2
pi
(
arccos
(
ωρ
ωρc
)
− ωρωρc
√
1−
(
ωρ
ωρc
)2)
,ωρ ≤ ωρc
0 , otherwise
. (2.13)
The function Ha can be interpreted as a low pass filter with cut-off frequency ωρc . This
is shown in Figure 2.5 with ωρc = pi . For the image signal transfer model, a Gaussian
approximation of equation (2.13) is used [2, 65, 74]:
Hag(ωρ) =
{
e−
σ2a
2 ·ω2ρ ,ωρ ≤ ωρc
0 , otherwise
. (2.14)
The variance σ2a controls the low pass character of the MTF. Increasing σ2a leads to a
stronger low pass and more blurring in the image. In Figure 2.6, Hag(ωρ) is shown for
σ2a = 0.8 and ωρc = pi .
The MTF is validated in an experiment using a TFT display showing a black pixel with
white background and a real camera [48]. The impulse response captured by the camera is
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Figure 2.6: Modulation transfer function Hag(ωρ) with ωρ =
√
ω2x +ω2y for σ2a = 0.8 and
ωρc = pi (from [65]).
shown in x and y direction in Figure 2.7. The Gaussian function is a close approximation
for the impulse response of a real camera. Thus, it is considered for highly-accurate
position measurements in camera images [17, 71, 72, 77].
2.2.4 Sensor Model
Most video cameras use a CCD (charge-coupled device) chip to measure the ray intensity
of the light passing through the camera lens. A CCD chip consists of a two-dimensional
array of CCD elements as shown in Figure 2.8. Each of the CCD elements accumulates an
electric charge proportional to the light intensity at its location. A control circuit causes
each of the elements to transfer its contents to its neighbor. This operation is performed
using a shift register. The resulting analogue signal is sampled and quantized. This leads
to the discrete luminance signal I(nx,ny) with coordinates (nx,ny) in the picture memory
of size Nx×Ny.
Usually, a picture coordinate system is defined which measures the position of an image
point in picture elements [px]. The origin of this coordinate system is in the top left
corner of the picture memory as shown in Figure 2.9. A point n
¯
= (nx,ny)> in the picture
coordinate system can be transferred to a point pd in the camera coordinate system by
using:
pd =
 sx 0 −0,5(Nx−1)sx0 sy −0,5(Ny−1)sy
0 0 1
 nxny
1
 . (2.15)
In this equation, the point pd in the camera coordinate system is given in homogeneous
13
−10 −5 0 5 10
10
20
30
40
(u − upeak) (pel)
s(n
,m
=2
94
)
−10 −5 0 5 10
10
20
30
40
(v − vpeak) (pel)
s(n
=3
61
,m
)
(a) Horizont l scanline
−10 −5 0 5 10
10
20
30
40
(u − upeak) (pel)
s(n
,m
=2
94
)
−10 −5 0 5 10
10
20
30
40
(v − vpeak) (pel)
s(n
=3
61
,m
)
(b) Vertical scanline
Figure 2.7: Real camera (Canon XL-1) measurements of the impulse response using a
peak on a TFT display. The red crosses show the sampling points relative to
the peak position (xd,yd). A regression of the sampling points with a Gaussian
function Hag is shown with dotted lines (from [48]).
Horizontal shift registers
CCD element
Vertical shift registers
Capturing Sampling and
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...
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(Ny−1)
. . . . . . . . . . . . (Nx−1)
of registers
nx
Capture srequency Sampling frequency
Figure 2.8: CCD-chip and digitizing of camera images (from [90]).
coordinates pd = (xd,yd,1)>. For the computation, the knowledge of the geometric prop-
erties of the CCD sensor Nx,Ny,sx,sy is required. The scale factors sx and sy may be
different.
2.3 Object Model
The static objects of a scene are represented by 3D object points as shown in Figure 2.10.
They are reconstructed during camera and scene estimation resulting in a point cloud. The
sparse representation using points guarantees a limited computational expense.
For the representation, projections of object points with distinct image properties are
selected. The projection of the object point P j into a camera image at time k is called
feature point p j,k.
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Figure 2.9: Geometric relation between the picture coordinate system and the camera co-
ordinate system (from [90]).
Feature point
Static object
P j
Camera image k−1
Camera image k+1
p j,k+1p j,k
p j,k−1
Camera image k
Object point
Figure 2.10: Representation of a static object with object points. The feature point p j,k is
the projection of the object point P j into the camera image k (from [90]).
2.4 Model for Scale Invariance
Recent feature detection methods [7, 36, 51, 58, 61, 68, 69, 98] use a scale space represen-
tation to describe local regions in an image. This allows for the extraction of a distinctive
feature description for a detected feature point p j,k. These points are used to establish
correspondences between images of cameras with a wide baseline.
In Section 2.4.1, the fundamentals of the scale space are briefly reviewed. A close ap-
proximation of the scale space, the Difference of Gaussians (DoG) pyramid, is explained
in Section 2.4.2.
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2.4.1 Scale Space Representation
The scale space representation [55, 57, 58, 59] of an image is an embedding of the image
into a derived one-parameter family of smoothed signals, intended to represent the orig-
inal data at multiple scales. The scale space introduces a scale dimension and is defined
[55] as follows:
Given a two dimensional continuous signal f :R2→R, the scale space L :R2×R+→
R is defined as the solution to the diffusion equation
∂tL =
1
2
∇2L (2.16)
with initial condition L(·;0) = f , or equivalently by convolution with the Gaussian kernel
G : R2×R+\{0}→ R:
L(·;σ) = G(·;σ)∗ f , (2.17)
where ∗ is the convolution operation and (cf. equation (3) of [55])
G(x,y;σ) =
1
2piσ2
exp(−x
2+ y2
2σ2
) . (2.18)
The square of the standard deviation σ2 ∈ R+ is denoted scale parameter.
In [57], it is shown that the only possible scale-space kernel is the Gaussian function.
The main reason for this unique property is that it is the only kernel which does not
produces new structures in the transformation from a finer to a coarser scale.
For the localization of scale space extrema, the Laplace operator in equation (2.17) is
used:
∇2L =
∂ 2L
∂x2
+
∂ 2L
∂y2
. (2.19)
It is approximated efficiently by the Difference of Gaussians (DoG) pyramid [15].
2.4.2 Difference of Gaussians Pyramid
The approximation of the Laplace operator used for the detection of scale space extrema
in [13, 61] is the Difference of Gaussians (DoG).
The scale-space of an image I(x,y) is obtained by the convolution of a variable-scale
Gaussian G(x,y,σ) (cf. equation (2.17))
L(x,y;σ) = G(x,y;σ)∗I(x,y) , (2.20)
where ∗ is the convolution operation and G(x,y;σ) is the Gaussian function from equa-
tion (2.18).
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The DoG pyramid uses neighboring scales which are separated by a constant multi-
plicative factor k [13]:
D(x,y,σ) = (G(x,y,kσ)−G(x,y,σ))∗I(x,y) . (2.21)
It is shown in [61], that the approximation of the Laplacian with equation (2.21) has no
significant impact on the stability of the extrema detection and localization. To reduce the
Gaussian pyramid DoG pyramid
First octave
Scales i = 3, . . . ,5
Second octave
Scales i = 0, . . . ,2
Figure 2.11: Difference of Gaussians for the localization of scale space maxima. The lay-
ers of the DoG are obtained by subtracting neighboring scales in an Octave.
noise of the input image, the first scale of each octave is smoothed by a Gaussian filter
with the prior smoothing σ0. The standard deviation σ at a scale i can be calculated as
σ = σ0 · ki = σ0 · (2 1N )i = σ0 ·2 iN , (2.22)
where N is the number of scales per octave and k determines the separation of neighboring
scales. For the input image, an inherent smoothing of σinit is assumed [61]. Thus, the first
layer of the first octave is smoothed with the remaining standard deviation
√
σ20 −σ2init
only. To calculate the layer i from a given variance σ , equation (2.22) is transformed to:
i = N · (log2( σσ0 )) . (2.23)
The Gaussian kernel described in equation (2.18) is uniform, which means that bivariate
shapes of features are not necessarily detected. However, it is shown that they are detected
up to a certain level of affine distortion which is sufficient for the most applications.
The approach of sampling different bimodal scale spaces in [101] leads to a fully affine
invariant detection with the limitation of the sampling rate only.
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3 Structure and Motion Recovery
Reference
In this Chapter, the structure and motion (SAM) recovery reference is explained. It uses
state of the art algorithms similar to the work of Thormählen [90]. Additionally, the SIFT
framework is used as the reference method for wide baseline feature correspondences.
Several reasonable combinations of feature matching and tracking techniques are con-
sidered. The resulting feature correspondences provide the input data for the maximum
likelihood scene estimation. In Figure 3.1 the workflow of the SAM recovery algorithm
Feature
selection
Correspondence
analysis
Feature
selection
Consecutive
correspondences
k := k+1
Image Ik, k := 0
Cameras
and point cloud
Bundle
adjustment
inlier
Outlier elimination
Figure 3.1: The workflow of the structure and motion (SAM) recovery reference [25].
is shown. In the first image of the sequence, features are selected (cf. Section 3.1). Corre-
sponding feature points in consecutive images are obtained from a correspondence analy-
sis step (cf. Section 3.2). The correspondences are validated using an outlier elimination
method (cf. Section 3.3). The resulting inliers are used for the scene estimation with a
bundle adjustment technique (cf. Section 3.4). The final results are the estimated camera
parameters and a 3D point cloud which represents the static objects of the scene.
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The Sections 3.1.1, 3.2.1, 3.3, and 3.4 are based on [90] since here, a similar reference
method for the SAM recovery is employed. The Sections 3.1.2 and 3.2.2 are based on the
work in [13, 61].
3.1 Feature Selection
The selection of local features in an images is a fundamental step in image processing.
It reduces the large amount of data provided by an image to the most relevant image
content. For scene estimation, two methods for feature detection turned out to be the
most important techniques. The Harris detector [42, 83] provides feature points which
are invariant to translation, rotation and illuminance. The features are located mainly on
corners.
The most prominent detector using the scale space for the feature representation is
known as the SIFT (scale invariant feature transform) detector [61]. Due to the scale
space property, SIFT features are additionally invariant to scale compared to Harris cor-
ners. The shape of a SIFT feature is characterized as a local extremum with a continuous
grey-level function at a certain scale, a so-called blob [55].
While a Harris corner is appropriate as a starting point for frame to frame tracking in
video, the SIFT detector provides stable features between images of cameras with a wide
baseline. An example for the need of a wide baseline correspondence analysis in video is
given when an object point is temporarily occluded and the correspondence between the
features before and after the occlusion is to be found.
3.1.1 Harris Corners
The Harris corner detector selects points which are likely to establish a stable corre-
spondence in the next image. This is the case if there are strong gradients in perpen-
dicular directions at the position of the feature point. The cornerness response function
(CRF) [42] evaluates this property. To select feature points, the CRF for each pixel posi-
tion n
¯
= (xn,yn)> in the image is calculated,
CRF(n
¯
) = det(G(n
¯
))+KCRF trace2 (G(n¯
)) , (3.1)
where det(·) denotes the determinant and trace(·) the trace of a matrix. To calculate
the 2× 2 matrix G(n
¯
), a 7× 7 sized window centered at n
¯
with pixels m
¯
= (xm,ym)> is
evaluated:
G(n
¯
) =
∑
xm
∑
ym
[
g2x(n¯
+m
¯
) gx(n¯
+m
¯
)gy(n¯
+m
¯
)
gx(n¯
+m
¯
)gy(n¯
+m
¯
) g2y(n¯
+m
¯
)
]
. (3.2)
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The image signal gradients gx and gy are approximated as follows
∂ I(x,y)
∂x
≈ gx = I(x+1,y)− I(x−1,y)2 , (3.3)
∂ I(x,y)
∂y
≈ gy = I(x,y+1)− I(x,y−1)2 . (3.4)
A threshold SCRF determines the appropriate value for the CRF. All points with a CRF-
value larger than SCRF are stored in a list and sorted by their CRF-value. A feature is
discarded, if its distance to all previously selected points is smaller than a minimal dis-
tance MCRF. This is to achieve a better distribution of the feature points in the image. Now,
the best BCRF points of the list are chosen as image features.
Typical parameters are [90]:
KCRF = 0.04, SCRF = 46400, MCRF = 10px, BCRF = 1000 . (3.5)
3.1.2 SIFT Features
The SIFT feature detector [61] employs a workflow as shown in Figure 3.2. Scale space
extrema are detected using the Difference of Gaussians (DoG) pyramid (cf. Section 2.4.1).
The following localization procedure refines the detected discrete coordinates of the scale
space extrema. In order to apply an orientation parameter to a feature, the main ori-
entation of the surrounding image gradients is estimated. If the orientation estimation
procedure leads to ambiguous results, multiple features with the same coordinates, but
different orientation are constructed. Finally, a 128 dimensional vector is computed us-
ing the surrounding gradient orientations. This vector is called descriptor. It is used to
establish the correspondence to a feature in a second image. Correspondences between
two images are found by associating feature points with a minimal distance between their
descriptors.
Detection of
scale-space extrema
Localization of
features
Orientation
assignment
Descriptor
calculation features
Image
Image
Figure 3.2: Workflow diagram for feature detection with the SIFT detector. The localiza-
tion accuracy is determined by the localization step marked with a dotted box
border (from [19]).
Detection of Scale Space Extrema
For each scale i in every octave o in the DoG pyramid, a feature detection procedure
is applied. A feature point is characterized as a pixel position with a DoG value larger
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Figure 3.3: Detection of scale space extrema in the DoG pyramid by comparison of a pixel
with its 26 neighbors.
or smaller than its 26 neighbors. The evaluated neighborhood is shown in Figure 3.3.
The result is an image feature candidate δ (n˜) = (δ (nx),δ (ny),δ (ni))> ∈N3 with discretepixel and scale coordinates. In the next step, the localization is refined by an interpolation
of the 27 grid points with a function model.
Localization of Features
The localization procedure aims at refining the coordinates of the initially detected fea-
ture δˆ (n˜) = (δˆ (nx), δˆ (ny), δˆ (ni))> ∈ N3 by adding a subpixel and subscale part εˆ(n˜) =
(εˆ(nx), εˆ(ny), εˆ(ni))> ∈ R3 to estimate the feature position nˆ˜ = δˆ (n˜) + εˆ(n˜). The im-age signal of the DoG pyramid is interpolated with a function model using the 27 sam-
ple points surrounding a scale space extremum. The function model is chosen as a 3D
quadratic [13]. Thus, the gradient signal with fullpixel sample points D(δ (n˜)) is approx-imated by the parabolic function Dˆ(δ (n˜)):
Dˆ(n˜) = D(δˆ (n˜))+ ∂D(δˆ (n˜))
T
∂n˜ n˜
T +
1
2
n˜T ∂
2D(δˆ (n˜))∂n˜2 n˜ . (3.6)
The least squares solution of this equation is calculated using the inverse hessian matrix
H˜−1 :
xˆ˜ = −
Dxx Dxy DxiDyx Dyy Dyi
Dix Diy Dii
−1DxDy
Di
 . (3.7)
The derivatives Dx, Dy, and Di and the entries of the matrix H˜ in equation (3.7) are listed inthe Appendix Section 8. The resulting error of the estimation is computed by the residuum
εSIFT:
εSIFT =
∑
i
∑
y
∑
x
d(Dˆ(δˆ (n˜)−n˜0), D(δˆ (n˜)−n˜0)) (3.8)
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for all grid points (δˆ (n˜)−n˜0)with n˜0 = (x,y, i), x,y, i∈ {−1,0,1} in the 27 neighborhood
of the fullpixel coordinate δˆ (n˜).The subpixel localization is performed in an iterative procedure. The interpolation is
restarted if one of the subpixel or subscale values misses the interval [−0.5;0.5]. Then,
the interpolation is reinitialized with the fullpixel position which is nearest to the last
computed position. If the number of iterations exceeds iterSIFT = 5, the feature location is
regarded as unstable and the feature point is discarded.
The value |D(nˆ˜)| = |D(δˆ (n˜)+ εˆ(n˜))| at the refined position of a feature candidate iscalled contrast of the feature [61]. After the subpixel and subscale localization, feature
candidates with a low contrast are rejected. This is evaluated by applying a threshold
DminSIFT to the DoG value |D(nˆ˜)|. Feature candidates with a DoG value smaller than DminSIFT arerejected.
Although feature points located on edges have a large contrast value, they lead to un-
certainties when they are used for camera motion estimation (cf. Section 3.1.1). To avoid
these feature locations, SIFT uses a selection technique which is similar to the CRF equa-
tion (3.1). The hessian matrix H is considered at the location nˆ˜ of the feature point:
H=
[
Dxx Dxy
Dyx Dyy
]
. (3.9)
The eigenvalues of H determine the principal curvature rSIFT of the feature point. As-
sume, that αH is the larger and βH is the smaller eigenvalue. The sum of the eigenvalues
can be computed by the trace of H. The product of the eigenvalues can be computed by
the determinant (cf. Section 3.1.1).
trace(H) = Dxx+Dyy = αH+βH (3.10)
det(H) = DxxDyy− (Dxy)2 = αHβH . (3.11)
To avoid eigenvalues with different signs, a feature point is discarded if the determinant
det(H) is negative. Let rSIFT be the ratio of αH and βH, rSIFT = αHβH . It follows:
trace(H)2
det(H)
=
(αH+βH)2
αHβH
=
(rSIFT +1)2
rSIFT
. (3.12)
The quantity (rSIFT+1)
2
rSIFT
adopts its minimum if the two eigenvalues are equal and it in-
creases with rSIFT. Thus, an appropriate threshold evaluation for the ratio of the principal
curvatures is:
trace(H)2
det(H)
<
(rmaxSIFT +1)
2
rmaxSIFT
(3.13)
using a threshold value rmaxSIFT . Like in the Harris approach using the CRF, the eigenvalues
of H must not be computed.
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Orientation Assignment
To obtain a rotational invariant feature description, an orientation value Θ is assigned to
each feature n˜= (nx,ny,ni)>. For each sample (x,y) inside a radius of rOri ∗σin at scale in
280◦ 360◦
Global maximum
80% of global maximum
0◦ 40◦ 80◦ 160◦120◦ 200◦ 320◦240◦
Local maximum
Figure 3.4: Orientation histogram of gradients in a neighborhood of a feature point. If
there is a second local maximum with at least 80% magnitude of the global
maximum, an additional feature at the same position with a different orienta-
tion Θ is created.
of the current octave of the Gaussian pyramid, the gradient magnitude mag(x,y) and the
orientation θ(x,y) is computed using pixel differences:
mag(x,y) =
√
(G(x+1,y)−G(x−1,y))2+(G(x,y+1)−G(x,y−1))2 (3.14)
θ(x,y) = arctan
G(x,y+1)−G(x,y−1)
G(x+1,y)−G(x−1,y) (3.15)
with the abbreviation G(x,y) := G(x,y,σin). The values θ(x,y) weighted with mag(x,y)
form a histogram of gradients with 36 bins as illustrated in Figure 3.4. The highest peak
in the histogram determines the orientation of the feature. If there is a second local max-
imum with at least 80% magnitude of the global maximum, an additional feature at the
same position is created with that orientation. Finally, a parabola is fit to interpolate the
orientation peak position providing the feature orientation Θ.
Descriptor Calculation
The descriptor of a SIFT feature n˜ = (nx,ny,ni)> is computed from the gradient magni-tudes mag(x,y) and orientations θ(x,y). The values for mag(x,y) and θ(x,y) are sampled
in a NSIFT×NSIFT neighborhood of the feature point in its detected scale in of the current
octave of the Gaussian pyramid. The neighborhood patch is compensated for rotation by
using the estimated orientation Θ and bilinear interpolation for pixel access. A Gaus-
sian weighting function with variance NSIFT2 is applied to the magnitude values. This is
illustrated in Figure 3.5. On the left, a neighborhood patch of size 8× 8 is shown. The
23
(a) Image gradients (b) SIFT feature descriptor
Figure 3.5: The magnitude mag(x,y) and the orientation θ(x,y) of the gradients in the
neighborhood of a feature point is used to form a SIFT descriptor. The gradi-
ents are weighted by a Gaussian window, indicated by the red circle. Using
orientation histograms of the weighted Θ(x,y), the contents of subregions are
accumulated as shown on the right. The figure shows a 2× 2 descriptor ar-
ray computed from an 8×8 sample set. The resulting descriptor vector has a
dimension of 4 ·8 = 32.
weighted gradient magnitudes are summed up in histograms to form a 2× 2 descriptor
array, which is illustrated on the right. Using 8 discrete orientations for each descriptor
sample, the resulting descriptor vector has length 4 · 8 = 32. The reference implementa-
tion of SIFT uses a 16×16 patch size and 4×4 descriptors resulting in a vector of length
lSIFT = 4 ·4 ·8 = 128.
To obtain a quality measure for detected SIFT features, their contrast values are used [5,
62]. After sorting the resulting feature list by the contrast values, the best BSIFT features
are chosen.
The reference implementation uses the parameters [61]:
σ0 = 1.6, rOri = 4.5, NSIFT = 16, lSIFT = 128, BSIFT = 3000 (3.16)
and the threshold values
rmaxSIFT = 10, D
min
SIFT = 0.03 . (3.17)
3.2 Correspondence Analysis
The objective of the correspondence analysis is to build a trajectory t which connects a
number of images using feature points. Points of a trajectory t j are projections of one
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object point P j into different camera images k:
t j = (p j,U , . . . ,p j,k, . . . ,p j,K) . (3.18)
The frame k =U denotes the image, in which the feature point p j is detected. The frame
k = K denotes the current image. The length of a trajectory |t j| is number of trajectory
elements:
|t j|= |{p j,k|k =U, . . . ,K}| . (3.19)
Two methods for correspondence analysis are explained in Section 3.2.1 and in Sec-
tion 3.2.2. Feature tracking represented by the KLT tracker and feature matching repre-
sented by SIFT.
3.2.1 KLT Feature Tracking
After selecting feature points in an image, the corresponding feature point in the consecu-
tive image is determined. As common video cameras us a frame rate of at least 24 frames
per second, a small change in position and perspective is assumed. Thus, the gradient
based approach proposed by Kanade, Lucas, and Tomasi (KLT-Tracker) [63, 85, 40] is
used.
Window
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n
¯K
n
¯K−1
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d
¯
Figure 3.6: Displacement d
¯
between corresponding feature points n
¯ K−1
and n
¯ K(from [90]).
To determine the correspondence between feature point n
¯ K−1
in the previous image K−
1 and n
¯ K
in the current image K, a 7× 7 window with its center at n
¯ K−1
is evaluated.
The displacement d
¯
= (n
¯ K
−n
¯ K−1
) as shown in Figure 3.6 is calculated by minimizing
the sum of squared distances (SSD):
SSD(d
¯
) =
∑
xm
∑
ym
[IK(n¯ K−1
+d
¯
+m
¯
)− IK−1(n¯ K−1+m¯ )]
2→min . (3.20)
By using the approximation
IK(n¯ K−1
+d
¯
+m
¯
) ≈ IK(n¯ K−1+m¯ )+
(
gx(n¯ K−1
+m
¯
)
gy(n¯ K−1
+m
¯
)
)>
d
¯
, (3.21)
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the solution is found by substituting equation (3.21) in (3.20) and setting the derivative of
the resulting term to zero:
∑
xm
∑
ym
2
[
IK(n¯ K−1
+m
¯
)+
(
gx(n¯ K−1
+m
¯
)
gy(n¯ K−1
+m
¯
)
)>
d
¯
−IK−1(n¯ K−1+m¯ )
](
gx(n¯ K−1
+m
¯
)
gy(n¯ K−1
+m
¯
)
)
= 0 . (3.22)
Thus, the displacement d
¯
is:
d
¯
= G(n
¯ K−1
)−1 b(n
¯ K−1
) (3.23)
with
G(n
¯ K−1
) =
∑
xm
∑
ym
[
g2x(n¯ K−1
+m
¯
) gx(n¯ K−1
+m
¯
)gy(n¯ K−1
+m
¯
)
gx(n¯ K−1
+m
¯
)gy(n¯ K−1
+m
¯
) g2y(n¯ K−1
+m
¯
)
]
(3.24)
and
b(n
¯ K−1
) =
∑
xm
∑
ym
[IK−1(n¯ K−1
+m
¯
)− IK(n¯ K−1+m¯ )]
(
gx(n¯ K−1
+m
¯
)
gy(n¯ K−1
+m
¯
)
)
. (3.25)
The displacement d
¯
in equation (3.23) is calculated with subpixel accuracy. A bilinear
interpolation [9] is incorporated for the calculation of the image intensities.
Because of the approximation in equation (3.21), equation (3.23) is also an approxi-
mation of d
¯
. Thus, the result is improved by calculating equation (3.23) iteratively. The
distance ∆d
¯
between two iterations is:
∆d
¯
= G(n
¯ K−1
)−1
∑
xm
∑
ym
[IK−1(n¯ K−1
+m
¯
)− IK(n¯ K−1+d¯
′+m
¯
)]
(
gx(n¯ K−1
+m
¯
)
gy(n¯ K−1
+m
¯
)
)
,
(3.26)
where d
¯
′ denotes the displacement of the previous iteration. The iterative computation
is aborted if ∆d
¯
is smaller than a threshold DKLT or after a maximum number of itera-
tion OKLT is exceeded. A feature correspondence is discarded if after the minimization√
SSD(d
¯
)/72 is larger than a threshold EKLT.
The approximation in equation (3.21) is valid for displacements of up to 3 px. For
larger displacements, the iterative minimization is likely to diverge. By using a resolution
pyramid as shown in Figure 3.7, larger displacements are estimated reliably. Therefore,
ϒKLT resolutions of the camera images K−1 and K are computed by lowpassfiltering and
subsampling with factor 2. At first, the displacement vector is determined in the coarsest
scale of the resolution pyramid. This vector is mapped to the next scale of the pyramid
and is used as initial value d
¯
′ for iterative optimization in this scale. By repeating this
procedure, the displacement vector in the base image of resolution Nx×Ny is computed.
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Figure 3.7: Usage of a resolution pyramid for the computation of large displacements d
¯(from [90]).
In the reference algorithm, the following parameters are used for the correspondence
analysis [90]:
DKLT = 0.01px, OKLT = 10, EKLT = 10.0, ϒKLT = 3 . (3.27)
3.2.2 Feature Matching using SIFT
The SIFT correspondence analysis is done by a feature matching technique using the
descriptors of the features. The best match for each feature in the first image is found by
identifying its nearest neighbor in the set of features detected in the second image. But,
the correspondence is discarded, if the second-closest neighbor of the feature set has a
similar distance from the observed feature in the first image. If the nearest distance is
dclosest , and the second nearest neighbor has a distance d2closest , the correspondence is
discarded, if:
dclosest
d2closest
> τSIFT . (3.28)
As demonstrated in [61], this increases the distinctiveness of the resulting set of corre-
spondences and avoids mismatches. The parameter τSIFT is set to [61]:
τSIFT = 0.8 . (3.29)
3.2.3 Feature Selection in the First Image
In the first camera image, a set of features is selected which is tracked for the next images
of the sequence. To obtain a user determined number of features, a quality measure is
required to select the best features of the set.
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Harris Features
To obtain a feature set in the first image, Harris corners are detected as explained in Sec-
tion 3.1.1. The feature list is sorted by descending CRF values (from biggest to smallest).
The first BCRF features are selected with the constraint that each feature has a minimal
distance MCRF to all selected features in the list.
SIFT Features
For SIFT features, a commonly used property determining the quality of the feature is the
contrast value |D(nˆ˜)| at its position nˆ˜ [5, 62]. Thus, the feature list is sorted by descendingcontrast values (from biggest to smallest) and the BSIFT features in the list are selected.
3.2.4 Selection of new Features
Due to a limited lifetime of feature trajectories and due to newly appearing scene content,
new features are selected in each image to guarantee a constant number of features in each
image of the sequence. Like in the first image, a quality measure is required to complete
the set of tracked features with the best possible newly detected features.
Harris Features
Like in the first image, newly detected Harris corners are sorted by descending CRF val-
ues. The list of tracked features is added with these features until BCRF is achieved consid-
ering the minimal distance MCRF to all features in the list.
SIFT Features
Like in the first image, newly detected SIFT features are sorted by descending contrast
values. The list of tracked features is added with these features until BSIFT is achieved.
3.3 Outlier Elimination
The outlier elimination step removes erroneous correspondences from a correspondence
set. Outliers are correspondences of features which arise from different 3D points. These
correspondences result from coincidental similarities in the image signal or if the 3D
point is occluded by a foreground object in the second image. Additionally, outliers result
from correspondences on moving objects, because our scene model is restricted to static
geometry. If the camera parameters are known, the possibility for the position of a cor-
responding point is limited to a small stripe. Thus, outliers are eliminated by estimating
initial camera parameters using the random sample consensus (RANSAC) algorithm [34].
RANSAC allows for initial camera parameter estimation although the correspondence set
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is spoiled with outliers. The mathematical context is given by the mapping model of the
corresponding feature points in the two images. As shown in Figure 3.8, a number βRSC
with outliers
Correspondences
without outliers
Correspondences
Validation of
model parameters using
all correspondences
Estimation of
model parameters
Random selection of
correspondences
Figure 3.8: Outlier elimination using RANSAC (from [90]).
of correspondences is selected randomly. βRSC is determined by the minimal number of
parameters needed for a unique mapping. The model parameters are estimated using the
selected correspondences. Then, all correspondences are validated and the number of cor-
respondences supporting the model is counted. A correspondence is assumed to support
the model if the distance ε between the corresponding point and the point determined
by the mapping is smaller than a maximum distance εmax. The ratio RRSC between the
supported correspondences and the total number of correspondences is calculated. If RRSC
is below a threshold RRSC, the iterative algorithm is aborted. Otherwise, a new try with
randomly selected correspondences is started. After a maximum number NRSC of itera-
tions, the algorithm is aborted. For the application experiments in Sections 6.3 and 6.4,
the following parameters are used:
RRSC = 0.95, NRSC = 4000 . (3.30)
For the outlier elimination two different mapping models are considered in this work. If
no 3D object points are estimated yet, the fundamental matrix is used only. Otherwise, the
fundamental matrix is used followed from the evaluation with the camera matrix model.
These models are explained in the following sections 3.3.1 and 3.3.2
3.3.1 Outlier Elimination with Fundamental Matrix
The fundamental matrix F (F-matrix) determines the mapping of a feature point p1 in
camera image k = 1 to the epipolar line lK in camera image K (cf. Figure 3.9).
Assuming that A1 is the camera matrix of image k = 1, from equation (2.11) follows
A1P = p1 (3.31)
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Figure 3.9: Mapping of feature point p1 of camera image k = 1 to the epipolar line lK
in camera image K by the fundamental matrix F. The epipolar line lK is de-
termined by the projection of the line of sight of p1 into camera image K
(from [90]).
for the object point P located on the line of sight starting at C1 and passing through
p1. The projection of this line of sight into the camera image K determines the epipolar
line lK . The projection of C1 into the Camera AK determines the epipole eK , eK = AKC1,
while the projection of P into the Camera AK is pK with pK = AKP. With equation (3.31),
it follows:
pK = AKP= AK A+1 p1 , (3.32)
where A+1 is the Moore-Penrose pseudoinverse of A1, which is defined by A1A
+
1 = E. Both
points, eK and pK are located on the epipolar line lK . It follows :
lK = eK× AK A+1 p1 (3.33)
= [eK]× AK A
+
1 p1 , (3.34)
where the vector product × is determined by the matrix multiplication with
[eK]× = [(ex,ey,ez)
>]× =
 0 −ez eyez 0 −ex
−ey ex 0
 . (3.35)
The F-matrix F is defined as:
F= [eK]× AK A
+
1 . (3.36)
The required mathematical context between the epipolar line lK , the F-matrix F, and
the feature point p1 is:
lK = F p1 . (3.37)
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If a corresponding feature point pK is located exactly on the epipolar line lK , it follows
p>K lK = 0. With equation (3.37), it follows (cf. equation (9.5) of [43])
p>K F p1 = 0 . (3.38)
The left hand side of equation (3.38) is used to eliminate outliers between the camera im-
ages K and 1. The 3×3 fundamental matrix F is determined by βRSC = 7 correspondences
[43]. For the estimation of F, equation (3.38) is transformed to the scalar product of two
vectors. With p1 = (x1, y1, 1)>, pK = (xK, yK, 1)> and f = (F11,F12,F13,F21, . . . ,F33)>,
it follows:
p>K F p1 = (xK x1, xK y1, xK, yK x1, yK y1, yK, x1, y1, 1) f = 0 . (3.39)
This is a linear system of equation in the form B f= 0, where the 7×9 Matrix B holds the
coordinates of the 14 feature points. This system of equations is solved using the singular
value decomposition (SVD). Two vectors f1 and f2 with corresponding matrices F1 and F2
are determined. They belong to the two smallest eigenvalues. The linear combination of f1
and f2 span the solution space. The fundamental matrix F is calculated as F= γ F1+(1−
γ)F2. The value γ is obtained from the side condition det(F) = det(γ F1+(1− γ)F2) = 0.
This constraint is a polynomial in γ . Thus, one or three solutions are obtained for F.
Epipolar line
Epipolar line
Camera image k = 1 Camera image K
l1 = F>pK
lK = Fp1
εmax
F F>
pK
ε p1
Figure 3.10: The corresponding feature points p1 and pK have a symmetric distance ε
to the epipolar lines l1 and lK . The correspondences support the estimated
F-matrix F if ε is smaller than εmax (from [90]).
After computation of the F-matrix from 7 randomly selected correspondences, the num-
ber of supported correspondences is counted. If three solutions result from F-matrix es-
timation, each of them is considered. For each correspondence, the Euclidean distance
d(p1, l1) between the feature point p1 and the epipolar line l1 in image k = 1 as well as
d(pK, lK) between pK and lK in Image K is computed (cf. Figure 3.10). The epipolar line
l1 is (cf. Equation (3.37) ):
l1 = F> pK . (3.40)
The symmetric distance ε is determined by [43]:
ε =
1
2
√
d(p1, F>pK)2+d(pK, Fp1)2 . (3.41)
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A correspondence supports the F-matrix if the symmetric distance ε is smaller than a
threshold εmax. The value εmax is determined by the maximum standard deviation σmax of
the location of a feature point which is distorted because of camera noise [90]. In [90],
εmax ≈ 0.8254px is used.
3.3.2 Outlier Elimination with Camera Matrix
After the estimation of 3D object points, an outlier elimination using the camera matrix A
is applied. By multiplication of equation (2.11) with the matrix [p]× , it follows:
[p]×AP= 0 , (3.42)
because [p]×p= 0. By forming the vector a= (a11, . . . ,a14,a21, . . . ,a34)>, which consists
of the 12 unknown elements of the camera matrix A, it follows:
[p]×AP=
 0> −P> yP>P> 0> −xP>
−yP> xP> 0>
a= 0 . (3.43)
Each feature point p= (x,y,1)> leads to this system of three equations in which only two
equations are linear independent. Thus, the camera matrix A is determined by βRSC = 6
feature points and their object points. The elements of the camera matrix are obtained by
a singular value decomposition (SVD) of this linear system of 12 equations.
Object point P
εmaxε
p
Camera image K
Figure 3.11: The feature point p supports the estimated camera matrix if the distance ε to
the projected object point is smaller than εmax (from [90]).
For each feature point p j,K in camera image K the Euclidean distance to the projected
object point AK P j is calculated:
ε = d(p j,K, AK P j) . (3.44)
A feature point supports the estimated camera matrix A if its Euclidean distance ε to the
projected object point is smaller than a maximum distance εmax as shown in Figure 3.11.
In [90], a threshold of εmax ≈ 3.0px is used.
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3.4 Scene Estimation Using Incremental Bundle
Adjustment
For the scene estimation, a maximum likelihood estimator is derived in [90]. It uses the
assumption that the uncertainty of a measured location of a feature point p˜ j,k = (x˜, y˜,1)>
is given by a two dimensional Gaussian function with its mean value at the true feature
position p j,k = (x,y,1)>. The maximum likelihood estimation of the camera parameters
is obtained by minimizing the following cost function:
εBA =
∑
k
∑
j
d(p˜ j,k, Aˆk Pˆ j)2Λp , (3.45)
with the Mahalanobis distance d(·)Λ [43] and the covariance matrix
Λp = E
[
(x˜− x)2 (x˜− x)(y˜− y)
(x˜− x)(y˜− y) (y˜− y)2
]
. (3.46)
The estimated values are the camera parameters Aˆk and the object points Pˆ j. The nor-
malization with the number of object points J and the number of images K is called
reprojection error (Root Mean Square Error):
εRMSE =
√
εBA
JK
. (3.47)
The value εRMSE is often used for the evaluation. The minimization of the right hand
side of equation (3.45) is called bundle adjustment. The idea of the bundle adjustment
is to minimize the distance between the reprojection of an estimated 3D object point
Pˆ j and the measured feature point p˜ j,k for each camera k, in which Pˆ j is visible. The
incremental bundle adjustment minimizes (3.45) for each processed image. To limit the
computational expense, it is often sufficient to perform a bundle adjustment after a certain
number of processed images of the sequence or only after the final image K.
The bundle adjustment cost function is minimized iteratively using the Levenberg Mar-
quardt algorithm [43]. Thus, reasonable initial values are required.
3.4.1 Initialization of the Incremental Bundle Adjustment
Due to the iterative scheme of the bundle adjustment, reasonable initialization values are
required to avoid local minima of the cost function (3.45). If the camera is calibrated,
which means that the calibration matrices Kk are known, only the extrinsic camera param-
eters are estimated. If the camera is uncalibrated, intrinsic and extrinsic camera parameter
are determined. In this case, the 12 parameters of the camera matrix Ak are computed us-
ing bundle adjustment. These parameters are called projective camera parameters. The
metric camera parameters are derived using a technique called self-calibration [90].
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In this work, we focus on the calibrated case. In the calibrated case, for each camera
six extrinsic parameters are estimated. These parameters are the projection center C
¯
=
(Cx,Cy,Cz)> and three rotation angles φx, φy, φz which determine the rotation matrix R as
follows:
R=
 cosφz sinφz 0−sinφz cosφz 0
0 0 1
 1 0 00 cosφx sinφx
0 −sinφx cosφx
 cosφy 0 −sinφy0 1 0
sinφy 0 cosφy
 .(3.48)
For the initialization of the bundle adjustment, appropriate values for camera parameters
and object points are required. In this work the incremental bundle adjustment [76] is
used. It consists of an initial state and a 3D projection state. The estimator stays in the
initial state until the translation between the first and the current camera is sufficiently
large. Then, it changes to the 3D projection state and initial parameters Aˆk, Pˆ j for the
bundle adjustment are computed. For the determination of the point of time to change,
the geometric robust information criterion (GRIC) [94, 95] is used.
Determination of Initial Camera Parameters
Here, we assume the calibrated case, which means that the calibration matrices K1, KK
are known. Furthermore, the GRIC guarantees a sufficiently large translation between the
cameras 1 and K. Then, the first camera matrix is chosen as :
A1 = K1[E |0 ] . (3.49)
It follows for the metric camera matrix AK:
AK = KK RK [E | −C¯ K ] . (3.50)
The objective is now to use the estimated F-matrix to obtain the camera matrix AK with
equation (3.50). With the definition of the F-matrix (3.36) and equation (2.11), it follows
(cf. equation (9.2) of [43]):
F = K−>K [T¯ K
]× RK K
−1
1 , (3.51)
with T
¯ K
= −RK C¯ K . The fundamental matrix corresponding to a pair of calibrated cam-eras is called essential matrix (E-matrix). According to equation (3.51), it has the form:
E = [T
¯ K
]× RK . (3.52)
Then, the E-matrix is calculated as (cf. equation (9.12) of [43]):
E= K>K F K1 . (3.53)
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Both matrices, E and F have rank 2. Two singular values of the E -matrix are identical and
the third is equal to 0 [49]. Therefore, a singular value decomposition can be found as
follows:
E= Udiag[1, 1, 0]V> . (3.54)
Four solutions are possible for the decomposition of the E -matrix (cf. equation (9.14) of
[43]):
RK = UMV
> or RK = UM>V> (3.55)
T
¯ K
= u3 or T¯ K
=−u3 , (3.56)
where u3 is determined as the last column of U. The matrix M is defined as:
M=
 0 −1 01 0 0
0 0 1
 . (3.57)
To determine the correct solution, the four possible results are tested using the position
of reconstructed 3D object points. A reconstructed object point is only in one of the four
solutions in front on both cameras (cf. Figure (9.12) of [43]).
After determining the optimal solutions for RK and T¯ K
, the metric camera matrix AK
with C
¯ K
=−R>K T¯ K is derived from equation (3.50).
Determination of Initial Object Points
After the determination of initial camera parameters for the camera images k = 1 and
k = K, initial 3D object points are estimated using triangulation. From equation (3.43),
two linear independent equations follow for each camera image and every feature point
p= (x,y,1)> corresponding to the 3D object point P:[
ya>3 −a>2
−xa>3 +a>1
]
P= 0 , (3.58)
with vectors a>1 = (a11,a12,a13,a14), a
>
2 = (a21, . . . ,a24), and a
>
3 = (a31, . . . ,a34) derived
from the camera matrix. Together with a correspondence of feature points and A1,AK , a
linear system of equations is obtained which is solved using the SVD. The solution for
the 3D position of the object point is improved by minimizing
d(p˜ j,1, A1 Pˆ j)2+d(p˜ j,K, AK Pˆ j)2 → min ∀ j (3.59)
for each object point P j using the Levenberg Marquardt algorithm.
Finally, a bundle adjustment with the cameras Aˆ1 and AˆK as well as all object points Pˆ j
is performed. Then, the estimator state changes to the 3D projection state, which is ex-
plained in the next section.
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3.4.2 3D Projection State of the Incremental Bundle
Adjustment
Since 3D object points are already reconstructed in the 3D projection state, they are used
together with the new feature points in the current image for the estimation of the camera
parameters. Then, the positions of the object points are improved and new object points
are generated.
Determination of Initial Camera Parameters
The initial camera parameters AK of the current image K are determined using the already
known object points P j. The following cost function is minimized using the Levenberg
Marquardt algorithm:
∑
j
d(p˜ j,K, AˆK P j)2 → min . (3.60)
As initial values, the camera parameters AK−1 of the previous image K−1 are used.
Improvement and Reconstruction of Object Points
For each corresponding feature point in the current image K which has an already re-
constructed object point P j in the previous image, the position of P j is improved by
minimizing the cost function:
K∑
k=U
d(p˜ j,k, Ak Pˆ j)2 → min (3.61)
using the Levenberg Marquardt algorithm. Here, every camera image k, in which the
object point is visible after being selected in image U is used for the optimization. For the
initialization, the position of P j in image K−1 is used.
If the corresponding feature point in the previous image K − 1 has no valid object
point, and the corresponding trajectory has a length larger than Vnew, it is a candidate for
the creation of a new object point. The linear system of equations (3.58) is solved for the
candidate object point using SVD. The coordinates are optimized using equation (3.60)
with the Levenberg Marquardt algorithm. The candidate point is used as a new 3D object
point P j if:
d(p j,k, AkP j) < Wnew ∀ k =U, . . . ,K . (3.62)
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The following parameters are used [90]:
Vnew = 3, Wnew = 1.94 . (3.63)
Finally, a bundle adjustment is done for each camera Aˆk, k = 1, . . . ,K and all object
points P j. The initial values of the optimization are taken from the previous bundle ad-
justment together with the initial camera parameters AK and the newly generated object
points in the current image K.
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4 Improvement of Feature Localization
Accuracy
The state of the art subpixel feature localization technique [13, 61] incorporates no shape
information of the image gradient signal. The localization scheme minimizes the distance
to a function model which approximates the gradient signal of the scale space. Introduced
in [13], the function model is chosen as a 3D quadratic [61]. The same feature localization
method is used in many other scale invariant feature detectors, e.g. [7, 36, 51, 69].
(a) Input image (b) 1st octave, i = 0 (c) 2nd octave, i = 3 (d) 3rd octave, i = 6
Figure 4.1: Input image and the first layer of the first three octaves in the Difference of
Gaussians pyramid. The images (c) and (d) are rescaled to the original image
size of 800×600 pixels (input image from [70]).
However, it is known that the image gradients surrounding a feature in an image do not
have parabolic shape. Moreover, the shape in scale direction is unknown. In the scale
space literature [55, 57, 58, 59], features are modeled as Gaussian blobs. These Gaussian
blobs should lead to a Difference of Gaussians (DoG) shape in the DoG pyramid. In
Figure 4.1, the first scales of the first three octaves are shown exemplarily. In each octave,
the extrema in these images appear to adopt the DoG shape as shown for some features in
Figure 4.2.
While the assumption using a Gaussian approximation function for Harris corners or
Canny edges is analytically and experimentally justified in literature [17, 41, 65, 71, 77],
a shape assumption for SIFT features has not been considered so far. It is expected that
the approximation with a 3D quadratic function leads to suboptimal solutions.
In this chapter, it is shown that the feature localization accuracy of SIFT can be in-
creased using a model for the shape of the image signal in the neighborhood of a fea-
ture [18, 19]. The model is motivated by the point spread function of the aperture lens
system of a real camera as explained in Section 2.2.3. The spatial neighborhood of a
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Figure 4.2: Selected examples for the gradient signal shape of the neighborhood of a de-
tected feature.
feature in an image is assumed to have Gaussian shape. The shape in scale direction is
modeled implicitly by following the signal transfer of the Difference of Gaussians filter.
The approach followed here is the generalization of the Gaussian model for the image
signal surrounding a feature point [71, 72, 73, 77] to the detected features in the scale
space pyramid. In [71], it is shown that the localization accuracy for a detected image
point can be increased by up to 0.025 px for a Canny Edge. As scale invariant features,
such as SIFT features, are detected in higher pyramid levels, we expect more gain in ac-
curacy for two reasons: (1) errors of features detected in a higher pyramid level lead to
even larger errors in the base layer of the pyramid, and (2) the erroneous signal approxi-
mation in scale direction is assumed to influence the magnitude of the spatial localization
error. The increase in localization accuracy should lead to an increase in reconstruction
accuracy for the application of structure and motion recovery.
In Section 4.1, a systematic error is derived and demonstrated for the SIFT detector.
In Section 4.2, the DOG SIFT function model is introduced. The feature localization
procedure of SIFT is exchanged with DOG SIFT to eliminate the systematic error. Using
images of Gaussian blobs, the accuracy of this model is compared to the accuracy of the
original SIFT detector in Section 4.3.
4.1 Analysis of SIFT Feature Localization
The objective of a feature localization procedure is to estimate the true position n˜ of afeature. The desired result is the estimated feature position nˆ˜= (nˆx, nˆy, nˆi)> with minimalestimation error |nˆ˜−n˜| using a distance measure | · |. In most applications, a high spatiallocalization accuracy is needed. The estimation error in scale direction |ni− nˆi| is of minor
importance, because most applications use the computed scale only for the distinctive
scale invariant representation of the feature with a descriptor. For the descriptor, a highly
accurate localization of the scale layer is not required. However, using a suboptimal
model for the scale in the estimation of subpixel and subscale may spoil the results of the
subpixel localization, as well.
The feature localization of the SIFT detector [13, 61] consists of two parts (cf. Fig-
ure 3.2):
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(1) a fullpixel and fullscale detection, which localizes the feature in the scale space
with discrete coordinates δˆ (n˜) = (δˆ (nx), δˆ (ny), δˆ (ni))> ∈ N3
(2) a gradient signal approximation scheme resulting in subpixel and subscale coordi-
nates εˆ(n˜) = (εˆ(nx), εˆ(ny), εˆ(ni))> ∈R3 with−0.5≤ εˆ(nx), εˆ(ny), εˆ(ni)≤ 0.5. Theproposed approximation function in [13, 61] is a 3D quadratic.
The resulting detected feature position nˆ˜ is
nˆ˜= δˆ (n˜)+ εˆ(n˜) =
δˆ (nx)+ εˆ(nx)δˆ (ny)+ εˆ(ny)
δˆ (ni)+ εˆ(ni)
=
nˆxnˆy
nˆi
 , (4.1)
while the true feature position n˜ is
n˜= δ (n˜)+ ε(n˜) =
δ (nx)+ ε(nx)δ (ny)+ ε(ny)
δ (ni)+ ε(ni)
=
nxny
ni
 . (4.2)
In equation (4.1) and (4.2), the scale component of the feature is given in terms of a
scale layer numbering with index i.
Assuming that the magnitude of the localization error is lower than 0.5 for each of the
three components of εˆ(n˜)− ε(n˜), with
εˆ(n˜)− ε(n˜) =
εˆ(nx)− ε(nx)εˆ(ny)− ε(ny)
εˆ(ni)− ε(ni)
 , (4.3)
it is determined by its estimated and true subpixel and subscale coordinates only.
We split the localization error into spatial and scale localization error, denoted ξ E and
σ E, respectively. The spatial localization ξ E error is defined as:
ξ E =
(
ξ Ex
ξ Ey
)
= 2nOCT
(
εˆ(nx)− ε(nx)
εˆ(ny)− ε(ny)
)
, (4.4)
where nOCT ∈ N0 denotes the detected octave of the feature. The factor 2nOCT projects the
feature position to the ground plane of the image pyramid. Thus, the spatial localization
error of a feature increases by this factor if it is detected in a higher octave.
To obtain the standard deviation nσ corresponding to a feature n˜ located in layer ni,equation (2.22) is used. The scale localization error is defined as:
σ E = εˆ(nσ )− ε(nσ ) = σ0 · ((2
nˆi
NSIFT )− (2
ni
NSIFT )) . (4.5)
For better comparability, the scale layer error iE = εˆ(ni)−ε(ni) is used for demonstrat-
ing the results. To calculate the scale layer error iE from a given standard deviation nσ of
a feature, equation (2.23) is used:
iE = εˆ(ni)− ε(ni) = NSIFT · (log2εˆ(nσ )− log2ε(nσ )) . (4.6)
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4.1.1 Analytic Analysis of SIFT Feature Localization
The reference feature localization method of SIFT is analyzed using Gaussian features as
input data. An univariate, two-dimensional Gaussian input signal Gσ (nx,ny) with vari-
ance σ is defined as follows:
Gσ (δx,δy) =
1
2pi ·σ2 · exp(−
(δx− εx)2+(δy− εy)2
2σ2
) . (4.7)
Here, (δx,δy) := (δ (nx),δ (ny)) is the fullpixel position of the feature point n¯
= (nx,ny)
and (εx,εy) := (ε(nx),ε(ny)) is its subpixel position.
For this input signal, the output of the Difference of Gaussians (DoG) filter Dσ (δx,δy)
with a distance k between neighboring scales can be described by:
Dσ (δx,δy) = Gkσ (δx,δy)−Gσ (δx,δy) . (4.8)
The Gaussian input signal f with f (δx,δy) = Gσ f (δx,δy) and variance σ f leads to an
extremum in the DoG pyramid:
Dσ (δx,δy) = (Gkσ ∗ f )(δx,δy)− (Gσ ∗ f )(δx,δy)
= G√
k2σ2+σ2f
(δx,δy)−G√σ2+σ2f (δx,δy) . (4.9)
We assume that Gσ f is the function that adopts its extremum in the DoG pyramid at scale
σ . To obtain the relation between σ and σ f , the derivation of D(δx,δy,σ) := Dσ (δx,δy)
at the fullpixel position (nx,ny) = (δx,δy) = (0,0) is calculated:
D(0,0,σ) =
1
2pi · (k2σ2+σ2f )
− 1
2pi · (σ2+σ2f )
. (4.10)
For the extremum, it follows:
∂D(0,0,σ)
∂σ
=
−k2σ
pi(k2σ2+σ2f )2
− −σ
pi(σ2+σ2f )2
= 0
⇔ σ(k2σ2+σ2f ) = k2σ(σ2+σ2f )
σ>0⇔ k4σ4+σ4f = k2σ4+ k2σ4f
⇔ k2σ4 = σ4f . (4.11)
Thus, the relation between σ and σ f is:
σ =
1√
k
σ f . (4.12)
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In the following, the systematic localization error ξ E using a parabolic interpolation for
the DoG signal [13] is derived. For simplification here as well as in the following experi-
mental evaluations we set εy := 0 and investigate the systematic error ξ Ex in x-direction. As
the two dimensional Gaussian distribution is rotationally symmetric, the same behavior
can be expected for the systematic error ξ Ey in y-direction. We investigate Dσ (x) with:
Dσ (x) := Dσ (x,0) . (4.13)
The function Dσ (x− εx) which depicts the gradient image I is approximated with a
parabolic function
Igrad(x) = a · x2+b · x+ c . (4.14)
This function is shown in Figure 4.3. It adopts its extremum at − b2a . For the approxima-
x
δx+ εxδx
Igrad(x)
Figure 4.3: Interpolation of Igrad(x) using a parabola. The maximum determines the sub-
pixel coordinate εx corresponding to the fullpixel coordinate δx (from [71]).
tion of Dσ (x− εx) with equation (4.14) the sample points x1, · · · ,xw f it are used. As SIFT
uses a window size of 3 pixels [61], the analysis is done with a window of w f it = 3. It
follows the linear system of equations:
A ·
 ab
c
 =
 Dσ (x1− εx)Dσ (x2− εx)
Dσ (x3− εx)
 , (4.15)
with
A =
 x21 x1 1x22 x2 1
x23 x3 1
 . (4.16)
Assuming a feature point with fullpixel coordinate δx = 0 and the sampling points
x1 =−1,x2 = 0,x3 = 1, it follows:
A =
 1 −1 10 0 1
1 1 1
 ⇒ A−1 =
 12 −1 12−12 0 12
0 1 0
 . (4.17)
42
Now, a,b, and c are determined:
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Figure 4.4: Expected systematic error ξ Ex in x-direction of the SIFT localization technique
using a parabolic interpolation of the gradient signal. The diagram depicts the
expected errors for σ0 = 1.6 in the first octave on the left and in the second
octave on the right.
 ab
c
 = A−1 ·
 Dσ (−1− εx)Dσ (0− εx)
Dσ (1− εx)

=
 12 −1 12−12 0 12
0 1 0
 ·
 Dσ (−1− εx)Dσ (0− εx)
Dσ (1− εx)

=
 12Dσ (−1− εx)−Dσ (0− εx)+ 12Dσ (1− εx)−12Dσ (−1− εx)+ 12Dσ (1− εx)
Dσ (0− εx)
 . (4.18)
The systematic error ξ Ex in x-direction is derived as the difference of the extremum of the
parabolic function in equation (4.14) and the true subpixel coordinate:
ξ Ex (σ ,εx) = εˆx− εx
= − b
2a
− εx
= −1
2
Dσ (1− εx)−Dσ (−1− εx)
Dσ (1− εx)−2Dσ (0− εx)+Dσ (−1− εx) − εx . (4.19)
Equation (4.19) shows the systematic error of the parabolic regression in case of a
discrete scale, ε(ni) = 0. This means that the influence of a possibly erroneous function
model in scale direction is not considered in equation (4.19). For σ0 = 1.6 [61], the error
distribution ξ Ex is shown in Figure 4.4 for the first and second octave. As described in [13],
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the magnitude of the error is expected to be doubled due to the subsampling of the image
from one octave to the next. Resulting from the subsampling, the period length of ξ Ex is
doubled from one octave to the next as well.
4.1.2 Experimental Analysis of SIFT Feature Localization
To evaluate the accuracy of the SIFT feature localization, aliasing-free images with Gaus-
sian blobs are synthesized. As we are using rotationally invariant Gaussians, we can limit
the test scenario to the spatial localization error ξ Ex in x-direction and the scale localization
error σ E. The subpixel value in y-direction is set to εy := 0.
Figure 4.5: Some examples of the test images with varying standard deviation σ f (top row,
σ f = 2.0,4.0,6.0,8.0) and varying subpixel position εx in x-direction (bottom
row, σ f = 4.0, εx =−1.0,−0.5,0.5,1.0). Images from [18].
Each of the images provides one scale space extremum with ground truth subpixel and
subscale values. The Gaussian blobs have a varying localization in x-direction and a
varying standard deviation σ f which determines the standard deviation σ = 1√kσ f of the
detected scale ni (cf. equation (4.12)). The ground truth localizations εx in x-direction are
within the interval [−1.0;1.0] with a step distance of 0.05 px. The used standard devia-
tions σ f are within the interval [1.6;7.9] with a step distance of 0.06. With these values,
the first two pyramid octaves are covered. The image size is 64×64. Some examples are
shown in Figure 4.5. The spatial ground truth feature position n
¯
= (nx,0) is the center of
the Gaussian blob. The ground truth scale ni is represented by the standard deviation σ f
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of the Gaussian. The relation between ni and σ f follows from equation (2.23):
ni = NSIFT · (log2(σ fσ0 )) . (4.20)
The systematic error ξ Ex = εˆx− εx of the subpixel localization in x-direction and the sys-
tematic error of the subscale localization σ E = nˆσ −nσ of the SIFT detector are extracted
by detecting the features in the images with SIFT. If more than one feature is detected, the
feature in the center is chosen. The results are shown in Figures 4.6 - 4.9. The Figures 4.6
and 4.7 show ξ Ex for selected values of σ f in the first and second octave. The Figures 4.8
and 4.9 show all results for ξ Ex and iE for the first two octaves.
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Figure 4.6: Measured systematic error ξ Ex in x-direction of the SIFT localization tech-
nique [46]. The diagram depicts the results for σ f = 2.36 in the left diagram
and results for σ f = 4.62 in the right diagram. The values for σ f are selected
such that the influence of the wrong signal model in scale direction is small.
The Figure 4.6 shows the measured localization error ξ Ex of SIFT for two opportunely
selected values for σ f . The values σ f = 2.36 and σ f = 4.62 are located nearby a fullscale
in the first and the second octave, respectively. The magnitude and shape of the error
distribution is similar to the expected distribution (cf. Figure 4.4). As the values for σ do
not match a fullscale layer perfectly, small differences to Figure 4.4 are visible.
Conversely, Figure 4.7 shows the measured localization error of SIFT for two values for
σ f , where the influence of the localization error in scale direction is high. Here, the error
distributions ξ Ex adopt their maxima at different positions for εx compared to the values in
Figure 4.6. Their magnitude is about 2.8 times higher.
The four curves shown in Figure 4.6 and in Figure 4.7 are to be found as two slices in
the diagram in Figure 4.8 which gives a complete visualization of the localization error
ξ Ex . Here, the first two octaves are covered. In the first octave (σ f < 4.03), the error
is periodic with period length 1 px, because features with a subpixel value εx > 0.5 or
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Figure 4.7: Measured systematic error ξ Ex in x-direction of the SIFT localization tech-
nique [46]. The diagram depicts the results for σ f = 2.6 in the left diagram
and results for σ f = 4.1 in the right diagram. The values for σ f are selected
such that the influence of the wrong signal model in scale direction is high.
Note, that the y-axis has a different scale compared to Figure 4.6.
εx <−0.5 are detected in the left or right adjacent pixel by the fullpixel detection scheme
of SIFT. While the systematic error is ξ Ex = 0 on fullpixel positions (εx = 0), its magnitude
increases in both directions.
In the second octave (σ f ≥ 4.03), the period length in εx direction is doubled because
here, the feature is detected in a pyramid level with images of half the size of the original
image. However, the systematic error increases significantly compared to the first octave,
because the resulting image coordinates are projected into the base image (i.e multiplied
by 2 for the second octave). Thus, the error increases. As pointed out in [13], this effect
makes accurate subpixel estimation schemes especially important for feature detectors
using the scale space, such as SIFT. The results are verified with a second implementation
of the SIFT detector in [23].
The Figure 4.9 illustrates the scale layer localization error iE. It shows the same period
lengths compared to ξ Ex . The magnitude of iE is similar to the magnitude of the localization
error ξ Ex . But, it does not increase with the octave, because in this diagram, these errors are
not referenced to the base layer resolution like ξ E. However, if the application requires the
detected scale layer for a circular region description [29, 70], the corresponding error σ E
(cf. equation (4.5)) will increase with the octave like in ξ E leading to larger errors in higher
octaves. For the application of scene reconstruction, the localization in scale direction is
of less importance, because the spatial feature localization is required only. However, the
localization error in the scale influences and increases the spatial localization error. This
results from the erroneous assumption in [13] that a SIFT feature has parabolic shape in
scale direction.
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Figure 4.8: Spatial error distribution of the reference SIFT feature localization of the x-
position showing the first two octaves. The contour lines in the ground plane
indicate the decrease in periodicity by a factor of two from one octave to the
next [18].
4.2 Feature Localization Using the Image Signal
Model
Scale invariant feature detectors determine a feature point at a specific scale in the scale
space. Initially, the feature is localized with fullpixel accuracy as described in Section
3.1.2. The subpixel coordinates are calculated in a second step using the neighboring
pixel values and a function which approximates the image gradient signal.
Assuming a camera lens system with a Gaussian transfer function and a scale invariant
feature shape [55, 57, 58, 59] as spatial impulse function, the neighborhood of a feature
can be described by a Gaussian function. The response of the Difference of Gaussians
(DoG) filter to this distribution leads to a Difference of Gaussians function.
In order to extract an accurate subpixel and subscale localization of a feature point, the
DoG function model is introduced. A member of the function model is determined by
a parameter vector p. The parameter vector p is identified through a regression analysis
which minimizes the distances between the sampling points surrounding a feature point in
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Figure 4.9: Scale layer error distribution of the reference SIFT feature localization of the
layer iE showing the first two octaves [18]. Again, the contour lines indicate
the decrease in periodicity by a factor of two from one octave to the next (cf.
Figure 4.8.
the DoG pyramid and the function model. For the optimization, the Levenberg-Marquardt
algorithm is used [43].
The presented localization scheme allows for arbitrary sample point neighborhood
sizes. For the detection of features in natural images, the enlargement of the sample point
neighborhood, e.g. 5×5×3, is not beneficial because of the interaction with neighboring
features. Experiments have shown that the localization accuracy decreases. But, for ap-
plications using images with well separated feature shapes, a larger sample neighborhood
stabilizes the localization as shown in [27]. For the results shown here, the regression
uses the same 3×3×3 sample point neighborhood as in the SIFT reference method (cf.
Section 3.1.2).
4.2.1 DoG SIFT: Difference of Gaussians Function Model
To build the Difference of Gaussian (DoG) function model, we first denote a Gaussian
function. To allow for an affine shape of the neighborhood of the feature, an elliptical
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region is assumed for its description. A Gaussian function with the covariance matrix
Σ=
(
a2 b
b c2
)
and its determinant det(Σ) can be written as:
GΣ(x¯δ
) =
l√
det(Σ)
· e− 12 ((x¯δ−x¯ ε )
>Σ−1(x
¯δ
−x
¯ ε
)) . (4.21)
Here, x
¯δ
= (δx,δy)> ∈N2 is the fullpixel position of the feature point and x¯ε = (εx,εy)
> ∈
R2[−0.5;0.5] is its subpixel position. The parameters a,b,c define the surrounding elliptical
region and l is the peak value parameter.
For the DoG function model, a Gaussian image signal GΣ as derived in equation (4.21)
is used. The DoG function is based on the response of a DoG filter to a Gaussian input:
Dσ (x¯δ
) = l · (GΣσ (x¯δ )−GΣkσ (x¯δ ))∗GΣ(x¯δ )
= l · (GΣσ+Σ(x¯δ )−GΣkσ+Σ(x¯δ )) , (4.22)
with Σσ =
(
σ2 0
0 σ2
)
and the standard deviation σ = σ0 ·2
in
NSIFT of the current scale in.
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Figure 4.10: Plot of the Difference of Gaussians function model
The DoG function can be described by a six-dimensional parameter vector p =
(εx,εy,a,b,c, l). An example is shown in Figure 4.10. The parameter vector p is found by
minimizing the Euclidean distance d( · ) between the DoG function model Dσ (x¯δ ) (cf.
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Figure 4.11: Error distribution ξ Ex of the proposed Difference of Gaussians regression
DOG SIFT of the x-position showing the first two octaves [18]. The con-
tour lines in the ground plane indicate the small variance of the resulting
error near the zero plane.
equation (4.22)) and the 27 sample points in the DoG pyramid surrounding the detected
feature xˆ˜δ with fullpixel and fullscale coordinates. The sum of these distances is calledresiduum εDoG with:
εDoG =
∑
i
∑
y
∑
x
d(Dσ (x˜δ −x˜), D(x˜δ −x˜)) → min (4.23)
for all grid points x˜= (x,y, i), x,y, i ∈ {−1,0,1} in the 3×3×3 neighborhood of x˜δ .The optimal parameter vector p in terms of minimizing εDoG is found using the Leven-
berg Marqardt optimization. The Levenberg Marqardt algorithm is chosen for the opti-
mization because appropriate initial values are known:
x0 = y0 = i0 = 0, l = σ20 · k ·
k+1
k−1 , a = c = σ0 ·
√
k, b = 0 . (4.24)
The localization method using the regression with the function model derived in this
Section will be denoted as DOG SIFT. The residuum value εDoG determines the accuracy
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Figure 4.12: Error distribution iE of the proposed Difference of Gaussians regression
DOG SIFT of the layer showing the first two octaves [18]. Again, the con-
tour lines in the ground plane indicate the small error.
of the regression. Thus, it provides a measure for the quality of the resulting feature
localization. The smaller the residuum εDoG, the higher is the probability of obtaining a
more accurate feature localization [23]. For the application of feature detection in natural
images, the resulting feature list is sorted by their residuum values and the BSIFT features
with smallest residuum are selected.
4.2.2 Experimental Analysis of DoG SIFT
The localization accuracy of the DOG SIFT method for the approximation of the gradient
image signal is evaluated with the same test scenario as in Section 4.1.2. The evaluation
uses the synthesized Gaussian blobs as shown in Figure 4.5. The resulting spatial local-
ization error ξ Ex in x-direction is shown in Figure 4.11. The error distribution shows no
dependency on εx and σ f , respectively. Its magnitude is low. The resulting scale local-
ization error regarding the layer error iE is shown in Figure 4.12. This error distribution
shows no dependency on εx or σ f . Again, the magnitude is low.
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Table 4.1: Maximum errors for the first two octaves of the Gaussian blobs. The maximum
scale ni = 6 is limited by the boundaries of the 64 × 64 image. Features with a
σ f smaller than 2.12 are not detected by the fullpixel localization scheme.
Max(|ξ Ex |) Max(|iE|)
σ f ni SIFT DOG SIFT SIFT DOG SIFT
2.12..3.98 1..3 0.0721 0.0062 0.0723 0.0111
4.04..7.92 4..6 0.1424 0.0091 0.0829 0.0087
4.3 Comparison of SIFT with Image Signal based
Method
In Section 4.1, the reference feature localization SIFT is shown and analyzed in detail.
In Section 4.2, the improved feature localization technique DOG SIFT using the image
signal model is demonstrated and evaluated. In the following, the results of the evaluations
are summarized.
The maximum spatial localization errors Max(|ξ Ex |) and the maximum scale layer lo-
calization errors Max(|iE|) of SIFT and DOG SIFT for the first two octaves are subsumed
in Table 4.1. The systematic error which occurred in the SIFT reference method (cf. Fig-
ure 4.8 and Figure 4.9) is eliminated by DOG SIFT. Due to the projection of the spatial
localization error to the base layer by the factor of 2nOCT , the maximal spatial localization
error Max(|ξ Ex |) increases with the octave by a factor of approximately 2. This is not the
case for the scale layer localization error. The maximum errors Max(|iE|) for the scale is
comparable for both octaves.
The magnitude of the localization error (spatial and scale) within an octave is drasti-
cally reduced by the proposed DOG SIFT method. The maximum spatial localization
error Max(|ξ Ex |) in x-direction for SIFT is much larger than the maximal localization er-
ror found in the analysis for the Canny Edge detector [71]. In [71], maximum error is
0.025 px in maximum. The maximum error for the first octave of the SIFT localiza-
tion method is 0.0721 px. Interestingly, the large error values for Max(|ξ Ex |) are obtained
for the feature locations εx ∈ {−0.5,0.5} in the first octave and εx ∈ {−1.0,1.0} in the
second octave. The largest errors for the Canny Edges are located at subpixel positions
εx ∈ {−0.25,0.25} [71].
The maximal error values are verified for the feature location εx ∈ {−0.25,0.25} for
selected values σ f , where the scale influence is low (cf. Figure 4.6). Nevertheless, the
largest localization errors in the SIFT detector are obtained in those positions, where
the largest errors for the scale localization occur. These are the subpixel positions εx ∈
{−0.5,0.5} in the first octave and εx ∈ {−1.0,1.0} in the second octave(cf. Figure 4.7).
This gives the explanation for the increase in error compared to the Canny Edge detector:
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the error resulting from a wrong signal approximation in scale direction influences and
increases the resulting localization error. The maximum localization error is about 2.8
times higher.
The comparison of SIFT and DOG SIFT using natural image sequences in a structure
and motion recovery framework is provided in Section 6.1. An accuracy comparison
of DOG SIFT and SIFT using the repeatability measure [70] is shown in the Appendix
Section 8.
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5 Occlusion Handling in Structure and
Motion Recovery
Most sequential approaches for structure and motion recovery rely on feature correspon-
dences in consecutive frames [76, 90] as described in Chapter 3. Thus, temporarily oc-
cluded scene content causes broken trajectories. A reappearing feature is regarded as a
newly appearing 3D point. The resulting estimated new object point and the object point
which has been generated before its occlusion adopt different 3D positions. As a conse-
quence, errors accumulate and noticeable drift occurs [28]. The problem of drift arises
from foreground occlusion, moving objects, repeated texture, image noise, motion blur,
or because tracked points temporarily leave the camera’s field of view [93].
Figure 5.1: Playground sequence with temporarily occluded scene content resulting from
static and moving foreground objects [25]. Feature trajectories discontinue
and their features reappear after being occluded. The images show the frames
k = 10,42,53,85 of the video.
A typical input example is shown in Figure 5.1. In this sequence, the background
scene is temporarily occluded by a part of the swing rack and the swinging child. If only
consecutive correspondences were used for the scene estimation, many 3D points in the
background would be described by ambiguous 3D object point positions, because for each
reappearance of a 3D point after its occlusion, a new 3D object point is generated.
In this chapter, it is shown how the reappearing feature points are assigned reliably to
the correct previously discontinued trajectories and their 3D object points. This additional
information is incorporated into the bundle adjustment and leads to an improved scene
reconstruction [20, 25]. Firstly, the reconstruction accuracy is increased. Secondly, the
generation of superfluous and erroneous 3D object points is avoided.
The presented correspondence analysis employs the combination of KLT tracking for
frame to frame correspondences and SIFT feature matching when wide baseline corre-
spondences are required. In contrast to [28, 93], the assignment of discontinued trajecto-
ries is integrated into the sequential camera and scene estimation.
54
The reassignment of discontinued trajectories not only improves the scene reconstruc-
tion, but also provides useful information about the scene. Discontinued and reassigned
trajectories are used for the generation of small regions in the images which can be iden-
tified as foreground or background. These regions are extracted by reprojecting the re-
constructed 3D object points. If a 3D object point is occluded in the current frame, its
reprojection leads to an image position which belongs to the foreground.
Assume that a trajectory which discontinued after frame k− l is retrieved in frame k.
Then, the two corresponding feature positions in the frames k− l, k and the points of the
trajectory in the images k− l−1,k− l−2, . . . are assumed to belong to the background.
Candidates for occluded image positions for the 3D object point are found by examining
its reprojection in the frames k− l+1, . . . ,k−1. But, not every reprojection of an object
point into these frames leads to an occluded image position. Therefore, the neighborhood
of a reprojected point is compared to the neighborhood of a feature of the non-consecutive
correspondence. If these neighborhoods are similar, the reprojected location is not fore-
ground. If they are different, a foreground region is found. The extracted foreground re-
gions have properties which are beneficial for an image segmentation approach: (1) they
are located inside the objects and not on the boundaries and (2) each of the reprojection of
the 3D object point on a foreground region provides additional color information. These
properties are not provided by many state of the art algorithms which extract foreground
regions by tracking and clustering features on the foreground [1, 30, 84].
The foreground and background regions collected from all non-consecutive correspon-
dences are used for the generation of a foreground and a background model. The models
are generated using the Gaussian mixture model (GMM) [78] which is built from the color
information of the foreground and background regions, respectively. Here, we make use
of a special property of the generated foreground regions. While the color information ex-
tracted from a tracked point is approximately the same for each frame, the projections of
a background object point into foreground image regions provide new color information
for each frame. These image positions do not result from tracked features, but from the
projection of scene points behind the foreground object. Thus, it is beneficial to collect the
colors describing the foreground model from each foreground region of the sequence [24].
We call this method appearance learning from occlusions (ALO).
The information about foreground and background resulting from the occlusion of
static scene parts is called occlusion information [24, 25]. The occlusion information
is used to initialize an efficient segmentation algorithm which automatically separates
foreground from background in the video. The video segmentation enables visual effect
(VFX) creation, such as the automatic occlusion of integrated virtual objects with fore-
ground objects of the captured scene. More applications in VFX creation make use of the
video segmentation by applying various filters to the fore- or the background, such as the
background blur effect, which focuses the observers attention on the foreground object(s).
In Section 5.1, the feature tracking scheme is presented. It uses the combination of
KLT tracking for frame to frame and SIFT feature matching for the non-consecutive cor-
respondences. The extension of the bundle adjustment is explained in Section 5.2. The
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Figure 5.2: Common structure and motion estimation techniques use corresponding fea-
ture points in consecutive images only, for example p j′,k↔ p j′,k−1 [25]. Due
to foreground occlusion, trajectories discontinue and the corresponding scene
content reappears in a later image. These trajectories are connected using
a wide-baseline correspondence analysis, for example p j,k ↔ p j,k−2. A real
world example is shown in Figure 5.1.
learning of foreground and background appearance from reconnected feature trajectories
is shown in Section 5.3. The application of the automatic occlusion of integrated virtual
objects is presented in Section 5.4.
5.1 Combination of Feature Matching and Tracking
The combination of frame to frame correspondences and non-consecutive correspon-
dences in the structure and motion recovery approach is illustrated in Figure 5.2. Con-
secutive correspondences are established using feature tracking while non-consecutive
correspondences are obtained by feature matching.
Like in the example in Figure 5.1, the foreground occlusion causes the discontinuation
of the trajectory t j = (p j,k−2,p j,k−3, . . .) in image k−1. Assume, that the corresponding
3D object point P j has already been reconstructed by the structure and motion recovery
algorithm (cf. Section 3.4). Then, the image feature of P j reappears in image k and a
non-consecutive correspondence p j,k ↔ p j,k−2 can be established. The object point P j
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is invisible in image k−1 because of occlusion, but the position in image k− 1 can be
estimated by projecting P j into this image. We denote this position pinvisiblej,k−1 and the visible
position in the current image pvisiblej,k .
The trajectory t j of the 3D object point P j in Figure 5.2 is denoted:
t j = (pvisiblej,k ,p
invisible
j,k−1,p
visible
j,k−2,p
visible
j,k−3, . . .) . (5.1)
The object point P j is visible in the camera images k, k−2, and k−3 and invisible in
the frame k−1. The length of a trajectory |t j|which contains at least one non-consecutive
correspondence is defined as the number of visible trajectory elements:
|t j|= |{p j,k, k =U, . . . ,K|p j,k = pvisiblej,k }| . (5.2)
This definition is consistent with the previous notation of the length of a trajectory in
equation (3.19). For establishing a non-consecutive correspondence in t j, feature match-
ing is utilized. The reconstructed 3D object point P j is used for the projection into the
following images to estimate the invisible positions of P j and to enable guided matching.
To assign the newly appearing feature in image k to the correct previously discontinued
trajectory of P j, a wide-baseline correspondence analysis is required because of a possi-
bly strong viewpoint change between the camera images before and after the occlusion.
For this task, the SIFT correspondence analysis is used (cf. Section 3.2.2). The optimal
correspondence analysis in consecutive frames remains the KLT feature tracking as pre-
sented in Section 3.2.1. The combination of both enables the handling of discontinued
trajectories.
The tracking workflow is shown in Figure 5.3. It is extended from the workflow
shown in Figure 3.1. In the first image of the input sequence, SIFT features are selected.
They are tracked in consecutive images using KLT. The SIFT descriptor is updated for
all tracked points. The KLT tracked features are validated and outliers are determined
(cf. Section 3.3). The inliers are used for the bundle adjustment leading to the estima-
tion of the current camera Ak as well as to an update of the reconstructed point cloud
{P j, j = 1, . . . ,J}. Outliers as well as lost tracks with an already reconstructed and sta-
ble 3D object point are stored for a later match with the possibly reappearing feature.
In the next frame, SIFT features are selected. They are compared to the stored discon-
tinued trajectories using the descriptors of their last occurrence. In case of a successful
match to a feature in image k− l, l > 1, a candidate for a non-consecutive correspondence
is obtained. Candidates for non-consecutive correspondences are validated using outlier
elimination and the epipolar geometry of the camera images Ak and Ak−l .
The non-consecutive correspondences avoid the construction of superfluous and there-
fore erroneous object points. This improves the result of the scene reconstruction. But,
because of the more constrained bundle adjustment, the resulting value for the reprojec-
tion error in equation (3.47) is likely to increase [53].
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Figure 5.3: Workflow overview: features are tracked in consecutive frames by feature
tracking while non-consecutive correspondences are established by feature
matching [25]. Features of the current frame k are matched to features of pre-
viously discontinued trajectories in the images k− l, l = 2, . . . ,LMAX. The bun-
dle adjustment is based on consecutive and non-consecutive correspondences.
For the new application as described in Section 5.4, occlusion information is
extracted from the non-consecutive correspondences and their trajectories.
5.1.1 Reliable and Accurate Frame to Frame Correspondences
The correspondences in consecutive frames are computed with the KLT tracker (cf. Sec-
tion 3.2.1). The starting points for the tracking are selected using the SIFT feature se-
lection scheme (cf. Section 3.1.2) because a reappearing feature after its occlusion may
be detected in an image with significantly different angle of perspective. To account for
the limited localization accuracy of the SIFT features, the improved feature localization
method DOG SIFT as presented in Section 4.2 is used. With the current image k, the
SIFT descriptor is updated for each of the KLT tracked features. For the validation of a
tracked feature, the outlier elimination as explained in Section 3.3 is used together with
an initial estimation of the fundamental matrix (cf. Section 3.3.1).
Like in the reference algorithm, the inliers provide the input data for the scene estima-
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tion using incremental bundle adjustment. Outliers with an already reconstructed, stable
3D object point are stored in a list, called discontinued trajectories. A 3D object point P j
is regarded as stable if its trajectory t j has a length larger than LMIN. Additionally, trajecto-
ries of stable 3D object points which are discarded by the KLT tracker because of a large
SSD (cf. equation (3.20)) are stored in the discontinued trajectories list. Entries in this list
are the candidates for establishing a non-consecutive correspondence in a later image. To
limit the required amount of storage for the list, its memory is limited to the discontinued
trajectories of the last LMAX images. For each new image k, the discontinued trajectories
with its last occurrence in the image k−LMAX are deleted from the list.
The following parameters are used:
LMAX = 50, LMIN = 4 . (5.3)
5.1.2 Reliable and Accurate Non-Consecutive
Correspondences
For the reliable correspondence analysis in non-consecutive frames, the SIFT descriptor
(Section 3.1.2) is used. Newly appearing features are at first compared to the list of
discontinued trajectories. Like in Section 5.1.1, features are selected using SIFT and
the improved feature localization method DOG SIFT. For the validation of a feature
correspondence, an outlier elimination technique is employed.
Correspondence Analysis in Non-Consecutive Frames
For each image k, the newly detected features are compared to the candidate list of dis-
continued trajectories using the SIFT correspondence analysis (cf. Section 3.2.2). The
possible location of the correspondence of an element t j of the candidate list in the cur-
rent image k is estimated using the reconstructed camera parameters of the previous image
k−1 and the coordinates of the estimated 3D object point Pˆ j.
The distance dGUIDED between the reprojected 3D object point of the discontinued tra-
jectory and the measured feature point p˜k, j in the current image is calculated (cf. equa-
tion (2.11)),
dGUIDED = d(Aˆk−1Pˆ j, p˜k, j) , (5.4)
using the Euclidean distance d(·). If dGUIDED is larger than dmaxGUIDED, the feature is discarded
from the current candidate set. This technique is called guided matching. It decreases the
number of possible candidate features for a correspondence.
Due to the uniqueness constraint in the SIFT correspondence analysis determined by
the parameter τSIFT (cf. Section 3.2.2), the guided matching greatly increases the possibility
of a successful match because the number of discontinued trajectories may be large. If a
correspondence is established, it is validated using an outlier elimination technique (cf.
Section 3.3).
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Figure 5.4: Schematic feature tracking situation [20]. The newly detected feature pˆ j,K
has no correspondence in the previous frame K−1, but a corresponding pre-
viously discontinued trajectory t j in image K− l.
Additionally to the parameters of the SIFT correspondence analysis, the following pa-
rameter for the guided matching is used:
dmaxGUIDED = 50px . (5.5)
The combination of frame to frame tracking and non-consecutive feature correspon-
dences leads to trajectories as shown in Figure 5.4. Trajectories now consist of chains of
feature points which are allowed to disappear and reappear arbitrarily.
Outlier Elimination
After the assignment of non-consecutive correspondences for each image k− l, l > 1 to
the current image k, outliers are eliminated using the RANSAC approach and the F-matrix
mapping model (cf. Section 3.3.1). The outlier elimination is applied to each image k− l.
To obtain a reliable initial estimation of the F-matrix, the trajectories of the consecutive
correspondence are traced to the image k− l. The features in this image and their corre-
spondences to image K are used together with the non-consecutive correspondences for
the estimation of the initial F-matrix as shown in Figure 5.5. A minimum number ηF,min
of correspondences, consecutive as well as non-consecutive, is required between image
k and k− l. Additionally, the camera matrix model (cf. Section 3.3.2) is used to detect
outliers in the set of non-consecutive correspondences if its remaining number is larger
than ηA,min.
The following parameters are used:
ηF,min = 14, ηA,min = 6 . (5.6)
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Figure 5.5: Outlier elimination for the non-consecutive correspondences between the im-
ages K− l−1 and K using the F-matrix mapping model. For the initially es-
timated F-matrix, the trajectories consisting of consecutive correspondences
are used additionally.
5.2 Extension of the Bundle Adjustment
By using the new information of connected object points and trajectories, the incremental
bundle adjustment (cf. Section 3.4) is extended. This only affects the bundle adjustment
in the 3D projection state as explained in Section 3.4.2, because 3D object point are re-
quired to establish the non-consecutive correspondences. While the initialization of the
incremental bundle adjustment is not changed, equations (3.60) and (3.61) are now mini-
mized using the connections between non-consecutive frames additionally. This leads to
an improved scene reconstruction. In addition, new scene knowledge is induced by tra-
jectories which discontinue because of occlusion. This new scene knowledge is derived
in the next section.
5.3 Object Appearance Learning from Occlusions
Often, non-consecutive correspondences provide information about the occlusion of back-
ground with foreground objects. A trajectory t j with a non-consecutive correspondence
from the current image k to a previous image k− l−1,
t j = (pvisiblej,k ,p
invisible
j,k−1, . . . ,p
invisible
j,k−l,p
visible
j,k−l−1, . . .) , (5.7)
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provides the visibility information of a part of a background object represented by the ob-
ject point P j. This object point P j is not seen by the camera for the frames k−1, . . . ,k− l.
Thus, if it is assured that the object point is not seen because of occlusion, the projections
of P j in the images k−1, . . . ,k− l provide image regions on a foreground object. These
regions are the cues for obtaining an automatic object segmentation. By collecting image
regions from the whole sequence, the appearance of the foreground objects is learned.
While the neighborhood of projections of an object point on visible image content
pvisiblej,k show nearly the same texture for each frame (these points result from tracking), the
projections on occluding objects provide new foreground color information for every new
frame. As the object appearance does not change throughout the sequence, the foreground
color values from each available image can be collected to initialize the representation of
the foreground with a Gaussian mixture model (GMM) [78].
5.3.1 Occlusion Information
A successfully established non-consecutive correspondence p j,k↔ p j,k−l−1 in the current
frame k is a part of a feature trajectory t j as denoted in equation (5.7). The object point
P j of t j is invisible in l frames k−1, . . . ,k− l. It is visible in the current image k and
in some previous images k− l−1,k− l−2, . . . . It may has been invisible several times
before. The coordinates of each of the invisible image locations pˆinvisiblej,k of t j are estimated
as follows (cf. equation (2.11)):
pˆinvisiblej,k = Aˆk Pˆ j . (5.8)
The positions pˆinvisiblej,k are used to extract occlusion information which provides the initial-
ization of the automatic foreground segmentation.
The foreground is defined as image regions which occlude the background scene tem-
porarily. The background scene is represented by reconstructed 3D object points. For
the occlusion property of a region surrounding a reprojected object point, a verification
procedure is required for the invisible part of the trajectory of a non-consecutive feature
correspondences, which is (cf. equation (5.7)) (pinvisiblej,k−1, . . . ,p
invisible
j,k−l). This step is important
because the correspondence may be established several frames after the 3D point reap-
pears. In this case, either the reappearing 3D point is not immediately recognized as a
feature by the detector, or the correspondence analysis in the previous frames failed due
to ambiguities in the image signal (e.g. repeated texture patterns, noise). Furthermore,
non-consecutive correspondences are established without occlusion. The main reason for
this is motion blur (examples are shown later in Figure 6.16 and 6.17). Thus, a verifica-
tion of the occlusion property is required.
5.3.2 Verification of Occlusion Property
If the object point P j is invisible in the current image k because of occlusion, its reprojec-
tion pˆinvisiblej,k belongs to the foreground region in k. However, experiments have shown, that
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Figure 5.6: Visualization of the occlusion information of the Playground sequence (im-
ages k = 12,34,45,77) from Figure 5.1: occluded (white) and not occluded
(black) object points interpreted as foreground and background regions [25]
non-consecutive correspondences are established without occluded scene content as well.
To verify the occlusion property, a similarity constraint between each invisible point of t j
and the reappearing point pvisiblej,k = AkP j is evaluated. If the similarity constraint is fulfilled,
the object point is deemed not occluded in the camera view. Otherwise, the reprojection
is an occluded image position. As similarity measure, the color histogram in a Nhist×Nhist
window around each reprojection of Ak−1P j,Ak−2P j, · · ·= pˆinvisiblej,k−1, pˆinvisiblej,k−2, . . . is computed.
For the measurement, the Bhattacharyya histogram distance metric is chosen. This metric
provides best results for comparing histograms [93] of image regions. The validation with
the Bhattacharyya distance also avoids that points which are located on foreground object
boundaries are assigned to the foreground. A point on the object boundary would lead to
a region which contains pixels from the foreground and the background. These regions
would spoil the color model and lead to suboptimal segmentation results. Consequently,
the size of the region Nhist for the histogram is based on the neighborhood size used for the
SIFT descriptor (cf. Section 3.1.2) and is chosen to Nhist = NSIFT = 16 px.
A visualization of the occlusion information is shown in Figure 5.6. The occluded
image locations are visualized as white discs, the visible locations of the feature points
are black. The diameter of a disc is set to Noccl, Noccl = NSIFT = 16 px. These images provide
a reasonable initialization of the segmentation procedure as explained in Section 5.4.1.
5.3.3 Color Representation
The state of the art model for the efficient description of an image region by its color
values is the Gaussian mixture model (GMM) model [75]. It has been successfully applied
to the application of image segmentation in [78]. The color information of the observed
image region is represented by a number NGMM of d dimensional Gaussian distributions.
As RGB color values are used for the representation, the dimension d is set to 3. Like
in [78], the number of models is chosen to NGMM = 5.
The occlusion information introduced in Section 5.3.1 is used to obtain a GMM for the
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Figure 5.7: Playground sequence from Figure 5.1, As shown in the top row, for inte-
grating virtual objects, it is essential to handle foreground occlusions in the
composition of virtual and real scenes. The desired result should look like
in the bottom row: the integrated virtual objects are occluded accurately and
reliably [25].
foreground object(s) from all frames of the sequence. The underlying assumption is that
the objects appearance does not change significantly throughout the input image sequence.
Then, each of the occluded image positions is used together with their neighborhood to
build the GMM of the foreground.
5.4 Application: Integration of Virtual Objects
between Scene Elements
An often used technique in movie production is the integration of virtual objects into a
video [47]. The perspectively correct integration requires the accurate estimation of the
camera parameters for each camera view. A point cloud representation of the observed
scene is helpful for the orientation, but not crucial. By using a 3D modeling tool, such
as 3D Studio Max® [4], Maya® [3], or Blender [37], synthetic 3D content is added to
the reconstructed scene. Then, the virtual scene is rendered and added to the natural
image sequence in a step called compositing. An example is shown in Figure 5.7. If
the integrated virtual scene elements should be occluded by foreground scene content,
a video segmentation is required, which separates the input video into foreground and
background (cf. Figure 5.8). This enables the occlusion of the integrated objects in a
second compositing step as shown in Figure 5.9. This results in the final video with
occluded virtual scene content as shown in Figure 5.7, bottom row.
The task of video segmentation is usually done manually [47] or in a semi-automatic
process which requires user interaction [10, 11, 78]. In our approach, the video segmen-
tation results are obtained automatically using the generated occlusion information.
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5.4.1 Interactive Video Segmentation
The segmentation of an image is a labeling problem which assigns a label to each pixel.
Pixel of the same label form a class in which the elements have coherent properties, e.g.
visual similarity. Common approaches for video segmentation separate the images of the
video into two temporarily consistent classes, which are interpreted as foreground and
background as shown in Figure 5.8. This technique is also called video matting [86].
The binary segmentation assigns to each pixel a label S ∈ L = {0,1}, where 0 is
interpreted as background and 1 is interpreted as foreground. The binary segmentation
can be extended to general alpha mattes, where a smooth transition between the labels
0 (background) and 1 (foreground) is created [45, 78, 86]. For these alpha mattes, the
binary segmentation is used as initialization.
Figure 5.8: Binary segmentation of the input image (left) into two classes: Foreground
and background, illustrated with the colors white and black, respectively.
State of the art methods for binary segmentation minimize an energy term E( f ) con-
sisting of regional and boundary costs [10, 81]. The idea is to determine the optimal
segmentation as the minimum of the discrete energy function E :L n→ R:
E(x) =
∑
i∈V
ϕi(xi)+
∑
(i, j)∈E
ϕi, j(xi,x j) , (5.9)
where V corresponds to the set of all image pixels and E is the set of all edges between
neighboring pixels. The label set L consists of a foreground and a background label.
The unary term ϕi is given as the negative log likelihood using a Gaussian mixture model
(GMM) model [78], defined by
ϕi(xi) =− logPr(Ii | xi = S) , (5.10)
where S is either foreground or background and Ii describes the feature vector of pixel i.
Each GMM, one for the foreground and one for the background, consists of a number
of NGMM components. Each component is three-dimensional to represent the RGB color
space. The pairwise term ϕi, j of equation (5.9) takes the form of a contrast sensitive Ising
model [52] and is defined as:
ϕi, j(xi,x j) = γ · [xi 6= x j] · exp(−β‖Ii− I j‖2) . (5.11)
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Here, [·] denotes the indicator function. The indicator function is 1 if its argument is
true and 0 otherwise. The parameter γ weights the impact of the pairwise term and β is
determined by the distribution of noise among all neighboring pixels. It has been shown
that the energy function (5.9) is submodular and can be represented as a graph [10]. Rep-
resented as a graph, the minimum cut minimizes the given energy function. With this
technique, it is ensured to reach the global minimum of the cost function [10, 11, 12]
which represents the optimal binary segmentation for two labels. Furthermore, the glob-
ally minimum cut can be computed on any graph. Thus, the approach is applicable for
data with higher dimensionality, e.g. a 3D graph. An example for a 3D graph is the three
dimensional volume of a video [10, 81].
Figure 5.9: Combination of input and augmented sequence (cf. Figure 5.7 using the seg-
mentation in Figure 5.8)
Due to the complexity of the automatic separation of foreground and background, prac-
tical approaches to binary segmentation [10, 78] allow for user interaction. Usually the
user guides the algorithm by marking the desired foreground and background regions with
a bounding box [78] or some strokes [10]. However, many user strokes are required to
obtain a result of good quality as illustrated in Figure 5.8 on the right.
We use the energy minimization approach as proposed in [10]. The GMM’s are com-
puted from the RGB color space as presented in [78] using NGMM mixture components. To
reduce the computational expense, the graph sparsification as proposed in [80] is used.
This technique contracts the nodes of the graph while preserving the global minimum of
the cost function (5.9). To reduce the computational expense for the 3D graph, the group-
ing of pixels to regions called superpixels is incorporated [81]. The generated superpixels
are designed for the image segmentation approach using graph cuts. The pixels which
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belong to one superpixel are assigned to the same label. This assumption decreases the
complexity of the graph significantly.
For the energy minimization, the following parameters are used [10, 78]:
NGMM = 5, γ = 60 . (5.12)
5.4.2 Automatic Video Segmentation
The workflow of the automatic video segmentation procedure is shown in Figure 5.10.
The extracted occlusion information as described in Section 5.3.1 and illustrated in Fig-
ure 5.6 provides the initialization for the graph cut based segmentation. The automatically
generated strokes exchange the manually drawn strokes given by the user [10].
From the regions determined with these foreground and background strokes the Gaus-
sian mixtures models are generated. Then, the graph representation is built by comput-
ing the regional and boundary costs from the images using equations (5.10) and (5.11),
respectively. Finally, the minimum cut is computed which determines the resulting seg-
mentation of the corresponding image(s).
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Figure 5.10: Foreground segmentation in detail (refer to Figure 5.3): The occlusion infor-
mation of the current frame k provides strokes associated to foreground or
background. Their Gaussian mixture model (GMM) is obtained by extract-
ing the corresponding color information of image k [26].
The proposed method for appearance learning from occlusions (ALO) (c.f. Section
5.3.3) can be used for the 2D grid segmentation for each image separately as well as
for the 3D grid segmentation. The 3D grid segmentation treats the image sequence as a
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single 3D volume and minimizes the energy function for the whole sequence. This leads
to an increased computational expense [10], but to more consistent result for the video
segmentation. To reduce the computational expense two approaches are incorporated [80,
81], which reduce the complexity of the graph and, therefore the computational time. Both
of them are applicable to any graph cuts based energy minimization algorithm. In contrast
to existing approaches, the information required for initializing the energy minimization
is derived automatically from the extracted occlusion information.
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6 Experimental Results
In this chapter, the presented approaches are evaluated with standard test sequences and
self created natural image data in the framework of structure and motion recovery as
described in Chapter 3.
The results are grouped in the following test scenarios:
1. Accuracy evaluation (Section 6.1): the proposed feature localization method
DOG SIFT is compared with the reference localization method of SIFT. For the eval-
uation, the reprojection error is used as error measure.
2. Feature trajectory retrieval evaluation (Section 6.2): the proposed feature trajectory
retrieval (FTR) is compared with the reference SAM recovery regarding the lengths of
the resulting trajectories and the accuracy of the reconstruction.
3. Occlusion information evaluation (Section 6.3): the reliability of the proposed gen-
eration of occlusion information is demonstrated based on the number of connected
tracks.
4. Application demonstration (Section 6.4): the application of integrating virtual objects
between scene elements is demonstrated using natural image sequences.
6.1 Accuracy Evaluation of Feature Localization
The new approach for the feature localization of SIFT features, called DOG SIFT, has
been presented and validated with synthetically constructed Gaussian blobs in Section 4.2
and 4.2.2. To evaluate the usability of the presented technique, DOG SIFT is compared
with the reference SIFT localization method using natural image sequences and the ap-
plication of structure and motion (SAM) recovery.
This section contains accuracy evaluations in terms of the (SAM) recovery setup. An
accuracy comparison of DOG SIFT and SIFT using the repeatability measure [70] on
benchmark data is shown in the Appendix Section 8. The repeatability measure incorpo-
rates the circular or elliptical shape of a scale invariant feature by computing the overlap
error [70] between corresponding features.
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6.1.1 Input Data and Experimental Setup
To ensure the compatibility of the results, official data of high spatial resolution is used 1.
Each of the image sequences contains a mostly static scene captured by a Canon D60
digital camera. The sequences consist of still images corrected for radial distortion with
ground truth data computed from laser scanning (LIDAR) [89]. Together with the images,
the intrinsic camera parameters are provided by the authors of [89]. Two examples are
demonstrated in this section. The Fountain sequence and the Herzjesu sequence. The
camera positions are located on a nearly circular path around the captured object. Exam-
ple images are shown in Figure 6.1(a) and in Figure 6.1(b).
(a) Fountain sequence (3072×2048, 9 frames)
(b) Herzjesu sequence (3072×2048, 13 frames)
(c) Elefant sequence (3456×2304, 36 frames)
Figure 6.1: Example frames of the publicly available input sequences Fountain (a), Herz-
jesu (b), and our sequence Elefant (c).
An additional sequence is captured by a Canon EOS 350d camera on a tripod. The
camera observes a scene on a turntable. The camera captures an image after each turn
of 5◦. For the evaluation, 36 images are used, resulting in a 180◦ turn. Like in the first
1http://cvlab.epfl.ch/~strecha/multiview/denseMVS.html
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two sequences, the intrinsic camera parameters are determined in a preprocessing step.
For the Elefant sequence, the intrinsic parameters are computed using the Tsai calibration
method with a calibration pattern [97]. The estimated radial distortion coefficients com-
pensate the radial distortion in the images. Example images of this sequence are shown
in Figure 6.1(c).
For each of the three sequences, the intrinsic camera parameters are fixed. A reasonable
threshold for the guided matching is chosen to obtain as much feature correspondences as
possible for the accuracy evaluation.
For the evaluation of the localization approaches, the structure and motion recovery
algorithm as explained in Section 3 is used. In this experiment, the SIFT framework for
extracting feature points and correspondences is selected. For the comparison of SIFT and
DOG SIFT, only the feature localization methods are exchanged. Both methods use the
same fullpixel feature locations selected in the scale space pyramid as input. The image
feature positions are then refined by the reference localization of SIFT and the proposed
localization method DOG SIFT, respectively. Although the detected fullpixel positions
are equal for both methods, some features which are rejected by the SIFT subpixel lo-
calization are considered valid by DOG SIFT and vice versa. This is mainly due to the
slight localization change resulting in different curvature and contrast values (cf. Sec-
tion 3.1.2). Some feature candidates are discarded by SIFT or DOG SIFT because the
iterative optimization of the localization does not converge.
The remaining structure and motion estimation pipeline in the experiment is identical
for both compared methods: correspondences are established by the SIFT descriptor and
guided matching with an appropriate search range. Due to the large baselines between
the images, the search range of the guided matching has to be set to a relatively large
value. The selected search regions are 500×500 pixels for Fountain, 800×800 pixels for
Herzjesu, and 200×200 pixels for Elefant.
For the scene reconstruction and camera motion estimation, the fundamental matrix
is computed using RANSAC with very many iterations NRSC = 106 and RRSC = 1.0 (cf.
equation (3.30)) to guarantee invariant results. Outliers are eliminated by thresholding
the epipolar distance εmax. If the distance ε (cf. equation (3.41)) of a corresponding fea-
ture to the epipolar line is above εmax, the correspondence is regarded as an outlier and
eliminated from the set of correspondences. Initial camera parameters are estimated after
a sufficiently large translation of the camera as explained in Section 3.4.1. As the neigh-
boring camera in these sequences show a large baseline, the initial camera parameters
are estimated immediately after the first three images are processed (cf. Section 3.4.2).
The final camera parameters and object points are obtained by minimizing the bundle
adjustment cost function as explained in Section 3.4. The value εRMSE resulting from equa-
tion (3.47) gives the reprojection error of a feature. The resulting reprojection error of
a reconstructed scene is dependent on the number of constraints used in the bundle ad-
justment. More constraints restrain the bundle adjustment, and the reprojection error
increases [53]. In this experiment, the number of constraints is mainly determined by the
number of reconstructed object points. Thus, the evaluation with the reprojection error
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Figure 6.2: Comparison of the results obtained if the feature selection criterion is changed
from maximum contrast to minimum residuum (Herzjesu sequence, 3000 fea-
ture points). The reprojection error is significantly lower for the feature selec-
tion using a minimum residuum.
has to be related to the resulting number of object points.
In this experiment, no covariance information is used in the bundle adjustment, because
the SIFT reference method only provides features of circular shape and no reasonable
accuracy measure for the detected features. Thus, the distance d(·) in equation (3.45) is
the Euclidean distance.
An important issue is the selection of a subset of all automatically detected features in
an image. In [5, 62], the contrast values |D(n˜)| are used to select the best BSIFT features (cf.Section 3.1.2). The authors assume that the quality of a feature increases with its contrast
value. Thus, features with largest contrast are selected. In Section 4.2.1, the residuum
value resulting from equation (4.23) is proposed as quality measure for a DOG SIFT
feature. The corresponding residuum value for a reference SIFT feature is derived from
equation (3.8). As shown in the example in Figure 6.2, this characteristic for feature se-
lection leads to smaller reprojection errors for SIFT as well as for DOG SIFT. More ex-
periments show that better results are obtained when using the residuum feature selection
criterion for both methods SIFT and DOG SIFT. An example in Figure 6.3 showcases
the resulting features for a small image part of Herzjesu. About 300 are detected (top row
of Figure 6.3). The selected 100 features are illustrated in the bottom row.
To achieve a fair comparison regarding the reprojection error, for both methods the
same number of features are selected in each image. For the evaluations in Figures 6.4-
6.6, the features are sorted by increasing residuum values for SIFT and DOG SIFT and
the first BSIFT features are chosen.
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(a) 292 points detected by SIFT (b) 299 points detected by DOG SIFT
(c) The best 100 points of SIFT (d) The best 100 points of DOG SIFT
Figure 6.3: Comparison of detector results using a part of an image of the Herzjesu se-
quence. The elliptic shape of the features detected by DOG SIFT show a
reasonable structure. Some features which are detected by SIFT are not de-
tected by DOG SIFT and vice versa as shown images (a) and (b). The best
100 points selected with the minimal residuum criterion can be located on
significantly different positions for the two approaches which is shown in the
images (c) and (d).
6.1.2 Results
The results for the accuracy evaluation using the structure and motion recovery setup are
demonstrated in Figure 6.4 - Figure 6.6. The diagrams on the left show the reprojection
error εRMSE, while the diagrams on the right show the number of reconstructed 3D object
points from the sequence. On the x-axis, the threshold for the maximal epipolar distance
εmax is varied. The maximal epipolar distance determines the threshold for the removal of
outliers from the structure and scene estimation. The larger the εmax, the more frame to
frame correspondences are used for the estimation. If εmax is low, only the more accurate
feature correspondences are used. It follows that the reprojection error usually increases
with increasing εmax. However, the number of reconstructed object points has to be taken
into account, because a lower reprojection error must not lead to a better reconstruction if
the number of reconstructed object points is smaller.
The resulting diagrams for the Fountain sequence (Figure 6.4, 2000 and 3000 detected
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(a) Fountain sequence, 2000 detected points per image
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(b) Fountain sequence, 3000 detected points per image
Figure 6.4: Accuracy evaluation of the Fountain sequence (cf. Figure 6.1(a)): for 2000
and 3000 points in each image, the proposed DOG SIFT is shown with the
blue line; the SIFT reference localization method is shown in black.
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(a) Herzjesu sequence, 2000 detected points per image
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(b) Herzjesu sequence, 3000 detected points per image
Figure 6.5: Accuracy evaluation of the Herzjesu sequence (cf. Figure 6.1(b)): the
DOG SIFT is shown with the blue line; the SIFT localization is shown in
black.
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(a) Elefant sequence, 3000 detected points per image
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(b) Elefant sequence, 4000 detected points per image
Figure 6.6: Accuracy evaluation of the Elefant sequence (cf. Figure 6.1(c)): the
DOG SIFT is shown in blue; the SIFT localization is shown in black.
feature points per image) show no improvement of DOG SIFT compared to SIFT re-
garding the reprojection error. But, many more 3D object points are generated while
reconstructing the scene. More object points usually lead to an increasing reprojection er-
ror. In this sequence, the reprojection errors of both methods are approximately the same,
but DOG SIFT results in more object points.
The resulting diagram for the Herzjesu sequence (Figure 6.5, 2000 and 3000 feature
points per image), and Elefant (Figure 6.6, 3000 and 4000 feature points per image) show
an improvement of DOG SIFT compared to SIFT regarding the reprojection error and
the number of reconstructed object points. The presented DOG SIFT feature localization
results in a lower reprojection error and in more reconstructed 3D object points. Thus, the
method clearly improves the reconstruction. In the Elefant sequence with 3000 detected
points, the reference SIFT method fails for a maximal epipolar distance εmax of 0.6 due
to too few accurate corresponding features in the images.
To summarize, the reprojection error εRMSE decreases for most of the sequences using
DOG SIFT instead of the reference SIFT feature localization. It improves by 14.5% in
maximum (Elefant sequence, 3000 detected points) while increasing the number of re-
constructed object points significantly by 49.2%. The maximum improvement for the
Herzjesu sequence is 11.9% while increasing the number of reconstructed object points
by 43.8%. The maximal improvements are obtained for reasonable values for the out-
lier elimination threshold between εmax = 0.8 px and εmax = 1.2 px. For the Fountain
sequence, the reprojection error does not improve, it slightly increases (cf. Figure 6.4).
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But, many more 3D object points (8.7% in maximum) are reconstructed for Fountain,
which leads to an increase of the reprojection error in general. Thus, we can suppose that
the scene reconstruction improves by using DOG SIFT due to the high number of object
points, but the reprojection error provides not necessarily any evidence.
By comparing Figure 6.5(a) with Figure 6.5(b) and Figure 6.6(a) with Figure 6.6(b), it
turns out that the advantage of DOG SIFT decreases when selecting more features from
the images. The reason is that there are many image features detected by the fullpixel
localization procedure which can not be described by neither a 3D quadratic nor a Dif-
ference of Gaussians shape in the gradient pyramid. As expected, for the less accurate
features a more sophisticated localization method is useless.
(a) Frame 1 (b) Frame 10 (c) Frame 22
(d) Frame 53 (e) Frame 96 (f) frame 145
Figure 6.7: Example images of the Occluded Cube turntable sequence with 191 frames
showing a full 360◦ turn. The occlusion of background starts at frame 10. The
first non-consecutive correspondences can be established in frame 22. From
this image on, temporarily occluded scene content reappears.
6.2 Evaluation of Feature Trajectory Retrieval (FTR)
This experiment evaluates the combined feature tracking and matching approach as de-
scribed in Section 5.1. The feature tracking connects image features in consecutive
frames and builds trajectories. The feature matching, called feature trajectory retrieval
(FTR) retrieves previously discontinued trajectories and builds connections between non-
consecutive frames during sequential structure and motion recovery. In case of a suc-
cessful feature match, the reappearing feature is assigned to the correct temporarily not
visible 3D object point. This new constraint is incorporated in the bundle adjustment to
improve the scene reconstruction. The remaining scene reconstruction pipeline is like in
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Table 6.1: In the Occluded Cube sequence, several Lego™ towers in the foreground oc-
clude the background. In the table, the textures of the visible cube planes are
shown in the first column. The frames, in which the foreground starts to oc-
clude the cube, are shown in the second column. The third column denotes
the frame intervals in which non-consecutive correspondences are expected
to be generated by the proposed FTR approach. Some images are shown in
Figure 6.7. The top plane of the cube (Clouds0000) induces non-consecutive
correspondences nearly throughout the sequence.
Occlusion Frames with
Texture starting frame non-consecutive correspondences
Paintings1 10 22 . . .49
PrisonWindow0010 45 53 . . .94
FenceSign0001 88 96 . . .143
Building0007 136 145 . . .191
Clouds0000 10 24 . . .185
the previous section. The sequences examined here are captured by video cameras and
consist of many more frames than the sequences in Section 6.1. Thus, to guarantee maxi-
mal stability and comparability of the results, a bundle adjustment is performed after each
frame.
To demonstrate the performance of the proposed FTR method and the new feature
localization method DOG SIFT, three different sequences are presented in this section.
• Occluded Cube: captured by a professional camera in the studio using a tripod and
a slowly turning turntable
• Playground: captured by a hand-held consumer camera on a playground
• Sprayed Wall: captured by a hand-held consumer camera on a street from a moving
car
Two sequences (Occluded Cube and Playground) are used to compare the SIFT feature
matching methods with the KLT feature tracking method. The feature matching meth-
ods were demonstrated in Section 6.1 for comparing the localization accuracy of feature
detectors. The KLT feature tracking together with initially detected SIFT features is pro-
posed in Section 5 for the retrieval of discontinued trajectories. KLT is expected to provide
longer trajectories.
The scenes in Occluded Cube and Sprayed Wall mainly consist of known geometry, a
cube (cf. Figure 6.7) and two planes (cf. Figure 6.8), respectively. This scene knowledge
is used to evaluate the accuracy of the reconstructed point cloud in Section 6.2.3. The
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comparison demonstrates the differences regarding the reprojection error and the point
cloud accuracy by incorporating the proposed feature trajectory retrieval (FTR).
Figure 6.8: Example images 1, 16, 32, and 56 of the Sprayed Wall sequence with 56
frames taken from a slow driving car. The scene shows the walkway and a
wall. Foreground occlusion is mainly induced by a tree.
6.2.1 Input Data and Experimental Setup
Example frames of the presented sequences are shown in Figure 6.7 (Occluded Cube),
Figure 6.8 (Sprayed Wall), and Figure 5.1 (Playground). For each of the sequences, radial
distortion is removed in a preprocessing step.
• The Occluded Cube turntable sequence is captured by a Cannon XL-H1 video
camera on a tripod under controlled lighting conditions. The video resolution is
1920× 1080 pixel in progressive recording mode. The sequence is captured with
constant focal length. The intrinsic camera parameters are computed using a cali-
bration pattern and the Tsai calibration method [97]. The image sequence contains
191 images. Example frames are shown in Figure 6.7. The scene consists of a tex-
tured cube which is temporarily occluded by towers of Lego™ bricks passing by in
the foreground. The textures are taken from the VisTex [54] library and are listed
in Table 6.1.
• The Playground sequence is captured outdoors on a playground. As shown in the
example frames in Figure 5.1, the hand-held camera is moving from the right to the
left. The background scene shows the static playground. The foreground consists
of a swinging child and the swing rack. Both foreground elements temporarily oc-
clude the background. Due to the varying motion while walking with the hand-held
camera, many frames contain motion blur. The sequence is recorded with constant
focal length. As the focal length was unknown for this sequence, it is estimated
during sequential structure and motion recovery [90]. The scene is captured by a
photo camera (Panasonic Lumix DMC TZ-81) using its video mode in a resolution
of 1280×720 pixel.
• The Sprayed Wall sequence is again captured by the Panasonic Lumix DMC TZ-
81 with the resolution of 1280×720 pixel and constant focal length. The scene is
recorded from a slowly driving car. The camera is oriented to the left and observes
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Table 6.2: Overview of evaluated methods. The methods SIFT and DOG SIFT use
feature matching for frame to frame correspondences (like in the previous
results Section 6.1). The others employ KLT tracking for frame to frame
correspondences.
Method Description
Harris KLT Harris features with KLT tracking (cf. Section 3.1.1 and 3.2.1)
SIFT SIFT features (cf. Section 3.1.2), frame to frame
DOG SIFT DOG SIFT features (cf. Section 4.2.1), frame to frame
SIFT KLT FTR SIFT with KLT tracking and FTR (cf. Section 5.1)
DOG SIFT KLT FTR DOG SIFT with KLT tracking and FTR
the walkway together with a wall in the background. A tree and a bike in the
foreground temporarily occlude the background scene. Example frames are shown
in Figure 6.8.
The foreground objects are expected to cause broken trajectories leading to redundant
and possibly erroneous 3D object points using the reference structure and motion recov-
ery method. The FTR method presented in Section 5.1 should retrieve many of these
discontinued trajectories.
This experiment is split into two parts which are presented in Section 6.2.2 and in
Section 6.2.3. The first part focuses on the impact of the compared methods on the re-
projection error εRMSE and the mean trajectory length |t¯| of the feature tracks. The mean
trajectory length is determined by the ratio of the sum of trajectory lengths |t j| and the
number of reconstructed object points J:
|t¯|= 1
J
J∑
j=1,P j∈J
|t j| . (6.1)
The set J contains trajectories with a reconstructed object point P j. Additionally, the
number of trajectories T with at least one established non-consecutive correspondence is
counted. The results of the first part are presented in Section 6.2.2
The second part of the experiment in Section 6.2.3 examines the accuracy of the recon-
structed point cloud. The objective is to demonstrate that the reprojection error εRMSE not
necessarily provides a suitable quality measure for comparing the presented approaches.
This comes from the differently constrained bundle adjustment leading to (1) more object
points if the features are more accurate on the one hand and (2) less object points if the
FTR method performs well on the other hand. It is probable that the merging of feature
tracks leads to an increase of the reprojection error.
79
Table 6.3: Results of the Occluded Cube sequence with 191 frames regarding trajectory
lengths and reprojection errors εRMSE. The number of selected points per image
is 1000; the maximal epipolar distance εmax is set to 0.8 px. The table shows
the number of reconstructed 3D objects points J, the number of trajectories
T with at least one non-consecutive correspondence, and the resulting mean
trajectory length |t¯|.
Feature localization SIFT DOG SIFT Harris SIFT DOG SIFT
Correspondences
Feature matching Feature tracking
SIFT SIFT KLT KLT FTR KLT FTR
T 0 0 0 289 312
J 14484 15354 16879 13748 13587
|t¯| 6.63 6.29 8.08 11.44 11.58
εRMSE 0.316 0.326 0.295 0.319 0.317
The maximal epipolar distance εmax is set to the reasonable value of 0.8 px. For the
methods SIFT and DOG SIFT, BSIFT features are detected in each image. For the methods
including tracking Harris KLT, SIFT KLT FTR, and DOG SIFT KLT FTR, BKLT = BSIFT
features are detected in the first image. If feature tracks get lost in the following frames,
the amount of features is filled up again to BKLT = BSIFT with newly detected features.
For the methods SIFT KLT FTR, and DOG SIFT KLT FTR, only newly appearing and
reappearing feature points are localized using SIFT and DOG SIFT, respectively. Most
of the features are localized with the KLT tracker. Thus, the impact of the differing
localization methods on the reconstruction accuracy is expected to be small.
The number of selected points per image is 1000 for Occluded Cube and 6000 for
Playground. For the Sprayed Wall sequence, a varying number of points between 1000
and 7000 per image is chosen. This enables a more detailed evaluation depending on the
number of tracked features. We select more features for Playground to obtain many dis-
continued trajectories which provide occlusion information as required for the application
of automatic video segmentation which is demonstrated in Section 6.4.
6.2.2 Results: Trajectory Length and Reprojection Error
The evaluation results regarding the mean trajectory length is shown in Table 6.3 for Oc-
cluded Cube and in Table 6.4 for the Playground sequence. The presented methods for
tracking and matching and their abbreviations are overviewed in Table 6.2. In this ex-
periment, feature matching as used in Section 6.1 is compared to feature tracking using
the structure and motion recovery reference (Harris and KLT, cf. Section 3) and the pre-
sented FTR method (cf. Section 5). The number of non-consecutive correspondences are
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Table 6.4: Results of the Playground sequence with 99 frames regarding the mean trajec-
tory length |t¯|. The number of selected points per image is 6000; the maximal
epipolar distance εmax is set to 0.8 px. The table shows the number of ob-
jects points J, the number of trajectories T with at least one non-consecutive
correspondence.
Feature localization SIFT DOG SIFT Harris SIFT DOG SIFT
Correspondences
Feature matching Feature tracking
SIFT SIFT KLT KLT FTR KLT FTR
T 0 0 0 1635 1718
J 36638 37616 30600 25338 24165
|t¯| 9.58 8.73 15.47 19.39 20.35
εRMSE 0.222 0.220 0.250 0.226 0.215
shown in detail in Figure 6.9. The corresponding reprojection error εRMSE after the bundle
adjustment in each sequentially processed frame is shown in Figure 6.10.
• Occluded Cube (Table 6.3): compared to the methods using consecutive correspon-
dences only, the number of reconstructed object points is reduced by the FTR meth-
ods. Consequently, the mean trajectory length |t¯| increases. This is for two reasons:
(1) the KLT tracking in consecutive frames provides longer trajectories as veri-
fied with the Harris KLT method; (2) the FTR method leads to non-consecutive
correspondences merging about 300 3D object points for SIFT and DOG SIFT, re-
spectively. The reprojection error εRMSE is nearly the same for all methods except for
Harris KLT which has lower εRMSE.
A comparison regarding the number of non-consecutive correspondences is pre-
sented in Figure 6.9(a). As listed in Table 6.1, non-consecutive correspondences
caused by foreground occlusion are expected from frame 22 until the end of the
sequence. This is denoted with the interval t1 and verified by the data shown in
the diagram. The non-consecutive correspondences result in reasonable connec-
tions between trajectories before and after the occlusion of the cube. The varying
amount of correspondences in the sequence is caused by the differently textured
cube planes. Although the interpretability of the resulting reprojection error is lim-
ited for the methods presented here, it is shown in detail in Figure 6.10(a). While
DOG SIFT improves slightly compared to SIFT, the difference diminishes when
using the combination with KLT tracking. This is because too few features are lo-
calized by the detector. Most of the point positions result from tracking with KLT.
Due to the many more 3D object points generated by the Harris KLT method, it
results in a lower reprojection error. In this case, the bundle adjustment is less con-
strained because of redundant object points. Nevertheless, the trajectory length is
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Figure 6.9: Validated non-consecutive correspondences for Occluded Cube (191 frames,
1000 features per image) and Playground (99 frames, 6000 features per im-
age). The presented methods are subsumed in Table 6.2. The intervals t1,s1,
and s2 denote the frames where background reappears after being temporarily
occluded.
higher than for feature matching using SIFT and DOG SIFT. Thus, Harris KLT
should lead to a better reconstruction. An accuracy comparison between Harris
KLT and DOG SIFT KLT FTR can not be derived from reprojection error and tra-
jectory length. Harris KLT has lower reprojection error but the combined tracking
and matching DOG SIFT KLT FTR results in longer trajectories.
• Playground (Table 6.4): in the Playground sequence, more feature points are se-
lected in the images. Thus, the results in Table 6.4 show more object points J and
more merged trajectories T . The trajectory lengths are larger in general because of
the more translational camera movement compared to the turntable sequence Oc-
cluded Cube. As before, a large gain in trajectory length |t¯| is achieved for the
combined KLT tracking and FTR matching methods. Like in Occluded Cube, the
resulting reprojection error εRMSE is similar for all presented methods. Although
slightly higher, Harris KLT provides a comparable reprojection error. The best re-
sults regarding the trajectory length are again achieved for the combined tracking
and matching method DOG SIFT KLT FTR.
The Figure 6.9(b) shows the number of established non-consecutive correspon-
dences per frame. Like in the Occluded Cube sequence, most of the non-
consecutive correspondences are established in the frame intervals s1 and s2, where
they are expected. Inside these intervals the swinging child and the swing rack tem-
porarily occlude the background. Only some non-consecutive correspondences are
established outside s1 and s2, which is mainly due to discontinued KLT tracks be-
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Figure 6.10: Comparison of the reprojection errors for each frame in sequential scene
reconstruction. The presented methods are subsumed in Table 6.2.
cause of motion blur (cf. Section 6.3). The diagram in Figure 6.10(b) reveals only
slight differences between SIFT KLT FTR and DOG SIFT KLT FTR.
Overall, the trajectory length is significantly increased by the combined feature track-
ing and matching method using KLT and FTR while preserving a small reprojection error.
The reprojection error of Harris KLT is smaller for Occluded Cube, but larger for Play-
ground. Due to the smaller number of feature positions computed by the feature local-
ization methods DOG SIFT and SIFT, the difference of exchanging these methods in the
combined tracking and matching approach is relatively small. It cannot be observed that
the feature trajectory length increases significantly with using the proposed DOG SIFT
approach instead to SIFT feature localization. The best results regarding the trajectory
length are achieved for the combined tracking and matching method DOG SIFT KLT
FTR.
6.2.3 Results: Accuracy of the Reconstructed Point Cloud
The sequences Occluded Cube and Sprayed Wall are evaluated using the reconstructed
point cloud resulting from the structure and motion estimation. The localization accuracy
of the point cloud is measured using a 3D CAD object which represents the observed
scene. For the Occluded Cube sequence the CAD object is a cube. For Sprayed Wall,
the scene consists of two planes assembled to an edge. Both models and the correspond-
ing correctly aligned reconstructed 3D point cloud are shown in Figure 6.11 and in Fig-
ure 6.12. The point cloud is aligned to the CAD model using an ICP (iterative closest
point) based algorithm which is robust to outliers [17, 99]. Outliers are 3D object points
which have a large distance to the CAD model, e.g. 3D object points which belong to the
foreground. These points are removed from the point set. Thus, for the evaluation only
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object points which are located nearby the surface of the CAD model are considered.
The localization accuracy of the point cloud is determined by the distances between the
remaining 3D object points and the CAD model. The workflow in this experiment is as
follows:
(a) Front view (b) Top view
Figure 6.11: The CAD model used for the point cloud evaluation of the Occluded Cube
sequence. The yellow points show the point cloud alligned by an ICP- based
algorithm.
The point cloud resulting from the structure and motion estimation is aligned to the
3D CAD model using an algorithm which is based on the ICP approach [17, 99]. It
determines the relative position and orientation of the CAD model to the point cloud by
minimizing a robust and scale invariant cost function Dr(p>,s) (similar to equation (8) of
[99]),
Dr(p>,s) =
J∑
j=1
(1− exp(−d j(p
>,s)2
κs3
)) , (6.2)
with seven parameters (p>,s), p ∈ R6, s ∈ R. The vector p contains the 6 parameters for
the translational and rotational mapping between the initial camera coordinate system and
the object coordinate system of the CAD model (cf. equation (2.7)). The value s deter-
mines the scale factor between the reconstructed point cloud and the CAD model while
κ determines the weighting of the costs of the change in scale. The values for d j(p>,s)
are Euclidean distances between each point P j of the point cloud and the CAD model
using the current parameter setting for (p>,s). The distances are calculated according to
the presented method in [99]. The global optimization of the cost function is initialized
with reasonable values for the search space boundaries and κ to achieve optimal conver-
gence. After the minimization, the resulting parameters (p>,s) determine the alignment
between the camera coordinate system and the object coordinate system. Then, points
are removed from the point cloud by thresholding the Euclidean distance to the object.
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(a) Camera view (b) Side view
Figure 6.12: The CAD model used for the point cloud evaluation of the sequence Sprayed
Wall consists of two planes. After the alignment, the point cloud error εOBJ is
measured by the sum of squared distances between the points and the CAD
model.
The remaining number of object points is JOBJ. The threshold is chosen to a value which
removes the object points located on the foreground objects. In a second optimization
step, the ICP algorithm recomputes the exact alignment of the coordinate systems using
the squared Euclidean distance d2(OBJ,P j) between the CAD Object and the point P j as
error measure instead of the robust distance in the cost function (6.2). For the second op-
timization, the scale factor is set to 1. Examples for the point cloud alignment are shown
in Figure 6.11 and in Figure 6.12. The resulting sum of squared distances is then used for
the accuracy evaluation of the point cloud. The normalization with the number of object
points JOBJ gives the root mean squared error for each object point:
εOBJ =
√∑JOBJ
j=1 d
2(OBJ,P j)
JOBJ
. (6.3)
For the cube model, the scale factor is determined by the ICP algorithm in the first ro-
bust optimization step. For the edge model, a large interval of scale factors are appropriate
(cf. Figure 6.12). Hence, it is set manually to a reasonable value.
As the absolute sizes in the scene of the observed models are known, the error can be
measured with absolute distances in mm. The ratio of a known length sSCENE in the scene
and the corresponding length in the object sOBJ determines the scale factor sSCENEsOBJ for the
computation of the resulting absolute error. The resulting distance εOBJ[mm],
εOBJ[mm] =
sSCENE
sOBJ
· εOBJ , (6.4)
shows the mean distance of each of the JOBJ 3D object points to the surface of the observed
scene and is used for the evaluation. The length of an edge of the real cube in the Occluded
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Table 6.5: Results of the point cloud evaluation for Occluded Cube with 1000 tracked
feature points and 191 frames for the full turn and 95 frames for the half turn.
Full turn JOBJ T εOBJ εOBJ[mm]
SIFT KLT 9857 0 1.04 1.57
SIFT KLT FTR 9689 289 1.00 1.50
DOG SIFT KLT 10587 0 0.96 1.44
DOG SIFT KLT FTR 10477 312 0.95 1.43
Half turn JOBJ T εOBJ εOBJ[mm]
SIFT KLT 5179 0 0.87 1.31
SIFT KLT FTR 5198 142 0.79 1.19
DOG SIFT KLT 5275 0 0.75 1.13
DOG SIFT KLT FTR 5247 161 0.73 1.10
Cube sequence is 150 mm. The height of the wall in the Sprayed Wall sequence is 2740
mm.
• Occluded Cube (Table 6.5): the results for Occluded Cube are shown for two cases:
(1) for the complete 360◦ turn and (2) for a 180◦ turn. The distance between camera
and cube is about 400 mm. All object points on the foreground objects are discarded
using the threshold of 15 mm for the Euclidean distance between point and cube.
The corresponding distance threshold in the CAD object coordinate system is 10.
By comparing SIFT KLT and the developed DOG SIFT KLT FTR, the localization
of the point cloud improved by 9.9 % for the full 360◦ turn and by 16.1 % for the
180◦ turn.
The localization of the 10000 points in the full turn is improved by 0.14 mm per
point, the localization of the 5000 points in the half turn is improved by 0.21 mm
per point.
• Sprayed Wall (Table 6.6 and Figure 6.13): for the Sprayed Wall sequence, the dis-
tance between camera and the wall is about 6200 mm. Object points on the fore-
ground objects are removed using the threshold of 700 mm for the Euclidean dis-
tance between each point and the wall. The corresponding distance threshold in the
CAD object coordinate system is about 80. As for this model many scale factors
are appropriate for the point cloud alignment, the point cloud scaling value sOBJ is
slightly different for each reconstruction. Hence, the value is adapted manually for
each reconstruction using known scene lengths.
In this evaluation, different numbers of tracked features are considered. In Ta-
ble 6.6, the resulting trajectory mean lengths |t¯| and the distance measure εOBJ[mm]
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Table 6.6: Results of the point cloud evaluation for Sprayed Wall with different numbers
of tracked feature points. Due to the simple CAD edge model, the scale factor
between εOBJ and εOBJ[mm] is slightly different for each evaluation.
1000 tracked features JOBJ T |t¯| εOBJ εOBJ [mm] εRMSE [px]
SIFT KLT 1765 0 7.03 5.59 66.37 0.2012
SIFT KLT FTR 985 38 8.08 6.19 68.40 0.1999
DOG SIFT KLT 2375 0 6.93 4.04 47.77 0.2093
DOG SIFT KLT FTR 2239 119 8.30 4.12 48.84 0.2137
3000 tracked features JOBJ T |t¯| εOBJ εOBJ [mm] εRMSE [px]
SIFT KLT 6096 0 7.10 4.76 58.68 0.2118
SIFT KLT FTR 5770 243 8.43 4.74 58.42 0.2160
DOG SIFT KLT 6916 0 6.92 4.42 54.42 0.2125
DOG SIFT KLT FTR 6587 343 8.39 4.36 53.50 0.2169
5000 tracked features JOBJ T |t¯| εOBJ εOBJ [mm] εRMSE [px]
SIFT KLT 10693 0 7.02 4.60 55.95 0.2128
SIFT KLT FTR 10386 467 8.27 4.59 55.82 0.2182
DOG SIFT KLT 11506 0 6.91 4.54 55.22 0.2127
DOG SIFT KLT FTR 11065 569 8.11 4.55 55.34 0.2182
7000 tracked features JOBJ T |t¯| εOBJ εOBJ [mm] εRMSE [px]
SIFT KLT 15163 0 6.93 4.75 53.95 0.2138
SIFT KLT FTR 14690 626 8.06 4.83 54.74 0.2182
DOG SIFT KLT 15848 0 6.85 4.77 54.93 0.2134
DOG SIFT KLT FTR 15170 742 8.04 4.77 54.83 0.2188
are demonstrated. Additionally, the resulting reprojection error εRMSE is shown. As
expected, the mean trajectory length for the FTR method is generally larger. The
number of reconstructed object points is smaller for FTR. If FTR is used, the feature
localization method DOG SIFT leads to more trajectories with non-consecutive
correspondences compared to the SIFT localization method.
The accuracy of the reconstructed point cloud for the proposed localization method
DOG SIFT performs superior to the other methods regarding 1000 and 3000
tracked features. For a higher amount of tracked features the benefit decreases. For
5000 and 7000 tracked features the results for εOBJ[mm] are approximately the same.
Note, that the proposed method DOG SIFT generally leads to a higher amount of
object points.
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In Figure 6.13, the reprojection errors and the distances to the CAD model are visu-
alized. Although the same feature detectors are used, the reprojection error is larger
for the FTR methods than for the methods without using FTR (cf. Figure 6.13(a)).
The reprojection errors of the proposed combination of DOG SIFT and FTR are
even the largest. On the contrary, the distance εOBJ[mm] to the point cloud is small.
This shows, that the reprojection error does not provide a fair distance measure for
the comparison of differently constrained bundle adjustments. Like in Section 6.1,
the optimal number of tracked features is 3000, which is a reasonable value for the
approach of structure and motion recovery.
The improvement in εOBJ[mm] is about 28 % for 1000 tracked feature points, which
corresponds to the mean error of 48 mm instead of 66 mm for each of the recon-
structed object points. In this case, the reference SIFT procedure for the feature
localization provides a small amount of object points. These points appear to be
insufficient for a suitable representation of the scene which leads to an unstable re-
construction result. Although the reprojection error εRMSE is low for 1000 tracked
features, the localization error of the point cloud εOBJ[mm] is high.
The improvement of DOG SIFT KLT FTR for 3000 tracked feature points is 9 %,
which corresponds to 5 mm improvement per point. For a high amount of features,
the impact of DOG SIFT KLT FTR on the reconstruction accuracy vanishes.
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Figure 6.13: The resulting reprojection error εRMSE and the localization error of the recon-
structed point cloud εOBJ[mm] for the Sprayed Wall sequence.
The Figure 6.14 shows image examples for background texture before the occlu-
sion with the tree (Figure 6.14(a)) and after its reappearance (Figures 6.14(b) -
Figures 6.14(d)). In this example, the number of features per frame is 5000. By
manually counting the feature points detected on the reappearing texture, the max-
imally possible amount of retrieved trajectories can be estimated. For frame 15,
35 features reappear after being occluded by the tree. For frame 16, 43 features
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reappear. The number of image frames, in which background reappears after being
occluded by the tree is 23. The number of features which reappear is approximately
the same for each of the 23 frames. It follows, that in total about 900 discontinued
trajectories are induced by the tree. As the number of extracted trajectories with a
non-consecutive correspondence is T = 569 (cf. Table 6.6, 5000 tracked features),
the success rate of the retrieval is about 60 %.
It should be noted, that new features are detected in any region of the image.
Only features nearby the tree can leads to a successful non-consecutive correspon-
dence. Additionally, the frames where background textures reappear are limited (23
frames) due to the camera motion. The 3D object points are generated in the entire
sequence (56 frames). Thus, the number of retrieved correspondences is relatively
small compared to the number of reconstructed object points.
(a) Frame 5 (b) Frame 14 (c) Frame 15 (d) Frame 16
Figure 6.14: Part of the Sprayed Wall sequence with feature points and correspondences to
the previous frame. Frame 5 shows the background texture while the frames
14, 15, and 16 show its reappearance.
For all the sequences included in this chapter, the proposed FTR significantly increases
the trajectory length. In combination with the proposed feature localization method
DOG SIFT, the resulting point cloud has the smallest errors. It is demonstrated that
the reprojection error is not suited for a fair comparison between reconstructions resulting
from differently constrained bundle adjustments.
6.3 Evaluation of Occlusion Information
In this section, the effectiveness of the presented method for the generation of occlu-
sion information as shown in Chapter 5 is demonstrated using natural image sequences.
The results of this experiment are image regions derived from trajectories with non-
consecutive correspondences for each image of the input sequence. A visualization of
these regions is shown in Figure 5.6. The regions are classified as foreground or back-
ground using the validation with a neighborhood histogram comparison as explained in
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Section 5.3.1. The data extracted from these trajectories is called occlusion information
(cf. Section 5.3.1).
In this experiment, the number of connected trajectories is compared with the number
of extracted foreground regions.
6.3.1 Input Data and Experimental Setup
During sequential structure and motion recovery, newly appearing features are recon-
nected to previously discontinued feature trajectories as explained in Section 5.1. The
new feature in the current image is assigned to the corresponding feature trajectory and
its 3D object point. The new constraint is used in the bundle adjustment. The repro-
jections of each 3D object point into previous camera images provide image positions
with possibly occluded scene content. After the validation procedure as explained in Sec-
tion 5.3.1 the occluded image positions are extracted. These regions are deemed to belong
to the foreground.
In this experiment, the number of connected trajectories and the number of occluded
image positions are compared for four natural image sequences. The examples presented
here are the Playground sequence, the Column sequence, the Person sequence, and the
Hand sequence. The Playground sequence and the Column sequence are captured with a
consumer photo camera using its video mode of 1280×720 pixels. The Person sequence
and the Hand sequence are taken from a test sequence data base for video segmenta-
tion [79]. Their resolution is 720× 480 pixel. Each of the sequences contains a static
background scene and a moving foreground object which temporarily occludes the back-
ground. The Playground sequence additionally shows some static untextured foreground
scene parts which temporarily occlude the background scene and the moving object. As
the intrinsic camera parameters were unknown for these sequences, they are estimated
during sequential structure and motion recovery [90].
• The Playground sequence (Figure 5.1) is already known from Chapters 5 and Sec-
tion 6.2. The camera moves from the right to the left. The background is temporar-
ily occluded by the swinging child and the swing rack.
• The Column sequence (Figure 6.19, top row) shows one large foreground object, a
column, which passes the field of view twice. The camera moves from the right to
the left and then back to the right.
• The Person sequence (Figure 6.20), top row) shows a person walking from right to
left while the camera is slowly panning to the left.
• In the Hand sequence (Figure 6.21, top row), the camera movement is low and pans
back and forth. In this sequence, the foreground object, a hand, is located in the
center for all images, in particular from the first frame on.
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6.3.2 Results
In the evaluation, the number of extracted foreground positions per frame is compared
with the number of connected trajectories per frame. The resulting diagrams for Play-
ground and Column are shown in Figure 6.15. The results for Person and Hand are shown
in Figure 6.18.
• For Playground, the number of extracted foreground regions and the number of con-
nected trajectories are shown for each frame in Figure 6.15(a). The frame interval
in which the child and the swing rack occlude the scene for the first time is denoted
with s1. The second occlusion interval is denoted with s2. Within these intervals,
many trajectories are connected (blue line). The numbers of extracted occluded im-
age positions are plotted with the black line. Note, that one connected trajectory
may provide numerous useful occluded image positions in the previous frames.
On the other hand, no foreground region is induced if the trajectories discontinue
without occluding scene content, e.g. for the frames 48-57 and 83-98. Most of the
foreground regions are extracted inside the intervals s1 and s2.
The peaks for connected trajectories for frame 20 and frame 40 are due to strong
motion blur in the previous frames. This is illustrated for the example of frame
40 in Figure 6.16. Many trajectories discontinue after frame 38 due to motion
blur in frame 39. This leads to many continuations of trajectories in the frame 40
and possibly in the following frames. As shown in Figure 6.15(a), the number of
extracted occlusions in the frames before these peaks show no significant change,
because many of the trajectories do not contain non-consecutive correspondences
induced by occlusion.
• In the Column sequence (Figure 6.15(b)), trajectories with non-consecutive corre-
spondences due to occlusion are expected in the interval s1 (between the frames
35 and 79) and in interval s2 (between the frames 168 and 215). Because of the
large foreground object, connected trajectories induced by occlusion lead to many
foreground regions in the frames before. The column is visible for the frames 15 -
78 and after frame 167 until the end of the sequence. As shown in Figure 6.15(b),
foreground regions are extracted in these frames only. To the end of the sequence
the number of foreground regions decrease because the background features do not
reappear.
Non-consecutive correspondences are extracted in the other frames as well. This is
due to motion blur as illustrated for an example in Figure 6.17. The frames 168 and
169 show significant motion blur, which leads to a peak in the diagram of connected
trajectories after these frames.
• The results of the Person sequence (Figure 6.18(a)) show a monotonically increas-
ing number of extracted foreground regions until frame 45 while the person comes
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Figure 6.15: Results for the sequences taken with a hand-held camera: the number of
connected trajectories in each frame (dotted blue line) and the number of oc-
clusions used for the segmentation for each frame (black line). The intervals
s1,s2 depict the parts where background reappears after being occluded. If
a connected trajectory results from occlusion, numerous reprojections of the
corresponding 3D object point are usable for the segmentation.
nearer to the camera. After the person has left the field of view in frame 60, no
more foreground regions are extracted.
In this sequence, motion blur is avoided by using a slowly moving camera with
small translational movement. Not regarding the connected trajectories induced by
motion blur, the results of Playground and Column are similar to the results of this
sequence.
• In the Hand sequence (Figure 6.18(b)), the translational camera movement is small
and pans back and forth. In contrast to the examples presented before, a large
proportion of the connected trajectories is induced by object points which leave and
re-enter the field of view several times. Additionally, the translational movement of
the camera is small and the foreground object is already present in the first frame of
the sequence. Thus, the number of extracted foreground regions is small.
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(a) Frame 38 (b) Frame 39 (c) Frame 40 (d) Frame 41
Figure 6.16: Background part of the Playground sequence. The frame 39 shows signif-
icant motion blur due to the shaky hand-held camera. The blur leads to an
increase in the number of discontinued feature trajectories after frame 39 (cf.
Figure 6.15(a)). The figure shows parts of the images 38,39,40,41.
(a) Frame 167 (b) Frame 168 (c) Frame 169 (d) Frame 170
Figure 6.17: Part of the Column sequence. The frames 168 and 169 shows significant
motion blur due to the shaky hand-held camera. The blur leads to an increase
in the number of discontinued feature trajectories after these frames as shown
in Figure 6.15(b)). The figure shows parts of the images 167,168,169,170.
The number of extracted foreground regions varies from sequence to sequence. It de-
pends on the background texture, the camera movement, and the object motion. In the
Playground sequence, up to 250 foreground positions are extracted in a frame. Due to the
large foreground object, the Column sequence provides up to 350 extracted foreground
positions. In these two sequences, many trajectories are connected due to motion blur,
which supports the scene reconstruction. But, these trajectories do not result in fore-
ground regions.
In the sequences from the data set [79], no motion blur is present. In the Person se-
quence, up to 137 foreground positions are extracted for a frame. In case of very limited
camera and object movement throughout the sequence like in the Hand sequence the num-
ber of connected trajectories is smaller. Many of the trajectories are connected because
their object points leave and re-enter the field of view. Thus, only a few foreground po-
sitions (between 0 and 12) are extracted. Although the scene reconstruction improves
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Figure 6.18: Selected sequences from the data set [79]: the number of connected trajec-
tories in each frame (dotted blue line) and the number of extracted occlu-
sions (black line). If a connected trajectory results from occlusion, numer-
ous reprojections of the corresponding 3D object point are usable for the
segmentation.
by connecting the discontinued trajectories, the Hand sequence does not provide optimal
conditions for the automatic segmentation approach as presented in this work.
The automatic video segmentation and the following visual effect creation using these
four sequences is presented in the next section.
6.4 Demonstration: Integration of Virtual Objects
between Scene Elements
An important visual effect (VFX) used in movie production is the integration of virtual
objects into natural image sequences. With this technique, it is possible to add synthetic
objects to a previously captured scene by the movie editor. To guarantee the perspectively
correct relative positions of the integrated objects in each camera view, accurate camera
parameters for the input image sequence are required. The technique of structure and mo-
tion recovery as presented here provides an automatic solution for this. Another important
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tool for VXF creation is video segmentation, often called matte creation [47], which sep-
arates the foreground from the background. The segmentation is used to apply different
image processing tools to the layers of the image sequence. One example is the occlusion
of the integrated objects with foreground scene content, such as an actor moving in front
of a partial virtual scene. In movie production industry, the matte creation is still mainly
done manually [47].
An automatic approach for matte creation using occlusion is presented in Chapter 5.
The segmentation technique incorporates 3D information from the structure and motion
estimation to distinguish between foreground and background. Image regions are deemed
foreground if they occlude the background scene temporarily. The foreground regions
following from the automatic video segmentation are used to occlude the integrated virtual
objects in a compositing step as shown in Section 5.4.
The video segmentation can be used for various VFX. As a second example, the back-
ground blur effect is presented. This technique focuses the observers attention on the
foreground by applying a strong Gaussian blur to the background.
In this Section, the applications are shown using natural image sequences and synthetic
objects which are integrated into the sequence using the 3D modeling tool Blender2 and
the estimated camera path resulting from the presented approach.
6.4.1 Input Data and Experimental Setup
The input data for the application demonstration is the same as in the previous Section 6.3:
image sequences with static scene background and a foreground object. The four se-
quences Playground, Column, Person, and Hand are introduced in Section 6.3. For all
the sequences, the camera path is estimated using the presented structure and motion re-
covery workflow (cf. Figure 5.3). The scene reconstruction is used for the integration of
the virtual objects into the scene. Here, the accurate estimation of the camera parameters
is crucial to guarantee the perspectively correct relative positions of the objects in each
view. Occlusion information is extracted from the established trajectories. It initializes
the automatic video segmentation approach. The initialization using only the occlusion
information is compared with the presented ALO (appearance learning from occlusions)
method which collects foreground color values from the foreground regions of the se-
quence. The compared initialization methods are
• 2D grid segmentation without ALO
• 2D grid segmentation with ALO
• 3D grid segmentation with ALO
For the sequences Playground, Column, and Person virtual objects are integrated into
the sequence. The video segmentation is used for the automatic occlusion of the integrated
2http://www.blender.org
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(a) Input sequence
(b) Occlusion information
(c) 2D grid segmentation
(d) 2D grid segmentation with ALO
(e) 3D grid segmentation with ALO
(f) Integrated objects
Figure 6.19: For the Column sequence, the ALO scheme shows a significant improvement
compared to the standard 2D grid segmentation, especially in the second
image example. Together with using a 3D grid segmentation, the best results
are achieved. The bottom row shows integrated objects which are occluded
using the 3D grid segmentation with ALO [24]. The images show the frames
57, 72, 185, and 196.
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objects in a compositing step as shown in Section 5.4. The Hand sequence is used to
demonstrate the background blur effect.
6.4.2 Results
The sequences, the extracted occlusion information, the resulting segmentation, and the
application are shown in Figure 6.19 (Column), in Figure 6.20 (Person), and in Figure 6.21
(Hand). The results of the Playground sequence have already been presented for demon-
strating the algorithms in Chapter 5. The input sequence and the occlusion information
are shown in Figure 5.6, the result is shown in Figure 5.7.
For each of the Figures 6.19, 6.20, and 6.21, the first row gives the input sequence, the
second row shows the occlusion information with white regions illustrating the foreground
and black regions illustrating the background. Then, the segmentation results are shown
in the following rows. The last row demonstrates the application which is the integration
of virtual objects between scene elements for Column and Person. The background blur
effect is demonstrated for the Hand sequence in the last row of Figure 6.21. Here, a
strong Gaussian blur is applied to the background to focus the observers attention on the
foreground. The resulting videos are available for download at: http://www.tnt.
uni-hannover.de/staff/cordes/
• In the Column sequence (Figure 6.19), a column is passing the field of view
twice. Example frames of the input sequence are presented in Figure 6.19(a).
Figure 6.19(b) shows the extracted occlusion information. Initialized with these
images, the standard two-dimensional grid (2D grid) segmentation results in Fig-
ure 6.19(c). The usage of the presented approach for ALO improves the segmenta-
tion, visible in Figure 6.19(d) while the three-dimensional grid (3D grid) segmen-
tation together with ALO results in Figure 6.19(e). This method provides the best
results.
Application: Two virtual objects are integrated into the sequence (cf. Fig-
ure 6.19(f)). They are placed on the ground plane behind the column. Due to an
accurate estimation of the camera parameters, the objects are perspectively correct
in each camera view. They show no drift. The occlusion of the objects using the
segmentation results is convincing.
• In the Person sequence (Figure 6.20), a person is walking from right to left while
the camera is panning slowly to the left (cf. Figure 6.20(a)). The extracted fore-
ground and background regions are shown in Figure 6.20(b). These images and the
extracted foreground and background models are used to initialize the 2D grid seg-
mentation (cf. Figure 6.20(c)). The 2D grid segmentation including ALO is shown
in Figure 6.20(d). The 3D grid segmentation including ALO (cf. Figure 6.20(e))
provides the best results for the video segmentation.
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(a) Input sequence
(b) Occlusion information
(c) 2D grid segmentation
(d) 2D grid segmentation with ALO
(e) 3D grid segmentation with ALO
(f) Integrated objects
Figure 6.20: For the Person sequence [79], the ALO approach adds too much foreground
content which is improved by the combination of 3D grid segmentation and
ALO. Again, this combination provides the best results. The bottom row
shows the integration and occlusion of the ACCV logo on the board [24].
The images show the frames 35, 43, 47, and 53.
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Application: This sequence was used for a publication in the ACCV 2012 proceed-
ings [24]. Thus, the integrated virtual object is the ACCV logo which is attached to
the board in the background. The virtual object is occluded automatically using the
video segmentation in a compositing step.
• In the Hand sequence (Figure 6.21), scene content leaves and re-enters the field of
view. Due to the limited camera movement, only few occlusion information is avail-
able (cf. Figure 6.18(b)). The visualization of the occlusion information is given
in Figure 6.21(b). Only very few foreground positions are extracted. Some of the
frames contain no extracted foreground region. This initialization is not sufficient
for a frame by frame segmentation without using ALO as shown in Figure 6.21(c).
For the right image, no foreground regions is segmented. Nevertheless, a reliable
segmentation is obtained using the presented ALO scheme (cf. Figure 6.21(d)).
This result is achieved without using a 3D graph. The improvement results from
ALO only. Although, no foreground information is available in the fourth image
example, the resulting segmentation is correct. The 3D grid segmentation leads to
nearly the same results as the 2D grid segmentation.
Application: In Figure 6.21(e), the application of the background blur effect is
demonstrated for this sequence.
• The results of the Playground sequence have already been presented in Figure 5.6
and in Figure 5.7.
Application: Like in the Column sequence, two objects are integrated. They are
placed on the ground plane behind the swinging child. The automatic occlusion
with the foreground objects is convincing.
The presented appearance learning from occlusion (ALO) provides useful information
which leads to solutions even when no foreground region is available for several frames.
Generally, ALO leads to more pixels assigned to the foreground because more color val-
ues are included for the representation as GMM models for the foreground. This enables
the nearly perfect segmentation results for the Hand sequence. In the examples Column
and Person, ALO leads to a slight over segmentation for some frames when the 2D grid
segmentation is used. This problem is solved by using the 3D grid segmentation, which
leads a temporarily consistent segmentation. This combination provides the best results.
For the Hand sequence, the combination of 2D grid segmentation and ALO already pro-
vides optimal results. Using the 3D grid segmentation is not necessary.
Due to the accurate estimation of the camera parameters, the integrated objects are
perspectively correct in each camera view. They show no drift. The video segmentation
leads to a convincing occlusion of the objects with scene foreground.
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(a) Input sequence
(b) Occlusion information
(c) 2D grid segmentation
(d) 2D grid segmentation with ALO
(e) Background blur effect
Figure 6.21: For the Hand sequence [79], the segmentations are obtained by using the 2D
grid graph. The improvement in the fourth row is due to ALO. The 3D grid
graph does not lead to further improvements. The bottom row demonstrates
the blurred background effect [24]. The images show the frames 102, 229,
271, and 349.
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(a) Color similarity of foreground and background (b) Smeared object boundaries due to motion blur
Figure 6.22: Errors resulting from a misleading segmentation [25]. (a): although there is
no occlusion information in the fence, it is segmented as foreground because
of its visual similarity to the swing rack; (b): although the point is correctly
classified as foreground, it is isolated by the segmentation algorithm because
of the strong motion blur of the foreground object.
6.4.3 Limitations
Although for most regions of the shown sequences the foreground is segmented reliably,
it can happen that background regions are labeled as foreground because of visual simi-
larities. The Figures 6.22 and 6.23 show examples in detail.
• In Figure 6.22(a), a small part of the fence which belongs to the background oc-
clude the virtual objects because of a misleading segmentation. Here, the fence is
visually very similar to the part of the swing rack which is a foreground region.
Additionally, there is no boundary visible between fence and rack (cf. right image
of Figure 6.22(a)).
• In Figure 6.22(b), the segmentation algorithm assigns a small part of the child to the
background, although it has attached a correctly classified foreground region (small
white region in the left image of Figure 6.22(b)). This is due to the strong motion
blur which smears the boundary edge of the foreground object. Here, the energy
minimization results in a segmentation boundary inside the foreground object (cf.
right image of Figure 6.22(b)).
• In Figure 6.23, the region in the bottom left is labeled as foreground (cf. Fig-
ure 6.23(c)) although there is a correctly located background position (cf. Fig-
ure 6.23(b)). The region contains color values which are very similar to the fore-
ground object, the column. Thus, the region is assigned to the foreground. Here,
the application of the automatic occlusion of the virtual objects is not affected as
shown in Figure 6.23(d).
In these examples, the segmentation algorithm leads to suboptimal solutions. In each
of the cases, user interaction would solve the problem. User interaction is common in the
field of image and video segmentation. The user marks some additional strokes which
helps the algorithm to determine the Gaussian mixture models of foreground and back-
ground. This user interaction can easily be integrated in the presented framework [26].
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(a) Input (b) Classified regions (c) Segmentation (d) Integrated objects
Figure 6.23: Background labeled as foreground: due to the visual similarity of the column
to the shadowed background, the background region on the bottom left is la-
beled as foreground. The correctly extracted background point in this region
is isolated. In this case, it does not affect the final result with the integrated
objects shown on the right.
The visualization of the occlusion information additionally helps the user as orientation
which eases the editing and reduces the required user strokes. The results presented in
this chapter are obtained fully automatic.
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7 Conclusions
The presented techniques extend a sequential structure and motion recovery technique
with a feature tracking which handles foreground occlusions. In common approaches,
foreground occlusions disturb the tracking and therefore decrease the reconstruction ac-
curacy. In the presented application of integrating virtual objects into video, a highly
accurate estimation of the camera path is required for perspectively correct views on the
virtual objects in each camera. Furthermore, if foreground objects occlude the scene, the
integrated objects should be occluded by the foreground objects, too.
In the reference method, occlusions with foreground objects lead to discontinued tra-
jectories and erroneous reconstructed 3D object point positions. The discontinued trajec-
tories are connected by using a robust feature matching between non-consecutive frames.
For this matching, the scale invariant feature transform (SIFT) is required. SIFT is known
for its ability of establishing stable correspondences under varying viewpoint conditions
such as lighting or perspective change between the camera views.
Due to the importance of feature localization accuracy in structure and motion recovery
techniques, an accuracy analysis of the SIFT feature detector is performed. The analysis
predicts the localization error of SIFT by applying the image signal transfer model of
a camera and the Difference of Gaussians (DoG) pyramid which is used for the scale
invariant feature detection. The localization error is dependent on the subpixel and, in
particular, on the subscale position of the feature. It shows a spatial error of up to 0.14 px,
only considering a subpixel shift in x direction and subscale shift. This error is derived
using Gaussian blobs as input features. A new localization technique, called DOG SIFT,
is presented. It is based on the image signal transfer model and shows an error of only
0.009 px on the Gaussian blobs with no dependency on the subpixel and subscale position.
To evaluate the impact of the new feature localization technique on natural images, a
benchmark data set with ground truth intrinsic camera parameters and rectified images
is used in a structure and motion recovery approach. Additionally, a turntable sequence
is captured with calibrated intrinsic camera parameters. As only the feature localization
technique is exchanged in the scene reconstruction pipeline, the reprojection error is used
as a reasonable measure for the evaluation. The comparison between DOG SIFT and
the reference SIFT localization technique shows an improvement of up to 14 % while
increasing the number of reconstructed object point significantly by about 50 %.
The new feature localization technique is applied to the improved structure and mo-
tion recovery which applies feature trajectory retrieval (FTR). FTR combines the advan-
tages of feature tracking for consecutive frames and feature matching for non-consecutive
frames. The discontinued feature tracks are stored in memory and compared to newly
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detected features for the retrieval. The successfully retrieved features are assigned to the
previously discontinued trajectories and their 3D object points in sequential scene estima-
tion.
The proposed FTR technique increases the mean trajectory length significantly com-
pared to standard SIFT tracking and to KLT tracking. It enables the handling of occlu-
sions and improves the scene reconstruction. It is demonstrated that the accuracy of the
reconstruction increases although the reprojection error may lead to a larger error. This
is shown by evaluating reconstructed point clouds of scenes with known geometry. The
reconstruction accuracy is determined by the distance between the point cloud and a CAD
model of the scene. The distance is decreased by up to 28 % using the combination of the
DOG SIFT feature localization and FTR.
Besides the accurate estimation of the perspectively correct camera view, a new method
for the automatic occlusion of integrated virtual objects is presented. The extracted tra-
jectories with non-consecutive correspondences provide information which enables the
application of automatic video segmentation. The video segmentation eases the integra-
tion of virtual objects between scene elements significantly. The demonstrated application
is the correct occlusion of the integrated objects with the foreground of the captured scene.
The feature tracks with non-consecutive correspondences provide the cues for the clas-
sification of small image regions as foreground or background. Hereby, a new and intu-
itive definition of foreground is derived. The foreground is defined as image regions which
occlude the background scene temporarily. For the representation of foreground and back-
ground, Gaussian mixture models (GMM) are estimated from the classified regions. The
foreground regions result from the projection of 3D objects points into the camera views
in which the object point is occluded. They are located inside the foreground objects and
not on the object boundaries which is a very advantageous property for their usage in ob-
ject segmentation. Due to the reprojection of 3D points behind the objects, the foreground
object appearance represented by color values improves with each new camera view. The
extraction of this information about the foreground is called appearance learning from
occlusions (ALO). The representations of foreground and background are used to initial-
ize a state of the art segmentation method which minimizes an energy term consisting of
regional and boundary costs. For the efficient optimization, the image is represented as a
two-dimensional grid graph. For the segmentation of video, the time domain is incorpo-
rated by using a three-dimensional grid to build the graph. The ALO provides information
which increases the quality of the resulting video segmentation significantly.
Finally, demonstrations show two applications in the field of virtual effect (VFX) cre-
ation. While common approaches require user interaction, our results are obtained auto-
matically and take advantage of the reconstructed scene and the video segmentation. The
demonstrated applications are:
1. The integration of virtual objects between scene elements: it is shown that the inte-
grated objects behave perspectively correct. The integrated objects are occluded cor-
rectly with foreground scene content.
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2. The background blur effect which focuses the observer on the foreground object.
The resulting sequences are available for download at:
http://www.tnt.uni-hannover.de/staff/cordes/
Future research should combine the areas of video segmentation and motion segmen-
tation with the presented approach. While state of the art methods provide impressive
results for well textured foreground objects, their performance decreases when a fore-
ground object is textureless and provides only a few trajectories or possibly many motion
models. The presented method does not require any feature on the foreground objects.
Thus, it is unique for the extraction of object appearance and demonstrates its strength for
textureless and arbitrarily moving foreground objects. But, the performance of the pre-
sented approach depends on reliable feature trajectories extracted from the background.
The background is represented by SIFT features tracked with KLT. If the background
scene is not sufficiently covered with features, the performance of the approach decreases.
In order to increase the completeness of the background scene, complementary feature
types should be incorporated.
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8 Appendix
8.1 Hessian Matrix used for the SIFT detector
The approximated derivatives Dx, Dy, and Di as used in Section 3.1.2 are computed as
follows:
Dx := Dx(x,y, i) =
1
2
(D(x+1,y, i)−D(x−1,y, i)) (8.1)
Dy := Dy(x,y, i) =
1
2
(D(x,y+1, i)−D(x,y−1, i)) (8.2)
Di := Di(x,y, i) =
1
2
(D(x,y, i+1)−D(x,y, i−1)) . (8.3)
The approximated matrix entries of the hessian matrix as used in Section 3.1.2 are
computed as follows:
Dxx := Dxx(x,y, i) = D(x+1,y, i)+D(x−1,y, i)−2 ·D(x,y, i) (8.4)
Dyy := Dyy(x,y, i) = D(x,y+1, i)+D(x,y−1, i)−2 ·D(x,y, i) (8.5)
Dii := Dii(x,y, i) = D(x,y, i+1)+D(x,y)(x,y, i−1)−2 ·D(x,y)(x,y, i) (8.6)
Dxy := Dxy(x,y, i) =
1
4
(D(x+1,y+1, i)+D(x−1,y−1, i)) (8.7)
−1
4
((D(x+1,y−1, i)−D(x−1,y+1, i)) (8.8)
Dxi := Dxi(x,y, i) =
1
4
(D(x+1,y, i+1)+D(x−1,y, i−1)) (8.9)
−1
4
(D(x−1,y, i+1)−D(x+1,y, i−1)) (8.10)
Dyi := Dyi(x,y, i) =
1
4
(D(x,y+1, i+1)+D(x,y−1, i−1)) (8.11)
−1
4
(D(x,y−1, i+1)−D(x,y+1, i−1)) . (8.12)
8.2 Repeatability Comparison of DoG SIFT and SIFT
A well-established criterion for the evaluation of feature detectors is the repeatability
criterion. It is introduced in [70] together with a benchmark data set consisting of images
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showing planar scenes and homographies. The repeatability is based on the overlap error
which measures the percentage of the overlap of two ellipses surrounding the features in
an image pair. The overlap is found by mapping the feature from one image to the other
using the given homography. A corresponding feature pair is found if its overlap error
is smaller than 40 % [70]. Then, the number of corresponding features is divided by the
number of maximally possible number of correspondences.
8.2.1 Input Data and Experimental Setup
For the use of highly-accurate and high resolution image data and corresponding ho-
mographies, a benchmark is created in [21, 22]. It provides image resolutions of up to
8 megapixel. Like the standard benchmark [70], each sequence of the high resolution
benchmark consists of six images and corresponding homographies between the refer-
ence image and each of the other five images. The images undergo an increasing level
of perspective change. In this section, three of the sequences are shown: Grace, There,
and Underground. The images are shown in Figure 8.1. The resolution of the images is
3456×2304. More repeatability evaluations can be found in [23].
(a) Grace
(b) There
(c) Underground
Figure 8.1: Input data for repeatability evaluation [22]. The benchmark data set consists
of planar scenes captured from different viewpoints and corresponding homo-
graphies which determine the mapping between image pairs.
The features are selected by using the minimal residuum selection criterion for SIFT
and DOG SIFT (cf. equation (3.8) for SIFT and equation (4.23) for DOG SIFT). The
number of selected feature is chosen according to the total number of extracted features
by SIFT in the image sequence. For the Grace sequence, between 3500 and 4500 are
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(c) Underground
Figure 8.2: Repeatability comparison of SIFT and DOG SIFT feature localization. The
presented DOG SIFT feature localization provides better repeatability com-
pared to SIFT, especially for the strong viewpoint changes.
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extracted for the six images using the standard SIFT parameters [61]. For There, between
5000 and 7000 are extracted. Here, the strongest perspective distortions are present in
the images. For the Underground sequence with few texture, only between 1000 and
3000 features are detected. For There and Underground, the image doubling option is
enabled [61] to provide enough features for the evaluation.
In contrast to the evaluations resulting from the SAM scenario, the estimated covariance
matrix Σ (cf. equation 4.21) of the extracted features is incorporated in the error measure,
the overlap error which is the basis for the repeatability rate.
8.2.2 Results
The repeatability results are presented in Figure 8.2. The repeatability rates are shown on
the left while on the right the resulting number of corresponding feature pairs are shown.
The localization method DOG SIFT is superior to SIFT in any of the cases except for
the first image pair of There. For There and Grace, the main improvement is achieved
for the strong viewpoint changes. Here, the repeatability rate improves by up to 9.2
%. For Underground, the improvement is present throughout the sequence. The gain in
repeatability is up to 17.4 % for 1000 features and up to 31.6 % for the smaller set of 500
features.
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