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ABSTRACT 
KGnig’s theorem asserts that the minimal number of lines (i.e., rows or columns) 
which contain all the ones in a O-l matrix equals the maximal number of ones in 
the matrix no two of which are on the same line. The theorem occupies a central 
place in the theory of matchings in graphs. An extension of KGnig’s theorem to 
“mixed matrices” has recently been given by Murota, and it generalizes a deter- 
minantal version of the Frobenius-K6nig theorem obtained earlier by Hartfiel and 
Loewy. These results are generalized. We consider the setup in which there are 
two finite sets X and Y and a bimatroid (or linking system) defined on the pair 
(X, Y), We then prove a minimax theorem for the rank function of the bimatroid 
which includes some earlier extensions of KGnig’s theorem. 
1. PRELIMINARIES 
The Frobenius-KBnig theorem is of fundamental importance in the 
theory of O-l matrices. It is used to give a proof of the Birkhoff-von 
Neumann theorem on doubly stochastic matrices (see, for example, [7, p. 
361). Konig’s theorem (also referred to as the Kiinig-Egervary theorem) 
is more general than the Frobenius-Kijnig theorem, and it occupies a cen- 
tral place in the theory of matchings in graphs. K6nig’s theorem has been 
extensively generalized, and there are a number of results, attributed to 
Hall, Halmos and Vaughan, Rado, Ore, and Menger, related to it. We 
refer to Mirsky [S] and Brualdi and Ryser [l] for many ramifications of 
Kiinig’s theorem. 
Hartfiel and Loewy [4] gave a determinantal version of the Frobenius- 
Kiinig theorem. A further extension involving mixed matrices (to be defined 
later) was given by Murota [12]. In the present paper we give a general- 
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ization of Konig’s theorem based on ranks which includes both these ex- 
tensions as special cases. We consider the setup of bimatroids (or linking 
systems) as defined by Schrijver [14, 151, and independently by Kung [5], 
which seems to be the most natural one for this type of results. 
The paper is organized as follows. We first introduce some definitions 
and obtain certain preliminary results. The main result is proved in Section 
2. In Section 3 we show that Konig’s theorem and the result due to Hartfiel 
and Loewy [4] follow from our main result. Finally, we describe a result of 
Murota on mixed matrices. 
For any set X let P(X) denote the power set (i.e. the set of all subsets) 
OfX. 
DEFINITION 1. A bimatroid is a triple (X, Y, A) where X and Y are 
finite sets and A is a nonempty subset of P(X) x P(Y) such that 
(i) if (S,T) E A then IS] = (2’1; 
(ii) if (S, T) E A and U c S then (U, V) E A for some V c T; 
(iii) if (S, T) E A and V c T then (U, V) E A for some U c S; 
(iv) if (S, T) E A and (U, V) E A then there exists (W, 2) E A such that 
ScWcSUUandVCZcTUV. 
It follows from the definition that (4, 4) E A. If (X, Y, A) is a bimatroid, 
then its rank function (termed the linking bnction by Schrijver [14, 151) is 
defined as follows. For (S,T) E P(X) x P(Y), 
X(S,T) = max{]UJ : (U,V) E A for some U c S and V c T}. 
By convention, the rank of (#, 4) 1s zero. A bimatroid is completely 
determined by its rank function. Indeed, (S,T) E A if and only if X(S,T) 
= JS = (TI. We list b 1 e ow several properties of the rank function which 
will be required. 
LEMMAS. Let (X, Y, A) be a bimatroid with rank function X. Then the 




0 L X(S,T) I min{]SJ, IT]} for (S,T) E P(X) x P(Y). 
Monotonicity. If S c U c X and T c V c Y then X(S,T) 5 
WJ, V). 
Bisubmodularity. For any (S, T), (U, V) in P(X) x P(Y), 
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(iv) If S, U c X, T cY,SnlJ=q5 then 
X(SUU,T) I: X(&T) +X(U,T). 
We refer to [15] for a proof of (i)-(iii) of Lemma 1. In fact these three 
properties form a set of axioms which also define a bimatroid. Assertion 
(iv) is an immediate consequence of (iii). 
We mention two examples of a bimatroid. 
EXAMPLE 1. Let A be a matrix over a field 3. Denote the row set of 
A by R, and the column set by C. Define A as follows. If (S, T) E P(R) x 
‘P(C), then let (S, T) E A if and only if the submatrix of A determined by 
the rows indexed by S and the columns indexed by T is nonsingular. Then 
(R,C,h) is a bimatroid. The rank in this case is the usual matrix rank, 
i.e., if (S,T) E P(R) x P(C), then X(S,T) is the rank of the submatrix 
determined by rows in S and columns in T. 
EXAMPLE 2. Let G = (V, E) be a graph, and let X, Y be subsets of V. 
Define A as follows. If (S,T) E P(X) x P(Y), then (S,T) E A if and only 
if there are ISI pairwise vertex-disjoint paths starting in S and ending in 
T (a path may consist of only one vertex). Then (X, Y, A) is a bimatroid. 
The rank function in this case is given by Menger’s theorem (see [6, p. 441): 
if (S,T) E P(X) x P(Y), then X(S,T) equals the minimal cardinality of a 
subset of V meeting each path starting in S and ending in T. 
LEMMAS. Let (X, Y, A) be a bimatroid with rank function X. If (S, T) E 
P(X) x ‘P(Y), then 
ISI + ITI - A(S,T) i 1x1 + lyl - W,Y). 
Proof. By Lemma 1, we have 
X(X, Y) i qs, Y) + qx\s, Y) 
5 X(S, T) + X(S, Y\T) + X(X\& Y) 
I X(S, T) + lY\TI + IX\Sl. 
Thus 
x(X,Y) F X(S,T) + IYI - ITI + IX] - ISI, 
and the result follows. 
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REMARK 1. Lemma 2 can be interpreted as follows. The maximum 
of ISI + /TI - X(S,T) taken over (S,T) E P(X) x P(Y) equals 1x1 + IYI 
-X(X, Y). 
If (X, Y, A) is a bimatroid and if (IV, 2) E P(X) x P(Y), then we can 
define in a natural way a bimatroid (IV, 2, I), where r is the restriction of 
A in the following sense. We define I- as the set of all elements (S, 7’) E A 
satisfying S c W, T c 2. We will say that (W, 2, F) is the bimatroid 
induced by (X, Y, A) on (IV, Z). 
As is common in matroid theory, we will denote the singleton {x} simply 
by x. The next definition will play a crucial role throughout this paper. 
DEFINITION 2. Let (X, Y, A) be a bimatroid; let (S, T) E P(X) x?(Y) 
be such that S # 4, T # 4. We say that (S, T) is of zero type if for any 
XES,~ET, 
X(S, T) = X(S\x, T\Y). 
REMARK 2. Consider the bimatroid (X, Y, A), and let (S, T) E P(X) x 
P(Y). If both S, T are singleton sets, then (S, T) is of zero type if and only 
if (S,T) $ A. 
EXAMPLES. Let A be the following matrix over the field of real num- 
bers: 
A= 
Consider the bimatroid associated with A as described in Example 1. If 
S = { 1,2}, T = {2,3}, then (S, T) is of zero type. Also, if S = T = { 3)) 
then (S, T) is of zero type. Observe that (S, T) is of zero type if the 
corresponding submatrix of A is the zero matrix. This observation justifies 
the term zero type. 
EXAMPLE 4. Let A be an m x n matrix over the field 3. Replace 
some entries of A by distinct indeterminates chosen from the set 27 = 
{di, ds, . . , &}, where th e indeterminates in 2) are algebraically indepen- 
dent over .F (that is to say, there is no polynomial relationship among 
the indeterminates; see [13, p. 1211 for a precise definition). Call the 
resulting matrix 2. Then A can be regarded as a matrix over the field 
generated by .F U V. Consider the bimatroid associated with A. Then for 
s c {l,... , m}, T c { 1, . . , n}, (S, T) is of zero type if and only if the 
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FIG. 1. 
corresponding submatrix of A does not contain any indeterminates. 
EXAMPLE 5. In Example 4, suppose A is a O-l matrix, and let each 1 
in A be replaced by a distinct indeterminate in V. Call the resulting matrix 
2. (Recall that the term rank of A is defined as the maximum number of 
l’s in A no two of which are in the same row or column. The term rank 
of A equals the usual matrix rank of A. This observation is attributed to 
Edmonds [a].) Ob serve that any submatrix of A of zero type must be a 
zero submatrix. 
Example 4 is a special instance of a mixed matrix which we will consider 
again in Section 4. 
EXAMPLE 6. Consider the graph G = (V, E) given by V = {1,2,3,4,5, 
6) and E = {14,23,24,36,45} ( see Figure 1). Consider the bimatroid 
defined on X = {1,2,3}, Y = {4,5,6} as in Example 2. If S = {1,2,3}, 
T = {4,5}, then (S, T) . IS o zero type. To see why this is true, we illustrate f 
the case z = 1,y = 4. Since there do not exist more than one vertex- 
disjoint paths originating in S and terminating in T, we have X(S, T) = 1. 
Similarly, it can be seen that X(S\z, T\y) = x(2,3; 5) = 1. 
EXAMPLE 7. Let A be the following matrix: 
2 1 3 
A= [ 2 4 3 1 . 
1 2 6 
Consider the bimatroid associated with A as described in Example 1. The 
submatrix formed by the first two rows and the first and the third column 
is of zero type. So are the submatrices formed by rows 1, 3 and columns 2, 
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3 and by rows 2, 3 and columns 1, 2. 
2. THE MAIN RESULT 
We first prove some preliminary results. The next result follows easily 
using Lemma 1. 
LEMMA 3. Let (X, Y, A) be a bimatroid with rank function X, and let 
x E X. Then X(X\x, Y) is either X(X, Y) or X(X, Y) - 1. Similarly, for 
any y E Y, X(X, Y\y) is either X(X, Y) or X(X, Y) - 1. 
LEMMA 4. Let (X,Y, A) b e a bimatroid with rank function X, let S c 
X, and let w E Y. If X(X, Y) = X(X, Y\w) then X(S, Y) = X(5’, Y\u). 
Proof By Lemma 1 (iii), 
X(X, Y\w) + X(S, Y) I X(X, Y) + qs, Y\w). (1) 
Since X(X,Y) = X(X,Y\v), it follows from (1) that 
qs, Y\v) 2 qs, Y). (2) 
Also, by Lemma 1 (ii), 
X(S,Y\v) I X(S,Y), 
and equality must hold in (2). n 
The following is the main result of this paper. 
THEOREM 1. Let (X,Y,R) be a bimatroid with rank function X, and 
suppose X(X,Y) < min{(XI, IYj}. Then there exists (S,T) E P(X) x P(Y) 
such that (S, T) is of zero type and 
ISI + IT/ - X(S,T) = 1X1+ /YI - X(X,Y). 
Proof First suppose 1x1 = (YI = 1. Then the hypothesis on the rank 
function implies that A = {(+,4)}. Thus (X,Y) is of zero type, and the 
theorem holds with S = X, T = Y. 
We now proceed by induction on JX( + IYI; thus assume that the result 
is true for any bimatroid (IV, 2, I’) satisfying IWJ + 121 < 1x1 + JYI. 
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Suppose that there exists y such that X(X, Y\y) < X(X, Y). By Lemma 
3, X(X, Y\y) = X(X, Y) - 1. Thus 
X(X, Y\Y) < min{lXI, IYI - l}, 
and therefore, by the induction assumption, there exist 5’ c X, T c Y\y 
such that (S, T) is of zero type and 
ISI + IT/ - X(S,T) = 1x1 + JYI - 1 - X(X,Y\y) 
= /XI+ IYI - X(X,Y). 
Thus the theorem is proved in this case. We therefore assume that 
qx, Y\Y) = xx, Y) for any y E Y. 
If (X, Y) is of zero type, then the theorem holds with S = X, T = Y. So 
suppose (X, Y) is not of zero type. Then there exist u E X, w E Y such that 
X(X\u, Y\v) < X(X, Y). 
Also, by Lemma 3, 
X(X\& Y\v) > X(X, Y\w) - 1 = X(X, Y) - 1. 
Thus 
X(X\q Y\w) = X(X, Y) - 1 < min{/XI - 1, IYI - 1). 
By the induction assumption there exist U c X\u, V c Y\v such that 
(U, V) is of zero type and 
IUI + II/( - X(U, V) = (1X1- 1) + (IYl - 1) - qx\u,Y\v) 
= 1x1+ JYI - 1 - X(X,Y). 
We have 
X(X, Y\w) I qu, Y\w) + qx\u, Y\w) 
5 qv Y\w) + IX\Ul 
I WC V) + w-c (Y\w)\V) + IX\Y 




where the last equality follows by (3). Since X(X,Y\w) = X(X,Y), all 
inequalities in the expression above must in fact be equalities. Thus 
X(X, Y\w) = X(U, Y\w) + X(X\U, Y\w) (4) 
and 
X(X\V, Y\w) = IX\Ul. (5) 
Since X(X,Y\w) = X(X,Y), by L emma 4 we have X(U, Y\v) = X(V,Y) 
and 
X(X\V, Y\V) = X(X\lJ, Y). 
This observation, together with (4), gives 
X(X, Y) = X(U, Y) + X(X\U, Y). (6) 
It follows from (5) and Lemma 3 that 
X(X\U,Y) = IX\U(. (7) 
We now claim that X(I2, Y) < min(lUJ, IYI}. Clearly, 
X(U, Y) I X(X, Y) < IV. 
If X(V,Y) = IUJ, then (6), (7) would give 
Jf(X,Y) = PI + lX\Ul = 1x1, 
which is a contradiction. Thus the claim is proved. Therefore, by the 
induction assumption there exist S c U, T c Y such that (S, T) is of zero 
type and 
15'1 + JTJ - X(S,T) = jUJ + JYI - X(U,Y). 
Using (6), (7), we have 
(8) 
(UI + (YJ - X(U,Y) = IU( + (YI - A(X,Y) + (X\Ul 
= (Xl + IYI - X(X, Y). (9) 
Substituting (9) in (8), we get 
ISI + ITI - A(S, T) = 1-Y + P’I - XX, Y>, 
and the proof is 
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EXAMPLE 8. The matrix 
8 1 1 1 
A= 0 -1 -1 -1 
1 2 2 2 
-1 0 3 3 
has rank 3, which is less than m = n = 4. Thus Theorem 1 is applicable. 
Indeed, if B is the submatrix formed by the first three rows and the last 
three columns of A, then B is a zero type submatrix of rank 1 and it satisfies 
the condition asserted in Theorem 1. 
EXAMPLE 9. Consider again the graph in Example 6. Then X(1,2,3; 4, 
5,6) = 2, and Theorem 1 is applicable. If S = {1,2,3}, T = {4,5}, then 
(S, T) is of zero type, X(S, T) = 1, and 
ISI + ITJ - X(&T) = 1x1 f IYI - X(X, Y) = 4. 
3. CONSEQUENCES OF THE MAIN RESULT 
We first reformulate the definition of zero type in the case of matrices. 
Suppose A is an m x n matrix over the field 3. A submatrix of A is of zero 
type if it is not vacuous and if the rank of the submatrix remains the same 
when a single row and a single column are removed from the submatrix. 
It is an elementary exercise to show that a (nonvacuous) submatrix is of 
zero type if and only if its rank remains the same when a row or a column 
is removed from the submatrix. Note that the empty submatrix (i.e., a 
submatrix whose row set or column set is vacuous) has rank zero, and thus 
a 1 x 1 submatrix is of zero type if and only if it is zero. The next result is 
a special case of Theorem 1, but is stated here for convenience. 
THEOREM 2. Let A be an m x n matrix, and suppose rank A < min{m, 
n}. Then A admits an r x s submatrix B of zero type such that 
rfs-rankB=m+n-rankA. 
We wish to point out now that Kiinig’s theorem follows from Theorem 2. 
THEOREM 3 (K&rig’s theorem). Let A be an m x n O-l matrix. Then 
362 R. B. BAPAT 
the t&m rank of A equals the minimum number of lines required to cover 
all l’s in A. 
Proof. Replace each 1 in A by a distinct indeterminate, and call the 
resulting matrix A. Let t be the term rank of A. Then clearly, at least t 
lines are required to cover all the 1’s. If t = m, then we can choose all m 
rows to cover all the 1’s. A similar remark applies if t = n. So suppose 
that t = rank x < min{m, n}. As observed in Example 5, a submatrix of 
A is of zero type if and only if it is the zero matrix. By Theorem 2 there 
exists an r x s zero submatrix of A such that 
r+s-rankB=m+n-t 
Since rank B is zero, we have (m - r) + (n - s) = t. Thus the lines of A 
which are not included in B are t in number, and they cover all the l’s in 
A. That completes the proof. n 
We now prove a generalization of the F’robenius-Konig theorem. 
THEOREM 4. Let A be an n x n matrix over the field 3. Then A 
is singular if and only if it has a submatrix B of zero type with at least 
n + 1 + rank B lines. 
Proof. It follows from Theorem 2 that if A is singular, then it has an 
r x s submatrix B of zero type such that 
rts-rankB=2n-rankA. 
Since rank A < n, we have 
r + s > n + 1 t-rank B. 
Conversely, suppose that A has a zero type submatrix B of order r x s 
where r + s > n + 1 + rank B. By Lemma 2, 
r+s-rankB <2n-rankA. 
It follows that rank A 5 n - 1 and thus A must be singular. n 
We now show that the determinantal version of the Frobenius-Konig 
theorem, obtained by Hartfiel and Loewy [4], follows from Theorem 2 as 
well. For another generalization of the same result (and hence of the 
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Frobenius-Kiinig theorem) in the context of maximizing ranks of partially 
specified matrices, we refer to [3]. Let 2, denote a set of indeterminates 
which are algebraically independent over the field .ZF. We denote the deter- 
minant of the matrix A by det A. 
THEOREMS. Let A be an n x n matrix over 3uD such that an element 
of D occurs at most once in A. If det A = 0, then there exists an r x s 
submatrix B over 3 of A such that r + s = n + p and rank B 5 p - 1. 
Proof Since det A = 0, rank A < n. Any submatrix of A which is not 
a matrix over 3 cannot be of zero type. By Theorem 2 there exists an r x s 




where p = n - rank A + rank B. Since rank A 5 n - 1, it follows that rank 
B < p - 1 and the proof is complete. W 
The notion of a mixed matrix was introduced by Murota and Iri (see 
[9-121 and the references contained therein) as a tool for systems analysis 
using combinatorial methods. The definition is as follows. Let K be a 
subfield of the field 3. An m x n matrix A over 3 is called a mixed matrix 
with respect to 3/K if 
A=Q+T, 
where 
(i) Q is an m x n matrix over K, and 
(ii) T is an m x n matrix over 3 such that the set of its nonzero entries 
is algebraically independent over K. 
For a matrix A, denote the row set and the column set of A by Row(A) 
and Cal(A) respectively. For I c Row(A), J c Cal(A), A[I, J] will denote 
the submatrix of A formed by the rows indexed by I and columns indexed 
by J. 
The following result is essentially the same as Theorem 16 of [12] and 
is more general than Theorem 4. The proof follows by a simple application 
of Theorem 1. 
THEOREM 6. Let A = Q + T be a mixed matrix of order m x n, and 
suppose rankA < min{m,n}. Then there exist I c Row(A), J c Cal(A) 
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such that T[I, J] = 0 and 
rankQ[I, J] = rankA - m - n + 11) + IJI. 
We conclude with the remark that certain other minimax identities 
for rank obtained in Murota [g-11] can also be seen as consequences of 
Theorem 1. 
The author wishes to express his sincere thanks to Professor Murota, 
whose comments on the first version of this paper were quite helpful. In 
particular, he suggested an elegant proof of Theorem 1 which is given below. 
For convenience we restate the result in a slightly different form. 
THEOREM. Let (X, Y, X) be a bimatroid with ranlc function X. Then 
there exists (S,T) E P(X) x P(Y) such that 
(i) ]S( + ITI - X(S, T) = 1X1+ IYI - X(X, Y) and 
(ii) X(S\z, T\y) = X(5’, T) Vx E S, ‘dy E T. Furthermore, if 
min(lXI, IY]) > X(X,Y) then 
(iii) S # 8,T # 8. 
Proof Obviously there exists (S,T) satisfying (i) (e.g., S = X, T = 
Y). Let (S,T) be such a pair with IS) + ITI minimal. [We claim this pair 
satisfies (ii) too.] Put X(S,T) = a, and suppose to the contrary that (ii) 
fails. Then X(S\x,T\y) 5 a - 1 for some x E S, y E T. The bisubmod- 
ularity of X implies that either X(S\x,T) = a - 1 or X(S,T\y) = a - 1. 
In the former case, (S\x,T) satisfies (i), contradicting the minimality of 
IS] + ITJ. Similarly for the latter case. If min(JX], IY]) > X(X,Y) and (iii) 
failed, we would have IX] + JY] - X(X,Y) > max(lXI, IY]) > max(]SJ, ITI) 
> ISI + ITI - X(S, T), which is a contradiction to (i). n 
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