In this article, we establish the existence of bound state solutions for a class of quasilinear Schrödinger equations whose nonlinear term is asymptotically linear in ℝ N . After changing the variables, the quasilinear equation becomes a semilinear equation, whose respective associated functional is well defined in H 1 (ℝ N ). The proofs are based on the Pohozaev manifold and a linking theorem.
Introduction and main result
In the present paper, we consider a class of quasilinear Schrödinger equations of the form where W : ℝ N → ℝ is a given potential, N ≥ 3, κ is a positive constant, and l, ρ are real functions. Corresponding to various types of nonlinear terms ρ, this problem appears naturally in different mathematical physical models; see [21, 23, 28] for an explanation. Here we focus on the case ρ(s) = s, κ = 1. As we all know, a standing wave of (1.1) is a solution of the form ψ(t, x) = exp(−iEt)u(x), E ∈ ℝ, and consequently u(x) satisfies the following equation:
where V(x) = W(x) − E is the new potential and g(u) = l(u 2 )u is the new nonlinear term. The main purpose of this paper is to deal with the existence of solutions for equation (1.2) . This kind of problem has been studied by many authors; see [3, 6-11, 13, 20-28, 30-32] and the references therein. In [23, 28] , by using a constrained minimization argument, a positive ground state solution has been proved for equation (1.2) with g(u) = λ|u| q−1 u, 4 ≤ q + 1 < 2 ⋅ 2 * , where 2 * = 2N/(N − 2) is the Sobolev critical exponent. The case 4 ≤ q + 1 < 2 ⋅ 2 * is called subcritical growth; there are many articles that deal with this class of problem (see [3, 6, 10, 11, 20-23, 26, 28, 31] ). In [22] , the existence of both positive and signchanging ground states of soliton-type solutions were established via the Nehari method. Then by a change of variables, the quasilinear problem is transformed into a semilinear one; see [21] for an Orlicz space framework and [6] for a Sobolev space frame. Recently, a perturbation method was developed in [25] to deal with equation (1.2), which can be applied to more general quasilinear Schrödinger equations (see also [20] ).
For the critical case, we would like to mention [7-9, 13, 25-27, 30, 32] and the references therein. It seems that Moameni [27] first studied the critical case when the potential V is radial and satisfies some geometric conditions. Do Ó, Miyagaki and Soares [9] obtained a positive classical solution by using the concentration compactness principle of Lions [19] . He and Li [13] obtained the existence, concentration and multiplicity of weak solutions by employing the minimax theorems and Ljusternik-Schnirelmann theory.
In recent years, the use of the Pohozaev manifold was shown very effective when treading nonlinearities which do not satisfy the Ambrosetti-Rabinowitz condition and the monotonicity condition; see [4, 5, [14] [15] [16] . Lehrer and Maia [16] employed the minimization methods restricted to the Pohozaev manifold to obtain the existence of positive solutions for the asymptotically linear case. Later in [5] , Carrião, Lehrer and Miyagaki extended the result given in [16] to more general quasilinear equations. Motivated by [5, 16, 17] , we consider equation (1.2) with the nonlinear term g(u) being nonhomogeneous and asymptotically linear at infinity. We will use the linking theorem together with the barycenter function restricted to the Pohozaev manifold associated to our problem.
The main obstacle in finding a solution of equation (1.2) is due to the influence of the quasilinear and nonconvex term ∆(u 2 )u. The other difficulty is the possible lack of compactness due to the unboundedness of the domain. We will employ an argument developed in [6] to overcome the first difficult and a splitting lemma to conquer the second one.
We suppose that V satisfies the following assumptions:
for all x ∈ ℝ N , and the strict inequality holds on a subset of positive Lebesgue measure of
where H V is the Hessian matrix of the function V. We assume the following conditions on the function g:
We employ an argument developed in [6] to introduce a variational framework associated with equation (1.2). We observe that equation (1.2) is formally the Euler-Lagrange equation associated with the energy functional
We make a change of variables v := f −1 (u), where f is defined by
After the change of variables from J, we obtain the following functional:
and (g 1 )-(g 3 ). Moreover, we observe that if v is a critical point of the functional I, then the function u = f(v) is a solution of equation (1.2) (see [6] ). The critical points of I are weak solutions of the problem
We can demonstrate that
We define the Pohozaev manifold associated with equation (1.3) by
Let c be the min-max mountain pass level for the functional I given by
Under the previous hypotheses on V and g, we have the following nonexistence result. Consider now also the limiting problem
Its associated energy functional is denoted by I ∞ .
Each solution of equation (1.4) satisfies the following Pohozaev identity:
We define the Pohozaev manifold associated with equation (1.4) by
and
) is a least energy solution if and only if
We define
as well as the mountain pass min-max level
Using a method similar to the one in [15] , we can deduce that c ∞ = m ∞ = p ∞ . Now we can state our main existence result. [17] to the more general quasilinear case. The framework employed and ideas of the proofs for our main results are close to those found in [17] . However, some technical details in this paper are different from those in [17] . and
We can see by a computation that V(x) satisfies all conditions in Theorem 1.2.
Remark 1.6. Conditions (g 1 ) and (g 2 ) imply that given ε > 0 and 3 ≤ q ≤ 2 ⋅ 2 * , there exists a positive con-
We also obtain the estimate
Remark 1.7. Since we are looking for positive solutions, we set g(s) = 0 for all s < 0. Let v be a critical point of I.
Hence we may conclude that v − = 0 a.e. in ℝ N and v = v + ≥ 0. As u = f(v), we conclude that u is a nonnegative solution for equation (1.2).
Notation. In this paper, we use the following notations:
is the usual Hilbert space endowed with the norm
• L s (ℝ N ) is the usual Banach space endowed with the norm
• ‖u‖ ∞ = ess sup x∈ℝ N |u(x)| denotes the usual norm in L ∞ (ℝ N ).
• B r (y) = {x ∈ ℝ N : |x − y| < r}, B r = {x ∈ ℝ N : |x| < r}.
• u + = max{u, 0}, u − = max{−u, 0}.
• |Ω| denotes the Lebesgue measure of the set Ω.
• C, C ε , C 1 , C 2 , . . . denote various positive constants whose exact value is inessential.
In this section, we first summarize the properties of f , which have been proved in [6, 10] .
Lemma 2.1. The function f satisfies the following properties:
(1) f is uniquely defined, C ∞ and invertible;
Lemma 2.2. The functional γ and the Pohozaev manifold P satisfy the following properties:
Proof.
(1) Thanks to Lemma 2.1 (9), we can deduce that there is C 1 > 0 such that
By (V 4 ), (1.6), (2.1), Lemma 2.1 (3), (7), and the Sobolev inequality, we have
where S is the best Sobolev constant of the embedding
(2) The functional γ(v) is a C 1 functional, thus P ∪ {0} = γ −1 ({0}) is a closed subset. Moreover, {v ≡ 0} is an isolated point in γ −1 ({0}) and the assertion follows.
(3) It follows from Lemma 2.1 (6) and (g 3 ) that
Since v ∈ P, we have
Hence we can deduce that
Combining this with (2.2), Lemma 2.1 (6) and (V 4 ), we have γ (v)v < 0 if v ∈ P. This shows that P is a C 1 manifold. (4) Since 0 is an isolated point in γ −1 ({0}), there must be a ball ‖v‖ ≤ σ which does not intersect P and the assertion is proved. Proof. Let v ∈ P be a critical point of I| P . By the theorem of Lagrange multipliers, there exists a μ ∈ ℝ such that I (v) + μγ (v) = 0. The proof is complete as soon as we show that μ = 0. Evaluating the linear functional above at v ∈ P, we obtain
This expression is associated with the equation
which can be rewritten as
Recalling that v ∈ P, and substituting γ(v) = 0 in the equation above, we get
Since v is a solution of equation (2.4), it satisfiesγ (v) = 0. This yields
From (V 5 ) we get that, if μ < 0, the right-hand side of the above equation is nonnegative, while the left-hand side is negative. If μ > 0, one gets the same contradiction. Hence μ = 0.
Proof of Theorem 1.1
In this section, we apply ideas similar to those employed in [4, 16, 17] .
Since equation (3.1) is a semilinear equation, we can use the conclusions in [16, 17] . Let
then we can get the following lemmas. The proof of these lemmas can be found in [16] ; we omit them.
Then there exist unique t 1 > 0 and t 2 > 0 such that v( ⋅ /t 1 ) ∈ P and v( ⋅ /t 2 ) ∈ P ∞ . If v ∈ P, then there exists t v > 0 such that v( ⋅ /t v ) ∈ P ∞ and t v < 1.
If w ∈ P ∞ , then there exists t w > 0 such that w( ⋅ /t w ) ∈ P and t w > 1. we deduce that
which is a contradiction to Lemma 3.6.
Proof of Theorem 1.2
This section is dedicated to proving the existence of a positive solution for equation (1.3) . By the previous results, we should search for solutions which have energy levels above c ∞ . Similarly to what was done in [16, 17] , we start by showing that the min-max levels of the mountain pass theorem for the functionals I and I ∞ are equal. 
Lemma 4.2. For every ζ ∈ Γ, there exists s ∈ (0, 1) such that ζ(s) intersects P.
Proof. By the proof of Lemma 2.2 (1), we learn that there exists 0 < ρ < 1 such that γ(v) > 0 if 0 < ‖v‖ < ρ. Furthermore, we observe that
It follows from (V 3 ) that γ(v) < NI(v).
Therefore, if ζ ∈ Γ, we have γ(ζ(0)) = 0 and γ(ζ(1)) < NI(ζ(1)) < 0. Since I(ζ(1)) < 0, we conclude that there exists s ∈ (0, 1) such that γ(ζ(s)) = 0 for which ‖ζ(s)‖ > ρ. The function ζ(s) satisfies ζ(s) ∈ P, which shows that every path ζ ∈ Γ intersects P. 
I(ζ(t)).
The proof of Lemma 4.3 can be found in [16] (see also [17, 18] ).
Lemma 4.4. If {v n } is a (C) d sequence with d > 0, then it has a bounded subsequence.
Proof. First of all, we observe that if a sequence
for some constant C 4 > 0, then the sequence {v n } is bounded in H 1 (ℝ N ). For that, we simply need to demonstrate that ∫ ℝ N v 2 n dx is bounded. In fact, by Lemma 2.1 (9) and (V 2 ), we observe that
Moreover, by the Sobolev inequality and Lemma 2.1 (9), one deduces
Hence there is a constant C 6 > 0 such that
Therefore, it remains to show that
and for any φ ∈ H 1 (ℝ N ),
from Lemma 2.1 (6), we get ‖φ n ‖ 2 ≤ 2‖v n ‖ 2 and
Thus there exists a constant
Thanks to (2.2), we get
We can rewrite (4.1) and (4.3) as follows:
From (4.5) and (V 2 ) we can see that {w n } is bounded in H 1 (ℝ N ). It follows from (1.6) that
By the above inequality and (4.4), one has Proof. Since I(v n ) → d > 0 and {v n } ⊂ P, we get
where we also used (V 3 ). Therefore ‖∇v n ‖ 2 is bounded. By the Sobolev inequality, the sequence ‖v n ‖ 2 * is also bounded. It follows from (V 2 ), (1.6), (2.1), and Lemma 2.1 (3) and (7) that
Since ‖∇v n ‖ 2 and ‖v n ‖ 2 * are bounded, ‖v n ‖ 2 is bounded as well. Hence {v n } is bounded in H 1 (ℝ N ).
Definition 4.9.
Define the barycenter function of a given function u ∈ H 1 (ℝ N ) \ {0} by setting
|u(y)| dy,
and μ is a continuous function. Subsequently, takê
It follows thatû ∈ C 0 (ℝ N ). Now we define the barycenter of u by
Then β(u) is well defined sinceû has compact support. The function β(u) satisfies the following properties:
We shall also need the following lemma.
Lemma 4.10. Assume that {u
Proof. We simply observe that
thus by Lemma 2.1 (10) we have
Since g ∈ Lip(ℝ + , ℝ + ), we find that there is a constant C 9 > 0 such that
Therefore,
where we also used the mean value theorem, Lemma 2.1 (2) and (3) and (4.6). Hence, by using the Hölder inequality, one has
Since the function f(s)f (s) is continuous and V(x) satisfies (V 2 ), we can conclude that
We also find that
It follows from (4.7), (4.8) and (4.9) that
Hence I (u n ) → 0 as n → ∞.
We define b := inf{I(v) : v ∈ P and β(v) = 0}.
It is clear that b ≥ c ∞ ; moreover, we have the following lemma. 
Thus, if
This yields
Forδ > 0 sufficiently small, we have λ := ε 0 −δ > 0, and for all v ∈ B 3δ (ṽ n ), one has ‖I (v)‖ > λ. Now let ε := min{p/2, (λδ)/8} and S := {ṽ n }. By [33, Lemma 2.3] , there is a deformation η on the level p, taking all the points of S δ to the level p − ε.
Moreover, for n sufficiently large,
because {ṽ n } is a minimizing sequence, I(ṽ n ) ≤ p + ε/2, for n sufficiently large, and since {ṽ n } ⊂ P, we have
On the other hand, ζ 0 (t) := η(1,ṽ n (⋅/Mt)) is a path in Γ for M and n large enough, hence c ≤ max
which is a contradiction to p = c, provided by Lemma 4.1; hence I (ṽ n ) → 0 as n → ∞. By Lemma 4.10, we get I (v n ) → 0 as n → ∞. Hereafter, the sequence {v n } satisfies the assumptions of Corollary 4.6. Since p = c ∞ and p is not attained by Theorem 1.1, the splitting lemma holds with k = 1. This yields
where y n ∈ ℝ N , |y n | → ∞ and v 1 is a solution of equation (1.4) . Making a translation, we obtain
Calculating the barycenter function on both sides, we have
where the first equality comes from property (3) of the barycenter function β and the second one due to the continuity of β. Since β(v n ) = 0, |y n | → ∞ and β(v 1 (x)) = 0, we arrive at a contradiction, yielding b > c ∞ .
Let us consider the positive, radially symmetric, ground state solution w ∈ H 1 (ℝ N ) of equation (1.4). We define the operator Π :
where t y is the real number t which projects w( ⋅ − y) onto the Pohozaev manifold P. Since t y is unique and t y (w( ⋅ − y)) is a continuous function of w( ⋅ − y), we have that Π is a continuous function of y.
The following lemma describes some properties of the operator Π; its proof can be found in [16, 17] . 
Proof. Since I ∞ is translation invariant, the maximum of t → I ∞ (w( ⋅ /t)) is attained at t = 1 and t y > 1. It follows from (V 6 ) and Lemma 2.1 (3) that
which concludes the proof.
Remark 4.14. Replacing (V 6 ) with Hence we can deduce that d < min{c ♯ , 2c ∞ }; furthermore, we have d ∈ (c ∞ , min{c ♯ , 2c ∞ }). Thanks to Lemma 4.7, we get that the (C) condition is satisfied at level d. Also, inequality (4.11) tells us that relation (3) is satisfied.
From (1), (2) and (3) above we can apply the linking theorem and conclude that d is a critical level for the functional I. Hence there exists a nontrivial solution v ∈ H 1 (ℝ N ) of equation (1.3). Reasoning as usual, because of the hypotheses on g and f , and using the maximum principle, we conclude that v is positive and Theorem 1.2 is proved.
