In this paper, we focus on user attribute analysis by recasting such a problem as a multi-task learning issue, where each attribute is considered as an independent task. In comparison with traditional data analysis, the missing labels problem broadly presents for smart sensor data due to some objective / subjective factors, where the label incompleteness increases the difficulty significantly. Therefore, we design a semi-supervised multi-task learning model (S2MTL) to handle the missing labels issue. For modeling, we integrate the matrix factorization to learn the mapping feature dictionary and attribute space information simultaneously, and adopt the pairwise affinity similarity to incorporate the unlabeled data information, where the low rank property and model efficiency can be well controlled. For model optimization, we convert our model as two individual convex subproblems with one non-smooth, and implement an alternating direction method to generate an efficient optimal solution. State-of-the-art models have validated the effectiveness and efficiency of our proposed model via extensive experiments and comparisons, on two public datasets and our new smart building dataset.
Introduction
User attributes such as gender, age, financial, employment, marriage status, are crucial for many intelligent business applications, e.g., targeted marketing [1] or social science. Traditionally, the user attribute information is manually collected by survey questionnaire. Automatically discovering the user attribute is amazing but very hard, some researches use the social network such as blog, twitter, micro-blogs [2] .
In this paper, we intend to discover multiple user attributes simultaneously depending on the smart sensor data, which can be considered as a multi-task learning issue. For example, we adopt the smart meter data (recording the consumer electricity consumption every 30 min) to estimate the user attributes, e.g., age, children number, single or not, home income, etc; these user attributes information can then help to set the multi-step electricity price, recommend targeted advertising for business, or analyze social behavior.
In our opinion, one discriminative characteristic of the smart sensor data in comparison with traditional data analysis issues, is the missing data phenomenon. the user attribute concurrently, which can improve the generalization performance than standard multi-class classification problem. Most state-of-the-art supervised multi-task learning methods only adopt the limited labeled Y for model training, e.g., [10] [11] [12] [13] [14] [15] [16] . As we know, the unlabeled data, i.e., the missing labels data, also include useful information. Therefore, some semi-supervised methods are attempted to use the unlabeled data. For example, [17] uses Gaussian process for multi-task learning [4, 18] ; assume that all tasks should be related with each other, which limit the generality of their methods [19] ; designs a multi-label classification algorithm using only one Laplacian matrix to represent all tasks and lowrank structure in the origin label space, which cannot handle multi-task learning well and limit its generalization performance. In order to handle this, we propose a semi-supervised multi-task learning model (S2MTL) to overcome missing labels by integrating mapping feature dictionary and attribute space information to address multi-task matrix recovery. The proposed formulation is non-convex; we convert it as two independent convex optimization problems, and we then develop an efficient alternating direction framework to solve it with a global optimal solution. We adopt our S2MTL model for user attribute analysis depending on smart sensor data with missing labels. We also build a new smart building dataset for multi-task learning, and adopt our model for smart meter dataset as well. Generally, the main contributions of our paper are as follows:
i. Missing labels phenomenon is a frequent problem especially for real smart sensor data analysis. In this paper, we propose a semi-supervised multi-task learning model (S2MTL) with low rank constraint to overcome missing labels issue for user attribute discovery. ii. For modeling, we adopt the matrix factorization by learning the mapping feature dictionary and attribute space information simultaneously. Therefore, we can handle the high-dimensional big data efficiently in practice, and meanwhile, control the model complexity with low rank as well. iii. To our best knowledge, ours is the first work about multiple user attributes discovery with missing label data. We also build a new smart building dataset and compare ours with the stateof-the-arts to validate the effectiveness of our model via three real-world datasets.
Related works
Multi-task learning (MTL) [20] [21] [22] [23] [24] intends to explore the task relationships. According to whether the data is well labeled, the multi-task learning algorithms can be categorized as fully labeled multi-task learning and partially labeled multi-task learning .
For the fully labeled multi-task learning , some supervised MTL algorithms assume that all tasks are related [20, 21] . For example, multi-layered feed forward neural networks [3, 25] use the hidden layer to represent common features from different tasks and predict the result using the output layer. However, unrelated tasks can be violated in many real applications and will degrade the performance accordingly. Multiple tasks clustering algorithms [26] [27] [28] aim to group all the tasks into several clusters where tasks within the cluster are either close to each other with some distance metric or share a common probabilistic prior. These algorithms are robust to outlier tasks due to separated clusters cannot affect each other; however, they will put negatively correlated tasks in different clusters. The Bayesian models [12, 27, 29, 30] are also proposed for multi-task learning, such as Gaussian process [31, 32] , t process [33] , Dirichlet process [7] , etc. Another common assumption is that different tasks lie in a low dimensional subspace, which captures the predictive structure for all tasks. For example, [13] [14] [15] [34] [35] [36] assume that there are a set of features (either in original space or in a transformed space) sharing for all tasks. There are also some multi-task learning algorithms using sparse constraints, such as 1 norm constraint [11] , 2, 1 norm constraint [37] , trace norm constraint [15, 36] , and the combination of them such as 1 + 1 ,q norm multi-task learning [16] , sparse and low-rank multi-task learning [13] , robust multi-task learning using group sparse and low rank constraints [38] , robust multi-task feature learning [39] .
For the partially labeled multi-task learning , most multi-task learning algorithms design a semi-supervised learning framework by using both labeled and unlabeled data to improve the performance. Two questions need to be addressed: what semi-supervised classifier is designed with partially labeled data in the single task, and how to embed multiple classifiers within a unified sharing structure. In order to solve these, [40] formulates a reconstruction error for semi-supervised multi-view learning, which constructs a linear classifier for each task depending on the underlying taskspecific data manifolds and integrates all the classification vectors together by a K-means like inter-task regularization term [17] . integrates semi-supervised regression and multi-task by assuming the kernel parameters of all tasks distributed in the same Gaussian process, which cannot take full advantage of the relationship between features and tasks underlying in the labeled data. With the help of graph Laplacian regularizer, [41] presents an online multi-task learning framework called ORION to estimate the optimal weights for combining the ensemble member forecasts [42] . proposes a semi-supervised autoencoder for multi-task learning [43] . designs an online semi-Supervised multi-task metric learning model [44] . analyzes the use of deep features applied in a semisupervised multi-task framework [ [45] . designs a semi-supervised multi-task learning using task regularizations [4] . proposes a semisupervised multi-task learning by trying to find a common lowdimensional feature space structure shared by the multi-problems [18] . proposes the Parameterized Neighborhood-Based Classification (PNBC), which is formulated via Markov random walk over a graph representation of the manifold and uses a task clustering method for multi-task learning. However, both [4] and [18] assume that all tasks should be related with each other, which limit the generality of their algorithms. In this paper, we intend to define a new semi-supervised multi-task learning model to solve smart sensor data with only a small number of labeled instances and a large amount of unlabeled instances. The most similar work related to ours is [19] , which designs a semi-supervised multi-label methods with low-rank constraint. The different is that they only design one Laplacian matrix rather than each task has its own Laplacian matrix as ours, i.e., [19] cannot handle multi-task issue as ours.
Semi-supervised multi-task learning (S2MTL)
Notations: For matrix W ∈ R m ×n ( m and n are the size of row and column of W , respectively), let us define w i j as the entry of the i th row and j th column of W , W . i as the i th column of matrix W and W i . as the i th row of matrix W . The Frobenius norm of matrix 
Background
Since we consider the user attribute analysis problem as a multi-task learning issue, where each attribute is considered as an independent task. We first introduce the state-of-the-art regularized multi-task learning models [11, 15, 36] . We assume there are m different learning tasks, and each task can usually be a regression or classification problem. We have { (
denotes the i th sample for the l th task, y l i denotes the corresponding label, n l is the number of samples for the l th task, and n = m l=1 n l is the total number of samples. Let us define f l as the predictor of the l th learning task, e.g., we focus on linear model in this paper:
where w l ∈ R d is the weight vector for the l th task to be learned. All the weight vectors of m tasks form the weight matrix W = [ w 1 , . . . , w m ] ∈ R d×m , which needs to be learned from the training data. The objective function for most state-of-the-art supervised multi-task models can be summarized as:
where the first term is the loss function for every instance, and R (W ) : R d×m → R + is the regularization norm about matrix W , e.g., the trace norm [15, 36] , the 1 norm [11] , etc.
The proposed S2MTL
The supervised multi-task learning models only use the labeled data for model training and cannot handle the unlabeled data, i.e., the missing label data. Due to the fact that the unlabeled data include useful information for model training as well, we focus on Semi-supervised Multi-task Learning (S2MTL) model to use both the labeled data and unlabeled data together for model training, where different tasks with labeled data should be simultaneously learned in a joint framework to improve the performance. Additionally, it is also necessary to consider the manifold structure of the unlabeled data in multi-task model. In general, the proposed semi-supervised multi-task learning model can be cast as:
where
is the corresponding semi-supervised term for l th task. Depending on the assumption that the underlying predictive classifiers lie in a hypothesis low-rank subspace, Jing et al. [19] proposes a multi-label learning model by defining the low-rank mapping based regularization term R (W ) = W * , which can be represented by a set of shared factors. However, [19] needs to solve the SVD calculation for model optimization, where the computational complexity is increased significantly when the size of W becomes large; more seriously, though [19] intends to learn a low-rank mapping from a feature space to an attribute space, the trace norm constraint cannot achieve this properly. To overcome this problem, we aim to model the feature space and attribute space simultaneously, i.e., it is reasonable to propose matrix factorization to decompose W into:
where U ∈ R d×k is the mapping feature dictionary, and A ∈ R k ×m is the attribute space jointly learned for all tasks l = 1 , . . . , m . The preset parameter k is crucial, because different value of k can change the size of U and A , which can then control the rank of weighted matrix and affect the model efficiency simultaneously. By presetting k d , our model has the following advantages: 1) the upper bound of the rank of weighted matrix W is up to k and the feature dictionary U can be mapped into a low-dimensional subspace, which makes our model more robust; 2) the computational complexity decreases significantly by setting a small k , which can deal with the large scale optimization problem and makes our model more suitable for high-dimensional big data analysis in practice. Additionally, with the feature dictionary U and the attribute space matrix A , the intrinsic geometric structure among multi-labeled and unlabeled data can be well captured and the performance can also be improved accordingly. With respect to Eq. (3) , the proposed S2MTL model can be rewritten as:
where τ > 0 is used to avoid overfitting. These three terms are the loss function L oss (·) , the semi-supervised term ( f l ) and the regularization term R ( A ), respectively, which will be explained below.
The loss function L oss (·)
The first term of Eq. (4) is the loss function as most state-of-thearts, which is defined as a weighted least square form as below:
where s l is the tuning parameter, which can be defined as an indicator, Delta function, or even preset as 1. In our case motivated by et al. [46] , we set s l = 10 10 , if the predicted label f l consists with the ground truth labels y l ; and s l = 1 , otherwise.
The semi-supervised term ( f l )
The second term ( f l ) is the key point of our S2MTL model to handle missing label data. For semi-supervised learning, one of the basic assumption is that if two samples x l i and x l j (both unlabeled and labeled data) are similar in the intrinsic manifold, their
) should also be close to each other. Therefore, the graph regularization term [17, [47] [48] [49] [50] depending on the affinity similarity matrix Z is adopted to define the semi-supervised term ( f l ): is, the more similar these two samples will be. We define the affinity similarity value z l i j as:
and σ l j are tuning parameters and can be set as the standard deviation of the related K nearest neighbor set. The original version Eq. (6) is too time consuming and hard to be calculated efficiently, we simplify ( f l ) into a closed-form solution and show it in the following Lemma .
Lemma 1. Let us define the symmetric diagonal matrix as D l (each entry as d ii = j z l i j ), and the graph Laplacian matrix as L
we can have the simplified version of ( f l ) as:
Please check Appendix A for more details.
The regularization term R ( A )
The third term R ( A ) is used to control the model complexity and increase the generalization of the model. We can have A = [ a 1 , a 2 , . . . , a m ] , where each column a i corresponds to a different user attribute or task. Intuitively, if two attributes / tasks are similar to each other, their corresponding coefficients a i and a j should also be close, which induces a positive task correlation; and vice verse. For example in the smart meter dataset in Section 5.4 , the attributes "Single" and "Age _ person" are similar attributes (some old persons become single after losing their partners), which reacts a positive correlations of the corresponding columns of A ; and in contrast, the attributes "Single" and "Cooking" are dissimilar attributes (most single persons purchases daily food directly instead of cooking), which induce a negative correlations of the corresponding columns of A . Therefore, we intend to model the similarity of different attributes and define the regularization term R ( A ) as:
where λ 2 ≥ 0 is model tuning parameter, and ∈ R m ×m is used to model the relationship between different attributes / tasks of attribute space matrix A . We then have our model as:
where tr ( ) ≤ λ 3 is to restrict complexity of . When the mapping feature matrix U and attribute space matrix A are prescribed, and then the minimization problem of can be reformulated as:
In order to understand the relationship among different attributes, we first factorize the matrix A as:
where :
with V T V = I.
Please check the Appendix B for the proof. Therefore, for model optimization, we do not need to solve , and we can reformulate our S2MTL model as:
where λ 1 , λ 2 and τ are non-negative and can be determined via cross-validation. We will solve Eq. (14) in next section by dividing this non-convex optimization problem into two convex subproblems with alternating direction optimization strategy.
Model optimization
In this section, we intend to solve our S2MTL model in Eq. (14) with the alternating direction method. We first initialize the model matrix U 0 ; due to W = UA, we optimize U and A iteratively by fixing one of them to solve the other one.
Initializing the model matrix U
In order to initialize the variable U 0 , we first construct W 0 where the individual task parameters are learned independently using labeled data without sharing as shown in Eq. (15) , and then task parameters are stacked as columns together to construct the weight matrix W 0 .
where τ ≥ 0 is related to τ . With the obtained matrix W 0 , the matrix U , which should be close to orthogonality, can be initialized by the top-k left singular vectors of W 0 .
Solving the matrix A
By given the matrix U , A and V are the variable in this subproblem, and the model in Eq. (14) can be rewritten as:
We can then represent the minimization problem over V with fixed model as:
where the problem can be addressed by the following theorem in [20] :
Theorem 2. Let V be the eigenvectors of matrix A T A , where V T V = I.
For any matrix A ∈ R k ×m , we then have
Depending on this, the bivariate minimization problem can be transformed as:
Therefore, the matrix V can be considered as a temporary variable and do not need to be solved. Due to the non-smooth nature of the trace norm · * in Eq. (19) T is the number of iteration. One of the key steps about FISTA is how to computer the proximal operator associated with the nonsmooth regularizer, which is defined as:
where L i is a suitable stepsize, and
. For the l th task, the gradient of f (A i −1 ) with respect to A i −1 can be expressed as:
where s l is the diagonal matrix for the l th task. The closed-form solution of Eq. (20) can be transformed as a SVD decomposition:
Specifically, the FISTA algorithm needs two sequences { A i } and { B i }, where { A i } is the approximate solution and { B i } is the search points. We summarize the FISTA algorithm for solving A in Algorithm. 1 .
Algorithm 1
Solving the matrix A via FISTA. 
In order to calculate it more easily, we apply the vectorization operator on both sides, which concatenate the matrix into one signal long column vector,
where the property of Kronecker product is used to obtain
The above equation is the standard form with full rank and has a unique solution. By setting the termination conditions as 1) the value of U is stable; or 2) the iteration number exceeds the limit, MAX-ITER2, we summarize our model optimization in Algorithm. 2 .
Algorithm 2 Alternating direction method for S2MTL. 
Experiments and comparisons
In this section, we present various experiments and comparisons to validate our proposed method using three different datasets, i.e., our own Smart Building dataset, and two published datasets, the Smart Meter dataset and the School dataset.
Comparison with the state-of-the-arts
For the classification and regression problems, we compare our proposed semi-supervised multi-task learning model (S2MTL) with the state-of-the-art models, including:
• L21: 2,1 norm multi-task learning [37] Laplacian function corresponding to different tasks.
All the algorithms are implemented by MATLAB, and the codes are available at the corresponding website. The number of nearest neighbors in our experiments is 5. Notice that all the parameters of the models are selected via 5-fold cross validations.
The terminated conditions are: 1) The difference of the objective function value between two consecutive iterations is smaller than the threshold 10 −5 ; 2) the iteration number is greater than the maximum threshold 10 5 .
Evaluation criteria
Generally for multi-task learning, the intention of each task can be roughly categorized into regression problem or classification problem. For the regression problem, three different criteria are applied for evaluation:
• RMSE (Root Mean Squared Error), which is usually used in the regression problem.
• NMSE (Normalized Mean Squared Error), which is the mean squared error divided by the variance of the target.
• AMSE (Averaged Mean Squared Error), which is the mean squared error divided by the squared norm of the target vector.
For the classification problem, three criteria in different levels are applied for evaluation:
• Avg_AUC, i.e., average area under curve: we calculate the area under the ROC curve for each task and report the average AUC among all test tasks.
• Macro F 1 :
where m is the number of the tasks, Tp i , Fp i and Fn i are the true positive, the false positive and the false negative of the i th task, respectively.
Let us denote X as the benchmark datasets and Y as the related class labels or regression values. For the testing modes, there are two testing modes:
• Transductive mode, we randomly sample X L ⊂ X , and assume the associated Y L are available; the semi-supervised MTL algorithms are trained by X ∪ Y L and tested on X ࢨX L , while the supervised MTL algorithms are trained by X L ∪ Y L and tested on X ࢨX L .
• Inductive mode, we randomly split the benchmark datasets into two disjoint sub-datasets X L ⊂ X and X U ⊂ X , and assume the class labels Y L associated with X L are available; the semisupervised MTL algorithms are trained by X L ∪ Y L ∪ X U and tested on datasets randomly sampled from X ࢨ( X L ∪ X U ).
The results of school dataset
The School dataset 1 is from the Inner London Education Authority (ILEA), which consists of examination records of 15,362 students (samples) from 139 secondary schools and records their examination scores in three years from 1985 to 1987. Each student/sample is represented by 27 binary attributes, which include year, gender, examination score, etc., plus 1 bias attribute. Each school is treated as a different task, where the response (target) is the examination score. Therefore, we totally have 139 different tasks. As the school dataset can be considered as a regression problem, the RMSE, NMSE and AMSE are used to evaluate the performance. For a fair comparison, we perform five random splits and report the mean over different splits.
The result of the transductive testing mode is shown in Table 1 , where we randomly select 10%, 20%, 30% of the whole dataset as labeled training data, respectively, and leave the rest of them as the testing data. As we known, the lower the value of RMSE, NMSE and AMSE is, the better the performance of the corresponding method will be. From Table 1 , our proposed model S2MTL outperforms the state-of-the-art MTL methods in all cases, and the SLRM [19] performs the runner-up one for most of the time, especially comparing with Trace based method. This is because the semi-supervised multi-task learning using both labeled data and unlabeled data is more effective than supervised multi-task learning methods adopting the labeled data only. More specifically, the corresponding parameter of our best performance is λ 1 = 10 , λ 2 = 10 , τ = 10 , 0 0 0 . The result of the inductive testing mode is depicted in Fig. 2 , we partition the whole dataset into three sub-datasets with 2% as labeled data, 10 -60% of dataset in each task as the unlabeled data, and the rest as testing data. As shown in Fig. 2 , our S2MTL model also outperforms the other semisupervised learning algorithms. This is because our S2MTL model consider both the feature structure and attribute space concurrently.
The results of smart meter dataset
The smart meter dataset 2 is publicly available and has been collected in the context of a smart metering trial conducted by the Irish CER (Commission for Energy Regulation). The Smart Metering Electricity Customer Behaviour Trials (CBTs) took place during 2009 and 2010 with over 50 0 0 Irish homes and businesses participating. The purpose of the trials was to assess the impact on consumers electricity consumption in order to inform the cost-benefit analysis for a national rollout. We filter out some of them and remain the energy consumption of 4232 households captured every 30 min between July 2009 and December 2010 (75 weeks in total). In this paper, we use the Smart Meter Dataset for user attribute analysis depending on their energy consuming data. Each user both the residential and businesses, is required to fill the survey questionnaire to evaluate their characteristic, which can be considered as the groundtruth for each user, and some questions are missing subjectively. Actually, each question can be considered as a task and we can mine the user attribute from them as well.
In order to compare our S2MTL model with the state-of-thearts, we extract 16 bivalent attributes / tasks from the surveyed Table 1 The transductive mode results of School Dataset by comparison our S2MTL with the state-of-the-arts using RMSE, NMSE and AMSE criteria, where the average of the RMSE, NMSE and AMSE generated by each corresponding methods are recorded with five random repetitions. In order to stand out, methods with the best and second best results are marked as red and blue, respectvely. Table 2 , where the number of answered questions varies from 1937 to 4232 due to some questions are missing by the users subjectively. We totally extract 81 features categorized in 4 classes as listed in Table 3 , where 25 features are taken from [53] and the other 56 features are defined by ourselves. Generally, the features include consumption (such as the mean consumption in different times of the day or different days), ratios (e.g., daytime-ratios and ratios between different days), statistical aspects (e.g., the variance, the autocorrelation and other statistical numbers) and finally different temporal aspects (e.g., consumption levels, peaks, important moments, temporal deviations, values of time series analysis).
Ratio
Since the mission of the Smart Meter Dataset is for use attribute classification, the Avg _ AUC, Macro _ F1 and Micro _ F1 are used to evaluate the performance. For a fair comparison, we perform five random splits and report the mean over different splits. For the transductive mode as shown in Table 4 , we randomly select 1 -3% of the whole dataset as labeled training data, respectively, and leave the rest of them as the testing data. Due to the higher the value of Avg _ AUC, Macro _ F1 and Micro _ F1 is, the better the corresponding method performs. For the transductive mode, the supervised MTL method, MTFLC, is similar to our S2MTL, which outperforms other methods. Additionally, the corresponding parameter of our best classification performance is λ 1 = 0 . 01 , λ 2 = 1 , τ = 10 0 0 , and k = 8 . For the inductive mode as depicted in Fig. 3 , we partition the whole dataset into three subsets, with 2% as labeled data, 4 -20% of dataset in each task as the unlabeled data, and the rest as testing data. Due to all these three methods are semi-supervised ones, the performance of our S2MTL is similar to SLRM and better than SSMTR.
The results of our smart building dataset
This dataset intends to predict the user habits and attributes depending on various smart sensor mounted in each room. We have 27 rooms distributed in 7-th and 8-th floor of our building and there are totally 7 sensors mounted in each room, i.e., 3 current sensors to measure the electric consuming of the lights and the air conditions, 1 CO 2 sensor to monitor the percentage of carbon dioxide, 1 illumination sensor to monitor the light intensity Table 3 List of features attracted from Smart Meter Dataset for the multi-task classification. The " -" over the feature type denotes the mean value. Without special statement, each feature is computed over the weekdays only. The period of morning, evening, night and noon denote 6 -10 a.m. , 6 -10 p.m. , 1 -5 a.m. and 10 a.m. to 2 p.m. , respectively. Table 4 The statistic results of smart meter dataset by comparison our S2MTL with the state-of-the-arts using Avg _ AUC, Macro F1 and Micro F1, where the average of the Avg _ AUC, Macro F1 and Micro F1 generated by each corresponding methods are recorded with five random repetitions. In order to stand out, methods with the best and second best results are marked as red and blue, respectively. combined by both the sunshine outside and electric light inside, 1 temperature sensor and 1 human sensor to estimate whether there is human inside or not. These sensor datasets are transferred wirelessly and recorded every 1 min per time from Jan 2015 to July 2015 for further analysis, and we then filter the original data as well.
Consumption figures

Ratio
We accumulate the value of three current sensor together to evaluate the whole energy consuming, and discard the temperature sensor as redundancy. As shown in Table 6 , 15 different features are defined depending on these smart sensor dataset, which are current data (4 features), ratio of CO 2 data (4 features), person (6 features) and illumination (1 feature). Each room may be occupied by staff, student or mixture of them with the number of persons varying from 0 to 7. Our intention is to infer the permanent residents attributes working in the corresponding room from the recording smart sensor data. We totally define 4 different tasks, and label the groundtruth using the questionnaires: (a) whether the room has staff inside, (b) whether the room has student inside, (c) whether there are more than 3 people working in the room and (d) the direction of the window (south or north). Table 5 The transductive mode results of smart building dataset by comparison our S2MTL with the state-of-the-arts using Average AUC, Macro F1, and Micro F1, where the average of the Average AUC, Macro F1, Micro F1 and Accuracy generated by each corresponding methods are recorded with five random repetitions. In order to stand out, methods with the best and second best results are marked as red and blue color, respectively. Table 6 The feature used for Smart Building Dataset. day _ ratio To compare our S2MTL model with the state-of-the-arts, we adopt three evaluation criteria, i.e., Avg _ AUC, Macro F1 and Micro F1. For the transductive mode as shown in Table. 5 , we randomly select 5 -15 samples as labeled training data, respectively, and leave the rest of them as the testing data. For the inductive mode as depicted in Fig. 4 , we partition the whole dataset into three subsets, with 10 labeled samples, 5 -25 samples in each task as the unlabeled data, and the rest as testing data. For a fair comparison, we perform five random splits and report the mean over different splits. From the results of the transductive mode demonstrated in Table. 5 , we can see that S2MTL outperforms the other state-ofthe-arts with the second best one as SLRM or Dirty, respectively. The performance of nearly all methods are improved when increasing the number of labeled training data. That is because the more the well labeled training data is used, the better the performance of the corresponding model will be improved. Furthermore, the corresponding parameter of our best classification performance is λ 1 = 1 , λ 2 = 0 . 01 , τ = 3 , and k = 2 . From the results of the inductive mode in Fig. 4 , the curve of S2MTL is higher than other semisupervised multi-task learning methods in all these three subfigures, which demonstrates that ours outperforms other methods, especially SSMTR.
C ( day ) − C ( noon ) C ( noon ) x max _ morning _ ratio Max _ c ( morning ) − C ( noon ) C ( noon ) sqrt(x) max _ afternoon _ ratio Max _ c (afternoon) − C ( noon ) C ( noon ) sqrt(x)
Comparison in term of training ratio
In this subsection, we conduct sensitivity studies on the proposed semi-supervised multi-task learning formulation, and study how the training ratio affect its generalization performance in terms of transductive and inductive mode, respectively. More specifically, we use School dataset for this experiment. For the transductive mode, we vary the set of X L in the set { 0 . 1 × i } 9 i =1 and record the obtained generalization performance for each training ratio. The experimental result are then depicted in Fig. 5 . For the inductive mode, we vary the set of X L and X U in the set {0.1, 0.2}
, respectively, and record the corresponding generalization performance in Fig. 6 and Fig. 7 . We can have the following observations: 1) Our proposed model S2MTL outperforms other competing algorithms in the two different semi-supervised learning modes; 2) For the transductive mode, both of the supervised and semi-supervised algorithms achieve comparable generalization performance with the increase of the labeled data ratio. Moreover, the performance of Trace approaches SLRM gradually, which means that the impact of unlabeled data becomes weak when the labeled data is enough; 3) For the inductive mode, the performance of all competing algorithms change small with the increase of the unlabeled data ratio, especially when ratio of labeled data is 20%.
Comparison by tuning parameters λ 1 and λ 2
In this subsection, we study how the model tuning parameters ( λ 1 , λ 2 ) of regularizer ( f l ) and R ( A ) in Eq. (14) effect the performance of S2MTL for regression task, respectively. We randomly select 10% of the school dataset as the training set and use the rest of the data as the testing set.
• By setting the parameter λ 2 as 1, k as 28 and varying the parameter λ 1 of semi-supervised partition ( f l ) from 10 −4 to 10 4 , we present the regression performance (averaged over 5 random repetitions) of S2MTL in terms of NMSE and AMSE as shown in Fig. 8 . The performance of our S2MTL is stable between 10 and 10 0 0.
• By fixing the parameter of ( f l ) as 1, k as 28 and varying the parameter λ 2 from 10 −4 to 10 4 , we present the regression performance (averaged over 5 random repetitions) of S2MTL in terms of NMSE and AMSE as shown in Fig. 9 . The performance of our S2MTL is stable between 10 and 50 0 0.
From Fig. 8 and Fig. 9 , we can conclude that our model in Eq. (14) is relatively robust by tuning the model parameters λ 1 , λ 2 in a wide range.
Comparison in term of the size k
In this subsection, we study how the size k in Eq. (14) effects the performance of S2MTL for regression task, respectively. The school dataset with training and test sets of the ratio 1:9 is also adopted. For the School datast, by fixing λ 1 as 10, λ 2 as 10, we vary the size of mapping feature dictionary k from 1 to 28, and present the regression performance (averaged over 5 random repetitions) of S2MTL in terms of RMSE and NMSE as shown in Fig. 10 . Fig. 7 . Comparison our S2MTL with the state-of-the-art MTL algorithms by varying the ratio of training data using School Dataset. The index of the x -axis of each subfigure corresponds to the ratio of X U varying from 10% to 60% in School Dataset; the index of the y -axis is the value of (A) RMSE, (B) NMSE and (C) AMSE. We can see that both the error of RMSE and NMSE are minimum when k = 3 , i.e., the performance of our S2MTL is best. After that, the error of RMSE and NMSE are decreasing with the increase of size of k . This is because the larger size of k , the more redundant feature information can be included in the feature dictionary U and attribute space A . 
Table 7
Comparison the time consumption of our S2MTL with the state-of-the-arts by varying the size of k .
L21
Trace Dirty SparseTrace MTFLC SSMTR SLRM S2MTL 
Comparison in term of time consumption
We adopt the School dataset to compare the time consumption of our S2MTL with the state-of-the-art methods as shown in Table. 7 . Specifically, we randomly select 10% of the school dataset as the training set and use the rest of the dataset as the testing set. Generally, the supervised multi-task learning methods (e.g., L21, Trace, Dirty, SparseTrace) are more efficient than semi-supervised multi-task learning methods (e.g., SSMTR, SLRM and our S2MTL). This is because the supervised MTL methods do not need to handle the unlabeled data for model training. For semi-supervised multitask learning methods, our S2MTL is similar to SLRM and both of our S2MTL and SLRM is more efficient than SSMTR. For our S2MTL, the efficiency of our S2MTL is deteriorated when increasing the size k from 5 to 20. Due to our S2MTL model outperforms other models when k is small, ours is more efficient than SLRM. All the experiments are performed on the computer with 12G RAM, Intel 3.6 GHz CPU implemented by Matlab 2014b.
Conclusions
The missing labels problem is frequently encountered in many application domains especially for smart sensor data analysis due to various objective or subjective factors. The label incompleteness significantly increases the difficulty of acquiring accurate multi-task prediction models. In this paper, we propose a semisupervised multi-task learning (S2MTL) model for user attribute discovery with missing labels, which adopts the matrix factorization by learning the mapping feature dictionary and attribute space matrix to decrease the model complexity and improve the performance simultaneously. We also design an efficient model optimization algorithm via alternating direction method by formulating our model as two convex subproblems with one non-smooth. In order to justify the effectively of our proposed S2MTL model, one pubic school dataset and two real smart sensor datasets are adopted, i.e., the smart meter dataset, our new smart building dataset, where the tasks are predicted various user attributes. The results demonstrate that most of the time, our S2MTL model outperforms the state-of-the-art multi-task learning methods due to ours use both the labeled and unlabeled data properly; moreover, the performance of ours is also improved when increasing the ratio of labeled training data. For model efficiency, it is natural that some supervised multi-task learning is better than the semi-supervised ones including ours; and our S2MTL is more efficient than other semi-supervised multi-task learning methods especially presetting a small value of k . .
