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COLLECTIVE BEHAVIOR MODELS WITH VISION GEOMETRICAL
CONSTRAINTS: TRUNCATED NOISES AND PROPAGATION OF CHAOS
YOUNG-PIL CHOI AND SAMIR SALEM
Abstract. We consider large systems of stochastic interacting particles through discontinuous
kernels which has vision geometrical constrains. We rigorously derive a Vlasov-Fokker-Planck
type of kinetic mean-field equation from the corresponding stochastic integral inclusion system.
More specifically, we construct a global-in-time weak solution to the stochastic integral inclusion
system and derive the kinetic equation with the discontinuous kernels and the inhomogeneous
noise strength by employing the 1-Wasserstein distance.
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1. Introduction
In this paper, we are interested in the propagation of chaos for stochastic integral equations (in
short, SIEs) describing collective behavior of individuals with vision geometrical constraints. Let
(Ω,F , (Ft)t≥0,P) be a probability space endowed with a filtration (Ft)t≥0. Here Ω is the random
set, P and F are measure and σ-algebra on that set, respectively. On that probability space, let
{Bit}Ni=1 be N independent d-dimensional Brownian motions. In this setting, our main SIEs are
given by
X it = X
i
0 +
∫ t
0
V is ds, i = 1, · · · , N, t ≥ 0,
V is = V
i
0 +
∫ t
0
F [µNs ](X
i
s, V
i
s ) ds+
√
2σ
∫ t
0
R(V is ) dBis, µNs :=
1
N
N∑
i=1
δ(Xis,V is ),
(1.1)
where R ∈ C2(Rd) is a truncation function compactly supported in BdVm := {x ∈ Rd : |x| < Vm}.
Here X it and V
i
t are position and velocity of i-th particle at time t ≥ 0, respectively, and F [µ] denotes
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the velocity alignment force given by
F [µ](x, v) :=
∫
Rd×Rd
1K(v)(y − x)(w − v)µ(dy, dw) for µ ∈ P(Rd × Rd),
where 1K(v) is the indicator function on the vision setK(v), which is called a communication weight.
The system (1.1) without the noise and vision geometrical constrains is refereed as the Cucker-
Smale model [15], which is proposed to describe velocity alignment behaviors of individuals, such as
flocks of birds or schools of fish, etc. Due to the presence of vision geometrical constraints in (1.1),
which comes from 1K in the interaction force F , the individuals are only interacting with others
in the velocity dependent region K and trying to align their velocities with others. The system
(1.1) has a diffusion however it smoothly degenerates when the speed of individuals increases to Vm.
This enables us to consider the situation where the particles moving with higher velocities are less
affected by the noises. From this consideration, we can show that the uniform boundedness of speed
in time for the system (1.1) almost surely under suitable assumption on the initial data, see Lemma
3.2. Thus, the system have a generic property of the velocity alignment models that the speed of
individuals cannot be too high.
In the original Cucker-Smale model [15], a bounded Lipschitz communication weight is consid-
ered and obtained the flocking estimate under some condition on the initial configurations. In
[30], a normalized communication weight is taken into account to deal with interactions between
individuals through not only the distance between them but also their relative distance. Recently,
in [1, 6, 8, 31], the collision avoidance between individuals is observed by considering a singular
communication weight. The influence of noises in Cucker-Smale type models showing flocking or
non-flocking behavior is studied in [2, 11, 17, 20, 32]. We refer the reader to [9, 12] and the references
therein for general survey of flocking models.
Mean field limit and propagation of chaos are some challenging topics in the analysis of partial
differential equations(in short, PDEs), which arise in the context of interacting multi-agent systems.
Indeed, it provides a rigorous justification of the continuum models. For the original Cucker-Smale
model which has regular force fields, the rigorous mean-field limit, existence of weak solutions are
studied in [4, 10, 21], see also [13, 16, 29] for more general types of equations. More recently,
Vlasov systems with bounded kernels are taken into account in [27], however, their result cannot
be directly applied for the system (1.1) since the interaction between particles not only depend on
their relative distance but also on some topological considerations. For the particle system with
singular or non-Lipschitz kernels, the rigorous derivation of continuum descriptions is studied in
[3, 5, 23, 26, 28].
For the deterministic case, i.e., the system (1.1) without noises, the rigorous derivation of mean-
field limit model is studied in [7] in the large particle limit N → ∞. Since the force fields in (1.1)
are not continuous, the differential inclusion system together with the extended boundary set is
introduced, and the quantitative error estimate between solutions to that system and weak solutions
to the limiting kinetic equation is obtained. Our main purpose of this paper is to extend the result
in [7] to the stochastic case under the same assumption on the sensitivity regions K. To be more
precise, we will show that the N interacting processes (X it , V
i
t ) of the system (1.1) respectively
well approximates as N → ∞ the processes (Y it ,W it ) to the following kinetic McKean-Vlasov type
system:
Y it = Y
i
0 +
∫ t
0
W is ds, i = 1, · · · , N, t > 0,
W it = W
i
0 +
∫ t
0
F [fs](Y
i
s ,W
i
s) ds+
√
2σ
∫ t
0
R(W is) dBis, L(Y it ,W it ) = ft,(
Y i0 ,W
i
0
)
=
(
X i0, V
i
0
)
, i = 1, · · · , N.
(1.2)
Then, by applying Itoˆ formula, we find that the probability density function ft is governed by
∂tft + v · ∇xft +∇v · (F [ft]ft) = σ∆v
(R2(v)ft) , (x, v) ∈ Rd × Rd, t > 0, (1.3)
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with the initial data
ft(x, v)|t=0 =: f0(x, v), (x, v) ∈ Rd × Rd. (1.4)
We emphasize that types of SIEs (1.1), SIEs with discontinuous force fields and truncated dif-
fusion, have not been treated so far to the best of authors’ knowledge. It is also worth noticing
that since the force fields are discontinuous, the existence of solutions to the SIEs (1.1) cannot be
obtained by the classical theory of SIEs. Furthermore, it is not possible to use Girsanov’s theorem
to get a weak notion of solutions as in [25] due to the consideration of additive noises. Thus our
strategy is to replace the SIEs (1.1) by a system of stochastic integral inclusion system. For this,
we need to use the generalized boundary set ∂˜K defined in Definition 2.2 below as in [7] where
the differential inclusion system is introduced for the existence of particle system without noises.
To the best of authors’ knowledge, there exist no available general integral inclusion theories in the
stochastic framework as convenient as Fillipov’s theory [18] in the deterministic setting. Thus, in the
current work, we introduce the corresponding stochastic inclusion system to (1.1) and give details
of constructing the global-in-time existence of solutions to that system.
Notations.-We introduce several notations used throughout the paper. | · | and 〈·, ·〉 denote the
Euclidean distance and the standard inner product on Rd, respectively. We also use the notation | · |
for the Lebesgue measure of some set or the cardinal of finite index sets when there is no confusion.
P(Rd×Rd) and Pp(Rd×Rd) stand for the sets of all probability measures and probability measures
with finite moments of order p ∈ [1,∞) on Rd × Rd, respectively. For a function f(x, v), ‖f‖Lp
represents the usual Lp(Rd × Rd)-norm. For p ∈ [1,∞] and T > 0, Lp(0, T ;E) is the set of the Lp
functions from an interval (0, T ) to a Banach space E. We denote by C a generic positive constant.
For a set A ⊂ Rd, int(A) and cl(A) represent the interior and closure of A, respectively, and Tr(M)
denotes the trace of a matrix M ∈ Rd × Rd.
Organization of the paper.- In Section 2, we discuss our main mathematical tool, Wasserstein
distance. We also present our main assumptions on the sensitivity regions and main results on the
existence of solutions to the SIEs and PDEs, and the propagation of chaos. As mentioned before,
the deterministic case is already studied in [7], thus we provide several examples of sensitivity sets
K satisfying our main assumptions (H1)-(H2) below without giving the details of proof. In Section
3, we present a global-in-time existence of solutions to corresponding stochastic integral inclusion
system (2.2) to the SIEs (1.1). In Section 4, we show the existence and uniqueness of the PDE and its
associated nonlinear SIEs. Finally, in Section 5, we provide the details of proof for the propagation
of chaos for the systems (1.1).
2. Preliminaries and main results
2.1. Wasserstein distance. In this part, we introduce the Wasserstein distance, which is our main
mathematical tool to estimate the convergence of the empirical measure for the particle system to
the probability measure in law. We also discuss an issue of making use of 1-Wasserstein distance for
our case, and we finally recall from [19] the estimate of convergence rate of an empirical measure in
Wasserstein distance.
For p ≥ 1 and µ, ν ∈ Pp(Rn), the Wasserstein distance is defined by
Wpp (µ, ν) := inf
ξ∈Γ(µ,ν)
∫
Rn×Rn
|x− y|pξ(dx, dy) = inf
(X,Y )∼(µ,ν)
E [|X − Y |p] ,
where Γ(µ, ν) is the set of all probability measures on Rn × Rn with first and second marginals µ
and ν, respectively, i.e.,∫
Rn×Rn
φ(x)dξ(dx, dy) =
∫
Rn
φ(x)µ(dx) and
∫
Rn×Rn
φ(y)dξ(dx, dy) =
∫
Rn
φ(y)ν(dy),
for all φ ∈ Cb(Rn), and (X,Y ) are all possible couples of random variables with µ and ν as respective
laws. Note that when p = 1, the 1-Wasserstein distance is equivalent to the bounded Lipschitz
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distance:
W1(µ, ν) = sup
{∣∣∣∣∫
Rn
ϕ(x)µ(dx) −
∫
Rn
ϕ(x)ν(dx)
∣∣∣∣ : ϕ ∈ Lip(Rn), Lip(ϕ) ≤ 1} ,
where Lip(Rn) and Lip(ϕ) represent the set of Lipschitz functions on Rn and the Lipschitz constant
of a function ϕ, respectively.
In the current work, it seems convenient to consider p-Wasserstein distance with p ∈ 2N due to
the multiplicative noises. However it has already been pointed out in [7, Remark 3.1] by the authors
and their collaborators that our strategy does not work in Wasserstein distance of order p with
p ∈ (1,∞), thus the make use of W1 or W∞ is essential in the framework because of the form of
force fields, see [14]. For those reasons, we introduce a modified Wasserstein 1 distance Wγ1 as
Wγ1 (µ, ν) := inf
(X,Y )∼(µ,ν)
E
[√
γ2 + |X − Y |2
]
.
Note thatWγ1 is not a metric. Employing that quantity enables us to establish stability like estimates
for any γ > 0 for the both diffusion and the singularity of the interaction kernel. Finally, by letting
γ → 0, we provide the results in the desired 1-Wasserstein metric.
Before closing this subsection, we recall from [19, Theorem 1] the result on the rate of convergence
of the empirical measure in Wasserstein distance, which will be crucially used to obtain our result
on propagation of chaos.
Proposition 2.1. Let µ ∈ P(Rn) and p ≥ 1. Suppose that Mq(µ) :=
∫
Rn
|x|qµ(dx) < ∞ for some
q > p. Then we have
E
[Wpp (µN , µ)] ≤ CMp/qq (µ)

N−1/2 +N−(q−p)/q if 2p > n and q 6= 2p,
N−1/2 log(1 +N) +N−(q−p)/q if 2p = n and q 6= 2p,
N−p/n +N−(q−p)/q if 2p < n and q 6= n/(n− p),
where µN = 1N
∑N
k=1 δXk and C > 0 depends only on p, d and q.
2.2. Sharp sensitivity regions. In this subsection, we introduce several notations for the set K
and its properties. We also discuss our main assumptions for K.
Definition 2.1. Let K ⊂ Rd be a non-empty compact set and ε > 0. We define the ε-boundary of
K by:
∂εK := {x+ y | x ∈ ∂K, |y| ≤ ε} ,
and also the ε-enlargement(resp. ε-reduction) Kε,+ (resp. Kε,−) by
Kε,+ := K ∪ ∂εK and Kε,− := K \ ∂εK
Note that ∂εK = Kε,+ \Kε,− and (∂εK)δ,+ ⊂ ∂ε+δK for ε > 0 and δ > 0.
We next provide the so called rope argument used in [22, 25] for the propagation of chaos of Vlasov-
Poission or Vlasov-Poisson-Fokker-Planck systems in one dimension whose proof can be found in [7,
Lemma 2.2].
Lemma 2.1. For K ⊂ R For x1, y1, x2, y2 ∈ Rd, we have
|1K(y1 − x1)− 1K(y2 − x2)| ≤ 1∂2|x1−x2|K(y1 − x1) + 1∂2|y1−y2|K(y1 − x1).
We now give our main assumption on the compact set K(v):
(H1) K(·) is globally compact, i.e., K(v) is compact and there exists a compact set K such that
K(v) ⊆ K , ∀ v ∈ Rd.
(H2) There exist a family of closed sets v 7→ Θ(v) and a constant C such that:
(i) ∂K(v) ⊂ Θ(v), for all v ∈ Rd,
(ii) |Θ(v)ε,+| ≤ Cε, for all ε ∈ (0, 1),
(iii) K(v)∆K(w) ⊂ Θ(v)C|v−w|,+ for v, w ∈ Rd,
(iv) Θ(w) ⊂ Θ(v)C|v−w|,+ for v, w ∈ Rd,
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where ∆ denotes the symmetric difference, i.e., A∆B = (A\B)∪ (B \A) = (A∪B)\ (A∩B)
for A,B ⊂ Rd.
Before giving some comments on the set-valued function Θ(v) given in (H2), we introduce a gener-
alized boundary of the set ∂˜K(v) in the definition below.
Definition 2.2. For v ∈ Rd, we define the generalized boundary set of K(v), ∂˜K(v) by
∂˜K(v) :=
{
x ∈ Rd : A(x, v) = [0, 1]} ,
where A : Rd × Rd → [0, 1] is given by
A(x, v) := Conv {α ∈ [0, 1] : ∃ (xn, vn)→ (x, v) such that 1K(vn)(xn)→ α} for (x, v) ∈ R2d.
Introducing the above boundary set ∂˜K(v) is required to give a sense to the time-derivative of
the particle trajectories when they cross the boundary of K(v). The set-valued function Θ(v) is a
kind of a regularization of the set valued function ∂˜K(v). Note that there are inclusion relations for
the sets ∂K, ∂˜K, and Θ:
∂K(v) ⊂ ∂˜K(v) ⊂ Θ(v) for v ∈ Rd.
We refer to [7] for details of its proof. We next provide several examples of sets satisfying the above
conditions (H1)-(H2) that are studied in [7, Section 5].
(Example 1) A fixed closed ball in Rd:
K(v) = cl(Bdr) with r > 0.
(Example 2) A closed ball with radius evolving regularly with respect to velocity in Rd:
K(v) = cl(Bdr(|v|)) with a bounded Lipschitz function r : R+ → R+.
(Example 3) A vision cone in Rd with d = 2, 3:
K(v) =
{
x : |x| ≤ r and − θ(|v|) ≤ cos−1
(
x · v
|x||v|
)
≤ θ(|v|)
}
with 0 < θ(z) ∈ C∞(R+) satisfying θ(z) = π for 0 ≤ z ≤ 1, θ(z) is decreasing for z ≥ 1 and
θ(z)→ θ∗ > 0 as |z| → +∞.
For the first two examples, we can choose the generalized boundary set Θ(v) as Θ(v) = ∂K(v).
For the third one, if we define the family set Θ(v) as
Θ(v) :=
{
∂C(r, v, θ(|v|)) ∪R(v) if |v| ∈ (1/2, 1),
∂C(r, v, θ(|v|)) else, (2.1)
where R(v) = [a(v), b(v)] with
a(v) = −r v|v| , b(v) = 2r(|v| − 1)
v
|v| ,
then the set Θ(v) defined in (2.1) satisfies the condition (H2).
2.3. Main results. In this part, we present our main results of this paper. First, we establish the
global-in-time existence of solutions to the stochastic particles system.
Theorem 2.1. There exists some stochastic basis (Ω,F , (Ft)t≥0,P), and on this basis a dN -dimensional
Brownian motion (B1t , · · · , BNt )t≥0 of 2dN dimensional (X10 , V 10 , · · · , XN0 , V N0 ) random variables
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with law fN0 ∈ P2(R2dN ) and some Ft-adapted 2dN dimensional (X1t , V 1t , · · · , XNt , V Nt )t≥0 process
solution to the following inclusion integral equation
X it = X
i
0 +
∫ t
0
V is ds, i = 1, · · · , N, t > 0,
V is = V
i
0 +
1
N
N∑
j=1
∫ t
0
αi,js (V
j
s − V is ) ds+
√
2σ
∫ t
0
R(V is ) dBis,
αi,js ∈ I(Xjs −X is, V is ), ∀ s ≥ 0,
(2.2)
where I is the set valued function defined as
I(x, v) =

{1} if x ∈ int(K(v)) \ ∂˜K(v),
{0} if x ∈ K(v)c \ ∂˜K(v),
[0, 1] if x ∈ ∂˜K(v).
For notational simplicity, we define the set valued function F˜ [µ] as
F˜ [µ](x, v) :=
∫
Rd×Rd
I(y − x, v)(w − v)µ(dydw),
which makes sense at least when µ is an atomic measure.
We next state the theorem on the existence of solutions to the nonlinear SIEs (1.2) and its
associated PDEs (1.3).
Theorem 2.2. Let f0 be a probability measure on R
d × Rd satisfying f0 ∈ (L1 ∩ L∞)(Rd × Rd) ∩
P1(Rd × Rd) and let (X i0, V i0 )i=1,··· ,N be N independent variables with law f0. Suppose the initial
data f0 is compactly supported in velocity in B
d
Vm
. Then, for some T > 0, there exists a unique strong
solution (Y it ,W
i
t )i=1,··· ,N to the nonlinear SIEs (1.2) and a unique f ∈ L∞(0, T ; (L1 ∩ L∞)(Rd ×
R
d))∩C([0, T ];P1(Rd×Rd)) weak solution to (1.3) which is the law of the process solution to (1.2) and
compactly supported in velocity in BVm up to time T > 0. Moreover, if f˜ ∈ L∞(0, T ;P1(Rd × Rd))
is another solution starting from f˜0 ∈ P1(Rd × Rd) then
W1(ft, f˜t) ≤ W1(f0, f˜0)e
∫
t
0
‖fs‖L1∩L∞ ds.
Remark 2.1. A straightforward computation yields that for q ≥ 1
d
dt
∫
Rd×Rd
|x|qf dxdv ≤ q
∫
Rd×Rd
|x|q−1|v|f dxdv ≤ C
∫
Rd×Rd
|x|q−1f dxdv ≤ C
∫
Rd×Rd
|x|qf dxdv+C.
Thus the q-th moment of f is estimated as∫
Rd×Rd
|x|qft dxdv ≤ C
∫
Rd×Rd
|x|qf0 dxdv + C.
Our final result is on the propagation of chaos. For this, we recall the definition of a chaotic
sequence and remark the reformulation of the notation of the propagation of chaos in terms of
coupling. We refer to [24] for more details on that.
Definition 2.3. Let f be a probability on R2d. A sequence
(
(XNi , V
N
i )i≤N
)
N∈N
of exchangeable
random variables is f -chaotic if
µN :=
1
N
N∑
i=1
δ(XNi ,V Ni )
L−→ f as N →∞.
Remark 2.2. Assume that f ∈ Pp(R2d) endowed with the Wp metric. Then a sufficient condition
for the sequence
(
(XNi , V
N
i )i≤N
)
N∈N
to be f -chaotic is
E
[Wp(µN , f)]→ 0 as N →∞.
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Theorem 2.3. Suppose that the set-valued function K satisfies (H1) and (H2), and let f be a
solution to the system (1.3)-(1.4) up to time T > 0, such that f ∈ L∞(0, T ; (L1 ∩ L∞)(Rd × Rd)) ∩
C([0, T ];P1(Rd×Rd)) with initial data f0 ∈ (L1 ∩L∞)(Rd ×Rd)∩P1(Rd×Rd) compactly supported
in velocity in BVm . Let (X
i
0, V
i
0 )i=1,··· ,N be N independent variables with law f0. Furthermore, we
assume that |x|qf0 ∈ L1(Rd ×Rd) for q > 1. Then there exists a constant C > 0 depending only on
Vm, f0, q and T such that
E
[W1(µNt , ft)] ≤ C

N−1/2 +N−(q−1)/q if 2 > d and q 6= 2,
N−1/2 log(1 +N) +N−(q−1)/q if 2 = d and q 6= 2,
N−1/d +N−(q−1)/q if 2 < d and q 6= d/(d− 1),
for all t ∈ [0, T ], where µNt = 1N
∑N
i=1 δ(Xit ,V it ) is the empirical measure associated to the particle
system (2.2).
3. Interacting stochastic particle system: Proof of Theorem 2.1
In this section, we construct a global-in-time solution to the stochastic integral inclusion system
(2.2) which corresponds to the system (1.1) . For this, we regularize the indicator function with
respect to phase space (x, v):
1η,εK(v)(x) = 1K ∗(x,v) (φε, ψη) =
∫
Rd×Rd
1K(v−w)(x− y)φη(w)ψε(y) dydw,
where φη(w) := (1/η
d)φ (w/η) with
φ(v) = φ(−v) ≥ 0, φ ∈ C∞0 (Rd), supp φ ⊂ B(0, 1), and
∫
Rd
φ(v) dv = 1.
Using this newly defined function 1η,εK , we define F
η,ε[µ] as
F η,ε[µ](x, v) =
∫
Rd×Rd
1η,εK(v)(y − x)(w − v)µ(dy, dw). (3.1)
We next recall from [7, Lemma 4.2] some some basic properties of the regularized indicator function
in the lemma below.
Lemma 3.1. (i) For all ε > 0, it holds∫
|1εK(x)− 1K(x)| dx ≤ |∂2εK|. (3.2)
(ii) For all x ∈ O and 0 < η ≤ 1, it holds∫
Rd
∣∣∣1η,εK(w(x))(y − x)− 1εK(w(x))(y − x)∣∣∣ dy ≤ Cη, (3.3)
where C is a positive constant independent of ε and η.
We now consider the following SIEs with smooth force fields and diffusion:
X i,η,εt = X
i
0 +
∫ t
0
V i,η,εs ds, i = 1, · · · , N, t > 0,
V i,η,εt = V
i
0 +
1
N
N∑
j=1
∫ t
0
1η,ε
K(V i,η,εs )
(Xj,η,εs −X i,η,εs )(V j,η,εs − V i,η,εs ) ds+
√
2σ
∫ t
0
R(V i,η,εs ) dBis.
(3.4)
Then it is clear that strong existence and uniqueness hold for equation (3.4). Let us denote by
(XN,η,εt ,VN,η,εt ) := (X i,η,εt , V i,η,εt )i=1,··· ,N and µN,η,εt :=
1
N
N∑
j=1
δ(Xj,η,εt ,V
j,η,ε
t )
.
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In the lemma below, we estimate the upper bound of the velocity in (3.4) which is useful to control
the linear velocity coupling term in the force fields.
Lemma 3.2. Let (XN,η,εt ,VN,η,εt ) be the solution to the system (3.4) on the time interval [0, T ].
Suppose that
max
1≤i≤N
|V i0 | ≤ Vm, P- a.s.
Then it holds
max
1≤i≤N
|V i,η,εt | ≤ Vm, P- a.s.,
for η, ε > 0 and t ∈ [0, T ].
Proof. We divide the proof into two steps:
• In Step A, we show that the maximal value of |V i,η,εt | over i = 1, · · · , N has a finite speed
of growth in time t.
• In Step B, we show that this maximal value can not exceed the ball of radius Vm almost
surely, and complete the desired result.
⋄ Step A.- We set
Aη,εt := max
1≤i≤N
|V i,η,εt |.
We also notice that if we set
Ω0 =
{
ω ∈ Ω |s ∈ [0, T ] 7→ V i,η,εs (ω) is continuous
} ∈ F ,
then P(Ω0) = 1 since the paths of the Bwonian motion are almost surely continuous. For t ∈ [0, T ],
we define the random (but not stopping) time τ i,η,εt as
τ i,η,εt = sup
s≤t
{|V i,η,εs | = Vm} .
Then we obtain
|V i,η,εt | =
∣∣∣∣∣
∫ t
τ i,η,εt
F η,ε[µN,η,εs ](X
i,η,ε
s , V
i,η,ε
s ) ds+
√
2σ
∫ t
τ i,η,εt
R(V i,η,εs ) dBs + V i,η,ετ i,η,εt
∣∣∣∣∣
≤
∫ t
0
∣∣F η,ε[µN,η,εs ](X i,η,εs , V i,η,εs )∣∣ ds+ Vm +√2σ
∣∣∣∣∣
∫ t
τ i,η,εt
R(V i,η,εs ) dBs
∣∣∣∣∣
Let us define two event sets ΩA and ΩB by
ΩA :=
{
[τ i,η,εt , t] ⊂
{
s ∈ [0, T ] | |V i,η,εs | ≤ Vm
}}
,
and
ΩB :=
{
]τ i,η,εt , t] ⊂
{
s ∈ [0, T ] | |V i,η,εs | > Vm
}}
.
Then by definition of τ i,η,εt and the fact that s 7→ V i,η,εs is almost surely continuous, we get P(ΩA)+
P(ΩB) = 1. For the event ΩA, it is clear to get
|V i,η,εs | ≤ Vm.
For the event ΩB, ∫ t
τ i,η,εt
Rε(V i,η,εs )dBs = 0,
and this yields
|V i,η,εi | ≤
∫ t
0
∣∣F η,ε[µN,η,εs ](X i,η,εs , V i,η,εs )∣∣ ds+ Vm.
On the other hand, the alignment force term in the above inequality is estimated as∣∣F η,ε[µN,η,εs ](X i,η,εs , V i,η,εs )∣∣ ≤ ∫
Rd×Bd
A
η,ε
s
(|v|+ |V i,η,εs |)µN,η,εs (dx, dv) ≤ Aη,εs + |V i,η,εs |.
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This implies
|V i,η,εt | ≤ Vmet +
∫ t
0
Aη,εs e
t−s ds, P-a.s.,
and subsequently, by definition of Aη,εt , we obtain
Aη,εt ≤ Vmet +
∫ t
0
Aη,εs e
t−sds,
and by applying Gronwall’s inequality we finally have
Aη,εt ≤ Vmet(1 + t) ≤ VmeT (1 + T ), P-a.s.
⋄ Step B.- It follows from the assumption that A0 ≤ Vm. Suppose that for some ω ∈ Ω it holds
A˜(ω) := supt∈[0,T ]At(ω) > Vm. Then, for some i = 1, · · · , N , there exists t0 ∈ [0, T ] such that
A˜(ω) = |V i,η,εt0 (ω)| > Vm.
We now choose a neighborhood Vω of t0 such that |V i,η,εs (ω)| > Vm for all s ∈ Vω. Then V i,η,εt (ω)
is differentiable in that neighborhood and
1
2
d|V i,η,εs (ω)|2
ds
=
∫
Rd×Rd
1K(V i,η,εs (ω))(x −X
i,η,ε
s (ω))(v − V i,η,εs (ω)) · V i,η,εs (ω)µN,η,εs (ω)(dx, dv)
≤
∣∣∣∣∣∣∣∣
∫
Rd×{|v|≤A˜(ω)}
(v − V i,η,εs (ω)) · V i,η,εs (ω)︸ ︷︷ ︸
≤(A˜(ω)−|V i,η,εs (ω)|)|V
i,η,ε
s (ω)|
µN,η,εs (ω)(dx, dv)
∣∣∣∣∣∣∣∣
≤ (A˜(ω)− |V i,η,εs (ω)|)|V i,η,εs (ω)|.
Set
Zi,η,εs (ω) :=
(A˜(ω)− |V i,η,εs (ω)|)2
2
. (3.5)
Then it is straightforward to get
Zi,η,εt0 (ω) = 0 and
∣∣∣∣dZi,η,εs (ω)ds
∣∣∣∣ = ∣∣∣∣−d|V i,η,εs (ω)|ds (A˜(ω)− |V i,η,εs (ω)|)
∣∣∣∣ ≤ 2Zi,η,εs (ω),
This yields Zi,η,εt (ω) = 0 for t ∈ Vω , and in particular Vω does not depend on ω and thus Vω = [0, T ].
Thus V i,η,εt (ω) > Vm for all t ∈ [0, T ] due to (3.5). This subsequently implies the event{
sup
t∈[0,T ]
sup
1≤i≤N
|V i,η,εt | > Vm
}
, (3.6)
is of probability one. On the other hand, by the assumption, the event{
sup
t∈[0,T ]
sup
1≤i≤N
|V i0 | ≤ Vm
}
,
is of probability one, which contradicts to (3.6). This completes the proof. 
We are now in position to give the proof of Theorem 2.1. As mentioned before, we are going to
take into account the generalized boundary set ∂˜K defined in Definition 2.2 to construct a global-
in-time weak solution to the stochastic integral inclusion system (2.2). We remind the reader that
the similar strategy is used for the system (1.1) without noises, i.e., σ = 0 in [7].
Proof of Theorem 2.1. We divide the proof into two steps.
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⋄ Step A: Tightness.- It follows from Lemma 3.2 that if the (V 0i )i=1,··· ,N are distributed with
a law compactly supported in BdVm , then (V
i,η,ε
t )i=1,··· ,N lie inside B
d
Vm
P-a.s. Using this fact, we
find that for 0 ≤ s, t ≤ T
|XN,η,εt −XN,η,εs | ≤ CVm|t− s|
|VN,η,εt − VN,η,εs | ≤ CVm|t− s|+
√
2σ sup
1≤i≤N
sup
0≤s<r<t≤T
∣∣∣∣∫ r
s
R(V i,η,εu ) dBiu
∣∣∣∣ ,
for some positive constant C. Thus we obtain
|XN,η,εt −XN,η,εs |+ |VN,η,εt − VN,η,εs | ≤ (C + Uη,εT )|t− s|1/3,
where
Uη,εT :=
√
2σ sup
1≤i≤N
sup
0≤s<r<t≤T
∣∣∣∣∫ r
s
R(V i,η,εu ) dBiu
∣∣∣∣ |t− s|−1/3.
On the other hand, by using Burkholder-Davis-Gundy inequality, we get that for any p > 1
E
[(
sup
1≤i≤N
sup
s<r<t
∣∣∣∣∫ r
s
R(V i,η,εu ) dBiu
∣∣∣∣)2p
]
≤ C
N∑
i=1
E
[
sup
s<r<t
∣∣∣∣∫ r
s
R(V i,η,εu ) dBiu
∣∣∣∣2p
]
≤ C
N∑
i=1
CpE
[∣∣∣∣∫ t
s
R2(V i,η,εs ) ds
∣∣∣∣p
]
≤ CN,p‖R‖2L∞ |t− s|p.
This together with Kolmogorov’s continuity theorem gives that for p > 1 the process
t 7→ sup
1≤i≤N
∫ t
s
R(V i,η,εu ) dBiu is γ-Ho¨lder P-a.s. for any γ ∈
(
0,
p− 1
2p
)
.
This subsequently implies Uη,εT <∞ P-almost surely. Let us now denote by
K(R, a) :=
{
f ∈ C1/3([0, T ],R2dN) : sup
0≤s<t≤T
|f(t)− f(s)|
|t− s|1/3 ≤ R and f(0) ∈ B
2dN
a
}
,
which is a compact subset of C([0, T ],R2dN) due to Arzela´-Ascoli theorem. Then, for all η, ε > 0,
we obtain that if (XN,η,εt ,VN,η,εt )t∈[0,T ] /∈ K(R, a), then either C + Uη,εT ≥ R or |(XN0 ,VN0 )| ≥ a.
This yields
P
(
(XN,η,εt ,VN,η,εt )t∈[0,T ] /∈ K(R, a)
)
≤ P (C + Uη,εT ≥ R) + P
(|(XN0 ,VN0 )| ≥ a) .
On the other hand, since Uη,εT is almost surely finite, we can find someR > 0 such that P (C + U
η,ε
T ≥ R) ≤
a−1. Moreover, it follows from Chebyshev’s inequality that
P
(|(XN0 ,VN0 )| ≥ a) ≤ m2(fN0 )a2 ,
where m2(f
N
0 ) denotes the second-order moment of f
N
0 . Hence we have
sup
η,ε>0
P
(
(XN,η,εt ,VN,η,εt ) /∈ K(R, a)
)
≤ Ca−1(1 ∨ a−1),
and this concludes that the family of law (P η,ε)η,ε>0 under P of (XN,η,εt ,VN,η,εt , Bt)t∈[0,T ] is tight.
⋄ Step B: Identification of the limit.- By Step A and Prokhorov’s theorem, we can choose a
subsequence (P η(n),ε(n))n converging to some P . Then again by Skorokhod’s theorem, we can find
a probability space (Ω,F ,P) together with some sequence of process (XN,η(n),ε(n)t ,V
N,η(n),ε(n)
t , Bt)n
and a process (XNt ,V
N
t ,Wt)t∈[0,T ] such that theirs law under P are respectively (P
η(n),ε(n))n and P ,
and (XN,η(n),ε(n). ,V
N,η(n),ε(n)
. , B.)n goes P-almost surely to (X
N
t ,V
N
t ,Wt)t∈[0,T ]. Note that the third
marginal of P η(n),ε(n) is the law of a (dN)-Brownian motion so that B. is a Brownian motion under P.
Thus ((Ω,F ,P), (XN,η(n),ε(n). ,V
N,η(n),ε(n)
. , B.)) is a weak solution to (3.4) for each n since uniqueness
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in law holds for this equation. We now show that ((Ω,F ,P), (XNt ,V
N
t ,Wt)t∈[0,T ]) is a weak solution
to stochastic integral inclusion system (2.2). Note that since XN,η(n),ε(n). ,V
N,η(n),ε(n)
. , B. is a weak
solution to (3.4), we obtain that P-almost surely
V
i
t − V
i
0 −
1
N
N∑
j=1
∫ t
0
1
K(V
i
s)\∂˜K(V
i
s)
(X
j
s −X
i
s)(V
j
s − V
i
s) ds−
√
2σ
∫ t
0
R(V is) dB
i
s
= V
i
t − V
i,η,ε
t −
√
2σ
∫ t
0
(R(V is)−R(V i,η,εs ))dBis − 1N
N∑
j=1
∫ t
0
Iη,εs ds
= V
i
t − V
i,η,ε
t −
√
2σ
∫ t
0
(R(V is)−R(V i,η,εs ))dBis − 1N
N∑
j=1
∫ t
0
Iη,εs 1{Xjs−X
i
s /∈∂˜K(V
i
s ))}
ds
− 1
N
N∑
j=1
∫ t
0
Iη,εs 1{Xjs−X
i
s∈∂˜K(V
i
s ))}
ds,
(3.7)
where
Iη,εs := 1K(V is)\∂˜K(V
i
s)
(X
j
s −X
i
s)(V
j
s − V
i
s)− 1η,εK(V i,η,εs )(X
j,η,ε
s −X
i,η,ε
s )(V
j,η,ε
s − V
i,η,ε
s ).
We then estimate the third and fourth terms on the right hand side of the equality (3.7). By
definition of the generalized boundary set ∂˜K(·), it is clear that if
X
j
s −X
i
s /∈ ∂˜K(V
i
s),
then
1η,ε
K(V
i,η,ε
s )
(X
i,η,ε
s −X
j,η,ε
s )(V
j,η,ε
s − V
i,η,ε
s )→ 1K(V is)\∂˜K(V is)(X
i
s −X
j
s)(V
j
s − V
i
s),
weakly as ε, η → 0. That is,
1
N
N∑
j=1
∫ t
0
Iη,εs 1{Xjs−X
i
s /∈∂˜K(V
i
s ))}
ds→ 0 weakly as ε, η → 0.
We also find
− 1
N
N∑
j=1
∫ t
0
Iη,εs 1{Xjs−X
i
s∈∂˜K(V
i
s ))}
ds
=
1
N
N∑
j=1
∫ t
0
(
1η,ε
K(V
i,η,ε
s )
(X
j,η,ε
s −X
i,η,ε
s )(V
j,η,ε
s − V
i,η,ε
s )
)
1
{X
j
s−X
i
s∈∂˜K(V
i
s)}
ds
=
1
N
N∑
j=1
∫ t
0
(
1η,ε
K(V
i,η,ε
s )
(X
j,η,ε
s −X
i,η,ε
s )(V
j,η,ε
s − V
j
s + V
i
s − V
i,η,ε
s )
)
1
{X
j
s−X
i
s∈∂˜K(V
i
s)}
ds
+
1
N
N∑
j=1
∫ t
0
(
1η,ε
K(V
i,η,ε
s )
(X
j,η,ε
s −X
i,η,ε
s )
)
(V
j
s − V
i
s)1{Xjs−X
i
s∈∂˜K(V
i
s)}
ds
=:
∫ t
0
Jη,εs ds+
1
N
N∑
j=1
∫ t
0
αi,j,η,εs (V
j
s − V
i
s)1{Xjs−X
i
s∈∂˜K(V
i
s)}
ds,
where Jη,εt → 0 weakly as η, ε→ 0 for t ∈ [0, T ] due to the tightness. Thus, by combining the all of
the above observations, we have that for any h > 0, there exist η, ε > 0 small enough such that∣∣∣∣∣∣V it − V i0 − 1N
N∑
j=1
∫ t
0
1˜i,j,η,εs (V
j
s − V
i
s) ds−
√
2σ
∫ t
0
R(V is) dB
i
s
∣∣∣∣∣∣ ≤ h, (3.8)
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where
1˜i,j,η,εs := 1K(V is)\∂˜K(V
i
s)
(X
j
s −X
i
s) + α
i,j,η,ε
s 1{Xjs−X
i
s∈∂˜K(V
i
s)}
.
On the other hand, we find that for all η, ε > 0
1
N
N∑
j=1
∫ t
0
1˜i,j,η,εs (V
j
s − V
i
s) ds ∈
∫ t
0
F˜ [µNs ](X
i
s, V
i
s) ds.
Note that the above set is closed. Thus, this together with (3.8) yields
V
i
t − V
i
0 −
√
2σ
∫ t
0
R(V is) dB
i
s ∈
∫ t
0
F˜ [µNs ](X
i
s, V
i
s) ds,
where µNt :=
1
N
∑N
j=1 δ(Xjt ,V
j
t)
. This completes the proof. 
4. Nonlinear stochastic integral system: Proof of Theorem 2.2
The purpose of this section is to show the existence and uniqueness of solutions to the following
Nonlinear SIEs: 
Yt = Y0 +
∫ t
0
Ws ds,
Wt = W0 +
∫ t
0
F [fs](Ys,Ws) ds+
√
2σ
∫ t
0
R(Ws) dBs,
ft = L(Yt,Wt).
(4.1)
For this, we first give the so called weak-strong stability estimate under the assumptions (H1)-(H2)
for the set-valued function K(·).
Lemma 4.1. Let (Y,W ) and (Y ′,W ′) two random variables on R2d and denote f = L(Y,W ) and
f ′ = L(Y ′,W ′). Assume that f ∈ L∞(R2d) and both f and f ′ are compactly supported in velocity
in BdVm . Then there exists a constant depending only on Vm such that
E [|F [f ](Y,W )− F [f ′](Y ′,W ′)|] ≤ C‖f‖L1∩L∞E [|Y − Y ′|+ |W −W ′|] .
Proof. Introducing π := L((Y,W ), (Y ′,W ′)), we obtain
E [|F [f ](Y,W )− F [f ′](Y ′,W ′)|]
= E
[∣∣∣∣∫
R2d×R2d
(
1K(W )(y − Y )(w −W )− 1K(W ′)(y′ − Y ′)(w′ −W ′)
)
π(dy, dw, dy′, dw′)
∣∣∣∣]
≤ E
[∣∣∣∣∫
R2d×R2d
(
1K(W )(y − Y )(w −W )− 1K(W )(y − Y )(w′ −W ′)
)
π(dy, dw, dy′, dw′)
∣∣∣∣]
+ E
[∣∣∣∣∫
R2d×R2d
(
1K(W )(y − Y )− 1K(W )(y′ − Y ′)
)
(w′ −W ′)π(dy, dw, dy′, dw′)
∣∣∣∣]
+ E
[∣∣∣∣∫
R2d×R2d
(
1K(W )(y
′ − Y ′)− 1K(W ′)(y′ − Y ′)
)
(w′ −W ′)π(dy, dw, dy′, dw′)
∣∣∣∣]
=: I1 + I2 + I3.
⋄ Estimate I1: First, we easily obtain
I1 ≤ E [|W −W ′|] +
∫
R2d×R2d
|w − w′|π(dy, dw, dy′, dw′) = 2E [|W −W ′|] .
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⋄ Estimate I2: Using the fact that f, f ′ are compactly supported in velocity together with Lemma
2.1, we find
I2 ≤ 2VmE
[∫
R2d×R2d
∣∣1K(W )(y − Y )− 1K(W )(y′ − Y ′)∣∣π(dy, dw, dy′, dw′)]
≤ 2VmE
[∫
R2d×R2d
(
1∂2|Y−Y ′|K(W )(y − Y ) + 1∂2|y−y′ |K(W )(y − Y )
)
π(dy, dw, dy′, dw′)
]
=: I12 + I
2
2 ,
where I12 can be estimated by
I12 ≤ 2VmE
[
‖f‖L∞ |Θ(W )2|Y−Y
′|,+|12|Y−Y ′|≤1
]
+ 2VmE
[|Y − Y ′|12|Y−Y ′|>1]
≤ C‖f‖L1∩L∞E [|Y − Y ′|] ,
thanks to (H2) (i)-(ii). Then by using Fubini’s theorem together with the fact f = L(Y,W ), (H2)
(i)-(ii) as the above, and compact support of f in velocity, we obtain
I22 = 2VmE
[∫
R2d×R2d
1∂2|y−y′ |K(u)(y − z)f(dz, du)π(dy, dw, dy′, dw′)
]
≤ C(1 + ‖f‖L∞)E
[∫
R2d×R2d
|y − y′|π(dy, dw, dy′, dw′)
]
= C‖f‖L1∩L∞E [|Y − Y ′|] .
⋄ Estimate of I3: Using (H2) (iii) together with the fact that
1A(x) ≤ 1A|x−y|,+(y) for any set A ⊂ Rd and x, y ∈ Rd,
we split I3 into two terms:
I3 ≤ 2VmE
[∫
R2d×R2d
1K(W )∆K(W ′)(y
′ − Y ′)π(dy, dw, dy′, dw′)
]
≤ 2VmE
[∫
R2d×R2d
1Θ(W )C|W−W ′|,+(y
′ − Y ′)π(dy, dw, dy′, dw′)
]
≤ 2VmE
[∫
R2d×R2d
1Θ(W )C|W−W ′|+|Y−Y ′|+|y−y′ |,+(y − Y )π(dy, dw, dy′, dw′)
]
≤ 2VmE
[∫
R2d×R2d
(
1Θ(W )2C|W−W ′|+2|Y−Y ′|,+(Y − y) + 1Θ(W )2|y−y′ |,+(y − Y )
)
π(dy, dw, dy′, dw′)
]
=: I13 + I
2
3 .
We first easily estimate I13 as
I13 ≤ 2Vm‖f‖L1∩L∞E [|W −W ′|+ |Y − Y ′|] ,
due to (H2) (ii). For the estimate of I23 , we again use Fubini’s theorem and compact support of f
in velocity, we have similarly as the estimate of I22 above that
I23 = CE
[∫
R2d×R2d
1Θ(u)2|y−y′ |,+(y − z)f(dz, du)π(dy, dw, dy′, dw′)
]
≤ C‖f‖L1∩L∞E
[∫
R2d×R2d
|y − y′|π(dy, dw, dy′, dw′)
]
= C‖f‖L1∩L∞E [|Y − Y ′|] .
By combining all the above estimates, we conclude our desired result. 
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We now consider the following regularized nonlinear SIEs:
Y η,εt = Y0 +
∫ t
0
W η,εs ds,
W η,εt = W0 +
∫ t
0
F η,ε[fη,εs ](Y
η,ε
s ,W
η,ε
s ) ds+
√
2σ
∫ t
0
R(W η,εs ) dBs,
fη,εt = L(Y η,εt ,W η,εt ),
(4.2)
where F η,ε is defined as in (3.1). Due to the smoothness of the force fields and the diffusion
coefficients, it is clear the global existence and uniqueness of solutions for the system (4.2).
In the lemma below, we provide the upper bound estimate of the solution W η,εt to the above
system whose proof can be obtained by using the almost same argument as in Lemma 3.2.
Lemma 4.2. Let T > 0, and suppose that there exists a solution on the time interval [0, T ] to the
system (4.1) with the law of the initial data f0 = L(Y0,W0) which is compactly supported in velocity
in BdVm . Then it holds
|W η,εt | ≤ Vm, P- a.s.,
for η, ε > 0 and t ∈ [0, T ].
In the proposition below, we show the existence of weak solutions to the corresponding Vlasov-
Fokker-Planck type equation to (4.2).
Proposition 4.1. The family of time marginals of the solution (fη,εt ) to the system (4.2) is a
global-in-time weak solution of the following kinetic equation:
∂tf
η,ε
t + v · ∇xfη,εt +∇v · (F η,ε[fη,εt ]fη,εt ) = σ∆v(R2(v)fη,εt ), (x, v) ∈ Rd × Rd, (4.3)
with the initial data f0 = L(Y0,W0) ∈ L∞(Rd × Rd) compactly supported in velocity in BdVm , where
the velocity alignment force F η,ε[fη,εt ] is given by
F η,ε[fη,εt ](x, v) =
∫
Rd×Rd
1η,εK(v)(x− y)(w − v)fη,εt (dy, dw).
Furthermore, we have
sup
0≤t≤T
‖fη,εt ‖L∞ ≤ C.
for some T > 0 and positive constant C > 0 independent of η, ε.
Proof. For φ ∈ C∞c (R2d), we apply Itoˆ’s formula to the system (4.2) to find
φ(Y η,εt ,W
η,ε
t )
= φ(Y0,W0) +
∫ t
0
〈∇x,vφ(Y η,εs ,W η,εs ), d(Y η,εs ,W η,εs )〉+
1
2
∫ t
0
∆x,vφ(Y
η,ε
s ,W
η,ε
s )d 〈(Y η,εs ,W η,εs )〉
= φ(Y0,W0) +
∫ t
0
W η,εs · ∇xφ(Y η,εs ,W η,εs )ds+
∫ t
0
F η,ε[fη,εs ](Y
η,ε
s ,W
η,ε
s ) · ∇vφ(Y η,εs ,W η,εs )ds
+
√
2σ
∫ t
0
〈∇vφ(Y η,εs ,W η,εs ),R(W η,εs )dBs〉+ σ
∫ t
0
∆vφ(Y
η,ε
s ,W
η,ε
s )R2(W η,εs ) ds.
We then take the expectation and use the fact that fη,εt = L(Y η,εt ,W η,εt ) to obtain∫
Rd×Rd
φ(x, v)fη,εt (dx, dv)
=
∫
Rd×Rd
φ(x, v)f0(dx, dv) +
∫ t
0
∫
Rd×Rd
v · ∇xφ(x, v)fη,εs (dx, dv) ds
+
∫ t
0
∫
Rd×Rd
F η,ε[fη,εs ](x, v) · ∇vφ(x, v)fη,εs (dx, dv) ds
+ σ
∫ t
0
∫
Rd×Rd
∆vφ(x, v)R2(v)fη,εs (dx, dv) ds.
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This concludes that the family of time marginals of the process solutions (Y η,εt ,W
η,ε
t ) to the system
(4.2) is a weak solution for the kinetic equation (4.3).
We next show the uniform bound estimate of ‖fη,ε‖L∞ in η, ε > 0. Due to the diffusion term, we
first estimate Lp-norm of the solution fη,ε and send p → ∞ to have the desired L∞-estimate. For
p ≥ 1, we obtain
d
dt
∫
Rd×Rd
(fη,εt )
p dxdv
= p
∫
Rd×Rd
∂tf
η,ε
t (f
η,ε
t )
p−1dxdv
= −p
∫
Rd×Rd
∇v · (F η,ε[fη,εt ]fη,εt )(fη,εt )p−1dxdv + σp
∫
Rd×Rd
∆v(R2(v)fη,εt )(fη,εt )p−1dxdv
=: J1 + J2,
where Ji, i = 1, 2 are estimated as follows.
J1 = −p
∫
Rd×Rd
(∇v · F η,ε[fη,εt ]) (fη,εt )p dxdv −
∫
Rd×Rd
F η,ε[fη,εt ] · ∇v(fη,εt )p dxdv
= −(p− 1)
∫
Rd×Rd
(∇v · F η,ε[fη,εt ]) (fη,εt )p dxdv
J2 = −σp
∫
Rd×Rd
(∇v(R2(v))fη,εt +R2(v)∇vfη,εt ) · ∇v((fη,εt )p−1) dxdv
= σ(p− 1)
∫
Rd×Rd
∆v(R2(v))(fη,εt )p dxdv − σp(p− 1)
∫
Rd×Rd
R2(v)(fη,εt )p−2|∇vfη,εt |2 dxdv.
This yields
d
dt
‖fη,εt ‖pLp ≤ (p− 1)
(‖∇v · F η,ε[fη,εt ]‖L∞ + σ‖∆vR2(v)‖L∞) ‖fη,εt ‖pLp .
On the other hand, it follows from [7, Proposition 4.1] together with Lemma 4.2 that
‖∇v · F η,ε[fη,εt ]‖L∞ ≤ C(1 + ‖fη,εt ‖L∞),
where C > 0 is independent of η, ε, and p. Thus we obtain
d
dt
‖fη,εt ‖pLp ≤ Cp(1 + ‖fη,εt ‖L∞) ‖fη,εt ‖pLp .
By applying Gronwall’s inequality, we get
‖fη,εt ‖Lp ≤ ‖f0‖Lp exp
(
C
∫ t
0
(1 + ‖fη,εs ‖L∞)ds
)
.
We now send p→∞ to find
‖fη,εt ‖L∞ ≤ ‖f0‖L∞ exp
(
C
∫ t
0
(1 + ‖fη,εs ‖L∞) ds
)
.
Set
g(t) := ‖f0‖L∞ exp
(
C
∫ t
0
(1 + ‖fη,εs ‖L∞)ds
)
≥ 0.
Then g(0) = ‖f0‖L∞ and g satisfies
g′(t) = Cg(t)(1 + ‖fη,εt ‖L∞) ≤ Cg(t)(1 + g(t)).
This yields
(g−1(t))′ + Cg−1(t) ≥ −C and g(t) ≤ 1
(1 + g−10 )e
−Ct − 1 .
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Hence we have
‖fη,εt ‖L∞ ≤ g(t) ≤
1
(1 + g−10 )e
−Ct − 1 =
‖f0‖L∞
(1 + ‖f0‖L∞)e−Ct − ‖f0‖L∞ .

We then provide the existence and stability of strong solutions to the nonlinear SIEs (4.1) in the
proposition below.
Proposition 4.2. There exists only one process on the time interval [0, T ] for some T > 0 solv-
ing the system (4.1) in the strong sense starting from (Y0,W0) with law f0 ∈ L∞(R2d), indepen-
dent of (Bt)t∈[0,T ] such that its time marginal satisfies ft ∈ L∞(0, T ;L∞(R2d)) and solves the ki-
netic equation (1.3). Moreover if (Yt,Wt)t∈[0,T ] and (Y
′
t ,W
′
t )t∈[0,T ] are two solutions to the sys-
tem (4.1) with the initial data (Y0,W0) and (Y
′
0 ,W
′
0), respectively, such that ft = L(Yt,Wt) with
ft ∈ L∞(0, T ;L∞(R2d)). Then we have
E
[|Yt − Y ′t |+ |Wt −W ′t |] ≤ eC ∫ t0 ‖fs‖L1∩L∞dsE[|Y0 − Y ′0 |+ |W0 −W ′0|],
for t ∈ [0, T ].
Proof. As mentioned in Introduction, we cannot directly use the 1-Wasserstein distance. Set ϕγ(x) :=√
γ2 + |x|2 with γ > 0. Note that
∇ϕγ(x) = x√
γ2 + |x|2 and ∆ϕγ(x) =
dγ2 + (d− 1)|x|2
(γ2 + |x|2)3/2 .
We also find from the above that
|∇ϕγ(x)| ≤ 1 and |∆ϕγ(x)| ≤ d√
γ2 + |x|2 . (4.4)
⋄ Step A (Cauchy estimates).- Let (Y η,εt ,W η,εt ) and (Y η
′,ε′
t ,W
η′,ε′
t ) be solutions to the regularized
system (4.2). Then, by applying Itoˆ’s formula, we obtain√
γ2 + |W η,εt −W η
′,ε′
t |2
=
∫ t
0
 W η,εs −W η′,ε′s√
γ2 + |W η,εs −W η′,ε′s |2
 · (F η,ε[fη,εs ](Y η,εs ,W η,εs )− F η′,ε′ [fη′,ε′s ](Y η′,ε′s ,W η′,ε′s )) ds
+
√
2σ
∫ t
0
(
R(W η,εs )−R(W η
′,ε′
s )
) W η,εs −W η′,ε′s√
γ2 + |W η,εs −W η′,ε′s |2
 · dBs
+ σ
∫ t
0
(
dγ2 + (d− 1)|W η,εs −W η
′,ε′
s |2
(γ2 + |W η,εs −W η′,ε′s |2)3/2
)(
R(W η,εs )−R(W η
′,ε′
s )
)2
ds,
(4.5)
due to W η,ε0 =W
η′,ε′
0 = W0. We next take the expectation to the above equality to find
E
[√
γ2 + |W η,εt −W η
′,ε′
t |2
]
≤
∫ t
0
E
[∣∣∣F η,ε[fη,εs ](Y η,εs ,W η,εs )− F η′,ε′ [fη′,ε′s ](Y η′,ε′s ,W η′,ε′s )∣∣∣] ds
+ σd
∫ t
0
E
 1√
γ2 + |W η,εs −W η′,ε′s |2
(
R(W η,εs )−R(W η
′,ε′
s )
)2 ds
=:
∫ t
0
K1 ds+
∫ t
0
K2 ds,
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where we used (4.4). Here K2 can be easily estimated as∫ t
0
K2 ds ≤ σd‖R‖2Lip
∫ t
0
E
 |W η,εs −W η′,ε′s |2√
γ2 + |W η,εs −W η′,ε′s |2
 ds
≤ σd‖R‖2Lip
∫ t
0
(
γ + E[|W η,εs −W η
′,ε′
s |]
)
ds.
For the estimate of K1, we decompose it as
K1 ≤ E [|F η,ε[fη,εs ](Y η,εs ,W η,εs )− F [fη,εs ](Y η,εs ,W η,εs )|]
+ E
[∣∣∣F [fη,εs ](Y η,εs ,W η,εs )− F [fη′,ε′s ](Y η′,ε′s ,W η′,ε′s )∣∣∣]
+ E
[∣∣∣F [fη′,ε′s ](Y η′,ε′s ,W η′,ε′s )− F η′,ε′ [fη′,ε′s ](Y η′,ε′s ,W η′,ε′s )∣∣∣]
=: K11 +K
2
1 +K
3
1 .
⋄ Estimates of K11 and K31 : We again split K11 into two terms:
K11 = E
[∣∣∣∣∫
Rd×Rd
(
1η,ε
K(Wη,εs )
(Y η,εs − y)− 1K(Wη,εs )(Y η,εs − y)
)
(w −W η,εs )fη,εs (dy, dw)
∣∣∣∣]
≤ E
[∫
Rd×Rd
∣∣∣1η,εK(Wη,εs )(Y η,εs − y)− 1εK(Wη,εs )(Y η,εs − y)∣∣∣ |w −W η,εs |fη,εs (dy, dw)
]
+ E
[∫
Rd×Rd
∣∣∣1εK(Wη,εs )(Y η,εs − y)− 1K(Wη,εs )(Y η,εs − y)∣∣∣ |w −W η,εs |fη,εs (dy, dw)]
=: K1,11 +K
1,2
1 .
Using the estimate of compact support of fη,εs in velocity and (3.3), we find for η ≤ 1
K1,11 ≤ 2Vm|BdVm |‖fη,εs ‖L∞E
[∫
Rd
∣∣∣1η,εK(Wη,εs )(Y η,εs − y)− 1εK(Wη,εs )(Y η,εs − y)∣∣∣ dy
]
≤ C‖fη,εs ‖L∞η.
Similarly, by using (3.2) and (H2) (i)-(ii), we get for ε < 1/2
K1,21 ≤ 2Vm|BdVm |‖fη,εs ‖L∞E
[∫
Rd
∣∣∣1εK(Wη,εs )(Y η,εs − y)− 1K(Wη,εs )(Y η,εs − y)∣∣∣ dy]
≤ C‖fη,εs ‖L∞ sup
v∈Rd
|Θ(v)2ε,+|
≤ C‖fη,εs ‖L∞ε.
Employing the almost same argument as above, we estimate K31 as
K31 ≤ C‖fη,εs ‖L∞ (η′ + ε′) for η′, ε′ < 1/2.
⋄ Estimate of K21 : It follows from Lemma 4.1 that
K21 ≤ C(1 + ‖fη,εs ‖L∞)E
[
|Y η,εs − Y η
′,ε′
s |+ |W η,εs −W η
′,ε′
s |
]
.
Combining the all of above estimates, we have
E
[
|Y η,εt − Y η
′,ε′
t |+
√
γ2 + |W η,εt −W η
′,ε′
t |2
]
≤ γ + C
∫ t
0
(1 + ‖fη,εs ‖L∞)E
[
|Y η,εs − Y η
′,ε′
s |+
√
γ2 + |W η,εs −W η′,ε′s |2
]
ds
+ C
∫ t
0
‖fη,εs ‖L∞(η + ε+ η′ + ε′) ds,
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where C > 0 is independent of η, ε, η′, ε′ and γ. We finally let γ → 0 and use Gronwall’s inequality
together with the uniform bound estimate in Proposition 4.1, we have
sup
t∈[0,T ]
E
[
|Y η,εt − Y η
′,ε′
t |+ |W η,εt −W η
′,ε′
t |
]
≤ C(η + ε+ η′ + ε′) for η, ε, η′, ε′ < 1/2,
where the constant C depends only on Vm, d, ‖R‖Lip, and T .
⋄ Step B (Uniform-in-time estimate).- Before taking the expectation to the equality (4.5), we
first take the supremum over the time interval [0, T ]. Then we can estimate similarly as in Step A
to estimate
E
[
sup
t∈[0,T ]
(
|Y η,εt − Y η
′,ε′
t |+ |W η,εt −W η
′,ε′
t |
)]
except the following term∫ t
0
(
R(W η,εs )−R(W η
′,ε′
s )
) W η,εs −W η′,ε′s√
γ2 + |W η,εs −W η′,ε′s |2
 · dBs
since this term will not vanish if we take the expectation after the supremum. For this, we use
Doob’s inequality to estimate it as
E
sup
τ≤t
∣∣∣∣∣∣
∫ τ
0
(
R(W η,εs )−R(W η
′,ε′
s )
) W η,εs −W η′,ε′s√
γ2 + |W η,εs −W η′,ε′s |2
 · dBs
∣∣∣∣∣∣

≤ E
sup
τ≤t
∣∣∣∣∣∣
∫ τ
0
(
R(W η,εs )−R(W η
′,ε′
s )
) W η,εs −W η′,ε′s√
γ2 + |W η,εs −W η′,ε′s |2
 · dBs
∣∣∣∣∣∣
2

1/2
≤ 2‖R‖LipE
[∫ t
0
|W η,εs −W η
′,ε′
s |2ds
]1/2
.
Then this together with the similar estimates as in Step A for other terms gives
E
[
sup
t∈[0,T ]
(
|Y η,εt − Y η
′,ε′
t |+ |W η,εt −W η
′,ε′
t |
)]
≤ C (η + ε+ η′ + ε′) ,
for η, ε, η′, ε′ < 1/2, where C > 0 is independent of the regularization parameters, η, ε, η′, and ε′.
⋄ Step C (Passing to the limit).- It follows from Step B that there exists a limit process
(Yt,Wt)t∈[0,T ] of the (Y
η,ε
t ,W
η,ε
t )t∈[0,T ] as η, ε→ 0 in L1(Ω× [0, T ]). Using the fact that
W1(fη,εt , fη
′,ε′
t ) ≤ E
[
|Y η,εt − Y η
′,ε′
t |+ |W η,εt −W η
′,ε′
t |
]
,
we also deduce that (fη,εt )t∈[0,T ] is a Cauchy sequence in C([0, T ];P1(Rd×Rd)). Then, by complete-
ness of this space, we define f ∈ C([0, T ];P1(Rd × Rd)) by ft := limη,ε→0 fη,εt for t ∈ [0, T ]. We
next show that the limiting process (Yt,Wt)t∈[0,T ] obtained before is the solution to the nonlinear
SIEs (4.1) and its time marginal ft is the weak solution to the kinetic equation (1.3). For this, it is
enough to show that
Kη,ε3 := E
[∣∣∣∣∫ t
0
(F η,ε[fη,εs ](Y
η,ε
s ,W
η,ε
s )− F [fs](Ys,Ws)) ds
∣∣∣∣]→ 0
and
Kη,ε4 := E
[∣∣∣∣∫ t
0
(R(W η,εs )−R(Ws)) · dBs
∣∣∣∣]→ 0
as η, ε→ 0. Using similar arguments for the term K1 in Step A, we easily estimate Kη,ε3 as
Kη,ε3 ≤ C(η + ε) + C(1 + ‖fs‖L∞)E [|Y η,εs − Ys|+ |W η,εs −Ws|]→ 0 as η, ε→ 0.
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We next use the Lipschitz regularity of R together with Itoˆ isometry to get
Kη,ε4 ≤ E
[∣∣∣∣∫ t
0
(R(W η,εs )−R(Ws)) · dBs
∣∣∣∣2
]1/2
= E
[∫ t
0
(R(W η,εs )−R(Ws))2 ds
]1/2
≤ ‖R‖Lip E
[∫ t
0
|W η,εs −Ws|2 ds
]1/2
→ 0 as η, ε→ 0.
This concludes that the liming process (Yt,Wt)t∈[0,T ] is the solution to the nonlinear SIEs (4.1). For
the weak solutions to the kinetic equation (1.3), we take a test function φ ∈ C∞c (R2d) and apply
Itoˆ’s formula to that solution of the system (4.1) as in the proof of Proposition 4.1. Then we can
find that its time marginals ft solves that kinetic equation (1.3) in the distributional sense. We also
easily check that solution f ∈ L∞(R2d × [0, T ]).
⋄ Step D (Stability estimate).- If (Y it ,W it ), i = 1, 2 are two processes obtained above with the
initial data (Y i0 ,W
i
0), i = 1, 2, respectively, and L(Y it ,W it ) = ft, i = 1, 2, t ∈ [0, T ], then by employing
almost same argument as in Step A, we can easily find
E
[
|Y 1t − Y 2t |+
√
γ2 + |W 1t −W 2t |2
]
≤ E
[
|Y 10 − Y 20 |+
√
γ2 + |W 10 −W 20 |2
]
+ C
∫ t
0
(
1 + ‖f1s ‖L∞
)
E
[
|Y 1s − Y 2s |+
√
γ2 + |W 1s −W 2s |2
]
ds.
Applying Gronwall’s inequality and letting γ → 0 conclude the desired stability estimate. 
Proof of Theorem 2.2. We already discussed the existence and uniqueness of strong solutions to the
nonlinear SIEs (1.2) and the existence of weak solutions to the kinetic equation (1.3) in Proposition
4.2. For the uniqueness of weak solutions to (1.3), we use the fact that for any solutions to (1.3)
can be represented as the time marginals of some solutions to (4.1). More precisely, let (f˜t)t≥0 be a
weak solution to the equation (1.3) with the initial data f˜0 ∈ P1(Rd × Rd) and (ft)t≥0 be another
weak solution to (1.3) with the initial data f0 ∈ (L1 ∩ L∞)(Rd × Rd) ∩ P1(Rd × Rd) such that
f ∈ L∞(0, T ; (L1 ∩ L∞)(Rd × Rd)) ∩ C([0, T ];P1(Rd × Rd)). Then we can find a probability space
(Ω,P, (Ft)t≥0 ,F), a Brownian motion (Bt)t≥0 on that basis and a process (Xt, Vt)t≥0 solution to
(4.1), which has the time marginal f˜t at any time t ≥ 0. We refer to [14] for more details on that.
On that probability space, let (Y0,W0) be a random variable on R
d×Rd with the law f0 independent
of (Bt)t≥0 such that
W1(f0, f˜0) = E [|X0 − Y0|+ |V0 −W0|] .
Since the force fields has a kind of Lipschitz property for the given ft, we can construct some
stochastic process (Yt,Wt)t≥0 which is a solution to (4.1) with the initial condition (Y0,W0), and
same Brownian motion as before such that its time marginal is ft. Then, by using the stability
estimate for SIEs (4.1) in Proposition 4.2, we have
W1(ft, f˜t) ≤ E [|Yt −Xt|+ |Vt −Wt|]
≤ E [|Y0 −X0|+ |V0 −W0|] e
∫
t
0
‖fs‖L1∩L∞ds
=W1(f0, f˜0)e
∫
t
0
‖fs‖L1∩L∞ds,
and this concludes the uniqueness of solutions to the kinetic equation (1.3). 
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5. Propagation of chaos: Proof of Theorem 2.3
We first show law of large numbers-like estimates whose proofs rely on the nice property of our
communication weights in Lemma 2.1. Even though similar results observed in [14, 25], for the sake
of completeness we give the details of it in Appendix A.
Lemma 5.1. Let (Yi,Wi)i=1,··· ,N be i.i.d. random variables with law f ∈ (P1 ∩ L∞) (R2d), and let
µN be the associated empirical measure µN =
1
N
∑N
i=1 δ(Yi,Wi) and a pair (Y,W ) be independent of
(Yi,Wi)i=1,··· ,N . Let us also denote by ρ the first marginal of f and ρN =
1
N
∑N
i=1 δYi . Then we
have
E
[
sup
u≥0
∣∣∣∣∫
Rd
1Θ(W )u,+(y − Y )(ρN − ρ)(dy)
∣∣∣∣] ≤ C√N
and
E
[
sup
u≥0
∣∣∣∣∫
Rd×Rd
1Θ(W )u,+(y − Y )(µN − f)(dy, dw)
∣∣∣∣] ≤ C√N .
Lemma 5.2. Let (Yi)i=1,··· ,N be i.i.d. random variables with law ρ ∈ P(Rd), and set h a measurable
function in Rd such that h(Y1 − Y2) is almost surely bounded from above by some constant c0 and
h(0) = 0. Then we have
E
[∣∣∣∣∫
Rd
h(Y1, Y1 − y)(ρN − ρ)(dy)
∣∣∣∣] ≤ C√N ,
where ρN =
1
N
∑N
i=1 δYi .
We next provide a quantitative estimate between velocity fields of the stochastic integral inclusion
system (2.2) and the nonlinear SIEs (4.1).
Lemma 5.3. Let (Xi, Vi)i=1,··· ,N be N random variables on R
2d and (Yi,Wi)i=1,··· ,N be N i.i.d
random variables on R2d with law f ∈ L∞(R2d) compactly supported in velocity in BdVm . Then there
exists a constant C depending only on Vm, d such that
E
[
1
N
N∑
i=1
∣∣∣F˜ [µN ](Xi, Vi)− F [f ](Yi,Wi)∣∣∣] ≤ C‖f‖L1∩L∞ 1
N
N∑
i=1
E [|Xi − Yi|+ |Vi −Wi|] + C√
N
,
where µN =
1
N
∑N
i=1 δ(Xi,Vi) and we abused the notation | · | for the distance between a set and a
vector.
Proof. We first introduce an empirical measure νN =
1
N
∑N
i=1 δ(Yi,Wi). For any zi ∈ F˜ [µN ](Xi, Vi)
with i ∈ {1 · · · , N}, there exists some (random variables) (αi,j)j=1,··· ,N ∈ [0, 1]N such that
zi =
1
N
N∑
j=1
αi,j(Vj − Vi).
Then, for i ∈ {1, · · · , N}, we get
E [|z − F [f ](Yi,Wi)|]
≤ E
 1
N
N∑
j=1
(
αi,j − 1K(Vi)(Xi −Xj)
)
(Vj − Vi)

+ E [|F [νN ](Yi,Wi)− F [µN ](Xi, Vi)|] + E [|F [νN ](Yi,Wi)− F [f ](Yi,Wi)|]
=: Ii1 + I
i
2 + I
i
3.
⋄ Estimate of Ii1: Note that αi,j − 1K(Vi)(Xj −Xi) 6= 0 only if Xj −Xi ∈ ∂˜K(Vi). This together
with the assumption (H2) (iii) yields
|αi,j − 1K(Vi)(Xj −Xi)| ≤ C1{Xj−Xi∈∂˜K(Vi)} ≤ C1{Yj−Yi∈Θ(Wi)C|Yj−Xj |+|Yi−Xi|+|Vi−Wi|,+}
≤ C1{
Yj−Yi∈Θ(Wi)
C(|Yi−Xi|+|Vi−Wi|),+
} + C1{Yi−Yj∈Θ(Wi)C|Yj−Xj |,+}.
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Thus we obtain
Ii1 ≤ CVmE
 1
N
N∑
j=1
1Θ(Wi)|Yi−Xi|+|Vi−Wi|,+(Yi − Yj) + 1Yi−Yj∈Θ(Wi)C|Yj−Xj |,+

≤ CVmE
[∫
Rd
1{
y−Yi∈Θ(Wi)
C(|Yi−Xi|+|Vi−Wi|),+
}ρ(dy)
]
+ CVmE
 1
N
N∑
j=1
1{Yi−Yj∈Θ(Wi)C|Yj−Xj |,+}

+ CVmE
[
sup
u≥0
∣∣∣∣∫
Rd
1{y−Yi∈Θ(Wi)u,+}(ρ− ρN )(dy)
∣∣∣∣] .
Summing Ii1 over i = 1, · · · , N and dividing it by N lead
E
[
1
N
N∑
i=1
Ii1
]
≤ C‖ρ‖L1∩L∞
1
N
N∑
i=1
(|Xi − Yi|+ |Vi −Wi|)
+ CE
[
sup
u≥0
∣∣∣∣∫
Rd
1{y−Yi∈Θ(Wi)u,+}(ρ− ρN )(dy)
∣∣∣∣]
+ CE
[
sup
u≥0
∣∣∣∣∫
Rd×Rd
1{y−Yi∈Θ(w)u,+}(f − νN )(dy, dw)
∣∣∣∣] .
⋄ Estimate of Ii2: We divide it into three terms:
Ii2 = E
∣∣∣∣∣∣ 1N
N∑
j=1
(
1K(Vi)(Xj −Xi)(Vi − Vj)− 1K(Wi)(Yj − Yi)(Wi −Wj)
)∣∣∣∣∣∣

= E
∣∣∣∣∣∣ 1N
N∑
j=1
1K(Vi)(Xj −Xi)
(
(Vi − Vj)− (Wi −Wj)
)∣∣∣∣∣∣

+ E
∣∣∣∣∣∣ 1N
N∑
j=1
(
1K(Vi)(Xj −Xi)− 1K(Wi)(Xj −Xi)
)
(Wi −Wj)
∣∣∣∣∣∣

+ E
∣∣∣∣∣∣ 1N
N∑
j=1
(
1K(Wi)(Xj −Xi)− 1K(Wi)(Yj − Yi)
)
(Wi −Wj)
∣∣∣∣∣∣

=: Ii2,1 + I
i
2,2 + I
i
2,3.
• Estimate of Ii2,1: We easily find
Ii2,1 ≤ E[|Vi −Wi|] +
1
N
N∑
j=1
E[|Vj −Wj |] for i = 1, · · · , N.
• Estimate of Ii2,2: Using the assumptions (H2) (ii)-(iii) and the fact that 1A(x) ≤ 1A|x−y|,+(y) for
A ⊂ Rd and x, y ∈ Rd, we get∣∣1K(Vi)(Xj −Xi)− 1K(Wi)(Xj −Xi)∣∣
≤ 1K(Vi)∆K(Wi)(Xj −Xi)
≤ 1Θ(Wi)C|Vi−Wi|,+(Xj −Xi)
≤ 1
Θ(Wi)
C|Vi−Wi|+|Xi−Yi|+|Xj−Yj |,+(Yj − Yi)
≤ 1Θ(Wi)2C|Vi−Wi|+2|Xi−Yi|,+(Yj − Yi) + 1Θ(Wi)2|Xj−Yj |,+(Yj − Yi).
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Regarding the first term on the right hand side of the above last inequality, we obtain
1
N
N∑
j=1
1Θ(Wi)2C|Vi−Wi|+2|Xi−Yi|,+(Yj − Yi)
=
∫
Rd
1Θ(Wi)2C|Vi−Wi|+2|Xi−Yi|,+(y − Yi) ρN (dy)
≤
∫
Rd
1Θ(Wi)2C|Vi−Wi|+2|Xi−Yi|,+(y − Yi) ρ(dy)
+
∣∣∣∣∫
Rd
1Θ(Wi)2C|Vi−Wi|+2|Xi−Yi|,+(y − Yi) (ρN − ρ)(dy)
∣∣∣∣
≤ C(‖ρ‖L1∩L∞)
(|Vi −Wi|+ |Xi − Yi|)+ sup
u≥0
∣∣∣∣∫
Rd
1Θ(Wi)u,+(y − Yi) (ρN − ρ)(dy)
∣∣∣∣ ,
for each i = 1, · · · , N , where we used the assumption (H2) (ii). Similarly, for each j = 1, · · · , N , we
find
1
N
N∑
i=1
1
Θ(Wi)
2|Xj−Yj |,+(Yj − Yi)
=
∫
Rd
1
Θ(w)2|Xj−Yj |,+
(Yj − y) νN (dy)
≤
∫
Rd×Rd
1
Θ(w)2|Xj−Yj |,+
(Yj − y) f(dy, dw) +
∣∣∣∣∫
Rd×Rd
1
Θ(w)2|Xj−Yj |,+
(Yj − y)(νN − f)(dy, dw)
∣∣∣∣
≤ C‖f‖L1∩L∞ |Xj − Yj |+ sup
u≥0
∣∣∣∣∫
Rd×Rd
1Θ(w)u,+(Yj − y)(νN − f)(dy, dw)
∣∣∣∣ .
Combining the above estimates together with Lemma 5.1, we have
1
N
N∑
i=1
E[Ii2,2] ≤ C‖f‖L1∩L∞
1
N
N∑
i=1
E [|Xi − Yi|+ |Vi −Wi|] + C√
N
,
due to ‖ρ‖L∞ ≤ C‖f‖L∞ for some C > 0 depending on Vm and d.
• Estimate of Ii2,3: It follows from Lemma 2.1 that∣∣1K(Wi)(Xj −Xi)− 1K(Wi)(Yj − Yi)∣∣ ≤ 1∂|Xi−Yi|K(Wi)(Yj − Yi) + 1∂|Xj−Yj |K(Wi)(Yj − Yi).
We then define an empirical measure ρN :=
1
N
∑N
j=1 δYi to estimate that for each i = 1, · · · , N
1
N
N∑
j=1
1∂2|Xi−Yi|K(Wi)(Yj − Yi)
=
∫
Rd
1∂2|Xi−Yi|K(Wi)(y − Yi) ρN (dy)
≤
∫
Rd
1∂2|Xi−Yi|K(Wi)(y − Yi) ρ(dy) +
∣∣∣∣∫
Rd
1∂2|Xi−Yi|K(Wi)(y − Yi) (ρN − ρ)(dy)
∣∣∣∣
≤ C ‖ρ‖L1∩L∞ |Xi − Yi|+ sup
u≥0
∣∣∣∣∫
Rd
1∂uK(Wi)(y − Yi) (ρN − ρ)(dy)
∣∣∣∣ .
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Similarly, we get
1
N
N∑
i=1
1
∂2|Yj−Xj |K(Wi)
(Yj − Yi)
=
∫
Rd×Rd
1
∂2|Yj−Xj |K(w)
(Yj − y) νN (dy, dw)
≤
∫
Rd×Rd
1
∂2|Xj−Yj |K(w)
(Yi − y) f(dy, dw) +
∣∣∣∣∫
Rd×Rd
1
∂2|Xj−Yj |K(w)
(Yj − y) (νN − f)(dy, dw)
∣∣∣∣
≤ C ‖f‖L1∩L∞ |Xj − Yj |+ sup
u≥0
∣∣∣∣∫
Rd×Rd
1∂uK(w)(Yj − y) (νN − f)(dy, dw)
∣∣∣∣ ,
for each j = 1, · · · , N . From the above estimates together with Lemma 5.1, we obtain
1
N
N∑
i=1
E[Ii2,3] ≤ C‖f‖L1∩L∞
1
N
N∑
i=1
E [|Xi − Yi|] + C√
N
.
Collecting the all of above estimates, we have
1
N
N∑
i=1
E[Ii2] ≤ C‖f‖L1∩L∞
1
N
N∑
i=1
E [|Xi − Yi|+ |Vi −Wi|] + C√
N
,
where C > 0 is independent of N .
⋄ Estimate of Ii3: For each i = 1, · · · , N , we define hi(y, w) = −1K(Wi)(y)w and rewrite Ii3 as
Ii3 = E
[∣∣∣∣∫
R2d
hi(Yi − y,Wi − w)(νN − f)(dy, dw)
∣∣∣∣] .
Then since |hi(Yi − Yj)(Wj −Wi)| ≤ 2Vm for any j 6= i, it follows from Lemma 5.2 that
1
N
N∑
i=1
E[Ii3] ≤
C√
N
.
Finally, we combine the above estimates to conclude our desired result. 
Proof of Theorem 2.3. Define µNt , ν
N
t by empirical measures associated to systems (2.2) and (1.2):
µNt =
1
N
N∑
i=1
δ(Xit ,V it ) and ν
N
t =
1
N
N∑
i=1
δ(Y it ,W it ).
Then, for i = 1, · · · , N and t ∈ [0, T ], by using Itoˆ’s formula, we find√
γ2 + |V it −W it |2 = γ +
∫ t
0
〈
V is −W is√
γ2 + |V is −W is |2
, F˜ [µNs ](X
i
s, V
i
s )− F [fs](Y is ,W is)
〉
ds
+
√
2σ
∫ t
0
R(V is )−R(W is )√
γ2 + |V is −W is |2
〈
V is −W is , dBis
〉
+ σ
∫ t
0
dγ2 + (d− 1)|V is −W is |2√
γ2 + |V is −W is |2
3
(R(V is )−R(W is ))2 ds,
due to V j0 = W
j
0 for all j ∈ {1, · · · , N}. We then take the averaged value of
√
γ2 + |V it −W it |2 and
the expectation to that to obtain
E
[
1
N
N∑
i=1
√
γ2 + |V it −W it |2
]
≤ Cγ +
∫ t
0
E
[∣∣∣∣∣ 1N
N∑
i=1
F˜ [µNs ](X
i
s, V
i
s )− F [fs](Y is ,W is)
∣∣∣∣∣
]
ds
+ C
∫ t
0
E
[
1
N
N∑
i=1
|V is −W is |
]
ds,
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due to the Lipschitz regularity of R. Using Lemma 5.3 yields
1
N
N∑
i=1
E
[√
γ2 + |V it −W it |2
]
≤ Cγ + C‖fs‖L1∩L∞
1
N
N∑
i=1
∫ t
0
E
[√
γ2 + |V is −W is |2
]
ds+
C√
N
,
where C is a positive constant depending only on R, T , and Vm. Moreover, by letting γ → 0 and
using the fact
E
[|X it − Y it |] ≤ ∫ t
0
E
[|V is −W is |] ds,
we obtain
E
[
1
N
N∑
i=1
(|X it − Y it |+ |V it −W it |)
]
≤ C
∫ t
0
‖fs‖L1∩L∞E
[
1
N
N∑
i=1
(|X is − Y is |+ |V is −W is |)
]
ds+
C√
N
.
Applying Gronwall’s inequality to the above inequality gives
E
[W1(µNt , νNt )] ≤ C√
N
exp
(∫ t
0
‖fs‖L1∩L∞ ds
)
.
Finally, we use the convergence estimate stated in Proposition 2.1 together with the moment estimate
in Remark 2.1 to find that for all t ∈ [0, T ]
E
[W1(µNt , ft)] ≤ C

N−1/2 +N−(q−1)/q if 2 > d and q 6= 2,
N−1/2 log(1 +N) +N−(q−1)/q if 2 = d and q 6= 2,
N−1/d +N−(q−1)/q if 2 < d and q 6= d/(d− 1).
This completes the proof. 
Appendix A. Law of large numbers-like estimates: Proofs of Lemmas 5.1 and 5.2
Proof of Lemma 5.1. Let (Yn,Wn)n∈N be a sequence of independent random variables with law
f ∈ P(R2d) and independent of the (Y,W ) and KN be a Poisson random variable of parameter N
independent of (Yn,Wn)n∈N. Define ̺N the following random measure
̺N =
KN∑
i=1
δYi ,
where δx(A) is a degenerate measure located in x, i.e., δx(A) = 1A(x). Then ̺N is a Poisson random
measure of intensity Nρ. Then it is straightforward to get ‖̺N −NρN‖TV ≤ |KN−N |, where ‖·‖TV
represents the total variation distance of probability measures. Then we get
sup
u≥0
∣∣∣∣∫
Rd
1Θ(υ)u,+(y − a)(ρN − ρ)(dy)
∣∣∣∣
≤ 1
N
sup
u≥0
∣∣∣∣∫
Rd
1Θ(υ)u,+(y − a)(̺N −Nρ)(dy)
∣∣∣∣+ 1N supu≥0
∣∣∣∣∫
Rd
1Θ(υ)u,+(y − a)(̺N −NρN )(dy)
∣∣∣∣
≤ 1
N
sup
u≥0
∣∣∣∣∫
Rd
1Θ(υ)u,+(y − a)̺N (dy)
∣∣∣∣+ 1N ‖̺N −NρN‖TV
≤ 1
N
sup
u≥0
∣∣MNu ∣∣+ |KN −N |N , P− a.s.,
for all (a, υ), where
MNu =
∫
Rd
1Θ(υ)u,+(y − a)̺N (dy) and ̺N = ̺N −Nρ.
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Note that (MNu )u≥0 is a martingale with respect to the filtration (Fu)u≥0 defined by:
Fu = σ
{∫
Rd
h(y)̺N (dy) | supp h ∈ Θ(υ)u,+ + a
}
,
since ̺N is the Poisson random measure. We then use Doob’s inequality to obtain
E
[
sup
u≥0
∣∣MNu ∣∣] ≤ (E [sup
u≥0
∣∣MNu ∣∣2])1/2 ≤ √2(E [∣∣MN∞∣∣2])1/2 = √2N1/2,
where we also used the fact that MN,a∞ = MN (Rd)−N and MN (Rd) is a Poisson random variable
of parameter Nρ(Rd) = N so that V(MN,a∞ ) = N . Moreover, by the property of Poisson random
variable, we get
E [|KN −N |] ≤ (V(KN ))1/2 = N1/2.
Combining the above estimates, we find
E
[
sup
u≥0
∣∣∣∣∫
Rd
1Θ(υ)u,+(y − a)(ρN − ρ)(dy)
∣∣∣∣] ≤ 3√N for all a ∈ Rd. (A.1)
We then use the classical property of conditional expectation to get
E
[
sup
u≥0
∣∣∣∣∫
Rd
1Θ(υ)u,+(y − Y )(ρN − ρ)(dy)
∣∣∣∣] = E [E [sup
u≥0
∣∣∣∣∫
Rd
1Θ(υ)u,+(y − Y )(ρN − ρ)(dy)
∣∣∣∣ | (Y,W )]] .
This and together with (A.1) and the fact that (Y,W ) is independent of the (Yi,Wi)i=1,··· ,N yields
E
[
sup
u≥0
∣∣∣∣∫
Rd
1Θ(υ)u,+(y − Y )(ρN − ρ)(dy)
∣∣∣∣ | (Y,W )] ≤ 3√N .
Similarly, we define
MN =
KN∑
i=1
δ(Yi,Wi),
then we obtain
sup
u≥0
∣∣∣∣∫
Rd×Rd
1Θ(w)u,+(y − a)(µN − f)(dy, dw)
∣∣∣∣
≤ 1
N
sup
u≥0
∣∣∣∣∫
Rd×Rd
1Θ(w)u,+(y − a)(MN −Nf)(dy, dw)
∣∣∣∣
+
1
N
sup
u≥0
∣∣∣∣∫
Rd×Rd
1Θ(w)u,+(y − a)(MN −NµN)(dy, dw)
∣∣∣∣
≤ 1
N
sup
u≥0
∣∣∣∣∫
Rd×Rd
1Θ(w)u,+(y − a)MN (dy, dw)
∣∣∣∣ + 1N ‖MN −NµN‖TV
≤ 1
N
sup
u≥0
∣∣∣M˜Nu ∣∣∣+ |KN −N |N ,
with
M˜Nu :=
∫
Rd×Rd
1Θ(w)u,+(y−a)MN (dy, dw) = MN (Aa,u), Aa,u := {(y, w) ∈ R2d | y ∈ Θ(w)u,++a}.
Next we introduce a filtration F˜u = σ{r ≤ u, MN (Aa,r)} and use the similar arguments as the
above to deduce that (M˜Nu )u≥0 is a martingale. Then the rest of proof is almost same as before.

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Proof of Lemma 5.2. Note that the random variables Y2, · · · , YN conditioned to Y1 are still i.i.d.
Then, by standard property on the conditional expectation, we estimate
E
[∣∣∣∣∫
Rd
h(Y1 − y)(ρN − ρ)(dy)
∣∣∣∣] = E [E [∣∣∣∣∫
Rd
h(Y1 − y)(ρN − ρ)(dy)
∣∣∣∣ |Y1]]
≤ E
(E[ 1
N2
N∑
i=2
|h(Y1 − Yi)− h ∗ ρ(Y1)|2 |Y1
])1/2
≤ E
[√
N − 1
N2
(
E
[|h(Y1 − Y2)− h ∗ ρ(Y1)|2 |Y1])1/2] .
On the other hand, since X2 is independent of X1, we get
E
[|h(Y1 − Y2)− h ∗ ρ(Y1)|2 |Y1] = ∫
Rd
|h(Y1 − y)− h ∗ ρ(Y1)|2ρ(dy) ≤ 4c20.
Here we also used the facts that h(Y1 − Y2) is almost surely bounded from above by c0 and Y1 is
independent of Y2 to obtain |h ∗ ρ(Y1)| = E [|h(Y1 − Y2)| |Y1] ≤ c0. 
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