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Abstract 
We consider the quasistatic and Darwin models of approximation f the time-dependent Maxwell equations. Starting 
from initial and boundary conditions for the Maxwell equations, we present a fairly general method of derivation of the 
corresponding initial and boundary conditions for the approximate models. This derivation is based on an asymptotic 
analysis. 
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1. Introduction 
Many problems encountered nowadays by scientists and engineers involve the numerical 
resolution of the time-dependent Maxwell equations in three space dimensions. Quite often one is 
interested in describing accurately only low frequency phenomena so that one usually neglects 
some time derivatives in Maxwell's equations: this is indeed the case of the quasistatic model where 
one neglects all time derivatives and of the Darwin model where only the solenoidal part of the 
displacement current is neglected in Ampere's law. This amounts to replace the original hyperbolic 
model by an elliptic (or parabolic) one. However, starting from boundary conditions for the 
Maxwell equations, it is not obvious to deduce boundary conditions for the approximate model 
which guarantee well-posedness and preserve accuracy. For the quasistatic model and the Darwin 
model, these boundary conditions have been derived by means of an asymptotic analysis in [3] in 
the simple but somewhat academic ase where the boundary is perfectly conducting. A generaliz- 
ation to an axisymmetric problem with realistic boundary conditions i  given in [5]. In this paper 
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we present a new and fairly general way of deriving the appropriate boundary conditions for the 
quasistatic and Darwin models. We also briefly discuss some applications. 
2. Approximate models for Maxwelrs equations 
We start from the classical Maxwell equations in vacuum or in a material medium: 
OD 
0---7 - V× H = - J (Ampere's law), 
~B 
t3"--t- + Vx E = 0 (Faraday's law), 
V.D = p (Poisson's law), 
V.B  =0,  
where 
D = eE, B = Mt  
and the charge density p and the current density J are related by the charge conservation equation 
c~p 
O-t + [7"J=O" 
For simplicity, we will assume in all the sequel that the electric permitivity e and the magnetic 
permeability # are constant. We denote by c = (e#) '/2 the velocity of electromagnetic waves in the 
considered medium. 
For deriving approximate models, we begin by scaling Maxwell's equations. We introduce 
a characteristic length l, a characteristic time ?, a characteristic velocity ~ =/fi-and scaling factors 
/7 and/3 for the electric field E and the magnetic field B, respectively. We consider in this paper the 
case where 
B rE  
O? ~77<<1 
(~ means "of the same order") so that we may indeed choose/~ = c/~. Next we define the scaling 
factors t~ and J for p and J, respectively, by 
E 
= T '  Y =  cl" 
Then setting 
=-<<1, (2.1) 
¢ 
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we obtain the dimensionless Maxwell equations 
dE 
q--~- - Vx  B = - J ,  (2.2)  
0B 
~i-~7 + VxE  = 0, (2.3) 
V.E = p, (2.4) 
v .s  = o, (2.5) 
while the charge conservation equation becomes 
0p 
r/-~- + V. J = 0. (2.6) 
The quasistatic model is obtained by setting rt = 0, i.e., by neglecting the time derivatives in 
Ampere's and Faraday's laws (2.2) and (2.3). A more sophisticated model, known as the Darwin 
model, consists in introducing a Helmholtz decomposition f the electric field E: 
E = EL + ET, 17x EL = O, I7.ET = 0 (2.7) 
and in neglecting ~ET/Ot in Ampere's law. Hence the Darwin model amounts to solve the three 
elliptic problems: 
- a~ = p, E ,  = - V~,  (2.8)  
Vx(VxB)= Vxd, V.B=O, (2.9) 
O 
Vx(VxE , )= -u -~Vxe,  V.Ev=O. (2.10) 
Note that the quasistatic model retains only the longitudinal part EL of the electric field E and 
amounts to solve the first two elliptic problems (2.8) and (2.9). Thus the Darwin model introduces 
a correction to the quasistatic model. 
Remark .  I f  we suppose 
- ~ E" O(1) ,  13 B<< 1, c2/~ = 
we may only neglect he time derivative OB/Ot in Faraday's law and we obtain the so-called 
quasielectrostatic model. On the other hand, if we have 
rE  9 
c2 B<< 1, ~ = O(1), 
we may neglect he time derivative ~E/Ot in Ampere's law which gives the quasimagnetostatic 
model. 
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Now, given boundary conditions for Maxwell's equations, it remains to specify bound- 
ary conditions for the quasistatic or Darwin models which on the one hand ensure the well- 
posedness of the corresponding elliptic boundary value problems and on the other hand guarantee 
that the solutions of these models are indeed approximations of the solution of the Maxwell 
system. 
3. An abstract variational problem 
Let us now introduce a fairly typical boundary value problem for Maxwell's equations. We 
denote by f2 an open bounded subset of ~3 with a smooth boundary F and by n the outward unit 
normal to F. We consider Maxwell's equations (2.2)-(2.5) in the space domain f2 supplemented 
with the following boundary conditions: We assume that a part Fc of F is perfectly conducting so 
that we impose 
Exn=0 onFc .  (3.1) 
On the remaining part / 'A  = F\Fc which has to be viewed as an artificial boundary, we want to 
model the exchange of electromagnetic energy between the domain f2 and its exterior. A classical 
model consists in using a Silver-Miiller type boundary condition which reads in dimensionless 
variables 
(E - -B×n)×n=e×n OnFA, (3.2) 
where e is a given vector field. We supplement these equations with initial conditions 
El,=o = E0, B h=o = B0. (3.3) 
In order to derive the quasistatic and Darwin models associated with the above boundary 
conditions, we first characterize E and B as solutions of vector wave equations. For simplicity, we 
will concentrate in all the sequel on the magnetic field B, but the electric field E can be treated in 
a fairly similar way. From Eqs. (2.2)-(2.5) and (3.1)-(3.3), it is a simple matter to check that 
B = B(x, t) satisfies the equations 
2 t~2B 
~/ -~--t- Vx(VxB)= gx J  
in f2 x I~+,  
V.B =0 
together with the boundary conditions 
(VxB)xn=Jxn  on Fcx R+, 
( +++ ) rl-qTxn-- VxB xn=- -  J+r /  x n on FA x ~+,  
(3.4) 
(3.5) 
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and the initial conditions 
3~ t=o 1 Blt=o =B0,  = B1 = -- - VxEo.  r/ 
(3.6) 
Then, we introduce a variational formulation of problem (3.4)-(3.6). We define the space 
V a = {C~L2(~2)3; 17× C6L2(Q) 3, 17, C= O, C×n6L2(FA)  3 } (3.7) 
provided with its natural hilbertian orm and we look for a function B : t ~ R + ~ B(t) ~ VB solution 
of the equation 
B.Cdx  + rl-~t B xn .CxndS + VxB.  V× Cdx  
A 
= J .  VxCdx+~l~ t exn .CdS VCsVB (3.8) 
A 
with the initial conditions (3.6). 
One can derive a similar variational formulation for E. These variational formulations are 
indeed the basis for finite element approximations of Maxwell's equations using unstructured 
meshes: see for instance [1, 6]. Both variational formulations can be put into a general abstract 
framework which appears well suited for the derivation of our approximate models. 
We are given two Hilbert spaces V and H with the usual properties: 
V c H with continuous embedding, 
V is dense in H. 
We denote by (.,.) the innter product of H, by 1" I and I1" II the norms of H and V, respectively. Next, 
we are given two bilinear continuous forms a~(.,.), i = 0, 1, on V x V that we assume symmetric 
and nonnegative. We introduce the following subspaces of V: 
W = {v~ V; ao(v, v) = 0}, Z = {yeW;  al(v,v) = O} 
and we assume the following decomposit ion of the space V into a direct sum of subspaces which are 
orthogonal in H: 
V = U • W, W = Y @ Z. (3.9) 
We assume in addition that v ~ {Iol 2 + ao(v, v) + al(v, v)} 1/2 is a norm on v which is equivalent 
tO the norm I1" II and also 
v ~ ao(v, v) 1/2 is a norm on U which is equivalent to the norm I1" II, (3.10) 
v ~-~ a~(v, v) 1/2 is a norm on Y which is equivalent to the norm II" II- (3.11) 
Then we consider the following general problem: we look for a function u: te  R÷ ~-, u(t)e V 
solution of 
~/2 d2 d d 
-d-~(u, v) + rl-~tal(u, v) + ao(u, v) = (f, v) + ~l-~tt (g, v) ~/v~ V (3.12) 
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with the initial conditions 
du 
u(0) = Uo, ~-~(0) = ul. (3.13) 
Suppose for instance that the initial data (Uo, ul) belong to the product space V x H while the 
pair (f, g) belongs to C1([0, T]; V') x C2([0, T-I; V') for some T > 0 where V' denotes the dual 
space of V. 1 Then the classical theory gives the existence and the uniqueness of a solution 
u~(0 ,  T) of problem (3.12) and (3.13), where 
¢¢'(0, T )= v~C°( [O ,T ] ;V ) ,  ~C°( [O ,T ] ;H) ,a ,  d t , -~ i j~L  (O,T) . 
If in addition we assume that the initial data satisfy 
tl(u~, v) + a~(uo, v) = (g(0), v) 'v'v~ W, (3.14) 
one can easily check that the solution u satisfies the equation 
d 
~l-~tt(u, v) + al(u, v) = (g, v) Vve  W. (3.15) 
We will indeed make this assumption (3.14) in all the sequel. 
Let us briefly show that the variational problem (3.8), (3.6) fits into the above abstract frame- 
work. We take here 
n = {C~L2(O)3; V,C = 0}, 
ao(B, C) = f Vx B. Vx Cdx, 
da 
V = VB~ 
al(B, C) = fr  Bxn .CxndS.  
A 
Then denoting by FA, i, 1 ~< i ~< p, the connected components of FA, we have 
U = UB = {C~Vs;  C.n = 0 on F}, 
W=WB={CeVB;  VxC=0},  
and 
Y = Ya = {Ce W; C.n = O on Fc, fr  A C .ndS  = O, l <~ i <~ p}, 
, i  
Z = ZB = {C~W; Cxn  =0 on FA}. 
In fact it is a standard matter to check that decomposition (3.9) holds together with properties 
(3.10) and (3.11). Moreover, Eq. (3.14) reads 
A A 
t As usual the inner product (.,.) of H may be extended torepresent the duality pairing between the spaces V and V'. 
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Since r/B1 = - Vx E o, we have by Green's formula 
A 
= fr  Eoxn .CdS VCeW 
A 
so that Eq. (3.14) writes equivalently 
~ (Eo-Boxn)xn 'CdS= fr  eoxn .  CdS VC•W,  
A A 
which follows trivially from the boundary condition (3.2) taken at time t = 0. 
4. Der ivat ion of  the approx imate models  
Let us go back to our abstract problem (3.12), (3.13). We first look for an asymptotic expansion of 
the solution u in powers of the small parameter q, i.e., 
u = u ° + flu I + ... + rlku k + .... (4.1) 
Assuming that the data Uo, ul, fand 9 admit such asymptotic expansions, we can characterize the 
various terms u k in expansion (4.1). Namely, using Eqs. (3.12) and (3.15), we obtain that u ° is 
solution of the equations 
ao(u °, v) = (fo, v) Vv•  V, (4.2) 
al(u °, v) = (9 °, v) Vv• W, (4.3) 
d o ~(u , v) = (91, v) Vv•Z.  (4.4) 
Now, if we assume that the functionsf °, o°•CI([0,  T]; V') and 01 •C°([0, T]; V') satisfy the 
conditions 
(fO, v) = 0 Vv•W,  (4.5) 
(9 °, v) = 0 V v • Z, (4.6) 
Eqs. (4.2)-(4.4) define u ° • C1([0, T ]; V) in a unique way. Indeed using decomposition (3.9) we can 
write 
u °=u °+u °+u °z, u °•U,  u °•Y,  u °•z .  
Then, by definition of the subspace W and assumption (4.5), Eq. (4.2) may be equivalently written 
as 
ao(u° ,v )=( f° ,v )  Vv•U.  
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Assumption (3.10) ensures that the bilinear form ao(.,-) is U-elliptic so that the above equation 
defines u°e C1([0, T]; U) in a unique way. Similarly, using the definition of the subspace Z and 
assumption (4.6), Eq. (4.3) becomes 
al(u ° ,v )=(g° ,v ) -a l (u  °,v) VveY .  
Then, by the Y-ellipticity property (3.11) of the bilinear form a~ (.,.), we obtain u ° e C t([0, T ]; Y). 
Finally Eq. (4.4) can be written as 
d o 
Tt(Uz, v) = (g~, v) VveZ.  
Since u ° e V, this gives u ° e C1([0, T]; Z) which proves our assertion. 
More generally, one can prove 
Proposition 4.1. Assume that the functions f k, gk belong to the space cm-k( [O, T]; V ')for 0 <~ k <~ m, 
m >>. 1 and satisfy conditions (4.6) and 
(fk, v)=O VveW.  (4.7) 
Then, for all 0 <~ k <<. m, the term u k of the asymptotic expansion (4.1) is uniquely defined as an 
element of Cm-k([O, T]; V). 
It remains to examine under what conditions the truncated series E~'= orl kuk represents a "good" 
approximation of the solution u of problem (3.12), (3.13). We refer to [7]. 
The next step consists in deriving approximate models whose asymptotic expansions ofsolutions 
coincide with expansion (4.1) up to the first, second or third terms. We begin by introducing a first- 
order model: Find a function uQ: te N+ ~ uQ(t)e V solution of 
ao(u Q, v) = (f, v) Vv~ V, 
d 
r/~(u Q,v)+al(u Q,v)=(g,v) Vv~W,  
(4.8) 
with the initial condition 
PuQ(0) = Puo, (4.9) 
where P denotes the orthogonal projection operator in H from V onto W. 2 Clearly, by 
comparing Eqs. (4.1), (4.2) and (4.4), we obtain that the first term u °'° of the asymptotic expan- 
sion of u Q coincides with u °. In order to state a precise approximation result, we need to introduce 
2 p may also be viewed as the orthogonal projection operator from H onto the closure I~ of W in H. 
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the energy functional 
= + ~l al (s),-~(s) ds + ao(v(t), v(t)), 
vsqCr(0, T), 0 ~< t ~< T. (4.10) 
Then, one can prove 
Theorem 4.2. Assume 
(f, v) = 0 VvE W. (4.11) 
Then, problem (4.8), (4.9) has a unique solution uOe :tOt(O, T). Moreover, under the smoothness 
assumptions 
Uo, uxEV, f ,g~C2([0, T] ;V ' )  
and the compatibility conditions 
ao(uo, v) = (f(0), v) Vv~ V, (4.12) 
ao(ul,v) = (~(O),v) Vv~ V, (4.13) 
there exists a constant C(T) > 0 such that 
~/~(u - uO)(t) <~ C(T)tl, 0 <<. t <<. T. (4.14) 
Let us consider again the variational problem (3.8), (3.6). Then the approximate model (4.8), (4.9) 
amounts to find B°: t s  R+ ~-, BO(t)e VB solution of the equations 
f VxBQ. V×Cdx=Ia J .  VxCdx  VC~VB, 
(4.15) 
d f BQ. VxCdx+ frBxn.CxndS= frexn.CdS VC~WB 
with the initial condition 
f (BQ(o) -- Bo).Cdx = 0 VC~ WB. (4.16) 
The interpretation of this problem is straightforward: the approximate magnetic field B o is 
solution of the equations 
Vx(VxB Q)= VxJ,  V.B °=0 i n t2xR+,  (4.17) 
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with the boundary conditions 
(VxB°)xn=Jxn  on FxR+,  
BO'n  =Bo.n  on  FcXR+ , 
8 
r]-~BQ.n -- diVTBT Q = cUrlTeT on FAX ~+ 
(4.18) 
(4.19) 
and the initial condition 
BQ(.,0).n =Bo.n  on FA. (4.20) 
In Eq. (4.19), Br ° = B Q - (B Q.n)n while divx and curia- denote the tangential divergence and curl 
operators on F. We have thus provided the quasistatic equations (2.9) for the magnetic field with 
classical boundary conditions on the perfectly conducting boundary Fc, but with fairly nonstan- 
dard boundary conditions on the artificial boundary FA. Strictly speaking, model (4.17)-(4.20) is
no longer quasistatic since the boundary conditions (4.19) involve the time derivative 8~Or on FA. 
Finally, we observe that the compatibility conditions (4.12), (4.13) hold here if on the one hand the 
initial fields (Eo, Bo) satisfy the constraints 
Vx Eo = 0, Vx Bo = J(. ,  0), 
i.e., are static fields and on the other hand 
(4.21) 
8J 
-~ (., 0) = 0. (4.22) 
Returning to our general abstract situation, we next introduce a higher order model: Find 
uD: t~ [~+ ~ uD(t)~ V solution of 
d 2 d d 
q2-~(Pu, Pv) + rl-~tal(uD, v) + ao(u D, v) = ( f  v) + q~(9,  v) ~'vE V (4.23) 
with the initial conditions 
du D 
uD(0) = UO, P-~-(0) = Pul. (4.24) 
Indeed, one can check that the first two terms u °' o and u o' 1 of the asymptotic expansion of u D 
coincide with u ° and u 1, respectively. Moreover, if we suppose f= 0, we have u D' 2 = u 2. Hence 
model (4.23), (4.24) is formally of the second order (or even of the third order) in the small parameter 
t/. Let us state a simple approximation result. 
Theorem 4.3. Problem (4.23), (4.24) has a unique solution uD e ~r(O, T). If, in addition to (4.11), we 
assume the smoothness properties 
f~ C4([0, T]; V'), g~ C5([0, T]; V') 
d~kf(O) = O, k = 1, 2, 
we have 
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and the conditions at time t = O, 
ao(u, v) = (f(O), v) Vve  V, ul = O, 
(4.25) 
dkgto ~ dt ~, ,=0,  k=1,2 ,3 ,  
~/8(U -- uD)(t) ~< C(T)//2, 0 ~< t ~< T. (4.26) 
Going back again to the variational problem (3.8), (3.6) the approximate model (4.22), (4.23) 
amounts to solve the equations 
02 
/12__ 172 W 17X (VX B D) = 17X J, 
0t 2 
A2=0 in f2x R+ 
with the boundary conditions 
(VxBD)xn  =Jxn  
0B D ) 
~/---~ × n -- 17xB D 
on Yc x R+, 
V.B D = 0 in f2 x R+ 
( xn=- -  J+ / /  xn OnFAx•+, 
(4.27) 
(4.28) 
(4.29) 
O2 
0n B D.n onFxR+ (4.30) 
and the initial conditions 
OBD 0 
BD(., 0) = Bo, ---~-(', ) = B l 'n  on FA. (4.31) 
Compare this model (4.27), (4.31) to the original Maxwell equations (3.4), (3.6). Again conditions 
(4.25) are satisfied provided that (4.21) holds together with 
OkJ O Oke 
0tk(., )=0,  k=1,2 ,  ~-~(.,0)×n=0, k=1,3.  (4.32) 
For the detailed proofs of the above results, the application to the electric field and the comparison 
with the original Darwin model, we refer to 1-7]. 
5. A remark on eddy current modeling 
Let us pass to the potential applications of the Darwin model. In plasma physics, the 
Vlasov-Darwin equations provide a relevant model for describing low frequency phenomena in
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plasmas. In that direction we refer to [4, 8]. Let us briefly discuss another application which has 
been indicated to us by Bossavit [2]. Assume that f2 consists of a material medium with 
conductivity tr so that the current density J is given by Ohm's law 
J= aE. (5.1) 
Since we assume the electric neutrality of the medium, the Darwin model written in physical 
variable becomes 
1 dEL #B 
c 2 3t Vx  B = -#t rE ,  ~---~ + Vx E = 0, 
V'EL = O, V.B = O, 
(5 .2 )  
where E = EL + Ex is again a Helmholtz decomposition of E. In this case, we have to solve an 
elliptic problem and a parabolic one: 
- ae  = o,  EL  = - (5 .3 )  
- -~+ Vx  VxB =-  Vx  , V .B=O.  (5.4) 
Then E is given by 
1 (  1 ~___EL'~ 
E= VxB ~2 dt ]" (5.5) 
This has to be compared to the classical quasimagnetostatic eddy current model, where one 
neglects the whole displacement current in Ampere's law. In fact, the Darwin model takes into 
account capacitive ffects which cannot be neglected in a number of problems. As an example, the 
problem of determining the current induced in a human body by a high voltage transmission line 
involves such capacitive ffects o that the eddy current model fails. In such a case both quantities 
~/~//~ and ~/c2E/B are << 1 and a Darwin model seems more adequate. We refer to [2] for 
a discussion of this problem and a Darwin-like model. 
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