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Asuman G. AKSOY and Sixian JIN
Abstract. In this paper we prove the equivalence of definitions for metric trees and
for δ-hyperbolic spaces. We point out how these equivalences can be used to understand
the geometric and metric properties of δ-hyperbolic spaces and its relation to CAT(κ)
spaces.
1 Introduction
A metric space is a metric tree if and only if it is 0-hyperbolic and geodesic. In
other words, a geodesic metric space is said to be a metric tree (or an R-tree,
or a T-tree) if it is 0-hyperbolic in the sense of Gromov that all of its geodesic
triangles are isometric to tripods. It is well known that every 0-hyperbolic metric
space embeds isometrically into a metric tree (see [14], [20]) and the construction
of metric trees is related to the asymptotic geometry of hyperbolic spaces (see [11],
[17]). Metric trees are not only described by different names but are also given
by different definitions. In the following, we state two widely used definitions of a
metric tree:
Definition 1.1. An R-tree is a metric space M such that for every x and y in M
there is a unique arc between x and y and this arc is isometric to an interval in R
(i.e., is a geodesic segment).
Recall that for x, y ∈M a geodesic segment from x to y denoted by [x, y] and
is the image of an isometric embedding α : [a, b] → M such that α(a) = x and
α(b) = y. A geodesic metric space is a metric space in which every pair of points
is joined by a (not necessarily unique) geodesic segment.
Definition 1.2. An R-tree is a metric space M such that
(i) there is a unique geodesic segment denoted by [x, y] joining each pair of
points x and y in M;
0Mathematics Subject Classification (2000): 54E35, 54E45, 54E50, , 47H09.
Key words: Metric tree, Hyperbolic spaces, CAT(κ) spaces, Hyperconvex spaces.
1
ar
X
iv
:1
30
6.
60
92
v1
  [
ma
th.
M
G]
  2
5 J
un
 20
13
(ii) if [y, x] ∩ [x, z] = {x} ⇒ [y, x] ∪ [x, z] = [y, z] .
Condition (ii) above simply states that if two segments intersect in a single
point then their union is a segment too. Note that Rn with the Euclidean metric
satisfies the first condition. It fails, however, to satisfy the second condition.
The study of metric trees is motivated by many subdisciplines of mathematics [18],
[34], biology, medicine and computer science. The relationship between metric
trees and biology and medicine stems from the construction of phylogenetic trees
[33]; and concepts of “string matching” in computer science are closely related
with the structure of metric trees [6]. Unlike metric trees, in an ordinary tree all
the edges are assumed to have the same length and therefore the metric is not
often stressed. However, a metric tree is a generalization of an ordinary tree that
allows for different edge lengths. For example, a connected graph without loops
is a metric tree. Metric trees also arise naturally in the study of group isometries
of hyperbolic spaces. For metric properties of trees we refer to [13]. Lastly, [31]
and [32] explore the topological characterization of metric trees. For an overview
of geometry, topology, and group theory applications of metric trees, consult [7].
For a complete discussion of these spaces and their relation to CAT (κ) spaces, see
the well known monograph by Bridson and Haefliger [11]. Recall that a complete
geodesic metric space is said to be a CAT (κ) space (or a Hadamard space) if it is
geodesically connected and if every geodesic triangle in X is at least as “thin” as its
comparison triangle in, respectively, the classical spherical space S2κ of curvature
κ if κ > 0, the Euclidean plane if κ = 0, and the classical hyperbolic space of
curvature κ if κ < 0.
Given a metric d(x, y), we denote it by xy. We also say that a point z is between
x and y if xy = xz + zy. We will often denote this by xzy. It is not difficult to
prove that in any metric space, the elements of a metric segment from x to y are
necessarily between x and y, and in a metric tree, the elements between x and y
are the elements in the unique metric segment from x to y. Hence, if M is a metric
tree and x, y ∈M , then
[x, y] = {z ∈M : xy = xz + zy}.
The following is an example of a metric tree. For more examples see [3].
Example 1.1. (The Radial Metric) Define d : R2 × R2 → R+ by:
d(x, y) =
{
‖x− y‖ if x = λ y for some λ ∈ IR,
‖x‖+ ‖y‖ otherwise.
We can observe that the d is in fact a metric and that (R2, d) is a metric tree.
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It is well known that any complete, simply connected Riemannian manifold
having non-positive curvature is a CAT (0)-space. Other examples include the
complex Hilbert ball with the hyperbolic metric (see [21]), Euclidean buildings
(see [12]) and classical hyperbolic spaces. If a space is CAT (κ) for some κ < 0
then it is automatically a CAT (0)-space. In particular, metric trees are a sub-class
of CAT (0)-spaces, and we note the following:
Proposition 1.2. If a metric space is CAT (κ) space for all κ, then it is a metric
tree.
For the proof of the above proposition, see p. 159 of [11]. Note that if a
Banach space is a CAT (κ) space for some κ then it is necessarily a Hilbert space
and CAT (0). The property that distinguishes the metric trees from the CAT (0)
spaces is the fact that metric trees are hyperconvex metric spaces. Properties of
hyperconvex spaces and their relation to metric trees can be found in [1], [5], [25]
and [27]. We refer to [8] for the properties of metric segments and to [2] and [4]
for the basic properties of complete metric trees. In the following we list some of
the properties of metric trees which will be used in the proof of Theorem 2.1.
1. (Uniform Convexity [3]). A metric tree M is uniformly convex.
2. (Projections are nonexpansive [4]). Metric projections on closed convex
subsets of a metric tree are nonexpansive.
Property 1 above generalizes the classical Banach space notion of uniform convexity
by defining the modulus of convexity for geodesic metric spaces. Let C be a closed
convex subset (by convex we mean for all x, y ∈ C, we have [x, y] ⊂ C) of a metric
tree M . If for every point x ∈ M there exists a nearest point in C to x, and if
this point is unique, we denote this point by PC(x), and call the mapping PC the
metric projection from M into C. In Hilbert spaces, the metric projections on
closed convex subsets are nonexpansive. In uniformly convex spaces, the metric
projections are uniformly Lipschitzian. In fact, they are nonexpansive if and only
if the space is Hilbert. Property 2 is remarkable in this context and this result
is not known in hyperconvex spaces. However, the fact that the nearest point
projection onto convex subsets of metric trees is nonexpsansive also follows from
the fact that this is true in the more general setting of CAT (0) spaces (see p. 177
of [11]). We will use above properties in the proof of Theorem 2.1
A metric space (X, d) is said to have the four-point property if for each x, y, z, p ∈
X
d (x, y) + d (z, p) ≤ max {d (x, z) + d (y, p) , d (x, p) + d (y, z)}
holds. The four-point property characterizes metric trees (see [1]) thus, its natural
extension characterizes δ-hyperbolic spaces as seen in Definition 1.4 below.
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In the following, we give three widely used definitions of δ-hyperbolic spaces and
references to how these definitions are utilized in order to describe geometric prop-
erties.
Definition 1.3. A metric space (X, d) is δ-hyperbolic if for all p, x, y, z ∈ X,
(x, z)p ≥ min
{
(x, y)p , (y, z)p
}
− δ (1.1)
where (x, z)p =
1
2 (d (x, p) + d (z, p)− d (x, z)) is the Gromov product.
Definition 1.4. A metric space (X, d) is called δ − hyperbolic for δ ≥ 0 if for each
x, y, z, p ∈ X, d (x, y) + d (z, p) ≤ max {d (x, z) + d (y, p) , d (x, p) + d (y, z)}+ 2δ.
Definition 1.5. A geodesic metric space (X, d) is δ − hyperbolic if every geodesic
triangle is δ − thin, i.e.,given a geodesic triangle 4xyz ⊂ X, ∀a ∈ [x, y] ,∃b ∈
[x, z] ∪ [z, y] such that d (a, b) ≤ δ. [x, y] is the geodesic segment joint x, y.
Definition 1.3 is the original definition for δ-hyperbolic spaces from Gromov
in [22], which depends on the notion of Gromov product. The Gromov product
measures the failure of the triangle inequality to be an equality. This definition
appears in almost every paper where δ-hyperbolic spaces are discussed. Although
one can provide a long list from our references we refer the reader to [35] ,[9], [23],
[24], [20] and [11]. The Gromov product enables one to define “convergence” at
infinity and by this convergence the boundary of X, ∂X, can be defined. The
metric on ∂X is the so called “visual metric” (see [9] and [11]). The advantage of
Definition 1.3 is that it facilitates the relationship between maps of δ-hyperbolic
spaces and maps of their boundary [9], [26].
Definition 1.4 is a generalization of famous four-point property for which δ = 0.
The four-point property plays an important role in metric trees, for example, in
[1], it is shown that a metric space is a metric tree if and only if it is complete,
connected and satisfies the four-point property. However, it is also well known
that a complete geodesic metric space X is a CAT(0) if and only if it satisfies
the four-point condition (see [11]). Furthermore, in [20] Godard proves that for a
given metric space M , each Lipschitz-free space F (M) is isometric to a subspace
of L1. This is equivalent to M satisfying four-point condition, and the fact that M
isomerically embedds into a metric tree. The advantage of Definition 1.4 is that
we can write out the inequality directly by distance of the metric space instead of
by the Gromov product. In some cases if we construct a metric with the distance
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function having a particular form, it is easier to deal with distance inequality
than Gromov product inequality. For example, in [23], [24] Ibragimov provides a
method to construct a Gromov hyperbolic space by “hyperbolic filling” under a
proper compact ultrametric space and such a “filling” of a space contains points
which are metric balls in original ultrametric space and is equipped with a distance
function h (A,B) = 2 log
diam (A ∪B)√
diam (A) diam (B)
.
Note that the Definition 1.5 of δ-hyperbolic spaces requires that the underly-
ing space is geodesic since it depends on geodesic triangles. Yet in [9] , Bonk and
Schramm show that any δ-hyperbolic space can be isometrically embedded into a
geodesic δ-hyperbolic space. Thus one has the freedom of using Definition 1.5.
Furthermore, recall that we callX hyperbolic if it is δ-hyperbolic for some δ ≥ 0.
Sometimes δ is referred as a hyperbolicity constant for X. Besides any tree being
0-hyperbolic, any space of finite diameter, δ, is δ-hyperbolic and the hyperbolic
plane H2 is (
1
2
log 3)-hyperbolic. In fact any simply connected Riemanian manifold
with curvature bounded above by some negative constant −κ2 < 0 is ( 1
2κ
log 3)-
hyperbolic (see [11]).
2 Main Results
Theorem 2.1. Definition 1.1 and Definition 1.2 of metric trees are equivalent.
Proof. Suppose M is a R-tree in the sense of Definition 1.1, and let x, y ∈ M.
Then by Definition 1.1, there is a unique arc joining x and y which is isometric to
an interval in R. Hence it is a geodesic (i.e., metric) segment. So we may denote it
by [x, y] . Thus we have defined a unique metric segment [x, y] (= [y, x]) for each
x, y ∈M, so (i) holds.
To see that (ii) holds, suppose [y, x]∩ [x, z] = {x} . Then, [y, x]∪ [x, z] is an arc
joining y and z; and by Definition 1.1 it must be isometric to a real line interval.
Therefore it must be precisely the unique metric segment [y, z]. Now suppose M
is a R-tree in the sense of Definition 1.2, and let x, y ∈ M. Then [x, y] is an arc
joining x and y, and it is isometric with a real line interval. We must show that
this is the only arc joining x and y.
Suppose A is an arc joining x and y, with A 6= [x, y] . By passing to a subarc,
if necessary, we may without loss of generality, assume A ∩ [x, y] = {x, y} . Let
P be a nonexpansive projection of M onto [x, y] . Since P is continuous with
P (x) = x and P (y) = y, clearly there must exist z1, z2 ∈ A\ {x, y} such that
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P (z1) 6= P (z2) . Let A1 denote the subarc of A joining z1 and z2. Fix z ∈ A1. If
u ∈ A1 satisfies d (u, z) < d (z, P (z)) , then it must be the case that P (u) = P (z) .
Here we use the fact that [x, P (z)] ∩ [P (z) , z] = {P (z)} ; hence by (ii) [x, z] =
[x, P (z)] ∪ [P (z) , z] . Therefore, there is an open neighborhood Nz of z such that
u ∈ Nz ∩A1 ⇒ P (u) = P (z) . The family {Nz}z∈A covers A1, so, by compactness
of A1 there exist {z1, · · ·, zn} in A1 such that A1 ⊂
n⋃
i=1
Nzi . However, this implies
P (z1) = P (z2) which is a contradiction. Therefore, A = [x, y] , and since [x, y] is
isometric to an interval in R, the conditions of Definition 1.1 are fulfilled.
Remark 2.2. In the above proof we used the fact that the closest point projection
onto a closed metrically convex subset is nonexpansive. Definition 1.2 is used
in fixed point theory, mainly to investigate and see whether much of the known
results for nonexpansive mappings remain valid in complete CAT (0) spaces with
asymptotic centre type of arguments used to overcome the lack of weak topology.
For example it is shown that if C is a nonempty connected bounded open subset
of a complete CAT (0) space (M,d) and T : C →M is nonexpansive, then either
1. T has a fixed point in C, or
2. 0 < inf{d(x, T (x)) : x ∈ ∂C}.
Application of these to metrized graphs has led to ”topological” proofs of graph
theoretic results; for example refinement of the fixed edge theorem (see [27], [16],
[28]). Definition 1.1 used to construct T-theory and its relation to tight spans (see
[15]) and best approximation in R-trees (see [30]).
Theorem 2.3. Definition 1.3, Definition 1.4 and Definition 1.5 of δ-hyperbolic
spaces are equivalent.
Proof. We suppose X be a geodesic Gromov δ − hyperbolic space below. We first
show Definition1.3 implies Definition1.4. By Definition1.3, we have
d (x, p)+d (y, p)−d (x, y) ≥ min {d (x, p) + d (z, p)− d (x, z) , d (y, p) + d (z, p)− d (y, z)}−2δ.
Without loss of generality we can suppose
d (x, p) + d (z, p)− d (x, z) ≥ d (y, p) + d (z, p)− d (y, z)
i.e.
d (x, p) + d (y, z) ≥ d (y, p) + d (x, z) .
So we have d (x, p)+d (y, p)−d (x, y) ≥ d (y, p)+d (z, p)−d (y, z)−2δ or equivalently
d (x, p) + d (y, z) + 2δ ≥ d (z, p) + d (x, y) .
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The same conclusion follows if we take
d (x, p) + d (z, p)− d (x, z) ≤ d (y, p) + d (z, p)− d (y, z)
and we have d (z, p) + d (x, y) ≤ max {d (x, y) + dxz, dxp + dyz}+ 2δ.
To show Definition1.4 implies Definition 1.3,without loss of generality, we suppose
d (x, z) + d (y, p) ≤ d (x, p) + d (y, z) .
So, we have
d (x, y) + d (z, p) ≤ d (x, p) + d (y, z) + 2δ.
Then
d (y, p) + d (z, p)− d (y, z) ≤ d (x, p) + d (z, p)− d (x, z)
d (y, p) + d (z, p)− d (y, z)− 2δ ≤ d (x, p) + d (y, p)− d (x, y)
and we get
d (x, p)+d (y, p)−d (x, y) ≥ min {d (y, p) + d (z, p)− d (y, z) , d (x, p) + d (z, p)− d (x, z)}−2δ.
To prove equivalence of Definition 1.3 and Definition 1.5, we need the following
property:
For any geodesic triangle 4xyz in metric space (M,d) we can find three points on
each side denoted by ax on [y, z] , ay on [x, z] and az on [x, y] such that
d (ax, y) = d (az, y) = (x, z)y
d (az, x) = d (ay, x) = (y, z)x
d (ay, z) = d (ax, z) = (x, y)z .
To show Definition1.5 implies Definition1.3, for any x, y, p ∈ X, we will show that
for any z ∈ X following holds:
(x, y)p ≥ min
{
(x, z)p , (z, y)p
}
− 3δ.
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Figure 1
By the above stated property, in triangle 4xyp we choose three points ap, ax and
ay in [x, y] , [p, y] and [p, x] as shown in Figure 2 such that
d (y, ap) = (p, x)y = d (y, ax)
d (x, ap) = (p, y)x = d (x, ay)
d (p, ax) = (x, y)p = d (p, ay)
Without loss of generality we assume t ∈ [p, y] such that d (ap, t) ≤ δ and
d (t, y) > d (ax, y) , then in triangle 4ytap,
d (t, y) < d (t, ap) + d (ap, y) = δ + d (ax, y)
so d (t, ax) < δ and the same conclusion follows if we suppose d (t, y) < d (ax, y).
Then for 4apaxt,
d (ap, ax) < d (t, ax) + d (ap, t) < 2δ.
For any z ∈ X, consider 4xyz and choose t1 ∈ [y, z] and t2 ∈ [x, z] such that
d (ap, t1) and d (ap, t2) are the shortest distances from a to [y, z] and [x, z], therefore
min {d (a, t1) , d (a, t2)} ≤ δ.
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Then looking at triangles 4papt1 and 4papt2 we have
min {d (p, t1) , d (p, t2)} ≤ min {d (ap, t1) , d (ap, t2)}+ d (p, ap)
≤ δ + d (p, ap) ≤ δ + d (p, ax) + d (ap, ax) ≤ 3δ + (x, y)p .
Since
(y, z)p =
1
2
(d (y, p) + d (z, p)− d (y, z)) = 1
2
(d (y, p)− d (y, t1) + d (z, p)− d (z, t1))
by triangle inequality we have (y, z)p ≤ d (p, t1) and similarly for (x, z)p ≤ d (p, t2) .
Then min
(
(y, z)p , (x, z)p
)
≤ min {d (p, t1) , d (p, t2)} ≤ 3δ + (x, y)p .
Figure 2
To show Definition 1.3 implies Definition 1.5, let 4xyz be a geodesic triangle
and w ∈ [x, y] , see Figure 2. Let d (x, [y, z]) denote the shortest distance from x
to the side [yz] , without loss of generality we assume (x, z)w ≥ (y, z)w . Then by
Definition 1.3
(x, y)w ≥ min {(x, z)w , (y, z)w} − δ = (x, z)w − δ
which implies δ ≥ (x, z)w .
Next we consider the triangle 4xzw and find three points ax, az and aw on each
side with the previous property. Then
d (w, ax) = (x, z)w
d (w, aw) ≥ d (w, [x, z]) .
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Similarly, in 4xawz one can find three points bz, bw and baw on [w, aw] , [aw, z]
and [z, w] , which satisfy the previous property and we have d (w, baw) = (z, aw)w .
We assume (z, aw)w < (x, aw)w then d (w, ax) < d (w, baw) .
So,
δ ≥ min {(z, aw)w , (x, aw)w} − (x, z)w = (z, aw)w − (x, z)w = d (baw , w)− d (ax, w)
=d (ax, baw) = (aw, z)w − (x, z)w
=12 (d (aw, w) + d (x, z)− d (aw, z)− d (x,w))
=12 (d (aw, x) + d (w, bz) + d (aw, bz)− d (w, az)− d (aw, x))
=12 (d (ax, baw) + d (aw, bw))
which implies d (ax, baw) = d (aw, bw) .
Thus, d (w, aw) = d (w, bz) + d (bz, aw) = d (w, baw) + d (aw, bw) = d (w, ax) +
2d (aw, baw) ≤ (x, z)w + 2δ.
Then d (w, [x, z]) ≤ d (w, aw) ≤ (x, z)w + 2δ ≤ 3δ.
Remark 2.4. In [10] Bonk and Foertsch use the inequality (1.1) repeatedly to define
a new space, called ACu (κ)-space by introducing the notion of upper curvature
bounds for Gromov hyperbolic spaces. This space is equivalent to a δ-hyperbolic
space and furthermore it establishes a precise relationship between CAT(κ) spaces
and δ-hyperbolic spaces. It is well known that any CAT(κ) space with negative κ
is a δ-hyperbolic space for some δ. In [10] it is shown that a CAT(κ) space with
negative κ is just an ACu (κ)-space. Moreover, following the arguments in [10],
Fournier, Ismail and Vigneron in [19] compute an approximate value for δ .
References
[1] A. G. Aksoy, B. Maurizi, Metric trees, hyperconvex hulls, and extensions,
Turkish Math. J. 32 (2008), 219–234.
[2] A. G. Aksoy, M. S. Borman, and A. L. Westfahl, Compactness and measures
of noncompactness in metric trees, in: Proc. of the Inter. Symp. on Banach
and Funct. Sp. II, M. Kato and L. Maligranda (eds.), Yokohama Publishers,
Yokohama, 2008, 1–16.
[3] A. G. Aksoy and T. Oikhberg, Some Results on Metric Trees, Banach Center
Pub. Vol.91, (2010), 9-34.
[4] A. G. Aksoy and M. A. Khamsi, A selection theorem in metric trees, Proc. of
Amer. Math. Soc. 134 (2006), 2957–2966.
[5] N. Aronszajn and P. Panitchpakdi, Extension of uniformly continous trans-
formations and hyperconvex metric spaces, Pacific J. Math. 6 (1956), 405–439.
10
[6] I. Bartolini, P. Ciaccia, and M. Patella, String matching with metric trees
using approximate distance, SPIR, Lecture Notes in Computer Science,
Springer-Verlag, 2476 (2002), 271–283.
[7] M. Bestvina, R-trees in topology, geometry, and group theory, Handbook of
geometric topology, 55-91, North-Holland, Amsterdam, 2002.
[8] L. M. Blumenthal, Theory and applications of distance geometry, Oxford Uni-
versity Press, London, 1953.
[9] M. Bonk, O. Schramm, Embeddings of Gromov hyperbolic spaces, GAFA,
Geom. Func. Anal.,vol 10, (2000) 266-306.
[10] M. Bonk, T. Foertsch,Asymptotic upper curvature bounds in coarse geometry,
Math Z. (2006), 253:753-785.
[11] M. Bridson and A. Haefliger, Metric spaces of nonpositive curvature,
Grundlehren der Mathematischen Wissenschaften, vol. 319, Springer-Verlag,
Berlin, 1999.
[12] K. S. Brown, Buildings, Springer-Verlag, New York, 1989.
[13] P. Buneman, A note on the metric properties of trees. J. Combin. Theory Ser.
B 17 (1974), 48–50.
[14] A. Dress, Trees, tight extensions of metric spaces, and the cohomological
dimension of certain groups: a note on combinatorial properties of metric
spaces, Adv. Math. 53 (1984), 321–402.
[15] A. Dress, V. Moulton, and W. Terhalle, T -theory: an overview,
European J. Combin. 17 (1996), 161–175.
[16] R. Espinola, W.A. Kirk, Fixed point theoremss in R-trees with applications to
graph theory, Topology Appl. 153 (2006), no.7, 1046-1055.
[17] A. Dyubina and I. Polterovich, Explicit construction of universal R-trees and
asymptotic geometry of hyperbolic spaces, Bull. London Math. Soc. 33 (2001),
727–734.
[18] S. Evans, Probability and real trees, Springer, Berlin, 2008.
[19] H. Fournier, A. Ismail and A.Vigneron, Computing the Gromov hyperbolicity
of a discrete metric space. Http://arxiv.org/abs/1210.3323.
11
[20] A. Godard, Tree metrics and their Lipschitz-free spaces, Proc. Amer. Math.
Soc. 138 (2010), no 12, 4311-4320.
[21] K. Goebel and S. Reich, Uniform convexity, hyperbolic geometry, and nonex-
pansive mappings Monographs and textbooks in pure and applied mathemat-
ics, vol. 83, Marcel Dekker, 1984.
[22] M. Gromov Hyperbolic groups, “Essays in Group Theory”(G. Gersten, ed.),
Math. Sci. Res. Inst. Publ.Springer (1987), 75-263.
[23] Z. Ibragimov, A cononical filling of ultrametric spaces, Preprint.
[24] Z. Ibragimov, Hyperbolizing hyperspaces Michigan Math., J. 60 (2011), no.1,
215-239.
[25] J. R. Isbell, Six theorems about injective metric spaces. Comment. Math. Helv.
39 (1964), 439–447.
[26] J. Julian, Interplay between interior and boundary geometry in Gromov hy-
perbolic spaces. Geom. Dedicta 149 (2010), 129-154.
[27] W. A. Kirk, Hyperconvexity of R-trees, Fund. Math. 156 (1998),67-72.
[28] W.A. Kirk Fixed point theorems in CAT(0) spaces and R-trees, Fixed Point
Theory Appl. 2004, no.4, 309-316.
[29] W. A. Kirk and B. Sims (editors), Handbook of metric fixed point theory,
Kluwer Acad. Publ., Dordrecht, 2001.
[30] W.A. Kirk, B. Panyanak, Best approximation in R-trees, Numer. Funct.
Anal. Optim. 28 (2007), no.5-6, 681-690.
[31] J. C. Mayer, L. K. Mohler, L. G. Oversteegen and E. D. Tymchatyn, Char-
acterization of separable metric R-trees, Proc. Amer. Math. Soc. 115 (1992),
no. 1, 257–264.
[32] J. C. Mayer and L. G. Oversteegen, A Topological Charecterization of R-trees,
Trans. Amer. Math. Soc. 320 (1990), no. 1, 395–415.
[33] C. Semple and M. Steel, Phylogenetics, Oxford Lecture Series in Mathematics
and its Applications, 24, 2003.
[34] J. Tits, A Theorem of Lie-Kolchin for trees, in: Contributions to algebra: a
collection of papers dedicated to Ellis Kolchin, H. Bass, P. Cassidy, and J.
Kovacic (eds.), Academic Press, New York, 1977.
12
[35] J. Va¨isa¨la¨, Gromov hyperbolic spaces, Expo. Math., 23 (2005), no. 3, 187-231.
Asuman Gu¨ven AKSOY
Claremont McKenna College
Department of Mathematics
Claremont, CA 91711, USA
E-mail: aaksoy@cmc.edu
Sixian JIN
Claremont Graduate University
Department of Mathematics
Claremont, CA, 91711, USA
E-mail: Sjin@cgu.edu
13
