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Abstract
This thesis is devoted to laying down the theoretical foundations of kinetic
theory for astrophysical plasmas that can be found in accretion discs around
compact objects and in relativistic jets. The thesis aims at developing a
self-consistent theoretical treatment of the subject which consists of two
distinctive and complementary parts, sharing the description of plasmas
both at the fundamental level of single-particle dynamics as well as in terms
of the statistical description provided by kinetic theory.
In the first line of research, the formulation of a Vlasov-Maxwell kinetic
theory for collisionless plasmas is addressed. An example of accretion disc
plasmas of this type is provided by the radiatively inefficient flows (RIAFs).
The case of non-relativistic axisymmetric magnetized and gravitationally-
bound plasmas is considered in this part. Exact quasi-stationary kinetic so-
lutions (equilibria) of the Vlasov equation are constructed and expressed in
terms of generalized Maxwellian or bi-Maxwellian kinetic distribution func-
tions (KDFs). These equilibria permit the treatment of quasi-stationary
plasmas characterized by non-uniform fluid fields, with particular reference
to temperature and pressure anisotropies, azimuthal and poloidal flows and
differential rotation. The theory allows for the self-consistent analytical
determination of the equilibrium KDFs and the perturbative treatment of
the corresponding fluid fields, whose functional dependences are uniquely
prescribed by means of suitably-imposed kinetic constraints. It is proved
that the quasi-neutrality condition can be satisfied for these plasmas and an
analytical solution for the electrostatic potential is reached under such an
assumption. Then, analysis of the Ampere equation shows that collision-
less plasmas can sustain both equilibrium azimuthal and poloidal charge
currents, responsible for the self-generation of stationary poloidal and az-
imuthal magnetic fields. This intrinsically-kinetic mechanism is referred to
here as kinetic dynamo. Regarding the azimuthal field, its origin can be en-
tirely diamagnetic and due to phase-space anisotropies, finite-Larmor radius
and energy-correction effects which are driven by temperature anisotropy.
Finally, the possibility of describing quasi-stationary accretion flows is dis-
cussed, showing that these are admitted at the equilibrium for a non-
vanishing toroidal magnetic field and/or plasma temperature anisotropy.
A linear stability analysis of the Vlasov-Maxwell equilibria obtained is then
performed by means of a fully-kinetic analytical treatment. It is proved that,
for strongly-magnetized and gravitationally-bound plasmas in the presence
of a purely poloidal equilibrium magnetic field, these equilibria are asymp-
totically stable with respect to low-frequency and long-wavelength axisym-
metric perturbations. Finally, as a side application, the kinetic theory is
applied to laboratory plasmas for the kinetic description of rotating Toka-
mak plasmas in the collisionless regime.
The second line of research deals with the formulation of the relativistic
kinetic and fluid theories appropriate for the treatment of relativistic col-
lisionless plasmas. For this purpose, the classical electromagnetic (EM)
radiation-reaction (RR) effect characterizing the dynamics of relativistic
charged particles is first addressed. A variational formulation of the problem
which is consistent with the basic principles of Classical Electrodynamics
and Special Relativity is given. In contrast with previous treatments deal-
ing with point charges and leading to the Lorentz-Abram-Dirac (LAD) and
Landau-Lifschitz (LL) equations, here the case of classical finite-size charged
particles is considered. The RR problem is given an exact analytical solu-
tion in which the occurrence of any possible divergence is naturally avoided
thanks to the representation adopted for the particle 4-current density and
the corresponding well-defined self 4-potential. The variational RR equa-
tion is obtained from the Hamilton variational principle and proved to be a
delay-type ODE, with non-local contributions being due to the EM RR and
arising from the finite-size charge distribution. Standard Lagrangian and
conservative forms of the RR equation are obtained, expressed in terms of
an effective Lagrangian function and a suitable stress-energy tensor respec-
tively. The connection with the LAD equation is established, while the exact
RR equation is proved to satisfy a fundamental existence and uniqueness
theorem and to admit a classical dynamical system. On the basis of these
results, a standard Hamiltonian formulation of the non-local RR equation
is obtained in terms of an effective non-local Hamiltonian function. From
the Hamiltonian representation of the non-local EM RR effect, a canonical
formulation of the kinetic theory for relativistic collisionless plasmas subject
to RR is presented. This permits to obtain the relativistic Liouville equa-
tion in Hamiltonian (conservative) form for the relativistic KDF in which
the EM self-field due to the RR effect is included. Then, the corresponding
relativistic fluid equations are obtained in both Eulerian and Lagrangian
form, with the non-local EM RR contribution acting as a non-conservative
collisional operator. Finally, the construction of a Hamiltonian structure
characterizing N -body systems of finite-size particles subject to EM in-
teractions is addressed and the corresponding variational, Lagrangian and
Hamiltonian delay-type ODEs are obtained. On the basis of this result,
the validity of the “no-interaction” theorem proposed by Currie is ques-
tioned. It is proved that the latter is violated by the non-local Hamiltonian
structure determined here. Explicit counter-examples which overcome the
limitations stated by the “no-interaction” theorem are provided.
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Preface
The ambition to investigate the phenomenology of physical events occurring in nature
has always involved the effort to provide a theoretical and rationalistic basis for physical
sciences. I believe that the foundations of this thesis can be seen in that perspective.
In the present work, several problems, previously considered unsolved in the litera-
ture, have been investigated and corresponding solutions have been given. In addition,
methods and techniques developed here, some of which are new at least for the context
in which they are adopted, have led to a number of notable outcomes which are novel
in several aspects.
These developments are relevant in principle both for astrophysical and laboratory
plasma physics and mathematical physics. In all cases, the concept of “first-principle”
approach has been adopted, i.e., based on classical electrodynamics, to warrant the
validity of logical coherence and consistency with the principles and the laws of physics.
The effort has been made to present each topic in closed analytical form and with a
clear mathematical notation. In many cases, however, the apparent simplicity of the
conclusions hides a notable underlying conceptual effort.
A preliminary remark should be made, concerning the structure of the thesis, in
which each chapter is presented as a self-standing research investigation based on dif-
ferent published papers, as indicated above in the previous section.
From the point of view of the scientific relevance, two main research lines are de-
veloped in the thesis. The first one deals with the formulation of a kinetic theory for
collisionless astrophysical and laboratory plasmas. The second one is about the solution
of the so-called Electromagnetic (EM) Radiation-Reaction (RR) problem for relativis-
tic finite-size charges, with applications to the kinetic and fluid theories of relativistic
collisionless plasmas. The connection between the two issues is that they concern the
description of plasmas both at the fundamental level of single-particle dynamics as well
as in terms of the statistical description provided by kinetic theory. In connection with
this, an introductory section containing some basic explanatory material for the under-
standing of the theoretical background underlying the developments presented in the
thesis is included. Applications of the theories developed here are primarily intended
for collisionless astrophysical plasmas in accretion discs around compact objects or rel-
ativistic jets. On the other hand, the generality of the formalism adopted makes it
possible to apply the theory also to the case of laboratory plasmas in controlled fusion
devices (with particular reference to Tokamak devices) or to laser plasmas.
xi
CONTENTS
The kinetic theory for astrophysical accretion-disc plasmas is developed here in the
framework of the Vlasov-Maxwell description and is presented in Chapters 1 to 3. The
case of non-relativistic collisionless axisymmetric magnetized and gravitationally-bound
plasmas is considered. An example of astrophysical plasmas of this type is represented
by the so-called radiatively inefficient accretion flows (RIAFs). For these plasmas,
customary fluid or magnetofluid descriptions (like the ideal-MHD theory) can only
provide at most a rough approximation for the comprehension of their phenomenology.
A consistent treatment of collisionless plasmas of this kind requires necessarily the
adoption of a kinetic formulation. The reason is that, at a microscopic level, phase-
space anisotropies can develop in collisionless plasmas, with the result that the kinetic
distribution function (KDF) can significantly differ from a simple isotropic Maxwellian
KDF, both in stationary and non-stationary configurations. Kinetic theory provides
a phase-space description of plasmas, allowing for the proper inclusion of information
from single-particle dynamics and conservations laws together with their effects in the
functional form of fluid fields at the macroscopic level. In this approach, fluid fields
which identify the physical observables (e.g., particle number density, flow velocity,
temperature and tensor pressure) are computed “a posteriori” from the kinetic solution
and are expressed in terms of suitable integrals of the KDF over the velocity space. As
discussed in Chapters 1 and 2, this provides at the same time the only consistent and
physically-admissible solution to the closure problem which affects fluid theories, and
which is usually expressed through the necessity of providing an equation of state for
the plasma.
Specifically, the construction of quasi-stationary kinetic solutions (equilibria) of the
Vlasov equation is first presented. For doing this, a first-principles approach is imple-
mented, which consists of expressing the equilibrium KDF in terms of first integrals and
adiabatic invariants of the system and imposing suitable kinetic constraints. Different
realizations of the solution are obtained, depending on the configuration of the equilib-
rium magnetic field and the phenomenology one wants to study. These exact solutions
are then expressed in terms of Chapman-Enskog representations obtained by imple-
menting a Taylor-expansion of the KDF in a convenient asymptotic limit, here referred
to as strongly-magnetized and gravitationally-bound plasmas. The physical properties
of these equilibrium configurations as well as the implications for the physics of collision-
less accretion-disc plasmas are discussed. Several notable results are obtained. First,
it is proved that, contrary to previous literature, the issue of determining consistent
equilibrium configurations for collisionless accretion-disc plasmas is not a trivial task,
and cannot be exhausted by taking as equilibrium KDFs Maxwellian or bi-Maxwellian
distributions with arbitrary prescriptions for their fluid fields. Instead, it is shown that
the quasi-stationary KDF can only be expressed in terms of generalized Maxwellian or
bi-Maxwellian KDFs, with the functional dependences of the corresponding fluid fields
uniquely prescribed by the kinetic constraints imposed on the solution. These equi-
libria permit the treatment of quasi-stationary plasmas characterized by non-uniform
fluid fields, temperature and pressure anisotropies, azimuthal and poloidal flows and
differential rotation. Remarkably, the theory permits analytical treatment of the equi-
xii
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librium KDFs and analytic calculation of the fluid fields, which are proved to be exact
solutions of the fluid equations associated with the Vlasov equation.
Secondly, the consistency of the kinetic solution with the constraints imposed by the
Maxwell equations is addressed. In this regard, it is proved that the quasi-neutrality
condition can be satisfied and an analytical solution for the electrostatic potential is
obtained by solving the Poisson equation. Then, analysis of the Ampere equation shows
that collisionless plasmas can sustain both equilibrium azimuthal and poloidal charge
currents, which allow for the self-generation of a stationary poloidal and azimuthal
magnetic field. This represents an intrinsically-kinetic mechanism, which has been
referred to here as kinetic dynamo. Regarding the azimuthal field, it is pointed out that
its origin can be entirely diamagnetic and due to phase-space anisotropies, finite-Larmor
radius and energy-correction effects which are driven by temperature anisotropy. In
particular, the azimuthal field can be generated in stationary configurations in the
absence of turbulence phenomena or instabilities and even when no net accretion of
matter takes place in the disc. Finally, the possibility of describing quasi-stationary
accretion flows is discussed, showing that these are admitted at the equilibrium provided
that the toroidal magnetic field is non-vanishing and/or the plasma temperature is
non-isotropic. In fact, phase-space anisotropies together with temperature anisotropy
can give rise to a non-isotropic pressure tensor which can ultimately cause poloidal
flows to take place, even at equilibrium. This in turn shows also that, for collisionless
magnetized plasmas, phase-space anisotropies effectively play a role analogous to that
of viscous stresses for the generation of accretion phenomena in discs.
The detailed analysis of the quasi-stationary solutions and their physical content is
also a necessary prerequisite for the proper investigation of the stability of the same
equilibria. In performing a linear stability analysis, it is the equilibrium solution which
enters the resulting dispersion relations, with its information on the physical properties
of the system. Therefore, a correct stability analysis can only be performed starting
from correct equilibrium solutions. In Chapter 3 a linear stability analysis of Vlasov-
Maxwell equilibria previously obtained is performed. It is proved that axisymmetric
collisionless strongly-magnetized and gravitationally-bound plasmas are asymptotically
stable with respect to low-frequency and long-wavelength axisymmetric perturbations.
This result is of general validity for the range of frequencies and wavelengths considered
and it is obtained by means of a fully-kinetic analytical treatment.
As a side application, in Chapter 4 this kinetic theory is applied to study labo-
ratory fusion plasmas and a kinetic description of rotating Tokamak plasmas in the
collisionless regime is given. This formulation shows the generality of the formalism
developed, which equally applies for describing plasmas in fusion devices, even when
the physical setting of the system is intrinsically different from the case of accretion-disc
plasmas. New quasi-stationary kinetic solutions are obtained, which extend previous
kinetic or fluid treatments and which permit the description of axisymmetric plasmas
characterized by non-uniform fluid fields, differential azimuthal rotation, poloidal flows
and temperature and pressure anisotropies.
The second part of the thesis is dedicated to the Electromagnetic Radiation-Reaction
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(EM RR) phenomenon and its role for relativistic collisionless plasmas, such as those
observed in relativistic jets. The results are presented in Chapters 5 to 7. In this work,
the problem of giving a variational formulation of EM RR which is also consistent with
the basic principles of Classical Electrodynamics and Special Relativity is addressed.
This includes, in particular, the Hamilton variational principle, the validity of the clas-
sical Maxwell equations, the Newton principle of determinacy, the Einstein causality
principle and the covariance property of the theory. In contrast with customary treat-
ments dealing with point charges and leading to the well-known Lorentz-Abram-Dirac
(LAD) or Landau-Lifschitz (LL) equations, here the case of classical finite-size charged
particles is considered. In connection with this, it must be stressed that, at the clas-
sical level, any model for the description of classical particles is in principle admitted.
By construction, the point-particle model is non-physical and is a purely mathematical
representation. It does not require specification of the internal structure of the particle,
but on the other hand it carries an intrinsic divergence which manifests itself in the
divergence of the self EM 4-potential generated by the point charge. The choice of a
point-particle model appears therefore not suitable for the treatment of EM self-forces.
In contrast, finite-size classical particles require specification of the charge distribution
but are not affected by any kind of intrinsic divergence. A physically acceptable so-
lution of the EM RR problem which is also consistent with Classical Electrodynamics
and Special Relativity can therefore be formulated on the basis of finite-size classical
charged particles. To warrant the validity of the principle of energy-momentum con-
servation, the particle mass distribution must also be finite-sized and coincide with the
charge distribution. For the theory developed here, spherical distributions are assumed
and expressed in covariant form, with both mass and charge of the finite-size particle
having the same support and belonging to a shell sphere. The RR problem is given
an exact analytical solution in which any possible divergence is naturally excluded due
to the non-divergent particle 4-current density and the corresponding well-defined self
4-potential.
For definiteness, open problems addressed and solved in Chapter 5 concern the
variational formulation of the EM RR effect for the finite-size charge distribution in-
troduced, in terms of the Hamilton variational principle. An analytical solution of the
retarded self 4-potential is first obtained, and the symmetry properties of the varia-
tional functional together with the role of the Einstein causality principle are discussed.
Then, the resulting variational dynamic RR equation is obtained and proved to be a
delay-type ODE. From the physical point of view, the RR phenomenon is therefore
explained as a non-local effect, where the non-locality feature is precisely due to the
finite-size extension of the charge distribution. For consistency, standard Lagrangian
and conservative forms of this equation are given, the former expressed in terms of an
effective Lagrangian function and the latter in terms of a suitable stress-energy tensor
associated with the particle’s finite-sized charge and mass distributions. The connec-
tion with customary literature treatments, and in particular with the LAD equation, is
addressed by implementing a suitable Taylor-expansion of the exact equation when the
particle radius is assumed to be infinitesimal. The resulting asymptotic form recovers
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the LAD expression for the RR self-force together with a mass-renormalization term,
which is divergent in the (unphysical) point-particle limit. Finally, a fundamental ex-
istence and uniqueness theorem is proved to hold for the exact RR equation, which
therefore admits a classical dynamical system.
In Chapter 6 the possibility of deriving a Hamiltonian formulation for the descrip-
tion of particle dynamics in the presence of non-local interactions is first addressed.
Customary formulations for point-particles do not admit a Hamiltonian representation
of the equation of motion. Thus, for example, the LAD equation is neither variational,
nor Lagrangian or Hamiltonian. However, the question arises of whether this is an in-
trinsic feature of the RR phenomenon or rather the consequence of the particle model
adopted in its treatment. In particular, the search for a Hamiltonian theory of EM RR
is not just a mathematical problem, but also a philosophical question which at the level
of fundamental physics affects both classical and quantum formulations of charged par-
ticle dynamics. In Chapter 6 this issue is raised and solved for the first time, by means
of the exact variational and non-asymptotic formulation of the EM RR effect displayed
in Chapter 5 and holding for extended classical particles. Hence, it is proved that
the covariant second-order delay-type Lagrangian ODEs can be equivalently expressed
in Hamiltonian form as first-order delay-type ODEs in terms of an effective non-local
Hamiltonian function. The same Hamiltonian structure is then proved to hold also
for asymptotic expansions of the exact equations, after introduction of a suitable short
delay-time approximation which differs from the customary expansion which recovers
the LAD equation. Both the exact and asymptotic Hamiltonian formulations obtained
here are new, and are uniquely due to the physically-significant finite-size charge model
adopted. This result gives the classical EM RR problem a conceptual consistency which
is missing in other treatments in the literature, while overall the theory developed is
characterized by a notable formal elegance and simplicity.
The Hamiltonian formulation of the non-local EM RR effect is the starting point for
the construction of a kinetic theory in canonical form for relativistic collisionless plas-
mas. A relativistic Liouville equation for the covariant KDF describing these plasmas
with the inclusion of the EM self-field is derived and the connection with non-canonical
representations is studied. Then, the corresponding relativistic fluid equations are
obtained and expressed in both Eulerian and Lagrangian form, while asymptotic ex-
pansions of the EM RR contributions can always be performed “a posteriori” after
velocity-integration, on the fluid equations themselves. In contrast with other litera-
ture works based on the LAD or the LL equations, it is proved that the fluid equations
obtained here retain the customary closure conditions, so that no higher-order fluid
moments enter in the relevant equations. A further notable aspect of this formulation
is that the physical meaning of the EM RR term can be displayed. In particular, both
explicit and implicit RR contributions enter in the fluid equations, the former through
the definition of the Lorentz force due to the total EM field, and the latter through
the definition of the canonical particle state. It is shown that the EM RR effect is
analogous to a sort of scattering process, acting like a non-conservative collisional oper-
ator, in which single-particle energy and momentum are not conserved due to the EM
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radiation emission caused by the RR effect.
Finally, in the last Chapter the theory developed in Chapters 5 and 6 is imple-
mented to address the construction of a Hamiltonian structure characterizing N -body
systems of finite-size particles subject to EM interactions. Variational, Lagrangian and
Hamiltonian delay-type ODEs are obtained, in which non-local interactions are due to
both the EM RR self-force as well as the retarded binary EM interactions occurring
between different finite-size charged particles of the system. Then, on the basis of
this result, the validity of the so-called “no-interaction” theorem proposed by Currie is
raised. This theorem prevents the possibility of defining a Hamiltonian system for iso-
lated particles subject to mutual EM interactions. The Currie approach is based on the
well-known Dirac generator formalism (DGF). The correctness of the “no-interaction”
theorem has long been questioned and is of central importance for both classical and
quantum formulations. In this work, interesting conclusions are first drawn concerning
the validity of the DGF in the present context, with particular reference to the so-called
instant-form representation of Poincare` generators for infinitesimal transformations of
the inhomogeneous Lorentz group. It is proved that, in its original formulation, the
DGF only applies to local Hamiltonian systems and therefore is inapplicable to the
treatment of the EM-interacting particles considered here. To overcome this limita-
tion, a modified formulation of the DGF, which we refer to as the non-local generator
formalism, is developed starting from the non-local Hamiltonian structure previously
determined. On the same grounds, the Currie “no-interaction” theorem is proved to be
violated in any case by the non-local Hamiltonian structure determined here. Counter-
examples which overcome the limitations stated by the “no-interaction” theorem are
explicitly provided. In particular, the purpose of this work is to prove that indeed a
standard Hamiltonian formulation for the N -body system of EM-mutually-interacting
charged particles can be consistently obtained.
In conclusion, I hope that the results presented in this thesis and the methodology
outlined here could serve as contributions for the description of physical phenomena
connected with astrophysical and laboratory plasmas and the very foundations of the
classical dynamics of finite-size charged particles in the context of Special Relativity.
All these issues have been addressed in the spirit of philosophical deduction and have
been inferred by invoking the respect of the fundamental principles of classical logic
and physics. Obtaining these results required a systematic work, a deep and continuous
effort as well as an untiring patience over the years. The final satisfaction in front of
the regret for the past time may represent the right gratefulness for the conscience and
any feeling aged through this attempt.
Trieste, October 19, 2012 Claudio Cremaschini
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Some basic background
This thesis concerns a systematic investigation of certain types of astrophysical plasma,
based on a kinetic theory approach. We give here a brief introduction to the basic
concepts involved.
In principle, discussion of fluids or plasmas should always be based on considerations
of the microscopic dynamics of the N -body system formed by the constituent particles.
These particles are generally subject to binary (or multiple) mutual interactions and,
while each of them has a finite size, they can often be treated as point-like. Various
descriptions can be formulated for studying the dynamics of such systems. Besides the
basic deterministic description, these include microscopic and reduced statistical ones,
such as the kinetic and fluid descriptions. For large N -body systems (with N À 1), it
is generally essential to use statistical descriptions since the algorithmic complexity of
the deterministic description (of order N2 for binary interactions) would be prohibitive,
whereas the reduced statistical descriptions have complexity independent of N .
In the present work, single-particle dynamics and statistical kinetic descriptions of
systems of N particles will be regarded as fundamental descriptions of plasmas, whereas
the corresponding fluid one is considered as a derived description which is obtained “a
posteriori” from the kinetic solution.
The kinetic treatment provides a phase-space statistical description of the ensemble
of N particles in terms of a single-particle kinetic distribution function (KDF), which
satisfies a suitable kinetic equation. Examples of differential equations of this kind are
represented by the Fokker-Planck-Landau kinetic equation, which applies to collisional
plasmas, and the Vlasov equation, which describes collisionless plasmas. Once the KDF
is prescribed, all of the continuum fluid moments can be represented in terms of well-
defined constitutive equations, determined via appropriate velocity moments of the
KDF. The kinetic description represents the fundamental background underlying any
fluid description. In particular, the configuration-space information dealt with by fluid
theories can always be obtained from the underlying phase-space kinetic treatment by
means of suitable velocity-space integrals.
In the non-relativistic regime, the plasma is treated as being an ensemble of particle
species, each being described by a KDF fs(y, t), where y is the particle state vector
and t is the time, with y ≡ (r,v) where r is the position and v is the velocity. For
collisional plasmas, the species KDFs are given by the Fokker-Planck-Landau equation
Lsfs(y, t) = Cs (f | f) , (1)
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where Ls denotes the species Vlasov differential operator and Cs (f | f) is the species
Fokker-Planck-Landau collisional operator. The differential operator Ls is defined as
Ls ≡ ∂
∂t
+ v · ∂
∂r
+
1
Ms
Fs · ∂
∂v
, (2)
where Fs is total mean-force acting on a particle belonging to the species s with mass
Ms, which in the case of non-relativistic astrophysical plasmas can generally be due
to both EM and gravitational fields. In the case of collisionless plasmas the collisional
operator Cs (f | f) vanishes and the species KDFs satisfy the differential Vlasov kinetic
equation
Lsfs(y, t) = 0. (3)
The fluid fields can then be obtained as velocity moments of the KDF of the form∫
d3v [G(y)fs(y, t)] , (4)
where G(y) represents a suitable phase-space weight function. Depending on the par-
ticular expression for G(y), different fluid fields can be introduced. In particular, these
include the following relevant ones:
a) species number density (G(y) = 1)
ns (r, t) ≡
∫
d3vfs(y, t); (5)
b) species flow velocity (G(y) = 1nsv)
Vs (r, t) ≡ 1
ns
∫
d3v [vfs(y, t)] ; (6)
c) species tensor pressure (G(y) =Ms (v −Vs) (v −Vs))
Π
s
(r, t) ≡Ms
∫
d3v [(v −Vs) (v −Vs) fs(y, t)] ; (7)
d) species isotropic scalar temperature (G(y) = Ms3ns (v −Vs)
2)
Ts (r, t) ≡ Ms
ns
∫
d3v
[
(v −Vs)2
3
fs(y, t)
]
; (8)
e) species heat flux (G(y) = Ms3 (v −Vs) (v −Vs)2)
Qs (r, t) ≡ Ms3
∫
d3v
[
(v −Vs) (v −Vs)2 fs(y, t)
]
. (9)
In the same way, the velocity moments of the KDFs also determine the sources of the
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EM self-field
{
Eself ,Bself
}
. These are identified with the plasma charge density ρ(r, t)
and the current density J(r, t):
ρ(r, t) =
∑
s
Zeens (r, t) , (10)
J(r, t) =
∑
s
Zeens (r, t)Vs (r, t) . (11)
Similarly, the relevant species fluid equations can be obtained by means of taking
velocity integrals of the species kinetic equation of the form∫
d3v [G(y)Lsfs(y, t)] =
∫
d3v [G(y)Cs (f | f)] , (12)
with G(y) still representing a suitable phase-space weight function. For example, con-
sider the particular set of weight functions G1(y) ≡
{
1,Msv, Ms2 (v −Vs)2
}
(these are
the same as those given in a), b) and d) above, apart from the normalization constants
which are chosen here so as to recover the standard form of fluid equations given be-
low). When the set G1(y) is used in Eq.(12) and summation over species is taken, the
form of the Fokker-Planck-Landau collisional operator implies that the equations∑
s
∫
d3v [G1(y)Cs (f | f)] = 0 (13)
are identically satisfied. The phase-functions of the set G1(y) are usually referred
to as collisional invariants of the Fokker-Planck-Landau collisional operator. In the
case of collisionless plasmas the collisional operator vanishes identically. For the set
G(y) ≡ G1(y) the velocity-moments of the Vlasov equation for each plasma species s
are given by:
a) species continuity equation, obtained by setting G(y) = 1 in Eq.(12):
∂
∂t
ns +∇ · (nsVs) = 0; (14)
b) species momentum equation (Euler equation), obtained for G(y) =Msv:
Msns
∂
∂t
Vs +Msns (Vs · ∇)Vs +∇ ·Πs − nsFs = 0; (15)
c) species energy equation, obtained for G(y) = Ms2 (v −Vs)2:
∂
∂t
ps +∇ · (psVs) +∇ ·Qs + 23∇Vs : Πs = 0, (16)
where ps = nsTs denotes the scalar isotropic pressure.
We stress that the system of fluid moment equations obtained from Eq.(12) is
intrinsically not closed. To clarify the issue, it is instructive to consider, for example, the
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two fluid equations (14) and (15) written above. Eq.(14) is a scalar equation which can
be solved for the species number density ns, while Eq.(15) is a vector equation for the
vector field Vs. However, in these equations the pressure tensor remains undetermined
and needs to be suitably prescribed in order to close the system. Similarly, assuming
a scalar pressure, so that ∇ · Π
s
= ∇ps, if Eq.(16) is used to solve for Ts, the system
of equations still depends on the unknown fluid field Qs, which needs to be suitably
prescribed in terms of the corresponding closure condition. This represents an intrinsic
characteristic feature of fluid equations, which can only be consistently dealt with by
obtaining the closure conditions from kinetic theory. While fluid or MHD equations
require a separate prescription of closure conditions (i.e., equations of state), the kinetic
equations already form a closed system and require no external closure condition. As
explained above, knowledge of the species KDF provides complete information about
the physical properties of plasmas and permits a unique determination “a posteriori” of
the relevant fluid fields that characterize a system, including particle number density,
flow velocity and pressure tensor. Referring directly to the KDF makes possible the
consistent inclusion in the corresponding fluid fields and fluid equations of specifically
kinetic effects which cannot appear in “stand-alone” fluid theories.
The statistical fluid description, on the other hand, can also in principle be in-
troduced directly by itself, as a separate theory, i.e., independent of the underlying
kinetic theory. Such an approach is typically adopted for the treatments of fluids or
magnetofluids, i.e. continuous media prescribed in terms of a suitable set of fluid fields.
Typical fluid models are based on the assumption that the set of fluid fields is complete
and uniquely defined by a suitable ensemble of closed fluid equations. These models
are widespread for the treatment of classical fluids and cold (i.e., low-temperature) and
dense plasmas.
However, these treatments become unsatisfactory for the description of hot and/or
diluted plasmas. In fact, the kinetic description becomes essential for plasmas in which
binary Coulomb interactions are important, since these occur at a microscopic level
and involve single particles (see for example S. I. Braginskii, Transport processes in
a plasma, Review of Plasma Physics, Vol.1, 1965). In particular, in the case of hot
dilute plasmas which are the main focus of interest in this thesis, these reduce to
mean-field interactions which can be described within the framework of the Vlasov-
Maxwell description. When this occurs the plasma is said to be collisionless. The
proper definition of this regime requires comparing the characteristic time and length
scales of the system (see the discussion below). For a collisionless plasma the single-
particle KDF can become highly non-isotropic in the phase-space, and then “stand-
alone” fluid or magneto-hydrodynamics (MHD) approaches formulated independently
of the underlying kinetic theory can only provide, at best, a partial (i.e., qualitative)
description of the plasma phenomenology. This is because of a number of possible
inconsistencies which may arise due to the peculiar behavior of the KDF. Firstly, the
fluid fields, which are identified with velocity moments of the KDF, no longer generally
form a complete set, and so the corresponding fluid equations are not closed, but give an
infinite set of moment equations. Secondly, the “stand-alone” fluid or MHD descriptions
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do not generally include the correct constitutive fluid equations for the fluid fields. In
fact, the proper determination of these requires taking into account the actual form of
the KDF. A special mention should be made of the issue of validity of a possible equation
of state for the fluid pressure tensor. This is usually invoked as a closure condition for
the linear momentum density equation. In ideal-MHD, for example, the fluid pressure
is assumed to be isotropic, so that anisotropic effects typical of plasma phenomenology
are ignored. These issues cannot be solved consistently without invoking a kinetic
description where all fluid fields are, in principle, consistently determined from the
underlying self-consistent KDF. This means that both the equations of state and the
constitutive equations for the fluid fields then follow uniquely from the microscopic
dynamics.
Further notable aspects to be mentioned concern deeper consequences of micro-
scopic phase-space particle dynamics. For non-relativistic plasmas, these include single-
particle conservation laws as well as phase-space plasma collective phenomena, both of
which are usually referred to as kinetic effects. Instead, for relativistic plasmas, elec-
tromagnetic radiation-reaction effects also need to be taken into account. All of these,
as explained in detail in the various chapters of the thesis, affect the very structure
of the constitutive equations for the fluid fields as well as the form of the fluid equa-
tions. In particular, kinetic effects are associated - for example - with the occurrence
of temperature anisotropy, finite Larmor-radius and diamagnetic effects in magnetized
plasmas.
The proper treatment of the kinetic effects indicated above requires the identifica-
tion of the appropriate plasma regimes in which different particle species may satisfy
distinctive asymptotic orderings. The identification of these regimes, in contrast to
single-species descriptions characteristic of typical MHD approaches, such as the ideal-
MHD model, is a necessary prerequisite for multi-species kinetic treatments.
These issues are naturally addressed, in the present thesis, within the kinetic de-
scription of collisionless astrophysical and laboratory plasmas. For a system consisting
of ion and electron species (s = i, e), the requirement of having a collisionless plasma
involves the determination of the following characteristic parameters for each species
(for the definitions see following chapters):
1) The Larmor radius rLsand the Larmor gyration time τLs.
2) The Debye length λD and the Langmuir time τps.
3) The mean-free-path λmfp,s and the collision time τCs.
For each species, these parameters depend on the plasma number density and tem-
perature and on the magnitude of the magnetic field. For any phenomena occurring on
timescales ∆t and lengthscales ∆L, satisfying
τps, τLs ¿ ∆t¿ τCs, (17)
λD, rLs ¿ ∆L¿ λmfp,s, (18)
the plasma can be considered as:
#1 Collisionless: due to the inequalities between ∆t and τCs and between ∆L and
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λmfp,s. Any plasma is effectively collisionless for processes whose timescales and
lengthscales are short enough and, under those circumstances, one needs to use
kinetic theory. For a plasma which is sufficiently diffuse, this can include almost
all relevant processes.
#2 Characterized by a mean-field EM interaction: due to the collisionless assump-
tion, charged particles can be taken to interact with the others only via a contin-
uum mean EM field.
#3 Quasi-neutral: due to the inequality between ∆t and τps and between ∆L and
λD, the plasma can be taken as being quasi-neutral on the lengthscale ∆L.
The inequalities involving the Larmor scales concern the degree of magnetization of
the plasma and warrant the validity of a gyrokinetic description for the single-particle
dynamics. When conditions #1-#3 are satisfied, the medium is referred to as a quasi-
neutral Vlasov-Maxwell plasma and kinetic theory should be used. This is the setting
that is considered in this thesis, in which a kinetic theory is formulated for classical
ideal laboratory and astrophysical plasmas in both the non-relativistic and relativistic
regimes.
In astrophysics, many different scenarios can be distinguished in which plasmas
arise. These include, for example, astrophysical plasmas in the interstellar medium,
molecular clouds, proto-stars, solar-type stars, red giants, planetary nebulae, pulsar
magnetospheres, extra-galactic jets, accretion discs round ordinary stars, accretion discs
round compact objects emitting X-rays, accretion discs associated with gamma-ray
bursters, etc. Each of these contexts is characterized by different physical conditions
as well as possibly different physical processes occurring in the plasma. Therefore, one
needs to make a specific formulation of kinetic theory for each astrophysical scenario.
In this thesis, we focus on collisionless astrophysical plasmas arising in some accretion
discs around compact objects and in relativistic jets. In the first case, a non-relativistic
kinetic theory is developed, for collisionless plasmas in which radiation-emission pro-
cesses are negligible as far as the single-particle dynamics is concerned. Instead, a
relativistic kinetic theory is formulated for the description of jet plasmas, with the
consistent inclusion of electromagnetic radiation-reaction phenomena characterizing,
at microscopic level, the dynamics of single charges in the plasma. The classification of
these plasmas as collisionless requires the evaluation of the specific parameters listed
above and the corresponding inequalities (17) and (18). This is particularly relevant
in the case of accretion discs around compact objects, in which species densities and
temperatures span a very wide range of values. It must be stressed, however, that,
depending on the magnitude of the characteristic scales ∆t and ∆L for the particular
phenomena of interest, the same plasma may need to be considered as collisional for
some purposes, but collisionless for processes which happen sufficiently fast. An im-
portant example of collisionless accretion-disc plasmas to which the theory developed
here can apply is represented by the hydrodynamic model known in the astrophysics
literature as radiatively inefficient accretion flows (RIAFs, see Narayan et al. in Theory
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of Black Hole Accretion Discs, 1998). The present thesis aims at overcoming in several
ways the limitations of the fluid treatment on which this type of model is based.
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Chapter 1
Kinetic axisymmetric
gravitational equilibria in
collisionless accretion disc
plasmas
1.1 Introduction
The investigation described here is concerned with dynamical processes in the sub-set
of astrophysical accretion disc (AD) plasmas which can be considered as collisionless
(e.g. RIAFs) and their relationship with the accretion process. The aim of the research
developed here is to provide a consistent theoretical formulation of kinetic theory for
these AD plasmas, which can then be used for investigating their equilibrium properties
and dynamical evolution. Note that what is meant here by the term “equilibrium” is
in general a stationary-flow solution, which can also include a radial accretion velocity.
Apart from the intrinsic interest of this study for the equilibrium properties of these
accretion discs, the conclusions reached may have important consequences for other
applications and for stability analyses of the discs. In this Chapter we study the par-
ticular case where the AD plasma contains domains of locally-closed magnetic surfaces
where there is in fact no local net accretion. The corresponding treatment for arbitrary
magnetic field configurations will be dealt with in the next Chapter.
Astrophysical background
Accretion discs are observed in a wide range of astrophysical contexts, from the
small-scale regions around proto-stars or stars in binary systems to the much larger
scales associated with the cores of galaxies and Active Galactic Nuclei (AGN). Obser-
vations tell us that these systems contain matter accreting onto a central object, losing
angular momentum and releasing gravitational binding energy. This can give rise to
an extremely powerful source of energy generation, causing the matter to be in the
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plasma state and allowing the discs to be detected through their radiation emission
(1, 2, 3). A particularly interesting class of accretion discs consists of those occurring
around black holes in binary systems, which give rise to compact X-ray sources. For
these, one has both a strong gravitational field and also presence of significant mag-
netic fields which are mainly self-generated by the plasma current densities. Despite the
information available about these systems, mainly provided by observations collected
over the past forty years and concerning their macroscopic physical and geometrical
properties (structure, emission spectrum, etc.), no complete theoretical description of
the physical processes involved in the generation and evolution of the magnetic fields is
yet available. While it is widely thought that the magneto-rotational instability (MRI)
(3) plays a leading role in generating an effective viscosity in these discs, more remains
to be done in order to obtain a full understanding of the dynamics of disc plasmas and
the relation of this with the accretion process. This requires identifying the microphys-
ical phenomena involved in the generation of instabilities and/or turbulence which may
represent a plausible source for the effective viscosity which, in turn, is then related to
the accretion rates (1, 3). There is a lot of observational evidence which cannot yet be
explained or fully understood within the framework of existing theoretical descriptions
and many fundamental questions still remain to be answered (4, 5).
Motivations for a kinetic theory
Historically, most theoretical and numerical investigations of accretion discs have
been made in the context of hydrodynamics (HD) or magneto-hydro-dynamics (MHD)
(fluid approaches) (1, 2, 3, 6, 7, 8, 9, 10, 11). Treating the medium as a fluid allows one
to capture the basic large-scale properties of the disc structure and evolution. An inter-
esting development within this context has been the work of Coppi (12) and Coppi and
Rousseau (13) who showed that stationary magnetic configurations in AD plasmas, for
both low and high magnetic energy densities, can exhibit complex magnetic structures
characterized locally by plasma rings with closed nested magnetic surfaces. However,
even the most sophisticated fluid models are still not able to give a good explanation
for all of the complexity of the phenomena arising in these systems. While fluid descrip-
tions are often useful, it is well known that, at a fundamental level, a correct description
of microscopic and macroscopic plasma dynamics should be formulated on the basis of
kinetic theory (kinetic approach) (14, 15), and for that there is still, remarkably, no
satisfactory theoretical formulation in the existing literature. Going to a kinetic ap-
proach can overcome the problem characteristic of fluid theories of uniquely defining
consistent closure conditions (14, 15), and a kinetic formulation is required, instead
of MHD, for correctly describing regimes in which the plasma is either collisionless or
weakly collisional (16, 17, 18). In these situations, the distribution function describing
the AD plasma will be different from a Maxwellian, which is instead characteristic of
highly collisional plasmas for which fluid theories properly apply. An interesting ex-
ample of collisionless plasmas, arising in the context of astrophysical accretion discs
around black holes, is that of radiatively inefficient accretion flows (19, 20). Theoret-
ical investigations of such systems have suggested that the accreting matter consists
of a two-temperature plasma, with the proton temperature being much higher than
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the electron temperature (4, 5). This in turn implies that the timescale for energy ex-
change by Coulomb collisions between electrons and ions must be longer than the other
characteristic timescales of the system, in particular the inflow time. In this case, a
correct physical description of the phenomenology governing these objects can only be
provided by a kinetic formulation. The kinetic formulation is anyway more convenient
for the inclusion of some particular physical effects, including ones due to temperature
anisotropies, and is essential for making a complete study of the kinetic instabilities
which can play a key role in causing the accretion process (16, 17, 18). We note here
that, although there are in principle several possible physical processes which may ex-
plain the appearance of temperature anisotropies (see for example (17, 18)), the main
reason for their maintenance in a collisionless and non-turbulent plasma may simply be
the lack of any efficient mechanism for temperature isotropization (see also discussion
below and in the next Chapter).
Previous work
Only a few studies have so far addressed the problem of deriving a kinetic formula-
tion of steady-state solutions for AD plasmas.
The paper by Bhaskaran and Krishan (21), based on theoretical results obtained
by Mahajan (22, 23) for laboratory plasmas, is a first example going in this direction.
These authors assumed an equilibrium distribution function expressed as an infinite
power series in the ratio of the drift velocity to the thermal speed (considered as the
small expansion parameter) such that the zero-order term coincides with a homogeneous
Maxwellian distribution. Assuming a prescribed profile for the external magnetic field
and ignoring the self-generated field, they looked for analytic solutions of the Vlasov-
Maxwell system for the coefficients of the series (typically truncated after the first few
orders). However, the assumptions made strongly limited the applicability of their
model.
Another approach proposed recently by Cremaschini et al. (15), gives an exact so-
lution for the equilibrium Kinetic Distribution Function (KDF) of strongly magnetized
non-relativistic collisionless plasmas with isotropic temperature and purely toroidal flow
velocity. The strategy adopted was similar to that developed by Catto et al. (24) for
toroidal plasmas, suitably adapted to the context of accretion discs. The stationary
KDF was expressed in terms of the first integrals of motion of the system showing, for
example, that the standard Maxwellian KDF is an asymptotic stationary solution only
in the limit of a strongly magnetized plasma, and that the spatial profiles of the fluid
fields are fixed by specific kinetic constraints (15).
In recent years, the kinetic formalism has also been used for investigating stability of
AD plasmas, particularly in the collisionless regime and focused on studying the role and
importance of MRI (3, 18, 25, 26, 27). The main goal of these studies (16, 17, 18, 26)
was to provide and test suitable kinetic closure conditions for asymptotically-reduced
fluid equations (referred to as “kinetic MHD”), so as to allow the fluid stability analysis
to include some of the relevant kinetic effects for collisionless plasmas (16, 18, 26).
However, none of them systematically treated the issue of kinetic equilibrium, and
the underlying unperturbed plasma was usually taken to be described by either a
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Maxwellian or a bi-Maxwellian KDF.
Finally, increasing attention has been paid to the role of temperature anisotropy
and the related kinetic instabilities. Some recent numerical studies (18, 27) have tried
to include the effects of temperature anisotropy but, although it is clear that this can
give rise to an entirely new class of phenomena, all of these estimates rely on fluid
models in which kinetic effects are included in only an approximate way. A kinetic
approach is needed rather than a fluid one, in order to give a clear and self-consistent
picture, and this needs to be based on equilibrium solutions suitable for accretion discs.
1.2 Open problems and goals of the research
Many problems remain to be addressed and solved regarding the kinetic formulation of
AD plasma dynamics. Among them, in this Chapter we focus on the following:
1. The construction of a kinetic theory for collisionless AD plasmas within the frame-
work of the Vlasov-Maxwell description, and the investigation of their kinetic
equilibrium properties.
2. The inclusion of finite Larmor-radius (FLR) effects in the MHD equations. For
magnetized plasmas, this can be achieved by making a kinetic treatment and
representing the KDF in terms of gyrokinetic variables (Bernstein and Catto
(28, 29, 30, 31)). The gyrokinetic formalism provides a simplified description of
the dynamics of charged particles in the presence of magnetic fields, thanks to the
symmetry of the Larmor gyratory motion of the particles around the magnetic
field lines. Therefore kinetic and gyrokinetic theory are both fundamental tools
for treating FLR effects in a consistent way.
3. The determination of suitable kinetic closure conditions to be used in the fluid
description of the discs. These should include the kinetic effects of the plasma
dynamics in a consistent way.
4. Extension of the known solutions to more general contexts, with the inclusion of
important effects such as temperature anisotropy.
5. Development of a kinetic theory for stability analysis of AD plasmas. As already
mentioned, this could cast further light on the physical mechanism giving rise to
the effective viscosity and the related accretion processes. This is particularly in-
teresting for collisionless plasmas with temperature anisotropy, since only kinetic
theory could be able to explain how instabilities can originate and grow to restore
the isotropic properties of the plasma.
The reference publications for the material presented in this Chapter are Refs.(15, 32,
33, 34, 35).
In particular, we pose here the problem of constructing analytic solutions for exact
kinetic and gyrokinetic axi-symmetric gravitational equilibria (see definition below) in
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accretion discs around compact objects. The solution presented is applicable to col-
lisionless magnetized plasmas with temperature anisotropy and mainly toroidal flow
velocity. The kinetic treatment of the gravitational equilibria necessarily requires that
the KDF is itself a stationary solution of the relevant kinetic equations. Ignoring pos-
sible weakly-dissipative effects, we shall assume - in particular - that the KDF and
the electromagnetic (EM) fields associated with the plasma obey the system of Vlasov-
Maxwell equations. The only restriction on the form of the KDF, besides assuming its
strict positivity and it being suitably smooth in the relevant phase-space, is due to the
requirement that it must be a function only of the independent first integrals of the
motion or the adiabatic invariants for the system.
1.3 Kinetic theory for accretion disc plasmas: basic as-
sumptions
The meaning of asymptotic kinetic equilibria in the present study and the physical
conditions under which they can be realized are first discussed.
An asymptotic kinetic equilibrium must be one obtained within the context of
kinetic theory and must be described by the stationary Vlasov-Maxwell equations.
This means that the generic plasma KDF, fs, must be a solution of the stationary
Vlasov equation, as will be the case if fs is expressed in terms of exact first integrals
of the motion or adiabatic invariants of the system, which in turn implies that fs for
each species must be an exact first integral of the motion or an adiabatic invariant.
The stationarity condition means that the equilibrium KDF cannot depend explicitly
on time, although in principle it could contain an implicit time dependence via its
fluid moments (in which case the kinetic equilibrium does not correspond to a fluid
equilibrium and there are non-stationary fluid fields).
In the following, the AD plasma is taken to be: a) non-relativistic, in the sense
that it has non–relativistic species flow velocities, that the gravitational field can be
treated within the classical Newtonian theory, and that the non-relativistic Vlasov
kinetic equation is used as the dynamical equation for the KDF; b) collisionless, so that
the mean free path of the plasma particles is much longer than the largest characteristic
scale length of the plasma; c) axi-symmetric, so that the relevant dynamical variables
characterizing the plasma (e.g., the fluid fields) are independent of the toroidal angle
ϕ, when referred to a set of cylindrical coordinates (R,ϕ, z); d) acted on by both
gravitational and EM fields.
Also, the situation is considered where the equilibrium magnetic field B admits,
at least locally, a family of nested axi-symmetric closed toroidal magnetic surfaces
{ψ(r)} ≡ {ψ(r) = const.}, where ψ denotes the poloidal magnetic flux ofB (see (12, 13)
for a proof of the possible existence of such configurations in the context of astrophysical
accretion discs; see also (14, 15) for further discussions in this regard and Fig.1.1 for a
schematic view of such a configuration). In this situation, a set of magnetic coordinates
(ψ,ϕ, ϑ) can be defined locally, where ϑ is a curvilinear angle-like coordinate on the
magnetic surfaces ψ(r) = const. Each relevant physical quantity A(r) can then be
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expressed as a function of these magnetic coordinates, i.e. A(r) = A (ψ, ϑ) , where the
ϕ dependence has been suppressed due to the axi-symmetry. It follows that it is always
possible to write the following decomposition: A = A∼ + 〈A〉 , where the oscillatory
part A∼ ≡ A−〈A〉 contains the ϑ-dependencies and 〈A〉 is the ψ−surface average of the
function A(r) defined on a flux surface ψ(r) = const. as 〈A〉 = ξ−1 ∮ dϑA(r)/ |B · ∇ϑ| ,
with ξ denoting ξ ≡ ∮ dϑ/ |B · ∇ϑ|.
For definiteness, we shall consider here a plasma consisting of at least two species
of charged particles: one species of ions and one of electrons.
We also introduce some convenient dimensionless parameters which will be used
in constructing asymptotic orderings for the relevant quantities of the theory. The
first one, which enters into the construction of the gyrokinetic theory, is defined as
εM,s ≡ rLsL ¿ 1, where s = i, e denotes the species index. Here rLs = v⊥ths/Ωcs is
the species average Larmor radius, with v⊥ths = {T⊥s/Ms}1/2 denoting the species
thermal velocity perpendicular to the magnetic field and Ωcs = ZseB/Msc being the
species Larmor frequency. Moreover, L is the characteristic length-scale of the spatial
inhomogeneities of the EM field, defined as L ∼ LB ∼ LE , where LB and LE are the
characteristic magnitudes of the gradients of the absolute values of the magnetic field
B (x, t) and the electric field E (x, t), defined as 1LB ≡ max
{∣∣∣ ∂∂ri lnB∣∣∣ , i = 1, 3} and
1
LE
≡ max
{∣∣∣ ∂∂ri lnE∣∣∣ , i = 1, 3}, where the vector x denotes x = (R, z). Then, a unique
parameter εM ≡ max {εM,s, s = i, e} is defined. For temperatures and magnetic fields
typical of AD plasmas, we have 0 < εM ¿ 1.
The second parameter is the inverse aspect ratio defined as δ ≡ rmaxR0 , where R0 is
the radial distance from the vertical axis to the center of the nested magnetic surfaces
and rmax is the average cross-sectional poloidal radius of the largest closed toroidal
magnetic surface; see Fig.1.1 for a schematic view of the configuration geometry and the
meaning of the notation introduced here. Then, we impose the requirement 0 < δ ¿ 1,
which is referred to as “small inverse aspect ratio ordering”. The main motivation
for introducing this ordering is that we are discussing only local solutions where this
asymptotic condition holds; this property also follows from the results presented in
(12, 13), and has aready been used in other previous work on the subject (14, 15).
The requirement δ ¿ 1 is also needed in order to satisfy the constraint condition
imposed by Ampere’s law, as discussed in Sec. VII. We stress that the δ−ordering here
introduced is consistent with the assumption of nested and closed magnetic surfaces
that are assumed to be localized in space.
Finally we introduce a parameter δTs which measures the magnitude of the species
temperature anisotropy and is defined as δTs ≡ T‖s−T⊥sT‖s , where T‖s and T⊥s denote
the parallel and perpendicular temperatures, as measured with respect to the magnetic
field direction.
Note that, in the following, primed quantities will denote dynamical variables de-
fined at the guiding-center position.
The treatment of EM and gravitational fields
6
1.3 Kinetic theory for accretion disc plasmas: basic assumptions
Figure 1.1: Schematic view of the configuration geometry.
We require the EM field to be slowly varying in time, i.e., to be of the form[
E(x, εkM t),B(x, ε
k
M t)
]
, (1.1)
with k ≥ 1 being a suitable integer. This time dependence is connected with either
external sources or boundary conditions for the KDF. In particular, we shall assume
that the magnetic field is of the form
B ≡ ∇×A = Bself (x, εkM t) +Bext(x, εkM t), (1.2)
where Bself and Bext denote the self-generated magnetic field produced by the AD
plasma and a finite external magnetic field produced by the central object (in the case of
neutron stars or white dwarfs). We also impose the following relative ordering between
the two components of the total magnetic field: |B
ext|
|Bself | ∼ O
(
εkM
)
, with k ≥ 1. This
means that the self-field is the dominant component: the magnetic field is primarily self-
generated. However, for greater generality, we shall not prescribe any relative orderings
between the various components of the total magnetic field, which are taken to be of
the form
Bself = I(x, εkM t)∇ϕ+∇ψp(x, εkM t)×∇ϕ, (1.3)
Bext = ∇ψD(x, εkM t)×∇ϕ. (1.4)
In particular, hereBT ≡ I(x, εkM t)∇ϕ andBP ≡ ∇ψp(x, εkM t)×∇ϕ are the toroidal and
poloidal components of the self-field, while the external magnetic field Bext is assumed
to be purely poloidal and defined in terms of the vacuum potential ψD(x, εkM t). As a
consequence, the magnetic field can also be written in the equivalent form
B = I(x, εkM t)∇ϕ+∇ψ(x, εkM t)×∇ϕ, (1.5)
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where the function ψ(x, εkM t) is defined as ψ(x, ε
k
M t) ≡ ψp(x, εkM t) + ψD(x, εkM t), with
k ≥ 1 and (ψ,ϕ, ϑ) defining a set of local magnetic coordinates (as implied by the
equation B · ∇ψ = 0 which is identically satisfied). Also, it is assumed that the
charged particles of the plasma are subject to the action of effective EM potentials{
Φeffs (x, εkM t),A(x, ε
k
M t)
}
, where A(x, εkM t) is the vector potential corresponding to
the magnetic field of Eq.(1.5), while Φeffs (x, εkM t) is given by
Φeffs (x, ε
k
M t) = Φ(x, ε
k
M t) +
Ms
Zse
ΦG(x, εkM t), (1.6)
with Φeffs (x, εkM t), Φ(x, ε
k
M t) and ΦG(x, ε
k
M t) denoting the effective electrostatic po-
tential and the electrostatic and generalized gravitational potentials (the latter, in prin-
ciple, being produced both by the central object and the accretion disc). The effective
electric field Eeffs can then be defined as
Eeffs ≡ −∇Φeffs −
1
c
∂A
∂t
. (1.7)
1.4 First integrals of motion and guiding-center adiabatic
invariants
In the present formulation, assuming axi-symmetry and stationary EM and gravita-
tional fields, the exact first integrals of motion can be immediately recovered from the
symmetry properties of the single charged particle Lagrangian function L. In particular,
these are the total particle energy
Es =
Ms
2
v2+ZseΦeffs (r), (1.8)
and the canonical momentum pϕs (conjugate to the ignorable toroidal angle ϕ)
pϕs =MsRv · eϕ + Zse
c
ψ ≡ Zse
c
ψ∗s. (1.9)
Gyrokinetic theory allows one to derive the adiabatic invariants of the system (28, 29);
by construction, these are quantities conserved only in an asymptotic sense, i.e., only
to a prescribed order of accuracy. As is well known, gyrokinetic theory is a basic
prerequisite for the investigation both of kinetic instabilities (see for example (36, 37,
38)) and of equilibrium flows occurring in magnetized plasmas (24, 39, 40, 41, 42). For
astrophysical plasmas close to compact objects, this generally involves the treatment
of strong gravitational fields which needs to be based on a covariant formulation (see
(43, 44, 45, 46)). However, for non-relativistic plasmas (in the sense already discussed),
the appropriate formulation can also be directly recovered via a suitable reformulation
of the standard (non-relativistic) theory for magnetically confined laboratory plasmas
(see Refs.(29, 30, 31, 47, 48, 49, 50, 51, 52, 53) and also the next Chapter). In connection
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with this, consider again the Lagrangian function L of charged particle dynamics. By
performing a gyrokinetic transformation of L, accurate to the prescribed order in εM ,
it follows that - by construction - the transformed Lagrangian L′ becomes independent
of the guiding-center gyrophase angle φ′. Therefore, by construction, the canonical
momentum p′φ′s = ∂L
′/∂·φ′, as well as the related magnetic moment defined as m′s ≡
Zse
Msc
p′φ′s, are adiabatic invariants. As shown by Kruskal (1962 (54)) it is always possible
to determine L′ so thatm′s is an adiabatic invariant of arbitrary order in εM , in the sense
that 1Ω′cs
d
dt lnm
′
s = 0+O(ε
n+1
M ), where Ω
′
cs = ZseB
′/Msc denotes the Larmor frequency
evaluated at the guiding-center and the integer n depends on the approximation used
in the perturbation theory to evaluate m′s. In addition, the guiding-center invariants
corresponding to Es and ψ∗s (denoted as E′s and p′ϕs respectively) can also be given in
terms of L′. These are also, by definition, manifestly independent of φ′.,
This basic property of the magnetic moment m′s is essential in the subsequent de-
velopments. Indeed, we shall prove that it allows the effects of temperature anisotropy
to be included in the asymptotic stationary solution.
Let us now define the concept of gyrokinetic and equilibrium KDFs.
Def. - Gyrokinetic KDF (GK KDF)
A generic KDF fs (r,v, t) will be referred to as gyrokinetic if it is independent of
the gyrophase angle φ′ (evaluated the guiding-center position) when its state x =(r,v)
is espressed as a function of an arbitrary gyrokinetic state z′=(y′, φ′) .
Def. - Equilibrium KDF
A generic KDF fs (r,v, t) will be referred to as an equilibrium KDF if it identically
satisfies the Vlavov equation ddtfs (r,v, t) = 0 and if fs is also independent of time,
namely fs = fs (r,v) . More generally, fs (r,v, t) will be referred to as an asymptotic-
equilibrium KDF if, neglecting corrections of order O
(
εn+1M
)
, ddtfs (r,v, t) = 0 and to
the same order fs is independent of t.
Let us first provide an example of a GK equilibrium KDF. This can be obtained by
assuming that fs depends only on the exact invariants, namely that it is of the form
fs ≡ f∗s (Es, ψ∗s) , with f∗s suitably prescribed and strictly positive. On the other hand,
an asymptotic GK equilibrium KDF is manifestly of the form fs ≡ f̂∗s (Es, ψ∗s,m′s)
[again to be assumed as strictly positive]. In fact, in this case, by construction, the
KDF is an adiabatic invariant of prescribed order n, such that
1
Ω′cs
d
dt
ln f̂∗s = 0 +O
(
εn+1M
)
, (1.10)
(asymptoptic Vlasov equation). In particular, the order n (with n ≥ 0) can in principle
be selected at will. We stress, however, that since gyrokinetic theory is intrinsically
asymptotic any GK equilibrium KDF depending on the magnetic moment m′s is nec-
essarily asymptotic in the sense of the previous two definitions.
Regarding the notations used in the following, we remark that, unless differently
specified: 1) the symbol “∧” denotes physical quantities which refer to the treatment of
anisotropic temperatures; 2) the symbol “∗” is used to denote variables which depend
on the canonical momentum ψ∗s.
9
1. KINETIC AXISYMMETRIC GRAVITATIONAL EQUILIBRIA IN
COLLISIONLESS ACCRETION DISC PLASMAS
1.5 Asymptotic equilibria with non-isotropic temperature
In this section an equilibrium solution for the KDF describing AD plasmas for which
the temperature is anisotropic is derived.
Let us first assume that the AD plasma is characterized by a mainly toroidal flow
velocity, where the toroidal component is expressed in terms of the angular frequency
by Vs (R, z) · eϕ ≡ RΩs (R, z). In the following, we will also require that the plasma
is locally characterized by a family of nested magnetic surfaces which close inside the
plasma in such a way that any ψ = const. surface is a closed one. We also assume that
the system can be satisfactorily described by a closed set of fluid equations in terms of
four moments of the KDF, giving the number density, the flow velocity and the parallel
and perpendicular temperatures.
The presence of a temperature anisotropy means that the plasma KDF cannot be
a Maxwellian. As already mentioned, it remains in principle completely unspecified,
with just the constraint that it must be a function only of the first integrals of motion
or the adiabatic invariants of the system. Any non-negative KDF depending on the
constants of motion and the adiabatic invariants is therefore an acceptable solution.
This freedom in choosing a stationary solution is a well-known property of the Vlasov
equation. Here it is shown that, in these circumstances, it is still possible to construct a
satisfactory asymptotic GK equilibrium KDF which is an adiabatic invariant expressed
in terms of the two first integrals of motion (1.8), (1.9) and the guiding-center magnetic
moment m′s. In particular, the form of the stationary KDF which we are going to
introduce is characterized by the following properties: 1) it is analytically tractable; 2)
it affords an explicit determination of the relevant kinetic constraints to be imposed on
the fluid fields (see the discussion after Eq.(1.14)); 3) it represents a possible kinetic
model which is consistent with fluid descriptions of collisionless plasmas characterized
by temperature anisotropy; 4) it is suitable for comparisons with previous literature,
in which astrophysical plasmas have been treated by means of a Maxwellian or a bi-
Maxwellian KDF (see for example (16, 18, 26)). Then, following (15, 24), a convenient
solution is given by
f̂∗s =
β̂∗s
(2pi/Ms)
3/2 (T‖∗s)1/2 exp
{
−H∗s
T‖∗s
−m′sα̂∗s
}
(1.11)
(Generalized bi-Maxwellian KDF ), where
β̂∗s ≡ ηs
T̂⊥s
, (1.12)
α̂∗s ≡ B
′
∆̂Ts
, (1.13)
H∗s ≡ Es − Zse
c
ψ∗sΩ∗s, (1.14)
while Es is given by Eq.(1.8), ψ∗s is given by Eq.(1.9) and 1d∆Ts ≡ 1bT⊥s − 1T‖∗s . In order
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for the solution (1.11) to be a function of the integrals of motion and the adiabatic
invariants, the functions β̂∗s, α̂∗s, T‖∗s and Ω∗s must depend on the constants of motion
by themselves. In general this would require a functional dependence on both the total
particle energy and the canonical momentum. In this chapter, for simplicity, the case
is considered in which only a dependence on ψ∗s is retained (15, 24). Namely, f̂∗s
depends, by assumption, on the flux functions
{
β̂∗s, T‖∗s, α̂∗s,Ω∗s
}
:
β̂∗s = β̂∗s (ψ∗s) , (1.15)
T‖∗s = T‖∗s (ψ∗s) , (1.16)
α̂∗s = α̂∗s (ψ∗s) , (1.17)
Ω∗s = Ω∗s(ψ∗s), (1.18)
which in the following will be referred to as kinetic constraints. From these consid-
erations it is clear that the KDF f̂∗s is itself an adiabatic invariant, and is therefore
an asymptotic solution of the stationary Vlasov equation, whose order of accuracy is
uniquely determined by the magnetic moment, as already anticipated.
From definition (1.14), it follows immediately that an equivalent representation for
f̂∗s is given by:
f̂∗s =
β̂∗s exp
[
X∗s
T‖∗s
]
(2pi/Ms)
3/2 (T‖∗s)1/2 exp
{
−Ms (v −V∗s)
2
2T‖∗s
−m′sα̂∗s
}
, (1.19)
where V∗s = eϕRΩ∗s(ψ∗s) and
X∗s ≡
(
Ms
|V∗s|2
2
+
Zse
c
ψΩ∗s − ZseΦeffs
)
. (1.20)
The same kinetic constraints (1.15)-(1.18) also apply to the solution (1.19). Note
that the functions β̂∗s exp
[
X∗s
T‖∗s
]
, V∗s and T‖∗s cannot be regarded as fluid fields, since
they have a dependence on the particle velocity via the canonical momentum ψ∗s. On
the other hand, fluid fields must be computed as integral moments of the distribution
function over the particle velocity v.
Perturbative expansion
Next we show that a convenient asymptotic expansion for the adiabatic invariant
f̂∗s can be properly obtained in the following suitable limit. Consider, in fact, the
quantity ε defined as ε ≡ max {εs, s = i, e}, with εs ≡
∣∣∣ Lϕspϕs−Lϕs ∣∣∣ =
∣∣∣∣MsRvϕZse
c
ψ
∣∣∣∣, where
we have used the definition (1.9) with vϕ ≡ v · eϕ, and where Lϕs denotes the species
particle angular momentum. We can give an average upper limit estimate for the
magnitude of εs in terms of the species thermal velocity and the inverse aspect ratio
previously defined. To do this, we first set ψ ∼ BP r2, which is appropriate for the
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domain of closed nested magnetic surfaces. Recall that here r is the average poloidal
radius of a generic nested magnetic surface. In this evaluation, the species thermal
velocities vths and the toroidal flow velocities RΩs are considered to be of the same
order with respect to the ε-expansion, i.e. vths/RΩs ∼ O
(
ε0
)
(referred to as sonic
flow). Therefore, assuming vϕs ∼ vths it follows immediately that εs ∼ rLsLC , where rLs
is the species Larmor radius and LC ≡ rδ, with δ the inverse aspect ratio. We shall
say that the AD plasma is strongly magnetized whenever 0 < ε¿ 1. This condition is
realized if r ≥ rmin, where rmin = max
{
rLs
εsδ
, s = i, e
}
is the minimum average poloidal
radius of the toroidal nested magnetic surfaces for which ε ¿ 1 is satisfied. In this
case ε can be taken as a small parameter for making a Taylor expansion of the KDF
and its related quantities, by setting ψ∗s ' ψ + O
(
εk
)
, k ≥ 1. From the above
discussion, it is clear that this asymptotic expansion is valid for r within an interval
rmin ≤ r ≤ rmax, where the lower bound is fixed by the condition of having a strongly
magnetized plasma, while the upper bound is given by the geometric properties of the
system and the small inverse aspect ratio ordering. For the purpose of this study, in
performing the asymptotic expansion we retain the leading-order expression for the
guiding-center magnetic moment m′s ' µ′s = Msw
′2
2B′ (54). Then, it is straightforward to
prove that for strongly magnetized plasmas, the following relation holds to first order
in ε (i.e., retaining only linear terms in the expansion): f̂∗s = f̂s [1 + hDs] + O (εn),
n ≥ 2. Here, the zero order distribution f̂s is expressed as
f̂s =
ns
(2pi/Ms)
3/2 (T‖s)1/2 T⊥s exp
{
−Ms (v −Vs)
2
2T‖s
− Msw
′2
2∆Ts
}
, (1.21)
which we will here call the bi-Maxwellian KDF, where 1∆Ts ≡
1
T⊥s − 1T‖s , the number
density ns = ηs exp
[
Xs
T‖s
]
and
Xs ≡
(
Ms
R2Ω2s
2
+
Zse
c
ψΩs(ψ)− ZseΦeffs
)
, (1.22)
with ηs denoting the pseudo-density. Then, Vs = eϕRΩs and the following kinetic
constraints are implied from (1.15)-(1.18): βs = βs (ψ) = ηsT⊥s , T‖s = T‖s (ψ), α̂s =
α̂s (ψ) = B
′
∆Ts
, Ωs = Ωs(ψ). As can be seen, the functional form of the leading order
number density, the flow velocity and the temperatures carried by the bi-Maxwellian
KDF is naturally determined. In particular, note that the flow velocity is species-
dependent, while the related angular frequency Ωs must necessarily be constant on each
nested toroidal magnetic surface {ψ(r) = const.}. Finally, the quantity hDs represents
the diamagnetic part of the KDF f̂∗s, given by
hDs =
{
cMsR
Zse
Y1 +
MsR
T‖s
Y2
}
(v · eϕ) , (1.23)
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with
Y1 ≡
[
A1s +A2s
(
Hs
T‖s
− 1
2
)
− µ′sÂ4s
]
, (1.24)
Y2 ≡ Ωs(ψ) [1 + ψA3s] , (1.25)
and
Hs ≡ Es − Zse
c
ψsΩs(ψs), (1.26)
where we have introduced the following definitions: A1s ≡ ∂ lnβs∂ψ , A2s ≡
∂ lnT‖s
∂ψ , A3s ≡
∂ lnΩs(ψ)
∂ψ , Â4s ≡ ∂cαs∂ψ . We remark here that: 1) in the ε-expansion of (1.11), performed
around (1.21), no magnetic or electric field scale lengths enter, as can be seen from
Eq.(1.23); 2) we also implicitly assume the validity of the ordering εMε ¿ 1, which
will be discussed below (see next section). For this reason, corrections of O
(
εkM
)
, with
k ≥ 1, to (1.23) have been neglected; 3) in this ε−expansion we have also assumed
that the scale-length L is of the same order (with respect to ε) as the characteristic
scale-lengths associated with the species pseudo-densities ηs, the temperatures T‖s and
T⊥s, and the toroidal rotational frequencies Ωs.
To conclude this section we point out that the very existence of the present asymp-
totic kinetic equilibrium solution and the realizability of the kinetic constraints implied
by it, must be checked for consistency also with the constraints imposed by the Maxwell
equations (see discussion below).
1.6 Moments of the KDF
It is well known that, given a distribution function, it is always possible to compute
the fluid moments associated with it, which are defined through integrals of the dis-
tribution over the velocity space. Although an exact calculation of the fluid moments
could be carried out (e.g., numerically) for prescribed kinetic closures, in this section
we want to take advantage of the asymptotic expansion of the KDF in the limit of
strongly magnetized plasmas to evaluate them analytically, thanks to the properties
of the bi-Maxwellian KDF. In the following, we provide approximate expressions for
the number density and the flow velocity, which allow one to write the Poisson and
Ampere equations for the EM fields in a closed form, and for the non-isotropic species
pressure tensor. Since these fluid fields are then known (in terms of suitable kinetic
flux functions and with a prescribed accuracy), the closure problem characteristic of
the fluid theories is then naturally solved as well.
The main feature of this calculation is that the number density and flow velocity
are computed by performing a transformation of all of the guiding-center quantities
appearing in the asymptotic equilibrium KDF to the actual particle position, to leading
order in εM (according to the order of accuracy of the adiabatic invariant used), and
they are then determined up to first order in ε, in agreement with the order of expansion
previously set for the KDF. Terms of higher order, i.e. O (εnM ) , with n ≥ 1, and O
(
εk
)
,
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with k ≥ 2, as well as mixed terms of order O ([εεM ]n) with n ≥ 1, are therefore
neglected in the present calculation. This approximation clearly holds if εMε ¿ 1,
which is consistent with the present assumptions. In fact, from the definitions given
for these two small dimensionless parameters it follows that
εM
ε
∼ O (δ)¿ 1. (1.27)
To first order in ε, the total number density ntots is given by
ntots ≡
∫
dvf̂∗s ' ns [1 + ∆ns ] . (1.28)
Note here that the resulting number density has two distinct contributions: ns is the
zero order term given in the previous section, while ∆ns represents the term of O (ε)
which carries all of the corrections due to the asymptotic expansion of the KDF for
strongly magnetized plasmas. In particular, the term ∆ns is given by
∆ns ≡ Vs
[
γ1 + γ3
(
T‖s
Ms
+
4T⊥s
Ms
+ V 2s
)]
+
+
2γ3I2
B2
(
T‖s − T⊥s
)
Vs
R2Ms
− γ2
B
VsT⊥s, (1.29)
where Vs = RΩs(ψ) and
γ1 ≡
{
cMsR
Zse
K +
MsVs
T‖s
[1 + ψA3s]
}
, (1.30)
γ2 ≡
{
cMsR
Zse
A4s
}
, (1.31)
γ3 ≡
{
cM2sR
Zse
A2s
2T‖s
}
, (1.32)
in which
K ≡
[
A1s +A2s
(
ZseΦ
eff
s − Zsec ψΩs(ψ)
T‖s
− 1
2
)]
, (1.33)
and A4s ≡ ∂αs∂ψ , with αs (ψ) ≡ B∆Ts . Note that here αs (ψ) differs from α̂s (ψ) because
of the guiding-center transformation of the magnetic field B.
A similar integral can be performed also to compute the total flow velocity Vtots .
This has the form
ntots V
tot
s ≡
∫
dvvf̂∗s ' ns [Vs +∆Us] , (1.34)
where by definition Vs = Ωs(ψ)Reϕ and ∆Us represents the self-consistent FLR ve-
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locity corrections given by:
∆Us ≡ ∆ϕseϕ + ∆3s
B
∇ψ ×∇ϕ, (1.35)
where
∆ϕs ≡ ∆nsΩsR+∆2s +∆3s
I
RB
. (1.36)
Note that in Eq.(1.35) the terms proportional to ∆ns , ∆2s and ∆3s come from the
asymptotic expansion of the KDF for strongly magnetized plasmas and are of O (ε)
with respect to the toroidal velocity ΩsR. Here ∆ns is as given in Eq.(1.29), while ∆2s
and ∆3s are given by
∆2s ≡ T⊥s
Ms
(
γ1 + 3γ3V 2s
)− γ22T 2⊥s
BMs
+
γ3T⊥s
M2s
(
T‖s + 4T⊥s
)
, (1.37)
∆3s ≡ Iγ2T⊥s
RB2Ms
(
2T⊥s − T‖s
)
+
I
(
T‖s − T⊥s
)
RBMs
(
γ1 + 3γ3V 2s
)
+
+
Iγ3
RBM2s
(
3T 2‖s − 4T 2⊥s + T‖sT⊥s
)
. (1.38)
The first-order term ∆Us provides corrections to the zero-order toroidal flow velocity
with components in all of the three space directions and so we can conclude that, al-
though the dominant fluid velocity is mainly toroidal, there is also a poloidal component
of order ε, associated with the term ∆3sB ∇ψ ×∇ϕ. However, this is not necessarily an
accretion velocity, especially under the hypothesis of closed nested magnetic surfaces
which define a local domain in which the disc plasma is confined. Moreover, note that
the ratio between the toroidal and poloidal velocities depends also on δTs, in the sense
that
˛˛˛
∆3s
B
∇ψ×∇ϕ
˛˛˛
|Vs| ∼ O (ε)O (δTs). The magnitude of the temperature anisotropy can
therefore be relevant in further decreasing the poloidal velocity in comparison with the
toroidal one, which on the contrary is not affected by δTs. However, the real impor-
tance of this result in connection with the astrophysics of collisionless AD plasmas is,
instead, the fact that this poloidal velocity is a primary source for a poloidal current
density which in turn can generate a finite toroidal magnetic field (see the section on the
Maxwell equations). This means that, even without any net accretion of disc material
(which would require at least a redistribution of the angular momentum), the kinetic
equilibrium solution provides a mechanism for the generation of a toroidal magnetic
field, with serious implications for the stability analysis of these equilibria. The physi-
cal mechanism responsible for this poloidal drift is purely kinetic and is essentially due
to the conservation of the canonical toroidal momentum and the FLR effects associ-
ated with the temperature anisotropy. These issues will be discussed in details in the
following Sections.
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1.7 The case of isotropic temperature
In this section, the case of isotropic temperature for the equilibrium distribution f̂∗s
is considered. When the condition T‖s = T⊥s ≡ Ts is satisfied, the stationary KDF
reduces to f∗s, where
f∗s =
η∗s
pi3/2 (2T∗s/Ms)3/2
exp
{
−H∗s
T∗s
}
(1.39)
is referred to as the Generalized Maxwellian Distribution with isotropic temperature
(15). Here, H∗s retains its definition (1.14), while the kinetic constraints are expressed
for the quantities n̂∗s and T∗s, whose functional dependence is η∗s = ηs(ψ∗s) and T∗s =
Ts(ψ∗s). By construction, this distribution function is expressed only in terms of the
first integrals of motion of the system and is therefore an exact kinetic equilibrium
solution. Performing an asymptotic expansion in the limit of strong magnetic field, as
done before for f̂∗s, gives the following result: f∗s = fMs [1 + hDs] + O(εn), n ≥ 2,
where
fMs =
ns
pi3/2 (2Ts/Ms)
3/2
exp
{
−Ms (v −Vs)
2
2Ts
}
(1.40)
is the zero-order term of the series, which coincides with a drifted Maxwellian KDF
with Ts = Ts (ψ), Vs = Ωs(ψ)Reϕ and ns = ηs (ψ) exp
[
X∼s
Ts
]
. In this case, the function
hDs is given by
hDs =
{
cMsR
Zse
Y1 +
MsR
Ts
Y2
}
(v · eϕ) , (1.41)
with Y1 ≡
[
A1s +A2s
(
Hs
Ts
− 32
)]
and Y2 ≡ Ωs(ψ) [1 + ψA3s], where A1s ≡ ∂ ln ηs∂ψ ,
A2s ≡ ∂ lnTs∂ψ , A3s ≡ ∂ lnΩs(ψ)∂ψ . Finally, as shown in (15), the angular frequency is given
to leading order by Ωs(ψ) =
∂〈χ〉
∂ψ , where χ ≡ cΦeffs + cTsZse lnns.
For reference, for isotropic temperature the number density becomes (with the same
accuracy given above) ntots ' ns [1 + ∆ns ], with ns entering Eq.(1.40) and the first-order
correction given by
∆ns ≡ Vs
[
γ1 + γ3
(
5Ts
Ms
+ V 2s
)]
. (1.42)
Here
γ1 ≡
{
cMsR
Zse
K +
MsVs
Ts
[1 + ψA3s]
}
, (1.43)
γ3 ≡
{
cM2sR
Zse
A2s
2Ts
}
, (1.44)
and
K ≡
[
A1s +A2s
(
ZseΦ
eff
s − Zsec ψΩs(ψ)
Ts
− 1
2
)]
. (1.45)
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In the same limit, the calculation of the flow velocity gives an expression analogous
expression as the one given in the previous Chapter. In particular, the leading-order
term is still found to be Vs = Ωs(ψ)Reϕ, while, for the first-order term, ∆ns is as given
by Eq.(1.42) and ∆2s reduces to
∆2s ≡ Ts
Ms
(
γ1 + 3γ3V 2s
)
+
5γ3T 2s
M2s
. (1.46)
Finally, ∆3s ≡ 0 since, in Eq.(1.38), the second and third terms on the right hand side
necessarily vanish, while the first one is proportional to A4s ≡ ∂αs∂ψ , where αs (ψ) ≡
B
∆Ts
≡ 0, and hence vanishes too.
Before concluding this section, we stress again that the case with isotropic tempera-
ture represents a result whose accuracy is not limited by dependence on any gyrokinetic
invariant and that it does not require any guiding-center variable transformation. For
this reason, there are no restrictions of applicability of the solution (1.39) which, in
principle, holds also in the limit of vanishing magnetic field.
1.8 Kinetic closure conditions
In this Section the issue concerned with the determination of kinetic closure conditions
for collisionless magnetized axisymmetric accretion disc (AD) plasmas is discussed. The
treatment of this problem is a prerequisite of primary importance for getting correct
descriptions for the dynamics of collisionless plasmas in terms of suitable fluid equations
and the corresponding fluid fields. In particular, here we focus on the calculation of
the species pressure tensor, which represents the closure condition (i.e., the equation
of state) for the fluid momentum equation (Euler equation). The publication reference
is provided by Ref.(33).
The species pressure tensor is defined by the following moment of the KDF:
Π
s
=
∫
dvMs(v −Vtots )(v −Vtots )f̂∗s. (1.47)
Then, the overall pressure tensor of the system is obtained by summing the single
species pressure tensors: Π =
∑
s=i,eΠs. Since the AD plasma is collisionless, the KDF
is not Maxwellian and we expect to recover some sort of anisotropy in the final form
of the pressure tensor. For example, this can be due to the temperature anisotropy,
whose origin is related to the conservation of the magnetic moment as an adiabatic
invariant. Parallel and perpendicular temperatures are defined with respect to the
local direction of the magnetic field. For this reason, it is convenient to introduce
the set of orthogonal unitary vectors given by (b, e1, e2), where b ≡BB is the tangent
vector to the magnetic field while e1 and e2 are two orthogonal vectors in the plane
perpendicular to the magnetic field line. Then, from this basis, we can construct the
following unitary tensor: I ≡ bb+ e1e1 + e2e2. The tensor pressure has its simplest
representation when expressed in terms of the tensor I and the vectors (b, e1, e2).
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By Taylor expanding the equilibrium KDF, the species pressure tensor Πtot
s
for
magnetized plasmas can be written as follows: Πtot
s
' Π
s
+∆Π
s
, where Π
s
is the leading-
order term (with respect to all of the expansion parameters), while ∆Π
s
represents the
first-order (i.e., O (ε)) correction term. In particular, Π
s
is given by
Π
s
= p⊥sI+
(
p‖s − p⊥s
)
bb, (1.48)
where p⊥s ≡ nsT⊥s and p‖s ≡ nsT‖s represent the leading-order perpendicular and
parallel pressures. The divergence of the species pressure tensor is found to be
∇ ·Π
s
= ∇p⊥s + bB · ∇
(
p‖s − p⊥s
B
)
−∆psQ, (1.49)
where Q ≡ [bb·∇ lnB + 4picBb× J−∇ lnB] and ∆ps ≡ (p‖s − p⊥s). On the other
hand, ∆Π
s
can be written as
∆Π
s
≡ ∆Π1sI+∆Π2sbb+∆Π3s, (1.50)
in which ∆Π1s and ∆Π
2
s are the diagonal first-order anisotropic corrections to the pres-
sure tensor, while ∆Π3
s
contains all of the non-diagonal contributions. More precisely,
∆Π1s is given by
∆Π1s ≡ γ1ΩsRT⊥sns − γ2
2ΩsRT 2⊥sns
B
+
+γ3
ΩsRT 2⊥sns
Ms
(
5 +
T‖s
∆Ts
)
+ γ3 (ΩsR)
3 T⊥sns +
+γ3
2ΩsI2T‖sT⊥sns
RB2Ms
+ γ3
8ΩsRT 2⊥sns
Ms
[
3
4
− I
2
R2B2
]
, (1.51)
while ∆Π2s is defined as
∆Π2s ≡ γ1ΩsRns
[
T‖s − T⊥s
]− γ2ΩsRT‖sT⊥sns
B
+
+γ3
ΩsRnsT‖sT⊥s
Ms
(
5 + 3
T‖s
∆Ts
)
++γ3 (ΩsR)
3 ns
[
T‖s − T⊥s
]
+
+γ3
2ΩsRnsT‖sT⊥s
Ms
− γ3 8ΩsRT
2
⊥sns
Ms
[
3
4
I2
R2B2
+ 1
]
+ γ2
2ΩsRT 2⊥sns
B
+
−γ3ΩsRT
2
⊥sns
Ms
(
5 +
T‖s
∆Ts
)
+ γ3
6ΩsI2nsT 2‖s
RB2Ms
− γ3
4ΩsI2T‖sT⊥sns
RB2Ms
. (1.52)
Finally, ∆Π3
s
is symmetric and is given by
∆Π3
s
≡ γ3 16ΩsRT
2
⊥sns
Ms
(e1e2: eϕeϕ) [e1e2 + e2e1] +
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+γ3
4ΩsIT‖sT⊥sns
BMs
((e2·eϕ) [be2 + e2b] + (e1·eϕ) [be1 + e1b]) . (1.53)
The following comments about the solution are in order:
• The total tensor pressure Πtot
s
is symmetric in the system defined by the vectors
(b, e1, e2).
• The leading-order pressure tensor Π
s
calculated in this approximation is diagonal
but non-isotropic. We notice that the source of this anisotropy in Eq.(1.48) is just
the temperature anisotropy. In the limit of isotropic temperature, the leading-
order pressure tensor becomes diagonal and isotropic, as can be easily verified.
• The first-order correction ∆Π
s
is non-diagonal and non-isotropic. In particular,
non-diagonal terms are carried by the tensor ∆Π3
s
given in Eq.(1.53). Two main
properties of the solution contribute to generating the non-isotropic feature of
∆Π
s
. The first is the temperature anisotropy, while the second is the existence
of the diamagnetic part of the KDF obtained from the Taylor expansion of f̂∗s
and depending on the thermodynamic forces associated with the gradients of the
fluid fields. Indeed, we notice that taking the limit of isotropic temperature is
not enough to make the tensor ∆Π
s
isotropic as well. In fact, even if the parallel
and perpendicular temperatures are equal, since the plasma is magnetized and
collisionless the KDF will not be perfectly Maxwellian and deviations carried by
the diamagnetic part act as a source of anisotropy.
1.9 Quasi-neutrality
In this Section the validity of the quasi-neutrality condition is addressed for the kinetic
equilibria determined here. Consider the Poisson equation for the electrostatic potential
Φ, expressed as
∇2Φ = −4pi
∑
s=i,e
qsns [1 + ∆ns ] , (1.54)
where ∆ns is written out explicitly above. In the limit of a strongly magnetized plasma
and considering the accuracy of the previous asymptotic analytical expansions, we shall
say that the plasma is quasi-neutral if the ordering −∇
2Φ
4pi
P
s=i,e qsns[1+∆ns ]
= 0 + O
(
εk
)
,
with k ≥ 2 holds, whereas we call it weakly non-neutral if −∇2Φ4piPs=i,e qsns[1+∆ns ] = 0 +
O (ε) . The kinetic equilibrium for a weakly non-neutral plasma is referred to as a Hall
kinetic equilibrium (15), and the corresponding fluid configuration is referred to as a
Hall Gravitational MHD (Hall-GMHD) fluid equilibrium (14).
Let us now show that quasi-neutrality (in the sense just defined) can be locally sat-
isfied by imposing a suitable constraint on the electrostatic (ES) potential Φ. It can be
shown that this constraint can always be satisfied since the leading-order contribution
to the ES potential remains unaffected. The result follows by neglecting higher-order
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corrections to the number density (∆ns) and setting qi = Ze and qe = −e. Thanks
to the arbitrariness in the choice of the flux functions introduced by the kinetic con-
straints, it is possible to show that quasi-neutrality implies the following constraint for
the oscillatory part Φ∼ of the ES potential, i.e., correct to both O
(
ε0
)
and O
(
ε0M
)
,
Φ∼ (ψ, ϑ) ≡ Φ− 〈Φ〉 ' S
∼
e
(
Z
T‖i
+ 1T‖e
) , (1.55)
where
S∼ ≡ ln
(
ηe
Zηi
)
+
[
Xe
T‖e
− Xi
T‖i
]
, (1.56)
and
Xs ≡
(
Ms
R2Ω2s
2
+
Zse
c
ψΩs(ψ)−MsΦG
)
. (1.57)
In particular, the arbitrariness in the coefficient ηeZηi can be used to satisfy the constraint〈S∼〉 = 0. In fact, in view of Eq.(1.15), it follows that
ηs =
βs (ψ)T‖s (ψ)
1 + αs(ψ)T‖s(ψ)B(ψ,ϑ)
, (1.58)
where the flux functions still remain arbitrary. In conclusion, Eq.(1.55) determines only
Φ∼ and not the total ES potential. Note that this solution for the electrostatic potential
Φ∼ can be shown to be consistent with earlier treatments appropriate for Tokamak
plasma equilibria (24, 40). This can be exactly recovered thanks to the arbitrariness in
defining the pseudo-densities and by taking the limit of isotropic temperatures and zero
gravitational potential, as in the case of laboratory plasmas. In this limit the species
pseudo-densities become flux functions (24). Then, because of this arbitrariness, by
taking
ηe
Zηi
= 1, (1.59)
it follows that Eq.(1.55) reduces to the form presented in (24), which can only be used
to determine the poloidal variation of the potential.
1.10 Diamagnetic-driven kinetic dynamo
In this Section the Ampere equation is considered and the existence of a diamagnetic-
driven kinetic dynamo for collisionless magnetized plasmas is pointed out. The reference
publications are Refs.(32, 34, 35).
Adopting the Taylor analytical expansion of the asymptotic equilibrium KDF and
neglecting corrections of O
(
εk
)
, with k ≥ 2, and O (εn+1M ), with n ≥ 0, the Ampere
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equation can be approximately written as follows:
∇×Bself = 4pi
c
∑
s=i,e
qsns [Vs +∆Us] , (1.60)
where Bself is as defined in Eq.(1.3) and the expression for ∆Us is given by Eq.(1.35).
The toroidal component of this equation gives the generalized Grad-Shafranov equation
for the poloidal flux function ψp:
∆∗ψp = −4pi
c
R
∑
s=e,i
qsns [Ωs (ψ)R+∆ϕs] , (1.61)
where the elliptic operator ∆∗ is defined as ∆∗ ≡ R2∇ · (R−2∇) (55). The remaining
terms in Eq.(1.60) give the equation for the toroidal component of the magnetic field
I(ψ,ϑ)
R . In the same approximation, this is:
∇I(ψ, ϑ)×∇ϕ = 4pi
c
∑
s=i,e
qsns
∆3s
B
∇ψ ×∇ϕ, (1.62)
where ∆3s, given above, contains the contributions of the species temperature anisotropies.
For consistency with the approximation introduced, in the small inverse aspect ratio or-
dering, it follows that ∂I(ψ,ϑ)∂ϑ = 0+O
(
δk
)
, i.e., to leading order in δ: I = I (ψ)+O
(
δk
)
,
with k ≥ 1. This in turn also requires that the corresponding current density in
Eq.(1.62) is necessarily a flux function. Then, correct to O(ε), O(ε0M ) and O
(
δ0
)
, the
differential equation for I (ψ) becomes:
∂I(ψ)
∂ψ
=
4pi
c
∑
s=e,i
qsns
∆3s
B
, (1.63)
which uniquely determines an approximate solution for the toroidal magnetic field.
This result is remarkable because it shows that there is a stationary diamagnetic-driven
kinetic dynamo effect which generates an equilibrium toroidal magnetic field without
requiring any net accretion and in the absence of any possible instability/turbulence phe-
nomena. This new mechanism results from poloidal currents arising due to the FLR
effects and temperature anisotropies which are characteristic of the equilibrium KDF.
We remark that the self-generation of the stationary magnetic field is purely diamag-
netic. In particular, the toroidal component is associated with the drifts of the plasma
away from the flux surfaces. In the present formulation, possible dissipative phenomena
leading to a non-stationary self field have been ignored. Such dissipative phenomena
probably do arise in practice and could occur both in the local domain where the equilib-
rium magnetic surfaces are closed and nested and elsewhere. Temperature anisotropies
are therefore an important physical property of collisionless AD plasmas, giving a pos-
sible mechanism for producing a stationary toroidal magnetic field. We stress that this
effect disappears altogether in the case of isotropic temperatures. Finally, we consider
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the ratio between the toroidal and poloidal current densities (JT and JP ). In the small
inverse aspect ratio ordering, neglecting corrections of order O
(
δk
)
with k ≥ 1, this
provides an estimate of the magnitude of the corresponding components of the mag-
netic field. In fact, in this limit we can write |∇×BT ||∇×BP | ∼
|BT |
|BP | ∼
|JP |
|JT | and so conclude
that, although for the single species velocity, the ordering
˛˛˛
∆3s
B
∇ψ×∇ϕ
˛˛˛
|Vs| ∼ O (ε)O (δTs)
holds, this might no longer be the case for the magnetic field, which instead depends on
the ratio between the total toroidal and poloidal current densities. In particular, the
possibility of having finite stationary toroidal magnetic fields is, in principle, allowed
by the present analysis, depending on the properties of the overall solution describing
the system.
1.11 Conclusions
Getting a complete understanding of the dynamical properties of astrophysical accretion
discs still represents a challenging task and there are many open problems remaining
to be solved before one can get a full and consistent theoretical formulation for the
physical processes involved.
The present investigation provides some important new results for understanding
the equilibrium properties of accretion discs, obtained within the framework of a kinetic
approach based on the Vlasov-Maxwell description. The derivation presented applies
for collisionless non-relativistic and axi-symmetric AD plasmas under the influence of
both gravitational and EM fields. A wide range of astrophysical scenarios can be
investigated with the present theory, thanks to the possibility of properly setting the
different parameters which characterize the physical and geometrical properties of the
model. A possible astrophysical context is provided by radiatively inefficient accretion
flows onto black holes, where the accreting material is thought to consist of a plasma
of collisionless ions and electrons with different temperatures, in which the dominant
magnetic field is generated by the plasma current density. We have considered here the
specific case in which the structure of the magnetic field is locally characterized by a
family of closed nested magnetic surfaces within which the plasma has mainly toroidal
flow velocity. For this, we have proved that a kinetic equilibrium exists and can be
described by a stationary KDF expressed in terms of the exact integrals of motion
and the magnetic moment prescribed by the gyrokinetic theory, which is an adiabatic
invariant. Many interesting new results have been pointed out. The most relevant ones
for astrophysical applications are the following: 1) the possibility of including the effects
of a non-isotropic temperature in the stationary KDF; 2) the proof that the Maxwellian
and bi-Maxwellian KDFs are asymptotic stationary solutions, i.e. they can be regarded
as approximate equilibrium solutions in the limit of strongly magnetized plasmas; 3) the
possibility of computing the stationary fluid moments to the desired order of accuracy
in terms of suitably prescribed flux functions; 4) the proof that a toroidal magnetic field
can be generated in a stationary configuration even in the absence of any net accretion
flow if and only if the plasma has a temperature anisotropy.
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This last point, in particular, is of great interest because it gives a mechanism for
generating a stationary toroidal field in the disc, independent of instabilities related to
the accretion flow. The consistent kinetic formulation developed here permits the self-
generation of such a field by the plasma itself, associated with localized poloidal drift-
currents on the nested magnetic surfaces as a consequence of temperature anisotropies.
This stationary poloidal motion is made possible in the framework of kinetic theory by
the conservation of the canonical momentum as a result of FLR effects.
These results reveal and confirm the power of the kinetic treatment and the necessity
for adopting such a formalism in order to correctly understand the physical phenomena
occurring in accretion discs. This study may represent a significant step forward for
understanding the physical properties of accretion discs in their kinetic equilibrium
configurations, and it motivates making further investigations of the subject aimed at
extending the present range of validity to more general physical configurations.
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Chapter 2
Kinetic description of
quasi-stationary axisymmetric
collisionless accretion disc
plasmas with arbitrary magnetic
field configurations
2.1 Introduction
In the previous Chapter, results were presented concerning formulation of kinetic theory
for investigating stationary solutions for collisionless AD plasmas, focusing on configu-
rations with locally-closed magnetic flux surfaces. In the present Chapter, we generalize
the previous solution to arbitrary magnetic field configurations, which are no longer re-
stricted to localized spatial domains in the disc. We refer to Fig.2.1 below for an explicit
comparison of the two configurations.
The purpose of this investigation is to formulate a comprehensive kinetic treat-
ment for collisionless axisymmetric AD plasmas including both accretion flows and
collisionless dynamo effects. We include general relative orderings between the magni-
tudes of the external and self-generated magnetic fields and allow the magnetic field
be non-uniform and slowly time-varying while possessing locally nested open magnetic
surfaces.
Extending the investigation developed in Chapter 1, this is done by constructing
particular quasi-stationary solutions of the Vlasov-Maxwell equations, characterized
by generalized bi-Maxwellian phase-space distributions, which are referred to here as
quasi-stationary asymptotic KDFs (QSA-KDFs). As discussed below, the functional
form of these solutions is physically motivated. We will show that this makes possible
the explicit inclusion of both temperature anisotropies and parallel velocity perturba-
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tions in the QSA-KDFs (see the definition below in Section 3.4). This is done, first, by
developing a formulation for GK theory in the presence of a gravitational field, making
it possible to directly construct the relevant particle guiding-center adiabatic invariants.
The QSA-KDFs are then expressed in terms of these. Remarkably, this allows also the
consistent treatment of trapping phenomena due to spatial variations both of the mag-
netic field and of the total effective potential (gravitational EM trapping). Second, the
QSA-KDFs are constructed by imposing appropriate kinetic constraints (see Section
3.4), requiring that suitable structure functions (see below) which enter the definition
of the QSA-KDFs, depend only on the azimuthal canonical momentum and total par-
ticle energy. By invoking suitable perturbative expansions, it follows that the relevant
moments and moment equations can be evaluated analytically. The solution thus ob-
tained can be used for investigating the quasi-stationary dynamics of magnetized AD
plasmas, including description of quasi-stationary accretion flows and “kinetic dynamo
effects” allowing for the generation of finite poloidal and toroidal magnetic fields. In
particular, the kinetic theory predicts the possibility of pure matter inflows as well as
the independent coexistence of both inflows and outflows.
In this Chapter, we use the same basic assumptions and definitions as in Chapter 1
(see Section 1.3). Main difference here is that we focus on solutions for the equilibrium
magnetic fieldB which admit, at least locally, a family of nested and open axisymmetric
toroidal magnetic surfaces {ψ( x)} ≡ {ψ(x) = const.}, where ψ denotes the poloidal
magnetic flux of B. See Fig.2.1 for a schematic comparison between the configuration
of locally closed magnetic surfaces considered in the previous Chapter and the case of
open magnetic surfaces analyzed in the present one. A set of magnetic coordinates
(ψ,ϕ, ϑ) can be defined locally, where ϑ is a curvilinear angle-like coordinate on the
magnetic surfaces ψ(x) = const. Each relevant physical quantity G(x, t) can then be
conveniently expressed either in terms of the cylindrical coordinates or as a function of
the magnetic coordinates, i.e. G(x, t) = G (ψ, ϑ, t) , where the ϕ dependence has been
suppressed due to the axisymmetry. Contrary to the previous Chapter, here we do not
longer introduce the inverse aspect ratio parameter δ, which is appropriate for treating
locally closed nested magnetic surfaces.
The publication reference for the material presented in this Chapter is Ref.(1).
2.2 GK theory for magnetized accretion disc plasmas
In this section we recall the GK theory appropriate for the description of AD plas-
mas. Its formulation is in fact a prerequisite for the construction of the kinetic quasi-
stationary equilibria to be developed later. The appropriate generalization of GK theory
allowing for the presence of strong gravitational fields should in principle be based on
a covariant formulation [see (2, 3, 4, 5)]. However, for non-relativistic plasmas within
a gravitational field, the appropriate formulation can also be directly recovered via a
suitable reformulation of the standard non-relativistic theory holding for magnetically
confined plasmas (6, 7, 8, 9, 10, 11, 12, 13, 14).
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Figure 2.1: Schematic comparison between the configuration of locally closed magnetic
surfaces considered in the previous Chapter and the case of open magnetic surfaces analysed
in the present study.
In this case, the appropriate particle Lagrangian function can be represented in
terms of the effective EM potentials
{
Φeffs (x, εkM t),A(x, ε
k
M t)
}
, with k ≥ 1, where
Φeffs is defined in previous Chapter. In terms of the hybrid variables z ≡ (x,v) (with x
and v denoting respectively the particle position and velocity vectors), this is expressed
as
Ls(z,
d
dt
z, εkM t) ≡ r˙·Ps −Hs(z, εkM t), (2.1)
where Ps ≡
[
Msv + Zsec A(x, ε
k
M t)
]
and
Hs(z, εkM t) =
Ms
2
v2+ZseΦeffs (x, ε
k
M t) (2.2)
denotes the corresponding Hamiltonian function in hybrid variables. The GK treatment
for the Lagrangian (2.1) involves the construction - in terms of a perturbative expansion
determined by means of a power series in εM - of a diffeomorphism of the form
z ≡ (r,v)→ z′ ≡ (r′,v′), (2.3)
referred to as the GK transformation. Again, in the following primed quantities will
denote dynamical variables defined at the guiding-center position r′ (or x′ in axisym-
metry). Here, by definition, the transformed variables z′ (GK state) are constructed so
that their time derivatives to the relevant order in εM have at least one ignorable coor-
dinate (a suitably-defined gyrophase φ′). As an illustration, we show the formulation
of the perturbative theory to leading-order in εM . In this case the GK transformation
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becomes simply {
r = r′ − w′×b′Ω′cs ,
v = u′b′ +w′ +V′eff ,
(2.4)
where w′ = w′ cosφ′e′1 + w′ sinφ′e′2, with φ′ denoting the gyrophase angle. In the
following, the GK transformation will be performed on all phase-space variables z ≡
(r,v), except for the azimuthal angle ϕ which is left unchanged (15) and is therefore to
be considered as one of the GK variables. Here b′ = b(x′, εkM t), with b≡ B/B, while
Ω′cs =
ZseB′
Msc
and V′eff are respectively the guiding-center Larmor frequency and the
effective drift velocity produced by E
′eff
s , namely
V′eff (x, ε
k
M t) ≡
c
B′
E
′eff
s × b′. (2.5)
The rest of the notation is standard, with u′ and w′ denoting respectively the parallel
and perpendicular (guiding-center) velocities, both defined relative to the frame locally
moving with velocityV′eff . It follows that, when expressed in terms of the GK variables
z′, the GK Lagrangian and Hamiltonian functions, L′s and H′s, can be evaluated with
the desired order of accuracy. In particular, to leading-order, i.e. neglecting corrections
of O(εnM ) with n ≥ 1, L′s = L′(1)s + O(εM ) and H′s = H′(1)s + O(εM ), where L′(1)s and
H
′(1)
s recover the customary expressions
L′(1)s ≡ .r′·
Zse
c
A
′∗
s −
·φ′
Ω′cs
m′sB
′ −H′(1)s , (2.6)
H′(1)s ≡ m′sB′ +
Ms
2
(
u′b′ +V′eff
)2 + ZseΦ′∗s , (2.7)
with the magnetic moment m′s ∼= µ′s ≡ Msw
′2
2B′ to leading order, while the gyrophase-
independent modified EM potentials
(
Φ′∗s ,A
′∗
s
)
are
Φ′∗s ∼= Φ′effs , (2.8)
A
′∗
s
∼= A′ + Msc
Zse
(
u′b′ +V′eff
)
, (2.9)
in the same approximation. It is important to stress that the GK theory can be
performed in principle to arbitrary order in εM (6, 7, 8, 9, 10, 11, 12, 13, 14), thus
permitting the explicit determination of m′s and the modified EM potentials as well as
the relevant guiding-center canonical momenta.
First integrals of motion and guiding-center adiabatic invariants for AD
plasmas
The exact integrals of motion and the relevant adiabatic invariants corresponding
respectively to Eqs.(2.1) and (2.6) can be immediately recovered. By definition, an
adiabatic invariant P of order n with respect to εM is conserved only in an asymptotic
sense, i.e., in the sense that 1Ω′cs
d
dt lnP = 0+O(ε
n+1
M ), where n ≥ 0 is a suitable integer.
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First we notice that, under the assumptions of axisymmetry, the only first integral of
motion is the canonical momentum pϕs ≡ ∂Ls∂·ϕ conjugate to the ignorable azimuthal
angle ϕ:
pϕs =MsRv · eϕ + Zse
c
ψ ≡ Zse
c
ψ∗s. (2.10)
Since the azimuthal angle ϕ is ignorable also for the GK Lagrangian L′s, it follows that
the quantity p′ϕs ≡ ∂L
′
s
∂·ϕ is an adiabatic invariant of the prescribed order, according to
the accuracy of the GK transformation used to evaluate L′s. We shall refer to p′ϕs as
the guiding-center canonical momentum. In particular, correct to O(εkM ), with k ≥ 1,
one obtains
p′ϕs ≡
Ms
B′
(
u′I ′ − c∇
′ψ′ · ∇′Φ′effs
B′
)
+
Zse
c
ψ′, (2.11)
which is an adiabatic invariant of O(εk+1M ), with k ≥ 1. Furthermore, the total particle
energy Es
Es =
Ms
2
v2+ZseΦeffs (x, ε
n
M t), (2.12)
with n ≥ 1, and the GK Hamiltonian H′s
H′s ≡ m′sB′ +
Ms
2
(
u′b′ +V′eff
)2 + ZseΦ′effs (2.13)
are also adiabatic invariants of order n. Finally, in GK theory, by construction, the
momentum p′φ′s = ∂L
′
s/∂·φ′ conjugate to the gyrophase, as well as the related magnetic
moment m′s defined as m′s ≡ ZseMscp′φ′s, are adiabatic invariants. As shown by Kruskal
(1962 (16)) it is always possible to determine L′s so that m′s is an adiabatic invariant
of arbitrary order in εM . In particular, the leading-order approximation is m′s ∼= µ′s ≡
Msw′2
2B′ .
2.3 Physical implications of the conservation laws
We now discuss the physical meaning of the conservation laws introduced here and
their implications for particle dynamics in magnetized accretion discs.
Consider first the conservation of the toroidal canonical momentum. For a charged
particle this is the sum of two terms: the particle angular momentum Lϕs ≡ MsRvϕ
and a magnetic contribution Zsec ψ. It follows that the angular momentum by itself
is generally not conserved. As a consequence, the canonical momentum conservation
law allows for the existence of radial particle motion inside a disc. In fact, since in
AD plasmas the magnetic flux function ψ is necessarily spatially non-homogeneous, a
moving particle must change its angular momentum Lϕs while fulfilling the constraint
ψ∗s = const., namely staying on a ψ∗s−surface. Depending on the geometry of the
magnetic surfaces, such particle motion may correspond to either a vertical or radial
velocity towards regions of higher or lower magnetic flux. Since the magnetic con-
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tribution to ψ∗s depends on the sign of the charges, single ions and electrons exhibit
motions in different directions while keeping ψ∗s constant. This feature is different from
the situation for neutral particles, for which the angular momentum itself is conserved.
Because of the presence of plasma boundaries, this can lead to the self-generation of
quasi-stationary electric fields in the accretion disc as a result of charge separation.
We next focus on the conservation of the guiding-centre Hamiltonian (2.13) and
the magnetic moment µ′s (to leading-order approximation). These can be combined to
represent the parallel velocity u′ as
u′ = ±
√
2
Ms
[
H′s − µ′sB′ − ZseΦ′effs −
Ms
2
V ′2eff
]
. (2.14)
Therefore u′ is a local function of the guiding-centre position vector x′ and, due to
axisymmetry, of the corresponding flux coordinates (ψ′, ϑ′). The above relationship
is the basis of particle trapping phenomena, corresponding to the existence of allowed
and forbidden regions of configuration space for the motion of charged particles. In
fact, since u′ is only defined in the subset of the configuration space spanned by (ψ′, ϑ′)
where the argument of the square root is non-negative, it follows from Eq.(2.14) that
particles must undergo spatial reflections when u′ = 0. The points of the configuration
space where this occurs are the so-called mirror points and the occurrence of such
points may generate various kinetic phenomena. In particular, particles can in principle
experience zero, one or two reflections corresponding respectively to passing particles
(PPs), bouncing particles (BPs) and trapped particles (TPs). In the present case, since
the right hand side of Eq.(2.14) depends on the magnitude of the magnetic field (B′),
the effective potential energy (ZseΦ
′eff
s ) and the centrifugal potential (Ms2 V
′2
eff ), we will
refer to the TP case as gravitational EM trapping.
Finally, an important qualitative property of collisionless magnetized plasmas fol-
lows from the conservation of the magnetic moment µ′s. The expression for this relates
the magnitude of the perpendicular velocity w′ to that of the local magnetic field B′.
Conservation of the adiabatic invariant µ′s implies that when a charge is subject to
a non-uniform or a non-stationary magnetic field, its kinetic energy of perpendicular
motion, Ms w
′2
2 , must change accordingly so as to keep µ
′
s constant. On the other hand,
particles moving on ψ∗s−surfaces generally necessarily experience a non-uniform mag-
netic field B(x, εkM t). It can be shown that this property implies also the phenomenon
of having a non-isotropic kinetic temperature (i.e. there being different effective tem-
peratures parallel and perpendicular to the local direction of the magnetic field). From
the statistical point of view of kinetic theory, this temperature anisotropy corresponds
to an anisotropy in the kinetic energy of random motion of particles subject to the mag-
netic field. Such a feature is a characteristic kinetic phenomenon arising in magnetized
collisionless plasmas. This physical mechanism operating at the level of single particle
dynamics has important consequences also for the macroscopic properties of such plas-
mas. As we will see, conservation of µ′s allows the effects of temperature anisotropy
to be included consistently in the quasi-stationary solution for the KDF, and for its
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physical implications for the dynamics of the corresponding fluid system to be inferred.
Another candidate source of temperature anisotropy is radiation emission (cyclotron
radiation) due to Larmor rotation in the presence of a strong magnetic field. The sig-
nature of this is the simultaneous occurrence of radiation emission corresponding to
the Larmor frequencies of the different plasma species.
2.4 Construction of the QSA-KDF: generalized solution
In this section we show that the equilibrium generalized bi-Maxwellian solution for the
KDF obtained in Ref.(17) can be extended to QSA-KDFs describing axisymmetric AD
plasmas with the following features:
1) The KDF is also axisymmetric;
2) Each species in the collisionless plasma is considered to be associated with a
suitable set of sub-species (referring to the different populations mentioned above),
each one having a different KDF;
3) Temperature anisotropy: for all of the species, it is assumed that different parallel
and perpendicular temperatures are allowed (with respect to the local direction of the
magnetic field);
4) Accretion flow velocity: a non-vanishing species dependent poloidal flow velocity
is prescribed;
5) Open, locally nested magnetic flux surfaces: the magnetic field is taken to allow
quasi-stationary solutions with magnetic flux lines belonging to open and locally nested
magnetic surfaces;
6) Kinetic constraints: suitable functional dependencies are imposed so that the
KDF is an adiabatic invariant;
7) Analytic form: the solution is required to be asymptotically “close” to a local
bi-Maxwellian in order to permit comparisons with previous literature dealing with
Maxwellian or a bi-Maxwellian KDFs (see for example (18, 19, 20)).
Requirement 2) is suggested by observations of collisionless plasmas. For example,
in the solar wind plasma both ion and electron species are described by superpositions
of shifted bi-Maxwellian distributions. Requirements 1) - 7) clearly imply that the
solution cannot generally be a Maxwellian. However, it is possible to show that they
can be fulfilled by a suitable modified bi-Maxwellian expressed solely in terms of first
integrals of motion and adiabatic invariants (17, 21, 22). It follows that this is neces-
sarily a QSA-KDF. A set of fluid equations can then readily be determined using this
solution, expressed in terms of four moments of the KDF [corresponding to the species
number density, flow velocity and the parallel and perpendicular temperatures]. These
equations which, by construction, satisfy a kinetic closure condition, are also useful for
comparing with previous fluid treatments.
For consistency with the notation of Ref.(17) and previous Chapter, we again use
the symbol “∧ ” to denote physical quantities which refer to the treatment of anisotropic
temperatures, unless otherwise specified, but in the present work, for greater general-
ity, the symbol “∗” is used to denote variables which depend on both the canonical
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momentum ψ∗s and the total particle energy Es.
In line with all of the previous requirements, it is possible to show that a particular
solution for the QSA-KDF is given by:
f̂∗s =
β̂∗s
(2pi/Ms)
3/2 (T‖∗s)1/2 exp
{
−K∗s
T‖∗s
−m′sα̂∗s
}
, (2.15)
which we refer to as the Generalized bi-Maxwellian KDF with parallel velocity pertur-
bations. Here f̂∗s is defined in the phase-space Γ = Γr × Γu, where Γr and Γu are both
identified with suitable subsets of the Euclidean space R3. The notation is as follows:
β̂∗s ≡ ηs
T̂⊥s
, (2.16)
α̂∗s ≡ B
′
∆̂Ts
, (2.17)
K∗s ≡ Es − `ϕs$∗s, (2.18)
with Es and ψ∗s given by Eqs.(2.12) and (2.10) respectively, while 1d∆Ts ≡ 1bT⊥s − 1T‖∗s .
By construction, `ϕs has the dimensions of an angular momentum, while $∗s has those
of a frequency. The latter is not necessarily associated here with a purely azimuthal
leading-order velocity. In general K∗s can, in fact, be represented as
K∗s = Es − Zse
c
ψ∗sΩ∗s − p′ϕsξ∗s = H∗s − p′ϕsξ∗s. (2.19)
Here H∗s ≡ Es − Zsec ψ∗sΩ∗s has the same meaning as the analogous quantity used in
Chapter 2, with Ω∗s being related to the azimuthal rotational frequency. In Eq.(2.19)
ξ∗s is a frequency associated with the leading-order guiding-center canonical momentum
p′ϕs defined in Eq.(2.11), which is an adiabatic invariant depending on u′ and, by
definition, is independent of the gyrophase angle. As we shall show at the end of
this section, this feature can be used to require that the QSA-KDF carries a non-
vanishing parallel flow velocity. This can be related to a net accretion flow arising in the
AD plasma. Finally, by substituting Eq.(2.19) into Eq.(2.15) we reach the equivalent
representation for the QSA-KDF:
f̂∗s =
β̂∗s
(2pi/Ms)
3/2 (T‖∗s)1/2 exp
{
−H∗s
T‖∗s
+
p′ϕsξ∗s
T‖∗s
−m′sα̂∗s
}
. (2.20)
In order for the solution (2.20) [or equivalently (2.15)] to be a function of the integrals of
motion and of the adiabatic invariants, the functions {Λ∗s} ≡
{
β̂∗s, α̂∗s, T‖∗s,Ω∗s, ξ∗s
}
,
which we will refer to as structure functions, must be adiabatic invariants by themselves.
To further generalize the solution of Ref.(17), we shall here retain a functional depen-
dence on both the total particle energy and the canonical momentum, thus imposing
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the functional dependencies
Λ∗s = Λ∗s (ψ∗s, Es) , (2.21)
which will be referred to in the following as kinetic constraints. The kinetic constraints
(2.21) provide the most general solution for f̂∗s. It can be shown that the physical
motivation behind imposing these dependencies lies essentially in the fact that the
asymptotic condition of small inverse aspect ratio is no longer valid. In the present
context, the kinetic solution is no longer restricted to localized spatial domains in
the disc but applies to the general configuration of open magnetic surfaces. This in
turn implies that the structure functions are generally not simply flux-functions on the
magnetic surfaces.
Some basic properties of f̂∗s are:
Property 1: f̂∗s is itself an adiabatic invariant, and is therefore an asymptotic
solution of the stationary Vlasov equation, i.e., a QSA-KDF;
Property 2: f̂∗s is only defined in the subset of phase-space where the adiabatic
invariants p′ϕs, H
′(1)
s and m′s are defined. It follows that f̂∗s is suitable for describing
both circulating and trapped particles;
Property 3: all of the velocity-moment equations obtained from the Vlasov equation
(and in particular the continuity and linear momentum fluid equations) are identically
satisfied in an asymptotic sense, i.e., neglecting corrections of O
(
εn+1M
)
;
Property 4: its velocity moments, to be identified with the fluid fields, are unique
once f̂∗s is prescribed in terms of the structure functions;
Property 5: it generalizes the solution earlier presented: a) by using both p′ϕs and
m′s as adiabatic invariants and b) because of the new kinetic constraints.
It follows immediately that the solution (2.20) does indeed carry finite parallel
velocity perturbations. Invoking the definitions (2.11) and (2.19), Eq.(2.20) can be
re-written as
f̂∗s =
β̂∗s exp
[
X∗s
T‖∗s
]
(2pi/Ms)
3/2 (T‖∗s)1/2 exp
−
Ms
(
v −V∗s − U ′‖∗sb′
)2
2T‖∗s
−m′sα̂∗s
 , (2.22)
where V∗s = eϕRΩ∗s (ψ∗s, Es) and
X∗s ≡Ms |V∗s|
2
2
+
Zse
c
ψΩ∗s − ZseΦeffs +Υ′∗s. (2.23)
Here the function Υ′∗s is defined as
Υ′∗s ≡
MsU
′2
‖∗s
2
(
1 +
2Ω∗s
ξ∗s
)
−
(
Msc∇′ψ′ · ∇′Φ′effs
B′2
− Zse
c
ψ′
)
ξ∗s, (2.24)
with U ′‖∗s =
I′
B′ ξ∗s (ψ∗s, Es). Note that U
′
‖∗s is non-zero only if the toroidal magnetic
field is non-vanishing. This quantity is independent ofV∗s and is clearly associated with
37
2. KINETIC DESCRIPTION OF QUASI-STATIONARY
AXISYMMETRIC COLLISIONLESS ACCRETION DISC PLASMAS
WITH ARBITRARY MAGNETIC FIELD CONFIGURATIONS
a parallel flow velocity (i.e., having both poloidal and toroidal components), referred
to here as a parallel velocity perturbation. This perturbation enters the solution via the
adiabatic invariant p′ϕs and therefore its inclusion is consistent with the requirement
that KDF is an adiabatic invariant.
Finally we note that the same kinetic constraints (2.21) also apply to the solution
(2.22). However, the functions β̂∗s exp
[
X∗s
T‖∗s
]
, V∗s, U ′‖∗s and T‖∗s cannot be directly
regarded as fluid fields, since they still depend on the single particle velocity via the
canonical momentum ψ∗s and the particle energy Es.
2.5 Perturbative analytical expansion
Based on Properties 1-5, in this section we determine an approximate analytical expres-
sion for f̂∗s obtained by means of suitable asymptotic expansions. These are carried
out in terms of the following two dimensionless parameters:
1) εs: which is related to the canonical momentum ψ∗s. This is defined as εs ≡∣∣∣ Lϕspϕs−Lϕs ∣∣∣ =
∣∣∣∣MsRvϕZse
c
ψ
∣∣∣∣, where vϕ ≡ v · eϕ and Lϕs denotes the species particle angular
momentum. We refer to the AD plasma as being strongly magnetized if 0 < εs ¿ 1;
2) σs: which is related to the total particle energy Es. This is defined as σs ≡∣∣∣∣ Ms2 v2ZseΦeffs
∣∣∣∣, i.e., it is the ratio between the kinetic energy and potential energy of the
particle. For bound orbits Es < 0, and so σs < 1.
In the following, we treat εs and σs as infinitesimals of the same order, with εs ∼
σs ¿ 1 and then εs and σs can be used for performing a Taylor expansion of the
implicit dependencies contained in the structure functions by setting ψ∗s ∼= ψ +O (εs)
and Es ∼= ZseΦeffs + O (σs) to leading order. This implies that the linear asymptotic
expansion for the structure functions, obtained neglecting corrections of O (εsσs) , as
well as of O
(
εks
)
and O
(
σks
)
, with k ≥ 2, is
Λ∗s ∼= Λs + (ψ∗s − ψ)
[
∂Λ∗s
∂ψ∗s
]
ψ∗s=ψ, Es=ZseΦeffs
+ (2.25)
+
(
Es − ZseΦeffs
)[∂Λ∗s
∂Es
]
ψ∗s=ψ, Es=ZseΦeffs
, (2.26)
where
Λs ≡ Λ∗s|ψ∗s=ψEs=ZseΦeffs . (2.27)
To perform the corresponding expansion for f̂∗s, we leave unchanged the dependence
in terms of the guiding-center canonical momentum p′ϕs, while retaining the leading-
order approximation for the magnetic moment only in the linear perturbation terms of
Eq.(2.26). Then, it is straightforward to prove that for strongly magnetized and bound
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plasmas, the following relation holds to leading-order:
f̂∗s ∼= f̂s
(
p′ϕs,m
′
s
) [
1 + h1Ds + h
2
Ds
]
, (2.28)
where h1Ds and h
2
Ds represent the so-called diamagnetic parts of f̂∗s (see the definition
below). The definitions are then as follows:
First, the leading-order distribution f̂s
(
p′ϕs,m′s
)
is expressed as
f̂s
(
p′ϕs,m
′
s
)
=
ns
(2pi/Ms)
3/2 (T‖s)1/2 T⊥s exp
−
Ms
(
v −Vs − U ′‖sb′
)2
2T‖s
−m′s
B′
∆Ts

(2.29)
which we will here call the bi-Maxwellian KDF with parallel velocity perturbations. Here
1
∆Ts
≡ 1T⊥s − 1T‖s is related to the temperature anisotropy, the quantity ns is related to
the number density and is defined as
ns = ηs exp
[
Xs
T‖s
]
(2.30)
and
Xs ≡
(
Ms
R2Ω2s
2
+
Zse
c
ψΩs − ZseΦeffs +Υ′s
)
, (2.31)
with ηs denoting the pseudo-density. The function Υ′s is defined as
Υ′s ≡
MsU
′2
‖s
2
(
1 +
2Ωs
ξ′s
)
−
(
Msc∇′ψ′ · ∇′Φ′effs
B′2
− Zse
c
ψ′
)
ξs. (2.32)
Note that Vs = eϕRΩs and U ′‖s =
I′
B′ ξs define, respectively, the leading-order az-
imuthal flow velocity and the leading-order GK parallel velocity perturbation of the
fluid. Then, the following kinetic constraints are implied from (2.21), to leading-order,
for the structure functions:
Λs = Λs
(
ψ,ZseΦeffs
)
. (2.33)
Second, the diamagnetic parts h1Ds and h
2
Ds of f̂∗s, due respectively to the expansions
of the canonical momentum and the total energy, are given by
h1Ds =
{
cMsR
Zse
[Y1 + Y3] +
MsR
T‖s
Y2
}
(v·êϕ) , (2.34)
h2Ds =
Ms
2Zse
{
Y4 − Zse
T‖s
Y5 +
p′ϕsξs
T‖s
C5s
}
v2. (2.35)
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Here Yi, i = 1, 5, is defined as
Y1 ≡
[
A1s +A2s
(
Hs
T‖s
− 1
2
)
− µ′sÂ4s
]
, (2.36)
Y2 ≡ Ωs [1 + ψA3s] , (2.37)
Y3 ≡
[
p′ϕsξs
T‖s
A5s −A2s
p′ϕsξs
T‖s
]
, (2.38)
Y4 ≡
[
C1s + C2s
(
Hs
T‖s
− 1
2
)
− µ′sĈ4s
]
, (2.39)
Y5 ≡
[
1 +
Ωsψ
c
C3s
]
, (2.40)
where Hs = Es − Zsec ψsΩs and the following definitions have been introduced: A1s ≡
∂ lnβs
∂ψ , A2s ≡
∂ lnT‖s
∂ψ , A3s ≡ ∂ lnΩs∂ψ , Â4s ≡ ∂cαs∂ψ , A5s ≡ ∂ ln ξs∂ψ and C1s ≡ ∂ lnβs∂Φeffs , C2s ≡
∂ lnT‖s
∂Φeffs
, C3s ≡ ∂ lnΩs
∂Φeffs
, Ĉ4s ≡ ∂cαs
∂Φeffs
, C5s ≡ ∂ ln ξs
∂Φeffs
.
We should make a number of comments here:
1) The functional forms of the leading-order number density, the parallel and az-
imuthal flow velocities and the temperatures carried by the bi-Maxwellian KDF, are
naturally determined in terms of ψ and ZseΦ
eff
s . The effective potential Φ
eff
s is gen-
erally a function of the form Φeffs = Φ
eff
s (x, εkM t), with x = (R, z), since generally
neither the gravitational potential nor the electrostatic potential are expected to be
flux functions in the present case. Hence, in magnetic coordinates, it follows that the
structure functions are of the form Λs ≡ Λs
(
ψ, ϑ, εkM t
)
;
2) The kinetic constraints imply a precise relationship between the magnitude of the
temperature anisotropy and the guiding-centre magnetic field at two different spatial
locations. In fact, the quantity B
′
∆Ts
in the KDF is necessarily an adiabatic invariant.
To leading-order in the GK expansion, this implies that the asymptotic equation
[∆Ts ]2
[∆Ts ]1
∼= [B]2
[B]1
(2.41)
must hold identically for any two arbitrary positions “1” and “2”, with ([∆Ts ]1 , [B]1)
and ([∆Ts ]2 , [B]2) denoting the temperature anisotropy and the magnitude of the mag-
netic field at these positions respectively.
3) The coefficients Ais and Cis, i = 1, 5, can be identified with effective thermody-
namic forces: A5s carries the contribution of the parallel velocity perturbation, while
the Cis, i = 1, 5, are due to the energy dependence contained in the structure functions;
4) We stress that the energy dependence contained in the kinetic constraints is non
trivial and cannot be included simply by redefining the structure functions (e.g., by
transforming the magnetic coordinates). In fact, besides modifying the leading order
structure functions (see point 1 above), it gives rise to the new diamagnetic contribu-
tion h2Ds. Eq.(2.28) is therefore a generalization of the analogous solution obtained in
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Ref.(17), which also appears in standard tokamak transport theory (15), where the rel-
evant structure functions were considered solely as flux functions. Including the effect
of the parallel velocity perturbations gives rise to contributions to h2Ds which are even
with respect to u′;
5) In the analytical expansion, we have assumed that the scale-length L is of the
same order in εs as the characteristic scale-lengths associated with the structure func-
tions;
6) We have performed the analysis distinguishing between the different plasma
species. Since this is an asymptotic estimation, the analytical expansion can be different
for ions and electrons, particularly for the terms appearing in the diamagnetic part,
depending on the relative magnitudes of the parameters εs and σs. On the other hand,
because of the double expansion and the energy dependence, the asymptotic solution
for the two species can hold also in different spatial domains;
7) The KDF f̂s
(
p′ϕs,m′s
)
also satisfies Property 2: namely, it is only defined in the
subset of phase-space where the parallel velocity |u′| is a real function. It is therefore
suitable for properly describing particle trapping;
8) Finally, we stress that the QSA-KDF (2.20) obtained here, reduces asymptotically
to the expression reported in Ref.(17) when the following conditions are satisfied: a)
parallel velocity perturbations are ignored, namely the structure function ξ∗s is set to
zero; b) closed nested magnetic surfaces are considered; c) large aspect ratio ordering,
1/δ À 1, is invoked. In this case, the effective potential is solely a flux-function to
leading order, while the diamagnetic contribution h2Ds can be shown to be of higher
order than h1Ds.
2.6 Moment equations
In this section we discuss the connection between the kinetic treatment presented here
and the corresponding fluid approach, obtained by describing the plasma in terms
of a suitable set of fluid fields. The latter can in principle be specified as required
by experimental observations and identified with the relevant physical observables.
Important practical aspects of the present theory concern the explicit evaluation of
the fluid fields associated with the QSA-KDF, and the conditions for validity of the
relevant moment equations.
For definiteness, let us require that:
1. The KDF, the EM fields {E,B} and the corresponding EM potentials {Φ,A} are
all exactly axisymmetric and, moreover, stationary in an asymptotic sense, i.e.
neglecting corrections of O(εn+1M );
2. The KDF is identified with the QSA-KDF f̂∗s (Es, ψ∗s,m′s) which, by assumption,
is required to be an adiabatic invariant ofO(εn+1M ). By construction f̂∗s (Es, ψ∗s,m
′
s)
41
2. KINETIC DESCRIPTION OF QUASI-STATIONARY
AXISYMMETRIC COLLISIONLESS ACCRETION DISC PLASMAS
WITH ARBITRARY MAGNETIC FIELD CONFIGURATIONS
is a solution of the asymptotic Vlasov equation
1
Ω′cs
d
dt
ln f̂∗s = 0 +O
(
εn+1M
)
. (2.42)
This equation holds by definition up to infinitesimals of O
(
εn+1M
)
, where n is an
arbitrary positive integer.
As a basic consequence of these assumptions, the stationary fluid equations follow-
ing from the Vlasov equation are necessarily all identically satisfied in an asymptotic
sense, i.e., again neglecting corrections of O
(
εn+1M
)
. In fact if Z(x) is an arbitrary
weight function, identified for example with Z =
(
1,v, v2
)
, then the generic moment
of Eq.(2.42) is: ∫
Γu
d3vZ
d
dt
f̂∗s = 0 +O
(
εn+1M
)
, (2.43)
where Γu denotes the appropriate velocity space of integration. Using the chain rule,
this can be written as∫
Γu
d3vZ
{
dψ∗
dt
∂f̂∗s
∂ψ∗
+
dEs
dt
∂f̂∗s
∂Es
+
dm′s
dt
∂f̂∗s
∂m′s
}
= 0 +O
(
εn+1M
)
. (2.44)
On the other hand, Eq.(2.43) can also be represented as∫
Γu
d3v
{
d
dt
[
Zf̂∗s
]
− f̂∗s d
dt
Z
}
= 0 +O
(
εn+1M
)
, (2.45)
which recovers the usual form of the velocity-moment equations in terms of suitable
(and uniquely defined) fluid fields. For Z = (1,v) one obtains, in particular, that the
species continuity and linear momentum fluid equations are satisfied identically up to
infinitesimals of O
(
εn+1M
)
:
∇ · (ntots Vtots ) = 0 +O (εn+1M ) , (2.46)
MsVtots · ∇Vtots +∇ ·Πtots + Zsentots ∇Φeffs −
Zse
c
Vtots ×B = 0 +O
(
εn+1M
)
. (2.47)
Here the notation is standard. In particular the following velocity moments of the
QSA-KDF can be introduced:
a) species number density
ntots ≡
∫
Γu
d3vf̂∗s; (2.48)
b) species flow velocity
Vtots ≡
1
ntots
∫
Γu
d3vvf̂∗s; (2.49)
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c) species tensor pressure
Πtot
s
≡
∫
Γu
d3vMs
(
v −Vtots
) (
v −Vtots
)
f̂∗s. (2.50)
It is worth remarking here that the velocity moments are unique once the QSA-KDF
f̂∗s [see Eq.(2.15)] is prescribed in terms of the structure functions Λ∗s. On the other
hand, as a result of Eqs.(2.42) and (2.43), it follows that the stationary fluid moments
calculated in terms of the QSA-KDF f̂∗s are identically solutions of the corresponding
stationary fluid moment equations.
Let us now illustrate explicitly how it is possible to carry out such a calculation
within the present theory. The evaluation of the previous fluid fields can be made by
using the asymptotic analytical solution of the QSA-KDF f̂∗s derived in the previous
section and given by Eq.(2.28). For example, adopting this expansion in the limit of
strongly magnetized plasmas, from Eq.(2.48) the species number density becomes
ntots
∼=
∫
Γu
d3v
{
f̂s
[
1 + h1Ds + h
2
Ds
]}
, (2.51)
in which the diamagnetic corrections to the bi-Maxwellian KDF f̂s are polynomial
functions of the particle velocity. Analogous expressions can also be obtained in a
straightforward way for the remaining fluid moments. The expansion procedure for f̂∗s
can in principle be performed to higher order, allowing for the analytical computation
of the corresponding quasi-stationary fluid fields and the determination of the relevant
kinetic closure conditions for the stationary moment equations. In the present context
we stress that the theory allows the treatment of multiple-species plasmas including, in
particular, particle trapping phenomena. This is taken into account by proper definition
of the velocity sub-space Γu in which the integrations are performed. In fact, charged
particles in both open and closed configurations can have mirror points (TPs and BPs)
or be PPs, which are free to stream through the boundaries of the domain. These
populations give different contributions to the relevant fluid fields and therefore require
separate statistical treatments. The explicit calculation of fluid fields requires also
a preliminary inverse transformation representing all quantities in terms of the actual
particle positions (the FLR expansion, see Eq.(2.4)). This introduces further correction
terms of order εkM , k ≥ 1, into the final analytical expressions. In contrast with the
case discussed in the previous Chapter, here we expect these FLR corrections to be
non-negligible due to the requirement εM,s . εs holding for open-field configurations.
2.7 Slow time-evolution of the axisymmetric QSA-KDF
In this section we investigate the temporal evolution of the axisymmetric QSA-KDF.
Two different issues must be addressed: giving an estimate of the maximum time
interval over which the QSA-KDF can be regarded as an asymptotic stationary solution;
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and determining the solution of the Vlasov equation for time intervals longer than the
equilibrium one.
For our explicit determination of the time evolution of the QSA-KDF, we make the
following assumptions:
1) That the plasma can be treated as a continuous medium in the kinetic description.
This requires that the species kinetic equation holds on time and spatial scales which are
much longer than the corresponding Langmuir characteristic times and Debye lengths;
2) That we are considering timescales much shorter than the species characteristic
collisional time τC , so that it is appropriate to use the Vlasov equation;
3) That the species KDF and the EM fields vary slowly in time and space with
respect to the corresponding Larmor times and radii, so that the GK description is
valid;
4) That the EM and gravitational fields vary slowly in time, so that the total energy
Es is an adiabatic invariant. In particular, we require:
d
dt
Es = Zse
∂
∂t
Φeffs −
Zse
c
v · ∂
∂t
A, (2.52)
which implies that τLs ddt lnEs ∼ O
(
εn+1M,s
)
, with n ≥ 0. Consistently with the prop-
erties of solution (2.20), we take n = 0 as a specific case. Note that from here on,
τLs ≡ 1Ω′cs will denote the species characteristic time associated with the Larmor rota-
tion (the Larmor rotation time). Since ddtΩ∗s =
dEs
dt
∂
∂Es
Ω∗s, it follows that
d
dt
H∗s =
d
dt
Es
[
1− Zse
c
ψ∗s
∂
∂Es
Ω∗s
]
; (2.53)
5) That the magnetic moment m′s and the guiding-center canonical momentum
p′ϕs can be taken as adiabatic invariants of O
(
εjM,s
)
, with j ≥ n. The ordering
τLs
d
dt ln p
′
ϕs ∼ O
(
ε2M,s
)
holds for the leading-order expression for p′ϕs adopted here as
follows from Eq.(2.11) and the fact that, by definition, higher-order correction terms,
∆p′ϕs, to p′ϕs are independent of the gyrophase angle φ′. In fact, denoting by L
′(2)
s
the second-order GK Lagrangian, ∆p′ϕs can be estimated as ∆p′ϕs =
∂
∂·ϕ
[
L
′(2)
s − L′(1)s
]
where, by construction, L′(1)s and L
′(2)
s are both gyrophase independent. Note that the
assumption made here requires the construction of a higher-order GK theory in order
to correctly determine m′s to the required order in the Larmor-radius expansion.
The time evolution of the QSA-KDF is in principle determined by two different
mechanisms: the explicit time variation of the EM and gravitational fields, and the
time variation of the guiding-center adiabatic invariants. However, the choice of the
orderings in 4) and 5) above, allows the time dependence produced only by the EM
and gravitational fields to be singled out.
When assumptions 1) - 5) above hold, it follows that τLs ddt ln f̂∗s = 0 + O
(
εn+1M,s
)
,
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with n ≥ 0 being determined by Eq.(2.52). Then, ignoring higher-order corrections
d
dt
ln f̂∗s =
dEs
dt
Ss, (2.54)
where
Ss ≡ ∂ ln β̂∗s
∂Es
−m′s
∂α̂∗s
∂Es
+
(
H∗s
T‖∗s
− 1
2
+
p′ϕsξ∗s
T‖∗s
)
∂ lnT‖∗s
∂Es
+
+
p′ϕs
T‖∗s
∂ξ∗s
∂Es
− 1
T‖∗s
(
1− Zse
c
ψ∗s
∂Ω∗s
∂Es
)
, (2.55)
and so the solution f̂∗s can be regarded as an exact kinetic equilibrium for all times
t ≥ 0 such that
τLs ¿ t¿ tsup ¿ τC , (2.56)
where tsup ≡ τLsεn+1M,s . Within the scope of the above assumptions, we now determine the
dynamical evolution equation which describes the slow time-evolution of the QSA-KDF
f̂∗s, for time intervals such that t is within
tsup ¿ t¿ τC . (2.57)
In analogy with Ref.(15), we denote by
fs ≡ f̂∗s + g′s (2.58)
the exact solution of the collisionless Vlasov equation, for which ddtfs = 0. Here g
′
s
is referred to as the reduced KDF. Following the discussion in Ref.(15), regarding the
evaluation of ddtg
′
s: it is straightforward to prove that g
′
s is gyrophase independent, to
lowest order, in the sense that ∂g
′
s
∂φ′ = 0. Therefore, identifying the GK variables with
the set z ≡
(
ϑ′, ϕ, p′ϕs,H
′(1)
s ,m′s, φ′
)
, we shall assume that g′s is axisymmetric and of the
form g′s = g′s
(
ϑ′, p′ϕs,H
′(1)
s ,m′s, t
)
. The gyro-averaged dynamical equation for g′s can
then be obtained to next order by introducing the gyro-average operator 〈...〉φ′ defined
as
〈...〉φ′ ≡
1
2pi
∫ 2pi
0
(...) dφ′, (2.59)
with the operation being performed while all of the other GK variables are held fixed
(15). It follows that, to leading-order, ddtg
′
s
∼= ∂∂tg′s + ·ϑ′ ∂∂ϑ′ g′s, where the time vari-
ation of the guiding-center magnetic coordinate ϑ′ is given by ·ϑ′ ∼= ·r′ · ∇′ϑ′ ∼=[
u′b′ +V′eff
]
· ∇′ϑ′ to leading-order, with the equation of motion for ·r′ following
from the gyrokinetic Lagrangian [e.g. from the leading-order Eq.(2.6)]. Then, consis-
tently with these assumptions and ignoring higher-order corrections, it is found that
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Figure 2.2: Schematic view of the configuration geometry (not to scale) and meaning of
the notation.
the GK reduced KDF g′s obeys the reduced GK-Vlasov equation
∂
∂t
g′s + ·ϑ′
∂
∂ϑ′
g′s = −
〈
f̂∗sSs
dEs
dt
〉
φ′
. (2.60)
It follows that, to leading-order〈
f̂∗sSs
dEs
dt
〉
φ′
∼= f ′s
〈
Ss
dEs
dt
〉
φ′
. (2.61)
Denoting f̂∗s ≡ Fs
(
ψ∗s,H∗s, p′ϕs,m′s
)
, f ′s is then defined as f ′s ≡ Fs
(
c
Zse
p′ϕs,H
′(1)
s , p′ϕs,m′s
)
.
The remaining gyrophase average in the last equation can be performed in a straight-
forward way using Eqs.(2.52) and (2.55).
Eq.(2.60) clearly also holds in the time interval (2.56), and so it determines the
slow time-evolution for all times τLs ¿ t ¿ τC . For consistency, the non-stationary
Maxwell equations must also be solved with the same accuracy. Eq.(2.60) must be
supplemented by appropriate boundary conditions: for open magnetic surfaces with
boundaries prescribed on a given magnetic surface ψ = const., at ϑ = ϑ1 and ϑ = ϑ2,
with ϑ1 < ϑ2 and ϑ1, ϑ2 representing the internal and external boundaries, these are
defined respectively either by prescribing fs (ϑ1) = f
(1)
s or fs (ϑ2) = f
(2)
s (see Fig.2.2 for
a schematic view of the configuration geometry and the meaning of the notation). Both
f
(1)
s and f
(2)
s are necessarily of the form (2.58) but their moments remain arbitrary in
principle.
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2.8 Angular momentum
In this section we discuss the implications of the kinetic treatment for the law of con-
servation of fluid angular momentum. For doing this, we first define the species fluid
canonical toroidal momentum as
Ltotcs ≡
1
ntots
∫
Γu
d3v
Zse
c
ψ∗sf̂∗s. (2.62)
Consider then the corresponding conservation law for the species total canonical mo-
mentum. This can be recovered by setting∫
Γu
d3v
d
dt
[
ψ∗sf̂∗s
]
= 0. (2.63)
In the equilibrium case this implies the species fluid angular momentum conservation
law
∇ ·
[
R2Πtot
s
· ∇ϕ+ ntots Vtots Ltots
]
+
Zse
c
∇ψ · ntots Vtots = 0 (2.64)
for the species angular momentum
Ltots ≡MsR2Vtots · ∇ϕ. (2.65)
In Eq.(2.64) a key role is played by the divergence of the species pressure tensor. For
strongly-magnetized plasmas, using the leading-order expression (see previous Chap-
ter), this is given by:
∇ ·Πtot
s
∼= ∇p⊥s + bB · ∇
(
p‖s − p⊥s
B
)
−∆psQ, (2.66)
where Q ≡ [bb · ∇ lnB + 4picBb× J−∇ lnB] and ∆ps ≡ (p‖s − p⊥s). It is clear that in
this case∇·Πtot
s
has non-vanishing components in arbitrary spatial directions, including
the azimuthal direction along ∇ϕ.
For a single species, the total canonical momentum Ltotcs and the total angular
momentum Ltots in general differ because of the contribution of the magnetic part
proportional to the flux function ψ. However, a different conclusion can be drawn
for the corresponding canonical momentum density ntots L
tot
cs and angular momentum
density ntots L
tot
s . If one considers summation over species for both these quantities and
imposes the quasi-neutrality condition∑
s
Zsen
tot
s = 0, (2.67)
then one obtains the identity ∑
s
ntots L
tot
s ≡
∑
s
ntots L
tot
cs . (2.68)
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We next investigate the consequences of Eq.(2.64) for the dynamical properties of
collisionless plasmas. Note the following aspects:
1) In the usual interpretation the directional derivative of Ltots along the flow ve-
locity Vtots vanishes. However, for strongly-magnetized plasmas Eq.(2.64) shows that
equilibrium configurations are possible in which this is generally non-zero. This arises
because of the non-isotropic pressure tensor and the poloidal components of the flow
velocity which, in turn, are consequences of temperature anisotropy, the first-order
energy-correction and FLR-diamagnetic effects which are not included in standard
MHD treatments.
2) According to Eq.(2.64), spatial variation in the species angular momentum im-
plies the possibility of having quasi-stationary radial matter flows in the disc without
departing from the unperturbed equilibrium solution. These can correspond either to
local outflows or inflows; both can be described consistently within the present kinetic
solution for open magnetic field lines in strongly-magnetized plasmas. Local inflows
and outflows can occur independently and are described consistently by their respective
quasi-stationary KDFs. Radial flows arise due both to the parallel velocities U‖s and
to the kinetic effects driven by the first-order energy-correction and FLR-diamagnetic
effects. Therefore, species radial flows appear necessarily together with a non-isotropic
pressure tensor and a non-vanishing toroidal magnetic field.
2.9 The Ampere equation and the kinetic dynamo
In this section we apply the kinetic solution for the QSA-KDF to discuss the properties
of the Ampere equation and the implications for the self-generation of magnetic field
by the quasi-stationary AD collisionless plasma. We refer here to this phenomenon as
a quasi-stationary kinetic dynamo effect. Generalizing the treatment presented in the
previous Chapter, the Ampere equation for the self magnetic field becomes:
∇×Bself = 4pi
c
(
JT + JB + JP
)
, (2.69)
where distinction is made between the contributions arising from PPs, BPs and TPs,
denoting the corresponding total current densities as JT ,JB and JP . As described
above, these fluid fields can be calculated in closed analytic form to the required order,
by using the asymptotic expansion of the QSA-KDF. This gives:
Jl ≡
∑
s=i,e
Jls =
∑
s=i,e
Zse
∫
Γlu
d3vvf̂∗s ∼=
∑
s=i,e
Zse
∫
Γlu
d3vv
{
f̂s
[
1 + h1Ds + h
2
Ds
]}
(2.70)
for l = T,B, P and where Γlu denotes the appropriate velocity space domain of inte-
gration for trapped, bouncing and passing particles respectively. For convenience of
notation, in the following we shall denote as J ≡ JT +JB+JP the total current density
entering Eq.(2.69). It is possible to prove that in the case of open magnetic surfaces
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the total current density J in general has non-vanishing components along all of the
three directions identified by the set of magnetic coordinates (ψ,ϕ, ϑ). Hence, J can
be represented as
J = (Jψ∇ϑ×∇ϕ, Jϕ∇ϕ, Jϑ∇ψ ×∇ϕ) . (2.71)
Let us now proceed with the study of the Ampere equation. The toroidal component
of Eq.(2.69) gives, as usual, the generalized Grad-Shafranov equation for the poloidal
flux function ψp:
∆∗ψp = −4pi
c
Jϕ, (2.72)
where the elliptic operator ∆∗ is defined as ∆∗ ≡ R2∇ · (R−2∇). The remaining terms
of Eq.(2.69) along the directions ∇ϑ × ∇ϕ and ∇ψ × ∇ϕ give two equations for the
toroidal component of the magnetic field I/R. These are respectively
∂I
∂ψ
=
4pi
c
Jϑ, (2.73)
∂I
∂ϑ
=
4pi
c
Jψ, (2.74)
yielding the constraint
∂Jψ
∂ψ
=
∂Jϑ
∂ϑ
(2.75)
which is a solubility condition for the structure functions. In this regard we notice that
as a consequence of the kinetic constraints the function I in the previous equations is of
the form I(ψ, ϑ, εkM t), i.e., it is not a ψ flux-function. Therefore, the solubility condition
(2.75) can always be satisfied. Eqs.(2.72)-(2.75) therefore provide consistent solutions
for both poloidal and toroidal self magnetic fields in a collisionless AD plasma.
It is remarkable that in principle all of the populations of charged particles (PPs,
BPs and TPs) can contribute to the generation of the toroidal magnetic field. More
precisely, the following mechanisms can be involved:
#1) FLR and diamagnetic effects, driven by temperature anisotropy;
#2) Parallel velocity perturbations U ′‖∗s, which generate a poloidal flow velocity,
giving a related contribution to the electric current density through Jψ and Jϑ;
#3) FLR effects driven by the remaining thermodynamic forces. These contri-
butions are produced by the diamagnetic KDF and arise because of the asymptotic
ordering introduced here;
#4) Gyrophase-dependent contributions driven by the same thermodynamic forces.
These are originated by the inverse GK transformation of the guiding-center quantities
in the QSA-KDF.
As discussed above, contributions #2 and #4 were negligible under the circum-
stances discussed in the previous Chapter. Therefore they should be considered as
characteristic features of open-field configurations.
We refer to the mechanism of self-generation of both poloidal and toroidal magnetic
fields as a quasi-stationary kinetic dynamo effect. In contrast to customary MHD
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treatments, this type of dynamo effect occurs in the absence of possible instabilities
or turbulence phenomena. In particular, in the case of TPs, the self generation of
toroidal field could take place even without any net accretion in the domain of interest,
in presence of open magnetic field lines. This phenomenon is analogous to that treated
in the previous Chapter for closed-field configurations (i.e., the diamagnetic-driven
kinetic dynamo). In particular, the toroidal field is associated with the existence of
torques which cause redistribution of angular momentum, producing radial inflows and
outflows of disc material. As a consequence, various scenarios can be envisaged in which
stationary radial flows and kinetic dynamos are present in AD plasmas, both affected
by processes of type #1-#4.
2.10 Quasi-stationary accretion flow
Let us now consider specifically the application of the kinetic solution developed here
to the investigation of the accretion process in AD plasmas.
The inward accretion flow in ADs is usually “slow” in comparison with the char-
acteristic Larmor time τLs. For example, AD plasmas with B ∼ 101 − 108G have
Hydrogen-ion Larmor rotation times in the range τLi ∼ 10−4− 10−11s which is shorter
than the dynamical timescale at most relevant radii. For typical plasma densities and
temperatures in the range ni ∼ 109 − 1011cm−3 and Ti ∼ 1− 10keV , the (Spitzer) ion
collision time (below which the plasma can be considered collisionless) is in the range
τC ∼ 102− 105s (the upper value corresponding to high temperature and low density).
Independent of the physical origin of the accretion process, we can therefore expect
that the present theory correctly describes phenomena occurring on all time-scales in
the range τLi < t < τC .
We next determine the local poloidal and radial flow velocities for the various par-
ticle sub-species. By definition, these are given by
Vps ≡ Vs · ep =
∑
sub−species
1
ntots
∫
Γlu
d3v [v · ep] f̂∗s
[
1 + g′s
]
, (2.76)
VRs ≡ Vs · eR =
∑
sub−species
1
ntots
J lRs, (2.77)
J lRs ≡
∫
Γlu
d3v [v · eR] f̂∗s
[
1 + g′s
]
, (2.78)
where ep ≡ ∇ψ×∇ϕ|∇ψ×∇ϕ| and eR ≡ ∇R|∇R| and the summations are performed over the particle
sub-species for l = T,B, P . We stress that the velocity-space integrals indicated above
must contain the contributions from PPs, BPs and TPs and so JRs = JTRs+ J
B
Rs+ J
P
Rs,
where JTRs, J
B
Rs and J
P
Rs are the corresponding mass currents.
We are interested in situations where there is a net radial accretion flow i.e. where
the average radial mass current 〈〈JRs〉〉 ≡ 1z2−z1
∫ z2
z1
JRsdz (with z1 and z2 being suitably
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prescribed) is negative (inward flow). There are local contributions to 〈〈JRs〉〉 from TPs,
BPs and PPs, but the overall accretion flow is mainly associated with PPs.
Note also the following basic features involved in the accretion process. The ratio
ξs
T‖s
is approximately constant due to the kinetic constraints, and so
[ξs]1
[ξs]2
∼=
[
T‖s
]
1[
T‖s
]
2
(2.79)
for any two arbitrary positions “1” and “2” prescribed in terms of the magnetic coor-
dinates (ψ, ϑ). Then consider the case εM,s ¿ εs, which allows one to approximate the
guiding-centre quantities with the expression for them evaluated at the particle posi-
tion. Assuming that I = I (ψ) (see Ref.(1)) and considering the two positions (ψ, ϑ1)
and (ψ, ϑ2) on the same flux surface, the kinetic accretion law follows
U‖s (ψ, ϑ1)
U‖s (ψ, ϑ2)
∼= B (ψ, ϑ2)
B (ψ, ϑ1)
T‖s (ψ, ϑ1)
T‖s (ψ, ϑ2)
. (2.80)
In this case, under the same assumptions, it follows from the continuity equation that
the ratio of the corresponding species number densities must vary on a given ψ-surface
according to the following relation:
ns (ψ, ϑ1)
ns (ψ, ϑ2)
∼= B
2 (ψ, ϑ1)
B2 (ψ, ϑ2)
T‖s (ψ, ϑ2)
T‖s (ψ, ϑ1)
. (2.81)
Therefore, on a given ψ-surface:
1) the species parallel flow velocity increases with the parallel temperature while
decreasing with respect to the magnitude of the magnetic field;
2) the species number density instead increases with the magnetic pressure and
decreases with the parallel temperature.
The physical interpretation for both of these is clear: higher magnetic pressure slows
down the matter accretion rate while increasing the number density, whereas higher
parallel temperature corresponds to higher radial fluid mobility, thus decreasing the
local species number density.
To summarize: the present theory provides a possible new collisionless physical
mechanism giving an equilibrium accretion process in AD plasmas. In particular, we
note that:
1) Only strongly-magnetized plasmas with open magnetic surfaces can sustain these
equilibrium accretion flows.
2) The primary source of this equilibrium accretion flow mechanism is the appear-
ance of equilibrium radial flows driven by temperature anisotropies and phase-space
anisotropies. These are directly connected with the existence of non-isotropic species
pressure tensors, which in turn play the role of an effective viscosity in driving quasi-
stationary accretion flows.
3) Quasi-stationary accretion flows are consistent with the basic conservation laws
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(for mass density and canonical momentum) and with the existence of a non-isotropic
species pressure tensor.
4) First-order (as well as higher-order) perturbative corrections, can in principle be
included consistently in the present theory.
2.11 Conclusions
In this Chapter, a consistent theoretical investigation of the slow kinetic dynamics of
collisionless non-relativistic and axisymmetric AD plasmas has been presented. The
formulation is based on a kinetic approach developed within the framework of the
Vlasov-Maxwell description. We have considered here plasmas immersed in quasi-
stationary magnetic fields characterized by open nested magnetic surfaces. This can be
appropriate for radiatively inefficient accretion flows onto black holes, some of which
are believed to be associated with a plasma of collisionless ions and electrons having
different temperatures, and there can be other related applications to the inner regions
of accretion flows onto magnetized neutron stars and white dwarfs. The discussion
presented here provides a background for future investigations of instabilities and tur-
bulence occurring in these plasmas.
We have shown that a new type of asymptotic kinetic equilibria exists, which can be
described by QSA-KDFs expressed in terms of generalized bi-Maxwellian distributions.
These solutions permit the consistent treatment of a number of physical properties
characteristic of collisionless plasmas. The existence of these equilibrium solutions has
been shown to be warranted by imposing suitable kinetic constraints for the structure
functions entering the definition of the QSA-KDFs. In terms of these solutions, the
slow dynamics of collisionless AD plasmas has been described by means of a suitable
reduced GK-Vlasov equation. In addition, the theory permits the consistent treatment
of gravitational EM particle trapping phenomena, allowing one to distinguish between
different populations of charged particles.
We have shown that the kinetic approach is suitable for the description of quasi-
stationary AD plasmas subject to accretion flows and kinetic dynamo effects responsible
for the self-generation of both poloidal and toroidal magnetic fields. Four intrinsically-
kinetic physical mechanisms have been included in the treatment of this, related to
temperature anisotropy, parallel velocity perturbations and FLR-diamagnetic effects.
The novelty of the present approach, with respect to traditional fluid treatments,
lies in the possibility of explicitly constructing asymptotic solutions for the fluid equa-
tions: the calculation of all of the relevant fluid fields involved (e.g. the plasma charge
and mass current densities and the radial flow velocity) can be performed in a straight-
forward way using a species-dependent asymptotic expansion of the QSA-KDF.
This study makes a relevant contribution for the description of two-temperature
collisionless AD plasmas and the improvement of the understanding of their physical
properties. The kinetic treatment developed here can also provide a convenient starting
point for making a kinetic stability analysis of these plasmas.
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Chapter 3
Absolute stability of
axisymmetric perturbations in
strongly-magnetized collisionless
axisymmetric accretion disc
plasmas
3.1 Introduction
A fundamental issue in the physics of accretion discs (ADs) concerns the stability
of equilibrium or quasi-stationary configurations occurring in AD plasmas. The ob-
served transport phenomena giving rise to the accretion flow are commonly ascribed
to the existence of instabilities and the subsequent development of fluid or MHD tur-
bulence (1, 2, 3, 4). In principle, these can include both MHD phenomena (such
as drift instabilities driven by gradients of the fluid fields) and kinetic ones (due to
velocity-space anisotropies, including, for example, trapped-particle modes, cyclotron
and Alfven waves, etc.). Possible candidates for the angular momentum transport
mechanism are usually identified either with the magneto-rotational instability (MRI)
(5, 6) or the thermal instability (TMI) (7, 8, 9, 10), caused by unfavorable gradients of
rotation/shear and temperature respectively. The validity of the above identifications
needs to be checked in the case of collisionless AD plasmas, because they usually rely
on incomplete physical descriptions, which ignore the microscopic (kinetic) plasma be-
havior. In fact, as discussed earlier, “stand-alone” fluid and MHD approaches which
are not explicitly based on kinetic theory and/or do not start from consistent kinetic
equilibria, may become inadequate or inapplicable for collisionless or weakly-collisional
plasmas. Apart from possible gyrokinetic and finite Larmor-radius effects (which are
typically not included for MRI and TMI), this concerns consistent treatment of the
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kinetic constraints which must be imposed on the fluid fields (see related discussion
in Refs.(11, 12, 13)). This concerns, in particular, the correct determination of the
constitutive equations for the relevant fluid fields. Because of this, the issue of stability
of these systems is in need of further study.
In Chapters 1 and 2, a perturbative kinetic theory for collisionless plasmas has been
developed and the existence of asymptotic kinetic equilibria has been demonstrated for
axisymmetric magnetized plasmas. In AD plasmas, in particular, they are character-
ized by the presence of stationary azimuthal and poloidal species-dependent flows and
can support stationary kinetic dynamo effects, responsible for the self-generation of
azimuthal and poloidal magnetic fields (14), together with stationary accretion flows.
This provides the basis for a systematic stability analysis of such systems. We stress
that these features arise as part of the kinetic equilibrium solution, and are not depen-
dent on perturbative instabilities. Furthermore, by assumption in the theory developed
here, there is no background (i.e., externally-produced) radiation field. In principle, for
a collisionless plasma in equilibrium, charged particles can still be subject to EM radia-
tion produced by accelerating particles (EM radiation-reaction (15, 16, 17)). However,
the effect of these physical mechanisms is negligible for the dynamics of non-relativistic
plasmas, and therefore they can be safely ignored in the present treatment.
The goal of this Chapter is to address the stability of these equilibria with respect
to infinitesimal axisymmetric perturbations. The investigation reported here has been
published in Ref.(18).
3.2 Assumptions and equilibrium orderings
We restrict attention to the treatment of non-relativistic, strongly-magnetized and
gravitationally-bound (see definition below) collisionless AD plasmas around compact
objects for which the theory developed in the previous chapters applies (see also
Refs.(11, 12)). The plasmas can be considered quasi-neutral and characterized by a
mean-field interaction. Accretion discs fulfilling these requirements rely necessarily on
kinetic theory in the so-called Vlasov-Maxwell statistical description, which represents
the fundamental physical approach for these systems. In AD plasmas, electromagnetic
(EM) fields can be present, which may either be externally produced or self-generated.
At equilibrium, they are taken here to be axisymmetric and of the general form
B(eq) ≡ B(eq)b = B(eq)T +B(eq)P (3.1)
and
E(eq) ≡ −∇Φ(eq) (x) . (3.2)
Here B(eq)T ≡ I(x)∇ϕ and B(eq)P ≡ ∇ψ(x) × ∇ϕ are the toroidal and poloidal com-
ponents of the magnetic field respectively, with I(x) and Φ(eq) (x) being the toroidal
current and the electrostatic potential. Furthermore, (R,ϕ, z) denote a set of cylindrical
coordinates, with x = (R, z), while (ψ,ϕ, ϑ) is a set of local magnetic coordinates, with
ψ being the so-called poloidal flux function. The validity of the previous representation
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for B(eq) requires the existence of locally nested magnetic ψ−surfaces, represented by
ψ = const., while the expressions for ψ(x), I(x) and Φ(eq) (x) follow from the stationary
Maxwell equations. The gravitational field is treated here non-relativistically, by means
of the gravitational potential ΦG = ΦG(x). This means that the electrostatic and grav-
itational fields are formally replaced by the effective electric field Eeffs = −∇Φeffs ,
determined in terms of the effective electrostatic potential
Φeffs = Φ
(eq)(x) +
Ms
Zse
ΦG(x), (3.3)
with Ms and Zse denoting the mass and charge, respectively, of the s-species particle
(where s can indicate either ions or electrons). Based on astronomical observations,
the magnetic field magnitudes are expected to range in the interval B ∼ 101 − 108G
(19, 20, 21). This implies that the proton Larmor radius rLi is in the range 10−6−103cm
(the lower values corresponding to the lower temperature and the higher magnetic
field). Additional important physical parameters are related to the species number
density and temperature. Astrophysical AD plasmas can have a wide range of values
for the particle number density ns, depending on the circumstances considered. Here
we focus on the case of collisionless and non-relativistic AD plasmas assuming values
of the number density ns in the range ns ∼ 106 − 1015cm−3. For reference, the highest
value of this interval corresponds to ion mass density ρi ∼ 10−9gcm−3. The choice of
this parameter interval lies well in the range of values which can be estimated for the
so-called radiatively inefficient accretion flows (RIAFs, (19, 22)). For these systems,
estimates for species temperatures usually lie in the ranges Ti ∼ 1− 105keV and Te ∼
1− 10keV for ions and electrons respectively. Depending on the magnitude of the EM,
gravitational and fluid fields, the AD plasmas can sustain a variety of notable physical
phenomena. Their systematic treatment requires a classification in terms of suitable
dimensionless parameters. These have been already defined in the previous chapters
and are briefly recalled here for the sake of completeness. They are identified with εM,s,
εs and σs, to be referred to as Larmor-radius, canonical momentum and total-energy
parameters. Their definitions are respectively: εM,s ≡ rLs(∆L)eq , εs ≡
∣∣∣∣MsRvϕZse
c
ψ
∣∣∣∣ and σs ≡∣∣∣∣ Ms2 v2ZseΦeffs
∣∣∣∣. Here, rLs ≡ vths/Ωcs denotes the Larmor radius of the species s, vths and Ωcs
are the species thermal velocity and the Larmor frequency respectively, (∆L)eq is the
characteristic scale-length of the equilibrium fluid fields, v is the single-particle velocity
and vϕ ≡ v·R∇ϕ. Systems satisfying the asymptotic ordering 0 ≤ σs, εs, ε, εM,s ¿ 1 are
referred to as strongly-magnetized and gravitationally-bound plasmas (11, 12), with the
parameters σs, εs and εM,s to be considered as independent while ε ≡ max {εs, s = 1, n}.
In the following, we shall assume that the poloidal flux is of the form ψ ≡ 1εψ(x), with
ψ(x) ∼ O(ε0), while the equilibrium electric field satisfies the constraint E(eq)·B(eq)|E(eq)||B(eq)| ∼
O (ε). This implies that to leading-order Φ(eq) is a function of ψ only, while Φeffs remains
generally a function of the type Φeffs = Φ
eff
s (ψ, ϑ) (see Ref.(12)). At equilibrium, by
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construction, the particle toroidal canonical momentum pϕs ≡ Zsec ψ∗s =MsRvϕ+Zsec ψ,
the total particle energy Es ≡ ZseΦ∗s = Ms2 v2+ZseΦeffs and the magnetic moment
m′s predicted by gyrokinetic theory are either exact or adiabatic invariants (see also
extended discussions presented in previous chapters). In particular, the above orderings
imply the leading-order asymptotic perturbative expansions for the variables ψ∗s and
Φ∗s:
ψ∗s = ψ [1 +O (εs)] , (3.4)
Φ∗s = Φeffs [1 +O (σs)] , (3.5)
while similarly m′s =
Msw′2
2B′ [1 +O (εM,s)]. In agreement with the notation used here,
primed quantities are always evaluated at the guiding-center. In particular, w′ =
v − u′b′ −V′eff denotes the perpendicular particle velocity in the local frame having
the effective drift velocityV′eff ≡ cB′Eeffs ×b′, while u′ ≡ v·b′. In the following we shall
also assume that the toroidal and poloidal magnetic fields and the species accretion and
azimuthal flow velocities scale as |BT ||BP | ∼ O (ε) and
|Vaccr,s|
|Vϕ,s| ∼ O (ε) respectively.
3.3 Equilibrium distribution function
In validity of the previous assumptions, an explicit asymptotic solution of the Vlasov
equation can be obtained for the kinetic distribution function feq∗s (KDF). As pointed
out in the previous chapters (see also Ref.(12)), ignoring slow-time dependencies, this
is of the generic form
feq∗s = f
eq
∗s (X∗s, (ψ∗s,Φ∗s)) . (3.6)
Here X∗s are the invariants X∗s ≡
(
Es, ψ∗s, p′ϕs,m′s
)
, while the brackets (ψ∗s,Φ∗s)
denote implicit dependencies for which the perturbative expansions (3.4) and (3.5) are
performed (see Section V in Ref.(12) for the details on the perturbative expansion).
Therefore, feq∗s is by construction an adiabatic invariant, defined on a subset of the
phase-space Γ = Ω×U , with Ω ⊂ R3 and U ≡ R3 being, respectively, a bounded subset
of the Euclidean configuration space and the velocity space. Hence, f∗s varies slowly
in time on the slow-time-scale (∆t)eq, i.e.
d
dt
ln feq∗s ∼
1
(∆t)eq
. (3.7)
In view of the previous orderings holding for AD plasmas, this implies also (∆t)
eq
τcol,s
¿
1, where τcol,s denotes the Spitzer collision time for the species s. Therefore, this
requirement is consistent with the assumption of a collisionless plasma. A possible
realization of feq∗s is provided by a non-isotropic generalized bi-Maxwellian KDF. As
shown in Ref.(12), feq∗s determined in this way describes Vlasov-Maxwell equilibria
characterized by quasi-neutral plasmas which exhibit species-dependent azimuthal and
poloidal flows as well as temperature and pressure anisotropies. The existence of these
equilibria is warranted by the validity of suitable kinetic constraints (see the discussion
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in Ref.(12, 14)). As a consequence, the same equilibria are characterized by the presence
of fluid fields (number density, flow velocity, pressure tensor, etc.) which are generally
non-uniform on the ψ−surfaces.
3.4 Stability analysis
Let us now pose the problem of linear stability for Vlasov-Maxwell equilibria of the type
considered here. This can generally be set for perturbations of both the EM field and the
equilibrium KDF, which exhibit appropriate time and space scales {(∆t)osc , (∆L)osc}.
Here both are prescribed to have fast time and fast space dependencies with respect to
those of the equilibrium quantities, in the sense that
(∆t)osc
(∆t)eq
∼ (∆L)
osc
(∆L)eq
∼ O(λ), (3.8)
with λ being a suitable infinitesimal parameter. In the case of strongly-magnetized AD
plasmas, to permit a direct comparison with the literature, we also assume that these
perturbations are non-gyrokinetic. In other words, they are characterized by typical
wave-frequencies and wave-lengths which are much larger than the Larmor gyration
frequency Ωcs and radius rLs. This implies that the following inequalities must hold:
τLs
(∆t)osc
∼ rLs
(∆L)osc
¿ 1, (3.9)
with τLs = 1/Ωcs, while λ must satisfy λ À σs, εs, ε, εM,s. These will be referred to
as low-frequency and long-wavelength perturbations with respect to the corresponding
Larmor scales. Notice that Eqs.(3.8) and (3.9) are independent and complementary,
establishing the upper and lower limits for the range of magnitudes of both (∆t)osc and
(∆L)osc. We now determine the generic form of the perturbations as implied by the
above assumptions. For this purpose, we shall require in the following that the EM
field is subject to axisymmetric EM perturbations of the form
δB = ∇× δA, (3.10)
δE = −∇δφ− 1
c
∂δA
∂t
, (3.11)
with
{
δφ
(
ψ
λ ,
ϑ
λ ,
t
λ
)
, δA
(
ψ
λ ,
ϑ
λ ,
t
λ
)}
both assumed to be analytic (with respect to ψ
and ϑ) and infinitesimal, i.e., such that δE|E(eq)| ,
δB
|B(eq)| ∼ O(ε). This implies that the
corresponding perturbations for the EM potentials must scale as
δφ∣∣Φ(eq)∣∣ , δA∣∣A(eq)∣∣ ∼ O(ε)O(λ), (3.12)
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with A(eq) denoting the equilibrium vector potential. As a consequence
d
dt
Es = qs
[
∂δφ
∂t
− 1
c
v · ∂δA
∂t
]
. (3.13)
Similarly, the perturbation of the equilibrium KDF is taken of the general form
δfs ≡ δfs
(
X∗s, (ψ∗s,Φ∗s),
ψ
λ
,
ϑ
λ
,
t
λ
)
, (3.14)
with
δfs
feq∗s
∼ O(ε)O(λ). (3.15)
It follows that the corresponding KDF (the solution of the Vlasov kinetic equation)
must now be of the general form
fs = fs
(
X∗s, (ψ∗s,Φ∗s),
ψ
λ
,
ϑ
λ
,
t
λ
)
, (3.16)
while, from the Maxwell equations, the perturbations {δφ, δA} are necessarily linear
functionals of δfs. However, for analytic perturbations of the form (3.16), fs must itself
be regarded as an analytic function of ψ and ϑ. Therefore, invoking Eqs.(3.4) and (3.5),
the same KDF can always be considered as an asymptotic approximation obtained by
Taylor expansion of a suitable generalized KDF of the form
f (gen)s ≡ f (gen)s
(
X∗s, (ψ∗s,Φ∗s, Y∗s) ,
t
λ
)
, (3.17)
with Y∗s ≡
[
εsψ∗s
λ ,
σsΦ∗s
λ
]
. In particular, denoting δf (gen)s ≡ f (gen)s − feq∗s , it follows that
also δf (gen)s is such that
δf (gen)s ≡ δf (gen)s
(
X∗s, (ψ∗s,Φ∗s, Y∗s) ,
t
λ
)
. (3.18)
Then, by Taylor expansion with respect to the variables Y∗s, the perturbation δf
(gen)
s
can be shown to be related to δfs (defined by Eq.(3.14)) by
δf (gen)s
∼= δf̂s
(
X∗s, (ψ∗s,Φ∗s),
ψ
λ
,
ϑ
λ
)
eiωt, (3.19)
where corrections of O(εs)O(λ) and
O(σs)
O(λ) have been neglected and ω is the complex time-
frequency which, according to Eq.(3.8), is ordered as ω (∆t)eq ∼ 1/O (λ). Similarly,
invoking again Eqs.(3.4) and (3.5), for the analytic perturbations {δφ, δA} we can
introduce the corresponding generalized perturbations
{
δφ(gen), δA(gen)
}
. Neglecting
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in the similar way corrections of O(εs)O(λ) and
O(σs)
O(λ) , these are given as follows:
δφ(gen)
(
Y∗s,
t
λ
)
∼= δφ̂
(
ψ
λ
,
ϑ
λ
)
eiωt, (3.20)
δA(gen)
(
Y∗s,
t
λ
)
∼= δÂ
(
ψ
λ
,
ϑ
λ
)
eiωt. (3.21)
Analogous expressions for the corresponding generalized perturbations can be readily
obtained. In particular, using Eq.(3.19), we get the following representation for δf (gen)s :
δf (gen)s = δf̂
(gen)
s (X∗s, (ψ∗s,Φ∗s, Y∗s)) e
iωt, (3.22)
where, expanding the Fourier coefficient and neglecting again corrections of O(εs)O(λ) and
O(σs)
O(λ) , δf̂
(gen)
s
∼= δf̂s
(
X∗s, (ψ∗s,Φ∗s), εψλ ,
ϑ
λ
)
. Therefore, in view of Eq.(3.13), for in-
finitesimal axisymmetric analytical EM perturbations {δφ, δA}, to leading order in λ
the Vlasov equation implies the dispersion equation
−iωδf̂s
(
X∗s, (ψ∗s,Φ∗s),
ψ
λ
,
ϑ
λ
)
= iωqs
[
δφ̂
(
ψ
λ
,
ϑ
λ
)
− 1
c
v · δÂ
(
ψ
λ
,
ϑ
λ
)]
∂feq∗s
∂Es
. (3.23)
Apart from the trivial solution ω = 0 (i.e., a stationary perturbation of the equilib-
rium), this requires that, for ω 6= 0, one must have
δf̂s = −qs
[
δφ̂− 1
c
v · δÂ
]
∂f
(eq)
s
∂Es
, (3.24)
where, by construction, δf̂s, δφ̂ and δÂ are manifestly independent of ω. Hence,
Eq.(3.24) necessarily holds also when |ω| is arbitrarily small. In this limit
{
δφ̂, δÂ, δf̂s
}
tend necessarily to infinitesimal stationary perturbations of the equilibrium solutions.
On the other hand, Eqs.(3.20), (3.21) and (3.22) show that
{
δφ̂, δÂ, δf̂s
}
are always
asymptotically close to the generalized quantities
{
δφ̂(gen), δÂ(gen), δf̂ (gen)s
}
, which are
by definition equilibrium perturbations [i.e., functions of
(
εsψ∗s
λ ,
σsΦ∗s
λ
)
]. Since the lat-
ter again represent an equilibrium and are independent of ω, it follows that the only
admissible solution of the dispersion equation (3.24) is clearly independent of ω as well
and coincides with the null solution, i.e.
δφ̂
(
ψ
λ
,
ϑ
λ
)
≡ 0, (3.25)
δÂ
(
ψ
λ
,
ϑ
λ
)
≡ 0, (3.26)
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δf̂s
(
X∗s, (ψ∗s,Φ∗s),
ψ
λ
,
ϑ
λ
)
≡ 0. (3.27)
In summary: no analytic, low-frequency and long-wavelength axisymmetric unstable
perturbations can exist in non-relativistic strongly-magnetized and gravitationally-bound
axisymmetric collisionless AD plasmas.
We stress that this result follows from two basic assumptions. The first one is the
requirement that the equilibrium magnetic field admits locally nested ψ−surfaces. The
second one is due to the assumed property of AD plasmas to be gravitationally-bound.
This implies (as pointed out above) that the effective ES potential Φeffs is necessarily a
function of both ψ and ϑ, and therefore the perturbation of the KDF is actually close
to a function of the exact and adiabatic invariants X∗s.
A notable aspect of the conclusion is that it applies to collisionless Vlasov-Maxwell
equilibria having, in principle, arbitrary topology of the magnetic field lines which
can belong to either closed or open magnetic ψ−surfaces. Also, as pointed out in
Refs.(11, 12), for strongly-magnetized plasmas these equilibria can give rise to kinetic
dynamo effects simultaneously with having accretion flows. These results are impor-
tant for understanding the phenomenology of collisionless AD plasmas of this type. In
particular, they completely rule out the possibility that axisymmetric perturbations,
which are long-wavelength and low-frequency in the sense of the inequalities (3.9), could
give rise to kinetic instabilities in such systems. This conclusion applies for collisionless
AD plasmas (having in particular particle densities within the range mentioned ear-
lier) which are strongly-magnetized and simultaneously gravitationally-bound . Since
fluid descriptions of these plasmas can only be arrived at on the basis of the present
Vlasov-Maxwell statistical description, also MHD instabilities, such as the axisymmet-
ric MRI (2, 23), the axisymmetric TMI (see for example (8, 9, 10)), and axisymmetric
instabilities driven by temperature anisotropy (e.g., the firehose instability (24)) remain
definitely forbidden for collisionless plasmas under these conditions.
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Chapter 4
A side application: kinetic
description of rotating Tokamak
plasmas with anisotropic
temperatures in the collisionless
regime
4.1 Introduction
As discussed in previous chapters, plasma dynamics is most frequently treated in the
framework of stand-alone MHD approaches, i.e., formulated independent of an underly-
ing kinetic theory. However, these treatments can provide at most a partial description
of plasma phenomenology, because of two basic inconsistencies of customary fluid ap-
proaches. First, the set of fluid equations may not be closed, requiring in principle
the prescription of arbitrary higher-order fluid fields. Secondly, in these approaches
typically no account is given of microscopic phase-space particle dynamics as well as
of phase-space plasma collective phenomena. It is well known that only in the context
of kinetic theory can these difficulties be consistently met. Such a treatment in fact
permits one to obtain well-defined constitutive equations for the relevant fluid fields
describing the plasma state, overcoming at the same time the closure problem. Ki-
netic theory is appropriate, for example, in the case of collisionless or weakly-collisional
plasmas where phase-space particle dynamics is expected to play a dominant role.
Unfortunately, for a wide range of physical effects arising in magnetically-confined
plasmas and relevant for controlled fusion research, a fully consistent approach of this
type is still missing. Surprisingly, these include even the description of equilibrium
or slowly-time varying phenomena occurring in realistic laboratory Tokamak plasmas.
The issue concerns specifically the description of finite pressure anisotropies, strong
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toroidal differential rotation as well as concurrent poloidal flows observed in Tokamak
devices. This deficiency may represent a serious obstacle for meaningful developments
in plasma physics (both theoretical and computational) and controlled fusion research.
In particular, it is well-known that both toroidal and poloidal plasma equilibrium rota-
tion flows may exist in Tokamak plasmas (1, 2). The observation of intrinsic rotation,
occurring without any external momentum source (3), remains essentially unexplained
to date, being mostly ascribed to turbulence or boundary-layer phenomena occurring
in the outer regions of the plasma (4, 5). Such an effect, potentially combining both
toroidal and poloidal flow velocities with temperature anisotropy, may be of critical
importance both for stability and suppression of turbulence (6, 7, 8).
The goal of the present investigation is the construction of slowly-time varying par-
ticular solutions of the Vlasov-Maxwell system for collisionless axisymmetric plasmas
immersed in strong magnetic and electric fields. In principle, two approaches are possi-
ble for the investigation of the problem. One is based on the Chapman-Enskog solution
of the drift-kinetic Vlasov equation, achieved by seeking a perturbative solution of the
form fs = fMs+ εf1s+ ..., where 0 < ε¿ 1 is an appropriate dimensionless parameter
to be defined below (see Section 4.3) and fMs a suitable equilibrium kinetic distribution
function (KDF). In customary formulations this is typically identified with a drifted
Maxwellian KDF. An example is provided by Hinton et al. (9) where an approximate
equilibrium KDF carrying both toroidal and poloidal flows was introduced to describe
ion poloidal flows in Tokamaks near the plasma edge. An alternative approach is rep-
resented by the construction of exact or asymptotic solutions of the Vlasov equations
of the form fs = f∗s, with f∗s to be considered only as a function of particle exact
and adiabatic invariants, via the introduction of suitable kinetic constraints. This tech-
nique is exemplified by Ref.(10), where f∗s was assumed to be a function of only two
invariants, namely the particle energy Es ≡ ZseΦ∗s and the toroidal canonical momen-
tum pϕs ≡ Zsec ψ∗s [see their definitions given below], and identified with a generalized
Maxwellian distribution of the form
f∗s =
n∗s
pi3/2 (2T∗s/Ms)3/2
exp
{
−H∗s
T∗s
}
. (4.1)
Here H∗s is the invariant H∗s ≡ Es − Zsec
ψ∗s
0
dψΩ0(ψ), while Λ∗s ≡ {n∗s,T∗s} denotes
suitable “structure functions”, i.e., properly defined functions of the particle invariants.
In Refs.(10, 11, 12) these were prescribed by imposing the kinetic constraint Λ∗s =
Λ∗s(ψ∗s). By performing a perturbative expansion in the canonical momentum (see
also the related discussion in Section 4.6), it was shown that f∗s recovers the Chapman-
Enskog form, with the leading-order Maxwellian KDF carrying isotropic temperature
Ts(ψ), species-independent toroidal angular rotation velocity Ω0(ψ) (see the definition
given by Eq.(4.39)) and finite toroidal differential rotation, i.e., ∂∂ψΩ0(ψ) 6= 0. A basic
aspect of Tokamak plasmas is the property of allowing toroidal rotation velocities RΩ0
comparable to the ion thermal velocity vthi = {2Ti/Mi}1/2. As shown in Ref.(10)
this implies the fundamental consequence that, for kinetic equilibria characterized by
purely toroidal differential rotation as described by the KDF (4.1), necessarily the
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self-generated electrostatic (ES) potential Φ in the plasma must satisfy the ordering(
Miv
2
thi
)
/ (ZieΦ) ∼ O (ε). If the ion and electron temperatures are comparable, in
the sense that Ti/Te ∼ O
(
ε0
)
, it follows that an analogous ordering must hold also
for the electron species. Therefore, the same asymptotic condition must be adopted for
all thermal particles of the plasma, namely those for which |v| ∼ vths, independent of
species.
In the following, utilizing this type of ordering, the second route is adopted. Hence,
the theory developed here applies to a two-species ion-electron plasma characterized
by a toroidal rotation velocity of the same order as the ion thermal speed. It relies
on the perturbative kinetic theory developed in Refs.(13, 14). The aim is to provide a
systematic generalization of the theory presented in Ref.(10), allowing f∗s to depend
on the complete set of independent adiabatic invariants, and therefore to vary slowly
in time (“equilibrium” KDF). In particular, here we intend to show that, besides the
properties indicated above, also temperature anisotropy, finite poloidal flow velocities
and first-order perturbative corrections, including finite Larmor-radius (FLR) correc-
tions, can be consistently dealt with at the equilibrium level. A remarkable feature of
the approach is that, by construction, all of the moment equations stemming from the
Vlasov equation are identically satisfied, together with their related solubility condi-
tions (i.e., those following from the condition of periodicity of the KDF and its moments
in the poloidal angle). An interesting development consists of the inclusion of both dia-
magnetic (i.e., FLR) and energy corrections arising from the Taylor-expansions of the
relevant structure functions. In this case the structure functions are identified with
smooth functions of both the particle energy and toroidal canonical momentum, of the
general form
Λ∗s = Λs(ψ∗s,Φ∗s), (4.2)
with the functions Λs(ψ,Φ) being identified with suitable fluid fields, s denoting the
species index. This permits the construction of a systematic perturbative expansion
also for the KDF itself, allowing retention of perturbative corrections (of arbitrary
order) expressed as polynomial functions in terms of the particle velocity. In particular,
under suitable assumptions, the leading-order KDF is shown to be determined by a bi-
Maxwellian distribution carrying anisotropic temperature and non-uniform (toroidal
and poloidal) flow velocities. Thanks to the kinetic constraints, constitutive equations
are determined for the related equilibrium fluid fields. First-order corrections with
respect to ε are shown to be linear functions of suitably-generalized thermodynamic
forces. These now include, besides the customary ones (10), additional thermodynamic
forces associated with energy derivatives of the relevant structure functions.
The constraints imposed by the Maxwell equations are then investigated. First, the
Poisson equation is analyzed within the quasi-neutrality approximation. As a devel-
opment with respect to Ref.(10), it is proved that the perturbative scheme determines
uniquely, correct through O
(
ε0
)
, the equilibrium ES potential, including the 1/O (ε)
contribution. Secondly, the solubility conditions for Ampere’s law are shown to pre-
scribe constraints on the species poloidal and toroidal flow velocities and the corre-
sponding current densities. The theory applies for magnetic configurations with nested
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and closed toroidal magnetic surfaces characterized by finite aspect ratio.
The reference publication for this investigation is given by Ref.(15).
4.2 Vlasov-Maxwell asymptotic orderings
In the following, for particles belonging to the s-species, we introduce the charac-
teristic time and length scales ∆ts ≡ 2pirv⊥ths and ∆Ls = ∆L ≡ 2pir, with 2pir and
v⊥ths = {T⊥s/Ms}1/2 denoting respectively the connection length and the thermal
velocity associated with the species perpendicular temperature T⊥s (defined with re-
spect to the local magnetic field direction). We shall consider phenomena occurring in
time intervals ∆ts within the ranges τps ¿ ∆ts ¿ τCs, where τps ≡
(
Ms
4pins(Zse)
2
)1/2
,
and for isotropic species temperatures τCs ≡ 3
√
MsT
3/2
s
4
√
2pins ln Λ(Zse)
4 denote respectively the
Langmuir time and the Spitzer ion self-collision time. A similar ordering follows for
the corresponding scale-length ∆Ls letting ∆Ls = ∆tsvths, with vths being the species
isotropic-temperature thermal velocity. For definiteness, we shall consider here a plasma
consisting of n species of charged particles, with n ≥ 2. Such a plasma can be regarded,
respectively, as:
(#1) Collisionless: when the inequality between ∆ts and τCs holds, contributions
proportional to the ratios εCs ≡ ∆tsτCs ¿ 1, here referred to as the collision-time pa-
rameter, can be ignored. Thus, Coulomb binary interactions are negligible, so that all
particle species in the plasma can be regarded as collisionless.
(#2) Continuous: due to the left-side inequality between ∆ts and τps, plasma
particles interact with each other only via a continuum mean EM field. In particular,
the inequality εLg,s ≡ τps∆ts ¿ 1 is assumed to hold, with εLg,s denoting the Langmuir-
time parameter.
(#3) Quasi-neutral: due again to the same inequality, the plasma is quasi-neutral
on the spatial scale ∆Ls corresponding to ∆ts.
Systems fulfilling requirements #1-#2 - the so-called Vlasov-Maxwell plasmas - are
described by kinetic theory, since fluid MHD approaches are inapplicable in that case.
Such plasmas are described in the framework of the so-called Vlasov-Maxwell kinetic
theory. In this case the plasma is treated as an ensemble of particle s−species (subsets
of like particles) each one described by a KDF fs(x, t) defined in the phase-space Γ =
Γr×Γu (with Γr ⊂ R3 and Γu ≡ R3 denoting respectively the configuration and velocity
spaces) and satisfying the Vlasov kinetic equation. Velocity moments of fs(x, t) are then
defined as integrals of the form
∫
Γu
d3vQ(x, t)fs(x, t), with Q(x, t) being a suitable
phase-space weight function. In particular, for Q(x, t) = {1,v} the velocity moments
determine the source of the EM self-field
{
Eself ,Bself
}
, identified with the plasma
charge and current density {ρ(r, t),J(r, t)}.
In addition, we require the plasma to be axisymmetric, so that, when referred to a
set of cylindrical coordinates (R,ϕ, z), all relevant dynamical variables characterizing
the plasma (e.g., the fluid fields and the EM field) are independent of the azimuthal
angle ϕ. Here, by assumption, the configuration space is identified with the bounded
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internal domain of an axisymmetric torus, which can be parametrized in terms of the
scale-lengths (a,R0), with a denoting a ≡ sup {r, r ∈ Γr} and R0 being the radius of
the plasma magnetic axis.
4.3 Basic assumptions
In this Section the basic hypotheses of the model, which include the EM field and the
magnetized-plasma orderings, are pointed out.
The EM field
Here we restrict our analysis to EM fields which are slowly-time varying in the
sense
[
E(x, εkt),B(x, εkt)
]
, with k ≥ 1 being a suitable integer (quasi-stationarity
condition). This type of time dependence is thought to arise either due to external
sources or boundary conditions. In particular, the magnetic field B is assumed of the
form
B ≡ ∇×A = Bself (x, εkt) +Bext(x, εkt), (4.3)
where Bself and Bext denote the self-generated magnetic field produced by the plasma
and a finite external magnetic field produced by external coils. In particular the mag-
netic field B is assumed to admit a family of nested and closed axisymmetric toroidal
magnetic surfaces {ψ( x)} ≡ {ψ(x) = const.}, where ψ denotes the poloidal mag-
netic flux of B and, because of axisymmetry, x can be identified with the coordinates
x = (R, z). In such a setting a set of magnetic coordinates (ψ,ϕ, ϑ) can be defined,
where ϑ is a curvilinear angle-like coordinate on the magnetic surfaces ψ(x) = const. It
is assumed that the vectors (∇ψ,∇ϕ,∇ϑ) define a right-handed system. Each relevant
physical quantityG(x, t) can then be conveniently expressed either in terms of the cylin-
drical coordinates or as a function of the magnetic coordinates, i.e. G(x, t) = G (ψ, ϑ, t).
The total magnetic field is then decomposed as
B = I(x, εkt)∇ϕ+∇ψ(x, εkt)×∇ϕ, (4.4)
where BT ≡ I(x, εkt)∇ϕ and BP ≡ ∇ψ(x, εkt) × ∇ϕ are the toroidal and poloidal
components of the field. In particular, the following ordering is assumed to hold:
|BP |
|BT | ∼ O
(
ε0
)
. Finally, the corresponding electric field expressed in terms of the EM
potentials
{
Φ(x, εkt),A(x, εkt)
}
is considered to be primarily electrostatic, namely
E(x, εkt) ≡ −∇Φ− εk 1
c
∂A
∂τ
∼= −∇Φ, (4.5)
with τ denoting the slow-time variable τ ≡ εkt, and quasi-orthogonal to the magnetic
field, in the sense that E·B|E||B| ∼ O (ε), while c|E||B| 1vths ∼ O
(
ε0
)
. Together with the
quasi-stationarity condition, this implies that, to leading order in ε, Φ = Φ(ψ, εkt). In
particular, assuming that both Φ and A are analytic with respect to ε, it can be shown
that, consistent with gyrokinetic (GK) theory and the asymptotic orderings indicated
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below, they must be considered as being of the general form
Φ =
1
ε
Φ−1
(
ψ, εkt
)
+ ε0Φ0
(
ψ, ϑ, εkt
)
+ .., (4.6)
A =
1
ε
A−1
(
r, εkt
)
+ ε0A0
(
r, εkt
)
+ .., (4.7)
where Φ is expressed in terms of the magnetic coordinates and A−1 is A−1 ≡ ψ∇ϕ+
g
(
ψ, ϑ, εkt
)∇ϑ, with g being a suitable function.
The magnetized-plasma orderings
Next, let us introduce themagnetized plasma ordering appropriate for the treatment
of single-particle dynamics in magnetized plasmas, i.e. for which in particular B2 À
E2. For s = i, e, this requires the definition of the following additional dimensionless
parameters:
1) Larmor-radius parameter εM,s ≡ rLs∆Ls and Larmor-time parameter εLr,s ≡
τLs
∆ts
:
here τLs and rLs are respectively the Larmor time and the Larmor radius of the species
s, with s = 1, n, defined as rLs ≡ v⊥ths/Ωcs, with Ωcs = ZseB/Msc ≡ 1/τLs being the
species Larmor frequency. Imposing the requirement that τLs ¿ ∆ts and rLs ¿ ∆Ls,
it follows that εM,s and εLr,s are infinitesimals of the same order, i.e., 0 ≤ εLr,s ∼
εM,s ¿ 1. Requiring again that Ti ∼ Te, and furthermore Zi ∼ O (1), it follows that
εM,i ∼
(
Mi
Me
)1/2
εM,e.
2) Canonical-momentum parameter: εs ≡
∣∣∣ Lϕspϕs−Lϕs ∣∣∣ =
∣∣∣∣MsRvϕZse
c
ψ
∣∣∣∣, where vϕ ≡ v · eϕ
and Lϕs denotes the species particle angular momentum.
3) Total-energy parameter: σs ≡
∣∣∣∣ Ms2 v2ZseΦ
∣∣∣∣, where Ms2 v2 ∼ Ts and ZseΦ are respec-
tively the particle kinetic and ES energy.
In principle, the parameters εs and σs are independent (in particular, they might
differ from εM,s). More precisely, here we shall consider the subset of phase-space for
which the following ordering holds:
0 ≤ σs ∼ εs ∼ εLr,s ∼ εM,s ¿ 1, (4.8)
which applies in the subset of thermal particles. Notice that the assumption concerning
εs is consistent with the requirement of finite inverse aspect-ratio (see below), while, as
recalled above, the ordering of σs is required for the treatment of Tokamak equilibria
in the presence of strong toroidal differential rotation (10, 11, 12, 16). The same
orderings are of course invoked also for the validity of the GK theory (see Ref.(17)
and also Eq.(4.13) in the next section and the related discussion). The assumption
concerning the σs-ordering can be shown to be consistent with the quasi-neutrality
condition (see Corollary to THM.1 in Section 6.9). These requirements imply, for all
species, the asymptotic perturbative expansions in the variables ψ∗s and Φ∗s:
ψ∗s = ψ [1 +O (εM,s)] , (4.9)
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Φ∗s = Φ [1 +O (εM,s)] . (4.10)
Finally, to warrant the validity of the Vlasov equation on the Larmor-radius scale,
we shall impose also that 0 ¿ εmfp,s ∼ εCs ≤ εM,s, with εmfp,s ≡ ∆LλCs and εCs ≡
∆ts
τCs
denoting respectively the mean-free-path parameter and the collision-time parameter.
Then, consistent with quasi-neutrality, we demand also that εLg,s ∼ εD ≤ εM,s ≤ ε¿ 1,
with ε = sup {εM,s, s = e, i} . Finally, the inverse aspect-ratio parameter δ ≡ aR0 will
be considered finite, i.e. such that δ ∼ O (ε0) . We remark that the parameters
{σs, εs, εLr,s, εM,s} deal with the single-particle dynamics, {εLg,s, εD,s, εmfp,s, εCs} con-
cern collective properties of the plasma, while δ is a purely geometrical quantity.
4.4 The particle adiabatic invariants
For single-particle dynamics, the exact first integrals of motion and the relevant adia-
batic invariants are well-known. In particular, the adiabatic invariants can be defined
either in the context of Hamiltonian dynamics or GK theory (18, 19, 20). In both
cases, for a magnetized plasma, they can be referred to the Larmor frequency. Hence,
by definition, a phase-function Ps depending on the s-species particle state is denoted as
an adiabatic invariant of order n with respect to εM,s if it is conserved asymptotically,
namely in the sense 1Ω′cs
d
dt lnPs = 0+O(ε
n+1
M,s ), where n ≥ 0 is a suitable integer and Ω′cs
is the Larmor frequency evaluated at the guiding-center position x′. Note that, in the
following, primed quantities denote dynamical variables defined at the guiding-center
position r′ (or x′ in axisymmetry). If there is axisymmetry, the only first integral of
motion is the canonical momentum pϕs conjugate to the azimuthal angle ϕ:
pϕs =MsRv · eϕ + Zse
c
ψ ≡ Zse
c
ψ∗s. (4.11)
Furthermore, the total particle energy
Es =
Ms
2
v2+ZseΦ(x, εnt) ≡ ZseΦ∗s, (4.12)
with n ≥ 1, is assumed to be an adiabatic invariant of order n.
Let us now analyze the adiabatic invariants predicted by GK theory. As usual, the
GK treatment involves the construction - in terms of an asymptotic perturbative ex-
pansion determined by means of a power series in εM,s - of a diffeomorphism of the form
z ≡ (r,v)→ z′ ≡ (r′,v′), referred to as the GK transformation. The GK transforma-
tion is performed on all phase-space variables z ≡ (r,v), except for the azimuthal angle
ϕ which is left unchanged and is therefore to be considered as one of the GK variables.
Here, by definition, the transformed variables z′ (GK state) are constructed so that
their time derivatives to the relevant order in εM,s have at least one ignorable coordi-
nate, to be identified with a suitably-defined gyrophase φ′. The starting point is then
the representation of the particle Lagrangian in terms of the hybrid variables z. This
is expressed as Ls(z, ddtz, ε
kt) ≡ r˙ ·Ps −Hs(z, εkt), where Ps ≡
[
Msv + Zsec A(x, ε
kt)
]
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and Hs(z, εkt) = Ms2 v
2+ZseΦ(x, εkt) denotes the corresponding Hamiltonian function
in hybrid variables. The development of GK theory is well known. It involves a phase-
space transformation to a local reference frame in which the particle guiding-center is
instantaneously at rest with respect to the ψ-surface to which it belongs. In this case,
the leading-order GK transformation can be proved to be necessarily of the form{
r = r′ − w′×b′Ω′cs ,
v = u′b′ +w′ +U′,
(4.13)
Here, in particular, U′ ≡ U(x′, εkt), with U(x, εkt) being the fluid-field identified with
the E×B−drift velocity:
U(x, εkt) ≡ − c
B
∇Φ× b. (4.14)
This coincides with the so-called frozen-in velocity, namely the fluid velocity with re-
spect to which each line of force is carried into itself. The rest of the notation is
standard. Thus, u′ and w′ denote respectively the parallel and perpendicular (guiding-
center) velocities, with w′ = w′ cosφ′e′1 + w′ sinφ′e′2 and φ′ denoting the gyrophase
angle, Ω′cs =
ZseB′
Msc
and b′ = b(x′, εkt), with b(x, εkt)≡ B(x, εkt)/B(x, εkt). Notice
that, here, by construction,
∣∣∣w′×b′Ω′cs ∣∣∣ must be considered to be of O (εM,s) with respect
to |r′|, while for thermal particles |u′| and |w′| are all of the same order as vths. In par-
ticular, due to the previous orderings, for the validity of GK theory the EM potentials
(Φ,A) entering the Lagrangian must be considered to be of the form indicated above
(see Eqs.(4.6) and (4.7)), namely both being of 1/O (ε) with respect to the remaining
terms. As a consequence, the ordering (4.8) for σs necessarily applies, under the as-
sumption Ti/Te ∼ O
(
ε0
)
considered here. On the other hand, as in Ref.(10), |U′| is
to be taken as being of the order of the ion thermal velocity vthi, while |U′| ∼ Ω0R,
with Ω0 being the toroidal angular rotation frequency, defined below by Eq.(4.39). It is
important to stress here that these two conditions imply that Φ must satisfy the asymp-
totic ordering given above (4.6). Therefore, the previous orderings for σs and Φ must
be regarded as basic prerequisites for the description of Tokamak plasmas characterized
by toroidal rotation speeds comparable to the ion thermal velocity.
By construction, in the GK description the gyrophase angle is ignorable, so that the
magnetic moment m′s is an adiabatic invariant of prescribed accuracy. In particular,
the leading-order approximation is m′s ∼= µ′s ≡ Msw
′2
2B′ . Two further adiabatic invariants
can immediately be obtained from the previous considerations. In fact, since the az-
imuthal angle ϕ is ignorable also in GK theory, the conjugate GK canonical momentum
p′ϕs, referred to as the guiding-center canonical momentum, is necessarily an adiabatic
invariant. Neglecting corrections of O(εM,s) this is given by
p′ϕs ≡
Ms
B′
(
u′I ′ +
c∇′ψ′ · ∇′Φ′
B′
)
+
Zse
c
ψ′, (4.15)
which provides a third-order adiabatic invariant. We remark that both m′s and p′ϕs can
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in principle be identified with adiabatic invariants of O(εk+1M,s), with k ≥ 1 arbitrarily
prescribed (21). In the following we shall make use of the local invariants (ψ∗s, Es,m′s)
to represent the particle state, while adopting p′ϕs to deal with the dependences in
terms of u′.
4.5 Vlasov kinetic theory: equilibrium KDF
Let us now proceed with constructing asymptotic solutions of the Vlasov equation
holding for collisionless Tokamak plasmas when the above assumptions are valid. The
treatment is based on Refs.(13, 14), where equilibrium generalized bi-Maxwellian solu-
tions for the KDF were proved to hold for accretion disc plasmas. In particular, the
following features are required for the equilibrium KDF:
1) For all of the species, different parallel and perpendicular temperatures are al-
lowed (temperature anisotropy).
2) Non-vanishing species dependent differential toroidal and poloidal rotation ve-
locities are included.
3) The KDF is required to be an adiabatic invariant asymptotically “close” to a
local bi-Maxwellian. Hence, in particular, in the case of a locally non-rotating plasma
(i.e., one for which both toroidal and poloidal rotation velocities vanish identically on
a given ψ-surface) the KDF must be close to a locally non-rotating bi-Maxwellian.
It is possible to show that Requirements 1) - 3) can be fulfilled by a suitable modi-
fied bi-Maxwellian expressed solely in terms of first integrals and adiabatic invariants,
including also a suitable set of structure functions {Λ∗s} of the form (4.2) (see the pre-
cise definition below). Hence, the desired KDF is identified with an adiabatic invariant
of the form
f∗s = f∗s
(
Es, ψ∗s, p′ϕs,m
′
s, (ψ∗s,Φ∗s), ε
nt
)
, (4.16)
with n ≥ 1, and where the brackets (ψ∗s,Φ∗s) denote the dependence in terms of the
structure functions {Λ∗s(Φ∗s, ψ∗s)}. In particular, in agreement with assumptions 1) -
3), f∗s is identified with KDF of the form:
f∗s =
β∗s
(2pi/Ms)
3/2 (T‖∗s)1/2 exp
{
− E∗s
T‖∗s
−m′sα∗s
}
, (4.17)
which we refer to here to as the generalized bi-Maxwellian KDF with parallel velocity
perturbations. The notation is as follows. First, {Λ∗s} ≡
{
β∗s, α∗s, T‖∗s,Ω∗s, ξ∗s
}
are
structure functions subject to kinetic constraints of the type (4.2), assumed to be
analytic functions of both ψ∗s and Φ∗s. These are, by definition, suitably close to
appropriate fluid fields Λs = Λs(ψ,Φ). In particular, the functions Λs are defined as
{Λs} ≡
{
βs ≡ ηsT⊥s , αs ≡ B
′
∆Ts
, T‖s,Ωs, ξs
}
, where ηs denotes the pseudo-density, T‖s and
T⊥s the parallel and perpendicular temperatures, with 1∆Ts ≡
1
T⊥s − 1T‖s , while Ωs and
ξs are the toroidal and parallel rotation frequencies. Secondly, the phase-function E∗s
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is defined as E∗s ≡ H∗s − p′ϕsξ∗s, while H∗s is identified with
H∗s ≡ Es − Zse
c
ψ∗sΩ∗s. (4.18)
Note that the form of f∗s [see Eq.(4.17)] is obtained consistent with assumption 3),
namely such that when the constraint Ω∗s = ξ∗s = 0 locally holds, f∗s reduces to the
non-rotating generalized bi-Maxwellian KDF f∗s = β∗s
(2pi/Ms)
3/2(T‖∗s)
1/2 exp
{
− EsT‖∗s −m′sα∗s
}
.
In particular, unlike Ref.(10), the definition given above for H∗s follows by requiring
that E∗s, and hence also H∗s, is a local linear function of the frequencies Ω∗s and ξ∗s
and of the canonical momenta pϕs and p′ϕs.
An equivalent representation for (4.17) can be obtained by invoking the previous
definitions. This gives:
f∗s =
β∗s exp
[
X∗s
T‖∗s
]
(2pi/Ms)
3/2 (T‖∗s)1/2 exp
−
Ms
(
v −W∗s − U ′‖∗sb′
)2
2T‖∗s
−m′sα∗s
 , (4.19)
where W∗s = eϕRΩ∗s, U ′‖∗s =
I′
B′ ξ∗s and
X∗s ≡ Ms |W∗s|
2
2
+
Zse
c
ψΩ∗s − ZseΦ+Υ′∗s, (4.20)
Υ′∗s ≡
MsU
′2
‖∗s
2
(
1 +
2Ω∗s
ξ∗s
)
+
(
Msc∇′ψ′ · ∇′Φ′
B′2
+
Zse
c
ψ′
)
ξ∗s. (4.21)
Note that U ′‖∗s is non-zero only if the toroidal magnetic field is non-vanishing.
The following comments are in order:
1) f∗s is by construction a solution of the asymptotic Vlasov equation
1
Ω′cs
d
dt
ln f∗s = 0 +O
(
εn+1
)
. (4.22)
2) f∗s is defined in the phase-space Γ = Γr×Γu, where Γr and Γu are both identified
with suitable subsets of the Euclidean space R3. In particular, f∗s is non-zero in the
subset of phase-space where the adiabatic invariants p′ϕs, H′s and m′s are defined. It
follows that f∗s is suitable for describing both circulating and trapped particles.
3) The velocity moments of f∗s, to be identified with the corresponding fluid fields,
are unique once f∗s is prescribed in terms of the structure functions.
4.6 Perturbative theory
In this Section a perturbative kinetic theory for the KDF f∗s is developed. This is
obtained by performing on f∗s a double-Taylor expansion for the implicit functional
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dependences in the variables ψ∗s and Φ∗s carried only by the structure functions {Λ∗s},
while leaving unchanged all of the remaining phase-space dependences. As indicated
above, such asymptotic expansions can be expressed in terms of the dimensionless
parameters σs and εs when the ordering (4.8) is valid. Then the double Taylor expansion
gives:
Λ∗s ∼= Λs + (ψ∗s − ψ)
[
∂Λ∗s
∂ψ∗s
]
ψ∗s=ψ,Φ∗s=Φ
+ (Φ∗s − Φ)
[
∂Λ∗s
∂Φ∗s
]
ψ∗s=ψ,Φ∗s=Φ
+ .., (4.23)
where both Λs and the partial derivatives in (4.23) are by construction functions de-
pending only on (ψ,Φ). This implies also their general dependence in terms of the
magnetic coordinates (ψ, ϑ) (see Section 6.9). We notice that the asymptotic order of
the “gradients” of the structure functions ∂Λ∗s∂ψ∗s and
∂Λ∗s
∂Φ∗s depends whether in Λ∗s, ψ∗s
and/or Φ∗s are considered “fast” or “slow” variables with respect to ε, in the sense
that the same gradients can be considered respectively O(ε0) or O(ε). In principle,
different possible orderings are allowed for the perturbative expansion of f∗s. Here we
shall assume in particular that the structure functions β∗s, α∗s, T‖∗s have fast depen-
dences, while Ω∗s, ξ∗s have only slow ones. As a consequence, the set of derivatives{
∂Ω∗s
∂ψ∗s ,
∂Ω∗s
∂Φ∗s
}
and
{
∂ξ∗s
∂ψ∗s ,
∂ξ∗s
∂Φ∗s
}
are both taken here as being O (ε). It follows that to
first order in ε the KDF f∗s can be approximated as:
f∗s ∼= f̂s
[
1 + h(1)Ds + h
(2)
Ds
]
, (4.24)
where the leading-order KDF f̂s does not depend on the gradients of Λs. Hence, all
of the information about the gradients of the structure functions appears only through
the first-order (in ε) perturbations h(1)Ds and h
(2)
Ds. These are denoted respectively as the
diamagnetic-correction (see Ref.(10)) and the energy-correction (see Ref.(14)), which
result from the leading-order Taylor expansions with respect to ψ∗s and Φ∗s. In par-
ticular, the following results apply. First, f̂s is expressed as
f̂s =
ns
(2pi/Ms)
3/2 (T‖s)1/2 T⊥s exp
−
Ms
(
v −Ws − U ′‖sb′
)2
2T‖s
−m′s
B′
∆Ts
 (4.25)
and hence is identified with a bi-Maxwellian KDF with parallel velocity perturbations.
In Eq.(4.25) Ws = ΩsR2∇ϕ and U ′‖s = I
′
B′ ξs are related to the leading-order toroidal
and parallel flow velocities and depend on angular frequencies of the general form
Ωs = Ωs (ψ,Φ) and ξs = ξs (ψ,Φ). In addition, the function ns is defined in terms of
the pseudo-density ηs as
ns (ψ,Φ) ≡ ηs (ψ, ϑ,Φ) exp
[
Xs
T‖s
]
(4.26)
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and
Xs ≡
(
Ms
|Ws| 2
2
+
Zse
c
ψΩs − ZseΦ+Υ′s
)
, (4.27)
Υ′s ≡
MsU
′2
‖s
2
(
1 +
2Ωs
ξs
)
+
(
Msc∇′ψ′ · ∇′Φ′
B′2
+
Zse
c
ψ′
)
ξs. (4.28)
Secondly, the diamagnetic and energy-correction contributions h(1)Ds and h
(2)
Ds are given
by
h
(1)
Ds =
{
cMsR
Zse
[Y1 + Y3] +
MsR
T‖s
ψΩsA3
}
(v·êϕ) , (4.29)
h
(2)
Ds =
Ms
2Zse
{
Y4 − Zse
T‖s
ψΩs
c
C3s +
p′ϕsξs
T‖s
C5s
}
v2. (4.30)
Here Yi, i = 1, 5, is defined as
Y1 ≡
[
A1s +A2s
(
Hs
T‖s
− 1
2
)
− µ′sA4s
]
, (4.31)
Y3 ≡
[
p′ϕsξs
T‖s
A5s −A2s
p′ϕsξs
T‖s
]
, (4.32)
Y4 ≡
[
C1s + C2s
(
Hs
T‖s
− 1
2
)
− µ′sC4s
]
, (4.33)
where Hs = Es − Zsec ψ∗sΩs and the following definitions have been introduced: A1s ≡
∂ lnβs
∂ψ , A2s ≡
∂ lnT‖s
∂ψ , A3s ≡ ∂ lnΩs∂ψ , A4s ≡ ∂αs∂ψ , A5s ≡ ∂ ln ξs∂ψ and C1s ≡ ∂ lnβs∂Φ , C2s ≡
∂ lnT‖s
∂Φ , C3s ≡ ∂ lnΩs∂Φ , C4s ≡ ∂αs∂Φ , C5s ≡ ∂ ln ξs∂Φ .
The outcome of the perturbative theory is as follows:
1) The asymptotic expansion in terms of ψ∗s and leading to the diamagnetic-
correction h(1)Ds is formally analogous to that presented in Ref.(10). The Taylor ex-
pansion in terms of Φ∗s (energy expansion) is instead a novel feature of the present
approach and leads to the energy-correction h(2)Ds.
2) The kinetic equilibrium f∗s is compatible with the species-dependent rotational
frequencies Ωs and ξs. No restriction follows from the KDF for their relative magni-
tudes, so that the general ordering ξsΩs ∼ O
(
ε0
)
is permitted.
3) A fundamental feature is related to the functional dependences imposed by the
kinetic constraints on the structure functions. As a basic consequence, the latter depend
both on the poloidal flux ψ and the ES potential Φ. As proved below, the ES potential
Φ is generally a function of the form Φ = Φ(x, εkt), with x = (R, z), i.e. it is not
simply a ψ-flux function. Hence, when expressed in magnetic coordinates, the structure
functions become generally of the form Λs ≡ Λs
(
ψ, ϑ, εkt
)
. This type of functional
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dependence is expected to apply for arbitrary nested magnetic surfaces having finite
inverse aspect ratio. On the other hand, in the case of large aspect ratio (1/δ À 1),
the poloidal dependences in Λs are expected to become negligible. Nevertheless, h
(2)
Ds
remains finite even in this case. The reason is that also in this limit the double Taylor
expansion (4.23) still applies.
4) The coefficients Ais and Cis, i = 1, 5, can be identified with effective thermo-
dynamic forces, containing the spatial variations of Λs across the ψ = const. and
Φ = const. surfaces respectively.
4.7 The Vlasov fluid approach
An elementary consequence concerns the fluid approach defined in terms of the Vlasov
description, i.e., based on the moment equations following from the asymptotic Vlasov
kinetic equation (see Eq.(4.22)). In fact, assuming that the KDF is identified with the
adiabatic invariant given by Eq.(4.16), these equations are necessarily all identically sat-
isfied in an asymptotic sense, namely neglecting corrections of O
(
εn+1
)
. Furthermore,
because f∗s is by construction periodic, also the corresponding solubility conditions,
related to the requirement of periodicity in terms of the ϑ-coordinate, are necessarily
fulfilled. To prove these statements we notice that if Q(x) is an arbitrary weight func-
tion, identified for example with Q =
(
1,v, v2
)
, then the generic moment of Eq.(4.22)
is: ∫
Γu
d3vQ
d
dt
f∗s = 0 +O
(
εn+1
)
, (4.34)
where Γu denotes the appropriate velocity space of integration. Using the chain rule,
and taking into account explicitly also the dependence in terms of p′ϕs, this can be
written as∫
Γu
d3vQ
{
dψ∗s
dt
∂f∗s
∂ψ∗s
+
dEs
dt
∂f∗s
∂Es
+
dm′s
dt
∂f∗s
∂m′s
+
dp′ϕs
dt
∂f∗s
∂p′ϕs
}
= 0 +O
(
εn+1
)
. (4.35)
On the other hand, Eq.(4.34) can also be represented as∫
Γu
d3v
{
d
dt
[Qf∗s]− f∗s d
dt
Q
}
= 0 +O
(
εn+1
)
, (4.36)
which recovers the usual form of the velocity-moment equations in terms of suitable
(and uniquely defined) fluid fields. For Q = (1,v) one obtains, in particular, that
the species continuity and linear momentum fluid equations are satisfied identically up
to infinitesimals of O
(
εn+1
)
. Similarly, the law of conservation of the species total
canonical momentum can be recovered by setting Q = ψ∗s, namely∫
Γu
d3v
d
dt
[ψ∗sf∗s] = 0 +O
(
εn+1
)
. (4.37)
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In the stationary case this implies the customary species angular momentum conserva-
tion law for the species angular momentum Ltots ≡MsR2ntots Vtots ·∇ϕ. Here the notation
is standard. In particular the velocity moments of the KDF
{
ntots ,V
tot
s ,Π
tot
s
, Ltotcs
}
can
be introduced, to be referred to as species number density, flow velocity, tensor pressure
and canonical toroidal momentum. They are defined by the integrals
∫
Γu
d3vQf∗s, where
Q is now identified respectively with Q =
{
1, vntots ,Ms
(
v −Vtots
) (
v −Vtots
)
, Zsec ψ∗s
}
.
It is worth remarking here that the velocity moments are unique once the KDF f∗s [see
Eq.(4.17)] is prescribed in terms of the structure functions {Λ∗s} . On the other hand,
as a result of Eqs.(4.22) and (4.34), it follows that the stationary fluid moments calcu-
lated in terms of the KDF f∗s are identically solutions of the corresponding stationary
fluid moment equations.
We conclude this section by pointing out that no restrictions can possibly be re-
quired on the KDF and the EM potentials as a consequence of the validity of these
moment equations. Therefore, the only possible constraints on the KDF are necessarily
only those arising from the solubility conditions of the Maxwell equations.
4.8 Constitutive equations for species number density and
flow velocity
In this Section we present the leading-order expressions of the species number density
and flow velocities predicted by the kinetic equilibrium. The calculation of these fluid
moments is required for the subsequent analysis of the Maxwell equations. An explicit
calculation of the moment integrals can be carried out by adopting the perturbative
asymptotic expansion of f∗s described in Section 6.6. This also requires performing an
inverse GK transformation, by expressing all of the guiding-center quantities appearing
in the equilibrium KDF in terms of the actual particle position, according to Eq.(4.13).
Consider first the evaluation of the species flow velocityVtots . Adopting the GK rep-
resentation for the particle velocity, the leading-order contribution to the flow velocity
is found to be
Vs ∼= U+ I
B
(Ωs + ξs)b+
T⊥s
T‖s
[
R2 (Ωs + ξs)∇ϕ−U
] · (1− bb) , (4.38)
where U is the frozen-in velocity defined by Eq.(4.14). Then, ignoring correction of
O (ε), U can be approximated as U ∼= R2Ωo∇ϕ ·
(
1− bb) . Here Ωo is the species-
independent and ψ-flux function (10)
Ω0
(
ψ, εkt
)
≡ c∂ 〈Φ〉
∂ψ
(4.39)
and 〈Φ〉 = κ−1 dϑB·∇ϑΦ denotes the ψ-surface average, with κ−1 ≡ dϑB·∇ϑ . Then, in
terms of the relative toroidal frequency ∆Ωs ≡ Ωs−Ωo, the leading-order flow velocity
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becomes
Vs ∼=
[
Ωo +
T⊥s
T‖s
[∆Ωs + ξs]
]
R2∇ϕ+ [∆Ωs + ξs] I
B
(
1− T⊥s
T‖s
)
b. (4.40)
This implies that Vs can be decomposed in terms of the total toroidal and poloidal
rotation velocities
VTs (ψ, ϑ,Φ) ≡ RΩTs = Vs · eϕ, (4.41)
VPs (ψ, ϑ,Φ) ≡ ΩPs|∇ϑ| = Vs · eP , (4.42)
where eP ≡ ∇ϑ|∇ϑ| , and the corresponding rotation frequencies ΩTs and ΩPs are respec-
tively:
ΩTs = Ωo +
T⊥s
T‖s
[∆Ωs + ξs] + [∆Ωs + ξs]
I2
B2R2
(
1− T⊥s
T‖s
)
, (4.43)
ΩPs = [∆Ωs + ξs]
I
B2J
(
1− T⊥s
T‖s
)
, (4.44)
with 1J ≡ ∇ψ ×∇ϕ · ∇ϑ.
We remark that:
1) To leading-order in ε, the poloidal flow velocity (4.42) is non-zero only in the
presence of temperature anisotropy. More precisely, provided that T⊥sT‖s 6= 1, a non-
vanishing VPs may arise only if ∆Ωs + ξs 6= 0. Therefore, even if Ωs coincides with the
frozen-in frequency Ω0, ΩPs is different from zero if ξs 6= 0.
2) The effect of the contributions ∆Ωs and ξs is analogous, although their physical
origins are different. In particular ∆Ωs represents the departure from the frozen-in
rotation velocity Ωo, while ξs determines the parallel velocity perturbation in the KDF.
3) If the frozen-in condition is invoked, namely Ωs ≡ Ωo, Eq.(4.40) becomes
Vs ∼= ΩoR2∇ϕ+ ξs
[
T⊥s
T‖s
R2∇ϕ+ I
B
(
1− T⊥s
T‖s
)
b
]
, (4.45)
which takes into account both finite poloidal rotation and temperature anisotropy. In
the case of isotropic temperatures, i.e., T⊥sT‖s = 1, this equation provides a purely toroidal
flow given by Vs ∼= (Ωo + ξs)R2∇ϕ. When ξs ≡ 0 this reduces to the customary result
(10), namely Vs ∼= ΩoR2∇ϕ.
Finally, the calculation for the number density ntots is as follows. Neglecting again
first-order diamagnetic and energy-correction contributions, the leading-order species
number density is found to be
ns = ηs (ψ,Φ) exp
[
X̂s − ZseΦ
T‖s
]
, (4.46)
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where
X̂s ≡ Ms2
I2
B2
(Ωs + ξs)
2 − Ms
2
U2 +
[
MsR
2U · ∇ϕ+Zse
c
ψ
]
Ωs +
+
[
Ms
B
c∇ψ · ∇Φ
B
+
Zse
c
ψ
]
ξs +
Ms
2
T⊥s
T‖s
(∆Ωs + ξs)
2
[
R2 − I
2
B2
]
(4.47)
contains the combined contribution of the kinetic energies carried by the rotation fre-
quencies Ωs, ξs and the frozen-in velocity U.
4.9 Quasi-neutrality
In this Section the implications of the quasi-neutrality condition following from the
Poisson equation are investigated. Here by quasi-neutrality we mean that the equation∑
s
Zsen
tot
s = 0 (4.48)
is satisfied asymptotically in the sense that
|∇ ·E|∣∣∣∣∑
s
Zsentots
∣∣∣∣ ∼
O
(
ε2D
)
O (ε)
, (4.49)
with εD ≡ λD∆L ¿ 1 denoting the Debye-length dimensionless parameter, with λD ∼
λDs = τpsvths, ∆L ∼ ∆Ls = ∆tsvths, and ntots being the total species-number density.
We intend to show that the first two terms in the Laurent expansion (4.6) of Φ can be
determined from Eq.(4.48) by prescribing ntots to leading-order in ε, namely in terms
of Eq.(4.46). In particular the following result holds.
THM.1 - Explicit form of the ES potential Φ.
Let us assume that the species KDF is defined by Eq.(4.17) and the finite aspect-
ratio ordering applies. Then, imposing the quasi-neutrality condition (4.48) in the case
of a two-species ion-electron plasma, the following propositions hold:
T11) Correct through O
(
ε0
)
, the ES potential satisfies the asymptotic implicit equa-
tion
Φ ' S (ψ, ϑ,Φ)
e
(
Zi
T‖i
+ 1T‖e
) , (4.50)
where S (ψ, ϑ,Φ) is the source term given by
S (ψ, ϑ,Φ) ≡ ln
(
ηe
Ziηi
)
+
[
X̂e
T‖e
− X̂i
T‖i
]
, (4.51)
with ηs being the species pseudo-density and the quantity X̂s = X̂s (ψ, ϑ,Φ) defined by
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Eq.(4.47).
T12) If the temperatures are non-isotropic, then the species pseudo-density is gen-
erally of the form ηs = ηs (ψ, ϑ,Φ). Instead, in the case of isotropic temperatures,
ηs = ηs (ψ,Φ).
T13) A particular solution consistent with the kinetic constraints is obtained letting
Ziηi = ηe.
T14) In particular, in validity of T1 3, correct through O
(
ε0
)
the ES potential Φ is
uniquely determined by Eq.(4.50) and is necessarily of the form (4.6), where Φ−1 obeys
the equation
Φ−1 (ψ) ∼=
ψ
[
Zi(Ωi+ξi)
T‖i
+ Ωe+ξeT‖e
]
c
(
Zi
T‖i
+ 1T‖e
) , (4.52)
while Φ0 is obtained subtracting Φ−1 from Eq.(4.50).
PROOF - T11 - The proof of the first statement can be obtained from Eq.(4.48)
by substituting for the species number density the leading-order solution given by
Eq.(4.46). T12 - The proof follows by noting that, in validity of the kinetic con-
straint on β∗s, the species pseudo-density is such that ηsT⊥s =
ηs
T⊥s (ψ,Φ). On the
other hand, from the kinetic constraint imposed on α∗s and the prescriptions that
B = B (ψ, ϑ) and T‖s = T‖s (ψ,Φ), it must be that T⊥s is necessarily of the type
T⊥s = T⊥s (ψ, ϑ,Φ). Therefore, the general dependence of the pseudo-density is also
necessarily of the form ηs = ηs (ψ, ϑ,Φ). On the other hand, in the limit of isotropic
temperatures T⊥s = T‖s = Ts (ψ,Φ) and α∗s = 0. The functional dependence of ηs
becomes therefore of the type ηs = ηs (ψ,Φ). T13 - Due to the arbitrariness of the
structure function β∗s, it follows that βe and βi can always be defined in such a way
thatβeβi
T⊥e
T⊥i = 1 even when T⊥i 6= T⊥e. In particular, this constraint is consistent with
the requirement that the ES potential vanishes identically in the absence of toroidal
and poloidal rotations. T14 - By definition the Poisson equation, subject to suitable
boundary conditions, must determine completely (i.e., uniquely) the ES potential Φ.
Therefore, Eq.(4.50) necessarily gives the complete solution, correct through O
(
ε0
)
. In
particular, by inspecting the order of magnitude of the different contributions in the
source term X̂s (ψ, ϑ,Φ), the Laurent expansion (4.6) can be introduced. In particular,
by retaining in X̂s (ψ, ϑ,Φ) only contributions of 1/O (ε), Φ−1 (ψ) is found to obey
Eq.(4.52). Q.E.D.
A fundamental implication of THM.1, and in particular of the validity of Eq.(4.6),
is to assure the consistency of the perturbative σs-expansion as well as the orderings
introduced in Sections 6.3 and 6.4. In fact, let us inspect the order of magnitude (with
respect to the parameter ε) of the r.h.s. of Eq.(4.52). For definiteness, let us assume
that (Ωi + ξi) ∼ (Ωe + ξe) ∼ Ω0, requiring T‖i/T‖e ∼ O
(
ε0
)
and Zi ∼ O
(
ε0
)
. Due to
Eq.(4.39) it follows that the order of magnitude of Φ−1 is Φ−1 ∼ ψΩ0c . On the basis of
this conclusion, the following statement holds.
Corollary to THM.1 - Consistency with the σs-expansion.
Given validity of THM.1 and the quasi-neutrality condition, invoking the previous
assumptions it follows that σi ∼ σe ∼ O (ε).
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PROOF - First, by assumption σi ∼
∣∣∣∣ Mi2 v2thiZieΦ
∣∣∣∣ and σe ∼ ∣∣∣∣ Me2 v2theeΦ ∣∣∣∣. As a consequence,
due to the previous hypotheses σi ∼ σe. Furthermore, due to quasi-neutrality, it follows
that
σi ∼
∣∣∣∣∣Msvthi 12vthiZieψΩ0c
∣∣∣∣∣ ∼
∣∣∣∣∣MsvthiRZieψ
c
∣∣∣∣∣
∣∣∣∣∣ 12vthiΩ0R
∣∣∣∣∣ . (4.53)
The order of magnitude of the two factors on the r.h.s follows from the asymptotic
ordering for the canonical-momentum parameter and the requirement indicated above
that Ω0R ∼ vthi (see also Ref.(10)). It is concluded that, since by construction O (εi) ∼
O (ε),
∣∣∣∣MsvthiRZieψ
c
∣∣∣∣ ∼ O (ε), while ∣∣∣ 12vthiΩ0R ∣∣∣ ∼ O (ε0), which manifestly implies the thesis.
Q.E.D.
The following further remarks are useful in order to gain insight in the previous
results.
1) Eq.(4.50) represents the general solution holding in the case of a two-species
plasma characterized by temperature anisotropy, poloidal and toroidal flow velocities.
2) In Eq.(4.52) all quantities Λ(1)s ≡
{
Ωs, ξs, T‖s
}
can be considered (to leading-
order in ε) as being only ψ-functions, namely of the form Λ(1)s = Λ
(1)
s (ψ). Therefore,
Eq.(4.52) provides an ODE for Φ−1 (ψ).
4.10 The Ampere equation
Let us now investigate the constraints imposed by the Ampere law on the leading-
order current densities and equilibrium flows. Let us consider the case of a two-species
plasma. The following results apply.
THM.2 - Constraints on poloidal and toroidal flows.
Given validity of the asymptotic Vlasov kinetic equation (4.22) for the species KDF
defined by Eq.(4.17), the quasi-neutrality condition (4.48) and the magnetized-plasma
asymptotic orderings (see Section 6.3), for a two-species plasma the following proposi-
tions hold:
T21) The poloidal flow velocity VPs (ψ, ϑ,Φ) may be either species-dependent or
independent. In the first case necessarily the constraint condition
∂
∂ϑ
[∑
s
ZsensVPs (ψ, ϑ,Φ)
]
= 0 (4.54)
must be fulfilled. In the second case, if Eq.(4.54) is not satisfied, the corresponding
total equilibrium current density must vanish identically.
T22) In both cases, the toroidal flow velocity remains species-dependent, so that the
corresponding current density is generally non-vanishing.
T23) Both poloidal and toroidal magnetic fields can be self-generated by the plasma.
PROOF - T21 - Let us consider first the component of Ampere’s equation along
the directions orthogonal to ∇ϕ. This gives the following set of two scalar equations
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for the toroidal magnetic field I∇ϕ:
∂I
∂ψ
=
4pi
c
∑
s
ZsensVPs (ψ, ϑ,Φ) [1 +O (ε)] , (4.55)
∂I
∂ϑ
= 0 +O (ε) , (4.56)
implying manifestly the solubility condition (4.54). Therefore, either the total poloidal
current density is a ψ-function, or the poloidal flow velocity VPs (ψ, ϑ,Φ) must be
species-independent. The first condition can always be satisfied by suitably selecting
the species pseudo-density. In fact, even in validity of T13, the species pseudo-density
can be defined in such a way as to satisfy the constraint (4.54). Therefore, excluding
the null solution, a non-vanishing current density must appear when VPs is species-
dependent.
T22 - The proof of the second statement follows by noting that, when proposition
T21 is valid, the quantity T⊥sT‖s [∆Ωs + ξs] may still remain species-dependent. As a con-
sequence, by direct inspection of Eq.(4.41), it follows that the toroidal current density
is generally non-null.
T22 - Thanks to the previous propositions, it follows that both the toroidal and
poloidal magnetic fields can be self generated. In particular, the self toroidal field
necessarily requires the presence of temperature anisotropy, while the poloidal self field
may arise even in the case of isotropic temperature, due to deviations from the frozen-in
condition Ωs = Ωo and/or parallel velocity perturbations associated to ξs. Q.E.D.
We briefly mention the case of a multi-species plasma. In fact, in collisionless
systems plasma sub-species can be introduced, simply based on the topology of their
phase-space trajectories. For example, different species can be identified distinguishing
between circulating and magnetically-trapped particles. These components can in prin-
ciple be characterized by KDFs carrying different structure functions, and in particular
different poloidal flow velocities. In this case both the poloidal and toroidal flow veloci-
ties remain generally species-dependent. Therefore, the corresponding current densities
may be expected to be non-vanishing.
4.11 Comparisons with literature
An interesting issue is related to comparisons with the literature. For what concerns the
kinetic formulation, the relevant benchmark is represented by Ref.(10), where the theory
of collisional transport in toroidally rotating plasmas was investigated. Although the
conceptual foundations of the perturbative kinetic approach adopted here have already
been exhaustively detailed in Sections 6.2 to 6.10, it is worth analyzing some differences
arising between the two approaches. In detail, besides the inclusion of temperature
anisotropy, parallel and toroidal velocity perturbations as well as the prescription of
the kinetic constraints, the main differences from Ref.(10) are as follows:
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1) The first one lies in the choice of equilibrium KDF. This is related, in particular,
to the different definition adopted here for the dynamical variable H∗s (see Eq.(4.18)).
The motivation for this definition have been detailed in Section 5. This choice permits
one to obtain an explicit analytical solution for the leading-order ES potential Φ−1 (ψ)
(see THM.1), based uniquely on the quasi-neutrality condition rather than imposing
fluid constraints (see Ref.(10)).
2) In the present approach no constraints arising from the moment (i.e., fluid)
equations are placed on the structure functions {Λ∗s} [see Eq.(4.2)] and consequently
on the velocity moments of the KDF f∗s. In particular, in our case, unlike the case of
collisional plasmas treated in Ref.(10), the general form of the equilibrium species-fluid
velocity Vs is merely a consequence of the form prescribed for the equilibrium KDF.
Therefore, it cannot follow from imposing the validity of fluid equations, but only from
the solubility conditions of the Maxwell equations.
3) The analysis of the Ampere equation has been carried out to investigate its
consequences for the toroidal and poloidal species-flow velocities in the presence of
temperature anisotropy (see THM.2). The discussion extends the treatment given in
Ref.(10), where only differential toroidal flows were retained in the kinetic treatment.
Let us now consider, for the sake of reference, also the case of statistical fluid ap-
proaches. Such treatments (including those adopting multi-fluid formulations) typically
do not rely on kinetic closure conditions and/or include FLR as well as perturbative
kinetic effects, such as diamagnetic and energy-correction contributions. Further issues
include:
1) The treatment of kinetic constraints. As shown here, kinetic constraints are
critical for the construction of the KDF. They allow the structure functions to retain,
in principle, both ψ (leading-order) and ϑ (first-order) dependences. The correct func-
tional form of the fluid fields, arising as a consequence of the kinetic constraints, may
not be correctly retained in customary fluid treatments (see for example Refs.(22, 23)).
2) The proper inclusion of slowly time-dependent temperature anisotropies and
pressure anisotropies. As pointed out here, the functional form of the parallel and
perpendicular temperature is related to microscopic conservation laws, in particular
particle magnetic moment conservation. On the other hand, fluid approaches normally
ignore such constraints. Even when kinetic closure conditions are invoked for the pres-
sure tensor (see for example Ref.(23)), their validity may become questionable if they
are not based on consistent equilibrium solutions for the KDF.
3) Another example-case is provided by the kinetic prescription for the expression
of the number density, here shown to exhibit a complex dependence in terms of the ES
potential, centrifugal potential and toroidal and parallel frequencies (for comparison
see Ref.(23)).
4) Finally, the functional form of the poloidal flow velocity may differ from what
can be obtained by adopting a two-fluid approach (22). In particular, in our treatment
the toroidal and parallel rotation frequencies are considered independent of each other,
so that kinetic constraints need to be imposed separately on Ωs and ξs. Furthermore,
according to the kinetic treatment, a non-vanishing equilibrium poloidal flow velocity
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can only appear in the presence of temperature anisotropy.
4.12 Concluding remarks
In this Chapter, a theoretical formulation of quasi-stationary configurations for colli-
sionless and axisymmetric Tokamak plasmas has been presented. This is based on a
kinetic approach developed within the framework of the Vlasov-Maxwell description. It
has been shown that a new type of asymptotic kinetic equilibrium exists, which can be
described in terms of generalized bi-Maxwellian distributions. By construction, these
are expressed in terms of the relevant particle first integrals and adiabatic invariants.
Such solutions permit the consistent treatment of a number of physical properties char-
acteristic of collisionless plasmas. These include, in particular, differential toroidal rota-
tion and finite temperature anisotropy and poloidal flows in non-uniform multi-species
Tokamak plasmas subject to intense quasi-stationary magnetic and electric fields. The
existence of these solutions has been shown to be warranted by imposing appropriate
kinetic constraints for the structure functions which appear in the species distribution
functions. By construction, the theory assures the validity of the fluid moment equa-
tions associated with the Vlasov equation. In particular, the novelty of the approach
lies in the explicit construction of asymptotic solutions for the fluid equations in terms
of constitutive equations for the fluid fields. The approach is based on a perturbative
asymptotic expansion of the equilibrium distribution function, which allows also the de-
termination of diamagnetic and energy-correction contributions. The latter are found
to be linearly proportional to suitable effective thermodynamic forces. Finally, the
constraints placed by the Maxwell equations have been investigated. As a result, the
electrostatic potential has been determined by imposing the quasi-neutrality condition.
Furthermore, it has been shown that non-trivial solutions for the toroidal and poloidal
species rotation frequencies are allowed consistent with the solubility conditions arising
from the Ampere law. The discussion presented here can provide a useful background
for future investigations of Tokamak plasmas.
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Chapter 5
Exact solution of the EM
radiation-reaction problem for
classical finite-size and
Lorentzian charged particles
5.1 Introduction
An unsolved theoretical problem is related to the description of the dynamics of clas-
sical charges with the inclusion of their electromagnetic (EM) self-fields, the so-called
radiation-reaction (RR) problem (Dirac (1), Pauli (2), Feynman (3)). Despite efforts
spent by the scientific community in more than a century of intensive theoretical re-
search, an exact solution is still missing (see related discussion in Ref.(4); for a review
see Refs.(5, 6, 7, 8, 9)). In this regard, of fundamental importance is the construction of
the exact (i.e., non-asymptotic) relativistic equation of motion for a classical charged
particle in the presence of its EM self-field, also known as RR equation. This concerns,
in particular, its treatment in the context of special relativity (SR) and classical electro-
dynamics (CE), namely imposing the following basic physical requirements, hereafter
referred to as SR-CE Axioms:
1 Axiom #1: the Maxwell equations are fulfilled everywhere in the flat space-time
M4⊆R4, with metric tensor gµν . The Minkowski metric tensor is denoted as
ηµν ≡ diag(1,−1,−1,−1). In particular the EM 4-potential Aµ is assumed to be
of class Ck(M4), with k ≥ 2;
2 Axiom #2: the Hamilton variational principle holds for a suitable functional class
of variations {f}. In particular, the Hamilton principle must uniquely prescribe
the particle world-line as a real function rµ(s) ∈ Ck(R), with k ≥ 2 for all s ∈ R.
The RR equation is then determined by the corresponding Euler-Lagrange (E-
89
5. EXACT SOLUTION OF THE EM RADIATION-REACTION
PROBLEM FOR CLASSICAL FINITE-SIZE AND LORENTZIAN
CHARGED PARTICLES
L) equations. Hence, {f} ≡ {fi(s), i = 1, n} is identified with the set of real
functions of class Ck(R), with k ≥ 2:
{f} ≡
{
fi(s) : fi(s) ∈ Ck(R);
i = 1, n; andk ≥ 2
}
, (5.1)
with functions fi(s) (for i = 1, n) to be properly defined. In particular, we shall
require that the action functional is allowed to be of the general form
S1(f, [f ]) ≡
∫ +∞
−∞
dsL1
(
f(s),
df(s)
ds
, [f(s)] ,
[
df(s)
ds
])
. (5.2)
Here L1 denotes a non-local variational particle Lagrangian, by assumption de-
fined on a finite-dimensional phase-space, which depends at most on first-order
derivatives df(s)ds , with f(s) belonging to the functional class {f} , while
{
f(s), df(s)ds
}
and
{
[f(s)] ,
[
df(s)
ds
]}
indicate respectively local and non-local dependencies in
terms of f(s) and df(s)ds ;
3 Axiom #3: the Newton determinacy principle (NDP) holds. This implies the
validity of an existence and uniqueness theorem for the corresponding E-L equa-
tions. As a consequence, there exists necessarily a classical dynamical system,
namely a diffeomorphism
x0 ≡ x (s0)→ x (s) , (5.3)
with x ∈ I and s representing respectively the state of a classical particle and
a suitable proper time, where I ⊆ R is an appropriate finite interval of the real
axis;
4 Axiom #4: the Einstein causality principle (ECP) and the Galilei inertia principle
(GIP) both apply;
5 Axiom #5: the general covariance property of the theory, and in particular the
so-called manifest Lorentz covariance (MLC), i.e., the covariance with respect to
the group of special Lorentz transformations, are satisfied.
Manifestly, these axioms are understood as identically fulfilled, i.e., they must apply
for arbitrary choices of both the initial conditions for the dynamics of the charged
particles and the applied external EM field.
The RR problem was first posed by Lorentz in his historical work (Lorentz, 1892
(10); see also Abraham, 1905 (11)). Traditional approaches are based either on the RR
equation due to Lorentz, Abraham and Dirac (first presented by Dirac in 1938 (1)),
nowadays popularly known as the LAD equation, or the equation derived from it by
Landau and Lifschitz (12) via a suitable “reduction process” , the so-called LL equation.
As recalled elsewhere (4) several aspects of the RR problem - and of the LAD and LL
equations - are yet to find a satisfactory formulation/solution. Common feature of all
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previous approaches is the adoption of an asymptotic expansion for the EM self-field (or
for the corresponding EM 4-potential), rather than of its exact representation. This, in
turn, implies that such methods allow one to determine - at most - only an asymptotic
approximation for the correct RR equation.
For contemporary science the solution of the RR problem represents a fundamental
prerequisite for the proper formulation of all relativistic theories, both classical and
quantum ones, which are based on the description of relativistic dynamics for classical
charged particles.
Since Lorentz famous paper (10) several textbooks and research articles have ap-
peared on the subject of RR. Many of them have criticized aspects of the RR theory,
and in particular the LAD and LL equations (for a review see (5, 6, 7, 8, 9), where
one can find the discussion of the related problems). However, despite contrary claims
(13, 14, 15, 16, 17, 18), rigorous results are scarce (4). In particular, most of pre-
vious investigations concern the treatment of point charges. These are usually based
either on suitable asymptotic approximations or regularization schemes to deal with
intrinsic divergences of the point-charge model. On the other hand, there is no obvious
classical physical mechanism, consistent with the SR-CE axioms, which can explain
the appearance of a finite EM self-force acting on a point charge. This should arise
as a consequence of a finite delay time occurring between the particle position at the
time of the generation of its EM self-field and the instantaneous particle position. It is
well-known, as discovered by Lorentz himself (Lorentz, 1892 (10); see also for example
Landau and Lifschitz, 1951 (12)) that such a force can act on a charged particle only if
the particle itself is actually finite-size. Therefore, although “ad hoc” models based on
the adoption of a finite delay time have been known for a long time (see for example
the heuristic approach to the RR problem by Caldirola, 1956 (18) leading to a delay-
type differential equation), the treatment of extended charge distributions emerges as
the only possible alternative, in analogy with the case of the Debye screening prob-
lem in electrostatics (19). In this regard, a first approach in this direction is provided
by the paper by Nodvik (Nodvik,1964 (20)), where a variational treatment for point
mass particles having finite-size charge distributions was developed. However, charge
and mass are expected to have the same support, as required, for example, by the
energy-momentum conservation law in both special and general relativity. Therefore a
fully consistent relativistic theory should actually be formulated for finite-size particles.
From the analysis of previous literature two important related problems arise:
• Issue #1 - Existence of an exact variational RR equation: this refers to the lack of
an exact RR equation, based on Hamilton variational principle, even for classical
point-particles (or point-masses). In fact, previous approaches have all been based
on approximate (i.e., asymptotic) estimates. Example of this type leading to
the well-known LAD equation (Lorentz, Abraham and Dirac (1, 10, 11, 21))
are those due to Nodvik (20) and Medina (16). A critical aspect of the LAD
equation, as well as of the related LL (Landau and Lifschitz, 1951 (12)) equation,
is that it does not satisfy a variational principle in the customary sense, i.e.,
according to Axiom #2 (4). In particular, the resulting LAD equation is only
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asymptotic and non-variational in the sense of Axiom #2. Instead, the LL is
non-variational, i.e., it does not admit a variational action at all. However, the
problem arises whether, in the context of special relativity, an exact RR equation
actually exists which holds for suitable classical finite-size charged particles, and
for Lorentzian particles as a limiting case, namely finite-size charges having point-
mass distributions. Important related issues follow, such as the possibility for the
resulting equation to admit a standard Lagrangian form in terms of a non-local
effective Lagrangian function, and to be cast in an equivalent conservative form,
as the divergence of an effective stress-energy tensor. Finally, the recovery of the
customary LAD equation in a suitable approximation must be verified.
• Issue #2 - Existence and uniqueness problem: the second issue is related to the
consistency of the variational RR equation with the SR-CE axioms and in particu-
lar with NDP. Therefore, the question arises whether an existence and uniqueness
theorem for the corresponding initial value problem can be reached or not. Clearly
the problem is relevant only for the exact RR equation.
The possible solution of these problems has potential wide-ranging implications
which are related to the description of relativistic dynamics of systems of classical
finite-size particles both in special and general relativity.
5.2 Goals of the investigation
The aim of the research program presented in this Chapter is to provide a consistent
and exact theoretical formulation of the RR problem for classical charged particles with
finite-size charge and mass distributions, addressing precisely issues #1 and #2 (22).
In this investigation the case is considered of extended particles having mass and charge
distributions localized on the same support, identified with a surface shell (see below
for a complete rigorous definition). The result is obtained without introducing any
perturbative or asymptotic expansion for the evaluation of EM self 4-potential and/or
“ad hoc” regularization schemes for its point-particle limit. In particular, finite-size
charge distributions are introduced in order to avoid intrinsic divergences (character-
istic of the point-charge treatment) and achieve an analytical description of the RR
phenomena which is consistent with the SR-CE axioms. A covariant representation
for the EM self 4-potential is obtained, uniquely determined by the prescribed charge
current density. This allows us to point out the characteristic non-local feature of the
EM self-field, which is due to a causal retarded effect, produced by the finite spatial
extension of the charge. Here we shall restrict the analysis to the treatment of charge
and mass translational motion, leaving the inclusion of rotational dynamics to a subse-
quent study. Therefore, a suitable mathematical formulation of the problem is given,
in which spatial rotational degrees of freedom are effectively excluded from the present
investigation. As a further result, it is proved that the exact RR equation obtained
here also holds for classical non-rotating Lorentzian particles (Lorentz, 1892(10)), i.e.,
in the case in which the mass is regarded as point-wise localized and only the charge
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has a finite spatial extension. The approach adopted here is based on the variational
formulation for finite-size charged particles earlier pointed out by Tessarotto et al. (23),
in turn relying on the hybrid form of the synchronous variational principle (24, 25). A
key feature of this variational principle is the adoption of superabundant dynamic vari-
ables (26)(see also related discussion in Sections 5.5 and 5.7). Due to the arbitrariness
of their definition, they can always be identified with the components of the particle
position and velocity 4-vectors rµ and uµ. This also implies that, by construction, the
variational functional necessarily satisfies the property of covariance and MLC. Then,
the corresponding E-L equations yield both the RR equation and also the required
physical realizability constraints for rµ and uµ, which allow one to identify them with
physical observables.
The reference publications for the results presented in this Chapter are Refs.(22, 27).
5.3 Charge and mass current densities
In this section the model of finite-size classical particle is defined, prescribing its mass
and charge distributions, and determining the corresponding covariant expressions for
the charge and mass current densities, both needed for the subsequent developments.
Here we consider the treatment in the special relativity setting.
By definition, the particle is characterized by a positive constant rest mass mo and
a non-vanishing constant charge q, with surface mass and charge densities ρm and ρc
respectively. We shall assume that the mass and charge distributions have supports
∂Ωm and ∂Ωσ. To define the particle mass and charge distributions on ∂Ωm and ∂Ωσ,
let us assume initially that in a time interval [−∞, to] the particle is at rest with respect
to an inertial frame (i.e., that external forces acting on the particle vanish identically).
As a consequence, by assumption in the subset of the space-time M4 ⊆ R4 in which
t ∈ [−∞, to], there is an inertial frame in which both the particle mass and charge
distributions are at rest (particle rest-frame Ro). In this frame, it is assumed that
there exists a point, hereafter referred to as center of symmetry (COS), whose position
4-vector rµCOS ≡ (ct, ro) spans the Minkowski space-time M4 ⊆ R4 and with respect to
which:
1) ∂Ωσ and ∂Ωm are stationary spherical surfaces of radii σ > 0 and σm > 0 of
equations (r− ro)2 = σ2 and (r− ro)2 = σ2m;
2) the particle is quasi-rigid, i.e., the mass and charge distributions are stationary
and spherically-symmetric respectively on ∂Ωm and ∂Ωσ1;
3) in addition, consistent with the principle of energy-momentum conservation (see
further discussion below), the distributions of mass and charge densities are assumed
1In order to warrant the condition of rigidity in a manner consistent with the SR-CE Axioms,
following the literature a possibility is to assume that the extended particle is acted upon by a local
non-EM force “whose precise nature is left unspecified” (see Nodvik (20) and further references indicated
there).
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to have the same support ∂Ωσ ≡ ∂Ωm, hence letting
σm = σ. (5.4)
Finally, the case in which the mass is considered localized point-wise (Lorentzian par-
ticle) is recovered letting σm 6= σ, with σ > 0 and σm = 0. In both cases the particle
mass and charge distributions remain uniquely defined in any reference frame for arbi-
trary particle motion.
In this research, we are concerned only with the investigation of the EM RR phe-
nomenon on the translational dynamical motion of the charged particle. Hence, it is
required that the mass density (and, as a consequence, also the charge density) does
not possess pure spatial rotation, nevertheless still allowing for space-time rotations
(i.e., Thomas precession, see below). For definiteness, let us introduce here the Euler
angles α(s) ≡ {ϕ(s), ϑ(s), ψ(s)} which define the orientation of the body-axis system
K ′ with respect to the rest system K (according to the notations used by Nodvik (20)).
Introducing the generalized velocities dα(s)ds ≡
{
dϕ
ds ,
dϑ
ds ,
dψ
ds
}
, the condition of vanishing
mass and charge spatial rotation in a time interval I ⊆ R is thus prescribed imposing
that the particular solution
α(s) = αo,
dα (s)
ds
≡ 0, (5.5)
holds for all s ∈ I. For a physical motivation for this assumption we refer to the
discussion reported by Yaghjian (21).
Having specified the physical properties of the particle by means of the mass and
charge distributions, we can now move on to obtaining the covariant expression for
the corresponding charge and mass current densities. Since the charge and the mass
have the same support, the mathematical derivation is formally the same for both of
them. For convenience, the charge current jµ(r) is first considered, introducing for it
the representation used by Nodvik. For definiteness, let us denote (20)
s ≡ proper time of the COS,
rµ(s) ≡ COS 4-position,
ζµ ≡ charge element 4-position.
Then, we define the displacement vector ξµ as follows:
ξµ ≡ ςµ − rµ(s), (5.6)
from which we also have that ςµ = rµ(s) + ξµ. The physical meaning of the 4-vector
ξµ is that of a displacement between the particle COS and its boundary, where the
charge is located. According to this representation, ξµ is subject to the following two
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constraints (20):
ξµξµ = −σ2, (5.7)
ξµu
µ(s) = 0, (5.8)
where
uµ(s) ≡ d
ds
rµ(s) (5.9)
is the 4-velocity of the COS. The first equality (5.7) defines the boundary ∂Ωσ =
∂Ωm. The second constraint (5.8) represents instead the constraint of rigidity for the
particle. This implies that in the particle rest frame the 4-vector ξµ has only spatial
components. We can use the information from Eq.(5.7) to define the internal and the
external domains with respect to the mass and charge distributions. In particular, if
we define a generic displacement 4-vector Xµ ∈M4 as
Xµ = rµ − rµ (s) , (5.10)
which is subject to the constraint
Xµuµ(s) = 0, (5.11)
then the following relations hold:
XµXµ ≤ −σ2 : external domain, (5.12)
XµXµ > −σ2 : internal domain,
XµXµ = ξµξµ = −σ2 : boundary location.
To derive the current density 4-vector corresponding to the spherical charged shell
we follow the presentation by Nodvik (20). Consider first the charge-current density
∆jµ(r) corresponding to a charge element ∆q on the shell. This is expressed as follows:
∆jµ(r) = c∆q
∫ 2
1
dζµδ4 (rµ − ζµ) = c∆q
∫ +∞
−∞
ds
[
uµ +
dξµ
ds
]
δ4 (xµ − ξµ) , (5.13)
where
xµ = rµ − rµ (s) . (5.14)
Note that, for the simplicity of the notation, here and in the rest of the Chapter the
symbol r stands for the generic 4-vector rα when used as an argument of a function.
Since the charge does not possess any pure spatial rotation, the relation
dξµ
ds
= Γuµ (5.15)
holds, where Γ ≡ − (duαds ξα) carries the effect associated with the Thomas precession(20).
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The expression for ∆jµ(r) then becomes
∆jµ(r) = c∆q
∫ +∞
−∞
dsuµ [1 + Γ] δ4 (xµ − ξµ) . (5.16)
To compute the total current of the charged shell we express the charge element ∆q
according to the constraint (5.8) as follows: ∆q = qf(|ξ|)δ(ξαuα(s))d4ξ, where d4ξ
is the 4-volume element in the ξ-space. Moreover, f(|ξ|) is referred to as the form
factor, which describes the charge distribution of the moving body. In particular, for a
spherically symmetric distribution this has the following representation:
f(|ξ|) = 1
4piσ2
δ(|ξ| − σ), (5.17)
where |ξ| ≡ ∣∣√ξµξµ∣∣ . The total current density jµ(r) can therefore be obtained by
integrating ∆jµ(r) over d4ξ. We get
jµ(r) ≡ qc
∫ +∞
−∞
dsuµ
∫ 2
1
d4ξf(|ξ|)δ(ξαuα) [1 + Γ] δ4 (xµ − ξµ) =
= qc
∫ +∞
−∞
dsuµf(|x|)δ(xαuα) [1 + Γ] , (5.18)
where
f(|x|) = 1
4piσ2
δ(|x| − σ) (5.19)
with |x| ≡ |√xµxµ| . Then we notice that
δ(xαuα(s)) =
1∣∣∣d[xαuα]ds ∣∣∣δ(s− s1) =
1
|1 + Γ|δ(s− s1), (5.20)
where by definition s1 is the root of the algebraic equation
uµ(s1) [rµ − rµ (s1)] = 0. (5.21)
Combining these relations, it follows that the integral covariant expression for the
charge current density is given by
jµ(r) =
qc
4piσ2
∫ +∞
−∞
dsuµ(s)δ(|x| − σ)δ(s− s1). (5.22)
Finally, an analogous expression for the mass current density jµmass(r) can be easily
obtained from jµ(r) by replacing the total charge q with the total mass mo, thus giving
jµmass(r) =
moc
4piσ2
∫ +∞
−∞
dsuµ(s)δ(|x| − σ)δ(s− s1). (5.23)
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It is worth remarking that in both equations (5.22) and (5.23):
1) the dependence in terms of the 4-position r enters explicitly through |x| = |rµ −
rµ (s) | in the form factor and implicitly through the root s1;
2) consistent with assumption (5.5), possible charge and mass spatial rotations have
been set to be identically zero.
5.4 EM self 4-potential
A prerequisite for the subsequent developments is the determination of the EM self-
potential (A(self)µ ) produced by the spherical charged particle shell introduced here. In
principle the problem could be formally treated by solving the Maxwell equations with
the 4-potential written in terms of a suitable Green function according to standard
methods. Remarkably, the solution can also be achieved in a more straightforward
way based on the relativity principle and the covariance of Maxwell’s equations. This
implies the possibility of obtaining a covariant representation of the EM 4-vector in a
generic reference system once its definition is known in a particular reference frame.
The approach is analogous to the derivation presented by Landau and Lifschitz (12)
for the treatment of a point charge. The solution is provided by the following Lemmas.
Lemma 1 - Covariant representation for A(self)µ (r)
Given validity of the assumptions on the particle structure introduced in the previous
section and the results obtained for the current density, the following statements hold:
L11 : Particle at rest in an inertial frame.
Let us assume that the particle is at rest in an inertial frame S0 and, according to
(5.5), is non-rotating in this frame. By definition, in S0 the 4-vector potential of the
self-field is written as A(self)µ (r) = A
(self)
S0µ
(r) ≡ {Φ(self),0} , where
Φ(self)(r, t) =
{ q
R (R ≥ σ),
q
σ (R < σ),
(5.24)
(rest-frame representation) denote respectively the external and internal solutions with
respect to the boundary of the shell. Here
R ≡ |R| , (5.25)
R = r− r (t′) , (5.26)
with rµ = (ct, r), r′µ = (ct′, r′ ≡ r (t′)), and r, r′ ≡ r (t′) being respectively a generic
position 3-vector of R3 and the (stationary) position 3-vector of the particle COS. It
follows that Φ(self)(r, t) can be equivalently represented as
Φ(self)(r, t) =
{
q
c(t−t′) ≡ qR (R ≥ σ),
q
c(t−t′) ≡ qσ (R < σ),
(5.27)
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where tret ≡ t− t′ is the following positive root
tret ≡ t− t′ =
{
t
(ext)
ret ≡ ±Rc (R ≥ σ),
t
(int)
ret ≡ ±σc (R < σ).
(5.28)
L12 : Particle with inertial motion in an arbitrary inertial frame.
Let us assume that when the particle is referred to an arbitrary inertial frame SI
it has a constant 4−velocity uα ≡ drµ(s′)ds′ . Then, let us require that tret ≡ t − t′ is the
positive root of the delay-time equation
R̂α R̂α = ρ2, (5.29)
with R̂α being the bi-vector
R̂α = rα − rα(t′) (5.30)
and
ρ2 =
{
0 (XαXα ≤ −σ2),
ρ2 ≡ σ2 [1 + XαXα
σ2
]
(XαXα > −σ2), (5.31)
where the displacement vector Xα is defined by Eqs.(5.10) and (5.11). For consistency,
Eq.(5.31) provides the solution Eq.(5.28) when evaluated in the COS comoving frame.
It follows that in the reference frame SI the EM self 4-potential have the internal
and external solutions
A(self)µ (r) =

q
uµbRαuα
∣∣∣
tret=t
(ext)
ret
(XαXα ≤ −σ2),
q
uµbRαuα
∣∣∣
tret=t
(int)
ret
(XαXα > −σ2),
(5.32)
where R̂α is given by Eq.(5.30).
L13 : Particle with a non-inertial motion in an arbitrary frame.
Let us assume that the same particle is now referred to an arbitrary frame in which
it has a time-dependent velocity uµ(t′). In this frame the EM self 4-potential A
(self)
µ (r)
takes the form:
A(self)µ (r) =

q
uµ(t′)bRαuµ(t′)
∣∣∣
tret=t
(ext)
ret
(XαXα ≤ −σ2),
q
uµ(t′)bRαuµ(t′)
∣∣∣
tret=t
(int)
ret
(XαXα > −σ2),
(5.33)
where uµ(t′) is the 4-velociy of the COS with 4-position rα(t′), i.e.,
uµ(t′) ≡ dr
β(t′)
ds′
= γ(t′)
drβ(t′)
cdt′
, (5.34)
and t(ext)ret , t
(int)
ret are the positive roots of the delay-time equation (5.29).
Proof - L11) If the particle is at rest in an inertial frame S0, from the form of the
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charge density (5.22) and the condition of non-rotation (5.5), the EM self 4-potential
is stationary in S0. Hence it takes necessarily the form A
(self)
µ (r) = A
(self)
S0µ
(r) ≡{
Φ(self),0
}
. Thus, denoting
R ≡ |R| , (5.35)
R = r− r
(
t−
∣∣r− r(t− Rc )∣∣
c
)
, (5.36)
with r a generic position 3-vector of R3 and r(t′) ≡ r(t− Rc ) the retarded-time position
3-vector, Φ(self) is written as
Φ(self)(r, t) =
{ q
R (R ≥ σ),
q
σ (R < σ).
(5.37)
In other words, in the external/internal sub-domains (respectively defined by the in-
equalities R ≥ σ and R < σ) the ES potential Φ(self) coincides with the ES potential
of a point charge and a constant potential. In terms of the delay time tret = t = t′
determined by Eq.(5.28) it is immediate to prove Eq.(5.27).
L12) Next, let us consider the same particle referred to an arbitrary inertial frame
SI in which the COS position vector rα(s′) has a constant velocity
uα ≡ uα(s′) = d
ds′
rα(s′) = const. (5.38)
Since by definition A(self)µ (r) is a covariant 4-vector, its form in SI is simply obtained
by applying a Lorentz transformation (12) according to Eq.(5.38). This requires
A(self)µ (r) = q
uµ
R̂αuα
, (5.39)
where R̂α = rα − rα(s′). Denoting s′ ≡ s′(t′) and rα(s′) ≡ (ct′, r(t′)), let us now
impose that t − t′ is the positive root of the delay-time equation (5.29). The external
and internal solutions in this case are given respectively by Eq.(5.32), as can be seen
by noting that when uµ = (1,0) the correct external and internal solutions (5.24) are
recovered.
L13) The proof of the third statement is a basic consequence of the principle of
relativity and of the covariance of the Maxwell equations. In fact we notice that both the
solution (5.32) for the 4-vector potential and Eq.(5.29) for the delay time, which have
been obtained for the specific case of an inertial frame, are already written in covariant
form by means of the 4-vector notation. Hence, according to the principle of relativity,
this solution is valid in any reference system related by a Lorentz transformation, and
for a generic form of the 4-velocity uµ (cf Landau and Lifshitz (12)).
Q.E.D.
We remark that Eq.(5.33) provides an exact representation (defined up to a gauge
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transformation) for the EM self 4-potential generated by the non-rotating finite-size
charge considered here.
On the base of the conclusions of Lemma 1 it follows that A(self)µ (r) can also be
represented by means of an equivalent integral representation as proved by the follow-
ing Lemma.
Lemma 2 - Integral representation for A(self)µ (r)
Given validity of Lemma 1, the EM self 4-potential Eq.(5.33) admits the equivalent
integral representation
A(self)µ (r) = 2q
∫ 2
1
dr′µδ(R̂
αR̂α − ρ2), (5.40)
with ρ2 defined by Eq.(5.31) and r′µ ≡ rµ (s′).
Proof - In fact in the external and internal domains
δ(R̂αR̂α − ρ2) =

δ(s−s′)
2
˛˛˛ bRα dr′αds′ ˛˛˛ (XαXα ≤ −σ2),
δ(s−s′)˛˛˛
2 bRα dr′αds′ + dρ2ds ˛˛˛ (XαXα > −σ2),
(5.41)
where dρ
2
ds =
dXαXα
ds′ = 2Xαuα(s
′) ≡ 0 because of Eq.(5.11), while s′ is determined by
the delay-time equation (5.29). Hence, Eq.(5.40) manifestly implies Eq.(5.33).
Q.E.D.
5.5 The action integral
In this section we derive the Hamilton action functional suitable for the variational
treatment of finite-size charged particles introduced here and the investigation of their
dynamics. As indicated above, the contributions due to pure spatial charge and mass
rotations will be ignored. In this case, the action integral is conveniently expressed in
hybrid superabundant variables (see Tessarotto et al. (26)) as follows:
S1(r, u, χ, [r]) = SM (r, u) + S
(self)
C (r, [r]) + S
(ext)
C (r) + Sχ(u, χ), (5.42)
where SM , S
(self)
C , S
(ext)
C and Sχ are respectively the inertial mass, the EM-coupling
with the self and external fields, and the kinematic constraint contributions. For what
concerns the notation, here r and u represent local depepndencies with respect to the
4-vector position rµ and the 4-velocity uµ, [r] stands for non-local dependencies on the
4-vector position rµ, while χ ≡ χ(s) is a Lagrange multiplier (see also below and the
related discussion in THM.1 of Section 5.7).
Before addressing the explicit evaluation of S1(r, u, χ, [r]) we prove the following
preliminary Lemma concerning the transformation properties of 4-volume elements
under Lorentz transformations.
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Lemma 3 - Lorentz transformations and 4-volume elements
Let us consider a Lorentz transformation (Lorentz boost) from an inertial reference
frame SI to a reference frame SNI whose origin has 4-velocity uµ(s2) with respect to
SI , with s2 being considered here an arbitrary proper time independent of rµ ∈ SI .
By assumption uµ(s2) is constant both with respect to the 4-positions rµ ∈ SI and
r′µ ∈ SNI in the two reference frames. The relationship between the two 4-vectors
rµ ∈ SI and r′µ ∈ SNI is expressed by the transformation law(28)
r′µ = Λµν (uµ(s2)) r
ν , (5.43)
where Λµν (uµ(s2)) is the matrix of the Lorentz boost, which by definition depends only
on the relative 4-velocity uµ(s2) between SI and SNI . Then it follows that the 4-volume
element dΩ ∈ SI is invariant with respect to the Lorentz boost (5.43), in the sense:
dΩ = dΩ′, (5.44)
with dΩ′ ∈ SNI denoting the corresponding volume element in the transformed frame
SNI .
Proof - The proof of this statement follows by considering the general transfor-
mation property of volume elements under arbitrary change of coordinates. Consider
the invariant 4-volume element dΩ ∈ SI and assume a Minkowski metric tensor. By
definition (12), for a generic change of reference frame the volume element transforms
according to the law
dΩ =
1
J
dΩ′, (5.45)
where
J ≡
∣∣∣∣ ∂rµ∂r′µ
∣∣∣∣ (5.46)
is the Jacobian of the corresponding coordinate transformation. In the case considered
here, the Lorentz boost (5.43) is described by the matrix Λµν (uµ(s2)) which depends
only on the 4-velocity uµ(s2), by assumption independent of the coordinates rν and r′ν .
It follows that J ≡ 1, implying in turn Eq.(5.44).
Q.E.D.
We can now proceed to evaluate the various contributions to the action integral
S1(r, u, χ, [r]) defined in Eq.(5.42).
S
(self)
C (r, [r]): EM coupling with the self-field
The action integral S(self)C (r, [r]) containing the coupling between the EM self-field
and the electric 4-current is of critical importance. According to the standard approach
(12), S(self)C is defined as the 4-scalar
S
(self)
C (r, [r]) =
∫ 2
1
dΩ
1
c2
A(self)µ(r)jµ (r) , (5.47)
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where A(self)µ(r) is given by Eq.(5.40), jµ (r) by Eq.(5.22) and dΩ is the invariant 4-
volume element. In particular, in an inertial frame SI with Minkowski metric tensor
ηµν , this can be represented as
dΩ = cdtdxdydz, (5.48)
where (x, y, z) are orthogonal Cartesian coordinates. The functional can be equivalently
represented as
S
(self)
C (r, [r]) =
q
4piσ2c
∫ 2
1
dΩA(self)µ(r)
∫ +∞
−∞
ds2δ(s2 − s1)×
×
∫ +∞
−∞
dsuµ(s)δ(|x (s)| − σ)δ(s− s2), (5.49)
where s1 is the root of the equation
uµ(s1) [rµ − rµ (s1)] = 0. (5.50)
Because of the principle of relativity, the integral (5.47) can be evaluated in an arbitrary
reference frame. The explicit calculation of the integral (5.47) is then achieved, thanks
to Lemma 3, by invoking the Lorentz boost (5.43) to the reference frame SNI moving
with 4-velocity uµ(s2). In this frame, by construction dΩ′ = cdt′dx′dy′dz′ ≡ dΩ.
In particular, introducing the spherical spatial coordinates (ct′, ρ′, ϑ′, ϕ′) it follows
that the transformed spatial volume element can also be written as cdt′dx′dy′dz′ ≡
cdt′dρ′dϑ′dϕ′ρ′2 sinϑ′. In this frame the previous scalar equation becomes
u′µ(s1)
[
r′µ − r′µ (s1)
]
= 0. (5.51)
On the other hand, performing the integration with respect to s2 in Eq.(5.49), it follows
that necessarily s2 = s1, so that from Eq.(5.51) s1 is actually given by
s1 = ct′ = s2. (5.52)
As a result, the integral S(self)C reduces to
S
(self)
C (r
′,
[
r′
]
) =
q
4piσ2c
∫ 2
1
dx′dy′dz′A
′(self)µ(r′)
∫ +∞
−∞
dsu′µ(s)δ(
∣∣x′ (s)∣∣− σ), (5.53)
with x′µ (s) = r′µ − r′µ (s). Moreover
A′(self)µ (r
′) = 2q
∫ +∞
−∞
ds′′u′µ
(
s′′
)
δ(R̂′αR̂′α − ρ′2), (5.54)
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with R̂′α = r′α − r′α(s′′) and, thanks to Lemma 1,
ρ′2 =
{
0 (X ′αX ′α ≤ −σ2),
ρ′2 ≡ σ2
[
1 + X
′αX′α
σ2
]
(X ′αX ′α > −σ2).
(5.55)
Notice here that in S(self)C (r
′, [r′]) the contributions of the external and internal
domains for the self-field can be explicitly taken into account letting
δ(R̂′αR̂′α − ρ′2) = Θ(σ2 + ξαξα)δ(R̂′αR̂′α − σ2 −X ′αX ′α) +
+Θ̂(−ξαξα − σ2)δ(R̂′αR̂′α), (5.56)
with Θ(x) and Θ̂(x) denoting respectively the strong and weak Heaviside step functions
Θ̂(x) =
{
1 x ≥ 0
0 x < 0
(5.57)
Θ(x) =
{
1 x > 0
0 x ≤ 0. (5.58)
On the other hand, the only contribution to the integral (5.53) arises (because of the
Dirac-delta in the current density) from the subdomain for which −ξαξα − σ2 = 0.
Hence, S(self)C simply reduces to the functional form:
S
(self)
C (r
′,
[
r′
]
) =
2q2
4piσ2c
∫ pi
0
dϑ′ sinϑ′
∫ 2pi
0
dϕ′
∫ +∞
0
dρ′ρ
′2 ×
×
∫ +∞
−∞
ds′′u′µ
(
s′′
)
δ(R̂′αR̂′α)
∫ +∞
−∞
dsu′µ(s)δ(
∣∣x′ (s)∣∣− σ).(5.59)
The remaining spatial integration can now be performed letting
ρ′ ≡ ∣∣x′ (s)∣∣ (5.60)
and making use of the spherical symmetry of the charge distribution. The constraints
placed by the two Dirac-delta functions δ(R̂′αR̂′α) and δ(|x′ (s)| − σ) in the previous
equation imply that both R̂′αR̂′α and |x′ (s)| are 4-scalars. Then, introducing the rep-
resentation
R̂′α ≡ r′α − r′α(s′′) = R˜′α + x′α (s) , (5.61)
with
R˜′α ≡ r′α (s)− r′α(s′′), (5.62)
x′α (s) ≡ r′α − r′α (s) , (5.63)
it follows that
R̂′αR̂′α = R˜
′αR˜′α + x
′α (s)x′α (s) + 2R˜
′αx′α (s) (5.64)
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is necessarily a 4-scalar independent of the integration angles (ϕ′, ϑ′) when evaluated on
the hypersurface Σ : R̂′αR̂′α = 0. Similarly, the Dirac-delta δ(|x′ (s)|−σ) warrants that
x′α (s)x′α (s) = −σ2, which is manifestly a 4-scalar too. It then follows that necessarily
R˜′αx′α (s) ≡ 0 (5.65)
(see Ref.(22) for the details of the calculations leading to this result).
Hence, as a result of the integration, the action integral S(self)C is expressed as
S
(self)
C (r
′,
[
r′
]
) =
2q2
c
∫ 2
1
dr′µ
(
s′′
) ∫ 2
1
dr′µ(s′)δ(R˜′αR˜′α − σ2). (5.66)
Finally, since by construction S(self)C is a 4-scalar, it follows that the primes can be
dropped thus yelding the following representation holding in a general reference frame:
S
(self)
C (r, [r]) =
2q2
c
∫ 2
1
drµ (s)
∫ 2
1
drµ(s′)δ(R˜αR˜α − σ2), (5.67)
where for simplicity of notation s′′ has been replaced with s′ and R˜α now denotes
R˜α ≡ rα (s)− rα(s′). (5.68)
It is worth pointing out the following basic properties of the functional S(self)C :
1) it is a non-local functional in the sense that it contains a coupling between the
past and the future of the dynamical system (see Eq.(5.3)). In fact it can be equivalently
represented as
S
(self)
C (r, [r]) =
2q2
c
∫ +∞
−∞
ds
drµ (s)
ds
∫ +∞
−∞
ds′
drµ(s′)
ds′
δ(R˜αR˜α − σ2); (5.69)
2) furthermore, it is symmetric, namely it fulfills the property
S
(self)
C (rA, [rB]) = S
(self)
C (rB, [rA]), (5.70)
where rA and rB are two arbitrary curves of the functional class {f} (see Eq.(5.1)).
S
(ext)
C (r): EM coupling with the external field
The action integral S(ext)C (r) of the EM coupling with the external field is a 4-scalar
defined as
S
(ext)
C (r) =
∫ 2
1
dΩ
1
c2
A(ext)µ(r)jµ (r) , (5.71)
where A(ext)µ(r) is the 4-vector potential of the external field, assumed to be assigned,
and jµ (r) is the current density given by Eq.(5.22). The evaluation of the action integral
S
(ext)
C proceeds exactly in the same way as outlined for S
(self)
C , with the introduction
of the Lorentz boost (5.43), the spherical spatial coordinates and the use of the result
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from Lemma 3. The only difference now is that the vector potential A(ext)µ(r) does
not possess spherical symmetry when evaluated in SNI . As a result, spatial integration
over the angle variables ϑ′ and ϕ′ cannot be computed explicitly. This leads to the
introduction of the surface average EM external 4-potential A(ext)µ, which is defined in
SNI as
A
′(ext)µ (
r′ (s) , |x′|) ≡ 1
4pi
∫ 2pi
0
dϕ′
∫ pi
0
dϑ′ sinϑ′
[
A
′(ext)µ(r′µ(s) + x′µ)
]
, (5.72)
where we have used the relation (5.14). With this definition, the time and radial
integrals can then be calculated using the Dirac-delta functions as outlined for the
self-coupling action integral. After performing a final transformation to an arbitrary
reference frame, this gives the following expression for S(ext)C :
S
(ext)
C (r) =
q
c
∫ 2
1
A
(ext)µ (rµ (s) , σ) drµ(s). (5.73)
Sχ(u, χ): kinematic constraint
The kinematic constraint concerns the normalization of the extremal 4-velocity of
the COS. This is defined as
Sχ(u, χ) ≡
∫ +∞
−∞
dsχ(s) [uµ(s)uµ(s)− 1] , (5.74)
where χ(s) is a Lagrange multiplier.
SM (r, u): inertial mass functional
The action integral SM of the inertial mass for the extended particle is here defined
as the following 4-scalar:
SM (r, u) ≡
∫ 2
1
dΩ
1
c
gµνT
µν
M (r) , (5.75)
where dΩ denotes the invariant 4-volume element and TµνM the stress-energy tensor
corresponding to the mass distribution of the finite-size charged particle. Notice that
the choice of SM is consistent with the customary definition of the stress-energy tensor
Tµν (for a fluid or a field) in terms of Tµν ≡ δLδgµν , with L being a suitable Lagrangian
function and δ representing the variational derivative (12). Therefore, it is natural to
identify SM with the trace of the mass stress-energy tensor for the extended particle.
In particular, the explicit representation of TµνM follows by projecting the mass current
density jµmass(r) given in Eq.(5.23) along the velocity of a generic shell mass-element
parameterized in terms of the proper time s of the COS. We notice that the stress-
energy tensor thus defined is symmetric. By performing the volume integrals as outlined
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before, one obtains for SM (r, u) the final expression:
SM (r, u) ≡
∫ 2
1
mocuµdr
µ (5.76)
holding in an arbitrary reference frame. Concerning this solution, it is worth noting
that, for the treatment of the translational motion of the extended particle, the choice
of SM given by Eq.(5.75) leads to Eq.(5.76) which is formally the same action integral
of a point particle, with the difference that here uµ represents the 4-velocity of the COS
rather than the one of a point mass.
5.6 The variational Lagrangian
From the results of the previous section we can write the action integral S1 as a line
integral in terms of a variational Lagrangian L1(r, [r] , u, χ) as follows [see Eq.(5.2)]:
S1 =
∫ +∞
−∞
dsL1(r, [r] , u, χ). (5.77)
More precisely, L1(r, [r] , u, χ) is defined as:
L1(r, [r] , u, χ) = LM (r, u) + Lχ(u, χ) + L
(ext)
C (r) + L
(self)
C (r, [r]), (5.78)
where
LM (r, u) = mocuµ
drµ
ds
, (5.79)
Lχ(u, χ) = χ(s) [uµ(s)uµ(s)− 1] , (5.80)
L
(ext)
C (r) =
dr
ds
µ q
c
A
(ext)
µ (r(s), σ), (5.81)
denote the local contributions respectively from the inertial, the constraint and the
external EM field coupling terms, while
L
(self)
C (r, [r]) =
2q2
c
dr
ds
µ ∫ 2
1
dr′µδ(R˜
µR˜µ − σ2) (5.82)
represents the non-local contribution arising from the EM self-field coupling.
The conclusion is remarkable. Indeed, although the extended particle can be re-
garded as a continuous system carrying mass and charge current densities, the vari-
ational functional determined here is similar to that of a point particle subject to
appropriate interactions. In fact, because of the rigidity constraint and the spherical
symmetry imposed on the charge and mass distributions, the variational action S1 is
actually reduced from a volume integral to a line integral over the proper time of the
COS. This is realized by means of the volume integration performed in the reference
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frame SNI and thanks to Lemma 3.
The procedure introduces the surface-average operator acting both on the external
and the self EM coupling terms. As a result, the Lagrangian (5.78) must be interpreted
as prescribing the dynamics for the COS of the charged particle in terms of averaged
EM fields, integrating all the force contributions to the translational motion on the
shell. Furthermore, we recall once again the formal analogy between the Lagrangian
LM (r, u) and the one of a point particle, when uµ is interpreted as the 4-velocity of the
point mass rather than that of the COS of the shell. This means that the dynamics
of the finite-size particle is effectively described in terms of a point particle with a
finite-size charge distribution. Hence, the mathematical problem is formally the same
of that for a Lorentzian particle. Therefore, this proves that the particular case of a
Lorentzian particle is formally included in the present description, in the limit in which
the radius of the mass distribution σm is sent to zero while keeping the charge spatial
extension fixed (σ > 0). The conclusion manifestly follows within the framework of
special relativity, in which any possible curvature effects due to the EM field and the
mass of the particle itself are neglected.
5.7 The variational principle and the RR equation
In this section the explicit form of the relativistic RR equation for a non-rotating
charged particle is determined. As pointed out earlier (23), this goal can be uniquely
attained by means of a synchronous variational principle, in analogy with the approach
originally developed for point particles by Nodvik in terms of an asynchronous principle
(Nodvik, 1964 (20)). In particular, we intend to prove that, in the present case, the
exact RR equation can be uniquely and explicitly obtained by using the hybrid syn-
chronous Hamilton variational principle defined in the previous section and given by
Eq.(5.42). In this case the action functional is expressed by means of superabundant hy-
brid (i.e., non-Lagrangian) variables and the variations are considered as synchronous,
i.e., they are performed by keeping constant the particle COS proper time. Taking
into account the results presented in the previous sections, the appropriate form of the
Hamilton variational principle is given by the following theorem:
THM.1 - Hybrid synchronous Hamilton variational principle
In validity of the SR-CE axioms, let us assume that:
1. the Hamilton action S1(r, u, χ, [r]) is defined by Eq.(5.42), with A
(self)
µ given by
Eq.(5.40) and χ(s) being a suitable Lagrange multiplier;
2. the real functions f(s) in the functional class {f} [see Eq.(5.1)] are identified
with
f(s) ≡ [rµ(s), uµ(s), χ(s)] , (5.83)
with synchronous variations δf(s) ≡ f(s)− f1(s) belonging to
{δf} ≡ δfi(s) : δfi(s) = fi(s)− f1i(s);
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i = 1, n and∀f(s), f1(s) ∈ {f} , (5.84)
here referred to as the functional class of synchronous variations;
3. the extremal curve f ∈ {f} of S1, which is the solution of the equation
δS1(r, u, χ, [r]) = 0, (5.85)
exists for arbitrary variations δf(s) (hybrid synchronous Hamilton variational
principle);
4. if rµ(s) is extremal, the line element ds satisfies the constraint ds2 = ηµνdrµ(s)drν(s);
5. the 4-vector field A(ext)µ (r) is suitably smooth in the whole Minkowski space-time
M4;
6. the E-L equation for the extremal curve rµ(s) is determined subject to the con-
straint that the delay-time sret (namely the root of the delay-time equation (5.93)
below) must be chosen consistently with ECP.
It then follows that:
T1 1) If all the synchronous variations δfi(s) ( i=1,n) are considered as being in-
dependent, the E-L equations for χ(s) and uµ following from the synchronous hybrid
Hamilton variational principle (5.85) give respectively
δS1
δχ(s)
= uµuµ − 1 = 0, (5.86)
δS1
δuµ
= mocdrµ + 2χuµds = 0. (5.87)
Instead, the E-L equation for rµ
δS1
δrµ(s)
= 0 (5.88)
yields the following covariant (and hence also MLC) 4-vector, second-order delay-type
ODE:
moc
duµ(s)
ds
=
q
c
F
(ext)
µν (r(s))
drν(s)
ds
+
q
c
F
(self)
µk
(
r (s) , r
(
s′
)) drk(s)
ds
, (5.89)
which is identified with the RR equation of motion for the COS of a spherical shell
non-rotating charge particle. Here
F
(ext)
µν ≡ ∂µA(ext)ν − ∂νA(ext)µ (5.90)
denotes the surface-average [defined according to Eq.(5.72)] of the Faraday tensor car-
ried by the externally-generated EM 4-vector and evaluated at the particle 4-position
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rµ(s). In addition, F (self)µk - in MLC 4-vector representation - is the surface-averaged
Faraday tensor of the corresponding EM self-field, given by
F
(self)
µk = −
2q∣∣∣R˜αuα(s′)∣∣∣
d
ds′
{
uµ(s′)R˜k − uk(s′)R˜µ
R˜αuα(s′)
}
s′=s−sret
. (5.91)
Imposing the constraint ds′ = γ (t′) cdt′, this implies also
F
(self)
µk = −
2q
c
∣∣∣(t− t′)− 1c2 dr(t′)dt′ · (r− r (t′))∣∣∣
d
dt′
 vµ(t′)R˜k − vk(t′)R˜µc2 [(t− t′)− 1
c2
dr(t′)
dt′ · (r− r (t′))
]

t′=t−tret
. (5.92)
Here uµ = dr
µ
ds denotes the COS 4-velocity and v
µ(t) = dr
µ
dt , while sret = s − s′ is the
positive root of the delay-time equation
R˜αR˜α − σ2 = 0. (5.93)
T1 2) The E-L equations (5.86),(5.87) and (5.88) imply that the extremal functional
takes the form
S(r, [r] , u, ) = S1(r, [r] , u, χ(s) = −moc2 ). (5.94)
T1 3) If F
(ext)ν
µ (r) ≡ 0 for all s ≤ s1 ∈ R, a particular solution of Eq.(5.89), holding
for all s ≤ s1 is provided by the inertial motion, i.e.,
drµ(s)
ds
= uµo = const., (5.95)
duµ
ds
= 0, (5.96)
in agreement with the Galilei principle of inertia.
T1 4) The RR equation Eq.(5.89) also holds for a Lorentzian particle having the
same charge distribution of the finite-size particle (σ > 0) and carrying a point-mass
with position and velocity 4-vectors rµ(s), uµ(s).
Proof - T1 1) and T1 2) The proof proceeds as follows. Since ∂∂uµ δ(R˜
αR˜α − σ2) =
∂
∂u′µ δ(R˜
αR˜α − σ2) ≡ 0, the variations with respect to χ(s) and uµ deliver respectively
the two E-L equations (5.86) and (5.87). Hence, the Lagrange multiplier χ must be for
consistency
2χ = −moc, (5.97)
so that, ignoring gauge contributions with respect to χ, the extremal functional S1(r, u, χ, [r])
takes the form (5.94) [statement T1 2]. To prove also Eq.(5.88), we notice that the syn-
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chronous variation of S(self)C has the form
δS
(self)
C = δA+ δB, (5.98)
where
δA ≡ −4q2c ηµν
∫ 2
1 δr
µd
[∫ 2
1 dr
′νδ(R˜αR˜α − σ2)
]
,
δB ≡ 4q2c ηαβ
∫ 2
1 dr
′β ∫ 2
1 dr
αδrµ ∂∂rµ δ(R˜
kR˜k − σ2),
(5.99)
and r′ν ≡ rν (s′) and rν ≡ rν (s). By noting that
d
[∫ 2
1
dr′νδ(R˜αR˜α − σ2)
]
= drk
∫ ∞
−∞
ds′uν(s′)
∂
∂rk
[
δ(R˜αR˜α − σ2)
]
, (5.100)
the variations δA and δB become respectively
δA = −4q
2
c
ηµν
∫ 2
1
δrµdrk
∫ ∞
−∞
ds′uν(s′)
∂
∂rk
[
δ(R˜αR˜α − σ2)
]
, (5.101)
and
δB =
4q2
c
ηαβ
∫ 2
1
drαδrµ
∫ ∞
−∞
ds′uβ(s′)
∂
∂rµ
δ(R˜kR˜k − σ2). (5.102)
Let us now evaluate the partial derivative ∂
∂rk
δ(R˜αR˜α − σ2). Invoking the chain rule,
this becomes
∂
∂rk
δ(R˜αR˜α − σ2) = ∂(R˜
αR˜α)
∂rk
dδ(R˜αR˜α − σ2)
d(R˜αR˜α)
=
dδ(R˜αR˜α − σ2)
ds′
2R˜k
d( eRα eRα)
ds′
, (5.103)
and so
∂
∂rk
δ(R˜αR˜α − σ2) = − R˜k
R˜αuα(s′)
d
ds′
δ(s− s′ − sret)2 ∣∣∣R˜αuα(s′)∣∣∣
 . (5.104)
It follows that
∂
∂rk
δ(R˜αR˜α − σ2) = − R˜k
c2
[
(t− t′)− 1
c2
dr′
dt′ · (r− r′)
] ×
× d
dt′
 δ(t− t′ − tret)2c2γ (t′) ∣∣∣(t− t′)− 1c2 dr(t′)dt′ · (r− r′)∣∣∣
 , (5.105)
where r′ ≡ r(t′), t ≡ t(s) and t′ ≡ t(s′). Substituting Eq.(5.105) into Eqs.(5.101) and
(5.102), and then directly integrating, it follows that δA and δB have the form
δA ≡ 2q
c
ηµν
∫ 2
1
δrµdrk [Bνk ]t′=t−tret , (5.106)
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δB ≡ −2q
c
ηαβ
∫ 2
1
δrµdrα
[
Bβµ
]
t′=t−tret
,
where Bνk is
Bνk ≡ −
q
c
∣∣∣(t′ − t)− 1c2 dr(t′)dt′ · (r′−r)∣∣∣
d
dt′
 vν(t′)R˜kc2 [(t′ − t)− 1
c2
dr(t′)
dt′ · (r− r′)
]
 . (5.107)
Finally, he variation with respect to rµ yields
δS1
δrµ
= −mocduµ(s) + q
c
drkF
(self)
µk +
q
c
[
∂µA
(ext)
ν (r(s))− ∂νA(ext)µ (r(s))
]
drν , (5.108)
where
F
(self)
µk = 2(Bkµ −Bµk), (5.109)
from which Eqs.(5.89)-(5.93) follow. This yields the RR equation being sought, i.e.,
the exact relativistic equation of motion for the translational dynamics of the COS
of a finite-size spherical shell charge particle subject to the simultaneous action of a
prescribed external EM field and of its EM self-field.
T1 3) The proof of Eqs.(5.95)-(5.96) is straightforward. In fact, let us assume that
in the interval [−∞, s1] the motion is inertial, namely that ddsuµ ≡ 0,∀s ∈ [−∞, s1] .
This implies that in [−∞, s1] it must be uµ ≡ u0µ, with u0µ denoting a constant 4-
vector velocity. It follows that ∀s, s′ ∈ [−∞, s1] , rµ(s) = rµ(s′) + u0µ(s′)(s − s′) and
Rµ = u0µ(s)(s− s′). Hence, by direct substitution in Eq.(5.92) we get that vµ(t′)R˜k −
vk(t′)R˜µ = 0, which by consequence implies also that drkHµk ≡ 0 identically in this
case.
T1 4) The proof follows immediately from the definition of Lorentzian particle
given above by noting that in the context of SR the variational particle Lagrangian
L1(r, [r] , u, χ) [see Eq.(5.78)] formally coincides with that of a Lorentzian particle char-
acterized by a finite charge distribution [i.e., with σ > 0], subject to the simultaneous
action of the averaged external and EM self-fields F (ext)µν and F
(self)
µk .
Q.E.D.
We notice that, by assumption, the varied functions f(s) ≡ [rµ(s), uµ(s), χ(s)] are
unconstrained, namely they are solely subject to the requirement that end points and
boundary values are kept fixed. This implies that all of the 9 components of the
variations δf(s), namely δrµ(s), δuµ(s), δχ(s), must be considered independent. On
the other hand, the extremal curves f(s) of S1(r, u, χ, [r]), the solution of the hybrid
Hamilton variational principle, satisfy all of the required physical constraints, so that
only 6 of them are actually independent. In fact, the resulting E-L equations determine,
besides the RR equation (5.89), also the relationship between rµ(s) and uµ(s), namely
uµ(s) =
drµ(s)
ds
, (5.110)
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as well as the physical constraint
uµ(s)uµ(s) = 1. (5.111)
As a consequence, rµ(s) and uµ(s) coincide respectively with the physical 4-position
and 4-velocity of the COS mass particle. Therefore only 3 components of the 4-velocity
are actually independent, while the first component of the 4-position ct can always be
represented in terms of the proper length s (so that only the spatial part of the position
4-vector actually defines a set of independent Lagrangian coordinates).
A further basic feature of the RR equation concerns the validity of GIP and its mean-
ing in this context. In fact, let us assume that the external EM field is non-vanishing
in the time interval I12 ≡ [s1, s2] , while it vanishes identically in I2 ≡ [s2,+∞] . Then,
the inertial solution (5.95) and (5.96) does not hold, by definition, in I12 and is only
achieved in an asymptotic sense in I2, i.e., in the limit s→ +∞. In fact, the non-local
feature of the RR effect prevents the particle from reaching the inertial state in a finite
time interval. It is concluded, therefore, that GIP must be intended as holding in the
past, namely in the time interval s ≤ s1 ∈ R, where by assumption no external EM
field is acting on the particle.
5.8 Standard Lagrangian and conservative forms of the
RR equation
The variational principle presented in THM.1 implies that the E-L equations (5.86)-
(5.89) can be cast in an equivalent way either:
1) in a standard Lagrangian form, namely expressed in the form of Lagrange equa-
tions defined in terms of a suitable non-local effective Lagrangian Leff ;
2) in a conservative form, as the divergence of a suitable effective stress-energy
tensor.
The result is provided by the following theorem.
THM.2 - RR equation in standard Lagrangian and conservative forms
Given validity of THM.1, it follows that:
T2 1) Introducing the non-local real function
Leff ≡ LM (r, u) + Lχ(u, χ) + L(ext)C (r) + 2L(self)C (r, [r]), (5.112)
here referred to as non-local effective Lagrangian, the E-L equations (5.86),(5.87) and
(5.108) take respectively the form
∂Leff
∂χ(s)
= 0, (5.113)
∂Leff
∂uµ(s)
= 0, (5.114)
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d
ds
∂Leff
∂ dr
µ(s)
ds
− ∂Leff
∂rµ(s)
= 0. (5.115)
These will be referred to as E-L equations in standard Lagrangian form.
T2 2) The stress-energy tensor of the system Tµν is uniquely determined in terms
of Leff . As a consequence, the RR equation (5.89) can also be written in conservative
form as
Tµν,ν = 0, (5.116)
where Tµν ≡ T (M)µν + T (EM)µν is the surface-averaged total stress energy tensor, obtained
as the sum of the corresponding tensors for the mass distribution and the EM field
which characterize the system.
Proof - T2 1) The proof follows immediately by noting that the Hamiltonian action
(5.42) defines a symmetric functional with respect to local and non-local dependencies,
i.e., such that
S1(rA, [rB] , u, χ) = S1(rB, [rA] , u, χ). (5.117)
Because the E-L equations (5.113)-(5.115) are written in terms of local partial derivative
differential operators, the effective Lagrangian Leff must be therefore distinguished
from the corresponding variational Lagrangian function L1 which enters the Hamilton
action and which contains non-local contributions. These features imply the definition
(5.112), which manifestly satisfies the E-L equations in standard form (5.113)-(5.115).
T2 2) The proof of this statement is straightforward, by first recalling that the
Lagrangian of the distributed mass is analogous to that of a point mass particle. More-
over, the stress-energy tensor of the total EM field T (EM)µν , to be defined in terms of
Leff according to the standard definition (see for example Landau and Lifshitz (12))
becomes
T (EM)µν = T
(EM−ext)
µν + T
(EM−self)
µν . (5.118)
Then, given validity to the Maxwell equations, it follows that
T (EM)µν,ν = Fµνj
ν =
[
F (ext)µν + F
(self)
µν
]
jν . (5.119)
Gathering the mass and the field contributions, substituting the expressions for F (ext)µν
and F (self)µν obtained in THM.1, and performing the integration over the 4-volume
element finally proves that the equation (5.116) actually coincides with the extremal
RR equation (5.89).
Q.E.D.
The expression (5.116) represents the conservative form of Eq.(5.89), and hence
- consistent with the surface integration procedure here adopted - it holds for the
surface-averaged EM external and self-fields F (ext)µν and F
(self)
µν , defined respectively by
Eqs.(5.90) and (5.91). It is important to remark that the result holds both for finite-size
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and Lorentzian particles. On the other hand, a local form of the conservative equation
- analogous to Eq.(5.116) - and holding for the local EM fields is in principle achievable
too. However, this last conclusion generally applies only to finite-size particles with the
same support for the mass and charge distributions, i.e., for which Eq.(5.4) holds.
5.9 Short delay-time asymptotic approximation
In this section the asymptotic properties of the RR equation are addressed, consider-
ing the customary approximation in the treatment of the problem, which leads to the
LAD equation (Dirac, 1938 (1)). This is the power-series expansion of the retarded
EM self-potential in terms of the dimensionless parameter ² ≡ (s−s′)s , to be assumed
as infinitesimal (short delay-time ordering), s− s′ denoting the proper-time difference
between observation (s) and emission (s′). The same approach was also adopted by
Nodvik (20) in the case of flat space-time and by DeWitt and Brehme (29) and Crowley
and Nodvik (30) in their covariant generalizations of the LAD equation valid in curved
space-time. It is immediate to show that the following result holds:
THM.3 - First-order, short delay-time asymptotic approximation
Let us introduce the 4-vector Gµ defined as
dsGµ =
q
c
F
(self)
µk dr
k, (5.120)
and invoke the asymptotic ordering
0 < ²¿ 1. (5.121)
Then:
T3 1) Neglecting corrections of order ²N , with N ≥ 1 (first-order approximation),
the following asymptotic approximation holds for Gµ
Gµ ∼=
{
−moEMc d
ds
uµ + gµ
}
[1 +O(²)] , (5.122)
where gµ denotes the 4-vector
gµ =
2
3
q2
c
[
d2
ds2
uµ − uµ(s)uk(s) d
2
ds2
uk
]
, (5.123)
with
moEM ≡ q
2
2c2σ
(5.124)
being the leading-order EM mass.
T3 2) The point-charge limit of the RR equation (5.89) does not exist.
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Proof - T3 1) The proof is straightforward and follows by performing explicitly the
perturbative expansion with respect to ². By dropping the terms which vanish in the
limit ²→ 0, this yields Eq.(5.122). The proof of T3 2), instead, follows by noting that
the limit obtained by letting
σ → 0+ (5.125)
(point-charge limit) is not defined, since
lim
σ→0+
moEM =∞. (5.126)
Q.E.D.
As basic consequences, in the first-order approximation the RR equation (5.89)
recovers the LAD equation. Moreover, in a similar way, by introducing a suitable
approximate reduction scheme, also the LL equation (Landau and Lifschitz, 1951 (12))
can be immediately obtained.
5.10 The fundamental existence and uniqueness theorem
THMs.1 and 2 of this Chapter show that in the presence of RR the non-local Lagrangian
system {x, L} admits E-L equations [Eq.(5.89)] which are of delay differential type.
This feature is not completely unexpected, since model equations of this type have been
proposed before for the RR problem (see for example (18)). In general, for a delay-type
differential equation there is nothing similar to the existence and uniqueness theorem
holding for an initial condition of the type
x(so) = xo. (5.127)
In fact, no finite set of initial data is generally enough to determine a unique solu-
tion. The possibility of having, under suitable physical assumptions, an existence and
uniqueness theorem therefore plays a crucial role in the proper formulation of the RR
problem. In fact, for consistency with the SR-CE axioms, and in particular with NPD,
the existence of a classical dynamical system (5.3) must be warranted. The result
can be obtained by requiring that there exists an initial time so before which for all
s < so the particle motion is inertial (see also the related discussion in Ref.(18)). The
assumption has also been invoked to define the particle mass and charge distributions
(see Section 5.3). In view of THM.1 this happens if the external EM force vanishes
identically for all s < so and is (smoothly) “turned on” at s = so. In this regard, we
here point out the following theorem:
THM.4 - The fundamental theorem for the RR equation
Given validity of THM.1, let us assume that:
1. REQUIREMENT #1: at time to the initial condition (5.127) holds;
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2. REQUIREMENT #2: the external force F (ext)µν (r, s) is of the form F
(ext)
µν (r, s) =
Θ(s−so)F (ext)1µν (r)), i.e., F (ext)µν is “turned on” at the proper time s = so. In partic-
ular we shall take F (ext)µν (r, s) to be a smooth function of s, of class C
k
(
M4 × I),
with k ≥ 1;
3. REQUIREMENT #3: more generally, let us require that for an arbitrary initial
state x(s1) = x1 ∈ Γ there always exists {x(so) = xo, so} ∈ Γ× I, with so = s1−
sret, such that at time so, x(so) is inertial, i.e., before so the external force F
(ext)
µν
vanishes identically, so that the dynamics is of the form provided by Eqs.(5.95)-
(5.96).
It then follows that the solution of the initial-value problem (5.89)-(5.127), subject to
REQUIREMENTS #1-#3, exists at least locally in a subset I ≡ [−∞, s0]∪ [s0, sn] ⊆ R
with [s0, sn] a bounded interval, and is unique (fundamental theorem).
Proof - Eq.(5.89) can be cast in the form of a delay-differential equation, i.e.,
dx(s)
ds
= X(x(s),x(s− sret), s), (5.128)
subject to the initial condition
x(so) = xo. (5.129)
Here x(s) and x(s−sret) denote respectively the “instantaneous” and “retarded” states
x(s) and x(s − sret), while X(x(s),x(s − sret), s) is a suitable C2 real vector field
depending smoothly on both of them. The proof of local existence and uniqueness for
Eq.(5.128), with the initial conditions (5.129) and the Requirements #1-#3, requires
a generalization of the fundamental theorem holding for ordinary differential equations
(in which the vector field X depends only on the local state x(s)).
Let us first consider the case in which the solution x(s) of the initial-value problem
(5.128) and (5.129) is defined in the half-axis [−∞, so] : by assumption this solution
exists, is unique and is that of inertial motion [see Eqs.(5.95)-(5.96)].
Next, let us consider the proper time interval Io,1 ≡ [so, s1 ≡ so + sret] . Thanks to
the Requirement #3, by assumption in Io,1 the particle is subject only to the action
of the external force (produced by A(ext)µ ), since F
(self)
µν vanishes by definition if s <
so + sret. Hence, in the same time interval the solution exists and is unique because
the differential equation (5.128) is of the form
dx(s)
ds
= Xext(x(s), s), (5.130)
withXext(x(s), s) being, by assumption, a smooth vector field (see THM.1). Eq.(5.130)
is manifestly a local ODE for which the fundamental theorem (for local ODEs) holds.
Hence, existence and uniqueness is warranted also in Io,1.
Finally, let us consider the sequence of proper time intervals Ik,k+1 ≡ [sk, sk+1 = sk + sret] ,
for the integer k = 1, 2, 3...n, where n ≥ 2. In this case, for any proper time s ∈ Ik,k+1,
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the advanced-time solution x(s− sret) appearing in the vector field X ≡ X(x(s),x(s−
sret), s) can be considered as a prescribed function of s, determined in the previous
time interval Ik,k−1. Therefore, X is necessarily of the form X ≡X̂(x(s), s), so that
for s > s1, Eq.(5.128) can be viewed again as a local ODE. We conclude that, thanks
to the fundamental theorem holding for local ODEs, the local existence (in a suitable
bounded proper time interval I ≡ [s1, sn]) and uniqueness of solutions of the problem
(5.128)-(5.129) is assured under the Requirements #1-#3. This proves the statement.
Q.E.D.
5.11 Conclusions
In this Chapter we have shown that the RR problem originally posed by Lorentz for
classical non-rotating finite-size and Lorentzian particles can exactly be solved analyt-
ically within the SR setting.
For these particles, the resulting relativistic dynamics in the presence of the RR
force, i.e., the classical RR equation, has been found analytically by taking into ac-
count the exact covariant form of the EM self 4-potential. In particular, this has been
uniquely determined consistently with the basic principles of classical electrodynamics
and special relativity. In addition, the RR equation has been proved to be variational
in the functional class of synchronous variations (5.1) with respect to the Hamilton
variational principle, defined in terms of a non-local variational Lagrangian function.
The same equation has been shown: 1) to admit the standard Lagrangian form in
terms of the non-local effective Lagrangian Leff ; 2) to admit a conservative form; 3) to
recover the usual asymptotic LAD and LL equations in the first-order short delay-time
approximation; 4) not to admit the point-charge limit. From the mathematical point
of view, the RR equation is a delay-type second order ODE, which fulfills GIP in the
sense of THM.1, relativistic covariance and MLC. As a consequence, provided suitable
physical requirements are imposed, the initial-value problem for the RR equation is
well-posed, defining the classical dynamical system required by NDP.
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Chapter 6
Hamiltonian formulation for the
classical EM radiation-reaction
problem: Application to the
kinetic theory for relativistic
collisionless plasmas
6.1 Introduction
An open problem in relativistic theories is related to the Hamiltonian description of
particle dynamics for which non-local interactions typically occur. In this regard, a
basic difficulty which is usually met is the lack of a Hamiltonian formalism for non-
local Lagrangian systems. In fact, for arbitrary non-local Lagrangians it is generally
impossible to define the notion of Legendre transformation (1). As a consequence even
the phase-space itself may not be well-defined.
Most approaches to the construction of a Hamiltonian formalism for non-local first-
order Lagrangians have tried to change the functional part of the Euler-Lagrange equa-
tions (2, 3, 4, 5). In principle this delivers infinite-order Euler-Lagrange equations and a
corresponding infinite-dimensional phase-space. As an alternative, a finite dimensional
phase-space can be recovered by introducing appropriate asymptotic approximations,
i.e., truncating the expansion of the Lagrangian in terms of finite-order derivatives
(4, 6).
A typical situation of this kind occurs for the relativistic equation of motion for
single isolated charged particles, subject both to external and self EM forces, namely
the radiation-reaction (RR) equation. There is an extensive literature devoted to this
subject, most of which dealing with point charges. As remarked by Dorigo et al.
(7), customary formulations based either on the LAD (8, 9, 10) or LL (11) equations
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are asymptotic, i.e., obtained by means of asymptotic expansions of different sort.
In particular, as a consequence it follows that the LAD equation is represented by a
third-order ODE, so that it does not admit a Hamiltonian formulation in the customary
sense (12, 13). The LL, instead, is intrinsically non-variational, although it is a second-
order differential equation, being obtained by means of a one-step “reduction process”
from the LAD equation (7). As a consequence, the LAD equation does not define a
dynamical system in the customary sense, since it requires, for non-rotating particles,
a 12-dimensional phase-space involving also the particle acceleration. Therefore, for
different reasons, both the LAD and LL equations are manifestly non-Hamiltonian.
In particular, for the LL equation, this implies that the corresponding phase-space
volume is not conserved. Moreover, within these treatments particles are treated as
point-like, so that non-local EM effects produced by the RR self-interaction may remain
undetermined.
Fundamental problems arise when attempting to formulate classical statistical me-
chanics (CSM) for systems of relativistic charged particles based on the LAD or LL
equations. In fact even the proper axiomatic formulation of the relativistic CSM for ra-
diating particles is missing. This requires the precise identification of the corresponding
phase-space and the definition of an invariant probability measure on this set. For a
system of charged particles subject solely to an external EM field and the RR self-force
this involves the construction of a Vlasov kinetic treatment. In this regard, important
issues concern:
1) The lack of a standard Hamiltonian formulation of relativistic CSM based on
such asymptotic equations, which implies the lack of a flow-preserving measure. This
feature is shared by both the LAD and LL equations.
2) The proper definition of a phase-space. The problem is relevant for the LAD
equation. In fact, although the construction of kinetic theory is still formally possible
(14, 15), the corresponding fluid statistical description seems inhibited.
3) The explicit dependence of the kinetic distribution function (KDF) in terms of the
retarded EM self 4-potential are excluded. In fact, in the LAD and LL approximations
the self-potential does not appear explicitly (see for example Refs.(16, 17)). Indeed,
within the point-particle model, underlying both treatments, the retarded self-potential
is divergent.
On the other hand, for the fluid treatment:
1) The precise form of the fluid closure conditions may depend on the approxima-
tions adopted in the kinetic description for the representation of the EM RR self-force.
An example-case is provided by Ref.(17) where relativistic fluid equations are obtained
based on the LL equation. As a result, it was found that, with the exception of the
continuity equation, all moment equations involve higher-order fluid moments associ-
ated to the RR self-force. It is unclear whether this is an intrinsic physical feature of
the RR interaction or simply a result of the approximations involved.
2) The fluid fields may in principle depend implicitly on the EM self 4-potential.
In the framework of the LL equation it is unclear how such an effect can be dealt
with. However, the treatment of such effects seems to present objective difficulties.
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In fact, in principle non-local effects might arise in this way in which retarded velocity
contributions appear in the kinetic equation. In such a case the explicit construction of
fluid equations would be ambiguous (and might involve an infinite set of higher-order
moments).
The interesting question is whether these difficulties can be overcome in physi-
cally realizable situations, namely for exactly solvable classical systems (of particles)
for which the relativistic equations of motion are both variational and non-asymptotic.
The prerequisite is provided by the possibility of constructing an exact representation
for the RR equation for a suitable type of classical charged particles. In the past, their
precise identification with physically-realizable systems has remained elusive because of
the difficulty of the problem. However, as pointed out in the previous Chapter (see also
Tessarotto et al. (18) and Cremaschini et al. (19)) in the framework of special relativ-
ity an exact variational RR equation can be obtained for classical finite-size charged
particles. This refers to particles having a finite-size mass and charge distributions
which are quasi-rigid, non-rotating, spherically symmetric and radially localized on a
spherical surface ∂Ω having a finite radius σ > 0 (see (20) and the related discussion
in Ref.(19)). In this formulation, contrary to the point-particle case, the retarded EM
self 4-potential is well-defined, namely, it does not diverge, and can be determined an-
alytically. As shown in Ref.(19), it follows that the RR equation is variational and the
corresponding Hamilton variational functional is symmetric with respect to the non-
local contributions. The latter are due to the retarded EM self interaction arising from
the finite spatial extension of the charge distribution. As a consequence, the resulting
exact RR equation is a second-order delay-type ODE which admits a Lagrangian formu-
lation in standard form (see discussion below). Furthermore, under suitable conditions,
the same equation defines a classical dynamical system (RR dynamical system).
In this Chapter it is proved that, based on the results of Ref.(19) exposed in the pre-
vious Chapter, the RR dynamical system admits also a Hamiltonian representation in
terms of an effective non-local Hamiltonian function Heff . This implies that the exact
RR equation can also be cast in the equivalent standard Hamiltonian form represented
by first-order delay-type ODEs
drµ
ds
=
∂Heff
∂Pµ
, (6.1)
dPµ
ds
= −∂Heff
∂rµ
, (6.2)
with y = (rµ, Pµ) denoting, in superabundant variables, the particle canonical state
which spans the eight-dimensional phase-space Γ ≡ Γr × Γu, where Γr and Γu are
respectively the Minkowski M4-configuration space and the 4-dimensional velocity-
space, both with metric ηµν ≡ diag (1,−1,−1,−1). Remarkably, here it is found that
the Hamiltonian structure can be retained also after the introduction of a suitable
short delay-time approximation of the RR force. The result is an intrinsic feature of
the extended particle model adopted in the present treatment.
As a consequence, the statistical description of the RR dynamical system follows
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in a standard way. In particular, here both the exact and asymptotic kinetic and fluid
formulations are reported. These are developed for collisionless relativistic plasmas in
the Vlasov-Maxwell description, including consistently the contribution carried by the
RR self-field. Applications of the theory here developed concern:
1) The kinetic and fluid treatments of relativistic astrophysical plasmas observed,
for example, in accretion disks, relativistic jets, active galactic nuclei and mass inflows
around compact objects.
2) The kinetic and fluid treatments of laboratory plasmas subject to ultra-intense
and pulsed-laser sources.
The reference publications for the results presented in this Chapter are Refs.(21, 22).
6.2 Non-local Lagrangian formulation
The natural mathematical apparatus for an abstract description of Lagrangian and
Hamiltonian mechanics is that of variational principles, whose methods have been stud-
ied for a long time by mathematicians and can be found in the textbooks. Nevertheless,
actual problems of interest in classical relativistic dynamics involving the treatment of
non-local interactions have escaped a solution. In particular, in the literature the
prevailing view is that, while a non-local variational formulation is possible, a corre-
sponding Hamiltonian representation is generally excluded. In the following we intend
to point out that for a particular class of non-local Lagrangian systems the problem can
be given a complete solution. The latter correspond to variational problems in which
the variational functional is symmetric. To this end, in this section we briefly recall
basic notions holding for local and non-local Lagrangian systems. This task represents
a necessary prerequisite for the establishment of a corresponding Hamiltonian formu-
lation and for the subsequent investigation of the Hamiltonian dynamics of finite-size
charged particles with the inclusion of the RR self-force.
Definition #1 - Local and non-local Lagrangian systems.
A local (respectively, non-local) Lagrangian system is defined by the set {x, L} such
that the following conditions are satisfied.
1. x ≡
(
rµ (s) , dr
µ(s)
ds
)
is the Lagrangian state spanning the Lagrangian phase space
ΓL ⊆ R2N .
2. The Lagrangian action functional S is a 4-scalar of the form
S =
∫ s2
s1
dsL, (6.3)
with L to be referred to as variational Lagrangian function. In particular, the
functional dependencies of S and L are respectively of the form:
• S ≡ S0 (r) and L ≡ L0
(
r, drds
)
for local systems;
124
6.2 Non-local Lagrangian formulation
• S ≡ S1 (r, [r]) and L ≡ L1
(
r, drds , [r]
)
for non-local systems, with [r] denoting
non-local dependencies.
3. In the functional class
{rµ} ≡ {rµ(s) : rµ(si) = rµi , si ∈ I, i = 1, 2, s1 < s2, rµ(s) ∈ C2(I)} , (6.4)
the synchronous variations δrµ(s) are considered independent and vanish at the
endpoints rµ(si) = r
µ
i . Hereafter δ denotes, as usual, the Frechet functional
derivative. For a synchronous variational principle the interval ds is such that
δds = 0 and is subject to the constraint
ds2 = gµνdrµ (s) drν (s) , (6.5)
where rµ (s) are the extremal curves.
4. The Lagrangian action (6.3) admits a unique extremal curve rµ(s) such that,
for all synchronous variations δrµ(s) in the functional class (6.4) the Hamilton
variational principle
δS = 0 (6.6)
holds identically. For non-local systems the non-local Lagrangian must be suitably
constructed in such a way that the extrema curves rµ (s) satisfy the constraint
(6.5).
In particular, for local systems the extremal curves of S0 are provided by the
Euler-Lagrange (E-L) equations
δS0
δrµ
≡ Fµ(r)L0 = 0, (6.7)
where, for an arbitrary set of Lagrange coordinates qµ, Fµ(q) denotes the E-L
differential operator
Fµ(q) ≡ d
ds
∂
∂
(
d
dsq
µ (s)
) − ∂
∂qµ
. (6.8)
On the other hand, for non-local systems the extremal curves of the functional
S1 are provided by the Euler-Lagrange equations
δS1
δrµ
≡ δS1
δrµ
∣∣∣∣
[r]
+
δS1
δ [rµ]
∣∣∣∣
r
= 0, (6.9)
where δS1δrµ
∣∣∣
[r]
and δS1δ[rµ]
∣∣∣
r
carry respectively the contributions due to the local and
non-local dependencies.
Definition #2 - Non-local Lagrangian systems in standard form.
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A non-local Lagrangian system {x, L1} will be said to admit a standard form if the
variational derivative (6.9) yields the E-L equations in the standard form:
δS1
δrµ
+
δS1
δ [rµ]
≡ Fµ(r)Leff = 0, (6.10)
with
Leff ≡ Leff
(
r,
dr
ds
, [r]
)
(6.11)
denoting a suitable effective non-local Lagrangian.
On the base of these definitions, the following theorem holds.
THM.1 - Non-local and Effective Lagrangian functions
Given validity of the definitions #1 and #2, it follows that:
T1 1) The non-local Lagrangian L1 and the effective Lagrangian Leff are generally
different, namely
L1 6= Leff . (6.12)
T1 2) If S1 (r, [r]) admits the general decomposition
S1(r, [r]) = Sa(r) + Sb(r, [r]), (6.13)
with Sa(r) ≡
∫ s2
s1
dsLa
(
r, drds
)
and Sb(r, [r]) ≡
∫ s2
s1
dsLb
(
r, drds , [r]
)
, and moreover Sb(r, [r])
defines a symmetric functional such that
Sb(r, [r]) = Sb([r] , r), (6.14)
then the effective Lagrangian Leff is related to the variational non-local Lagrangian
L1 ≡ La + Lb as
Leff = La + 2Lb = L1 + Lb. (6.15)
Proof - T11) The proof is an immediate consequence of Eqs.(6.9) and (6.10). In
fact, by definition the E-L differential operator Fµ(r) is a local differential operator
that is required to preserve its form also for non-local systems. On the other hand,
the variational derivative (6.9) is different from (6.7). Hence, in order to write the E-L
equations associated to the non-local function L1 in standard form, a suitable effective
Lagrangian Leff must be introduced, which must differ from L1 and be expressed in
such a way that the non-local dependencies contained in L1 can be equivalently treated
by means of Fµ(r).
T12) The proof follows by inspecting the general definition (6.9). In this case, in
view of the symmetry property (6.14), it follows manifestly that
δS1
δrµ
≡ δS1
δrµ
∣∣∣∣
[r]
+
δS1
δ [rµ]
∣∣∣∣
r
=
δSa
δrµ
∣∣∣∣
[r]
+ 2
δSb
δrµ
∣∣∣∣
[r]
= 0. (6.16)
Then, by comparing this relation with the definitions both of the E-L differential oper-
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ator (6.8) and the standard form representation of the E-L equations (6.10), it follows
that the effective Lagrangian Leff takes necessarily the form given in Eq.(6.15). This
completes the proof of the statement.
Q.E.D.
A basic consequence of Definition #2 and THM.1 concerns the covariance property
of the E-L equations (6.10). The result is stated in the following Corollary.
Corollary 1 to THM.1 - Covariance of the E-L equations for arbitrary
point transformations.
The Euler-Lagrange equations (6.10) are covariant with respect to arbitrary point
transformations
rµ → qµ(r) (6.17)
represented by a diffeomeorphism of class Ck, with k ≥ 2, which requires they are of
the form
Fµ(q)L˜eff =
∂rν
∂qµ
Fν(r)Leff = 0, (6.18)
with L˜eff denoting
L˜eff
(
q,
dq
ds
, [q]
)
≡ Leff
(
r,
dr
ds
, [r]
)
. (6.19)
As a consequence, Eq.(6.10) satisfies also the covariance property with respect to arbi-
trary infinitesimal Lorentz transformations (Manifest Lorentz Covariance).
Proof - The Euler-Lagrange equations (6.10) are by definition covariant provided
the variational Lagrangian L1
(
r, drds , [r]
)
is a 4-scalar (as it is by construction). Then, it
is sufficient to represent the Lagrangian action in terms of the Lagrangian coordinates
qµ, yielding
S˜1(q, [q]) ≡ S1(r, [r]), (6.20)
with S˜1(q, [q]) denoting the transformed action
S˜1(q, [q]) =
∫ s2
s1
dsL˜1
(
q,
dq
ds
, [q]
)
(6.21)
and L˜1 denoting the transformed variational non-local Lagrangian. Hence, the Hamil-
ton variational principle δS˜1(q, [q]) = 0 yields precisely the E-L equations (6.18). This
proves the statement. The covariance property of Eqs.(6.10) with respect to point
transformations (6.17) includes, as particular case, Lorentz transformations. There-
fore, Eqs.(6.10) are also Manifestly Lorentz Covariant (MLC).
Q.E.D.
We notice the following notable features of this treatment:
1) In general, in absence of any kind of symmetry, a non-local Lagrangian system
does not admit a standard form representation in terms of the effective Lagrangian
Leff (1).
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2) As shown in T12, the possibility of getting an explicit relationship between L1
and Leff is a consequence solely of the symmetry property (6.14) of the functional Sb.
This also proves the existence of Leff and, as a consequence, of the standard form
representation for non-local systems satisfying Eq.(6.14).
3) The symmetry assumption (6.14) can be effectively realized in physical systems.
As it will be shown below, this condition is satisfied by the variational functional which
describes the dynamics of finite-size classical charged particles with the inclusion of the
RR effects associated to the interaction with the EM self-field.
6.3 Non-local Hamiltonian formulation
In this section we deal with the basic features concerning the Hamiltonian formula-
tion for non-local systems which admit a variational treatment in terms of non-local
Lagrangian functions. This requires the introduction of the following preliminary defi-
nitions.
Definition #3 - Local and non-local Hamiltonian systems.
A local (respectively, non-local) Lagrangian system {x, L} is said to admit a local
(non-local) Hamiltonian system {y ≡ (rµ,pµ),H} provide the following conditions are
satisfied.
1. The variational Hamiltonian H is defined as the Legendre transformation of the
local (non-local) variational Lagrangian L
H = pµ
drµ
ds
− L, (6.22)
with
pµ =
∂L
∂ dr
µ
ds
(6.23)
being the corresponding canonical momentum, with corresponding action func-
tional SH ≡
∫ s2
s1
ds
[
pµ
drµ
ds −H
]
.
2. It is assumed that H is respectively of the form:
• H ≡ H0 (r, p) for local systems;
• H ≡ H1 (r, p, [r]) for non-local systems, namely it is a local function of (r, p)
and a functional of [r].
The corresponding Hamilton action functionals are denoted respectively as
SH0(r, p) =
∫ s2
s1
ds
[
pµ
drµ
ds
−H0
]
(6.24)
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for local systems, and as
SH1(r, p, [r]) =
∫ s2
s1
ds
[
pµ
drµ
ds
−H1
]
(6.25)
for non-local systems.
3. In the functional class
{y ≡ (rµ,pµ)} ≡
{
y(s) : y(si) = yi, si ∈ I, i = 1, 2, s1 < s2,y(s) ∈ C2(I)
}
(6.26)
the synchronous variations (δrµ(s), δpµ(s)) are all considered independent and
vanish at the endpoints y(si) = yi. By assumption, synchronous variations imply
that δds = 0, with the interval ds satisfying the constraint
ds2 = gµνdrµ (s) drν (s) , (6.27)
where rµ (s) are the extremal curves.
4. The modified Hamilton variational principle
δSH = 0 (6.28)
with variations (δrµ(s), δpµ(s)) is equivalent to the Hamilton principle (6.6), i.e.,
it yields the same extremal curves in the functional class {y}.
In particular, for local systems the extremal curves of SH0 can be cast in the
standard Hamiltonian form as first-order ODEs
δSH0
δpµ
=
drµ
ds
=
∂H0
∂pµ
= [rµ,H0] , (6.29)
δSH0
δrµ
= −dpµ
ds
=
∂H0
∂rµ
= [pµ,H0] , (6.30)
where the customary Poisson bracket formalism has been used.
On the other hand, for non-local systems the extremal curves of the functional
SH1 are provided by the set of first-order ODEs
δSH1
δpµ
= 0, (6.31)
δSH1
δrµ
≡ δSH1
δrµ
∣∣∣∣
[r]
+
δSH1
δ [rµ]
∣∣∣∣
r
= 0, (6.32)
where δSH1δrµ
∣∣∣
[r]
and δSH1δ[rµ]
∣∣∣
r
carry respectively the contributions due to the local
and non-local dependencies.
129
6. HAMILTONIAN FORMULATION FOR THE CLASSICAL EM
RADIATION-REACTION PROBLEM: APPLICATION TO THE
KINETIC THEORY FOR RELATIVISTIC COLLISIONLESS PLASMAS
Definition #4 - Non-local Hamiltonian systems in standard form.
A non-local Hamiltonian system {y,H1} will be said to admit a standard form if the
extremal first-order ODEs (6.31) and (6.32) can be cast in the standard Hamiltonian
form in terms of the effective canonical momentum Pµ and Hamiltonian function Heff
as
δSH1
δpµ
=
drµ
ds
=
∂Heff
∂Pµ
= [rµ,Heff ] , (6.33)
δSH1
δrµ
≡ δSH1
δrµ
∣∣∣∣
[r]
+
δSH1
δ [rµ]
∣∣∣∣
r
= −dPµ
ds
=
∂Heff
∂rµ
= [Pµ,Heff ] . (6.34)
Here both Heff = Heff (r, P, [r]) and Pµ must be defined in terms of the effective
Lagrangian function introduced in Eq.(6.10) respectively as
Heff ≡ Pµdr
µ
ds
− Leff (6.35)
and
Pµ ≡ ∂Leff
∂ dr
µ
ds
. (6.36)
From this definition it follows that, if the non-local Hamiltonian system {y,H1} admits
a standard form, then the Poisson bracket representation holds for Heff and Pµ.
The following theorem can be stated concerning the relationship between H1 and
Heff .
THM.2 - Non-local and Effective Hamiltonian functions
Given validity of the definitions #3 and #4 and the results of THM.1, if SH1 (r, p, [r])
admits the general decomposition
SH1 (r, p, [r]) = SHa(r, p) + SHb(r, p, [r]), (6.37)
with
SHa(r, p) ≡
∫ s2
s1
ds
[
paµ
drµ
ds
−Ha (r, p)
]
, (6.38)
SHb(r, p, [r]) ≡
∫ s2
s1
ds
[
pbµ
drµ
ds
−Hb (r, p, [r])
]
, (6.39)
where the canonical momenta paµ and pbµ are defined respectively as
paµ ≡ ∂L
a
∂ dr
µ
ds
, (6.40)
pbµ ≡ ∂Lb
∂ dr
µ
ds
, (6.41)
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and moreover SHb(r, p, [r]) defines a symmetric functional such that
SHb(r, p, [r]) = SHb([r] , p, r), (6.42)
then the effective Hamiltonian Heff is related to the variational non-local Hamiltonian
H1 ≡ Ha +Hb as
Heff = Ha + 2Hb = H1 +Hb, (6.43)
where, by definition
H1 ≡ pµdr
µ
ds
− L1, (6.44)
Ha ≡ paµdr
µ
ds
− La, (6.45)
Hb ≡ pbµdr
µ
ds
− Lb. (6.46)
Proof - The proof follows from THM.1 and by invoking the general definitions (6.33)
and (6.34). In fact, in view of the symmetry property (6.42), it follows manifestly that
δSH1
δrµ
≡ δSH1
δrµ
∣∣∣∣
[r]
+
δSH1
δ [rµ]
∣∣∣∣
r
=
δSHa
δrµ
∣∣∣∣
[r]
+ 2
δSHb
δrµ
∣∣∣∣
[r]
. (6.47)
Then, by comparing this relation with the definitions (6.35)-(6.36) for the standard
Hamiltonian form and using Eqs.(6.44)-(6.46), from the analogous results in THM.1
which concerns the relationship between L1 and Leff in the symmetric case, Eq.(6.43)
is readily obtained.
Q.E.D.
Finally, as a basic consequence of Definition #4 and THM.2, the following Corollary
can be stated concerning the covariance property of the Hamilton equations in standard
form.
Corollary 1 to THM.2 - Covariance of the Hamilton equations for arbi-
trary point transformations.
The Hamilton equations (6.33)-(6.34) in standard form are covariant with respect
to arbitrary point transformations
rµ → qµ(r) (6.48)
represented by a diffeomeorphism of class Ck with k ≥ 2, which requires they are of the
form
dqµ
ds
=
∂H˜eff
∂P(q)µ
=
[
qµ, H˜eff
]
, (6.49)
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dP(q)µ
ds
= −∂H˜eff
∂qµ
=
[
P(q)µ, H˜eff
]
, (6.50)
with H˜eff denoting
H˜eff (q, P, [q]) ≡ Heff (r, P, [r]) (6.51)
and P(q)µ being the transformed canonical momentum. As a consequence, Eqs.(6.49)
and (6.50) satisfy also the covariance property with respect to arbitrary infinitesimal
Lorentz transformations (Manifest Lorentz Covariance).
Proof - In fact, for an arbitrary point transformation of the type (6.48), the corre-
sponding transformation for the momenta Pν is
P(q)µ =
∂qν
∂rµ
Pν , (6.52)
which yields
∂P(q)ν
∂Pµ
=
∂qµ
∂rν
, (6.53)
∂P(q)µ
∂Pν
=
∂rν
∂qµ
. (6.54)
Hence, it follows that
dqµ
ds
=
∂H˜eff
∂P(q)µ
=
∂qµ
∂rν
drν
ds
=
∂qµ
∂rν
∂Heff
∂Pν
, (6.55)
dP(q)µ
ds
= −∂H˜eff
∂qµ
=
∂P(q)µ
∂Pν
dPν
ds
= −∂r
ν
∂qµ
∂Heff
∂rν
, (6.56)
which implies
∂H˜eff
∂P(q)µ
=
∂qµ
∂rν
∂Heff
∂Pν
, (6.57)
∂H˜eff
∂qµ
=
∂rν
∂qµ
∂Heff
∂rν
, (6.58)
where H˜eff is defined in Eq.(6.51) above. Therefore, the Hamilton equations in stan-
dard form for the Lagrangian coordinates qµ and the canonical momenta P(q)µ are re-
spectively covariant [Eq.(6.57)] and controvariant [Eq.(6.58)] with respect to the point
transformation (6.48). This is true also for arbitrary infinitesimal Lorentz transforma-
tions, which proves the MLC of Hamilton equations Eqs.(6.49) and (6.50) in standard
form.
Q.E.D.
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6.4 An example of non-local interaction: the classical EM
RR problem
A crucial issue of the present investigation concerns the possible existence of physical
systems subject to non-local interactions whose dynamics can be consistently described
in terms of a variational action integral and which admit at the same time both La-
grangian and Hamiltonian formulations in standard form. In this section we prove
that the EM RR problem for classical finite-size charged particles represents a physical
example of non-local interactions of this kind. The reason behind the choice of consid-
ering extended particles is the necessity of avoiding the intrinsic divergences of the RR
effect characteristic of the point-particle model.
In fact, consider the general form of the Hamilton action functional for the vari-
ational treatment of the dynamics of an extended charged particle in presence of an
external EM field and with the inclusion of the RR self-interaction. This can be con-
veniently expressed as follows:
S1 (z, [z]) = SM (z) + S
(ext)
C (z) + S
(self)
C (z, [z]), (6.59)
where SM , S
(ext)
C and S
(self)
C are respectively the contributions from the inertial mass
and the EM coupling with the external and the self fields. In particular, denoting by
j(self)µ(r) the particle 4-current density generated by the particle itself and observed at
a 4-position r, the two coupling action integrals are provided by the following 4-scalars:
S
(ext)
C (z) =
1
c2
∫ 2
1
d4rA(ext)µ (r) j(self)µ (r), (6.60)
S
(self)
C (z, [z]) =
1
c2
∫ 2
1
d4rA(self)µ (r) j(self)µ (r), (6.61)
where A(ext)µ and A
(self)
µ denote the 4-vector potentials of the external and the self EM
fields and z is a state to be suitably defined (see below). A clarification here is in order.
The external EM 4-potential A(ext)µ (r) acting on the charged particle located at the
4-position r is assumed to be produced only by prescribed “external” sources, namely,
excluding the particle itself, by the remaining possible EM sources belonging to the
configuration space Γr. Within the framework of special relativity, both the inertial
term and the coupling term with the external field carry only local dependencies, in
the sense that they depend explicitly only on the local 4-position r. They provide the
classical dynamics of charged particles in absence of any RR effect. On the other hand,
the functional S(self)C associated to the EM self-interaction contains both local and non-
local contributions. In particular, since the state z of a finite-size particle must include
a 4-position vector r, it follows that S(self)C generally depends explicitly on two different
4-positions, r and [r], to be properly defined (see below). The non-local property of
S
(self)
C represents a characteristic feature of RR phenomena.
From the relationship (6.59) it follows that the Hamilton action functional for the
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treatment of the RR admits the decomposition (6.13) introduced by THM.1, namely
it can be written as the sum of two terms, carrying respectively only local and both
local and non-local dependencies. In order to prove that the same functional admits
also a Lagrangian and a Hamiltonian representation in standard form it is sufficient to
show that the self-coupling functional is symmetric in z and [z], in the sense defined in
THM.1. For this purpose we need to determine explicitly the general expression of the
4-current and the self 4-potential for a rotating finite-size charged particle.
The first step consists in constructing a covariant representation for the 4-current
density. We follow the approach presented by Nodvik (20). Thus, we consider an
extended charged particle with charge and mass distributions having the same support
∂Ω, to be identified with a smooth surface. Denoting by rµ (s) the 4-vector position
(with proper time s) of a reference point belonging to the internal open domain Ω and
by ζµ a generic 4-vector of ∂Ω, the displacement vector ξµ is defined as:
ξµ ≡ ςµ − rµ(s). (6.62)
The particle model is prescribed by imposing the constraints of rigidity of ∂Ω, namely
for all ςµ and rµ (s) (20):
ξµξµ = const., (6.63)
ξµu
µ(s) = 0, (6.64)
where uµ(s) ≡ ddsrµ(s). In particular, we shall assume that mass and charge distribu-
tions are spherically symmetric and therefore characterized by a form factor f
(
ξ2
) ≡
f (ξµξµ). This allows one to identify rµ (s) as the center-point of ∂Ω. The extended
particle can in principle exhibit both translational and rotational degrees of freedom.
In particular, the translational motion can be described in terms of rµ (s). Instead,
the rotational dynamics, which includes both space-time rotations associated to the
so-called Thomas precession and pure spatial rotations, can be described in terms of
the Euler angles α(s) ≡ {ϕ(s), ϑ(s), ψ(s)}. It follows that, in this case, the Lagrangian
state z must be identified with the set of variables z ≡ (rα (s) , α(s)). In view of these
definitions it is immediate to prove that the 4-current density for the finite-size particle
can be written as follows:
j(self)µ(r) = qc
∫ +∞
−∞
ds
{
uµ
[
1− duα
ds
xα
]
− 1
c
ωµνxν
}
f(x2)δ(xαuα), (6.65)
where
xµ = rµ − rµ (s) (6.66)
and ωµν = ωµν (s) is the antisymmetric angular velocity tensor (20), which depends
on s through the Euler angles α(s). The term
[
1 + duαds x
α
]
contains the acceleration
of rµ (s) and represents the contribution associated to the Thomas precession effect.
This can be formally eliminated by using the properties of the Dirac-delta function,
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implying the identity:
δ(xαuα(s)) =
1∣∣∣d[xαuα]ds ∣∣∣δ(s− s1) =
1∣∣1− duαds xα∣∣δ(s− s1), (6.67)
where by definition s1 = s1 (r) is the root of the algebraic equation
uµ(s1) [rµ − rµ (s1)] = 0. (6.68)
As a result, the 4-current can be equivalently expressed as
j(self)µ(r) = qc
∫ +∞
−∞
ds
[
uµδ(s− s1)− 1
c
ωµνxνδ(xαuα)
]
f(x2). (6.69)
The second step consists in constructing a Green-function representation for the
EM self-potential A(self)µ in terms of the 4-current j(self)µ(r). This technique is well-
known. Thus, considering the Maxwell equations in flat space-time, in the Lorentz
gauge A(self)β,β = 0, the self 4-potential must satisfy the wave equation
¤A(self)µ = 4pi
c
j(self)µ(r), (6.70)
where ¤ represents the D’Alembertian operator and j(self)µ(r) is given by Eq.(6.69).
The formal solution of Eq.(6.70) is
A(self)µ(r) =
4pi
c
∫
d4r′G(r, r′)j(self)µ(r′), (6.71)
where G(r, r′) is the retarded Green’s function corresponding to the prescribed charge
density. By construction, it follows that G (r, r′) is symmetric with respect to r and
r′, and furthermore - since the particle is finite-size - both the 4-current and the self-
potential are everywhere well-defined.
From these general results, it is immediate to prove the following theorem.
THM.3 - Symmetry properties of S(self)C (z, [z])
Given validity of Eq.(6.69) for the covariant expression of the current density for
a finite-size charged particle and of Eq.(6.71) for the general expression of the corre-
sponding EM self-potential, it follows that:
T3 1) The functional S
(self)
C (z, [z]), defined in Eq.(6.61) as an integral over the 4-
volume element d4r, can be written as a line integral of the form
S
(self)
C (z, [z]) =
∫ +∞
−∞
dsL
(self)
C (z, [z]) , (6.72)
where L(self)C represents the Lagrangian of the coupling with the EM self-field. This is
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defined as
L
(self)
C (z, [z]) ≡
4piq
c2
∫ 2
1
d4r
{[
uµδ(s− s1)− 1
c
ωµνxνδ(xαuα)
]
f(x2)
∫
d4r′G(r, r′)j(self)µ (r
′)
}
.
(6.73)
T3 2) The functional S
(self)
C (z, [z]) contains both local and non-local dependencies
in terms of the variational quantities z ≡ z (s) and [z] ≡ [z (s)] . In particular, it is
symmetric in these local and non-local variables, in the sense stated in THM.1, namely
S
(self)
C (z, [z]) = S
(self)
C ([z] , z). (6.74)
T3 3) The functional S
(self)
C (z, [z]) contains at most only first-order derivatives of
the variational functions z (s).
Proof - T31) The proof of the first statement follows by noting that the action
integral S(self)C (z, [z]) is a 4-scalar by definition. Hence, making explicit the expressions
of A(self)µ and j(self)µ in Eq.(6.61) according to the results in Eqs.(6.71) and (6.69), by
exchanging the order of the integrations and invoking the symmetry property of the
Green function, the conclusion can be easily reached. In particular, the variational
Lagrangian is found to be of the general form given in Eq.(6.73).
T32) To prove the second statement we first notice that in Eq.(6.72) both z and
z′ are integration variables, while by definition the variational quantities are identi-
fied with z (s) and [z (s)] ≡ z′ (s′). These dependencies are carried respectively by the
charge current densities j(self)µ(r) and j(self)µ(r′). The result is then reached by not-
ing that the functional carrying the self-coupling terms is symmetric with respect to
the integrated quantities, and in particular with respect to j(self)µ(r) and j(self)µ(r′).
Hence, exchanging
(
z, j(self)µ(r)
)
with
(
z′, j(self)µ(r′)
)
does not affect the form of the
functional, with the consequence that Eq.(6.74) is identically satisfied.
T33) The proof of the statement is an immediate consequence of the representation
for the current density j(self)µ(r) given in Eq.(6.69). In fact, the term proportional to
the acceleration duαds in Eq.(6.65) and which is associated to the Thomas precession, does
not appear in Eq.(6.69), thanks to the property of the Dirac-delta function indicated
above in Eq.(6.67).
Q.E.D.
An immediate consequence of THM.3 is that, thanks to THMs.1 and 2, the varia-
tional treatment of the dynamics of finite-size charged particles subject to the EM RR
effect admits both Lagrangian and Hamiltonian representations in standard form. In
particular, in this case, it follows that the following identification must be introduced:
Lb ≡ L(self)C , (6.75)
where Lb is the Lagrangian defined above in THM.1.
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6.5 Hamiltonian theory for the RR problem
In this section, based on THMs.1-3 and the theory developed in Ref.(19), we proceed
constructing the Hamiltonian formulation for the RR problem. For this purpose, it is
convenient to recall the explicit form of the EM self 4-potential obtained in Ref.(19). As
shown in the previous Chapter, in the external domain (with respect to ∂Ω) A(self)µ (r)
is found to admit the following integral representation:
A(self)µ (r) = 2q
∫ 2
1
dr′µδ(R̂
αR̂α). (6.76)
Here R̂α = rα − rα(s′), with rα and r′α ≡ rα(s′) denoting respectively the generic
4-position and the 4-position of the center of the charge distribution at proper time s′.
As a fundamental consequence of the finite extension of the particle and the restrictions
on the domain of validity of Eq.(6.76), the resulting variational functional and Faraday
tensor for the self-field turn out to be completely different from the point-particle
treatment. In particular, the action integral becomes now a non-local functional with
respect to the 4-position r. As shown in Ref.(19) and in the previous Chapter, this can
be written as a line integral in terms of a variational Lagrangian L1(r, [r]) as follows:
S1(r, [r]) =
∫ +∞
−∞
dsL1(r, [r]). (6.77)
Here L1(r, [r]) is defined as:
L1(r, [r]) = LM (r) + L
(ext)
C (r) + L
(self)
C (r, [r]), (6.78)
where
LM (r, u) =
1
2
moc
drµ
ds
drµ
ds
, (6.79)
L
(ext)
C (r) =
q
c
dr
ds
µ
A
(ext)
µ (r), (6.80)
are the local contributions respectively from the inertial and the external EM field
coupling terms, with A(ext)µ denoting the surface-averaged external EM potential (see
Ref.(19)). On the other hand, L(self)C represents the non-local contribution arising from
the EM self-field coupling, which is provided by
L
(self)
C (r, [r]) =
2q2
c
dr
ds
µ ∫ 2
1
dr′µδ(R˜
µR˜µ − σ2), (6.81)
where the 4-scalar σ2 ≡ ξµξµ is the radius of the surface distribution with respect to
the center rµ (s) and R˜µ is defined as
R˜α ≡ rα (s)− rα(s′). (6.82)
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Notice that R˜α represents the displacement bi-vector between the actual position rα (s)
of the charge center at proper time s and the retarded position rα(s′) of the same point
at the retarded proper time s′. It is immediate to verify that the representation of
S
(self)
C in terms of L
(self)
C given in Eq.(6.81) satisfies the hypothesis of THM.1, and
therefore the solution admits a Lagrangian representation in standard form. According
to THM.1, this is obtained by setting
Leff ≡ LM (r) + L(ext)C (r) + 2L(self)C (r, [r]), (6.83)
with LM (r), L
(ext)
C (r) and L
(self)
C respectively given by Eqs.(6.79)-(6.81). Then, the
corresponding E-L equation is provided by the following covariant 4-vector, second-
order delay-type ODE:
moc
duµ(s)
ds
=
q
c
F
(ext)
µν (r(s))
drν(s)
ds
+
q
c
F
(self)
µk
(
r (s) , r
(
s′
)) drk(s)
ds
, (6.84)
where
uµ (s) ≡ dr
µ(s)
ds
. (6.85)
Here the notation is as follows. Denoting by Fµν ≡ F (ext)µν + F (self)µν the total Faraday
tensor, F (ext)µν and F
(self)
µν are respectively the “external” and “self” Faraday tensors
generated by A(ext)ν and A
(self)
ν , which carry the contributions due to the external
sources with respect to the charged particle and the particle EM self-interaction. In
particular, the 4-tensor F (ext)µν (r(s)) denotes the surface-average of the Faraday tensor
associated to the external EM field, to be identified with
F
(ext)
µν ≡ ∂µA(ext)ν − ∂νA(ext)µ , (6.86)
with A(ext)ν (r(s)) only generated by external sources with respect to the single-particle
whose dynamics is described by Eq.(6.84). Similarly, F (self)µk is the surface-average of the
Faraday tensor contribution carried by the EM self 4-potential. In the parameter-free
representation this is given by
F
(self)
µk (r, [r]) = −4q
∫ 2
1
[
dr′µ
∂
∂rk
δ
(
R˜αR˜α − σ2
)
− dr′k
∂
∂rµ
δ
(
R˜αR˜α − σ2
)]
. (6.87)
As pointed out in Ref.(19), F (self)µk can also be parametrized in terms of the particle
proper time s, by letting r ≡ r (s) and [r] ≡ r (s′) in the previous equation, which also
implies dr′µ ≡ ds′ dr
′
µ
ds′ . This means that the non-locality in Eq.(6.87) can be interpreted
as non-locality in the particle proper time.
The remarkable feature of Eq.(6.87) is that the RR self-force (see the second term
in the rhs of Eq.(6.84)) contains non-local effects only through the retarded particle 4-
position and not through the 4-velocity. This feature is fundamental for the subsequent
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fluid treatment, since it permits the evaluation in the standard way of the velocity
moments, retaining the exact form of the RR self-interaction.
The system of Eqs.(6.84) and (6.85) defines a delay-type ODE problem of the form
dy
ds = XH (y, [r]) ,
y (s0) = y0,
y (s′0) = ys′0 , ∀s′0 ∈ Is0,s0−sret ,
(6.88)
with s0 and sret denoting respectively the initial particle proper time and the causal
retarded proper time (see Ref.(19)), and XH the Hamiltonian vector field
XH (y, [r]) ≡
{
∂Heff (r, P, [r])
∂Pµ
,−∂Heff (r, P, [r])
∂rµ
}
. (6.89)
Denoting by y (s) = χ
(
y0,
{
ys′0 ,∀s′0 ∈ Is0,s0−sret
}
, s− s0
)
the formal solution of the
problem (6.88), in the reminder we shall assume that the map
y0 → y (s) (6.90)
is a diffeomeorphism of class Ck, with k ≥ 1.
Based on these results, the Hamiltonian formulation is provided by the following
theorem.
THM.4 - Non-local variational and effective Hamiltonian functions for
the non-rotating particle
Given validity of THMs.1-3, it follows that:
T4 1) The RR equation (6.84) for a non-rotating and spherically-symmetric charged
particle admits the non-local Hamiltonian system {y ≡ (rµ,pµ),H1}. Here pµ and
H1 ≡ H1 (r, p, [r]) are respectively the canonical momentum (6.23) defined with respect
to the variational Lagrangian L1 given in Eq.(6.78), and the corresponding non-local
variational Hamiltonian (6.22) defined as the Legendre transformation of L1. In par-
ticular, the variational non-local Hamiltonian (6.22) is identified with
H1 (r, p, [r]) ≡ 12moc
(
pµ − q
c
Aµ
)(
pµ − q
c
Aµ
)
, (6.91)
where Aµ is the total EM 4-potential
Aµ (r, [r]) ≡ A(ext)µ (r) +A(self)µ (r, [r]) , (6.92)
and from Eq.(6.81) A(self)µ is the functional
A
(self)
µ (r, [r]) ≡ 2q
∫ 2
1
dr′µδ(R˜
µR˜µ − σ2). (6.93)
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T4 2) There exist Pµ and Heff , defined respectively by Eqs.(6.36) and (6.35), such
that
Heff (r, P, [r]) ≡ 12moc
(
Pµ − q
c
A(eff)µ
)(
Pµ − q
c
Aµ(eff)
)
, (6.94)
with A(eff)µ the non-local effective EM 4-potential
A(eff)µ (r, P ) ≡ A(ext)µ (r) + 2A(self)µ (r, [r]) (6.95)
and A(self)µ defined in Eq.(6.93).
T4 3) The effective and variational Hamiltonian functions Heff and H1 coincide
when expressed in terms of the 4-velocity dr
µ(s)
ds .
Proof - The proof of T41 and T42 follows immediately by applying THMs.1 and 2
with the variational Lagrangian L1 given by Eq.(6.78). In particular, this yields
pµ = moc
drµ(s)
ds
+
q
c
[
A
(ext)
µ +A
(self)
µ
]
(6.96)
and
Pµ = moc
drµ(s)
ds
+
q
c
[
A
(ext)
µ + 2A
(self)
µ
]
. (6.97)
The corresponding Legendre transformations then provide respectively Eq.(6.91) and
Eq.(6.94). Finally, by direct substitution of Eq.(6.96) into Eq.(6.91) and Eq.(6.97) into
Eq.(6.94), one obtains that
Heff = H1 =
moc
2
drµ(s)
ds
drµ(s)
ds
, (6.98)
which proves also the last statement.
Q.E.D.
We remark that the Hamilton equation in standard form expressed in terms of
Heff and Pµ are differential equations of delay-type, as a consequence of the non-local
dependencies appearing in Heff which are characteristic of the RR phenomenon. In
this case, for the well-posedness of the solution the initial conditions in the interval
I = [s0 − sret, s0] must be defined, with s0 the initial proper time and sret a suitable
retarded time. However, if the assumption of inertial motion in the proper time interval
I0 = [−∞, s0] holds, then the mapping
Ts0,s : y0 ≡ y (s0)→ y (s) ≡ Ts0,sy0, (6.99)
with y = (rµ, Pµ), defines a classical dynamical system (see Ref.(19)), and this dynam-
ical system is Hamiltonian.
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6.6 A Hamiltonian asymptotic approximation for the RR
equation
In this section a detailed comparison of the present approach for extended particles
with the customary point-particle treatments leading to the LAD and LL equations is
carried out. For this purpose, asymptotic approximations of the exact RR self-force
(6.87) are investigated.
The issue has been partially discussed in the previous Chapter (see also Ref.(19)).
As pointed out there, an asymptotic approximation of the exact RR equation (6.84)
can be obtained in validity of the short delay-time ordering, namely requiring
0 < ² ≡
∣∣∣sret
s
∣∣∣¿ 1, (6.100)
where sret = s−s′, with s and s′ denoting respectively the present and retarded particle
proper times. This permits two different possible strategies, respectively based on
Taylor expansions performed with respect to s (present-time expansion) or s′ (retarded-
time expansion). In particular, adopting the present-time expansion for the RR self-
force (6.87), the delay-type ODE (6.84) can be reduced, in principle, to an infinite-order
differential equation. Instead, by truncating the Taylor expansion to first-order in ²,
ignoring mass-renormalization terms and taking the point-particle limit σ → 0, in
this way the customary expression for the LAD equation is recovered (see THM.3 of
Ref.(19)).
As remarked in the Introduction to this Chapter, the resulting asymptotic approxi-
mation (given by the LAD equation) is non-variational and therefore non-Hamiltonian.
In addition, contrary to the exact RR equation obtained here, the LAD equation, as
well as the related LL approximation, both fail in the transient time intervals occurring
when the external EM field acting on the particle is turned on and off. To elucidate
this point, let us consider the dynamics of a charged particle which is in inertial motion
in the past for all s < s0 and from s = s0 is subject to the action of an external EM
field. Then, by construction, it is immediate to show that in the transient time interval
I0 = [s0, s0 + sret] the exact RR self-force (6.84) is manifestly identically zero. In fact,
in the case of inertial motion in the past (namely uµ(s′) = const.) the RR self-force
vanishes in such a time interval (see THM.1 in Ref.(19)). In contrast, both the LAD
and LL equations predict incorrectly a non-vanishing RR self-force. The same kind of
inconsistency (for the LAD and LL equations) arises when the analogous transient time
interval corresponding to the turning-off of the external EM field is considered (7).
Therefore, the issue arises whether an alternative asymptotic approximation can be
determined (for the exact RR equation) which simultaneously:
1) overcomes this deficiency, by taking into account consistently relativistic finite
delay-time effects characteristic of the RR phenomenon;
2) is variational and admits a standard Hamiltonian formulation.
In this section we propose a solution to this problem, by performing a retarded-time
expansion, which provides an alternative to the LAD and LL equations.
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The Hamiltonian approximation
For definiteness, let us assume that the external force acting on the particle is non-
vanishing only in a finite proper-time interval I ≡ [s0, s1]. Then, in validity of the
ordering (6.100), we require that the external EM force is slowly varying in the sense
that, denoting r′ ≡ rµ (s′) and r ≡ rµ (s),
F
(ext)
µν
(
r′
)− F (ext)µν (r) ∼ O (²) , (6.101)(
F
(ext)
µν
(
r′
)− F (ext)µν (r))
,h
∼ O (²) , (6.102)(
F
(ext)
µν
(
r′
)− F (ext)µν (r))
,hk
∼ O (²) . (6.103)
Then, the retarded-time Hamiltonian approximation of the RR equation is obtained
by performing a Taylor expansion in a neighborhood of s′. The result is summarized
by the following theorem.
THM.5 - First-order, short delay-time Hamiltonian approximation (retarded-
time expansion).
Given validity of the asymptotic ordering (6.100) and the smoothness assumptions
(6.101)-(6.103) for the external EM field, neglecting corrections of order ²n, with n ≥ 1
(first-order approximation), the following results hold:
T5 1) The vector field
Gµ ≡ q
c
F
(self)
µk
(
r (s) , r
(
s′
)) drk(s)
ds
(6.104)
appearing in Eq.(6.84) can be approximated in a neighborhood of s′ as
gµ
(
r
(
s′
))
=
{
−moEMc d
ds′
uµ
(
s′
)
+ g′µ
(
r
(
s′
))}
, (6.105)
to be referred to as retarded-time Hamiltonian approximation, in which the first term on
the rhs identifies a retarded mass-correction term, moEM ≡ q22c2σ denoting the leading-
order EM mass. Finally, g′µ is the 4-vector
g′µ
(
r
(
s′
))
=
2
3
q2
c
[
1
4
d2
ds′2
uµ
(
s′
)− uµ(s′)uk(s′) d2
ds′2
uk
(
s′
)]
. (6.106)
T5 2) The corresponding RR equation, obtained replacing Gµ with the asymptotic
approximation gµ (6.105), is variational, Lagrangian and admits a standard Lagrangian
form. Let us denote with r′0 ≡ r0 (s′) the extremal particle world-line at the retarded
proper time s′. Then, in this approximation the corresponding asymptotic variational
Lagrangian and effective Lagrangian functions coincide. Both are defined in terms of
the asymptotic approximation L(self)C,asym(r, r
′
0), replacing L
(self)
C . To leading-order in ²,
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this is found to be
L
(self)
C,asym(r, r
′
0) = gµ
(
r′0
)
rµ. (6.107)
T5 3) The asymptotic approximation given by Eq.(6.105) is also Hamiltonian. The
asymptotic variational and effective Hamiltonian functions coincide and are given by
H1,asym = pµ
drµ
ds
− L1,asym (6.108)
with
L1,asym(r, r′0) = LM (r) + L
(ext)
C (r) + L
(self)
C,asym(r, r
′
0), (6.109)
and now
pµ =
∂L1,asym
∂
drµ(s)
ds
. (6.110)
Proof - T51) The proof can be carried out starting from Eq.(6.84) and performing
explicitly the Taylor expansion in a neighborhood of s′ ≡ s−sret. For a generic analytic
function f (s), this yields the power series of the form
f(s) =
∞∑
k=0
(s− s′)k
k!
dkf(s′)
dsk
. (6.111)
In particular, for the 4-vectors drµ(s)ds and R˜
k one obtains respectively the asymptotic
approximations
drµ(s)
ds
∼= drµ (s
′)
ds′
+ (s− s′)d
2rµ (s′)
ds′2
+
(s− s′)2
2
d3rµ (s′)
ds′3
+O
(
²3
)
(6.112)
and
R˜k ∼= (s− s′)dr
k (s′)
ds′
+
(s− s′)2
2
d
ds′
uk
(
s′
)
+
(s− s′)3
6
d2
ds′2
uk
(
s′
)
+O
(
²4
)
, (6.113)
while for the time delay s− s′ ≡ sret the leading-order expression
s− s′ ∼= σ +O (²2) (6.114)
holds. By substituting these expansions in Eq.(6.87), the asymptotic solution given by
Eq.(6.105) can be recovered.
T52)-T53) The proof follows by first noting that L
(self)
C,asym contributes to the Euler-
Lagrange equations only in terms of the local dependence in terms of r. Then, in this
approximation the canonical momentum becomes
pµ = m0c
drµ(s)
ds
+
q
c
A
(ext)
µ (r) = Pµ, (6.115)
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while the asymptotic Hamiltonian reduces to
H1,asym
(
r, p, r′0
)
=
1
2moc
(
pµ − q
c
A
(ext)
µ (r)
)(
pµ − q
c
A
(ext)µ
µ (r)
)
+ gµ
(
r′0
)
rµ. (6.116)
The corresponding Lagrangian and Hamiltonian equations manifestly coincide with
Eq.(6.84) once the approximation (6.105) is invoked for the vector field Gµ.
Q.E.D.
Discussion and comparisons with point-particle treatments
The asymptotic Hamiltonian approximation, here pointed out for the first time (see
THM.5), preserves the basic physical properties of the exact RR force (6.84). In fact
in both cases, the RR force:
1) is non-local, depending on the past history of the finite-size charged particle;
2) admits a variational formulation;
3) is both Lagrangian and Hamiltonian;
4) satisfies the Einstein Causality Principle and, when applicable, the Newton Prin-
ciple of Determinacy (see also Ref.(19));
5) describes correctly the transient time intervals in which the external force is
turned on and off (sudden force).
For these reasons, physical comparisons based on the retarded-time Hamiltonian
asymptotic approximation are meaningful. In particular, here we remark that the
present approach departs in several ways with respect to point-particle treatments
based on the LAD and LL equations. More precisely:
1) The same type of asymptotic ordering is imposed, which is based on the short
delay-time ordering (6.100). However, in contrast with the LAD and LL equations,
the expansion adopted in THM.5 and leading to the retarded-time Hamiltonian ap-
proximation can only be performed based on the knowledge of the exact RR force for
finite-size particles.
2) Unlike the LAD and LL equations, the asymptotic Hamiltonian approximation
carries the information of the past dynamical history of the charged particle through
the retarded time s′. Therefore, the dynamical equation written adopting the approx-
imation (6.105) is still a delay-type second-order ODE. The construction of its general
solution becomes trivial in this case, since the self-force is considered as an explicit
source term evaluated at proper time s′.
3) The asymptotic approximation provided by Eq.(6.105) cannot be regarded as a
point-particle limit. In fact, the retarded mass-correction term would diverge in this
limit.
4) The exact RR equation satisfies identically by construction the kinematic con-
straint uµuµ = 1. The same constraint is satisfied to leading-order in ² also both by the
retarded and present-time asymptotic expansions (and hence also the LAD equation).
5) The variational principle introduced in THM.5 is subject to the constraint that
the past history is considered prescribed in terms of the extremal world-line. This
requirement is consistent with the initial conditions for the RR equation, which is a
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delay-type ODE depending only on the past history of the particle. This requires
that the world-line trajectory is prescribed in the past, namely in the time interval
I = [−∞, s0]. Since, however, the initial proper time s0 is arbitrary, it follows that
r (s) can be considered prescribed also in the time interval I ′ = [−∞, s′]. In particular,
if for all s < s0 the motion is assumed to be inertial, the initial-value problem associated
to the RR equation written in terms of the retarded asymptotic self-force (6.105) is well-
posed, in the sense of the standard Newton Principle of Determinism, as discussed in
the previous Chapter (see in particular THM.4 presented there and dealing with the
existence and uniqueness of solutions for the exact RR equation).
6) One might think that the same type of constrained variational principle, of the
kind adopted in THM.5, could be adopted also for the exact RR equation. However, this
belief is wrong. In fact, since the variational functional (6.78) is symmetric with respect
to the local and non-local world-line trajectories, there is no distinction between past
and future. Since future cannot be prescribed, such a constrained variational principle
for the exact equation is forbidden. On the contrary, the extremal RR equation (6.84)
is obtained by imposing also the Einstein Causality Principle, and therefore it depends
only on the past history.
7) Despite some formal similarities between the retarded-time Hamiltonian approxi-
mation versus the corresponding LAD and LL equations, the latter cannot be recovered
even in the framework of some kind of constrained variational principle. In fact this
would require to consider prescribed for example, second or higher-order proper-time
derivatives of the particle position vector (namely the acceleration and its derivatives).
This viewpoint is manifestly unacceptable, because it would amount to constraint the
present state of the particle at proper time s.
8) The previous argument justifies, in turn, the introduction of the short delay-time
asymptotic approximation given in THM.5. This is performed directly on the RR force,
namely the 4-vector Gµ entering the RR equation itself. In this way the variational
character of the RR problem is preserved. It follows that the corresponding variational
functional as well as the Lagrangian and Hamiltonian functions for the asymptotic RR
equation are constructed only “a posteriori”.
9) Another advantage of the new representation (6.105) with respect to the custom-
ary LAD and LL equations is that it permits the approximate treatment of the solution
also in the transient time intervals after the turning-on or the turning-off of the exter-
nal EM field. In particular, in contrast to the LAD and LL equations, it predicts a
vanishing RR self-force in the turning-on transient phase I0 = [s0, s0 + sret].
10) Finally, it should be remarked that the retarded asymptotic self-force (6.105)
cannot be trivially obtained from the corresponding local asymptotic representation
performed at proper time s and leading to the LAD equation by simply exchanging s
with s′ (or by a further Taylor expansion). Indeed, the relationship between the two
can only be established based on the exact form of the self-force.
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6.7 Collisionless relativistic kinetic theory for the EM RR
effect - Canonical formalism
In this section the relativistic classical statistical mechanics (CSM) for a collisionless
plasma with the inclusion of the EM RR effect is constructed. In particular we shall
prove that the mathematical formalism introduced in the previous sections to deal with
symmetric non-local interactions allows one to obtain a convenient formulation for the
kinetic theory describing such a system and for the corresponding fluid representation.
The derivation is based on the property of a symmetric non-local system represented
by a finite-size charged particle of being Hamiltonian with respect to Pµ and Heff .
In view of the peculiar features of the non-local RR phenomenon and the related
delay-type differential Hamiltonian equations, it is instructive to adopt here an ax-
iomatic formulation of the CSM for relativistic systems with the inclusion of such an
effect. We shall assume that the latter are represented by a system of classical finite-
size charged particles subject only to the action of a mean-field external EM force and
a non-local self-interaction. We intend to show that, using the Hamiltonian represen-
tation in standard form given above, the explicit form of the relativistic Vlasov kinetic
equation can be obtained for the kinetic distribution function describing the statistical
dynamics of such a system. Therefore, the problem is reduced to a Vlasov-Maxwell
description for a continuous distribution of relativistic charged particles.
For definiteness, let us consider the non-local Hamiltonian dynamical system in
standard form {y,Heff} given above. This is characterized by the superabundant
state vector y = (rµ, Pµ) spanning the extended 8th-dimensional phase-space Γ and
with essential state variables y1 (y) spanning the 6th-dimensional reduced phase-space
Γ1. Introducing the global proper time ŝ, Γ1 (ŝ) is defined as
Γ1 (ŝ) ≡
{
y : y ∈ Γ, |u| = 1, s (y) = ŝ, ds (y) =√gµνdrµdrν} , (6.117)
where |u| ≡ √uαuα and s (y) is the world-line proper time uniquely associated to any
y. By assumption, Γ1 (ŝ) is an invariant set, i.e., Γ1 (ŝ) = Γ1 for any ŝ ∈ R. Next,
let us consider the Hamiltonian flow Ts0,s defined in Eq.(6.99). By construction the
dynamical system is autonomous, namely the flow is of the form
Ts0,sy0 ≡ χ (y0, s− s0) . (6.118)
The existence of the dynamical system Ts0,s for the state y (s) has been proved in
Ref.(19) (see also previous Chapter). This requires that in the proper time interval
I0 = [−∞, s0] the motion of each charged particle is inertial, namely the external EM
field vanishes in the same interval. As a result of Eq.(6.99), any point in the phase-space
Γ spanned by y or y0 is associated to a unique phase-space trajectory, namely such
that y = y (s), for any y ∈ Γ. Due to (6.99) there exists necessarily y0 ≡ y (s0) which
is mapped in y (s) . Viceversa, for any s ∈ R there exists a unique y = y (s). However,
we notice here that for the axiomatic formulation of the CSM for the RR problem the
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assumption of existence of the dynamical system Ts0,s is not a necessary condition. In
fact, it is immediate to prove that the minimal requirement is actually provided only
by the existence of the diffeomeorphism (6.90) defined above.
Now, for a prescribed ŝ0 ∈ R let us consider the set B (ŝ0) ⊆ Γ1, with B (ŝ0) an
ensemble of states y0, each one prescribed at the initial proper time s0 = ŝ0. Its image
generated at any s = ŝ ∈ R by the flow Ts0,s, for each trajectory, is
B ≡ B (s) ≡ Ts0,sB (s0) , (6.119)
where s and s0 denote now the global proper times ŝ and ŝ0.
We introduce the following axioms.
AXIOM #1: Probability on K (Γ).
Let K (Γ1) be a family of subsets of Γ1 which are L-measurable. We define the
probability of B (s) ∈ K (Γ1) as the function
P (B) : K (Γ1)→ [0, 1] (6.120)
such that it satisfies the constraints
P (Γ1) = 1, (6.121)
P (∅) = 0, (6.122)
P (∪i∈NBi) =
∞∑
i=0
P (Bi) , (6.123)
with {Bi ∈ K (Γ1) , i ∈ N} being an arbitrary family of separate sets of K (Γ1).
AXIOM #2: Probability density.
For any B (s) ∈ K (Γ1) and for any state y ≡ (rµ, Pµ) there exists a unique proba-
bility density ρ (y) > 0 on Γ1 such that
P (B (s)) =
∫
Γ
dyρ (y) δ (|u| − 1) δ (s− s (y)) δB(s) (y) , (6.124)
where dy = drµdPµ is the canonical measure on Γ and δB(s) (y) is the characteristic
function of B (s). Furthermore, s (y) is a particle world-line proper time, while s ≡
s0 +∆s, with ∆s an invariant proper time interval independent of s0. We notice that
s (y) can be equivalently parametrized in terms of the observer’s coordinate time r0,
namely:
ds (y) ≡ dr0
√
gµν
drµ
dr0
drν
dr0
. (6.125)
AXIOM #3: Equiprobability.
Then, the equiprobability condition requires that, for all B (s0) and for all s, s0 ∈
I ⊆ R,
P (B (s)) = P (B (s0)) . (6.126)
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We remark that in the integral (6.124) the two Dirac-delta functions can be in-
terpreted as physical realizability conditions, required to reduce the dimension of the
volume element dy defined on the extended phase-space Γ.
We can now introduce the following theorem, concerning the validity of the Liouville
equation for ρ (y).
THM.6 - Relativistic Liouville equation for ρ (y).
Given a Hamiltonian system {y,Heff} and imposing the validity of Axioms #1-#3,
it follows that the probability density ρ (y (s)) is a constant of motion, namely for any
s, s0 ∈ R (to be intended now as world-line proper times) and for any y0 ∈ Γ
ρ (y (s)) = ρ (y0) , (6.127)
to be referred to as the integral Liouville equation. This can also be written equivalently
as
d
ds
ρ (y (s)) = 0, (6.128)
to be referred to as the differential Liouville equation. As a consequence, introducing
the kinetic distribution function (KDF) f (y)
f (y) ≡ ρ (y)N, (6.129)
with N being the total number of particles in the configuration space of B ⊆ K (Γ), it
follows that also f (y) satisfies the Liouville equation (6.128).
Proof - We first notice that, from Axiom #1, by changing the integration variables
we can write Eq.(6.124) as
P (B (s)) =
∫
Γ
dyρ (y) δ (|u| − 1) δ (s− s (y)) δB(s) (y) = (6.130)
=
∫
Γ
dy0
∣∣∣∣∂y (s)∂y0
∣∣∣∣ ρ (y (s)) δ (|u| − 1) δ (s− s (y)) δB(s0) (y (s0)) ,
with
∣∣∣∂y(s)∂y0 ∣∣∣ being the Jacobian of the variable transformation from y (s) to y0. On
the other hand, since the system {y,Heff} is Hamiltonian, it follows identically that∣∣∣∂y(s)∂y0 ∣∣∣ = 1. Hence, invoking Axiom #2 we can write∫
Γ
dy0
[
ρ (y (s)) δ (|u| − 1) δ (s− s (y))+
−ρ (y0) δ (|u0| − 1) δ (s0 − s (y0))
]
δB(s0) (y (s0)) = 0, (6.131)
from which it must be that
ρ (y (s)) δ (|u| − 1) δ (s− s (y)) = ρ (y0) δ (|u0| − 1) δ (s0 − s (y0)) . (6.132)
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On the other hand, by construction it follows that
δ (|u| − 1) = 1∣∣∣ d|u|d|u0| ∣∣∣δ (|u0| − 1) = δ (|u0| − 1) , (6.133)
δ (s− s (y)) = 1∣∣∣ dsds0 ∣∣∣δ (s0 − s (y0)) = δ (s0 − s (y0)) . (6.134)
In fact, by definition the 4-velocity is normalized to 1 at all proper times, so that∣∣∣ d|u|d|u0| ∣∣∣ = 1. Furthermore, s ≡ s0 +∆s, with ∆s being independent of the initial value
s0, and hence
∣∣∣ dsds0 ∣∣∣ = 1 too.
Finally, because of these conclusions, from Eq.(6.132) it follows that
ρ (y (s)) = ρ (y0) , (6.135)
which represents the Liouville equation in integral form. By differentiating with respect
to s the equivalent differential representation follows at once. An analogous equation
holds manifestly also for the KDF f (y).
Q.E.D.
We conclude noting that, formally, the Liouville equation for non-local Hamilto-
nian systems in standard form is analogous to that characterizing local Hamiltonian
systems. Such an equation can be viewed as a Vlasov equation for a relativistic colli-
sionless plasma, in which each particle is subject only to the action of a mean-field EM
interaction, generated respectively by the external and the self EM Faraday tensors.
By definition, in this treatment the latter do not include retarded binary EM inter-
actions. It follows that, in terms of the Lagrangian equation (6.128), the probability
density ρ (y (s)) is parametrized in terms of the single-particle phase-space trajectory
{y (s) , s ∈ I}. Hence, it advances in (proper) time s by means of the canonical state
y (s) as determined by the Hamiltonian equations of motion (6.88).
Vlasov-Maxwell description
To define a well-posed problem, the relativistic Vlasov equation (6.128) must be
coupled to the Maxwell equations, which determine the total EM field produced by all
the relevant sources. In particular, in order to determine the external Faraday tensor
F
(ext)
µν , the corresponding EM 4-potential A
(ext)
ν must be determined. In the Lorentz
gauge, this is prescribed requiring it to be a solution of the Maxwell equations
¤A(ext)µ = 4pi
c
j(ext)µ(r), (6.136)
where j(ext)µ(r) is identified with the total current density
j(ext)µ(r) ≡ q
∫
d4uδ (|u| − 1)uµf (y) + j(coils)µ(r). (6.137)
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Here, the first term is the Vlasov 4-current density, namely the velocity moment of
f (y) carrying the non-local phase-space contributions which yield the collective field
produced by the plasma. The second term, instead, is produced by possible prescribed
sources located outside the plasma domain. Therefore, in the Vlasov-Maxwell de-
scription the total EM 4-potential acting on a single particle must be considered as
represented by Aν = A
(ext)
ν + A
(self)
ν , where A
(self)
ν is given by Eq.(6.76) and A
(ext)
ν is
the solution of Eq.(6.136).
Therefore, the dynamical evolution of the KDF along a single-particle phase-space
trajectory depends both explicitly, viaA(self)ν , and implicitly, via the 4-current j(ext)µ(r),
on the whole Faraday tensor Fµν ≡ F (ext)µν + F (self)µν . In this way contributions which
are non-local both in configuration and phase-space are consistently included in the
theory.
6.8 Kinetic theory: non-canonical representation
In this Section we present the equivalent representation of the kinetic theory developed
in the previous Section adopting non-canonical variables. For definiteness, let us intro-
duce an arbitrary non-canonical phase-space diffeomorphism from Γ to Γw, with Γw
denoting a transformed phase-space having the same dimension of Γ,
y ≡ (rµ, Pµ)→ w ≡ w (y) , (6.138)
where, for example, w can be identified with the non-canonical state ync ≡ (rµ, pµ)
defined in Eq.(6.162) or with yu ≡ (rµ, uµ). In the second case the transformation,
following from Eq.(6.97), is realized by
rµ = rµ, (6.139)
uµ = Pµ − q
c
[
A
(ext)
µ + 2A
(self)
µ
]
. (6.140)
The transformed RR equation in the variables yu becomes therefore:
drµ
ds
= uµ, (6.141)
duµ
ds
= Fµ, (6.142)
where Fµ =
∂pµ
∂rν u
ν − ∂uµ∂Pν
∂Heff
∂rν . Denoting now by
f1 (w (s)) =
∣∣∣∣ ∂y (s)∂w (s)
∣∣∣∣ f (y (w (s))) (6.143)
150
6.8 Kinetic theory: non-canonical representation
the KDF mapped onto the transformed phase-space Γw by the KDF f (y (s)), the
differential Liouville-Vlasov equation (6.128) requires
d
ds
[∣∣∣∣∂w (s)∂w0
∣∣∣∣ f1 (w (s))] = 0, (6.144)
where w0 ≡ w (s0). At the same time, Eq.(6.128) also implies, thanks to the chain
rule:
d
ds
f (y (w (s))) = 0, (6.145)
which for consistency delivers the well-known differential identity
d
ds
[∣∣∣∣ ∂y (s)∂w (s)
∣∣∣∣ ∣∣∣∣∂w (s)∂w0
∣∣∣∣] = 0. (6.146)
From Eq.(6.144) it follows
d
ds
f1 (w (s)) + f1 (w (s))
d
ds
ln
(∣∣∣∣∂w (s)∂w0
∣∣∣∣) = 0. (6.147)
This equation can be represented, for example, in terms of w ≡ yu. In this case, due
to the chain rule
d
ds
f1 (w (s)) = uµ
∂f1 (yu)
∂rµ
+ Fµ
∂f1 (yu)
∂uµ
, (6.148)
while, thanks to Liouville theorem
d
ds
ln
(∣∣∣∣∂w (s)∂w0
∣∣∣∣) = ∂Fµ∂uµ . (6.149)
As an application of the result, it follows that, if the LL approximation is introduced for
the 4-vector Fµ, namely Eqs.(6.141) and (6.142) are replaced with asymptotic equations
of the form
drµLL
ds
= uµLL, (6.150)
duµLL
ds
= FµLL, (6.151)
where FµLL is the total EM force in this approximation, then Eq.(6.147) recovers the
expression reported in Ref.(17). This provides the connection with the exact canonical
theory here developed. We remark, however, that since the LL equation is only asymp-
totic, the mapping between the canonical state y ≡ (rµ, Pµ) and yLL ≡
(
rµLL, uLLµ
)
is also intrinsically asymptotic. Therefore, Eqs.(6.150) and (6.151) remain necessarily
non-variational and non-canonical.
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6.9 Fluid moment equations
We now proceed to compute explicitly the relativistic fluid moment equations which
follow from the Liouville equation. To this aim, the relativistic Liouville equation is
conveniently written as a PDE (Eulerian form)
uµ
∂f (y)
∂rµ
+Gµ (y)
∂f (y)
∂uµ
= 0, (6.152)
where Gµ (y) is defined by Eq.(6.84), or as an ODE (Lagrangian form):
drµ
ds
∂f (y (s))
∂rµ
+
duµ
ds
∂f (y (s))
∂uµ
= 0, (6.153)
with y (s) being the phase-space trajectory of a particle. Then, the relativistic fluid
equations related to the Liouville equation are defined as the following integrals over
the momentum space:∫
d4uδ (|u| − 1)G
[
uµ
∂f (y)
∂rµ
+Gµ (y)
∂f (y)
∂uµ
]
= 0. (6.154)
Similarly, the corresponding fluid fields are defined as∫
d4uδ (|u| − 1)Gf (y) , (6.155)
with G = 1, uµ, uµuν , ... and uµ is the 4-velocity. In particular, we shall denote
n (r) ≡
∫
d4uδ (|u| − 1) f (y) , (6.156)
Nµ (r) = n (r)Uµ (r) ≡
∫
d4uδ (|u| − 1)uµf (y) , (6.157)
Tµν (r) ≡
∫
d4uδ (|u| − 1)uµuνf (y) , (6.158)
to be referred to as the number density, the 4-flow and the stress-energy tensor.
It is immediate to prove that the corresponding moment equations are as follows.
Continuity equation
For G = 1 the Liouville equation provides the continuity equation
∂µN
µ (r) = 0. (6.159)
Energy-momentum equation
For G = uν the Liouville equation provides the energy-momentum equation
∂µT
µν (r) = F νµ(tot) (r)Nµ (r) , (6.160)
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where, from Eq.(6.84) we have that
F νµ(tot) (r) ≡
q
moc2
[
F
(ext)µν + F (self)νµ
]
(6.161)
is the total EM force, with F (self)νµ containing the retarded non-local contributions
arising from the EM RR effect.
We remark the following properties.
1) As a consequence of the Hamiltonian formulation in standard form, the fluid
equations obtained from the kinetic equation with the inclusion of the RR effect are
formally the same as in the usual treatment for local systems.
2) The contribution of the RR effect to the fluid equations is contained explicitly
in the source term in the rhs of Eq.(6.160), and also implicitly in the definition of the
fluid fields. In fact, by assumption, the KDF is a function of the effective Hamiltonian
state y ≡ (rµ, Pµ), which depends on the retarded self-potential. Hence, the fluid fields
defined by Eqs.(6.156)-(6.158) must be interpreted as the fluid fields of the plasma
which is emitting self-radiation and is therefore subject to the RR effect.
The implicit contribution of the RR self-force
It is worth discussing the features of the theory in connection with the implicit
contribution of the RR effect contained in the definition of the fluid fields. In particular,
here we show that such contribution can be made explicit and an analytical asymptotic
estimation of it can be give provide some suitable assumptions are imposed on the
physical system. This concerns the case in which the contribution of the self-potential is
small in comparison with the external EM potential in the KDF. In these circumstances,
the exact KDF can be Taylor expanded as follows:
f (y) ' f (ync) + (y − ync)
∂f (y)
∂y
∣∣∣∣
y=ync
+ ..., (6.162)
where ync ≡ (rµ, pµ) is the state which is canonical in absence of the EM self-field. It is
clear that, by construction, only the canonical momenta are involved in this expansion,
since the configuration state is left unchanged by the presence of the self-force. There-
fore, from the form of the previous expansion it follows that the first term of the series,
namely f (ync), does not contain any contribution from the RR self-field. Consider, for
simplicity, the Taylor series to first order. Then, the corresponding fluid fields can be
decomposed as follows:
n (r) ' n0 (r) + n1 (r) , (6.163)
Nµ (r) ' Nµ0 (r) +Nµ1 (r) , (6.164)
Tµν (r) ' Tµν0 (r) + Tµν1 (r) , (6.165)
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where
n0 (r) ≡
∫
d4uδ (|u| − 1) f (ync) , (6.166)
n1 (r) ≡
∫
d4uδ (|u| − 1) (y − ync)
∂f (y)
∂y
∣∣∣∣
y=ync
=
=
2q
c
A
(self)
µ
∫
d4uδ (|u| − 1) ∂f (y)
∂Pµ
∣∣∣∣
Pµ=pµ
, (6.167)
and similar definitions hold for the other two fluid fields.
To illustrate the procedure, let us consider, for example, the case of a relativistic
Maxwellian distribution of the form (23)
fM (y) ≡ 1
(2pi~)3
exp
[
µ− PµUµ
T
]
, (6.168)
where µ, Pµ, Uµ and T are respectively the chemical potential, the canonical momentum
and the fluid 4-velocity and temperature. Then, in terms of the previous expansion,
we obtain for the density
n0 (r) ≡ 4pim
2cT
(2pi~)3
K2
(
mc2
T
)
exp
µ
T
− q
c
A
(ext)
µ U
µ
T
 , (6.169)
n1 (r) ≡ −2q
c
A
(self)
µ U
µ
T
n0 (r) , (6.170)
with K2
(
mc2
T
)
being the modified Bessel function of the second kind. As can be seen,
the effect of the RR self-field appears only in n1 (r) through the integral over the non-
local dependencies contained in the potential A(self)µ . It follows that for a Maxwellian
KDF the 4-flow Nµ (r) can be written as
Nµ (r) ' [n0 (r) + n1 (r)]Uµ (r) , (6.171)
while the expansion terms of the stress-energy tensor Tµν (r) are given by
Tµν0 (r) ≡
1
c2
n0eU
µUν − p0∆µν , (6.172)
Tµν1 (r) ≡
1
c2
n1eU
µUν − p1∆µν . (6.173)
Here the notation is as in Ref.(23). Thus, ∆µν is the projector operator ∆µν ≡ ηµν −
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c−2UµUν , e is the energy per particle
e = mc2
K3
(
mc2
T
)
K2
(
mc2
T
) − T (6.174)
and from the definition of the pressure as p = nT it follows that
p0 (r) = n0 (r)T, (6.175)
p1 (r) = n1 (r)T = −2q
c
A
(self)
µ U
µn0 (r) . (6.176)
Finally, let us consider how the fluid equations are modified from the introduction of
the series expansion (6.162). Substituting the relations (6.163)-(6.165) into the moment
equations, for the continuity equation we get
∂µN
µ
0 (r) = −∂µNµ1 (r) , (6.177)
and for the momentum equation
∂µT
µν
0 = F
νµ
(tot)Nµ − ∂µTµν1 . (6.178)
In this way, on the lhs we have isolated the terms of the “unperturbed fluid”, namely
the physical observables corresponding to a charged fluid in absence of RR. On the
other hand, the asymptotic contributions of the RR effect have been isolated on the
rhs, which allows one to interpret them as source terms due to extra forces acting on the
unperturbed fluid. In particular, the presence of the RR acts like a non-conservative
collisional operator, if we interpret it as a sort of retarded scattering of the fluid (and
therefore, of the single particles at the kinetic level) with itself.
6.10 Lagrangian formulation of the fluid equations
An important issue concerns the treatment of the non-local contributions appearing
in the fluid equations both in the definitions of the fluid fields and in the source term
in the momentum equation. This requires, in particular, the explicit representation of
the self-potential A(self)µ and the EM self-force F
(self)
µk defined respectively in Eqs.(6.93)
and (6.87). In fact, in the previous sections these non-local contributions have been
written in a parameter-free representation (integral form), so that they do not depend
on the retarded particle velocity. This allowed us to perform the velocity integrals in a
straightforward way, only in terms of local 4-velocities, in agreement with the formalism
adopted for the Hamiltonian formulation in standard form.
To treat these non-local terms it is first convenient to represent the fluid moment
equations in Lagrangian form, describing the dynamics of fluid elements along their
respective Lagrangian path (LP). By substituting the definition (6.157) in Eq.(6.159)
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we obtain the corresponding Lagrangian form of the continuity equation, given by
D
Ds
n+ n∂µUµ = 0, (6.179)
where DDs ≡ Uµ (r (s)) ∂µ is the convective Lagrangian derivative along the LP of the
fluid element parametrized in terms of the arc-length s, and Uµ (r (s)) = dr
µ(s)
ds . Sim-
ilarly, writing the stress-energy tensor Tµν (r) as Tµν (r) = nUµUν + Pµν (r), with
Pµν (r) ≡ Tµν (r)−nUµUν , the energy-momentum equation (6.160) can be represented
in Lagrangian form as follows:
n
D
Ds
Uν = nF νµ(tot)Uµ − ∂µPµν . (6.180)
Analogous results can be given for the asymptotic equations (6.177) and (6.178).
With the introduction of the LPs, the parametrization of the non-local contributions
can be easily reached in terms of the LP arc-length s. Consider, for example, the self-
potential A(self)µ . This can be expressed as
A
(self)
µ (r, [r]) ≡ 2q
∫ 2
1
ds′
dr′µ
ds′
δ(R˜µR˜µ − σ2), (6.181)
where by definition now dr
′
µ
ds′ = U
µ (r (s′)) is defined along a fluid element LP. Then, by
expressing the Dirac-delta function as
δ(R˜µR˜µ − σ2) = 1∣∣∣2R˜αUα∣∣∣δ
(
s′ − s+ sret
)
, (6.182)
it follows that A(self)µ can be equivalently written in the integrated form as
A
(self)
µ (r, [r]) = q
 Uµ (r (s′))∣∣∣R˜αUα (r (s′))∣∣∣

s′=s−sret
, (6.183)
with R˜α being the displacement vector defined along a LP. In particular, in agreement
with the Einstein Causality Principle, the retarded time sret = s − s′ is the positive
root of the delay-time equation
R˜µR˜µ − σ2 = 0. (6.184)
An analogous derivation can be carried out also for the self-force F (self)µk , giving the
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following result
F
(self)
µk (r, [r]) = −2q
 1∣∣∣R˜αUα(s′)∣∣∣
D
Ds′
Xµk
(
r
(
s′
))
s′=s−sret
, (6.185)
where
Xµk
(
r
(
s′
)) ≡ [Uµ(r (s′))R˜k − Uk(r (s′))R˜µ
R˜αUα(r (s′))
]
. (6.186)
Again, this expression must be intended as a parametrization defined along a fluid
element LP.
We conclude by commenting on the following notable aspects of the theory presented
here.
1) The fluid equations with the inclusion of the non-local effect related to the EM
RR have been derived in a closed analytical form in both Eulerian and Lagrangian
formulations. In particular, it follows that the fluid dynamics of the non-local kinetic
system is intrinsically non-local too.
2) Non-local contributions of the RR appear both in explicit and implicit contribu-
tions, through the definitions of the fluid fields as velocity moments of the KDF.
3) From the point of view of the fluid description, it follows that the natural setting
for the treatment of the non-local fluid equations is given by the Lagrangian formulation
and the concept of LPs. This is a consequence of the fact that the exact moment
equations are of delay-type. In fact, in order to properly deal with the non-local
contributions of the RR the parametrization of the retarded effects in terms of the
arc-length of the corresponding LPs is needed. It follows that the dynamics of a generic
fluid element along its LP is related to the EM RR effect produced at the retarded time
along the LP itself.
6.11 Asymptotic approximation
In the previous sections we derived an exact formulation for both kinetic and fluid
theories describing systems of relativistic charged particles subject to the EM RR self-
interaction. In particular, we have pointed out that the kinetic and fluid equations are of
delay-type, and therefore intrinsically non-local, due to the characteristic feature of the
RR effect of being a non-local retarded effect. The retarded proper time is determined
by Eq.(6.184) in agreement with the causality principle. Notice that this equation has
formally the same expression for the single-particle or the kinetic dynamics and for
the fluid equations in Lagrangian form (see also Ref.(19)). By inspecting Eq.(6.184)
it is easy to realize that the order of magnitude of the delay-time is approximately
sret ∼ σ/c, and therefore very small for classical elementary particles. The smallness
of the retarded time may represent a serious problem for the practical implementation
of the exact theory presented here. In fact, the retarded time associated to the RR can
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be orders of magnitude smaller than any other characteristic time for most of relevant
physical situations. The question is of primary importance, for example, for the actual
numerical integration of the exact fluid equations.
In view of these considerations, in this section we provide asymptotic estimations
of the non-local terms appearing in the moment equations, which allow one to over-
come the difficulty connected with the finite delay-time intervals carried by the RR
phenomenon. This requires to introduce a suitable asymptotic expansion of the exact
non-local terms by means of approximations in which the self-interaction contributions
are all expressed only through local quantities. The result has potential interest also
in relation to the use of Eulerian integration schemes for the fluid equations with the
inclusion of the RR effect.
Specifically, the present analysis requires to develop an asymptotic approximation
which involves the treatment of the delay-time sret. This is accomplished within the
short delay-time ordering approximation given by Eq.(6.100). In the following we shall
work adopting the Lagrangian representation form for the fluid equations. To perform
the asymptotic expansion, we assume that both the external EM field acting on each
fluid element and the macroscopic fluid fields associated to the kinetic system are
smooth function of the coordinate 4-position vector rα, namely they are of class Ck,
with k ≥ 2. The result of the asymptotic approximation for the terms associated to
the RR self-interaction is provided by the following theorem.
THM.7 - First-order, short delay-time asymptotic approximation (present-
time expansion).
Given validity of the asymptotic ordering (6.100) and the smoothness assumptions
for the external EM and the fluid fields, neglecting corrections of order ²n, with n ≥ 1
(first-order approximation), it follows that:
T7 1) The retarded self-potential A
(self)
µ defined in Eq.(6.183) can be expanded in a
neighborhood of s as follows:
A
(self)
µ = A
(self)
µ
∣∣∣
s
[1 +O(²)] , (6.187)
where the present-time leading-order contribution A(self)µ
∣∣∣
s
is given by
A
(self)
µ
∣∣∣
s
= q
[
1
σ
Uµ (r (s))− D
Ds
Uµ (r (s))
]
, (6.188)
with DDs being the convective derivative along a fluid element Lagrangian path.
T7 2) Concerning Eq.(6.180), let us define the vector field Kµ as follows:
Kµ ≡ q
moc2
F
(self)
µν U
ν , (6.189)
with F (self)µν defined in Eq.(6.185). Then, in a neighborhood of s, Kµ can be expanded
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as follows:
Kµ = Kµ|s [1 +O(²)] , (6.190)
where the present-time leading-order contribution Kµ|s is given by
Kµ|s =
{
− 1
σ
q2
2moc2
D
Ds
Uµ (r (s)) + gµ
}
, (6.191)
with gµ denoting the 4-vector
gµ =
2
3
q2
moc2
[
D2
Ds2
Uµ − Uµ(s)Uk(s) D
2
Ds2
Uk
]
. (6.192)
Proof - The proof of T71) and T72) can be reached by introducing a Taylor expan-
sion in terms of the retarded time s′ for the relevant quantities appearing in Eqs.(6.183)
and (6.185). In particular, for the 4-velocity Uµ (r (s′)) and the displacement vector R˜k
we obtain respectively
Uµ
(
r
(
s′
)) ∼= Uµ (r (s))−(s−s′) D
Ds
Uµ (r (s))+
(s− s′)2
2
D2
Ds2
Uµ (r (s))+O
(
²3
)
(6.193)
and
R˜k ∼= (s− s′)Uk − (s− s
′)2
2
D
Ds
Uk +
(s− s′)3
6
D2
Ds2
Uk +O
(
²4
)
, (6.194)
while for the time delay s− s′ ≡ sret we get
s− s′ ∼= σ +O (²2) . (6.195)
By substituting these expansions in Eqs.(6.183) and (6.185), after straightforward cal-
culations the asymptotic solutions (6.187) and (6.190) follow identically.
Q.E.D.
We notice that the asymptotic expansion of the self-potential illustrated in THM.7 is
required to reduce the non-local dependencies which are implicit in the definition of the
fluid fields through the KDF. On the other hand, within the approximation obtained in
THM.7 for the 4-vectorKµ, the RR equation (6.180) reduces to a local third-order ordi-
nary differential equation. In particular, Eq.(6.185) in THM.7 represents the analogue
of the LAD equation for the single-particle dynamics, which contains the first deriva-
tive of the particle 4-acceleration. In view of this similarity, the asymptotic solution
(6.190) can be further simplified adopting a second reduction-step of the same kind of
that which leads to the LL form of the self-force for single charged particles (11). This
is obtained by assuming that the RR effect is only a small correction to the motion of
the fluid. As a consequence, an iterative approximation can be adopted which permits
to represent the self-force in terms of the instantaneous fluid forces. The latter include
both the external EM field and the pressure forces. In particular, according to this
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method, to leading-order for the fluid 4-acceleration we have
D
Ds
Uν = F νµ(ext)Uµ −
1
n
∂µP
µν , (6.196)
where, for brevity we have introduced the notation
F νµ(ext) ≡
q
moc2
F
(ext)νµ
. (6.197)
The iteration gives
D2
Ds2
Uν = ∂lF
νµ
(ext)UµU
l + F νµ(ext)
(
F(ext)µlU
l − 1
n
∂lP
l
µ
)
+
+
1
n
∂µP
µνU l∂l lnn− 1
n
U l∂l∂µP
µν . (6.198)
Substituting this expansion in Eq.(6.190) and invoking the symmetry property of the
Faraday tensor provides for the first-order term Kµ|s the following approximation:
Kµ|s '
q2
moc2
{
− 1
2σ
[
q
moc2
F
(ext)
µν U
ν − 1
n
∂νP
ν
µ
]
+
2q
3moc2
h(1)µ +
2
3
h(2)µ
}
, (6.199)
where the first term on the rhs represents the mass-renormalization contribution, and
h
(1)
µ denotes the 4-vector
h(1)µ = ∂lF
(ext)
µν U
νU l − q
moc2
F
(ext)
µν F
(ext)νl
Ul +
q
moc2
(
F
(ext)
kl U
l
)(
F
(ext)kν
Uν
)
Uµ,
(6.200)
while h(2)µ is given by
h(2)µ = −
q
moc2
1
n
F
(ext)
µβ ∂lP
lβ +
1
n
∂νP
ν
µU
l∂l lnn− 1
n
U l∂l∂νP
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k .
Eq.(6.199) represents the fluid analogue of the LL approximation of the self-force hold-
ing for single particle dynamics, with the mass-renormalization term retained. In par-
ticular here we notice that:
1) Eq.(6.199) provides a local approximation of the fluid self-force carrying the
contribution of the RR effect. In contrast to Eq.(6.190), thanks to the iterative re-
duction procedure only second-order derivatives of the position vector appear in this
approximation.
2) For consistency, Eq.(6.199) must be evaluated adopting the asymptotic expansion
(6.187) also for the evaluation of the self-potential entering the definition of the fluid
fields through the canonical momenta Pµ in the KDF.
3) Moreover, consistent with the approximation in which the RR self-potential is
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small with respect to the external EM potential, also the asymptotic approximation
(6.162) can be adopted, which allows one to treat explicitly in an asymptotic way all
the implicit RR contributions.
4) Finally, collecting together the analytical approximations provided by Eqs.(6.162),
(6.187) and (6.199), the fluid equations are reduced to a set of asymptotic local second-
order PDEs. This provides a convenient representation also for Eulerian implementa-
tion schemes of the same equations.
The detail comparison of Eqs.(6.198)-(6.201) with the literature is discussed in the
next section.
Retarded-time asymptotic expansion
Despite the previous considerations, it is worth pointing out that, formally also
for the fluid equations, an analogous result to THM.7 can be given. This is based
on performing a Taylor expansion of the fluid RR force based on the retarded-time
approximation. In this case, it is found that Eq.(6.183) is approximated as
A
(self)
µ = A
(self)
µ
∣∣∣
s′
[1 +O(²)] , (6.202)
where the retarded-time leading-order contribution A(self)µ
∣∣∣
s′
is simply given by
A
(self)
µ
∣∣∣
s′
=
q
σ
Uµ
(
r
(
s′
))
, (6.203)
while Eq.(6.185) for the self-force, written in terms ofKµ defined in Eq.(6.189), becomes
Kµ = Kµ|s′ [1 +O(²)] , (6.204)
where the retarded-time leading-order contribution Kµ|s′ is now given by
Kµ|s =
{
− q
2
2σmoc2
D
Ds′
Uµ
(
r
(
s′
))
+ g′µ
(
r
(
s′
))}
, (6.205)
with g′µ denoting here the 4-vector
gµ =
2
3
q2
moc2
[
1
4
D2
Ds′2
Uµ
(
r
(
s′
))− Uµ (r (s′))Uk (r (s′)) D2
Ds′2
Uk
(
r
(
s′
))]
. (6.206)
This alternative expansion has the distinctive advantage (with respect to the present-
time expansion) of retaining all the physical properties of the exact fluid equations for
the treatment of RR delay-time effects. This alternative formulation is relevant for
comparisons with the point-particle treatment.
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6.12 Discussion and comparisons with literature
In this section we analyze in detail the physical properties of the kinetic and fluid theory
developed for the EM RR problem, providing also a comparison with the literature.
This concerns, in particular, the recent paper by Berezhiani et al. (17), where an
analogous research program is presented for the relativistic hydrodynamics with RR
based on the LL solution of the self-force.
Kinetic theory
Let us start by considering the kinetic theory. The solution here obtained has the
following key features:
1) The kinetic theory adopts the Hamiltonian formulation of the RR problem devel-
oped here. The result is based on the exact analytical solution for the EM self-potential
of finite-size charged particles, obtained in Ref.(19).
2) The kinetic theory is developed here for systems of charged particles subject to
an external mean-field EM interaction and the RR self-interaction produced by the
same particles. Due to the non-local property of the RR interaction, the formulation
of kinetic theory is non-trivial. For this purpose, in contrast to previous literature,
an axiomatic formulation of CSM is adopted. Its key element is the introduction
of a suitable definition for the Lorentz-invariant probability-measure in the particle
extended phase-space. As a consequence, the corresponding Liouville-Vlasov kinetic
equation with the inclusion of the exact RR effect is achieved in Hamiltonian form,
namely in such a way to preserve the phase-space canonical measure. For comparison,
instead, previous literature approaches dealt with measure non-preserving phase-space
dynamics.
3) In particular, the kinetic theory has been developed within the canonical formal-
ism representing the KDF in terms of the canonical state y ≡ (rµ, Pµ). For reference,
the connection with the corresponding non-canonical treatment is provided in Section
6.8. This in turn implies that non-local contributions associated to the self-potential
(6.93) enter implicitly in the definition of the corresponding fluid moments (6.156)-
(6.158). This is made possible only within the framework of the present exact for-
mulation, in which the analytical solution for the self-potential is by construction non-
divergent. This feature departs from recent approaches where instead non-Hamiltonian
formulations were adopted, based on the LL point-like approximation of the RR self-
force. In such a case in fact, the explicit dependence of the KDF in terms of the EM
self-potential cannot be retained.
4) Both the RR equation for single-particle dynamics and the kinetic equation for
the KDF are of delay-type, reflecting the characteristic nature of the RR phenomenon.
This property is completely missing from the previous literature on the subject, exclu-
sively based on the LL local asymptotic approximation.
Fluid theory
For what concerns the fluid treatment, we notice that:
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1) Both the fluid fields and the fluid moment equations retain the standard form
(available in the absence of RR effects) and can be equivalently represented in Eu-
lerian or Lagrangian form. This follows from the exact representation here adopted
both for the RR self-potential and the RR self-force. In both cases the only non-local
dependencies are those associated to the position 4-vector.
2) The exact fluid equations with the inclusion of the RR effect are delay-type PDEs.
Because of this feature, their natural representation appears to be the Lagrangian form.
In fact, the integration along the LPs must be in principle performed taking into account
the retarded RR interaction.
3) From the exact theory presented here it follows that each fluid equation of a
given order does not depend on fluid fields of higher orders. For example, the momen-
tum equation contains only second-order tensor fields, identified respectively with the
plasma stress-energy tensor and the EM Faraday tensor. This result contrasts with
the treatment given in Ref.(17) where instead the asymptotic formulation based on
the LL equation leads to moment equations involving higher-order tensor fields (for
comparison, see also the related discussion in Section 6.8).
4) If a kinetic closure is chosen, then the fluid moments appearing in the fluid equa-
tions are all uniquely determined. In particular, the stress-energy tensor is prescribed in
terms of the KDF. This implies that both implicit and explicit contributions of the RR
effect appear in the resulting equations, carried respectively by the fluid fields and the
EM self-force in the momentum equation. Remarkably, kinetic closure is achieved pre-
scribing solely the pressure contribution carried by the stress-energy tensor. Instead, in
the approach of Ref.(17) the closure conditions involve generally also the specification
of higher-order moments of the KDF.
5) An important feature of the exact fluid equations here obtained is that they can
in principle be exactly implemented numerically adopting a Lagrangian scheme.
6) A remarkable aspect of the present theory is that the relevant asymptotic ex-
pansions are performed only “a posteriori” after integration over the velocity space.
This means that the approximations involved are introduced only on the configuration
space-variables (i.e., the fluid fields) and not on the phase-space KDF. In particular, a
convenient approximation is the one obtained in the short delay-time ordering, which
reduces the non-local dependencies to local terms. As a consequence, the introduction
of higher-order moments is ruled out by construction.
Comparison with point-particle treatments
The relevant comparison here is represented by Ref.(17). Such an approach is based
on the adoption of the LL equation for the single-particle dynamics for the construction
of the relativistic Vlasov-Maxwell description. The corresponding moment equations
can be in principle adopted for the construction of a closed set of fluid equations. This
requires however the specification of suitable closure-conditions. Let us briefly point
out the novel features of the current treatment for what concerns the adoption of the
finite-size particle model in the construction of the kinetic and fluid descriptions. In
detail:
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1) Both in the kinetic and fluid treatments the RR force is taken into account by
means of a non-local interaction. This is an intrinsic feature of the assumed finite
extension of the charged particle. In the fluid treatment, in particular, as shown above,
the RR force can be parametrized in terms of the past Lagrangian fluid velocity and
position. This permits to treat consistently the causal delay-time effects due to the
finite-size of the particles.
2) In validity of the asymptotic ordering given by Eq.(6.100), an asymptotic retarded-
time Hamiltonian approximation of the RR force based on a retarded-time expansion
has been given for the fluid equations. This approximation preserves the basic physical
features of the solution based on the exact form of the RR self-force.
3) If the present-time asymptotic expansion is performed on the exact fluid moment
equations, the resulting expression of the fluid RR force obtained adopting the finite-
size charge model appears different from that given in Ref.(17).
These conclusions enable us to carry out a detailed comparison with the literature,
emphasizing the basic differences between kinetic and fluid treatments based on finite-
size and point particles.
A) Kinetic theory.
The kinetic equation adopted in Ref.(17) is based on the LL equation (see therein
Eqs.7 and 8). This means that the RR force in this approximation is non-conservative,
non-variational and therefore non-Hamiltonian. In addition the LL equation: 1) does
not retain finite delay-time effects characteristic of the RR phenomenon; 2) is not
valid in the case of strong EM fields, where the iterative reduction scheme on which
it is based, may fail; 3) ignores mass-renormalization effects (which are incompatible
with the point-particle model). In contrast, the treatment of the relativistic Vlasov
kinetic equation obtained here (see the Eulerian and Lagrangian equations (6.152) and
(6.153)) is qualitatively different. In fact, even if the resulting RR equation remains a
second-order ODE, it is conservative, variational, Hamiltonian and applies for arbitrary
external EM fields. Further remarkable aspects are related to the adoption of the finite-
size charge model, in which the charge and mass distributions have the same support.
As a consequence, in this case the self 4-potential is everywhere well-defined, contrary
to the point particle model. In addition, this is prescribed analytically, a feature which
allows one to treat consistently the RR delay-time effects.
B) Fluid theory.
The fluid treatment here obtained is provided by the Eulerian Eqs.(6.159)-(6.160)
or the equivalent Lagrangian equations (6.179)-(6.180). The latter, considered as fluid
equations, are manifestly not closed. However, the Hamiltonian formulation achieved
here and holding for finite-size particles allows one to achieve a physically consistent
kinetic closure condition, by prescribing uniquely the pressure tensor Pµν in Eq.(6.180).
We stress that in our treatment no higher-order moments need to be specified. In con-
trast, the corresponding Euler equation reported in Ref.(17) (see Eqs.11 and 12 therein)
actually depends also on a third-order tensor moment, which must be prescribed (see
comments in Sec.IIIA of Ref.(17)). Let us now consider the asymptotic fluid treatments
based on the present theory. These can be achieved invoking either the present-time
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or the retarded-time asymptotic expansions (see previous Section). The first expan-
sion is mostly relevant for comparisons with Ref.(17) (given in THM.7) and enables
one to achieve a local approximation of the delay-time effects carried by the RR force.
However, remarkably, the resulting asymptotic fluid equations (6.198)-(6.201) remain
qualitatively different from the corresponding ones given in Ref.(17). In particular: 1)
no higher-order moments appear after performing the Taylor expansion and the iter-
ation scheme discussed after THM.7; 2) a non-vanishing mass-correction contribution
is now included (see first term on the rhs of Eq.(6.199)). Finally, we mention that
the retarded-time asymptotic expansion given by Eqs.(6.202)-(6.206) provides a novel
approximation which retains basic properties of the exact solution. In particular: 1) it
only applies for finite-size particles; 2) it relies on the Hamiltonian formulation of the
RR problem and of the Vlasov-Maxwell treatment; 3) it permits to retain transient-
time and delay-time effects; 4) it takes into account retarded mass-correction effects;
5) in this approximation the natural fluid description is Lagrangian.
6.13 Conclusions
In this Chapter, novel results have been obtained concerning the kinetic and fluid
descriptions of relativistic collisionless plasmas with the inclusion of EM RR effects.
Relevant consequences of the variational form of the EM RR equation previously
achieved for classical finite-size charged particles have been investigated. It has been
shown that the non-local RR problem admits both Lagrangian and Hamiltonian repre-
sentations in standard form, defined respectively in terms of effective Lagrangian and
Hamiltonian functions. A notable novel feature of the theory concerns the development
of a Hamiltonian retarded-time expansion of the RR force, which applies in validity of
the short delay-time asymptotic ordering. On such a basis, the axiomatic formulation of
classical statistical mechanics for relativistic collisionless plasmas with the inclusion of
non-local RR effects has been presented. As a major result, the kinetic theory for such
a system has been formulated in standard Hamiltonian form. The Liouville-Vlasov
equation has been proved to hold in the extended phase-space, subject to non-local
RR self-interactions. Remarkably, the non-local effects have been proved to enter the
relativistic kinetic equation only through the retarded particle 4-position. As a con-
sequence, the corresponding fluid moment equations can be determined in standard
way by integration over the space of canonical momenta and cast both in Eulerian and
Lagrangian forms. It has been pointed out that the exact relativistic fluid equations
are intrinsically of delay-type and contain both implicit and explicit non-local contri-
butions associated to the RR effect. The issue concerning the problem of fluid closure
conditions has been discussed. In contrast with previous literature, it is found that in
the present approach the closure conditions remain the standard ones, i.e., as in the
absence of RR effects. Hence, the specification of higher-order moments of the KDF,
for a given moment equation, is not required. Finally, appropriate approximations have
been obtained for the fluid equations by employing “a posteriori” the relevant asymp-
totic expansions applicable in the short delay-time ordering. This allows one to reduce
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the exact non-local equations either to a set of local PDEs or to retarded PDEs still
retaining finite delay-time effects.
The theory developed here has potential wide-ranging applications which concern
the study of relativistic astrophysical plasmas for which RR emission processes are
important. This involves, for example, plasmas in accretion disks, relativistic jets and
active galactic nuclei. Other possible applications are also suggested for the case of
laboratory plasmas generated in the presence of pulsed-laser sources.
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Chapter 7
Hamiltonian structure of classical
N-body systems of finite-size
particles subject to EM
interactions
7.1 Introduction
In classical physics the formulation of the Hamiltonian mechanics of N -body systems
composed of interacting particles is still incomplete. This includes, in particular, the
case of charged particles acted on by an externally-prescribed EM field as well as binary
and self EM interactions. Indeed, based on general relativity (or special relativity, as
appropriate in the case of a flat Minkowski space-time) as well as quantum mechanics,
common prerequisites for a dynamical theory for such systems should be:
Prerequisite #1 : its covariance with respect to arbitrary local coordinate transfor-
mations. In the context of special relativity this requirement reduces to the condition
of covariance with respect to the Lorentz group.
Prerequisite #2 : the inclusion of both retarded and local interactions.
Prerequisite #3 : the consistency with the Einstein causality principle.
Prerequisite #4 : the validity of the Hamilton variational principle, yielding a set of
equations of motion for all the N particles of the N -body system.
Prerequisite #5 : the existence of a Hamiltonian structure.
As clarified below, all of these statements should be regarded as intrinsic properties
of classical N -body systems which are characterized by non-local, i.e., retarded causal
interactions, like those associated with EM fields (1). In particular, requirements #4
and #5 involve the assumptions that the equations of motion of a generic N -body
system of this type should admit both Lagrangian and Hamiltonian variational formu-
lations, obtained by means of a Hamilton variational principle, as well as a standard
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Hamiltonian form, i.e., a set {x,HN} with the following properties:
a) x =
(
x(i), i = 1, N
)
is a super-abundant canonical state, with x(i) denoting an
appropriate i-th particle canonical state;
b) HN (to be referred to as system Hamiltonian) is a suitably regular function. In
view of prerequisites #2 and #3, we expect HN to be prescribed in terms of a non-
local phase-function of the form HN (x, [x]), x and [x] denoting respectively local and
non-local dependences;
c) for all particles i = 1, N belonging to the N -body system, the variational equa-
tions of motion must admit the standard Hamiltonian form expressed in terms of the
Poisson brackets with respect to the system Hamiltonian, namely:
dx(i)
ds(i)
=
[
x(i),HN
]
. (7.1)
Here the notation is standard. Thus,
(
s(1), ...s(N)
)
and [η, ξ] ≡ [η, ξ](x) are respectively
the particles proper times and the local Poisson brackets (PBs). The latter are defined
in terms of the super-abundant canonical state x as
[η, ξ] =
(
∂η
∂x
)T
· J ·
(
∂ξ
∂x
)
, (7.2)
with all components of x to be considered independent (i.e., x as unconstrained). Fur-
thermore, J is the canonical Poisson matrix (2), while η(x) and ξ(x) denote two arbi-
trary smooth phase-functions.
Evidently, the above prerequisites should be regarded as overriding conditions for
the transition from classical to quantum theory of the N -body dynamics to be possible.
However, despite notable efforts (see for example Dirac, 1949 (3)) the solution to the
problem of fitting them together has remained still incomplete to date, at least in the
case of systems of charged particles subject to EM interactions.
From the point of view of classical physics the reason is related to the nature of
EM interactions occurring in N -body systems. These can be carried respectively both
by external sources (unary interactions, due to prescribed external EM fields) and by
the particles themselves of the system (internal interactions). The latter include both
binary EM interactions acting between any two arbitrary charged particles and the self
EM interaction, usually known as the EM radiation-reaction (RR; Dirac (4), Pauli (5),
Feynman (6)). As pointed out in Refs.(7) and (8), a rigorous treatment of the EM
self-interaction consistent with prerequisites #1-#5 can only be achieved for extended
classical particles, i.e., particles characterized by mass and charge distributions with
finite support. In particular, a convenient mathematical model is obtained by assuming
that these classical particles are non-rotating and their mass and charge distributions
are quasi-rigid in their rest frames, according to the model adopted in the present
investigation (7, 8, 9, 10). In Refs.(7, 8) the dynamics of single extended particles (1-
body problem) in the presence of their EM self-fields was systematically investigated in
the context of classical electrodynamics, by means of a variational approach based on
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a Hamilton variational principle. As a result, the Hamiltonian description for isolated
particles subject to the combined action of the external and the self EM interaction
has been established.
However, fundamental issues still remain unanswered regarding the analogous for-
mulation of a consistent dynamical theory holding for classical N -body systems of
finite-size charges subject to only EM interactions (EM-interacting N -body systems).
In fact, it is well known that traditional formulations of the relativistic dynamics of
classical charged particles are unsatisfactory, at least because of the following main
reasons.
The first one is related to the approximations usually adopted in classical electro-
dynamics for the treatments of RR phenomena. In most of previous literature charged
particles are regarded as point-like and the so-called short delay-time ordering
² ≡ t− t
′
t
¿ 1 (7.3)
is assumed to hold, with t and t′ denoting respectively the “present” and “retarded”
coordinate times, both defined with respect to a suitable Laboratory frame. This moti-
vates the introduction of asymptotic approximations, both for the EM self 4-potential
and the corresponding self-force, which are based on power-series expansions in terms
of the dimensionless parameter ² and are performed in a neighborhood of the present
coordinate time t (see related discussion in Ref.(8)). Nevertheless, previous approaches
of this type have lead in the past to intrinsically non-variational and therefore non-
Hamiltonian equations of motion (7, 8, 11). These are exemplified by the well-known
LAD and LL RR equations, due respectively to Lorentz, Abraham and Dirac (Lorentz,
1985 (12); Abraham, 1905 (13) and Dirac (4)) and Landau and Lifschitz (14). Both
features make these treatments incompatible with the physical prerequisites indicated
above.
The second motivation arises in reference to the so-called “no-interaction” theorem
proposed by Currie (15, 16). According to its claim, isolated N -body systems, formed
by at least two point particles, which are subject to mutual EM binary interactions
and in which the canonical coordinates are identified with the space parts of the par-
ticle position 4-vectors, cannot define a Hamiltonian system with manifestly covariant
canonical equations of motion. The correctness of such a statement has been long ques-
tioned (see for example Fronsdal, 1971 (17) and Komar, 1978-1979 (18, 19, 20, 21)).
In particular, the interesting question has been posed whether the “no-interaction”
theorem can actually be eluded in physically realizable classical systems. Interestingly,
Currie approach is based on the well-known generator formalism formulated originally
by Dirac (DGF; Dirac, 1949 (3)). Therefore, related preliminary questions concern
the conditions of validity of DGF itself and, in particular, whether such an approach
actually applies at all to EM-interacting N -body systems.
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7.2 Goals of the investigation
Put all the previous motivations in perspective, in this Chapter a systematic solution
to these issues is presented, for the case of EM-interacting N -body systems of classi-
cal finite-size charged particles. The theory is developed in the framework of classical
electrodynamics and special relativity (i.e., assuming a flat Minkowski space-time) and
is shown to satisfy all the prerequisites indicated above (#1-#5). The reference publi-
cations for the contents presented in this Chapter are Refs.(9, 10).
Starting point is the determination of both Lagrangian and Hamiltonian equations
of motion for classical charged particles belonging to an EM-interactingN -body system.
By construction the latter can be considered as a system of smooth hard sphere, namely
in which hard collisions occurring between the particles, when their boundaries ∂Ω(i)
(see below) come into contact, conserve each particle angular momentum. In particular,
for simplicity, in the following all extended particles will be considered as acted upon
only by EM interactions, thus ignoring the effect of hard collisions on the N -body
dynamics. As in Refs.(7, 8), where the 1-body problem was investigated, the derivation
is based on the variational formulation of the problem. This requires, in particular, the
determination of the appropriate variational functionals required for the description of
both binary and self EM interactions. The resulting action functional is found to be
expressed as a line integral in terms of a suitable non-local variational Lagrangian, the
non-locality being associated both to the finite-extension of the charge distributions
and to delay-time effects arising in binary EM interactions. Based on the Hamilton
variational principle expressed in superabundant variables, the resulting variational
equations of motion (for the N -body system) are then proved to be necessarily delay-
type ODEs. As a consequence, based on the definition of suitable effective Lagrangian
and Hamiltonian functions, a manifestly-covariant representation of these equations in
both standard Lagrangian and Hamiltonian forms is reached. The main goal of this
Chapter is then to show that these features allow a Hamiltonian structure {x,HN}
to be properly defined in terms of a suitable superabundant canonical state x and
a non-local system Hamiltonian function HN . The result follows by noting that the
Hamiltonian equations in standard form admit also a representation in terms of local
PBs, defined with respect to the super-abundant canonical state x.
A notable development concerns the construction of an approximation of the Hamil-
ton equations in standard form. This holds in validity of both the short delay-time
and large-distance orderings, namely under the same asymptotic conditions usually in-
voked in the literature for the asymptotic treatment of the RR problem. Based on the
analogous approach developed in Ref.(8), it is shown that a suitable N -body Hamil-
tonian approximation [of the exact problem] can actually be reached, which preserves
its Hamiltonian structure. In particular it is proved that, unlike in the LAD and
LL equations, the asymptotic approximation obtained in this way keeps the variational
character of the exact theory, retaining the standard Lagrangian and Hamiltonian forms
of the N -body dynamical equations as well as the delay-time contributions arising from
the various EM interactions.
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Further interesting conclusions are drawn concerning the validity of DGF in the
present context. This refers, in particular, to the so-called instant-form representation
of Poincare` generators for infinitesimal transformations of the inhomogeneous Lorentz
group. It is pointed out that DGF in its original formulation only applies to local Hamil-
tonian systems and therefore is inapplicable to (the treatment of) the EM-interacting
N -body systems considered here. For definiteness, the correct set of Poincare` genera-
tors, corresponding to the exact non-local Hamiltonian structure {x,HN} determined
here, together with their instant-form representation, are also provided. This permits
to develop a modified formulation of DGF, denoted as non-local generator formalism,
which overcomes the previous limitations and is applicable also to the treatment of
non-local Hamiltonians in terms of essential (i.e., constrained) canonical variables.
Finally, on the same ground, the Currie “no-interaction” theorem is proved to be
violated in any case by the Hamiltonian structure, i.e., both by its exact realization
{x,HN} and its asymptotic approximation. Counter-examples which overcome the
limitations stated by the “no-interaction” theorem are explicitly provided. In partic-
ular, the purpose of this discussion is to prove that indeed a standard Hamiltonian
formulation for the N -body system of EM-mutually-interacting charged particles can
be consistently obtained. The main cause of the failure of the Currie theorem is iden-
tified in the conditions of validity of DGF on which the proof of the theorem itself is
based.
7.3 N-body EM current density and self 4-potential
For the sake of clarity, the key points of the formulation presented in Refs.(7, 8) are first
recalled, concerning the definition of extended chargee particle and of the corresponding
4-current and self 4-potential within the framework of N -body system. We shall assume
that each finite-size particle is characterized by a positive constant rest massm(i)0 and a
non-vanishing constant charge q(i), for i = 1, N , both distributed on the same support
∂Ω(i) (particle boundary). More precisely, for the i-th particle, the mass and charge
distributions can be defined as follows. Assuming that initially in a time interval
[−∞, to] the i-th particle is at rest with respect to an inertial frame (particle rest-frame
Ro where the external forces acting on the particle vanish identically), we shall assume
that:
1) In this frame there exists a point, hereafter referred to as center of symmetry
(COS), whose position 4-vector rµ(i)COS ≡ (ct, ro) spans the Minkowski space-timeM4 ⊆
R4 with metric tensor ηµν ≡diag(+1− 1− 1− 1). With respect to the COS the support
∂Ω(i) is a stationary spherical surface of radius σ(i) > 0 of equation (r− ro)2 = σ2(i).
2) The i-th particle is quasi-rigid, i.e., its mass and charge distributions are station-
ary and spherically-symmetric on ∂Ω(i).
3) Mass and charge densities do not possess pure spatial rotations. Therefore,
introducing for each particle the Euler angles α(s(i)) ≡ {ϕ, ϑ, ψ}(s(i)) which define
its spatial orientation (see definitions in Ref.(22)), the condition of vanishing spatial
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rotation is obtained imposing that α(s(i)) = const. holds identically. As a consequence,
only the translational motion of charged particles need to be taken into account.
In addition, as stated before, hard collisions occurring between the particles are
considered ignorable. As a consequence, for all particles the equations of motion (7.1)
are assumed to hold identically, namely for all s(i) ∈ I ≡ R.
For each extended particle the covariant expressions for the corresponding charge
and mass current densities readily follow (see Ref.(7)). In particular, these can be
expressed in integral form respectively as:
j(i)µ(r) =
q(i)c
4piσ2(i)
∫ +∞
−∞
dsu(i)µ(s)δ(
∣∣x(i)∣∣− σ(i))δ(s− s1(i)), (7.4)
j(i)µmass(r) =
m
(i)
o c
4piσ2(i)
∫ +∞
−∞
dsu(i)µ(s)δ(
∣∣x(i)∣∣− σ(i))δ(s− s1(i)), (7.5)
where by definition s1(i) is the root of the algebraic equation
u(i)µ (s1(i))
[
rµ − r(i)µ (s1(i))] = 0. (7.6)
Here u(i)µ(s(i)) ≡ dr
(i)µ(s(i))
ds(i)
is the 4-velocity of the COS for the i-th particle, while
xµ(i) = r
µ − r(i)µ (s(i)) . (7.7)
Finally, following the equivalent derivations given in Refs.(7, 8), the non-divergent
EM self 4-potential A(self)(i)µ (r) for the single (namely, i-th) extended particle can be
readily obtained as well. It is sufficient to report here the solution for A(self)(i)µ (r) which
is valid in the external domain with respect to the spherical shell of the same particle.
For a generic displacement 4-vector X(i)µ ∈M4 of the form
X(i)µ = rµ − r(i)µ (s(i)) , (7.8)
which is subject to the constraint
X(i)µu(i)µ (s(i)) = 0, (7.9)
this sub-domain is defined by the inequality
X
(i)µX(i)µ ≤ −σ2(i). (7.10)
In such a set, A(self)(i)µ (r) is expressed in integral form by the equation
A(self)(i)µ (r) = 2q
(i)
∫ 2
1
dr′µδ(R̂
(i)αR̂(i)α ), (7.11)
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where R̂(i)α is the bi-vector
R̂(i)α = rα − r(i)′α, (7.12)
with r(i)′α ≡ r(i)′α(s′(i)) being the i-th particle COS 4-vector evaluated at the retarded
proper time s′(i), obtained as the causal root of the equation R̂
(i)αR̂
(i)
α = 0.
7.4 The non-local N-body action integral
In this section we formulate the N -body Hamilton action functional suitable for the
variational treatment of a system of N finite-size charged particles subject to external,
binary and self EM interactions. In such a case, in analogy to Ref.(8), the action
integral can be conveniently expressed in hybrid super-abundant variables as follows:
SN (r, u, [r]) =
∑
i=1,N
[
S
(i)
M (r, u) + S
(ext)(i)
C (r) + S
(self)(i)
C (r, [r]) + S
(bin)(i)
C (r, [r])
]
(7.13)
(non-local action integral). Here r and u represent local dependences with respect to
the 4-vector position and the 4-velocity, while [r] stands for non-local dependences
with respect to the 4-vector position. In particular, the latter are included only via
the functionals produced by the EM-coupling with the self and binary EM fields for
the i-th particle, namely S(self)(i)C and S
(bin)(i)
C . Instead, S
(i)
M and S
(ext)(i)
C identify for
each particle the functionals produced by the inertial mass and by the EM-coupling
with the external EM field. We stress that the functionals S(i)M (r, u), S
(ext)(i)
C (r) and
S
(self)(i)
C (r, [r]) are formally analogous to the case of a 1-body problem treated in the
previous Chapters (see also Refs.(7, 8)) and can be represented as line-integrals (see
below). We now proceed evaluating explicitly the new contribution S(bin)(i)C (r, [r]).
S
(bin)(i)
C (r, [r]): EM coupling with the binary-interaction field
The action integral S(bin)(i)C (r, [r]) containing the coupling between the EM field
generated by particle j, for j = 1, N , and the electric 4-current of particle i is of
critical importance. Its evaluation is similar to that of the action integral of the self-
interaction. For the sake of clarity, in this subsection we present the relevant results,
while the details of the mathematical derivation can be found in Ref.(9). According to
the standard approach (14), S(bin)(i)C (r, [r]) is defined as the 4-scalar
S
(bin)(i)
C (r, [r]) =
∑
j=1,Ni 6=j
S
(bin)(ij)
C (r, [r]), (7.14)
where S(bin)(ij)C (r, [r]) is defined as
S
(bin)(ij)
C (r, [r]) =
∫ 2
1
dΩ
1
c2
A(self)(i)µ(r)j(j)µ (r) , (7.15)
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with A(self)(i)µ(r) being the EM 4-potential generated by particle i at 4-position r,
whose expression is given by Eq.(7.11). In addition, j(j)µ (r) is the 4-current carried
by particle j evaluated at the same 4-position and given by Eq.(7.4), while dΩ is the
invariant 4-volume element. In particular, in an inertial frame SI with Minkowski
metric tensor ηµν , this can be represented as dΩ = cdtdxdydz, where (x, y, z) are
orthogonal Cartesian coordinates. As shown in Ref.(9), an explicit evaluation of the
action integral (7.15) yields the following representation:
S
(bin)(ij)
C (r, [r]) =
2q(i)q(j)
c
∫ 2
1
dr(i)µ
(
s(i)
) ∫ 2
1
dr(j)µ(s(j))δ(R˜
(ij)αR˜(ij)α − σ2(j)), (7.16)
where s(i) and s(j) are respectively the proper times of particles i and j, while R˜(ij)α
denotes
R˜(ij)α ≡ r(j)α (s(j))− r(i)α(s(i)). (7.17)
It is worth pointing out the following basic properties of the functional S(bin,i)(ij)C . First,
it is a non-local functional in the sense that it contains a coupling between the “past”
and the “future” of the particles of the N -body system. In fact it can be equivalently
represented as
S
(bin)(ij)
C (r, [r]) =
2q(i)q(j)
c
∫ +∞
−∞
ds(i)
dr
(i)
µ
(
s(i)
)
ds(i)
∫ +∞
−∞
ds(j)
drµ(s(j))
ds(j)
δ(R˜(ij)αR˜(ij)α −σ2(j)).
(7.18)
Furthermore, the N -body system functional (7.14) is symmetric, namely it fulfills the
property ∑
i,j=1,N
S
(bin)(ij)
C (rA, [rB]) =
∑
i,j=1,N
S
(bin)(ji)
C (rB, [rA]), (7.19)
where rA and rB are two arbitrary curves of the N -body system.
The non-local N-body variational Lagrangian
Let us now provide a line-integral representation of the Hamilton functional SN in
the form
SN =
∑
i=1,N
∫ +∞
−∞
ds(i)L
(i)
1 (r, u, [r]) ≡
∑
i=1,N
∫ +∞
−∞
Υ(i)(r, u, [r]), (7.20)
where Υ(i)(r, [r] , u) and L
(i)
1 (r, [r] , u) are respectively the i-th particle non-local con-
tributions to the fundamental Lagrangian differential form and to the corresponding
non-local variational Lagrangian. Invoking Eq.(7.18) and recalling also the results of
previous Chapters, L(i)1 (r, [r] , u) can be written as
L
(i)
1 (r, u, [r]) = L
(i)
M (r, u) + L
(ext)(i)
C (r) + L
(self)(i)
C (r, [r]) + L
(bin)(i)
C (r, [r]), (7.21)
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where L(i)M (r, u), L
(ext)(i)
C (r) and L
(self)(i)
C (r, [r]), L
(bin)(i)
C (r, [r]) denote respectively the
local and non-local terms. In particular, the first one is the contribution carried by the
inertial term, while L(ext)(i)C , L
(self)(i)
C and L
(bin)(i)
C identify respectively the external,
self and binary EM-field-coupling Lagrangians. These are defined as follows:
L
(i)
M (r, u) ≡ m(i)o cu(i)µ
[
dr(i)µ
ds(i)
− 1
2
u(i)µ
]
, (7.22)
L
(ext)(i)
C (r) ≡
q(i)
c
dr(i)µ
ds(i)
A
(ext)(i)
µ (r
(i)(s(i)), σ(i)), (7.23)
L
(self)(i)
C (r, [r]) ≡
q(i)
c
dr(i)µ
ds(i)
A
(self)(i)
µ , (7.24)
L
(bin)(i)
C (r, [r]) ≡
∑
j=1,N
L
(bin)(ij)
C (r, [r]) =
q(i)
c
dr(i)µ
ds(i)
∑
j=1,N
A
(bin)(ij)
µ
(
σ(j)
)
,(7.25)
where in the last equation i 6= j. Here, A(ext)(i)µ , A(self)(i)µ and A(bin)(ij)µ denote the
surface-averages performed on the i-th particle boundary ∂Ω(i) respectively of the ex-
ternal, self and binary EM 4-potentials. In particular, A(self)(i)µ and A
(bin)(ij)
µ are defined
as
A
(self)(i)
µ ≡ 2q(i)
∫ 2
1
dr(i)′µ δ(R˜
(i)µR˜(i)µ − σ2(i)), (7.26)
A
(bin)(ij)
µ
(
σ(j)
) ≡ 2q(j) ∫ +∞
−∞
ds(j)
drµ(s(j))
ds(j)
δ(R˜(ij)αR˜(ij)α − σ2(j)). (7.27)
In addition, R˜(i)µ is the bi-vector
R˜(i)µ ≡ r(i)µ (s(i))− r(i)µ(s′(i)), (7.28)
with s(i) and s′(i) denoting respectively “present” and “retarded” proper times of the
i-th particle.
7.5 Non-local N-body variational principle and standard
Lagrangian form
Let us now proceed constructing the explicit form of the N -body relativistic equations
of motion for each extended charged particle in the presence of EM interactions (i.e., in-
cluding external, binary and self EM interactions). This is achieved by adopting for the
N -body problem a synchronous variational principle (23, 24) which can be expressed
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in terms of the super-abundant hybrid (i.e., generally non-Lagrangian) variables
f (i)(s(i)) ≡
[
r(i)µ(s(i)), u
(i)
µ (s(i))
]
, (7.29)
and for a suitable functional class of variations {f}. The latter is identified with the set
of real functions of class Ck(R), with k ≥ 2, and fixed endpoints which are prescribed
for each particle i = 1, N at suitable proper times s(i)1 and s(i)2, with s(i)1 < s(i)2, i.e.,
{f} ≡

f (i)(s(i)) : f (i)(s(i)) ∈ Ck(R);
f (i)(s(i)j) = f
(i)
j ;
i = 1, N ; j = 1, 2andk ≥ 2
 . (7.30)
It follows that by construction the variational derivatives of the Hamilton functional
SN (see Eq.(7.20)) are performed in terms of synchronous variations, i.e., by keeping
constant the i-th particle proper time s(i). The result is expressed by the following
theorem.
THM.1 - N-body hybrid synchronous Hamilton variational principle
Given validity of the prerequisites #1-#5 for the N -body system, let us assume that:
1. The Hamilton action SN (r, u, [r]) is defined by Eq.(7.20).
2. The real functions f (i)(s(i)) in the functional class {f} [see Eq.(7.30)] are iden-
tified with the super-abundant variables (7.29) which are subject to synchronous
variations δf (i)(s(i)) ≡ f (i)(s(i))− f (i)1 (s(i)). The latter belong to the functional
class of synchronous variations
{
δf (i)
}
, with
δf
(i)
k (s(i)) = f
(i)
k (s(i))− f (i)1k (s(i)), (7.31)
for k = 1, 2, ∀f (i)(s(i)), f (i)1 (s(i)) ∈ {f}.
3. The extremal curves f (i)(s(i)) ∈ {f} for SN , which are solutions of the E-L
equations
δSN (r, u, [r])
δf (i)(s(i))
= 0, (7.32)
exist for arbitrary variations δf (i)(s(i)) (hybrid synchronous Hamilton variational
principle).
4. If the curves r(i)µ(s(i)), for i = 1, N are all extremal, each line element ds(i)
satisfies the constraint
ds2(i) = ηµνdr
(i)µ(s(i))dr
(i)ν(s(i)). (7.33)
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5. The 4-vector field A(ext)µ (r) is suitably smooth in the whole Minkowski space-time
M4.
6. The E-L equations for the extremal curves r(i)µ(s(i)) are determined consistently
with the Einstein causality principle.
7. All the synchronous variations δf (i)k (s(i)) ( k=1,2 and i = 1, N) are considered as
being independent.
It then follows that the E-L equations for u(i)µ and r(i)µ following from the syn-
chronous hybrid Hamilton variational principle (7.32) give respectively
δSN
δu
(i)
µ
= m(i)o cdr
(i)µ −m(i)o cu(i)µds(i) = 0, (7.34)
δSN
δr(i)µ(s(i))
= −m(i)o cdu(i)µ (s(i)) +
q(i)
c
F (tot)(i)µν dr
(i)ν(si) = 0, (7.35)
where F (tot)(i)µν is the total Faraday tensor acting on particle i and given by
F (tot)(i)µν ≡ F (ext)(i)µν + F (self)(i)µν + F (bin)(i)µν , (7.36)
where all quantities are intended as surface-averages on the i-th particle shell-surface
∂Ω(i). Eqs.(7.34) and (7.35) are hereon referred to as N -body equations of motion. In
particular:
1) F (ext)(i)µν
(
r(i)
) ≡ ∂µA(ext)ν − ∂νA(ext)µ is the antisymmetric Faraday tensor of the
external EM field evaluated on the extremal curve r(i)µ = r(i)µ
(
s(i)
)
.
2) F (self)(i)µν
(
r(i),
[
r(i)
]) ≡ F (self)(i)µν (r(i) (s(i)) , r(i) (s′(i))) is the non-local antisym-
metric Faraday tensor produced by the EM self-field of the i-th particle and acting on
the same particle. This is given by
F
(self)(i)
µν = 2
[
∂µA
(self)
ν − ∂νA(self)µ
]
, (7.37)
namely
F
(self)(i)
µν = −
 2q(i)∣∣∣R˜(i)αu(i)α (s′(i))∣∣∣
d
ds′(i)
u
(i)
µ (s′(i))R˜
(i)
ν − u(i)ν (s′(i))R˜
(i)
µ
R˜(i)αu
(i)
α (s′i)


s′
(i)
=s(i)−s(i)ret
,
(7.38)
where the delay-time s(i)ret is the positive (causal) root of the 1-particle delay-time
equation
R˜(i)αR˜(i)α − σ2(i) = 0. (7.39)
3) F (bin)(i)µν is the non-local antisymmetric Faraday tensor produced on particle i by
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the action of all the remaining particles, i.e.
F
(bin)(i)
µν ≡
∑
j=1,Ni6=j
F
(bin)(ij)
µν
(
r(i),
[
r(j)
]
, σ(i), σ(j)
)
, (7.40)
where
F
(bin)(ij)
µν
(
r(i),
[
r(j)
]
, σ(i),σ(j)
)
=
[
H(ij)µν
(
s(i), s(j)
)]
s(j)=s
(A)
(i) (σ(i))
+
+
[
H(ij)µν
(
s(i), s(j)
)]
s(j)=s
(B)
(ij)(σ(j))
. (7.41)
Here the notation is as follows. H(ij)µν is defined as
H(ij)µν
(
s(i), s(j)
)
= − q
(j)∣∣∣R˜(ij)αu(j)α (s(j))∣∣∣
d
ds(j)
{
u
(j)
µ (s(j))R˜
(ij)
ν − u(i)ν (s(j))R˜(ij)µ
R˜(ij)αu
(j)
α (s(j))
}
, (7.42)
while the delay-time s(j) = s
(A)
(i)
(
σ(i)
)
and s(j) = s
(B)
(ij)
(
σ(j)
)
are respectively the positive
(causal) roots of the 2-particle delay-time equations
R˜(i)αR˜(i)α − σ2(i) = 0, (7.43)
R˜(ij)αR˜(ij)α − σ2(j) = 0. (7.44)
Therefore, s(A)(i) and s
(B)
(ij) depend respectively on σ(i) and σ(j).
Proof - The proof is analogous to the corresponding 1-body problem detailed in
THM.1 of Ref.(7). Indeed, since the Dirac-deltas δ(R˜(i)µR˜(i)µ −σ2(i)) and δ(R˜(ij)αR˜
(ij)
α −
σ2(j)) are independent of particle 4-velocities, the variations with respect to u
(i)
µ de-
liver necessarily the E-L equation (7.34). To prove also Eq.(7.35), we notice that the
synchronous variations of the functionals S(i)M (r, u), S
(ext)(i)
C (r) and S
(self)(i)
C (r, [r]) nec-
essarily coincide with those of the 1-body problem. Therefore, it is sufficient to inspect
the variational derivative of the non-local binary-interaction functional S(bin)(i)C (r, [r]).
Its variation with respect to δr(i)µ(s(i)) takes the form
δS
(bin)(i)
C =
∑
j=1,Ni6=j
{
[δA+ δB](ij) + [δA+ δB](ji)
}
, (7.45)
where
δA(ij) ≡ −2q
(i)q(j)
c ηµν
∫ 2
1 δr
(i)µd
[∫ 2
1 dr
(j)νδ(R˜(ij)αR˜(ij)α − σ2(i))
]
,
δB(ij) ≡ 2q
(i)q(j)
c ηαβ
∫ 2
1 dr
(j)β
∫ 2
1 dr
(i)αδr(i)µ ∂
∂r(i)µ
δ(R˜(ij)αR˜(ij)α − σ2(i)),
(7.46)
and the second term [δA+ δB](ji) follows by exchanging the particle indices. Then,
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using the chain rule and integrating by parts, after elementary algebra Eqs.(7.41) and
(7.42) follow. In agreement with the Einstein causality principle the positive roots of
the delay-time equations (7.43) and (7.44) must be selected.
Q.E.D.
A few comments are here in order regarding the implications of THM.1.
1. Coordinate-time parametrization of the N-body equations of motion
It is important to stress that for each i-th particle, its equations of motion [in
particular the E-L Eqs.(7.34) and (7.35)] can be parametrized in terms of the
single coordinate time t rather than the corresponding particle proper time s(i).
This is obtained introducing the representations in terms of the single coordinate
(i.e., Laboratory) time t ∈ I ∈ R, namely letting for all i = 1, N
r(i)µ(t) ≡ (ct, r(i)), (7.47)
ds(i) =
cdt
γ(i)
, (7.48)
with γ(i) and β(i) denoting the usual relativistic factors
γ(i) =
(
1− β2(i)
)−1/2
, (7.49)
β(i) = v
(i)/c. (7.50)
This implies also that the 4-velocity can be represented as u(i)µ ≡ 1cγ−1(i) v(i)µ with
v(i)µ ≡ (c,v(i)). Hence, equations (7.34) and (7.35) become respectively
m(i)o cdr
(i)µ −m(i)o cv(i)µdt = 0, (7.51)
−m(i)o cd
[γ(i)
c
v(i)µ (s(i))
]
+
q(i)
c
F (tot)(i)µν dr
(i)ν(si) = 0. (7.52)
2. Delay-time effects
Delay-time effects which appear both in the EM RR and binary interactions
are due to the extended size of the charged particles. In particular, the delay-
time characterizing the self-interaction acting on particle i depends only on the
radius of the charge distribution of the same particle. Instead, the delay-time
appearing in the binary interaction experienced by particle i depends either on
the radius σ(i) of particle i or on the radii σ(j) of all the remaining particles. In
the case of N -body system of like particles, such that σ(i) = σ(j) = σ, the two
terms on the r.h.s. of Eq.(7.45) coincide yielding a single delay-time contribution
in Eq.(7.41). Explicit evaluation of delay times involves the construction of the
positive (causal) roots of the equations (7.43) and (7.44). Based on the coordinate-
time parametrization (7.48), these can be solved explicitly for the coordinate
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delay-time t(i)ret ≡ t′(i) − t. The causal roots are in the two cases respectively
t(i)ret(t) =
1
c
√[
r(i)(t)−r(i)(t− t(i)ret(t))
]2 + σ2(i) > 0, (7.53)
t(ij)ret(t) =
1
c
√[
r(i)(t)−r(j)(t− t(ij)ret(t))
]2 + σ2(j) > 0. (7.54)
Notice that the same roots can also be equivalently represented in terms of the
corresponding particle proper times (s(i) for i = 1, N). For this purpose it
is sufficient to introduce for the i-th particle proper time the parametrization
s(i) ≡ s(i)(t) which is determined in terms of the coordinate time t by means of
the equations (7.33). It follows, in particular, that the proper delay-times corre-
sponding to (7.53) and (7.54) become respectively s(i)ret(s(i)) ≡ s(t(i)ret(t)) and
s(ij)ret(s(j)) ≡ s(t(ij)ret(t)).
Along the lines of the approach given in Ref.(8), it is immediate to show that the
hybrid-variable variational principle given in THM.1 can be given an equivalent La-
grangian formulation. An elementary consequence is provided by the following propo-
sition.
Corollary to THM.1 - Standard Lagrangian form of the N-body equations
of motion
Given validity of THM.1, let us introduce the non-local real function
Leff,N =
∑
i=1,N
L
(i)
eff (r, u, [r]), (7.55)
where Leff,N is denoted as N -body effective Lagrangian, while L
(i)
eff (r, u, [r]) is defined
as
L
(i)
eff (r, u, [r]) ≡ L(i)M (r, u) + L(ext)(i)C (r) + 2L(self)(i)C (r, [r]) + L(bin)(i)eff (r, [r]). (7.56)
Here L(i)M , L
(ext)(i)
C and L
(self)(i)
C coincide with the variational Lagrangians defined above
(see Eqs.(7.22)-(7.24)), while L(bin)(i)eff is given by
L
(bin)(i)
eff (r, [r]) ≡
∑
j=1,Ni 6=j
2q(i)q(j)
c
dr
(i)
µ
(
s(i)
)
ds(i)
∫ +∞
−∞
ds(j)
drµ(s(j))
ds(j)
K(ij), (7.57)
with K(ij) being the sum of Dirac-deltas
K(ij) ≡ δ(R˜(ij)αR˜(ij)α − σ2(j)) + δ(R˜(ij)αR˜(ij)α − σ2(i)). (7.58)
Then, the E-L equations (7.34) and (7.35) coincide with the E-L equations in standard
form (see Refs.(7, 8)) determined in terms of the N -body effective Lagrangian Leff,N .
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In particular, the E-L equations in standard form for the i-th particle become
∂Leff,N
∂u
(i)
µ (s(i))
= 0, (7.59)
F (i)µ (r)Leff,N = 0, (7.60)
where
F (i)µ (r) ≡
d
ds(i)
∂
∂
dr(i)µ(s(i))
ds(i)
− ∂
∂r(i)µ(s(i))
(7.61)
denotes the E-L differential operator.
Proof - The proof is based on THM.2 of Ref.(7) and by noting that the E-L differen-
tial operator acts only on local quantities. Hence, the equivalence of Eqs.(7.59)-(7.60)
with the corresponding E-L equations (7.34) and (7.35) follows by elementary algebra
and in view of the identity F (i)µ (r)Leff,N = F
(i)
µ (r)L
(i)
eff .
Q.E.D.
To conclude this Section a final remark is necessary regarding the functional setting
of the N -body equations of motion given above.
We first notice that the E-L equations (7.34) and (7.35), and the equivalent Lagrange
equations in standard form (7.60), imply for all i = 1, N the second-order delay-type
ODEs
m(i)o c
d2r(i)µ(s(i))
ds2(i)
=
q(i)
c
F (tot)(i)µν dr
(i)ν(si). (7.62)
Let us introduce the Lagrangian state w ≡ ((r(i), u(i)) , i = 1, N) , with u(i)µ ≡ dr(i)µds(i) ,
spanning the N -body phase-space ΓN ≡
∏
i=1,N
Γ1(i), where Γ1(i) = M
(4)
(i) × U
(4)
(i) and
U
(4)
(i) ≡ R4 indicate respectively the corresponding 1-body phase and velocity spaces, the
latter endowed with a metric tensor ηµν . To define the initial conditions, let us make use
of the coordinate-time parametrization (7.48), denoting ŵ(t) ≡ ((r̂(i)(t), û(i)(t)) , i = 1, N)
and r̂(i)(t) ≡ r(i)(s(i)(t)), û(i)(t) ≡ u(i)(s(i)(t)). Then, a well-posed problem for Eqs.(7.62)
is obtained prescribing the initial history set {ŵ}t0 ⊂ ΓN . For an arbitrary coordinate
initial time t0 ∈ I ≡ R, this is defined as the ensemble of initial states
{ŵ}t0 ≡
{((
r̂(i)(t), û(i)(t)
)
∈ C(k−1)(I), i = 1, N
)
, ∀t ∈ [t0 − tmaxret (t0), t0] , k ≥ 2
}
.
(7.63)
Here, for a given initial (coordinate) time t0 ∈ I, tmaxret (t0) denotes the maximum (for
all particles) of the delay-times t(i)ret(t0) and t(ij)ret(t0), namely
tmaxret (t0) = max
{
t(i)ret(t0), t(ij)ret(t0), ∀i, j = 1, N
}
. (7.64)
Solutions of Eqs.(7.62) fulfilling the initial conditions defined by the history set {ŵ}t0
are sought in the functional class of smooth 4-vector solutions of the form r(i)µ ≡
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r(i)µ(s(i)), with s(i) = s(i)(t) and t ∈ I0 ≡ (t0,∞) , which belong to the functional class
{r(s)} ≡
{
r(i)µ
∣∣∣ r(i)µ ≡ r(i)µ(s(i)) ∈ C(k)(I), s(i)(t) ∈ C(k)(I), k ≥ 2, ∀t ∈ I0} , (7.65)
for i = 1, N . In the following we shall assume that in the setting defined by Eq.(7.65)
with the history set (7.63), the ODEs (7.62) admit a unique global solution of class
C(k−1)(I0), with k ≥ 2.
7.6 N-body non-local Hamiltonian theory
Based on THM.1 and its Corollary, an equivalent non-local Hamiltonian formulation
can be given for the hybrid and Lagrangian-variable approaches stated in THM.1 and
Corollary. The strategy is similar to that developed in Ref.(8). Thus, first we proceed
constructing the intermediate set of hybrid variables y ≡ (r, p) ≡
(
r(i)µ, p
(i)
µ ,i = 1, N
)
and the related non-local variational Hamiltonian H(i)1 = H
(i)
1 (r, p, [r]), identified, as
usual, with the Legendre transformation of the corresponding non-local variational
Lagrangian L(i)1 . Hence, for all i = 1, N :
H
(i)
1 = p
(i)
µ
dr(i)µ
ds(i)
− L(i)1 , (7.66)
while p(i)µ is the i-th particle conjugate momentum defined in terms of L
(i)
1 as
p(i)µ ≡
∂L
(i)
1
∂ dr
(i)µ
ds(i)
. (7.67)
From THM.1 it follows that
p(i)µ = m
(i)
o cu
(i)
µ +
q(i)
c
A(tot)(i)µ , (7.68)
where A(tot)(i)µ is given by
A(tot)(i)µ (r, [r]) = A
(ext)(i)
µ +A
(self)(i)
µ +
∑
j=1,Ni 6=j
A
(bin)(ij)
µ , (7.69)
according to the definitions given in Eqs.(7.26)-(7.27). As a consequence, H(i)1 becomes
simply
H
(i)
1 (r, p, [r]) =
1
2m(i)o c
[
p(i)µ −
q(i)
c
A(tot)(i)µ
][
p(i)µ − q
(i)
c
A(tot)(i)µ
]
. (7.70)
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This permits us to represent the Hamilton action functional in terms of the hybrid state
y, yielding
SHN (r, p, [r]) =
∑
i=1,N
S
H
(i)
1
, (7.71)
where
S
H
(i)
1
≡
∫ s(i)2
s(i)1
ds(i)
[
p(i)µ
dr(i)µ
ds(i)
−H(i)1
]
(7.72)
represents the i-th particle contribution. Of course, as an alternative, analogous dy-
namical variables can be defined also in terms of the effective Lagrangian L(i)eff [see
Eq.(7.56)]. This yields the notion of effective Hamiltonian H(i)eff and of the correspond-
ing state x ≡ (r, P ) ≡
(
r(i)µ, P
(i)
µ ,i = 1, N
)
, which will be shown below to identify a
(super-abundant) canonical state (see Corollary to THM.2). Thus, H(i)eff - to be con-
sidered a non-local function of the form H(i)eff = H
(i)
eff (r, P, [r]) - is prescribed in terms
of the Legendre transformation with respect to L(i)eff , namely letting:
H
(i)
eff ≡ P (i)µ
dr(i)µ
ds(i)
− L(i)eff , (7.73)
while P (i)µ denotes the effective canonical momentum
P (i)µ ≡
∂L
(i)
eff
∂ dr
(i)µ
ds(i)
. (7.74)
From the Corollary to THM.1 it follows immediately that
P (i)µ = m
(i)
o cu
(i)
µ +
q(i)
c
A
(tot)(i)
(eff)µ , (7.75)
where A(tot)(i)(eff)µ is given by
A
(tot)(i)
(eff)µ = A
(ext)(i)
µ + 2A
(self)(i)
µ +
∑
j=1,Ni6=j
A
(bin)(ij)
(eff)µ , (7.76)
and
A
(bin)(ij)
(eff)µ = 2q
(j)
∫ +∞
−∞
ds(j)
drµ(s(j))
ds(j)
K(ij), (7.77)
with K(ij) being given by Eq.(7.58). Finally, H(i)eff becomes
H
(i)
eff =
1
2m(i)o c
[
P (i)µ −
q(i)
c
A
(tot)(i)
(eff)µ
][
P (i)µ − q
(i)
c
A
(tot)(i)µ
(eff)
]
. (7.78)
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Therefore, by direct comparison with Eq.(7.70) it follows identically that
H
(i)
eff ≡ H(i)1 . (7.79)
Then the following theorem, casting the Hamilton variational principle of THM.1 in
terms of the state x, holds.
THM.2 - N-body non-local Hamiltonian variational principle
Given validity of THM.1 with Corollary and the definitions (7.66)-(7.72) as well as
(7.73)-(7.77), let us assume that the curves f (i)(s(i)) ≡ y(i) = (r(i)µ, p(i)µ )(s(i)) belong
to the functional class {f} of C2-functions subject to the boundary conditions
y(i)(s(i)k) = y
(i)
k , (7.80)
for k = 1, 2, s(i)1, s(i)2 ∈ I ⊆ R and with s(i)1 < s(i)2. Then the following proposition
holds:
The modified Hamilton variational principle
δSHN = 0 (7.81)
subject to independent synchronous variations δf (i)(s(i)) ≡
(
δr(i)µ(s(i)), δp
(i)
µ (s(i))
)
per-
formed in the functional class indicated above, yields, for all i = 1, N , the E-L equations
δS
H
(i)
1
δp
(i)
µ
= 0, (7.82)
δS
H
(i)
1
δr(i)µ
= 0. (7.83)
These equations coincide identically with the N -body variational equations of motion
(7.34) and (7.35). Hence, the set {y,HN} ≡
{
y(i),H(i)1 , i = 1, N
}
defines a non-local
Hamiltonian system.
Proof - The proof can be reached, after elementary algebra, by invoking the sym-
metry properties of the variational functional SHN , namely
SHN (rA, p, [rB]) = SHN (rB, p, [rA]), (7.84)
where again rA and rB are two N -body arbitrary curves of the functional class {y}. It
follows that the variational derivative in the E-L equation Eq.(7.83) becomes
δS
H
(i)
1
δr(i)µ
≡
δS
H
(i)
1
δr(i)µ
∣∣∣∣∣
[r]
+
∑
j=1,N
δS
H
(j)
1
δ
[
r(i)µ
]∣∣∣∣∣
r
= 0, (7.85)
where the summation is performed only on the non-local contributions. As a conse-
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quence, the E-L equations (7.82) and (7.83) yield
δS
H
(i)
1
δp
(i)
µ
= m(i)o c
dr(i)µ
ds(i)
−
[
p(i)µ −
q(i)
c
A(tot)(i)µ
]
= 0, (7.86)
δS
H
(i)
1
δr(i)µ
= −dp
(i)
µ
ds(i)
+
q(i)
c
dr(i)ν(si)
ds(i)
[
∂A
(tot)(i)
µ
∂r(i)ν
+ F (tot)(i)µν
]
= 0. (7.87)
Taking into account the definitions given by Eq.(7.68) the equivalence with Eqs.(7.34)
and (7.35) is immediate.
Q.E.D.
Let us now pose the problem of the construction of the corresponding N -body
Hamiltonian equations in standard form, as suggested by the results of Ref.(8). The
non-local Hamiltonian system {y,HN} is said to admit a standard Hamiltonian form{
x,H(1)eff , ...H
(N)
eff
}
if the N -body equations of motion can be cast, for all i = 1, N, in
the form
dr(i)µ
ds(i)
=
∂H
(i)
eff
∂P
(i)
µ
, (7.88)
dP
(i)
µ
ds(i)
= −∂H
(i)
eff
∂r(i)µ
, (7.89)
in terms of a suitably-defined effective particle Hamiltonian H(i)eff , to be identified with
Eq.(7.78). In particular, a N -body system with state x ≡ {x(i), i = 1, N} is said to
be endowed with a Hamiltonian structure {x,HN,eff} if, for all particles belonging to
the N -body system, the equations of motion for the i-th canonical particle state x(i)
can be represented in the PBs notation (7.2) in terms of a single Hamiltonian function
HN,eff , i.e., for all i = 1, N
dx(i)
ds(i)
=
[
x(i),HN,eff
]
, (7.90)
withHN,eff denoting a still to be determined, appropriate system effective Hamiltonian.
Extending the treatment holding for the 1-body problem, here it is proved that the
Hamiltonian structure {x,HN,eff} holds also in the case of EM-interacting N -body
systems. The following proposition holds.
Corollary to THM.2 - Standard Hamiltonian form and Hamiltonian struc-
ture of the N-body equations of motion
Given validity of THM.2 and the definitions given by Eqs.(7.73)-(7.78), it follows
that:
TC21) The non-local Hamiltonian system {x,HN} admits a standard Hamiltonian
form defined in terms of the set
{
x,H(1)eff , ...H
(N)
eff
}
, with H(i)eff the i-th particle effec-
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tive Hamiltonian [given by Eq.(7.78)]; furthermore x ≡ {x(i), i = 1, N} is the super-
abundant canonical state, while
x(i) ≡
(
r(i)µ, P (i)µ
)
, (7.91)
r(i)µ =
(
r(i)0, r(i)
)
, (7.92)
P (i)µ ≡
(
P (i)0,P(i)
)
, (7.93)
are respectively the i-th particle canonical state, 4-position and effective canonical mo-
mentum [defined by Eq.(7.75)]. As a consequence, Eqs.(7.82) and (7.83) can be cast
in the standard Hamiltonian form (7.88) and (7.89).
TC22) The equations (7.88) and (7.89) admit also the equivalent representation
(7.90) and hence the set {x,HN,eff} defines a Hamiltonian structure, with HN,eff
being the effective N -body Hamiltonian function
HN,eff ≡
∑
i=1,N
H
(i)
eff . (7.94)
TC23) Introducing the system Hamiltonian
HN ≡
∑
i=1,N
H(i) (7.95)
defined in terms of the variational i-th particle variational Hamiltonian H(i) [see Eq.(7.70)],
it follows identically that
HN = HN,eff . (7.96)
Proof - TC21) The proof follows from straightforward algebra. The first equation
manifestly reproduces Eq.(7.82), because of the definition of H(i)eff given above. Sim-
ilarly, in the second equation the partial derivative of H(i)eff recovers the correct form
of the total EM force expressed in terms of A(tot)(i)(eff)µ . TC22) To prove the existence of
the Hamiltonian structure, it is sufficient to notice that
∂H
(i)
eff
∂P
(i)
µ
=
[
r(i)µ,HN,eff
]
and
∂H
(i)
eff
∂r(i)µ
= −
[
P
(i)
µ ,HN,eff
]
. TC23) By construction [see Eqs.(7.70) and (7.78)] for all
i = 1, N the effective and variational Hamiltonians coincide [see Eq.(7.79)]. This im-
plies the validity of Eq.(7.96) too, namely HN identifies also the system Hamiltonian.
It follows that for all particles i = 1, N the canonical equations of motion (7.90) re-
cover the standard Hamiltonian form expressed in terms of the PBs with respect to
the the system Hamiltonian, i.e., Eqs.(7.1), so that {x,HN} identifies the Hamiltonian
structure of the EM-interacting N -body system.
Q.E.D.
188
7.7 General implications of the non-local N-body theory
7.7 General implications of the non-local N-body theory
Let us now comment on the general implications of the previous theorems.
Remark #1 - Difference form of the Hamilton equations of motion. The canonical
equations (7.1) imply the following difference equations, i.e., the infinitesimal canonical
transformation generated by HN :
dx(i) = ds(i)
[
x(i),HN
]
. (7.97)
Remark #2 - Coordinate-time representation of the Hamilton equations of motion.
Introducing the coordinate-time parametrization (7.48), Eqs.(7.97) become
dx(i) =
cdt
γ(i)
[
x(i), HN
]
, (7.98)
with γ(i) denoting again the relativistic factor (7.49), while [·, ·] are the local PBs
evaluated with respect to the super-abundant canonical state x. These yield explicitly
dr(i)µ =
dt
γ(i)
1
m
(i)
o
(
P (i)µ −
q(i)
c
A
(tot)(i)
(eff)µ
)
≡ dt
γ(i)
cu(i)µ ≡ dtv(i)µ , (7.99)
dP (i)µ =
dt
γ(i)
q(i)
m
(i)
o c
∂A
(tot)(i)
(eff)ν
∂r(i)µ
(
P (i)ν − q
(i)
c
A
(tot)(i)ν
(eff)
)
≡
≡ cdt
γ(i)
q(i)
c
∂A
(tot)(i)
(eff)ν
∂r(i)µ
u(i)ν ≡ dtq
(i)
c
∂A
(tot)(i)
(eff)ν
∂r(i)µ
v(i)ν . (7.100)
Remark #3 - Well-posedness of the N-body equations of motion. All the equations of
motion indicated above [see THMs.1 and 2 and their Corollaries] are equivalent to each
other and are manifestly Lorentz-covariant. Then, a well-posed problem for the Hamil-
tonian equations in standard form (7.90) can be obtained in analogy to the problem
defined by Eqs.(7.62),(7.63). This is achieved, first, by prescribing the appropriate ini-
tial history set {x̂}t0 ⊂ ΓN . For an arbitrary coordinate initial time t0 ∈ I ≡ R, this is
defined as the ensemble of initial states
{x̂}t0 ≡
{
x̂(t) ≡
((
r̂(i)(t), p̂(i)(t)
)
∈ C(k−1)(I), i = 1, N
)
,∀t ∈ [t0 − tmaxret (t0), t0] , k ≥ 2
}
(7.101)
(canonical history set), where tmaxret (t0) is the maximum delay-time at t0 [see Eq.(7.64)].
Furthermore, in analogy with Eq.(7.65), solutions of Eqs.(7.90) fulfilling the initial
conditions defined by the history set {x̂}t0 are sought in the functional class (7.30) by
identifying
f (i)(s(i)) ≡
[
r(i)µ(s(i)), p
(i)
µ (s(i))
]
. (7.102)
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In the following we shall assume that in the setting defined by Eq.(7.102) with the
canonical history set (7.101), the ODEs (7.90) admit a unique global solution of class
C(k−1)(I0) with k ≥ 2.
Remark #4 - Extremant and extremal curves. In all cases indicated above the
solutions of N -body E-L equations of motion (extremal curves) and of the Lagrangian
and Hamiltonian equations in standard form given by the Corollaries to THMs.1 and
2 (extremant curves), satisfy identically, for all i = 1, N , the kinematic constraints
u(i)µ u
(i)µ = 1 (7.103)
(velocity constraints) and
ds2(i) = ηµνdr
(i)µdr(i)ν (7.104)
(line-element constraints). The first constraint implies that the time-components of the
4-velocity depend on the corresponding space components, while the second constraint
requires that the particles’ proper times are uniquely related to the corresponding
coordinate times. In particular, we shall denote as extremant canonical curves
x(s(1), ...s(N)) ≡
{
x(1)(s(1)), ...x
(N)(s(N))
}
, (7.105)
with x(i) = x(i)(s(i)) for all i = 1, N, arbitrary particular solutions of the canonical
equations (7.127).
Remark #5 - Unconstrained varied functions. By assumption, both the varied func-
tions f (i) =
[
r(i)µ, u
(i)
µ
]
(s(i))
, y(i) = (r(i)µ, p(i)µ )(s(i)) and x
(i) = (r(i)µ, P (i)µ )(s(i)) entering
respectively THMs.1 and 2 as well as the Corollary of THM.2 are unconstrained, namely
they are solely subject to the requirement that end points and boundary values are kept
fixed (and therefore do not fulfill the previous kinematic constraints). This implies, in
particular, that all of the (8) components of f (i), y(i) and x(i) must be considered in-
dependent. On the other hand, both the extremal and extremant curves satisfy all of
the required kinematic constraints, so that only (6) of them are actually independent
for each particle.
Remark #6 - Non-local Hamiltonian structure and unconstrained canonical state.
Thanks to proposition TC23 of the Corollary to THM.2 the Hamiltonian structure
{x,HN,eff} coincides with {x,HN} , HN denoting the non-local system Hamiltonian
defined by Eq.(7.95). We remark, however, that in the PBs given by Eq.(7.1) the
partial derivatives must be evaluated with respect to the unconstrained states x(i) and
not y(i) indicated above. This means that HN must be considered a function of x.
It is immediate to prove that the same Hamiltonian structure {x,HN} holds provided
the super-abundant canonical state x ≡ (x(i), i = 1, N) is considered unconstrained.
In fact, as shown by the Corollary to THM.2, in such a case the canonical equations
in standard form (7.88) and (7.89) admit a PB-representation of the form (7.90). For
this purpose let us make use of the coordinate-time parametrization x ≡ x̂(t), denoting
x̂(t) = xo + dx, with xo ≡ x̂(to) and dx ≡
(
dx(1), ...dx(N)
)
. Furthermore let us require
that the initial history set {x̂}t0 is prescribed. Then, a necessary and sufficient condition
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for the equations of motion to admit the standard Hamiltonian form (7.1) is that the
fundamental local PBs for the state x ≡ x̂(t), defined with respect to the same state
xo ≡ x̂(to), namely [
r(i)µ, r(j)ν
]
(xo)
= 0, (7.106)[
P (i)µ , P
(j)
ν
]
(xo)
= 0, (7.107)[
r(i)µ, P (j)ν
]
(xo)
= δijδµν , (7.108)
are identically satisfied for all i, j = 1, N and µ, ν = 0, 3. This is realized only when
the super-abundant variables x ≡ (x(i), i = 1, N) are considered independent .
Remark #7 - The canonical flow is not a dynamical system. A final issue concerns
the properties of the flow generated by the canonical problem (7.90) and (7.101)-(7.102)
(canonical flow). In theN -body phase-space ΓN this is an ensemble C(k−1)−homeomorphism
(with k ≥ 2) of the type
{x̂}t0 ↔ x̂(t), (7.109)
which maps an arbitrary history set {x̂}t0 ⊂ ΓN onto a state x̂(t) crossed at a later
coordinate time t (i.e., at t > t0). This map does not generally define a dynamical
system. In fact, unless there is a subset on non-vanishing measure of ΓN in which {x̂}t0
reduces to the initial instant set
{x̂}t0 ≡ {x̂(to) = x0} , (7.110)
the flow (7.109) is not a bijection in ΓN . To prove the statement it is sufficient to notice
that - in the case of a non-local Hamiltonian structure {x,HN,eff} - if the history set
is left unspecified and only the initial state x̂(to) is prescribed, the image of the initial
state is obviously generally non-unique [and hence it may not coincide with x̂(t)]. In
fact, while the same initial state x̂(to) may be produced by different history sets, for
example {x̂}t0 and {x̂′}t0 , the same history sets will generally give rise to different
images x̂(t) and x̂′(t).
We emphasize that for N -body systems subject to EM interactions the instant set
(7.110) can be realized only for special initial conditions, i.e., for example, if for all
t ≤ t0 all the particles of the system are in inertial motion with respect to an inertial
Lorentz frame. Since, unlike the external EM field, binary and self EM interactions
cannot be “turned off”, it follows that the set of initial conditions (7.110) has necessarily
null measure in ΓN .
7.8 The N-body Hamiltonian asymptotic approximation
In this section we want to develop asymptotic approximations for the equations of mo-
tion of EM-interacting N -body systems. This involves different asymptotic conditions
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to be imposed on both the self and binary interactions. In particular:
1) For the RR self-interaction of each particle i with itself this is provided by the
short delay-time ordering, namely the requirement that the dimensionless parameters
²(i) ≡
(s(i)−s′(i))
s(i)
, for i = 1, N are all infinitesimal of the same order ², i.e. ² ∼ ²(i) ¿ 1,
s(i)−s′(i) denoting the i-th proper-time difference between observation (s) and emission
(s′) of self-radiation.
2) For the binary EM interactions the Minkowski distance
∣∣∣R˜(ij)α∣∣∣ between two
arbitrary particles of the system is much larger than their radii, in the sense that for
all i, j = 1, N , with i 6= j, the large-distance ordering 0 < σ(i)| eR(ij)α| ∼ σ(j)| eR(ij)α| . ² holds.
The fundamental issue arises whether an approximation can be found for the N -
body problem which:
1) is consistent with the orderings 1) and 2);
2) recovers the variational, Lagrangian and Hamiltonian character of the exact
theory (see THMs.1 and 2);
3) preserves both the standard Lagrangian and Hamiltonian forms of the equations
of motion;
4) retains finite delay-time effects characteristics of both the RR and binary EM
interactions, consistent with the prerequisites #1-#5 indicated above.
In this regard, a fundamental result is the discovery pointed out in Ref.(8) of an
asymptotic Hamiltonian approximation of this type for single extended particles subject
to the EM self-interaction. This refers to the retarded-time Taylor expansion of the
Faraday tensor contribution carried by the RR self-force. More precisely, in the case of
a single particle, this is obtained by Taylor-expanding the RR self-force
G(i)µ ≡
q(i)
c
F
(self)(i)
µk
(
r(i)
(
s(i)
)
, r(i)
(
s′(i)
)) dr(i)k(s(i))
ds(i)
(7.111)
for i = 1 (see Eq.(7.38)) in the neighborhood of the retarded proper-time s′(i). Here we
claim that an analogous conclusion can be drawn also for the corresponding N -body
problem, by introducing the same expansion to all charged particles and invoking the
large-distance ordering for the binary interaction. For this purpose, we shall assume
that the external force acting on each charged particle is slowly varying in the sense
that, denoting r′ ≡ r(i)µ
(
s′(i)
)
and r ≡ r(i)µ (s(i)),
F
(ext)
µν
(
r′
)− F (ext)µν (r) ∼ O (²) , (7.112)(
F
(ext)
µν
(
r′
)− F (ext)µν (r))
,h
∼ O (²) , (7.113)(
F
(ext)
µν
(
r′
)− F (ext)µν (r))
,hk
∼ O (²) . (7.114)
Then, the following proposition holds.
THM.3 - N-body asymptotic Hamiltonian approximation.
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Given validity of THM.2 and the short delay-time and large-distance asymptotic
orderings as well as the smoothness assumptions (7.112)-(7.114) for the external EM
field, neglecting corrections of order ²n, with n ≥ 1 (first-order approximation), the
following results hold:
T3 1) The vector fields (7.111) describing the RR self-force are approximated in a
neighborhood of s′(i) as
g(i)µ
(
r(i)
(
s′(i)
))
=
{
−m(i)oEMc
d
ds′(i)
u(i)µ
(
s′(i)
)
+ g(i)′µ
(
r(i)
(
s′(i)
))}
, (7.115)
to be referred to as retarded-time Hamiltonian approximation for the self-force, in which
the first term on the r.h.s. identifies a retarded mass-correction term, m(i)oEM ≡ q
(i)2
2c2σ(i)
denoting the leading-order EM mass. Finally, g(i)′µ are the 4-vectors
g(i)′µ
(
r(i)
(
s′(i)
))
=
2
3
q(i)2
c
[
1
4
d2
ds′2(i)
u(i)µ
(
s′(i)
)
− u(i)µ (s′(i))u(i)k(s′(i))
d2
ds′2(i)
u
(i)
k
(
s′(i)
)]
.
(7.116)
T3 2) The tensor fields F
(bin)(ij)
µν for all i, j = 1, N , with i 6= j, appearing in the
binary EM interaction (see Eq.(7.41)) are approximated by the leading-order (point-
particle) terms:
F
(bin)(ij)
µν
∼= F (bin)(ij)µν
(
r(i),
[
r(j)
]
, σ(i) = 0,σ(j) = 0
)
. (7.117)
T3 3) The corresponding asymptotic N -body equations of motion obtained replacing
G
(i)
µ and F
(bin)(ij)
µν with the asymptotic approximations (7.115) and (7.117) are vari-
ational, Lagrangian and admit a standard Lagrangian form. Denoting with r(i)′0 ≡
r0
(
s′(i)
)
the extremal i-th particle world-line at the retarded proper time s′(i), the i-th
particle asymptotic variational Lagrangian functions become:
L
(i)
1,asym(r, u, [r]) = L
(i)
M (r, u)+L
(ext)(i)
C (r)+L
(self)(i)
C,asym (r
(i), r
(i)′
0 )+L
(bin)(i)
C,asym(r, [r]). (7.118)
Here L(i)M and L
(ext)(i)
C remain unchanged (see Eqs.(7.22) and (7.23)), while the non-
local terms L(self)(i)C,asym (r, [r]) and L
(bin)(i)
C,asym(r, [r]) are respectively
L
(self)(i)
C,asym (r
(i), r
(i)′
0 ) = g
(i)
µ
(
r
(i)′
0
)
r(i)µ, (7.119)
L
(bin)(i)
C,asym(r, [r]) =
q(i)
c
dr(i)µ
ds(i)
∑
j=1,N
A
(bin)(ij)
µ
(
σ(j) = 0
)
, (7.120)
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for i 6= j and where, from Eq.(7.27), one obtains
A
(bin)(ij)
µ
(
σ(j) = 0
) ≡ 2q(j) ∫ +∞
−∞
ds(j)
drµ(s(j))
ds(j)
δ(R˜(ij)αR˜(ij)α ). (7.121)
Similarly, the effective particle Lagrangians are, for i = 1, N :
L
(i)
eff,asym(r, u, [r]) ≡ L(i)M (r, u) + L(ext)(i)C (r) + L(self)(i)C,asym (r(i), r(i)′0 ) + 2L(bin)(i)C,asym(r, [r]).
(7.122)
T3 4) The N -body equations obtained imposing the asymptotic approximations given
by Eqs.(7.115) and (7.117) are also Hamiltonian. The asymptotic variational and ef-
fective Hamiltonian functions are given respectively by
H
(i)
1,asym = p
(i)
µ
dr(i)µ
ds(i)
− L(i)1,asym, (7.123)
H
(i)
eff,asym ≡ P (i)µ
dr(i)µ
ds(i)
− L(i)eff,asym, (7.124)
with L(i)1,asym and L
(i)
eff,asym, defined by Eqs.(7.118) and (7.122), while now
p(i)µ ≡
∂L
(i)
1,asym
∂
dr
(i)
µ (s(i))
ds(i)
, (7.125)
P (i)µ ≡
∂L
(i)
eff,asym
∂ dr
(i)µ
ds(i)
. (7.126)
Proof - T31) The proof is analogous to that given in THM.5 of Ref.(8). T32)
To prove the validity of Eq.(7.117), let us recall the definition of F (bin)(ij)µν given by
Eq.(7.41). Then, for each particle, imposing the large-distance ordering and neglect-
ing corrections of order ²n, with n ≥ 1, the leading-order contribution is given by
Eq.(7.117), which depends on a single delay-time determined by the positive root of
the equation R˜(ij)αR˜(ij)α = 0. T33) The proof follows by first noting that the func-
tion L(self)(i)C,asym contributes to the i-th particle E-L equations only in terms of the local
dependence in terms of r(i). Second, in the large-distance ordering, the asymptotic
approximation for the N -body Lagrangian carrying the binary interactions yields a
symmetric functional, as the exact one. Therefore, the N -body asymptotic equations
are necessarily variational and Lagrangian. Straightforward algebra shows that the E-
L equations determined with respect to the asymptotic variational Lagrangian (7.118)
coincide with the asymptotic approximations proved by propositions T31) and T32). In
a similar way it is immediate to prove the validity of Eq.(7.122), which shows that the
same asymptotic equations admit a standard Lagrangian form. T34) Finally, the equiv-
alent N -body variational and standard Hamiltonian formulations follow by performing
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Legendre transformations on the corresponding asymptotic variational and effective
Lagrangian functions. It follows that the asymptotic N -body equations of motion can
also be represented in the standard Hamiltonian form in terms of H(i)eff,asym.
Q.E.D.
It is worth pointing out the unique features of THM.3. These are related, in par-
ticular, to the asymptotic expansion performed on the RR self-force alone. In most
of the previous literature, the short delay-time expansion is performed with respect
to the particle present proper-time. This leads unavoidably to local asymptotic equa-
tions (analogous to the LAD and LL equations) which are intrinsically non-variational
and therefore non-Lagrangian and non-Hamiltonian. In contrast, the short delay-time
expansion adopted here approximates the non-local RR vector field in a manner that
meets the goals indicated at the beginning of the section. The remarkable consequence
is that the asymptotic N -body equations of motion retain the representation in stan-
dard Hamiltonian form characteristic of the corresponding exact equations. Finally, we
stress that in all cases both for the exact and asymptotic formulations, the variational
and effective Lagrangian and Hamiltonian functions are always non-local functions of
the particle states. The non-locality is intrinsic and arises even in the 1-body systems,
being due to the functional form of the EM 4-potential generated by each extended
particle.
7.9 On the validity of the Dirac generator formalism
A seminal approach in relativistic dynamics is the Dirac generator formalism developed
originally by Dirac (Dirac, 1949 (3)) to describe the dynamics of interacting N -body
systems in the Minkowski space-time. Dirac’s primary goal is actually to determine
the underlying dynamical system, exclusively based on DGF. In his words “In setting
up such a new dynamical system one is faced at the outset by the two requirements of
special relativity and of Hamiltonian equations of motion”. It thus “...becomes a matter
of great importance to set up (in this way) new dynamical systems and see if they will
better describe the atomic world” (quoted from Ref.(3)).
DGF is couched on the Lie algebra of Poincare` generators for classical N -body
systems. The basic hypothesis behind Dirac approach is that these systems must have
a Hamiltonian structure {z,KN} of some sort, with z =
{
z(1), ...z(N)
}
and KN being
a suitable canonical state and a Hamiltonian function of the system. In particular,
the canonical states z(i) of all particles i = 1, N must satisfy, by assumption, covariant
Hamilton equations of motion of the form
dz(i)
ds(i)
=
[
z(i),KN
]
, (7.127)
with s(i) denoting the i-th particle proper time. However, it must be stressed that
certain aspects of Dirac theory remain “a priori” undetermined. This concerns the
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functional settings both of the canonical state z and of the Hamiltonian function KN .
In particular, the system state z =
{
z(1), ...z(N)
}
remains in principle unspecified, so
that it might be identified either with a set of super-abundant or essential canonical
variables. Thus, for example, in the two cases the i-the particle state z(i) might be
prescribed respectively either as: a) the ensemble of two 4-vectors z(i) =
(
r(i)µ, pi(i)µ
)
,
with r(i)µ =
(
r(i)0, r(i)
)
and pi(i)µ =
(
pi(i)0, pi(i)
)
being respectively the particle 4-position
and its conjugate 4-momentum; b) the ensemble of the corresponding two 3-vectors
obtained taking only the space parts of the same 4-vectors r(i)µ and pi(i)µ, namely in
terms of z′(i) =
(
r(i), pi(i)
)
. Thus, depending on the possible prescription, the very
definitions of the PBs entering Eqs.(7.127) and DGF change.
Furthermore, it remains “a priori” unspecified whether KN is actually intended as
a local or a non-local function of the canonical state z. In Ref.(3), however, certain re-
strictions on the nature of the set {z,KN} are actually implied. These will be discussed
below, leaving aside for the moment further discussions on this important issue.
Provided the Hamiltonian structure {z,KN} exists, any set of smooth dynamical
variables η, ξ and ζ depending locally on the canonical state z necessarily fulfills the
following laws
[η, ξ] = − [ξ, η] , (7.128)
[η, ξ + ζ] = [η, ξ] + [η, ζ] , (7.129)
[ξ, ηζ] = [ξ, η] ζ + η [ξ, ζ] , (7.130)
[[ξ, η] , ζ] + [[η, ζ] , ξ] + [[ζ, ξ] , η] = 0. (7.131)
DGF relies on the Lie transformation formalism and is based on the representation
of the Lorentz transformation group in terms of the corresponding generator algebra.
This is defined as the set of phase-functions (Poincare` algebra generators) {F} given
by
F = −p̂µaµ + 12M̂
µνbµν , (7.132)
with aµ, bµν being suitable real constant infinitesimals and p̂µ, M̂µν = −M̂νµ appro-
priate local phase-functions obeying the PBs (Lorentz conditions)
[p̂µ, p̂ν ] = 0, (7.133)[
M̂µν , p̂α
]
= −ηµαp̂ν + ηναp̂µ, (7.134)[
M̂µν , M̂αβ
]
= −ηµαM̂νβ + ηναM̂µβ − ηµβM̂αν + ηνβM̂αµ. (7.135)
Hence, F as given by Eq.(7.132) generate respectively infinitesimal 4-translations (for
bµν ≡ 0 and aµ 6= 0) and 4-rotations (for bµν 6= 0 and aµ ≡ 0, corresponding either to
Lorentz-boosts or spatial rotations) via infinitesimal canonical transformations of the
type
z→ z′ + δoz, (7.136)
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with δoz ∼ O(δ), δ > 0 denoting a suitable infinitesimal. δoz is determined identifying
it with
δoz ≡ [z, F ] , (7.137)
to be referred to as the local variation of z. Hence, according to DGF an arbitrary
dynamical variable ξ depending locally and smoothly on the canonical state z transforms
in terms of the law
ξ → ξ′ = ξ + δoξ, (7.138)
δoξ(z) ≡ [ξ, F ] , (7.139)
where δoξ(z) = [ξ(z′)− ξ(z)] [1 +O(δ)] . It is immediate to determine an admissible
representation for the generators {F} ≡
{
p̂µ, M̂µν
}
. Let us first consider a relativistic
1-body system represented by a single particle in the absence of external forces. For
definiteness, let us assume that ∀s(1) ∈ I ≡ R the particle 4-velocity is constant. Then
p̂µ and M̂µνare manifestly given by:
p̂µ = pi(1)µ , (7.140)
M̂µν = q(1)µ pi
(1)
ν − q(1)ν pi(1)µ , (7.141)
where respectively the 4-vectors q(1)µ and pi
(1)
µ are to be identified with the 1-body coor-
dinates and momenta. In the case of the corresponding N -body problem for relativistic
interacting particles, in Dirac paper three different realizations of
{
p̂µ, M̂µν
}
were orig-
inally proposed, which are referred to as the instant, point and front forms. All of them
follow by imposing the velocity kinematic constraints (7.103). In particular, the instant
form is realized by prescribing the reference frame in such a way to set r(i)0 = 0, for all
i = 1, N , namely describing each particle position only in terms of the space compo-
nents r(i) ≡ r(i)l of its position 4-vector, for l = 1, 3. In detail, recalling Eq.(7.92) and
introducing the notation
pi(i)µ = (pi
(i)
0 , pi
(i)), (7.142)
according to Dirac the instant form (for N -body systems of interacting particles) is
obtained by imposing the velocity kinematic constraints (7.103) on the free-particle
canonical momenta pi(i)free,µ ≡ m(i)o cu(i)µ =
(
pi
(i)
free,0, pi
(i)
free
)
[i.e., in the absence of an
external EM field] such that
pi
(i)
free,0 =
√
m
(i)2
o c2 + pi
(i)2
free, (7.143)
and then introducing a suitable interaction 4-potential Vµ ≡ (V0,V) taking into ac-
count all the particle interactions. Letting l,m = 1, 3, this yields the N -body Dirac
constrained instant-form generators
(
p̂0, p̂l, M̂lm, N̂l0
)
(3), represented in terms of the
constrained states z′(i) =
(
r(i), pi(i)
)
(for i = 1, N):
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p̂0 =
∑
i=1,N
p
(i)
0 =
∑
i=1,N
√
m
(i)2
o c2 + pi
(i)2
free + V0, (7.144)
p̂l =
∑
i=1,N
pi
(i)
l , (7.145)
M̂lm =
∑
i=1,N
[
r
(i)
l pi
(i)
m − r(i)m pi(i)l
]
, (7.146)
N̂l0 =
∑
i=1,N
r
(i)
l
√
m
(i)2
o c2 + pi
(i)2
free + Vl, (7.147)
with Vl ≡ V0
∑
i=1,N r
(i)
l and V0 denoting the time-component of a suitable interaction
potential 4-vector Vµ ≡ (V0,V). Here both p̂0 and N̂l0 are still expressed in terms of
the free-particle canonical momentum pi(i)free, while N̂l0 differs from M̂l0 because of the
imposed kinematic constraint. Therefore, if interactions occur, their contribution show
up only in p̂0 and N̂l0. In Ref.(3) the interaction-dependent Poincare` generators were
called “Hamiltonians”.
Nevertheless, for the validity of the transformation laws (7.138) as well as of the
Lorentz conditions (7.135), Eqs.(7.144)-(7.147) are actually to be cast in terms of the
4-momenta of the interacting system pi(i) (rather than the free particle momenta pi(i)free).
This means that in general pi(i) should be considered as suitably-prescribed functions
of pi(i)free and of the interaction 4-potential Vµ. For definiteness, let us consider the case
of an isolated N -body system subject only to binary interactions occurring between
point particles of the same system. In such a case the interaction potential 4-vector Vµ
is necessarily separable (31), i.e., such that
Vµ ≡ (V0,V) =
∑
i=1,N
V (i)µ , (7.148)
with V (i)µ denoting the i-th particle interaction potential 4-vector. Then, assuming that
V
(i)
µ are only position-dependent, in view of Eqs.(7.144) and (7.147), for each particle
the canonical 4-momentum of interacting particles pi(i)µ must depend linearly on V
(i)
µ
and pi(i)free,µ, namely it takes the form
pi(i)µ = pi
(i)
free,µ − V (i)µ , (7.149)
which implies in turn that necessarily pi(i)0 =
√
m
(i)2
o c2 +
(
pi(i) −V(i))2 + V (i)0 . As a
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consequence, Eqs.(7.144)-(7.147) are actually replaced with
p̂0 =
∑
i=1,N
p
(i)
0 =
∑
i=1,N
√
m
(i)2
o c2 +
(
pi(i) −V(i))2 + V0, (7.150)
p̂l =
∑
i=1,N
pi
(i)
l , (7.151)
M̂lm =
∑
i=1,N
[
r
(i)
l pi
(i)
m − r(i)m pi(i)l
]
, (7.152)
N̂l0 =
∑
i=1,N
r
(i)
l
√
m
(i)2
o c2 +
(
pi(i) −V(i))2 + V0i, (7.153)
where (7.151) and (7.152) retain their free-particle form. In order that the Poincare`
generators p̂0 and p̂l commute [in accordance with Eqs.(7.135), with PBs now defined
in terms of the constrained state z′], then it follows necessarily that the 4-vectors V (i)µ ,
for all i = 1, N, must be local functions of the 4-positions of the particles of the N -body
system, namely
V (i)µ = V
(i)
µ (r
(1)
l , ...r
(N)
l ). (7.154)
The explicit proof of this statement is given below [see in particular the inequality
(7.166)]. Hence, by construction, in the Dirac approach the “Hamiltonians” p̂0 and N̂l0
are necessarily local functions too. It follows that DGF applies only to local Hamiltonian
systems.
It is worth noting that the same conclusion follows directly also from Dirac’s claim
(see the quote from his paper given above) that the N -body system should generate
a dynamical system. In fact, in the customary language of analytical mechanics the
latter is intended as a parameter-dependent map of the phase-space ΓN onto itself.
This means that, when the canonical state z is parametrized in terms of the coordinate
time t, there should exist a homeomorphism in ΓN of the form:
ẑ(to) = z0 ↔ ẑ(t), (7.155)
with t, to ∈ I ≡ R. Therefore, if the previous statement by Dirac is taken for granted,
in view of the discussion reported above, it implies again that KN must only be a local
function of the system canonical state z.
Let us now analyze, for comparison, the implications of the theory developed in the
present work for EM-interacting N -body systems.
1. Non-local Hamiltonian structure
The first issue is related to the Hamiltonian structure {z,KN} which character-
izes these systems. According to the Corollary of THM.2 this should be identified
with {x,HN} . Thus, the super-abundant canonical state z should coincide with x ≡{
x(i), i = 1, N
}
spanning the 8N -dimensional phase-space ΓN ≡ Πi=1,NΓ(i)1 (with Γ(i)1 ⊂
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R8), while KN is identified with the non-local Hamiltonian HN ≡ HN (r, P, [r]). In par-
ticular, x(i) =
(
r(i)µ, P
(i)
µ
)
is the corresponding i-th particle canonical state, with r(i)µ
and P (i)µ denoting respectively its position and canonical momentum 4-vectors. In the
present case and in contrast to DGF, it follows that:
1. Property #1 : the system Hamiltonian KN ≡ HN must be necessarily non-local.
2. Property #2 : the super-abundant state x ≡ {x(i), i = 1, N} is canonical, namely
it satisfies the canonical equations (7.1) in terms of the local PBs defined with
respect to the same state. This occurs if x is considered unconstrained, i.e.,
when the i-th particle state x(i) is identified with x(i) =
(
r(i)µ, P
(i)
µ
)
. Hence,
the Hamiltonian structure {x, HN} holds in the unconstrained 8N -dimensional
phase-space ΓN ≡ Πi=1,NΓ(i)1 , with Γ(i)1 ⊂ R8. As a consequence, also the PBs
(including the fundamental PBs (7.108) and the Lorentz conditions (7.135)) are
defined with respect to the unconstrained state x.
3. Property #3 : only the extremal or extremant canonical curves x(s(1), ..s(N)) [see
Eq.(7.105)] and not the varied functions satisfy identically the kinematic con-
straints (7.103) and (7.104).
4. Property #4 : the 4-potential Vµ must be necessarily a non-local function. In
particular, for binary EM interactions it must be a separable function, i.e., of the
form (7.148):
Vµ(r, [r]) =
∑
i=1,N
V (i)µ (r, [r]), (7.156)
V (i)µ (r, [r]) ≡
q(i)
c
A
(tot)(i)
(eff)µ , (7.157)
with A(tot)(i)(eff)µ being defined by Eq.(7.76).
2. Conditions of validity of Dirac instant-form generators
A further issue is related to the representation of the Poincare` generators and, in par-
ticular, to the instant form representation given by Dirac and usually adopted in the lit-
erature. The latter is based on Eqs.(7.144)-(7.147), rather than on Eqs.(7.150)-(7.153),
in which pi(i)2 replaces pi(i)2free under the square root on the r.h.s. of Eqs.(7.144) and
(7.147). On the other hand, based on the non-local Hamiltonian structure {x,HN} ex-
pressed in terms of the unconstrained super-abundant canonical state x [see Eqs.(7.91),
(7.92) and (7.93)], an admissible realization for
{
p̂µ, M̂µν
}
can be determined which
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holds for an arbitrary N ≥ 1. In fact, it is immediate to verify that the phase-functions
p̂µ =
∑
i=1,N
P (i)µ , (7.158)
M̂µν =
∑
i=1,N
[
r(i)µ P
(i)
ν − r(i)ν P (i)µ
]
, (7.159)
satisfy identically the PBs (7.135) expressed in terms of the same state x. In view
of Property #2 this requires that the canonical generators
{
p̂µ, M̂µν
}
defined by
Eq.(7.159) must be considered independent. Hence, no constraints (on them) can pos-
sibly arise by imposing the validity of the PBs (7.135).
Another possibility, however, lies in the adoption of a constrained formulation. This
is obtained imposing the kinematic constraints (7.103) and identifying the canonical
state with the constrained vector x′ ≡ (x′(i), i = 1, N) with x′(i) = (r(i),P(i)). Recalling
again Eqs.(7.92) and (7.93), here r(i) and P(i) denote respectively the space parts of
the corresponding i-th particle 4-vectors.
To carry out a detailed comparison with Dirac, let us consider in particular the
instant-form representation of
{
p̂µ, M̂µν
}
as given by Eq.(7.159). In such a case the
generators are represented by the set, defined for l,m = 1, 3:
p̂0 =
∑
i=1,N
P
(i)
0 , (7.160)
p̂l =
∑
i=1,N
P
(i)
l , (7.161)
M̂lm =
∑
i=1,N
[
r
(i)
l P
(i)
m − r(i)m P (i)l
]
, (7.162)
N̂l0 =
∑
i=1,N
[
r
(i)
l P
(i)
0
]
, (7.163)
where p̂0, p̂l, M̂lm and N̂l0 must all be considered as independent. The corresponding
constrained (representation of the) instant-form generators, with p̂0 and N̂l0 expressed
in terms of the constrained state x′, become therefore
p̂0|x′ =
∑
i=1,N
√m(i)2o c2 + (P(i) − q(i)
c
A(tot)(i)(eff)
)2
+
q(i)
c
A
(tot)(i)
(eff)0
 , (7.164)
N̂l0
∣∣∣
x′
=
∑
i=1,N
r(i)l
√
m
(i)2
o c2 +
(
P(i) − q
(i)
c
A(tot)(i)(eff)
)2
+
q(i)
c
r
(i)
l A
(tot)(i)
(eff)0
 ,(7.165)
where we have represented A(tot)(i)(eff)µ ≡
(
A
(tot)(i)
(eff)0 ,A
(tot)(i)
(eff)
)
, with A(tot)(i)(eff)µ being defined
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by Eq.(7.76) setting A(ext)(i)µ = 0. A characteristic obvious feature of the constrained
representations given above is that of the non-local dependences arising both from
binary and self EM interactions. Analogous conclusions can be drawn also for the
so-called point and front forms of the same generators. This implies that the Lorentz
conditions (7.135), with PBs now defined in terms of the same constrained state x′,
are generally violated. Indeed, due to the non-locality of A(tot)(i)(eff)µ in this case the PBs-
inequalities
[p̂0x′ , p̂l](x′) 6= 0 (7.166)
hold. Hence, if - consistent with DGF - the validity of the Lorentz conditions (7.135) is
imposed, the constrained forms of the Poincare´ generators are manifestly not applicable
to the treatment of EM-interacting N -body systems.
Nevertheless, it is immediate to prove that p̂0|x′ indeed generates the correct evo-
lution equations for the constrained state x′. In fact, denoting by [·, ·](x′) the local PBs
evaluated with respect to the constrained state x′, let us determine by means of the
PBs
δoξ(x) ≡ [ξ, F ](x′) , (7.167)
the infinitesimal transformations δor(i) and δoP(i) generated by F = dt p̂0|x′ . It is
immediate to prove that these yield respectively
δor(i)µ = dt
[
r(i)µ, p̂0|x′
]
(x′)
≡ dtv(i), (7.168)
δoP(i) = dt
[
P(i), p̂0|x′
]
(x′)
≡ dtq
(i)
c
∇(i)A(tot)(i)(eff)ν v(i)ν , (7.169)
where the r.h.s. of both equations coincide identically with the spatial parts of the
canonical Eqs.(7.99) and (7.100). Hence, as expected, the constrained state x′ is indeed
canonical. Eqs.(7.168) and (7.169) provide the Hamiltonian equations for x′ in terms
of the non-local Hamiltonian function p̂0|x′. Again, a necessary and sufficient condition
for Eqs.(7.99) and (7.100) to hold is that the fundamental PBs[
r(i), r(j)
]
(x′0)
= 0, (7.170)[
P(i),P(j)
]
(x′0)
= 0, (7.171)[
r(i),P(j)
]
(x′0)
= δij1, (7.172)
are identically satisfied for all i, j = 1, N . Here x′0 and x′ are identified respectively with
x′o ≡ x̂′(to) and x′ ≡ x̂′(t) = x′o + dx′, with dx′≡
(
δox(1), .., δox(N)
)
, while the previous
PBs are evaluated with respect to the initial state x′o. Furthermore, also in this case
the canonical initial history set {x̂′}t0 , to be defined in analogy with Eq.(7.101), is
assumed prescribed.
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7.10 Non-local generator formalism
A basic consequence of the previous considerations is that in the case of non-local
phase-functions, such as HN or p̂0|x′ , the local transformation law (7.138) becomes
inapplicable.
A suitably-modified formulation of DGF appropriate for the treatment of non-local
phase-functions must therefore be developed. This can be immediately obtained. In
fact, let us consider an arbitrary non-local function of the form ξ = ξ(z, [z]), with z and
[z] denoting respectively local and non-local functional dependences with respect to the
canonical state z. Let us consider an arbitrary infinitesimal canonical transformation
generated by F of the form z→ z′ = z+[z, F ], with δoz to be considered as infinitesimal
(i.e., of O(∆)). Then, requiring that ξ is suitably smooth both with respect to z and
[z] , the corresponding infinitesimal variation of ξ can be approximated with
δξ(z, [z]) ≡ [ξ(z+ αδoz, [z+ αδoz])− ξ(z, [z])] [1 +O(∆)] , (7.173)
δξ(z, [z]) being the (Frechet) functional derivative of ξ(z, [z]), namely
δξ(z, [z]) ≡ lim
α→0
d
dα
ξ(z+ αδoz, [z+ αδoz]) ≡ {ξ(z, [z]), F} . (7.174)
Here {ξ(z, [z]), F} denotes the non-local Poisson brackets (NL-PBs) and generally also
F can be considered a non-local function of the form F (z, [z]) [i.e., of a type analogous
to ξ]. Such a definition reduces manifestly to (7.138) in case of local functions.
Let us prove that the transformation law (7.174) is indeed the correct one. To
elucidate this point, let us consider the 4-scalar defined by the Dirac-delta ξ(r, [r]) ≡
δ
(
R˜(i)αR˜
(i)
α − σ2(i)
)
entering the non-local Lagrangian and Hamiltonian functions in
the EM self-interaction, where R˜(i)α denotes the bi-vector defined by Eq.(7.28). Let
us consider, for example, the action of an arbitrary infinitesimal Lorentz transforma-
tion defined by δor(i)µ. In order that R˜(i)αR˜
(i)
α is left invariant by the transformation
(Lorentz invariance) it must be
δξ(r, [r]) ≡ {ξ(r, [r]), F} = 0, (7.175)
with F = −p̂µaµ. This means that the NL-PBs {ξ(r, [r]), F} defined by Eq.(7.174),
rather than the local PBs [ξ(r, [r]), F ] ,must vanish identically. In particular Eq.(7.174),
contrary to the local variation (7.137), preserves the Lorentz invariance of 4-scalars and
hence provides the correct transformations law. Hence, in particular, it follows that for
an isolated N -body system with arbitrary N > 1 :
δHN (r, P, [r]) ≡ {HN (r, P, [r]), F} = 0, (7.176)
δ p̂0|x′ ≡ { p̂0|x′ , F} = 0. (7.177)
It is immediate to prove that Eq.(7.176) holds by construction for all Poincare` genera-
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tors [see Eqs.(7.159) above], while - instead - generally
δoHN (r, P, [r]) ≡ [HN (r, P, [r]), F ] 6= 0, (7.178)
δo p̂0|x′ ≡ [ p̂0|x′ , F ](x′) 6= 0. (7.179)
Hence, consistent with the results indicated above, we conclude that the local trans-
formation laws realized by the Lorentz conditions (7.135), which are a distinctive feature
of DGF, become invalid in the case of non-local Hamiltonians.
The non-local generator formalism is therefore formally achieved by imposing mod-
ified Lorentz conditions obtained from Eqs.(7.135), in which the local PBs are replaced
with the non-local PBs defined by Eq.(7.174).
In particular, the correct transformation laws for the constrained instant-form Poincare`
generators [see Eqs.(7.161),(7.162) and (7.164),(7.165)] follow by imposing for the Hamil-
tonians [see Eqs.(7.164) and (7.165)] appropriate non-local transformation laws of the
type (7.177), all defined with respect to the constrained state x′. Finally, it must be
remarked that the non-local generator formalism does not affect the validity of the
canonical equations of motion (7.168) and (7.169) as well as the fundamental PBs
(7.172) indicated above for the constrained state x′, which remain unchanged.
7.11 Counter-examples to the “no-interaction” theorem
An open problem in relativistic dynamics is related to the so-called “no-interaction”
theorem due to Currie (Currie, 1963 (15)), derived by adopting the DGF, and in partic-
ular the instant form representation for the Poincare` generators (see previous Section)
given in Ref.(3). According to this theorem, an isolated classical N -body system of
mutually interacting particles which admits a Hamiltonian structure in which the co-
ordinate variables of the individual particles coincide with the space parts 3-vectors of
the particles 4-positions and the canonical equations of motion are Lorentz covariant,
can only be realized by means of a collection of free particles. This requires, in partic-
ular that “...it is impossible to set up a canonical theory of two interacting particles in
which the individual particle positions are the space parts of 4-vectors”. In other words,
according to the theorem, it should be impossible to formulate - in terms of a Hamil-
tonian system - a covariant canonical theory for an isolated system of N > 1 classical
particles subject to binary interactions (see also Ref.(20)). The validity of the theorem
was confirmed by several other authors (see for example, Beard and Fong, 1969 (25),
Kracklauer, 1976 (26), Martin and Sanz, 1978 (27), Mukunda and Sudarshan, 1981
(28), Balachandran et al., 1982 (29)). Its original formulation obtained by Currie for
the case of two interacting particles (N = 2) was subsequently extended to include the
case N = 3 (Cannon and Jordan, 1964 (30)), first-class constraints (see Sudarshan and
Mukunda, 1983 (31) and the corresponding Lagrangian proof given by Marmo et al.,
1984 (32)) and the treatment of curved space-time (De Bie`vre, 1986 (33) and Li, 1989
(34)). Common assumptions to these approaches are that:
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1. Hypothesis #1: Both DGF and the Dirac instant form realization of the Poincare`
generators apply. In particular, the Poincare` generators in the instant form, cor-
responding to the constrained Hamiltonian structure {z,KN} , satisfy identically
both to the commutation rules (7.135) and the kinematic constraints (7.103).
2. Hypothesis #2: KN admits the Poincare` group of symmetry, i.e., it commutes
with {F}.
3. Hypothesis #3: All particles, in a suitable proper-time interval, are not subject
to the action of an external force (locally/globally isolated N -body system).
Nevertheless, the theorem has been long questioned (see for example Fronsdal, 1971
(17) and Komar, 1978-1979 (18, 19, 20, 21)). In particular, there remains the dilemma
whether the “no-interaction” theorem actually applies at all for N -body systems sub-
ject only to non-local EM interactions. This refers in particular, to extended charged
particles in the presence of binary and self EM forces. Another interesting question
is whether restrictions placed by the “no-interaction” theorem actually exist for phys-
ically realizable classical systems. Several authors have advanced the conjecture that
the limitations set by the Currie theorem might be avoided in the framework of con-
strained dynamics formulated adopting a super-abundant-variable canonical approach
(see for example Komar, 1978 (20) and Marmo et al., 1984 (32) and references in-
dicated therein). In particular, to get a better understanding of interacting N -body
systems, Todorov (35) and then Komar (18, 19, 20, 21) developed a manifestly covari-
ant classical relativistic model for two particles, of an action-at-a-distance kind. In
the Todorov-Komar model the dynamics is given in terms of two first-class constraints.
An equivalent model was discovered by Droz-Vincent (36, 37) based on a two-time
formulation of the classical relativistic dynamics. However, the precise identification
of the Hamiltonian structure {z,KN} pertaining to N -body systems subject to EM
interactions has remained elusive to date.
Here we claim that counter-examples, escaping both the assumptions and the re-
strictions of the “no-interaction” theorem, can be achieved, based on the classical N -
body system of extended charged particles formulated here. Starting from the Corollary
to THM.2, the following theorem applies.
THM.4 - Standard Hamiltonian form of a locally-isolated 1-body system
and a globally-isolated N-body system.
In validity of THM.2 and of the definitions given by Eqs.(7.73)-(7.78), the following
propositions hold:
T4 1) The Hamiltonian structure {x, HN} of the classical system formed by a single
extended charged particle is preserved also in the particular case in which the external
EM 4−potential is such that along the particle world-line r(1)(s(1)):
A(ext)µ (r
(1)(s(1))) =
{ 6= 0 ∀s(1) ∈ ]−∞, so]
0 ∀s(1) ∈ ]so,+∞, [ (7.180)
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(locally-isolated particle).
T4 2) The Hamiltonian structure {x,HN} of the classical N -body system formed by
extended charged particles is preserved also in the particular case in which the external
EM 4−potential vanishes identically,
A(ext)µ (r) ≡ 0 (7.181)
(globally-isolated N -body system).
Proof - T41) The proof is an immediate consequence of the Corollary to THM.2. In
fact in the absence of an external EM field, the effective EM 4-potential A(tot)(1)(eff)µ (see
Eq.(7.76)) simply reduces to
A
(tot)(1)
(eff)µ = 2A
(self)(1)
µ , (7.182)
where, in view of the requirement (7.180), A(self)(1)µ is non-vanishing also in the interval
]so,+∞, [. Hence, both the Lagrangian and Hamiltonian equations in standard form
[see respectively Eqs.(7.59) and (7.88),(7.89)] are satisfied, with H(1)eff ≡ HN,eff ≡ HN
still defined by Eqs.(7.78) and (7.95). T42) The proof is similar. In this case, due to
assumption (7.181), A(tot)(i)(eff)µ reduces to
A
(tot)(i)
(eff)µ = 2A
(self)(i)
µ +
∑
j=1,N,i6=j
A
(bin)(ij)
(eff)µ . (7.183)
Hence, also in this case both the Lagrangian and Hamiltonian equations in standard
form still hold, with H(i)eff and HN,eff defined by Eqs.(7.78) and (7.96).
Q.E.D.
It is clear that both propositions T41) and T42) indeed escape the “no interaction”
theorem (avoiding also the limitations set by its assumptions #1-#4). In fact, con-
cerning the Hamiltonian structure {x,HN} associated to the classical N -body system
of extended charged particles, from THM.4 it follows that:
• The effective Hamiltonian is a non-local function of the canonical state x.
• The canonical particle equations of motion (7.90) satisfy the correct transforma-
tion laws with respect to the Poincare` group, since the non-local system Hamil-
tonian HN (r, P, [r]) is by construction a Lorentz 4-scalar.
• The super-abundant canonical state x ≡ {x(i), i = 1, N} is defined in terms of
x(i) ≡
(
r(i)µ, P
(i)
µ
)
(s(i))
, where r(i)µ and P (i)µ are represented by Eqs.(7.92) and
(7.93).
• The extremant curves (x(1)(s(1)), ...x(N)(s(N))) solutions of Eqs.(7.127) satisfy
identically the kinematic constraints (7.103) and (7.104). As a consequence, only
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the space parts of the extremant 4-vectors r(i)µ(s(1)) and P
(i)
µ (s(1)) are, for all
i = 1, N, actually independent.
• In case of T41), the single-particle motion is non-inertial for all s(1) ∈ I ≡ R.
Hence, the instant form of Dirac generators [see Eqs.(7.144) and (7.147)] becomes
inapplicable even in the case of a 1-body system.
7.12 On the failure of the “no-interaction” theorem
The actual causes of the failure of the “no-interaction” theorem emerge clearly from
the analysis of the conditions of validity of DGF and the Dirac instant-form generators.
For systems of extended charged particles subject only to EM interactions the previous
assumptions #1-#4 (common to all customary approaches (15, 25, 26, 27, 28, 29, 30,
31, 32, 33)) which characterize the underlying Hamiltonian structure {z,KN} make it
incompatible with the exact non-local Hamiltonian structure {x,HN} determined here.
In fact, in difference to {z,KN}, the Hamiltonian structure {x, HN} is characterized
by:
• Super-abundant canonical variables x ≡ {x(i), i = 1, N} , with x(i) ≡ (r(i)µ, P (i)µ )
being the i-th particle canonical state.
• Extremant curves (x(1)(s(1)), ...x(N)(s(N))) which satisfy identically the kinematic
constraints discussed above. This is a characteristic property of the canonical
extremant curves only. In fact, the same constraints are not satisfied by the
super-abundant canonical state x.
• Fundamental PBs (7.108) which are satisfied only by the unconstrained state x.
Hence, the non-local Hamiltonian structure {x,HN} is warranted if all the canon-
ical variables defining the state x ≡ {x(i), i = 1, N} are considered independent.
This means that, in order for the fundamental PBs (7.108) to be fulfilled, these
constraints cannot be imposed “a priori” on the canonical state.
• Poincare` generators [see Eqs.(7.160)-(7.163)] which satisfy the commutation rules
(7.135) when they are considered independent, as the super-abundant canonical
variables x ≡ {x(i), i = 1, N} , and fulfilling the fundamental PBs. For this rea-
son, the Poincare` generators are necessarily left unconstrained by imposing the
validity of the same equations [i.e., Eqs.(7.135)].
• A non-local Hamiltonian of the form HN (r, P, [r]). In particular, it follows that
HN for classical N -body systems of extended charged particles reduces to a local
function only in the case of a single isolated particle which exhibits inertial motion.
In view of THM.1 given in Ref.(7), this requires the external EM 4-potential
acting on such a particle to vanish identically along the particle world-line, i.e.,
A
(ext)
µ (r(s1)) = 0 for all s1 ∈ I ≡ R.
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In conclusion, contrary to the claim of the “no-interaction” theorem, a Lorentz
covariant Hamiltonian formulation for the dynamics of N -body systems, with N ≥ 1,
actually exists also for mutually interacting charged particles subject to binary as well as
self EM interactions. The result holds even in the presence of an external EM field, for
extended classical particles described by the Hamiltonian structure {x,HN} determined
here.
One might conjecture that the validity of the “no-interaction” theorem could be
restored by introducing a suitable asymptotic approximation for the N -body system
dynamics. The latter is related, in particular, to the short delay-time and large-distance
approximations (see Section 7.8), invoked here for the treatment of particle self and
binary EM interactions. It is immediate to prove that also this route is necessarily
unsuccessful. The reason lays in THM.3 and its consequences. In fact, as shown above, a
Hamiltonian structure of the same type of {x,HN} can be recovered for the asymptotic
N -body equations of motion determined by the same theorem. This is identified with
the set
{
x,HasymN,eff
}
, where HasymN,eff =
∑
i=1,N H
(i)
eff,asym and H
(i)
eff,asym is given by
Eq.(7.124). By construction,
{
x,HasymN,eff
}
inherits the same qualitative properties of the
exact Hamiltonian structure {x,HN}. Therefore, in particular, in this approximation x
satisfies the fundamental PBs (7.108) if it is unconstrained. In addition, since the same
definition applies for the Poincare` generators and their representation in the instant
form, the same conclusions on the validity of the “no-interaction” theorem follow.
7.13 Conclusions
A formidable open problem in classical mechanics is provided by the missing consistent
Hamiltonian formulation for the dynamics of EM-interacting N -body systems. This
critically affects both classical and quantum mechanics. In this investigation a solution
to this fundamental issue has been reached exclusively within the framework of classical
electrodynamics and special relativity. In particular, the Hamiltonian structure of
classical N -body systems composed of EM-interacting finite-size charged particles has
been explicitly determined and investigated.
Both local and non-local EM interactions have been retained. The former are due
to externally-prescribed EM fields, while the latter include both binary and self EM
interactions, both characterized by finite delay-time effects. Binary interactions occur
between any two charges of the N -body systems, while self interactions ascribe to the
so-called radiation-reaction phenomena due to action of the EM self-field on a finite-size
particle. All of these contributions have been consistently dealt with in the derivation
of the N -body dynamical equations of motion by means of a variational approach based
on the hybrid synchronous Hamilton variational principle.
Both Lagrangian and Hamiltonian covariant differential equations have been ob-
tained, which are intrinsically of delay-type. The same equations have also been proved
to admit a representation in both standard Lagrangian and Hamiltonian forms, through
208
7.13 Conclusions
the definition of effective non-local Lagrangian and Hamiltonian functions. The prop-
erty of Hamilton equations of admitting a Poisson bracket representation has lead us
to prove the existence of a non-local Hamiltonian structure {x, HN} for the N -body
system of EM-interacting particles. This has been shown to be determined by the non-
local Hamiltonian function HN and to hold for the superabundant canonical states x.
In particular the correct Hamiltonian equations of motion are obtained considering the
same vector x as unconstrained, the relevant (kinematic) constraints being satisfied
identically by the solution of the same equations.
A further interesting development concerns the asymptotic approximation deter-
mined for the Hamiltonian structure {x,HN} of the full N -body problem. Here we
have shown that consistent with the short delay-time and large-distance asymptotic
orderings the latter can be preserved also by a suitable asymptotic Hamiltonian ap-
proximation. In particular, the perturbative expansion adopted here permits to retain
consistently delay-time contributions, while preserving also the variational character
and the standard Lagrangian and Hamiltonian forms of the N -body dynamical equa-
tions. As a basic consequence the very Hamiltonian structure of the N -body problem
is warranted. This permits us to overcome the usual difficulties related to the adoption
of non-variational and non-Hamiltonian approximations previously developed in the
literature.
Two important applications of the theory have been pointed out.
The first one concerns the famous and widely cited (both in the context of classical
and quantum mechanics) paper by Dirac (1949) on the generator formalism approach
to the forms of the Poincare` generators for the inhomogeneous Lorentz group. Contrary
to a widespread belief, we have found out that the Dirac approach is not valid in the
case of N -body systems subject to retarded, i.e., non-local, interactions. In fact, the
Lorentz conditions for the instant-form Poincare` generators are found to be satisfied
only in the case of local Hamiltonians. Analogous conclusions can be drawn also for the
so-called point and front-forms of the same generators. Due to the non-local character
of the Hamiltonian structure {x,HN} this means that the Dirac generator formalism
expressed in terms of the essential (i.e., constrained) canonical state x′ is not “per se”
directly applicable to the treatment of EM-interacting N -body systems. However, as
shown here, in the same variables its extension to non-local Hamiltonians can be readily
achieved by suitably modifying the Lorentz conditions so to account for the non-local
dependences of the Hamiltonian structure {x,HN}.
Second, the validity of the Currie “no-interaction” theorem, concerning the Hamil-
tonian description of the relativistic dynamics of isolated interacting particles, has been
investigated. It has been proved that the set {x,HN} violates the statements of the
theorem. The cause of the failure of theorem (and its proof) lays precisely in the
adoption of the Dirac generator formalism. Explicit counter-examples which overcome
the limitations posed by the “no-interaction” theorem have been issued. Contrary to
the claim of the “no-interaction” theorem, it has been demonstrated that a standard
Hamiltonian formulation for the N -body system of charged particles subject to EM
interactions can be consistently formulated.
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