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Abstract
The girth of a primitive Boolean matrix is defined to be the girth of its associ-
ated digraph. In this paper, among all primitive Boolean matrices of order n, the
primitive exponents of those of girth g are considered. For the primitive matrices
of both order n ≥ 10 and girth g > n
2
−4n
4(n−3) , the matrices with primitive exponents
in [2n− 2 + (g − 1)(n − 3), n + g(n− 2)] are completely characterized.
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1 Introduction
We adopt the standard conventions, notations and definitions for Boolean matrices,
their entries, arithmetics, powers and primitivity. The reader who is not familiar with
these matters is referred to [1]–[7] and [11].
In this paper, we permit loops but no multiple arcs in a digraph. For a digraph S, we
denote by V (S) the vertex set and denoted by E(S) the arc set.
Definition 1.1 Let A be a square (0, 1)-Boolean matrix of order n. The associated di-
graph of A, denoted by D(A), has vertex set V = {1, 2, · · ·, n} and arc set E =
{(i, j)| aij 6= 0}.
For a digraph S, the associated (0, 1)-Boolean matrix of S, denoted by AS, is a square
(0, 1)-Boolean matrix A with D(A)=S. Denoted by exp(S) the primitive exponent of a
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primitive digraph S. For a primitive (0, 1)-Boolean A, we denote by exp(A) its primitive
exponent. From combinatorial matrix theory, we know that for a primitive (0, 1)-Boolean
A, exp(A) = exp(D(A)), and for a primitive digraph S, exp(S) = exp(AS). As a result,
the digraphs can be used to study the primitivity of the (0, 1)-Boolean matrices.
Primitivity of a square (0, 1)-Boolean matrix is of great significance, which is closely
related to many other problems in various areas of pure and applied mathematics (see
[2], [5], [7], [8], [10]). In practice, we consider the memoryless communication system
[8] in communication field, which is depicted as a digraph D of order n. Suppose that
each vertex controls a different piece of information at time t = 0. At the time t = 1,
for any vertex v ∈ V (D), the information σv controlled by vertex v is communicated to
each vertex in N+(v) (out-neighbors), but v “forgets” the information. Proceeding like
this, we can ensure that each vertex in D receives the n pieces of different information
at sometime t if D is primitive, where the least time t such that each vertex in D receive
the n pieces of different information is equal to the primitive exponent of D. So, studying
the primitvity of the digraphs is very useful in information communication field.
It is known that an important topic about the primitivity of the Boolean matrices is
to determine the primitivity of a given class of Boolean matrices including the extremal
exponents and exponents distribution. Some interesting results about this topic have been
shown in many references (see [7], for instance).
Because there is no ambiguity in this paper, for convenience, a directed walk, a directed
path and a directed cycle is abbreviated into a walk, a path and a cycle, respectively. The
girth of a strongly connnected digraph, denoted by g, is the length of the shortest cycle
in this digraph. The girth of a primitive Boolean matrix is defined to be the girth of
its associated digraph. In this paper, among all primitive Boolean matrices of order
n, we consider the primitive exponents of those of girth g. For the primitive matrices
of both order n ≥ 10 and girth g > n
2
−4n
4(n−3)
, the matrices with primitive exponents in
[2n− 2 + (g − 1)(n− 3), n+ g(n− 2)] are completely characterized.
2 Preliminaries
In this section, some notations and working lemmas are introduced.
Definition 2.1 Let {s1, s2, · · ·, sλ} be a set of distinct positive integers with gcd(s1, s2,
· · ·, sλ) = 1. The Frobenius number of s1, s2, · · ·, sλ, denoted by φ(s1, s2, · · · , sλ), is the
smallest nonnegative integer m such that for any nonnegative integers k ≥ m, there are
nonnegative integers ai (i = 1, 2, · · · , λ) such that k =
λ∑
i=1
aisi.
It is well known that if gcd(s1, s2) = 1, then φ(s1, s2) = (s1 − 1)(s2 − 1) (see [7], for
examlpe). From Definition 2.1, it is easy to see that if there exist si, sj ∈ {s1, s2, · · ·, sλ}
such that gcd(si, sj) = 1, then φ(s1, s2, · · · , sλ) ≤ φ(si, sj). If min{si| 1 ≤ i ≤ λ} = 1,
then φ(s1, s2, · · · , sλ) = 0.
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In a primitive digraph S, the distance from vi to vj, denoted by d(vi, vj) or dS(vi, vj),
is the length of the shortest path from vi to vj . We denote by Ck or k-cycle a cycle with
length k, and denote by C(S) the cycle length set of digraph S. Suppose C(S) = {p1,
p2, . . ., pu}. Let dC(S)(vi, vj) denote the length of the shortest walk from vi to vj which
meets at least one pi-cycle for each i, where i = 1, 2, · · · , u. Such a shortest directed
walk is called a C(S)-walk from vi to vj . Further, let d(C(S)) = max{dC(S)(vi, vj)| vi,
vj ∈ V (S)}.
Lemma 2.2 [1] Let S be a primitive digraph of order n and C(S) = {p1, p2, . . ., pu}.
Then we have exp(S) ≤ d(C(S)) + φ(p1, p2, . . . , pu).
The union of digraphs H and G is the digraph G ∪ H with vertex set V (G) ∪ V (H)
and arc set E(G) ∪ E(H). The standard n-cycle is defined to be C = (vn, vn−1, · · · , v2,
v1, vn). Let D1 = C ∪ (v1, vn−1) and D2 = D1 ∪ (v2, vn).
Lemma 2.3 [2] Let S be a primitive digraph of both order n and girth g. Then exp(S) ≤
n+ g(n− 2).
Lemma 2.4 [12] Let S be a primitive digraph of order n.
(i) exp(S) = (n− 1)2 + 1 if and only if S ∼= D1;
(ii) exp(S) = (n− 1)2 if and only if S ∼= D2.
Lemma 2.3 gives an upper bound for the primitive exponent of a digraph with both
order n and girth g. Because a digraph with both order n and girth n − 1 is isomorphic
to D1 or D2, from Lemma 2.4, we see that the digraphs with both order n and girth n−1
are completely characterized. But for those with girth less than n − 1, this problem is
unsolved as far.
Lemma 2.5 [9] Let S be a primitive digraph of order n and |C(S)| ≥ 3. Then exp(S) ≤
⌊ (n−2)
2
2
⌋+ n.
From Lemma 2.5, we get the following corollary.
Corollary 2.6 Let S be a primitive digraph of order n. If exp(S) > ⌊ (n−2)
2
2
⌋ + n, then
|C(S)| = 2.
Lemma 2.7 [6] Let S be a primitive directed graph on n vertices having cycles of just
two lengths, g and q, where without loss of generality we take g ≤ q. Then exp(S) ≤
2n− g − 1 + (g − 1)(q − 1).
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3 Main results
Lemma 3.1 Let S be a primitive digraph of order n ≥ 6. If C(S) = {g, q} where
1 ≤ g < q ≤ n− 1, then exp(S) ≤ 2n− 2 + (g − 1)(n− 3).
Proof. Note that 2n − g − 1 + (g − 1)(q − 1) = 2n − 2 + (g − 1)(q − 2), and f(q) =
2n− 2 + (g− 1)(q− 2) is monotone nondecreacing with respect to q. By Lemma 2.7, the
result follows as desired. ✷
Let n, g be two positive integers satisfying gcd(n, g) = 1, and let t = min{n−g+1, g},
F = {1, 2, 3, . . . , t}. Let N ⊆ F , Dg,N = C ∪i∈N (vi, vg+i−1) (see Fig. 3.1).
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Fig. 3.1. Dg,N
Theorem 3.2 Let r = max{u | u ∈ N}. Then exp(Dg,N) = (n− 2)g + 1− r + n.
Proof. Case 1 r < n−g+1. Then g+ r−1 < n and d(C(Dg,N)) = dC(Dg,N )(vn, vg+r) =
2n− g − r. By Lemma 2.2, we get
exp(Dg,N) ≤ d(C(Dg,N)) + φ(n, g) = 2n− g − r + (n− 1)(g − 1) = (n− 2)g + 1− r + n.
Next, we prove exp(Dg,N) = 2n− g− r+ (n− 1)(g− 1). To prove this, we prove that
there is no walk of length 2n − g − r + (n − 1)(g − 1) − 1 from vn to vg+r. Otherwise,
suppose W is a walk of length 2n − g − r + (n − 1)(g − 1) − 1 from vn to vg+r. Let P
denote the path from vn to vg+r on cycle C . Denote by L(P) the length of P. Then
L(P) = d(vn, vg+r) = n− g − r and P meet only n-cycle C but not any g-cycle. W must
contain P ∪ C , some g-cycles and some times of C , that is,
2n− g − r + (n− 1)(g − 1)− 1 = n− g − r + n + a1n + a2g (aj ≥ 0, j = 1, 2).
This induces φ(n, g)− 1 = a1n+ a2g (aj ≥ 0, j = 1, 2), which contradicts the definition
of φ(n, g). As a result, there is no walk of length 2n− g − r + (n− 1)(g − 1)− 1 from vn
to vg+r. Then exp(Dg,N) = 2n− g − r + (n− 1)(g − 1) follows.
Case 2 r = n− g+1. Then g+ r− 1 = n and d(C(Dg,N)) = dC(Dg,N )(vn, v1) = n− 1.
Analogous to Case 1, we get exp(Dg,N) = (n− 1)g = (n− 2)g + 1− r + n. ✷
Let n, g (n ≥ 2g) be two positive integers satisfying gcd(n, g) = 1. Let H consist
of n-cycle (v1, v2, . . ., vn, v1) and two g-cycles where the two g-cycles have no common
vertex (see Fig. 3.2). Denote by C1 = (v1, v2, . . ., vg, v1) and C
2 = (vk, vk+1, . . ., vk+g−1,
vk) the two g-cycles in H where k ≥ g + 1, g + k − 1 ≤ n.
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Fig. 3.2. H
Lemma 3.3 exp(H) ≤ (n− 1)g + n− 2g.
Proof. To prove this lemma, we consider the following two cases.
Case 1 d(vg+k−1, v1) = 1 and d(vg, vk) = 1. Now, n = 2g, k = g + 1, g + k − 1 = n,
and d(C(H)) = dC(H)(v1, vn) = n− 1. By Lemma 2.2, we get
exp(H) ≤ d(C(H)) + φ(n, g) = n− 1 + (n− 1)(g − 1) = (n− 1)g.
Case 2 max{d(vg+k−1, v1), d(vg, vk)} ≥ 2. Then 2g + 1 ≤ n. If d(vg+k−1, v1) =
max{d(vg+k−1, v1), d(vg, vk)}. Then g + k ≤ n, and d(C(H)) = dC(H)(vg+k, vn) = n− g −
k + n = 2n− g − k. By Lemma 2.2, we get
exp(H) ≤ (n− 1)(g − 1) + 2n− g − k = (n− 1)g + n− g − k + 1.
If d(vg, vk) = max{d(vg+k−1, v1), d(vg, vk)}, then k−g ≥ 2 and d(C(H)) = dC(H)(vg+1, vk−1) =
k − g − 2 + n. In a same way, we get
exp(H) ≤ (n− 1)(g − 1) + k − g − 2 + n = (n− 1)g + k − g − 1.
Note that k − g − 1 ≤ n− 2g, n− k − g + 1 ≤ n− 2g. Then the result follows. ✷
Let Dr = {Dg,N |N ⊆ F,max{u | u ∈ N} = r}. From Theorem 3.2, we see that for
every digraph S ∈ Dr, we have exp(S) = (n− 2)g + 1− r + n.
Theorem 3.4 Suppose gcd(g, n) = 1. Let S be a primitive digraph of both order n ≥ 10
and girth g > n
2
−4n
4(n−3)
, and let 2n− 2 + (g − 1)(n− 3) < w ≤ n+ g(n− 2), z = (n− 2)g +
1 + n− w. If exp(S) = w, then S is isomorphic to one in Dz.
Proof. Note that 2n−1+(g−1)(n−3) > ⌊ (n−2)
2
2
⌋+n. By Corollary 2.6, it follows that
C(S) = {g, q}. Note that by Lemma 3.1, if q ≤ n−1, then exp(S) ≤ 2n−2+(g−1)(n−3).
Hence, it follows that q = n. It is known that for a primitive diagraphG and its a primitive
spanning subgraph D, it follows that exp(G) ≤ exp(D). Note that n
2
−4n
4(n−3)
≥ 2. So, g ≥ 3.
Note that if n ≥ 2g, then (n− 1)g + n− 2g < 2n− 1 + (g − 1)(n− 3). This means that
S has no subgraph isomorphic to H . Then the result follows from Theorem 3.2. ✷
Noting the relation between Boolean matrices and digraphs, we have the following
corollary.
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Corollary 3.5 Suppose gcd(g, n) = 1. Let A be a primitive Boolean matrix of both order
n ≥ 10 and girth g > n
2
−4n
4(n−3)
, and let 2n − 2 + (g − 1)(n − 3) < w ≤ n + g(n − 2),
z = n+ 1 + g(n− 2)− w. If exp(A) = w, then D(A) is isomorphic to one in Dz.
Let Q1 = Dg,N for N = {1}, Q2 = Dg,N for N = {1, 2}. Note that D
1 = {Q1} and
D2 = {Q2}. Then we have the following corollary.
Corollary 3.6 Suppose gcd(g, n) = 1. Let A be a primitive digraph of both order n ≥ 10
and girth g > n
2
−4n
4(n−3)
. Then
(i) exp(A) = (n− 2)g + n if and only if D(A) ∼= Q1;
(ii) exp(A) = (n− 2)g + n− 1 if and only if D(A) ∼= Q2.
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