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We study deformations of Landau-Ginzburg D-branes corresponding to obstructed ratio-
nal curves on Calabi-Yau threefolds. We determine D-brane moduli spaces and D-brane
superpotentials by evaluating higher products up to homotopy in the Landau-Ginzburg
orbifold category. For concreteness we work out the details for lines on a perturbed Fer-
mat quintic. In this case we show that our results reproduce the local analytic structure
of the Hilbert scheme of curves on the threefold.
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1. Introduction
D-branes wrapping holomorphic cycles in Calabi-Yau threefolds often give rise to in-
teresting N = 1 field theories. The low energy interactions are specified by an effective
superpotential on the space of massless fields. In principle, the effective tree level su-
perpotential is determined by topological disc correlators with an arbitrary number of
boundary insertions. Its dependence on closed string moduli is captured by topological
disc correlators with bulk and boundary insertions. Such correlators are typically very
hard to evaluate by direct computation, so one is often compelled to search for alternative
methods.
According to [15,4,48], holomorphic branes on Calabi-Yau manifolds should be prop-
erly regarded as derived objects. In this context, the tree level superpotential is encoded
in the deformation theory of objects in the derived category, which is in turn determined
by higher A∞ products [44,46,47,18]. This was explained in the physics literature in [41]
and recently derived from the conformal field theory point of view in [24]. Physically, this
means one has to compute the tree level effective action of holomorphic Chern-Simons
theory on a Calabi-Yau manifold. This computation is practically untractable for compact
Calabi-Yau manifolds because the gauge fixing procedure relies on the choice of a metric.
There are several alternative approaches to this problem. One can attempt a direct
CFT computation of boundary correlators [7,10], but this method has given rather re-
stricted results so far. A more powerful approach has been recently developed in [24].
There it has been shown that topological disc correlators with bulk and boundary inser-
tions are subject to a series of algebraic constraints which can fix them completely at least
for B-branes in minimal models. We will not discuss this in detail here, although it would
be interesting to apply this method to D-branes on Calabi-Yau manifolds. A different
construction has appeared in the mathematics literature [11,34] where the Hilbert scheme
of curves on a Calabi-Yau threefold is locally described as the critical locus of an analytic
function. Moreover, it was shown in [11] that the analytic function in question is essen-
tially the three-chain integral of [14] known to physicists as the membrane superpotential
in MQCD [51]. However this function is very hard to calculate for curves on compact
Calabi-Yau manifolds, even as a perturbative expansion. More conceptually, the relation
between this superpotential and perturbative open string computations is rather obscure
at the present stage.
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The main point of the present paper is to develop a new approach to D-brane de-
formations and superpotentials based on open string Calabi-Yau/Landau-Ginzburg corre-
spondence. B-branes in Landau-Ginzburg orbifolds can be described in terms of matrix
factorizations of the Landau-Ginzburg superpotential [27,45,8]. These objects form a trian-
gulated category in which one can perform explicit computations for the higher products by
pure algebraic manipulations. In order to illustrate this principle, we determine the higher
products for Landau-Ginzburg D-branes corresponding to obstructed curves on Calabi-Yau
threefolds. However, this approach can be very well implemented in more general situa-
tions. We also show that the dependence of higher products on complex structure moduli
is encoded in a simple deformation of the A∞ structure inferred from the geometric con-
text. This data determines a D-brane superpotential up to homotopy. For concreteness,
the computations will be carried out for obstructed lines on the Fermat quintic threefold.
As a consistency test of our results, we check that the resulting D-brane moduli space is
isomorphic (as a germ of analytic space) with the Hilbert scheme of lines on the quintic.
The paper is structured as follows. In section 2 we review some aspects of Landau-
Ginzburg/Calabi-Yau correspondence for branes, and present the Landau-Ginzburg real-
ization of lines on Calabi-Yau threefolds. Section 3 consists of a general discussion of
higher products in the Calabi-Yau as well as Landau-Ginzburg phase. We explain the gen-
eral principles of our approach and outline a computational algorithm. The dependence on
complex structure moduli is the main theme of section 4. In section 5 we give a detailed
treatment for lines on a perturbed Fermat quintic as an illustration of the method.
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2. Landau-Ginzburg D-Branes and Curves on Calabi-Yau Threefolds
The goal of this section is to find the Landau-Ginzburg description of D-branes wrap-
ping rational curves in Calabi-Yau threefolds. We will review the Calabi-Yau/Landau-
Ginzburg correspondence for D-brane categories and explain the relevant constructions.
Since we are interested in Calabi-Yau manifolds which admit a pure Landau-Ginzburg
phase, we will restrict our considerations to hypersurfaces in weighted projective spaces.
Let X be such a hypersurface in a weighted projective space WPw0,...,wn determined by
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a quasihomogeneous polynomial WLG(x0, . . . , xn) of degree d = w0 + . . . + wn. Using
the linear sigma model realization, one can deform the nonlinear sigma model on X to
a Landau-Ginzburg orbifold with superpotential WLG. The orbifold group is G = ZZ/d
acting on the chiral fields as xi−→ω
wixi for i = 0, . . . , n, where ω is d-th root of unity.
For the purpose of computing the superpotential, it suffices to consider the B-twisted
topological model.
In the geometric phase the category of B-type topological branes is the derived cat-
egory Db(X). In the Landau-Ginzburg phase, the D-brane category can be given a very
elegant algebraic description in terms of matrix factorizations of WLG [27,45,8]. Standard
decoupling arguments suggest that the two categories should be physically equivalent, but
a rigorous mathematical result along these lines has not appeared so far in the literature.
Note that there must be a subtlety in formulating such an equivalence of categories since
the Landau-Ginzburg category is ZZ/2 graded while the derived category is ZZ graded.
Nevertheless, a physical correspondence between certain classes of Landau-Ginzburg and
geometric branes has been found in [3]. We will review the relevant points below.
Matrix factorizations of WLG are pairs of finitely generated projective modules P1, P0
over the polynomial ring R =C[x0, . . . , xn] equipped with two R-module homomorphisms
P1
p1
//
P0
p0
oo
so that p1p0 = p0p1 = WLG. In the present paper is suffices to take P1, P0
to be free R-modules. It has been shown in [27,45] that matrix factorizations form a ZZ/2
graded triangulated category CWLG . For future reference, let us recall the construction of
morphisms in CWLG . Given two objects P ,Q, one forms a ZZ/2 graded cochain complex
(IH(P,Q), D) where
IH(P,Q) = Hom(P1 ⊕ P0, Q1 ⊕Q0) =
⊕
i,j=0,1
Hom(Pi, Qj). (2.1)
The grading is given by (i − j) mod 2 and the differential D is determined by its action
on degree k homogeneous elements
D ·Φ = q · Φ− (−1)kΦ · p (2.2)
where p = p1⊕p0 : P1⊕P0−→P1⊕P0, q = q1⊕q0 : Q1⊕Q0−→Q1⊕Q0. This data defines
a DG-category PWLG [27,45]. The D-brane category CWLG is the category associated to
PWLG by taking the space of morphisms between two objects (P ,Q) to be the degree
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zero cohomology H0(IH(P,Q)) of the complex (2.1). We will use the shorthand notation
Hk(P,Q), k = 0, 1 for the cohomology groups.
For Landau-Ginzburg orbifolds, one should employ a G-equivariant version of this
construction. The modules P1, P0 should be endowed with representations R1, R0 of the
orbifold group G so that p0, p1 are G-equivariant R-module homomorphisms. Then there
is an induced G-action on the cochain complex (2.1) so that D is G-equivariant. The space
of morphisms in the orbifold category CW,ρ is given by the G-fixed part of the cohomology
groups H0(P ,Q).
One of the main problems of this approach is that matrix factorizations are quite hard
to construct in practice. A very efficient tool employed in [3] is the tensor product of two
factorizations. Namely, suppose
P =
(
P1
p1
//
P0
p0
oo
)
, Q =
(
Q1
q1
//
Q0
q0
oo
)
are two factorizations associated to LG polynomials U(xi), V (xi), i = 1, . . . , n. Then one
can construct a matrix factorization P ⊗Q for WLG(xi) = U(xi)+ V (xi) by taking a ZZ/2
graded tensor product of P ,Q. More precisely,
(P ⊗Q)1 = P1 ⊗R Q0 ⊕ P0 ⊗R Q1
(P ⊗Q)0 = P0 ⊗R Q0 ⊕ P1 ⊗R Q1.
(2.3)
The maps (P ⊗Q)1
r1
//
(P ⊗Q)0
r0
oo
are given by
r1 =
[
p1 ⊗ 1l 1l⊗ q1
1l⊗ q0 −p0 ⊗ 1l
]
r0 =
[
p0 ⊗ 1l 1l⊗ q1
1l⊗ q0 −p1 ⊗ 1l
]
. (2.4)
The tensor product can be naturally extended to equivariant objects, as explained in [3].
This construction is especially effective for LG superpotentials W in Fermat form
WLG(x0, . . . , xn) = x
d0
0 + . . .+ x
dn
n (2.5)
where widi = d for each i = 0, . . . , n. In this case one can construct matrix factorizations
of WLG by taking tensor products of one or two variable building blocks which can be
described as follows.
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Consider a one variable polynomial WLG(x) = X
d′ with d′ = d/w for some weight w.
The category CW is generated by rank one objects of the form
M l =
C[x] xl //C[x]
xd
′−l
oo
 . (2.6)
In the orbifold theory we have to specify irreducible representations R1, R0 of G = ZZ/d on
the free modulesM1 =M0 =C[x] so that the maps are equivariant. If R1 is multiplication
by ωα, α ∈ {0, . . . , d−1}, it follows that R0 must be multiplication by β = α+l. Therefore
it suffices to specify one integer α mod d. The resulting objects will be denoted by M l,α.
For a two variable polynomial WLG(x, y) = x
d′ +yd
′
, we can construct similar objects
P η =
C[x, y] x−ηy // C[x, y]
Qη(x,y)
oo
 (2.7)
where η is a d′-th root of −1 and Qη(x, y) = (x
d′ + yd
′
)/(x− ηy). In the orbifold theory
objects will be labeled by an additional integer α mod d specifying the action of G on
P1 =C[x, y].
Given a Landau-Ginzburg superpotential of the form (2.5) one can construct matrix
factorizations by writing it as a sum of one and two variable polynomials and taking tensor
products [3]. The resulting objects are very interesting from a geometric point of view. In
particular one can take the tensor product of one variable building blocksM
(i)
1,αi
associated
to the monomials xdii in W . It turns out that two such objects ⊗
n
i=0M
(i)
1,αi , ⊗
n
i=0M
(i)
1,βi
are isomorphic if
∑n
i=0 αi =
∑n
i=0 βi mod d. Therefore we obtain a collection of Landau-
Ginzburg branes Eα labeled by a single integer α =
∑n
i=0 αi mod d. These objects have
been identified with the Gepner model fractional branes in [3]. Analytic continuation to the
geometric phase relates the Eα to a collection of sheaves Eα on X obtained by restriction
of an exceptional collection on the ambient space WPw0,...,wn . For example if X is the
Fermat quintic in IP4, Eα = Ω
α(α).
Taking tensor products of some combination of one and two variable building blocks
results in objects with different geometric interpretation. The pattern emerging from
the examples studied in [3] is the following. Pick an arbitrary subset I ⊂ {0, . . . , n} so
that the complement I◦ has an even number of elements. Moreover, pick some arbitrary
decomposition of I◦ into pairs {i, j} with di = dj so that no two pairs share a common
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element and the union of all {i, j} is I◦. Denote the set of all such pairs by P . Then we
can take the tensor product ⊗
i∈I
M
(i)
1,αi
⊗
⊗
(i,j)∈P
P
(i,j)
ηij ,αij
. (2.8)
It is easy to check that such objects are again classified by a single integer α =
∑
i∈I αi +∑
(i,j)∈P αij mod d. These correspond to a collection of derived objects Fα in the geometric
phase which form an orbit of the Landau-Ginzburg monodromy transformation acting on
the derived category Db(X).
Given the examples studied in [3] we conjecture that the Fα can be constructed as
follows. Let F be the subvariety of X determined by the equations
xi = 0, i ∈ I, xi − ηijxj = 0, (i, j) ∈ P (2.9)
in the ambient weighted projective space, where ηij is a di-th root of −1. The structure
sheaf of F determines an object OF in D
b(X) supported in degree zero. We conjecture
that the Fα can be obtained (up to an overall shift) by d− 1 successive applications of the
Landau-Ginzburg monodromy transformation MLG to the object OF .
For a better conceptual formulation of this conjecture, one can use the following result
of [45]. Suppose we are given a Landau-Ginzburg superpotential WLG : C
n+1−→C with
an isolated critical point at the origin. Let S0 denote the fiber of WLG over 0 ∈ C. Then
the main statement of [45] is that the D-brane category CWLG is equivalent to the so-called
category of the singularity DSg(S0). DSg(S0) is constructed by taking the quotient of
the bounded derived category Db(S0) by the full subcategory of perfect complexes. A
perfect complex is a finite complex of locally free sheaves. If S0 were nonsingular, the
quotient would be empty, since in that case any object in Db(S0) would have a finite
locally free resolution. Therefore DSg(S0) depends only on the singular points of S0.
The equivalence functor CWLG−→DSg(S0) associates to an object
(
P1
p1
//
P0
p0
oo
)
the one
term complex defined by the cokernel of p1 regarded as a coherent R/WLG-module. For
factorizations of the form (2.8) one can show that Coker(p1) is isomorphic to the quotient
ring R/(xi, xi−ηijxj)i∈I,(i,j)∈P . The proof is very similar to that performed in section six
of [3] for D0-brane factorizations. Therefore we are lead to a direct relation between the
factorization F and the structure ring of the associated geometric object. This conjecture
should hold for any Calabi-Yau hypersurface in a weighted projective space, but we do
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not know a general proof. In principle, it should follow from a rigorous mathematical
relation between the Landau-Ginzburg orbifold category and Db(X) if such a relation
were explicitly known. For the purpose of this paper, we will be content to check it for
specific examples.
Note that we can formulate a more general conjecture for complete intersections F of
the form
fa(xi) = 0, a = 1, . . . , A (2.10)
in WPw0,...,wn which lie on X . Assuming that F is irreducible, it follows from Hilbert
Nullstellensatz that we must have a decomposition
WLG =
A∑
a=1
qafa (2.11)
for some quasi-homogeneous polynomials qa(xi). Then we conjecture that the Landau-
Ginzburg monodromy orbit associated to F is described at the Landau-Ginzburg point by
factorizations of the form
F =
A⊗
a=1
(
R
fa
//
R
qa
oo
)
. (2.12)
This construction was used in [3] in order to construct deformations of the D0-brane in
the Landau-Ginzburg category.
A check of this conjecture for a point F = {x0 − η01x1 = 0, x2 = x3 = x4 = 0} on the
Fermat quintic was performed in [3]. The argument assumes that the geometric interpreta-
tion of the fractional branes Eα are known and is based on the Beilinson correspondence.
More precisely, one can show that there is an isomorphism between the endomorphism
algebra
A = End
(
d−1⊕
α=0
Eα[α]
)
in the Landau-Ginzburg phase and the algebra
A = End
(
d−1⊕
α=0
Eα
)
determined by the exceptional collection. Beilinson’s theorem implies that any derived
object F in Db(IP4) is uniquely determined up to isomorphism by the left A-module
structure of the graded vector space
RHom
(
d−1⊕
α=0
Eα,F
)
= ⊕k∈ZZHom
(
d−1⊕
α=0
Eα,F [k]
)
[k]. (2.13)
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This allows us to determine the derived object corresponding to any Landau-Ginzburg
D-brane F knowing the left A-module structure of the ZZ/2 graded vector space
RHom
(
d−1⊕
α=0
Eα[α], F
)
=
⊕
k∈ZZ/2
Hom
(
d−1⊕
α=0
Eα[α], F [k]
)
[k]. (2.14)
Employing the same argument, one can check the above conjecture for other ob-
jects (2.8) in concrete examples. For example, one can construct the ZZ/5 orbit of a line
F = {x0 − η01x1 = x2 − η23x3 = x4 = 0} on the Fermat quintic by taking a tensor product
P
(0,1)
η01,α01
⊗ P
(2,3)
η23,α23
⊗M
(4)
1,α4
. (2.15)
The proof is very similar to the D0-brane case considered in section 5 of [3], hence we will
omit the details.
To conclude this section, we will add some remarks concerning the behavior of mor-
phisms between branes under the Calabi-Yau/Landau-Ginzburg correspondence. Given
two factorizations F , F
′
corresponding to two objects F, F ′ in Db(X), one would like to
know the relation between the cohomology groups Hk(F , F
′
), k = 0, 1 and the morphism
spaces HomDb(X)(F, F
′[l]), l ∈ ZZ. For all examples described in this section one can check
that
H0(F, F
′
) ≃ HomDb(X)(F, F
′)⊕ HomDb(X)(F, F
′[2])
H1(F , F
′
) ≃ HomDb(X)(F, F
′[1])⊕ HomDb(X)(F, F
′[3]).
(2.16)
These relations reflect the difference in grading between the two categories.
3. D-Branes, Deformations and Higher Products
In this section we develop a computational approach to D-brane deformation theory
in the Landau-Ginzburg orbifold category. We start with a review of deformation theory
and higher products in the derived category associated to the geometric phase. Then we
set up the problem and explain the main idea of our construction in the Landau-Ginzburg
phase.
Let F be a line on a Calabi-Yau hypersurface X in a weighted projective space. We
will assume that X is smooth, at least near F . (If not, one may have to resolve the
singularities of X induced by the orbifold singularities of the ambient space.) Physically
we would like to think of F as the world-volume of a B-twisted brane. This means that
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we have a boundary B-type topological field theory (TFT) associated to the pair (X,F ),
which can be described from two different (but equivalent) points of view.
From the point of view of [15,4], a boundary B-topological model should be thought
of as a derived object in Db(X). In our case, this object is the one term complex OF
supported in degree zero. Moreover, since isomorphic derived objects define isomorphic
boundary TFT’s, we can replace OF by a locally free resolution F
•. In this formulation,
the boundary chiral ring is isomorphic to the Ext algebra
3⊕
k=0
Extk(OF ,OF ). (3.1)
In particular there is a grading on physical states that assigns ghost number k to elements
in Extk(OF ,OF ).
The second point of view relies on the sigma model description of the boundary TFT
following [49]. In that case, one has to specify appropriate boundary conditions for the
sigma model and compute the massless spectrum with standard boundary TFT methods
[30]. In this approach one finds the same spectrum of physical operators (3.1) realized as
the limit of a local to global spectral sequence with second term [30]
Ep,q2 = H
p(F,Λq(NF/X)). (3.2)
This proves the equivalence of these two points of view. If F is a curve, all higher differ-
entials are zero, and we find
Extk(OF ,OF ) ≃
⊕
p+q=k
Hp(F,Λq(NF/X)). (3.3)
Boundary topological field theories admit boundary marginal perturbations which are
classified by ghost number one elements in the chiral ring (3.1). These are infinitesimal
first order deformations of the theory induced by perturbations of the boundary conditions
keeping the underlying bulk theory fixed. It is common knowledge that not all first order
infinitesimal perturbations can be integrated to finite deformations of the boundary TFT’s.
Some deformations are marginal at first order, but do not remain marginal at higher orders.
Those deformations which are marginal to all orders are called exactly marginal. This
phenomenon is encoded by a holomorphic superpotential on the space of all massless ghost
number one modes. The critical locus of the superpotential defines the local moduli space of
TFT’s as an analytic subspace of the linear space of massless modes. The superpotential is
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determined in principle by topological disc correlators with an arbitrary number of physical
boundary insertions.
A short computation based on (3.3) shows that the infinitesimal boundary deforma-
tions are classified by H0(F,NF/X). Therefore they are in one to one correspondence with
infinitesimal deformations of the curve F in X . Not all such infinitesimal deformations
are integrable to all orders. Those that fail to be integrable to all orders are called ob-
structed, while the remaining ones are called unobstructed. Using Kuranishi theory, one
can construct the versal deformation space of the curve F in X , which is roughly the space
spanned by all unobstructed deformations. Technically, the versal moduli space is cut out
by formal power series in several variables, i.e. it is a germ of analytic space. Alternatively,
one can think of it as the formal completion of the Hilbert scheme of curves on X at the
point F . We will loosely refer to it as the local D-brane moduli space. The equations of
the moduli space are determined by the A∞ products on the endomorphism algebra of the
object OF in the derived category D
b(X) (see for example [18] for a good exposition.)
Given the correspondence between physics and geometry it follows that the D-brane
superpotential should be determined by the A∞ structure on the derived category. This
connection can be made very precise in the framework of string field theory [49,41] which
will be reviewed next.
3.1. Holomorphic Chern-Simons Theory
For simplicity, let us address a similar question for topological B-branes described
by a holomorphic bundle E on X . The dynamics of off-shell open string modes in this
model is captured the holomorphic Chern-Simons action [49] which defines a cubic string
field theory. In order to write down this action, we must regard E as a C∞ vector bundle
equipped with a connection A so that F 0,2(A) = 0. The off-shell boundary fields form an
associative algebra V = ⊕3p=0Ω
0,p(X,End(E)), where p represents the ghost number. The
string field theory action for ghost number one states a ∈ Ω0,1(X,End(E)) takes the form
SCS(a) =
∫
X
ΩXTr
(
1
2
a∂Aa+
1
3
a3
)
, (3.4)
where ∂A denotes the (0, 1) part of the covariant derivative with respect to the background
connection A on E. From a physical point of view, ∂A represents the BRST operator Q
acting on off-shell states. Since Q satisfies the graded Leibniz rule, it defines a structure
of differential graded (DG) algebra on V. Note that the massless spectrum of the theory is
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parameterized by the graded vector space H = ⊕3p=0H
0,p(X,End(E)), and the boundary
chiral ring structure is defined by the Yoneda pairing onH. The physical on-shell operators
in string field theory correspond to elements of degree one in H, that is cohomology classes
in H0,1(X,End(E)).
In this context, the superpotential can be thought of as the tree level effective action
for physical massless modes Φ ∈ H0,1(X,End(E)) [49,41], and can be computed as follows.
For perturbative computations, we have to fix a metric on the Calabi-Yau threefold X and
a hermitian structure on E so that A is a unitary connection. Then, applying the Hodge
Theorem, we can decompose the space of off-shell states into a direct sum
V = Im(Q)⊕H⊕ Im(Q†), (3.5)
where H denotes the space of harmonic forms which are in one-to-one correspondence with
BRST cohomology classes in H. Any off-shell field a can be accordingly written as
a = Φ+ Φm. (3.6)
where Φ can be expanded in a basis of harmonic representatives ωi
Φ =
∑
i
ψi ωi , (3.7)
and Φm takes values in Im(Q) ⊕ Im(Q
†). We also impose the gauge fixing condition
Q†Φm = 0 in order to eliminate the gauge degrees of freedom parameterized by Im(Q).
After gauge fixing, Φm is an off-shell field in Im(Q
†). We will refer to Φ as a massless field
and to Φm as a massive field. The effective action for the massless modes is obtained by
substituting (3.6) into (3.4) and integrating out the massive modes Φm at tree level. The
resulting superpotential is a generating functional for tree level Feynman diagrams with
arbitrary combinations of massless fields on the external legs. In the topological string
theory, the tree level diagrams can be regarded as disc correlators receiving contributions
from degenerate discs mapping to infinitely thin ribbon graphs in the target space X [49].
From a mathematical point of view, Chern-Simons tree level diagrams can be ex-
pressed in terms of higher A∞ products mn : H
⊗n−→H, n ≥ 1 [44,41] satisfying certain
generalized associativity conditions. To recall some background [35], note that a strong
A∞ structure on a ZZ-graded vector space V = ⊕p∈ZZV
p is defined by a sequence of lin-
ear maps mn : V
⊗n−→V of degree 2 − n, n ≥ 1, satisfying the generalized associativity
conditions ∑
(−1)r+stmu
(
1l⊗r ⊗ms ⊗ 1l
⊗t
)
= 0. (3.8)
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The sum in the left hand side of (3.8) runs over all decompositions n = r + s + t, and
u = r + t+ 1. This means for example that m21 = 0, hence m1 defines a differential on V .
Moreover,
m1m2 = m2 (m1 ⊗ 1l + 1l⊗m1) ,
hence m1 satisfies the graded Leibniz rule with respect to the multiplication defined by
m2. The next equation in (3.8) imposes a generalized associativity condition on m2 and
so on. Note that if the formulae (3.8) are applied to elements, one has additional signs
following from the Koszul sign rule
(f ⊗ g)(x⊗ y) = (−1)g˜x˜f(x)⊗ g(y)
where g˜, x˜ denote the degrees of g and respectively x. Finally, note that an associative
DG algebra is an A∞-algebra in which all higher products mn, n ≥ 3 vanish, and m2 is
associative. At the opposite end of the spectrum, we have minimal A∞-algebras, which
are characterized by m1 = 0.
In our case, one can define a minimal A∞ structure on H by applying the construction
of [44,46,47]. Note that the restriction Q|ImQ† : Im(Q
†)−→Im(Q) is invertible, and let
Q−1 denote the inverse. Also, let pi : V−→Im(Q) denote the projection operator defined
by the Hodge decomposition (3.5), and set δ = Q−1pi : V−→Im(Q†). Then one first defines
the multilinear maps [44] λn : V
⊗n−→V, n ≥ 2 by
λ2(a1, a2) = a1 · a2
...
λn(a1, . . . , an) = (−1)
n−1
[
δλn−1(a1, . . . , an−1)
]
· an − (−1)
na˜1a1 ·
[
δλn−1(a2, . . . , an)
]
−
∑
k+l=n,k,l≥2
(−1)k+(l−1)(a˜1+...a˜n)
[
δλk(a1, . . . , ak)
]
·
[
δλl(ak+1, . . . , an)
]
,
(3.9)
where a˜ denotes the ghost number of a ∈ V. The products mn : H
⊗n−→H are defined by
m1 = 0, mn = Pλn (3.10)
where P : V−→H ≃ H denotes the projection operator onto the subspace H in the Hodge
decomposition (3.5).
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These products encode the higher order obstructions in the deformation theory of the
holomorphic bundle E [18]. More precisely, one can formally represent the versal moduli
space of the bundle E as the zero locus of a system of formal power series of the form∑
n≥1
(−1)n(n+1)/2mn(Φ
⊗n) = 0 (3.11)
where Φ ∈ H0,1(X,End(E)). For a rigorous construction, one has to introduce a suitable
metric topology on H0,1(X,End(E)) so that the series (3.11) is convergent in a small
neighborhood of the origin. Then the versal moduli space can be constructed as a germ of
analytic space. Alternatively, we can work purely algebraically interpreting (3.11) as the
defining equations of a formal scheme [23] (ch. II sect 9.)
On physical grounds, one should be able to represent the moduli space as the critical
locus of a holomorphic superpotential defined on the space of physical massless modes.
Such a function need not a priori exist for an arbitrary A∞ structure. However, the A∞
structures arising in string field theory satisfy a cyclicity condition [20]
〈Φn+1, mn(Φ1, . . . ,Φn)〉 = (−1)
n(Φ˜1+1)〈Φ1, mn(Φ2, . . . ,Φn+1)〉. (3.12)
with respect to the nondegenerate bilinear form
〈Φ,Ψ〉 =
∫
X
ΩX Tr (ΦΨ). (3.13)
The superpotential is then given by [41]
W (ψi) =
∑
n≥2
(−1)n(n+1)/2
n+ 1
∫
X
ΩXTr
(
Φ mn(Φ
⊗n)
)
. (3.14)
One can check that the critical set of W is determined by the equations (3.11).
By construction, the products mn and the superpotential (3.14) depend on the gauge
fixing data, i.e. the metric on X and the hermitian structure on E. On general grounds,
all such choices should be equivalent from a physical point of view. In technical terms,
the correct statement is that two A∞ structures corresponding to different gauge fixing
data should be quasi-isomorphic [20]. Since this is an important point, let us spell out
some details here. An A∞-morphism between two A∞ structures m
′
n : V
⊗n−→V and
mn : V
⊗n−→V is specified by a sequence of maps fn : V
⊗n−→V subject to the constraints∑
(−1)r+stfu
(
1l⊗r ⊗m′s ⊗ 1l
⊗t
)
=
∑
(−1)σmr (fi1 ⊗ fi2 ⊗ fi2 ⊗ · · · ⊗ fir) . (3.15)
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The sum in the left hand side of (3.15) runs over all decompositions n = r + s + t, and
u = r+t+1. The sum in the right hand side runs over all 1 ≤ r ≤ n and all decompositions
n = i1 + · · ·+ ir, and σ = (r− 1)(i1 − 1) + (r− 2)(i2 − 1) + · · ·+ 2(ir−2 − 1) + (ir−1 − 1).
By spelling out the first condition, we find that f1m
′
1 = m1f1, that is f1 is a morphism of
complexes. The second condition implies that f1 commutes with multiplication m2 up to
a homotopy transformation defined by f2 and so on. A morphism {fn} is called a quasi-
isomorphism if f1 is a quasi-isomorphism of complexes i.e. it induces an isomorphism
in cohomology. Moreover a morphism {fn} is a homotopy equivalence if it admits an
A∞-inverse. One can prove that an A∞ morphism is a homotopy equivalence if and only
if f1 : V−→V is the identity [18]. In particular, any quasi-isomorphism of minimal A∞
structures is a homotopy equivalence.
The physical applications of these concepts to string field theory have been explained
in [20,41]. In our particular case, we have a topological open string field theory specified
by the holomorphic Chern-Simons functional (3.4). The off-shell open string states form a
DG-algebra (V, Q) with respect to the boundary operator product expansion which reduces
to multiplication of differential forms. The higher order products mn : H
⊗n−→H define
a minimal A∞ structure on the space of massless fields, which is quasi-isomorphic to the
original DG-algebra. Since the later structure is minimal, (H,mn) is called a minimal
model of (V, Q). To understand the physical content of this statement, note that one can
construct a non-associative string field theory of massless modes with action functional
(3.14). The quasi-isomorphism of A∞-structures implies that the two open string field
theories are physically equivalent [20]. In particular it was shown in [41] that the two
theories have the same local moduli space of vacua.
Returning to the dependence of higher products on gauge fixing data, one can show
that two different choices result in homotopic equivalent minimal A∞ structures (H,mn),
(H,m′n). As long as we are working in the framework of topological open string field
theory, there is no preferred choice, and one can describe the same physics using any
minimal model. In particular, one may have different superpotentials (3.14) describing the
same moduli space.
Although conceptually clear, the above construction is not very suitable for explicit
computations. The main difficulty resides in the fact that the operator δ must be written
in terms of Green’s functions for the Laplace operator on Calabi-Yau manifolds. Moreover,
we are interested in holomorphic branes supported on curves in X rather than vector bun-
dles E−→X . In order to construct the string field theory in that case, we have to employ
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a graded version of Chern-Simons theory [13] associated to a locally free resolution of the
curve. In principle higher products can be similarly constructed for graded Chern-Simons
theory, but the computations would be practically intractable. Some explicit calculations
for A-branes on tori can be found in [43], but the present situation is much more compli-
cated. Another computation of a higher order product using linear sigma model techniques
has been performed in [16]. In the next subsection we will discuss an alternative approach
to this problem based on the Landau-Ginzburg description of holomorphic branes.
3.2. Higher Products in Landau-Ginzburg Orbifold Categories
Note that in principle we do not need the whole Hodge Theory machinery in order
to construct a minimal model of a given DG-algebra (V, Q) [44]. The essential elements of
this construction are a
i) a linear subspace H ⊂ V of cohomology representatives, and
ii) an odd linear map δ : V−→V mapping H to itself so that P = 1l− [Q, δ] : V−→V
is a projector onto H.
Given this data, the formulae (3.9), (3.10) define an A∞-structure on H ≃ H. This
structure is quasi-isomorphic to the original DG-algebra (V, Q) if δ2 = 0 and Pδ = 0
[47]. In the geometric phase discussed above it is hard to imagine an abstract non-metric
dependent gauge fixing condition. However standard decoupling arguments [7] suggest that
the topological boundary correlators should be independent of Ka¨hler moduli. Therefore it
would be very interesting to find an alternative construction of higher products depending
only on complex structure moduli.
The main point of the present paper is to exhibit such an explicit construction for
higher products in the Landau-Ginzburg phase. At the Landau-Ginzburg orbifold point
B-twisted branes are realized as equivariant matrix factorizations of the LG potential. In
order to fix ideas suppose we are given such a brane P =
(
P1
p1
//
P0
p0
oo
, R1, R0
)
, where
R1, R0 are representations of the orbifold group G. For future reference it is helpful to
represent the free modules P1, P0 as P1 = E1 ⊗CC[x0, . . . , xn], P0 = E0 ⊗CC[x0, . . . , xn],
where E1, E0 are complex vector spaces. The endomorphisms of P are defined by the
cohomology of the G-equivariant ZZ/2 graded differential algebra (2.1). In the following
we will denote this algebra by (C, D). We will also use the notation C1,0 for the degree
one and respectively zero components. In conclusion, we are presented with a differential
graded algebra (C, D), albeit in a ZZ/2 graded equivariant form.
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In order to obtain the gauge fixing data (i) and (ii), first note that C is a free graded
R-module (where R is the ring of polynomials in n + 1 variables,) and D is an R-module
homomorphism. Therefore one can find a set of representatives of cohomology classes
using algebraic methods, such as Gro¨bner bases of ideals. This step is especially easy if
the matrix factorization P is a tensor product of one and two variable blocks as in section
two. Therefore we can grant the existence of a finite-dimensional subspace H ⊂ C of
cohomology representatives.
To proceed next, consider the short exact sequences of graded R-modules
0−→Z−→C
Q
−→B+1−→0
0−→B−→Z−→H−→0,
(3.16)
where H denotes the graded cohomology space of D. We can also regard (3.16) as exact
sequences of infinite dimensional complex vector spaces. Note however that since we are
dealing with polynomials in several variables, we will only have to consider linear combi-
nations of finitely many basis elements. A short exact sequence of complex vector spaces
is always split, therefore we can choose splittings γ : B−→C and ρ : H−→Z so that we
have the direct sum decompositions
C = Z ⊕ Im(γ), Z = B ⊕ Im(ρ). (3.17)
Note that Im(ρ) is in fact the subspace H of cohomology representatives introduced in the
last paragraph. Therefore we can write C as a direct sum
C = B ⊕H ⊕ Imγ. (3.18)
By construction, the projection piIm(γ) : C−→Im(γ) is given by piIm(γ) = γpiBD where
piB : C−→B denotes the projection onto B. Also by construction, Dγ = 1l. Let δ : C−→C
be given by the composition δ = γpiB. Then one can easily compute
1l− (Dδ + δD) = 1l−DγpiB − γpiBD
= 1l− piB − piIm(γ) = piH,
(3.19)
where piH : C−→H denotes the projection onto H. Since δ also preserves H, we can
conclude that we have all the required ingredients for the construction of higher order
products. In orbifold theories this construction needs to be performed in an equivariant
setting, but this brings in no additional complications.
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The discussion is of course too abstract at this point since one has to make explicit
choices of splittings in order to perform concrete computations. However, note that the
D-brane moduli space is determined by higher products mn(Φ
⊗n) = piHλn(Φ
⊗n) evaluated
on cohomology representatives Φ. For tensor product matrix factorizations one can obtain
a canonical set of cohomology representatives by taking tensor products of one and/or two
variable morphisms. Moreover, the splittings γ, ρ can be chosen to be compatible with
the tensor product of morphisms. Therefore the computation is effectively broken into one
and two variable pieces which are very easy to handle. We will discuss concrete examples
in detail in section five.
Finally, note that this approach does not make use of all elements of a string field
theory. In particular we did not have to use a nondegenerate bilinear form on the space of
open string morphisms at any step of the construction, although such a form exists and is
given by a residue pairing [29]. Therefore the resulting A∞ coefficients are not guaranteed
to satisfy the cyclicity property, and one cannot a priori write down a superpotential.
This will be the case with the examples discussed in section five. However, all physical
information is encoded in the A∞ structure up to homotopy. Therefore it suffices to find
a homotopy transformation which makes a superpotential manifest. Such transformations
will also play a key role in the comparison of D-brane moduli spaces between the Calabi-
Yau and Landau-Ginzburg phase. In principle one could try to construct a string field
theory using the residue pairing of [29] and define cyclic A∞-products. Such an approach
would be more complicated at the computational level, so we will leave it for future work.
4. Complex Structure Deformations
In this section, we consider both open and closed string marginal perturbations of the
boundary B-models. It is well known that closed string marginal perturbations correspond
to complex structure deformations in the geometric phase. Moreover, they are exactly
marginal since complex structure deformations of Calabi-Yau threefolds are unobstructed.
However we can have disc level couplings between bulk and boundary marginal operators
which result in a nontrivial dependence of the open string superpotential on the closed
string moduli. It was shown in [24] that such effects deform the strong A∞-structure
associated to a boundary CFT to a weak A∞ structure depending on closed string moduli.
Here we will develop a constructive approach to these deformations by extending the above
considerations to families of Landau-Ginzburg models.
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Let us first discuss the geometric situation. An open-closed topological B-model is
determined in our case by a pair (X,F ) where X is a Calabi-Yau threefold and F is a
rational curve on X . Therefore the local moduli space of open-closed TFTs is isomorphic
to the versal deformation space P of the pair (X,F ). The forgetful map (X,F )−→X
induces a projection pi : P−→M from P to the versal deformation space M of X .
In the following we will consider only Calabi-Yau hypersurfaces X in weighted pro-
jective spaces. We also restrict to complex structure deformations corresponding to linear
deformations of the defining equation of X in the ambient toric variety. Therefore let us
consider an m-parameter family X−→T of Calabi-Yau hypersurfaces in weighted projec-
tive space WPw0,...,wn parameterized by the linear space T =Cm. The total space X can
be regarded as a hypersurface in WPw0,...,wn × T defined by the equation
WLG(x0, . . . , xn) + t1G1(x0, . . . , xm) + . . .+ tmGm(x0, . . . , xm) = 0 (4.1)
where G1(xi), . . . , Gm(xi), i = 0, . . . , n are quasihomogeneous polynomial perturbations.
By eventually restricting to an open subset of T , we can find a classifying map κ : T−→M
for the family X /T . Our problem is to determine the restriction PT = P ⊗M T of the
versal moduli space of pairs to T . Loosely speaking this is the local moduli space of pairs
(X,F ) so that X is a point in T . This point of view is more convenient for practical
applications since we can avoid working with large numbers of moduli by choosing T to
be a low dimensional slice in the moduli space of X .
The problem can be further simplified by noting that any point PT is represented by
a curve Ft on some fiber of Xt of X /T . Therefore any deformation of the pair (X,F ) gives
rise to a deformation of F in the total space of the family X . Conversely, any deformation
F ′ of F in X must be contained in some fiber Xt since the base T is a linear space.
Hence we obtain a one-to-one map between PT and the versal deformation space of F in
the total space X . By construction this map is holomorphic, therefore the two moduli
spaces are isomorphic as germs of analytic spaces. This argument effectively reduces the
problem to deformation of curves in the higher dimensional space X . Our plan is to find
the defining equations of the deformation space by extending our previous construction of
higher products to families.
Let us first analyze infinitesimal first order deformations of F in X . The normal
bundle of F in X fits in the short exact sequence
0−→NF/X−→NF/X−→
(
NX/X
)
F
−→0 (4.2)
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where the last term NX/X is isomorphic to the trivial line bundle NX/X ≃ OX . Therefore
NF/X is an extension of OF by the rank two bundle NF/X . Such extensions are parameter-
ized by Ext1(OF , NF/X) ≃ H
1(F,NF/X). More precisely, consider the long exact sequence
associated to (4.2) which reads in part
0−→H0(F,NF/X)−→H
0(F,NF/X )−→H
0(F,OF )
δ
−→H1(F,NF/X)−→· · · (4.3)
The extension class is parameterized by δ(1) ∈ H1(F,NF/X). If this class is trivial, the
extension is split and we have H0(F,NF/X ) ≃ H
0(F,NF/X) ⊕ H
0(F,OF ). In this case
we obtain an extra infinitesimal deformation of F in X corresponding to infinitesimal dis-
placements in the normal direction to the central fiber X . Such infinitesimal deformations
will be called horizontal in the following. If δ(1) 6= 0, the extension is nontrivial, and F
has no horizontal infinitesimal deformations in X .
We can find a more effective characterization of the extension class by looking at
infinitesimal deformations of F in the ambient weighted projective space as in [2]. For
simplicity we will consider a one parameter family of Calabi-Yau hypersurfaces Xt of the
form
WLG(x0, . . . , xn) + tG(x0, . . . , xn) = 0. (4.4)
Let
fa(x0, . . . , xn) = 0, a = 1, . . . , A (4.5)
be the defining equations of F in the weighted projective space. It follows from Hilbert
Nullstellensatz that F lies on X if and only if WLG belongs to the ideal generated by the
fa, that is if and only if
WLG =
A∑
a=1
faqa (4.6)
for some quasi-homogeneous polynomials qa(x0, . . . , xn). A first order deformation Ft of
F in the ambient weighted projective space is given by an infinitesimal perturbation of the
equations (4.5)
fa(x0, . . . , xn) + tga(x0, . . . , xn) = 0. (4.7)
Here t is an infinitesimal first order parameter t2 = 0. The deformed curve (4.4) lies on
the deformed hypersurface (4.4) if and only if we can write
WLG + tG =
A∑
a=1
(fa + tga)(qa + tq
′
a) (4.8)
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for some quasi-homogeneous polynomials q′a(x0, . . . , xn). Using the condition t
2 = 0 we
find
G =
A∑
a=1
(q′afa + gaqa) . (4.9)
It follows that Ft lies onXt if and only ifG belongs to the ideal generated by (fa, qa)a=1,...A.
However note that Ft lies on Xt if and only if the extension (4.2) is trivial according to
the above paragraph. Therefore we can conclude that the extension (4.2) is trivial if and
only if the image G of G in the quotient ring C[x0, . . . , xn]/(fa, qa) is trivial.
Let us now move on to the Landau-Ginzburg phase. According to section two, the
complete intersection (4.5) corresponds to a matrix factorization of WLG of the form
F =
A⊗
a=1
(
C[x0, . . . , xn]
fa
//
C[x0, . . . , xn]
qa
oo
)
. (4.10)
Note that the cokernel of this factorization is isomorphic to the structure ring of F as
C[x0, . . . , xn]-modules.
The family X corresponds to family of Landau-Ginzburg models with superpotential
(4.1). In order to construct a Landau-Ginzburg model for the curve F embedded in the
total space of the family we have to treat t1, . . . , tm as dynamical variables rather than
parameters. Then a complete intersection F in WPw0,...,wn × T contained in X must be
described by a matrix factorization of the form
F =
(
F1
φ1
//
F0
φ0
oo
)
over the polynomial ring C[x0, . . . , xn, t1, . . . , tm] so that Coker(φ1) is isomorphic to the
structure ring of F as C[x0, . . . , xn, t1, . . . , tm]-modules. Such a factorization can be simply
constructed as the tensor product
F = F ⊗
(
C[xi, tj]
t1
//
C[xi, tj]
G1
oo
)
⊗ · · · ⊗
(
C[xi, tj]
tm
//
C[xi, tj]
Gm
oo
)
(4.11)
where i = 0, . . . , n, j = 1, . . . , m. It is straightforward to check that this factorization has
the right cokernel proceeding as in section 6 of [3].
For future reference, let us show that the space of infinitesimal deformations of F in
the Landau-Ginzburg category is isomorphic to the space of infinitesimal deformations of
F in X . For simplicity we restrict again to one-parameter deformations in which case we
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have a single t-dependent factor in (4.11). Infinitesimal deformations of F in the Landau-
Ginzburg category are parameterized by the space of odd endomorphisms H1(F ,F). It is
straightforward to check that there is an embedding
0−→H1(F, F )
⊗1l
−→H1(F ,F) (4.12)
defined by taking tensor products by the identity endomorphism of the t-dependent factor
in (4.11). The main questions is to determine the cokernel of the map (4.12) and compare
the outcome to the geometric result.
In order to answer this question, we have to write down the ZZ/2 graded morphism
complex for the object F and determine its cohomology. We have included the details
of this computation in appendix A. The answer can be most conveniently formulated in
terms of the differential morphism complex (C, D) associated to the object F . The cokernel
of (4.12) is parameterized by equivalence classes of pairs (β, ξ) ∈ C0 ⊕ C1 subject to the
conditions
D · ξ = Gβ, D · β = 0. (4.13)
The equivalence relation on such pairs is defined by (β′, ξ′) ∼ (β, ξ) if
β′ − β ∈ B0, ξ′ − ξ ∈ Z0. (4.14)
This means that β is a representative of a bosonic endomorphism in H0(F , F ) and ξ is a
trivialization of the cocycle Gβ defined up to addition of a closed element.
For comparison to the geometric result, we have to keep in mind that morphism spaces
in the Landau-Ginzburg orbifold category correspond to graded sums of morphism spaces
in the derived category as explained in section two, equation (2.16). Therefore H1(F ,F)
should be compared to the direct sum⊕
k=1,3
Extk(OF/X ,OF/X ) ≃H
0(F,Λ1(NF/X ))⊕H
0(F,Λ3(NF/X ))⊕
H1(F,Λ0(NF/X ))⊕H
1(F,Λ2(NF/X )).
(4.15)
Let us first assume that the extension (4.2) is split, that is the image G of G in the quotient
ring C[xi]/IF is trivial. Then NF/X ≃ NF/X ⊕OF and we can evaluate (4.15) obtaining⊕
k=1,3
Extk(OF/X ,OF/X ) ≃H
0(F,NF/X)⊕H
1(F,Λ2(NF/X))
H0(F,OF )⊕H
1(F,NF/X).
(4.16)
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Note that in the right hand side of (4.16) we have
H0(F,NF/X)⊕H
1(F,Λ2(NF/X)) ≃
⊕
k=1,3
Extk(OF/X ,OF/X) ≃ H
1(F , F )
H0(F,OF )⊕H
1(F,NF/X) ≃
⊕
k=0,2
Extk(OF/X ,OF/X) ≃ H
0(F, F ).
(4.17)
Therefore, if G = 0, we obtain one extra odd endomorphism for each even endomorphism
of OF in D
b(X). Moreover, if we take β = 1l in equation (4.13), the resulting condition
G = D · ξ is equivalent to G = 0. This follows from the explicit form of the differential
D on the morphism complex of the factorization (4.10). According to equations (4.13),
(4.14), if this condition is satisfied we obtain one extra fermionic endomorphism Ξ of F
for each bosonic endomorphism β of F . In conclusion if G = 0, there is a precise one-to-
one correspondence between endomorphisms of F in the Landau-Ginzburg category and
derived endomorphisms of F . If G 6= 0, we can show by a similar reasoning that the two
results also agree. This is a remarkable confirmation of our construction.
In the remaining part of this section we will determine the versal deformation space
of F by constructing higher products in the Landau-Ginzburg orbifold category of the
deformed superpotential (4.4). Then we will show that this construction is encoded in a
simple deformation of the A∞ structure associated to the initial object F .
From now on we will work under the assumption G = 0, so that we have exactly one
horizontal deformation corresponding to the cohomology class Ξ found in appendix A. In
principle higher order products on the endomorphism algebra H(F ,F) can be constructed
following the steps described in section 3.2, since we are now reduced to a similar problem in
a higher dimensional set-up. Namely we have to fix a set K of cohomology representatives
in the morphism complex (IH(F ,F),D) and find an odd operator ∆ : IH(F ,F)−→IH(F ,F)
satisfying conditions (i), (ii) of section 3.2. Then the higher products are determined by
the equations (3.9), (3.10).
The infinitesimal deformations of F we are interested in are precisely those corre-
sponding to infinitesimal deformations of F in X . They can be parameterized by αΞ + Λ
where Λ is a cocycle of the form Φ⊗1l with Φ a cohomology representative for the morphism
complex (IH1(F , F ), D) as in (3.7), and α is a complex parameter. Recall that the ψi in
(3.7) parametrize infinitesimal deformations of the brane F which correspond to deforma-
tions of the curve F in the fixed threefold X . The complex parameter α parameterizes
infinitesimal horizontal deformations along the base of the family. Therefore it should be
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regarded as a closed string modulus. In this construction closed string moduli are realized
as open string moduli in a higher dimensional model.
As shown in appendix A, all products of the form ΞΛ, ΛΞ, Ξ2 and Λ2 lie in the image
of the tensor product map
0−→IH0(F , F )
⊗1l
−→IH0(F ,F). (4.18)
Then the problem can be considerably simplified by choosing ∆ so that it restricts to
δ ⊗ 1l on IH0(F , F ) ⊗ 1l ⊂ IH0(F ,F). (Recall that δ : IH0(F , F )−→IH1(F, F ) is the odd
morphism used in the construction of the products mn in the previous section.) Making
such a choice for ∆, it follows from the defining relations (3.9), (3.10) that the products
µn : H
1(F ,F)⊗n−→H0(F ,F) take values in H0(F, F )⊗ 1l when evaluated on elements of
the form αΞ + Λ.
The equations of the moduli space can be formally written as∑
n≥1
(−1)n(n+1)/2µn
(
(αΞ + Λ)⊗n
)
= 0. (4.19)
By expanding in powers of α, and collecting the terms, this equation can be rewritten in
the form ∑
n≥0
(−1)n(n+1)/2mαn(Λ
⊗n) = 0 (4.20)
where
mαn(Λ
⊗n) =
∑
k0,...,kn
(±)αkµn+k((Ξ)
⊗k0 ,Λ, (Ξ)⊗k1 ,Λ, . . . ,Λ, (Ξ)⊗kn) (4.21)
This is a familiar construction in the theory of A∞ algebras [19] Prop. 13.40 (see also
[24,42] for some applications to physics.) Given any strong A∞ algebra mn : V
⊗n−→V ,
and a cochain b ∈ V one can define a series of deformed products
mbn(a1, . . . , an) =
∑
k0,...,kn
(±)µn+k(b
⊗k0 , a1, b
⊗k1 , a2, . . . , an, b
⊗kn) (4.22)
which form a structure of weak A∞ algebra. In particular m
b
0 may be nonzero. In this
context this construction encodes the behavior of open string higher products under closed
string complex structure deformations. Note that all products in the right hand side
of (4.21) take values in H0(F , F ) ⊗ 1l, therefore they can be regarded as linear maps
mαn : H
1(F , F )⊗n−→H0(F, F ). This is a deformation of the original A∞ structure. Al-
though we have focused on odd cohomology classes, one can write similar formulae for
even cohomology classes paying special attention to signs. We will not give more details
here. Note also that multivariable closed string deformation can be treated along the same
lines.
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5. A Concrete Example – Lines on The Fermat Quintic
In this section we apply our construction to lines on the Fermat quintic threefold X .
The Landau-Ginzburg orbifold is given by the superpotential WLG = x
5
0 + . . .+ x
5
4 with a
G = ZZ/5 orbifold projection xi−→ωxi, ω
5 = 1. We consider lines F on X determined by
the linear equations
x0 − η01x1 = 0, x2 − η23x3 = 0, x4 = 0 (5.1)
where η501 = η
5
23 = −1. The associated Landau-Ginzburg brane is a tensor product factor-
ization of WLG of the form
F = P
(0,1)
η01 ⊗ P
(2,3)
η23 ⊗M
(4)
1 (5.2)
in the notation of section 2 .
For computational purposes, it is very convenient to write the tensor product (2.3),
(2.4) in terms of free boundary fermions, as explained in section 3 of [3]. We introduce a
set of anticommuting variables satisfying the algebra
{piα, piβ} = {p¯iα, p¯iβ} = 0 and {piα, p¯iβ} = δαβ α, β = 1, 2, 3 . (5.3)
Then the map f = f1 ⊕ f0 : F1 ⊕ F0−→F1 ⊕ F0 can be expressed as a linear combination
f = (x0 − η01x1)pi1 +Qη01 p¯i1 + (x2 − η23x3)pi2 +Qη23 p¯i2 + x4pi3 + x
4
4p¯i3 , (5.4)
where Qη has been defined below (2.7). By choosing a suitable representation of the
complex Clifford algebra one can recover the block matrix expressions for (f0, f1). In
this formulation the cochains in the morphism complex IH(F , F ) can be written as linear
combinations of monomials piI p¯iJ =
∏3
a=1 pi
I(a
a p¯i
J(a)
a with polynomial coefficients
Φ =
∑
I,J
ΦI,J (xi)pi
I p¯iJ , (5.5)
where I(a), J(a) take values 0, 1. The ZZ/2 grading is given by
∑3
a=1(I(a)− J(a)) mod 2
and the differential D is given by the graded commutator
D = [f, ]. (5.6)
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In the absence of an orbifold projection, the endomorphism algebra of the morphism
spaces Hk(F, F ) can be determined in terms of the morphisms spaces of the individual
factors using the algebraic Ku¨nneth formula [3]. In terms of free fermions, this means that
the cohomology representatives of the morphism complex
(
IH(F , F ), D
)
can be written as
Φ =
3∏
α=1
Φα =
3∏
α=1
∑
I(α),J(α)
ΦI(α),J(α)pi
I(α)
α p¯i
J(α)
α . (5.7)
The Φα are cohomology representatives for physical morphisms of the individual factors.
For future reference we denote by D(α) the corresponding differentials. In the presence
of an orbifold projection, we have to project onto invariant morphisms. An efficient im-
plementation of the orbifold projection can be achieved by assigning morphisms charges
corresponding to irreducible representations of the orbifold group G = ZZ/5. Then we keep
only morphisms of charge 0 mod 5. We have defined the action of the orbifold group on
the fields xi such that each of them is assigned charge 1. If we further require that f given
in (5.4) be neutral, the charges of piα and p¯iα are fixed to be respectively −1 and 1.
Let us now explicitly construct the endomorphisms. We begin by studying the coho-
mology of D(1). Using the anticommutation relations (5.3), and making a linear change of
variables
y0 =
1
2
(η−101 x0 + x1), y1 =
1
2
(x0 − η01x1),
we find that D(1) acts on generic bosonic and fermionic morphisms as
D(1) · (a1pi1p¯i1 + b1p¯i1pi1) = (b1 − a1)
[
2 y1pi1 −
(
y41 + 10 η
2
01 y
2
1y
2
0 + 5 η
4
01 y
4
0
)
p¯i1
]
D(1) · (s1pi1 + t1p¯i1) = 2 t1 y1 + s1
(
y41 + 10 η
2
01 y
2
1y
2
0 + 5 η
4
01 y
4
0
)
,
(5.8)
where a1, b1, t1 and s1 are polynomials in y0 and y1. Here, our notation is as follows: the
coefficients that appear in morphisms in the k-th factor are denoted (ak, bk) for the bosons
and (sk, tk) for the fermions. All fermionic morphisms that satisfy the closedness condition
are necessarily exact, so there are no nontrivial fermionic morphisms in the cohomology of
D(1). There are instead nontrivial bosonic morphisms, of the form
a1(pi1p¯i1 + p¯i1pi1) = a11l with a1 ∈C[y0]/y
4
0 .
This result also holds for the cohomology of D(2) , with y0 and y1 replaced by
y2 =
1
2
(η−123 x2 + x3), y3 =
1
2
(x2 − η23x3).
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In the following for simplicity we will consider an object with η = η01 = η23 .
Next, we consider the cohomology of D(3). The action on bosonic and fermionic
morphisms is
D(3) · (a3pi3p¯i3 + b3p¯i3pi3) = (b3 − a3)
[
x4 pi3 − x
4
4 p¯i3
]
D(3) · (s3pi3 + t3p¯i3) = t3 x4 + s3 x
4
4 ,
(5.9)
where now all the coefficients are polynomials in x4 . In this case we find only one bosonic
morphism, the identity, and one fermionic morphism, of the form
pi3 − x
3
4p¯i3 .
Now we can construct the endomorphisms of F by taking tensor products as explained
above. If we further project onto operators of charge 0 mod 5, we are finally left with three
bosonic and three fermionic endomorphisms:
1l S = y0 (pi3 − x
3
4p¯i3)
U = y30y
2
2 1l T = y2 (pi3 − x
3
4p¯i3)
V = y20y
3
2 1l U · S = V · T = y
3
0y
3
2 (pi3 − x
3
4p¯i3)
(5.10)
This agrees with the geometric result
Ext0(F , F ) =C, Ext2(F , F ) =C2
Ext1(F , F ) =C2, Ext3(F , F ) =C,
(5.11)
taking into account equations (2.16). A more refined comparison with the geometric mor-
phisms can be obtained by constructing an explicit isomorphism between the derived
modules (2.13) and (2.14) as in section five of [3]. Without giving the full details here,
the outcome is that the first two fermions in (5.10) can be identified with generators of
Ext1(F, F ), while the third fermion can be identified with a generator of Ext3(F , F ).
In order to be able to compute the products λk, we still need to define an odd operator
δ : IH(F, F )−→IH(F, F ) as explained in section three. Roughly speaking this involves two
steps: a projection onto exact cochains followed by a choice of trivialization of exact
cochains with respect to D. In fact, we will only need to evaluate δ explicitly on D-
closed bosonic morphisms, which have a simple form: they are polynomials multiplying
the identity. If a morphism of this form contains any nonzero powers of x4, it is exact and
(5.9) shows that we can choose a trivialization
δ
(
P (y0, . . . y3, x4) x4 1l
)
= P (y0, . . . y3, x4) p¯i3 (5.12)
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where P denotes a generic polynomial. If the morphism is independent of x4 , but it
contains any powers of the variables y1 and y3 , then it is still exact and it can be trivialized
(using (5.8)) as
δ
(
P (y0, . . . y3) y1 1l
)
= P (y0, . . . y3)
p¯i1
2
, (5.13)
and analogously with y1 replaced by y3 and p¯i1 replaced by p¯i2 . Finally, a polynomial that
only depends on the variables y0 and y1 is exact if it is of degree 4 or higher in either y0
or y2 . In this case
δ
(
P (y0, y2) y
4
0 1l
)
= P (y0, y2)
(
−
η
5
pi1 +
(
η3 y1y
2
0 +
η
10
y31
)
p¯i1
)
(5.14)
and similarly for x42 . In principle we can extend the construction of δ to more general
cochains by linearity, but we do not need to do this here.
Consider an arbitrary linear combination of fermionic endomorphisms of the form
Φ = ψ1 S + ψ2 T = (y0 ψ1 + y2 ψ2)(pi3 − x
3
4p¯i3). (5.15)
We next determine the products λn, mn introduced in section 3 using the defining relations
(3.9), (3.10) and the anticommutation relations (5.3). At the first step we find
λ2(Φ
⊗2) = Φ2 = −(y0 ψ1 + y2 ψ2)
2 x34. (5.16)
We see from (5.12) that this is exact. Thus δλ2(Φ
⊗2) = −(y0 ψ1+y2 ψ2)
2 x24 p¯i3 andm2 = 0.
Similar calculations yield the following formulae for the remaining higher products up to
order fifteen. For example we have
λ3(Φ
⊗3) = {a, δλ2} = −(y0 ψ1 + y2 ψ2)
3 x24
m3(Φ
⊗3) = 0, δλ3 = −(y0 ψ1 + y2 ψ2)
3 x4p¯i3
λ4(Φ
⊗4) = −{a, δλ3} − δλ2δλ2 = (y0 ψ1 + y2 ψ2)
4 x4
m4(Φ
⊗4) = 0, δλ4 = (y0 ψ1 + y2 ψ2)
4 p¯i3
λ5(Φ
⊗5) = {a, δλ4} − {δλ3, δλ2} = (y0 ψ1 + y2 ψ2)
5
m5(Φ
⊗5) = 10ψ31 ψ
2
2 y
3
0 y
2
2 + 10ψ
2
1 ψ
3
2 y
2
0 y
3
2
= 10 (ψ31 ψ
3
2 U + ψ2 ψ
3
2 V ).
(5.17)
Using (5.14) we can write
δλ5(Φ
⊗5) = (ψ51 y0 + 5ψ
4
1ψ2 y2)
[
−
η
5
pi1 +
(
η3 y1y
2
0 +
η
10
y31
)
p¯i1
]
+ (ψ52 y2 + 5ψ
4
2ψ1 y0)
[
−
η
5
pi2 +
(
η3 y3y
2
2 +
η
10
y33
)
p¯i2
] (5.18)
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Since δλ5(Φ
⊗5) anticommutes with Φ, the next non-zero product is
λ10(Φ
⊗10) = δλ5 · δλ5 =−
η
5
(ψ51 y0 + 5ψ
4
1ψ2 y2)
2
(
η3 y1y
2
0 +
η
10
y31
)
−
η
5
(ψ52 y2 + 5ψ
4
2ψ1 y0)
2
(
η3 y3y
2
2 +
η
10
y33
)
.
(5.19)
This projects to zero in cohomology because y1 and y3 are exact. The next non-zero
product is λ15(Φ
⊗15) and this time we obtain a non trivial element in cohomology:
m15(Φ
⊗15) =
( 3
10
ψ131 ψ
2
2 +
5
2
ψ122 ψ
3
1
)
U +
( 3
10
ψ132 ψ
2
1 +
5
2
ψ121 ψ
3
2
)
V (5.20)
Proceeding similarly, one could compute in principle products of arbitrarily high order.
Next we perform similar computations in the presence of closed string perturbations using
the method developed in section four.
5.1. Lines on a Perturbed Fermat Quintic
We now add a one-parameter perturbation to the superpotential of the form
WLG(x0, . . . , x4, t) = x
5
0 + . . .+ x
5
4 + tG(x0, . . . , x4) , (5.21)
with G(xi) a homogeneous polynomial of degree 5. As explained in section four, the
complex parameter t should be promoted to a dynamical variable, obtaining a higher
dimensional Landau-Ginzburg model. The object F introduced in section four takes the
form
P
(0,1)
η ⊗ P
(2,3)
η ⊗M
(4)
1 ⊗
C[xi, t] t // C[xi, t]
G(xi)
oo
 . (5.22)
Although this object is constructed as a tensor product, in this case it is not possible to
determine its endomorphisms applying the Ku¨nneth formula. The reason is that, taken
separately, the perturbation tG(xi) does not have isolated critical points. Therefore the
space of endomorphisms of the last factor in (5.22) is infinite dimensional. Instead one
has to perform a direct analysis as in appendix A. In addition to fermionic morphisms
obtained by multiplying IH1(F , F ) by the identity, we obtain one extra generator Ξ if the
perturbation G is a trivial bosonic cochain in the complex (IH(F , F ), D). Moreover, Ξ
corresponds to a horizontal deformation of the curve F in the total space of the family
(5.21). There are other generators as well, but they correspond to higher Ext elements in
the geometric phase.
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In terms of free fermions, the differential D in the deformed theory is defined as in
(5.11), with f replaced by
ft = f + t pi4 +G(xi) p¯i4.
Here we have introduced a fourth pair of fermionic variables (pi4, p¯i4) so that now the
indices α, β in (5.3) run from 1 to 4. These have orbifold charge zero. In this notation,
Ξ = ξ − pi4,
with D ·ξ = G. We should note that this additional morphism has by construction orbifold
charge zero and it is thus a true endomorphism in the orbifolded theory. Note that Ξ does
not depend explicitly on t, although t is a dynamical variable. However, one can check
that an infinitesimal deformation of F parameterized by αΞ is equivalent in the geometric
phase to shift t−→t+ α. Therefore α should be thought of as a closed string modulus, as
also explained in section 4 .
Let us now consider an example and compute the products mn for a particular choice
of perturbation. We take
G = x0 x
2
2 x
2
4 ,
and in this case, one can check using (5.14) that the new fermionic endomorphism is of
the form
Ξ = x0 x
2
2 x4 p¯i3 − pi4. (5.23)
The deformed products mαn (Φ
⊗n) can be determined recursively as explained in section
4. The contributions to the mαn that are indepedent of α remain the same as before. The
nonzero α-dependent contributions up to order nine, are
mα2 (Φ
⊗2) = α η3
(
ψ21 U + 2ψ1ψ2 V
)
mα4 (Φ
⊗4) = −α2
η
5
(
2ψ32ψ1 U + ψ
4
2 V
)
mα6 (Φ
⊗6) = α3
η4
100
(
ψ62 U + 2ψ
2
2ψ
4
1 V
)
.
(5.24)
In principle, such computations can be performed up to arbitrarily high order.
At this point we should think about the physical meaning of our results. As anticipated
in the concluding remarks to section 3 , the moduli space equations∑
n≥1
(−1)n(n+1)/2mn(Φ
⊗n) = 0
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are not integrable i.e. the resulting analytic space cannot be written as the critical locus
of a superpotential W . This problem occurs because with our choice of δ, the resulting
higher products do not satisfy the cyclicity condition with respect to a nondegenerate
bilinear form on open string states. However the A∞ products do encode the physical
information needed for writing down a D-brane superpotential, except that we have to
perform homotopy transformations to make it manifest. We will do this explicitly after
constructing D-brane moduli spaces in the geometric phase. Then we will show that the
geometric and non-geometric moduli spaces agree up to homotopy transformations.
5.2. The Hibert Scheme of Lines on The Quintic
a) Undeformed Case
We will first consider the Hilbert scheme of lines on the Fermat quintic X . According
to [2] the Hilbert scheme of lines on X has fifty irreducible components, each component
being isomorphic to a quintic curve in IP2. The corresponding families of lines on X span
fifty cones Cij determined by the equations
xi − ηijxj = 0,
4∑
k=0,k 6=i,j
x5k = 0 (5.25)
where i 6= j and η5ij = −1. There are ten possible choices for the pair (i, j) and five
independent choices for ηij giving fifty components as stated above. Note that each of
these components is a cone with apex Vij = {xi = η, xj = 1, xk = 0, k 6= i, j} over the
quintic curve
∑4
k=0,k 6=i,j x
5
k = 0 in the projective plane xi = xj = 0. These cones are not
disjoint; for example Cij and Ckl with (i, j) 6= (k, l) (as unordered pairs) share a common
line
xi − ηijxj = 0, xk − ηklxl = 0, xm = 0 for m 6= i, j, k, l. (5.26)
Without loss of generality, we can take i = 0, j = 1, k = 2, l = 3, m = 4 in (5.26). We
denote by F the line
x0 − η01x1 = 0, x2 − η23x3 = 0, x4 = 0. (5.27)
Our goal is to determine the local analytic type of the Hilbert scheme at the point F .
The Hilbert scheme of lines on a quintic hypersurface can be represented as a complete
intersection in the Grassmannian G(2, 5) of lines in IP4 [22]. Here we would like to write
down local equations on the Hilbert scheme in a suitable affine open subset U ⊂ G(2, 5)
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containing F . There is a standard construction for such affine open subsets [21,22]. Lines
in IP4 are in one-to-one correspondence with two-planes in C5. In particular the line (5.26)
is the projectivization of the two plane ΛF spanned by the vectors
v1 = [η01, 1, 0, 0, 0] , v2 = [0, 0, η23, 1, 0] . (5.28)
Choose a complementary 3-plane Λ◦F which intersects ΛF only at the origin. The open
subset U is defined to be the subset of G(2, 5) consisting of all planes Λ complementary to
Λ◦F . This means that Λ ∩ Λ
◦
F = {0}, and Λ ⊕ Λ
◦
F = C
5. Moreover, one can choose basis
vectors v1(Λ), v2(Λ) for each plane Λ ∈ U of the form
v1,2(Λ) = Λ ∩ (Λ
◦
F + v1,2) (5.29)
This defines a system of affine coordinates on U . We take Λ◦F to be generated by
v3 = [0, 1, 0, 0, 0], v4 = [0, 0, 0, 1, 0], v5 = [0, 0, 0, 0, 1]. (5.30)
Then it follows by some elementary linear algebra that U is isomorphic to C6, and one can
define affine coordinates (α1, β1, γ1, α2, β2, γ2) on U by choosing
v1(Λ) = [η01, α1, 0, β1, γ1], v2(Λ) = [0, α2, η23, β2, γ2]. (5.31)
Therefore an arbitrary plane Λ ∈ U has the following parametric form
[x0(u, v), . . . , x4(u, v)] = [η01u, α1u+ α2v, η23v, β1u+ β2v, γ1u+ γ2v] (5.32)
where (u, v) ∈ C2 are complex parameters. The condition for a line parameterized by a
point (α1, β1, γ1, α2, β2, γ2) to lie on the Fermat quintic is that
−u5 + (α1u+ α2v)
5 − v5 + (β1u+ β2v)
5 + (γ1u+ γ2v)
5 = 0 (5.33)
for any (u, v) ∈C2. By expanding the binomials in (5.33), we find that the local equations
of the Hilbert scheme in U are
α51 + β
5
1 + γ
5
1 − 1 = 0
α41α2 + β
4
1β2 + γ
4
1γ2 = 0
α31α
2
2 + β
3
1β
2
2 + γ
3
1γ
2
2 = 0
α21α
3
2 + β
2
1β
3
2 + γ
2
1γ
3
2 = 0
α1α
4
2 + β1β
4
2 + γ1γ
4
2 = 0
α52 + β
5
2 + γ
5
2 − 1 = 0.
(5.34)
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We want to find the analytic type of this variety at the point F given by α1 = 1, β1 =
0, γ1 = 0, α2 = 0, β2 = 1, γ2 = 0. Let us first perform the coordinate change
α˜1 = α1 − 1, β˜1 = β1, γ˜1 = γ1
α˜2 = α2, β˜2 = β2 − 1, γ˜2 = γ2
(5.35)
so that the new coordinate system is centered at F . The equations (5.34) become
α˜1 + 2α˜
2
1 + 2α˜
3
1 + α˜
4
1 +
1
5
(
α˜51 + β˜
5
1 + γ˜
5
1
)
= 0
α˜2 +
(
4α˜1 + 6α˜
2
1 + 4α˜
3
1 + α˜
4
1
)
α˜2 + β˜
4
1(1 + β˜2) + γ˜
4
1 γ˜2 = 0
(1 + α˜1)
3α˜22 + β˜
3
1(1 + β˜2)
2 + γ˜31 γ˜
2
2 = 0
(1 + α˜1)
2α˜32 + β˜
2
1(1 + β˜2)
3 + γ˜21 γ˜
3
2 = 0
β˜1 +
(
4β˜2 + 6β˜
2
2 + 4β˜
3
2 + β˜
4
2
)
β˜1 + (1 + α˜1)α˜
4
2 + γ˜1γ˜
4
2 = 0
β˜2 + 2β˜
2
2 + 2β˜
3
2 + β˜
4
2 +
1
5
(
α˜52 + β˜
5
2 + γ˜
5
2
)
= 0.
(5.36)
We denote by H1, . . . , H6 the polynomials defined by the left hand side of the above
equations so that I = (H1, . . . , H6) is the defining ideal of the Hilbert scheme in U . The
local ring of the Hilbert scheme at the point F is the localization of the quotient ring
Q =C[α˜1, β˜1, γ˜1, α˜2, β˜2, γ˜2]/I
with respect to the maximal ideal mF ⊂ Q. The later is generated by the images of
α˜1, β˜1, γ˜1, α˜2, β˜2, γ˜2 in Q, therefore QmF is isomorphic to the ring of fractions of the form
f
g
, where g ∈ Q \mF . The local analytic ring of the variety (5.36) at F is given by the
mF -adic completion of QmF . This is isomorphic to the quotient ring
C[[α˜1, β˜1, γ˜1, α˜2, β˜2, γ˜2]]/Î
where C[[α˜1, β˜1, γ˜1, α˜2, β˜2, γ˜2]] is the ring of formal power series in six variables and Î is
the ideal generated in it by the polynomials (5.36). Let us perform the coordinate change
φ1 = α˜1 + 2α˜
2
1 + 2α˜
3
1 + α˜
4
1 +
1
5
(α˜51 + β˜
5
1),
φ2 = α˜2 + (4α˜1 + 6α˜
2
1 + 4α˜
3
1 + α˜
4
1)α˜2 + β˜
4
1(1 + β˜2),
ρ1 = β˜1 + (4β˜2 + 6β˜
2
2 + 4β˜
3
2 + β˜
4
2)β˜1 + α˜
4
2(1 + α˜1),
ρ2 = β˜2 + 2β˜
2
2 + 2β˜
3
2 + β˜
4
2 +
1
5
(α˜52 + β˜
5
2),
ψ1 = γ˜1, ψ2 = γ˜2.
(5.37)
This is a nonsingular coordinate change in the ring of power series because its Jacobian
matrix is nonsingular at the origin. Up to degree five, the inverse transformation reads
α˜1 = φ1 − 2φ
2
1 + 6φ
3
1 − 21φ
4
1 +
399
5
φ51 −
1
5
ρ51 + . . . ,
α˜2 = φ2 − 4φ1φ2 + 18φ
2
1φ2 − 84φ
3
1φ2 − ρ
4
1 + 399φ
4
1φ2 + 4φ1ρ
4
1 + 15ρ
4
1ρ2 + . . . ,
β˜1 = ρ1 − 4ρ1ρ2 + 18ρ1ρ
2
2 − φ
4
2 − 84ρ1ρ
3
2 + 399ρ1ρ
4
2 + 4φ
4
2ρ2 + 15φ1φ
4
2 + . . . ,
β˜2 = ρ2 − 2ρ
2
2 + 6ρ
3
2 − 21ρ
4
2 +
399
5
ρ52 −
1
5
φ52 + . . . .
(5.38)
We can rewrite the first and last two equations in (5.36) as
φ1 +
1
5
ψ51 = 0, φ2 + ψ
4
1ψ2 = 0,
ρ2 +
1
5
ψ52 = 0, ρ1 + ψ1ψ
4
2 = 0.
(5.39)
Substituting these in the remaining two equations in (5.36) we obtain the equations de-
scribing the local analytic structure of the moduli space
ψ31ψ
2
2 + ψ
8
1ψ
2
2 + ψ
13
1 ψ
2
2 − ψ
3
1ψ
12
2 + ψ
18
1 ψ
2
2 − 2ψ
3
1ψ
17
2 + ψ
23
1 ψ
2
2 + 2ψ
8
1ψ
17
2 − 3ψ
3
1ψ
22
2 + ... = 0,
ψ21ψ
3
2 + ψ
2
1ψ
8
2 − ψ
12
1 ψ
3
2 + ψ
2
1ψ
13
2 − 2ψ
17
1 ψ
3
2 + ψ
2
1ψ
18
2 − 3ψ
22
1 ψ
3
2 + 2ψ
17
1 ψ
8
2 + ψ
2
1ψ
23
2 + ... = 0.
(5.40)
b) Deformed Case
The above computation can be fairly easily extended to the relative Hilbert scheme
of lines associated to a family of quintic hypersurfaces. Let X be such an m-parameter
family of parameterized by T = Cm. The defining equations of X in IP4 × T are of the
form
x50 + x
5
1 + . . .+ x
5
4 + t1G1(x) + . . .+ tmGm(x) = 0. (5.41)
Consider the curve F ⊂ X determined by the equations
x0 − η01x1 = 0, x2 − η23x3 = 0, x4 = 0, t1 = . . . = tm = 0. (5.42)
Obviously, F is embedded in the central fiber X0. We would like to determine the analytic
type at F of the relative Hilbert scheme of lines for the family (5.41). Since the parameter
space is a linear space, this is equivalent to finding the local analytic structure of the
Hilbert scheme of lines in the total space X at F .
33
We will proceed by analogy with the previous case. The Hilbert scheme in question can
now be represented as a complete intersection in G(2, 5)× T . Its local defining equations
in U × T follow from a condition of the form
− u5 + (α1u+ α2v)
5 − v5 + (β1u+ β2v)
5 + (γ1u+ γ2v)
5 +K(t1, . . . , tm, u, v) = 0,
(5.43)
for any values of (u, v) ∈ C2. Here K(t1, . . . , tm, u, v) is a polynomial obtained by substi-
tuting (5.32) in the perturbation G = t1G1(x) + . . .+ tmGm(x). By expanding all terms
in (5.43), we obtain a system of polynomial equations which determine the ideal of the
Hilbert scheme in C[α˜1, β˜1, γ˜1, α˜2, β˜2, γ˜2]× T .
For concreteness let us consider a one-parameter family defined by the perturbation
G = x0x
2
2x
2
4. Then the local equations of the relative Hilbert scheme in the neighborhood
U become
α˜1 + 2α˜
2
1 + 2α˜
3
1 + α˜
4
1 +
1
5
(α˜51 + β˜
5
1 + γ˜
5
1) = 0,
α˜2 + (4α˜1 + 6α˜
2
1 + 4α˜
3
1 + α˜
4
1)α˜2 + β˜
4
1(1 + β˜2) + γ˜
4
1 γ˜2 = 0,
β˜1 + (4β˜2 + 6β˜
2
2 + 4β˜
3
2 + β˜
4
2)β˜1 + α˜
4
2(1 + α˜1) + γ˜1γ˜
4
2 −
t
5
γ˜22 = 0,
β˜2 + 2β˜
2
2 + 2β˜
3
2 + β˜
4
2 +
1
5
(α˜52 + β˜
5
2 + γ˜
5
2) = 0,
(1 + α˜1)
3α˜22 + β˜
3
1(1 + β˜2)
2 + γ˜31 γ˜
2
2 −
t
10
γ˜21 = 0,
(1 + α˜1)
2α˜32 + β˜
2
1(1 + β˜2)
3 + γ˜21 γ˜
3
2 −
t
5
γ˜1γ˜2 = 0.
(5.44)
We perform the same coordinate change as described in (5.37) and rewrite the first four
equations in (5.44) as
φ1 +
1
5
ψ51 = 0, φ2 + ψ
4
1ψ2 = 0,
ρ2 +
1
5
ψ52 = 0, ρ1 −
t
5
ψ22 + ψ1ψ
4
2 = 0.
(5.45)
Substituting now in the last two equations in (5.44) and using (5.38) we obtain the following
equations
−
t
10
ψ21 + ψ
3
1ψ
2
2 +
t3
125
ψ62 −
3t2
25
ψ1ψ
8
2 + ψ
8
1ψ
2
2 + . . . = 0,
−
t
5
ψ1ψ2 +
t2
25
ψ42 + ψ
2
1ψ
3
2 −
2t
5
ψ1ψ
6
2 +
t2
25
ψ92 + ψ
2
1ψ
8
2 + . . . = 0.
(5.46)
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5.3. Homotopy Transformations – Landau-Ginzburg Phase
Let us recall our results for higher products in Landau-Ginzburg phase. For simplicity,
we shall denote Hk = Hk(F , F ), k = 0, 1 as in section 3.
a) Undeformed Case
After a trivial rescaling, we have
m5(Φ
⊗5) = ψ31ψ
2
2U + ψ
2
1ψ
3
2V
m15(Φ
⊗15) =
(
3
100
ψ131 ψ
2
2 +
1
4
ψ31ψ
12
2
)
U +
(
3
100
ψ132 ψ
2
1 +
1
4
ψ32ψ
12
1
)
V.
(5.47)
We would like to prove that all products mn, n > 5 can be set to zero by performing
homotopy transformations. That is the A∞ structure (5.47) is homotopic equivalent to a
new structure defined by m′n : H
⊗n−→H, n ≥ 1 so that
m′n(Φ
⊗n) =
{
m5, if n = 5
0, otherwise
(5.48)
Since we do not have closed formulae for all the products mn, we will only check this claim
up to degree fifteen. Recall that a homotopy transformation between two A∞ structures
is given by a sequence of linear maps fn : H
⊗n−→H of degree 1− n, f1 = 1l, so that∑
(−1)r+stfu
(
1l⊗r ⊗m′s ⊗ 1l
⊗t
)
=
∑
(−1)σmr (fi1 ⊗ fi2 ⊗ fi2 ⊗ · · · ⊗ fir) . (5.49)
The sum in the left hand side of (5.49) runs over all decompositions n = r + s + t, and
u = r+t+1. The sum in the right hand side runs over all 1 ≤ r ≤ n and all decompositions
n = i1 + · · ·+ ir, and σ = (r− 1)(i1 − 1) + (r− 2)(i2 − 1) + · · ·+ 2(ir−2 − 1) + (ir−1 − 1).
In addition, when applying these formulae to elements, we have to take into account the
Koszul sign rule
(f ⊗ g)(x⊗ y) = (−1)g˜x˜f(x)⊗ g(y), (5.50)
where g˜, x˜ denote the degrees of g and respectively x.
For a more transparent understanding of the homotopy transformations (5.49) let
us study their action on n-uples of the form (ψ1S + ψ2T, . . . , ψ1S + ψ2T ). Note that
fis (ψ1S + ψ2T, . . . , ψ1S + ψ2T ) takes values in odd cohomology since all arguments are
odd and the degree of fis is 1− is. Taking into account the signs, it follows that the right
hand side of (5.49) represents the effect of a field redefinition of the form
Φ −→ Φ+ f2(Φ,Φ) + . . .+ fn(Φ, . . . ,Φ) + . . . (5.51)
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on the products mn(Φ, . . . ,Φ). To interpret the terms in the left hand side, recall that the
moduli space is defined by ∑
n≥1
(−1)n(n+1)/2mn(Φ
⊗n) = 0. (5.52)
Moreover, homotopic equivalent A∞ structures should produce isomorphic moduli spaces.
As explained above, the terms in the right hand side take into account the effect of auto-
morphisms of the ring of formal power series C[[ψ1, ψ2]]. Apart from ring automorphisms,
the analytic type of the moduli space should also be invariant under a change of generators
in the ideal defined by (5.52). Such transformations on ideal generators are encoded in the
left hand side of (5.49).
In the following we will show that in the undeformed case the higher products can be
set in the form (5.48) up to degree fifteen using only field redefinitions of the form (5.51).
Let us write
fn
(
(ψ1S + ψ2T )
⊗n
)
= pn(ψ1, ψ2)S + qn(ψ1, ψ2)T, n ≥ 2 (5.53)
where pn(ψ1, ψ2), qn(ψ1, ψ2) are arbitrary homogeneous polynomials in (ψ1, ψ2) of degree
n. We also assume that the fn act trivially on even elements so that (5.49) yields
m′n
(
(ψ1S + ψ2T )
⊗n
)
=
∑
mr
(
fi1((ψ1S + ψ2T )
⊗i1), . . . fir((ψ1S + ψ2T )
⊗i1)
)
. (5.54)
Taking into account the sign rule (5.51), all terms in the right hand side of equation (5.49)
have sign + when evaluated on fermionic elements.
Then some straightforward linear algebra shows that we can choose pn = qn = 0 for
2 ≤ n ≤ 10. Setting m′15 to zero, we obtain the following linear equations for p11, q11
3ψ21ψ
2
2p11 + 2ψ
3
1ψ2q11 = −
(
3
100
ψ131 ψ
2
2 +
1
4
ψ31ψ
12
2
)
2ψ1ψ
3
2p11 + 3ψ
2
1ψ
2
2q11 = −
(
3
100
ψ132 ψ
2
1 +
1
4
ψ32ψ
12
1
) (5.55)
which has the unique solution
p11(ψ1, ψ2) =
ψ1
500
(41ψ101 − 69ψ
10
2 ), q11(ψ1, ψ2) =
ψ2
500
(41ψ102 − 69ψ
10
1 ). (5.56)
Proceeding similarly, we can in principle set all the higher order products to zero unless
at some order, the resulting linear system has no polynomial solutions. We do not know
if such an obstruction arises, but we conjecture that it is absent.
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b) Deformed Case
We rescale again the A∞ coefficients by a trivial constant factor, and we also set
η = −1 for simplicity. Then we obtain
mα2 (Φ
⊗2) = −
α
10
(
ψ21U + 2ψ1 ψ2V
)
mα4 (Φ
⊗4) =
α2
50
(
2ψ32 ψ1U + ψ
4
2V
)
mα5 (Φ
⊗5) = ψ31ψ
2
2U + ψ
2
1ψ
3
2V
mα6 (Φ
⊗6) =
α3
1000
(
ψ62U + 2ψ
2
2ψ
4
1V
)
.
(5.57)
In this case it is straightforward to check that any homotopy transformation will leave the
first two products unchanged, that is
m′
α
1 (Φ) = m
α
1 (Φ) = 0, m
′α
2 (Φ
⊗2) = mα2 (Φ
⊗2) = −
α
10
(
ψ21U + 2ψ1 ψ2V
)
. (5.58)
Next, we will try to set all higher order products except mα5 (Φ
⊗α) to zero by analogy
with the undeformed case. The third product is zero, so we do not have to perform any
transformation in degree two i.e. f2 = 0. The fourth product is more interesting. Making
equations (5.49) explicit and using (5.58), we obtain
m′
α
4 (Φ,Φ,Φ,Φ)+ f3(m
α
2 (Φ,Φ),Φ,Φ)− f3(Φ, m
α
2 (Φ,Φ),Φ) + f3(Φ,Φ, m
α
2 (Φ,Φ)) =
mα4 (Φ,Φ,Φ,Φ)+m
α
2 (f3(Φ,Φ,Φ),Φ)+m
α
2 (Φ, f3(Φ,Φ,Φ)).
(5.59)
Writing again
f3
(
(ψ1S + ψ2T )
⊗n
)
= p3(ψ1, ψ2)S + q3(ψ1, ψ2)T (5.60)
we can evaluate
mα2 (f3(Φ,Φ,Φ),Φ)+m
α
2 (Φ, f3(Φ,Φ,Φ)) = −
α
5
p3ψ1U −
α
5
p3ψ2V −
α
5
q3ψ1V. (5.61)
Then the right hand side of equation (5.59) becomes(
α2
25
ψ32ψ1 −
α
5
p3ψ1
)
U +
(
α2
50
ψ42 −
α
5
p3ψ2 −
α
5
q3ψ1
)
V , (5.62)
while the left hand side reads
m′
α
4 (Φ,Φ,Φ,Φ)+ f3
(
−
α
10
ψ21U −
α
5
ψ1ψ2V , ψ1S + ψ2T , ψ1S + ψ2T
)
+ permutations .
(5.63)
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Note that the term −α5 q3ψ1V that appears in (5.61) can be absorbed in the definition
of f3(m
2
α(Φ,Φ),Φ,Φ) in (5.63) and we can set q3 = 0. Now it is clear that in order to
eliminate the term α
2
50 ψ
4
2V in m
α
4 (Φ
⊗4) we have to choose
p3 =
α
10
ψ32 . (5.64)
Then formula (5.62) reduces to
α2
50
ψ32ψ1U. (5.65)
This term can be removed by a judicious choice of f3 in (5.63) and we can setm
′α
4 (Φ
⊗4) = 0.
Proceeding similarlgy, it is straightforward to maintain m′
α
5 (Φ
⊗5) = mα5 (Φ
⊗5) by
choosing f4 = 0. However, the degree six product is more interesting. Taking into account
f2 = f4 = 0, the right hand side of (5.49) bcomes
mα6 (Φ
⊗6) +mα4 (Φ
⊗3, f3(Φ
⊗3)) +mα4 (Φ, f3(Φ
⊗3),Φ⊗2) + . . .
+mα4 (f3(Φ
⊗3),Φ⊗3) +mα2 (f3(Φ
⊗3), f3(Φ
⊗3)) =
(
α3
250
ψ62U +
α3
500
ψ41ψ
2
2V
)
.
(5.66)
The left hand side of (5.49) reduces to
m′
α
6 (Φ
⊗6) +
∑
r+t=4
(−1)rf5
(
Φ⊗r ⊗mα2 (Φ,Φ),Φ
⊗t
)
=
m′
α
6 (Φ
⊗6) +
∑
r+t=4
f5
(
Φ⊗r,−
α
10
ψ21U −
α
5
ψ1ψ2V,Φ
⊗t
)
.
(5.67)
It is clear that we can remove the term α
3
500
ψ41ψ
2
2V from (5.66) by a judicious choice of
f5. However, since f5 is linear we cannot change the term
α3
250ψ
6
2U because the coefficient
of ψ62 in (5.67) is zero. This is an obstruction preventing us from setting m
′α
6 (Φ
⊗6) to 0.
Therefore, up to order six, the deformed A∞ structure (5.57) can be set in the form
m′
α
2 (Φ
⊗2) = −
α
10
(
ψ21U + 2ψ1 ψ2V
)
m′
α
5 (Φ
⊗5) =
(
ψ31ψ
2
2U + ψ
2
1ψ
3
2V
)
)
m′
α
6 (Φ
⊗6) =
α3
250
ψ62U.
(5.68)
In principle we can carry out this algorithm up to arbitrarily high order. Note that a
priori there is no canonical form for the A∞ coefficients. For example, by making different
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homotopy transformations one can set the A∞ structure in the form
m′
α
2 (Φ
⊗2) = −
α
10
(
ψ21U + 2ψ1 ψ2V
)
m′
α
4 (Φ
⊗4) =
α2
50
(
4ψ1ψ
3
2U + ψ
4
2V
)
m′
α
5 (Φ
⊗5) =
(
ψ31ψ
2
2U + ψ
2
1ψ
3
2V
)
)
m′
α
6 (Φ
⊗6) = 0.
(5.69)
However the important lesson we should draw from this computation is that the higher
products contain non homotopically trivial α-dependent terms beyond the leading order
n = 2. Presumably, this information should be properly encoded in certain homotopy
invariants of the A∞ structure. We will leave this question for future work.
Note also that in the original form the moduli space (5.52) cannot be represented
as the critical locus of a D-brane superpotential W (ψ1, ψ2). However the moduli space
associated to the A∞ structure (5.68) can be written as the critical locus of
W (ψ1, ψ2) =
1
3
ψ31ψ
3
2 −
α
10
ψ21ψ2 +
α3
1750
ψ72 + . . . (5.70)
at least up to order seven. Alternatively, using the products (5.69) instead we find
W (ψ1, ψ2) =
1
3
ψ31ψ
3
2 −
α
10
ψ21ψ2 −
α2
50
ψ1ψ
4
2 + . . . . (5.71)
Note that the leading term in this expression was conjectured in [7] starting from enu-
merative considerations. See also [12,34]. Here we have derived it from Landau-Ginzburg
considerations together with the first two homotopically nontrivial closed string correc-
tions.
The fact that the superpotential is only uniquely defined up to homotopy transfor-
mations may seem puzzling from a physical point of view. However, recall that so far
we have been working exclusively in the framework of topological string theory. In a full
fledged superstring theory, we would also have to specify a kinetic term and a measure
on the space of massless fields. Usually most physical situations would require a specific
canonical form for these quantities, in which case the superpotential will also be uniquely
determined1. We hope to address this problem elsewhere.
1 We thank Mike Douglas for a very useful discussion on this point.
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To conclude this subsection, note that the above homotopy transformations are equiv-
alent to a change of basis in the moduli space ideal (5.52) ffollowed by an invertible coor-
dinate transformation. Let us write the equations (5.52) in the form e1 = e2 = 0 where
e1 = ψ
3
1ψ
2
2 −
α
10
ψ21 +
α2
25
ψ32ψ1 +
α3
1000
ψ62 + . . .
e2 = ψ
3
2ψ
2
1 −
α
5
ψ1ψ2 +
α2
50
ψ42 +
α3
500
ψ22ψ
4
1 + . . . .
(5.72)
Now perform the following transformation
e′1 = e1 +
α
10
ψ22e2
e′2 = e2 +
α2
50
ψ21ψ
2
2e1.
(5.73)
We obtain
e′1 = ψ
3
1ψ
2
2 −
α
10
ψ21 +
α2
50
ψ32ψ1 +
3α3
1000
ψ62 + . . .
e′2 = ψ
3
2ψ
2
1 −
α
5
ψ1ψ2 +
α2
50
ψ42 + . . . .
(5.74)
Next, after change of variables of the form
ψ1 = ψ˜1 +
α
10
ψ˜32 + . . . ψ2 = ψ˜2 + . . . (5.75)
formula (5.74) becomes
e′1 = ψ˜
3
1ψ˜
2
2 −
α
10
ψ˜21 +
α3
250
ψ˜62 + . . .
e′2 = ψ˜
3
2ψ˜
2
1 −
α
5
ψ˜1ψ˜2 + . . . .
(5.76)
This is in agreement with (5.68). In the following we will carry out a similar algorithm
for the moduli space equations in the geometric phase, and show that they agree with the
Landau-Ginzburg results up to homotopy transformations.
5.4. Homotopy Transformations – Calabi-Yau Phase
a) Undeformed Case
Proceeding as above, let us write the equations (5.40) giving the generators of the
moduli space ideal in the form e1 = e2 = 0, where
e1 = ψ
3
1ψ
2
2 + ψ
8
1ψ
2
2 + ψ
13
1 ψ
2
2 − ψ
3
1ψ
12
2 + ψ
18
1 ψ
2
2 − 2ψ
3
1ψ
17
2 + ψ
23
1 ψ
2
2 + 2ψ
8
1ψ
17
2 − 3ψ
3
1ψ
22
2 + . . .
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e2 = ψ
2
1ψ
3
2 +ψ
2
1ψ
8
2 −ψ
12
1 ψ
3
2 +ψ
2
1ψ
13
2 − 2ψ
17
1 ψ
3
2 +ψ
2
1ψ
18
2 − 3ψ
22
1 ψ
3
2 +2ψ
17
1 ψ
8
2 +ψ
2
1ψ
23
2 + . . . .
Let us perform now the following coordinate transformation
ψ1 =ψ˜1 −
3
5
ψ˜61 +
2
5
ψ˜1ψ˜
5
2 +
32
25
ψ˜111 −
16
25
ψ˜61ψ˜
5
2 −
8
25
ψ˜1ψ˜
10
2 −
437
125
ψ˜161 +
394
125
ψ˜111 ψ˜
5
2 −
71
125
ψ˜61ψ˜
10
2
+
48
125
ψ˜1ψ˜
15
2 +
6649
625
ψ˜211 −
7844
625
ψ˜161 ψ˜
5
2 +
1679
625
ψ˜111 ψ˜
10
2 +
286
625
ψ˜61ψ˜
15
2 −
211
625
ψ˜1ψ˜
20
2 ,
ψ2 =ψ˜2 +
2
5
ψ˜51ψ˜2 −
3
5
ψ˜62 −
8
25
ψ˜101 ψ˜2 −
16
25
ψ˜51ψ˜
6
2 +
32
25
ψ˜112 +
48
125
ψ˜151 ψ˜2 −
71
125
ψ˜101 ψ˜
6
2 +
394
125
ψ˜51ψ˜
11
2
−
437
125
ψ˜162 −
211
625
ψ˜201 ψ˜2 +
286
625
ψ˜151 ψ˜
6
2 +
1679
625
ψ˜101 ψ˜
11
2 −
7844
625
ψ˜51ψ˜
16
2 +
6649
625
ψ˜212 .
(5.77)
We now obtain
e1 = ψ˜
3
1ψ˜
2
2 + . . .
e2 = ψ˜
2
1ψ˜
3
2 + . . . .
(5.78)
Although we can not prove that all the terms of degree higher vanish, we conjecture that
that is true.
b) Deformed Case
We write now the equations (5.46) for the generators of the moduli space ideal in the
deformed case as ed1 = e
d
2 = 0, where
ed1 = −
t
10
ψ21 + ψ
3
1ψ
2
2 +
t3
125
ψ62 −
3t2
25
ψ1ψ
8
2 + ψ
8
1ψ
2
2 + . . . ,
ed2 = −
t
5
ψ1ψ2 +
t2
25
ψ42 + ψ
2
1ψ
3
2 −
2t
5
ψ1ψ
6
2 +
t2
25
ψ92 + ψ
2
1ψ
8
2 + . . . .
We first perform a change of variables of the form
ψ1 = ψ˜1 +
t
5
ψ˜32 , ψ2 = ψ˜2. (5.79)
We obtain
ed1 = −
t
10
ψ˜21 −
t2
25
ψ˜1ψ˜
3
2 + ψ˜
3
1ψ˜
2
2 +
t3
250
ψ˜62 +
3t
5
ψ˜21ψ˜
5
2 + ψ˜
8
1ψ˜
2
2 + . . . ,
ed2 = −
t
5
ψ˜1ψ˜2 + ψ˜
2
1ψ˜
3
2 + ψ˜
2
1ψ˜
8
2 + . . . .
(5.80)
Next, we perform the following change of generators
ed
′
1 = e
d
1 −
t
5
ψ˜22e
d
2, e
d′
2 = e
d
2. (5.81)
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The new generators are given by
ed
′
1 = −
t
10
ψ˜21 + ψ˜
3
1ψ˜
2
2 +
t3
250
ψ˜62 +
3t
5
ψ˜21ψ˜
5
2 + ψ˜
8
1ψ˜
2
2 + . . . ,
ed
′
2 = −
t
5
ψ˜1ψ˜2 + ψ˜
2
1ψ˜
3
2 + ψ˜
2
1ψ˜
8
2 + . . . .
(5.82)
We now perform the coordinate change
ψ˜1 = Ψ˜1 + 2Ψ˜1Ψ˜
5
2 +
5
t
Ψ˜71Ψ˜
2
2 +
10
t
Ψ˜21Ψ˜
7
2,
ψ˜2 = Ψ˜2 − 2Ψ˜
6
2 −
5
t
Ψ˜61Ψ˜
3
2 −
15
t
Ψ˜1Ψ˜
8
2
(5.83)
and obtain the following expressions for the generators
ed
′
1 = −
t
10
Ψ˜21 + Ψ˜
3
1Ψ˜
2
2 +
t3
250
Ψ˜62 + . . . ,
ed
′
2 = −
t
5
Ψ˜1Ψ˜2 + Ψ˜
2
1Ψ˜
3
2 + . . . .
(5.84)
This result is in agreement with (5.76), therefore providing strong evidence for the equiv-
alence of the two approaches.
Appendix A. Horizontal Deformations in Landau-Ginzburg Families
In this appendix we present a detailed derivation of the odd morphism spaceH1(F ,F),
which plays an important role in section four. For simplicity we consider a one parameter
deformation WLG + tG of the Landau-Ginzburg model. Recall that F denotes a tensor
product factorization of the deformed superpotential of the form
F = F ⊗
(
C[xi, t]
t
//
C[xi, t]
G
oo
)
(A.1)
where t is regarded as a dynamical variable. Let us denote the second factor in the right
hand side of (A.1) by M t. We will also write the factorization F of WLG in the form
F =
(
F1
f1
//
F0
f0
oo
)
(A.2)
where F0, F1 are free R-modules of equal rank and f0, f1 are R-module homomorphisms so
that f1f0 = f1f0 =WLG. Recall that R =C[x0, . . . , xn]. The tensor product factorization
takes the form
F =
(
F1
φ1
//
F0
φ0
oo
)
(A.3)
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where F1,F0, φ1, φ0 are R[t]-modules and respectivelyR[t]-module homomorphisms. Using
the general formulae (2.3) and (2.4) we have
F1 = F1 ⊗R R[t]⊕ F0 ⊗R R[t]
F0 = F0 ⊗R R[t]⊕ F1 ⊗R R[t].
(A.4)
The maps φ1, φ0 can be written as block matrices
φ1 =
[
G f0
f1 −t
]
, φ0 =
[
t f0
f1 −G
]
(A.5)
with respect to the direct sum decomposition (A.4).
The cochains in the morphism complex IH(F ,F) can be similarly written in block
form. Even cochains are pairs of R[t]-module homomorphisms A : F1−→F1, B : F0−→F0
which can be written as
A =
[
A11 A10
A01 A00
]
, B =
[
B11 B10
B01 B00
]
. (A.6)
Odd cochains are pairs (T, S), T : F1−→F0, S : F0−→F1 of the form
T :=
[
T11 T10
T01 T00
]
, S :=
[
S11 S10
S01 S00
]
. (A.7)
The differential D in the deformed theory is given by
D(A,B) = (Aφ0 − φ0B,−φ1A+Bφ1)
D(T, S) = (φ0T + Sφ1, Tφ0 + φ1S).
(A.8)
We want to determine the odd cohomology of this complex. We can use the equivalence
relation (T, S) ∼ (T ′, S′) ⇔ (T ′, S′) − (T, S) ∈ Im(D) to set (T, S) in a special form.
Namely we can take S11, S01, T10, T00 to be independent of t. Note that this is not a single
valued parameterization of the coset space IH1(F ,F)/Im(D). The cochains of this form
are still subject to residual equivalence relations which will be made more explicit below.
Substituting (A.6) and (A.8) in the D-closure condition D(T, S) = 0 we find that
S00 = T11 = 0 (A.9)
and
S01 = T01, S10 = T10 (A.10)
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must also be independent on T . Moreover we have
f0T00 + S11f0 = 0
T00f1 + f1S11 = 0
GS11 + f0T01 + T10f1 = 0
−GT00 + f1T10 + T01f0 = 0.
(A.11)
Regarding β = (−S11, T00) and ξ = (T10, T01) as cochains in the morphism complex
IH(F, F ), we can rewrite (A.11) as
G(xi) β = D · ξ, D · β = 0. (A.12)
where D is the differential of the undeformed theory. This is equation (4.13) in section
four. The residual equivalence relations take the form
β ∼ β′ ⇔ β′ − β ∈ Im(D)
ξ ∼ ξ′ ⇔ ξ′ − ξ ∈ Ker(D).
(A.13)
These are precisely the equivalence relations stated below (4.13).
Now suppose β = 1l and G is trivializable, that is G = D · ξ for a fermionic cochain
ξ. Then the pair (ξ, 1l) determines an odd cohomology representative Ξ ∈ IH1(F ,F) which
reads
Ξ =
([
0 T10
T01 −1l
]
,
[
1l T10
T01 0
])
(A.14)
in block form. As explained in section four, the equations of the local moduli space of F
are determined by higher products evaluated on fermionic morphisms of the form Ξ + Λ,
where Λ ∈ IH1(F ,F) is a cohomology representative in the image of the embedding
0−→IH1(F , F )
⊗1l
−→IH1(F ,F). (A.15)
Morphisms in the image of (A.15) can be written in block form as
Λ =
([
0 µ
ρ 0
]
,
[
0 ρ
µ 0
])
(A.16)
where Φ = (µ, ρ) ∈ IH1(F , F ). Then it is straightforward to check by matrix multiplication
that all products of the form ΞΛ,ΛΞ,Ξ2,Λ2 lie in the image of the embedding map
0−→IH0(F , F )
⊗1l
−→IH0(F ,F). (A.17)
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