The paper presents a generic approach of approximating inference. The method is based on the concept of valuation algebras with its wide range of possible applications in many different domains. We present convenient resource-bounded anytime algorithms, where the maximal time of computation is determined by the user.
Introduction
Many different AI formalisms have a common underlying algebraic structure with two essential algebraic operations of combination and marginalization. Intuitively, combination means aggregating different pieces of information into a new combined piece of information, and marginalization corresponds to focussing information from a general point of view to a more specific one. This is a very general concept that is useful in many domains. Possible instantiations include different formalisms for managing uncertainty in expert systems (Bayesian Networks, Dempster-Shafer theory, possibility theory, etc.), constraint satisfaction and discrete optimization problems, systems of linear Email address: rolf.haenni@uni-konstanz.de (Rolf Haenni).
equations and inequalities, relational algebra and databases, different types of logic, and many more.
From a computational point of view, combining the available information is often intractable. An important improvement comes from a technique called local computation, originally discovered for the case of probabilistic inference [1] . By imposing certain axioms, it is possible to describe local computation as a general method. However, although performance improvements induced by local computation are considerable, many problems remain computationally intractable. One way to cope with this difficulty is to design algorithms that compute approximate rather than exact solutions. Different approximation algorithms have been developed for all kinds of particular systems, but general approaches where approximation is studied from an abstract point of view are rare. This paper presents general resource-bounded anytime algorithms on the basis of the local computation paradigm.
Local Computation
The first general description of local computation is provided by Shenoy and Shafer's work on valuation networks [2] [3] [4] [5] . Their axiomatic framework is based on the idea of representing information by entities called valuations, each of them containing some knowledge on a particular set of variables called domain. The inference problem is to marginalize the combination of all available valuations to one or several domains of interest. The procedure proposed in [3] implements local computation as a propagation or message-passing scheme on join trees. The propagation process consists of a an inward and a outward phase, in which the information stored in the valuations is first propagated towards the root node of the join tree and then, by reversing the direction of the messages, distributed towards the leaves. Shenoy recommends binary join trees in order to avoid redundant computations during the outward phase [6] [7] [8] . Some further improvements of the propagation process were proposed in [9] .
The inward phase can also be considered as a variable elimination or fusion process. This point of view and its strong connection to binary join trees was first discussed by Shenoy in [6, 7] and later in [8] . A further improvement of the outward phase is possible in cases where an additional idempotency axiom holds. Such systems are called information algebras and were introduced by Kohlas in [10, 11] and studied in depth in [12] . The notion of valuation algebras was first used by Shenoy and Kohlas in [13] , which provides a comprehensive overview of valuation-based techniques.
Essentially the same idea was discovered and published by Dechter. Dechter's method is called bucket elimination (BE). It first appeared in [14] for the case of probabilistic inference and later in [15] for the general case. There is a one-to-one correspondence between bucket elimination and Shenoy's fusion algorithm. Recently, Dechter's team introduced bucket tree elimination (BTE), where they discovered the axiomatic framework, the connection to join trees, and the message-passing algorithms [16] .
The most important contribution of Dechter's team is their idea of approximating inference using mini-buckets [17] [18] [19] . The original method is based on the BE framework and uses two controlling parameters which allow adjustable levels of accuracy and efficiency. The approximation takes place at each step of the variable elimination procedure. Instead of combining all the valuations containing the actual variable before effectively eliminating the variable, the idea is to generate a partition of the valuations involved into mini-buckets, and to eliminate the variable individually for each mini-bucket. The partitioning is controlled by two parameters i (maximal number of variables per mini-bucket) and m (maximal number of valuations per mini-bucket), which are also the parameters that control the level of approximation of the whole procedure. An extension of mini-bucket approximation to BTE is called mini-clustering [20] .
Mini-bucket approximation has at least three weak points. First, even if two parameters allow to control the efficiency and accuracy of the computation, it is not possible to predict the effective time of computation. Thus, the only way of dealing with expensive time-consuming problems is to start with a low level of accuracy and to repeat the whole procedure with increasing accuracy until either an acceptable level of accuracy is reached or the computation gets stuck. In [20] , such an incremental procedure is called anytime approximation. However, since mini-bucket approximation does not support refining (updating from previous computations), it should not be considered as an anytime procedure.
Second, the number of possible parameter values to control the accuracy and efficiency of the approximation is very limited. The maximal number i of variables per mini-bucket is the main parameter of the procedure on which its complexity depends exponentially [18] . The range of i includes only the values between 1 and the induced width of the underlying moral graph [18] , that is the maximal number of variables involved in any of the necessary combinations of the exact computation (or in other words, the maximal domain size of the join tree). Thus, the method may work well for a certain value i, but then gets stuck for i + 1. This is especially problematical in cases of large join trees with small induced widths.
Finally, mini-bucket approximation is not built on a clear theoretical concept with a corresponding system of axioms. It simply assumes that the result of eliminating a variable on mini-buckets (instead of using the complete set of valuations involved) serves as an approximation of the exact result. The applicability of the method is investigated by experimental tests within different instantiations of the BE framework, but nothing is said about the general case. However, some test results are very promising [20] and underline the benefits of using approximation methods.
Anytime Algorithms
One of the major challenges in computer science is to solve problems for which it is computationally infeasible to find an exact or optimal solution. The problem is then to construct systems that react to a situation after the "right amount of thinking". A successful system must thus trade off the accuracy of the results against the computational requirements of the underlying problem.
There are different ways of approaching the construction of such flexible systems. The best flexibility provides a class of algorithms known as anytime or flexible algorithms [21, 22] . They permit the execution time to be specified either as a parameter (in advance) or as an interrupt (during the execution). Anytime algorithms are thus computational procedures for which the quality of the result improves gradually as computation time increases. This is in contrast with traditional algorithms which guarantee a correct output only after termination.
A useful distinction has been made between two types of anytime algorithms [21] . Contract algorithms require the maximal time of computation to be known in advance and specified as an additional parameter. If interrupted at any point before the termination of the contract time, it might not yield any useful results. More flexible are interruptible algorithms for which the time of computation is specified as an interrupt during the execution. Some real-time domains require interruptible algorithms whose total run-time is unknown in advance. In many cases, interruptible algorithms are thus more appropriate, but they are also more complicated to construct. Ideally, anytime algorithms have the following desirable properties [22] :
(1) Interruptability: the algorithm can be stopped at any time and provides some answer; (2) Monotonicity: the quality of the result is a non-decreasing function of the computation time; (3) Measurable quality: the quality of an approximate result can be determined precisely; (4) Diminishing returns: the improvement in solution quality is largest at the early stages of computation, and it diminishes over time;
(5) Consistency: for a given amount of computation time on a given input, the quality of the result is always the same; (6) Recognizable quality: the quality of an approximate result can always and be easily determined at run-time; (7) Preemptability: the algorithm can be suspended and resumed with minimal overhead;
A rapid growth in the development of anytime algorithms in recent years has led to a number of successful applications in such areas as the evaluation of Bayesian networks [23, 24] , possibility theory [25] , probabilistic argumentation [26] , Dempster-Shafer theory [27] , model-based diagnosis [28, 29, 26] , relational database query processing [30] , constraint satisfaction problems [31] , and sensor interpretation and path planning [22, 32] . This underlines the importance of this type of algorithms, especially in domains related to intelligent knowledgebased systems.
Contribution and Overview
The contribution of this paper is twofold. First, it introduces a new theoretical concept of ordered valuation algebras. On the basis of valuation algebras in the sense of Shenoy and Kohlas [13, 12] , the paper proposes a completeness relation which is a partial order that expresses if one valuation approximates another. This requires an extension of the basic set of axioms and leads to the notion of ordered valuation algebras. An additional axioms allows to incorporate Dechter's concept of mini-buckets into this general framework (see Subsection 4.1).
Second, the paper shows how the particular properties of ordered valuation algebras can be used to reformulate inward and outward propagation as general methods to approximate inference. The core of the procedure is a new resource-bounded combination operator. It is then possible to specify the total available time as an additional parameter that determines between accuracy and efficiency. Finally, this leads to generic resource-bounded contract algorithms in the sense of [21] . These algorithms are applicable whenever the extended set of axioms is satisfied.
Note that it is not the aim of the paper to demonstrate the benefits of this generic method in concrete domains. The usefullness has already been proven in the domain of Dempster-Shafer's theory of evidence [27] . The investigation of other domains will be the topics of future research projects.
The paper is organized as follows: Section 2 introduces the concept of valuation algebras with its system of axioms; Section 3 describes Shenoy's fusion algorithm, the construction of join trees, and the message-passing schemes; Section 4 introduces the completeness relation and the axioms of ordered valuation algebras; Section 5 shows how to define resource-bounded contract algorithms on the basis of ordered valuation algebras; finally, Section 6 concludes this new approach and indicates some open questions and possible future work. Throughout the paper, the concepts are illustrated with the aid of three concrete instantiations: probability potentials, belief potentials, and DNF potentials.
Valuation Algebras
The primitive elements of valuation algebras are valuations. Intuitively, a valuation represents some knowledge about the possible values of a set of variables. There are two basic operations for valuations. First, combination is a binary operation ⊗ : Φ × Φ → Φ. Intuitively, combination represents aggregation of knowledge. Thus, if ϕ 1 , ϕ 2 ∈ Φ are two valuations, then the combined valuation ϕ 1 ⊗ ϕ 2 represents the aggregated knowledge from ϕ 1 and ϕ 2 . Combination is assumed to be commutative and associative (see Subsection 2.1). If {ϕ 1 , . . . , ϕ r } ⊆ Φ is a finite collection of valuations, this allows to write ϕ 1 ⊗ · · · ⊗ ϕ r or ⊗ {ϕ 1 , . . . , ϕ r } for the totally aggregated knowledge called joint valuation.
Second, marginalization is another binary operation ↓: Φ×2 V → Φ. Intuitively, marginalization represents focussing the knowledge to a smaller domain. Thus, if ϕ ∈ Φ is a valuation and D ⊆ d(ϕ), then the marginalized valuation ϕ ↓D represents the knowledge obtained by focussing ϕ from d(ϕ) to D.
Instead of marginalization, another basic operation called variable elimination can be defined by ϕ −x = ϕ ↓d(ϕ)\{x} with x ∈ V . Note that x / ∈ d(ϕ) implies ϕ −x = ϕ. Variable elimination will be the core of the fusion algorithm in Subsection 3.1.
Axioms
Given a finite collection Ψ = {ϕ 1 , . . . , ϕ r } ⊆ Φ of valuations, the problem of inference is to marginalize the joint valuation ⊗Ψ to a subset of variables
The straightforward approach is to compute the joint valuation first and to marginalize to D afterwards. The problem is that the number of variables increases with each combination. Since in most concrete examples of this abstract framework the complexity grows exponentially with the domain size, this becomes soon intractable, even if all the given valuations are defined on small domains. However, by imposing certain axioms for the operations of labeling, combination, and marginalization [4, 5, 8, 13, 12] , it is possible to compute the marginal (⊗Ψ)
↓D on local domains, that is without explicitly computing the joint valuation ⊗Ψ (see Section 3). (A2) Labeling:
(A5) Partial distributivity of marginalization over combination: If ϕ 1 , ϕ 2 ∈ Φ are valuations with
A system (Φ, V, d, ⊗, ↓) of valuations Φ and variables V is called valuation algebra, if the operations of labeling d, combination ⊗, and marginalization ↓ satisfy the above system of axioms [13] . Sometimes, two more axioms are considered. First, the stability axiom requires that e The transitivity and distributivity axioms can easily be translated for the case where variable elimination is used instead of marginalization.
(A4') Transitivity of elimination: If ϕ ∈ Φ is a valuation and x, y ∈ V , then (ϕ
(A5') Partial distributivity of elimination over combination:
Transitivity of elimination makes it possible to write ϕ −X for the elimination of several variables X ⊆ V , thus independently of the order of elimination. As a consequence, marginalization can be expressed in terms of variable eliminations by ϕ ↓D = ϕ −(d(ϕ)\D) . Therefore, the operations of marginalization and variable elimination together with their respective systems of axioms are equivalent [13] .
Examples of Valuation Algebras
The generic concept of valuation algebras is very general and has a wide range of possible instantiations [13, 12] . Some of them such as discrete probability potentials or Gaussian potentials are based on probability theory. But the examples also include non-probabilistic systems such as relational algebra, propositional logic, constraint systems, systems of linear equations and inequalities, Dempster-Shafer belief functions, Spohn's disbelief functions, possibility functions, and many others. In the following subsection, we briefly discuss three particular formalisms from the point of view of of valuation algebras.
Probability Potentials
The most popular example of a valuation algebra comes from probability theory. Let every variable x ∈ V be a discrete random variables with a corresponding finite set of possible values Ω x called frame of x. The Cartesian product Ω D = {Ω x : x ∈ D} defines then the frame with respect to a subset
In the case where D is empty, we adopt the convention that the frame Ω ∅ = { } consists of a single configuration .
where IR + denotes the set of non-negative real numbers. It corresponds to a |D|-dimensional table with |Ω D | entries, sometimes called conditional probability table (CPT). In practice, π on D is either a probability distribution over Ω D , a conditional probability distribution over Ω I given Ω J (with I ∪ J = D and I ∩ J = ∅), or an indicator function representing some observed evidence E ⊆ Ω D .
If probability potentials are considered as valuations, then combination means basically multiplication. More formally, if π 1 and π 2 are probability potentials on D 1 ⊆ V and D 2 ⊆ V , respectively, then π 1 ⊗ π 2 defined by
is a probability potential on D 1 ∪ D 2 that satisfies (A1) and the first part of (A2). The identity element e D on domain D ⊆ V satisfying (A6) is the corresponding probability potential with π(x) = 1 for all x ∈ Ω D . Furthermore, if π is a probability potential on D ⊆ V and D ⊆ D, then marginalization defined by
is a probability potential on D that satisfies the second part of (A2), (A3), and (A4). Combination and marginalization together satisfy (A5). Thus, the algebra of probability potentials as defined above forms a valuation algebra (that is neither stable nor idempotent). The fact that all the necessary axioms are true for probability potentials has been proved elsewhere [4, 12] . We refer to [1, 33, 34] for a further discussion how this algebra relates to probability theory in general and to Bayesian networks in particular.
Belief Potentials
The next well-known example of valuation algebras is provided by belief functions in the sense of Dempster-Shafer's theory of evidence [35] [36] [37] [38] 27] . Again, every variable x ∈ V has a finite frame Ω x . Furthermore, the Cartesian product Ω D denotes the set of configurations with respect to a subset of variables
Such a mapping is also called mass function or basic probability assignments (bpa). It assigns a mass which is a value between 0 and 1 to every set A ⊆ Θ D . Subsets A ⊆ Ω D for which m(A) = 0 are called focal elements or focal sets. In practice, every belief potential m on D represents some uncertain knowledge or evidence about the possible true value of Ω D .
If belief potentials are considered as valuations, then combination is defined by Dempster's rule [36] . More formally, let m 1 and m 2 be two belief potentials
is a belief potential on D that satisfies (A1) and the first part of (A2) 
is a belief potential on D that satisfies the second part of (A2), (A3), and (A4). Combination and marginalization together satisfy (A5). Thus, the algebra of belief potentials as defined above forms a (stable) valuation algebra. For the proofs of the axioms we refer to [4, 12] .
DNF Potentials
Another well-known example of (idempotent) valuation algebras is formed by propositional logic in general or by the language of disjunctive normal forms (DNF) in particular [39] . Let V be a set of binary variables with corresponding frames Ω x = {0, 1} for all x ∈ V . The Cartesian products Ω D = {0, 1} |D| are the frames for every D ⊆ V .
We use literals x and ¬x to represent x = 1 and
Often, it is convenient to consider terms as corresponding sets From a semantical point of view, every term τ ∈ T D represents a corresponding set M D (τ ) ⊆ Ω D of models, that is configurations for which τ evaluates to true (using the standard way of interpreting propositional formulas). Similarly, every DNF formula δ ∈ D D represents a set of models 
is a DNF potentials on D 1 ∪ D 2 that is logically equivalent to δ 1 ∧ δ 2 . Since ∪ is commutative and associative, (A1) and the first part of (A2) are automatically true. The identity element of the combination is the DNF potential [{∅}, D] containing only the empty term ∅ ∈ T D . It is easy to show that (A6) is satisfied. Finally, suppose that
It represents the projection of M D (δ) to D and satisfies the second part of (A2), (A3), (A4), and also the stability axioms. Marginalization and combination together satisfy (A5) and also the idempotency axiom (the corresponding proofs are easy and left to the reader). Thus, the algebra of DNF potentials is an idempotent valuation algebra (information algebra) [39] .
In practice, propositional knowledge is usually encoded by a conjunctive normal form (CNF) rather than a DNF. However, since a CNF is a set (conjunction) of clauses (disjunctions of literals), it is possible to interpret CNFs as sets of DNFs and to apply the method of combination and marginalization as explained above.
Propagation on Binary Join Trees
Several closely related techniques exist for computing marginals (⊗Ψ) ↓D of joint valuations ⊗Ψ. One of them is called fusion algorithm and uses variable elimination instead of marginalization. Fusion is closely connected to another technique based on binary join trees [7, 8, 13] . The idea is to send messages between the nodes of a particular tree. Such a message-passing scheme is usually divided in two phases. First, the inward (or collect) phase collects the knowledge at the root of the tree. Second, by reversing the direction in which the messages are passed between the nodes, the outward (or distribution) phase distributes the knowledge towards the leaves of the tree.
Fusion Algorithm
The first appearance of the fusion algorithm was in Shenoy's paper about binary join trees [8] . Later, essentially the same idea with its connection to join trees was rediscovered by Dechter in her bucket elimination framework [15, 16] . Let Ψ = {ϕ 1 , . . . , ϕ r } ⊆ Φ be the given set of valuations and D ⊆ V with
The essential operation of the fusion algorithm is the elimination of a single variable x ∈ ∆ with ∆ = V \ D. For that purpose, let
denote the corresponding subsets of Ψ with respect to the appearance of the variable x. In Dechter's bucket elimination framework, Ψ x is called bucket of x [15] . As a consequence of (A5'), only the valuations in Ψ x are affected by the elimination of x. Thus, the remaining set of valuations after eliminating x from Ψ is
This is the basic step of the fusion algorithm [8] . In this way, the marginal of the joint valuation can be computed by successively eliminating all the variables in ∆ = {x 1 , . . . , x s }. Let x 1 , . . . , x s be an arbitrary sequence in which the variables in are eliminated, then
denotes the set of remaining valuations after eliminating all the variables in ∆. The complete process is called fusion algorithm (or bucket elimination). Finally, we get
Note that the efficiency of the algorithm depends strongly on the choice of the variable sequence. Several heuristics for finding good elimination sequences have been developed [40] [41] [42] [43] [44] . The question of finding good elimination sequences will not be further addressed in this paper.
Example 1 Let Ψ = {ϕ 1 , . . . , ϕ 9 } be the given set of valuations and
} is the complete set of available variables. Furthermore, let D = {a, b, c, d} be the domain of interest. Thus, ∆ = {x 1 , . . . , x 5 } is the set of variables to be eliminated. If we take x 1 , x 2 , x 3 , x 4 , x 5 as elimination sequence, then the fusion algorithm works as follows:
{a, d}
At the end of the process, four valuations {ϕ 9 , ϕ 11 , ϕ 13 , ϕ 14 } remain. Their combination is the requested marginal of the joint valuation:
Binary Join Trees
The fusion algorithm is a simple and straightforward solution for the problem of computing marginals of the joint valuation. From another perspective, fusion corresponds to the process of propagating the valuations in a messagepassing scheme from the leaves towards to root of a corresponding binary join tree [8] . The advantage of using inward propagation on join trees instead of the fusion algorithm is the possibility of reusing the computations of the inward phase in the case where several marginals are requested. Furthermore, we need binary join trees for the approximation method presented in Section 4.
Formally, a join tree is a tree (N, E) of nodes N and edges E where a domain d(n) ⊆ V is assigned to each node n ∈ N such that if a variable is in both domains of two distinct nodes, then it is in every domain on the path between the two nodes. This is the so-called running intersection property. Note that in different contexts, join trees are also called junction trees [45] , clique trees [1] , qualitative Markov trees [46] , hypertrees [4] , or cluster trees and bucket trees [16] .
Typically, the edges of a join tree are undirected. However, in our context it will be more convenient to use rooted join trees, where all the edges are directed towards a particular node root(N ) ∈ N called root node. A binary join tree (BJT) is a join tree where each node has at most three neighbors [8] .
A node with exactly one neighbor (one father, no children) is called leaf. In the case of a rooted BJT, we use the following notation:
L(n) → the left child of node n, or nil if n is a leaf, R(n) → the right child of node n, or nil if n is a leaf,
This specifies implicitly the edges of the join tree. Thus, the join tree itself is unambiguously determined by the set of nodes N . By the method presented in [47] , it is always possible to construct reduced BJTs where the root node has exactly two neighbors (two children, no father), and every other non-leaf node has exactly three neighbors (two children, one father).
Let us now look at how to construct a reduced BJT for a given set Ψ = {ϕ 1 , . . . , ϕ r } ⊆ Φ of valuations and a domain D ⊆ V of interest. The idea is similar to the fusion algorithm, that is variables are eliminated one after another. Let N Ψ = {n 1 , . . . , n r } denote the initial set of nodes n i with d( [01] function construct binary join tree(
end; [10] while |N x | > 1 [11] do begin [12] generate new node n with F (n) = nil; [13] select distinct n 1 , n 2 ∈ N x using some heuristic;
[14] [18] N ← N ∪ {n 1 , n 2 }; [19] end; [20] select n from N x = {n}; [21] if ∆ = ∅ then root(N ) = n; [22] else begin [23] ∆ [25] end; [26] until root(N ) = nil; [27] N ← N ∪ {n}; [28] return N ; [29] end.
The result N = {n 1 , . . . , n 2r−1 } returned by the above procedure is a reduced BJT where the domains of the leaves correspond to the domains of the valuations in Ψ and such that D ⊆ d(root(N )). Observe the strong analogy between this construction procedure and the fusion algorithm from Subsection 3.1.
Example 2 Let Ψ = {ϕ 1 , . . . , ϕ 9 } be the same set of valuations as in Example 1. If N Ψ = {n 1 , . . . , n 9 } is the corresponding set of initial nodes (one node for each valuation), then
are their respective domains. Again, D = {a, b, c, d} is supposed to be the domain of interest and ∆ = {x 1 , . . . , x 5 } the corresponding set of variables to be eliminated. We suppose that the next variable to be eliminated is always the one with the smallest index (this leads to the same elimination sequence as in Example 1). Similarly, the nodes to be selected at Step [13] of the algorithm are those with smallest indices. The following table describes the six steps of the construction procedure: 
The first variable to be eliminated is x 1 . It appears in the domains of the nodes N x = {n 1 , n 2 , n 3 }. Two new nodes n 10 and n 11 are generated. Node n 10 connects n 1 and n 2 and node n 11 connects n 3 and n 10 . As a consequence, we get d(n 10 ) = {a, c, x 1 } and d(n 11 ) = {a, b, c, x 1 , x 2 }. The remaining nodes after eliminating x 1 are N Ψ = {n 4 , . . . , n 9 , n 11 }. The elimination of the variables x 2 , . . . , x 5 is analogue.
After eliminating all the variables x 1 , . . . , x 5 , four nodes N Ψ = {n 8 , n 9 , n 13 , n 14 } remain. Three more nodes n 15 , n 16 , and n 17 are necessary to connect them and to terminate the procedure. The result is a reduced BJT determined by N = {n 1 , . . . , n 17 } and root(N ) = n 17 . Note that the domain of interest D = {a, b, c, d} is equal to the domain d(root(N )). A graphical representation of the tree is shown in Figure 3 .1.
Note that every variable that appears in the domains of two distinct nodes n i , n j ∈ {n 1 , . . . , n 17 } appears in all the domains among the path between n i and n j . For example, the variable a appears in the domains d(n 1 ) and d(n 9 ) and therefore also in d(n 10 ), d(n 11 ), d(n 13 ), d(n 16 ), d(n 17 ), and d(n 15 ).
Inward Propagation
Let Ψ = {ϕ 1 , . . . , ϕ r } be the given set of valuations, D the domain of interest, and N = {n 1 , . . . , n 2r−1 } the nodes of a BJT constructed by the method of the previous subsection. The marginal (⊗Ψ) ↓D can then be computed by a simple propagation procedure from the leaves of the BJT towards the root node. If leaves(N ) denotes the r leaves of the BJT, then we select for each valuation ϕ ∈ Ψ the corresponding leaf n ∈ leaves(N ) with d(n) = d(ϕ) and assign ϕ to n. We use ϕ(n) to denote the valuation assigned to node n and initialize ϕ(n) = nil for all non-leaf nodes n / ∈ leaves(N ). The message ϕ s (n) to be sent from node n to node F (n) is the valuation ϕ(n) stored at node n marginalized to their common variables d(n) ∩ d(F (n)). In other words, if n = root(N ), then ϕ s (n) is obtained from ϕ(n) by eliminating the variables
After node n = F (n) has received both incoming messages from its children L(n ) and R(n ), its own valuation ϕ(n ) is determined by the combination of ϕ s (L(n )) and ϕ s (R(n )). This simple mechanism is repeated until a valuation is received at the root node. Finally, ϕ(root(N )) ↓D = (⊗Ψ) ↓D is the resulting marginal of the joint valuation.
To describe this procedure formally, we initialize ϕ s (n) = nil for all n ∈ N and use
to denote the subset of nodes that have received both incoming messages and are ready to compute and send their own valuations. Furthermore, for the purpose of better convenience, we define ∆(root(N )) def = d(root(N )) \ D to be the set of variables to be eliminated at the end of the process. The propagation process can then be described as follows:
[04]
end; [10] return ϕ s (root(N )); [11] end. The result ϕ s (root(N )) = (⊗Ψ) ↓D of inward(N ) is is the requested marginal of the joint valuation. Note that the above algorithm always terminates after exactly r − 1 steps (one for each non-leaf node).
Example 3 Let Ψ = {ϕ 1 , . . . , ϕ 9 } be the same set of valuations and N = {n 1 , . . . , n 17 } with root(N ) = n 17 the same BJT as in the previous examples. Note that after initialization next(N ) = {n 10 , n 12 , n 14 , n 15 }. Furthermore, we have non-empty sets ∆(n) for n ∈ {n 8 , n 11 , n 13 , n 14 }. If at each step of the process the node to be selected from next(N ) is the one with the smallest index, then the eight steps of inward(N ) are as follows:
Step
The result of the process is the valuation ϕ s (n 17 ) assigned at Step 8 to the root node n 17 . In terms of the original valuations ϕ 1 , . . . , ϕ 9 , we get
Observe how all the variables ∆ = {x 1 , . . . , x 5 } are eliminated and how all the combinations are performed on local domains. Note that the result corresponds to the result of the fusion algorithm in Example 1.
Outward Propagation
The method presented in the previous subsection produces one particular marginal of the joint valuation. If several marginals are requested, then several runs of the algorithm on possibly different BJTs are necessary.
A more efficient method to compute several marginals on the same BJT is obtained by considering inward(N ) as an inward (or collect) phase where the valuations are propagated from the leaves towards the root node. Then, by reversing the direction in which the messages are passed between the nodes, a corresponding outward (or distribution) phase can be defined where the valuations are propagated from the root node towards the leaves [4, 8, 13] . The goal is to produce the marginals for all the domains of the underlying BJT by reusing intermediate results stored during the inward phase.
More formally, let ϕ r (n) denote the message received at node n from F (n). The idea of ϕ r (n) is to carry all the information of the valuations of all nondescendants of n. The marginal ϕ (n) = (⊗Ψ) ↓d(n) at node n is then obtained by ϕ (n) = ϕ(n) ⊗ ϕ r (n), where ϕ(n) = ϕ s (L(n)) ⊗ ϕ s (R(n)) is the valuation retrieved from the inward phase. Thus, ϕ r (n) must be such that
This expresses the idea that every message produced during the inward and the outward phase carries exactly the information of the corresponding subtree. The situation at node n with its incoming and outgoing messages is shown in Figure 3 .2. We use B(n) to denote the brother of n, that is the other child of F (n). The message ϕ r (n) is therefore determined by the messages ϕ r (F (n)) and ϕ s (B(n)). If we use
to denote the set of variables contained in d(F (n)) but not in d(n), then
Since the root node has no father, it is initialized by ϕ r (root(N )) = e D and ϕ (root(N )) = ϕ(root(N )). Furthermore, let
the set of nodes n ∈ N that are ready to receive their message from F (n). If N is a set of nodes previously used for an inward phase, then we can describe the outward phase as follows:
end; [10] return {ϕ (n) : n ∈ N }; [11] end.
The algorithm returns for each node n ∈ N the corresponding marginal ϕ (n) = (⊗Ψ) ↓d(n) . Identical results are obtained at nodes with identical domains. Note that the algorithm terminates after 2·(r−1) steps (one for each node, except for the root node) and requires 4·(r−1) combinations (two at each step).
Example 4 Consider the BJT from Example 2 after the inward phase as described in Example 3. The following table shows the messages produced during the outward process. Again, we suppose that for the next step of the procedure, always the node with smallest index is selected from next (N ). {n 3 , n 10 , n 12 , n 14 } n 3 n 11 n 10 {a, c} (ϕ r (n 11 ) ⊗ ϕ s (n 10 )) −{a,c} {n 10 , n 12 , n 14 } n 10 n 11
For example, look at node n 13 with d(n 13 ) = {a, b, c, x 2 }. In terms of the original valuations ϕ 1 to ϕ 9 , the valuation retrieved from the inward phase and the message received from node n 16 = F (n 13 ) are
respectively. Their combination ϕ(n 13 ) ⊗ ϕ r (n 13 ) forms the resulting marginal of the joint valuation at node n 13 :
The above process is not optimal in the sense that it includes redundant computations. An optimization has been proposed in [9] . The problem arises in cases where d(n) ⊆ d(F (n)). Then, instead of lines [07] and [08] in the previous algorithm, the result ϕ (n) = (⊗Ψ) ↓d(n) is more easily obtained from ϕ (F (n)) = (⊗Ψ) ↓d(F (n)) by simply eliminating the variables in ∆ (n). Furthermore, if d(n) ⊆ d(F (n)) holds recursively for all the children of n, then the message received from F (n) in line [07] becomes superfluous. Thus, depending on the structure of the underlying BJT, it is possible to reduce the number of combinations during the outward phase significantly. Consider two more notations:
An optimized version of outward(N ) is now obtained by introducing corresponding tests, that is by replacing lines [07] and [08]:
[01] function outward(N ) [10] else ϕ (n) ← ϕ(n) ⊗ ϕ r (n); [11] end; [12] return {ϕ (n) : n ∈ N }; [13] end.
The number of necessary combinations in this optimized version of outward(N ) is 4·(r−1) − |subset(N )| − |nested(N )| instead of 4·(r−1)
Example 5 Consider the binary join tree from Example 2 as depicted in Figure 3. 1. There are several nodes n ∈ subset(N ) or n ∈ nested(N ): n 1 n 2 n 3 n 4 n 5 n 6 n 7 n 8 n 9 n 10 n 11 n 12 n 13 n 14 n 15 n 16 n 17
Outward propagation as described in Example 4 involves 16 steps with a total number of 32 combinations (two at each step). Thus, using the optimized version of outward(N ) saves 22 combinations and reduces the total number of combinations from 32 to 10.
Idempotent Valuations
Idempotent valuation algebras like the algebra of DNF potentials have special computational properties [11, 12] . In particular, idempotency allows to simplify the messages during the outward phase. In fact, instead of computing ϕ r (n) by (3.7), it is only necessary to eliminate from ϕ (F (n) the variables in ∆ (n), that is
This reduces the number of necessary combinations and simplifies the outward procedure considerably. Special cases are again nodes n ∈ subset(n), where the result ϕ (n) is simply the incoming message ϕ r (n). The following procedure outward (N ) describes the outward phase for idempotent valuation algebras.
[01] function outward (N )
then ϕ (n) ← ϕ r (n); [10] else ϕ (n) ← ϕ(n) ⊗ ϕ r (n); [11] end; [12] return {ϕ (n) : n ∈ N }; [13] end.
Note that the number of necessary combinations of outward (N ) is reduced to 2·(r−1) − |subset(N )|.
Ordered Valuation Algebras
In practice, we always need an appropriate formal language to describe the information of a valuation ϕ ∈ Φ. In some cases, especially for large domains d(ϕ), an exact description of the information is not feasible. In many concrete examples of valuation algebras, appropriate approximation techniques exist, where a shorter description is obtained by focussing on the most relevant part of the information.
The idea of approximating information is now considered from the perspective of valuation algebras by imposing a completeness relation . Let ϕ, ϕ ∈ Φ be two valuations, then ϕ ϕ means that ϕ is more complete than ϕ , or alternatively, ϕ is less complete than ϕ. The intuition is that the information contained in ϕ is an approximation of the information contained in ϕ. As a consequence, we assume that ϕ has a more compact representation than ϕ. It is reasonable to assume a partial order :
• Reflexivity: ϕ ϕ for all ϕ ∈ Φ;
• Anti-symmetry: ϕ ϕ and ϕ ϕ implies ϕ = ϕ for all ϕ, ϕ ∈ Φ;
• Transitivity: ϕ ϕ and ϕ ϕ implies ϕ ϕ for all ϕ, ϕ , ϕ ∈ Φ.
Furthermore, it makes sense to assume that approximations are only possible on equal domains. More formally, ϕ ϕ implies d(ϕ) = d(ϕ ) for all ϕ, ϕ ∈ Φ. As a consequence, defines independent completeness relations D for each of the sub-semigroups Φ D . We assume that every subset Ψ ⊆ Φ D has a corresponding infimum inf(Ψ) ∈ Φ D , which is the most complete valuation less complete than any of the valuations in Ψ. This means that every sub-semigroup Φ D has an unique bottom element n D = inf(Φ D ) called least complete valuation. Intuitively, n D serves as a (trivial) approximation for all ϕ ∈ Φ D . If ϕ ∈ Φ is an arbitrary valuation on D, then V(ϕ) = {ϕ ∈ Φ : ϕ ϕ} ⊆ Φ D denotes the set of all valuations that are more complete than ϕ and for which ϕ is a possible approximation. The structure of Φ as induced by the completeness relation is illustrated in Figure 4 .1. 
Axioms
The completeness relation with its properties as described above is the basic concept for a general approximation technique on valuation algebras. Further requirements are about how behaves under combination and marginalization. Again, we impose these requirements by an additional system of axioms: 
(A9) Combination preserves partial order : Let ϕ 1 , ϕ 1 , ϕ 2 , ϕ 2 ∈ Φ be valuations such that ϕ 1 ϕ 1 and ϕ 2 ϕ 2 . This implies ϕ 1 ⊗ϕ 2 ϕ 1 ⊗ϕ 2 .
(A10) Marginalization preserves partial order : If ϕ, ϕ ∈ Φ are valuations such that ϕ ϕ , then ϕ
A system (Φ, V, , d, ⊗, ↓) of valuations Φ, variables V , and a completeness relation is called ordered valuation algebra, if the operations of labeling d, combination ⊗, and marginalization ↓ satisfy the axioms (A1) to (A10). Of course, Axiom (A10) can easily be translated for the case where variable elimination is used instead of marginalization.
(A10') Variable elimination preserves partial order : If ϕ, ϕ ∈ Φ are valuations such that ϕ ϕ , then ϕ
There are two key properties on which the general approximation method of this paper relies (see Section 5) . Both properties are direct consequences of the above axioms. First, if ϕ 1 , ϕ 2 ∈ Φ are arbitrary valuations, then ϕ 1 ϕ 1 and ϕ 2 ϕ 2 implies ϕ 1 ⊗ ϕ 2 ∈ V(ϕ 1 ⊗ ϕ 2 ). Second, if ϕ ∈ Φ is an arbitrary valuation and ϕ ϕ , then
Thus, if a set of valuations Ψ = {ϕ 1 , . . . , ϕ r } ⊆ Φ is approximated by a corresponding set of less complete valuations Ψ = {ϕ 1 , . . . , ϕ r } ⊆ Φ, then ⊗Ψ ↓D is an approximation of the exact marginal of the joint valuation ⊗Ψ ↓D .
This seems promising, but since the given potentials are usually defined on small domains, it is not very useful in practice. A better idea is to constantly approximate the exact computation during the propagation process, especially when the actual domain size reaches a critical limit. This requires a new com-bination operator and corresponding variations of the inward and outward propagation algorithms (see Section 5) .
By the way, in order to put Dechter's mini-bucket approximation method into the axiomatic framework of ordered valuation algebras, an additional axiom is required. Again it is possible to formulate the axiom either for marginalization or for variable elimination.
(A11) Distributivity of marginalization over combination: If ϕ 1 , ϕ 2 ∈ Φ are arbitrary valuations, then (
(A11') Distributivity of elimination over combination: If ϕ 1 , ϕ 2 ∈ Φ are arbitrary valuations, then (ϕ 1 ⊗ ϕ 2 )
This describes formally and within a proper theoretical framework the assumption on which mini-bucket approximation is based. However, the axioms (A11) and (A11') are not necessary for the method presented in this paper and will therefore not be considered further.
Examples of Ordered Valuation Algebras
In the following two subsections, the same examples of valuation algebras are discussed as in Subsection 2.2. It is shown how corresponding completeness relations can defined such that the axioms of the previous subsection are satisfied.
Probability Potentials
Consider probability potentials π : Ω D → IR + as defined in Subsection 2.2.1. If π and π are two such potentials, then
defines a completeness relation that satisfies the requirements of the previous subsection. In fact, (A7) is true since potentials on different domains are incomparable and because ≥ itself is a partial order (of course, ≥ is even a total order). Furthermore, for every set Π of potentials on domain D there is an infimum
The least complete potentials n D are obviously those for which π(x) = 0 for all x ∈ Ω D . This makes (A8) true because
Finally, (A9) and (A10) follow from the fact that combination and marginalization only involve multiplication and summation, respectively, which both preserve the total order ≥.
Thus, since all the requirements of the axioms (A7) to (A10) are satisfied, the algebra of probability potentials together with the completeness relation as defined above forms an ordered valuation algebra. The remaining question is how a potential π with π π can be interpreted as an approximation of π. Suppose that π is a probability distribution on D with x∈Ω D π(x) = 1. As a consequence, we have x∈Ω D π (x) ≤ 1 and we can define ε(π ) = 1 − x∈Ω D π (x) as the degree of incompleteness of π with ε(π ) = 0 if π = π and ε(π ) = 1 if π = n D . Intuitively, ε(π ) represents the part of the probability distribution that has not been assigned to some configurations x ∈ Ω D . If E ⊆ Ω D is an event with probability p π (E) = x∈E π(x), then the two cases are of particular interest where ε(π ) is either completely assigned to configurations of E or to configurations of the complement E c = Ω D \E. This defines corresponding lower and upper bounds p
This seems promising, but it is only useful in practice if π has a more compact representation than π. Indeed, this is the case if there are configurations x ∈ Ω D such that π(x) > 0 and π (x) = 0 and if the |D|-dimensional tables of π and π are represented by techniques used for sparse matrices where only non-zero values are stored. Thus, π can be approximated by eliminating configurations with values close to zero. For small domains D and frames Ω D , this is not very effective, but the benefits may be considerably in cases of large domains.
Belief Potentials
Consider belief potential m : 2 [27] . Clearly, the set of all such belief potentials together with the operations of combination and marginalization still forms a (stable) valuation algebra. Let m and m be two such belief potentials. The completeness relation defined by
satisfies the requirements of the axioms in Subsection 4.1. Axiom (A7) follows from the restriction that belief potentials with different domains are incomparable, the fact that ≥ itself is a total order, and because an infimum
exists for all collections M of such belief potentials. Furthermore, the belief potentials with m(A) = 0 for all A ⊆ Ω D are obviously the null elements of the combination satisfying all the requirements of Axiom (A8). Finally, since combination by Dempster's rule and marginalization as defined in Subsection 2.2.2 involve only multiplication and summation (which both preserve the total order ≥), the partial order is automatically preserved as required by (A9) and (A10).
The algebra of belief potentials together with the completeness relation as defined above is thus an ordered valuation algebra. If m and m are two such belief potentials with m m , then m can indeed be interpreted as an approximation of m. Let ε(m ) = 1 − A⊆Ω D m (A) be the degree of incompleteness as defined in [27] . It represents the remaining mass that has not been assigned to some subsets of Ω D . If Corresponding lower and upper bounds exist for normalized belief and plausibility [27] . If there are subsets A ⊆ Ω D for which m(A) > 0 but m (A) = 0, then m has less focal elements and therefore a more compact representation. Thus, belief potentials can be approximated by removing focal elements with small masses. We refer to [47] for a a comprehensive discussion of how to represent belief potentials by focal elements and to [27] for an extensive study of approximating belief potentials on the basis of ordered valuation algebras. def ⇐⇒ D = D and ∀τ ∈ δ there is τ ∈ δ such that τ ⊆ τ define the completeness relation. Note that set inclusion ⊆ forms a lattice. As a consequence, forms a partial order as required by (A7). If ∆ is a set of DNF potentials on the same domain D, then the infimum inf(∆) is simply the combination ⊗∆ of the potentials in ∆. Furthermore, [∅, D] is the null element of the combination satisfying the requirements of (A8). Finally, (A9) and (A10) are true because combination means basically computing set unions and marginalization produces only set differences. In both cases, set inclusion ⊆ is preserved. 
DNF Potentials
From [δ, D] [δ , D] follows that M D (δ) ⊇ M D (δ
Resource-Bounded Approximation
The problem of the inference algorithms described in Section 3 is that the effective time of computation is hardly predictable. Even worse, computing marginals of joint valuations is often not feasible. A general approach to overcome these difficulties is to exploit the properties of ordered valuation algebras as described in the previous section. Thus, given a finite collection Ψ = {ϕ 1 , . . . , ϕ r } ⊆ Φ c of arbitrary valuations, the idea is to approximate the exact marginal of the joint valuation ϕ = (⊗Ψ) ↓D ∈ Φ c by a less complete valuation ϕ ∈ Φ with ϕ ϕ .
In the following, we assume that the available time for approximating the marginal of the joint valuation is limited or determined by the user to T milliseconds. We present corresponding variations of the inward and outward algorithms for which the effective time of computation is guaranteed to be less than T milliseconds.
The method is based on the assumption that combination is the critical timeconsuming operation and that the time for other operations such as marginalization is neglectable. This is true in many important instantiations of valuation algebras such as probability potentials, belief potentials, or DNF potentials (see Subsection 2.2). However, there are some cases where marginalization and not combination is the critical operation. The method is therefore only applicable for a certain sub-class of possible instantiations of valuation algebras.
Resource-Bounded Combination
The basic concept of the new propagation algorithms is a new resource-bounded combination operator ⊗ t : Φ×Φ → Φ with t ∈ IR + and the following properties for all ϕ 1 , ϕ 2 ∈ Φ: (R1) the effective time to compute ϕ 1 ⊗ t ϕ 2 is less than t milliseconds,
Thus, the idea is to restrict the available time for the combination of ϕ 1 and ϕ 2 to t milliseconds. The result then is an incomplete potential that approximates the exact combination ϕ 1 ⊗ ϕ 2 . Resource-bounded combination is supposed to be monotone and complete. Thus, more time leads to better approximations and an infinitive amount of time leads to the exact result. Of course, the result of ϕ 1 ⊗ t ϕ 2 depends not only on ϕ 1 , ϕ 2 , and t, but also on external factors such as
• the actual implementation (data structures and algorithms),
• the actual hardware and software,
• etc.
Other important remarks are that resource-bounded combination ⊗ t is not necessarily commutative and associative, and that some other axioms such as (A5) or (A5') are not automatically transferable to ⊗ t . As a consequence, different sequences of combining the given valuations (i.e. on different binary join trees) lead to different results. This is somehow surprising and seems to be problematical. However, note that infinitely many less complete valuations ϕ exist such that (⊗Ψ) ↓D ϕ, but the goal is only to find one of them. If ⊗ is replaced by ⊗ t in inward(N ) or outward(N ), then condition (R2) together with the axioms (A9) and (A10) guarantee that the resulting valuation is indeed an approximation of (⊗Ψ)
↓D .
The remaining question is how to choose the parameter t if a total amount of T milliseconds is available for the entire process.
Inward Propagation
Consider the inward phase as described in Subsection 3.3 by inward(N ) and suppose that the combination operator in line [07] is replaced by ⊗ t . Note that the total number of combinations during the inward phase is r − 1 (one at each step of the algorithm for every non-leaf node in the BJT). A simple idea is to assign T /(r − 1) milliseconds for each of the r − 1 resource-bounded combinations. However, since some nodes of the BJT may require less than T /(r − 1) milliseconds for the exact combination, it is possible to reserve more time for more time-consuming nodes.
To generalize this idea, let T denote the remaining time and s the number of remaining steps of the algorithm. Thus, t = T /s is the corresponding available proportion of time for the next combination ϕ s (L(n)) ⊗ t ϕ s (R(n)) at node n ∈ next(N ). Furthermore, let T eff (ϕ 1 , ϕ 2 ) with
denote the effective time for the exact combination ϕ 1 ⊗ ϕ 2 and
the effective time for the exact combination at node n. As a consequence, (T − min{T eff (n), T /s})/(s − 1) milliseconds are left for each of the remaining s − 1 steps of the algorithm, and so on. This causes the actual proportion of available time t = T /s to increase monotonically during the process. To maximize the increase at the beginning, it is important to select at each step of the algorithm the node n ∈ next(N ) such that T eff (n) is as small as possible. Unfortunately, T eff (n) is unknown in advance. Therefore, we use T est (n) to estimate the time required for the exact combination ϕ s (L(n)) ⊗ ϕ s (R(n)) at each node n ∈ next(n) and minimize T est (n) instead of T eff (n). In practice, T est (n) depends on different factors such as the domain size at node n or the size and the structure of the corresponding incoming messages.
This idea leads to a resource-bounded version of the propagation algorithm with two input parameters N = {n 1 , . . . , n 2·r−1 }, that is the set of nodes of the corresponding BJT, and the total available time T . We use
to denote the number of necessary combinations. Furthermore, we suppose having a timer initialized to T milliseconds. Calling the function timer() allows then to determine the number of remaining milliseconds.
[ 
s ← s − 1; [12] T ← timer(); [13] end; [14] return ϕ s (root(N )); [15] end.
This process terminates after at most T milliseconds. The result is a (possibly incomplete) valuation ϕ ∈ Φ with (⊗Ψ) ↓D ϕ. This is a direct consequence of (A9), (A10), and (R2). Furthermore, if ϕ and ϕ are the results of inward(N, T ) and inward(N, T ) with T ≥ T , respectively, then (R3) guarantees that ϕ ϕ. Finally, as a consequence of (R4) and (R5), inward(N, 0) returns the least complete valuation n D and inward(N, ∞) produces the exact solution (⊗Ψ) ↓D .
Example 6 Consider the same set of valuations and the same corresponding BJT as in Example 1 and 2. Suppose that the effective time for combining the valuations at node n is T eff (n) = T est (n) = i + j milliseconds with L(n) = n i and R(n) = n j . Of course, this is somehow arbitrary and unrealistic, but its purpose is only to illustrate the procedure. The following table shows the values of the variables of inward(N, 100) at each of the eight steps of the process. An exclamation mark indicates cases where T eff (n) > T /s.
Step In the first step of the process, node n 10 is selected. The valuations attached to its children n 1 and n 2 are ϕ 1 and ϕ 2 , respectively. The effective time for combining ϕ 1 and ϕ 2 is T eff (n 10 ) = 1 + 2 = 3 milliseconds. This is less than T /s = 100/8 = 12.5. Therefore, ϕ(n 10 ) = ϕ s (n 10 ) = ϕ 1 ⊗ 12.5 ϕ 2 = ϕ 1 ⊗ ϕ 2 is stored node n 10 and 100−3 = 197 milliseconds are left for the seven remaining nodes.
At
Step 5, for example, we have 62 milliseconds left and four remaining steps. Thus, the proportion of the remaining time is T /s = 62/4 = 15.5 milliseconds. Node n 15 with children n 8 and n 9 and T est (n 15 ) = T eff (n 15 ) = 8 + 9 = 17 milliseconds is selected. The result ϕ(n 15 ) = ϕ s (n 15 ) = ϕ(n 8 ) ⊗ 15.5 ϕ(n 9 ) to be stored at node n 15 is less complete than the result of the exact combination ϕ(n 8 )⊗ϕ(n 9 ). The remaining time after
Step 5 is 62−15.5 = 46.5 milliseconds.
The result ϕ = ϕ s (n 17 ) obtained at the end of the process is an approximation of the exact result with (ϕ 1 ⊗ · · · ⊗ϕ 9 )
↓D\{x,y,z 1 ,z 2 } ϕ. In terms of the original valuations ϕ 1 , . . . , ϕ 9 , we get
⊗ 15.5 ϕ 9 ).
Outward Propagation
Let us now turn our attention to the outward propagation phase. The idea is the same as in the previous subsection, that is to share the remaining time T equally among the necessary combinations. Note that two combinations are possible at each step of the optimized version of outward(N ), that is in lines [07] and [10] . We use T est (n) to estimate the time for the combination
denotes the number of necessary combinations. The resource-bounded version of the optimized outward phase can then be described as follows.
[01] function outward(N, T ) select n ∈ next (N ) such that T est (n) is minimal; [09] if n / ∈ nested(N ) [10] then begin [11] ϕ r (n) ← (ϕ r (F (n)) ⊗ T /s ϕ s (B(n))) −∆ (n) ; [12] s ← s − 1 ; [13] T ← timer() ; [14] end; [15] if n ∈ subset(N ) [16] then ϕ(n) ← ϕ(F (n)) −∆ (n) ; [17] else begin [18] ϕ (n) ← ϕ(n) ⊗ T /s ϕ r (n); [19] s ← s − 1 ; [20] end; [21] T ← timer() ; [22] end; [23] return {ϕ (n) : n ∈ N }; [24] end.
The result of outward(N, T ) is for each node n ∈ N a corresponding (possibly incomplete) valuation ϕ (n) with (⊗Ψ) ↓d(n) ϕ (n). In the same way as in Subsection 5.2, the algorithm guarantees that the time limit T is never exceeded.
If T is the time for both the inward and the outward phase, then steps(N ) + steps (N ) is the total number of necessary combinations. In such a case, we can do the complete propagation process by first calling inward(N, T 1 ) and then outward(N, T 2 ) with parameters
1)
where T denotes the number of unused milliseconds in inward(N, T 1 ).
Idempotent Valuations
Consider outward propagation for idempotent valuations as described in Subsection 3.5. Again, T denotes the total time in milliseconds and the idea is to share the available time among the nodes of the BJT. We use T est (n) to estimate the time for the combination ϕ(n) ⊗ ϕ r (n) at node n ∈ next (N ) with T est (n) = 0 if n ∈ subset(n). Furthermore,
denotes the number of necessary combination during the process. A resourcebounded version of outward (N ) can then be described as follows:
initialize timer to T milliseconds; [06] while [10] if n ∈ subset(n) [11] then ϕ (n) ← ϕ(n); [12] else begin [13] ϕ (n) ← ϕ(n) ⊗ T /s ϕ r (n); [14] s ← s − 1 ; [15] end; [16] T ← timer() ; [17] end; [18] return {ϕ (n) : n ∈ N }; [19] end.
Once more, the procedure stops after at most T milliseconds and returns for all n ∈ N corresponding valuations ϕ (n) with (⊗Ψ) ↓d(n) ϕ (n).
Examples of Resource-Bounded Combination
In the following two subsections, the same examples of ordered valuation algebras are discussed as in Subsection 4.2. It is shown how corresponding resource-bounded combination operators can defined such that the conditions of Subsection 5.1 are satisfied.
Probability Potentials
Suppose that probability potentials π :
, where {x 1 , . . . , x n } ⊆ Ω D is the subset of non-zero configurations. Furthermore, let every list L π be ordered π(x i ) ≥ π(x j ) for all 1 ≤ i < j ≤ n.
Consider now two potentials π 1 on D 1 and π 2 on D 2 with corresponding sets of non-zero configurations {x 1 , . . . , x n 1 } ⊆ Ω D 1 and {y 1 , . . . , y n 2 } ⊆ Ω D 2 , respectively. If x ∈ Ω D 1 and y ∈ Ω D 2 with x ↓D 1 ∩D 2 = y ↓D 1 ∩D 2 , then we use xy to denote the configuration of Ω D 1 ∪D 2 for which xy ↓D 1 = x and xy ↓D 2 = y. Resources-bounded combination can then be described as follows:
initialize timer to t milliseconds; [05] while i ≤ n 1 and j ≤ n 2 and timer() > 0;
then begin [09] for r from j to n 2 do begin [10] if x [12] end; [13] i ← i + 1; [14] end; [15] else begin [16] for r from i to n 1 do begin [17] if y
[18] then insert [x r y j , π 1 (x r )· π 2 (y j )] into L; [19] end; [20] j ← j + 1; [11] end; [22] end; [23] return L; [24] end. This procedure stops after at most t milliseconds as required by (R1). The resulting list L = [z 1 , π 1 ⊗π 2 (z 1 )], . . . , [z n , π 1 ⊗π 2 (z n )] represents the resourcebounded combination π 1 ⊗ t π 2 . Note that {z 1 , . . . , z n } ⊆ Ω D 1 ∪D 2 is a subset of the non-zero configurations of π 1 ⊗ π 2 . As a consequence, we have π 1 ⊗ π 2 π 1 ⊗ t π 2 as required by (R2). Since combine(L π 1 , L π 2 , t) is an incremental procedure and because combine(L π 1 , L π 2 , 0) returns the empty list , the remaining requirements (R3), (R4), and (R5) are also satisfied.
Belief Potentials
The same idea will now be used for the resource-bounded combination of belief potentials. We suppose that every belief potential m : 2 Ω D is the set of focal elements of m and with m(A i ) ≥ m(A j ) for all 1 ≤ i < j ≤ n. This is the typical way of representing belief potentials [47] . If m 1 on D 1 and m 2 on D 2 are two belief potentials with corresponding sets of focal elements {A 1 , . . . , A n 1 } and {B 1 , . . . , B n 2 }, respectively, then resource-bounded combination can be implemented as follows: for r from j to n 2 do begin [10] C ← A ; [11] m ← m 1 (A i )· m 2 (B r ); [12] if [C, m ] ∈ L then m ← m + m; [13] else insert [C, m] into L; [14] end; [15] i ← i + 1; [16] end; [17] else begin [18] for r from i to n 1 do begin [19] C ← A ↑D 1 ∪D 2 r ∩ B ↑D 1 ∪D 2 j ; [20] m ← m 1 (A r )· m 2 (B j ); [21] if [C, m ] ∈ L then m ← m + m; [22] else insert [C, m] into L; [23] end; [24] j ← j + 1; [25] end; [26] end; [27] return L; [28] end.
The result after at most t milliseconds is the belief potential m 1 ⊗ t m 2 represented by the list L = [C 1 , m (C 1 )] , . . . , [C n , m(C n )] . Note that the set of focal elements {C 1 , . . . , C n } of m 1 ⊗ t m 2 is a subset of the focal elements of m 1 ⊗ m 2 . Furthermore, for every focal element C i , 1 ≤ i ≤ n, we have m(C i ) ≤ m 1 ⊗m 2 (C i ). Thus, since combine(L m 1 , L m 2 , t) is an incremental pro-cedure and because combine(L m 1 , L m 2 , 0) returns the empty list , all the necessary requirements of (R1) to (R5) in Subsection 5.1 are satisfied. For more information on resource-bounded combination of belief potentials we refer to [27] .
DNF Potentials
Another similar procedure is resource-bounded combination for DNF potentials. Let [δ 1 , D 1 ] and [δ 2 , D 2 ] be two DNF potentials with δ 1 = {τ 1 , . . . , τ n 1 } and δ 2 = {τ 1 , . . . , τ n 2 }. The idea is to select incrementally the shortest term from either δ 1 or δ 2 and to compute all the corresponding the set unions with the terms of the other DNF. For that purpose, we suppose that both DNFs δ 1 and δ 2 are ordered according to the length of their terms with |τ i | ≤ |τ j | for all 1 ≤ i < j ≤ n 1 and |τ i | ≤ |τ j | for all 1 ≤ i < j ≤ n 2 . We can then describe resource-bounded combination by the following simple procedure.
[ δ ← δ ∪ {τ i ∪ τ r : r ∈ {j, . . . , n 2 }}; [10] i ← i + 1; [11] end; [12] else begin [13] δ ← δ ∪ {τ r ∪ τ j : r ∈ {i, . . . , n 1 }}; [14] j ← j + 1; [15] end; [16] end; [17] return 
Conclusion and Future Work
Introducing a completeness relation into the concept of valuation algebras turns out to be the key for understanding approximation from a very general point of view. In fact, within the framework of binary join trees, it allows to transform existing inference methods into generic resource-bounded contract algorithms, where the user determines the maximal available time. Compared to Dechter's approach of mini-bucket approximation, this has many advantages (see Subsection 1.1). There is for example no risk for the computation of getting stuck without producing a result. Furthermore, using time as the input parameter that determines between accuracy and efficiency, there is an infinite number of possible input values with corresponding levels of accuracy. Finally, the system of axioms, on which the method of this paper is based, provides a clear and proper theoretical framework that allows to verify its applicability in any particular domain.
Future work should primarily focus on the investigation of different concrete instantiations. So far, only belief potentials have been studied in depth [27] . Note that the results are very promising. Of particular interest would certainly be the case of probability potentials, where an empirical comparison with existing approximation techniques would allow to further judge the usefulness of this approach.
Another open question is the problem of improving a low level of accuracy without repeating the entire process. Such a refinement procedure exists in the case of belief potentials [27] and it leads to interruptible anytime algorithms. But so far, it is not clear how to extend this idea to the general case.
Furthermore, it is not yet clear how to treat cases where marginalization and not combination is the critical time-consuming operation. Although this is rather unusual, some very important instantiations behave like that. One example is the language of conjunctive normal forms (CNF). Combination means simply concatenating the two sets of clauses (and removing subsumed clauses), but marginalization involves the computation of all possible resolvents over the variables to be eliminated.
Finally, it would interesting to study mini-bucket approximation more deeply from the axiomatic perspective of ordered valuation algebras (see Subsection 4.1 for the basic idea). It may also be useful to investigate the combination of mini-bucket approximation and the resource-bounded procedures from this paper.
