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DIRECT SAMPLING METHODS FOR INVERSE ELASTIC
SCATTERING PROBLEMS
XIA JI∗, XIAODONG LIU† , AND YINGXIA XI‡
Abstract. We consider the inverse elastic scattering of incident plane compressional and shear
waves from the knowledge of the far field patterns. Specifically, three direct sampling methods
for location and shape reconstruction are proposed using the different component of the far field
patterns. Only inner products are involved in the computation, thus the novel sampling methods are
very simple and fast to be implemented. With the help of the factorization of the far field operator,
we give a lower bound of the proposed indicator functionals for sampling points inside the scatterers.
While for the sampling points outside the scatterers, we show that the indicator functionals decay
like the Bessel functions as the sampling point goes away from the boundary of the scatterers. We
also show that the proposed indicator functionals continuously dependent on the far field patterns,
which further implies that the novel sampling methods are extremely stable with respect to data
error. For the case when the observation directions are restricted into the limited aperture, we firstly
introduce some data retrieval techniques to obtain those data that can not be measured directly and
then use the proposed direct sampling methods for location and shape reconstructions. Finally, some
numerical simulations in two dimensions are conducted with noisy data, and the results further verify
the effectiveness and robustness of the proposed sampling methods, even for multiple multiscale cases
and limited-aperture problems.
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1. Introduction. Scattering of elastic waves plays an important role in such
different areas as seismic imaging, nondestructive testing, geophysical exploration,
and medical diagnosis. In the last twenty years, non-iterative sampling methods for
location and shape reconstruction in inverse elastic scattering problems have attracted
a lot of interest. Typical examples include the Linear Sampling Method by Arens [2],
the Factorization Method by Alves and Kress [1], Arens [2], Charalambopoulos &
Kirsch et al. [6], and recently by Hu, Kirsch & Sini [13], and the method based on
topological derivative by Guizina & Chikivhev [11]. The basic idea is to design an
indicator which is big inside the underlying scatterer and relatively small outside.
Recently, in [7], Chen & Huang introduced the Reverse Time Migration where the
indicator functional is defined as the imaginary part of the cross-correlation of the
weighted elastic Green function and the weighted back-propagated elastic wave field.
Different to the previous sampling methods, the indicator functional decays as the
sampling points go away from the boundary. We also refer to Li, Wang et al. [18] and
Bao & Hu et al. [3] for iterative methods by using multiple frequency data. For the
readers interested in a more comprehensive treatment of the inverse elastic scattering
problems, we suggest consulting Bonnet and Constantinescu [5] on this subject.
The purpose of this paper is to introduce some novel indicator functionals for
inverse elastic scattering problems with the far field patterns. These indicator func-
tionals have a lower bound for sampling points inside the scatterers and decay like
the Bessel functions as the sampling point goes away from the boundary of the scat-
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terers. Besides, some data retrieval techniques will be introduced for limited aperture
problems. We will focus on the case of two-dimensional scattering and present both
the theoretical and numerical results for this case, illustrating the fast, effective and
robust reconstructions, even for the limited aperture problems.
We begin with the notations used throughout this paper. All vectors will be
denoted in bold script. For a vector x := (x1, x2)T ∈ R2, we introduce the two unit
vectors xˆ := x/|x| and xˆ⊥ obtained by rotating xˆ anticlockwise by pi/2. For simplicity,
we write ∂i for the usual partial derivative ∂∂xi , i = 1, 2. Then, in addition to the usual
differential operators grad := (∂1, ∂2)T and div := (∂1, ∂2), we define two auxiliary
differential operators grad⊥ and div⊥ by grad⊥ := (−∂2, ∂1)T and div⊥ := (−∂2, ∂1),
respectively. It is easy to deduce the differential indentities div⊥grad = div grad⊥ =
0.
Let Ω ⊂ R2 be an open and bounded Lipschitz domain such that the exterior
R2\Ω of Ω is connected. Here and throughout the paper we denote Ω the closure
of the set Ω. A confusion with the complex conjugate z of z ∈ C is not expected.
The propagation of time-harmonic elastic wave equation in an isotropic homogeneous
media outside Ω is governed by the reduced Navier equation
∆∗u + ω2u = 0 in R2\Ω, ∆∗ := µ∆ + (λ+ µ)grad div , (1.1)
where u denotes the total displacement field and ω is the circular frequency, λ and µ
are Lame´ constants satisfying µ > 0, 2µ + λ > 0. It is well known that any solution
u of the Navier equation (1.1) has a decomposition in the form
u = up + us,
where
up := − 1
k2p
grad div u and us := − 1
k2s
grad⊥div⊥u,
are known as the compressional (longitudinal) and shear (transversal) parts of u,
respectively. Here, kp := ω/
√
λ+ 2µ and ks := ω/
√
µ denote the compressional wave
number and the shear wave number, respectively. It is clear that
∆up + k
2
pup = 0, div
⊥up = 0, ∆us + k2sus = 0, div us = 0 in R2\Ω.
For a rigid body Ω, the total displacement field u satisfies the first (Dirichlet)
boundary condition
u = 0 on ∂Ω. (1.2)
For a cavity, we impose the second (Neumann) boundary condition
Tνu = 0 on ∂Ω, (1.3)
where Tν denotes the surface traction operator defined by
Tν := 2µν · grad + λνdiv − µν⊥div⊥
in terms of the exterior unit normal vector ν on ∂Ω.
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Let S := {x ∈ R2 : |x| = 1} denote the unit circle in R2. In elastic scattering, an
important case is the scattering of a plane wave with incident direction d ∈ S which
takes the form
uin = apu
in
p + asu
in
s , ap, as ∈ C,
where uinp := deikpx·d is a plane compressional wave and uins := d⊥eiksx·d is a plane
shear wave, respectively. The scatterer Ω gives rise to a scattered field usc = u−uin.
The scattered field usc is a solution to (1.1) and has a decomposition usc = uscp + uscs
with uscp := − 1k2p grad div u
sc and uscs := − 1k2s grad
⊥div⊥usc. The scattered field
satisfies the Kupradze’s radiation conditions
∂uscp
∂r
− ikpuscp = o(r−
1
2 ),
∂uscs
∂r
− iksuscs = o(r−
1
2 ), (1.4)
uniformly in all directions xˆ ∈ S as r := |x| → ∞. For the unique solvability of the
scattering problems (1.1)-(1.4) in the space [H1loc(R2\Ω)]2 we refer to Kupradze [17]
and Li, Wang et al. [18].
It is well known that every radiating solution to the Navier equation has an
asymptotic behaviour of the form
usc(x) =
kp
ω
eipi/4√
8piω
eikp|x|√|x| u∞p (xˆ)xˆ
+
ks
ω
eipi/4√
8piω
eiks|x|√|x| u∞s (xˆ)x⊥ +O(|x|−3/2), x→∞ (1.5)
uniformly in all direction xˆ ∈ S. The functions u∞p and u∞s are known as the com-
pressional and shear far field pattern of usc, and are analytic functions on S. We
want to remark here that, to simplify the subsequent representations, the coefficients
in (1.5) are slightly different to those given in [2, 21]. We also have the asymptotic
behaviour [2]
Txˆusc(x) = iω
eipi/4√
8piω
eikp|x|√|x| u∞p (xˆ)xˆ
+iω
eipi/4√
8piω
eiks|x|√|x| u∞s (xˆ)x⊥ +O(|x|−1), x→∞, (1.6)
where Txˆ denotes the surface traction operator on a circle centered on the origin of
radius |x|.
Throughout this paper, we will denote the pair of far field patterns
[u∞p (xˆ,d, ap, as); u
∞
s (xˆ,d, ap, as)]
of the corresponding scattered field by u∞(xˆ,d, ap, as), indicating the dependence
on the observation direction xˆ ∈ S, the incident direction d ∈ S and the pair of
coefficients (ap, as) ∈ C2. We want to remark that the dependence on the coefficients
(ap, as) is linear. For convenience, we use the following notations
u∞pp(xˆ,d) := u
∞
p (xˆ,d, 1, 0), u
∞
sp(xˆ,d) := u
∞
p (xˆ,d, 0, 1),
u∞ps(xˆ,d) := u
∞
s (xˆ,d, 1, 0), u
∞
ss(xˆ,d) := u
∞
s (xˆ,d, 0, 1).
Let S0 ⊂ S be a subset of S with nonempty interior. Then, we are interested in the
following three inverse elastic scattering problems.
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• IP-FF: Determine the location and shape of the scatterer Ω from the knowl-
edge of the full far field pattern u∞(xˆ,d, ap, as) for all observation directions
xˆ ∈ S0 ⊂ S, all incident directions d ∈ S and for (ap, as) = (1, 0) and
(ap, as) = (0, 1).
• IP-PP: Determine the location and shape of the scatterer Ω from the knowl-
edge of the compressional far field pattern u∞pp(xˆ,d) for all observation direc-
tions xˆ ∈ S0 ⊂ S, and all incident directions d ∈ S.
• IP-SS: Determine the location and shape of the scatterer Ω from the knowl-
edge of the shear far field pattern u∞ss(xˆ,d) for all observation directions
xˆ ∈ S0 ⊂ S, and all incident directions d ∈ S.
Clearly, the measurement data in IP-PP and IP-SS is much less than those in
IP-FF. For uniqueness of IP-FF, we refer to Hähner and Hsiao [12], while the cor-
responding result of IP-PP and IP-SS can be found in the recent works by Gintides
& Sini [10] and Hu, Kirsch & Sini [13]. Due to analyticity, for uniqueness it suffices to
know the far field pattern on the subset S0 ⊂ S. However, as one would expect, the
quality of the reconstructions decreases drastically for this so called limited-aperture
problem. In particular, the traditional sampling type methods studied in Alves and
Kress [1], Arens [2], Charalambopoulos & Kirsch et al. [6], Hu, Kirsch & Sini [13],
and Sevroglou [21] fail to work. In this paper, we will introduce some data retrieval
techniques to compute those data that can not be measured directly. Combining this
and using the proposed sampling methods, the limited-aperture problems are desired
to be solved partially.
This paper is organized as follows. In the next section, the theoretical analysis
of the proposed reconstruction scheme will be established. A lower bound of the
indicators for the sampling points inside the scatterers is obtained with the help
of an inf-criterion characterization. The decay behavior of the indicators will then
be studied for sampling points away from the boundary of the scatterers. A stability
statement will also be established to reflect the important feature of the reconstruction
scheme. For the limited-aperture problems, a data retrieval scheme will be introduced
to numerically obtain the far field patterns that can not be measured directly. One
then may combine the data retrieval technique and the previous sampling methods
for inverse elastic scattering problems. Some numerical simulations in two dimensions
will be presented in the last section to indicate the efficiency and robustness of the
proposed methods.
2. Novel direct sampling methods and their mathematical basis. For
any z ∈ R2 and any polarization q ∈ S define the two functions φpz ∈ L2(S) and
φsz ∈ L2(S) by
φpz(θ) := e
−ikpz·θ(q · θ) and φsz(θ) := e−iksz·θ(q · θ⊥), θ ∈ S, (2.1)
respectively. Then for IP-FF, IP-PP and IP-SS we introduce the indicator func-
tionals
IFF(z) :=
∣∣∣∣∫
S
(φpz(d), φ
s
z(d))
∫
S
(
u∞pp(xˆ,d) u
∞
ps(xˆ,d)
u∞sp(xˆ,d) u
∞
ss(xˆ,d)
)(
φpz(xˆ)
φsz(xˆ)
)
ds(xˆ)ds(d)
∣∣∣∣ ,(2.2)
IPP(z) :=
∣∣∣∣∫
S
φpz(d)
∫
S
u∞pp(xˆ,d)φ
p
z(xˆ)ds(xˆ)ds(d)
∣∣∣∣ , (2.3)
ISS(z) :=
∣∣∣∣∫
S
φsz(d)
∫
S
u∞ss(xˆ,d)φsz(xˆ)ds(xˆ)ds(d)
∣∣∣∣ , z ∈ R2, (2.4)
respectively.
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2.1. Lower bound estimate of IFF(z), IPP(z) and ISS(z) for z ∈ Ω. We will
use the short-hand L2 := [L2(S)]2. For any g ∈ L2, we adopt the notation g = (gp; gs)
with
gp(d) := g(d) · d and gs(d) := g(d) · d⊥, d ∈ S.
The Hilbert space L2 will be equipped with the inner product
(g,h)S :=
∫
S
gp(d)hp(d)ds(d) +
∫
S
gs(d)hs(d)ds(d), g,h ∈ L2. (2.5)
It is clear that there holds the decomposition
g(d) = gp(d) + gs(d), gp(d) := gp(d)d, gs(d) := gs(d)d
⊥,
where gp(d) ∈ L2p := {gp ∈ L2 : gp(d) · d⊥ = 0, d ∈ S} and gs(d) ∈ L2s := {gs ∈
L2 : gs(d) · d = 0, d ∈ S}. For later use, we introduce the orthogonal projection
operators Pp : L2 → L2p and Ps : L2 → L2s, i.e., for all g(d) ∈ L2, Pp(g(d)) = gp(d)
and Ps(g(d)) = gs(d). Their adjoint operators P∗p : L2p → L2 and P∗s : L2s → L2 are
just the inclusions from L2p and L2s, respectively, to L2.
Consider the elastic Herglotz wave function
vg(x) :=
∫
S
{
eikpx·dgp(d)d + eiksx·dgs(d)d⊥
}
ds(d), x ∈ R2, (2.6)
with a vector Herglotz kernel g = (gp; gs) ∈ L2. We now introduce the far field
operator F : L2 → L2 defined by
(Fg)(xˆ) :=
∫
S
u∞ (xˆ,d, gp(d), gs(d)) ds(d)
=
∫
S
(
u∞pp(xˆ,d) u
∞
sp(xˆ,d)
u∞ps(xˆ,d) u
∞
ss(xˆ,d)
)(
gp(d)
gs(d)
)
ds(d), (2.7)
i.e., Fg is the far field pattern for the scattering of elastic Herglotz wave function with
kernel g. The far field operator F plays an essential role in the investigations of the
sampling type methods for inverse problems, we refer to [2] for a survey on the state
of the art of its properties and applications.
For any z ∈ R2, recall the two test functions φpz ∈ L2(S) and φsz ∈ L2(S), we
define φz ∈ L2 by
φz(θ) := (φ
p
z;φ
s
z) = e
−ikpz·θ(q · θ)θ + e−iksz·θ(q · θ⊥)θ⊥, θ ∈ S. (2.8)
By interchanging orders of integration, we may rewrite our indicator IFF given by
(2.2) in a very simple form
IFF(z) = |(Fφz, φz)S|, z ∈ R2, (2.9)
where (·, ·)S is the inner product of the space L2 given in (2.5). Similarly, by defining
Fp := PpFP∗p and Fs := PsFP∗s , we found that the indicators IPP and ISS given by
(2.3) and (2.4) can be written as a very simple form,
IPP(z) :=
∣∣∣(Fpφpz , φpz )S∣∣∣ and ISS(z) := ∣∣∣(Fsφsz, φsz)S∣∣∣, z ∈ R2, (2.10)
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with φpz := (φpz; 0) and φsz := (0;φsz), respectively.
Recall the Green’s tensor
Φ(x,y) =
i
4µ
H
(1)
0 (ks|x− y|)I
+
i
4ω2
gradx grad
T
x (H
(1)
0 (ks|x− y|)−H(1)0 (kp|x− y|)), x 6= y
of the Navier equation in R2 in terms of the identity matrix I and the Hankel function
H
(1)
0 of the first kind of order zero. For any y ∈ R2 and any polarization q ∈ S, an
elastic point source with source point y and polarization q is given by Φ(x,y)q, x ∈
R2\{y}. From the asymptotics for the Hankel function H(1)0 it follows that the far
field pattern Φ∞(·,y; q) of the point source Φ(x,y)q, x ∈ R2\{y} is given by
Φ∞p (xˆ,y; q) = e
−ikpxˆ·y(q · xˆ) = φpz(xˆ), xˆ ∈ S, (2.11)
Φ∞s (xˆ,y; q) = e
−iksxˆ·y(q · xˆ⊥) = φsz(xˆ), xˆ ∈ S. (2.12)
Now we introduce the elastic single-layer operator S : [H−1/2(∂Ω)]2 → [H1/2(∂Ω)]2,
given by
(Sφ)(x) :=
∫
∂Ω
Φ(x,y)φ(y)ds(y), x ∈ ∂Ω. (2.13)
Then the following property of the single-layer operator S is important for our sub-
sequent analysis.
Lemma 2.1. Assume that ω2 is not a Dirichlet eigenvalue of −∆∗ in Ω. Then
there exist c > 0 with
|〈φ,Sφ〉| ≥ c‖φ‖2[H−1/2(∂Ω)]2 , φ ∈ [H−1/2(∂Ω)]2,
where 〈·, ·〉 denotes the duality pairing in 〈[H−1/2(∂Ω)]2, [H1/2(∂Ω)]2〉.
Proof. This property follows immediately from Lemma 1.17 of [15] in combination
with Lemma 4.2 of [2].
Define the data-to-pattern operator G : [H1/2(∂Ω)]2 → L2 by
Gh := u∞, (2.14)
where u∞ is the far field pattern of the solution to the Dirichlet boundary value
problem with boundary data h. By a standard argument, we have that the data-
to-pattern operator G : [H1/2(∂Ω)]2 → L2 is compact, injective with dense range in
L2. To characterize the scatterer Ω by the corresponding date-to-pattern operator,
we have the following lemma.
Lemma 2.2. For any z ∈ R2 and q ∈ S, define the function φz by (2.8). Then
the following holds.
• z ∈ Ω if and only if φz(xˆ; q) ∈ R(G).
• z ∈ Ω if and only if φpz (xˆ; q) ∈ R(PpG).
• z ∈ Ω if and only if φsz(xˆ; q) ∈ R(PsG).
Proof. The first result has been proved by Arens in Theorem 4.7 of [2]. The other
two can be done analogously in combination with the definitions of the projection
operators.
We introduce the Hergoltz wave operator H : L2 → [H1/2(∂Ω)]2 by setting
(Hg)(x) :=
∫
S
{
eikpx·dgp(d)d + eiksx·dgs(d)d⊥
}
ds(d), x ∈ ∂Ω.
Direct sampling methods for inverse elastic scattering problems 7
Hg is the trace on ∂Ω of the elastic Herglotz wave function (2.6) with vector Herglotz
kernel g = (gp; gs) ∈ L2. Its adjoint H∗ : [H−1/2(∂Ω)]2 → L2 is given by
(H∗φ)(d) :=
(∫
∂Ω
e−ikpx·dd · φ(x)ds(x);
∫
∂Ω
e−iksx·dd⊥ · φ(x)ds(x)
)
, d ∈ S.
We note that H∗φ is exactly the far field pattern of the elastic single-layer potential
Sφ, hence
H∗ = GS and therefore H = S∗G∗,
where G∗ : L2 → [H−1/2(∂Ω)]2 and S∗ : [H−1/2(∂Ω)]2 → [H1/2(∂Ω)]2 denote the
adjoints of G and S, respectively. On the other hand, we observe that Fg is the
far field pattern of the solution of the exterior Dirichlet problem with boundary data
−(Hg)|∂Ω, which implies F = −GH. Combining the previous operator equality, we
deduce the factorization of the far field operator
F = −GS∗G∗, (2.15)
Consequently, we have the factorizations of the operators Fp and Fs,
Fp = −(PpG)S∗(PpG)∗, Fs = −(PsG)S∗(PsG)∗. (2.16)
For all z ∈ R2 and polarization q ∈ S, define a subspace Az ⊂ L2 by
Az := {ψ ∈ L2 : (ψ, φz)S = 1},
where φz is the test function given in (2.8) and (·, ·)S is the inner product of L2 defined
by (2.5). Now we are in a position to state the main result of this subsection.
Theorem 2.3. Consider the inverse elastic scattering by a rigid body Ω. Assume
that ω2 is not a Dirichlet eigenvalue of −∆∗ in Ω. Let q ∈ S be the polarization.
Then z ∈ Ω, if and only if,
inf{|(Fψ, ψ)S| : ψ ∈ Az} > 0. (2.17)
Furthermore, we have the lower bound estimate
IFF(z) ≥ c‖Φ(·, z)q‖2
[H1/2(∂Ω)]2
, z ∈ Ω, (2.18)
for some constant c > 0 which is independent of z. Similar, we have
IPP(z) ≥ c‖Φ(·, z)q‖2
[H1/2(∂Ω)]2
and ISS(z) ≥ c‖Φ(·, z)q‖2
[H1/2(∂Ω)]2
, z ∈ Ω,(2.19)
for some constant c > 0 which is independent of z.
Proof. First, (2.17) follows directly by applying Theorem 1.16 in [15] to the
factorization (2.15), Lemma 2.2 and noting the fact that the operator S is coercive by
Lemma 2.1. Furthermore, note that φz(xˆ; q) = G(−Φ(·, z)q|∂Ω), using Theorem 1.16
of [15] again we deduce that
inf{|(Fψ, ψ)S| : ψ ∈ Az} ≥ c‖Φ(·, z)q‖2
[H1/2(∂Ω)]2
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for some constant c > 0 which is independent of z. Second, we observe that
(φz, φz)S = 2pi, (2.20)
which implies ψ0 := 12pi φz ∈ Az. From this we derive that
IFF(z) = |(Fφz, φz)S|
= 4pi2|(Fψ0, ψ0)S|
≥ 4pi2 inf{|(Fψ, ψ)S| : ψ ∈ Az}
≥ c‖Φ(·, z)q‖2
[H1/2(∂Ω)]2
for some constant c > 0 which is independent of z. Thus, the lower bound estimate
(2.18) for the indicator IFF in Ω has been proved. The other two lower bound estimates
in (2.19) can be shown analogously using the factorizations (2.16).
We conclude this subsection by a remark that the analogous result of Theorem
2.3 holds for the Neumann boundary condition. Our analysis rely on the factorization
of the far field operator. The data-to-pattern operator G : [H−1/2(∂Ω)]2 → L2 is
now defined to map h ∈ [H−1/2(∂Ω)]2 into the far field pattern u∞ = Gh of the
exterior Neumann boundary value problem with boundary data h. We introduce the
hypersingular integral operator N : [H1/2(∂Ω)]2 → [H−1/2(∂Ω)]2 by
(Nφ)(x) := Tν(x)
∫
∂Ω
(Tν(y)Φ(x,y))T φ(y)ds(y), x ∈ ∂Ω,
for φ ∈ [H1/2(∂Ω)]2. Then one can derive the factorization of the far field operator
for Neumann problem in the form
F = −GN∗G∗.
Based on this, the analogous results of Lemmas 2.1, 2.2 and Theorem 2.3 can be
derived.
Finally, we want to remark that the assumption on interior eigenvalues in Lemma
2.1 and Theorem 2.3 has only its theory interest. It is well-known that the classical
sampling type methods for solving inverse scattering problems fail if the wave number
is an eigenvalue of a corresponding interior eigenvalue problem. We refer to a modifi-
cation proposed by Kirsch & Liu [16] to avoid the eigenvalues. However, our sampling
methods are independent of the interior eigenvalues from the numerical point of view.
2.2. Indicator behavior for the sampling points away from the bound-
ary ∂Ω. We have known from the previous subsection that the values of the indicator
functionals can not be small arbitrarily for sampling points inside. In this subsection,
we study the behavior of the indicator functionals for sampling points away from the
boundary.
To simplify the subsequent representations, we introduce
J(w) :=
wwT
|w|2 , w ∈ R
2.
Straightforward calculations show that I− J(w) = J(w⊥). For the scattering problem
(1.1)-(1.4), the far-field pattern (u∞p , u∞s ) has the following representation [2]
u∞p (xˆ,d)xˆ =
∫
∂Ω
{
[Tν(y)J(xˆ)e−ikpxˆ·y]Tusc(y,d)
Direct sampling methods for inverse elastic scattering problems 9
−J(xˆ)e−ikpxˆ·yTν(y)usc(y,d)
}
ds(y), (2.21)
u∞s (xˆ,d)xˆ
⊥ =
∫
∂Ω
{
[Tν(y)J(xˆ⊥)e−iksxˆ·y]Tusc(y,d)
−J(xˆ⊥)e−iksxˆ·yTν(y)usc(y,d)
}
ds(y). (2.22)
By straightforward calculations, it can be seen that, for all xˆ ∈ S, y ∈ ∂Ω,
[Tν(y)(J(xˆ)e−ikpxˆ·y)]xˆ = Tν(y)(xˆe−ikpxˆ·y)
and
[Tν(y)(J(xˆ⊥)e−ikpxˆ·y)]xˆ⊥ = Tν(y)(xˆ⊥e−ikpxˆ·y).
Inserting this into (2.21)-(2.22), we find that
u∞p (xˆ,d) =
∫
∂Ω
{
uinp (y,−xˆ) · Tν(y)usc(y,d)
−[Tν(y)uinp (y,−xˆ)] · usc(y,d)
}
ds(y), (2.23)
u∞s (xˆ,d) =
∫
∂Ω
{
uins (y,−xˆ) · Tν(y)usc(y,d)
−[Tν(y)uins (y,−xˆ)] · usc(y,d)
}
ds(y). (2.24)
Now we introduce the following auxiliary functions
Gpp(z,d) :=
∫
S
u∞pp(xˆ,d)φ
p
z(xˆ)ds(xˆ), Gsp(z,d) :=
∫
S
u∞sp(xˆ,d)φ
p
z(xˆ)ds(xˆ),
Gps(z,d) :=
∫
S
u∞ps(xˆ,d)φsz(xˆ)ds(xˆ), Gss(z,d) :=
∫
S
u∞ss(xˆ,d)φsz(xˆ)ds(xˆ).
Then the indicators IFF, IPP and ISS involve the terms∫
S
Gpp(z,d)φ
p
z(d)ds(d),
∫
S
Gps(z,d)φ
p
z(d)ds(d), (2.25)∫
S
Gsp(z,d)φ
s
z(d)ds(d),
∫
S
Gss(z,d)φ
s
z(d)ds(d). (2.26)
Noting that Gpp, Gps, Gsp and Gss ∈ L2(S), by the well known Riemann-Lebesgue
Lemma, we obtain that all the expressions in (2.25)-(2.26) go to 0 as |z| → ∞, so we
have
IFF(z)→ 0, IPP(z)→ 0, and ISS(z)→ 0 as z→∞. (2.27)
For the behaviors of the indicators as the sampling points away from the boundary
of the scatterers we proceed by recalling the spherical harmonics
Y βα (xˆ) := γe
iβϕ, xˆ := (cosϕ, sinϕ)T ∈ S, γ :=
√
1
2pi
, (2.28)
for β = ±α, α = 0, 1, 2, · · · , which form a complete orthonormal system in L2(S). In
particular, we are interested in the spherical harmonics Y βα (xˆ) of order α = 0, 1, 2, 3
with xˆ = (xˆ1, xˆ2)T ∈ S.
Y 00 (xˆ) = γ, Y
−1
1 (xˆ) = γ(xˆ1 − ixˆ2), Y 11 (xˆ) = γ(xˆ1 + ixˆ2), (2.29)
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Y −22 (xˆ) = γ(xˆ
2
1 − xˆ22 − 2ixˆ1xˆ2), Y 22 (xˆ) = γ(xˆ21 − xˆ22 + 2ixˆ1xˆ2), (2.30)
Y −33 (xˆ) = γ(4xˆ
3
1 − 3xˆ1 − 3ixˆ2 + 4ixˆ32), Y 33 (xˆ) = γ(4xˆ31 − 3xˆ1 + 3ixˆ2 − 4ixˆ32).(2.31)
Using (2.29)-(2.31) and the fact xˆ21 + xˆ22 = 1, we deduce that
xˆ1 =
Y 11 (xˆ) + Y
−1
1 (xˆ)
2γ
, xˆ2 =
Y 11 (xˆ)− Y −11 (xˆ)
2iγ
,
xˆ21 =
1
2
+
Y 22 (xˆ) + Y
−2
2 (xˆ)
4γ
, xˆ1xˆ2 =
Y 22 (xˆ)− Y −22 (xˆ)
4iγ
,
xˆ22 =
1
2
− Y
2
2 (xˆ) + Y
−2
2 (xˆ)
4γ
,
xˆ31 =
Y 33 (xˆ) + Y
−3
3 (xˆ)
8γ
+
3(Y 11 (xˆ) + Y
−1
1 (xˆ))
8γ
,
xˆ21xˆ2 =
Y 11 (xˆ)− Y −11 (xˆ)
8iγ
+
Y 33 (xˆ)− Y −33 (xˆ)
8iγ
,
xˆ1xˆ
2
2 =
Y 11 (xˆ) + Y
−1
1 (xˆ)
8γ
− Y
3
3 (xˆ) + Y
−3
3 (xˆ)
8γ
,
xˆ32 =
3(Y 11 (xˆ)− Y −11 (xˆ))
8iγ
− Y
3
3 (xˆ)− Y −33 (xˆ)
8iγ
.
Using further the Funk-Hecke formula [19]∫
S
e−ikz·xˆY βα (xˆ)ds(xˆ) =
2pi
iα
Jα(k|z|)Y βα (zˆ), (2.32)
with Jα being the Bessel functions of order α, we found that∫
S
e−ikz·xˆxˆm1 xˆ
n
2ds(xˆ) =
∑
α≤3
[am,nα Y
α
α (zˆ) + b
m,n
α Y
−α
α (zˆ)]Jα(k|z|),m+ n ≤ 3,m, n ∈ N,
for some constants am,nα , bm,nα ∈ C. Furthermore, using the far field representations
(2.23)-(2.24) and interchanging the order of integration, we deduce
Gii(z,d) =
∑
α≤3
cαJα(k|y − z|), z ∈ R2, y ∈ ∂Ω, ii = pp, ps, sp, ss.
This implies that the four auxiliary functions Gii are superpositions of the Bessel
functions Jα, α = 0, 1, 2, 3, although we do not know the coefficients cα which depend
on the total fields u on ∂Ω. Thus, we expect that the indicators IFF, IPP and ISS decay
like the Bessel functions as the sampling point z goes away from the boundary ∂Ω.
Combining the lower bound estimates given in the previous subsection, we expect
that the indicators take their maximum near the boundary of the underlying target
and decay like the Bessel functions as the sampling points go away from the boundary.
This phenomenon will be verified further in a lot of numerical simulations in Section
3.
We end this subsection by a stability statement, which reflects an important
feature of the reconstruction scheme.
Theorem 2.4. (Stability statement).
Iii(z)− Iδii(z) ≤ c‖u∞ − u∞δ ‖L2 , z ∈ R2, ii = FF,PP,SS, (2.33)
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where Iδii(z) is the indicator functional with u
∞ replaced by u∞δ , c is a constant inde-
pendent of sampling point z.
Proof. For simplicity, we restrict ourselves to the case of IPP. The other two can
be done analogously.
IPP(z)− IδPP(z)
:=
∣∣∣∣∫
S
φpz(d)
∫
S
u∞pp(xˆ,d)φ
p
z(xˆ)ds(xˆ)ds(d)
∣∣∣∣− ∣∣∣∣∫
S
φpz(d)
∫
S
u∞pp,δ(xˆ,d)φ
p
z(xˆ)ds(xˆ)ds(d)
∣∣∣∣
≤
∣∣∣∣∫
S
φpz(d)
∫
S
[u∞pp(xˆ,d)− u∞pp,δ(xˆ,d)]φpz(xˆ)ds(xˆ)ds(d)
∣∣∣∣
≤ c||u∞ − u∞δ ||L2 .
where we have used the triangle inequality in first inequality and the Cauchy-Schwarz
Inequality in the second one.
Remark 2.5. Theorem 2.4 show that our indicator depends continuously on
the scattering amplitudes, which makes our indicator extremely stable with respect to
noises.
2.3. Limited-aperture problems. In many cases of practical interest, the far
field pattern u∞(xˆ,d) is restricted to the case when observation direction xˆ and
incident direction d are on a subset So and Si, respectively, of the unit sphere S.
One of the key questions of the inverse problems is how to achieve a reasonable
reconstruction with these incomplete data. Clearly, one may directly replace the
integral surface S × S in (2.2)-(2.4) by Si × So. However, as one could expect, the
quality of the reconstructions decreases drastically for this so called limited-aperture
problem, and actually deteriorates as the aperture decreases. A typical feature of
the limited-aperture results is that the "shadow region" is highly elongated down
range. Physically, the information available from the "shadow region" is very weak,
in particular for high frequency waves. These phenomenon will also be observed in
the subsequent numerical simulations. Indeed, limited-aperture data can present a
severe challenge for the numerical methods.
In this subsection, we introduce some techniques to retrieve the far field patterns
that can not be measured directly. The corresponding results to acoustic scattering
problems can be found in a recent work [20]. For simplicity, we assume that Si = S.
For convenience, we introduce the notation
{u,v}∂Ω :=
∫
∂Ω
[u(y) · Tν(y)v(y)− v(y) · Tν(y)u(y)]ds(y).
Theorem 2.6. For all xˆ,d ∈ S, the far field pattern satisfies the reciprocity
relations
u∞pp(xˆ,d) = u
∞
pp(−d,−xˆ), u∞ss(xˆ,d) = u∞ss(−d,−xˆ) (2.34)
and
u∞ps(xˆ,d) = u
∞
sp(−d,−xˆ). (2.35)
Proof. We consider firstly the case when the incident field is a plane compressional
wave, i.e., uin = uinp (x,d) = deikpx·d. We further indicate the dependence of the
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corresponding scattered field and the total field on the incident direction d ∈ S by
writing usc(x,d) and u(x,d), respectively. From the representation (2.23), we have
u∞pp(xˆ,d) = {uinp (·,−xˆ),usc(·,d)}∂Ω (2.36)
and, interchanging the roles of xˆ and d,
u∞pp(−d,−xˆ) = {uinp (·,d),usc(·,−xˆ)}∂Ω. (2.37)
Applying the Betti formula to uin in Ω yields
{uinp (·,d),uinp (·,−xˆ)}∂Ω = 0. (2.38)
Using the Betti formula again to usc in the region {x ∈ R2\Ω : |x| < R} with R large
enough, with the help of (1.5) and (1.6), and finally letting R tend to infinity, we
deduce that
{usc(·,d),usc(·,−xˆ)}∂Ω = 0. (2.39)
We now subtract (2.36) from the sum of (2.37)-(2.39) to obtain
u∞pp(xˆ,d)− u∞pp(−d,−xˆ) = {u(·,−xˆ),u(·,d)}∂Ω = 0,
where we have used the boundary conditions (1.2)-(1.3) on ∂Ω in the last equality.
Thus we have showed the first reciprocity relation in (2.34), and the other two in
(2.34)-(2.35) can be proved analogously.
The first two reciprocity relations in (2.34) is an extension of the well-known
ones in acoustic and electromagnetic scattering problems [8]. The third one in (2.35)
is more interesting since it establishes a connection between the compressional far
field pattern corresponding to a plane shear wave and the shear far field pattern
corresponding to a plane compressional wave. We refer to [9] for the reciprocity
relations in 3D.
In R2, we choose an equidistant set of knots θi := (i−1)pi/m, i = 1, 2, . . . , 2m from
[0, 2pi). Assume that we have a set of incident plane waves with incident directions
di := (cos θi, sin θi), i = 1, 2, . . . , 2m.
The far field patterns are measured in different observation directions
xˆj := (cos θj , sin θj), j = 1, 2, . . . , 2m.
In the finite case we define the multi-static response (MSR) matrix Ffull ∈ C4m×4m
by
Ffull :=
(
Fpp Fps
Fsp Fss
)
(2.40)
with
Fii :=

u1,1ii u
1,2
ii · · · u1,2mii
u2,1ii u
2,2
ii · · · u2,2mii
...
...
. . .
...
u2m,1ii u
2m,2
ii · · · u2m,2mii
 , ii = pp, ps, sp, ss, (2.41)
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where ui,jii = u
∞
ii (xˆj ,di) for 1 ≤ i, j ≤ 2m corresponding to 2m observation directions
xˆj and 2m incident directions di. The MSR matrix Ffull given in (2.40) is regarded as
the scattering amplitude in full-aperture. We can partition both the rows and columns
of the 2m-by-2m MSR submatrix Fii to obtain a 2-by-2 block matrix
Fii =
(
F11ii F12ii
F21ii F22ii
)
, ii = pp, ps, sp, ss. (2.42)
We can now use the reciprocity Theorem 2.6 to deduce the symmetric structure of
the MSR matrix Ffull.
Corollary 2.7. For the block matrix defined in (2.42), we have
• F11ii = (F22ii )T , F12ii = (F12ii )T and F21ii = (F21ii )T , ii=pp, ss;
• F11ps = (F22sp)T , F22ps = (F11sp)T , F12ps = (F12sp)T and F21ps = (F21sp)T .
Using Corollary 2.7, the far field patterns that can not be measured directly could
be retrieved immediately from the symmetric structure of the MSR matrix Ffull. Let
B be a ball large enough such that Ω ⊂ B and k2 is not a Dirichlet eigenvalue for −∆
in B. Define the integral operator S∞k : L
2(∂B)→ L2(S) by
(S∞k φ)(xˆ) :=
∫
∂B
e−ikxˆ·yφ(y)ds(y), xˆ ∈ S. (2.43)
Then one can show that the operator S∞k is injective and has dense range, see e.g.,
Theorem 5.19 in [8]. To retrieve full-aperture data, one may firstly solve the equations
S∞kpφ = u
∞
p , and S
∞
ksψ = u
∞
s (2.44)
by the Tikhonov regularization in L2(S0) and then insert the solutions φ and ψ into
u∞p (xˆ) := (S
∞
kp
φ)(xˆ) and u∞s (xˆ) := (S∞ksψ)(xˆ), respectively for xˆ ∈ S to obtain the
missing data. Unfortunately, the integral operator S∞k has an analytic kernel and
therefore the equations (2.44) are severely ill-posed. Following ideas from [20], one
may combine this with the special symmetric structure given in Corollary 2.7 to
retrieve the data that cannot be measured directly. With the reconstructed full-
aperture data, using the indicators given in (2.2)-(2.4), it is desirable to partially
solve the limited-aperture problems.
3. Numerical experiments. Now we turn to present a variety of numerical
examples in two dimensions to illustrate the efficiency and effectiveness of our sam-
pling methods. There are totally six groups of numerical tests to be considered, and
they are respectively referred to as Dirichlet, Neumann, Multiple, MultiScalar,
ResolutionLimit and Limited-aperture.
The boundaries of the scatterers used in our numerical experiments are parame-
terized as follows.
Circle: x(t) = (a, b) + ρ (cos t, sin t), 0 ≤ t ≤ 2pi, (3.1)
Peanut: x(t) = (a, b) + ρ
√
3 cos2 t+ 1(cos t, sin t), 0 ≤ t ≤ 2pi, (3.2)
Pear: x(t) = (a, b) + ρ(2 + 0.3 cos 3t) (cos t, sin t), 0 ≤ t ≤ 2pi, (3.3)
Kite: x(t) = (a, b) + ρ (cos t+ 0.65 cos 2t− 0.65, 1.5 sin t), 0 ≤ t ≤ 2pi, (3.4)
with (a, b) and ρ being the location and size, respectively, of the scatterer which may
be different in different examples. For simplicity, we seek the scattered field in the
form
usc(x) =
∫
∂Ω
Φ(x,y)ψ(y)ds(y), x ∈ R2\Ω,
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where the density ψ is to be determined by using Nyström method with the boundary
conditions (1.2)-(1.3). Then the corresponding far field patterns are given by
u∞p (xˆ) =
∫
∂Ω
e−ikpxˆ·yψ(y) · xˆds(y), xˆ ∈ S,
u∞s (xˆ) =
∫
∂Ω
e−iksxˆ·yψ(y) · xˆ⊥ds(y), xˆ ∈ S,
which can be evaluated by the trapezoidal rule after solving the integral equation for
ψ. We refer to the [4, 14, 22] and the references therein for other numerical methods
for the exterior elastic scattering problems.
In our simulations, we compute the far field patterns u∞(θj , θl) with θj = 2pij/N ,
for N equidistantly distributed incident directions and observation directions. These
data are then stored in the matrix FΩ ∈ CN×N . We further perturb FΩ by random
noise using
F δΩ = FΩ + δ‖FΩ‖
R1 +R2i
‖R1 +R2i‖ ,
where R1 and R2 are two N × N matrixes containing pseudo-random values drawn
from a normal distribution with mean zero and standard deviation one. The value of
δ used in our code is δ := ‖F δΩ − FΩ‖/‖FΩ‖ and so presents the relative error.
In the following experiments, we take N = 512, the relative error level δ =
10%, 30%, and the Lame´ constants λ = 1 and µ = 1. If not stated otherwise, we take
the circular frequency ω = 8pi.
3.1. Example Dirichlet. This example is designed to check the validity of our
methods for scatterers with different shapes. For simplicity, we impose Dirichlet
boundary condition on the underlying scatterers. The Neumann case will be con-
sidered in the next example. The underlying scatterer is chosen to be a kite or a
pear shaped domain with (a, b) = (0, 0) and ρ = 1. The research domain is chosen
as [−6, 6] × [−6, 6] with 321 × 321 equally spaced sampling points. Figure 3.1 shows
the corresponding results. Clearly, different to the classical sampling methods, all
the proposed indicators decay like the Bessel functions as the sampling points away
from the boundary. All the results show that our methods are very robust to noise.
We observe that, even up to 30% noise is added, both the location and shape of the
underlying scatterer can be well reconstructed. This verifies our theory analyses and
can also be observed in the subsequent examples.
3.2. Example Neumann. For comparison, we consider the scattering by cav-
ities, i.e., the Neumann boundary condition is imposed. We take the same domains
as the previous example. The reconstructions are shown in Figure 3.2. From this, we
observe that the locations and shapes are still be well captured. This further shows
that our methods are independent of the physical properties of the underlying scat-
terer.
3.3. Example Multiple. We consider the scattering by a scatterer with two
disjoint components. We set the scatterer to be a combination of a peanut shaped
domain centered at (3,−3) and a kite shaped domain centered at (−3, 3). We impose
Dirichlet boundary condition on the boundary ∂Ω. The search domain is the rectangle
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Fig. 3.1. Example Dirichlet. Reconstructions of a rigid body with 30% noise. Top row: kite
shaped domain. Bottom row: pear shaped domain.
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Fig. 3.2. Example Neumann. Reconstructions of a cavity with 30% noise. Top row: kite
shaped domain. Bottom row: pear shaped domain.
[−6, 6]× [−6, 6] with 641× 641 equally spaced sampling points. The reconstructions
are shown in Figure 3.3.
3.4. Example Multiscalar. In this example, the underlying scatterer is a com-
bination of a big pear shaped domain with ρ = 2 centered at (0, 0) and a mini disk
with radius ρ = 0.1 centered at (a, b) = (4, 4). We set N = 512 and ω = 8pi. The
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Fig. 3.3. Example Multiple. Reconstructions for kite-peanut scatterers with 30% noise.
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Fig. 3.4. Example Multiplescalar. Reconstructions for pear-disk scatterers with 30% noise.
reconstructions are shown in Figure 3.4. We observe that both parts can be well re-
constructed. In particular, the mini disk is also exactly located, even with 30% noise.
3.5. Example Resolutionlimit. As shown in Figure 3.5(a), the underling scat-
terer Ω is given as the union of two disjoint obstacles Ω = Ω1 ∪ Ω2 where Ω1 is a big
disk centered at (−2, 0) with radius ρ = 3, while Ω2 is a kite shaped domain centered
at (2.75, 0). These two disjoint components are very close to each other. Again, we
impose Dirichlet boundary condition on the boundary ∂Ω. The results are shown in
Figure 3.5, from which we observe that the gap appears clearly.
3.6. Example Limited-aperture. In the final example, we consider the limited-
aperture problems. We take the benchmark test example, a kite shaped rigid body.
The kite shaped domain is non-convex. It has become a criterion to judge the quality
of a reconstruction method whether the concave part of the obstacle can be success-
fully recovered. Figure 3.6 shows the reconstructions with different limited-aperture
data. It is clear to note that, even without noise, the results are worse than those
with full-aperture data. However, both the location and shape of the kite are still
roughly captured. As expected, the illuminated part is well reconstructed, which is
as good as the one with full-aperture data, while the "shadow region" is indeed elon-
gated because of the limited data aperture and the high frequency ω = 8pi. We also
observe, from the 2nd and 3rd columns of Figure 3.6, that the concave part can be
well reconstructed as long as it is covered by the observation angles.
If we fix the observation angles distributed over [0, pi/2]. To obtain more in-
formation of the "shadow region", we take, in the final example, a lower frequency
ω = 4pi. The top row of Figure 3.7 shows the results with 10% noise. Using the data
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Fig. 3.5. Example Resolutionlimit. Reconstructions for disk-kite scatterers with 30% noise.
(a) (0, pi/2) (b) (pi/2, pi) (c) (pi, 3pi/2) (d) (3pi/2, 2pi)
(e) (0, pi/2) (f) (pi/2, pi) (g) (pi, 3pi/2) (h) (3pi/2, 2pi)
(i) (0, pi/2) (j) (pi/2, pi) (k) (pi, 3pi/2) (l) (3pi/2, 2pi)
Fig. 3.6. Example Limited-aperture. Reconstructions of kite shaped domain with limited-
aperture data and no noise. Top row: SS case. Middle row: PP case. Bottom row: FF case.
retrieval techniques proposed in the subsection 2.3, we firstly retrieve those data with
observation angles in (pi/2, 2pi), and then reconstruct the kite with the help of the
proposed indicators. The artificial domain B is chosen to be a ball centered at the
origin with radius 5. The bellow row of Figure 3.7 shows the corresponding results,
which are indeed improved than those in the top row. In particular, the concave part
is successfully reconstructed by using the indicator ISS.
Finally, we consider the cases with one or several incident directions. The corre-
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FF (z)
Fig. 3.7. Example Limited-aperture. Reconstructions of kite-shaped domain with 10%
noise and w = 4pi.
sponding uniqueness of the inverse problem is still open now. Figure 3.8(a)-(d) show
the results with only one incident direction. We observe that the location is roughly
captured. However, the shape information fails to be reconstructed. With the in-
crease of the incident directions, the shape is well reconstructed better and better,
see Figure 3.8(e)-(h).
In all the above examples, we observe that the reconstructions are rather satisfac-
tory, considering the severe ill-posedness of the inverse scattering problems and the
fact that at least 10% noise is added in the measurements (far field patterns).
4. Concluding remarks. In this paper we propose three non-iterative sam-
pling methods for shape identification in inverse elastic scattering problems. Both the
theory foundation and numerical simulations are presented. Only matrix vector multi-
plications are involved in the computation, thus our methods are very fast and robust
against measurement noise from the numerical point of view. The recovering scheme
works independently of the physical properties of the underlying scatterers. There
might be several components with different scalar sizes, presented simultaneously.
Our method also allows us to distinguish two components close to each other, which
is known to be challenging for numerical reconstruction. For the limited-aperture
problems, some data retrieval techniques are proposed, which have been used for the
inverse problems by combining the proposed sampling methods. An important and
interesting observation is that the reconstructions by using the indicator ISS seem to
be the best in all cases, which may due to the fact that ks > kp. Finally, we want to
remark that, in all of our numerical simulations, we have observed that the indicator
always takes its maximum on or near the boundary of the scatterer. However, there
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(a) d = (1, 0)T (b) d = (0, 1)T (c) d = (−1, 0)T (d) d = (0,−1)T
(e) 2 directions (f) 4 directions (g) 8 directions (h) 16 directions
Fig. 3.8. Example Limited-aperture. Reconstructions of kite-shaped domain with one or
several incident plane shear waves.
is still no theory analysis on this fact.
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