Many of the carbon-enhanced metal-poor (CEMP) stars that we observe in the Galactic halo are found in binary systems and show enhanced abundances of elements produced by the slow neutron-capture process (s-elements). The origin of the peculiar chemical abundances of these CEMP-s stars is believed to be accretion in the past of enriched material from a primary star in the asymptotic giant branch (AGB) phase of its evolution. We investigate the mechanism of mass transfer and the process of nucleosynthesis in low-metallicity AGB stars by modelling the binary systems in which the observed CEMP-s stars were formed. For this purpose we compare a sample of 67 CEMP-s stars with a grid of binary stars generated by our binary evolution and nucleosynthesis model. We classify our sample CEMP-s stars in three groups based on the observed abundance of europium. In CEMP−s/r stars the europium-toiron ratio is more than ten times higher than in the Sun, whereas it is lower than this threshold in CEMP−s/nr stars. No measurement of europium is currently available for CEMP-s/ur stars. On average our models reproduce well the abundances observed in CEMPs/nr stars, whereas in CEMP-s/r stars and CEMP-s/ur stars the abundances of the light-s elements (strontium, yttrium, zirconium) are systematically overpredicted by our models and in CEMP-s/r stars the abundances of the heavy-s elements (barium, lanthanum) are underestimated. In all stars our modelled abundances of sodium overestimate the observations. This discrepancy is reduced only in models that underestimate the abundances of most of the s-elements. Furthermore, the abundance of lead is underpredicted in most of our model stars, independent of the metallicity. These results point to the limitations of our AGB nucleosynthesis model, particularly in the predictions of the element-to-element ratios. In our models CEMP-s stars are typically formed in wide systems with periods above 10,000 days, while most of the observed CEMP-s stars are found in relatively close orbits with periods below 5,000 days. This evidence suggests that either the sample of CEMP-s binary stars with known orbital parameters is biased towards short periods, or that our wind mass-transfer model requires more efficient accretion in close orbits.
Introduction
The very metal-poor stars observed in the Galactic halo are of low mass and exhibit abundances of iron of approximately [Fe/H] −2.0. Very metal-poor stars carry the fingerprints of the early stages of evolution of the Milky Way and therefore have been extensively studied by different surveys in the past two decades, with particular focus on chemically peculiar stars (e.g.: Beers et al. 1992; Christlieb et al. 2001; Frebel et al. 2006; Yanny et al. 2009 ). Among these, carbon-enhanced metal-poor (CEMP) stars are very metal-poor stars enriched in carbon. The observed fraction of CEMP stars in the halo increases with increasing galactic latitude and with decreasing metallicity, and varies between approximately 9% at [Fe/H] < −2 and about 25% at [Fe/H] < −3 (Cohen et al. 2005; Marsteller et al. 2005; Frebel et al. 2006; Lucatello et al. 2006; Lee et al. 2013; Yong et al. 2013) .
In the literature CEMP stars are generally defined by the carbon excess [C/Fe] > 1.0, and are classified in groups according to the observed abundances of barium and europium, two heavy elements produced by the slow (s-) and the rapid (r-) neutron-capture process, respectively. The exact definitions vary between different authors (e.g. Beers & Christlieb 2005; Jonsell et al. 2006; Aoki et al. 2007; Masseron et al. 2010) , and in this work we adopt the following classification scheme. It has been suggested that CEMP stars owe their abundances to mass transfer of carbon-rich material in the past from a thermally-pulsing asymptotic giant branch (TP-AGB) primary star that today is an unseen white dwarf (e.g. Wallerstein & Knapp 1998; Preston & Sneden 2001; Beers & Christlieb 2005; Ryan et al. 2005) .
In this work we focus on CEMP-s stars, for which there are stronger arguments in favour of the binary mass-transfer scenario. Qualitatively, in this scenario the primary star evolves to the AGB phase, produces carbon and heavy elements and subsequently transfers part of this material by wind mass transfer to the low-mass companion star, the star observed today. A quantitative model of this process depends on many aspects of stellar evolution, AGB nucleosynthesis and binary interaction that are not well understood. In AGB stars many uncertainties are related to the physics of mixing, which determines the stellar structure and chemical composition and which in turn influence the radius of the star, and hence its luminosity and mass loss rate (Herwig 2005; Constantino et al. 2014; Fishlock et al. 2014) . The material that is expelled by the AGB star carries away angular momentum from the system and its fate depends on the mass transfer mechanism. Therefore the study of CEMP-s stars provides us with a powerful tool to improve our understanding of AGB nucleosynthesis at low metallicity and of the mass-transfer process in binary systems.
In our previous paper (Abate et al. 2015a , hereinafter Paper I) we analyse a sample of 15 CEMP binary stars with known orbital periods: through the comparison with the observed abundances while matching the measured periods we put new constraints on our models of binary stellar evolution and AGB nucleosynthesis. In most of the systems a combination of large mass accretion and efficient angular momentum loss is necessary to reproduce at the same time the observed chemical abundances and orbital periods. About half of the stars of the sample are not accurately reproduced by any of our models, regardless of the assumptions made about the dynamical evolution of the systems, and this points to the limitations in our AGB nucleosynthesis model, particularly on the maximum abundances of the heavy s-process elements and on the element-to-element ratios that are produced.
In this work we extend the analysis of Paper I to a larger sample of 67 CEMP-s stars that includes systems without information about the orbital period. We model a grid of about 400,000 binary stars with different masses and separations and we compare the modelled abundances with the observations. For each star in the sample we determine the model star that best matches the observed abundances, with the same procedure of χ 2 minimization followed in Paper I. In every star for each observed element we compute the residual as the difference between the observed and the modelled abundance and subsequently we analyse the distributions of the residuals for every element individually. The purpose of this analysis is to investigate if statistically our model reproduces the observations, even though discrepancies may occur for some elements in individual stars, and thus to test our models with a study complementary to that of Paper I.
The paper is organised as follows. In Sect. 2 we describe our observational sample, and in Sect. 3 we present our model of binary stellar evolution and nucleosynthesis. In Sect. 4 we discuss the set of initial abundances adopted in our model. In Sect. 5 we present the results of the analysis of our sample CEMP-s stars, we compare the modelled and observed abundances of every element individually and we discuss the distribution of the residuals. In Sect. 6 we investigate the confidence limits on the initial parameters of our best fits and we study the distribution of these parameters. In Sect. 7 we discuss our results while Sect. 8 concludes.
Data sample
Our database of observed very metal-poor stars is based on 580 stars catalogued in the SAGA observational database (Suda et al. 2008 , last updated in January 2015 with iron abundance −2.8 ≤ [Fe/H] ≤ −1.8. Among these objects we select the stars with observed abundances of carbon and barium and we ignore stars with only upper or lower limits. In some stars measurements of element abundances or stellar parameters are available from multiple sources. In most cases the measurements are consistent within the observational uncertainties and for the purpose of our study we use the arithmetic mean of the logarithm of the observed abundances and we adopt the largest observed error as the uncertainty on the measure. In case two measurements differ by more than the declared observational uncertainty and there is no obvious criterium to prefer one value, we compute the average and we adopt as the uncertainty half the difference between the two values. To this sample we add four CEMP stars studied by Masseron et al. (2010) with metallicity in the above range that were not present in the SAGA database. This selection leaves us with a sample of 378 very metalpoor stars, 67 of which are classified as CEMP-s stars, 8 as CEMP-no stars, 46 are CEMP stars with no information about the abundances of neutron-capture elements, and the remaining 257 are carbon-normal very metal-poor stars. In Fig. 1 we show the carbon abundances of the stars in our observed sample as a function of [Fe/H] . CEMP-no stars are indicated as grey triangles. The dotted line represents the threshold carbon abundance [C/Fe] = 1 above which the stars are defined CEMP stars. We classify CEMP-s stars in three groups based on the abundance of europium:
• In CEMP-s/r stars the abundance of europium is enhanced, [Eu/Fe] > 1 (open squares).
• In CEMP-s/nr stars the europium abundance is [Eu/Fe] ≤ 1 (filled circles).
• In CEMP-s/ur stars the abundance of europium has not been determined (crosses), for example because the spectra have low signal-to-noise ratios, or the europium lines are blended. 
Models of binary evolution and nucleosynthesis
As in Paper I, in this study we use the code binary c/nucsyn that couples algorithms to compute the evolution of stars in binary systems with a model of stellar nucleosynthesis. The details of our code and the prescriptions used for the binary stellar evolution and nucleosynthesis are extensively discussed by Izzard et al. (2004 Izzard et al. ( , 2006 Izzard et al. ( , 2009 . Our default input physics is the same as in Paper I, and we refer to this for a more complete description. In this section we summarise some important parameters adopted in our model, related to the wind mass-transfer process and the nucleosynthesis in the AGB phase (Sect. 3.1 and 3.2), and we describe the basic characteristics of our grid of model stars (Sect. 3.3).
Wind-accretion rate and angular momentum loss
In this work we compare the results derived with three different model sets based on different assumptions about the windaccretion rate and the mechanism of angular momentum loss. The model sets are listed in Table 1 . Model sets A and B are the same as in Paper I. In our default model set A we calculate the wind-accretion rate according to the prescription for wind Roche-lobe overflow (WRLOF) with a dependence on the mass ratio, as presented by Abate et al. (2013, Eq. 9) . We compute the angular momentum carried away by the wind material assuming a spherically symmetric wind (Eq. 4 of Abate et al. 2013 ). The results of Paper I show that a mechanism of wind accretion that is much more efficient at relatively short separations is necessary to reproduce the abundances observed in two thirds of the analysed CEMP-s stars. To take this into account, in model set B we adopt the Bondi-Hoyle-Lyttleton (BHL) prescription as in Eq. (6) of Boffin & Jorissen (1988) with α BHL = 10 (instead of 1 ≤ α BHL ≤ 2) to simulate a very efficient mass-transfer process. Model set B also adopts a prescription of efficient angular momentum loss, in which the material lost from the binary system carries away a multiple γ = 2 of the average specific orbital angular momentum (as in Eq. 2 of Izzard et al., 2010 , and Eq. 10 of Abate et al. 2013) . Model set C combines the WRLOF accretion rate as in model set A with the efficient angular momentum loss as in model set B. In the analysis performed by Abate et al. (2013) this is the model set that predicts the largest fraction of CEMP stars.
AGB nucleosynthesis
We refer to the review papers by Busso et al. (1999) and Herwig (2005) for a description of the nucleosynthesis process in the interior of AGB stars, the role of the 13 C-pocket at the top of the intershell region as a source of free neutrons for the production of slow neutron-capture elements (s-elements) in low-mass AGB stars, and the effect of the third dredge-up process (TDU hereinafter) that mixes the products of internal nucleosynthesis to the stellar surface. In the models of Karakas (2010) a 13 Cpocket is created by including a partial mixing zone (PMZ) at the deepest extent of each TDU, where protons are mixed in the intershell region and subsequently captured by the 12 C nuclei to 
Notes. Our WRLOF model is calculated with Eq. (9) of Abate et al. (2013) . The BHL model is computed with Eq. (6) of Boffin & Jorissen (1988) . Angular momentum loss due to wind ejection is computed alternatively with Eq. (4) of Abate et al. (2013) for a spherically symmetric wind or with γ = 2 in Eq. (2) of Izzard et al. (2010) and Eq. (10) of Abate et al. (2013) .
form a layer rich in 13 C. The mass of the PMZ is a free parameter in the models, and Lugaro et al. (2012) study the effects of different masses of the PMZ on the surface abundances in AGB stars with different initial masses.
We describe in Paper I how in our models the amount of material dredged-up from the intershell region is determined in order to reproduce the evolution predicted in the detailed models of Karakas (2010) and Lugaro et al. (2012) . The chemical composition of the intershell region is saved in a table as a function of three parameters: the mass of the star at the beginning of the TP-AGB phase, the thermal-pulse number, and the mass of the PMZ, M PMZ . The surface abundances of an AGB star of mass M * evolve in time and are recalculated at every TDU, when material with the chemical composition of the intershell region taken from our table is mixed into the convective envelope.
Grid of models
Our simulations are based on the same grid of models as in Paper I, with N binary-evolution models distributed in the M 1 − M 2 − log 10 a − M PMZ parameter space, where M 1, 2 are the initial masses of the primary and secondary stars, respectively, a is the initial separation of the system, and M PMZ is the mass of the partial mixing zone of any star of the binary system that becomes an AGB star. The grid resolution N = N M1 ×N M2 ×N a ×N PMZ , where we choose N M1 = 34, N M2 = 28, N a = 30, and N PMZ = 10. The initial parameters are chosen as follows:
-M 1 varies in the range [0.9, 6 .0] M . The grid spacing is ∆M 1,i = 0.1 M up to 3 M , and ∆M 1,i = 0.25 M otherwise. -M 2 is equally spaced in the range [0.2, 0.9] M , and by definition M 2,i ≤ M 1,i . -a varies between 10 2 R and 10 5 R . The distribution of separations is flat in log 10 a. In the mass range considered here, at shorter separations the evolution of primary stars is interrupted before the AGB, because the systems undergo a common-envelope phase, whereas stars at wider separation do not interact in our models. The eccentricity is always zero. -When M 1,i < 3 M we adopt 10 different values for M PMZ , namely 0, 10 −4 , 2 × 10 −4 , 5 × 10 −4 , 6.66 × 10 −4 , 10 −3 , 1.5 × 10 −3 , 2 × 10 −3 , 3 × 10 −3 , and 4 × 10 −3 M . M PMZ is zero otherwise, in accordance with the detailed models of AGB nucleosynthesis of Karakas (2010) .
All stars in our grid are formed in binary systems. In reality single stars or binaries in wider orbits may exist, and carbon-rich very metal-poor AGB stars have recently been observed (Boyer et al. 2015) . To determine whether the abundances observed in the stars of our sample can be reproduced by a single-star model, We assume that the accreted material is instantaneously mixed throughout the entire secondary star, as in the default model of Paper I. This approximation mimics the effect of efficient non-convective mixing processes, such as thermohaline mixing, and is reasonable in low-mass stars (Stancliffe et al. 2007 ).
In our model we assume the same metallicity as in the detailed models of Lugaro et al. (2012) 76 Ge and for heavier isotopes we adopt the solar abundance distribution derived by Asplund et al. (2009) scaled to metallicity Z = 10 −4 . Different assumptions on the initial composition of the stars negligibly affect AGB nucleosynthesis, as discussed by Lugaro et al. (2012) . In the next section we discuss how representative our set of initial abundances is of the chemical composition of the very metal-poor stars in our sample.
Comparison of the model initial abundances with carbon-normal metal-poor stars
In this section we focus on the 257 "carbon-normal" very metalpoor stars in our sample, i.e. with [C/Fe] < 1, called C-normal stars hereinafter. C-normal stars do not exhibit evidence of duplicity and are not expected to have changed their initial surface composition. Consequently, their abundances are expected to follow the distribution predicted by Galactic chemical-evolution models at metallicity Z ≈ 10 −4 . Some abundance variations may be introduced by internal mixing processes, such as rotational mixing, gravitational settling of heavy nuclei or thermohaline mixing. The only significant change in the abundances of stars with small surface gravity, log 10 (g/cm s −2 ) 4, is because of the first dredge-up that reduces the carbon-to-nitrogen ratio but leaves essentially unaltered the abundances of the other elements. Our purpose is to compare the set of initial abundances adopted in our models with the abundances observed in C-normal stars and find discrepancies that are relevant to our study of the chemical composition of CEMP-s stars.
In Fig. 2 we show the initial abundances adopted in our models (solid line) and the abundances observed in the C-normal stars. For every observed element we compute the mean of the logarithm abundance relative to iron, [El/Fe] Fig. 2 indicate the interval of [El/Fe] that encloses the stars in this group. In the absence of significant nucleosythesis in C-normal stars, we expect that: (1) the mean and the median of the observed abundances coincide and are equal to the initial value predicted by the models of Galactic chemical evolution; (2) the deviations from the mean have a Gaussian distribution; (3) the solid bars are symmetrical with respect to the mean and correspond to the standard deviation in the observed abundances. However, Fig. 2 shows that these three statements are not always true, and several discrepancies occur between the predictions of the Galactic chemical evolution model and the observations.
We briefly analyse the discrepancies that are most relevant for our purposes. The differences between the model abundances and the observations of carbon and s-elements (e.g. Sr, Y, Zr, Ba, La, Ce, Pb) are on average within a factor of two (0.3 dex), although in some cases the observations have a large spread, for example carbon and barium (0.8 dex), cerium (0.9 dex) and lead (1.1 dex). These uncertainties are expected to have a small effect on our study of CEMP-s stars because typically in low-mass AGB stars (M * ≤ 3M ) the amount of carbon increases by more than two orders of magnitude and the abundances of s-elements by more than a factor of ten. The average abundance of nitrogen relative to iron is 1.5 dex larger than the initial abundance assumed in our model, with a spread of 1 dex. This discrepancy may alter the results of our best-fitting models. In stellar nucleosynthesis, nitrogen is made in the CN cycle when protons are mixed into regions of the star where carbon is abundant. For example, the mixing of protons can occur at the bottom of the convective envelope of red giants and AGB stars during first dredge-up and TDU, respectively. The increase in nitrogen abundance depends on the extent of the mixing, which is very uncertain (e.g. : Charbonnel et al. 1998; Boothroyd & Sackmann 1999; Karakas et al. 2010) . However, the total amount of carbon plus nitrogen is conserved in the CN cycle and therefore when both the elements are observed it is convenient to compare the predictions of our models with the combined abundance C+N. In C-normal stars the average C+N (right panel of Fig. 2 ) is underestimated by 0.5 dex (approximately a factor of three). This offset should have a small effect on our fits of CEMP-s stars, because the abundance of C+N increases by more than a factor of a hundred in AGB stars.
Oxygen is underpredicted on average by a factor of three. The amount of oxygen increases by less than one order of magnitude during the AGB phase, hence an initial offset can substantially modify our results in the study for CEMP-s stars. The observed abundances of sodium are underpredicted on average by 0.3 dex and are spread over 0.7 dex. A better model of the initial abundance of sodium is desirable because the amount of sodium produced in AGB nucleosynthesis depends strongly on the stellar mass and on the mass of the PMZ, and a reliable fit of its abundance can, in principle, provide constraints on these two parameters.
The elements between atomic numbers 13 (aluminium) and 30 (zinc) are not always consistent with our initial assumptions. These elements are not modified by AGB nucleosynthesis, with the exception of aluminium that is partly produced in massive AGB stars, hence the offset observed in C-normal stars is expected to be an issue also in CEMP-s stars.
The elements with atomic numbers 62-71 and 75-80 are underestimated by 0.4-1 dex, in many cases with large spreads in the observed abundances. In the solar system, more than 60% of the total abundance of these elements is produced by the rprocess, for example 69% of samarium, 94% of europium and 86% of gadolinium (Arlandini et al. 1999; Bisterzo et al. 2011) . For brevity, these elements are hereinafter referred to as "relements", although some fraction of their total amount is produced by the s-process. However, during AGB nucleosynthesis their abundances generally increase by less than 1-1.5 dex, and therefore the initial offset may affect our analysis of the CEMP-s stars.
Analysis of the abundances in carbon-enhanced metal-poor stars
We compare our binary evolution and nucleosynthesis models with the abundances of the 67 CEMP-s stars in our observational sample. We also include 14 of the 15 binary stars with known orbital periods studied in Paper I (those with −2.8 ≤ [Fe/H] ≤ 1.8) but in the present work, for comparison, we focus only on the chemical abundances, and we ignore the constraints on the period of the systems. In general we find initial parameters of the best-fit model different from Paper I. These differences give an estimate of the uncertainties in our present results caused by the lack of information on the orbital periods. For each star in our sample we determine the model in our grid that best reproduces the observed chemical abundances with the same procedure as in Paper I. Initially, to constrain the evolutionary stage, we select model stars that reproduce the measured surface gravity within the observational uncertainty, σ g , at an age 10 ≤ t ≤ 13.7 Gyr. Subsequently, for the stars that pass this selection, we compute the χ 2 of each model from
In Eq. (1) every element i has observed abundance A i,obs = 12 + log 10 (N i,obs /N H ), where N i,obs and N H are the number densities of i and hydrogen, respectively, σ i, obs is the observational error associated with A i,obs and A i,mod is the abundance predicted by the model. The minimum value of χ 2 , χ 2 min , determines the best model. In this procedure we do not include any constraint on the effective temperature, T eff , because T eff depends strongly on the observed metallicity which varies by up to a factor of three in the stars of our sample compared to the value adopted in our model, Z = 10 −4 . All other parameters being equal, if the observed metallicity is lower (higher) than in our model we expect to find a model T eff lower (higher) than the observed.
As we noted in Paper I, because in our study we adopt a fixed metallicity for all our systems we ignore the scatter in observed [Fe/H] values. Qualitatively, a decrease in metallicity has two effects. First, the abundance relative to iron of the elements produced in AGB nucleosynthesis increases, because the initial amount of iron is lower, and iron is not produced in AGB stars. Second, because the production of neutrons is primary in AGB stars, the smaller the abundance of iron, the larger is the neutron-to-iron ratio, and consequently the abundances of the more neutron-rich elements (e.g. barium, lead) are enhanced. Opposite effects are caused by increasing metallicity. We restricted our sample to a 0.5 dex range around [Fe/H] = −2.3 to have a sufficient number of stars for our analysis. It is important to consider that our approximation probably introduces bigger errors the larger the difference in [Fe/H] between observations and our model. An attempt to quantify this error is discussed in Sect. 7.1.
We focus on the elements produced by nucleosynthesis in AGB stars. Therefore in Eq. (1) we take into account C, N, O, F, Ne, Na, Mg, and all the heavy neutron-capture elements with atomic number in the range [31, 82] , including the light-s elements (or ls, namely strontium, yttrium and zirconium), the heavy-s elements (or hs, namely barium, lanthanum and cerium) and lead. The abundance of nitrogen produced in AGB stars is uncertain. In AGB stars of mass above about 3M , carbon is efficiently converted to nitrogen at the base of the convective envelope (hot bottom burning, Lattanzio 1991). At lower mass, some form of deep mixing of the envelope material operates down to regions where hydrogen burning occurs, as discussed in Sect. 4, but the exact amount depends on the extent of mixing, which is very uncertain (e.g. Hollowell & Iben 1988; Gallino et al. 1998; Goriely & Mowlavi 2000; Stancliffe 2010; Lugaro et al. 2012 ). However, the total amount of C+N is conserved, therefore when both elements are measured we consider their combined abundances.
We exclude from Eq. (1) the elements from aluminium to zinc because they are not involved in AGB nucleosynthesis (aluminium is produced only in massive AGB stars), and the differences between models and observations reflect a discrepancy with our set of initial abundances, as we noticed in the sample of C-normal stars. For comparison, in some CEMP-s/r stars we take into account a smaller set of elements, i.e. only those that are mostly produced in AGB nucleosynthesis (C, Mg, Sr, Y, Zr, Ba, La, Ce, Pb), as will be explained in Sect. 5.2. Tables A.2, A.3 and A.4 in Appendix A summarise our results (computed with model sets A, B and C, respectively) for the best-fitting models of 43 CEMP-s stars with number of degrees of freedom ν ≥ 2. The C. Abate et al.: Carbon-enhanced metal-poor stars: a window on AGB nucleosynthesis and binary evolution. II. number of degrees of freedom is calculated as ν = N obs −4, where N obs is the number of observed elements used in Eq. (1) and 4 is the number of fitted parameters. Our results for the CEMP-s stars with ν ≤ 1 are shown in Tables A.5-A.7.
Some stars fail to match one or more elements within their observed uncertainty. To quantify the discrepancy between the observations and the model predictions, we calculate the residuals,
where A i,obs and A i,mod are the observed and modelled number abundance of element i of the best fitting model, as in Eq.
(1). For every element i, if our models reproduce correctly the nucleosynthesis and mass-transfer process, under the assumption that the measurements are only affected by Gaussian errors, the distribution of R i should resemble a Gaussian function centred on zero with a standard deviation approximately equal to the average observational error. In Fig. 3 we plot the distributions of R i computed with the default model set A and binned in intervals of width 0.1 for model stars with ν ≥ 2. From the top left to the bottom right we show the distributions of the residuals computed for the abundances of carbon (for those stars without a nitrogen measurement), C+N, sodium, magnesium, strontium, barium, europium and lead. The subgroups of CEMP-s/nr, CEMP-s/r and CEMP-s/ur stars are indicated with hatched, filled and dotted histograms, respectively. In brackets we indicate the number of stars in which the element is measured.
In Fig. 4 we plot, for each star with ν ≥ 2, the residuals R i of every observed element. The elements considered in Eq. (1) 
CEMP-s/nr stars
Ten of the 67 sampled CEMP-s stars are classified as CEMPs/nr, with [Ba/Fe] > 0.5 and [Eu/Fe] ≤ 1. For all the stars in this group we find good fits to the abundances. Four stars of this group, CS22942-019, CS22964-161A,B and HD198269 belong to binary systems with known orbital periods. In Paper I we find the models that best reproduce, at the same time, the observed abundances and the orbital periods of these stars. In the present work we ignore the constraint on the period in our models and we find essentially the same input parameters M 1,i , M 2,i and M PMZ as in the best models of Paper I, whereas there are large differences in the initial and final periods. These differences are due to the amount of mass ∆M acc that the secondary star has to accrete to reproduce the observed log g and surface abundances. For example, the model star CS22942-019 accretes ∆M acc ≈ 0.3 M with all the model sets and consequently the χ 2 min of the fit is the same (χ 2 min = 21). On the other hand, the initial periods vary by a factor of four (P i = 6.4 × 10 4 days with model sets A and C, P i = 1.6 × 10 4 with model set B), while the final periods are P f = 1.0 × 10 5 , 3.5 × 10 3 , P f = 1.5 × 10 4 days with model set A, B and C, respectively (observed P orb = 2800 days). Hence, only model set B reproduces the observed period within the uncertainty of our grid of models.
For binary star CS22964-161A,B, which probably formed in a triple system (cf. Thompson et al. 2008 , and Paper I), we find the same results as in Paper I without significant differences between model sets A, B and C. A binary system of approximately 1.5 M accretes a small amount of material (∆M acc ≈ Number of stars Pb (30) Fig. 3 . Residual distributions in the model-A CEMP-s stars of our sample with ν ≥ 2. The number of stars in which the element is measured is indicated in brackets. The red-hatched, blue-filled and grey-dotted histograms indicate the residual distributions for CEMP-s/nr, CEMP-s/r and CEMP-s/ur stars, respectively. In the top-left panel the residual distribution of carbon is shown for those stars without a nitrogen measurement. 0.06 M ) from an initially 1.6 M primary star in a very wide orbit (P i = 2.7 × 10 5 , 1.3 × 10 5 , 2.6 × 10 6 days according to model sets A, B and C, respectively). Note that the observed orbital period in Table A .1 does not correspond to the periods found in our models, which is the period of the unseen third star. The fit to the abundances observed in HD198269 improves compared to the result of Paper I if we ignore the orbital period (P orb = 1295 days). With essentially the same assumptions on the masses and longer orbital periods (see Tables A.2 -A.4) our model stars accrete ∆M acc ≈ 0.09 M and we obtain χ 2 min = 9, whereas in our best-fit model in Paper I (with model set B) we find ∆M acc = 0.13 M and χ 2 min = 18. Fig. 4a shows that the abundances of almost all the elements involved in AGB nucleosynthesis are well reproduced and typically the mean of the residuals is close to zero. The abundance of sodium is well reproduced in three out of four CEMP-s/nr stars, while it is overestimated by 0.5 dex in CS22964-161B (in which σ Na = 0.3 dex). The mean residual of yttrium (atomic number 39) is approximately −0.15 dex, lower than for strontium and zirconium (R ≈ 0). The difference is smaller than the average error in the measurement of yttrium (σ obs = 0.20 dex) but indicates that the abundance of yttrium is systematically overestimated compared to strontium and zirconium. The abundances of erbium (atomic number 68) are underestimated by 0.6 and 0.2 dex for stars CS22880-074 and HD196944, respectively, while the observational uncertainty is approximately 0.2 dex in both stars. An offset of about 0.6 dex is also found by Bisterzo et al. (2012) in their analysis of CS22880-074. In addition, for this star our best-fitting model and the models of Bisterzo et al. (2012) well reproduce other elements traditionally associated with the r-process, such as europium and dysprosium. This evidence possibly suggests that the abundance determination of erbium in CS22880-074 is affected by observational bias.
The abundances of lead are underestimated on average by 0.18 dex, approximately the mean observational uncertainty of this element in CEMP-s stars (σ obs = 0.20 dex). The distribution of the residuals in Fig. 3 (red-hatched histogram) shows that the residuals of lead are always within 2σ obs . The distributions in Fig. 3 show that the abundances of the other elements are typically reproduced within 2σ obs . This indicates that on average our models of binary evolution and AGB nucleosynthesis reproduce reasonably well the abundances of CEMP-s/nr stars, although the results should be interpreted with care because our sample is small and we do not constrain the orbital periods of the modelled systems.
CEMP-s/r stars
20 stars in our sample are classified as CEMP-s/r stars. Two of these stars, BS16080 − 175 and BS17436 − 058, are not in Table A .2 because only 5 elements are observed and therefore ν = 1. Four CEMP-s/r stars (CS22948-027, CS29497-030, HD224959 and LP625-44) are analysed in Paper I, and we find that to reproduce the large enhancements observed in most of the neutron-capture elements the secondary star has to accrete a large amount of mass, ∆M acc > 0.2 M . At the observed orbital periods only model set B predicts efficient mass accretion, whereas without the constraint on the period also model sets A and C predict large mass accretion in much wider orbits, as shown in Tables A.2 and A.4. Our best-fitting models have rather high χ 2 min despite the large accretion efficiency, partly because we fail to reproduce the enhanced abundances of the r-elements, and this points to a limitation in our nucleosynthesis model, as noted also in Paper I.
For several CEMP-s/r stars we find a particularly poor fit, with large reduced χ 2 (χ 2 min /ν 5, whereas at a visual inspection models appear to fit the observed abundances well if χ 2 min /ν ≤ 3). To verify if these results are caused only by the discrepancy in the r-elements we perform the χ 2 analysis taking into account only nine elements that are produced in large amounts by our AGB nucleosynthesis models, and that are frequently detected in our observed sample: C, Mg, Sr, Y, Zr, Ba, La, Ce, Pb. This choice generally leads to a better fit of the abundances of these elements without significantly altering the results for the other elements. However, even with this choice, in most model stars the reduced χ 2 still exceeds 3, with the exceptions of CS22948-027 and CS29497-030. The best-fitting models of these two stars, calculated taking into account only nine elements, have the same primary and PMZ masses as in the models determined including all the observed elements (for both stars, M 1,i = 1.5 M and M PMZ = 2 × 10 −3 M , with model set A). The secondary stars are slightly more massive (by approximately 0.05 M for both stars with all model sets). In the other CEMP-s/r stars large χ 2 min are determined because in most of our models there is also an issue in reproducing the observed element-to-element ratios. In particular, it is difficult to reconcile the large enhancements of heavy-s elements and lead with the relatively small abundances of lighter elements (carbon, sodium, magnesium, light-s elements). As an example, we compare the modelled and observed abundances in star CS22898-027 in Fig. 5 . A model of a 0.5 M secondary star that accretes ∆M acc ≈ 0.3 M from a 2 M primary star with M PMZ = 4 × 10 −3 M (dotted line) reproduces the large enhancement of the heavy-s elements and lead, but overestimates carbon by 0.8 dex, sodium and magnesium by more than 1 dex and the light-s elements by at least 0.5 dex (consequently, χ 2 min = 632). The best compromise between the light and heavy elements is the model with M 1,i = 1.5 M and M PMZ = 6.6 × 10 −4 M , shown as a solid line in Fig. 5 , where all elements up to zirconium are overestimated, the neutronrich elements between barium and lead are underestimated and χ 2 min = 100 (ν = 11). Similar results are found with all model sets.
In Fig. 6 we plot the hs-to-ls ratio versus the abundance of europium observed in our sample CEMP-s/nr and CEMPs/r stars. The abundances of hs and ls are defined, respectively, Fig. 4b reflect the difficulty in predicting the correct elementto-element ratios in most CEMP-s/r stars. The abundances of carbon, sodium, strontium, yttrium, and zirconium are on average overestimated. The mean residual of carbon is R = −0.3 dex, whereas the mean residual of C+N is only R = −0.1 dex. This may be interpreted as the effect of extra mixing of protons in AGB stars converting carbon to nitrogen. However, the residuals of C+N have a large dispersion, therefore it is not possible to C. Abate et al.: Carbon-enhanced metal-poor stars: a window on AGB nucleosynthesis and binary evolution. II. derive strong conclusions about the efficiency of the mixing process. Oxygen is underestimated on average by 0.6 dex, approximately the same as in C-normal metal-poor stars. Because the abundance of oxygen is not much affected by AGB nucleosynthesis, this result suggests that the discrepancy could be reduced by adopting a larger initial abundance of oxygen in our models.
The abundance of sodium is always overestimated, on average by 0.5 dex. In stars HE0338-3945 and HE1305+0007 the residuals of sodium are approximately −1 while the observational uncertainties are 0.1 and 0.2 dex, respectively. The abundance of sodium is increasingly larger the larger the mass of the PMZ. In our model CEMP-s/r stars we mostly assume M PMZ ≥ 2 × 10 −3 M to reproduce the observed abundances of heavy-s elements and lead; consequently we overestimate sodium. An offset of approximately 0.8 dex in the sodium abundance of HE1305+0007 is also found by Bisterzo et al. (2012) with models that reproduce the large enhancements of heavy-s elements and lead. In contrast, the best fit of Bisterzo et al. (2011) matches the sodium abundance in HE0338-3945 within the observational uncertainty. This is probably because the abundances of all rprocess isotopes are initially pre-enriched, [r/Fe] ini = 2 dex, and no dilution of the accreted material on the secondary star is considered. As a consequence, even a low-mass AGB model (M AGB ini = 1.3 M ) predicts large abundances of heavy elements, while it does not produce much sodium.
Magnesium is the only light element with mean residual approximately zero in our models. As shown in Fig. 3 , the maximum discrepancy between the observed abundances and our models is 0.4 dex, within two times the average observational uncertainty (σ obs = 0.2 dex).
The computed residuals of ls, hs and lead confirm the results obtained for the example star CS22898-027: the elements of the first s-peak are overestimated on average by 0.2 − 0.5 dex, whereas lead and the elements of the second s-peak are underestimated by 0.1 − 0.2 dex, with the exception of cerium and lanthanum (R ≈ 0). A systematic discrepancy, negative for strontium and positive for barium and lead, is present also in the distributions of the residuals in Fig. 3 (blue histograms) . Because none of the model stars reproduces the large observed hs-to-ls ratio, to minimise χ 2 our model predicts larger abundances of strontium, and smaller abundances of barium and lead compared to the observations. The yttrium residuals are typically lower than strontium and zirconium, analogously to the results obtained for the sample of CEMP-s/nr stars. The abundance of niobium (atomic number 41) is observed only in star CS29497-030 and is underestimated by 0.34 dex (with observational uncertainty 0.2 dex). This is peculiar because according to the models niobium is formed from the radioactive decay of 93 Zr, and the abundance of zirconium is well reproduced in this stars (R ≈ 0). This discrepancy is possibly related to the uncertain neutron-capture cross section of 93 Zr, as we discuss in Sect. 7.1.
The r-elements are systematically underproduced, perhaps not surprisingly because in our nucleosynthesis model the rprocess is not included. Our models typically produce [Ba/Eu] close to 1, and the maximum europium enhancement is approximately [Eu/Fe] = 1.5, whereas in most CEMP-s/r stars the observed [Ba/Eu] is below 0.6 and [Eu/Fe] > 1.5.
CEMP-s/ur stars
37 stars in our sample do not have an observed abundance of europium, and therefore are classified as CEMP-s/ur stars, 15 of which are listed in Tables A.2-A.4 because at least 6 elements have been observed. Three of these 15 stars have measured orbital periods and are discussed in Paper I. One of them, BD+04
• 2466, has a very wide orbit (P orb ≈ 4600 days), and even if we do not consider the period constraint we find the same input parameters as in Paper I. On the contrary, to reproduce the period of HD201626 (407 days), our model binary stars experience a common-envelope phase which shrinks the orbit. Without the period constraint the model progenitor system of HD201626 has a 1.4 M primary star that transfers ∆M acc ≈ 0.18 M to its companion star in a wide orbit (cf. Tables A.2-A.4). Consequently, the systems do not experience a common-envelope phase and therefore the final periods derived in the models are 20 to 600 times longer than that observed. Without the period constraint we find χ 2 ≈ 8 (ν = 5), whereas in our best-fit model in Paper I we find χ 2 ≈ 14 (ν = 6). In Paper I we find that the model for star HE0024-2523 needs to experience inefficient common-envelope ejection to reproduce the large enhancements of the heavy-s elements. If we relax the period constraint the system does not enter a common-envelope phase and the final period of the system is 475 days (with model set A), two orders of magnitude longer than the observed period of 3.14 days. Fig. 4c shows that carbon, magnesium, zirconium and the heavy-s elements are reproduced within 0.1 dex on average. The elements with the largest discrepancy with the observations are C+N (R = −0.45), sodium (R = −0.25), strontium and yttrium (R = −0.2) and lead (R = 0.25). The abundance of nitrogen is observed only in five systems (BD+04
• 2466, HD13826, HD187216, HD201626, HD5223) and the average results are greatly affected by the poor fit of star HD187216, which is possibly biased by large observational errors (Kipper & Jorgensen 1994) , and in which our model cannot reconcile the large enhancements of the s-elements with the solar ratios observed for nitrogen, sodium and magnesium. Our best fit reproduces the s-elements but overestimates C+N and sodium by 1.1 and 0.7 dex, respectively. The average residuals of C+N and sodium in CEMP-s/ur stars decrease if we remove HD187216 from the sample (R = −0.24 and 0.18, respectively). The distribution of strontium is greatly affected by the poor fit of star HE0212-0557, where the observed heavy-s elements are enhanced by 2 dex whereas [Sr/Fe] ≈ 0, that is 1.2 dex lower than predicted by our best model. Our model also overestimates the abundance of yttrium ([Y/Fe] = 0.7) by 0.6 dex, and the abundances of carbon and magnesium by 0.5 dex. The models of Bisterzo et al. (2012) have similar discrepancies for these elements. If we do not consider this star, the mean residuals of strontium and yttrium are −0.1 and −0.15, respectively. Although the differences are small, it may indicate the same systematic effect found in CEMP-s/nr and CEMP-s/r stars. Fig. 3 shows that the abundances of barium and lead are reproduced within 0.3 dex, that is 1.5 times the average observational uncertainty (σ obs ≈ 0.2), with the exception of the model for star HE0024-2523 that underestimates the observed [Pb/Fe] = 3.2 by almost 1 dex.
Confidence limits on the initials parameters
The results presented in Sect. 5 are based on the best-fitting models found from our χ 2 -minimization procedure. The confidence intervals of the input parameters of our models (i.e. the initial primary and secondary masses, the initial period and the PMZ mass) are determined with the same procedure as described in Paper I. In biref, on our grid of binary models and associated χ 2 , we fix one of the input parameters p and for each grid value of p we determine the minimum χ 2 with respect to the other parameters, defining a function χ 2 (p). A confidence region is an interval of p for which ∆χ 2 = χ 2 (p) − χ 2 min is below a certain threshold, where χ 2 min is the χ 2 of the best fit. If the observational errors are Gaussian then the thresholds ∆χ 2 = 1, 4 and 9 correspond to the confidence intervals with, respectively, 68.3%, 95.4% and 99.7% probability that the actual p is in this interval. As we mention in Paper I, the observational errors in our sample are not necessarily Gaussian, and they may in some cases be affected by systematic effects. Consequently, the thresholds ∆χ 2 = 1, 4, 9 should not be used to calculate the theoretical Gaussian probabilities, and provide only an indication of the confidence levels. At a visual inspection models with χ 2 below the threshold ∆χ 2 = 4 predict very similar abundances to the best-fitting models. On the other hand, models with larger χ 2 are clearly distinct from the best model and the observations are not well reproduced. Fig. 7 shows the input parameters of the 23 model CEMPs stars with χ 2 min /ν < 3 and ν ≥ 2 as determined with model set A of a spherically symmetric wind with WRLOF windaccretion efficiency. CEMP-s/nr, CEMP-s/r and CEMP-s/ur stars are indicated as filled circles, crosses and open diamonds, respectively. The horizontal bars represent the confidence intervals determined with the threshold ∆χ 2 < 4. Model stars with χ 2 min /ν > 3 are not included because they do not reproduce the observed abundances well enough, while stars with ν < 2 do not provide strong constraints on the models. The confidence intervals shown in Fig. 7 are summarised in Table A.8. In some stars we find multiple local minima in the χ 2 distribution. In these stars different combinations of initial parameters result in models with similar surface abundances and hence almost equal χ 2 . As an example, for star CS22880-074 two local minima of χ 2 are found for models with primary mass between 0.9 and 1.1M and initial period between 600 and 1.6 × 10 4 days, and another around M 1,i = 1.5M and P i = [1.6, 3.5] × 10 5 days.
Most of the best-fitting models have primary mass below 2 M . AGB models with masses in this range produce a significant amount of s-process elements regardless of the mass of the PMZ because of proton-ingestion events that occur in the first thermal pulses (as described by Lugaro et al. 2012 , which they refer to as regime 4 of neutron capture). As a consequence, the mass of the PMZ in our model stars is not well constrained, as indicated by the large confidence intervals in Fig. 7b . Most model stars have M PMZ larger than 10 −3 M because in this range lowmass AGB models (M 1,i < 3 M ) produce positive [hs/ls] and [Pb/hs] as observed in the majority of our sample CEMP-s stars.
Stars of mass around 1.5 M and with M PMZ ≥ 2 × 10 −3 M produce the largest [hs/ls] value and [Pb/hs] > 0. As a consequence, most observed stars with very enhanced heavy-s elements and lead are best modelled with primary stars of masses between M 1,i = 1.4 M and M 1,i = 1.6 M . CEMP-s/r stars are mostly observed with [hs/ls] close to one or higher, as discussed in Sect. 5.2, and therefore our best fits are found with HE1430-1123  HE0430-4404  HE0231-4016  HD5223  HD201626  HD13826  BD+04o2466  HD187861  CS31062-012  CS22881-036  HE2158-0348  HE1135+0139  HE0202-2204  HD198269  HD196944  CS30301-015  CS22964-161B  CS22964-161A CS22942-019 CS22880-074 (a) Model set A (Fig. 7c ) in the models depends on the observed enhancements. The default assumption in our models, as in Paper I, is that accreted material is efficiently mixed by thermohaline mixing. As a consequence, a large degree of accretion is required when the observed abundances are greatly enhanced. Hence, the secondary star has to be initially less massive to reach a mass of approximately 0.8 − 0.9 M after accretion, and still be visible at t > 10 Gyr.
The input parameters M 1,i , M PMZ and M 2,i are similar in all model sets. On the contrary, there are several differences between the initial and final periods, as shown in the upper and lower panels of Fig. 8 . In model set C the binary systems typically start in wider orbits compared to the other model sets, because the dependence of the WRLOF process on the separation favours wider orbits compared to model set B and because of the more efficient angular momentum loss compared to model set A. The final periods computed with model set A and C are similar in many stars because the mass-transfer algorithm is the same in the two models, and therefore the binary stars need to have approximately the same separation during accretion to transfer the same amount of material. The majority of stars in model sets A and C have final periods longer than 4,600 days, which is approximately the longest period measured in our sample. On the contrary, in model set B mass transfer is more efficient in close orbits, and consequently the majority of the systems are predicted at periods shorter than 10,000 days. This is the only model set that predicts significant mass accretion in close orbits, as shown also in Paper I, and ten modelled stars have final periods less than 4,600 days. The stars that need to accrete a small amount of mass to reproduce the observed abundances have longer periods because of the enhanced wind-accretion rate the and efficient angular momentum loss.
Discussion

Comparison between observed and modelled abundances
Our best-fitting models are found with initial primary mass in the range between 0.9M and 3M . In this mass range the neutron source is the 13 C(α, n) 16 O reaction that operates on 13 C produced by the inclusion of a PMZ or by ingestion of protons in the stellar interior during the thermal pulses (regimes 2 − 4 in Lugaro et al. 2012) . The abundances of s-elements predicted in the models depend on the mass of the AGB star and of its PMZ. The success of our models in reproducing the observed abundances varies significantly for different classes of stars. CEMPs/nr stars typically exhibit [hs/ls] ≈ 0.5 dex and [Ba/Eu] between 0.5 and 1 dex, therefore our models generally well reproduce the abundances of the s-elements and also the r-elements. On the other hand, most CEMP-s/r stars have [hs/ls] 1, and therefore our models are not able to reproduce the light-s peak and the heavy-s peak simultaneously. In most cases the model with the minimum χ 2 systematically overestimates the light-s elements, on average by 0.3 dex, and underestimates the heavy-s elements, on average by 0.1 dex. Furthermore, generally [Ba/Eu] 1 and the abundances of all r-elements are underestimated by a factor of two to up to one hundred. In our CEMP-s/ur stars the abundances of the heavy-s elements are typically reproduced within the observational uncertainty, as in CEMP-s/nr stars, whereas the light-s elements are systematically overestimated on average by 0.15 dex, similar to CEMP-s/r stars. These results are probably related to the reason why the abundance of europium is indeterminate. This group is likely to contain a mixture of CEMP-s/nr stars and CEMP-s/r stars. Hence, in some stars the abundance of europium is actually low, whereas in other stars europium is enhanced but it is not detected, for example because the europium lines are blended.
The abundance ratio between carbon and heavy-s elements is generally positive in our AGB-nucleosynthesis model, [C/hs] 0. Consequently, in our synthetic stars high abundances of heavy-s elements are associated with large enhancements of carbon. A similar correlation is also found in our observed sample: compared to CEMP-s/nr stars, CEMP-s/r stars typically exhibit higher abundances of carbon ( Fig. 1 ) and heavy-s elements (as indicated by the increase of [hs/ls] with [Eu/Fe] in Fig. 6 ). However, our models overestimate the carbon-to-hs ratio in CEMP-s/r stars. As a consequence, in the majority of these stars the carbon abundance is overestimated by our models with high [hs/Fe] . A similar problem is also encountered by Izzard et al. (2009, e.g . Fig. 13b ) and in some models of Bisterzo et al. (2011 Bisterzo et al. ( , 2012 . This probably indicates that the AGB-nucleosynthesis models should be able to produce higher hs abundances for a given amount of carbon, as we also discuss in a forthcoming paper (Abate et al. 2015b, in press) .
Some discrepancies between models and observations are found in all three classes of CEMP-s stars. The abundance of nitrogen is underestimated in 15 out of 16 stars by 0.1 to 1.8 dex. The difficulty in reproducing the observed abundance of nitrogen is a well known issue of AGB nucleosynthesis models. In AGB stars of mass below approximately 3M some nitrogen is produced from carbon by a deep mixing process that operates at the bottom of the convective envelope, but the exact amount is very uncertain (Milam et al. 2009; Stancliffe 2010; Karakas et al. 2010 ). If we take into account the combined abundance of carbon and nitrogen our results improve significantly, and the observations are always reproduced within at most twice the observational uncertainty.
Oxygen is underestimated in almost all stars of our sample, on average by 0.4 dex, approximately the same amount as in Cnormal stars (cf. Sect. 4). The abundance of oxygen does not change much during AGB nucleosynthesis, and most likely the discrepancy could be solved by adopting a larger initial abundance without significantly affecting the abundances of the other elements.
The abundance of sodium is overpredicted in all our model stars, and this points to a general issue in our nucleosynthesis model. Sodium is produced in the intershell region of the AGB star due to proton and neutron capture on the abundant 22 Ne. The abundance of sodium increases rapidly with increasing PMZ mass and therefore models with a smaller PMZ predict lower abundances of sodium at each stellar mass. However, also the abundance of magnesium is sensitive to the mass of the PMZ and a large PMZ is required in most stars to reproduce its abundance, as well as the abundance of heavy-s elements. Lugaro et al. (2012) suggest three effects that may help lower the predicted sodium abundance: (i) in the detailed models of AGB nucleosynthesis the density profile of protons introduced to make the 13 C-pocket could decrease more rapidly with depth (e.g., Goriely & Mowlavi 2000) , (ii) a smaller 22 Ne(p, γ) 23 Na reaction rate or (iii) a larger 23 Ne(p, α) 20 Ne reaction rate, both of which are very uncertain (Iliadis et al. 2010) .
In many CEMP-s stars the abundance of yttrium is systematically lower than strontium and zirconium by 0.1 − 0.2 dex, whereas in our models these elements are generally produced in approximately the same amount for every stellar mass and PMZ. This suggest that less yttrium should be produced in the models. Yttrium is produced by the reaction 88 Sr(n, γ) 89 Sr and the subsequent decay of 89 Sr to 89 Y with a half life of 51 days. The neutron-capture cross section of 89 Sr is uncertain by a factor of two (Bao et al. 2000) . Qualitatively, a larger cross section implies that before the decay of 89 Sr the reaction 89 Sr(n, γ) 90 Sr may occur and after two consecutive β-decays 90 Zr is produced while 89 Y is skipped and this effect may help to reduce the discrepancy.
Niobium is observed in the stars CS29497-030 and HD187216 and it is underestimated by 0.35 dex and 0.69 dex, respectively (although the abundances of HD187216 are very uncertain, Kipper & Jorgensen 1994) . However, 93 Nb is formed by β-decay of 93 Zr and in the two stars zirconium is well reproduced. A similar problem is found by Kashiv et al. (2010) in the context of presolar SiC grains, in which the Nb/Zr ratio is systematically higher than in CI chondrites. These authors suggest that a cross section of 93 Zr reduced by a factor of two removes the discrepancy and we note that this solution would help to reduce the difference observed in the two CEMP-s stars. New measurements of the 93 Zr cross section are currently being analysed and will provide a more accurate determination of the reaction rate (Lugaro et al. 2014) .
The abundances of barium are underestimated by our models in all but two CEMP-s/r stars and in the majority of the CEMPs/ur stars. However, we note that the observed barium abundances might be affected by large spectroscopic uncertainties because most of the observed barium lines are strong resonance lines, often saturated and sensitive to non-LTE effects (Busso et al. 1995; Andrievsky et al. 2009; Masseron et al. 2010 ).
The observed abundance of lead in most CEMP-s stars is larger than predicted by the models. The lead abundance increases with increasing stellar mass ([Pb/Fe] is maximum for M 1,i between 2M and 3M ) and PMZ mass. In most of the stars in our sample the choice of a more massive primary star implies that the abundances of sodium, magnesium, and the light-s elements are overestimated. This suggest that nucleosynthesis models of low-mass stars (M 1,i < 2M ) should produce higher [Pb/Na], [Pb/Mg] and [Pb/ls] . On the other hand, the determination of lead abundances generally rely on one single line blended by CH-lines, therefore the observed lead abundances may be affected by systematic errors (Masseron et al. 2010) .
Lead is one of the most neutron-rich elements produced by AGB stars, and therefore its abundance is strongly metallicitydependent (Travaglio et al. 2001) . To assess the effect of metallicity on our results, we use the theoretical models presented in Fig. 1 of Travaglio et al. (2001) to construct a table of correction factors which account for the differences in lead abundance predicted by their models in the range −2.8 ≤ [Fe/H] ≤ −1.8 and our model at [Fe/H] = −2.3. We correct the lead abundances predicted in our models by interpolating in this table the iron abundances observed in CEMP-s stars. However, the distribution of the residuals of [Pb/Fe] does not improve with this analysis, even if we vary the correction factors based on different models of Travaglio et al. (2001) . The residuals of [Pb/Fe] computed with our models do not exhibit a dependence on [Fe/H]. Consequently, even correcting for different metallicities, the discrepancies between our model predictions and the observations are not reduced. Hence, as yet it is not possible to quantify the errors introduced in our analysis by the assumption of models with fixed metallicity. A larger sample of reliable abundances of lead (and other s-elements) in CEMP-s stars will help to address this issue.
Comparison with previous results
We compare our results with the analysis performed by Bisterzo et al. (2012) on 94 CEMP-s stars in the range of metallicity −3.5 ≤ [Fe/H] ≤ −1.0 , 60 of which have −2.8 ≤ [Fe/H] ≤ −1.8 and are in common with our sample. One CEMP-s/r star (HE2258-6358, analysed by Placco et al. 2013 ) and six CEMPs/ur stars are only included in our sample. In five of these stars the abundances of only a few elements have been determined (hence ν ≤ 1), whereas HD187216 was not included in the study of Bisterzo et al. (2012) because of the possibly large observational biases. Bisterzo et al. (2012) compare the observations with the results of AGB nucleosynthesis models of single stars with masses between 1.2 M and 2 M in a range of metallicities and 13 C-pockets. A quantitative comparison with their results is not straighforward because of the intrinsic differences in the methods used in the two studies. For example, the treatment of the 13 C-pocket/PMZ is not the same in the AGB models by Bisterzo et al. (2012) and by Karakas (2010, on which our model is based). In the former, the parameter that determines the efficiency of the s-process is the abundance of 13 C in the pocket, which is added at the top of the intershell region at each third dredge-up. In the latter, the size of the PMZ determines the mass of a layer of free protons that are mixed with the intershell. The protons react with the elements in the intershell and the mass fractions of 13 C, 14 N and other isotopes are calculated consistently. The standard mass of the 13 C-pocket in the models by Bisterzo et al. (2012) corresponds roughly to M PMZ = 2 × 10 −3 M in our models. Another important difference of our study is that we explicitly compute the binary evolution, wind mass-transfer process and the mixing effects while in the paper by Bisterzo et al. (2012) these aspects are mimicked by including a dilution factor, i.e. the ratio between the amount of accreted material and the envelope mass of the accreting star. Despite these differences, in 46 of the 60 CEMP-s stars common to both studies we find primary masses that are consistent with the results of Bisterzo et al. (2012) within the confidence intervals of the models. Among these stars are 21 of the 23 stars for which we find a good fit (with χ 2 min /ν ≤ 3 and ν ≥ 2). The two exceptions are HD5223 and HE2232-0603. Compared to the results of Bisterzo et al. (2012) , in these CEMP-s/ur stars our models with low primary mass (0.9 − 1.1 M ) better match the observed carbon and lead (in both stars), fluorine, sodium and magnesium (in HD5223), whereas larger M 1,i overestimate the observed abundances.
Of the stars for which there is no agreement with the masses predicted by Bisterzo et al. (2012) , ten are CEMP-s/r stars, while the other four are CEMP-s/ur stars. One possible explanation of these discrepancies is in the way Bisterzo et al. (2012) account for the contribution of the r-process in these stars. The authors assume that CEMP-s/r stars were formed from gas polluted by the explosion of a Type II supernova, and therefore adopt in their models an initial enrichment of the r-process component of the elements heavier than iron, between [r/Fe] ini = 0.5 and [r/Fe] ini = 2. In CEMP-s/r stars this initial enhancement is chosen to reproduce the observed [Eu/Fe] . The enhanced abundance of the r-process component does not alter significantly the abundance of the s-process elements, except in low-mass stars (M 1,i 1.7M ) with [r/Fe] ini = 2, in which case the heavy-s elements are enriched by an extra factor of a few tenths of a dex (e.g., Fig. 6 of Lugaro et al. 2012) . As a consequence, the renriched models of Bisterzo et al. (2012) with low initial masses (M = 1.2−1.4M ) and relatively small 13 C-pockets, corresponding roughly to M PMZ ≤ 10 −3 M , reproduce the abundance of the heavy-s elements, r-elements and lead without greatly overestimating the abundances of the light-s elements. In contrast, in our models neutron-capture elements are entirely produced by the s-process during the AGB phase. Consequently, our models of CEMP-s/r stars are constrained towards relatively massive primary stars, 1.5M ≤ M 1,i ≤ 2.9 M , with M PMZ ≥ 2 × 10 −3 M , which predict large abundances of elements heavier than barium but typically overestimate the observed abundances of lighter elements.
The origin of the r-elements in CEMP-s/r stars is unclear. Many hypotheses have been suggested that can be classified in three main classes. In the first class of scenarios the binary systems were formed in a molecular cloud already enriched in relements by the nearby explosion of one or more Type II supernovae (Cohen et al. 2003; Jonsell et al. 2006; Sneden et al. 2008; Bisterzo et al. 2011 Bisterzo et al. , 2012 . In the second class of scenarios, the primary star of the binary system is relatively massive and undergoes the AGB phase, producing the s-elements, and then explodes as an electron-capture or a Type 1.5 supernova, providing the r-elements (Zijlstra 2004; Wanajo et al. 2006; Jonsell et al. 2006 ). If the s-process and the r-process enrichments are independent, as suggested in the first class of scenarios, it is difficult to explain the correlation between the abundances of barium and europium that is observed in CEMP-s/nr stars and in CEMPs/r stars. Moreover, the massive AGB stars invoked in the second class of scenarios are rare in a solar-neighbourhood initial mass function (Pols et al. 2012) . Also, massive AGB stars produce more nitrogen than carbon (e.g. Karakas & Lattanzio 2007) and would therefore produce nitrogen-enhanced metal-poor stars rather than CEMP stars. For a thorough discussion of these scenarios we refer to Jonsell et al. (2006) and Lugaro et al. (2009) . Lugaro et al. (2009) suggest a third speculative scenario in which r-and s-elements are both formed in low-mass extremely metalpoor AGB stars ([Fe/H] < −3), that may be able to produce very large densities of free neutrons when protons are ingested in the region of the He-flash (Campbell 2007; Campbell & Lattanzio 2008; Herwig et al. 2011; Reifarth et al. 2014 ).
Constraints on binary mass transfer
We considered several model sets with different combinations of assumptions for the models of wind mass-accretion rate and angular momentum loss. Because in this study we do not consider constraints on the orbital period there are no significant differences between the results obtained with the three model sets, with the exception of the distributions of initial and final orbital periods of the binary systems. Without the constraint on the orbital period our fitting procedure mostly selects model systems with periods longer than 5,000 days, which is more than the longest period currently observed. In our default model set A relatively long periods are necessary to accrete large amounts of mass. Therefore, when large mass accretion is required to reproduce the observed abundances we find modelled CEMPs stars with periods approximately 20 − 500 times longer than predicted in Paper I, in which the observed orbital periods are used to constrain our models (e.g. the stars CS22942 − 019 and CS29497 − 030). Shorter periods are found in a few cases if the observed abundances are reproduced by a model with a lowmass primary star (M 1,i ≤ 1.1M ) and small accreted mass. For these stars we compute orbital periods of a few thousand days, consistent with the results of Paper I (e.g. the stars BD+04
• 2466 and HD198269).
With our model set A we find that our best-fitting model systems have orbital periods between 600 days and 400,000 days with an average period of 90,000 days. With model sets B and C we obtain on average P f = 17,000 and P f = 60,000 days, respectively. On the other hand, the average orbital period of the systems analysed in Paper I is approximately 1,500 days. Furthermore, a recent statistical study of currently available radial velocity variations in CEMP-s stars indicates that these stars are expected to have a maximum period of about 10,000 days and an average period of 400 days (Starkenburg et al. 2014) . This suggests that a large proportion of the CEMP-s stars in our sample have periods of less than a few thousand days, i.e. in closer orbits than we find in our best fits. If this hypothesis is correct, then AGB stars in binary systems have to transfer wind material with great efficiency at relatively short separations and this process is currently possible in our models only with some ad hoc assumptions, namely highly efficient mass-transfer and efficient angular momentum loss. This hypothesis is supported by the period distribution derived in barium stars, the equivalent of CEMP-s stars at solar metallicity (e.g. Jorissen et al. 1998) , and by observations of ongoing mass transfer in post-AGB binaries (e.g. Gorlova et al. 2012 ).
Summary and conclusions
In this work we have used our model of binary evolution and nucleosynthesis to calculate the best-fitting models to the surface abundances observed in a sample of 67 CEMP-s stars. We distinguish three classes of CEMP-s stars based on the europium abundance. In CEMP-s/nr stars the abundance of europium relative to iron is up to ten times as high as in the Sun. In CEMPs/r stars the europium-to-iron ratio is higher than ten times the solar ratio. In CEMP-s/ur stars the abundance of europium is indeterminate. From the comparison between the observed and modelled abundances of these stars we draw the following conclusions.
-The model stars that provide the best fit to the abundances observed in CEMP-s stars have low initial mass (up to 2.5M ). In this range, the main neutron source for the sprocess is the 13 C(α, n) 16 O reaction. -The chemical properties observed in CEMP-s/nr and CEMP-s/r stars are fundamentally different. The results of our models are consistent with the abundances observed in CEMP-s/nr stars. On the contrary, most of the model CEMP-s/r stars overestimate the observed abundances of light-s elements and underestimate the abundances of heavys elements, r-elements and lead. In CEMP-s/r stars the ratio of heavy-s elements to light-s elements is too high to be reproduced in our models. This result points to a different nucleosynthesis process at the origin of the abundances in CEMP-s/r stars, that enhances the heaviest elements without affecting the abundances of elements such as sodium, magnesium and light-s elements. -The abundance of sodium is always overpredicted in our models. This discrepancy likely points to a problem in the numerical treatment of the partial mixing zone. A proton profile in the partial mixing zone weighted towards a low proton abundance may contribute to reducing this discrepancy. -The orbital periods predicted in this work are significantly longer than the results of Paper I, in which our models are constrained to reproduce the observed orbital periods of the systems. This indicates that either the currently known periods of CEMP-s stars are biased towards close orbits and are not representative of the whole population, or our model of wind accretion in binary stars needs to efficiently transfer mass and lose angular momentum in close orbits. Notes. Barium abundance is used as indicator of s-elements. In HD198269, HD13826 and HD201626 lanthanum is used because barium is not observed.
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