Abstract. We have experimentally demonstrated a clock comparison scheme utilizing time-correlated photon pairs generated from the spontaneous parametric down conversion process of a laser pumped beta-barium borate crystal. The coincidence of two-photon events are analyzed by the cross correlation of the two time stamp sequences. Combining the coarse and fine part of the time differences at different resolutions, a 64 ps precision for clock synchronization has been realized. We also investigate the effects of hardware devices used in the system on the precision of clock comparison. The results indicate that the detector's time jitter and the background noise will degrade the system performance. With this method, comparison and synchronization of two remote clocks could be implemented with a precision at the level of a few tens of picoseconds.
Introduction
High accurate clocks comparison and synchronization are important for fundamental physics research and practical applications, such as, Global Navigation Satellite Systems (GNSSs), power transmission grid, telecommunication, distributed network, etc. There are several modern protocols to synchronize remote clocks, such as network time protocol (NTP), precision time protocol (PTP), and GNSSs [1] . NTP is a method to synchronize clocks by means of message passing over the internet. Its nominal accuracy is in the low tens of milliseconds on wide area networks to sub-milliseconds on a local area network. For the PTP described in IEEE 1588 [2] , it is possible to synchronize distributed clocks with an accuracy of less than 1 microsecond via Ethernet networks. In the widely used GNSS scheme, the two-way satellite time and frequency transfer method [3] , which takes advantage of exchanging modulated signals between two sites to cancel most effects that impact on the accuracy, is at the level of one nanosecond [3, 4] .
Recently, some new methods both in theory and experiment have been reported to improve the accuracy of remote clock synchronization to the level of few picoseconds. One is the time transfer through optical fibers, which can reach the accuracy of 100 ps due to the wider bandwidth of the transmission [5, 6, 7, 8, 9] . Another way is the time transfer by laser link (T2L2), by using the propagation of light pulses between satellite and ground clocks or between remote clocks on the earth [10] . The expected performance of T2L2 is in the 100 ps range for accuracy, with an ultimate time stability about 1 ps over 1,000 s and 10 ps over 1 day [11, 12] . With the help of quantum entanglement, several quantum clock synchronization schemes have been proposed in theory [13, 14, 15, 16] , they provide a new way to synchronize remote clocks, and the accuracy can even reach a level of the standard quantum limit. Experimental demonstration of quantum clock synchronization using entangled photon pairs has been carried out by Valencia et al. [17] . This method relied on the measurement of the secondorder time-correlation function of entangled photons, and can achieve a resolution of picoseconds. Ho et al. provided an algorithm to detect the time and frequency differences of independent clocks based on the remote coincidence identification of timecorrelated photon pairs [18] . Using the algorithm, remote clocks can be synchronized without dedicated coincidence hardware or very stable reference clocks with nanosecond precision.
In this paper, we present a remote clock comparison experiment using timecorrelated photon pairs generated from the spontaneous parametric down conversion (SPDC) process of a laser pumped beta-barium borate (BBO) crystal. Using the cross correlation method, we have identified the time-correlated photon pairs events that detected by two remote clocks. The time difference of the two clocks is obtained via the cross correlation and peak searching process at a 64 ps resolution, and the standard deviation of the time difference is 55.92 ps. This scheme can be used in quantum communication and quantum position systems to improve the precision of clock synchronization. 
Cross correlation method for clock comparison
The process of comparing remote clocks with time-correlated photon pairs is similar to the problem of time delay estimation [19, 20] . The arrival times of single photons are recorded as time stamps, and it can be mathematically modeled as,
where s 1,2 (t) are the arrival time sequences of the photons to detectors, and n 1,2 (t) represent the erroneous time stamps caused by detector's dark counts and background light. The signals s 1,2 are assumed to be uncorrelated with noises n 1,2 , and the noises n 1,2 are also uncorrelated with each other. For the comparison of two remote clocks, we calculate the cross correlation of two time sequences A(t) and B(t). By a linear searching process, the time difference of clocks can be found in the peak position of cross correlation function, i.e.
where R c is the cross correlation of A(t) and B(t), and can be calculated via fast Fourier transformations (FFT) and their inverse [18] ,
where E denotes the expectation; F , F −1 represent FFT and it's inverse; superscript * indicates complex conjugate operation.
Clock comparison experiment

Experimental setup
The schematic of the clock comparison experiment is given in figure 1 . A 403 nm laser diode with 30 mW power impinges on a type-II non-collinear cutting 2 mm long BBO crystal to generate two down-converted photons with degenerated wavelength centered at 806 nm. The two single photons are then distributed via channel A and channel B to two remote sites, where there are two clocks (clock A and clock B) need to be synchronized. After flying in free space and collected by optical systems, single photons are detected by Si avalanche photo diodes (PerkinElmer SPCM-AQRH-16) with response-time jitter about 350 ps [21] . The arrival times of single photons at the detectors are recorded by two event timers (A033-ET). The event timer is connected with a rubidium clock (SRS 625 with the frequency stability 3.16 × 10 −11 in 10 seconds) and locked to the rubidium clock's 10 MHz oscillator. When the detector receives a single photon, the event timer generates an output signal of the arrival time of the single photon. So, during the acquisition time, we get two sequences of arrival time stamps {A(t)} and {B(t)}.
To characterize the time-correlation of down-converted photons, we employ the hardware coincidence method to measure the coincidence time distribution. In this method, the hardware coincidence equipment consists of a nanosecond delay (ORTEC 425A), a time-to-amplitude converter (TAC), and a multi-channel analyzer (MCA). One of the output signal from the two single photon detectors is used as the start signal of TAC, and the other one as the stop signal after passing through a nanosecond delay, the coincidence time distribution of the two-photon is recorded in MCA by measuring the the pulse height distribution of the output of TAC. The result is shown in figure 2 , in which the time axis represents the relative delay of two photons, the full-width at halfmaximum of the coincidence time distribution peak is 0.698 ns. It's a combine effect of detector jitter, electric delay in TAC, and the bin size of MCA, but mainly due to the detector's response-time jitter. A bandpass interference filter with 3 nm bandwidth and 50% transmissivity is used to block the background light. During a 10 seconds sampling period, 4207 coincidence counts are recorded. The average coincidence detection rate is about 420 counts per second to ensure that there are sufficient number of two-photon events to find the time difference of remote clocks.
Time difference calculation
Generally, the common method for finding the time difference is to calculate the cross correlation of two signals and to select the peak of in cross correlation result as the estimate of the time difference T dif f .
In the clock comparison process, if we directly calculate the cross correlation, the size of FFT arrays will exceed 10 10 (for time resolution of 10 ps and 0.1 s acquisition time). It's a time-consuming process and also impractical. To solve this problem, we use the method proposed by Ho et al. [18] , to calculate the coarse and fine parts of T dif f separately in a moderate size. Then, combining the results of the two parts, a high resolution result can be obtained. In this method, the time stamp sequences are converted into discrete arrays with a time resolution δt, where N is the size of discrete arrays, and the same for B k . Then, substitute A k and B k into the equations (2) and (3), we can obtain the peak position corresponding to a resolution δt and modulo Nδt. The time difference of two time stamp sequences may be very long that a large size of the discrete array is needed. In practice, we adjust the two sequences and make them align left. Firstly, the difference of the first time stamps of each sequence, named as ∆T 1 , is calculated by a subtract operation. Based on ∆T 1 , the two sequences are adjusted to make the first element of each sequence identical. Then, the relative offset of two revised sequences ∆T 2 is calculated by the cross correlation method. Finally, by simply adding the relative offset ∆T 2 to the first time stamp difference ∆T 1 , the time difference of two time stamp sequences can be expressed as ∆T = ∆T 1 + ∆T 2 .
In the cross correlation calculation, the noise events may lead to a high background which seriously smooth the correlation peak. In the worse case, it maybe give a false result. Generally, the noise events can be remit by using the prefilter method in generalized correlator [22] . We use a simple method to get rid of the obvious noise events. At first, check the adjacent time stamps, if they are from the same detector, then drop the previous one and compare with the next one, continue until the adjacent events are from different detectors. Secondly, set a threshold ∆t th , and remove the adjacent pairs with time difference exceed the threshold. With this method, most of the obvious uncorrelated events can be eliminated and only the events with the most probability to be similar to the true two-photon pairs maintained.
Clock comparison result
For a efficiently cross correlation calculation, we define the size of cross correlation array N = 2 23 , and set the coarse resolution as 2 15 ps. The corresponding acquisition time is 2 38 ps to make sure that there are enough photon pairs events in the subset of the time stamp sequence. One subset is extracted during the acquisition time and there are 3097 time stamps from sequence A, and 4094 from sequence B. The first time stamps difference ∆T 1 of the two subset sequences is 1716 789 048 793 ps. Then, the two sequences are revised, and the relative offset ∆T 2 is calculated using the method in section 3.2 with different resolutions in 2 15 ps, 2 10 ps, 2 6 ps, and 2 5 ps, respectively. The cross correlation results of the two revised sequences are show in figure 3 . The peaks in figure 3 (a) at resolution 2 15 ps, figure 3(b) at resolution 2 10 ps, and figure 3(c) at resolution 2 6 ps are sharp enough to be identified with sufficient significance. Consider the situation at resolution 2 5 ps or below, as shown in figure 3(d) , it's hard to uniquely identify an obvious signal peak. In such case, the cross correlation of the two-photon events is submerged in noise that mainly caused by the jitter of detectors and the background light.
The clock comparison results of the selected subset time stamp sequences are shown in table 1. The time difference at the coarse resolution 2 15 ps is directly calculated and a 1716 808 447 449 ps difference is obtained. The time differences at fine resolutions 2 10 ps and 2 6 ps are calculated by combining the least significant byte of the fine results with the most significant byte of the coarse result that calculated at 2 15 ps resolution, respectively. Finally, the time difference at 2 10 ps resolution is 1716 808 432 089 ps and 1716 808 431 897 ps for the resolution at 2 6 ps. We successively extract 20 subsets, with the same acquisition time 2 38 ps, from the time stamp sequences of {A(t)} and {B(t)}. The time difference of each subset 
Finally, the time difference between two remote clocks is estimated to be 1716 808 431 907 ± 56 ps.
System performance analysis
To analyze the effects of hardware devices, such as the rubidium clocks, event timers, and single photon detectors on the precision of clock synchronization system, we propose four different schemes, named as scheme I-IV shown in figure 4 . In schemes I-III, two square pulse signals with 1MHz frequency and 2% duty (the pulse width is 20 ns, just for simulating the output electric pulse of the single photon detector) from a signal generator are used as the input signals of the clock comparison system. In scheme I, two input signals connect with the two channels of one event timer, and the event timer connects with a clock; for scheme II, each input signal connects with an event timer, two event timers connect with the same clock; and in scheme III, each input signal connects with an event timer, but the two event timers connect with different clocks; the scheme in section 3 is defined as scheme IV, which is the same as scheme III except that the two input signals are generated from two single photon detectors.
In the schemes I-III, two time stamp sequences are recorded as {A ′ (t)} and {B ′ (t)}, and each sequence contains 7500 time stamps. The relative time difference of two sequences {A ′ (t)} and {B ′ (t)} can be directly obtain by a subtraction operation. The standard deviation of the relative time difference is calculated to character the performance of system. By comparing different schemes, the effects of system components can be analyzed individually.
At first, the influence of event timers is analyzed by comparing scheme I with scheme II. We ignore the difference in the two channels of one event timer. The only difference in these two schemes is the event timer. The standard deviation of the relative time difference of two input signals in scheme I is σ 1 = 5.15 ps, the distribution and the histogram of the relative time difference in scheme I is shown in figure 5 (a) and figure 5(d). The result for scheme II is that σ 2 = 4.67 ps, and the statistical results are shown in figure 5 (b) and figure 5(e). For event timers, the standard deviations of total error in measurement of time intervals between events are calibrated as σ ET 1 = 2.91 ps, σ ET 2 = 3.01 ps. So, we can see that there is no obvious difference in the results of scheme I and scheme II, σ 1 and σ 2 are almost the same. Therefore, the effect of event timers on the precision of clock comparison can be ignored when different equipments are used in remote sites.
Secondly, the effect of clock's frequency offset is investigated by comparing scheme II and scheme III. If the two clocks used in experiments have exactly the same frequency, i.e. δu = 0, then the contribution of two-photon events will all end up in a single time bin in the cross correlation calculation. While for the case δu = 0, the correlated events will spread out, and the arrival time stamps of the single photon streams become t ′ i = t i ×(1+δu). This can not only reduce the intensity of the cross correlation peak, but also increase the width of the peak. In scheme II the two event timer are connected to the same atomic clock, which corresponds to the case that two clocks with no frequency offset. While in scheme III the two event timer are connected to different atomic clocks, and there may exist some frequency offset. For scheme III, the standard deviation of the measured relative time difference is σ 3 = 8.99 ps, and the statistical results are shown in figure 5(c) and figure 5(f). Compared with the results in scheme II, σ 3 is larger than σ 2 . It means that the offset in clock frequency will decrease the precision of the clock comparison. As the frequency stability of rubidium clock is 3.16 × 10 −11 , the time drift during the acquisition time (2 38 ps ≈ 0.275 s) is about 8.69 ps. Thus for the 64 ps resolution, i.e. a 64 ps coincidence window for time-correlated photon pair events, the time drift caused by frequency offset could not affect the cross correlation result. Only in the cases that the resolution is comparable to the time drift or even small (i.e. time resolution less than 8.69 ps), the effects of the time drift caused by frequency offset on clock comparison need to be considered.
Finally, the effect of single photon detector's time jitter is studied by comparing scheme IV with scheme III. The difference of the two schemes is that the signal from single photon detector has a random time jitter along with background noise. Similar to the mechanism that the clock's frequency offset affects the cross correlation, the detector's time jitter leads to a random fluctuation of the single photon's arrival time. As shown in section 3.3, the standard deviation of the time differences in scheme IV at 64 ps resolution is σ = 55.92 ps, whereas in scheme III σ 3 = 8.99 ps. Therefore, the detector's time jitter and the background noise seriously degrade the accuracy of the clock comparison.
Conclusion
In conclusion, a 64 ps precision for clock comparison has been realized using the timecorrelated two-photon pairs. The time difference of two remote clocks is calculated by cross correlation method and the peak searching process after eliminating the obvious noise events. The influences of the event timer, the clock's frequency offset, and the single photon detector's time jitter are analyzed by comparing four schemes with different hardware devices in the clock comparison system. The results show that the main influence is the detector's time jitter and background noise, the clock's frequency offset may degrade the performance of system depending on the coincidence window, and the effect of event timer can be ignored. In addition, as we know that a 67 km fiber-optical quantum key distribution system [23] and a 144 km free space transmission of entangled photon pairs have been realized in experiments [24, 25] , combining the two-photon assisted clock comparison scheme with the technologies in quantum communication, high precision synchronization between long distance separated clocks could be realized in future.
