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Abstrakt
V této práci opakujeme některé základní pojmy analytické geometrie. Zmiňujeme některé
techniky výpočtu průsečíku paprsku a trojúhelníku a také uvádíme příklady využití. Disku-
tujeme zde možnosti CUDA, optimalizační techniky na této architektuře a jejich implemen-
taci vzhledem k dané problematice. Algoritmy výpočtu průsečíku paprsku a trojúhelníku
podrobujeme testům.
Abstract
This work contains a few basic terms of analytical geometry. We mention some of ray-
triangle intersection computation algorithms and present some use-case examples. We dis-
cuss capabilities of CUDA, optimization techniques of this architecture and implementation
with focus on given issues. Algorithms of ray-triangle intersection are tested and results are
discussed.
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Kapitola 1
Úvod
V tomto dokumentu vycházím z diplomové práce Jiřího Havla [6].
V počítačové grafice se setkáváme s mnoha přístupy vykreslování systémů, modelů, scén.
Mezi realistické procesy vykreslování patří bezesporu raytracing. Raytracing je založen na
šíření paprsku, protože paprsek dobře a jednoduše modeluje šíření světla. Jistě existují i jiné
přístupy v modelování chování světla (vlnový, kvantový), ale ty se v počítačové grafice
takřka nepoužívají, nebo se simulují pomocí vlastností materiálů (texturami).
Chceme-li modelovat scénu pomocí paprsků, potřebujeme ve velké míře určovat místa
jejich dopadu. Analytická geometrie je v tomto případě přívětivá. Průsečíky paprsku s kou-
lemi, válci, či rovinami jsme schopni velice rychle určit. V počítačové grafice je ale nejběžněji
používané primitivum polygon, respektive trojúhelník. A právě v případě trojúhelníků se
nám situace vzhledem k jejich počtu zesložiťuje. Analytické řešení samozřejmě existuje,
ale jeho naivní implementace jsou pomalé a neefektivní. I když jsou výpočty průsečíků
jen špičkou ledovce rychlého raytracingu, vyplatí se nám operace s trojúhelníky co nejvíce
optimalizovat.
V druhé kapitole se seznámíme s možnými způsoby uplatnění výpočtu průsečíku paprsku
a trojúhelníku.
Třetí kapitola obsahuje připomenutí matematických pojmů, které jsou dále využívány
v optimalizovaných algoritmech různých autorů. Tyto algoritmy čtenáři vysvětlujeme a uvá-
díme spolu s vzorci a rovnicemi.
Ve čtvrté kapitole se věnujeme optimalizačním technikám, návrhu aplikace a implemen-
taci.
Dosažené výsledky testujeme v páté kapitole.
3
Kapitola 2
Využití
2.1 Raytracing
Česky překládané zpětné rekurzivní sledování paprsku je metoda počítačové grafiky. Patří
k realističtějším metodám co se týče průhlednosti, odrazu a dalších, ale přesto trpí některými
neduhy (zejména aliasing, nezvládá plošné a sekundární zdroje světla, měkké stíny, aj.).
Principem je vyslání paprsku z místa pozorovatele (typicky kamera ve scéně) skrz každý
pixel rastrového obrazu. Pokud se vyslaný paprsek protne s nějakým tělesem, jsou z místa
průsečíku vrženy další paprsky do scény. Směrem ke všem zdrojům světla ve scéně je vržen
stínový paprsek, který zjistí, jestli se mezi daným bodem a zdrojem světla nenachází další
objekty, které by jej mohly zastiňovat. Navíc, je-li materiál v místě průsečíku průhledný,
dochází k průchodu paprsku skrz tento objekt, na jeho konci se lomí a pokračuje dál. Tímto
způsobem lze docela dobře modelovat průchod skleněnými tělesy. Není-li materiál průhledný
dojde k odrazu vyslaného paprsku podle zákona o odrazu a pokračuje se dál. Ilustrace viz
obrázek 2.1.
Výsledná barva pixelu je dána podle osvětlovacího modelu (zde například Phongův
osvětlovací model) součtem ambientní složky, difúzní složky a spekulární složky. K tomu
jsou ještě přidány stejné hodnoty, kterými přispívá odražený paprsek. Přičítání se rekurzivně
opakuje pro každý odraz, proto slovo rekurzivní v přeloženém názvu.
Distribuovaný raytracing zavádí do výše popsané metody změnu v podobě více vysla-
ných paprsků pro každý pixel. Paprsky se v místě dopadu řídí podle distribuce pravděpo-
dobnosti. Cílem je vyšší věrohodnost odrazů, které nevypadají ideálně zrcadlově. V tomto
případě je možné utlumit aliasing, vytvořit hezčí přechody mezi objekty, měkké stíny za
cenu větších výpočetních nároků. Zde je možná optimalizace, kdy se do scény nevysílá hned
několik paprsků na pixel, ale sleduje se okolí a pokud v něm dochází k nějaké významné
změně (hranice objektu, stín, ap.) teprve se vyšlou
”
zpřesňující paprsky“. V literatuře su-
persampling a adaptive supersampling. Je možný i další přístup, ve kterém se pro okolí
s podobnými vlastnostmi vyšle pouze jeden paprsek – subsampling.
2.2 Raycasting
Raycasting je metoda velice podobná raytracingu, avšak narozdíl od něj je jednodušší a vý-
početně méně náročnější, protože nepoužívá rekurzi. V této metodě nejsou sledovány jed-
notlivé paprsky, ale jejich svazky. Dále se uvažuje pouze jejich první kolize, ignoruje se
odraz, lom a nepočítají se stínové paprsky. Metoda nedosahuje závratných výsledků, ale
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kamera světlo
světlo
Obrázek 2.1: Demonstrace raytracingu. Sledovaný paprsek je veden z kamery do scény, kde
je určen jeho první průsečík s objektem. K vlastnostem, které má daný bod tělesa, jsou
připočteny příspěvky světel ve scéně a příspěvek odraženého paprsku (dle zákona odrazu).
to kompenzuje rychlostí výpočtu. Právě díky rychlosti se využívala dříve ve 3D enginech
(Wolfenstein 3D), nebo i filmařském odvětví (Tron). V jisté podobě je tato metoda použí-
vaná dodnes [5] při volume rendering. Přes vizuální nedostatky metoda zvládá odstraňovat
skryté povrchy a zjistí objekty v popředí.
2.3 Detekce viditelnosti
V předchozí části jsme již naznačili, že paprsky lze využít i pro detekci viditelnosti. Paprsek
se posílá od pozorovatele k objektu u nějž sledujeme viditelnost a jestliže vyslaný paprsek
neprotne cestou žádný jiný objekt, je konečný objekt označen za viditelný. V tomto případě
se kolize nepočítá přímo s polygony, ale obalujícím tělesem (nejčastěji koule, protože se u ní
snadno určí průsečík). Detekce viditelnosti se uplatňuje například u radiosity, kde se počítá
form faktor pouze pro objekty, které na sebe vidí.
2.4 Detekce kolizí
Abstrakci v podobě paprsků si můžeme dovolit i v případě malých, rychle se pohybují-
cích objektů. Kupříkladu letící kulky lze modelovat pomocí paprsků. Zjistíme průsečíky
s obalovými tělesy a teprve potom konkrétní polygony objektu.
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Kapitola 3
Matematika a algoritmy
3.1 Analytické vyjádření
V této části se věnujeme analytickému vyjádření průsečíku paprsku a roviny trojúhelníku.
Pro tyto účely si zopakujeme některá základní fakta.
• Trojúhelník zadaný třemi body A, B, C.
• Přímku můžeme vyjádřit jako množinu bodů X definovanou bodem S, směrovým
vektorem ~s a parametrem t.
Zapíšeme:
X = S + ~st (3.1)
• Rovinu trojúhelníku ρ lze vyjádřit obecnou rovnicí ax+by+cz+d = 0, kterou můžeme
zkrátit na:
~n.X + d = 0 (3.2)
Kde ~n je normálový vektor ~n = (a, b, c), X množina všech bodů X[x, y, z] roviny ρ.
Normálový vektor ~n získáme vypočtením vektorového součinu:
~n = ~u× ~v = ~AB × ~AC (3.3)
Dosazením konkrétní hodnoty bodu A do obecné rovnice dostaneme vztah pro para-
metr d:
d = −(~n.A) (3.4)
Pro představu uvádíme názornou kresbu 3.1.
3.2 Průsečík
Průsečík je bod, který se nachází jak na přímce, tak na rovině, zjišťujeme tedy průnik dvou
množin 3.5 a 3.6.
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Obrázek 3.1: Průsečík paprsku s rovinou trojúhelníku. Paprsek p, s počátečním bodem
S a směrovým vektorem ~s se protíná s trojúhelníkem ABC v bodě X. Znázorněny jsou
vektory stran ~u, ~v a normálový vektor ~u.
X = S + t~s (3.5)
X = −d
~n
(3.6)
S + t~s = −d
~n
t = −d+ S~n
~s~n
(3.7)
Tím získáme vztah pro výpočet parametru t. Dosazením parametru t do rovnice přímky
dospějeme konečně ke hledanému průsečíku.
Při výpočtu parametru t ještě můžeme ušetřit 2 operace násobení (v případě imple-
mentace i paměťový prostor) a to v případě úpravy normálového vektoru roviny tak, aby
jedna jeho složka nabývala hodnoty 1. Například ~n = (na, nb, 1). Rovnici parametru t pak
můžeme zapsat takto:
t = −naSa + nbSb + Sc + d
nasa + nbsb + sc
(3.8)
Hodnoty na, nb jsou získáni podělení původního vektoru ~n jeho složkou c.
3.3 Barycentrické souřadnice
Jsou váhové koeficienty vyjadřující blízkost vnitřního bodu X trojúhelníku ABC k jeho
jednotlivým vrcholům.
Pro všechny body X trojúhelníku ABC platí:
X = α.A + β.B + γ.C; α, β, γ ∈ 〈0, 1〉 ; α+ β + γ = 1 (3.9)
Kde α, β, γ jsou zmiňované barycentrické souřadnice.
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3.3.1 Převod do barycentrických souřadnic
Adaptováno z [20]. Pro vyjádření barycentrických souřadnic nám postačuje dvourozměrný
prostor. Jelikož jsou naše trojúhleníky trojrozměrné provedeme projekci do roviny dané
dvěmi souřadními osami. Kterou rovinu si vybereme může být libovolné, ale vhodné je si
vybratu tu, ve které má trojúhelník největší průmět. Nemusíme počítat obsahy průmětů
trojúhelníku ve všech třech rovinách, ale stačí nám zjistit, ve které rovině má normálový
vektor trojúhelníku nejmenší průmět. Nejmenší průmět normály garantuje největší průmět
trojúhelníku (vycházíme z vlastnosti vektorového součinu). Nechť jsou osy x, y vybranými
osami. Mějme bod X[x, y], který leží uvnitř trojúhelníku ABC. Jeho kartézské souřadnice
jsou dány vztahem vycházejícím z 3.9:
x = α.Ax + β.Bx + γ.Cx (3.10)
y = α.Ay + β.By + γ.Cy (3.11)
γ můžeme vyjádřit jako γ = 1− α− β a dosadit do vzorců výše.
x = α.Ax + β.Bx + (1− α− β.Cx) (3.12)
y = α.Ay + β.By + (1− α− β.Cy) (3.13)
Po úpravě:
α.(Ax − Cx) + β.(Bx − Cx) + Cx − x = 0 (3.14)
α.(Ay − Cy) + β.(By − Cy) + Cy − y = 0 (3.15)
Lineární transformaci zkrátíme zápisem:
T.λ = X − C (3.16)
Kde λ je vektor barycentrických souřadnic a T je matice:
T =
∣∣∣∣ Ax − Cx Bx − CxAy − Cy By − Cy
∣∣∣∣ (3.17)
K matici T můžeme sestrojit inverzní matici T−1 protože vrcholy, které popisuje, tvoří
trojúhelník a jsou tedy lineárně nezávislé. Díky tomu můžeme podělit rovnici 3.16 maticí
T a získáme vztah:
λ = T−1.(X − C) (3.18)
A odtud již můžeme vyjádřit vztah pro výpočet samotných barycentrických souřadnic α,
β, γ.
α =
(By − Cy)(x− Cx) + (Cx −Bx)(y − Cy)
(By − Cy)(Ax − Cx) + (Cx −Bx)(Ay − Cy) (3.19)
β =
(Cy −Ay)(x− Cx) + (Ax − Cx)(y − Cy)
(By − Cy)(Ax − Cx) + (Cx −Bx)(Ay − Cy) (3.20)
γ = 1− α− β (3.21)
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(1,0,0) (0,1,0)
(0,0,1)
(1/2,1/2,0)
(1/2,0,1/2) (0,1/2,1/2)(1/4,1/4,1/2)
(1/4,1/2,1/4)(1/2,1/4,1/4)
(1/3,1/3,1/3)
Obrázek 3.2: Barycentrické souřadnice trojúhelníku [16]. Tyto souřadnice udávají podob-
nost s vrcholy. Kupříkladu bod totožný s vrcholem A bude mít souřadnice (1, 0, 0).
3.4 Plückerovy souřadnice
Informace jsou čerpány z článku Jeffa Ericksona [3]. Plückerovy souřadnice jsou způsob,
jak definovat přímky (potažmo paprsky) v trojrozměrném prostoru šesticí souřadnic. Nechť
L je orientovaná přímka procházející dvěma body s homogenními souřadnicemi [a, b, c, d]
a [w, x, y, z]. Pak je přímka L dána plückerovýmí souřadnicemi:
(a.x− b.w, a.y − c.w, b.y − c.x, a.z − d.w, b.z − d.x, c.z − d.y) (3.22)
Plückerovy souřadnice jsou homogenní, proto jejich vynásobením s libovolným reálným
číslem dá opět plückerovy souřadnice téže přímky. Na druhou stranu ne každá šestice může
popisovat přímku. Pro plückerovy souřadnice (L1, L2, L3, L4, L5, L6) vždy platí:
L1.L6 − L2.L5 − L3.L4 = 0 (3.23)
3.4.1 Interakce
Dvě orientované přímky L a M mohou interagovat třemi způsoby: protnou se, L míjí M
zleva a L míjí M zprava. Pro názornost ještě obrázek 3.3.
L
M M M
L L
Obrázek 3.3: Možné interakce přímek. Zleva s průsečíkem, míjí vlevo, míjí vpravo.
Díky plückerovým souřadnicím se dá rychle určit, o jaký typ interakce se jedná. V práci
Jiřího Havla [6] je definován pojem side oparátor. Pro uvedené přímky L a M se vypočte
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takto:
side(L,M) = L1.M6 − L2.M5 + L3.M4 + L4.M3 − L5.M2 + L6.M1 (3.24)
Je-li side(L,M) = 0 dochází k protnutí. Je-li side(L,M) > 0 resp. < 0 pak dochází k míjení
M zleva, resp. zprava.
Pro orientovaný paprsek p a orientované úsečky AB, BC, CA trojúhelníku ABC vy-
jádřenými pomocí plückerových souřadnic platí, že p protíná trojúhelník právě tehdy když
side(p,AB), side(p,BC), side(p, CA) mají stejné znaménko. Což znamená, že jsou hrany
trojúhelníku míjeny vždy ze stejného směru – tedy paprsek musí procházet trojúhelníkem,
který je tvořen těmito hranami.
3.5 Shevtsov-Soupikov-Kapustin (SSK)
V tomto oddílu vycházím z práce autorů uvedených v nadpise [10]. Algoritmus SSK provádí
projekci trojúhelníku do jedné roviny souřadného systému. Test, zda se průsečík nachází
uvnitř trojúhelníku je vyhodnocován pomocí plückerových souřadnic. Vstupem algoritmu
jsou předpočítaná data v podobě upravené normály ~n(na, nb, 1), přepočítaných souřadnic
bodu A a dvou hran trojúhelníku u, v. Indexy a, b značí vybrané osy, index c osu vyřazenou.
Označme nový bod jako P [Pa, Pb]. Namísto třetí složky bodu P zavádí algoritmus hodnotu
np, což je skalární součin:
np = ~n.A = na.Ax + nb.Ay +Az (3.25)
Cílem hodnoty np je ušetření dalších operací a lepšího využití registrů při hledání průsečíku.
Hrany u, v jsou upraveny tak, abychom jednu jejich složku mohli při výpočtech ignorovat
a vznikají tak nové hrany e0, e1 pouze se dvěmi složkami.
e0a = (−1)cua/nc
e0b = (−1)cub/nc
e1a = (−1)cva/nc
e1b = (−1)cva/nc
Zjišťování průsečíku s trojúhelníkem pracuje v SSK na základě dvou metod:
1. Rychlý výpočet kolize pomocí plückerových souřadnic. Vyšetřování znamének side
operátoru ke každé z hran trojúhelníka a paprsku.
2. Výpočet průsečíku. Jestliže test předchozí metody uspěl, pak jsou spočítány barycen-
trické souřadnice α, β a určen parametr t ze vztahu A+ α~u+ β~v = S + ~st
Rychlý výpočet kolize je dán vztahy:
det = sa.na + sb.nb + sc
dett = np − (Sa.na + Sb.nb + Sc)
TMPa = sa.dett− (Pa − Sa).det
TMPb = sb.dett− (Pb − Sb).det
deta = e1b.TMPa − e1a.TMPb
detb = e0a.TMPb − e0b.TMPa
(3.26)
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Na základě shodnosti znamének u det − deta − detb, deta, detb se rozhodne, zda paprsek
protíná trojúhelník (znaménka jsou shodná) a pokud ano, jsou parametry α, β a t určeny:
t = dett/det
α = deta/det
β = detb/det
3.6 Möller-Trumbore (MT)
Vycházím z práce Möllera a Trumbora [17]. Algoritmus MT narozdíl od SSK nepotřebuje
předpočítaná data. Podobně jako v SSK i zde se provádí transformace do jiného souřadného
systému. Transformován je zde počátek paprsku a to do systému, kde počátek systému je
dán jedním bodem trojúhelníku, jednou souřadnou osou je směrový vektor paprsku a zbylé
dvě osy jsou dány stranami trojúhelníku. V tomto případě se zcela nabízí použití barycent-
rických souřadnic. Jak bylo uvedeno v oddíle 3.2, všechny body X paprsku můžeme zapsat
vztahem:
X = S + t~s (3.27)
A všechny body X trojúhelníku:
X = (1− β − γ)A+ βB + γC (3.28)
Průsečík je opět průnik těchto dvou množin:
S + t~s = (1− β − γ)A+ βB + γC
S −A = β(B −A) + γ(C −A)− t~s
~k = β~u+ γ~v − t~s
[−~s, ~u,~v]
 tβ
γ
 = ~k (3.29)
S využitím Kramerova pravidla:
 tβ
γ
 = 1|−~s, ~u,~v| .

∣∣∣~k, ~u,~v∣∣∣∣∣∣−~s,~k,~v∣∣∣∣∣∣−~s, ~u,~k∣∣∣

Z lineární algebry:
|A,B,C| = −(A × C).B = −(C ×B).A (3.30)
Po dalších úpravách dospějeme ke vztahu:
~p = ~s× ~v
~q = ~k × ~u tβ
γ
 = 1
~u.~p
.
 ~v.~q~k.~p
~s.~q
 (3.31)
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3.7 Kensler-Shirley
Informace pro tento oddíl jsem čerpal z [1]. Autoři Kensler a Shirley přišli na algoritmus,
který přistupuje k hledání průsečíku s trojúhelníkem pomocí determinantů se znaménkem
(popíši v pododdílu 3.7.1) a Plückerových souřadnic.
3.7.1 Determinanty se znaménkem
Mějme vektory ~a, ~b a pro 3D i ~c. Vykresluje obrázek 3.4.
a
b
a
b
c
Obrázek 3.4: Vektory pro 2D a 3D.
Pokud souřadnice těchto vektorů zapíšeme do matice:
2D =
∣∣∣∣ xa xbya yb
∣∣∣∣ 3D =
∣∣∣∣∣∣
xa xb xc
ya yb yc
za zb zc
∣∣∣∣∣∣ (3.32)
Pak determinanty matic 2D a 3D dávají po řadě obsah rovnoběžníku tvořeného vektory
~a, ~b; a objem tělesa tvořeného vektory ~a, ~b, ~c. Opět ilustrujeme obrázkem 3.4. Znaménka
u těchto determinantů pak udávájí, jestli vektory, kterými jsou tvořeny, jsou uspořádány
levotočivě (−), nebo pravotočivě (+).
3.7.2 Algoritmus
Autoři Kensler a Shirley opisují paprsku a trojúhelníku čtyřstěny a to tak, že jako vrcholy
čtyřstěnu použijí vždy 2 body paprsku S, R a 2 body trojúhelníku. Tímto postupem je
možné vytvořit až 3 čtyřstěny, jejich průniky s trojúhelníkem jsou naznačeny barevnými
plochami na obrázku 3.5.
Výpočtem objemu těchto čtyřstěnů a zjištěním znaménka, lze určit, zda se průsečík
nachází uvnitř trojúhelníku. Autoři dospěli k několika možným postupům výpočtu, z nichž
genetickou optimalizací vybrali jako nejrychlejší variantu:
~n = ~AB × ~CA
~i = ~SA× ~s tβ
γ
 = 1
~s.~n
.
 ~n. ~SA~i. ~CA
~u. ~AB
 (3.33)
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B
C
Obrázek 3.5: Průnikové plochy čtyřstěnů a trojúhelníku.
Je jistě vidět, že výpočet je velice podobný algoritmu Möller-Trumbore. MT je totiž
jedním případem Kensler-Shirley, ale jeho autoři jej odvodili jiným způsobem.
3.8 Badouel
Vycházím z [2]. Algoritmus, s kterým přichází Didier Badouel, pracuje ve dvou fázích.
V první fázi určí, zda paprsek trojúhelník protíná a v druhé fázi vypočte jeho barycentrické
souřadnice.
V první fázi průnik určujeme principem vysvětleným v 3.2, tedy vztahem:
t = −d+ S~n
~s~n
(3.34)
Druhá fázi počítáme dle vztahů zmíněných v 3.3 upravených do tohoto tvaru:
~AX = α.~u+ β.~v; α, β ≥ 0; α+ β ≤ 1 (3.35)
Což můžeme rozepsat na:
Xx −Ax = α.(Bx −Ax) + β.(Cx −Ax)
Xy −Ay = α.(By −Ay) + β.(Cy −Ay)
Xz −Az = α.(Bz −Az) + β.(Cz −Az)
To je soustava tří rovnic o dvou neznámých. Jedna rovnice je nadbytečná. Abychom vyřadili
tu nejméně užitečnou rovnici, promítneme trojúhelník do souřadné roviny, kde bude mít
největší průmět. Nejjednodušší je porovnávat velikosti promítnutých normálových vektorů
trojúhelníku.
Nechť (u, v) jsou souřadnice vektoru ve vybrané souřadné rovině a dvojice (xx, yy) osy
téže roviny. Pak rovnice pro výpočet souřadnic vektoru jsou:
u0 = Xxx −Axx u1 = Bxx −Axx u2 = Cxx −Axx
v0 = Xyy −Ayy v1 = Byy −Ayy v2 = Cyy −Ayy
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Zkrácené tvary rovnic 3.36 zapíšeme:
u0 = α.u1 + β.u2
v0 = α.v1 + β.v2
Hodnoty α, β získáme výpočtem determinantů:
α =
det
∣∣∣∣ u0 u2v0 v2
∣∣∣∣
det
∣∣∣∣ u1 u2v1 v2
∣∣∣∣ β =
det
∣∣∣∣ u1 u0v1 v0
∣∣∣∣
det
∣∣∣∣ u1 u2v1 v2
∣∣∣∣
Což můžeme rozepsat:
β =
u0.v2 − u2.v0
u1.v2 − u2.v1 γ =
u1.v0 − u0.v1
u1.v2 − u2.v1 (3.36)
3.9 Wald
Vycházím z disertační práce Ingo Walda [19]. U Waldova algoritmu, podobně jako u Ba-
douelova provádíme projekci trojúhelníku do jedné souřadné roviny. Také zde pracujeme ve
dvou fázích. V první provedeme test vzdálenosti (výpočet parametru t) a v druhé určujeme
barycentrické souřadnice průsečíku. Také v dalších výpočtech postupujeme jako u Badouela,
čímž dospějeme ke stejnému výsledku 3.36. Tím, čím se Wald liší od Badouela je následný
přesun některých částí výpočtu do přípravy scény. Povšimněme si, že vektory hran trojú-
helníku a jeho normála, se pro jeden konkrétní trojúhelník počítá několikrát (pro každý test
průsečíku). Je tedy výhodné, abychom tyto hodnoty vypočetli jednou a uložili si je pro další
použití. Zaměříme-li se na normálu, bude po projekci do nového souřadného systému mít
souřadnice ~n′(nxx, nyy, 1), kde index xx a yy značí vybrané osy. Využíváme stejný princip,
jako v rovnici 3.8. Výpočet parametru pak můžeme zapsat:
t =
(A− S).~n′
~d.~n′
t =
A.~n′ − Sx. ~nxx − Sy. ~nyy − Sz
~dx. ~nxx + ~dy. ~nyy + ~dz
(3.37)
Je zřejmé, že hodnoty d = A.~n′, nxx a nyy jsou konstanty pro každý trojúhelník a jako
takové mohou být předpočítané.
Obdobným způsobem můžeme přistoupit k hranám trojúhelníku a získáme vztah pro
β, γ:
β = Xxx.
ACyy
ABxx.ACyy −ACxx.AByy −Xyy.
ACxx
ABxx.ACyy −ACxx.AByy +
Ayy.ACxx −Axx.ACyy
ABxx.ACyy −ACxx.AByy
γ = −Xxx. AByy
ABxx.ACyy −ACxx.AByy +Xyy.
ABxx
ABxx.ACyy −ACxx.AByy +
Ayy.ABxx −Axx.AByy
ABxx.ACyy −ACxx.AByy
3.10 Kolmé roviny
Tato metoda byla vytvořena a popsána v práci Jiřího Havla [6] a také v článku autorů Havla
a Herouta [7]. Vychází z Badouelovy a Waldovy metody, ale narozdíl od nich neprovádí pro-
jekci trojúhelníku do souřadné roviny. Důsledkem toho musíme použít více matematických
operací.
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Souřadnice β, γ v tomto případě udávají vzdálenost průsečíku od určité roviny. Pro
souřadnici β tato rovina obsahuje přímku AB a bod C se nachází ve vzdálenosti 1. Pro nás
jsou zajímavé ty roviny, jež jsou kolmé na rovinu trojúhelníku. Ilustrujeme obrázkem 3.6.
A
B C
P
β
1
γ
1
Obrázek 3.6: Kolmé roviny pro výpočet barycentrických souřadnic. Vzdálenosti bodu B od
přímky AC a bodu C od přímky AB jsou normalizovány na 1.
Normálový vektor ~nb roviny pro souřadnici β získáme vektorovým součinem směrového
vektoru přímky AB a normálového vektoru ~n trojúhelníku ABC. Chybějící parametr db
získáme vyjádřením a dosazením do obecného tvaru rovnice roviny. Pro rovinu souřadnice
γ postupujeme obdobně.
~nb =
~AB × ~n
|~n|2
db = − ~nb.A (3.38)
~ng =
~n× ~AC
|~n|2
dg = − ~ng.A (3.39)
Kvadrát délky normálového vektoru je ve jmenovateli proto, aby třetí body trojúhelníku
byly v požadované vzdálenosti 1. Proč se normalizuje kvadrátem je vysvětleno v [6].
Hodnoty β, γ získáme ze vztahu:
β = ~nb.P + db
γ = ~ng.P + dg
15
Kapitola 4
Návrh a implementace
Prvním předpokladem pro rychlé výpočty jsou správné algoritmy. Dalším faktorem, který
se na rychlosti podílí, jsou vhodné nástroje a implementace. Vycházel jsem z oficiálních
programátorských příruček [13] [14].
4.1 SIMD
Jednou z možností je implementování s využitím SIMD instrukcí. Čerpám z [9] a [21].
Single Instruction Multiple Data jsou takové instrukce, které jedním úkonem zpracují více
dat. Jsou známy tři technologie, chronologicky MMX, 3DNow! a SSE. SIMD instrukce jsou
také označovány jako vektorové.
MMX Technologie umožňuje využít osm 64 bitových registrů (MM0 až MM7). Ty jsou
vyšetřeny z 80 bitových registrů pro operace s plovoucí řádovou čárkou. MMX provádí ce-
ločíselné operace. V závislosti na velikosti operandů zvládne paralelně obsloužit 2, 4 nebo
až 8 operací. Navíc rozšiřuje standardní soubor 220 strojových instrukcí o 57 nových mul-
timediálních instrukcí.
Pro výpočty v 3D prostoru je celočíselná přesnost nedostatečná, a tak můžeme využít
modernější Streaming SIMD Extension, zkráceně SSE. Firma Intel se v něm poučila z chyb
MMX a k SSE se později přidává i firma AMD. V současnosti jsou známé už čtyři sady
SSE (SSE-SSE4).
Registry SSE jsou 128 bitové a obsáhnout tedy čtyři hodnoty v plovoucí řádové čárce.
V SSE jsou dvě funkce určené k načítání dat – rychlá a pomalá. Rychlé načítání je využitelné
v případě, že jsou data zarovnaná na 16B. Pro obecná data je určena pomalejší funkce. SSE
taktéž nabízí rychlejší varianty výpočtů inverzní hodnoty. Jedná se o odhad, který se hodí
zejména v situacích, kdy potřebujeme jedním jmenovatelem podělit více čitatelů a tak místo
dělení spočteme inverzní hodnotu, kterou dále násobíme.
SSE toho samozřejmě umožňují daleko více, ale SIMD instrukcemi se více ve své práci
zabýval Jiří Havel [6] a v tomto dokumentu se zaměříme spíše na technologii uvedenou
v následujícím oddíle.
4.2 GPU
Další možností je využití technologií provádějících algoritmy na GPU. Z dnes dostupných
jmenujme CUDA, nebo OpenCL.
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CUDA (Compute Unified Device Architecture) je platforma pro paralelní výpočty a zá-
roveň se jedná o programovací model vytvořený společností NVIDIA. Tato technologie
existuje od roku 2006 a od té doby byla několikrát inovována a aktualizována až do nynější
verze 5. CUDA patří mezi SIMT (Single Instruction Multiple Threads) technologie a je v ní
rozdíl od předešlé SIMD. Tento rozdíl spočívá v architektuře hardwaru, kdy jednu a tu stej-
nou instrukci zpracovává najednou několik tisíců vláken, ale s rozdílnými daty. To přináší
masivní paralelně výpočetní výkon. Na druhou stranu, je nutné většinu algoritmů upravovat
tak, aby tohoto výkonu byly schopny využít. Tedy, aby v maximální možné míře pracovala
všechna jádra grafické karty a pouze minimum, nejlépe žádná, nezůstávala v nečinnosti.
OpenCL (Open Computing Language) je otevřený standard pro vývoj paralelních pro-
gramů. Jedná se o výtvor v dnešní době uváděné skupiny Khronos Compute Working Group,
která se sestává ze členů předních firem, jako jsou AMD, IBM, Intel a NVIDIA. Ve verzi 1.0
ji známe od roku 2008. V dnešní době se setkáme s verzí až 1.2. Podobně jako technologie
CUDA patří mezi SIMT. Rozšiřuje jazyk C o nové instrukce, což má také s CUDA společné.
Pro implementaci výše uvedených algoritmů můžeme využít obě platformy. Jednoznačná
výhoda OpenCL spočívá v možnosti překládat a spouštět vytvořené programy na grafic-
kých kartách NVIDIA i AMD a v případě postrádání grafické karty, nebo z jiných důvodů,
spustíme kód i na CPU. Musíme si však uvědomit, že CPU neposkytuje tak velký parale-
lismus jako GPU. Oproti tomu programování s CUDA je mnohem více přátelské. Kernely
voláme způsobem typickým pro jazyk C, tedy uvedení jména funkce spolu s jejími para-
metry. Syntax je jen mírně obohacen o informaci kolik kernelů chceme vytvořit a jak mají
být uspořádané. V tomto místě bych se odkázal na dokumentaci CUDA [11], nebo moji
bakalářskou práci [8], kde jsou o technologii CUDA uvedeny větší podrobnosti a dál se bu-
deme věnovat pouze věcem bezprostředně týkajících se dané problematiky. Syntax OpenCL
je složitější, nebo lépe řečno pracnější. Parametry kernelu musíme nastavovat speciálními
funkcemi. Datové struktury je nutné kopírovat do bufferů a kernel samotný spouštíme opět
další funkcí, která má jako jeden z parametrů název kýženého kernelu. Z těchto důvodů
jsem se rozhodl pro implementaci využít technologii CUDA.
4.3 Vlastnosti CUDA
4.3.1 Přenos dat host – device
Když vyvíjíme software, který využívá ke svému běhu CPU i GPU, neobejdeme bez sdílení
informací mezi nimi. Oba typy hardware mají vlastní paměť, a i když nejnovější verze
CUDA umožňují procesoru a PCI zařízením přistupovat k paměti GPU prostřednictvím
DMA přímo, je ještě potřeba podpora ze strany hardware (umožňuje Tesla a Quadro [12]).
Pro ty, kdož tento hardware nevlastní, pak představuje přenos dat mezi CPU a GPU úzké
hrdlo a přistupují na řadu techniky urychlení.
Nestránkovaná paměť
Bývá běžným postupem, při vyvíjení programů na CUDA, nejprve alokujeme paměť pro
CPU prostřednictvím malloc() funkce a posléze obsah této paměti nakopírujeme do paměti
GPU. Využijeme-li CUDA funkci cudaMallocHost(), naalokujeme pinned memory, kterou
systém neswapuje. Z této paměti můžeme pomocí DMA přenášet data přímo na grafickou
kartu [24]. Jinou pamět cudaMemcpy() nejprve nakopíruje do pinned memory a teprve
pak přenáší. Nestránkované paměti ale nelze alokovat mnoho, muže totiž dojít ke sníženi
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výkonnosti systému. Alokování příliš velkého paměťového prostoru snižuje množství paměti
dostupné systému pro stránkování.
Asynchronní přenos dat
Další možností, jak skrýt latence způsobené přenosem dat mezi zařízeními, je paralelizovat
přenos dat s výpočty nad nimi. Lze zvolit až tři metodické přístupy.
• Asynchronní přesun paměti host – zařízení.
• Asynchronní přesun paměti zařízení – host.
• Kombinace obou předešlých.
Pro asynchronní přenosy dat využíváme funkci cudaMemcpyAsync().
4.3.2 Uspořádání paměti GPU
Vlákna během svého běhu potřebují samozřejmě pracovat s pamětí. Každé vlákno má k dis-
pozici registry a svou vlastní lokální paměť, ta vzniká a zaniká společně s vláknem. Vlákna
taktéž mohou přistupovat k paměti společné pro celý blok. Sdílená bloková paměť má plat-
nost stejnou jako blok. Lokální a případně i bloková paměť se nacházejí velmi blízko čipu,
jsou tedy velmi rychlé a bylo by výhodné ukládat všechna potřebná data do těchto pamětí.
Na neštěstí jsou tyto paměti velice malé a eventuelně uchovají jen několik málo vertexů.
Samozřejmě můžeme celý seznam vertexů rozdělit na několik částí. Každou z částí můžeme
nakopírovat do jiné blokové paměti, provést na ni výpočty a pokračovat dál ve výpočtech.
Každý blok vláken by pak vykonával operace pouze nad určitým počtem vertexů. Tento
způsob by ale vyžadoval komplexnější návrh, protože nelze spouštět vlákna v rámci běhu
vláken, vždy jen z vyšší úrovně.
Sdílení paměti
Sdílenou paměť bychom mohli využít běžnějším způsobem. Můžeme překopírovat tolik dat,
kolik jen bude možné do sdílené paměti, provést na nich výpočty a po jejich ukončení celý
proces opakovat tak dlouho, dokud ještě nějaká data zbývají. jedné blokové paměti, ale i
tento způsob není nejvhodnější. Operace zápisu do paměti je sice poměrně časově náročná,
ale lze ji provádět paralelně a následně nám to může výpočty urychlit.
Vlákna napříč všemi bloky mají přístup do dalších tří typů paměti. Jsou jimi globální,
konstantní a texturová paměť. Globální paměť má platnost od alokování po uvolnění, ostatní
paměti po dobu běhu aplikace. Rozdíly mezi nimi jsou především v optimalizaci pro jiné
účely a z jediné globální paměti jde číst i do ní zapisovat.
Konstantni paměť
Konstantní paměť má pro naše účely dobré vlastnosti, je rychlá, protože je kešovaná a na-
víc zvládá zasílat data broadcastově všem kernelům. To se hodí, protože při návrhu jeden
paprsek – jeden kernel prochází všechna vlákna postupně všechny vertexy a využitím kon-
stantní paměti bychom tento proces mohli výrazně urychlit. Bohužel konstantní paměť je
limitována velikostí na 64 KB, což na rozumnou scénu rozhodně nepostačuje.
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Texturová paměť
Oproti tomu velikost texturové paměti nemá tak přísná omezení. Je stále kešovaná a im-
plementuje určitá optimalizační opatření. Přeuspořádává totiž data do takzvaného Z-order.
Pokud bychom toto vztáhli na trojúhelníky, mohli bychom toho využít pro seřazení trojú-
helníků do takového pořadí, ve kterém bychom procházeli nejprve ty nejbližší trojúhelníky
a v momentě nalezení prvního průsečiku proces prohledávání ukončili s vědomím, že bližší
průsečíky už nenajdeme. Tento postup by byl použitelný pouze v případě statické scény,
statické kamery a při zarovnání pohledu podle jedné souřadné osy. Takže například při
renderování pomocí raycastingu, kde se neřeší příspěvky k barvě odraženého světla. Právě
odrazy u raytracingu jsou kamenem úrazu, protože odražený paprsek již nemusí být zarov-
naný se souřadnou osou.
Globální paměť
Globální paměť není kešovaná a nachází se mimo čip. To způsobuje pomalý přístup do této
paměti. Abychom tento nedostatek alespoň z části kompenzovali, můžeme využít sdruže-
ného přístupu do paměti [22], [23].
Podmínkami pro sdružený přístup do paměti jsou:
1. Vlákna přistupují k paměti sekvenčně. K n-tému elementu pouze n-té vlákno.
2. Přípustné velikosti přistupovaných elementů jsou 4B, 8B, 16B.
3. Přistupované elementy globální paměti jsou ve stejném segmentu, přičemž adresa
prvního elementu musí být zarovnána k 16násobku velikosti elementu.
Samotné podmínky dávají už tušit, že sdruženého přístupu nebudeme moci využít.
Různá vlákna budou s velkou pravděpodobností přistupovat ke stejným informacím ve
stejný okamžik. Tím se transakce zužuje na sekvenční přístup. Pokud jde o srovnání rychlosti
přístupu do texturové paměti a globální paměti, záleží na použité architektuře GPU a dále
i na konkrétní aplikaci. Architektury GT200 mají několikanásobně rychlejší texturovou
paměť než globální. Novější architektury Fermi doznaly vylepšení globální paměti a je proto
aplikačně závislé, která z pamětí je rychlejší. Jelikož vlastním grafickou kartu postavenou
na GT200 preferoval jsem texturovou paměť.
4.4 Možnosti optimalizace
4.4.1 Divergence
Kdykoliv spouštíme program na CUDA, uvádíme v chod zástup multiprocesorů, které vy-
konávají kód jednotlivých kernelů. Ty se rozdělují do bloků (množství a velikost učujeme
my programátoři) a dále do warpů. Počet vláken ve warpu je hardwarově závislý, ale na
většině hardwaru je 32 vláken na warp. Vlákna běžící ve warpu vykonávají vždy identic-
kou instrukci. Pokud je kódem nutíme vykonávat jinou instrukci, mluvíme o divergenci.
K divergenci může dojít ve dvou principielních případech:
1. Je-li threadIdx testovaným výrazem if
19
if (threadIdx.x > 10)
{ ...; }
else
{ ...; }
2. threadIdx je výrazem v cyklu
for (int i=0; i< threadIdx.x; i++)
{ ...; }
Zdánlivě se tak dostáváme do neřešitelné situace. Potřebujeme v rámci warpu vykonat roz-
dílné instrukce ve stejný čas, ale vlastnosti hardwaru nám to nedovolují. Naštěstí překladač
nvcc umí tyto situace rozpoznat a vyřešit. Větvění se na GPU provede tak, že v první iteraci
vyhodnotí všechny vlákna celou větev then a v druhé iteraci celou větev else. V případě
znázorněného cyklu pak vlákna, která by měla skončit skončí, ale GPU bude iterovat, dokud
neskončí i to poslední jádro ve warpu. Což vede na snížení paralelismu a proto je vhodné
abychom těmto situacím předcházeli. Docílíme toho například tak, že zarovnáme podmínku
na počet vláken ve warpu: if (threadIdx.x > 31), pokud nám to situace dovoluje, nebo
přepíšeme kód tak, aby se odkaz na vlákno ve výrazu vůbec nevyskytoval.
4.4.2 Rozbalení cyklů
Princip optimalizační metody rozbalování cyklů je velice jednoduchý. To co bychom zapsali
cyklem takto:
for (int i=0; i<n; i++)
{
c[i] = a[i] + b[i];
}
Můžeme rozepsat takto:
for (int i=0; i<n; i+=2)
{
c[i+0] = a[i+0] + b[i+0];
c[i+1] = a[i+1] + b[i+1];
}
Zatímco většina překladačů jazyka C zvládá podobný druh rozbalování sama o sobě, překla-
dač nvcc tuto optimalizaci implicitně nedělá. Abychom nemuseli každý cyklus takto pečlivě
rozepisovat, můžeme využít pokynu pro překladač #pragma unroll n. Výsledný kód by
pak mohl vypadat následovně:
#pragma unroll 8
for (int i=0; i<n; i++)
{
c[i] = a[i] + b[i];
}
Existují ovšem složitější cykly, u nichž si překladač sám neporadí.
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4.4.3 Přeuspořádání zátěže
Uvažujme soubor vláken v bloku, jejichž doba vykonávání je závislá na datech. Jejich kód
může být pro představu následující:
__global__ void work(int* array, int i) {
int index = blockIdx.x * blockDim.x + threadIdx.x;
while (array[index] < i) {
array[index]++;
}
}
Budou-li hodnoty v poli array rozmístěny náhodně, bude docházet k situaci, kdy v jednom
warpu bude jedno vlákno s výpočty hotové ihned a druhé vlákno v totožném warpu bude
iterovat n-krát. Celý warp se tedy bude vyhodnocovat rychlostí nejpomalejšího vlákna.
Abychom tomuto předešli, setřídíme data, pokud to situace dovoluje. Není zcela nutné
setřizovat všechna data, to by bylo zdlouhavé a zbytečné. Bude stačit, když budou infor-
mace po částech uspořádané a to tak, aby hranice mezi uspořádanými částmi byla totožná
s hranicí mezi warpy. Toho můžeme docílit pomocí následujícího kódu:
__global__ void sortData (int * values, int N) {
__shared__ int shared[THREAD_WORK_SIZE * 256];
for (int i=0; i < THREAD_WORK_SIZE; i++) {
int loc = i * blockDim.x + threadIdx.x;
if (loc < N) {
shared[loc] = values[loc + blockIdx.x * blockDim.x];
}
}
__syncthreads();
sortData(shared);
__syncthreads();
for (int i=0; i < THREAD_WORK_SIZE; i++) {
int loc = i * blockDim.x + threadIdx.x;
if (loc < N) {
values[loc + blockIdx.x * blockDim.x] = shared[loc];
}
}
}
V první části funkce přistupujeme k datům, která přímo nenáleží do pracovní skupiny
daného vlákna, jak je znázorněno na obrázku 4.1 s THREAD WORK SIZE čtyři. Tento způsob
jsme zvolili kvůli využití sdruženého přístupu do paměti 4.3.2. V druhé části programu data
seřadíme vhodně naimplementovanou funkcí sortData a ve třetí části zapíšeme seřazená
data zpět do pole.
4.4.4 Sjednocení větvení
Jednotlivé odnože větvení mohou mít společné některé instrukce. Učiníme za dobře, když
redundantní úseky kódu sloučíme v jeden celek. Tím vlákna stráví minimum času v diver-
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thread 1
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Obrázek 4.1: Princip přístupu k datům. N-té vlákno přistupuje vždy jen k n-té hodnotě
v rámci jednoho bloku. (Podmínka sdruženého přístupu.)
gentních částech programu.
4.4.5 Snížení počtu registrů
Tato optimalizace sestává s přesunu dat, která nejsou divergentní, z registrů do sdílené
paměti. Na CUDA je rozdělován fixní počet registrů mezi všechny multiprocesory, takže
zájem o ně omezuje počet souběžně běžících jednotek. Kupříkladu GTX 275 GPU umožňuje
maximálně 16384 registrů na multiprocesor. Zároveň může běžet maximálně 1024 vláken
na multiprocesor. Pro maximální vytížení získáváme 16384/1024 = 16 registrů na vlákno.
Aplikace, která vyžaduje více než 16 registrů na vlákno, nebude využívat hardware naplno,
protože některá vlákna budou čekat na uvolnění zdrojů. Poptávku po registrech můžeme
snížit například tím, že proměnné, které mají vlákna napříč blokem společné, přesuneme
do sdílené paměti a tím zvýšíme vytížení hardwaru.
4.4.6 Inverzní hodnota
Při výpočtech průsečíku se musíme vždy vypořádat alespoň s jedním dělením. V určitých
situacích může být výhodnější předpočítat si hodnotu jmenovatele a k ní určit inverzní
hodnotu. Podobně jak je tomu u SSE i v CUDA jsou speciální instrukce pro výpočet inverzní
hodnoty. Vždy jde o variace frcp XX, kde XX substituujeme za vhodné zaokrouhlení. Tyto
instrukce nepočítají inverzní hodnotu přesně, ale pouze její aproximaci. Aproximaci můžeme
dále ještě zpřesnit jedním krokem Newtonovy metody:
yi+1 = 2.yi − x.y2i (4.1)
Abychom ještě ušetřili nějaký čas, můžeme celou funkci volat jako inline:
inline __device__ float invert(float x)
{
float y = __frcp_rn(x);
return (y+y) - x*(y*y);
}
4.4.7 Dělení
K samotnému dělení můžeme přistupovat několika způsoby. Pokud to situace dovoluje,
můžeme je zcela odstranit. Při výpočtu průsečíku se však bez něj neobejdeme, proto můžeme
zvolit jeden ze dvou přístupů.
Wald ve své implementaci postupuje tak, že dospěje-li k úkolu vypočítat hodnotu
zlomku, vypočítá nejdřív jmenovatel, provede jeho inverzi a následně pokračuje výpoč-
tem čitatele. Obě tyto činnosti je navíc možné provést alespoň částečně souběžně. Tento
postup je vhodný především v situacích, kdy je obtížné se dělení vyhnout, což jsou například
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scény rozdělené na větší počet homogenních částí. U homogenních částí je totiž množství
odmítnutých testů velice malé a dělí se téměř vždy.
Keidy a Shevtsov odkládají dělení až za testy. Dřívějším vyhodnocením parametru t
uspoříme výpočetní čas. Nezkoumáme při tom úplnou hodnotu t, ale pouze její znaménko
(přesnou hodnotu známe právě až po provedení dělení, čemuž chceme předejít). Tedy, v pří-
padě, že jsme schopni znaménko jmenovatele dopředu určit, můžerem rovnou vyloučit ty
trojúhelníky, pro které by parametr vyšel záporný.
Mějme kód, který demonstruje výpočet průsečíku metodou Kensler-Shirley.
float3 nVector = cross(edgeAB, edgeCA);
float denom = dot(r.dir, nVector);
denom = __fdividef(1.0f, denom);
float3 tmpVector = verA - r.ori;
float3 iVector = cross(tmpVector, r.dir);
float beta = dot(iVector, edgeCA) * denom;
if (beta < 0.0f || beta > 1.0f)
return -1.0f;
float gama = dot(iVector, edgeAB) * denom;
if (gama < 0.0f || (beta + gama) > 1.0f)
return -1.0f;
return dot(nVector, tmpVector) * denom;
Několik operací můžeme ušetřit posunem přesunutím dělení – tedy instrukce fdivide
až za test znaménka parametru.
float3 nVector = cross(edgeAB, edgeCA);
float denom = dot(r.dir, nVector);
float3 tmpVector = verA - r.ori;
float3 iVector = cross(tmpVector, r.dir);
if ( denom < 0 && (dot(nVector, tmpVector)) > 0)
return -1.0f;
denom = __fdividef(1.0f, denom);
float beta = dot(iVector, edgeCA) * denom;
if (beta < 0.0f || beta > 1.0f)
return -1.0f;
float gama = dot(iVector, edgeAB) * denom;
if (gama < 0.0f || (beta + gama) > 1.0f)
return -1.0f;
return dot(nVector, tmpVector) * denom;
I když princip zde uvedený vychází z prací Keidyho a Shevtsova, není s jejich implemen-
tací zcela totožný. V jejich implementaci totiž přetypovávali floatové hodnoty na integery,
u nich vymaskovali znaménkový bit, provedli xor operaci (proto potřebovali přetypovat)
a výslednou hodnotu otestovali proti nule. Pokud byla rovna nule, znaménka byla stejná,
pokud se však od nuly lišila, znaménka byla opačná, hledaný parametr záporný a další
operace bylo možné přeskočit.
Tím že implementujeme na grafickém hardwaru si zároveň šetříme starosti s problé-
mem využíváním celočíselných typů a typů s plovoucí řádovou čárkou. Tyto problémy se
týkají především AMD, jejichž procesory využívají rozdílné registry pro integery a floatové
hodnoty, přenos mezi nimi je přepočítáván a občas probíhá s využitím pomocné paměti [4].
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4.4.8 Seskupování
Optimalizace seskupování spočívá v určení některých vlastností pro celou skupinu jednou,
nikoliv pro každou entitu skupiny zvlášť. Do skupiny můžeme například seskupiny paprsky
s velmi podobnými vlastnostmi. Pokud mají paprsky stejný počátek a úhel, který mezi
sebou svírají, je velmi malý, můžeme je seskupit.
Vlastnosti, které lze určit pro každou skupinu pouze jednou jsou různé. Například
u metody Kensler-Shirley můžeme spočítat normálový vektor trojúhelníku. Nejvhodnější
paprsky ke sloučení jsou rovnoběžné paprsky. Bohužel v raytracingu většinou vycházejí
všechny paprsky z jednoho bodu a rozbíhají se všemi směry do scény, takže zde se s rovno-
běžnými paprsky nesetkáme.
V našem případě se můžeme pokusit sloučit paprsky v rámci jednoho bloku a pro vypoč-
tené společné vlastnosti využít sdílenou paměť, která je stejně rychlá jako registry, kterých
současně pár ušetříme.
4.5 Návrh
V této kapitole se zabýváme návrhem aplikace. Jejím účelem je demonstrace a testování
funkčnosti dříve popsaných algoritmů. V návrhu aplikace je kladen důraz na nejrychlejší
provedení zvolených algoritmů. Pro názornost vytvoříme jednoduchý raytracer, který po-
skytne žádoucí vizuální výstup.
K implementaci navrhované aplikace jsem zvolil jazyky C a C++ při současném použití
knihoven CUDA 5.0. Jednoduchý raytracer vznikl na základě tutorialu Petera Triere [18]
a k vytvoření UI jsou použity knihovny OpenGL a AntTweakBar.
4.5.1 Struktura aplikace
Aplikace je koncipována tak, aby byla schopna zpracovávat trojúhelníkové scény, osvětlení
scény a aby výstup mohl být vizualizován. Na základě poznatků uvedených v předchozích
oddílech byla navržena struktura aplikace. Ta je znázorněna na obrázku 4.2.
objekt
CPU - RAM
GPU - memory
nastavení kamery
výpočet průsečíků
vykreslení scény GL
hlavní smyčka
OpenGL
GPU
Obrázek 4.2: Struktura systému s vyznačenou částí probíhající výhradně na grafické kartě.
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Vstupem aplikace jsou definice 3D objektů. Ty získáváme ze souborů uložených ve
formátu .obj, které je možné získat například z repositáře Standfordské univerzity. Objekty
jsou v tomto formátu uloženy textově, takže s jejich načítáním nebudeme mít problém.
Po načtení geometrie do operační paměti počítače potřebujeme zapsat data do paměti
grafické karty. Zápis provedeme pouze jednou, abychom maximálně omezili paměťový pře-
nos mezi hostem a zařízením. Zapisovat budeme do jednorozměrné lineární textury, kterážto
poskytuje implicitní kešování a je tedy rychlejší než globální paměť. Každá jednotka tex-
turové paměti bude obsahovat hodnoty float4, tři floaty pro souřadnice bodů, popřípadě
souřadnice vektorů a čtvrtý využijeme eventuelně pro předpočítaná data.
Dalším krokem je vytvoření paprsků. Pro tyto účely vytvoříme do scény virtuální kameru
s nastavitelnými parametry vzdálenost od počátku, natočením a výškou. S těmito parametry
jsme schopni určit pozici kamery v prostoru. Viz pseudokód:
x = vzdálenost_kamery_od_počátku * cos(natočení_kamery);
y = výška;
z~= -sin(natočení_kamery) * vzdálenost_kamery_od_počátku;
Budeme-li znát pozici kamery, známe i počátek vrhaných paprsků a spočítáme směrové
vektory těchto paprsků. Abychom měli objekty vždy ve středu zájmu budeme uvažovat,
že sledujeme statickou scénu umístěnou v oblasti počátku souřadnic a kamera bude vždy
namířena k počátku sořadnic, s možností automatické rotace kolem scény (v každém ná-
sledném snímku zvýšíme hodnotu natočení kamery).
Nyní známe vlastnosti paprsku pro každý pixel scény a mohli bychom začít počítat
průsečíky paprsků a trojúhelníků. Než tak učiníme, je na místě drobná optimalizace. Okolo
dat vytvoříme obalující těleso. Tento proces zvládneme velice snadno – projdeme všechna
data a budeme si uchovávat povědomí o maximálních a minimálních hodnotách souřadnic
x, y a z. Toto prohledávání nemusíme dělat až na grafické kartě, ale může jej obstarat CPU
už v průběhu načítání dat. Bod utvořený z minim nalezených souřadnic udává jeden vrchol
obalového tělesa a bod utvořený z maxim udává druhý bod obalového tělesa. Je zřejmé, že
tyto body tvoří tělesovou úhlopříčku obalového kvádru.
A teď už k výpočtu průsečíku paprsku a trojúhelníku. Pro všechny pixely výsledného
snímku vytvoříme vlákno, které bude počítat právě jeden paprsek. Vlákna sdružíme do
dvourozměrných bloků s vhodným rozměrem, například 16 x 16, abychom zmírnili diver-
genci jednotlivých vláken v rámci jednoho bloku. V každém vlákně nejdříve určíme přesný
směr paprsku. Směr, který už známe, platí pro středový paprsek obrazu, další se od něj od-
chylují o hodnoty specifické pro každý paprsek. Známe-li směr paprsku, vypočítáme nejprve
průsečík s obalovým tělesem. Pokud jej paprsek neprotne, nastavíme pixelu přímo barvu
pozadí. Dojde-li k průniku s obalovým tělesem, spočítáme průsečíky se všemi trojúhelníky
scény a vybereme ten nejbližší z průsečíků.
Nalezenému průsečíku vypočteme barvu, například podle Phongova osvětlovacího mo-
delu. Tedy sečteme ambientní, difuzní a odraženou složku světla. Z místa průsečíku vrhneme
paprsky ke všem zdrojům světla a určíme, zda-li cestou nedojde k průsečíku s nějakým troj-
úhelníkem. Jestliže ano, je původní průsečík zastíněný objeveným trojúhelníkem a snížíme
mu intenzitu barvy o vhodně zvolenou konstantu. Tímto výpočet barvy ještě nemusí skončit.
Pokud má trojúhelník odrazovou vlastnost (chová-li se jako zrcadlo), vypočteme pomocí
normály trojúhelníku směrový vektor odraženého paprsku a opět hledáme průsečík s troj-
úhelníky, jejichž barva bude mít vliv na barvu původně objeveného průsečíku. Tato akce
musí být provedena před výpočtem osvětlovacího modelu. U běžného raytracing řešíme
odrazy rekurzivním voláním. Na grafickém hardwaru není rekurze povolena, a tak řešíme
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raytracing cyklem. Pokud bychom chtěli co nejvěrnější zobrazení scény, provedli bychom
celý cyklus například desetkrát, naším cílem ale je otestovat rychlosti výpočtu paprsku
s trojúhelníky, a proto se omezíme na jeden odraz.
4.6 Implementace
V tomto oddíle se věnuji požitým technikám u jednotlivých algoritmů.
4.6.1 Möller-Trumbore
Möller-Trumbore lze velmi dobře implementovat na CUDA, a také jej lze velmi snadno
upravovat. Tento algoritmus jsem upravil tak, aby používal předpočítaná data. Vstupem
mu tedy jsou hrany AB, AC a bod A. Také přesun dělení zde není nikterak složitý.
4.6.2 Kensler-Shirley
Tento algoritmus je principielně velmi podobný metodě Möller-Trumbore, oproti které má
především výhodu v tom, že používá normálový vektor trojúhelníku. Jiné algoritmy pou-
žívají vektorové součiny, ale ty jsou většinou provedeny se směrovým vektorem paprsku
a proto je není nejvhodnější použít jako předpočítaná data pro celý svazek.
I tuto metodu je lehké upravit pro používání předpočítaných dat. Kromě již zmiňova-
ného normálového vektoru jsou jimi opět bod A a hrany AB, CA. Přesun dělení je zde
dobře proveditelný.
4.6.3 Shevtsov-Soupikov-Kapustin
Tento algoritmus je od svých autorů již silně optimalizován a je tedy velmi těžké nějakým
způsobem vylepšit jeho výsledky.
Autoři používají následující strukturu předpočítaných dat:
struct TriAccel {
float nu; //used to store normal data
float nv; //used to store normal data
float np; //used to store vertex data
float pu; //used to store vertex data
float pv; //used to store vertex data
int ci; //used to store edges data
float e0u; //used to store edges data
float e0v; //used to store edges data
float e1u; //used to store edges data
float e1v; //used to store edges data
int pad0; //padding
int pad1; //padding
}
Tato struktura je velice efektivní při použití na CPU se SIMD instrukcemi, protože data
jsou zarovnaná. Na GPU je zarovnání dat rovněž výhodou, ale struktura TriAccel je
nehomogenní. Výhodnější je použít homogenní data, proto jsem datovou strukturu upravil.
Trojúhleníková data ukládám do textury jako trojici po sobě jdoucích float4 elementů.
Což je rovněž univerzálnější řešení. Význam dat v takové trojici pro metodu Shevtsov je:
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float4 elem1 = make_float4(nu, nv, np, pu);
float4 elem2 = make_float4(pv, (float) ci, e0u, e0v);
float4 elem3 = make_float4(e1u, e1v, 0.0f, 0.0f);
4.6.4 Kolmé roviny
Metoda kolmých rovin využívá nejvíce předpočítaných dat z výše uvedených. U předchozí
metody jsme si mohli povšimnout, že dvě hodnoty prvku textttelem3 zůstavají nevyužíté.
Kolmé roviny využívají pro výpočet průsečíku celkem 3 roviny – rovinu trojúhelníku a dvě
další roviny, které obsahují každá jednu další stranu trojúhelníku a jsou kolmé na rovinu
trojúhelníku. Pro tyto roviny můžeme předpočítat normálové vektory a parametr d. Celkem
jsou tři roviny, tj. celkem 12 předpočítaných hodnot. Tyto hodnoty můžeme uložit opět do
trojice float4 elementů a bez problémů se tak vejdou do již vytvořené textury:
float4 elem1 = make_float4(nx, ny, nz, d);
float4 elem2 = make_float4(nbx, nby, nbz, db);
float4 elem3 = make_float4(ngx, ngy, ngz, dg);
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Kapitola 5
Testování
K testování jsem využil navrženou aplikaci s modelem stanfordského králíka. Implementoval
jsem v jazyce C++ rozšířeném o syntax CUDA 5.0. Pro překlad jsem použil vestavěného
překladače Visual Studia 2010 a nvcc s optimalizací pro rychlost. Překládal jsem pro 32
bitový hardware.
Pro samotné testování jsem použil NVIDIA Visual Profiler, který dokáže velmi efek-
tivně sbírat statistická data přímo za běhu programu. Abych určil co možná nejpřesněji
testované veličiny, testoval jsem se zakomentovanými výpočty barvy a zakomentovanými
testy průsečíku s jinými objekty než s trojúhelníky. Také výpočet stínových paprsků byl
pro tyto účely ignorován.
Absolutního výkonu z hlediska množství spočtených průsečíků paprsků a trojúhelníku
nejsme schopní určit s naprostou přesností. Z dat poskytnutých Visual Profilerem je možné
vyčíst údaj o čase, po který byl vykonáván daný kernel. Sice známe přesný počet trojúhel-
níku, které musí jedno vlákno otestovat, ale nejsme schopni určit přesný počet vláken, která
jsou v jeden okamžik spuštěná paralelně. Za prvé je tento údaj silně proměnlivý a za druhé
GPU mezi jednotlivými warpy neustále přepíná, aby zakrylo rozdíly mezi rychlosti zpra-
cování aritmetických operací a přístupy do paměti. Proto údaje uvedené v následujících
testech budou odpovídat maximální obsazenosti vláken. Pro mojí grafickou kartu (GTX
275) je tento údaj roven (30 multiprocesorů * 32 spuštěných warpů na každý MP * 32
vláken v každém warpu =) 30720 vláken schopných běžet zároveň.
Mějme scénu obsahující 5000 trojúhelníků. Funkci trvá přesně 0,2s vypočítat průsečíky
se všemi trojúhelníky. Za jednu sekundu zvládne funkce udělat 10.2 ∗ 5000 = 25000 testů.
Maximální možný absolutní výkon je 30720∗25000 = 768∗106 testů. Tyto výsledky mohou
být zavádějící a proto je budu používat pouze pro porovnání mezi sebou, nikoliv pro srovnání
s řešeními jiných autorů.
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5.1 Předpočítaná data
V případě statické scény (objekty uvnitř scény se nehýbou, kamera ano), si můžeme dovolit
předpočítat data jako jsou hrany trojúhelníku a normálový vektor trojúhelníku, který navíc
může být občas součástí původních dat. V následném grafu 5.1 jsou znázorněny rozdíly
v použití předpočtených dat a bez nich.
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Obrázek 5.1: Srovnání metod s předpočítanými daty a bez nich.
U obou testovaných algoritmů je patrné, že dochází k nárůstu v počtu provedených
testů za sekundu o znatelnou hodnotu v případě využití předpočtených dat.
5.2 Inverzní hodnota
Zde popisuji vliv nahrazení výpočtu dělení jedničky výrazem za výpočet inverzní hodnoty.
Graf 5.2.
Obrázek 5.2: Porovnání metod výpočtu inverzní hodnoty.
Test jsem prováděl u metody Möller-Trumbore. Jako referenční používám výpočet s
nejhorším výsledkem – tedy aproximaci inverze s jedním krokem Newtonovy metody. Vy-
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užití inverzní metody bez newtonova kroku sníží časovou náročnost na 95%, aproximace
dělení dokonce snižuje náročnost na 79%. Ačkoliv se tyto rozdíly mohou zdát markantní,
musíme si uvědomit, že k aproximacím dochází v řádech několika miliónů za sekundu, takže
sebemenší rozdíl v rychlosti je zveličen.
5.3 Přesun dělení
Jaký dopad má přesun dělení na co možná nejpozději demonstruje graf 5.3.
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Obrázek 5.3: Srovnání metod s přesunem dělení.
Nejdramatičtější dopad má přesun dělení u algoritmu Kolmé roviny, což odpovídá im-
plementaci, protože v tomto algoritmu je možné dělení provádět až jako skutečně poslední
operaci. Möller-Trumbore je přesunem také do jisté míry ovlivněn, přesunem dělení bylo uše-
třeno několik operací, které v případě neúspěšných testů nemuseli vůbec vykonat. Oproti
tomu v metodě Kensler-Shirley nebylo možné přesunout dělení moc daleko, takže počet
uspořených operací nebyl tak vysoký, čemuž i odpovídá graf.
5.4 Vliv velikosti bloku
Jak jsme již zmínili v návrhu, divergenci paprsků omezíme také volbou vhodného rozměru
bloku. Který rozměr je nejvhodnější je možné vyčíst z následujícího grafu 5.4.
Ve všech metodách vychází shodně nejvýhodnější řešení volit blok o rozměru 8x8.
U větších bloků dochází vlivem divergence ke zpomalení výpočtu. Blok 4x4 je naopak
tak malý, že způsobená režie sníží výkonnost přibližně na polovinu. V případě metody
Shevtsov-Soupikov-Kapustin dokonce ještě víc. Podíváme-li se na graf vytíženosti hard-
waru 5.5, zjistíme, že nejvíce je hardware vytížený v případě bloků 4x4. Tyto bloky jsou
dostatečně malé, takže vlákna v jednotlivých blocích divergují jen velice málo. Povšimněme
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Obrázek 5.4: Porovnání vlivu velikosti bloku na rychlost výpočtu.
si lehce nižší vytíženosti u metody kolmých rovin s blokem 16x16. Jeden z prvních testů vy-
hodnocovaných v kolmých rovinách je test vzdálenosti (parametr t), který rovnou rozhodne
o dalších výpočtech, což v případě nezdaru vede na větší citlivost na divergenci.
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Obrázek 5.5: Porovnání vlivu velikosti bloku na vytíženost hardwaru.
V případě nejoptimálnějšího rozměru bloku se vytíženost hardwaru pohybuje u všech
testovaných metod kolem 93%, což je vcelku uspokojivý výsledek.
5.5 Rotace kamery
Pokud rotujeme kamerou ve scéně, pak dynamicky měníme počet přivrácených a souběžných
trojúhelníků vzhledem k paprsku. Vliv rotace kamery ve scéně znázorňuje graf 5.6. Zároveň
také demonstruje nejlepší dosažitelné výsledky u jednotlivých metod.
Nejstabilnějších výsledků dosahuje metoda Möller-Trumbore, naopak velkých rozdílů
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Obrázek 5.6: Porovnání vlivu rotace kamery.
si můžeme povšimnout u algoritmu Kolmé roviny. Jak Kolmé roviny, tak Kensler-Shirley
nejprve testují vzdálenost průsečíku, což může vést k divergenci a tedy větším odchylkám.
Výsledné výkonostní pořadí tedy je Möller-Trumbore, Shevtsov-Soupikov-Kapustin, Kensler-
Shirley a Kolmé roviny (seřazeno dle průměrných výsledků).
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Kapitola 6
Závěr
V této práci jsem zmínil několik způsobů využití výpočtů paprsku s trojúhelníkem. Také
jsem představil některé algoritmy realizující tyto výpočty, které jsou si vzájemně podobné.
Většina algoritmů byla vyvinuta pro použití se SIMD instrukcemi. Z řady známých me-
tod jsem vybral metody Möller-Trumbore, Kensler-Shirley, Shevtsov-Soupikov-Kapustin
a Kolmé roviny. Svoji práci jsem ubíral směrem k implementaci na GPU s využitím CUDA,
takže jsem uvedené metody upravoval pro výpočet na grafickém hardwaru, přičemž jsem
se zaměřil na rychlost prováděných výpočtů.
Urychlovací postupy jsem během vývoje testoval v rámci jednoduchého raytraceru
a zhodnocoval jejich pozitivní dopad na kýžený výstup. V některých případech jsem dosáhl
až 10 násobného zrychlení, oproti výsledkům se SIMD (práce Jiřího Havla), avšak toto
srovnání může být trochu zavádějící.
6.1 Möller-Trumbore
Pro implementaci na grafické kartě bych vyhodnotil tento algoritmus jako nejvhodnější.
Během mých testů se osvědčil jako nejstabilnější, lze ho lehce upravovat. Pro použití ve
statických scénách velice dobře pracuje s předpočítanými daty.
6.2 Kensler-Shirley
Tento algoritmus svou podobu s Möller-Trumbore nezapře. Ve většině testů dosahoval velice
podobných výsledků. Při použití předpočítaných dat není tak výkonný jako MT, ale stále
obstojí. Co se týče univerzálnosti, je srovnatelná jako u předchozí metody.
6.3 Shevtsov-Soupikov-Kapustin
Už v základní implementaci pracuje s předpočítanými daty, což může být nepohodlné v pří-
padech, kdy data není možné předpočítat. Projekce do jedné souřadné roviny se během testů
neukázala všespásnou a ve výsledku nebyla metoda rychlejší než ostatní. Jelikož metoda
ukončuje jen málo testů předčasně, je vhodné ji použít v případech hiearchicky dělené scény.
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6.4 Kolmé roviny
Tato metoda také využívá předpočítaných dat, ale už neprovádí projekci do jedné souřadné
roviny, což se během testů ukázalo jako vyhovující. Vzhledem k divergenci vláken způsobené
předčasným ukončením testů ve scénách s dynamickou kamerou bych tuto metodu použil
v čistě statických scénách, kupříkladu rendering obrázků.
6.5 Budoucí vývoj
Z hlediska dalšího vývoje projektu je možné dále rozšiřovat raytracer. Vhodná by byla im-
plementace rozdělení scény na nějakou hiearchickou strukturu. Je možné použít například
KD stromy, octtrees a jiné. Ke zkvalitnění výstupu je dále možné vytvořit antialiasing,
supersampling a podobně. Implementací na grafickém hardwaru se zabývají mj. na Stan-
fordské Univerzitě [15]. Dále je možné vylepšovat výpočet průsečíku. Na novějším hardwaru
se nabízí srovnání globální s texturovou pamětí.
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Příloha A
Obsah CD
• Binaries - přeložený binární soubor pro operační systém Windows
• Source - zdrojové kódy programů
• AntTweakBar - knihovna použitá pro základní GUI
• Doc - zdrojový text diplomové práce
• Text diplomové práce
• Plakát
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