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Abstract
This thesis presents the novel application of microwave technology to the process of
additive layer manufacturing (ALM).
A particle size sensor, based on microwave cavity perturbation, is described and sub-
sequently demonstrated by the measurement of the complex permeability of a series of
Titanium powders. The results are compared with existing theory and finite element
simulations of metallic powders. The ability to discern changing particle size distribu-
tions is important in ensuring the reliable operation of selective laser melting machines
but, to remain industrially relevant, it is vital that the proposed system can be produced
at low cost. By way of demonstration, the design and construction of an inexpensive
scalar network analyser was completed.
A systematic study of surface resistance of a number of metal surfaces, produced by
Selective Laser Melting, was undertaken. Using a dielectric resonator with a “lift-off”
calibration procedure, the losses of surfaces manufactured in orthogonal orientations
and different surface finishes were compared. Surface roughness measurements showed
that microwave losses were not monotonically dependent on root-mean-square surface
roughness; this was attributed to differing roughness feature size distributions.
For microwave characterization of materials over a wide temperature range, it is often
desirable to perform cavity perturbation measurements at elevated temperatures. How-
ever, it is shown here that heat treatment can permanently modify the surface resistance
of a metal surface and potentially lead to inaccurate perturbation results. X-Ray diffrac-
tion measurements confirm the source of modification is due to changes in surface stress
and the appearance of solution precipitates. The sensitivity of microwave measurements
to surface stress also demonstrates the potential for microwave assessment of surfaces
produced by ALM.
Finally, to stimulate further work in this area, the design of a single mode microwave
heating system was discussed and a prototype developed.
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Chapter 1
Introduction and Motivation
1.1 Introduction to Additive Layer Manufacturing
Additive layer manufacturing (ALM) is an exciting and vibrant technology which has
promised to revolutionise much of the manufacturing industry. ALM can take many
forms and produce parts in many materials but a number of techniques can be grouped
together under the heading ‘Powder-Bed Fusion’. This basis of the operation is an
iterative process which involves repeatedly laying down a layers of fine powder and
using directed energy to melt or sinter the shape of the object into the powder. In
this way, complex 3D objects can be created, including designs which are impossible
to make using traditional subtractive methods. For instance Figure 1.1 shows a hollow
single-piece cylindrical resonant microwave cavity.
The direct production of metal parts by powder-bed fusion comes in two forms: Electron-
beam Melting (EBM) and, the main focus of this thesis, selective laser melting (SLM).
SLM, since first demonstrated in 1996 [2], has become a high-value commercially avail-
able process capable of creating fully-dense metallic parts. As the name suggests, it
utilises a high-power laser to directly melt a bed of fine metallic powder.
Figure 1.1: Single piece, SLM produced cylindrical microwave resonant cavity.
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Figure 1.2: (a) Renishaw AM-250. (b) Operation overview.
Renishaw plc currently produce ALM machines. Their current state-of-the-art machine,
the AM250, produces parts within a 25× 25× 30cm volume with the smallest features
70μm in size. The basic principle of its operation can be seen in Figure 1.2. Unlike other
techniques, parts can be produced in many metals including alloys of Steel, Aluminum,
Nickel, Titanium and Cobalt-Chrome. Typically powders in the range 10-50μm are used
[3].
Many advantages are touted for SLM; this includes a reduction in cost due to a reduction
in tooling and need for expert operators, the ability to create complex geometries with
hidden features and potentially much quicker manufacture times.
In a number of potential application areas, for example aerospace and healthcare, qual-
ity is of paramount importance and the technique will only see widespread use once
quality assurance is absolute [4]. In addition, the complex thermal history and pro-
cessing conditions lead to significant complexity in the part microstructure [5]. As a
result, a significant effort has focused on processes and techniques which can aid in SLM
quality control [6, 7]. A plethora of machine parameters can be adjusted to account for
process change [8, 9] and routes for process control can take the form of in-situ process
monitoring and feedback [10], feedstock measurement and control [11], post-processing
and post-production verification [12]. A comprehensive review of the techniques used in
metal additive manufacturing is provided in [13].
More generally, the advantages of ALM, namely the potential for reduced cost and novel
designs, has attracted significant interest in the microwave industry [14]. A exhaustive
list of example applications is unfeasible in the scope of this introductory chapter but
recent research includes techniques which post-coat 3D-printed plastics in metal [15],
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produce waveguide structures using a process which binds copper to a 3D printed steel
frame [16] and various techniques to produce planar circuits [17, 18, 19, 20].
Whilst SLM is known to be actively used industrially for production of waveguide com-
ponents, relatively few published studies have demonstrated the use of SLM or system-
atically investigated the direct production of metallic microwave parts by SLM. Since
the surfaces of the SLM parts have a rough appearance, suggesting high surface resis-
tance, it is assumed extensive mechanical or chemical polishing and surface finishing is
required. This is the case in various published examples. For example, the construc-
tion of a superconducting aluminium cavity [21] or the construction of copper antennas
[22, 23]. An aluminium antenna array using direct metal laser sintering (DMLS) was
produced in [24] without the requirement for extensive surface finishing. Whilst the
terms sinterting and melting in DMLS and SLM respectively suggest different underly-
ing physical mechanisms for particle fusion, in this context, they are essentially the same
technology which involves the melting of metallic powder. The term DMLS remains due
to its value as a recognisable traemark. Furthermore, an interesting comparison is made
in [25] between those directly printed SLM surfaces, those chemically polished and those
electro-plated in silver. They observe an increase in electrical losses of 40-50% for the
directly printed surfaces in comparison to machined surfaces.
1.2 Metallic Powders and Microwave Spectroscopy
As can be expected, the quality of powder feedstock plays a vital role in ensuring quality
in the finished part. A number of studies have sought to quantify the effect powder
variation can have on the metallic powder bed fusion processes [26, 27, 28].
It has been shown that different powder suppliers require different processing parameters
in order to achieve optimum density [29]. More specifically, changes in the particle size
distribution can modify surface finish and mechanical properties such as hardness and
porosity [30, 31].
One impact of this is that new ALM machines typically have to go through an extensive
commissioning procedure whereby various machine parameters, sensitive to particle size,
are optimised for part performance.
A variety of techniques exist to measure the powder properties including: particle size
distribution of a sample by laser diffraction or X-ray computed tomography, chemical
composition by X-Ray photo-electron spectroscopy and inert gas fusion, crystal struc-
ture determination by X-Ray diffraction and general structural analysis by studying the
surface morphology using scanning electron microscopy [32, 33].
All of these techniques listed require large, complex and expensive scientific equipment.
It is not deemed practical, in the context of industrial manufacture, to routinely under-
take these measurements in-processes and by the machine operators themselves.
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In addition, since the raw powder is relatively expensive, it is vital for economic operation
that any unused powder from a particular build is collected and re-used in subsequent
builds. A number of studies have investigated the potential impact this recycling process
can have on powder characteristics and subsequent part properties.
It has been noted that, with continued powder recycling, particle size distributions
change [34], modifying the flowability and density of the powder bed [32, 35]. This can
then have significant effect on built part porosity [36, 37]. In addition, oxygen content
can be seen to progressively increase [35] which can have significant consequence if parts
need to conform to strict composition standards.
The systems used to measure these parameters require significant ongoing maintenance
and replenishment of consumables which makes them unattractive for many applications.
Since speed and cost are very important aspects in production, the chemical composition,
the PSD or indeed any size characteristics of the powder, are not routinely measured
due to the need for expensive measurement equipment.
Since no active monitoring is undertaken, operators have to follow a recycling procedure
to ensure powder quality is maintained and to guarantee quality in the finished parts.
However, as revealed by [34, 32, 35, 36, 37] the powder does inevitably degrade over
time and has to be discarded.
To summarise, the ability to conveniently gain a measure of particle size and/or powder
oxygen content could prove a valuable measurement for machine operators and designers
as they look to maximise part performance. It is hoped microwave spectroscopy may be
able to fill this need.
In the past, the majority of work concerning the interaction of conducting powders with a
microwave electromagnetic field has been with the aim of understanding powder heating
by microwave excitation. As a result, a number of models describing the absorption
of microwave energy in conducting powders have been developed [38]. Using this as a
starting point, it is hoped sensors can be developed in order to asses a powder’s condition
with the main measurement outputs being particle size and extent of oxidation. A study
looking specifically at Titanium powder is presented in Chapter 3.
1 2
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Figure 1.3: Microwave cavity perturbation system showing cavity with simulated
magnetic field operating in the TE011 mode.
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Measurement of material properties using microwave techniques has many potential
advantages. The measurements typically require little sample preparation and are non-
destructive. Furthermore, modern advances in electronics has increased the potential
for cheap measurement electronics and embedded applications.
Whilst the measured properties typically relate indirectly to the desired material pa-
rameters, they can reveal valuable information and are usually very sensitive to small
changes in the material. One potential challenge is separating out different effects when
multiple factors act to change the microwave response simultaneously. For instance,
temperature, crystal structure and water content.
There are many different approaches to measurement of microwave properties each hav-
ing their own set of features and disadvantages, such as field penetration and sample
form. The methods can be broadly split into non-resonant and resonant methods [39].
Non-resonant methods can include the measurement of microwave reflection and trans-
mission through a waveguide or other transmission line either completely or partially
blocked with a sample. A different approach involves the measurement of the change
in reflection co-efficient caused by the loading of the evanescent field of an open-circuit
co-axial probe by a sample. These methods have the advantage of being broadband but
typically depend on very accurate calibration and, as a result, accuracy and uncertainty
is usually better in a resonant technique [40].
Most resonant methods involve the perturbation of a resonant system by the sample
although, in the case of some dielectric samples and geometries, the sample may form
part of the resonator itself. Resonator based measurements are typically narrow band
but a sparse frequency spectrum can be obtained in many cases by utilising a spectrum of
different resonant modes. The resonators themselves come in many different forms, each
suited to different sample sizes and geometries.. Perhaps the simplest form of resonator
is the resonant transmission line created by short or open circuit and perturbed along
its length or in the evanescent field at the end of the line. A popular configuration
is the resonant co-axial probe [41] which is convenient for liquid measurements since
there is no air gap at the open end and the probe can simply dip into the fluid. Solid
surface measurements are possible but require that the probe makes a flat and intimate
contact with the probe. Microstrip ring resonators are also popular for small sample
measurements such as microfluidics [42]. Another popular dielectric test method is
the Split Post Dielectric Resonator [43] allowing for the measurement of very low loss
dielectrics. The final method is the basic cavity resonator and is the extensively discussed
in this thesis in Chapter 2. Careful selection of the mode and sample position allows for
isolation of the magnetic and electric field response.
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1.3 Electrical Properties and SLM
As well as to the testing of powder, there is a also a motivation to explore the use of
microwave methods to test completed SLM produced parts.
Whilst in the machine commissioning process, parts are created in order to test their
structural properties, tests are rarely carried out in process. The tests, examining
strength, ductility and porosity are usually destructive and require the production of
specific test pieces and complex specialist equipment [44, 45, 46, 47, 48].
Furthermore, during the laser melting process, variation build-to-build, such as incon-
sistencies in the powder bed or laser application, can cause micro structural deficiencies
in the final product which lead to compromised mechanical performance [49, 47, 46].
It would be advantageous to be able to monitor for these deficiencies during or after
manufacture [50, 13]. An example would be the in-situ monitoring of the porosity of
completed parts using ultra-sonic techniques [10].
The monitoring of electrical properties might also provide insight into the micro-structure
as any structural abnormalities would usually result in an increased resistivity. Prac-
tically, DC techniques are not desirable due to the necessity of a physical connection.
In order to undertake DC resistivity measurements, samples have to be specifically de-
signed with specific features, such as probe connections. However, by subjecting a sample
to an oscillating magnetic field, a measure of the resistivity can be obtained from the
eddy currents induced in the metal. Non-destructive testing of metal parts based on
eddy currents is a very well established technique. Most commonly, coil structures are
used to generate the magnetic fields and measurements are undertaken at relative low
frequencies (<10MHz) [51].
In addition, as previously discussed, the production of microwave parts by SLM is not yet
very widespread. As a result, many questions regarding its potential and best practice
remain. In order to maintain the advantages offered by SLM, components should ideally
be directly produced by SLM without the need for extensive surface finishing or re-
coating. Since there has been little previous exploration of the possibility of using SLM
techniques to directly produce microwave parts, little is known regarding the effect the
various build parameters have on microwave performance.
The opportunity is taken here, in Chapter 4, to undertake a study where a variety of
different SLM produced surfaces are measured at microwave frequencies. Samples in
Aluminium, Titanium and Cobalt Chrome, in two build orientations, both grit-blasted
and as-built are tested. The technique is again resonant and based upon a dielectric
resonator fixture.
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1.4 Microwave Heating
An additional obvious application area for microwave technology, especially in the light of
metallic powders absorptive properties, is the bulk heating of powders. Direct sintering
of metallic powders by microwave radiation has previously been demonstrated [52, 53],
however, it is not typically seen as having great potential for the production of high-
tolerance, small feature components due to simple wavelength limitations. However,
microwave heating can still have applications within SLM.
SLM machines routinely raise the temperature of the build chamber for two purposes: to
reduce the required laser power and to slow the part cooling in order to reduce residual
stresses. In order successfully implement a microwave heating system, alongside the EM
absorption characteristics of the powder, detailed heating characteristics are needed.
If an accurate measure of the heating characteristics of a sample is required, it is impera-
tive that the applied power is known accurately and can be finely controlled. Multi-mode
cavity systems, typically driven by a high power magnetron, can not achieve this due
to the broad source spectrum and chaotic nature of the various overlapping modes. A
single mode system, much like the cavities used for the sensing applications, can meet
these requirements as has been previously demonstrated [54, 55].
The final part of this thesis, as a preface to potential further work in the area, presents
some of the work undertaken to develop a microwave heating system using a single-
mode microwave cavity resonator describing the many engineering challenges encoun-
tered when designing such a system.
1.5 Project Aims
To summarise, a list of aims are presented as follows:
1. Ascertain whether there is potential to develop a in-process powder quality mi-
crowave sensor.
2. Investigate the ability for a microwave system to detect defects in a solid metal
part.
3. Investigate the suitability of SLM produced parts for microwave engineering.
4. Develop a system for efficient continual heating in a cavity resonator.
1.6 Novel Contribution
1. Demonstration of the importance of annealing for Aluminium alloy cavities to be
used for perturbation measurements.
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2. The first direct measurement of magnetic absorption in metallic powders by cavity
perturbation revealing potential for particle size sensor.
3. Surface resistance comparison of SLM surfaces produced in different orientations
and in as-built and grit blasted condition.
Chapter 2
Microwave Cavity Perturbation
The application of perturbation theory for a microwave cavity resonator enables the
non-destructive measurement of complex permittivity and permeability of small sam-
ples through the use of relatively simple resonator designs. As a background to subse-
quent measurement chapters, this chapter details the application of microwave cavity
perturbation (MCP) starting from the design of cavities used through to the data col-
lection procedure itself. Furthermore, work is presented which enables for temperature
fluctuations of the cavity system to be corrected for.
2.1 Complex Permittivity and Permeability
As a starting point, it is pertinent to present the concept of a complex material permit-
tivity and permeability.
Starting first with the electric field case, when considering a time varying electric field,
the material permittivity can be expressed as a complex number.
ε = ε1 − jε2 (2.1)
The real part signifies relates to the energy storage due to polarisation in the presence of
an applied electric field and the imaginary part energy loss due to the oscillating dipoles
in an applied varying field.
Furthermore, given a linear and isotropic material where
J¯ = σE¯ (2.2a)
D¯ = εE¯ (2.2b)
and assuming that E is a vector in the form
E¯ = E¯ejωt (2.3)
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then from Maxwell’s equations we can write
∇× H¯ = jωD¯ + J¯ (2.4a)
= jω
(
ε1 − jε2 − j σ
ω
)
E¯ (2.4b)
This equation illustrates that there are in fact two loss mechanisms in a material. Firstly
there is loss given by the imaginary permittivity, the dielectric losses, and secondly there
is loss due to the material’s conductivity. The conductivity loss is due to the movement
of free charges (electrons or ions in solution) in the material caused by the varying
electric field. Since conductivity loss and dielectric losses are usually indistinguishable,
the loss term, often defined as a loss tangent, is
tanδ = ωε2 + σ
ωε1
(2.5)
There are 3 main mechanisms which can give rise to dielectric loss: orientational po-
larisation of individual molecules, polarisation of ionic compounds and finally atomic
polarisation caused by the distortion of individual atom’s electron cloud. Each of these
mechanisms has a material dependent associated relaxation time which causes a fre-
quency dependent permittivity.
Similarly, magnetic permeability can be defined as a complex number as a measure of
magnetic polarisability of a material in response to an applied magnetic field. Since
there is no isolated magnetic charge, no magnetic current exits.
µ = µ1 − jµ2 (2.6)
However, the internal polarisation is defined such that a material which produces a field
which opposes the applied magnetic field produces real permeability of < 1 (diamagnetic)
and materials which produce a magnetisation which act to increases the internal field
have permeabilities > 1 (paramagnetic and ferromagnetic).
With the magnetic field it is important to emphasise the condition of the linearity of
the material which is the case when
B = µH (2.7)
that is µ itself is not a function of H. This would not be the case for ferromagnetic
materials.
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2.2 Perturbation Theory
Perturbation theory describes the technique by which the dielectric or magnetic proper-
ties of a material can be calculated by measurement of the changed caused to a resonator
by the introduction of the sample to the resonator.
Many papers have been published proposing different resonator designs and analysis
aiming to improve the accuracy and practicality of the technique. A comprehensive
guide to perturbation is given by Klein et al. in a three part series, “Microwave Cavity
Perturbation Technique I-III” [56, 57, 58].
Many demonstrations of the technique have been completed in different contexts [59,
60, 61, 62] with some suggesting improvements on the basic method and analysing its
accuracy [63, 64]. A few notable examples include the use of higher order resonant
modes [65] and corrections for sample insertion holes [64, 66].
The standard first-order perturbation equation as given by Waldron is [67],
4ω
ω
'
˝
VS
[(E1.D0 − E0.D1)− (H1.B0 −H0.B1)]dV˝
VC
(E0.D0 +H0.B0)dV
(2.8)
where E0 and H0 are the unperturbed fields and E1 and H1 are the perturbed fields. VS
and VC represents the volume of the sample and cavity respectively and 4ωω represents
the change in complex resonant frequency of the cavity upon the introduction of a
sample.
Equation 2.8 describes the change in resonant frequency of a resonator when its elec-
tromagnetic fields are perturbed by a small sample. In order for the theorem to hold,
the primary assumption states that 4ω  ω and that the fields outside the sample are
unchanged during perturbation [68].
If the sample is placed in a region of zero magnetic field, the second term in the numerator
can be ignored. Also, it is observed that the denominator is proportional to the energy
stored in the empty cavity and since, at resonance, the energy stored in the magnetic
and electric fields is equal, it can be simplified with reference to only the electric or
magnetic field. Taking in this instance the electric field case, as,
D0 = ε0E0 (2.9a)
D1 = ε0εsE1 (2.9b)
equation 2.8 reduces to, [69]
− 4ω
ω
' (εs − 1)
˝
VS
E1.E0dV
2
˝
VC
|E0|2dV (2.10)
Equating real and imaginary co-efficients leads to the following relationships
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ε1s ' 2G′ f0 − fS
f0
+ 1 (2.11a)
ε2s ' G′
( 1
QS
− 1
Q0
)
(2.11b)
where
G
′ =
˝
VC
|E0|2dV˝
VS
E1.E0dV
(2.12)
G’ can be described as a dimensionless mode scaling constant and is fixed for a specific
mode, sample position and sample geometry. It can be obtained analytically, numerically
or by experiment as discussed further in Section 2.7. For convenience and assuming a
small sample, G’ is further reduced to,
G′ = GVC
VS
(2.13)
which allows for uncertainty in the sample and cavity volume to be accounted for [70].
Physically, this scaling constant can therefore be interpreted as the proportion of the
field energy present in the sample volume compared to the whole cavity. Further detail
on how to obtain the mode scaling constant in given in Section 2.5.
The final perturbation equations are then,
ε1 ' −2GnmpVC
VS
∆f
f0
+ 1 (2.14a)
ε2 ' GnmpVC
VS
∆ 1
Q
(2.14b)
and similarly for permeability
µ1 ' 2GnmpVC
VS
∆f
f0
+ 1 (2.15a)
µ2 ' GnmpVC
VS
∆ 1
Q
(2.15b)
where Gnmp is the mode scaling constant for the TM/TEnmp mode being used. It is
important to note that, changes in resonator Q represent changes in loss and changes in
frequency represent changes in polarisation (stored energy) in the sample [71]. A minus
sign separates the electric and magnetic cases. This is expected given the opposite
direction defined for the internal polarisation or magnetisation vector.
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Commonly, the values obtained from perturbation are are termed effective in the case of
powders, where variable grain shapes and powder packing density render a full analytic
treatment intractable[72].
Furthermore, a sparse but broadband measurement can be made by simultaneous mea-
surement of different modes and normalising using the mode scaling constant.
2.3 Cavity Resonator Design
As has been described, geometric field separation at the sample insertion point is re-
quired for perturbation measurements. This is achieved by careful selection of resonator
geometry and resonant mode. Cylindrical cavities are found to be a convenient geometry
and have been used here as defined in Figure 2.1.
z
d
a
Figure 2.1: Cylindrical cavity geometry.
By solving Maxwell’s equations with appropriate boundary conditions, expressions de-
scribing the resonant modes can be derived.
For a cylindrical cavity, the resonant frequencies of TEnml modes are
fnml =
c
2pi√µ1ε1
√(
α′nm
a
)2
+
(
lpi
d
)2
(2.16)
and for TMnml modes
fnml =
c
2pi√µ1ε1
√(
αnm
a
)2
+
(
lpi
d
)2
(2.17)
where αnm is the mth root of the bessel function Jn(x), α′nm is the mth root of the
derivative of the nth bessel function with respect to its argument, a is the radius and d
is the depth of the cavity [73].
Setting cavity radius, a = 4.6cm, places TM010, the dominant mode of a cylindrical
cavity where
(
2a
d
)2
> 1, at 2.45 GHz. This frequency is in the centre of the 2.4-2.5 GHz
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industrial, scientific and medical band commonly used in modern communications sys-
tems and, as a result, electronic components for use at this frequency are commonplace
which potentially allows for measurement electronics to be produced at greatly reduced
cost.
The perturbation equation reveals that, in order to maximise sensitivity, it is advanta-
geous to maximise the Q-factor. This is because, for a given, sample the perturbation
is increased by increasing the empty resonator Q.
The resonator Q-factor describes the ability of a resonator to maintain an oscillation
and is defined as Q = ω0<U><P> where < U > is the time averaged stored energy in the
resonator and < P > is the sum of power lost in the system. In a real-world system,
the Q-factor is composed of contributions from a variety of factors including the cavity
surface current losses, coupling structures and cavity filling. High conductivity metals
are therefore desirable for cavity construction. As a compromise between cost and
performance, aluminium and copper are popular choices. It is also noted that due to
the skin depth, which at microwave frequencies is typically <10 μm, only a thin surface
of high conductivity metal is required.
For an ideal empty cavity, the losses can be entirely attributed to surface currents given
by
< P >= Rs2
ˆ
S
|HS |2dS (2.18)
where S is the cavity surface, Rs =
√
ρωµ
2 is the metallic surface resistance for a metal
with resistivity ρ, and HS is the tangential magnetic field at the cavity wall.
by evaluating the field integrals, the Q can be shown to be, for TM and TE modes, [74]
QTMnml =

√
µ0pif0
ρ
(
ad
a+d
)
l = 0√
µ0pif0
ρ
(
ad
2a+d
)
l > 1
(2.19)
QTEnml =
√
piµ0f0
ρ
(
2f0
lc
)2
2
d3 +
1
a
([
n
d
]2 + [α′2mnlpia ]2) (α′2mn − n2)−1 (2.20)
For a TM0m0 cylindrical cavity resonator, the equation can be elegantly simplified so
that,
Q =
a
δ
1 + ad
(2.21)
where the skin depth δ is
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δ =
√
ρ
pifµ0
(2.22)
It can be seen that Q is maximized to a value of aδ by increasing the cavity height d. It is
also noted that this is achieved without affecting the resonator frequency. As discussed
later, it is important samples under test pass completely through the cavity. Therefore,
often the dimensions are traded off with the available sample size. It is also important
to ensure that TM010 is not affected by the TE111 or TE112 modes which approach the
same frequency as the height is increased. For the 2.45 GHz cavity, a height of 4cm
was chosen in later experiments since it ensures adequate mode separation, allows for
realistically sized samples and still supports a Q of half the maximum theoretical value
- approximately 10 000 for aluminium.
2.3.1 Finite Element Modeling
Throughout this thesis, Finite Element Modeling (FEM) is extensively used to to aid
design and trivialise potentially complex numerical and analytical analysis. The premise
of FEM is to discretise the simulation area into a number of elements and calculate the
fields by solving a base equation and applying a number of boundary conditions. Many
texts are available which explore the method in depth and validate the FEM approach
with Electromagnetics [75, 76].
The FEM package COMSOL is utilised in this work. Within the RF module, COMSOL
solves for the wave equation given as
∇× µ−1r (∇× E)− ω2ε0µ0
(
εr − jσ
ωε0
)
= 0 (2.23)
Commonly, the simulation area is enclosed by metal walls and imposes the boundary
condition of a perfect conductor where the electric field component parallel to the wall
is zero (n× E = 0) or an impedance boundary with associated loss.
Simulations can be calculated in a 2D or 3D geometry and symmetries can be exploited
to reduce computational load and increase simulation accuracy. For example, the axial
symmetry of a cylindrical cavity operating in a mode with no azimuthal field dependence.
Two distinct strategies are employed in order to provide solutions for microwave elec-
tromagnetic resonator problems. Firstly, a frequency domain approach where the entire
entire system, including TEM excited co-axial ports leading to coupling structures, is
simulated. The simulation frequency is typically swept around the expected resonant
frequency. S-parameter data can then also be extracted from the excitation ports.
The second and potentially simpler approach is to use the software to solve the wave
equation for a number of computed complex eigen-frequencies negating the need for
separate excitation.
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2.3.2 Coupling
Careful selection of coupling method, orientation and position will allow for certain
modes to be excited and interfering modes avoided.
Capacitive Coupling Probe
This method allows coupling into a particular cavity mode’s electric field. The central
conductor forms a co-axial feed and is extended slightly into the cavity itself (Figure
2.2) appearing electrically similar to an open circuit. There is an assumption that the
length of the probe is much shorter than the wavelength. The current is small but the
voltage forms an electric field radiating into the walls of the cavity. As a result, modes
with electric fields perpendicular to the wall where the coupling structures are located
are coupled into.
Figure 2.2: E-field simulation of open circuit, electric field coupling.
Inductive Coupling Loop
In contrast to the probe, the coupling loop couples into a cavity mode’s magnetic field.
Similarly to the probe, the coaxial feed’s centre conductor is extended into the cavity
but in this case is looped to connect with the cavity wall (Figure 2.3) and thus appearing
electrically as a short circuit. There is also an assumption that the length of the loop is
much shorter than the wavelength. The generated fields allow magnetic fields tangential
to the wall but perpendicular to the plane of the loop to be coupled into.
Figure 2.3: H-field simulation of short circuit, magnetic field coupling.
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Aperture Coupling
For completeness, it should be mentioned that it is possible to couple into a cavity
through an aperture connected via a waveguide. Practically, this method is not usually
employed due to the flexibility of easily attachable co-axial cables but may be essential
when attempting to deliver elevated power to a cavity.
2.4 Complex Resonant Frequency
In the application of perturbation theory, it is important that the resonant frequency of
a resonator can be expressed as a complex quantity which includes a relationship to the
resonator Q such that,
ω0 ← ω0
(
1 + j2Q
)
(2.24)
Pozar [73] presents a simple proof of this using a simple series RLC circuit to model the
microwave resonator. This proof is outlined here.
To begin, an expression for the resonant frequency, ω0, can be obtained by simply
equating the energy stored in the inductor and capacitor to give ω0 = 1√LC . This also
leads to an expression for the resonator Q, Q = ω0LR .
Next, let us consider the input impedance of the circuit at a frequency close to its
resonant frequency such that ω = ω0 +4ω. This can be written as,
Zin = R+ jωL− j
ωC
= R+ jωL
(
ω2 − ω20
ω2
)
(2.25)
The fraction can be simplified by taking ω2 − ω20 = (ω + ω0)(ω − ω0) ≈ 2ω4ω for small
4ω. This leads to,
Zin ≈ R+ 2jL4ω
≈ R
(
1 + 2jQ4ω
ω0
)
(2.26)
If now the resonator is considered loss-less (R = 0) but with complex resonant frequency,
Zin = 2jL
(
ω − ω0 − j ω02Q
)
= 2jL4ω − j2 2ω0L2Q
= R+ 2jL4ω (2.27)
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It can be seen that the result for the lossy resonator is the same as a loss-less one but with
a complex resonant frequency. This result shows us that a real-world lossy resonator can
be modeled simply as a loss-less one with a complex resonant frequency. Furthermore,
4ω
ω0
= ω
ω0
(
1 + j2Q
)
− ω0
ω0
(
1 + j2Q
)
= 4f
f0
+ j2
(
ω
ω0
1
Q
− 1
Q0
)
(2.28)
and assuming that the change in resonator Q is much greater than 4ω this further
reduces to,
4ω
ω0
= 4f
f0
+ j2
( 1
Q
− 1
Q0
)
(2.29)
2.5 Mode Scaling Constant
As was previously described, the mode scaling constant can be calculated analytically
for a particular mode and sample geometry assuming field solutions exist for that mode.
In the typical cylindrical cavity design and for samples of basic geometric shape, this is
usually the case, however, the value will assume a perfectly constructed cavity. In addi-
tion to any manufacturing tolerance, any practical design has a number of modifications,
for instance, sample holes and the coupling structures which modify the field distribu-
tions. However, two alternative approaches can be pursued: simulation and calibration
by experiment.
This simplest experimental calibration will utilise a precision calibration sample of known
permittivity or permeability (mode dependent) in order to conduct a perturbation exper-
iment to obtain the scaling constant. In the electric field case, this is certainly possible
but care must be taken to carefully consider the measurement frequency and tempera-
ture. The magnetic field case is not trivial however due to the difficulty in obtaining a
sample with a fixed known permeability at the typical measurement frequencies. Due
to these practical difficulties, this approach is not usually favoured.
For the magnetic case, Cuenca et al. [77], demonstrates the use of a metal rod to calculate
the constant by a cavity shape perturbation. Mathematically, this can be expressed in
two ways. The simplest route to form a relationship with Equation 2.15a is to interpret
the metal rod as having a permeability of zero. This is a valid interpretation of a metal
at microwave frequencies, since the electric field, except in small skin depth region, is
effectively zero. Alternatively, consider the energy interpretation of the perturbation
equation where
∆f
f0
= ∆Wm2Wm
(2.30)
Since a metal rod will screen the field, the energy change will be the integral of the
unperturbed field in the region of the metal rod. Therefore,
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∆f
f0
= ∆Wm2Wm
(2.31a)
∆f
f0
=
ε0
2
˝
VS
|E0|2dV
2. ε02
˝
VC
|E0|2dV (2.31b)
and
Gnmp =
1
2 .
f0
∆f .
VS
VC
(2.32)
Therefore, by perturbation using a metal rod of known radius and measuring the fre-
quency shift, the scaling constant can be obtained.
It is implicitly assumed, in the application of the mode scaling constant, that the field
in the sample region before and after perturbation is the same. For non-depolarising or
demagnetising geometries, this can be safely assumed but this is a fundamental limitation
in the application of the theory. In a similar idea, in the magnetic field case, using a
metal rod will satisfy the conditions of perturbation since parallel magnetic fields can
exist along the length of the rod and the perturbed fields approximate to the unperturbed
ones. This is not the case in the electric field for TM0n0 modes since a finite electric field
cannot be maintained in a direction parallel to a metal rod and its introduction into the
cavity effectively destroys the mode. However, for those modes where the field does not
vary along the height of the resonator, it is possible to utilise a sample with a known
dipole moment (known energy change), such as a metal sphere, to calculate the scaling
constant. Unfortunately, this method cannot completely account for field deformation
at the sample holes.
In the previously cited paper [77] they show very good agreement between the exper-
imental values using a metal rod and values obtained through COMSOL simulation.
The small discrepancies, typically less than 1%, can be attributed to the uncertainty
in the metal rod and the simulated sample. To conclude, their results demonstrate the
robustness of the simulated approach which is the favoured method of determining the
scaling constant in all cases. Further discussion of the accuracy of the technique can be
found in Section 2.11.
2.6 Cavity Resonator Analysis
As has been discussed, changes in resonant frequency and resonator Q need to be mea-
sured in order to give indication of a sample’s electric or magnetic properties. Here, the
relevant theory is presented in order to gain an understanding of how these values can be
measured. Again, it is useful to model the resonator as a simple series LCR circuit with
the addition of input and output coupling represented by a pair of mutual inductances
m1 and m2 (Figure 2.4).
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Figure 2.4: Basic LCR resonator model.
Analysis of this circuit leads to an expression for the complex transmission co-efficient,
S21,
S21(f) =
2√g1g2
1 + g1 + g2 + jQ0
(
f
f0
− f0f
) (2.33)
where
gn =
ω0m2n
Z0R
(2.34)
and
Q0 = ω0
L
R
(2.35)
is the coupling co-efficient. Near near resonance [78], it can be assumed
(
f
f0
− f0
f
)
≈ 2
(
f
f0
− 1
)
(2.36)
and ,furthermore, to simplify the analysis further assume symmetric coupling, g1 = g2
and Equation 2.33 is simplified to,
S21(f) =
2g
1+2g
1 + 2jQL
(
f
f0
− 1
) (2.37)
which introduces the concept of the loaded Q-factor, QL = Q01+2g , which is somewhat
smaller than Q0 due to the effects of coupling. It is also noted that the numerator is
equal to the maximum value of S21 taken at resonance. A number of methods can be
used to extract the Q-factor and resonant frequency as detailed by Petersan and Anlage’s
1998 paper [79] who conclude that a phase versus frequency fit is the superior for clean
data and a Lorentzian curve fit is best for noisy data. In the subsequent sections, two
methods which have been used during the course of this project are presented: Circle
fit and Lorenzian Fit.
2.6.1 Lorentzian Fit and 3dB points
Taking the power spectrum
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P (f) = |S21|2 = P0
1 + 4Q2L
(
f−f0
f0
)2 (2.38)
where,
P0 =
( 2g
1 + 2g
)2
(2.39)
and,
QL = Q0(1−
√
P0) (2.40)
Inspection of Equation 2.38 reveals P (f) to be in the form of a Lorenzian function.
This allows us to measure S21 in a small span around the resonant frequency and fit a
Lorentzian curve to the collected data and extract the resonator parameters from the
fit co-efficients.
In most circumstances, the Lorentzian fit provides an accurate and precise measure of
the resonator characteristics. Furthermore, it does not rely on complex data allowing
simplification of the measurement electronics and is also relatively insensitive to precise
calibration. However, occasionally, a different approach is needed when the line shape
is distorted by nearby resonances.
Furthermore, inspection of Equation 2.38 reveals a simple marker method of quickly
obtaining the Q-factor using the 3dB bandwidth. If Q is defined as Q = f0fBW =
f0
2(fB−f0) ,
at f = fB, |S21|2 becomes half its peak value. Therefore, by measuring the frequency at
3dB less than the peak, a loaded bandwidth can be calculated and thus a loaded Q.
2.6.2 Circle Fit
Plotting Equation 2.37 in the complex plane reveals a circle with real and imaginary
parts expressed as follows:
<(S21) =
√
P0
1 + 4Q2L
(
f−f0
f0
)2 (2.41a)
=(S21) =
2QL
(
f−f0
f0
)√
P0
1 + 4Q2L
(
f−f0
f0
)2 (2.41b)
Observation of the above equations shows that the resonant frequency, f = f0, occurs
as the circle crosses the real axis with the real component equal to
√
P0 = 2g1+2g . Fur-
thermore, plotting frequency against the ratio between imaginary and reals parts allows
the extraction of QL and f0 from a simple linear fit: [80]
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=(S21)
<(S21) = 2QL − 2
QL
f0
f (2.42)
In order to maximise the accuracy, the fit is heavily weighted in a small span around
the resonant frequency.
Inevitably, the measured circles will be rotated around the origin through some angle
φ due to the measurement plane typically being at the end of the cables and does not
include the coupling ports and resonator directly. However, by fitting a circle to the
data and finding the centre, the data can be rotated into its canonical position.
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Figure 2.5: Measured and rotated complex S21 data, TM010.
Furthermore, the method is potentially able to recover data more accurately in the pres-
ence of distortions caused by crosstalk or other nearby resonances. The Lorentzian fit
method is easily distorted and, in order to obtain accurate data, can require the mea-
surement span to be minimised to values much smaller than the bandwidth. However,
if the resonant frequency is changing rapidly it can be difficult to track the resonant
frequency as it moves out of the measurement span. In this case, the circle fit maybe
more appropriate. Figure 2.6 shows the typical distortion seen for the TE022 mode where
a circle fit is more appropriate.
2.6.3 Measurement Error
Following the discussion of different techniques for the measurement of resonant param-
eters, it is pertinent to discuss their relative performance in terms of random error.
As has been discussed, the simplest approach to measurement of frequency and Q-factor
in a resonator, is to use the inbuilt marker functions of the network analyser to measure
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Figure 2.6: Measured |S21| TE022 trace and attempted lorenzian fit.
the peak frequency and 3dB bandwidth of the resonant peak present in |S21|. By its
nature, the accuracy of this measurement is very dependent on the frequency resolution
being used. Therefore, it is desirable to use a high number of points in the frequency
sweep. This reveals a trade-off because it is advantageous to keep sweep times as short
as possible to eliminate ambient temperature variations during the measurement. This
problem is exacerbated by the desire to use a low IF bandwidth to minimise the mea-
surement noise.
In order to reduce uncertainty and maintain accuracy while using a small number of
measurement points, a computer is used to produce a fit to the lorenzian and circle line
shapes. From the fitting parameters the resonant parameters can be extracted.
In order to do this, a LabVIEW program was developed. In the Lorenzian case, an in-
built curve fitting function which uses the Levenberg-Marquardt algorithm was utilised
and, in the circle case, a standard least squared approach was taken. Furthermore, the
program dynamically tracks the resonant peak in order to minimise the measurement
span and maximise the available points.
A comparison between the three measurement methods can be seen in Table 2.1. The
figure shows the frequency and Q with standard error of TM010 averaged over 20 samples
in 4.5 seconds with an IF bandwidth of 1kHz. The insertion loss was measured at -
47.9dB. In this case, the network analyser (Agilent PNA N5232A) is using interpolation
to give greater marker precision.
Both fitting strategies report a significantly lower random error than the basic marker
approach. It is worth noting that the errors here are very small which indicate that even
small changes in frequency and Q can be measured accurately. Further discussion of the
measurement error can be found in Section 2.11.
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Method Centre Frequency (Hz) Q-Factor
Lorenzian Fit 2519451557 ± 7 12028 ± 1.4
Circle Fit 2519451560 ± 5 12030 ± 2
Markers 2519451550 ± 30 12021 ± 4
Table 2.1: Comparison of fitting and data collection methods for resonance parame-
ters.
2.6.4 Degeneracy
By inspecting the equations in Section 2.3, it is clear that it is possible for a TE and
TM mode to appear at the same frequency for a fixed geometry. In this case, the modes
are said to be degenerate [81].
This phenomena may be of use when designing filters using cavity resonators allowing
for significant reduction in the overall filter size [82]. However, in the context of pertur-
bation, if this occurs at a mode of interest, strategies need to be utilised to break the
degeneracy.
Later on, due to its non-demagnetising configuration (see Section 2.7) and lack of ro-
tational degeneracy, it is desirable to take magnetic measurements using the cylindrical
TE011 mode. However, this mode is degenerate with TM111. The field configuration of
TE011 necessitates inductive coupling using a short circuit loop antenna placed on the
top surface of the cavity. This is true of all TE modes which by their nature have no
electric field component in the z direction. However, this arrangement will also couple
to the interfering TM111 mode.
Examination of the surface currents of the two modes reveals a solution. In the top plate,
TE011 will have azimuthal currents circulating around whose density reduces towards
the edges and the centre. In contrast, in TM111 a large current is formed directly across
the centre of the top plate. Therefore, by drilling a hole in the centre of the cavity,
TM111 can be significantly perturbed whilst leaving TE011 relatively unaffected [77].
Figure 2.8 shows the effect, as simulated in COMSOL, of placing a 10mm and 20mm
on axis hole (as seen in Figure 2.7) in a cavity with radius 4.6cm and height 4cm. In
real-world designs, an RF choke must be included to stop loss caused by the evanescent
fields emanating from the holes.
In the unperturbed, no hole, state, it can be seen how TM111 strongly interferes with
TE011. The small separation is only caused by a small perturbation of the coupling
structures themselves. At 10mm, the TM111 peaks have shifted significantly and by
20mm they do not appear within the simulation bandwidth. It is noted that TM111 is
itself rotationally degenerate and in this simulation appears as a set of twin peaks due
to the perturbation caused by the coupling structures.
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hole
Figure 2.7: Cylindrical cavity with TM111 mode-trap caused by hole placed on cavity
axis.
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Figure 2.8: Simulated effect of axial hole mode-trap on TM111 and TE011 modes.
As well as the effect described above, certain modes can exhibit rotational degeneracy
where the same mode appears simultaneously in two or more orientations. It is possible
to exploit rotationally degenerate modes to measure permittivity or permeability tensors
of anisotropic materials [83, 84, 85] but may cause measurement inaccuracy in other
cases.
An example mode which displays rotational degeneracy in a cylindrical cavity is TM110.
Inspection of Figure 2.9 reveals a single degeneracy where the mode is rotated 90º relative
to the one shown. Mathematically, this is the result of the azimuthal field component
having a valid solution in both the sine and cosine case. Therefore, as expected, the two
solutions are identical with a 90º azimuthal difference.
Taking the case of short circuit coupling on the top surface of the cavity, a common ar-
rangement for the excitation of TM modes, initial inspection might reveal that rotational
degeneracy will not be oberved. With the field aligning with the coupling structures de-
noted by the label ‘1’ in Figure 2.9, the orthogonal mode should not couple strongly.
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However, experimental observation, by sample perturbation at various locations, reveals
that both modes are approximately equally coupled with the arrangement labeled ‘2’.
This is the natural state of the oscillator where the preference of the system is to excite
all available states equally.
Figure 2.9: TM110 potential coupling positions.
The effect of the combination of the two resonant systems can be examined by first
considering the circuit model for a degenerate system as seen in Figure 2.10.
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Figure 2.10: Degenerate system circuit model.
In order to calculate S21, first consider the Z-parameters of the network.
(
V1
V2
)
=
(
Z11 Z12
Z21 Z22
)(
I1
I2
)
(2.43)
Using Kirchoff’s Voltage law, we get
V1 = jωmaIa + jωmbIb
0 = jωma(I1 + I2) + IaZa
0 = jωmb(I1 + I2) + IbZb (2.44)
Substituting for Ia and Ib leads to
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V1 =
[
ω2m2a
Za
+ ω
2m2b
Zb
]
I1 +
[
ω2m2a
Za
+ ω
2m2b
Zb
]
I2 (2.45)
revealing that Z11 = Z22 = Z21 = Z12 . The resonator series impedance Zn can be
modeled as a series LRC circuit such that
Z = R+ jωL+ 1
jωC
= R+ jω0L
(
ω
ω0
− ω0
ω
)
= R
(
1 + 2jQ
(
ω
ω0
− ω0
ω
))
= R.Ψ(ω) (2.46)
where the resonant frequency is ω0 = 1√LC and Q = ω0
L
R . Furthermore, a coupling
co-efficient is defined
gn =
ω2m2n
Z0Rn
= ωm
2
nQ
Z0L
(2.47)
and, given that
S21 =
2Z0Z12
(Z11 + Z0)(Z22 + Z0)− Z12Z21 (2.48)
where Z0 is the characteristic impedance at each port, S21 becomes
S21 =
2
2 + ΨaΨbgaΨb+gbΨa
= 2
2 + 1ga
Ψa
+ gb
Ψb
(2.49)
It is observed that when the second coupling co-efficient, gb, becomes very small the equa-
tion reduces for the familiar result for a single resonator (Equation 2.37). When the two
degenerate resonators are identical, ga = gb and Ψa = Ψb, there is a modification to the
insertion loss and resultant loaded Q, however, unloading using the same method previ-
ously described will yield the same unloaded Q. Therefore, in the ideal case, degenerate
modes can be used without any modification to the measurement procedure. However,
it is noted that this is not a simple addition of two Lorenzian functions. Furthermore,
the equation describing a resonator with a single degeneracy can be easily expanded to
contain any number of degeneracies, N, by including additional denominator terms as
follows:
S21 =
2
2 + 1g1
Ψ1
+ g2
Ψ2
+... gN
ΨN
(2.50)
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Considering a single degeneracy where both resonances are approximately equally cou-
pled, as expected, differences in the Q and resonant frequency will distort the loren-
zian response and cause inaccuracies in a measurement. This situation is unfortunately
inevitable due to subtle inaccuracies in resonator preparation. For instance, geometry
distortion due to machining errors, inconsistent metal surfaces and perturbations caused
by sample holes. In many cases this mismatch can be observed in the traces and simply
avoided. Figure 2.11 shows an analytical simulation based on Equation 2.49 of a single
degeneracy. In this example g ∝ Q but the frequency dependence of g is ignored in this
small region around f0.
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Figure 2.11: Calculated distortion caused by a single degeneracy.
However, in more subtler cases, the measurement can be distorted without obvious
and clear evidence. For example, let us consider the perturbation of a single degeneracy
with initially matching frequencies, again where g ∝ Q and has no frequency dependence
but the two resonances have different initial Q values. The two individual resonances
as well as the resultant response with a fitted lorenzian curve before and after the
perturbation can be seen in Figure 2.12. It is assumed that the perturbation on the two
constituent resonances is identical: f1−f01f01 =
f2−f02
f02
and 1Q01 −
1
Q1
= 1Q02 −
1
Q2
. In the
case of an orthogonal degeneracy at frequencies distant from the dominant relaxation
frequency this assumption remains valid, however, more complex phase relationships
between the degenerate resonances could potentially cause the sample to exhibit an
apparently different permittivity or permeability.
As can be seen, the resultant curves retain a Lorenzian shape. However, measuring
the fractional Q change in the resultant curves results in a ~2% error compared to
the non-degenerate case. Therefore, care must be taken when performing perturbation
experiments on rotationally degenerate cavity modes. If the modes show distortion
similar to Figure 2.11, perturbing the cavity to re-align the modes will not necessarily
produce accurate results due to the mismatch in Q.
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Figure 2.12: Calculated perturbation of a singly rotationally degenerate mode.
In cases where the Q is significantly different, some improvement can be made using
the complex circle/linear fit strategy. A comparison of the two methods can be seen in
Figure 2.13 where the mismatch in the two constitutive Qs is given byQ1Q2 −1. The graph
shows expected behaviour at the extremities: for matched Qs there is no error and when
one Q becomes much smaller than the other, it is coupled increasingly weakly and so
does not effect a measurement.
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Figure 2.13: Calculated perturbation error for a single mismatched degeneracy.
2.6.5 Low Q Considerations
An additional subtlety can be added by considering the frequency dependence of the Q-
factor and coupling co-efficient, g. Given that Q = ω0<U><P> and that < P >∝ Rs ∝
√
ω,
it can be seen that the Q-factor is frequency dependent. Furthermore, this changing Q
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will also effect the coupling-coefficient g, which is also linearly dependent on frequency,
adding more potential for systematic error when extracting Q using equation 2.38. For
resonators with a high Q, these dependencies make little difference in the region around
the 3dB Bandwidth. However, as the Q approaches zero, this has an increasing effect.
This effect is explored by by letting Q = Q0
(
ω
ω0
) 1
2 and g = g0
(
Q
Q0
) (
f
f0
)
. The error in
measured Q with a resonant frequency of 1 GHz, using the standard fitting procedure
without modification, is shown in Figure 2.14. It can be seen that the error only becomes
appreciable at very low (<10) Q values and can therefore, in this work, be safely ignored.
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Figure 2.14: Potential measurement error for low Q resonators using a lorenzian fit
when the frequency dependence of the Q and coupling co-efficient is ignored.
2.7 Sample Orientation and Depolarisation
When a sample is placed in an electric or magnetic field (diamagnetic material) the
individual relevant dipoles within the sample with align such to reduce the field within
the sample as illustrated in Figure 2.15 with a set of electric dipoles.
In the case of a long sample, the orientation of the applied field can dramatically affect
the strength of the field internal to the sample. In the first diagram, where the field
is applied perpendicularly, all dipole charges act to reduce the internal field. In the
second diagram, the majority of the dipoles in the sample cancel each other out. Only
charges at the ends of the sample act to reduce the internal field. The smaller the ratio
of surface area perpendicular to the field to the area parallel to the field the smaller the
depolarisation effect. In other words, the effect is reduced for samples which are tall and
thin in the direction of the applied field.
The internal field can be related, in the electric field case and assuming the host medium
is air, to the applied field by the following equation [86]
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Figure 2.15: Sample dipole orientation in the presence of an electric field.
E1 =
E0
1 +N(εr − 1) (2.51)
This introduces the depolarisation factor, N, which is based on the geometry of the
sample in relation to the direction of the field. In the worse case, a thin flat plate
normal to the field, N = 1 and the internal field reduces to E0εr . For a sphere N = 1/3,
however, for a tall thin needle like structure it can be assumed that N = 0 [87]. This is
the case, for example, for a thin cylindrical sample placed axially along the entire length
of the cavity operating in TM010.
As seen in Section 2.2, this assumption is important when forming equations for effec-
tive permittivity and permeability from perturbation theory where the internal field is
approximated as being equal to the applied field. It is possible to modify the perturba-
tion equations for different sample geometries [88, 89, 90] but this requires knowledge of
the depolarisation or demagnetising factor which may not always be trivial for complex
shapes. Furthermore, different modes with different field configurations are likely to
produce different depolarisation factors.
The analysis is equally valid for linear materials in the magnetic field case.
2.8 Common Measurement Modes
In order to measure both permeability and permittivity of a sample it is necessary to
exploit modes which enable the sample to be placed independently in regions of magnetic
and electric field. For convenience, Figure 2.16 displays a catalog of modes which have
been used in this thesis.
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(A) TM010 E (B) TM010 H (C) TM020 E (D) TM020 H
f0 = 2.45 GHz f0 = 5.73 GHz
(E) TE011 E (F) TE011 H (G) TE012 E (H) TE012 H
f0 = 5.46 GHz f0 = 8.48 GHz
(I) TE022 E (J) TE022 H (K) TM210 E (L) TM210 H
f0 = 10.5 GHz f0 = 5.33 GHz
(M) TM110 E (N) TM110 H
f0 = 3.97 GHz
Figure 2.16: Mode catalog. Frequencies show for cavity with a = 4.6cm and d = 4cm.
2.9 Software
As was described in Section 2.6.3, software was developed in order to automatically
capture S21 from the network analyser, perform the appropriate fitting and save the
necessary data. Significant effort was made to create an integrated piece of software
which manages the collected data and performs the necessary analysis. Utilising object-
oriented principles, support for both ENA and PNA Keysight network analysers is in-
cluded. Additionally, using the 4-port PNA, data can be simultaneously acquired in
transmission from two separate resonators.
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The software is split into two main sections. The first, seen in Figure 2.17, is the data
viewer which allows for previously acquired data sets to be loaded and analysed.
Figure 2.17: Cardiff Cavity Perturbation (CCP) software - data viewer.
Selecting ’Acquire’ loads the window shown in Figure 2.18. Here the resonator parame-
ters are shown in real-time from the network analyser and saved to disk.
Figure 2.18: Cardiff Cavity Perturbation (CCP) software - main acquisition window.
The acquisition parameters, including mode selection, are accessed under config and
seen in Figure 2.19.
Additionally the software includes the ability to view the raw traces and fit - shown in
Figure 2.20.
2.10 Temperature Correction
Since changes in temperature, due to thermal expansion and resistivity changes, will
modify the cavity frequency and Q, without correction, the measurement sensitivity is
dependent on the ability to control ambient temperature. in order to maximise the
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Figure 2.19: Cardiff Cavity Perturbation (CCP) software - acqusition configuration
window.
Figure 2.20: Cardiff Cavity Perturbation (CCP) software - raw trace and data fit.
measurement sensitivity, it is important that the ambient temperature is controlled and
stabilised as finely as possible.
If sample measurements at varying temperature is desired, a challenge is therefore pre-
sented. Traditionally, in order to avoid changes in the cavity frequency and Q, the
cavity temperature is isolated from the sample [91]. However, this will likely require
complex heating apparatus. A simpler solution is to heat the entire measurement setup
and correct for the independently changing Q and frequency. Using a readily available
convection oven, measurements in the range of 0-300oC are easily achieved. A typical
set-up is seen in Figure 2.21.
Whilst co-axial cables can be easily obtained which operate at elevated temperature,
one potential limitation is the construction of coupling structures. Connectors with an
extended centre conductor can be purchased which serve well as a capacitive probe. How-
ever, inductive loops are produced in-house and soldered together using temperatures
(~300oC) similar to those encountered here. Therefore, in order to extend this technique
to modes which require loop coupling, different manufacturing techniques would have to
be investigated; for instance welding.
An additional consideration when conducting experiments over a temperature range is
to ensure the sample holder itself does not exhibit temperature dependent dielectric
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Figure 2.21: Microwave cavity, network analyser and oven used in temperature cor-
rection experiments.
or magnetic properties. Quartz shows very little response with regards to magnetic
field, however, care must be taken in the electric field case at elevated temperatures.
Below 175ºC, no temperature dependence can be safely assumed allowing the use of the
TM210 correction procedure, above this however, previous reports have shown significant
variation which would require the use of a calibration ramp [92].
This section begins with an analytical analysis of cavity mode temperature dependence
comparing the expected result and measured values. The dielectric measurement mode
TM010 is used as a base although the analysis could easily be repeated for any mea-
surement mode. The knowledge of the resonator response to temperature can then be
used for correction when undertaking measurements. However, this approach requires
accurate knowledge of the cavity temperature which may not always be possible to the
required precision. The later part of this Section (2.10.2) details the use of a refer-
ence mode, typically TM210, in order to more accurately and flexibly correct for cavity
temperature.
2.10.1 Analytical Analysis
The frequency of TM010 in a cylindrical cavity is, from 2.17, is given by
f010 =
K
a
(2.52)
where,
K = c.αnm2pi√µrεr (2.53)
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and a is the cavity radius. Basic linear thermal expansion theory tells us that the radius
at temperature T, aT, is related in the initial radius, a0, by
aT = a0(1 + α∆T ) (2.54)
So by substituting this into Equation 2.52 we get,
K
f0a0
= 1 + α∆T (2.55)
An empty aluminum cylindrical cavity of radius 4.6cm was heated from 20 - 180 ºC and
the resonant frequency and temperature simultaneously measured. Cavity temperature
was measured in direct contact by a PT100 RTD. Figure 2.22 shows the results.
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Figure 2.22: TM010 frequency modification by thermal expansion.
The extracted expansion co-efficient, using a simple linear fit, gives a value of 22.8 ×
10−6K−1 which compares favourably with the accepted value, for aluminium, of 23.1×
10−6K−1. The inaccuracy is assumed to be due to the impurities in the aluminium since
a machine grade (not pure) aluminium was used in construction.
It is of note here that typical measurements permit frequency changes to the order of
10 Hz to be measured. In this case, a change of 10 Hz would be caused by an expansion
of 1.85 × 10−10m which would be the result of a 0.176mK change in temperature. It
is clear that changes in temperature through resonator frequency can be observed with
much more precision than can easily be routinely measured. This illustrates one of the
shortcomings of a temperature measurement approach to correction.
A similar analysis can be conducted for the resonator Q, which also considers the tem-
perature co-efficient of resistivity. For a TM010 cylindrical cavity, the Q is given by
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Equation 2.21. In reality the Q is somewhat smaller than given by Equation 2.21 due
to additional contributions, QA. These additional contributions can be attributed to
a rough inner cavity surface, sample and coupling holes and, commonly, a bolted join
necessitated by the cavity construction. Evaluating the temperature response of these
elements is non-trivial.
The dimensions a and l, conductivity and frequency can all be modeled to exhibit a
linear temperature dependence resulting in Equation 2.56.
1
QTOT
=
(a0 + l0)
(
ρ0a0(1+β∆T )(1+α∆T )
piµ0k
) 1
2
a20(1 + α∆T )
+ 1
QA
(2.56)
For aluminium, the temperature of co-efficient of resistivity, β = 43×10−4K−1, is much
larger than expansion, α = 23.1× 10−6K−1, and will therefore dominate.
Practically, it has been observed that the Q of a typical cavity is not a linear function
temperature. An additional consideration is the location of any mechanical joint in
the cavity. Traditional manufacturing techniques necessitate that cavity resonators are
built in two or more pieces. If current flows across this joint, it forms an electrical
contact and will contribute to (i.e. reduce) the resonator Q. When the cavity is heated
and thermal expansion occurs, stresses can be put on the joint, thus modifying its
electrical properties. Experience, detailed here, has shown that this effect can be very
non-linear. Careful design can however practically eliminate this problem for certain
resonator configurations.
For instance, for the cylindrical cavity resonator operating in the TM010 mode for di-
electric measurement, surface currents flow radially. Therefore, a split placed along its
diameter is preferable to one placed along its height because the split will not signifi-
cantly perturb the surface currents. This is seen in Figure 2.23.
(a) (b) (c)
Figure 2.23: (a) TM010 current distribution. (b) Length split configuration. (c)
Diameter split configuration.
Figure 2.24 shows a typical measurement of Q as temperature is varied for the diameter
split configuration. Coupling is kept weak to ensure minimal Q loading and practically
eliminate any potential non-linearity from changing coupling. In this case, the insertion
loss was ~-50dB, corresponding to a loaded and unloaded Q difference of 0.3%.
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Figure 2.24: Typical TM010 Q-factor for diameter split configuration during cavity
heating showing strongly non-linear and chaotic response.
Figure 2.25 shows the behaviour of a cavity in the length split configuration. As can
be seen, the theory given by Equation 2.56, for the most part, accurately describes the
Q behaviour. An offset, QA, is included and is constant across the whole temperature
range. An additional observation, however, is that the Q is somewhat smaller on the
initial temperature rise compared with subsequent cycles.
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Figure 2.25: TM010 Q during heat treatment in the favourable, diameter split, con-
figuration. Theory curve given by Equation 2.56.
The experiment was repeated a further two times with the same cavity resulting in
Figure 2.26. During the second run, there is a similar, although smaller, increase in Q
during the initial temperature rise. By the third run, no appreciable change is observed.
In order to discount the any possible effect caused by the mechanical join of the cavity,
two further ramps were conducted after unbolting and subsequently rejoining the halves.
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Figure 2.26: TM010 Q during repeated heat treatment.
Figure 2.27 shows three data sets: one before re-bolting and two after. As can been seen
there is no significant measurable effect on Q.
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Figure 2.27: TM010 Q repeated heat treatment after re-assembly.
Since the effect of coupling can be eliminated, the increasing Q during the initial treat-
ment is interpreted as a decrease in the Aluminum’s resistivity. There are two potential
causes for this. The first is the role of impurities and alloying elements and the second is
residual stresses causing dislocations and lattice defects. Both of these effects are widely
studied in aluminium due to their significant role in determining material strength and
hardness. For further discussion and additional investigation see Chapter 5.
From this initial data, it is clear that following the manufacture of a metal microwave
cavity, if temperature stability is important, that it is important to pre-treat the cavity
with heat in order to stabilise any impurities and remove any residual stresses caused
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by the cold work during manufacture. This will ensure that the Q remains predictable
and will minimise the resistive surface losses thus maximising resonant Q.
To summarise, the analytical analysis and subsequent experimental verification, it has
been shown, that with careful design and pre-treatment, a cavity can be constructed
which has a predictable response over a wide temperature range. The knowledge of
this response can be used to conduct accurate perturbation measurements across this
temperature range. However, it has been demonstrated that the smallest measurable
change in resonator parameters is smaller than that caused by measurable temperature
changes. Rather than correcting the resonator parameters in real-time with measured
temperatures, one solution is to conduct experiments over a well defined temperature
cycle and use a previously obtained set of calibration data for the unperturbed resonator
data. However, the limitations here are clear.
2.10.2 Reference Mode
In order to address the shortcomings described previously, environmental changes can
be tracked and corrected for using an additional reference resonant mode. Commonly
a suitable mode will be one of the so called ’whispering gallery’ modes. These modes
are often used in the form of a dielectric resonators in order to very accurately measure
the permittivity of a dielectric puck [93, 94, 95], however, these modes prove useful as
they have a magnetic and electric field node at the centre position where the sample is
usually placed. Therefore, any resonance changes can be attributed to the cavity and
not the sample.
The work undertaken here uses TM210 as the reference mode because it is the lowest
frequency suitable mode. Table 2.2 compares the relative total magnetic and electric
energy for a 5mm diameter cylindrical sample placed axially in TM210 to other common
measurement modes. It can be seen that the energy density, WSE, is, in the worst
case, three orders of magnitude lower than any measurement mode. The values were
calculated in COMSOL by computing the following integral.
WSE =
´
VS
ε0|E|2 + µ0|H|2dV´
VC
ε0|E|2 + µ0|H|2dV . (2.57)
Due to linear thermal expansion, the frequency of the unperturbed measurement mode
is related to the frequency of the reference mode by a simple ratio.
This allows us to say, for the unperturbed case and using TM010 as an example,
∆fM
fM0
= ∆fR
fR0
= 1− a0
aT
(2.58)
where fM is the measurement mode, TM010, frequency and fR is the reference, TM210,
mode. a0 and aT are the initial and temperature changed cavity radius respectively.
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Mode Function Sample EnergyProportion (%), WSE
TM010 Electric 0.546
TM020 Electric 0.0126
TM110 Magnetic 0.00454
TE011 Magnetic 0.00483
TE012 Magnetic 0.00207
TE022 Magnetic 0.00812
TM210 Reference 0.0000617
Table 2.2: Cyclindrical cavity (radius = 4.6cm, height = 4cm) mode sample energy
density. Cylindrical sample placed axially along full cavity height with 5mm diame-
ter.Calculated using Equation 2.57.
Therefore, in the context of perturbation, the temperature dependent unperturbed mea-
surement frequency, fM0(T ), can be inferred from the frequency of the reference mode.
fM0(T ) =
(∆fR
fR0
+ 1
)
fM0 (2.59)
Experimental evidence shows this method to be robust when determining the tempera-
ture dependent frequency of the measurement mode. Across the full range of 20 - 200
ºC, the average inferred frequency error was 0.0012% which corresponds to a tempera-
ture change of 0.5ºC. Reducing this range to within 10ºC of the reference temperature
reduces this error to 0.02ºC.
Whilst in this example both measurement and reference modes share a simple frequency
dependence on the cavity radius, the method is equally valid for modes which include a
dependence on the cavity height. This is valid assuming that the material is consistent
throughout the whole cavity and the height expands at the same rate as the radius.
As seen above, the temperature dependence of the Q-factor depends on many different
aspects of the resonator geometry and, primarily, the square root of the metal wall’s
conductivity. It then follows that therefore, it should be possible to take a similar
approach as taken with frequency.
However, as previous results indicate, the Q of a resonator is not as easily predicted as
frequency and the measurement mode and reference mode may not have a simple linear
dependence.
Figure 2.28 shows the Q of TM010 and TM210 as the temperature is changed.
Performing a linear and quadratic fit on this data and then using the reference mode
to calculate the measurement mode Q results in Figure 2.29. The result shows that a
linear approximation can adequately used to calculate the unperturbed measurement Q
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Figure 2.28: Measured Q of TM210 and TM010 during heat treatment.
although a higher order term is clearly present. Here the average error of the quadratic
fit, 0.09%, would be the result of an approximately 0.7ºC change.
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Figure 2.29: Error distribution and raw error when deriving TM010 Q from measured
TM210 Q in range 30-200oC.
Similarly as seen with TM010, careful cavity design can also impact the potential use
of TM210. Examination of the surface currents (Figure 2.30) show neither the length
or diameter split configurations offer the perfect solution. During the re-assembly pro-
cedure described in the subsection above, it was observed that a strong non linearity
was observed at the initial stages of the temperature ramp which was eliminated during
re-assembly (Figure 2.31). This demonstrates that the stability of the bolted join is
important and care must be taken during cavity design and assembly.
To conclude, the use of a reference mode is a useful technique which has the potential
to flexibly resolve and correct for temperature changes with higher precision than can
easily be achieved in the lab - without the need for additional measurement hardware. It
follows that the main usefulness of this technique comes when it is desirable to monitor
small changes in temperature across a small temperature range or when environmental
conditions make temperature measurement difficult.
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Figure 2.30: Simulated TM210 surface current distribution.
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Figure 2.31: Q-factor instability of TM210 during third heat treatment cycle and
stability after subsequent re-assembly.
2.11 Measurement Uncertainty
As a final discussion point, the error in cavity perturbation measurements is considered.
As has been previously seen, the absolute measurement error in frequency and Q is
small. As an example, consider the frequency perturbation of the typical quartz sample
tube.
f0 − fs = 2516705695− 2519458239 = 2752544±10 Hz (2.60)
Even for this relatively small perturbation, the error in frequency remains very small at
4ppm. The error in loss measurements are more modest but still very small, for instance
a cylinder, filled with nylon powder of radius 2mm and length 40mm produces an error
of 0.12% as follows:
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1
Qs
− 1
Q0
= 110310 −
1
12029 = 1.386±0.002× 10
−5 (2.61)
It is assumed that the measurement time is short enough so that temperature changes
can be ignored this is confirmed by noting the normal distribution of the measured
values.
Considering the terms of Equation 2.14a, the only other random source of error comes
from the sample volume.
In order to characterise this for the typical measurements in this thesis, a set of 10
quartz tubes (1.5mm ID) were tested each filled with the same liquid dielectric. Since
the permittivity in each case in held constant, by observing the spread in frequency
shifts, a measure of the spread of sample volumes can be found.
In order to do this, each tube was filled with Acetone. Acetone was chosen over simply
using water since it still has a relatively high dielectric constant (~20) to produce large
frequency shifts but a relatively small loss factor so as not to excessively depress the Q.
The set of frequency shifts are shown below in Figure 2.32, normalised to the average
value.
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Figure 2.32: Relative frequency shift of acetone, normalised to the average shift.
Effective sample volume error distribution.
The standard error in frequency shifts is found to be 0.2%.
In addition to the basic volume and for a powdered sample, the density of the sample
may play a significant role in the measurement uncertainty. It will depend strongly on
morphological powder characteristics such as grain shape and size but for samples of a
known density, the weight of the sample will usually provide a sufficient measure of the
density and resultant sample volume.
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These results indicate that the random errors associated with a perturbation measure-
ment are dominated by the container but are still small. As a result, samples can be
compared with high accuracy with the results usually quoted as effective. However,
in order to quote absolute values of permeability, additional sources of error must be
considered.
Firstly, is the role of depolarisation. As has been previously discussed, unless it can be
accurately determined for the sample shape and a correction made, it will significantly
effect the perceived permittivity or permeability.
Attributing an uncertainty to the mode scaling constant can be difficult and will depend
on the technique used to calculate it. Generally, it will include an error in the cavity
volume, calibration sample volume and calibration piece permittivity. The calibration
sample volume error will be similar to the value described before and the permittivity
of a sample will typically have an error of less than 1%. A more broad indication can
be obtained by comparing simulated and experiment values as discussed in Section 2.5.
Using the difference between the experimental and simulated values as an upper and
lower bound, a sensible uncertainty value of 1% can be assigned.
To summarise, assuming consistent sample preparation and conditions, microwave cavity
perturbation measurements can very accurately compare samples. In a number of use-
cases, simple quoting a relative Q or frequency shift or an effective permeability or
permittivity will suffice. This can be quoted with a small error; typically better than
0.3%. However if the absolute error is considered, this will be in the region of 1%, the
majority of which is attributed to the mode scaling constant.
2.12 Summary
To conclude, this chapter provides all the necessary background information needed in
order to undertake cavity perturbation measurements. Starting with the theory which
describes the relationship between changes in resonator frequency and Q and the complex
permittivity or permeability of an inserted sample, the necessary steps to design a cavity
of suitable dimensions operating in the desired mode and at a specific frequency and
the procedure measure its frequency and Q are described. Furthermore, software used
to conduct the measurements by control of a network analyser is shown.
A number of key design trade-offs and considerations must be taken. Significantly, this
includes careful selection of the sample geometry to avoid depolarisation and careful
correction for changing ambient temperature. Since the resonant frequency can be mea-
sured with very high precision, cavity perturbation systems can be very sensitive to
small changes in temperature with measurements here capable of resolving changes in
temperature of less than 1mK. This may be significant if the change in temperature
across a measurement is large compared to the change caused by the sample or if the
measurement of small changes in sample properties are desired.
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The final analysis of the expected measurement uncertainty shows the technique excels
when a comparison of different samples is required. If the sample preparation is consis-
tent, uncertainties of less that 0.01% can easily be achieved. The absolute uncertainties
in measured permittivity or permeability are much larger due to difficulties in precise
cavity calibration. However, it is worth noting that any measurement is only valid at the
measurement frequency which may not match the specific use-case for the measurement.
Chapter 3
Microwave Electromagnetic
Properties of Conducting Powder
3.1 Introduction
Throughout the last 40 years, there has been a lot of research effort concerning the elec-
tromagnetic absorption of conducting powders for the application of sintering a powder
in an RF field. The first successful demonstration of this was performed by Roy et al.
[52] who comments that the “findings are surprising in view of the reflectivity of bulk
metals at microwave frequencies”. It is commonly understood that the free electrons in
a metal act to reduce any applied field to zero inside the metal and as a result their mi-
crowave properties are uninteresting. However, powdered metals have proven to display
more interesting characteristics. A powder in this context refers to particulates whose
diameter is much smaller than the applied wavelength such that scattering effects can
be ignored.
The theoretical basis for electromagnetic absorption in conducting metal powders is well
established. A variety of studies have taken a first principles approach to the absorption
of an individual particle within both electric and magnetic fields [38, 96, 97]. It is
accepted that, for any practical size of particles which are considered to be metallic
on the basis of a high value of electrical conductivity, magnetic absorption via eddy
current loss is much greater than loss in an equivalent electric field and this has been
demonstrated experimentally [98, 99, 55].
Typically, studies are interested in energy absorption for the application of heating a
powder. With this in mind, previous works have been undertaken to experimentally
verify the absorption in metallic powders by applying high power microwave radiation
and measuring the powder temperature. This has been done relatively successfully
by measuring the temperature gradients and maximum temperature achieved [100, 55,
101]. The peak absorption rates, as predicted at specific particle sizes by theory, have
also been observed experimentally [102, 103, 54]. However, using the temperature as
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a measure of the absolute absorption has many difficulties. Firstly, the precise power
delivered to the sample must be calculated and this may not be trivial due to the
complex loading and changing condition of the applicator caused by the heated powder.
Also, accurate determination of other powder characteristics will likely be difficult. For
instance, the powder thermal conductivity and dissipation rates can be massively affected
by the ambient conditions, such as initial temperature and airflow, and other powder
characteristics such as packing density, sample size and chemical composition.
As previously discussed, motivation for this work comes from additive manufacturing.
Since speed and cost are a very important aspect in production, the PSD or indeed
any size characteristics of the powder, are not routinely measured due to the need for
expensive measurement equipment.
Conversely, microwave cavity perturbation could provide a convenient method which
relies on a simple metal structure for the cavity, and solid-state electronics to interrogate
it. Information regarding the average particle size of a metallic powder can then be
obtained non-destructively. The information it provides, although not a detailed particle
size distribution (PSD), can be useful, for instance, in determining the evolution of
powder properties over time.
Therefore, distinct from the majority of previous work in this area, in this study, interest
does not lie in the heating effect of the microwaves. In contrast, interest lies in measuring
absolute absorption with the aim of taking an unknown powder and using microwave
measurements to determine particle size and chemical composition.
It is convenient to separate this chapter into two distinct parts dealing with the magnetic
and electric fields respectively. Using the cavity perturbation technique as discussed in
detail in earlier chapters, the electric and magnetic properties of the samples can be
measured separately and compared with the relevant theory.
The majority of the theoretical background is taken from previous work by Porch, Slo-
combe and Edwards as detailed in their 2013 paper [38].
3.2 Powder Samples
In order to establish how well the theory withstands a practical treatment, powder of
varying particle size needed to be obtained. The base powder is an alloy of titanium
used by Renishaw in its ALM process, The powder is usually referred to as Ti-6Al-4V
and conforms to the ASTM B348 Grade 23 specification [104]. The powder, produced
by plasma atomisation, is supplied by LPW Ltd and its chemical composition can be
seen in Table 3.1 as supplied by the manufacturer. The small percentages of non-metals
can be attributed to the oxide layer on the powder, formed spontaneously as soon as it is
exposed to air. Ti6Al4V is a common Titanium alloy frequently used in aerospace and
medical applications due to its high strength and biocompatibility. As Ti6Al4V is not
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usually used for its conductive properties, there is uncertainty regarding its conductivity.
However, the bulk conductivity is assumed to be approximately 6× 105 Sm-1 [105].
Element % weight
C 0.01
O 0.11
N 0.01
H 0.0077
Fe 0.21
Al 6.4
V 4.0
Ti Balance
Table 3.1: Ti-6Al-4V chemical composition.
3.2.1 Sample Preparation
Unless otherwise stated, powder samples were placed into cylindrical quartz tubes for
testing. Tubes were sealed at one end with molten wax or, in the case of high temperature
experiments, with a silicone adhesive. The quartz tubes are 100 mm in length with
varying inner diameter (0.5-2mm).
Once the tubes were filled, to ensure uniform density, the samples were vibrated on a
small 1 kHz platform for 10 seconds.
The vibration time is kept short to avoid any significant granular convection even though
this effect is expected to be negligible due to the long thin container geometry. It is
observed that no discernible compaction occurs after 10 seconds.
3.2.2 Oxide Layer
The oxide layer is assumed to be amorphous because it is only formed spontaneously at
room temperature. The powder is prepared and initially stored under Argon and not
exposed to air until testing. The structure of the oxide layer, especially in alloyed Tita-
nium, is relatively complex and numerous studies have been conducted to characterise
the oxide layer due to its importance in bio-compatibility.
Typically the thickness of the oxide layer is regarded to be thin (~4-6nm) and relatively
stable [106]. Thicker oxide layers are known to discolour the metal with the colour going
from golden to light blue as the layer increases from 10nm to 80nm [107]. This can be
easily observed by heating the powder for ~1 minute with a small butane torch. The
oxide layer is often reported to be composed of different layers corresponding to the
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different oxide states of the metals [108]. However, the majority of the surface oxide in
Ti-6Al-4V is known to be TiO2 with an enriched composition of Al2O3 when compared
to the bulk metal content, and little Vanadium Oxide [109, 110, 111].
The dielectric properties of these metal oxides, as expected, can vary significantly de-
pendent on preparation and crystal structure but are typically generally regarded as
low loss. For TiO2, typically, dielectric constants around 75-100 are quoted alongside
tanδ values around 10-4 [112] at GHz frequencies. Conversely, aluminum oxide exhibits a
much smaller dielectric constant at around 10 and single crystals of alumina are some of
the lowest loss materials known with tanδ approaching 10-5 [113]. However, in the case
of both alumina and titanium oxides in the context of an oxide coating, the loss tangents
will be significantly larger (1-2 orders of magnitude) due to complex grain boundaries
and oxygen vacancies caused by impurities. Neither oxides exhibit a significant response
in a magnetic field.
A 5nm thick oxide layer contributes ~0.06% of the total volume for a powder with
average particle size ~25μm. It might then be assumed that it is not therefore expected
to make sizable impact on any measurements. However, a number of studies point to
a different conclusion. Buchelnikov et al. suggests the oxide layer plays a key role in
the ability for the electric and magnetic fields to penetrate a sample [114]. This effect is
further explored by Gupta et al. in a unit cell simulation approach [115] who similarly
conclude that the presence of a very thin oxide layer can significantly modify its heating
behaviour by providing electrical isolation between particles.
Ignatenko and Tanaka have conducted a rigorous analysis of coating metal powders in
both electric and magnetic field. Their analysis uses Mie theory to generate the scattered
field from an individual particle and Bruggeman’s effective medium approximation to
generate an effective properties for a collection of particles. They propose that the shell
thickness has a dramatic effect on effective permittivity but little effect on permeability.
Furthermore, as described previously, both permittivity and permeability are expected
to depend strongly are particle size [116].
Since it is expected that thickness is they key oxide parameter, an exhaustive analysis
of the intricacies and subtle differences in oxide composition has not been conducted.
3.2.3 Particle Size
The powder is supplied as having particles with diameter in the range 16 - 45μm. The
particle size distribution (PSD) was obtained for the powder using a Malvern Master-
sizer 3000 which utilised laser diffraction in order to determine the distribution. This
distribution can be seen in Figure 3.1.
In order to obtain samples of differing PSDs, the samples were sieved with increasingly
bigger sieves in order to obtain 4 separate fractions: ‘<16μm’, ‘16-32μm’, ‘32-45μm’ and
‘>45μm’, labelled 1-4. The separate PSDs of these fractions can be seen in Figure 3.2.
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Figure 3.1: As sold base Ti6Al4V powder particle size distribution.
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Figure 3.2: Fractioned Ti6Al4V powder particle size distributions. Separate fractions
obtained by sieving base powder purchased from manufacturer.
The following integral can be evaluated to give a measure of the average particle size:
aint =
ˆ ∞
0
a.f(a)da ≈
∞∑
i=0
ai.fi (3.1)
where a is the particle radius and f(a) is the particle size distribution. The value is
estimated from the discreet PSD by calculating the shown sum. A summary of the
fraction statistics can be seen in Table 3.2.
The three larger fractions appear approximately symmetrical, however, the smallest is
noticeably broader. This similarity is also shown in the physical look and feel of the
powders. The three larger fractions appear identical: light grey in colour and smoothly
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Fraction Dx10 (μm) Dx50 (μm) Dx90 (μm) aint (μm)
Base 9.55 15.45 24.4 11.7
1 3.14 6.80 11.4 6.60
2 10.7 13.5 17.3 12.9
3 15.7 19.1 13.3 18.1
4 20.0 25.2 31.9 24.0
Table 3.2: Fractioned Ti6Al4V powder particle size statistics. For example, 10% of
the particles, by volume, have radii smaller than Dx10.
flowing. However, the smaller fraction is slightly darker in colour and tends to form
powder clumps. Imaging the separate fractions with optical microscopy (utilising focus
stacking) illustrates the cause of this difference. Figure 3.3 shows the four particle
fractions at ×20 magnification. In each case, the radius of a single highlighted particle
has been measured to illustrate the relative size of the particles in each fraction.
Figure 3.3: Optical microscope images of fractioned Ti6Al4V powder.
Firstly, the images reveal the powder particles are highly spherical. This a very useful
quality since any theoretical considerations can confidently consider spherical particles.
Secondly, whilst small satellite particles are visible in all fractions, the smallest fraction
shows a large concentration of these small sub-micron size particles. In this fraction,
very few particles appear isolated but each larger particle is surrounded by many very
small particles. This tendency to clump together can be assumed to be the cause of its
different flow characteristic.
In addition to the fractioned samples, 4 samples with much closer average sizes were
created by combining base powder with fraction 1. The result can seen in Table 3.3.
The PSDs for these samples is calculated by combining the constituent PSDs linearly
scaled by weight.
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Weight Proportion Estimated
of Fraction 1 aint (μm)
Stage 1 16.5 % 10.8
Stage 2 32.8 % 10.0
Stage 3 49.9 % 9.10
Stage 4 68.7 % 8.11
Table 3.3: Modified base powder average particle sizes. Achieved by mixing of base
powder by increasing quantities of fraction 1.
3.2.4 Sample Density
Since perturbation measurements are volumetric, for powder samples, the relative den-
sity or, in other words, the volume packing fraction of the different samples must be
considered. This was calculated by weighing the prepared samples, with known tube
volume, and calculating the packing fraction from the known density of Ti6Al4V of 4.42
gcm-3[117]. The samples achieve densities near or above what can be expected from
an ideal close pack arrangement (0.63). It is not surprising to see values greater since
the powders contain a distribution of particle sizes. The smaller samples tubes exhibit
a higher packing fraction, mostly likely due to the difficultly in filling - the samples
had to be slightly compressed to encourage the powder to fall down the tube and fill it
completely. Due to agglomeration restricting the free flow of particles, the smallest tube
was not able to be filled with Sample 1. Errors from the sample volume and weighing
process were considered.
Fractioned Base Powder Samples
Sample 1 2 3 4
Packing Fraction (∅=2mm) 0.50 ± 0.01 0.55 ± 0.02 0.57 ± 0.03 0.58 ± 0.02
Packing Fraction(∅=1mm) 0.54 ± 0.01 0.58 ± 0.01 0.58 ± 0.01 0.60 ± 0.01
Packing Fraction ( ∅=0.5mm) - 0.63 ± 0.01 0.62 ± 0.02 0.62 ± 0.02
Base Powder Mixed with Fraction 1
Stage 1 2 3 4
Packing Fraction (∅=1.5mm) 0.65 ± 0.01 0.65 ± 0.01 0.0.64 ± 0.01 0.62 ± 0.01
Table 3.4: Ti6Al4V sample filled quartz tube density. Calculated as density relative
to bulk Ti6Al4V. ∅ is inner quartz tube diameter.
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3.3 Magnetic Field and Permeability
3.3.1 Theory and Background
The magnetic polarisation, or magnetisation M , of a particle is related to the applied
field by the dimensionless magnetic polarisability α,
M = αH0 (3.2)
where the polarisability is a function of both the particle material and geometry. The
magnetic dipole moment, m, from Equation 3.2 becomes
m = αH0Vs (3.3)
where VS is the sphere volume. From perturbation theory, the change in resonant
frequency due to a perturbation is related to the change in resonator energy by
∆ω
ω0
= ∆W4W = −
m.B
4U (3.4)
Recalling the standard perturbation equations
µ2 ' ∆ 1
Q
VC
VS
Gnmp (3.5a)
µ1 ' 2GnmpVC
VS
∆f
f0
+ 1 (3.5b)
it can be seen that the summation of dipoles for a collection of particles constitutes the
bulk material permeability:
µ1 = <(α) + 1 (3.6a)
µ2 = −=(α) (3.6b)
Porch et al. calculates the magnetic dipole moment of an isolated spherical particle
placed in a uniform applied magnetic field H0 as
m = 2pia3H0
(
(µ+ 2)(1− kacot(ka))− µ(ka)2
(µ− 1)(1− kacot(ka))− µ(ka)2
)
(3.7)
where a is the particle radius and k = ω
√
εµ
c .
For a non-magnetic conducting particle, this reduces to Equation 3.8 describing how the
time average power dissipation, per unit volume, changes with varying particle size and
frequency
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〈PM 〉 = 34ωµ0H
2
0=
(
1 + 3cot(ka)
ka
− 3(ka)2
)
(3.8)
For highly-conducting non-magnetic particles, µ ≈ 1 and ε ≈ 1 − iσωε0 . Even for tradi-
tionally high permeability metals these approximations hold since the permeability will
tend to 1 at microwave frequencies.
In order to normalise the result for different frequencies, the particle skin depth ratio, aδ
is used. It is then seen in the small particle limit,
lim
a
δ
→0
〈PM 〉 ∝ ω2a2σ (3.9)
and the large particle limit,
lim
a
δ
→∞
〈PM 〉 ∝ 1
a
√
ω
σ
(3.10)
where
δ =
√
2
ωσµ
(3.11)
At the size extremes the absorption becomes very small revealing a peak absorption
behaviour. Plotting the complex permeability, as a function of the particle-size:skin-
depth ratio, results in Figure 3.4. It can be seen that a peak absorption is found when
a = 2.41δ.
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Figure 3.4: Theoretical metallic powder complex permeability.
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Alternatively, when plotting against particle size for a fixed conductivity, as seen in
Figure 3.5, the peak absorption is seen to migrate to bigger particles as the conductivity
is reduced.
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Figure 3.5: Normalised metallic powder magnetic absorption for a fixed frequency.
The 3 curves represent 3 separate conductivities.
Figure 3.6 below considers the absorption characteristic of particles at some initial con-
ductivity and then at a second, somewhat smaller, conductivity. For the illustration the
effect has been exaggerated but it can be seen that, if one considers specific particle
sizes, the loss can either increase or decrease as the skin-depth changes. For particles
above a certain size, a reduction in conductivity would result in an increase in loss and,
conversely, for smaller particles the reduction results in a reduction in loss.
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Figure 3.6: Changing absorption characteristic for metallic powder as conductivity is
reduced.
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The above results are calculated simply as a collection of isolated spheres. Therefore,
a key assumption is that the particles are arranged suitably sparsely such that local
magnetic field corrections caused by particle-particle interactions can be ignored. How-
ever, meeting this criterion in reality is difficult due to the nature of the powder itself.
Attempts to suspend the powder in some type of setting liquid are unlikely to be suc-
cessful due to the high density of the individual metal particles, thus leading to particle
settling. The relevance of the theoretical predictions are therefore in question. In order
to begin to answer this question, a number of COMSOL simulations were conducted as
described below in Section 3.3.2.
The second assumption is that all particles are the same size. In reality, any real-
world powder will contain a range of particle sizes as described by the particle size
distribution. This has the potential to make a significant impact since the characteristic
is not symmetric: larger particles may dominate since the loss per unit volume reduces
proportional to 1a in the large case and a2 in the small case.
A set of predicted values can be obtained by performing a weighted sum of the per-
meability given by Equation 3.8 over the entire PSD (µ = ∑∞i=0 µi × fi). In order to
demonstrate the impact this may have on the measurements intended here, this is done
for the fractioned Ti6Al4V samples, plotting against the average particle size, and a
comparison is made against curves which assume a uniform particle size (Figure 3.7).
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Figure 3.7: Comparison of predicted permeability for single particle (solid lines) and
when considering a particle size distribution (dashed lines). (A) Raw permeability. (B)
Percentage difference of two curves.
It is seen that, for the samples here, the average particle size should generally give a good
representation of the response of the particle size distribution. The error, especially in
the case of μ2 is not insignificant however - becoming easily as large as the expected
measurement error.
An additional consideration is that the theoretical analysis assumes perfect packing.
Therefore, in order to undertake practical measurements, the sample volume must be
modified by the density achieved.
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3.3.2 Simulation of Metallic Particles in a Magnetic Field
Simulations were undertaken using COMSOL Multiphysics at 2.45 GHz using a quasi-
static approximation. A uniform magnetic field of amplitude 1 A/m was applied in
a region of space with boundaries kept suitably far away from the particles such that
the magnetic field at the boundary is unaffected by local field corrections owing to
the particles. This condition mirrors the assumption made when applying first order
perturbation theory. All simulations were conducted at 2.45 GHz with particle radius
of 20 μm unless otherwise stated. The electrical size of the particles, denoted by the
radius to skin depth ratio, is adjusted by changing the particle conductivity and not the
particle size itself. This ensures the number of meshing elements within the volume is
kept constant.
The first step involved simulating a single particle. Figure 3.8 shows the dipole field
caused by an individual particle and the induced currents. Figure 3.9 shows the result
for a single, 20 μm, simulated particle showing good agreement between the theory and
simulation.
(a) (b)
Figure 3.8: Single particle magnetic simulation. Dimensions in μm (a) Magnetic field
distribution, field applied in Y direction. (b) Induced current, field applied out of the
page.
Extracting the absorption from the model and comparing with theory results in Figure
3.9. As can be seen, very good agreement between absorption and theory is seen in this
single particle case.
The simulations are not intended to completely characterize the absorption for multi-
particle systems but simply give an indication of their behavior. In order to characterize
the absorption empirically, many different packing schemes would need to be considered
as well as various field orientations. However to begin, the interaction of two particles
is considered.
The interaction between two particles can have one of two opposing effects. If the field
is applied in a direction perpendicular to a line which passes through the centre of the
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Figure 3.9: Simulated and theoretical single particle magnetic absorption.
particles, an increase in loss is observed. Conversely, applying field parallel to this line
causes a reduction in loss. This is an intuitive result given the dipole field created by
the individual particles. In the perpendicular orientation, the particles are placed within
a region of increased field and, in the parallel orientation, a reduced field. In order to
quantify this effect, the relative absorption was observed as two particles are moved closer
together. The results, for particles 5 times bigger than the skin depth, can be seen in
figure 3.10. The change in loss, with touching particles, as the particle size changes can
be seen in Figure 3.11. As expected, the effect is reduced in smaller particles, with the
relative loss approaching 1 as the particles become smaller than the skin depth. These
results demonstrate the complex nature of particle-particle interactions.
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Figure 3.10: Relative magnetic absorption as two spheres are brought close together,
a/δ = 5 at 2.45 GHz, a = 20µm
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Figure 3.11: Relative magnetic absorption of two adjacent spheres as a function of
the particle size.
Whilst, as previously mentioned, a complete analysis of packing schemes is not under-
taken, in the first instance, a simple hexagonal close packed (HCP) system was used as
it gives a relative packing density close to what was measured during future experimen-
tation (~0.6).
Gap
Gap
Cubic Pack Hexagonal Close Pack
Figure 3.12: Packing Schemes
The simulation considers a hexagonally close packed matrix of 216 particles (i.e. a 6×6×6
array). This array is as large as practically possible given the computing limitations
available. The generated particle agglomeration can be seen in Figure 3.13. Note the
axis directions, which are referred to later. The HCP planes are stacked in the z direction.
Four distinct conditions are considered: the field applied in either x or z direction
and with the particles either touching or with a 0.1μm gap separating all particles.
The z direction indicates field application perpendicular to the 6 HCP planes. Figure
3.14 shows the result of these simulations with the touching a separated cases showing
distinct results. With small inter-particle separation, the measured absorption closely
resembles the profile predicted by the earlier theory. This is enabled by total magnetic
field penetration in the space between particles.
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Figure 3.13: HCP particle array generated for COMSOL simulation.
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Figure 3.14: Simulation results based on the 216 sphere HCP array. The subscript
denotes the direction of the applied magnetic field. Cases where the particles touch
and are separated by 0.1μm show distinct results.
Figure 3.15 shows the magnetic field distribution in the cross section drawn through the
middle of the particles in both the separated and touching cases. The radius is 6 times
the skin depth and the magnetic field is applied in the z direction, i.e. perpendicular to
the plane of the image. The separated case can be seen to allow total field penetration.
However, with no separation, electrical contacts between particles enable macro currents
to flow in the agglomeration. These currents screen the inner particles and cause a differ-
ent absorption characteristic. This can be interpreted as the small particles combining
to effectively increase the particle size and, due to the voids effectively trapped by the
touching particles, the peak absorption per unit volume is increased.
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Figure 3.15: Magnetic field strength cross-section in xy plane taken through the
third HCP layer. a/δ = 6. Field applied in Z direction (out of the page). (a) Separated
spheres. (b) Touching spheres.
It is important to note that these currents flow in a perpendicular direction to the
applied magnetic field. Therefore, only contacts made in the direction perpendicular to
the applied field contribute to the overall screening affect. This can be demonstrated
by considering the same 216 particle matrix with the field applied in the x direction
but with the HCP planes slightly separated, thus eliminating any electrical contacts in
the z direction. Figure 3.16 shows the absorption characteristic which closely matches
the theoretical prediction. The significance of the result is thus: Since the compressive
weight of the powder will cause electrical contacts to form above and below the particles,
as long as the magnetic field is applied along the same direction as gravity, these contacts
will be relatively inconsequential.
A further interesting effect is also observed when considering small particle agglomera-
tions. A touching 3×3×3 HCP was constructed and simulated with field applied in the
z direction. Figure 3.17 shows the results and, in contrast to the larger case, the per
unit volume absorption still exhibits a peak in a similar location but the absorption is
significantly increased in magnitude.
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Figure 3.16: Simulated magnetic absorptions based on the 216 particle HCP array
compared to the predicted absorption for a single particle. Stacked layers have been
separated but particles touch within each layer. Magnetic field is applied perpendicular
to the layers and it is therefore shown that only particle contacts perpendicular to the
applied magnetic field are significant.
2 4 6 8 10
0
1000
2000
3000
4000
5000
6000
7000
8000
 a/δ
Ab
so
rp
tio
n 
(W
/m
3 )
 
 
Single Particle
27 Particles
Figure 3.17: Comparison of single particle absorption and simulated magnetic ab-
sorption based on a tightly packed 3×3×3 HCP particle matrix.
To conclude the initial simulation study, it is hypothesized that, as long as electrical
contact is not made between particles, a relatively large group of closely packed particles
will share the absorption behaviour of a single particle up to (and close to) the absorption
peak. The isolation between light particle contacts in the plane perpendicular to the
magnetic field can be provided by the native oxide layer that will be present on the
surfaces of many metal particles. It is not expected that this oxide layer itself will
contribute significantly to the magnetic absorption, as reported previously [116]. In
addition, if small conducting groups are formed, an increase in absorption is expected.
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Similarly to previous studies [118, 96], an effort was made to simulate an infinitely large
configuration by utilizing the simple symmetry of a cubic close packed system and a
periodic boundary condition (density = 0.52). Figure 3.18 shows the 3D model created
for simulation where the excitation ports are placed at the y limits and a periodic
condition applied at the x and z limits. As defined by the periodic boundary conditions,
the simulation is continuous across the x and z boundaries. In the y direction, the
simulation is finite. Simulations of up to 4 layers in this direction are considered, where
the number of layers is denoted by N. The boundaries at y are places sufficiently far away
such that they do not influence local field distortions caused by the particles. Adjusting
the distance between the particles and simulation boundary did not significantly affect
simulation results.
Figure 3.18: Cubic close pack 3D simulation model with periodic boundaries across
x and z showing the maximum 4 layers.
The absorption, presented as the average absorption in the center 9×N particles, is shown
in Figure 3.19. It can be seen that, while the curves retain the approximate characteristic
shape of absorption, significant reduction of loss is observed as the particles increase in
size. This result is similar to the previously cited studies. Whilst a slight decrease in
absorption can be seen for 1 layer, subsequent simulations show a very similar results,
thus adding confidence that the result is scalable to larger geometries.
A slightly different approach can be taken by utilising the various effective medium the-
ories such as Buchelnikov et al. 2008 theory and subsequent experimental paper [119]
[114]. Using a core-shell model, they predict significant penetration into 74μm iron pow-
der with 0.375 relative density at 2.45GHz. The penetration is strongly dependent on
the oxide shell thickness. This is perhaps expected due to its role in keeping conducting
cores separated and allowing the magentic field to penetrate the particle matrix. Al-
though the field does penetrate to some extent throughout the sample in most cases,
its magnitude is significantly reduced even 1mm into their 10mm thick sample. This is
congruent with the periodic simulation where total absorption can be expected to be
reduced compared to the isolated sphere case.
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Figure 3.19: Multi-layer cubic close pack periodic simulation of magnetic absorption.
3.3.3 Experimentation
The cavity used was cylindrical in design with an internal radius 4.75cm and height 4cm,
machined from aluminium. Shown in Figure 3.20.
(a) (b)
Figure 3.20: Cylindrical cavity used for measurement. (a) Photograph. (b) Schematic
cut-away showing sample in situ and simulated TE011 magnetic field distribution.
A hole is placed on its axis, as discussed in Section 2.6.4, with suitable RF chokes at
either end, to act as a mode trap for degenerate TM modes (explicitly TM111, TM112
and TM122 in this case). Cavity coupling was achieved using two near-identical, co-axial
loops fed through the flat, top cavity surface. Resonator Q and resonant frequency
were obtained, simultaneously, from all the modes, from measurements of the voltage
transmission coefficient S21 in the frequency domain using an Agilent PNA-L (N5232A)
utilizing a circle and linear fit strategy, as detailed previously.
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Furthermore, in order to provide further verification, measurements were taken with
varying metal conductivity by elevating the temperature. The sample and cavity were
placed entirely in an oven (Memmert UF30Plus) and the temperature risen slowly to
150°C and back to room temperature over 5 hours ensuring uniform heating in the sam-
ple and cavity. Cavity temperature correction was done using a baseline measurement
obtained by measuring the cavity response during the heat ramp without a sample. The
temperature was measured using a PT-100 RTD platinum resistance thermometer, in
contact with the metal cavity surface.
Measurement Modes
In order to more thoroughly investigate the theory, it is advantageous to test over multi-
ple frequencies. This can be achieved by utilising different resonant modes. A summary
of these modes is listed in Table 3.5. The values for of the mode scaling co-efficient were
calculated using COMSOL.
Mode Frequency Q0 Gnmp(GHz)
TE011 5.36 20062 0.284 ± 0.006
TE012 8.39 17917 0.490 ± 0.01
TE022 10.2 26711 0.128 ± 0.003
Table 3.5: Magnetic measurement mode summary
Results
The samples with 1mm inner diameter were used as it was found that the Q, especially
for the higher order modes, became too low such that measurement became difficult and
the error large for the larger samples.
The measurement traces for the TE011 mode can be seen in Figure 3.21.
After performing the perturbation analysis, the absorption results, plotted as both imag-
inary permeability and an absorption per unit volume and alongside curves generated
by the previous theory, can be seen in Figure 3.22. In order to calculate the absolute
absorption H0 was set at 0.002654 Am-1so as to be equivalent to a 1 Vm-1 electric field as
defined by H = E/η0 where η0 = 376.7Ω is the wave impedance of free space. The model
appears to accurately predict the absorption profile of the powder. The absorption peak
is observed and is seen to be at a fixed skin depth ratio.
Data for the real relative permeability, plotted alongside a set of theoretical curves, are
shown in Figure 3.23.
Additionally, Figure 3.24 shows the changing relative absorption of the powder as it
is heated and its conductivity reduced. Theoretical curves were constructed given the
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Figure 3.21: Fractioned Ti6Al4V TE011 measurement traces.
temperature co-efficient of conductivity for Ti6Al4V as 0.0004 /°C and an initial, room
temperature, conductivity of 6×105 S/m. As predicted by the model, with decreasing
conductivity and, as a result, an increasing skin depth, the smaller particles show reduced
absorption and the larger particles increased absorption.
During heat treatment in the oven no visible change was seen in the powder.
In order to experimentally verify the significance of the oxide layer, significant oxidisation
the powder was required.To achieve this it was heated using a small butane torch for
approximately 2 minutes in an open glass vial. The flame was moved across the entire
surface in an attempt to uniformly heat the powder.
The effect of the heat treatment can be seen in a colour change of the powder from grey
to brown.
Sample Before Treatment (Grey) After Treatment (Brown)
µ2 (5.35 GHz) µ2 (8.38 GHz) µ2 (5.35 GHz) µ2 (8.38 GHz)
1 0.128 ± 0.004 0.192 ± 0.006 0.130 ± 0.004 0.200 ± 0.006
2 0.324 ± 0.010 0.401 ± 0.013 0.322 ± 0..013 0.404 ± 0.02
3 0.423 ± 0.014 0.415 ± 0.014 0.420 ± 0.02 0.417 ± 0.02
4 0.390 ± 0.013 0.342 ± 0.011 0.389 ± 0.015 0.342 ± 0.014
Table 3.6: Standard and heat treated Ti64 fractioned samples.
Table 3.6 show the loss measured before and after treatment. No significant change in
loss was observed. This is inline with the predictions made by Ignatenko and Tanaka
[116]. The oxide layer itself has very low magnetic loss and is not thick enough to make
any significant effect on eddy current losses in the metal itself.
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Figure 3.22: Measured magnetic absorption of fractioned Ti6Al4V powder samples.
Finally, the raw measurement data can be seen plotted against the average particle size
for the samples of base powder mixed with fraction 1 in Fig. 10. Since the conversion to
permeability is not undertaken, the error in cavity calibration (mode scaling constant)
can be ignored. Also, in this small particle size range, the relationships between particle
size and measurement parameter can be assumed linear. This plot shows the potential
for highly accurate measurements as is further discussed later.
3.3.4 Discussion
The frequency shift and resultant real permeability shows a strong negative trend with
increasing particle size. Within this range, the values appear consistent with those
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Figure 3.24: Measured changing magnetic absorption of powder samples as temper-
ature is changed in-situ. Measured using the cavity’s TE011 mode at 5.35GHz
predicted by the presented theory.
The measured loss values also show strong correlation with the theory. Figure 3.27 shows
the measured relative absorption compared with the single theoretical isolated particle
case. A curve is also given showing the result of the periodic simulation. Consistent with
the simulation, the larger fractions show relatively reduced absorption with increased
particle size. However, the smaller fraction, where the majority of particles are below
the skin depth limit, do not follow the trend exhibiting enhanced absorption per unit
volume.
This outlier can be explained by the previously mentioned differences of this powder
fraction. Firstly, the particles have a tendency to cluster together. Assuming these
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Figure 3.25: Ti6Al4V colour change after heat treatment under a small butane torch.
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Figure 3.26: Raw measurement, using TE011, of the various powders created by
mixing the base powder with fraction 1 showing the sensitivity of the measurement to
small changes in average particle size. A linear fit is made through the points in order
to extract the sensitivity gradient.
clusters form electrically connecting networks, the result of this is an increased effective
particle size without, however, a corresponding increase in weight. Therefore, the ab-
sorption per unit volume is seen to increase. This effect was demonstrated in the earlier
simulation in the case of touching particles. Secondly, this fraction has a concentrated
proportion of very small particles many of which are small pieces of debris formed during
the gas atomization process. Particles forming this debris are less likely to be spherical
in nature and therefore less likely to conform to theoretical predictions.
Comparing the two temperature dependency plots given in Figure 3.24, the small par-
ticle case can be seen to closely match the predicted trend. The larger particle case,
although initially following the prediction, proceeds to exhibit enhanced absorption.
This is a surprising result but one that can be explained by the earlier simulation. Dur-
ing heating, the particles will thermally expand. Although this expansion is relatively
small, not causing significant change to the electrical size, it will cause an increased
density of electrical contacts. The increased density of contacts is not sufficient to cause
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Figure 3.27: Relative absorption of powder samples compared to the theoretical
single particle case. Simulation data taken from periodic cubic close pack COMSOL
simulation.
a reduction of the absorption caused by screening but the contacts create small particle
agglomerations which show increased absorption per unit volume, as demonstrated by
the earlier simulation. It is expected that this behavior will be strongly dependent on
the sample container geometry.
Next the measurement sensitivity is considered. It is not fixed across the range of
particle sizes measured since the permeability gradient is a function of particle size
itself. However, an approximate sensitivity limit for this measurement setup can be
calculated by plotting the raw measurement parameter (relative frequency Q shift),
simply corrected for density, against the particle size, taking the gradient and multiplying
by the measurement error. The typical raw error is very small, ±5 for the Q and ±10
Hz for the frequency leading to errors, in the worst case for these measurements, of
0.1% and 0.01% respectively. However, this does not account for sample preparation
errors, which form the majority of uncertainty here, such as inaccurate density and
sample volume. Conservatively placing an error of 2% on the perturbation results, for
TE011, the measured sensitivity is approximately ±0.14 μm and ±0.080 μm for the Q
and frequency method respectively in the centre of the measured range.
As stated, these measurements give only an indication on the fundamental limits of
sensitivity. Careful design of the measurement system can maximise the achieved sensi-
tivity.
Examining Figure 3.28, which shows the rate of change of permeability plotted against
the skin depth normalised particle size, reveals the points of maximum permeability
gradient and therefore greatest sensitivity. Depending on the desired measurement,
the resonator frequency would be chosen, considering the bulk metal conductivity and
particle sizes, to ensure the measurements coincide with these points.
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Figure 3.28: Theoretical rate of change of real and imaginary permeability with
changing particle size. The peak value, along with its corresponding particle size, is
labelled.
Using this information, the potential sensitivity for a system similar to the one im-
plemented here is estimated but optimised to exploit the peak permeability gradient.
Assuming ideal sample preparation the theoretical sensitivity limit for this titanium
powder becomes 0.007μm for the Q method (at 4.95 GHz, a = 11.7µm, a/δ = 1.22) and
0.003μm (at 12.0 GHz, a = 11.7µm, a/δ = 1.97) for the frequency method.
Further increases could be sought by maximising the resonator disturbance by increasing
initial resonator Q and sample size. However, care must be taken when increasing
the sample size so that the Q does not drop near the noise floor of the measurement
instrument and dramatically increase the measurement uncertainty.
3.4 Electric Field and Permittivity
3.4.1 Theory and Background
Similarly to that seen Section 3.3.1, by solving for the dipole field of a conducting sphere
in an electric field equations can be formed which describe how the electric field losses
vary with particle size and frequency. A key assumption of this analysis is that the
particles are sufficiently sparse such that any local field corrections can be ignored.
〈PE〉 = −34ωε0E
2
0=
(
(2ε+ 1)(1− kacot(ka))− (ka)2
(ε− 1)(1− kacot(ka)) + (ka)2
)
(3.12)
Unlike the magnetic case, no particle size dependent absorption peak is seen. The
absorption behaviour can be seen in Figure 3.29.
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Figure 3.29: Relative theoretical electric field absorption with increasing particle size,
plotted independent of frequency.
In the same range, the real component of the electric dipole moment is nearly static,
changing by less than 10-5%.
3.4.2 Initial Experimentation
Since interest now lies in the electric field response, experimentation was undertaken
using the TM010 mode of a cylindrical cavity resonator. The cavity had a radius of
4.6cm and a height of 4cm. Coupling was achieved using identical straight antennas
placed on the top surface and is shown in Figure 3.30.
Figure 3.30: Aluminium TM010 measurement cavity used for electric field measure-
ments.
Numerous preliminary perturbation experiments were conducted using the powder de-
scribed in Section 3.2. However, the behaviour of the metal powder was found to be
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chaotic and measurements were not repeatable. For instance mechanical agitation of
the powder causes the Q to vary significantly: from ~8000 → 10.
In order to understand this behaviour, the problem can be considered in two different
ways. Firstly, a model which simplifies the geometry and considers a cylindrical sample
of varying conductivity. Secondly, a complex model which considers the interaction of
the individual particles.
Let us first consider the simplified geometry case.
In some cases, introducing a metal rod along the axis of a cavity cannot be viewed as
a traditional perturbation due to the boundary condition the metal enforces. Since the
potential along a metal surface must be constant, that the tangential electric field at the
metal boundary must be zero. In the case of TM010, where the electric field only has
components along the length of the cylinder, the addition of a metal rod along the axis
will stop this mode from propagating.
This can be demonstrated in simulation. Figure 3.31 shows the frequency and Q-factor
for TM010 for the 2.5GHz measurement cavity (4.6cm radius) perturbed by a 2mm rod of
varying conductivity. Initially as the conductivity increases, the Q and frequency reduce
as is expected. At conductivity of approximately 1000 S/m, the trend reverses and the
frequency and Q-factor increase. The large frequency change and Q recovery can be
attributed to the excitation of a separate co-axial TM mode. In this limit, perturbation
theory can be regarded as no longer valid. The field distribution for this limit can be
seen in Figure 3.32. It is noted that the Q-factor drops to unmeasurable values.
10−3 10−1 101 103 105 107
2.4
2.5
2.6
2.7
2.8
Fr
eq
ue
nc
y 
(G
Hz
)
← f0
Q →
1
10
100
1k
10k
100k
Q−
Fa
cto
r
Conductivity (S/m)
Figure 3.31: Simulated TM010 frequency and Q of cavity perturbed by a 2mm rod
perturbation.
These observations lead to a hypothesis for the powdered samples. In some samples,
percolating molecule chains form along the length of the tube which cause the effective
conductivity to rise above the critical limit.
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Figure 3.32: TM010 E-field as the result of a on axis perturbation of a 2mm rod. The
rod conductivity was set at 105 S/m.
Since the coaxial TM mode is not seen above the unperturbed mode, it suggests the
sample’s effective conductivity resides near this critical value as described in Figure
3.31.
Figure 3.33 shows a simple comparison between experiment and simulation when low-
ering a ’lossy’ (one where the Q drops very low) sample into a TM010 resonant cavity.
For the simulation, the conductivity of the rod was set to 103 S/m. The experimental
data shows similar results to the simulation but offset by 15mm. This is an interesting
result as it shows that percolation is likely present in the lossy sample but not along its
entire length.
0 10 20 30 40
2.3
2.35
2.4
2.45
2.5
2.55
Fr
eq
ue
nc
y 
(G
Hz
)
← Sim →
← Experiment →
 
 
0
2.5k
5k
7.5k
10k
12.5k
Q−
Fa
cto
r
Rod Depth (mm)
f0
Q
Figure 3.33: TM010 resonator parameters as 2mm rod is lowered into the cavity.
Experimental results obtained with Ti6Al4V filled quartz tube. Simulated rod conduc-
tivity is set to 103 S/m.
3.4.3 Temperature Measurements
A logical step in the investigation of the percolation phenomena is to consider the be-
haviour of the powder when heated. The expansion in radius, a, is given by
∆L = a0α∆T (3.13)
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The co-efficient of thermal expansion, α, can vary dramatically with temperature de-
pending of phase and structure changes, however, in the range 0-300oC it is assumed
to be constant as this is well below the β-transus temperature [120]. For a 200oC rise,
a particle of radius 11.7μm will expand by 21nm - a value approximately 4 times the
expected oxide layer thickness.
A moderate, 200oC, temperature rise will not lead to dramatic changes in conductivity
but could cause increased effective conductivity through percolation caused by thermal
expansion. For Ti6Al4V, the temperature co-efficient of resistivity is established at
0.0004 K-1[117] , therefore, conductivity will rise by ~400 000 Sm-1 over this range. This
change would only represent a ~7% change in loss according to Equation 3.12.
The principle can be demonstrated by considering the behaviour of the bulk DC con-
ductivity. Figure 3.34 shows the experimental setup used. Whilst it is not possible to
obtain an accurate measurement of conductivity using this method due to the domi-
nance of the contact resistance with the probes [59], Figure 3.35 shows a sample result
demonstrating the sharp rise and abrupt cessation of sample current indicating electrical
percolation. The probe distance, x, was set at 10mm, the excitation voltage was set to
10V and the sensing resistor used was 491.3Ω (as measured using an Agilent DMM).
The IR temperature probe was a Micro-Epsilon Thermo Meter CT. The sample internal
diameter was 2mm.
Clamp
Heat
RSense
VExcite x
VSense
IR Sensor
Figure 3.34: Experimental setup used to measure DC conductivity as powder sample
is heated. x = 10mm and tube diameter = 2mm.
Subsequently, a more controlled experiment was conducted to accurately assess the
percolation behaviour of the powder. The response of a standard sample of Ti6Al4V was
Chapter 3 Microwave Electromagnetic Properties of Conducting Powder 77
0 5 10 15 20 25 30 35
0
50
100
Time (s)
Te
m
pe
ra
tu
re
 (°C
)
← Current
← Temperature
0
0.01
0.02
Cu
rre
nt
 (A
)
Figure 3.35: Measured DC current in column of Ti6Al4V powder as the result of
raised temperature.
obtained between 20-200oC by measuring TM010 within an oven using the temperature
correction techniques described in Section 2.10. Figure 3.36 shows the frequency shift
across the range, taken from the initial temperature. There is a small change until a
clear transition at approximately 120oC. It is assumed that it is at this point that some
percolation initially occurs.
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Figure 3.36: Measured TM010 frequency shift for powder sample as temperature is
raised. Measurements conducted in-situ within an oven.
This experiment was repeated over a total of 10 annealing cycles and plotted in Figure
3.37. Two features have been highlighted with arrows and labeled (1) and (2). Firstly,
after an initial drop during the first cycle, gradual increased shift at low temperature and,
secondly, a gradually smaller maximum shift at elevated temperature. It is proposed that
this first new behaviour is the result of increasing sample sintering and the second the
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result of gradual oxidation of the particles preventing electrical contact in the expanded,
hot, case.
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Figure 3.37: TM010 frequency shift for powder sample during 10 annealing cycles
undertaken in an oven. Effect of sample sintering labelled (1) and an increasing oxide
layer labelled (2).
Further understanding was gained by taking a standard sample of Ti6Al4V and rapidly
heating it outside the cavity using a small butane torch before being placed immediately
into the cavity. Immediately before measurement, a thermal camera (Micro-epsilon TIM
400) was used to measure the sample temperature. Figure 3.38 summarises the results of
two separate experiments where two different temperatures were obtained as the result
of different heating times. Time zero represents the moment the sample was placed into
the cavity after heating and microwave measurements begin.
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Figure 3.38: TM010 resonator parameters of two powder samples as they cool after
rapid heating. The results have been normalised to the measured values of the sample
before heat treatment. Permanent changes have been highlighted with labels (a) and
(b). (1) highlights the initial cooling phase.
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In both figures, the samples can be seen to begin returning to their original values
as time progresses and they cool down (feature labeled with arrow (1)). However, all
samples exhibit some permanent change (labeled (a) and (b)). The permanent change
caused by heating to 353ºC was greater in both changes. This is attributed to sintering
in this case. Casual observation when emptying the quartz containers, consistent with
the measurements, noted that, at the high temperatures (>300ºC) the particles tended
to agglomerate and form solid blocks of powder.
Furthermore, in both cases, if the sample was vibrated, so to disturb the particle matrix,
both the Q and frequency would recover closer to the previous (unheated value).
3.4.4 Discussion
The experimentation conducted here has shown that microwave cavity perturbation
measurements conducted in the electric field are not suitable for determination of the
particle size. Percolation effects cause the samples to behave like a bulk sample with
significant conductivity. This effect is not compatible with perturbation measurements.
When cycling the sample temperature, a suggestion was made of a measurable effect
caused by the oxidation of particles. This being that the oxide layer has an effect on
the number of conductive paths formed when the material expands due to tempera-
ture. However, the data were not conclusive and would require further investigation
for confirmation. This investigation would need to discount any other chemical effects
causing material conductivity change. Furthermore, it seems unlikely that this style of
measurement could provide useful information regarding the state of the oxide layer on
the particles as it would be destructive.
3.5 Conclusions
The measurements undertaken here have proven the potential to design a microwave
based sensor to determine the average particle size for a metallic powder. Whilst this
method does not provide detailed PSD information, it is very sensitive to small changes
in particle size.
A number of use cases can be imagined for the sensor. Two are briefly outlined here.
The simplest scenario involves a stand-alone sensor. When adding new powder to the
ALM machine, it can easily be tested and compared with previously used powder. Any
changes can be adjusted for by either adjusting the machine or mixing and sieving the
powder until it meets requirements.
A more complex realisation involved placing the sensor within the machine itself per-
forming in-line measurements of the powder. A mechanical system can easily be envis-
aged where powder is automatically taken from the main feed, dosed and settled into
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a microwave cavity and measured. The information gained could be fed directly back
into the control system or simply an alert displayed to the operator warning of changing
powder characteristics.
Dependent on the favoured measurement (frequency or Q), the cavity can be designed
around the metal to be used.
The basic structure has a simple mechanical design which can be produced very easily.
This coupled with easily produced electronics, as demonstrated in Chapter 6, means that
sensors could be built at very low cost. Conservatively, the entire sensor could be pro-
duced for under 200 GBP. These factors make this technology an attractive opportunity
for manufacturers of SLM machines.
Chapter 4
Measurement of Surface
Resistance Using Microwave
Methods
4.1 Introduction
When considering the application of microwave techniques to metallic components pro-
duced by additive techniques, as discussed in the introduction, two clear application
areas present themselves:
1. The production of microwave components, mainly waveguides and cavities, by
additive techniques.
2. The use of microwave techniques to measure the quality of produced parts.
This chapter undertakes a series of measurements on a variety of SLM produced surfaces
in order to address these two points.
A limitation of any AC measurement of conductivity will be that only a surface layer of
the metal will be probed as defined by the skin depth δ where δ =
√
2ρ
ωµ0
and ρ is the
bulk resistivity. Furthermore, the loss in the conductor is directly proportional to the
surface resistance, RS = ρδ , with the RMS power loss of an induced current given by
P = Rs2
ˆ
S
|HS |2dS (4.1)
where S is the surface through which the current flows and HS is the tangential magnetic
field at the metal surface. However, since the currents flow in the surface, any features of
micro surface roughness will act to increase the loss in the metal. These additional loss
caused by roughness features much smaller in scale than the surface itself are captured
within the Rs term.
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The relative effect of these features is dependent on the size relationship with skin
depth and it can be difficult to predict the microwave loss of metals by superficial
inspection alone. For example, Figure 4.1 shows the inside of a cavity constructed
for measurements and used in previous chapters. On the inner surface, clear ridges
can be seen as a result of the machining process which might suggest low performance.
However, experiment proves otherwise as this particular cavity exhibits a Q much higher
than other, apparently smoother, cavities.
Figure 4.1: High Q cylindrical cavity despite rough surface.
Since skin depths at microwave frequencies are typically less than 10μm, even microscopic
roughness can play a significant role in the apparent resistive losses. Therefore, if any
analysis of metals using microwave methods are to be considered, an understanding of
the surface roughness of the samples and its effects on surface resistance must be known.
For clarity it is worth clarifying the terms which describe surface morphology. Typically,
though not exclusively, when referring to surface roughness, the literature is referring to
some measure of the vertical displacement within the rough surface. As can be expected
this will not be the sole contributor to surface performance. Here, when referring to
the surface performance more generally the term surface quality will be used. The term
surface roughness is used when discussing a measure of the peak to peak roughness.
Furthermore, to avoid confusion, surface roughness measures are denoted by a lower
case r and surface resistance an upper case R.
The first widely cited examination of the effect of surface roughness was given by Morgan
in 1949 [121]. The majority of the work considers a regularly grooved surface and
demonstrates increasing loss with increasing roughness as characterised by the RMS
roughness value, rq. The approach is a numerical one and considers current flows parallel
and transverse to square and triangular grooves considering across a range of RMS
roughness values but with a fixed groove period. In order to provide guidance for design,
Hammerstad and Bekkadal, utilising Morgan’s results, provide a design equation relating
surface loss to roughness [122]. Whilst their result proves useful and has been widely
used for copper strip lines at relatively low frequencies (< 5 GHz), it has been reported to
underestimate losses at higher frequencies and, as a result, a number of approaches exist
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to characterise surface roughness [123, 124, 125, 126]. Curran et al. presents a useful
overview of roughness models and concludes that all models are limited to specific types
of roughness (those caused by specific physical processes) across limited bandwidths
[127].
This chapter is broadly split into three sections. Firstly (Section 4.2), a presentation of
a dielectric resonator based surface resistance measurement fixture. Secondly (Section
4.3), further discussion of surface quality effects on loss including simulation and, finally
(Section 4.5), an experimental study of metal plates produced by SLM. Plates were
produced in three metals; Aluminium, Titanium and Cobalt Chrome and in two separate
build orientations.
4.2 Dielectric Resonator Test Fixture
4.2.1 Measurement Principle
For any resonator, the Q can be defined as Q = ω0 〈U〉〈P 〉 where 〈U〉 is the time averaged
stored energy and 〈P 〉 is the time averaged sum of all the losses in the system. For a
cavity system, these losses can be attributed to the loss from dielectric filling and the
surface resistance losses due to the metal cavity walls. Therefore, by replacing all or part
of a cavity wall with a sample metal of unknown resistivity it is possible to calculate this
resistivity by measuring the cavity Q and subtracting the contribution from the known
walls and dielectric to leave the contribution from the unknown sample. Analytically
this can be expressed as
1
QTOT
= 1
QResistive−Sample
+ 1
QResistive−Walls
+ 1
QDielectric
(4.2)
When designing a measurement system a number of factors must be considered, primar-
ily; measurement accuracy, sample size and measurement frequency.
From Equation 4.2, it can be seen that, for a fixed Q measurement accuracy, in or-
der to maximise the sample measurement accuracy, it is advantageous to increase the
contribution from the sample and to reduce the contributions from the other walls and
dielectric as much as possible. Also, accurate knowledge of these extra contributions,
or parasitic elements, is paramount. In the context of this thesis and the usefulness of
this technology in additive layer manufacturing, it is sensible that samples are a few
cm2 in size and measurement frequency is low to avoid added complexity and cost. A
lower frequency also increases the skin depth which enables the measurement to probe
a larger proportion of the sample.
Numerous studies have demonstrated the use of this technique, often called ‘end wall
replacement’, most commonly in the context of sensitive measurements of superconduc-
tors [128, 129, 130, 131, 132, 133]. In order to satisfy the conditions discussed above,
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measurement systems usually consist of a sapphire dielectric resonator enclosed by two
metal plates or a complete metal host cavity, a solution described by Krupka as “the
most convenient structures for surface resistance measurements” [134]. The use of a
dielectric resonator allows for smaller designs at lower frequencies as well as increased
sensitivity due to an increased Q-factor contribution from the sample. Also, the res-
onators are designed to operate in the, often termed, TE01δ mode because, in this mode,
surface currents have only azimuthal components. This means that the system is in-
sensitive to the electrical contacts between the end plates (sample) and sides. The field
distribution of this mode can be seen in Figure 4.2.
One of the early treatments of a dielectric resonator is given by Hakki and Coleman
[135] for the purpose of measuring the dielectric properties of a dielectric rod. In this
simple design, they consider a dielectric rod placed between two infinite metal plates.
By solving Maxwell’s equations they are able to provide exact field solutions for the
the resonator operating in TE0np modes and, as a result, equations for the resonant
frequency and Q-factor.
In his 1993 paper, Krupka provides a comprehensive overview of the technique and
proposes a design measuring 10×10mm operating at 18 GHz achieving and accuracy of
±30µΩ [136]. This illustrates the high measurement accuracy that can be achieved.
A previous study examining surface roughness using a dielectric resonator is presented
by Iwai et al. [137]. However, their setup requires two incidental measurement pieces
and relies on previously acquired values for dielectric loss tangent.
(a) Electric field (b) Magnetic field
Figure 4.2: Simulated dielectric resonator TE01δ EM-Fields.
4.2.2 Measurement Procedure
For a dielectric resonator, Equation 4.2 can be modified to give Equation 4.3 which
includes the surface resistance of the sample (Rss), surface resistance of the cavity (RM),
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Figure 4.3: Dielectric resonator design schematic.
loss tangent of the dielectric (tanδ), geometric factors (G) and geometric electric energy
filling factor (ped) [134].
1
Q
= GsRss +GMRM + pedtanδ (4.3)
where
G = 1
ω0
´
S |HS |2dS
µ0
´
V |H|2dV
(4.4)
ped =
´
VD
|E|2dVD´
V |E|2dV
(4.5)
where S is the metal surface of the cavity, V is the volume of the entire structure and VD
is the volume of the dielectric. It is assumed that the conductive and magnetic losses in
the dielectric are zero.
As has been previously mentioned, in order to calculate Rss, accurate knowledge of each
of the co-efficients in Equation 4.3 must be known. The geometric co-efficients can be
found by analytically evaluating the integrals or finding solutions numerically using sim-
ulation. Modern full 3D simulations allow for accurate determination of the co-efficients
including correction for coupling structures. Methods for accurate determination of the
loss factors has had various treatments in the literature. All methods revolve around
setting up a series of simultaneous equations based on Equation 4.3. For instance, to
simultaneously measure the dielectric loss tangent using another resonant mode [134] or
constructing two resonators at the same frequency but with differing dimensions [136]
[138] [139].
A new procedure to obtain the co-efficients in Equation 4.3 and subsequently accurately
measure surface resistance of a single metallic sample is proposed. The basis of the
system is seen in Figure 4.3. The gap between the sample and dielectric, x, can be varied
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by the operation of a micrometer mounted on the top of the structure. This adjustable
geometry enables us to isolate the contribution to the Q from the fixed resonator walls
and the attached test piece.
Equation 4.6 below shows the modified version of Equation 4.3 used in our analysis to
separately include a frequency term and additional loss term introduced by the support-
ing dielectric rod.
1
Q
= gw(x)
f(x) Rsw +
gb(x)
f(x) Rsb + h(x)tanδDR + j(x)tanδRod (4.6)
where the subscripts w and b represent the cavity walls and base respectively, f is the
resonator frequency dependent on the dielectric position, x, g, h and j are geometrical
functions also dependent on the dielectric position, Rsw and Rsb is the surface resistance
of the walls and base and tanδDR and tanδRod are the loss tangents of the dielectric
puck and supporting rod.
The geometrical functions are obtained from simulation by, in turn, setting the undesired
terms to zero.
In order to obtain an accurate value of the dielectric constant for the dielectric puck,
required for accurate simulation, simulation and experimental data is compared for
resonant frequency at the two extremes of dielectric position. For a anisotropic material
such as sapphire, the measured value could differ significantly from the accepted value
due to inaccuracies in construction such as a slightly off axis dielectric support. In the
ideal case, the electric field is purely azimuthal which means that only the basal plane
component of the permittivity tensor (ε=9.5) has to be considered.
Next, a test piece is attached composed of the same material as the host cavity, in place
of a sample so that Rsw = Rsb = Rs.
From its definition, it is observed that Rs will vary as
√
f . f0 is defined as the frequency
when x = 0 and we let
Rs(f) = Rs0.
√
f
f0
(4.7)
similarly, tanδ will vary as f so we let
tanδ(f) = tanδ0
f
f0
(4.8)
Now we have
1
QD
= (gw(x) + gb(x))Rs(f)
f
+ h(x)tanδDR(f) + j(x)tanδRod(f) (4.9)
By fitting Equation 4.9, the derived Q, to experimental data for various values of x, the
values of Rs0 and tanδ0 can be calculated. By fitting across a wide range of x, more
confidence is gained in the fitted result.
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To conclude, values have been obtained for all the terms in Equation 4.6 except for
the desired parameter, Rsb. Test pieces can be attached to the resonator and using a
measurement of the Q-factor the surface resistance of the piece can be calculated.
In contrast to previous approaches, this design makes effort to measure all parasitic
elements of the Q-factor and does so with a single resonator structure and operating
mode.
It is worth noting that the analysis presented only allows for the calibration procedure
to be valid at a fixed temperature. It is be possible to extend the equations to include
a temperature term but this is not done here.
4.2.3 Resonator Design
Since it is desirable to maximise the Q of the resonator and maximise the relative losses
in the sample, it is important to use materials with as low loss as possible. Furthermore,
the dielectric constant of the dielectric puck will strongly influence the size of the fixture
for a desired frequency. The materials chosen for construction were a trade-off between
performance, cost and ease of manufacture. The metal cavity was constructed from
aluminium and the dielectric puck from sapphire. Since sapphire is well known to be
anisotropic, a c-plane crystal was used so that any rotation of the puck would not effect
the results. The support rod was constructed in nylon.
It is important to ensure that additional cavity modes present do not interfere with the
desired measurement mode. The mathematical fitting calibration procedure described
in 4.2.2 should produce the best results when performed over the widest possible range
of x (0 to middle). Therefore, it is important that any additional modes do not interfere
with the dielectric in any position.
The interfering modes are a mixture of heavily perturbed cavity modes and a number
of so-called ‘hybrid’ dielectric modes. However, without a analytical model it can be
difficult to accurately identify the modes. The process to obtain the ideal dimensions
is, primarily, an iterative one where many different dimensions are simulated and the
best qualitatively selected by comparing the mode distributions. However, knowledge of
how changing the dimensions will effect certain modes can be useful and direct design
choices. For instance, scaling the height to move TMnm0 modes will not be effective in
changing their frequency.
The mode distribution will be fixed by the ratio of the 4 key dimensions: cavity height
and radius and dielectric puck height and radius. Once a suitable ratio is found, the
overall size can be scaled to suit frequency requirements and aperture size for the sample.
Figure 4.4 shows the mode distribution for the chosen design with dimensions shown in
Table 4.1. The TE01δ measurement mode is seen to have significant separation across
the entire x range.
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Figure 4.4: Changing frequency of the various cavity and dielectric modes as the
dielectric position, x, is changed. The measurement mode, TE01δ, is highlighted and is
seen to not be intersected by another mode across the full range of x.
Dimension a d b c
Size (mm) 18 27 10 10
Table 4.1: Dielectric resonator dimensions, labeled in Figure 4.3.
In order to support TE operation, co-axial, inductive, loop coupling is employed half
way along the cavity walls. An aluminium A-frame is used to support the micrometer
and ensures full travel is possible. The nylon rod is attached to the micrometer shaft by
means of a small slot and holding pin.
The completed constructed resonator can be seen in Figure 4.5.
Figure 4.5: Completed dielectric resonator alongside sample pieces.
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4.2.4 Errors and Accuracy
The random errors associated with the raw Q and frequency measurement are typically
very small (<0.1%) and it is hoped samples can be compared with high precision. As has
been previous described, in order to maximise the measurement accuracy, it is important
to maximise the contribution the measured sample makes to total system losses. Figure
4.6 shows the contribution from each component to the total system loss. It can be seen
that, as designed, the sample losses are greatest when the dielectric is in close proximity
to the bottom, sample, plate. Therefore, when taking a sample measurement, the Q
value is taken at the smallest x value possible. Usually, this is 0.1mm to avoid damaging
the dielectric which can occur if it contacts the rough sample surface.
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Figure 4.6: Loss contributions of the various components in the dielectric resonator
. Calculated assuming an aluminium sample base plate using Equation 4.6.
An additional and obvious source of uncertainty is temperature variation between the
calibration and various sample measurements. In order to get some indication of the
significance of variation, the entire test fixture was placed in an oven and the Q monitored
as the temperature was varied between 20-30oC. The fixture temperature was measured
directly with a PT100 thermistor in contact with the metal cavity surface. Figure 4.7
shows the result of this experiment.
Whilst the temperature was varied slowly and uniformly over the course of ~2 hours, in an
attempt to ensure there is no temperature gradient across the fixture, a slight hysteresis
was observed. The assumption is that this is a result of the dielectric temperature not
matching the cavity temperature exactly. Furthermore, the data reveals a relatively
significant change, when compared with the measurement error in the Q itself, in Q
across only a relative small temperature range. For example, the data indicates a ~3%
change in Q with a ~3oC change in temperature. This magnitude of temperature change
is routinely encountered within the laboratory day to day. Therefore, it is important to
calibrate for each measurement if any temperature variation is expected.
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Figure 4.7: DR test fixture measured Q-Factor with changing temperature. Measured
in-situ in an oven with an aluminium sample piece.
In comparison with random errors, the absolute measurement error is inevitably much
larger and is primarily the result of inaccuracies in the the geometry factors and cal-
ibrated loss factors. It is difficult to quantify the absolute error without a calibrated
test piece. It is not straightforward to obtain a standard test piece due to the complex,
non-linear, relationship between surface roughness and surface resistance. However, for
verification purposes, the copper from a piece of high quality RF substrate was used.
(Electro-deposited type produced by Rogers Corporation - RT/duroid 5880, 1.016mm,
18μm copper)
Some indication of the overall robustness of the system can be seen by considering how
well the analytical model fits the measured data across a range of x values. Figure 4.8
compares the measured Q and the Q derived from the fitted model in two conditions:
Fitting across the entire range of x and fitting in the range 0-2mm. Table 4.2 shows the
resultant values for Rs, tanδDR and tanδRod and the RMS Q Error. The permittivity
of the support rod and sapphire dielectric puck for simulation was set at 3.75 and 9.45
respectively using the frequency method described above.
Firstly, the model is seen to be able to accurately reproduce the measured Q. In the
worst case, the RMS Q error is seen to be ~0.4 %. When fitting across the whole range,
the measured conductivity of the copper test piece is seen to be too high given the
generally accepted conductivity value of ~5.8 × 107 S/m [140]. However, limiting the
fit to the 0-2mm range produces a reasonable result. Note here that the top surface
and not the bonded side of the copper is measured. The bonded side will have a lower
effective conductivity due to the lamination process [141]. Furthermore, the aluminium
conductivity is more realistic for the grade used (6082-T6 - 2.63× 107 S/m). Using this
limited range is acceptable since it still covers the range where the base plate losses have
largest contribution to the Q factor. The discrepancy of the model is attributed to the
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inaccurate modeling of the effect of the coupling structures found midway up the cavity
wall.
Fitting σv Al
tanδDR tanδRod
Q σv
Range f0 Al Rs Error Cu
(mm) (GHz) (S/m) (Ω) RMS (S/m)
0-2 5.722 2.52× 107 0.0300 3.056× 10−5 0.0162 35.02 5.7× 107
0-8.5 5.722 3.00× 106 0.0276 2.684× 10−5 0.02114 17.57 8.0× 107
Table 4.2: Measured dielectric resonator loss terms. ε1 of the sapphire was found to
be 9.45.
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Figure 4.8: Dielectric resonator Q as measured and subsequently derived from the
resonator model. (A) Q as a function of the dielectric position x. (B) Error between
the measured Q and the Q subsequently derived from the model.
These initial results have highlighted a number of improvements which could be made
to improve the design.
Firstly, the proportion of loss which can be attributed to the nylon support rod is much
higher than expected. Replacement of the nylon with a low loss dielectric such as PTFE
would dramatically reduce its contribution to almost negligible levels. This would have
the beneficial effect of increasing overall Q and removing the number of terms which
need to be fit to in the characteristic equation.
Secondly, re-location of the coupling ports could improve the accuracy of the simulation
and, as a result, increase the confidence in absolute values. Location along the top
surface would ensure they are positioned such that the effect of the changing field due
to the movement of the dielectric would be negligible.
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4.3 Loss and Roughness
4.3.1 Simulation
An understanding of the effect of roughness has on surface resistance and subsequently
the microwave losses can be obtained through simulation.
h
b
Figure 4.9: 2D simulated roughness profile.
Figure 4.9 shows the basic simulation setup where h is the feature height and b is the
feature size. Adjusting the feature height will lead to changing surface roughness. The
simulation was conducted at 2.45 GHz and the conductivity set to 2.585× 107S/m such
that the skin depth, δ, was fixed at 2μm. The number of features was fixed at 10.
The RMS surface roughness, rq, is defined as
rq =
√√√√ 1
n
n∑
i=1
z2i (4.10)
where n is the number of measurement points and z is the distance from the average
surface.
The power loss in a metal surface, S, due to induced currents is proportional to the
surface resistance and is given by
P = RS2
ˆ
s
|H|2dS
where H is the tangential magnetic field component at the surface and in the ideal,
smooth, case the surface resistance is given by
Rs =
√
ωµ
2σ
By evaluating the surface integral, Figure 4.10 shows the loss in a surface, P , normalised
relative to the loss in a perfectly flat surface, P0. The graph shows increasing loss with
increasing roughness and a peak loss when the surface feature length is ∼ 3δ.
The loss approaches the perfectly flat case at the extremes where the features are much
smaller or larger than the skin depth. A comparison between the large and small feature
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Figure 4.10: Simulated normalised microwave surfaces losses relative to the perfectly
flat case plotted against feature size for a variety of peak heights, h, and resultant
surface roughness values rq..
case can be seen in Figure 4.11. In the large feature limit, the currents behave increas-
ingly like the smooth case simply following the profile extending to to a depth governed
by the skin effect. Similarly, in the small feature limit, the current flow tends to the
flat case but, in contrast to the large feature limit, the surface features with the current
simply passing beneath them. The results here concur with previous assumptions that,
if the roughness height is much smaller than the distance between roughness peaks, the
surface can be considered smooth [142].
Figure 4.12 shows the increasing loss as surface roughness increases and the changing
gradient for different feature widths. Alongside the simulated data, the loss given by the
Hammerstad model (Equation 4.11) [143] is plotted and is shown to match the simulated
loss when the feature size is approximately 3 times larger than the skin depth.
P
P0
= 1 + 2
pi
arctan
[
1.4
(
rq
δ
)2]
(4.11)
In order to confirm the applicability in 3 dimensions, the simulation was extended to a
3 dimensional surface consisting of an array of pyramids (See Figure 4.13) for a single
roughness value (rq ~ 1 μm). Similarly as before, the pyramid base size was adjusted.
Figure 4.14 shows the result. A similar trend to the 2 dimensional case was seen with a
peak loss at a specific feature size.
4.3.2 Roughness Measurement
The surface profile and characteristics have been obtained by two techniques; drag pro-
filometry and white light interferometry (WLI).
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(a)
(b)
Figure 4.11: Simulated current density at the two extremes of feature size. Dimen-
sions in μm. δ = 2µm. (A) Small features. (B) Large features.
Surface profile measurements were taken using a drag profiler: Taylor Hobson, Taly
Surf Series 2. A section of a typical profile is shown in Figure 4.15. The total profile
length was 35mm; the maximum practical value for the sample size with 1μm point
spacing. Vertical resolution is typically better than 1μm. In order to obtain values for
surface roughness, a Gaussian low pass filter, with 0.8mm cutoff, is applied to flatten the
measurement surface. The tip radius is 2μm which effectively implements a high-pass
filter for features smaller than this. The analysis is performed by TalyMap Platinum
software.
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Figure 4.12: Simulated losses for different roughness profiles. Normalised surfaces
losses are shown to increase with increasing surface roughness, rq. Different feature
widths, b, exhibit a different gradients and the Hammerstad model is shown to match
the characteristic when the feature width is 3 times as large as the skin depth..
Figure 4.13: 3-Dimensional roughness simulation geometry.
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Figure 4.15: Section of typical roughness profile from drag profilometer.
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Figure 4.14: 2D and 3D roughness simulation loss comparison.
Secondly, in order to add some qualitative analysis of the surfaces, 3 dimensional surface
profiles were taken using white light interferometry (WLI). WLI provides only a small
measurement area (typically <4mm2) and is therefore unsuitable in this context to
provide accurate values of surface roughness. However, it provides high precision (<1μm)
and high dynamic range (250μm). Specifically the instrument used was a MicroXAM-
100-HR White Light Interferometer.
4.3.3 Spectral Analysis of Roughness Profile
Whilst the previous simulation analysis can provide convenient insight into why certain
surfaces may display certain loss characteristics, the real-world picture is significantly
more complex. Real-world surfaces usually appear chaotic in nature composed of both
large a small features. These features will, as revealed by the simulation, contribute
differently to the loss dependent on both their height and width. Therefore, spectrum
analysis by Fourier transform can aid in the understanding of these surfaces and help
to correlate real-world surfaces and their measured surface resistance. It is conceded
that real-world system is not likely to be a simple addition of the different spectrum
components as it is likely that the combinatorial behaviour of features will be non-linear.
However, this analysis can still prove useful is exposing general trends and behaviour.
The Fourier transform of two separate surfaces can be seen in Figure 4.23 showing clearly
distinct feature spectrums.
The roughness spectrum can then be characterised by the cumulative distribution, φ(λ)
φ(λ) =
´ λ
0 G(λ)dλ´∞
0 G(λ)dλ
≈
∑λ
n=0Gn(λ)∑N
n=0Gn(λ)
(4.12)
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where G(λ) is the Fourier transform of the surface profile Z(x), N is the number of
elements in the transform and λ is the feature size.
4.4 SLM Plate Samples
Four samples in three different metals were prepared using the Renishaw AM250 ma-
chine. The various processing details can be seen in Table 4.3. Samples were built par-
allel and perpendicular to the build plate (See Figure 4.16), stress relieved and tested
either as built or after grit blasting treatment. For the horizontal samples, the wire
eroded side, closest to the build plate, was also tested. Vertical samples allowed both
sides to be tested. See the Appendix for a full listing of the samples tested.
 
Build Plate 
Build Direction 
Vertical Sample 
Horizontal Sample 
Figure 4.16: Build plate and sample orientation.
Metal Heat Grit Bulk Bulk δTreatment Blasting Conductivity Density3 (5.7 GHz)
Ti6Al4V 730ºC, 1 Hour1 50 μm, 6 Bar 6× 105S/m 4.42 g/cc 8.61 μm
Al10SiMg 300ºC, 2 Hours2 50 μm, 6 Bar 2.17× 107S/m 2.68 g/cc 1.43 μm
CoCr 1050 °C, 2 Hours2 50 μm, 2 bar 1.1× 106S/m 8.3 g/cc 6.35 μm
Table 4.3: SLM Plate processing details. 1Vacuum furnace. 2Argon quench. [1]
The sample dimensions are seen in Figure 4.17. Two directions , X and Y, are defined
for surface profile measurements. The samples surface resistance was measured using
the dielectric test fixture described previously in this chapter with the sample dielectric
separation, x, set to 0.1mm. The surface resistance was measured on three separate
occasions with a calibration performed before each measurement. The average of these
three measurements was taken and the error presented the range divided by the number
of samples. No temperature control was implemented and the measurements were taken
as the lab temperature varied. The temperature of each measurement was taken by a
PT100 thermocouple in contact with the sample plate.
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X
Y
56mm
Figure 4.17: SLM plate sample dimensions. The directions X and Y are defined for
surface profile measurements.
All three metals are known to form a stable surface oxide layer when in contact with
air. This surface oxide layer, in all cases, is assumed to be in the order of a few nanome-
ters thick (7nm Titanium[144], 4-10nm Aluminium[145], 4nm Cobalt Chrome [146]).
Therefore, due to it being significantly smaller than the skin depth, it can be safely
ignored.
4.5 Results
Figure 4.18 summarises the measured microwave loss of the various SLM sample plates.
Full listings can be found in the Appendix. The loss is normalised by calculating the
ratio of measured surface resistance and calculated surface resistance for a perfectly flat
surface using the bulk conductivity given in Table 4.3.
Next the surface roughness, given as the RMS value, rq, measured in both X and Y
directions is seen in Figure 4.19. Again full results are listed in the Appendix.
In addition, the density of the sample is shown plotted against the loss in Figure 4.20.
The volume used in the density calculations was calculated using simply micrometer
measurements and assumed cuboid structure. Therefore, inaccuracy in this figure is
expected to be high and estimated to be ~5%.
Finally the performance in comparison with the Hammerstand model is seen in Figure
4.21.
4.6 Discussion
The first observation is that the ‘As Built’ vertical samples can be highlighted due to
their relative distance from the main cluster of measurements (Figure 4.21). The poor
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Figure 4.18: Normalised loss of SLM plate samples measured at 5.7GHz using dielec-
tric resonator.
performance of these samples can be attributed to loose, unmelted, powder adhering to
these samples. This powder can be clearly seen in optical images of the samples. An
example is shown in Figure 4.22. This tendency for unmelted powder to remain on steep
edges has been previously reported [147]. The presence of spherical features of a surface
has also been shown previously to increase loss [148, 149]. The cited study considers a
different context, structures created through artificial roughening via electro-deposition
on copper substrates, but the result is similar and unsurprising.
Relatively, the aluminium samples perform worse than the other samples. This can be
explained by considering their density relative to previously established values. Figure
4.20 shows the aluminium, unlike the other samples, does not reach full density.
Finally, it is noted majority of treated samples perform much better than the widely
used Hammerstad model.
Further discussion of the results, along with additional roughness analysis of each sample
is done for each metal individually in the following sections.
4.6.1 Ti6Al4V - Titanium
All grit blasted titanium samples show relatively good performance. In the horizontal
case, grit blasting has a small positive effect although it is not hugely significant. This
result is mirrored by a reduction in roughness.
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Figure 4.19: SLM plate samples RMS surface roughness. (A) Measured in X direction.
(B) Measured in Y direction. (C) Difference between directions.
An interesting result is noted when considering the wire cut horizontal sample and
vertical samples. These two samples, despite favourable roughness values, show reduced
performance in comparison with the horizontal cases. An explanation can be found by
considering the spectrum of roughness features shown in Figure 4.23. Earlier simulation
revealed that the loss is maximised for features a few times the size of the skin depth.
Examination of the cumulative distribution (Figure 4.25) reveals that both the EDM and
vertical samples have a higher proportion of smaller roughness features. Qualitatively,
this can be seen in the WLI (Figure 4.24) where the horizontal surface shows bigger but
wider peaks. It is therefore proposed that these surfaces show greater loss due to these
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Figure 4.20: SLM plate sample density, relative to accepted bulk values, and mi-
crowave loss normalised relative to a perfectly flat sample.
0 5 10 15 20
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
rq (µm)
Lo
ss
 (P
/P
0)
 
 
Al10Si
CoCr
Ti6Al4V
Hammerstad
Vertical, As Built
Figure 4.21: Surface roughness and microwave loss normalised relative to a perfectly
flat sample.
smaller features contributing to a greater extent than the wider yet rougher features of
the horizontal surfaces.
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Figure 4.22: Microscope image of loose powder on vertical orientation, as-built, alu-
minium sample.
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Figure 4.23: Feature spectrum of horizontally built Ti6Al4V surfaces. A significantly
greater proportion of features smaller than 200 μm are seen in the EDM surface. (A)
As-Built surface. (B) Wire eroded EDM surface.
(a) (b) (c)
Figure 4.24: Changing titanium surfaces as measured by WLI. 12×16 mm measure-
ment area. (A) Horizontally produced surface. (B) Vertically produced surface. (C)
Wire eroded surface.
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Figure 4.25: Additively manufactured titanium surface cumulative feature spectrum.
4.6.2 Al10SiMg - Aluminium
Firstly, in common with the other metals, grit blasting reduces the measured losses.
Again, the improvement is significant in the vertical case and less so in the horizontal
case.
Across all surfaces, the aluminium surfaces do not reach the relative performance lev-
els of the other metals surfaces with similar values of roughness. Whilst the smaller
skin depth of the aluminium is likely to play a role, the drop in performance can be
attributed to other micro-structural attributes. Firstly, the density values suggest that
the aluminium has not reached full density. Furthermore, Figure 4.26 shows a number
of pores in the surface. Comparison of the a raw surface profile with a different sample
of similar roughness (Figure 4.27), shows a number of deep fissures. This is indicative
of incomplete melting and sub-optimal micro structure. Similar difficulties have been
previously reported [150] but it should be noted that the Aluminium process is a sig-
nificantly less mature when compared to the other metals and it is expected to improve
with further development.
In common with the Titanium samples, despite improved surface roughness, the EDM
surface and one of the vertical samples show reduced performance. Figure 4.28 shows
the cumulative distributions of the 4 sides and highlights the importance of the small
features, in this case <10 μm: the samples whose distributions match at 10 μm show
similar performance.
Unlike the other samples, it is seen than a vertical sample has the potential to match the
performance of the horizontal sample. Examination of the surface using WLI (Figure
4.29) shows that the morphology of the two surfaces is very similar. As the aluminium
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Figure 4.26: Horizontal, grit-blasted aluminium surface showing surface pores.
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Figure 4.27: Vertical, aluminium and cobalt chrome roughness trace comparison.
is relatively soft, the grit blasting physically deforms the surface. The discrepancy in
the two surfaces is assumed to be due to inconsistent application of the grit blasting.
4.6.3 CoCr - Cobalt-Chrome
Unique to Cobalt Chrome, it is noted that amongst the treated surfaces there are sig-
nificant differences (>1μm) between the X and Y profile directions. Figure 4.31 reveals
this discrepancy is the result of a periodic feature. This feature is a result of the linear
laser scan pattern and can be seen in the feature spectrum in the Y direction (Figure
4.30). The indicated, stand out, peaks correspond with one and two times the laser spot
size (70μm).
Whilst the EDM surface exhibits similar spectral behaviour to the other metals, in this
case, its absolute roughness is small enough to show improved performance over the grit
blasted built sides.
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Figure 4.28: Aluminium samples cumulative feature distribution. (X) and (Y) refer
to drag profile directions. Subscript G refers to a grit blasted surface and W is a wire
eroded surface. A and B are the specific sample sides for the vertically built sample.
(a) Vertical (b) Horizontal
Figure 4.29: Changing aluminium surfaces as measured by WLI shown as a relief
map. 1.4×1.4 mm measurement area. (a) Vertically produced surface. (b) Horizontally
produced surface.
Furthermore, the feature spectrums of the horizontal and vertical samples are, in this
case, similar and the marginally worse performance of the vertical samples is attributed
to a marginally worse roughness figure.
4.7 Conclusions
In all cases, the vertical, as built, samples perform poorly. These samples are prone to
having loose powder stuck on the surface and this significantly hinders conduction. Grit
blasting to remove this loose powder reduced the microwave losses. Grit blasting the
horizontally constructed samples also had a positive effect but this was not as significant.
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Figure 4.30: Horizontally built, grit blasted Cobalt Chrome roughness feature spec-
trum. Highlighted features as the result of patterning from laser scan.
Figure 4.31: Horizontally built, grit blasted Cobalt Chrome WLI relief map (1.4 ×
1.4mm).
Secondly, both Aluminium and Titanium show behaviour opposite to the expected trend
of decreasing performance with increasing RMS roughness. This has been attributed to
certain samples having a greater concentration of roughness features close to the skin
depth in size.
It is clear that the majority of treated samples perform much better than the mostly
widely used Hammerstad model. This is due to the majority of roughness features
falling in the range outside where they significantly affect performance. This is a sur-
prising result as the samples here have demonstrated, in some cases, near perfect metal
performance despite having a very rough appearance.
This result is encouraging when considering the application for SLM for building mi-
crowave components such as waveguides and cavity filters. Whilst the performance of
the Aluminium, in this instance, was disappointing, the other metals indicated poten-
tial for SLM produced components to reach similar performance levels as traditionally
machined parts despite their apparent roughness.
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Figure 4.32: CoCr cumulative feature distribution. (X) and (Y) refer to drag profile
directions. Subscript G refers to a grit blasted surface and W is a wire eroded surface.
A is the specific sample side for vertically built sample.
Furthermore, considering the manufacturing of microwave components using SLM, the
results demonstrate the importance of having some process to remove loose powder
from the surface after building. However, the effect was much less significant in surfaces
built in a horizontal orientation. Therefore, this knowledge may impact the design. For
instance, orienting the build such that surfaces where current flow is high are built par-
allel to the build plate. Further work may also consider additional methods of finishing
without the requirement of extra machining such as surface re-melting [144].
No clear evidence was discovered of implicit bias towards vertical over horizontally built
surfaces. At the study outset, it was expected some difference may be observed due to
the different layer structure between horizontal and vertical samples. It is then concluded
that the surface roughness and morphology is the dominant factor in determining the
surface performance. This is perhaps not a surprising result since the majority of samples
exhibited RMS roughness values greater than the skin depth.
Additionally, the results demonstrated the general robustness of the measurement tech-
nique. Whilst there is some uncertainty regarding the absolute measurement error, the
random errors associated with the measurements were encouragingly very small, typi-
cally less than 1%, allowing for high confidence when comparing two measured samples
directly. This was achieved despite lack of temperature control and lab temperature
variations of up to 4oC. As a result, there is potential for the technique to be applied
to probe the SLM parts to, for instance, measure the achieved density. A number of
further studies could be undertaken to investigate this potential further. An example
may be to measure samples with different laser power or scan strategy.
The results here have, however, shown the very strong influence of surface roughness. It
would be imperative to either ensure a very consistent surface finish across the samples
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or to perform a correction using surface roughness data. No attempt has been made to
do this here but it is clear that a simple roughness value would not provide sufficient
information as the roughness spectral distribution would have to be considered.
Furthermore, this microwave technique can potentially offer, for a given measurement
area, greater sensitivity to defects than lower frequency methods. This is due to the
high accuracy of the measurement and the skin effect giving rise to a relatively small
measurement volume for a given measurement surface. This advantage assumes that
any defect is present in the surface region.
Finally, the method which has been demonstrated is unique in that it is includes cal-
ibrated loss factors but is narrow-band and is self contained. In other words, it relies
only on a single measurement mode and it does not require a separate physical fixture
for calibration.
Chapter 5
Effect of Heat Treatment on the
Conductivity of Aluminium
5.1 Introduction
This chapter presents a study undertaken to investigate the non-linearity observed in
the conductivity of Aluminium with heat treatment.
Like any metal, Aluminium is typically modeled as having a linear positive resistivity
dependence with increasing temperature. The typical explanation given is that with
increased temperature, molecular vibrations increase which acts to decrease the mean
free path for the free conduction electrons and therefore conductivity is seen to decrease.
However, previous experiments in Section 2.10 revealed an additional effect whereby the
resistivity of the metal is permanently improved (i.e. decreased) after heat treatment.
A changing conductivity caused by annealing can have a significant impact on a number
of microwave spectroscopy techniques. Whilst the effects discussed and measured here
can be applied to these different techniques, here the implications for cavity resonators
and the perturbation technique in particular are concentrated on. A reduced resistivity
will result in an increased resonator Q. During perturbation measurements at elevated
temperature, this change may be inadvertently attributed to the sample and not the
resonator itself.
One of the key advantages often touted by the cavity perturbation technique is its low
cost and simplicity. Cavities can be easily constructed in two relatively simple pieces
but, since cost is a key motivator, a trade-off between performance and cost is usually
made. This often means the use of a widely available and easily machined metal alloy
such as 6082 Aluminium.
The creation of any oxide layer during annealing can be discounted as the driving phe-
nomena as this would act to increase the resistivity of the metal. The oxide layer is
only expected to be of nanometer scale thickness and will not grow significantly at the
temperatures typically encountered experimentally here (<300oC).
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However, two distinct effects are suspected as the reason for the observed increase in
conductivity.
Firstly, slow heating of alloyed aluminium, as has been done here, will cause diffuse
solute impurities to precipitate from the solid solution. Whilst these precipitates can
initially act to increase electron scattering and reduce conductivity, generally, as heating
progresses it is expected that the nucleation sites will grow in size, becoming less numer-
ous and act to increase conductivity [151, 152, 153]. It is noted that the potential effects
are complex and strongly dependent on the alloy constituents and any pre-treatment of
the material.
The second effect is the gradual removal of residual stresses initially caused during ma-
chining. The machining responsible is usually termed cold working as it occurs below the
recrystallization temperature [154]. Residual stresses are known to reduce a metal’s con-
ductivity due to the scattering effects of lattice dislocations [155, 156, 157]. Annealing
the metal will reduce residual stresses by removal of these lattice distortions and dis-
locations [158]. This effect will be most pronounced for annealing temperatures above
the recrystallization temperature; which is typically under 300oC for most commonly
used alloys of aluminium. The use of eddy current techniques, usually at relatively low
frequencies, is commonplace to gain a measure of applied and residual stresses [159, 160].
The effect will be compounded at microwave frequencies due to the skin effect since the
stresses induced by machining will be present in the cut surface.
In order to examine the validity of this hypothesis, an experimental study was conducted
as described below. X-Ray diffraction (XRD) was used to characterise the residual
stresses and lattice precipitates. Powder XRD involves placing a multi-grain sample,
which can be a powder or polycrystalline solid, under X-Ray radiation and measuring
the intensity of the reflected wave across a wide range of angles of incidence. When the
path length for waves reflected off different atomic planes differs by an integer of the
incident wavelength, constructive interference occurs and a intensity peak is observed
- known as a Bragg peak. Each element or compound present will create a number of
peaks at different incident angles where each peak is the result of a specific lattice plane
(as denoted by the hkl Miller indices). By comparing against known diffraction patterns,
elements and compounds can be identified within the material [161].
Furthermore, when a material is strained, elongations and contractions caused by crys-
talline dislocations and defects are present in the crystal lattice. These deformations
will have a direct effect on the elemental d-spacing within the lattice causing shifts in
the diffraction peak. The result is a broadening of the peak.
5.2 Samples and Procedure
Six samples in total were constructed with 6082-T6 Aluminium. This is a popular alloy,
valued for its ease to machine. The main alloying elements are Magnesium, Silicon and
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Manganese. The chemical composition taken from the BS EN 573-3:2009 specification
is shown in Table 5.1. The T6 designation indicates that the metal has been solution
treated to ensure alloying elements are fully dissolved into the aluminium matrix before
artificial aging at 100-200ºC.
Chemical Element %
Aluminium 95.2-98.3
Silicon 0.7-1.3
Magnesium 0.6-1.2
Manganese 0.4-1.0
Iron 0-0.5
Chromium 0-0.25
Zinc 0-0.2
Copper 0-0.1
Titanium 0-0.1
Other 0-0.15
Table 5.1: 6082 Chemical Composition
The aim of this study is not to completely chemically characterise the Aluminium sam-
ples but to simply demonstrate a correlation between residual stress, precipitation and
microwave surface resistance. However, the precipitation behaviour for 6XXX series Alu-
minium alloys has been widely studied. The precipitation sequence is relatively complex
but is ends in distinct Mg2Si regions [162].
The samples were arranged into three pairs. The first sample was plate like (56× 56×
5mm) and prepared for use with the dielectric resonator, details of which can be found in
Chapter 4. The second was a small puck, with 5mm radius and 3mm thickness, designed
to fit in the sample holders used for X-Ray diffraction.
The three pairs of samples were treated in air as described in Table 5.2 and allowed to
cool.
Sample Treatment
1 None
2 150ºC, 6 hours
3 300ºC, 12 hours
Table 5.2: 6082-T6 Aluminium sample treatment regimes.
The first temperature of 150oC is high enough to cause significant material recovery
but without significant precipitation of Mg2Si - although a number of studies report the
initial clustering of Silicon and Magnesium ions at these lower temperatures [163, 164].
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However, this process will be already completed during artificial aging in manufacture.
The treatment at 300ºC should cause significant and measurable precipitation of Mg2Si
and complete stress relief through recrystallization as previously reported in [165].
XRD was undertaken using a Panalytical Xpert Pro using Cu-Kα radiation with a 10mm
incident mask.
Assuming simple exponential decay within the material [166] (valid except for very small
incident angles not encountered here [167]), the x-ray intensity, I, at depth z is related
to the incident intensity, I0, by
I
I0
= e−µz (5.1)
where, in aluminium, the absorption coefficient, µρ , under Cu-Kα radiation is 50.4
cm2g-1 [168] and the density, ρ, is 2.7 gcm-3. This leads to an effective penetration
depth of approximately 73 μm. This value is appreciably larger than the electrical skin
depth at microwave frequencies.
In order to conduct XRD, it is important that the radiation source is monochromatic
to ensure distinct diffraction peaks. For this reason, a Nickel filter is used to practically
eliminate the Cu-Kβ radiation even though it impacts on the intensity of the desired
Cu-Kα. However, one notable feature of the Cu-Kα radiation encountered in the work
here is that it itself contains two distinct spectral lines caused by the orbital fine struc-
ture; usually labeled Kα1 and Kα2. Separated in wavelength by only 0.0004 nm, effective
filtering is impossible so its effect must be accounted for during the analysis. The result
of this feature will be that each diffraction peak will appear as a doublet. For poly-
crystalline materials, with relatively broad diffraction peaks, the secondary peak may
not be clearly noticeable but for highly crystalline materials it is significant - especially
as the separation increases at high diffraction angles. Since the wavelength and rela-
tive intensity (0.5) of the secondary Kα2 is known [169], the secondary peaks can be
mathematically subtracted from the data. This is done automatically by the acquisition
software although it can result in some peak distortion.
As shown by Equation 2.18, the power loss in a metallic surface due to microwave eddy
currents is proportional to the surface resistance RS. As described in Chapter 4, this is
measured using a dielectric resonator technique.
5.3 Results and Discussion
5.3.1 Surface Resistance
In order to remove the effect of surface roughness, which is assumed to not change during
heat treatment, the ratio of surface resistance before and after measurement is presented
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as the relative loss of each sample. In this instance, Sample 1 serves as a control. The
samples were measured on 3 separate occasions before and after treatment to produce
the error bars seen (range of measurements divided by 3). Both sides of each sample
was measured to produce two measures for each sample as seen in Figure 5.1.
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Figure 5.1: Relative microwave loss of treated 6082-T6 Aluminium samples. Tested
at 5.7 GHz using the dielectric resonator test method described in Chapter 4.
As expected, the results show decreased loss in the treated samples. However, it is clear
that Sample 2 has not been treated enough to completely stabilise the material.
5.3.2 XRD
Firstly, the complete spectrum is seen in Figure 5.2. The 4 most prominent peaks are
identified as belonging to Aluminium. Their relative intensities increases with the heat
treatment.
Further examination of the 2 most prominent peaks in Figure 5.3 shows that, in addition
to the increase in intensity, the peaks narrow. The narrowing and rising of these primary
peaks indicate increasing crystal order and homogeneity. This can be attributed to the
removal of crystalline defects and dislocations caused by residual stresses created at
manufacture.
The primary expected precipitate, Mg2Si, was found at its primary location and, whilst
no change was seen for Sample 2, the 300oC treated sample showed a significant change
as seen in Figure 5.4. This is in agreement with the previously cited study in [165].
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5.4 Conclusion
The experimentation has shown the presence of both significant stress relief and pre-
cipitation within the sample. In both cases microwave performance was significantly
improved; up to 5%.
The sample treated at 150oC showed some improvement without any measurable precipi-
tation occurring. Since the metal was treated at these temperatures at manufacture, this
result has demonstrated the clear role residual surface stresses created during machining
play in microwave loss.
The treatment at 300oC showed even more significant stress relief as well as the ap-
pearance of the Mg2Si precipitate. This result indicates that, in this instance, lower
recovery temperatures are not enough to completely stress relieve the metal. Whilst the
appearance of the precipitate was expected, its role in surface conductive losses cannot
be deduced. Although previous studies have shown it to reduce the losses
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A curious result can also be seen by examining the result for the control test piece.
Whilst significant improvement was seen by treating, an improvement was measured in
the control piece. The initial measurements were taken immediately (within 1 day) of
manufacture and since the heat treating process was conducted over several days, this
piece was able to recover somewhat simply at room temperature in this time.
The implications of this in the context of this work is clear; in order to conduct microwave
spectroscopy using the cavity perturbation technique over a range of temperature, the
cavity must first be heat treated. Furthermore, even for cavities to be used at room
temperature, if measurements over an extended period are to be taken, it must be
ensured that the cavity has stabilised since manufacture.
Extensive further work could be undertaken to optimise the annealing process for in-
creased conductivity. Different manufacturing techniques could be investigated to deter-
mine their impact with the aim of producing a set of guidelines for manufacture; similar
to what exists in the area of superconducting cavity design.
The XRD analysis completed here is relatively qualitative, simply discussing the changes
in material properties. Analysis of the XRD peaks can be undertaken to qualitatively
measure the material strain or stress and crystallite sizes [170].
Within the wider context of this thesis, the demonstration of the sensitivity of microwave
surface resistance measurements to surface stresses is a significant one as it shows the
potential for these techniques to be applied to metallic parts produced by SLM.

Chapter 6
Basic Scalar Network Analyser
In order to show the feasibility of microwave cavity perturbation within a commercial
context, it is important to demonstrate that it is possible to produce electronic hardware
capable of the necessary measurements at a low cost. This chapter discusses the various
design challenges involved in the creation of such a system and presents measured data
from a number of prototype systems.
The modern workhorse of electromagnetic research is the Vector Network Analyser
(VNA). Modern VNAs utilise a complex heterodyne architecture to to achieve an ex-
tremely broad bandwidth with enhanced filtering and noise performance. In the ap-
plication of cavity perturbations, the VNA measures the complex transmission and re-
flection scattering parameters (S21 and S11) which are the basis of both resonant and
non-resonant material measurement techniques. However, the analysis in Chapter 2 has
revealed that for the resonant methods, specifically cavity perturbation, it is only neces-
sary to measure the resonant frequency and Q of the system which can be inferred from
the power spectrum measured in reflection or transmission. Therefore, it is possible to
ignore phase information and construct a much simpler scalar network analyser for this
purpose.
Furthermore, by designing the system to target a specific resonant mode, the bandwidth
can be dramatically reduced further reducing cost.
Figure 6.1 shows the a diagram of the complete perturbation measurement system. The
system comprised of 4 distinct functional blocks:
1. Digital Controller or PC - Records measurement signals and determines measure-
ment limits and parameters.
2. Data Acquisition Device (DAQ) - Synchronously generates analog frequency con-
trol voltages and reads analog power levels from an on-board power meter.
3. Basic Scalar Analyser (BSA) - Main custom circuit which, alongside supporting
circuitry, contains a voltage controller oscillator and power meter.
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4. Resonator - Cavity type resonator.
Blocks 1 and 2 can be combined into a single physical entity, for instance, in a micro-
controller. However, for convenience and for ease of development, in this work, the
National Instruments USB-6211 multifunction DAQ is used.
In this context, the BSA does not refer to the entire system but simply the block
responsible for generating the microwave signals and read them back. The majority
of this chapter is concerned with the design of the BSA.
Basic
Scalar
Analyser
DAQUSB Resonator
Coaxial Transmission Line
Coaxial Transmission Line
ADC
DAC
Figure 6.1: BSA top-level system schematic.
6.1 BSA Prototypes
Various prototype circuits were developed to explore the various design challenges and
can be seen in Figure 6.2. The circuit schematics can be found in the Appendix.
The circuits are based around the Hittite HMC385LP4 VCO and Analog Devices ADL5513
power meter.
The VCO provides up to 500MHz bandwidth centered around 2.45 GHz. This is ideal for
the measurement of the standard TM010 cylindrical cavity discussed in earlier chapters.
An output power of 4.5dBm ensures a weakly coupled resonator, with an insertion loss
of -20-30dB, remains firmly above the noise floor of the measurement.
The power meter specifies up to an 80dB dynamic range with a noise floor at -70 dBm.
In practice, with relatively inexpensive supply regulation and bypassing, the noise floor
was found to be around -50dBm.
Advantageously, the power meter is only sensitive to up 4GHz meaning a degree of
harmonic suppression is built-in. It must be noted that harmonic interference should
only be an issue for reflection measurements since the cavity itself acts as a very efficient
notch filter in transmission.
The output voltage of the power meter is proportional to the power in dB. The output
slope is a function of the supply voltage and a simple network of output resistors. It is
desirable to maximise the supply voltage so to exploit the maximum range of the input
ADC.
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Figure 6.2: Photograph of BSA prototype circuits. From the top referred to as A, B
and C. Prototype A pictured with connectorised circulator attached.
For convenience, circuits B and C are designed to operate from a 5V supply. This negates
the need for an external supply since the 5V can be drawn from the USB bus. Since
the tune conditioning op-amps require outputs up to ~7V, a 10V rail is provided by an
LM2662 switch capacitor voltage converter which is regulated down to 8V, 5V and 3.3V
for the op-amp, power meter and VCO respectively. In order to minimise ripple on the
voltage lines, ultra-low ESR switch capacitors are used and care is taken to ensure the
linear regulators provide adequate rejection at the boost converter switch frequency.
In addition, to provide some context, the raw material costs for the prototype circuits
are presented in the Appendix.
6.1.1 Software
A LabVIEW program was developed to acquire the data from the BSA. In addition to
curve fitting and data presentation, its primary requirement is to configure the DAQ
device for acquisition.
In order to maintain high sample rates, it is imperative that the ADC and DAC are
hardware synchronised. This is achieved by configuring for a common start trigger and
base sample clock. Additionally, the ADC sample clock may be set as a multiple of the
DAC sample clock to enable oversampling and reduce noise.
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Figure 6.3: Prototype C closeup. (A) Voltage doubler circuit. (B) V-tune signal
conditioning. (C) Power meter. (D) Oscillator and output amplifier.
6.1.2 Basic Specifications
For reference, a list of basic specifications is compiled in Table 6.1.
Specification Prototype A Prototype B Prototype C Units
Output Power1 4.90 3.84 4.10 dBm
Frequency Start 2468.6 2465.8 2367.5 MHz
Frequency Stop 2512.5 2501.5 2500.5 MHz
Dynamic Range1 60 51 41 dB
V-Tune Max 5 5 10 V
Supply Voltage 12 5 5 V
Supply Current 160 140 260 mA
1Max value across the frequency range.
Table 6.1: BSA prototype specifications.
6.2 Design Considerations
An outline of the key considerations are presented here.
6.2.1 Frequency Resolution
The frequency resolution is ultimately set by the resolution of the ADC and the VCO
tune input range. However, some care must be taken to ensure adequate resolution.
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For instance, the NI USB 6211 provides a 16 bit analog output resolution corresponding
to 65536 unique voltage levels over a ±10V span. This results in a finite voltage step of
0.31 mV. The Hittite HMC385LP4 provides an average sensitivity of 25 MHz/V over a
total span of 0-10V. Therefore, without any signal conditioning the minimum available
frequency step is 7.6 kHz.
However, since the entire VCO range is not typically required, this value can be easily
improved with the application of some simple signal conditioning.
At the simplest level, this will involve scaling the input voltage and offsetting it to the
desired range.
Careful design of the conditioning op-amps ensure this can be achieved. For instance,
the schematic in Figure 6.4, implemented in prototype C, scales and offsets the voltage in
three stages and utilises a difference amplifier. It is designed to scale a 0→10V input to a
3→7V tune voltage and includes a tuning potentiometer which allows for the frequency
offset to be finely tuned to the cavity being used. The circuit avoids op-amp common
mode input limitations ensuring the entire 0-10V span is unclipped. The use of a rail to
rail op-amp additionally allows for a single supply as low as 8V.
Furthermore, since any noise present on the VCO tune voltage will directly affect the
output sensitivity, it is important to minimise the noise on this signal. Whilst the Op-
amp should reject any noise on its supply, the addition of any reference voltage to the
tune voltage will enviably increase noise. The use of the difference amplifier potentially
reduces the reference noise voltage by up to 40%. Direct filtering should be treated
with care since it could adversely effect the tune voltage as the frequency sweep speed
increases.
V-in
82k
20k
+5V
−
+
10k
20k
−
+
10k
−
+
20k
V-tune
+5V
Figure 6.4: Tune voltage signal conditioning scaling 0-10V input to 3-7V output with
offset voltage noise rejection.
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6.2.2 Frequency Pulling
Frequency pulling describes the effect changing output impedance has on the oscillator
frequency. Since, by its very nature, the resonator system presents a very different
impedance environment to a matched load this presents a significant challenge in this
context. One solution might be to use a frequency synthesizer which derives its output
frequency from a stable reference but this does add not insignificant cost and complexity.
The worst case scenario is seen in Figure 6.5. It can be seen that around the resonant
peak, a step change in frequency occurs severely distorting the measurement trace.
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Figure 6.5: Measured response, using prototype A, of empty cavity without isolation
between oscillator and cavity.
This step change can be attributed to the abrupt phase change seen in S11 at the resonant
frequency seen in Figure 6.6. It is also observed that for a weakly coupled resonator,
it presents an effective open circuit to the oscillator across the entire frequency band.
Loading the resonator will only act to reduce the change in S11 caused by the resonator.
In order to solve this problem, additional isolation between the VCO and cavity must
be provided. The simplest solution is to place a circulator between the VCO and cavity
system. Typically this can provide ~20dB isolation. Observing the output frequency
characteristic, Figure 6.7, shows that the circulator is effective in removing the pulling
effect of the cavity.
Whilst the circulator removes the strong non-linearity in the circuit frequency response
caused by the cavity resonance, there is still a significant difference in the output fre-
quency when driven into a matched load. A comparison of the two cases can be seen in
Figure 6.8. The difference in frequencies is also seen to change across the band. Since the
magnitude of S11 is fixed across the band, this demonstrates the strong dependence on
the complex value of S11. As a result, any frequency calibration with a limited amount
of isolation will only be valid for a specific cable length.
Chapter 6 Basic Scalar Network Analyser 123
2.498 2.499 2.5 2.501 2.502 2.503 2.504
−1.4
−1.3
−1.2
−1.1
−1
S 1
1 
−
 
M
ag
ni
tu
de
 (d
B)
−110
−102.5
−95
−87.5
−80
S 1
1 
−
 
Ph
as
e 
(D
eg
ree
s)
Frequency (GHz)
Figure 6.6: S11 of empty cavity and cable. Measured using an Agilent ENA.
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Figure 6.7: Measured response, using prototype B, of empty cavity with a circulator
providing isolation between the oscillator and cavity. The strong non-linear frequency
response has been successfully suppressed.
For this reason, it would be advantageous to include a port for frequency monitoring
so that an external directional coupler does not have to be left attached to the system.
This could be achieved with a board level coupler, however, a cheaper option would be
to monitor the frequency via tune or bias port leakage.
As an alternative to a circulator, a small amplifier can provide significant isolation
at much lower cost and with a much smaller physical footprint. In addition, since the
amplifier provides some gain, additional isolation can be provided by an inline attenuator
without loss of dynamic range.
For instance, the Mini-Circuits ERA-5SM provides ~22dB of isolation and ~19dB of gain
which, when coupled with an attenuator, can therefore provide up to 60dB of isolation
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Figure 6.8: Comparison of output frequency of prototype B measured either by direct
termination into the spectrum analyser or via a 20dB directional coupler with the output
left open-circuit.
without any loss of dynamic range.
However, the PA will be a significant source of noise and non-linearity. As a result, noise
suppression in the bias line becomes important to avoid gain fluctuations which directly
impact the measurement noise. Additionally the gain of an amplifier can be significantly
effected by the load impedance and, as discussed, this impedance will fluctuate with the
load condition of the resonator.
Generally, as mentioned, harmonic generation can be safely ignored since, given careful
design, the cavity should filter unwanted harmonics, however, it is acknowledged that
the addition of a PA will significantly increase their presence. Also, mixing products will
be amplified and can appear in the output signal. The output spectrum from prototype
C is seen in Figure 6.9 clearly showing the mixing products from the on-board switching
components.
6.2.3 Noise and Dynamic Range
In order to maximise dynamic range, it is important to minimise the power meter noise
floor by reducing the noise presented to it. One of the most significant sources will be
noise leaking from the VCO out onto its supply and tune lines. Also, since the power
meters are wide-band, they are sensitive to noise arising from any switch-mode power
supplies. Furthermore, the oscillator frequency itself is sensitive to noise in its supply,
a phenomenon known as ‘pushing’. For instance the HMC385LP4 specifies pushing of 2
MHz/V.
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Figure 6.9: Mixing products generated by amplifier. Prototype C output measured
directly with Agilent N9010A spectrum analyser.
Therefore, with all these factors combining it is important to regulate the supply well
and have generous use of noise reduction capacitors. RF chokes on the oscillator supply
and tune are also advantageous.
6.2.4 Temperature
The VCO used here specifies a frequency drift rate of 0.25 MHz/oC. This frequency drift
can be very problematic and is easily measurable given the system resolution. This has
not been extensively investigated here but it is imperative that the circuit is allowed time
to come to an equilibrium temperature before operation and is operated across consistent
ambient temperatures. It can be expected that a large part of any discrepancy between
measurements made with a commercial network analyser and the BSA can be attributed
to temperature drift.
6.2.5 Tune Ramp
Inevitably, all VCOs will suffer from a degree of post tuning drift. This is the transient
frequency error observed on the application of a step change in voltage. Whilst this can
be difficult to measure, since it will only become increasingly problematic as the sweep
time is increased, the problem can be generally avoiding by adjusting the ramp pattern
as seen in Figure 6.10.
6.2.6 Speed
One potential benefit of the BSA system is the speed at which measurements can be
taken.
Typical DAQ systems are capable very of fast acquisitions. For instance, the NI USB-
6211 has a maximum rate input and output rate of 250 kS/s. Assuming a minimum
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Figure 6.10: Modified frequency tune voltage ramp to minimise post tuning drift.
sweep of 50 points, this enables a trace rate of 5 kHz. Whilst many modern VNAs
can perform sweeps at comparable rates, they typically lack the interface to be able
to receive traces at this rate for processing. The NI USB-6211 contains an on-board
waveform buffer so, for a limited time, 5 kHz measurements can be taken allowing
material property changes on the order of milli-seconds to be measured.
It is important to ensure any op-amps used in any tune voltage signal conditioning have
a bandwidth suitable for this operation.
6.2.7 Reflection Measurement
A more flexible system can be conceived which is shown in Figure 6.11. By utilising
the isolated port on a circulator and an RF switch, a single system can measure either
reflected or transmitted power. Practically, a significant limitation of this system will be
the isolation the RF switch can provide. Cheap solid-state switches can practically only
provide up to 40dB isolation. This effectively limits the dynamic range of the system to
this value which is clearly highly undesirable. In reality, to avoid the complexities of a
mechanical relay, it might be simpler to provide an external connection to the isolated
port and either terminate it or connect it manually as required to the power meter input.
6.2.8 Filtering and Averaging
The primary filtering method is achieved by curve fitting the Lorenzian resonant line-
shape as described in Section 2.6. For large numbers of points this is effective at reducing
the random error associated with the measurement.
However, additional averaging can be done at the individual frequency points. In effect
this can be seen as oversampling the ADC to increase effective resolution. Figure 6.12
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Figure 6.11: BSA system diagram extended to include switchable measurement of
reflected power through the circulator.
demonstrates the effect this can have. It is particularly effective for lower numbers of
samples which is useful to reduce noise whilst retaining a high sweep speed.
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Figure 6.12: A comparison between averaging types showing the acquired data and
subsequent lorenzian fit. Obtained from prototype B with a point rate of 2kHz. Plots
A and B contain 21 points and C and D contain 101 points. Plots A and C have no
point averaging whereas in B and D each point is the average of 10 ADC samples.
Additionally, the standard deviation over 100 sweeps for the resonant frequency and Q
factor is shown in each case. Q = 8590.
6.3 Calibration
6.3.1 Frequency Calibration
Utilising an Agilent EXA N9010A spectrum analyser, the output frequency is measured
across the input voltage range. As discussed in Section 6.2.2, due to a potential off-
set caused by imperfect isolation, the frequency is measured through a circulator or
directional coupler placed in the signal path with the output left short-circuit.
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Figure 6.13: BSA calibration setup.
A polynomial curve is fitted to the data and subsequently used to specify the voltages
for the DAC in order to generate the desired frequency points in the sweep. The raw
frequency-voltage characteristic for prototype B and C can be seen below in Figure 6.14.
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Figure 6.14: Output frequency characteristic for prototype BSAs B and C.
6.3.2 Power Meter Calibration
The response of the power meter is measured by utilising a variable attenuator connected
as seen in Figure 6.15. It assumes that the variable attenuator, cabling and coupler are
linear and do not vary across the measured frequency band.
The calibration proceeds as follows:
1. Set the variable attenuator to the minimum possible value.
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Figure 6.15: Calibration setup. Left of dashed line is BSA.
2. Measure, using a calibrated network analyser, the minimum loss in the complete
calibration path. This is denoted by S21-min
3. Connect the BSA (Port 1 - RF in, Port 2 - RF out)
4. Measure, across the full range of tune voltages, the power, denoted by P3-min , and
frequency at Port 3.
5. Measure, across the full range of tune voltages, the power meter output voltage.
The corresponding loss is then given by: Loss(dB) = P3−min + P3 + S21−min
6. Repeat Step 5, adjusting the variable attenuator each time until the desired number
of points has been acquired.
The result is a set of response curves relating power meter output voltage and the loss
between the input and output ports at a variety of excitation frequencies. A polynomial
fit of the calibration data is used to calculate the corresponding loss of a measured voltage
at the closest calibration frequency. Some variation is seen across the measurement band,
particularly at low power levels, as seen in Figure 6.16. Whilst it is apparent that the
noise floor of the power meter is lower than measured here (~-50dB), the noise floor of
the measurement hardware was reached since it sees a signal attenuated by 20dB due
to the directional coupler. Therefore only a measurement of |S21| >50dB can only be
deemed valid, however, as is seen in Figure 6.17, this is close to the hardware limit.
An alternative method would be to measure the power meter and output frequency
response separately using a calibrated signal source and power meter. This would enable
absolute power measurements but the ‘closed-loop’ calibration described here has a
distinct advantage since variations in the output power across the band and any non-
linearity caused by coupling between the input and output circuits are accounted for
automatically.
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Figure 6.16: Measured power meter output voltage characteristic for prototype B.
After calibration, the resulting BSA response to a variable attenuator is seen in Figure
6.17. The apparent continuous nature of the noise floor suggests it is limited by imperfect
isolation from the output stage and not the fundamental thermal noise floor. The
maximum variation across the band, when measured through a fixed attenuator, in the
middle of the range is seen to be ~ 0.6dB. In a 480 kHz band in the centre of the range,
a span similar to a typical measurement bandwidth, this variation is reduced to <0.005
dB. Finally, given a nominal input sensitivity of 0.16mV, this translates to an input
sensitivity of ~ 0.003dB.
6.4 Sample Measurements and Sensitivity
Since the BSA is designed for the specific purpose of cavity perturbation, its ultimate
performance metric is its ability to resolve changes in resonator frequency and Q.
Figure 6.18 shows the perturbation of a 3mm PTFE rod sample.
The random error was minimised using a span of 101 points narrowed the the 3dB
resonant bandwidth, an oversampling factor of 10 and a sample rate of 10kHz. This
results in a sweep speed of 10ms.
Using the standard error formed from 20 sweeps, the resonant frequency and Q error is
seen to be 110 Hz and 6.7 respectively. Note that this is the instantaneous measurement
error and that measurements taken at different times are likely to be dominated by an
error due to temperature drift. In order to maintain this precision, temperature would
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Figure 6.17: BSA output response to a variable attenuator showing the effectiveness
of the calibration. Open response is also shown were the BSA input is left unconnected.
Measured with prototype B with additional external circulator.
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Figure 6.18: Raw measurement traces of cavity perturbation of a 3mm PTFE rod.
Taken using Prototype B.
need to be held stable to less than 0.001oC. Therefore, without correction, uncertainty
1 or 2 orders of magnitude larger might would be more realistic.
A comparison of the perturbation of the PFTE rod between the BSA and Agilent ENA
is seen in Table 6.2. The small error in fractional frequency shift is very encourag-
ing. Unsurprisingly, the discrepancy in Q shift is much larger due to its reliance on
simultaneously accurate frequency and power readings.
132 Chapter 6 Basic Scalar Network Analyser
fs−f0
f0
1
Q0
− 1Qs
BSA −3.98× 10−3 −3.74× 10−6
Agilent-ENA −4.00× 10−3 −3.92× 10−6
Table 6.2: PTFE rod cavity perturbation comparison between BSA (Prototype B)
and Agilent-ENA.
6.5 Discussion and Conclusions
This chapter has demonstrated the ability to produce a small and cheap electronic device
which, through an optimised design and calibration procedure, is able to successfully
undertake perturbation measurements.
Simple calibration was performed and the BSA was observed to accurately measure the
Q and resonant frequency of a TM010 cavity in the empty and perturbed case. Further
work should involve further characterisation by exercising across the full dynamic of the
system with a variety of samples.
The main compromises in order to achieve the low cost has been the sacrifice of flexibility
to allow for complex S-parameter measurements and a massively reduced bandwidth
designed to target a specific resonant mode.
Whilst the accuracy and sensitivity is significantly less than what can be achieved with
a commercial network analyser, the impact on perturbation measurements is not as
significant because, as discussed in Section 2.11, the dominant form of error derives
from sample preparation.
It should be stressed that the aim of this project has not been to develop a replacement
for the commercial network analyser which can undertake highly accurate measurements.
The BSA is intended to exploit the main advantage of perturbation measurements; the
ability to detect small changes in sample properties. Therefore, as long as the raw
sensitivity is available, it should be possible to calibrate for a specific application.
Within the context of this thesis, this chapter demonstrates the electronics required in
order to develop a particle size sensor based upon the measurement principle explored in
Chapter 3. At this level of cost and complexity, it is easily conceivable for a particle size
sensor to be included in every SLM system - perhaps as part of an automated powder
recycling procedure.
Before industrial application, it is appreciated that further development is required but
it is expected that significant enhancements to the sensitivity and accuracy can be ob-
tained without large investment by, for instance, reduction of supply noise and increasing
isolation between the input and output stages. Further isolation between input and out-
put paths could be achieved with mechanical design changes such as metallic separating
walls between stages.
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Errors due to temperature drift remain a significant concern. However, after thorough
characterisation, it would be conceivable to add a temperature correction from an em-
bedded temperature sensor without significantly impacting the unit cost.
Further enhancements could include the addition of a frequency monitoring port sepa-
rate from the main signal path and active monitoring of the output power. The active
monitoring could significantly increase performance by introducing common mode re-
jection of noise on the amplifier and power meter bias voltages. This would be achieved
by taking the output as the difference between the detected output and input power
levels. This would require the addition of a board level coupler and second power meter
integrated circuit.

Chapter 7
Heating in a Single-Mode Cavity
Resonator
7.1 Introduction
The single-mode approach to microwave heating is a well established technique. Reac-
tors can be purchased commercially with efficiency and control being the main selling
features. For instance, CEM Microwave provide one of the most popular single mode
‘microwave synthesizers’ [171, 172]. However, their technology still relies on a magnetron
for microwave generation which limits the degree of control available. Techniques are
available which can control the power output of the magnetron [173] or control the deliv-
ered power to a cavity through a frequency offset or impedance mismatch [174] but due
to the relatively broadband nature of a magnetron they are unlikely to match modern,
solid-state microwave sources and amplifiers which can be utilised to allow fine control
of the applied power.
The various design constraints are discussed in the following chapter but systems which
incorporate all the features necessary for precise control and flexibility and which cater
to the desired sample geometries cannot be obtained easily or affordably. Therefore,
bespoke systems need to be developed to cater to all these requirements.
Simultaneous measurement of dielectric properties through perturbation techniques is
another useful feature a system can incorporate. Techniques which use a separate mea-
surement mode have been previously demonstrated [175] with the obvious disadvantage
of needing relatively broadband control electronics. It is possible to use a single mode
for simultaneous heating and characterisation by sweeping the application frequency.
However, care must be taken to ensure power delivery is maintained and controlled as
the system match will vary significantly with frequency [176].
Another approach to mode tracking and simultaneous measurement was demonstrated
in [177]. Whilst increasing complexity significantly, it enables continuous uninterrupted
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power application and narrow-band operation. The approach involves using a mixer to
modulate the high power carrier to produce a double side-band spectrum. The trans-
mission of the side-bands are then monitored to calculate the resonator parameters.
In addition to heating, electro-magnetic effects can be observed in samples by exposure
to high strength fields. In order to avoid heating, power can be continuously pulsed at
high speed. Solid state switched allow very fast switch speeds with rise times to the
order of ns and pulse durations less than 100μs. In this way, the power delivery can be
finely modulated whilst keeping the field strength high.
7.2 Theory of Operation
V +0
Z0
iIN
V −0
iR
ZR
m
Figure 7.1: Single port resonator equivalent circuit.
Analysing the circuit model in Figure 7.1, a detailed understanding of the coupling
behaviour of a resonator excited by a single port can be understood. To begin, form the
following base relations:
v+0 − v−0 = Z0.iIN (7.1)
jω0iINm+ iRZR = 0 (7.2)
v+0 + v−0 = jω0m.iR (7.3)
Substituting the first and second into the third gives,
v+0 + v−0 =
ω20m
2
ZRZ0
(
v+0 − v−0
)
(7.4)
This is further simplified by replacing the complex resonator impedance ZR with (Equa-
tion 2.26)
ZR = R
(
1 + 2jQω − ω0
ω0
)
(7.5)
and finally, knowing that S11 = v
−
0
v+0
we can form an expression for the reflection co-
efficient
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S11 =
g − 1− 2jQ∆ωω0
g + 1 + 2jQ∆ωω0
(7.6)
where
g = ω
2
0m
2
Z0R
= ω0m
2Q
Z0L
(7.7)
At resonance (∆ω = 0), this simplifies to
S11 =
g − 1
g + 1 (7.8)
It is observed that when g = 1, this expression reduces to zero. In this condition, the
resonator is said to be critically coupled and all the supplied energy is coupled into the
resonator; no energy is reflected back to the source and the cavity system is matched to
the feed impedance.
In order to initially setup this critical condition, the mutual inductance, m, is modified.
In the setup demonstrated here, coupling is achieved with a short circuit loop on the
cavity side wall (Figure 7.2). The mutual inductance and subsequent coupling co-efficient
g is modified by changing its effective area; achieved by rotating the loop.
Co-ax Feed
Sample
Holding Screw
Figure 7.2: Single-mode microwave heating cavity cut-away diagram. The sample is
positioned in order to maximise exposure to electric or magnetic field as required. In
the typical TM010 setup and for electric field heating, the sample is placed axially and
coupling is provided by a short circuit circuit loop. The loop is held by a screw but can
be rotated in order to modify the coupling co-efficient and achieve critical coupling.
The loop must be made large enough such that critical coupling is possible given the
resonator Q. However, it is desirable to keep the loop small within this limit since
increasing the loop size means increasingly small changes in rotation are required to
achieve critical coupling. Figure 7.3 shows real data as the loop is rotated and the
cavity cycles through the under, over and critically coupled states. Typically, |S11|
reaches a minimum of <-40dB. This corresponds to 99.99% power transmission into the
resonator system.
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Figure 7.3: Effect of rotating coupling loop to the reflected power. At a specific
position, |S11| is minimised and the cavity is critically coupled. Either side of this
position the cavity is under or over coupled. The resonant frequency is also modified
during rotation due to the perturbation by the coupling loop.
Close inspection of Equation 7.7 reveals that g is also both a function of the excitation
frequency ω0 and Q-factor. This presents additional challenges.
As a sample is heated, it is typical for its EM properties to change which will lead
to changes in the resonator frequency and Q. Firstly, it is important that the centre
frequency is tracked by the driving oscillator to maintain optimum power delivery but,
in addition, the coupling may require adjusting to maintain the critical condition.
For most liquid samples, the effect can be very pronounced. For instance, it is well
known that the dielectric constant and loss factor of water will significantly decrease
with temperature [178]. Figure 7.4 demonstrates the effect as water is heated within
a TM010 cavity without frequency or coupling control. However, for the majority of
samples, simple frequency tracking without tuning of the coupling is sufficient to main
acceptable levels of reflected power.
Next, in order to calculate the precise energy dissipated within the sample, the following
is considered.
The power dissipated in the resonator, Pdiss, is related to the power delivered by the
source, Pin, by
Pdiss = (1− |S11|2)Pin (7.9)
and the total power dissipated has contributions from the cavity walls, Pc, and the
sample, Ps,
Pdiss = Ps + Pc (7.10)
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Figure 7.4: Reflected power as water is heated via electric field in the TM010 mode.
Reflected power is seen to increase as the cavity becomes increasingly de-tuned due to
the changing dielectric properties of water.
The Q of the resonator loaded by the sample is
1
Q
= ω U
Pdiss
= ω U
Ps + Pc
(7.11)
where U is the total energy stored in the resonator. The total Q is then seen to be
composed of a contribution from the sample and metal wall
1
Q
= 1
Qc
+ 1
Qs
(7.12)
The ratio of energy lost in the cavity walls compared to the whole system is then
Pc
Pdiss
= Q
Qc
(7.13)
which leads to the energy lost in the sample;
Ps = Pdiss
(
1− Q
Qc
)
(7.14)
Therefore, by measuring the Q of the empty cavity and the Q once loaded by the sample
the system energy balance is known.
It is desirable to maximise the empty cavity to increase the efficiency of energy delivery
to the sample. Cavities can be designed with high Q-factors, typically >10 000, which
allow systems to be designed where the majority of energy can be dissipated in the
sample. For a non-depolarising geometry, from perturbation theory (Equation 2.14b),
Qs is
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1
Qs
= ε2Vs
GnmpVc
(7.15)
Using this, it is calculated that for a 0.13cc sample of water with ε2 = 9 [179], in the
standard 4.6cm radius TM010 cavity with an unloaded Q of 10 000, Ps is 99.4% of Pdiss.
As has been stated, knowledge of the loaded and unloaded resonator Q can be used to
calculate the proportion of energy dissipated within the sample. It is therefore convenient
to have a mechanism for measurement of this quantity. Usually this is done using a
weakly coupled transmission measurement as detailed in previous chapters, however,
this is not always available in a one port heating system. It is possible to extract the Q
from the S11 trace using Equation 7.6, however, it is convenient to consider the following:
|S11|2 =
(1− g)2 + 4Q2
(
∆ω
ω0
)2
(1 + g)2 + 4Q2
(
∆ω
ω0
)2 (7.16)
1− |S11|2 = 4g
(1 + g)2 + 4Q2
(
∆ω
ω0
)2
= P0
1 + 4Q2L
(
∆ω
ω0
)2 (7.17)
It is observed that Equation 7.17 above is a similar lorenzian line-shape as measured by
S21 and can be used to extract the Q-factor. In this case, Q = QL(1+g). The co-efficient
g can be calculated from the value of S11 at the centre frequency when 4ω = 0.
A typical S11 and transformed lorenzian plot can be seen in Figure 7.5.
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Figure 7.5: |S11| transformed to lorenzian line-shape in order to extract Q using curve
fitting procedure.
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Since the magnitude of Equation 7.8 is taken, g can take two reciprocal values; g =
1+|S11|
1−|S11| or
1−|S11|
1+|S11| , representing the over and under-coupled cases. With an insertion loss
of -30dB, selecting the incorrect g would result in a 0.4% inaccuracy in the unloaded Q;
an error higher than the typical measurement noise. Care must be taken when coupling
the resonator to make sure the assumed value of g is correct. For instance, if using the
rotating loop technique to achieve critical coupling, the under-coupled value of g can
safely be assumed by starting the loop in the position of minimal coupling and rotating
until the desired value |S11| is achieved without passing the critical point.
7.3 System Description
Figure 7.6 shows the basic system construction. The various components connect via
USB to a PC where control software is used to control the heating.
The switch is included to allow for high speed RF pulsing. By rapidly changing the
switch position with varying duty cycle, the average power delivered to the cavity can
be finely tuned. The switch allows for two RF paths: in the first position the signal is
minimally attenuated and in the other the signal is effectively attenuated 20dB by the
directional coupler. This ensures a signal is still present in the ’off’ state allowing for
the coupling condition to be continuously monitored.
Additionally, by sweeping the source frequency and using the attenuated path, the re-
flection co-efficient, |S11|, can be obtained without heating the sample. This is useful
for adjusting the coupling loop.
The second coupler allows for continuous monitoring of the input power.
The amplifier has 50dB gain with 1dB compression at 44dBm. The purpose of the 15dB
pre-amp is to ensure full dynamic range of the PA can be obtained since the variable
attenuator has a minimum insertion loss of 10dB.
The software includes a routine whereby, at periodic intervals (typically every 2-5s), the
oscillator is swept in a small span around the excitation frequency and the reflected
power synchronously measured. The frequency at which least reflection occurs is set as
the new excitation frequency. In this way power delivery is kept high.
In addition to the main N-Type coupling, the cavity includes 2 weakly coupled SMA
loops. The purpose of these is to perform dielectric characterisation using a standard
2-port network analyser. One port characterisation was not suitable in this case due
to the slow sweep speed required to synchronise the oscillator and power meters; in
order to sweep with enough points to accurately determine cavity Q, the system would
spend significant time de-tuned allowing the sample to cool. In order to isolate the
VNA from the high power system, a switch arrangement was constructed as seen in
Figure 7.8. Using a simple diode capacitor arrangement with a schmitt trigger, a short
delay (Measured at ~2ms) is introduced to guarantee isolation between the high power
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Figure 7.6: Heating system schematic.
Figure 7.7: Heating system with 30W RFPA.
excitation and VNA. It can be driven either from an external +5V signal or by the
operation of the toggle switch.
Figure 7.8: VNA isolator switch configuration.
By way of demonstration, using this setup, an epoxy resin (Hexel RTM6-2), held in a
3mm wide straw, was heated at 2.5 GHz axially in TM010 and the dielectric response
recorded as shown in Figure 7.9. The response is typical of an epoxy during heat
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treatment [180]. Initially the loss and dielectric constant increases as the resin becomes
a gel before gradual decrease during the cure. Once allowed to cool, the rod has visibly
hardened and the permitivitty decreased.
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Figure 7.9: Dielectric response measured during simultaneous dielectric heating of
epoxy resin. Maximum temperature of approximately 60oC reached.
7.4 Conclusion
Through the work undertaken here, a comprehensive understanding of the challenges sur-
rounding microwave heating have been explored and experienced experimentally. How-
ever, the initial system has many shortcomings and potential improvements; significant
further work is required to refine the system. The main next step is to produce a custom
source circuit with embedded control which combines all the elements described in the
system. By removing the inherent latency present in USB control, opportunities for fast
control and characterisation can be realised.
With this high speed embedded circuit, it is envisaged that various algorithms for mode
tracking, coupling control and material characterisation can be experimented with. The
main goal being consistent and well-characterised power delivery to a sample. In the case
of simultaneous mode tracking and coupling control, a significant challenge will be to
uncouple the two effects since, in both cases, the non-optimal setup results in increased
power reflection. For instance, experiments could be undertaken where extremely narrow
band but continuous sweeps take place and the gradient analysed to determine proximity
to the minimum value of S11.
Additionally, temperature feedback control can be implemented with the use of a non-
contact or non-metallic temperature probe such as IR spectroscopy or a fluoropic probe.
Within the context of this thesis, single-mode microwave heating could have signifi-
cant impact in the development of microwave heating technology for use in ALM. The
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majority of powder bed fusion technologies, both metallic and non-metallic, require pre-
heating of the powder bed before laser application. Microwave power can potentially
fulfill this role allowing for cheaper laser technology or simpler mechanical design re-
quiring less insulation. In order for this to succeed, comprehensive understanding of the
bulk heating properties of the powders must be obtained. A single-mode approach can
contribute to this.
Chapter 8
Final Summary and Further Work
8.1 Microwave Cavity Perturbation
Whilst the cavity perturbation technique is approaching 75 years old, its still encour-
ages much discussion. The work presented here provides all the information required
in order to design a cavity perturbation system and undertake measurements of both
electric permittivity and magnetic permeability. The technique offers a number of ad-
vantages including relatively simple sample geometry and preparation requirements and
the potential for high precision comparisons.
Furthermore, careful selection of the cavity construction allows the technique to be
extended over a broad temperature range with measurements here possible up to 300oC.
and by using a reference mode, very fine temperatures changes, not typically possible
with traditional techniques, can be monitored and corrected for.
Whilst the aluminium cavity construction prevents the extension to temperatures much
higher than this, construction in copper and an isolated waveguide feed system could
extend this range dramatically opening up the potential for dielectric or magnetic spec-
troscopy on a a much greater variety of chemistry.
8.2 Perturbation and Metal Powders
In the magnetic field, this thesis was able to demonstrate the ability to monitor the
average particle size within a spherical metallic powder using the perturbation technique
across 3 frequencies using different resonant modes.
The next step in this work would be the real-world demonstration of this technique in
the manufacturing context. The ultimate goal being the ability to use the measurements
as an input to an automatic powder or machine control system.
From a scientific perspective, further work could also concern the effect of non-spherical
particles.
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Concerning the electric field, some indirect evidence for the action of the oxide layer
was observed by heating the powder. However, measurements in the electric field were
found to be very sensitive to electrical contacts between particles which are very difficult
to control when the powder is measured in its bulk form. Further work here could
investigate different sample preparation methods to potentially suspend the powder
negating this problem.
8.3 SLM and Surface Resistance
The work here presents the first systematic study of microwave surface resistance of
surfaces produced by SLM where two parameters, build orientation and surface finish
were controlled.
However, a large number of process parameters remain unexplored. For instance: the
laser scan strategy; various mechanical and chemical polishing techniques; post-build
heat treatment temperature and atmosphere and sample geometry.
In addition, to further investigate the potential of surface resistance as a measure of me-
chanical performance it would interesting to compare parts where build quality has been
intentionally compromised by, for instance, reducing laser power or using deteriorated
feedstock.
8.4 Cavity Q and Annealing
Chapter 5 examined the, as yet unexplored link, between residual stress in machined
aluminium and microwave cavity Q. It was observed that the annealing of an aluminium
cavity permanently increased its conductivity as shown by an increased resonant Q. XRD
was used to confirm the hypothesis that high temperature annealing of the aluminium-
alloy was reducing residual stresses formed during machining and causing precipitation
of solute impurities. The application and significance of these measurements is that, in
order to undertaken high temperature perturbation measurements, the cavity must first
be heat treated to stabilise its resonant Q.
Whilst a general link was made, significant further work could be undertaken in order to
further quantify the effects. This could involve different aluminium grades, machining
types and treatment regimes.
8.5 Scalar Network Analyser
Whilst in the research lab use of an expensive, broad-band and high precision VNA is
appropriate, in order for the perturbation technique to remain relevant in a commercial
context, it is vital that low-cost measurement electronics can be obtained. By way of
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demonstration, a small, cheap scalar network analyser is produced designed around the
excitation of a single cavity mode.
8.6 Single-mode Microwave Heating
The details concerning the design of a single-mode microwave heating system were pre-
sented and discussed. Using this knowledge a basic heating system was developed able to
dynamically track the resonant mode in order to maintain consistent power application.
Following this PhD, further work is commencing to significantly progress this system.
Using embedded control it is hoped that various mode tracking algorithms can be ex-
plored to maximise power delivery. Additionally, dynamic electrical control of coupling
is desirable and could be investigated using a veractor or other variable components to
modify the cavity impedance.
8.7 Closing Remarks
Application of microwave techniques in the area of additive layer manufacturing has
proven to be a fruitful endeavour. Modern advances in electronics has made these
measurements affordable and they can often provide information only accessible by much
more complex techniques. I hope this thesis begins a long and fruitful collaboration
between Cardiff University and Renishaw plc as they look to leverage and bring together
expertise in two distinct areas.
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Appendix
Appendix A
Fraction μ2 (0.5mm) μ2 (1mm) μ2 (2mm)
TE011
<16 μm - 0.128 ± 0.004 0.133 ± 0.004
16-32 μm 0.345 ± 0.02 0.324 ± 0.010 0.341 ± 0.015
32-45 μm 0.465 ± 0.02 0.423 ± 0.014 0.431 ± 0.02
> 45 μm 0.399 ± 0.02 0.390 ± 0.013 0.399 ± 0.02
TE012
<16 μm - 0.192 ± 0.006 0.206 ± 0.006
16-32 μm 0.420 ± 0.02 0.401 ± 0.013 0.43 ± 0.02
32-45 μm 0.450 ± 0.02 0.415 ± 0.014 0.43 ± 0.02
> 45 μm 0.345 ± 0.02 0.342 ± 0.011 0.356 ± 0.015
TE022
<16 μm - 0.227 ± 0.007 -
16-32 μm 0.444 ± 0.02 0.434 ± 0.014 -
32-45 μm 0.447 ± 0.02 0.408 ± 0.013 -
> 45 μm 0.324 ± 0.02 0.324 ± 0.011 -
Fractioned powder permeability across different size sample holders.
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Changing loss of fractioned Ti6Al4V samples with increasing temperature. Clockwise
from top left: < 16 μm, 16-32 μm, 32-45 μm, > 45 μm.
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Appendix C
Sample Metal Build Orientation Finishing
TiH_G Ti6Al4V Horizontal Grit Blasted
TiH_W Ti6Al4V Horizontal Wire Eroded
TiV_G Ti6Al4V Vertical Grit Blasted
TiH_N Ti6Al4V Horizonal As Built
TiV_N-A/B Ti6Al4V Vertical As Built
AlH_G Al10SiMg Horizontal Grit Blasted
AlH_W Al10SiMg Horizontal Wire Eroded
AlV_G-A/B Al10SiMg Vertical Grit Blasted
AlH_N Al10SiMg Horizonal As Built
AlV_N-A/B Al10SiMg Vertical As Built
CoCrH_G CoCr Horizontal Grit Blasted
CoCrH_W CoCr Horizontal Wire Eroded
CoCrV_G-A/B CoCr Vertical Grit Blasted
CoCrH_N CoCr Horizonal As Built
CoCrV_N-A/B CoCr Vertical As Built
Samples produced by SLM for surface characterisation. Samples were built parallel
(horizontal - subscript H ) and perpendicular (vertical - subscript V ) to the build plate,
stress relieved and tested either as built (subscript N ) or after grit blasting (subscript
G) treatment. For the horizontal samples, the wire eroded side (subscript W ), closest
to the build plate, was also tested. Vertical samples allowed both sides (subscripts A &
B) to be tested.
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Sample
rq (μm) rq (μm) Relative
X Direction Y Direction Density ± 0.05
TiH_G 4.27 5.20 0.99
TiH_W 3.87 3.95 0.99
TiV_G 3.52 3.05 0.97
TiH_N 6.46 9.29 0.93
TiV_N-A 13.7 14.1 0.95
TiV_N-B 12.8 12.6 0.95
AlH_G 7.98 8.69 0.92
AlH_W 4.22 4.10 0.92
AlV_G-A 6.92 6.34 0.95
AlV_G-B 6.65 6.66 0.95
AlH_N 19.3 19.2 0.93
AlV_N-A 20.1 19.7 0.89
AlV_N-B 20.3 21.0 0.89
CoCrH_G 5.45 8.41 1.00
CoCrH_W 1.79 1.73 1.03
CoCrV_G-A 7.38 6.99 1.00
CoCrV_G-B 6.27 5.6 1.00
CoCrH_N 7.89 9.53 1.00
CoCrV_N-A 11.2 12.4 1.05
CoCrV_N-B 10.7 11.1 1.05
SLM test plate density and roughness in both measurement directions.
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Sample RS (Ω) PP0
TiH_G 0.1963 ± 0.0005 1.015 ± 0.002
TiH_W 0.2521 ± 0.0006 1.304 ± 0.003
TiV_G 0.2396 ± 0.0007 1.239 ± 0.003
TiH_N 0.1986 ± 0.0005 1.027 ± 0.002
TiV_N-A 0.4835 ± 0.0010 2.499 ± 0.004
TiV_N-B 0.4365 ± 0.0010 2.257 ± 0.004
AlH_G 0.0494 ± 0.0007 1.54 ± 0.02
AlH_W 0.0566 ± 0.0007 1.77 ± 0.02
AlV_G-A 0.0497 ± 0.0006 1.55 ± 0.014
AlV_G-B 0.0553 ± 0.0006 1.72 ± 0.014
AlH_N 0.0583 ± 0.0013 1.82 ± 0.04
AlV_N-A 0.0815 ± 0.0005 2.54 ± 0.011
AlV_N-B 0.0946 ± 0.0006 2.94 ± 0.02
CoCrH_G 0.1551 ± 0.0004 1.086 ± 0.002
CoCrH_W 0.1498 ± 0.0005 1.050 ± 0.003
CoCrV_G-A 0.1659 ± 0.0003 1.162 ± 0.0013
CoCrV_G-B 0.1652 ± 0.0006 1.157 ± 0.004
CoCrH_N 0.1668 ± 0.0005 1.168 ± 0.002
CoCrV_N-A 0.2487 ± 0.0004 1.741 ± 0.003
CoCrV_N-B 0.2589 ± 0.0009 1.812 ± 0.006
SLM surface resistance measurements.
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BSA prototype A schematic
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Appendix G
BSA prototype B schematic
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Appendix H
BSA prototype C schematic
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Appendix I
Component Description
Cost
(each)
Hittite HMC385LP4 RF Voltage Controlled Oscillator £ 15
Analog Devices ADL5513 RF Log Scale Power Meter £ 6.90
TL974 Quad Op-amp £ 0.53
LF08AB 8V Regulator £ 0.35
UA78M05 5V Regulator £ 0.23
TPS71733 3.3V Regulator £ 0.73
LM2662 Voltage Doubler £ 1.60
Kemet T591 Series 47uF Low ESR Caps £ 0.32
Kemet T491 Series 10uF Decoupling Capacitors £ 0.30
- SM Capacitors £ 0.01
- 5% Tolerance 0.25W Resistors £ 0.01
3224W 100K SMD Trimming Potentiometer £ 2.80
65 x 45mm PCB Dual-layer 1.6mm FR4 £ 4
Wirewound Inductor 4.8nH RF Choke, SRF @ 2.5 GHz £ 0.20
Mini-Circuits ERA-5SM+ RF Power Amplifier £ 3
JCD2400T2550SMO Drop-in circulator £ 45
JCC2400T2550SO Connectorised Circulator £ 180
- Panel-Mount SMA Connector £ 5.40
- Aluminium Enclosure £ 2
Prototype A £ 42
Prototype B £ 92
Prototype C £ 47
Approximate raw material cost of BSA prototype circuits. Rounded to 2 significant
figures. Costs valid Q1 2017, are in GBP exclusive of VAT and, where discounts apply,
assume quantities of at least 100.
