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Abstract
The recent advance of algorithms for nonlinear semi-definite optimization problems, called
NSDPs, is remarkable. Yamashita et al. first proposed a primal-dual interior point method
(PDIPM) for solving NSDPs using the family of Monteiro-Zhang (MZ) search directions.
Since then, various kinds of PDIPMs have been proposed for NSDPs, but, as far as we know,
all of them are based on the MZ family. In this paper, we present a PDIPM equipped with
the family of Monteiro-Tsuchiya (MT) directions, which were originally devised for solving
linear semi-definite optimization problems as were the MZ family. We further prove local
superlinear convergence to a Karush-Kuhn-Tucker point of the NSDP in the presence of cer-
tain general assumptions on scaling matrices, which are used in producing the MT scaling
directions.
Keywords: Nonlinear semi-definite optimization problem, primal-dual interior point method,
Monteiro-Tsuchiya family of directions, local convergence
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1 Introduction
In this paper, we consider the following nonlinear semi-definite optimization problem:
Minimize f (x)
subject to G(x) ∈ S m+ ,
h(x) = 0,
(1.1)
where f : Rn → R, G : Rn → S m, and h : Rn → Rs are twice continuously differentiable
functions. Also, S m denotes the set of real m×m symmetric matrices and S m
++(+)
stands for the set
of m×m real symmetric positive (semi-)definite matrices. Throughout the paper, we often refer to
problem (1.1) as NSDP.
When all the functions are affine with respect to x, NSDP (1.1) reduces to a linear semi-definite
optimization problem (LSDP). LSDPs have been extensively studied on the aspects of theory, al-
gorithms, and applications so far, as they are very powerful tools in various fields, one of which
is combinatorial optimization. See [36, 37] for a comprehensive survey on LSDPs. On the other
hand, studies on the NSDP itself have also advanced significantly in the 2000s. We can find many
practical applications of the NSDP in a wide variety of fields such as structural optimization [17],
control [10, 16, 21, 31], statics [30], finance [18, 19], and so on. Elaborate theoretical results on
optimality for the NSDP have been also developed. For example, the Karush-Kuhn-Tucker (KKT)
conditions and the second-order conditions for the NSDP were studied in detail by Shapiro [32]
and Forsgren [6]. Further examples are: the strong second-order conditions by Sun [33], sequen-
tial optimality conditions by Andreani et al [2], and the local duality by Qi [29]. Along with such
theoretical results, various algorithms have been proposed for solving the NSDP, for example,
augmented Lagrangian methods [2,9,11,17,34,35], sequential linear semi-definite programming
methods [14], sequential quadratic semi-definite programming methods [5, 8, 38, 43], sequential
quadratically constrained quadratic semi-definite programming methods [3], interior point-type
methods [12, 15, 20, 27, 28, 39–42], and so forth.
Let us review the existing studies on primal-dual interior point methods, which we abbreviate
as PDIPMs, for the NSDP in more detail. Similar to the PDIPMs for LSDPs, the fundamental
framework of the existing PDIPMs for the NSDP is to approach a KKT point of the NSDP, by ap-
proximately computing perturbed KKT points, and by driving a perturbation parameter. These per-
turbed KKT points are called Barrier KKT (BKKT) points, and the perturbation parameter is called
a barrier parameter. We believe that the first PDIPM for the NSDP was presented by Yamashita,
Yabe, and Harada [42]. In their paper, they showed its global convergence to a KKT point of the
NSDP under some assumptions. Its local convergence property was analyzed by Yamashita and
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Yabe in [41], who specifically showed its superlinear convergence for Alizadeh-Haeberly-Overton
(AHO) directions and two-step superlinear convergence for Nesterov-Todd (NT) and Helmberg-
Rendle-Vanderbei-Wolkowicz/Kojima-Shindoh-Hara/Monteiro (H.K.M) directions. Since then,
many researchers pursued a research on PDIPMs for the NSDP. Kato et al [15] presented the
primal-dual quadratic penalty function as a merit function for the global convergence. Yamakawa
and Yamashita [40] introduced the shifted barrier KKT conditions as an alternative to the barrier
KKT conditions for the NSDP, and in [39] they also showed the two-step superlinear convergence
of the PDIPM which uses two kinds of search directions produced by solving two scaled Newton
equations sharing the same Jacobian. Okuno and Fukushima [27, 28] considered special NSDPs
which posses an infinite number of convex inequality constraints, and proposed the PDIPM cou-
pled with sequential quadratic programming methods.
As far as we know, all the existing PDIPMs for the NSDP are based on the Monteriro-Zhang
(MZ) family of search directions. This family was first introduced by Monteiro and Zhang [26]
for solving LSDPs. Directions in the MZ family are produced by applying the Newton method to
PG(x)YP−1 + P−⊤YG(x)P = 2µI, where Y is a dual matrix variable, P is a nonsingular scaling
matrix, and µ > 0 is a barrier parameter. The current success of the existing PDIPMs for LSDPs
is supported by abundant studies on serach-direction families including the MZ. See [23] for a
comprehensive study of search directions for LSDPs. Our aim in this paper is to develop PDIPMs
for the NSDP using a different family of search directions. This family is obtained by applying
the Newton method to (PG(x)P⊤)
1
2P−⊤YP−1(PG(x)P⊤)
1
2 = µI and other equations related with
the NSDP and was originally proposed by Monteiro and Tsuchiya [24] for solving LSDPs, thus
we call it the Monteiro-Tsuchiya (MT) family for the NSDP. Monteiro and Tsuchiya proved poly-
nomial convergence of the MT based PDIPM using pure MT directions, which are generated by
setting P to the identity matrix, or directions belonging to the so-called MT* subfamily. We refer
readers to [13, 22–25] for relevant works on the MT family for LSDPs.
The PDIPM which we will present mainly consists of two steps: The first one is a tangential
step, in which we move towards the set of KKT points of the NSDP along a direction tangential
to a (perturbed) central path formed by BKKT points. Based on the step size employed in this
step, we determine the next barrier parameter. The second step is a centering step, in which we
move on to the next iterate improving the deviation from the set of BKKT points with the updated
barrier parameter. These two steps are constructed from MT scaling directions, and their step sizes
are adjusted in such a way that primal-dual iterates remain in the interior of the semi-definite cone
constraints. In this paper, the local superlinear convergence of such a PDIPM is of our interest, and
we leave the global convergence to future studies. The local convergence analysis is specialized
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to the MT family and different from the existing analysis of the PDIPMs [27,28,39,41] using the
MZ scaling directions. For details, see Remark 4.1.
The remaining part of the paper is organized as follows: In Section 2, we introduce the MT
family for the NSDP together with its major members. In Section 3. we present a PDIPM using
the MT family of search directions. In Section 4, we show local superlinear convergence of the
presented PDIPM based on the MT family. Finally, in Section 5, we conclude this paper with
some remarks. The proofs of some lemmas and propositions in Section 5 are omitted, and these
are provided in appendix A.
Notations and terminologies
Throughout the paper, we use the following notations as necessary: We denote the identity matrix
in Rm×m by I. For A ∈ Rm×m, we define Sym(A) := (A + A⊤)/2 and ‖A‖F :=
√
trace(A⊤A).
For X, Y ∈ S m, we define the inner product X • Y by X • Y := trace(XY). We also define the
linear operator LX : S m → S m by LX(Y) := XY + YX. Denote the smallest eigenvalue of
X ∈ S m by λmin(X). For X ∈ S m+ and r > 0, we denote by X
1
r the unique solution U ∈ S m
of Ur = X. For a function g : Rn → R, we denote by ∇g(x) or ∇xg(x) the gradient of g,
namely, ∇g(x) := (∂g(x)
∂x1
, . . . ,
∂g(x)
∂xn
)⊤ ∈ Rn and, also denote by ∇2xxg(x) the hessian of g, namely,
∇2xxg(x) = ( ∂
2g(x)
∂xi∂x j
)1≤i, j≤n ∈ Rn×n. For sequences {ak}, {bk} ⊆ R, we write ak = O(bk) if there exists
some M > 0 such that |ak | ≤ M|bk| for all k sufficiently large, and write ak = o(bk) if there exists
some negative sequence {αk} ⊆ R such that limk→∞ αk = 0 and |ak | ≤ αk |bk | for all k sufficiently
large. We also say ak = Θ(bk) if there exist M1,M2 > 0 such that M1|bk | ≤ |ak | ≤ M2|bk | for all k
sufficiently large. For i = 1, 2, . . . , n, we write
Gi(x) :=
∂G(x)
∂xi
.
We also denote R++ := {a ∈ R | a > 0} and
W := Rn × S m × Rs, W++ := {w ∈ W | G(x) ∈ S m++, Y ∈ S m++}.
Additionally, letW+ be the set obtained by replacing S m++ with S m+ inW++. For w := (x, Y, z) ∈
W, ‖w‖ :=
√
‖x‖2
2
+ ‖Y‖2
F
+ ‖z‖2
2
, where ‖ · ‖2 denotes the Euclidean norm.
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2 Preliminaries
2.1 KKT and BKKT conditions for NSDP
We introduce the Karush-Kuhn-Tucker (KKT) conditions for NSDP (1.1).
Definition 2.1. We say that the the Karush-Kuhn-Tucker (KKT) conditions for NSDP (1.1) hold at
x ∈ Rn if there exist a Lagrange multiplier matrix Y ∈ S m and a vector z ∈ Rs such that
∇xL(w) = ∇ f (x) − JG(x)∗Y + ∇h(x)z = 0, (2.1)
G(x) • Y = 0, G(x) ∈ S m+ , Y ∈ S m+ , (2.2)
h(x) = 0, (2.3)
where w := (x, Y, z) ∈ W and JG(x)∗Y := (G1(x) • Y,G2(x) • Y, . . . ,Gn(x) • Y)⊤ and L :W→ R
denotes the Lagrange function for the NSDP, that is,
L(w) := f (x) −G(x) • Y + h(x)⊤z (2.4)
for any w ∈ W. Particularly, we call a triplet w = (x, Y, z) satisfying the KKT conditions a KKT
point of NSDP (1.1).
Below, we define the Mangasarian-Fromovitz constraint qualification (MFCQ), under which
the KKT conditions are necessary optimality conditions of the NSDP.
Definition 2.2. [4, Definition 2.8.6] Let x ∈ Rn be a feasible point of NSDP (1.1). We say that the
Mangasarian-Fromovitz constraint qualification (MFCQ) holds at x if ∇h(x) is of full column rank
and there exists a vector d ∈ Rn such that G(x) +JG(x)d ∈ S m++, where JG(x)d :=
∑n
i=1 diGi(x).
Remark 2.1. Let x ∈ Rn be a local optimum of NSDP (1.1). Under the MFCQ, the KKT conditions
hold at x. Conversely, if f is convex, h is affine, and G is matrix convex in the sense of [4,
Section 5.3.2], x satisfying the KKT conditions is a global optimum of (1.1).
The semi-definite complementarity condition (2.2) has many equivalent representations, among
which the most popular one might be the following:
Sym (G(x)Y) = O, G(x) ∈ S m+ , Y ∈ S m+ . (2.5)
This was originally presented by Alizadeh, Haeberly, and Overton [1] for LSDPs. The Monteiro-
Zhang (MZ) family is the set of search-directions obtained by solving certain scaled Newton equa-
tions associated with condition (2.5). See (2.14). For solving LSDPs, many variants of primal-dual
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interior point methods (called PDIPMS for short) based on the MZ family have been developed
so far. In the context of the NSDP, we believe that Yamashita et al. [41, 42] were the first to study
PDIPMs using the MZ family.
In this paper, we consider the following alternative formulation for (2.2), which was presented
by Monteiro and Tsuchiya [24] in the context of LSDP:
G(x)
1
2YG(x)
1
2 = O, G(x) ∈ S m+ , Y ∈ S m+ , (2.6)
where we can switch the roles of G(x) and Y .
Next, consider the following conditions, which are obtained by perturbing the KKT conditions
with (2.2) replaced by (2.6) in terms of a parameter µ > 0:
∇xL(w) +JG(x)∗Y + ∇h(x)z = 0, (2.7)
G(x)
1
2YG(x)
1
2 = µI, G(x) ∈ S m++, Y ∈ S m++, (2.8)
h(x) = 0. (2.9)
Definition 2.3. Let µ > 0. We say that the barrier KKT (BKKT) conditions hold at x for NSDP (1.1)
if there exist Y ∈ S m and z ∈ Rℓ such that conditions (2.7), (2.8), and (2.9) hold. In particular, we
often call a parameter µ and a triplet (x, Y, z) satisfying the BKKT conditions a barrier parameter
and a BKKT point, respectively.
2.2 The MT family of directions for the NSDP
In this section, we present the Monteiro-Tsuchiya (MT) family of directions that are tailored to
NSDP (1.1) and introduce its important members.
We begin with scaling the two matrices G(x) and Y to
Ĝ(x) := PG(x)P⊤, Ŷ := P−⊤YP−1 (2.10)
with a nonsingular matrix P ∈ Rm×m. Moreover, we denote the scaled form of Gi(x) with P by
Ĝi(x) := PGi(x)P⊤ (i = 1, 2, . . . , n).
Replacing G(x) and Y in condition (2.8) with Ĝ(x) and Ŷ, respectively, we have
Ĝ(x)
1
2 ŶĜ(x)
1
2 = µI, Ĝ(x) ∈ S m++, Ŷ ∈ S m++. (2.11)
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Notice that, for each µ ≥ 0 (2.11) is equivalent to (2.8). Applying the first-order Taylor’s expansion
to the first nonlinear equation in (2.11) yields the following linear equation in (∆x,∆Y) ∈ Rn×S m:
Ĝ(x)
1
2
(
P−⊤∆YP−1
)
Ĝ(x)
1
2 + UŶĜ(x)
1
2 + Ĝ(x)
1
2 ŶU = µI − Ĝ(x) 12 ŶĜ(x) 12 , (2.12)
where U ∈ S m denotes the Gaˆteaux differential for Ĝ(x) 12 in the direction ∆x. In a manner similar
to [24, Lemma 2.2], we can show that the matrix U solves the following linear equation parame-
terized with ∆x: (
UĜ(x)
1
2 + Ĝ(x)
1
2U =
)
L
Ĝ(x)
1
2
(U) =
n∑
i=1
∆xiĜi(x). (2.13)
For the definition of L(·)(·), see Notations and terminologies. Now, let us define the Monteiro-
Tsuchiya (MT) family of directions for NSDP (1.1).
Definition 2.4. The Monteiro-Tsuchiya (MT) family of directions for NSDP (1.1) is the family
comprising directions ∆w = (∆x,∆Y,∆z) ∈ W such that (∆x,∆Y) is a solution of the linear
equation (2.12) parameterized with a nonsingular matrix P and a barrier parameter µ.
The MT family reduces to several important classes of directions by selecting the matrix P
appropriately. Below, we give some members of the MT family together with the corresponding
scaling matrices P and relevant equations on Ĝ(x) and Ŷ .
NT direction: P = Y
1
2 . Then, Ĝ(x) = Y
1
2G(x)Y
1
2 , Ŷ = I.
H.K.M. direction: P = G(x)−
1
2 . Then, Ĝ(x) = I, Ŷ = G(x)−
1
2YG(x)−
1
2 .
H.K.M.-dual direction: P = (YG(x)Y)
1
2 . Then, ŶĜ(x)Ŷ = I.
MTW direction: P = W−
1
2 where W := G(x)
1
2 (G(x)
1
2YG(x)
1
2 )−
1
2G(x)
1
2 .∗ Then, Ĝ(x) = Ŷ.
Notice that, for the above directions, the scaled matrices Ĝ(x) and Ŷ commute, namely, Ĝ(x)Ŷ =
ŶĜ(x). The MZ family is composed by search directions ∆w with (∆x,∆Y) solving
Sym
Ĝ(x)P−⊤∆YP−1 + n∑
i=1
∆xiĜi(x)Ŷ
 = µI − Sym (Ĝ(x)Ŷ) . (2.14)
In fact, the above NT and H.K.M. directions correspond with those derived by Yamashita’s group
[41, 42] from (2.14) by setting P = W−
1
2 ,G(x)−
1
2 , respectively. As pointed out by Todd [23] for
LSDPs, the H.K.M.-dual direction is also obtained from (2.14) with P = Y
1
2 .
Finally, it is worthwhile to mention that ‖G(x) 12YG(x) 12 − µI‖F is scaling invariant, that is, the
identity ‖Ĝ(x) 12 ŶĜ(x) 12 − µI‖F = ‖G(x) 12YG(x) 12 − µI‖F holds.
∗We have the identityW = Y−
1
2 (Y
1
2G(x)Y
1
2 )
1
2 Y−
1
2 .
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3 MT based primal-dual interior point method
In this section, we present a PDIPM using the MT direction family. For the description, we first
prepare the nonlinear function ΞPµ :W→W defined by
ΞPµ (w) :=

∇xL(w)
Ĝ(x)
1
2 ŶĜ(x)
1
2 − µI
h(x)

for a barrier parameter µ > 0, a scaling matrix P, and w = (x, Y, z) ∈ W, where the function
L :W→W is the Lagrange function for NSDP (1.1).
3.1 Description of the proposed algorithm
Similar to many classical PDIPMs, the algorithm that we will present tries to find a KKT point
of NSDP (1.1) by closely tracking a so-called central path that is formed by BKKT points of
NSDP (1.1) and driving a barrier parameter to zero.
Recall W++ = {w ∈ W | G(x) ∈ S m++, Y ∈ S m++}. Given µ > 0 and w ∈ W++, we produce
two search directions ∆tw and ∆cw by solving certain scaled Newton equations based on the MT
family which will be shown shortly. We refer to steps along these directions as tangential and
central steps, respectively. We then produce an intermediate point, say w 1
2
, and the next point, say
w+, by
w 1
2
:= w + st∆tw, w+ := w 1
2
+ sc∆cw, (3.1)
where st, sc ∈ (0, 1] are step-sizes.
The Newton equations mentioned above are described as follows. Consider the following MT
based linear equations parameterized with µ ≥ 0 and a nonsingular matrix P ∈ Rm×m:
JΞPµ (w)∆tw =

0
−µI
0
 , (3.2)
JΞPµ (w)∆cw = −ΞPµ (w), (3.3)
where JΞPµ (w) denotes the Jacobian of ΞPµ (w) with respect to w. The scaled Newton equations
that we solve for obtaining the directions ∆tw and ∆cw are actually the linear equation (3.2) with
(w, µ) = (w, µ) and equation (3.3) with (w, µ) = (w 1
2
, µ+), respectively. Here, P can be selected
adaptively, and
µ+ := (1 − st)µ.
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Let us consider how w 1
2
and µ+ may be interpreted. Perturb the BKKT equation Ξ
P
µ (w) = 0 to
ΞPµ (w) = Ξ
P
µ
(w) and assume JΞP
µ
(w) to be nonsingular. By the implicit function theorem, there
exist a scalar δµ > 0 and a smooth curve v(·) : [µ − δµ, µ + δµ]→W++ such that v(µ) = w and
ΞPµ (v(µ)) = Ξ
P
µ
(w), ∀µ ∈ [µ − δµ, µ + δµ]. (3.4)
Compared to v(µ), v(µ − δµ) can be a better approximation to a KKT point in view of the fact that
‖ΞP
0
(v(µ − δµ))‖ is upper-bounded by a smaller quantity than that of ‖ΞP0 (v(µ))‖. Indeed,
‖ΞP0 (v(µ − δµ))‖ ≤ ‖ΞPµ−δµ(v(µ − δµ))‖ + ‖(µ − δµ)I‖F
= ‖ΞP
µ
(w)‖ + √m(µ − δµ) (by (3.4) with µ = µ − δµ),
while ‖ΞP
0
(v(µ))‖ = ‖ΞP
0
(w)‖ ≤ ‖ΞP
µ
(w)‖ + √mµ. Inspired by this observation, we trace the curve
v by making a step along the tangential direction v˙(µ) := d
dµ
v(µ). Actually, v˙(µ) is the solution of
the equation JΞP
µ
(v(µ))∗v˙(µ) = [0, I, 0]⊤, which is obtained by differentiating equation (3.4) with
respect to µ at µ = µ and using the relation d
dµ
ΞPµ (w) = [0,−I, 0]⊤. Comparing this equation to the
one (3.2) with (w, µ) := (w, µ) = (v(µ), µ), we see ∆tw = −µv˙(µ), and hereby, (3.1) and v(µ) = w
imply
w 1
2
= v(µ) − stµv˙(µ) ≈ v((1 − st)µ) = v(µ+).
Hence, w 1
2
may be interpreted as a first-order approximation of v(µ+). The idea of the tangential
direction is also found in [7, Section 5] about PDIPMs for nonlinear optimization.
Next, let us consider what role the central step plays. Recall that w ∈ W++ which satisfies
ΞP
µ+
(w) = 0 is a BKKT point with µ+ of the NSDP. In view of the fact that ∆cw is a solution of
the linear equation (3.3) with (w, µ) = (w 1
2
, µ+), we may expect it to get closer to the set of BKKT
points with µ = µ+ by proceeding along ∆cw.
For the sake of analysis in the subsequent sections, we describe equations (3.2) and (3.3)
more specifically as below. Here, ∆tw and ∆cw in (3.2) and (3.3) are simply expressed as ∆w =
(∆x,∆Y,∆z).
∇2xxL(w)∆x − JG(x)∗∆Y + ∇h(x)∆z =

0 for (3.2)
−∇xL(w) for (3.3),
(3.5)
Ĝ(x)
1
2
(
P−⊤∆YP−1
)
Ĝ(x)
1
2 + UŶĜ(x)
1
2 + Ĝ(x)
1
2 ŶU =

−µI for (3.2)
µI − Ĝ(x) 12 ŶĜ(x) 12 for (3.3),
(3.6)
∇h(x)⊤∆x =

0 for (3.2)
−h(x) for (3.3),
(3.7)
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where U ∈ S m is a solution of (2.13) and represented as U = ∑ni=1 ∆xiL−1
Ĝ(x)
1
2
(Ĝi(x)).
Now, our PDIPM is formally stated as in Algorithm 1, in which the step-sizes st and sc in (3.1)
are computed as in Lines 5 and 10, respectively, in such a way that G(x) ∈ S m++ and Y ∈ S m++ are
preserved. Under some assumptions, we will prove that ℓ¯k = m¯k+ 1
2
= 0 eventually holds, which
together with other several properties finally establishes the superlinear convergence to a KKT
point.
Algorithm 1 may not be globally convergent under stringent assumptions. One common way
for endowing it with the global convergence property is to combine Algorithm 1 and globaliza-
tion techniques based on a decent method using an appropriate merit function for NSDP (1.1).
However, in this paper, we leave this issue to future studies and focus on the local convergence
property.
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Algorithm 1MT based primal-dual interior point method
Require: Choose α, β ∈ (0, 1), and γ > 0. Choose w0 = (x0, Y0, z0) ∈ W++ and set µ0 ←
γ‖ΞI
0
(w0)‖. Set k ← 0.
1: repeat
2: Scaling: Select a scaling matrix Pk ∈ Rm×m being nonsingular and scale G(xk) and Yk by
Ĝ(xk)← PkG(xk)P⊤k , Ŷk ← P−⊤k YkP−1k .
3: Tangential Step: Solve the scaled Newton equation (3.2) with (w, µ, P) = (wk, µk, Pk) to
obtain ∆tw
k = (∆tx
k,∆tYk,∆tz
k).
4: Find the smallest integer ℓ¯k ≥ 0 satisfying
G
(
xk + βℓ¯k(1 −min (0.95, µk)α)∆txk
)
∈ S m++,
Yk + β
ℓ¯k(1 −min(0.95, µk)α)∆tYk ∈ S m++.
5: Set st
k
← βℓ¯k(1 −min(0.95, µk)α) and wk+ 12 ← wk + stk∆twk.
6: Update the barrier parameter: µk+1 ←
(
1 − st
k
)
µk
7: Scaling: Select a scaling matrix Pk+ 1
2
∈ Rm×m being nonsingular and scale G(xk+ 12 ) and
Yk+ 1
2
by
Ĝ(xk+
1
2 )← Pk+ 1
2
G(xk+
1
2 )P⊤
k+ 12
, Ŷk+ 1
2
← P−⊤
k+ 12
Yk+ 1
2
P−1
k+ 12
.
8: Centering Step: Solve the scaled Newton equation (3.3) with (w, µ, P) =
(wk+
1
2 , µk+1, Pk+ 1
2
) to obtain ∆cw
k+ 1
2 .
9: Find the smallest integer m¯k+ 1
2
≥ 0 satisfying
G(xk + βm¯k∆cx
k+ 1
2 ) ∈ S m++, Yk + β
m¯
k+ 1
2 ∆cYk+ 1
2
∈ S m++.
10: Set sc
k+ 12
← βm¯k+ 12 and wk+1 ← wk+ 12 + sc
k+ 12
∆cw
k+ 1
2 .
11: Update: Set k ← k + 1
12: until ‖ΞI
0
(wk)‖ = 0.
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4 Local convergence analysis of Algorithm 1
In this section, we prove the superlinear convergence of Algorithm 1. The analysis is specific to
the MT family. In particular, its notable features are summarized as in the following remarks.
Remark 4.1. (i) The function ΞPµ is not normally defined at a point satisfying G(x) ∈ S m \ S m+
due to the presence of G(x)
1
2 , and as a result, neither is its Jacobian on a boundary point,
i.e., a point such that G(x) ∈ S m+ \S m++. This fact causes difficulties on analyzing the limiting
behavior of MT scaling directions.
(ii) The analysis will be made under general assumptions (Assumption 4.1) on scaling matrices
used for producing MT scaling directions. Whereas Yamashita and Yabe [41] presented
local convergence analysis for each of AHO, NT, and H.K.M. directions individually, we can
show the superlinear convergence result for a wider class of scaling matrices in a unified
manner by virtue of these assumptions. The assumptions are actually fulfilled by major MT
members (Proposition 4.2).
Henceforth, we assume that the functions f , G, and h are three times continuously differen-
tiable, and let w∗ := (x∗, Y∗, z∗) be a KKT point of NSDP (1.1) that satisfies the following regularity
conditions. These conditions are all adopted in the recent researches [27, 39, 41] on PDIPMs for
NSDPs:
Nondegeneracy condition: Let r∗ := rankG(x∗) and let ei (i = 1, 2, . . . ,m − r∗) be an orthonor-
mal basis of the null space of G(x∗). Then, the vectors vi j ∈ Rn (1 ≤ i ≤ j ≤ m − r∗) and
∇hi(x∗) (i = 1, 2, . . . , ℓ) are linearly independent, where
vi j := (e
⊤
i G1(x∗)e j, · · · , e⊤i Gn(x∗)e j)⊤ ∈ Rn (1 ≤ i ≤ j ≤ m − r∗).
Second-order sufficient condition: ∇2xxL(w∗) + H(x∗, Y∗) is positive definite on the critical cone
C(x∗) at x∗, which is defined by
C(x∗) :=
{
d ∈ Rn | ∇ f (x∗)⊤d = 0,∇h(x∗)⊤d = 0,JG(x∗)d ∈ TS m+ (G(x∗))
}
,
where TS m+ (G(x
∗)) denotes the tangent cone of S m+ atG(x
∗) and H(x∗, Y∗) is the matrix in S n whose
entries are given by
(H(x∗, Y∗))i, j := 2Y∗ • Gi(x∗)G(x∗)†G j(x∗)
for i, j = 1, 2, . . . , n. Here, G(x∗)† denotes the Moore-Penrose inverse matrix of G(x∗).
Strict complementarity condition: It holds that G(x∗) + Y∗ ∈ S m++.
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For detailed explanations of the above three conditions, we refer readers to, e.g., [32, 41] or [4].
In what follows, we study the local convergence behavior of Algorithm 1 in a sufficiently small
neighborhood of w∗. For the sake of analysis, we introduce the following functions Φ1µ,Φ
2
µ :W→
W:
Φ1µ(w) :=

∇xL(w)
G(x)Y − µI
h(x)
 , Φ2µ(w) :=

∇xL(w)
Sym (G(x)Y) − µI
h(x)
 . (4.1)
We often use the following relation: For any µ ≥ 0 and w ∈ W,
‖Φ1µ(w)‖ ≥ ‖Φ2µ(w)‖. (4.2)
Under the above three regularity conditions of w∗, the Jacobian of Φ2
0
is nonsingular at w∗ by
[41, Corollary 1]. Then, by the implicit function theorem along with the strict complementarity
condition, we can ensure that there exist a scalar µ¯ > 0 and a continuous path v∗ : [0, µ¯] → W+
such that v∗(0) = w∗, it is smooth in (0, µ¯), and Φ2µ(v
∗(µ)) = 0 (µ ∈ [0, µ¯]), which indicates that
v∗(µ) = (x∗(µ), Y∗(µ), z∗(µ)) is a BKKT point with a barrier parameter µ ∈ (0, µ¯]. Hereafter, we
often refer to the smooth path v∗ as the central path that emanates from w∗.
Associated with the central path, we define the following set for r > 0 and µ ∈ (0, µ¯] to
measure the deviation of given iterates from the central path:
N rµ :=
{
w = (x, Y, z) ∈ W++ | ‖Φ1µ(w)‖ ≤ r
}
.
The following proposition concerns an error bound on ‖w˜ℓ −w∗‖ that will play a crucial role in the
convergence analysis. It follows immediately from [41, Theorem 1].
Theorem 4.1. Let {µ˜ℓ} ⊆ R++ and {rℓ} ⊆ R++ be a sequence such that limℓ→∞ µ˜ℓ = 0 and rℓ =
o(µ˜ℓ). Moreover, let {w˜ℓ} ⊆ W++ be a sequence satisfying w˜ℓ ∈ N rℓµℓ for each ℓ and limℓ→∞ w˜ℓ =
w∗. Then, ‖w˜ℓ − w∗‖ = Θ(µ˜ℓ).
4.1 Main results
To make our goal clear, we first present our main results without proofs. We shall make the
following assumptions:
Assumption 4.1. For each k, scaling matrices Pk and Pk+ 1
2
are set to P(wk) and P(wk+ 12 ), respec-
tively, where P : W++ → Rm×m is a function satisfying the following conditions, where w∗ is the
KKT point defined in the beginning of this Section 4:
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(P1) P(w) is nonsingular for any w ∈ W++.
(P2) There exists ξ ∈ (0, 1) such that, for arbitrarily chosen sequences {w˜ℓ} := {(x˜ℓ, Y˜ℓ, z˜ℓ)} ⊆
W++, {µ˜ℓ} ⊆ R++, and {rℓ} ⊆ R++ satisfying
lim
ℓ→∞
(w˜ℓ, µ˜ℓ) = (w
∗, 0), w˜ℓ ∈ N rℓ
µ˜ℓ
, rℓ = τµ˜
1+ξ
ℓ
, (4.3)
where τ > 0, the sequence
{Ziℓ} :=
µ˜ℓP(w˜ℓ)−1L−1
Ĝ
1
2
ℓ
(Ĝi(x˜ℓ))Ĝ−
1
2
ℓ
P(w˜ℓ)
 ⊆ Rm×m
is bounded for each i = 1, 2, . . . , n, where
Gℓ := G(x˜
ℓ), Ĝℓ := P(w˜ℓ)GℓP(w˜ℓ)⊤, Ĝi(x˜ℓ) := P(w˜ℓ)Gi(x˜ℓ)P(w˜ℓ)⊤.
One may ask how general the above conditions (P1) and (P2) are. We answer this question
in the following proposition. We defer its proof to Appendix. In the proof, we often make use of
Proposition 4.8, which will be presented in Section 4.2.
Theorem 4.2. If the function P attains at any w ∈ W either (i) the identity matrix or (ii) the scal-
ing matrix for H.K.M. direction, it satisfies conditions (P1) and (P2) for any ξ ∈ (0, 1). Moreover,
it also does so for any ξ ∈ [1
2
, 1) when it attains at any w the scaling matrix corresponding to any
one of (iii) NT, (iv) H.K.M.-dual, and (v) MTW directions.
The following theorem states the superlinear convergence of Algorithm 1 started from a point
that stays in a small neighborhood of the central path and is furthermore sufficiently close to the
KKT point w∗. The proof will be given in Section 4.3 after preparing some preliminary results
in the subsequent section. In the theorem, α is the constant chosen in the initial setting of Algo-
rithm 1. In addition, let ξ ∈ (0, 1) and τ > 0 be the constants described in condition (P2) and also
ξ′ ∈ (0, 1) be a constant satisfying
ξ − α
1 + α
> ξ′ >
ξ
2
, 0 < α <
ξ
ξ + 2
. (4.4)
For example, the above conditions are fulfilled by (ξ, ξ′, α) = (1/2, 1/3, 1/10).
Theorem 4.1. Suppose that Assumption 4.1 holds and w0 is sufficiently close to w∗ and satisfies
w0 ∈ Nτµ
1+ξ
0
µ0 with µ0 = τ‖ΞI0(w0)‖. Then, (i) it holds that, for each k ≥ 0, the linear equation (3.2)
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with (w, µ, P) = (wk, µk, Pk) and equation (3.3) with (w, µ, P) = (w
k+ 1
2 , µk+1, Pk+ 1
2
) are uniquely
solvable and
µk+1 = µ
1+α
k
< µk, (4.5)
st
k
= 1 − µα
k
, wk+
1
2 = wk + (1 − µα
k
)∆tw
k ∈ Nτµ
1+ξ′
k+1
µk+1 , (4.6)
sc
k+ 12
= 1, wk+1 = wk+
1
2 + ∆cw
k+ 1
2 ∈ Nτµ
1+ξ
k+1
µk+1 . (4.7)
(ii) Furthermore, the generated sequence {wk} converges to w∗ superlinearly at the order of 1+α ∈
(1, 4/3), namely,
‖wk+1 − w∗‖ = O(‖wk − w∗‖1+α).
4.2 Preliminary results for Theorem 4.1
In this section, we consider arbitrary sequences {w˜ℓ} ⊆ W++, {µ˜ℓ} ⊆ R++, and {rℓ} ⊆ R++ satisfy-
ing (4.3) in condition (P2). In addition, we define a sequence of nonsingular matrices {P˜ℓ} ⊆ Rm×m
by P˜ℓ := P(w˜ℓ) for each ℓ ≥ 0, where P : W++ → Rm×m is a matrix-valued function satisfying
conditions (P1) and (P2). We will discuss properties of these sequences. Note that the above se-
quences are not necessarily ones generated by Algorithm 1. They are just introduced for the sake
of convergence analysis of the algorithm.
4.2.1 Uniqueness and error bounds of the solutions of the linear equations (3.2) and (3.3)
In this section, we aim to show the following proposition concerning unique solvability of the
linear equations (3.2) and (3.3) near w∗ and error bounds of their solutions.
Theorem 4.3. For any ℓ ≥ ℓ0 with ℓ0 sufficiently large, the linear equations (3.2) and (3.3) with
(P,w, µ) = (P˜ℓ, w˜
ℓ, µ˜ℓ) have unique solutions, say ∆cw˜
ℓ and ∆tw˜
ℓ, respectively. In particular, we
have
1. ‖∆tw˜ℓ‖ = O(µ˜ℓ), and
2. ‖∆cw˜ℓ‖ = O(µ˜1+ξℓ ).
Error bounds and uniqueness of solutions of the Newton equations play key roles in the local
convergence analysis of the PDIPMs using the MZ family [27, 39, 41], in which the proofs are
based on the nonsingularity of the Jacobian of the function Φ2
0
. However, as explained in Re-
mark 4.1, the Jacobian of ΞP
0
is unavailable at the KKT point w∗ in general and thus a different
approach is necessary for proving Proposition 4.3.
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To prove Proposition 4.3, we define the following linear mapping Tw,P :W→W for a triplet
w = (x, Y, z) ∈ W and a nonsingular matrix P ∈ Rm×m:
Tw,P(∆w) :=

∇2xxL(w)∆x − JG(x)∗∆Y + ∇h(x)∆z
Sym
(
G(x)∆Y +
∑n
i=1 ∆xiSiP(x, Y)
)
∇h(x)⊤∆x
 ,
where ∆w = (∆x,∆Y,∆z) ∈ W and
SiP(x, Y) := P−1
(
Ĝ(x)
1
2UiŶ + Ĝ(x)ŶUiĜ(x)
− 1
2
)
P,
Ui := L−1
Ĝ(x)
1
2
(Ĝi(x)) (4.8)
for (x, Y) ∈ Rn × S m, P ∈ Rm×m, and i = 1, 2, . . . , n. We then consider the following linear
equations:
Tw,P(∆tw) =

0
−µI
0
 , (4.9)
Tw,P(∆cw) =

∇xL(w)
−Sym(G(x)Y) + µI
−h(x)
 . (4.10)
Lemma 4.1. Solving equation (3.2) is equivalent to solving equation (4.9), and the same holds for
solving equations (3.3) and (4.10).
Proof. We show this lemma only for equations (3.3) and (4.10) because the equivalency of (3.2)
and (4.9) can be shown in a similar manner. To this end, it suffices to show that the solution set
of the second component equation of (3.3) (see also the second line of (3.6)) is identical to that of
(4.10), namely, we show
Sym
G(x)∆Y + n∑
i=1
∆xiSiP(x, Y)
 = µI − Sym(G(x)Y) (4.11)
⇐⇒ Ĝ(x) 12∆ŶĜ(x) 12 + 2Sym
 n∑
i=1
∆xiUiŶĜ(x)
1
2
 = µI − Ĝ(x) 12 ŶĜ(x) 12 , (4.12)
where ∆Ŷ := P−⊤∆YP−1. We first show the part (⇐). Multiplying P−1Ĝ(x) 12 and Ĝ(x)− 12P from
the left and right sides on both sides of (4.12), respectively, we have
P−1Ĝ(x)∆ŶP +
n∑
i=1
∆xiSiP(x, Y) = µI − P−1Ĝ(x)ŶP,
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which can be rewritten asG(x)∆Y+
∑n
i=1 ∆xiSiP(x, Y) = µI−G(x)Y via (2.10) and ∆Ŷ = P−⊤∆YP−1.
Summarizing this equation readily implies equation (4.11).
We next show the converse direction (⇒). For each i = 1, 2, . . . , n, let
Qi := 2P
⊤Sym
(
Ĝ(x)−
1
2UiŶ
)
P ∈ S m.
By taking into account (2.10) and the fact that G(x)P⊤Ĝ(x)−
1
2 = P−1Ĝ(x)
1
2 , it follows that,
SiP(x, Y) = G(x)Qi.
Then, in terms of LG(x), equation (4.11) is equivalently transformed as
LG(x)
∆Y + n∑
i=1
∆xiQi + Y
 = 2µI. (4.13)
Note the fact that given A ∈ S m++ and B ∈ S m, the linear matrix equation LAX = B has a unique
solution in X ∈ S m. Then, equation (4.13) together with G(x) ∈ S m++ and L−1G(x)I = G(x)−1/2
implies ∆Y = µG(x)−1 − ∑ni=1 ∆xiQi − Y . Multiplying Ĝ(x) 12P−⊤ and P−1Ĝ(x) 12 from the left and
right sides of both sides of this equation, respectively, and recalling (2.10) again yield the desired
equation (4.12). This completes the proof. 
The above lemma indicates that, to examine the linear equations (3.2) and (3.3), we may
consider (4.9) and (4.10) alternatively. This is beneficial because, as stated in the following propo-
sition, the limit operator of the sequence {T
w˜ℓ ,P˜ℓ
}ℓ≥0 coincides with the Jacobian of Φ20 at w∗ (recall
(4.1)), which is actually a one-to-one and onto mapping.
Theorem 4.4. It holds that (i)
lim
ℓ→∞
T
w˜ℓ ,P˜ℓ
= T∗,
where T∗ :W→W is the linear mapping defined by
T∗(∆w) :=

∇2xxL(w∗)∆x − JG(x∗)∗∆Y + ∇h(x∗)∆z
Sym
(
G(x∗)∆Y +
∑n
i=1 ∆xiGi(x∗)Y∗
)
∇h(x∗)⊤∆x

for any ∆w ∈ W. (ii) Furthermore, T∗ is a one-to-one and onto mapping.
Proof. (i) We show only the convergence on the second component of T
w˜ℓ ,P˜ℓ
, namely, for any
∆w = (∆x,∆Y,∆z), we show that
lim
ℓ→∞
Sym
Gℓ∆Y + n∑
i=1
∆xiSiP(x˜ℓ, Y˜ℓ)
 = Sym
G(x∗)∆Y + n∑
i=1
∆xiGi(x∗)Y∗
 .
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To prove this equation, since limℓ→∞Gℓ = G(x∗), it suffices to show that
lim
ℓ→∞
Si
P˜ℓ
(x˜ℓ, Y˜ℓ) = Gi(x∗)Y∗ (4.14)
for an arbitrary index i ∈ {1, 2, . . . , n}. Choose i ∈ {1, 2, . . . , n} arbitrarily. Note that, for any
w ∈ W, we have
SiP(x, Y) = P−1
(
Ĝi(x)Ŷ − UiĜ(x)
1
2 Ŷ + Ĝ(x)ŶUiĜ(x)
− 1
2
)
P
=P−1
(
Ĝi(x)Ŷ − UiĜ(x)
1
2 Ŷ + µUiĜ(x)
− 1
2 + (Ĝ(x)Ŷ − µI)UiĜ(x)−
1
2
)
P
=P−1
(
−UiĜ(x)−
1
2 (Ĝ(x)Ŷ − µI) + Ĝi(x)Ŷ + (Ĝ(x)Ŷ − µI)UiĜ(x)−
1
2
)
P
= − P−1UiĜ(x)−
1
2P(G(x)Y − µI) + Gi(x)Y + (G(x)Y − µI)P−1UiĜ(x)−
1
2P,
where the first equality follows because Ĝ(x)
1
2Ui = Ĝi(x)−UiĜ(x) 12 by (4.8). Since ‖GℓY˜ℓ−µ˜ℓI‖F ≤
τµ˜
1+ξ
ℓ
from w˜ℓ ∈ Nτµ˜
1+ξ
ℓ
µ˜ℓ
, it holds that
Φi,ℓ :=
∥∥∥∥∥∥∥−P˜−1ℓ L−1Ĝ 12
ℓ
(
Ĝi(x˜ℓ)
)
Ĝ
− 1
2
ℓ
P˜ℓ
(
GℓY˜ℓ − µ˜ℓI
)
+
(
GℓY˜ℓ − µ˜ℓI
)
P˜−1ℓ L−1
Ĝ
1
2
ℓ
(
Ĝi(x˜ℓ)
)
Ĝ
− 1
2
ℓ
P˜ℓ
∥∥∥∥∥∥∥
F
≤ 2
∥∥∥∥∥∥∥P˜−1ℓ L−1Ĝ 12
ℓ
(
Ĝi(x˜ℓ)
)
Ĝ
− 1
2
ℓ
P˜ℓ
∥∥∥∥∥∥∥
F
∥∥∥GℓY˜ℓ − µ˜ℓI∥∥∥F
≤ 2µ˜ℓ
∥∥∥∥∥∥∥P˜−1ℓ L−1Ĝ 12
ℓ
(
Ĝi(x˜ℓ)
)
Ĝ
− 1
2
ℓ
P˜ℓ
∥∥∥∥∥∥∥
F
·
τµ˜
1+ξ
ℓ
µ˜ℓ
= O(µ˜
ξ
ℓ
),
where the second equality holds from the boundedness of {Zi
ℓ
} assumed in condition (P2). Hence,
noting ξ > 0 and limℓ→∞ µ˜ℓ = 0, we have limℓ→∞Φi,ℓ = 0. This fact readily yields ‖S iP(x˜ℓ, Y˜ℓ) −
Gi(x∗)Y∗‖F ≤ Φi,ℓ + ‖Gi(x˜ℓ)Y˜ℓ −Gi(x∗)Y∗‖F → 0 as ℓ → ∞. This means that (4.14) is valid. Since
i was arbitrary, we obtain the desired consequence.
(ii) Notice that T∗ is nothing but the Jacobian of the function Φ20(w) at the KKT point w∗.
Based on this fact, we can prove that T∗ is a one-to-one and onto mapping in a manner simi-
lar to [41, Theorem 1] in the presence of the nondegeneracy, second-order sufficient, and strict
complementarity conditions at w∗, which were assumed in the beginning of the section. 
Now, by means of Proposition 4.4, let us prove Proposition 4.3.
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Proof of Proposition 4.3
By item (ii) of Proposition 4.4, by taking ℓ sufficiently large, T
w˜ℓ,P˜ℓ
is a one-to-one and onto
mapping and hence equations (4.9) and (4.10) have unique solutions. Therefore, by Lemma 4.1,
equation (3.2) with (P,w, µ) = (P˜ℓ, w˜
ℓ, µ˜ℓ) turn out to posses the following solution (4.15) at w˜
ℓ
uniquely, and the same relation holds between (3.3) and (4.16).
∆tw˜
ℓ = T
w˜ℓ ,P˜ℓ
(w˜ℓ)−1ηtℓ, (4.15)
∆cw˜
ℓ = T
w˜ℓ ,P˜ℓ
(w˜ℓ)−1ηcℓ, (4.16)
where
ηtℓ :=

0
−µ˜ℓI
0
 , ηcℓ :=

∇xL(w˜ℓ)
µ˜ℓI − Sym(GℓY˜ℓ)
−h(x˜ℓ)

for each ℓ. We next show the second-half claim. It follows that
‖ηcℓ‖ = O(µ˜1+ξℓ ) (4.17)
from w˜ℓ ∈ Nτµ˜
1+ξ
ℓ
µ˜ℓ
and ‖µ˜ℓI − Sym(GℓY˜ℓ)‖F ≤ ‖µ˜ℓI −GℓY˜ℓ‖F . Moreover, we have
‖ηtℓ‖ =
√
mµ˜ℓ (4.18)
by definition. As the limit of {T
w˜ℓ ,P˜ℓ
} is a one-to-one and onto mapping by item (ii) of Propo-
sition 4.4, equations (4.15) and (4.16) derive ‖∆tw˜ℓ‖ = Θ(‖ηtℓ‖) and ‖∆cw˜ℓ‖ = Θ(‖ηcℓ‖), which
together with (4.17) and (4.18) imply
‖∆tw˜ℓ‖ = O(µ˜ℓ), ‖∆cw˜ℓ‖ = O(µ˜1+ξℓ ).
The proof is complete. 
4.2.2 Effectiveness of tangential and centering steps
In this section, we give crucial properties holding at the next points we moved to in the tangential
and centering steps. Specifically, we show the following two propositions, where α, ξ, and ξ′
are constants satisfying (4.4). Henceforth, ℓ0 is the positive integer defined in Proposition 4.3
and moreover, ∆tw˜
ℓ and ∆cw˜
ℓ are the unique solutions of the linear equations (3.2) and (3.3) with
(P,w, µ) = (P˜ℓ, w˜
ℓ, µ˜ℓ), respectively, for each ℓ ≥ ℓ0.
Theorem 4.5. The following properties hold:
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1. Choose a sequence {sℓ} ⊆ (0, 1] arbitrarily. For ℓ ≥ ℓ0, we have ‖G(x˜ℓ + sℓ∆t x˜ℓ)(Y˜ℓ +
sℓ∆tY˜ℓ) − µ(sℓ)I‖F = O(µ˜1+ξℓ ) with µ(sℓ) := (1 − sℓ)µ˜ℓ.
2. Choose α ∈ (0, ξ) arbitrarily. Then,
G(x˜ℓ + (1 − µ˜αℓ )∆t x˜ℓ) ∈ S m++, Y˜ℓ + (1 − µ˜αℓ )∆tY˜ℓ ∈ S m++ (4.19)
hold for any sufficiently large ℓ ≥ ℓ0.
3. Let w˜
ℓ+ 12
t := w˜
ℓ + (1 − µ˜α
ℓ
)∆tw˜
ℓ and µ˜ℓ+ 1
2
:= µ˜1+α
ℓ
for each ℓ. Then, w˜
ℓ+ 12
t ∈ N
τµ˜
1+ξ′
ℓ+ 1
2
µ˜
ℓ+ 1
2
holds for
any sufficiently large ℓ ≥ ℓ0.
Theorem 4.6. The following properties hold:
1. Choose a sequence {sℓ} ⊆ (0, 1] arbitrarily. Then, we have
‖G(x˜ℓ + sℓ∆c x˜ℓ)(Y˜ℓ + sℓ∆cY˜ℓ) − µ˜ℓI‖F = O((1 − sℓ)µ˜1+ξℓ + 2sℓµ˜
1+2ξ
ℓ
).
2. For any sufficiently large ℓ ≥ ℓ0, we have
G(x˜ℓ + ∆c x˜
ℓ) ∈ S m++, Y˜ℓ + ∆cY˜ℓ ∈ S m++. (4.20)
3. Choose 0 < κ < ξ and let w˜
ℓ+ 1
2
c := w˜
ℓ +∆cw˜
ℓ for each ℓ. Then, w˜
ℓ+ 1
2
c ∈ N
τµ˜1+2κ
ℓ
µ˜ℓ
holds for any
sufficiently large ℓ ≥ ℓ0.
The first proposition claims that the next point after performing the tangential step is eventually
accommodated by N
τµ˜
1+ξ′
ℓ+ 1
2
µ˜
ℓ+ 1
2
, which contains N
τµ˜
1+ξ
ℓ+ 1
2
µ˜
ℓ+ 1
2
because ξ >
ξ−α
1+α
> ξ′. On the other hand, the
second one claims that the next point after the centering step is eventually accepted by Nτµ˜
1+2κ
ℓ
µ˜ℓ
,
which is contained by Nτµ˜
1+ξ
ℓ
µ˜ℓ
if κ is chosen to be
ξ
2
< κ.
In order to prove the above propositions, we make use of the following two propositions.
Theorem 4.7. Let F : Rp → Rq be a twice continuously differentiable function and {(vℓ,∆vℓ)} ⊆
R
p×Rp be a sequence converging to some point (v∗, 0) ∈ Rp×Rp. Then,
∥∥∥F(vℓ + ∆vℓ) − F(vℓ) − ∇F(vℓ)⊤∆vℓ∥∥∥
2
=
O(‖∆vℓ‖2
2
).
Proof. By Taylor’s theorem, Fi(v
ℓ + ∆vℓ) − Fi(vℓ) − ∇Fi(vℓ)⊤∆vℓ =
∫ 1
0
(1 − t)(∆vℓ)⊤∇2Fi(vℓ +
t∆vℓ)∆vℓdt for i = 1, 2, . . . , p, which yields the assertion. 
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The second proposition is derived from the following lemma, whose proof is given in appendix A.
Lemma 4.2. For matrices A, B ∈ S m and a scalar µ ∈ R, it holds that
‖ABA − µI‖2F +
‖A2B − BA2‖2
F
2
= ‖A2B − µI‖2F .
Theorem 4.8. Let X ∈ S m+ , Y ∈ S m, and µ ∈ R. Then, ‖X
1
2YX
1
2 − µI‖F ≤ ‖XY − µI‖F .
Proof. The assertion follows from Lemma 4.2 with (A, B) = (X
1
2 , Y). 
In what follows, we prove Proposition 4.5 and Proposition 4.6.
Proof of Proposition 4.5
We often use the following facts from item 1 of Proposition 4.3:
‖∆t x˜ℓ‖2 = O(µ˜ℓ), ‖∆tY˜ℓ‖F = O(µ˜ℓ), ‖∆tw˜ℓ‖ = O(µ˜ℓ). (4.21)
For each ℓ, let ∆tx
ℓ
i
∈ R be the i-th element of ∆txℓ,
∆tGℓ :=
n∑
i=1
∆tx
ℓ
iGi(x˜ℓ), ∆tĜℓ :=
n∑
i=1
∆tx
ℓ
i Ĝi(x˜ℓ) = Pℓ∆tGℓP⊤ℓ . (4.22)
Define Rℓ(∆x˜) := G(x˜
ℓ + ∆x) − Gℓ −
∑n
i=1 ∆xiGi(x˜ℓ) ∈ S m for any ∆x ∈ Rn. By (4.21) and
Proposition 4.7 with F replaced by G,
‖Rℓ(sℓ∆t x˜ℓ)‖F = O(s2ℓ µ˜2ℓ ). (4.23)
Now, we first show item-1. Letting V t
P˜ℓ
:= P˜−1
ℓ
L−1
Ĝ
1
2
ℓ
(∆tĜℓ)Ĝ
− 1
2
ℓ
P˜ℓ for each ℓ yields
‖V t
P˜ℓ
‖F ≤
‖∆t x˜ℓ‖2
µ˜ℓ
n∑
i=1
µ˜ℓ‖P˜−1ℓ L−1
Ĝ
1
2
ℓ
(Ĝi(x˜ℓ))Ĝ−
1
2
ℓ
P˜ℓ‖F = O(1), (4.24)
where the last equality is due to ‖Zi
ℓ
‖F = O(1) assumed in (P2) and ‖∆t x˜ℓ‖ = O(µ˜ℓ) from (4.21)
By the twice continuous differentiability and Taylor’s expansion of the function G, it holds
that
‖G(x˜ℓ + sℓ∆t x˜ℓ)(Y˜ℓ + sℓ∆tY˜ℓ) − µ(sℓ)I‖F
=‖(Gℓ + sℓ∆tGℓ + Rℓ(sℓ∆t x˜ℓ))(Y˜ℓ + sℓ∆tY˜ℓ) − µ(sℓ)I‖F
≤‖GℓY˜ℓ + sℓ(∆tGℓY˜ℓ +Gℓ∆tY˜ℓ) + s2ℓ∆tGℓ∆tY˜ℓ − µ(sℓ)I‖F + O(s2ℓ µ˜2ℓ ), (4.25)
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where we use (4.23) and ‖Y˜ℓ + sℓ∆tY˜ℓ‖F = O(1), which can be ensured by using sℓ ∈ (0, 1],
limℓ→∞ Y˜ℓ = Y∗, and ‖∆tY˜ℓ‖F = O(µ˜ℓ) from (4.21). We have ‖GℓY˜ℓ − µ˜ℓI‖F = O(µ˜1+ξℓ ) from
w˜ℓ ∈ Nτµ˜ℓ
µ˜ℓ
and, by U t
ℓ
:= L−1
Ĝ
1
2
ℓ
(∆tĜℓ) for each ℓ,
‖GℓY˜ℓ + sℓ(∆tGℓY˜ℓ +Gℓ∆tY˜ℓ) + s2ℓ∆tGℓ∆tY˜ℓ − µ(sℓ)I‖F
=‖GℓY˜ℓ + s2ℓ∆tGℓ∆tY˜ℓ − µ(sℓ)I
+ sℓP˜
−1
ℓ (U
t
ℓĜ
1
2
ℓ
+ Ĝ
1
2
ℓ
U tℓ)P˜
−⊤
ℓ Y˜ℓ︸                               ︷︷                               ︸
=sℓ∆tGℓY˜ℓ ∵U
t
ℓ
=L−1
Ĝ
1
2
ℓ
(∆tĜℓ), (4.22)
+ sℓ(−µ˜ℓI − P˜−1ℓ Ĝ
1
2
ℓ
U tℓP˜
−⊤
ℓ Y˜ℓ −GℓY˜ℓP˜−1ℓ U tℓĜ
− 1
2
ℓ
P˜ℓ)︸                                                           ︷︷                                                           ︸
=sℓGℓ∆tY˜ℓ ∵ the first line of (3.6)
‖F
=‖GℓY˜ℓ + s2ℓ∆tGℓ∆tY˜ℓ − µ(sℓ)I + sℓ
(
−µ˜ℓI + P˜−1ℓ U tℓĜ
1
2
ℓ
P˜−⊤ℓ Y˜ℓ −GℓY˜ℓP˜−1ℓ U tℓĜ
− 1
2
ℓ
P˜ℓ
)
‖F
=
∥∥∥∥∥GℓY˜ℓ − µ˜ℓI + s2ℓ∆tGℓ∆tY˜ℓ + sℓ (V tP˜ℓ(GℓY˜ℓ − µ˜ℓI) − (GℓY˜ℓ − µ˜ℓI)V tP˜ℓ
)∥∥∥∥∥
F
≤‖GℓY˜ℓ − µ˜ℓI‖F + s2ℓ‖∆tGℓ‖F‖∆tY˜ℓ‖F + 2sℓ‖V tP˜ℓ‖‖GℓY˜ℓ − µ˜ℓI‖F
=O(µ˜
1+ξ
ℓ
), (4.26)
where the last equality follows from (4.24), ‖GℓY˜ℓ − µ˜ℓI‖F = O(µ˜1+ξℓ ), {sℓ} ⊆ (0, 1], and 0 < ξ < 1
for each ℓ. By noting {sℓ} ⊆ (0, 1] and 0 < ξ < 1 again, equations (4.25) and (4.26) yield
‖G(x˜ℓ + sℓ∆t x˜ℓ)(Y˜ℓ + sℓ∆tY˜ℓ) − µ(sℓ)I‖F = O(µ˜1+ξℓ ).
We next show item-2. To derive a contradiction, we assume to the contrary that there exists an
infinite subsequence {w˜ℓ}ℓ∈L ⊆ {w˜ℓ} such thatG(x˜ℓ+(1−µ˜αℓ )∆t x˜ℓ) ∈ S m++ and Y˜ℓ+(1−µ˜αℓ )∆tY˜ℓ ∈ S m++
do not hold for each ℓ ∈ L. Then, by noting {(Gℓ, Y˜ℓ)}ℓ∈L ⊆ S m++×S m++, there exists some sequence
{̂tℓ}ℓ∈L ⊆ (0, 1] such that, for each ℓ ∈ L,
G(x˜ℓ + t̂ℓ(1 − µ˜αℓ )∆t x˜ℓ) ∈ S m+ , Y˜ℓ + t̂ℓ(1 − µ˜αℓ )∆tY˜ℓ ∈ S m+ (4.27)
hold and, moreover, one of the above lies on the boundary of S m+ , namely,
G(x˜ℓ + t̂ℓ(1 − µ˜αℓ )∆t x˜ℓ) ∈ S m+ \ S m++ or Y˜ℓ + t̂ℓ(1 − µ˜αℓ )∆tY˜ℓ ∈ S m+ \ S m++ (4.28)
holds. Denote
Aℓ,1 := G
(
x˜ℓ + t̂ℓ(1 − µ˜αℓ )∆t x˜ℓ
) 1
2
(
Y˜ℓ + t̂ℓ(1 − µ˜αℓ )∆tY˜ℓ
)
G
(
x˜ℓ + t̂ℓ(1 − µ˜αℓ )∆t x˜ℓ
) 1
2
,
Aℓ,2 := G
(
x˜ℓ + t̂ℓ(1 − µ˜αℓ )∆t x˜ℓ
) (
Y˜ℓ + t̂ℓ(1 − µ˜αℓ )∆tY˜ℓ
)
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for each ℓ. Expressions (4.27) and (4.28) yield, for each ℓ ∈ L,
λmin
(
Aℓ,1
)
= 0. (4.29)
Proposition 4.8 and item-1, which we have just shown above, with {sℓ} replaced by {̂tℓ(1− µ˜αℓ )}ℓ∈L
imply
‖Aℓ,1 − (1 − t̂ℓ(1 − µ˜αℓ ))µ˜ℓI‖F ≤ ‖Aℓ,2 − (1 − t̂ℓ(1 − µ˜αℓ ))µ˜ℓI‖F = O(µ˜1+ξℓ ). (4.30)
On the other hand, by recalling that, for any A ∈ S m, ‖A‖2
F
is equal to the summation of squares of
the eigenvalues of A, it holds that
‖Aℓ,1 − (1 − t̂ℓ(1 − µ˜αℓ ))µ˜ℓI‖F ≥
∣∣∣λmin(Aℓ,1) − (1 − t̂ℓ(1 − µ˜αℓ ))µ˜ℓ)∣∣∣ = (1 − t̂ℓ(1 − µ˜αℓ ))µ˜ℓ,
where the last equality follows from (4.29) and 0 < t̂ℓ ≤ 1. Combining this inequality with (4.30)
yields (1 − t̂ℓ(1 − µ˜αℓ ))µ˜ℓ = O(µ˜
1+ξ
ℓ
), which implies the boundedness of {|µ˜−ξ
ℓ
− t̂ℓ(µ˜−ξℓ − µ˜
α−ξ
ℓ
)|}ℓ∈L.
However, since µ˜ℓ → 0 as ℓ ∈ L → ∞, we have 0 < µ˜αℓ < 1 for ℓ sufficiently large, thus by
0 < α < ξ < 1 from (4.4) and t̂ℓ ≤ 1, we obtain
|µ˜−ξ
ℓ
− t̂ℓ(µ˜−ξℓ − µ˜
α−ξ
ℓ
)| = (1 − t̂ℓ)µ˜−ξℓ + t̂ℓµ˜
α−ξ
ℓ
≥ (1 − t̂ℓ)µ˜α−ξℓ + t̂ℓµ˜
α−ξ
ℓ
= µ˜
α−ξ
ℓ
→ ∞ (ℓ ∈ L → ∞),
which contradicts the boundedness of {|µ˜−ξ
ℓ
− t̂ℓ(µ˜−ξℓ − µ˜
α−ξ
ℓ
)|}ℓ∈L. Therefore, we conclude that
(4.19) eventually holds.
Lastly, we prove item-3. Since 1 + ξ′ < 1+ξ
1+α
by condition (4.4), it holds that
µ˜
1+ξ
ℓ
= o(µ˜
1+ξ′
ℓ+ 1
2
). (4.31)
Let us first show
‖h(x˜ℓ+
1
2
t )‖2 = o(µ˜1+ξ
′
ℓ+ 12
). (4.32)
To this end, note that
‖h(x˜ℓ+
1
2
t )‖2 =‖h(x˜ℓ) + (1 − µ˜αℓ )∇h(x˜ℓ)⊤∆t x˜ℓ‖2 + O((1 − µ˜αℓ )2‖∆t x˜ℓ‖22)
=O
(
µ˜
1+ξ
ℓ
+ (1 − µ˜αℓ )2µ˜2ℓ
)
, (4.33)
where the first equality follows from Proposition 4.7 with F replaced by h and the second one owes
to the facts that ∇h(x˜ℓ)⊤∆t x˜ℓ = 0 (see the first line of (3.7)), ‖h(x˜ℓ)‖2 = O(µ˜1+ξℓ ) from w˜ℓ ∈ N
τµ˜
1+ξ
ℓ
µ˜ℓ
,
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and ‖∆t x˜ℓ‖2 = O(µ˜ℓ) from (4.21). We finally conclude (4.32) from (4.33), 0 < ξ < 1, and (4.31).
Next, we will prove
‖∇xL(w˜ℓ+
1
2
t )‖2 = o(µ˜1+ξ
′
ℓ+ 1
2
). (4.34)
Note that w˜
ℓ+ 1
2
t = w˜
ℓ + (1 − µ˜α)∆tw˜ℓ and the Lagrangian L is three times differentiable by assump-
tion. Noting ∆tw˜
ℓ = O(µ˜ℓ) from (4.21) and using Proposition 4.7 with F replaced by ∇xL, we
obtain
‖∇xL(w˜ℓ+
1
2
t )‖2 =
∥∥∥∥∇xL(w˜ℓ) + (1 − µ˜αℓ ) (∇2xxL(w˜ℓ)∆t x˜ℓ − JG(x˜ℓ)∗∆tY˜ℓ + ∇h(x˜ℓ)⊤∆tz˜ℓ)∥∥∥∥2
+ O((1 − µ˜αℓ )2‖∆tw˜ℓ‖2)
=‖∇xL(w˜ℓ)‖2 + O((1 − µ˜αℓ )2‖∆tw˜ℓ‖2)
=O
(
µ˜
1+ξ
ℓ
+ (1 − µ˜αℓ )2µ˜2ℓ
)
, (4.35)
where the second equality follows from the first line of (3.5) with ∆w = ∆tw˜
ℓ and w = w˜ℓ and the
last equality is due to ‖∇xL(w˜ℓ)‖2 = O(µ˜1+ξℓ ) from w˜ℓ ∈ N
τµ˜
1+ξ
ℓ
µ˜ℓ
. By 0 < ξ < 1 and (4.31), (4.35)
implies the desired relation (4.34). By setting sℓ = 1 − µ˜αℓ in item 1 for any l sufficiently large
and using (4.31) again, we have
∥∥∥∥G(x˜ℓ + (1 − µ˜αℓ )∆t x˜ℓ) (Y˜ℓ + (1 − µ˜αℓ )∆tY˜ℓ) − µ˜1+αℓ ∥∥∥∥F = o(µ˜1+ξ′ℓ+ 12 ).
Combined with this fact and item 2, expressions (4.32) and (4.34) readily imply item-3. The proof
is complete. 
We next prove Proposition 4.6. The flow of the proof is actually similar to that of Proposi-
tion 4.5.
Proof of Proposition 4.6
We often use the following facts derived from item-2 of Proposition 4.3:
‖∆c x˜ℓ‖2 = O(µ˜1+ξℓ ), ‖∆cY˜ℓ‖F = O(µ˜
1+ξ
ℓ
). (4.36)
For each ℓ, let ∆c x˜
ℓ
i
∈ R be the i-th element of ∆c x˜ℓ, ∆cGℓ :=
∑n
i=1 ∆c x˜
ℓ
i
Gℓ
i
(x˜ℓ), and ∆cĜℓ :=∑n
i=1 ∆c x˜
ℓ
i
Ĝℓ
i
(x˜ℓ). We first show item-1. By letting Vc
P˜ℓ
:= P˜−1
ℓ
L−1
Ĝ
1
2
ℓ
(∆cĜℓ)Ĝ
− 1
2
ℓ
P˜ℓ, we have
‖Vc
P˜ℓ
‖F ≤
‖∆c x˜ℓ‖2
µ˜ℓ
n∑
i=1
µ˜ℓ‖P˜−1ℓ L−1
Ĝ
1
2
ℓ
(Ĝℓi )Ĝ
− 1
2
ℓ
P˜ℓ‖F = O(µ˜ξℓ), (4.37)
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where the last equality follows from (4.36) and the boundedness of {Zi
ℓ
} assumed in (P2). Writing
Uc
ℓ
:= L−1
Ĝ
1
2
ℓ
(∆cĜℓ) and choosing {sℓ} ⊆ (0, 1] arbitrarily, we obtain
‖GℓY˜ℓ + sℓ∆cGℓY˜ℓ + sℓGℓ∆cY˜ℓ − µ˜ℓI‖F
= ‖GℓY˜ℓ − µ˜ℓI + sℓP˜−1ℓ
(
UcℓĜ
1
2
ℓ
+ Ĝ
1
2
ℓ
Ucℓ
)
P˜−⊤ℓ Y˜ℓ︸                                 ︷︷                                 ︸
=sℓ∆cGℓY˜ℓ ∵ ∆cGℓ=P˜
−1
ℓ
∆cĜℓ P˜
−⊤
ℓ
, Ĝ
1
2
ℓ
Uc
ℓ
+Uc
ℓ
Ĝ
1
2
ℓ
=∆cĜℓ
+ sℓ
(
−GℓY˜ℓ + µ˜ℓI − P˜−1ℓ Ĝ
1
2
ℓ
Ucℓ P˜
−⊤
ℓ Y˜ℓ −GℓY˜ℓP˜−1ℓ UcℓĜ
1
2
ℓ
P˜ℓ
)
︸                                                                     ︷︷                                                                     ︸
=sℓGℓ∆cY˜ℓ ∵ the second line of (3.6)
‖F
≤ (1 − sℓ)‖GℓY˜ℓ − µ˜ℓI‖F + sℓ‖P˜−1ℓ UcℓĜ
1
2
ℓ
P˜−⊤ℓ Y˜ℓ −GℓY˜ℓP˜−1ℓ UcℓĜ
1
2
ℓ
P˜ℓ‖F
= (1 − sℓ)‖GℓY˜ℓ − µ˜ℓI‖F + sℓ‖Vc
P˜ℓ
(GℓY˜ℓ − µ˜ℓI) − (GℓY˜ℓ − µ˜ℓI)Vc
P˜ℓ
‖F
= (1 − sℓ)‖GℓY˜ℓ − µ˜ℓI‖F + 2sℓ‖Vc
P˜ℓ
‖F‖GℓY˜ℓ − µ˜ℓI‖F
= O
(
(1 − sℓ)µ˜1+ξℓ + 2sℓµ˜
1+2ξ
ℓ
)
, (4.38)
where the last equality follows from (4.37) and ‖GℓY˜ℓ − µ˜ℓI‖F ≤ τµ˜1+ξℓ by w˜ℓ ∈ N
τµ˜
1+ξ
ℓ
µ˜ℓ
. Note
(4.36). Then, in a manner similar to the proof for item-1 of Proposition 4.5, by applying Taylor’s
expansion to G(x˜ℓ + sℓ∆c x˜
ℓ) and also by using Proposition 4.7 and (4.38), we can derive
‖G(x˜ℓ + sℓ∆c x˜ℓ)(Y˜ℓ + sℓ∆cY˜ℓ) − µ˜ℓI‖F = O
(
(1 − sℓ)µ˜1+ξℓ + 2sℓµ˜
1+2ξ
ℓ
)
.
Hence, we have item-1.
We next show item-2. For contradiction, suppose to the contrary. That is, we suppose that there
exists an infinite subsequence {w˜ℓ}ℓ∈L ⊆ {w˜ℓ} such that G(x˜ℓ + ∆c x˜ℓ) ∈ S m++ and Y˜ℓ + ∆cY˜ℓ ∈ S m++
do not hold for each ℓ ∈ L. Then, by noting {(G(x˜ℓ), Y˜ℓ)} ⊆ S m++×S m++, there exists some sequence
{̂tℓ}ℓ∈L ⊆ (0, 1] such that, for each ℓ ∈ L,
G(x˜ℓ + t̂ℓ∆c x˜
ℓ) ∈ S m+ , Y˜ℓ + t̂ℓ∆cY˜ℓ ∈ S m+
hold and, moreover,
G(x˜ℓ + t̂ℓ∆c x˜
ℓ) ∈ S m+ \ S m++ or Y˜ℓ + t̂ℓ∆cY˜ℓ ∈ S m+ \ S m++ (4.39)
holds. Denoting
Bℓ,1 := G(x˜
ℓ + t̂ℓ∆c x˜
ℓ)
1
2
(
Y˜ℓ + t̂ℓ∆cY˜ℓ
)
G(x˜ℓ + t̂ℓ∆c x˜
ℓ)
1
2 ,
Bℓ,2 := G(x˜
ℓ + t̂ℓ∆c x˜
ℓ)
(
Y˜ℓ + t̂ℓ∆cY˜ℓ
)
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for each ℓ, we obtain from (4.39) that
λmin
(
Bℓ,1
)
= 0. (4.40)
Proposition 4.8 and the above item-1 with {sℓ} replaced by {̂tℓ}ℓ∈L imply
‖Bℓ,1 − µ˜ℓI‖F ≤ ‖Bℓ,2 − µ˜ℓI‖F = O((1 − t̂ℓ)µ˜1+ξℓ + 2̂tℓµ˜
1+2ξ
ℓ
). (4.41)
On the other hand, the symmetry of Bℓ,1 and (4.40) derive
‖Bℓ,1 − µ˜ℓI‖F ≥
∣∣∣λmin(Bℓ,1) − µ˜ℓ∣∣∣ = µ˜ℓ.
Combining this inequality with (4.41) yields µ˜ℓ = O((1− t̂ℓ)µ˜1+ξℓ + 2̂tℓµ˜
1+2ξ
ℓ
), which further implies
boundedness of 
∣∣∣∣∣∣∣ µ˜ℓ(1 − t̂ℓ)µ˜1+ξℓ + 2̂tℓµ˜1+2ξℓ
∣∣∣∣∣∣∣
 =

∣∣∣∣∣∣∣ 1(1 − t̂ℓ)µ˜ξℓ + 2̂tℓµ˜2ξℓ
∣∣∣∣∣∣∣
 .
However, by 0 < ξ < 1 and µ˜ℓ → 0 as ℓ(∈ L)→ ∞, we see∣∣∣∣∣∣∣ 1(1 − t̂ℓ)µ˜ξℓ + 2tℓµ˜2ξℓ
∣∣∣∣∣∣∣ = 1∣∣∣∣µ˜ξℓ + tℓ(2µ˜2ξℓ − µ˜ξℓ)∣∣∣∣ → ∞ (ℓ(∈ L)→ ∞),
from which we have a contradiction. Consequently, item-2 holds.
Lastly, we prove item-3. Noting x˜
ℓ+ 1
2
c = x˜
ℓ + ∆c x˜
ℓ from the definition of w˜
ℓ+ 1
2
c and using
Proposition 4.7 with F replaced by h again, we obtain
‖h(x˜ℓ+
1
2
c )‖2 =‖h(x˜ℓ) + ∇h(x˜ℓ)⊤∆c x˜ℓ‖2 + O(‖∆c x˜ℓ‖22)
=o(µ˜
1+2ξ
ℓ
), (4.42)
where the second equality follows from the fact that h(x˜ℓ)+∇h(x˜ℓ)⊤∆c x˜ℓ = 0 (see the second-line
of (3.7)) and ‖∆c x˜ℓ‖2 = O(µ˜1+ξℓ ) from (4.36). Similarly, we can derive
‖∇xL(w˜ℓ+
1
2
c )‖2 = O(µ˜2(1+ξ)ℓ ) = o(µ˜
1+2ξ
ℓ
). (4.43)
By setting sℓ = 1 for ℓ sufficiently large in item-1 of this proposition, we have
‖G(x˜ℓ + ∆c x˜ℓ)(Y˜ℓ + ∆cY˜ℓ) − µ˜ℓI‖F = O(µ˜1+2ξℓ ). (4.44)
Since µ˜
1+2ξ
ℓ
= o(µ˜1+2κ
ℓ
) holds by ξ > κ > 0, (4.42)–(4.44) along with item-2 derive the desired
conclusion. The proof is complete. 
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4.3 Proof of Theorem 4.1
In this section, we give a proof of our main result, Theorem 4.1. To this end, we first show the
following lemma by invoking Proposition 4.5 and Proposition 4.6. We denote Br(w) := {v ∈ W |
‖v − w‖ ≤ r} for r > 0 and w ∈ W.
Lemma 4.3. Choose δ ∈ (0, 1) arbitrarily. Let P : W++ → Rm×m be a function satisfying
conditions (P1) and (P2). In addition, let ξ be the constant in condition (P2) and α and ξ′ be
arbitrary constants satisfying (4.4). Then, there exists some u > 0 such that, for any µ ∈ (0, u], the
following properties hold if w ∈ Bµδ(w∗) ∩ Nτµ
1+ξ
µ .: The linear equation (3.2) with P = P(w) has
a unique solution ∆tw and it holds that
w 1
2
:= w + (1 − µα)∆tw ∈ Bµδ+(w
∗) ∩ Nτµ
1+ξ′
+
µ+ , (4.45)
where µ+ := µ
1+α. Moreover, the linear equation (3.3) with P = P(w 1
2
) has a unique solution ∆cw
and it holds that
w 1
2
+ ∆cw ∈ Bµδ+(w
∗) ∩ Nτµ
1+ξ
+
µ+ . (4.46)
Proof. We first show the unique solvability of equation (3.2) by contradiction. Suppose to the
contrary that there exist sequences {µ˜l} ⊆ R++ and {w˜l} ⊆ W++ such that
lim
l→∞
µ˜l = 0, w˜
l ∈ Bµ˜δ
l
(w∗) ∩Nτµ˜
1+ξ
l
µ˜l
(4.47)
but equation (3.2) with (w, µ, P) = (w˜l, µ˜l,P(w˜l)) is not uniquely solvable for each l. By the
assumptions that w˜l ∈ Bµ˜δ
l
(w∗) for each l and µ˜l → 0 as l → ∞, we obtain liml→∞ w˜l = w∗.
Thus, from Proposition 4.3, equation (3.2) must be uniquely solvable for any l sufficiently large.
However, this is a contradiction and therefore the first assertion is ensured.
Next, we show (4.45). We derive a contradiction again by supposing the existence of sequences
{µ˜l} ⊆ R++ and {w˜l} ⊆ W++ such that (4.47) holds but (4.45) with (w, µ, µ+) = (w˜l, µ˜l, µ˜1+αl ) is
invalid for any l, namely,
w˜l + (1 − µ˜αl )∆tw˜l < Bµ˜(1+α)δ
l
(w∗) ∩ Nτµ˜
(1+ξ′)(1+α)
l
µ˜1+α
l
, (4.48)
where ∆tw˜
l is the unique solution of equation (3.2) with (w, µ, P) = (w˜l, µ˜l,P(w˜l)). Noting that
liml→∞ w˜l = w∗ as in the former argument and using item-3 of Proposition 4.5, we have
w˜l + (1 − µ˜αl )∆tw˜l ∈ N
τµ˜
(1+α)(1+ξ′)
l
µ˜1+α
l
(4.49)
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for any l sufficiently large. Since ∆tw˜
l → 0 by item-1 of Proposition 4.3 and wl ∈ N
µ˜
τµ˜
1+ξ
l
l
,
liml→∞ w˜l = w∗ implies
lim
l→∞
w˜l + (1 − µ˜αl )∆tw˜l = w∗. (4.50)
In addition, (4.49) together with (4.48) implies w˜l + (1 − µ˜α
l
)∆tw˜
l
< B
µ˜
δ(1+α)
l
(w∗) for any l, from
which we can derive
µ˜
δ(1+α)
l
< ‖w˜l + (1 − µ˜αl )∆tw˜l − w∗‖ = O(µ˜1+αl ) = o(µ˜δ(1+α)l ),
where the first equality follows from (4.50) and Proposition 4.1 with {w˜ℓ}, {µ˜ℓ}, and {rℓ} replaced
by {w˜l + (1 − µ˜α
l
)∆tw˜
l}, {µ˜1+α
l
}, and {τµ˜(1+α)(1+ξ′)
l
}, respectively. Therefore, we obtain an obvious
contradiction µ˜
δ(1+α)
l
= o(µ˜
δ(1+α)
l
) leading us to the desired relation (4.45). Consequently, we
ensure the existence of some u1 > 0 such that (4.45) together with the unique solvability of
equation (3.2) holds for µ ∈ (0, u1].
In turn, we prove the second-half claim. The unique solvability of (3.3) can be proved similarly
to the above arguments by replacing (w, µ) with (w
1
2 , µ+) satisfying (4.45). So, we omit it. We show
(4.46). Recall ξ′ > ξ
2
from (4.4) and choose ξ′′ ∈ R such that
ξ′ > ξ′′ >
ξ
2
. (4.51)
To prove (4.46), it actually suffices to show that, for a sufficiently small µ, we have
w 1
2
+ ∆cw ∈ Bµδ+(w
∗) ∩ Nτµ
1+2ξ′′
+
µ+ . (4.52)
Indeed, note that µ+ = µ
1+α < 1 by taking a sufficiently small µ. Hence, the assumption that
ξ′′ > ξ/2 yields µ1+2ξ
′′
+ < µ
1+ξ
+ entailing Nτµ
1+2ξ′′
+
µ+ ⊆ N
τµ
1+ξ
+
µ+ . Therefore, this fact together with
(4.52) derives (4.46).
For the sake of proving (4.52), take µ ∈ (0, u1] with u1 determined above. Then, (4.45) holds
and equation (3.3) is uniquely solvable. Moreover, for a contradiction, suppose that there exist
sequences {w˜l+ 12 } and {µ˜l} such that, by writing pl := µ˜1+ξl for each l, it holds that
lim
l→∞
µ˜l = 0, w˜
l+ 1
2 + ∆cw˜
l+ 1
2 < Bpδ
l
(w∗) ∩ Nτp
1+2ξ′′
l
pl , w˜
l+ 1
2 ∈ Bpδ
l
(w∗) ∩ Nτp
1+ξ′
l
pl ,
where ∆cw˜
l+ 1
2 denotes the unique solution of (3.3) with (w, µ, P) = (w˜l+
1
2 , pl,P(w˜l+ 12 )). A con-
tradiction can be then derived by the same argument as the one for (4.45), where, in place of
item-3 of Proposition 4.5 and item-1 of Proposition 4.3, we use item-3 of Proposition 4.6 with
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{(w˜ℓ,∆cw˜ℓ, µ˜ℓ, κ)} replaced by {(w˜l+ 12 ,∆cw˜l+ 12 , pl, ξ′′)} and also utilize item-2 of Proposition 4.3
with {(w˜ℓ,∆cw˜ℓ, µ˜ℓ)} replaced by {(w˜l+ 12 ,∆cw˜l+ 12 , pl)}. We thus conclude (4.52), and ensure the ex-
istence of some u2 > 0 such that (4.52) holds and the unique solvability of equation (3.3) is valid
for µ ∈ (0, u2].
Finally, by setting u := min(u1, u2), the whole proposition is proved. 
We are now ready to prove our main theorem.
Proof of Theorem 4.1
Choose δ ∈ (0, 1) arbitrarily. By taking w0 ∈ Nτµ
1+ξ
0
µ0 with µ0 = γ‖ΞI0(w0)‖ sufficiently close to w∗,
we obtain ‖w0 −w∗‖ < ‖w0 −w∗‖ δ2 < µδ
0
, where the first inequality follows from 0 < δ < 1 and the
last inequality does from Proposition 4.1 and δ/2 < δ < 1. We thus have
w0 ∈ Bµδ
0
(w∗) ∩ Nτµ
1+ξ
0
µ0 . (4.53)
Now, let us prove assertion (i) by mathematical induction. To begin with, note that according to
Lemma 4.3, there exists some u > 0 such that
µ ∈ (0, u];
w ∈ Bµδ(w∗) ∩ Nτµ
1+ξ
µ
=⇒ (3.2) with P = P(w): u.s., (4.45);
(3.3) with (w, µ, P) = (w 1
2
, µ+,P(w 1
2
)): u.s., (4.46),
(4.54)
where “u.s.” stands for “uniquely solvable”, w 1
2
:= w + (1 − µα)∆tw, and µ+ := µ1+α. Let us prove
(4.5) for k = 0. Recall that ξ is the constant chosen in the initial setting of Algorithm 1. Again,
take w0 so close to w∗ that µ0 = γ‖ΞI0(w0)‖ < min(0.95, u). Under the setting (w, µ) = (w0, µ0),
we obtain (4.45) and (4.46) from (4.53) and (4.54). This implies that G(x0 + (1 − µα
0
)∆tx
0) ∈ S m++
and Y0 + (1 − µα0 )∆tY0 ∈ S m++, and therefore 1 − µα0 is set to s¯t0 in Line 5 of Algorithm 1. Hence,
µ1 = (1 − s¯t0)µ0 = µ1+α0 , i.e., (4.5) with k = 0. In addition, by (4.54) with (w, µ) = (w0, µ0) again,
the linear equation (3.2) with (w, P, µ) = (w0,P(w0), µ0) and (3.3) with (w, P, µ) = (w 12 ,P(w 12 ), µ 1
2
)
are ensured to have unique solutions. Moreover, we obtain conditions (4.6) and (4.7) for k = 0.
We thus conclude the desired conditions altogether for k = 0.
Subsequently, suppose that conditions (4.5), (4.6), and (4.7) together with µk < min(0.95, u)
hold for some k ≥ 0, which imply wk+1 ∈ Bµδ
k+1
(w∗) ∩ Nτµ
1+ξ
k+1
µk+1 and µk+1 < u, that is, the left-
hand side of (4.54) with w = wk and µ = µk. We thus, by the right-hand side of (4.54), obtain
conditions (4.5), (4.6), and (4.7) with k replaced by k + 1, and moreover establish the unique
solvability of equations (3.2) and (3.3) at the (k + 1)-th iteration. By induction, we conclude
assertion (i) for each k ≥ 0.
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We next prove assertion (ii). By the above proof, we see wk ∈ Bµδ
k
(w∗) ∩ Nτµ
1+ξ
k
µk for each k ≥ 0
and ensure that {wk} converges to w∗ with fulfilling wk ∈ Nτµ
1+ξ
k
µk . Hence, the assertion readily
follows because Proposition 4.1 together with (4.5) yields
‖wk+1 − w∗‖ = O(µk+1) = O(µ1+αk ) = O(‖wk − w∗‖1+α).
Lastly, by (4.4), 1 + α is bounded from above as 1 + α <
2(1+ξ)
2+ξ
< 4
3
. The proof is complete. 
5 Concluding remarks
In this paper, we have considered nonlinear semi-definite optimization problems (NSDPs) and
studied the primal-dual interior point method (PDIPM) for NSDPs using the Monteiro-Tsuchiya
(MT) family of directions. We also have analyzed its local superlinear convergence to a KKT point
under some assumptions. The analysis in the paper is specific to the MT family, and quite different
from those for the PDIPMs using the Monteiro-Zhang family. We believe that the results obtained
in this paper extend theoretical and algorithmic frameworks of PDIPMs for solving NSDPs.
Acknowledgments: The author thanks Professor Yoshiko Ikebe for many advises.
A Omitted Proofs
Proof of Lemma 4.2
The assertion follows from
‖A2B − µI‖2F − ‖ABA − µI‖2F = Tr(A2B2A2 − ABA2BA)
=
1
2
Tr(BA4B + A2B2A2 − BA2BA2 − A2BA2B)
=
1
2
Tr
(
(BA2 − A2B)(A2B − BA2)
)
=
1
2
‖A2B − BA2‖2F ,
where the second equality follows from Tr(BA4B) = Tr(A2B2A2) and Tr(ABA2BA) = Tr(BA2BA2) =
Tr(A2BA2B). 
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Proof of Proposition 4.2
Before the proof of Proposition 4.2, we first give two propositions. Choose arbitrary sequences
{w˜ℓ} and {µ˜ℓ} satisfying (4.3) in Condition (P2). To show the proposition, we prepare the following
two claims.
Since the semi-definite complementarity condition that G(x∗) • Y∗ = 0, G(x∗) ∈ S m+ , and
Y∗ ∈ S m+ holds, the matricesG(x∗) and Y∗ can be simultaneously diagonalized, namely, there exists
an orthogonal matrix P∗ ∈ Rm×m such that
G(x∗) = P∗
Λ1 O
O O
 P⊤∗ , Y∗ = P∗
O O
O Λ2
 P⊤∗ , (A.1)
where Λ1 ∈ Rr∗×r∗ with r∗ := rankG(x∗) is a positive diagonal matrix and Λ2 ∈ R(m−r∗)×(m−r∗) is a
nonnegative diagonal matrix. The diagonal entries of Λ1 and Λ2 are the eigenvalues of G(x
∗) and
Y∗, respectively. The following proposition is obtained from [41, Lemma 3] under the assumption
that w˜ℓ ∈ N rℓ
µ˜ℓ
with rℓ = o(µ˜ℓ).
Theorem A.1. It holds that
Gℓ =
Θ(1) O(µ˜ℓ)
O(µ˜ℓ) Θ(µ˜ℓ)
 , Y˜ℓ =
Θ(µ˜ℓ) O(µ˜ℓ)
O(µ˜ℓ) Θ(1)
 ,
where both the matrices are partitioned into the four blocks with the same sizes as those in (A.1).
The above expressions indicate upper-bounds of the magnitude of the block matrices. For example,
‖the (1, 1)-block of Gℓ‖F = Θ(1). Moreover, the sequences of the inverse matrices satisfy
G−1ℓ =
Θ(1) O(1)
O(1) Θ(µ˜−1
ℓ
)
 , Y˜−1ℓ =
Θ(µ˜−1ℓ ) O(1)
O(1) Θ(1)
 .
The next one will be used to prove Case (i) of Proposition 4.2.
Theorem A.2. Let U := L−1
X
1
2
(∆X) for X ∈ S m++ and ∆X ∈ S m. Then,
‖UX− 12 ‖F = ‖X−
1
2U‖F ≤
1√
2
‖X− 12∆XX− 12 ‖F ≤
√
m
2
‖∆X‖F‖X−1‖F
Proof. Since the first equality is obvious, we show the inequalities part. From U = L−1
X
1
2
(∆X) it
follows that UX
1
2 + X
1
2U = ∆X, which implies
UX−
1
2 + X−
1
2U = X−
1
2∆XX−
1
2 . (A.2)
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Then, the first desired inequality follows from [24, Lemma 2.1]. The second one is obtained from
‖X− 12∆XX− 12 ‖F√
2
≤ ‖X
− 1
2 ‖2
F
‖∆X‖F√
2
≤
√
m
2
‖X−1‖F‖∆X‖F ,
where the second inequality follows from ‖X− 12 ‖2
F
= Tr(X−1) ≤ ‖I‖F‖X−1‖F =
√
m‖X−1‖F . Hence,
the proof is complete. 
Let us start proving Proposition 4.2. For each ℓ, let
P˜ℓ := P(w˜ℓ), Ĝℓ := P˜ℓGℓP˜⊤ℓ , Ŷℓ := P˜−⊤ℓ Y˜ℓP˜−1ℓ .
For other notations such as Ĝi, see Condition (P2). Note that for w ∈ W and µ > 0,
‖Ĝ(x) 12 ŶĜ(x) 12 − µI‖F = ‖G(x)
1
2YG(x)
1
2 − µI‖F ≤ ‖G(x)Y − µI‖F , (A.3)
where the equality is easily verified by comparing the squares of both the sides and the inequality
follows from Proposition 4.8 with X = G(x). Combining the above relation with ‖GℓY˜ℓ − µ˜ℓI‖F =
O(µ˜
1+ξ
ℓ
), we have
‖Ĝ
1
2
ℓ
ŶℓĜ
1
2
ℓ
− µ˜ℓI‖F = O(µ˜1+ξℓ ). (A.4)
We often use the following equations:
‖Gℓ‖F = O(1), ‖Y˜ℓ‖F = O(1), ‖Gi(x˜ℓ)‖F = O(1), (A.5)
µ˜ℓ‖G−1ℓ ‖F = O(1), µ˜ℓ‖Y˜−1ℓ ‖F = O(1), (A.6)
where the equations in (A.5) are derived from limℓ→∞(x˜ℓ, Y˜ℓ) = (x∗, Y∗) and the continuity of Gi
and G, and those in (A.6) follow from Proposition A.1.
Now, we proceed to the proof of Cases (i)-(v). Fix i ∈ {1, 2, . . . , n} arbitrarily and writeUi
ℓ
:=
L−1
Ĝ
1
2
ℓ
(Ĝi(x˜ℓ)). We first show Case (i) with P˜ℓ = I for any ℓ. Note Ziℓ = µ˜ℓUiℓG˜
− 1
2
ℓ
with Ui
ℓ
=
L−1
G
1
2
ℓ
(Gi(x˜ℓ)) in this case. We then have µ˜ℓUiℓG
1
2
ℓ
+ µ˜ℓG
1
2
ℓ
Ui
ℓ
= µ˜ℓGi(x˜ℓ), which together with
Proposition A.2 with (X,∆X) = (G˜ℓ,Gi(x˜ℓ)) implies
‖Ziℓ‖F = µ˜ℓ‖UiℓG
− 1
2
ℓ
‖F ≤ µ˜ℓ
√
m
2
‖G˜−1ℓ ‖F‖Gi(x˜ℓ)‖F = O(1),
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where we have used (A.5) and (A.6). Hence, {Zi
ℓ
} is bounded. We next show Case (ii) with
P˜ℓ = G
− 1
2
ℓ
. By Ĝℓ = I for each ℓ, we have Uiℓ = Ĝi(x˜ℓ)/2, which together with (A.5) and (A.6)
implies
‖Ziℓ‖F = µ˜ℓ‖G
1
2
ℓ
UiℓG
− 1
2
ℓ
‖F =
µ˜ℓ
2
‖Gi(x˜ℓ)G−1ℓ ‖F = O(1).
Thus, {Zi
ℓ
} is bounded for Case (ii).
In what follows, we show the remaining cases in a unified manner. As will be shown later, in
each of Cases (iii)-(v), there exists some r∗ > 0 such that
‖Ĝ
1
r∗
ℓ
− µ˜ℓI‖F = O(µ˜1+ξℓ ). (A.7)
Let S i
ℓ
:=
µ˜
− r∗
2
ℓ
2
Ĝi(x˜ℓ) for each ℓ. The expression µ˜ℓ
∥∥∥∥∥P˜−1ℓ S iℓĜ− 12ℓ P˜ℓ
∥∥∥∥∥
F
is evaluated as
µ˜ℓ
∥∥∥∥∥P˜−1ℓ S iℓĜ− 12ℓ P˜ℓ
∥∥∥∥∥
F
=
µ˜
1− r∗
2
ℓ
‖Gi(x˜ℓ)P˜⊤ℓ Ĝ
− 1
2
ℓ
P˜ℓ‖F
2
= O(µ˜
1−r∗
ℓ
‖P˜ℓ‖2F), (A.8)
where the first equality follows from Ĝi(x˜ℓ) = P˜ℓGi(x˜ℓ)P˜⊤ℓ and the last one from ‖Ĝ
− 1
2
ℓ
‖F = O(µ˜−
r∗
2
ℓ
)
by (A.7) and ‖Gi(x˜ℓ)‖F = O(1) as in (A.5). Furthermore, let
Ĝℓ = QℓDℓQ
⊤
ℓ (A.9)
be an eigen-decomposition of Ĝℓ with an appropriate orthogonal matrix Qℓ ∈ Rm×m and a diagonal
matrix Dℓ ∈ Rm×m with the eigenvalues of Ĝℓ aligned on the diagonal. Notice that Ĝ
1
2
ℓ
= QℓD
1
2
ℓ
Q⊤
ℓ
.
Denote dp,ℓ := (Dℓ)pp ∈ R for each p = 1, 2, . . . ,m and UiQℓ := Q⊤ℓ UiℓQℓ. By multiplying Q⊤ℓ
and Qℓ on both sides of UiℓĜ
1
2
ℓ
+ Ĝ
1
2
ℓ
Ui
ℓ
= Ĝi(x˜ℓ), it follows from (A.9) that UiQℓD
1
2
ℓ
+ D
1
2
ℓ
Ui
Qℓ
=
Q⊤
ℓ
Ĝi(x˜ℓ)Qℓ, which together with dp,ℓ = (Dℓ)pp for each p, ℓ yields
(UiQℓ )p,q =
(Q⊤
ℓ
Ĝi(x˜ℓ)Qℓ)p,q
d
1
2
p,ℓ
+ d
1
2
q,ℓ
(A.10)
for each p, q = 1, 2, . . . ,m. From (A.7), for each p = 1, 2, . . . ,m, there exists some {δp,ℓ} ⊆ R
satisfying δp,ℓ = O(µ˜
1+ξ
ℓ
) and dp,ℓ = (µ˜ℓ + δp,ℓ)
r∗ . By taking the fact of µ˜ℓ > 0 into account, for
each p, the mean-value theorem implies that for some s¯p,ℓ ∈ [0, 1]
d
1
2
p,ℓ
− µ˜
r∗
2
ℓ
= (µ˜ℓ + δp,ℓ)
r∗
2 − µ˜
r∗
2
ℓ
=
1
2
r∗δp,ℓ(µ˜ℓ + s¯p,ℓδp,ℓ)
r∗
2
−1. (A.11)
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Notice that µ˜ℓ + s¯p,ℓδp,ℓ = Θ(µ˜ℓ) and dp,ℓ = Θ(µ˜
r∗
ℓ
) for all p. Then, for each p, q = 1, 2, . . . ,m,
(A.11) yields
1
2µ˜
r
2
ℓ
− 1
d
1
2
p,ℓ
+ d
1
2
q,ℓ
=
d
1
2
p,ℓ
+ d
1
2
q,ℓ
− 2µ˜
r∗
2
ℓ
2(d
1
2
p,ℓ
+ d
1
2
q,ℓ
)µ
r∗
2
= O
r∗δp,ℓ(µ˜ℓ + s¯p,ℓδp,ℓ)
r∗
2
−1 + r∗δq,ℓ(µ˜ℓ + s¯q,ℓδq,ℓ)
r∗
2
−1
4µ˜
r∗
ℓ

= O(µ˜
ξ− r∗2
ℓ
), (A.12)
where the last equality follows from δp,ℓ = O(µ˜
1+ξ
ℓ
) and δq,ℓ = O(µ˜
1+ξ
ℓ
). From this fact together
with ‖Q⊤
ℓ
Ĝi(x˜ℓ)Qℓ‖F = ‖Q⊤ℓ P˜ℓGi(x˜ℓ)P˜⊤ℓ Qℓ‖F = O(‖P˜ℓ‖2F), we obtain, for each p, q,
(UiQℓ − Q⊤ℓ S iℓQℓ)p,q = (Q⊤ℓ Ĝi(x˜ℓ)Qℓ)p,q
 1
d
1
2
p,ℓ
+ d
1
2
q,ℓ
− 1
2µ˜
r∗
2
ℓ
 = O
(
‖P˜ℓ‖2F µ˜
ξ− r∗2
ℓ
)
,
which together with ‖G˜−
1
2
ℓ
‖F = O(µ˜−
r∗
2
ℓ
) from (A.7) implies
‖µ˜ℓP˜−1ℓ Qℓ(UiQℓ − Q⊤ℓ S iℓQℓ)Q⊤ℓ Ĝ
− 1
2
ℓ
P˜ℓ‖F ≤ µ˜ℓ‖P˜−1ℓ ‖F‖Qℓ‖2F‖P˜ℓ‖F‖UiQℓ − Q⊤ℓ S iℓQℓ‖F‖Ĝ
− 1
2
ℓ
‖F
= O(µ˜
ξ+1−r∗
ℓ
‖P˜ℓ‖3F‖P˜−1ℓ ‖F),
where we use the fact that ‖Qℓ‖F =
√
m because Qℓ is an orthogonal matrix. Hence, by recalling
Zi
ℓ
= µ˜ℓP˜
−1
ℓ
Ui
ℓ
Ĝ
− 1
2
ℓ
P˜ℓ and using (A.8) we obtain
‖Ziℓ‖F ≤ ‖µ˜ℓP˜−1ℓ S iℓĜ
− 1
2
ℓ
P˜ℓ‖F + ‖µ˜ℓP˜−1ℓ Qℓ(UiQℓ − Q⊤ℓ S iℓQℓ)Q⊤ℓ Ĝ
− 1
2
ℓ
P˜ℓ‖F
= O(µ˜
1−r∗
ℓ
‖P˜ℓ‖2F + µ˜ξ+1−r∗ℓ ‖P˜ℓ‖3F‖P˜−1ℓ ‖F). (A.13)
Hereafter, for each of Cases (iii)-(v), we evaluate ‖P˜ℓ‖F , ‖P˜−1ℓ ‖F , and r∗, and prove the bounded-
ness of {Zi
ℓ
} by showing that the rightmost hand expression in (A.13) is O(1).
Case (iii): Since Ŷℓ = I, P˜ℓ = Y˜
1
2
ℓ
for each ℓ, (A.4) implies ‖Ĝℓ − µ˜ℓI‖F = ‖Ĝ
1
2
ℓ
ŶℓĜ
1
2
ℓ
− µ˜ℓI‖ =
O(µ˜
1+ξ
ℓ
), which indicates r∗ = 1 (see (A.7)). Furthermore, ‖P˜ℓ‖F = ‖Y˜
1
2
ℓ
‖ = O(1) and ‖P˜−1
ℓ
‖F =
‖Y˜−
1
2
ℓ
‖F = O(µ˜−
1
2
ℓ
) by (A.6). Combined with (A.13) and the assumption ξ ≥ 1
2
, these results yield
‖Zi
ℓ
‖F = O(µ˜ξ−
1
2
ℓ
) = O(1).
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Case (iv): Since P˜ℓ = (Y˜ℓGℓY˜ℓ)
1
2 and Ĝ
− 1
2
ℓ
= Ŷℓ, we have, from (A.4), ‖Ĝ
1
2
ℓ
− µ˜ℓI‖F = O(µ˜1+ξℓ )
yielding r∗ = 2. Moreover, by (A.5) and ‖GℓY˜ℓ − µ˜ℓI‖F = O(µ˜1+ξℓ ),
‖P˜ℓ‖2F = Tr(Y˜ℓGℓY˜ℓ) ≤ ‖Y˜ℓ‖F‖GℓY˜ℓ − µ˜ℓI‖F + µ˜ℓ‖Y˜ℓ‖F = O(µ˜ℓ), and
‖P˜−1ℓ ‖2F = Tr(Y˜−1ℓ G−1ℓ Y˜−1ℓ ) = Tr(GℓK2ℓ ) ≤ ‖Gℓ‖F‖Kℓ‖2F = O(µ˜−2ℓ ),
where Kℓ := G
− 1
2
ℓ
Y˜−1
ℓ
G
− 1
2
ℓ
and we used ‖Kℓ‖F = O(µ˜−1ℓ ) from (A.4) to derive the last equality.
These results combined with (A.13), r∗ = 2, and ξ ≥ 12 yield ‖Ziℓ‖F = O(µ˜
ξ− 1
2
ℓ
) = O(1).
Case (v): By Ĝℓ = Ŷℓ and (A.4), we have ‖Ĝ2ℓ − µ˜ℓI‖F = O(µ˜
1+ξ
ℓ
) yielding r∗ = 12 . Recall
that the MTW scaling matrix Wℓ is defined by Wℓ := G
1
2
ℓ
(
G
1
2
ℓ
Y˜ℓG
1
2
ℓ
)− 1
2
G
1
2
ℓ
for each ℓ. Note that
‖Gℓ‖F = O(1) and ‖G
1
2
ℓ
Y˜ℓG
1
2
ℓ
‖F = Θ(µ˜ℓ) follow from (A.5) and (A.4), respectively. The first
equality in (A.3) then implies
‖Wℓ‖2F = ‖G
1
2
ℓ
(
G
− 1
2
ℓ
Y˜−1ℓ G
− 1
2
ℓ
) 1
2
G
1
2
ℓ
‖2F ≤ m‖Gℓ‖2F‖G
− 1
2
ℓ
Y˜−1ℓ G
− 1
2
ℓ
‖F = O(µ˜−1ℓ ),
which entails ‖Wℓ‖F = O(µ˜−
1
2
ℓ
). Using ‖G
1
2
ℓ
Y˜ℓG
1
2
ℓ
‖F = Θ(µ˜ℓ) again and ‖G−1ℓ ‖F = O(µ˜−1ℓ ) from
(A.6), we have ‖W−1
ℓ
‖F = ‖G−
1
2
ℓ
(
G
1
2
ℓ
Y˜ℓG
1
2
ℓ
) 1
2
G
− 1
2
ℓ
‖F = O(µ˜−
1
2
ℓ
). Hence, we obtain that ‖P˜ℓ‖2F =
Tr(W−1
ℓ
) = O(µ˜
− 12
ℓ
) and ‖P˜−1
ℓ
‖2
F
= Tr(Wℓ) = O(µ˜
− 12
ℓ
). Therefore, ‖P˜ℓ‖F = O(µ˜−
1
4
ℓ
), ‖P˜−1
ℓ
‖F =
O(µ˜
− 1
4
ℓ
). These results combined with (A.13), r∗ = 12 , and ξ ≥ 12 yield ‖Ziℓ‖F = O(µ˜
ξ− 1
2
ℓ
) = O(1).
We complete the proof. 
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