Introduction
The evolution of biological sequences over time can be represented by phylogenetic trees. Assuming a probabilistic model of amino acid substitution, tree topologies can be evaluated from a sequence alignment by using the maximum likelihood criterion. For proteins, typical probabilistic models assume that 1) all sites are evolving in a, statespecific, generic set of constraints, and that 2) character substitution is occurring at a uniform rate across the sequence alignment. The examination of the patterns of by guest on November 7, 2016 http://mbe.oxfordjournals.org/ Downloaded from evolutionary changes at different sites call into question the validity of these simplifying assumptions. The fact that there is no generic substitution model suitable for all amino acid positions has recently garnered some attention (Bruno 1996; Halpern and Bruno 1998; Lartillot and Philippe 2004) . In this study, we focus on heterogeneity in the rate of evolution across different sites.
Rate heterogeneity is an important concept in molecular biology because sites that are the most tolerant to substitution are likely to appear more variable. To address the issue of non-uniform rates in phylogeny, an improvement over original models of substitution was made by the introduction of rates-across-sites models (RAS), whereby the rates of evolution at sites were modeled by a discretized -distribution (Yang 1993 (Yang , 1994 . As expected, the introduction of a few extra parameters improved the fit of phylogenetic models to sequence alignments which, in this case, translates into an enhanced discrimination between phylogenetic tree topologies (Yang 1996) . However, the RAS model should not be regarded as a silver bullet against all types of phylogenetic artifacts (Reyes, Pesole, and Saccone 2000) .
By modeling using a discrete rate distribution, each site can be classified by determining the rate category with the largest conditional posterior probability (Yang 1995; Felsenstein and Churchill 1996) . This method of estimating site-rates essentially uses the empirical Bayes framework.
A discussion of empirical Bayes versus maximum likelihood estimation has been published recently (Mayrose et al. 2004 ). This study, interestingly, also demonstrates that the rate estimates are generally robust to the length of alignments as well as to the extent of the rate heterogeneity (measured using the -distribution shape parameter: α). Regardless of the method used to generate these site-rates, these estimates can be regarded as a measure of the level of evolutionary constraint imposed by functional requirements Blouin, Boucher, and Roger 2003) . Consequently, these rates have potential applications in functional prediction, the study of protein evolution and as a guide for experimental design using genomic information (Dean et al. 2002; Inagaki et al. 2002; Inagaki et al. 2003 ).
Probabilistic models of character substitution can also be used to simulate sequences from an input tree. These simulations are commonly used for hypothesis testing in phylogeny (Swofford et al. 1996) . A Monte-Carlo simulation was implemented for DNA evolution in seq-gen (Grassly, Adachi, and Rambaut 1997) and for protein sequences in Pseq-gen . Another implementation was devised to enhance the flexibility of the Pseq-gen engine (Tuffery 2002) , this included the definition of the root sequence and the constraints imposed by correlated evolution of clusters of sites within the sequence. A different approach is used in Rose (Stoye, Evers, and Meyer 1998) in which the evolutionary model includes an underlying insertion and deletion mechanism.
In this study, we have implemented, from the original PSeqgen code, a simulation engine that allows flexibility in the model of evolution to simulate functional divergence via changes in the rate of evolution at sites across the tree. Specifically, we generated sequence alignments for which all rates and rate shift information is known. We applied this method to two test cases to examine the robustness of rate estimation methods that are designed as tools for functional studies. The first test case examined sampling error in the estimation of the most probable siterate category. This measurement has gained attention as an indicator of evolutionary constraints (Pollock, Taylor, and Goldman 1999; Gu 2001; Dean et al. 2002; Blouin, Boucher, and Roger 2003) . The second test case evaluated the performance of four methods to detect changes of site rates between two subtrees (herein referred to as site-rate shifts). Finally, we suggest guidelines to assemble datasets which can be used for robust estimation of evolutionary constraints.
Methods

Simulating protein evolution with functional divergence -
The Monte Carlo simulation procedure is similar to that implemented in Pseq-gen . The simulation requires an input tree, and any of the optional items: a user-defined root sequence, a Γ-distributed random or user-defined sequence of site rates, and a user-defined amino acid frequency vector. The rate and frequency parameter can be applied from any nodes in the input tree during the simulation. The JTT (Jones, Taylor, and Thornton 1992) , WAG (Whelan and Goldman 2001) or PAM models of character substitution can be used, although the JTT model was used in this series of simulations. Pre-determined shifts in site rates were applied from a specified node to all of its descendents. The sequences were generated recursively from an arbitrary root node toward the terminal nodes using a robust pseudo-random number generator (Wichmann and Hill 1982) .
Sampling error dataset -Two 1000 site datasets were generated using a Γ-distributed rates-across-sites model (α = 0.65). The first alignment, generated from a tree herein called UNIFORM, contained 968 sequences with pairwise distances distributed between 0.1 and 0.56 substitutions per site. The UNIFORM tree approximates an infinitely diverse set of sequences from which experimental subsets are collected (Figure 1) . The second alignment, generated from a tree herein called OUTGROUP, is similar to UNIFORM except that each jackknifed subsets included a sequence that corresponded to a deep branching outgroup sequence.
The distance from the root to this terminal node was simulated at 1.5 substitutions per site. In both cases, six series of 100 alignments with sequence sample sizes of 5, 10, 15, 20, 30 and 40 taxa were uniformly drawn by jackknife re-samplings. The maximum likelihood phylogeny (model: JTT, 8 Γ-distributed rate categories) was inferred using tree-puzzle 5.0 (Strimmer and von Haeseler 1996) .
The estimate of the Γ−distribution parameter and the highest conditional probability rate category (i.e. an empirical Bayes rate estimate) for each site was extracted for analysis. The variance of each site rate i was calculated as (σ(i)) 2 , where σ is the standard deviation of the rate estimate across all jackknife replicates for a given sequence sample size. The accuracy of the rate estimate was calculated with the frequency at which the estimated rate category was matching the rate category of the reference rates. The boundaries of the reference categories were determined from a discrete Γ−distribution with shape parameter = 0.65. To avoid artifacts arising from the discretized nature of the rate distribution, the estimate
. This is a conservative definition of accuracy and therefore is expected to yield accuracies slightly larger than the actual values.
Simulating functional divergence -An alignment of 44 sequences with 1000 sites was generated to simulate a discrete site rate shift event. At the internal node separating the tree into two halves of 22 sequences, 20% of the rates were replaced by randomly drawn rates from the estimates (Susko et al. 2002 ) and the weighted difference measure (Blouin, Boucher, and Roger 2003) . The performance and accuracy of these detection methods was then evaluated against the actual site rate differences.
Software availability -The source code and user manual for covTREE, our Monte-Carlo sequence simulator used in all of our analyses, can be found at:
http://www.cs.dal.ca/~cblouin/Blouin . The sequence data and trees are also available for download as supplementary material.
Results and Discussion
Sampling error on empirical Bayes site rates
There are two major sampling issues that can affect site rate estimation: 1) the number of sequences analyzed and 2) the phylogenetic depth of the sampled sequences. First, rate estimates that derived from small datasets are prone to sampling error. This is especially true if the sampling amongst lineages is not homogeneous. Second, the phylogenetic sampling can affect rate estimates in two ways: saturation due to evolutionarily divergent sequences and the possibility that some individual site-rates were not constant throughout the period of evolution under examination. The following experiments test these elements.
In actual systems, the availability of an adequate number of sequences representing an appropriate phylogenetic depth can be an issue. It was reported that, for a dataset of NADH-2 of requiem sharks, a number of sequences roughly over 25 was necessary to eliminate the compensatory effect on the maximum likelihood estimation of P invariable and the rate distribution shape parameter (Sullivan, Swofford, and Naylor 1999) . Similar results were obtained with insect data (Misof et al. 2002) . Is 25 sequences a reasonable sample size for robust rate estimation?
Two large datasets, UNIFORM (with pairwise distances between 0.1 and 1.1) and OUTGROUP (the same as before except with a single long branch of 1.5 substitutions/site from the root) of 968 sequences total were generated. Subsamples of various sequence numbers were performed from these datasets by jackknifing (see Materials and Methods).
The estimated sites were compared to the simulated rates and the variance of the estimates was computed. In both cases, the variance on the estimation of the conditional mode site rate became small for dataset approximately >= 30 sequences (Figure 2 ). This is in agreement with the figure of 20-30 sequences reported by (Mayrose et al. 2004 ).
Accuracy of rate estimate vs. sample size
In a sampling of 30 sequences or more from the UNIFORM dataset, the rates of >=95% sites were correctly classified ( Figure 3A) . This classification accuracy drops to >=90% in the case of a sampling of 20 sequences. Below this number of sequences, a very clear pattern of rate estimation inaccuracies as a function of rates becomes apparent.
Specifically, the accuracy of site rate estimation remains relatively high for the rates at the extremes (e.g. very high or very low rates) but drops precipitously for intermediate rates.
The explanation for this phenomenon is likely due to the fact that in an alignment with a limited number of sequences, slow evolving sites are likely to appear constant (and thus slowly evolving) and fast evolving sites are more likely to display a scattered selection of characters, regardless of the sample size. Estimation of the very low rates and the very high rates is therefore inherently less error prone because there is only one boundary for the incorrect versus correct classification.
Sampling error affecting sites evolving at intermediate rates can lead to misclassification in either direction (either too fast or too slow) and consequently a larger number of observations (sequences) must be collected to achieve an accurate estimate.
Robustness of rates estimates vs. outgroup sequences
The effect of estimating rates while including an outlier sequence was tested. The previous experiment (UNIFORM) was modified such that each jackknife-sampled dataset contained one distantly related sequence. As shown in figure 3B , the frequency of correct assignment of the rate category has not yet converged to >95%) even for a relatively large sample alignment of 40 sequences. It is unclear whether the estimation of the rate category will eventually converge on a 100% correct assignment since the variance on the estimated rates for large datasets is becoming small (Figure 2 ). This suggests that the rate estimate is affected by a systematic source of error rather than by sampling issues. An outgroup with a distance from the root of 1.5 expected substitutions per site simulates the presence, in an alignment, of a very distantly-related sequence which may be poorly aligned. This experiment tested the capacity of ML estimation to cope with the noise introduced by a distant or misaligned sequence in a dataset.
Due to the difficulty of estimating intermediate rates, and the questionable biological significance of a highresolution in relative rate categories, the use of a large number of rate categories appears to be unjustified. These results are based on the classification performance of sites into the correct rate categories. Using a different performance metric: the overall square of differences (ΔR) 2 between estimates and real rates, the rate estimation was demonstrated to reach an accuracy plateau with 4-10 rate categories (Mayrose et al. 2004 ). In our experiments, the probability density around the "true" category is quite
uniform. An increased number of categories can thus minimize (ΔR) 2 without necessarily improving the classification performance.
Assigning rates to heterotachous sites
If a multiple sequence alignment contains sites where rates of evolution changed throughout evolution, the resulting rate will be an average of rates. This average may poorly model the evolutionary process for this site in any given lineage. Such sites are known to be heterotachous, or socalled "covarion". There is a growing body of evidence suggesting that rate heterogeneity is a common process in protein evolution (Lockhart et al. 1998; Steel, Huson, and Lockhart 2000; Philippe et al. 2003 ).
The biological basis for shifts in evolutionary rates is functional divergence. If a site must have a specific identity in one lineage, its rate of evolution should be low. However, if this site is not used in a different lineage, the observed rate of evolution will be larger. Not all functional divergence reflects change in biological function; the clusters of residues that are important for the folding of a protein can also change over time, resulting in site rate shifts even within orthologs Lopez, Casane, and Philippe 2002) .
Detecting the sites that have undergone site rate shifts can be used as a comparative tool to understand/predict biological function. This is especially true if there is protein structure available to visualize these rate shifts pattern on a protein Blouin, Boucher, and Roger 2003) .
Detecting site rate shifts
To test methods that detect site rate changes, datasets were simulated by generating two lineages of homologous sequences with 20% of the sites evolving at uncorrelated rates (Figure 4) . Since both un-correlated rates are randomly generated from the same Γ−distribution, only a fraction of the rate shifts represent significantly by guest on November 7, 2016
http://mbe.oxfordjournals.org/ Downloaded from different rates. As there is no reason to expect that all sites with divergent rates will be identified, the performance metrics of most interest is thus the detection accuracy (Site correctly assigned as rate-variable) and the occurrence of false positives.
The correlation in simulated rates can be seen in Figure 5 .
This situation is assumed to be an idealized case of a site rate shift event due to function gain/loss between two lineages of homologous proteins. Four published methods for the detection of site rate changes were tested ( (Blouin, Boucher, and Roger 2003) and the likelihoodratio test (Knudsen and Miyamoto 2001) . The direct use of rate estimates in the weighted difference method is prone to sampling issues as presented in the previous sections.
Once the threshold of detection is lowered (Table 1) , the difference between poorly estimated rates from both subtrees yields a significant number of false positives.
The likelihood-ratio test (Knudsen and Miyamoto 2001) considers the joint phylogeny of two lineages under dependent and independent vectors of rates (Knudsen and Miyamoto 2001) . This method appears to be very sensitive to rate variation across subtrees ( Table 1) The bivariate method (Susko et al. 2002) lies at the other end of the spectrum. This method tends to fail to identify small rate shifts. This is because the uncertainty on each of the jointly estimated site rates compounds into a larger confidence interval for site rate differences as a whole.
The method of Gu99 (Gu 1999) , which has been widely used (Gu 1999; Wang and Gu 2001; Gaucher et al. 2002 ) offers a non-significant occurrence of false positives (P(FP) ≤ 0.01, threshold = 0.80). This method uses an empirical Bayes framework to evaluate at each site the posterior probability of functional divergence given the site's amino-acid pattern. As an added advantage for the "Gu99" method, the final classification appears to be robust to the exact posterior-probability cutoff. This robustness is a desirable property because it is impossible to calibrate the cutoff during the analysis of "real" sequence data.
Nevertheless, the performance (precision and power) of the bivariate method and "gu99" are essentially identical.
Caveats of modeling rate distributions using a discretized distribution
A few caveats have to be considered due to the properties of the assumed discretized -distribution of site rates: 1)
For each of these experiments, the rate distribution shape parameter α was set to 0.65. For datasets with an extremely large α parameter (more uniform rates across sites), the difference in modes of each category will be smaller. In this situation, more sequences will be required to accurately determine which rate category is the most appropriate; 2) If the rates are estimated with a dataset containing functionally diverse sequences, the presence of site rate shifts within the dataset will cause an averaging of the relative rates and an overestimation of the shape parameter α which determines the discrete rate categories available. This is likely to adversely affect the accuracy of rate assignment at sites even if they have not undergone rate shifts.
However, it should be noted that the distribution of rates obtained without assuming a -distribution in a number of protein datasets was shown to match the -distribution very well . This suggests that the assumption that site rates are Γ distributed is sound for the modeling of rate heterogeneity.
Conclusions
Site rate estimates potentially provide information on the restriction due to function of specific sites. We have critically assessed the accuracy of estimates of evolutionary rates and, in a comparative manner, the detection of rate shifts in protein families.
The choice of a number of discrete rate categories has an impact on the results obtained for the estimation of site rates. In small-sized and/or taxonomically-broad phylogenetic samples, the apparent resolution achieved by using a large number of rate categories may be misleading.
This is due to the difficulty in correctly estimating rates in the intermediate range. (Inagaki et al. 2003 ). Four methods were tested for their ability to identify these sites. The choice of the most appropriate method depends on the type of information that is of interest. The method of Knudsen and Miyamoto (Knudsen and Miyamoto 2001 ) is excellent at detecting a large number of sites containing rate shifts.
On the other hand, it identifies a significant number of false positives.
If the objective of the experiment is to target individual positions (a mutational study for example), the methods by Gu (Gu and Vander Velden 2002) and Susko (Susko et al. 2002) are reliable over a range of confidence levels.
However, the confidence level should be chosen prior to running the experiment as to avoid problems of multiple testing. The results presented in Table 1 can be used as a guide for making this choice. 
