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Abstract—In random parameter estimation, Bayesian lower
bounds (BLBs) for the mean-square error have been noticed to
not be tight in a number of cases, even when the sample size, or
the signal-to-noise ratio, grow to infinity. In this paper, we study
alternative forms of BLBs obtained from a covariance inequality,
where the inner product is based on the a posteriori instead of the
joint probability density function. We hence obtain a family of
BLBs, which is shown to form a counterpart at least as tight as
the well-known Weiss-Weinstein family of BLBs, and we extend it
to the general case of vector parameter estimation. Conditions for
equality between these two families are provided. Focusing on the
Bayesian Cramér-Rao bound (BCRB), a definition of efficiency is
proposed relatively to its tighter form, and efficient estimators are
described for various types of common estimation problems, e.g.,
scalar, exponential family model parameter estimation. Finally,
an example is provided, for which the classical BCRB is known
to not be tight, while we show its tighter form is, based on
formal proofs of asymptotic efficiency of Bayesian estimators.
This analysis is finally corroborated by numerical results.
Index Terms—Parameter estimation, tighter information in-
equalities, Cramér-Rao bound, maximum a posteriori estimation,
efficiency
I. INTRODUCTION
A. Background on Bayesian lower bounds on the MSE
Parameter estimation from noisy observations is a funda-
mental problem arising in many fields such as signal pro-
cessing, system identification, control theory, communications
or economics. As a consequence, many parameter estimation
methods and algorithms have been proposed in the literature
(see, e.g., [1], [2]). In order to choose the most suitable
method, it is crucial to assess their performance and determine
the best achievable accuracy. In the Bayesian framework, the
unknown parameter is assumed to be random, with a known a
priori distribution. A commonly adopted risk function (or esti-
mation performance criterion) is the mean-square error (MSE),
for which the Bayes (i.e., optimal) estimator is the posterior
mean, i.e., the mean of the a posteriori p.d.f. [3], [4]. This
estimator achieves the best accuracy in terms of MSE, and,
as a consequence, is commonly referred to as the minimum
mean-square error (MMSE) estimator. However, it requires the
knowledge of the a posteriori p.d.f., which is, except for a few
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special cases (e.g., conjugate priors), often difficult to obtain as
it involves the evaluation of high-dimensional integrals. They
can be computed using Monte-Carlo methods, for instance,
and then lead to a high computational cost. Even though one
is able to compute them, it is still necessary to assess the
estimator’s MSE, which increases the computational cost even
more. Therefore, it is often necessary to resort to suboptimal
approaches, whose loss in accuracy has to be assessed.
Usually, the aforementioned difficulties are overcome by
resorting to lower bounds on the MSE that derive from
mathematical inequalities. Ideally, these lower bounds are
sought to be both computationally tractable and tight, i.e.,
they should provide insight about the MMSE, as accurately as
possible. These lower bounds then make up references with
which one can compare the performance of any estimator.
For the estimation of random parameters, several Bayesian
lower bounds (BLBs) have already been proposed and derived
(see, e.g., [5] for an overview). The perhaps most widely used
BLB is the Bayesian Cramér-Rao bound (BCRB), as it was
the first to be derived [6]–[8], and is also very simple to
calculate. Nonetheless, the BCRB turns out to be somewhat
optimistic, especially for nonlinear estimation problems, where
one often notices performance breakdowns in terms of MSE
below a specific signal-to-noise ratio (SNR) or sample size:
this phenomenon is referred to as the “threshold effect”, and
is not rendered by the BCRB [5], [9], [10]. Yet, determining
the appearance conditions of the threshold effect is essential
so as to specify the estimators’ nominal operating conditions.
This has led to considerable work on BLBs, giving rise to
two main families: i) the Ziv-Zakaï family, relating to the
error probability in binary hypothesis tests [11]–[13], and ii)
the Weiss-Weinstein family (WWF), deriving from covariance
inequalities [6]–[8], [14]–[16]. Some of the bounds among
each family make it possible to predict the threshold effect
[5] (and references therein), [17]. Despite this feature, there
are many problems for which BLBs are not tight, even in the
asymptotic regime, whether for standard problems [5, pp. 11,
37, 38], or for dynamic nonlinear filtering [18]–[20].
Recently, a class of BLBs has been derived and shown to
be at least as tight as those of the WWF [21]. More precisely,
it was shown that any lower bound in the WWF implies
an alternative form, which is tighter than the standard one.
Similarly as the standard form, the tighter form of BLBs is
based on a covariance inequality principle, but where the inner
product is defined w.r.t. the posterior p.d.f. (instead of the joint
p.d.f. for standard BLBs of the WWF). However, this study
was limited to the case of scalar parameter estimation. The
precision gain of the tighter BLBs had not been assessed until
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2our recent conference paper [22], which focused on the case
of the BCRB and showed promising results: the tighter BCRB
(TBCRB) was shown to be asymptotically tight by simulation,
but this was not formally proved.
The main contributions of the present paper with respect
to previous work [21], [22] are threefold. First, we introduce
a more general proof of the covariance inequality leading to
the tighter form of BLBs, that encompass the case of vector
parameter estimation. Second, general conditions for efficiency
are studied and provided for various cases of practical in-
terest: estimation of scalar parameter and exponential family
parameter. Third, for the example studied in Section V, several
asymptotic results are provided and formally proved, about the
behavior of Bayesian estimators (like the maximum a poste-
riori (MAP) and the MMSE), in particular their efficiency.
The sequel of this paper is organized as follows. Basic
notations, definitions and assumptions used throughout the
paper are presented in Section I-B. We recall basic results
on classical BLBs of the WWF in Section II. Their tighter
counterparts are presented in Section III, and shown to be
indeed tighter. Then, in Section IV we focus on the case
of the BCRB and provide conditions for efficiency (i.e.,
attainment of the TBCRB) for various problems. In Section
V, we study a specific estimation problem, and provide formal
proofs of asymptotic efficiency of Bayesian estimators, before
illustrating them with numerical results. Finally, concluding
remarks are reported in Section VI.
B. Summary of basic notations, definitions and assumptions
Throughout the present paper, scalar quantities are denoted
by italic letters (e.g., a, A), vectors by bold lowercase letters
(e.g., a), and matrices by bold uppercase letters (e.g., A). For
some given vector a, its i-th element is denoted by ai, and for
some given matrix A, its i-th row and j-th column element is
denoted by Ai,j . The transpose of a vector a (resp. a matrix
A) is denoted by aT (resp. AT). For some given Hilbert space
H with an inner product 〈· , ·〉, the orthogonal complement of
a subspace S ⊂ H is denoted by S⊥. The indicator function
of a set A is denoted by 1A(·).
More specifically, let X ⊆ RN be the observation space,
whose elements are random observation vectors denoted by
x , (x1, . . . , xN )T, and Θ ⊆ RK be the parameter space
whose elements are denoted by θ , (θ1, . . . , θK)T. Let
p(x,θ) denote the joint p.d.f. of x and θ, and SX ,Θ its support,
i.e., SX ,Θ , {(xT,θT)T ∈ X ×Θ |p(x,θ) > 0} ⊆ RN×RK .
Likewise, let us denote by SΘ the support of the prior p.d.f.
p(θ) on the one hand (i.e., SΘ , {θ ∈ Θ | p(θ) > 0}),
and by SX the support of the marginal p.d.f. p(x) (i.e.,
SX , {x ∈ X | p(x) > 0}). In addition, let us define SΘ|x
and SX|θ as the supports of the joint p.d.f. p(x,θ) w.r.t. θ
and x respectively, i.e.,
i) for some given x ∈ SX , SΘ|x , {θ ∈ Θ | p(x,θ) > 0};
ii) for some given θ ∈ SΘ, SX|θ , {x ∈ X | p(x,θ) > 0}.
Consequently, one can write
p(θ) =
∫
SX|θ
p(x,θ) dx, and p(x) =
∫
SΘ|x
p(x,θ) dθ.
(1)
From these definitions, the various expectations of a determin-
istic and measurable function h : X ×Θ→ RJ can be written
as
Ex,θ[h(x,θ)] =
∫
SX ,Θ
h(x,θ) p(x,θ) dx dθ, (2a)
Ex|θ[h(x,θ)] =
∫
SX|θ
h(x,θ) p(x |θ) dx, (2b)
Eθ|x[h(x,θ)] =
∫
SΘ|x
h(x,θ) p(θ |x) dθ, (2c)
Ex[h(x,θ)] =
∫
SX
h(x,θ) p(x) dx, (2d)
Eθ[h(x,θ)] =
∫
SΘ
h(x,θ) p(θ) dθ. (2e)
Accordingly, the variances of h(x,θ) w.r.t. the differ-
ent distributions appearing above, are respectively denoted
by Vx,θ[h(x,θ)] = Ex,θ
[(
h(x,θ) − Ex,θ[h(x,θ)]
)2]
,
Vx|θ[h(x,θ)], Vθ|x[h(x,θ)], Vx[h(x,θ)] and Vθ[h(x,θ)].
In addition, throughout the present paper:
• g : Θ→ RL denotes some deterministic, known function, of
which we seek to estimate g(θ) , (g1(θ), . . . , gL(θ))T. We
assume that, ∀` ∈ {1, . . . , L}, ∀x ∈ SX , g`(·) ∈ L2(SΘ|x),
where L2(SΘ|x) denotes the space of functions with finite
second moments w.r.t. p(θ |x), i.e., Eθ|x[g2` (θ)] < +∞.
• ĝ : X → RL denotes some estimator of g(θ). We assume
that, ∀` ∈ {1, . . . , L}, ĝ`(·) ∈ L2(SX ), where L2(SX ) denotes
the space of functions with finite second moments w.r.t. p(x),
i.e., Ex[ĝ2` (x)] < +∞.
• ϕ : X × Θ → R denotes some deterministic, known
function. We assume that ϕ(·) ∈ L2(SX ,Θ), where L2(SX ,Θ)
denotes the space of functions with finite second moments
w.r.t. p(x,θ), i.e., Ex,θ[ϕ2(x,θ)] < +∞.
• The inner product of two functions ζ(·), ξ(·) ∈ L2(SX ,Θ) is
defined by
〈ζ(x,θ), ξ(x,θ)〉 , Ex,θ[ζ(x,θ) ξ(x,θ)], (3)
and the natural norm based on it is denoted by ‖.‖.
• For some family of functions (or vector function) ϕ(·) ,
(ϕ1(·), . . . , ϕM (·))T ∈ LM2 (SX ,Θ) with finite second mo-
ments w.r.t. p(x,θ), we denote by Sϕ its linear span, that
is
Sϕ , span(ϕ(·)) =
{
λTϕ(·) ∣∣ λ ∈ RM}. (4)
The orthogonal complement of Sϕ in L2(SX ,Θ) for the inner
product (3) is denoted by S⊥ϕ , i.e.,
S⊥ϕ ,
{
ζ(·) ∈ L2(SX ,Θ)
∣∣∣ Ex,θ[ζ(x,θ)ϕ(x,θ)] = 0}. (5)
• For some subspace A of L2(SX ,Θ), let ΠA : L2(SX ,Θ)→
L2(SX ,Θ) denote the orthogonal projector onto A based on
the inner product (3). Thus, any function f(·) ∈ L2(SX ,Θ)
can be decomposed as
f(x,θ) = ΠA(f)(x,θ) +ΠA⊥(f)(x,θ). (6)
Accordingly, we denote by ΠA(f) and ΠA⊥(f) the element-
wise orthogonal projections of a vector function f(·) ,
(f1(·), . . . , fJ(·))T ∈ LJ2 (SX ,Θ) onto A and A⊥ respectively,
i.e., ΠA(f) , (ΠA(f1), . . . ,ΠA(fJ))T.
3Using these notations and definitions, we now derive two
classes of Bayesian information inequalities, the first of which
leads to the so-called Weiss-Weinstein family (WWF) of
Bayesian lower bounds (BLBs) [15], [16], [23], while the
second, introduced more recently [21], leads to their tighter
counterparts (tighter Bayesian lower bounds, TBLBs).
II. CLASSICAL BAYESIAN LOWER BOUNDS
In this section, we recall the basic form of the covariance
inequality, which leads to a general class of Bayesian lower
bounds on the global mean-square error of any Bayes esti-
mator. In particular, it includes the fairly well-known Weiss-
Weinstein family of BLBs [15], [16], [23].
A. Background on covariance inequality
A basic form of the covariance inequality can be stated
as follows (a proof is given to enable an easier comparison
between the lower bounds from the present section and those
from Section III).
Theorem 1 (Covariance inequality). Let g(·) ,
(g1(·), . . . , gL(·))T ∈ LL2 (SX ,Θ) be some vector
function with finite second moments w.r.t. p(x,θ), and
ϕ(·) , (ϕ1(·), . . . , ϕM (·))T ∈ LM2 (SX ,Θ) be some
family of linearly independent functions with finite second
moments w.r.t. p(x,θ) as well. Then, for any vector function
ζ(·) , (ζ1(·), . . . , ζL(·))T ∈ (S⊥ϕ )L,
Q(g−ζ)  Rgϕ Q−1ϕ RTgϕ, (7)
where Q(g−ζ) is the L× L matrix defined by
Q(g−ζ) , Ex,θ
[
(g(x,θ)− ζ(x,θ)) · (g(x,θ)− ζ(x,θ))T],
(8)
Rgϕ is the L×M matrix defined by
Rgϕ , Ex,θ
[
g(x,θ)ϕT(x,θ)
]
, (9)
Qϕ is the M ×M matrix defined by
Qϕ , Ex,θ
[
ϕ(x,θ)ϕT(x,θ)
]
, (10)
and the inequality sign “” in (7) means that the difference
between the left and the right side is a positive semi-definite
matrix.
Proof: Let a ∈ RL be any vector, and (x,θ) ,
aT(g(x,θ)− ζ(x,θ)). From (6), (x,θ) can be written as
(x,θ) = ΠSϕ()(x,θ) +ΠS⊥ϕ ()(x,θ)
= aTΠSϕ(g − ζ)(x,θ) + aTΠS⊥ϕ (g − ζ)(x,θ)
= aTΠSϕ(g)(x,θ) + a
T
[
ΠS⊥ϕ (g)(x,θ)− ζ(x,θ)
]
(11)
since ζ(·) ∈ (S⊥ϕ )L. Consequently, by the Pythagorean theo-
rem, we have
‖(x,θ)‖2 = ‖aTΠSϕ(g)(x,θ)‖2
+
∥∥aT[ΠS⊥ϕ (g)(x,θ)− ζ(x,θ)]∥∥2. (12)
Since ΠSϕ(g)(x,θ) ∈ (Sϕ)L, there exists a matrix C ∈
RM×L such that ΠSϕ(g)(x,θ) = CTϕ(x,θ). In addition,
g(x,θ) − ΠSϕ(g)(x,θ) = ΠS⊥ϕ (g)(x,θ) ∈ (S⊥ϕ )L, so it
satisfies the normal equation
Ex,θ
[
(g(x,θ)−CTϕ(x,θ))ϕT(x,θ)] = 0, (13)
which leads to C = Q−1ϕ R
T
gϕ, and ΠSϕ(g)(x,θ) =
RgϕQ
−1
ϕ ϕ(x,θ). Noticing that ‖(x,θ)‖2 = aTQ(g−ζ)a
and ‖aTΠSϕ(g)(x,θ)‖2 = aTRgϕQ−1ϕ RTgϕa leads to the
following equivalent form of (12):
aTQ(g−ζ)a = aTRgϕQ−1ϕ R
T
gϕa
+
∥∥aT[ΠS⊥ϕ (g)(x,θ)− ζ(x,θ)]∥∥2. (14)
It implies the inequality aTQ(g−ζ)a ≥ aTRgϕQ−1ϕ RTgϕa,
for any a ∈ RL, hence the covariance inequality (7).
B. A general class of BLBs
If we set g(x,θ) , g(θ) the quantity to be estimated,
and ζ(x,θ) , Eθ|x[g(θ)] = ĝMMSE(x) the posterior mean
of g(θ) (that is the MMSE estimator), then, provided that
Eθ|x[g(θ)] ∈ (S⊥ϕ )L, the inequality (7) becomes
MSE(ĝMMSE)  Rgϕ Q−1ϕ Rgϕ (15)
where, for any estimator ĝ(·), MSE(ĝ) , Q(g−ĝ) =
Ex,θ
[
(g(θ) − ĝ(x)) · (g(θ) − ĝ(x))T] denotes the mean-
square error matrix of ĝ(·). Moreover, since, for any estimator
ĝ(·) ∈ L2(SX ), MSE(ĝ) MSE(ĝMMSE), any lower bound
on the MSE of ĝMMSE(·) is also a lower bound on the MSE of
ĝ(·), whether ĝ(·) lies in (S⊥ϕ )L or not. It is worth noticing that
a sufficient condition for (15) to hold is Eθ|x[g(θ)] ∈ (S⊥ϕ )L,
or equivalently
Ex
[
Eθ|x[g(θ)] Eθ|x[ϕ(x,θ)]
]
= 0. (16)
A well known subset of the Euclidean space L2 (SX ,Θ)
satisfying (16) is Hφ defined as [15, (1)], [16, (6)], [24]:
Hφ =
{
φ(x,θ) ∈ L2(SX ,Θ)
∣∣Eθ|x[φ(x,θ)] = 0
for a.e. x ∈ X}, (17)
which is the subset of the Euclidean space L2(SX ,Θ) orthog-
onal to any ĝ(x) ∈ L2(SX ). Therefore, there may exist vector
functions ϕ(x,θ) that do not lie in Hφ but satisfy (16); such
a function ϕ(x,θ) could possibly lead to tighter BLBs since
it is required to be orthogonal only to a single function of
L2(SX ), that is Eθ|x[g(θ)].
C. The Weiss-Weinstein class of BLBs
As stated in [16], the Weiss-Weinstein class of BLBs is
obtained via projection of g(θ) on Sφ, that is a closed
subspace of Hφ made up of linear combinations of elements
in Hφ:
Sφ ,
{
λTφ(·) ∣∣ λ ∈ RM}, (18)
where φ(·) , (φ1(·), . . . , φM (·))T ∈ HMφ . Then, any es-
timator ĝ(x) lies in S⊥φ , and setting g(x,θ) = g(θ) and
ζ(x,θ) , ĝ(x) in (12) yields, for any a ∈ RL,
‖aT(g(θ)− ĝ(x))‖2 ≥ ‖aTΠSφ(g)(x,θ)‖2, (19)
4which leads to
MSE(ĝ)  Rgφ Q−1φ RTgφ. (20)
This inequality is referred to as the Weiss-Weinstein inequality
in the following.
III. A GENERAL CLASS OF TIGHTER BAYESIAN LOWER
BOUNDS
A. A tighter version of the covariance inequality
We first provide a tighter version of the covariance inequal-
ity (7). Since, for any function (·) ∈ L2(SX ,Θ),
‖(x,θ)‖2 = Ex
[
Eθ|x
[
2(x,θ)
]]
, (21)
it is possible to rewrite all the results from Section II-A
for some given x ∈ SX , with respect to the posterior
distribution p(θ |x). In other words, (21) suggests to derive
a lower bound on the posterior MSE Eθ|x
[
2(x,θ)
]
, and then
average it w.r.t. x, which leads to another bound on the global
MSE Ex,θ
[
2(x,θ)
]
. In the next theorem (Theorem 2), we
show that the bound so obtained is at least as tight as the
standard one (from the previous section). It is done by noticing
that, geometrically, the proposed bound corresponds to the
hypotenuse of a right-angled triangle, while the standard bound
corresponds to one of the two other sides of this triangle (see
Figure 1).
In order to state the theorem, let us introduce the subspace
W2(SX ,Θ) of L2(SX ,Θ), defined as
W2(SX ,Θ) ,
{
ζ(·) ∈ L2(SX ,Θ)
∣∣∣
ζ(x, ·) ∈ L2(SΘ|x) for a.e. x ∈ SX
}
, (22)
and the inner product of two functions ξ(·), ζ(·) ∈ W2(SX ,Θ),
given some x ∈ SX , defined by
〈ξ(x,θ), ζ(x,θ)〉|x , Eθ|x
[
ξ(x,θ) ζ(x,θ)
]
. (23)
Accordingly, the related norm is denoted by ‖·‖|x. As a
consequence, for some given x ∈ X , let Sϕ|x denote the
linear span of a family of functions ϕ1(x, ·), . . . , ϕM (x, ·),
where ϕ1(·), . . . , ϕM (·) ∈ W2(SX ,Θ), and let S⊥ϕ|x denote its
orthogonal complement for the inner product given x (23),
i.e.,
S⊥ϕ|x ,
{
ζ(·) ∈ W2(SX ,Θ)
∣∣∣ Eθ|x[ζ(x,θ)ϕ(x,θ)] = 0}.
(24)
Finally, let us denote by S˜⊥ϕ the subspace of S⊥ϕ defined by
S˜⊥ϕ ,
{
ζ(·) ∈ W2(SX ,Θ)
∣∣∣ ζ(x, ·) ∈ S⊥ϕ|x for a.e. x ∈ X}.
(25)
Using these notations, we can now state the main theorem of
this section.
Theorem 2 (Tighter covariance inequality). Let g(·) ,
(g1(·), . . . , gL(·))T ∈
(W2(SX ,Θ))L be some family of L
functions, and ϕ(·) , (ϕ1(·), . . . , ϕM (·))T ∈
(W2(SX ,Θ))M
be some family of M linearly independent functions. Then, for
any family of L functions ζ(·) , (ζ1(·), . . . , ζL(·))T ∈ (S˜⊥ϕ )L,
Q(g−ζ)  Ex
[
Rgϕ|x Q
−1
ϕ|xR
T
gϕ|x
]  Rgϕ Q−1ϕ RTgϕ, (26)
Figure 1. Geometrical interpretation of the presented lower bounds: the
standard one corresponds to the (squared norm of the) vertical thick orange
arrow ΠSϕ (g) (or equivalently the vertical orange dashed (‘– –’) segments),
while the tighter bound corresponds to the (squared norm of the) slanted thick
orange arrowΠSϕ|x (g) (or equivalently the slanted orange “dash-dot” (‘– ·’)
segment).
where Rgϕ|x is the L×M matrix defined by
Rgϕ|x , Eθ|x
[
g(x,θ)ϕT(x,θ)
]
, (27)
and Qϕ|x is the M ×M matrix defined by
Qϕ|x , Eθ|x
[
ϕ(x,θ)ϕT(x,θ)
]
. (28)
Proof: For any arbitrary vector a ∈ RL and some given
x ∈ SX , let us decompose (x,θ) , aT(g(x,θ) − ζ(x,θ))
into
(x,θ) = ΠSϕ|x()(x,θ) +ΠS⊥ϕ|x()(x,θ)
= aTΠSϕ|x(g)(x,θ)
+ aT
[
ΠS⊥
ϕ|x
(g)(x,θ)− ζ(x,θ)], (29)
as in (11). By the Pythagorean theorem, we consequently have
‖(x,θ)‖2|x = ‖aTΠSϕ|x(g)(x,θ)‖2|x
+
∥∥aT[ΠS⊥
ϕ|x
(g)(x,θ)− ζ(x,θ)]∥∥2|x. (30)
We can then show that ΠSϕ|x(g)(x,θ) =
Rgϕ|xQ
−1
ϕ|xϕ(x,θ), and finally, similarly as in Section
II-A, and after applying Ex[·], we obtain the left inequality
in (26).
In addition, as ΠS⊥
ϕ|x
(g)(x,θ) ∈ (S⊥ϕ|x)L for a.e. x ∈
SX , ΠS⊥
ϕ|·
(g)(·) ∈ (S˜⊥ϕ )L, and since S˜⊥ϕ ⊂ S⊥ϕ , then
ΠS⊥
ϕ|·
(g)(·) ∈ (S⊥ϕ )L. Hence, it is possible to rewrite (12)
with ζ(x,θ) = ΠS⊥
ϕ|x
(g)(x,θ), i.e.,∥∥aT[g(x,θ)−ΠS⊥
ϕ|x
(g)(x,θ)
]∥∥2
=
∥∥aTΠSϕ(g)(x,θ)∥∥2
+
∥∥aT[ΠS⊥ϕ (g)(x,θ)−ΠS⊥ϕ|x(g)(x,θ)]∥∥2, (31)
and since g(x,θ) −ΠS⊥
ϕ|x
(g)(x,θ) = ΠSϕ|x(g)(x,θ), we
finally obtain∥∥aTΠSϕ|x(g)(x,θ)∥∥2 ≥ ∥∥aTΠSϕ(g)(x,θ)∥∥2, (32)
5that is, for any a ∈ RL,
aT Ex
[
Rgϕ|xQ
−1
ϕ|xR
T
gϕ|x
]
a ≥ aTRgϕQ−1ϕ RTgϕ a, (33)
which proves the right inequality in (26).
It is worth noticing that the analytical expressions for the
posterior p(θ |x) and p(x) are not needed for the calculation
of the tigther BLBs: from (26), the tighter BLB is given as
TBLB , Ex
[
Rgϕ|xQ
−1
ϕ|xR
T
gϕ|x
]
, (34)
with Rgϕ|x and Qϕ|x defined in (27) and (28) respectively.
Using the identity p(θ |x) = p(x,θ)/p(x) in (27) and (28),
we obtain
Rgϕ|x =
R˜x
p(x)
, (35a)
Qϕ|x =
Q˜x
p(x)
, (35b)
after defining the integrals
R˜x ,
∫
SΘ|x
g(x,θ)ϕ(x,θ)T p(x,θ) dθ, (36a)
Q˜x ,
∫
SΘ|x
ϕ(x,θ)ϕ(x,θ)T p(x,θ) dθ. (36b)
Substituting (35a) and (35b) into (34), we obtain
TBLB = Ex
[
Rgϕ|xQ
−1
ϕ|xR
T
gϕ|x
]
=
∫
SX
Rgϕ|xQ
−1
ϕ|xR
T
gϕ|x p(x) dx
=
∫
SX
R˜xQ˜
−1
x R˜
T
x dx, (37)
where all p(θ |x) and p(x) terms have disappeared. Hence, it
is not required to know the analytical expressions of these two
distributions. We only need to know the expression of p(x,θ),
which is very often readily available, and be able to calculate
integrals involving the joint distribution p(x,θ).
B. The class of Tighter Weiss-Weinstein BLBs
A tighter counterpart to (20) can be obtained by letting
g(x,θ) , g(θ), and ζ(x,θ) , Eθ|x[g(θ)] = ĝMMSE(x). In
order to apply (26), it is necessary that ĝMMSE(x) ∈ (S˜⊥ϕ )L,
which holds iff, for a.e. x ∈ SX , and for ` = 1, . . . , L,
Eθ|x
[
ϕ(x,θ) ĝMMSE` (x)
]
= ĝMMSE` (x) Eθ|x
[
ϕ(x,θ)
]
= 0,
i.e., iff Eθ|x
[
ϕ(x,θ)
]
= 0 for a.e. x ∈ SX , that is, iff ϕ(·) ,
φ(·) ∈ HLφ are generating functions of BLBs in the WWF. In
such a case, we obtain
MSE(ĝ) MSE(ĝMMSE)
 Ex
[
Rgφ|xQ
−1
φ|xR
T
gφ|x
]  RgφQ−1φ RTgφ. (38)
As can be seen from (32), the classical BLB, RgφQ−1φ Rgφ,
relates to squared norms of vectors lying in S⊥φ
(namely, ΠS⊥φ (g)(x,θ)), while the tighter BLB,
Ex
[
Rgφ|xQ
−1
φ|xR
T
gφ|x
]
, relates to squared norms of
vectors lying in S˜⊥φ (namely, ΠS⊥φ|x(g)(x,θ)). Yet,
L2(SX ) ⊂ S˜⊥φ ⊂ S⊥φ , which explains why the tighter BLB
indeed is tighter.
C. Condition for equality between classical and tighter BLBs
From (32), the inequality between the classical and the
tighter lower bounds in (38) becomes an equality iff∥∥aT[ΠS⊥ϕ (g)(x,θ)−ΠS⊥ϕ|x(g)(x,θ)]∥∥2 = 0 (39)
for all a ∈ RL, i.e., iff
ΠSϕ(g)(x,θ) = ΠSϕ|x(g)(x,θ). (40)
Since φ(·) is assumed to be made up of L linearly independent
functions of L2(SX ,Θ), the condition for equality (40) is
equivalent to
RgφQ
−1
φ = Rgφ|xQ
−1
φ|x (41)
for a.e. x ∈ SX , which means that Rgφ|xQ−1φ|x does actually
not depend on x.
For instance, such a situation occurs in the particular case
where φ(x,θ) = g(θ) − Eθ|x[g(θ)], which yields Qφ|x =
Rgφ|x as well as Qφ = Rgφ = MSE(ĝMMSE). Then, (38)
simply reduces to
MSE(ĝ) MSE(ĝMMSE). (42)
As shown in the following, the choice φ(x,θ) = g(θ) −
Eθ|x[g(θ)] is not the only one that leads to (41).
IV. TIGHTER BAYESIAN CRAMÉR-RAO BOUNDS AND AN
UPDATE FOR THE NOTION OF EFFICIENCY
A. Classical and tighter Bayesian Cramér-Rao bounds
Let us consider the family of M = K functions φCR(·) =
(φCR1 (·), . . . , φCRK (·))T defined as
φCR(x,θ) ,

∂ ln p(θ |x)
∂θ
, if (x,θ) ∈ SX ,Θ,
0, otherwise.
(43)
Sufficient conditions for φCR(·) to generate BLBs of the
WWF are [15]
• SΘ|x = Ix,1× . . .×Ix,K , where Ix,k = ]ax,k , bx,k[ are
intervals of R with endpoints ax,k, bx,k ∈ [−∞ ,+∞],
ax,k < bx,k, k = 1, . . . ,K;
• p(θ |x) is absolutely continuous w.r.t. θk, k = 1, . . . ,K,
for a.e. x ∈ SX ;
• limθk→ax,k g`(θ) p(θ |x) = limθk→bx,k g`(θ) p(θ |x) =
0, ` = 1, . . . , L, k = 1, . . . ,K, for a.e. x ∈ SX ;
• The (joint) Bayesian information matrix QφCR is non-
singular.
After plugging (43) into (9) and (10), we obtain the classical
version of the Bayesian Cramér-Rao bound (BCRB), that is
BCRB = RgφCRQ
−1
φCR
RTgφCR , (44)
with
RgφCR = Ex,θ
[
g(θ)
∂ ln p(θ |x)
∂θT
]
= −Ex,θ
[
∂g(θ)
∂θT
]
, (45)
and
QφCR = Ex,θ
[
∂ ln p(θ |x)
∂θ
∂ ln p(θ |x)
∂θT
]
. (46)
6Similarly, the tighter version of the BCRB is obtained by
plugging (43) into (27) and (28), which gives
TBCRB = Ex
[
RgφCR|xQ
−1
φCR|xR
T
gφCR|x
]
, (47)
with
RgφCR|x = Eθ|x
[
g(θ)
∂ ln p(θ |x)
∂θT
]
= −Eθ|x
[
∂g(θ)
∂θT
]
, (48)
and
QφCR|x = Eθ|x
[
∂ ln p(θ |x)
∂θ
∂ ln p(θ |x)
∂θT
]
, (49)
that can be referred to as the posterior (or conditional)
Bayesian information matrix. Finally, (38) can be rewritten
as
MSE(ĝ) MSE(ĝMMSE)  TBCRB  BCRB. (50)
We can remark that an alternative way of obtaining these
two versions of the BCRB consists in starting from the
functions φBZh1 (·), . . . , φBZhM (·) generating the Bobrovsky-Zakaï
bound [14], which are defined, for H = [h1, . . . ,hM ] ∈
RK×M and m = 1, . . . ,M , as
φBZhm(x,θ) =
p(θ + hm |x)1SΘ|x(θ + hm)− p(θ |x)1SΘ|x(θ − hm)
p(θ |x)1SΘ|x(θ)
,
(51)
if (x,θ) ∈ SX ,Θ, and φBZhm(x,θ) = 0 otherwise, and by
letting hm tend to 0, m = 1, . . . ,M . In particular, this allows
for deriving conditions under which the BCRB, and thus the
TBCRB, are nonzero (see [21], [23] for instance).
B. An update for the notion of efficiency
Since the two BCRBs in (50) are nonzero under the same
conditions (see [23, Section III]), it seems appropriate to define
the notion of efficiency as follows.
Definition 1. An estimator ĝ(·) of g(θ) is said to be efficient
if its MSE achieves the TBCRB. In other terms, MSE(ĝ) =
TBCRB in (50).
Indeed, it has often been noticed that the classical BCRB
cannot be attained for plenty of estimation problems. From
(50) and Definition 1, it can be seen that if an estimator,
different from the MMSE estimator, is efficient, then so is
the MMSE estimator. Let us now investigate conditions for
the TBCRB to be attained, hence allowing for a description
of models for which efficient estimators (potentially different
from the MMSE estimator) could be found.
C. Class of efficient estimators
Rewriting (30) with g(x,θ) , g(θ) and ζ(x,θ) , ĝ(x),
we have, for any a ∈ RL, φ(·) ∈ Hφ, and a.e. x ∈ X ,
‖aT(g(θ)− ĝ(x))‖2|x = ‖aTΠSφ|x(g)(x,θ)‖2|x
+
∥∥aT[ΠS⊥
φ|x
(g)(x,θ)− ĝ(x)]∥∥2|x. (52)
Consequently, the estimator ĝ(·) is efficient iff ‖aT(g(θ) −
ĝ(x))‖2|x = ‖aTΠSφ|x(g)(x,θ)‖2|x for any a ∈ RL and a.e.
x ∈ X , that is, from (52), iff∥∥aT[ΠS⊥
φ|x
(g)(x,θ)− ĝ(x)]∥∥2|x = 0 (53)
for all a ∈ RL, i.e., iff
ΠS⊥
φ|x
(g)(x,θ) = ĝ(x). (54)
Since g(θ) = ΠSφ|x(g)(x,θ) + ΠS⊥φ|x(g)(x,θ), (54) is
finally equivalent to
g(θ)− ĝ(x) = ΠSφ|x(g)(x,θ) = Rgφ|xQ−1φ|xφ(x,θ). (55)
In the case of the TBCRB, i.e., φ(·) = φCR(·), the
condition (55) becomes, from (27) and (28),
ĝ(x)− g(θ) =
Eθ|x
[
∂g(θ)
∂θT
]
Eθ|x
[
∂ ln p(θ |x)
∂θ
∂ ln p(θ |x)
∂θT
]−1
∂ ln p(θ |x)
∂θ
.
(56)
From this condition, a number of particular cases can be
examined.
1) Scalar case (K = L = 1): In the scalar case, the
function g(θ) , g(θ) reduces to a single function of a scalar
parameter θ ∈ Θ ⊂ R. Then, (56) reduces to
ĝ(x)− g(θ) = v(x)∂ ln p(θ |x)
∂θ
, (57)
where
v(x) =
Eθ|x[
dg(θ)
dθ ]
Eθ|x
[(∂ ln p(θ|x)
∂θ
)2] . (58)
Integrating (57) w.r.t. θ leads to
p(θ |x) = b(x) exp
[
θĝ(x)−G(θ)
v(x)
]
, (59)
in which
b(x) =
(∫
SΘ|x
exp
[
θĝ(x)−G(θ)
v(x)
]
dθ
)−1
, (60)
and G(θ) is the antiderivative of g(θ), i.e., dG(θ)/ dθ = g(θ).
It is worth noticing that the posterior distribution p(θ |x) in
(59) is of the form
fθ(x) = h(x) exp
[
η(θ)Tt(x)−A(θ)] (61)
with h(x) = b(x), η(θ) = (θ,G(θ))T, t(x) =
(ĝ(x)/v(x),−1/v(x))T, and A(θ) = 0, meaning that p(θ |x)
is an exponential family, which turns out to be curved, due to
the nonlinear link between the components of t(x) [3, pp. 23–
32]. Moreover, the form of the posterior distribution (59) leads
to the following form of the joint distribution p(x, θ):
p(x, θ) = b(x) p(x) exp
[
θĝ(x)−G(θ)
v(x)
]
. (62)
Hence, the class of models for which an efficient estimator
can be found are those in which the joint distribution can be
written in the form (62).
72) Exponential family models: In the scalar case, studied
in the previous section, numerous statistical models are con-
cerned with a likelihood function that belongs to a general
exponential family (61), i.e., there exists functions h(x) ≥ 0,
η(θ), t(x) ∈ RJ and A(θ) such that
p(x |θ) = h(x) exp[η(θ)Tt(x)−A(θ)], (63)
with A(θ) = ln
∫
SX|θ h(x) exp
[
η(θ)Tt(x)
]
dx. In the
Bayesian framework, assigning a conjugate distribution to the
prior w.r.t. the likelihood function ensures that the posterior
p.d.f. is in the same probability distribution family, and often
makes it more easily tractable. For a likelihood function of the
form in (63), the conjugate prior has the form
p(θ) = p(θ ;λ,µ) = κ(λ,µ) exp
[
η(θ)Tµ− λA(θ)], (64)
with κ(λ,µ) = 1/
∫
SΘ exp[η(θ)
Tµ−λA(θ)] dθ, i.e., the form
of an exponential family as well. This leads to the following
joint p.d.f.:
p(x, θ) = p(x, θ ;λ,µ)
= p(x |θ) p(θ ;λ,µ)
= κ(λ,µ)h(x)
× exp[η(θ)T(µ+ t(x))− (λ+ 1)A(θ)], (65)
and to the following marginal distribution of the observations:
p(x) = p(x ;λ,µ) =
∫
SΘ|x
p(x, θ ;λ,µ) dθ
= κ(λ,µ)h(x)
×
∫
SΘ|x
exp
[
η(θ)T(µ+ t(x))− (λ+ 1)A(θ)] dθ
=
κ(λ,µ)h(x)
κ(λ+ 1,µ+ t(x))
. (66)
Finally, the a posteriori distribution can be obtained as
p(θ |x ;λ,µ) = p(x, θ ;λ,µ)
p(x ;λ,µ)
= κ(λ+ 1,µ+ t(x))
× exp[η(θ)T(µ+ t(x))− (λ+ 1)A(θ)],(67)
which has, as expected, the same form as the prior distribution
(64), i.e., p(θ |x ;λ,µ) = p(θ ;λ + 1,µ + t(x)). Yet, for the
TBCRB to be attained, it is necessary that (67) has the form
(59), i.e., iff
η(θ)T(µ+ t(x))− (λ+ 1)A(θ) = θĝ(x)−G(θ)
v(x)
, (68)
which automatically implies κ(λ + 1 ;µ + t(x)) = b(x).
Condition for efficiency (68) may allow for derivation of
efficient estimators. For instance, let us consider the particular
case where v(x) does actually not depend upon x. Without
loss of generality, let us assume v(x) = 1. Then, (68) can be
rewritten as
G(θ) + η(θ)Tµ− (λ+ 1)A(θ) = θĝ(x)− η(θ)Tt(x). (69)
By differentiating both sides w.r.t. x, it appears that η(θ) = cθ,
where c is a constant vector, i.e., θ is a natural parameter for
the likelihood function (63) and the prior p.d.f. (64). After
differentiating both sides of (69) w.r.t. θ, we can deduce that g(θ) = (λ+ 1)
dA(θ)
dθ
+ C, (70a)
ĝ(x) = cTt(x) + C ′ (70b)
where C and C ′ denote some scalar constants. Finally, in the
case of signals modeled by (63) and (64), the estimator given
by (70b) provides an efficient estimate of g(θ) given by (70a),
with an associated MSE equal to 1. Since v(x) has been
assumed constant w.r.t. x, it can be noticed that the related
TBCRB and BCRB are equal. However, as shown in the next
section, efficient estimation is also possible when v(x) does
depend upon x, and in that case the TBCRB differs from the
BCRB (see Section III-C).
3) Particular case: g(θ) = θ: A case of particular interest
is that where g(θ) , θ. Then, (58) reduces to
v(x) =
1
Eθ|x
[(∂ ln p(θ|x)
∂θ
)2] , (71)
and (59) becomes
p(θ |x) = b(x) exp
[
θθ̂(x)− θ22 + c
v(x)
]
= b(x) exp
[
2c+ θ̂(x)2
2v(x)
]
exp
[
− (θ − θ̂(x))
2
2v(x)
]
=
1√
2piv(x)
exp
[
− (θ − θ̂(x))
2
2v(x)
]
, (72)
where c denotes a scalar constant, and the last line is obtained
from the condition
∫
SΘ|x p(θ |x) dθ = 1. Consequently, it is
possible to find an efficient estimate of θ only if the posterior
p.d.f. p(θ |x) is Gaussian for a.e. x ∈ X . It is important to
notice that, in that case, the posterior variance σ2|x , v(x)
may depend upon x. This result differs from and relaxes Van
Trees’ as for the attainment of the standard BCRB [8, p.73],
where the posterior variance cannot depend upon x, since the
conditional expectation Eθ|x[·] in (71) is replaced with the
joint expectation Ex,θ[·]. This remark is in agreement with
that made in Section III-C, that is, if the posterior variance
σ2|x does depend upon x, then TBCRB > BCRB. However,
it can also be noted that, if the posterior p.d.f. is not Gaussian,
then MSE(θ̂) > TBCRB ≥ BCRB, i.e., neither the TBCRB,
nor the BCRB, are tight BLBs.
In order to illustrate these points, we study a practical
example in the next section.
V. STUDY OF A NOTEWORTHY EXAMPLE
Let us consider the same problem as in [5, p.7], of estimat-
ing the variance of a Gaussian random variable with known
mean (or equivalently assumed zero), from an observation
vector x consisting of N i.i.d. samples x1, . . . , xN , i.e.,
x ∼ N (0, σ2I). The parameter of interest is θ , σ2, so the
likelihood function can be written as
p(x |θ) = (2pi)−N2 θ−N2 e−x
Tx
2θ . (73)
8We assume θ a priori follows a beta distribution, i.e., for 0 <
θ ≤ 1,
p(θ ; a) = B(a, a)−1 θa−1(1− θ)a−1, (74)
where B(a, a) ,
∫ 1
0
θa (1 − θ)1−a dθ = Γ 2(a)/Γ (2a), and
Γ (·) denotes the gamma function: Γ (a) , ∫∞
0
ta−1 e−t dt.
This prior distribution is symmetric, with mean µpi = 1/2
and variance σ2pi = 1/4(2a + 1). For a = 1, it reduces to
a uniform distribution on [0 , 1]. As a increases, it becomes
narrower, and when a → +∞, we approach the case of θ
known. Multiplying (73) by (74) yields the joint distribution,
for x ∈ RN and 0 ≤ θ ≤ 1, as
p(x, θ ; a) = (2pi)−
N
2 B(a, a)−1 θa−
N
2 −1(1− θ)a−1 e−x
Tx
2θ .
(75)
In the following, let us recall some known results on the
BCRB, the expected CRB (ECRB), and the maximum a
posteriori (MAP) estimator.
A. BCRB, MAP estimator and ECRB (known results)
Since ∂ ln p(θ |x)/∂θ = ∂ ln p(x, θ)/∂θ, the Bayesian
Fisher information can be obtained from the joint p.d.f. (75) as
FB = Ex,θ
[(∂ ln p(x, θ)
∂θ
)2]
= −Ex,θ
[
∂2 ln p(x, θ)
∂θ2
]
= Ex,θ
[
a− 1− N2
θ2
+
xTx
θ3
+
a− 1
(1− θ)2
]
. (76)
After computing the expectation, we obtain
FB = (N + 4(a− 1)) Γ (a− 2)Γ (2a)
2Γ (2a− 2)Γ (a) , (77)
which reduces, for a > 2, to
FB =
(N + 4(a− 1))(2a− 1)
a− 2 , (78)
and the BCRB is simply given by
BCRB =
1
FB
. (79)
The MAP estimator, defined as
θ̂MAP(x) , arg max
0≤θ≤1
p(θ |x) = arg max
0≤θ≤1
p(x, θ), (80)
is shown to be equal to [5, p.9]
θ̂MAP(x) =

β −
√
β2 − 4αγ
2α
, if N 6= 4(a− 1), (81a)
γ
1
2 + γ
, if N = 4(a− 1), (81b)
where α = 1 − 4(a − 1)/N , β = 1 − 2(a − 1)/N + γ, and
γ = xTx/N .
An approximation for the asymptotic MSE of θ̂MAP can be
obtained by computing the ECRB, defined by
ECRB = Eθ[CRB(θ)] = Eθ[F
−1(θ)], (82)
with CRB(θ) denoting the classical Cramér-Rao bound, that is
the inverse of the classical Fisher information for the parameter
θ:
CRB(θ) =
1
F (θ)
= − 1
Ex|θ
[∂2 ln p(x|θ)
∂θ2
] . (83)
For the example under study, the ECRB is given by [5, p.11]
ECRB =
2
N
Eθ[θ
2] =
1
N
a+ 1
2a+ 1
. (84)
It should be noted that, even if the ECRB approximates the
MSE of the MAP estimator in the asymptotic regime, it is not
a BLB on the MSE, and thus cannot provide any insight about
estimation performance in other regimes.
B. Expressions of p(x), p(θ |x), Eθ|x[θ] and MMSE
In order to proceed with further results, the following
relation is essential: according to [25, 3.471(2.)], ∀λ, µ, ν ∈
C,Re(λ) > 0,Re(µ) > 0,∫ 1
0
θν−1(1− θ)µ−1e−λθ dθ = λ ν−12 e−λ2 Γ (µ)W 1−2µ−ν
2 ,
ν
2
(λ),
(85)
where Wµ,ν (·) denotes a Whittaker function [25, §9.22–9.23].
By setting ξ = N−6a+24 , and applying (85) to
p(x) = (2pi)
−N2 B(a, a)−1
∫ 1
0
θa−
N
2 −1(1− θ)a−1e− 1θ x
Tx
2 dθ,
(86)
we obtain the following closed-form expressions for the
marginal and the posterior distributions:
p (x) =
Γ (a)
(
xTx
2
)a−N2 −1e−xTx4 Wξ, 2a−N4 (xTx2 )√
2pi
N
B(a, a)
, (87a)
p (θ |x) = θ
a−N2 −1(1− θ)a−1 e− 1θ xTx2
Γ (a)
(
xTx
2
) 2a−N−2
4 e−
xTx
4 Wξ, 2a−N4
(
xTx
2
) . (87b)
Similarly, the MMSE estimator can be obtained as
θ̂MMSE(x) = Eθ|x[θ] =
∫ 1
0
θ p(θ |x) dθ =
∫ 1
0
θ p(x, θ) dθ
p(x)
=
∫ 1
0
θa−
N
2 (1− θ)a−1 e− 1θ xTx2 dθ
p(x)
√
2pi
N
B(a, a)
=
√
xTx
2
Wξ− 12 , 2a−N+24
(
xTx
2
)
Wξ, 2a−N4
(
xTx
2
) , (88)
as well as the MMSE itself, as
MMSE = Ex,θ
[
(Eθ|x[θ]− θ)2
]
= Ex
[
Eθ|x[θ2]− Eθ|x[θ]2
]
,
(89)
where, using the same type of derivation as for (88), we have
Eθ|x[θ2] =
∫ 1
0
θ2 p(x, θ) dθ
p(x)
=
xTx
2
Wξ−1, 2a−N4 +1
(
xTx
2
)
Wξ, 2a−N4
(
xTx
2
) ,
(90)
hence giving
MMSE = Ex
[
xTx
2
(
Wξ−1, 2a−N4 +1
(
xTx
2
)
Wξ, 2a−N4
(
xTx
2
)
−
W 2
ξ− 12 , 2a−N+24
(
xTx
2
)
W 2
ξ, 2a−N4
(
xTx
2
) )]. (91)
9Finally, by using the change of variable t = x
Tx
2 , we obtain
MMSE =
Γ (2a)
Γ (a)Γ
(
N
2
)
×
∞∫
0
(
Wξ−1, 2a−N4 +1(t)−
W 2
ξ− 12 , 2a−N+24
(t)
Wξ, 2a−N2
(t)
)
t
2a+N−2
4 e−
t
2 dt.
(92)
C. Expression of the TBCRB
In the present case, (47)–(49) reduce to
TBCRB = Ex
[
1
Fx
]
, (93)
where Fx denotes the posterior Fisher information, that is
Fx , Eθ|x
[(∂ ln p(θ|x)
∂θ
)2]
= −Eθ|x
[
∂2 ln p(θ |x)
∂2θ
]
, (94)
and can be expressed, similarly as in (76), as
Fx = (a− 1− N
2
) Eθ|x
[
θ−2
]
+ (xTx) Eθ|x
[
θ−3
]
+ (a− 1) Eθ|x
[
(1− θ)−2] . (95)
By the same approach as that leading to (88) and (90), it
is possible to obtain the expressions of Eθ|x[θ−2], Eθ|x[θ−3]
and Eθ|x
[
(1− θ)−2]. Finally, considering again the change of
variable t = x
Tx
2 , we obtain the following expression for the
TBCRB:
TBCRB =
Γ (2a)
Γ (a)Γ
(
N
2
) ∞∫
0
W 2
ξ, 2a−N4
(t) t
2a+N−2
4 e−
t
2((
a− 1− N2
)
Wξ+1, 2a−N4 −1(t)
+ 2
√
tWξ+ 32 ,
2a−N−6
4
(t)
+ (a− 1)Γ (a−2)Γ (a) tWξ+2, 2a−N4 (t)
)
dt. (96)
D. Asymptotic results
In this section, we aim at proving that, for the problem
under study, the posterior p.d.f. p(θ |x) asymptotically (as
N →∞) has the form (72). It consequently makes it possible
to determine an asymptotically efficient estimator (in the
sense of Definition 1), which is shown to be any estimator
that is asymptotically equivalent to the maximum likelihood
estimator (including the MAP estimator, in particular).
1) First asymptotic form of p(θ |x): A first asymptotic
expression for the posterior p.d.f. is obtained from (75), by
computing its first log-derivative:
∂ ln p(θ |x)
∂θ
=
∂ ln p(x, θ)
∂θ
=
N
2
αθ2 − βθ + γ
θ2(1− θ) (97)
where α, β and γ appeared in the expression of the MAP
estimator (81a). Since we aim at analyzing the behavior of p(θ |
x) as N → +∞, let us consider the case where N 6= 4(a−1),
i.e., α 6= 0. Then, (97) reduces to
∂ ln p(θ |x)
∂θ
=
N
2
α(θ − θ̂1)(θ − θ̂2)
θ2(1− θ) (98)
where θ̂1 , θ̂MAP(x) = (β−
√
β2 − 4αγ)/(2α) (as in (81a)),
and
θ̂2 ,
β +
√
β2 − 4αγ
2α
. (99)
Let us introduce some notations we use in the sequel. Let
z1, . . . , zN be a sequence of N real random variables, and
v(·), w(·) two real-valued functions:
• v(z) = v(z1, . . . , zN )
P−→N→∞ ` means that v(z) tends
to the value ` ∈ R in probability as N tends to infinity,
i.e., for any δ > 0, limN→+∞ Pr
(|v(z)− `| < δ) = 1;
• v(z) P∼N→∞ w(z) means that, when N → +∞, we can
write v(z) = w(z)(1 + ε(z)), where ε(·) is a function
such that ε(z) P−→N→∞ 0;
• The same notations with v(z) L
2−→ ` and v(z) L2∼ w(z)
are used where convergence in mean-square is considered
instead of convergence in probability.
Before stating the main result of this section, we need two
intermediate ones, which are stated in Propositions 1 and 2.
Proposition 1. The maximum likelihood estimator θ̂ML of θ,
given by θ̂ML(x) = (xTx)/N , asymptotically tends to θ in
probability:
θ̂ML(x) =
xTx
N
P−→
N→∞
θ. (100)
Proof. We prove the convergence in mean-square, which im-
plies the convergence in probability. Since Ex|θ[x
Tx
N ] = θ, we
can write
Ex,θ
[(xTx
N
− θ
)2]
= Eθ
[
Ex|θ
[(xTx
N
− θ
)2]]
= Eθ
[
Vx|θ
[
xTx
N
]]
, (101)
where
Vx|θ
[
xTx
N
]
=
1
N2
N∑
n=1
Vx|θ
[
x2n
]
=
θ2
N
Vx|θ
[
x2n
θ
]
. (102)
Since x1, . . . , xN are i.i.d. such that xn |θ ∼ N (0, θ),
then (xn/
√
θ) |θ ∼ N (0, 1). Thus, x2n/θ follows a chi-
squared distribution with 1 degree of freedom, which implies
Vx|θ
[
x2n/θ
]
= 2. Consequently, (101) becomes
Ex,θ
[(xTx
N
− θ
)2]
= Eθ
[
2θ2
N
]
=
2
N
Eθ[θ
2], (103)
which tends to 0 as N →∞.
Proposition 2. The MAP estimator θ̂MAP asymptotically be-
haves as the maximum likelihood (ML) estimator θ̂ML, that
is
θ̂MAP(x)
P∼
N→∞
θ̂ML(x) =
xTx
N
, (104)
and
θ̂2
P−→
N→∞
1. (105)
Proof. In (81a), we have
α = 1− 4(a− 1)
N
−→
N→∞
1, (106a)
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β = 1− 2(a− 1)
N
+
xTx
N
= 1 +
xTx
N
(
1− 2(a− 1)
xTx
)
P∼
N→∞
1 +
xTx
N
(106b)
since we can deduce from Proposition 1 that
(xTx)−1 P−→N→∞ 0, and
γ =
xTx
N
. (106c)
Therefore, we can show that
β2 − 4αγ P∼
N→∞
(
1− x
Tx
N
)2
, (107)
which leads, after plugging (106a), (106b) and (107) into
(81a), to
θ̂MAP(x)
P∼
N→∞
1 + x
Tx
N − |1− x
Tx
N |
2
. (108)
Yet, by definition of (100), we have
∀δ > 0, lim
N→∞
Pr
(∣∣∣xTx
N
− θ
∣∣∣ < δ) = 1, (109)
which implies, in particular, that limN→∞ Pr(1− xTxN > 0) =
1. Hence, we obtain (104) from (108). Similarly, after plugging
(106a), (106b) and (107) into (99), we obtain (105).
The following proposition makes up the main result of this
section.
Proposition 3. A first asymptotic form of the posterior p.d.f.
p(θ |x) is given by
p(θ |x) P∼
N→∞
ν(x) exp
[
N
2
(
ln
(
1
θ
xTx
N
)
− 1
θ
xTx
N
)]
,
(110)
where ν(·) is a normalizing function of x only, ensuring that∫
SΘ|x p(θ |x) dθ = 1.
Proof. Using (104) and (105), we have, from (98),
∂ ln p(θ |x)
∂θ
P∼
N→∞
N
2
(θ − xTxN )(θ − 1)
θ2(1− θ) =
N(x
Tx
N − θ)
2θ2
(111)
After integrating both sides w.r.t. θ, we obtain
ln p(θ |x) P∼
N→∞
−x
Tx
2θ
− N
2
ln θ + C(x), (112)
where C(x) denotes an arbitrary function of x. By setting,
ν(x) = (x
Tx
N )
−N/2 expC(x), (112) leads to (110).
As it can be noticed, the asymptotic form obtained for p(θ |
x) in (110) is not the same as in (72). However, as shown in
the next section, a second asymptotic form of p(θ |x) that has
the required form (72) can be obtained, starting from (110).
2) Second asymptotic form of p(θ |x): The main result of
this section is stated as follows.
Proposition 4. A second asymptotic form of the posterior
p.d.f. p(θ |x) is given by
p(θ |x) P∼
N→∞
ξ(x) exp
[
− 1
2 2N
(
xTx
N
)2(θ − xTxN )2
]
, (113)
where ξ(·) is a normalizing function of x only, ensuring that∫
SΘ|x p(θ |x) dθ = 1.
Proof. Let us define
hx(θ) , ln
(
1
θ
xTx
N
)
− 1
θ
xTx
N
. (114)
A Taylor expansion of hx(·) at the vicinity of θ̂ML(x) = xTxN
gives, after setting dθ = θ − xTxN ,
hx
(
xTx
N
+ dθ
)
= hx
(
xTx
N
)
+ dθ
dhx(θ)
dθ
∣∣∣∣
xTx
N
+
dθ2
2
d2hx(θ)
dθ2
∣∣∣∣
xTx
N
+ o(dθ2)
= −1 + dθ × 0− dθ
2
2
(
xTx
N
)2 + o(dθ2)
= −1− (θ −
xTx
N )
2
2
(
xTx
N
)2 + o((θ − xTxN )2). (115)
This yields, for θ ∈ ]xTxN − dθ , x
Tx
N + dθ[,
p(θ |x) P∼
N→∞,dθ→0
ξ(x) exp
[
− 1
2 2N
(
xTx
N
)2(θ − xTxN )2
]
,
(116)
where ξ(x) = ν(x) exp[−N/2]. It is worth noting that (116)
is only a local approximation of the posterior p.d.f. (at the
vicinity of x
Tx
N ). However, we can deduce from Proposition
1 that 2N
(
xTx
N
)2 P−→N→∞ 0, i.e., for any D > 0,
lim
N→∞
Pr
(
2
N
(xTx
N
)2
<
dθ2
D2
)
= 1, (117)
which is equivalent to
lim
N→∞
Pr
(
IN,D(x) ⊂
[xTx
N
− dθ , x
Tx
N
+ dθ
])
= 1, (118)
where IN,D(x) , [xTxN −D
√
2
N
xTx
N ,
xTx
N + D
√
2
N
xTx
N ] ∩
[0 , 1]. In addition, (116) implies that, for sufficiently large D,
Pr(θ /∈ IN,D(x) |x) = 0. (119)
Thus, (118) and (119) imply that (116) becomes (113).
3) Asymptotic efficiency: Finally, Proposition 4 shows that
asymptotically, the posterior p.d.f. has the form (72), with
v(x) = 2N
(
xTx
N
)2
, and θ̂(x) = θ̂ML(x). We notice that v(x)
indeed depends on x, thus we can deduce, from discussion
in Section III-C, that the BCRB and the TBCRB are not
equivalent asymptotically. In addition, due to Proposition 2,
both the ML and the MAP estimators are asymptotically
efficient, and due to (50), so is the MMSE estimator. Last
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but not least, an asymptotic expression for the TBCRB can
be obtained, that is nothing else than the ECRB (see Section
V-A), as stated in the following proposition.
Proposition 5. Asymptotically, the TBCRB is equivalent to the
ECRB, i.e.,
TBCRB
P∼
N→∞
ECRB, (120)
where the ECRB is given by (84).
Proof. Following from (47)–(49), (58), and g(θ) = θ, we have
TBCRB
P∼
N→∞
Ex[v(x)], (121)
where v(x) = 2N
(
xTx
N
)2
. Since x1, . . . , xN are i.i.d. such
that xn |θ ∼ N (0, θ), then (xn/
√
θ) |θ ∼ N (0, 1). Thus, for
a given θ, the random variable t |θ , (xTx)/θ follows a chi-
squared distribution with N degrees of freedom: t |θ ∼ χ2N .
Consequently,
Ex[(x
Tx)2] = Ex,θ[(x
Tx)2] = Eθ
[
θ2 Ex|θ
[(
xTx
θ
)2]]
= Eθ
[
θ2 Et|θ
[
t2
]]
. (122)
The moment-generating function of t is given by M(t) ,
(1− 2t)−N/2, and we have
Et|θ
[
t2
]
=
d2M(t)
dt2
∣∣∣∣
t=0
= N(N + 2), (123)
which leads to Ex[(xTx)2] = N(N + 2) Eθ
[
θ2
]
. After
plugging this relation into (121), we obtain
TBCRB
P∼
N→∞
2
N
(
1 +
2
N
)
Eθ[θ
2], (124)
and noticing that 2N
(
1 + 2N
)
Eθ[θ
2]
P∼N→∞ 2N Eθ[θ2] yields
(120).
E. Numerical results
In this section, we provide simulation results that illustrate
the theoretical ones from the previous sections. these results
appeared in [22], and are given here for sake of completeness.
Figure 2 shows root MSEs (RMSEs) on the estimation of
θ = σ2 of the MAP and MMSE estimators, as well as the
BCRB, the TBCRB and the ECRB as functions of N , for
N = 2n, n ∈ {1, . . . , 13}, and the shape parameter a = 3
in the prior density (74). The RMSEs of the MAP and the
MMSE estimators are computed from (81a)–(81b) and (88)
respectively, and averaged through 20,000 Monte-Carlo trials
using Matlab, which is not able to compute the Whittaker
functions Wµ,ν(z) appearing in (88) for N ≥ 110. As for
the theoretical square-root of the MMSE, it was computed
from (92) using Mathematica, which is able to compute it for
larger values of N . Consequently, the comparison between
the empirical and theoretical MMSEs is only available for
N ≤ 64, where we notice a perfect match. Figure 2 illustrates
a number of points discussed in the previous sections of this
paper. In particular, Proposition 4 and its consequences, i.e.,
both the MAP and the MMSE estimators are asymptotically
efficient, according to Definition 1, that is relatively to the
101 102 103
10-2
10-1
Figure 2. RMSE of the MAP (green dots) and the MMSE (estimated via
Monte-Carlo: blue “×” signs; theoretical from (92): cyan circles, dashed line)
estimators, with BCRB (black squares), TBCRB (red diamonds) and ECRB
(gray “∗” signs) versus N , in estimating θ = σ2.
TBCRB rather than the BCRB. For large values of N , we
notice that i) a clear gap separates the TBCRB from the
BCRB, and ii) the TBCRB and the ECRB indeed tend to
the same value, which illustrates Proposition 5, and validates
the asymptotic expression of p(θ |x) (113). Finally, as N
decreases, both the MAP and the MMSE estimators’ RMSEs
tend to the prior standard deviation σpi = 1/(2
√
7) on the
one hand, while the BCRB and the TBCRB tend to the same
value, since the prior information dominates, and the posterior
variance does practically not depend on the observations x
anymore.
VI. CONCLUDING REMARKS
Any Bayesian lower bound on the MSE in the Weiss-
Weinstein family has an alternative form, which turns out to
be at least as tight as the standard form. We have given a
proof for the case of the estimation of a vector parameter
θ, or any known vector function g(θ) of a vector parameter.
The tighter forms of BLBs give rise to an update in the
definition of efficient estimation in the Bayesian framework,
and make it possible to derive new conditions for efficiency.
A sufficient condition for the standard and the tighter forms
to differ is that the posterior autocorrelation matrix Qφ|x
of the BLB-generating functions φ(x,θ), as well as the
posterior intercorrelation matrix Rgφ|x, do depend upon x,
the given set of observations. This condition is likely to be
met, except when few observations are available. In the case
of the estimation of a scalar quantity g(θ), we have shown that
an efficient estimator can be found if and only if the posterior
distribution p(θ |x) has a particular form in the exponential
family of distributions. Conversely, we have derived conditions
for finding efficient estimators in the case of exponential
family models with conjugate prior distribution. Finally, we
illustrated the precision gain and relevance of the tighter forms
of BLBs through a noteworthy example, for which the standard
form of the BCRB is known to not be tight. We have shown
that, in the asymptotic regime, Bayesian estimators like the
12
MAP or the MMSE attain the TBCRB, and then are efficient.
These results were validated by numerical simulations.
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