Abstract M-test has been in common use and widely studied for testing linear hypotheses in linear models. However, the critical value for the test is usually related to quantities of the unknown error distribution and estimate of the nuisance parameters may be rather involved, not only for M-test method but also for existing bootstrap methods. In this paper we suggest a random weighting resampling method for approximating the null distribution of the M-test statistic. It is shown that, under both the null and the local alternatives, the random weighting statistic has the same asymptotic distribution as the null distribution of the M-test. The critical values of the M-test can therefore be obtained by the random weighting method without estimating the nuisance parameters. A distinguished feature of the proposed method is that the approximation is valid even the null hypothesis is not true and power evaluation is possible under the local alternatives.
Introduction and the Main Results
M-method provides a robust approach for statistical inference in linear models. However the Mmethod encounters difficulties in determining the critical values for M-test because of the existence of nuisance parameters in the limit distribution of the test statistics. Chen et al. [3] proposed an easy and convenient random weighting resampling method for determining the critical values in testing linear hypotheses in least absolute deviation regression. This method is valid in determining the critical values under the null hypothesis. In this paper, we will show that it is also valid under the local alternatives. In other words, the random weighting method can be used for deciding the critical value for the M-test regardless of the null hypothesis is true or not. In this spirit, our method is similar to the permutation test or exact test in nonparametric context or categorical data analysis.
Consider the linear model
where y i are the responses, x i are known p-vectors, β ∈ R p is the unknown p-vector of regression coefficients, and e i are i.i.d random errors with a common distribution F . Hereafter by a vector we mean a column vector. Let ρ(·) be a non-monotonic convex function defined on R 1 = (−∞, +∞).
Based on the observations y 1 , · · · , y n , we can estimate β by the M-estimateβ, defined as any value of β that minimizing
Let's define the "derivative" function ψ(·) of the non-monotonic convex function ρ(·) as any function on R 1 such that ψ − (u) ≤ ψ(u) ≤ ψ + (u) for all u ∈ R 1 , where ψ + (u) and ψ − (u) are the right and left derivatives of the non-monotonic convex function ρ(·). In this paper, we introduce the following conditions:
(A1) (unbiasedness). Eψ(e 1 ) = 0, 0 < σ 2 = Eψ 2 (e 1 ) < ∞.
(A2) (regularity). G(u) := Eψ(e 1 + u) has a derivative λ > 0 at u = 0, and E[ψ(e 1 + u) − ψ(e 1 )] 2 → 0, as u → 0.
(A3) (Feller-Levy condition). S n := n i=1
x i x i > 0 for large n, and d n x i → 0, as n → ∞. In the sequel we assume that S n 0 > 0 for some fixed n 0 and that n ≥ n 0 .
Remark: The minimization problem (1.2) can essentially be reduced to estimation equation n i=1 x i ψ(e i ) = 0. A basic requirement for an estimation equation in order for the resulted solution to be (asymptotically) unbiased is the imposed condition (A1), i.e., E(ψ(e 1 )) = 0. For least absolute deviation (LAD) method, the 2I(
is the indicator function of B, then unbiasedness condition is equivalent to median(e 1 ) = 0; for least squares (LS) method, ψ(u) = 2u, the unbiasedness condition (A1) is equivalent to E(e 1 ) = 0.
Both of these conditions are well known for LAD and LS regression problems.
In this paper we are interested in testing the hypothesis
where H is a known p × q matrix of rank q, and b is a known p-vector (0 < q ≤ p).
We consider a sequence of local alternatives
to the null hypothesis, where ω n is a known p-vector, such that
where · is Euclidean norm.
Write inf
To test hypothesis (1.3), M n was suggested as the M-test statistic in the literature. Zhao and Chen [6] , and Chen and Zhao [2] established the limiting distribution of M n under local alternatives.
Bai, Rao and Zhao [1] established the limiting distribution of M n under local alternatives in standard multivariate linear models. For determining the critical value of the relevant test, they also suggested some consistent estimates of nuisance parameters involved in the asymptotic distribution of M n under H 0 , to get the so-called plug-in M-test method. However, it is rather difficult and inaccurate to estimate the nuisance parameter λ, which is usually related to the unknown density function of the random errors.
Perhaps the above problem can be solved by using resampling approach such as bootstrap.
However, to determine the critical value of the test, existing bootstrap method on test in the literature still requires estimating the nuisance parameters (see Shao and Tu [5] ). Recently, Chen et al. [3] proposed a new resampling method for testing hypothesis (1.3) in the context of least absolute deviations (LAD) analysis in the aim of getting around the estimation of nuisance parameters.
Motivated by this idea, we propose to determine the critical values directly by random weighting method instead of estimating nuisance parameters separately for testing hypothesis (1.3).
To this end, as suggested in Rao and Zhao [4] for randomly weighted bootstrap of M-estimates, we take a sequence of random variables {w i } satisfying the assumption (A4) w 1 , w 2 , . . . are i.i.d. P {w 1 ≥ 0} = 1, E(w 1 ) = var(w 1 ) = 1, and the sequences {w i } and
Define inf
and the
It is desired to determine a sequence of c n (α) such that lim n→∞ P{M n > c n (α)} = α under H 0 for given level α ∈ (0, 1). As shown in the sequel, the (1 − α)-quantile c * n (α) of the conditional distribution M * n for given y 1 , · · · , y n can be taken as an approximation to c n (α), and this can be carried out by using the following procedure. Take N large enough and generate N independent replicates of random weights to obtain N random weighting estimates M * For simplicity, c denotes a generic positive constant, whose value may change from one expression to another.
We establish the following main results. 
where
where 2λK q /σ 2 is a central chi-square variable with q degrees of freedom.
It is easily seen that c(α) = (2λ) 
n ω n . It is easily seen that 2λσ −2 M n has an asymptotic noncentral chi-square distribution with q degrees of freedom and noncentral parameter
Under the local alternative, we have
and χ 2 q,ν is a noncentral chi-square random variable with q degrees of freedom and noncentral parameter ν. From the above discussion we conclude the following As a final remark, we would like to point out that although the proposed M * n is asymptotically positive as sample size n tends to infinite as seen from the Bahadur representation in Theorem 1.1, it can be negative with positive probability for finite samples. To guarantee positivity, one can
n | in all the above theorems without alternating the results.
Proof the theorems are given in Section 2. In Section 3 we illustrate the proposed method by simulation studies.
Proof of the Theorems
Write
The model (1.1) can be written as
Without loss of generality it can be assumed that K ω n = 0. H 0 and H 2,n can be written as
2) can be written as
(2.8)
then it is obvious thatβ
Letγ * (n) be the randomly weighting M-estimate of γ 0 (n) in model (2.7), i.e.,γ * (n) satisfies
then we can easily write β *
For proving the theorems, we introduce some lemmas. For convenience, we use the following assumption (A4 ) instead of (A4) in this section. 
where β(n) = K n γ(n) + H n δ(n).
P roof . We need only to prove (2.13), and the proof of (2.12) is the same. Put ζ − γ(n) = η.
(2.13) is equivalent to
which is easily obtained by Lemma 2.1 in view of the fact δ(n) = H n S 1/2 n ω n , S 1/2 n ω n = O(1), K n η − H n δ(n) ≤ c and (2.6). Lemma 2.2 is proved. Lemma 2.3. Under conditions of Lemma 2.1, as n → ∞, we have
Especially, taking w i = 1, we get the following well-known resultŝ
where β(n) = K n γ(n) + H n δ(n). (See [1] and [2] for (2.16) and (2.17).) P roof . Take the proof of (2.15) as an example. The rest are the same. Let
It is easily seen that under conditions of Lemma 2.1, the Lindeberg condition is met, and (2.18) has an asymptotic normal distribution, which implies
By (2.13), for ∀ c > 0 and ∀ δ > 0, as n → ∞,
By (2.19) and (2.20), we have
as n → ∞. By (2.21) and the convexity of ρ(·),
Since δ is arbitrary, we haveγ * (n) −γ(n) → 0, in pr. as n → ∞, As a by-product, we have the following well-known result (refer to Theorem 5.1 in [2] , and a more general result for multivariate linear models in [1] ).
Lemma 2.4. Assume that in model (1.1), (A1)-(A3), and (1.4), (1.5) hold. As n → ∞, we
It is easily seen that 2λσ −2 M n has an asymptotic noncentral chi-square distribution with q degrees of freedom and noncentral parameter
. By (2.12) and (2.16), as n → ∞,
In the same way, as n → ∞,
and Lemma 2.4 follows from (2.23), (2.24) and (2.6).
Now we are in a position to prove Theorem 1.1.
P roof of T heorem 1.1. By (2.14) and (2.16), β
It follows from these and (2.12) that,
By (2.14) and (2.16),
By the definition of M * n in (1.7), and (2.6),
and this completes the proof of Theorem 1. 
Simulation studies
We evaluate the random weighting approximation by simulation studies. Instead of using the M * n directly, we take its positive part in order for the random weighting statistics to be positive (see the discussion at the end of Section 1) and for simplicity we will still use the same notation M * n for the positive version. This would not change the large sample results of the random weighting method as well as small sample behaviors since in most of situations we are concerned with the right tail probability of the test statistic.
The approximation of the null distribution of the M-test statistic, M n , by its random weighting version, M * n , is evaluated under the null and some local alternative hypotheses. We also study the empirical significance level and the powers of the M-test with critical values given by the random weighting method. Throughout our simulation study, the convex function is taken to be ρ(u) = |u|, i.e., we concentrate on the least absolute deviation (LAD) or L 1 method. All of the simulations are run for R = 1000 replicates and number of random weighting is N = 500.
The random weighting variables w i are taken to be exponentially distributed with mean 1 in all simulations except those for Table 2 .
The linear model we consider is
The null hypothesis is H 0 : β = 0. The intercept is taken to be µ = 0.1. Sample size is taken to be n = 100 and n = 500. The random error variable is taken to be standard cauchy (or equivalently the t 1 distribution), t 2 distribution and standard normal distribution N (0, 1). The regressors x i are taken to be 0 and 1 with 50% for each.
We first evaluate the random weighting approximation when the null hypothesis is either true or not, the weighting random variables are sampled from exponential distribution with mean 1. Figure 1 and Figure 2 show the results for two sample size specifications (n = 100 and n = 500) when the null hypothesis is true (β = 0). Panels 1 and 2 are histograms for M n and M * n . Panel 3 is for quantile-quantile plot of them, in which the straight line indicates M * n approximates well the distribution of M n . Panel 4 compares distribution of M n and M * n with χ 2 1 distribution, where the x-axis are for the probabilities and y-axis are the quantiles. It can be seen that the distribution of M * n can approximate both M n and χ 2 1 well even the number of random weighting and the sample size is not large (N = 500, n = 100). Compare Figure 2 with Figure 1 , when the sample size is increased from 100 to 500, the distribution approximation for larger sample size is much more accurate than the small one. In all the above simulations, the random weighting variables are taken to be iid exponential distributed with mean 1. To study the effect of different choices of the random weighting variables, we repeat the simulations in Table 1 with binary random weighting variables. The weighting variables are generated from distribution P (w i = 0) = P (w i = 2) = 0.5. Similar results to Figures   1 to 4 are also observed for binary weights (results are not shown here). As an illustration we provide in Table 2 the power comparison results analogous to Table 1 . It can be seen that the empirical significance levels and the powers are close to those in Table 1 for exponential random weighting cases. Therefore the random weighting approximation method is not very sensitive to the choices of the random weighting variables. It is also interesting to note that the binary weighting method effectively use only about one half of the original observations each time of random weighting. As a result, about 50% of computing power can be saved by the binary random weighting method compared with other continuous weighting methods. 
