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sitions kernels in Kantorovich (L1 Wasserstein) distances with explicit con-
stants. Our results are in the spirit of Hairer and Mattingly’s extension of
Harris’ Theorem. In particular, they do not rely on a small set condition. In-
stead we combine Lyapunov functions with reflection coupling and concave
distance functions. We retrieve constants that are explicit in parameters
which can be computed with little effort from one-sided Lipschitz condi-
tions for the drift coefficient and the growth of a chosen Lyapunov function.
Consequences include exponential convergence in weighted total variation
norms, gradient bounds, bounds for ergodic averages, and Kantorovich con-
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tative bounds for sub-geometric ergodicity assuming a sub-geometric drift
condition.
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1. Introduction
We consider Rd valued diffusion processes of type
dXt = b(Xt) dt + dBt, (1.1)
where b : Rd → Rd is locally Lipschitz, and (Bt) is a d-dimensional Brownian
motion. We assume non-explosiveness, and we denote the transition function of
the corresponding Markov process by (pt).
The classical Harris’ Theorem [31, 45] gives simple conditions for geometric
ergodicity of Markov processes. In the case of diffusion processes on Rd it goes
back to Khasminskii [32, 37], in the general case it has been developed system-
atically by Meyn and Tweedie [46, 47, 45]. For solutions of (1.1), it is often not
difficult to verify the assumptions in Harris’ Theorem, a minorization condition
for the transition probabilities on a bounded set, and a global Lyapunov type
drift condition. However, it is not at all easy to quantify the constants in Harris’
Theorem, and, even worse, the resulting bounds are far from sharp, and they
usually have a very bad dimensional dependence. Therefore, although Harris’
Theorem has become a standard tool in many application areas, it is mostly
used in a purely qualitative way, a noteworthy exception being Roberts and
Rosenthal [52].
Besides the Harris’ approach, there is a standard approach for studying mix-
ing properties of Markov processes based on spectral gaps, logarithmic Sobolev
inequalities, and more general functional inequalities, see for example the mono-
graph [3]. This approach has the advantage of providing sharp bounds in simple
model cases but it sometimes yields slightly weaker, and less probabilistically
intuitive results. Recent attempts [2, 1] to connect these functional inequalities
to Lyapunov conditions have proven successful but they are clearly restricted to
the reversible setting (or the explicit knowledge of the invariant measure). The
concept of the intrinsic curvature of a diffusion process in the sense of Bakry-
Emery leads to sharp bounds and many powerful results in the case where there
is a strictly positive lower curvature bound κ [60]. In our context, this means
that ∂b(x) ≤ −κ Id for all x in the sense of quadratic forms.
Several of the bounds in the positive curvature case can be derived in an
elegant probabilistic way by considering synchronous couplings and contraction
properties in L2 Wasserstein distances. In general, Wasserstein distances have
proved crucial in the study of linear and nonlinear diffusions both via coupling
techniques [14, 41, 11], or via analytic techniques based on profound results on
optimal transportation, see [9, 10, 59, 5, 6] and references therein. In the case
where the curvature is only strictly positive outside of a compact set, reflection
coupling has been applied successfully to obtain total variation bounds for the
distance to equilibrium [39] as well as explicit contraction rates of the transition
semigroup in Kantorovich distances [20, 21].
An important question is how to apply a Harris’ type approach in order to
obtain explicit bounds that are close to sharp in certain contexts. A break-
through towards the applicability to high- and infinite dimensional models has
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been made by Hairer and Mattingly in [27], and in the subsequent publications
[29, 28]. The key idea was to replace the underlying couplings with finite cou-
pling time by asymptotic couplings where the coupled processes only approach
each other as t → ∞ [24, 43], and the minorization condition by a contraction
in an appropriately chosen Kantorovich distance. In recent years, the result-
ing weak Harris’ theorem has been applied successfully to prove (sub)geometric
ergodicity in infinite dimensional models (see e.g. [7]), and to quantify the di-
mension dependence in high dimensional problems [30]. Nevertheless, in contrast
to the approach based on functional inequalities, the constants in applications
of the weak Harris theorem are usually far from optimal. This is in particular
due to the fact that the corresponding Kantorovich distance is still chosen in a
somehow ad hoc way.
It turns out that a key for making the bounds more quantitative is to adapt
the underlying metric on Rd and the corresponding Kantorovich metric on the
space of probability measures in a very specific way to the problem under consid-
eration. For diffusion processes solving (1.1), this approach has been discussed
in [21] assuming strict contractivity for the corresponding deterministic dynam-
ics outside a ball. Our goal here is to replace this “Contractivity at infinity”
condition by a Lyapunov condition, thus providing a more specific quantitative
version of the weak Harris’ theorem. Indeed, we will define explicit metrics on
R
d depending both on the drift coefficient b and the Lyapunov function V such
that the transition semigroup is contractive with an explicit contraction rate c
w.r.t. the corresponding Kantorovich distances. Such a contraction property has
remarkable consequences including not only a non-asymptotic quantification of
the distance to equilibrium, but also non-asymptotic bounds for ergodic aver-
ages, gradient bounds for the transition semigroup, stability under perturbations
etc.
In Section 2, we present our main results. Section 3 contains a discussion of
the results including more detailed comparisons to the existing literature. The
couplings considered here are introduced in Section 4, and the proofs of our
results are given in Section 5.
2. Main results
Let 〈·, ·〉 and |·|, respectively, denote the euclidean inner product and the corre-
sponding norm on Rd. We assume a generalization of a global one-sided Lipschitz
condition for b combined with a Lyapunov condition. These assumptions can be
weakened - we refer to [62] for an extension of the results to a more general
setup.
Assumption 2.1 (Generalized one-sided Lipschitz condition). There is a con-
tinuous function κ : (0,∞)→ [0,∞) such that ∫ 1
0
r κ(r) dr < ∞, and
〈x− y, b(x)− b(y)〉 ≤ κ(|x− y|) · |x− y|2 for any x, y ∈ Rd, x 6= y. (2.1)
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Notice that the one-sided condition (2.1) does not imply regularity of b. For
constant κ, it is a one-sided Lipschitz condition. In particular, if b = −∇U for
some function U ∈ C2(Rd) then the assumption with constant κ is equivalent
to a global lower bound on the Hessian of U . If U is strictly convex outside a
ball in Rd then we can choose κ(r) = 0 in (2.1) for sufficiently large r. Let
L = 1
2
∆ + 〈b(x),∇〉
denote the generator of the diffusion process.
Assumption 2.2 (Geometric drift condition). There is a C2 function V : Rd →
R+ as well as constants C, λ ∈ (0,∞) such that V (x)→∞ as |x| → ∞, and
LV (x) ≤ C − λV (x) for any x ∈ Rd. (2.2)
It is well-known that Assumption 2.2 implies the non-explosiveness of solu-
tions for (1.1), see e.g. [37, 47]. The function V in (2.2) is called a Lyapunov
function.
Remark 2.1 (Choice of Lyapunov functions). Assume there are R > 0, γ > 0
and q ≥ 1 such that
〈b(x), x〉 ≤ −γ |x|q for any |x| ≥ R.
Then Lyapunov functions of the following form can be chosen depending on the
values of q and γ:
• Let α > 0. If V is a C2 function with V (x) = exp(α |x|q) outside of a
compact set, then (2.2) holds for arbitrary λ > 0 with a finite constant
C(α, λ) provided q > 1 and α ∈ (0, 2γ/q), or q = 1 and γ > α2 + λα .
• Let α > 0 and p ∈ [1, q). If V is C2 with V (x) = exp(α |x|p) outside of
a compact set, then (2.2) holds for arbitrary λ > 0 with a finite constant
C(α, λ).
• Let q ≥ 2 and p > 0. If V is C2 with V (x) = |x|p outside of a compact
set, then (2.2) holds with a finite constant C(λ, p) if q > 2 and λ > 0, or
if q = 2 and λ ∈ (0, pγ).
Besides the two key assumptions made above, we will need a growth assump-
tion on the Lyapunov function, cf. Assumption 2.3 below for our first main
result, or Assumption 2.4 below for our second main result.
The Kantorovich distance of two probability measures µ and ν on a metric
space (S, ρ) is defined by
Wρ(ν, µ) = inf
γ∈C(ν,µ)
∫
ρ(x, y) γ(dx dy)
where the infinum is taken over all couplings with marginals ν and µ respectively.
Wρ(ν, µ) can be interpreted as the L1 transportation cost between the proba-
bility measures ν and µ w.r.t. the underlying cost function ρ(x, y). As such, it is
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also well-defined if ρ is only a semimetric, i.e., a function on S × S that is sym-
metric and non-negative with ρ(x, y) > 0 for x 6= y but that does not necessarily
satisfy the triangle inequality. In Subsections 2.1 and 2.2 we derive contractions
of the transition semigroup with respect to Wρ based on two different types of
underlying cost functions ρ. The first one, called the “additive distance”, is a
metric, whereas the second one, called the “multiplicative distance”, in general
is only a semimetric. We then consider a variation of our approach that ap-
plies to McKean-Vlasov diffusions, cf. Subsection 2.3. Subsection 2.4 discusses
replacing the geometric by a subgeometric Lyapunov condition.
2.1. Geometric ergodicity with explicit constants: First main result
We first consider an underlying distance of the form
ρ1(x, y) := [ f(|x− y|) + ǫ V (x) + ǫ V (y) ] · Ix 6=y (2.3)
where f is a suitable bounded, non-decreasing and concave continuous function
satisfying f(0) = 0, and ǫ > 0 is a positive constant. The choice of a distance is
partially motivated by [28] where an underlying metric of the form (x, y) 7→ [2+
ǫV (x)+ ǫV (y)] Ix 6=y is considered in order to retrieve a Kantorovich contraction
based on a small set condition. We define functions ϕ,Φ : R+ → R+ by
ϕ(r) = exp
(
−1
2
∫ r
0
t κ(t) dt
)
and Φ(r) =
∫ r
0
ϕ(t) dt (2.4)
with κ as in Assumption 2.1. For constant κ, we have ϕ(r) = exp(−κr2/4). We
will choose the function f to be constant outside a finite interval [0, R2] where
R2 is defined in (2.11) below. Inside the interval, the function f will satisfy
1
2
Φ(r) ≤ f(r) ≤ Φ(r).
We consider a set S1 which is recurrent for any Markovian coupling (Xt, Yt) of
solutions of (1.1):
S1 :=
{
(x, y) ∈ Rd × Rd : V (x) + V (y) ≤ 4C/λ} . (2.5)
The set S1 is chosen such that for (x, y) ∈ R2d \ S1,
LV (x) + LV (y) ≤ −λ
2
(V (x) + V (y) ) . (2.6)
Here the factor 1/2 is, to some extent, an arbitrary choice. The “diameter”
R1 := sup {|x− y| : (x, y) ∈ S1} (2.7)
of the set S1 determines our choice of ǫ in (2.3) :
ǫ−1 := 4C
∫ R1
0
ϕ(r)−1 dr = 4C
∫ R1
0
exp
(
1
2
∫ r
0
t κ(t) dt
)
dr. (2.8)
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Notice that R1 is always finite since V (x) → ∞ as |x| → ∞. An upper bound
is given by
R1 ≤ 2 sup{ |x| : V (x) ≤ 4C/λ}. (2.9)
We now state our third key assumption that links κ and V :
Assumption 2.3 (Growth condition). There exist a constant α > 0 and a
bounded set S2 ⊇ S1 such that for any (x, y) ∈ R2d \ S2, we have
V (x) + V (y) ≥ 4C
λ
(
1 + α
∫ R1
0
ϕ(r)−1 dr Φ(|x− y|)
)
. (2.10)
Assumptions linking curvature and the Lyapunov function already appeared
in [13] to prove a logarithmic Sobolev inequality in the reversible setting in the
case where the curvature may explode (polynomially). Similarly to R1 we define
R2 := sup {|x− y| : (x, y) ∈ S2} . (2.11)
Note that Φ grows at most linearly. If one chooses α−1 =
∫ R1
0
ϕ(r)−1 dr, then
Condition (2.10) takes the form
V (x) + V (y) ≥ 4C
λ
(
1 +
∫ |x−y|
0
exp
(
−1
2
∫ r
0
t κ(t) dt
)
dr
)
.
Lemma 2.1. If there exists a finite constant R ≥ R1 such that
V (x) ≥ 4Cλ−1 (1 + 2 |x|) for any x ∈ Rd with |x| ≥ R,
then Assumption 2.3 is satisfied with α−1 =
∫ R1
0 ϕ(r)
−1 dr and
S2 = {(x, y) ∈ Rd × Rd : max{|x| , |y|} < R}.
The proofs for Lemma 2.1 and the subsequent results in Section 2.1 are given
in Section 5.1 below.
Example 2.1 (Exponential tails). Let br(x) = b(x) · x/|x| denote the radial
component of the drift. Suppose that there is a constant δ > 0 such that
br(x) ≤ −δ for any x ∈ Rd with |x| ≥ 2d/δ, (2.12)
and let α := d/δ. Then the Lyapunov function
V (x) = exp(αh(|x|)), h(r) =
{
r for r ≥ 2/α,
α−1 + αr2/4 for r ≤ 2/α,
satisfies the geometric drift condition (2.2) with constants
C =
e2
2
δ2
d
, λ =
1
4
δ2
d
, 4Cλ−1 = 8e2. (2.13)
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For this choice of V , (2.9) implies R1 ≤ R¯1 where
R¯1 := 2α
−1 log(4Cλ−1) = 2 log(8e2) d/δ. (2.14)
Furthermore, by Lemma 2.1, we can choose the set S2 such that
R¯2 ≤ 2 (1 + R¯1) log(1 + R¯1), (2.15)
see Section 5.1 for details.
Let PV denote the set of all probability measures µ on Rd such that
∫
V dµ <
∞. We can now state our first main result:
Theorem 2.1 (Contraction rates for additive metric). Suppose that Assump-
tions 2.1, 2.2 and 2.3 hold true. Then there exist a concave, bounded and non-
decreasing continuous function f : R+ → R+ with f(0) = 0 and constants
c, ǫ ∈ (0,∞) s.t.
Wρ1(µpt, νpt) ≤ e−c tWρ1(µ, ν) for any µ, ν ∈ PV . (2.16)
Here the underlying distance ρ1 is defined by (2.3) with ǫ determined by (2.8),
and c = min {β, α, λ} /2 where
β−1 :=
∫ R2
0
Φ(r)ϕ(r)−1ds =
∫ R2
0
∫ s
0
exp
(
1
2
∫ s
r
u κ(u) du
)
dr ds. (2.17)
The function f is constant for r ≥ R2, and
1
2
≤ f ′(r) exp
(
1
2
∫ r
0
t κ(t) dt
)
≤ 1 for any r ∈ (0, R2).
The precise definition of the function f is given in the proof in Section 5.1.
Example 2.2 (Bounds under global one-sided Lipschitz condition). Suppose
that there is a constant κ ≥ 0 such that for any x, y ∈ Rd, we have
〈x− y, b(x)− b(y)〉 ≤ κ |x− y|2 . (2.18)
Then we can state our result in a simplified form. Suppose that Assumption 2.2
holds, and there is a bounded set S2 ⊇ S1 such that for any (x, y) 6∈ S2,
V (x) + V (y) ≥ 4C
λ
(
1 +
∫ |x−y|
0
exp
(−κr2/4) dr
)
Then (2.16) holds with c = min
{
2R−22 , R
−1
1 , λ
}
/2 for κ = 0, and
c =
1
2
min


√
κ
π
(∫ R2
0
exp
(
κr2/4
)
dr
)−1
,
(∫ R1
0
exp
(
κr2/4
)
dr
)−1
, λ


(2.19)
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for κ > 0. Here R1 and R2 are defined as above, and the underlying distance ρ1
is given by (2.3) with ǫ−1 = 4C
∫ R1
0
exp
(
κs2/4
)
ds and a concave, bounded and
increasing continuous function f : R+ → R+ satisfying f(0) = 0 and
1/2 ≤ f ′(r) exp (κr2/4) ≤ 1 for 0 < r < R2.
For example, suppose that the drift condition (2.12) holds and κ = 0. Then by
(2.14) and (2.15), we obtain contractivity with rate
c ≥ 1
4
(1 + R¯1)
2 log2(1 + R¯1) where R¯1 = 2 log(8e
2)d/δ.
An example is the exponential distribution µ(dx) ∝ e−|x|dx on Rd. Here the
spectral gap is known to be of order Θ(d−1), see the remark after Theorem 1 in
[4], whereas our lower bound for the contraction rate is of order Ω(d−2 log−2(d)).
On the contrary, for κ > 0, our lower bound for the contraction rate depends
exponentially on the dimension. This is unavoidable in the general setup con-
sidered here.
Remark 2.2. For κ = 0 and, more generally, for κR22 = O(1), the lower bound
c for the contraction rate in the example is of the optimal order Ω(min{R−22 , λ})
in R2 and λ. In general, under the assumptions made above, the bound on the
contraction rate given by (2.19) is of optimal order in λ, and of optimal order
in R2 up to polynomial factors, see the discussion below Lemma 1 in [21].
The high dimensional exponential distribution µ(dx) ∝ e−|x|dx concentrates
in an O(
√
d) neighborhood of a sphere of radius O(d) in Rd. Therefore, the
spectral gap is of order d−1 = (
√
d)−2, and not of order d−2 as one might naively
expect. In contrast, our approach can only take into account the concentration
of the measure on a ball of radius O(d) (modulo logarithmic corrections), and
therefore it is not able to recover a better rate than O(d−2) in this example.
It is well-known (see e.g. [25]), that the local Lipschitz assumption on b
and Assumption 2.2 imply that (pt) has a unique invariant measure π ∈ PV
satisfying
∫
V dπ ≤ C/λ. A result from [28, Lemma 2.1] then shows that the
Kantorovich contraction in Theorem 2.1 implies bounds for the distance of µpt
and π in a weighted total variation norm.
Corollary 2.1 (Exponential Convergence in Weighted Total Variation Norm).
Under the assumptions of Theorem 2.1, there exists a unique stationary distri-
bution π ∈ PV , and∫
Rd
V d |µpt − π| ≤ ǫ−1 exp(−c t)Wρ1(µ, π) for any µ ∈ PV . (2.20)
In particular, for any δ > 0 and x ∈ Rd, the mixing time
τ(δ, x) := inf{t ≥ 0 :
∫
Rd
V d |pt(x, •)− π| < δ }
is bounded from above by
τ(δ, x) ≤ c−1 log+
[
R2 ǫ
−1 + V (x) + C/λ
δ
]
.
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Remark 2.3 (Exponential Convergence in Lp-Wasserstein distances).
For p ∈ [1,∞), the standard Lp-Wasserstein distance Wp can be controlled by
a weighted total variation norm:
Wp(µ, ν) ≤ 21/q
(∫
|x|p |µ− ν| (dx)
)1/p
,
where 1/q + 1/p = 1, see e.g. [59, Theorem 6.15]. Thus if there is a constant
K > 0 such that |x|p ≤ K V (x) holds for all x ∈ Rd, then Corollary 2.1 also
implies exponential convergence in Lp-Wasserstein distance.
Following ideas from [34, 35, 21], we show that Theorem 2.1 can be used to
control the bias and the variance of ergodic averages. Let
‖g‖Lip(ρ) = sup
{|g(x)− g(y)| /ρ(x, y) : x, y ∈ Rd, x 6= y} (2.21)
denote the Lipschitz seminorm of a measurable function g : Rd → R w.r.t. a
metric ρ.
Corollary 2.2 (Ergodic averages). Suppose that the assumptions of Theorem
2.1 hold true. Then for any x ∈ Rd and t > 0,∣∣∣∣Ex
[
1
t
∫ t
0
g(Xs) ds−
∫
g dπ
]∣∣∣∣ ≤ 1− e−c tc t ‖g‖Lip(ρ1)
(
R2 + ǫ V (x) + ǫ
C
λ
)
.
If, moreover, the function x 7→ V (x)2 satisfies the geometric drift condition
(LV 2)(x) ≤ C∗ − λ∗V (x)2 for any x ∈ Rd (2.22)
with constants C∗, λ∗ ∈ (0,∞), then
Varx
[
1
t
∫ t
0
g(Xs)ds
]
≤ 3
c t
‖g‖2Lip(ρ1)
(
R22 + 2ǫ
2
[
C∗/λ∗ + e−λ
∗ tV (x)2
])
.
2.2. Geometric ergodicity with explicit constants: Second main
result
The additive distance Wρ1 defined in (2.3) is very simple, and contractivity
w.r.t. Wρ1 even implies bounds in weighted total variation norms. However,
this distance has the disadvantage that in general ρ1(x, y) 6→ 0 as x → y.
Therefore, a contraction w.r.t. Wρ1 as stated in (2.16) can only be expected to
hold if there is a coupling (Xt, Yt) such that P (Xt = Yt)→ 1 as t→∞. In the
case of non-degenerate diffusions as in (1.1), it is not difficult to construct such a
coupling, but for generalizations to infinite dimensional or nonlinear diffusions,
such couplings might not be natural, see e.g. [63] and Section 2.3 below.
Partially motivated by the weak Harris Theorem in [29], we will now replace
the additive metric by a multiplicative semimetric. This will allow us to de-
rive quantitative bounds for asymptotic couplings in the sense of [24, 29], i.e.,
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couplings for which Xt and Yt get arbitrarily close to each other but do not nec-
essarily meet in finite time. To this end we consider an underlying distance-like
function
ρ2(x, y) = f(|x− y|) (1 + ǫV (x) + ǫV (y)) (2.23)
where f is a suitable, non-decreasing, bounded and concave continuous function
satisfying f(0) = 0. Note that in general, the function ρ2 is a semimetric but not
necessarily a metric, since the triangle inequality may be violated. Nevertheless,
the Lipschitz norm w.r.t. ρ2 is still well-defined by (2.21). In [29, Lemma 4.14],
conditions are given under which ρ2 satisfies a weak triangle inequality, i.e.,
under which there is a constant C > 0 such that ρ(x, z) ≤ C(ρ(x, y) + ρ(y, z))
holds for all x, y, z ∈ Rd. This is for example the case if V is strictly positive
and grows at most polynomially, or if V (x) = exp(α |x|) for large |x|. In any
case, ρ2 has the desirable property that ρ2(x, y)→ 0 as x→ y.
As before, we assume that Assumptions 2.1 and 2.2 hold true. The growth
condition on the Lyapunov function in Assumption 2.3 is now replaced by the
following condition:
Assumption 2.4. The logarithm of V is Lipschitz continuous, i.e.,
sup
|∇V |
V
<∞.
Notice that in contrast to Assumption 2.3, Assumption 2.4 does not depend on
κ. The global bound on ∇V can be replaced by a local bound, see [62] for an
extension. The second part in Assumption 2.4 is satisfied if, for example, V is
strictly positive, and, outside of a compact set, V (x) = |x|α or V (x) = exp(α |x|)
for some α > 0.
We define a bounded non-decreasing function Q : (0,∞)→ [0,∞) by
Q(ǫ) := sup
|∇V |
max{V, 1/ǫ} . (2.24)
In contrast to Section 2.1, we now allow the constant ǫ in (2.23) to be chosen
freely inside a given range. We require that
(4Cǫ)−1 ≥
∫ R1
0
∫ s
0
exp
(
1
2
∫ s
r
u κ(u) du + 2Q(ǫ) (s− r)
)
dr ds (2.25)
with C and κ given by Assumptions 2.2 and 2.1, respectively. Notice that since
Q is non-decreasing, (2.25) is always satisfied for ǫ sufficiently small. Further
below, we demonstrate how the freedom to choose ǫ can be exploited to optimize
the resulting contraction rate in certain cases. Similarly to Section 2.1, we define
functions ϕ,Φ : R+ → R+ by
ϕ(r) = exp
(
−1
2
∫ r
0
t κ(t) dt − 2Q(ǫ) r
)
, Φ(r) =
∫ r
0
ϕ(t) dt. (2.26)
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The function f in (2.23) will be chosen such that
1
2
Φ(r) ≤ f(r) ≤ Φ(r) for r ≤ R2, and f(r) = f(R2) for r ≥ R2,
where we define
S1 :=
{
(x, y) ∈ Rd × Rd : V (x) + V (y) ≤ 2C/λ} , (2.27)
S2 :=
{
(x, y) ∈ Rd × Rd : V (x) + V (y) ≤ 4C(1 + λ)/λ} , (2.28)
Ri := sup {|x− y| : (x, y) ∈ Si} , i = 1, 2. (2.29)
Here the sets S1 and S2 have been chosen such that
LV (x) + LV (y) < 0 for (x, y) 6∈ S1, and
ǫLV (x) + ǫLV (y) < −λ
2
min {1, 4Cǫ} (1 + ǫV (x) + ǫV (y)) for (x, y) 6∈ S2.
We now state our second main result:
Theorem 2.2 (Contraction rates for multiplicative semimetric). Suppose that
Assumptions 2.2, 2.2, and 2.4 hold true. Fix ǫ ∈ (0,∞) such that (2.25) is
satisfied. Then there exist a concave, bounded and non-decreasing continuous
function f : R+ → R+ with f(0) = 0 and a constant c ∈ (0,∞) such that
Wρ2(µpt, νpt) ≤ e−c tWρ2(µ, ν) for any µ, ν ∈ PV . (2.30)
Here c = min {β, λ, 4Cǫλ} /2 where
β−1 =
∫ R2
0
Φ(r)ϕ(r)−1 dr
=
∫ R2
0
∫ s
0
exp
(
1
2
∫ s
r
u κ(u) du + 2Q(ǫ) (s− r)
)
dr ds,
the distance ρ2 is defined by (2.23), and f is constant for r ≥ R2 and satisfies
1
2
≤ f ′(r) exp
(
1
2
∫ r
0
u κ(u) du + 2Q(ǫ) r
)
≤ 1 for r ∈ (0, R2).
The precise definition of the function f is given in the proof in Section 5.2.
Example 2.3 (Exponential tails). Consider again the setup of Example 2.1
and suppose that κ ≡ 0. Similarly as above, one verifies that in this case
R1 ≤ 2 log(4e) d/δ, and R2 ≤ 2 log(8e(1+λ)) d/δ, where λ = δ2/(4d).
Furthermore, Q(ǫ) = α = δ/d, and therefore one can choose ǫ such that (4Cǫ)−1
is of order O(d2δ2). As a consequence, Theorem 2.2 implies contractivity with a
rate of order Ω(d−3), whereas w.r.t. the additive metric, we have derived a rate
of order Ω(d−2 log−2(d)) in Example 2.2.
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In order to optimize our bounds by choosing ǫ appropriately, we replace
Assumption 2.4 by a stronger condition:
Assumption 2.5. ∇V (x)/V (x)→ 0 as |x| → ∞.
If Assumption 2.5 holds then Q(ǫ) → 0 as ǫ → 0. Therefore, by choosing
ǫ sufficiently small, we can ensure that the term Q(ǫ)(s − r) occurring in the
exponents in (2.25) and in the definition of β is bounded by 1. Explicitly, we
choose
ǫ = min
{
Q−1(R−12 ),
(
4Ce2 I(R1)
)−1}
, (2.31)
where Q−1(t) := sup{ǫ > 0 : Q(ǫ) ≤ t} ∈ (0,∞] for t > 0 by Assumption 2.5,
and
I(r) :=
∫ r
0
∫ s
0
exp
(
1
2
∫ s
r
u κ(u) du
)
dr ds. (2.32)
Corollary 2.3 (Contraction rates for multiplicative semimetric II).
Suppose that Assumptions 2.2, 2.2, and 2.5 hold true. Then the assertion of
Theorem 2.2 is satisfied with ǫ given by (2.31) and
c ≥ 1
2
min
{
e−2/I(R2), λ, λe
−2/I(R1), 4CλQ
−1 (1/R2)
}
The corollary is particularly useful if b = −∇U for a convex (but not strictly
convex) function U . In this case we can choose κ = 0, and hence I(r) = r2/2:
Example 2.4 (Convex case). Let b(x) = −∇U(x) for a convex function U ∈
C2(Rd), and suppose that Assumption 2.2 holds with V satisfying V (x) = |x|p
outside of a compact set for some p ∈ [1,∞). Then there is a constant A ∈ (0,∞)
such that Q−1(t) ≥ Atp for any t > 0, and hence
c ≥ min{e−2R−22 , λ/2, λe−2R−21 , 2CλAR−p2 } .
In particular, c−1 = O(R22) if V (x) = |x|2 outside a compact set.
Similarly as in Corollary 2.2 above, the bounds in Theorem 2.2 can be used,
among other things, to control the bias and variance of ergodic averages. Fur-
thermore a statement as in (2.30) implies gradient bounds for the transition
kernel:
Corollary 2.4 (Gradient bounds for the transition semigroup). Suppose that
the assumptions in Theorem 2.2 are satisfied. Then
‖ptg‖Lip(ρ2) ≤ e−c t ‖g‖Lip(ρ2)
holds for any t ≥ 0 and for any function g : Rd → R that is Lipschitz continuous
w.r.t. ρ2. In particular, if ptg is differentiable at x then
|∇ptg(x)| ≤ ‖g‖Lip(ρ2) ( 1 + 2 ǫ V (x) ) e−c t. (2.33)
The proof is included in Section 5.2 below.
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2.3. McKean-Vlasov diffusions
We now apply our approach to nonlinear diffusions on Rd satisfying an SDE of
type
dXt = b(Xt) dt + τ
∫
ϑ(Xt, y)µt(dy) dt + dBt, X0 ∼ µ0, (2.34)
µt = Law(Xt).
Here τ ∈ R is a given constant and (Bt) is a d-dimensional Brownian motion.
Under appropriate conditions on the coefficients b and ϑ, Equation (2.34) has a
unique solution (Xt) which is a nonlinear Markov process in the sense of McK-
ean, i.e., the future development after time t depends both on the current state
Xt and on the law of Xt [56, 44]. Under Assumption 2.1 and Assumption 2.6 be-
low (where we will also assume that ϑ is Lipschitz), using [56, 11], existence and
uniqueness of the solutions hold. Corresponding nonlinear SDEs arise naturally
as marginal limits as n→∞ of mean field interacting particle systems
dX it = b(X
i
t) dt +
τ
n
n∑
j=1
ϑ(X it , X
j
t ) dt + dB
i
t , i = 1, . . . n, (2.35)
driven by independent Brownian motions Bi.
Convergence to equilibrium, or contractivity, for the nonlinear equation and
the particle system are longstanding problems. Assuming b = −∇V and ϑ(x, y) =
∇W (y) − ∇W (x) with smooth potentials V and W , the convex case for the
nonlinear equation was tackled by Carrillo, McCann and Villani [9, 10] using
PDE techniques, and by Malrieu [41] and Cattiaux, Guillin and Malrieu [11]
by coupling arguments. More recently, using direct control of the derivative
of the Wasserstein distance, Bolley, Gentil and Guillin [6] have proven an ex-
ponential trend to equilibrium for small bounded and Lipschitz perturbations
of the strictly convex case. In the spirit of Meyn-Tweedie’s approach, and via
nonlinear Markov chains, Butkovsky [8] established exponential convergence to
equilibrium in the bounded perturbation case. In [21, Corollary 3.4], a contrac-
tion property for the particle system (2.35) has been derived for sufficiently
small τ with a dimension-independent contraction rate using an approximation
of a componentwise reflection coupling.
We now show that a similar strategy as in [21] can be applied directly to the
nonlinear equation. We assume that the interaction coefficient ϑ : Rd×Rd → Rd
is a globally Lipschitz continuous function:
Assumption 2.6. There exists a constant L ∈ (0,∞) such that
|ϑ(x, x′)− ϑ(y, y′)| ≤ L · (|x− y|+ |x′ − y′|) for any x, x′, y, y′ ∈ Rd.
In our first theorem, we assume the contractivity at infinity condition (2.37)
instead of a Lyapunov condition. Existence and uniqueness of solutions of the
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nonlinear SDE can then be proven as in [11]. In that case we can obtain con-
tractivity w.r.t. an underlying metric of type
ρ0(x, y) = f(|x− y|) (2.36)
where f is an appropriately chosen concave function. Let W1 denote the stan-
dard L1 Wasserstein distance defined w.r.t. the Euclidean metric on Rd. Notice
that in the next theorem, we allow the function κ from Assumption 2.1 to take
negative values. We obtain the following counterpart to Corollary 3.4 in [21]:
Theorem 2.3 (Contraction rates for nonlinear diffusions I). Suppose that As-
sumptions 2.1 and 2.6 hold true with a function κ : (0,∞)→ R satisfying
lim sup
r→∞
κ(r) < 0. (2.37)
For probability measures µ0 and ν0 with finite second moments, let µt, resp. νt
(t ≥ 0) denote the marginal laws of a strong solution (Xt) of Equation (2.34)
with initial condition X0 ∼ µ0, resp. X0 ∼ ν0. Then there exist a concave and
non-decreasing continuous function f : R+ → R+ with f(0) = 0 and constants
c,K,A ∈ (0,∞) such that for any τ ∈ R and initial laws µ0, ν0 with finite second
moments,
Wρ0(µt, νt) ≤ exp ( (|τ |K − c) t) Wρ0(µ0, ν0), and (2.38)
W1(µt, νt) ≤ 2A exp ( (|τ |K − c) t ) W1(µ0, ν0). (2.39)
The constants are explicitly given by
c−1 =
∫ R2
0
∫ s
0
exp
(
1
2
∫ s
r
u κ+(u), du
)
dr ds,
A = exp
(
1
2
∫ R1
0
s κ+(s) ds
)
,
K = 4L exp
(
1
2
∫ R1
0
sκ+(s) ds
)
, (2.40)
where
R1 = inf{R ≥ 0 : κ(r) ≤ 0 for all r ≥ R}, and (2.41)
R2 = inf{R ≥ R1 : κ(r)R (R −R1) ≤ −4 for all r ≥ R}. (2.42)
The function f is linear for r ≥ R2, and
1
2
≤ f ′(r) exp
(
1
2
∫ r∧R1
0
s κ+(s) ds
)
≤ 1 for 0 < r < R2.
The precise definition of the function f is given in the proof in Section 5.3.
Our next goal is to replace (2.37) by the following dissipativity condition:
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Assumption 2.7 (Drift condition). There exist constants D,λ ∈ (0,∞) such
that
〈x, b(x)〉 ≤ −λ |x|2 for any x ∈ Rd with |x| ≥ D.
Let V (x) := 1 + |x|2. Assumption 2.7 implies that V is a Lyapunov function
for the nonlinear diffusion (2.34), cf. Lemma 5.1 below.
A major difficulty in the McKean-Vlasov case is that solutions Xt and Yt
with different initial laws follow dynamics with different drifts. Therefore, it is
not clear how to construct a coupling (Xt, Yt) such that Xt = Yt for t > T holds
for an almost surely finite stopping time T . Using the multiplicative semimetric
we are still able to retrieve a local contraction:
Theorem 2.4 (Contraction rates for nonlinear diffusions II). Suppose that As-
sumptions 2.1, 2.6 and 2.7 hold true. For probability measures µ0 and ν0 with
finite second moments, let µt, resp. νt (t ≥ 0) denote the marginal laws of a
strong solution (Xt) of Equation (2.34) with initial condition X0 ∼ µ0, resp.
X0 ∼ ν0. Then there exist a concave, bounded and non-decreasing continuous
function f : R+ → R+ with f(0) = 0 and constants c, ǫ,K0,K1 ∈ (0,∞) s.t.:
(i) For any R ∈ (0,∞) there is τ0 ∈ (0,∞) such that for any τ ∈ R with
|τ | ≤ τ0, and initial laws with µ0(V ), ν0(V ) ≤ R,
Wρ2(µt, νt) ≤ exp(−c t)Wρ2(µ0, ν0), and (2.43)
W1(µt, νt) ≤ K0 exp(−c t)Wρ2(µ0, ν0) . (2.44)
(ii) There is τ0 ∈ (0,∞) s.t. for any τ ∈ R with |τ | ≤ τ0 and initial laws µ0, ν0
with finite second moment,
Wρ2(µt, νt) ≤ exp(−c t)
(Wρ2(µ0, ν0) +K1 [ǫµ(V ) + ǫν(V )]2) . (2.45)
The function ρ2 is given by (2.23). For the explicit definition of the function f
and the constants c, ǫ, τ0,K0,K1 see the proof in Section 5.3.
The assumption that τ is sufficiently small is natural, since for large τ , Equa-
tion (2.34) can have several distinct stationary solutions. It is implicit here that
due to the contractions, uniqueness of the invariant measure holds. Nevertheless,
we do not claim that our bound on τ is sharp.
2.4. Subgeometric ergodicity with explicit constants
We now consider the case where the drift is not strong enough to provide a
Kantorovich contraction like (2.16). Instead of Assumption 2.2 we only assume
a subgeometric drift condition as it has been used for example in [17].
Assumption 2.8 (Subgeometric Drift Condition). There are a function V ∈
C2(Rd) with infx∈Rd V (x) > 0, a strictly positive, increasing and concave C
1
function η : R+ → R+ such that η(V (x) ) → ∞ as |x| → ∞, as well as a
constant C ∈ (0,∞) such that
LV (x) ≤ C − η(V (x) ) for any x ∈ Rd. (2.46)
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The following example shows how V and η can be chosen explicitly, cf. also
[17].
Example 2.5 (Choice of V and η). Suppose that
〈b(x), x〉 ≤ −γ |x|q for |x| ≥ R (2.47)
holds with constants R, γ ∈ (0,∞) and q ∈ (0, 1). Let V ∈ C2(Rd) be a strictly
positive function such that outside a compact set, V (x) = exp(α |x|q) for some
α ∈ (0, 2γ/q), and fix β ∈ (0, γ − αq/2). Then Assumption 2.8 is satisfied with
η(r) =


α
2
q
−1qβr log(r)2−
2
q for r ≥ e 2q−1,
α
2
q
−1β
(
2
q − 1
)1− 2
q
(
2e1−
2
q (q − 1)r2 + (4− 3q)r
)
for r < e
2
q
−1.
From now on we assume that Assumption 2.1 holds true, and we define the
functions ϕ and Φ as in (2.4) above. Let R1 := sup {|x− y| : (x, y) ∈ S1}, where
S1 :=
{
(x, y) ∈ Rd × Rd : η(V (x) ) + η(V (y) ) ≤ 4C} . (2.48)
The set S1 is chosen such that for (x, y) 6∈ S1,
LV (x) + LV (y) ≤ − ( η(V (x) ) + η(V (y) ) ) /2. (2.49)
Notice that since η(V (x) ) → ∞ as |x| → ∞, R1 is finite, and S1 is recurrent
for any Markovian coupling (Xt, Yt) of solutions of (1.1). Let
ǫ−1 = max
(
1, 4C
∫ R1
0
ϕ(r)−1 dr
)
= max
(
1, 4C
∫ R1
0
e
1
2
∫
r
0
t κ(t) dt dr
)
.
(2.50)
The following growth condition on the Lyapunov function replaces Assump-
tion 2.3:
Assumption 2.9 (Growth condition in subgeometric case). There exist a con-
stant α > 0 and a bounded set S2 ⊇ S1 such that for any (x, y) ∈ R2d \ S2,
η(V (x) ) + η(V (y) ) (2.51)
≥ max
(
4C, 1/
∫ R1
0
ϕ(r)−1 dr
) (
1 + α
∫ R1
0
ϕ(r)−1 dr η(Φ(|x− y|) )
)
.
Notice that Φ grows at most linearly. Let R2 := sup {|x− y| : (x, y) ∈ S2}.
We state our main result for the subgeometric case.
Theorem 2.5 (Subgeometric decay rates). Suppose that Assumptions 2.1, 2.8
and 2.9 hold true. Then there exist a concave, bounded and non-decreasing con-
tinuous function f : R+ → R+ with f(0) = 0 and constants c, ǫ ∈ (0,∞) s.t.
‖pt(x, ·) − pt(y, ·)‖TV ≤ ρ1(x, y)
H−1(c t)
for any x, y ∈ Rd and t ≥ 0. (2.52)
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Here the distance ρ1 is defined by (2.3) and (2.50), the function H : [l,∞) →
[0,∞) is given by
H(t) :=
∫ t
l
1
η(s)
ds with l = 2 ǫ inf
x∈Rd
V (x), (2.53)
c = min {α, β, γ} /2 where β is given by (2.17), and
γ = inf { ǫ η(r)/η(ǫr) : r ≥ l/ǫ} .
The function f is constant for r ≥ R2, and
1
2
≤ f ′(r) exp
(
1
2
∫ r
0
t κ(t) dt
)
≤ 1 for any r ∈ (0, R2).
The precise definition of the function f is given in the proof in Section 5.4.
The crucial difference in comparison to Theorem 2.1 is that we do not provide
upper bounds onWρ1 , but use the additive metric to derive moment bounds for
coupling times instead. These bounds are partially based on a technique from
[26], see Section 3.6 further below.
Remark 2.4. Since η(s) is concave, it is growing at most linearly as s → ∞.
In particular,
∫∞
l (1/η(s)) ds = ∞, and thus the inverse function H−1 maps
[0,∞) to [l,∞). Since ǫ ≤ 1 and η is increasing, we always have γ ≥ ǫ . If
η(r) = ra for some a ∈ (0, 1) then γ = ǫ1−a.
It is well-known that the local Lipschitz assumption on b together with As-
sumption 2.8 implies the existence of a unique invariant probability measure π
satisfying
∫
η(V (x) )π(dx) ≤ C, see e.g. [26, Section 4]. Theorem 2.5 can be
used to quantify the speed of convergence towards the invariant measure using
cut-off arguments. Following [26, Section 4], we obtain:
Corollary 2.5. Under the Assumptions of Theorem 2.5,
||pt(x, ·)− π||TV ≤
R2 + ǫ V (x)
H−1( c t )
+
(2 ǫ b+ 1)C
η( bH−1( c t ) )
for any x ∈ Rd and t ≥ 0,
where b := η−1( 2C )/l.
The proofs are given in Section 5.4.
3. Discussion
3.1. Comparison to Meyn-Tweedie approach
The classical Harris theorem, as propagated by Meyn-Tweedie, allows to derive
geometric ergodicity for a large class of Markov chains under conditions which
are easy to verify. The approach is very generally applicable, but it is usually not
trivial to make the results quantitative. The first assumption is that the Markov
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chain at hand is recurrent w.r.t. some bounded subset S of the state space and
that one has some kind of control over the average length of excursions from
this set. The second assumption which is typically imposed is a minorization
condition which often takes the following form: There are constants t, ǫ ∈ (0,∞)
and a probabilty measure Q such that
pt(x, ·) ≥ ǫQ(·) (3.1)
holds for all x ∈ S, where pt denotes the transition kernel of the chain.
The recurrence condition can be quantified performing direct computations
with the generator of the Markov chain via Lyapunov techniques. The minoriza-
tion condition is usually much harder to quantify. In the context of diffusions of
the form (1.1) there are abstract methods available which allow to conclude that
the condition (3.1) can indeed be satisfied, cf. [38, Remark 1.29]. Nevertheless,
using such methods, it is not clear how the resulting constant ǫ depends on the
drift coefficient b, and how a perturbation of b translates to a change of ǫ. In the
diffusion setting, Roberts and Rosenthal developed in [52] a method to provide
explicit bounds for ǫ that are closely connected to the drift coefficient b. Their
method is based on reflection coupling and an application of the Bachelier-Le´vy
formula. In comparison to their results, we establish contractions of the tran-
sition kernels, and our contraction rates are based only on one-sided Lipschitz
bounds for the drift coefficient. This often leads to much more precise bounds.
3.2. Relation to functional inequalities
Functional inequalities are now a common tool to get rates for convergence to
equilibrium in L2 distance or in entropy. For the class of diffusion processes
considered here, the Poincare´ inequality takes the form
Varpi(f) ≤ 1
2
CP
∫
|∇f |2dπ (3.2)
for smooth functions f , where π is the stationary distribution. (3.2) is equivalent
to L2 convergence to equilibrium (and in fact L2 contractivity) with rate C−1P .
It turns out to be quite difficult to prove a Poincare´ inequality for a general non-
reversible diffusion such as (1.1), as usual criteria rely on the explicit knowledge
of the invariant probability measure π. If we assume that b(x) = −∇V (x)/2 then
the diffusion is reversible with respect to dπ = e−V dx and plenty of criteria are
available to prove Poincare´ inequalities. In particular, it is shown in [1], that if
there exists a set B, constants λ,C ∈ (0,∞), and a positive twice continuously
differentiable function V such that
LV ≤ −λV + C1B,
and a local Poincare´ inequality of the form∫
B
(f − π(f1B))2dπ ≤ 1
2
κB
∫
|∇f |2dπ
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holds, then a global Poincare´ inequality holds with constant CP = λ
−1(1+CκB).
Note that a Poincare´ inequality implies back the Lyapunov condition. Using the
additive metric and Corollary 2.1, one has that a Poincare´ inequality holds but
the identification of the constant is a hard task in general. However, using the
multiplicative metric and the gradient bounds of Corollary 2.4, one may prove
that in the reversible case a Poincare´ inequality holds with the same constant c
than in Corollary 2.4. Here the reflection coupling serves as an alternative to a
local Poincare´ inequality. The latter is usually established via Holley-Stroock’s
perturbation argument which may lead to quite poor estimates.
Notice also that, by a result of Sturm and von Renesse [60], for a reversible
diffusion with stationary ditribution e−V dx, a strict contraction in Lp Wasser-
stein distance is equivalent to a lower bound on the Hessian of V . The latter
condition is a special case of the Bakry-Emery criterion and usually linked to
logarithmic Sobolev inequalities. In [12], a reinforced Lyapunov condition has
been used to prove stronger functional inequalities than Poincare´ inequalities
(namely super Poincare´ inequalities, including logarithmic Sobolev inequalities).
In a similar spirit, we are now able to remove the global curvature condition
assuming a reinforced Lyapunov condition. Note however, that although our
results are sufficient to prove back some Poincare´ inequality, it does not seem
possible to get stronger inequalities starting from our contractions.
3.3. Dimension dependence
In our results above, dependence on the dimension d usually enters through the
value of the constant C in the Lyapunov condition, which affects the size of R2.
For example, in Theorem 2.1, the contraction rate is c = min {α, β, λ} /2, where
α and λ are given by Assumptions 2.3 and 2.2 respectively, and the constant
β defined in (2.17) depends both on R2 and on the function κ in Assumption
2.2. In order to illustrate the dependence on the dimension of R2, let us assume
that there are constants A, γ ∈ (0,∞) and q ≥ 1 such that
〈x, b(x)〉 ≤ −γ |x|q for all |x| ≥ A. (3.3)
Suppose first that q = 2. Then V (x) = 1+ |x|2 satisfies the Lyapunov condition
in Assumption 2.2 with constants C = O(d) and λ = Ω(1). In this case, the set
S2 in Assumption 2.3 can be chosen such that R2 = O(
√
d). Hence assuming a
one-sided Lipschitz condition with constant κ as in Example 2.2, the lower bound
c for the contraction rate in Theorem 2.1 is of order Ω(1/d) if κ = 0 (convex
case), or, more generally, if κ = O(1/d). On the other hand, for κ = Ω(1), c
is exponentially small in the dimension. By Example 2.4, similar statements
hold true for the lower bound on the contraction rate w.r.t. the multiplicative
semimetric derived in Corollary 2.3.
Now assume more generally q ≥ 1. In this case, a Lyapunov function with
polynomial growth does not necessarily exist. Instead, by Remark 2.1, one can
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choose a Lyapunov function V with constant λ = 1 such that outside of a com-
pact set, V (x) = exp (a |x|q) for some a < 2γ/q. In this case, C = O(exp(ηd))
for some finite constant η > 0, and one can choose R2 of order O(d
1/q). Again,
assuming a one-sided Lipschitz condition, the constant c in Theorem 2.1 is
of polynomial order Ω(d−2/q) if κ = 0 (convex case), or, more generally, if
κ = O(d−2/q). For the multiplicative semimetric, we are not able to prove a
polynomial order in the dimension in this case; for q ∈ (1, 2), an application of
Corollary 2.3 with a Lyapunov function satisfying V (x) = exp(|x|α) for large |x|
for some α ∈ (2−q, 1) at least yields a sub-exponential order in d. For κ = Ω(1),
the values of c decay exponentially in the dimension.
We finally remark that in some situations it is possible to combine the
techniques presented here with additional arguments to derive explicit and
dimension-free contraction rates for diffusions, see for example [63].
3.4. Extensions of the results
Similarly as in [21], the results presented above can be easily generalized to
diffusions with a constant and non-degenerate diffusion matrix σ. In the case
of non-constant and non-degenerate diffusion coefficients σ(x), it should still be
possible to retrieve related results replacing reflection coupling by the Kendall-
Cranston coupling w.r.t. the intrinsic Riemannian metric induced by the diffu-
sion coefficients.
The main contraction results, Theorem 2.1 and Theorem 2.2, are based on
Assumption 2.1, a global generalized one-sided Lipschitz condition. It is possible
to relax this condition to a local bound which, up to some technical details, holds
only on the set for which the coupling (Xt, Yt) is recurrent. A corresponding
generalization is given in [62].
In the recent work [40], Majka extends the results from [21] to stochastic
differential equations driven by Le´vy jump processes with rotationally invari-
ant jump measures, thus deriving Kantorovich contractions for the transition
semigroups with explicit constants, see also [61]. One of the key assumptions
in [40] is the “contractivity at infinity” condition (2.37). Using an additive dis-
tance similar to (2.3), it should be possible to extend the results presented there,
replacing the latter assumption by a more general geometric drift condition.
An extension of the theory presented in this paper to a class of degenerate
and infinite-dimensional diffusions is considered in [63] combining asymptotic
couplings with the multiplicative distance (2.23).
In this work, we derive explicit contraction rates for diffusion processes. An
important question is whether similar results can be obtained for time-discrete
approximations. There are at least two different approaches to tackle this ques-
tion. The first approach, which is considered in forthcoming work by one of the
authors, is to establish related coupling approaches directly for Markov chains.
Another possibility is to consider time discretizations as a perturbation of the
diffusion process, and to apply directly the contraction results for the diffusion,
cf. [15, 19, 18] and also [53, 55, 48, 50, 22, 54].
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3.5. McKean-Vlasov equations
For the class of nonlinear diffusions considered above, Theorems 2.3 and 2.4
above considerably relax assumptions in previous works. Both the PDE ap-
proach in [9] and the approach based on synchronuous coupling in [41, 11]
require global positive curvature bounds. In the case where the curvature is
strictly positive with degeneracy at a finite number of points, algebraic contrac-
tion rates have been derived by synchronuous coupling. The dissipation of W 2
approach in [6] yields exponential decay to equilibrium for sufficiently small τ
provided the confinement and interaction forces both derive from a potential,
the confinement force satisfies condition (2.37), and the interaction potential
is bounded with a lower bound on the curvature. The approach in [8] yields
exponential convergence to equilibrium in total variation distance in the small
and bounded interaction case. Theorem 2.3 above relaxes these assumptions on
the interaction potential while requiring only a “strict convexity at infinity”
condition on the confinement potential. Moreover, Theorem 2.4 replaces the
latter condition on the confinement potential by the dissipativity condition in
Assumption 2.7. With additional technicalities, it should be possible to relax
this dissipativity condition to 〈x, b(x)〉 ≤ −λ |x|.
3.6. Subgeometric ergodicity
Our results in the subgeometric case can be interpreted as a variation of state-
ments from the lecture notes [26, Section 4]. There, M. Hairer derives subgeo-
metric ergodicity for diffusions, estimating hitting times of recurrent sets and
combining these with a minorization condition. While the principle result from
[26, Section 4] is already contained in [2, 17], the method of proof shows new and
interesting aspects avoiding discrete-time approximations. The main tool used
is the following statement, which gives an elegant proof for the integrability of
hitting times:
Lemma 3.1 ([26], reformulated). Let η : R+ → R+ be a strictly positive, in-
creasing and concave C1 function and denote by (Zt) a continuous semimartin-
gale, i.e. Zt = Z0 + At +Mt, where (At) is of finite variation, (Mt) is a local
martingale, E[Z0] < ∞ and A0 = M0 = 0. Let T be a stopping time. If there
are constants l, c ∈ (0,∞) such that
Zt ≥ l and dAt ≤ −c η(Zt ) ds almost surely for t < T , (3.4)
then T is almost surely finite and satisfies the inequality
E
[
H−1( c T )
] ≤ E [H−1(H(ZT ) + c T )] ≤ E[Z0 ],
where H : [l,∞)→ [0,∞) is given by H(t) := ∫ tl 1η(s) ds.
Our result for the subgeometric case, Theorem 2.5, relies on the above tool.
The main difference to [26] is that we do not impose any kind of minorization
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condition or renewal theory. Instead we consider a reflection coupling (Xt, Yt)
of the diffusions, defined in Section 4.2, and we directly establish bounds on
the integrability of the coupling time T := inf{t ≥ 0 : Xt = Yt} using Lemma
3.1 and the additive distance (2.3). For the reader’s convenience, a proof of
Lemma 3.1 is included in Section 5.4. It should be mentioned that subgeometric
ergodicity of Markov processes has been studied by many others authors in
various settings, see [16, 23, 49, 57, 58, 7, 42, 33] and the references therein.
4. Couplings
4.1. Synchronuous coupling for diffusions
Given initial values (x0, y0) ∈ R2d and a d-dimensional Brownian motion (Bt),
we define a synchronuous coupling of two solutions of (1.1) as a diffusion process
(Xt, Yt) with values in R
2d solving
dXt = b(Xt) dt+ dBt, X0 = x0,
dYt = b(Yt) dt+ dBt, Y0 = y0.
4.2. Reflection coupling for diffusions
Reflection coupling goes back to [39], where existence and uniqueness of strong
solution is proved for the associated diffusion processes. Given initial values
(x0, y0) ∈ R2d and a d-dimensional Brownian motion (Bt), a reflection cou-
pling of two solutions of (1.1) as a diffusion process (Xt, Yt) with values in R
2d
satisfying
dXt = b(Xt) dt+ dBt, (X0, Y0) = (x0, y0),
dYt = b(Yt) dt+ (I − 2 et 〈et, ·〉) dBt for t < T, Yt = Xt for t ≥ T,
where T = inf{t ≥ 0 : Xt = Yt} is the coupling time. Here, for t < T , et is the
unit vector given by et = (Xt − Yt)/|Xt − Yt|.
4.3. Coupling for McKean-Vlasov processes
We construct a coupling for two solutions of (2.34). The coupling will be realized
as a process (Xt, Yt) with values in R
2d. We first describe the coupling in words:
We fix a parameter δ > 0 and use a reflection coupling of the driving Brownian
motions whenever |Xt − Yt| ≥ δ. If, on the other hand, |Xt − Yt| ≤ δ/2 we use a
synchronuous coupling. Inbetween there is a transition region, where a mixture
of both couplings is used. One should think of δ being close to zero.
The technical realization of the coupling is near to [21]. In order to implement
the above coupling, we introduce Lipschitz functions rc : Rd × Rd → [0, 1] and
sc : Rd × Rd → [0, 1] satisfying
sc2(x, y) + rc2(x, y) = 1. (4.1)
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We impose that rc(x, y) = 1 holds whenever |x− y| ≥ δ and rc(x, y) = 0 holds
if |x− y| ≤ δ/2. The functions rc and sc can be constructed using standard
cut-off techniques. Notice that in the case where the drift coefficient b and
the nonlinearity ϑ are Lipschitz, equation (2.34) admits a unique, strong and
non-explosive solution (Xt) for any initial probability measure µ0, for which we
always assume finite second moment. The uniqueness holds pathwise and in law.
Moreover, the law µt of Xt has finite second moments, i.e.
∫ |y|2 µt(dy) < ∞,
see [44, Theorem 2.2] and [56]. For a fixed initial probability measure µ0 we
define
bµ0(t, y) = b(y) + τ
∫
ϑ(y, z)µt(dz).
The results from [44, Theorem 2.2] imply that the function bµ0 : R+×Rd → Rd
is continuous. It is easy to see that Assumption 2.6, in combination with a
Lipschitz bound on b, implies that there is M > 0 such that
sup
t≥0
| bµ0(t, y)− bµ0(t, z) | ≤M · |y − z| for any y, z ∈ Rd. (4.2)
Fix now initial probabiliyu measures µ0 and ν0, the parameter δ > 0 and two
independent Brownian motions (B1t ) and (B
2
t ). For the given µ0 and ν0 we
construct drift coefficients bµ0 and bν0 as above and define the coupling (Ut) =
(Xt, Yt) as the solution of the standard diffusion
dXt = b
µ0(t,Xt) dt+ rc(Ut) dB
1
t + sc(Ut) dB
2
t
dYt = b
ν0(t, Yt) dt+ rc(Ut) (I − 2et 〈et, ·〉) dB1t + sc(Ut) dB2t ,
with (X0, Y0) = (x0, y0) and
et =
Xt − Yt
|Xt − Yt| for Xt 6= Yt, et = u for Xt = Yt,
where u ∈ Rd is some arbitrary fixed unit vector. Note that the concrete choice
of u is irrelevant for the dynamic, since rc(x, x) = 0. Inequality (4.2) implies that
the above diffusion process admits a unique, strong and non-explosive solution.
Using Levy’s characterization of Brownian motion and (4.1), one can verify that
the marginal processes (Xt) and (Yt) solve the standard equations
dXt = b
µ0(t,Xt) dt+ dBt, X0 = x0 (4.3)
dYt = b
ν0(t, Yt) dt+ dBˆt, Y0 = y0. (4.4)
with respect to the Brownian motions
Bt =
∫ t
0
rc(Us) dB
1
s +
∫ t
0
sc(Us) dB
2
s and (4.5)
Bˆt =
∫ t
0
rc(Us) (I − 2es 〈es, ·〉) dB1s +
∫ t
0
sc(Us) dB
2
s .
Since the solutions (Xt) and (Yt) of (4.3) and (4.4) are pathwise unique, they
coincide a.s. with the strong solutions of (2.34) w.r.t. the Brownian motions
(Bt) and (Bˆt) and initial values x0 and y0, respectively. Hence (Xt, Yt) is indeed
a coupling for (2.34).
A. Eberle, A. Guillin, R. Zimmer/Quantitative Harris type theorems for diffusions 24
5. Proofs
Let us start with a crucial tool which will be used throughout our proofs: A
general construction of the function f appearing in the main theorems, charac-
terized by a differential inequality.
We define a concave function f : [0,∞) → [0,∞) depending on various
parameters. Fix constants R1, R2 ∈ R+ such that R1 ≤ R2, and let functions
h : [0, R2]→ [0,∞), j : [0, R2]→ [0,∞) and i : [0, R1]→ [0,∞)
be given. We suppose that i and j are continuous, j is non-decreasing and h is
continuously differentiable with h′ ≥ 0. The function f is given by
f(r) =
∫ r∧R2
0
ϕ(s) g(s) ds,
where ϕ and g are defined as
ϕ(r) = exp(−h(r)) and (5.1)
g(r) = 1− β
4
∫ r∧R2
0
j(Φ(s) )ϕ(s)−1 ds− ξ
4
∫ r∧R1
0
i(s)ϕ(s)−1 ds. (5.2)
Here the function Φ and the constants β and ξ are given by
Φ(r) =
∫ r
0
ϕ(s) ds, β−1 =
∫ R2
0
j(Φ(s) )ϕ(s)−1 ds, ξ−1 =
∫ R1
0
i(s)ϕ(s)−1 ds.
(5.3)
The function f is a generalization of the concave distance function constructed
in [21]. It is continuously differentiable on (0, R2) and constant on [R2,∞).
The derivative f ′ on (0, R2) is given by the product ϕg, where ϕ and g are
positive and non-increasing functions. Hence f is a concave and non-decreasing
function. Notice that g maps the interval [0, R2] into [1/2, 1], which implies that
the following inequalities hold for any r ∈ [0, R2]:
r ϕ(R2) ≤ Φ(r) ≤ 2 f(r) ≤ 2Φ(r) ≤ 2 r. (5.4)
The crucial property of the function f is that it is twice continuously differen-
tiable on (0, R1) ∪ (R1, R2) and that it satisfies on this set the (in)equality
f ′′(r) = −h′(r) f ′(r)− β
4
j(Φ(r) )− ξ
4
i(r) Ir<R1
≤ −h′(r) f ′(r)− β
4
j( f(r) )− ξ
4
i(r) Ir<R1 . (5.5)
Observe that f is not continuously differentiable at the point R2 and thus we
sometimes work with the left-derivative f ′− which exists everywhere. The func-
tion f can formally be extended to a concave function on R by setting f(r) = −r
for r < 0. We can associate with f a signed measure µf on R, which takes the
A. Eberle, A. Guillin, R. Zimmer/Quantitative Harris type theorems for diffusions 25
role of a generalized second derivative. For x < y the measure is defined by
µf ( [x, y) ) = f
′
−(y)− f ′−(x). On the set (0, R1) ∪ (R1, R2) the measure satisfies
µf (dx) = f
′′(x) dx,
since f is twice continuously differentiable. Furthermore,
µf ((−∞, 0] ∪ (R2,∞)) = 0 and µf ({R1, R2}) ≤ 0.
5.1. Proofs of results in Section 2.1
Proof of Lemma 2.1. Let (x, y) ∈ R2d such that (x, y) 6∈ S2. Assume w.l.o.g.
that max{|x| , |y|} = |x| ≥ R. Using our assumption, the triangle inequality and
the estimate Φ(r) ≤ r, we get
V (x) ≥ 4Cλ−1 (1 + 2 |x|) ≥ 4Cλ−1 (1 + |x− y|) ≥ 4Cλ−1 (1 + Φ(|x− y|)).
Bounds for Example 2.1. A simple computation shows that by (2.12) and since
α ≤ δ, the Lyapunov function defined in the example satisfies
(LV )(x) ≤ α
2
(
h′′(|x|) + αh′(|x|)2 + (d− 1
r
− 2δ)h′(|x|)
)
V (x)
≤ α
2
(
h′′(|x|) + (d− 1
r
− δ)h′(|x|)
)
V (x) ≤ C − λV (x)
both for |x| ≥ 2/α and for |x| < 2/α. Hence (2.14) holds by (2.9). Furthermore,
by Lemma 2.1, we can choose the set S2 such that
R2 = 2 sup{r ≥ 0 : exp(αr) < 4Cλ−1(1 + 2r)}
= 2 sup{r ≥ 0 : 2r < 2α−1 log(4Cλ−1) + 2α−1 log(1 + 2r)}
≤ 2 sup{r ≥ 0 : r < R¯1 + 2−1R¯1 log(1 + r)} ≤ 2(1 + R¯1) log(1 + R¯1).
Here we have used that log(4Cλ−1) = log(8e2) > 2. The last bound holds, since
for 1 + r = 2(1 + R¯1) log(1 + R¯1),
1 + R¯1 +
1
2
R¯1 log(1 + r)
= 1 + R¯1 +
1
2
R¯1 log(1 + R¯1) +
1
2
R¯1 log(2 log(1 + R¯1))
≤ 1 + r − 1
2
(1 + R¯1) log(1 + R¯1) +
1
2
R¯1 log(2 log(1 + R¯1))
≤ 1 + r − 1
2
R¯1 log(
1 + R¯1
2 log(1 + R¯1
) ≤ 1 + r.
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Proof of Theorem 2.1. We use the function f defined at the beginning of Section
5 with the following parameters: The constants R1 and R2 are specified by (2.7)
and (2.11) respectively. For r ≥ 0 we set i(r) := 1, j(t) := t and
h(r) :=
1
2
∫ r
0
s κ(s) ds, where κ is defined in Assumption 2.1. (5.6)
We fix initial values (x, y) ∈ R2d and prove (2.16) for Dirac measures δx and δy.
This is sufficient, since for general µ, ν ∈ PV one can show, arguing similarly to
[59, Theorem 4.8], that for any coupling γ of µ and ν we have
Wρ1(µpt, νpt) ≤
∫
Wρ1(δxpt, δypt) γ(dx dy). (5.7)
Let Ut = (Xt, Yt) be a reflection coupling with initial values (x, y), as defined
in Section 4.2. We will argue that E [ec tρ1(Xt, Yt)] ≤ ρ1(x, y) holds for any
t ≥ 0. Denote by T := inf {t ≥ 0 : Xt = Yt} the coupling time. Set Zt = Xt− Yt
and rt = |Zt|. The process (Zt) satisfies the SDE
dZt = (b(Xt)− b(Yt)) dt+ 2 et 〈et, dBt〉 for t < T,
dZt = 0 for t ≥ T, where et = Zt/rt.
Until the end of the proof, all Itoˆ equations and differential inequalities hold
almost surely for t < T , even though we do not mention it every time. An
application of Itoˆ’s formula shows that (rt) satisfies the equation
drt = 〈et, b(Xt)− b(Yt)〉 dt+ 2 〈et, dBt〉 for t < T .
Let (Lxt ) denote the right-continuous local time of the semimartingale (rt). Since
f is a concave function, we can apply the general Itoˆ-Tanaka formula of Meyer
and Wang (cf. e.g. [36, Thm. 22.5] or [51, Ch. VI]) to conclude
f(rt)− f(r0) =
∫ t
0
f ′−(rs) 〈es, b(Xs)− b(Ys)〉 ds+ 2
∫ t
0
f ′−(rs) 〈es, dBs〉
+
1
2
∫ ∞
−∞
Lxt µf (dx) for t < T, (5.8)
where f ′− denotes the left-derivative of f and µf is the non-positive measure
representing the second derivative of f , i.e., µf ( [x, y) ) = f
′
−(y)− f ′−(x) for x ≤
y. Moreover, the generalized Itoˆ formula implies for every measurable function
v : R→ [0,∞) the equality∫ t
0
v(rs) d[r]s =
∫ ∞
−∞
v(x)Lxt dx for any t < T. (5.9)
Observe that (5.9) implies that the Lebesgue measure of the set {0 ≤ s ≤
T : rs ∈ {R1, R2}}, i.e., the time that (rs) spends at the points R1 and R2
before coupling, is almost surely zero. Our function f is twice continuously
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differentiable on (0,∞)\{R1, R2}. The measure µf (dy) is non-positive and thus
(5.9) implies∫ ∞
−∞
Lxt µf (dx) ≤
∫ ∞
−∞
IR\{R1,R2}(x)f
′′(x)Lxt dx = 4
∫ t
0
f ′′(rs) ds, t < T.
We can conclude that a.s. the following differential inequalities hold for t < T :
df(rt) ≤ (f ′(rt) 〈et, b(Xt)− b(Yt)〉+ 2 f ′′(rt)) dt+ 2 f ′(rt) 〈et, dBt〉
≤ (−(β/2) f(rt) Irt<R2 − (ξ/2) Irt<R1) dt+ 2 f ′(rt) 〈et, dBt〉 .
For the second inequality, we have used that f is constant on [R2,∞) and that
inequality (5.5) holds on (0, R2) \ {R1} with h given by (5.6). Moreover, using
Assumption 2.1, we estimated
〈et, b(Xt)− b(Yt)〉 = 〈Zt/rt, b(Xt)− b(Yt)〉 ≤ κ(rt) rt.
We now turn to the Lyapunov functions. Assumption 2.2 implies that a.s.
d (ǫ V (Xt) + ǫ V (Yt)) ≤ 2C ǫdt− λ (ǫ V (Xt) + ǫ V (Yt)) dt+ dMt,
where (Mt) denotes a local martingale. If rt ≥ R1, the definition of S1 implies
2C ǫ− λ (ǫ V (Xt) + ǫ V (Yt)) ≤ −(λ/2) (ǫ V (Xt) + ǫ V (Yt)) .
If rt ≥ R2, then by Assumption 2.3,
2Cǫ− λ (ǫV (Xt) + ǫV (Yt)) ≤ −(α/2) f(rt) − (λ/2) (ǫ V (Xt) + ǫ V (Yt)) ,
where we have used that by (2.8) and (5.3), ǫ = ξ/(4C) and Φ(r) ≥ f(r). We
can conclude that a.s. ,
d(ǫV (Xt) + ǫV (Yt))
≤ ((ξ/2)Irt<R1 − (α/2)f(rt)Irt≥R2 − (λ/2)(ǫV (Xt) + ǫV (Yt))) dt+ dMt.
Summarizing the above results, we can conclude that a.s., for t < T ,
dρ1(Xt, Yt) = df(rt) + d (ǫ V (Xt) + ǫ V (Yt)) ≤ −c ρ1(Xt, Yt) dt+ dM ′t ,
(5.10)
where (M ′t) denotes a local martingale and c = min{α, β, λ}/2. The product
rule for semimartingales then implies a.s. for t < T :
d(ec tρ1(Xt, Yt)) = c e
c tρ1(Xt, Yt) dt+ e
c t dρ1(Xt, Yt) ≤ ec t dM ′t .
We introduce a sequence of stopping times (Tn)n∈N given by
Tn := inf{t ≥ 0 : |Xt − Yt| ≤ 1/n or max{|Xt| , |Yt|} ≥ n}. (5.11)
We have Tn ↑ T a.s. by non-explosiveness. Therefore we finally obtain:
Wρ1 (δxpt, δypt) ≤ E [ρ1(Xt, Yt)It<T ] = lim
n→∞
E [ρ1(Xt, Yt)It<Tn ]
≤ e−c t lim inf
n→∞
E
[
ec(t∧Tn) ρ1(Xt∧Tn , Yt∧Tn)
]
≤ e−c tWρ1(δx, δy)
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Bounds for Example 2.2. The statement is a special case of Theorem 2.1. The
only thing to verify is the lower bound
β ≥
√
κ/π
(∫ R2
0
exp
(−κr2/4) dr
)−1
. (5.12)
As
∫∞
0
exp(−κr2/4) dr =
√
π/κ, this follows from the definitions of Φ and ϕ:
β−1 =
∫ R2
0
ϕ(r)−1 Φ(r) dr ≤
√
π/κ
∫ R2
0
exp
(−κr2/4) dr. (5.13)
Proof of Corollary 2.1. It is well-known that, in our setup, the Markov transi-
tion kernels (pt) admit a unique invariant measure π satisfying πpt = π for any
t ≥ 0 and ∫ V (x)π(dx) ≤ C/λ, see e.g. [25]. In [28, Lemma 2.1] it is proven
that for any probability measures ν1 and ν2 we have∫
Rd
V (x) |ν1 − ν2| (dx) = inf
γ
∫
[V (x) + V (y) ] Ix 6=y γ(dx dy),
where the infimum is taken over all couplings γ with marginals ν1 and ν2 re-
spectively. In our setup, this implies that for any µ ∈ PV and t ≥ 0,∫
Rd
V (z) |µpt − π| (dz) ≤ ǫ−1Wρ1(µpt, πpt) ≤ ǫ−1 e−c tWρ1(µ, π).
This implies the bound on the mixing time, since
Wρ1(δx, π) ≤
∫
[f(|x− y|) + ǫ V (x) + ǫ V (y) ]π(dy) ≤ R2 + ǫ V (x) + ǫ C/λ.
Proof of Corollary 2.2. Let x ∈ Rd. Assumption 2.2 implies that δxpt ∈ PV
for any t ≥ 0 and hence ptg(x) := Ex[g(Xt)] is well defined and finite for any
measurable g which is Lipschitz w.r.t. ρ1. Fix (x, y) ∈ R2d and t ≥ 0, and let
(Xt, Yt) be an arbitrary coupling of δxpt and δypt. We bound the Lipschitz norm
of x 7→ ptg(x):
|ptg(x)− ptg(y)| ≤ E(x,y)[|g(Xt)− g(Yt)|] ≤ ‖g‖Lip(ρ1)E(x,y)[ρ1(Xt, Yt)].
Since the above inequality holds for any coupling, Theorem 2.1 implies
‖ptg‖Lip(ρ1) ≤ ‖g‖Lip(ρ1) e−c t.
This estimate implies bounds on the bias of ergodic averages:∣∣∣∣Ex
[
1
t
∫ t
0
g(Xs) ds−
∫
g dπ
]∣∣∣∣ ≤ 1t
∫ t
0
∫
|psg(x) − psg(y)|π(dy) ds
≤ 1− e
−c t
c t
‖g‖Lip(ρ1)
∫
ρ1(x, y)π(dy)
≤ 1− e
−c t
c t
‖g‖Lip(ρ1)
(
R2 + ǫV (x) + ǫ
C
λ
)
,
A. Eberle, A. Guillin, R. Zimmer/Quantitative Harris type theorems for diffusions 29
where we have used that f is bounded by R2.
We now turn to the variance bound. Integrating (2.22) implies
Ex[V (Xt)
2] ≤ C∗/λ∗ + e−λ∗ t V (x)2 for any t ≥ 0.
For reals a, b, c, the inequality (a+ b+ c)2 ≤ 3(a2 + b2 + c2) holds true. Hence∫ ∫
ρ1(y, z)
2 pt(x, dy) pt(x, dz) ≤ 3
(
R22 + 2 ǫ
2
∫
V (y)2 pt(x, dy)
)
≤ 3
(
R22 + 2 ǫ
2
[
C∗/λ∗ + e−λ
∗ t V (x)2
])
.
Let A := 3
(
R22 + 2 ǫ
2
(
C∗/λ∗ + e−λ
∗ t V (x)2
))
. For t ≥ 0 and h ≥ 0,
Varx [g(Xt)] =
1
2
∫ ∫
( g(y)− g(z) )2 pt(x, dy) pt(x, dz) ≤ A
2
‖g‖2Lip(ρ1),
Varx [(phg)(Xt)] ≤ A
2
‖phg‖2Lip(ρ1) ≤
A
2
‖g‖2Lip(ρ1) e−2 c h.
We get an estimate on the decay of correlations by Cauchy-Schwarz:
Covx [g(Xt), g(Xt+h)] = Covx [g(Xt), (phg)(Xt)]
≤ Varx [g(Xt)]1/2Varx [(phg)(Xt)]1/2 ≤ A
2
‖g‖2Lip(ρ1) e−c h.
Finally, we obtain the variance bound
Varx
[
1
t
∫ t
0
g(Xs)ds
]
=
2
t2
∫ t
0
∫ t
r
Covx [ g(Xs) , g(Xr) ] ds dr
≤ A
t2
‖g‖2Lip(ρ1)
∫ t
0
∫ t
r
e−c (s−r) ds dr =
A
c t
‖g‖2Lip(ρ1).
5.2. Proofs of results in Section 2.2
Proof of Theorem 2.2. We use the function f defined at the beginning of Section
5 with the following parameters: The constants R1 and R2 are specified by
(2.29), we fix ǫ ∈ (0,∞) satisfying (2.25), set i(r) := Φ(r) and j(r) := r and
define
h(r) :=
1
2
∫ r
0
s κ(s) ds+ 2Q(ǫ) r, (5.14)
where Φ, κ and Q are given by (2.26), Assumption 2.1 and (2.24).
Fix initial values (x, y) ∈ R2d. It is enough to prove (2.30) for Dirac measures
δx and δy, see the proof of Theorem 2.1 for details. Let Ut = (Xt, Yt) be a
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reflection coupling with initial values (x, y), as defined in Section 4.2. We will
argue that E [ec tρ2(Xt, Yt)] ≤ ρ2(x, y) holds for any t ≥ 0. Denote by T =
inf {t ≥ 0 : Xt = Yt} the coupling time. Set Zt = Xt − Yt and rt = |Zt|. The
proof of Theorem 2.1 shows that f(rt) satisfies a.s.
df(rt) ≤ (f ′(rt) 〈et, b(Xt)− b(Yt)〉+ 2f ′′(rt)) dt+ 2 f ′(rt) 〈et, dBt〉 (5.15)
for t < T , where et = Zt/rt. As in the proof of Theorem 2.1, the Lebesgue
measure of the set {0 ≤ s ≤ T : rs ∈ {R1, R2}}, i.e. the time that (rt) spends
at the points R1 and R2 before coupling, is almost surely zero. This justifies to
write f ′ and f ′′ in the above inequality. Observe that Assumption 2.1 implies
the upper bound
〈et, b(Xs)− b(Ys)〉 = 〈Zt/rt, b(Xt)− b(Yt)〉 ≤ κ(rt) rt.
The function f is constant on [R2,∞), and f(r) ≤ Φ(r). Moreover, on (0, R2) \
{R1} the function f satisfies inequality (5.5). By (5.15), (5.5) and (5.14), we
can conclude that a.s. for t < T ,
df(rt) ≤ (−4Q(ǫ) f ′(rt)− β/2f(rt) Irt<R2 − ξ/2f(rt) Irt<R1) dt (5.16)
+ 2 f ′(rt) 〈et, dBt〉 .
We now turn to the Lyapunov functions and set G(x, y) := 1+ǫ V (x)+ǫ V (y).
By definition of the coupling in Section 4.2, we have a.s. for t < T :
dG(Xt, Yt) = (ǫLV (Xt) + ǫLV (Yt)) dt (5.17)
+ǫ 〈∇V (Xt) +∇V (Yt), dBt〉 − 2 ǫ 〈et,∇V (Yt)〉 〈et, dBt〉 .
Assumption 2.2 implies LV (Xt) + LV (Yt) ≤ 2C − λ (V (Xt) + V (Yt)). Notice
that by (2.25), (2.26) and (5.3) with i(r) = Φ(r),
2Cǫ ≤
(
2
∫ R1
0
Φ(r)ϕ(r)−1 dr
)−1
= ξ/2. (5.18)
Recall that c = min {β, λ, 4Cǫλ} /2. Using the definitions (2.27) and (2.28) of
the sets S1 and S2 respectively, we can conclude that a.s. for t < T :
d(ǫV (Xt) + ǫV (Yt)) ≤ (ξ/2Irt<R1 − cG(Xt, Yt)Irt≥R2) dt
+ ǫ 〈∇V (Xt) +∇V (Yt), dBt〉 − 2ǫ 〈et,∇V (Yt)〉 〈et, dBt〉 .
(5.19)
By (5.8) and (5.17), the covariation of f(rt) and ǫ V (Xt) + ǫ V (Yt) is, almost
surely for t < T , given by:
d[ f(r) , ǫ V (X) + ǫ V (Y ) ]t = 2 f
′(rt) ǫ 〈∇V (Xt)−∇V (Yt), et〉 dt.
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Using Cauchy-Schwarz and (2.24), we can derive the following bound for any
x, y ∈ Rd with x 6= y:
ǫ
〈
∇V (x)−∇V (y), x− y|x− y|
〉
≤ (1 + ǫ V (x) + ǫ V (y))ǫ |∇V (x)| + ǫ |∇V (y)|
(1 + ǫ V (x) + ǫ V (y))
≤ 2Q(ǫ)G(x, y).
Hence, almost surely for t < T :
d[ f(r) , ǫ V (X) + ǫ V (Y ) ]t ≤ 4Q(ǫ) f ′(rt)G(Xt, Yt) dt. (5.20)
The product rule for semimartingales implies almost surely for t < T :
d (f(rt)G(Xt, Yt)) = G(Xt, Yt) df(rt) + f(rt) dG(Xt, Yt) + [f(r), G(X,Y )]t.
By (5.16), we have
G(Xt, Yt)df(rt) ≤ (−β/2 ρ2(Xt, Yt) Irt<R2 − ξ/2 ρ2(Xt, Yt) Irt<R1) dt
−4Q(ǫ) f ′(rt)G(Xt, Yt) dt+ dM1t , (5.21)
where (M1t ) is a local martingale. Moreover, (5.19) implies
f(rt) dG(Xt, Yt) ≤ [ξ/2 f(rt) Irt<R1 − c ρ2(Xt, Yt) Irt≥R2 ] dt+ dM2t , (5.22)
where (M2t ) is again a local martingale. Observe that G ≥ 1. Combining (5.20),
(5.21) and (5.22) we can conclude a.s. for t < T :
dρ2(Xt, Yt) ≤ −c ρ2(Xt, Yt) + dMt,
d
(
ec tρ2(Xt, Yt)
)
= c ec t ρ2(Xt, Yt) dt+ e
c t dρ2(Xt, Yt) ≤ ec t dMt,
where (Mt) is a local martingale. We can finish the proof of (2.30) using a
stopping argument, see the end of the proof of Theorem 2.1 for details.
Proof of Corollary 2.4. Analogously to the proof of Corollary 2.2, we can con-
clude that ptg(x) is finite for any function g which is Lipschitz w.r.t. ρ2, any
x ∈ Rd and t ≥ 0. Moreover,
‖ptg‖Lip(ρ2) ≤ ‖g‖Lip(ρ2) e−c t holds for any t ≥ 0.
In particular, for any x, y ∈ Rd we can conclude that
|ptg(x)− ptg(y)| ≤ ‖g‖Lip(ρ2) e−c tρ2(x, y)
≤ ‖g‖Lip(ρ2) e−c t |x− y| (1 + ǫ V (x) + ǫ V (y)) ,
where we used f(r) ≤ r. If the map x 7→ ptg(x) is differentiable at x ∈ Rd, we
can deduce the gradient bound (2.33).
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5.3. Proofs of results in Section 2.3
Proof of Theorem 2.3. In contrast to the proofs above, we do not use the func-
tion f defined in the beginning of Section 5, but the one constructed in [21],
i.e., we set
f(r) =
∫ r
0
ϕ(s) g(s ∧R2) ds,
where ϕ and g are defined as
ϕ(r) = exp
(
−1
2
∫ r
0
u κ+(u) du
)
and g(r) = 1− c
2
∫ r
0
Φ(s)ϕ(s)−1 ds.
The function Φ and the constant c are given by
Φ(r) =
∫ r
0
ϕ(s) ds and c−1 =
∫ R2
0
Φ(s)ϕ(s)−1 ds.
The constants R1 and R2 are defined in (2.41) and (2.42) respectively. Notice
that by definition, κ+(r) = 0 for any r ≥ R1 and thus f is linear on the interval
[R2,∞). The function f is twice continuously differentiable on (0, R2), and
2 f ′′(r) = − r κ+(r) f ′(r)− cΦ(r) ≤ − r κ+(r) f ′(r) − c f(r). (5.23)
We now prove (2.38) and fix initial probability measures µ0 and ν0 as well
as a small constant δ > 0. We thus have X0 ∼ µ0 and Y0 ∼ ν0. We first
define the initial coupling. We assume, as is usual in contraction results, that
Wρ0(µ0, ν0) = E(ρ0(X0, Y0)). The coupling Ut := (Xt, Yt), defined in Section
4.3, yields the upper bound
Wρ0(µxt , µyt ) ≤ E[ρ0(Xt, Yt)] = E[f(|Xt − Yt|)].
Let γ := c − |τ | K. Set Zt := Xt − Yt and rt := |Zt|. We will argue that there
is a constant C > 0, independent of δ, such that
eγ tE[f(rt)] ≤ f(r0) + eγ t C δ holds true for any t ≥ 0. (5.24)
From this inequality one can then conclude, that for any t ≥ 0 we have
Wρ0(µ,tνt) ≤ e−γ tWρ0(µ0, ν0) + C δ,
which finishes the proof of (2.38) since δ > 0 can be chosen arbitrarily small.
Moreover (2.39) directly follows from (2.38) and the inequality
r ϕ(R1) ≤ Φ(r) ≤ 2 f(r) ≤ 2Φ(r) ≤ 2 r.
We now show (5.24). By definition of the coupling in Section 4.3,
dZt =
(
bµ0(t,Xt)− bν0(t, Yt)
)
dt+ 2 rc(Ut) et dWt,
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where Wt =
∫ t
0
〈
es, dB
1
s
〉
is a one dimensional Brownian motion. Notice that
whenever rt < δ/2, we have rc(Ut) = 0 by definition. Using an approximation
argument, cf. [63, Proof of Lemma 3] or arguing similarly to [21, Lemma 6.2],
one can show that rt satisfies almost surely the equation
drt = 〈e˜t, bµ0(t,Xt)− bν0(t, Yt)〉 dt+ 2 rc(Ut) dWt, (5.25)
where e˜t := Zt/rt for rt 6= 0, e˜t := (bµ0(t,Xt)−bν0(t, Yt))/ |bµ0(t,Xt)− bν0(t, Yt)|
if rt = 0 and |bµ0(t,Xt)− bν0(t, Yt)| > 0, and e˜t is an arbitrary unit vector oth-
erwise. Similarly as in the proof in Section 5.1, we now apply the Itoˆ-Tanaka for
semimartingales to conclude that almost surely,
f(rt)− f(r0) =
∫ t
0
f ′−(rs) 〈e˜s, bµ0(s,Xs)− bν0(s, Ys)〉 ds
+2
∫ t
0
rc(Us) f
′
−(rs) dWs +
1
2
∫ ∞
−∞
Lxt µf (dx),
where Lxt is the right-continuous local time of (rt) and µf is the non-positive
measure representing the second derivative of f . By (5.9), the Lebesgue measure
of the set {0 ≤ s ≤ t : rs ∈ {R1, R2}} is almost surely zero. Since f is twice
continuously differentiable, except possibly at R1 and R2, we can replace f
′
−
by f ′ in the equation above. Moreover, since f is concave, the measure of the
points R1 and R2 w.r.t. µf is non-positive. Hence by (5.9),∫ ∞
−∞
Lxt µf (dx) ≤
∫ t
0
f ′′(rs) d[r]s = 4
∫ t
0
rc(Us)
2 f ′′(rs) ds a.s., and thus
f(rt) = f(r0) + Mt +
∫ t
0
Hs ds, where (5.26)
Mt = 2
∫ t
0
rc(Us)f
′(rs)dWs, and (5.27)
Hs ≤ f ′(rs) 〈e˜s, bµ0(s,Xs)− bν0(t, Ys)〉 + 2 rc(Us)2 f ′′(rs).(5.28)
We can bound the inner product using the definitions of bµ0 , bν0 and κ, as well
as the Lipschitz bounds on b and ϑ:
〈
e˜t, b
µ0(t,Xt)− b
ν0(t, Yt)
〉
(5.29)
= 〈e˜t, b(Xt)− b(Yt)〉+ τ
〈
e˜t,
∫
ϑ(Xt, z)µt(dz)−
∫
ϑ(Yt, z)νt(dz)
〉
≤ Irt≥δrtκ(rt) + Irt<δ ||b||Lip δ + |τ |L(rt +W
1(µt, νt)).
Notice that W1(µt, νt) ≤ E[rt]. Remembering that by (2.40), K = 4Lϕ(R1) and
combining (5.29) with the inequality r ≤ 2 f(r)/ϕ(R1), we obtain
〈e˜t, bµ0(t,Xt)− bν0(t, Yt)〉
≤ Irt≥δ rt κ(rt) + Irt<δ ||b||Lip δ + |τ | K/2 (f(rt) + E[f(rt)]). (5.30)
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The product rule for semimartingales shows that
d(eγ t f(rt)) = e
γt dMt + e
γt (γ f(rt) + Ht) dt.
Using that γ = c− |τ |K and the bound f ′ ≤ 1, we can conclude that
d(eγ t f(rt)) ≤ eγt dMt + eγt |τ | K/2 (E[f(rt)]− f(rt)) dt
+eγt Irt<δ
(
c f(rt) + ||b||Lip δ
)
dt (5.31)
+eγt Irt≥δ (c f(rt) + rt κ(rt) f
′(rt) + 2f
′′(rt)) dt.
Here we used that f ′′ ≤ 0 and rc(Ut) = 1 whenever rt ≥ δ. We now argue that
for any r ∈ (0,∞) \ {R2} we have
c f(r) + r κ(r) f ′(r) + 2 f ′′(r) ≤ 0. (5.32)
For r ∈ (0, R2) this inequality follows directly from the definition of f , see (5.23).
For r > R2 we have f
′′(r) = 0, but κ(r) is sufficiently negative instead: First
notice that for r ≥ R1, ϕ(r) is constant and hence Φ(r) = Φ(R1)+ϕ(R1)(r−R1).
Analogously to [21, Theorem 2.2.] we get
∫ R2
R1
Φ(s)ϕ(s)−1ds =
∫ R2
R1
(Φ(R1) + ϕ(R1)(s−R1))ϕ(R1)−1ds
= Φ(R1)ϕ(R1)
−1(R2 −R1) + (R2 −R1)2/2
≥ (R2 −R1)(Φ(R1) + ϕ(R1)(R2 −R1))ϕ(R1)−1/2
= (R2 −R1)Φ(R2)ϕ(R1)−1/2.
For r ≥ R2 we have f ′(r) = ϕ(R1)/2, and thus we get
f ′(r) r κ(r) ≤ −2 ϕ(R1)
R2 −R1
r
R2
≤ −2 ϕ(R1)
R2 −R1
Φ(r)
Φ(R2)
≤ −cΦ(r) ≤ −c f(r),
where we used the definition ofR2 in (2.42) and the fact that c
−1 =
∫ R2
0 Φ(s)/ϕ(s) ds.
Hence (5.32) holds for any r ∈ (0,∞) \ {R2}. By (5.31), we conclude that
E[eγ tf(rt)− f(r0)] ≤ δ
(
||b||Lip + c
) ∫ t
0
eγs ds,
where we used that f(r) ≤ r.
We now prepare the proof of Theorem 2.4 by providing a priori bounds.
Notice that Assumption 2.6 implies that there are constants A,B > 0 s.t.
|ϑ(x, y)| ≤ A+B ( |x|+ |y| ) for any x, y ∈ Rd. (5.33)
Lemma 5.1 (A priori bounds). Let V (x) = 1+ |x|2. Suppose that Assumptions
2.6 and 2.7 hold true. Then there is a constant C ∈ (0,∞) such that for any
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τ ∈ R with |τ | ≤ λ/(8B), x ∈ Rd and t ≥ 0, a solution (Xt) of (2.34) with
X0 = x satisfies
dV (Xt) ≤
[
(C − λV (Xt)) +
(
2 |τ |B |Xt|E[|Xt|]−
λ
4
|Xt|
2
)]
dt+ 2 〈Xt, dBt〉 .
In particular, E [V (Xt)] ≤ C/λ+ e−λ tE[V (X0)].
Proof of Lemma 5.1. Let Mt :=
∫ t
0 〈Xs, dBs〉. By Itoˆ’s formula,
1
2
dV (Xt) = 〈Xt, b(Xt)〉 dt+ τ〈Xt,
∫
ϑ(Xt, y)µ
x
t (dy)〉 dt+
d
2
dt+ dMt. (5.34)
Using Assumption 2.7, inequality (5.33) and |τ | ≤ λ/(8B), we conclude
1
2
dV (Xt) ≤ [C1 − λ |Xt|2 + |τ | (A |Xt|+B(|Xt|2 + |Xt|Ex[|Xt|]))]dt + dMt
≤
[
C2 − 5
8
λ |Xt|2 + |τ |B |Xt|Ex[|Xt|]
]
dt+ dMt,
with C1 := sup|x|≤D
∣∣∣〈x, b(x)〉 + λ |x|2 + d∣∣∣ and a constant C2 > C1 s.t.
−λ r2/4 + |τ | Ar ≤ C2 − C1 for any r ∈ R+.
It follows that we can find a constant C > 0 such that
dV (Xt) ≤
[
C − λV (Xt) + 2 |τ | B |Xt| E[|Xt|] − λ
4
|Xt|2
]
dt+ 2dMt. (5.35)
Applying the product rule for semimartingales we get
d(eλ t V (Xt)) ≤ eλ t
[
C + 2 |τ | B |Xt| E[|Xt|] − λ
4
|Xt|2
]
dt+ 2 eλ t dMt.
We introduce the stopping times Tn := inf{t ≥ 0 : |Xt| ≥ n} and remark that
almost surely, Tn ↑ ∞, since the solution (Xt) is non-explosive. Using Fatou’s
Lemma and monotone convergence, we can conclude that
Ex[e
λ t V (Xt)] ≤ lim inf
n→∞
Ex[e
λ (t∧Tn) V (Xt∧Tn)]
≤ V (X0) +
∫ t
0
eλ s
[
C + 2 |τ | BE[|Xs|]2 − λ
4
E[|Xs|2]
]
ds.
This concludes the proof, since by assumption, |τ | ≤ λ/(8B).
Proof of Theorem 2.4. We use the Lyapunov function V (x) = 1+ |x|2. Assump-
tion 2.7 provides a rate λ and Lemma 5.1 a constant C. We follow Section 2.2
defining
S1 :=
{
(x, y) ∈ Rd × Rd : V (x) + V (y) ≤ 2C/λ} ,
S2 :=
{
(x, y) ∈ Rd × Rd : V (x) + V (y) ≤ 8C/λ} ,
Ri := sup {|x− y| : (x, y) ∈ Si} , i = 1, 2.
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We define f as in the beginning of Section 5 w.r.t. the following parameters:
h(s) :=
1
2
∫ s
0
rκ(r)dr + 2s, j(s) = s, i(s) := Φ(s), c :=
1
4
min{β, λ}, ǫ := ξ
4C
,
with κ given by Assumption 2.1. We assume |τ | < λ/(8B) so that Lemma 5.1
applies.
Fix initial probability measures µ0 and ν0, as well as a small constant δ > 0.
As before, let X0 ∼ µ0 and Y∼ν0 such that Wρ2(µ0, ν0) = E(ρ2(X0, Y0). The
coupling Ut := (Xt, Yt) defined in Section 4.3 yields the upper bound
Wρ2(µxt , µyt ) ≤ E[ρ2(Xt, Yt)].
Set Zt := Xt − Yt and rt := |Zt|. Equations (5.25), (5.26), (5.27) and (5.28) are
still valid in our setup. By (5.29) we can conclude that
Ht ≤
(
Irt≥δf
′(rt)κ(rt)rt + Irt<δ ||b||Lip δ
)
+ 2 rc(Ut)
2f ′′(rt) + |τ |L(rt + E[rt]).
By definition, f is constant on [R2,∞), and, for r ∈ (0, R2) \ {R1},
2 f ′′(r) ≤ −f ′(r) [κ(r) r + 4]− (β/2) f(r)− (ξ/2) f(r) Ir<R1 .
Using that f is concave with f(r) ≤ r and rc(Ut) = 1 for rt ≥ δ, we obtain
1rt≤R2df(rt) ≤
[
−β
2
f(rt)Irt<R2 −
ξ
2
f(rt) Irt<R1 − 4 rc(Ut)2 f ′(rt)
]
dt
+
(
||b||Lip +
β
2
+
ξ
2
)
δ dt+ f ′(rt) |τ | L (rt + E[rt]) dt(5.36)
+2 rc(Ut) f
′(rt) dWt.
Moreover, for rt > R2, f(rt) is a constant and thus df(rt) = 0. Next, we observe
that Lemma 5.1 implies
dV (Xt) ≤ [C − λV (Xt)] dt+ 2 |τ | B V (Xt)E[V (Xt)] dt+ 2 〈Xt, dBt〉 ,
dV (Yt) ≤ [C − λV (Yt)] dt+ 2 |τ | B V (Yt)E[V (Yt)] dt+ 2
〈
Yt, dBˆt
〉
,
where (Bt) and (Bˆt) are the Brownian motions defined in (4.5). Let
G(x, y) := 1 + ǫ V (x) + ǫ V (y).
The set S1 is chosen such that 2C ǫ−λ ǫ V (Xt)−λ ǫ V (Yt) ≤ 0 whenever rt ≥ R1.
For rt ≥ R2 we have
2C ǫ− λ ǫ V (Xt) + λ ǫ V (Yt) ≤ −2C ǫ − (λ/2) ǫ V (Xt)− (λ/2) ǫ V (Yt)
≤ −min{β/2, λ/2}G(Xt, Yt),
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since ǫ = ξ/(4C) and ξ ≥ β. We conclude that
dG(Xt, Yt) ≤ Irt<R12C ǫ − Irt≥R2 min{β/2, λ/2}G(Xt, Yt) dt+ ǫ 2 〈Xt, dBt〉
+ 2ǫ |τ |B [V (Xt)E[V (Xt)] + V (Yt)E[V (Yt)]] dt+ ǫ 2
〈
Yt, dBˆt
〉
.
(5.37)
Note that |∇V (x)| = 2|x| ≤ V (x). Therefore, and by (5.26) and (5.27), we
obtain similarly to (5.20):
d[f(r), G(X,Y )]t = 2 rc(Ut)
2 f ′(rt) ǫ〈∇V (Xt)−∇V (Yt), et〉 dt
≤ 2 rc(Ut)2 f ′(rt)G(Xt, Yt) dt. (5.38)
Using the product rule together with (5.37),(5.37) and (5.38), we see that
dρ2(Xt, Yt) = d (f(rt)G(Xt, Yt))
= G(Xt, Yt)df(rt) + f(rt)dG(Xt, Yt) + d[f(r), G(X,Y )]t
≤ −min{β/2, λ/2} f(rt)G(Xt, Yt) dt+ |τ | LG(Xt, Yt) (rt + E[rt]) dt
+2 ǫ |τ | B f(rt) [V (Xt)E[V (Xt)] + V (Yt)E[V (Yt)]] dt (5.39)
+G(Xt, Yt)
(
||b||Lip + (β + ξ)/2
)
δ dt+ dM˜t,
where (M˜t) denotes a local martingale. We further bound the perturbation terms
originating from the non-linearity. For r < R2, inequality (5.4) holds true and
thus there is a constant K0 ∈ (0,∞) s.t.
|x− y| ≤ K0 f(|x− y|), if |x− y| ≤ R2
and for any x, y ∈ Rd we have
|x− y| ≤ K0 f(|x− y|) (1 + ǫ V (x) + ǫ V (y)) = K0 ρ2(x, y).
Hence, we can bound
|τ | LG(Xt, Yt) (rt + E[rt]) ≤ |τ | LK0 (ρ2(Xt, Yt) +G(Xt, Yt)E[ρ2(Xt, Yt)]).
Moreover,
ǫ V (Xt)E[V (Xt)] + ǫ V (Yt)E[V (Yt)] ≤ ǫ−1E[G(Xt, Yt)]G(Xt, Yt).
Recall that 2c = min{β/2, λ/2}. Hence by the bounds above,
d(ec tρ2(Xt, Yt)) = c ρ2(Xt, Yt) e
c t dt+ ec tdρ2(Xt, Yt) ≤ ectJt dt + ec tdM˜t,
where
Jt = −cρ2(Xt, Yt) + |τ | LK0 (ρ2(Xt, Yt) +G(Xt, Yt)E[ρ2(Xt, Yt)])
+ 2 |τ | B ǫ−1E[G(Xt, Yt)] ρ2(Xt, Yt) +G(Xt, Yt)
(
||b||Lip + (β + ξ)/2
)
δ.
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Optional stopping and Fatou’s lemma now shows that
E[ec tρ2(Xt, Yt)] ≤ ρ2(X0, Y0) +
∫ t
0
ecsE[Js] ds.
Using the a priori bounds from Lemma 5.1, we see that there is a constant
C1 ∈ (0,∞), not depending on δ, such that(
||b||Lip + (β + ξ)/2
) ∫ t
0
ec sE[G(Xs, Ys)] ds ≤ C1.
Since G ≥ 1, we can conclude that
|τ | LK0
∫ t
0
(E[ρ2(Xs, Ys)] + E[G(Xs, Ys)]E[ρ2(Xs, Ys)]) e
c s ds
+2 |τ | B ǫ−1
∫ t
0
E[G(Xs, Ys)]E[ρ2(Xs, Ys)] e
c s ds
≤ |τ |C2
∫ t
0
E[G(Xs, Ys)]E[ρ2(Xs, Ys)] e
c s ds,
where C2 := 2 (LK0 +B/ǫ). Moreover, the a priori estimates imply∫ t
0
ec s E[G(Xs, Ys)]E[ρ2(Xs, Ys)] ds
≤ C3
∫ t
0
ec sE[ρ2(Xs, Ys)] ds+ C4(x, y)
∫ t
0
e(c−λ) s E[ρ2(Xs, Ys)] ds,
where C3 := 1 + ǫ 2C/λ and C4 := ǫ µ0(V ) + ǫ ν0(V ). If τ is sufficiently small,
i.e., if |τ |C2(C3 + C4) ≤ c, we can conclude that for any δ > 0,
Wρ2(µt, νt) ≤ E[ρ2(Xt, Yt)] ≤ e−c tWρ2(µ0, ν0) + C1 δ.
However, observe that C4 depends on the initial probability measures, i.e. we
get a local contraction in the sense that for a given R > 0, we can find a
constant τ0 ∈ (0,∞), such that (2.43) holds for all |τ | ≤ τ0 and initial probability
measures µ0, ν0, with µ0(V ), ν0(V ) ≤ R. Inequality (2.44) follows readily from
(2.43) and the definition of K0.
In order to obtain a related statement which is valid for any initial condition,
see (2.45), we assume |τ |C2C3 < c. Similarly as above, we obtain
E[ρ2(Xt, Yt)]
≤ e−c tWρ2(µ0, ν0) + C1 δ + e−c t |τ | C2 C4
∫ t
0
e(c−λ) sE[ρ2(Xs, Ys)] ds
Using once again the apriori estimates and the bound f ≤ R2, we see that∫ t
0
e(c−λ) sE[ρ2(Xs, Ys)]ds ≤ R2(1 + 2 ǫ C/λ+ ǫµ0(V ) + ǫν0(V ))
∫ t
0
e(c−λ) sds.
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Since λ > c, there is a constant K1 ∈ (0,∞), neither depending on the initial
values (x, y) nor on δ, such that
E[ρ2(Xt, Yt)] ≤ e−c tWρ2(µ0, ν0) + C1 δ + e−c tK1 (ǫµ0(V ) + ǫν0(V ))2.
Since δ > 0 is arbitrary, we have shown (2.45).
5.4. Proofs of results in Section 2.4
Before proving Theorem 2.5, we include a proof of Lemma 3.1 in Section 3.6
that is based on [26, Section 4].
Proof of Lemma 3.1. The function H is C2 with strictly positive first derivative,
and thus the inverse function H−1 : [0,∞] → [l,∞] is also strictly increasing
and C2. We define a function G : [l,∞)× [0,∞)→ [0,∞) by
G(x, t) := H−1(H(x) + c t ).
Observe that for any fixed t ≥ 0 the map x 7→ G(x, t) is a concave C2 function
on (l,∞), which can be seen by the following computation:
∂2xG = ∂x
(
η ◦G
η
)
=
(ηη′) ◦G
η2
− (η ◦G) η
′
η2
≤ 0.
Since x 7→ G(x, t) is concave, Itoˆ’s formula shows that almost surely,
dG(Zt, t) ≤ ∂tG(Zt, t) dt+ ∂xG(Zt, t) dAt + dWt,
where (Wt) denotes a local martingale. Observe that ∂tG = c η ◦ G > 0 and
∂xG =
η◦G
η > 0. Using our Assumption (3.4), we can conclude that a.s.
dG(Zt, t) ≤ dWt for t < T.
Let (Tn)n∈N be a localizing sequence for (Wt) with Tn ↑ ∞. We see
E[G(Zt∧T , t ∧ T ) ] = E[ lim inf
n→∞
G(Zt∧T∧Tn , t ∧ T ∧ Tn ) ]
≤ lim inf
n→∞
E [G(Zt∧T∧Tn , t ∧ T ∧ Tn ) ] ≤ E[G(Z0, 0 ) ] = E[Z0 ].
Since H is non-negative and H−1 is increasing, we get
E[H−1( c (t ∧ T ) ) ] ≤ E[G(Zt∧T , t ∧ T ) ] ≤ E[Z0 ] <∞.
Since the inequality holds for any t ≥ 0 and H−1(t) → ∞ as t → ∞, the time
T is a.s. finite, and we can finish the proof using Fatou’s lemma:
E[H−1( c T ) ] ≤ E[G(ZT , T )] ≤ lim inf
t→∞
E[G(Zt∧T , t ∧ T ) ] ≤ E[Z0 ].
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Proof of Theorem 2.5. We use the function f defined in the beginning of Sec-
tion 5 with the following parameters: i ≡ 1 constant, j = η, and h(r) :=
1
2
∫ r
0 s κ(s) ds, where κ is defined in Assumption 2.1.
We now prove (2.52). Let Ut = (Xt, Yt) be a reflection coupling with initial
values (x, y), as defined in Section 4.2. Denote by T := inf {t ≥ 0 : Xt = Yt} the
coupling time. We will argue that the stochastic process (ρ1(Xt, Yt)) satisfies the
conditions of Lemma 3.1, except that the map t 7→ ρ1(Xt, Yt) is not continuous
at t = T . Nevertheless, this obstacle can be overcome by a stopping argument.
Set Zt = Xt− Yt and rt = |Zt|. Following the lines of the proof of Theorem 2.1,
one can show that a.s. for t < T , f(rt) satisfies
df(rt) ≤ [f ′(rt) 〈et, b(Xt)− b(Yt)〉+ 2f ′′(rt)] dt+ 2 f ′(rt) 〈et, dBt〉
≤ [−β/2 η( f(rt) ) Irt<R2 − ξ/2 Irt<R1 ] dt+ 2 f ′(rt) 〈et, dBt〉 .
We turn to the Lyapunov functions. Assumption 2.8 implies that a.s.,
d(ǫ V (Xt) + ǫ V (Yt)) ≤ (2Cǫ− (ǫ η(V (Xt) ) + ǫ η(V (Yt) ))) dt+ dMt,
where (Mt) is a local martingale. Observe that by definition of γ in Theorem
2.5, and by concavity of η, we have
ǫ( η(V (Xt) ) + η(V (Yt) )) ≥ ǫ η(V (Xt) + V (Yt) ) ≥ γ η( ǫ V (Xt) + ǫ V (Yt) ).
If rt ≥ R1, we know by definition of S1 that
2Cǫ− (ǫ η(V (Xt) ) + ǫ η(V (Yt) )) ≤ − γ/2 η( ǫ V (Xt) + ǫ V (Yt) ).
If rt ≥ R2, then by Assumption 2.9 and since η is increasing,
2Cǫ− (ǫ η(V (Xt)) + ǫ η(V (Yt))) ≤ −α/2 η(f(rt))− γ/2 η(ǫV (Xt) + ǫV (Yt)),
where we have used that ǫ = min(1, ξ/(4C)) and Φ ≥ f . Thus a.s.,
d(ǫV (Xt) + ǫV (Yt)) ≤ (ξ/2Irt<R1 − α/2 η( f(rt) ) Irt≥R2) dt
−γ/2 η( ǫ V (Xt) + ǫ V (Yt) ) dt+ dMt.
Summarizing the above results, we can conclude that almost surely, the following
differential inequality holds for t < T :
dρ1(Xt, Yt) = df(rt) + d(ǫ V (Xt) + ǫ V (Yt))
≤ −min{α, β}/2 η( f(rt) )− γ/2 η(ǫ V (Xt) + ǫ V (Yt)) dt+ dM ′t
≤ −min{α, β, γ}/2 η( ρ1(Xt, Yt) ) dt+ dM ′t , (5.40)
where (M ′t) denotes a local martingale and min{α, β, γ}/2 = c.
Now let Tn := inf{t ≥ 0 : |Xt − Yt| ≤ 1n}. By non-explosiveness we have
Tn ↑ T . We have shown that the semimartingale Rt := ρ1(Xt∧Tn , Yt∧Tn) satisfies
the assumptions of Lemma 3.1 for the stopping time Tn. Thus
E[H−1( c T ) ] ≤ lim inf
n→∞
E[H−1( c Tn ) ]
≤ lim inf
n→∞
E
[
H−1(H(RTn ) + c Tn )
] ≤ E[R0 ] = ρ1(x, y).
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Inequality (2.52) now follows from an application of the Markov inequality, and
by the fact that H−1 is strictly increasing:
P [T > t] = P [H−1(c T ) > H−1(c t) ] ≤ E[H
−1(c T )]
H−1(c t)
≤ ρ1(x, y)
H−1(c t)
.
Proof of Corollary 2.5. The proof is similar to the one of [26, Theorem 4.1].
Consider the probability measure πR(·) := π(· ∩ AR)/π(AR) where AR := {x ∈
R
d : V (x) ≤ R} for some constant R ∈ (0,∞) to be determined below. Since
πpt = π,
||pt(x, ·) − π||TV ≤
∫
||pt(x, ·)− pt(y, ·)||TV πR(dy) + ||πR pt − π pt||TV
≤
∫
ρ1(x, y)πR(dy)
H−1(c t)
+ π(AcR) ≤
R2 + ǫ V (x) + ǫ
∫
V (y)πR(dy)
H−1(c t)
+ π(AcR),
where we have used that f ≤ R2. Similarly to [7, Lemma 4.1], one can see that
Assumption 2.8 implies that the invariant measure π satisfies
∫
η(V (y) )π(dy) ≤
C. Hence, the Markov inequality implies π(AcR) ≤ C/η(R). Since x 7→ η(x)/x
is non-increasing we have
V (x) ≤ η(V (x) )R/ η(R )
for any x ∈ Rd such that V (x) ≤ R. This yields the upper bound∫
V≤R
V dπ ≤ C R/η(R).
We can conclude that
||pt(x, ·)− π||TV ≤
R2 + ǫ V (x)
H−1(c t)
+
ǫ C R
π(AR) η(R)H−1(ct)
+
C
η(R)
.
We now choose R. Set b := η−1( 2C )/l and define R := bH−1(c t). Since
η(bH−1(0)) = η( b l ) = 2C, we also have a lower bound for π(AR):
π(AR) = 1− π(AcR) ≥ 1− C/η(R) ≥ 1/2.
Combining the bounds, we obtain the assertion
||pt(x, ·)− π||TV ≤
R2 + ǫ V (x)
H−1( c t )
+
C ( 2 ǫ b+ 1 )
η( bH−1(c t))
.
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