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Re´sume´
L’interpre´tation abstraite est une me´thode ge´ne´rale qui permet de de´terminer de manie`re
automatique des invariants de programmes. Cette me´thode conduit a` re´soudre un proble`me de
point fixe non line´aire de grande taille mais qui posse`de des proprie´te´s de monotonie. Ainsi,
de´terminer des bornes sur les valeurs prises par une variable au cours de l’exe´cution d’un
programme, est un proble`me de point fixe e´quivalent a` un proble`me de jeu a` deux joueurs,
a` somme nulle et avec options d’arreˆt. Cette dernie`re observation explique la mise en oeuvre
d’algorithmes d’ite´rations sur les politiques.
Dans un premier temps, nous avons ge´ne´ralise´ les domaines nume´riques polye´driques par
un domaine nume´rique abstrait permettant de repre´senter des invariants non-line´aires. Nous
avons de´fini une fonction se´mantique abstraite sur ce domaine a` partir d’une correspondance
de Galois. Cependant, l’e´valuation de celle-ci est aussi difficile qu’un proble`me d’optimisation
globale non-convexe. Cela nous a amene´ a` de´finir une fonction se´mantique relaˆche´e, construite
a` partir de la the´orie de la dualite´, qui sur-approxime de la fonction se´mantique abstraite. La
the´orie de la dualite´ a e´galement motive´ une construction d’une ite´ration sur les politiques
dynamique pour calculer des invariants nume´riques. En pratique pour des programmes e´crits
en arithme´tique affine, nous avons combine´ la relaxation de Shor et l’information des fonctions
de Lyapunov quadratique pour e´valuer la fonction se´mantique relaˆche´e et ainsi ge´ne´rer des
invariants nume´riques sous forme d’ellipso¨ıdes tronque´es.
Le deuxie`me travail concerne l’ite´ration sur les politiques et le calcul du plus petit point
fixe qui fournit l’invariant le plus pre´cis. Nous avons raffine´ l’ite´ration sur les politiques afin de
produire le plus petit point fixe dans le cas des jeux stochastiques. Ce raffinement repose sur
des techniques de the´orie de Perron-Frobenius non-line´aire. En effet, la fonction se´mantique
abstraite sur les intervalles peut eˆtre vue comme un ope´rateur de Shapley en information
parfaite : elle est semidiffe´rentiable. L’approche conjointe de la semidiffe´rentielle et des rayons
spectraux non line´aires nous a permis, dans le cas des contractions au sens large de carac-
te´riser le plus petit point fixe. Cette approche me`ne a` un crite`re d’arreˆt pour l’ite´ration sur
politique dans le cas des fonctions affines par morceaux contractantes au sens large. Quand
le point fixe est non minimal, le proble`me consiste a` exhiber un point fixe ne´gatif non nul
de la semidiffe´rentielle. Ce vecteur conduit a` une nouvelle politique qui fournit un point fixe
strictement plus petit que le point fixe courant. Cette approche a e´te´ applique´e a` quelques
exemples de jeux stochastiques a` paiements positifs et de ve´rification de programmes.
Mots-cle´s : Interpre´tation abstraite ; ite´ration sur les politiques ; optimisation convexe ;
convexite´ abstraite ; Perron-Frobenius non-line´aire ; the´orie des jeux

Abstract
The abstract interpretation is a general method to compute automatically program in-
variants. This method leads to solve a non-linear fixed point equation involving a monotone
function. Determining numerical invariants in order, for instance, to give bounds on the val-
ues taken by the variables of a program, turns out to be equivalent to solving a two-player
zero-sum game with stopping options. This observation allows one to transport algorithms
from game theory, like policy iteration, to abstract interpretation.
The first contribution of this thesis is the generalisation of these abstract polyhedraic
numerical domains. We construct a general abstract numerical domain which encompasses all
the classical ones. We define an abstract semantic function in terms of a Galois connection.
However, evaluating the abstract semantic function is as hard as solving a non-convex global
optimization problem. Hence, we define a second semantic function called relaxed semantics
constructed from duality theory, which provides a safe overapproximation of the abstract
semantic function. The duality theory also motivates the construction of a dynamical policy
iteration algorithm to compute numerical invariants. In practice for programs written in
affine arithmetic, we combine Shor’s relaxation scheme and Lyapunov functions to evaluate
the relaxed semantic function and so generate numerical invariants which are the form of
truncated ellipsoids.
The second contribution concerns policy iteration and computation of the smallest fixed
point problem which provides the more precise invariant. We refined the policy iteration
algorithm in order to compute the smallest fixed point, in the case of stochastic games.
The refinement is based on non-linear Perron-Frobenius theory. However, since the abstract
semantic function in the case of interval domain can be interpreted as a Shapley operator
in perfect information, we use a weaker notion of differentiability : it is semidifferentiable.
The approach by the semiderivatives combined by non-linear spectral radius allows us to
characterise the fixed points in the non-expansive case. In the case of non-expansive and
piecewise affine (Shapley) operators, the characterisation leads to a termination criteria for
policy iteration. When the fixed point found by policy iteration is not minimal, the problem
is reduced to finding a non-positive fixed point for a semiderivative map. This vector provides
a descent direction which leads to a new policy and then to a strictly smaller fixed point. This
approach has also been applied to typical examples arising from game or program verification
problems.
Keywords : Abstract interpretation ; policy iteration ; convex optimisation ; abstract con-
vexity ; non-linear Perron-Frobenius ; game theory
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CHAPITRE 1
INTRODUCTION
En 1962, Philippe Dreyfus, a` l’e´poque inge´nieur chez Bull, inventa le mot informatique
pour traduire en franc¸ais le terme anglais computer science. Il construit ce mot en contrac-
tant les mots information et automatique 1. Ainsi, peut-on de´finir la science informatique
comme l’automatisation du traitement de l’information. Pour nous, la notion importante ici
est l’automatisation qui signifie sans intervention humaine. L’automatisation est donc a` la
base des programmes informatiques : ces programmes exe´cutent de manie`re automatique des
calculs nume´riques ou logiques voire simulent des expe´riences. Les programmes consistent en
une suite d’ope´rations e´crites dans un certain langage de programmation qu’un humain veut
exe´cuter. La complexite´ des programmes actuels et leur longueur font que les programmes
sont aussi difficiles a` ve´rifier qu’a` e´crire, pour illustrer nos propos : le logiciel embarque´ d’une
automobile re´cente peut contenir plus de 35 millions de lignes de codes 2. Une relecture du
code ne peut donc suffire pour garantir la correction d’un programme. Avant d’utiliser de tels
logiciels, il faut pourtant ve´rifier leur bon fonctionnement, ve´rifier que le programme re´pond
bien aux spe´cifications attendues, ve´rifier que le programme ne contient pas d’erreurs.
1.1 Ve´rification de programmes
1.1.1 Quelques dysfonctionnements catastrophiques
Nous soulignons dans cette sous-section l’importance des me´thodes de ve´rifications avant
l’utilisation d’un programme. Nous citons trois dysfonctionnements de´sastreux bien connus
cause´s par des erreurs informatiques. On peut citer l’explosion de la fuse´e Ariane 5 [Boa96]
en 1996, 37 secondes apre`s son de´collage. Ce dysfonctionnement e´tait cause´ par la reprise
d’un logiciel conc¸u pour Ariane 4 qui n’e´tait plus valide sur la nouvelle fuse´e Ariane 5. Un
dysfonctionnement plus dramatique humainement : entre 1985 et 1987, un logiciel de controˆle
de la machine Therac-25 de radiothe´rapie a provoque´ l’administration de doses massives de
radiation. Trois patients furent grie`vement blesse´s et trois autres de´ce´de`rent [LT93]. Enfin,
citons le dysfonctionnement de l’antimissile Patriot [Ske92, BBO92] qui aurait duˆ intercepter
1. Michel Volle relate cette anecdote dans [Vol06, p 201-202]
2. source :http://www.mathworks.com/company/pressroom/newsletter/sept06/body_electronics.html
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le missile Scud lors de l’ope´ration Desert Storm. Une erreur dans le logiciel de controˆle de
l’antimissile empeˆcha l’interception et causa la mort de 28 soldats ame´ricains.
Ces dysfonctionnements exemplaires font partie d’une longue liste d’incidents lie´s a` l’in-
formatique. Ils expliquent la longue et complexe activite´ de tests et de ve´rifications en amont
de l’utilisation et la commercialisation d’un logiciel.
1.1.2 Insuffisance du test
D’apre`s Myers [MBT+04], tester un programme consiste a` exe´cuter le programme afin
d’y trouver des anomalies ou des de´fauts. Ainsi tester un programme semble la me´thode la
plus naturelle pour ve´rifier la correction d’un programme. La finalite´ du test est de re´pondre
aux deux questions suivantes : « le programme re´alise-t-il les spe´cifications attendues ? » et
« le programme s’exe´cute-t-il normalement ? » ; plus pre´cise´ment le test dit de ve´rification est
cense´ re´pondre a` la premie`re question tandis que le test dit de validation est cense´ re´pondre a`
la seconde question. De plus, on peut diffe´rentier plusieurs types de tests a` diffe´rents niveaux
du cycle de de´veloppement : le test unitaire qui ve´rifie chaque module du programme individu-
ellement, le test d’inte´gration qui ve´rifie le bon fonctionnement des compositions des modules
et enfin le test de conformite´ qui ve´rifie la conformite´ par rapport a` la spe´cification pre´de´finie.
Pour un test unitaire, des valeurs d’entre´es sont tire´es ale´atoirement, les modules du logiciel
sont ensuite exe´cute´s avec pour entre´e ces valeurs ale´atoires. Meˆme re´pe´te´s en grand nombre,
ces tests ale´atoires assurent le bon fonctionnement des modules avec une probabilite´ p < 1 ce
qui n’est pas suffisant pour des syste`mes critiques ou` le moindre e´ve`nement impre´vu peut eˆtre
catastrophique. Par ailleurs, le nombre de valeurs d’entre´es peut eˆtre e´leve´, par exemple un
logiciel avec 5 entre´es analogiques sur 8 bits posse`de 240 valeurs d’entre´es possibles. Le nom-
bre des valeurs d’entre´e a` tester rend donc impossible un test exhaustif et l’automatisation
des tests difficile. On peut re´sumer ce paragraphe sur le test par cette phrase due a` Dijkstra
dans [Dij70] : « Tester un programme peut de´montrer la pre´sence de bugs mais jamais leur
absence ». Par conse´quent, il faut utiliser une approche plus globale pour prouver que le pro-
gramme satisfait bien les spe´cifications demande´es et chercher toutes les erreurs contenues
dans un programme.
1.1.3 Analyse statique de programmes
L’approche globale passe par des me´thodes de ve´rification formelles comme l’analyse sta-
tique de programme. L’analyse est dite statique car l’extraction des proprie´te´s se fait sans
exe´cuter le programme. L’analyse statique de programme se divise en trois grandes cate´gories :
• Les techniques de preuve a` la Hoare [Hoa69, Win93] : prouver une proprie´te´ sur un
programme en traduisant le programme en une suite de formules logiques. Ces formules
logiques sont ensuite prouve´es a` l’aide d’assistants de preuve comme Coq 3 ou Isabelle 4.
• Le model-checking introduit paralle`lement par Clarke et Emerson [CE82] et Queille
et Sifakis [QS82] prouve des proprie´te´s sur un programme en regardant tous les e´tats
atteignables durant l’exe´cution de celui-ci. Le proble`me global est re´duit a` ve´rifier la
proprie´te´ a` de´montrer sur cet ensemble fini d’e´tats.
• L’interpre´tation abstraite introduite par Patrick et Radhia Cousot [CC77], une me´thode
qui propose de prouver les proprie´te´s en conside´rant une abstraction du programme par
3. http ://inria.coq.fr
4. http ://isabelle.in.tum.de
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une fonction construite a` partir d’une se´mantique. Nous de´velopperons plus tard les
principes de base de l’interpre´tation abstraite.
L’analyse statique de programmes permet de prouver l’absence de fautes dans les pro-
grammes. L’analyse statique posse`de d’autres applications pour la compilation notamment :
l’optimisation de codes, la paralle´lisation a` la compilation... La me´thode consiste a` traduire
un programme en un syste`me d’e´quations qui peut eˆtre re´solu automatiquement. Il n’est,
cependant, pas possible de construire un analyseur statique ge´ne´ral capable de prouver ou
non qu’un programme donne´ satisfait une certaine proprie´te´ quelque soit le programme et
la proprie´te´. Ceci est une conse´quence du the´ore`me d’inde´cidabilite´ de Rice [Ric53]. L’inter-
pre´tation abstraite reme´die a` cette inde´cidabalite´ au prix d’une approximation. La me´thode
consiste a` e´crire un syste`me d’e´quations dont toute solution de´termine une sur-approximation
de l’ensemble des comportements possibles du programme. Il peut arriver que cette solution
ne soit pas assez pre´cise et ne permette pas de conclure que le programme satisfait une pro-
prie´te´ ou non. Le point important de l’interpre´tation abstraite est le caracte`re automatique
du calcul d’une solution. Les mondes industriel et acade´mique ont de´veloppe´ plusieurs analy-
seurs statiques base´s sur l’interpre´tation abstraite ; citons en particulier : Astre´e 5 de´veloppe´
a` l’E.N.S Ulm de´tecte les erreurs a` l’exe´cution ; aiT 6 de la socie´te´ Absint calcule le pire temps
d’exe´cution ; Fluctuat 7 de´veloppe´ au C.E.A permet d’analyser les erreurs entre les valeurs
re´elles d’un programme nume´rique et son imple´mentation machine sur les flottants ; Penjili 8
de´veloppe´ a` E.A.D.S prouve automatiquement les failles dues notamment aux tableaux non
initialise´s, de´passement d’indices... ; Polyspace Verifier 9 de The MathWorks de´tecte les
erreurs a` l’exe´cution.
1.2 Proble`mes de point fixe en interpre´tation abstraite
1.2.1 Domaines nume´riques abstraits
Domaines relationnels et formes line´aires
Une me´thode intuitive pour trouver des bornes sur les valeurs des variables d’un pro-
gramme en chaque point de controˆle est d’utiliser les intervalles. On cherche ainsi a` de´ter-
miner en chaque point de controˆle de programme, pour chaque variable un intervalle contenant
toutes les valeurs que cette variable pourra prendre durant l’exe´cution. Le domaine des in-
tervalles a e´te´ le premier domaine conside´re´ par Cousot et Cousot [CC77] pour calculer des
invariants nume´riques. L’inconve´nient d’une analyse statique par intervalles est la perte de
l’information sur les relations entre les variables. L’introduction du domaine des polye`dres
convexes [CH78] a e´te´ une premie`re approche pour garder les relations line´aires entre les vari-
ables. On conside`re ainsi toutes les relations line´aires (ou plutoˆt affines) possibles. Lorsque
l’on fait tendre le nombre de relations vers l’infini, on parvient ainsi a` de´crire un ensemble
convexe ferme´ quelconque, car tout convexe ferme´ est intersection des demi-espaces ferme´s
qui le contiennent. L’analyse statique sur le domaine des polye`dres utilise a` la fois la repre´sen-
tation des polye`dres sous forme de contraintes et celle sous forme de ge´ne´rateurs et rayons.
5. http://www.astree.ens.fr
6. http://www.absint.com/ait/
7. http://www-list.cea.fr/labos/fr/LSL/fluctuat/index.html
8. http://penjili.org/penjili.html
9. http://www.mathworks.com/products/polyspace/
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Or, le passage du polye`dre sous la forme de contraintes a` la forme en ge´ne´rateurs et rayons
est exponentiel puisqu’il faut 2n ge´ne´rateurs pour un syste`me a` n contraintes dans Rn. En
bornant le nombre de relations line´aires au cours de l’analyse du programme, on peut re´soudre
le proble`me d’explosion combinatoire. Une approche consiste a` travailler dans une sous-classe
de polye`dres. Parmi celle-ci, une sous-classe remarquable est celle des zones introduites par
Mine´ [Min01a] : une zone est un ensemble forme´ de vecteurs x ∈ Rd, d e´tant le nombres de
variables, de´finis par des contraintes de type potentiel, xi − xj ≤ Cij ou` Cij est une matrice
donne´e, a` coefficients dans R ∪ {+∞}. Les zones permettent ainsi de borner les diffe´rences
entre les variables du programme. En incorporant une variable x0 supple´mentaire identique-
ment nulle, on exprime en particulier dans ce formalisme les bornes portant uniquement sur
une variable. Autrement dit, les zones sont plus expressives que les intervalles. Par la suite,
Mine´ [Min01b] a conside´re´ les formes line´aires du type ±xi±xj , Mine´ a appele´ ce domaine, le
domaines des octogones. Le principe du calcul des invariants dans les octogones est le meˆme
que celui des zones. Sankaranarayanan, Sipma et Manna [SSM05] ont propose´ une ge´ne´rali-
sation du travail de Mine´ en fixant avant l’analyse, une famille finie (pk)k∈{0,...,K} de formes
line´aires qui de´finissent les contraintes d’un polye`dre. L’invariant cherche´ est par conse´quent
de la forme pk(x) ≤ Ck et les inconnues sont les bornes Ck. En prenant d(d + 1) formes
line´aires de la forme p(x) = xi − xj , avec 0 ≤ i, j ≤ d et i 6= j, on retrouve e´videmment le
domaine des zones.
Fonctions de Lyapunov et invariants nume´riques
Une autre approche qui sert de source d’inspiration a` ce travail est issue de la the´orie
du controˆle. Un programme informatique peut eˆtre en effet conside´re´ comme un syste`me dy-
namique a` temps discret. En the´orie du controˆle, l’existence d’une fonction de Lyapunov suffit
a` montrer la stabilite´ du syste`me. Celle-ci fournit en outre une collection infinie d’ensembles
invariants par la dynamique (les ensembles de sous-niveau de la fonction de Lyapunov), qui
sont dans une certaine mesure analogues aux ensembles invariants construits en interpre´ta-
tion abstraite. Cependant, peu d’analyses de programmes utilisent des fonctions de Lyapunov
ou d’autres crite`res de stabilite´ pour ge´ne´rer les invariants nume´riques. Feret [Fer04] a pro-
pose´ de calculer une fonction de Lyapunov par interpre´tation abstraite pour les syste`mes
line´aires d’ordre 2. Feron [FA08a, FA08b] propose de calculer se´quentiellement des ellipso¨ıdes
a` chaque point de controˆle d’un programme. On peut citer aussi Martel [Mar02] qui a utilise´
la the´orie de stabilite´ de Lyapunov en analyse statique. Martel a propose´ une analyse statique
pour prouver la stabilite´ des calculs sur les flottants dans une boucle graˆce aux exposants de
Lyapunov.
1.2.2 Ite´ration de Kleene
En interpre´tation abstraite, l’algorithme classique utilise´ pour calculer le plus petit point
fixe d’une application croissante sur un treillis complet est l’ite´ration de Kleene [Bou93,
Mar98]. La vitesse de convergence de l’ite´ration de Kleene de´pend des proprie´te´s de conver-
gence (ou de divergence) du syste`me dynamique sous-jacent. L’ite´ration peut donc eˆtre tre`s
lente. La convergence en temps fini est assure´e par des techniques d’acce´le´ration, introduites
par Cousot [CC92b], qui ne garantissent plus la pre´cision de l’invariant calcule´.
Lorsque les ope´rations du programme sont uniquement affines (pas de produits ou divisions
de variables), les coordonne´es de la fonction se´mantique abstraite, dans le cas des domaines
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nume´riques abstraits des intervalles, zones, octogones ou gabarits de Sankaranarayanan sont
des infima ou des suprema de fonctions affines (e´ventuellement juste des fonctions affines). Ce
dernier constat montre une certaine analogie avec l’ope´rateur de Shapley des jeux stochas-
tiques a` information parfaite. L’ite´ration de Kleene peut eˆtre ainsi conside´re´e comme l’ana-
logue de l’ite´ration sur les valeurs de la the´orie des jeux. En the´orie des jeux, une alternative
a` l’ite´ration sur les valeurs est propose´e par l’ite´ration sur les politiques. Initialement intro-
duite par Howard [How60] pour les proble`mes de de´cision markoviens a` un joueur, elle a e´te´
ge´ne´ralise´e par Hoffman et Karp [HK66] au cas des jeux satisfaisant des hypothe`ses d’ergod-
icite´, et ge´ne´ralise´e ensuite au cas de jeux combinatoires pour lesquelles de telles hypothe`ses
ne sont plus satisfaites (jeux a` paiement moyen, jeu de parite´) [ZP96, CTGG99, VJ00]. Elle
a e´te´ adapte´e par Costan et al dans [CGG+05] a` l’analyse statique.
Lorsque l’espace des politiques est fini, l’ite´ration sur les politiques converge toujours vers
un point fixe. En particulier, lorsque le point fixe est unique, on obtient a fortiori le plus
petit point fixe, correspondant a` l’invariant de pre´cision maximale. Les diverses variantes de
l’ite´ration sur les politiques que l’on rencontre dans la litte´rature ont toutes la proprie´te´s de
produire une suite de points fixes de fonctions associe´es aux politiques qui est strictement
de´croissante pour un ordre convenable. On ne parcourt donc jamais deux fois la meˆme poli-
tique et l’algorithme termine donc en un temps au plus e´gal au nombre de politiques, qui
est en ge´ne´ral exponentiel en la taille de l’instance. Un contre exemple re´cent de O. Fried-
mann [Fri09] montre que l’ite´ration sur les politiques peut prendre un temps exponentiel dans
le pire des cas. Cependant, ce contre exemple a` une structure tre`s particulie`re, et sur la plu-
part des instances (aussi bien cas re´els que proble`mes ale´atoires), l’ite´ration sur les politiques
pour les jeux converge tre`s rapidement [DG06, CTCG+98].
Il y a cependant une diffe´rence technique importante entre l’ite´ration sur les politiques de
la the´orie des jeux et celle de l’analyse statique. Dans le premier cas, on se place typiquement
dans une situation ou` le point fixe est unique, l’unicite´ e´tant due a` la pre´sence d’un taux
d’escompte, d’une possibilite´ de mort du processus sous-jacent (pre´sence d’e´tats absorbants),
et, dans des cas de non unicite´, on rajoute en ge´ne´ral des conditions qui permettent de
se´lectionner un unique point fixe bien de´fini (par exemple : se´lection du point fixe “Blackwell
optimal”, obtenu en faisant tendre le taux d’escompte vers 0). En interpre´tation abstraite, on
ne peut faire de meˆme, car la fonctionnelle d’analyse statique posse`de en ge´ne´ral plusieurs
point fixes, et l’artifice du taux d’escompte e´vanescent ne peut eˆtre employe´. Ne´anmoins la
de´croissance des termes de la suite ge´ne´re´e par l’ite´ration sur les politiques vers un point fixe
implique que tout terme fournit un invariant, parfois peu pre´cis mais valide.
Citons aussi l’approche de Gawlitza et Seidl [GS07a, GS07b] qui de´finissent une ite´ration
sur les « politiques » ascendantes. Gawlitza et Seidl initialisent leur algorithme par rapport a`
la valeur ⊥ (le plus petit e´le´ment du domaine nume´rique abstrait) et ite`rent en se´lectionnant
a` chaque e´tape, la « politique » optimale. Le crite`re d’arreˆt de l’algorithme demeure l’atteinte
d’un point fixe. Cette approche du plus petit point fixe par le bas entraˆıne un gain de pre´cision.
Cependant aucun terme de la suite ge´ne´re´e par l’algorithme ne fournit une information valide.
1.3 Contributions
1.3.1 Domaines nume´riques abstraits
Nous avons de´fini un domaine nume´rique abstrait base´ sur la convexite´ abstraite [Mor70,
Sin97, Rub00]. En analyse convexe (classique), on peut caracte´riser les convexes ferme´s et
19
CHAPITRE 1. INTRODUCTION
les fonctions convexes semi-continues infe´rieurement par des the´ore`mes de se´paration par
des hyperplans (Hahn-Banach version ge´ome´trique). La convexite´ abstraite consiste a` fixer
une famille de fonctions non ne´cessairement line´aires et de de´finir une notion de convexite´
a` partir de se´paration par des lignes de niveaux des e´le´ments de la famille. A la manie`re de
Sankaranarayanan et al, nous nous sommes inte´resse´s a` des invariants nume´riques de la forme
{x ∈ Rd | p(x) ≤ α(p), ∀ p ∈ P} ou` P est une famille de fonctions non ne´cessairement line´aires
et non ne´cessairement finie. Ces invariants nume´riques de´finissent des ensembles convexes
abstraits par rapport a` P.
Par la suite, nous avons de´fini une fonction se´mantique abstraite par rapport a` une corre-
spondance de Galois entre les convexes abstraits et les fonctions convexes abstraites. En raison
d’un proble`me de calculabilite´, nous avons de´fini une deuxie`me se´mantique relaˆche´e construite
a` partir de la the´orie de la dualite´. En outre, cette fonction fournit une sur-approximation de
la fonction se´mantique abstraite. La the´orie de la dualite´ a e´galement motive´ une construction
d’une ite´ration sur les politiques dynamique pour calculer des invariants sur notre domaine
nume´rique abstrait.
En pratique pour des programmes e´crits en arithme´tique affine, nous avons propose´ la
relaxation de Shor pour e´valuer la fonction se´mantique relaˆche´e et ainsi ge´ne´rer des invariants
nume´riques sous forme d’ellipso¨ıdes tronque´es. Dans les exemples de´crits dans cette the`se,
nous utilisons des fonctions de Lyapunov quadratiques pour des syste`mes discrets induits par
les programmes.
La me´thode pour les calculs d’ellipso¨ıdes tronque´es a e´te´ prototype´e sous la forme de
fichiers Matlab. La totalite´ des fichiers repre´sente 3700 lignes de codes.
1.3.2 Ite´rations sur les politiques et proble`me du plus petit point fixe
Nous avons montre´ que l’ite´ration sur les politiques peut eˆtre raffine´e de manie`re a` produire
toujours le plus petit point fixe dans le cas des jeux stochastiques. Ce raffinement repose sur
des techniques de la the´orie de Perron-Frobenius non-line´aire. De plus nous avons interpre´te´
le proble`me de minimalite´ comme un proble`me d’optimisation. Nous avons donc extrait une
condition de premier ordre pour caracte´riser le plus petit point fixe. Toutefois, comme la
fonction se´mantique abstraite sur les intervalles peut eˆtre vue comme un ope´rateur de Shapley
en information parfaite, elle est non diffe´rentiable et ne posse`de pas de proprie´te´s de convexite´.
Nous avons utilise´ une notion plus faible de diffe´rentiablite´ : la semidiffe´rentiabilite´, cette
notion consiste a` remplacer l’approximation locale affine classique de la fonction par une
approximation locale par une fonction homoge`ne continue. L’approche par la semidiffe´rentielle
combine´e aux rayons spectraux non-line´aires nous a permis de caracte´riser les points fixes
localement minimaux. Dans le cas des contractions au sens large comme les ope´rateurs de
Shapley, la caracte´risation concerne uniquement le plus petit point fixe. Cette caracte´risation
a conduit a` un nouveau crite`re d’arreˆt pour l’ite´ration sur politique dans le cas des fonctions
croissantes contractantes au sens large et affines par morceaux. Lorsque le point fixe est non
minimal, le proble`me est re´duit a` exhiber un vecteur propre non-line´aire de la semidiffe´rentielle
sur le coˆne ne´gatif standard. Un tel vecteur fournit « direction de descente » qui permet de
trouver une nouvelle politique conduisant a` un point fixe strictement plus petit que le point
fixe courant.
La me´thode a e´te´ imple´mente´e en C. Le prototype actuel est une ame´lioration d’un pro-
totype existant imple´mentant l’ite´ration sur les politiques dans le domaine des intervalles. Le
prototype comprend de´sormais environ 15000 lignes de code.
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1.4 Plan de the`se
La premie`re partie constitue un rappel des outils de l’analyse statique par interpre´ta-
tion abstraite ainsi que les me´thodes de calcul de point fixe utilise´es actuellement en inter-
pre´tation abstraite. Dans le chapitre 2, nous rappelons e´galement les principes de base de
l’interpre´tation abstraite et notamment la construction des fonctions se´mantiques et des do-
maines abstraits ne´cessaires au calcul du plus petit point fixe. Nous terminons ce chapitre
par quelques domaines nume´riques les plus fre´quemment utilise´s en interpre´tation abstraite.
Dans le chapitre 3, nous pre´sentons les me´thodes de calcul de point fixe de l’interpre´tation
abstraite. Nous de´butons par des rappels sur l’ite´ration de Kleene et les techniques d’acce´le´ra-
tion couple´es a` cette me´thode. Puis, nous donnons des approches alternatives qui n’utilisent
pas des techniques d’acce´le´ration. En particulier, nous de´veloppons dans ce chapitre, la me´th-
ode d’ite´ration sur les politiques, en respectant l’ordre historique puisque nous commenc¸ons
par traiter l’ite´ration sur les politiques dans le cadre des jeux stochastiques pour finir par son
utilisation en interpre´tation abstraite.
Dans la deuxie`me partie, nous pre´sentons notre premie`re contribution : les domaines
nume´riques abstraits des sous-niveaux. Celle-ci a fait l’objet de l’article de confe´rence [AGG10].
Dans le chapitre 4, nous de´finissons les concepts de base du domaine abstrait des sous-niveaux
ainsi que les the´ore`mes importants de l’interpre´tation abstraite comme l’existence d’une corre-
spondance de Galois entre les ensembles convexes abstraits et les fonctions convexes abstraites
et l’isomorphisme de treillis. Dans le chapitre 5, nous construisons les e´quations de points fixes
a` re´soudre pour calculer nos invariants nume´riques et nous proposerons une ite´ration sur les
politiques « dynamique » dans le domaine des sous-niveaux base´e sur la the´orie de la dual-
ite´ lagrangienne et de la programmation semi-infinie. Le chapitre 6 fournit un exemple de
calculs d’invariants dans des domaines nume´riques avec une base finie de fonctions de base
quadratiques, nous donnons dans ce chapitre des exemples d’analyse de programmes dans ces
domaines. Enfin, le chapitre 7 conclut cette partie.
Dans la dernie`re partie, nous donnons une re´ponse partielle au proble`me de minimalite´,
notamment dans le cadre des fonctions croissantes affines par morceaux contractantes au sens
large. Cette partie correspond a` l’article de confe´rence [AGG08a]. Dans le chapitre 8, nous
proposons une caracte´risation d’un plus petit point fixe fini graˆce a` la semidiffe´rentielle et aux
rayons spectraux non-line´aires. Cette caracte´risation est la base du raffinement de l’algorithme
d’ite´ration sur les politiques pour le calcul d’un plus petit point fixe fini. Dans le chapitre 9,
nous appliquons l’ite´ration sur les politiques pour le calcul du plus petit point fixe a` des
proble`mes de jeux stochastiques positifs et a` l’interpre´tation abstraite dans le domaine des
intervalles. Le chapitre 10 constitue la conclusion de cette partie.
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Premie`re partie
Analyse statique de programmes
par interpre´tation abstraite

CHAPITRE 2
PRINCIPE DE L’ANALYSE STATIQUE PAR INTERPRE´TATION
ABSTRAITE
L’analyse statique de programmes consiste a` extraire des proprie´te´s sur les programmes.
Pour de´duire ces proprie´te´s, l’analyse statique se base sur l’e´tude se´mantique de la repre´senta-
tion syntaxique du programme. L’analyse est dite statique puisqu’elle se fait sans exe´cuter
le programme. La proprie´te´ a` ve´rifier peut eˆtre la preuve que le programme termine, qu’un
certain e´tat du programme est atteint, qu’aucune erreur ne se produit pendant l’exe´cution du
programme ou que les valeurs des variables du programme sont borne´es... Les proprie´te´s de
terminaison et d’atteignabilite´ sont dites de fatalite´, c’est-a`-dire qu’elles sont vraies a` partir
d’un certain temps pour une exe´cution du programme. La proprie´te´ de bornes est qualifie´e
de proprie´te´ de suˆrete´, car elles assurent qu’une proprie´te´ invariante sera toujours respecte´e
quelque soit les exe´cutions. Cela est souvent utilise´ pour prouver que les exe´cutions possibles
restent toujours dans des bornes acceptables et que rien de mauvais ne se passera. Pour ve´ri-
fier qu’une proprie´te´ de suˆrete´ est satisfaite, il faut ve´rifier que cette proprie´te´ est respecte´e
pour tous les comportements du programme, une telle proprie´te´ est appele´e invariant du pro-
gramme. Dans cette the`se, nous nous inte´ressons au calcul d’un type d’invariant nume´rique :
trouver des bornes sur les valeurs des variables d’un programme valides pour tout e´tat du pro-
gramme. Le calcul de ces bornes doit eˆtre le plus pre´cis possible afin que l’ensemble de´termine´
graˆce aux bornes contienne peu de valeurs non atteintes par les variables du programme.
Le calcul d’invariant revient a` chercher la plus petite solution d’un proble`me de point fixe
dans un ensemble ordonne´. Ce proble`me de point fixe est aussi appele´ e´quation se´mantique et
le plus petit point fixe solution de cette e´quation est appele´ se´mantique concre`te. Cependant,
la se´mantique concre`te d’un langage de programmation, n’est, en ge´ne´ral, pas calculable.
Le but de l’analyse statique par interpre´tation abstraite [CC77] est de construire, a` partir
de l’e´quation se´mantique concre`te, une e´quation abstraite de´finie sur un domaine abstrait , sur
lesquels nous pouvons calculer une sur-approximation suˆre de la se´mantique concre`te. Dans
de nombreux cas, la suˆrete´ est assure´e par l’existence d’une correspondance de Galois entre le
domaine concret , sur lequel la se´mantique concre`te est construite, et le domaine abstrait. La
sur-approximation est appele´e se´mantique abstraite, c’est la plus petite solution de l’e´quation
se´mantique abstraite.
Pour commencer, nous rappelons quelques de´finitions sur les ensembles ordonne´s et des
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the´ore`mes de points fixes sur ces ensembles, section 2.1. Puis nous expliquons comment con-
struire la se´mantique concre`te sur un langage jouet, section 2.2. Enfin nous de´crivons la
me´thode de l’interpre´tation abstraite, section 2.3.
2.1 Rappels sur les ensembles ordonne´s et les points fixes
Dans cette section, nous rappelons les structures ensemblistes qui vont eˆtre utiles pour
de´crire le principe de l’interpre´tation abstraite. Pour ces rappels, nous nous sommes inspire´s
du livre [GHK+80]. Dans notre proble`me de calcul d’invariants nume´riques, la notion de pre´-
cision et donc la notion d’ordre intervient, ceci explique l’introduction d’ensembles ordonne´s,
de´finition 2.1. De plus, nous souhaitons un invariant le plus pre´cis possible, nous devons nous
assurer que le plus pre´cis possible a un sens, de´finition 2.5. Enfin, la se´mantique, qu’elle soit
concre`te ou abstraite, est de´finie comme le plus petit point fixe d’une application. Nous don-
nerons par conse´quent les deux the´ore`mes importants de points fixes, le the´ore`me de Tarski 2.1
et le the´ore`me de Kleene 2.2 qui assurent, d’une part, l’existence et d’autre part, une me´thode
de calcul d’une se´mantique.
2.1.1 Les ensembles ordonne´s
De´finition 2.1 (Ensemble ordonne´)
On appelle ordre partiel sur un ensemble E, une relation  :
– re´flexive : ∀x ∈ E, x  x.
– antisyme´trique : ∀x, y ∈ E, x  y et y  x implique que x = y.
– transitive : ∀x, y, z ∈ E, x  y et y  z implique que x  z.
On dira que (E,) muni d’une telle relation est un ensemble ordonne´.
Exemple 2.1
Soit E un ensemble non vide, la relation d’inclusion ⊆ entre deux sous-ensembles de E est
une relation d’ordre sur ℘(E), l’ensemble des parties de E.
Exemple 2.2
Soit E un ensemble non vide. On de´finit la relation binaire ⊆2, sur ℘(E)2, par (A1, A2) ⊆2
(B1, B2) ssi A1 ⊆ B1 et A2 ⊆ B2. La relation ⊆2 est une relation d’ordre sur ℘(E)2.
Remarque 2.1 Par re´currence sur n ∈ N, pour tout n ∈ N, ℘(E)n muni de la relation ⊆n
de´finie par A = (Ai)i=1,...,n ⊆n B = (Bi)i=1,...,n ssi Ai ⊆ Bi, pour tout i = 1, . . . , n, est un
ensemble ordonne´.
Exemple 2.3
Nous introduisons le graphe oriente´ G = (S,A) ou` S de´signe l’ensemble des sommets et A
l’ensemble des arcs :
On de´finit pour le graphe 2.1 la relation binaire  par Si  Sj ssi il existe un chemin
menant de Si a` Sj c’est-a`-dire il existe Si1 , . . . , Sik tels que pour l ∈ {1, . . . , k−1}, (Sil , Sil+1) ∈
A, Si1 = Si et Sik = Sj . La relation  est une relation d’ordre sur S.
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S1
S2S3
S4S5S6S7
Figure 2.1 – Graphe oriente´ de l’exemple 2.3
De´finition 2.2 (Borne infe´rieure)
Soit (E,) un ensemble ordonne´ et F ⊆ E, e de E est la borne infe´rieure de F s’il
ve´rifie :
∀x ∈ F, e  x et si ∀x ∈ F, y  x alors y  e .
Remarque 2.2 Si e  x, pour tout x ∈ F , on dit que e est un minorant de F . La borne
infe´rieure de F est donc le plus grand des minorants.
De´finition 2.3 (Borne supe´rieure)
Soit (E,) un ensemble ordonne´ et F ⊆ E, e de E est la borne supe´rieure de F s’il
ve´rifie :
∀x ∈ F, x  e et si ∀x ∈ F, x  y alors e  y .
Remarque 2.3 Si x  e, pour tout x ∈ F , on dit que e est un majorant de F . La borne
supe´rieure de F est donc le plus petit des majorants.
Exemple 2.4
Soit A,B ∈ ℘(E), A ∪B est la borne supe´rieure de {A,B}. Sa borne infe´rieure est A ∩B.
De´finition 2.4 (Treillis)
Un ensemble ordonne´ (E,) est un treillis si tout sous-ensemble fini de E posse`de une
borne infe´rieure et une borne supe´rieure.
Exemple 2.5
R muni de l’ordre usuel est un treillis.
Contre-exemple 2.1
Nous reprenons l’exemple 2.3. Le sous-ensemble {S2, S3} n’admet pas de borne supe´rieure
dans (S,) car l’ensemble {S2, S3} n’admet pas de majorant. Sa borne infe´rieure est S1.
De´finition 2.5 (Treillis complet)
Un treillis (E,) est dit complet si tout sous-ensemble quelconque de E posse`de une
borne infe´rieure et une borne supe´rieure.
On notera ⊥E et >E respectivement le plus petit et le plus grand e´le´ment de E. La
borne infe´rieure d’un sous-ensemble F de E sera note´e inf(F ), sa borne supe´rieure sup(F ).
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Remarque 2.4 Lorsque le sous-ensemble ne contiendra que deux e´le´ments x, y, on notera la
borne infe´rieure de {x, y}, inf(x, y) et sa borne supe´rieure sup(x, y).
Exemple 2.6
Pour tout ensemble non vide E, ℘(E) muni de la relation d’inclusion est un treillis complet
avec pour plus grand e´le´ment E et pour plus petit e´le´ment ∅.
Contre-exemple 2.2
R muni de l’ordre usuel n’est pas un treillis complet.
De´finition 2.6 (Chaˆıne)
Soit (E,) un ensemble ordonne´. Une chaˆıne F est un sous-ensemble totalement ordonne´
c’est-a`-dire :
∀x, y ∈ F, x  y ou y  x .
Exemple 2.7
Pour l’exemple 2.3, tous les ensembles de sommets d’un chemin du graphe forment des chaˆınes
sur (S,).
De´finition 2.7 (CPO)
Un ensemble ordonne´ (E,) est dit complet, ou CPO (en anglais complete partial order),
si toute chaˆıne non vide posse`de une borne supe´rieure.
Exemple 2.8
Les treillis complets sont des CPO.
Exemple 2.9
L’ensemble ordonne´ (S,) de´fini a` l’exemple 2.3 est un CPO.
Contre-exemple 2.3
Conside´rons la suite de´finie par u0 = 0 et, pour tout n ∈ N, un+1 =
√
6− un. Cette suite
converge vers 2, elle est donc borne´e. Mais l’ensemble U = {un | n ∈ N} muni de l’ordre usuel
de R, n’est pas un CPO puisque la chaˆıne {u2n | n ∈ N} n’admet pas de borne supe´rieure.
En effet, la fonction x 7→ √6− x est de´croissante, d’ou`, la croissance de la suite u2n, la suite
est donc majore´e par 2 mais il n’existe pas d’entier n ∈ N tel que un = 2 et on conclut que
{u2n | n ∈ N} n’admet pas de borne supe´rieure dans U .
Exemple 2.10
Reprenons le contre-exemple 2.3, l’ensemble U ∪ {2} est un CPO.
2.1.2 Points fixes sur les ensembles ordonne´s
Les applications croissantes forment une classe d’applications primordiale pour la the´orie
des points fixes sur les ensembles ordonne´s.
De´finition 2.8 (Fonction croissante)
Soient deux ensembles ordonne´s (E,E) et (F,F ). Une application f de E dans F est
dite croissante si
∀x, y ∈ E, x E y =⇒ f(x) F f(y) .
Si (x E y et x 6= y) implique que (f(x) F f(y) et f(x) 6= f(y)) alors f est dite strictement
croissante.
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Exemple 2.11
Les applications ∪ et ∩ de (℘(E)2,⊆2) dans (℘(E),⊆) sont croissantes.
De´finition 2.9 (Fonctions continues sur un CPO)
Soient (E,E) et (F,F ) deux CPO. Une application f de E dans F est dite continue
si :
– f est croissante.
– Pour toute chaˆıne G de E :
sup
F
({f(x) | x ∈ G}) = f
(
sup
E
(G)
)
.
Autrement dit, une fonction continue sur un CPO est croissante et pre´serve les bornes
supe´rieures.
Remarque 2.5 Un CPO peut eˆtre muni d’une topologie spe´ciale : la topologie de Scott, ainsi
la de´finition de la continuite´ 2.9, correspond a` la continuite´ au sens de la topologie de Scott
(voir par exemple [GHK+80]).
Exemple 2.12
Soit (E,) un CPO, la fonction Id, telle que, pour tout x ∈ E, Id(x) = x est continue sur
(E,).
Exemple 2.13
Reprenons l’exemple 2.10. Une fonction continue sur R, pour la topologie usuelle, est continue
sur le CPO U ∪ {2}.
Contre-exemple 2.4
La fonction f , telle que, pour tout u ∈ U , de´fini a` l’exemple 2.10, f(u) = 0 et f(2) = 1 n’est
pas continue de (U ∪ {2},≤) sur ({0, 1},≤). Conside´rons la chaˆıne {u2n+1 | n ∈ N} ∪ {2},
par de´croissance de x 7→ √6− x, la suite (u2n+1)n∈N est de´croissante et minore´e par 2. Par
conse´quent, sup
U
{u2n+1 | n ∈ N} ∪ {2} = u1 =
√
6 d’ou` f(sup
U
{u2n+1 | n ∈ N} ∪ {2}) = 0 mais
la borne supe´rieure de {f(u) | u ∈ {u2n+1 | n ∈ N} ∪ {2}} = f(2) = 1.
De´finition 2.10 (Point fixe)
Soient X un ensemble et f une application sur X. Un e´le´ment x ∈ X est un point fixe
si f(x) = x.
On notera fix(f) l’ensemble des points fixes de f . Le plus petit point fixe de f , s’il existe,
sera note´ lfp(f), son plus grand point fixe, s’il existe, gfp(f).
Exemple 2.14
Soit f la fonction de [−30, 6] dans [−30, 6], telle que pour tout x ∈ [−30, 6], f(x) = √6− x.
Le re´el 2 est un point fixe de f .
De´finition 2.11 (Post point fixe et pre´ point fixe)
Soient (X,) un ensemble ordonne´ et f une application sur X. Un e´le´ment x ∈ X est
un post point fixe si f(x)  x. Un e´le´ment x ∈ X est un pre´ point fixe si x  f(x)
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The´ore`me 2.1 (The´ore`me du point fixe de Tarski, [Tar55] )
Soient (E,) un treillis complet et f une application croissante sur E. Les points fixes
lfp(f) et gfp(f) existent et :
lfp(f) = inf{x ∈ E | f(x)  x} et gfp(f) = sup{x ∈ E | x  f(x)} .
Pour une application f d’une ensemble E dans lui-meˆme, nous notons f i, l’application
de´finie par f i = f si i = 1 et f i+1 = f(f i).
The´ore`me 2.2 (The´ore`me du point fixe de Kleene, [Kle52])
Soient (E,) un CPO et f une application continue sur E. Le point lfp(f) existe et :
lfp(f) = sup{f i(⊥E) | i ∈ N} .
Remarque 2.6 Le the´ore`me de Kleene admet e´galement une formulation duale pour le plus
grand point fixe gfp(f).
2.2 Se´mantique concre`te d’un programme
Pour analyser un programme P , nous commenc¸ons par donner la syntaxe, sous-section 2.2.1
permettant d’e´crire un programme P puis l’interpre´tation mathe´matique du langage a` l’aide
du graphe de flot de controˆle, sous-section 2.2.2 et enfin la construction de notre e´quation de
point fixe ne´cessaire au calcul d’invariants nume´riques, sous-section 2.2.3.
2.2.1 Syntaxe des programmes
Dans cette sous-section, nous de´crivons la syntaxe utilise´e dans le reste de la the`se. Elle
est inspire´e de la syntaxe SIMPLE e.g [Win93]. Une autre re´fe´rence remarquable est la the`se
d’Antoine Mine´ [Min04]. Elle de´finit quel type de programmes nous pouvons e´crire et e´tudier.
Nous posons Z = Z ∪ {+∞} ∪ {−∞}, R = R ∪ {+∞} ∪ {−∞}, puis G ∈ {Z,R} et enfin
G ∈ {Z,R} .
Nous notons d le nombre de variables. La notation V(P ) de´signe le vecteur des d variables
du programme P . Nous introduisons e´galement, la notation V1(P ) qui repre´sente l’ensemble
des variables d’un programme P . L’arithme´tique utilise´e pendant cette the`se est donne´e par
la classe des applications polynomiales :
De´finition 2.12 (Fonction polynomiale)
On dit que T : Gd 7→ G est une fonction polynomiale multivarie´e en y si c’est une somme
finie d’e´le´ments de la forme :
pαy
α1
1 y
α2
2 . . . y
αd
d
ou` pα ∈ G et α1, α2, . . . , αd sont des entiers naturels. Le vecteur α = (α1, α2, . . . , αd) est
appele´ multi-entier.
Les expressions sont des intervalles ferme´s de G, ou des images des variables du pro-
gramme par une fonction polynomiale. L’image d’un sous-ensemble de G par une application
polynomiale est l’union des images des vecteurs de ce sous-ensemble.
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Les tests test peuvent eˆtre construits comme comparaison entre une image des variables du
programme par une fonction polynomiale et une constante de G. Nous autorisons les mots-cle´s
boole´ens and et not pour respectivement la conjonction et la ne´gation de tests. Cependant,
meˆme si elles sont redondantes, les constantes boole´ennes true et false existent dans notre
syntaxe. En effet, on peut choisir a e´gal a` +∞ et donc expr ≤ a est toujours vrai, de meˆme
qu’en choisissant a e´gal a` −∞, expr ≤ a est toujours faux.
Les instructions e´le´mentaires inst sont des affectations, elles associent une nouvelle expres-
sion a` une variable. On autorise aussi le mot-cle´ assume qui comme le nom l’indique, permet
de supposer que le vecteur de variables, a` un certain moment du programme appartient a` un
ensemble C. L’instruction skip permet d’ajouter des instructions qui ne modifient pas l’e´tat
de la me´moire. Cette instruction sera utile plus tard pour ajouter des points de controˆle sans
modifier se´mantiquement la fonction. Les branchements conditionnels if then else, indiquent
qu’on exe´cute une instruction si un test est vrai et une autre instruction sinon. Les boucles
correspondent a` l’exe´cution d’une instruction tant qu’un test est satisfait.
Les expressions, tests et instructions utilise´s sont de´crits plus formellement a` la figure 2.2.
expr ::= a a ∈ G
| [a, b] a, b ∈ G
| T (X) T : G 7→ G polynomiale
X ∈ V1(·)
test ::= true
| false
| T (X) ≤ a a ∈ G, X ∈ V1(·)
T : G 7→ G polynomiale
| test and test
| not test
inst ::= assume (X1, . . . , Xd) ∈ C (X1, . . . , Xd) ∈ V(·)
C ⊆ Gd
| skip
| X = expr X ∈ V1(·)
| if testthen {inst} else {inst}
| while test {inst}
| inst ; inst
Figure 2.2 – Syntaxe autorise´e pour e´crire un programme
La syntaxe e´tant de´finie, il faut en donner un sens mathe´matique manipulable pour nos
calculs d’invariants.
Exemple 2.15
Le programme C suivant est un programme bien e´crit dans la syntaxe de´finie par notre
grammaire 2.2 :
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x=1;
whi l e (x<=10){
x=x+1;
}
Exemple 2.16
Le programme avec un branchement conditionnel suivant est un programme bien e´crit dans
la syntaxe de´finie par notre grammaire 2.2 :
x = [ 0 , 1 ] ;
y = [ 0 , 1 ] ;
i f (x−y<=0)
then {
x=x+1;
}
e l s e {
y=y+1;
}
2.2.2 Graphe de flots de controˆle et se´mantique concre`te
Pour analyser un programme, nous analysons les variables en tant que vecteur de Gd. Ainsi
les expressions constantes deviennent des sous-ensembles de Gd, les fonctions polynomiales
deviennent des fonctions polynomiales a` valeurs vectorielles (chaque coordonne´e de la fonction
est une fonction polynomiale). Ces fonctions a` valeurs vectorielles sont suppose´es a` valeurs
dans Gd. Meˆme si la fonction ne modifie pas toutes les variables, on peut comple´ter cette
fonction par la fonction identite´ sur les composantes des variables non affecte´es par la fonction.
Les tests sont traite´s comme des ine´galite´s vectorielles au sens de l’ordre produit usuel. De
manie`re similaire aux fonctions, on peut comple´ter l’ine´galite´ vectorielle par des ine´galite´s
toujours vraies sur les composantes n’intervenant pas dans le test. Les affectations sont vues
comme des affections paralle`les vectorielles.
Graphe de flots de controˆle
Le graphe de flots de controˆle est un graphe oriente´ repre´sentant la suite des instructions
d’un programme informatique. Pour de´crire un programme, celui-ci peut eˆtre de´coupe´ a` l’aide
de points de controˆle e´tiquete´s par des entiers car en nombre fini. Ces points de controˆle jouent
le roˆle de sommets dans le graphe. Un arc du graphe repre´sente une transition entre deux
points de controˆle. Une transition est soit un vecteur d’affectations soit un vecteur de tests
de la syntaxe 2.2. Un arc sera e´tiquete´ par une transition. Le graphe de flots de controˆle
e´tant construit a` partir d’un programme informatique, ce graphe contient un sommet dont
le degre´ entrant est 0 et un sommet dont le degre´ sortant est 0. Sur le graphe, l’unique
sommet de degre´ entrant nul sera symbolise´ par le nombre 0, les sommets de degre´ sortant
nul seront caracte´rise´s par un nombre entier non nul encadre´ qui symbolise les points de sortie
du programme, les autres sommets sont des nombres entiers non nuls associe´s aux points de
controˆle.
On notera B(P ) l’ensemble des points de controˆle du programme P , L(P ), l’ensemble des
affectations et des tests de P et G(P ) = (B(P ), T (P ),L(P )) le graphe de flots de controˆle
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associe´ a` P avec T (P ) ⊆ B(P )2. Une relation est note´e ((i, j), `) ou` i, j ∈ B(P ) et ` ∈ L(P ).
Nous notons l’ensemble des relations d’un programme e´tiquete´ P , R(P ).
Exemple 2.17
La transition entre les points de controˆle 2 et 5, x = 4 sera symbolise´e par la relation
((2, 5), x = 4).
2 5
x=4
Sur le graphe, un sommet aura deux arcs sortants si le point de controˆle associe´ repre´sente
une boucle ou un branchement conditionnel. Un arc sera e´tiquete´ par le test d’entre´e de boucle
ou de branchement conditionnel, l’autre arc sera e´tiquete´ par la ne´gation du test.
A la manie`re de Mine´ [Min04], on ajoute un point de controˆle et un arc non e´tiquete´ qui
repre´sente des instructions skip apre`s chaque affectation :
– si elle pre´ce`de while ou si celle-ci est la dernie`re affectation d’une boucle while.
– si c’est la dernie`re affectation des parcours then et else d’un branchement conditionnel
if .
Ce de´coupage sera tre`s pratique pour la re´solution de l’e´quation de point fixe.
Exemple 2.18
A la figure 2.3, nous nous inte´ressons a` un simple programme contenant une boucle qui,
jusqu’a` la valeur 11, a` chaque ite´ration, incre´mente la variable x initialise´e a` 0.
x=1; [ 1 ]
whi l e [ 2 ] (x<=10){ [ 3 ]
x=x+1; [ 4 ]
} [ 5 ]
0
1
2
3
4
5
x:=1
x <= 10
x:=x+1
x > 10
Figure 2.3 – Un programme contenant une boucle a` gauche et son graphe de flot de controˆle
a` droite
Exemple 2.19
A la figure 2.4, nous regardons un simple programme avec un branchement conditionnel if .
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x = [ 0 , 1 ] ;
y = [ 0 , 1 ] ; [ 1 ]
i f (x−y<=0) [ 2 ]
then {
x=x+1;
} [ 3 ]
e l s e [ 4 ] {
y=y+1;
} [ 5 ]
[ 6 ]
0
1
2
3
4
5
6
(x,y):=[0,1]×[0,1]
x-y <= 0 x-y > 0
x:=x+1 y:=y+1
Figure 2.4 – Un programme avec un branchement conditionnel a` gauche et son graphe de flot
de controˆle
Se´mantique concre`te
Pour e´tudier un programme P e´crit graˆce a` la syntaxe de´finie a` la figure 2.2, il faut
donner une interpre´tation de chaque e´le´ment composant cette syntaxe. Toutefois, comme
nous repre´sentons le programme par un graphe de flots de controˆle, nous devons interpre´ter
la syntaxe 2.2. En effet, graˆce aux exemples 2.18, 2.19, il suffit d’interpre´ter les expressions, les
tests et les affectations pour pouvoir analyser un programme. L’interpre´tation des e´le´ments de
la syntaxe 2.2 est donne´e par une se´mantique. Une se´mantique de´crit tous les e´tats possibles
d’un programme en fonction des e´tats initiaux. Pour de´finir plus formellement ce qu’est une
se´mantique, nous introduisons la notion d’environnement. Un environnement est une fonction
qui associe aux variables du programme une valeur ou plutoˆt un vecteur dans Gd dans notre
cas. Nous notons Σ l’ensemble des environnements c’est-a`-dire Σ = {σ | σ : V(P ) 7→ ℘(Gd)}.
Concre`tement, un environnement retourne les valeurs des variables dans la me´moire de la
machine a` un instant donne´ de l’exe´cution du programme P . D’un point de vue mathe´matique,
une se´mantique correspond a` une fonction sur l’ensemble des environnements qui renvoie un
sous-ensemble de Gd dans le cas des expressions, un boole´en dans le cas des tests et un
environnement dans le cas des instructions. Une se´mantique est dite concre`te quand elle
de´crit pre´cise´ment la manie`re dont s’exe´cute un programme.
Nous rappelons qu’une expression est conside´re´e comme vectorielle, c’est-a`-dire, un e´le´-
ment de Gd. Pour une expression expr, [[expr]] de´signe une application de Σ dans ℘(Gd). Soit
σ ∈ Σ, l’interpre´tation des expressions est de´taille´e a` la figure 2.5 :
L’interpre´tation d’un sous-ensemble de Gd est le sous-ensemble lui-meˆme car il repre´sente
une constante dans le programme et donc ne varie pas au cours de l’exe´cution de celui-ci et,
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[[C]](σ) = C
[[T (X)]](σ) = {T (a) | a ∈ σ(X)}
Figure 2.5 – Interpre´tation des expressions
par conse´quent, sa valeur est inde´pendante de l’e´tat me´moire. L’interpre´tation des variables
dans un environnement est le vecteur de valeurs en me´moire. Enfin, l’interpre´tation de l’image
d’une expression par un polynoˆme est l’image des valeurs prises par cette expression dans un
environnement donne´.
Les tests sont pour rappels de la forme r(X) ≤ a ou` r est a` valeurs dans Gd et a ∈ Gd.
Pour un test test, [[test]] est une application de Σ dans l’ensemble des parties des boole´ens B
c’est-a`-dire ℘({true, false}). Soit σ ∈ Σ, l’interpre´tation des tests est donne´e a` la figure 2.6 :
[[true]](σ) = true
[[false]](σ) = false
[[T (X) ≤ a]](σ) =

{true, false} si ∃ y, z ∈ [[T (X)]](σ), y ≤ a, z > a
{true} si ∃ y ∈ [[T (X)]](σ), y ≤ a
{false} si ∃ y ∈ [[T (X)]](σ), y > a
∅ sinon
[[test1 and test2]](σ) = {t1 ∧ t2 | t1 ∈ [[test1]](σ), t2 ∈ [[test2]](σ)}
[[not test]](σ) = {¬t | t ∈ [[test]](σ)}
Figure 2.6 – Interpre´tation des tests
Les tests true et false sont inde´pendants de l’environnement, la signification du test
T (X) ≤ a, ou` T est une fonction polynomiale, pour un environnement donne´ est l’union des
boole´ens true et false si l’interpre´tation de T (X) contient a` la fois des e´le´ments plus petits et
strictement plus grands, au sens de l’ordre usuel de Gd, que l’e´le´ment a ∈ Gd. Le test not test
est interpre´te´ comme l’ensemble des ne´gations des e´le´ments de l’interpre´tation de test.
L’affectation d’une expression a` une variable change son e´tat me´moire, il faut donc in-
terpre´ter cette affectation comme un nouvel e´tat me´moire, c’est-a`-dire un environnement,
[[X = expr]] est, par conse´quent, une application de l’ensemble des environnements dans
lui-meˆme, et on a, pour σ ∈ Σ,
[[X = expr]](σ) = σ[X → [[expr]](σ)],
ou`, σ[X → [[expr]](σ)] signifie que l’on remplace les valeurs me´moires du vecteur X par les
valeurs me´moires de expr interpre´te´es dans l’environnement σ.
Exemple 2.20
L’affectation x := 5 est interpre´te´e par [[x = 5]](σ) = σ[x → [[5]](σ)] = σ[x → 5]. Finalement,
σ[x→ 5](x) = 5.
Exemple 2.21
Supposons que, σ(x) = 2 (2 est la valeur en me´moire au moment ou` on e´value la variable x),
l’affectation x = x3 s’interpre`te de la manie`re suivante : posons σ′ = σ[x→ [[x3]](σ)] = σ[x→
(σ(x))3], d’ou`, σ′(x) = 8.
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2.2.3 Se´mantique collectrice
Nous voulons trouver des bornes sur les valeurs des variables a` chaque point de controˆle.
Les valeurs de ces variables sont donne´es par les environnements. Une me´thode pour borner
ces valeurs est de collecter toutes les valeurs. Cette me´thode est classique, on collecte tous
les environnements construits a` un point de controˆle donne´, on parle dans ce cas de se´man-
tique collectrice. Nous de´finissons cette se´mantique a` partir du graphe de flots de controˆle.
Il faut donc donner l’interpre´tation des affectations, et des tests. Puisqu’on agre`ge des envi-
ronnements, nous devons travailler avec des sous-ensembles d’environnements. La se´mantique
collectrice est donc une fonction sur les parties de Σ.
Comme, nous avons ajoute´ des arcs sans e´tiquette qui repre´sentent des instructions skip.
La se´mantique collectrice [[.]]C sur une instruction skip est l’identite´, en d’autres termes,
[[skip]]C(S) = S ou` S est un sous-ensemble de Σ.
Nous de´finissons la se´mantique collectrice [[.]]C sur les affectations comme l’union des
environnements construits a` partir de cette affectation c’est-a`-dire, pour un sous-ensemble
non vide S de Σ :
[[X = expr]]C(S) =
⋃
σ∈S
{σ[X → [[expr]](σ)]}
Bien e´videmment, [[X = expr]]C(S) = ∅ si S = ∅.
Pour les tests, on filtre les environnements de S qui satisfont les conditions du test, plus
formellement, la se´mantique collectrice d’un test test :
[[test]]C(S) = {σ ∈ S | true ∈ [[test]](σ)}
Bien e´videmment, [[test]]C(S) = ∅ si S = ∅.
Le nombre entier n de´signe le nombre de point de controˆles pour analyser le programme P .
A pre´sent, on peut de´finir la fonction se´mantique concre`te FC de (℘(Σ))n+1 dans lui meˆme,
construite a` partir de la se´mantique collectrice. La coordonne´e i-e`me de FC de´signe le nouvel
ensemble d’environnements cre´e´ au point de controˆle i. La fonction se´mantique concre`te FC
est de´finie par :
∀ i ∈ {0, . . . , n}, FCi (S0, S1, . . . , Sn) =

S0 si i = 0⋃
((j,i),`)∈R(P )
[[`]]C(Sj) si i 6= 0
Soit S¯ = (S¯i)i=0,...,n le vecteur des ensembles d’environnement associe´s au point de controˆle
i.
Nous ne nous inte´ressons pas aux valeurs des cases me´moires des variables d’un programme
avant son lancement. Par conse´quent, nous supposons que l’ensemble d’environnement S0 ne
contient que l’environnement qui renvoie l’ensemble vide, cet environnement est note´ σ0.
L’image de S¯ par FC est exactement le vecteur S¯. Pour trouver les ensembles d’envi-
ronnements a` chaque point de controˆle, il faut donc re´soudre l’e´quation de point fixe dans
℘(Σ)n+1 :
S = FC(S) (2.1)
Exemple 2.22
A la figure 2.7, nous conside´rons l’e´quation se´mantique du programme C de l’exemple 2.18.
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x=1; [ 1 ]
whi l e [ 2 ] (x<=10){ [ 3 ]
x=x+1; [ 4 ]
} [ 5 ]
S0 = {σ0}
S1 = [[x = 1]](S0)
S2 = [[skip]](S1) ∪ [[skip]](S4)
S3 = [[x <= 10]](S2)
S4 = [[x = x+ 1]](S3)
S5 = [[x > 10]](S2)
Figure 2.7 – Un programme C a` gauche et l’e´quation se´mantique a` droite
Exemple 2.23
A la figure 2.8, nous conside´rons l’e´quation se´mantique du programme C de l’exemple 2.19.
x = [ 0 , 1 ] ;
y = [ 0 , 1 ] ; [ 1 ]
i f (x−y<=0) [ 2 ]
then {
x=x+1;
} [ 3 ]
e l s e [ 4 ] {
y=y+1;
} [ 5 ]
[ 6 ]
S0 = {σ0}
S1 = [[x = [0, 1], y = [0, 1]]](S0)
S2 = [[x− y <= 0]](S1)
S3 = [[x = x+ 1]](S2)
S4 = [[y − x < 0]](S1)
S5 = [[y = y + 1]](S4)
S6 = [[skip]](S3) ∪ [[skip]](S5)
Figure 2.8 – Un programme C a` gauche et l’e´quation se´mantique a` droite
De plus, nous souhaitons que les ensembles d’environnement exacts, ceux qui apparaissent
vraiment pendant l’exe´cution du programme, la solution de l’e´quation (2.1), appele´e aussi
e´quation se´mantique doit eˆtre la plus pre´cise possible. Par ailleurs, l’ensemble ℘(Σ) muni de
l’ordre de l’inclusion est un treillis complet alors la plus pre´cise signifie la plus petite au sens
de l’inclusion dont l’existence est assure´e par le the´ore`me de Tarski 2.1, FC e´tant croissante
par construction.
Nous rappelons qu’un environnement est une fonction des variables d’un programme vers
un vecteur de valeurs entie`res ou re´elles. Dans cette the`se, nous souhaitons avoir des bornes
sur les variables a` chaque point de controˆle. Ces bornes peuvent eˆtre donne´es a` partir des
ensembles d’environnements a` chaque point de controˆle. En effet, prenons un vecteur de
variables x qui correspond a` un vecteur de Gd, et appliquons un ensemble d’environnement
S = (Si)i=0,...,n, nous obtenons un sous-ensemble deGd, nous posons, pour un point de controˆle
i, Xi = Si(x). L’e´quation se´mantique (2.1) devient alors le proble`me 2.1 sur ℘(Gd)n+1.
Proble`me 2.1
Re´soudre :
inf{X ∈ ℘(Gd)n+1 | X = FC(X)} .
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D’apre`s le the´ore`me de Tarski, comme FC est croissante, le proble`me 2.1, est e´quivalent
a` :
Proble`me 2.2
Re´soudre :
inf{X ∈ ℘(Gd)n+1 | FC(X) ⊆ X} .
Exemple 2.24
Pour le programme de l’exemple 2.18, nous devons calculer la plus petite solution de l’e´qua-
tion :
X0 = ∅
X1 = {1}
X2 = X1 ∪X4
X3 = X2∩]−∞, 10]
X4 = (X3 + 1)
X5 = X2∩]10,+∞[
Exemple 2.25
Pour le programme de l’exemple 2.19, nous devons calculer la plus petite solution de l’e´qua-
tion :
X0 = ∅
X1 = [0, 1]× [0, 1]
X2 = X1 ∩ {x, y ∈ Gd | x− y ≤ 0}
X3 = X2 + (1, 0)
X4 = X1 ∩ {x, y ∈ Gd | y − x < 0}
X5 = X4 + (0, 1)
X6 = X2 ∪X5
Par le the´ore`me de Tarski, l’e´quation (2.1) admet une solution. Ne´anmoins, cette e´qua-
tion est, en ge´ne´ral, impossible a` re´soudre algorithmiquement. Le but de l’interpre´tation
abstraite est donc de construire a` partir de la fonction se´mantique FC , une fonction se´man-
tique abstraite sur un domaine abstrait qui donne une sur-approximation de la solution de
l’e´quation (2.1).
2.3 Principes de l’interpre´tation abstraite
La solution de l’e´quation (2.1) n’est pas calculable en ge´ne´ral. Ce proble`me de calculabilite´
a deux causes principales :
– le domaine concret (les parties de Gd) n’est pas repre´sentable en machine ;
– la fonction se´mantique concre`te n’est pas calculable.
Le roˆle de l’interpre´tation abstraite est de palier ce proble`me de calculabilite´ en calculant
une sur-approximation de la se´mantique concre`te. solution d’un proble`me de point fixe dans
un domaine dit abstrait pour une fonction se´mantique dite abstraite.
Le plus petit point fixe calcule´ pour la fonction se´mantique abstraite dans le domaine
abstrait doit eˆtre une sur-approximation de la plus petite solution. Pour pouvoir utiliser le
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the´ore`me de Kleene ou le the´ore`me de Tarski, on peut choisir comme domaine abstrait un
CPO ou un treillis complet. La fonction se´mantique abstraite choisie devra, par conse´quent,
eˆtre continue (au sens des CPO) si le domaine abstrait est un CPO et monotone si le domaine
abstrait est un treillis complet.
Dans cette section, nous rappelons dans la sous-section 2.3.1, les de´finitions de domaine
et se´mantique abstraits puis dans la sous-section 2.3.2, nous pre´sentons quelques domaines
abstraits commune´ment utilise´s.
2.3.1 Domaines et se´mantiques abstraits
Les de´finitions de cette sous-section sont inspire´es de [CC92a]. On peut, a priori, de´finir un
domaine abstrait comme la donne´e d’un ensemble repre´sentable en machine et d’une fonction
γ du domaine abstrait vers le domaine concret. Nous avons besoin de la fonction γ pour
associer, a` une solution calcule´e dans le domaine abstrait, un e´le´ment concret. Par ailleurs, le
but de l’interpre´tation abstraite est, certes, de sur-approximer la se´mantique abstraite, mais
aussi de garantir que cette sur-approximation est la plus pre´cise possible. Par conse´quent,
pour pouvoir comparer les e´le´ments abstraits, on requiert que le domaine abstrait soit un
ensemble ordonne´. De plus, la relation d’ordre choisie doit satisfaire que la fonction γ associe´e
au domaine abstrait soit croissante. Ceci assure qu’un plus petit e´le´ment abstrait repre´sente
un e´le´ment concret plus pre´cis. On en de´duit la de´finition suivante :
De´finition 2.13 (Domaine abstrait)
Un domaine abstrait (Da, γ) est la donne´e d’un ensemble ordonne´ Da repre´sentable en
machine et d’une fonction croissante γ : Da 7→ ℘(Gd).
Exemple 2.26
Soient l’ensemble :
I(Z) = {[a, b] | a ∈ Z ∪ {−∞}, b ∈ Z ∪ {+∞}, a ≤ b} ∪ ∅,
et la fonction γ de I(Z)\{∅} dans ℘(Z) de´finie par :
γ([a, b]) =

Z si a = −∞, b = +∞
]−∞, b] si b ∈ Z, a = −∞
[a,+∞[ si a ∈ Z, b = +∞
[a, b] si a, b ∈ Z
On pose e´galement γ(∅) = ∅. La paire (I(Z), γ) forme un domaine abstrait. On appelle ce
domaine le domaine des intervalles.
Remarque 2.7 On prend comme convention ∅ = [+∞,−∞]. On peut de´finir un isomor-
phisme entre I(Z) et {(a, b) ∈ Z2 | a ∈ Z∪ {−∞}, b ∈ Z∪ {+∞}, a ≤ b} ∪ {(+∞,−∞)}, en
associant a` un intervalle [a, b] non vide a` bornes entie`res le couple (a, b).
Exemple 2.27
Par extension de l’exemple 2.26, on de´finit :
I(Zd) =
{
d∏
i=1
[ai, bi] | [ai, bi] ∈ I(Z)
}
39
CHAPITRE 2. PRINCIPE DE L’ANALYSE STATIQUE PAR INTERPRE´TATION ABSTRAITE
et la fonction ρ : I(Zd) 7→ ℘(Zd) qui, a`
d∏
i=1
[ai, bi] associe
d∏
i=1
γ([ai, bi]) ou` γ est la fonction
de´finie a` l’exemple 2.26. L’ensemble (I(Zd), ρ) forme un domaine abstrait.
Remarque 2.8 Nous notons respectivement x−i et x
+
i la borne infe´rieure et la borne supe´rieure
de l’intervalle xi. Un e´le´ment x est un vecteur d’intervalles si toutes ses coordonne´es sont de
la forme [x−i , x
+
i ].
De´finition 2.14 (Fonction de concre´tisation)
Nous appelons fonction de concre´tisation la fonction γ associe´e a` un domaine abstrait
(Da, γ).
Exemple 2.28
Les fonctions γ de l’exemple 2.26 et ρ de l’exemple 2.27 sont des fonctions de concre´tisation.
On s’inte´resse aussi aux abstractions des e´le´ments concrets :
De´finition 2.15 (Fonction d’abstraction)
Nous appelons fonction d’abstraction sur un domaine abstrait (Da, γ), une fonction
croissante α : ℘(Gd) 7→ Da.
Exemple 2.29
Nous reprenons l’exemple 2.27, la fonction α de ℘(Zd) dans I(Zd) de´finie par :
α(C) =
d∏
i=1
[ai, bi],
ou` ai = sup{ci ∈ Z | ci ≤ pii(x), x ∈ C} et bi = inf{di ∈ Z | pii(x) ≤ di, x ∈ C}. La fonction
pii est la fonction de projection sur la coordonne´e i.
Dans la de´finition d’une fonction abstraction, on voit qu’une fonction d’abstraction de´pend
du domaine abstrait conside´re´. Une fonction de concre´tisation est une partie inte´grante du
domaine abstrait, le choix de la fonction d’abstraction peut donc eˆtre conditionne´ par la
fonction de concre´tisation. En ge´ne´ral, en interpre´tation abstraite, on utilise, lorsqu’elle existe,
une paire particulie`re de fonction d’abstraction et de concre´tisation :
De´finition 2.16 (Correspondance de Galois)
Soient (E,E) et (F,F ) deux ensembles ordonne´s. Une correspondance de Galois entre
E et F est une paire d’applications croissantes f : E 7→ F et g : F 7→ E telles que :
∀x ∈ E,∀y ∈ F, f(x) F y ⇐⇒ x E g(y) (2.2)
Exemple 2.30
La paire d’applications (α, γ) de´finies aux exemples 2.28 et 2.29 forme une correspondance de
Galois.
Remarque 2.9 En the´orie de Galois classique, voir [Ore44], les paires d’applications (f, g)
sont appele´es correspondances de Galois lorsque les applications f et g sont de´croissantes
c’est-a`-dire inversent les ordres et que l’e´quivalence (2.2) est ve´rifie´e. Une application f telle
qu’il existe une application g ve´rifiant (2.2) est appele´e application re´siduable [BJ72].
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Quand une fonction d’abstraction α et une fonction de concre´tisation γ forment une cor-
respondance de Galois, la meilleure abstraction d’un e´le´ment concret X est donne´e par α(X).
De plus, la fonction de concre´tisation γ associe´e a` la fonction d’abstraction α est de´termine´e
de manie`re unique. Ainsi, nous pouvons construire la fonction se´mantique abstraite sur un
domaine abstrait, graˆce a` une correspondance de Galois (α, γ), ou` α est une fonction d’ab-
straction et γ une fonction de concre´tisation.
De´finition 2.17 (Fonction se´mantique abstraite)
La fonction se´mantique abstraite F ] : (Da)n+1 7→ (Da)n+1, est de´finie, pour une coor-
donne´e i ∈ {0, . . . , n} par :
X 7→ Fi](X0, X1, . . . , Xn) = α(FCi (γ(X0), γ(X1), . . . , γ(Xn))) (2.3)
ou` α est une application d’abstraction, γ une application de concre´tisation, (α, γ) forme une
correspondance de Galois et FC est la fonction se´mantique concre`te.
On e´crira par la suite, simplement :
F ] = α ◦ FC ◦ γ .
Exemple 2.31
La fonction se´mantique abstraite dans le domaine abstrait des intervalles associe´e au pro-
gramme de l’exemple 2.18. Soit X un vecteur d’intervalles de I(Z6).
F0
](X) = ∅
F1
](X) = [1, 1]
F2
](X) = [inf(x−1 , x
−
4 ), sup(x
+
1 , x
+
4 )]
F3
](X) = [x−2 , inf(10, x
+
2 )]
F4
](X) = [x−3 + 1, x
+
3 + 1]
F5
](X) = [sup(10, x−2 ), x
+
2 ]
Exemple 2.32
La fonction se´mantique abstraite dans le domaine abstrait des intervalles associe´e au pro-
gramme de l’exemple 2.19. Soit X un vecteur d’intervalles de I(Z7).
F0
](X) = ∅
F1
](X) = [0, 1]× [0, 1]
F2
](X) = [x−1 , inf(x
+
1 , y
+
1 )]× [sup(x−1 , y−1 ), y+1 ]
F3
](X) = [x−2 + 1, x
+
2 + 1]× [y−2 , y+2 ]
F4
](X) = [sup(x−1 , y
−
1 + 1), x
+
1 ]× [y−1 , inf(y+1 , x+ − 1)]
F5
](X) = [x−4 , x
+
4 ]× [y−4 + 1, y+4 + 1]
F6
](X) = [inf(x−2 , x
−
5 ), sup(x
+
2 , x
+
5 )]× [inf(y−2 , y−5 ), sup(y+2 , y+5 )]
Nous rappelons que le but est de pouvoir calculer automatiquement une sur-approximation
de la se´mantique concre`te. Par construction, la fonction se´mantique abstraite est croissante et
par de´finition, le domaine abstrait est un ensemble ordonne´. La plus pre´cise sur-approximation
de la se´mantique concre`te est donne´e par le plus petit point fixe de la fonction se´mantique
abstraite (s’il existe !). En pratique, on impose au domaine abstrait d’eˆtre un treillis complet.
Par le the´ore`me de Tarski, le plus petit point fixe de la fonction se´mantique abstraite (appele´
se´mantique abstraite) existe.
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2.3.2 Quelques domaines abstraits courants en interpre´tation abstraite
Deux grandes classes de domaines abstraits sont couramment utilise´es :
– les domaines non relationnels qui sont plus simples a` manipuler mais qui ne conservent
pas les relations entre les variables d’un programme.
– les domaines relationnels plus couˆteux en me´moire et en temps de calcul mais qui
conservent certaines relations entre les variables.
Domaines non relationnels
Le domaine abstrait Da s’e´crit, dans ce cas, Dk, ou` k est un entier naturel non nul infe´rieur
au nombre de variables et D est un treillis complet ou un CPO.
Nous pre´sentons brie`vement, dans cette sous-section, quelques domaines non relationnels.
Propagation de constantes Ce domaine abstrait a e´te´ introduit par Kildall [Kil73].
Ce domaine n’est, en pratique, pas utilise´ pour calculer des bornes sur les variables d’un
programme mais permet d’optimiser l’exe´cution d’un code. En effet, le but de l’analyse est
de remplacer, a` chaque point de controˆle, les « fausses » variables, celles qui ne vont eˆtre pas
modifie´es par l’instruction au point de controˆle par leurs valeurs en me´moire. Ceci simplifie
l’e´criture du programme et est effectue´ par la plupart des compilateurs actuels. Un nouvel
exe´cutable, sans variables superflues, est ainsi cre´e´. Les invariants nume´riques au point de
controˆle i sont de la forme (xj1 = c
i
j1 , xj2 = c
i
j2 , . . . , xjk = c
i
jk
) ou` k repre´sente le nombre de
fausses variables et cijl une constante dans G
d
.
Signes Ce domaine a e´te´ introduit par Cousot et Cousot [CC76]. Ce domaine est un
domaine acade´mique qui n’est pas utilise´ en pratique pour calculer des invariants nume´riques.
L’invariant cherche´, pour un point de controˆle donne´ est le produit carte´sien d’ensembles de
la forme xj ≤ 0 ou xj ≥ 0. Les valeurs de la variable importe peu, seul son signe est e´tudie´.
Ce domaine est inte´ressant pour des raisons nume´riques e´videntes, par exemple, pour prendre
la racine carre´e d’une variable, il faut ve´rifier que la variable soit positive pour e´viter toute
erreur d’exe´cution d’un programme. Ce domaine apparaˆıt e´galement en the´orie des syste`mes
line´aires notamment pour savoir si la solution d’un syste`me est positive [BS95].
Une concre´tisation ge´ome´trique est pre´sente´e a` la figure 2.9.
(0, 0)
x1
x2
Figure 2.9 – Concre´tisation ge´ome´trique d’une abstraction dans le domaine des signes
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Les intervalles Le domaine des intervalles ont e´te´ introduits par Cousot et Cousot [CC76].
A chaque point de controˆle, nous cherchons les intervalles les plus pre´cis possibles qui conti-
ennent les valeurs possibles prises par les variables du programme. Les invariants nume´riques
au point de controˆle i sont de la forme :
(x1 ∈ [ai1, bi1], x2 ∈ [ai2, bi2], . . . , xd ∈ [aid, bid])
ou` pour tout j = 1, . . . , d, aij et b
i
j appartiennent a` G
d
et aij ≤ bij . Les bornes des intervalles
peuvent donc eˆtre infinies. Ce domaine contient le domaine introduit par Kildall, en effet, un
singleton peut s’e´crire [a, b] avec a = b. Enfin, ce domaine contient aussi le domaine des signes
puisque xj ≤ 0 e´quivaut a` xi ∈ [0,+∞] et xj ≥ 0 e´quivaut a` xi ∈ [−∞, 0]. La re´alisation
ge´ome´trique d’un invariant calcule´ dans le domaine des intervalles est de´crit a` la figure 2.10.
Figure 2.10 – Abstraction dans le domaine des intervalles
Le simple exemple 2.33 montre la perte de pre´cision due a` l’emploi des intervalles.
Exemple 2.33
Conside´rons le programme suivant :
x=[0,10]; [1]
y=x; [2]
Une analyse par intervalles retourne x ∈ [0, 10], y ∈ [−∞,+∞] au point de controˆle [1] et
x ∈ [0, 10], y ∈ [0, 10] au point de controˆle [2].
Dans l’exemple 2.33, la relation, pourtant forte, entre la variable x et la variable y disparaˆıt
au moment du calcul de l’invariant. Les domaines abstraits relationnels comblent, en partie,
ces pertes de relations entre les variables.
Domaines relationnels
Polye`dres Ce domaine est introduit par Cousot et Halbwachs [CH78]. Les invariants
nume´riques sont des polye`dres convexes ferme´s, ils sont par conse´quent de la forme {X ∈ Rd |
AX ≤ B}, ou` X est l’abstraction des variables du programme, A est une matrice de taille
d × d et B un vecteur de Rd. Les formes line´aires de´finissant les faces de ces polye`dres sont
construites a` partir des relations line´aires entre les variables du programmes. Cependant le
nombres faces de ces polye`dres grandit de manie`re exponentielle par rapport au nombre de
relations line´aires entre les variables. Un invariant calcule´ dans le domaine des polye`dres est
de´crit par la figure 2.11.
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Figure 2.11 – Concre´tisation ge´ome´trique d’une abstraction dans le domaine des polye`dres
Zones et Octogones Mine´ [Min04] a partiellement re´pondu au proble`me de complexite´
de l’analyse de programme par les polye`dres tout en conservant certaines relations entre les
variables. En effet, dans le domaine des zones, les invariants nume´riques sont de la forme
Xi − Xj ≤ cij . Dans le domaine des octogones, les invariants prennent la forme du type
±Xi±Xj ≤ cij . La figure 2.12 repre´sente un invariant nume´rique calcule´ dans le domaine des
zones.
Figure 2.12 – Concre´tisation ge´ome´trique d’une abstraction dans le domaine des zones
Gabarits (templates) line´aires Sankaranarayanan et al [SSM05] ont de´veloppe´ une
me´thode interme´diaire entre les polye`dres et les zones et octogones de Mine´. Dans les zones
et octogones, seules les diffe´rences entre les variables est analyse´es. Nous pouvons voir ces
diffe´rences comme des formes line´aires. Les gabarits line´aires sont une ge´ne´ralisation des zones
et des octogones. On fixe des formes line´aires avant l’analyse du programme. Les invariants
en chaque point de controˆle du programme sont de´crits par un polye`dre. Le nombre de faces
n’explose pas puisque fixe´ par avance. Le polye`dre de la figure 2.13 est la concre´tisation
ge´ome´trique d’un invariant calcule´ dans le domaine des gabarits line´aires.
On remarque que les figures 2.11 et 2.13 sont similaires, dans le domaine des polye`dres,
les faces du polye`dres sont calcule´es au cours d’analyse alors que, pour les gabarits line´aires,
on obtient la figure 2.13 en fixant par avance les quatre faces du polye`dres.
Domaines des formes affines Dans l’article [GP], l’invariant nume´rique est un in-
variant de type fonctionnel. L’invariant nume´rique est une abstraction des relations entre
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Figure 2.13 – Concre´tisation ge´ome´trique d’une abstraction dans le domaine des gabarits
line´aires
les entre´es du programme et ses sorties. Chaque variable du programme est une combinaison
line´aire de ”symboles de bruit”(c’est-a`-dire l’intervalle [−1, 1]). Les relations entre les variables
du programme est mise en e´vidence par le fait qu’elles ont des symboles de bruit communs
dans les combinaisons line´aires les repre´sentant. La concre´tisation ge´ome´trique des invariants
est un zonotope c’est-a`-dire une somme de Minkowski de segments de Rd. Un exemple de
zonotope est repre´sente´ par la figure 2.14.
Figure 2.14 – Abstraction dans le domaine des formes affines
Ellipso¨ıdes Feret [Fer04] e´tudie des syste`mes line´aires d’ordre 2 stables. L’invariant
nume´rique est donne´ par l’ellipse invariante associe´e a` une fonction de Lyapunov du syste`me
line´aire. L’invariant nume´rique est donc de la forme αX2 + βY 2 + γXY ≤ δ. La figure 2.15
repre´sente l’abstraction du nuage de points conside´re´ dans les figures pre´ce´dentes.
D’un point de vue expressivite´, le domaine des signes est le domaine le moins expressif
puisque l’on s’inte´resse qu’aux signes des variables. On peut voir les invariants comme le
produit d’intervalles de la forme [0,+∞] alors que le domaine des intervalles contient tout
type d’intervalles. Par ailleurs, les intervalles sont des zones particulie`res et donc le domaine
des zones est plus expressif que celui des zones. Dans le domaine des octogones, Mine´ a
ajouter deux types de relations par rapport au domaine des zones, le domaine des octogones
est donc plus expressif que celui des zones. En outre, le domaines des zontopes contient tous
les polye`dres a` syme´trie centrale dont les faces sont encore a` syme´trie centrale ; une proprie´te´
qui est ve´rifie´e par les octogones et les zones, le domaine des zonotopes est plus expressif
que celui des octogones. Le domaine des gabarits line´aires de Sankaranarayanan permet de
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Figure 2.15 – Concre´tisation ge´ome´trique d’une abstraction dans le domaine des ellipso¨ıdes
conside´rer un nombre fini de formes line´aires et permet donc de repre´senter un zonotope.
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CHAPITRE 3
ALGORITHMES DE POINT FIXES EN INTERPRE´TATION
ABSTRAITE
Dans le chapitre pre´ce´dent, nous avons construit les e´quations de point fixe a` re´soudre
pour trouver des invariants nume´riques. La me´thode classiquement utilise´e pour re´soudre ces
e´quations, de´coule directement du the´ore`me de Kleene 2.2. Il s’agit d’une me´thode ite´rative,
appele´e ite´ration de Kleene, pour laquelle l’ite´re´e est la fonction se´mantique abstraite. La fonc-
tion se´mantique abstraite est essentiellement constitue´e de min, de max et d’ope´rations affines,
dans le cas ou` le programme ne contient pas de division ou de multiplication de variables.
Ceci nous permet de faire une analogie avec les ope´rateurs de programmation dynamique de la
the´orie des jeux. Ainsi, l’ite´ration de Kleene s’identifie a` l’ite´ration sur les valeurs. Cette me´th-
ode est connue pour eˆtre souvent longue. En interpre´tation abstraite, l’ite´ration de Kleene est
couple´e avec des techniques d’acce´le´ration de convergence pour assurer une convergence en
temps fini.
En the´orie des jeux, une alternative a` l’ite´ration sur les valeurs est l’ite´ration dans l’espace
des strate´gies. Contrairement a` l’ite´ration sur les valeurs qui suit la dynamique de l’ope´rateur,
l’ite´ration sur les politiques explore la structure des espaces d’actions. Dans le cas des jeux
finis, l’ite´ration sur les politiques converge en temps fini. Dans la section 3.1, nous rappelons
l’ite´ration de Kleene ainsi que les techniques d’e´largissement et de re´tre´cissement. Dans la
section 3.2, nous pre´sentons l’ite´ration sur les politiques : nous commenc¸ons par des rappels
sur les jeux stochastiques et nous montrons comment l’algorithme de Hoffman et Karp [HK66]
permet de re´soudre des proble`mes de jeux stochastiques. Nous terminons cette section par
l’extension de l’ite´ration sur les politiques pour l’interpre´tation abstraite.
3.1 Ite´ration de Kleene
L’application F est une fonction se´mantique abstraite associe´e a` un domaine abstrait. Nous
supposons que le domaine abstrait est un treillis complet. Par construction, l’application F
est croissante et donc par le the´ore`me de Tarski, posse`de un plus petit point fixe. Dans cette
section, nous commenc¸ons par rappeler a` la sous-section 3.1.1 l’ite´ration de Kleene puis dans
la sous-section 3.1.2, nous rappelons les techniques d’acce´le´ration de convergence.
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3.1.1 Ite´ration de Kleene
L’ite´ration de Kleene de´coule directement du the´ore`me de Kleene 2.2. Le plus petit point
fixe de F est exactement unionsqn∈NFn(⊥) lorsque F est Scott-continue. L’algorithme 1 reprend le
principe du the´ore`me de Kleene pour calculer le plus petit point fixe de fonctions continues.
Algorithme 1: Ite´ration de Kleene
X0 = ⊥, n = 0;
tant que Xn 6= F (Xn) faire
Xn+1 = Xn unionsq F (Xn);
n = n+ 1;
Dans l’algorithme 1, la fonction F n’est, en pratique, pas exactement la fonction se´man-
tique abstraite construite au chapitre 2 mais la fonction se´mantique abstraite apre`s quelques
re´ductions : a` la manie`re de la propagation des constantes, on re´duit le nombre de variables,
en remplac¸ant les variables ”constantes” par leur valeur et on remplace de`s que possible, les
variables par leurs affectations. Par ailleurs, la composante F0 est un ensemble de valeurs ini-
tiales qui ne de´pend pas du programme analyse´ : nous ne l’incluons pas dans notre e´quation
de point fixe. La fonction se´mantique abstraite re´duite demeure une fonction croissante.
Exemple 3.1
La figure 3.1 de´crit la fonction se´mantique abstraite re´duite de l’exemple 2.31.
F1(X) = [1, 1]
F2(X) = [inf(1, x
−
2 + 1), sup(1, inf(10, x
+
2 ) + 1)]
F3(X) = [x
−
2 , inf(10, x
+
2 )]
F4(X) = [x
−
2 + 1, inf(10, x
+
2 ) + 1]
F5(X) = [sup(11, x
−
2 ), x
+
2 ]
Figure 3.1 – Fonction se´mantique abstraite apre`s re´ductions
Exemple 3.2
L’ite´ration de Kleene sur la fonction se´mantique abstraite re´duite du programme de l’exem-
ple 2.24 dans le domaine des intervalles est de´crite par la figure 3.2.
De plus, l’ite´ration de Kleene de´finie a` l’algorithme 1 est la version the´orique de base
de l’algorithme. En pratique, il existe des me´thodes plus efficaces qui utilise les structures
syntaxiques du programme a` analyser. Pour plus de de´tails sur ces techniques, le lecteur
pourra consulter [Bou93] et [Mar98].
3.1.2 Acce´le´ration de convergence
L’ite´ration de Kleene est une ite´ration lente, la suite des ite´re´es est fortement de´pendante
de la dynamique du programme. De plus, le fait de conside´rer des fonctions croissantes non
ne´cessairement continues peut amener un nombre ordinal d’ite´ration pour calculer le plus petit
point fixe. En pratique, la convergence en temps fini vers le plus petit point fixe n’est pas
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X11 = [1, 1] X
2
1 = [1, 1] . . . . . . X
11
1 = [1, 1]
X12 = [1, 1] X
2
2 = [1, 2] . . . . . . X
11
2 = [1, 11]
X13 = ∅ X23 = [1, 1] . . . . . . X113 = [1, 10]
X14 = ∅ X24 = [2, 2] . . . . . . X114 = [2, 11]
X15 = ∅ X25 = ∅ . . . . . . X115 = ∅
X121 = [1, 1]
X122 = [1, 11]
X123 = [1, 10]
X124 = [2, 11]
X125 = [11, 11]
Figure 3.2 – Ite´re´es successives de l’ite´ration de Kleene
assure´e. En raison de ces trois proble`mes, l’ite´ration de Kleene ne´cessite l’ajout de techniques
d’acce´le´ration de convergence.
L’acce´le´ration de convergence se de´compose en deux e´tapes, la premie`re est une technique
d’e´largissement. Si la suite des ite´re´es est croissante, la technique d’e´largissement (en anglais
widening) introduite dans [CC92b] consiste a` donner une extrapolation de la limite. La deux-
ie`me e´tape est une technique de re´tre´cissement. Il se peut que l’extrapolation de la limite
donne´e par le widening soit trop large, la technique de re´tre´cissement permet de re´duire la
« largeur » de l’invariant. Pour de´finir ces deux techniques nous nous munissons d’un treillis
(E,) .
De´finition 3.1 (Ope´rateur d’e´largissement)
L’ope´rateur O : E × E 7→ E est un ope´rateur d’e´largissement si :
1. ∀x, y ∈ E, x  xOy ;
2. ∀x, y ∈ E, y  xOy ;
3. Pour toute suite croissante (xn)n∈N dans E, la suite de´finie par y0 := x0 et yn+1 :=
ynOxn+1 est stationnaire.
Exemple 3.3
Dans les intervalles l’ope´rateur de´fini par :
[a, b]O[c, d] = [e, f ] avec e =
{ −∞ si c < a
a sinon
etf =
{
+∞ si b < d
b sinon
Exemple 3.4 (Elargissements avec seuils)
Ce type d’e´largissement plus fin est de´crit dans [BCC+02]. Dans un intervalle, on peut de´finir
un widening plus fin. On se donne un ensemble T fini de nombres re´els et on de´finit OT par :
[a, b]OT [c, d] =
[{
a si a ≤ c
max{t ∈ T | t ≤ c} sinon ,
{
b si d ≤ b
min{t ∈ T | d ≤ t} sinon
]
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De´finition 3.2 (Ope´rateur de re´trecissement)
L’ope´rateur M: E × E 7→ E est un ope´rateur de re´tre´cissement si :
1. ∀x, y ∈ E, y  x =⇒ y  x M y  x ;
2. Pour toute suite de´croissante (xn)n∈N dans E, la suite de´finie par y0 := x0 et yn+1 :=
yn M xn+1 est stationnaire.
Exemple 3.5
Dans les intervalles, l’ope´rateur de´fini par :
[a, b] M [c, d] = [e, f ] avec e =
{
c si a = −∞
a sinon
et f =
{
c si b = +∞
b sinon
est un ope´rateur de re´tre´cissement.
Une manie`re simple pour augmenter la pre´cision de l’invariant apre`s un ope´rateur d’e´largis-
sement est d’effectuer des ite´rations descendantes. En effet, la fonction se´mantique abstraite
(dans ce chapitre F ) est une fonction croissante et si, un vecteur X ∈ E ve´rifie F (X)  X
alors la suite (F k(X))k∈N est de´croissante. Cette me´thode est appele´e ite´rations descendantes.
Exemple 3.6
Nous reprenons l’exemple 3.2 et nous effectuons un widening de`s la deuxie`me ite´ration. La
deuxie`me ite´re´e de l’ite´ration de Kleene et son image sont :
X21 = [1, 1]
X22 = [1, 2]
X23 = [1, 1]
X24 = [2, 2]
X25 = ∅
F1(X
2) = [1, 1]
F2(X
2) = [1, 3]
F3(X
2) = [1, 2]
F4(X
2) = [2, 3]
F5(X
2) = ∅
En pratique, on prend les vecteurs pre´ce´demment calcule´s au cours de l’ite´ration, par
exemple, pour calculer F5(X
2), le vecteur X2 que l’on conside`re est [1,+∞[ et ainsi, on
trouve :
X21OF1(X2) = [1, 1]
X22OF2(X2) = [1,+∞]
X23OF3(X2) = [1,+∞]
X24OF4(X2) = [2,+∞]
X25OF5(X2) = [11,+∞]
En effectuant un narrowing a` l’ite´ration suivante, on obtient, en prenant F5(X
3) =
[11, 11] :
X31 M F1(X3) = [1, 1] M [1, 1] = [1, 1]
X32 M F2(X3) = [1,+∞] M [1, 11] = [1, 11]
X33 M F3(X3) = [1,+∞] M [1, 10] = [1, 10]
X34 M F4(X3) = [2,+∞] M [2, 11] = [2, 11]
X35 M F5(X3) = [11,+∞] M [11, 11] = [11, 11]
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Puis avec une ite´ration de Kleene supple´mentaire on trouve :
X41 = [1, 1]
X42 = [1, 11]
X43 = [1, 10]
X44 = [2, 11]
X45 = [11, 11]
On retrouve exactement le point fixe solution de l’exemple 3.2.
La combinaison de ces deux techniques peut de´grader la qualite´ du point fixe ge´ne´re´ par
l’ite´ration de Kleene acce´le´re´e, il se peut que, dans certains cas, l’algorithme retourne un
post-point fixe (F (X)  X) ou que le point fixe retourne´ par l’algorithme ne soit pas le plus
petit point fixe. De plus, d’un point de vue pratique, les ope´rateurs de widening et narrowing
sont difficiles a` mettre en oeuvre. La difficulte´ augmente avec la complexite´ des ope´rations de
treillis et les ope´rations de cloˆture utilise´es.
Exemple 3.7
Dans cet exemple, nous nous inte´ressons a` une imple´mentation du filtre de Butterworth d’ordre
un [But30] 1.
x1 =0;
y =0;
assume 1<=u<=2; [ 1 ]
whi l e [ 2 ] ( t rue ){
xn1 = 0.9048∗ x1 +0.9524∗u ;
y = 0.09524∗ x1 +0.4762∗u ;
x1 = xn1 ; [ 3 ]
}
X1 = {0} × {0}
X2 = X1 ∪X3
X3 = T (X2)
Il est facile de voir que les valeurs des variables x1 et y sont toujours positives et comme
initialement, x1 et y sont nuls, la borne infe´rieure des valeurs prises par x1 et y est 0. Nous
nous utilisons la me´thode d’interpre´tation abstraite pour analyser les bornes supe´rieures des
variables x1 et y. La fonction T a` prendre en compte est donc la fonction qui a` (x1, y) associe :(
0.9048 0
0.09524 0
)(
x1
y
)
+
(
0.9524 ∗ u
0.4762 ∗ u
)
Si on effectue une ite´ration de Kleene, on trouve en 327 ite´rations au point de controˆle 2 :
0 ≤ x1 ≤ 20.008 et 0 ≤ y ≤ 2.0008.
Conside´rons maintenant un e´largissement avec seuil uniquement sur la variable x1 en
prenant T = {1, 2, 4, 8, 16, 32}. On trouve en remplac¸ant l’union par l’ope´rateur d’e´largisse-
ment avec seuil : 0 ≤ x1 ≤ 32 et 0 ≤ y. Apre`s 40 ite´rations descendantes, on obtient :
0 ≤ x1 ≤ 20.4966 et 0 ≤ y ≤ 2.0522.
Dans cet exemple, la me´thode de Kleene avec e´largissement combine´ avec des ite´rations
descendantes ne permet pas de retrouver le plus petit point fixe.
1. Je remercie Olivier Bouissou qui m’a propose´ cet exemple
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On peut citer e´galement, le travail de Leroux et Sutre [LS07a] sur les techniques d’ac-
ce´le´ration pour les proble`mes de controˆle de flot de donne´es. Le travail [LS07b] de´crit des
techniques d’acce´le´ration pour des programmes dont les tests sont des polye`dres convexes et
les affectations sont des translations.
3.2 Ite´ration sur les politiques
L’ite´ration sur les politiques est un algorithme utilise´ en the´orie du controˆle et en the´orie
des jeux. Pour de´crire cet algorithme, nous pre´sentons quelques types de jeux et la re´solution
du proble`me de calcul de la valeur du jeu par ite´ration sur les politiques.
3.2.1 Jeux stochastiques finis a` somme nulle
Mode`le originel de Shapley
Nous reprenons le cadre de Shapley [Sha53] qui a e´te´ le pre´curseur des jeux stochastiques.
Le jeu stochastique conside´re´ par Shapley est un jeu avec des probabilite´s d’arreˆt non nulles
a` chaque e´tat du jeu. Gillette [Gil57] a, par la suite, introduit un mode`le e´quivalent avec des
probabilite´s nulles d’arreˆts mais avec taux d’escompte.
Le jeu se de´roule sur un espace d’e´tats finis S = {1, . . . , n}. le jeu se de´roule avec deux
joueurs : le joueur J1 qui est un minimiseur et le joueur J2 qui est un maximiseur. A chaque
e´tat s ∈ S, le joueur J1 choisit une action a ∈ A(s) et le joueur J2 choisit une action b ∈ B(s).
De`s que, pour l’e´tat s, les actions a ∈ A(s) et b ∈ B(s) ont e´te´ annonce´es, le jeu passe de l’e´tat
s a` l’e´tat t avec une probabilite´ Pst(a, b) et le joueur J1 paie Rs(a, b) au joueur J2. Le jeu est
a` information comple`te : les deux joueurs observent les actions possibles de l’autre ainsi que
ses possibilite´s d’action, les deux joueurs observent e´galement les revenus de leurs actions. Le
jeu se re´pe`te infiniment (horizon infini) et le joueur J1 cherche a` minimiser le paiement final
tandis que le joueur J2 cherche a` maximiser ce paiement que nous de´finirons par la suite.
Jeux stochastiques a` information parfaite
Le mode`le du jeu a` information parfaite est un cas particulier de jeu stochastique : les
joueurs connaissent les de´cisions prises par l’autre joueur avant de jouer. Ainsi un joueur peut
donc utiliser cette information pour prendre ses de´cisions. Un jeu a` information parfaite est
donc se´quentiel au sens ou` une action b ∈ B(s) peut eˆtre choisie dans un ensemble b ∈ B(s, a)
ou a de´signe une action du joueur J1 a` l’e´tat s. Mathe´matiquement, la particularite´ de ce
type de jeu vient des ensembles d’actions des joueurs. Quitte a` ajouter des e´tats, on peut
supposer qu’a` chaque e´tat s, au moins l’un des ensembles A(s) ou B(s) est un singleton. Si les
deux ensembles A(s) et B(s) sont des singletons, l’e´tat s n’est controˆle´ par aucun des deux
joueurs. L’espace d’e´tats peut ainsi eˆtre de´compose´ en trois ensembles disjoints S0, S1 et S2,
ces ensembles repre´sentant respectivement les e´tats non controˆle´s, les e´tats controˆle´s par J1
et les e´tats controˆle´s par J2. Nous reviendrons sur les jeux a` information parfaite a` la fin de
cette the`se.
Ces jeux apparaissent souvent en informatique, on peut citer Gimbert [Gim06] pour son
travail sur les jeux stochastiques a` information parfaite pour des jeux d’atteignabilite´ et les
jeux positionnels.
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Mode`le a` un joueur
Le mode`le du jeu a` un seul joueur est appele´ processus de de´cision markovien (MDP en
anglais). Le mode`le a` un joueur est le cas particulier d’un jeu stochastique a` information
parfaite ou` les ensembles d’actions B(s) sont des singletons pour tous les e´tats s ∈ S, le
deuxie`me joueur ne controˆle aucun e´tat, ne prend pas de de´cision. Pour plus de de´tails sur
les proble`mes de controˆle stochastique, le lecteur pourra consulter [Put94].
Politiques
En the´orie des jeux, il peut eˆtre utile de jouer une probabilite´ sur les actions plutoˆt que
de jouer une action particulie`re. On de´finit ainsi les actions mixtes :
De´finition 3.3 (Action mixte)
Soit s ∈ S. Une action mixte x, pour le joueur J1, est une probabilite´ sur l’ensemble
A(s) des actions disponibles a` l’e´tat s. Nous notons ∆(A(s)) l’ensemble des actions mixtes
sur A(s). On de´finit de meˆme, les actions mixtes du joueur J2 et on note ∆(B(s)) l’ensemble
des actions mixtes sur B(s).
Remarque 3.1 (Action pure) Pour chaque e´tat, l’ensemble des actions mixtes contient
l’ensemble des actions disponibles (que l’on appelle actions pures). En effet, une masse de
Dirac est une probabilite´ qui charge un unique point et donc une masse de Dirac est une
action mixte qui charge une unique action et donc est assimile´e a` une certaine action.
Pour un couple d’actions mixtes (x, y) ∈ ∆(A(s)) × ∆(B(s)), on associe de nouveaux
paiements et probabilite´s de transition :
R˜s(x, y) =
card(A(s))∑
l=1
card(B(s))∑
m=1
xily
i
mRs(al, bm)
P˜st(x, y) =
card(A(s))∑
l=1
card(B(s))∑
m=1
xily
i
mPst(al, bm) .
Les vecteurs R˜s(x, y) et P˜st(x, y) sont appele´s extension mixte.
On introduit maintenant la notion de politique qui sont des vecteurs d’actions. Une poli-
tique permet de regarder les de´cisions des joueurs a` chaque date sans se focaliser directement
sur l’e´tat courant du jeu.
De´finition 3.4 (Politiques)
Une politique pour le joueur J1 est une application pi : S 7→ A = δ(
⋃
s∈S
A(s)) telle que
pi(s) := pis(a) = 0 si a /∈ A(s), pis(a) ≥ 0 pour tout a ∈ A(s) et
∑
a∈A(s)
pis(a) = 1.
Une politique peut eˆtre vue comme un profil d’actions pour les joueurs. On note Π1
l’ensemble des politiques du joueur J1. De meˆme, on de´finit et on note Π2 l’ensemble des
politiques du joueur J2. On note B l’union de toutes les actions disponibles de J2. Une
politique pi est dite pure si, pour tout s ∈ S, pi(s) est une masse de Dirac c’est-a`-dire, il existe
a ∈ A(s), tel que pis(a) = 1 et pis(a′) = 0 pour tout a′ ∈ A(s) diffe´rent de a.
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Strate´gies
Puisque le jeu est re´pe´te´, nous nous inte´ressons a` une suite de de´cisions. Les de´cisions
prises peuvent de´pendre du temps ou de la suite des de´cisions prises pre´ce´demment. Les deux
joueurs savent que le jeu de´bute a` l’e´tat initial s0 et a` chaque date k, J1, J2 choisissent
respectivement une politique pik et pi′k et des actions ak et bk sont tire´es.
Nous introduisons ainsi la notion d’histoire : pour une date k ≥ 1, l’histoire passe´e est hk =
((s0, a0, b0), (s1, a1, b1), . . . , (sk−1, ak−1, bk−1, sk) ou` sj de´signe la suite (processus ale´atoire)
d’e´tat du jeu et aj (resp. bj) la suite (processus ale´atoire) d’actions du joueur J1 (resp. J2).
On note Hk l’ensemble des histoires de longueur k, qui est formellement repre´sente´ par le
produit carte´sien (S × A × B)k−1 × S puis H =
⋃
k∈N
Hk l’ensemble de toutes les histoires de
longueur finie et enfin H∞ l’ensemble (S×A×B)N∗ . On peut maintenant de´finir les paiements
a` partir de cette espe´rance.
De´finition 3.5 (Strate´gie)
Une strate´gie pour le joueur J1 (resp. J2) est une application σ (resp. τ) de H dans Π1
(resp. Π2).
S’il existe pi ∈ Π1, tel que pour tout t ≥ 1, pour tout h ∈ Ht, σ(ht) = pi, on dit que
la strate´gie est stationnaire. Jouer une strate´gie stationnaire signifie que le joueur choisit sa
politique uniquement par rapport a` l’e´tat et inde´pendamment du temps.
On note S l’ensemble des strate´gies de J1 et T l’ensemble des strate´gies de J2. D’apre`s le
the´ore`me de Ionescu-Tulcea, un e´tat initial s et un couple de strate´gies (σ, τ) de´finit une unique
mesure de probabilite´ Ps(σ, τ) sur H∞ muni de la tribu produit, on note Eσ,τs l’espe´rance
associe´e.
Paiements
En horizon infini, le couˆt est actualise´, a` chaque date k, le couˆt est multiplie´ par un facteur
β ∈]0, 1[ appele´ taux d’escompte. Le taux d’escompte β permet de donner plus d’importance
aux actions pre´sentes que futures, d’un point de vue mathe´matique, il permet d’assurer l’ex-
istence et l’unicite´ de la solution. D’autres types de paiement existent mais nous nous con-
centrons uniquement sur les paiements a` taux d’escomptes qui ont e´te´ initialement conside´re´s
par Shapley.
De´finition 3.6 (Paiement escompte´)
Pour un couple de strate´gie (σ, τ), on de´finit le paiement escompte´ comme l’espe´rance
de la se´rie des paiements quotidiens actualise´s par un taux d’escompte β sous la probabilite´
de´finie par le couple (σ, τ). En notant σ = (pi1, pi2, . . .) et τ = (ρ1, ρ2, . . .).
Eσ,τs
( ∞∑
k=0
βk+1R˜sk(pi
k+1(sk), ρk+1(sk))
)
. (3.1)
Le paiement escompte´ est donc une fonction qui de´pend de l’e´tat initial du jeu.
Remarque 3.2 Comme nous le disions plus toˆt, il existe d’autres fonction de paiement,
comme le paiement moyen, on s’inte´resse dans ce cas au paiement moyen ”quotidien”. Maitra
et Sudderth [MS96, Chapter 7] ont aussi exprime´ la valeur a` partir de paiements lim sup, ou`
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la se´rie de 3.1 est remplace´ par la lim sup des paiements instantane´s. Le mode`le de Maitra et
Sudderth ne posse`de pas de taux d’escompte.
Le but des deux joueurs est de minimiser le paiement escompte´ pour le joueur J1 et de
le maximiser pour le joueur J2. Le joueur J1 e´value donc le paiement graˆce a` la fonction
inf-sup :
Vs = inf
σ
sup
τ
Eσ,τ
( ∞∑
k=0
βk+1R˜sk(pi
k+1(sk), ρk+1(sk))
)
. (3.2)
Le joueur J2 e´value donc le paiement graˆce a` la fonction sup-inf :
Vs = sup
τ
inf
σ
Eσ,τ
( ∞∑
k=0
βk+1R˜sk(pi
k+1(sk), ρk+1(sk))
)
. (3.3)
On a toujours Vs ≤ Vs et on dit que le jeu posse`de une valeur lorsque Vs = Vs = vs,
inde´pendamment de l’e´tat i initial et le vecteur v est appele´ valeur du jeu. Shapley dans [Sha53,
Theorem 3] a montre´ que les jeux stochastiques ont une valeur et a donne´ une me´thode
ite´rative pour calculer la valeur d’un jeu stochastique a` paiement escompte´.
On commence par de´finir l’ope´rateur de Shapley :
De´finition 3.7 (Ope´rateur de Shapley)
Soit β ∈ [0, 1[. L’ope´rateur de Shapley (escompte´) est l’ope´rateur F de Rn dans Rn de´fini
par :
Fi(v) = min
x∈∆(A(i))
max
y∈∆(B(i))
R˜i(x, y) + β
n∑
j=1
P˜ij(x, y)vj
= max
y∈∆(B(i))
min
x∈∆(A(i))
R˜i(x, y) + β
n∑
j=1
P˜ij(x, y)vj
(3.4)
L’e´galite´ de l’e´quation (3.4) lorsqu’on intervertit le min et le max n’est pas triviale et
de´coule d’un the´ore`me de minmax duˆ a` von Neumann [vN28]. De plus, le the´ore`me affirme
que les min et max sont atteints, ce qui signifie en the´orie des jeux que les joueurs ont des
actions optimales en tout e´tat. Par ailleurs, ce the´ore`me est valide uniquement pour les actions
mixtes, ce n’est plus vrai quand les joueurs choisissent des actions pures.
Remarque 3.3 L’interversion du min et du max pre´serve la valeur du minmax, on dit que
le jeu en un coup a une valeur.
The´ore`me 3.1 (Shapley [Sha53])
La valeur d’un jeu stochastique (escompte´) est l’unique point fixe de l’ope´rateur de
Shapley 3.7.
Le the´ore`me de Shapley permet e´galement de conclure que les joueurs ont des strate´gies
stationnaires optimales puisqu’il suffit de choisir les politiques qui atteignent le min et le max
pour v ∈ Rd tel que F (v) = v et choisir ces politiques a` chaque date pour obtenir un paiement
final optimal.
L’ope´rateur de Shapley est l’extension naturelle de l’ope´rateur de programmation dy-
namique de´fini en 1952 par Bellman [Bel52] pour les proble`mes de controˆle stochastique. Une
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version plus de´taille´e de ses travaux sur la the´orie de la programmation dynamique se trouve
dans [Bel57]. Toutefois, dans les proble`mes de controˆle stochastique, dans les mode`les a` taux
d’escompte, le joueur peut jouer de manie`re optimale en ne se´lectionnant que des actions
pures. L’e´quivalent de l’ope´rateur de Shapley pour les proble`mes de controˆle stochastique
porte le nom d’ope´rateur de programmation dynamique qui est de´fini pour chaque e´tat i ∈ S
par :
v 7→ Fi(v) =
 min
x∈A(i)
Ri(x) + β
n∑
j=1
Pij(x)vj
 . (3.5)
Le the´ore`me 3.1 de Shapley est e´galement une ge´ne´ralisation du principe de programma-
tion dynamique de Bellman qui affirme que la valeur du proble`me de controˆle stochastique
est l’unique point fixe de l’ope´rateur de programmation dynamique (3.5).
Dans les mode`les de jeux stochastiques en information parfaite les joueurs ont e´galement
des strate´gies optimales pures, l’ope´rateur de Shapley est donc de la forme :
v 7→ Fi(v) = min
x∈A(i)
max
y∈B(i)
Ri(x, y) + β
n∑
j=1
Pij(x, y)vj (3.6)
sachant que A(i) ou B(i) est un singleton.
Dans tous les cas, un min et un max (qui signifie que la borne infe´rieure et la borne
supe´rieure sont atteintes) apparaissent en raison de la finitude des espaces d’actions a` chaque
e´tat. On aurait pu e´galement mentionner les jeux a` espaces d’actions compacts avec des fonc-
tions de paiements et des transitions de probabilite´s semi-continues par rapport aux espaces
d’actions. Le the´ore`me de minmax qui existe a` ce niveau de ge´ne´ralite´ est duˆ a` Sion [Sio58].
3.2.2 Calcul de la valeur d’un jeu stochastique
Soit F : Rn 7→ Rn une application posse´dant un unique point fixe telle que :
F = inf
pi∈Π
fpi (3.7)
ou` Π est un espace fini assimile´ a` l’espace des politiques et fpi sont des applications
croissantes de Rn dans Rn, posse´dant un unique point fixe. Puisque Π de´signe un espace de
politiques alors Π = ∆(
⋃
i
A(i)) ou` A(i) de´signe les actions disponibles a` l’e´tat i, de plus,
pi ∈ Π implique que pii ∈ ∆(A(i)), et donc de manie`re e´quivalente, on peut re´e´crire (3.7) :
Fi = inf
pi∈Π
fpiii (3.8)
Dans le cadre du controˆle stochastique, F est l’ope´rateur de programmation dynamique
et les fonctions fpi sont les applications de coordonne´es : v 7→ Rpi + βP piv, et dans le cadre
des jeux stochastiques, F est l’ope´rateur de Shapley et les fonctions fpi sont les applications
de coordonne´e : v 7→ max
b∈∆(B(i))
R
pi(i)b
i + βP
pi(i)b
i v, on peut remplacer ∆(A(i)) et ∆(B(i)) par
A(i) et B(i) pour les jeux a` information parfaite.
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Algorithme de Shapley et ite´rations sur les valeurs
L’ope´rateur de Shapley est un ope´rateur contractant au sens strict pour la norme infinie
c’est-a`-dire ‖F (x)− F (y)‖ ≤ β‖x− y‖ ou` β est le taux d’escompte et donc appartient a` [0, 1[.
Ceci implique, par le the´ore`me de point fixe de Banach, que F admet un unique point fixe
que l’on note v∞. De plus, ce point fixe se calcule en ite´rant l’ope´rateur de Shapley. Soit ε > 0
petit. On de´duit naturellement un algorithme appele´ algorithme de Shapley :
Algorithme 2: Algorithme de Shapley
de´but
Choisir k = 0, v0;
tant que ‖vk+1 − vk‖∞ ≥ ε faire
vk+1 = F (vk);
k = k + 1;
Choisir pour tout i, pi(i) ∈ arg min
a∈A(i)
fai (v∞);
L’algorithme de Shapley est l’extension de l’ite´ration sur les valeurs pour les proble`mes
de controˆle stochastique : pour l’ite´ration sur les valeurs, l’ope´rateur F est l’ope´rateur de
programmation dynamique. L’ope´rateur de programmation dynamique ayant les meˆmes pro-
prie´te´s de contraction, l’ite´ration sur les valeurs calcule son unique point fixe.
Le temps de calcul de´pend tre`s fortement de la fonction valeur initiale. L’algorithme est
efficace si on a de´ja` ”une estimation”de la fonction valeur. En pratique, l’ope´rateur de Shapley
est lent et couˆteux puisqu’il faut re´soudre un jeu matriciel (les espaces d’actions sont finis)
a` deux joueurs a` chaque ite´ration. En effet, pour re´soudre un jeu matriciel a` deux joueurs, il
faut commencer par de´terminer si les joueurs ont des actions pures optimales, si ce n’est pas
le cas, il faut calculer des actions mixtes optimales, ce qui se fait par programmation line´aire.
Programmation line´aire
Pour le proble`me de jeux a` un joueur, il est possible de calculer la fonction valeur par
programmation line´aire.
Max
∑
i∈S
vi
s.c vi ≤ Ri(a) + β
∑
j∈E
Pij(a)vj
∀i ∈ E, ∀a ∈ A(i)
On peut minimiser a` la place de maximiser, ce changement entraˆınerait un renversement
des ine´galite´s pour les contraintes. Le calcul de la valeur d’un jeu matriciel peut e´galement
s’effectuer par programmation line´aire, pour les de´tails sur les programmes line´aires a` re´soudre
le lecteur peut consulter [Vor77].
On peut aussi remarquer que, pour les jeux a` deux joueurs, en fixant une strate´gie du joueur
J1, le proble`me de jeu devient un proble`me de jeu a` un joueur et on utilise la programmation
line´aire pour re´soudre ce jeu. L’ite´ration sur les politiques propose´e par Howard pour les jeux
stochastiques se base sur ce principe.
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Ite´rations sur les politiques
L’ite´ration sur les politiques a d’abord e´te´ construite pour les proble`mes de controˆle
stochastique par Howard [How60] puis e´tendu par Hoffman et Karp [HK66] pour les jeux
stochastiques. Nous pre´sentons uniquement cette dernie`re.
De´finition 3.8 (Proprie´te´ de se´lection)
La fonction F posse`de la proprie´te´ de se´lection si pour tout x ∈ Rd, il existe une strate´gie
pi ∈ Π qui atteint l’infimum dans 3.7. En d’autres termes :
∀x ∈ Rd ∃pi ∈ Π tel que F (x) = fpi(x)
La proprie´te´ de se´lection est satisfaite quand les espaces d’actions du joueur J1 sont finis,
cette proprie´te´ demeure vraie dans les jeux a` espaces d’e´tats compacts lorsque les paiements
et les probabilite´s de transitions sont semi-continus infe´rieurement par rapport aux actions
du minimiseur.
Algorithme 3: Ite´ration sur les politiques en jeux
de´but
Choisir pi0 ∈ Π, k = 0;
tant que x 6= F (x) faire
Calculer xk tel que fpi
k
(xk) = xk;
Evaluer F (xk);
si F (xk) = xk alors
Retourner xk
sinon
prendre pik+1 tel que F (xk) = fpi
k+1
(xk)
k=k+1;
Il existe bien e´videmment d’autres algorithme pour re´soudre un proble`me de controˆle ou
un jeu stochastique escompte´. Une pre´sentation de quelques algorithmes pour re´soudre des
jeux stochastiques peut se trouver dans [FR91]. Condon propose quant a` elle des algorithmes
pour des jeux stochastiques a` information parfaite [Con93]. Enfin, un recueil d’algorithmes
de re´solution de proble`mes de jeux stochastiques a` un joueur peut eˆtre trouve´ dans [Put94].
Nous terminons la pre´sentation de l’ite´ration sur les politiques dans le cadre des jeux en
pre´sentant un tableau a` la figure 3.3 qui e´voque l’analogie entre les proble`mes de points fixes
qui apparaissent en jeux et les proble`mes de jeux d’interpre´tation abstraite.
Jeux stochastiques Interpre´tation abstraite
Syste`mes dynamiques programme
Ope´rateur de Shapley Fonction se´mantique abstraite
Proble`me a` horizon n n pas logiques
Limite de la valeur a` horizon n Bornes optimales
Ite´ration sur les valeurs Ite´ration de Kleene
Figure 3.3 – Analogie entre les jeux stochastiques et l’interpre´tation abstraite
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3.2.3 Extension a` l’analyse statique
Un algorithme d’ite´ration sur les politiques a e´te´ introduit en analyse statique par Gaubert,
Goubault et al dans [CGG+05]. L’algorithme d’ite´ration sur les politiques a e´te´ e´tendu pour
les treillis complets. L’ope´rateur de programmation dynamique n’est donc plus ne´cessairement
contractant mais conservant sa croissance, il posse`de un point fixe. Les avantages de l’ite´ration
sur les politiques :
– ne ne´cessite pas d’ope´rateur d’e´largissement
– retourne a` chaque ite´ration un post-point fixe et peut donc eˆtre stoppe´e a` une chaque
ite´ration.
Algorithme 4: Ite´ration sur les politiques en analyse statique
de´but
Soit k = 1, choisir pik, fpi
k
;
tant que xk 6= f(xk) faire
Calculer le plus petit point fixe xk de f
pik ;
Evaluer f(xk);
si f(xk) = xk alors
retourner xk
sinon
prendre pik+1 tel que f(xk) = f
pik+1(xk);
k = k + 1
Dans le treillis des intervalles
Dans le domaine des intervalles, les politiques sont donne´es par les test. Quitte a` ajouter
des ope´rations no op dans le graphe de flot de controˆle, on peut toujours supposer que les
ope´rateurs d’intersections ne sont compose´s que de deux ope´randes. De plus, l’intersection de
deux intervalles [a, b] et [c, d], si elle n’est pas vide, est l’un des quatre intervalles suivant :
[a, b], [c, d], [a, d], [c, b]
Ce choix de quatre intervalles va fournir l’ensemble d’actions disponibles a` un point de
controˆle repre´sentant une intersection.
Pour des proble`mes lie´s a` la croissance de la fonction, on e´crira une variable intervalle xi
de la manie`re : [−x−i , x+i ]. En effet, si on conserve la notation habituelle d’un intervalle, on
obtient [a, b] ⊆ [c, d] e´quivaut a` c ≤ a et b ≤ d ce qui signifie que la fonction du treillis des
intervalles vers R2 qui a` un intervalle associe les bornes n’est pas croissante.
Exemple 3.8 (Nouvelles re`gles de calcul dans le domaine des intervalles)
– Si x0 = [1, 2] alors x
−
0 = −1 et x+0 = 2.
– Si x1 = x2 + [1, 2] alors −x−1 = −x−2 + 1 et x+1 = x+2 + 2 ce qui e´quivaut a` x−1 = x−2 − 1
et x+1 = x
+
2 + 2.
– Si x3 = x1 ∪ x2 alors −x−3 = min(−x−1 ,−x−2 ) et x+3 = max(x+1 , x+2 ) d’ou` −x−3 =
−max(x−1 , x−2 ) et x+3 = max(x+1 , x+2 ) et finalement x−3 = max(x−1 , x−2 ) et x+3 = max(x+1 , x+2 ).
– Si x3 = x1 ∩ x2 alors −x−3 = max(−x−1 ,−x−2 ) et x+3 = min(x+1 , x+2 ) d’ou` −x−3 =
−max(x−1 , x−2 ) et x+3 = min(x+1 , x+2 ) et finalement x−3 = min(x−1 , x−2 ) et x+3 = min(x+1 , x+2 ).
59
CHAPITRE 3. ALGORITHMES DE POINT FIXES EN INTERPRE´TATION ABSTRAITE
De´finition 3.9 (Politiques dans le domaine des intervalles)
Une politique propose donc un choix entre quatre intervalles de`s qu’une ope´ration d’in-
tersection apparaˆıt dans la fonction se´mantique abstraite. Pour une intersection entre un
intervalle [−a, b] et [−c, d], on associe les politiques suivantes :
– ll (left left) : on choisit comme borne infe´rieure −a et comme borne supe´rieure b.
– lr (left right) : on choisit comme borne infe´rieure −a et comme borne supe´rieure d.
– rl (right left) : on choisit comme borne infe´rieure −c et comme borne supe´rieure b.
– rr (right right) : on choisit comme borne infe´rieure −c et comme borne supe´rieure d.
Lorsqu’on choisit une politique, une fonction sans intersection (min) est alors se´lectionne´e.
Cette nouvelle fonction contient uniquement des affectations et des unions (max). Comme,
dans l’ite´ration sur les politiques de la the´orie des jeux, de`s qu’une politique pour le minimiseur
est annonce´e, le proble`me devient un jeu a` un joueur qu’il faut re´soudre. Dans la the´orie
classique, un jeu a` un joueur peut se re´soudre par ite´ration sur les valeurs ou par ite´ration
sur les politiques ou par programmation line´aire. Dans un premier temps, Gaubert, Goubault
et al dans [CGG+05], en analyse statique, calculaient le plus petit point fixe d’une fonction
associe´e a` une politique par ite´ration de Kleene, mais ont, par la suite, dans [GGTZ07] utilise´
la programmation line´aire pour ce calcul.
De´finition 3.10 (Heuristique de choix de la politique initiale dans les intervalles)
Pour choisir une strate´gie initiale dans les intervalles, on hie´rarchise les politiques, l’ordre
de pre´fe´rence est :
1. Les bornes constantes ;
2. Les bornes variables ;
3. Les bornes infinies.
Dans le cas ou` les deux bornes infe´rieures (supe´rieures) sont variables, on prend la borne de
gauche (pour e´viter un choix ale´atoire).
Exemple 3.9 (Exemple introductif)
Nous reprenons, le programme de l’exemple 2.31.
La fonction se´mantique concre`te peut eˆtre re´duite a` :
F1(x) = [1, 1]
F2(x) = ([1, 1] ∪ (x2 + 1))∩]−∞, 10]
F3(x) = x2 + 1
F4(x) = ([1, 1] ∪ (x2 + 1)) ∩ [11,+∞[
D’apre`s les re`gles de calcul sur les intervalles de´crites a` l’exemple 3.8, on obtient :(
F1(x)
−, F1(x)+
)
= (−1, 1)(
F2(x)
−, F2(x)+
)
=
(
max(x−2 − 1,−1),min{10,max(1, x+2 + 1)}
)(
F3(x)
−, F3(x)+
)
=
(
x−2 − 1, x+2 + 1
)(
F4(x)
−, F4(x)+
)
=
(
min{−11,max(x−2 − 1,−1)},max(1, x+2 + 1)
)
Au point de controˆle 2 et 4, un min apparaˆıt, il faut donc faire un choix pour initialiser
l’ite´ration sur les politiques, nous utilisons l’heuristique classique et nous initialisons a` partir
des constantes et donc nous commenc¸ons par la politique lr pour le point 2 et rl pour le point
4, c’est-a`-dire la fonction :
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(
f1(x)
−, f1(x)+
)
= (−1, 1)(
f2(x)
−, f2(x)+
)
=
(
max(x−2 − 1,−1), 10
)(
f3(x)
−, f3(x)+
)
=
(
x−2 − 1, x+2 + 1
)(
f4(x)
−, f4(x)+
)
= (−11,max(1, x2 + 1))
Il faut calculer le plus petit point fixe de f , nous utilisons la programmation line´aire et
nous cherchons a` re´soudre :
Min
4∑
i=1
(x+i + x
−
i ) s. c fj(x)
− ≤ x−j et fj(x)+ ≤ x+j , ∀j = 1, 2, 3, 4
ou encore :
Min
4∑
i=1
(x+i + x
−
i )
−1 ≤ x−1 1 ≤ x+1
−1 ≤ x−2 10 ≤ x+2
x−2 − 1 ≤ x−2 x+2 + 1 ≤ x+3
x−2 − 1 ≤ x−3 1 ≤ x+4
−11 ≤ x−4 x+2 + 1 ≤ x+4
On trouve : (
x−1 , x
+
1
)
= (−1, 1)(
x−2 , x
+
2
)
= (−1, 10)(
x−3 , x
+
3
)
= (−2, 11)(
x−4 , x
+
4
)
= (−11, 11)
et comme :(
F1(x)
−, F1(x)+
)
= (−1, 1)(
F2(x)
−, F2(x)+
)
=
(
max(x−2 − 1,−1),min{10,max(1, x+2 + 1)}
)
= (−1, 10)(
F3(x)
−, F3(x)+
)
=
(
x−2 − 1, x+2 + 1
)
= (−2, 11)(
F4(x)
−, F4(x)+
)
=
(
min{−11,max(x−2 − 1,−1)},max(1, x+2 + 1)
)
= (−11, 11)
La solution x est donc un point fixe de la fonction F et l’ite´ration sur les politiques
se termine en retournant cette solution. L’invariant pour le programme est donc le vecteur
d’intervalles :
x1 = [1, 1]
x2 = [1, 10]
x3 = [2, 11]
x4 = [11, 11]
Exemple 3.10 (Exemple avec changement de politique)
Nous introduisons un nouveau programme :
x = 0 ; [ 1 ]
whi l e (x<=100) [ 2 ] {
x=10+0.5∗x ; [ 3 ]
} [ 4 ]
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La fonction se´mantique concre`te peut eˆtre re´duite a` :
F1(x) = [0, 0]
F2(x) = ([0, 0] ∪ (10 + 0.5x2))∩]−∞, 100]
F3(x) = 10 + 0.5x2
F4(x) = ([0, 0] ∪ (10 + 0.5x2)) ∩ [101,+∞[
D’apre`s les re`gles de calcul sur les intervalles de´crites a` l’exemple 3.8, on obtient :(
F1(x)
−, F1(x)+
)
= (0, 0)(
F2(x)
−, F2(x)+
)
=
(
max(0.5x−2 − 10, 0),min{100,max(0, 10 + 0.5x+2 )}
)(
F3(x)
−, F3(x)+
)
=
(
0.5x−2 − 10, 10 + 0.5x+2
)(
F4(x)
−, F4(x)+
)
=
(
min{−101,max(0.5x−2 − 10, 0)},max(0, 10 + 0.5x+2 )
)
Au point de controˆle 2 et 4, un min apparaˆıt, il faut donc faire un choix pour initialiser
l’ite´ration sur les politiques, nous utilisons l’heuristique classique et nous initialisons a` partir
des constantes et donc on commence par la politique lr pour le point 2 et rl pour le point 4 :(
f1(x)
−, f1(x)+
)
= (0, 0)(
f2(x)
−, f2(x)+
)
=
(
max(0.5x−2 − 10, 0), 100
)(
f3(x)
−, f3(x)+
)
=
(
0.5x−2 − 10, 0.5x+2 + 10
)(
f4(x)
−, f4(x)+
)
=
(−101,max(0, 0.5x+2 + 10)))
Il faut calculer le plus petit point fixe de f , nous utilisons la programmation line´aire et
nous cherchons a` re´soudre :
Min
4∑
i=1
(x+i + x
−
i ) s. c fj(x)
− ≤ x−j et fj(x)+ ≤ x+j ∀j = 1, 2, 3, 4
ou encore :
Min
4∑
i=1
(x+i + x
−
i )
0 ≤ x−1 0 ≤ x+1
0 ≤ x−2 100 ≤ x+2
0.5x−2 − 10 ≤ x−2 10 + 0.5x+2 ≤ x+3
0.5x−2 − 10 ≤ x−3 0 ≤ x+4
−101 ≤ x−4 10 + 0.5x+2 ≤ x+4
On trouve : (
x−1 , x
+
1
)
= (0, 0)(
x−2 , x
+
2
)
= (0, 100)(
x−3 , x
+
3
)
= (−10, 60)(
x−4 , x
+
4
)
= (−101, 60)
et comme :(
F1(x)
−, F1(x)+
)
= (0, 0)(
F2(x)
−, F2(x)+
)
=
(
max(0.5x−2 − 10, 0),min{100,max(0, 0.5x+2 + 10)}
)
= (0, 60)(
F3(x)
−, F3(x)+
)
=
(
x−2 − 1, x+2 + 1
)
= (−10, 60)(
F4(x)
−, F4(x)+
)
=
(
min{−101,max(0.5x−2 − 10, 0)},max(0, 0.5x+2 + 10)
)
= (−101, 60)
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On voit qu’a` la deuxie`me ligne, min{100,max(0, 0.5x+2 + 10)} 6= 100 et donc, la solution x
n’est pas un point fixe de la fonction F et il faut changer de politique, la valeur 60 est atteinte
par la fonction max(0, 0.5x+2 + 10) et donc on re´sout une nouveau proble`me de point fixe avec
la fonction : (
f1(x)
−, f1(x)+
)
= (0, 0)(
f2(x)
−, f2(x)+
)
=
(
max(0.5x−2 − 10, 0),max(0, 0.5x+2 + 10)
)(
f3(x)
−, f3(x)+
)
=
(
0.5x−2 − 10, 0.5x+2 + 10
)(
f4(x)
−, f4(x)+
)
=
(−101,max(0, 0.5x+2 + 10)))
et par programmation line´aire on trouve le vecteur :(
x−1 , x
+
1
)
= (0, 0)(
x−2 , x
+
2
)
= (0, 60)(
x−3 , x
+
3
)
= (−10, 60)(
x−4 , x
+
4
)
= (−101, 60)
Ce vecteur est e´galement un point fixe de F , l’ite´ration sur les politiques se termine en re-
tournant cette solution. On conclut que l’invariant du programme est le vecteur d’intervalles :
x1 = [0, 0]
x2 = [0, 60]
x3 = [10, 60]
x4 = ∅
L’invariant calcule´ permet de savoir que le programme boucle a` l’infini et que le point de
controˆle 4 n’est jamais atteint.
Dans les zones et gabarits de Sankaranarayanan
L’ite´ration sur les politiques a e´te´ e´tendue par Taly et al [GGTZ07] aux travaux de
Mine´ [Min04] et Sankaranarayanan et al [SSM05]. Nous de´crivons brie`vement la me´thode
dans ce paragraphe mais nous reviendrons sur la me´thode d’ite´rations sur les politiques dans
les zones et gabarits de Sankaranarayanan dans le chapitre 5. Nous verrons que les invari-
ants, dans ces domaines, sont calcule´s en re´solvant des proble`mes d’optimisation line´aire avec
contraintes (line´aires). Une me´thode classique d’optimisation est de ”dualiser” le proble`me.
Cette dualisation (lagrangienne) remplace le proble`me de maximisation duˆ a` la recherche
d’invariant par un proble`me de minimisation. Les variables ”duales” donnent l’ensemble des
politiques. De plus, on sait qu’en optimisation line´aire, l’ensemble des solutions d’un proble`me
sous contraintes se trouvent sur les sommets du polye`dre des contraintes et donc en nombre
fini. L’ensemble des politiques est, par conse´quent, l’ensemble de sommets du polye`dre des
contraintes du proble`me dual.
3.3 Ite´ration max-strate´gies
On peut mentionner e´galement les travaux de H. Seidl et de T. Gawlitza [GS07a, GS07b].
Ce type d’ite´ration est une ite´ration sur les politiques croissante. La me´thode consiste a`
calculer le plus petit point fixe de la fonction se´mantique abstraite en conside´rant les unions
plutoˆt que les intersections comme politiques. L’initialisation de la me´thode se fait en assignant
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−∞ pour toutes les variables puis de la meˆme manie`re que l’ite´ration sur les politiques sur les
min, la fonction atteignant le max est se´lectionne´e et le plus grand point fixe de la fonction
est calcule´e. L’inconve´nient de cette me´thode est qu’une suite croissante de points est calcule´e
mais sous-approxime le plus petit point fixe de la fonction se´mantique abstraite, la me´thode
ne donne aucune information pertinente tant que le plus petit point fixe n’est pas atteint.
L’avantage est que par cette me´thode le plus petit point fixe est atteint si l’ite´ration termine.
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Deuxie`me partie
Domaines nume´riques abstraits des
sous-niveaux

CHAPITRE 4
DOMAINES DES SOUS-NIVEAUX
Au chapitre 2, nous avons vu que le proble`me 2.1 n’e´tait pas calculable en ge´ne´ral. Une
me´thode classique de l’analyse statique pour pouvoir calculer une sur-approximation valide
est l’interpre´tation abstraite. Dans ce chapitre, nous prenons Gd = Rd et nous conside´rons le
proble`me 2.1 comme un proble`me d’optimisation continue. Une me´thode classique de l’opti-
misation est de relaˆcher le proble`me lorsque celui-ci n’est pas re´alisable. Il s’agit de re´soudre
un nouveau proble`me d’optimisation ou` la fonction a` minimiser (appele´e aussi fonction ob-
jectif) est plus grande, au sens fonctionnel, que la fonction objectif du proble`me initial et ou`
l’ensemble de contraintes est plus fin (c’est-a`-dire contient moins d’e´le´ments). Dans le prob-
le`me 2.1, la fonction objectif est l’identite´ Id, l’ensemble des contraintes est compose´ de deux
contraintes :
X ∈ ℘(Rd)n+1 (4.1)
FC(X) ⊆ X (4.2)
Nous pouvons construire un proble`me relaˆche´ en conservant comme une fonction objectif
l’identite´, mais en choisissant deux ensembles, le premier inclus dans ℘(Rd)n+1, le deuxie`me
inclus dans {X ∈ ℘(Rd)n+1 | FC(X) ⊆ X}. La contrainte (4.1), peut eˆtre relaˆche´e en fixant
la forme ge´ome´trique des contraintes. Cette forme ge´ome´trique est, en fait, la concre´tisation
d’e´le´ments d’un domaine abstrait Da. Ainsi la contrainte (4.2) peut eˆtre rendue plus fine, en
conside´rant une application F sur le domaine abstrait, telle que la concre´tisation des e´le´ments
ve´rifiant {X ∈ Dn+1a | X = F (X)} satisfait les contraintes (4.1) et (4.2).
Dans ce chapitre, il est question de ge´ne´raliser le travail de Sankaranarayan, Sipma
et Manna [SSM05] sur les gabarits line´aires. Le domaine des gabarits line´aires consiste a`
se donner un nombre fini de formes line´aires qui de´finissent les faces d’un polye`dres, la
forme ge´ome´trique est donc un certain polye`dre. Suivant l’ide´e de Sankaranarayan, les formes
ge´ome´triques sont, e´galement de´termine´es a` partir d’un ensemble non ne´cessairement fini de
fonctions de base non ne´cessairement line´aires.
Ainsi, les parties de Rd que l’on conside`re sont les intersections de sous-niveaux des fonc-
tions de cette base. On s’inte´resse e´galement aux ensembles de lignes de niveaux sur ces
fonctions de base.
CHAPITRE 4. DOMAINES DES SOUS-NIVEAUX
Dans la section 4.1, nous commenc¸ons par de brefs rappels d’analyse convexe. Dans la
section 4.2, nous de´finissons plus formellement les concre´tisations ge´ome´triques ainsi que les
e´le´ments du domaine abstrait. Dans la section 4.3, nous construisons les treillis ne´cessaires
aux calculs des invariants nume´riques. Enfin, dans la section 4.4, nous pre´senterons quelques
ensembles de fonctions de base utiles en interpre´tation abstraite.
4.1 Rappels d’analyse convexe
Nous rappelons quelques notions de base sur la convexite´, pour plus de de´tails en dimension
finie, le lecteur est invite´ a` consulter [Roc96]. Ici l’ensemble E de´signe un espace vectoriel
re´el, l’addition et la multiplication scalaire sont donc de´finies au sens de cet espace vectoriel.
L’ensemble F de´signe un espace topologique, les sous-ensembles ferme´s sont de´finis a` partir
de cette topologie. Dans cette partie, les fonctions sur E sont toutes a` valeurs re´elles.
Nous rappelons qu’un ensemble convexe contient tous ses segments, plus formellement :
De´finition 4.1 (Ensembles convexes)
Un ensemble C ⊆ E est convexe si, pour tout x, y ∈ C, pour tout λ ∈]0, 1[, λx+(1−λ)y ∈
C.
Remarque 4.1 Par convention, l’ensemble vide est convexe.
Exemple 4.1
Un ensemble convexe contient tous ses segments, ceci est illustre´ par l’ellipse de la figure 4.1
x1
y1
x2 y2
Figure 4.1 – Une ellipse est un ensemble convexe
Une fonction convexe est caracte´rise´e par le fait que les images de segments sont plus
petites que les segments image.
De´finition 4.2 (Fonctions convexes)
Une fonction f sur E est convexe si pour tout x, y ∈ E, pour tout λ ∈]0, 1[,
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y).
Exemple 4.2
La fonction x :7→ 1
4
x2 est une fonction convexe. L’ine´galite´ de convexite´ est illustre´e par la
figure 4.2.
De´finition 4.3 (Fonctions concaves)
Une fonction f est concave si −f est une fonction convexe.
La convexite´ d’une fonction est e´quivalente a` la convexite´ d’un ensemble lie´ a` la fonction
appele´ l’e´pigraphe.
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f(0
)
f(2
)
λf(0) + (1− λ)f(2)
f(λ0 + (1− λ)2)
Figure 4.2 – Ine´galite´ de convexite´
De´finition 4.4 (Epigraphe)
Soit f une fonction sur E. On appelle e´pigraphe de f , l’ensemble note´ epi(f) de´fini par
{(x, α) ∈ Rd × R | f(x) ≤ α}
Exemple 4.3
Nous reprenons la fonction f convexe de l’exemple 4.2. L’e´pigraphe de f est la partie grise´e
de la figure 4.3.
epi(f)
Figure 4.3 – L’e´pigraphe de la fonction f
Proposition 4.1 (Fonction convexe et e´pigraphe)
Une fonction sur E est convexe si et seulement si son e´pigraphe est un sous-ensemble
convexe de E × R.
Graˆce a` cette caracte´risation, on en de´duit les proprie´te´s suivantes :
Proprie´te´ 4.1 (Ope´rations sur les fonctions convexes)
1. Soient I un ensemble fini, {fi}i∈I une famille de fonctions convexes et (λi)i∈I une
famille finie de nombres re´els positifs alors
∑
i∈I
λifi est une fonction convexe.
2. Soit {fi}i∈I une famille quelconque de fonctions convexes alors sup
i∈I
fi est une fonction
convexe.
Pour minimiser une fonction, on peut s’inte´resser a` une classe d’ensembles de points dont
l’image ne de´passe un certain re´el.
De´finition 4.5 (Sous-niveaux)
Soit f une fonction de E et soit α ∈ R, on appelle sous-niveau de f au niveau α,
l’ensemble Sα(f) = {x ∈ E | f(x) ≤ α}.
Exemple 4.4
Le sous-niveau de la fonction convexe x 7→ x2 au niveau α = 1 est de´crit par la figure 4.4.
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p(x) = x2
α = 1
{x ∈ R | x2 ≤ 1}
Figure 4.4 – Le sous-niveau de la fonction carre´e pour α = 1
Proposition 4.2 (Fonctions convexes et sous niveaux)
Soit f une fonction convexe sur E. Pour tout α ∈ R, Sα(f) est un sous-ensemble convexe
de E.
En analyse convexe, la continuite´ des fonctions n’est pas force´ment ne´cessaires :
De´finition 4.6 (Fonction semi-continue infe´rieurement)
On dit qu’une fonction f sur F est semi-continue infe´rieurement (en abre´ge´ s.c.i) si pour
tout α ∈ R, Sα(f) est un sous-ensemble ferme´ de F .
De´finition 4.7 (Fonction semi-continue supe´rieurement)
Une fonction g est semi-continue supe´rieurement (en abre´ge´ s.c.s) si −g est semi-continue
infe´rieurement.
Exemple 4.5
On de´finit une fonction g par :
g(x) =

g(0) = 0
g(x) = x+ 2 si x > 0
g(x) = −x+ 1 si x < 0
La fonction g est repre´sente´e par le graphe de la figure 4.5. Cette fonction est semi-continue
infe´rieurement.
Proprie´te´ 4.2 (Supremum de fonctions semi-continue infe´rieurement)
1. Soit {fi}i∈I une famille quelconque de fonctions s.c.i alors sup
i∈I
fi est une fonction s.c.i.
2. Soit {gi}i∈I une famille quelconque de fonctions s.c.s alors inf
i∈I
gi est une fonction s.c.s.
Proposition 4.3 (Fonction semi-continue infe´rieurement et e´pigraphe)
Une fonction sur F est s.c.i si et seulement si son e´pigraphe est un sous-ensemble ferme´
de F × R.
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Figure 4.5 – La fonction g de l’exemple 4.5
De´finition 4.8 (Conjugue´e de Fenchel-Moreau)
Soit F un espace vectoriel topologique et F ′ le dual topologique de F . Soit f : F 7→
R ∪ {+∞}. On appelle conjugue´e de Fenchel de f la fonction f∗ : F ′ 7→ R ∪ {+∞} de´finie
par :
x′ 7→ f∗(x′) = sup
x∈F
x′(x)− f(x)
Exemple 4.6
Soit g : R 7→ R ∪ {+∞} de´finie par :
x 7→ g(x) =
{
0 si x ∈ [0, 1]
+∞ sinon
La conjugue´e de g est la fonction de´finie g∗ : R 7→ R par :
x′ 7→ g∗(x′) =
{
0 si x′ ≤ 0
x′ sinon
La fonction g de´finie dans l’exemple 4.6 est appele´e fonction caracte´ristique convexe de
l’ensemble [0, 1]. Nous re´utiliserons ce type de fonctions pour caracte´riser une P-fonction
support.
De´finition 4.9 (biconjugue´e de Fenchel-Moreau)
Soit F un espace de Banach re´flexif. Soit f : F 7→ R ∪ {+∞}. On appelle biconjugue´e
de Fenchel de f , la fonction f∗∗ : F 7→ R ∪ {+∞} de´finie par :
x 7→ f∗∗(x) = sup
x′∈F ′
x′(x)− f∗(x′)
Exemple 4.7
Nous reprenons la fonction g de l’exemple 4.6.
La biconjugue´e de g est la fonction de´finie g∗∗ : R 7→ R par :
x 7→ g∗∗(x) = sup
x′∈R
x′x− g∗(x′) = max
(
sup
x′≤0
x′x, sup
x′>0
x′(x− 1)
)
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Si x > 1 alors sup
x′>0
x′(x − 1) = +∞ et si x < 0 alors sup
x′≤0
x′x = +∞ et si x ∈ [0, 1],
sup
x′≤0
x′x = sup
x′>0
x′(x− 1) = 0. On conclut que g∗∗ = g.
Dans l’exemple 4.7, nous avons conclu que la biconjugue´e de la fonction g e´tait e´gale a`
elle-meˆme. En fait, la classe des fonctions e´gales a` leur biconjugue´e est bien connue puisqu’il
s’agit soit de la fonction identiquement e´gales a` la fonction −∞ ou l’ensemble des fonctions
convexes semi-continues qui ne prennent pas la valeur −∞.
The´ore`me 4.1 (Fonctions convexes s.c.i et biconjugue´e)
Soit F un espace de Banach re´flexif et soit f : F 7→ R ∪ {+∞}. On suppose qu’il existe
x ∈ F tel que f(x) ∈ R.
f convexe s.c.i ⇐⇒ f = f∗∗
Pour la preuve, le lecteur pourra consulter [Bon06, The´ore`me 4.17, Corollaire 4.18].
Remarque 4.2 L’hypothe`se ”f est a` valeurs R∪{+∞}” est importante, puisque la fonction
f de´finie par :
x 7→ f(x) =
{ −∞ x ∈ K
+∞ sinon
ou` K ( F est un ensemble convexe ferme´ non vide. La fonction f est convexe s.c.i mais
qui n’est pas e´gale a` sa biconjugue´e.
4.2 P-sous niveaux et P-fonction support
Dans le but de figer la ge´ome´trie des invariants nume´riques cherche´s, on se munit d’un
ensemble P de fonctions de Rd dans R. Nous introduisons ainsi un ensemble P, appele´e une
configuration et les e´le´ments de cette configuration, des fonctions de base. Nous introduisons
e´galement RP des fonctions de l’ensemble P vers R. Ces fonctions vont jouer le roˆle de degre´
de liberte´ sur les fonctions de base.
Nous notons RP l’ensemble des e´le´ments de RP qui prennent des valeurs finies sur P et
RP+ l’ensemble des fonctions de P a` valeurs positives. L’ensemble R
P
est muni de l’ordre
partiel classique ≤ de´fini par f ≤ g ssi pour tout p ∈ P, f(p) ≤ g(p). L’ensemble ℘(Rd) des
parties de Rd est lui muni de l’ordre de l’inclusion. Enfin, puisqu’il est question de ge´ome´trie,
nous munissons Rd de la norme euclidienne que nous noterons ‖ · ‖. Nous noterons le produit
scalaire de x, y ∈ Rd par x · y.
En analyse convexe, il est naturel de travailler avec les formes line´aires, nous appelons donc
configuration line´aire classique la configuration P qui regroupe toutes les formes line´aires sur
Rd, par le the´ore`me de Riesz, cette configuration est isomorphe a` Rd.
Pour une configuration fixe´e P, pour une fonction de RP, nous nous inte´ressons aux fonc-
tions de bases qui ont une image finie, nous appelons cet ensemble de fonctions de bases le
domaine d’un e´le´ment de RP.
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De´finition 4.10 (Domaine)
Soit v un e´le´ment de RP tel que, pour tout p ∈ P, v(p) > −∞. On appelle domaine de
v, l’ensemble note´ dom(v) de´fini par :
{p ∈ P | v(p) < +∞}
Exemple 4.8
On pose P = {x :7→ x2 − 1, x 7→ −x2 + 1}, et soit v la fonction qui a` p ∈ P associe son
supremum sur tout R. On a dom(v) = {x 7→ −x2 + 1}.
Exemple 4.9
Prenons comme ensemble de fonctions P, l’ensemble des fonctions continues croissantes sur
R. Conside´rons la fonction v sur P qui, a` chaque fonction p ∈ P, associe l’inte´grale de la
valeur absolue p. On a donc dom(v) = P ∩ L1(R) ou`, L1(R) est l’ensemble des fonctions
Lebesgue-inte´grables sur R.
De´finition 4.11 (Ele´ment presque infini)
Un e´le´ment v ∈ RP est dit presque infini si v(p) > −∞ pour tout p ∈ P et si dom(v) est
fini.
Exemple 4.10
On conside`re la configuration line´aire classique. On se donne un polye`dre A de Rd, il existe
deux familles finies (pi)i∈I ∈ Rd, (bi)i∈I telles que A = {x ∈ Rd | pi · x ≤ bi, i ∈ I}. On pose
v(pi) = bi si i ∈ I et v(pi) = +∞ si pi ∈ Rd et si i /∈ I. On a A = {x ∈ Rd | p·x ≤ v(p), p ∈ Rd}
et v est un e´le´ment presque infini.
Exemple 4.11
Conside´rons la suite de fonctions de´finie, pour n ∈ N, par pn : x 7→ n1/4x2 + n1/2x + n1/2.
Soit la configuration P = {pn, n ∈ N}. Soit v ∈ RP de´fini, pour p ∈ P, par v(p) = card({x ∈
Rd | p(x) ≤ 0}) ou` card(C) de´signe le cardinal d’un ensemble C. L’e´le´ment v est un e´le´ment
presque infini.
4.2.1 P-sous niveaux
En analyse convexe, il est classique de s’inte´resser aux ensembles de sous-niveaux dont la
de´finition est rappele´e par la de´finition 4.5, car ils ont de bonnes proprie´te´s de convexite´ et
de fermeture. Dans notre cadre, on s’inte´resse aux intersections de sous-niveaux des fonctions
p ∈ P ou` les niveaux sont donne´s par une fonction v ∈ RP. Ces intersections de sous-niveaux
de´crivent la concre´tisation ge´ome´trique d’une fonction v ∈ RP dans la base de fonctions P.
De´finition 4.12 (P-sous niveaux)
Soit v un e´le´ment de RP, on appelle P-sous niveaux de v l’ensemble note´ vs de´fini par :
{x ∈ Rd | p(x) ≤ v(p), ∀ p ∈ P}
Si pour tout v ∈ RP, v(p) > −∞ et que dom(v) 6= ∅, on peut remplacer p ∈ P par
p ∈ dom(v).
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Remarque 4.3 Un P-sous niveau peut eˆtre e´ventuellement vide meˆme si, pour tout p ∈ P,
v(p) > −∞.
Remarque 4.4 La fonction v 7→ vs est, en fait, une fonction de concre´tisation, on le verra a`
la proposition 4.4. En principe, nous devrions appeler cette fonction γ.
Une meˆme figure ge´ome´trique peut eˆtre la concre´tisation de plusieurs P-sous niveaux.
Exemple 4.12
On peut caracte´riser la boule unite´ Rd en tant que P-sous niveau. Nous pouvons choisir
P = {x 7→ ‖x‖} et la fonction v(‖ · ‖) = 1 ou bien choisir la configuration line´aire classique et
v(p) = 1, pour toute forme line´aire p.
En prenant des formes line´aires, nous retrouvons des polye`dres.
Exemple 4.13
Soit P = {p1, p2, p3} ou` p1 : (x, y) 7→ y − x, p2 : (x, y) 7→ y + x et p3 : (x, y) 7→ −y. Soit la
fonction w de´finie par w(p1) = 3, w(p2) = 3 et w(p3) = 0. Le P-sous niveau de w est donne´
par la figure 4.6.
Figure 4.6 – Le P -sous niveau de w avec des fonctions de base line´aires
Une configuration P e´tant assez ge´ne´rale, les P-sous niveaux ne sont pas ne´cessairement
convexes comme le montrent les exemples 4.14 et 4.15.
Exemple 4.14
La sphe`re unite´ de Rd peut se coder comme {x ∈ Rd | ‖x‖ ≤ 1, −‖x‖ ≤ −1} c’est-a`-dire
comme P-sous niveaux de la fonction v avec P = {x 7→ ‖x‖, x 7→ −‖x‖}, v(‖ · ‖) = 1 et
v(−‖ · ‖) = −1.
Exemple 4.15
Conside´rons, la base de fonctions P suivante : p1(x, y) = −y2 − (x − 3)2, p2(x, y) = −y2 −
(x + 3)2, p3(x, y) = −(y − 3)2 − x2, p4(x, y) = −(y + 3)2 − x2, p5(x, y) = x, p6(x, y) = −x,
p7(x, y) = y, p8(x, y) = −y.
Maintenant, soit v ∈ RP, telle que v(p1) = v(p2) = v(p3) = v(p4) = −4 et v(p5) = v(p6) =
v(p7) = v(p8) = 3.
L’ensemble de P-sous niveau de v est de´crit a` la figure 4.7.
Conforme´ment a` la de´finition d’une application de concre´tisation, on montre que l’appli-
cation P-sous niveau est croissante.
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Figure 4.7 – Un P-sous niveau non convexe
Proposition 4.4 (Monotonie de l’application P-sous niveau)
L’application de RP dans ℘(Rd), v 7→ vs est monotone.
De´monstration
Soit v, w ∈ RP, tels que v ≤ w. Si vs est vide, il n’y a rien a` montrer. Sinon soient x ∈ vs et
p ∈ P. Puisque x ∈ vs, p(x) ≤ v(p), or, comme v ≤ w dans RP alors p(x) ≤ w(p) d’ou`, x ∈ ws.
On conclut que v ≤ w dans RP implique vs ⊆ ws et finalement, v 7→ vs est monotone. 
De´finition 4.13 (Fonctions d’e´valuation)
Nous appelons fonction d’e´valuation au point x ∈ Rd, l’e´le´ment de RP note´ ex de´fini
pour p ∈ P par ex(p) = p(x).
L’introduction des fonctions d’e´valuation nous permet de caracte´riser simplement un P-
sous niveau graˆce a` une ine´galite´ fonctionnelle. Par la suite, les fonctions d’e´valuation nous
permettront d’e´tablir le lien entre P-sous niveau et convexite´ abstraite des fonctions.
Proprie´te´ 4.3 (Caracte´risation fonctionnelle d’un P-sous niveau)
Le P-sous niveau vs peut se caracte´riser par l’ine´galite´ fonctionnelle :
{x ∈ Rd | ex ∈ RP, (v − ex)(p) ≥ 0, ∀ p ∈ P}
ce qui est e´quivalent a` {x ∈ Rd | v − ex ∈ RP+}.
4.2.2 P-fonction support
Pour un sous-ensemble de Rd, nous nous inte´ressons aux calculs des valeurs maximales
des fonctions de base sur ce sous-ensemble. Ce principe est classique en analyse convexe.
Cependant, en analyse convexe, les fonctions de base sont toutes les formes line´aires sur Rd
et on appelle fonction support d’un sous-ensemble convexe ferme´ non vide C, la fonction qui,
a` chaque forme line´aire, associe sa valeur maximale (e´ventuellement infinie) sur C. Moreau
dans [Mor70], a ge´ne´ralise´ la notion de fonction support pour un ensemble de fonctions non-
line´aires.
Ici, on conside`re des configurations P et des parties de Rd quelconques.
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De´finition 4.14 (P-fonction support)
Soit C un sous ensemble de Rd, on de´finit la P-fonction support Cσ de C par :
p :7→ Cσ(p) = sup
x∈C
p(x)
Remarque 4.5 Comme par convention sup
∅
= −∞, si C est vide alors Cσ ≡ −∞.
Remarque 4.6 La fonction P-fonction support est en re´alite´ une application d’abstraction,
ceci sera mise en e´vidence par la proposition 4.5. En interpre´tation abstraite, une telle appli-
cation est note´e α.
Si P est la configuration line´aire classique alors la P-fonction support est, bien e´videmment,
la classique fonction support de l’analyse convexe.
Exemple 4.16
Soit C la boule unite´ pour la norme euclidienne de Rd. On suppose que P est l’ensemble des
formes line´aires. La P-fonction support est la classique fonction support et Cσ(p) = 1 pour
tout p ∈ P.
Exemple 4.17
Reprenons l’exemple 4.13 ou` P = {p1, p2, p3} avec p1 : (x, y) 7→ y − x, p2 : (x, y) 7→ y + x et
p3 : (x, y) 7→ −y. La fonction w telle que w(p1) = 3, w(p2) = 3 et w(p3) = 0 est la P-fonction
support du P-sous niveau 4.6.
Exemple 4.18
Soit C le disque centre´ en (0, 0) de rayon
√
5. Soit P, l’ensemble des fonctions de base :
p1 : (x, y) 7→ y− x, p2 : (x, y) 7→ y et p3 : (x, y) 7→ x. La fonction Cσ est donne´ a` la figure 4.8.
Cσ(p1) =
√
10
Cσ(p2) =
√
5
Cσ†(p3) =
√
5
Figure 4.8 – P-fonction support du disque unite´
Exemple 4.19
Reprenons le P-sous niveau de l’exemple 4.15 que nous appelons C. On suppose P = {(x, y) :7→
‖(x, y)‖}, la P-fonction support de C est donne´e a` la figure 4.9.
La proposition suivante montre que l’application P-fonction support est bien une applica-
tion d’abstraction.
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Cσ(‖ · ‖) = 3
√
2
Figure 4.9 – P-fonction support
Proposition 4.5 (Monotonie de l’application P-fonction support)
L’application de ℘(Rd) dans RP, C 7→ Cσ est monotone.
De´monstration
Soient C,D deux sous-ensembles de Rd, tels que C ⊆ D. On a, pour tout p ∈ P, sup
x∈C
p(x) ≤
sup
x∈D
p(x) d’ou` la monotonie de l’application. 
Nous appelons fonction caracte´ristique convexe d’un ensemble C ⊆ Rd, la fonction χC de
Rd sur {0,+∞} de´finie par χC(x) = 0 si x ∈ C et χC(x) = +∞ si x /∈ C et bien e´videmment
si C = ∅, χC ≡ +∞. Pour rester dans l’esprit de l’analyse convexe, nous observons que
la P-fonction support est une P-conjugue´e de Fenchel ou` l’ensemble des formes line´aires de
la conjugue´e de Fenchel classique est remplace´ par une configuration quelconque P. Cette
conjugaison de Fenchel sans line´arite´ a e´te´ e´tudie´e par Moreau [Mor70].
Proprie´te´ 4.4 (Caracterisation d’une P-fonction support)
Pour un sous-ensemble C de Rd, nous pouvons re´e´crire la P-fonction support Cσ de la
manie`re suivante :
p :7→ Cσ(p) = sup
x∈Rd
p(x)− χC(x)
Remarque 4.7 Si C est vide, on retrouve que Cσ ≡ −∞.
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Pour construire une se´mantique abstraite, on utilise, lorsqu’elle existe, une correspondance
de Galois entre ℘(Rd) et le domaine abstrait. Ici, le domaine abstrait est l’ensemble RP des
fonctions de P dans R. Nous montrons graˆce a` la proposition 4.6 qu’une correspondance de
Galois existe entre ℘(Rd) et RP.
Proposition 4.6 (Correspondance de Galois entre RP et ℘(Rd))
La paire d’applications v 7→ vs et C 7→ Cσ forme une correspondance de Galois entre
RP et ℘(Rd).
Remarque 4.8 On re´utilise la de´finition d’une correspondance de Galois de l’interpre´tation
abstraite malgre´ la remarque 2.9.
De´monstration
Nous avons de´ja` montre´ aux propositions 4.4, 4.5 que les applications, v 7→ vs et C 7→ Cσ
e´taient monotones. Il suffit de montrer que pour tout C ⊆ Rd, v ∈ RP,
Cσ ≤ v ⇐⇒ C ⊆ vs.
Tout d’abord, montrons que Cσ ≤ v =⇒ C ⊆ vs. Soient v ∈ RP et C ⊆ Rd, tels que, Cσ ≤ v.
Si C est vide, l’implication est triviale, nous supposons donc C 6= ∅. Soient x ∈ C et p ∈ P,
on a p(x) ≤ Cσ(p), de Cσ ≤ v, on de´duit que p(x) ≤ v(p), p e´tant quelconque dans P, on
conclut que x ∈ vs. En conclusion, Cσ ≤ v =⇒ C ⊆ vs.
Montrons maintenant la deuxie`me implication. Soient v ∈ RP et C ⊆ Rd, tels que, C ⊆ vs.
Si vs = ∅ alors C = ∅ et Cσ ≡ −∞ et l’implication est montre´e. Nous supposons maintenant
que vs est non vide. Soit p ∈ P, on a Cσ(p) = sup
x∈C
p(x) ≤ sup
x∈vs
p(x). Or, pour tout x ∈ vs,
p(x) ≤ v(p), d’ou`, sup
x∈vs
p(x) ≤ v(p) et par conse´quent, Cσ(p) ≤ v(p), pour tout p ∈ P. 
Les correspondances de Galois ont de tre`s bonnes proprie´te´s calculatoires que nous rap-
pelons a` la proprie´te´ 4.5.
Proprie´te´ 4.5 (Proprie´te´s des correspondances de Galois)
Soient C ⊆ Rd et v ∈ RP, les proprie´te´s suivantes sont vraies :
1. C ⊆ (Cσ)s et (vs)σ ≤ v.
2. Cσ = min{w ∈ RP | C ⊆ ws} et vs = max{D ⊆ Rd | Dσ ≤ v}.
3. ((Cσ)s)σ = Cσ et ((vs)σ)s = vs.
De´monstration
1. Si C est vide alors l’inclusion est e´vidente. Supposons C non vide et soit x ∈ C, on a,
pour tout p ∈ P, p(x) ≤ Cσ(p) d’ou`, x ∈ (Cσ)s, et C ⊆ (Cσ)s.
Si vs est vide alors (vs)σ ≡ −∞, et l’ine´galite´ est vraie. Supposons donc vs non vide
et soit p ∈ P, pour tout x ∈ vs, p(x) ≤ v(p) et par conse´quent, sup
x∈vs
p(x) ≤ v(p), en
conclusion (vs)σ ≤ v.
2. D’apre`s, la premie`re assertion, (vs)σ ≤ v et C ⊆ (Cσ)s d’ou` vs ∈ {D ⊆ Rd | Dσ ≤ v} et
Cσ ∈ {w ∈ RP | C ⊆ ws}. Maintenant, soient u ∈ {w ∈ RP | C ⊆ ws} et E ∈ {D ⊆ Rd |
Dσ ≤ v}, d’apre`s la proposition 4.6, C ⊆ us est e´quivalent a` Cσ ≤ u et Eσ ≤ v e´quivaut
a` E ⊆ vs. On conclut que Cσ = min{w ∈ RP | C ⊆ ws} et vs = max{D ⊆ Rd | Dσ ≤ v}.
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3. D’apre`s la premie`re assertion, C ⊆ (Cσ)s et ((vs)σ ≤ v, et graˆce aux propositions 4.4, 4.5,
on obtient Cσ ≤ ((Cσ)s)σ ≤ Cσ et vs ⊆ ((vs)σ)s ⊆ vs. En conclusion, ((Cσ)s)σ = Cσ et
((vs)σ)s = vs. 
4.3 Treillis des ensembles et fonctions P-convexes
Nous avons vu, dans le chapitre 2, qu’un domaine abstrait devait eˆtre au moins un CPO
pour qu’on puisse calculer les points fixes d’applications continues (au sens des CPO). Dans
cette section, nous allons e´tablir que l’ensemble des parties dites P-convexes forme un treillis
complet. Il en sera de meˆme pour les fonctions dite P-convexes. Tout d’abord, nous intro-
duisons la convexite´ abstraite.
4.3.1 Convexite´ abstraite
La convexite´ abstraite, pour laquelle on pourra consulter par exemple [Rub00, Sin97], est
une ge´ne´ralisation de la convexite´ classique. Il s’agit de de´finir une notion de convexite´ sans
structures alge´briques. Ce type de convexite´ a e´te´ introduite par Moreau [Mor70].
Fonctions convexes abstraites
En analyse convexe, les fonctions classiquement utilise´es sont les fonctions convexes semi-
continue infe´rieurement. En effet, un the´ore`me classique d’analyse convexe permet de carac-
te´riser les fonctions convexes s.c.i comme le supremum point par point des minorantes affines.
Ce the´ore`me est illustre´e par la figure 4.10.
Figure 4.10 – La fonction de l’exemple 4.2 vue comme supremum de fonctions affines
La convexite´ abstraite reprend le the´ore`me illustre´ par la figure 4.10. En convexite´ ab-
straite, les fonctions convexes abstraites sont des suprema de minorantes quelconques mais
pre´alablement fixe´es. Plus formellement, comme dans notre cas, on se munit d’un ensemble H
de fonctions d’un ensemble (sans structure line´aire) E dans R. Puis, on de´finit la H-enveloppe
convexe de f : E 7→ R comme le supremum des e´le´ments de H qui sont plus petits que f ,
point par point. Finalement, une fonction f est dite convexe abstraite par rapport a` H (on
dit aussi H-convexe) si elle est e´gale a` sa H-enveloppe convexe.
De´finition 4.15 (Fonctions convexes abstraites)
Une fonction f : E 7→ R est H-convexe ou` ∅ 6= H ⊆ RE si pour tout x ∈ E,
f(x) = sup{h(x) | h ∈ H, h(y) ≤ f(y), ∀ y ∈ E}
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En interpre´tation abstraite, quand les fonctions de concre´tisation et d’abstraction forment
une correspondance de Galois, nous nous inte´ressons aux e´le´ments dits clos. Dans notre cas,
les e´le´ments clos correspondent aux fonctions v ∈ RP qui sont la P-fonction support de leur
P-sous niveau, et par la formulation d’un P-sous niveau en terme d’ine´galite´ fonctionnelle
de la proprie´te´ 4.3, les e´le´ments clos correspondent aux H-convexes abstraits en identifiant
l’ensemble abstrait E de la de´finition 4.15 a` P et l’ensemble de fonctions H a` {ex, x ∈ Rd}.
Ensembles convexes abstraits
Les analogues ensemblistes des fonctions convexes semi-continue infe´rieurement sont les
ensembles convexes ferme´s. On peut e´galement caracte´riser les ensembles convexes ferme´s a`
partir des formes line´aires. Un ensemble convexe ferme´ C est l’intersection de demi-espaces
ferme´s le contenant c’est-a`-dire des ensembles de la forme {y ∈ E | h(y) ≤ α} ou` h ∈ E′
et α ∈ R. Cette caracte´risation est e´quivalente au the´ore`me de se´paration stricte : pour tout
point z /∈ C, il existe une forme line´aire h ∈ E′ telle que h(z) ≥ α > β ≥ h(x), ∀x ∈ C. Le
the´ore`me de se´paration stricte illustre´ par la figure 4.11.
Figure 4.11 – Se´paration forte d’un point et d’un ensemble convexe ferme´
La convexite´ abstraite reprend l’ide´e de la se´paration stricte et un ensemble C est dit
H-convexe, ou` H est toujours un ensemble de fonctions d’un ensemble E quelconque dans R,
tout point exte´rieur a` C peut eˆtre se´pare´ strictement de C par un e´le´ment de H. La de´finition
formelle est donne´e 4.16.
De´finition 4.16 (Ensemble convexe abstrait)
Soient E un ensemble et H un sous-ensemble non vide de RE . Un ensemble C est H-
convexe si tout point c ∈ C ve´rifie :
∀h ∈ H, h(c) ≤ sup
y∈C
h(y) .
En prenant, E = Rd, H = P, un ensemble C est H-convexe s’il est e´gal au P-sous niveau
de sa P-fonction support.
4.3.2 Construction des treillis complets
En interpre´tation abstraite, l’ope´ration de cloˆture est importante, elle garantit le calcul de
la meilleure concre´tisation d’un e´le´ment abstrait et de la meilleure abstraction d’un e´le´ment
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concret. En ge´ne´ral, l’ope´ration de cloˆture est donne´e par une correspondance de Galois. Dans
notre cas, notre ope´ration de cloˆture, qui est donne´e par la correspondance de Galois 4.6 se
rame`ne a` un calcul d’enveloppe convexe abstraite.
De´finition 4.17 (P-enveloppe convexe de fonctions)
Soit v ∈ RP, on appelle P-enveloppe convexe de v, la fonction note´e vexP(v) de´finie par
vexP(v) = (v
s)σ c’est-a`-dire, pour p ∈ P :
(vexP(v))(p) = sup{p(x) | x ∈ Rd, q(x) ≤ v(q), ∀q ∈ P}
= sup{ex(p) | x ∈ Rd, ex ∈ RP, ex ≤ v} .
Le calcul d’une P-enveloppe sert a` re´duire les degre´s de liberte´ trop larges sur les fonctions
p ∈ P. Cette proprie´te´ de re´duire les bornes est mathe´matiquement illustre´e par le point 1 de
la proprie´te´ 4.5.
Exemple 4.20
De`s qu’il existe p ∈ P, tel que v(p) = −∞ alors vexP(v) ≡ −∞.
Exemple 4.21
Soit la configuration P = {p1 : x, y 7→ x2+y2, p2 : x, y 7→ x, p3 : x, y 7→ −x, p4 : x, y 7→ y, p5 :
x, y 7→ −y}. Soit v ∈ RP de´fini par v(p1) = 4, v(p2) = 2, v(p3) = 1, v(p4) = 3, v(p5) = 4. La
P-enveloppe convexe vexP(v) de v est la fonction de´finie par vexP(v)(p1) = 4, vexP(v)(p2) =
2, vexP(v)(p3) = 1, vexP(v)(p4) = 2, vexP(v)(p5) = 2. La construction de vexP(v) est de´crite
par la figure 4.12
v(p1) = 4
v(p3) = 1→
v(p2) = 2
v(p4) = 3
v(p5) = 4
vexP(v)(p4) = 2
vexP(v)(p5) = 2
Figure 4.12 – Construction de la P-enveloppe de la fonction v de´finie a` l’exemple 4.21.
De manie`re similaire, l’ope´ration de cloˆture pour les sous-ensembles de Rd correspond a`
un calcul d’enveloppe convexe abstraite de sous-ensemble de Rd.
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De´finition 4.18 (P-enveloppe convexe d’ensembles)
Soit un ensemble C ⊆ Rd, on appelle P-enveloppe convexe de C, l’ensemble note´ vexP(C)
de´finie par vexP(C) = (C
σ)s c’est-a`-dire :
vexP(C) = {x ∈ Rd | p(x) ≤ sup
y∈C
p(y) ∀ p ∈ P} .
Remarque 4.9 D’apre`s le point 3 de la proprie´te´ 4.5, pour tout v ∈ RP et C ⊆ Rd,
(vexP(v))
s = vs et (vexP(C))
σ = Cσ.
Exemple 4.22
Soit P la configuration line´aire et soit C ⊆ Rd, la P-enveloppe convexe vexP(C) de C corre-
spond a` la classique enveloppe convexe de C.
Exemple 4.23
Lorsque P = {(x, y) : 7→ ‖(x, y)‖}. Le disque de rayon 3
√
2 est la P-enveloppe convexe de
l’ensemble de´fini a` l’exemple 4.15.
Exemple 4.24
Nous reprenons le triangle de´fini a` l’exemple 4.13. La figure repre´sente deux P-enveloppe
convexe dans deux ensembles P de fonctions de base diffe´rentes. On pose P1 = {(x, y) 7→
x− y, (x, y) 7→ x+ y, (x, y) 7→ −x} et P2 = {(x, y) 7→ y2 − x2, (x, y) 7→ x, (x, y) 7→ x}.
(a) {x−y ≤ 3, y+x ≤ 3, −x ≤ 3}
(b) {y2 − x2 ≤ 9, x ≤ 3, −x ≤ 3}
Figure 4.13 – Deux P-enveloppes du triangle de la figure 4.13
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Nous unissons la notion d’e´le´ments clos au sens d’une correspondance de Galois et la
notion d’e´le´ments convexes abstraits dans une notion de P-convexite´. Nous utilisons le terme
P-convexe, en raison de la tre`s forte de´pendance de l’ope´ration de cloˆture par rapport a`
l’ensemble P des fonctions de base.
De´finition 4.19 (Fonction P-convexe)
La fonction v ∈ RP est P-convexe si v = vexP(v).
Exemple 4.25
La fonction identiquement e´gale a` −∞ et la fonction qui a` tout e´le´ment p ∈ P associe son
supremum sur Rd sont des fonctions P-convexes.
Exemple 4.26
Toute P-fonction support est une fonction P-convexe. Toute P-enveloppe de fonction est une
fonction P-convexe.
Exemple 4.27
La fonction v de l’exemple 4.15 est P-convexe.
Exemple 4.28
Conside´rons P = {x : 7→ xn, n ∈ N}, la fonction v(pn) = 0 si n est impair et 1 sinon est
P-convexe. En effet, vs = [−1, 0] et sup
x∈[−1,0]
xn = 1 si n est pair 0 sinon.
Exemple 4.29
Soit P l’ensemble de toutes les fonctions de Rd dans R et soit a ∈ Rd, on pose, pour p ∈ P,
v(p) = p(a) alors v est P-convexe. En effet, a ∈ vs et pour tout x ∈ vs, pour tout q ∈ P,
q(x) ≤ q(a) et par conse´quent (vexP(v))(q) = q(a) = v(q) pour tout q ∈ P.
De´finition 4.20 (Ensemble P-convexe)
Un ensemble C ⊆ Rd est un ensemble P-convexe si C = vexP(C).
De´finition 4.21 (P-polye`dre)
Un ensemble C ⊆ Rd est un P-polye`dre s’il est P-convexe et s’il existe un e´le´ment v ∈ RP
presque infini tel que C = vs.
Exemple 4.30
L’ensemble vide et Rd sont des ensembles P-convexes.
Exemple 4.31
Tout P-sous niveau est un ensemble P-convexe. Toute P-enveloppe d’ensemble est un ensemble
P-convexe.
Exemple 4.32
Nous reprenons l’exemple 4.13 le triangle de la figure 4.6 est un ensemble P-convexe avec
P = {p1 : (x, y) 7→ y − x, p2 : (x, y) 7→ y + x, p3 : (x, y) 7→ −y}.
Exemple 4.33
Soit (Aj)j∈J une famille de sous-ensembles non vides de Rd. On de´finit, pour i ∈ {1, . . . , J},
la fonction de Rd dans R :
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x 7→ pi(x) =
i∑
k=1
(‖x‖+ 1)11Ak(x)
ou` 11Ak(x) est la fonction indicatrice de l’ensemble Ak qui vaut 0 si x /∈ Ak et 1 sinon. La
configuration P est l’ensemble de fonctions {pi | i ∈ {1, . . . , J}}.
L’ensemble
J⋂
k=1
Acj est P-convexe et (
J⋂
k=1
Acj)
σ ≡ 0. La figure 4.14 repre´sente cet ensemble
dans deux cas, dans le premier cas, les ensembles Aj sont des boules centre´es en 0 dans le
deuxie`me, les ensembles Aj sont des rectangles.
(a)
A1 = B(0, 1), A2 = B(0, 2), A3 = B(0, 3)
(b)
A1 = [0, 1]
2, A2 = [0.5, 0.5]
2, A3 = [1, 2]
2
Figure 4.14 – La partie grise´e est l’ensemble P-convexe de l’exemple 4.33
Exemple 4.34
Si P est la configuration line´aire classique alors tout polye`dre est un P-polye`dre.
Exemple 4.35
Soit (Aj)j≥1 une famille infinie de sous-ensembles non vides de Rd telle que, pour tout j ≤ K,
Aj soit borne´ et pour tout j ≥ K+1, Aj soit non borne´ et
∞⋂
k=K+1
Aj soit non vide. On reprend
la famille de fonction pi de´finie a` l’exemple 4.33 avec i ∈ N∗ et on prend P la configuration
{pi | i ≥ 1}.
L’ensemble
(
K⋂
k=1
Acj
)
∩
( ∞⋂
k=K+1
Aj
)
est un P-polye`dre et
(
K⋂
k=1
Acj ∩
∞⋂
k=K+1
Aj
)σ
(pi) = 0
si i ≤ K et +∞ sinon.
On note VexP(R
P
) l’ensemble des fonctions P-convexes de RP et VexP(Rd) l’ensemble des
parties P-convexes de Rd.
A pre´sent, nous de´finissons des ope´rations de treillis sur VexP(R
P
) et VexP(Rd). Nous allons
de´finir les ope´rations de borne infe´rieure et de borne supe´rieure sur des paires d’e´le´ments de
VexP(R
P
) et de VexP(Rd).
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En convexite´ classique, l’infimum de fonctions convexes n’est pas convexe en ge´ne´ral,
ceci explique pourquoi nous prenons la P-enveloppe convexe de l’infimum. Le proble`me de
l’infimum est illustre´ par le contre-exemple 4.1.
De´finition 4.22 (Ope´rations de treillis dans VexP(R
P
))
Soient v, w deux e´le´ments de RP. On note inf(v, w) et sup(v, w) les fonctions de´finies
respectivement par, p 7→ inf(v(p), w(p)) et p 7→ sup(v(p), w(p)).
On munit VexP(R
P
) des ope´rations suivantes :
v ∨ w = sup(v, w) (4.3)
v ∧ w = (inf(v, w)s)σ (4.4)
Contre-exemple 4.1
Conside´rons la configuration P de l’exemple 4.21. Soit v ∈ RP de´fini par v(p1) = 4, v(p2) =
1, v(p3) = 1, v(p4) = 2, v(p5) = 2 et w ∈ RP de´fini par w(p1) = 2, w(p2) =
√
2, w(p3) =√
2, w(p4) = 1, w(p5) = 1}. Les e´le´ments v et w appartient a` VexP(RP) mais z = inf(v, w)
n’appartient pas a` VexP(R
P
). En effet, z(p1) = 2, z(p2) = 1, z(p3) = 1, z(p4) = 1, z(p1) = 1
et donc, sup
(x,y)∈z?
p1(x, y) = 1 < 2.
La convexite´ classique n’est pas stable par union, pour stabiliser l’union, nous devons
prendre la P-enveloppe convexe de l’union. Nous illustrons l’instabilite´ de l’union sur le contre-
exemple 4.2.
De´finition 4.23 (Ope´rations de treillis dans VexP(Rd))
Soient C,D deux sous-ensembles de Rd. Nous rappelons que ∪ et ∩ sont respectivement
les ope´rations d’union et d’intersection.
On munit VexP(Rd) des ope´rations suivantes :
C unionsqD = ((C ∪D)σ)s (4.5)
C uD = C ∩D (4.6)
Contre-exemple 4.2
Nous reprenons la configuration de l’exemple 4.21. On pose v(p1) = 4, v(p2) = −1, v(p3) =
2, v(p4) = 2, v(p5) = 2 et w(p1) = 4, w(p2) = 2, w(p3) = −1, w(p4) = 2, w(p5) = 2. Les
ensembles vs et ws sont P-convexes mais vs∪ws n’est pas P-convexe. En effet, (vs∪ws)σ(p1) =
sup
(x,y)∈vs∪ws
p1(x, y) = 4 et (v
s ∪ ws)σ(pi) = sup
(x,y)∈vs∪ws
pi(x, y) = 2 ∀ i ∈ {2, 3, 4, 5} et donc
vexP((v
s ∪ ws)) est le disque de rayon de 2. L’exemple est illustre´ par la figure 4.15.
Remarque 4.10 Le contre-exemple 4.2 montre que l’ope´ration de treillis sup dans VexP(Rd)
n’est pas l’enveloppe convexe classique. L’enveloppe convexe au sens classique est l’ensemble
de la figure 4.16.
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(a) L’ensemble vs ∪ ws (b) La P-enveloppe con-
vexe de vs ∪ ws
Figure 4.15 – L’illustration du contre-exemple 4.2.
Figure 4.16 – L’enveloppe convexe classique de vs ∪ ws.
The´ore`me 4.2 (Structure alge´brique de VexP(Rd) et VexP(R
P
))
(VexP(R
P
),∧,∨) et (VexP(Rd),u,unionsq) sont des treillis complets.
Le point important du the´ore`me pre´ce´dent est de ve´rifier que le supremum de fonctions
P-convexes est une fonction P-convexe et que l’intersection d’ensembles P-convexes est un
ensemble P-convexe. En analyse convexe classique, ce re´sultat est classique.
Lemme 4.1 (Stabilite´ de la P-convexite´)
Soient {vi}i∈I et {Xj}j∈J des familles respectives d’applications de fonctions P-convexes
et d’ensembles P-convexes. Alors sup
i∈I
vi et
⋂
j∈J
Xj sont P-convexes.
De´monstration
On a, en utilisant la proprie´te´ 4.5, vexP(sup
i∈I
vi) ≤ sup
i∈I
vi. En utilisant la monotonie de C 7→ Cσ
et v 7→ vs, on obtient pour tout i ∈ I, vi = vexP(vi) ≤ vexP(sup
i∈I
vi) on conclut que sup
i∈I
vi ≤
vexP(sup
i∈I
vi) ≤ sup
i∈I
vi et finalement, vexP(sup
i∈I
vi) = sup
i∈I
vi.
La preuve est la meˆme pour les ensembles convexes abstraits. 
De´monstration (De´monstration du The´ore`me 4.2)
Montrons d’abord que VexP(R
P
) est un treillis complet. v(p) = sup{p(x) | x ∈ Rd} est le plus
grand e´le´ment de VexP(R
P
). De plus, sup{p(x) | ∀q, q(x) ≤ −∞} = sup
∅
p(x) = −∞, donc
v = −∞ ∈ VexP(RP). La famille VexP(RP) posse`de un plus petit et un plus grand e´le´ment.
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Le Lemme 4.1 nous permet de conclure. Le fait que VexP(Rd) soit un treillis complet re´sulte
du meˆme type d’arguments. 
Proposition 4.7
Proprie´te´s des fonctions P-convexes Soit v ∈ VexP(RP) alors :
1. vs = ∅ ⇐⇒ v ≡ −∞ ;
2. ∃ p ∈ P tel que v(p) = −∞ ⇐⇒ v ≡ −∞ ;
3. vs = Rd ⇐⇒ v(p) = sup
x∈Rd
p(x), ∀ p ∈ P.
De´monstration
1. Si v ≡ −∞ alors clairement vs = ∅. Si vs = ∅ et v ∈ VexP(RP) alors pour tout p ∈ P,
v(p) = sup
x∈vs
p(x) = −∞.
2. Le sens v ≡ −∞ =⇒ ∃ p ∈ P tel que v(p) = −∞ est e´vident. S’il existe p ∈ P tel que
v(p) = −∞ alors vs = ∅ et d’apre`s le point 1, v ≡ −∞.
3. Si vs = Rd alors clairement v(p) = sup
x∈Rd
p(x), ∀ p ∈ P. L’e´galite´ v(p) = sup
x∈Rd
p(x), ∀ p ∈ P
est e´quivalente a` v = (Rd)σ d’ou`, vs = ((Rd)σ)s et comme Rd est P-convexe alors
vs = Rd. 
Proposition 4.8 (Isomorphisme entre VexP(Rd) et VexP(R
P
))
VexP(Rd) et VexP(R
P
) sont isomorphes. L’isomorphisme entre VexP(Rd) et VexP(R
P
) est
donne´ par l’application P-fonction support et l’application inverse par l’application P-sous
niveau.
De´monstration
Montrons que l’application P-fonction support de VexP(Rd) dans VexP(R
P
) est injective. Soit
C,D ∈ VexP(Rd) tels que Cσ = Dσ ceci implique que (Cσ)s = (Dσ)s d’ou` C = D. Montrons
que l’application est surjective et soit v ∈ VexP(RP), on a, par le point 3 de la proprie´te´ 4.5,
vs ∈ VexP(Rd), et donc l’application P-fonction support est surjective. Finalement, comme,
pour tout C ∈ VexP(Rd), C = (Cσ)s alors (·σ)−1 = ·s. 
Nous concluons cette section par une dernie`re caracte´risation des P-enveloppes convexes
par rapport aux e´le´ments P-convexes.
Proposition 4.9 (P-enveloppe et e´le´ments P-convexes)
Pour tout v ∈ RP, pour tout C ⊆ Rd.
1. vexP(v)(p) = sup{w ∈ VexP(RP) | w ≤ v}
2. vexP(C) =
⋂
{D | D ∈ VexP(Rd), C ⊆ D} .
De´monstration
Les deux points se de´montrent de la meˆme manie`re. Pour changer, nous de´montrons la propo-
sition pour les ensembles. Posons K = ∩{D ∈ VexP(Rd), C ⊆ D}. Par le point 1 de la
proprie´te´ 4.5, C ⊆ vexP(C) et vexP(C) ∈ VexP(Rd) donc K ⊆ vexP(C). La monotonie des
applications v 7→ vs et C 7→ Cσ implique que vexP(C) ⊆ D pour tout D ∈ VexP(Rd), tels que
C ⊆ D, l’inclusion reste vraie pour l’intersection de ces D d’ou` vexP(C) ⊆ K. 
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La proposition 4.9 montre que la P-enveloppe convexe d’un e´le´ment v ∈ RP est la plus
grande fonction P-convexe minorant v. De meˆme, la P-enveloppe convexe d’un ensemble C
est le plus petit ensemble P-convexe contenant C.
4.3.3 P-convexite´ et convexite´ classique
Par analogie avec la convexite´ classique, on montre qu’un ensemble est P-convexe ssi tout
point a` l’exte´rieur de l’ensemble peut eˆtre se´pare´ (fortement) de l’ensemble par une fonction
de base p ∈ P.
Proposition 4.10 (Se´paration forte en P-convexite´)
Un ensemble C est P-convexe ssi pour tout z /∈ C, il existe p ∈ P, tel que p(z) > sup
y∈C
p(y).
De´monstration
Supposons que C est P-convexe alors par de´finition C = {x ∈ Rd | p(x) ≤ sup
y∈C
p(y), ∀p ∈ P}.
Soit z /∈ C, on a donc z /∈ {x ∈ Rd | p(x) ≤ sup
y∈C
p(y), ∀p ∈ P} et donc ∃ q ∈ P tel que q(z) >
sup
y∈C
q(y). Maintenant supposons que z /∈ C implique qu’il existe q ∈ P tel que q(z) > sup
y∈C
q(y)
ceci e´quivaut a` z /∈ vexP(C) et donc vexP(C) ⊆ C et d’apre`s le point 1 de la proprie´te´ 4.5, on
conclut que C = vexP(C). 
Nous rappelons que d’apre`s le the´ore`me de se´paration forte en analyse convexe affirme
que pour tout convexe ferme´ C, x /∈ C implique qu’il existe p ∈ Rd tel que p · x > sup
y∈C
p · y.
Nous rappelons, dans le corollaire suivant, que, lorsque P est la configuration line´aire clas-
sique, les ensembles P-convexes s’identifient aux ensembles ferme´s convexes au sens classique
de Rd.
Corollaire 4.1 (Ensemble P-convexes dans la configuration line´aire classique)
Si P est la configuration line´aire classique alors VexP(Rd) est exactement l’ensemble des
ensembles convexes ferme´s de Rd.
De´monstration
Soit C ∈ VexP(Rd), alors par de´finition :
C = {x ∈ Rd | p · x ≤ Cσ(p), ∀ p ∈ Rd} =
⋂
p∈Rd
{x ∈ Rd | p · x ≤ Cσ(p)} .
C est donc une intersection d’ensemble convexe ferme´, il est par conse´quent convexe et
ferme´.
Supposons que maintenant C est convexe ferme´. Si C = Rd, alors C est P-convexe. Sup-
posons C 6= Rd et soit x /∈ C, alors, par le the´ore`me de se´paration forte, il existe p ∈ Rd tel
que p · x > sup
y∈C
p · y et par la proposition 4.10 C est P-convexe. 
Nous cherchons de´sormais a` identifier les fonctions P-convexes lorsque P est la configura-
tion line´aire. Tout d’abord, nous rappelons la de´finition d’une fonction positivement homoge`ne
de degre´ 1.
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De´finition 4.24 (Fonction homoge`ne)
Une fonction f : Rd 7→ R est une fonction (positivement) homoge`ne (de degre´ 1) si, pour
tout x ∈ Rd, x 6= 0, pour tout λ > 0, f(λx) = λf(x).
The´ore`me 4.3 (Fonctions P-convexes dans la configuration line´aire classique)
Si P est la configuration line´aire classique alors VexP(R
P
) est l’union de la fonction
identiquement e´gale a` −∞ et de l’ensemble des fonctions f convexes semi-continues in-
fe´rieurement et homoge`nes telles que f(0) = 0.
Lemme 4.2
Soit P la configuration line´aire alors
1. vs 6= ∅ =⇒ v(0) ≥ 0.
2. vs = Rd ⇐⇒ ∀ p 6= 0, v(p) = +∞ et v(0) ≥ 0.
De´monstration
1. Si v(0) < 0 alors pour tout x ∈ vs, 0 · x = 0 < 0 ce qui est impossible et donc vs = ∅.
2. Soit v ∈ RP, si pour tout p 6= 0, v(p) = +∞ et v(0) ≥ 0, on a clairement vs = Rd.
D’apre`s le point 1, vs = Rd implique que v(0) ≥ 0. Maintenant, supposons que vs = Rd,
qu’il existe p 6= 0 tel que v(p) < +∞. Comme P est isomorphe a` Rd alors en posant
x = (v(p) + 1)(p/‖p‖2) ∈ Rd, on a p · x = v(p) + 1 > v(p) et donc il existe x ∈ Rd tel
que x /∈ vs. 
Lemme 4.3 (P-enveloppe convexe et biconjugue´e de Fenchel)
Soit P la configuration line´aire. Pour tout v ∈ RP homoge`ne, on a, pour tout p ∈ P :
vexP(v)(p) ≤ v∗∗(p) ≤ (vexP(v))(p) + v(0)
De´monstration (lemme 4.3)
Par de´finition de la biconjugue´e de Fenchel-Moreau, on a, quelque soit p ∈ Rd,
v∗∗(p) = sup
x∈Rd
p · x+ inf
q∈Rd
(v(q)− q · x) .
Si vs = Rd, alors, par le lemme 4.2, v(p) = +∞ pour tout p 6= 0 et v(0) ≥ 0, d’ou`, pour
tout p ∈ P, v∗∗(p) = sup
x∈Rd
p · x + v(0). Comme vs = Rd alors (vexP(v))(p) = sup
x∈Rd
p · x et
v(0) ≥ 0 d’ou` la double ine´galite´.
Supposons maintenant que vs ( Rd et x /∈ vs, il existe q ∈ Rd tel que v(q) − q(x) < 0 et
pour tout λ > 0, puisque v est homoge`ne λ(v(q)− q(x)) < 0 d’ou` inf
q∈Rd
v(q)− q · x = −∞, on
en de´duit que :
v∗∗(p) = sup
x∈vs
p · x+ inf
q∈Rd
(v(q)− q · x) . (4.7)
Si vs est vide alors vexP(v) ≡ −∞ et v∗∗ ≡ −∞ donc la double ine´galite´ est ve´rifie´e.
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Nous supposons maintenant que ∅ 6= vs ( Rd. En utilisant (4.7), et en prenant q = 0, on
obtient, pour tout p ∈ P, v∗∗(p) ≤ sup
x∈vs
p · x+ v(0) = (vexP(v))(p) + v(0).
De plus, si x ∈ vs, inf
q∈Rd
v(p)− q · x ≥ 0 et finalement v∗∗(p) ≥ sup
x∈vs
p · x = (vexP(v))(p). 
De´monstration (the´ore`me 4.3)
Soit v ∈ VexP(RP), l’e´le´ment v est homoge`ne puisqu’il est e´gal a` vexP(v). En effet, pour tout
p ∈ P pour tout λ > 0, v(λp) = sup
x∈vs
λp(x) = λ sup
x∈vs
p(x) = λv(p).
De plus, on a soit vs = ∅, soit vs 6= ∅. D’apre`s la proposition 4.7, vs = ∅ ⇐⇒ v ≡ −∞ et
vs 6= ∅ ⇐⇒ v(p) > −∞ ∀ p ∈ P. Dans le premier cas, il n’y a plus rien a` montrer. Supposons
donc que v(p) > −∞ pour tout p ∈ P et donc v(0) = sup
x∈vs
0 = 0. D’apre`s le lemme 4.3, on
conclut que v = vexP(v) = v
∗∗ et donc v est convexe s.c.i d’apre`s le the´ore`me 4.1.
Maintenant, si v ≡ −∞, alors v ∈ VexP(RP). Supposons, par conse´quent, que v soit
convexe s.c.i, homoge`ne et v(0) = 0, alors pour tout p ∈ P, v(p) > −∞. En effet, s’il existe
p ∈ P tel que v(p) = −∞ alors en prenant une suite (λn)n tendant vers 0+, on a, par
homoge´ne´ite´, v(λnp) = λnv(p) = −∞ et comme v est s.c.i alors v(0) = −∞ ce qui contredit
v(0) = 0. On conclut par le the´ore`me 4.1 que v = v∗∗ puis par le lemme 4.3 que v∗∗ = vexP(v)
et finalement, v = vexP(v). 
4.4 Domaines des sous-niveaux et interpre´tation abstraite
4.4.1 Ge´ne´ralisation de domaines nume´riques abstraits de l’interpre´tation ab-
straite
Nous rappelons l’ide´e de Sankaranarayanan, Sipma et Manna [SSM05] : fixer un nombre
fini de formes line´aires pour calculer des invariants nume´riques sous la forme de polye`dres. Le
fait de fixer les faces du polye`dre re´pond aux proble`mes d’explosion combinatoire du domaine
des polye`dres. Dans notre nouveau domaine nume´rique dit des sous-niveaux, nous acceptons
des fonctions aussi bien des formes line´aires que non-line´aires comme fonctions de base. De
plus, nous ne nous limitons pas au caracte`re fini de la configuration. Ceci ouvre la voie aux
calculs d’invariants convexes ge´ne´raux en conside´rant toutes les formes line´aires.
Puisque notre domaine ge´ne´ralise celui de Sankaranarayanan, Sipma et Manna, notre
domaine contient le domaine des intervalles en prenant comme configuration P = {±ei, i =
1 . . . , d} ou` {ei}i=1...,d repre´sente la base duale de Rd. Les P-fonctions support, dans cette
configuration, correspondent exactement aux bornes des intervalles. Nous pouvons recoder les
zones de Mine´ [Min04] en tant que P-sous niveau avec comme configuration P l’ensemble des
formes line´aires des diffe´rences entre les variables c’est-a`-dire {xi−xj , i, j = 0, . . . , d, x0 = 0}.
Les octogones sont aussi des P-sous niveaux dans la configuration P = {±xi ± xj , i, j =
0, . . . , d, x0 = 0}, les formes line´aires de P repre´sentant bien les diffe´rences et sommes de
variables. Dans les zones, comme dans les octogones, les P-fonction support sont les difference
bounds matrices (DBM).
4.4.2 Quelques configurations utiles en interpre´tation abstraite
Nous allons conclure ce chapitre par donner quelques exemples de configurations utiles
pour l’analyse statique de programmes par interpre´tation abstraite.
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Nous appelons configuration affine tropicale, la configuration contenant toutes les dif-
fe´rences de fonctions tropicalement (au sens max-plus) affines c’est-a`-dire de la forme :
p(x) = max(b, max
j=1,...,d
(aj + xj))−max(e, max
j=1,...,d
(cj + xj))
ou` b, e ∈ R∪{−∞} et pour tout j ∈ {1, . . . , d}, aj , cj ∈ R∪{−∞}. La fonction p(x) = −∞
est tropicalement affine mais n’est pas utile comme fonctions de base. Cette configuration a e´te´
sugge´re´e par Gaubert, Katz et Sergeev dans [GKS10]. Les polye`dres max-plus correspondent
aux P-polye`dres de la configuration affine tropicale. Dans, [AGG08b], les polye`dres max-plus
sont utilise´s pour ge´ne´rer des invariants pour des programmes manipulant des tableaux et des
chaˆınes de caracte`res.
Nous appelons configuration quadratique, une configuration dont toutes les fonctions de
base sont quadratiques c’est-a`-dire des fonctions de Rd dans R, x :7→ xTAx + bTx + c. Si
toutes les fonctions quadratiques sont convexes, nous parlons de configurations quadratiques
convexes. Nous de´taillerons le type d’invariants ge´ne´re´s dans le chapitre 6 dans le cas d’une
configuration quadratique convexe finie.
Enfin, nous terminons par une ide´e (future) : une configuration ge´ome´trique c’est-a`-dire
conside´rer des fonctions de base de la forme :
K∑
k=1
ckx
ak1
1 x
ak2
2 . . . x
akd
d
avec ck > 0, pour tout k = 1 . . . ,K et akj ∈ R, pour tout k = 1, . . . ,K et j = 1, . . . , d.
Une section entie`re est consacre´e a` la programmation ge´ome´trique dans [BV04]. Une configu-
ration ge´ome´trique peut s’ave´rer utile pour trouver des invariants lorsque l’arithme´tique d’un
programme est polynomiale.
Le tableau de la figure 4.17 re´capitule quelques ensembles de fonctions de base utiles en
interpre´tation abstraite.
Configurations Classes d’ensembles Algorithmes Utilisation
infinie Convexes ferme´s Programmation semi-infinie Ite´ration sur
(et autres ?) les politiques
dynamique
chapitre 5
line´aire polye`dres ; programmation invariants
convexes ferme´s line´aire nume´riques
affine tropicale convexes tropicaux programmation [AGG08b]
ferme´s line´aire tropicale ? [All09, Chapter 7]
quadratique CQ-repre´sentables programmation chapitre 6
convexe finie [TN01, Section 2.3.1] quadratique
ge´ome´trique programmation arithme´tique
ge´ome´trique polynomiale
Figure 4.17 – Quelques ensembles de fonctions de base utiles en interpre´tation abstraite
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CHAPITRE 5
ITE´RATION SUR LES POLITIQUES DYNAMIQUE DANS LE
DOMAINE DES SOUS-NIVEAUX
Nous avons pre´sente´ dans le chapitre 4 un nouveau domaine nume´rique abstrait. Nous
de´veloppons dans ce chapitre une me´thode pour calculer des invariants nume´riques dans ce
domaine : afin de borner les variables d’un programme. En se fixant une configuration P, nous
construisons, dans un premier temps, une fonction se´mantique abstraite F ] = (F1
], . . . , Fn
]) a`
partir la correspondance de Galois de la proposition 4.6 ce qui est classique en interpre´tation
abstraite (voir 2.17). La fonction F ] e´tant croissante sur le treillis complet VexP(R
P
)n, pour
trouver des bornes pre´cises sur les variables du programme analyse´, nous sommes amene´s a`
re´soudre le proble`me :
inf{v ∈ VexP(RP)n | F ](v) ≤ v} .
Nous cherchons a priori des fonctions P-convexes ce qui nous permet de de´duire des ensembles
P-convexes. Cependant, l’e´valuation de la fonction F ] est e´quivalente a` chercher la valeur
optimale d’un proble`me d’optimisation globale non ne´cessairement convexe. La construction
de la fonction se´mantique abstraite nous ame`ne donc a` conside´rer une deuxie`me fonction
se´mantique appele´e fonction se´mantique relaˆche´e qui fournit une sur-approximation de la
fonction se´mantique abstraite classique. Cette fonction se´mantique est construite a` partir de la
the´orie de la dualite´ lagrangienne dans le cadre de l’optimisation semi-infinie. Cette approche
nous permet e´galement de de´velopper un cadre the´orique pour de´finir une ite´ration sur les
politiques dynamique : les contraintes effectives des proble`mes d’optimisation de´terminent
quelles fonctions de base peuvent eˆtre se´lectionne´es. Par ailleurs, la repre´sentation duale est
utilise´e pour de´finir nos politiques. D’un point de vue effectif, l’application porte sur les
configurations quadratiques finies qui sera de´veloppe´e au chapitre 6.
Nous pre´sentons dans la section 5.1, une le´ge`re modification de la fonction se´mantique
concre`te de´finie dans le chapitre 2 et nous discutons la construction de la fonction se´mantique
abstraite dans le domaine abstraits des sous-niveaux. Dans la section 5.2, nous de´veloppons la
construction de la fonction se´mantique relaˆche´e. Dans la section 5.3, nous comparons les deux
fonctions se´mantiques et exposons les proprie´te´s de la fonction se´mantique relaˆche´e. Ensuite,
dans la section 5.4, nous discutons des proprie´te´s de la fonction se´mantique relaˆche´e. Enfin,
a` la section 5.5, nous de´finissons une ite´ration sur les politiques ou` l’ensemble des politiques
est choisi dynamiquement. Nous illustrons ce sche´ma d’ite´ration sur un exemple simple.
CHAPITRE 5. ITE´RATION SUR LES POLITIQUES DYNAMIQUE DANS LE DOMAINE DES
SOUS-NIVEAUX
5.1 Fonction se´mantique abstraite
Dans le chapitre 2, nous avons de´fini une se´mantique concre`te puis une se´mantique ab-
straite de´finie a` partir d’une correspondance de Galois. Dans cette section, nous allons con-
struire une se´mantique abstraite dans le domaine nume´rique des sous-niveaux a` partir de la
correspondance de Galois donne´e par la proposition 4.6.
Nous avons vu au chapitre 2 que chaque coordonne´e de la fonction se´mantique concre`te
FC e´tait essentiellement compose´e d’ope´rations constantes, d’union, d’intersections et d’im-
ages de sous-ensemble de Rd par une fonction. Par conse´quent, pour construire une fonction
se´mantique abstraite sur le domaine des sous-niveaux, il suffit de de´crire, a` partir de la cor-
respondance de Galois de la proposition 4.6, comment se traduisent les unions, intersections
et images de sous-ensemble de Rd par une fonction dans le treillis complets RP des fonctions
de P dans R.
Nous notons toujours n le nombre de points de controˆle. On cherche donc a` constru-
ire une fonction F ] de (RP)n dans (RP)n. Dans toute la suite de ce chapitre, l’e´le´ment X
repre´sente le vecteur d’ensembles (X1, . . . , Xn). L’e´le´ment v de´signe un vecteur d’e´le´ments de
RP (v1, . . . , vn).
5.1.1 Quelques modifications sur la fonction se´mantique concre`te
Dans ce chapitre, nous utilisons la syntaxe de´finie 2.2. Pour analyser plus facilement les
programmes dans le domaine des sous-niveaux, nous ope´rons quelques modifications dans la
fonction se´mantique concre`te.
Premie`rement, quitte a` ajouter des coordonne´es dans la fonction se´mantiques concre`te (ou
de manie`re e´quivalente ajouter des instructions skip), nous supposons, dans ce chapitre, que
les ope´rations d’unions de´crites dans le reste de la the`se n’ont que deux ope´randes.
Deuxie`mement, nous avons vu que les ope´rations d’intersections venaient des tests et donc
des boucles while, et des branchements conditionnels if , then et else. Dans le chapitre 2,
nous de´composions les tests et les affectations internes des boucles et des branchements con-
ditionnels, afin de permettre une meilleure lisibilite´ des interpre´tations des programmes et
aussi d’assurer qu’une coordonne´e de la fonction se´mantique abstraite correspondait a` une
seule ope´ration d’union, de test ou d’affectation.
L’affectation interne d’une boucle n’est exe´cute´e que si le vecteur de variable satisfait
le test d’entre´e d’une boucle, c’est-a`-dire si le vecteur de variable appartient a` l’ensemble
{y ∈ Rd | r(y) ≤ 0} ou` r est une fonction (continue) de Rd dans R. Par conse´quent, la fonction
se´mantique concre`te pour l’affectation x = T (x) interne d’une boucle s’e´crit T (Xi ∩{y ∈ Rd |
r(y) ≤ 0}) ou` i est le point de controˆle correspondant a` l’union des ensembles des valeurs
prises par les variables au premier parcours de la boucle et apre`s chaque tour de boucle.
De meˆme, pour un branchement conditionnel if , then, else, les affectations des branches
then et else ne sont exe´cute´es que si les tests d’entre´e sont satisfaits. Nous supposons, quitte
a` rajouter des coordonne´es a` la fonction se´mantique concre`te, qu’il n’y a qu’un seul arc
(ij) entrant au point de controˆle j correspondant au branchement conditionnel. En appelant
provisoirement Tthen et Telse les affectations respectives des branches then et else, la fonction
se´mantique concre`te pour ces affectations s’e´crit respectivement Tthen(Xi ∩ {y ∈ Rd | r(y) ≤
0}) et Telse(Xi ∩ {y ∈ Rd | −r(y) < 0}). Cependant, par la suite nous e´valuerons la fonction
se´mantique concre`te en re´solvant des proble`mes de maximisation. Dans des cas de´ge´ne´re´s (r
concave et le premier ensemble non vide), maximiser une fonction continue sur {y ∈ Rd |
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−r(y) < 0} est e´quivalent a` optimiser sur {y ∈ Rd | −r(y) ≤ 0}. Dans les cas ge´ne´raux, le
deuxie`me ensemble est toujours plus grand que le premier, par conse´quent maximiser sur le
second fournit une sur-approximation, ce qui nous suffit en interpre´tation abstraite. Nous ne
donc conside´rons que Telse(Xi ∩ {y ∈ Rd | −r(y) ≤ 0}). Les fonctions se´mantiques concre`tes
sur les branches then et else ont par conse´quent la meˆme structure et nous n’e´tudierons que
la fonction se´mantique concre`te uniquement sur la branche then.
Remarque 5.1 Nous prenons des fonctions de test r a` valeurs dans R puisque le comple´men-
taire de l’ensemble {y ∈ Rd | r(x) ≤ 0} est une union d’ensembles {y ∈ Rd | rk(x) > 0} dans
le cas ou` r est valeurs dans Rm avec m > 1.
Nous notons l’ensemble de toutes les coordonne´es de la fonction se´mantique concre`te e´tant
une union dans l’ensemble :
U = {u ∈ {1, . . . , n} | ∃ j, k ∈ {1, . . . , n}, FCu (X) = Xj ∪Xk} .
A chaque e´le´ment u ∈ U, on associe `d(u), `g(u) qui sont respectivement les coordonne´es
des ope´randes droite et gauche de l’union. De meˆme, nous notons, l’ensemble de toutes les
coordonne´es de la fonction se´mantique concre`te repre´sentant une affectation :
A = {a ∈ {1, . . . , n} | ∃ l ∈ {1, . . . , n},∃T ∈ C(Rd,Rd), FCa (X) = T (Xl)} .
A chaque e´le´ment a ∈ A, on associe `(a) qui est la coordonne´e sur laquelle agit l’affectation.
Enfin, nous notons l’ensemble de toutes les coordonne´es de la fonction se´mantique concre`te
e´tant une ope´ration d’intersection :
I = {ı ∈ {1, . . . , n} | ∃ l ∈ {1, . . . , n},∃T, r ∈ C(Rd,Rd), FCı (X) = T (Xl∩{y ∈ Rd | r(y) ≤ 0} .
A chaque e´le´ment ı ∈ I, on associe `(ı) qui est la coordonne´e sur laquelle agit l’affectation
interne de la boucle ou du branchement conditionnel.
Dans tout ce chapitre, on fixe une configuration P pour analyser un programme. Dans
toute la suite du chapitre, on note une affectation T et un test r.
Pour illustrer nos de´finitions, nous prendrons tout au long de ce chapitre le programme
donne´ par la figure 5.1.
5.1.2 Les constantes
Dans ce chapitre, nous supposons que les constantes sont des sous-ensembles D de Rd. De
plus, nous supposons que les ensembles D sont P-convexes ou` P est la configuration utilise´e
pour analyser le programme.
Pour tout i ∈ {1, . . . , n} repre´sentant une constante, la fonction se´mantique concre`te est
donc de la forme FCi (X) = D. On obtient ainsi l’e´galite´ suivante pour la fonction se´mantique
abstraite, pour v ∈ RP :
F ]i (v) = w
ou` w est une fonction inde´pendante de v et qui ve´rifie ws = D.
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u=0;
assume (x , y ) in B( 0 , 1 ) ; [ 1 ]
u=x ;
x=y ;
y=u ; [ 2 ]
whi l e [ 3 ] ( x∗x+y∗y<=1){
u=x ;
x=2∗y+3∗x∗x ;
y=0.5∗y+0.2∗ exp (u ) ; [ 4 ]
i f (x>=0)
then{
u=x ;
x=y+1;
y=u + 1 ; [ 5 ]
}
e l s e {
u=x ;
x=y+1;
y=u∗u ; [ 6 ]
} ;
[ 7 ]
} [ 8 ]
Figure 5.1 – Programme avec une boucle et branchement conditionnel
Exemple 5.1 (Produit d’intervalles)
Supposons qu’un programme contient une initialisation :
assume x ∈ C
ou` l’ensemble C est un produit carte´sien d’intervalles c’est-a`-dire de la forme :
d∏
i=1
[ai, bi]
ou`, pour tout i ∈ {1, . . . , d}, ai ∈ R, bi ∈ R et ai ≤ bi. Conside´rons maintenant la configuration
P suivante :
{xi : x 7→ xi, −xi, p : x 7→ g(x)}
ou` p est une fonction continue sur Rd. On suppose sup
x∈C
g(x) est connu et donc remplace
l’ensemble initial C par l’ensemble D de la forme ws avec :
w(q) = bi si q = xi, w(p) = −ai si q = −xi, w(q) = sup
x∈C
g(x) si q = g .
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Exemple 5.2 (Boule et sphe`re unite´ de Rd)
On munit Rd de la norme euclidienne et conside´rons B(0, 1) la boule unite´ ferme´e de Rd et
S(0, 1) la sphe`re unite´ de Rd. Soient les configurations P1 = {x 7→ ‖x‖2, x 7→ −‖x‖2} et
P2 = {x 7→ p · x, p ∈ B(0, 1)}. Supposons qu’un programme contient une initialisation :
assume x ∈ C
ou` C = B(0, 1) ou C = S(0, 1). On peut re´e´crire B(0, 1) comme le P1-sous niveau us avec :
u(p) = 1 si p = x 7→ ‖x‖2, et u(p) = 0 si p = x 7→ −‖x‖2 .
On peut e´galement repre´senter B(0, 1) comme le P2-sous niveau vs avec :
v(p) = ‖p‖ pour tout p ∈ P2 .
La fonction v est P-convexe et continue (en fait convexe semi-continue et finie).
Dans le cas ou` C = S(0, 1), on peut repre´senter C par le P1-sous niveau ws avec :
w(x 7→ ‖x‖2) = 1 et w(x 7→ −‖x‖2) = −1 .
Appliquons ce re´sultat au programme de la figure 5.1, au point de controˆle [1], la fonction
se´mantique abstraite est la boule unite´ ferme´e B2(0, 1) et donc le P2-sous niveau vs1 est e´gal
a` B2(0, 1) si v1(p) = ‖p‖ pour tout p ∈ P2.
5.1.3 Les unions
Nous rappelons que les ope´rateurs d’unions n’ont ici que deux ope´randes. Ces deux ope´ran-
des sont des sous-ensembles de Rd qui repre´sentent l’ensemble des valeurs possibles a` deux
points de controˆle distincts. Soit u ∈ U, la fonction se´mantique concre`te a pour coordonne´e
FCu de´finie par l’e´quation (5.1) :
FCu (X) = X`g(u) ∪X`d(u) . (5.1)
Par de´finition de la correspondance de Galois de la proposition 4.6, la fonction se´mantique
abstraite pour une union ve´rifie l’e´quation (5.2) :
F ]u(v) = (v
s
`g(u)
∪ vs`d(u))σ . (5.2)
Remarque 5.2 Les proprie´te´s des correspondances de Galois 4.5 impliquent que (vs`g(u) unionsq
vs`d(u))
σ = (vs`g(u) ∪ vs`d(u))σ.
L’e´valuation d’une coordonne´e de la fonction se´mantique abstraite repre´sentant une union
pour un e´le´ment v ∈ (RP)n et pour une fonction de base q ∈ P est e´quivalente au proble`me 5.1.
Proble`me 5.1 (Evaluation de l’union)
Re´soudre :
Max q(x) s. c x ∈ vs`g(u) ∪ vs`d(u)
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Exemple 5.3 (Boucle dans le programme de la figure 5.1)
Sur le programme de la figure 5.1, au point de controˆle [3], la boucle while entraˆıne une
ope´ration d’union : la fonction se´mantique concre`te au point de controˆle [3] est :
X3 = X2 ∪X7
Pour rappel, nous trouvons ces deux coordonne´es en remarquant que les moyens d’entre´e dans
la boucle while sont soit, si la boucle while n’a jamais e´te´ parcourue, de venir du point de
controˆle [2], soit, si la boucle while a de´ja` e´te´ parcourue, de revenir apre`s l’ope´ration interne
de la boucle c’est-a`-dire le point de controˆle [7].
Soit une configuration P. Soit v ∈ (RP)8, les ensembles vsi s’entendent donc par rapport
a` cette configuration. La fonction se´mantique abstraite au point de controˆle [3] est donc la
fonction qui a` v ∈ (RP)8 associe :
F ]3(v) = (v
s
2 ∪ vs7)σ .
5.1.4 Les affectations
On rappelle qu’une affectation est la donne´e d’une application continue T de Rd dans Rd.
On suppose, de plus, que l’application T agit sur unique point de controˆle. Soit a ∈ A, la
fonction se´mantique concre`te d’une affectation a pour coordonne´e FCa et est caracte´rise´e par
l’e´quation (5.3) :
FCa (X) = T (X`(a)) . (5.3)
La composante d’une fonction se´mantique abstraite pour une affectation s’e´crit :
F ]a(v) = (T (v
s
`(a)))
σ = sup
x∈vs
`(a)
eT (x) . (PAF )
L’e´valuation d’une composante de la fonction se´mantique abstraite repre´sentant une affecta-
tion pour un e´le´ment v ∈ (RP)n et une fonction de base q ∈ P est e´quivalente a` la re´solution
proble`me 5.2.
Proble`me 5.2 (Evaluation d’une affectation)
Re´soudre :
Max q(y) s. c y = T (x)
x ∈ vs`(a) (PAFq)
Ainsi, on remarque que la fonction se´mantique abstraite d’une affectation est la fonction
valeur Val(PAF ) qui, a` toute fonction de base q ∈ P, associe la valeur du proble`me d’opti-
misation (PAFq), en d’autres termes, Val(PAF ) : q 7→ Val(PAFq). Si v`(a) prend la valeur
−∞ le proble`me n’est pas re´alisable et la fonction se´mantique abstraite vaut −∞ partout.
Par ailleurs, nous rappelons que vs`(a) est uniquement de´termine´ par les valeurs de v`(a) sur
son domaine et donc x ∈ vs`(a) signifie p(x) ≤ v`(a)(p) pour tout p ∈ dom(v`(a)) si celui-ci est
non vide. Si le domaine de v`(a) est vide alors les proble`mes PAFq sont non contraints et la
difficulte´ de re´solution du proble`me de´pend uniquement de la configuration P choisie.
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Exemple 5.4 (Affectation au point de controˆle [2] du programme de la figure 5.1)
Conside´rons la configuration suivante P = {(x, y) : 7→ p1x + p2y, (p1, p2) ∈ B2(0, 1)} ou`
B2(0, 1) de´note la boule unite´ ferme´e de R2.
L’affectation au point de controˆle [2] agit sur le point de controˆle [1], la fonction se´mantique
abstraite est donc, pour v ∈ (RP)8 :
[F ]2(v)](q) = sup{q1y + q2x | p · (x, y) ≤ v1(p), ∀ p ∈ B2(0, 1)} .
Par l’ine´galite´ de Cauchy-Schwarz, comme vs1 = B2(0, 1), sup{q · (y, x) | (x, y) ∈ vs1} = ‖q‖.
Enfin, on remarque que le proble`me 5.2 ge´ne´ralise le calcul de la P-enveloppe convexe de
fonctions. En effet, le calcul de la P-enveloppe convexe d’un e´le´ment w ∈ RP pour une fonction
de base p ∈ P est le proble`me 5.2 ou` l’application T est l’identite´.
Proble`me 5.3 (Proble`me de cloˆture)
Re´soudre :
Max p(x) s. c x ∈ ws
Exemple 5.5 (Intervalles)
Prenons P = {(x, y) :7→ p1x + p2y, (p1, p2) ∈ B2(0, 1)}. Soit v la fonction p ∈ P de´finie par
v(p) = 1 si p ∈ {(1, 0), (−1, 0), (0, 1), (0,−1)} et +∞ sinon. Alors vs est le produit d’intervalles
[−1, 1]2, la fonction vexP(v) est donc la fonction qui a` p = (p1, p2) associe sup{−p1−p2, −p1 +
p2, p1−p2, p1+p2} puisque (x, y) 7→ p1x+p2y de´finit une forme line´aire et donc le maximum de
ces fonctions sur vs sont atteints sur les points extreˆmes de vs qui sont les vecteurs (−1,−1),
(−1, 1), (1,−1) et (1, 1). La valeur de sup{−p1 − p2, −p1 + p2, p1 − p2, p1 + p2} de´pend
uniquement des signes de p1 et p2.
L’ope´ration de cloˆture devient plus pathologique si l’on prend une classe trop ge´ne´rale de
fonctions p ∈ P.
Exemple 5.6 (Cloˆture pathologique)
Prenons, P = {p ∈ C(R,R) | p(x) = 0, ∀x /∈ [0, 1], p(1/2) ≤ 0} et on de´finit v(p) = (p(1/2))2
pour tout p ∈ P. Nous cherchons a` e´valuer la P-enveloppe convexe vexP(v). Nous commenc¸ons
par calculer vs et nous allons montrer que vs = {0, 1/2, 1}. Par continuite´ des fonctions p ∈ P,
on a p(0) = p(1) = 0 d’ou` p(0) = p(1) ≤ (p(1/2))2 pour tout p ∈ P. De plus, comme p(1/2) ≤ 0
pour tout p ∈ P alors 1/2 ∈ vs. On conclut que ]−∞, 0] ∪ {1/2} ∪ [1,+∞[⊆ vs. Maintenant,
conside´rons la fonction h nulle en dehors de [0, 1] suivante dont le graphe est repre´sente´ par
la figure 5.2 :
h(x) =

x si x ∈ [0, 1/4]
1/2− x si x ∈ [1/4, 1/2]
x− 1/2 si x ∈ [1/2, 3/4]
1− x si x ∈ [3/4, 1]
La fonction h appartient a` P et ve´rifie h(0) = h(1/2) = h(1) = 0 d’ou` h(x) ≤ (h(1/2))2
implique que x ∈]−∞, 0]∪{1/2}∪ [1,+∞[ d’ou` vs ⊆]−∞, 0]∪{1/2}∪ [1,+∞[. Finalement,
comme
[vexP(v)](p) = sup{p(x) | x ∈ vs},
on conclut que vexP(v) est la fonction identiquement nulle.
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x
f(x)
Figure 5.2 – Graphe de la fonction h de l’exemple 5.6
5.1.5 Les intersections
Dans la sous-section 5.1.1, nous avons de´crit la construction de la fonction se´mantique
concre`te pour les intersections. Dans le cas des intersections construites a` partir une boucle
while, la coordonne´e sur laquelle agit l’affectation interne de la boucle correspond a` l’union
engendre´e par la boucle. Quand l’intersection est construite a` partir d’un branchement con-
ditionnel, la coordonne´e sur laquelle agit l’ope´ration interne des branches de´signe le noeud
initial de l’arc entrant au point de controˆle associe´ au branchement conditionnel. Soit ı ∈ I,
la fonction se´mantique concre`te a pour coordonne´e FCı de´finie par l’e´quation (5.4) :
FCı (X) = T (X`(ı) ∩ {y ∈| r(y) ≤ 0}) . (5.4)
On en de´duit que la fonction se´mantique abstraite pour une intersection ve´rifie l’e´quation (PIT ) :
F ]ı (v) = T (v
s
`(ı) ∩ {y ∈| r(y) ≤ 0})σ = sup
x∈vs
`(ı)
r(x)≤0
eT (x) . (PIT )
En conclusion, l’e´valuation des coordonne´es de la fonction se´mantique abstraite repre´sen-
tant une boucle ou un branchement conditionnel, pour un e´le´ment v ∈ RP, pour une fonction
de base q ∈ P, est e´quivalente a` la re´solution du proble`me 5.4.
Proble`me 5.4 (Evaluation d’une intersection)
Re´soudre :
Max q(y) s. c y = T (x)
x ∈ vs`(ı)
r(x) ≤ 0
(PITq)
Ainsi, on remarque que la fonction se´mantique abstraite d’une intersection est la fonction
valeur Val(PIT ) qui, a` toute fonction de base q ∈ P, associe la valeur du proble`me d’op-
timisation (PITq), en d’autres termes, Val(PIT ) : q 7→ Val(PITq). Si v`(ı) prend la valeur
−∞ le proble`me n’est pas re´alisable et la fonction se´mantique abstraite vaut −∞ partout.
Par ailleurs, nous rappelons que vs`(ı) est uniquement de´termine´ par les valeurs de v`(ı) sur
son domaine et donc x ∈ vs`(ı) signifie p(x) ≤ v`(ı)(p) pour tout p ∈ dom(v`(ı)) de`s que
dom(v`(ı)) est non vide. Si dom(v`(ı)) est vide, le proble`me devient un proble`me d’optimisa-
tion sous contrainte qui ne de´pend pas de v`(ı). Nous pouvons utiliser la dualite´ lagrangienne
classique [Roc96, section 28] en limitant l’analyse des programmes au cas des tests convexes.
Exemple 5.7 (Affectation interne de la boucle au point de controˆle [3])
Nous reprenons le programme de la figure 5.1] et nous reprenons la configuration suivante
P = {(x, y) :7→ p1x+ p2y, (p1, p2) ∈ B2(0, 1)} de l’exemple 5.4.
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L’affectation au point de controˆle [3] agit sur le point de controˆle [2] uniquement si le
test d’entre´e de boucle est satisfait. Appelons r la fonction de´finissant le test d’entre´e de la
boucle : r est la fonction de R2 dans R qui a` (x, y) associe r(x, y) = x2 + y2 − 1. La fonction
se´mantique abstraite est donc, pour v ∈ (RP)8 :
[F ]3(v)](q) =
sup{q1(2y + 3x2) + q2(0.5y + 0.2 exp(x)) | r(x, y) ≤ 0, p · (x, y) ≤ v2(p), ∀ p ∈ B2(0, 1)}
Exemple 5.8 (Branche conditionnelle then au point de controˆle [5])
Nous reprenons le programme de la figure 5.1] ainsi que la configuration suivante P =
{(x, y) :7→ p1x+ p2y, (p1, p2) ∈ B2(0, 1)} de l’exemple 5.4.
L’affectation au point de controˆle [5] agit sur le point de controˆle [4] uniquement si le test
d’entre´e de branche est s’attifait. La fonction se´mantique abstraite est donc, pour v ∈ (RP)8 :
[F ]5(v)](q) = sup{q1(y + 1) + q2(x+ 1) | x ≤ 0, p · (x, y) ≤ v2(p), ∀ p ∈ B2(0, 1)} .
5.2 Dualite´ et se´mantique relaˆche´e
Les proble`mes 5.2, 5.4 sont de meˆme nature. La difficulte´ des proble`mes d’optimisation
vient principalement du fait que P n’a aucune structure particulie`re et que P est a` priori
infini : la fonction objective est une fonction sur Rd mais le nombre de contrainte est infini,
les proble`mes 5.2 et 5.4 appartiennent a` la classe de proble`mes d’optimisation semi-infinie,
pour plus de de´tails sur le sujet, le lecteur peut consulter [GL02, HK93, LS07c, GVRSS08].
En optimisation sous contraintes, une me´thode de re´solution consiste a` re´soudre un prob-
le`me qui a, dans de bons cas, la meˆme valeur que le proble`me initial mais qui posse`de toujours
de bonnes structures (convexite´ et semi-continuite´) et qui donne toujours une borne valide
pour le proble`me initial. Ce nouveau proble`me appele´ proble`me dual est construit a` partir du
proble`me primal. On ”ajoute” les contraintes a` la fonction objective par le biais d’une forme
biline´aire de´finie sur le produit carte´sien de l’ensemble des valeurs des fonctions de´finissant les
contraintes et d’un espace bien choisi. Cette me´thode est appele´ dualite´ lagrangienne [BS00,
Section 2.5.3].
5.2.1 Rappels de dualite´
Une me´thode classique pour re´soudre un proble`me d’optimisation sous contrainte est d’in-
troduire des vecteurs du dual alge´brique ou topologique quand ceux-ci sont identifiables. Le
but est d’utiliser la biline´arite´ de l’identification pour se ramener a` un proble`me qui a de
bonnes structures (convexite´ et continuite´). Lorsque les duaux ne sont pas identifiables, on
utilise une notion de dualite´ plus faible (voir [Sch71, Chapter 4]) : on restreint par cette
construction le nombre de formes line´aires a` conside´rer mais on conserve la biline´arite´.
Remarque 5.3 Tous les espaces vectoriels re´els disposent d’une base de Hamel. Graˆce aux
bases de Hamel, on peut toujours identifier le dual alge´brique d’un espace vectoriel aux fonc-
tions sur cette base de Hamel dans R (voir [AB06, Section 5.9]). Cependant, une base de
Hamel est souvent difficile a` expliciter.
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Crochet de dualite´
De´finition 5.1 (Crochet de dualite´)
Les espaces vectoriels E et F sont en dualite´ s’il existe une forme biline´aire 〈·, ·〉 sur
E × F a` valeurs dans R telle que :
1. 〈x, y〉 = 0, pour tout y ∈ F implique que x = 0.
2. 〈x, y〉 = 0, pour tout x ∈ E implique que y = 0.
On appelle la forme biline´aire 〈·, ·〉, crochet de dualite´ entre E et F .
Si E et F sont en dualite´, on dira que F est un dual de E ou que E est un dual de F . On
notera le crochet de dualite´ associe´ 〈·, ·〉E×F .
Remarque 5.4 Pour deux espaces vectoriels E et F , chaque e´le´ment 〈·, y〉 avec y ∈ F de´finit
a` une forme line´aire sur E et donc appartient au dual alge´brique de E (e´ventuellement au
dual topologique de E si elle est continue). Tous les espaces vectoriels en dualite´ avec E sont
des sous ensembles du dual alge´brique de E.
Remarque 5.5 Un espace de Banach et son dual topologique sont en dualite´. En effet, on
peut prendre comme crochet de dualite´ 〈x, x′〉 = x′(x) ou` x′ de´signe la forme line´aire continue
et x le vecteur de l’espace de Banach. Par ailleurs, lorsque le dual topologique est identifiable,
le crochet de dualite´ peut eˆtre donne´ par la forme biline´aire d’identification.
Exemple 5.9 (Cas ge´ne´ral)
Soit E un ensemble quelconque (sans structure particulie`re), on met en dualite´ RE avec le
sous-espace vectoriel des e´le´ments presque nuls. On appelle e´le´ments presque nuls, les vecteurs
λ ∈ RE dont le support (au sens fonctionnel), c’est-a`-dire, l’ensemble supp(λ) = {x ∈ E |
λ(x) 6= 0} est fini ou vide. On note l’espace vectoriel des e´le´ments presque nuls REfini.
Ainsi, de manie`re ge´ne´rale, on met en dualite´ RE et REfini par la forme biline´aire :
(f, λ) 7→ 〈f, λ〉 =
∑
x∈supp(λ)
f(x)λ(x) .
Exemple 5.10 (Dualite´ produit)
Soient E, F deux espaces vectoriels. Soient maintenant un espace dual E∗ (resp. F ∗) de E
(resp. F ) et notons 〈·, ·〉E×E∗ (resp. 〈·, ·〉F×F ∗) le crochet de dualite´ associe´. L’espace vectoriel
produit E×F est en dualite´ avec E∗×F ∗ avec pour crochet de dualite´ 〈·, ·〉E×E∗+ 〈·, ·〉F×F ∗ .
Exemple 5.11 (Cas fini)
Soit E un espace vectoriel de dimension finie d. Dans ce cas, on peut identifier le dual de
E a` E et le crochet de dualite´ est le produit scalaire de E. Le crochet de dualite´ est, par
conse´quent, de´fini par l’application de E × E dans R :
(f, λ) 7→ 〈f, λ〉 =
d∑
i=1
fiλi
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Exemple 5.12 (Cas compact)
L’ensemble des mesures signe´es forme un outil inte´ressant pour la programmation semi-infinie.
En effet, si nous supposons que E est un espace me´trique compact, le the´ore`me de repre´senta-
tion de Riesz-Markov permet d’identifier le dual topologique de C(E,R) aux mesures bore´li-
ennes signe´es finies 1 sur l’espace me´trique compact E. L’ensemble des bore´liennes signe´es
finies note´ M(E) est un espace de Banach lorsqu’il est muni de la norme de la variation
totale. Le crochet de dualite´ est donne´ par l’inte´grale de Lebesgue c’est-a`-dire, l’application
de C(E,R)×M(E) :
(f, λ) 7→ 〈f, λ〉 =
∫
E
f(x)dλ(x) .
Exemple 5.13 (Cas inte´grable)
Supposons que (E, T ) est un espace mesurable et soit µ une mesure (positive) finie sur T . Pour
tout p ∈]1,+∞[, on peut munir Lp(E, T , µ) c’est-a`-dire l’ensemble des fonctions mesurables
telles que
∫
E
|f(x)|pdµ(x) < +∞ de la dualite´ Lp−Lq : le dual de Lp(E, T , µ) est Lq(E, T , µ)
avec 1/p+ 1/q = 1 et le crochet de dualite´ est donne´ par l’inte´grale de Lebesgue du produit
des fonctions f ∈ Lp et g ∈ Lq.
Dans le cas p = +∞ et p = 1, meˆme s’il n’y a de re´flexivite´, on peut munir L∞(E, T , µ)
d’une dualite´ avec L1(E, T , µ) et vice et versa, le crochet de dualite´ est toujours donne´ par
l’inte´grale de Lebesgue.
5.2.2 Se´mantique abstraite par dualite´
Nous cherchons a` calculer, au pire, une sur-approximation des fonctions valeur Val(PAF )
et Val(PIT ). On conside`re donc les e´le´ments de l’espace vectoriel dual qui ont un crochet
de dualite´ positif avec les vecteurs positifs d’un espace vectoriel E muni d’un ordre  (on
appelle e´le´ments positifs, les vecteurs x ∈ E tels que 0  x). Notons E≥0 l’ensemble des
vecteurs positifs de E, E∗ un ensemble en dualite´ avec E et soit 〈·, ·〉 le crochet de dualite´
associe´. On appelle coˆne dual de E≥0 l’ensemble E∗+ de´fini par :
{λ ∈ E∗ | 〈v, λ〉 ≥ 0, ∀ v ∈ E≥0}
De plus, nous nous inte´ressons e´galement aux e´le´ments de E qui agissent positivement sur
E∗+. On appelle le coˆne bidual de E≥0 l’ensemble E
++
≥0 de´fini par :
{v ∈ E | 〈v, λ〉 ≥ 0, ∀λ ∈ E∗+}
Soit l’hypothe`se suivante :
E≥0 = E++≥0 (H1)
L’hypothe`se (H1) de´pend e´videmment du crochet de dualite´ choisi. On utilisera l’expres-
sion (E,E∗) satisfait l’hypothe`se (H1). L’hypothe`se (H1) est, par exemple, ve´rifie´e pour les
espaces en dualite´ des exemples 5.9, 5.12 et 5.13, l’ordre utilise´ est l’ordre partiel classique sur
les fonctions. Si E est un espace de Banach et si E∗ de´signe le dual topologique de E alors
1. pour des de´tails sur les mesures signe´es, le lecteur pourra consulter [Doo93, Chapter 9] ou [Hal74, Sections
28-29]
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par des arguments de se´paration, (E,E∗) l’hypothe`se satisfait l’hypothe`se (H1). On notera
de´sormais en abre´ge´ e.v. pour espace vectoriel.
A un e´le´ment w ∈ RP, on associe, si w > −∞ et dom(w) 6= ∅, l’ensemble D(w) de´fini par :
{(Q,E) | ∅ 6= Q ⊆ dom(w), E s.e.v. de RQ, ∀x ∈ Rd, ex|Q ∈ E, w|Q ∈ E} (5.5)
Nous conside´rons de tels ensembles car les proble`mes d’optimisation pour calculer la fonc-
tion se´mantique abstraite 5.2, 5.4 de´pendent de la structure des ensembles de contraintes
ainsi que des valeurs prises par v`(a) et v`(ı). Les ensembles Q dans D(w) repre´sentent les
contraintes que l’on va conside´rer dans les proble`mes d’optimisation. Les espaces vectoriels
E, dans l’ensemble D(w), de´terminent quelle structure alge´brique peut eˆtre utilise´e pour
dualiser les contraintes. La figure 5.3 explique l’importance de tels ensembles. On peut remar-
quer que l’ensemble D(w) n’est jamais vide car il contient toujours (dom(w),Rdom(w)). Par
ailleurs, l’ensemble D(w) contient toujours un couple (Q,RQ) ou` Q est un sous-ensemble fini
de dom(w) et ainsi RQ muni d’une norme quelconque est un espace de Banach. Soit (Q,E)
un e´le´ment de D(w), on munit E de la relation d’ordre des fonctions, et ainsi E≥0 correspond
a` E ∩RQ+. D’ou`, x ∈ ws e´quivaut a` (w− ex)|dom(w) ∈ R
dom(w)
+ puis, pour tout espace vectoriel
E tel que (dom(w), E) ∈ D(w), x ∈ ws e´quivaut a` (w − ex)|dom(w) ∈ E≥0.
On associe a` w l’ensemble D(w) les couples d’espaces vectoriels (Q,E,E∗) en dualite´
ou` (Q,E) est un e´le´ment de l’ensemble D(w) et (E,E∗) satisfait l’hypothe`se (H1). Plus
pre´cise´ment :
D(w) = {(Q,E,E∗) | (Q,E) ∈ D(w), E et E∗ sont en dualite´ et (E,E∗) satisfait (H1)} .
On remarque que l’ensemble D(w) n’est jamais vide puisque (dom(w),Rdom(w),Rdom(w)fini )
appartient a` D(w). De plus, D(w) contient toujours un e´le´ment (Q,E,E∗) tel que E soit
un espace de Banach et E∗ soit son dual topologique. Soit (Q,E,E∗) ∈ D(w), nous notons
〈·, ·〉Q×E×E∗ le crochet de dualite´ associe´ aux espaces en dualite´ E, E∗.
Le re´sultat donne´ ici est classique en optimisation et permet de re´e´crire la fonction se´-
mantique abstraite des affectations et des intersections a` partir d’une dualite´.
Proposition 5.1 (Se´mantique abstraite et bidual)
– Soient a ∈ A et v ∈ (RP)n tel que v`(a) > −∞ et dom(v`(a)) 6= ∅. Soit (dom(v`(a)), E,E∗) ∈
D(v`(a)), alors :
sup
x∈vs
`(a)
eT (x) = sup
x∈Rd
inf
λ∈E∗+
eT (x) + 〈v`(a) − ex, λ〉dom(v`(a))×E×E∗
– Soient ı ∈ I et v ∈ (RP)n tel que v`(ı) > −∞ et dom(v`(ı)) 6= ∅. Soit (dom(v`(ı)), E,E∗) ∈
D(v`(ı)), alors :
sup
x∈vs
`(ı)
r(x)≤0
eT (x) = sup
x∈Rd
inf
(λ,µ)∈E∗+×R+
eT (x) + 〈v`(ı) − ex, λ〉dom(v`(ı))×E×E∗ − µr(x)
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Max q(T (x)) }
« card(dom(v`(a))) » contraintes
p(x) ≤ v`(a)
∀p ∈ dom(v`(a))
On relaˆche certaines contraintes
pour n’en prendre que « Q ».
Max q(T (x)) }
« card(Q) » contraintes dans dom(v`(a))
p(x) ≤ v`(a)
∀p ∈ Q
Pour tout x ∈ Rd, v`(a) − ex
est un e´le´ment de RQ et
e´ventuellement dans un s.e.v E.
Max q(T (x)) 
(v`(a) − ex) ∈ E≥0
E≥0 = E ∩ RQ+ « card(Q) » contraintes dans dom(v`(a))
E s.e.v. de RQ
Figure 5.3 – Utilisation possible de l’ensemble (5.5) D(v`(a))
Nous ne de´montrons pas ce re´sultat qui est un classique en optimisation. Pour une preuve
de ce re´sultat, le lecteur pourra consulter [Roc74]. On de´duit de la proposition 5.1 que, pour
tout (dom(v`(a)), E,E
∗) ∈ D(v`(a)), (dom(v`(ı)), F, F ∗) ∈ D(v`(ı)) :
Val(PAFq) = sup
x∈Rd
inf
λ∈E∗+
q(T (x)) + 〈v`(a) − ex, λ〉dom(v`(a))×E×E∗ ,
Val(PITq) = sup
x∈Rd
inf
(λ,µ)∈F ∗+×R+
q(T (x)) + 〈v`(ı) − ex, λ〉dom(v`(ı))×E×E∗ − µr(x) .
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On aura besoin de de´finir une fonction se´mantique relaˆche´e dont la dualite´ ne de´pend pas
de v`(a) (resp. v`(ı)), par exemple lorsque v`(a) (resp. v`(ı)) prend la valeur −∞. On introduit
l’ensemble D(P) qui contient tous les couples d’espaces vectoriels (E,E∗) en dualite´ qui sat-
isfont (H1) tels qu’il existe Q non vide inclus dans P ve´rifiant E est un sous-espace vectoriel
de RQ. Plus formellement, on obtient la de´finition suivante :
D(P) = {(Q,E,E∗) | ∅ 6= Q ⊆ P, E s.e.v. de RQ, (E,E∗) satisfait (H1)}
5.2.3 Affectation et intersection : se´mantique relaˆche´e
L’introduction du lagrangien permet d’ajouter les contraintes a` la fonction objectif. Cepen-
dant, meˆme dans la formulation donne´e par la proposition 5.1, le proble`me n’a pas de bonnes
structures. La dualite´ lagrangienne classique consiste a` re´soudre un proble`me qui a de bonnes
proprie´te´s. Ce nouveau proble`me est appele´ proble`me dual et est donne´ par l’interversion de
l’infimum et du supremum dans les e´galite´s de la proposition 5.1. La fonction se´mantique
relaˆche´e est de´finie en commutant le supremum et l’infimum de la proposition 5.1. Nous ver-
rons plus tard que cette interversion permet d’avoir de meilleures proprie´te´s sur la fonction
se´mantique.
De´finition 5.2 (Fonction se´mantique relache´e d’une affectation)
Soient a ∈ A et v ∈ (RP)n tel que v`(a) > −∞ et dom(v`(a)) 6= ∅. Soit maintenant
(Q,E,E∗) ∈ D(v`(a)). La fonction se´mantique relaˆche´e d’une affectation au point v, FQ,E,E
∗
a (v),
est l’e´le´ment de RP de´fini par :
FQ,E,E
∗
a (v) = inf
λ∈E∗+
sup
x∈Rd
eT (x) + 〈v`(a) − ex, λ〉Q×E×E∗
Si v`(a) ≡ +∞, on pose pour tout (Q,E,E∗) ∈ D(P),
FQ,E,E
∗
a (v) = sup
x∈Rd
eT (x) .
S’il existe p ∈ P tel que v`(a)(p) = −∞, on pose pour tout (Q,E,E∗) ∈ D(P),
FQ,E,E
∗
a (v) = −∞ .
Remarque 5.6 (Fonction relaˆche´e standard pour les affectations) Lorsqu’on fixe q ∈
P, on obtient la valeur suivante, si v`(a) > −∞ et dom(v`(a)) 6= ∅ et (Q,E,E∗) ∈ D(v`(a)) :[
FQ,E,E
∗
a (v)
]
(q) = inf
λ∈E∗+
sup
x∈Rd
q(T (x)) + 〈v`(a) − ex, λ〉Q×E×E∗ .
Quand v`(a) ≡ +∞, pour tout (Q,E,E∗) ∈ D(P), [FQ,E,E
∗
a (v)](q) = sup
x∈Rd
q(T (x)), et s’il
existe p ∈ P tel que v`(a)(p) = −∞, pour tout (Q,E,E∗) ∈ D(P), [FQ,E,E
∗
a (v)](q) = −∞.
Remarque 5.7 Si v`(a) ≡ +∞, la fonction se´mantique relaˆche´e co¨ıncide avec la fonction
se´mantique abstraite. On obtient le meˆme re´sultat s’il existe p ∈ P, tel que v`(a)(p) = −∞.
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Exemple 5.14 (Fonction se´mantique relaˆche´e de l’exemple 5.4)
Nous reprenons la configuration P de l’exemple 5.4 c’est-a`-dire l’ensemble P = {(x, y) :7→
p1x + p2y, (p1, p2) ∈ B2(0, 1)}. L’ensemble P s’identifie a` la boule unite´ ferme´e de R2. Nous
identifions les fonctions de RP aux fonctions de R2 dans R.
L’affectation du point de controˆle [2] agit sur le point de controˆle [1]. Or d’apre`s l’ex-
emple 5.2, comme vs1 = B2(0, 1), on a v1(p) = 1, pour tout p ∈ P, la fonction v1 est
donc continue sur P = B2(0, 1). Nous utilisons la dualite´ de l’exemple 5.12. On note M
l’ensemble des mesures signe´es finies sur B2(0, 1) (pour la tribu bore´lienne) et nous posons
E = C(B2(0, 1),R), E∗ = M(B2(0, 1)) et (P, E,E∗) ∈ D(v1). Le coˆne dual E∗+ correspond
a` M+(B2(0, 1)) l’ensemble des mesures positives finies sur B2(0, 1). Pour cette dualite´, pour
q ∈ P, la fonction se´mantique relaˆche´e au point de controˆle [2] est donc la fonction :
[
F P,E,E
∗
2 (v)
]
(q) = inf
λ∈E∗+
sup
(x,y)∈R2
q1y+q2x+λ(B2(0, 1))−x
∫
B2(0,1)
p1dλ(p)−y
∫
B2(0,1)
p2dλ(p) .
Remarquons tout d’abord que :
sup
(x,y)∈R2
q1y + q2x+ λ(B2(0, 1))− x
∫
B2(0,1)
p1dλ(p)− y
∫
B2(0,1)
p2dλ(p) < +∞
ssi q1y + q2x+
∫
B2(0,1)
p1dλ(p)− y
∫
B2(0,1)
p2dλ(p) = 0
On pose , q0 = (q2, q1)/‖q‖ et λ = ‖q‖δq0 (la mesure de Dirac qui charge le vecteur normalise´
q0). On obtient :
sup
(x,y)∈R2
q1y + q2x+ ‖q‖δq0(B2(0, 1))− x
∫
B2(0,1)
p1dλ(p)− y
∫
B2(0,1)
p2dλ(p)
= sup
(x,y)∈R2
q1y + q2x+ ‖q‖δq0(B2(0, 1))− xq2dλ(p)− yq1
= ‖q‖δq0(B2(0, 1)) = ‖q‖
On a pour le moment juste montre´ que
[
F P,E,E
∗
2 (v)
]
(q) ≤ ‖q‖. Nous conclurons plus tard
que
[
F P,E,E
∗
2 (v)
]
(q) = ‖q‖ pour tout q ∈ B2(0, 1).
Graˆce a` cet exemple traite´ de manie`re complique´e on montre que l’e´change des variables
x et y effectue´ entre les points de controˆle [1] et [2] conserve bien la boule unite´. Un tel
re´sultat ne pourrait avoir lieu en prenant le domaine des intervalles, des gabarits ou meˆme
des polye`dres.
En prenant comme affectation l’identite´, on retrouve le calcul de la P-enveloppe convexe.
On peut donc e´valuer celle-ci par dualite´ lagrangienne.
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De´finition 5.3 (P-enveloppe convexe relache´e)
Soient w ∈ RP tel que w > −∞ et dom(w) 6= ∅. Soit (Q,E,E∗) ∈ D(w). La P-enveloppe
convexe relaˆche´e de w est l’e´le´ment vexP(w)
Q,E,E∗ de´fini par :
vexP(w)
Q,E,E∗ = inf
λ∈E∗+
sup
x∈Rd
ex + 〈w − ex, λ〉Q×E×E∗
Si w ≡ +∞, on pose pour tout (Q,E,E∗) ∈ D(P),
vexP(w)
Q,E,E∗ = sup
x∈Rd
ex
S’il existe p ∈ P tel que w(p) = −∞, on pose pour tout (Q,E,E∗) ∈ D(P),
vexP(w)
Q,E,E∗ = −∞
Exemple 5.15 (P-enveloppe convexe dans les intervalles)
On revient a` l’exemple 5.5. On reprend donc la configuration P = {(x, y) :7→ p1x+p2y, (p1, p2) ∈
B2(0, 1)}. On pose Q = {(1, 0), (−1, 0), (0, 1), (0,−1)}. On introduit l’espace vectoriel E = RQ
et E∗ = RQ. On prend la fonction v de P dans R telle que v(p) = 1 si p ∈ Q et v(p) = +∞ si
p /∈ Q. La P-enveloppe convexe relaˆche´e de v est la fonction qui a` q associe :
vexP(v)
Q,E,E∗(q) = inf
λ∈E∗+
sup
(x,y)∈R2
q1x+ q2y +
∑
p∈Q
(1− (p1x+ p2y))λ(p)
que l’on peut re´e´crire :
vexP(v)
Q,E,E∗(q) = inf
λ∈E∗+
sup
(x,y)∈R2
x(q1 − λ(e1) + λ(−e1)) + y(q2 − λ(e2) + λ(−e2))
+λ(e1) + λ(−e1) + λ(e2) + λ(−e2)
ou` e1 de´signe le vecteur (1, 0) et e2 de´signe le vecteur (0, 1). La valeur sup
(x,y)∈R2
x(q1 − λ(e1) +
λ(−e1)) + y(q2 − λ(e2) + λ(−e2)) est finie ssi :{
q1 − λ(e1) + λ(−e1) = 0
q2 − λ(e2) + λ(−e2) = 0
Puisque λ prend des valeurs positives, q1 ≥ 0 implique λ(e1) = q1 et λ(−e1) = 0 et q1 < 0
implique λ(e1) = 0 et λ(−e1) = −q1 et on obtient les meˆmes implications pour q2, λ(e2) et
λ(−e2). On retrouve les re´sultats de l’exemple 5.5 :
vexP(v)
Q,E,E∗(q) = sup{−p1 − p2, −p1 + p2, p1 − p2, p1 + p2}
Ce re´sultat de´coule en fait du the´ore`me de dualite´ forte en programmation line´aire que nous
exposerons plus tard.
Exemple 5.16 (P-enveloppe convexe pathologique)
Nous reprenons la configuration et la fonction de l’exemple 5.6 : P = {p ∈ C(R,R) | p(x) =
0, ∀x /∈ [0, 1], p(1/2) ≤ 0} et on de´finit v(p) = p(1/2)2 pour tout p ∈ P. Nous avions montre´
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que la fonction vexP(v) e´tait identiquement nulle. Nous conside´rons maintenant le crochet de
dualite´ entre RP et RPfini. Nous calculons donc, en posant E = RP et E∗ = RPfini, vexP(v)P,E,E
∗
.
Soit p ∈ P, par de´finition,
vexP(v)
P,E,E∗(p) = inf
λ∈ E∗+
sup
x∈[0,1]
p(x) +
∑
q∈P
λ(q)
(
(q(1/2))2 − q(x))
les sommes sont finies car λ est non nulle sur un nombre fini d’e´le´ment q ∈ P. Pour tout p ∈ P,
la fonction x 7→ max(p(x), 0) appartient a` P. Conside´rons la fonction λ telle que λ(q) vaut
1 si q = max(p, 0) et 0 sinon. On obtient vexP(v)
P,E,E∗(p) ≤ sup
x∈[0,1]
p(x) + max(p(1/2), 0))2 −
max(p(x), 0) = sup
x∈[0,1]
p(x)−max(p(x), 0) = 0.
Comme pour les affectations, on de´finit la fonction se´mantique relaˆche´e d’une intersection
en intervertissant le supremum et l’infimum dans la proposition 5.1.
De´finition 5.4 (Fonction se´mantique relache´e d’une intersection)
Soient ı ∈ I et v ∈ (RP)n tel que v`(ı) > −∞ et dom(v`(ı)) 6= ∅. Soit maintenant
(Q,E,E∗) ∈ D(v`(ı)). La fonction se´mantique relaˆche´e d’une intersection au point v, FQ,E,E
∗
ı ,
est l’e´le´ment de RP de´fini par :
FQ,E,E
∗
ı (v) = inf
(λ,µ)∈E∗+×R+
sup
x∈Rd
eT (x) + 〈v`(ı) − ex, λ〉Q×E×E∗ − µr(x) .
Si v`(ı) ≡ +∞, on pose pour tout (Q,E,E∗) ∈ D(P),
FQ,E,E
∗
ı (v) = inf
µ∈R+
sup
x∈Rd
eT (x) − µr(x) .
S’il existe p ∈ P tel que v`(ı)(p) = −∞, on pose pour tout (Q,E,E∗) ∈ D(P),
FQ,E,E
∗
ı (v) = −∞ .
Remarque 5.8 (Fonction relaˆche´e standard pour les intersections) Lorsqu’on fixe q ∈
P, on obtient la valeur suivante :[
FQ,E,E
∗
ı (v)
]
(q) = inf
(λ,µ)∈E∗+×R+
sup
x∈Rd
q(T (x)) + 〈v`(ı) − ex, λ〉Q×E×E∗ − µr(x) .
Quand v`(ı) ≡ +∞, pour tout (Q,E,E∗) ∈ D(P), [FQ,E,E
∗
ı (v)](q) = inf
µ∈R+
sup
x∈Rd
q(T (x)) −
µr(x) et s’il existe p ∈ P tel que v`(ı)(p) = −∞, pour tout (Q,E,E∗) ∈ D(P), [FQ,E,E
∗
ı (v)](q) =
−∞.
Remarque 5.9 S’il existe p ∈ P, tel que v`(ı)(p) = −∞, la fonction se´mantique relaˆche´e
co¨ıncide avec la fonction se´mantique abstraite.
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Exemple 5.17 (Fonction se´mantique relaˆche´e de l’exemple 5.7)
Nous reprenons la configuration P de l’exemple 5.4 c’est-a`-dire l’ensemble P = {(x, y) :7→
p1x + p2y, (p1, p2) ∈ B2(0, 1)}. L’ensemble P s’identifie a` la boule unite´ ferme´e de R2. Nous
identifions les fonctions de RP aux fonctions de R2 dans R.
Si v2 est continue sur P, on peut prendre la dualite´ E = C(B2(0, 1),R), E∗ =M(B2(0, 1)
et (P, E,E∗) ∈ D(v2). Pour cette dualite´, pour q ∈ P, la fonction se´mantique relaˆche´e au
point de controˆle [3] est par conse´quent la fonction :[
FQ,E,E
∗
3 (v)
]
(q) = inf
λ∈E∗+
µ∈R+
sup
(x,y)∈R2
q1(2y + 3x
2) + q2(0.5y + 0.2 exp(x)) + µ(1− x2 − y2)
+
∫
B2(0,1)
v2(p)dλ(p)− x
∫
B2(0,1)
p1dλ(p)− y
∫
B2(0,1)
p2dλ(p) .
Si v2 n’est pas continue sur P ne prend jamais la valeur −∞ et dom(v2) est non vide,
on peut prendre la dualite´ E = Rdom(v2), E∗ = Rdom(v2)fini ainsi (dom(v2), E,E
∗) ∈ D(v2).
Remarquons que E∗+ correspond aux fonctions a` valeurs positives ou nulles qui sont non nulles
sur un nombre fini d’e´le´ments p ∈ P. Pour cette dualite´, pour q ∈ P, la fonction se´mantique
relaˆche´e au point de controˆle [3] est par conse´quent la fonction :[
F
dom(v2),E,E∗
3 (v)
]
(q) = inf
λ∈E∗+
µ∈R+
sup
(x,y)∈R2
q1(2y + 3x
2) + q2(0.5y + 0.2 exp(x))
+
∑
suppλ
p∈dom(v2)
λ(p) (v2(p)− p · (x, y)) + µ(1− x2 − y2) .
Proble`mes duaux
Si, pour tout a ∈ A, v`(a) > −∞ et pour tout ı ∈ I, v`(ı) > −∞, la fonction se´mantique
relaˆche´e est la fonction identiquement e´gale a` −∞. Lorsque ces fonctions sont identiquement
e´gales a` +∞, les proble`mes d’optimisation a` re´soudre pour calculer la fonction se´mantique
abstraite ou relaˆche´e ne de´pendent pas de v`(a) ou v`(ı).
Pour tout a ∈ A, calculer la fonction se´mantique relaˆche´e au point v ∈ (RP)n tel que v`(a) >
−∞ et dom(v`(a)) est non vide revient a` re´soudre la famille de proble`mes de minimisation 5.5
dont les contraintes ne de´pendent pas du degre´ de liberte´ v`(a) mais uniquement de la dualite´
choisie. Fixons donc, pour un e´le´ment v ∈ (RP)n tel que v`(a) > −∞ et dom(v`(a)) 6= ∅, un
e´le´ment (Q,E,E∗) ∈ D(v`(a)).
Proble`me 5.5 (Proble`me dual d’une affectation)
Re´soudre le proble`me de minimisation :
Min
λq∈E∗+
[ψa(q)] (λ
q) (DAFq)
ou` [ψa(q)] (λ
q) = Max
x∈Rd
q(T (x)) + 〈v`(a) − ex, λq〉Q×E×E∗
On pourrait ajouter une contrainte supple´mentaire sur l’ensemble des e´le´ments duaux aux
vecteurs. En effet, il faudrait conside´rer uniquement les vecteurs duaux λq ∈ E∗+ tels que :
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[ψa(q)] (λ
q) < +∞ .
Le proble`me dual d’un proble`me de calcul de P-enveloppe convexe est donc le proble`me 5.5
ou` l’application T est l’identite´.
De meˆme, pour tout ı ∈ I, calculer la fonction relaˆche´e au point v ∈ (RP)n satisfaisant
v`(ı) > −∞ et dom(v`(ı)) 6= ∅ revient a` re´soudre la famille de proble`mes de minimisation 5.6
dont les contraintes ne de´pendent uniquement que de dualite´ choisie. Fixons donc, pour un
e´le´ment v ∈ (RP)n tel que v`(ı) > −∞ et dom(v`(ı)) 6= ∅, un e´le´ment (Q,E,E∗) ∈ D(v`(ı))).
Proble`me 5.6 (Proble`me dual d’une intersection)
Re´soudre le proble`me de minimisation :
Min
(λq ,µq)∈E∗+×R+
[ψı(q)] (λ
q, µq) (DITq)
ou` [ψı(q)] (λ
q, µq) = Max
x∈Rd
q(T (x)) + 〈v`(ı) − ex, λq〉Q×E×E∗ − µqr(x)
On pourrait ajouter une contrainte supple´mentaire sur l’ensemble des e´le´ments duaux aux
vecteurs. En effet, il faudrait conside´rer uniquement les vecteurs duaux (λq, µq) ∈ E∗+ × R+
tels que :
[ψı(q)] (λ
q, µq) < +∞ .
Proposition 5.2 (Proble`mes duaux convexes)
Les proble`mes 5.5 et 5.6 sont des proble`mes de minimisation convexe.
Nous de´montrons ce re´sultat classique pour la commodite´ du lecteur.
De´monstration
Ce re´sultat est essentiellement duˆ au fait que les fonctions λ 7→ 〈v`(a) − ex, λ〉Q×E×E∗ et
(λ, µ) 7→ 〈v`(ı) − ex, λ〉Q×E×E∗ − µr(x) sont des fonctions line´aires et donc convexes par
conse´quent le supremum pris sur tout Rd de´finit e´galement des fonctions convexes d’ou` la
convexite´ des fonctions ψa et ψı. On conclut que les proble`mes sont convexes en remarquant
que les ensembles E∗+ et R+ sont des ensembles convexes. 
5.2.4 Se´mantique relaˆche´e des unions
Le proble`me 5.4 est assez complique´ a` re´soudre puisque contrairement a` l’intersection,
nous ne pouvons pas concate´ner les contraintes. Nous ne tentons pas de le re´soudre par des
me´thodes directes. Nous cherchons simplement une borne valide, c’est-a`-dire une fonction sur
RP qui sur-approxime la fonction se´mantique abstraite. On utilise la proposition 5.3.
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Proposition 5.3 (Encadrement de l’union)
Pour tout v, w ∈ RP :
sup(vexP(v), vexP(w)) ≤ (v? ∪ w?)† ≤ vexP(sup(v, w)) .
Si, de plus, v, w ∈ VexP(RP) alors :
(v? ∪ w?)† = sup(v, w) . (5.6)
De´monstration
Soient v, w ∈ RP. Par monotonie de l’application u 7→ u?, v? ⊆ v? ∪ w? et w? ⊆ v? ∪ w? et
par monotonie de l’application C 7→ C†, on obtient, (v?)† ≤ (v? ∪w?)† et (w?)† ≤ (v? ∪w?)†,
on conclut que sup(vexP(v), vexP(w)) ≤ (v? ∪ w?)†. Soit x ∈ v? ∪ w?, on a donc p(x) ≤ v(p)
pour tout p ∈ P ou p(x) ≤ w(p) pour tout p ∈ P, on conclut que p(x) ≤ sup(v, w)(p) pour
tout p ∈ P d’ou`, x ∈ sup(v, w)?. Finalement, par monotonie de C 7→ C†, on conclut que
(v? ∪ w?)† ≤ vexP(sup(v, w)).
Si v, w ∈ VexP(RP), sup(vexP(v), vexP(w)) = sup(v, w) et comme vexP(sup(v, w)) ≤
sup(v, w), on conclut d’apre`s l’ine´galite´ pre´ce´dente que (v? ∪ w?)† = sup(v, w). 
Remarque 5.10 Pour tout v ∈ RP, vexP(v) est toujours plus petite que v, on de´duit que
(v? ∪ w?)† ≤ sup(v, w).
A pre´sent, nous pouvons de´finir la se´mantique relaˆche´e pour l’union toujours en s’assurant
que celle-ci majore la fonction se´mantique abstraite.
De´finition 5.5 (Fonction se´mantique relache´e pour l’union)
Soit u ∈ U. La coordonne´e de la fonction se´mantique relaˆche´e est la fonction FRu :
(RP)n 7→ RP de´finie par :
F∨u (v) = sup(v`g(u), v`d(u)) .
Exemple 5.18 (Fonction se´mantique relaˆche´e de l’union)
Sur le programme de la figure 5.1, au point de controˆle [3], la boucle while entraˆıne une
ope´ration d’union : la fonction se´mantique concre`te au point de controˆle [3] est :
X3 = X2 ∪X7
Pour rappel, nous trouvons ces deux coordonne´es en remarquant que les moyens d’entre´e dans
la boucle while sont soit, si la boucle while n’a jamais e´te´ parcourue, de venir du point de
controˆle [2], soit, si la boucle while a de´ja` e´te´ parcourue, de revenir apre`s l’ope´ration interne
de la boucle c’est-a`-dire le point de controˆle [7].
Soit une configuration P. Soit v ∈ (RP)8, les ensembles vsi s’entendent donc par rapport
a` cette configuration. La fonction se´mantique abstraite au point de controˆle [3] est donc la
fonction qui a` v ∈ (RP)8 associe :
F∨u (v) = sup(v2, v7) .
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D’apre`s l’e´quation (5.6), si les ope´randes de l’union v`g(u) et v`d(u) sont des fonctions P-
convexes, la fonction se´mantique abstraite d’une union est e´gale a` la fonction se´mantique
relaˆche´e :
F ]u(v) = F
∨
u (v) .
5.3 Egalite´s entre se´mantiques abstraites et relaˆche´es
Dans cette section, nous e´tudions les configurations et les conditions pour lesquelles nous
avons e´galite´ entre la fonction se´mantique abstraite et la fonction se´mantique relaˆche´e. Pour
l’union, nous avons vu que si les ope´randes e´taient des e´le´ments P-convexes alors F∨u = F ]u.
Pour les affectations et les intersections, nous devrons utiliser des techniques d’analyse convexe
et d’optimisation pour obtenir l’e´galite´ entre la fonction se´mantique relaˆche´e et la fonction
se´mantique abstraite. Le the´ore`me d’e´galite´ de´coulera du the´ore`me dit de dualite´ forte : la
valeur du proble`me primal co¨ıncide avec la valeur duale.
5.3.1 Affectations concaves et tests convexes
Pour e´tablir un re´sultat d’e´galite´, on utilise un re´sultat de dualite´ forte en programmation
semi-infinie de Shapiro [Sha05]. Soient K ⊆ E un coˆne de l’espace vectoriel E, f une fonction
de Rd dans R∪ {−∞} et G : Rd 7→ E. On s’inte´resse au proble`me de maximisation suivant :
Max f(x) s. c G(x) ∈ K (P)
On note Sol(P ) l’ensemble des solutions du proble`me (P) et Val(P ) la valeur du proble`me (P).
Soit E∗ un dual de E et 〈·, ·〉 le crochet de dualite´. On pose L(x, λ) = f(x) + 〈G(x), λ〉
et notons K+ le coˆne dual de K. On a Val(P ) = sup
x∈Rd
inf
λ∈K+
L(x, λ) et on pose Val(D) =
inf
λ∈K+
sup
x∈Rd
L(x, λ).
Proposition 5.4 (Proposition 3.4 [Sha05])
Supposons Sol(P ) non vide et borne´. De plus, si le coˆne bidual de K++ est e´gal a` K et
si pour tout λ ∈ K+, x 7→ L(x, λ) est une fonction concave semi-continue supe´rieurement
telle qu’il existe xλ ve´rifiant L(xλ, λ) > −∞ alors Val(P ) = Val(D).
Dans notre contexte, la fonction f est une fonction q ∈ P, la fonction G est la fonction
de Rd dans un espace vectoriel F tel que (dom(v`(a)), F ) ∈ D(v`(a)), v`(a) − ex dans le cas
d’une affectation et la fonction de Rd dans un espace vectoriel H tel que (dom(v`(ı)), F ) ∈
D(v`(ı)), v`(ı) − ex dans le cas d’une intersection. De plus, le coˆne K est F≥0 (pour rappel
F ∩Rdom(v`(a))+ ) dans le cas d’une affectation et H≥0 (pour rappel H ∩R
dom(v`(ı))
+ ) dans le cas
d’une intersection. Le lagrangien L correspond soit a` q(T (x)) + 〈v`(a) − ex, λ〉dom(v`(a))×F×F ∗
soit a` q(T (x)) + 〈v`(ı) − ex, λ〉dom(v`(ı))×H×H∗ − µr(x) ou` (dom(v`(a)), F, F ∗) ∈ D(v`(a)) et
(dom(v`(ı)), H,H
∗) ∈ D(v`(ı)).
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The´ore`me 5.1 (Egalite´ entre fonction se´mantique abstraite et relache´e)
On note Ta l’application associe´e a` la coordonne´e a ∈ A (resp. Tı pour ı ∈ I). On note
rı le test associe´ a` la coordonne´e ı ∈ I.
Soient a ∈ A et v ∈ (RP)n tel que v`(a) > −∞ et dom(v`(a)) 6= ∅. Soit q ∈ P tel que
l’ensemble Sol(PAFq) soit non vide et borne´. Si, pour tout p ∈ dom(v`(a)), p est convexe et
si q ◦ Ta est concave alors pour tout (dom(v`(a)), E,E∗) ∈ D(v`(a)) :[
F ]a(v)
]
(q) =
[
F
dom(v`(a)),E,E
∗
a (v)
]
(q) .
Soient ı ∈ I et v ∈ (RP)n tel que v`(ı) > −∞ et dom(v`(ı)) 6= ∅. Soit q ∈ P tel
que l’ensemble Sol(PITq) soit non vide et borne´. Supposons que rı est une fonction con-
vexe. Si, pour tout p ∈ dom(v`(ı)), p est convexe et si q ◦ Tı est concave alors pour tout
(dom(v`(ı)), F, F
∗) ∈ D(v`(ı)) :[
F ]ı (v)
]
(q) =
[
F
dom(v`(ı)),F,F
∗
ı (v)
]
(q) .
Soit u ∈ U. Si, v`g(u) et v`d(u) sont des fonctions P-convexes alors :
F ]u(v) = F
∨
u (v) .
De´monstration
Soient ı ∈ I et v ∈ (RP)n tel que dom(v`(ı)) 6= ∅. Soit q ∈ P tel que Sol(PITq) est non vide est
borne´. Soit (dom(v`(ı)), F, F
∗) ∈ D(v`(ı)). Comme Sol(PITq) est non vide alors vs`(ı)∩r−1ı (R−)
est non vide. Par ailleurs q ◦ Tı est concave et a` valeur finie donc continue sur Rd. De plus,
comme tout p ∈ dom(v`(ı)) est convexe alors, pour tout (λ, µ) ∈ F ∗+ × R+, x 7→ q(Tıx) +
〈v`(ı) − ex, λ〉dom(v`(ı))×F×F ∗ − µrı(x) est concave. En effet, si, pour tout p ∈ dom(v`(ı)), p
est convexe alors etx+(1−t)x′(p) ≤ tex(p) + (1 − t)ex′(p) pour tout p ∈ dom(v`(ı)), pour tout
x, x′ ∈ Rd et pour tout t ∈ [0, 1] ; on en de´duit que, pour tout x, x′ ∈ Rd et pour tout
t ∈ [0, 1], v`(ı) − etx+(1−t)x′ − (v`(ı) − tex + (1 − t)ex′) ≥ 0 puis, par de´finition de F et F ∗+,
〈v`(ı) − etx+(1−t)x′ − (v`(ı) − tex + (1− t)ex′), λ〉dom(v`(ı))×F×F ∗ ≥ 0 pour tout x, x′ ∈ Rd, pour
tout t ∈ [0, 1] et pour tout λ ∈ F ∗+ ; enfin 〈v`(ı) − etx+(1−t)x′ , λ〉dom(v`(ı))×F×F ∗ ≥ 〈v`(ı) − tex +
(1 − t)ex′ , λ〉dom(v`(ı))×F×F ∗ pour tout x, x′ ∈ Rd, pour tout t ∈ [0, 1] et pour tout λ ∈ F ∗+.
En outre, x 7→ q(Tıx) + 〈v`(ı) − ex, λ〉dom(v`(ı))×F×F ∗ − µrı(x) a` valeurs finies donc continue
sur Rd. On conclut par la proposition 3.4 de [Sha05] (proposition 5.4 ici). On utilise le meˆme
raisonnement pour les affectations. Pour les unions, le re´sultat de´coule de l’e´quation (5.6). 
Les deux fonctions se´mantiques co¨ıncident e´galement lorsque v`(a) et v`(ı) prennent la
valeur −∞. Lorsque l’on s’inte´resse aux affectations, les deux fonctions se´mantiques co¨ınci-
dent de`s que v`(a) est identiquement e´gale a` +∞. Pour les intersections, l’hypothe`se des tests
convexes est essentielle (mais pas ne´cessaire) pour assurer l’e´galite´ des deux fonctions se´man-
tiques : ce re´sultat est assure´ par le the´ore`me de dualite´ forte de la maximisation sous un
nombre fini de contraintes.
Exemple 5.19 (Retour a` l’exemple 5.14)
Nous revenons a` l’exemple 5.14 pour achever la preuve. Le proble`me :
Max{q1y + q2x | p · (x, y) ≤ v1(p), ∀ p ∈ B2(0, 1)}
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est un proble`me de maximisation d’une fonction continue sur un ensemble compact, l’ensemble
des solutions est donc non vide et borne´. Les fonctions (x, y) 7→ p1x + p2y sont line´aires et
donc convexes et la fonction (x, y) 7→ q1y + q2x est line´aire donc concave et v1 ne prend pas
la valeur −∞ et est finie. D’apre`s le the´ore`me 5.1, il y a e´galite´ entre la fonction se´mantique
relaˆche´e de´finie a` l’exemple 5.14 et la fonction se´mantique abstraite de´finie a` l’exemple 5.4.
5.3.2 Configurations borne´es
Les configurations couramment utilise´es en analyse statique contiennent la base duale.
Par exemple, de`s que les bornes des intervalles sont finies, nous manipulons des ensembles
compacts convexes ce qui assure que les proble`mes d’optimisation a` re´soudre sur ces ensembles
ont des valeurs finies et des solutions optimales convexes compactes non vides. On peut
ge´ne´raliser cette ide´e en prenant une configuration P qui, de`s qu’un degre´ de liberte´ est fini
sur certaines fonctions de base, assure que le P-sous niveau est compact.
De´finition 5.6 (Configuration borne´e)
On dit que P est une configuration borne´e si :
1. P est un sous-ensemble de C(Rd,R) l’ensemble des fonctions continues de Rd dans R.
2. Il existe B ⊆ P tel que, pour tout v ∈ RP ve´rifiant v(p) > −∞ pour tout p ∈ P,
B ⊆ dom(v) et vs 6= ∅, vs est une partie borne´e de Rd.
Par la suite, lorsque P est une configuration borne´e, on notera B(P), l’ensemble suivant :
{B ⊆ P | (B ⊆ dom(v), vs 6= ∅) =⇒ vs borne´}
Exemple 5.20 (Configuration borne´e classique d’interpre´tation abstraite)
Toute configuration contenant {±e?i } ou` {e?i } est la base duale de Rd est une configura-
tion borne´e. En d’autres termes, les domaines des intervalles, zones de Mine´ et gabarits de
Sankaranarayanan et al sont des configurations borne´es.
Exemple 5.21 (Configurations quadratiques 1)
Toute configuration contenant une fonction q : x 7→ xTLx ou` L est une matrice de´finie positive
est une configuration borne´e.
Exemple 5.22 (Configurations quadratiques 2)
Toute configuration contenant des fonctions qi de la forme qi : x 7→ xTLix ou` Li sont des
matrices diagonales telles que Likk > 0 si k = i et 0 sinon.
Soit une configuration borne´e P, et soient a ∈ A, B ∈ B(P) et un e´le´ment v dans (RP)n
tel que B ⊆ dom(v`(a)). Si vs`(a) 6= ∅ alors :
∀ p ∈ P, ∃x ∈ vs`(a), tel que p(Tx) =
[
Fa
](v)
]
(p)
et, de plus, pour tout p ∈ P, l’ensemble des x ∈ vs`(a) qui satisfait l’e´galite´ est compact. On
obtient le meˆme re´sultat sur les intersections de`s que vs`(ı) ∩ r−1(R−) 6= ∅.
Nous de´duisons imme´diatement le corollaire suivant :
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Corollaire 5.1 (Dualite´ forte et configurations borne´es)
On note Ta l’application associe´e a` la coordonne´e a ∈ A (resp. Tı pour ı ∈ I). On note
rı le test associe´ a` la coordonne´e ı ∈ I. Soit P est une configuration borne´e.
Soient a ∈ A et v ∈ (RP)n tel que dom(v`(a)) 6= ∅ et vs`(a) 6= ∅. On suppose qu’il existe
B′ ∈ B(P) tel que B′ ⊆ dom(v`(a)) et que pour tout p ∈ dom(v`(a)), p soit convexe. Soit
q ∈ P telle que q ◦ Ta est concave alors pour tout (dom(v`(a)), E,E∗) ∈ D(v`(a)) :[
F ]a(v)
]
(q) =
[
F
dom(v`(a)),E,E
∗
a (v)
]
(q) .
Soient ı ∈ I et v ∈ (RP)n tel que dom(v`(ı)) 6= ∅ et vs`(ı) ∩ (rı)−1(R−) 6= ∅. On suppose
qu’il existe B ∈ B(P) tel que B ⊆ dom(v`(ı)) et que pour tout p ∈ dom(v`(ı)), p soit convexe.
Supposons, de plus, que rı est une fonction convexe. Soit q ∈ P telle que q ◦ Tı est concave
alors pour tout (dom(v`(ı)), F, F
∗) ∈ D(v`(ı)) :[
F ]ı (v)
]
(q) =
[
F
dom(v`(ı)),F,F
∗
ı (v)
]
(q) .
5.3.3 Proble`mes d’optimisation a` contraintes finies
Dans les re´sultats pre´ce´dents, nous n’avons e´mis aucune hypothe`se sur la cardinalite´ de P
mais les re´sultats e´nonce´s plus toˆt restent vrais si dom(v`(a)) ou dom(v`(ı)) sont des ensembles
finis. Dans cette sous-section, nous allons revenir a` des proble`mes de maximisation avec un
nombre fini de contraintes. Ce type de re´sultats peut s’appliquer aux domaines classiquement
utilise´s en interpre´tation abstraite qui, en plus de la finitude des contraintes, utilisent la
line´arite´ des fonctions de base p ∈ P.
The´ore`me 5.2 (Proble`mes a` domaines finis)
On note Ta l’application line´aire associe´ a` la coordonne´e a ∈ A (resp. Tı pour ı ∈ I). On
note rı le test associe´ a` la coordonne´e ı ∈ I.
Soient a ∈ A et v ∈ (RP)n tel que v`(a) > −∞ et dom(v`(a)) 6= ∅. Supposons que, pour
tout p ∈ dom(v`(a)), p est line´aire et que dom(v`(a)) est un ensemble fini. Si q◦Ta est line´aire
et vs`(a) 6= ∅ alors pour tout (dom(v`(a)), E,E∗) ∈ D(v`(a)) :[
F ]a(v)
]
(q) =
[
F
dom(v`(a)),E,E
∗
a (v)
]
(q) .
Soient ı ∈ I et v ∈ (RP)n tel que v`(ı) > −∞ et dom(v`(ı)) 6= ∅. Supposons que, pour tout
p ∈ dom(v`(ı)), p est line´aire et que dom(v`(ı)) est un ensemble fini. On suppose que rı est
affine. Si q◦Tı est line´aire et vs`(ı)∩r−1ı (R−) 6= ∅ alors pour tout (dom(v`(ı)), F, F ∗) ∈ D(v`(ı)) :[
F ]ı (v)
]
(q) =
[
F
dom(v`(ı)),F,F
∗
ı (v)
]
(q) .
Exemple 5.23 (Retour a` l’exemple 5.15)
L’ensemble Q de l’exemple 5.15 est un ensemble fini et pour tout q ∈ Q, x 7→ q · x de´finit
une forme line´aire. De plus, on a choisi une fonction telle que dom(v) = Q et comme dans
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le calcul de la P-enveloppe convexe, Ta correspond a` l’identite´ et que pour tout p ∈ P, p est
line´aire alors d’apre`s le the´ore`me 5.2, la fonction vexP(v)
Q,E,E∗ co¨ıncide avec la P-enveloppe
convexe de v.
La finitude des ensembles dom(v`(a)) et dom(v`(ı)) 6= ∅ ainsi que la line´arite´ des e´le´ments
de ces ensembles entraˆıne la finitude de l’ensemble des solutions des proble`mes duaux. Nous
e´nonc¸ons ce re´sultat sous la forme de la proposition suivante :
Proposition 5.5 (Configurations line´aires finies et vecteurs duaux)
Sous les hypothe`ses du the´ore`me 5.2, l’ensemble des solutions des proble`mes (DAFq)
et (DITq) sont finis.
Le the´ore`me 5.2 de´coule du the´ore`me de dualite´ forte de la programmation line´aire. La
proposition 5.5 de´coule du the´ore`me de Krein-Milman et du the´ore`me de se´paration qui affirme
d’une part qu’un ensemble convexe compact est l’enveloppe convexe de ses points extreˆmes
et d’autre part qu’une forme line´aire atteint son maximum sur un convexe compact sur un
point extreˆme. Dans le cas des polytopes convexes, l’ensemble des points extreˆmes est fini
d’ou` le re´sultat. Le the´ore`me 5.2 et la proposition 5.5 sont a` la base de l’ite´ration sur les
politiques dans le domaine des gabarits line´aires de Sankaranarayanan de´veloppe´e par Taly
et al [GGTZ07].
5.4 Proprie´te´s de la se´mantique relaˆche´e des affectations et des
intersections
L’interversion du supremum et de l’infimum dans la proposition 5.1 implique des proprie´te´s
supple´mentaires a` la fonction se´mantique relaˆche´e. Dans un premier temps, on peut re´e´crire la
fonction se´mantique relaˆche´e comme un infimum de fonctions affines sur les degre´s de liberte´
v.
5.4.1 Sur-approximation suˆre de la se´mantique abstraite
L’e´valuation de la fonction se´mantique abstraite par dualite´ est un bon outil puisque la
fonction se´mantique relaˆche´e majore, au sens fonctionnel, la fonction se´mantique abstraite.
Ce the´ore`me correspond au tre`s connu the´ore`me de dualite´ faible en optimisation. En inter-
pre´tation abstraite, on parle de sur-approximation suˆre de la se´mantique abstraite.
The´ore`me 5.3 (Sur-approximation suˆre et fonction se´mantique relaˆche´e)
Soient a ∈ A et v ∈ (RP)n tel que v`(a) > −∞ et dom(v`(a)) 6= ∅. Soient ı ∈ I et
w ∈ (RP)n tel que w`(ı) > −∞ et dom(w`(ı)) 6= ∅. Pour tout (Q,E,E∗) ∈ D(v`(a)) et pour
tout (Q′, F, F ∗) ∈ D(w`(ı)) alors :
F ]a(v) ≤ FQ,E,E
∗
a (v) ≤ sup
x∈Rd
eTx
et F ]ı (w) ≤ FQ
′,F,F ∗
ı (w) ≤ inf
µ∈R+
sup
x∈Rd
eTx − µr(x)
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Malgre´ le coˆte´ classique, nous donnons une de´monstration de ce re´sultat simple mais
important.
De´monstration
Nous montrons la proposition pour les intersections, la de´monstration pour les affectations
est exactement la meˆme. Soit ı ∈ I et w ∈ (RP)n tel que w`(ı) > −∞ et dom(w`(ı)) 6= ∅. Soit
(Q′, F, F ∗) ∈ D(w`(ı)). La deuxie`me ine´galite´ vient uniquement du fait que :
FQ
′,F,F ∗
ı (w) ≤ inf
µ∈R+
sup
x∈Rd
eTx + 〈w`(ı) − ex, 0〉Q′×F×F ∗ − µr(x) .
Le vecteur 0 e´tant le vecteur nul de RQ
′
.
Montrons maintenant la premie`re ine´galite´. Si vs`(ı) ∩ r−1(R−) = ∅, alors F ]ı (v) ≡ −∞
d’ou` l’ine´galite´. Maintenant, on suppose que vs`(ı) ∩ r−1(R−) 6= ∅. Soit (Q′, F, F ∗) ∈ D(v`(ı)).
Soient x ∈ vs`(ı) ∩ r−1(R−) et (λ, µ) ∈ F ∗+ × R+. On a, par de´finition de F ∗+ × R+, eT (x) ≤
eT (x) + 〈v`(ı) − ex, λ〉Q′×F×F ∗ − µr(x) d’ou` :
F ]ı (v) ≤ sup
x∈vs
`(ı)
r(x)≤0
eT (x)+〈v`(ı)−ex, λ〉Q′×F×F ∗−µr(x) ≤ sup
x∈Rd
eT (x)+〈v`(ı)−ex, λ〉Q′×F×F ∗−µr(x)
Or F ]ı (v) ne de´pend pas du couple (λ, µ), on conclut que :
F ]ı (v) ≤ inf
(λ,µ)∈F ∗+×R+
sup
x∈Rd
eT (x) + 〈v`(ı) − ex, λ〉Q′×F×F ∗ − µr(x) ≤ FQ
′,F,F ∗
ı (v) .

Le the´ore`me 5.3 permet e´galement de conclure que, pour l’exemple 5.14 la fonction se´-
mantique relaˆche´e vaut la norme de [F P,E,E
∗
2 (v)](q) = ‖q‖ pour tout q ∈ P. En effet, dans
l’exemple 5.14, nous avons montre´ que [F P,E,E
∗
2 (v)](q) ≤ ‖q‖, de plus, nous avions montre´
pre´ce´demment que, dans l’exemple 5.4, [F2
](v)](q) = ‖q‖ pour tout q ∈ P.
Le the´ore`me 5.3 peut s’appliquer au calcul de vexP(v)
Q,F,F ∗ .
Proposition 5.6 (Approximation suˆre de l’enveloppe P-convexe)
Soient v ∈ RP tel que v > −∞ et dom(v) 6= ∅. Soit (dom(v), F, F ∗) ∈ D(v) alors :
vexP(v) ≤ vexP(v)Q,F,F ∗ .
Soit l’ensemble B(v) = {fp ∈ Rdom(w), p ∈ dom(v) | fp(q) = 1 si q = p, 0 si q 6= p}. S’il
existe une application i de B(v) dans F ∗+ telle que, pour tout g ∈ B(v), pour tout x ∈ Rd :∑
q∈dom(v)
(v(q)− q(x))g(q) = 〈v − ex, i(g)〉dom(v)×F×F ∗ (5.7)
alors :
vexP(v)
Q,F,F ∗ ≤ v .
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De´monstration
L’ine´galite´ vexP(v) ≤ vexP(v)dom(v),F,F ∗ de´coule directement du the´ore`me 5.3. Pour prouver
l’ine´galite´ vexP(v)
dom(v),F,F ∗ ≤ v il faut montrer que pour tout p ∈ P, vexP(v)dom(v),F,F ∗(p) ≤
v(p). Remarquons, tout d’abord, que si p /∈ dom(v), l’ine´galite´ est vraie. Soient p ∈ dom(v),
x ∈ Rd. Conside´rons fp ∈ B(v) et i telle que (5.7) soit vraie alors :
vexP(v)
dom(v),F,F ∗ ≤ sup
x∈Rd
p(x) + 〈v − ex, i(fp)〉dom(v)×F×F ∗ = sup
x∈Rd
p(x) + v(p)− p(x) = v(p)
c’est-a`-dire l’ine´galite´ souhaite´e. 
Par la suite, on notera pour un e´lement v de RP qui ne prend pas la valeur −∞ et dont le
domaine n’est pas vide, B(v) = {fp ∈ Rdom(w), p ∈ dom(v) | fp(q) = 1 si q = p, 0 si q 6= p} .
On notera, de plus, F ∗+ >i B(v)de`s qu’il existe une application i de B(v) dans F
∗
+ telle que,
pour tout g ∈ B(v), pour tout x ∈ Rd, (5.7) soit vraie.
5.4.2 Croissance de la se´mantique relaˆche´e
La fonction se´mantique relaˆche´e des unions est croissante en tant que supremum d’appli-
cations croissantes :
Proposition 5.7 (Croissance de la se´mantique relaˆche´e des unions)
La fonction v 7→ F∨u est croissante sur (RP)n.
De´monstration
Soit v, w ∈ (RP)n tels que v ≥ w. Soit u ∈ U, on a v`g(u) ≥ w`g(u) et v`d(u) ≥ w`d(u) et on
conclut que sup(v`g(u), v`d(u)) ≥ sup(w`g(u), w`d(u)). 
Nous allons e´tablir un premier re´sultat de croissance pour la fonction se´mantique relaˆche´e
dans des cas tre`s particulier. Ce re´sultat de´coule uniquement du the´ore`me 5.3.
Corollaire 5.2 (Cas particulier de croissance de la fonction se´mantique relaˆche´e)
Soient j ∈ A∪I, v, w ∈ (RP)n tels que v`(j) ≥ w`(j). S’il existe p ∈ P tel que w`(j)(p) = −∞
alors pour tout (Qw, F, F
∗) ∈ D(P)
FQv ,E,E
∗
j (v) ≥ FQw,F,F
∗
j (w)
quelque soit (Qv, E,E
∗) ∈ D(P) s’il existe p ∈ P, v`(j)(p) = −∞ ou si v`(j) ≡ +∞ et quelque
soit (Qv, E,E
∗) ∈ D(v`(j)) si v`(j) > −∞ et si dom(v`(j)) 6= ∅.
Si v`(j) ≡ +∞ alors pour tout (Qv, F, F ∗) ∈ D(P) :
FQv ,E,E
∗
j (v) ≥ FQw,F,F
∗
j (w)
quelque soit (Qw, E,E
∗) ∈ D(P) si w`(j) ≡ +∞ et quelque soit (Qw, E,E∗) ∈ D(w`(j)) si
w`(j) > −∞ et si dom(w`(j)) 6= ∅.
Nous allons nous inte´resser a` des proprie´te´s de croissance. On va montrer que sous certaines
conditions, v`(a) ≥ w`(a) implique que FQ,E,E
∗
a (v) ≥ FQ
′F,F ∗
a (w) pour a ∈ A, (Q,E,E∗) ∈
D(v`(a)) et (Q
′, F, F ∗) ∈ D(w`(a)). On va montrer des re´sultats similaires pour ı ∈ I. La
conservation de l’ordre de´coule d’une proprie´te´ sur les ensembles duaux. Nous introduisons une
de´finition qui nous permettra d’e´tablir des re´sultats de croissance de la fonction se´mantique
relaˆche´e.
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De´finition 5.7 (Hypothe`se de croissance)
Soient deux triplets (Q,E,E∗) ∈ D(P) et (Q′, F, F ∗) ∈ D(P). On dit que (Q′, F, F ∗)
satisfait l’hypothe`se de croissance par rapport a` un triplet (Q,E,E∗) ∈ D(P) s’il existe une
application i : E∗+ 7→ F ∗+ telle que, pour tout w tels que (Q,E,E∗) ∈ D(w) et (Q,F, F ∗) ∈
D(w), pour tout λ ∈ E∗+ :
〈w, λ〉Q×E×E∗ = 〈w, i(λ)〉Q′×F×F ∗ .
On note dans ce cas (Q,F, F ∗)≫i (Q,E,E∗).
Exemple 5.24 (Hypothe`se de croissance dans le cas fini)
Soient Q,Q′ deux parties finies non vides de P. Supposons que Q ( Q′ et conside´rons E = RQ
et F = RQ
′
et on choisit E∗ = RQ et F = RQ
′
. Les ensembles E∗+ et F
∗
+ correspondent
respectivement aux ensembles RQ+ et R
Q′
+ . En prenant l’application i : E
∗
+ 7→ F ∗+ de´finie, pour
λ ∈ E∗+ et q ∈ Q′ par :
[i(λ)](q) =
{
λ(q) si q ∈ Q
0 si q /∈ Q
On obtient finalement, pour w ∈ RQ′ (et donc w|Q ∈ RQ) et pour λ ∈ E∗+ :∑
q∈Q
w(q)λ(q) =
∑
q∈Q
w(q)λ(q) +
∑
q∈Q′\Q
w(q)× 0 =
∑
q∈Q′
w(q)[i(λ)](q)
Finalement, on conclut que (Q′, F, F ∗)≫i (Q,E,E∗).
Exemple 5.25 (Hypothe`se de croissance dans le cas compact)
Suppsons que P est un compact me´trique. Soient Q une partie finie de P et Q′ une partie ferme´e
telles que Q ( Q′. Conside´rons E = RQ et F = C(Q′,R), on choisit E∗ = RQ et F ∗ l’ensemble
des mesures signe´es finies sur Q′. Les ensembles E∗+ et F
∗
+ correspondent respectivement aux
ensembles RQ+ et a` l’ensemble des mesures positives finies sur Q′. A γ ∈ E∗+, on associe, i(γ), la
mesure de´finie par
∑
q∈Q
γ(q)δq ou` δq repre´sente la masse de Dirac en q. Ainsi pour w ∈ C(Q′,R)
(et donc w|Q ∈ RQ) et pour tout γ ∈ E∗+ :∑
q∈Q
w(q)γ(q) =
∑
p∈Q
w(p)γ(p)δq(p) =
∫
q∈Q′
w(q)d[i(γ)](q)
Finalement, on conclut que (Q′, F, F ∗)≫i (Q,E,E∗).
Proposition 5.8 (Croissance de la fonction se´mantique relaˆche´e)
Soient j ∈ A∪I, v, w ∈ (RP)n tels que v`(j) ≥ w`(j), dom(v`(j)) 6= ∅ et w`(j) > −∞. Soient
(Qv, E,E
∗) ∈ D(v`(j)) et (Qw, F, F ∗) ∈ D(w`(j)). Si (Qv, E,E∗) ∈ D(w`(j)) et il existe une
application i telle que (Qw, F, F
∗)≫i (Qv, E,E∗) alors :
FQv ,E,E
∗
j (v) ≥ FQw,F,F
∗
j (w)
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De´monstration
Soient ı ∈ I, v, w ∈ (RP)n. Supposons que v`(j) ≥ w`(j), dom(v`(j)) 6= ∅ et w`(j) > −∞.
Soient (Qv, E,E
∗) ∈ D(v`(j)) et (Qw, F, F ∗) ∈ D(w`(j)). Comme (Qv, E,E∗) ∈ D(w`(j)) et
par de´finition de E∗+, on a, pour tout λ ∈ E∗, 〈v`(ı), λ〉Qv×E×E∗ ≥ 〈w`(ı), λ〉Qv×E×E∗ d’ou` :
inf
λ∈E∗+
inf
µ∈R+
sup
x∈Rd
eTx + 〈v`(ı) − ex, λ〉Qv×E×E∗ − µr(x)
≥ inf
λ∈E∗+
inf
µ∈R+
sup
x∈Rd
eTx + 〈w`(ı) − ex, λ〉Qv×E×E∗ − µr(x)
Maintenant par hypothe`se de croissance alors il existe i : E∗+ 7→ F ∗+ telle que :
inf
λ∈E∗+
inf
µ∈R+
sup
x∈Rd
eTx + 〈w`(ı) − ex, λ〉Qv×E×E∗ − µr(x)
= inf
λ∈E∗+
inf
µ∈R+
sup
x∈Rd
eTx + 〈w`(ı) − ex, i(λ)〉Qw×F×F ∗ − µr(x)
= inf
λ′∈F ∗+
λ′=i(λ)
λ∈E∗+
inf
µ∈R+
sup
x∈Rd
eTx + 〈w`(ı) − ex, λ′〉Qw×F×F ∗ − µr(x)
≥ inf
λ′∈F ∗+
inf
µ∈R+
sup
x∈Rd
eTx + 〈w`(ı) − ex, λ′〉Qw×F×F ∗ − µr(x)
= FQw,F,F
∗
j (w)
d’ou` l’ine´galite´. 
5.4.3 Concavite´ des fonctions se´mantiques relaˆche´es
Nous terminons cette section sur les proprie´te´s sur la fonction se´mantique relaˆche´e. Nous
montrons que si on conside`re uniquement (RP)n, les fonctions se´mantiques relaˆche´es posse`dent
de bonnes proprie´te´s de convexite´.
Proposition 5.9 (Convexite´ de la fonction se´mantique relaˆche´e des unions)
Pour tout u ∈ U, pour tout p ∈ P, l’application de (RP)n dans RP, v 7→ [F∨u (v)] (p) est
convexe en tant que supremum d’applications line´aires.
La fonction se´mantique relaˆche´e pour les affectations v 7→ FQ,E,E∗a (v) et les intersections
v 7→ FQ′,F,F ∗ı (v) est l’infimum de fonctions affines sur l’ensemble des e´le´ments v ∈ (RP)n
pour lesquels (Q,E,E) ∈ D(v`(a)) et (Q′, F, F ∗) ∈ D(v`(ı)). Nous e´nonc¸ons ce re´sultat sous la
forme du lemme 5.1.
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Lemme 5.1 (Reformulation)
La fonction se´mantique relaˆche´e admet une deuxie`me formulation :
– Soient a ∈ A, v ∈ (RP)n tel que v`(a) > −∞ et dom(v`(a)) 6= ∅. Soit (Q,E,E∗) ∈
D(v`(a)), alors :
FQ,E,E
∗
a (v) = inf
λ∈E∗+
〈v`(a), λ〉Q×E×E∗ + VQ,E,E
∗
a (λ) .
ou` VQ,E,E
∗
a (λ) = sup
x∈Rd
eT (x) − 〈ex, λ〉Q×E×E∗ .
– Soient ı ∈ I, v ∈ (RP)n tel que v`(ı) > −∞ et dom(v`(ı)) 6= ∅. Soit (Q′, F, F ∗) ∈
D(v`(ı)), alors :
FQ
′,F,F ∗
ı (v) = inf
(λ,µ)∈F ∗+×R+
〈v`(ı), λ〉Q′×F×F ∗ + VQ
′,F,F ∗
ı (λ, µ) .
ou` VQ
′,F,F ∗
ı (λ, µ) = sup
x∈Rd
eT (x) − 〈ex, λ〉Q′×F×F ∗ − µr(x).
Si v`(a) (resp. v`(ı)) est identiquement e´gale a` +∞ alors, on peut poser pour tout (Q,E,E∗) ∈
D(P), FQ,E,E
∗
a (v) = VQ,E,E
∗
a = sup
x∈Rd
eTa(x) (resp. F
Q′,F,F ∗
ı (v) = VQ
′,F,F ∗
ı = inf
µ∈R+
sup
x∈Rd
eT (x) −
µr(x)). Dans le cas ou` vell(a) prend la valeur −∞, on pose FQ,E,E
∗
a (v) = VQ,E,E
∗
a ≡ −∞ et
de meˆme pour les intersections.
Le lemme 5.1 implique comme corollaire que les fonctions se´mantiques relaˆche´es v 7→
FQ,E,E
∗
a (v) et v 7→ FQ
′,F,F ∗
ı (v) sont des fonctions concaves en v ∈ (RP)n pour lesquels
(Q,E,E∗) ∈ D(v`(a)) et (Q′, F, F ∗) ∈ D(v`(ı)).
5.4.4 Proprie´te´ de se´lection
La proprie´te´ de se´lection consiste a` pouvoir choisir une politique a` chaque ite´ration de
l’algorithme d’ite´ration sur les politiques. Dans notre cas, comme les politiques sont donne´es
par des multiplicateurs de Lagrange, il suffit de prouver l’existence de solutions pour le prob-
le`me dual pour prouver qu’il y a proprie´te´ de se´lection. Cependant, le fait que les solutions
primales existe ne suffit pas a` prouver que les solutions duales existent, il faut ajouter une
hypothe`se en plus : la condition de qualification de Slater.
La proprie´te´ de se´lection est, dans le cadre du domaine des sous-niveaux, assure´e par un
the´ore`me d’atteinte duale, c’est-a`-dire que, pour tout a ∈ A, pour tout v ∈ (RP)n tel que
v`(a) > −∞ et dom(v`(a)) 6= ∅, pour tout (Q,E,E∗) ∈ D(v`(a)), pour tout p ∈ P, il existe
λp ∈ E∗+ tel que : [
FQ,E,E
∗
a (v)
]
(p) = 〈v`(a), λp〉Q×E×E∗ +
[
VQ,E,E
∗
a (λ
p)
]
(p)
et, pour tout ı ∈ I, pour tout v ∈ (RP)n tel que v`(ı) > −∞ et dom(v`(ı)) 6= ∅, pour tout
(Q′, F, F ∗) ∈ D(v`(ı)), pour tout p ∈ P, il existe (λp, µp) ∈ F ∗+ × R+ tel que :[
FQ
′,F,F ∗
ı (v)
]
(p) = 〈v`(ı), λp〉dom(v`(ı)) +
[
VQ
′,F,F ∗
ı (λ
p, µp)
]
(p)
Nous utilisons ici la condition de Slater dans le cas ou` Q est une sous-partie non vide
compacte de P muni d’une distance et v`(a) et v`(ı) sont des fonctions continues sur Q. Si Q
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est une partie finie, on munit RQ de la dualite´ finie. Pour prouver l’existence de solutions
duales, nous allons nous servir du re´sultat 5.4 qui assure l’existence d’un minimiseur pour des
fonctions de´finies sur le dual topologique d’un espace de Banach.
The´ore`me 5.4 (Existence de solutions)
Soit H un espace de Banach. On suppose que H ′, son dual topologique, est un espace
de Banach pour une certaine norme ‖ ·‖H′ . Soit f : H ′ 7→]−∞,+∞] une fonction telle que :
– Il existe x ∈ H ′, f(x) ∈ R ;
– f est semi-continue infe´rieurement pour la topologie faible-∗ ;
– f est coercive pour la norme ‖ · ‖H′ .
Alors f atteint son minimum sur H ′.
Nous e´nonc¸ons la condition de Slater dans le cas Q compact. Dans notre cadre, puisqu’on
s’inte´resse a` C(Q,R), le dual topologique que l’on conside`re est l’espace vectoriel des mesures
signe´es finies pour la tribu bore´lienne sur Q. On munit l’espace des mesures signe´es finies de
la norme de la variation totale ‖ · ‖V T qui est un espace de Banach pour cette norme. De plus,
pour toute mesure positive µ, on a ‖µ‖V T =
∫
Q
dµ.
De´finition 5.8 (Condition de Slater)
Le proble`me 5.2 satisfait la condition de Slater, s’il existe x ∈ Rd tel que (v`(a)−ex)(p) >
0 pour tout p ∈ Q.
Le proble`me 5.4 satisfait la condition de Slater, s’il existe x ∈ Rd tel que (v`(ı)−ex)(p) > 0
pour tout p ∈ Q′ et −r(x) > 0.
De`s qu’il y a compacite´, on peut trouver choisir une constante ε strictement positive qui
minore chaque (v`(a)−ex)(p) uniforme´ment sur Q de`s que (v`(a)−ex)(p) > 0 pour tout p ∈ Q.
Ce re´sultat reste vrai avec v`(ı) et −r.
Proposition 5.10 (Proprie´te´ de Slater dans le cas compact)
On suppose que Q est un espace topologique compact et w ∈ C(Q,R). Soit x ∈ Rd tel
que (w − ex)(p) > 0, pour tout p ∈ Q et supposons que ex ∈ C(Q,R). Alors, il existe ε > 0
et tel que (w − ex)(p) > ε pour tout p ∈ Q.
De´monstration (proposition 5.10)
. Soit x ∈ Rd tel que w − ex > 0, on a donc :
Q = (w − ex)−1(]0,+∞[) ⊆
⋃
ε>0
{p ∈ Q | (w − ex)−1(]ε,+∞[)} .
Par hypothe`se de continuite´ de w − ex, la famille
{
(w − ex)−1(]ε,+∞[)
}
ε>0
forme un
recouvrement d’ouverts de Q. Par compacite´ de Q,
Q ⊆
⋃
εi>0
i=1,...,n
(w − ex)−1(]− εi,+∞[) .
En posant ε = min
i=1,...,n
εi, on conclut qu’il existe ε > 0 tel que w − ex > ε. 
La condition de qualification de Slater implique que les fonctions duales ψa et ψı des
proble`mes respectifs 5.5 et 5.6 sont coercives c’est-a`-dire qu’elles ve´rifient :
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lim
‖λq‖→+∞
[ψa(q)] (λ
q) = lim
max(‖λq‖,|µq |)→+∞
[ψı(q)] (λ
q, µq) = +∞
De plus, la coercivite´ des fonctions est e´quivalente au fait que les sous-niveaux de la
fonction duale sont borne´s. On peut e´noncer les re´sultats suivants :
The´ore`me 5.5 (Proprie´te´ de se´lection)
Supposons que le proble`me 5.2 satisfait la condition de Slater et que v`(a) > −∞ et
dom(v`(a)) 6= ∅. Soit (Q,E,E′) ∈ D(v`(a)) tel que E soit un espace de Banach et soit E′
le dual topologique de E. S’il existe λq ∈ E′+ tel que [ψa(q)] (λq) < +∞ alors il existe
λq0 ∈ E′+ : [
FQ,E,E
′
a (v)
]
(q) = sup
x∈Rd
q(Tx) + 〈v`(a) − ex, λq0〉Q×E×E′
Supposons que le proble`me 5.4 satisfait la condition de Slater et que v`(ı) > −∞ et
dom(v`(ı)) 6= ∅. Soit (Q′, F, F ′) ∈ D(v`(ı)) tel que F soit un espace de Banach et F ′ le dual
topologique de F . S’il existe (λq, µq) ∈ F ′+×R+, tel que [ψı(q)] (λq, µq) < +∞ alors il existe
(λq0, µ
q
0) ∈ F ′+ × R+ :[
FQ
′,F,F ′
ı (v)
]
(q) = sup
x∈Rd
q(Tx) + 〈v`(ı) − ex, λq0〉Q′×F×F ′ − µq0r(x)
Proposition 5.11 (Compacite´ des politiques)
On reprend les hypothe`ses du the´ore`me 5.5.
S’il existe λq ∈ F ′+ tel que [ψa(q)] (λq) < +∞ alors l’ensemble Sol(DAFq) est un ensem-
ble compact pour la topologie faible-∗ et non vide.
De meˆme, s’il existe λq ∈ F ′+ et µq ∈ R+ tels que [ψı(q)] (λq, µq) < +∞ alors l’ensemble
Sol(DITq) est un ensemble compact pour la topologie faible-∗ et non vide.
La coercivite´ est simple a` ve´rifier en calculant des limites mais la proprie´te´ est en re´alite´
utilise´ pour prouver que l’ensemble des vecteurs duaux re´alisables est un ensemble borne´
(pour la topologie forte). En effet, une fonction f d’un espace de Banach sur R est coercive
si et seulement si pour tout α ∈ R, le sous-niveau Sα(f) est borne´. Nous allons ve´rifier que
les fonctions duales ψa(λ
q, q) et ψı(λ
q, µq, q) satisfont les hypothe`ses du the´ore`me 5.4 et le
the´ore`me 5.5 sera de´montre´.
De´monstration (The´ore`me 5.5)
Soit a ∈ A. Pour tout x ∈ Rd, la fonction λ 7→ p ◦ T (x) + 〈v`(a) − ex, λ〉Q×E×E∗ est affine sur
E∗ donc convexe. De plus, par de´finition de la topologie faible-∗ , la fonction λ 7→ p ◦ T (x) +
〈v`(a)−ex, λ〉Q×E×E∗ est continue pour la topologie faible-∗ donc semi-continue infe´rieurement
pour cette topologie. On conclut, par la proprie´te´ 4.1, que ψa est convexe et semi-continue
infe´rieurement pour la topologie faible-∗ en tant que supremum de fonctions convexe semi-
continue infe´rieurement.
Soient x ∈ Rd tel que v`(a) − ex > ε et soit λ ∈ E∗+,
〈v`(a) − ex, λ〉Q×E×E∗ =
∫
Q
v`(a)(p)− p(x)dλ(p) ≥ ε
∫
Q
dλ(p) = ε‖λ‖V T
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d’ou` ε‖λ‖V T tend vers +∞ quand ‖λ‖V T tend vers +∞.
Dans le cas Q fini, l’inte´grale est une somme sur Q et la norme ‖λ‖ est la norme 1. Puisque
RQ de´finit un espace vectoriel de dimension finie alors toutes les normes sont e´quivalentes et
donc ‖λ‖ tend vers +∞ pour la norme 1 implique N(λ) pour toute autre norme N .
En conclusion, ψa est convexe, semi-continue infe´rieurement pour la topologie faible-∗ et
coercive pour la norme de E∗, on conclut l’existence de λq0 par le the´ore`me 5.4. 
De´monstration (Proposition 5.11)
La fonction ψa est semi-continue infe´rieurement pour la topologie faible-∗ et coercive pour la
topologie forte. De plus, par hypothe`se, par le the´ore`me 5.5 Sol(DAFq) est non vide.
En outre, Sol(DAFq) = Sψ(λ0,v)(ψa) pour tout λ0 ∈ Sol(DAFq) donc Sol(DAFq) est
convexe ferme´ pour la topologie faible-∗en tant que sous-niveau d’une fonction faible-∗ s.c.i.
convexe L’ensemble Sol(DAFq) est borne´ en tant que sous-niveau de fonction coercive.
Par le the´ore`me de Banach-Alaoglu, comme Sol(DAFq) est borne´ et ferme´ pour la topolo-
gie faible-∗ alors Sol(DAFq) est faible-∗ compact. 
La condition de qualification de Slater va eˆtre utilise´e plus tard dans ce chapitre et dans
le chapitre suivant puisque nous nous placerons dans le cas de configurations finies. Nous
introduisons une nouvelle notation qui nous permettra de construire notre sche´ma d’ite´ration.
Soient j ∈ A ∪ I et un e´le´ment v`(j) tel que v`(j) > −∞ et dom(v`(j)) 6= ∅. Soit (Qj , Ej , E∗j ) ∈
D(v`(j)) et soit q ∈ P, on note Sol(Qj , Ej , E∗j , v`(j), q) l’ensemble des vecteurs duaux λq ∈
(Ej)
∗
+ tel que : [
F
Qj ,Ej ,E
∗
j
j (v)
]
(q) = 〈v`(j), λp〉Qj×Ej×E∗j +
[
V
Qj ,Ej ,E
∗
j
a (λ
p)
]
(p)
si j ∈ A et, l’ensemble des couples (λq, µq) ∈ (Ej)∗+ × R+ tels que :[
FQ
′,F,F ∗
ı (v)
]
(p) = 〈v`(ı), λp〉dom(v`(ı)) +
[
VQ
′,F,F ∗
ı (λ
p, µp)
]
(p)
si j ∈ I. Les ensembles Sol(Qj , Ej , E∗j , v`(j), q) peuvent eˆtre e´ventuellement vides. Si v`(j) ≡
+∞, Sol(Qj , Ej , E∗j , v`(j), q) = {0} pour tout q ∈ P si j ∈ A et Sol(Qj , Ej , E∗j , v`(j), q) =
{0, µq} si j ∈ A et si µq satisfait :
inf
µ∈R+
sup
x∈Rd
q(x)− µr(x) = sup
x∈Rd
q(x)− µqr(x)
Enfin, s’il existe p ∈ P tel que v`(a)(p) = −∞, on pose Sol(Qj , Ej , E∗j , v`(j), q) = (Ej)∗+\{0}
si j ∈ A et ((Ej)∗+\{0})× {0} si j ∈ I.
5.5 Sche´ma d’ite´ration sur les politiques a` dualite´ dynamique
Dans cette section, nous entamons une discussion sur les me´thodes ite´ratives pour trouver
une solution, ou du moins une sur-approximation valide du proble`me :
Proble`me 5.7 (Plus petit invariant de la fonction se´mantique abstraite)
inf{v ∈ (VexP(RP))n | F ](v) ≤ v} (INV)
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La fonction F ] de´signe la fonction dont toutes les coordonne´es sont Fi
]. La solution de (INV)
est le plus petit point fixe de F ] puisque cette fonction est croissante pour l’ordre produit
et nous avons montre´ que VexP(R
P
) est un treillis complet. Cependant, nous ne savons pas
e´value´ la fonction F ], nous utilisons donc les fonctions se´mantiques relaˆche´es pour trouver une
sur-approximation valide de la solution du proble`me (INV). En effet, d’apre`s le the´ore`me 5.3,
pour un e´le´ment v ∈ (RP)n fixe´ et pour une coordonne´e j ∈ A∪ I, FQj ,Ej ,E
∗
j
j (v) ≤ vj , implique
que Fj
](v) ≤ vj quelque soit (Qj , Ej , E∗j ) ∈ D(v`(j)).
5.5.1 De´finition des politiques
Nous allons de´finir une politique a` partir d’une famille d’espaces vectoriels Ej donne´s.
Chaque Ej repre´sente un sous-espace vectoriel d’un ensemble RQj ou` Qj est un sous-ensemble
non vide de P pour une coordonne´e j ∈ A∪I. Nous supposons que pour tout j ∈ A∪I, ex ∈ Ej
pour tout x ∈ Rd. Nous nous inte´ressons e´galement a` l’ensemble :
C(Qj , Ej) = {v ∈ (RP)n | v`(j) > −∞, Qj ⊆ dom(v`(j)), v`(j)|Qj ∈ Ej} .
De manie`re e´quivalente, l’ensemble C(Qj , Ej) de´signe tous les vecteurs v ∈ (RP)n tels que
(Qj , Ej) ∈ D(v`(j)). On pose C(Qj , Ej) = (RP)n si j /∈ A ∪ I. On comple`te l’ensemble
C(Qj , Ej) en ajoutant les vecteurs v ∈ (RP)n tels que v`(j)(p) = −∞ pour un certain p ∈ P
ainsi que les vecteurs v ∈ (RP)n dont la coordonne´e v`(j) est identiquement e´gale a` +∞. On
obtient ainsi l’ensemble C(Qj , Ej) :
C(Qj , Ej) = C(Qj , Ej)∪ {v ∈ (RP)n | ∃ p ∈ P, v`(j)(p) = −∞}∪ {v ∈ (RP)n | v`(j) ≡ +∞} .
Par la suite, on notera
−→
Q une famille de sous-ensembles (Qj)j∈A∪I et
−→
E pour de´signer une
famille d’ensembles (Ej)j∈A∪I telle que Ej est un sous-espace vectoriel de RQj . De plus, on
note C(
−→
Q,
−→
E ) l’ensemble suivant : ⋂
j∈A∪I
C(Qj , Ej) .
De meˆme, on de´finit C(
−→
Q,
−→
E ) comme l’ensemble suivant :⋂
j∈A∪I
C(Qj , Ej) .
Conforme´ment a` la de´finition 3.4, on de´finit une politique comme une fonction qui collecte
tous les vecteurs duaux disponibles a` un certain point de controˆle. Nous allons proce´der par
e´tapes. On associe pour tout j ∈ A ∪ I, a` une famille (Ej) de sous-espaces vectoriels de RQj ,
une famille
−→
E∗ d’espaces vectoriels E∗j telle que chaque E
∗
j est en dualite´ avec Ej et chaque
couple (Ej , E
∗
j ) satisfait (H1).
Etape 1 : Soient a ∈ A, v ∈ C(−→Q,−→E ) et q ∈ P. On de´finit l’ensemble Λa(v, q) par :
{λq ∈ (Ea)∗+ | [ψa(q)] (λq) < +∞}
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Pour rappel, la fonction [ψa(q)] (λ
q) = sup
x∈Rd
q(Ta(x)) + 〈v`(a)−ex, λq〉Qa×Ea×E∗a et ou` Ta
de´signe l’affectation au point de controˆle a. Si v`(a) ≡ +∞, on pose Λa(v, q) = {0E∗a}
pour tout q ∈ P. S’il existe p ∈ P tel que v`(a)(p) = −∞, on pose Λa(v, q) = E∗a pour
tout q ∈ P.
On de´finit e´galement l’ensemble Λı(v, q) pour ı ∈ I, v ∈ C(−→Q,−→E ) et q ∈ P par :
{(λq, µq) ∈ (Ej)∗+ × R+ | [ψı(q)] (λq, µq) < +∞}
Pour rappel, la fonction [ψı(q)] (λ
q, µq) = sup
x∈Rd
q(Tı(x)) + 〈v`(ı)− ex, λq〉Qı×Eı×E∗ı −µqrı
et ou` Tı de´signe l’affectation au point de controˆle ı. Si v`(ı) ≡ +∞, on pose Λı(v, q) =
{(0E∗ı , µq) | [ψı(q)] (0, µq) < +∞} pour tout q ∈ P. S’il existe p ∈ P tel que v`(ı)(p) =
−∞, on pose Λı(v, q) = ((E∗ı )\{0})× {0} pour tout q ∈ P.
Ces deux ensembles peuvent eˆtre e´ventuellement vides et dans ce cas la fonction se´man-
tique relaˆche´e FQa,Ea,E
∗
a
a (v) (resp.F
Qı,Eı,E∗ı
ı (v)) vaut identiquement +∞.
Enfin, on pose pour k ∈ U et pour tout v ∈ C(−→Q,−→E ) et tout p ∈ P, Λk(v, q) = {∨} et
pour k /∈ U ∪ A ∪ I , Λk(v, q) = {]} ce qui signifie que la fonction se´mantique relaˆche´e
est la fonction F∨u pour u ∈ U et Fk] si k /∈ U ∪ A ∪ I.
Etape 2 : On note Σ = {1, . . . , n}. Soient k ∈ Σ et v ∈ C(−→Q,−→E ). On appelle fonction
de se´lection de P sur
⋃
q∈P
Λk(v, q), une fonction ρk,v telle que :
ρk,v(p) ∈ Λk(v, p), ∀ p ∈ P .
On note Λk(v) l’ensemble des fonctions de se´lections ρv,k de P sur
⋃
q∈P
Λk(v, q).
Etape 3 : Maintenant fixons k ∈ Σ, on de´finit de la meˆme manie`re, les fonctions de
se´lections ρk de C(
−→
Q,
−→
E ) sur
⋃
v∈C(−→Q,−→E )
Λk(v). Ces fonctions de se´lection ρk satisfont :
ρk(w) ∈ Λk(w),∀w ∈ C(−→Q,−→E ) .
Pour k ∈ Σ, on note Λk l’ensemble des fonctions de se´lection ρk de C(−→Q,−→E ) sur⋃
v∈C(−→Q,−→E )
Λk(v).
Etape 4 : Une fonction de se´lection de Σ dans
⋃
k∈Σ
Λk est appele´e une politique. Une
politique pi est donc une fonction de Σ dans
⋃
k∈Σ
Λk telle que :
pi(i) := pii ∈ Λi ∀ i ∈ Σ .
En re´sume´, nous obtenons la de´finition suivante :
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De´finition 5.9 (Politiques)
Une politique est une fonction de se´lection qui a` chaque point de controˆle i ∈ {1, . . . , n},
a` chaque fonction v ∈ C(−→Q,−→E ) et chaque fonction de base p ∈ P associe son ensemble
de vecteurs duaux disponibles. Plus formellement, une politique pi est une fonction de Σ a`
valeurs dans :
⋃
k∈Σ
C(−→Q,−→E ) 7→ ⋃
v∈C(−→Q,−→E )
P 7→ ⋃
q∈P
Λk(v, q)


telle que, pour tout i ∈ Σ, pii : C(−→Q,−→E ) 7→
⋃
v∈C(−→Q,−→E )
P 7→ ⋃
q∈P
Λi(v, q)
, pour tout w ∈
C(
−→
Q,
−→
E ), pii(w) : P 7→
⋃
q∈P
Λi(w, q) et finalement, pour tout p ∈ P, [pii(w)] (p) ∈ Λi(w, p).
On note Π(
−→
Q,
−→
E ,
−→
E∗) l’ensemble des politiques.
Remarque 5.11 On notera [pii(w, p)] a` la place de [pii(w)] (p).
En conclusion, pour une famille
−→
Q de sous-ensembles (Qj)j∈A∪I non vide de P et une
famille
−→
E , de sous-espaces vectoriels (Ej)j∈A∪I (s.e.v de RQj ), on obtient que :
F
−→
Q,
−→
E ,
−→
E∗ = inf
pi∈Π
(−→
Q,
−→
E ,
−→
E∗
)F (pi, ·) (5.8)
La notation de l’e´quation (5.8) signifie que si u ∈ U, F
−→
Q,
−→
E ,
−→
E∗
u = F
∨
u et donc piu ≡ ∨.
Maintenant si i /∈ U∪A∪ I et donc F
−→
Q,
−→
E ,
−→
E∗
i est une constante alors F
−→
Q,
−→
E ,
−→
E∗
i = Fi
] et pii ≡ ].
Les cas inte´ressants sont les cas a ∈ A et ı ∈ I. La fonction F
−→
Q,
−→
E ,
−→
E∗ s’applique uniquement
sur les e´le´ments v ∈ C(−→Q,−→E ) ce qui signifie que pour tout a ∈ A :
– Soit (Qa, Ea, E
∗
a) ∈ D(v`(a)) et dans ce cas, pour tout p ∈ P, pia(v, p) est un vecteur
dual de E∗a et :
(Fa(pia, v))(p) = 〈v`(a), pia(v, p)〉Qa×Ea×E∗a + [VQa,Ea,E
∗
a
a (pia(v, p))](p) .
– Soit v`(a) prend la valeur −∞ et dans ce cas, F
−→
Q,
−→
E ,
−→
E∗
a (v) ≡ −∞ et ceci inde´pendamment
de E∗a. Cependant quand celui-ci est fixe´, on s’inte´resse qu’aux e´le´ments non nuls de E
∗
a
qui agissent positivement sur les vecteurs positifs de Ea.
– Soit v`(a) ≡ +∞ et dans ce cas F
−→
Q,
−→
E ,
−→
E∗
a (v) = sup
x∈Rd
ex et ceci inde´pendamment de E
∗
a.
On choisira ne´anmoins le seul vecteur admissible le vecteur nul de E∗a.
et pour tout ı ∈ I :
– Soit (Qı, Eı, E
∗
ı ) ∈ D(v`(ı)) et dans ce cas pour tout p ∈ P, piı(v, p) est un vecteur dual
de E∗ı et :
(Fı(piı(v, p), v))(p) = 〈v`(ı), piı(v, p)〉Qı×Eı×E∗ı + [VQı,Eı,E
∗
ı
ı (piı(v, p))](p) .
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– Soit v`(ı) prend la valeur −∞ et dans ce cas, F
−→
Q,
−→
E ,
−→
E∗
ı (v) ≡ −∞ et ceci inde´pendamment
de E∗ı . Cependant quand celui-ci est fixe´, on s’inte´resse qu’aux e´le´ments non nuls de E
∗
ı
qui agissent positivement sur les vecteurs positifs de Eı.
– Soit v`(ı) ≡ +∞ et dans ce cas F
−→
Q,
−→
E ,
−→
E∗
ı (v) = inf
µ∈R+
sup
x∈Rd
ex − µr(x) et ceci inde´pen-
damment de E∗ı . On choisira ne´anmoins le seul vecteur admissible le vecteur nul de
E∗ı .
5.5.2 Ite´ration sur les politiques dynamique dans le domaine des sous-niveaux
Le sche´ma que nous de´crivons ici, n’est qu’un algorithme de principe et un algorithme
plus pratique sera pre´sente´ au chapitre 6.
Le choix a priori complexe de la dualite´ et des espaces vectoriels a` chaque e´tape vient
en re´alite´ du fait qu’on souhaite avoir des bornes de plus en plus pre´cises et le seul re´sultat
que nous avons montre´ concernant la croissance est la proposition 5.8. Nous cherchons donc a`
satisfaire les hypothe`ses de la proposition. De plus, nous voulons re´soudre un proble`me simple
dans a` chaque e´tape c’est-a`-dire a` politique fixe´. Dans le chapitre suivant dans le cas P fini,
nous verrons que le proble`me du calcul :
inf{v ∈ C(
−→
Qk,
−→
Ek) | F (pik, v) ≤ v}
peut se re´soudre graˆce a` un programme line´aire. Pour pouvoir re´soudre de tels proble`mes, il
faut de´terminer une politique pik et pour la de´terminer il faut savoir si cette politique existe
d’ou` la condition : Sol(Qk+1j , E
k+1
j , (E
k+1
j )
∗, vk+1`(j) , p) 6= ∅.
Enfin, le crite`re d’arreˆt de la boucle re´pe´ter est, si vk+1 et vk prennent des valeurs finies,
une distance sur (RP)n. Ici nous avons e´tendu cette distance aux fonctions RP, tout en e´vitant
les proble`mes d’inde´termination. Bien e´videmment, la suite ge´ne´re´e par le sche´ma peut eˆtre
infinie mais nous montrons graˆce au the´ore`me 5.6 qu’a` chaque pas du sche´ma, nous gagnons
en pre´cision.
The´ore`me 5.6 (De´croissance de la suite (vk)k≥0)
La suite ge´ne´re´e (vk)k≥0 par l’algorithme 5 est de´croissante.
Nous allons de´montrer ce the´ore`me graˆce au lemme suivant :
Lemme 5.2 (Proprie´te´s de la suite (vk)k≥0)
Soit k ∈ N, les assertions suivantes sont vraies :
1. Soit il existe j ∈ A ∪ I, (Qkj , Ekj , (Ekj )∗) /∈ D(vk+1`(j) ) et l’algorithme s’arreˆte soit vk+1 ∈
C(
−−−→
Qk+1,
−−−→
Ek+1) ;
2. Si Sol(Qk+1j , E
k+1
j , (E
k+1
j )
∗, vk+1`(j) ) 6= ∅, F (pik+1, vk+1) ≤ vk+1.
En conclusion, vk+1 ∈ {v ∈ C(
−−−→
Qk+1,
−−−→
Ek+1) | F (pik+1, v) ≤ v}.
De´monstration (Lemme 5.2)
1. Soit j ∈ A ∪ I. S’il existe p ∈ P tel que vk+1`(j) (p) = −∞ ou si vk+1`(j) ≡ +∞ alors
vk+1 ∈ C(Qk+1j , Ek+1j ) quelque soit Qk+1j et Ek+1j . S’il existe j ∈ A∪I, (Qkj , Ekj , (Ekj )∗) /∈
D(vk+1`(j) ) alors l’algorithme s’arreˆte. Supposons que, pour tout p ∈ P, vk+1`(j) (p) > −∞
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Algorithme 5: Ite´ration sur les politiques dans le domaine des sous-niveaux
Entre´es : La fonction se´mantique abstraite F ]
Sorties : Un post-point fixe de la fonction se´mantique asbtraite F ]
∀ j ∈ A ∪ I, choisir (Q0j , E0j , E0j )∗) ∈ D(P) tel que ∀x ∈ Rd, ex|Q0
j
∈ E0j ;
Choisir pi0 ∈ Π(
−→
Q0,
−→
E0,
−−→
E0
∗
) et γ > 0;
k = 0, ∀ i ∈ {1, . . . , n}, v0i ≡ +∞;
re´pe´ter
NEW ∀ j ∈ A ∪ I, q ∈ P, calculer Vj(piki ) =
[
Vj(pikj (q))
]
(q);
Calculer vk+1 = inf{v ∈ C(
−→
Qk,
−→
Ek) | F (pik, v) ≤ v} dans (RP)n;
pour tous les j ∈ A ∪ I faire
si ∀ p ∈ P, vk+1`(j) (p) > −∞ et dom(vk+1`(j) ) 6= ∅ alors
si (Qkj , E
k
j , (E
k
j )
∗) ∈ D(vk+1`(j) ) alors
choisir Qk+1j , E
k+1
j et (E
k+1
j )
∗ tels que (Qk+1j , E
k+1
j , (E
k+1
j )
∗) ∈ D(vk+1`(j) )
et tels qu’il existe une application i :
(Qkj , E
k
j , (E
k
j )
∗)≫i (Qk+1j , Ek+1j , (Ek+1j )∗)
sinon
Choisir ∀ j ∈ {1 . . . , n}, (dom(vk+1j ), Fj , F ∗j ) ∈ D(vk+1j ) tel qu’il existe
une application i telle que Fj >i B(v
k+1
j ) puis retourner
vexP(v
k+1
j )
dom(vk+1j ),Fj ,F
∗
j ;
sinon
Qk+1j = Q
k
j , E
k+1 = Ek et (Ek+1)∗ = (Ek)∗;
si ∀ j ∈ A ∪ I, ∀ p ∈ P, Sol(Qk+1j , Ek+1j , (Ek+1j )∗, vk+1`(j) , p) 6= ∅ alors
Evaluer F
−−−→
Qk+1,
−−−→
Ek+1,
−−−−−→
(Ek+1)∗(vk+1);
prendre pik+1 ∈ Π(
−−−→
Qk+1,
−−−→
Ek+1,
−−−−→
Ek+1
∗
) tel que
F
−−−→
Qk+1,
−−−→
Ek+1,
−−−−−−→
(Ek+1)∗)(vk+1) = F (pik+1, vk+1), retourner a` l’e´tape NEW;
sinon
Choisir ∀ j ∈ {1 . . . , n}, (dom(vk+1j ), Fj , F ∗j ) ∈ D(vk+1j ) tel qu’il existe une
application i telle que Fj >i B(v
k+1
j ) puis retourner vexP(v
k+1
j )
dom(vk+1j ),Fj ,F
∗
j ;
jusqu’a` sup
i∈{1,...,n}
(
min
(
1, sup
{p∈P|vk+1i (p)>−∞, vki (p)<+∞}
|vk+1i (p)− vki (p)|
))
≤ γ;
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et dom(v`(j)) 6= ∅ et que pour tout j ∈ A ∪ I, (Qkj , Ekj , (Ekj )∗) ∈ D(vk+1`(j) ). Par de´f-
inition de l’algorithme, (Qk+1j , E
k+1
j , (E
k+1
j )
∗) ∈ D(vk+1`(j) ) ceci implique que vk+1`(j) ∈
C(Qk+1j , E
k+1
j ). Finalement, comme j est arbitraire alors v
k+1 ∈ C(
−−−→
Qk+1,
−−−→
Ek+1).
2. Soit w ∈ C(
−→
Qk,
−→
Ek), et soit
−−−→
(Ek)∗ tels que pour tout j ∈ A∪I, (Qkj , Ekj , Ekj
∗
) ∈ D(P). On
a pour tout j ∈ A ∪ I, (Qkj , Ekj , Ekj
∗
) ∈ D(wj). Maintenant soit pik ∈ Π(Qk, Ek, (Ek)∗)
et supposons que F (pik, w) ≤ w alors par de´finition de la borne infe´rieure vk+1 ≤
w, par la proposition 5.8, F
−−−→
Qk+1,
−−−→
Ek+1,
−−−−→
Ek+1
∗
(vk) ≤ F
−→
Qk,
−→
Ek,
−−→
Ek
∗
(w). Par de´finition des
politiques, on a : F
−→
Qk,
−→
Ek,
−−→
Ek
∗
(w) ≤ F (pik, w) et par hypothe`se F (pik, w) ≤ w. Or
comme Sol(Qk+1j , E
k+1
j , (E
k+1
j )
∗, vk+1`(j) , p) 6= ∅, il existe pik+1 ∈ Π(
−−−→
Qk+1,
−−−→
Ek+1,
−−−−−→
(Ek+1)∗)
telle que F
−−−→
Qk+1,
−−−→
Ek+1,
−−−−−−→
(Ek+1)∗)(vk+1) = F (pik+1, vk+1) et on conclut que F (pik+1, vk+1) ≤
F (pik, w) ≤ w pour tout v ∈ C(
−→
Qk,
−→
Ek) tel que F (pik, w) ≤ w et par de´finition de la
borne infe´rieure F (pik+1, vk+1) ≤ vk+1. 
De´monstration (The´ore`me 5.6)
Le lemme 5.2, nous permet de conclure en utilisant encore une fois la de´finition de la borne in-
fe´rieure. D’apre`s le lemme 5.2, pour tout k ≥ 0, vk+2 ≤ vk+1 car vk+1 ∈ {v ∈ C(
−−−→
Qk+1,
−−−→
Ek+1) |
F (pik+1, v) ≤ v}. Comme par de´finition, v0i ≡ +∞ pour tout i ∈ {1, . . . , n} alors (vk)k≥0 est
de´croissante. 
Exemple 5.26 (Une simple utilisation du sche´ma 5)
Conside´rons le programme de la figure 5.4 :
assume (x , y ) in B( 0 , 1 ) ; [ 1 ]
whi l e [ 2 ] ( x∗x+y∗y<=0.5){
x=x+y ;
y=y + 1 ; [ 3 ]
}
Figure 5.4 – Un simple programme avec une boucle
Nous nous inte´ressons aux valeurs prises par les variables x et y aux points de controˆle 1,
2 et 3 et nous conside´rons la configuration P = {(x, y) 7→ p1x+ p2y, p = (p1, p2) ∈ B(0, 1)}.
La fonction se´mantique abstraite de ce programme est la fonction qui a` v ∈ (RP)3 et pour
p ∈ P associe F ] de´finie par :
[F1
](v)](p) = ‖q‖
[F2
](v)](p) = (vs1 ∪ vs3)σ(p)
[F3
](v)](p) = sup
(x,y)∈vs2
x2+y2≤0.5
p1(x+ y)− p2(y + 1)
Initialisons le sche´ma par le domaine des intervalles, c’est-a`-dire prenons, au point de
controˆle 3 :
Q03 = {(x, y) 7→ x, (x, y) 7→ −x, (x, y) 7→ y, (x, y) 7→ −y}
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et ainsi
−→
Q0 = Q03 et prenons E
0
3 = RQ
0
3 et (E03)
∗ = RQ
0
3 ce qui signifie
−→
E0 = E03 et
−−−→
(E0)∗ =
(E03)
∗). En absence d’ambigu¨ıte´, nous notons pi0(p) a` la place de pi0(v, p). Nous cherchons a`
de´terminer une politique initiale pi0(p) = (pi01(p), pi
0
2(p), pi
0
3(p)). Comme les points de controˆle
1 et 2 repre´sentent respectivement une constante et une union, ces fonctions sont connues.
Nous nous inte´ressons au point de controˆle 3, la politique au point de controˆle 3, pi03(p), est
un e´le´ment de (E03)
∗ × R+. Nous notons λ0(p) la premie`re coordonne´e et µ0(p) la deuxie`me
coordonne´e de l’e´lement pi03(p). Pour simplifier les notations, e1 de´signe le vecteur (1, 0), e2 le
vecteur (0, 1).
Soient q ∈ P, λ(q) une fonction de Q03 dans R+ et µ(q) un re´el positif :
[VQ
0
3,E
0
3 ,(E
0
3)
∗
3 (pi
0(q))](q) =
sup
(x,y)∈R2
q1(x+ y) + q2(y + 1) + µ
0(q)(
1
2
− x2 − y2)− x[λ0(q)](e1) + x[λ0(q)](−e1)
−y[λ0(q)](e2)v2(e2) + y[λ0(q)](−e2)
ou encore :
[VQ
0
3,E
0
3 ,(E
0
3)
∗
3 (pi
0(q))](q) =
sup
(x,y)∈R2
q2 +
1
2
µ0(q) + x(q1 − [λ0(q)](e1) + [λ0(q)](−e1))
+y(q1 + q2 − [λ0(q)](e2) + [λ0(q)](−e2))− µ0(q)(x2 + y2)
La fonction (x, y) 7→ q2+ 1
2
µ0(q)+x(q1−[λ0(q)](e1)+[λ0(q)](−e1))+y(q1+q2−[λ0(q)](e2)+
[λ0(q)](−e2))−µ0(q)(x2 + y2) est une fonction quadratique concave, pour calculer son supre-
mum sur R2, il suffit de trouver en quels points la diffe´rentielle s’annule.
Commenc¸ons par choisir une politique initiale qui ne prend en compte que la contrainte due
au test c’est-a`-dire, nous conside´rons [λ0(q)](e1) = λ
0(q)](−e1) = λ0(q)](e2) = λ0(q)](−e2) =
0 et µ0(q) > 0. Cette heuristique correspond a` l’heuristique de l’ite´ration sur les politiques
dans le domaine des intervalles de la de´finition 3.10. On obtient ainsi la nouvelle fonction :
[VQ
0
3,E
0
3 ,(E
0
3)
∗
3 (pi
0(q))](q) = sup
(x,y)∈R2
q2 +
1
2
µ0(q) + q1x+ y(q1 + q2)− µ0(q)(x2 + y2)
et ainsi on conclut que :
[VQ
0
3,E
0
3 ,(E
0
3)
∗
3 (pi
0(q))](q) = q2 +
1
2
µ0(q) +
q21 + (q1 + q2)
2
4µ0(q)
Prenons donc, par exemple, pour tout q ∈ P, µ0(q) = 1 alors, [VQ03,E03 ,(E03)∗3 (pi0(q))](q) =
q2 +
1
2
+
q21 + (q1 + q2)
2
4
.
Finalement la politique initiale au point de controˆle 3 est le couple compose´ de la fonction
constante [λ0(q)](e1) = [λ
0(q)](−e1) = [λ0(q)](e2) = [λ0(q)](−e2) = 0 ainsi que de l’e´le´ment
µ0(q) = 1. En conside´rant une telle politique initiale, nous obtenons :
[VQ
0
3,E
0
3 ,(E
0
3)
∗
3 (pi
0(q))](q) = q2 +
1
2
+
q21 + (q1 + q2)
2
4
.
Nous devons a` pre´sent trouver le plus petit e´le´ment :
v = (v1, v2, v3) ∈ RP × RP ×C(Q03, E03)
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tel que :
‖q‖ ≤ v1(q), ∀q ∈ P
et
sup(v1, v3)(q) ≤ v2(q),∀q ∈ P
et
0×v2(e1)+0×v2(−e1)+0×v2(e2)+0×v(−e2)+q2+1
2
+
q21 + (q1 + q2)
2
4
≤ v3(q), ∀q = (q1, q2) ∈ P
(5.9)
La solution de ce syste`me est donc :
v = (v1, v2, v3) ∈ RP × RP ×C(Q03, E03)
tel que :
v11(q) = ‖q‖, ∀q ∈ P
et
v12(q) = sup(‖q‖, q2 +
1
2
+
q21 + (q1 + q2)
2
4
)), ∀q ∈ P
et
v13(q) = q2 +
1
2
+
q21 + (q1 + q2)
2
4
, ∀q = (q1, q2) ∈ P
L’information importante ici est l’invariant de boucle trouve´, on sait donc qu’au point de
controˆle 2, q1x+ q2y ≤ sup(‖q‖, q2 + 1
2
+
q21 + (q1 + q2)
2
4
)) quelque soit q ∈ P. On obtient en
meˆme temps une information de type ”intervalles” :
−1 ≤ x ≤ 1 et − 1 ≤ y ≤ 7
4
,
une information de type ”zones” :
x− y ≤
√
2 et y − x ≤
√
2
5 + 4
√
2
8
.
On obtient de la meˆme manie`re des informations de type ”octogones” et ”gabarits line´aires”.
On remarque qu’e´galement, la fonction v12 est une fonction continue de P dans R, et ainsi
nous pouvons prendre :
Q13 = P, E13 = C(P,R)
ainsi que la dualite´ entre P et l’ensemble (E13)∗ des mesures bore´liennes finies signe´es sur P.
D’apre`s l’exemple 5.25, nous savons qu’il existe i : RQ
0
3
+ 7→ (E13)∗+, telle que :
(Q13, E
1
3 , (E
1
3)
∗)≫i (Q03, E03 , (E03)∗) .
La fonction se´mantique relaˆche´e au point de controˆle 3 devient alors :
[F
−→
Q1,
−→
E1,
−→
E1
3 (v
1)](p) = inf
λ∈(E13)∗+
inf
µ∈R+
sup
(x,y)∈R2
p1(x+ y)− p2(y + 1) + µ(1/2− x2 − y2)
+
∫
q∈P
v12(q)dλ(q)− x
∫
q∈P
q1dλ(q)− y
∫
q∈P
q2dλ(q)
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On, a de plus, la condition de Slater puisque :
q1 × 0 + q2 × 0 = 0 < ‖q‖ ≤ v2(q) ∀ q ∈ P non nul
et 02 + 02 <
1
2
et donc il existe pi1 telle que F
Q13,E
1
3 ,(E
1
3)
∗
3 (v
1) = F3(pi
1, v1). De plus, P est une configuration
borne´e puisqu’elle contient les intervalles, (v12)
s 6= ∅ et dom(v12) = P, donc F3](v1)(p) est fini
pour tout p ∈ P. Enfin, comme chaque p ∈ P est line´aire, l’affectation au point de controˆle 3
est affine et le test convexe alors F3
](v1) = F
Q13,E
1
3 ,(E
1
3)
∗
3 (v
1).
On peut utiliser un solveur de programmation semi-infinie pour calculer pi13 comme, par
exemple, SIPAMPL 2 [VFG04, VF06]. Des re´sultats sur la discre´tisation base´ sur le the´ore`me
d’Helly [BTBIR79, HK93, Sha09] des proble`mes d’optimisation semi-infinie montrent que les
mesures solutions sont en re´alite´ a` support fini, c’est-a`-dire des sommes finies positivement
ponde´re´es de masses de Dirac et l’inte´grale est en fait le plus souvent une simple somme.
Une fois la politique pi13 calcule´e, on doit calculer [V
Q13,E
1
3 ,(E
1
3)
∗
3 (pi
1(q))](q), pour tout q ∈ P
puis nous devons trouver le plus petit e´le´ment :
v = (v1, v2, v3) ∈ RP × RP ×C(Q13, E13)
tel que :
‖q‖ ≤ v1(q), ∀q ∈ P
et
sup(v1, v3)(q) ≤ v2(q),∀q ∈ P
et ∫
p∈P
v2(p)d[λ
1(q)](p) + [VQ
1
3,E
1
3 ,(E
1
3)
∗
3 (pi
1(q))](q) ≤ v3(q), ∀q = (q1, q2) ∈ P
On peut prendre, puisque v3 est constrainte a` eˆtre une fonction continue, une mesure finie
γ et on conside`re une fonction objective de la forme :∑
i=1,2,3
∫
p′∈P
vi(p
′)dγ(p′)
et conserver les contraintes pre´ce´dentes, on obtient un programme line´aire en dimension in-
finie.
2. De´veloppe´ par I. Vaz, voir http://www.norg.uminho.pt/aivaz/sipampl.html
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CHAPITRE 6
CONFIGURATIONS QUADRATIQUES ET RELAXATION DE
SHOR
Ce chapitre est une partie de´taille´e de l’article [AGG10, Section 3]. L’algorithme d’ite´ra-
tions sur les politiques de´fini au chapitre 5 sont construits sur des espaces abstraits. Nous
appliquons dans ce chapitre, cet algorithme a` un ensemble fini de fonctions de base P parti-
culier : des fonctions quadratiques. Un exemple de fonctions de base quadratique peut eˆtre
donne´ par la fonction de Lyapunov d’un syste`me line´aire convergeant. Pour des fonctions de
base quadratique, e´valuer la fonction se´mantique abstraite se rame`ne a` re´soudre un proble`me
de maximisation quadratique e´ventuellement non-convexe. Cependant, il existe des techniques
de relaxation convexe des proble`mes quadratiques non-convexes comme la relaxation de Shor.
La relaxation de Shor co¨ıncide avec la fonction relaˆche´e lagrangienne et donc avec notre
fonction se´mantique relaˆche´e. Par ailleurs, la relaxation de Shor consiste a` e´valuer la fonc-
tion relaˆche´e en re´solvant un programme d’optimisation semi-definie. Le fait important est
qu’il existe des me´thodes rapides permettant de re´soudre des proble`me d’optimisation semi-
definie. En effet, une solution ε-optimale (l’image de la solution est au plus ε de la valeur
optimale) peut eˆtre calcule´e en temps polynomial par la me´thode de l’ellipso¨ıde [GLS88] ou
par la me´thode des points inte´rieurs [NN94](lorsqu’il existe une matrice strictement re´alis-
able). La complexite´ polynomiale annonce´e ici fait re´fe´rence au mode`le des bits (machine
de Turing) [GJ79] pour la me´thode de l’ellipo¨ıde et uniquement 1 pour le mode`le des nom-
bres re´els pour la me´thode des points inte´rieurs bien que cette me´thode soit plus efficace en
pratique (voir le survol de Pardalos et Ramana [PR97]).
La premie`re section 6.1 est un rappel d’optimisation quadratique non-convexe ainsi qu’un
rappel sur la relaxation de Shor. La deuxie`me section 6.2 constitue une application nouvelle de
l’optimisation quadratique : la re´solution de proble`me de point fixe en interpre´tation abstraite.
6.1 Optimisation quadratique
Dans la sous-section 6.1.1, nous rappelons quelques re´sultats basiques d’optimisation
quadratique ainsi que quelques notations. Dans la sous-section 6.1.2, nous introduisons la re-
1. Le proble`me de la polynomialite´ de la me´thode des points inte´rieurs sur le mode`le des bits est un proble`me
ouvert voir Pardalos et Ramana [PR97, Open Problem 9.2]
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laxation de Shor et enfin nous terminons sur la sous-section 6.1.3 sur des re´sultats nume´riques
d’approximation ainsi que des re´sultats de dualite´ forte pour des proble`mes d’optimisation
quadratique non-convexe.
6.1.1 Rappels et notations
Nous rappelons qu’une forme quadratique est une fonction f de Rd dans R de la forme :
f(x) = xTAx+ xT b+ c
ou` une matrice A syme´trique de taille d× d, un vecteur b de Rd et un re´el c. Pour une forme
quadratique f , on notera Af , bf et cf respectivement sa matrice associe´e, son vecteur associe´
et son scalaire associe´. Une forme quadratique f est dite homoge`ne si bf = 0 et cf = 0. Dans
notre cas, on s’inte´ressera aux templates quadratiques a` scalaire nul (cf = 0).
On dit qu’un proble`me d’optimisation (maximisation ici) est quadratique s’il est de la
forme :
Max f0(x)
s. c fi(x) ≤ 0
∀ i = 1, . . . ,m
(QP)
ou` f0, f1, . . . , fm sont des formes quadratiques sur Rd. En remplac¸ant l’ope´rateur Max par
Min, on obtient un proble`me de minimisation quadratique.
Pour commencer, nous faisons quelques rappels sur les matrices de´finies. Soit une matrice
A syme´trique de taille d × d : A est semi-de´finie positive si xTAx ≥ 0 pour tout x ∈ Rd ; A
est de´finie positive si xTAx > 0 pour tout x 6= 0 ; A est semi-de´finie ne´gative si xTAx ≤ 0
pour tout x ∈ Rd ; A est de´finie ne´gative si xTAx < 0 pour tout x 6= 0 ; s’il existe x ∈ Rd
et y ∈ Rd tels que xTAx < 0 et yTAy > 0, on dit que la matrice est inde´finie. On note
respectivement, S+d , S
++
d , S
−
d et S
−−
d le coˆne convexe des matrices syme´triques semi-de´finies
positives, positives, semi-de´finies ne´gatives et ne´gatives. On munit e´galement l’ensemble des
matrices syme´triques Sd de l’ordre de Loewner de´fini par A  B ⇐⇒ B−A ∈ S+d . La nota-
tion A  0 signifie que A est semi-de´finie positive et on note ,  et ≺ pour de´finie positive,
semi-de´finie ne´gative et de´finie ne´gative. On munit Sd du produit scalaire de Frobenius i.e le
produit scalaire 〈·, ·〉F de´fini sur Sd par 〈A,B〉F =
d∑
i,j=1
AijBij .
Revenons aux fonctions f0, f1, . . . , fm, ces fonctions sont quadratiques, la convexite´ et la
concavite´ dans ce cas sont de´termine´es par la positivite´ des matrices A0, A1, . . . , Am associe´es.
En effet, une fonction quadratique est convexe (concave) si et seulement sa matrice associe´e
est semi-de´finie positive (ne´gative). Lorsque A0 est semi-de´finie positive et A1, . . . , Am sont
semi-de´finies ne´gatives, le proble`me de maximisation P est facile a` re´soudre, dans les autres
cas, le proble`me est NP -dur [Vav90]. Une manie`re de donner une borne sur la valeur du
proble`me est de calculer la valeur du proble`me dual qui a de bonnes proprie´te´s. Dans le cas
quadratique, on peut e´valuer facilement la valeur du proble`me dual.
6.1.2 Relaxation de Shor
La relaxation de Shor est de´taille´e dans [TN01, Sho87]. Nous donnons les de´tails de la
relaxation de Shor qui, dans le cadre des fonctions quadratiques, est une re´e´criture de la
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fonctionnelle duale de la dualite´ lagrangienne comme un proble`me d’optimisation semi-de´finie.
Par la suite, nous utiliserons la relaxation de Shor pour evaluer la fonction se´mantique relaˆche´e.
On se donne un proble`me de maximisation quadratique P . Nous rappelons que la valeur
du proble`me dual de P pour la dualite´ lagrangienne est donne´e par l’e´quation (6.1).
inf
λ∈Rm+
sup
x∈Rd
f0(x)−
m∑
i=1
λifi(x) (6.1)
Une premie`re remarque simple est de voir qu’a` λ fixe´, la fonction de´finie a` l’e´quation (6.1)
est un proble`me de maximisation sans contrainte. Par ailleurs, la valeur du proble`me non
contraint est fini si et seulement si il existe η ∈ R tel que, pour tout x ∈ Rd,
f0(x)−
m∑
i=1
λifi(x) ≤ η . (6.2)
On introduit la matrice A(λ), le vecteur B(λ) et le scalaire C(λ) de´finis par :
A(λ) = Af0 −
m∑
i=1
λiAfi , B(λ) = bf0 −
m∑
i=1
λibfi et C(λ) = cf0 −
m∑
i=1
λicfi .
Ainsi, on peut re´e´crire l’e´quation (6.2), pour tout x ∈ Rd,
xTA(λ)x+B(λ)x+ C(λ)− η ≤ 0 .
Maintenant en e´crivant que sup
x∈Rd
xTA(λ)x + B(λ)x + C(λ) ≤ η ou` η ∈ R est e´quivalent a` la
de´finie positivite´ de la matrice :
xTA(λ)x+B(λ)x+ C(λ)− η =
 1
x
T
C(λ)− η 12B(λ)1
2
B(λ)T A(λ)

 1
x

on conclut que sup
x∈Rd
xTA(λ)x+B(λ)x+ C(λ)− η ≤ 0 est e´quivalent au fait que la matrice
C(λ)− η 12B(λ)1
2
B(λ)T A(λ)

soit semi-de´finie ne´gative. Trouver exactement le supremum dans l’e´quation 6.1 revient a`
prendre η le plus petit possible, donc on conclut que la valeur de l’e´quation 6.1 co¨ıncide avec
la valeur du proble`me d’optimisation semi-definie :
Min
λ∈Rm+
η∈R
η s. c
C(λ)− η 12B(λ)1
2
B(λ)T A(λ)
  0 (Shor)
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6.1.3 Relaxations de proble`me d’optimisation quadratique et bornes de qualite´
Nous proposons un bref survol des travaux effectue´s sur la relaxation de proble`mes d’op-
timisation quadratique par un proble`me de programmation semi de´finie. Plus pre´cise´ment,
nous distinguons deux types de travaux : l’e´tude de la qualite´ de la relaxation, c’est-a`-dire,
des travaux pour lesquels les auteurs cherchent a` e´valuer le rapport entre la valeur du prob-
le`me quadratique et celle du proble`me SDP relaˆche´ ; les travaux portant sur les proble`mes
quadratiques dont la relaxation SDP est exacte.
Dans la sous-section 6.1, nous avons introduit la relaxation de Shor. On peut e´galement
directement relaˆcher un proble`me quadratique sans faire intervenir de vecteurs duaux. On
peut re´e´crire une fonction quadratique a` l’aide du produit scalaire de Frobenius. Pour une
fonction quadratique f on a xTAfx+ b
T
f x+ cf = 〈Qf , X〉F ou` Qf =
(
cf (1/2)b
T
f
(1/2)bf Af
)
et
X =
(
1
x
)(
1
x
)T
. Ainsi on peut re´e´crire un proble`me de maximisation quadratique sous
la forme :
Max 〈Qf0 , X〉F
s. c 〈Qfi , X〉F ≤ 0
∀ i = 1, . . . ,m
X11 = 1, X ∈ S+d , rg(X) = 1
(QP’)
La notation rg de´signant le rang d’une matrice. Ce proble`me n’est pas convexe a` cause
de la contrainte de rang. En relaˆchant la contrainte de rang, on obtient un proble`me convexe
qui est le proble`me dual de (Shor).
Max 〈Qf0 , X〉F
s. c 〈Qfi , X〉F ≤ 0
∀ i = 1, . . . ,m
X11 = 1, X ∈ S+d+1
(ShorD)
Si (ShorD) admet une matrice positive strictement re´alisable i.e. X ∈ S++d telle que
〈Qfi , X〉F < 0 pour tout i = {1, . . . ,m} et X11 = 1, alors les valeurs de (ShorD) et (Shor)
co¨ıncident.
Qualite´ de la relaxation SDP
Les travaux d’e´tudes sur la qualite´ de la relaxation (ShorD) pour des proble`mes quadra-
tiques ont e´te´ initie´s par le travail de Goemans et Williamson [GW95]. Leur motivation e´tait
tout autre puisque Goemans et Williamson souhaitaient garantir une solution re´alisable du
proble`me de coupe maximale (MAXCUT ) pas trop e´loigne´e de la solution optimale. Goe-
mans et Williamson ont exprime´ le proble`me de la coupe maximale comme un proble`me
quadratique en nombre entier. Le proble`me quadratique a une structure particulie`re : m = d,
les matrices Afi sont de la forme e
i(ei)T ou` ei de´signe la base canonique de Rd, bf0 = bfi = 0,
cfi = −1 et Af0 ∈ S+d , ses e´le´ments hors diagonaux e´tant strictement ne´gatifs et la somme
de chaque ligne est nulle. Goemans et Williamson prouvent graˆce a` des arguments de type
stochastiques que, pour ce proble`me particulier,
Val(ShorD) ≥ Val(QP ) ≥ (0.8781) Val(ShorD) .
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Dans [Ye99a], Ye s’inte´resse aux proble`mes de maximisation (QP) homoge´ne´ise´s c’est-a`-
dire lorsque la fonction objective q satisfait q(αx) = α2q(x) pour α ∈ R et avec contraintes
de boˆıte : de la forme x ∈ [−1, 1]d. La classe des proble`mes quadratiques homoge´ne´ise´s avec
contraintes de boˆıte contient e´galement les proble`mes dont la fonction objective est de la
forme xTQx+ bTx puisqu’il suffit d’ajouter une variable t ∈ [−1, 1] pour le rendre homoge`ne
(prendre xTQx+ tbTx comme fonction objective). En reprenant notre notation, les conditions
du proble`me sont les suivantes : les matrices Afi ont pour entre´e 1 pour la coordonne´e (i, i)
et 0 ailleurs, bf0 = bfi = 0, cf0 = 0, cfi = −1 et enfin la matrice Af0 est syme´trique inde´finie
ou syme´trique semide´finie positive. Ye montre alors que :
Val(ShorD) ≥ Val(QP ′) ≥ (pi/2) Val(ShorD) .
Dans [Ye99b], Ye montre que ce re´sultat demeure vrai si on ajoute des contraintes d’e´galite´s
quadratiques. Par ailleurs, Ye dans [Ye99a, Ye99b] utilisent des techniques de´veloppe´es par
Nesterov de´crites dans [Nes97, Nes98].
Egalite´ entre proble`me quadratique et relaxation SDP
Une deuxie`me classe de travaux inte´ressante est l’e´tude des proble`mes quadratiques qui
se re´solvent de manie`re exacte par la relaxation SDP (ShorD). On peut citer notamment le
travail de Zhang [Zha00]. Zhang s’inte´resse a` des proble`mes de maximisation quadratique avec
une unique contrainte du type x2 := (x21, . . . , x
2
d) ∈ F ou` F est un sous-ensemble convexe de
Rd et ou` la fonction objective est homoge`ne (i.e bf0 = 0 et cf0 = 0), la contrainte x
2 ∈ F
se transformant en une contrainte (X22, . . . , Xd+1 d+1) ∈ F dans le proble`me SDP (ShorD).
Zhang [Zha00, Theorem 2] montre que, lorsque tous les termes hors diagonale de la matrice
Qf0 sont positifs ou nuls alors Val(QP ) = Val(ShorD). Dans le [Zha00, Theorem 4], Zhang
e´tend son pre´ce´dent re´sultat aux matrices Qf0 telles qu’il existe σ ∈ {−1, 1}d+1 satisfaisant
Qf0(i, j)σiσj ≥ 0 pour tout i, j, i 6= j (Zhang appelle cette condition, la condition de almost
OD-nonnegative). Par ailleurs, Zhang montre qu’on peut calculer des solutions optimales
de QP a` partir des solutions optimales de (ShorD).
Kim et Kojima [KK03] ont e´tendu le travail de Zhang en montrant que Val(QP ) =
Val(ShorD) demeure vrai de`s que toutes les matrices des contraintes Qfi et Qf0 ont des
e´le´ments hors diagonale positifs ou nuls, ou de`s que la famille des (Qfi)i={1...,m} ve´rifie une
condition almost OD-nonnegative uniforme.
Plusieurs travaux [Mor93, SW95, BTT96, Pol98] font mention du cas particulier des
proble`mes quadratiques avec une unique contrainte (i.e. m = 1) : s’il existe γ ≥ 0 tel que
Af0 − γAf1 ∈ Sd− alors Val(QP ) = Val(ShorD). Beck a ge´ne´ralise´ ce re´sultat aux proble`mes
quadratiques matriciels re´e´ls dans [Bec07] puis, dans [Bec09] aux proble`mes quadratiques ma-
triciels complexes.
Optimisation sur le coˆne du second ordre et relaxation de proble`mes quadratiques
Il existe un autre type de relaxation appele´ optimisation sur le coˆne du second ordre 2.
Cette de´nomination fait re´fe´rence au coˆne de Lorentz, c’est-a`-dire, le coˆne de´fini par {(x, t) ∈
Rd × R+ | ‖x‖ ≤ t}. L’optimisation sur le coˆne du second ordre consiste a` contraindre les
variables du proble`me a` appartenir a` un coˆne de Lorentz pour une certaine dimension. Pour
2. Traduction litte´rale du groupe de mots anglais Second Ordrer Cone Programming.
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plus de de´tails sur la relaxation de proble`mes quadratiques par des proble`mes du second ordre,
le lecteur peut consulter [KK00, KK03].
6.2 Configurations quadratiques en interpre´tation abstraite
Dans cette section, nous nous inte´ressons a` des configurations quadratiques P finies. Les
proble`mes d’optimisation que nous rencontrerons au cours de cette section seront des prob-
le`mes d’optimisation avec un nombre fini de contraintes. Nous utiliserons donc la dualite´
lagrangienne classique ou` le crochet de dualite´ est donne´ par le produit scalaire usuel des
espaces vectoriels finis. La sous-section 6.2.1 porte sur la fonction se´mantique relaˆche´e dans le
cas particulier des fonctions de base quadratiques, la sous-section 6.2.2 de´crit l’ite´ration sur
les politiques dans ce cadre.
6.2.1 Fonction se´mantique relaˆche´e dans les configurations quadratiques
Dans toute cette section, nous supposons que les affectations sont des applications quadra-
tiques ou affines et les tests sont des fonctions quadratiques ou affines. Une affectation T
posse`de des coordonne´es Ti de la forme :
x 7→ xTAix+ bTi x+ ci
ou` Ai sont des matrices de taille d×d, bi sont des vecteurs de Rd et ci sont des scalaires Nous
autorisons les tests quadratiques, c’est-a`-dire de la forme x ∈ {y ∈ Rd | yTA′iy+yT b′i+ci ≤ 0}.
De´finition 6.1 (Configurations quadratiques)
L’ensemble des fonctions de base P est une configuration quadratique si P est un ensemble
fini de formes quadratiques.
Le but de cette section est d’adapter la relaxation de Shor pour des calculs d’invariants
nume´riques non polye`driques. On s’inte´resse a` des configurations quadratiques compatibles
avec l’arithme´tique du programme analyse´. Plus particulie`rement, pour des programmes e´crits
en arithme´tique quadratique, nous utilisons une configuration line´aire et pour des programmes
e´crits en arithme´tique affine, nous utilisons une configuration quadratique.
Pour i ∈ A ∪ I, on note l’affectation Ti du programme (interne a` une boucle ou un
branchement conditionnel si i ∈ I) ou simple (si i ∈ A). On admet l’hypothe`se suivante :
∀ i ∈ A ∪ I, p ◦ Ti est une fonction quadratique pour tout p ∈ P . (HQ)
Comme pour les gabarits line´aires de Sankaranarayanan et al [SSM05], trouver automatique-
ment la configuration quadratique a` conside´rer pour analyser un programme le plus pre´cise´-
ment possible est une question ouverte.
De´finition 6.2 (Fonction de Lyapunov pour les syste`mes lineaires discrets)
Soit un syste`me line´aire en temps discret u(t+ 1)← A(u(t)). Une fonction de la forme
x 7→ xTQx ou` Q est une matrice de´finie positive est une fonction de Lyapunov du syste`me
ssi, il existe un re´el γ ∈]0, 1] tel que :
ATQA− γQ
est une matrice de´finie ne´gative
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Nous savons que si un syste`me line´aire en temps discret est convergeant alors il existe
une fonction de Lyapunov quadratique positive. Il existe des travaux et des algorithmes pour
calculer nume´riquement une fonction de Lyapunov pour des syste`mes line´aires discrets [Bar77,
For91, BEGFB94, Sim96]. Nous proposons d’utiliser une fonction de Lyapunov ainsi que
des contraintes de types boˆıtes du types xi 7→ x2i (quadratiques homoge`nes) ou xi 7→ ±xi
(intervalles classiques).
Exemple 6.1 (Rotation en dimension d)
On va ve´rifier graˆce aux configurations quadratiques que la sphe`re unite´ est invariante par
rotation. Posons S = {x ∈ Rd | ‖x‖ = 1} et soit A une matrice orthogonale (ATA = AAT =
Id) de taille d× d. Conside´rons le programme de la figure 6.1 :
assume x in S ; [ 1 ]
y=Ax ; [ 2 ]
Figure 6.1 – Programme simulant une rotation
On pose P = {x 7→ −‖x‖2, x 7→ ‖x‖2}. La configuration P est une configuration quadra-
tique.
Exemple 6.2 (Oscillateur harmonique)
On s’inte´resse a` un oscillateur harmonique de la forme mx¨ + cx˙ + kx = 0 3. En notant v
la vitesse, la discre´tisation du syste`me en temps par un sche´ma d’Euler conduit au syste`me
discret : {
vh = v + h(−(k/m)x− (c/m)v)
xh = x+ hv
ou` h est le pas de discre´tisation.
Pour simplifier les calculs, nous prenons a` titre d’exemple m = c = k = 1. Pour e´valuer
la trajectoire du syste`me dans l’espace des phases, nous proposons une imple´mentation du
sche´ma discre´tise´ a` la figure 6.2.
assume x in [ 0 , 1 ] ;
assume v in [ 0 , 1 ] ;
h = 0 . 0 1 ;
whi l e ( t rue ) { [ 2 ]
w = v ;
v = v∗(1−h)−h∗x ;
x = x+h∗w; [ 3 ] }
Figure 6.2 – Imple´mentation de la discre´tisation de l’oscillateur harmonique de l’exemple 6.2
3. Pour rappel, m 6= 0 est la masse, c le coefficient de frottement et k la constante de raideur. L’acce´le´ration
est repre´sente´e par x¨, la vitesse par x˙ et la position par x
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En utilisant des techniques classiques comme l’interpre´tation abstraite sur le domaine sur
les polye`dres, nous ne pouvons pas montrer que les valeurs des variables du programme sont
borne´es. Par exemple, en utilisant Interproc 4, nous trouvons au point de controˆle [2] que
h = 0.01 et donc aucune information sur les variables x et v. On sait que le syste`me discre´tise´
admet une fonction de Lyapunov, par exemple la fonction (x, v) :7→ L(x, v) = 3v2 +x2 + 2xv.
Ceci assure la stabilite´ du sche´ma et donc la finitude des valeurs de x et v.
Nous allons utiliser les techniques de´veloppe´es dans le chapitre 5 pour prouver que les
valeurs des variables de l’imple´mentation sont borne´es.
Nous prenons comme fonction de base px : (x, v) 7→ x2, pv : (x, v) 7→ v2 et pL : (x, v) 7→
3v2 + 2x2 + 2xv, la configuration P = {px, pv, pL} forme ainsi une configuration quadratique.
Exemple 6.3 (Un simple programme simulant un syste`me non convergeant)
On s’inte´resse a` un programme contenant une boucle while et test non trivial. Ce programme
est de´crit par la figure 6.3.
i =0;
j = 0 ; [ 1 ]
whi l e [ 2 ] ( i <=42){
i=i +1;
j=j+i ; [ 3 ]
}
Figure 6.3 – Un programme simple avec une boucle et un test
On cherche a` prouver, en utilisant l’ite´ration sur les politiques pour les configurations
quadratiques, que j ≤ i(i+ 1)
2
. Par conse´quent, nous introduisons la configuration quadra-
tique P = {(i, j) 7→ − i(i+ 1)
2
+ j}.
Dans le chapitre 5, nous avons de´crit la fonction se´mantique relaˆche´e a` partir d’un crochet
de dualite´. Dans ce chapitre, nous nous inte´ressons aux configurations quadratiques donc par
de´finition, le nombre de fonctions de base est fini. Nous utilisons, par conse´quent, la dualite´
dans le cas fini. L’espace des vecteurs duaux s’identifie aux vecteurs de RP et le coˆne dual
s’identifie aux vecteurs positifs de RP+. Concernant les proble`mes de dom(v`(a)) et dom(v`(ı))
e´voque´s dans le chapitre 5, on peut s’en affranchir en posant pour λ ∈ RP+ λ(p) = 0 pour tout
p /∈ dom(v`(a)) (ou dom(v`(ı)). De plus, nous pouvons conserver la meˆme dualite´ tout au long
de l’algorithme. On notera simplement FR pour la fonction se´mantique relaˆche´e.
La fonction se´mantique relaˆche´e des constantes et des unions n’est pas modifie´e par rap-
port au chapitre 5. La fonction se´mantique relaˆche´e d’une constante correspond a` Cσ ou`
C est un sous-ensemble de Rd. La fonction se´mantique relaˆche´e d’une union correspond au
supremum des deux fonctions coordonne´es apparaissant dans l’union. Nous rede´finissons la
fonction se´mantique relaˆche´e pour les affectations et les intersections. Celles-ci sont identiques
aux fonctions se´mantiques relaˆche´es du chapitre 5 excepte´ que l’on conside`re la dualite´ dans
le cas fini, c’est-a`-dire que nous conside´rons RP que nous dualisons avec lui-meˆme.
4. http://pop-art.inrialpes.fr/~bjeannet/bjeannet-forge/interproc/index.html
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De´finition 6.3 (Fonction se´mantique relaˆche´e dans une configuration quadratique)
Soit a ∈ A. La coordonne´e de la fonction se´mantique relaˆche´e FRa ve´rifie :
FRa (v) = inf
λ∈RP+
sup
x∈Rd
eTx +
∑
q∈P
λ(q)(v`(a)(q)− q(x))
Soit i ∈ I. La coordonne´e de la fonction se´mantique relaˆche´e FRı ve´rifie :
FRı (v) = inf
λ∈RP+
µ∈R+
sup
x∈Rd
eTx +
∑
q∈P
λ(q)(v`(ı)(q)− q(x))− µr(x)
Exemple 6.4 (Suite de l’exemple 6.1)
Nous rappelons que la matrice A est orthogonale et que la configuration utilise´e est la suivante
P = {p1 : x 7→ −‖x‖2, p2 : x 7→ ‖x‖2}. La fonction se´mantique abstraite du programme de
l’exemple 6.1 est la fonction :
F1
](v) = (−1, 1)
F2
](v) = sup
x∈vs1
eAx
La fonction se´mantique relaˆche´e est la fonction :
FR1 (v) = (−1, 1)
FR2 (v) = inf
λ(p1),λ(p2),µ≥0
λ(p1)v1(p1) + λ(p)v1(p2) + sup
x∈Rd
eAx + λ(p1)x · x− λ(p2)x · x
A la premie`re coordonne´e, le vecteur (−1, 1) de´signe la fonction qui vaut -1 pour p = x 7→
−‖x‖2 et 1 pour p = x 7→ −‖x‖2.
Exemple 6.5 (Suite de l’exemple 6.2)
Soit A la matrice : (
1 0.01
−0.01 0.99
)
Nous rappelons que les fonctions de base sont px : (x, v) 7→ x2, pv : (x, v) 7→ v2 et pL : (x, v) 7→
3v2 +2x2 +2xv, et donc la configuration est P = {px, pv, pL}. La fonction se´mantique abstraite
du programme de l’exemple 6.2 est la fonction :
F1
](v) = (1, 1, 7)
F2
](v) = (vs1 ∪ vs3)σ
F3
](v) = sup
x∈vs2
eAx
La fonction se´mantique relaˆche´e est la fonction :
FR1 (v) = (1, 1, 7)
FR2 (v) = sup(v1, v3)
FR3 (v) = inf
λ(px),λ(pv),λ(pL)≥0
sup
x∈Rd
∑
p∈{px,pv ,pL}
λ(p)v2(p)− p(x) + eAx
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Le vecteur (1, 1, 7) de´signe la fonction qui vaut 1 si p = px, 1 si pv et 7 si p = pL.
Les matrices : (
1 0
0 0
)
,
(
0 0
0 1
)
et
(
2 1
1 3
)
ont des coefficients hors diagonaux sont positifs ou nuls de plus, un simple calcul montre que
les matrices :(
1 0
0 0
)(
1 0.01
−0.01 0.99
)(
1 0
0 0
)
,
(
0 0
0 1
)(
1 0.01
−0.01 0.99
)(
0 0
0 1
)
et(
2 1
1 3
)(
1 0.01
−0.01 0.99
)(
2 1
1 3
)
,
ont e´galement des coefficients hors diagonaux positifs ou nuls.
On conclut en utilisant les re´sultats de Kim et Kojima [KK03], que F3
](v) co¨ıncide avec
FR3 (v) de`s qu’il existe une matrice X de´finie positive telle que : X11 = 1 et
〈
−v2(px) 0 00 1 0
0 0 0
 , X〉F < 0
〈
−v2(pv) 0 00 0 0
0 0 1
 , X〉F < 0
〈
−v2(pL) 0 00 2 1
0 1 3
 , X〉F < 0
Cette condition permet d’assurer que Val(ShorD) et FR3 (v) sont e´gales et les re´sultats de Kim
et Kojima assurent que Val(ShorD) et F3
] sont e´gales. Par exemple, si v2(px) > 0, v2(pv) > 0
et v2(pL) > 3, la fonction se´mantique abstraite co¨ıncide avec la fonction se´mantique relaˆche´e
puisqu’en posant α = min{v2(px), v2(pv), v2(pL)− 3
2
} > 0, la matrice diagonale X dont la
diagonale est (1, α, α) satisfait les conditions.
Exemple 6.6 (Suite de l’exemple 6.3)
Pour l’exemple 6.3, nous introduisons la matrice suivante : T =
(
1 0
1 1
)
et nous posons
bT = (1, 1). Dans cet exemple, nous avons conside´re´ la configuration munie d’une unique
fonction : P = {(i, j) 7→ − i(i+ 1)
2
+j}. La fonction se´mantique abstraite F ] du programme 6.3
est la fonction suivante :
F1
](v) = 0
F2
](v) = (vs1 ∪ vs3)σ
F3
](v) = sup
(i,j)∈vs2
i≤42
eT (i,j)T+b
La fonction se´mantique relaˆche´e est la fonction :
FR1 (v) = 0
FR2 (v) = sup(v1, v3)
FR3 (v) = inf
λ,µ≥0
λv2 sup
(i,j)∈R2
eT (i,j)T+b + 42µ− µi+ λp(i, j)
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La P-enveloppe convexe s’e´value par dualite´ et nous notons pour w ∈ RP, R- vexP(w) la
relaˆche´e de P-enveloppe convexe.
De´finition 6.4 (P -enveloppe convexe dans une configuration quadratique)
Soit w ∈ RP. La P-enveloppe convexe relaˆche´e de w, R- vexP(w), est de´finie par :
R- vexP(w) = inf
λ∈RP+
sup
x∈Rd
ex +
∑
q∈P
λ(q)(w(q)− q(x))
Nous commenc¸ons par remarquer que les fonctions Va et Vi de la proprie´te´ 5.1 sont
simples a` calculer dans le cas des configurations quadratiques puisqu’il s’agit d’un proble`me
quadratique non contraint. Pour le calcul de cette fonction il suffit d’e´tudier la matrice associe´e
a` une certaine forme quadratique que nous introduirons plus loin. La solution du proble`me
quadratique induit par les fonctions Va et Vi est de´crit par la proposition 6.1.
Nous associons, a` toute fonction de base p ∈ P , sa matrice syme´trique Ap et son vecteur
bp. Soit une affectation T de matrice A et de vecteur b. Si l’affectation n’est pas une ope´ration
interne de boucle ou de branchement conditionnel alors, pour λ ∈ RP+ et une fonction de base
p ∈ P on pose :
Ap(λ) = Ap◦T −
∑
q∈P
λ(q)Aq,
Bp(λ) = bp◦T −
∑
q∈P
λ(q)bTq ,
Cp(λ, µ) = cp◦T
.
Supposons maintenant que l’affectation provienne d’une boucle ou d’un branchement con-
ditionnel et supposons que le test est une fonction x 7→ xTAx + bTx + c alors pour λ ∈ RP+,
µ ∈ R+ une fonction de base p ∈ P on pose :
Ap(λ, µ) = Ap◦T −
∑
q∈P
λ(q)Aq − µA,
Bp(λ, µ) = bp◦T −
∑
q∈P
λ(q)bTq − µib,
Cp(λ, µ) = cp◦T − µc .
Dans le cadre des configurations quadratiques, la fonction V est de´finie par :
[Va(λ)] (p) = 7→ sup
x∈Rd
xTAp(λ)x+ Bp(λ)Tx+ Cp(λ)
[Vı(λ, µ)] (p) = 7→ sup
x∈Rd
xTAp(λ, µ)x+ Bp(λ, µ)Tx+ Cp(λ, µ)
Pour rappel, la de´composition en valeurs singulie`res d’une matrice non nulle A est la ma-
trice UΣV T ou` Σ est la matrice diagonale des racines carre´es des valeurs propres de la matrice
syme´trique positive AAT ordonne´es de manie`re de´croissante et U , V sont respectivement la
matrice orthogonale des vecteurs propres de AAT et la matrice orthogonale des vecteurs pro-
pres de ATA. La de´composition en valeurs singulie`res permet de de´finir la pseudo-inverse (ou
inverse de Moore-Penrose) d’une matrice A. La pseudo-inverse d’une matrice non nulle A est
note´e A† et est de´finie comme la matrice :
V
(
Σ−10 0
0 0
)
UT
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ou` Σ−10 est l’inverses de la matrice diagonale valeurs propres non nulles de AA
T ordonne´es
de manie`re de´croissante. La pseudo-inverse de la matrice nulle est la matrice nulle.
Proposition 6.1 (Supremum d’une forme quadratique)
Le calcul des fonctions Va et Vı est facile puisque :
1. Si λ ∈ RP+ ve´rifie Ap(λ)  0 et Bp(λ) ∈ Im(Ap(λ)) alors :
[Va(λ)] (p) = −1
4
Bp(λ)TAp(λ)†Bp(λ) + Cp(λ).
2. Si (λ, µ) ∈ RP+ × R+ ve´rifie Ap(λ, µ)  0 et Bp(λ, µ) ∈ Im(Ap(λ, µ)) alors :
[Vı(λ, µ)] (p) = −1
4
Bp(λ, µ)TAp(λ, µ)†Bp(λ, µ) + Cp(λ, µ).
3. Pour tout λ ∈ RP+ tel que Ap(λ) /∈ S−n ou Bp(λ) /∈ Im(A(λ)) et pour tout (λ, µ) ∈
RP+ × R+ tel que Ap(λ, µ) /∈ S−n ou Bp(λ, µ) /∈ Im(Ap(λ, µ)) alors :
[Va(λ)] (p) = [Vi(λ, µ)] (p) = +∞
De´monstration
Une de´monstration de ce re´sultat peut eˆtre trouve´e dans [BV04, Section 4.2.3]. 
De plus, par la proprie´te´ 5.1, on peut e´galement e´crire la fonction se´mantique relaˆche´e
comme l’infimum de fonctions affines sur RP.
Lemme 6.1 (Fonction se´mantique relaˆche´e)
Pour tout a ∈ A, pour tout v ∈ (RP)n, on a :
FRa (v) = inf
λ∈RP+
∑
p∈P
λ(p)v`(a)(p) + Va(λ)
Pour tout ı ∈ A, pour tout v ∈ (RP)n, on a :
FRı (v) = inf
(λ,µ)∈RP+×R+
∑
p∈P
λ(p)v`(ı)(p) + Vı(λ, µ)
Soit une fonction de base p ∈ P, on rappelle que p est de la forme xTApx + bTp x. On
rappelle qu’a` une forme quadratique f , on associe M(f) la matrice de´finie par :(
cf (1/2)b
T
f
(1/2)bf Af
)
On introduit e´galement la matrice, pour y re´el, la matrice N(y) de´finie par N(y) vaut y
sur l’entre´e (1, 1) et 0 ailleurs.
Nous avons suppose´ que les fonctions p ◦ T sont quadratiques quelque soit la fonction
de base p ∈ P (hypothe`se (HQ)). Ainsi, en utilisant la relaxation de Shor rappele´e a` la
section 6.1.2, on peut e´valuer la fonction se´mantique relaˆche´e en re´solvant un proble`me SDP.
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Proposition 6.2 (Calcul de la fonction se´mantique relaˆche´e pour les affectations)
Soient a ∈ A et p ∈ P. Soit v ∈ (RP)n tel que v`(a) > −∞ et dom(v`(a)) 6= ∅. La fonction
se´mantique relaˆche´e [FRa (v)](p) pour la coordonne´e a, au vecteur v et pour la fonction de
base p s’e´value en re´solvant le proble`me d’optimisation :
Min η
s. c M(p ◦ T ) +N(−η) +
∑
q∈dom(v`(a))
λ(q)[N(v`(a)(q))−M(q)]  0
λ(q) ≥ 0 ∀ q ∈ dom(v`(a)), λ(q′) = 0 ∀ q′ ∈ dom(v`(a))η ∈ R
Puisque le calcul de la P-enveloppe convexe est un cas particulier d’affectation, on peut
e´valuer celle-ci par la relaxation de Shor et on obtient le re´sultat suivant :
Corollaire 6.1 (Calcul de la P-enveloppe convexe relaˆche´e)
Soit w ∈ RP tel que w(p) > −∞ pour tout p ∈ P et dom(w) 6= ∅. Soit p ∈ P, on peut
calculer la P -enveloppe convexe relaˆche´e que nous notons ici R- vexP(w) par le programme
SDP suivant :
Min η
s. c M(p) +N(−η) +
∑
q∈dom(v`(a))
λ(q)[N(v`(a)(q))−M(q)]  0
λ(q) ≥ 0 ∀ q ∈ dom(w), λ(q′) = 0 ∀ q′ ∈ dom(w)η ∈ R
La fonction se´mantique relaˆche´e pour intersection s’e´value e´galement graˆce a` la relaxation
de Shor. On ajoute uniquement une matrice M(r) ou r est la fonction quadratique de´finissant
le test ainsi qu’un multiplicateur µ associe´ a` la contrainte r(x) ≤ 0.
Proposition 6.3 (Calcul de la fonction se´mantique relaˆche´e pour les intersections)
Soient ı ∈ I et p ∈ P. Soit v ∈ (RP)n tel que v`(ı) > −∞ et dom(v`(ı)) 6= ∅. La fonction
se´mantique relaˆche´e [FRi (v)](p) pour la coordonne´e i, au vecteur v et pour la fonction de
base p s’e´value en re´solvant le proble`me d’optimisation :
Min η
s. c M(p ◦ T ) +N(−η) +
∑
q∈dom(v`(ı))
λ(q)[N(v`(ı)(q))−M(q)]− µM(r)  0
λ(q) ≥ 0 ∀ q ∈ dom(v`(ı)), λ(q′) = 0 q′ /∈ dom(v`(ı)) µ ∈ R+, η ∈ R
On peut ne´anmoins soulever le proble`me de re´alisabilite´ du proble`me SDP de la proposi-
tion 6.2 lorsque l’affectation T est quadratique et les fonctions de base p ∈ P sont line´aires.
Les matrices N(v`(a)(q))−M(q) n’influence pas la partie purement quadratique de la somme
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de matrices :
M(p ◦ T ) +N(−η) +
∑
q∈dom(v`(a))
λ(q)[N(v`(a)(q))−M(q)]
qui uniquement contenue dans la matrice M(p ◦ T ), il faut donc trouver une configuration P
telle que tout p ∈ P, M(p ◦ T ) soit une matrice semi-de´finie ne´gative.
Exemple 6.7 (Affectation non-line´aire)
Nous conside´rons le programme e´crit en arithme´tique quadratique de la figure 6.4.
x = [ 0 , 1 0 ] ;
y = 1 ; [ 1 ]
xn = −3∗x∗x−y∗y ;
yn = −y∗y+x∗x ;
x = xn [ 2 ] }
Figure 6.4 – Un simple programme e´crit en arithme´tique polynomiale
Nous nous inte´ressons a` la configuration suivante P = {p1, p2}, avec p1 : (x, y) 7→ x + y
et p2 : (x, y) 7→ x− y. Nous de´finissons la fonction T par :
(x, y) 7→ T (x, y) =
( −3x2 − y2
−y2 + x2
)
ce qui est l’affectation non-line´aire du programme 6.4. On voit facilement au point de controˆle
[1] que x+ y ≤ 11 et que x− y ≤ 9. La fonction se´mantique abstraite est, pour v ∈ (RP)2 et
p1 :
[F1
](v)](p1) = 11}
[F2
](v)](p1) = sup
(x,y)∈(v1)?
(p1 ◦ T )(x, y)
et pour p2 :
[F1
](v)](p2) = 9}
[F2
](v)](p2) = sup
(x,y)∈(v1)?
(p2 ◦ T )(x, y)
Par ailleurs, par un calcul simple, on de´duit qu’au point de controˆle [2], xn + yn =
−2x2 − 2y2. On obtient ainsi la fonction se´mantique au point de controˆle 2, toujours pour
v ∈ (RP)2 et pour la fonction de base p1 prend la valeur suivante :
inf
λ(q)≥0
∀ q∈P≥0
sup
(x,y)∈R2
∑
q∈P
λ(q)w1(q) + (x, y)
(−2 0
0 −2
)
(x, y)T −
∑
q∈P
λ(q)q(x, y) (6.3)
En introduisant les matrices suivantes :
M(p1) =
 0 0.5 0.50.5 0 0
0.5 0 0
 , M(p2) =
 0 0.5 −0.50.5 0 0
−0.5 0 0
 ,
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et M(p1 ◦ T ) =
0 0 00 −2 0
0 0 −2

on peut re´e´crire (6.3) comme le proble`me SDP de l’e´quation (6.4) :
[FR2 (w)](p1) = Min
λ(p)≥0
∀p∈P
η∈R
η s.t. M(p1 ◦ T ) + ηN(−1) +
∑
q∈P
λ(q)[N(w1(q))−M(q)]  0 (6.4)
Finalement en utilisant une imple´mentation Matlab 5, Yalmip [Lo¨04] and SeDuMi [Stu99],
nous trouvons au point de controˆle 2, [FR2 (w)](p1) = −3.2018e− 09 ' 0 ce qui signifie, qu’au
point de controˆle [2], x ≤ −y et de [FR2 (w)](p2) = −1.0398e− 09 ' 0, on de´duit qu’au point
de controˆle [2], x ≤ y. L’invariant trouve´ {(x, y) ∈ R2 | x ≤ −y, x ≤ y} est un ensemble
non borne´. On peut cependant retrouver un ensemble borne´ en calculant l’invariant graˆce a`
l’arithme´tique par intervalles puis de prendre les intersections des deux invariants.
Dans le cas des intersections, la contrainte induite par le test peut assurer la re´alisabilite´
du proble`me du proble`me SDP de la proposition 6.3, c’est-a`-dire, l’existence d’un re´el positif
µ et d’une fonction λ telle que la somme de matrices :
M(p ◦ T ) +N(−η) +
∑
q∈dom(v`(ı))
λ(q)[N(v`(ı)(q))−M(q)]− µM(r)
soit semi-de´finie ne´gative.
Exemple 6.8 (Affectation et test quadratiques)
Conside´rons le programme de la figure 6.5 e´crit en arithme´tique polynomiale.
x = [ 0 , 1 0 ] ;
y = 1 ;
u = 0 ; [ 1 ]
i f ( y∗y+x∗x−2<=0){
u=x ;
x = 3−y∗y ;
y = u−1 ; [ 2 ]
}
Figure 6.5 – Un progamme simple e´crit en arithme´tique polynomiale
Nous introduisons la fonction quadratique r : (x, y) 7→ y2 + x2 − 2 qui repre´sente. Nous
de´finissons la fonction T par :
(x, y) 7→ T (x, y) =
(
3− y2
x− 1
)
.
5. Matlab est une marque de´pose´e de the MathWorks,Inc.
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Cette fonction repre´sente l’affectation du programme de la figure 6.5. Nous conside´rons
le domaine des intervalles : P = {x,−x, y,−y} ou` x : (x, y) 7→ x, y : (x, y) 7→ y. LA fonction
se´mantique abstraite, pour une fonction w ∈ (RP)2 et p ∈ P est de´finie par :
[F1
](w)](p) = {x(x, y) ≤ 10, −x(x, y) ≤ 0, y(x, y) ≤ 1, −y(x, y) ≤ −1}σ(p)
[F2
](w)](p) = sup
(x,y)∈w?1
r(x,y)≤0
p(T (x, y))
La fonction se´mantique relaˆche´e au point de controˆle [2], pour w ∈ (RP)2 et pour la
fonction de base x est de´finie par :
inf
λ(p)≥0
∀ p∈P
µ∈R+
sup
(x,y)∈R2
∑
q∈P
λ(q)w1(q) + (x, y)
(
0 0
0 −1
)
(x, y)T −
∑
q∈P
λ(q)q(x, y) + 3− µr(x, y) (6.5)
En prenant les matrices M(x), M(−x), M(y) et M(−y) definies par :
M(x) =
 0 0.5 00.5 0 0
0 0 0
 , M(y) =
 0 0 0.50 0 0
0.5 0 0
 ,
M(−x) = −M(x) etM(−y) = −M(y) .
On conside`re e´galement les matrices suivantes :
M(r) =
−2 0 00 1 0
0 0 1
 , et M(x ◦ T ) =
3 0 00 0 0
0 0 −1

on peut re´e´crire (6.5) comme le proble`me SDP de l’e´quation (6.6) :
[FR2 (w)](x) = Min
λ(p)≥0
∀ p∈P
µ∈R+
η∈R
η s.t. M(x◦T )+ηN(−1)−µM(r)+
∑
q∈P
λ(q)[N(w1(q))−M(q)]  0 (6.6)
On trouve utilisant a` nouveau, Yalmip, SeduMi et Matlab, [FR2 (w)](x) = 2. Pour la borne
infe´rieure de ”3 − y2”, nous trouvons [FR2 (w)](−x) = −1. Pour la variable y au point de
controˆle [2], nous trouvons que [FR2 (w)](y) = −3.4698e − 09 ' 0 et que [FR2 (w)](−y) = 1.
Nous remarquons que [FR2 (w)](y) ' 0 ce qui signifie qu’au point de controˆle [2], les valeurs
de de ”x − 1” sont plus petites ou e´gales a` 0. En effet, la relaxation de Shor de´tecte que le
test est ve´rifie´ ssi 1 + x2 − 2 ≤ 0 ce qui est e´quivalent a` x2 ≤ 1 et par conse´quent ”x− 1” est
majore´ par 0.
On conclut cette sous-section par la the´ore`me suivant :
The´ore`me 6.1 (Evaluation de la fonction se´mantique relaˆche´e)
On peut e´valuer la fonction se´mantique relaˆche´e pour les affectations et les intersections
ainsi que la P-enveloppe convexe en re´solvant un proble`me d’optimisation semi-definie graˆce
a` la relaxation de Shor.
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6.2.2 Ite´rations sur les politiques dans les configurations quadratiques
En utilisant le lemme 6.1, on peut montrer que la fonction se´mantique relaˆche´e est crois-
sante dans le treillis complet (RP)n. En effet, lorsque l’on fixe des multiplicateurs de Lagrange,
la fonction v 7→ F (pi, v) est croissante dans (RP)n et donc la fonction se´mantique relaˆche´e est
l’infimum de fonctions croissantes, elle est donc croissante. Ces deux fonctions posse`dent donc
chacune un plus petit point fixe. Par le the´ore`me de sur-approximation suˆre, le plus petit point
fixe de FR majore le plus petit point fixe de F ]. Quand on restreint les fonctions v 7→ F (pi, v)
sur (RP)n ces fonctions sont affines et le plus petit point fixe est la solution du proble`me de
minimisation line´aire :
Min{
d∑
i=1
∑
p∈P
vi(p) | F (pi, v) ≤ v}
Il reste a` bien choisir la politique initiale. Pour la de´terminer, deux conditions doivent eˆtre
satisfaite :
1. Pour tout p ∈ P , pour tout a ∈ A, pour tout ı ∈ I :
[Va(pi0a(p))](p) < +∞ et [Vi(pi0i (p))](p) < +∞
2. L’ensemble :
{v ∈ (RP)n | F (pi0, v) ≤ v} 6= ∅
Graˆce a` la proposition 6.1, le premier point est ve´rifie´ si Ap(pi0a(p))  0 et Bp(pi0a(p)) ∈
Im(Ap(pi0a(p))) et Ap(pi0ı (p))  0 et Bp(pi0ı (p)) ∈ Im(Ap(pi0a(p))). La condition d’appartenance
a` l’image des matrices peut eˆtre affranchie si Ap(pi0a(p)) et Ap(pi0ı (p))  0 sont de´finie ne´gative
(et donc inversibles). Le deuxie`me point est plus difficile a` ve´rifier nume´riquement et extraire
les politiques pi0 compatibles.
On peut de´finir une ite´ration de Kleene puisque la fonction se´mantique relaˆche´e est crois-
sante sur (RP)n. La me´thode de´crite ici, correspond a` un e´quivalent de la version the´orique
classique de la me´thode de Kleene donne´e par l’algorithme 1.
Algorithme 6: Ite´ration de Kleene dans le domaine des sous-niveaux
v0 =⊥;
tant que FR(vk) 6= vk faire
vk+1 = FR(vk);
k = k + 1;
On peut utiliser l’ite´ration de Kleene pour de´finir la politique initiale. En the´orie, l’ite´ration
de Kleene 6 puisque v 7→ FR(v) est croissante sur (RP)n, la suite (vk)k≥0 converge vers le
plus petit point fixe de FR lorsque FR est Scott-continue (voir the´ore`me de 2.2). Cependant
la convergence peut eˆtre tre`s lente. On peut e´galement de´finir une technique d’acce´le´ration
simple pour sur-approximer le plus petit point fixe de FR comme par exemple, apre`s un
certain nombre d’iterations et pendant quelques ite´rations, on peut arrondir par exce`s avec une
pre´cision de´croissante (voir l’e´largissement [GPBG08]). On peut re´duire la perte de pre´cision
de l’invariant trouve´ par l’ite´ration de Kleene acce´le´re´ en prenant la P -enveloppe convexe ou
au moins la relaxation de celle-ci juste apre`s la dernie`re ite´ration. Pour trouver une politique
initiale a` l’ite´ration sur les politiques, on peut ite´rer l’algorithme de Kleene combine´ a` une
151
CHAPITRE 6. CONFIGURATIONS QUADRATIQUES ET RELAXATION DE SHOR
technique d’acce´le´ration jusqu’a` l’atteinte d’un post point fixe v ∈ (RP)n. La configuration P
e´tant finie, on peut affaiblir la proprie´te´ de se´lection en la remplac¸ant par la contrainte de
qualification de Slater 5.8 qui nous permet de donner une condition simple d’existence d’une
politique pi telle que FR(v) = F (pi, v). Nous notons FS, l’ensemble des e´le´ments v de (RP)n
tels qu’il existe x ∈ Rd, v`(a) − ex > 0 et il existe y ∈ Rd tel que v`(ı) − ey > 0 et rı(y) < 0
pour tout a ∈ A et ı ∈ I. Ainsi si l’ite´ration de Kleene acce´le´re´e fournit un e´le´ment v ∈ FS
alors, il existe une politique pi0 qui de´termine une politique initiale.
Puisqu’on peut conside´rer la meˆme dualite´ au cours de l’algorithme, on peut simplifier
l’algorithme sur les politiques e´nonce´ au chapitre 5. En conside´rant uniquement l’algorithme 7.
Algorithme 7: Ite´rations sur les politiques dans les configurations finies
Choisir pi0 ∈ Π telle que pour tout j ∈ A ∪ I, Vpi
0
j
j < +∞;
Calculer pour tout j ∈ A ∪ I, Vj(pi0j ) = {[Vj(pi0j )](q)}q∈P;
Calculer le plus petit point fixe v0 dans (RP)n de F (pi0, ·);
Calculer w0 = R- vexP(v0);
Evaluer FR(w0);
k = 0;
tant que FR(wk) 6= wk faire
si wk /∈ FS alors
retourner wk
sinon
Prendre pik+1 tel que FR(wk) = F (pik+1, wk);
Calculer j ∈ A ∪ I, Vj(pik+1j ) = {[Vj(pik+1j )](q)}q∈P;
Calculer le plus petit point fixe vk+1 dans (RP)n de F (pik+1, ·);
Calculer wk+1 = R- vexP(vk+1);
Cet algorithme construit une suite de´croissante de fonctions vk :
The´ore`me 6.2
Les assertions suivantes sont vraies :
1. FR(vl) 6= vl =⇒ FR(vl) < vl.
2. La suite vl calcule´e par Algorithm 7 est strictlement de´croissante.
De´monstration
1. Soit l ∈ N. Nous supposons qu’il existe l > 0 tel que FR(vl) 6= vl, il existe pil telle
que, F pi
l
(vl) = vl et puisque FR = inf F pi, nous avons FR(vl) ≤ F pil(v0) = vl et de
FR(vl) 6= vl, nous concluons que FR(vl) < vl.
2. Nous prouvons le deuxie`me point par re´currence l ∈ N. Nous supposons que l = 0
et que FR(v0) 6= v0 alors v0 ∈ FS sinon l’algorithme s’arreˆte. Il existe pi1 telle que
FR(v0) = F pi
1
(v0) < v0 par la premie`re assertion. Par ailleurs, v1 est le plus petit
e´le´ment de {v ∈ RP | F pi1(v) ≤ v} d’ou` v1 ≤ v0 et puisque F pi1(v0) < v0 nous concluons
que v1 < v0. Le meˆme raisonnement s’applique a` vl < vl−1 et vl ∈ FS. 
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Retour aux exemples
Nous illustrons l’ite´ration sur les politiques 7 sur les trois exemples expose´s plus haut.
Commenc¸ons tout d’abord par montrer en analysant la simple affectation que la rotation
pre´serve le cercle unite´ invariant.
Exemple 6.9 (Fin de l’exemple 6.1)
Nous voulons donc prouver que la sphe`re unite´ est invariante par rotation c’est-a`-dire A(S1) =
S1 ou` A est une matrice orthogonale. Les inclusions S1 ⊆ A(S1) et A(S1) ⊆ S1 sont de
meˆme nature puisque A est matrice orthogonale : ((x, y) ∈ S1 =⇒ (x, y) ∈ A(S1)) ⇐⇒
(AT (x, y) ∈ S1 for (x, y) ∈ S1), donc, montrer que S1 ⊆ T (S1) se rame`ne AT (S1) ⊆ S1. Nous
ne prouvons que A(S1) ⊆ S1 et nous utilisons la relaxation de Shor pour le prouver.
Nous reprenons a` nouveau l’ensemble des fonctions quadratiques P = {p1(x, y) 7→ x ·
x, p2(x, y) 7→ −(x · x)}. Au deuxie`me point de controˆle, nous avions :
[F2
](v)](p1) = A(v
?
1)
†(p1) = sup{p1(A(x, y)) | p1(x, y) ≤ v1(p1), p2(x, y) ≤ v1(p2)}
[F2
](v)](p2) = A(v
?
1)
†(p2) = sup{p2(A(x, y)) | p1(x, y) ≤ v1(p1), p2(x, y) ≤ v1(p2)}
et
FR1 (v) = (−1, 1)
FR2 (v) = inf
λ(p1),λ(p2),µ≥0
λ(p1)v1(p1) + λ(p2)v1(p2) + sup
x∈Rd
eAx + λ(p1)(x · x)− λ(p2)(x · x)
Comme il n’y a pas de boucle, il faut chosir une politique initiale pi0 telle que [V2(pi0)](p) <
+∞, pour tout p = p1, p2. Ceci signifie que l’on doit choisir λ associe´e a` p1 telle que :
sup
x∈Rd
−Ax ·Ax+ λ(p1)(x · x)− λ(p2)(x · x) < +∞ .
et λ′ associe´ a` p2 telle que :
sup
x∈Rd
Ax ·Ax+ λ′(p1)(x · x)− λ′(p2)(x · x) < +∞ .
Comme A est orthogonale ceci est e´quivalent a` :
sup
x∈Rd
−x · x+ λ(p1)(x · x)− λ(p2)(x · x) < +∞ .
et
sup
x∈Rd
x · x+ λ′(p1)(x · x)− λ′(p2)(x · x) < +∞ .
Nous choisissons donc λ(p1) = 1 et λ(p2) = 0 et λ
′(p1) = 0 et λ′(p2) = 1. On trouve graˆce a`
cette politique initiale, [V2(pi0)](p) = 0 pour p = p1, p2. Nous devons maintenant re´soudre le
programme line´aire suivant :
Min{v1(p1)+v1(p2)+v2(p1)+v2(p2) | −1 ≤ v1(p1), 1 ≤ v1(p2), v1(p1) ≤ v2(p1), v1(p2) ≤ v2(p2)}
Ainsi on trouve v1(p1) = v2(p1) = −1 et v1(p2) = v2(p2) = 1.
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Nous introduisons les matrices suivantes :
M(p1 ◦A) =
(
0 0
0 − Id
)
, M(p2 ◦A) = −M(p1 ◦A),
M(p1) =
(
0 0
0 − Id
)
et M(p2) = −M(p1) .
Par la relaxation de Shor, le proble`me (ShorD) nous donne les e´galite´s suivantes :
[FR2 (v)](p1) =
Min
λ(p1)≥0
λ(p2)≥0
η∈R
η s.t. M(p1 ◦A) + ηN(−1) + λ(p1)(N(−1)−M(p1)) + λ(p2)(N(1)−M(p2))  0
et
[FR2 (v)](p2) =
Min
λ(p1)≥0
λ(p2)≥0
η∈R
η s.t. M(p2 ◦A) + ηN(−1) + λ(p1)(N(−1)−M(p1)) + λ(p2)(N(1)−M(p2))  0
On peut re´e´crire les deux programmes SDP comme suit :
[FR2 (v)](p1) = Min
λ(p1)≥0
λ(p2)≥0
η∈R
η s.t.
(−η − λ(p1) + λ(p2) 0
0 − Id +λ(p1) Id−λ(p2) Id
)
 0
and
[FR2 (v)](p2) = Min
λ(p1)≥0
λ(p2)≥0
η∈R
η s.t.
(−η − λ(p1) + λ(p2) 0
0 Id +λ(p1)− λ(p2)
)
 0
Pour re´soudre ces proble`mes, on pourrait appeler un solveur SDP, mais dans ce cas, il suffit de
re´soudre un syste`me d’ine´galite´s : tous les e´le´ments diagonaux elements doivent eˆtre ne´gatifs,
par exemple, pour le premier proble`me, cela implique η ≥ −1 et puisque que l’on minimise η
on obtient η = −1. Finalement, on trouve v2(p1) = −1 and v2(p2) = 1 et nous avons prouve´
que A(v?1)
† = v1 et on conclut que la sphe`re unite´ S1 = {x ∈ Rd | ‖x‖ = 1} est invariante par
rotation.
Exemple 6.10 (Fin de l’exemple 6.2)
Nous rappelons que les fonctions de base sont px : (x, v) 7→ x2, pv : (x, v) 7→ v2 et pL : (x, v) 7→
3v2 + 2x2 + 2xv, et donc la configuration est P = {px, pv, pL}. On s’inte´resse a` la troisie`me
coordonne´e de la fonction se´mantique relaˆche´e [FR(v)](p), conside´rons, par exemple, p = px,
on obtient : [FR3 (v)](px) =
inf
λ∈RP+
sup
(x,v)∈R2
∑
q∈P
λ(q)w2(q) + (x, v)
((
1− λ(px) h/2
h/2 h2 − λ(pv)
)
− λ(pL)L
)
(x, v)T (6.7)
En introduisant les matrices suivantes, nous pouvons re´e´crire (6.7) comme (6.8) :
M(px) =
0 0 00 1 0
0 0 0
 , M(pv) =
0 0 00 0 0
0 0 1
 and M(px ◦ T ) =
0 0 00 1 h/2
0 h/2 h2

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[FR3 (w)](px) = Min
λ∈RP+
η∈R
η s.t. M(px ◦T )+ηN(−1)+
∑
q=px,pv ,pL
λ(q)[N(w2(q))−M(q)]  0 (6.8)
Pour initialiser l’ite´ration sur les politiques 7, nous devons choisir la politique pi0. Pour la
troisie`me coordonne´e de FR, nous choisissons la politique :
pi03(px) = (0, 0, 1), pi
0
3(pv) = (0, 0, 1), pi
0
3(pL) = (0, 0, 1) .
Cela consiste, pour p = px, a` prendre λ(px) = λ(pv) = 0 et λ(pL) = 1 dans (6.7). Par la
proposition 6.1 nous trouvons :
V
pi03
3 (px) = sup
(x,v)∈R2
(x, v)
( −1 h/2− 1
h/2− 1 h2 − 3
)
(x, v)T = 0
V
pi03
3 (pv) = sup
(x,v)∈R2
(x, v)
(
h2 − 2 h(1− h)− 1
h(1− h)− 1 (1− h)2 − 3
)
(x, v)T = 0
V
pi03
3 (pL) = sup
(x,v)∈R2
(x, v)(T TLT − L)(x, v)T = 0
La solution du proble`me de maximisation est nulle puisque les trois matrices sont de´finie
ne´gatives. La troisie`me matrice ATLA− L est de´finie ne´gative car L satisfait la condition de
Lyapunov pour le syste`me line´aire discret (x, v) = A(x, v). Pour calculer le plus petit point
fixe de F (pi0, ·), nous re´solvons le programme line´aire suivant :
min
3∑
i=1
∑
p∈P
βi(p)
β2(pL)≤β3(px), β2(pL)≤β3(pv), β2(pL)≤β3(pL)
β3(px)≤β2(px), β3(pv)≤β2(pv), β3(pL)≤β2(pL)
1≤β2(px), 1≤β2(pv), 7≤β2(pL)
1≤β1(px), 1≤β1(pv), 7≤β1(pL)
Nous utiisons le solveur line´aire Linprog, et nous trouvons :
u01(px) = 1.0000 u
0
2(px) = 7.0000 u
0
3(px) = 7.0000
u01(pv) = 1.0000 u
0
2(pv) = 7.0000 u
0
3(pv) = 7.0000
u01(pL) = 7.0000 u
0
2(pL) = 7.0000 u
0
3(pL) = 7.0000
L’approximation de la cloˆture de u0, R- vexP(u0) est donne´e par une imple´mentation Matlab,
utilisant Yalmip et SeDuMi retourne le vecteur w01 :
w01(px) = 1.0000 w
0
2(px) = 4.2000 w
0
3(px) = 4.2000
w01(pv) = 1.0000 w
0
2(pv) = 2.8000 w
0
3(pv) = 2.8000
w01(pL) = 7.0000 w
0
2(pL) = 7.0000 w
0
3(pL) = 7.0000
En utilisant a` nouveau Yalmip et le solveur SeDuMi, nous trouvons que w n’est pas un point
fixe de FR. Comme w02(px) > 0, w
0
2(pv) > 0 et w
0
2(pL) > 3, F
R
3 co¨ıncide avec F3
]. Nous
trouvons une nouvelle politique et nous trouvons :
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{x2 ≤ 4.2000, v2 ≤ 2.8000, 2x2 + 3v2 + 2xv ≤ 7}
{x2 ≤ 4.1723, v2 ≤ 2.7724, 2x2 + 3v2 + 2xv ≤ 7}
{x2 ≤ 3.9386, v2 ≤ 2.5940, 2x2 + 3v2 + 2xv ≤ 7}
{x2 ≤ 3.6079, v2 ≤ 2.3876, 2x2 + 3v2 + 2xv ≤ 7}
{x2 ≤ 3.5051, v2 ≤ 2.3353, 2x2 + 3v2 + 2xv ≤ 7}
{x2 ≤ 3.5000, v2 ≤ 2.3333, 2x2 + 3v2 + 2xv ≤ 7}
Figure 6.6 – Ite´rations successives de l’ite´ration sur les politiques au point de controˆle 2.
pi13(px) = (0, 0, 0.596), pi
1
3(pv) = (0, 0, 0.3961), pi
1
3(pL) = (0, 0, 0.9946) .
Finalement, apre`s 5 ite´rations nous trouvons l’invariant de boucle w?2 au point de controˆle
2 l’ensemble :
{x2 ≤ 3.5000, v2 ≤ 2.3333, 2x2 + 3v2 + 2xv ≤ 7} .
Les dessins des ensembles successifs w?2 a` chaque ite´rations de l’ite´ration sur les politiques
sont de´rits a` la figure 6.6.
Remarquons que puisque w∞ final est un point fixe de FR et puisque w∞2 (px) > 0,
w∞2 (pv) > 0 et w
∞
2 (pL) > 3 alors F
R
3 = F3
] et donc w∞3 est une fonction P-convexe et comme
w∞1 est une fonction P-convexe alors w∞2 est une fonction P-convexe en tant que supremum
de fonctions P-convexes et finalement w∞ est un point fixe de F ].
Exemple 6.11 (Fin de l’exemple 6.3)
Nous rappelons que prenons la configuration munie d’une unique fonction : P = {(i, j) 7→
− i(i+ 1)
2
+j}. La fonction se´mantique abstraite F ] du programme 6.3 est la fonction suivante :
F1
](v) = 0
F2
](v) = (vs1 ∪ vs3)σ
F3
](v) = sup
(i,j)∈vs2
i≤42
eT (i,j)T+b
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La fonction se´mantique relaˆche´e est la fonction :
FR1 (v) = 0
FR2 (v) = sup(v1, v3)
FR3 (v) = inf
λ,µ≥0
λv2 sup
(i,j)∈R2
eT (i,j)T+b + 42µ− µi+ λp(i, j)
ou` T =
(
1 0
1 1
)
et bT = (1, 1). On cherche une politique initiale telle que :
sup
(i,j)∈R2
1
2
(−(i+ 1)(i+ 2) + λi(i+ 1)) + 1 + i+ j − λj + µ(42− i) < +∞ .
On voit que la fonction objectif est line´aire en j, pour que le sup soit fini, il faut que λ = 1
et dans ce cas ou` cherche maintenant µ ≥ 0 tel que :
sup
(i,j)∈R2
1
2
(−i2 − 3i− 2 + i2 + i) + 1 + i+ 42µ− µi < +∞ .
ce qui e´quivaut a` :
sup
(i,j)∈R2
−i− 1 + 1 + i+ 42µ− µi < +∞ .
On conclut que µ = 0. En prenant comme politique initiale λ = 1 et µ = 0, on obtient
V3(pi0) = 0 et donc nous devons re´soudre :
v1 ≥ 0
v2 ≥ v1
v2 ≥ v3
v3 ≥ v2
et on trouve finalement v1 = v2 = v3 = 0. Nous pourrions calculer la fonction se´mantique
relaˆche´e a` l’aide de Shor mais l’algorithme s’arreˆte avec ce vecteur la` puisque λ = 1 et µ = 0
fournit l’unique politique telle que V3(pi0) < +∞.
6.2.3 Ite´ration max-strate´gie dans le domaine des configurations quadratiques
Gawlitza et Seidl [GS10] ont de´veloppe´ leur technique de max-strate´gie ou d’ite´ration sur
les politiques ascendantes. Les fonctions que conside`rent les auteurs sont des maxima d’un
nombre fini de fonctions concaves. Pour les affectations et les tests, les auteurs de´finissent une
fonction se´mantique relaˆche´e qui est le dual de la relaxation de Shor. Les auteurs initialisent
leur algorithme avec la fonction identiquement e´gale a` −∞. A chaque ite´ration, pour chaque
coordonne´e, ils se´lectionnent la fonction qui atteint le maximum et calculent le plus grand
point fixe de la fonction associe´e a` cette se´lection. A la manie`re de l’ite´ration de Kleene, la
suite ge´ne´re´e par l’algorithme est une suite croissante dont tous les termes minorent le plus
petit point fixe de FR, la limite de la suite est le plus petit point fixe de FR. La limite est
atteinte en temps fini puisque le nombre de politiques est fini. Cependant aucun terme de la
suite ge´ne´re´e par l’algorithme ne fournit un invariant valide.
L’article soumis [GSA+] re´capitule les deux techniques d’ite´ration sur les politiques dans
les configurations quadratiques.
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CHAPITRE 7
CONCLUSION SUR LA PARTIE DOMAINES DES SOUS-NIVEAUX
Nous terminons la partie domaine nume´riques des sous-niveaux par un re´capitulatif des
re´sultats obtenus et par des extensions possibles du travail effectue´. Cette partie a e´te´ l’objet
d’une publication [AGG10] ainsi que d’une soumission [AGG]. Nous de´coupons ce chapitre
de conclusion en deux sections, la section 7.1 qui rappelle les re´sultats pre´sente´s dans cette
partie puis les perspectives dans la section 7.2.
7.1 Re´sume´
7.1.1 Treillis des ensembles convexes abstraits et des fonctions convexes ab-
straites
Nous avons commence´ ce chapitre par la construction d’un domaine nume´rique abstrait
ge´ne´ral dont les e´le´ments sont des intersections de sous-nveaux de fonctions pre´lablement
fixe´es. Nous avons montre´ que ces ensembles e´taient uniquement caracte´rise´s par les fonctions
qui de´finissent le niveaux. Nous avons montre´ que la paire d’applications entre l’ensemble
des applications sur les fonctions de base et les parties de Rd forme une correspondance de
Galois. Nous avons donc par la suite conside´re´ les treillis des parties de Rd closes et ainsi que
les applications sur les fonctions de base closes. Les e´le´ments clos de´crits sont en re´alite´ des
convexes abstraits. Nous avons propose´ une ge´ne´ralisation des travaux de Sankaranarayanan
et al [SSM05] qui ge´ne´ralisaient de´ja` les travaux de Mine´ [Min04].
7.1.2 Construction de la fonction se´mantique relaˆche´e par dualite´
Dans ce chapitre, nous avons applique´ des techniques classiques d’optimisation sous con-
traintes, pour construire une fonction se´mantique relaˆche´e. En effet, chaque fonction v ∈ (RP)n
sur les fonctions de base p ∈ P de´finissent une famille de proble`me de maximisation. Puisque
le nombre de fonction de base n’est, a priori, pas fixe´ et que la configuration P ne dispose a
priori, pas de bonnes structures, la dualite´ peut varier au cours de l’analyse suivant le do-
maine des fonctions v sur la configuration P. De plus, le proble`me dual introduit posse`de
lui de bonnes structures et nous utilisons cette bonne structure pour de´terminer une borne
valide des valeurs prises par la fonction se´mantique abstraite. Nous avons e´galement de´veloppe´
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une me´thode d’ite´ration sur les politiques dynamique. La ge´ome´trie de l’invariant cherche´ se
dessine pas a` pas en choississant de plus en plus de fonctions de base.
7.1.3 Configurations quadratiques en interpre´tation abstraite
Dans un deuxie`me temps, nous sommes inte´resse´s aux configurations quadratiques finies.
Dans ce cadre, nous avons utilise´ la relaxation de Shor pour calculer la fonction se´mantique
relaˆche´e. Le point important est que la fonction se´mantique dans ce cas se calcule en temps
polynomial en re´solvant un proble`me d’optimisation semi-definie positive. Dans les exemples,
nous avons propose´ d’utiliser l’information d’une fonction de Lyapunov pour de´terminer un
invariant nume´rique sous la forme d’intersections d’ellipso¨ıdes.
7.2 Perspectives
7.2.1 Proble`me de la politique initiale
Le proble`me de trouver une heuristique pour trouver facilement des politiques initiales
est un proble`me important. Nous avons vu que trouver une politique initiale se ramenait a`
trouver une politique dont le proble`me d’optimisation line´aire qui permet de trouver le plus
petit point est re´alisable. Dans le cas ou` cette politique n’existe pas, il faudrait trouver une
condition simple pour le caracte´riser. Lorsque les programmes contiennent simplement des
boucles, on peut initialiser l’algorithme d’ite´rations sur les politiques en conside´rant unique-
ment l’information donne´e par une fonction de Lyapunov. En effet, lorsqu’on conside`re les
configurations quadratiques de la forme :
{x 7→ ±xi, La : x 7→ xTLax, Lı : x 7→ xTLıx} .
ou` x 7→ xTLax et x 7→ xTLıx sont des fonctions de Lyapunov pour les affectations aux points
de controˆle a ∈ A et ı ∈ I la politique de´finie par :
[pi0a(p)](q) =
{
0 si q 6= La
1 si q = La
et [pi0ı (p)](q) =
{
0 si q 6= Lı
1 si q = Lı
semble fournir une politique initiale valide. Il faudrait pouvoir prouver ce re´sultat et de´finir un
heuristique pour de´terminer des politiques initiales en fonction des types des configurations
utilise´es.
7.2.2 Configuration et arithme´tique polynomiale
Nous n’avons pas traite´ les programmes a` arithme´tiques polynomiales dont les affectations
et tests sont des polynoˆmes multivarie´s de degre´ supe´rieurs a` 2. Une technique classique
d’optimisation polynomiale est d’utiliser la programmation en sommes de carre´s 1. Cependant,
la de´composition en sommes des carre´s est couˆteuse. Nous tenterons donc de de´velopper une
approche par la programmation ge´ome´trique ou` l’on conside`re des fonctions qui sont de la
somme d’e´le´ments de la forme :
ckx
ai
1 x
a2
2 . . . x
ad
d
1. traduction directe du terme ”sum of squares” (SOS)
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ou` ck > 0 et ai sont des nombres re´els. L’ensemble des fonctions de cette forme contient
l’ensemble des polynoˆmes a` coefficients positifs. Une arithme´tique forme´e de ce type de fonc-
tions permet de conside´rer les divisions de variables.
7.2.3 Fonctions de Lyapunov non quadratique et syste`mes hybrides
Dans les exemples du chapitre 6, nous avons utilise´ des fonctions de Lyapunov quadra-
tiques. En effet, nous nous sommes inte´resse´s a` la condition de Lyapunov pour les syste`mes
discrets et line´aires. Cependant, des travaux de Blanchini [Bla95] sur l’utilisation de fonctions
de Lyapunov non quadratiques pour les proble`mes de controˆle robuste, pourraient ge´ne´raliser
notre approche. Par ailleurs, Johansson et Rantzer [JR98] ont e´tudie´ la construction et le cal-
cul de fonctions de Lyapunov quadratiques par morceaux pour les syste`mes hybrides. Cette
approche pourrait nous permettre d’analyser des syste`mes hybrides.
7.2.4 Proble`me de calculs garantis et flottants
Il existe des solveurs de programmes semi-definis qui peuvent calculer des solutions garanties
comme par exemple VSDP [JCK07]. De tels solveurs existent e´galement pour l’optimisa-
tion line´aire comme [Kei05]. Cependant, notre algorithme et tous les calculs sont a priori
en arithe´me´tique exacte. Pour la programmation lineaire, on peut utiliser le fait qu’un pro-
gramme lineaire admet une solution dans le corps alge´brique des donne´es.
7.2.5 Convergence de l’ite´ration sur les politiques
Dans l’exemple 6.3, l’ite´ration sur les politiques s’arreˆte puisque les multiplicateurs de
Lagrange sont uniques. Une perspective de travail peut se diriger vers des conditions d’arreˆt
caracte´rise´es par l’unicite´ des politiques. De plus, nous pouvons utiliser les re´sultats de ”du-
alite´ forte” en optimisation pour assurer la convergence de l’algorithme d’ite´rations sur les
politiques.
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Troisie`me partie
A la recherche du plus petit point
fixe

CHAPITRE 8
POINTS FIXES MINIMAUX D’APPLICATIONS
SEMIDIFFE´RENTIABLES
L’algorithme d’ite´ration sur les politiques s’arreˆte sur un point fixe qui n’est pas ne´cessaire-
ment minimal. Dans ce chapitre, nous proposons de caracte´riser analytiquement le plus petit
point fixe lorqu’il est fini. Dans [CGG+05, Theorem 3], les auteurs ont montre´ que, dans le
cadre contractant au sens large, l’ite´ration sur les politiques s’arreˆte sur le plus petit point fixe
si celui-ci n’est atteint que par une unique politique. Une question se pose imme´diatement :
que se passe-t-il quand le point fixe est commun a` plusieurs politiques ? Pour y re´pondre, nous
interpre´tons ce proble`me comme un proble`me de minimisation. Un minimiseur d’une fonction
convexe se caracte´rise par un point ou` la de´rive´e s’annule dans le cas diffe´rentiable, un point
pour lequel le sous-diffe´rentiel contient la forme line´aire nulle dans le cas convexe. Les fonc-
tions apparaissant en analyse statique ne sont ni de´rivables ni sous-diffe´rentiables en ge´ne´ral,
par conse´quent, nous utilisons une notion de diffe´rentiablite´ plus faible, la semidiffe´rentiabi-
lite´. Le proble`me comporte une deuxie`me contrainte : nous cherchons un point fixe. Notre
me´thode consiste a` de´placer notre proble`me de point fixe global a` des proble`mes locaux sur
l’ensemble des points fixes de la semidiffe´rentielle au point. Dans le cas line´aire, un proble`me
de point fixe devient un proble`me de valeurs et vecteurs propres. Graˆce aux proprie´te´s de la
semidiffe´rentielle, nous pourrons obtenir un analogue non line´aire du rayon spectral. Une telle
approche s’inspire de l’approche d’Akian, Gaubert et Nussbaum pour des proble`mes d’unicite´
de point fixe en dimension infinie [AGN]. Nous commenc¸ons a` la section 8.1 par de´finir les
outils d’analyse non-line´aire qui nous permettront de caracte´riser le plus petit point fixe. Dans
la section 8.2, nous allons e´noncer les re´sultats de caracte´risation du plus petit de point fixe.
Enfin, a` la section 8.3, nous terminons ce chapitre en exposant les proble`mes calculatoires
de la caracte´risation du plus petit point fixe. Une partie des re´sultats a fait l’objet d’une
publication [AGG08a].
8.1 Pre´liminaires
Dans cette section, nous de´butons par un exemple simple de programme pour lequel
l’initialisation de l’ ite´rations sur les politiques par l’heuristique classique sur le domaine des
intervalles ne conduit pas au plus petit point fixe. Puis nous e´nonc¸ons un re´sultat d’existence
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de plus petit point fixe fini a` la sous-section 8.1.1. Dans la sous-section 8.1.2, nous de´finissons
le rayon spectral non-line´aire et dans la sous-section 8.1.3, nous de´finissons les applications
semidiffe´rentielles.
Dans l’e´tude de la minimalite´, on s’inte´ressera ici aux points fixes a` coordonne´es finies, on
cherchera donc des points fixes minimaux par rapport a` l’ordre produit usuel de Rd.
Meˆme dans les cas simples, le calcul de point fixe par ite´ration sur les politiques ne permet
de garantir la minimalite´ du point fixe d’une fonction se´mantique abstraite d’analyse statique
par interpre´tation abstraite. Pour illustrer ces propos, nous introduisons un programme simple
a` l’exemple 8.1.
Exemple 8.1
Nous utilions pour cet exemple, l’algorithme d’ite´ration sur les politiques dans le cadre des
intervalles. La politique initiale est choisie graˆce a` l’heuristique classique.
x :=0; [ 1 ]
whi l e (x<=99){ [ 2 ]
x=1−x ; [ 3 ]
} [ 4 ]
F ]1(X) = [0, 0]
F ]2(X) = [− sup(0, x+2 ), inf(99, sup(0, x−2 + 1))]
F ]3(X) = [−(x+2 − 1), 1 + x−2 ]
F ]4(X) = [− inf(−100, sup(0, x+2 − 1)), sup(0, x−2 + 1)]
Figure 8.1 – Un simple programme a` gauche et a` droite, la fonction se´mantique abstraite
associe´e
F ]1(X) = {0}
F ]2(X) = [−98, 99]
F ]3(X) = [−98, 99]
F ]4(X) = ∅
Figure 8.2 – Les ensembles invariants a` chaque point de controˆle du programme de la figure 8.1
Le programme de la figure 8.1 simule une boucle infinie et la valeur de la variable x est
soit 0 soit 1. Cependant, l’ite´ration sur les politiques trouve au point de controˆle 2, l’intervalle
[−98, 99].
Soit un treillis complet L et soit une fonction f satisfaisant :
f = inf{fpi | pi ∈ Π} et ∀x ∈ L, ∃pi ∈ Π, f(x) = fpi(x) .
Deux the´ore`mes sur la minimalite´ d’un point fixe avaient e´te´ e´nonce´s dans l’article [CGG+05].
Le premier re´sultat [CGG+05, Theorem 1] permet de caracte´riser lfp(f) comme le minimum
des lfp(fpi) :
lfp(f) = min{lfp(fpi) | pi ∈ Π} . (8.1)
Ce re´sultat indique que l’on pourrait calculer le plus petit point fixe de f en calculant les
plus petits points fixes des fonctions fpi. Bien e´videmment, cette me´thode de calcul n’est
pas robuste et peut exploser lorsque le nombre de politiques augmente. Le deuxie`me re´sul-
tat [CGG+05, Theorem 3] affirme que, dans le cas des applications contractantes au sens large
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(nous reviendrons sur cette de´finition plus tard), si l’ite´ration sur les politiques termine sur
un point fixe fini x et s’il existe une unique fonction fpi telle que f(x) = fpi(x) alors x est le
plus petit point fixe de f .
8.1.1 Existence de solutions finies
Dans tout ce chapitre, nous munissons, sauf mention du contraire, Rd de la topologie
usuelle ainsi que de l’ordre usuel sur Rd. Dans cette sous-section, nous nous inte´ressons aux
fonctions croissantes f : Rd 7→ Rd qui ont un plus petit point fixe fini, c’est-a`-dire aux fonctions
croissantes f telles que inf{v ∈ Rd | f(v) ≤ v} ∈ Rd. On va e´tablir, a` titre d’exemple, un
crite`re d’existence d’un plus petit point fixe fini.
Proposition 8.1 (Existence de plus petit point fixe)
Supposons f : Rd 7→ Rd croissante. Notons, ⊥ le plus petit e´le´ment de Rd. Supposons
de plus :
1. ∃ k¯ ∈ N, f k¯(⊥) ∈ Rd ;
2. ∃w ∈ Rd tel que (fk(w))k≥0 est borne´e dans Rd ;
3. f est continue sur Rd.
Alors lfp(f) ∈ Rd.
De´monstration
Soit w ∈ Rd tel que (fk(w))k≥0 soit borne´e et posons z = lim inf
k→+∞
fk(w) = lim
k→+∞
inf
m≥k
fm(w).
Le vecteur z ∈ Rd et par continuite´ de f , on a f(z) = lim
k→+∞
f( inf
m≥k
fm(w)) puis par croissance
de f , on a f(z) ≤ lim
k→+∞
inf
m≥k+1
fm(w) = z. Comme ⊥ ≤ z et f est croissante f k¯(⊥) ≤ z. On
de´duit du fait que ⊥ ≤ f(⊥) et f(z) ≤ z, l’ensemble :
L = {y ∈ Rd | f k¯(⊥) ≤ y ≤ z}
est un treillis complet invariant par f et donc f posse`de un plus petit point fixe u dans L.
On conclut que u est le plus petit point fixe de f tel que f k¯(⊥) ≤ u et comme tout point fixe
v de f dans Rd satisfait f k¯(⊥) ≤ v alors u est le plus petit point fixe de f dans Rd et donc
lfp(f) ∈ Rd. 
Le the´ore`me de Tarski 2.1 donne une ide´e du calcul de point fixe : on sait qu’il faut
conside´rer l’ensemble des {x ∈ Rd | f(x) ≤ x} de`s que f est croissante. Il suffit donc de trouver
une fonction g telle que g(x0) ≤ g(y) pour tout y ∈ {x ∈ Rd | f(x) ≤ x} implique que x0 est
le plus petit point fixe de f . On peut donc conside´rer une fonction g strictement croissante
sur Rd. Par exemple, la fonction qui a` un vecteur associe la somme de ses coordonne´es est
une fonction qui ve´rifie cette proprie´te´.
The´ore`me 8.1 (Plus petit point fixe fini et optimisation)
Soit f : Rd 7→ Rd une fonction croissante telle que lfp(f) ∈ Rd. Soit g une fonction
strictement croissante sur Rd. Alors lfp(f) est l’unique solution du proble`me d’optimisation :
Min g(x) s. c f(x) ≤ x, x ∈ Rd
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De´monstration
On pose x¯ = lfp(f). Le vecteur x¯ est clairement une solution re´alisable. Soit x ∈ Rd re´alisable.
Par le the´ore`me de Tarski, x¯ ≤ x puis par croissance de g, g(x¯) ≤ g(x). La stricte croissance
de g implique l’unicite´ de la solution. 
Le the´ore`me 8.1, donne un moyen the´orique de calculer un plus petit point fixe lorsque
celui-ci est fini. Ce moyen est efficace quand chaque coordonne´e de f est une fonction convexe.
En ge´ne´ral les fonctions a` e´tudier en analyse statique ne sont pas convexes, mais ce the´ore`me
demeure utile pour les fonctions associe´es a` une politique qui sont en ge´ne´ral affines.
8.1.2 Rayon spectral non line´aire
Apre`s avoir montre´, avec des hypothe`ses simples, l’existence d’un plus petit point fixe fini,
on introduit les premie`res de´finitions a` la base du travail effectue´. Nous rappelons ce qu’est
un coˆne.
De´finition 8.1 (Coˆnes)
On dit qu’un ensemble C ⊆ Rd est un coˆne si pour tout λ re´el positif ou nul et pour
tout x ∈ C, λx ∈ C.
Exemple 8.2
Les ensembles Rd+ et Rd− sont des coˆnes.
Exemple 8.3
Soit l’ensemble C = {(x, y) ∈ R2+ | x ≤ 2y, y ≤ 2x}. L’ensemble C est un coˆne.
Exemple 8.4
Conside´rons l’ensemble A =
⋃
a=1,...,N
{(x, y) ∈ Rd+ ×R+ | y = a
∑
i
xi} ou` N de´signe un entier
quelconque. L’ensemble A est un coˆne.
Dans la the´orie des applications line´aires, il est utile de calculer le rayon spectral pour
de´terminer comment une application line´aire dilate la boule unite´. Le rayon spectral peut
eˆtre utilise´ pour e´tudier localement des applications diffe´rentiables. Dans notre cas, nous
voulons e´tudier localement des applications qui n’ont pas de ”diffe´rentielles line´aires”, nous
introduisons un rayon spectral pour des applications non line´aires.
De´finition 8.2 (Rayon spectral non line´aire)
Soit C un coˆne de Rd, pour une fonction g de C dans C, continue, on de´finit le rayon
spectral ρC(g) de g, relativement a` C de la manie`re suivante :
ρC(g) = sup{λ ≥ 0 | ∃ x ∈ C\{0}, g(x) = λx}
Exemple 8.5 (Alge`bre line´aire)
Prenons une matrice :
A =
(
1 2
1 1
)
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L’application line´aire associe´e a` la matrice A pre´serve le coˆne positif. En calculant les
valeurs propres de la matrice, nous trouvons 1 +
√
2 et 1 −
√
2. L’espace propre associe´ a` la
valeur propre 1 +
√
2 est la droite engendre´e par le vecteur (1,
√
2/2).
On a par conse´quent ρR2+(A) = 1 +
√
2.
Exemple 8.6 (Application non-line´aire)
On de´finit la fonction f sur R2+ par :
f(x1, x2) =
(
sup(x1, x2)
inf(x1, x2)
)
La fonction f est stable sur R2+ et λ ≥ 0 est valeur propre de f si, pour un certain couple
(x1, x2) 6= (0, 0) si :
sup(x1, x2) = λx1
inf(x1, x2) = λx2
Si x1 = 0 alors sup(x1, x2) = x2 = λx1 et donc x2 = 0, on conclut qu’un couple solution
(x1, x2) ve´rifie x1 > 0. Comme λx1 ≥ x1 et λx2 ≤ x2, on obtient λ = 1 d’ou` ρR2+(f) = 1.
Exemple 8.7 (Application non-line´aire 2)
Soit f : R 7→ R telle que :
f(x) =

√
x si x ∈ [0, 4]
(1/2)x si x ∈ [4, 6]
min((1/12)x2, 5) sinon
Le graphe de la fonction est donne´ par la figure 8.3.
x
f(x)
Figure 8.3 – Repre´sentation graphique de la fonction f
Pour trouver les valeurs propres de f , il faut re´soudre l’e´quation f(x) = λx sur les in-
tervalles [0, 4], [4, 6], [6, 2
√
15] et [2
√
15,+∞[. Sur l’intervalle [4, 6], il n’existe pas de valeurs
propres, la seule valeur propre possible serait 1/2 mais cette valeur propre aurait pour vecteur
propre x = 0 qui n’appartient pas a` [4, 6]. Sur les autres intervalles, la valeur propre associe´e
a` un vecteur propre est unique mais une valeur propre peut avoir bien e´videmment plusieurs
vecteurs propres. Le graphe des valeurs propres en fonction des vecteurs propres est donne´
par la figure 8.4.
On conclut que ρR+(f) = +∞.
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x
λ
Figure 8.4 – Repre´sentation graphique des valeurs propres en fonction de leur vecteur propre
Exemple 8.8 (Coˆne ge´ne´re´ par deux demi-droites et fonction non-line´aire)
Conside´rons le coˆne C = {(x, y) ∈ R2+ | x ≤ 2y, y ≤ 2x} et une fonction f sur R2 de´finie par :
f(x, y) =
(
f1(x, y)
f2(x, y)
)
=
(
min(2x, y) + x− (1/3)y
(2/3) (min(y, (1/2)x) + y)
)
La fonction f pre´serve le coˆne C, en effet, lorsque (x, y) ∈ C on obtient 2f1(x, y) −
f2(x, y) = 2y+2x−(2/3)y−(1/3)x−(2/3)y = (5/3)x+(2/3)y ≥ 0 et f2(x, y)−(1/2)f1(x, y) =
(1/3)x+ (2/3)y − (1/2)y − (1/2)x+ (1/6)y = −(1/6)x+ (2/6)y = (1/6)(2y − x) ≥ 0.
Maintenant, soit (x, y) ∈ C diffe´rent de (0, 0), pour trouver les valeurs propres, on re´sout
le syste`me en fonction de λ :
x+ (2/3)y =λx
(1/3)x+ (2/3)y =λy
(8.2)
Pour le syste`me (8.2), x et y sont non-nuls, en effet, si x ou y est nul alors (x, y) = (0, 0).
On trouve que λ = 4/3 ou λ = 1/3 mais si λ = 1/3 le syste`me (8.2) n’a pas de solution dans
C et donc la seule valeur propre est λ = 4/3 qui admet pour vecteur propre (2, 1) ∈ C, on
conclut que ρC(f) = 4/3.
Contre-exemple 8.1 (Fonction ne posse´dant aucune valeur propre)
Prenons tout Rd et soit l’application continue f qui a` x associe −x. Supposons qu’il existe
λ ≥ 0 et x 6= 0 tel que f(x) = λx alors on a −x = λx ce qui e´quivaut a` −(1 + λ)x = 0 d’ou`
λ = −1 ce qui contredit la positivite´ de λ. La fonction f n’admet pas de valeur propre et donc
ρRd(f) = −∞.
Pour rester cohe´rent avec la the´orie spectrale des matrices, on va montrer que le rayon
spectral ainsi de´fini est toujours positif ou nul pour une classe bien pre´cise de coˆnes. En effet, il
n’est pas e´vident que {λ ≥ 0 | ∃ x ∈ C\{0}, g(x) = λx} soit non vide. On va donc montrer que
pour tout coˆne convexe ferme´ pointe´ C, pour toute fonction continue pre´servant C, il existe
toujours un “vecteur propre“ non nul et une “valeur propre“ positive ou nulle. Le re´sultat est
classique, on pourrait consulter [Nus88], nous en donnons une preuve pour la commodite´ du
lecteur.
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De´finition 8.3 (Coˆne convexe ferme´ pointe´)
Soit C un coˆne convexe ferme´, on dit que C est pointe´ si C ∩ −C = {0}.
Exemple 8.9
Les ensembles Rd+ et Rd− sont des coˆnes convexes ferme´s pointe´s.
Exemple 8.10 (Le coˆne de Lorentz)
Le coˆne de Lorentz, c’est-a`-dire, le coˆne de´fini par : {(x, t) ∈ Rd−1 × R+ | ‖x‖ ≤ t} est un
coˆne convexe ferme´ pointe´.
Exemple 8.11 (Coˆne engendre´ par deux vecteurs non-coline´aires)
Soient x, y ∈ Rd deux vecteurs non coline´aires et le coˆne C = {c ∈ Rd | c = λx+µy, λ, µ ≥ 0}.
Supposons qu’il existe c ∈ C non nul tel que −c ∈ C, on a alors c = λx+µy et −c = λ′x+µ′y
d’ou` (λ+ λ′)x+ (µ+ µ′)y = 0 et comme c est non nul, λ+ λ′ 6= 0 et µ+ µ′ 6= 0 et finalement
x = −λ+ λ
′
µ+ µ′
y mais x et y ne sont pas coline´aires et on conclut que C est pointe´.
Un coˆne pointe´ engendre´ par deux vecteurs non coline´aires est repre´sente´ par la figure 8.5.
Figure 8.5 – Un coˆne pointe´ engendre´ par deux vecteurs non coline´aires
Proposition 8.2 (Existence de valeurs propres non line´aires)
Si C est un coˆne convexe ferme´ pointe´ de Rd non re´duit a` {0} alors pour tout g : C 7→ C
continue, ρC(g) est positif ou nul, c’est-a`-dire que g admet une valeur propre positive et un
vecteur propre non nul.
Pour montrer l’existence de valeur propre non-line´aire, nous commenc¸ons par de´montrer
le lemme suivant 8.1 :
Lemme 8.1
Si C est un coˆne convexe ferme´ pointe´ de Rd non re´duit a` {0} alors il existe une forme
line´aire non nulle ψ telle que : ψ(c) > 0 pour tout c ∈ C \{0}.
De´monstration (Lemme 8.1)
Pour commencer, montrons que C\{0} est convexe 0. Ceci revient a` montrer que 0 est un
point extreˆme de C. Supposons qu’il existe, x, y ∈ C tels que x + y = 0, on en de´duit que
x = −y d’ou`, x ∈ −C, mais x ∈ C d’ou`, x = 0 et on conclut que y = 0 donc 0 est un
point eˆxtreme de C d’ou` C\{0} est convexe. On pose D = co(C ∩ S(0, 1)), ou` co de´signe
l’enveloppe convexe. Par de´finition de l’enveloppe convexe, on a D ⊆ C\{0}. De plus, comme
C est ferme´ non-vide alors D est compact non-vide. On peut donc se´parer fortement {0} et
D et il existe une forme line´aire ψ non nulle et un re´el α, tels que ψ(x) > α > 0 pour tout
x ∈ D. Maintenant soit c ∈ C\{0}, alors c(‖c‖)−1 ∈ D et on conclut que ψ(c) > α‖c‖ > 0 ce
qu’il fallait de´montrer. 
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De´monstration (Proposition 8.2)
S’il existe x dans C \{0} tel que g(x) = 0, alors en prenant λ = 0, il existe x ∈ C \{0} tel
que g(x) = λx d’ou` ρC(g) ≥ 0.
Sinon, ∀ x ∈ C \{0}, g(x) ∈ C \{0}. En prenant la forme line´aire du lemme 8.1, on pose :
Σ = {x ∈ C | ψ(x) = 1} = C ∩ {x ∈ Rd | ψ(x) = 1} .
L’ensemble Σ est convexe ferme´ en tant qu’intersection d’ensembles convexes ferme´s, mon-
trons que Σ est borne´. Nous avons montre´ dans la preuve du lemme 8.1 que pour tout
c ∈ C \{0} ψ(c) > α‖c‖ pour un certain re´el strictement positif α. On conclut que pour
tout c ∈ Σ, 1 > α‖c‖ d’ou` ‖c‖ < α−1 et donc Σ est borne´. Par conse´quent, Σ est convexe
compact (dimension finie) non vide et ne contient pas 0.
Pour x ∈ Σ, on pose gˆ(x) = g(x)(ψ(g(x)))−1, puisque g(x) ∈ C \{0} pour tout x ∈ C \{0},
ψ(g(x)) 6= 0 pour tout x ∈ C \{0}. De plus, gˆ est continue de Σ dans Σ, par le the´ore`me de
Brouwer, gˆ posse`de un point fixe x¯ ∈ Σ donc non nul.
On obtient par conse´quent, g(x¯) = ψ(g(x¯))x¯, donc il existe λ > 0 et x ∈ C \{0} tel que
g(x) = λx. En conclusion, ρC(g) est positif ou nul pour toute fonction g : C 7→ C continue.
8.1.3 Semidiffe´rentielle
Nous voulons e´tudier localement des fonctions non diffe´rentiables qui ne sont ni convexes
ni concaves. Cependant, la structure d’ope´rateur dynamique de nos fonctions nous autorise
a` utiliser une notion non line´aire de la diffe´rentiabilite´. Nous commenc¸ons par rappeler ce
qu’est une application positivement homoge`ne.
De´finition 8.4 (Fonctions positivement homoge`nes de degre´ 1)
Soit C un coˆne, et soit g est application de C dans Rd. La fonction g est dite (positive-
ment) homoge`ne (de degre´ un), si pour tout re´el λ > 0, pour tout x 6= 0, g(λx) = λg(x).
Exemple 8.12 (Applications line´aires)
Par de´finition, les applications line´aires sont homoge`nes.
Exemple 8.13 (Min Max d’applications line´aires)
Soit la fonction f qui associe a` x ∈ Rd, f(x) = min
i∈I
max
j∈J
aij ·x ou` I, J dont des ensembles finis
est une fonction homoge`ne.
On va maintenant introduire une notion plus faible de diffe´rentiabilite´ qui reste compatible
avec le rayon spectral.
De´finition 8.5 (Fonction semidiffe´rentiable )
Soit f : Rd 7→ R. Soit u ∈ Rd, f est dite semidiffe´rentiable au point u s’il existe un
voisinage V de 0 et une fonction g homoge`ne continue tels que pour tout h ∈ V :
f(u+ h) = f(u) + g(h) + o(‖h‖)
L’application g est unique. Elle est appele´e semidiffe´rentielle de f au point u et est note´e
f ′u.
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Remarque 8.1 Si g est homoge`ne et continue sur un coˆne ferme´ C non vide non re´duit a` {0}
alors g(0) = 0. En effet, si on prend un point x de C et une suite λn > 0, λn → 0+ on a d’une
part, g(λnx) = λng(x) → 0, par homoge´ne´ite´ et g(x) < ∞ et d’autre part, g(λnx) → g(0),
par continuite´.
Le contexte de la dimension finie nous permet d’e´tendre simplement la semidiffe´rentiabilte´
aux fonctions a` valeurs dans Rn et on dira qu’une application de Rd dans Rn est semidiffe´-
rentiable si toutes ses fonctions coordonne´es sont semidiffe´rentiables.
Exemple 8.14 (Fonctions diffe´rentiables)
Les applications diffe´rentiables sont semidiffe´rentiables et la semidiffe´rentielle est la diffe´ren-
tielle classique (voir [RW98, Corollary 7.22]).
Exemple 8.15 (Ope´rations line´aires sur les fonctions semidiffe´rentiables)
Soient f et g deux applications semidiffe´rentiables et µ ∈ R. La fonction µf + g est semidif-
fe´rentiable et la semidiffe´rentielle en un point x est la fonction h 7→ µf ′x(h) + g′x(h).
Soit ε > 0, il existe α0, α1 > 0 tels que : ‖h‖ ≤ α0 implique ‖µf(x+ h)− µf(x)− µf ′x(h)‖ ≤
ε
2
‖h‖ et ‖h‖ ≤ α1 implique ‖g(x+ h)− g(x)− g′x(h)‖ ≤
ε
2
‖h‖. On en de´duit en prenant
α = min(α0, α1) que ‖h‖ ≤ α implique ‖(µf + g)(x+ h)− (µf + g)(x)− (µf ′x + g′x)(h)‖ ≤
‖µf(x+ h)− µf(x)− µf ′x(h)‖+ ‖g(x+ h)− g(x)− g′x(h)‖ ≤ 2
ε
2
‖h‖ = ε‖h‖ d’ou` le re´sultat.
Exemple 8.16 (Min max finis d’applications affines)
Les applications min max finies d’applications affines sont semidiffe´rentiables. Nous revien-
drons sur cette classe d’applications un peu plus tard.
Conside´rons la fonction f sur R de´finie par, pour x ∈ R, f(x) = min(max(x + 3, 0), 4),.
Aux points x = −3 et x = 1, la fonction f n’est pas de´rivable.
Mais :
f(−3 + t) = f(−3) + max(t, 0) + 0 et f(1 + t) = f(1) + min(t, 0) + 0
Les fonctions t 7→ max(t, 0) et t 7→ min(t, 0) sont homoge`nes et continues, la fonction f
est donc semidiffe´rentiable en −3 et 1 et la semidiffe´rentielle de f en −3 est t 7→ max(t, 0) et
t 7→ min(t, 0) en 1. Le chemininement est de´crit par la figure 8.6.
Exemple 8.17 (Fonctions convexes et fonctions concaves)
Les fonctions convexes a` valeurs re´e´lles sont semidiffe´rentiables. Ce re´sultat est de´montre´ par
Rockafellar et Wets (voir [RW98, Theorem 7.26,Example 7.27]). De plus, la semidiffe´rentielle
d’une fonction convexe f en un point x est la fonction y 7→ sup
p∈∂f(x)
p · y ou` ∂f(x) est le sous-
diffe´rentiel de f en x, c’est-a`-dire, l’ensemble {p ∈ Rd | f(x) + p · (y − x) ≤ f(y), ∀ y ∈ Rd}.
Les fonctions concaves f sont e´galement semidiffe´rentiables puisque −f l’est en tant que
fonction convexe. De plus, la semidiffe´rentielle d’une fonction concave f au point x est la
fonction y 7→ inf
p∈∂ˆf(x)
p · y ou` ∂ˆf = −∂(−f).
Proposition 8.3 (Continuite´ des applications semidiffe´rentiables)
Si f est semidiffe´rentiable au point u alors f est continue en u.
173
CHAPITRE 8. POINTS FIXES MINIMAUX D’APPLICATIONS SEMIDIFFE´RENTIABLES
x
(0, 0)
f(x)
t
f ′−3(t)
t 7→ max(t, 0)
t
f ′1(t)
t 7→ min(t, 0)
Figure 8.6 – Calcul de la semidiffe´rentielle de la fonction f de l’exemple 8.16
De´monstration
Soit u ∈ Rd, on suppose donc la fonction f est semidiffe´rentiable au point u. Soit ε > 0,
il existe α > 0 tel que : ‖x− u‖ ≤ α implique que ‖f(x)− f(u)− f ′u(x− u)‖ ≤ ε‖x− u‖.
Prenons une suite (xn)n∈N qui converge vers u. Soit ε > 0, il existe N ∈ N, tel que n ≥ N ,
implique ‖xn − u‖ ≤ α. On a par conse´quent, ‖f(xn)− f(u)‖ ≤ ε‖xn − u‖ + ‖f ′u(xn − u)‖
et comme f ′u est continue en 0 et que, par la remarque 8.1, f
′
u(0) = 0, on a donc (f(xn))n
converge vers f(u) et donc f est continue en u. 
On en de´duit imme´diatement la famille de contre-exemples suivants.
Remarque 8.2 (Applications non continues) Les applications non continues ne sont pas
semidiffe´rentiables aux points de discontinuite´s. En effet, si une fonction est semidiffe´rentiable
au point u, elle y est continue.
Remarque 8.3 Si f est semidiffe´rentiable au point u, on a pour tout t > 0 et pour tout h
dans un certain voisinage de 0 :
f(u+ th) = f(u) + tf ′u(h) + o(t‖h‖)
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il s’ensuit que
f ′u(h) = lim
t→0+
f(u+ th)− f(u)
t
elle co¨ıncide avec la de´rive´e directionnelle unilate´rale de f au point u dans la direction h.
Proposition 8.4 (Semidiffe´rentielle et limite uniforme)
Soit f : Rd 7→ R, semidiffe´rentiable en u ∈ Rd de semidiffe´rentielle f ′u si et seulement si
lim
t→0+
h′→h
f(u+ th′)− f(u)
t
= f ′u(h).
Une de´monstration de la proposition est donne´e par Rockafellar et Wets dans [RW98, Theorem
7.21].
Remarque 8.4 Si pour une fonction f , la limite existe, on dit que la fonction admet une
de´rive´e directionnelle au point u au sens de Hadamard (voir par exemple, [Roc84]).
8.2 Caracte´risation du plus petit point fixe
Dans tout proble`me d’optimisation, on essaye d’introduire une condition du premier ordre
(annulation de la de´rive´e, sous-diffe´rentiel contenant 0...). Ici, la condition du premier ordre
sera donne´e par la semidiffe´rentielle. Dans la sous-section 8.2.1, nous e´nonc¸ons les premiers
re´sultats, le premier re´sultat est une condition suffisante de non-minimalite´ et le second fournit
des conditions suffisantes de minimalite´ locale. Dans la sous-section 8.2.2, nous e´tablissons de
nouveaux re´sultats sur les fonctions affines par morceaux. Puis, a` la sous-section 8.2.3, nous
pre´sentons les conditions ne´cessaires et suffisantes de minimalite´ dans le cas des fonctions
croissantes et contractantes au sens large pour la norme infinie. Nous terminons cette section
par la sous-section 8.2.4, par un raffinement de l’ite´ration sur les politiques actuelle pour
toujours calculer le plus petit point fixe fini d’une fonction croissante affine par morceaux et
contractantes au sens large.
8.2.1 Premiers re´sultats
Dans tout ce chapitre, nous conside´rons une fonction f continue et dont l’ensemble des
points fixes est non-vide.
Nous e´tablissons un premier the´ore`me qui, graˆce au rayon spectral, donne un crite`re de
non-minimalite´ d’un point fixe.
The´ore`me 8.2 (Non-minimalite´ d’un point fixe)
Soient f : Rd 7→ Rd une application croissante et u ∈ fix(f). Nous supposons f semidif-
fe´rentiable en u. De plus, nous supposons que {x ∈ Rd | f(x) ≤ x} est infe´rieurement borne´.
Si ρRd−
(f ′u) > 1 alors u n’est pas le plus petit point fixe de f .
De´monstration
Par de´finition du rayon spectral, ρRd−
(f ′u) > 1 implique l’existence de µ > 1 et de h ∈ Rd−\{0}
tels que f ′u(h) = µh. On pose ε := min
hi<0
−‖h‖−1(µ−1)hi. Par de´finition de la semidiffe´rentielle,
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il existe t0 > 0, tel que, pour tout t ∈]0, t0[, (‖f(u+ th)− f(u)− tf ′u(h)‖)(t‖h‖)−1 ≤ ε et de
u ∈ fix(f) et f ′u(h) = µh, on en de´duit qu’il existe t0 > 0, tel que, pour tout t ∈]0, t0[,
fi(u + th) ≤ ui + tµhi + tε‖h‖, pour tout i tel que hi < 0. Par de´finition de ε, on obtient,
pour tout i tel que hi < 0, fi(u + th) ≤ ui + tµhi − t‖h‖−1(µ − 1)‖h‖ = ui + thi < ui. De
plus, par croissance de f on a f(u+ th) ≤ u pour tout t ≥ 0 d’ou`, pour tout i tel que hi = 0,
fi(u+ th) ≤ ui + thi.
On conclut que f(u + th) < u + th puis que (fk(u + th))k∈N est une suite de´croissante
et puisque l’ensmeble {x ∈ Rd | f(x) ≤ x} est infe´rieurement borne´, la suite est minore´e
donc convergente. Par continuite´ de f , la limite de (fk(u+ th))k∈N est point fixe de f qui est
strictement plus petit que u. 
De´finition 8.6 (Point fixe localement minimal)
Un point fixe u est dit localement minimal s’il existe un voisinage V de u tel que :
∀ v ∈ V, f(v) = v et v ≤ u =⇒ v = u.
En d’autres termes, un point fixe est localement minimal s’il existe un voisinage pour
lequel tout point fixe comparable est plus grand.
Exemple 8.18
Posons pour x ∈ R, f(x) = sup(−4, x, 2x−3). La fonction est repre´sente´e par la figure 8.7. La
fonction est en gras sur la figure et la partie hachure´e repre´sente l’intersection du graphe de
f et celui de l’identite´. On en de´duit que l’ensemble des points fixes de f , fix(f), est [−4, 3].
Le point fixe est −4 est localement minimal.
x
f(x)
Figure 8.7 – La fonction f de l’exemple 8.18
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Exemple 8.19
Soit la fonction f de R2 dans R2 de´finie par :
f(x, y) =
(
f1(x, y)
f2(x, y)
)
=
(
max(min(x, y), 0) + 2 max(min(x+ 1, 0),−2)
max(max(x, y), 0) + 2 max(min(y + 1, 0),−2)
)
On peut e´tudier la fonction f en de´coupant R2 sur diffe´rents ensembles. La de´composition
de la fonction f est donne´e par le tableau 8.1.
x > y x ≤ y
x ≤ −3 y ≤ −3
f1(x, y) = −4 f1(x, y) = −4
f2(x, y) = −4 f2(x, y) = −4
y ∈]− 3,−1[ Non de´finie f1(x, y) = −4
f2(x, y) = 2y + 2
y ≥ −1 Non de´finie f1(x, y) = −4
f2(x, y) = max(y, 0)
x ∈]− 3,−1[ y ≤ −3
f1(x, y) = 2x+ 2 Non de´finie
f2(x, y) = −4
y ∈]− 3,−1[ f1(x, y) = 2x+ 2 f1(x, y) = 2x+ 2
f2(x, y) = 2y + 2 f2(x, y) = 2y + 2
y ≥ −1 Non de´finie f1(x, y) = 2x+ 2
f2(x, y) = max(y, 0)
x ≥ −1 y ≤ −3
f1(x, y) = 0 Non de´finie
f2(x, y) = max(x, 0)− 4
y ∈]− 3,−1[ f1(x, y) = 0 Non de´finie
f2(x, y) = max(x, 0) + 2y + 2
y ≥ −1 f1(x, y) = max(y, 0) f1(x, y) = max(x, 0)
f2(x, y) = max(x, 0) f2(x, y) = max(y, 0)
Table 8.1 – De´composition de la fonction f de l’exemple 8.19
Graˆce au tableau 8.1, nous pouvons calculer les points fixes de la fonction f . Les points
fixes de f sont donne´s sous la forme d’un tableau 8.2
En conclusion, l’ensemble des points fixes de f est {(−4,−4)}∪{(−4,−2)}∪{−4}×R+∪
{(−2,−4)} ∪ {(−2,−2)} ∪ {−2} × R+ ∪ {0,−4} ∪ {(0,−2)} ∪ {(x, y) ∈ R2 | y ≤ x ≤ 0}.
L’ensemble des points fixes de f est repre´sente´ par la figure 8.8. Les points fixes (−4,−4),
(−4,−2), (−2,−4), (−2,−2), (0,−4) et (0,−2) sont localement minimaux car ce sont des
points fixes isole´s i.e pour ces points fixes, il existe un voisinage sur lequel il n’existe pas
d’autre point fixe. Les points fixes (−4, 0), (−2, 0), (0, 0) sont e´galement localement minimaux.
Remarque 8.5 (Globalement minimal et plus petit point fixe) Par extension, on pour-
rait de´finir une notion de points fixes globalement minimaux par :
∀ v ∈ Rd, f(v) = v et v ≤ u =⇒ v = u.
Cependant si le plus petit point fixe lfp(f) est fini alors lfp(f) est l’unique point fixe
globalement minimal. En effet, il est clair que si lfp(f) ∈ Rd alors il est globalement minimal.
Maintenant prenons un point fixe u, s’il e´tait globalement minimal alors, comme lfp(f) ≤ u, on
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x > y x ≤ y
x ≤ −3 y ≤ −3 Aucun point fixe
x = −4
y = −4
y ∈]− 3,−1[ Non de´finie x = −4
y = −2
y ≥ −1 Non de´finie x = −4
y ≥ 0
x ∈]− 3,−1[ y ≤ −3
x = −2
Non de´finie
y = −4
y ∈]− 3,−1[ Aucun point fixe x = −2
y = −2
y ≥ −1 Non de´finie x = −2
y ≥ 0
x ≥ −1 y ≤ −3
x = 0
Non de´finie
y = −4
y ∈]− 3,−1[ x = 0 Non de´finie
y = −2
y ≥ −1 Aucun point fixe x ≥ 0
y ≥ 0
Table 8.2 – Points fixes de la fonction f de l’exemple 8.19
aurait u = lfp(f). Nous remarquons donc que la globale minimalite´ dans notre cas correspond
a` la minimalite´ du point fixe.
The´ore`me 8.3 (Conditions suffisantes de locale minimalite´)
Soit f : Rd 7→ Rd. Soit u ∈ fix(f). On suppose, de plus, que f est semidiffe´rentiable en
u.
1. u est localement minimal ;
2. f ′u n’admet pas de point fixe non nul dans Rd− ;
3. ρRd−
(f ′u) < 1.
On a 3 =⇒ 2 =⇒ 1.
De´monstration
3 =⇒ 2 Par de´finition du rayon spectral.
2 =⇒ 1 On va montrer en re´alite´, q1 =⇒ q2. Supposons que u ne soit pas localement
minimal : ∀ r > 0, ∃ h ∈ B(0, r) ∩Rd−, h 6= 0, tel que u+ h ∈ fix(f). Prenons une suite
{rn}n≥0 tendant vers 0. Pour tout n, il existe hn ∈ B(0, rn)∩Rd− tel que u+hn ∈ fix(f)
avec hn 6= 0. Posons, yn = hn‖hn‖−1 ∈ S(0, 1) ∩ Rd− qui est compact (dimension finie),
et quitte a` extraire, il existe y¯ tel que ‖y¯‖ = 1 et y¯ ∈ Rd− et yn → y¯ quand n → +∞.
On obtient par la proposition 3.1.3
lim
n→+∞
∥∥∥f(u+ ‖hn‖yn)− f(u)‖hn‖ − f ′u(y¯)
∥∥∥ = 0
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(-4,-4)
(-4,-2)
(-2,-4)
(-2,-2)
(0,-4)
(0,-2)
(-4,0) (-2,0) (0,0)
Figure 8.8 – Ensemble de points fixes de l’exemple 8.19
d’ou`, comme u et u+ ‖hn‖yn sont dans fix(f),
lim
n→+∞
∥∥∥u+ ‖hn‖yn − u‖hn‖ − f ′u(y¯)
∥∥∥ = 0 puis, lim
n→+∞
∥∥∥yn − f ′u(y¯)∥∥∥ = 0
ce qui entraˆıne,
‖y¯ − f ′u(y¯)‖ = 0.
Finalement, on a montre´ qu’il existe y¯ non nul a` coordonne´es ne´gatives qui est un point
fixe de f ′u. 
Exemple 8.20 (Application du the´ore`me 8.3 pour l’exemple 8.18)
On reprend la fonction f de l’exemple 8.18.
Au point −4, la semidiffe´rentielle est t 7→ sup(0, t), sur R−, cette fonction est la fonction
identiquement nulle, elle n’admet donc aucun point fixe ne´gatif non nul et le rayon spectral
est e´gal a` 0.
Soit x ∈]−4, 3[, la fonction f est l’identite´, elle est donc (semi)diffe´rentiable et la (semi)diffe´rentielle
est la fonction identite´ et donc elle admet un point fixe ne´gatif non nul, de plus, le rayon spec-
tral est e´gal a` 1.
En 3, la semidiffe´rentielle vaut t 7→ sup(2t, t), si t ≤ 0 alors la semidiffe´rentielle restreinte
a` R− est l’identite´, elle admet, donc, un point fixe ne´gatif et le rayon spectral vaut 1.
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Exemple 8.21 (Application du the´ore`me 8.3 pour l’exemple 8.19)
On reprend la fonction f de l’exemple 8.19. En tout point fixe, la fonction f est semidiffe´ren-
tiable car au voisinage des points fixes, la fonction f est une somme de fonctions semidiffe´-
rentiables. Nous nous inte´ressons a` trois points fixes : (−4,−4), (−2, 0) et (0, 0).
En u1 = (−4,−4) et au voisinage de ce point, la fonction f est e´gale a` la fonction constante
(x, y) 7→ (−4,−4), la semidiffe´rentielle f ′u1 est la fonction nulle. Le rayon spectral de f ′u1 est 0
et la semidiffe´rentielle n’admet pas de point fixe ne´gatif non-nul, le point fixe u1 = (−4,−4)
est localement minimal.
En u2 = (−2, 0) et au voisinage de ce point, la fonction f est e´gale a` la fonction (x, y) 7→
(2x + 2,max(y, 0)), elle est donc semidiffe´rentiable et la semidiffe´rentielle f ′u1 est la fonction
(h1, h2) 7→ (2h1,max(h2, 0). Le rayon spectral sur R2− de f ′u2 est 2, on conclut d’apre`s le
the´ore`me 8.2, ce point fixe n’est pas le plus petit point fixe de f . Mais, comme f ′u2 n’admet
pas de point fixe ne´gatif non nul, le point fixe u2 = (−2, 0) est donc localement minimal.
En u3 = (0, 0) et au voisinage de ce point, la fonction f est e´gale a` la fonction (x, y) 7→
(max(min(x, y), 0),max(max(x, y), 0)), elle est donc semidiffe´rentiable et la semidiffe´rentielle
f ′u3 est la fonction (h1, h2) 7→ (max(min(h1, h2), 0),max(max(h1, h2), 0)). Le rayon spectral
de f ′u3 est 0 et la semidiffe´rentielle n’admet pas de point fixe ne´gatif non-nul, le point fixe
u3 = (0, 0) est donc localement minimal.
8.2.2 Applications affines par morceaux
Le the´ore`me de Danskin [Dan67] permet de diffe´rentier des maxima et minima d’applica-
tions diffe´rentiables. Nous utilisons ce the´ore`me pour prouver que le calcul de la semidiffe´ren-
tielle est facile pour ce type d’applications et obtenons un re´sultat plus fort en montrant que
les applications affines par morceaux ont un de´veloppement limite´ exact.
De´finition 8.7 (Applications affines par morceaux version ge´ome´trique)
On dit que f est affine par morceaux si elle est continue et s’il existe une famille finie
de convexes ferme´s {Ci}i∈I , telle que
Rd ⊆
⋃
i∈I
Ci, ∀ l, k ∈ I, l 6= k, int(Cl) ∩ int(Ck) = ∅. (8.3)
et f|Ci est affine pour tout i ∈ I i.e pour tout j ∈ {1, . . . , d}, fj |Ci est affine.
Il serait plus intuitif de supposer que les Ci soient des polye`dres mais S.Ovchinnikov
montre qu’on obtient les meˆmes classes de fonctions avec des convexes ferme´s d’inte´rieur non
vides [Ovc02, AT07].
Apre`s cette de´finition ge´ome´trique d’affine par morceaux, on va donner une de´finition
e´quivalente, plus analytique, qui nous rapprochera des fonctions e´tudie´es par la suite.
Lemme 8.2 (Applications affines par morceaux version analytique)
Une application f est affine par morceaux ssi pour tout j ∈ {1, . . . , d}, il existe un
ensemble fini Aj , une famille d’ensembles finis {Ba}a∈Aj et une famille de fonctions affines
{ga,b}a∈Aj ,b∈Ba ve´rifiant :
fj = min
a∈Aj
max
b∈Ba
ga,b
Une de´monstration de ce lemme peut se trouver dans [Ovc02, AT07]. Dans [AT07], les
auteurs donnent un algorithme explicite pour passer de la forme ge´ome´trique a` la forme
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analytique et vice-versa.
Proposition 8.5 (Semidiffe´rentielle d’applications affines par morceaux)
Si f est affine par morceaux alors, f est semidiffe´rentiable pour tout u ∈ Rd. De plus,
on a pour tout h ∈ Rd, pour tout j ∈ {1, . . . , d} :
(f ′u)j(h) = min
a∈A¯
max
b∈B¯a
ma,b · h
ou` A¯ = {a ∈ A | fj(u) = max
b∈Ba
ga,b(u)} et B¯a = {b ∈ Ba | fj(u) = min
a∈A
ga,b(u)}.
Pour la de´monstration, on aurait pu utiliser le the´ore`me de semidiffe´rentiation sous le
signe sup e´nonce´ par T.Rockafellar et J-B.Wets dans [RW98, Exercice 10.27], dans le cas ou`
les inf et sup portent sur un nombre fini de fonctions affines. Pour un re´sultat plus ge´ne´ral,
le lecteur est invite´ a` consulter [AGN].
Ici, on va montrer la proposition 8.5 d’une autre manie`re : on va montrer que, pour
la semidiffe´rentiabilite´, les applications affines par morceaux jouent le meˆme roˆle que les
applications affines pour la diffe´rentiabilite´ classique. En effet, le ”de´veloppement limite´” a`
l’ordre 1 au sens semidiffe´rentiel du terme d’une application affine par morceaux est exact.
Lemme 8.3 (De´veloppement limite´ exact des applications affines par morceaux)
Soit f : Rd 7→ Rd une fonction affine par morceaux. Soit u ∈ Rd. Il existe un voisinage
V de u tel que pour tout u+ h ∈ V,
f(u+ h) = f(u) + f ′u(h)
De´monstration
Puisque f est affine par morceaux pour tout j ∈ {1, . . . , d}, il existe un ensemble fini A, des
ensembles finis {Ba}a∈A et une famille finie de fonctions affines ga,b tels que :
fj = min
a∈A
max
b∈Ba
ga,b
Soient A = {a ∈ A | fj(u) = max
b∈Ba
ga,b(u)} et pour a ∈ A, on pose Ba = {b ∈ Ba | fj(u) =
ga,b(u)}.
Il existe Vj tel que fj|Vj = min
a∈A
max
b∈Ba
ga,b. Soit h ∈ Rd tel que u + h ∈ Vj . On a, par
conse´quent :
fj(u+ h) = min
a∈A¯
max
b∈Ba
ga,b(u+ h) qui e´quivaut a` fj(u+ h) = min
a∈A
max
b∈Ba
(ga,b(u) +ma,b · h)
Comme min
a∈A
max
b∈Ba
ga,b(u) = fj(u), on conclut que :
fj(u+ h) = fj(u) + min
a∈A
max
b∈Ba
(ma,b · h) .
Finalement, on a (fj)
′
u(h) = min
a∈A
max
b∈Ba
(ma,b · h) avec a ∈ A et b ∈ Ba, fj(u + h) =
fj(u) + (fj)
′
u(h). Puis, en prenant V = ∩jVj , on conclut que f(u+ h) = f(u) + f ′u(h). 
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Corollaire 8.1 (Direction de descente)
Soit f : Rd 7→ Rd, et soit u ∈ fix(f), si, de plus, f est affine par morceaux, alors u est
localement minimal si et seulement si f ′u n’admet pas de point fixe non nul dans Rd−.
De´monstration
On a de´ja` montre´ au the´ore`me 8.3 que le fait que f ′u n’admette pas de point fixe ne´gatif
non-nul impliquait que u e´tait localement minimal.
Maintenant, supposons que f ′u admette un point fixe h0 ne´gatif non-nul et soit un voisinage
V de u. D’apre`s le lemme 8.3, il existe un voisinage V0 de u tel que f(u+h) = u+ f ′u(h) pour
tout h tel que u+ h ∈ V0. Il existe α > 0 tel que u+ αh0 ∈ V0 ∩ V et d’ou`, par homoge´ne´ite´
de f ′u, f(u+ αh0) = u+ αh0 < u et donc u n’est pas localement minimal. 
Exemple 8.22 (Suite de l’exemple 8.18)
On reprend la fonction f de (8.18). Cette fonction est clairement affine par morceaux d’apre`s
le lemme 8.2. En −4, la semidiffe´rentielle vaut t 7→ sup(0, t), elle n’admet pas de point fixe
ne´gatif. En tout point fixe x ∈] − 4,−3], la semidiffe´rentielle f ′x admet un point fixe ne´gatif
non-nul.
Exemple 8.23 (Suite de l’exemple 8.19)
Nous reprenons la fonction de l’exemple 8.19. Le tableau 8.1 donne une famille de convexes
ferme´s (Ci)i∈I dont les inte´rieurs sont disjoints (ou` il faut conside´rer x ≥ y a` la place de
x > y, de´couper x ≥ −1 en x ≥ 0 et x ∈ [−1, 0], remplacer y ∈]− 3,−1[ par y ∈ [−3,−1]...)
sur lequels, la fonction f est affine et donc f est affine par morceaux par de´finition.
On a de´ja` vu dans l’exemple 8.21 qu’aux points fixes (−4,−4), (−2, 0) et (0, 0), les semid-
iffe´rentielles n’avaient pas de points fixes ne´gatifs non nuls. On peut montrer que pour tout
point fixe u localement minimal de f ′u n’admet pas de point fixe ne´gatif non-nul.
Soit un point fixe (u1, v1) tel que u1 = −4 et v1 > 0, la fonction f au voisinage de ce
point fixe est la fonction (x, y) 7→ (−4, y) et donc la semidiffe´rentielle au point fixe (u1, v1)
est la fonction (h1, h2) 7→ (0, h2), cette fonction admet, par exemple, (0,−1) comme point
fixe ne´gatif non-nul. On trouve, de meˆme, (0,−1) comme point fixe ne´gatif non-nul pour la
semidiffe´rentielle aux points fixes (u2, v2) tels que u2 = −2 et v2 > 0.
Maintenant, conside´rons, (u3, v3) tels que v3 ≥ u3 > 0. On peut trouver un voisinage de
(u3, v3) telle que f soit e´gale a` (x, y) 7→ (min(x, y),max(x, y)) la semidiffe´rentielle au point
(u3, v3) est (h1, h2) 7→ (min(h1, h2),max(h1, h2)), cette fonction admet donc, par exemple,
(−1,−1) comme point fixe ne´gatif non-nul.
Maintenant, conside´rons, (u4, v4) tels que v4 > 0 et u4 = 0. On peut trouver un voisinage
de (u3, v3) telle que f soit e´gale a` (x, y) 7→ (max(x, 0), y) la semidiffe´rentielle au point (u4, v4)
est (h1, h2) 7→ (max(h1, 0), h2), cette fonction admet donc, par exemple, (0,−1) comme point
fixe ne´gatif non-nul.
8.2.3 Applications contractantes au sens large
Dans cette partie, on trouvera souvent des additions de vecteurs et d’une constante, en
re´alite´, il s’agira de l’addition d’un vecteur et du vecteur dont toutes les coordonne´es sont
e´gales a` cette constante. De meˆme pour les ine´galite´s entre des vecteurs et des constantes,
on e´crira z ≤ µ avec µ dans R pour dire que z est plus petit que le vecteur dont toutes
les coordonne´es sont e´gales a` µ, le contexte pre´cisera quelles sont les additions et ine´galite´s
classiques et les additions et ine´galite´s constantes-vecteurs.
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De´finition 8.8 (Fonction contractante au sens large)
Soit f : Rd 7→ Rd, f est dite contractante au sens large si pour tout x, y ∈ Rd,
‖f(x)− f(y)‖ ≤ ‖x− y‖.
Par la suite, nous dirons simplement contractante a` la place de contractante au sens large.
Remarque 8.6 Une fonction f est contractante au sens large ssi toutes les coordonne´es fi
sont contractantes au sens ou` |fi(x)− fi(y)| ≤ ‖x− y‖.
Exemple 8.24 (Applications croissantes sous-additivement homoge`ne)
On dit qu’une fonction g : Rd 7→ Rd est sous-additivement homoge`ne si pour tout t ∈ R+, pour
tout u ∈ Rd, g(u+ t) ≤ g(u) + t, la somme u+ t est e´gale au vecteur qui a pour coordonne´e
ui + t. Automatiquement, on a g(u)− t ≤ g(u− t) pour tout u ∈ Rd, pour tout t ∈ R+. Pour
cela, il suffit de voir que g(u− t+ t) ≤ g(u− t) + t.
Soit g une fonction monotone et sous-additivement homoge`ne. Soit x, y ∈ Rd, on a donc par
de´finition de la norme infinie −‖x− y‖ ≤ x− y ≤ ‖x− y‖ (au sens ou` toutes les composantes
de x − y sont encadre´es par −‖x− y‖ et ‖x− y‖). Par croissance de f , on obtient f(y −
‖x− y‖) ≤ f(x) ≤ f(y+‖x− y‖) et finalement par sous-additivite´ homoge`ne, on conclut que
f(y)− ‖x− y‖ ≤ f(x) ≤ f(y) + ‖x− y‖ d’ou` ‖f(x)− f(y)‖ ≤ ‖x− y‖.
Exemple 8.25 (Limite simple de fonctions contractantes)
Soit (gn)n≥0 une suite de fonctions contractantes convergeant simplement vers une fonction
g. La fonction g est contractante.
En effet, soit n ∈ N et x, y ∈ Rd, ‖gn(x)− gn(y)‖ ≤ ‖x− y‖ d’ou` gn(x) ≤ ‖x− y‖+ gn(y)
et gn(y)+ ≤ ‖x− y‖ + gn(x) puis par passage a` la limite g(x) ≤ ‖x− y‖ + g(y) et g(y) ≤
‖x− y‖+ g(x) et finalement ‖g(x)− g(y)‖ ≤ ‖x− y‖.
Exemple 8.26 (Inf sup d’applications contractantes)
Soient S, T deux ensembles non vides et (fs,t)s∈S
t∈T
une famille d’applications contractantes. La
fonction f = inf
s∈S
sup
t∈T
telle que f(x) ∈ R est contractante.
En effet, soient s, t ∈ S × T , x, y ∈ Rd, ‖fs,t(x)− fs,t(y)‖ ≤ ‖x− y‖ d’ou` fs,t(x) ≤
‖x− y‖+ fs,t(y) et fs,t(y)+ ≤ ‖x− y‖+ fs,t(x) puis en prenant successivement le supremum
sur T puis l’infimum sur S on obtient f(x) ≤ ‖x− y‖ + f(y) et f(y) ≤ ‖x− y‖ + f(x) et
finalement ‖f(x)− f(y)‖ ≤ ‖x− y‖.
Exemple 8.27 (Applications affines a` vecteur directeur sous stochastique)
Soient i ∈ {1, . . . , d} et ai ∈ Rd tel que aij ≥ 0 et
∑
j=1
aij ≤ 1 et b ∈ Rd. La fonction f
de´finie, composante par composante x 7→ fi(x) = ai ·x+ bi est contractante. Soient x, y ∈ Rd,
‖f(x)− f(y)‖ = sup
i∈{1,...,d}
d∑
j=1
aij(xi − yi) ≤ sup
i∈{1,...,d}
d∑
j=1
aij‖x− y‖ ≤ ‖x− y‖.
Contre-exemple 8.2 (Somme de variables)
Soit la fonction f qui a` x ∈ Rd associe
∑
i=1
xi sur la premie`re composante et 0 sinon. En
prenant x ≡ 1, le vecteur dont toutes les coordonne´es valent 1 et y le vecteur nul, on a
‖f(x)− f(y)‖ = |
d∑
i
xi| = d > ‖x− y‖ = ‖x‖ = sup
i=1,...,d
|xi| = 1.
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Rappelons que la norme ‖ · ‖ de´finit la norme infinie, la contraction s’entend donc au sens
de cette norme.
Proposition 8.6 (Semidiffe´rentielle d’une contraction)
Soit g : Rd → Rd une fonction contractante et soit x ∈ Rd. Si g est semidiffe´rentiable en
x, alors g′x est contractante.
De´monstration
Par de´finition de la semdiffe´rentielle, g′x est la limite simple de t
−1
n (g(x+tnh)−g(x)) en prenant
(tn)n∈N une suite qui tend vers 0. D’apre`s l’exemple 8.25, la fonction g′x est contractante au
sens large. 
La contraction d’une fonction assure que le rayon spectral de la semidiffe´rentielle ne de´-
passe pas 1. Ce re´sultat qui va eˆtre utilise´ pour en de´duire une e´quivalence entre le rayon
spectral et l’ensemble des points fixe non nul de la semidiffe´rentielle.
Proposition 8.7
Soit f : Rd → Rd une fonction contractante au sens large et soit u ∈ Rd. Si, de plus, f
est semidiffe´rentiable en u alors f ′u n’a pas de point fixe dans Rd−\{0} ssi ρRd−(f
′
u) < 1.
De´monstration
Il suffit de montrer que ρRd−
(f ′u) ≤ 1. Tout d’abord, remarquons que comme la fonction f est
une contraction au sens large, alors, d’apre`s la proposition 8.6, f ′u est aussi une contraction au
sens large. Supposons ρRd−
(f ′u) > 1. Il existe µ > 1 et x ∈ Rd− \{0}, tels que f ′u(x) = µx. D’ou`
‖f ′u(x)− f ′u(0)‖ = ‖f ′u(x)‖ = µ‖x‖ > ‖x‖, ce qui contredit le fait que f ′u soit contractante. 
La contraction est une hypothe`se cruciale pour passer de la minimalite´ locale a` la minimal-
ite´ globale c’est-a`-dire, dans notre cas, nous allons montrer que le seul point fixe localement
minimal est le plus petit point fixe.
The´ore`me 8.4 (Unicite´ du point fixe localement minimal)
Soit f : Rd 7→ Rd et soit u ∈ fix(f), supposons f contractante au sens large alors u est
localement minimal si et seulement si u est le plus petit point fixe de f .
Pour prouver ce the´ore`me, nous prouvons l’existence d’un retract non-line´aire. Cette ap-
proche a de´ja` e´te´ utilise´e dans [CGG+05] pour prouver qu’un point fixe e´tait le plus petit
point fixe de`s qu’il e´tait atteint par une unique politique.
Lemme 8.4 (Retract non-line´aire)
Il existe une application P : Rd → fix(f) croissante contractante qui ve´rifie P 2 = P et
fix(P ) = fix(f).
De´monstration
On suit l’ide´e de Gaubert et Gunawardena dans [GG04], nous proposons de construire la
fonction P comme suit : P (x) = lim
k→+∞
fk(y) ou` y = lim sup
l→+∞
f l(x). Comme f est contractante
au sens large et que u ∈ fix(f) alors pour tout k ∈ N et pour tout x ∈ Rd, ‖fk(x)− fk(u)‖ ≤
‖x− u‖, donc ‖fk(x)− u‖ ≤ ‖x− u‖, par conse´quent {fk(x)}k∈N est borne´e pour tout x ∈
Rd.
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On pose pour tout x ∈ Rd : Q(x) = inf
k≥1
sup
n≥k
fn(x) = lim
k→+∞
sup
m≥k
fm(x). Comme {fk(x)}k∈N
est borne´e, Q(x) existe et est unique.
Soit x ∈ Rd et k ∈ N sup
n≥k
fn(x) ≥ fm(x) pour tout m ≥ k puis comme f est croissante,
f(sup
n≥k
fn(x)) ≥ f(fm(x)) pour tout m ≥ k et en prenant le sup sur m ≥ k a` droite on obtient
f(sup
n≥k
fn(x)) ≥ sup
m≥k
f(fm(x)) en faisant tendre k vers +∞, et en utilisant la continuite´ de f ,
on obtient f(Q(x)) ≥ Q(x).
Finalement, par croissance de f , on de´duit que {f l(Q(x))}l∈N est une suite croissante
majore´e car borne´e, elle converge et on peut poser :
P (x) = lim
l→+∞
f l(Q(x))
La fonction f est contractante, donc Q est contractante en tant que inf sup d’applications
contractantes (exemple 8.26) et P est contractante en tant que limite simple d’applications
contractantes (exemple 8.25). De plus, par construction P est croissante car f .
Enfin f(P (x)) = f(lim f l(x)) = lim f l+1(x) = P (x), ce qui entraˆıne que pour tout x ∈ Rd,
P (x) ∈ fix(f). Par ailleurs,
P (P (x)) = lim
l→+∞
f l[lim sup
k→+∞
fk(P (x))]
d’ou` P (P (x)) = P (x) puisque P (x) ∈ fix(f).
On a montre´ que fix(P ) ⊆ fix(f), l’inclusion inverse est e´vidente. 
De´monstration (The´ore`me 8.4)
Prenons une application P comme dans le lemme 8.4. On suppose que u est localement
minimal mais pas le plus petit point fixe. Il existe v ∈ fix(f), tel que inf(v, u) 6= u. On
pose ωt = inf(v + t, u) avec t ≥ 0. Soit t ≥ 0, par croissance de P , P (ωt) ≤ P (u) = u et
P (ωt) ≤ P (v + t). De plus, comme P est contractante ‖P (v + t)− P (v)‖ ≤ ‖v + t− v‖ = t,
et par de´finition de la norme infinie, P (v+ t) ≤ P (v)+ t = v+ t et on conclut que P (ωt) ≤ ωt.
Soit maintenant, t0 = inf{t > 0 | ωt = u}. Pour tout 0 < t < t0, P (ωt) ≤ wt < wt0 = u et
par le lemme 8.4, P (ωt) ∈ fix(f). La fonction P e´tant continue et ωt de´pendant continuement
de t, P (ωt) tend vers u quand t tend vers t0 ce qui contredit la locale minimalite´ de u.
Finalement, u localement minimal implique u est le plus petit point fixe. La re´ciproque
est imme´diate. 
Exemple 8.28
Soit α ≥ 1/4. Conside´rons la fonction f de´finie par :
f(x, y) =
( √|y|+ α
max(x, y)
)
La fonction f est contractante puisque ‖
√
|y|+ α−
√
|y′|+ α‖ ≤ (2√α)−1‖(x, y)− (x′, y′)‖.
L’ensemble des points fixes est {(x, y) ∈ R2 | x ≥ (1 +√1 + 4α)/2, y = x2 − α}.
Soit (x, y) ∈ fix(f), tel que x = y = (1 + √1 + 4α)/2 = ψ(α). On pose, de plus, que
γ(α) = 2
√
ψ(α) + α on en de´duit que la semidiffe´rentielle de f en (ψ(α), ψ(α)) est la fonction
h 7→ (h2(γ(α))−1,max(h1, h2)). On note cette fonction f ′ψ(α). Pour montrer que ce point
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fixe est le plus petit, il suffit de montrer qu’il est localement minimal et on peut utiliser le
the´ore`me 8.3. Soit λ ≥ 0 et h = (h1, h2) 6= 0 tels que h ∈ R2− et f ′ψ(α)(h) = λh ce qu’on peut
traduire par :{
h2 = λγ(α)h1
λh2 = max(h1, h2)
ou encore
{
h2 = λγ(α)h1
λ2γ(α)h1 = max(h1, λγ(α)h1)
On en de´duit que λ2γ(α)h1 ≥ h1 et que λ2γ(α)h1 ≥ λγ(α)h1. La premie`re ine´galite´
implique λ2γ(α) ≤ 1. Par ailleurs, on remarque que si h1 = 0 alors h est le vecteur nul donc
h1 < 0. Ceci entraˆıne que λ ≤ 1 (que l’on peut aussi de´duire des proprie´te´s de contraction
de f). On conclut que 0 ≤ λ ≤ inf(
√
γ(α)−1, 1) =
√
γ(α)−1 < 1. Le rayon spectral de f ′ψ(α)
sur R2− est donc strictement plus petit que 1, en conclusion (ψ(α), ψ(α)) est bien le plus petit
point fixe de f .
En conclusion, en concate´nant le the´ore`me 8.3, le corollaire 8.1 et la proposition 8.7, si f
est affine par morceaux et contractante au sens large, on obtient une condition ne´ce´ssaire et
suffisante de minimalite´ de point fixe fini :
The´ore`me 8.5 (Caracte´risation du plus petit point fixe)
Soit f : Rd → Rd, croissante, affine par morceaux et contractante. Soit u ∈ fix(f). Les
assertions suivantes sont e´quivalentes :
(1) u est le plus petit point fixe ;
(2) f ′u n’a pas de point fixe non nul dans Rd− ;
(3) ρRd−
(f ′u) < 1.
De´monstration
Puisque f est contractante au sens large d’apre`s le the´ore`me 8.4, le plus petit point fixe u de f
est l’unique point fixe localement minimal, l’assertion (1) est donc e´quivalent a` la proposition
”u est localement minimal”. De plus, on a montre´ dans le the´ore`me 8.3 que (3) =⇒ (2) =⇒
(1).
Il suffit donc de prouver les implications inverses. D’apre`s le corollaire 8.1, comme f est
affine par morceaux alors (1) =⇒ (2). Enfin, d’apre`s la proposition 8.7, (2) =⇒ (3) ce qui
ache`ve la preuve du the´ore`me. 
Exemple 8.29
On conside`re la fonction f de´finie par :
f(x, y) =
(
min(max(x, 0),max(y, 0))
max(max(x, 0),max(y, 0))
)
On a de´ja` vu que l’ensemble des points de f e´tait e´gal a` {(x, y) ∈ R2 | y ≥ x ≥ 0}. Soit
un point fixe (u, v) 6= (0, 0).
Supposons que v > 0 et u = 0. D’apre`s la proposition 8.5, la semidiffe´rentielle en (u, v)
est la fonction h 7→ (max(h1, 0), h2) et cette fonction admet un point fixe ne´gatif non nul (par
exemple (0,−1)) et donc (u, v) n’est pas le plus petit point fixe de f .
Maintenant, si u et v sont strictement positifs et ve´rifient v ≥ u. D’apre`s la proposition 8.5,
la semidiffe´rentielle de f en (u, v) est la fonction h 7→ (h1, h2) si v > u et la fonction h 7→
(min(h1, h2),max(h1, h2)) et dans les deux cas, le vecteur (−1,−1) est un point fixe ne´gatif
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non-nul de la semidiffe´rentielle et donc dans les deux cas (u, v) n’est pas le plus petit point
fixe de f .
Finalement, en prenant (u, v) = (0, 0), la semidiffe´rentielle en (0, 0) est la fonction h 7→
(min(max(h1, 0),max(h2, 0)),max(max(h1, 0),max(h2, 0))) et sur R2− la semidiffe´rentielle en
(0, 0) est la fonction nulle et donc n’admet pas de point fixe ne´gatif non nul et donc (0, 0) est
le plus petit point fixe de f .
Exemple 8.30
Soit la fonction f de´finie par :
f(x, y) =
 12 min(x, y) + 13 max(x, y) + 5
max(min(
1
4
x+
3
4
y, y), 0)

La fonction est clairement croissante et est affine par morceaux car la premie`re coordonne´e
est e´gale a` la fonction (x, y) 7→ min(max(5
6
x,
1
2
x +
1
3
y),max(
1
3
x +
1
2
y,
5
6
y)) + 5. La fonction
est e´galement contractante en tant que min-max d’applications contractantes.
L’ensemble fix(f) est {(x, y) ∈ R2 | 4x = 3y + 30, 30 ≥ y ≥ 0}. Le point (15/2, 0) est
clairement le plus petit point fixe de f . Calculons les semidiffe´rentielles en tout point fixe de
f . Au point (15/2, 0), la semidiffe´rentielle de f est la fonction :
(h1, h2) 7→ f ′(15/2,0)(h) =
( 1
3
h1 +
1
2
h2
max(h2, 0)
)
On conclut que h = f ′(0,0)(h) implique que h2 = 0 puis que h1 = 0. Finalement le seul
point fixe ne´gatif de f ′(0,0) est 0 ce qui implique que (0, 0) est le plus petit point fixe.
Soit (x, y) ∈ fix(f) tel que 30 ≥ y > 0. Au point (x, y), la semidiffe´rentielle de f est la
fonction :
(h1, h2) 7→ f ′(x,y)(h) =
( 1
3
h1 +
1
2
h2
h2
)
Le point (−1,−4/3) est un point fixe ne´gatif de f ′(x,y) ce qui montre bien que (x, y) n’est
pas le plus petit point fixe de f .
Contre-exemple 8.3
On reprend la fonction f de l’exemple 8.19. On ne peut pas utiliser le the´ore`me 8.5 pour
caracte´riser le plus petit point fixe de f : la fonction posse`de plusieurs points fixes localement
minimaux. On remarque aussi que l’ensemble des points fixes de f n’est pas connexe par arcs
car la fonction n’est pas contractante.
De manie`re duale, tout le travail de´veloppe´ dans ce chapitre peut eˆtre applique´ pour
calculer le plus grand point fixe. On pourrait donc appliquer ces travaux pour prouver qu’un
point fixe est unique en montrant qu’il est a` la fois le plus petit point fixe et le plus grand
point fixe.
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8.2.4 Raffinement de l’algorithme d’ite´ration sur les politiques
Le the´ore`me 8.5 permet de construire une e´tape supple´mentaire dans l’algorithme d’ite´ra-
tion sur les politiques dans le cas affine par morceaux contractant et croissant.
Soit une fonction f affine par morceaux, contractante et croissante, elle est donc de la
forme :
min
a∈A(i)
max
b∈B(i,a)
P abi · x+Rabi ()
ou`, pour tout i ∈ {1, . . . , d}, A(i) et B(i, a) sont des ensembles finis, pour tout a ∈ A(i)
et b ∈ B(i, a), pour tout j ∈ {1, . . . , d}, P abij ≥ 0 et
d∑
j=1
P abij ≤ 1. Pour a ∈ A(i) et b ∈ B(i, a),
les e´le´ments Rabi sont des nombres re´els.
On note :
Π = {pi : {1, . . . , d} 7→
⋃
i=1,...d
A(i) | pi(i) = pii ∈ A(i)}
d’ou` la formulation :
f = min
pi∈Π
fpi ()
ou` l’application fpi : Rd → Rd est telle que pour tout x ∈ Rd et pour tout i ∈ {1, . . . , d},
fpiii (x) = max
b∈B(i,pii)
P piibi · x+Rpiibi (8.4)
Les applications fpi sont des applications convexes car toutes leurs fonctions coordonne´es
sont des maxima d’applications affines. De plus, elles sont croissantes en tant que maxima
de fonctions affines dont les vecteurs directeurs sont des vecteurs positifs. En outre, en vertu
de (8.1), le plus petit point fixe de f est fini si et seulement si aucun plus petit point fixe
d’une application fpi n’a de coordonne´e −∞ et au moins l’un de ces points fixes appartient a`
Rd.
Remarque 8.7 Le nombre de politiques est fini, donne´ par
d∏
i
card(A(i)).
Pour prouver la convergence de l’algorithme 8, nous devons faire une hypothe`se sur les plus
petits points fixe des applications fpi. La pre´mie`re nous permettra d’utiliser le the´ore`me 8.1 :
∀pi ∈ Π lfp(fpi) ∈ Rd (H1)
La seconde hypothe`se permet de conside´rer les applications f et fpi uniquement en tant
qu’applications dans Rd. On suppose que toute les politiques fpi posse`de un plus petit point
fixe dans Rd au sens ou` pour tout pi ∈ Π, il existe un vecteur xpi ∈ Rd tel que xpi ≤ x pour
tout point fixe x ∈ Rd de fpi. On note ainsi l’hypothe`se :
∀pi ∈ Π, ∃xpi ∈ Rd (fpi(x) = x, x ∈ Rd) =⇒ xpi ≤ x (H2)
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Algorithme 8: Calcul du plus petit point fixe par ite´ration sur les politiques
Entre´es : Soit f une fonction de la forme ().
Sorties : Le plus petit point fixe de f dans Rd.
de´but
Choisir une politique pi0, k = 0;
De´termination de la valeur (Dk) :
Calculer le plus petit point fixe uk de fpi
k
;
Ame´lioration de la politique (Ik) :
si f(uk) < uk alors
Choisir pik+1 telle que f(uk) = fpi
k+1
(uk);
Aller a` l’e´tape (Dk+1);
sinon// f(uk) = uk
Calculer αk := ρ(f
′
uk);
si αk < 1 alors
retourner uk, le plus petit point fixe de f ;
sinon// αk = 1
Prendre h ∈ Rd−\{0} tel que f ′uk(h) = h;
pour chaque j ∈ {1, . . . , d} faire
Choisir pik+1(j), l’action a qui atteint le minimum dans
(f ′uk)j(h) = min
a∈Aj
(f ′a)uk(h) ou` Aj = {a ∈ A(j) | fa(uk) = f(uk)};
Aller a` l’e´tape (Dk+1).
The´ore`me 8.6 (Convergence en temps fini de l’algorithme)
Si (H1) ou (H2) sont satisfaites, les proprie´te´s suivantes sont vraies :
1. La suite (uk)k≥0 ge´ne´re´e par l’algorithme 8 est strictement de´croissante.
2. L’algorithme retourne le plus petit point fixe de f en temps fini.
Le lemme suivant est un analague du the´ore`me 8.1 dans le cas des applications sur Rd.
Lemme 8.5
Soit g : Rd → Rd croissante et contractante au sens large. Supposons que g posse`de un
plus petit point fixe u dans Rd. Alors les assertions suivantes sont vraies :
1. u est le plus petit e´le´ment de l’ensemble {x ∈ Rd | f(x) 6 x} ;
2. u est l’unique solution du proble`me d’optimisation :
Min
{
d∑
i
xi | g(x) ≤ x, x ∈ Rd
}
(P)
De´monstration (Lemme 8.5)
Le vecteur u est un point re´alisable de (P). Si x est un autre point re´alisable, comme g
est croissante et contractante au sens large et posse`de un point fixe, alors (gk(x))k est une
suite de´croissante et borne´e. Appelons y la limite de gk(x), nous obtenons y ≤ x et y est
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un point fixe fini de g d’ou` y ≥ u ce qui montre la premie`re assertion. On en de´duit que∑
1≤i≤d
ui ≤
∑
1≤i≤d
yi ≤
∑
1≤i≤d
xi. Comme x est un point re´alisable arbitraire, il s’ensuit que u
est une solution optimale. Si x est une solution optimale, on doit avoir
∑
1≤i≤d
ui =
∑
1≤i≤d
xi et
puisque u 6 x, on conclut que u = x ce qui montre la seconde assertion. 
De´monstration (The´ore`me 8.6)
1. Le re´sultat est e´tabli dans Gaubert, Goubault et al dans [GGTZ07, Theorem 3] dans
le cadre de l’hypothe`se (H1). Nous en redonnons la preuve ici. Soit k ≥ 0. Si uk ∈
Rd n’est pas un point fixe de f alors il existe pik+1 tel que f(uk) = fpi
k+1
(uk). Soit
E = {x ∈ Rd | fpik+1(x) ≤ x}. Sous (H1), fpik+1 posse`de un plus petit point fixe
uk+1 ∈ Rd qui est d’apre`s le the´ore`me de Tarski et la croissance de fpik+1 , le plus
petit e´le´ment de E. Sous (H2), fpi
k+1
posse`de un plus petit point fixe dans Rd, uk+1
qui est d’apre`s la premie`re assertion du lemme 8.5, le plus petit e´le´ment de l’ensemble
E. Or, comme uk ∈ E et donc uk+1 ≤ uk. De plus, par croissance de fpik+1 , on a
fpi
k+1
(uk+1) = uk+1 ≤ fpik+1(uk) = f(uk) < uk. Maintenant si uk est un point fixe mais
pas le plus petit alors il existe h ∈ Rd− non nul tel que uk+1 ≤ f(uk + h) = uk + h < uk.
2. Deux politiques ne peuvent pas eˆtre se´lectionne´es deux fois puisque, d’apre`s le point 1,
la suite ge´ne´re´e par l’algorithme est strictement de´croissante et comme le nombre de
politiques est fini alors l’algorithme retourne le plus petit point fixe en au plus card(Π)
e´tapes. 
Nous avons de´ja` montre´ au the´ore`me 8.1 comment calculer le plus petit point fixe d’une
fonction associe´e a` une politique lorsque l’hypothe`se (H1) est ve´rifie´e. En effet, une fonction
associe´e a` une politique est une fonction convexe en tant que supremum de fonctions convexes.
La deuxie`me assertion du lemme 8.5 nous dit aussi que sous l’hypothe`se (H2), le plus petit
point fixe d’une fonction associe´e a` une politique se calcule par optimisation convexe. nous
re´sumons ce re´sultat sous la forme d’un corollaire.
Corollaire 8.2 (Calcul du plus petit point fixe d’une politique)
Si (H1) ou (H2) sont satisfaites alors pour tout pi ∈ Π, lfp(fpi) est l’unique solution du
programme line´aire :
Min
{
d∑
i
xi | fpi(x) ≤ x, x ∈ Rd
}
(Ppi)
Il nous reste a` donner des me´thodes pour calculer le rayon spectral d’une application
homoge`ne et continue.
8.3 Aspects nume´riques et pratiques de la minimalite´
Le but de cette section est d’expliciter des me´thodes pour calculer ou e´valuer le rayon spec-
tral. Dans le the´ore`me 8.5, nous avons caracte´rise´ les points fixes graˆce au rayon spectral de la
semidiffe´rentielle aux points fixes. Il faut donc trouver une me´thode pour calculer ou e´valuer
le rayon spectral et trouver un certificat pour prouver que le rayon spectral est strictement
plus petit que 1 ou qu’il est strictement plus grand que 1. On verra que le cas proble´matique
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est le cas ou` le rayon spectral vaut 1. La sous-section 8.3.1 traite de l’encradrement du rayon
spectral, cet encadrement se base sur re´sultat de Nussbaum [Nus86] puis dans la section 8.3.2,
nous pre´sentons le cas particulier des fonctions min-max homoge`nes.
8.3.1 Encadrement du rayon spectral
Me´thode des puissances et borne supe´rieure du rayon spectral
En dimension finie, pour un coˆne C convexe ferme´ pointe´ non re´duit a` {0} et d’inte´rieur
non vide et une fonction continue, croissante et homoge`ne g, on va pouvoir encadrer le rayon
spectral de g. En dimension finie, il existe d’autres de´finitions e´quivalentes du rayon spectral.
Nous commenc¸ons pare la de´finition du rayon spectral relatif a` un coˆne 1.
De´finition 8.9 (Rayon spectral relatif a` un coˆne)
Soit C un coˆne convexe ferme´ pointe´. Soit une fonction continue g homoge`ne de C dans
C. On appelle rayon spectral relatif au coˆne C
ρˆC(g) = sup
x∈C
lim sup
k→∞
‖gk(x)‖∞1/k
Une autre de´finition e´quivalente est le rayon spectral de Bonsall.
De´finition 8.10 (Rayon spectral de Bonsall)
Soit C un coˆne convexe ferme´ pointe´. Soit une fonction continue g homoge`ne de C dans
C. Le rayon spectral de Bonsall est de´fini
ρ˜C(g) = lim
n→+∞ sup‖x‖≤1
x∈C
‖gn(x)‖
= inf
n≥1
sup
‖x‖≤1
x∈C
‖gn(x)‖ .
Mallet-Paret et Nussbaum ont montre´ dans [MPN02] qu’en dimension finie, l’e´galite´ (♣)
est satisfaite :
ρC(g) = ρˆC(g) = ρ˜C(g) (♣)
Remarque 8.8 Mallet-Paret et Nussbaum, dans [MPN02], ont montre´ que l’e´galite´ (♣) de-
meurait vraie en dimension infinie lorsque le rayon spectral est plus grand qu’une mesure de
compacite´.
De plus, Nussbaum a montre´ dans [Nus86], qu’en prenant C = Rd+, on a, de plus :
ρC(g) = inf
x∈int(C)
max
1≤i≤d
gi(x)
xi
(8.5)
= sup
x∈Rd+
x 6=0
min
1≤i≤d
xi 6=0
gi(x)
xi
(8.6)
1. Nous traduisons ainsi le terme “cone spectral radius” [MPN02].
191
CHAPITRE 8. POINTS FIXES MINIMAUX D’APPLICATIONS SEMIDIFFE´RENTIABLES
Le re´sultat reste valide en prenant C = Rd− et g : C 7→ C. Nous supposerons maintenant
que C = Rd−. En utilisant la de´finition du rayon spectral de Bonsall (de´finition 8.10), on
obtient que ρC(g
p) = (ρC(g))
p pour tout entier p ≥ 1.
Soit y ∈ int(C). On de´duit, en utilisant le re´sultat de Nussbaum de l’e´quation (8.5), pour
tout p ≥ 1 entier :
ρC(g) ≤ max
1≤i≤d
(
gpi (y)
yi
) 1
p
Pour tout i ∈ {1, . . . , d}, yi est strictement ne´gatif d’ou` min
j=1,...,d
(yj) ≤ yi, ce qui e´quivaut a`
( min
i=1,...,d
yj)y
−1
j ≥ 1.
De plus, nous de´duisons de gpi (y) ≤ 0 que, pour tout i ∈ {1, . . . , d} :
( min
j=1,...,d
yj)y
−1
i g
p
i (y) ≥ gpi (y)
d’ou` :
y−1i g
p
i (y) ≤ −( min
j=1,...,d
yj)
−1(−gpi (y))
en prenant le max sur i, on conclut que :
max
i=1,...,d
y−1i g
p
i (y) ≤ ( max
j=1,...,d
−yj)−1 max
i=1,...,d
(−gpi (y)) .
En posant M = max
j=1,...,d
−yj > 0, on obtient que :
ρC(g) ≤ ( max
1≤i≤d
gpi (y)y
−1
i )
1/p ≤M−1/p‖gp(y)‖1/p (8.7)
Or la lim sup quand p→∞ de M−1/p‖gp(y)‖1/p est lim sup
p→+∞
‖gp(y)‖1/p puis, en prenant le
supremum sur int(C) on obtient, pour tout y ∈ int(C) :
ρC(g) ≤ lim inf
p→+∞( max1≤i≤d
gpi (y)y
−1
i )
1/p
≤ lim sup
p→+∞
( max
1≤i≤d
gpi (y)y
−1
i )
1/p
≤ sup
z∈int(C)
lim sup
p→+∞
‖gp(z)‖1/p ≤ ρˆC(g) = ρC(g) .
En conclusion, ( max
1≤i≤d
gpi (y)y
−1
i )
1/p converge vers ρC(g) quand p → ∞. Cette majoration
donne une me´thode pour prouver que ρC(g) < 1.
Algorithme 9: Me´thode de la puissance pour le calcul du rayon spectral
Entre´es : Une fonction homoge`ne croissante contractante au sens large g et un vecteur
y ∈ Rd−
Sorties : Une preuve que ρRd−
(g) < 1
ρ1 :=
(
max
1≤i≤d
gi(y)
yi
)
;
k = 1;
tant que ρk ≥ 1 faire
ρk :=
(
max
1≤i≤d
gki (y)
yi
)
L’algorithme 9 peut ne pas terminer si ρC(g) = 1.
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Borne infe´rieure par la formule de Collatz-Wielandt
On peut e´galement utiliser le re´sultat de Nussbaum (8.6) pour calculer la borne infe´rieure
du rayon spectral. Prenons x 6= 0, et posons α(p, x) = min
1≤i≤d
xi 6=0
gpi (x)x
−1
i , on obtient par con-
se´quent :
ρC(g) ≥ α(p, x)1/p
Cette minoration donne une borne valide du rayon spectral mais cette me´thode d’approxi-
mation est difficilement imple´mentable, en effet, il faut choisir un « bon » rang p et un « bon »
vecteur x non-nul pour avoir une borne inte´ressante c’est-a`-dire x non-nul et p ∈ N∗ tels que
α(p, x)1/p ≥ 1.
8.3.2 Fonctions min-max homoge`nes
Une application f : Rd 7→ Rd est appele´e application min-max homoge`ne si toutes ses
coordonne´ees sont des fonctions min-max homoge`nes. La de´finition 8.11 est inspire´e par Gu-
nawardena [Gun94] et Olsder [Ols91].
De´finition 8.11 (Fonctions min-max homoge`nes)
Une fonction f : Rd 7→ R est une fonction min-max homoge`nes des variables h1, . . . , hd
si elle s’e´crit : X 7→ min(X,X),max(X,X), h1, . . . , hd, 0.
Une application f : Rd 7→ Rd sera dite min-max homoge`ne si toutes les coordonne´es fi
sont des fonctions min-max homoge`nes.
Exemple 8.31
La fonction h 7→ min(h1,max(h2, h3, 0) est une fonction min-max homoge`ne.
Exemple 8.32
L’application f : R3 7→ R3 de´finie par :
f(x, y, z) =
 max(x,max(z, 0))min(z, 0)
max(x, y, z)

est min-max homoge`ne.
Contre-exemple 8.4
La fonction qui a` h associe min(h1 + h2, 0) n’est pas une application min-max homoge`ne.
En effet, elle n’est pas contractante et on verra dans la proposition 8.9 qu’une application
min-max homoge`ne est contractante.
Proposition 8.8 (Stabilite´ des applications min-max homoge`nes sur Zd)
Une application g min-max homoge`ne ve´rifie g(Zd) ⊆ Zd.
De´monstration
Pour tout i ∈ {1, . . . , d}, h 7→ hi est a` valeurs dans Z si h appartient a` Zd, la fonction nulle
est e´galement a` valeurs dans Z. Soit une famille de fonctions {fk}k∈K telle que fk : Zd 7→ Z
ou` K est fini et non-vide ve´rifie max
k∈K
fk : Zd 7→ Z, ceci est vrai aussi pour un min. 
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Proposition 8.9 (Contraction d’une application min-max homoge`ne)
Une application min-max homoge`ne est contractante au sens large.
De´monstration
Pour tout i ∈ {1, . . . , d}, les applications h 7→ hi sont contractantes au sens larges puisque
|hi−h′i| ≤ sup
i=1,...d
|hi−h′i| = ‖h− h′‖. La fonction nulle est e´galement contractante. Maintenant,
comme un min-max de fonctions contractantes est contractante alors une fonction min-max
homoge`ne est contractante. 
Proposition 8.10 (Rayon spectral d’une application min-max homoge`ne)
Soit g une application min-max homoge`ne sur Rd. Soit e l’e´le´ment de Rd− tel que ei = −1,
pour tout i = 1, . . . , d.
Les assertions suivantes sont satisfaites :
1. ρRd−
(f ′u)(g) ∈ {0, 1}.
2. ρRd−
(f ′u)(g) = 0 ⇐⇒ lim
k→+∞
gk(e) = 0.
3. La limite lim
k→+∞
gk(e) est atteinte en au plus d ite´rations.
De´monstration
Puisque g est une fonction min-max homoge`ne, elle est croissante, contractante et homoge`ne
et donc g(0) = 0. On a par conse´quent ‖g(e)‖ ≤ ‖e‖ = 1 et comme g(e) ≤ 0 d’ou` g(e) ≥ e.
En utilisant la monotonie de g, on de´duit que (gk(e))k≥0 est une suite croissante et majore´e
par le vecteur nul, elle est donc convergente vers b ≥ 0. Comme g pre´serve les entiers alors g
converge vers b ∈ Zd en au plus d pas ceci de´montre le point 3.
Supposons que b = 0. Pour tout y ∈ Rd−, il existe t ≥ 0 tel que 0 ≥ y ≥ te et comme g
est monotone et homoge`ne alors 0 ≥ gk(y) ≥ tgk(e) = 0 pour tout k ≥ d ce qui implique que
ρRd−
(f ′u) = 0. Si b < 0, nous avons g(b) = b donc ρRd−(f
′
u) ≥ 0 et g est contractante comme
ρRd−
(f ′u) ≤ 1. Ceci prouve les points 1 et 2. 
D’autres cas particuliers permettent de re´soudre facilement les proble`mes de points fixes
lorsque la fonction est monotone, affine par morceaux, contractante au sens large. Si la fonc-
tion co¨ıncide, sur le coˆne ne´gatif, avec une application line´aire alors le proble`me devient de
singularite´ de matrices. Le proble`me devient particulie`rement facile lorsque la matrice asso-
cie´e a` l’application line´aire est stochastique puisqu’elle admet dans ce cas, comme point fixe
ne´gatif le vecteur qui a pour coordonne´e −1 partout.
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CHAPITRE 9
CALCUL DE PLUS PETIT POINT FIXE : APPLICATIONS A`
L’ANALYSE STATIQUE ET AUX JEUX STOCHASTIQUES
Dans ce chapitre, nous pre´sentons quelques applications des the´ore`mes de minimalite´
de´veloppe´s dans le chapitre 8. Nous nous inte´ressons en particulier aux jeux stochastiques
dont la valeur est a` la fois la limite des ite´re´es de l’ope´rateur de Shapley et le plus petit point
fixe de cet ope´rateur. De plus, pour travailler avec des applications affines par morceaux, nous
conside´rons des ope´rateurs de´finis a` partir des actions pures. Dans la premie`re section 9.1, nous
e´tudions des jeux stochastiques particuliers ou` les actions optimales sont mixtes et chargent
toutes les actions, puis nous nous inte´ressons a` des jeux stochastiques positifs particuliers :
dans un premier temps, nous regardons des jeux ou` les joueurs n’ont que deux choix a` chaque
e´tat, ils peuvent soit continuer a` jouer soit arreˆter le jeu ; ensuite, nous regardons des jeux
stochastiques a` information parfaite avec options d’arreˆt et paiements positifs. Dans la deux-
ie`me section 9.2, nous pre´sentons des exemples de programmes ou` la fonction se´mantique
abstraite est une application affine par morceaux contractante. On peut voir ces fonctions
se´mantiques abstraites comme des ope´rateurs dynamiques de jeux de´terministes. Enfin, nous
terminons a` la section 9.3 sur quelques mots sur l’imple´mentation ce chapitre sur quelques
mots sur le prototype e´crit en C imple´mentant la me´thode dans le cas de l’interpre´tation
abstraite.
9.1 Applications aux jeux
La section de´bute par des rappels sur les jeux stochastiques a` la sous-section 9.1.1, puis
nous terminons cette section par dans la sous-section 9.1.2 sur le cas des jeux a` paiements
positifs.
9.1.1 Rappels sur les jeux stochastiques
Nous rappelons le cadre des jeux stochastiques du chapitre 3. Nous conside´rons des jeux
stochastiques a` deux joueurs a` somme nulle, le joueur J1 est le minimiseur et le joueur J2
le maximiseur. Nous nous inte´ressons aux jeux stochastiques en temps discret. Le jeu est a`
espace d’e´tats fini et nous notons S = {1, . . . , d} l’espace d’e´tats. Pour chaque e´tat s ∈ S,
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les joueurs J1 et J2 ont des espaces d’actions finis respectivement A(s) et B(s). Pour chaque
e´tat s ∈ S, un couple d’actions (a, b) ∈ A(s) × B(s) induit une probabilite´ de transition
Ps(a, b) : un nouvel e´tat t est tire´ suivant la probabibilite´ Pst(a, b), en outre, le joueur J1 paie
instantane´ment Rs(a, b) au joueur J2.
Le but des deux joueurs est d’optimiser un paiement final qui peut eˆtre l’espe´rance de
la somme actualise´e des paiements instantane´es, la moyenne des paiements instantane´s, la
limite supe´rieure des paiements instantane´s... Lorsque le jeu est en horizon fini le paiement
final se calcule graˆce a` une e´quation re´cursive. En horizon infini, dans le cas escompte´, la
valeur du jeu est l’unqiue point fixe d’un ope´rateur qui repre´sente le gain quotidien de chaque
joueur. L’ope´rateur de Shapley repre´sente cette optimisation journalie`re : l’ope´rateur associe
a` un vecteur v ∈ Rd, la valeur du jeu en un coup de´termine´ par v. En vertu du the´ore`me
de Von-Neumann, a` chaque date, la valeur du jeu en un coup existe quand on autorise les
joueurs a` choisir des actions mixtes et on obtient l’ope´rateur de Shapley :
x 7→ Fs(x) = inf
σ∈∆(A(s))
sup
τ∈∆(B(s))
R˜s(σ, τ) + P˜s(σ, τ) · x, pour tout s ∈ S
ou` ∆(A(s)), ∆(B(s)) de´signent respectivement les ensembles de mesures de probabilite´s
sur les espaces d’actions A(s) et B(s) des joueurs 1 et joueur 2 et R˜s et P˜s de´signent les
extensions mixtes.
Originellement, Shapley a conside´re´ des mode`les avec taux d’escompte (
∑
t∈S
Pst(a, b) < 1
pour tout s ∈ S) et ainsi la limite de la suite (Fn(x0))n≥0 existe quelque soit x0 ∈ Rd et
converge vers l’unique point fixe de F . L’unicite´ et l’existence sont assure´es par le fait que F
est, pour des jeux a` taux d’escompte, une fonction strictement contractante et la conclusion
de´coule du the´ore`me de point fixe de Picard.
Dans notre mode`le, on conside`re des jeux sans taux d’escompte et donc la limite de la
suite (Fn(x0))n≥0 n’existe pas force´ment. Cependant, par croissance de F , cette limite existe
et e´ventuellement a` valeur infinie de`s lors que x0 satisfait x0 ≤ F (x0) ou F (x0) ≤ x0. Par
ailleurs, on sait par continuite´ de la fonction que la limite est un point fixe de F .
Remarque 9.1 On aurait pu conside´rer des jeux dont la valeur est donne´e par lim sup
n→+∞
Fn(x0)
ou lim inf
n→+∞ F
n(x0).
9.1.2 Les jeux a` paiements positifs
Ce type de jeu a e´te´ e´tudie´ dans [FV97]. Ces jeux font partie de la classe des jeux
a` paiement total : on s’inte´resse a` la somme des paiements gagne´s. Comme indique leur
nom, les jeux a` paiements positifs ve´rifient pour tout e´tat s, pour tout couple d’actions
(a, b), Rs(a, b) ≥ 0. Les paiements finaux correspondent a` l’espe´rance de la somme des
paiements instantane´s : en prenant un couple de strate´gie (voir de´finition au chapitre 3)
(σ, τ) = ((pi0, . . . , pik, . . .), (pi′0, . . . , pi′k, . . .)), on s’inte´resse a` la fonction :
ws(σ, τ) = E
σ,τ
s
( ∞∑
k=0
Rsk(pi
k, pi′k)
)
,
nous rappelons que ce jeu a une valeur si v(s) := inf
σ
sup
τ
ws(σ, τ) = sup
τ
inf
σ
ws(σ, τ).
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Dans [FV97, Theorem 4.4.4], les auteurs montrent que la valeur du jeu positif existe et
quand cette valeur est finie (en tout e´tat), la valeur est la limite v de la suite (vn)n∈N de´finie
re´cursivement, pour s ∈ S, pour n ∈ N par :
v0(s) =

min
a∈∆(A(s))
max
b∈∆(B(s))
([Rs(a, b)]a,b)
max
b∈∆(B(s))
min
a∈∆(A(s))
([Rs(a, b)]a,b)
vn+1(s) =

min
a∈∆(A(s))
max
b∈∆(B(s))
([Ps(a, b) · vn +Rs(a, b)]a,b)
max
b∈∆(B(s))
min
a∈∆(A(s))
([Ps(a, b) · vn +Rs(a, b)]a,b)
En outre, Filar et Vrieze [FV97, Theorem 4.4.3] de´montrent que v est le plus petit point
fixe positif (e´ventuellement a` valeur +∞) de l’ope´rateur de Shapley F :
x 7→ F (x) =

min
a∈∆(A(s))
max
b∈∆(B(s))
([Ps(a, b) · x+Rs(a, b)]a,b)
max
b∈∆(B(s))
min
a∈∆(A(s))
([Ps(a, b) · x+Rs(a, b)]a,b)
Par ailleurs, les auteurs montrent que leur mode`le est valable les jeux (sous-)stochastiques
c’est-a`-dire ou` le vecteur Ps(a, b) est sous-stochastique. Nous supposons par conse´quent de´-
sormais que pour tout s ∈ S, pour tout (a, b) ∈ A(s)×B(s), pour tout t ∈ S, Pst(a, b) ≥ 0 et∑
t∈S
Ps(a, b) ≤ 1.
Stop ou encore
On de´finit un jeu de la manie`re suivante : a` chaque e´tat s ∈ S, a` chaque date k, les joueurs
peuvent arreˆter de jouer ou continuer a` jouer et un nouvel e´tat t est tire´ sous une probabilite´
Pst.
– Si le joueur J1 est le seul a` de´cider de s’arreˆter alors il paie une somme αs au joueur
J2 ;
– si le joueur J2 de´cide seul de s’arreˆter alors, le joueur J1 doit lui payer une somme βs ;
– si les deux joueurs de´cident de s’arreˆter en meˆme temps, le joueur J1 paie une somme
γs au joueur J2.
– si les deux joueurs de´cident de continuer a` jouer, le joueur J1 paie au joueur J2 une
somme Rs.
On peut supposer que les paiements d’arreˆts sont e´ventuellement a` valeurs dans R.
On peut repre´senter le jeu a` un e´tat s sous la forme matricielle :
Gs =
J2\J1 Continue Arreˆte
Continue
∑
t∈S
PstGt +Rs αs
Arreˆte βs γs
La notation
∑
t∈S
PstGt +Rs signifie qu’avec probabilite´ Pst les joueurs entrent dans le jeu
d’arreˆt Gt et que pour le couple d’actions (continue, continue) J1 paie Rs a` J2.
Remplac¸ons arbitrairement (Gt)t∈S par un vecteur x = (xt)t∈S et notons Gs(x) le nouveau
jeu matriciel, ainsi :
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Gs(x) =
J2\J1 Continue Arreˆte
Continue
∑
t∈S
Pstxt +Rs αs
Arreˆte βs γs
La proposition est un re´sultat bien connu de jeu matriciel 2×2, elle permet de caracte´riser
les jeux matriciels 2× 2 qui ne posse`dent pas de valeur en actions pures.
Proposition 9.1 (Valeur de Gt(x))
Soit s ∈ S et soit x ∈ RS . Nous posons hs(x) =
∑
t∈S
Pstxt + Rs. Le jeu matriciel Gs(x)
ne posse`de pas de valeur en action pure si et seulement, l’une des conditions est satisfaite :
1. hs(x) > αs, βs et γs > αs, βs ;
2. αs > hs(x), γs et βs > hs(x), γs .
Si le jeu Gs(x) posse`de une valeur vs(x) en action pure et si le jeu G = (Gs)s∈S posse`de
une valeur v = (vs)s∈S alors v est un point fixe de l’ope´rateur F de´fini par :
x 7→ Fs(x) =

max(min(
∑
t∈S
Pst(xt +Rt), βs),min(αs, γs))
min(max(
∑
t∈S
Pst(xt +Rt), αs),max(βs, γs))
En supposant les paiements d’arreˆts du joueur J1 positifs, c’est-a`-dire, pour tout s ∈ S,
αs, γs ≥ 0, tout point fixe de F est positif, en effet, graˆce a` l’e´galite´ min-max, x est un point
fixe de F , implique que pour tout s ∈ S, xs = max(min(
∑
t∈S
Pst(xt + Rt), βs),min(αs, γs)) et
donc que xs ≥ min(αs, γs)) ≥ 0 pour tout s ∈ S.
Par ailleurs, en supposant αs et γs finis pour tout s ∈ S, F est majore´e par M =
(max(αs, γs))s∈S et donc fix(F ) ⊆ [0,M1] × [0,M2] × . . . × [0,Md]. Finalement, la suite
(F k(0))k≥0 est croissante majore´e et par continuite´ de F converge vers un point fixe fini
de F d’ou` fix(F ) 6= ∅.
En conclusion, d’apre`s les re´sultats de Filar et Vrieze e´nonce´s plus toˆt sur les jeux positifs,
la limite de (F k(0))k≥0 est la valeur du jeu et la valeur du jeu est le plus petit point fixe de
F .
Exemple 9.1 (Application nume´rique a` deux e´tats)
Conside´rons le jeu suivant :
1. A l’e´tat 1, la matrice de paiements est la suivante :
G1 =
3/4G1 + 1/4G2 + 5 25
50 30
2. A l’e´tat 2, la matrice de paiements est la suivante :
G2 =
G2 20
40 30
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Les jeux G1 et G2 admettent une valeur en action pure.
L’ope´rateur de Shapley F est la fonction :
x 7→ F (x) =
(
min(max(3/4x1 + 1/4x2 + 5, 25), 50)
min(max(x2, 20), 40)
)
En choississant les paiements d’arreˆts comme politique initiale, on trouve le point fixe
(u1, u2) = (50, 40). La valeur 40 est atteinte par la fonction les deux actions a` l’e´tat 2 et
pour l’e´tat 1, une seule action atteint la valeur 50, la semidiffe´rentielle en (u1, u2) est la
fonction : (h1, h2) 7→ (0,min(h2, 0)), la semidiffe´rentielle admet donc le point fixe ne´gatif non
nul (0,−1) qui est donne´ par l’ite´ration du vecteur e = (−1,−1). Ce point fixe conduit a`
une nouvelle politique associe´e a` la fonction fpi
1
de´finie par (x1, x2) 7→ (50,max(x2, 20)). Par
programmation line´aire, lfp(fpi
1
) = (50, 20) qui n’est pas un point fixe de F car 0.75 × 50 +
0.25 × 20 + 5 = 47.5 < 50 et donc, nous en de´duisons une nouvelle politique pi2, associe´e
a` la fonction fpi
2
de´finie par (x1, x2) 7→ (max(3/4x1 + 1/4x2 + 5, 25),max(x2, 20)) et dont
lfp(fpi
2
) = (40, 20) qui est un point fixe de F que nous notons (v1, v2). La semidiffe´rentielle g
en (v1, v2) est (h1, h2) 7→ (3/4h1 + 1/4h2,max(h2, 0)). En utilisant l’algorithme 9, on trouve,
comme (gk)1(e) = −((3/4)k) et (gk)2(e) = 0, que ρ(g) < 1 et on conclut que (40, 20) est le
plus petit point fixe de F .
Exemple 9.2 (Exemple avec trois e´tats et paiements instantane´s nuls)
Ce type de jeu se rapproche du mode`le des jeux re´cursifs d’Everett [Eve57] ou`, lorsque les
joueurs continuent a` jouer les paiements instantane´s sont nuls, seuls les paiements d’arreˆts
sont non nuls. De plus, dans les mode`les d’Everett, l’ensemble des points fixes de l’ope´rateur
de programmation dynamique n’est pas ne´cessairement un singleton.
Conside´rons le jeu suivant :
1. A l’e´tat 1, la matrice de paiements est la suivante :
G1 =
1/2G1 + 1/2G2 50
90 90
2. A l’e´tat 2, la matrice de paiements est la suivante :
G2 =
1/4G1 + 1/2G2 + 1/4G3 60
90 70
3. A l’e´tat 3, la matrice de paiements est la suivante :
G3 =
1/4G1 + 3/4G3 70
100 75
Les jeux G1, G2 et G3 admettent une valeur en action pure. Maintenant calulons le plus
petit point fixe de la fonction :
x 7→ F (x) =
 min(max(1/2x1 + 1/2x2, 50), 90)min(max(1/4x1 + 1/2x2 + 1/4x3, 60), 90)
min(max(1/4x1 + 3/4x3, 70), 100)

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Choisissons les paiements d’arreˆts comme politique initiale fpi
0
, nous obtenons le vecteur
x0 = (90, 90, 100), or F (x0) = (90, 90, 97.5) et donc nous changeons de politique et nous
conside´rons la fonction fpi
1
de´finie par :
x 7→ fpi1(x) =
 9090
max(1/4x1 + 3/4x3, 70)

Par programmation line´aire, nous trouvons le vecteur x1 = (90, 90, 90), et comme F (x1) =
(90, 90, 90), x1 est un point fixe de F . Par ailleurs, 1/2x11 + 1/2x
1
2 = 90 et 1/4x
1
1 + 1/2x
1
2 +
1/4x13 = 90, la semidiffe´rentielle g au point x
1 est par conse´quent :
h 7→ g(h) =
 min(1/2h1 + 1/2h2, 0)min(1/4h1 + 1/2h2 + 1/4h3, 0)
1/4h1 + 3/4h3

Sur l’orthant ne´gatif, la fonction g co¨ıncide avec l’application line´aire x 7→ Px ou` P est
la matrice de transition, le rayon spectral vaut 1 puisque la matrice est stochastique et on
conclut qu’il existe un point fixe ne´gatif non-nul pour la semidiffe´rentielle (par exemple e) et
que le point fixe x1 n’est pas le plus petit point fixe de F . On en de´duit une nouvelle politique
pi2 associe´e a` la fonction fpi
2
de´finie par :
x 7→ fpi2(x) =
 max(1/2x1 + 1/2x2, 50)max(1/4x1 + 1/2x2 + 1/4x3, 60)
max(1/4x1 + 3/4x3, 70)

Par programmation line´aire, on trouve x2 = (70, 70, 70). La semidiffe´rentielle h en x2 est
la fonction :
x 7→ h(x) =
 1/2h1 + 1/2h21/4h1 + 1/2h2 + 1/4h3
max(1/4h1 + 3/4h3, 0)

Par un simple calcul de point fixe, on trouve que l’unique point fixe ne´gatif de h est 0. En
conclusion, x2 = (70, 70, 70) est le plus petit point fixe de F et donc la valeur du jeu.
Jeux stochastiques a` information parfaite
Ces jeux sont aussi appele´s jeux stochastiques a` information parfaite. Le groupe nominal
information parfaite signifie que les joueurs connaissent les actions joue´es par l’autre joueur
a` chaque e´tat, la connaissance de cette information influence donc l’action du joueur. On
peut ainsi supposer que le jeu est se´quentiel et, qu’en ajoutant des e´tats, on peut de´composer
l’espace d’e´tat en deux types d’e´tats, les e´tats controle´s par le joueur J1 et les e´tats controle´s
par le joueur J2. On peut aussi ajouter des e´tats non controˆle´s qui de´signent les calculs
interme´diaires.
Finalement, on appelera jeux stochastiques a` information parfaite un jeu stochastique tel
que pour chaque e´tat s ∈ S, l’un des deux joueurs ne posse`de qu’une action disponible. On
peut ainsi assimiler un jeu stochastique a` information parfaite, a` un graphe d’ensemble de
sommets V et un ensemble d’arcs E. L’ensemble V repre´sente les e´tats du jeu qui est l’union
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disjointe des ensembles Smax, Smin, Sop ou` Smax est l’espace des e´tats controˆle´s par J2, Smin
est l’espace des e´tats controˆle´s par J1 et Sop les autres e´tats. Pour un e´tat s ∈ Smax ∪ Smin,
les ensembles d’actions du joueur J1 sont les ensemble d’arcs st ∈ E, on ajoute e´galement
des possibilite´s d’arreˆts αs ∈ R+ ∪ {−∞} pour le maximiseur et βs ∈ R+ ∪ {+∞} pour le
minimiseur.
L’ope´rateur de Shapley F s’e´crit donc :
s ∈ Smax x 7→ Fs(x) = max(max
st∈E
xt +Rt, αs)
s ∈ Smin x 7→ Fs(x) = min(min
st∈E
xt +Rt, βs)
s ∈ Sop x 7→ Fs(x) = Ps · x
On retrouve un jeu stochastique a` paiements positifs de`s que Rt, αs et βs le sont. La
valeur du jeu est le plus petit point fixe positif de F et la valeur du jeu est la limite de la
suite (Fn(0))n≥0 de`s qu’elle est finie.
Pour assurer que le plus petit point fixe est positif, on peut modifier l’ope´rateur de Shapley
de sorte que les points fixes soit positifs :
s ∈ Smax x 7→ F˜s(x) = max(max
st∈E
xt +Rt, αs)
s ∈ Smin x 7→ F˜s(x) = min(min
st∈E
max(xt +Rt, Rt), βs)
s ∈ Sop x 7→ F˜s(x) = max(Pt · x, 0)
La fonction F˜ co¨ıncide avec F sur le coˆne positif et le plus petit point fixe de F˜ est le plus
petit point fixe positif de F .
Exemple 9.3 (Application nume´rique)
Conside´rons le jeu repre´sente´ par le graphe de´crit a` la figure 9.1.
1
20
1/2
2
3
1/2
1
0
4
out
50
out
0
Figure 9.1 – Jeu stochastique a` information parfaite de l’exemple 9.3
L’e´tat 1 repre´sente l’ensemble ale´atoire et avec probabilite´ 1/2 le jeu passe de l’e´tat 1
a` l’e´tat 2 et avec la meˆme probabilite´ le jeu passe de l’e´tat 1 a` l’e´tat 3. L’e´tat 2 est l’e´tat
controˆle´ par le minimiseur et l’e´tat 3 est controˆle´ par le maximiseur.
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Actions de J1
1 aller a` l’e´tat 1 en payant 2
2 rester a` l’e´tat 2 et ne rien payer
3 aller a` l’e´tat 3 et payer 1
4 arreˆter le jeu et payer 50
Actions de J2
1 aller a` l’e´tat 1 et recevoir 1
2 aller a` l’e´tat 2 et ne rien recevoir
3 arreˆter le jeu et recevoir 0
L’ope´rateur de Shapley modifie´ est donc :
x 7→ F (x) =
 max(1/2x2 + 1/2x3, 0)min(max(x1 + 2, 2),max(x2, 0),max(x3 + 4, 4), 50)
max(x1 + 1, x2, 0)

Pour utiliser l’ite´ration sur les politiques, il faut initialiser avec les actions du joueur J1
et nous choisissons le paiement d’arreˆt comme politique initiale.
On doit re´soudre le programme line´aire : minimiser x1 + x2 + x3 sous les contraintes
(1/2)x2 + (1/2)x3 ≤ x1, 0 ≤ x1
50 ≤ x2
x1 + 1 ≤ x3, x2 ≤ x3, 0 ≤ x3
On trouve x1 = 51, x2 = 50 et x3 = 52. Ce vecteur est un point fixe de F que l’on note
x. Comme, au point x, la fonction x 7→ max(x2, 0) atteint le minimum dans min(max(x1 +
2, 2),max(x2, 0),max(x3 + 4, 4), 50), la semidiffe´rentielle au point x est la fonction f
′
x de´finie
par :
h 7→ f ′x(h) =
 1/2h2 + 1/2h3min(h2, 0)
h1

La fonction f ′x restreinte sur le coˆne ne´gatif est une application line´aire dont la matrice est
stochastique, elle admet donc un point fixe ne´gatif non-nul (par exemple h0 = (−1,−1,−1)).
Au point h0, pour la deuxie`me coordonne´e seule la fonction h 7→ h2 donne la valeur −1 et
on change la politique en conside´rant x 7→ x2, on re´sout le programme line´aire : minimiser
x1 + x2 + x3 sous les contraintes (1/2)x2 + (1/2)x3 ≤ x1, x2 ≤ x2, x1 + 1 ≤ x3, x2 ≤ x3 et
enfin x1, x2, x3 ≥ 0, on trouve x1 = 1, x2 = 0 et x3 = 2. Posons x = (1, 0, 2).
La semidiffe´rentielle au point x est la fonction f ′x de´finie par :
h 7→ f ′x(h) =
 1/2h2 + 1/2h3max(h2, 0)
h1

Par l’algorithme 9, on calcule γk = max
i=1,2,3
(f ′x)ki (h)
hi
en prenant h ≡ −1, on trouve pour
k = 1, γk = 1, k = 2, γk = 1 et enfin pour k = 3, γk = 1/2, on conclut que ρ(f
′
x) < 1 et que
x est le plus petit point fixe de F˜ .
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9.2 Exemples et applications a` l’analyse statique de programmes
Dans cette section, nous conside´rons des exemples simples de programmes dont la fonction
se´mantique abstraite sur les intervalles est une fonction croissante affine par morceaux et con-
tractante. On peut voir la fonction se´mantique abstraite sur les intervalles comme un ope´rateur
dynamique de jeu : les unions re´pre´sentent l’ope´rateur max, les intersections l’ope´rateur min,
les affectations et les constantes les paiements. Dans cette sous-section, pour simplifier les
e´critures, nous notons ∨ a` la place de min et ∧ a` la place de max.
On rappelle que l’on note un intervalle I = [−i−, i+] et les variables (yi) repre´sentent les
intervalles au point de controˆle i.
Exemple 9.4 (Introductif)
Nous avons pre´sente´ comme exemple introductif le programme de la figure 9.2.
int x,
x=0 //1
while(x<=99){ //2
x=1-x; //3
} //4
x1 = [0, 0]
x2 = (x1 ∪ x3)∩]−∞, 99]
x3 = 1− x2
x4 = (x1 ∪ x3) ∩ [99,+∞[
Figure 9.2 – Exemple introductif
La difficulte´ vient uniquement du point de controˆle 2, on s’inte´ressera uniquement a` cet
intervalle. On commence par re´duire l’e´quation se´mantique du point de controˆle 2 en re´e´crivant
x3 en fonction de x2, on obtient−x−3 = 1−x+2 ce qui entraˆıne x−3 = x+2 −1, et x+3 = 1−(−x−2 ) =
1 + x−2 .
Les bornes de l’intervalle x2 sont donne´es par les e´quations min-max suivantes au point
de controˆle 2 :
x−2 = 0 ∨ (x+2 − 1)
x+2 = 99 ∧ (0 ∨ (x−2 + 1))
Pour alle´ger les notations, on pose, pour (x, y) dans R2 :
F (x, y) =
(
0 ∨ (y − 1)
99 ∧ (0 ∨ (x+ 1))
)
.
et trouver x−2 et x
+
2 revient a` chercher (x, y) tel que F (x, y) = (x, y) les plus petits
possibles, la variable x jouant le roˆle de x−2 et y celui de x
+
2 .
En suivant l’heuristique classique c’est-a`-dire, en se´lectionnant la fonction (x, y) 7→ (0 ∨
(y− 1), 99), on trouve par programmation line´aire, x¯ = 98 et y¯ = 99. On ve´rifie que (x¯, y¯) est
un point fixe de F .
F est le min-max de fonctions affines contractantes et croissantes, elle est donc F crois-
sante, affine par morceaux et croissante. Nous allons maintenant souligner les fonctions affines
qui atteignent le min-max pour le point (x¯, y¯).
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F (x¯, y¯) =
(
0 ∨ (y¯ − 1)
99 ∧ (0 ∨ (x¯+ 1))
)
.
D’apre`s la proposition 8.5, F a pour semidiffe´rentielle au point (x¯, y¯) :
F ′(x¯,y¯)(h1, h2) =
(
h2
0 ∧ h1
)
.
La fonction h 7→ F ′(x¯,y¯)(h) est une fonction min-max homoge`ne et on utilise la proposi-
tion 8.10 pour calculer le rayon spectral de F ′(x¯,y¯) et un point fixe ne´gatif non-nul s’il existe.
Posons e ≡ −1. Comme F ′(x¯,y¯)(e) = e alors le rayon spectral vaut 1 et e est un point fixe
ne´gatif non nul, on choisit alors la fonction qui atteint le minimum dans 0 ∧ e1, la fonction
est donc h 7→ h1 et donc la nouvelle politique est
F (x¯, y¯) =
(
0 ∨ y − 1
0 ∨ x+ 1
)
et par programmation line´aire, on trouve que (x¯, y¯) = (0, 1) qui est un point fixe de F . La
semidiffe´rentielle au point (x¯, y¯) est donc la fonction
F ′(x¯,y¯)(h1, h2) =
(
0 ∨ h2
h1
)
.
En prenant e ≡ −1, on a F ′(x¯,y¯)(e) = (0,−1) puis que F ′(x¯,y¯)(0,−1) = (0, 0) ce qui implique
que le rayon spectral est 0 et qu’en conclusion (x¯, y¯) = (0, 1) est le plus petit point fixe de F .
Exemple 9.5 (Tire´ de [CGG+05])
On conside`re un simple programme avec une boucle et deux variables.
void main(){
int i,j;
i=1; //1
j=10; //2
while (j>= i){ //3
i=i+2; //4
j=j-1; //5
} //6
}
Comme dans l’exemple 9.4, il n’y a que quelques points de controˆle importants : les points
de controˆle 3 et 6 pour ces deux points de controˆle, un calcul d’intersections est ne´cessaire
alors que pour les autres points de controˆle, l’ensemble des politiques est un singleton. Nous
exprimons les intervalles des points de controˆle 4 et 5 en fonction de i3 et j3. Nous obtenons
comme i5 = i3 + 2 que, −i−5 = −i−3 + 2 ce qui e´quivaut a` i−5 = i−3 − 2 et i+5 = i+3 + 2. De
j5 = j3 − 1, nous de´duisons que, −j−5 = −j−3 − 1 ce qui signifie j−5 = j−3 + 1 et j+5 = j+3 − 1.
Pour calculer les bornes des intervalles aux points de controˆle 3 et 6, il faut re´soudre les
syste`mes d’e´quations min-max (9.1) et (9.2). On utilise l’heuristique classique et on souligne
les politiques initiales.
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Le syste`me a` re´soudre au point de controˆle 3 est donne´ par le syste`me d’e´quations (9.1).
i−3 = −1 ∨ (i−3 − 2)
i+3 = (10 ∨ (j+3 − 1)) ∧ (1 ∨ (i+3 + 2))
j−3 = (−1 ∨ (i−3 − 2)) ∧ ((−10 ∨ (j−3 + 1))
j+3 = 10 ∨ (j+3 − 1)
(9.1)
Le syste`me a` re´soudre au point de controˆle 6 est donne´ par le syste`me d’e´quations (9.2).
i−6 = (−1 ∨ (i−3 − 2)) ∧ ((−10 ∨ (j−3 + 1))− 1)
i+6 = 1 ∨ (i+3 + 2)
j−6 = −10 ∨ (j−3 + 1)
j+6 = ((1 ∨ (i+3 + 2))− 1) ∧ (10 ∨ (j+3 − 1))
(9.2)
Par programmation line´aire, on obtient les vecteurs suivants :
i−3 = −1 i−6 = −1
i+3 = 10 i
+
6 = 12
j−3 = −1 j−6 = 0
j+3 = 10 j
+
6 = 11
Ces vecteurs sont solutions des syste`mes (9.1) et (9.2) implique j+6 = ((1∨ (i+3 + 2))− 1)∧
(10 ∨ (j+3 − 1)). Or
(1 ∨ (i+3 + 2))− 1) ∧ (10 ∨ (j+3 − 1)) = ((1 ∨ 12)− 1) ∧ (10 ∨ 9) = 11 ∧ 10 = 10
et j+6 = 11.
Le point trouve´ pre´cemment n’est pas un point fixe et cela nous conduit a` un changement
de politique, on prend maintenant j+2 ∨ (j+3 − 1) a` la place de ((1 ∨ (i+3 + 2)) − 1) pour la
coordonne´e j+6 . Pour trouver le point fixe associe´ a` cette nouvelle politique, on re´sout un
programme line´aire et on trouve :
i−3 = −1 i−6 = −1
i+3 = 10 i
+
6 = 12
j−3 = −1 j−6 = 0
j+3 = 10 j
+
6 = 10
qui est sont des solutions des syste`mes (9.1) et (9.2). On note :
(¯ı, ¯) = (i−3 , i
+
3 , i
−
6 , i
+
6 , j
−
3 , j
+
3 , j
−
6 , j
+
6 )
= (−1, 10,−1, 12,−1, 10, 0, 10) .
Nous introduisons la fonction F de´finie par :
F
(
i
j
)
= F

i−3
i+3
i−6
i+6
j−3
j+3
j−6
j+6

=

−1 ∨ (i−3 − 2)
10 ∨ (j+3 − 1) ∧ 1 ∨ (i+3 + 2)
−1 ∨ (i−3 − 2) ∧ (−10 ∨ (j−3 + 1))− 1
1 ∨ (i+3 + 2)
−1 ∨ (i−3 − 2) ∧ (−10 ∨ (j−3 + 1)
10 ∨ (j+3 − 1)
−10 ∨ (j−3 + 1)
(1 ∨ (i+3 + 2))− 1 ∧ 10 ∨ (j+3 − 1)

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F est croissante contractante et affine par morceaux en tant que min-max d’applications
affines croissantes et contractante. Nous soulignons les fonctions qui atteignent le min-max
au point (¯ı, ¯).
F
(
ı¯
¯
)
=

−1 ∨ (¯ı−3 − 2)
10 ∨ (¯+3 − 1) ∧ 1 ∨ (¯ı+3 + 2)
−1 ∨ (¯ı−3 − 2) ∧ (−10 ∨ (¯−3 + 1))− 1
1 ∨ (¯ı+3 + 2)
−1 ∨ (¯ı−3 − 2) ∧ (−10 ∨ (¯−3 + 1)
10 ∨ (¯+3 − 1)
−10 ∨ (¯−3 + 1)
(1 ∨ (¯ı+3 + 2))− 1 ∧ 10 ∨ (¯+3 − 1)

Le calcul de la semidiffe´rentielle de F au point (¯ı, ¯) donne, par la proposition 8.5 :
F ′(ı¯,¯)
(
δı¯
δ¯
)
= F ′(¯i,j¯)

δı¯−3
δı¯+3
δı¯−6
δı¯+6
δ¯−3
δ¯+3
δ¯−6
δ¯+6

=

0
0
0 ∧ δ¯−3
δı¯+3
0
0
δ¯−3
0

En prenant, e ≡ −1, F ′(¯i,j¯)(e) = (0, 0,−1,−1, 0, 0,−1, 0) et comme F ′(¯i,j¯)(0, 0,−1,−1, 0, 0,−1, 0) =
0 et donc le rayon spectral sur R8− de F ′(¯i,j¯) est 0 et (¯i, j¯) est le plus petit point fixe de F .
Exemple 9.6 (Exemple sur un programme avec boucle imbrique´e)
Le programme est un programme simple avec une boucle imbrique´e.
int x,int y,
x=[0,2];y=[10,15] //1
while(x<=y){ //2
x=x+1; //3
while(5<=y){ //4
y=y-1; //5
} //6
} //7
Les points de controˆle inte´ressants sont les points de controˆle 2, 4, 6 et 7 car ils font
intervenir des intersections. On commence par exprimer les autres intervalles en fonction des
intervalles de ces points de controˆle, x4 = x3 et x3 = x2 + 1, on a aussi x4 = x5 = x6.
Par x3 = x2 + 1, on entend, d’une part, −x−3 = −x−2 + 1 c’est-a`-dire x−3 = x−2 − 1 et
x+3 = x
+
2 + 1.Par ailleurs, y5 = y4 − 1 ce qui veut dire, d’une part, −y−5 = −y−4 − 1 qui est
e´quivalant a` y−5 = y
−
4 + 1 et d’autre part, que y
+
5 = y
+
4 − 1
On souligne, les politiques initiales donne´es par l’heuristique classique Pour le point de
controˆle 2, on a le syste`me d’e´quations suivantes :
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
x−2 = x
−
1 ∨ x−6
x+2 = (x
+
1 ∨ x+6 ) ∧ (y+1 ∨ y+6 )
y−2 = (x
−
1 ∨ x−6 ) ∧ (y−1 ∨ y−6 )
y+2 = y
+
1 ∨ y+6
Au point de controˆle 4, le syste`me :{
y−4 = (y
−
3 ∨ y−5 ) ∧ −5
y+4 = y
+
3 ∨ y+5
Au point de controˆle 6, le syste`me :{
y−6 = y
−
3 ∨ y−5
y+6 = (y
+
3 ∨ y+5 ) ∧ 4
Et enfin, au point de controˆle 7, le syste`me :
x−7 = (x
−
1 ∨ x−6 ) ∧ ((y−1 ∨ y−6 )− 1)
x+7 = (x
+
1 ∨ x+6 )
y−7 = (y
−
1 ∨ y−6 )
y+7 = (y
+
1 ∨ y+6 ) ∧ ((x+1 ∨ x+6 )− 1)
Par programmation line´aire, on trouve :
x−2 = 0 y
−
4 = −5 x−7 = −1
x+2 = 15 y
+
4 = 15 x
+
7 = 16
y−2 = 0 y
−
6 = 0 y
−
7 = 0
y+2 = 15 y
+
6 = 4 y
+
7 = 15
On note :
(x¯, y¯) = (x¯−2 , x¯
+
2 , x¯
−
7 , x¯
+
7 , y¯
−
2 , y¯
+
2 , y¯
−
4 , y¯
+
4 , y¯
−
6 , y¯
+
6 , y¯
−
7 , y¯
+
7 )
ᵀ
= (0, 15,−1, 16, 0, 15,−5, 15, 0, 4, 0, 15)ᵀ
On introduit la fonction :
F
(
x
y
)
= F

x−2
x+2
x−7
x+7
y−2
y+2
y−4
y+4
y−6
y+6
y−7
y+7

=

0 ∨ (x−2 − 1)
2 ∨ (x+2 + 1) ∧ 15 ∨ y+6
0 ∨ (x−2 − 1) ∧ (−10 ∨ y−6 )− 1
0 ∨ (x+2 + 1)
0 ∨ (x−2 − 1) ∧ −10 ∨ y−6
15 ∨ y+6
y−2 ∨ (y−4 + 1) ∧ −5
y+2 ∨ y+4 − 1
y−2 ∨ y−4 + 1
y+2 ∨ (y+4 − 1) ∧ 4
−10 ∨ y−6
15 ∨ y+6 ∧ (2 ∨ (x+2 + 1))− 1

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F est croissante, affine par morceaux et contractante en tant que min-max vectoriel d’ap-
plications affines croissante et contractante. Par ailleurs, le point (x¯, y¯) est un point fixe de
F .
On va, comme pre´ce´demment souligner les fonctions qui atteignent le min-max pour le
point (x¯, y¯).
F
(
x¯
y¯
)
=

0 ∨ (x¯−2 − 1)
2 ∨ (x¯+2 + 1) ∧ 15 ∨ y¯+6
0 ∨ (x¯−2 − 1) ∧ (−10 ∨ y¯−6 )− 1
0 ∨ (x¯+2 + 1)
0 ∨ (x¯−2 − 1) ∧ −10 ∨ y¯−6
15 ∨ y¯+6
y¯−2 ∨ (y¯−4 + 1) ∧ −5
y¯+2 ∨ y¯+4 − 1
y¯−2 ∨ y¯−4 + 1
y¯+2 ∨ (y¯+4 − 1) ∧ 4
−10 ∨ y¯−6
15 ∨ y¯+6 ∧ (2 ∨ (x¯+2 + 1))− 1

La semidiffe´rentielle de F au point (x¯, y¯) est, par la proposition 8.5 :
F ′(x¯,y¯)
(
δx¯
δy¯
)
= F

δx¯−2
δx¯+2
δx¯−7
δx¯+7
δy¯−2
δy¯+2
δy¯−4
δy¯+4
δy¯−6
δy¯+6
δy¯−7
δy¯+7

=

0
0
δy¯−6
δx¯+2
0 ∧ δy¯−6
0
0
δy¯+2
δy¯−2
0
δy¯−6
0 ∧ δx¯+2

En prenant e ≡ −1, on obtient successivement que :
F ′(x¯,y¯)(e) = (0, 0,−1,−1,−1,−1, 0, 0,−1,−1, 0,−1,−1) = e1.
puis
F ′(x¯,y¯)(e
1) = (0, 0,−1, 0,−1, 0, 0, 0,−1, 0,−1, 0) = e2
enfin :
F ′(x¯,y¯)(e
2) = (0, 0,−1, 0,−1, 0, 0, 0,−1, 0,−1, 0) = e2
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et donc e2 est un point fixe ne´gatif non nul de F ′(x¯,y¯), le point fixe (x¯, y¯) n’est pas le
plus petit point fixe de F et nous soulignons les applications qui atteignent le min-max dans
F ′(x¯,y¯)(e
2) :
F ′(x¯,y¯)
(
δx¯
δy¯
)
=

0
0
δy¯−6
δx¯+2
0 ∧ δy¯−6
0
0
δy¯+2
δy¯−2
0
δy¯−6
0 ∧ δx¯+2

ceci de´termine une nouvelle application associe´e a` une politique :
g
(
x
y
)
= g

x−2
x+2
x−7
x+7
y−2
y+2
y−4
y+4
y−6
y+6
y−7
y+7

=

0 ∨ x−2 − 1
15 ∨ y+6
−11 ∨ y−6 − 1
0 ∨ x+2 + 1
−10 ∨ y−6
15 ∨ y+6
−5
y+2 ∨ y+4 − 1
y−2 ∨ y−4 + 1
4
−10 ∨ y−6
1 ∨ x+2

et par programmation line´aire nous trouvons :
(u˜, v˜) = (0, 15,−5, 16,−4, 15,−5, 15,−4, 4,−4, 15)ᵀ
qui est un point fixe de F .
Par la proposition 8.5, le calcul de la semidiffe´rentielle de F au point (u˜, v˜) conduit a` la
fonction :
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F ′(u˜,v˜)
(
δu˜
δv˜
)
= F

δu˜−2
δu˜+2
δu˜−7
δu˜+7
δv˜−2
δv˜+2
δv˜−4
δv˜+4
δv˜−6
δv˜+6
δv˜−7
δv˜+7

=

0
0
δv˜−6
δu˜+2
δv˜−6
0
0
δv˜+2
δv˜−2 ∨ δv˜−4
0
δv˜−6
0 ∧ δu˜+2

En prenant e ≡ −1, on trouve successivement :
F ′(u˜,v˜)(e) = (0, 0,−1,−1,−1, 0, 0,−1,−1, 0,−1,−1) = e2
puis,
F ′(u˜,v˜)(e
2) = (0, 0,−1, 0,−1, 0, 0, 0, 0, 0,−1, 0) = e3
et enfin :
F ′(u˜,v˜)(e
3) = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0).
En conclusion, le point fixe (u˜, v˜) est le plus petit point fixe de F .
9.3 Un mot sur l’imple´mentation de l’analyseur
La me´thode a e´te´ imple´mente´e pour les proble`mes d’analyse statique de programmes
par interpre´tation abstraite. Le code actuel reprend une pre´ce´dente imple´mentation C de
l’ite´ration sur les politiques dans le domaine des intervalles. Le prototype ne ge`re que les
programmes C dont les affectations sont les fonctions coordonne´es sont des fonctions affines
croissantes. Ceci implique que les proble`mes de points fixes sur les bornes infe´rieures et sur
les bornes supe´rieures sont des proble`mes inde´pendants.
Nous allons de´crire une exe´cution du prototype sur l’exemple 9.6. Comme le prototype
prend en argument des ve´ritables programme C, nous avons conside´rons une version le´ge`re-
ment modifie´e du programme 9.6, seule l’initialisation change et le programme C analyse´ est
le programme ”imbrique.c” de´crit a` la figure 9.3
Ceci ne change pas la se´mantique du programme 9.6 pour les variables x et y mais ajoute
uniquement de nouvelles variables qui ne modifient le comportement des variables x et y.
La commande ”./parserz imbrique.c” fournit les e´quations se´mantiques en fonction des
variables x, y, k et j meˆme si nous n’e´tudions que les comportements des variables x et y. La
sortie tronque´e uniquement aux variables x et y de la commande est la suivante :
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void main()
{
int x;
int y;
int k;
int j;
if (k<0)
x=0;
else
x=2;
if (j<0)
y=10;
else
y=15;
while (x <= y)
{ x = x+1;
while (y >= 5)
y = y+(-1);
}
}
Figure 9.3 – Programme ”imbrique.c” analyse´ par le prototype
( x y )[1] = ( x[0], y[0] )
( x y )[2] = ( [0,0], y[1] )
( x y )[3] = ( x[0], y[0] )
( x y )[4] = ( [2,2], y[3] )
( x y )[5] = ( ( x[2] U x[4] ), ( y[2] U y[4] ) )
( x y )[6] = ( x[5], y[5] )
( x y )[7] = ( x[6], [10,10] )
( x y )[8] = ( x[5], y[5] )
( x y )[9] = ( x[8], [15,15] )
( x y )[10] = ( ( x[7] U x[9] ), ( y[7] U y[9] ) )
( x y )[11] = ( ( [-oo, max( y[10] U y[15] )] ^ ( x[10] U x[15] ) ),
( [min( x[10] U x[15] ), +oo] ^ ( y[10] U y[15] ) ) )
( x y )[12] = ( ( x[11] + [1, 1] ), y[11] )
( x y )[13] = ( ( x[12] U x[14] ), ( [5, +oo] ^ ( y[12] U y[14] ) ) )
( x y )[14] = ( x[13], ( y[13] + [-1, -1] ) )
( x y )[15] = ( ( x[12] U x[14] ), ( [-oo, 4] ^ ( y[12] U y[14] ) ) )
( x y )[16] = ( ( [min( ( y[10] U y[15] ) + [1, 1] ), +oo] ^ ( x[10] U x[15] ) ),
( [-oo, max( ( x[10] U x[15] ) - [1, 1] )] ^ ( y[10] U y[15] ) ) )
La deuxie`me partie concerne les e´quations min-max a` chaque point de controˆle a` chaque
borne, nous ne donnons que les e´quations min-max essentielles, pour la variable x :
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x(-)[2] = 0
x(+)[2] = 0
x(-)[4] = -2
x(+)[4] = 2
x(-)[5] = max(x(-)[2],x(-)[4])
x(+)[5] = max(x(+)[2],x(+)[4])
x(-)[6] = x(-)[5]
x(+)[6] = x(+)[5]
x(-)[7] = x(-)[6]
x(+)[7] = x(+)[6]
x(-)[8] = x(-)[5]
x(+)[8] = x(+)[5]
x(-)[9] = x(-)[8]
x(+)[9] = x(+)[8]
x(-)[10] = max(x(-)[7],x(-)[9])
x(+)[10] = max(x(+)[7],x(+)[9])
x(-)[11] = min(oo,max(x(-)[10],x(-)[15]))
x(+)[11] = min(max(y(+)[10],y(+)[15]),max(x(+)[10],x(+)[15]))
x(-)[12] = (x(-)[11] + -1)
x(+)[12] = (x(+)[11] + 1)
x(-)[13] = max(x(-)[12],x(-)[14])
x(+)[13] = max(x(+)[12],x(+)[14])
x(-)[14] = x(-)[13]
x(+)[14] = x(+)[13]
x(-)[15] = max(x(-)[12],x(-)[14])
x(+)[15] = max(x(+)[12],x(+)[14])
x(-)[16] = min((max(y(-)[10],y(-)[15]) + -1),max(x(-)[10],x(-)[15]))
x(+)[16] = min(oo,max(x(+)[10],x(+)[15]))
Ainsi que pour la variable y :
y(-)[7] = -10
y(+)[7] = 10
y(-)[9] = -15
y(+)[9] = 15
y(-)[10] = max(y(-)[7],y(-)[9])
y(+)[10] = max(y(+)[7],y(+)[9])
y(-)[11] = min(max(x(-)[10],x(-)[15]),max(y(-)[10],y(-)[15]))
y(+)[11] = min(oo,max(y(+)[10],y(+)[15]))
y(-)[12] = y(-)[11]
y(+)[12] = y(+)[11]
y(-)[13] = min(-5,max(y(-)[12],y(-)[14]))
y(+)[13] = min(oo,max(y(+)[12],y(+)[14]))
y(-)[14] = (y(-)[13] + 1)
y(+)[14] = (y(+)[13] + -1)
y(-)[15] = min(oo,max(y(-)[12],y(-)[14]))
y(+)[15] = min(4,max(y(+)[12],y(+)[14]))
y(-)[16] = min(oo,max(y(-)[10],y(-)[15]))
y(+)[16] = min((max(x(+)[10],x(+)[15]) - 1),max(y(+)[10],y(+)[15]))
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Le prototype se met en pause jusque la touche ”entre´e” soit enfonce´e et l’ite´ration sur les
politiques se met en route. Le prototype utilise l’heuristique classique de la de´finition 3.10
pour choisir la politique initiale : c’est-a`-dire a` chaque point de controˆle de`s qu’il y a une
intersection. Par exemple, au point de controˆle 11, pour la variable x, le prototype retourne
le texte suivant :
Choix Politique Initiale
Politique gauche pour l’inf pour x[11]: oo
Politique droite pour l’inf pour x[11]: max(x(-)[10],x(-)[15])
Choix politique pour l’inf pour x[11]: max(x(-)[10],x(-)[15])
-------------------------
Politique gauche pour le sup pour x[11]: max(y(+)[10],y(+)[15])
Politique droite pour le sup pour x[11]: max(x(+)[10],x(+)[15])
Choix politique pour le sup pour x[11]: max(y(+)[10],y(+)[15])
-------------------------
Le prototype appelle maintenant le solveur de programmation line´aire glpk pour calculer
le plus petit point fixe de la fonction associe´e a` la politique initiale. Il re´sout en re´alite´ deux
proble`mes d’optimisation inde´pendants, le premier traitant uniquement les bornes infe´rieures
et le second uniquement les bornes supe´rieures :
glp_write_lp: writing problem data to ‘toto’...
0: obj = -4.600000000e+01 infeas = 5.000e+08 (0)
* 23: obj = 2.199999932e+09 infeas = 0.000e+00 (0)
* 39: obj = 2.199999927e+09 infeas = 0.000e+00 (0)
OPTIMAL SOLUTION FOUND
glp_write_lp: writing problem data to ‘tata’...
0: obj = 5.100000000e+01 infeas = 5.000e+08 (0)
* 42: obj = 2.200000201e+09 infeas = 0.000e+00 (0)
OPTIMAL SOLUTION FOUND
Un simple test d’e´galite´ dont l’exe´cution n’est pas affiche´e par l’analyseur montre que le
vecteur trouve´ par glpk est un point fixe de la fonction min-max. Le prototype retourne alors
le vecteur d’intervalles solution :
Le calcul de la semidiffe´rentielle n’est pas affiche´ par le prototype mais correspond au calcul
de l’exemple 9.6. Chaque proble`me de point fixe est re´solu inde´pendamment. Le prototype
calcule la semidiffe´rentielle pour la fonction min-max pour les bornes infe´rieures ainsi que la
semidiffe´rentielle pour la fonction min-max pour les bornes supe´rieures. La semidiffe´rentielle
de la premie`re fonction posse`de un point fixe ne´gatif non-nul alors que la semidiffe´rentielle de
la seconde n’en posse`de pas. Le prototype affiche le texte suivant :
La semidiffe´rentielle a un point fixe ne´gatif non nul, le point fixe
n’est pas le plus petit.
Le seul point fixe ne´gatif pour la semidiffe´rentielle est nul,
l’ite´ration sur les politiques est termine´e.
**********************************************************************************
La non-minimalite´ conduit a` un changement de politique et le prototype appelle glpk
pour trouver le plus petit point fixe de cette nouvelle fonction :
213
CHAPITRE 9. CALCUL DE PLUS PETIT POINT FIXE
x[2] = [0,0]
x[4] = [2,2]
x[5] = [0,2]
x[6] = [0,2]
x[7] = [0,2]
x[8] = [0,2]
x[9] = [0,2]
x[10] = [0,2]
x[11] = [0,15]
x[12] = [1,16]
x[13] = [1,16]
x[14] = [1,16]
x[15] = [1,16]
x[16] = [1,16]
y[7] = [10,10]
y[9] = [15,15]
y[10] = [10,15]
y[11] = [0,15]
y[12] = [0,15]
y[13] = [5,15]
y[14] = [4,14]
y[15] = [0,4]
y[16] = [0,15]
glp_write_lp: writing problem data to ‘toto’...
0: obj = -4.600000000e+01 infeas = 5.000e+08 (0)
* 23: obj = 2.199999932e+09 infeas = 0.000e+00 (0)
* 40: obj = 2.199999907e+09 infeas = 0.000e+00 (0)
OPTIMAL SOLUTION FOUND
Le simple test d’e´galite´ pour de´terminer si le vecteur trouve´ par glpk est un point fixe de
la fonction min-max sur les bornes infe´rieures. Le vecteur trouve´ par glpk est bien un point
fixe, le prototype retourne ce vecteur (uniquement les bornes infe´rieures).
x(-)2 = 0
x(-)4 = -2
x(-)5 = 0
x(-)6 = 0
x(-)7 = 0
x(-)8 = 0
x(-)9 = 0
x(-)10 = 0
x(-)11 = 0
x(-)12 = -1
x(-)13 = -1
x(-)14 = -1
x(-)15 = -1
x(-)16 = -5
y(-)7 = -10
y(-)9 = -15
y(-)10 = -10
y(-)11 = -4
y(-)12 = -4
y(-)13 = -5
y(-)14 = -4
y(-)15 = -4
y(-)16 = -4
Le prototype calcule la semi-diffe´rentielle a` ce point (en silence) et la semidiffe´rentielle ne
posse`de pas de point fixe ne´gatif non-nul, le prototype affiche donc le texte suivant :
La politique a fourni un point fixe
Ite´ration sur les politiques termine´e
Le seul point fixe ne´gatif pour la semidiffe´rentielle est nul,
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l’ite´ration sur les politiques est termine´e.
**********************************************************************************
Plus petit point fixe trouve´.
Finalement, le prototype retourne le vecteur d’intervalles solution :
x[2] = [0,0]
x[4] = [2,2]
x[5] = [0,2]
x[6] = [0,2]
x[7] = [0,2]
x[8] = [0,2]
x[9] = [0,2]
x[10] = [0,2]
x[11] = [0,15]
x[12] = [1,16]
x[13] = [1,16]
x[14] = [1,16]
x[15] = [1,16]
x[16] = [5,16]
y[7] = [10,10]
y[9] = [15,15]
y[10] = [10,15]
y[11] = [4,15]
y[12] = [4,15]
y[13] = [5,15]
y[14] = [4,14]
y[15] = [4,4]
y[16] = [4,15]
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CHAPITRE 10
CONCLUSION DE LA PARTIE MINIMALITE´
Ce chapitre est la conclusion sur la partie ”A la recherche du plus petit point fixe”. Notons
que le chapitre 8 a fait l’objet d’une publication [AGG08a]. Nous de´composons ce chapitre de
conclusion en deux sections : la premie`re section 10.1 porte sur la caracte´risation du plus petit
point fixe, cette section est elle-meˆme de´coupe´e en quatre sous-sections, la premie`re 10.1.1
e´tant un re´sume´ du travail sur les caracte´risations de minimalite´ locale, la deuxie`me sous-
section 10.1.2 portant sur les re´sultats obtenus sur les applications affines par morceaux, la
troisie`me traitant de la caracte´risation du plus petit point fixe, enfin, la sous-section 10.1.4
e´voquant proble`mes a` re´soudre ainsi que sur les travaux futurs ; la seconde section 10.2 porte,
quant a` elle, sur le calcul du rayon spectral, cette section est, compose´e d’un re´sume´ de
travaux sur le calcul du rayon spectral a` la sous-section 10.2.1 puis d’une sosu-section 10.2.2
concernant les perspectives.
10.1 Caracte´risation du plus petit point fixe
10.1.1 Locale minimalite´
L’approche utilise´e ici est la caracte´risation du proble`me de plus petit point fini comme
un proble`me d’optimisation. On s’est inte´resse´ dans un premier temps a` la locale minimalite´
(de´finition 8.6), c’est-a`-dire que le point fixe u n’admet aucun point fixe plus petit dans un
certain voisinage. Les points fixes dans ce voisinage sont soit incomparables soit plus grands
que u. De plus, nous conside´rons des fonctions f : Rd 7→ Rd semidiffe´rentiables (de´finition 8.5)
en tout point fixe de f : dans un certain voisinage d’un point fixe u, la fonction s’approche
par une fonction homoge`ne continue f ′u.
Dans un premier the´ore`me 8.19 nous montrons qu’une condition suffisante pour qu’un
point fixe soit localement minimal est l’existence d’un point fixe ne´gatif non nul pour la se-
midiffe´rentielle (une application homoge`ne et continue) au point fixe. Pour une diffe´rentielle
classique, l’existence d’un point fixe est e´quivalente a` 1 est valeur propre. Pour de´cider si 1
est valeur propre, il suffit de montrer que le rayon spectral est strictement plus petit que
1. Dans notre cas, puisque la fonction n’est pas ne´cessairement diffe´rentiable, il faut utiliser
une de´finition du rayon spectral compatible avec la semidiffe´rentielle : cet outil note´ ρC (de´f-
inition 8.2) existe et est bien de´fini (proposition 8.2) pour des coˆnes C convexes ferme´s et
CHAPITRE 10. CONCLUSION DE LA PARTIE MINIMALITE´
pointe´s. Ainsi, toujours dans le the´ore`me 8.3, nous montrons que ρRd−
(f ′u) < 1 fournit une
condition suffisante de locale minimalite´ d’un point fixe u.
De plus, dans le the´ore`me 8.2, nous avons montre´ que si la fonction e´tait croissante et si
pour un point fixe u, ρRd−
(f ′u) > 1 alors u n’est pas le plus petit point fixe.
10.1.2 Applications affines par morceaux
Les applications affines par morceaux sont des applications semidiffe´rentiables dont le
calcul de la semidiffe´rentielle est facile (proposition 8.5). De plus, ces applications ont un
comportement similaire aux fonctions affines pour la the´orie de la diffe´rentielle classique :
elles ont un de´veloppement limite´ exact (lemme 8.3). Ce lemme implique le corollaire 8.1 :
pour un point fixe u, l’existence d’un point fixe pour f ′u e´quivaut au fait que u n’est pas
localement minimal.
10.1.3 Plus petit point fixe
L’hypothe`se importante pour passer du local au global est la contraction au sens large.
L’hypothe`se de contraction au sens large implique que ρRd−
(f ′u) ≤ 1. Le the´ore`me 8.3 com-
bine´ avec ce re´sultat entraˆıne la proposition 8.7 : l’e´quivalence entre, pour un point fixe u,
ρRd−
(f ′u) < 1 et f
′
u n’admet pas de point fixe ne´gatif non nul. Cette proposition permet de con-
clure que soit ρRd−
(f ′u) = 1 et u n’est pas localement minimal dans le cas affine par morceaux
soit ρRd−
(f ′u) < 1 et u est localement minimal.
Le point crucial de la contraction au sens large (lemme 8.4) est l’existence d’un retract
non-line´aire de Rd vers l’ensemble des points fixes d’une fonction contractante croissante. Ce
retract permet de relier tous les points fixes au plus petit point fixe : le chemin parcourt
l’ensemble des points fixes. Puisque le chemin a pour but le plus petit point fixe, il traverse
tous les voisinages de tout point fixe, ce qui montre que l’unique point fixe localement minimal
est le plus petit point fixe (the´ore`me 8.4). La contraction au sens large implique la connexivite´
par arcs de l’ensemble des points fixes.
En the´orie des jeux, l’hypothe`se de contraction au sens large est loin d’eˆtre farfelue
puisqu’elle concerne l’ope´rateur de Shapley et les autres ope´rateurs de programmation dy-
namique. En analyse statique, la classe des programmes est plus limite´e, la restriction porte
essentiellement sur les affectations pre´sentes dans le programme qui doivent eˆtre des applica-
tions contractantes au sens large.
10.1.4 Perspectives
Globale v.s Locale minimalite´
Lorsque la fonction n’est pas contractante au sens large, on ne peut que caracte´riser les
points fixes localement minimaux. Dans le cas des contractions, un chemin relie les points fixes,
dans le cas ge´ne´ral, il faut pouvoir ge´rer les sauts entre points fixes localement minimaux. Ce
proble`me de saut est illustre´ par l’exemple 10.1.
Exemple 10.1 (Proble`me d’ensemble de points fixes discret)
Conside´rons la fonction f suivante :
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x 7→ f(x) =

1 si x ≤ 2
3x− 5 si x ∈ [2, 3]
4 si x ≥ 3
Le graphe de f est repre´sente´ par la figure 10.1.
x
f(x)
Id
f(x)
Figure 10.1 – Graphe de f
Il serait e´galement inte´ressant d’e´tudier la complexite´ du proble`me de recherche de plus
petit point fixe.
Locale minimalite´ et applications affines par morceaux
Un point fixe localement minimal est exactement caracte´rise´ par l’existence d’un point
fixe pour la semidiffe´rentielle quand la fonction est affine par morceaux. En optimisation, les
optima locaux sont caracte´rise´s par des conditions du second ordre, une ge´ne´ralisation du
corollaire 8.1 pourrait passer par une e´tude des semidiffe´rentielles secondes.
Applications affines par morceaux et the´ore`me de Danskin
Le calcul semidiffe´rentiel des applications affines par morceaux est un cas particulier du
the´ore`me de Danskin, il serait inte´ressant de se baser sur the´ore`me pour caracte´riser des
points fixes localement minimaux En ge´ne´ralisant la classe d’applications, nous pourrons
conside´rer des ope´rateurs de programmation dynamique de jeu a` espaces d’e´tats compacts
qui contiennent l’ope´rateur de Shapley ge´ne´ral i.e avec actions mixtes.
Ge´ne´ralisation aux AM-espaces
Dans le passage de locale minimalite´ au plus petit point fixe, on utilise le fait que Rd muni
de la norme supe´rieure de´finit un M-espace abstrait. Une ge´ne´ralisation du the´ore`me 8.4 aux
AM-espaces munis de cette structure de treillis semble une bonne perspective de travail.
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10.2 Calcul du rayon spectral
10.2.1 Re´sume´
Deux the´ore`mes permettent de conclure lorsque le rayon spectral est strictement infe´rieur
a` 1 et lorsque le rayon spectral est strictement supe´rieur a` 1. Le re´el proble`me vient de la
limite des deux proble`mes, c’est-a`-dire le cas ou` le rayon spectral vaut exactement 1. Si le
rayon spectral est strictement plus petit ou plus grand que 1 , les me´thodes de´crites dans la
section 8.3.1 peuvent eˆtre utilise´es meˆme si pour le moment, elles ne sont pas imple´mentables
telles quelles.
Le seul cas positif lorsque le rayon spectral vaut exactement 1 demeure le cas des fonctions
min-max homoge`nes. Le rayon spectral ne prend que deux valeurs : 0 ou 1. Le calcul se basant
sur l’ite´ration de l’image du vecteur e ≡ −1. Le temps de calcul du rayon spectral est fini et
de´pend uniquement de la dimension de l’espace vectoriel.
D’un point de vue jeu, les fonctions min-max correspondent a` des ope´rateurs dynamiques
de jeu de´terministe : les probabilite´s de transition sont en re´alite´ des masses de Dirac. En
analyse statique, la restriction porte essentiellement sur le type d’affectations pre´sentes dans le
programme : les affectations sont du type incre´mentation de variable, changement de variables,
etc.
10.2.2 Perspectives
Quand le rayon spectral vaut 1, une premie`re extension serait d’adapter la proposition 8.10
aux fonctions stables sur les rationnels. On utiliserait la structure discre`te des rationnels. De
plus, on pourrait construire une ite´ration sur les politiques (croissante) pour calculer un point
fixe ne´gatif de la semidiffe´rentielle. Lorsqu’un point fixe est le plus petit, l’ite´ration sur les
politiques retournerait le point fixe nul, dans le cas contraire, cette ite´ration fournirait une
direction de descente.
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