Abstract. Recently several authors have developed multilinear and in particular quadratic extensions of the classical Morawetz inequality. Those extensions provide (among other results) an easy proof of asymptotic completeness in the energy space for nonlinear Schrödinger equations in arbitrary space dimension and for Hartree equations in space dimension greater than two in the noncritical cases. We give a pedagogical review of the latter results.
1. Introduction. This paper is devoted to the exposition of an elementary subset of some recent results bearing on scattering theory for the nonlinear Schrödinger (NLS) equation i∂ t u = −(1/2)∆u + g(ρ)u (1.1)
in n space dimensions, where u is a complex valued function defined in space time IR n+1 , ρ = |u| 2 and g is a real valued function of ρ, typically a sum of powers g(ρ) = λ 1 ρ (p1−1)/2 + λ 2 ρ (p2−1)/2
(1.2) with 1 < p 1 < p 2 and λ 1 , λ 2 ∈ IR. We also present a straightforward extension of those results to the Hartree equation (1.1) with
where V is a real even function of the space variable and ⋆ denotes the convolution in IR n . The first main question of scattering theory is the existence of the wave operators, are collected in Appendices. In Appendix 1, we give an estimate which points to the usefulness of the Morawetz inequality at lower regularity levels than H 1 , in particular at the level of H 1/2 . In Appendix 2, we exploit the point of view of conservation laws to derive a quadratic identity for the NLKG equation. That identity however does not lead to estimates because of a lack of positivity. In Appendix 3, we rewrite the original Morawetz inequality for the NLS equation in a form which exhibits its relation to the quadratic identity derived in Section 2. In Appendix 4, we justify the formal computation of Section 2 by a suitable limiting procedure.
We conclude this introduction by giving some notation and estimates which will be used freely throughout this paper. For any integer n ≥ 1, for any r, 1 ≤ r ≤ ∞, we denote by · r the norm in L r ≡ L r (IR n ), by r the conjugate exponent defined by 1/r + 1/r = 1, and we define δ(r) ≡ n/2 − n/r. We denote by < ·, · > the scalar product in L 2 . We shall use the Sobolev spacesḢ The subscript r will be omitted if r = 2. For any interval I of IR, for any Banach space X, we denote by C (I, X) the space of continuous functions from I to X and, for 1 ≤ q ≤ ∞, by L q (I, X) (resp. L q loc (I, X)) the space of measurable functions from I to X such that u(·); X ∈ L q (I) (resp. ∈ L q loc (I)). We introduce the following definition. A pair of exponent (q, r) is admissible if 0 ≤ 2/q = δ(r) = δ and δ ≤ 1/2 for n = 1, δ < 1 for n = 2 and δ ≤ 1 for n ≥ 3. Then the well known Strichartz estimates take the form : Lemma 1.1. Let U (t) be given by (1.5) . Then (1) For any admissible pair (q, r)
(1.6) (2) For any admissible pairs (q i , r i ), i = 1, 2, and for any interval I of IR
where the constant C is independent of I.
Lemma 1.1 suggests to study the Cauchy problem for the equation (1.1) in spaces of the following type. Let I be an interval of IR. We define X (loc) (I) = u : u ∈ C (I, L 2 ) and u ∈ L q loc (I, L r ) for all admissible (q, r) and X 1 (loc) (I) = u; u, ∇u ∈ X (loc) (I) .
Quadratic Morawetz inequalities.
In this section we derive the quadratic Morawetz identity for the NLS and Hartree equations and we deduce therefrom the basic estimates that lead to the proof of asymptotic completeness in the energy space for those equations. We begin with a formal derivation of the quadratic Morawetz identity for the NLS equation, assuming sufficient smoothness and decay at infinity of the solutions to give a meaning to the calculation and in particular to the integrations by parts. The underlying algebraic structure is a pair of related conservation laws
The first one is a scalar conservation law with scalar density ρ and vector current j, the second one is a vector conservation law with vector density j and second rank tensor current T , and the two laws are related by the fact that the current j of the first one is at the same time the density of the second one. That situation occurs for the NLS equation and with a minor modification for the Hartree equation, as we shall review in this paper. It also occurs for any space time translation invariant system with a symmetric energy momentum tensor, with ρ and j being respectively the energy and momentum densities, and in particular for a class of NLKG equations, for which however it does not lead to useful estimates because of a lack of positivity (see Appendix 2 for the relevant formal calculation in that case). One could also consider the more general situation of two unrelated conservation laws, but that does not seem to be useful in the present case. Let now h be a sufficiently regular real even function defined in IR n . The starting point is the auxiliary quantity (which will be mostly forgotten at the end)
From (2.1) (2.2) and with two integrations by parts, it follows that
where ∇ 2 h is the second rank tensor ∇ k ∇ ℓ h and contractions are performed in the obvious way. The quadratic Morawetz identity is then the identity
We now consider the NLS equation
where g = g(ρ) is a real function of ρ = |u| 2 . That equation is the Euler-Lagrange equation with Lagrangian density
where
The basic structure (2.1) (2.2) is realized with ρ = |u| 2 and 10) and (2.1) is the conservation law of the mass (or charge). The mass current j turns out to be the momentum density, and (2.2) becomes the momentum conservation law. In fact the energy momentum tensor T is given by
and (2.2) coincides (up to sign) with the conservation law
with
14)
The conservation law (2.2) then holds with j and T defined by (2.10) (2.14), namely
which can of course be obtained by a direct computation using (2.7). Substituting (2.10) (2.14) or (2.15) into (2.6) yields
where we have used the symmetry of ∇ 2 h to eliminate the real part condition in the last term. On the other hand
where we have used the fact that
by integration by parts, and where 
That identity will yield useful estimates if ∇h ∈ L ∞ and if ∇ 2 h is nonnegative as a matrix. Under the latter assumption, R is nonnegative, the first term in the integrand is positive, and the second term is nonnegative if ρg − G ≥ 0.
We now consider a representative situation where the previous formal computations can be made rigorous. We take h(x) = |x|, so that
In that case
where ω = (−∆) 1/2 and c is a constant depending only on n [22] . We take for g a sum of two powers
with λ 1 , λ 2 ∈ IR, so that
(2.27) with 1 ≤ p 1 < p 2 . More general g can be easily accomodated. For H 1 subcritical powers, the Cauchy problem for NLS is well known to be locally well posed in X 1 loc for initial data in H 1 and possibly globally well posed [2] .
Proposition 2.1. Let h(x) = |x| and let g be defined by (2.25) with 1 ≤ p 1 < p 2 and p 2 < 1 + 4/(n − 2) for n ≥ 3. Let I be an interval and let u ∈ X 1 loc (I) be a solution of the NLS equation (2.7). Then (1) The identity (2.21) holds for any t 1 , t 2 ∈ I.
Sketch of proof. The proof of Part (1) consists in making the previous formal computation rigorous under the available regularity properties by introducing suitable cut offs and eliminating them by a limiting procedure. This is done in Appendix 4. At this level of regularity, one checks easily that all the terms in the identity are well defined already in the differential form (2.18). Actually by (2.23) and Sobolev inequalities
with n/2 − n/r = 1/2
Similarly, for g a single power p
with n/r ± = n/2 − 1/2 ± ε. Furthermore R = 0 for n = 1, while for n ≥ 2, R is the sum of terms of the type < u∇u, ∇ 2 h ⋆ u∇u > which are estimated as in (2.29), and < uu, ∇ 2 h ⋆ ∇u∇u > which are estimated by
Finally the right hand-side of (2.21) is estimated by
Part (2) follows from (2.21) by taking the limit t 1 → −∞, t 2 → ∞, from (2.23) (2.24), from the positivity of ρg − G and of R, and from (2.32). ⊓ ⊔ We now sketch briefly some further developments along the previous lines. First the formal computation leading to (2.18) can easily be extended to yield a bilinear Morawetz identity for two solutions of the NLS equation. Actually the identity (2.18) can also be arrived at by applying the original Morawetz identity [15] to a suitable tensor product of two solutions of (2.7). Let therefore u i , i = 1, 2, be two solutions of (2.7), let ρ i , j i , T i be the associated density, current and tensor T , and let
(2.35) Substituting (2.10) (2.15) into (2.35) and proceeding as before, we obtain
where now
The identity (2.36) is the bilinear version of (2.18). Remarkably enough, R is still nonnegative in that case if ∇ 2 h is a nonnegative matrix. On the other hand for a repulsive (defocusing) g, the terms in (2.36) containing g are also nonnegative, while the first term in the bracket is positive for n ≥ 3 (but in general not for n = 1, 2), so that in that case (2.36) yields some bilinear estimates. Whether such estimates can be useful remains to be seen.
A second further development of the previous calculation consists in using for h other functions than |x|. For instance one can take h(x) = |θ · x| for θ ∈ S n−1 and more generally h(x) = |P x| for P the orthogonal projection on a generic k dimensional plane in IR n . The first choice leads naturally to an estimate of the Radon transform of ρ [21] .
One can also take advantage of the fact that the derivation of (2.18) involves mainly two integrations by parts from h to ∇ 2 h in order to treat the case of a domain Ω ⊂ IR n , typically the complement of a convex (or at least star-shaped) compact subset of IR n .
One then obtains identities similar to (2.18) with additional surface terms, from which one can derive estimates of solutions in Ω [21] . A third possible development consists in extending the estimates of Proposition 2.1, part (2) to the case of attractive (focusing) interactions g and of small solutions. We consider for illustration the case of a single power
(2.38) in dimension n = 1. In that case, (2.18) becomes (remember that R = 0 for n = 1)
By Sobolev inequalities, we estimate
where σ c = 1/2 − 2/(p − 1) is the value of σ for which g given by (2.38) isḢ σ critical, provided σ c ≥ 0, namely p ≥ 5. Therefore
The latter condition can be realized for energy solutions by taking some initial data u 0 small in L 2 if σ c = 0, namely p = 5, and u 0 small in H 1 if p > 5. That smallness condition is of the same type as that occurring in the proof of boundedness of the H 1 norm from the energy conservation law which is used in the standard proof of globalization in H 1 . A similar situation can occur in higher space dimensions in so far as one can prove the estimate
where again σ c = n/2 − 2/(p − 1) is the critical Sobolev exponent corresponding to p, provided σ c ≥ 0, namely p ≥ 1 + 4/n, the L 2 critical value. The estimate (2.42) can be proved easily by the use of Sobolev inequalities for n = 2, 3 and p not too large. We leave the investigation of that estimate for general n and p as an open question.
A last possible development consists in using the Morawetz inequality to prove global wellposedeness and possibly AC ("scattering") at a lower level of regularity than H 1 , and that possibility has been extensively exploited. See for instance [3] - [5] [7]- [10] [16] [25] and references therein quoted. In particular the right hand-side of (2.21) is controlled by the H 1/2 norm of u. For completeness we give a proof of that fact in Appendix 1 (see also [7] for the case n ≥ 3).
We now turn to the Hartree equation (1.1) with g given by (1.3). The formal computation is almost the same as for the NLS equation, except for the fact that, because of the nonlocality of the interaction, the equation is not Lagrangian. However the evolution equation of j for the NLS equation takes the form
as follows in the same way as (2.15) from a computation which can be done without referring to the special form of g, so that (2.43) also holds for the Hartree equation (1.1) (1.3). Substituting (2.43) into ∂ t M and using the fact that the kinetic terms are unchanged, we obtain
where R is given by (2.20) as before. Integrating (2.44) over time in an interval [t 1 , t 2 ] yields
As in the case of the NLS equation, that identity will yield useful estimates if ∇h ∈ L ∞ and if ∇ 2 h is nonnegative as a matrix, so that R is nonnegative, and if in addition the potential term in (2.45) is nonnegative. We now show that this is the case if V is radial and nonincreasing. Assuming sufficient smoothness and decay at infinity for V , we obtain
where we have used the fact that ∇V is an odd function. In order to prove the positivity of that integral, it suffices to prove that for all x, y
where we have changed variables from (y − z, x − y, x − z) to (x, y, x + y). Let now V (x) = v(|x|). The left hand-side of (2.47) can be written as
for nonpositive v ′ and nonnegative ∇ 2 h. We now give a proposition where we assume sufficient regularity of V to ensure wellposedness in H 1 and to make the previous formal computation rigorous. (1) The identity (2.45) holds for any t 1 , t 2 ∈ I (2) Let in addition V be radial non increasing (so that V is non negative, possibly up to a harmless constant, and
Sketch of proof. The proof of Part (1) follows the same pattern as that of Proposition 2.1. Here we simply verify that the Hartree potential term P in (2.45) is well defined at the available level of regularity. By the Hölder and Young inequalities, we estimate
For the relevant values of p, one can take δ(k) ≤ 1/4 for n = 1, δ(k) < 1 for n = 2, δ(k) ≤ 1 for n = 3 and for n ≥ 4 if p ≥ n/3, so that u k is controlled by the H 1 norm of u and P is controlled in L ∞ loc (I), namely at the differential level. For n ≥ 4 and n/4 ≤ p < n/3, we use the fact that
loc (I). Part (2) follows from (2.45) by taking the limit t 1 → −∞, t 2 → ∞, from (2.23) (2.32) and from the positivity of P defined in (2.46) and of R defined by (2.20) .
⊓ ⊔ 3. Asymptotic completeness in the energy space. In this section we exploit the Morawetz estimates of Propositions 2.1 and 2.2 to derive asymptotic completeness in H 1 for the NLS and Hartree equations. We begin with the NLS equation for which we restrict our attention to a single power interaction
We shall use the parameter σ c defined equivalently by
so that g given by (3.1) isḢ σc critical. We shall assume 0 < σ c < 1 so that g is L
2
supercritical and H 1 subcritical. The treatment extends in a trivial way to a sum of such powers and to more general g. The case of critical powers is much more complicated and we refer to [24] for a treatment of that case in dimension n ≥ 3. Some of the arguments can also be applied to solutions in H σ for 0 < σ ≤ 1. The main tehnical step is the following proposition.
Proposition 3.1. Let g be defined by (3.1) with 0 < σ c < 1 (σ c < 1/2 for n = 1).
Remark 3.1. For repulsive (defocusing) interaction g, namely for λ > 0, the Cauchy problem with initial data in H 1 is known to yield solutions satisfying the first assumption, and those solutions satisfy the condition on ρ by Proposition 2.1. For attractive (focusing) interaction, the first assumption is satisfied for small data in H 1 , and the assumption on ρ can also be satisfied in some cases, for instance for n = 1, and for n = 2, 3 and p not too large, as discussed in the comments after Proposition 2.1 (see in particular (2.41)).
Proof. Let I = [t 0 , t 1 ] be an interval and u 0 = u(t 0 ). We start from the integral equation
Using the Strichartz inequalities, we estimate in a standard way [2] u;
where 1/r + 1/r = 1/q + 1/q = 1, (q, r) is an admissible pair, and
where δ ≡ δ(r) = n/2 − n/r. The main step of the proof consists in estimating u in L k (L ℓ ) by interpolation between the Morawetz quantity ρ; L 2 (Ḣ (3−n)/2 ) and some norm which is controlled by u; L ∞ (H 1 ) , typically u; L ∞ (Ḣ σ ) for some σ, 0 ≤ σ ≤ 1. For orientation, we first consider the homogeneity degree of the various norms involved, where the degree of u; L q (Ḣ σ r ) is defined as σ + δ(r) − 2/q, so that it reduces to σ for admissible (q, r).
is σ and the degree σ M of the Morawetz quantity is obtained by comparing from the point of view of dimension
which gives 1 + n/2 + (n − 3)/2 = 2 (n/2 − σ M ) and therefore σ M = 1/4. We have to combine information on u and on ρ, which can be transformed into information bearing only on u or only on ρ. We consider separately the cases n ≥ 2 and n = 1.
The case n ≥ 2. Here we work with u. The information on ρ implies the following information on u.
where the last result follows from Lemma 5.6 in [24] . We want to estimate u in L k (I, L ℓ ) with k, ℓ satisfying (3.5) for some k < ∞ and some δ with 0 ≤ δ < 1 (the value δ = 1 is excluded a priori for n = 2, and by the condition k < ∞ for n ≥ 3). From (3.5), we obtain 2/k + n/ℓ = n/2 − σ c .
Conversely if k, ℓ satisfy (3.7) with 1 ≤ k < ∞ and 2 ≤ ℓ ≤ ∞, then δ defined by (3.5) satisfies 0 ≤ δ < 1, so that it suffices to consider (3.7). We estimate by Sobolev inequalities and by (3.6)
should be replaced by L 8 for n = 2 according to (3.6)) for some σ and θ with 0 ≤ σ ≤ 1 and 0
in accordance with the homogeneity argument given above. In addition for n ≥ 4, the Sobolev inequality requires
For a given σ c with 0 < σ c < 1, it is therefore sufficient to find σ and θ with 0 ≤ σ ≤ 1 and 0 < θ ≤ 1, satisfying (3.10) and in addition (3.11) or equivalently θ ≤ 4σ/(n − 3 + 4σ) (3.12)
for n ≥ 4. One can make the following choices. with θ defined by (3.10).
Case n ≥ 4. For σ c = 1/4, one must take σ = 1/4 and one can take θ = (n − 2) −1 . For σ c = 1/4, the allowed values of σ are given by
where σ 0 is defined by (3.10) and (3.12) with equality, namely
with θ defined by (3.10).
We can now complete the proof of the proposition. Substituting (3.8) into (3.4) yields
. By Proposition 2.1, one can partition IR into a finite number of intervals such that
and the number of intervals is also estimated in terms of u; L ∞ (IR, H 1 ) . This yields an estimate of u; X 1 (I) for each such interval. Furthermore u ∈ X 1 (IR) and u; X 1 (IR) is estimated by a (computable) power of u; L ∞ (IR, H 1 ) . This completes the proof for n ≥ 2.
Remark 3.2. For n = 2, 3, the argument is the same whether one uses u or ρ. For n ≥ 4, the argument can also be made by using ρ and the fact that
for 0 ≤ σ ≤ 1 by Leibniz and Sobolev inequalities, and one ends up again with the condition (3.14) with however
which makes the restriction on σ slightly stronger.
The case n = 1. Here we work with ρ. For low values of p, we shall need the implication for ρ of some Strichartz norms of u. We need the following lemma.
and therefore for 2/q = δ(r) and for any interval
Proof of Lemma 3.1. We estimate by fractional Leibniz and Sobolev inequalities
We come back to the proof of the proposition. We start again from (3.4), so that we need to estimate
for some δ with 0 ≤ δ ≤ 1/2, or equivalently with
We estimate
1−θ (3.25) by Sobolev inequalities, for some σ, θ and admissible (q, r) satisfying 0 ≤ σ < 1/r ≤ 1/2, 0 < θ ≤ 1 and For σ c = 1/4, namely p = 9, we must take σ = 1/4 and we ensure (3.27) (3.28) by taking r = 2 and θ = 1/2. For σ c = 1/4, we must take
and the elimination of θ betwen (3.27) (3.28) yields
which implies the condition σ < 1/r since
by (3.29) . One can fulfill (3.30) with r = 2 provided
which is compatible with (3.29) provided σ − ≥ 0, namely σ c ≥ 1/10 or p ≥ 6. In that case we take r = 2 and we can take
with θ defined by (3.27) for σ c = 1/4. For such (σ, θ), one obtains
which implies (3.16) with n = 1. For 0 < σ c < 1/10, namely 5 < p < 6, one can take σ = 0 and take for r the minimal value allowed by (3.30), namely
and θ = 4σ c . One then obtains
so that by (3.4)
which gives again an estimate of u, X 1 (I) provided ρ; L 2 (I,Ḣ 1 ) is sufficiently small.
The end of the proof proceeds as in the case n ≥ 2. ⊓ ⊔ Remark 3.3. If one wants to use values of σ arbitrarily close to σ c for σ c > 1/4, one needs to take r > 2 in the region σ c < σ < σ − . The lowest possible value of r is given by (see (3.30 
Remark 3.4. One could use u instead of ρ also in the case n = 1. From the inequality
and one can perform the estimates by using u;
. The results are essentially the same with however stronger restrictions on σ.
We now exploit Proposition 3.1 to prove AC in H 1 for the NLS equation (1.1) with interaction (3.1). We first recall some standard results on scattering for that equation [2] . Proposition 3.2. Let 0 ≤ σ c < 1, σ c < 1/2 for n = 1, or equivalently p ≥ 1 + 4/n, p < 1 + 4/(n − 2) for n ≥ 3, and λ > 0.
(1) Let u + ∈ H 1 . Then the NLS equation (1.1) (3.1) has a unique solution u ∈ X
Sketch of proof. The proof uses mainly Strichartz inequalities. In order to prove Part (1), one starts from the integral equation (3.3) with u + = U (−t 0 )u 0 and t 0 → ∞, namely
and one solves that equation locally in a neighborhood of infinity in time, namely in I = [T, ∞) for T sufficiently large. The proof uses the estimate (3.4) followed by
which can always be realized for suitable δ.
In order to prove Part (2), one estimates
with I = [t 1 , t 2 ], and the last norm tends to zero when t 1 , t 2 → ∞ for u ∈ X 1 (IR + ) and q 1 < ∞.
⊓ ⊔ The previous proposition yields the existence of the wave operators in Part (1) and the fact that AC holds for solutions in X 1 (IR) in Part (2). Putting together Propositions 3.1 and 3.2 yields AC for finite energy solutions. Proposition 3.3. Let 0 < σ c < 1, σ c < 1/2 for n = 1, or equivalently p > 1 + 4/n, p < 1 + 4/(n − 2) for n ≥ 3, and let λ > 0. Let u be a finite energy solution of the NLS equation (1.1) (3.1), namely a solution u ∈ X 1 loc (IR). Then u ∈ X 1 (IR) and there exist u ± ∈ H 1 such that
when t → ±∞.
We now turn to the Hartree equation (1.1) with g given by (1.3). We assume that V ∈ L p for suitable p, for which we shall use the parameter σ c defined by
The treatment extends in a trivial way to more general V such as those considered in Proposition 2.2.
The main technical result is the following proposition.
Remark 3.5. For nonnegative V , the Cauchy problem is globally well posed in H 1 and
Sketch of proof. The proof follows the same pattern as that of Proposition 3.1. We start again from (3.3). Using the Strichartz estimates and the Young inequality, we estimate
The proof then proceeds as for the NLS equation. In particular one uses the estimate (3.8) with k, ℓ satisfying (3.9) so that 0 < θ = 2(1 − δ) ≤ 1, which ensures the condition 0 < 2/k ≤ 1. ⊓ ⊔ The analogue of Proposition 3.2 can be proved for the Hartree equation [13] and the final result follows therefrom and from Propositions 3.4 and 2.2.
Proposition 3.5. Let n ≥ 3. Let 0 < σ c < 1, σ c ≤ 1/2 for n = 3, or equivalently n/4 < p < n/2, p ≥ 1 for n = 3. Let V ∈ L p be real radial and non increasing (and therefore nonnegative). Let u be a finite energy solution of the Hartree equation (1.1) (1.3), namely a solution u ∈ X 1 loc (IR). Then u ∈ X 1 (IR) and there exist u ± ∈ H 1 satisfying (3.45) when t → ±∞.
Appendix 1. Estimate of the RHS of (2.21) in H 1/2 for h = |x|.
Proof. We estimate
with δ = δ(r) > 0, by fractional Leibniz inequalities. Clearly
We then use the fact that F (∇|x|) = C P ξ|ξ|
where F is the Fourier transform and P denotes the principal value ( [22] , Theorem 5, p. 73 with k = 1) so that
by the Hardy Littlewood Sobolev inequality ( [22] , Theorem 1, p. 119), where
provided 0 < δ < n and 0 < δ(s) < n/2. The last term in (A1.2) is then estimated by
by Sobolev inequalities, which together with (A1.2) and (A1.3) yields (A1.1). One can easily choose r satisfying the required restrictions, for instance by taking r = s, which yields δ = 1/6. ⊓ ⊔ Appendix 2. A quadratic identity for the NLKG equation. As mentioned in Section 2, the algebraic structure (2.1) (2.2) is realized for any system with symmetric conserved energy momentum tensor T λµ , namely  
where σ = T 00 is the energy density, j k = −T 0k = −T k0 is both the energy current and the momentum density, and T = {T kℓ } is the space-space part of T λµ . Here we use σ instead of ρ in order to keep the notation ρ for |u| 2 , greek (resp. latin) indices run from 0 to n (resp. from 1 to n), and the index 0 refers to time. We shall also need the Minkowski metric η λµ with η 00 = −η jj = 1. We now consider the NLKG (or nonlinear wave NLW) equation
where g = g(ρ) is a real function of ρ = |u| 2 . The Lagrangian density is
with G defined by (2.9). The energy momentum tensor is well known to be
We define as before for real even h
Substituting σ = T 00 , j k = −T 0k and T = {T kℓ } given by (A2.4) into (A2.7) yields
and finally, ordering the terms by the powers of G
In space dimension n = 1, the linear term in G vanishes and (A2.8) reduces to
so that if h ′′ has a given sign, the kinetic and potential terms have opposite signs, which precludes a straightforward use of that identity to derive estimates. Early applications of the method [12] [15] used (A3.3) to derive an estimate of the last term and were therefore restricted to space dimension n ≥ 3. Taking the scalar product of M 0 with ρ gives a useful quantity because ρ satisfies the conservation law (2.1).
Appendix 4. Proof of (2.21) by regularization. Let u ∈ X 1 loc (I) be a solution of the NLS equation (2.7) and let ϕ ∈ C ∞ 0 (IR n , IR + ) with ϕ 1 = 1 denote a regularizing function of the space variable which will eventually converge to the measure δ. We define u ϕ = ϕ ⋆ u, ρ ϕ = |u ϕ | 2 j ϕ = Im u ϕ ∇u ϕ , f (u) = g(|u| 2 )u, f ϕ = ϕ ⋆ f (u) and f = = f ϕ − f (u ϕ ). Then u ϕ ∈ ∩ σ≥0 C (I, H σ ) and u ϕ satisfies the equation
which is the regularized form of (2.7). From (A4.1), we obtain the regularized form of (2.1) (2.2) by direct computation, namely where R(v) = < vv, ∇ 2 h ⋆ ∇v∇v > − < v∇v, ∇ 2 h ⋆ v∇v > , (A4.8)
S ϕ = − < j ϕ , ∇h ⋆ P 1 > + < ρ ϕ , ∇h ⋆ P 2 > = 2 Re {< u ϕ ∇u ϕ , ∇h ⋆ u ϕ f = > + < ρ ϕ , ∇h ⋆ f = ∇u ϕ >} (A4.9)
by a straightforward rewriting. We now remove the cutoff, and without loss of generality, we restrict our attention to the case of a single power interaction of the form (3.1). We restrict ourselves to proving that In both cases f = 2 tends to zero for each t ∈ I when ϕ tends to δ, and (A4.10) follows from (A4.11) and from the Lebesgue dominated convergence theorem.
