In this paper we study the distributed optimal control problem for the twodimensional mathematical model of cancer invasion. Existence of optimal statecontrol and stability is proved and an optimality system is derived.
Introduction
In this paper we will study the following system of equations The reaction-diffusion-taxis models have been applied to describe the cancer invasion, angiogenesis, etc., see for example [2, 4, 6, 7] and references therein.
The study of optimal control for chemotaxis equations is present in the literature. For example, Ryu and Yagi [22] studied the optimal control problem for the Keller-Segel equations to describe the aggregation process of the cellular slime molds by chemical attraction (see also Ryu [21] (1.5)
Here, Ω is a bounded region in R 2 of class C 3 , where a, b, d, f and g are assigned positive values, γ is a given nonnegative constant, u ≥ 0 is a control function in a bounded subset and is a fixed exponent such that 0 < < 1/2. Aggregation of cellular slime mold is known as a model of self organization by cell interaction mediated by the chemical substance cAMP. The authors are concerned with the question of whether one can control the aggregation of cells by cAMP. For simplicity they consider a distributed, optimal control problem in the region Ω with the cost functional J(u) above. The existence of an optimal control and the necessary first-order condition satisfied by the optimal control was verified. The results obtained by these authors where the main motivation for our study.
In Vilas et al. [26] , only numerical methods were used for the study of systems described by coupled sets of partial and ordinary differential equations of the form:
∂ t x = ∇ · (k∇x) − ∇ · (vx) + f (x, y, u), ∂ t y = g(x, y, u) (1.6) where u(t) represent the control variables vector. The state variables are split into spatially distributed x(ξ, t) and lumped y(t) variables, f (x, y, u) and g(x, y, u) are two given nonlinear functions which may represent, for instance, chemical reactions.
Mathematical models for cancer chemotherapy treatments have a long history (for a survey of the studies see, for example [12] and [24] ). In Bahrami and Kim [3] the authors apply engineering optimal control theory to investigate the drug regimen for reducing an experimental tumor cell population. However, Swan and Vincent [25] were the first to utilize engineering optimal control theory for a chemotherapy problem involving a human tumor. While biomedical research concentrates on the development of new drugs and experimental (in vitro) and clinical (in vivo) procedures to determine their treatment schedules, the analysis of models can assist in testing various treatment strategies searching for optimal ones, see also Swan [24] . In view of the biological motivations and the studies done in [2] and [24] , we have opted to place the control u in the third equation give in (1.1).
As a purely mathematical study, we could have chosen to apply one or more controls as in [26] , but we decided to apply a single control to measure the difficulty of the problem so that in the future we will be able to study controllability issues associated with system (1.1), that is, prove that in finite time T the solution n satisfies n(x, T ) = 0. This is a delicate problem when considered from a purely mathematical standpoint as well as a very interesting problem from a biological perspective.
As measure of performance we use the following cost functional
We consider the optimal control problem formed by state variables (n, f, m, c) and control variable u, where we seek a quintuple (n, f, m, c; u) such that the functional (1.7) is minimized subject to (1. In the study of the existence of a solution to system (1.1) in comparison to the A. Marciniak-Czochra and M. Ptashnyk [11] , a new proof is presented in our paper, that provides more information about the solution n. In our study n ∈ L q (Q) for every q ≥ 1 with fixed regularity of the initial data. Also, being unable to apply the results of A. Marciniak-Czochra and M. Ptashnyk [11] in the system (1.1) due to the lack of logistic growth, i.e., μ n n(1 − n − f ), we were unable to apply the method of bounded invariant rectangles to the reformulated system and thus not able to prove uniform boundedness of the solution. In this paper we overcome this difficulty by proving an estimate L q , for the value of q appropriate, under the assumption that initial data are sufficiently small and using the Leray-Schauder fixed point theorem as our main tool. The model studied by Morales-Rodrigo [20] is very similar to the model presented in our paper, without the control term and oxygen equation, we do not apply the results obtained by the authors regarding existence because we want results of existence that apply for any fixed finite time. Whereas Morales-Rodrigo proved only a local result in Hoelder's spaces, in our study, we needed a more regularly result to the solutions to prove the necessary first-order condition by the optimal control. The studies of Corrias, Perthame and Zaag [9, 10] differ from ours in part because they only consider models parabolic-elliptic system and parabolic-degenerate system as well as the Keller-Segel models and almost all models with Ω = R d .
Other studies in the literature for the Keller-Segel models with or without optimal control are Lebiedz and Brandt-Pollmann [17] , K.R. Fister and M.L. Mccarthy [14] , Corrias, Perthame and Zaag [9] , Chiu and Yu [8] and the references contained therein.
Our study differs in part from the studies so far reported in the literature, not for the existence and uniqueness of the model but for being one of the first studies that addresses optimal control for a model with haptotaxis flow characterized by the first three equations of (1.1). It is highlighted that not only the existence of an optimal control was proved but also the necessary first-order condition satisfied by the optimal control was verified. This differs even more from the studies previously presented and in this way provides a new contribution to the literature.
We note that obtaining the necessary first-order condition for an optimal control problem is important because it is useful for designing feedback controls and also in the development of more efficient and faster numerical simulations of optimal control algorithms.
For simplicity, we follow the same assumptions of [20] for the first three equations of (1.1), observing that these assumptions agree in part with the Keller-Segel model in Ryu and Yagi [22] and Ryu [21] . However, the authors did not consider the second equation of (1.1) making it different from shape of the coupling equations. The reason to adopt such assumptions is that as we wanted to prove the necessary first-order condition satisfied by the optimal controls. To do this, we needed to prove that the solution operator associated with the system (1.1), besides being well defined, needs to be Fréchet differentiable, which for more general assumptions on F 1 , F 2 , F 3 in (1.4) makes it much more difficult problem to be studied.
The paper is organized as follows. In Section 2 we present the notations, and recall certain concepts and results that will use. We explicitly state our technical assumptions and our main results concerning existence, regularity and uniqueness of solutions. In Section 3 we introduce a regularized problem related to (1.1)-(1.3) and we prove a result of existence of solutions to regularized problem using Leray-Schauder fixed point theorem. To investigate the existence of regularized model solutions, we change the variables so that we obtain an equivalent system with the first equation expressed in divergent form with a diagonal diffusion matrix, similar as found in [9] , and more recently in [11] . Sections 4 and 5 are dedicated to the proof of our main results. In Section 6 we will study a problem of optimal control, considering it for the cost functional (1.7) associated with system (1.1)-(1.3). We prove the existence of optimal control that minimizes this functional. We also find optimal conditions that are needed to be met for each optimal control. 
Preliminary results and the main result
Let s be a positive integer, and let 1 ≤ p < ∞. The Sobolev space W s p (Ω) is the set of functions defined on Ω with finite norm
where
(the derivatives in (2.1) are understood in the sense of distributions). In the case 0 < s < 1, the Sobolev space 
, with the norm [16] . L q,r (Q) is the Banach space of (classes) functions u(x, t) from Q to R measurable (in the sense of Lebesgue) whose norm is given by 
2 . The constant C depends only on T, p, q, N and Ω. Now, we will formulate one the main theorems of this paper that proves the existence and the uniqueness of solutions for the problem (1.1)-(1.3):
there exist functions (f, n, m, c) satisfying:
Remark 2.3. ξ = ξ(T ) goes to zero when T tends to infinity. 
Remark 2.6. The result of Theorem 2.2 is still true if only
is a sufficient condition for the control problem to have a solution.
We also have the following result: 
where C is a positive constant that depends on the constants of the problem and the initial data.
In the sequel, C denotes a generic positive constant which may change from line to line.
Corollary 2.8. If we consider the assumptions of Theorem 2.2. Then the problem (1.1)-(1.3) has a unique solution.

Regularized problem
In this section we introduce a regularized problem related to (1.1)-(1.3) and will prove a result of existence of solutions applying the Leray-Schauder fixed point theorem in a form stated in Friedman [15, p. 
Then there exists a solution of the equation
Now, we recall certain results that will be helpful in the introduction of such a regularized problem. Recall that there is an extension operator Ext(·) taking any function w in the space
and extending it to a function Ext(w) ∈ W 2,1 2 (R N +1 ) with compact support satisfying:
) be a family of symmetric positive mollifier functions with compact support converging to the Dirac delta function, and denote by * the convolution operation. Then, given a function m ∈ W 2,1
Now, we are in a position to define the following family of regularized problems. For δ ∈ (0, 1), we consider the system
Remark 3.2. The central idea of the study is to solve the regularized problem (3.2), to prove the existence of solutions, obtain estimates uniform in relation to parameter δ, use arguments of reflexivity and compactness to pass the limit in the regularized problem and obtain a solution of the problem (1.1)-(1.3).
Consider the following result for the regularized problem:
and
Preparatory results
To simplify the notation, in this sections we will omit the superscript δ of the variables n δ , m δ , f δ and c δ .
To prove Proposition 3.3 we will apply the Leray-Schauder Fixed point theorem. For this, we take q ≥ 4 and consider the family of operators L :
where n is the only solution the first equation of the decoupled system
, by linear theory of parabolic PDE's there is a unique m ∈ W 2,1 4 (Q) solving the equation It follows from second equation of (3.3) that
Now, consider the linear equation:
As n 0 ∈ W 4/3 3 (Ω), it follows from [16] that there is only one
solution of (3.7). By Lemma 2.1 we conclude that
From the last results we conclude that,
From the above arguments, we conclude that n ∈ W 2,1 3 (Q) is the only solution of the equation
The continuity of embedding W
follows from the operator L being well defined. As χΔf ∈ L ∞ (Q), it follows from Eq. (3.7) and the maximum principle that
has the following properties:
it is continuous and maps bounded sets into relatively compacts sets. (ii) For every > 0 and every bounded set
We have n 1 and n 2 as solutions of (3.10), where even n = n 1 − n 2 satisfies the equation
Testing the first equation (3.12) by |n| q−2 n and integrating in Ω, using the Hoelder inequality and (3.6), we conclude that
Using Gronwall's inequality we obtain
From (3.6), we have
By the assumptions about ρ δ , Ext(·) and using the fact that m = m 1 − m 2 satisfies the equation
By (3.14) and (3.17) we have that
which proves the continuity of L(l, ·).
To prove the compactness of L(l, ·), we note that L(l, ·) can be written as the composition of the solution operator from
Simon [23] . This proves item (i). Proof of item (ii) is analogously to (3.13) with φ ∈ A,
Using (3.15) and (3.17) we conclude that
Lemma 3.5. Suppose that the assumptions from Proposition 3.3 are satisfied. Then there exists a number
Again by the maximum principle we have from Eq. 
We can consider
We note that ψ(f ) ≥ 1, for all f ≥ 0. We can write the system (3.3) as
We have shown that the solutions s, v and m are nonnegative. Integrating the first equation of (3.21) on Ω, we conclude that
Integrating with respect to variable t, and using that
we have
Testing the first equation of (3.21) by qs q−1 , to q ≥ 4, we get
Therefore,
Using the identity
we obtain that
Thus, 
Choosing p = 1, r ≥ q + 1 and α = 1 q+1 we obtain
.
From this last inequality and (3.23), it follows that
(3.25)
From (3.24), (3.25) and using that ψ(f ) ≥ 1, we obtain
Integrating in (0, t), with t ≤ T , using that
and the latter inequality we obtain
From where we conclude that
From properties of the convolution, from the properties of the operator extension and from the second equation of (3.21), we have
By Young's inequality, we obtain
From (3.28), (3.29) and (3.30) we obtain
In particular, we conclude that
Assuming that
or equivalently,
then from (3.32) and (3.34), there is a positive constant C independent of δ > 0 and l, such that
From (3.32) and (3.35) there is a positive constant C independent of δ and l, such that
where C is a constant independent of δ > 0 and of l, thus proving (3.19). 2
Proof of Proposition 3.3
From Lemma 3.5, we know the existence of a number ρ > 0 which satisfies the property stated in (3.19). For l = 0, the problem L(0, n) = n has a unique solution, because, (n, f, m, c) is a solution of the system
(3.38)
By Leray-Schauder's fixed point theorem, the equation L(1, n) = n has a unique solution. In other words, problem (3.2) has at least one solution. By Leray-Schauder's fixed point theorem and (3.38), there exist s, m, f and c that are solutions of Particularly,
By (3.6), (3.8), (3.40), (3.6), (3.11), (3.20) and making the replacement sψ(f ) = n in (3.39), Proposition 3.3 is proved. Testing the first equation (3.39) by ∂ t s and integrating on Ω, we obtain
Therefore, 
Note that
Integrating (4.1) on interval (0, t) and using (4.2) and (4.3), we obtain
As ψ(f ) ≥ 1, it follows from (4.4), (4.5) and (4.6) that
where C is a uniform constant in δ > 0. We will now analyze the equation
whose solution is
Computing the i-th partial derivative of (4.8) we obtain
Similarly,
From (4.10) and (4.11) we conclude that
By Jensen's inequality (see Evans [13] ), we conclude from (4.12) that
Integrating (4.14) on Ω, we conclude that
where C does not depend on δ > 0. Again, by Jensen's inequality we conclude from (4.13) that
We will analyze the term
, it follows from Gagliardo-Nirenberg inequality (see Brezis [5, p. 314 
where C is independent of δ > 0. Analogous estimates are obtained for the remaining terms on the right side of (4.17). Thus, we conclude from (4.17) that
, (4.19) where C is independent of δ > 0. By (4.8), (4.15) and (4. 19) 
, with the first embedding compact (because n = 2). It follows from Simon [23, Corollary 4] , passing to a subsequence if necessary, that 20) particularly, 
From compactness of the embedding of W From continuity, we have
is continuous, and by (3.5) with φ = n and (3.37) we conclude that
By (4.36), (3.5) and (3.36) we conclude that
By compactness of embedding of
, it follows from (4.24) and (4.25), passing to a subsequence if necessary, that Now, multiplying the first equation of (3.39) by ϕ ∈ L 2 (0, T ; H 1 (Ω)), integrating on Q t and using integration by parts, we obtain 
Moreover, it follows from (3.22), (3.36) and the Gagliardo-Nirenberg inequality that
where C is a constant independent of δ > 0. It follows from Lions [18, Lemma 1.3] that
Taking the limit when δ → 0 + and (4.46), it follows from (4.21), (4.41), (4.42) and (4.49) that
for every t ∈ [0, T ] and for all ϕ ∈ L 2 (0, T ; H 1 (Ω)). From estimates (4.22) and (4.23), we can obtain subsequences, that will continue denoting by (m δ ) and (c δ ), such that passing the limit in the equations
and Computing the change of variable n = ψ(f )s in (4.50) and differentiating we have
We conclude that
Integrating in Q, and using (3.5), (3.36) and (4.7) we obtain
It follows from (3.37) that
for all q ≥ 1. Therefore from (4.40), (4.53), (4.54), (4.55), (4.56) and (4.57) we conclude the proof of Theorem 2.2.
Proof of Theorem 2.7
We assume that there exist two solutions of (1. 1)-(1.3) denoted by (n 1 , f 1 , m 1 , c 1 ) and (n 2 , f 2 , m 2 , c 2 ) .
Using n as test function in (5.1), we obtain, for any
by Theorem 2.2(i), Gronwall and Gagliardo-Nirenberg inequalities, we estimate
By (3.37), Theorem 2.2(i) and Gronwall inequality we estimate
Differentiating the equation for f with respect to x i , 1 ≤ i ≤ 2, and using |f
For the Sobolev embedding theorem (with n = 2), the third equation in (5.1) and (3.5) yield
Since,
By the mean value theorem we have
for 0 ≤ λ ≤ 1. Therefore,
The Sobolev embedding theorem (with n = 2), (3.5) and (5.7) yield
and (5.6) we obtain
On the other hand, by Gagliardo-Nirenberg inequality and (3.37)
By (5.10), (5.11) and Gagliardo-Nirenberg inequality we have
By the Gronwall's inequality we conclude that
Integrating from 0 to τ , with τ ≤ T we have
By (5.2), (5.3), (5.4) and (5.14)
ds. (5.15) Grouping the corresponding terms we conclude that
To > 0 small enough, such that,
C > 0 and considering the supreme of 0 to t, with t ≤ T and using that τ ≤ t we conclude that
By the Gronwall's inequality in (5.17) we obtain 
6. The optimal control problem
The solution operator of (1.1)-(1.3)
In this section we will study the operator F :
2 (Q), which maps the source term u ∈ L 4 (Q) of (1.1) into the corresponding solu-
2 (Q). Furthermore in Theorem 2.7 it was proved that F is Lipschitz continuous. Suppose u ∈ L 4 (Q) and consider a perturbation δu ∈ L 4 (Q). respectively. Then
where 
where n, f and m are the first three components of F (u).
Proof. By Theorem 2.7
where C is a positive constant that depends on the constants of the problem and the initial data. Defining:
it is not difficult to verify that ( n, f, m, c) satisfies the following system:
Remark 6.2. The same method used in the proof of Theorem 2.2 can also be applied to prove the existence of solutions for systems (6.2) and (6.4). But the linear structure and regularity of the coefficients, as well as the existence of solutions to problems (6.2) and (6.4) can be proved by other linear equations methods.
By linear theory for parabolic equations, it follows from the third and fourth equations of (6.4) that
From (6.8), applying Jensen's inequality, we have
(6.14)
Adding inequalities (6.10), (6.13) and (6.14) and using (3.5), (3.37), (4.38) and (4.39) we obtain
Applying Gronwall's lemma to (6.15) we conclude
for all t, 0 ≤ t ≤ T . From which we conclude that
, (6.17) for all t, 0 ≤ t ≤ T . By the Gagliardo-Nirenberg inequality we conclude that
for all t, 0 ≤ t ≤ T . From (5.8) and (5.13) with f = f δ − f , n = n δ − n, u = δu, (5.18) and (6.3) we conclude 
The optimal control problem
Let G ad be a nonempty closed convex subset of the Banach space L 4 (Q). Thus u opt := u is an optimal solution of (6.23). 2
Now we will prove necessary optimality conditions for each optimal control u. 
