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1. Introduction
Throughout the paper, G = (V, E) is a connected undirected simple graphwith V = {v1, v2, . . ., vn}
and E = {e1, e2, . . ., em}. Ifm = n + c − 1, then G is called a c-cyclic graph. Especially, if c = 1 and 2,
then G is a unicyclic graph and bicyclic graph, respectively.
Let u and v be two vertices in V(G). A neighbor u of v, write u ∼ v, is a vertex adjacent to v in G. The
symbolN(v) denotes the neighbor set of vertex v, then d(v) = |N(v)| is the degree of v. If d(v) = 1, v is
called a pendant vertex ofG. Let dH(v)denote the degree of v inH, whereH is an induced subgraph ofG.
Let A(G) be the adjacency matrix of G. The spectral radius of G, denoted by ρ(G), is the maximum
of the moduli of the eigenvalues of A(G). By the Perron–Frobenius Theorem (see [1]), when G is
connected, ρ(G) is simple and equal to the largest eigenvalue of A(G). Furthermore, there is a positive
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unit eigenvector f = (f (v1), f (v2), . . . , f (vn))T corresponding toρ(G). Such eigenvector f and f (vi) are
referred to as the Perron vector (of G) and the ρ-weight of vertex vi, respectively, i = 1, 2, . . . , n.
The sequence π = (d1, d2, . . . , dn) is called the degree sequence of G if di = d(v) holds for some
v ∈ V(G). We enumerate the degrees in non-increasing order, i.e., d1  d2  · · · dn. A sequence π is
graphic if there is a simple graph with degree sequence π . If there exists a connected c-cyclic graph
with π as its degree sequence, then π is called a c-cyclic degree sequence. Note that π is a bicyclic
degree sequence when c = 2. Denote the class of connected graphs with degree sequence π by Cπ . If
G ∈ Cπ and ρ(G) ρ(G′) for any other G′ ∈ Cπ , then G is said to be the maximal graph in Cπ .
The work on determining the graph which has greatest maximal eigenvalue among some classes
of graphs, can be traced back to 1957 [16]. In the 1980s, Brualdi and Hoffman [2,15] investigated the
maximal spectral radius of the adjacency matrix of a graph in a given set of graphs. Then a number of
literature have been written. Some of them considered the determination of maximal graphs in the
set of all connected graphs with given degree sequences. This problem was not solved in general, but
very similar problems on some classes of graphs were solved. In [3], the trees maximizing the spectral
radiuswith prescribed degree sequenceswere determined by Bıyıkog˘lu and Leydold. Recently, Belardo
et al. [4] investigated the case of unicyclic graphs. The results on some other classes of graphs can be
seen, for example, in [12–14,18].
It isworth noticing that in the last section of [4] the authors gave a conjecture on the structure of the
graph with maximal spectral radius in the set of connected graphs with prescribed degree sequence.
In this paper, restricted to bicyclic graphs, we determine the maximal graphs with prescribed bicyclic
degree sequences, which were predicted in the conjecture.
2. Main results
In the following sections, let Bπ denote the class of all connected bicyclic graphs with degree
sequence π and BM be the graph with the greatest spectral radius in Bπ .
To present the following theorems, we need to introduce more deﬁnitions.
As usual, let Pl denote a path of order l. Two paths Pl and Pl′ are said to be of almost equal lengths
if |l − l′| 1.
Let C1 and C2 be two vertex-disjoint cycles with lengths c1 and c2, respectively. Suppose u ∈ V(C1),
v ∈ V(C2) and join u and vwith a path Pt (including u and v), t  1. When t  2, such bicyclic graph is
usually called an dumbbell graph, denoted by I(n, c1, c2, t). In the case when t = 1, we identify uwith
v and name the resulting graph an ∞-graph, denoted by I(n, c1, c2).
Suppose Pl1+1, Pl2+1 and Pl3+1 are three vertex-disjoint paths, where l1, l2, l3  1, and at most one
of them is 1. A θ-graph, denoted byQ(l1, l2, l3), is obtained by identifying the three initial and terminal
vertices of them (Fig. 1).
The union of two simple graphs G and H is the graph G ∪ H with vertex set V(G) ∪ V(H) and edge
set E(G) ∪ E(H). If I(n, c1, c2, t) (resp. I(n, c1, c2)) is an induced subgraph of a bicyclic graph G, then
we let C = C1 ∪ C2 ∪ Pt (resp. C = C1 ∪ C2). If a bicyclic graph G contains a θ-graph Q(l1, l2, l3), then
we deﬁne C1 to be the cycle consisting of Pl1+1 and Pl2+1, while C2 consists of Pl2+1 and Pl3+1, and
C = C1 ∪ C2. Note that C is called the Perron-core of G in [4].
Let B∗ = Q(2, 1, 2) and B∗∗ = I(5, 3, 3).
When n = 4, there is only one graph B∗ in Bπ , i.e., B∗ is the maximal graph. Thus we assume that
n > 4. Recall that the degree sequenceπ = (d1, d2, . . . , dn) is graphic if and only if∑ni=1 di is even and
k∑
i=1
di  k(k − 1) +
n∑
i=k+1
min{k, di}, 1 k n [11].
Fig. 1. Q(l1 , l2 , l3).
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Fig. 2. The maximal graph with degree sequence (6(1) , 5(1) , 4(1) , 3(3) , 2(1) , 1(10)).
For a graphic bicyclic degree sequenceπ , it is not difﬁcult to see that there are only four possibilities of
π . In what follows, Theorems 2.1 and 2.2 characterize the maximal graphs without pendant vertices,
while the graphs with at least one pendant vertex are considered in Theorems 2.3 and 2.4.
Theorem 2.1. Let π = (d1, d2, . . . , dn) be a bicyclic degree sequence, where d1 = 4 and di = 2 for each
i = 2, 3, . . . , n. Then BM is the ∞-graph I(n, 3, n − 2).
Remark 2.1. The result of Theorem 2.1 was proved by Simic´ in a more general context [19] with a
note that the inequalities are wrongly reported due to typesetting mistakes. In Section 3, we will give
another proof restricted to bicyclic graphs.
Theorem 2.2. Let π = (d1, d2, . . . , dn) be a bicyclic degree sequence, where d1 = d2 = 3 and di = 2 for
each i = 3, . . . , n. Then BM is the θ-graph Q(2, 1, n − 2).
Theorem 2.3. Letπ = (d1, d2, . . . , dn) be a bicyclic degree sequence,where d1 > 4, dn = 1 and di  2 for
each i = 2, 3, . . . , n − 1. Then BM is obtained by attaching d1 − 4 hanging paths of almost equal lengths
to the vertex of degree 4 in B∗∗.
When the graphs have at least two vertices of degree greater than 2 and at least one pendant vertex,
we get Theorem 2.4. The deﬁnition of spiral like disposition can be seen in [3]. Informally, we explain
this concept in Fig. 2, where the vertices satisfy the ordering in Lemma 3.3 and the exponent in the
degree sequence means the number of vertices in the graph having such degrees.
Theorem 2.4. Let π = (d1, d2, . . . , dn) be a bicyclic degree sequence, where d1  d2  3 and dn = 1. Let
v1, v2, v3 andv4 the vertices having the greatest degrees inBM.ThenBM containsB
∗ as its induced subgraph,
which is formed by v1, v2, v3 and v4, with dB∗(v1) = dB∗(v2) = 3. The remaining vertices appear in spiral
like dispositions with respect to B∗ starting from v5 that is adjacent to v1.
Moreover, it is not difﬁcult to see that the maximal graph in each case is unique.
3. The proofs of Theorems 2.1–2.4
Suppose uv ∈ E(G), the notion G − uv denotes the new graph raised from G by deleting the edge
uv. Similarly, if uv /∈ E(G), then G + uv denotes the new graph obtained from G by adding the edge uv.
The perturbations described in Lemmas 3.1 and 3.2 can be seen in the book [17] and many other
papers (for example, see [5–7]).
Lemma 3.1. Let G′ be a graph obtained from a connected graph G by the local switching, that con-
sists of the deletion of edges u1u2 and w1w2, followed by the addition of edges u1w1 and u2w2. Let
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f = (f (v1), f (v2), . . . , f (vn)) the Perron vector of G. If (f (u1) − f (w2))(f (w1) − f (u2)) 0 then ρ(G′)
 ρ(G), with equality for the indices if and only if f (u1) = f (w2) and f (w1) = f (u2).
Lemma 3.2. Let u, v be two vertices of the connected graph G, and w1, w2, . . . , wk (1 k d(v)) be some
vertices of N(v) \ N(u). Let G′ = G + w1u + w2u + · · · + wku − w1v − w2v − · · · − wkv. Suppose f
is a Perron vector of G, if f (u) f (v), then ρ(G′) > ρ(G).
The next lemma is immediately obtained by Theorem 1 in [3] and shown in [9].
Lemma 3.3 ([9]). Suppose π = (d1, d2, . . . , dn) is a non-increasing c-cyclic degree sequence. If G has
greatest maximum eigenvalue in Cπ with the Perron vector f , then there exists an ordering of V(G) ={v1, v2, . . ., vn} such that d(vi) = di for 1 i n, and f (v1) f (v2) · · · f (vn).
Corollary 3.1. Let u and v be two vertices of BM, then:
(I) if d(u) > d(v), then f (u) > f (v);
(II) if f (u) > f (v), then d(u) d(v);
(III) if f (u) = f (v), then d(u) = d(v).
Proof. We only need to prove the ﬁrst conclusion. (II) is obvious by Lemma 3.3.
Assume that the contrary holds, that is, f (u) f (v). Since BM is connected, then there exists a
shortest path P(u, v) from u to v. Recall that d(u) − d(v) = k > 0, then there must existw1, . . ., wk ∈
N(u) \ N(v) and w1, . . ., wk /∈ V(P(u, v)). Let B′M = BM + w1v + w2v + · · · + wkv − w1u − w2u −· · · − wku, then B′M is also connected and B′M ∈ Bπ .
On the other hand, since f (u) f (v), by Lemma 3.2, we have ρ(B′M) > ρ(BM), a contradiction to
the deﬁnition of BM . Thus, f (u) > f (v) and (I) follows. The conclusion of (III) is immediate from (I). 
Lemma 3.4. Let u1u2 and w1w2 be two disjoint edges in BM and B
′ = BM − u1u2 − w1w2 + u1w1 +
u2w2. If B
′ ∈ Bπ , then (f (u1) − f (w2))(f (w1) − f (u2)) 0. Furthermore, ρ(B′) = ρ(BM) if and only if
f (u1) = f (w2) and f (w1) = f (u2).
Proof. Since BM is the maximal graph with degree sequence π and B
′ ∈ Bπ , by Lemma 3.1, we have
(f (u1) − f (w2))(f (w1) − f (u2)) 0 (otherwise ρ(B′) > ρ(BM)), and ρ(B′) = ρ(BM) if and only if
f (u1) = f (w2) and f (w1) = f (u2). 
Corollary 3.2. Suppose u1u2 and w1w2 are two disjoint edges in BM. Let B
′ = BM − u1u2 − w1w2 +
u1w1 + u2w2. If B′ ∈ Bπ and
(I) f (u1) > f (w2), then f (u2) > f (w1);
(II) f (u1) = f (w2), then f (u2) = f (w1).
Proof of Theorem 2.1. Let v1, v2 and v3 be the vertices having the largest ρ-weights in BM with
f (v1) f (v2) f (v3). Note that BM is an∞-graphwith V(C1) ∩ V(C2) = {v1}, d(v1) = 4 and d(v2) =
d(v3) = 2 by Lemma 3.3. We will prove that v1, v2 and v3 are mutually adjacent step by step.
Step 1: v1 ∼ v2.
Notice that v1 and v2 must be on the same cycle, say C1. If v1 v2, take u ∼ v1 and w ∼ v2 on
C1 in clockwise direction. Let B
′ = BM − v1u − v2w + v1v2 + uw. Since B′ ∈ Bπ , we have (f (v1) −
f (w))(f (v2) − f (u)) 0 by Lemma 3.4, a contradiction to f (v1) > f (w) and f (v2) f (u) (by Corollary
3.1). Thus v1 ∼ v2.
Step 2: v1 ∼ v3.
By contradiction, suppose v1 v3.
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If v1, v2 and v3 are all on C1, take w ∼ v3 (w /= v2) on C1 and u ∼ v1 on C2. Let B′ = BM −
v1u − v3w + v1v3 + uw. Then B′ ∈ Bπ andwe can similarly obtain a contradiction by Lemma 3.4 and
Corollary 3.1. If v2 ∈ V(C1) and v3 ∈ V(C2), the proof is the same as the one of Step 1. Thus v1 ∼ v3.
Step 3: v2 ∼ v3.
First, we claim that v2 and v3 must be on the same cycle. Otherwise, take u ∼ v2 (u /= v1) and
w ∼ v3 (w /= v1). LetB′ = BM − v2u − v3w + v2v3 + uw. It is easy to see thatB′ ∈ Bπ .With a similar
discussion by Lemma 3.4, we will soon arrive at a contradiction.
Hence v2 and v3 are on the same cycle, say C1. If v2 v3, take w ∼ v2 (w /= v1, w ∈ V(C1)) and
u ∼ v1 (u ∈ V(C2)). ByCorollary3.2,wecaneasilyprove that f (u) > f (w). Next takeu1 ∼ u (u1 /= v1)
on C2 and let B
′ = BM + v2u + u1w − v2w − uu1. It follows that (f (v2) − f (u1))(f (u) − f (w)) 0 by
Lemma 3.4, a contradiction to f (v2) f (u1). Thus v2 ∼ v3.
We complete the proof. 
Proof of Theorem 2.2. Let v1, v2 and v3 be the vertices having the largest ρ-weights in BM with
f (v1) f (v2) f (v3). Then d(v1) = d(v2) = 3 and d(v3) = 2.
Step 1: v1 ∼ v2.
Assume the contrary, that v1 v2. Then two subcases occur.
Subcase 1.1: BM is a dumbbell graph.
Assume that v1 ∈ V(C1) and v2 ∈ V(C2). Take u ∼ v1 on C1 andw ∼ v2 on C2, then uw. Let B′ =
BM − v1u − v2w + v1v2 + uw. Clearly B′ ∈ Bπ . So by Lemma 3.4, we have (f (v1) − f (w))(f (v2) −
f (u)) 0. This is a contradiction to f (v1) > f (w) and f (v2) > f (u) by Corollary 3.1.
Subcase 1.2: BM is a θ-graph.
The proof of this subcase is similar to Step 1 in Theorem 2.1.
Hence v1 ∼ v2.
Step 2: v1 ∼ v3.
Suppose v1 v3. We divide this case into two subcases.
Subcase 2.1: BM is a dumbbell graph.
Since v1 ∼ v2, v3 must be on a cycle. If v1 and v3 are on the same cycle, say C1, take u ∼ v1 and
w ∼ v3 onC1 in clockwisedirection; if v2 and v3 are bothonC2, takeu ∼ v1 onC1 andw ∼ v3 (w /= v2)
onC2. In bothof these twocases, letB
′ = BM − v1u − v3w + v1v3 + uw. Since the resulting graphs are
in Bπ , we have (f (v1) − f (w))(f (v3) − f (u)) 0 by Lemma 3.4, again a contradiction to Corollary 3.1.
Subcase 2.2: BM is a θ-graph and V(C1) ∩ V(C2) = {v1, v2}.
In this condition, v1, v2 and v3 are on the same cycle. See the proof of Step 2 in Theorem 2.1, then
we also arrive at a contradiction.
Hence v1 ∼ v3.
Step 3: v2 ∼ v3.
Assume, on the contrary, that v2 v3. Consider the following two subcases.
Subcase 3.1: BM is a dumbbell graph.
Also assume that v1 ∈ V(C1) and v2 ∈ V(C2). From the previous steps, we have v3 ∈ V(C1). Take
w ∼ v3 (w /= v1) on C1 and u ∼ v2 on C2. Let B′ = BM − v2u − v3w + v2v3 + uw. Then B′ ∈ Bπ and
(f (v2) − f (w))(f (v3) − f (u)) 0, again a contradiction to f (v2) > f (w) and f (v3) f (u).
Subcase 3.2: BM is a θ-graph and V(C1) ∩ V(C2) = {v1, v2}.
With v2 in place of v1, the proof is analogous to Subcase 2.2.
Hence v2 ∼ v3.
Collecting the results above, we prove that BM is the θ-graph Q(2, 1, n − 2). 
An internal path inG, say v1v2 · · · vs+1 (s 1), is a path joining v1 and vs+1 (not necessarily distinct)
such that v1 and vs+1 are both of degree greater than two, while other vertices v2, . . . , vs are of degree
two. Let Gu,v be the graph obtained from G by subdividing the edge uv, i.e., adding a new vertexw and
edges wu, wv in G − uv.
Lemma 3.5 ([8]). Let uv be an edge of the connected graph G on n vertices. If uv belongs to an internal
path of G, and G /= W(n), then ρ(G) < ρ(Gu,v), where W(n) is obtained from a path Pn−4 by attaching
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two pendant vertices to each pendant vertex of Pn−4, respectively. If uv does not lie on a internal path, and
G /= C(n), then ρ(G) > ρ(Gu,v), where C(n) is a cycle of order n.
Lemma 3.6 ([10]). Let G(l, m) be a graph obtained from a non-trivial connected graph G by adding at some
ﬁxed vertex v two hanging paths whose lengths are l and m (lm 1). Then
ρ(G(l, m)) > ρ(G(l + 1, m − 1)).
Recall that the contraction of an edge in G is to delete the edge and then identify its ends, next we
have the proof of Theorem 2.3.
Proof of Theorem 2.3. Note that BM contains an ∞-graph in these conditions. Assume that V(C1) ∩
V(C2) = {v}, thend(v) = d1 > 4 and there ared1 − 4hangingpaths attached to v. Suppose |V(C1)| =
g1 and |V(C2)| = g2. If g1 > 3, then we contract g1 − 3 edges on C1 and thus the spectral radius
increases by Lemma 3.5. Insert those vertices in some edges of the hanging paths, then the spectral
radius also increases by Lemma 3.5, a contradiction to themaximum of BM . Thus g1 = 3. Similarly, we
prove that g2 = 3. If any two of those hanging paths are of lengths differ by 2, then we can make their
lengths to atmost differ by 1without changing the degree sequenceπ . This modiﬁcationwill increase
the spectral radius of BM by Lemma 3.6. Hence the hanging paths are of almost equal lengths.
This completes the proof. 
The distance between two vertices u and v, denoted by d(u, v), is the length of the shortest path
connecting u and v. If H is a subgraph of G, then d(u, H) = min{d(u, v)|v ∈ V(H)}. A hanging tree of v
in G, denoted by T[v], is a rooted tree with v as its root (v ∈ V(C)). For a better classiﬁcation, in the
following discussions, the vertex set of a hanging tree does not include its root.
Deﬁnition 3.1. A closer vertex v of u is adjacent to u, and d(v, C) = d(u, C) − 1, where C is deﬁned in
Section 2. A further vertex w of u is adjacent to u, and d(v, C) = d(u, C) + 1.
It is clear that if u ∈ V(C), then it has no closer vertex. Analogously, if u is a pendant vertex, it has
no further vertex.
Lemma 3.7. Let ws be a pendant vertex of BM and P(w0, ws) = w0w1 · · ·ws (s 1) be the unique path
connecting ws and C, where w0 ∈ V(C). If there is an edge uv on a cycle such that v /= w0 and vw0,
then for each i = 0, 1, . . . , s,
f (wi) < max{f (u), f (v)}.
Proof. Let B′ = BM − uv − ws−1ws + uws + vws−1. Then B′ ∈ Bπ and (f (u) − f (ws−1))(f (ws)− f (v)) 0byLemma3.4. Fromd(ws) < d(v),wededuce that f (ws) < f (v), and then f (ws−1) < f (u).
Repeat a similar argument with edges uv and wiwi−1 from i = s − 1 to 1, then we will arrive at the
conclusion. 
Remark 3.1. Lemma 3.7 implies that in BM if vertex w has a further vertex and there is an edge uv on
a cycle such that v /= w and vw, then f (w) < max{f (u), f (v)}.
Lemma 3.8. Let u, v and x be three vertices sharing the same ρ-weight in BM. If edge uv lies on a cycle
and d(u) = d(v) = d(x) 3, then u, v and x form a triangle.
Proof. Without loss of generality, assume that uv ∈ E(C1). First, we will prove that x ∈ V(C1). By
contradiction, suppose x /∈ V(C1) and x v.
If x has a further vertexw. By Lemma3.7,we can immediately obtain that f (x) < max{f (u), f (v)} =
f (u), a contradiction to f (x) = f (u).
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Otherwise, we can observe that BM contains a dumbbell graph as its induced subgraph, {x} =
V(Pt ∩ C2) and d(x) = 3. Takew0 ∼ x on C2 and let B′ = BM − uv − w0x + xv + uw0. Then we have
f (w0) = f (v) = f (u) = f (x)byCorollary 3.2. This implies that d(w0) 3andw0 has a further vertices.
Continue the argument on u, v and w0, which we have done above.
Hence x ∈ V(C1). Next we prove that the length of C1 is equal to 3.
Suppose |V(C1)| 4 and x v, then there exists a vertex y ∈ V(C1) such that y ∼ x and y u.
Since B1 = BM − uv − xy + vx + uy is connected, the only possibility is that f (y) = f (v) by Corollary
3.2. Then d(y) = d(v) 3. Notice that there are at least two vertices in {u, v, x, y} having a hanging
tree. Without loss of generality, suppose that x is such a vertex, then x has a further vertex and a
contradiction follows by Lemma 3.7.
Therefore, C1 is a triangle formed by u, v and x. 
Lemma 3.9. Let ws be a pendant vertex in BM, and P(w0, ws) = w0w1 · · ·ws be the shortest path con-
necting ws and a cycle of BM. Then f (wi) > f (wi+1), i = 0, 1, . . . , s − 1.
Proof. Without loss of generality, letw0 ∈ V(C1). Sincews is a pendant vertex, by Corollary 3.1(I), this
proposition is trivial when i = s − 1. For each i ∈ {0, 1, 2, . . . , s − 2}, it is clear that wi+1 is a further
vertex of wi.
First, we prove that for each j = 1, 2, . . . , s − 1, f (w0) > f (wj) (clearly, f (w0) > f (ws)). Takew′ ∼
w0 on C1 and suppose there exists a vertex vj such that f (w0) < f (wj). Then f (w0) < f (wj) < f (w
′)
according to Lemma 3.7. Let B′ = BM − wjwj+1 − w0w′ + w0wj+1 + w′wj . We have (f (w0) − f (wj))
(f (wj+1) − f (w′)) 0 by Lemma 3.4. It follows that f (wj+1) > f (w′) > f (w0), which is a contradic-
tion to Lemma 3.7 (if d(wj+1) 2) or Corollary 3.1 (if d(wf+1) = 1).
Next we show that f (wi) > f (wi+1), i = 1, 2, . . . , s − 2. For a contradiction, suppose that f (wi)
 f (wi+1). This implies that d(wi+1) 2 and wi+1 has a further vertex wi+2 by Corollary 3.1. Let B′ =
BM − wiwi−1 − wi+1wi+2 + wi−1wi+1 + wiwi+2. We immediately get f (wi+2) f (wi−1) by Corol-
lary 3.2, and then d(wi+2) d(wi−1) 2. Ifwi+2 has a further vertexwi+3 andwi−1 has a closer vertex
wi−2,we can continue the local switchingwith edgeswi+2wi+3 andwi−1wi−2, then f (wi+3) f (wi−2)
similarly follows. Repeat the previous discussions, then after a ﬁnite number of steps we arrive at the
following two possibilities.
If s − (i + 1) i (i.e. s 2i + 1), then we have f (ws) f (w2i+1−s), where w2i+1−s is an internal
vertex of P(w0, ws). This is a contradiction to d(ws) = 1 < d(w2i+1−s).
If s − (i + 1) > i (i.e. s > 2i + 1), then we have f (w0) < f (w2i+1), a contradiction to the conclu-
sion f (w0) > f (wj), j = 1, 2, . . . , s − 1.
Hence f (wi) > f (wi+1), for each i = 0, 2, . . . , s − 1. 
Lemma 3.10. Let v1 be the vertex having the largest ρ-weight in BM, then v1 lies on a cycle.
Proof. If v1 is not on a cycle, since d(v1) 3, v1 must be on a path connecting a pendant vertex and a
cycle. Then by Lemma 3.9 we immediately get a contradiction to the deﬁnition of v1.
Therefore, v1 lies on a cycle. 
In what follows, without loss of generality, we suppose v1 ∈ V(C1).
Theorem 3.1. Let π = (d1, d2, . . . , dn) be a bicyclic degree sequence, where d1  d2  3 and dn = 1. Let
v1, v2, v3 and v4 the vertices having the largest ρ-weights in Bm. Then BM contains B
∗ as its induced
subgraph, which is formed by v1, v2, v3 and v4, with dB∗(v1) = dB∗(v2) = 3.
Proof. Note that d(v1) d(v2) 3 and d(v3) d(v4) 2. We will complete the proof step by step.
Step 1: BM contains a θ-graph as its induced subgraph.
Otherwise, we consider the following two possibilities.
Case 1: BM contains a dumbbell graph as induced subgraph.
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Note that v1 ∈ V(C1). If v1 has a further vertex w, take u1u2 on C2 and suppose u1 v1. Then by
Lemma 3.7, we have f (v1) < max{f (u1), f (u2)}, a contradiction to the deﬁnition of v1.
If v2 has a further vertex w, we can observe that there exists an edge u1u2 on a cycle such that
u1, u2 /∈ {v1, v2} and u1 v2. Similarly, we obtain a contradiction by Lemma 3.7.
If neither v1 nor v2 has a further vertex, then v1 and v2 must be the initial and terminal vertices of
Pt , respectively. Since BM contains at least one hanging tree, then d(v3) = 3 and v3 has a further vertex
w. Suppose v3 /∈ V(C2), then there is an edge u1u2 on C2 such that u1, u2 /∈ {v1, v2} and u1 v3. By
Lemma 3.7, we get f (v3) < max{f (u1), f (u2)}, a contradiction again.
Case 2: BM contains an ∞-graph as induced subgraph.
If V(C1) ∩ V(C2) /= {v1}, since d(v1) 4 (there exists at least one vertex of degree at least 4), then
v1 must have at least two hanging trees. Take u1u2 on a cycle such that u1, u2 /= v1 and u1 v1, then
similarly we get a contradiction by Lemma 3.7.
If V(C1) ∩ V(C2) = {v1}, then v2 must have a further vertexw. As the proof of Case 1, we can obtain
a contradiction.
Hence BM contains a θ-graph Q(l1, l2, l3). For simplicity, we put Q(l1, l2, l3) = Q .
Step 2: v1, v2 ∈ V(Q) and dQ (v1) = dQ (v2) = 3.
We only take v2 as an example. The proof is analogous for v1.
If this statement is not true, since d(v2) 3, then v2 must have a further vertexw. Notice that there
is an edge u1u2 on a cycle such that u1, u2 /∈ {v1, v2} and u1 v2. By Lemma 3.7, it is analogous to
deduced f (v2) < max{f (u1), f (u2)}, a contradiction.
Step 3: v1 ∼ v2.
From the previous steps, we show that v1 and v2 are on the same cycle C1. Next suppose v1 v2
for a contradiction. Take u1 ∼ v1 and u2 ∼ v2 on C1 in clockwise direction. Let B′ = BM − u1v1 −
u2v2 + v1v2 + u1u2. Then (f (v1) − f (u2))(f (v2) − f (u1)) 0 by Lemma 3.4. It follows that f (v1) =
f (u2) f (v2) = f (u1). Since f (v1) f (v2), we have f (v1) = f (u2) = f (v2) = f (u1), a contradiction
to Lemma 3.8. Hence v1 ∼ v2. Without loss of generality, assume that l2 = 1.
Step 4: C1 and C2 are both of lengths 3.
Suppose |V(C1)| > 3, then there is an edge u1u2 on C1 such that u1, u2 /∈ {v1, v2} and u2 v1. If
v1 (or v2) has a hanging tree, then by Lemma 3.7, we similarly get a contradiction to the deﬁnition of
v1 (or v2). Otherwise, since BM contains at least one hanging tree, then d(v3) = 3 and v3 is on Q with
a hanging tree. If v3 ∈ C2, then by Lemma 3.7 we have f (v3) < max{f (u1), f (u2)}, a contradiction.
If v3 ∈ C1, we may suppose v3 v2. Take a further vertex w of v3 and u ∼ v2 on C1 (u /= v1). Let
B′ = BM − v2u − v3w + v2v3 + uw. Notice thatB′ ∈ Bπ , then (f (v2) − f (w))(f (v3) − f (u)) 0. This
implies that f (v2) = f (w) = f (v3) = f (u), a contradiction to Lemma 3.9.
With a same argument on C2, we prove that |V(C2)| = 3. Hence BM contains the θ-graph B∗ =
Q(2, 1, 2).
Step 5: v3 and v4 are both in V(B
∗).
We prove that v3 ∈ V(B∗). The proof on v4 is analogous.
If v3 lies on a hanging tree, then v3 cannot be adjacent to both v1 and v2. Without loss of generality,
suppose v1 v3. Take a further vertex w of v3 and uv1 ∈ E(C1) (u /= v2), then uw. Let B′ = BM −
v1u − v3w + v1v3 + uw. Clearly, B′ ∈ Bπ and (f (v1) − f (w))(f (v3) − f (u)) 0 by Lemma 3.4. This
implies that f (v1) = f (w) = f (v3) = f (u), a contradiction to f (v3) > f (w) (by Lemma 3.9). Hence
v3 ∈ V(B∗).
Armed with these results from Steps 1 to 5, we complete the proof. 
For the structure of hanging trees of BM , we have Lemma 3.11, whose proof is the same of Lemma
3.10 in [4]. Let Li be the set of vertices at distance i 0 from B∗. Especially, L0 consists of all vertices of
B∗, that is, v1, v2, v3 and v4.
Lemma 3.11. Let v ∈ Li and w ∈ Lj with j > i in BM. Then f (v) > f (w).
Suppose v,w ∈ V(Li) (i 1). v′ andw′ are two further vertices of v andw, respectively. By Corollary
3.2, we can immediately obtain:
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(I) if f (v) > f (w), then f (v′) > f (w′);
(II) if f (v) = f (w), then f (v′) = f (w′).
Proof of Theorem 2.4. By Theorem 3.1, Lemmas 3.3, 3.11 and the facts above, we complete the
proof. 
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