Abstract. We study the octahedron relation (also known as the A ∞ T -system), obeyed in particular by the partition function for dimer coverings of the Aztec Diamond graph. For a suitable class of doubly periodic initial conditions, we find exact solutions with a particularly simple factorized form. For these, we show that the density function that measures the average dimer occupation of a face of the Aztec graph, obeys a system of linear recursion relations with periodic coefficients. This allows us to explore the thermodynamic limit of the corresponding dimer models and to derive exact "arctic" curves separating the various phases of the system.
Introduction
The octahedron recurrence is a system of non-linear equations describing the evolution of a quantity T i,j,k , i, j, k ∈ Z corresponding to discrete space (i, j) and time k. This equation first arose in the context of integrable quantum spin chains with a Lie group symmetry [30, 31] , and is obeyed by the corresponding quantum transfer matrices. In this language, the octahedron equation corresponds to the so-called T -system (for A ∞ ). In this formulation, the indices i, k, j respectively stand for representation indices, and a discrete spectral parameter. The A-type T -systems have remarkable properties, depending on the choice of boundary conditions, such as discrete integrability [13] , and periodicity properties [22, 15] as well as the positive Laurent property (solutions are Laurent polynomials of the initial data with non-negative integer coefficients) in relation to cluster algebras [9] .
This equation or some restrictions thereof appear to be central in a number of combinatorial constructs, such as the Desnanot-Jacobi relation between minors of a given matrix and the Dodgson condensation of determinants [16] , the lambda-determinant and alternating sign matrices [4, 36, 10] , the puzzles for computing Littlewood-Richardson coefficients [29] , various generalizations of Coxeter-Conway frieze patterns [8, 1, 3] , and cluster algebra [12] to name a few.
A great progress in understanding the combinatorics of the octahedron equation was due to Speyer [37] , who worked out the general solution in terms of a dimer model on a graph, also equivalent to the domino tiling problem of the Aztec diamond [17] . This establishes the connection between a general set of solutions of the octahedron equation with given initial data, and the partition functions of statistical lattice models of dimers, whose local Boltzmann weights are defined in terms of these data. This was recently extended to more general initial conditions, giving rise to dimer models on specific graphs [11] . Note also that a large class of dimer models on periodic graphs was recently shown to have both integrable and cluster algebra structures as well [21] . Finally, the study of the so-called pentagram map, an integrable dynamical system on polygons of projective plane displayed intriguing connections [20] with solutions of the octahedron equation with special periodic initial conditions. An analogous connection exists for the generalization to higher pentagram maps [19, 15, 25] .
Dimer models were the subject of a lot of attention, starting with the so-called arctic circle theorem for the domino tilings of large Aztec diamonds [24] , and later culminating in the global understanding of the arctic curve phenomenon in the continuum limit [26] [27] , where the phase diagram of the model was shown to exhibit separations between frozen, disordered, and liquid phases. Analogous phenomena were observed for groves [32] , for the double-dimer model connected to the hexahedron recurrence [28] and for the six-vertex model [7] .
In the present paper, we revisit the case of domino tilings/dimer coverings of the Aztec diamond, from the point of view of Speyer's general solution of the octahedron relation. We construct explicit exact solutions of the octahedron equation for an infinite class of initial data with special periodicity conditions. These in turn are partition functions for dimer models with periodic weights. For these solutions, we show that a certain local density function, that measures the average dimer occupation of a face of the Aztec graph, obeys a system of linear recursion relations with periodic coefficients. This allows to compute the density generating function explicitly in the form of a rational fraction. Following [33, 34, 35, 28] , the study of the denominator of this function allows to explore the singularity structure of the dimer models in the thermodynamic limit of large size, and to confirm their phase structure, displaying frozen, disordered and facet-like phases separated by generalized "arctic" curves.
The paper is organized as follows.
In Section 2, we recall facts on the A ∞ T -system/octahedron equation and its initial conditions, as well as its solution as a dimer partition function on the Aztec graph. As a preparatory exercise, we compute the density generating function for the uniform initial data and show how to extract the arctic circle form the explicit solution.
In Section 3, we study in detail 2 × 2 periodic initial data, for which the T -system is wrapped on the torus generated by (2, 0) and (0, 2) in Z 2 . The density generating function is found to solve a linear 4 × 4 system, whose explicit solution displays two disconnected pieces of "arctic" curve, separating the dimer configurations in the thermodynamic limit into three phases: (i) four frozen corners with a single dominant configuration induced by the geometry of corners; (ii) a disordered "temperate region" analog to the inside of the arctic circle, and (iii) a new "facet"-like central phase, where the configurations are pinned to the sub-lattice corresponding to the faces with the smallest Boltzmann weight.
Section 4 is devoted to the class of so-called m-toroidal boundary conditions. We first construct the explicit solution to the T -system, and then show that it leads to linear systems for the density function with triply periodic coefficients in Z 3 . As a result, the density generating function is shown to satisfy a 4m×4m linear system, whose determinant captures the information on the generalized arctic curves that separate different phases. For this model, we find generically the same phases: (i) frozen corners; (ii) disordered region; (iii) in general m − 1 facets whose position and size vary with the initial data.
We gather a few concluding remarks in Section 5. labeling, and a sample dimer configuration on A i,j,k (b). We have shaded the three types of faces: inner, corner, end, respectively adjacent to 4,2,1 edges of
2. T-system, dimers and arctic curve 2.1. The A ∞ T -system. The unrestricted A ∞ T -system (from now on we will drop the A ∞ label), also known as the octahedron recurrence, is given by the following difference equation (for a detailed review of the T -system see [31] ):
where i, j, k ∈ Z and T i,j,k ∈ R. Notice that the system conserves parity i + j + k = 0, 1 mod 2. Let us fix it to 1 throughout the paper. One way to think about the T -system is to consider i, j as labeling points on the square lattice and k as a discrete time (as the vertical axis of a cubic lattice). In this sense the T -system (2.1) describes the evolution in time of a given initial data (see Di Francesco [11] ). In this paper we will work with a flat initial data, meaning that the value of the T variables is specified on the (i, j, 0) and (i, j, 1) planes, namely we fix:
In this paper, we consider the solution T i,j,k to the T -system (2.1) subject to various restrictions of the initial condition (2.2). These will be simply the result of imposing extra periodicity conditions on the initial data t i,j , the simplest of which being the uniform case when all t i,j = 1.
Dimer formulation.
The solution T i,j,k , for i + j + k = 1 mod 2, i, j ∈ Z, k ≥ 0, of the A ∞ T -system (2.1) with initial data (2.2) was identified as the partition function for domino tilings of the Aztec diamond, or dually to the dimer coverings of the Aztec diamond graph A i,j,k [37, 11] . The graph A i,j,k has vertices at points of the lattice Z 2 . Let us label the faces of Z 2 by the coordinate (i, j) of their lower left corner vertex. Then A i,j,k has faces (a, b) such that |a − i| + |b − j| ≤ k − 1. Each such face receives the label t a,b , the initial data assignment of the T -system. The edges of the graph are inherited from those of the underlying square lattice, however the boundary faces have only one or two adjacent edges depending on whether they are corner faces or end faces (see Fig. 1 for an illustration). The vertices of A i,j,k are naturally bicolored black/white, according to the parity of i + j = 0/1 mod 2.
Definition 2.1. The dimer model on A i,j,k is defined as follows. The configurations of the model are matchings of pairs of vertices connected via an edge (dimers) such that any vertex of A i,j,k belongs to exactly one dimer. Each configuration is weighted by a product over all faces (a, b) of A i,j,k of local weights w a,b . For any face (a, b) (including boundary faces) the weight is
where D a,b ∈ {0, 1, 2} is the total number of dimers occupying the edges of the square face. The partition function of the model is
The analysis of the present paper is based on the following main result: Theorem 2.2. [37, 11] The solution T i,j,k , for i + j + k = 1 mod 2, i, j ∈ Z, k ≥ 0, of the A ∞ T -system (2.1) with initial data (2.2) is the partition function of the dimer model on
Density. Consider the solution T i,j,k to the T -system with initial data (2.2). If we think of T i,j,k as a partition function, then the derivative t ǫ,η ∂ tǫ,η Log T i,j,k corresponds to some susceptibility or density, where t ǫ,η acts as a source, here a magnetic field attached to dimers around the (ǫ, η) face. More precisely, we have
the statistical average of 1− the number of dimers surrounding the face (ǫ, η) within the set of dimer configurations on A i,j,k . Assume we further restrict the initial values to t a,b = t Definition 2.3. We define the density function ρ (ǫ,η)
i,j,k as:
We can easily derive a linear recurrence relation for ρ (ǫ,η)
i,j,k by taking the derivative with respect to t ǫ,η of the T -system relation (2.1). After some straightforward algebra we have:
i,j−1,k ) where we used the notation:
where
The recurrence relation is supplemented with the following initial data. Define ϕ = (ǫ + η + 1 mod 2). Then:
Notice that in order to solve the recurrence relation for the density we need to know L i,j,k and R i,j,k appearing in (2.4). As we shall see below, the density ρ (ǫ,η) i,j,k is the variable that we will use to explore the behavior of the dimer model for large k.
2.3.
Arctic curve: the uniform case. We start with the recurrence relation (2.4) for the uniform initial data:
In this case the solution for the T-system is simply given by
To this uniform initial data we add up a source on the face (ǫ, η) = (0, 0) or (0, 1), namely consider the densities ρ
i,j,k . Both densities obey the following recurrence relation:
with initial data ρ 
For (ǫ, η) = (0, 0) or (0, 1), we define generating functions ρ (ǫ,η) (x, y, z) as:
Multiplying both sides of (2.8) by x i y j z k and then summing over i, j ∈ Z, k ≥ 0 we get:
for both density functions. Substituting the values of ρ i,j,−1 from (2.9-2.10), we get:
So the density generating functions for the uniform initial data are given by:
Recall that ρ 
by use of the obvious symmetries x ↔ x −1 and y ↔ y −1 of ρ (0,0) (2.12), and where the notation f |z m stands for the coefficient of z m in the power expansion of f as a series of z. Similarly, the generating function for the averages 1 − D i,j 0,1,2k on the even faces of the dimer model on A 0,1,2k reads:
We have similar expressions for the averages on odd faces, involving ρ (0,1) . The singularities of these two expressions are determined by the denominator of ρ (0,0) (x, y, z) given by (2.12). Following the general theory of singularities of multivariate series [33, 34, 35] , to explore the behavior of the coefficients ρ = v finite, we must blow up the singular point x = y = z = 1 by taking x → 1−tx, y → 1−ty and z → 1+t(ux+vy) and then expand the denominator in powers of t. Up to order t 2 we have:
Let us define H(x, y) = (2u 2 − 1)x 2 + (2v 2 − 1)y 2 + 4uvxy. We now look for a polynomial in u, v. Imposing H(x, y) = 0 and ∂ ∂x H(x, y) = 0 we can eliminate x and y. The polynomial in u, v is given by:
The zero locus of P defines the arctic circle (see Fig. 2 ). This is the circle inscribed into the square domain |u| + |v| = 1, which corresponds to the limiting domain of non-zero values of ρ i,j,k for k → ∞ while
Toroidal initial data I: the 2×2 case
In this section we will focus on a very specific initial data, which has period two in both i and j directions, namely: More precisely, we set (see Fig. 3 ):
Remarkably, this particular initial data allows us to still find an exact and simple solution for the T -system. At the same time it provides us with an illustrative example on how to compute the arctic curves for non-uniform initial data. We will see that the ratios L i,j,k and R i,j,k appearing in (2.4) have a certain periodicity that allows to reduce the problem to a finite linear system of 4 equations (each for different values of the ratios).
3.1. Exact solution of the T -system with 2×2 periodic initial data. The corresponding T -system actually coincides with the so-called Q-system for A 1 . The exact solution to this T-system with doubly periodic initial data is given by:
for t i,j as in (3.1).
Proof. By induction on k. Now that we have a solution for the T -system, we can directly compute the ratios in the recurrence relation for the density (2.4). We note that the ratio L i,j,k is periodic (as well as R i,j,k , from the relation L i,j,k + R i,j,k = 1). We have indeed an obvious periodicity on the constant k planes. Defining e 1 = (2, 0, 0) and e 2 = (0, 2, 0), we have that
where m, n ∈ Z (the same for R i,j,k ). However, by using the exact solution (3.2), we find another less obvious periodicity in the direction e 3 = (1, 1, 2) as well. This is summarized in the following:
of the T -system have the following periodicity:
Proof. By inspection.
Let us first derive ρ (0,0) (x, y, z). Define the following partial generating functions:
where (i 0 , j 0 , k 0 ) are in the unit cell for the periodicities of Lemma 3.2, namely (i 0 , j 0 , k 0 ) ∈ P = {(0, 0, 1), (1, 1, 1), (1, 0, 0), (0, 1, 0)}. In terms of these the full density generating function is simply
Using the recurrence relation for the density (2.4) and the initial conditions ρ
i,j,0 = 0, we end up with the following linear system:
where we have used the parametrizations of weights:
It is worth noticing that even though we started with 4 arbitrary values a, b, c, d in our initial data in the 2 × 2 torus, the corresponding system for the density only depends on 2 parameters, the ratios a/b and c/d. As we saw in the case of the uniform initial data, the arctic curve is determined by the zero locus of the denomiator of the density functions. Here, this denominator is given by the determinant of the above system of 4 equations. Defining
then, up to a factor of xyz, the determinant reads:
The actual density ρ (0,0) (x, y, z) however depends explicitly on σ, τ , not just on α. It has the form ρ (0,0) (x, y, z) =
, with D as in (3.6), and Q (0,0) the following polynomial of x, y, z:
Similarly, the density ρ (1,1) (x, y, z) solves the same system (3.4), but with the r.h.s. replaced by (0, xy, 0, 0) t , due to the initial conditions ρ 3.3. Arctic curve. Using the same procedure as for the uniform initial data, we look at the zero locus D(x, y, z) = 0. We take x → 1 − tx, y → 1 − ty and z → 1 + t(ux + vy) and then expand
at leading order in t (which in this case turns out to be t 4 ). As above imposing H(x, y) = 0 and
H(x, y) = 0 we can eliminate x and y. We finally get the following polynomial P α (u, v):
Notice that this polynomial depends only on the single parameter α of (3.5). The singularity curve corresponds to the zero locus of P (u, v) for a given α. Let us examine a few limiting cases of interest. For α = 1, the curve degenerates into:
and we recover the same result as in the uniform case (σ = τ = 1/2), namely the arctic circle 2u 2 + 2v 2 = 1 of Fig.2 . For α = 0, the curve degenerates into:
namely into the square with edges u = ± , inscribed into the domain |u| + |v| = 1.
We have represented two more somewhat generic cases, with α = in Fig. 4 . In addition to the actual external arctic curve tangent to the square |u| + |v| = 1 at the 4 points (u, v) = (± ), we note the existence of an internal curve with 4 cusps at positions (u, v) = (±
) along the u = ±v lines. In addition to the frozen and temperate regions, we obtain a new "bubble" inside, often called the facet domain. The facet domain disappears exactly at α = 1, in which case we are left with simply the arctic circle, whereas it is "maximal" at α = 0, where it becomes an inscribed square, and gets identified with the external arctic curve, so that the temperate region is squeezed and disappears. The parameter α clearly governs the size of this facet domain. The phase structure with a central facet shown in Fig.4 is similar to that found for the "square-octagon fortress" case, where the corresponding arctic curve is of same degree 8 as ours (3.8) (see Figure 18 of [26] ).
Physical interpretation and phase diagram.
3.4.1. Uniform case. We have seen that the density ρ i,j,k (2.3) is a measure of the expectation value, within the statistical ensemble of dimer configurations of the Aztec domain of size k, of the observable 1 − D i,j , where D i,j is the number of dimers occupying the edges around a given face (i, j) of the domain with fixed parity of i + j. It therefore measures the imbalance between the empty squares configurations (D i,j = 0) and the maximally occupied ones (D i,j = 2).
The asymptotics of the coefficients ρ (0,0) i,j,k for large i, j, k with i/k = u and j/k = v of the density generating series ρ (0,0) (x, y, z) (2.12) for the trivial initial data can be extracted by using for instance general theorems of Baryshnikov and Pemantle [2] (Theorem 3.7). The result reads: i,j,k given in (3.9) for k = 211 and
This scaling function ρ i,j,k ∼ u(i, j, k) appeared in [6] (see p.26, where it is found to obey the differential equation
We display in Fig. 6 the density profile for this asymptotic value of ρ (0,0) i,j,k . The standard explanation for the arctic circle in the uniform initial data case is that the dimer configurations that contribute to the partition function T i,j,k tend to be in a fundamental crystalline state in the vicinity of the corners of the square domain |i| + |j| ≤ |k|. There are four distinct such states, each corresponding to a (N,S,E,W) corner, characterized by an occupation number D i,j = 1 on each face (i, j) (see Fig.5 ). Away from the corners, the dimer model has a non-trivial entropy, and the competition between order and disorder gives rise to a separating critical curve in the continuum thermodynamic limit when k → ∞ with i k = u and j k = v fixed, between a frozen phase (next to the corners) and a so-called temperate phase (in the center). Outside of the critical curve, the density decays exponentially as k → ∞ to 0, as each square tends to be occupied by a single dimer, while inside the curve it decreases as a power law ∝ each a-type face is occupied by two dimers, with two arbitrary choices of orientation on each a-type face.
3.4.2. 2 × 2 periodic case. To understand the emergence of a new (facet) central phase, let us first consider the simple case σ = 0. We saw that in that case, the arctic curve degenerates to an inscribed square and the temperate region disappears. This is attained for instance by fixing b, c, d > 0 and letting a → 0 in the various density functions. each a-type face in the inscribed square region is occupied by two dimers, with two arbitrary choices of orientation on each a-type face (shaded).
It is clear that if a is very small, the Boltzmann weight of maximally occupied dimer configurations around the a faces becomes the dominant contribution to the partition function (see Fig.8 for an illustration). We expect therefore a phase where the a type faces are occupied by two dimers, with arbitrary (vertical or horizontal) orientation. This phase is globally crystalline, from the pinning of the dimers to the a-type faces that form a square sublattice, but retains some non-trivial entropy, from the arbitrary orientation of the pair of dimers at each site, hence the name facet. Note that this also imposes another square sublattice of empty faces. The corresponding value of 1 − D for k odd is −1 on the former sublattice, and 1 on the latter.
More precisely, for σ = 0 the solution of the system (3.4) and its companion for ǫ = η = 1 above lead to:
and: 
and expressing U(x, y, z) and V (x, y, z) in terms of these, we finally get: Recall that the U's correspond to the averages in the dimer model on Aztec graphs with a central face of a type, while the V 's correspond to the averages in the dimer model on Aztec graphs with a central face of b type. The case U 4k−1 , V 4k−3 display an alternance of ±1 on (even, even)/(odd,odd) faces. This is in agreement with the typical dominant configuration represented in Fig.9 , corresponding to U 7 (x, y): the facet occupies exactly the inscribed square |i|, |j| ≤ 3, while outside this domain each face is occupied by a single dimer, i.e. we have four corners frozen in their respective fundamental states with zero entropy. The cases U 4k−3 , V 4k−1 also have a central facet square region with the same alternance of ±1, but have a thin boundary region around the square where the averages explicitly depend on τ . We conclude that asymptotically the density is identically zero outside of the inscribed square |u|, |v| ≤ 1 2 , while inside it takes finite nonzero values that alternate on two square sublattices. The arctic curve is nothing but the exact phase separation, here reduced to the inscribed square |u| = . More generally, when 1 > σ, τ > 0, we still expect frozen corner phases and a central facet phase induced by the pinning on one sublattice of configurations of pairs of parallel dimers, corresponding to the smallest weights among a, b and c, d. The plot of the arctic curve (3.8) shows that a disordered phase separates the facet from the frozen corners. In both the frozen corners and the facet, the convergence of ρ i,j,k for i/k = u, j/k = v fixed is exponential in k. As explained above, the behavior of ρ (0,0) in the disordered phase is connected to the singularity x = y = z = 1 of both numerator (3.7) and denominator (3.6). We find that the leading orders in the t expansion for x → 1 − tx, y → 1 − ty, z → 1 − tz are respectively
, and Q (0,0) ∼ t 2 otherwise, while D ∼ t 4 in all cases. We deduce that if σ = 1 2 then ρ i,j,k for i/k = u, j/k = v fixed tends to 0 algebraically, as k −1 , and diverges at the boundary of the temperate zone (both along the facet border and the frozen corners border). However if σ = , we find that ρ i,j,k tends to a scaling function without any global rescaling. We display in Fig.10 a picture of the values of |ρ (0,0) i,j,k | for size k = 85, −k ≤ i, j ≤ k and both i and j even.
Toroidal initial data II: the m-toroidal case
In this section, we introduce the T -system with initial data wrapped on a torus involving 4m arbitrary initial values. This particular choice is exactly solvable, and leads to the exact derivation of higher degree arctic curves.
4.1.
Exact solution of the T -system with m-toroidal initial data. Definition 4.1. Let us consider the following condition on the initial data {t i,j } i,j∈Z of the T -system (2.1):
Initial data with this property will be called m-toroidal boundary conditions. The corresponding torus of the Z 2 plane is generated by the two vectors e 1 = (m, −m, 0) and e 2 = (2, 2, 0).
It is easy to show that any solution of the T -system with m-toroidal boundary conditions satisfies the same toroidal conditions, namely that: T i+m,j−m,k = T i,j,k and T i+2,j+2,k = T i,j,k for all i, j ∈ Z and k ∈ Z + , and i + j + k = 1 mod 2.
Quite remarkably, there is an explicit expression for the solution of the T -system for m-toroidal boundary conditions. Let us first denote respectively by a i , b i , c i , d i the initial data corresponding to a fundamental domain in the planes k = 0 and k = 1, namely (see Fig.11 for an illustration):
for i ∈ Z. The sequences a i , b i , c i , d i i ∈ Z are clearly periodic with period m, as a direct consequence of the conditions (4.1). Let us further introduce two m-periodic sequences x i , y i defined as:
Note that we have:
We also define for n ≥ 1 and i ∈ Z the quantities: with the convention that u 0,i = u −1,i = u −2,i = 1 and similarly for v. Finally, let θ i,j,k be defined for i, j ∈ Z and k ∈ Z + as:
In particular, for k = 0, 1 we have from the initial data (2.2):
With the above definitions, the following theorem gives the exact value of the solution T i,j,k of the T -system with m-toridal boundary conditions. Theorem 4.2. With the above definitions for u n,i , v n,i , θ i,j,k , the solution T i,j,k to the Tsystem with m-toroidal boundary conditions (4.1) given by (4.2) reads explicitly:
Moreover, we have the following explicit values for the cross-ratios L i,j,k and R i,j,k , with the notations
, and δ
Proof. For T i,j,k as in the statement of the theorem, let us compute the ratios L i,j,k and R i,j,k . To this end, we note that by definition:
x a−k+ℓ and 
Let us pick i, j, k such that i + j + k = 0 mod 2, and use the result for the cross-ratios of (4.8-4.9) for a = i−j+k 2
. Noting finally that
we conclude that
Similarly we compute the quantities:
We conclude that R i,j,k +L i,j,k = 1 for all k ≥ 0 and i, j ∈ Z, and therefore T i,j,k satisfies the T -system (2.1). Moreover, the initial values of T i,j,k are T i,j,i+j+1 mod 2 = θ i,j,i+j+1 mod 2 = t i,j by (4.6). The theorem follows. 
⌋ , hence:
k,0 a δ [4] i+j+k,1 + b δ [4] i+j+k,3 + δ [2] k,1 c δ [4] i+j+k,1 + d δ [4] i+j+k,3
and finally
Example 4.4. For m = 2, we find that
and the solution reads:
Density: exact derivation. In this section we consider the T -system with mtoroidal boundary conditions. We define the density ρ ≡ ρ (0,0) as before as the response of the system to an infinitesimal perturbation of the initial data at position (0, 0), with value T 0,0,1 = t 0,0 = c 0 . More precisely, we write:
Our aim in this section is to compute ρ i,j,k explicitly (As before, the singularity locus of the generating function for ρ will determine the suitable arctic curve.). Note that we have the following initial conditions: (4.10) ρ i,j,0 = 0 and
Next, differentiating the T -system relation w.r.t. to t 0,0 provides us with the following system of linear recursion relations for ρ i,j,k :
which, together with the initial conditions (4.10), determine ρ i,j,k entirely. The crucial remark here is that although this system is infinite, it has only finitely many distinct coefficients. Indeed, from Theorem 4.2, we deduce the following simple:
Corollary 4.5. The quantities (L i,j,k , R i,j,k ) for the solutions of the T -system with mtoroidal boundary conditions have the following periodicities:
Proof. The first two relations are clear, as this periodicity is inherited from that of the initial data (4.1). The last one is checked directly on the expressions for L i,j,k , R i,j,k of Theorem 4.2: one simply notices that the translation (i, j, k) → (i + 1, j + 1, k + 2) leaves α and β invariant, and leaves also the quantity i + j + k → i + j + k + 4 invariant modulo 4, and k → k + 2 invariant modulo 2.
In other words, coefficients of the system (4.11) are periodic in the Z 3 lattice, with period vectors: e 1 = (2, 2, 0), e 2 = (m, −m, 0) and e 3 = (1, 1, 2 ). This suggests to introduce the following generating functions, for i, j ∈ Z and k ∈ Z + :
ρ i+2a+mb+c,j+2a−mb+c,k+2c x i+2a+mb+c y j+2a−mb+c z k+2c while the total density generating function ρ(x, y, z) = i,j∈Z,k∈Z
where Π m is the set of integral points within the paralellepipedon based on e i , i = 1, 2, 3, namely:
Note that with the above definition, ρ (i,j,k) (x, y, z) is periodic in i, j, k, namely it satisfies:
for a, b ∈ Z and c ∈ Z + , for all i, j ∈ Z and k ∈ Z + . For later use, we also note that, extending the above definition to k = −1 leads to:
where we have used ρ i,j,1 +ρ i,j,−1 = 0 and the initial condition. We finally obtain the following system for the generating functions ρ (i,j,k) (x, y, z), k = 0, 1 by use of the periodicities:
For i + j = 0 mod 2 :
For i + j = 1 mod 2 :
We may actually further restrict this system to a fundamental domain P m of the (i, j, k), k = 0, 1 planes modulo e 1 and e 2 , which we take to be:
Let us define the four following m-periodic functions for i ∈ Z:
and the coefficients
Note also that, as is readily seen from their definition, these coefficients are not independent, as they must satisfy the relations:
We may summarize the above results into:
Theorem 4.6. The density generating functions α i , β i , γ i , δ i , for i ∈ {0, 1, ..., m − 1}, are uniquely determined as the solutions of the following 4m × 4m linear system:
for i, j ∈ {0, 1, ..., m − 1}, subject to the periodicity conditions α m = α 0 , α −1 = α m−1 , and similarly for the β, γ, δ's.
The solution of the general system for the m-periodic densities of Theorem 4.6 is always a rational fraction of x, y, z, with denominator given by the determinant of the system (4.14). The matrix of coefficients may be rewritten in block form as:
where all the entries are m × m matrices, with:
andP (x, y) is P (x, y) with µ i and 1 − µ i interchanged, whileM (x, y) is M(x, y) with λ i and 1 − λ i interchanged.
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Comparison between the facet phases of the 2 × 2 (left) and 2-toroidal (right) T -system. In the latter the pinning of configurations for small c 0 is on a larger square sublattice (of c 0 -type faces). But as a result, the sublattice of d 1 -type faces decouples entirely, and these also have two arbitrary parallel dimer configurations, which makes the phases identical configurationwise. as expected. Moreover, denoting by α ≡ α 0 , etc., the linear system of Theorem 4.6 reduces to:
The total density ρ = α + β + γ + δ therefore satisfies:
which matches (2.12). 
This boils down to the following 4 × 4 system for a new set of generating functions: α = α 0 + β 1 , β = β 0 + α 1 , γ = γ 0 + δ 1 and δ = δ 0 + γ 1 :
with λ 0 + λ 1 = 1 = µ 0 + µ 1 . Note that this system is equivalent to that of (3.4), with λ 1 = σ and µ 1 = τ . The simple reason for this is that the condition (4.13) has induced a more restrictive periodicity condition on the coefficients λ i , µ i , namely λ 1 = 1 − λ 0 and µ 1 = 1 − µ 0 , which is equivalent to that of Section 3. Another indication is found by comparing the facet phases in both models. We have represented in Fig.12 the two facet phases. The pinning of dimer configurations on c 0 type faces for c 0 small induces a pinning on d 1 faces as well, which makes the two phases identical.
Arctic curves and phase diagram.
It is clear that the solution of the general system for the m-periodic densities of Theorem 4.6 is always a rational fraction of x, y, z, with denominator given by the determinant of the system (4.14). Applying the usual analysis to the singularity locus of this denominator yields some algebraic arctic curve of higher degree. The details being cumbersome, we display here various plots of these curves for m = 3, 4.
4.3.1. Case m = 3. For m = 3, the arctic curve is found generically to be the zero locus of a polynomial of degree 14 in u, v. In the physical range of parameters λ i , µ i ∈ [0, 1], we find generically 3 disconnected pieces, a first curve tangent to the square |u| + |v| = 1 in four points, and two inner pieces, each with 4 cusps, thus defining three inner regions in addition to the 4 frozen corners. As before, we expect the two innermost regions to correspond to facet type phases, where the configurations get pinned to the faces with the smallest weights. As before, the density tends to 0 exponentially in the corners, and as a power of k in the disordered region. Assuming say that c 0 → 0 while the other faces weights remain finite, we expect the crystalline state depicted in Fig.15 (a) to be dominant, while if c 0 ∼ d 1 → 0, the crystalline state of Fig.15 (b) tends to dominate the partition function. We have a pinning of the configurations on the shaded faces with small weights, all tending to be occupied by two parallel dimers, with 2 possibilities on each shaded face.
These however are not compatible with the boundary conditions of the Aztec graph, hence the formation of facets. Note that no facet occupies the center of the Aztec graph. In the extreme case when one of the weights tends to 0 (see Fig.14 ), the two facets meet at a quadruple point in the center, which in the limit is the intersection of two tangent ellipses). We have displayed in Fig. 13 the arctic curves occurring when the µ parameters are all trivial (= 1/2) while the λ's vary. The curve is symmetric, and the two facets have identical size. In Fig. 14 however, we have let both λ's and µ's vary, and we see that the relative sizes of the facets vary as well. The qualitative explanation for this is that one of the facet phases is more compatible with certain corners than others.
Like in the 2 × 2 periodic initial data case of Sect.3.4.2, the behavior of ρ i,j,k for large k is found by comparing how the numerator and denominator of the expression for ρ behave in the vicinity of the singular point x = y = z = 1. We find that ρ (0,0) (1 − tx, 1 − ty, 1 − tz) behaves as t −3 when λ 0 = λ 2 , and as t −2 otherwise, which means that if λ 0 = λ 2 ρ i,j,k tends to 0 algebraically as k −1 , whereas it goes to a scaling function without overall scaling otherwise. We have represented the profiles of the density function kρ (0,0) i,j,k for size k = 77 in Fig.16. 
4.3.2.
Case m = 4. The structure of phases is similar to the cases m = 2, 3, except that we now have 3 inner facet regions along the diagonal of the square domain. As before, we first display in Figs.17-18 the case when all µ's are trivial (= 1/2) and λ's vary. We see that the picture is again symmetric w.r.t. the center. In Fig. 19 , we let both λ's and µ's vary, and observe that the relative sizes of the various facet regions vary.
Note finally that the case m = 4 reduces to the case m = 2 if we choose λ 2 = λ 0 and λ 3 = λ 1 = 1 − λ 0 , and µ 2 = µ 0 , µ 3 = µ 1 = 1 − µ 0 , as this changes the periodicity of R i,j,k , L i,j,k to e 1 ′ = (2, 2), e 2 ′ = (2, −2) and e 3 ′ = (1, 1, 2). Another interesting sub-case is when λ 0 + λ 2 = λ 1 + λ 3 = 1 while µ 0 + µ 2 = µ 1 + µ 3 = 1. In this case, we get a family of curves with one less facet region, which qualitatively look like those of the m = 3 case (see Fig.18 left for an example with λ 0 = ). Note that the choice of parameters above has changed the periodicity of R i,j,k , L i,j,k to e 1 ′ = (2, 2), e 2 ′ = (3, −1) and e 3 ′ = (1, 1, 2), thus effectively dividing by 2 the volume of the fundamental domain in Z 3 for the 4-toroidal case. One way of realizing the relations between the λ's and the µ's is to take c i+2 = d i , d i+2 = c i and b i+2 = a i , a i+2 = b i for all i. The torus of initial data in this case is twice as small, generated by (2, 2) and (3, −1) as shown in Fig.20 .
Note that despite its qualitative similarity with the m = 3 case, this is different, as the two fundamental domains are inequivalent. 4.3.3. General case and quotients. In general, we expect generically m − 1 facet regions along the diagonal of the square |u| + |v| = 1. Like in the cases m = 2, 3, 4, we find that ρ (0,0) (1 − tx, 1 − ty, 1 − tz) behaves like t −3 for λ 0 = λ m−1 and like t −2 otherwise, hence we expect that ρ i,j,k scales like k −1 for λ 0 = λ m−1 and tends directly to a scaling function without overall rescaling otherwise.
For even m = 2p, we have, like for m = 4, two sub-cases of interest. The first one is a reduction to the p-toroidal case, by picking parameters λ i , µ i such that λ i+p = λ i and µ i+p = µ i for i = 0, 1, .., p − 1. The second is by picking λ i+p = 1 − λ i and More generally, if m = aq for some positive integers a, q, we may take λ i+q = λ i and µ i+q = µ i for all i to reduce the m-toroidal case to the q-toroidal one. Similarly, for a = 2b even, picking λ i+q = 1 − λ i and µ i+q = 1 − µ i , for all i reduces the m-toroidal case to one with periodicities e 1 ′ = (2, 2), e 2 ′ = (q + 1, q − 1) and e 3 ′ = (1, 1, 2), that is to the Z 2 quotient of the 2q-toroidal case.
Conclusion and discussion
5.1. Summary and perspectives. In this paper we have obtained the exact solutions of the octahedron equation with initial data satisfying m-toroidal boundary conditions, namely some specific doubly periodic initial conditions. We have used this solution to compute a density function of the associated dimer model on an Aztec graph, and investigate its singularities in the limit of large size of the graph.
The generic result is a phase diagram with three types of phases for the dimer configurations: frozen corners with no entropy, disordered intermediate region, and facets with order and entropy.
Our analysis uses exclusively the octahedron equation and the properties of its particular solutions. Analogous equations have been considered recently such as the cube recurrence [5] related to combinatorial groves and the hexahedron equation related to double-dimers [28] . Although not directly related to a dimer model, these display the same arctic phenomena [32, 28] . It would be interesting to see whether analogous exact solutions such as the m-toroidal ones of the present paper, exist in these other cases. If so, we expect some special patterns of frozen, disordered and facet phases to occur.
Another direction of generalization would consist of considering different geometries of initial data. In [11] , arbitrary initial data on stepped surfaces for the octahedron equation were investigated. Given a stepped surface (i, j, k i,j ) i,j∈Z with |k i,j+1 −k i,j | = |k i+1,j −k i,j | = 1 and i+j +k i,j = 1 mod 2 for all i, j, these consist of the following initial data assignments:
T i,j,k i,j = t i,j (i, j ∈ Z) for some fixed parameters t i,j , i, j ∈ Z. It was shown in [11] that the solution T i,j,k of the octahedron equation with such initial conditions is the partition function of a dimer model on a graph obtained by taking the shadow of the point (i, j, k) onto the initial data surface, and attaching to the resulting graph edges weights expressed in terms of the local parameters t i,j . We may now consider the succession of partition functions T i,j,k for domains of growing size as k increases. For sufficiently nice surfaces such as "flat" periodic structures with a fixed average rational normal vector, we expect the thermodynamic limit k → ∞ of these models to make sense. Special solutions of the octahedron equation should still be amenable to the study of arctic curve phenomena. The same could possibly hold for the so-called brane tiling models [23] .
5.2. Cluster algebra and arctic curves. The T -system equation is known to be a particular mutation in an infinite rank cluster algebra, with quiver given by an antiferromagnetic orientation of the edges of the square lattice Z 2 , namely such that every other square face is oriented clockwise. The cluster algebra describes rational transformations (called mutations) of variables (x i ) attached to the vertices i of the quiver as follows. There is a mutation µ k for each vertex k of the quiver, and the action of µ k on (x i ) is [18] :
where the first product is over all the tails of arrows with head k, and the second is over all heads of arrows whose tail is k. The quiver mutates under µ k as well (see [18] for a precise definition: this is a so-called cluster algebra of geometric type, without coefficients).
The doubly periodic situation we have investigated in this paper corresponds to finite rank folded cluster algebras, for which the above quiver has been folded, by identifying the vertices modulo the corresponding torus generators. We have represented in Fig.21 (a) the folded quiver for the 2 × 2 periodic case of Section 3, in Fig.21 (b) the folded quiver for the m = 6-toroidal case, and in in Fig.21 (c) the folded quiver for the Z 2 quotient of the m = 12-toroidal case. The latter is obtained from the m = 6 quiver via a twist, namely the reversal of 4 arrows connecting two neighboring pairs of vertices. Alternatively, if we view the m-toroidal case quiver as a ribbon made of m oriented octahedra, then the Z 2 quotient of the 2m-toroidal case quiver is the corresponding Möbius strip. Note that all the quivers are naturally bi-partite.
The corresponding T system with toroidal boundary conditions is simply obtained by restricting to compound mutations in which one performs all mutations at vertices of a given parity, and alternating between the two parities (any such compound mutation reflects all the arrows of the quiver). Let us denote by (x i ) i∈I and (B i,j ) i,j∈I respectively the cluster variables and exchange matrix elements coding the quiver (B is a skew-symmetric integer matrix, such that B i,j > 0 counts the number of arrows from vertex i to j). Here I is a finite set, for instance I = {1, 2, ..., 4m} in the m-toroidal case.
The special property of the above quivers and their compound mutations is that the "coefficient" variables defined as (5.2)
take only finitely many distinct values under arbitrary compound mutations. Indeed, in all cases, we may identify y i with the ratio L i,j,k /R i,j,k , which indeed takes only finitely many distinct values. Let us call y-finite the corresponding cluster algebra. This property was instrumental for determining the density ρ exactly. More generally, we may define an analogue of such a density for any cluster algebra. Pick an initial cluster (x i ) i∈I , and a particular cluster variable, say x i 0 . For any mutated cluster (x ′ i ) i∈I we may define the density:
