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Abstract 
A space X is called a t-image of Y if C,(X) is homeomorphic to a subspace of C,(Y). We 
prove that if Y is a t-image of X, then Y is a countable union of images of X under almost 
lower semicontinuous finite-valued mappings (see Definition 1.4). It follows that if Y is a t-image 
of X (in particular, if X and Y are t-equivalent), then for every n E w, hl(Y”) 6 hl(X”), 
hd(Y”) < hd(X”) and s(Y”) < 8(X”). 0 1997 Elsevier Science B.V. 
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Dedicated to the 100th anniversary of P.S. Alexandroff 
All spaces below are assumed to be Tychonoff (= completely regular Hausdorff). We 
study the spaces C,(X, 2) of all continuous functions on a space X with the values in 
a space 2 equipped with the topology of pointwise convergence. The space C,(X, IL!) 
is denoted by C,(X), and C,‘(X) is the space of all real-valued bounded functions; 
in all cases we denote by 0 the zero constant function on X. We say that Y is a t- 
image of X if C,(Y) is homeomorphic to a subspace (not necessarily linear) of C,(X); 
note that because of the homogeneity of C,(X), we may always assume that C,(Y) is 
embedded in C,(X) so that the image of the zero function on Y is the zero function 
on X. Every continuous image of a space is its t-image by virtue of the dual mapping 
between the function spaces (see [l]). Two spaces X and Y are called t-equivalent if 
the spaces C,(X) and C,(Y) are homeomorphic, and l-equivalent if C,(X) and C,(Y) 
are linearly homeomorphic. Of course, if two spaces are t-equivalent, then each of them 
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is a t-image of the other; simple examples show that the converse is not true. Note also 
that the spaces C,(X, [0, I]) and C,“(X) contain homeomorphic copies of C,(X), and 
their homeomorphic copies are contained in C,(X). It follows that if one of the spaces 
C,(Y), C,(Y, [0, l]), Cl(Y) admits a homeomorphic embedding in C,(X), C,(X, [0, 11) 
or C;(X), then Y is a t-image of X. 
We denote by s(X), hi(X) and hd(X) the spread, the hereditary Lindeliif number and 
the hereditary density of a space X (see, e.g., [4]). For a set-valued mapping p : X ---) Y 
and sets A c X and B c Y, we define the image ofA, p(A), as the set U{p(z): E E A}, 
and the preimage of B, p-’ (B), as the set {Z E X: p(x) n B # 0). 
In [7], Pestov proved that if two spaces X and Y are M-equivalent, then each of 
them is a countable union of continuous images of locally closed subspaces of the other 
(two spaces are called M-equivalent if their free topological groups in the sense of 
Markov [6] are topologically isomorphic; the M-equivalence of two spaces implies their 
l-equivalence [2]). From this result immediately follows that if X and Y are M-equivalent 
spaces, then s(X) = s(Y), hi(X) = hi(Y) and hd(X) = hd(Y). 
In [8], Tkachuk proved that if X and Y are I-equivalent, then Y may be represented as 
a countable union of preimages under open finite-to-one mappings of continuous images 
of subspaces of X. He deduced that the hereditary Lindelof number and, for perfect 
spaces, the spread are preserved by the relation of l-equivalence. 
The proofs both in [7] and [8] involved the use of a support of, respectively, an element 
of the free topological group of a space and of a linear function on C,(X). In this paper 
we introduce a variant of the notion of support for a nonlinear function on C,(X), 
which leads to a version of the above results for the case of nonlinear homeomorphisms 
of function spaces. 
1. The construction and main results 
In this section we outline our construction and formulate the results; the complete 
proofs are given in Section 2. 
Let h be a mapping of C,(Y) to C,(X) such that h(0) = 0. In the following definitions 
and notation we assume that h is fixed. 
Definition 1.1. Let z be a point of X, and E > 0. We call a point y E Y &-inessential 
for x if there is a neighborhood U of y in Y such that for every function g E C,(Y), if 
g is equal to zero on Y \ U, then Jh(g)(z) 1 6 E. Furthermore, we say that a point y E Y 
is &-essential for x if it is not e-inessential for Z, and call the set of all points that are 
&-essential for x the c-support of x and denote it by supp, 2. 
Suppose h is an embedding (in fact, it suffices to assume that h is a one-to-one mapping 
that is continuous and open at the point 0). Then we have the following three properties 
of the ~-supports. 
Lemma 1.2. For every x E X and E > 0, the set suppE x is jnite. 
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Lemma 1.3. Y = U{supp,,,z: z E X, n E w}. 
We call a set-valued mapping pjfinite-valued if for every z E X, p(x) is finite (possibly, 
*p(z) = 0), and (<n)-valued if for every 11: E X, p(x) contains at most n points; we 
identify single-valued set-valued mappings with the point-valued mappings. 
Let p : X 4 Y and q : X + Y be two set-valued mappings. We say that q is lower 
semicontinuous with respect to p if for every CC E X, p(x) c q(z), and for every open 
set U in Y, the set q-’ (U) = {x E X: q(x) n U # S} is a neighborhood of the set 
p-‘(U) = {CC E x: p(z) n u # 0). 
Obviously, a set-valued mapping is lower semicontinuous in the usual sense (see, e.g., 
[4, 1.7.171) if and only if it is lower semicontinuous with respect to itself. 
Definition 1.4. We call a finite-valued mapping p : X + Y almost lower semicontinuous 
if there exists a space 2 > Y and a finite-valued mapping q: X + 2 that is lower 
semicontinuous with respect to p. 
Lemmas 1.2 and 1.3 say that for every E > 0, suppE is a finite-valued mapping and 
Y = U{supplIn X: n E u}. It is immediate from the definition of the ~-supports that 
supp,,, X c supplIn X whenever m < n. 
Lemma 1.5. For every E > 0, the finite-valued mapping supp, : X 4 Y is almost lower 
semicontinuous. 
Thus. 
Theorem 1.6. If Y is a t-image of X (in particular; if X and Y are t-equivalent), then 
Y is the union of an increasing countable family of images of X under jinite-valued 
almost lower semicontinuous mappings. 
The next three statements generalize simple and well-known facts about single-valued 
continuous mappings. 
Proposition 1.7. Zf Y is an image of X under a finite-valued almost lower semicontin- 
uous mapping, then for every n E w, s(Y”) < s(Xn). 
Proposition 1.8. If Y is an image of X under aJinite-valued almost lower semicontin- 
uous mapping, then for every n E w, hl(Yn) < hl(Xn). 
Proposition 1.9. If Y is an image of X under a jinite-valued almost lower semicontin- 
uous mapping, then for every n E w, hd(Yn) 6 hd(Xn). 
Since the spread, the hereditary LindelGf number and the hereditary density of the nth 
power of X are additive with respect to the unions of increasing countable families of 
subspaces, we get: 
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Corollary 1.10. If Y is a t-image of X, then for every n E w, hl(Yn) 6 hl(X”), 
hd(Yn) < hd(Xn) and s(Y”) < s(Xn). 
Corollary 1.11. IjX and Y are t-equivalent, or Cl(X) and (2’; (Y) are homeomorphic, 
or C,(X, K-4 11) and C,(Y, 10, 11) are homeomorphic, then for every n E w, hl(Yn) = 
hl(Xn), hd(Yn) = hd(Xn) and s(Yn) = s(Xn). 
2. The proofs 
Proof of Lemma 1.2. Let 2 E X and E > 0; put W = {f E C,(X): /f(z)1 < E}. Then 
W is a neighborhood of 0 in C,(X). By the continuity of h, there is a neighborhood of 0 
in C,(Y) whose image under h lies in W. Hence, there is a standard neighborhood of the 
form 0 = {g E C,(Y): jg(yi)l < 6,. , lg(yn)l < S} where yi,. . . ,yn are points of Y 
and 6 > 0, such that h(0) C W. Suppose yu is a point in Y \{yi, . . , y,}. Then there is a 
neighborhood U of yu that does not meet {yi, . . . , y,}. If g E C,(Y) and g[(Y \ U) = 0, 
then g E 0, and h(g) lies in W, so (h(g)(z)/ < E. Thus, every point of Y not in 
{Yl,... , yn} is &-inessential for z, and supp, z c {yi, . . . , y,}, so supp, J: is finite. 0 
Proof of Lemma 1.3. Fix a point ya E Y; we need to find a point x E X and a number 
E > 0 so that y0 E suppE 2. 
Put 0 = {g E C,(Y): lg(ya)l < 1); then 0 is a neighborhood of 0 in C,(Y). Since 
h:C,(Y) + W%(Y)) is open at 0, there are points 21, . . . , x, E X and E > 0 such 
that the intersection of the standard neighborhood 
w = {f EC,(X): If(Xl)[ < 2&,“., If(%)( < 2&} 
with h(C,(Y)) 1 ies in h(0). Let us check that ya E Uz, supp, zi. Indeed, otherwise 
ya is &-inessential for each zi, so there are neighborhoods Vi, . . . , U, of ya such that 
if g E C,(X) and gl(Y \ Vi) = 0, then Ih( 6 E. Put U = ny=“=, Vi and choose 
a function go E C,(Y) so that go(yu) = 1 and gal(Y \ U) = 0. Then go @ 0 and 
h(go) E W, a contradiction with W 0 h(C,(Y)) c h(0) and the assumption that h is 
one-to-one. q 
Proof of Lemma 1.5. Fix E > 0. The argument as in the proof of Lemma 1.2 shows that 
for every point z E X there is a finite set K, such that for every g E C,(Y) such that 
g/K, = 0, I h(g)(x) I < E; furthermore, suppE x c K,. Define a (finite-valued) mapping 
q : X + Y by putting q(z) = K, for all z E X. 
Let us check that q is lower semicontinuous with respect to suppE. It is enough to 
prove that if xc E X, yc E suppE 20 and U is a neighborhood of ya, then there is a 
neighborhood V of 20 in X such that q(x) n U # 0 for all J: E V. 
Since ya is c-essential for ~0, there is a function go E C,(Y) such that gel(Y \ U) = 0 
and Ih(go)(zo)( > E. Put V = {x E X: Ih( > E}; then V is a neighborhood of 
20. If z E V, then q(z) f’ U # 8, because otherwise go/q(z) = 0, so by the choice of 
K = q(z), Ih( < E, and x $ V. 0 
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For the proofs of Propositions 1.7-l .9 we will use some simple properties of pairs of 
finite-valued mappings. 
Lemma 2.1. Suppose p : X ---) Y and q : X -+ Y are jinite-valued mappings such that 
for every z E X, p(z) C q(z). 
(1) rf A c X and q is lower semicontinuous with respect to p, then qIA : A + q(A) 
is lower semicontinuous with respect to pjA : A + q(A). 
(2) Suppose U is an open set in Y, and q is lower semicontinuous with respect to 
p. De&e pl :X + U and ql :X + U by the rules: PI(Z) = p(z) f~ U and 
q1 (CC) = q(2) n U for all x E X. Then the mapping q1 is lower semicontinuous 
with respect to pl. 
Proof. (1) Suppose V is an open set in B = q(A), and VI is an open set in Y such 
that V = VI n B. We need to prove that if zo E A and 1~0 E P(Q) f~ V, then there is a 
neighborhood W of 20 in A such that q(x) n V # 0 for all z E W. 
Put WI = q-‘(K); since VI is a neighborhood of ya in Y, WI is a neighborhood of 
x0 in X. Put W = WI n A; for every x E IV, q(x) n VI # 0 and q(z) c B. Hence, 
q(2) n v = q(2) n V, f 0. 
(2) is obvious from the definition of the relative lower semicontinuity. 0 
For two set-valued mappings pl : XI + Yt and p2 :X2 ---) Y2, define the product 
mapping pl x 172 : XI x X2 ---t Yt x Y2 by the rule: 
(PI X P~)(xI,z~) = PI(Q) x Pi for all 21 E XI and x2 E X2. 
Lemma 2.2. Let pl :X1 + YI, ql : XI --f YI and p2 :X2 + Y2, q2: X2 -+ Y2 be set- 
valued mappings such that ql is lower semicontinuous with respect to PI, and q2 is lower 
semicontinuous with respect to ~2. Then q1 x q2 is lower semicontinuous with respect to 
PI x P2. 
Proof. Suppose (a, 52) E XI x X2 and (~1, y2) E (~1 x p2)(21: 22). It suffices to check 
that for every neighborhood U of (yt ,y2) in Yt x Y2, there is a neighborhood V of 
(21, x2) in XI x X2 such that (ql x q2)(tl, t2) n U # 0 for all (tl, t2) E V. Without loss 
of generality, U = Ut x U2 where UI and U2 are open neighborhoods of yl and y2 in Y, 
and Y2. 
By the lower semicontinuity of q1 and q2 with respect to pl and p2, the sets IJ = 
{TV E XI: ql(tl) n Vi # fJ> and I4 = (t2 E X2: q2(t2) n V2 # 0) are neighborhoods of 
XI and 22. The set V = VI x V2 is as required. 
Corollary 2.3. A product of finitely many almost lower semicontinuous mappings is 
almost lower semicontinuous. 
The next statement is obvious from the definition. 
182 0. Okunev / Topology and its Applications 80 (1997) 177-188 
Lemma 2.4. Zf p, ~1, q : X -+ Y are finite-valued mappings such that for every x E X, 
P(X) c Pi(Z) c 4 1 x , and q is lower semicontinuous with respect to pt, then q is lower 
semicontinuous with respect to p. 
We say that a single-valued almost lower semicontinuous mapping p : X --+ Y has 
defect < n if there is (< n + 1)-valued mapping q : X ---) Y that is lower semicontinuous 
with respect to p. Obviously, p is continuous if and only if its defect is equal to 0. We 
say that p has finite defect if it has defect 6 n for some 72 E w. 
Lemma 2.5. Suppose p : X + Y is a$nite-valued almost lower semicontinuous mapping 
and p(X) = Y. Then Y is a countable union of images of subspaces of X under single- 
valued almost lower semicontinuous mappings of finite defect. 
Proof. Fix a finite-valued mapping q : X + 2 as in Definition 1.4. For each n E w, put 
X, = {z E X: [p(z)1 = n}, 2, = 4(X,), Y, = p(X,), and pn = p/X, :X, + 2,. 
The mapping p, is n-valued; furthermore, by Lemma 2.1, qn = q1X, : X, + 2, is lower 
semicontinuous with respect to p,, so p, is almost lower semicontinuous; obviously, 
Y = U{Yn: n E w}. Thus, it is enough to prove the statement of the lemma assuming 
that p is n-valued with some fixed n. 
For each 2 E X, enumerate arbitrarily the points in p(x) and for each i E { 1, . . , n}, 
define pi(x) as the ith point in p(x). The mappings pi are single-valued and almost 
lower semicontinuous by Lemma 2.4; obviously, Y = U{p”(X): I 6 i < n}. Thus, it 
is enough to prove the lemma assuming that p is single-valued. 
So assume that p is single-valued; fix q : X -+ 2 as in the definition of almost lower 
semicontinuity, and for each 72 E w, put X, = {z E X: /q(x)1 = n}, pn = p/X, 
and qn = q[X,. Then qn is n-valued and lower semicontinuous with respect to p, by 
Lemma 2.1; since X = U{X,: n E w}, we have Y = U{pn(Xn): n E w}, and the 
lemma is proved. 0 
Since the cardinal invariants s, hl and hd are countably additive, it is sufficient to prove 
Propositions 1.7-1.9 assuming that the mappings in their formulations are single-valued 
and have finite defects. Furthermore, by Corollary 2.3, if Y is an image of X under 
a finite-valued almost lower semicontinuous mapping p, then Y” is the image of X” 
under a finite-valued almost lower semicontinuous mapping pn (the nth power of p); 
thus, we only need to prove that if Y is an image of X under a single-valued almost 
lower semicontinuous mapping of finite defect, then s(Y) 6 s(X), hi(Y) 6 hi(X) and 
hd(Y) < hd(X). 
Recall that a space X is called right-separated (left-separated) if there is a well- 
ordering < on X such that every point x E X has a neighborhood that lies in {y E 
X: y < x} (in {y E X: z < y}). Furthermore (see, e.g., [5]), 
hi(X) = sup { [A(: A c X, A is right-separated} and 
hd(X) = sup { IAl: A c X, A is left-separated}. 
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Definition 2.6. Let X be a topological space, and < a well-ordering on the set X. Call 
a point x E X right-separated (left-separated) if x has a neighborhood that lies in 
{y E X: ;y 6 x} (in {y E X: 2 < 1~}). 
Thus, a space is right-separated (left-separated) if and only if there is a well-ordering 
on X with respect o which each point of X is right-separated (left-separated); obviously, 
X is discrete if there is a well-ordering on X with respect o which each point of X is 
both right- and left-separated. 
Let X be a space, and < a well-ordering on the set X; define the derivative set Xc’) 
of X as the set of all nonisolated points of X, the right derivative set Xc’] as the set of 
all points of X that are not right-separated, and the left derivative set X[‘) as the set of 
all points of X that are not left-separated. 
Every subset of X inherits the well-ordering <, so we can define for every n > 1 the 
sets Xcn) as (Xc”-‘))(‘I, Xcn] as (XC”-‘I)(‘] and XIn) as (Xi”-‘))[I). Finally, we put 
x(O) = XP) = x(01 = x. 
Since a point 5 E X that is right-separated (left-separated) in X is also right-separated 
(left-separated) in every subspace of X that contains this point, every space X with 
Xcnl = 0 is a union of at most n right-separated subspaces, and every space X with 
XL”) = 0 is a union of at most n left-separated subspaces; obviously, every space X 
with Xc”) = 8 is a union of at most n discrete subspaces. 
For every n 3 0, define the properties I,, R, and C, of topological spaces equipped 
with a well-ordering as follows: (X, <) satisfies 10 if and only if it satisfies Ro if and 
only if it satisfies CO if and only if X = 0, and for every n > 0, 
- (X, <) satisfies Z, if and only if for every point z E X there is an open neighbor- 
hood U of IC in X such that (U \ {x}) <) satisfies I,_ I ; 
- (X, <) satisfies R, if and only if for every point x E X there is an open neighbor- 
hood U of z in X such that ({y E U: x < y}, <) satisfies %&_I ; and 
- (X, <) satisfies C, if and only if for every point z E X there is an open neighbor- 
hood U of 5 in X such that ({y E U: y < x}, <) satisfies C,_t . 
Lemma 2.7. 
(1) rf (X, <) satisjies Z,, then Xc”) = 0. 
(2) If (X, <) satisjes R,, then Xc”] = 0; 
(3) Zf (X, <) satisfies Ln, then Xin) = 0. 
Proof. The proofs of all three statements are similar, so we will only give a proof for 
(2). The proof is by induction on n. 
Let us first note that if U is an open set in X or a set of the form {y: z < y} for some 
z E X, and z E U, then z is right-separated in (U, <) if and only if it is right-separated 
in (X, <); an obvious induction shows that for every n > 0, U(n] = X(“l n U. 
At n = 0 the statement (2) is trivial. Suppose it is already proved for n = m - 1; 
let us prove that if (X, <) satisfies R,,, then Xc”] = 0. Let z E X; we need to show 
that .?: $ X(m]. Let U be a neighborhood of x as in the definition of R,. Put A = {y E 
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U: 2 < y}; the well-ordered set (A, <) satisfies R,_i, so by the inductive hypothesis, 
A(m-ll = 0. From the remark in the previous paragraph follows that A n X(m-‘l = 0. 
Thus, X(m-‘] n U c U \ A, and it suffices to show that z is right-separated in U \ A. 
But z is the maximum point of U \ A, so U \ A is the required neighborhood of z. 0 
Remark. It is not difficult to prove the statements converse to (l)-(3) in Lemma 2.7; 
however, we will not need them in this paper. 
Lemma 2.8. Let p : X 4 Z be a mapping and q : X 4 Z a (<n)-valued mapping for 
some n E w that is lower semicontinuous with respect to p. Suppose furthermore that 
q(x) n q(y) = 0 whenever IC # y, 5, y E X. Then 
(1) VP(X) d zs iscrete, then there is an S c X such that ISI = 1x1 and S is discrete. 
(2) Zf p(X) is right-separated, then there is an S c X such that ISI = 1x1 and S is 
right-separated. 
(3) Zf p(X) is left-separated, then there is an S c X such that ISI = 1x1 and S is 
left-separated. 
Proof. Call a subset M of 2 fill if q-’ (M) is open in X. From the definition of relative 
lower semicontinuity follows that for every 2 E X and every neighborhood U of p(z) 
in 2 there is a full set M such that p(z) E M c U. 
Fix a well-ordering < on p(X) that makes it a right-separated space in the case (2), 
left-separated in the case (3), and fix < arbitrarily in the case (1). Since p(z) C q(s) 
for all 2 E X (this is implied by the definition of relative lower semicontinuity), and the 
images of points under q are pairwise disjoint, p is one-to-one, so we may assume that 
< is defined on X so that p is an order isomorphism. 
For every z E X, fix a neighborhood U, of p( ) IC such that the intersection of the 
closure of U, with p(X) is equal to {p(x)} in the case (l), lies in {p(y): y < z} in the 
case (2), and lies in {p(y): z < y} in the case (3). For every z E X, fix a full set Mz 
so that z E M, c U,, and put T = U{Mz: z E X} \p(X). 
If ITI < 1x1, put S = X \ q-‘(T). Then 15’ = 1x1 and, for every 2 E S, 
q-‘(Mz) n S = (~1, 
so S is discrete (hence both right- and left-separated), and we are done. 
Thus, we assume further that ITI = 1x1. Put Sc = q-‘(T); we have [SoI = 1x1. 
We split further proof into separate proofs for each of the statements of the lemma. 
(1) Let us show that Sc satisfies 1,. The statement “So satisfies 1,” may be written 
in the following form (to save notation, we assume that the variables Vi run over open 
neighborhoods of x, in So, and xi over points of 5’0): 
VXi3V,VQ E v, \ {x,}3vz c VI . . 
vx, E v,_, \ {XI . . ,&A--1)sl c K-l(K \ {xcn) = 0). 
In fact, we will construct disjoint full sets Li, . . . , L, so that p(xk) E Lk, and the 
intersection of the closure of L,+ with p(X) is equal to {p(zk)}, k = 1, . . . , n, and Vk 
so that Vk C q-‘(Lk) \ {xi: i < k} for all 5 = 1,. . ,n. 
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Let x1 E SO; put LI = Mz, and fix I4 = q-‘(Ll). 
Suppose we have already constructed the sets Lk and Vk for all k < m 6 n and 
an arbitrary choice of points x1, . . . , IC,_~ suchthatxk E Vk_1 \{x~,...,xk_~}, k= 
2, . , m - 1. Let x, be an arbitrary point in V,_ 1 \ {xl, , x,_ I}. Since for every 
k < m - 1 the intersection of the closure of the set LI, with p(X) is equal to {p(xk)}, 
and p(X) is discrete, there is a neighborhood W of p(x,) that is disjoint with the 
sets Ll,..., L,,_l and such that the intersection of the closure of W with p(X) is 
equal to {p(x,)}. Find a full set L, so that p(xm) E L, c W, and put V, = 
(p-‘(L,) nvr-I) \ {~l,‘~~,&l-l}. 
Let us now check that V, c {zn}. Suppose x E I/n; then for every k < n, x E Vk, 
whence q(x) n Lk # 0. Since the sets Ll, . . , L, are disjoint, and the mapping q is 
(< n)-valued, at least one element of q(x) n U{Lk: k < n} must coincide with p(x). 
But the intersection of U{Lk: k < n} with p(X) is equal to {p(xr):. ,p(z,)}, and 
the mapping p is one-to-one, so x E {xl,. . , z,}. Since V, n {xl,. . . ,z,} = {zn}, x 
must be equal to x,. 
By Lemma 2.7, we have SO (n) = 0. Therefore, Sa is a union of at most n discrete 
subspaces. At least one of these subspaces must have cardinality equal to the cardinality 
of SO, which is equal to the cardinality of X. The proof is complete. 
(2) Let us show that SO satisfies R,,. The statement “SO satisfies R,” expands to the 
following formula (we again assume that the variables V, run over open neighborhoods 
of x, in 5’0, and xi over points of So; V:> stands for the set {y E K: xi < y}): 
Vx,3vjYx2 E v,>3v2 c v, . . .Yx, E v:,3v, c IL, (vn’ = 0). 
We will construct disjoint full sets LI , , L, so that p(zk) E Lk, and the intersection 
of the closure of Lk with p(X) lies in {p(y): y < Xk}, k = 1,. ,n, and Vk so that 
vk c ‘.-‘(Lk) \ {&: i<k}forallk=l,...,n. 
Let XI E SO; put L1 = A&, and I$ = q-‘(L,). 
Suppose we have already constructed the sets LI, and Vk for all k < m 6 n and an 
arbitrary choice of distinct points xl, . . . , x,-l such that xk E Vk>_, k = 2, . . . , m - 1. 
Let x, be an arbitrary point in V,‘_, . Since for every k < m - 1 the intersection of the 
closure of the set Lk with p(X) lies in {p(y): y < Xk}, and x, > Xk for all k < m - 1, 
there is a neighborhood W of p(xcm) that is disjoint with the sets Ll , . , L,_l and such 
that the intersection of the closure of W with p(X) lies in {p(y): y < x,}. Find a full 
set L, so that p(z:,) E L, c W, and put V, = (p-‘(L,) n V,_I) \ {xl,. . . , z,_~}. 
Let us check that V,> = 8. Suppose x E V,; then for every k 6 n, x E Vk, whence 
q(X) n Lk # 0. s’ mce the sets L1, . . , L, are disjoint, and the mapping q is (< n)- 
valued, at least one element of q(x) f’ u{Lk: k < n} must coincide with p(x). But the 
intersection of Lk with p(X) lies in {p(y): y < Xk}, and the mapping p is one-to-one, 
sox<max{xr ,..., xn .Wehavexr <...~x~,sox<x,,andx$Vn>. 
By Lemma 2.7, S,$” ; = 8. Therefore, ,!?a is a union of at most n right-separated 
subspaces. At least one of these subspaces must have cardinality equal to the cardinality 
of So, which is equal to the cardinality of X. The statement (2) is proved. 
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The proof of (3) is almost literally the same as the proof of (2); we only need to 
replace everywhere < by > and “right-separated’ by “left-separated’. 0 
Let us now end the proof of Propositions 1.7-l .9. We are left to prove that if p : X + Y 
is a single-valued mapping, and q :X + Y is a (<n)-valued mapping that is lower 
semicontinuous with respect to p, then s&(X)) < s(X), hl(p(X)) 6 hi(X), and 
hd(p(X)) 6 hd(X). 
Let r = s(X), and suppose for contradiction that p(X) contains a discrete subspace 
D of cardinality r+. Choose a subset Xi of p-‘(D) of cardinality r+ and let pi, q1 be 
the restrictions of p and q to Xi; by Lemma 2.1(l), the mapping q1 : X1 4 Yl = q(X1) 
is lower semicontinuous with respect to pi: Xi -+ Yt. By the A-lemma (see, e.g., 
[5]), there is a subfamily of the family of finite sets {q,(x): z E Xl} of the regular 
cardinality r+, {q,(x): z E X2) where X2 c Xi, and a finite set P c Yi such that 
IX*/ = r+ and q1 (x~)nql(z~) = P whenever 21,x2 E X2 and xi # x2. Put Y2 = Yi \ P, 
X3 = X2 \ p;‘(P), Y3 = q1 (X3), and define p2 : X3 + Y3 and q2 :X3 + Y3 by the 
rule: p2(x) = pi(x) and q2(x) = ql(x) \ P for all 5 E Xs. By Lemma 2.1, the mapping 
q2 is lower semicontinuous with respect to ~2; obviously, q2 is (<n)-valued and has 
disjoint images of points. The set pz(X3) is discrete and has cardinality r+. By (1) 
in Lemma 2.8, Xs contains a discrete subspace of cardinality r+, a contradiction with 
X3 c X and s(X) = r. 
The proofs that hl(p(X)) < hi(X) and hd(p(X)) 6 hd(X) are similar. 
3. Some remarks and open problems 
The results in this paper give positive answers to Problems 3.1-3.5 and 3.8-3.12 in 
[8] (to see how they answer Problems 3.11-3.12, one needs to observe that the inverses 
of open mappings are lower semicontinuous. The positive answer to Problem 3.11 can 
also be found in [3]). 
Note that if h : C,(Y) + C,(X) is a linear embedding, then for every x E X, the set 
suppE z does not depend on E, and the sets K, in the proof of Lemma 2.4 may be chosen 
equal to suppE x, so suppE is lower semicontinuous; thus, in this case Y is an image of 
X under a single lower semicontinuous finite-valued mapping. It is easy to see that if a 
mapping p : X + Y is lower semicontinuous, then the image of every dense subset of 
X is dense in Y; from this and Propositions 1.7-1.9 (applied to lower semicontinuous 
finite-valued mappings) follows that if n E w and X has a dense subspace 2 such that 
~(2~) < r (or hd(Zn) < 7, or hl(Zn) 6 r), then Y has a similar dense subspace. This 
answers Problems 3.13 and 3.15, and generalizes slightly Theorem 2.13 in [8]. 
It is easy to construct an almost lower semicontinuous mapping of defect 1 of the one- 
point compactification of the discrete space of arbitrary cardinality r onto the discrete 
space of cardinality 7; thus, the image of a dense set under an almost lower semicontin- 
uous mapping need not be dense, so the above argument does not extend in an obvious 
way to the case of t-equivalence. 
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Corollary 1.11 “stratifies” a corollary of the well-known theorem of Zenor and Velichko 
[9] asserting that the cardinal invariants 
s*(x) = sup {s(Xn): n E w}, 
hi*(X) = sup {hl(X”): n E w}. 
hd*(X) = sup {hd(X”): n E ~1 
are preserved by t-equivalence. However, unlike the theorem of Zenor and Velichko, it 
does not give a characterization of these properties of X in terms of “intrinsic” properties 
of C,(X). The problem of finding such characterization appears very interesting. The 
following particular questions in this direction seem to deserve attention. 
Problem 3.1. Suppose C,(Y) is an image of C,(X) under a continuous (or open contin- 
uous) mapping. Is it true then that s(Y) < s(X), hi(Y) < hi(X) and hd(Y) < hd(X)? 
Problem 3.2. Suppose C,(Y) is an image of a subspace of C,(X) under an open con- 
tinuous mapping. Is it true then that s(Y) < s(X), hi(Y) < hi(X) and hd(Y) < hd(X)? 
Remark. It is not true that if C,(Y) IS an image of a closed subspace of C,(X) under 
a continuous mapping, then s(Y) < s(X), hi(Y) < hi(X) or hd(Y) < hd(X). Indeed, 
let X be the two-arrows space. Then C,(X) contains a closed discrete subspace of 
cardinality c (see [l, II. 1.7]), so any space of cardinality c is a continuous image of this 
subspace, including the space C,(pFY). However, s(X) = hi(X) = hd(X) = w, and 
.s(/3N) = hl(/?N) = hd(PN) = c. 
The definition of ~-support may be extended in an obvious way to any function 
4: C,(X) --f IF! such that 4(O) = 0; the set U{supp, 4: E > 0) may be interpreted 
as “a set of points of X that determine the continuity of 4 at 0”. We say that a subspace 
X of C,(C,(Y)) depends on a subset A ofY if 4(f) = 4(g) whenever flA = glA and 
4 E X, and that X admits continuous factorization through A if for every $ E X there is 
a continuous function r+!~ : C,( Y 1 A) 4 R such that 4 = $op~; here pA : C,(Y) --f C,(A) 
is the restriction mapping, and C,(YIA) = p,~(c~(Y)). 
The positive answers to the following problems would far generalize Corollary 1.10. 
Problem 3.3. Let X be a subspace of C,(C,(Y)). Is there a subspace A of Y such that 
s(A) < s(X) (hi(A) < hi(X), hd(A) < hd(X)) and X depends on A? 
Problem 3.4. Let X be a subspace of C,(C,(Y)). Is there a subspace A of Y such that 
s(A) < s(X) (hi(A) 6 hi(X), hd(A) < hd(X)) and X admits continuous factorization 
through A? 
It is easy to prove, using the results in [8] and Propositions 1.7-1.9, that the answers 
to both questions are positive if X is a set of linear continuous functions on Y. 
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