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In this thesis, we study several problems related to quantum proof systems.
The simplest quantum proof system is captured by the complexity class QMA,
which stands for quantum Merlin-Arthur. Here, the prover is called Merlin and
Arthur is the verifier. In QMA, a polynomial-time bounded quantum verifier
has to solve a decision problem with the help of a quantum state given to him
as a proof. Interestingly, it is not known whether the class retains its expressive
power if we force it to have perfect completeness. Perfect completeness means
that the verifier can only make an error in case of a no instance of the problem.
Currently, the strongest result towards settling this question is by Kobayashi,
Le Gall, and Nishimura [KLGN13]. They showed that any QMA protocol can
be converted to a one-sided error protocol, where Arthur and Merlin initially
share a constant number of EPR pairs and then Merlin sends his proof to
Arthur.
• Our contribution is a conceptually simpler and more direct proof of
the result of Kobayashi et al. Our protocol is similar but somewhat
simpler than the original. The main contribution is a simpler and more
direct analysis of the soundness property that uses well-known results
in quantum information such as the quantum de Finetti theorem and
properties of the trace distance and the fidelity.
Quantum interactive proof systems extend the class QMA by allowing the
prover and the verifier to interact with each other. The corresponding class,
QIP, is well understood and, in particular, has the same expressive power as
PSPACE [JJUW11]. However, there are also several variants of QIP that are not
that well understood. For example, researchers studied cases when some of the
messages are short, meaning at most logarithmic in the input length [BSW11].
Our contribution to this area is the following.
• We answer one of the open problems posed by Beigi, Shor, and Watrous
[BSW11]. We consider quantum interactive proof systems where, in the
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beginning, the verifier and the prover send messages to each other, with
the combined length of all messages being at most logarithmic (in the
input length); and at the end, the prover sends a polynomial-length mes-
sage to the verifier. We show that this class has the same expressive power
as QMA.
An interesting consequence of the continuous nature of the quantum proofs
is that it allows for arbitrary acceptance probabilities. Contrary to this, in
any classical proof system the acceptance probabilities must be separated by
a gap that is at least single-exponentially big. Ito, Kobayashi, and Watrous
[IKW12] studied quantum classes where the gap between the completeness
and soundness parameter is very small. Very small means that the gap is only
lower bounded with a function that is exponentially or double-exponentially
small or even smaller. Their main result is that quantum interactive proofs
with double-exponentially small gap are exactly characterized by EXP, i.e.,
deterministic exponential time. We study multiple-proof QMA proof systems in
the above setting. In multi-prover QMA, the verifier gets more than one proofs
and these proofs are guaranteed to be unentangled. Our contributions are the
following.
• We observe that the protocol of Blier and Tapp [BT12] scales up which
implies that, in the case when the gap is exponentially or double-ex-
ponentially small, the proof system has the same expressive power as
non-deterministic exponential time (NEXP). Since single-proof QMA proof
systems, with the same bound on the gap, have expressive power at most
exponential time (EXP), we get a separation between single and multi-
prover proof systems in the ‘small-gap setting’ under the assumption that
EXP 6= NEXP. This implies, among others, the nonexistence of certain op-
erators called disentanglers (defined by Aaronson et al. [ABD+09]) with
good approximation parameters.
• We also show that the above multi-prover proof system retains its expres-
sive power of NEXP, if we restrict the verifier to be able to perform only
Bell-measurements, i.e., restricting to a BellQMA verifier. In the usual set-
ting, when the gap is bounded by at least an inverse-polynomial function
of the input length, BellQMA with polynomially-many provers is equal
to single-prover QMA [BH13], but in the small-gap setting, it has the full
power of multi-prover QMA. To show this, we use the protocol of Chen
and Drucker [CD10] with a similar but simpler analysis. The only caveat
here is that we need at least super-constant number of proofs to achieve
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the desired complexity-theoretic equivalence, while in the previous set-
ting two proofs were enough.
Non-local games can be viewed as two-prover one-round interactive proof
systems where the verifier’s predicate is given explicitly. In the terminology
of games, the provers are called players and the verifier is called referee. The
game is played as follows. Before the game starts, the players can agree on
a joint strategy and can share an arbitrary entangled state. Then the referee
randomly selects questions for them according to some known distribution.
The players are separated during the game and are not allowed to communicate.
In particular, they don’t know each other’s questions. After receiving the
questions, they generate their answers by measuring their part of the shared
entangled state. Upon receiving the answers, the referee evaluates his predicate
which decides whether the players won or lost the game. The value of the game
is the supremum of the achievable winning probability by such a strategy. One
of the fundamental problems arising in this model is the parallel repetition
question, which concerns with the behavior of multiple instances of the game
played simultaneously. Roughly speaking, a parallel repetition theorem states
that the winning probability goes down exponentially with the number of
repetitions. It is known to hold in the classical case [Raz98]. This result had
deep consequences in the theory of inapproximability. Similarly to the classical
case, the study of the parallel repetition question in the entangled setting
may have potential applications in quantum complexity theory. Although the
question is still open for the general case, it was shown to hold for several
classes of entangled games [CSUU08, KRT10, DSV14, CS14a]. Our contribution
to this area is the following result.
• We show a parallel repetition theorem for the entangled value ω∗(G) of
any two-player one-round game G, where the questions to the players are
drawn from a product distribution. We show that for the k-fold repetition
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Proof systems are central concepts in computational complexity. In their sim-
plest form, they consist of a verifier who is a polynomial time Turing machine
and a proof, a bit string, that is given to the verifier. Solving a decision prob-
lem formally means that we are given an input x and we want to decide if it
belongs to a language L. In the above proof system, the verifier gets the input
together with the proof, which depends on the input, and he has to compute
a binary answer which determines whether he accepts or rejects. “Accept”
means that the verifier thinks that x ∈ L while “reject” means that he thinks
that x /∈ L. There are two conditions that such a proof system must satisfy.
Valid statements must be provable while invalid statements shouldn’t fool the
verifier. More formally, we say that if x ∈ L then there must exist a proof with
which the verifier accepts and if x /∈ L then he must reject all proofs. Problems
solvable this way correspond to the complexity class NP [AB09]. NP is at the
heart of complexity theory and has a very rich literature [GJ79].
The complexity class MA was defined by Babai [Bab85] as the natural proba-
bilistic extension of the class NP. MA stands for Merlin-Arthur where the prover
who produces the proof is referred to as Merlin and the verifier is called Arthur.
Babai gave these names from an old legend where Arthur was a king of me-
dieval England and Merlin was his magician. In MA, Merlin gives a polynomial
length proof to Arthur, the same way as in NP, but now Arthur is allowed
to run a polynomial time randomized computation. We can further generalize
the above model by adding interaction to it, i.e., the prover and the verifier
can exchange a polynomial number of messages before the verifier makes his
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decision. This way we get the class IP [GMR89] where IP stands for interactive
proofs.1 We do not put any computational restriction on the prover so he is
able to compute any function. The verifiers of the above proof systems are
allowed to make some small error in their decision, but they must satisfy two
conditions, analogously to the conditions in NP.
• If x ∈ L then the verifier has to accept a valid proof with high probability.
The probability that the verifier rejects such proof is called the completeness
error.
• If x /∈ L then no matter what proof the verifier receives, he must reject
with high probability. The maximum probability that the verifier accepts
an invalid proof is called the soundness error.
We can generalize interactive proofs even further by adding more provers. In
multi-prover interactive proof systems the verifier can communicate with many
provers. The corresponding class is denoted by MIP. In MIP, the provers can
agree on a strategy before the protocol starts but they are separated during the
protocol and not allowed to talk to each other.
One of the first questions one may ask about the above proof systems is
whether it is possible to get rid of one or both types of error. It is easy to see
that forcing the soundness error to zero collapses MIP (and also IP and MA)
to NP [AB09]. So we can’t eliminate the soundness error completely, but it
is known that we can make it to be at most an inverse-exponential function
of the input length, without reducing the expressive power of MA, IP, or MIP.
On the other hand, it was shown by Zachos and Fürer [ZF87] that having
perfect completeness, also called one-sided error, doesn’t change the power of MA.
More formally, it holds that MA = MA1, where MA1 is the class with perfect
completeness. The class IP can also be made to have one-sided error, which
follows, for example, from the characterization of IP being equal to PSPACE,
the class of problems decidable in polynomial space [LFKN92, Sha92, She92].
We also know that MIP is equal to NEXP, the class of problems decidable in
non-deterministic exponential time [BFL91]. MIP also has the power of NEXP if
we restrict the number of provers to two, only allow one-sided, exponentially
small error, and the interaction can only be one question to each prover and
one answer from each prover [FL92]. For more information on these classes
see e.g., the book of Arora and Barak [AB09].
1Babai also defined an interactive version of MA, that can be thought of as a ‘public-coin’
version of IP. Later Goldwasser and Sipser [GS86] showed that this class has the same expressive
power as IP.
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Another way of viewing two-prover, one-round MIP proof systems is by
non-local games, where the acceptance predicate of the verifier is given explicitly.
In the terminology of games, we call the provers “players” and the verifier
“referee”. If there are two players, it is customary to call them Alice and Bob.
Formally, a two-player one-round game G is specified by finite setsX , Y , A , and
B, a distribution µ overX ×Y , and a predicate V : X ×Y ×A ×B → {0, 1}.
It is played as follows. The referee selects questions (x, y) ∈ X ×Y randomly,
according to the distribution µ. He sends x to Alice and y to Bob. As in the
case of MIP, Alice and Bob are separated and not allowed to communicate.
In particular, they don’t know each other’s questions. After receiving the
questions, Alice and Bob separately choose answers a ∈ A and b ∈ B and
they send them back to the referee. The referee then evaluates the predicate
V(x, y, a, b) and if it evaluates to 1, we say that the referee accepts or that the
players win the game. If V evaluates to 0 then we say that the referee rejects or
the players lose the game. Note that, in this setting there is no input of which
the verifier has to decide membership. Rather, the acceptance predicate is fixed
and given explicitly. Here we are interested about the maximum probability
with which the players can win the game. This quantity is defined as the
value of the game and denoted by ω(G). More concretely, ω(G) denotes the
maximum winning probability, averaged over the distribution µ, where the
maximum is taken over all deterministic strategies of the players.
These games played an important and pivotal role in the study of the
rich theory of inapproximability, leading to the development of Probabilistically
Checkable Proofs [ALM+98, AS98, Din07] and the famous Unique Games Conjec-
ture [Kho02]. One of the most fundamental problems regarding this model is
the so called parallel repetition question, which concerns the behavior of multiple
copies of the game played in parallel. For a game G = (X ,Y ,A ,B, µ, V), its
k-fold product is given by Gk =
(
X k,Y k,A k,Bk, µk, Vk
)
where µk denotes k
independent copies of µ and Vk(x, y, a, b) = 1 if and only if V(xi, yi, ai, bi) = 1
for all i ∈ {1, 2, . . . , k}. Simply put, Alice and Bob play k copies of game G
in parallel and they win if and only if they win in all the copies. By playing
each copy independently, it is easy to see that ω
(
Gk
) ≥ ω(G)k for any game G.
The equality of the two quantities, for all games, was conjectured by Ben-Or,
Goldwasser, Kilian, and Wigderson [BOGKW88] but the conjecture was shown
to be false by Fortnow [For89].




goes down exponentially in k.
This is referred to as the parallel repetition, also known as the direct product,









1− (1−ω(G))c)Ω( klog(|A ||B|))
where c is a universal constant. This result, along with the the PCP theorem
had deep consequences for the theory of inapproximability. A series of works
later exhibited improved results for general and specific games [Hol09, Rao11,
Raz11, BRR+09, RR12].
1.1 Quantum Proof Systems
Quantum Merlin-Arthur proof systems, and the class QMA, were introduced
by Knill [Kni96], Kitaev [KSV02], and also by Watrous [Wat00] as a natural
extension of MA and NP to the quantum computational setting. In QMA, the
proof of Merlin is a quantum state on polynomially many qubits. When Arthur
receives the proof he performs a polynomial-time quantum computation. After
the computation, he measures his dedicated output qubit, say in the standard
basis, and the output of the measurement will be his decision to accept or
reject. Similarly to QMA, quantum interactive proof systems, and the class QIP,
were introduced by Watrous [Wat03] as a quantum analogue of IP. In QIP, the
prover and the verifier can exchange quantum messages, the verifier is still a
polynomial-time quantum computation, while the prover is only limited by the
laws of quantum mechanics. These classes have also been well studied and now
it’s known that the power of quantum interactive proof systems is the same as
the classical ones, i.e., QIP = IP = PSPACE [JJUW11]. Furthermore, quantum
interactive proof systems still have the same expressive power if we restrict
the number of messages to three and have exponentially small one-sided error
[KW00].
The class QMA is not as well understood as QIP, but we do have a reasonable
amount of knowledge about it. We know from the early results that it can be
made to have exponentially small two-sided error [KSV02, AN02, MW05]. It
also has natural complete problems, such as the ‘k-local Hamiltonian’ problem
[KSV02, AN02], for k ≥ 2 [KKR06], which can be thought of as a quantum
analogue of k-SAT. With respect to the relation of QMA to classical complexity
classes, we know that MA ⊆ QMA ⊆ PP [MW05].2
2A slightly stronger bound of QMA ⊆ A0PP was shown by Vyalyi [Vya03].
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1.1.1 Perfect Completeness for QMA
Interestingly, we don’t know if QMA ?= QMA1, i.e., whether QMA can be made
to have perfect completeness. It is a long-standing open problem which was
already mentioned in an early survey by Aharonov and Naveh [AN02]. Besides
its inherent importance, giving a positive answer to it would immediately im-
ply that the QMA1-complete problems are also complete for QMA. Most notable
of these is the ‘Quantum k-SAT’ problem of Bravyi [Bra06], for k ≥ 3 [GN13],
which is considered as a more natural quantum generalization of k-SAT than
the k-local Hamiltonian problem.3 Unfortunately, all previous techniques used
to show one-sided error properties of quantum interactive proof systems re-
quire adding extra messages to the protocol [KW00, KKMV08, KLGN13], so
they can’t be used directly in QMA. Aaronson [Aar09] gave an evidence that
shows that proving QMA = QMA1 may be difficult. He proved that there exists
a quantum oracle relative to which QMA 6= QMA1. Another difficulty with QMA,
compared to MA, is that in a QMA proof system the acceptance probability can
be an arbitrary irrational number. However, if certain assumptions are made
about the maximum acceptance probability then QMA can be made to have
one-sided error [NWZ09]. Recently, Jordan, Kobayashi, Nagaj, and Nishimura
[JKNN12] showed that if Merlin’s proof is classical (in which case the class is
denoted by QCMA) then perfect completeness is achievable, i.e., it holds that
QCMA = QCMA1. Later we will observe that, as a side-product of one of our
theorems, perfect completeness is also achievable in another, less common, vari-
ant of QMA. See Section 1.1.3 for details on this. The most recent and strongest
result towards proving the original QMA versus QMA1 question is by Kobayashi,
Le Gall, and Nishimura [KLGN13]. They showed that we can convert a QMA
proof system to have one-sided error if we allow the prover and the verifier of
the resulting QMA1 protocol to share a constant number of EPR pairs before the
prover sends the proof to the verifier. The corresponding class is denoted by
QMAconst-EPR1 . With this notation, their result can be formalized as the following
theorem.
Theorem 1.1.1 ([KLGN13]). QMA ⊆ QMAconst-EPR1 .
Since sharing an EPR pair can be done by the verifier preparing it and
sending half of it to the prover, the above result implies that QMA is contained
in the class of languages provable by one-sided error, two-message quantum
interactive proof systems (QMA ⊆ QIP1(2)). This is a nontrivial upper bound.
3For a list of QMA- and QMA1-complete problems, see e.g., [Boo12].
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Moreover, the result of Beigi, Shor, and Watrous [BSW11], which is described
in the next section and formally stated in Theorem 2.2.14, implies that equality
in Theorem 1.1.1 holds, resulting in the following characterization of QMA.
Corollary 1.1.2 ([KLGN13]). QMA = QMAconst-EPR1 = QMA
const-EPR.
Contribution
Our contribution is a conceptually simpler and more direct proof of The-
orem 1.1.1, compared to the original one by Kobayashi et al. [KLGN13].
The algorithm of our verifier is also simpler, but the main difference is
in the proof of its soundness. We believe that our proof helps to under-
stand the result better and we think that it may be simplified further.
The detailed description of our new proof is presented in Section 3.2.
1.1.2 Short Messages
Several variants of QIP and QMA have been studied in the literature. We also
studied the case where some or all of the messages are short, meaning at most
logarithmic in the input length. These cases are usually not interesting in the
classical setting since a logarithmic-length message can be eliminated by the
verifier by enumerating all possibilities. This is not true in the quantum case.
Indeed, a variant of QMA that uses two unentangled, logarithmic-length proofs
contains NP [BT12], hence is not believed to be equal to BQP. On the other
hand, if in QMA there is only one logarithmic-length proof then it has the same
expressive power as BQP [MW05].
Beigi, Shor, and Watrous [BSW11] proved that in other variants of quantum
interactive proof systems short messages can also be eliminated without chang-
ing the power of the proof system. Besides other results, they showed that
in the setting where the verifier sends a short message to the prover and the
prover responds with an ordinary, polynomial-length message, the short mes-
sage can be discarded and so the class has the same power as QMA. They have
raised the question if this is also true if we replace the short question of the
verifier with a ‘short interaction’, i.e., considering quantum interactive proof
systems where, in the beginning, the verifier and the prover send messages to
each other with the combined length of all messages being at most logarithmic
and at the end the prover sends a polynomial-length message to the verifier.
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Contribution
We show that the above class has the same power as QMA, or in other
words, the short interaction can be discarded. This is formalized by the
following theorem.
Theorem 1.1.3. Let c, s : N → (0, 1) be polynomial-time computable func-
tions such that c(n)− s(n) ∈ 1/poly(n). Then
QIPshort(O(log n) , c, s) = QMA.
Here QIPshort(O(log n) , c, s) is the class described above, with completeness-
soundness gap being separated by some inverse-polynomial function of the
input length. For a rigorous description of the class see Definition 2.2.12. The
detailed description of the proof of Theorem 1.1.3, with the underlying ideas,
are presented in Section 3.1.
1.1.3 Small Gap Merlin-Arthur Proof Systems
Several other variants of QIP and QMA have also been studied. Ito, Kobayashi,
and Watrous [IKW12] studied quantum classes where the gap between the
completeness and soundness parameter is very small. Very small means that
the gap is only lower bounded with a function that is exponentially or double-
exponentially small or even smaller. The main result of Ito et al. [IKW12] is
that quantum interactive proofs with double-exponentially small gap are ex-
actly characterized by EXP, i.e., deterministic exponential time. This increase of
power of QIP from PSPACE to EXP is a purely quantum behavior. In any classi-
cal proof system, the verifier uses at most a polynomial amount of random bits
so the acceptance probabilities must be separated by a gap that is at least single-
exponentially big. Moreover, classical proof systems with single-exponentially
small gaps are still characterized by PSPACE. In the quantum setting, arbitrary
small gaps are possible due to the continuous nature of quantum proofs. The
result of Ito et al. [IKW12] shows that it also has the possibility to strengthen
the power of the proof system. We studied variants of quantum Merlin-Arthur
proof systems that only have such weak bounds on the gap.
Probably the most interesting generalization of QMA is by Kobayashi, Mat-
sumoto, and Yamakami [KMY03] who defined the class QMA[k]. In this setting
there are k provers who send k quantum proofs to the verifier, and these proofs
are guaranteed to be unentangled. In the classical setting this generalization is
not interesting since we can just concatenate the k proofs and treat them as one
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proof. However, in the quantum case a single prover can entangle the k proofs
and no method is known to detect such cheating behavior.
Obviously the most important question is whether more provers make
the class more powerful or not. In a later version of their paper, Kobayashi
et al. [KMY03] (and independently Aaronson et al. [ABD+09]) showed that
QMA[2] = QMA[k] for all polynomially-bounded k if and only if QMA[2] can be
amplified to exponentially small error. Later Harrow and Montanaro [HM13]
showed that the above equality indeed holds. The question now is whether
QMA is equal to QMA[2], or in other words, does unentanglement actually help?
There are signs that show that the above two classes are probably not equal. For
example, Liu, Christandl, and Verstraete [LCV07] found a problem that has a
QMA[2] proof system, but not known to belong to QMA. Blier and Tapp [BT12]
showed that all problems in NP have a QMA[2] proof system where the length
of both proofs are logarithmic in the input length. On the other hand, if QMA
has one logarithmic-length proof then it has the same expressive power as BQP
[MW05]. Since BQP is not believed to contain NP, QMA[2] with logarithmic
length proofs is probably more powerful than QMA with a logarithmic proof.
The above proof system had some inverse-polynomial gap, and this gap was
later improved by several papers [Bei10, CF13, GNN12]. However, in all of
these improvements the gap is still an inverse-polynomial function of the input







proof system for 3SAT with constant gap and where each proof
consist of O(log n) qubits. Again, it seems unlikely that 3SAT has a proof





We study multiple-proof QMA proof systems in the setting where the com-
pleteness-soundness gap is exponentially small or even smaller. We examine
two variants of these proof systems as described below.
QMA[k] with Small Gap
Contribution
The first variant we look at is the small-gap version of QMA[k] mentioned
above. We observe that this class is exactly characterized by NEXP if
the number of proofs are between 2 and polynomial and the complete-
ness-soundness gap is exponentially or double-exponentially small. The
4It is not believed that the gap in this setting can be improved to a constant because it would
imply that QMA[2] = NEXP. [ABD+09]
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power of the proof system is still NEXP if we require it to have one-sided
error. More precisely, we show the following theorem.
Theorem 1.1.4. For all ε > 0, it holds that
NEXP = QMA
(







where c(n) and s(n) can be calculated in time at most exponential in n on a
classical computer.
This result is discussed in details in Section 3.3.1.
In the notation above, the first parameter of QMA denotes the number of
unentangled proofs the verifier receives, where each proof is at most polyno-
mial in length. The second parameter is the completeness and the third is
the soundness parameter. For a precise definition of the above notation see
Definition 2.2.9. Note that, in Theorem 1.1.4 the NEXP upper bound is triv-
ial, as it follows from exactly the same argument that shows the NEXP upper
bound to the normal-gap QMA[2]. Interestingly, there is no other upper bound
known for QMA [2] and it is a big open question to strengthen this bound
[ABD+09, AIM14]. The surprising phenomenon is that if we relax the bound
on the gap, then the expressive power of the class jumps all the way up to
the trivial upper bound. Note that an EXP upper bound for the small-gap,
single-prover QMA is easily seen, so we have a separation between QMA and
QMA[k] in the small-gap setting.5
The nontrivial part of the proof is proving the NEXP lower bound. For this,
we use the protocol of Blier and Tapp [BT12] on a NEXP-complete language
which we call Succinct3Col, the succinct version of graph 3-coloring. The
detailed proof of Theorem 1.1.4 is presented in Section 3.3.1.
BellQMA[k] with Small Gap
The class BellQMA [k] was defined by Aaronson et al. [ABD+09], Brandão
[Bra08], and Chen and Drucker [CD10]. The above definitions are not ex-
actly the same but the subtle difference doesn’t matter in any of the above
papers nor does it in this thesis. The exact definition of the class we use can
be found in Section 2.2. Roughly speaking, the difference between QMA[k] and
5For more discussion about this and other consequences see Section 3.3.3.
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BellQMA[k] is that in the latter the verifier has to measure each proof separately
and non-adaptively, then based on the outcomes has to make his decision.
Aaronson et al. [ABD+09] asked the question whether BellQMA[k] has the same
power as QMA[k] and if there is a BellQMA protocol for 3SAT with similar pa-
rameters as theirs. Regarding the first question, Brandão [Bra08] showed that
BellQMA[O(1)] = QMA and later Gharibian, Sikora, and Upadhyay [GSU13]
showed that BellQMA [k] = QMA for any polynomial k if we also have the
promise that the possible number of outcomes of the verifier’s measurements
are also polynomial. Superseding both these results, Brandão and Harrow
[BH13] settled this question by proving that BellQMA[k] = QMA, for all polyno-
mially bounded k. A positive answer to the second question of Aaronson et al.
was given by Chen and Drucker [CD10].
Here we study the small-gap version of BellQMA [k], where again small
means exponentially or double-exponentially small. One can observe that
Brandão’s proof of
BellQMA[O(1)] = QMA
doesn’t go through if the gap is so small.6 We don’t know the power of
BellQMA[k] with constant k in the small-gap setting.
Contribution
However, we show that if k ≥ nε, for any ε > 0, then BellQMA[k] has the
same power as QMA[k], i.e., it also equals to NEXP. This is expressed by
the following theorem.
Theorem 1.1.5. For any ε, δ > 0, it holds that








for some c and s with c(n)− s(n) ≥ 2−nδ and where c′(n) and s′(n) can be
calculated in time at most exponential in n on a classical computer.
This result is discussed in Section 3.3.2.
In the above, the NEXP upper bound is again trivial so the only thing
we need to do is give a BellQMA protocol for NEXP. Just as in the case of
6Brandão, Christandl, and Yard [BCY11a, BCY11b] showed that a variant of multi-prover
QMA, with constant many proofs and where we require the verifier to measure the proofs with
a one-way LOCC measurement, still has the same expressive power as single-prover QMA. This
proof also breaks down if the gap is small.
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Theorem 1.1.4, we will use the same language (Succinct3Col) and give a
proof system for that. For this we will use the protocol of Chen and Drucker
[CD10]. The details of the proof are presented in Section 3.3.2.
This shows an interesting phenomenon with respect to BellQMA. In the
normal-gap setting, BellQMA [k] = QMA [1] for all polynomially bounded k,
whereas in the small-gap setting BellQMA[k] = QMA[k]! The power of BellQMA[k]
with small gap and constant k is still an open problem.
1.2 Entangled Games
Multi-prover interactive proofs and the class MIP was generalized to the quan-
tum setting by Kobayashi and Matsumoto [KM03]. They defined the class
QMIP, where a polynomial-time bounded quantum verifier exchanges quantum
messages with polynomially many provers. The most interesting difference
between QMIP and its classical counterpart is that in QMIP the provers can
share an arbitrary entangled state. Indeed, if we disallow the provers to share
entanglement then quantum messages won’t help and the class will have the
same power as MIP = NEXP [KM03]. Given the crucial role of entanglement,
researchers have studied multi-prover interactive proof systems where the ver-
ifier and all the messages are classical but the provers are allowed to share
entanglement [CHTW04]. This scenario is captured by the complexity class
MIP∗ which turned out to have the exact same power as QMIP [RUV13]. The
power of MIP∗ is not well understood. We don’t know any upper bound on it so
currently we can’t even rule out the possibility that it contains uncomputable
languages. Until recently, it was also not clear that MIP∗ is at least as powerful
as MIP since provers with entanglement may potentially have more power to
fool the verifier. This, however, was settled recently by the breakthrough result
of Ito and Vidick [IV12] who showed that MIP ⊆ MIP∗.
One-round MIP∗ proof systems can also be viewed as non-local games, the
same way as we did earlier with MIP. The only difference now is that we allow
Alice and Bob to share a quantum state before the games starts. The questions
and answers in the game remain classical. After receiving the questions, Alice
and Bob can generate their answers by making quantum measurements on their
shared entangled state. The entangled value of game G is denoted by ω∗(G).
The study of entangled games is deeply related to the foundations of quantum
mechanics and the understanding of quantum entanglement. These games
have been used to give a novel interpretation to Bell inequalities, one of the
most famous and useful methods for differentiating classical and quantum the-
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ories [CHSH69]. Recently, these games were also studied from cryptographic
motivations, such as in Refs. [HR10, TFKW13, MPA11]. Analogously to the
classical case, the study of the parallel repetition question in this setting may
potentially have applications in quantum complexity theory.
The parallel repetition conjecture was shown to hold for several sub-classes
of entangled games. Cleve, Slofstra, Unger, and Upadhyay [CSUU08] showed





= ω∗(G)k. This follows from a characterization of these games
using semidefinite programming. In XOR games, the answers of the players
are single bits and the referee only uses the XOR of these bits in his predicate.
Later, Kempe, Regev, and Toner [KRT10] used semidefinite programming to
approximate the value of the more general class of unique games and as a
consequence they showed a parallel repetition theorem for these games. In
unique games, for each pair of questions there is some permutation and the
verifier accepts if and only if the answer of the first player is mapped to the
answer of the second player with this permutation. Before Raz’s result for
classical games [Raz98], Feige and Kilian [FK00] showed that the classical value
decreases polynomially with the number of repetitions for projection games.
They used a modified parallel repetition procedure in which a fraction of the
repetitions were made of “confuse rounds”. In projection games, if we fix the
questions for the players and the answer of the first player then there is at
most one possible answer for the second player with which the referee accepts.
Projection games are hence more general than unique games and include most
of the interesting games. Kempe and Vidick [KV11] extended the framework
of Feige and Kilian [FK00] to entangled games and got polynomial decay for
projection games. They also used a modified parallel repetition procedure.
However, if the questions in the game were drawn independently then no
modification was required so the polynomial decay applied to the standard
parallel repetition. They also showed polynomial decay to almost all games
by further modifying the repetition procedure. Recently, Dinur and Steurer
[DS14] introduced an analytical framework to show parallel repetition with
exponential decay for the classical value of projection games. This framework
was extended to the entangled case by Dinur, Steurer, and Vidick [DSV14] to
establish parallel repetition for the entangled value. In a recent work, Chailloux





theoretic arguments. Their result is closely related to ours so we present their
theorem below.
Theorem 1.2.1 ([CS14a]). For any game G = (X ,Y ,A ,B, µ, V), where µ is the
12
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depends also on |X | · |Y | and not just on |A | · |B|. Also, the
value of Q can be very large, depending on the distribution µ.
Contribution
We consider the case when the questions to the players are drawn inde-
pendently or, in other words, the distribution µ is product acrossX ×Y .
Formally, there are distributions µX on X and µY on Y such that for
all (x, y) ∈ X × Y it holds that µ(x, y) = µX (x) · µY (y). Our result is
formalized by the following theorem.
Theorem 1.2.2. For any game G = (X ,Y ,A ,B, µ, V), where µ is a product








)Ω( klog(|A |·|B|)) .
The proof of Theorem 1.2.2, with the underlying ideas, are presented in
Chapter 4.
Note that, the uniform distribution is a product distribution and our result
has no dependence on the size of X and Y . Hence, our result implies and
strengthens the result of Chailloux and Scarpa [CS14a], up to the exponent of
1−ω∗(G).7
7Recent works in Refs. [CS14b, CWY14] have superseded both our result and the result of





The purpose of this chapter is to present the notations and background informa-
tion (definitions, theorems) required to understand the results of this thesis. We
start with some general notations. In this document, we denote the imaginary
unit by ι instead of i, which we use as an index in summations, for example.
We denote the set of positive functions of n that are upper bounded by some
polynomial in n by poly(n). If the argument is clear, we omit it and just write
poly. For a positive integer n ∈ Z+, we sometimes use [n] to represent the set
{1, 2, . . . , n}. Generally, we use Ralph Smith’s script font to denote finite sets,
such as A ,B, C , etc. For setX and k ∈ Z+,X k denotes the setX × · · · ×X ,
the cross product of X , k times.
2.1 Quantum Information
In this thesis, we only deal with complex Euclidean spaces that are finite
dimensional, which we will also simply call as Hilbert spaces. We generally
try to follow the notations used in [Wat08b]. An N-dimensional Hilbert space
is denoted by CN . We use Hermann Zapf’s Euler script symbols to denote
complex Euclidean spaces, such as A, B, C, etc. For vectors in Hilbert spaces,
we use lowercase Greek letters and Dirac’s bra–ket notation. For example, we
denote a vector in a Hilbert space H by |ϕ〉 ∈ H. A qubit is an object that
has associated Hilbert space C2. In our terminology, quantum registers are
collections of qubits which we denote by uppercase sans serif letters, such as
A, B, C, etc. When we talk about a quantum register H of size k, we mean the
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object made up of k qubits. It has associated Hilbert space H = C2
k
. We always
assume that some standard basis of H = C2
k
have been fixed and we index
those basis vectors by bit strings of length k. So the standard basis of H is
denoted by
{
|s〉 : s ∈ {0, 1}k
}
. We denote the all zero string by 0¯ def= 00 . . . 0.
We denote the space of all linear mappings from H to itself by L(H). Linear
operators are usually denoted by uppercase bold letters, such as A, B, C, etc.
For operators A and B, A⊗ B denotes the tensor product, also known as the
Kronecker product, of A and B. The adjoint of A ∈ L(H) is denoted by A∗
and the adjoint of |ϕ〉 ∈ H is denoted by 〈ϕ| def= (|ϕ〉)∗. We denote the identity
operator on some Hilbert space H by 1H and we sometimes omit the subscript
if it is clear from the context. We also use some well-known unitary operators
(also called quantum gates), such as the controlled-NOT (CNOT) gate, the
Hadamard gate (H), the pi/8 gate (T), and the Pauli operators (X, Z, Y). The
definition of these operators can be found in any standard quantum textbook,
for example in [NC00].
Density operators, also called as quantum states, are denoted by lowercase
Greek letters, such as ρ, σ, τ, etc. The set of all density operators on H is
denoted by D(H). Formally,
D(H) def= {ρ : ρ ∈ L(H) , ρ ≥ 0, Tr(ρ) = 1}





for A ∈ L(H) and where the summation is taken over an arbitrary orthonormal
basis of H. A density operator, or quantum state, ρ ∈ D(H) is called pure if
ρ = |ϕ〉〈ϕ| for some |ϕ〉 ∈ H. We will use the following quantum states often
so it is convenient to introduce notations for them. Let
∣∣φ+〉 def= |0〉+ |1〉√
2
,
∣∣φ−〉 def= |0〉 − |1〉√
2
,
∣∣φ+〉 , ∣∣φ−〉 ∈ C2.
Note that |φ+〉 and |φ−〉 can be obtained by applying H on |0〉 and |1〉. They
are often denoted simply by |+〉 and |−〉 in the literature. We will also use the
Bell basis.
Definition 2.1.1. The following states form a basis of C4 and are called the Bell
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basis.
∣∣Φ+〉 def= |00〉+ |11〉√
2
,
∣∣Φ−〉 def= |00〉 − |11〉√
2
,
∣∣Ψ+〉 def= |01〉+ |10〉√
2
,
∣∣Ψ−〉 def= |01〉 − |10〉√
2
.
We will often call the state |Φ+〉 as the EPR pair.1 The Euclidean norm, or




For operators we will need two different norms.





and the operator norm of A is
‖A‖∞ def= max {‖A |ϕ〉‖ : |ϕ〉 ∈ H, ‖ϕ‖ = 1} .
The following inequality is a special case of the Hölder inequality for Schat-
ten norms, which is a generalization of the Cauchy-Schwarz inequality for
operators. For more information, see e.g., [Wat08b].
Lemma 2.1.3. For any Hilbert space H and operators A, B ∈ L(H), it holds that
|Tr(B∗A)| ≤ ‖A‖Tr · ‖B‖∞ .
A quantum channel or super-operator (Φ) is a completely positive and
trace-preserving linear map of the form Φ : L(Q) → L(R). The set of all
such channels is denoted by C(Q,R). The trace norm of a super-operator
Φ ∈ C(Q,R) is defined as
‖Φ‖Tr def= max {‖Φ(X)‖Tr : X ∈ L(Q) , ‖X‖Tr ≤ 1}




1The EPR pair was named after Albert Einstein, Boris Podolsky, and Nathan Rosen. In their
famous paper [EPR35], they wanted to demonstrate that quantum mechanics is incomplete by
showing one of its consequences that looked unreasonable at that time.
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where 1L(Q) is the identity super-operator on L(Q). More on these norms can
be found in [Wat08b].
The following definition is used to quantify the distance between operators.






If the operators represent pure quantum states, i.e., A = |ϕ〉〈ϕ| and B = |ψ〉〈ψ|,
for some |ϕ〉 , |ψ〉 ∈ H, for which ‖ϕ‖ = ‖ψ‖ = 1, then the trace distance can
be more conveniently written as
d(|ϕ〉 , |ψ〉) =
√
1− |〈ϕ|ψ〉|2. (2.1)
Let ρ ∈ D(H) be a density operator and X be a Hilbert space. We say that








(〈i| ⊗ 1H)A (|i〉 ⊗ 1H)
for any A ∈ L(X⊗H). Sometimes we want to emphasize that some state ρ is a
state of some registers (A,B). We then denote the state by ρAB, i.e., by putting
the registers in the superscript. Following this notation, the state ρB denotes





Theorem 2.1.5 (Unitary equivalence of purifications). Let ρ ∈ D(H) and X be a
Hilbert space. If |ϕ〉 ∈ X⊗H and |ψ〉 ∈ X⊗H are both purifications of ρ then there
exists a unitary operator U ∈ L(X) such that
(U⊗ 1H) |ϕ〉 = |ψ〉 .
Another way of quantifying the similarity between density operators is by
the fidelity defined below.
Definition 2.1.6. The fidelity between ρ, σ ∈ D(H) is defined as
F(ρ, σ) def=
∥∥√ρ√σ∥∥Tr .
If ρ = |ϕ〉〈ϕ| then the fidelity can be more conveniently written as
F(|ϕ〉〈ϕ| , σ) =
√
〈ϕ| σ |ϕ〉. (2.2)
The following alternate characterization of the fidelity will be useful later.
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Theorem 2.1.7 (Uhlmann’s Theorem, see e.g., [Wat08b] for a proof). Let ρ, σ ∈
D(H) and X be a Hilbert space such that dim(X) ≥ dim(H). Let |ϕ〉 ∈ X⊗H be
any purification of ρ, i.e., TrX(|ϕ〉〈ϕ|) = ρ. Then
F(ρ, σ) = max {|〈ϕ|ψ〉| : |ψ〉 ∈ X⊗H, TrX(|ψ〉〈ψ|) = σ} .
We now list some properties of the trace distance.
Lemma 2.1.8 (triangle inequality). For any A, B, C ∈ L(H), it holds that
d(A, B) ≤ d(A, C) + d(C, B) .
The following theorem states that super-operators can’t increase the trace
distance.
Theorem 2.1.9 (Theorem 9.2 from [NC00]). Let Φ ∈ C(H,K) be a quantum
super-operator and let ρ, σ ∈ D(H). Then
d(Φ(ρ) ,Φ(σ)) ≤ d(ρ, σ) .
Lemma 2.1.10. Let A, B ∈ L(H). If 0 ≤ B and Tr(B) ≤ ε, for some 0 ≤ ε, then
d(A + B, A) ≤ ε
2
.
Proof. From the definition of the trace norm and the trace distance, together
with the fact that
√
B∗B = B, we get that












Lemma 2.1.11. Let ρ, σ ∈ D(H) and 0 ≤ ε < 1. It holds that
d((1− ε) ρ+ εσ, ρ) ≤ ε.
Proof. Using the triangle inequality (Lemma 2.1.8) and Lemma 2.1.10, we get
19
that













The following lemma will be used to quantify how much a projective mea-
surement changes a state. It is a variant of Winter’s gentle measurement lemma
[Win99].
Lemma 2.1.12 (Lemma 4 from [JN12]). Let ρ ∈ D(H) be a density operator and
Π ∈ L(H) be a projector such that Tr(ρΠ) < 1. Then







The following theorem gives a relation between the trace distance and the
fidelity.
Theorem 2.1.13 (Fuchs-van de Graaf Inequalities, see e.g., [Wat08b] for a proof).
For any ρ, σ ∈ D(H), it holds that
1− d(ρ, σ) ≤ F(ρ, σ) ≤
√
1− d(ρ, σ)2.
The following argument has appeared before, for example in [BSW11]. We
present it here as a separate lemma and include its proof for convenience.
Lemma 2.1.14. Let 0 ≤ ε ≤ 1, ρ ∈ D(A⊗B), and σ ∈ D(B). If
d(TrA(ρ) , σ) ≤ ε
then there exists a τ ∈ D(A⊗B) for which
TrA(τ) = σ and d(ρ, τ) ≤
√
2ε.
Proof. Let us take an auxiliary Hilbert space X ∼= A⊗B and let |ϕ〉 ∈ X⊗A⊗B
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be a purification of ρ, i.e., TrX(|ϕ〉〈ϕ|) = ρ. We have that
1− ε ≤ 1− d(TrA(ρ) , σ)
≤ F(TrA(ρ) , σ) (2.3)
= max {|〈ϕ|ψ〉| : |ψ〉 ∈ X⊗A⊗B, TrX⊗A(|ψ〉〈ψ|) = σ} (2.4)
where Eq. (2.3) follows from Theorem 2.1.13 and Eq. (2.4) follows from Theo-
rem 2.1.7. This means that there exists a |ψ〉 ∈ X⊗A⊗B, such that 1− ε ≤




We only need to bound the distance between ρ and τ.










where Eq. (2.5) follows from Theorem 2.1.9 and Eq. (2.6) follows from Eq. (2.1).
o
The following theorem is used to eliminate the entanglement between reg-
isters.
Theorem 2.1.15 (quantum de Finetti theorem [CKMR07]; this form is from
[Wat08b]). Let X1, . . . ,Xn be identical quantum registers, each having associated space
Cd, and let ρ ∈ D(Cdn) be the state of these registers. Suppose that ρ is invariant
under the permutation of the registers. Then for any choice of k ∈ {2, 3, . . . , n− 1}
there exists a number m ∈ Z+, a probability distribution {pi : i ∈ {1, 2, . . . , m}},











The following claims describe how efficiently we can simulate an arbitrary
unitary operator with a quantum circuit made up of some fixed set of gates.
Theorem 2.1.16 ([NC00], Chapter 4.5.2). An arbitrary unitary operator on ` qubits




single qubit and CNOT gates.
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The next theorem follows from the Solovay-Kitaev theorem [Kit97, NC00,
DN06].
Theorem 2.1.17. For any unitary operator U on one qubit and ε > 0, there exists a




gates from the set {H, T}
and
‖ΦU − CU,ε‖ ≤ ε
where ΦU(ρ)
def
= UρU∗ ∈ C(C2,C2).
The following is corollary to Theorems 2.1.16 and 2.1.17.
Corollary 2.1.18. For any unitary operator U on ` qubits and ε > 0, there exists
a circuit CU,ε such that CU,ε is made up of O
(
5` · log4(5`/ε)) gates from the set
{H, T, CNOT} and
‖ΦU − CU,ε‖ ≤ ε








Corollary 2.1.19. Let ΦU and CU,ε be given by Corollary 2.1.18 and let H be an arbi-
trary finite dimensional complex Euclidean space. From the properties of the diamond






∥∥∥(ΦU ⊗ 1L(H))(ρ)− (CU,ε ⊗ 1L(H))(ρ)∥∥∥
Tr
≤ ε.
The following lemma states how well we can perform state tomography on
an unknown quantum state.
Lemma 2.1.20 (Lemma 1 of [BSW11]). Let ρ ∈ D(C2q) be a state on q = O(log n)
qubits. For any ε ∈ 1/poly(n), choose N such that N ≥ 210q/ε3 and N ∈ poly(n). If
ρ⊗N is given to a poly(n)-time quantum machine then it can perform quantum state
tomography and get a classical description ξ ∈ L(C2q) of ρ which, with probability at
least 1− ε, satisfies
‖ρ− ξ‖Tr < ε.
2.1.1 The SWAP Test
The SWAP Test [BBD+97, BCWdW01] is a well-known method for testing if
two pure states are the same or far from each other. The test is described in
Algorithm 1. Note that, to perform the test, we need two Hadamard gates and
O(log(dim(H)))-number of CNOT gates, besides the measurement of qubit C.
The following theorem establishes the success probability of Algorithm 1
when the input state is separable.
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Algorithm 1 SWAP Test
INPUT: registers A and B, each having associated Hilbert space H
OUTPUT: success or failure
1: Create a qubit C and initialize its state to |0〉.
2: Apply H on C.
3: Perform a controlled-SWAP operation between A and B with the control
qubit being C.
4: Apply H on C.
5: Measure C in the standard basis.





Theorem 2.1.21 ([BCWdW01, KMY03]). When the SWAP Test is applied to ρ⊗ σ,




If the states are pure, i.e., ρ = |ϕ〉〈ϕ| and σ = |ψ〉〈ψ|, then the success




From Eq. (2.7), we can see that if the input states are the same pure states then
the SWAP Test succeeds with probability 1 and if the states are orthogonal then
the success probability is 1/2.
2.1.2 Choi-Jamiołkowski Representations and Post-Selection







be a quantum super-operator. The normalized Choi-













The state ρΦ can be created by applying Φ to one-half of k EPR pairs. Let’s
introduce registers L, K, and X with associated Hilbert spaces L ∼= C2` , K ∼= C2k ,
and X ∼= C2k . If we are given ρΦ in (L,K) and an arbitrary σ ∈ D(X) in X then
there exists a simple procedure which produces Φ(σ) with probability 1/4k.
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The procedure is described in Algorithm 2.
Note that Algorithm 2 is basically teleportation, where we want to teleport
the state of X to register L. If we only get outputs |Φ+〉 then no correction
is needed in the teleportation. As mentioned above, we can say that ρΦ was
prepared by applying Φ to one-half of k EPR pairs. Since Algorithm 2 doesn’t
touch L, in case of success the final state of L is the same as if the application
of Φ happened after the execution of Algorithm 2, in which case the state
produced is Φ(σ). If any of the output happens to be |Ψ+〉, |Φ−〉, or |Ψ−〉
then there is a Pauli-X, Z, or Y error in the teleportation that we can’t cor-
rect, so we declare failure. This idea of simulating a quantum operator with
Choi-Jamiołkowski representations has appeared before in the context of quan-
tum interactive proof and quantum Merlin-Arthur proof systems, such as in
Refs. [BSW11, KLGN13]. We summarize the above discussion in the following
lemma.
Lemma 2.1.22. Suppose that the inputs to Algorithm 2 are ρΦ in (L,K), for some Φ ∈
C(K,L), and an arbitrary σ in X. Then the algorithm will succeed with probability
4−k and in that case it will output Φ(σ) in L.
If Φ is unitary, i.e., Φ(σ) = U∗σU, for some unitary operator U, then ρΦ is
pure, in which case we use the notation |J(U)〉, where |J(U)〉〈J(U)| = ρΦ. For
more information see Section 2.1 of [BSW11].
2.2 Some Complexity Classes
We assume the reader is familiar with computational complexity and basic
complexity classes like P, NP, PSPACE, IP, EXP, NEXP, etc. A good textbook on
complexity theory is the one by Arora and Barak [AB09]. We also assume some
familiarity with quantum computational complexity but we will define the rele-
Algorithm 2 Post-Selection
INPUT: registers L, K, and X {(L,K) are supposed to contain the state ρΦ.}
OUTPUT: success and L, or failure
1: Perform a measurement in the Bell basis on each qubit of K and its corre-
sponding qubit in X.
2: IF all the outputs are |Φ+〉 THEN





vant quantum complexity classes in the rest of this section. A good overview of
quantum computational complexity is the survey by Watrous [Wat08a]. At the
end of this section, Table 2.1 summarizes all the complexity classes mentioned
in this thesis.
Before we define quantum complexity classes, let us briefly describe what
we mean by polynomial-time quantum algorithms or quantum verifiers. Quan-
tum verifiers are polynomial-time uniformly generated quantum circuits con-
sisting of some universal set of gates. There are many different universal sets
and we assume that one of them has been chosen beforehand. One example of
a universal set is {CNOT, H, T}. Usually it doesn’t matter which set we choose
when we define quantum verifiers and classes like BQP or QMA, because it is
known that each universal set can approximate any other set with exponential
precision. However, later we will have quantum proof systems with one-sided
error and exponentially or double-exponentially small gap, in which case the
gate set may matter. This is because simulating one set of gates with another
may introduce an exponentially small error. In this thesis, we only assume that
the verifier can perform or perfectly simulate the CNOT and the H gate with
his universal set, besides being able to perform any polynomial-time classical
computation. Note that, with CNOT and H, one can perform all Pauli opera-
tors. The above assumption is enough for all of our results, so we won’t bother
about the gate set in the rest of the thesis.
Definition 2.2.1 ([Wat00, AN02]). For functions c, s : Z+ → (0, 1], a language L
is in QMA(c, s) if there exists a quantum verifier V with the following properties.
For all n ∈ Z+ and inputs x ∈ {0, 1}n, the circuit of V on input x, denoted by
Vx, is a polynomial-time uniformly generated quantum circuit acting on two
polynomial-size registers P and A. One output qubit of Vx is designated as the
acceptance qubit. We say that Vx on input |ϕ〉P⊗ |0¯〉A accepts if the acceptance
qubit of Vx (|ϕ〉P ⊗ |0¯〉A) is projected to |1〉 and we say that Vx rejects if it’s
projected to |0〉. Vx must satisfy the following properties.
Completeness. If x ∈ L then there exists a quantum state |ϕ〉 ∈ P such that
the acceptance probability of Vx, on input |ϕ〉 ⊗ |0¯〉A, is at least c(n).
Soundness. If x /∈ L then for all states |ϕ〉 ∈ P, Vx accepts with probability at
most s(n), given |ϕ〉 ⊗ |0¯〉A as its input.
Note that P is the register in which the verifier receives his proof and A is
his private register, which is, without loss of generality, always initialized to
|0¯〉. Without causing confusion, we will denote both the circuit of the verifier
and the unitary operator it represents by Vx.
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It is easy to see that the choice of constants in the above definition are
arbitrary. This is formalized by the following theorem for the case of QMA.
Theorem 2.2.3 ([KSV02, AN02, MW05]). Let c ∈ (0, 1) be a constant and p(n) be











We now define QIP, the generalization of QMA to multiple messages. For
the purpose of this thesis, an informal definition will suffice. For the detailed,
rigorous definition see Refs. [Wat03, KW00, Wat08a].
Definition 2.2.4 (informal). For functions c, s : Z+ → (0, 1], a language L is in
QIP(c, s) if the following holds. For all n ∈ Z+ and inputs x ∈ {0, 1}n, there
exists a polynomial p(n) which denotes the number of message exchanges
between the prover and the verifier. It is always assumed that the prover sends
the last message. So, the first message is sent by the prover or the verifier
depending on whether p(n) is even or odd. The provers and verifiers are now
a sequence of quantum operations. Without loss of generality, we assume that
they are unitary operations. In any round, the verifier applies his operation to
his private register and a dedicated message register and sends the message
register to the prover. The prover then applies his operation to his private
register and the message register and sends back the message register. This
procedure repeats for as many times as p(n) dictates. After the interaction
ends, the verifier performs his last operation and measures his output qubit
which determines acceptance or rejection. We don’t put any computational
restrictions on the prover so, in particular, his private space can be arbitrary
large and his operations can be arbitrary unitaries. Similarly to the case of QMA,
all the operators of the verifier must be polynomial-time uniformly generated
circuits. So, the message and his private registers are also polynomial-sized.
The conditions for the completeness and soundness errors are the usual:
• If x ∈ L then there must exist a prover that makes the verifier accept with
probability at least c(n).
• If x /∈ L then, no matter what prover the verifier is interacting with, his
acceptance probability must be at most s(n).
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Definition 2.2.6. The class QMAconst-EPR(c, s) is defined the same way as QMA(c, s)
in Definition 2.2.1, except that before the prover sends the proof to the verifier,
they can share a constant number of EPR pairs (the two-qubit state |Φ+〉).










Similarly as before, the choice of 1/2 is arbitrary. This holds because a
QMAconst-EPR1 proof system is a special case of a two-message QIP1 proof system
and perfect parallel repetition holds even for three-message QIP1 [KW00]. Since
changing the soundness from one constant to another requires only a constant
number of repetitions, we have the following lemma.
Lemma 2.2.8. For any constant s ∈ (0, 1), it holds that
QMAconst-EPR1 = QMA
const-EPR(1, s) .
The following definition generalizes Definition 2.2.1 to multiple provers.
Definition 2.2.9 ([KMY03, ABD+09]). For functions k : Z+ → Z+ and c, s :
Z+ → (0, 1], a language L is in QMA(k, c, s) if there exists a quantum verifier
V such that, for all n ∈ Z+ and inputs x ∈ {0, 1}n, the circuit of V on input x
is a polynomial-time uniformly generated quantum circuit and the following
holds.
Completeness: If x ∈ L then there exist quantum states |φ1〉 , . . . ,
∣∣∣φk(n)〉 where,
for all i, |φi〉 is a state on poly(n) qubits and the acceptance probability of
V on inputs x and |φ1〉 ⊗ · · · ⊗
∣∣∣φk(n)〉 is at least c(n).
Soundness: If x /∈ L then for all states |φ1〉 , . . . ,
∣∣∣φk(n)〉 where, for all i, |φi〉 is
a state on at most poly(n) qubits, V accepts with probability at most s,
given x and |φ1〉 ⊗ · · · ⊗
∣∣∣φk(n)〉 as the inputs.
Remark 2.2.10. If we just give one parameter to QMA, then it indicates the







With this notation the class QMA is defined as QMA def= QMA[1].
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Definition 2.2.11 ([Bra08, ABD+09]). The class BellQMA(k, c, s) is defined al-
most the same way as QMA(k, c, s) in Definition 2.2.9, except that the verifier
V is not an arbitrary polynomial-time quantum computation. The restriction
we put on the verifier is the following. The verifier, upon seeing x, performs a
classical randomized polynomial-time computation and produces circuits for
measurements M1, . . . , Mk(n), where each Mi is a POVM. Then, for all i, he
measures |φi〉 with Mi and obtains outcome mi. After all measurements were
performed, he runs a classical computation on inputs m1, . . . , mk(n) and decides
whether to accept or reject.
Note that in the above definition the verifier has to measure each proofs
separately. Moreover, none of the circuits of the measurements can depend on
the outcome of any previous measurement. Chen and Drucker [CD10] defined
BellQMA in a slightly different way by allowing the verifier to do quantum
computations before and after the measurements. Our result also holds if we
take their definition. The reason we chose the above definition is because we
will prove a lower bound for our BellQMA class so with the more restricted
definition our result is slightly stronger.
Now we define quantum interactive proof systems where in the beginning
there is a O(log n)-long interaction which is followed by a poly(n)-length mes-
sage from the prover. Note that in this setting we can assume, without loss of
generality, that all messages, except the last one, consist of a single qubit and
the total number of rounds is at most O(log n). This is because we can add
dummy qubits that are interspersed with the qubits sent by the other party. We
define the class according to this observation.
Definition 2.2.12. Let the class QIPshort(m, c, s) be the set of languages for which
there exists a quantum interactive proof system with the following properties.
The completeness parameter is c and the soundness is s. The proof system
consists of m rounds and each round is a question-answer pair. All questions
and answers are one qubits except for the last answer which is poly(n) qubits,
where n is the length of the input. See Fig. 2.1 for an example with m = 3.
A similar class, QIP([log, poly] , c, s) was defined in [BSW11] to be the class
of problems for which there exists a one round quantum interactive proof
system, with completeness and soundness parameters c and s. Additionally,
the verifier’s question has length O(log n) and the prover’s answer is poly(n)
qubits.





1 1 1 1 1 poly(n)
Figure 2.1: The interaction in the proof system of Definition 2.2.12 in case
m = 3.
classes.
QMA(c, s) ⊆ QIP([log, poly] , c, s) ⊆ QIPshort(O(log n) , c, s)
for all values of c and s.
In Ref. [BSW11], it was proven that in their setting the question from the
verifier is unnecessary. This is formulated by the following theorem.
Theorem 2.2.14 ([BSW11]). Let c, s : N → (0, 1) be polynomial-time computable
functions such that c(n)− s(n) ∈ 1/poly(n). Then QIP([log, poly] , c, s) = QMA.
Later we will prove that the seemingly stronger class of Definition 2.2.12
also has the same power as QMA if m = O(log n).
We now formally define the succinct version of the graph 3-coloring prob-
lem. It will be used to prove the lower bounds on the small gap multi-prover
QMA classes.
Definition 2.2.15 ([GW83]). Let G(V, E) be an undirected graph where V =
{0, 1, . . . , m− 1} and m ≤ 2n˜ for some n˜ ∈N. We define CG to be a small circuit
representation of G if the following conditions hold.
• CG is a circuit containing AND, OR, and NOT gates.
• CG has two inputs of n˜ bits each.
• CG has poly(n˜) gates.
• The output of CG is given by CG(u, v) =

00 if u /∈ V or v /∈ V or u ≥ v,
10 if u < v and (u, v) /∈ E,
11 if u < v and (u, v) ∈ E.
Definition 2.2.16. Let the decision problem Succinct3Col be the set of small
circuit representations of graphs that are 3-colorable.




NP The class of problems decidable by a nondeterministic
polynomial-time Turing machine.
MA The class of problems for which a positive instance can be
verified in probabilistic polynomial time with the help of a
proof. Same as IP with one message.
PP The class of problems decidable in probabilistic polynomial time
without any guarantee on the gap.
PSPACE The class of problems solvable by a Turing machine in
polynomial space.
EXP The class of problems solvable in deterministic exponential time.
NEXP The class of problems decidable in nondeterministic exponential
time.
IP The class of problems for which a positive instance can be
verified by an interactive proof. Equals PSPACE.
MIP The class of problems for which a positive instance can be
verified by a multi-prover interactive proof. Equals NEXP.
BQP The class of problems solvable in polynomial time by a quantum
computer with bounded error.
QMA The class of problems such that a positive instance can be
verified by a one-message quantum interactive proof. See
Definitions 2.2.1 and 2.2.2.
QCMA The same as QMA but the proof must be a classical string.
QMA[k] The same as QMA, except that the verifier is given k
polynomial-size quantum proofs, which are guaranteed to be
unentangled. See Definition 2.2.9 and Remark 2.2.10.
BellQMA The same as QMA[k] but the verifier has to measure each
proofs separately. See Definition 2.2.11.
QIP The class of problems such that a positive instance can be
verified by a quantum interactive proof. See Definition 2.2.4.
QIP(2) QIP with two messages.
QMIP The quantum generalization of MIP and the multi-prover
generalization of QIP.
MIP∗ QMIP with a classical verifier. Alternatively, MIP with shared
entanglement between the provers. Equals QMIP.
QMAconst-EPR The same as QIP(2) but the first message consists only of a
constant number of halves of EPR pairs. See Definitions 2.2.6
and 2.2.7.
QIP([log, poly] , ., .) The same as QIP(2) but the length of the first message is
logarithmic.
QIPshort The same as QIP but the combined length of all but the last
messages is logarithmic. See Definition 2.2.12.
Table 2.1: Summary of complexity classes mentioned in this thesis. Some of the
above classes have one-sided error variants which are denoted by the subscript
1 and are not included in this list.
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2.3 Information Theory
Let µ be a probability distribution on some finite set X and let µ(x) represent
the probability of x ∈ X according to µ. Let X be a random variable distributed
according to µ, i.e., Pr [X = x] = µ(x). We often use the same symbol to
represent the random variable and its distribution when it is clear from the
context. The expectation value of a function f on X is defined as
E
x←X
[ f (x)] def= ∑
x∈X
µ(x) · f (x)
where x ← X means that x is drawn from the distribution of X. A classical
distribution µ can be viewed as a quantum state with diagonal entries µ(x)
and non-diagonal entries 0. A good textbook on classical information theory is
the one by Cover and Thomas [CT06] and a good text on quantum information
is the lecture notes of Watrous [Wat08b].
Definition 2.3.1. The entropy of a quantum state ρ ∈ D(X) is defined as
S(ρ) def= −Tr(ρ log ρ) .
We also use the notation S(X)ρ to represent S(ρ).
Definition 2.3.2. The relative entropy between quantum states ρ and σ is defined
as
S(ρ‖σ) def= Tr(ρ log ρ)− Tr(ρ log σ)
and the relative min-entropy between them is defined as
S∞(ρ‖σ) def= min
{
λ : ρ ≤ 2λσ
}
. (2.8)
Since the logarithm is operator-monotone, S(ρ‖σ) ≤ S∞(ρ‖σ).
Definition 2.3.3. Let ρXY be the state of registers (X,Y). The mutual information
between registers X and Y is defined as
I(X : Y)ρ
def
= S(X)ρ + S(Y)ρ − S(XY)ρ .
It is easy to see that
I(X : Y)ρ = S
(
ρXY
∥∥ρX ⊗ ρY) . (2.9)
If X is a classical register, i.e., ρ can be written in the form ρ = ∑x∈X µ(x) ·
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|x〉〈x| ⊗ σx for some finite set X and where µ is a probability distribution on
X , then
I(X : Y)ρ = S(Y)ρ − S(Y|X)ρ
where the conditional entropy is defined as
S(Y|X)ρ def= Ex←µ[S(σx)] .
Definition 2.3.4. Let ρXYZ be a quantum state where Y is a classical register.
The mutual information between X and Z, conditioned on Y, is defined as
I(X : Z|Y)ρ def= Ey←Y
[
I(X : Z|Y = y)ρ
]
= S(X|Y)ρ + S(Z|Y)ρ − S(XZ|Y)ρ .
The following lemma follows easily from the definitions.
Lemma 2.3.5 (Chain rule for the mutual information). Let ρXYZ be a quantum state
where Y is a classical register. It holds that
I(X : YZ)ρ = I(X : Y)ρ + I(X : Z|Y)ρ .
Theorem 2.3.6 (Joint convexity of the relative entropy). Let ρ1, ρ2, σ1, and σ2 be
quantum states and let p ∈ [0, 1]. Then
S(pρ1 + (1− p) ρ2‖pσ1 + (1− p) σ2) ≤ p · S(ρ1‖σ1) + (1− p) · S(ρ2‖σ2) .
Theorem 2.3.7 (Chain rule for the relative entropy). Let ρ1, ρ2 ∈ D(X⊗ Y) be
classical-quantum states with the following form,
ρ1 = ∑
x∈X
µ1(x) · |x〉〈x| ⊗ σx
ρ2 = ∑
x∈X
µ2(x) · |x〉〈x| ⊗ ξx.
Then it holds that
S(ρ1‖ρ2) = S(µ1‖µ2) + Ex←µ1[S(σx‖ξx)] .





µ(x) · |x〉〈x| ⊗ σx
and let σ def= TrX(ρ). It holds that
I(X : Y)ρ = Ex←µ[S(σx‖σ)] .
Proof. The corollary follows from the chain rule for the relative entropy.
I(X : Y)ρ = S
(
ρ
∥∥∥∥∥ ∑x∈X µ(x) · |x〉〈x| ⊗ σ
)




where the first equality follows from Eq. (2.9) and the second equality follows
from Theorem 2.3.7. o




∥∥σX ⊗ τY) ≥ S(ρXY∥∥ρX ⊗ ρY) .



















where the second equality follows from the formula
log(A⊗ B) = log(A)⊗ 1+ 1⊗ log(B)
and the last inequality holds because the relative entropy is always non-negative.
o
Theorem 2.3.10 (Pinsker’s inequality, [Wat08b, JRS03]). For quantum states ρ and
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σ, it holds that
‖ρ− σ‖1 ≤
√
S(ρ‖σ) and 1− F(ρ, σ) ≤ S(ρ‖σ) .
The relative entropy is non-increasing when subsystems are considered.
This is formalized by the following theorem.




∥∥σXY) ≥ S(ρX∥∥σX) .
Lemma 2.3.12. Let |ψ〉 ∈ A⊗B be a bipartite pure state and let ρ def= TrA(|ψ〉〈ψ|).
Let M ∈ L(A) be a POVM element, i.e., 0 ≤ M ≤ 1A. Let q be the probability of
getting M when measuring |ψ〉. Formally, let q def= 〈ψ| (M⊗ 1B) |ψ〉. Let σ be the














Then it holds that S∞(σ‖ρ) ≤ − log q.










From this and Eq. (2.8), it follows that S∞(σ‖ρ) ≤ − log q. o
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3
Results on Quantum Merlin-Arthur
Proof Systems
This chapter discusses our results on quantum Merlin-Arthur proof systems.
The three main results are divided into three sections. The first result is about
eliminating a logarithmic-length interaction.
3.1 Eliminating Short Messages
In this section we show that in an interactive proof system where, in the be-
ginning, there is a logarithmic-length interaction and at the end there is a
polynomial-length message from the prover, the logarithmic-length interaction
can be eliminated, so the proof system has the same power as QMA. This
was posed as an open problem by Beigi, Shor, and Watrous in Ref. [BSW11].
The result itself is formulated by Theorem 1.1.3 which we restate below for
convenience. The material of this section has appeared in Ref. [Per12b].
Theorem 1.1.3. Let c, s : N→ (0, 1) be polynomial-time computable functions such
that c(n)− s(n) ∈ 1/poly(n). Then
QIPshort(O(log n) , c, s) = QMA.
3.1.1 The Idea Behind the Proof of Theorem 1.1.3
We observe that it’s sufficient for the QIP prover to have only O(log n) qubits
in his private work register in all but the last round without changing the
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acceptance probability. So the prover’s unitaries in these rounds can be ap-
proximated by polynomial-size quantum circuits. The prover in the QMA proof
system gives the classical descriptions of these circuits to the verifier who ap-
proximately produces the state of the whole system appearing in the beginning
of the last round of the QIP protocol. This system is composed of the prover’s
private space, the question to the prover and the verifier’s private space. While
simulating the last round, we don’t care about the prover’s private space, so
we treat his operation as a quantum channel whose input is the private space
of the prover and the question from the verifier, and whose output is the an-
swer to the verifier. Since the input is on O(log n)-many qubits, to perform
the action of this channel, we can use the same method as was used in Sec-
tion 3 of Ref. [BSW11]. For this step, the QMA prover sends many copies of the
normalized Choi-Jamiołkowski representation of the channel, with which the
verifier can simulate the channel using the post-selection procedure described
in Algorithm 2.
3.1.2 The Detailed Proof
Before we prove Theorem 1.1.3, we give a lemma that will be the key to handle
the short interaction.
Lemma 3.1.1. Let us have a QIPshort (m + 1, c, s) proof system.1 Without loss of
generality (i.e., without changing completeness c and soundness s) we can assume
that during the first m rounds the prover only uses 2m qubits in his private register,
in both the honest and the dishonest case. Moreover, the actions of the prover in each
of these rounds are unitary transformations.
The above lemma is a special case of Lemma 11 of [KM03] (when there
is only one prover) and also appears in the proof of Theorem 6 of [GW07].
The intuitive reason why it holds is the following. Before the verifier and the
prover interact, the state of the whole system (i.e., the verifier’s and the prover’s
private spaces) has Schmidt number one. With each qubit sent, the Schmidt
number of this system increases at most by a factor of two. At the end of the
m-th round the Schmidt number of the system is at most 22m. This means that
we can find a purification of the verifier’s state, in each step, which has at most
2m qubits at the prover’s side. For each round we find two purifications; first
when the prover receives the question and second after the prover generates
the answer. From the unitary equivalence of purifications (Theorem 2.1.5),
1See Definition 2.2.12 for the definition of QIPshort.
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there exist unitary transformations on the prover’s side that transform between
these purifications. Corollary 2.1.18 will be used to put an upper bound on the
number of gates we need to simulate these unitaries.
We are now ready to prove the main theorem of the section.
Proof of Theorem 1.1.3. As mentioned in Remark 2.2.13, the inclusion QMA ⊆
QIPshort(O(log n) , c, s) is trivial, so we only need to prove that
QIPshort(O(log n) , c, s) ⊆ QMA.
Let L ∈ QIPshort (m + 1, c, s), where m = O(log n), and let V be the corre-
sponding verifier. We will construct a verifier W for the QMA proof system.
Because of Lemma 3.1.1, we can assume that any prover strategy in the first
m rounds are unitary operators on 2m qubits, say U1, . . . , Um. The constructed
W expects to get, as part of the proof, the classical descriptions of circuits
CU1,3−n , . . . , CUm,3−n , i.e., the circuits that approximate the prover’s operators
with precision 1/3n. According to Corollary 2.1.18, the length of this proof is
O
(
m · 52m · log4(52m · 3n)) ∈ poly(n). W uses this classical proof to simulate
the first m rounds of the proof system and to produce the state of the whole
system at the end of the m-th round. This means the prover’s and verifier’s
private spaces and the answer to the verifier from the m-th round. We de-
note this state by |ψ〉. Using Corollary 2.1.19 and the fact that each circuit
approximates the corresponding unitary with precision 1/3n, we get that after
applying O(log n)-many of them, it is true that





for sufficiently large n, and where |φ〉 is the state of the whole system after the
m-th round in the case when the unitaries U1, . . . , Um were applied instead of
the circuits.
We are left with specifying how W simulates the prover in the last, (m + 1)-
th round. We use exactly the same method as was used in the proof of The-
orem 2.2.14 in [BSW11]. Our proof closely follows that proof as well. Since
we are in the last round, we don’t have to keep track of the prover’s private
space, so we can just describe its strategy as a quantum channel that trans-
forms the private space of the prover with the question from the verifier to
the answer to the verifier. Let’s call this channel Φ ∈ C(S,R) from now on,
where S is the joint space associated to the prover’s private space and the
question, and R is the space associated to the answer. The input space S is on
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q def= 2m + 1 = O(log n) qubits and the output space R is on poly(n) qubits. W
expects to get ρ⊗(N+k)Φ as the quantum part of its proof, where ρΦ ∈ D(R⊗ S)
is the normalized Choi-Jamiołkowski representation of Φ, for N and k to be
specified later. Let’s divide up the quantum certificate given to W into registers
R1,S1,R2,S2, . . . ,RN+k,SN+k, where the space of each Ri is R and the space of
each Si is S. W expects each (Ri,Si) to contain a copy of ρΦ. To simulate the
last round of the interactive proof system, W does the following.
1. Randomly permute the pairs (R1,S1) , . . . , (RN+k,SN+k) according to a
uniformly chosen permutation and discard all but the first (N + 1) pairs.
2. Perform quantum state tomography on the registers (S2, . . . ,SN+1) and
reject if the resulting approximation is not within trace-distance δ/2 of
the completely mixed state (1/2q) 1, for δ to be specified later.
3. Simulate the channel specified by (R1,S1) by post-selection. Reject if post-
selection fails, otherwise simulate the last operation of V and accept if
and only if V accepts.






















Note that 1/ε, 1/δ, N, k ∈ poly(n).
Completeness. Suppose there exists a prover P that causes V to accept with
probability ≥ c. Let the certificate to W be the classical descriptions of circuits
CU1,3−n , . . . , CUm,3−n , together with the state ρ
⊗(N+k)
Φ , where each (Ri,Si) contains
a copy of ρΦ, for i ∈ {1, 2, . . . , N + k}. After simulating the first m rounds, W
produces |ψ〉 which is ≤ 1/2n far from the correct |φ〉 in the trace distance,
just as described above. Note that in the simulation of the last round, step 1
doesn’t change the state of registers (R1,S1) , . . . , (RN+1,SN+1). According to
Lemma 2.1.20, W rejects in step 2 with probability ≤ δ/2. In step 3, post-
selection succeeds with probability 1/4q. If W was using |φ〉 instead of |ψ〉 the





















Soundness. Suppose that all P cause V to accept with probability ≤ s. Note
that, without loss of generality, any classical proof specifies some set of unitaries
that corresponds to a valid prover strategy. Hence, it is still true that after W
simulates the first m rounds using the given circuits, he ends up with a state
|ψ〉 that is at most 1/2n far from a state |φ〉, where |φ〉 can be produced by
some P interacting with V.
Now consider the situation that the state of (S1, . . . ,SN+1) before step 2 has
the form
σ⊗(N+1) (3.1)
for some σ ∈ D(S). (The classical part of the proof has been used up and
discarded before step 1.) We consider two cases:
• Suppose that ‖σ− (1/2q) 1‖Tr < δ. Let the state of (R1,S1) before step 3
be ξ ∈ D(R⊗ S), so we have TrR(ξ) = σ. From Lemma 2.1.14, there exists
a state τ ∈ D(R⊗ S) such that TrR(τ) = (1/2q) 1 and d(τ, ξ) ≤ ε. Given
this τ, the post-selection in step 3 succeeds with probability 1/4q, so the
acceptance in step 3 occurs with probability at most s/4q + 1/2n. Given







• If ‖σ− (1/2q) 1‖Tr ≥ δ then, in step 2, W will accept with probability
≤ δ/2. This follows from Lemma 2.1.20.
Since δ/2 ≤ s/4q + 1/2n + ε then in both cases acceptance occurs with proba-
bility ≤ s/4q + 1/2n + ε.






for some probability vector p and some set {σi} ⊂ D(S). Since the state
in Eq. (3.2) is a convex combination of states of the form given by Eq. (3.1),
acceptance will occur with probability ≤ s/4q + 1/2n + ε. In the real scenario,
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by Theorem 2.1.15, it is true that the state of (S1, . . . ,SN+1) after step 1 will be
ε close to a state of the form given by Eq. (3.2), in the trace distance. So the















for some h(n) ∈ poly(n), it holds that L ∈ QMA. o
3.1.3 An Open Problem
We mention an open problem that we think is interesting and that is related to
the above result. Let us consider interactive proof systems which are similar
to the ones studied in this section but the polynomial-length message is at the
beginning of the interaction, not at the end. More precisely, the interaction
starts with a polynomial-length message from the prover and then continues
with a conversation between the prover and the verifier, where the combined
length of all messages is at most logarithmic. What is the power of this class?
Note that the power of this class doesn’t change if we allow a logarithmic-
length interaction both before and after the polynomial-length message. The
reason is that in this case we can start the interaction with the prover sending
the long message along with the private space of the verifier. Then the verifier
flips a coin and decides to continue the protocol forwards or backwards. He
accepts if he ends up in the accepting state or initial state, respectively. This
idea has appeared, for example, in [KKMV08].
Also note that this proof system is ‘somewhere in between’ BQP and QIP.
If there is no long message from the prover (i.e., the length of the whole
interaction is at most logarithmic), then the proof system has the same power as
BQP [BSW11]. On the other hand, if there are two polynomial-length messages
from the prover then the proof system has the full power of QIP [KW00].
3.2 Perfect Completeness with Shared EPR Pairs
In this section, we give a new, simpler proof of one of the results of Kobayashi,
Le Gall, and Nishimura [KLGN13], which shows that any QMA protocol can be
converted to a one-sided error protocol, in which Arthur and Merlin initially
share a constant number of EPR pairs and then Merlin sends his proof to
Arthur. We restate the corresponding theorem here from the introduction.
Theorem 1.1.1. QMA ⊆ QMAconst-EPR1 .
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As mentioned before, our protocol is similar but somewhat simpler than
the original. Our main contribution is a simpler and more direct analysis of
the soundness property that uses well-known results in quantum information
such as properties of the trace distance and the fidelity, and the quantum de
Finetti theorem. This section is based on Ref. [Per13].
3.2.1 Some Preliminaries
A key to our one-sided error algorithm will be the following operator which
will be used to reduce the acceptance probability of a QMA verifier to 1/2. Let









Note that Wq corresponds to a rotation about the xˆ axis in the Bloch sphere and
it is very similar to the corresponding operator in [KLGN13]. The following
lemma will be the basic building block to prove perfect completeness, similarly
to [KLGN13].
Lemma 3.2.1. Let ∆,Π ∈ L(H) be projectors. Suppose that one of the eigenvalues of
∆Π∆ is 1/2 with corresponding eigenstate |ω〉. Then
∆ (1− 2Π)∆ |ω〉 = 0.
Proof. Using the fact that ∆ |ω〉 = |ω〉, we get
∆ (1− 2Π)∆ |ω〉 = (∆− 2∆Π∆) |ω〉







In [KLGN13], the procedure defined by applying ∆ (1− 2Π)∆ is called
‘Reflection Procedure’. The procedure is very similar to the quantum rewinding
technique of Watrous [Wat09], which has been used before to achieve perfect
completeness for quantum multi-prover interactive proofs [KKMV08]. Also
note that the idea behind the quantum rewinding technique dates back to the
strong gap amplification for QMA [MW05].
It should be mentioned here that Lemma 3.2.1 will only be used in the
honest case, while in the dishonest case we will argue about the rejection
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probability directly. This is why we can have a much simpler lemma compared
to the description of the Reflection Procedure in [KLGN13].
3.2.2 Modified Post-Selection
Suppose we have an EPR pair (|Φ+〉) in registers (S,S′) and let q ∈ [0, 1]. As we
described in Section 2.1.2, the normalized Choi-Jamiołkowski representation of
Wq, denoted by
∣∣J(Wq)〉, can be generated by applying Wq on register S. By
simple calculation, we get that
∣∣J(Wq)〉 = (Wq ⊗ 1) ∣∣Φ+〉 = √1− q ∣∣Φ+〉− ι√q ∣∣Ψ+〉∣∣∣J(W∗q)〉 = (W∗q ⊗ 1) ∣∣Φ+〉 = √1− q ∣∣Φ+〉+ ι√q ∣∣Ψ+〉 .
Later, in Algorithm 4, we will be given two copies of
∣∣∣J(W∗q)〉 and we will
have to create the state Wq |0〉 with the help of the first copy. Using the second
copy, we will need to apply W∗q on an arbitrary input state. The way this can
be done is as follows. Suppose now that we are given
∣∣∣J(W∗q)〉 and we want
to create Wq |0〉. This can easily be done by applying the following unitary
Q def=
∣∣00〉〈Φ+∣∣− ∣∣10〉〈Ψ+∣∣+ ∣∣01〉〈Φ−∣∣− ∣∣11〉〈Ψ−∣∣ (3.3)
because Q
∣∣∣J(W∗q)〉 = (Wq |0〉)⊗ |0〉. Note that Q can be implemented with
CNOT and Hadamard gates so our assumption on the gate set we made in
Section 2.2 is still valid. Now assume that we want to apply W∗q on an arbitrary
state |ϕ〉, with the help of
∣∣∣J(W∗q)〉. As we discussed in Section 2.1.2, this can
be accomplished with probability 1/4 using post-selection (Algorithm 2). Here
we use a slightly modified version that succeeds with probability 1/2. This
modified procedure is described in Algorithm 3. In Algorithm 3, we want to
teleport the state of X (let’s say it’s |ϕ〉) to register S. If we get output |Φ+〉
then no correction is needed in the teleportation. Since W∗q was applied to
S before, we get W∗q |ϕ〉 in S. If the output is |Ψ+〉 then there is a ‘Pauli-X
error’ in the teleportation so we get W∗q X |ϕ〉, which we can correct since W∗q
and X commute. In case of the other two outputs (|Φ−〉 and |Ψ−〉), there is a
Z or a Y error that we can’t correct, so we declare failure. We state a lemma
below, analogous to Lemma 2.1.22, that we will use in the honest case. In the
dishonest case, we will argue about the success probability and the output of
Algorithm 3 in the analysis of Algorithm 4.
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Algorithm 3 Modified Post-Selection
INPUT: single qubit registers S, S′, X {(S,S′) are supposed to contain the state∣∣∣J(W∗q)〉.}
OUTPUT: success and S, or failure
1: Perform a measurement in the Bell basis on (S′,X).
2: IF the output is |Φ+〉 THEN
3: RETURN success and S
4: ELSE IF the output is |Ψ+〉 THEN
5: Apply X on S.




Lemma 3.2.2. Suppose that the inputs to Algorithm 3 are
∣∣∣J(W∗q)〉 in (S,S′), for
some q ∈ [0, 1], and an arbitrary |ϕ〉 in X. Then the algorithm will succeed with
probability 1/2 and in that case it will output W∗q |ϕ〉 in S.
3.2.3 The Idea Behind the Proof
Before we give the detailed proof of Theorem 1.1.1, let us briefly describe the
intuition behind our proof. We also point out the similarities and the differences
between our proof and the proof in [KLGN13].
The basic idea to achieve perfect completeness is very similar to the idea in
Ref. [KLGN13]. For any input x, let us define
Mx
def
= (1P ⊗ |0¯〉〈0¯|A)V∗xΠaccVx (1P ⊗ |0¯〉〈0¯|A)
where Vx is the circuit of the verifier corresponding to input x, as defined in
Definition 2.2.1, and Πacc is the projector that corresponds to projecting the
acceptance qubit of Vx to |1〉. Note that 0 ≤ Mx ≤ 1P⊗A. As was observed
in [MW05], the maximum acceptance probability of Vx is ‖Mx‖∞, or in other
words, the maximum eigenvalue of Mx. We will use Lemma 3.2.1 to construct
a test that succeeds with probability 1 in case x ∈ L. In order to achieve this,
we need that for all x ∈ L, ‖Mx‖∞ = 1/2. Unfortunately, this is not true in
general. Instead, we have that if x ∈ L then ‖Mx‖∞ ≥ 1/2. Our first objective
is to modify Mx such that its maximum eigenvalue is exactly 1/2. We do this




















where q def= 1/ (2 · ‖Mx‖∞) ∈ [1/2, 1]. It is now easy to see that ‖M′x‖∞ = 1/2
and we can also write M′x as M′x = ∆Π∆, for









Now, we can use Lemma 3.2.1 and obtain the following test. Let the prin-
cipal eigenvector of M′x (that corresponds to eigenvalue 1/2) be denoted by
|ω〉P ⊗ |0¯〉A⊗S. The test receives this eigenstate as the input, applies the uni-
tary operator 1 − 2Π, and performs a measurement defined by operators
{∆, 1− ∆}. If the state is projected to ∆ the test rejects and otherwise it ac-
cepts. Lemma 3.2.1 guarantees that we never project to ∆.
However, a polynomial-time verifier may not be able to perform this test,
because it is possible that Wq can’t be expressed by a polynomial-size quantum
circuit and the verifier may not even know the exact value of q. To overcome
this difficulty, the verifier expects the prover to give several copies of the nor-
malized Choi-Jamiołkowski representations of W∗q , besides |ω〉P. As explained
in Section 3.2.2, these can be used to perform Wq and W∗q , by using unitary
Q to do Wq, and Algorithm 3 to do W∗q . Note that Algorithm 3 may fail, in
which case we have to accept in order to maintain perfect completeness. This
is the main idea to prove perfect completeness, and it is basically the same as
in [KLGN13].
The harder part is to prove the soundness and this is where our proof dif-
fers from the one in [KLGN13]. Let us first give a high-level overview of the
soundness proof of Kobayashi et al. [KLGN13]. The main idea in their proof is
to perform a sequence of tests (i.e., quantum algorithms with measurements at
the end) which together ensure that the registers that are supposed to contain
the Choi-Jamiołkowski representations of the desired operator actually contain
the Choi-Jamiołkowski representations of some operator. Then they show that
doing the so-called ‘Reflection Simulation Test’, the one just described above,
with these states in the registers, will cause rejection with some constant proba-
bility. The tests they use to ensure that the states are close to Choi-Jamiołkowski
representations are the ‘Distillation Procedure’ (which is used to remove the
entanglement between the register of the original proof and the registers of the
Choi-Jamiołkowski representations), the ‘Space Restriction Test’ (which tests
that the states are in a certain subspace), and the SWAP Test. In their analysis
they also use the de Finetti theorem. We don’t describe these tests here, as
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the interested reader can find them in [KLGN13]. We just list them in order to
compare them to the tools we use.
Our main idea behind the soundness proof is conceptually different. We
don’t argue that the states are close to Choi-Jamiołkowski representations, but
we analyze our version of the Reflection Simulation Test directly. As we de-
scribed this test above, there are two measurements in it. The first measurement
is in Algorithm 3 and the second is given by {∆, 1− ∆}. So, roughly speaking,
we have to prove two things. First, we have to show that Algorithm 3 can’t
always fail, as otherwise we would end up always accepting without reaching
the end of the procedure. This will be formalized later in Lemma 3.2.5. In order
to prove Lemma 3.2.5, we only need two assumptions. The first assumption is
that the state being measured in Algorithm 3 is separable, which is guaranteed
by the de Finetti theorem (Theorem 2.1.15). The second assumption is that the
state of some registers is close to being completely mixed, which is obviously
true because these registers hold parts of EPR pairs.
The second part of the soundness proof is to show that conditioned on
Algorithm 3 being successful, we get a state that projects to ∆ with constant
probability. To prove this, we first argue that the private register of the verifier
(register A) projects to |0¯〉〈0¯|. This follows from simple properties of the trace
distance. We then show that the state of register S projects to |0〉〈0|. To prove
this, we use the SWAP Test on the registers that are supposed to contain the
Choi-Jamiołkowski representations. This ensures that the state of these registers
are close to the same pure state. This property is formalized in Lemma 3.2.6.
We also use a simplified version of the Space Restriction Test, which is not really
a test but an application of a super-operator on the above mentioned registers.
This super-operator will be defined later in Eq. (3.4). We can think of it as
performing a projective measurement that corresponds to the Space Restriction
Test and forgetting the outcome. Using the above tools, it will follow by direct
calculation that the state of S projects to |0〉〈0|.
Note that we don’t use the Distillation Procedure of [KLGN13] and we use
a simpler form of the Space Restriction Test. Besides that, it’s worth mentioning
that the tools we use can be grouped into two sets based on whether we use
them in the analysis of the first or the second measurement. For the analysis
of the first measurement, we need that some state is close to being maximally
mixed, while in the analysis of the second, we use the SWAP Test and the above
mentioned super-operator. One exception is the de Finetti theorem, as we need
that the states are separable in both parts. This property of the proof may be
useful for simplifying it further, because for example, to omit the SWAP Test,
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one would only need to re-prove that the state of S projects to |0〉〈0| in the last
measurement.
3.2.4 The Detailed Proof
This section presents the detailed proof of Theorem 1.1.1. Let L ∈ QMA and
V be the corresponding verifier. Let x be an input to language L and let us
denote its length by n. We denote the circuit of V on input x (and also the
unitary transformation it represents) by Vx. Let the private register of Vx
be denoted by A and the register in which the proof is received by P. As in
the previous section, let Πacc ∈ L(P⊗A) be the projector that corresponds to
projecting the acceptance qubit of Vx to |1〉. By Theorem 2.2.3, we assume that
the completeness of V is at least 1/2 and his soundness is at most 4−n. Let
N def= 2127. We construct a verifier W which recognizes the same language L
with completeness 1, constant soundness, and with the additional property that
W possesses N halves of EPR pairs in registers S′1, . . . ,S
′
N before the protocol
begins. The other halves of the EPR pairs are held by the prover. W gets his
proof in registers P,S1, . . . ,SN , where the Si’s are single qubit registers, which
had contained the other halves of the EPR pairs before the prover performed
some transformation on them. W expects to get the original proof of V in P
and the state of each (Si,S′i) is supposed to be
∣∣∣J(W∗q)〉, for some q ∈ [0, 1].
In the description of W we will use the following notations. Let W+ be the
subspace of C4 spanned by |Φ+〉 and |Ψ+〉, and W− be the subspace spanned
by |Φ−〉 and |Ψ−〉. Let
Π+ def=
∣∣Φ+〉〈Φ+∣∣+ ∣∣Ψ+〉〈Ψ+∣∣ and Π− def= ∣∣Φ−〉〈Φ−∣∣+ ∣∣Ψ−〉〈Ψ−∣∣ ,
i.e., the projections to subspaces W+ and W−. Let Ψ ∈ C(C4,C4) be a quantum
super-operator defined as
Ψ(A) def= Π+AΠ+ +Π−AΠ−. (3.4)
Q still denotes the operator defined by Eq. (3.3). With these notations, the
procedure of W is described in Algorithm 4.
Note that Algorithm 4 runs in polynomial time and besides performing the
circuit Vx and its inverse, it only uses H, CNOT, Q, Pauli gates, and classical
logical gates. (This justifies our assumption we made about the gate set in
Section 2.2.) We have to prove completeness and soundness in order to prove
Theorem 1.1.1. Lemma 3.2.3 proves that in the honest case W always accepts,
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Algorithm 4 Description of verifier W in the proof of Theorem 1.1.1.
INPUT: description of a circuit Vx, polynomial-size register P compatible with
Vx, and single qubit registers S1, . . . ,SN ,S′1, . . . ,S
′
N , where the state of
(S′1, . . . ,S
′
N) is guaranteed to be 1/2
N {For all i, (Si,S′i) are supposed to
contain
∣∣∣J(W∗q)〉.}
OUTPUT: accept or reject
1: Permute registers (S1,S′1) , . . . , (SN ,S
′
N) uniformly at random and discard
all but (S1,S′1) and (S2,S
′
2).
2: Apply Ψ on both (S1,S′1) and (S2,S
′
2).
3: Choose b ∈R {0, 1} uniformly at random.
4: IF b = 0 THEN
5: Apply Q on (S1,S′1). {This creates Wq |0〉 in S1. S′1 can be discarded.}
6: Create register A, compatible with Vx, and initialize its state to |0¯〉.
7: Apply Vx on (P,A).
8: Apply a phase-flip if both the acceptance qubit and register S1 are
1. {This is done by applying the unitary 1P⊗A⊗S1 − 2Πacc ⊗ |1〉〈1|S1 on
(P,A,S1).}
9: Apply V∗x on (P,A).
10: Execute Algorithm 3 with input (S2,S′2,S1).
11: IF Algorithm 3 fails THEN
12: RETURN accept
13: END IF
14: Measure (A,S2) in the standard basis.






21: Apply the SWAP Test on (S1,S′1) and (S2,S
′
2).







while Lemma 3.2.4 proves that in the dishonest case W rejects with probability
at least 2−62. This shows that L ∈ QMAconst-EPR(1, 1− 2−62). By Lemma 2.2.8,
QMAconst-EPR
(
1, 1− 2−62) = QMAconst-EPR1 so Theorem 1.1.1 follows.
Lemma 3.2.3 (Completeness). If x ∈ L then the prover can prepare registers P and
S1, . . . ,SN in such a way that verifier W of Algorithm 4 accepts with probability 1.
Proof. Let px ∈ [1/2, 1] be the maximum probability with which V can be made




and note that q ∈ [1/2, 1]. The honest Merlin prepares |ωx〉 in P, where |ωx〉
is the original witness of V that makes it accept with probability exactly px.
Furthermore, for all i ∈ {1, 2, . . . , N}, Merlin applies W∗q to Si. This creates∣∣∣J(W∗q)〉 in all (Si,S′i). Then Merlin sends registers P,S1, . . . ,SN to W.
Note that steps 1 and 2 of Algorithm 4 don’t change the state because∣∣∣J(W∗q)〉 = √1− q ∣∣Φ+〉+ ι√q ∣∣Ψ+〉 ∈W+.
If, in step 3, b is chosen to be 1 then the SWAP Test in step 21 succeeds with
certainty, by Theorem 2.1.21. So, from now on, suppose that b is chosen to be 0,
in which case we continue to step 5. From the arguments of Section 3.2.2, we
have that the state of S1 after step 5 is Wq |0〉. So the state of (P,A,S1) before
entering step 10 is
(V∗x ⊗ 1S1)
(
1− 2Πacc ⊗ |1〉〈1|S1
) (
Vx ⊗Wq
) (|ωx〉P ⊗ |0¯〉A ⊗ |0〉S1) .
We assume that Algorithm 3 in step 10 succeeds, as otherwise we accept. In
this case, by Lemma 3.2.2, the state of (P,A,S2) after step 10 will be(
V∗x ⊗W∗q
) (
1− 2Πacc ⊗ |1〉〈1|S2
) (
Vx ⊗Wq
) (|ωx〉P ⊗ |0¯〉A ⊗ |0〉S2) .
Let







Note that the maximum eigenvalue of operator ∆Π∆ is 1/2, with correspond-
ing eigenstate |ωx〉P ⊗ |0¯〉A⊗S2 . From Lemma 3.2.1,











1− 2Πacc ⊗ |1〉〈1|S2
)
· (Vx ⊗Wq) (|ωx〉P ⊗ |0¯〉A⊗S2) .
It means that the measurement of step 14 will never output 0¯. This finishes the
proof of the lemma. o
Lemma 3.2.4 (Soundness). Let x /∈ L and n sufficiently large. Suppose that the




Algorithm 4 rejects with probability at least 2−62.
Proof. Let’s denote the state of (P,S1,S′1,S2,S
′
2), after step 1, by ρ1. Theo-












Let’s denote the state of the same registers, after step 2, by ρ2. It can be checked



































Let us suppose, from now on, that before entering step 3 the state of the system
is ρ′2. This will result in a bias of at most
√
32/N in the trace distance in the
rest of the states that we calculate. Throughout the rest of the proof, we will
assume that the SWAP Test on input TrP(ρ′2) rejects with probability at most
ε
def
= 2 · 2−62 +√32/N = 2−60, as otherwise we are done with the proof. With
this in mind, the rest of the proof will only deal with the case when b is chosen
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to be 0 in step 3. In this case we continue to step 5. With these assumptions,



















































From Lemma 2.1.12 and Theorem 2.1.13, we have that
1− 1
4n
≤ F(ρ7, ρ′7)2 ≤ 1− d(ρ7, ρ′7)2







Now suppose that before entering step 8 the state of the system is ρ′7 instead of
ρ7. This will result in an additional bias of at most 2−n in the trace distance in
the rest of the states that we calculate. Since ρ′7 lies in the rejection subspace,((











which means that step 8 doesn’t change the state. So the state of the system
before entering step 9 is ρ′7. Let us change the state again, at this time from ρ′7
back to ρ7. This will result in another bias of at most 2−n. If the state of the







= |0¯〉〈0¯|A ⊗ ρ5.
From Lemma 3.2.6, together with the assumption we made about the suc-
cess probability of the SWAP Test, we get that there exists a set of states
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pi (Q |ϕi〉〈ϕi|Q∗)⊗ |ϕi〉〈ϕi| ∈ D
(
S1 ⊗ S′1 ⊗ S2 ⊗ S′2
)
.
Now let us change the state of (S1,S′1,S2,S
′
2) from TrP(ρ5) to ρ9. This will result
in another bias of at most 6
√
ε. (Note that P is not touched by the algorithm

























So ρ9 satisfies the requirements of Lemma 3.2.5 below. This means that Algo-
rithm 3 in step 10 succeeds with probability at least 2−25, in which case we
continue to step 14.
We now argue that, conditioned on Algorithm 3 being successful, the mea-
surement in step 14 outputs 0¯ with certainty. This will finish the proof. Note
that Algorithm 3 can’t change the state of A as it was independent of (S2,S′2,S1)
before executing Algorithm 3. So before entering step 14, the state of A is still
|0¯〉. Now we argue that after successfully executing Algorithm 3, the state of
S2 will be |0〉. Let us take some |ϕ〉 ∈ S1 ⊗ S′1 that belongs to either W+ or W−.
Here we only argue about the case when |ϕ〉 ∈ W+ as the other case can be
proven by exactly the same way. We can write |ϕ〉 as
|ϕ〉 = a ∣∣Φ+〉+ b ∣∣Ψ+〉 , a, b ∈ C, |a|2 + |b|2 = 1.
It is easy to see that after applying Q to |ϕ〉, the resulting state on S1 will
be a |0〉 − b |1〉. Suppose that the state of (S2,S′2) is |ϕ〉 and the state of S1 is





|ϕ〉 ⊗ (a |0〉 − b |1〉) = 0.
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This means that if Algorithm 3 is executed with the above input and the mea-
surement in the algorithm results in |Φ+〉, then the state of S2 will be |0〉.





|ϕ〉 ⊗ (a |0〉 − b |1〉) = 0.
This means that if the measurement in Algorithm 3 results in |Ψ+〉 then the
state of S2 will be |1〉. In this case, Algorithm 3 applies X on S2 so the state of
this register, after the algorithm, will be |0〉. Since ρ9 is a convex combination
of states of the above form, we got that if the state of (S1,S′1,S2,S
′
2) is ρ9, before
entering step 10, then Algorithm 3 succeeds with probability at least 2−25 and,
conditioned on success, Algorithm 4 rejects in step 16 with certainty.
However, we did modify the state during our analysis four times, so we
































where the last inequality is true for n ≥ 28. o











for some m ∈ Z+, probability distribution {pi : i = 1, . . . , m}, and states σi ∈

















Then Algorithm 3, in step 10, will succeed with probability at least 2−25.
The idea behind the proof of Lemma 3.2.5 is very simple. We show that if
the measurement in Algorithm 3 fails with high probability on a state of the
form TrS2 (σi) ⊗ ζ, where ζ ∈ D(S1) is an arbitrary state, then TrS2 (σi) must
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be close to either |φ+〉 or |φ−〉. But then the convex combination of the states
TrS1 (σi)⊗ TrS2 (σi) won’t be close to the maximally mixed state.
Proof of Lemma 3.2.5. Let us group the states in ensemble ρ with respect to their






i : 1 ≤ i ≤ m, d(TrS2 (σi) , ∣∣φ+〉〈φ+∣∣) ≤ ε1}
A− def=
{
i : 1 ≤ i ≤ m, d(TrS2 (σi) , ∣∣φ−〉〈φ−∣∣) ≤ ε1}
B def= {1, 2, . . . , m} \ (A+ ∪ A−) .
Since d(|φ+〉 , |φ−〉) = 1 and ε1 < 1/2, from the triangle inequality we have
that A+ ∩ A− = ∅.
We first show that if the probability of B is at least ε2
def
= 1/8 then we are
done. So assume for now that ε2 ≤ ∑i∈B pi. For all i ∈ B we have that√










where Eq. (3.9) follows from Eq. (2.2), Eq. (3.10) follows from Theorem 2.1.13,
and Eq. (3.11) is from the definition of B. The above implies that
〈
φ+
∣∣TrS2 (σi) ∣∣φ+〉 < 1− ε21 and similarly 〈φ−∣∣TrS2 (σi) ∣∣φ−〉 < 1− ε21.
From the above and using the fact that
〈
φ+





∣∣TrS2 (σi) ∣∣φ+〉 and ε21 < 〈φ−∣∣TrS2 (σi) ∣∣φ−〉 .
Let us take an arbitrary state
|ψ〉 def= a ∣∣φ+〉+ b ∣∣φ−〉 ∈ S1, a, b ∈ C, |a|2 + |b|2 = 1.
If the state of (S′2,S1), in the input to Algorithm 3, is TrS2 (σi)⊗ |ψ〉〈ψ| then the
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where the first equality follows from direct calculation using
∣∣Φ+〉 = |φ+〉 ⊗ |φ+〉+ |φ−〉 ⊗ |φ−〉√
2∣∣Ψ+〉 = |φ+〉 ⊗ |φ+〉 − |φ−〉 ⊗ |φ−〉√
2
.
This implies that if the state of (S′2,S1) is TrS2 (σi) ⊗ ζ, for any ζ ∈ D(S1),
then the probability that Algorithm 3 succeeds is at least ε21. We got that if
ε2 ≤ ∑i∈B pi then Algorithm 3 succeeds with probability at least ε21ε2 = 2−25, in
which case we are done.
So, from now on, assume that ∑i∈B pi < ε2. We will show that this assump-
tion leads to a contradiction, which will finish the proof. Lemma 2.1.14 implies
that






























∣∣φ−〉〈φ−∣∣)Q∗)⊗ τi ⊗ ∣∣φ−〉〈φ−∣∣
+ µB
where Tr(µB) < ε2. Note that d(ρ, ρ′) < 2
√

























On the other hand, we have that
ξ = p+
(∣∣φ+〉〈φ+∣∣)⊗2 + p− (∣∣φ−〉〈φ−∣∣)⊗2 + νB
for some νB, where we used the shorthand p+
def
= ∑i∈A+ pi and p−
def
= ∑i∈A− pi.




(∣∣φ+〉〈φ+∣∣)⊗2 + p− (∣∣φ−〉〈φ−∣∣)⊗2) ≤ ε22 . (3.13)
















































(∣∣φ+〉〈φ+∣∣)⊗2 + p− (∣∣φ−〉〈φ−∣∣)⊗2)
are 14 − p+, 14 − p−, and 14 with multiplicity 2. Equation (3.15) follows from the















which contradicts to Eq. (3.12). So we conclude that it must be that ε2 ≤ ∑i∈B pi,
in which case Algorithm 3 succeeds with the desired probability, as argued
above. o
The following lemma is similar to Proposition 24 of [KLGN13].
Lemma 3.2.6. Let S1, S′1, S2, and S
′












where m ∈ Z+, {pi : i = 1, . . . , m} is a probability distribution, and σi = Ψ(ξi),
for some ξi ∈ D(S1 ⊗ S′1) ∼= D(S2 ⊗ S′2). Let 0 ≤ ε < 1. If the SWAP Test, applied
between (S1,S′1) and (S2,S
′
2), succeeds with probability at least 1− ε then there exist








pi |ϕi〉〈ϕi| ⊗ |ϕi〉〈ϕi|
)
≤ 6√ε.


















If ε = 0 it implies that all σi’s are pure and the statement of the lemma follows.
So, from now on, assume that 0 < ε. Then the above inequality intuitively




must be close to 1. Formally, let
B def=
{
i : 1 ≤ i ≤ m, Tr(σ2i ) ≤ 1− 2√ε}
A def= {1, 2, . . . , m} \ B.
Suppose towards contradiction that 2
√
ε ≤ ∑i∈B pi. Then the probability that





















which is a contradiction. This implies that ∑i∈B pi < 2
√
ε. For all i ∈ A, let
λi be the maximum eigenvalue of σi and |ϕi〉 be the corresponding eigenstate.
56
Note that either |ϕi〉 ∈ W+ or |ϕi〉 ∈ W−. From the definition of A, we have
that
1− 2√ε < Tr(σ2i ) ≤ ‖σi‖Tr · ‖σi‖∞ = ‖σi‖∞ = λi
where the second inequality follows from Lemma 2.1.3. The above calculation,
together with Lemma 2.1.11, imply that
∀i ∈ A : d(σi, |ϕi〉〈ϕi|) ≤ 2
√
ε. (3.17)
For all i ∈ B, let |ϕi〉 be an arbitrary state from W+ or W−. We can now bound






































where Eq. (3.18) follows from the triangle inequality and at Eq. (3.19) we used
Lemma 2.1.10 twice and Eq. (3.17). o
3.3 Multi-Prover QMA with Small Gap
In this section, we study multiple-proof quantum Merlin-Arthur proof systems
in the setting where the completeness-soundness gap is small. Small means that
we only lower bound the gap with an inverse-exponential function of the input
length, or with an even smaller function. In Section 3.3.1, we observe that the
protocol of Blier and Tapp [BT12] scales up which implies that, in this case, the
proof system has the same expressive power as non-deterministic exponential
time. Since single-proof QMA proof systems, with the same bound on the gap,
have expressive power at most exponential time, we get a separation between
single and multi-prover proof systems in the ‘small-gap setting’ under the
assumption that EXP 6= NEXP. This implies, among others, the nonexistence of
certain operators called disentanglers (defined by Aaronson et al. [ABD+09])
with good approximation parameters. These conclusions are discussed in
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Section 3.3.3.
In Section 3.3.2, we show that, in the above setting, the proof system has
the same expressive power if we restrict the verifier to be able to perform only
Bell-measurements, i.e., using a BellQMA verifier. In the usual setting, when
the gap is bounded by at least an inverse-polynomial function of the input
length, BellQMA with polynomially-many provers collapses to single-prover
QMA [BH13], but here, in the small-gap setting, it has the full power of multi-
prover QMA. To show this, we use the protocol of Chen and Drucker [CD10]
with a similar but simpler analysis. The only caveat here is that we need at
least some super-constant number of proofs to achieve the power of NEXP
while in the previous setting two proofs were enough. Section 3.3 is based on
Ref. [Per12a].
Before we begin, let us introduce a simple notation that will be used
throughout the section.
Definition 3.3.1. We define the state |um〉 as the uniform superposition of the






We also define the projective measurement that projects onto this state, or
more formally the measurement {P0, P1} where P0 def= |um〉〈um| and P1 def=
1− |um〉〈um|. We say that P0 (and P1) corresponds to outcome 0 (and 1).
Note that the above measurement can be performed using dlog meHadamard
gates and single-qubit measurements.
3.3.1 QMA[k] with Small Gap Equals NEXP
This section proves Theorem 1.1.4, i.e., we show that QMA[k] equals NEXP if
k is at least 2 and at most poly(n) and the completeness-soundness gap is
bounded away by an inverse-exponential or doubly exponential function of n.
The theorem is restated here for convenience.
Theorem 1.1.4. For all ε > 0, it holds that
NEXP = QMA
(







where c(n) and s(n) can be calculated in time at most exponential in n on a classical
computer.
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The proof of this theorem is divided into Lemma 3.3.2 and Theorem 3.3.4,
according to the two directions of the containment. This proof is essentially a





QMA(poly, c, s) ⊆ NEXP, where c(n) and s(n) can be cal-
culated in time at most exponential in n on a classical computer.
Proof sketch. Let L ∈ QMA(poly, c, s) with some c and s satisfying the condi-
tions in the lemma. The proofs in the QMA proof system are polynomially-
many quantum states on polynomially-many qubits, which are vectors in the
complex euclidean space with exponential dimension. These vectors can be de-
scribed up to an exponential number of bits of accuracy by a classical proof of
exponential length. Given this proof to an exponential-time classical computer,
it can calculate the acceptance probability of the QMA verifier to an exponential
number of bits of accuracy and it can decide whether this probability is more
than c or less than s. This means that L ∈ NEXP. o
The following lemma is the key for the other direction of the containment.
Lemma 3.3.3. Succinct3Col ∈ QMA(2, 1, 1−Ω(4−n˜)), where n˜ is the length of
both of the inputs of the circuit representing the graph.
Before we prove this lemma let us see how it is used to prove Theorem 1.1.4.
The other direction of the containment is formulated by the following theorem.
Theorem 3.3.4. For all ε > 0, it holds that NEXP ⊆ QMA
(
2, 1, 1− 2−nε
)
.
Proof. By Lemma 3.3.3, Succinct3Col ∈ QMA(2, 1, 1− K · 4−n˜), for some con-
stant K. By Definition 2.2.15, there exists κ ∈ Z+ such that n ≤ n˜κ, where n
is the size of the input. Let’s pick an arbitrary constant κ′ ∈ Z+ for which
κ′ ≥ max {κ, 2ε}. Now suppose that we modify the language Succinct3Col by
inflating the input circuits of size n ≤ n˜κ ≤ n˜κ′ to be ≥ n˜κ′ . This can be done
by adding dummy gates to the circuit, for example adding an even number of
NOT gates to the first input wire. For this modified language we have that the
input size n is at least n˜κ
′
. The soundness parameter is upper bounded by
1− K · 4−n˜ ≤ 1− K · 4−n1/κ′ ≤ 1− 2−n2/κ′ ≤ 1− 2−nε
for sufficiently large n. This, together with the fact that the modified language
is still NEXP-complete, implies the statement of the theorem. o
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Proof of Theorem 1.1.4. The theorem immediately follows from Lemma 3.3.2,
Theorem 3.3.4, and the trivial observation that for constant ε,
QMA
(





QMA(poly, c, s) . o
We now prove the key lemma.
Proof of Lemma 3.3.3. We give a QMA verifier V for the language Succinct3Col.
We use the protocol of Blier and Tapp [BT12], with essentially the same analysis
as theirs. Let the input to Succinct3Col be denoted by CG and its length by
n. With our notation, CG has two inputs of n˜ bits each. Let V get his two
unentangled proofs in registers R1 and R2. Both Ri’s have two parts, Ri = NiCi,
where Ni is the ‘node’ part and Ci is the ‘color’ part. N1 and N2 have associated
Hilbert space C2
n˜
while C1 and C2 have associated space C3. The procedure V
performs is described in Algorithm 5.
Note that V runs in poly(n)-time because the SWAP Test, evaluating the
circuit CG, and performing the measurement of Definition 3.3.1, for m = 2n˜, can
all be performed in polynomial time. We are left to prove completeness and
soundness. The completeness is formulated by Lemma 3.3.5 and the soundness
is by Lemma 3.3.6. o
Lemma 3.3.5 (Completeness). If CG ∈ Succinct3Col then there exist a pair of
proofs with which V will accept with probability 1.
Lemma 3.3.6 (Soundness). If CG /∈ Succinct3Col then verifier V described by
Algorithm 5 will reject with probability at least 13·1010·4n˜ .
The proofs of Lemmas 3.3.5 and 3.3.6 are presented in Appendix A.1 on
page 83.
3.3.2 BellQMA[nε] with Small Gap Equals NEXP
In this section we prove Theorem 1.1.5, i.e., we show that multi-prover QMA
with exponentially small gap still equals to NEXP if we restrict the verifier to
only be able to perform Bell-measurements. However, we will need at least nε
proofs. The theorem is restated below.
Theorem 1.1.5. For any ε, δ > 0, it holds that









Algorithm 5 Description of verifier V in the proof of Lemma 3.3.3.
INPUT: classical circuit CG, quantum registers R1 = N1C1 and R2 = N2C2, where
the state of R1 and R2 is separable
OUTPUT: accept or reject
1: With probability 1/3 do the Equality Test (line 2), the Consistency Test
(line 8), or the Uniformity Test (line 16).
2: Equality Test. Perform the SWAP Test on R1 and R2.
3: IF the SWAP Test fails THEN




8: Consistency Test. Measure N1, C1, N2, and C2 in the computational basis
and denote the outcomes by v1, c1, v2, and c2.
9: IF (v1 = v2) AND (c1 6= c2) THEN
10: RETURN reject {The same vertex has two colors.}
11: ELSE IF (C(v1, v2) = 11) {Assume that v1 < v2 otherwise swap them.} AND
(c1 = c2) THEN




16: Uniformity Test. Measure N1 and C1 separately according to the measure-
ment of Definition 3.3.1.
17: IF (the outcome on C1 is 0) AND (the outcome on N1 is 1) THEN





for some c and s with c(n)− s(n) ≥ 2−nδ and where c′(n) and s′(n) can be calculated
in time at most exponential in n on a classical computer.
We essentially use the algorithm of Chen and Drucker [CD10] on the suc-
cinct version of graph 3-coloring (Succinct3Col). We also use one of their
lemmas but our proof will be simpler than theirs because we don’t aim for
constant gap. We don’t use the PCP theorem either. Note that, in the previous
section, we already argued about the NEXP upper bound on the QMA classes.
The same argument applies here too. It’s also easy to see that restricting the
verifier can only make the power of the proof system weaker. So the only
statement left to prove, in order to prove Theorem 1.1.5, is the following.
Theorem 3.3.7. For any ε, δ > 0, it holds that
NEXP ⊆ BellQMA(nε, c, s)
for some c and s with c(n)− s(n) ≥ 2−nδ .
Just as in the previous section, in order to show the above theorem it is
enough to prove the following lemma. The argument is the same as in the
previous section so we omit it from here.





and where n is the size of the input circuit and n˜ is the length of both
of the inputs of the circuit.
Proof. We construct a BellQMA verifier V for Succinct3Col. Just as in the pre-
vious section, let the input to Succinct3Col be denoted by CG and its length
by n. Verifier V will receive k quantum proofs in registers N1,C1, . . . ,Nk,Ck
where, for each i ∈ {1, 2, . . . , k}, the state of NiCi is separable from the rest of
the registers. We will set k, the number of provers, to be some function in Ω(n˜)
later. Registers Ni have associated space C2
n˜
and registers Ci have associated
space C3 similarly as in the previous section. The behavior of V is described in
Algorithm 6.
Note that Algorithm 6 runs in polynomial time. Furthermore, for both
the Consistency and the Uniformity Test, the algorithm starts with measur-
ing all the quantum registers according to a fixed measurement. So V is a
proper BellQMA verifier. Lemma 3.3.9 below shows that the completeness of
the protocol is c > 1− 2− k40 , while Lemma 3.3.10 shows that the soundness
is s < 1− 12000−1 · 2−2n˜. If k ≥ 120n˜ then c − s = Ω(2−2n˜) so the lemma
follows. o
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Algorithm 6 Description of verifier V in the proof of Lemma 3.3.8.
INPUT: classical circuit CG, quantum registers N1,C1, . . . ,Nk,Ck where, ∀i ∈
{1, 2, . . . , k}, the state of NiCi is separable from the rest of the registers
OUTPUT: accept or reject
1: With probability 12 do the Consistency Test (line 2) or the Uniformity Test
(line 14).
2: Consistency Test.
3: FOR ALL i ∈ {1, 2, . . . , k} DO
4: Measure Ni and Ci in the computational basis and get vi and ci.
5: END FOR
6: FOR ALL 1 ≤ i < j ≤ k DO
7: IF (vi = vj) AND (ci 6= cj) THEN
8: RETURN reject {The same vertex has two colors.}




= 11) AND (ci = cj) THEN





15: FOR ALL i ∈ {1, 2, . . . , k} DO
16: Measure Ci with the measurement of Definition 3.3.1 and denote the
outcome by xi.
17: Measure Ni with the measurement of Definition 3.3.1 and denote the
outcome by yi.
18: END FOR
19: Let Z def= {i : xi = 0}.
20: IF |Z | < k/6 THEN
21: RETURN reject
22: END IF
23: FOR ALL i ∈ Z DO
24: IF yi = 1 THEN





Lemma 3.3.9 (Completeness). If CG ∈ Succinct3Col then there exist quantum
states on registers N1,C1, . . . ,Nk,Ck, such that if they are input to V, defined by
Algorithm 6, then V will accept with probability at least 1− 2− k40 .
Lemma 3.3.10 (Soundness). If CG /∈ Succinct3Col then V of Algorithm 6 will
reject with probability at least 12000−1 · 4−n˜.
The proofs of Lemmas 3.3.9 and 3.3.10 are deferred to Appendix A.2 on
page 89.
3.3.3 Conclusions and Open Problems
In this section we discuss some of the consequences of the previous results, i.e.,
the consequences of Theorems 1.1.4 and 1.1.5. We also raise some related open
problems.
Tightness of the Soundness Analyses
One can observe that both the QMA[2] verifier of Algorithm 5 and the BellQMA[k]
verifier of Algorithm 6 have soundness parameter 1−Ω(4−n˜) and gap Ω(4−n˜).
(As shown by Lemma 3.3.6 and Lemma 3.3.10.) Note that this bound is tight
up to a constant factor in case of Algorithm 5 and tight up to some low-order
terms in case of Algorithm 6. The reason for this is the same as what was
observed in one of the remark in [CF13].
The argument is briefly the following. Suppose that CG /∈ Succinct3Col
and that G is such, that there exist a coloring such that only one pair of nodes
are colored inconsistently. If the prover gives states of the form defined by
Eq. (A.1) on page 83, but using this coloring, then the verifier won’t notice
this in either of the Uniformity Tests nor in the Equality Test. The only place
where the verifier can catch the prover is in the Consistency Test when he
checks the colors of the nodes according to the constraints posed by the graph
G. The prover gets caught if the verifier gets the inconsistently colored nodes









in case of Algorithm 6. This means that it is
possible to fool the verifier of Algorithm 5 with probability 1−O(4−n˜) and to
fool the verifier of Algorithm 6 with probability 1− O˜(4−n˜).
Separation Between QMA and QMA[2] in the Small-Gap Setting
As we said before, it is a big open problem whether QMA is equal to QMA[2]
and we mentioned some evidences that suggest us that they are not equal.
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Here we show that under plausible complexity-theoretic assumptions QMA[2]
is strictly more powerful than QMA in the low-gap setting. We elaborate on this
in the following.
Theorem 1.1.4 shows that QMA[2] with exponentially or double-exponen-
tially small gap is exactly characterized by NEXP. So it is natural to ask, what
is the power of QMA with the same gap, or what upper bounds can we give
for it? In a related paper, Ito et al. [IKW12] showed that quantum interactive
proof systems (or the class QIP) with double-exponentially small gap are ex-
actly characterized by EXP. Since QIP contains QMA, with the same gap, we
have a separation between QMA and QMA[2] in the setting where the gap is
exponentially or double-exponentially small, unless EXP = NEXP. The result
of Ito et al. is quite involved but if we are only interested in the upper bound
on QMA then we can give a very simple argument for it, which we state here





QMA(1, c, s) ⊆ EXP, where c(n) and s(n) can be calculated
in time at most exponential in n on a classical computer.
Proof sketch. Let x be an input to a problem in QMA(1, c, s) with c and s having
the given property. The action of the verifier can be described by a binary-
valued measurement {Px0 , Px1} on the proof state, where Px1 corresponds to
acceptance and Px0 corresponds to rejecting. Note that the maximum acceptance
probability of the verifier is equal to the spectral norm of Px1 . (Or, in other
words, the biggest eigenvalue of Px1 .) Since the proof is on polynomially-many
qubits, the dimension of Px1 is exponential. An EXP-machine, knowing x, can
approximate Px1 with up to an exponential amount of digits of accuracy. This is
because the verifier is a uniform quantum circuit of polynomial size. Now the
EXP-machine can approximate the spectral norm of Px1 up to an exponential
amount of bits of accuracy. o
One-Sided Error Case
Note that the NEXP characterization of the small-gap QMA[2] proof system still
holds if we restrict the proof system to have one-sided error. It is not known
whether QMA can be made to have one-sided error, so we can investigate the
relation between these classes as well. Interestingly, it turns out that we can
state an even stronger separation in this case. This is due to a result by Ito et
al. [IKW12].
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Theorem 3.3.12 (Theorem 6 of [IKW12]). QMA(1, 1,< 1) ⊆ PSPACE, where the
notation < 1 in the third parameter means that we only require the soundness to be
strictly less than 1.
This means that, in the one-sided error case, QMA[2] with exponentially
small gap is strictly more powerful then QMA with even unbounded gap, unless
PSPACE = NEXP!
Nonexistence of Disentanglers
The above discussions have an interesting consequence to the existence question
of certain operators called disentanglers. They were defined by Aaronson et al.
[ABD+09] as the following.
Definition 3.3.13 (Definition 40 of [ABD+09]). A super-operatorΦ ∈ C(CN ,CM
⊗CM) is an (ε, δ)-disentangler if
• Φ(ρ) is ε-close to a separable state for every ρ ∈ D(CN) and
• for every separable state σ ∈ D(CM ⊗CM), there exists a ρ ∈ D(CN)
such that Φ(ρ) is δ-close to σ.







-disentangler with log N =
poly(log M) and if that disentangler can be implemented in poly(log M)-time,
then QMA = QMA[2]. So it is not believed that such a disentangler exists.
Towards proving this, Aaronson et al. showed that no (0, 0)-disentangler exists
for any finite N and M. The discussion in the previous section implies that
there exists no disentangler with approximation error inverse of the square of
the dimension. More precisely, we get the following corollary.




, such that there ex-
ists no poly(log M)-time implementable ( f (M) , f (M))-disentangler with log N =
poly(log M), unless EXP = NEXP.
Proof. Suppose that there exists such a disentangler Φ, for f (M) = κ1 ·M−2,
for some constant κ1 to be specified later. Lemma 3.3.3 implies that
Succinct3Col ∈ QMA(2, 1, 1− κ2 · 4−n˜) ,
for some constant κ2 and where the dimension of both proof states are 3 · 2n˜. Let
V be the corresponding verifier. We show that Succinct3Col ∈ QMA(1, c, s)
with c − s = Ω(4−n˜) by constructing a verifier W that uses only one proof.
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By Lemma 3.3.11, it holds that QMA(1, c, s) ⊆ EXP and since Succinct3Col is
NEXP-complete, we get that EXP = NEXP.
We are left to define verifier W. W fist applies Φ on its quantum proof
then simulates V on the output of Φ and outputs whatever V outputs. Note
that Φ is polynomial-time implementable and the size of the proof of V is also
polynomial. To see completeness for W, note that there exist a state |ψ〉 ⊗ |ψ〉
with which V accepts with probability 1. From Definition 3.3.13 there exist
a ρ such that Φ(ρ) is f
(
3 · 2n˜)-close to |ψ〉 ⊗ |ψ〉. Since f (3 · 2n˜) = κ19 · 4−n˜,
the probability of acceptance of W is at least 1− κ19 · 4−n˜. Similarly, for the
soundness of W, we have that for all separable states, V accepts with probability
at most 1− κ2 · 4−n˜. Again from Definition 3.3.13, for all ρ, Φ(ρ) is f
(
3 · 2n˜)-
close to a separable state. So the probability of acceptance of W is at most






Notes on BellQMA Proof Systems
An interesting consequence of Theorems 1.1.4 and 1.1.5 is that, in the small-gap
setting, BellQMA[k] proof systems have the same power as QMA[k] proof systems
if k ≥ nε. As we mentioned before, in the normal-gap setting BellQMA[k] = QMA
for any k ∈ poly(n) [BH13]. This means that if a verifier is restricted to Bell-mea-
surements then he gains a lot of extra power if we decrease the bound on the
gap. The proof of BellQMA[O(1)] = QMA, by Brandão [Bra08], doesn’t general-
ize to the small gap setting (and nor does the proof of BellQMA[poly(n)] = QMA,
of course). So the power of BellQMA[O(1)] in the small gap setting is still an
open problem. There are two possibilities. Either BellQMA[2] = NEXP, which
would supersede both Theorems 1.1.4 and 1.1.5, or BellQMA[2] ⊂ NEXP, which
would imply that somewhere between constant and nε number of provers the
power of BellQMA[k] increases. We leave the study of this class for future work.
Error and Proof Reduction
As a side-product of our results, in both the BellQMA[k] and QMA[k] proof
systems we can amplify the error from double-exponentially small gap to
single-exponentially small gap. Also, in the case of QMA[k], we can make the
proof system to have one-sided error which, up to our knowledge, has only
been shown to hold for some restricted versions of single-prover QMA [NWZ09,
JKNN12]. Additionally, the number of proofs in QMA[k] can be reduced to two,




Here we list some more open problems that we think may be interesting to
work on.
• What is the power of QMA[k] and BellQMA[k] with unbounded gap? Can
we at least show some upper bounds?
• What is the power of QMA if we allow only one qubit as its proof but we
allow double-exponentially small or unbounded gap? Is it the same as
PQP, i.e., BQP with unbounded gap? Note that the known proofs that
show that QMA with normal gap and a logarithmic length proof equals
BQP [MW05, BSW11] break down if the gap is so small.
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4
Parallel Repetition of Entangled Games
In this chapter we prove Theorem 1.2.2, our parallel repetition theorem for
entangled games.
Theorem 1.2.2. For any game G = (X ,Y ,A ,B, µ, V), where µ is a product dis-








)Ω( klog(|A |·|B|)) .
This chapter is based on Ref. [JPY14]. We begin with explaining the high
level ideas.
4.1 The Ideas Behind the Proof
The arguments we use are information theoretic and are broadly on similar
lines as that of Raz [Raz98] and Holenstein [Hol09] for classical games. The
additional quantum ingredients we need, to deal with entangled games, are
inspired by the work of Jain, Radhakrishnan, and Sen [JRS08], where quantum
information theoretic arguments were used to achieve message compression in
quantum communication protocols.
Given the k-fold game Gk, let us condition on success on a set C ⊆ [k] of
coordinates. That is, we condition on the event that the players win all the
games whose coordinates are in C . If the overall success in coordinates in C is
already as small as we want, then we are done. Otherwise, we exhibit another
coordinate j /∈ C such that the success in the j-th coordinate, even when we
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condition on success in coordinates inside C , is bounded away from 1. Here
we assume that ω∗(G) is bounded away from 1. We add this j to C and repeat
the argument. This way the overall success keeps going down and becomes
exponentially small in k after we have identified Ω(k) such coordinates. To
argue that the probability with which the players win the game in the j-th
coordinate, conditioned on success in C , is bounded away from 1, we show
that close to this success probability can be achieved for a single instance of
G. That is, given inputs (x′, y′) drawn from µ, for a single instance of G, Alice
and Bob can embed (x′, y′) to the j-th coordinate of Gk, conditioned on success
in C , and generate the rest of the state with good approximation. This state
consists of the questions and answers to all the k coordinates as well as the
shared entangled state. So, if the probability of success in the j-th coordinate,
conditioned on success in C , is very close to 1 then there is a strategy for G
with probability of success strictly larger than ω∗(G). This is a contradiction to
the definition of ω∗(G).
We now describe how to embed the input (x′, y′) and generate the state of
the whole system. Suppose that the global state in Gk, conditioned on success
in C , is of the form
σXYAB = ∑
x∈X k ,y∈Y k
µ˜(x, y) |xy〉〈xy|XY ⊗ ∣∣φxy〉〈φxy∣∣AB
where µ˜ is a distribution, potentially different from µk because of the condition-
ing on success. Registers X and Y contain the questions to Alice and Bob, while
A and B contain the answers and the shared entangled state. In σXYAB, we also
fix the questions and answers in C to specific values but, to keep the notation
simple, we don’t explicitly denote it. In protocol P, for a single instance of G,
we let Alice and Bob start with the shared pure state
|ϕ〉 = ∑
x∈X k ,y∈Y k
√
µ˜(x, y) |xxyy〉X˜XY˜Y ⊗ ∣∣φxy〉AB .
Note that, |ϕ〉 is a purification of σXYAB where registers X˜ and Y˜ are identical
to X and Y. The reason we want the global state, including the questions,
answers, and the shared state, to be pure is because we can then use properties
of purifications such as the unitary equivalence of purifications and Uhlmann’s
theorem. If we trace out X˜ and Y˜ then the state of X and Y becomes classical.
So, we will view these registers as being classical. This will be important in the
following argument.
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are close to 0 in |ϕ〉. This, obviously, is only possible
when the distribution µ is product. In addition, the distribution of questions
in the j-th coordinate, in |ϕ〉, remains close to µ in the L1-distance. Suppose
that in protocol P, when Alice and Bob get questions x′ and y′ they measure
registers Xj and Yj in |ϕ〉. Let’s denote the outcomes they get by x′j and y′j and
let
∣∣∣ϕx′jy′j〉 be the resulting state. If, by luck, it happens that (x′, y′) = (x′j, y′j)
then they can further measure the answer registers in
∣∣∣ϕx′jy′j〉 and send back







can be very small. So the question is: Is there a way they can
generate the post-measurement state
∣∣∣ϕx′jy′j〉, at least approximately, without
measurements? We describe next how this can be achieved.
Let
∣∣∣ϕx′j〉 be the resulting state after we measure register Xj in |ϕ〉 and get




is close to 0 implies that Bob’s side of∣∣∣ϕx′j〉 is almost independent of x′j. By the unitary equivalence of purifications
and Uhlmann’s theorem, there is a unitary transformation Ux′j that Alice can
apply to take the state |ϕ〉 quite close to the state
∣∣∣ϕx′j〉. Similarly, let us
define
∣∣∣ϕy′j〉 and again I(Yj : XX˜A) being close to 0 implies that Alice’s side
of
∣∣∣ϕy′j〉 is mostly independent of y′j. Again, by Uhlmann’s theorem, there is
a unitary transformation Uy′j that Bob can apply to take the state |ϕ〉 close to
the state
∣∣∣ϕy′j〉. Interestingly, as was argued in [JRS08], when Alice and Bob
simultaneously apply Ux′j and Uy′j , they take |ϕ〉 close to the state
∣∣∣ϕx′jy′j〉! This
again requires the distribution of questions to be independent across Alice and
Bob.
4.2 Simulating Measurements with Unitaries
Before we proceed to the detailed proof, we state two lemmas here that show
how we create the post-measurement states using unitaries. In this chapter we
slightly abuse notations and use ψ to represent the density matrix |ψ〉〈ψ| asso-
ciated with |ψ〉. The following lemma states that when the concerned mutual
information is small, then a measurement on Alice’s side can be simulated by
a unitary operation on her side.
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µ(x) |xx〉X˜X ⊗ |ψx〉AB
be a joint pure state of Alice and Bob, where registers (X˜,X,A) are with Alice and
register B is with Bob. Let I(X : B)ϕ ≤ ε and |ϕx〉 def= |xx〉 ⊗ |ψx〉. There exist
unitary operators {Ux}x∈X acting on (X˜,X,A) such that
E
x←µ[‖|ϕx〉〈ϕx| − (Ux ⊗ 1B) |ϕ〉〈ϕ| (U
∗
x ⊗ 1B)‖1] ≤ 4
√
ε.
Proof. Let us denote the reduced state of Bob in |ϕx〉 and |ϕ〉 by
ρx
def
= TrA(|ψx〉〈ψx|) and ρ def= TrX˜⊗X⊗A(|ϕ〉〈ϕ|) .
From the condition on the mutual information, we get that





where the first equality follows from Corollary 2.3.8 and the last inequality
follows from Theorem 2.3.10. By Theorems 2.1.5 and 2.1.7, there exists a unitary
Ux for each x ∈ X such that
|〈ϕx| (Ux ⊗ 1B) |ϕ〉| = F(ρx, ρ) .
The lemma follows from the following calculation.
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The following is an extension of the above lemma that states that when both
the mutual informations are small then simultaneous measurements on Alice’s
and Bob’s side can be simulated by unitary operations on their respective sides.
It is a special case of a more general result in Ref. [JRS08].
Lemma 4.2.2 ([JRS08]). Let µ be a probability distribution on X × Y . Let µX and




µ(x, y) |xxyy〉X˜XY˜Y ⊗ ∣∣ψx,y〉AB
be a joint pure state of Alice and Bob, where registers (X˜,X,A) belong to Alice and
registers (Y˜,Y,B) belong to Bob. Let
I(X : BYY˜)ϕ ≤ ε and I(Y : AXX˜)ϕ ≤ ε.
Let





y∈Y on (Y˜,Y,B) such that
E
(x,y)←µ
[∥∥∥∣∣ϕx,y〉〈ϕx,y∣∣− (Ux ⊗Vy) |ϕ〉〈ϕ| (U∗x ⊗V∗y)∥∥∥1]
≤ 8√ε+ 2 ‖µ− µX ⊗ µY‖1 .
To keep our presentation self-contained, and because the proof in [JRS08]
is complicated as it proves a more general result, we give a proof for the above
lemma below. Before we do that, we state a small lemma here that is easy to
verify and that will be used in the proof.
Lemma 4.2.3. Let 0 < ε, ε′ < 1, 0 < c, µ and µ′ be probability distributions on a set
X , and f : X → [0, c] be a function. If Ex←µ [ f (x)] ≤ ε and ‖µ− µ′‖1 ≤ ε′ then
Ex←µ′ [ f (x)] ≤ ε+ cε′.
Proof of Lemma 4.2.2. Let |ϕx〉 be the state obtained when we measure register X
in |ϕ〉 and obtain x. Similarly, let ∣∣ϕy〉 be the state obtained when we measure







x←µX [‖|ϕx〉〈ϕx| − (Ux ⊗ 1B) |ϕ〉〈ϕ| (U
∗





[∥∥∥∣∣ϕy〉〈ϕy∣∣− (1A ⊗Vy) |ϕ〉〈ϕ| (1A ⊗V∗y)∥∥∥1] ≤ 4√ε.
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[|xy〉〈xy| ⊗ (Ux ⊗ 1B) ∣∣ϕy〉〈ϕy∣∣ (U∗x ⊗ 1B)
− |xy〉〈xy| ⊗ (Ux ⊗Vy) |ϕ〉〈ϕ| (U∗x ⊗V∗y)]∥∥∥1 (4.3)
≤







− |xy〉〈xy| ⊗ (1A ⊗Vy) |ϕ〉〈ϕ| (1A ⊗V∗y)]∥∥∥1 (4.4)
= E





[∥∥∥∣∣ϕy〉〈ϕy∣∣− (1A ⊗Vy) |ϕ〉〈ϕ| (1A ⊗V∗y)∥∥∥1]
≤ 8√ε (4.5)
where Eq. (4.3) follows from the triangle inequality, the second term in Eq. (4.4)
is because Ux doesn’t change the trace distance, and the first term in Eq. (4.4)
follows from Theorem 2.1.9 with the super-operator that corresponds to mea-
suring Y in the standard basis and storing the outcome in a new register. The
lemma follows from the following calculation.
E
(x,y)←µ























|xy〉〈xy| ⊗ (Ux ⊗Vy) |ϕ〉〈ϕ| (U∗x ⊗V∗y)]∥∥∥∥
1
≤ 8√ε+ 2 ‖µ− µX ⊗ µY‖1
where the first inequality follows from the triangle inequality and at the last
inequality we used Eq. (4.5) and Lemma 4.2.3. o
4.3 Proof of the Parallel Repetition Theorem
Let a game G = (X ,Y ,A ,B, µ, V) be given. From now on, we assume
that the distribution µ = µX ⊗ µY is product across X and Y . Now, let’s
consider the game Gk. Let x = (x1, . . . , xk) ∈ X k, y = (y1, . . . , yk) ∈ Y k,
a = (a1, . . . , ak) ∈ A k, and b = (b1, . . . , bk) ∈ Bk. To make notations short, we
denote µ(x, y) = ∏i µ(xi, yi) and V(x, y, a, b) = ∏i V(xi, yi, ai, bi), whenever it
is clear from the context. Without loss of generality, we assume that, before
the game starts, Alice and Bob share a pure state on the registers (A,E′A,B,E
′
B),
where (A,E′A) belong to Alice and (B,E
′
B) belong to Bob. Registers A and B
will be used to store the answers for Alice and Bob, respectively, while E′A and
E′B are some extra registers that hold a possibly entangled state. After getting
the questions, Alice and Bob perform unitary operations independently and
then they measure registers A and B in the standard basis. The outcomes of
the measurements are sent to the referee. Let C ⊆ [k] and let C represent its
complement in [k]. Let xC represent the substring of x corresponding to the
indices in C . (Similarly, we will use yC , aC , and bC .) Let’s define
|θ〉 def= ∑




aC∈A |C |,bC∈B|C |




= E′AAC , EB
def
= E′BBC , and ∑aC ,bC |aC bC 〉 ⊗
∣∣γx,y,aC ,bC 〉 is the shared
state after Alice and Bob performed their unitary operations corresponding to
questions x and y. (Note that







aC ,bC : V(xC ,yC ,aC ,bC )=1
|aC bC 〉ACBC ⊗
∣∣γx,y,aC ,bC 〉EAEB
where q is the probability that, in Gk, all the instances of G in coordinates C
succeed. The following lemma states that if we take the state θ and condition
it on having success in coordinates C , i.e., we go from θ to ϕ, and additionally
we fix the answers in these coordinates then the resulting state will be close to
the original. This closeness is measured in the relative entropy.
Lemma 4.3.1. For states θ and ϕ defined above, it holds that
E
xC yC aC bC






xC yC aC bC
∥∥∥θX˜C Y˜CXYEAEBxC yC )] ≤ − log q + |C | · log(|A | · |B|) .
Proof. Let p(aC , bC ) be the probability of obtaining (aC , bC ) when measuring










∥∥∥θX˜C Y˜CXYEAEB) ≤ − log q.

























[− log p(aC , bC )− log q]
= − log q + S(ϕACBC )
≤ − log q + |C | · (log |A |+ log |B|)
where the first inequality follows from the definition of the relative min-entropy.
From the above, the required bound for the relative entropy follows easily.



























xC yC aC bC
∥∥∥θX˜C Y˜CXYEAEBxC yC )]
where the last inequality follows from Theorem 2.3.7. o
For each i ∈ [k], let us define a binary random variable Ti ∈ {0, 1} which
indicates success in the i-th repetition. That is, Ti = V(Xi,Yi, Ai, Bi). Our main
theorem will follow directly from the following lemma.
Lemma 4.3.2. Let 0.1 > δ1, δ2, δ3 > 0 such that δ3 = δ2 + δ1 · log(|A | · |B|). Let
k′ def= bδ1kc. For any quantum strategy for the k-fold game Gk, there exists a set
















Proof. In the following, we assume that 1 ≤ r < k′. However, the same argu-
ment also works when r = 0, i.e., for identifying the first coordinate, which
we skip for the sake of avoiding repetition. Suppose that we have already
identified r coordinates i1, . . . , ir satisfying that







∣∣∣T(j) = 1] ≤ ω∗(G) + 12√10δ3









> 2−δ2k. Let C def= {i1, . . . , ir}. To simplify notations,
let A˜ def= (X˜C ,X,EA), B˜
def








∣∣ϕx<iy<i〉 be the pure state that results when we measure regis-
ters (X<i,Y<i) (i.e., registers (X1, . . . ,Xi−1,Y1, . . . ,Yi−1)) in |ϕ〉 and get outcome
x<iy<i. We argue now that for a typical coordinate outside C , the distribution
of questions is close to µ in the state ϕ. We also prove that, for this coordinate,
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the questions and Ri are almost independent. From Lemma 4.3.1, we get that
δ3k ≥ δ2k + |C | · log(|A | · |B|)
≥ E






xC yC aC bC
∥∥∥θX˜C Y˜CXYEAEBxC yC )] (4.6)
≥ E



















































where Eq. (4.6) follows from Lemma 4.3.1, Eq. (4.7) follows from Theorem 2.3.11,
Eqs. (4.8), (4.9) and (4.11) follow from Theorem 2.3.7, Eq. (4.10) follows from
Lemma 2.3.9, Eq. (4.12) follows from Theorem 2.3.10, and Eq. (4.13) follows
from the convexity of the function α2. Next, we argue that for a typical coordi-
nate outside C , the information between Alice’s questions and Bob’s registers
is small in |ϕ〉. Again, from Lemma 4.3.1 and Theorem 2.3.11, we get that
δ3k ≥ E




ϕXB˜xC yC aC bC
∥∥∥θXB˜xC yC)]
≥ I(X : B˜|R1)ϕ (4.14)
≥ ∑
i/∈C
I(Xi : B˜|R1X<i)ϕ (4.15)
≥ ∑
i/∈C
I(Xi : B˜|Ri)ϕ (4.16)
where at Eq. (4.14) we used Eq. (2.9) and the fact that θXB˜xC yC = θ
X
xC yC ⊗ θB˜xC yC .
Equations (4.15) and (4.16) follow from the chain rule for the mutual informa-
tion and at Eq. (4.16) we also used the observation that B˜ contains register Y.
78
Similarly to the above, for Bob’s questions we have
δ3k ≥ ∑
i/∈C
I(Yi : A˜|Ri)ϕ . (4.17)
From Eqs. (4.8), (4.13), (4.16) and (4.17) and using standard application of










1− δ1 ≤ 10δ3 (4.18)
E
xjyj←ϕXjYj













∣∣Rj)ϕ ≤ 5δ31− δ1 ≤ 10δ3. (4.21)
Let
∣∣∣ϕrj〉 be the pure state that we get when we measure register Rj in |ϕ〉 and
get outcome rj. Suppose that there exists a protocol P0 for Gk which wins all
coordinates in C with probability greater than 2−δ2k. Moreover, conditioning
on success on all coordinates in C , the probability it wins the game in the j-th
coordinate is ω.
• Let us construct a new protocol P1, that starts with the joint state ϕXjYjRjEAEB ,
where XjEA and YjEB are given to Alice and Bob, respectively, and Rj is
shared between them. From our assumption, the probability that Alice
and Bob win the game in the j-th coordinate is ω.




) ← ϕXjYj and they share rj ← ϕRjxjyj as public coins. By
Lemma 4.2.2, they are able to create a joint state that is close to the start-
ing state of P1 by sharing
∣∣∣ϕrj〉 and applying local unitary operations.
More concretely, Eqs. (4.20) and (4.21) show the conditions for the mutual


















∥∥∥ϕXjrj ⊗ ϕYjrj )] (4.22)
≥ E
rj←ϕRj








[∥∥∥ϕXjYjrj − ϕXjrj ⊗ ϕYjrj ∥∥∥1]
)2
(4.24)
where Eq. (4.22) follows from Lemma 2.3.9, Eq. (4.23) follows from The-




[∥∥∥ϕXjYjrj − ϕXjrj ⊗ ϕYjrj ∥∥∥1] ≤ √10δ3.
Thus, using the above and Lemma 4.2.2, we conclude that they can win
the game with probability at least ω− 10√10δ3.




) ← ϕXjYj . They share public coins rj ← ϕRj and execute the
same strategy as in P2. By Eq. (4.19), the probability that they win the
game is at least ω− 11√10δ3.
• Let us consider a new protocol P4, where Alice and Bob are given ques-
tions (x, y)← µ and they execute the same strategy as in P3. Similarly as




















where again the second inequality follows from Theorem 2.3.10 and at
the last inequality we used the convexity of the function α2. From the
above, it follows that√
10δ3 ≥ E
rj←ϕRj
[∥∥∥ϕXjYjrj − µ∥∥∥1] ≥ ∥∥ϕXjYj − µ∥∥1 .
This means that the probability that Alice and Bob win the game, using
protocol P4, is at least ω − 12
√
10δ3. Note that P4 is a strategy for game
G under distribution µ. This means that ω− 12√10δ3 ≤ ω∗(G).
We conclude the lemma. o
We can now prove our main result. We restate it here for convenience.
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Given any strategy for Gk, using Lemma 4.3.2, either ω∗
(
Gk
) ≤ 2−δ2k or there
are bδ1kc coordinates
{
i1, . . . , ibδ1kc
}
such that the probability that Alice and Bob
win the ij-th coordinate, conditioning on success on all the previous coordinates,




Deferred Proofs about Small-Gap QMA
This appendix contains the proofs that were deferred from Section 3.3. They
are fairly straightforward from the proofs of Refs. [BT12, CF13, CD10].
A.1 Proof of Completeness and Soundness for Lemma 3.3.3
This section proves completeness and soundness for verifier V described by
Algorithm 5 on page 61 and so finishes the proof of Lemma 3.3.3. This part
closely follows the analysis of Blier and Tapp [BT12] and of Chiesa and Forbes
[CF13], albeit with different parameters. The proofs are done through a few
lemmas.
A.1.1 Proof of Completeness
The following lemma, which is essentially the same as Lemma 3.2 of [BT12],
proves completeness for V.
Lemma 3.3.5 (Completeness). If CG ∈ Succinct3Col then there exist a pair of
proofs with which V will accept with probability 1.
Proof. For i ∈ {0, 1, . . . , m− 1} let c(i) ∈ {0, 1, 2} be a valid coloring of the
graph G, where m is the number of nodes. For i ∈ {m, . . . , 2n˜ − 1} let c(i) = 0.








where |i〉 is on the node register (N) and |c(i)〉 is on the color register (C). From
Eq. (2.7), it follows that the Equality Test succeeds with probability 1. Since c
is a valid 3-coloring, the Consistency Test succeeds with probability 1 as well.
To see the same for the Uniformity Test, let us calculate the resulting state after
measuring 0 on C1 in line 17 of Algorithm 5. Up to some normalization factor,
the state is


















This means that the state of N1 is |u2n˜〉 so the Uniformity Test always succeeds.
o
A.1.2 Proof of Soundness
From now on let us suppose that CG /∈ Succinct3Col and let’s denote the



















where ∑i |αi|2 = ∑i |α′i|2 = 1 and, for all i, ∑j
∣∣βi,j∣∣2 = ∑j ∣∣∣β′i,j∣∣∣2 = 1.
The following lemma says that if the Equality Test succeeds with high
probability then the distribution of outcomes in the Consistency Test will be
similar. This is analogous to Lemma 3.3 of [BT12].
Lemma A.1.1. If the Equality test of Algorithm 5 succeeds with probability at least
1− ε, then for all k and ` it holds that




∣∣αiβi,j∣∣2, qi,j def= ∣∣∣α′iβ′i,j∣∣∣2 and let us denote the probability vector
with elements pi,j by p and similarly for q. We have the following.√












for any k and `. Equation (A.2) is from Eq. (2.1) and Eq. (A.3) follows from




≥ 1− ε. With the
above derivation the claim of the lemma follows. o
Similarly to Lemma 3.4 of [BT12] (and to Lemma 6.2 of [CF13]), the next
lemma states that vertices with high probability of being observed have a well-
defined color.
Lemma A.1.2. Suppose that |ψ〉 and |ϕ〉 pass the Equality Test of Algorithm 5 and
also line 9 in the Consistency Test with probability at least 1− 10−10 · 4−n˜. Then for
all i, for which |αi|2 ≥ 100−1 · 2−n˜, there exist one j for which
∣∣βi,j∣∣2 ≥ 0.9.
Proof. Towards contradiction suppose that ∃i such that |αi|2 ≥ 1100·2n˜ and ∀j it
holds that
∣∣βi,j∣∣2 < 910 . Then, without loss of generality, we can say that |βi,0|2 ≥
1
20 and |βi,1|2 ≥ 120 . Since the probability that the Equality Test succeeds is at
least 1− 11010·4n˜ , we can apply Lemma A.1.1 and get that∣∣∣|αiβi,1|2 − ∣∣α′iβ′i,1∣∣2∣∣∣ ≤ √8105 · 2n˜ .
This implies that
∣∣α′i∣∣2 ∣∣β′i,1∣∣2 ≥ |αi|2 |βi,1|2 − √8105 · 2n˜
≥ 1
2000 · 2n˜ −
√
8
105 · 2n˜ .
The probability that, in line 8, in the Consistency Test we get v1 = v2 = i,
c1 = 0, and c2 = 1 is
Pr[v1 = i and c1 = 0] · Pr[v2 = i and c2 = 1] ≥ 12000 · 2n˜
(
1







1010 · 4n˜ .
This contradicts to the assumption that |ψ〉 and |ϕ〉 pass line 9 with probability
at least 1− 10−10 · 4−n˜. o
The next lemma is analogous to Lemma 3.5 of [BT12] and also to Lemma 6.3
of [CF13].
Lemma A.1.3. Suppose that |ψ〉 and |ϕ〉 pass the Equality Test of Algorithm 5 and
also line 9 in the Consistency Test with probability at least 1− 10−10 · 4−n˜. Then the
probability of measuring 0 on C1 in line 17 in the Uniformity Test is at least 0.05.
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Proof. Suppose that we measure N1 in the standard basis. If the outcome is




|βi,0 + βi,1 + βi,2|2 .
For all i for which |αi|2 ≥ 1100·2n˜ Lemma A.1.2 applies, which means that there
exist ki such that
∣∣βi,ki ∣∣2 ≥ 910 . Let `i def= ki + 1 mod 3 and mi def= ki + 2 mod 3.
Then
∣∣βi,`i ∣∣2 + |βi,mi |2 < 110 . We can lower bound the above probability by
1
3
∣∣βi,ki + βi,`i + βi,mi ∣∣2 ≥ 13 ∣∣∣∣βi,ki ∣∣− ∣∣βi,`i + βi,mi ∣∣∣∣2
≥ 1
3















where the second inequality follows from the Cauchy-Schwarz inequality. More
precisely, we have
∣∣βi,`i + βi,mi ∣∣2 ≤ 2 · (∣∣βi,`i ∣∣2 + |βi,mi |2) < 210 < 910 ≤ ∣∣βi,ki ∣∣2.




























where we used the fact that at most 2n˜− 1 nodes (i’s) can have |αi|2 < 1100·2n˜ . o
In order to proceed, we need two lemmas, one from [BT12] and one from
[CD10]. We present them now together with their proofs.
Lemma A.1.4 (Lemma 3.6 of [BT12]). For any state |ξ〉 = ∑m−1i=0 γi |i〉 ∈ Cm, if
there exists a k such that |γk|2 < 12m then the probability of getting 1 when we measure
|ξ〉 with the measurement of Definition 3.3.1 is at least 116m2 .
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Proof. Let p and q be the probability distributions that arise when we measure
|ξ〉 and |um〉 in the computational basis. Or in other words, let p be the
probability vector with elements |γi|2, and q be the vector with all elements
equal to 1m . Similarly to Lemma A.1.1, we have that√




















The probability of getting 1 when we measure |ξ〉 with the measurement of
Definition 3.3.1 is 1− |〈um|ξ〉|2 so the statement of the lemma follows. o
The following argument appears in the proof of Lemma 3 of [CD10], which
we state here as a separate lemma.
Lemma A.1.5. Suppose that we have a bipartite quantum state |ψ〉 ∈ N ⊗ C with










where ∑i |αi|2 = 1 and, for all i, ∑j
∣∣βi,j∣∣2 = 1. Suppose that the probability of mea-
suring 0 on C with the measurement of Definition 3.3.1 is p and after the measurement





γi |i〉 ∈ N
where ∑i |γi|2 = 1. Then, for all i, it holds that
|αi|2 ≥ p · |γi|2 .
Proof. Let qi denote the probability that if we measure the C part of |ψ〉 with
the measurement of Definition 3.3.1 we get outcome 0, then if we measure the
N part in the standard basis, we get i. For all i,
qi = p · |γi|2 .
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On the other hand,

















where the inequality above follows from the Cauchy-Schwarz inequality. The
above derivations imply the statement of the lemma. o
Analogously to Lemma 3.7 of [BT12] (and to Lemma 6.4 of [CF13]), the fol-
lowing lemma says that if the states pass some of the tests with high probability
then it must be that all nodes appear with high enough probability.
Lemma A.1.6. Suppose that |ψ〉 and |ϕ〉 pass the Equality Test of Algorithm 5,
line 9 in the Consistency Test, and also the Uniformity Test with probability at least
1− 10−10 · 4−n˜. Then for all i, |αi|2 ≥ 100−1 · 2−n˜.
Proof. Because of Lemma A.1.3 the probability of measuring 0 on C1 in line 17
of Algorithm 5 is at least 5100 . Let the state of N1 be |ξ〉 = ∑2
n˜−1
i=0 γi |i〉 after we
got 0 on C1. Towards contradiction, suppose that there exists an i such that
|αi|2 < 1100·2n˜ . Since we got this measurement result with probability ≥ 5100 ,
Lemma A.1.5 implies that |γi|2 < 15·2n˜ . From Lemma A.1.4, the probability of
getting 1 when we measure N1 in line 17 is at least 116·4n˜ . So the probability of
failing the Uniformity Test is at least 5100 · 116·4n˜ > 11010·4n˜ . This is a contradiction.
o
The following lemma finishes the proof of soundness for verifier V.
Lemma 3.3.6 (Soundness). If CG /∈ Succinct3Col then verifier V described by
Algorithm 5 will reject with probability at least 13·1010·4n˜ .
Proof. Assume that |ψ〉 and |ϕ〉 pass the Equality Test, the Uniformity Test, and
line 9 of Algorithm 5 with probability at least 1− 11010·4n˜ as otherwise we are
done. Let c(i) be equal to the j for which
∣∣βi,j∣∣ is maximal or, in other words,




Because of Lemmas A.1.2 and A.1.6 this maximum is well defined. According
to Lemma A.1.6, when measuring |ψ〉 in line 8, the probability of obtaining
(k, c(k)), for all k, is at least |αk|2 · 910 ≥ 1100·2n˜ · 910 > 1120·2n˜ . Similarly, from
Lemma A.1.1, for all k, the probability that we get (k, c(k)) when we measure





240·2n˜ . Since the graph is not 3-colorable
∃u, v ∈ V such that (u, v) ∈ E and c(u) = c(v). If, in line 8, we get (u, c(u)) and
(v, c(v)) then the Consistency Test will reject. This happens with probability at
least
1
120 · 2n˜ ·
1
240 · 2n˜ >
1
1010 · 4n˜ .
Since the Consistency Test is chosen with probability 13 , the statement of the
lemma follows. o
A.2 Proof of Completeness and Soundness for Lemma 3.3.8
This section proves completeness and soundness for verifier V described by
Algorithm 6 on page 63 and so finishes the proof of Lemma 3.3.8.
A.2.1 Proof of Completeness
Lemma 3.3.9 (Completeness). If CG ∈ Succinct3Col then there exist quantum
states on registers N1,C1, . . . ,Nk,Ck, such that if they are input to V, defined by
Algorithm 6, then V will accept with probability at least 1− 2− k40 .
Proof. For all i ∈ {1, 2, . . . , k}, let the state of NiCi be |φ〉, where |φ〉 is defined by
Eq. (A.1) on page 83. For exactly the same reason as in the proof of Lemma 3.3.5,
the Consistency Test will succeed with probability 1. As for the Uniformity Test,
note that for all i ∈ Z , the measurement of Ni in line 17 of Algorithm 6 yields
1 with probability 1. The argument for this is also in the proof of Lemma 3.3.5.
This means that given the above input, the only place where Algorithm 6
may reject is at line 21, i.e., when |Z | < k6 . So, in the following we only need
to upper bound this probability. We do it similarly to the proof of Lemma 1 in
[CD10]. By direct calculation, the probability that xi = 0, in line 16, is
Pr[xi = 0] = 〈φ| (1⊗ |u3〉〈u3|) |φ〉 = 13
for all i. This means that the expected cardinality of Z is E[|Z |] = k3 . Since
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the xi’s are independent, we can use the Chernoff bound and get that
Pr
[








This finishes the proof of the lemma. o
A.2.2 Proof of Soundness
We are left to prove soundness for V. From now on, let’s denote the quantum














where |v〉 is a state on Ni, |j〉 is a state on Ci, ∑2n˜−1v=0
∣∣∣α(i)v ∣∣∣2 = 1 for each i, and
∑2j=0
∣∣∣β(i)v,j∣∣∣2 = 1 for each i and v. Similarly to the notation in [CD10] let
Z ′ def=
{
i : Pr[xi = 0] ≥ 112
}
.
We need a lemma from [CD10] which we will state and use with a bit
different parameters. Intuitively, the lemma says that in order to avoid rejection
in line 21, we must have a constant fraction of the registers for which the
measurement of line 16 yields 0 with at least a constant probability.
Lemma A.2.1 (Lemma 2 in [CD10]). If |Z ′| ≤ k/6 and if in line 1 of Algorithm 6
the Uniformity Test is chosen, then the test will reject in line 21 with probability Ω(1).
We want all nodes to appear with sufficiently big amplitudes in |ϕi〉, for
each i ∈ Z ′. This is formalized by the following lemma.
Lemma A.2.2. Suppose that the Uniformity Test rejects with probability at most
200−1 · 4−n˜. Then ∀i ∈ Z ′ and ∀v ∈ {0, 1, . . . , 2n˜ − 1} it holds that
∣∣∣α(i)v ∣∣∣2 > 124 · 2n˜ .
Proof. Let’s pick an i ∈ Z ′ and consider the state |ϕi〉 on register NiCi. Suppose
that we measured 0 on Ci with the measurement of Definition 3.3.1 and denote









Since i ∈ Z ′, this outcome happens with probability ≥ 112 . Assume towards
contradiction that ∃v such that
∣∣∣γ(i)v ∣∣∣2 < 12·2n˜ . Using Lemma A.1.4, we get
that when we measure |ξi〉 with the measurement of Definition 3.3.1, we get
outcome 1 with probability at least 116·4n˜ . But this means that the Uniformity
Test rejects with probability at least 112·16·4n˜ >
1
200·4n˜ . This contradicts to the
statement of the lemma, so it must be that
∣∣∣γ(i)v ∣∣∣2 ≥ 12·2n˜ for all v. Lemma A.1.5
implies that, for all v, ∣∣∣α(i)v ∣∣∣2 ≥ 112 · 2 · 2n˜ . o
We are now ready to prove soundness for V.
Lemma 3.3.10 (Soundness). If CG /∈ Succinct3Col then V of Algorithm 6 will
reject with probability at least 12000−1 · 4−n˜.
Proof. Suppose that the Uniformity Test rejects with probability at most 1200·4n˜ ,
as otherwise we are done. From Lemma A.2.1, |Z ′| > k6 . Since k6 = Ω(n), we
can always take k ≥ 12 so we have |Z ′| > 2. Let’s pick two elements q, r ∈ Z ′.












for all v ∈ {0, 1, . . . , 2n˜ − 1}. If the maximum is not well defined then we
just choose an arbitrary j for which
∣∣∣β(.)v,j∣∣∣ is maximal. From Lemma A.2.2, the
probability that we get (v, c1(v)) when we measure
∣∣ϕq〉 in the standard basis
is at least
∣∣∣α(q)v ∣∣∣2 · 13 > 172·2n˜ , for all v, and the same lower bound is true for
getting (v, c2(v)) when measuring |ϕr〉. There are two cases.
• Suppose that the two colorings are different, i.e., ∃v such that c1(v) 6=
c2(v). In this case, in line 4, we get (v, c1(v)) when measuring NqCq and





It means that with at least the above probability the Consistency Test will
reject in line 8.
• Suppose that the two colorings are the same, i.e., ∀v : c1(v) = c2(v).
Since G is not 3-colorable, ∃v1, v2 ∈
{
0, 1, . . . , 2n˜ − 1} such that (v1, v2)
is an edge in G and c1 (v1) = c1 (v2), or equivalently CG (v1, v2) = 11.
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Similarly as above, with probability at least 16000·4n˜ , we get (v1, c1(v1))
when measuring NqCq and (v2, c1(v2)) when measuring NrCr in line 4 of
the algorithm. In this case the Consistency Test will reject with at least
the above probability in line 10.
Since in both cases the Consistency Test rejects with probability at least 16000·4n˜
and the test is chosen with probability 12 , the lemma follows. o
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