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R~sum~: Darts [3], A.Grothendieck montre qu'un sous-sch@ma Y d'un sch@ma irr~ductible, local et com- 
plet, de dimension e t  d@fini par p @quations e t connexe n dimension - p. Ceci signifie que Y ne peut 
pas @tre rendu non connexe n lui 6tant un sous-sch@ma dedimension < n - p. Le but de cet article est 
essentiellement de donner une version analytique locale de ce th~or~me etune d@monstration directe pax des 
m@thodes de g~om@trie analytique. 
Abstract: In [3] A. Grothendieck shows that a subscheme Y of a local and complete n-dimensional 
irreductible scheme, defined byp equations i connected in dimension  - p. This means that Y cannot be 
disconnected by removing a subspace of dimension < n - p. The aim of this paper is essentially to give a 
local analytic version of this theorem and a direct proof using only analytic geometry methods. 
Le point de d@part de ce travail est le th@or~me de connexit@ de Grothendieck @nonc@ dans [3], 
th@or~me 2.1., page 177, dans le cadre d'une alg~bre locale complete A. Cet @nonc@ @tablit 
un lien entre l 'ordre de connexit@ de X = spec(A), d@fini comme la dimension minimale 
d'un ferm@ pouvant d@connecter X,  et l ' invariant analogue pour un sous sch@ma Y C X en 
fonction du nombre d'@quations d@finissant Y. 
Chacun des deux auteurs a utilis@ de faqon cruciale ce th@or~me dans une situation de 
g@om@trie analytique locale. Le premier auteur, dans [1] s'est servi de ce r@sultat darts l'@tude 
de la g@om@trie des espaces conormaux d'une application analytique. Le second auteur dans 
sa th~se [2], l 'a utilis@ pour analyser les strates des sch@mas de Hilbert ponctuels, ce qui l 'a 
amen@ £ d@duire explicitement une version analytique locale de l'@nonc@ formel du th@or~me 
de Grothendieck. 
Cet @tat de fait nous conduit £ concr@tiser l'id@e de traduire la d@monstration du th@or~me 
de Grothendieck, pour en donner une version autonome, directement @crite dans le langage 
de la g@om@trie analytique. 
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Notre objectif est donc de donner une d~monstration des ~nonc~s suivants et plus parti- 
euli~rement du th~or~me 3 de Grothendieek, et de la forme fiquivalente du th~or~me 4 : 
Th~or~me 1 ( du type Lefschetz) Soit ( X,  O) un germe de sous-espace analytique irrdductible 
de (C N, O) de dimension >_ 3. Alors : 
a) Pour presque toute forme lindaire h sur C N, le germe Y = X N h-l(0) est irrdductible. 
~) Pour toute fonction f darts l'iddal maximal de 0 = Ox,o, si Y = f- l (O),  le germe Y \ {0} 
est connexe. 
Th~or~me 2 (R. Hartshorne) Soit ( X,  O) un germe d %pace analytique d'alg~bre locale (9 = 
Ox,o et (]I, O) le gerrne de sous-espaee ddfini par un iddal I de 0 .  Si la I-profondeur de (9 
est au moins 2, le germe X \ Y est connexe. 
Th~or~me 3 Soit (X, O) un germe d'espace analytique vdrifiant les deux conditions :
(an) Toute composante irrdductible de X est de dimension >_ n. 
(bn) Le germe X est connexe en dimension  - 1. 
Alors pour tout f = ( fb . . .  ,fp) dans l'iddal maximal de 0 = Ox,o, le germe Y = f - l (O) 
Th~or~me 4
n. Alors pour 
vdrifie (an-v) 
Soit (X, O) un germe d'espace analytique irrdductible de dimension au moins 
tout f = ( f l , . . . ,  fp), dans l'iddal maximal de 0 = Ox,o, le germe Y = f- l (O) 
et (bn-v). 
Rappelons la d~finition centrale mise en jeu dans les th~or~mes 3 et 4 : 
On dit qu'un germe (X, 0) est connexe en dimension k si pour tout germe de sous-espace 
(Z, 0) de dimension strictement inf~rieure £ k, le germe (X \ Z) est connexe. 
Pour la d~monstration du th~or~me 4 on se ram~ne au cas off (Y, 0) est d~fini par (n - 2) 
~quations. I1 s'agit d'~tablir alors la condition (b2) pour le germe (Y, 0), c'est £ dire le fait 
que Y \ {0} est connexe, ce qui se fait par r~currence sur n. Nous avons alors ~t~ amends 
utiliser le th~or~me de connexit~ locale du type de Lefschetz (th~or~me 1). 
Le point de d@art incontournable d  la r~currence est en effet un cas particulier du point ~) 
du th~or~me 1. I1 s'agit de l'~nonc~ suivant que nous n'avons pas trouv~ dans la litt~rature 
dans cette version analytique locale : 
Si X est un germe d'espace irrdductibIe de dimension 3, f une fonetion analytique sur X ,e t  
y = f- I (o) ,  aloes le ge~me V \ {0} est ~onnexe. 
La d~monstration du point ~) du th~or~me 1 occupe la section 3 de cet article et s'appuie 
sur une description du groupe fondamental du compl~mentaire local d'une hypersurface et
sur le lien entre l'irr~ductibilit~ d un germe et la connexit~ de certains rev~tements ramifies. 
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I1 convient de noter que le point a) du th~or~me 1 est un cas tr~s particulier d'un th6or~me 
de Zariski du type Lefschetz montr~ par H.Hamm et L~ Dfing Tr£ng (cf.[5] th~or~me 0.2.1. 
page 318.) 
Voici pour conclure un r6sum~ du contenu de ce travail : 
Dans la section 1 on commence par d4tailler la notion de connexit6 d'un germe, pour 
la topologie usuelle. La d4finition topologique, pour avoir un sens au niveau des germes, 
n4cessite n effet l'usage du "th4or~me du c6ne" lui-m~me cons4quence d  l'existence de strat- 
ifications de Whitney et du th4or~me d'isotopie de Thom-Mather. Par ailleurs, l'4quivalence 
avec la connexit~ au sens de Zariski passe part la description locale des germes d'espaces 
analytiques connue sous le nom de th4or~me de param4trisation. Le lien avec la connexit6 
au sens de Zariski nous permet enfin de earact6riser la connexit4 en dimension k par les 
intersections deux ~ deux des composantes irr4ductibles. 
Dans la section 2, est d4montr4 le th4or~me de connexit4 de Hartshorne (th4or~me 2), dont la 
version alg4brique se trouve dans [3], expos~ III, th4or~me 3.6. Remarquons que l'hypothgse 
de profondeur de ce th4or~me tient compte des composantes immerg6es 4ventuelles, alors que 
dans les trois autres 4nonc4s les hypotheses et les conclusions ne concernent que les espaces 
r4duits sous-jacents. 
La section 3 contient la d4monstration du th4or~me de type Lefschetz. Le troisi~me para- 
graphe aboutit g la d4monstration du point/3, point de d@art de la r6currence mentionn4e 
plus haut. On se ram~ne ~ la question d'4tablir la connexit4 en dimension un d'une section 
hyperplane d'un germe irr6ductible. L'id~e eruciale est alors celle d'un passage ~ la limite 
partir de sections hyperplanes voisines, o5 le r4sultat (a) du th4or~mc 1 pr~c6demment 
d4montr~ est valable. On utilise h cet endroit le th4or~me du c6ne pour ta section partieuli~re 
et le caract~re ouvert de la non connexitd pour les familles de compacts. 
Enfin, la section 4, contient la d4monstration du th4or~me de Grothendieck. On 4tablit 
d'abord l'4quivalence entre les ~nonc4s 3 et 4, puis la r4eurrence qui permet d'4tablir le 
th~or~me 4 ~ partir du point/3 du th4or~me de connexit4 locale du type Lefsehetz. 
1 Sur la connexit~ d'un germe 
1.1 Le  type  d 'homotop ie  d 'un  germe 
Soit (X, 0) un germe d'espace analytique, qu'on pourra supposer plong4 darts C N, et (Y, 0) un 
germe de sous-espace. Nous allons dans ce paragraphe consid4rer des propri4t4s topologiques 
qui ne d@endent que des germes de sous-espaees r6duits sous-jacents. Ainsi l'expression 
"eomposante irr6ductible" se r4fgre 5. une eomposante isol4e. On peut d'abord eonsid6rer 
les espaees topologiques X = Spec(Ox,o) et Y = Spee(Ov, o) C X. La eonnexit4 au sens de 
Zariski de X \ Y est la connexit~ de l'espace topologique X \ 3;. On voit ais6ment que cette 
notion a la traduetion suivante n termes de germes de sous-espaces deX : 
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(c) 
Si Xl et X2 sont deux germes de sous-espaces (rdduits) de X 
tels que X1 U )(2 -- X et X1 M X2 = Y 
alors X~ = X ou )(2 = X 
I1 y a en effet une bijection entre les fermds V(A) de X off A est un ideal rdduit de Ox,0 et 
les germes de sous-espaces de(X, 0). 
Remarquons aussi que dans la condition (C), on peut conclure tout aussi bien par : X1 ~ Y 
ou X2 # Y. 
Commme nous travaillons ur C, la connexit~ de X \ Y va aussi s'exprimer au moyen de 
la topologie usuelle, sur des reprdsentants convenables des germes. Pour cela, donnons nous 
des reprdsentants 0 E Y C X C C ~ d~finis dans un voisinage ouvert U de 0 E C N off les 
gdndrateurs des id~aux de X et Y convergent. 
o 
Nous notons B~ la boule euclidienne f rmde de centre 0 et de rayon e de C N = R 2N, Be la 
boule ouverte, St = OBe la sphere. Pour Z C S~, nous notons C[Z] le c6ne de sommet 0 et 
de base Z. Nous pouvons dnoncer : 
Thdor~me 5 (Thdor~me du cSne) : Pour tout e > 0 assez petit, les paires ( X MBt, Y MBt) et 
( C[XMSt], C[Y MS~]) sont homdomorphes, par un homdomorphisme h : X MB~ ~ C[X MSe] 
qui prdserve la distance it l'origine. 
Ainsi h(x) = Ilxllz avec z E X M St, et en particulier h(0) = 0. 
Les grandes lignes de la ddmonstration sont les suivantes : on contruit une stratification de 
(X, Y, 0) satisfaisant aux conditions de Whitney, on montre que pour tout e > 0 assez petit, 
la sphere Se est transverse aux strates et on applique le thdor~me de Thom-Mather. 
De cette ddmonstration, il rdsulte n particulier que pour 0 < cl < ~2 assez petits, l'inclusion : 
(XnBt~, Y n B~2,0) ~ (xnB~,  Y n B~.0) 
est une dquivalence d'homotopie obtenue par une rdtraction par ddformation. Nous en ddduisons 
un systbme fondamental ddnombrable d voisinages de 0 dans X, not~ )2 = (Vk)keN, tel qu'on 
ait la condition : 
Pour tout 1 > k on a Vz C Vk et l'inclusion induite :
(*) (X \ Y) M Vl -~ (X \ Y) M Vk est une dquivalence d'homotopie. 
Le rdsultat suivant permet alors de parler du type d'homotopie de X \ Y : 
Proposit ion 1 Soient 1; = (V~)keN et V? = (Wk)keN deux syst~mes fondamentaux de voisi- 
nages de 0 dans X satisfaisant i la propridtd (,), alors les espaces (X \  Y) MVL et (X \  Y)MWk 
ont le m~me type d'homotopie. 
Pour 1 fixd on trouve successivement des indices k, puis l' > let  k' > k tels que : 
Vk, c W~, c Vk c Wt 
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et il suflit de montrer, par exemple, que l'inclnsion 
(X \ Y) N Wz, ~ (x \ Y) n v~ 
est une dquivalence d'homotopie. Ceci rdsulte des conditions (,) et de la remarque suivante : 
Remarque : Soient Xk , pour k = 1 . . . . .  4 des espaces topologiques avec des inclusions, 
ik : Xk ¢--* Xk+l , k = 1,.. . ,  3 telles que i2 oil et i3 o i2 soient des dquivalences d'homotopie. 
Alors i2 est aussi une dquivaience d'homotopie (ainsi clue il et i3 bien stir). 
En effet si ~ et fl sont des inverses d'homotopie pour i2 oi l  et i3 o i2 respectivement, on
vdrifie facilement que il o c~ est un inverse d'homotopie pour i2. 
En particulier retenons que la connexit~ de X\Y  pour la topologie usuelle signifie la connexitd 
de (X \ Y) O Be pour tout reprdsentant plongd et e > 0 assez petit. I1 reste h se convaincre 
de l'dquivalence entre la connexitd topologique t la connexitd pour la topologie de Zariski. 
D'abord, il est clair que si X \ Y n'est pas connexe pour la topologie de Zariski il ne l'est 
pas non plus pour la topologie usuelle : on choisit une ddcomposition X = X1 U X2 telle que 
Y = X1 n )(2, et qui soit non triviale (X1 ~ Y ~ )(2). I1 est clair alors que pour tout c > 0 
les germes (X~ \ Y) n Be i = 1, 2 sont non vides et que par consdquent : 
(X \ Y) N Be = [(X1 \ Y) n BE] U [(X 2 \ Y) n BE] 
n'est pas connexe. 
Le rdciproque repose sur le rdsultat suivant, de connexitd es ouverts de Zariski darts un 
espace irr4ductible : 
Thdor~me 6 Soit (X, 0) C (C N, O) un germe d'espace analytique irrdductible, et Y C X 
o 
un sous-espace strict. Alors pour tout e > 0 assez petit, (X \ Y)N BE est un ouvert connexe 
dense (pour la topologie nsueUe) de XA BE. 
Montrons comment on ddduit de ce thdor~me l  fait que la connexitd au sens de Zariski 
implique la connexitd topologique : Soient X1, .. . ,  X~ les composantes irrdductibles de X non 
contenues dans Y. On a donc, pour des reprdsentants a sez petit des germes, la ddcomposition 
non redondante : 
X \Y  = (Xl \Y )  U.. .  U (X~ \ r )  
D'apr~s l'hypoth~se, il n'existe pas de partition non triviale des Xj \ Yen  deux familles 
d'intersection disjointe. Ceci peut se traduire, quitte ~ rdoordonner les Xj, par la suite de 
relations: (Xj+I \ Y) O [(X1 \ Y) U.. .  U (Xj \ Y)] # 0. 
o o 
Or par le th4or~me ci-deasus, (Xj \ Y)N B~ est un ouvert connexe dense de XjO Be. On en 
r 
ddduit que (X \ Y)O/~E= U(x j  \ Y)o/~e est un ouvert dense connexe de ZO/~e. 
j=l 
156 J. Brian~on and M. Granger 
Donnons maintenant une idle de la dfimonstration du th~or~me 6. Soit (X, O) C (C. N, 0) un 
germe d'espace irr~ductible de dimension . Par le th6or~me de pr@aration de Weierstrass, 
on peut trouver ("th~or~me de param~trisation") un syst~me fondamental de repr6sentants 
avec  
- ~i 
- ~i 
Y C D c X c C N 
D' C X '  C 
/ / 
D" c X" c C ~ 
End-1 
: X -+ X' ,  7r2 : X'  --* X", 7r = 7rl o 7r2 des morphismes finis, propres, 
: X \ D ---* X '  \ D' un isomorphisme analytique, 
- 7r2 : X '  \ D' ~ X"  \ D" un rev~tement analytique fini (et isomorphisme local) 
et X'  une hypersurfaee de C ~+1, X" un polydisque ouvert de C ~, D" une hypersurface de 
X I! . 
On trouvera le d~taii de cette construction, sans la presence de Y, par exemple dans le livre 
de Gunning [4] (thfiorbme 5 pp.26-27). I1 suffit de pr~eiser qu'on choisit l'hypersurfaee D" 
contenant l'image par lr de Y. Ceei nous ram~ne ~ d~montrer laeonnexit~ pour l'hypersurfaee 
irrgduetible X', d6finie par un polynSme de Weierstrass irr~ductible. Si X' \ D' n'~tait pas 
eonnexe, il suffirait de choisir une composante connexe du rev~tement, et de prendre les 
fonctions ym~triques des coordonn~es x~+l des fibres de la restriction £ eette eomposante 
de 7r2 pour construire un polyn6me de Weierstrass divisant strictement le precedent. 
Le thgor~me est alors imm~diat car la densit~ se voit de faqon locale sur Y avec la construction 
prfic~dente. 
1.2 Connex i t6  e t  a lg~bre  loca le .  
Soient 0 E Y C X des germes d'espaces analytiques. Nous notons O = Ox,o l'alg~bre locale 
de X, et I l'id~al de d~finition de Y dans O. On a Or,0 = o et on ne suppose pas, a priori, 
les espaces X et Y r~duits. 
Rappelons que l'alg~bre des fonetions m~romorphes sur X ~ p61es le long de Y est : 
o[.Y] = zi.~ Ho~o(I% O) 
k 
la limite inductive ~tant prise selon les morphismes naturels obtenus en transposant tes 
injections ik+l,k : I k+l ~ I k, et la structure d'alggbre s'obtenant par factorisation des 
applications naturelles, via les applications O-lin~aires I k ® I l ~ I k+l. 
Soit ( f l , . . . ,  fp) un syt~me de gSn~rateurs de I, et I (k) Fid~al engendr~ par les fk. On omet 
dans la notation de signaler que ](k) d@end du choix des g~n~rateurs et on obtient deux 
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syst~mes inductifs cofinaux grgce aux inclusions I (k) C I k C I (N(})) o{1 N(x) d4signe l'entier 
imm~diatement sup4rieur £ x. On a donc de nouveau C9[.Y] = l imHomo(I(k), (9) et la 
k 
structure d'algbbre de C9[.Y] peut se comprendre facilement en plongeant CO[.Y] darts 
p 1 
de la mani6re suivante : 
En appliquant le foncteur Homo (*, O) ~ la suite exacte 0 - -+ T¢ , 0 p --~ I (k) ---+ O, off 
est le module des relations entre les fi k on identifie Homo(I  (k), O) au noyau de la transpos6e 
de la matrice des relations entre (f~ . . . . .  f~). De fa~on explicite les u E Homo(I  (k), O) 
correspondent aux p-uplets (ul , . . . ,  Up) C 0 p soumis £ la condition suivante : 
P P 
si E rjf~ = O alors E rjuj = O. 
j=l j=1 
Le plongement annonc6 de O[*Y] dans 4 co siste   socier l' l ment @,..., de A. 
La compatibilit~ avec les injections ik+l,k est ~vidente t identifie O[*Y] ~ une sous-alg~bre 
unitaire de A. 
On remarque par ailleurs que la nullit6 de O[*Y] 6quivaut au fail que Ies t  nilpotent :
v / - /= v:0. En effet, si I es t  nilpotent, I k = 0 pour k assez grand et, inversement, si I est 
non nilpotent, l'6l~ment dOfini par l'identit6 de O est non nul. 
P ropos i t ion  2 Le germe X \ Y est conneze si et seulement si O[*Y] n'est pas le produit de 
deux alg~bres unitaires non nulles. 
Supposons d'abord que X \ Y n'est pas connexe, ce qui signifie qu'il existe deux germes 
X1, X2 distincts de X tels que X = X1 O X2 et Y = X1 :q X2, et se traduit au niveau des 
id~aux de dSfinition respectifs I1,/2 de X1, )(2 dans O par les conditions 
vV nI =  et VqT+I :vT. 
Consid6rons alors la suite exacte 
0 --~/i(k) :~/2(k) --~/i( k> (~/2(k) --~ I~ k) + I~ k) = (/1 -~-/2) (k) - - - -~ O, 
ll existe k tel que (I1 A/2) k = 0 et le lemme d'Artin-Rees permet de trouver /co tel que 
I~ k+k°) ~ I~ k+k°) C (Is n /2 )  k = 0. En appliquant Homo(.,  O) et en passant ~t la limite on 
obtient donc un isomorphisme : 
o[.y] o[.xj • 
R6ciproquement, supposons que O[*Y] est 6gal au produit de deux alg~bres unitaires non 
nulles. I1 existe deux 51~ments non nuls a l  et a2 tels que 
al  + a2 = 1 et Gf I .oz 2 = O. 
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Si, pour i = 1, 2, ai  est reprdsentd par ui E Homo( I  (k), 0) ,  on note ul,j = ui ( f  k) puis/~ 
l'iddal de O engendrd par les dldments 
(uidf~), j = 1 . . .  ,p. 
La condition el .a2 = 0 fournit, pour tout l assez grand, 
Ul,jU2,jfJ = 0, j = 1, . . .  ,p 
Grhce aux relations (u i j f : )  = (u~,j,f k) on en ddduit que, pour tout ( j , j ' )  et tout m assez 
grand, 
UldU2d, fkmf~, m = O, 
ce qui entraine I~mI~ "~ = O, done ~ = v~. 
Par ailleurs la condition a l  + a2 --- 1 fournit un entier I tel que 
(u,,j 4- u2,j - f~)f~ = 0 
d'ofi, f~+l E 11 +/2 ,  et finalement V~l + I2 = v/7, en tenant compte aussi de l'inclusion 
Ii + I2 c I. 
Pour conclure il reste & remarquer que v~l  ~ v/-~, car pour tout m, a~ = ~1 est non nul; 
done, il existe j tel que (u~fJ)  ~ O. De m~me ~ ¢ v~, et done X \ Y n'est pas connexe. 
1.3 Connex i td  en d imens ion  q. 
Soit (X,0) un germe d'espace analytique, et {X1,. . .  ,X  r} ses composantes irrdductibles 
isoldes. 
Ddf in i t ion  1 On dit que (X, 0) est connexe en dimension q si, pour tout germe de sous- 
espace analytique (Z, 0) de dimension strictement infdrieure h q, le de,me X \ Z est connexe. 
En vue d'util isation ultdrieure il sera commode d'exprimer cette propridtd en termes d'i~ater- 
sections des composantes {X1, . . . ,  Xr}. 
P ropos i t ion  3 Les propridtds suivantes ont dquivalentes : 
(i) Le germe X est connexe en dimension q. 
(ii) Pour toute partition de l'ensemble des indices {1, . . . , r}  en deux sous-ensembles non 
vides K et L = {1 , . . . , r}  \ K, on a : 
dim [(U x,)n (U x~)] > q 
iEK iEL 
(iii) Pour tout couple de composantes irrdductibles Xi, X j  il existe un chaine de composantes 
indexde par une suite io = i, i l , . . . ,  im = j ,  teUe que quel que soit k < m on a : 
dim [Xik n Xi~+,] > q. 
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I1 est clair que la connexit~ en dimension q est ~quivalente £ la propri~t~ suivante : 
si X = X' U X" est la r~union de deux sous-espaces stricts X'  et X" alors dimX'  n X"  > q. 
L'implication (i) =~ (ii) en d~coule anssit6t. Pour la r~ciproque (ii) ~ (i), il suffit de prendre 
K = {i, Xi C X'} de compl~mentaire L, en remarquant que toute composante est contenue 
dans Pun des deux germes X' ou X" et que Fhypoth~se X' ~ X, X" ~ X se traduit par 
K~O,L~O.  
Remarquons par ailleurs que l'in~galit~ qui intervient dans (ii) signifie qu'il existe i E K et 
j E L tels que dim [X~ N Xj] > q. Pour constater l'dquivalence entre (ii) et (iii), il suffit 
alors de voir qu'il s'agit de deux fa~ons d'exprimer la connexit~ du graphe de la relation 
sym~trique dim [Xi N Xj] > q entre les composantes X~. 
2 Le th~or~me de connexitd de R. Hartshorne 
2.1 Cohomolog ie  loca le  a lg~br ique  
Soient 0 C Y C X des germes d'espaces analytiques, (9 = (gx,o, l'alg~bre locale de X, I 
l'id~al de (9 d~finissant Y, et (gy, o = o. 
On d~finit 
{ H~y]((9) = lira Homo(~,  (9) 
k 
(9([.Y]) = lim Hamo( I  k, (9). 
k 
Les limites inductives ont prises suivant les morphismes naturels provenant respectivement 
de sk+1,k : ~ - -~ ~ et de l'inclusion ik+l,k et la suite exacte tongue de cohomologie locale 
habituelle provient du diagramme 
0 ----* I k+l ~ (9 ~ o ik+l ~ 0 
lik+l,k l id tsa+l,k 
0 - -~ I k - -~ (9 _ i .  iv ~ O. 
Le premier (9-module H~y]((9) est celui des sections de (9 h support alg4brique dans Y, et 
le second (9([*Y]), celui des sections m~romorphes h p61es les long de Y. Ce ne sont pas en 
g~n~ral des/)-modules lorsque X n'est pas lisse. 
Les modules de cohomologie locale de (9 ~ support Y d'ordre sup~rieur sont : 
H{rl ((9) = R{r[rl ((9) = lim Ezt~o(-~, (9). 
k 
Nous utiliserons eulement le d&but de la suite exacte longue 
0 ---* H~]((9) ~ (9 , (9([*Y]) - -~ H[~]((9) ~ 0. 
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Remarque : Bien qu:il ne soit pas utilis~ dans les ~nonc~s qui suivent, nous rappelons un 
%sultat, tr~s classique : Si ( f l , . . - ,  fp) est un syst~me de g~n~rateurs de I qui forment une 
suite %guli~re de l'id6al maximal de O, le seul H~yI(O ) non nul est le p~'~e t on a un 
isomorphisme 
H~yI(O)~- ~P OI 1 1 
z.~/=l L ~ ]  
On remarque que les modules H~y] ((9) et (9([*Y]) ne d~pendent que de la racine de l'id~al I
dans (9 et que H~y I ((9) s'identifie £ la limite inductive du transporteur de I k dans 0 : 
H~y}((9) = lim{9 E (9/gI k = 0} = U(o :  ik). 
k k 
En particulier, d~s qu'il existe dans I un ~l~ment (9-r~gulier, H~y](O) = 0. L'~nonc~ qui suit 
consiste ~ examiner une condition d'annulation du module de cohomologie locale suivant 
H yI. 
On appelle I-profondeur de (9, et on note pro fi((9) le nombre maximum d'~l~ments de I 
formant une suite %guli~re de (9. 
Lemme 1 L'indgalitd profI(O) > 2 implique :
g~y]((9) = H~y]((9) = 0 
En effet, supposons l'existence de deux ~i~ments 9 et h de [ formant une suite %guli~re de 
(9. Comrae il l'a ~t~ remarqu5 plus haut, l'existence de g entraine d~jk H~y] ((9) = 0. On 
consid~re la suite exacte courte 
(9 
o- - ,  (9 - -÷ ~0 
qui donne naissance £ la suite exacte longue 
0 --~ Homo(-~, O) -~  Homo(-~, O) ---* Homo(-~, ~g)) 
---* Ext~(~, O) --% ExPo( ~, 0). 
Or, Homo(~, ~y)) s'identifie naturellement ~ Hom~ o v (I +-~~(g), ~) ,  et on sait, par i'hypoth~se 
de profondeur au moins deux, qu'il existe un ~l~ment de ~ la classe h de h, non diviseur (g) ' 
deOdans  o Onadonc  
H o o )  
(io. (g)' (g) O, 
tout k, pour  la raison d~j~ invoqu~e plus haut pour  I au  lieu de I~g).,~_ pour  
On en d~duit que a est injeetive. D'autre part a est aussi nilpotente. En  effet puisque g E I, 
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on a gk E I k, et done la multiplication par 9, induit une application mg nilpotente sur 
gomo(~,  O) :  si u e Homo( ~,  O), m~(u) = gk.u = O. Comme a = T(mg) pour le foncteur 
T 1 o 1 o Exto(~,  O) O, done finalement : HIll(O) = 0. = Exto(~,  o), on en d6duit que a = 0 et = 
2 .2  D6monst ra t ion  du  th6or6me de  R .  Har tshorne  
Rappelons l'6nonc6 :
Th6or6me : Soit (X, 0) un germe d'espace analytique d'alg6bre locale O = Ox,0., (Y, 0) le 
germe de sous-espace d6fini par un id6al I C O. Si la I-profondeur de O est au moins 2, le 
germe X \ Y est eonnexe. 
D'apr6s le lemme 1, le d6but de la suite exacte longue de cohomologie locale fournit l'iso- 
morphisme nature] 
O - :~ O[,Y]. 
Or O, alg6bre locale ne peut pas 6tre isomorphe au produit de deux alg6bres non nulles. On 
conclut par la proposition 2. 
Exemple : Le sous-espace Y = P1 t_J P2 de C n constitu6 par la r6union de deux plans qui ne se 
coupent qu'en 0 ne peut pas @tre une intersection complete m6me ensemblistement. En effet, 
si Yadmettait des 6quations fl . . . . .  f ,-2 = 0, on pourrait compl6ter les f /en  une suite 
r6guli6re ( f l , - . . ,  f ,) ,  et l'origine serait d6finie dans Y par la suite r6gtfli~re constitu6e par 
les classes de fn et f .-1. Le th6or6me de Hartshorne permettrait alors d'affirmer la connexit6 
de Y \ {0}, ce qui contredit la d6finition de Y. 
3 Un th6or~me du type de Lefschetz 
3.1 Le  groupe fondamenta l  du  compl6menta i re  d 'une  hypersur -  
face  
Nous suivons ici la pr4sentation par E.J.N. Looijenga ([6], page 111) du cas particulier du 
th6or6me de Zariski du type de Lefschetz qui nous int4resse. Nous serons amen6s, sans le 
pr6ciser £ chaque fois, £ utiliser le th6or@me de pr6paration de Weierstrass pour choisir des 
repr6sentants convenables des germes. 
Soit Dun germe d'hypersurface £ l'origine de C n-1 x C ne contenant pas l'axe {0} x C. Pour 
o 
tout r] > 0 assez petit, tout 0 > 0 assez petit par rapport £ r/, le repr6sentant D CBo ×B~ 
o 
ne rencontre pas la fronti6re B0 × S~ et la premi6re projection induit une application 
o 
p : D ----*Be 
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propre et finie (un rev~tement ramifi~). 
Si A CBe d~signe le lieu discriminant de cette projection (ou une hypersurface contenant ce 
lieu discriminant), alors 
p : D \p - l (A )  ~b0 \A 
est un rev~tement £ # feuillets (eft Figure 1). 
o o o 
E=BoxB,~P Bo 
...................... l ...... i 
Figure 1. 
o o o 
Nous notons E =Bo xB~, et pour z CBo, E~ = {z} x B~ la fibre de p : E ---~Bo, Dz la 
o 
fibre de p : D ---*Bo, i~ : Ez \ D~ ~ E \ D, l'inclusion. 
o 
Lemme 2 Pout tout Zo EBe \A ,  tout u C ST, l'inclusion iz o : E~ o \ D~ o ---* E \ D induit 
une surjection sur les groupes fondamentaux 
izo,, : zrl (E~ o \ D~o, (zo, u)) - -~ zrl (E \ D (zo, u)). 
La fibre Ezo \ Dzo de PIE\D est le disque B, priv~ de # points int~rieurs, et son groupe fon- 
damental est le groupe libre engendr~ par les classes d'homotopie des/s lacets dessin~s (cf. 
Figure 2). 
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f 
(~,~ 
( Ezo \ Dzo 
Figure 2. 
o 
"' l'inclusion de Ez0 \ D~o duns E' \ D et i l'inclusion Notons encore E' = (Bo \A) × B,, %
de E' \ D dans E \ D. L'application p induit une fibration localement triviale de E' \ D sur 
o 
(Bo \A) toujours notde p, qui poss~de la section a donnde par a(z) = (z, u). La suite exacte 
d'homotopie de la fibration (cf [8], page 377 ou [9]) fournit la suite courte exacte et scindde 
a,  o 
0 >7~l(Ezo\D~o,(Zo, U) )~h(E ' \D(zo ,  u))----~*rl(Be\A, zo ) 70 
~zo,. P* 
" 5'3 On en ddduit que tout dldment [w] de ui(E' \D, (zo, u)) peut s'dcrire [w] = Zzo,.([1])a.([w2]), 
avec [w2] = p,([w]). 
D'autre part l'inclusion i : E' \ D ----* E \ D induit une surjection 
i, : ~1(E'\ D,(zo, u)) --~ T:l(E\ D,(zo, u)), 
car la diffdrence entre E \ D et E' \ D, est un sous-espace de codimension r~elle au moins 
deux, p-l(A) \ D. Duns le cas oh cet espace st lisse cette surjectivit~ se ddduit du rdsultat 
analogue sur un voisinage tubulaire du sous-espace et du thdorbme de Van Kampen. En 
gdndral on peut utiliser une stratification et ajouter les strates par dimensions ddcroissantes. 
I1 en rdsulte que tout dldment ~ de ~I(E \ D, (z0, u)) peut s'dcrire sous la forme 
a = i.(i'~o,.([w1])a.([w2]) ) = izo,.([~l])(i oa).([~2]). 
o 
Or (i o ~)~([.~]) est repr~ent~ par ie lacet i o ~ o .~ trac~ duns Be × {~} C E \ n .  
Donc (i o a).([w2]) = 1 et c~ = i~o,.([wl]) . 
3.2 Sect ions  hyperp lanes  gdndr iques  
L'objectif de ce paragraphe est de ddmontrer la premibre pattie c~) du thdor~me i . 
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On consid~re un germe (X,0) de sous-espace irr4ductible de C ~ × C m. On suppose que 
sa dimension est n _> 3. Nous raisons l'hypoth6se suivante (portant sur des repr6sentants 
sui:fisamment petits) : ({0} × C m) n X = {0}. La projection eanonique induit alors un 
morphisme fini de (X, 0) sur (C ~, 0), et nous notons (D, 0) une hypersurface de (C ~, 0) 
contenant le lieu discriminant de la projection de X sur C ~. On d6signe encore par A le  
discriminant de la projection de D sur C ~-1. 
Pour tout e > 0 assez petit, tout ~ assez petit par rapport ~ e, et tout 0 assez petit par 
o o 
rapport & ~;, on trouve des repr6sentants X CB0 ×B~× /~ et D CB0 ×B~ tels que les 
applications 
o o 
1r : X > E :Be  xB,7 et p : D-----+Be 
soient propres g fibres finies et que 
7r : X \T r - * (D) - -+E\D 
soit un rev@tement connexe (grAce g l'irr6ductibilit6 de X). 
Comme ce rev6tement est connexe, rh(E \ D, (z0, u)) op6re transitivement sur la fibre F = 
7r-l(z0, u). Choisissons z0 E/~0 \A,  u 6 S o et consid6rons la restriction du rev6tement rr h 
&0 \ m~o. 
D'apr~s le lemme 2 et le th6or~me de rel6vement des homotopies, rh(Ez0 \ D, 0, (z0, u)) op~re 
encore transitivement sur F et on en d6duit que le rev6tement induit sur Ezo \ D,0 est 
o 
connexe. Ainsi, pour zo EBo \A, rr-l(E~o \ Dzo) est connexe. 
Consid6rons maintenant un hyperplan L de C n-1 non contenu dans A au voisinage de l'o- 
rigine : l'hypoth~se n _> 3 intervient ici pour assurer l'existence d'un tel L. Nous pouvons 
o 
choisir zo darts (L \ A)n B0 et consid6rer les rev6tements induits 
x-1(Ezo\D~o ) ~-, ~-I(EL\DL) ¢-, x-I(E\D) 
m,o \ Dzo ~ EL \ DL ¢--+ S \ D 
o 
oh EL = (LA Bo) x B, 7 et D L = EL f] D. Comme le premier ev~tement est connexe ainsi 
que EL \ DL on en d~duit que rr-l(En \ DL) est aussi connexe. Soit alors H l'hyperplan 
L x C × C r~ : l'intersection H N X contient la vari~t~  bord rr-l(EL \ DL) d'int~rieur lisse 
et connexe. Ce r6sultat &ant vrai pour un syst~me fondamental de repr~sentants, le germe 
(HNX, 0) est irr6ductible. Les choix qui ont 6t6 faits montrent que le r6sultat est valable pour 
H dans un ouvert dense de l'espace des hyperplans de C ~+m. Ceci termine la d6monstration 
de la premiere partie du th~or~me 1.
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3 .3  Sect ions  hyperp lanes  par t i cu l i~res  
Soit h E Ox,  o. Pour ~tudier la section h-l(0) de X, on se ram~ne au cas oft h est la restriction 
d'une forme lin~aire sur C N en plongeant X par le graphe de h. Pour d~montrer la deuxi~me 
partie du th~or~me 1, il suffit donc d'~tablir le r~sultat suivant :
Soit (X, 0) un germe irr~ductible de dimension  _> 3 plongg dans C y = C x C g-1. Alors, le 
germe Y = X M ({0} x C g-~) priv~ de l'origine est connexe. 
Comme dans le paragraphe pr@c@dent on choisit un syst~me de coordonn~es de C N-1  = 
C n-1 xC  madapt~kXetY :  
*({0c-} x C m) M X = {0}, ce qui est licite car, puisque h = xl est non nulle sur X, l'espace 
Y est de dimension  - 1. 
Nous notons lr : X ~ C" le morphisme fini induit par la projection, D C C" son 
discriminant, et D' la r~union des eomposantes de D autres que {0} x C ~-1. 
*({0c--~ } x C)N D' = {0}, ce qui est possible apr~s ehangement lin~aire de coordonn~es sur 
(x2 . . . .  , x,), puisque D' ne contient pas {0} x C ~-j. 
Notons p~ : C" - -+ C n- l ,  la projection parall~lement au veeteur (a,0, 1) de l'espace 
C '~ = C x C n-2 x C sur C "-1 = C x C ~-2 et A~ le discriminant de la restriction de pa/t  D. 
Pour e > 0 assez petit, tout ~? > 0 petit par rapport ~ e et tout ,~ > 0 petit par rapport ~ r], 
on est dans la situation du paragraphe precedent, en rempla~ant Bo Par B i  x -2 o~ B i 
d~signe une boule i-dimensionnelle : 
E × D'n  × ×s  1 = 0, 
2. ~r : X ----4 E est une application propre finie induisant un revgtement 
~r : X \1r - ' (D) - - - - *E \D .  
On d~finit alors des pav6s E~, contenus dans E pour a assez petit par 
1) -< 
Ix - x l 
3) (X2 , . . . ,Xn_ l )  CB~ -2 
Or,  
pa(xl, .  .,Xn) -~ (Xl -- O~Xn,X2,. . . ,Xn-I ,0).  
Pour a assez petit, les points de E~ tels que Ix~l = ~1 n'appartiennent pas ~ la r~union 
(qui contient D) de D' et de {0} x C ~-1. En effet, si Ix~] = ~? et (x l , . . .  ,x~) E E~, on a 
2 " 
On peut donc appliquer les r~sultats du paragraphe precedent h E~ et ~ la projection 
o 
p~ : E~ - -~ G~ :=BI~ x -2 
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On note encore Am le discriminant de cette projection (pa)lEa: et  pour tout za 6 Ga, on 
note sa fibre Ec,,z,~ -- ((Pa)IE,~)-I(ZcO et enfin Dz. -- Ea,z. CI D. On obtient des rev@tements 
connexes : 
: T:-l(Ec~,~,\Dzo)---~Ec,,~\Dz,~ 
et r  : 7r - I (E~\E~ND) - - -~E~\E ,~f ]D .  
Consid4rons alors le pay4 plus petit E" obtenu en coupant E~ par B~ x B~v 2 > B.*,, pour 
0 < A' < A et 0 < r/' < r/fix4s (cf. Figure 3) 
X2, • • •,  Xn-1  
X l  
F igure  3. 
On peut s'assurer au d6part du fait que 
1 D'D (B~, x B~5 -2 x C,~,~,) = 0 
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off C~, n, est la couronne d~finie par ~' < Iz~l _< n de q2 et si on suppose aussi que 2 ~ < ~/', 
on est pour E~ et la projection p~ : E~ ----* Ga dans la mSme situation que pour E~. La 
eourorme I'~ = E~ \ E'~ est eompaete onnexe t contient des points z~ = (xl, x : , . . . ,  x~_~) 
dans Ga \ An avec 
(1) ~'< II(x2,..,,x.-t)ll < ~, 
ce qui implique encore la connexit~ du rev~tement 
: . - t ( r .  \ r .  n D)--~ ro \ r .  n D. 
(En effet F~ \ F~ C? D est connexe t il existe d'apr~s (1) des fibres de (P~)IE, enti~rement 
contenues dans Face qui assure la transitivit~ sur les feuilles du rev~tement.) 
Lorsque a tend vers z~ro le compact F~ tend pour la topologie de Hausdorff vers la couronne 
E0 \ /~  -- (Bx x B,) \ (/3a, ×/3,,) de {0} × C n -1  . 
Si le germe Y = X N ({0} x C N-l) ~tait d~connect~ lorsqu'on supprime l'origine, le th~or~me 
du c6ne permettrait d'affirmer que ;r -l(E0 \ E~) n'est pas connexe, et donc est la r~union 
disjointe/(1 U/(2 de deux compacts non vides. Or, en utilisant la propret~ de 7r, on voit que 
7r-lr~ tend vers 7r-l(E0 \ EL) quand a tend vers z~ro . 
Par consequent ;r-lF~ ne serait pas non plus connexe pour a assez petit, contrairement ~ ce 
qui a ~t~ dit plus haut. 
4 Le th~or~me de connex i t~ de Grothend ieck  
4.1 Equ iva lence  des  deux  ~noncds  : thdor~me 3 e t  th~or~me 4. 
Le tMor~me 3 implique le th~or~me 4. Soit (X, 0) un germe d'espace analytique irr~ductible 
de dimension au moins n. Les conditions (aN) et (b~) sont automatiquement v~rifi~es. L'im- 
plication s'en d~duit aussitSt puisque le r~sultat du tMor~me 4 ~quivaut £ la condition b~_p 
pour le sous-espace Y d~fini par p ~quations. 
Le th~or~me 4 implique le tMor~me 3. Consid~rons la ddcomposition X = X1 U ... U Xr 
du germe X en composantes irr~ductibles, toutes de dimension > n d'apr~s la condition 
(aN) pour X. On se donne f = ( fb - . . ,  fp), P fonctions appartenant h l'id~al maximal de 
0 = Ox,o. Notons Y = f- l (0) et pour k = 1,... ,r, 
Yk=XkNf - l (o )= U Yk,I 
leL(k) 
la d6composition de l'intersection Yk en composantes irr6ductibles. Toutes les composantes 
Yk,l sont de dimension > n - p, donc Y = ~Jk((Jl Yk,t) satisfait, afortiori, h la condition 
(aN-p) puisque les composantes irr6ductibles de Y sont les germes maximaux parmi les Yk,Z. 
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Supposons alors que Y ne satisfasse pas ~ la condition (bn-p). D'apr~s la proposition 3, il 
existerait deux ensembles d'indices disjoints P et Q tels que 
(k,0eP (k,0eQ 
avec dim( Z M T) < n - p - 1. 
(Le fait que la ddcomposition i dexde par tons les indices (k, l) ne soit pas minimale ne 
change rien £ l'application de la proposition). 
Le thdorbme 4 appliqud £ Yk montre que deux indices distincts (k, I) et (k, l') ne peuvent pas 
apparaitre Pun dans P l'autre dans Q. Autrement dit, {1, . . . ,  r} est la rdunion disjointe de 
deux parties/(1 et / (2  telles que 
z = U Yk = ( U n s-'(o) 
kEK~. kEK1 
T = U Y'~ = ( U Xk) M S-z(O) 
keK2 kcK2 
D'apr~s l'hypoth~se (b~) et sa tra~iuction par la proposition 3 nous savons que 
kcKI leEK2 
donc, en prenant Fintersection avec le germe Y qui est ddfini par p dquations, on obtient 
dim( Z A T) >_ n -p -  1 
en contradiction avec l'indgalit~ supppos~e au d~part. 
4 .2  Ddmonst ra t ion  du  thdorbme de  connex i td  4. 
Nous raisons la ddmonstration par %currence sur n. 
Pour n = 3, le seul ~nonc~  ddmontrer concerne le cas p = 1 et c'est la pattie 2) du 
th~or~me I, que nous avons ddj£ ~tablic. 
Supposons le thdor~me d~montrd au cran n - 1 _> 3. Soit X un germe irrdductible de 
dimension au moins ~gale ~ n, et f = (f l , .  • •, fp), P dldments de l'iddal maximal de (.9 = Ox,o. 
Supposons que le germ e Y = f - l (0 )  soit ddeonnectd par un sous-espace Z de dimension 
strictement infdrieure £ n - p - 1. En considdrant n - p - 2 fonctions (fp+l, . - . ,  f~-2) , de 
l'id~al maximal de (.9, telles que Z rh f~-~1(0) R . . .  r~ f~-12(0 ) = {0}, on se ram~ne au cas 
suivant :
p = n - 2 et Y \ {0} non connexe. 
Le germe X1 = f~-l(0) ne satisfait pas ~ la condition (b~-l) :dans le cas contraire, on pourrait 
appliquer l'hypothbse de %currence £ X1, et Y v~rifierait (b(~-1)-(~-3)) = (b2), e'est £ dire 
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serait connexe n dimension 1. Ceci contredit la non connexit5 de Y \ {0}. 
Done X1 n'est pas connexe n dimension - 2, et on peut ~crire X1 = V U W avec Vet  W 
des sous-espaces stricts de X1 et dim(V n W)  < n - 2. 
Consid6rons par ailleurs un 61~ment g de l'id6al maximal de O assez g~n6ral. Par la premibre 
partie du th6or~me 1 on peut supposer que 9-1(0) est un sous-espaee irr6duetible de di- 
mension n - 1 de X. Alors, son intersection avec X1 est la r6union de deux sous-espaces 
striets :
9-1(0) n f f l (0)  = (V n 9-1(0)) U (W n 9-1(0)) 
avec dim((Y N g-a(0)) n (W n g-l(0)) < n - 3 gr£ce £ un choix assez g~n~ral de 9 (g-l(0) 
ne contenant aucune composante de dimension - 3 de V n W) et au fait que n > 3. 
On a obtenu une situation en contradiction avec l'hypoth~se de r~currence sous la forme de 
l'~nonc~ du th~or~me 4 au eran n - 1 appliqu~e ~g-l(0) (avec p = 1) et £ la fonction f l .  
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