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Abstract
Application of electric propulsion as option for planetary and interplanetary
orbit transfers is accompanied with trajectory design implication arising from
the intrinsic characteristics of the produced low thrust. It is inevitable neces-
sary to invoke some form of numerical integration in order to either compute
or optimize the trajectory.
The topic of electric propulsion application is expanded in this thesis with
an outline of the associated trajectory design complications. The develop-
ment of a numerical tool is discussed, where this tool is developed in order to
collect the methods and techniques required for numerical trajectory analy-
sis. The development is initiated in collaboration with the European Space
Agency in order to fill a gap in availability of dedicated electric propulsion
mission analysis tools.
With the scope to demonstrate the effectiveness and possibilities of novel
and intelligent application of electric propulsion two trajectory design studies
are discussed. The feasibility to apply electric propulsion as the fundamental
technology to design small-spacecraft missions capable of the exploration of
the outer planets is demonstrated. Realistic mass and time budgets are con-
sidered with missions that provide high scientific outcomes. It will be shown
that the high ∆V budget associated with outer planet missions can be effi-
ciently fulfilled by electric propulsion, maintaining acceptable total mission
durations and spacecraft final mass.
It is moreover demonstrated that the consideration of dynamical systems
theory applied to three-body models in order to design low energy missions
can benefit from electric propulsion employment. Electric propulsion is ca-
pable to provide a precise low-thrust which can be used to connect the stable
and instable low energy manifolds in different three-body models in order to
design novel spacecraft trajectories. It will be shown that the stable and in-
stable invariant manifolds associated with periodic orbits around the libration
points of several Uranus - moon three-body systems can be connected by a
small spacecraft with electric propulsion, in order to develop a complete plan-
etary tour orbiting five moons before reaching a stable orbit around Uranus.
Sommario
L’applicazione della propulsione elettrica al disegno di trasferimenti plane-
tari e interplanetari e` associata ad implicazioni derivate dalle caratteristiche
del moto a bassa spinta. La necessita` dell’applicazione di una forma di inte-
grazione numerica e` inevitabile, sia per il computo che per l’ottimizzazione
della traiettoria.
Tale argomento e` sviluppato nella presente tesi mettendo enfasi sulle im-
plicazioni legate all’uso della propulsione elettrica per il disegno di trasfer-
imenti. Si discute lo sviluppo di un codice numerico per l’analisi e la val-
utazione di questo tipo di traiettorie. Lo sviluppo di tale codice nasce da
una collaborazione con l’Agenzia Spaziale Europea con l’intento di colmare
la mancanza di strumenti adatti per questo compito.
Si affronta, inoltre, il problema della possibilita` di applicare la propulsione
elettrica per il disegno di missioni spaziali verso i pianeti esterni del sistema
solare. Sono stati eseguiti due studi con l’intento di dimostrare l’efficacia
della propulsione elettrica e la possibilita` di disegnare questo tipo di missioni
utilizzando nuovi approcci da questa derivanti. E’ stato dimostrato che i
valori della massa iniziale e del tempo di trasferimento si mantengono real-
istici in combinazione con un potenzialmente elevato ritorno scientifico delle
missioni. Si nota, in particolare, che l’alto valore di ∆V associato con questo
tipo di trasferimenti puo essere fornito con grande efficacia dalla propulsione
elettrica. E’ stato, pertanto, discusso il disegno di una missione basata su un
lanciatore potente in combinazione con un piccolo veicolo spaziale.
Inoltre e` stato dimostrato che l’applicazione della teoria dei sistemi dinam-
ici al modello a tre corpi, in combinazione con la propulsione elettrica, puo
essere sfruttata per il disegno di trasferimenti a bassa energia. La propulsione
elettrica fornisce la spinta necessaria per la connessione di manifold stabili
e instabili derivanti dal modello in maniera tale da permettere il disegno di
trasferimenti prestabiliti. Partendo da questo tipo di approccio e` stata dis-
egnata una missione rappresentativa di esplorazione scientifica considerando
un tour delle cinque lune principali di Urano insieme al trasferimento inter-
planetario necessario.
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Introduction
Decades of research into electric thruster design and low thrust trajectory
computation has recently led to the first pioneering missions relying solely
on electric propulsion to provide the required orbital transfer energy. The
success of these NASA, ESA and JAXA missions has increased the stimulus
to consider electric propulsion as a solution for future missions. Moreover,
based on new research results combining electric propulsion with additional
novel transfer solutions, unprecedented mission outcomes are predicted not
achievable without the advantages of electric propulsion.
EP both enables and requires different approaches to spacecraft mission
design as opposed to the classical high thrust solutions, consequently creat-
ing room to consider dynamical environments and mathematical approaches
previously unsuitable. The characteristics of EP, however, introduce the re-
quirement for an even stronger iterative development process for preliminary
mission design. The design considerations and possibilities with employment
of electric propulsion are subjected to discussion and investigation in this
thesis.
Motivation and Objectives
Motivation for this thesis emanated from the growing application and consid-
eration of electric propulsion as a mission alternative, without the availability
of appropriate mission simulation tools. Moreover, the growing consideration
created the possibility to propose novel trajectory design approaches. The
overall objective is thus to outline the many design aspects of electric propul-
sion mission, with respect to the trajectory design and mission evaluation
process.
Introduction
Thesis Outline
Chapter 1 discusses the fundamentals of orbital motion, covering the descrip-
tion of motion based on the classical two-body problem. The description of
the motion of a celestial body is intrinsically associated with the appropri-
ate time and reference systems, which are also extensively developed. The
theory of all these topics is combined in the definition and computation of
planetary ephemerides which is succinctly treated, together with some typical
representations of state.
Chapter 2 expands the theoretical two-body motion to a model fully rep-
resentative of the true physical motion of a spacecraft. The relevant perturba-
tions influencing the motion of a spacecraft in both geocentric and heliocentric
environments is treated. This theory and these methods are fundamental for
the high precision determination of spacecraft motion.
Chapter 3 discussed theoretical principles of the restricted three-body
problem. The equations of motion are derived and subjected to dynamical
systems theory in order to use the integral of motion to design low-energy bal-
listic manifolds. The characteristics associated with motion in a three-body
model are presented, together with the existence of one and two-dimensional
periodic orbits.
Chapter 4 treats the numerical topics associated with the evaluation of
spacecraft motion. Some fundamental principles are briefly presented to-
gether with the typical characteristics of different integrators. This is com-
bined with the discussion of some numerical optimization techniques applied
for spacecraft trajectory design.
Chapter 5 extensively discussed the development of a numerical tool de-
veloped based on the principles presented in chapters 1 and 2. The results of
a two year development effort resulting in a versatile and flexible numerical
tool for the analysis of electric propulsion missions, are discussed.
Chapter 6 discusses the investigation into the feasibility of electric propul-
sion application on small satellites in order to design relatively fast and effi-
cient mission to the outer planets.
Chapter 7 discusses the investigation into electric propulsion application
for connection of low energy manifolds existing in three-body models. The
design of a planetary tour in the Uranian system is presented, where five
moons are subjected to visits of the spacecraft by connection of the different
stable and unstable manifolds, established by electric propulsion.
Part I
Trajectory Design Theory
Chapter 1
Fundamentals of Orbital Motion
In this chapter we will begin a detailed discussion of the fundamental princi-
ples of orbital mechanics, required to understand and describe the motion of
artificial satellites, with high precision for a predetermined period of time.
The ancestral roots of astrodynamics can be dated back to as far as the
Babylonian and Egyptian times,[1] from which evidence exists that mankind
started documenting the diurnal motion of the Sun and the motion of the
Moon and planets. This motion of the Sun, Moon and stars has questioned
and fascinated the greatest minds through centuries of time, where many
dedicated their entire lifetime to the description and documentation of the
motion of the heavenly bodies. In doing so they assisted mathematicians such
as Copernicus, Galileo, Kepler and Newton with their well known discoveries,
leading to the current mathematical formulations of orbital motion.
The fusion of technology developments with the centuries old mathemat-
ics describing the orbital mechanics of satellites led to the launch of the first
man made satellite on the 4th of October, 1957. This initiated the start of a
new era seeing great developments in space science and engineering, leading
to other milestones such as the first man in space and the landing of man on
the surface of the Moon. In support of the growing complexity and overhead
of space missions, higher demands are posed on the accurate prediction and
computation of the trajectories, in answer to which most principles in the
current chapter are developed.
1.1 Two-Body Motion
The principal question that pondered many minds for centuries was how
to mathematically describe the orbits of the many celestial bodies. It is of
fundamental importance in order to predict the position and velocity of a
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body under investigation, experiencing gravitational accelerations of one or
more other bodies. A major milestone in this understanding was achieved by
the publication of Newton’s discoveries in Philosophiae Naturalis Principia
Mathematica, although important foundations were laid out by Kepler.
Kepler’s Problem. Succinctly expressed, Kepler’s problem is to find the
state of an object in orbit after a time interval ∆t, given the state at some
reference time t0. The state unequivocally defines the object’s position and
velocity with respect to the attracting body. Kepler’s problem furthermore
implicates that the only influence acting on the orbiting body is the grav-
itational force exerted by the attracting body, represented by a spherical
potential field.
The solution to the problem is found governed by the three laws stated
by Kepler:[2]
• The orbit of each planet is an ellipse with the Sun at one focus.
• The line joining the planet to the Sun sweeps out equal areas in equal
times.
• The square of the period of a planet is proportional to the cube of its
mean distance from the Sun.
Implementation of the solution requires the definition of the object’s state
by the six classical orbital elements. Under the aforementioned considerations
only the true anomaly (ν) is time dependent. The initial position (ν0) is
related to the initial time (t0) by defining the eccentric anomaly (E0):
sinE0 =
√
1− e2 sin ν0
1 + e cos ν0
cosE0 =
e+ cos ν0
1 + e cos ν0
E0 = tan−1
sinE0
cosE0
(1.1)
The eccentric anomaly is then related to the mean anomaly by Kepler’s equa-
tion:
M0 = E0 − e sinE0 (1.2)
The mean anomaly is the angular excursion of a point on a circle with radius
equal to the semi-major axis (a) of the orbit under consideration, from some
reference direction. This point moves uniformly on the circle with a period
equal to the orbital period. The mean anomaly is related to the initial time
by:
M0 = n(t0 − T ) (1.3)
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where n is the mean motion of the orbiting object and T the time at the
ultimate perifocus passage. Given the orbital period (P ) one can find the
mean motion. Equations (1.4) give this relationship, where the period is
based on Kepler’s third law.
P = 2pi
√
a3/µ
n = 2pi/P
(1.4)
The developed laws permit the solution of the initially stated problem to
find the orbital position of an object (ν) at a specified time (t). Consider:
M = n(t− T ) (1.5)
simplified with Eq. (1.4) in order to eliminate T . Subsequently solving Ke-
pler’s equation (1.2) for M , which is a transcendental equation hence requir-
ing an iterative technique, finds the eccentric anomaly. Solutions methods for
Kepler’s equation are not further discussed as these are well documented in
literature.[1], [3], [4] Given E, Eq. (1.1) will relate the objects orbital position
to the specified time. Keplerian motion is the fundament of unperturbed or-
bital motion, thus frequently functioning as the basis of perturbation models
and orbital analyses.
Two-Body Motion. According to Newton’s law of gravitation, any two par-
ticles are attracted by their mutual gravitational forces, acting along the line
joining them, proportional to the product of their masses and inversely pro-
portional to the square of their distance.
Consider the motion of two mass particles moving in an ideal inertial
system, experiencing only their mutual gravitational attraction, where we
want to describe the motion of m2 relative to m1, schematically shown in
Fig. 1.1. The general two-body problems applies when p 6= 0, describing the
motion of the two particles by two nonlinear vector differential equations:
m1
d2p
dt2
=
Gm1m2
r3
r
m2
d2q
dt2
=
Gm2m1
r3
r
 =⇒
d2r
dt2
= −Gm1m2
r3
r (1.6)
Subtracting these two equations the relative motion of m2 with respect to
m1 is described.
Considering a restricted two-body problem, the principal mass (m1) is
assumed fixed in inertial space hence implying that m1  m2, therefore not
affected by the gravitational forces of m2. Taking m1 at the origin of the
1.1 Two-Body Motion 5
12x7cm
7x7cm
p
q
r
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e2
e3 m1
m2
Figure 1.1: Two-body System
inertial frame in Fig. 1.1, this gives: p = 0 and q = r. Correspondingly the
gravitational force exerted on m2 is expressed as:
d2r
dt2
= −Gm1
r3
r (1.7)
The restricted problem differs from the general problem only by the ab-
sence of the second mass in the gravitational constant term. This is typically
a negligible effect when investigating the motion of a satellite with respect to
a celestial body.
Integrals of the Two-Body Problem. Angular Momentum: The nonlinear
second-order vector differential equation describing the relative motion of two
particles can be subjected to vector manipulations in order to obtain a set
of perfect differentials, thus immediately integrable, where the constants of
integration1 convey the properties of the solution. Express Eq. (1.6) as:
dv
dt
= − µ
r3
r (1.8)
which, after vector multiplication with r, can be readily integrated to:
h = r× v (1.9)
1here typically called integrals of motion
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where h is the integration constant. The vector h is interpreted as the mass-
less angular momentum, moreover, under the presumed considerations con-
stant and directed perpendicular to the plane of motion.
Integrals of the Two-Body Problem. Eccentricity: Take the vector prod-
uct of Eq. (1.6) with the angular momentum vector:
dv
dt
× h = − µ
r3
r× h = − µ
r3
r× (r× v) = µ
r3
[r2v − (r · v)r] (1.10)
and substituting for:
r · v = rdr
dt
(1.11)
dv
dt
× h = d
dt
(v × h) (1.12)
equates to:
d
dt
(v × h) = µ
r2
(
rv − rdr
dt
)
= µ
d
dt
(r
r
)
(1.13)
which can be directly integrated to obtain:
µe = v × h− µ
r
r (1.14)
The constant vector e is defined as the eccentricity vector since its magnitude
is the eccentricity of the orbit.
Integrals of the Two-Body Problem: Energy Integral: The expression for
the orbit eccentricity contains an important relationship. Consider:
e2 = e · e = 1
µ2
(v × h) · (v × h)− 2
µr
r · v × h + 1 (1.15)
however,
(v × h) · (v × h) = v · h× (v × h) = h2v2 (1.16)
due to their orthogonality. Moreover,
r · v × h = r× v · h = h2 (1.17)
Substituting for Eqs. (1.16), (1.17) equates to:
1− e2 = h
2
µ
(
2
r
− v
2
µ
)
(1.18)
The parameter h2/µ is the semilatus rectum of the orbit with the dimension
of length. The second parameter on the right hand side must be a constant
of the motion, defined as:
a =
(
2
r
− v
2
µ
)
(1.19)
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which also has the dimension of length. Rewriting this as:
1
2
v2 − µ
r
= constant = − µ
2a
(1.20)
where the first term on the left is the kinetic energy and the second term the
potential energy. It is directly seen that the total energy remains constant,
expressed by the right hand side term.
This relationship permits the calculation of the velocity for any orbital
position given the semi-major axis and the distance from the attracting body.
When expressed for v the equation is also known as the energy integral or
the vis-viva integral.
1.2 Time Systems
The definition and determination of time for astrophysical applications is
an essential and far from trivial branch within astronomy. The methods
and accuracy of timekeeping have progresses significantly since 1960, both
as a necessity for and as a result of the improvements in astronomy. The
definition of the fundamental unit of time in the Syste`me International (SI),
the second, was once based on the rotation of the Earth, whereas nowadays it
is a derivative of the natural frequencies of the atoms of predefined elements.
Two quantities must be defined in order to establish an appropriate sys-
tem of time: the unit of duration and the epoch of the chosen time. Four
types of time systems are in common use in the field of physics and astron-
omy:
1. Atomic Time
2. Dynamical Time
3. Sidereal Time
4. Universal Time
The aforementioned time systems will be developed and discussed in the
current section, laying out the fundamentals for the definition of celestial
and terrestrial reference frames, as the two topics are intrinsically related.
Atomic Time. Atomic time is the most precise available time standard
currently in use. The fundamental unit of atomic time (Temps Atomique
International TAI), the SI second, is defined as the duration of 9, 292, 631, 770
periods of the radiation corresponding to the transition between two hyperfine
levels of the ground state of the Cesium-133 atom.[5] TAI is a practical time
standard, conforming as close as possible to the definition SI second, adhering
all requirements on accuracy, long-term stability and reliability for astronomy.
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Dynamical Time. Determination of time based on planetary motion, e.g.
the motion of the planets around the Sun or the Moon around the Earth, is
referred to as dynamical time. Considering dynamical time the independent
variable in the equations of motion describing an object’s orbit, it is deduced
from the mathematical expression for the motion of the body together with
observations of the motion.
The equations of motion for the solar system are typically referred to
its barycenter (TDB), therefore a set of barycentric dynamical timescales
exist, differing solely on the various forms of relativistic theory applied. Rel-
ativistic correction is required for the motion to obtain the highest possible
accuracy. Furthermore, the independent variable when considering geocen-
tric ephemeris is a terrestrial dynamical time, which is also relativistic theory
dependent, where for a given theory transformations between barycentric and
terrestrial dynamical systems exist.
Sidereal Time. Sidereal time is derived from the diurnal rotation of the
Earth with respect to the vernal equinox 2, also, the hour angle of the vernal
equinox. Equal intervals of angular rotation correspond with equal intervals
of mean sidereal time. Thus, mean sidereal time reflects the actual rotation
of the Earth, directly derivable from the observation of celestial objects.
Two versions of sidereal time exist: mean and apparent sidereal time.
The former considers the true equator and ecliptic of date (true equinox
of date), therefore accounting for the nutation of the axis of the Earth and
consequently introducing periodic inequalities. The latter considers the mean
equinox of date, only subjected to secular inequalities due to precession of
the axis.
The sidereal day is defined as the time interval between two consecutive
upper meridian transits of the equinox. Caused by precession, the mean
sidereal day of 24 hours of mean sidereal time (86400 SI seconds) is shorter
than the actual period of rotation by the Earth by approximately 0.0084
seconds, the amount of precession in right ascension in one day. Due to the
precession and the irregular motion of the Earth, sidereal time is irregular
with respect to atomic time.
Universal Time. The common basis for all civil timekeeping is universal
time (UT), conforming closely to the diurnal motion of the Sun. Universal
time is based on the definition of a fictitious Sun, exhibiting uniform motion
in right ascension along the equator, which is directly related to sidereal time
by means of a numerical formula.
UT can be directly derived from the diurnal motion of stars or distant ra-
2The ascending node of the ecliptic on the celestial equator.
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dio sources. This obtained rotational timescale is dependent on the location
of the observer and is designated as UT0. Correcting this for the shift in lon-
gitude for the observer, caused by polar motion produces the UT1 timescale,
which is rendered independent of the observer’s location, although slightly
influenced by the variable rotation of the Earth.
Julian Day. As opposed to the conventional civil Gregorian calendar, as-
tronomical calendars are based on the Julian day and Julian calendar. The
Julian calendar expresses a moment in time by a real number representing
the number of sidereal days elapsed since a reference epoch. The cumulative
nature of this calendar facilitates chronological reckoning and omits difficul-
ties in time computation with consideration of leap years. Julian dates can be
expressed both in Universal Time or dynamical time, where the appropriate
timescale is typically indicated for precision.
Julian days and centuries (1 Julian century = 36525 Julian days) are the
independent variables in most ephemeris, where celestial reference systems
are realized with respect to a fundamental epoch expressed by a Julian date.
Most recent fundamental epoch for celestial applications is J2000.0, indicating
2000 January 1.5 TDB, in Julian date JD2451545.0 TDB.
1.3 Reference Systems
In order to describe the positions of astronomical objects, such as stars, galax-
ies, planets and satellites, an appropriate reference system must be developed.
Different reference systems serve different purposes, typically distinguished
by the varying precision requirements. When discussing the association of
coordinates with celestial objects, it is important to distinguish between a
reference system and reference frame. As stated by Seidelmann;[5] a refer-
ence system is the conceptual definition of an ideal coordinate system, based
on some abstract principle(s). Where a conventional reference system is one
where detailed data is provided about the model used to define the coordi-
nates. A reference frame is the realization of such a conventional reference
system, using actual observations. The current reference system adopted for
the mapping of celestial objects is based on the FK5 star catalog, providing
information to define a reference frame.
Ideal Reference Frame. An ideal reference frame would be perfectly iner-
tial. This would avoid the inclusion of any rotational terms in the equations
of motion, however, such a system cannot be achieved, merely approached.
In classical mechanics the definition of an inertial frame means that it is
either at rest or in a state of uniform rectilinear motion with respect to abso-
lute space. The introduction of the general and special theories of relativity
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required for the modification of this concept, where for the former Einstein
defined[6] an inertial frame as a freely falling coordinate system in accordance
with the local gravitational field which is due to all material matter of the
universe.
Finite regions defined with respect to an arbitrarily chosen space of ref-
erence exist, within which material particles move freely without accelera-
tion and for whom the laws of special relativity hold with remarkable accu-
racy. These can thus be regarded as quasi-inertial frames. The Earth-Moon
barycenter falling in an elliptic orbit around the Sun in a relatively weak
gravitational field, is an example of such a local finite region. It may there-
fore be assumed and considered a quasi-inertial frame of reference, where the
permitted deviations can be corrected for.
International Celestial Reference System. The International Celestial Ref-
erence System (ICRS) is the fundamental system of reference for astronomical
applications, internationally agreed and defined by the International Astro-
nomical Union (IAU).[7] The ICRS has its origin at the solar system barycen-
ter and its axes are fixed with respect to distant solar system objects. Due to
its barycentric origin the system is said to be kinematically non-rotating. Fol-
lowing the aforementioned distinction between reference system and frame,
the realization of the ICRS as a practical system is based upon a set of pre-
defined distant benchmark objects. This realization, called the International
Celestial Reference Frame (ICRF), is a set of highly accurate positions of ex-
tragalactic radio sources measured by very long baseline interferometry. The
abbreviation ICRS is often used interchangeably with Barycentric Celestial
Reference System (BCRS).
Although the ICRS coordinate axes are not coupled to the kinematics
of the Earth, its axes do very closely approximate the axes that would be
defined by the mean Earth equator and equinox of J2000.0 (to within 0.02
arcsecond), if the latter is to be considered a barycentric system. It is noted
that due to the kinematic rest of the ICRS axes, that is, kinematically non-
rotating, neither a date nor an epoch are associated with it, where the latter
is due to the extreme distance of the reference objects so that their angular
motions as seen from the Earth are negligible. The IAU Working Group on
Nomenclature for Fundamental Astronomy has recommended the following
definitions for the ICRS and ICRF (Kaplan[7]):
• ICRS: The idealized barycentric coordinate system to which celestial
positions are referred. It is kinematically non-rotating with respect
to the ensemble of distant extragalactic objects. It has no intrinsic
orientation but was aligned close to the mean equator and dynamical
equinox of J2000.0 for continuity with previous fundamental reference
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systems. its orientation is independent of epoch, ecliptic or equator and
is realized by a list of adopted coordinates of extragalactic sources.
• ICRF: A set of extragalactic objects whose adopted positions and un-
certainties realize the ICRS axes and give the uncertainties of the axes.
It is also the name of the radio catalogue whose 212 defining sources
are currently the most accurate realization of the ICRS.
For all interplanetary trajectories that are addressed in this thesis, the ref-
erence system defined by the mean equator and mean equinox of J2000.0 will
be adopted. For numerical studies this sufficiently satisfies precision require-
ments with respect to planetary ephemerides. Figure 1.2 gives a schematic
overview of the axes definition.
ecliptic
vernal equinox of J2000 
+X
+Y
+Z
-X
Earth
 
Figure 1.2: The Heliocentric, Barycentric System of Reference of the Mean
Equator and Equinox of J2000.0
Precession and Nutation. Precession and nutation can generally be de-
scribed as the overall response of a freely rotating, oblate, elastic body to
external gravitational torques. Precession represents the secular variation of
the motion of the rotational pole around a its mean pole and nutation is
a short-period variation superimposed on the long-period variation. With
respect to the motion of the Earth, the external torques are due to the grav-
itational attractions of the Sun and the Moon, and to a much lesser extend
the other planets, on the equatorial bulge, called luni-solar precession. This
introduces a precessional motion of the mean pole of the Earth around the
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celestial (kinematically non-rotating) pole, describing a circle with mean ra-
dius equal the obliquity of the Ecliptic, with a period of approximately 26,000
years. The Moon moreover causes the short-term variation, nutation, which
represent small oscillations in the Earth’s rotation axis. The period of the
nutation effects is equal to the regression of the Moon’s orbital plane, due to
solar perturbations, of approximately 18.6 years. The torque introduced by
the Moon, causing the nutation, has approximately a monthly periodicity,
equal to the Moon’s orbital period. Figure 1.3 shows a schematic overview
of both the precession and nutation effects. Additional factors have an effect
on the rotation of the Earth, such as tidal effect due the the oceans, the
Earth’s liquid core, the Earth’s elastic mantle among others, however, these
go beyond the scope of this thesis.
 
Figure 1.3: Precession and Nutation of the Earth’s Rotation Axis[4]
Celestial Pole. First issue that must be confronted for theoretical devel-
opments of the Earth’s rotation is the definition of the celestial pole. Con-
sidering a the Earth as a rigid oblate spheroid, already three different axes,
and thus corresponding pole, definitions exist: the angular momentum axis;
the rotation axis based upon the instantaneous velocity vector and the figure
axis which is the body-fixed axis orthogonal to the geometric equator and
unique eigenvector of the Earth’s inertia tensor.[7] The differences between
these axes arise from the previously discussed external torques acting upon
the Earth. The understanding and correct description of these phenomena
are particularly important for the definition of an Earth centered, Earth fixed
systems of reference, where the precession-nutation effects must be accounted
for.
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Geocentric Celestial Reference System. The Geocentric Celestial Refer-
ence System (GCRS) is the fundamental system of reference for geocentric
purposes and hence the geocentric counterpart of the ICRS. The orientation
of this coordinate system can be obtained by a relativistic Lorentz transfor-
mation from the BCRS.[8] The GCRS is typically considered the geocentric
version of the ICRS. Consequently the GCRS is also closely aligned with the
mean equator and equinox of J2000.0, where this only becomes of importance
when an accuracy of 0.02 arcsecond or better is important. The GCRS is
sufficiently precise for applications involving the monitoring and computation
of geocentric trajectories and will therefore be adopted in this thesis.
Selenocentric Reference Systems. The complex motion of the Moon and
its physical properties have been well studied in the last decades and very ad-
vanced models exist describing this. In order to apply these developed mod-
els, such as the gravitational potential function for perturbation modeling,
the Moon’s orbit around the Earth, the various definitions of selenocentric
reference systems must be understood.
The main perturbative factor on the Moon’s orbit is the gravitational
attraction of the Sun, as opposed to the non-spherical gravitational field for
most Earth orbiting artificial satellites. Even the gravitational attractions of
Venus and Jupiter, causing periodic variations on the Moon’s radial distance,
are both slightly larger than the Earth oblateness effects.[9] These various
interactions on the Moon’s orbit around the Earth cause it to demonstrate
various forms of short and long period oscillations, yielding the definition of
quasi-inertial and body-fixed systems of reference more complex.
Currently three different selenocentric systems of reference are adopted
in order to investigate motion of a satellite in the vicinity of the Moon. Two
are non-rotating and the third one is body-fixed, where all three have their x-
axis aligned with the Moon’s prime meridian and the z-axis pointing towards
the Moon’s north pole. Primary distinction between the two non-rotating
reference systems is the of epoch and of instant characters. The former
defines the orientation of the axes with respect to the reference frame’s initial
epoch, here J2000.0, and the latter with respect to an ad hoc chosen date.
Definition of the Moon’s north pole and prime meridian is in coherence with
the standard IAU definition for planets and moons and discussed in section
1.3.
Perifocal Reference System. Perifocal reference systems are oriented with
respect to an orbit and are typically employed for processing satellite obser-
vations. The fundamental plane of the reference system is the satellite’s, or
planet’s for that matter, orbit where the origin is located at the gravitational
center of the attracting body. One axis point towards the periapsis, which
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renders the reference system ill defined for circular orbits and a different sys-
tem would then be defined. The second axis is in the orbital plane rotated
90 degrees from the periapsis’ axis in the direction of satellite motion. The
third axis is found by completing the Cartesian system and perpendicular to
the orbital plane.
Spacecraft Centered Reference Systems. A range of spacecraft centered
reference systems exist, generally defined in order to study the relative mo-
tion of the spacecraft with respect to another object. Spacecraft centered
systems are commonly defined as appears most suitable for the particular
task. Orientations are often defined in order to maintain an axis pointing
towards Earth or along the velocity vector. As these reference systems are
trivial and not subject to any formal standards no further explanation will
be given, the Author refers to standard textbooks.[4]
1.4 Orbital Ephemerides
Fundamental ephemerides of the positions and velocities of celestial bod-
ies are produced by numerical integration of a complex composition of the
equations of motion of a set of celestial bodies, fit to observational data.
Fundamental ephemerides then serve to derive apparent or representational
ephemerides, celestial phenomena, orbital elements, stability characteristics,
etc.
Numerical integration provides the highest accuracy in computation of
the fundamental ephemerides, where this accuracy is principally limited by
the accuracy of the observational data and the completeness of the imple-
mented dynamical model, in addition to numerical issues present for longer
duration integration spans. Analytical theories can be developed represent-
ing fundamental ephemerides, however, the vast number of terms required
to preserve sufficient accuracy is prohibitive. Typically, such analytical ap-
proximations are employed for limited-accuracy applications due to their less
stringent computational requirements.
Gravitational Model. The gravitational model employed to develop the fun-
damental ephemeris is strongly related with the accuracy and preciseness of
the ephemerides prediction. Regarding the ephemerides of the main solar sys-
tem bodies, all relevant forces are included in the gravitational model, where
relevant is defined as any force that produces and observable or measurable
effect.[5]
To date the most accurate ephemerides for the major planets, the Sun and
the Earth’s Moon is provided by the Jet Propulsion Laboratory (JPL), which
has become the de facto standard source for ephemeris data. The equations of
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motion account for the following effects:[5] (1) point-mass interactions among
the Moon, planets and Sun; (2) general relativity (isotropic, parameterized
post-Newtonian) complete to order 1/c2; (3) Newtonian perturbations of a
selection of asteroids; (4) Moon and Sun action upon the figure of the Earth;
(5) Earth and Sun action upon the figure of the Moon; (6) Earth tide action
upon the Moon and (7) physical libration of the Moon.
Polynomial Approximations. Lower precision ephemerides are based on
polynomial expressions of the orbital elements that are subsequently trans-
formed in vectorial format using the Keplerian equations. The equated el-
ements are a best fit to the integrated, high precision ephemerides and are
consequently only valid for the time interval to which they are fitted. The
less accurate approximate ephemerides are subjected to some simplifications
which must be evaluated before application for any purpose. The obtainable
precision is typically sufficient for spacecraft trajectory design.
The independent variable in the polynomial expression is the epoch at
which the elements are to be computed, expressed in Barycentric Dynamical
Time, typically expressed in Julian centuries. For any epoch the six classical
elements are computed, which are directly transformed to the six components
of the heliocentric position and velocity vectors. Time being the only inde-
pendent variable in the polynomial expressions makes them directly suitable
for numerical routines that need to compute the planetary ephemerides. The
high accuracy integrated ephemerides require for a more complex process to
be adopted in numerical routines.
Planetary Orientation. Planetary reference systems are defined with re-
spect to the mean axis of rotation and a definition of the longitude, which
depends on the body.[10] Longitude systems for bodies with observable, rigid
surfaces are defined with respect to a distinguishing feature such as a crater,
and are standardized by the IAU. The north pole of a body is defined as the
pole of rotation that lies north of the invariable plane of the solar system.
Orientation of the north pole is defined by the right ascension and dec-
lination with respect to the ICRS and the prime meridian is fixed by an
angular displacement from a reference direction on the equatorial plane at
epoch. These parameters are available as polynomials with the Julian TDB
century as independent variable.
1.5 Representation of State
The representation of a particle’s state, or any object subjected to the gravita-
tional attraction of a much larger body for that matter, in three-dimensional
Euclidean space is unequivocally described by six quantities. The Keplerian
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Figure 1.4: Orbits Described by Conic Sections.
orbit of the particle is completely defined by the six quantities and provides
a set of initial conditions sufficient for the solution of the differential equa-
tions describing the two-body motion. Although the representation of state
is defined considering Keplerian motion, its fundamentals are the basis for
perturbation theories discussed in the succeeding chapter.
Time is intrinsically associated with the particle’s state, fixing the orien-
tation of the orbit in absolute space and with respect to all additional ob-
jects. The particular time system applied is irrelevant as long as the correct
underlying system of reference is maintained with its corresponding transfor-
mations. It is noted that the six quantities merely define the position and
motion of the particle at epoch with respect to the gravitational body and
do not describe to state of the particle itself.
Classical Orbital Elements. The classical orbital elements (COE) are based
on the geometry of conic sections as illustrated in Fig. 1.4. The three types
of conic sections are elliptical, parabolic and hyperbolic orbits, where circular
orbits are merely a special case of elliptical orbits. Not all elements are defined
for each orbit type, leading to a different formulation for each orbit type. The
current thesis will focus on closed orbits, therefore discussion of parabolic and
hyperbolic orbits is omitted. Moreover, for brevity only the fundamentals will
be addressed where the reader is directed to some of the many textbooks on
orbital mechanics for a more profound discussion.[1], [3], [4], [11]
Elliptical and circular orbits are defined by the following set of elements:
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Figure 1.5: Classical Orbital Elements.
• semi-major axis: a
• eccentricity: e
• inclination: i
• argument of perigee: ω
• right ascension of the ascending node: Ω
• true anomaly: ν
The geometrical representation of these elements is illustrated in Fig.
1.5. The COEs are comprehensible due to the strong geometrical character,
however, nuisance is the non-singular behaviour of some elements. Special
cases exist where one or more elements are not defined: circular and equa-
torial orbits. Circular orbits do not exhibit a periapsis and consequently the
argument of perigee and thus true anomaly remain undefined. Elliptic equa-
torial orbits have zero inclination and consequently no ascending node exists.
A circular equatorial orbit leaves all three mentioned parameters undefined.
Substituting definitions exist for these special cases.
Equinoctial Orbital Elements. The Equinoctial Orbital Elements (EOE)
represent a set of six quantities that unequivocally describe a particle’s state
without singularities.[12], [13] The EOEs are defined in terms of the COEs as
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shown below, where the notation is adopted from Battin.[3] The motion of
a particle can be described in terms of the non-singular equinoctial elements
forming a set of differential equations particularly adapted for perturbation
studies, which is discussed in the succeeding chapter.
a = a
P1 = e sin$
P2 = e cos$
Q1 = tan
(
i
2
)
sin Ω
Q2 = tan
(
i
2
)
cos Ω
l = $ +M
(1.21)
Additional definitions are the longitude of pericenter : $ = Ω +ω and the
mean longitude defined as: L = $ + ν. Moreover, M represents the mean
anomaly.
Particle Mass. Although the particle’s mass is negligible with respect to the
gravitational body, not influencing its motion and eliminated in the devel-
opment of the equations of motion, it is important when performing mission
studies. Particle, typically spacecraft, mass is also a parameter of state al-
though not included in the classical representation. A distinction is made
when discussing some perturbations or evaluating a thrust force. In these
cases spacecraft mass is included as a time dependent variable being the
seventh state quantity.
Chapter 2
Theory of Perturbations
In the previous chapter the fundamental principles governing orbital motion
have been discussed, mainly with respect to merely theoretical environments,
i.e. two-body and three-body systems. The sections detailing the various ce-
lestial reference systems and the planetary ephemerides have briefly touched
the subject of non-ideal orbital motion. The current chapter will present and
develop the theory of perturbations applied to orbital motion.
The study of perturbations is inevitable associated with the design of
spacecraft missions as the generalizing two-body models do not exist in real-
ity and therefore severely compromise the reliability of the obtained solutions.
By its definition,[4] perturbations are deviations from a normal, idealized or
undisturbed motion that tend to accumulate with time and can significantly
deform the initial orbit. Perturbations are introduced by different factors
such as the gravitational attraction of secondary bodies, aspherical gravita-
tional fields and some non-conservative effects such as drag or solar radiation
pressure. The principal perturbations affecting spacecraft orbits will be thor-
oughly developed in this chapter.
In perturbation theory a distinction is made between general and spe-
cial perturbation techniques. General perturbation techniques describe the
motion by analytical approximations that capture the essential character of
the unperturbed motion with the perturbation superimposed. This tech-
nique relies on mathematically describing the motion as a development of
series expansions and are typically analytically integrable. Special pertur-
bation techniques rely on the numerical integration of the original two-body
equations of motion with the desirable perturbations included as additional
accelerative terms. This technique is particularly suitable for high-precision
orbital analysis and will therefore be focused on in this chapter and thesis.
The perturbations that will be discussed are only referenced to the par-
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ticle, or spacecraft for that matter, as a point mass. In practice some per-
turbations, such as aspherical gravitational and magnetic fields, exert a force
which acts on the non-uniform mass distribution of the spacecraft and con-
sequently modifies its orientation. This particular branch of perturbation
theory is beyond the scope of this thesis and will thus be omitted.
2.1 General Perturbation Techniques
The theory of general perturbation techniques relies on the strength of an-
alytical analyses and the forthcoming descriptions of particular problems.
Typically the equations of motion are rewritten based on analytically inte-
grable series approximations for the classical orbital elements. Characteristic
of the orbital elements subjected to small perturbations is the small varia-
tion with time. This feature is exploited in general perturbation techniques
strongly favouring a more quantitative analysis of the perturbation effects.
The description in a series expansion suffers from a penalty originating
from the mathematical assumption on which the theory is based: the approx-
imated solution only holds for small deviations from the initial, unperturbed,
state. In addition, the truncation required for practical reasons further de-
grades the quality of the solution. Nonetheless, general perturbation tech-
niques are a powerful tool and form the basis for the special perturbation
techniques.
Secular and Periodic Variations. The perturbed motion of artificial satel-
lites, and all other orbiting bodies for that matter, is divided into two main
classes: secular and periodic variations. Where the variations apply to a
particular element of the COE set.
Secular variations represent a deviation from the initial state growing
linearly with, or proportionally to some power of time. Typically these vari-
ations grow slowly with respect to the orbital period, however they are un-
bound and thus form a principal contributor to the degradation of analytical
theories.
Periodic variations are subdivided into additional two classes: long and
short periodic variations. The fundamental reference period is the orbital
period of the body of interest, where short periodic oscillations repeat on the
order of every rotation and long periodic oscillations have cycles considerable
longer. Short periodic variations of the orbital elements are mainly due to
the dependency of a fast variable.
Fast variables are considered those variables that change rapidly during a
single revolution, such as the true anomaly or the elements of the Cartesian
coordinates. It is noted that this is not due to perturbations, but are intrinsic
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P(t) being the (osculating) revolution period of Jupiter at time t. Note, that
only by averaging over ﬁve (or an entire multiple of ﬁve) sidereal revolutions
(corresponding to three synodical revolutions of the pair Jupiter-Saturn),
(almost) all short period eﬀects can be eliminated.
With the exception of calculating mean instead of osculating elements, Figure
4.9 (right) is based on an integration performed with identical options as
that underlying Figure 4.9 (left), where the corresponding osculating element
is shown. Obviously the removal of short period perturbations was rather
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Fig. 4.9. Osculating (left) and mean (right) semi-major axis a of Jupiter over a
time interval of 2000 years
successful. Extensive use of the concept of mean elements will be made in the
subsequent chapters.
The osculating and mean elements of Jupiter (and other planets) over time
spans ranging from years to millions of years will be studied in more detail
in Chapter II- 4.
4.4 The Relativistic Two-Body Problem
The equations for the relativistic motion of planets and satellites were in-
troduced in section 3.5. From these equations we may extract the equations
describing the relativistic two-body motion. For the subsequent treatment
it is assumed that the conditions (3.189) hold, implying that we may use
the simpler equations (3.190) (and not eqns. (3.186)) to take the relativistic
eﬀects into account.
Let us now consider the relativistic two-body problem with masses m0 and
m, assuming that m  m0. The equation for the relative motion of the two
bodies is obtained by taking the diﬀerence of eqns. (3.190), (3.191) resulting
in
Figure 2.1: The Osculating and Mean Semi-Major Axis of Jupiter[14]
to the problem. Slow variables change very little during a single revolution
and without the consideration of perturbing factors would remain constant.
Osculating and Mean Elements. Section 1.5 discus ed the COEs, unequiv-
ocally defining the particle’s state, where the given definition will now be ex-
panded distinguishing between osculating and mean elements. Considering
two-body dynamics, for any instant t a direct correspondence exists between
the state vector xpressed in Cartesian vecto s and the six orbital elements:
t : {r(t),v(t)} ↔ {a(t), e(t), i(t),Ω(t), ω(t), ν(t)} (2.1)
For any instant at which the state is evaluated a set of the orbital elements
exists, which corresponds with the Keplerian orbit at that instant if all per-
turbations would be eliminated. The instant of evaluation is also titled the
osculation epoch, where the motion described by the osculating elements for
the entire timespan over which the orbital motion is evaluated, is titled the
osculating orbit. The true orbit and the osculating Keplerian orbit are tan-
gential only at the epoch t, wher in positive and negative direction the orbits
will deviate. Thus, the true orbit is the envelope of all osculating orbits.
The osculating elements provide high-precision information about the be-
haviour of the orbital motion subject to the various perturbations and are
implemented in numerical schemes. However, in order to evaluate the long
term orbital behaviour of spacecraft, or planets for that matter due to the
significantly longer periods involved, the osculating elements are susceptible
to the many periodic oscillations. This impedes a useful analysis and as a
consequence the mean orbital elements are introduced. Figure 2.1 illustrates
the difficulty when evaluating the osculating elements for long intervals.
Mean elements are time-averaged or element-averaged variables that cap-
ture the mean behaviour whilst excluding the short periodic oscillations. Sev-
eral implementations exist applying different averaging techniques, valid for
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differing intervals. Following the approach as by Beutler,[14] let ζ(t) designate
any of the six orbital elements, thus:
ζ(t) ∈ {a(t), e(t), i(t),Ω(t), ω(t), ν(t)}
Now, the mean orbital element ζ¯(t,∆t(t)), averaged over the time interval
∆t(t) can be described as:
ζ¯(t,∆t(t)) =
1
∆t
∫ t+∆t/2
t−∆t/2
ζ(u)du
Appropriate selection of the averaging period ∆t results in the complete
removal of the short period oscillations in the description of the element.
Figure 2.1 illustrates the effect of removing the short period oscillation from
the orbital element.
Variation of Parameters. General perturbation methods rely on the vari-
ation of parameters (VOP) process developed by Euler and Lagrange. The
VOP techniques evaluating perturbations on the orbital motion of an object,
are based on the premise that the perturbed motion can be expressed using
the known solution of the unperturbed motion. This thus implies that:
|δf | 
∣∣∣− µ
r3
r
∣∣∣
where δf represents the perturbation term.
The VOP equations of motion are developed based on the COEs, only
implicitly depending on time due to the true anomaly. A first order ordinary
differential system is formed for the osculating elements:
dζ
dt
= f(ζ, t) (2.2)
Equation (2.1) implies that each osculating element may be written as:
ζ(t) , ζ(r(t),v(t)) (2.3)
Now, consider the general notation where the ζi moreover indicate that the
procedure is valid for any six parameters unequivocally defining the orbital
state:
r = x(a, e, i,Ω, ω, ν, t) = x(ζi, t)
v = x˙(a, e, i,Ω, ω, ν, t) = x˙(ζi, t)
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for i = 1, . . . , 6. Expressing the equations of motion for both the unperturbed
and perturbed systems, respectively, gives:
x¨(ζ, t) +
µ
|x(ζ, t)|3 x(ζ, t) = 0
x¨(ζ, t) +
µ
|x(ζ, t)|3 x(ζ, t) = δf
(2.4)
together with the total derivatives of the position vector as by Eqs. (2.1), for
both the unperturbed and perturbed case, respectively:
x˙(ζ, t) =
dx(ζ, t)
dt
=
∂x(ζ, t)
∂t
x˙(ζ, t) =
dx(ζ, t)
dt
=
∂x(ζ, t)
∂t
+
6∑
i=1
∂x(ζ, t)
∂ζi
dζi
dt
(2.5)
In order to obtain an expression for the perturbed acceleration in terms
of x(ζ, t), Eq. (2.1) is differentiated twice:
d2x(ζ, t)
dt2
=
∂2x(ζ, t)
∂t2
+
6∑
i=1
∂x˙(ζ, t)
∂ζi
dζi
dt
(2.6)
moreover, a constraint is imposed on the first derivative of x in order to
maintain the osculating characteristic:
6∑
i=1
∂x(ζ, t)
∂ζi
dζi
dt
≡ 0 (2.7)
which was defined as the condition of osculation by Geyling and Wester-
man,[15] as it defines the conditions for an osculating orbit. That is, it im-
plies that the sum of expressions is zero. Substitution into the equations for
perturbed motion result in the equations for unperturbed motion, thus an
osculating orbit for epoch t.
Substituting the expression for x¨ in Eq. (2.4) gives the osculating element
rates in terms of the original equations of motion:
∂2x(ζ, t)
∂t2
+
6∑
i=1
∂x˙(ζ, t)
∂ζi
dζi
dt
+
µ
|x(ζ, t)|3 x(ζ, t) = δf (2.8)
As from Eq. (2.4) this can be simplified substituting for the unperturbed
equations of motion:
6∑
i=1
∂x˙(ζ, t)
∂ζi
dζi
dt
= δf (2.9)
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An explicit relation between the variation of the osculating elements,
dζi/dt, and the disturbing acceleration. To mathematically complete the
system the condition of osculation is included and presented in matrix form
as: 
6∑
i=1
∂x(ζ, t)
∂ζi
dζi
dt
6∑
i=1
∂x˙(ζ, t)
∂ζi
dζi
dt
 =
[
0
δf
]
(2.10)
Gaussian Form. The Gaussian form of the perturbation equations describe
the variation of the orbital elements with respect to the gradients of a scalar
perturbation function in terms of the elements. To exemplify the dependency
of the perturbation function solely on the position, the derivation is executed
based on the vectorial expression of the state, given by equation Eq. (2.3).
Express the differential equation for each element by the total derivative
as:
ζ˙ =
3∑
i=1
(
∂ζ
∂ri
dri
dt
+
∂ζ
∂r˙i
d2ri
dt2
)
= ∇rζ r˙ +∇vζ r¨ (2.11)
Similarity to the general equations developed previously is noted, demon-
strating the equivalence of procedure. Substituting for r¨ with the expression
for the perturbed Newtonian motion gives:
ζ˙ = ∇rζ r˙ +∇vζ
(
− µ
r3
r + δf
)
(2.12)
As ζ is a constant of integration of the two-body problem this is reduced to
the simple form:
ζ˙i = ∇vζiδf for i = 1, . . . , 6 (2.13)
The obtained expression for the variation of the orbital elements is known
as the perturbation equations in the Gaussian form. Remaining issue is to
find the expressions for the derivatives of the orbital elements with respect to
the velocity. These cumbersome mathematical procedures are not included,
where the Author refers to one of the many textbooks on the subject.[3], [4], [14]
Lagrangian Form. Development of the perturbation equation in Lagrangian
form relies on the assumption that the perturbing acceleration δf may be
represented by the position gradient of the perturbation function R. Thus,
δf , ∇rR (2.14)
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From Eq. (2.13) it is obtained:
ζ˙i = ∇vζi∇rR for i = 1, . . . , 6 (2.15)
The direct relation between the state vector and the osculating elements
for an epoch t, permits the formulation of the scalar perturbing function in
terms of the gradient with respect to the position vector of the six osculating
elements:
∇rR =
6∑
j=1
∂R
∂ζj
∇rζj (2.16)
Substitution for ∇rR in Eq. (2.13) gives:
ζ˙i =
6∑
j=1
(∇vζi · ∇rζj)∂R
∂ζj
i = 1, . . . , 6 (2.17)
By explicitly considering the perturbation function’s independency on the
velocity components, equating to a zero-vector for the velocity gradient:
∇vR =
6∑
j=1
∂R
∂ζj
∇vζj = 0 (2.18)
the perturbation equations can be reformulated in order to eliminate the
term with summation index i = j on the right hand side of Eq. (2.17).
Multiplication of Eq. (2.18) with ∇rζk and subtraction from Eq. (2.17) gives
the Lagrange planetary equations:
ζ˙i =
6∑
j=1
(∇vζi · ∇rζj −∇vζj · ∇rζi)∂R
∂ζj
for i = 1, . . . , 6 (2.19)
where the i = j terms cancel due to symmetry.
Application of the Poisson bracket for the orbital elements i and j defined
as:
[ζi, ζj ] , ∇vζi · ∇rζj −∇vζj · ∇rζi (2.20)
simplifies the Lagrange planetary equations in a more elegant form:
ζ˙i =
6∑
j=1
[ζi, ζj ]
∂R
∂ζj
for i = 1, . . . , 6 (2.21)
The formulation of the Lagrange’s planetary equations in the above form
does not yield it very useful, however, explicit computation of the Poisson
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brackets is the last step in this process. The definition of the Poisson bracket
in Eq. (2.20) implies anti-symmetry:
[ζi, ζj ] = −[ζj , ζi] therefore [ζi, ζi] = 0 for i, j = 1, . . . , 6
(2.22)
Consequently only 15 of the 36 Poisson brackets are independent and need to
be computed. Again, this cumbersome process is well documented and hence
omitted for brevity. The Author refers to one of the many textbooks[3], [4], [14]
on the subject.
2.2 Special Perturbation Techniques
In contrast to the general techniques, the special perturbation techniques
rely on the strengths of numerical integration to investigate the effect of a
predefined set of perturbations. The terminology special origins from the
nature of the solution method: the numerical integration of an initial value
problem. Thus requiring an initial state and a set of ODEs that are unique,
or special, to that problem. This logically implies that any investigation is
strictly associated with the assumptions and considerations made for that
integration.
The approach relies on expressing the various perturbations as acceler-
ations, enabling the evaluation of both conservative and non-conservative
forces. The accelerations are given by trivial relations such as for a thrust
or by evaluation of the gradients of potential functions related to a potential
energy, such as the gravitational field.
Special perturbation techniques are moreover inevitable associated with
the characteristics and shortcomings of numerical techniques. These can have
a major effect on implementation of the approach and the precision of the
results. The next chapter will provide an in depth discussion on the subject.
This section will briefly outline some of the relatively simple concepts of the
technique, where the subsequent sections provide a profound discussion of
the mathematical implementation of the various perturbing forces.
Cowell’s Method. Cowell’s method is currently the most common approach
to numerically model the perturbations affecting the Keplerian motion of
an object orbiting a much larger gravitational body. It relies on a trivial
modification of Newton’s formulation for two-body motion:
r¨ = − µ
r3
r + ap (2.23)
where the term ap accounts for all perturbing accelerations in expressed in
vectorial form. The form of this equations permits linear addition of each
perturbation, provided that it is written as an acceleration.
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2.3 Inhomogeneous Gravitational Field
Mathematical modeling of an inhomogeneous gravitational field for a close
to spherical body relies on the formulation of a potential function and the
subsequent expression of its gradient in order to determine the accelerations.
It will be seen that the development results in surface spherical harmonics,
enabling classification into three types of gravitational perturbations: zonal,
sectorial and tesseral harmonics. The mathematical development is general,
thus applicable to any massive, spherical body. The distinction between
different bodies is achieved by the invoked coefficients uniquely associated
with one specific body and obtained by high-precision analysis of satellite
orbits.
Gravitational Potential Function. The general definition[16] of the gravita-
tional potential energy of a point mass m2 in the gravitational field of a point
mass m1:
U =
Gm1m2
r
(2.24)
is the starting point for the development of the inhomogeneous potential
function. Expanding from a point mass to a body of fixed, finite size, the
gravitational potential experienced by a point P due to the summation of an
infinite number of infinitesimal mass elements constructing the body, leads
to an integral expression for the gravitational potential:
U = G
∫
body
1
|q|dm˜ (2.25)
where the tilde-symbol is used to avoid confusion with the summation index
used later. Figure 2.2 illustrates the various symbols used in the following
equations and the general problem geometry.
The separation between the mass element dm˜ and the point P can be
expressed as a scalar quantity using the law of cosines:
q =
√
r2 + s2 − 2rs cos(θ) (2.26)
Rewriting the equation and expressing α = s/r:
q = r ·
√
1 + α2 − 2α cos(θ) (2.27)
which upon substitution gives:
U =
∫
1
r ·√1 + α2 − 2α cos(θ)dm˜ (2.28)
From its definition, α will always be less than 1.0 considering exclusively
points outside the body, moreover, cos(θ) is less than or equal to unity, thus
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Figure 2.2: Inhomogeneous Gravitational Potential
the denominator of Eq. (2.28) can be expanded into a power series in α,
which in turn permits expression as a series of Legendre polynomials:
(1 + α2 − 2α cos(θ))−1/2 = 1 + α cos(θ) + 1
2
α2(3 cos(θ)− 1) + . . .
=
∞∑
`=0
α`P`[cos(θ)]
(2.29)
Now, substituting the modified expression for the denominator produces the
gravitational potential in terms of the Legendre polynomials:
U =
G
r
∫ ∞∑
`=0
α`P`[cos(θ)]dm˜ (2.30)
Applying Rodrigues’ formula[17] represents the Legendre polynomials in their
conventional form:
P`[cos(θ)] =
1
2`
∑`
i=0
(−1)i(2`− 2i)!
i!(`− i)!(`− 2i)! [cos(θ)]
`−2i (2.31)
Proceeding with a geometric investigation of this expression for the grav-
itational potential, defines the angle θ in terms of latitudes and longitudes.
The latitude values are must be with respect to the reference system’s ori-
gin, thus not perpendicular to the local horizontal (geodetic latitude), which
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would be identical only for a perfect sphere. Let:
cos(θ) = cos(
pi
2
− φdm˜) cos(pi2 − φP ) + . . .
sin(
pi
2
− φdm˜) sin(pi2 − φP ) cos(λdm˜ − λP )
= sin(φdm˜) sin(φP ) + cos(φdm˜) cos(φP ) cos(λdm˜ − λP )
(2.32)
Application of the addition theorem of spherical harmonics enables sub-
stitution of Eq. (2.32) into the Legendre polynomials:
P`[cos(θ)] =P`[sin(φdm˜)]P`[sin(φP )] + . . .∑`
m=1
(`−m)!
(`+m)!
{A`,mA′`,m +B`,mB′`,m}
(2.33)
A`,m = P`,m[sin(φdm˜)] cos(mλdm˜) A′`,m = P`,m[sin(φP )] cos(mλP )
B`,m = P`,m[sin(φdm˜)] sin(mλdm˜) B′`,m = P`,m[sin(φP )] sin(mλP )
The indices ` and m represent the degree and order, respectively, of the
implemented model. The degree and order indicate the dimension of a model
which is directly associated with the accuracy of the solutions that can be
obtained with that typical model. A more profound discussion of this topic
will be provided in the following chapter on numerical implementation.
Equation (2.33) contains terms that are dependent and independent on
the location of P , which can be separated forming a solution that isolates
the terms that depend exclusively on the gravitational body and those which
correlate to the position in space. Define:
C ′`,m =
∫
body
r`dm˜2
(`−m)!
(`+m)!
P`,m[sin(φdm˜)] cos(mλdm˜)dm˜
S′`,m =
∫
body
r`dm˜2
(`−m)!
(`+m)!
P`,m[sin(φdm˜)] sin(mλdm˜)dm˜
(2.34)
where the coefficients represent the mathematical modeling for the gravi-
tational body’s shape. Subsequently the equation and coefficients are non-
dimensionalized following the Lambeck’s approach:[18]
C ′`,m = C`,mR
`
⊕m˜ S
′
`,m = S`,mR
`
⊕m˜
Various notations for the total gravitational potential exist, where in this
thesis the definition as given by Vallado[4] will be adopted. This notation is
obtained by implementing the non-dimensionalization, subsequent substitu-
tion of Eqs. (2.34) into Eq. (2.33) and the result in Eq. (2.30), moreover
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substituting for the gravitational parameter µ = Gm˜:
U =
µ
r
[
1 +
∞∑
`=2
∑`
m=0
(
R⊕
r
)`
P`,m[sin(φP )] {C`,m cos(mλP ) + S`,m sin(mλP )}
]
(2.35)
Here the spherical potential is separated and therefore requiring adjustment
of the summation indices. The expression uses the potential function to
describe the gravitational attraction resulting from an irregular internal mass
distribution.
Associated Legendre Functions. The associated Legendre functions in Eq.
(2.35) take the general form as defined by Lambeck:[18]
P`,m[z] = (1− z2)m/2 d
m
dzm
P`[z] (2.36)
where the z represent the the argument in the Legendre brackets in Eq.
(2.33). The associated Legendre functions can be computed analytically,
shown as example for [sin(φP )] in Table 2.1.
Table 2.1: Associated Legendre Functions
P0,0 1 P2,2 3 cos2(φP )
P1,0 sin(φP ) P3,0 12{5 sin2(φP )− 3 sin(φP )}
P1,1 cos(φP ) P3,1 12 cos(φP ){15 sin2(φP )− 3}
P2,0
1
2{3 sin2(φP )− 1} P3,2 15 cos2(φP ) sin(φP )
P2,1 3 sin(φP ) cos(φP ) P3,3 15 cos3(φP )
Numerical implementation of the analytic associated Legendre functions
is impractical as explicit computation of all factors is required. A solution
makes use a recursion technique as described by Long[19] giving the specific
relations:
P`,0[z] =
(2`− 1)zP`−1,0[z]− (`− 1)P`−2,0[z]
`
` ≥ 2
P`,m[z] = P`−2,m[z] + (2`− 1) cos(φP )P`−1,m−1[z] m 6= 0,m < `
P`,`[z] = (2`− 1) cos(φP )P`−1,`−1[z] ` 6= 0
(2.37)
where the z represent the argument in the Legendre brackets in Eq. (2.35):
sin(φP ). The recursion technique requires the initialization of three start-up
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values as:
P0,0 = 1
P1,0 = sin(φP )
P1,1 = cos(φP )
(2.38)
Partial Derivatives. Implementation of the developed potential function in
an acceleration model adhering to Cowell’s formulation requires the compu-
tation of its gradients. The Legendre functions are differentiated in spherical
coordinates (r, φP , λP ), whereas the accelerations are required in an inertial
frame with position vector r, thus the chain-rule is applied to obtain six
partial derivatives:
a = ∇U ≡ ∂U
∂r
(
∂r
∂r
)T
+
∂U
∂φP
(
∂φP
∂r
)T
+
∂U
∂λP
(
∂λP
∂r
)T
(2.39)
The partial derivatives of the aspherical portion of the gravitational potential
U with respect to r,φP and λP are:
∂U
∂r
=− µ
r2
∞∑
`=2
∑`
m=0
(
R⊕
r
)`
(`+ 1)P`,m[sin(φP )] . . .
× {C`,m cos(mλP ) + S`,m sin(mλP )}
∂U
∂φP
=
µ
r
∞∑
`=2
∑`
m=0
(
R⊕
r
)`
{P`,m+1[sin(φP )]−m tan(φP ) . . .
× P`,m[sin(φP )]}{C`,m cos(mλP ) + S`,m sin(mλP )}
∂U
∂λP
=
µ
r
∞∑
`=2
∑`
m=0
(
R⊕
r
)`
mP`,m[sin(φP )] . . .
× {S`,m cos(mλP )− C`,m sin(mλP )}
(2.40)
and the partial derivatives of r, φP and λP with respect to the position vector
r:
∂r
∂r
=
rT
r
∂φP
∂r
=
1√
r2e1 + r
2
e2
(
−r
T re3
r2
+
∂re3
∂r
)
∂λP
∂r
=
1
r2e1 + r
2
e2
(
re1
∂re1
∂r
− re2
∂re1
∂r
) (2.41)
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Figure 2.3: Zonal, Sectorial and Tesseral Harmonics
Substituting Eqs. (2.41) into Eq. (2.39) yields the final result:
ae1 =
{
1
r
∂U
∂r
− re3
r2
√
r2e1 + r
2
e2
∂U
∂φP
}
re1 −
{
1
r2e1 + r
2
e2
∂U
∂λP
}
re2
ae2 =
{
1
r
∂U
∂r
− re3
r2
√
r2e1 + r
2
e2
∂U
∂φP
}
re2 +
{
1
r2e1 + r
2
e2
∂U
∂λP
}
re1
ae3 =
1
r
∂U
∂r
re3 +
√
r2e1 + r
2
e2
r2
∂U
∂φP
(2.42)
with the acceleration vector a formed by the components:
a =
 ae1ae2
ae3
 (2.43)
Spherical Harmonics. Previously highlighted, development of an inhomo-
geneous gravitational field based on spherical harmonics enables the clas-
sification of three different types: zonal, sectorial and tesseral. Figure 2.3
illustrates the characteristics of each type.
Zonal harmonics are defined by zeroth order (m = 0), thus independent
of longitude and demonstrating symmetry of the gravitational field along the
polar axis. The value of ` represents a number of latitude bands around
which the polynomials P`[sin(φP )] equal zero, and hence having (`+ 1) zones
in which the potential alternately increasing and decreasing.
Sectorial harmonics occur for ` = m and represent longitude bands. The
polynomials P`,`[sin(φP )] are zero only at the poles, however, the cos(`λP )
and sin(`λP ) terms equate to zero for 2` different values of λP . A similar
pattern with respect to the zonal harmonics is formed, however, the sectorial
harmonics divide the sphere into alternating potential zones separated by
meridian circles.
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Tesseral harmonics occur for ` 6= m 6= 0, depicting a specific region on the
sphere. This forms a checkerboard pattern with alternating potential zones.
Now, (` − m) circles of latitude exist along which P`,m[sin(φP )] equates to
zero and 2m meridians of longitude exist for which cos(mλP ) and sin(mλP )
equate to zero.
Physical Properties. Most gravitational bodies suitable for a spherical har-
monics development of the gravitational potential do not exhibit the be-
haviour of a solid, inelastic body. As a consequence the coefficients of the
gravitational model are time dependent in order to model the various ef-
fects of mass transport. In example, the Earth being extensively studied,
demonstrates several forms of mass transport causing gravitational field de-
viations: atmospheric pressure, ocean circulation, tides, soil moisture, snow
cover among others. The coefficient models that take this into account pro-
vide constant values expanded with time dependent terms.
Coefficients. The coefficients that form the gravitational potential of a body
are empirically determined based on analysis and processing of artificial satel-
lite ephemeris. Therefore, the accuracy, that is, degree and order, of existing
models for gravitational bodies such as the Earth, Moon or Mars is directly
related with the number of available artificial satellites orbiting the particu-
lar body. Obviously the Earth has been the subject of the most dedicated
mission and hence has the most developed gravitational model.
Determination of the coefficients is based on the high-precision ephemeris
determination, together with instrumental data observing the body, which
permits mathematical and statistical analysis in order to compute the val-
ues of the coefficients. These models are developed by both governmental
and private institutions and made available for implementation in numeri-
cal schemes. Low order coefficients are obtained by exploiting the fact that
the center of mass of a body often does not coincide with the figure center.
Satellite tracking data is referenced to the figure center, whereas the actual
gravitational attraction should be with respect the the body’s gravitational
center, that is, center of mass. A more detailed discussion of this develop-
ment and of higher order coefficients goes beyond the scope of this thesis and
the Author refers to Souchay[20] for more information.
2.4 Disturbing Gravitational Body
Orbital motion is typically strongly influenced by the presence of one or more
additional gravitational bodies, in addition to the main attractor. The magni-
tude of this influence depends on the distance and massiveness of the respec-
tive body and must be accounted for, especially when considering geocentric
2.4 Disturbing Gravitational Body 34
or interplanetary trajectories. The nature of the disturbance, gravitational
attraction, indicates that it is a conservative perturbation, thus a develop-
ment based on a disturbing function solution is possible. Another approach is
based on the general expression of Newtons law, with strong advantage that
it can be readily derived giving accelerations that are conform the special
perturbation theory.
N-Body Problem. The previously discussed two-body problem is a general-
ization of the N-body problem consisting out of a summation of gravitational
attractions:
r¨ = −G
N∑
j=1
j 6=i
mj
rji
3
rji rji = ri − rj i = 1, . . . , N (2.44)
Considering the motion of a body around a principal attractor and in-
vestigation the effect of one or more third-bodies is aided by separating the
Keplerian motion of the two-body term and the perturbative accelerations:
r¨ = −Gm1m2
r312
r12 +G
N∑
j=3
mj
{
r2j
r32j
− r1j
r31j
}
(2.45)
The most right term on the right-hand side is a general expression for the
gravitational effects of a body on the motion of another. The acceleration
term can directly be included in a Cowell formulation for numerical propa-
gation. This term can be repeatedly be included into Cowell’s formulation
to account for multiple third-body perturbations.
Alternative Formulation. Formulation of the third-body perturbation by
Newton’s N-body equation is susceptible to numerical instabilities due to the
two vectors between the brackets. A perturbing third-body at a large distance
from both the primary and orbiting body leads to a very small difference, in
addition both vectors are divided by the cube of the distance, thus producing
a very small factor.
An approach as described by Battin[3] eliminates this issue by explicit cal-
culation of the disturbing acceleration. Consider the terms between brackets
on the right hand side of Eq. (2.45):
1
d3
d +
1
p3
=
1
d3
[
r +
(
d3
p3
− 1
)
p
]
(2.46)
where d replaces r2 and p replaces r1, moreover the index subscript j has
been omitted. The left hand term in (2.46) is rewritten, demonstrating that
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potential difficulty can arise when evaluating this term. Since
d2
p2
=
(r− p) · (r− p)
p · p (2.47)
this can be expressed as:
d3
p3
− 1 = f(q) (2.48)
where q and f(q) are defined as:
q =
r · (r − 2p)
p · p f(q) = (1 + q)
3/2 − 1 (2.49)
For a closed form evaluation of f(q) write
f(q) =
(1 + q)3 − 1
1 + (1 + q)3/2
(2.50)
Hence,
f(q) = q
3 + 3q + q2
1 + (1 + q)3/2
(2.51)
which is clearly insensitive to the magnitude of q no matter how small.
Ultimately this is written as:
r¨ = −Gm1m2
r3
r−G
N∑
j=3
mj
d3j
[r + f(qj)pj ] (2.52)
with
qj =
r · (r − 2pj)
pj · pj =
r
pj
(
r
pj
− 2 cosαj
)
(2.53)
with α describing the angle between r and p. This describes the relative
motion without a loss in significance in the calculation of the disturbing
acceleration.
2.5 Atmospheric Drag
Atmospheric drag is a nonconservative perturbation that only applies for
certain limited areas of orbital motion. Atmospheric drag in particular only
applies in close proximity to the Earth although the methodology of the
model is not necessarily limited to the Earth. The formulation of the drag
equations based on accelerations is relatively simply, however, establishing
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a sophisticated drag model is far from trivial. The direct dependency on
some physical properties of the atmosphere and indirect dependency on solar
cycles and the Earth’s magnetic field, yields the accurate prediction extremely
cumbersome. Fortunately most cases of orbital motion fall outside of the
atmospheric drag regime, yet when this is not the case it typically has a
strong effect and must be accounted for.
Drag Acceleration. Formulation of the drag acceleration is preceded by the
assumption of some generalizations enabling a more straightforward equation.
The atmosphere is a chaotic area with the density, pressure and temperature
not easily defined by standard models. A first simplification is considering
only laminar air currents, which can be assumed at altitudes above 50 km due
to the sufficiently low air density.[21] The atmosphere is moreover considered
to co-rotate with the Earth thus ignoring winds, in addition to the thermal
motion of molecules.
The transfer of linear momentum from the atmosphere to the satellite
leads to the formulation of the drag acceleration:
adrag = −12
cDA
m
ρv2relvˆrel (2.54)
where the velocity vector is relative to the atmosphere:
vrel = r˙− ω × r (2.55)
The parameter A represents the satellite frontal area perpendicular to the
velocity direction, ρ represents the atmospheric density and cD the satellite’s
drag coefficient. It is noted that the minus before the right-hand term indi-
cates that the drag acceleration is directed opposite to the velocity direction.
It is obvious from these equations that a sophisticated geometrical model
of the satellite is required together with instantaneous attitude information.
In addition the drag coefficient is required which is an estimated parameter.
Atmospheric Density. The magnitude of the atmospheric drag is directly
related with the density, which is a physical property dependent on several
processes rendering the formulation of predictive models complicated. Three
main factors are identified to affect the atmosphere’s density: molecular struc-
ture; incident solar flux; and geomagnetic interactions. A comprehensive dis-
cussion of the dynamics of the atmosphere is beyond the scope of this thesis.
Issues with respect the model formulation and selection will be discussed in
the current paragraph.
The vast majority of available density models is either static or time-
varying, where the latter are the more sophisticated. The former assumes all
atmospheric parameters remain constant, except for latitudinal variations due
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to the aspherical shape of the Earth, effectively changing the orbital altitude,
and longitudinal variations that are caused by the difficulties to formulate a
symmetrical model. The density is strongly affected by mountain chains and
the large plains above oceans. Time varying models increase complexity and
accuracy by including:[4]
• Diurnal variations
• 27-Day solar-rotation cycle
• 11-Year sun spot cycle
• Seasonal variations
• Cyclical variations
• Rotating atmosphere
• Winds
• Magnetic-storm variations
• Irregular short-periodic variations
• Tides
Atmosphere Models. Atmospheric density values are summarized in tables
and made available for implementation in numerical models with density val-
ues given with respect to altitude. The selection of an appropriate model
is governed by the accuracy requirements needed for a certain application.
Selection of highly accurate density models should be accompanied with con-
siderations on the need for such accuracy. Often errors in frontal area, cD
and attitude yield the need for highly accurate models unnecessary.
2.6 Solar Radiation Pressure
Solar radiation pressure accelerations are due to the momentum exchange
between photons and a satellite and consequently another nonconservative
perturbation. Principal radiation source in the solar system is the Sun where
a satellite is exposed to direct radiation pressure, whereas the Earth and
Moon represent indirect radiation sources. The Earth and Moon, among
others, reflect and re-emit radiation which is also experienced by a satellite.
Solar radiation reflected of the Earth is called albedo and is typically separated
into specific wavelengths. Accurate and correct computation is prone to
error due to the many uncertainties and environmental factors, hence this is
typically not accounted for.
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Solar Radiation Force. The solar radiation constant quantizes the intensity
of the energy of the incoming radiation from the Sun. This parameter is by
no means determined to a true constant value and typically given with some
tolerances. Vallado[4] states this parameter as Φ = 1353 W/m2. Time
varying approximations do exist, such as by Wertz:[22]
Φ =
1358
1.004 + 0.0334 cos(Daphelion)
W
m2
(2.56)
where Daphelion is number of days elapsed since aphelion as a fraction of a
year multiplied by 2pi. Following, invoking Einsteins law relating mass with
energy the momentum can be derived:
pSR =
1353
3 · 108
W/m2
m/s
= 4.51 · 10−6 N
m2
(2.57)
Proceeding with the Sun facing area A and the reflectivity of that area
cR, the force exerted on the satellite by the solar radiation can be formulated:
FSR = pSRcRA (2.58)
The reflectivity is a parameter extremely difficult to determine, partic-
ularly with complex constructions consisting out different materials. Con-
siderations must also be made with respect to the Sun facing area as this
typically does not remain constant and again, depends heavily on the satel-
lite geometry.
Solar Radiation Accelerations. Trivial step is the formulation of an acceler-
ation vector based on the derived radiation force. Attention is only required
with respect to the Sun-satellite vector definition; the radiation is directed
away from the Sun thus also the acceleration.
aSR =
FSR
m
= −pSRcRA
m
rˆsat (2.59)
where the minus is included to adhere the acceleration’s direction.
The evaluation of solar radiation accelerations must consider obstructions
of the Sun by the Earth, Moon or any other object. This issue applies
particularly to satellites in LEOs where many eclipses occur and consequently
requires for an accurate eclipse model.
Chapter 3
Invariant Manifold Theory
The current chapter will cover the mathematical analysis of the study of
three-body motion. The motion of the third body is described as a func-
tion of the attractions of two massive bodies rotating around their common
barycenter. The problem is generalized by assuming circular orbits of the
massive bodies and that the third body has no noticeable effect on the orbits
or the primaries. Moreover, the problem is known as the spatial circular
restricted 3-body problem (CR3BP) when the third body is free to move in
the three dimensional Euclidean space. On the contrary, when the motion of
the particle is confined to the orbital plane of the primaries, the problem is
nominated the planar PCR3BP. This is merely a simplification of the CR3BP
as it is derived from the former by zeroing out the out of plane accelerations.
The equations of motion will be developed for the spatial problem and the
application of dynamical systems theory will be illustrated. This enables the
formulation of so called manifolds representing ballistic trajectories existing
within a three-body environment and enabling the computation of low-energy
trajectories to design novel missions. Exploitation of low energy invariant
manifolds enables reductions in propellant mass requirements, with a mission
duration trade-off.
3.1 Three-Body Motion
Consider the motion of a particle (P ) with negligible mass experiencing the
gravitational attraction of two masses, referred to as the primaries moving
on circular orbits around their common center of mass, schematically shown
in Fig. 3.1. The particle is free to move in the three dimensional Euclidean
space and does not affect the motion of the primaries. This description is
referred to as the spatial circular restricted 3-body problem (CR3BP), in
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addition, when the motion of the particle is confined to the orbital plane of
the primaries the problem is nominated the planar PCR3BP. We will develop
all equations for the spatial model, however, adaptation to the planar model
is achieved by zeroing the out-of-plane components (z).
In order to simplify the problem analysis, the system is made nondimen-
sional by defining a set of units; the unit of mass is taken as m1 +m2; the unit
of length is taken equal to the constant separation between the primaries and
the unit of time is taken so that the orbital period of the primaries around
their common center of mass equals 2pi. Consequently this equates the uni-
versal constant of gravitation as G = 1. From this it follows that the common
mean motion (n) also equates to unity. The only parameter describing the
particular three-body system is the mass parameter:
µ =
m2
m1 +m2
(3.1)
We assume that m1 > m2, therefore the masses of m1 and m2 in this system
are, respectively,
µ1 = 1− µ and µ2 = µ (3.2)
with µ ∈ [0, 12 ] and therefore µ1 ≥ µ2.
Inertial and Synodic Frame. Transformations: Let XY Z be an inertial
frame with its origin at the common center of mass formed by m1 and m2
with the Z-axis perpendicular to the plane of motion of the primaries, forming
a Cartesian system of reference. Now, consider the system xyz where the x-
axis is formed by the line between the two primaries, rotating with an angular
velocity equal to the mean motion of the two bodies, as shown in Fig. 3.1,
referred to as the synodic frame.
Let P (X,Y, Z) and P (x, y, z) be the position of the particle in the inertial
and synodic frame, respectively, and that at t = 0 the two frames coincide.
Considering the normalized units indicated previously, the following relation-
ship exists between the particle’s position in the two frames:XY
Z
 = AT
xy
z
 (3.3)
where
AT =
 cos t − sin t 0sin t cos t 0
0 0 1
 (3.4)
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In order to obtain the relationship for the velocities it suffices to differentiate
Eq. (3.3):  X˙Y˙
Z˙
 = A˙T
xy
z
+AT
 x˙y˙
z˙
 ,
= −ATJ
xy
z
+AT
 x˙y˙
z˙
 ,
= AT
 x˙− yy˙ + x
z˙

(3.5)
where:
J =
 0 1 0−1 0 0
0 0 0

The position in the rotating frame is assumed known, however, the matrix
description allows the opposite transformation by using the inverse matrices.
Gravitational Potential. The gravitational potential experienced by the
particle due to the attractions of m1 and m2 is expressed in normalized units
as:
U = −µ1
r1
− µ2
r2
− 1
2
µ1µ2 (3.6)
where r1 and r2 are the distances of P with respect to the primaries:
r21 = (X + µ2 cos t)
2 + (Y + µ2 sin t)2 + Z2
r22 = (X − µ1 cos t)2 + (Y − µ1 sin t)2 + Z2
(3.7)
It is noted that the last term in the equation for U is added by convention
and will not affect the equations of motion.[23], [24]
Equations of Motion. Lagrange Approach: Formulation of the particle’s
motion using the Lagrange approach is based on the motion’s description
by generalized coordinates (q1, . . . , qn), and the general form of the Euler-
Lagrange equations:[25]
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0 (3.8)
where the Lagrangian L is typically of the form kinetic minus potential en-
ergy.
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Following this convention, within the inertial frame the Lagrangian is
hence described as:
L(X,Y, Z, X˙, Y˙ , Z˙, t) = 1
2
(X˙2 + Y˙ 2 + Z˙2)− U(X,Y, Z, t) (3.9)
To obtain the expression for the Lagrangian in the synodic frame, the
Lagrangian L can simply be rewritten applying the transformation by Eqs.
(3.5):
L(x, y, z, x˙, y˙, z˙) =
1
2
((x˙− y)2 + (y˙ + x)2 + z˙2)− U(x, y, z) (3.10)
which is time independent and consequently simplifying the analysis of the
problem. Furthermore, since the distances between the particle and the pri-
maries are invariant under the rotation, the gravitational potential can be
directly obtained:
U(x, y, z) = −µ1
r1
− µ2
r2
− 1
2
µ1µ2 (3.11)
with the corresponding expressions for r1 and r2, respectively:
r21 = (x+ µ2)
2 + y2 + z2
r22 = (x− µ1)2 + y2 + z2
(3.12)
Taken the Lagrangian for the synodic frame, the Euler-Lagrange equa-
tions are expressed as:
d
dt
(x˙− y) = y˙ + x− Ux
d
dt
(y˙ + x) = x˙− y − Uy
d
dt
z˙ = −Uz
(3.13)
which are simplified to obtain:
x¨− 2y = Ωx
y¨ + 2x = Ωy
z¨ = Ωz
(3.14)
where Ω is the effective potential and the subscripts denote its partial
derivatives, which substitutes for U :
Ω(x, y, z) =
1
2
(x2 + y2) +
µ1
r1
+
µ2
r2
+
1
2
µ1µ2
=
1
2
(x2 + y2)− U(x, y, z)
(3.15)
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Figure 3.1: Inertial and Synodic Frames to Describe to Motion of a Particle
in a Three-Body System (XY projection)
Equations of Motion. Hamiltonian Approach: Transformation from a La-
grangian system to a description in Hamiltonian form is achieved by the
Legendre Transformation:
pi =
∂L
∂q˙i
; H(qi, pi) =
n∑
i=1
piq˙
i − L(qi, pi) (3.16)
to obtain the equations in Hamiltonian form:
q˙i =
∂H
∂pi
; p˙i = −∂H
∂qi
(3.17)
From the definition of the Lagrangian in Eq. (3.10), the Legendre trans-
formation computes:
px =
∂L
∂x˙
= x˙− y
py =
∂L
∂y˙
= y˙ + x
pz =
∂L
∂z˙
= z˙
(3.18)
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and subsequently the Hamiltonian function H is obtained:
H(x, y, z, px, py, pz) = pxx˙+ pyy˙ + pz z˙ − L
=
1
2
(x˙2 + y˙2 + z˙2)− Ω(x, y, z)
=
1
2
((px + y)2 + (py − x)2 + p2z)− Ω(x, y, z)
(3.19)
where px, py and pz are the conjugate momenta.
Finally, the Hamiltonian equations can now be obtained as:
x˙ =
∂H
∂px
= px + y
y˙ =
∂H
∂py
= py − x
z˙ =
∂H
∂pz
= pz
p˙x = −∂H
∂x
= py − x+ Ωx
p˙y = −∂H
∂y
= −px − y + Ωy
p˙z = −∂H
∂z
= −pz + Ωz
(3.20)
It is noted that both the description in Lagrangian and Hamiltonian form
in the synodic frame are time independent systems. Regarding dynamical
systems theory, both are six dimensional systems in either (x, y, z, x˙, y˙, z˙) or
(x, y, z, px, py, pz) space.
Equations of Motion. Energy Integral and Jacobi Constant: As the equa-
tions of motion are Hamiltonian and independent of time an energy integral
of motion can be obtained as a function of the positions and velocities:
E(x, y, z, x˙, y˙, z˙) =
1
2
(x˙2 + y˙2 + z˙2)− Ω(x, y, z) (3.21)
The Jacobi integral is directly related to the energy by:
C = −2E (3.22)
3.2 Regions of Confined Motion
Energy is a critical parameter in the description of motion in the three-
body problem. The spatial situation can be described by a six dimensional
phase space R6: three position coordinates and their corresponding velocities.
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Figure 3.2: Energy Surface
The phase space represents a surface as a function of Jacobi integral, where
different energy values correspond with a slices through this surface.
Energy Surface. For convenience consider the planar case and equate the
energy integral (3.21) to a constant:
M(µ,C) = {(x, y, x˙, y˙) | C(x, y, x˙, y˙) = constant} (3.23)
This is an invariant three-dimensional manifold in a four-dimensional
phase space. For a given µ and C the surface M(µ,C) can be considered a
three-dimensional surface in the four-dimensional phase space.
Hill’s Region. The projection of this three dimensional surface onto position
space within a synodic reference system is the boundary of the third body’s
realm of motion when the body possesses an energy equal to the constant in
the previous equation. This projection is described as:
M(µ,C) = {(x, y) | Ω(x, y) ≥ C/2} (3.24)
also known as Hill’s region or Hill’s curves.[26] The body is confined to
the included realm as the boundaries represent the locus of points where the
kinetic energy equates to zero and therefore physically not possible. It is
observed from (3.24) that the body is only able to move on the side of the
curve for which the kinetic energy is positive.
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Figure 3.3: The Five Libration Points in the Rotating Frame
Fixing the energy to a constant value determines the shape of the confined
realm of motion and as observed from the energy surface in Fig. 3.2 the shape
changes for varying energy levels. The surface contains two singularities
at the centers of the primary bodies, moreover, three saddle points can be
observed and two symmetric points. These five points represent the x-y
locations of equilibrium points in the rotating frame where a particle will
remain with zero acceleration.
Libration Points. Associated with the five equilibrium points are the indi-
cations Li for i = 1,. . ., 5, called Libration points as schematically shown in
Fig. 3.3.
A distinction is made between the three collinear points and the remain-
ing two having equal energy and forming two equilateral triangles with the
primary bodies. If Ei is the energy of a particle at Li than the order of energy
levels would be E5 = E4 > E3 > E2 > E1. This results in four characteristic
forms of the realm of motion for the third body.
Realms of Motion. Figure 3.4 shows the four characteristic forms of the
realms of motion. In the first case the particle is confined to the interior
realms of either one of the main bodies or to the larger outer realm. The
increase in energy to E2 opens a neck between both realms and transition be-
comes possible. Further increase in energy moreover opens the region around
L2 and the particle can transit from m1 to m2 and to the exterior region
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via L2. For E3 the forbidden realm also opens up around m1 enabling the
particle to transit to the exterior region via both primaries. Further increase
in energy decreases the forbidden realms until they vanish at an energy of
E = E4 = E5 and the particle is free to move in the entire x-y plane.
P
m1 m2
(a) E < E1
P
m1 m2
(b) E1 < E < E2
Pm1 m2
(c) E2 < E < E3
m1 m2P
(d) E3 < E < E4 = E5
Figure 3.4: The Realms of Motion
3.3 Periodic Orbits
Periodic orbits can be designed around the libration points advantageously
exploiting the dynamical environment in its vicinity. Emphasis is placed on
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the L1 and L2 libration points due to their dynamical character facilitating
the computation of ballistic trajectories between the primary bodies and/or
to the exterior region. The L3 libration point has very slow dynamics and
the L4,5 points are moreover stable.[27]
Lyapunov Orbits. The linearized vector fields around the collinear libration
points exhibit behaviour of the kind center × center × saddle for all µ values,
thus these points are unstable. However, there exist solutions that remain
close to the libration point and do not diverge, such as the two families of
Lyapunov orbits related to the two linear oscillators of the linearized vector
field.[28] One family lies entirely in the horizontal plane, whereas the other
family is tangent to the (Z,PZ) direction with respect to the Hamiltonian
equations of motion. Commonly the horizontal family is considered when
referred to Lyapunov orbits and are represented by small, finite planar orbits
around the libration points. Such orbits, however, are impractical for most
space applications due to the limitation to the horizontal plane. Figure 3.5
shows a family of Lyapunov orbits.
Lissajous Orbits. Lissajous orbits represent a development of Lyapunov or-
bits where out of plane motion is permitted. The in plane and out of plane
motions are both harmonic, however, with different frequencies resulting in
the quasi-periodic Lissajous orbits. Due to the instabilities and the lineariza-
tion around the libration point, only small out of plane excursions are per-
mitted. The mathematical procedure will be covered in the next paragraph.
Halo Orbits. Farquhar[29], [30] showed that when the out of plane ampli-
tude Az exceeds a certain critical value A¯z the out of plane and in plane
frequencies can be matched in order to design periodic, closed orbits called
halo orbits. Halo orbits enable larger amplitudes sufficient to design practical
orbits around the libration points. As no analytic solutions the the R3BP
exist, halo orbits can only be computed by successive approximations and
differential correction. Richardson[31], [32] developed an approximation based
on a semi-analytical formulation to design halos with desired amplitudes.
Since isolated single periodic orbit do not exist, complete families are
described, a parameter is defined in order to distinguish a certain orbit. For
planar Lyapunov orbits this is the in plane amplitude Ax and for halo orbits
the out of plane amplitude Az. Richardson described the equations of motion
centered at the libration point as a compact power series of the distance from
the libration point. Taking only the first order part, the equations of motion
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become:
x¨− 2y˙ − (1 + 2c2)x = 0
y¨ + 2x˙+ (c2 − 1)y = 0
z¨ + c2z = 0
(3.25)
where the constant c2 depends only on the masses of the primaries. The
solution to the characteristic equation for the motion in the horizontal plane
has two real and two imaginary roots.[33] The real roots are opposite of sign
and result in unbound motion with time for inappropriately chosen initial
conditions. Restriction of the initial conditions to the center part, however,
computes a non-divergent solution expressed as:
x = −Ax cos(λt+ φ)
y = kAx sin(λt+ φ)
z = Az sin(νt+ ψ)
(3.26)
In order to compute practical periodic orbits, the amplitudes must be
large enough to allow the nonlinear contributions to have equal eigenfre-
quencies. This is achieved by forcing the solution to:
x = −Ax cos(λt+ φ)
y = kAx sin(λt+ φ)
z = Az sin(λt+ φ)
(3.27)
This relation implies a constraint between the Ax and Az. Numerical
propagation of the initial conditions of (3.27) in the CR3BP does not result
in a periodic orbit. The result however, suffices as input for a numerical
differential correction scheme. Figure 3.5 shows three numerically corrected
Halo orbits with different out of plane amplitude.
Differential Correction. Thurman and Worfolk[34] developed an efficient
differential correction scheme based on the initial guess by Richardson’s ana-
lytical approximation, which will be further discussed. The symmetry of the
equations of motion is exploited in order to define periodicity:
S : {x, y, z, x˙, y˙, z˙, t} ⇔ {x,−y, z,−x˙, y˙,−z˙,−t} (3.28)
Hence, any orbit crossing the x-z plane perpendicular twice demonstrates
periodicity. Let x0 be the initial guess with components:
x0 = {x0, 0, z0, 0, v0, 0} (3.29)
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where, u = x˙, v = y˙ and w = z˙. Numerically integrate the initial
conditions in the CR3BP until the first x-z crossing at t = T1/2:
Φ(x0, T1/2) = {x˜, 0, z˜, u˜, v˜, w˜} (3.30)
where u˜ and w˜ are the constraints for periodicity. Application on a first
order differential correction scheme iterates the initial guess in order to bring
these constraints to zero:
Φ(x0+∆x, T1/2+∆t) = Φ(x0, T1/2)+
[
∂Φ(x0, T1/2)
∂x
]
·∆x+
[
∂Φ(x0, T1/2)
∂t
]
·∆t
(3.31)
where:
x = {∆x, 0,∆z, 0,∆v, 0} (3.32)
with the periodicity imposed by:
Φ(x0 + ∆x, T1/2 + ∆t) = {x∗, 0, z∗, 0, v∗, 0} (3.33)
Rewriting in matrix format and substituting ∂Φ/∂x = M , the mon-
odromy matrix, this is described as:
M

∆x
0
∆z
0
∆v
0
+ f(Φ)∆t =

x∗
0
z∗
0
v∗
0
−

x˜
0
z˜
u˜
v˜
w˜
 (3.34)
Consider only the second, fourth and sixth row of the system of equations:
M21∆x+M23∆z +M25∆v + f2∆t = 0
M41∆x+M43∆z +M45∆v + f4∆t = −u˜
M61∆x+M63∆z +M65∆v + f6∆t = −w˜
(3.35)
gives a set of three equations with four unknowns. As the halo orbits are
parameterized by the out of plane amplitude, take ∆z = 0, leading to the
iterative technique where:
xi+1 = xi + ∆x (3.36)
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Figure 3.5: Periodic Orbits with Varying Amplitudes. a) Lyapunov Orbits b)
Halo Orbits
Moreover, the monodromy matrix is computed by integration of the sys-
tem:
x˙ = f(x) → x(0) = x0
M˙ =
∂f
∂x
M → M(0) = I
(3.37)
where I is the 6 × 6 unity matrix. This is thus a differential system of
order (n+n2) where n = 6 for halo orbits and n = 4 for Lyapunov orbits.
3.4 Invariant Manifolds
The stable and unstable dynamics of the libration points and periodic orbits
can be exploited to compute one dimensional and two dimensional manifolds,
respectively. Associated with the libration points are a stable and unstable
trajectory for the eigenvector, whereas for a halo orbit a large group exists
which form a so called tube.
One Dimensional Manifolds. The two one-dimensional manifolds associ-
ated with a libration point are designated W sLi and W
u
Li
for a stable and
unstable solution, respectively. The investigations in this thesis only con-
sider the first two libration points, thus i = 1, 2.
The dynamical system (3.14) is written as a system of six first order
differential equations, which are linearized around the libration point:
x˙ = Ax (3.38)
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with A representing the Jacobian matrix. Let the stable and unstable
eigenvalues of A be λs and λu, respectively, with λs < 0 and λu = −λs and
corresponding eigenvectors vs and vu. These eigenvectors are required for
the computation of the manifolds since the propagation of a perturbation in
the direction of the eigenvectors will result in the invariant one-dimensional
manifold. Let d be the small but finite perturbation and x0 the initial state
associated with the libration point. The complete trajectories are obtained
by backward integration of the stable eigenvector and forward integration of
the unstable eigenvector:
xs0 = x0 ± dvs
xu0 = x0 ± dvu
(3.39)
Figure 3.6: Stable (green) and Unstable (red) Manifolds around the Periodic
Orbits
Two Dimensional Manifolds. The two-dimensional manifolds are centered
on the libration points as the origin, or destination for that matter, is a
periodic orbit. The principle is basically identical to the previously discussed
procedure, where for the manifold tubes a selection of arbitrary points on the
periodic orbit is propagated. So, consider an arbitrary point on the periodic
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orbit xi0. The stable invariant manifold associated with the point is obtained
by backward propagation of the initial condition:
xi0,s = x
i
0 ± dvis (3.40)
where the stable eigenvector vis is associated to the stable eigenvalue of the
monodromy matrix evaluated in x = xi0. The small perturbation d represents
the distance between the initial point for the propagation and the associated
point on the periodic orbit, in the direction of the eigenvector. Identical
procedure is applied for the unstable eigenvector of point xi0 and the quality
of the obtained manifold tube depends on the value of i and the size of step
d.
The characteristics of the stable and unstable manifolds are vital for ap-
propriate mission design. Characteristic of the stable manifold families is
that a spacecraft placed onto it is ballistically wind onto the periodic orbit
and the opposite for an unstable manifold. Moreover, orbits inside a Poincare`
section of the manifold are transit trajectories: motion from the exterior to
the interior realm, or vice-versa. Figure 3.6 shows the stable and unstable
manifolds around two periodic orbits at L1 and L2. The stable manifold is
represented by the green lines whereas the unstable manifold by the red lines.
Chapter 4
Prediction and Optimization of Orbital
Motion
Prediction of orbital motion is intrinsically associated with numerical integra-
tion and its merits and deficits. The advent of computers and the increase of
computational power has led to a rapid growth in quality of orbital trajectory
calculation, both for spacecraft and natural celestial bodies. A wide range of
numerical integration schemes exist relying on a broad envelope of integration
methods and approaches. Always present in the selection or development of a
numerical code for orbital analysis is the quality - computational time trade-
off; the more stringent the precision demands, the longer the computational
time. To compensate for computational time, more powerful computers or
even supercomputers can be used, although this is associated with a signifi-
cant price tag. This chapter will present and briefly discuss the most common
integrators for space applications and illustrate the characteristics of different
methods.
Closely related with numerical integration are optimization schemes. Op-
timization schemes are the numerical interpretation of some analytical ap-
proach finding the optimum, either local or global, of some parameter or a
set of parameters, typically imposed with a set of constraints. Therefore, the
quality is related to the particular integration technique applied. Moreover,
the possibility to obtain a solution to the particular problem can depend on
the robustness of the technique and additionally, the required time. It is for
this reason that these two topics are placed under a single chapter, where the
most common optimization techniques for space applications, particularly
with respect to low-thrust propulsion, are presented.
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Table 4.1: Integration Methods
Single / Fixed / Non-Summed / Single /
Method Double Variable Summed Double
Runge-Kutta Single Fixed NA Single
Runge-Kutta-Fehlberg Single Variable NA Single
Adams Multi Fixed Non-Summed Single
Summed Adams Multi Fixed Summed Single
Shampine-Gordon Multi Variable Non-Summed Single
St´’ormer-Cowel Multi Fixed Non-Summed Double
Gauss-Jackson Multi Fixed Summed Double
4.1 Numerical Integration
Numerous numerical integration methods exist and find common use in space
applications. Typically distinction is made among different categories: single-
step or multi-step integrators differ by the number of intermediate steps used
to compute a successive point; fixed or variable step-size vary the length be-
tween two successive points. Multi-step integrators moreover come in either
summed or non-summed form, which described the procedure of the epoch
to point integration. Additionally, integrators can either perform single or
double integration: double integration can directly compute position from ac-
celeration, whereas single integration requires the intermediate computation
of velocity.
Table 4.1 lists a selection of integrators commonly used for space appli-
cations. Typically multi-step integrators are considered advantageous over
single-step schemes as the former is able to apply larger step sizes for a given
accuracy requirement.[35] Variable step integrations is often preferred over
fixed step as the integration scheme automatically adapts to changing con-
ditions, such as for an elliptical orbit, to maintain a predefined accuracy.
Moreover, summed integrators are less prone to round-off errors when com-
pared with non-summed ones. This is also the case for double integration as
it eliminates the round of errors associated with the additional integration.
ODE. An equation of the type:
dy
dt
= f(y, t) (4.1)
where the derivative of the dependent variable is a function of that vari-
able, is known as an Ordinary Differential Equation (ODE). In order to find
the specific solution at some time t, the initial conditions (t0, y(t0)) at time t0
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must be known. This is known as an initial value problem and the numerical
integrator gives approximate solutions at distinct values of t, known as mesh
points. The quality of the solution significantly depends on the number of
mesh points for a given interval and due to errors in the numerical method
(rounding, truncation, etc) there is an error from the exact solution y(tn)
where n denotes the evaluated mesh point.
Single-Step Integration. Single-step integrators integrate the ODE forward
to a subsequent mesh point yn+1 only based on the information from the
current point yn. This results in fast but inaccurate integration.
Euler’s Method. The most basic integration is based on Euler’s method.
For the given conditions at some mesh point (yn, tn) the slope of the differ-
ential equation can be computed:
dy
dt
= f(yn, tn) (4.2)
which is used to approximate the change in y to the subsequent mesh-
point:
dy
dt
≈ ∆y
∆t
= f(yn, tn)
∆y = f(yn, tn)∆t
(4.3)
This is used to approximate the next mesh point:
yn+1 = yn + ∆y (4.4)
This algorithm is repeated to form a method to solve differential equa-
tions:
yn+1 = yn + f(yn, tn)∆t
tn+1 = tn + ∆t
(4.5)
Euler’s method is a very elementary for of numerical integration with a
large error associated to it. Examination of a Taylor series demonstrates the
truncation error due to consideration of only a single term.
Runge-Kutta. The Runge-Kutta integrator is probably the most well-known
and applied numerical integrator. Runge-Kutta describes a family of single-
step integrators with the general form:
yn+1 = yn + φ∆t (4.6)
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with φ representing a function of weighted slope estimates over the inter-
val ∆t of the form:
φ = a1k1 + a2k2 + . . .+ amkm (4.7)
The ki are the slope estimates, m the number of estimates and the ai the
weighting constants. The ki parameter values are obtained by evaluating the
function f(y, t) at various points in the interval. Example of a second order
Runge-Kutta scheme is Heun’s method.[36] Here the initial slope is averaged
with Euler’s method in order to achieve a better estimate of the solution.
The mesh point yn+1 is found by the algorithm:
k1 = f(yn, tn)
k2 = f(yn + k1∆t, tn + ∆t)
a1 = 1/2
a2 = 1/2
yn+1 = yn +
(
1
2
k1 +
1
2
k2
)
∆t
(4.8)
Most widely used member of the Runge-Kutta family is the Classical
Fourth Order method. This algorithm uses the weighted average of four
slope estimates:
k1 = f(yn, tn)
k2 = f(yn + k1
1
2
∆t, tn +
1
2
∆t)
k3 = f(yn + k2
1
2
∆t, tn +
1
2
∆t)
k4 = f(yn + k3∆t, tn + ∆t)
yn+1 = yn +
1
6
(k1 + 2k2 + 2k3 + k4)∆t
(4.9)
This algorithm uses four slope estimates and consequently it must eval-
uate the function f(y, t) four times, as opposed to Heun’s algorithm which
requires only two evaluations. Such extra evaluations pose demands on the
computational efficiency in particular when evaluating complex force models.
This is a point of consideration for integrator comparison. The fourth order
algorithm must be able to take a step size twice the size of Heun’s algorithm
in order to be more efficient. Increasing order of algorithm typically satisfies
this requirement.
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Multi-Step Integration. Multi-step integrators integrate forward to a sub-
sequent mesh point not only by consideration of the information at the cur-
rent mesh point, but also evaluate the information at several previous points.
A set of previous points is maintained during the integration and called the
backpoints. For each successful next step the set of backpoints is refreshed.
Disadvantage is the requirement for a start-up procedure as also the first step
requires a set of precedential points. Moreover, the method requires that the
function f(y, t) is continuous and smooth through the interval to which the
backpoints extend. With respect to space applications this can cause consid-
erate problems when evaluating solar radiation accelerations with eclipses.
Multi-step integrators are also known as predictor-corrector methods.
The function predicts a y value for the subsequent mesh point and the func-
tion f(y, t) is evaluated at this point. Then the predicted function value is
added to the set of backpoints and a corrector formula used with the updated
set of backpoints in order to refine the predicted y value. The increased accu-
racy of this method is readily observed from the approach. More information
is invoked and evaluated in order to predict the next mesh point.
Variable Step Size. True variable step integrators dynamically change the
the step size at each step in order to take the largest possible step, maintain-
ing the error within a predefined boundary value. The local error is evaluated
at each point and the step size adjusted accordingly in order that the esti-
mated error at the next step approximately equals the tolerance. Local error
estimate is typically provided by comparing two integrations done using dif-
ferent order methods. The strength of this method lies in the fact that the
largest possible step will always be taken, this way optimizing the number of
mesh points for a given error tolerance.
4.2 Quality of Integrators
Quality of an integrator is a vital aspect in the selection process of an integra-
tor for a specific space application. The quality of an integrator is typically
compared with other integrators in order to determine the optimal choice.
Two items must be considered when comparing integrators: accuracy and
speed. Typically accuracy tests are performed first, where the different in-
tegrators are tuned to obtain solutions with equivalent and thus comparable
accuracy. Obviously all integrators are evaluating the identical ODEs. Fol-
lowing the speed test are performed. Since all integrators work to the same
accuracy tolerances, the fastest integrator performs the most efficient com-
putation. Speed tests are trivial as a simple measurement of computational
time, accuracy test on the other hand is a more complex matter.
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Accuracy. Accuracy is a long standing issue for as the prediction require-
ments for space objects has become more stringent over the years. Mathe-
matical models such as the three-body system integrating the equations of
motion in a nonlinear or even chaotic environment are extremely sensible to
small changes, therefore a continuous effort has been made to improve and
assess the quality of integrators.
The two-body problem provides a suitable test environment for charac-
terization of the integration error due to the ability to determine absolute
accuracy. However, perturbations not present in the two-body model have
a significant effect on the integration accuracy that is not apparent from a
mere two-body study. For example, take the N th order ODE system with
the initial conditions at t0 given:
y˙ = f(y, t) y(t0) = y0 (4.10)
with y and f vectors of N functions and y0 a vector with N constants. A
numerical integrator provides an approximate solution y˜. After n steps the
accumulated error with respect to the absolute solution can be formulated
as:
ξn = y(tn)− y˜n (4.11)
which can be rewritten to separate the right hand terms:
ξn = (y(tn)− yn) + (yn − y˜n) (4.12)
The first difference is the truncation error and the second the round-
off error. Truncation errors exist due to the finite number of terms in the
algorithm. Round-off errors exist because computer store numbers with a
finite amount of digits. Following some examples are given of tests attempting
to quantify the quality of a solution.
Two-Body Test. With respect to space applications the two-body test has
the great advantage that the exact solution is known and the committed
error can thus be computed exactly. Principal deficit of this test, however,
is the lack of perturbation and the equations therefore merely describe a
theoretical problem. Perturbations can have a strong effect on the orbit of a
spacecraft, especially for longer durations. Quality analysis does not provide
any information on the ability of an integrator to deal with the perturbations.
Step-Size Halving. With a step-size halving test two integrations of the
same problem are performed where the step-size is fixed and for the two
integrators differing with a factor two. This test enables an estimation of
the truncation error as this is related with the step-size. Attention must be
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paid that the step-size resolution does not bring the integrator to a region
where round-off error dominates. It can thus also be used to identify the
region where round-off error dominates. Normally the accuracy improves
with a decreasing step-size, however, at round-off error prone region, this is
inversed.
Higher Order Integrator. Two integrations of the identical problem are
performed, where now the order of the integrator is changed. The higher
order integrator functions as the reference as it is supposed that the higher
order methods provides a more precise solution, although this is not neces-
sarily true. Higher order integrators using a larger step-size could result in a
larger total error, therefore this should be considered and compensated for.
Comparison of the two solutions provides for a relative figure of merit, bench-
marking the lower order method with respect to the higher order method.
Reverse Test. The reverse test employs the same integrator in two inte-
grations: forward and backward. The test orbit is computed by a standard
forward integration from the initial state for a given time. The reference or-
bit is computed from this final state backward for the same time span. The
obtained solutions should be identical and any error between them is due to
integration errors. Advantage is the simplicity of the test.
Integral Invariants. The integral invariants test consists out of the obser-
vation of some constants that should remain constant during an integration.
This can be the orbital energy, for example, where it must be considered
that inclusion of non-conservative forces such as drag render this technique
obsolete. Moreover, in track errors such as the rotation of the orbit without
semi-major axis variations will equate to constant energy although an error
could be present.
4.3 Trajectory Optimization
Development of numerical methods for trajectory optimization has closely
paralleled the exploration of space and the arrival of the digital computer.
Space trajectory problems considering either high or low thrust present chal-
lenging problems, including the possibility to perform gravity assist maneu-
vers and the wide set of boundary constraints. This section will provide
a concise description of the trajectory optimization methods used in subse-
quent chapter, although most also find common application in modern flight
dynamics.
Problem Formulation. Define a general trajectory optimization, or optimal
control problem as a collection of N phases. Generally the independent
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variable t for the k-th phase is defined in the interval:
t
(k)
0 =≤ t ≤ t(k)f (4.13)
For most optimization problems the independent variable t is the time
and the phases are sequential, thus t(k)f = t
(k+1)
0 . For phase k the dynamics
are described by a set of dynamic variable:
z =
[
y(k)(t)
u(k)(t)
]
(4.14)
with n(k)y state and n
(k)
u control variables. In addition the dynamics might
be subjected to the n(k)p parameters p(k) not dependent on t. It is noted
that the phase dependent notation provides for different formulation of the
dynamics. Typically the dynamics are described by a set of explicit ODEs,
called the state:
y˙ = f [y(t),u(t),p, t] (4.15)
where y is the ny dimensional state vector. Moreover, initial conditions
are defined as:
ψ0l ≤ ψ[y(t0),u(t0),p, t0] ≤ ψ0u (4.16)
with ψ[y(t0),u(t0),p, t0] ≡ ψ0 and associated terminal constraints at the
final time:
ψfl ≤ ψ[y(tf ),u(tf ),p, tf ] ≤ ψfu (4.17)
with ψ[y(tf ),u(tf ),p, tf ] ≡ ψf . Furthermore, it can be required that the
solution satisfies algebraic path constraints of the form:
gl ≤ g[y(t),u(t),p, t] ≤ gu (4.18)
as well as simple bounds on the state and control variables variables:
yl ≤ y(t) ≤ yu
ul ≤ u(t) ≤ uu
(4.19)
Ultimately it might also be required to evaluate expressions of the form:∫ tf
t0
= q[y(t),u(t),p, t]dt (4.20)
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Summarized, the functions to be evaluated during phase k are collected
in the vector of continuous functions:
F(t) =
f [y(t),u(t),p, t]g[y(t),u(t),p, t]
q[y(t),u(t),p, t]
 (4.21)
Functions that are evaluated at a specific point such as the initial or final
state are referred to as point functions.
Performance Index. Based on these sets of equations the optimal control
problem is to determine the n(k)u -dimensional control vectors u(k)(t) and pa-
rameters p(k) that minimize the the performance index
J = φ[y(t(1)0 , t
(1)
0 ,y(t
(1)
f , t
(1)
f ,p
(1), t
(1)
f , . . . ,
y(t(N)0 , t
(N)
0 ,y(t
(N)
f , t
(N)
f ,p
(N), t
(N)
f ]
(4.22)
It is noted that the formulation of the objective function evaluates the
quantities at the end of the phases, which is known as the Mayer form. It
can however, also be written only evaluating some integral which is known
as the Lagrange form, or with a combination of both, known as the Bolza
form. A very general formulation of an optimization problem has been given,
where specific problems typically tailor the equations to its needs.
4.4 Nonlinear Programming
All numerical methods for resolving optimal control problems rely essentially
on some form of iteration with a finite set of unknowns. Some essential
procedures are briefly discussed in the current section.
Newton’s Method. Newton’s method is the first complete algorithm de-
scribing an iterative method. Take the nonlinear algebraic equation a(x) = 0
with roots x∗. In order to solve this equation consider a first estate x, based
on which a new estimate x¯ is constructed as:
x¯ = x + αp (4.23)
where the search direction p is computed by solving the linear system:
A(x)p = −a(x) (4.24)
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The n× n matrix is defined as:
A =

∂a1
∂x1
∂a1
∂x2
· · · ∂a1∂xn
∂a2
∂x1
∂a2
∂x2
· · · ∂a2∂xn
...
. . .
∂an
∂x1
∂an
∂x2
· · · ∂an∂xn
 (4.25)
When α above is set equal to unity the iteration scheme is equivalent
to replacing the nonlinear equation by a linear approximation which is con-
structed around the point x. The iteration is expected to converge provided
that the initial guess is close to the root x∗. Deficit of the method is the ne-
cessity for the matrix A to be nonsingular and the likeliness to diverge when
the initial guess lies too far away from the roots. Susceptibility to diverge
can be limited by choosing α assuring that:
|a(x¯)| ≤ |a(x)| (4.26)
Strength of the method is that when it work it exhibits quadratic conver-
gence.
Unconstrained Optimization. Suppose that the scalar objective function
F (x) must be minimized by determination of the n variables x. Necessary
conditions for x∗ to be a stationary point are:
g(x∗) = ∇xF =

∂F
∂x1
∂F
∂x2
...
∂F
∂xn

(4.27)
Now, using Newton’s method to find a point where the gradient is zero,
the search direction can be computed considering:
H(x)p = −g(x) (4.28)
where H is the Hessian matrix, which is a symmetric matrix of second
derivatives of the objective function.
Disadvantages of the method is that, for example, g = 0 is a necessary
but not sufficient condition, as no distinction is made between minima and
maxima. At a minima the Hessian matrix is positive definite, although when
H is evaluated at some point far away from the solution this might not be true.
4.4 Nonlinear Programming 64
Furthermore, some ambiguity exists in the selection of a merit function when
a line search is used to stabilize this method. It is attempted to reduce the
objective function F (x¯) ≤ F (x), however, this may not produce a decrease
in the gradient
|g(x¯)| ≤ |g(x)| (4.29)
Direct and Indirect. The previous two paragraphs describe the issue distin-
guishing between a direct and indirect method in order to find a minimum.
With respect to an indirect method choice for the merit function would be
|g(x)|. On the contrary, for a direct method one would insist to reduce the
objective function at each iteration, possible requiring a modification of the
search direction. This has as a consequence that typically the region of con-
vergence for an indirect method is considerably smaller. Therefore an indirect
method requires a sufficiently better initial guess than a direct method. This
moreover implies that analytic expressions for the gradient are necessary with
indirect methods.
Equality Constraints. Now, suppose the n variables x must be found to
minimize the scalar objective function F (x) while satisfying the m equality
constraints
c(x) = 0 (4.30)
with m ≤ n. The Lagrangian is introduced and defined as:
L(x,λ) = F (x)− λT c(x) (4.31)
which is a scalar function of n variables x and m Lagrange multipliers λ.
Necessary conditions for (x∗,λ∗) to be a constrained optimum requires the
computation of a stationary point of the Lagrangian, as:
∇xL(x,λ) = g(x)−GT (x)λ = 0 (4.32)
Analogous with the previous examples, Newton’s method can be applied
to find the (n+m) variable (x,λ) that satisfy the above stationary conditions.
Constructing the linear system it is obtained:[
HL GT
G 0
] [
p
−λ
]
=
[−g
−c
]
(4.33)
Which requires the Hessian of the Lagrangian:
HL = ∇2xF −
m∑
i=1
λi∇2xci (4.34)
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The linear system in (4.33) is the Karush-Kuhn-Tucker (KKT) system. It
is observed that it is equivalent to define the search direction p by minimizing
the quadratic:
1
2
pTHLp + gTp (4.35)
subjected to the linear constraints
Gp = −c (4.36)
which is a quadratic programming (QP) subproblem.
Inequality Constraints. Counterpart and important generalization of the
previous example are inequality constraints. Suppose that the n variables x
minimizing the scalar objective function F (x) with m inequality constraints
c(x) ≥ 0 (4.37)
must be found. In contrast with the previous case, now m may be greater
than n. At the optimal point x∗ the constraints will fall, however, in one of
two classes: active and inactive. Inactive constraints are strictly satisfied, i.e.,
ci(x∗) > 0. The remaining active constraints are on their bounds ci(x) = 0.
If this set is known, the remaining constraints can simple be ignored and
treat the problem with the methods for equality constrained problems.
Algorithms to determine the active set of constraints are complex and
involve repeated solutions of the KKT system as constraints are added and
removed. Summarized, the NLP problem for inequality constraints requires
finding the vector x of length n minimizing
F (x) (4.38)
subject to the m constraints
cL ≤ c(x) ≤ cU (4.39)
and bounds
xL ≤ x ≤ xU (4.40)
with equality constraints imposed by setting cL = cU .
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4.5 Optimal Control
Optimal control can be interpret as the extension of the nonlinear program-
ming problems in the previous section to an infinite number of intervals.
Fundamental background is the calculus of variations, which is applied to
numerically resolve optimization problems.
Problem Formulation. Consider the problem with only a single phase with-
out path constraints, where the control functions u(t) must be chosen in order
to minimize:
J = φ[y(tf ), tf ] (4.41)
subject to the state equations
y˙ = f [y(t),u(t)] (4.42)
and boundary conditions
φ[y(tf ),u(tf ), tf ] (4.43)
with the initial conditions y(t0) = y0 given at the a priori fixed given time
and no specified final time. Analogous to the development in the previous
section, the performance index is extended with the Lagrangian function,
forming the augmented performance index:
Jˆ = [φ+ νTψ]tf +
∫ tf
t0
λT (t)(f [y(t),u(t)]− y˙)dt (4.44)
It is noted that besides the Lagrange multipliers ν for the discrete con-
straints, the multipliers λ(t), also called adjoint or costate variables, for the
continuous constraints have been included. Previously the optimum was de-
fined equating the first derivatives of the Lagrangian to zero. Analogous the
first variation of Jˆ is here set to zero: δJˆ = 0. It is therefore convenient to
define the Hamiltonian
H = λT (t)f [y(t),u(t)] (4.45)
and the auxiliary function
Φ = φ+ νTψ (4.46)
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The Euler-Lagrange equations are the necessary conditions that result
from equating the first variation to zero together with Eqs. (4.42) and (4.43)
are called the adjoint equations:
λ˙ = −HTy (4.47)
the control equations:
0 = HTu (4.48)
and the transversality conditions,
tf = ΦTy
∣∣
t=tf
0 = (Φt + H)|t=tf
0 = λ(t0)
(4.49)
The control equations (4.48) are an application of the Pontryagin maxi-
mum principle.[37] More general,
u = arg min
u∈U
H (4.50)
where U defines the domain of feasible controls. The described problem
is often referred to as a two-point boundary value problem.
Part II
Applied Mission Design
Chapter 5
Mission Design Implications due to Electric
Propulsion
The current chapter will outline and discuss the results of a two year col-
laboration with the European Space Agency’s Electric Propulsion division to
outline the problems of mission design with Electric Propulsion (EP) from
the system engineer’s viewpoint. Subsequently this knowledge is applied in
the development of numerical tools that will assist the system engineer during
the preliminary development cycle of a spacecraft mission.
The classical trajectory and transfer design approaches are not valid any-
more when EP is considered and more complex mathematical procedures
must be invoked. The low-thrust transfers realized by EP often also include
addition techniques to alter the spacecraft energy such as swing-by’s, reso-
nance and ballistic captures. This requires very precise timing and computa-
tion of the trajectory with all implicit difficulties. Trajectory calculation and
optimization are complex and costly procedures and in environments such as
the ESA the propulsion engineers responsible for the thruster trade-off stud-
ies do not have repeated access to such resources. It is fundamental however,
that in phase 0 and phase A studies a trajectory solution is iterated to make
the thruster requirements and constraints coincide. It is this issue that is
attempted to be addressed by the developed numerical scheme.
During the development period it was evidenced that the issue being
treated was not only present at the ESA, more organizations and companies
expressed interests in the development outcomes. EP manufacturer Busek
Co. Inc. from Boston (US) participated in the assessment of the developed
tools. Busek’s clients more often confronted the company with requests to
provide performance analysis on its products and the ability of these to suffice
for a task. No COTS products were available for EP trajectory analysis
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with these specific features, therefore willing to participate in the software
assessment.
Moreover the Italian Space Agency (ASI) has purchased rights to employ
the numerical tools in their studies concerning EP missions. This again
underlined the lack of existing software solutions and the need of institutions
and independent companies to be capable of easy and rapid simulation of
low-thrust trajectories. Naturally the software has also been applied and
tested during numerous in house studies for Alta S.p.A.
5.1 Electric Propulsion
For completeness a concise summary of the fundamentals and principles of EP
is provided in the current section. Electric propulsion refers to any propul-
sion technique which employs electricity to augment the propellant exhaust
velocity of a thruster.[38] Increased exhaust velocity leads to a reduction in
required propellant mass for a certain mission ∆V budget, which is a prin-
cipal figure of merit in space applications. Reduced propellant mass leads
to less total spacecraft mass which relaxes launcher requirements and costs.
Fundamental parameters for mission design purposes are the thrust, specific
impulse and total efficiency, more completely discussed in the subsequent
subsections.
Various approaches and methods to accelerate the exhaust velocity with
electricity have been developed in the last decades, however, only two tech-
nologies have emerged as most successful and have been successfully tested
on space missions. Hall effect and Ion thrusters have successfully withstood
the severe test procedures and requirements necessary for space application
and flown on some NASA, ESA and JAXA mission such as Deep Space 1,
DAWN, SMART-1, Hayabusa and are moreover in consideration for future
missions. The fundamentals and differences of these technologies will be out-
lined for completeness, in addition with a theoretical demonstration of the
merits of EP.
Thruster Categories. The underlying principles of EP can be used to sub-
divide propellant acceleration methods in three categories: electrothermal,
electrostatic and electromagnetic. Resistojets are an example of the first cat-
egory where resistive components are used to electrically heat the gas in order
to increase its energy and consequently exhaust velocity. Due to the thermal
heating this technology obtains only relatively low exhaust velocities. Arcjets
are other types of electrothermal thruster as the gas is weakly ionized by an
electric high current arc in line with a nozzle feed system. Pulsed Plasma
Thrusters (PPT) and Magnetoplasmadynamic (MPD) thrusters are exam-
ples of the electromagnetic category. A PPT uses the electromagnetic effects
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Table 5.1: Typical Thruster Operating Parameters[39]
Specific Input Efficiency
Thruster Impulse Power Range Propellant
(s) (kW) (%)
Cold Gas 50 - 75 - - Various
Chemical 150 - 225 - - N2H4
(monopropellant)
Chemical 300 - 450 - - Various
(bipropellant)
Resistojet 300 0.5 - 1 65 - 90 N2H4 monoprop
Arcjet 500 - 600 0.9 - 2.2 22 - 45 N2H4 monoprop
Ion thruster 2500 - 3600 0.4 - 4.3 40 - 80 Xenon
Hall thrusters 1500 - 2000 1.5 - 4.5 35 - 60 Xenon
PPTs 850 - 1200 <0.2 7 - 13 Teflon
of a pulsed discharge in order to accelerate ablated parts of a solid propel-
lant by that same discharge, to high exhaust velocity. The pulse frequency
therefore determines the thrust level. MPDs on the other hand utilize a very
high current arc to ionize a significant fraction of the propellant and subse-
quently electromagnetic (Lorentz) forces in order to accelerate the charged
propellant. Besides ion and Hall effect thrusters, discussed in separate para-
graphs, also Electrospray/Field Emission Electric Propulsion (FEEP) rely on
electrostatic principles to generate a thrust. The latter technology though is
characterized by the very low thrust level generated. Both types rely on the
extraction of ions out of liquid propellants by extremely fine needles. Table
5.1 provides an overview of the typical operating parameters for thrusters
with flight heritage.
Ion Thrusters. Ion thrusters utilize a variety of plasma generation tech-
niques in order to ionize the propellant, and subsequently accelerate ions
electrostatically extracted from the plasma using biased grids with voltages
up to and exceeding 10 kV. Among the different available EP technologies
ion thrusters possess the highest efficiency and a very high specific impulse.
The geometry of ion thruster comprises three main parts: the plasma gen-
erator, the accelerator grids and the neutralizer cathode. Figure 5.1 shows a
schematic overview of an electron bombardment ion thruster utilizing elec-
tron discharge to generate the plasma.
Here the discharge anode and cathode form the plasma generator and ions
in this region flow towards the grids due to the potential difference, forming
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Fig. 1-1. Ion thruster schematic showing grids, 
plasma generator, and neutralizer cathode. 
1.3 Ion Thruster Geometry 
An ion thruster consists of 
basically three components: the 
plasma generator, the accelerator 
grids, and the neutralizer cathode. 
Figure 1-1 shows a schematic 
cross section of an electron-
bombardment ion thruster that uses 
an electron discharge to generate 
the plasma. The discharge cathode 
and anode represent the plasma 
generator in this thruster, and ions 
from this region flow to the grids 
and are accelerated to form the 
thrust beam. The plasma generator 
is at high positive voltage 
compared to the spacecraft or 
space plasma and, therefore, is 
enclosed in a “plasma screen” 
biased near the spacecraft potential 
to eliminate electron collection 
from the space plasma to the 
positively biased surfaces. The 
neutralizer cathode is positioned 
outside the thruster and provides 
electrons at the same rate as the 
ions to avoid charge imbalance 
with the spacecraft.  
 
Ion thrusters that use alternative plasma generators, such as microwave or radio 
frequency (rf) plasma generators, have the same basic geometry with the 
plasma generator enclosed in a plasma screen and coupled to a gridded ion 
accelerator with a neutralizer cathode. The performance of the thruster depends 
on the plasma generator efficiency and the ion accelerator design. A photograph 
of a large, 57-cm-diameter ion thruster fabricated by JPL, called NEXIS [26], is 
shown in Fig. 1-2. This thruster is capable of operating at over 20 kW of power 
with an Isp exceeding 7000 s and a design lifetime of over 100,000 hours. 
1.4 Hall Thruster Geometry 
A Hall thruster can also be thought of as consisting of basically three 
components: the cathode, the discharge region, and the magnetic field 
Figure 5.1: Schematic Cross-Section of an Ion Thruster[38]
the thrust beam. The external neutralizer cathode is required to maintain
a p tenti l equilibrium of the sp cecraft by p oviding electrons at the same
rate as the ions. Malfunctioning or omitting this part would quickly lead
to a charge imbalance with respect to the spacecraft. The efficiency and
quality of different ion thrusters lays in the plasma generator efficiency and
ion accelerator design. Figure 5.2 shows a picture of the 57-cm NEXIS ion
thruster by the JPL.[40]
Hall Thrusters. Hall thrusters rely on the Hall effect to generate the plasma;
an electric field perpendicular to an applied magnetic field electrostatically
accelerates the ions, with the transverse magnetic field inhibiting electron
motion which would cause a short out of the electric field. Hall thrusters
typically provide more thrust for a given power with respect to ion thruster
and the design is less complex, however, specific impulse and efficiency are
inferior.
Also Hall thrusters consist of three main parts: the cathode, the discharge
region and the magnetic field generator. A schematic overview of a Hall
thruster is given in Fig. 5.3.
This particular design encompasses a cylindrical insulating channel en-
closing the discharge region. A radial magnetic field is induced by magnetic
coils between the center piece and the outer flux return path. The discharge
cathode is realized by the external hollow cathode, whereas the anode is a
ring located at the inside of the circular slot, moreover the circular discharge
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Fig. 1-2. Photograph of the NEXIS ion thruster [27] showing the 
57-cm-diameter multiaperture grids and plasma screen enclosing 
the thruster body. 
generator. Figure 1-3 shows a schematic cross section of a Hall thruster. In this 
example, a cylindrical insulating channel encloses the discharge region. 
Magnetic coils (not shown) induce a radial magnetic field between the center 
pole piece and the flux return path at the outside edge. The cathode of the 
discharge is an external hollow cathode, and the anode is a ring located at the 
base of the cylindrical slot shown. Gas is fed into the discharge channel through 
the anode and dispersed into the channel. Electrons attempting to reach the 
anode encounter a transverse radial magnetic field, which reduces their mobility 
in the axial direction and inhibits their flow to the anode. The electrons tend to 
spiral around the thruster axis in the E ? B direction and represent the Hall 
current from which the device derives its name. Ions generated by these 
electrons are accelerated by the electric field from the anode to the cathode-
potential plasma produced at the front of the thruster. Some fraction of the 
electrons emitted from the hollow cathode also leave the thruster with the ion 
beam to neutralize the exiting charge. The shape and material of the discharge 
region channel and the details of the magnetic field determine the performance 
of the thruster. 
 
Figure 1-4 shows a photograph of an Aerojet BPT-4000 Hall thruster [25,26] 
that has completed qualification for flight. This thruster operates from 1 to 
5 kW with an Isp near 2000 s and a total system efficiency of up to 52%. This  
 
Figure 5.2: Photograph of the JPL NEXIS Ion Thruster[40]
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Fig. 1-3. Schematic illustration of a Hall thruster 
showing the radial magnetic field and the 
accelerating electric field. 
 
 
Fig. 1-4. Photograph of a BPT-4000 Hall thruster manufactured by  
Aerojet [25,26]. 
 
Figure 5.3: Schematic Overview of a Hall Thruster[38]
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Fig. 1-4. Photograph of a BPT-4000 Hall thruster manufactured by  
Aerojet [25,26]. 
 
Figure 5.4: Photograph of the Aerojet BPT-4000 Hall thruster[41]
channel is supplied with the propellant gas through this anode. Electrons
attempting to travel from the cathode inwards to the anode are refrained
by the transverse radial magnetic field, inhibiting electron flow in this direc-
tion. In fact, electrons tend to spiral around the thruster axis consequently
representing the Hall current. Ions generated by these electrons experience
acceleration due to the electric field in the direction of the cathode, where
some of the electrons also leave the thruster along the ions in order to neu-
tralize the exiting charge. Material and geometry of the discharge channel
and the properties of the magnetic field determine the performance of the
thruster. Figure 5.4 shows a photograph of a Hall thruster developed by
Aerojet.
Thrust, Impulse and Efficiency. Propulsion of spacecraft by EP relies on
the same fundamentals as chemical propulsion: the acceleration and expul-
sion of mass from the spacecraft. From the law on conservation of momentum
it is derived that the ejected propellant mass times its velocity is equal to the
spacecraft mass times its velocity. The thrust on the spacecraft is equal and
opposite in direction to the time rate of change of the momentum of the pro-
pellant, which is the exhaust velocity times the rate of change of propellant
mass:
M
dv
dt
= −vexdM
dt
(5.1)
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Here M is the instantaneous spacecraft mass, v the spacecraft velocity
and vex the exhaust velocity. The propellant mass has been included in the
total spacecraft mass, where this holds assuming it the only form of mass
decrease.
Considering rectilinear motion this equation can be rewritten and inte-
grated within the initial and final velocity bounds during which mass change
change is found: ∫ vf
vi
dv = −vex
∫ Mf
Mi
dM
M
(5.2)
which can be solved as:
vi − vf = ∆v = vex ln
(
Mf
Mi
)
= (Ispg) ln
(
Mf
Mi
)
(5.3)
For a fixed ∆v, propellant mass can be decreased by increasing the specific
impulse. This is however not without implications. The specific impulse is
a measure of thrust efficiency and is defined as the ratio of thrust to rate of
propellant consumption:
Isp =
T
M˙g
(5.4)
For EP the specific impulse improves with respect to chemical propulsion
due to the T/M˙ ratio. Writing the thrust in terms of momentum, however,
demonstrates the principal difference:
T = vex
dM
dt
(5.5)
Thrust is increased either by augmenting the exhaust velocity (EP) or by
the expulsion of mass (chemical propulsion). The mass expulsion with EP is
extremely small, compensated for by high velocity, however, remaining orders
of magnitude lower than chemical propulsion. This limits the ability of EP
to execute large velocity changes, or, more complete, implies the significantly
greater time required to provide a certain velocity change. It is this property
that leads to the different approach in trajectory design.
Ultimately, the efficiency of any electric propulsion thruster is defined as:
ηT =
T 2
2M˙Pin
(5.6)
which is the ratio between the input power and the equation for jet power.
For more complete discussions on the principles on EP the Author refers to
one of the classical textbooks.[38], [42]
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5.2 Concurrent Mission Design
Concurrent engineering is a systematic approach to integrated product devel-
opment, a principle exploited by the ESA in its Concurrent Design Facility.
A room combining all equipment required by experts of various spacecraft
systems, in order to quickly assess the effects of changes on the relevant sys-
tem. Objective is to accelerate and improve the phase 0 and pre-phase A
process of defining the envelope of feasible mission configurations for given
inputs such as power, mass, mission time, cost, etc. The strong iterative
nature requires for intense interaction between the various experts and the
continuous reevaluation of configurations.
Mass and Power Budget. The two main parameters when starting the defi-
nition of the solution envelope for a space mission, when regarding EP, are the
available power and mass. More stringent propellant mass requirements need
thrusters with higher specific impulse for constant power, with an increasing
mission duration trade-off. The available power places an upper bound on
the thrust level that can be achieved, as rewriting of Eq. (5.6) shows:
T =
2ηTPin
gIsp
(5.7)
directly relating the thrust and power. Values for the specific impulse are
obtained by considering existing technologies. Electric thrusters, however,
are moreover limited by design constraints on input power. Substituting for
the propellant mass flow rate in this equation furthermore demonstrates the
dependency of M˙ on power:
M˙ =
2ηTPin
(gIsp)2
(5.8)
This succinct discussion illustrates the strong relation between the pri-
mary design parameters and often two-fold effects of their variation. Obvi-
ously the power and mass do not relate merely to the propulsive system, but
couple to all spacecraft subsystems. The need for iterations and intense col-
laboration is hereby also illustrated and the motivations for the development
of a numerical tool to rapidly and efficiently evaluate changes, justified. A
schematic overview of the interactions of some mission design issues is given in
Fig. 5.5. This is a simplified illustration of the coupling of some parameters.
The selection of a launcher is often based on cost: more powerful launcher
are more expensive. More powerful launchers, however, have a wider range
of available orbits which is especially relevant for interplanetary orbits as a
spacecraft can be placed directly on an Earth escape trajectory or on a much
higher orbit, requiring less on-board propellant. The initial orbit obviously
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Figure 5.5: Simplified Overview of Preliminary Design Coupling
has an effect on the subsequent transfer trajectory, changing the mass and
time requirements. This couples back on the subsystem requirements and
the required power and departure mass. The complete process is moreover
influenced by imposing general constraints on some parameters such as a
minimum arrival mass, a maximum transfer time, etc.
The entire process of preliminary spacecraft design is much more compli-
cated and difficult to summarize in a single illustration, however, the intention
is to outline the strong iterative behaviour and the role of the trajectory as
a whole.
Numerical Integration. Trajectory computations involving EP inevitable
rely on numerical integration of a spacecraft state and thrust control laws
in an appropriate reference system to obtain information on the transfer.
Only some very particular, theoretical, closed form solutions exist such as
a circular to circular transfer in a Keplerian environment. Design of real-
istic low-thrust trajectories without some form of optimization, variational
analysis or numerical tool is impossible. Consequently it is extremely diffi-
cult to estimate the effect of changes on a certain trajectory, especially when
this is in a complex dynamical environment with many interacting accelera-
tions. Trajectory solutions are computed based on assumptions on spacecraft
mass and thruster parameters, among others, their modification yields the
solution obsolete. Modification of the thrust magnitude, specific impulse or
initial mass, for example, would require a new computation of the transfer
trajectory fulfilling the imposed boundary conditions and constraints with
the updated spacecraft configuration. This is a costly process and not always
possible during preliminary design studies due to the level of detail.
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Propagation. The fundamental hypothesis based on which the numerical
assessment tools are developed is that the thrust-law defining a trajectory
does not significantly change for modification of the thruster and spacecraft
parameters. An error on the satisfaction of the boundary conditions will
be admitted, however, for relatively small deviations this will lay within
an acceptable error region. This assumption enables the generalization of
the thrust-law, which can then be considered constant during the iterations.
The necessity for this simplification comes from the complexity and duration
of thrust-law computation. Omitting the re-computation of thrust-laws for
variation of the input parameters enables the employment of faster and less
complex numerical schemes. Numerical propagators can be used to simulate
the trajectory providing estimates of the propellant consumption and transfer
duration. Propagation is much faster and can be performed with all possible
perturbations, factors often omitted for trajectory optimization due to the
increased complexity. This leads to another major advantage: the ability
to verify and quantize the impact of various perturbations on trajectories
computed in an idealized environment.
5.3 Development of Assessment Tools
The principal development aspect of the numerical tools was to maintain a
great level of flexibility and versatility in order to capture all likely mission
scenarios. This applied in particular to two aspects: thrust-law specifica-
tion and thruster model. Thrust law formulation is strongly dependent on
user specific routines and consequently a generalization was preferred to be
avoided. Moreover, in order to provide the tools with some empirical ca-
pabilities a thrusting law can also be defined as a function of some of the
defining orbital parameters. This provides the possibility to investigate, for
example, the required propellant to perform a manoeuvre changing the semi-
major axis with a certain ∆a, an inclination change, or simply investigate the
time it takes for the J2 perturbation to change the orbit orientation beyond
a certain value. The flexibility of thruster model emanates from the fact that
different thrusters are described by different models. Characterization of a
thruster is often performed by the manufacturer without regulations on the
mathematical model. This leads to thrusters being described by second order
polynomials with the thrust as a function of power, mass flow rate or even
Sun distance, whereas some models only have constant parameters.
Environment Dynamics. Different missions place emphasis on different as-
pects of space travel and therefore require the possibility to easily include or
exclude environmental factors, often perturbations, thus modifying the dy-
namical environment. Based on Cowell’s formulation this is achieved with
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Figure 5.6: BepiColombo Earth Escape Trajectory with Lunar Swing-By
a selection routine in the code and present in the GUI. This enables selec-
tion wise addition of desirable accelerations, automatically included in the
governing equations of motion.
Identically a range of selectable third-body perturbations can be included
in order to evaluate these effects. A distinction is made between geocentric
transfers, also covering Lunar trajectories, and interplanetary trajectories.
Two separate quasi-inertial systems of reference are realized, as described in
Ch. 1 and consequently different sets of ephemerides are considered. Preci-
sion ephemerides are included by interpolation of the JPL Horizons data.[43]
With respect to the heliocentric propagator this enables also the computation
of planetary or lunar swing-by’s for the geocentric propagator. Due to the
high accuracy and timing requirements though, the numerical propagation
of such maneuvers requires for very precise thrusting strategy inputs and
initial state determination. Figure 5.6 shows the plot of a Lunar swing-by
starting from a geocentric orbit. This is the trajectory envisaged for the
BepiColombo spacecraft in order to escape the Earth’s gravitational sphere.
After departure a series of chemical impulses is provided at periapsis in order
to increase the energy and apoapsis, where after the ultimate impulse the
spacecraft will perform one and a half orbit after which Moon will swing it
away, as illustrated. The trajectory is computed by the numerical code based
on the BepiColombo state information after the final periapsis burn.
The spacecraft will then perform a set of planetary swing-by’s in order to
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Figure 5.7: BepiColombo Simulated Earth Swing-By
arrive at the orbit of Mercury. Due to the absence of precise timing and state
information for this particular future ESA mission, no complete numerically
simulated trajectories could be computed. However, due to an additional
feature of the code, planetary swing-by’s can be simulated by adding a ∆V
vector to the planet’s velocity vector in order to imitate the effect of velocity
vector rotation. This is illustrated in Fig. 5.7.
The dot markers represent the respective planets at the start of the Earth
escape and the square markers represent them at the end of propagation.
The previously discussed Earth escape trajectory is simply transferred to the
heliocentric system, automatically performed by the code, and propagated
until a predefined final time. The red and green lines represent the parts of
the trajectory where the spacecraft is thrusting and coasting, respectively.
This information is based on ESA documents and not complete enough to
actually integrate the effect of the swing-by, however, the features are more
than sufficient for the design purposes.
Nonconservative forces such as atmospheric drag and solar radiation pres-
sure are included based on the principles developed in chapter 1. Some of
the required spacecraft dependent parameters must be specified by the user
in order for the code to properly compute the associated accelerations. The
atmosphere model is based on the Harris-Priester density model,[4] which is
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a basically static model with some tables accounting for solar cycles. The
upper atmosphere characteristics are obtained by averaging several of the
predominant variations. Maximum and minimum density values are given
for parameterized altitudes between 100 km and 1000 km. Linear interpola-
tion during the integration provides the density value at any altitude within
the given boundaries.
Trajectory Input. Trajectory input consisting out of thrust steering laws
are typically defined with respect to elapsed mission duration, however, this
is not necessarily always the case. In order to maintain a large degree of
flexibility thrust laws are definable as a function of different parameters and
provided to the assessment tool in a universal way. This has been achieved
by defining various masks that can be selected and function as a translation
of the input file. An input text file can be provided with multiple columns
describing the behaviour of variables described by the mask. The parameters
are typically referenced with respect to time, however, variations are possible.
The numerical scheme applies a linear interpolation in order to obtain the
respective parameter values at the integration time-steps.
The trajectory input file computes to the actual transfer when executed
appropriately, this is achieved by applying or deriving the correct thrust
magnitude, specific impulse and thrust vector orientation. Trajectory input
files therefore not only cover information on the thrust vector angles but
can also expand to information on the actual thrust, or power and specific
impulse.
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Table 5.2: Implemented Thruster Algorithms
Algorithm Thrust Specific
Impulse
1 constant constant
2 T = 2ηTPingIsp constant
3 T = 2ηTgIspPbol(1− αt) constant
4 T = α1r2 + α2r + α3 constant
5 T = α1P 2 + α2P + α3 Isp = β1P 2 + β2P + β3
6 T = 2ηTgIsp
Pbol
R2
constant
Figure 5.8 shows a thrust angle as a function of time in order to execute
a transfer from Earth to Mars, with on the right the associated trajectory.
The thrust angle is computed with a dedicated optimization scheme and
holds only for a planar circular to circular transfer, with a thrust of 290 mN
and Isp of 4500 seconds. The departure from Earth to the encounter with
Mars is represented in red as a time minimization was performed, resulting in
continuous thrust. The subsequent green trajectory represents the ballistic
continuation of the final state after thrusting. It is seen that the spacecraft
follows Mars, this is also called a V∞ = 0 approach.
Thruster Models. A selection of six different thruster models is imple-
mented, based on ESA requirements for common thruster algorithms. The
six algorithms with their features are summarized in Table 5.2.
Some remarks must be placed. The α in strategy 3 represents the power
degradation in W/yr and Pbol is the initial power; hereby the behaviour of
RTG power sources can be simulated as a linear decrease with time of the
available power. The αx in strategy 4 determine the thruster characteristics;
bounds are placed on the maximal thrust and minimum Sun distance. In
strategy 5 both the thrust and specific impulse are expressed in 2-nd order
polynomials. In strategy 6 the Pbol is scaled with respect to the Sun distance
(in AU).
The assessment tool accepts specification of the thruster characteristics
based on one of these six strategies, which should cover all conventional
thruster definitions. Input is performed by a plain txt-file with the columns
providing the information required by the code. Illustration of a typical input
file is given below:
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0 1 2.900000e-001 4500 3.529675e+002 0
1.070921e+000 1 2.900000e-001 4500 3.526844e+002 0
6.425527e+000 1 2.900000e-001 4500 3.512712e+002 0
1.262223e+001 1 2.900000e-001 4500 3.496331e+002 0
1.833499e+001 1 2.900000e-001 4500 3.481116e+002 0
2.319245e+001 1 2.900000e-001 4500 3.468024e+002 0
2.791701e+001 1 2.900000e-001 4500 3.455094e+002 0
3.281276e+001 1 2.900000e-001 4500 3.441429e+002 0
3.788251e+001 1 2.900000e-001 4500 3.426922e+002 0
...
The columns represent: time, on/off, thrust, specific impulse, in-plane
angle and out of plane angle, respectively. The information can be provided
and formatted in the required order by most optimization codes and therefore
directly imported.
Numerical Integrators. The selection of an appropriate integration method
for investigation of orbital motion is no trivial matter and often not well
enough considered. The selection of bad error tolerances or step-size con-
straints can lead to erroneous evaluation of a mission and over- or under-
estimate mission design parameters. For long transfers or missions working
on the feasibility boundary the admitted errors could even render a mission
infeasible.
As discussed previously, most mission scenarios would strongly benefit
from variable step integrators that vary step-size dynamically to maintain
within a certain error tolerance. In fact, fixed step integrators are merely
beneficial for close to circular orbits due to their dynamical symmetry. This
phenomenon has been the driver behind the inclusion of only variable step
integrators in the assessment tools, where computational velocity can be in-
fluenced by varying the tolerances or step size constraints. Moreover, a stan-
dardized set-up has been implemented suitable for most typical missions,
avoiding the need for the user to modify more specific settings.
Default integrator is the 4-th order Runge-Kutta algorithm with variable
step size. It is a single step scheme in order to increase flexibility and ease of
use as no prior grid points are required. Tolerances can be modified by the
user and are set to some default values that should provide enough accuracy
with acceptable computational times for typical trajectories.
Figure 5.9 shows an EP transfer from a geocentric elliptical orbit to an
unstable captured lunar orbit. Initially several slowly increasing orbits are
seen in red, where the EP is continuously increasing the spacecraft energy.
The short green interruptions in the orbits close to Earth represent periods
where the thruster is switched off during eclipses. The thrust is directed in
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Figure 5.9: Earth Moon Weak Stability Boundary Transfer
parallel with the velocity vector in order to augment the energy as fast as
possible. The transition from red to green represents the point where the
truster is switched off. The duration until reaching this point is computed
a priori and is determined in order to provide for a ballistic capture by the
Moon, exploiting the Weak Stability Boundary (WSB). This is a dynami-
cal point where the spacecraft position and velocity must match appropriate
conditions so that it is pulled away from the Earth’s influence by the Moon’s
gravitational field. The Moon’s orbit is represented by the blue line. The
transfer is computed using full perturbation models such as the inhomoge-
neous gravitational field and third-body perturbations of the Sun and Moon.
The figure illustrates the importance of flexible integrators, and the bene-
fit of variable step size. Initially the motion of the spacecraft is predominated
by the Earths gravitational field. A close to Geostationary Transfer Orbit
(GTO) forms the initial orbit, as often used by the Ariane launcher as in-
jection orbit. The spacecraft motion is influenced by the harmonics of the
Earth’s gravitational field, where the step size can be varied between perigee
and apogee. However, the code is ordered to automatically switch off the
thruster when the spacecraft goes into eclipse, therefore a restriction is placed
on maximum step size. The initial orbit has a period of approximately 26
hours, and eclipse duration is as short as 20 minutes. This gives an indication
of the constraints of the step size. Subsequently the spacecraft continues to
increase it’s distance to the Earth and thus the effect of the gravitational per-
turbations and eclipses diminishes. This relaxes the constraints on the step
size, however, too large steps result in an increasing error and not matching
the stringent state conditions in order to establish the ballistic lunar capture.
5.3 Development of Assessment Tools 85
Tool Verification. Verification of the geocentric propagator has been done
by ESA as part of the software acceptance and validation process. Based on
ESA in-house trajectory information of the SMART-1 and Artemis missions
the tool has been used to simulate the respective thrusting strategies. The
results obtained by the tool have been compared with the actual trajectories
and subsequently evaluated. For the SMART-1 simulation the error with
respect to the orbital parameters did not exceed 1% for any of the classical
orbital elements. Largest observed error was 6.80% for the mass consumption.
This was considered acceptable and most likely due to the consideration of
theorectical, thus idealized, thruster models by the tool.
Complete description of the verification process is omitted for brevity as
this consisted out of dozens of repetitive trajectory evaluations. The compete
process and results is described in a technical note by the ESA.[44]
Graphical User Interface. With the purpose to enhance user friendliness
and ease of use, a complete Graphical User Interface (GUI) has been devel-
oped based on the Matlab software environment. All different functions of
the individual codes and schemes have been grouped together and made ac-
cessible by the interface. This moreover provides the possibility to easily save,
load, modify and review simulations. A complete description of the software
tool developed for the specific purpose the Author refers to the documents
provided by Alta S.p.A.[45]
The assessment tool is accessed by a main interface where the user must
make a distinction between the type of simulation that must be performed,
such as geocentric or heliocentric. Upon selection the user will be presented
with the GUI relevant to the trajectory and all possible options. This refrains
the user from selecting, for example, atmospheric drag when evaluating an in-
terplanetary trajectory, unnecessarily slowing down the propagation. Figure
5.10 shows a screenshot of the main GUI for interplanetary simulations. The
GUI approach also provides for the inclusion of an error handling mechanism
that alerts the user for a wrong parameter entry or any other discrepancy.
Post Processing A complete post-processing GUI has been developed in
order to offer the user with tools to instantly generate graphs of the trajec-
tory or mission parameters or to quantify the propellant mass consumption,
mission duration, ∆V and others. It is moreover possible to export all nu-
merical data; both vector and scalar information. This can subsequently be
imported in third party software. The trajectory can moreover directly be
exported to a three-dimensional solar system viewer in order to visualize the
trajectory with high quality.
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Figure 5.10: The Main Graphical User Interface
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5.4 Summary of Results
The development of a numerical tool to perform flexible and rapid assessment
of low-thrust trajectories in both geocentric and heliocentric environments
has been discussed. More complete, the tools is developed with the intention
to assess changes in low-thrust trajectories to assist in the iteration process
of preliminary mission design. The intrinsic characteristics of the low thrust
generated by electric propulsion requires for numerical tools to predict and
quantify modifications.
The absence of COTS tools capable of performing this particular task
adequately motivated the Electric Propulsion division of ESA at ESTEC
to establish a development contract with Alta S.p.A. where the described
tool has been developed. Over the course of two years the tools has been
developed from scratch based on intensive interactions in order to understand,
implement and ultimately assist the design process for preliminary studies.
The outcome of the effort is an independent numerical software tool based
on the Matlab environment with complete graphical user interfaces and post-
processing tools. The quality and correctness of the numerical code has been
verified by the ESA based on SMART-1 and Artemis flight data and is now
used as a simulation tool.
Demonstration of the necessity for this kind of tool was the requests
by outside entities interesting in purchasing and using it. Demonstration
at the 30th International Electric Propulsion Conference in 2007 led to the
introduction of the tool at the US company Busek Co. Inc. and at the Italian
Space Agency. This moreover aided the verification of the many possible
simulation scenarios and suggestion of future development.
The completion of the development for the purpose of this thesis is there-
fore considered a success and will hopefully assist system engineers with the
promotion of electric propulsion as a fundamental mission solution.
Chapter 6
Power Constrained Outer Planet Exploration
The current chapter will discuss the study of outer planet exploration by
small spacecraft equipped with electric propulsion, where the mission feasi-
bility is achieved solely by the employment of electric propulsion. The already
discussed advantages of electric propulsion provide for novel approaches to
trajectory design and the decreased total launch mass enables the employ-
ment of high energy launchers. An optimization scheme has been developed
in order to compute time minimized thrust vector control as a function of a
ballistic coasting duration and hyperbolic excess energy. The study has been
performed for the three outermost planets: Saturn, Uranus and Neptune.
Officially Jupiter is also part of the outer planets, however, it was found that
the applied strategy is not beneficial for this planet due to its relatively short
distance from the Earth.
6.1 Mission Approach
The effectiveness of combining EP on a power constrained small spacecraft
and an Earth departure with a powerful launcher has already been proved
in the past by studies of first Noble[46]–[48] and later Oleson.[49]–[52] These
studies moreover employed a Radioisotope Thermoelectric Generator (RTG)
as power source, because solar arrays become extremely inefficient beyond
Mars. Combining EP with an RTG enables the possibility to develop novel
transfer strategies for outer planet exploration. This enables the design of
outer planetary missions based on relatively small spacecraft, capable of de-
livering a high payload fraction to their destination. The higher efficiency of
EP with respect to conventional chemical means results in much lower propel-
lant mass requirements for the high ∆Vs that are needed. These significantly
lower propellant masses, combined with the small spacecraft concept, allow
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the usage of powerful launchers that provide a significant portion of the high
required ∆V budget.
Radioisotope Thermoelectric Generator. Initially this concept was de-
scribed by Noble,[46] who identified the possibility to use a chemically pro-
vided impulse to place a small spacecraft into an Earth escape trajectory
and EP to modify the spacecraft energy afterward. Here, the spacecraft is
placed into a low Earth orbit where an expendable chemical thrust delivers
the required Earth escape energy. Based on this approach Noble[47] deter-
mined the optimal thrusting strategy, maximizing the payload, to consist out
of three phases: thrust - coast - thrust, where during the initial thrust phase
the spacecraft is accelerated and during the second decelerated, moreover,
the trajectory is circularized. Principal requirement for successful imple-
mentation of this strategy is the necessity for sufficient electrical power at
Sun distances well beyond Mars, typically considered the boundary for solar
arrays, which is resolved by consideration of an RTG.
Extending the work carried out by Noble, Oleson[49]–[52] described a differ-
ent strategy assuming a more powerful launcher in order to avoid the initial
acceleration phase. The spacecraft is directly placed on a highly elliptical or
hyperbolic heliocentric transfer trajectory towards its destination. EP is in
this case exclusively used to decelerate and circularize the trajectory upon
reaching the destination planet.
The objective of the performed study is to assess the feasibility of outer
planetary transfer trajectories based on small spacecraft design in a more
detailed and complete manner covering a large range of power and specific
impulse combinations. The previous studies were strongly parameterized
and do not provide a large scope of possible inputs. No overall conclusion
can therefore be made with respect to favorable departure mass or specific
impulse; this study covers the complete envelope of realistic EP input pa-
rameters.
High Energy Launch. The principal objective is to characterize the initial
mass and specific impulse parameter range for the discussed transfer strategy.
The two main constraints on mission design are the total transfer time and
the required final mass at the destination. To maintain a high degree of
mission feasibility an existing powerful launcher has been selected based on
which C3 and mass performance has been determined.
For the considered destinations a constant RTG electrical power of 1 kW is
hypothesized, where the RTG specific mass is approximately 200 kg/kW.[51]
This thus requires allocation of approximately 200 kg of the final mass to
the power subsystem. In the transfer analysis, the effective mass at the
destination is a function of the initial mass, which is in turn determined by the
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Table 6.1: Atlas 551 Star 48V Performance[53]
Launcher C3 Initial Mass
(km2/s2) (kg)
130 860
140 740
150 660
160 580
170 480
launcher C3, the specific impulse and the coasting duration. Consequently,
the final mass obtained by the optimization scheme must cover all spacecraft
subsystems and scientific payload.
As highlighted above and as a result of the constant electrical power, the
required propellant mass is a function of specific impulse (Isp) and thrusting
duration. To cover an ample spectrum of thruster characteristics, specific
impulse values in the range from 1500 s to 4500 s, with a discretized step of
500 s, are investigated. The last parameter influencing the propellant mass
requirement is the ballistic coasting phase duration, which moreover has a
strong effect on total transfer time. The ballistic coasting duration (Tbal) is
parameterized to examine its effect on the mission performance, where it has
been varied depending on the destination planet, from zero up to more than
10 years.
Based on the above discussed parameters a numerical scheme was im-
plemented that performed a trajectory optimization, computing the optimal
thrust angle to guide the spacecraft to a predefined final state, minimizing
the required time. As a consequence the thruster is constantly on during the
propulsion phases, maximizing the rate of change of spacecraft energy. The
parameterized initial ballistic coasting duration thus serves as a control pa-
rameter, because for identical C3 and Isp, different final masses and transfer
times are obtained under variation of Tbal.
The numerical routine computes time optimized transfers between a given
initial state, a circular orbit with 1 AU radius, and a heliocentric orbit with
orbital radius equal to the planet under investigation. The launcher C3 range
considered varies between 130 and 170 km2/s2 having an associated initial
mass from 860 to 480 kg, respectively. This link between launch energy and
spacecraft initial mass has been determined with reference to the American
Atlas 551 with Star 48V upper stage,[53] which is shown in Table 6.1.
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Figure 6.1: Schematic Overview of the System Dynamics
6.2 System Dynamics
The transfer must be separated in two parts in order to develop a numer-
ical scheme capable of optimizing the trajectory. The first part covers the
high energy launch and the subsequent ballistic coasting phase with variable
duration. The second part continues from the end of the first phase, the
final ballistic state, and is subjected to thrust vector optimization in order to
minimize the time to circularize the heliocentric orbit at the predefined Sun
distance. Hence, the optimization is with open final time and the intersection
of the spacecraft trajectory with the planet’s orbit is not known a priori. The
equations of motion describing the spacecraft’s heliocentric behaviour must
provide for the possibility to define the final state, a circular heliocentric
orbit, without fixing the location on this orbit at the final time.
Equations of Motion. Description of the equations of motion based on the
radial distance, r, the angle between the x-axis and the radius vector θ,
the radial and azimuthal velocities, u and v respectively, solved this prob-
lem. Equations (6.1) describe the spacecraft dynamics in the aforementioned
format, where the radial and azimuthal components have an additional ac-
celerative term, representing the acceleration due to the thrust force. This is
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schematically shown in Fig. 6.1
r˙ = u
θ˙ = v
u˙ = v2/r − µ/r2 + asin(β)
v˙ = −uv/r + acos(β)
(6.1)
Here a represents the acceleration which is given by the instantaneous
values for power, specific impulse and spacecraft mass, as given in Eq. (6.2).
T =
2ηTP
gIsp
⇒ a = T
mi − m˙t (6.2)
Final State. The definition of the final state, a circular heliocentric orbit
with radius equal to the orbital radius of the planet under investigation, can
therefore be given as a function of the three state parameters at the final
time, as shown in Eq. (6.3):
r(tf ) = rplanet
u(tf ) = 0
v(tf ) =
√
µ/rplanet
(6.3)
These final conditions will also serve to define the boundary conditions
required by the optimization code. The spacecraft initial state, however, is
a location on the Earth’s orbit around the Sun. Due to the definition of
the problem the exact location is not relevant as the model is symmetric.
For all cases simulated the initial position is chosen as the right-side x-axis
intersection, as seen in Fig. 6.1. The escape energy provided by the launcher
(∆Vlaunch =
√
C3) is added to the Earth’s orbital velocity given by Eq. (6.4).
VSC = VEarth + ∆Vlaunch (6.4)
6.3 Optimization of the Interplanetary Trajectory
Theory of the optimization techniques is discussed in Ch. 4 of this thesis and
will therefore not be repeated. Instead, the results of the optimization are
discussed and presented. The specific optimization techniques employed in
this study are the two supplementary gradient and forward shooting methods,
where the result of the former is provided as initial guess to the latter, more
precise, scheme.
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Figure 6.2: Typical Transfer Trajectories for the Three Destinations
Procedure. The mission analysis was performed based on a stepwise pro-
cedure leading to a parametric analysis to assess the mission characteristics
for a given planet considering different initial masses, specific impulses and
transfer strategies. This approach identifies a performance envelope that
satisfies the typical mission constraints, transfer time and final mass, which
form the basis for a more detailed trade-off analysis. The applied procedure is
identical for all investigations, however, for brevity this will only be outlined
for the first case, thereafter results of other configurations will be presented.
Figure 6.2 illustrates three typical trajectory solutions for the three consid-
ered planets. The green line represents the initial coasting phase where the
spacecraft is traveling outwards towards the destination planet. The subse-
quent red line represents the deceleration phase with the optimized thrust
vector orientation in order to slow the spacecraft down and rotate the orbit.
The ultimate blue line illustrates the ballistic continuation on a heliocentric
orbit with radius equal to the planet’s radius, know as a zero excess capture.
Uranus The range of possible spacecraft configurations, initial mass - spe-
cific impulse combinations, for a single planet is given by the product of C3
values and specific impulses, equating to a total of 35. For each of these con-
figurations a different number of solutions exist governed by the number of
parameterized ballistic coasting durations. This is not equal for all configura-
tions as some Mi-Isp combinations did not converge to a final state adhering
the imposed boundary conditions for all ballistic durations. This emanated
from the coasting phase being either too short or too long, consuming all
available mass or not decelerating in time, respectively.
Figure 6.3 shows the results for the two extremes of launch energy, where
the total transfer time and mass fraction are given as a function of differ-
ent coasting durations and specific impulses. These are presented in three-
dimensional figures for the two extremes of launch C3. It is observed that for
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Figure 6.3: Transfer Time and Mass Fraction for Different Launch Energy
higher launch C3, shorter coasting durations must be considered, especially
for the higher specific impulses. The much larger excess energy transports
the spacecraft towards its destination much faster, consequently for too long
coasting durations the spacecraft is too close to its destination in order to
decelerate and circularize its orbit.
The strong vertical shift in transfer time for the C3 = 170 case, between
Isp = 2000 and Isp = 2500 is caused by the spacecraft trajectory going beyond
the final radius before circularizing onto the specified heliocentric orbit, which
results in a strong increase in transfer time.
Figure 6.4 shows two projections of the three-dimensional surface from
Fig. 6.3a, presenting the total transfer time and mass fraction as a function
of coasting duration only. It is observed that for the lowest Isp value a
coasting duration of 1 year is taken as minimum. The low Isp value and
short coasting duration result in a very large propellant mass fraction. To
minimize the transfer time the optimal trajectory has a long initial phase
in which the thrust is mainly accelerating the spacecraft. Consequently the
propellant mass fraction becomes very large, where in the extreme case this
becomes unity. Higher Isp values do not demonstrate this problem therefore
coasting durations starting from zero years are also included.
An upper bound on the coasting duration is observed for the higher Isp
values. For longer durations the thrust force is no longer able to decelerate in
time guiding the spacecraft towards the imposed boundary conditions. The
higher Isp values, for constant power, result in a lower thrust force, therefore
more time is necessary to dissipate the excess energy.
A third order polynomial fit is applied to the computed data to obtain the
trend lines. It is directly observed that a lower coasting duration results in a
lower total transfer time, with the obvious mass fraction payoff. The transfer
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Figure 6.5: Transfer Time versus Mass Fraction for Different Coasting Dura-
tions. a) Zero Ballistic Years b) Three Ballistic Years
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time decreases as the transfer includes an initial acceleration phase. As a
result, increasing the coasting duration significantly increases the payload
mass fraction, especially for the lower specific impulses. Moreover, in Fig.
6.4b, it can be seen that the variation in mass fraction for subsequent specific
impulses decreases with increasing Isp for a constant coasting duration. To
maximize the mass fraction for a given value of specific impulse, a coasting
duration that does not cause the spacecraft to go beyond the final radius,
should be considered.
Figure 6.5 shows the results obtained for all initial masses considered
and all specific impulses that lead to a successful transfer, for equal coasting
duration. Coasting durations of zero and three years are shown, where the
colours represent the initial masses and the dots the specific impulses.
The figure showing no ballistic phase demonstrates a regular behaviour
for the different initial masses and impulses. Whereas the three year coasting
duration shows the vertical shift in transfer time, as mentioned previously.
For the highest C3 value the two highest specific impulses show a deviation
from this behaviour, which results in the fit to bend upwards. This is ex-
plained by the spacecraft going beyond the final heliocentric radius before
coming back. This effect is even more prominent for the Mi = 560kg case,
where the Isp = 4000 s data point has been omitted for the data fit.
The zero coasting duration case is associated with the minimum total
transfer time. When considering this for all evaluated initial masses, as given
in Fig. 6.5a the performance envelope under certain mission constraints can
be defined.
Neptune A transfer analysis as described in the previous section is also per-
formed for Neptune, considering identical launcher and thruster performance
ranges, however, in this case the maximum coasting duration is augmented
due to the much larger distance. For brevity reasons the two-dimensional
figures showing the total transfer time and mass fraction as a function of
the coasting duration are omitted. This is directly presented by the two
three-dimensional figures for the extremes in launch energy, as seen in Fig.
6.6.
Trends similar to the Uranus case can be observed. The total transfer
time increases with coasting duration, where this is accompanied with an
increase in final mass fraction. This latter effect is more pronounced for
the higher launch energies and lower specific impulses. Furthermore it is
again observed that the lowest Isp value has a minimum coasting duration
significantly larger than the higher impulses and again the highest impulses
are not capable to adhere the boundary conditions when considering long
coasting durations. The overall shift in total transfer time and maximum
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Figure 6.6: Transfer Time and Mass Fraction for Different Launch Energy
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
4
6
8
10
12
14
16
18
20
Neptune − Tbal = 0 yrs
Mass Fraction
Tr
an
sf
er
 T
im
e 
[yr
s]
 
 
  2000s
  2500s
  3000s
  3500s
  4000s
  4500s
Mi = 860
Mi = 740
Mi = 660
Mi = 580
Mi = 480
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
8
10
12
14
16
18
20
22
Neptune − Tbal = 7 yrs
Mass Fraction
Tr
an
sf
er
 T
im
e 
[yr
s]
 
 
  1500s
  2000s
  2500s
  3000s
  3500s
  4000s
  4500s
Mi = 860
Mi = 740
Mi = 660
Mi = 580
Mi = 480
Figure 6.7: Transfer Time versus Mass Fraction for Different Coasting Dura-
tions. a) Zero Ballistic Years b) Three Ballistic Years
coasting duration origin from the significantly larger Sun distance that must
be reached.
Figure 6.7 shows the total transfer times versus the final mass fractions
for zero and seven ballistic years, for all considered launch energies. It is seen
that for none of the launch energies at zero ballistic time, a specific impulse
of 1500 s achieved the imposed final state. For the coasting duration of seven
years, only the Isp = 4500 s case for the lowest launch energy did not manage
to obtain a successful transfer.
It is clearly seen that the total transfer time always increases with spe-
cific impulse, for both coasting durations. However, for the shorter coasting
durations, this increase in total transfer time, at constant specific impulse
and different initial masses, goes together with an increase in mass fraction.
The opposite behaviour is observed for longer coasting durations where the
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Figure 6.8: Transfer Time and Mass Fraction for Different Launch Energy
mass fraction actually decreases.
Saturn A transfer analysis as described in the previous sections is also per-
formed for Saturn, considering identical launcher and thruster performances,
however, the maximum coasting duration is significantly decreased to 1.5
years due to the shorter planetary distance. Figure 6.8 shows two three-
dimensional surfaces giving the results for the two C3 extremes.
For Saturn a much more pronounced increase in total transfer time with
increasing specific impulse can be observed. Especially for the higher launch
energy, only the two lowest specific impulses are able to generate a decel-
eration high enough to satisfy the final conditions for coasting durations
exceeding zero years. For the C3 = 170 case the vertical shift in transfer time
with almost constant mass fraction for two higher specific impulses is again
explained by the fact that the trajectory goes beyond the final radius, after
which it returns inwards.
Figure 6.9 shows the total transfer times versus the final mass fractions
for zero and 0.25 ballistic years, for all considered launch energies.
The results indicate that the investigated strategy is less advantageous
for a small spacecraft destined for Saturn. The planetary distance and high
excess energy result in an unfavourable combination of spacecraft mass and
required specific impulse, computing to low final mass fractions. A possible
alternative could be a less powerful launcher, providing the spacecraft with
less excess energy, or considering the lower C3 values investigated as these
are not as susceptible to this behaviour. This tendency is also reported
in previous studies,[52], [54] suggesting a slightly different strategy for closer
planets, associated with a less powerful launch. This was however beyond
the scope of the current study as the focus was on the outer planets.
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Figure 6.9: Transfer Time versus Mass Fraction for Different Coasting Dura-
tions. a) Zero Ballistic Years b) Three Ballistic Years
6.4 Summary of Results
Based on the presented results giving the transfer time and mass fraction as a
function of the launch energy and specific impulse, preliminary mission design
parameters can be obtained. Typical parameters in feasibility studies are the
maximum allowable transfer time and the minimum required final spacecraft
mass. With respect to Fig. 6.5a this gives an upper bound on the transfer
time and a point on the initial mass trends. These points for each initial mass
can be connected producing the lower black line as seen in Fig. 6.10. This
line gives the mass fraction for each initial mass, which corresponds with a
final mass of 400 kg. This final mass was randomly chosen for this example.
The upper, horizontal black line represents a maximum allowable transfer
time of 11 years.
The upper and lower bounds form the design space identifying the initial
mass - specific impulse combinations that transport at least the minimum
required final within the maximum allowable time. As seen, the highest initial
mass with specific impulse of approximately 2500 s meets these conditions in
the minimum total transfer time. Based on this figure mission trade-offs can
be evaluated, for example, the effect of a different specific impulse on transfer
time and final mass. In the case that no configuration provides a solution
within the final mass bounds, different coasting durations must be evaluated
providing higher final mass fractions. Consequently the total transfer times
augment as well, therefore if still no satisfactory combination is identified, no
transfer solution exists for the investigated parameter range.
The investigated strategy proved very promising for the two outermost
planets, Uranus and Neptune, taking a small spacecraft to its destination in
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Figure 6.10: Design Envelope for 400 kg Final Mass without a coasting phase
(Tbal = 0)
acceptable transfer times and with considerable mass fractions. Evaluation
with respect to Saturn showed limitations due to the closer planetary dis-
tance, requiring lower specific impulses and lower initial launch energies in
order to decelerate the spacecraft in time.
With respect to previous studies, the current work does not merely give
a single transfer for each planet with a parameterized final mass, stating
optimal specific impulses, but enables the investigation of the mass fraction
and transfer time trends for different specific impulses and coasting durations.
This defines a feasibility envelope giving the possible parameter ranges, which
can assist during preliminary mission studies. Based on final mass and total
transfer time constraints the presented data directly shows what initial mass
and specific impulse combinations are capable to perform the transfer.
Chapter 7
Electric Propulsion Manifold Transition
The current chapter will discuss the study into the advantageous combination
of dynamical systems theory of three-body models with electric propulsion
to design novel spacecraft mission in multi-body regimes. Combining the ad-
vantages of electric propulsion with respect to propellant requirements and
low-energy ballistic trajectories existing in the three-body model, multi-body
planetary tours can be designed. The employment of power constrained elec-
tric propulsion at the solar distance of Uranus is enabled by the use of Ra-
dioisotope Thermoelectric Generators. This provides continuous availability
of sufficient electrical power.
Not only a planetary tour of the Uranian system orbiting consecutively
Oberon, Titania, Umbriel, Ariel and Miranda is designed, but also the re-
quired interplanetary trajectory transporting the spacecraft from the Earth
to Uranus. Both the interplanetary trajectory as the planetary tour are
computed in different three-body environments, where the start of the in-
terplanetary phase is assisted by a high energy launch to limit the transfer
time.
It is demonstrated that a feasible mission can be designed both in terms
of transfer time and propellant mass requirement, with a scientifically inter-
esting character. The spacecraft is unstable captured by the five moons for
different periods of time, with a stable Uranian orbit as a final state.
7.1 Interplanetary Uranus Trajectory
The interplanetary trajectory represents the first phase of the mission where
the spacecraft must travel from the Earth to the distance of Uranus in a way
permitting capture in the Uranian system. The initial trajectory problem
was generalized to find a time minimizing solution from a to be determined
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Figure 7.1: Earth - Uranus L1 Transfers for α = [0-90-180-270] Degrees
position on the Earth’s orbit to the inner Lagrange point in the Sun-Uranus
three-body system. This was necessary because the position of departure on
the Earth’s circular orbit, together with the excess energy, has a strong effect
on the shape of the trajectory. Erroneous selection of initial position or excess
energy might render the transfer impossible or excessively long in duration.
In order to determine the optimal departure position on the Earth’s orbit
around the Sun, a parameterized optimization was performed.
Departure Position. The departure position on the Earth’s orbit around
the Sun is described by the angle α in counterclockwise direction from the
x-axis. A first evaluation was based on the four angles α ∈(0,90,180,270)
degrees for which the required ∆V and total transfer time were computed.
The resulting transfers are seen in Fig. 7.1. It was observed that for α = 0o
and α = 90o the transfer time was much longer than the other two solutions,
which can also be seen because of the odd trajectory shape.
Based on these results a parametric refinement was performed concen-
trated on the angular region between 180 and 270 degrees with an initial
∆V ∈ [11.6, 13] km/s. These two parameter ranges defined a grid for which
the solutions were computed, which resulted in the transfer time and final
mass values for each grid point in the specified performance envelope. These
two parameters are shown in Fig. 7.2 forming two surfaces above the defined
grid.
It is immediately seen that the surfaces show a minimum and maximum
for an angle of 230o, which remains relatively constant for the different ∆Vs
considered. It is noted that both surfaces behave in opposite ways: continu-
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Figure 7.2: Mass Fraction and Transfer Time Surfaces
ous thrust gives a maximum propellant mass fraction for minimum time.
Figure 7.3 shows a cross section of the two surfaces for the minimum ∆V,
from which this minimum can be clearly observed. Identifying the angle min-
imizing the total transfer time is a process equivalent to the launch window
determination required when considering a conventional mission design ap-
proach. Based on these results the interplanetary trajectory is computed for
a departure angle of 230 degrees and a departure energy of 130 km2/s2.
Trajectory Optimization Approach. Following launch the EP must modify
the velocity in all three dimensions in order to adhere the imposed final
conditions: the initial state is in the x-y plane, whereas the final state which
corresponds with the start of the Uranian tour is in the x-z plane. This is
detailed in the next section. The optimization algorithm therefore computed
both in- and out of plane thrust components, while minimizing the required
time to arrive at the final state.
The Earth to Uranus transfer has been computed using two different,
supplementary and sequential optimization techniques. Both techniques are
based on the calculus of variations where a control vector u(t) is obtained
that minimizes the functional J . To maintain feasible mission durations the
transfer time is subjected to minimization, where a limit on the final mass
after the interplanetary transfer is imposed indirectly by ensuring departure
with an initial mass that results in mf ≥ 500 kg, this to ensure sufficient
spacecraft and propellant mass for the planetary tour. This mass constraint
is respected by applying a numerical scheme that ensured an initial mass
sufficient to arrive at the final state with the required mass. A summary of
the input parameters is given in Table 7.1. The excess velocity corresponding
with the excess energy has been summed to the Earth’s velocity on a 1 AU
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Table 7.1: Transfer Inputs
Input Unit Value
Power W 1000
Specific Impulse s 3200
Thrust Efficiency - 0.5
C3 Energy km2/s2 130
circular orbit in the Sun - Uranus system.
Trajectory Results. Figure 7.4 presents the interplanetary transfer shown
in the Sun - Uranus synodic system. The visualization in the x-z plane shows
a large excursion below the horizontal plane, however, it is noted that the
scaling along the z-axis is two orders of magnitude smaller than along the
x-axis.
Figure 7.5 shows the instantaneous values for the radius as measured from
the Sun, the velocity with respect to the synodic reference system and the
mass decrease during the transfer. Results are shown both for the solution
obtained by the gradient method as well as the forward shooting method,
represented by the blue and red lines, respectively. The continuation repre-
sented by the black line is the conjunction phase, which is shown only for the
more precise forward shooting solution. The spiraling motion can be observed
from the subfigure showing the spacecraft velocity, where the black line os-
cillates. This oscillation is also present in the Sun radius, however, due to
the scale this is less pronounced. The propellant mass consumption equates
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Figure 7.4: Overview of the Interplanetary Trajectory. a) xy-plane. b) xz-
plane
Table 7.2: Transfer Outputs
Output Unit Value
Interplanetary Transfer Time yrs 11.7
Initial Mass kg 875
Propellant Mass kg 375
Fuel Mass Fraction - 0.417
Transfer ∆V km2/s2 17.57
to a linear decrease in spacecraft mass as no coasting phases are considered
by the optimization scheme.
Figure 7.6 shows the in- and out-of plane thrust angles computed by the
forward shooting optimization scheme. It is seen that after approximately
2.35 years the thrust angles demonstrate a rapid variation of the thrust direc-
tion. The α-angle represents the in-plane thrust angle measured positive in
anti-clockwise direction from the x-axis, whereas the β-angle represents the
out-of-plane thrust angle measured positive along the positive z-axis. Before
the variation in direction the α-angle comprises an accelerative component
in the positive x-direction, where this changes into a decelerating behavior
afterward. The β-angle demonstrates only a slight out-of-plane excursion,
which is explained by the fact that the velocity component along z at the fi-
nal state is relatively small and over the total distance of 19.2 AU this is easily
achievable. The general output of the interplanetary phase are summarized
in Table 7.2.
After some numerical iterations the initial spacecraft mass at launch has
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been determined at 875 kg, this, coupled with the assigned excess energy of
C3 = 130 km2/s2, corresponds with the Atlas launcher performance when
equipped with the Star 48V upper stage.
7.2 Three-Body Conjunction Phase
Consideration of both the interplanetary and planetary phase of the mission
requires for an appropriate reference system transformation. The planetary
tour is computed subsequently considering planar models formed by Uranus
and one of its moons, where the initial state must be computed with respect
to the outermost moon Oberon.
Reference System Transformation. The Uranian tour initiates on the ex-
terior invariant manifold leading toward the second libration point in the
Uranus - Oberon system. This initial state in the Uranus - Oberon system is
transformed to the Sun - Uranus system and forms the boundary condition
for the interplanetary trajectory optimization. The transformation provides
for a decoupling of the two systems with the advantage that both mission
phases can be computed and optimized independently.
The high inclination of Uranus’ spin axis and its moons having approxi-
mately equatorial orbits, results in an offset of the orbital plane of the moons
with respect to the fundamental Sun - Uranus plane.[5] This is schematically
shown in Fig. 7.7. A generalization is applied where Uranus’ axis of rota-
tion is assumed to coincide with the orbital plane of Uranus. Moreover, the
moons are all considered to have circular, equatorial orbits, thus their orbital
planes being exactly perpendicular to the Sun - Uranus plane. The system
of reference transformation takes into account both this rotation of the prin-
cipal axes, in addition to the velocity conversion. Due to this rotation the
initial conditions of the planetary tour have components of the position and
velocity only in the x-z plane.
Conjunction. The interplanetary trajectory is connected with the Uranian
tour by the previously discussed transformation of reference system, however,
in addition a conjunction phase is required to dissipate the spacecraft’s energy
in order to adhere the tours initial conditions. The conjunction phase resem-
bles a classical low-thrust planar orbit transfer, where a spiraling motion is
performed gradually closing in on Uranus. The duration of the conjunction
phase was arbitrarily chosen as the time required to reach a distance from
Uranus equal to the sphere of influence (SOI).
The thrust vector orientation during this phase is opposing the velocity
vector, thus decreasing the velocity magnitude and consequently approaching
Uranus. The conjunction phase is computed by a backward integration in the
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Figure 7.8: Detail of the Conjunction Phase
Sun - Uranus system starting from the tour’s initial conditions until the SOI
radius. This state is taken as the boundary condition for the interplanetary
optimization code.
Conjunction Results. The conjunction phase is shown in more detail in Fig.
7.8 where the final state of the forward shooting optimization is continued
by the conjunction phase shown in black. During the conjunction phase the
spacecraft energy gradually decreases leading to a closure of the Hill region.
In addition, the spacecraft is approaching Uranus aligning the position and
velocity to the requirements imposed by the planetary tour, as discussed in
the next section. The duration equals approximately 2.56 years with a mass
consumption of 83 kg. This in addition to the 9.14 years required to reach
the SOI of Uranus with a mass consumption of 292.7 kg.
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7.3 Uranian Tour
The second part of the study investigated the possibilities to continue the
interplanetary transfer with a tour of the Uranian system, advantageously
exploiting the three-body low energy ballistic trajectories. This results in a
tour with a scientifically interesting character as many different environments
are experienced and technically interesting as the propellant requirements are
limited.
Design Approach. The state obtained by the spacecraft after the execution
of the interplanetary transfer and the subsequent conjunction phase is the
intersection between the exterior, stable manifold of Oberon and the first
Poincare section. This stable manifold will transport the spacecraft ballis-
tically to the second libration point, L2, in the Uranus - Oberon system.
Moreover, more generally, the manifolds associated with the libration points
of each moon are computed in the relative synodic frame and subsequently
translated and scaled to the Uranus - Oberon system, which is chosen as
the main system of reference for the tour construction as it is the outermost
moon considered.
The transformation between the two systems takes into account the ini-
tial phase of the moons and the associated non-autonomous phase difference
during the entire transfer. A manifold of a generic moon, in this system, ap-
pears as a trajectory that flows from a radius greater than the radius of the
circular orbit of the moon, wraps around the moon’s orbit and finally arrives
inside the moon’s circular orbit. In the main reference frame the manifolds
of Oberon are time independent, whereas the manifolds associated with the
other moons are time dependent (periodic).
It is worth noting that the manifold used for the construction of the
capture arc of each moon is the stable manifold associated with L2, this as it
is the ballistic trajectory that leads the spacecraft towards the moon from the
outer realm. Its computation requires a propagation of the initial conditions
(3.39) for a time span that must begin at the same final time as the powered
phase of the previous step. The propagation is performed backward for a
time span that identifies the time duration for which the spacecraft lies on
the stable manifold. The duration of this time span (tman) and the initial
position of the relative moon (θ) are terms of the control vector. Furthermore,
the exit time from the previously considered unstable manifold of L1, (t0), is
also considered a term of the control vector.
As opposed to the interplanetary trajectory, optimization with respect to
the required transfer time is not applied anymore. Time optimization results
in a continuous, maximized thrust modulus, whereas this is not necessarily
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Figure 7.9: Optimization Parameters
the case when minimizing the required propellant mass as applied for the
planetary tour optimization scheme. An appropriate thrust law, based on
(α,τ) which are the thrust angle and modulus, respectively, is required in or-
der to establish the connection between the final conditions of the propulsion
phase and the insertion conditions on the manifold of the target moon. The
thrust must be considered for a time span to be determined, being (tEP ),
where these parameters are determined by the optimization scheme. The
definition of the control vector elements for the first passage are shown in
Fig. 7.9.
The complete control vector (u) used for each passage of the tour is:
u = {t0, tEP , tman, α, τ, θ} (7.1)
The control vector elements are determined by an optimization process
that computes the passage with minimum propellant mass, subjected to the
constraint that the final state of the propulsion phase must match with the
initial state of the L2 stable manifold of the target moon. It must be noted
that the stable manifold associated with the second libration point of the
specific moon, when propagated for a ballistic time greater than tman, per-
forms various closed orbits around that moon after which it passes onto the
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unstable manifold of L1 of the same moon. This transition is called a hetero-
clinic connection [55] and is used to obtain the starting conditions for the next
passage. In fact, t0 is the exit time from the unstable manifold associated
with the first libration point of the previous moon considered.
Tour Optimization Scheme. The problem is stated as a constrained mini-
mization approach with equality constraints on the final state function of the
control vector and with inequality constrains on the elements of the control
vector, which has an upper and a lower bound (uub, ulb), these identify the
feasibility envelope (U) for u.
min
U
f(u) subjected to :
ceq(u) = 0
ulb ≤ u ≤ uub
(7.2)
This is a nonlinear programming problem with only active constraints.[56]
The functional to be minimized, f(u), is the required propellant mass during
the propulsion phase, which is a nonlinear objective function with multiple
nonlinear constraints.
A sequential quadratic programming technique has been implemented to
find the optimal solution. This technique converts the objective function in
a quadratic form and linearizes the constraints. Moreover, at each iteration
an approximation of the Hessian of the Lagrangian is made using a Quasi-
Newton updating method. This type of optimization process is strongly
dependent on the quality of the initial guess and possible results in a high
computational load due to a poor initial guess or when approaching the fea-
sibility region boundary.
Using this method the thrust law (α,τ) is included in the control vector
by a time discretization of the propulsion phase. It has been divided into
N -mesh points and at each point the thrust modulus and angle have been
considered as elements of the control vector. So the total dimension of u
equals: 2×N + 4. The thrust law between two consecutive mesh points has
been linearly interpolated.
Due to the extreme sensibility of the three-body system to the initial
conditions this kind of approach is not sufficient to assure the passage between
two manifolds. In fact, the chaotic dynamics of the model lead to completely
different solutions even for very similar initial conditions.
In order to improve the precision of the conjunction points a further op-
timization process has been implemented starting from the solution of the
nonlinear programming problem. In this second step the function to be min-
imized is only the distance in the phase space between the end point of the
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propelled phase and the initial condition required for the insertion onto the
stable L2 manifold. A simplex algorithm has been used taking the output
of the previous step as initial guess. This approach assures a local solu-
tion that requires approximately the same propellant mass as given by the
minimization process.
The value of the small perturbation introduced in (3.39) has been sub-
jected to a numeric iteration in order to obtain a value that corresponded
with a minimum altitude not less than 50 km above the surface.
Tour Results. The computation of the different legs of the planetary tour
commenced with the determination of the optimized thrust law. For all cases,
that is, all manifold transitions, the initial guess constituted an angle of ap-
proximately 180 degrees with respect to the velocity vector. This corresponds
with an anti-tangential thrust dissipating the spacecraft’s energy, justified by
the fact that all transitions performed corresponded with a decrease in or-
bital altitude with respect to Uranus. The starting point of the tour, the
position on the exterior L2 Uranus - Oberon manifold, has been arbitrarily
fixed on the intersection with the x-axis, where it is considered that t0 =
0. A fixed number of mesh points, N = 10, has been arbitrarily chosen for
normal transfers where this is doubled for long propulsion phases to limit the
computational time.
A sequential quadratic programming scheme has been applied to com-
pute the solution, corresponding with convergence of the relative error of
the equality constraints. In order to constrain the computational time, a
tolerance of 5% has been imposed on the phase-distance of the conjunction
states.
The main system of reference to which all other, coupled systems are
scaled is the Uranus - Oberon system. Figure 7.10 shows the entire tour with
respect to this reference frame, together with a transformation to the inertial
reference frame.
In the figure the propulsion phases are represented by green lines and the
ballistic arcs by blue lines. Maintaining this convention the position, velocity
and mass are shown in Fig. 7.11. It is noted that the velocities are with
respect to the principal reference frame where the velocity of Oberon equals
zero. The passage of a moon is indicated by the rapid oscillations in the
velocity and position plots.
The transition from the Oberon to the Titania system requires only a
relatively short propulsion phase of approximately 56 days due to the close
proximity of the two moons and their similar physical conditions. This with
respect to the transition to Umbriel and Miranda, requiring approximately
150 and 128 days respectively. This is explained by the large physical and
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Figure 7.11: Instantaneous Position, Velocity and Mass during the Tour
radial difference with respect to the preceding system.
The transitions from the outer to the inner Lagrange point, L2 to L1
respectively, for a certain system, correspond to the so called heteroclinic
connections between the two manifolds associated with the Lagrange points.
These connections are shown in Fig. 7.12. The figures display the ballistic
trajectories within the appropriate synodic system and the Hill region asso-
ciated with the L2 energy, where they are propagated for the effective time
that the spacecraft follows the heteroclinic connection. The minimal orbit
altitude for each moon is set to be equal or greater than 50 km. This is
achieved by numerical iteration of the small perturbation factor d.
Moreover, the number of closed orbits around each moon and the asso-
ciated duration of the unstable ballistic capture are also strongly dependent
on the value of the perturbation used to compute the manifold. Neither the
number of closed orbits nor the capture duration have been parameters of
optimization in this study, merely the constraint of minimum altitude has
been imposed and obeyed. This resulted in a capture duration ranging from
several days to almost a month.
Figure 7.12 shows a zoom of the closed orbits performed around the dif-
ferent moons, together with the incoming and outgoing ballistic arcs. The
trajectories go from right to left where in the neck regions the spacecraft
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Table 7.3: Tour Outputs
Output Unit Value
Tour Transfer Time days 957.6
Tour Mass Fraction - 0.070
Propellant Mass kg 35
Tour ∆V km2/s2 2.26
closely passes the libration points.
In Fig. 7.13 the variation of the energy and the Jacobi constant are shown
for the entire tour. The energy is shown with respect to the Uranus - Oberon
system, where the energy on both the stable and unstable manifolds associ-
ated with Oberon remains constant. This behavior is also maintained during
the passage through the moon realms, whereas for the other systems these
passages result in a modification of the energy. Furthermore, the energy on
the manifolds associated with the other systems also remains approximately
constant.
7.4 Summary of Results
It has been demonstrated that by a combination of coupled three-body mod-
els and electric propulsion very interesting scientific missions to Uranus can
be designed. Moreover, it is shown that inclusion of the interplanetary tra-
jectory does not render the mission infeasible neither in terms of mission
duration nor with respect to the mass budgets, although some aspects do im-
pose very high technological demands such as the EP propulsion operational
time.
The interplanetary trajectory presents a time minimized solution adhering
the appropriate conditions for the planetary tour to start. The optimization
scheme computed a solution modifying the spacecraft’s state in all 6 dimen-
sions, with in addition a conjunction phase that dissipates the excess energy
in order to start the planetary tour.
The planetary tour combines the advantages of dynamical systems theory
within the three-body model and the use of EP, which opens a wide range
of possible mission scenarios. The tour performs transitions between five
different planetary three-body systems, establishing unstable captured orbits
at each moon where the spacecraft is guided into a stable, circular orbit
around Uranus after departure from the last moon considered.
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Conclusions
The first part of this thesis has provided an overview of the considerations and
issues associated with numerical computation of orbital motion with emphasis
on the evaluation of the motion of an artificial body under the gravitational
attraction of one or more bodies, considering different dynamical models
and with assessment of the effects of perturbations. The second part has
focused on the application of these considerations and models in order to
develop a numerical tool and to assess the feasibility of electric propulsion as
a key technology in order to realistically enable the design of novel trajectory
approaches.
The developed numerical tool has been successfully accepted and imple-
mented at the European Space Agency. Verification of the numerical simula-
tion has been assessed with respect to the European SMART-1 and Artemis
missions. The necessity of a numerical tool dedicated to the simulation of
electric propulsion missions has been confirmed by the request from various
international entities to participate in the development and application of the
tool. Besides the ESA, the tool is currently in use at Busek in the US, the
Italian Space Agency and Alta S.p.A. in Italy.
The advantageous application of electric propulsion in novel space mis-
sions has been demonstrated by the investigation into outer planet explo-
ration of small spacecraft and the ability of electric propulsion to enable the
possibility to design low energy tours in planetary systems with multiple
moons. Over the entire current feasibility spectrum of electric thruster it has
been investigated and proved that for mission to both Neptune and Uranus,
and to a lesser extent Saturn, the low-thrust can be successfully combined
with a high energy launch and a small total spacecraft design, in order to
form advantageous transfers. Transfer times and mass budgets do not signifi-
cantly differ from chemical alternatives, where the electric propulsion solution
has as most significant advantage the possibility to establish actual planetary
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orbits.
The employment of electric propulsion in the dynamics of three-body
models has moreover demonstrated the feasibility of novel planetary tours.
High mission outcomes can be obtained by orbiting a variety of bodies for
different durations with a stable planetary as final state. The feasibility of
this approach is yielded by the employment of electric propulsion, efficiently
and dynamically interconnecting the different invariant manifolds.
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