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Microstructure determines fracture toughness of materials through the activation 
of different fracture mechanisms. To tailor the fracture toughness through microstructure 
design, it is important to establish relations between microstructure and fracture 
toughness. To this end, systematic characterization of microstructures, explicit tracking 
of crack propagation process and realistic representation of deformati n and fracture at 
different length scales are required. A cohesive finite element ethod (CFEM) based 
multiscale framework is proposed for analyzing the effect of microstructural 
heterogeneity, phase morphology, texture, constituent behavior and interfacial bonding 
strength on fracture toughness. The approach uses the J-integral to calculate the 
initiation/propagation fracture toughness, allowing explicit representation of realistic 
microstructures and fundamental fracture mechanisms.  
Both brittle and ductile materials can be analyzed using this framework. For two-
phase Al2O3/TiB2 ceramics, the propagation fracture toughness is improved through fine 
microstructure size scale, rounded reinforcement morphology and appropriately balanced 
interphase bonding strength and compliance. These microstructure characteristics can 
promote interface debonding and discourage particle cracking induced catastrophic 
failure. Based on the CFEM results, a semi-empirical model is developed to establish a 
quantitative relation between the propagation toughness and statistical measures of 
microstructure, fracture mechanisms, constituent and interfacial properties. The analytical 
model provides deeper insights into the fracture process as it quantitatively predicts the 




study on brittle materials, the semi-analytical model is extended to ductile materials such 
as AZ31 Mg alloy and Ti-6Al-4V alloy. The fracture resistance in these materials not 
only depends on the crack surfaces formed during the failure process, but also largely 
determined by the bulk plastic energy dissipation. The CFEM simulation permits surface 
energy release rate to be quantified through explicit tracking of crack propagation in the 
microstructure. The plastic energy dissipation rate is evaluated as the difference between 
the predicted J value and the surface energy release rate. This method allowscompetition 
between material deformation and fracture as well as competition between transgranular 
and intergranular fracture to be quantified. The methodology developed in this thesis is 
potentially useful for both the selection of materials and tailoring of microstructure to 









1.1 Background and Motivation 
Material fracture is the major cause of structure degradation, which can lead to 
serious hazards such as plane crash, pipe leakage and bridge collapse, etc. In 1983, the 
National Bureau of Standards and Battelle Memorial Institute es imated that the annual 
cost of structural failure due to fracture was $119 billion dollars. Other costs, such as loss 
of life, personal injury, and damaged reputations were unmeasured, but obviously c ld 
be devastating to individuals, companies, and maybe entire industries [1]. 
In order to prevent fracture induced failure, several approaches have been 
proposed in engineering practices. Traditionally, a strength based pproach, which 
assumes a pristine, flaw-free material, is employed in the structural design. A material 
with strength greater than the expected applied stress is considered as adequate. However, 
this approach has been proved to be unreliable in real structure design and material 
selection. First of all, every material has flaws, which can be in the form of large, visible 
cracks or almost undetectable microcracks. These flaws could be inherent in defective 
materials, introduced during the manufacturing process, or created by extreme 
environmental conditions during operation. Besides, the presence of flaw cracks modifies 
the local stresses to an extent that the strength based material pproach is not accurate in 
evaluating the reliability of the structure. When a crack reach s a certain critical length, it 
can propagate catastrophically through the structure, even though the gross stress is much 




In contrast to the strength based approach, fracture mechanics provides a more 
rational basis to describe the actual material behavior and the reliability of structures. It 
employs concepts from applied mechanics and material science to assess structural 
integrity by assuming the presence of a crack. In addition, this approach considers the 
combined effect of applied stress; location, size, and shape of cracks; and the resistance 
of the material to crack growth.  
 
Fig. 1.1 Scattering of fracture toughness under different test temperatures. Identical 
sample configurations and loading conditions are maintained under each test temperature. 
Reproduced from Ref. [2]. 
Although fracture mechanics has been very successful in analyzing crack 
propagation at the structure level, it does not include fundamental physics that governs 
the failure process. Firstly, fracture mechanics fails to capture the multiscale nature of 
material fracture. This approach only focuses at the macrostructural scale and cannot 




microstructural level. For example, scattering of fracture toughness is observed for 
samples with identical material configurations and loading conditions, as hown in Fig. 
1.1. This is in contradiction with predictions using fracture mechanics approach.  
It has been proved that microstructural constitutes, phase morphology, phase 
distribution and texture ultimately determine the material fracture toughness through 
activation of different failure mechanisms [3-5]. Therefore, the fundamental avenue for 
designing structure material with improved toughness is to tailor mic ostructure with 
designated properties. Tasks in this regard include proper characteriz tion of 
microstructures and quantitative correlation of microstructural attribu es with overall 
material response. Most analytical models allow the macroscopic response of materials to 
be estimated but yet do not allow the predictions of response that are unknown a priori. 
Such models usually require extensive experimental data to calibrate parameters that 
have little or no physical significance [6]. Experimental studies can quantify macroscopic 
behavior and establish response-microstructure relations, but cannot be used to explore 
material configurations not yet in existence. The trial-and-error empirical approach for 
materials development is associated with high cost and long cycles. Computational 
modeling and simulation can provide an alternative and allow exploration of material 
configurations not yet in existence. The advent of parallel computing greatly contributed 
to the development of multiscale modeling with more degrees of freedom being resolved 
efficiently and accurately. A review of multiscale modeling approaches in fracture 





1.2 Review of Multiscale Modeling Methods in Fracture Analysis 
 
 The recent rapid growth in multiscale modeling arose from the confluence of 
parallel computing power and experimental capabilities to characterize structure-property 
relations across different length scales [7]. This section summarizes some of the latest 
developments in multiscale modelling techniques over the past decade, as applied to 
fracture analysis.  
So far, two different multiscale methodologies exist in the solid mechanics 
continuum theory paradigm: hierarchical and concurrent. The key differenc  lies in the 
bridging methodology. In concurrent methods, the bridging methodology is numerical or 
computational in nature. In the hierarchical methods, numerical techniques are 
independently run at disparate length scales. Then, a bridging methodology such as 
statistical analysis methods, homogenization techniques, or optimization methods can be 
used to distinguish the pertinent cause-effect relations at the lower scale to determine the 
relevant effects for the next higher scale [8]. 
1.2.1 Hierarchical methods 
Most of the current hierarchical methods employ the thermodynamically 
constrained Internal State Variables (ISVs) to address microstructure-property relations 
across different length scales. It is a top-down approach, meaning the ISVs exist at the 
macroscale but can reach down to various subscales to receive pertin nt information [9]. 
Talrejia [10] developed a continuum model for determining mechanical response of 




slipped surfaces regarded as internal variables. Gailly and Espinosa [11] proposed a 
multiple-plane-microcracking (MPM) model  to track microcracking on 13 orientations 
under high pressure, high strain rate and high deformation. This model provides the 
elastic and inelastic response of the material before massive crack coalescence. For 
viscoelastic materials, such as polymers, the time dependent fracture behavior requires 
coupling among thermal, mechanical and other physicochemical effects. Yoon and Allen 
[12] developed a cohesive fracture model into an ISV formulation for nonlinear 
viscoelasticity materials. Chen [13] introduced a consistent thermodynamic formulation 
of a coupled hygro-thermo-viscoelastic fracture theory from the global energy balance 
equation and the requirement of non-negativity of the global energy dissipat on rate. The 
crack parameter is first introduced as an internal state variable in the Helmholtz free 
energy functional expression depending on the histories of strain, temperature and fluid 
concentration. 
In addition to the top-down internal state variable methods, the bottom-up 
methods emerge as a more appealing method for the development of n w materials. Leng 
et al. [14] used a bottom-up numerical method to explore the dynamic impact fracture 
behavior of nanoparticle-reinforced composites. Rinaldi [15] provides a physically based 
solution that starts from the direct consideration of the microscale properties and, in a 
bottom-up view, recovers a continuum elastic description of quasi-brittle solids. The 
microscale data from simulations are used to identify the “exact” (macro-) damage 
parameter and to build up the (macro-) Helmholtz function for the equivalent elastic 
model. 




Compared with hierarchical methods, concurrent methods try to combine different 
scale algorithms together with matching procedures invoked in some overlapping domain 
[8]. Typical concurrent methods include two different length scales.  
Research in this area initially focuses on the coupling between the atomistic and 
continuum scale. Gumbsch [16] introduced a Finite Element-Atomistic (FEAt) coupling 
scheme to study brittle fracture under opening mode and mixed mode loading conditions. 
The core region near the crack tip is analyzed using atomistic simulations with 
appropriate boundary conditions while the region away from the crack tip is analyzed 
using FEA. The embedded atom method (EAM) potentials are employed in the 
transitional region to examine fracture in brittle materials under dynamic loads. In 
addition to Gumbsch’s work, Coarse Grained Molecular Dynamics (CGMD) method [17, 
18], Quasicontinuum (QC) method [19] and Coupling of Length Scales (CLS) method 
[20] are widely used to couple the atomic scale to the continuum scale. A later research 
by Bazant [21] argued that these atomistic-finite element multisca e methods fail to 
capture the physics of cracking and frictional slip in the mesostructure of concrete or the 
propagation of a softening kink band in fiber composites. Therefore, it is equally 
important to analyze the material fracture behavior at microstructure-structure level. Zhai 
et al. [22] developed a computational framework that allows represntation of material 
microstructure and explicit account of different deformation and fractu e mechanisms at 
microscale. Based on their work, Li and Zhou [23, 24] have developed an approach for 
evaluating the overall fracture toughness of materials based on a resolution of 




microscopic heterogeneity and hierarchy. The detailed microstructure-fracture toughness 
correlations will be discussed in Chapter 4. 
1.3 Objective, Scope and Organization of This Thesis 
The major objectives of this thesis are to: 
1) Development and improvement of algorithms for relating microstructu al 
characteristics such as crystalline response, composition, size scale, 
microstructure hierarchy, morphology, texture and constituent properties to failure
resistance of materials as characterized by fracture toughness. 
 
Fig. 1.2 Scheme of 2D multiscale material design framework. 
2) Development of 2D and 3D representations of actual microstructures of materials 
with digitization of bulk constituents, precipitates, and interfaces (grain and phase 





3) Development of tools for microstructure characterization using two-point 
correlation functions reflecting the hierarchy of material structure heterogeneity. 
4) Development of computational framework which allows fracture toughness 
optimization through iterative design processes. A 2D multiscale m t rial design 
framework is illustrated in Fig. 1.2. A software, which includes 2D/3D 
microstructure generation/characterization/reconstruction, constitutive modeling, 
finite element analysis, and material property evaluation is developed to 
implements complex algorithms into design decisions. The GUI interface is 
shown in Fig. 1.3. This tool is not only useful for commercialization purposes, but 
also helpful for educating people with a broad, industrially relevant perspective on 
engineering research and practice. 
 
Fig. 1.3 GUI interface of the material design software. 
Chapters 2 is dedicated to the objective 1 by establishing t e cohesive finite 




which is predicted by calculating J-integral, considers microstructures with random 
heterogeneous phase distributions and fracture processes with arbitrary crack paths or 
micro-crack patterns. Objective 2 and 3 are achieved in Chapter 3. Microstructures with 
systematically varying attributes will be generated and characte ized. Chapter 4 and 
chapter 5 focus on the microstructure-fracture mechanism-fracture toughness relations for 
both brittle and ductile materials. These conclusions can be used in the selection of 




2 CFEM-BASED MULTISCALE FRAMEWORK 
2.1 Introduction 
In this chapter, a Cohesive Finite Element Method (CFEM) based multiscale 
framework is developed to evaluate material fracture toughness through simulation of 
fracture processes in microstructures. Using this framework, an approach for evaluating 
the overall fracture toughness of material is developed based on a resolution of 
deformation and fracture processes at the microstructure level, accounting for 
microscopic heterogeneity and hierarchy. This approach uses the J-integral to quantify 
the fracture resistance as a function of microstructural attribu es. It also provides a means 
for calibrating model parameters at the microscale through macroscale responses which 
can be easily measured in experiments.  
Section 2.2 provides detailed mathematical formulation of cohesive element. The 
implementation of cohesive elements in finite element modeling is discussed in Section 
2.3. Both 2D and 3D framework will be presented in Section 2.4. The approach t 
evaluate material fracture toughness through calculation of J-integral is introduced in 
Section 2.5.  
2.2 Cohesive Finite Element Formulation 
Within this framework, two CFEM approaches exist for resolving fracture 
processes when crack paths are not known in advance. One is to insert cohesive elements 
ahead of the crack tip as crack develops [25, 26]. This method can avoid cohesive-




relation has finite initial stiffness. However, it is computationally expensive and requires 
specific fracture initiation criteria that are extrinsic to the overall finite element model. 
Another method entails embedding cohesive surfaces along all finite element boundaries 
as part of the physical model (Needleman [27], Xu and Needleman [28, 29] and Zhai et 
al. [30]). The cohesive surfaces permeate the whole microstructure as an intrinsic part of 
material characterization. Constitutive relations for the bulk phases nd cohesive surfaces 
are specified separately. The cohesive relation allows damage and crack surface 
separation to be considered. Fracture emerges as a natural outcome of the deformation 
process without the use of any failure criterion. Although cohesive-surface-induced 
stiffness reduction is inevitable for this method if a cohesive relation with a finite initial 
stiffness is employed, proper choice of cohesive surface stiffness and finite element size 
[31] can effectively alleviate and minimize its influence on computational resu ts.  
In this study, the constitutive law of the cohesive element takes the form of a 
bilinear relation between traction and interfacial separation, as illustrated in  
Fig. 2.1. The bilinear law used can be regarded as a generalized version of those 
with irreversibility given by Camacho and Ortiz [32] and Ortiz and Pandolfi [33]. 
However, as in Espinosa et al. [34], additional parameters are needd to efine the finite 
initial stiffness of the cohesive surfaces and the irreversibility of separation with damage. 
This law is derived from a potential Φ  which is a function of separation vector ∆  
through a state variable defined as ( ) ( )2 2n nc t tcλ = ∆ ∆ + ∆ ∆ . This variable describes 
the effective instantaneous state of mixed-mode separations. Here, n∆ = ⋅n ∆  and 




being unit normal and tangent vectors. For 3D cohesive element, t∆  is further defined as 
( ) ( ) ( )( ) ( )( ) ( )2 22 2t p q    ∆ ∆ + ∆ = − ⋅ ⋅ + − ⋅ ⋅ = − ⋅   = ∆ ∆ n n p ∆ ∆ n n q ∆ ∆ n n  with 
p  and q  being two unit tangential vectors. Note that n , p  and q  are mutually 
orthogonal to each other and form a right-handed triad. nc∆  is the critical normal 
separation at which the cohesive strength of an interface vanishes und r conditions of 
pure normal deformation ( 0t∆ = ). Similarly, tc∆  is the critical tangential separation at 
which the cohesive strength of an interface vanishes under conditions of pure shear 
deformation ( 0n∆ = ). maxT  represents the maximum traction that the cohesive element 




Fig. 2.1 Bilinear traction separation law. 
 
In order to account for the irreversibility of separations, a parameter 
{ }0max , ulη η λ=  is defined. As illustrated in Fig. 2.1, 0η  is the initial value of η  which 




maximum value of λ  at which an unloading process was initiated. It should be noted that 
ulλ  is associated with the onset of an unloading event and is not necessarily the hitherto 
maximum value of λ . ulλ  represents the current (reduced) stiffness of the cohesive 
surfaces after damage and unloading have occurred. Furthermore, 0η  r presents the 
characteristic value of effective separation λ  at which the effective traction σ  for a 
cohesive surface pair reaches the strength maxT  of the undamaged surface. ulλ  stands for 
the critical level of λ  at which σ  reaches the reduced strength ( ) ( )max 01 / 1T η η− −  of the 
hitherto damaged cohesive surface pair. As indicated in Fig. 2.1 separation occurs 
elastically and the cohesive energy stored (work done in causing separation) is fully 
recoverable between A and B ( 00 λ η≤ ≤ ). Damage in the form of microcracks and other 
small-scale defects does not occur. Between B and C (0 1η λ≤ ≤ ), material degradation 
causes progressive reduction in the strength of the cohesive surfaces. This represents a 
phenomenological account of the effects of microcracks and other defects not explicitly 
modeled in the CFEM model. Unloading from any point P follows path PA and
subsequent reloading follows AP and then PC. Part of the work expended on causi g the 
separation in this regime is irreversible, as indicated by the hysteresis loop ABP which 
implies dissipation during the softening process. Correspondingly, there is a decrease in 
the maximum tensile strength of the cohesive surface. This is reflected in the elastic 
reloading of the interface along AP and further softening along path PC. 
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  (2.1) 
  
The work per unit interface area for an arbitrary separation process is 
   (2.2) 
 
where α  is defined as /nc tc∆ ∆  and is assumed to be 1. 
 
CFEM models with cohesive traction-separation laws with finite i itial stiffness 
have two competing requirements on element size. The upper bound requires that the 
element size must be small enough to accurately resolve the stress distribution inside the 
cohesive zones at crack tips. The lower bound, on the other side, requires the cohesive 
surface induced stiffness reduction be small, such that the wave speed in the solid is not 
significantly affected due to the presence of the cohesive surfaces. For the conditions of 
this paper, the preferred range of the element size is 7 14m h mµ µ≪ ≪ , allowing the 
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2.3 2D Model Structure 
Models at the macrostructural scale cannot account for material h terogeneity at 
the microstructural scale. The use of homogenized material properties yields results that 
do not reflect stochastic variations of material behavior which is intrinsic at the 
microstructural level. Such models cannot and do not attempt to explain the statistical 
variation in quantities such as ICK  [35]. On the other hand, models at the microstructual 
scale account for material heterogeneity and resolve different d formation and failure 
mechanisms. Such models have fine resolutions and, as a result, are computationally 
intensive and are impractical for use at the structural scale.    
The computational framework developed here combines both scales and 
overcomes the shortcomings of each type of models. At the micro scale, it allows explicit 
representation of microstructures and account of microstructural level of deformation, 
damage and failure mechanisms. At the macro scale, it allows macroscopic conditions 
such as controlled loading and structural response to be considered at th  s me time.  The 
2D modeling aspects including specimen configuration, mesh generation algorithms and 
cohesive element insertion will be discussed in detail in this section. 
2.3.1 2D configuration 
The edge-cracked 2D square specimen under Mode I tensile loading is illustrated 
in Fig. 2.2. The entire specimen has a size length of 3.65 mm. The microstructure region 
has a length of 2 mm, width of 1 mm and a pre-crack length of 0.73 mm. A boundary 




edges to effect tensile loading. The remaining edges of the specimen are traction-free. 
Conditions of plane strain are assumed to prevail. 
 
                                        
Fig. 2.2 2D specimen configuration used in the analysis. 
 
Although the 2D framework developed here can be applied to any material system 
in principle, this section primarily focuses on Al2O3/TiB2 ceramic composites.  
Both the Al2O3 matrix and TiB2 reinforcements in the composites follow isotropic 
linear elastic constitutive relations. Specifically, the constitutive law is  
 
 










where σ  and ε  are the stress and strain, respectively, E is Young’s modulus. ν  is 
Poisson’s ratio,  ( )tr ε
 
is  the trace of  ε  and Ι  is the second order identity tensor.
 
The 
values of the material constants for the constituents are summarized in Table 1. 

















( 2/J m ) 
Al 2O3 3990 2.7 340 0.23 0.48 90 21.5 
TiB2 4520 7.2 500 0.12 0.70 292 102.2 
Interface     0.60 262 78.5 
 
2D cohesive elements with 4-node zero thickness (COH2D4) permeate the entire 
microstructure representation. The parameters for the bilinear cohesive law are chosen 
such that the work of separation matches experimentally measured fracture toughness 
values for the corresponding constituent. For Al2O3/TiB2 composites, three types of 
cohesive elements exist: Al2O3-Al 2O3, TiB2-TiB2 and Al2O3-TiB2. Xu and Needleman 
[36] suggested that the maximum traction maxT  should be between E/100 and E/200. 
Therefore, nc∆  and tc∆  can be determined from Eqn (2.2). For linear elastic materials,
( )2 21
ICIC IC
G J E Kν Φ = = = −  , where ICK  is the fracture toughness of the material in 
question. According to the experimental results reported by Logan [37] and Wiederhorn 
[38], the ICK  values of the matrix Al2O3 and the reinforcement TiB2 are chosen as 2.7 
MPa m and 7.2 MPa m, respectively. The cohesive strength maxT  for each phase is 
calibrated accordingly to satisfy the fracture toughness of the single phase. Since the 




cohesive strength maxT  is considered as the average value of the matrix and reinforcement 
cohesive strength in most of the calculations unless specified. The effect of interfacial 
strength will be discussed in detail in Chapter 4. All the constitutive parameters for the 
bulk constituents and cohesive surfaces are listed in Table 1.  
There are several methods to evaluate the effective properties of composite 
materials. The most popular ones include Eshelby method, Mori-Tanaka Method and 
self-consistent method. All the above methods ignore the size and spatial distribution of 
the inhomogeneities. The effective bulk and shear moduli in the Eshelby method are 
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  (2.4) 
Here, f  is the volume fraction of the TiB2 phase, rK  and rµ  are the bulk and 
shear modulus, respectively for Al2O3 ( 0r = ) and TiB2 ( 1r = ). 
In Mori-Tanaka method, 
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Fig. 2.3 Comparison of different homogenization methods.  
Fig. 2.3 compares the solution of µ  using the above methods under different 
volume fraction  f. The Voight solution and Reuss solution serve as the upper bound and 
lower bound, respectively. It is noted that the solutions in Eqn. (2.4), Eqn. (2.5) and Eqn. 
(2.6) are all within the bounds. Specifically, solutions using Mori-Tanak  method and 
self-consistent method are very close with each other. However, as indicated in Eqn. (2.6)
, µ  in self-consistent method is defined in an implicit manner. Its solution needs to be 
found numerically. Due to the uniqueness of the solution, selections has to be made 
judiciously if multiple roots are present. Therefore, Mori-Tanaka method provides a more 
efficient way for material property homogenization since µ  is defined explicitly. The 




its solution will go beyond the lower bound and therefore does not make physical sense. 
In consideration of both accuracy and efficiency, the effective properties in the 
homogenized region are estimated using the Mori-Tanka method.  
The effective Young’s modulus E  and Poisson’s ratio ν  for the homogenized 






















  (2.7) 
 
The variations of E  and ν  as functions of f  are illustrated in Fig. 2.4. 
 
 
Fig. 2.4 Homogenized material properties at different TiB2 volume fractions. 
 




The 2D finite element framework as described above requires refined meshes in 
the microstructure region so as to accurately delineate microstructure features and crack 
paths. The homogenized region, on the other hand, does not necessarily require th  same 
mesh size. First of all, no fracture or specific detail is considered in the homogenized 
region. Its role is to capture the overall response of the whole structure as fracture 
develops in the microstructure. Besides, the computational time will be significantly 
increased if refined meshes are employed in both regions.  
In consideration of accuracy and efficiency, uniform triangular eem nts with 
representative mesh size mM  and hM  are generated in the microstructure and the 
homogenized region, respectively. The mesh scheme is illustrated in Fig. 2.5. It is defined 
that 2h mM nM=  with n  as an integer. A preferred range of n  is from 3 to 5.  
It is noted from Fig. 2.5 that the two regions with mesh size mM and hM  are 
merged by the transitional meshes with geometrically similar equilateral triangles. The 
generation of transitional meshes starts from the microstructure region and continues to 
radiate to the homogenized region by following the recursive meshing algorithm as 





Fig. 2.5 2D structured meshes with varying densities across length scales. 
 
The generation of transitional meshes follows 4 steps: 
(1). Structured triangular meshes with side size mM  are generated in the 
microstructure region. The boundary nodes of the microstructure meshes are 
extracted and labeled with blue and purple dots with the pattern shown in 
Fig. 2.6(a).  
(2). Each blue dot in Fig. 2.6(a) is considered as the center of a FCC cubic. The 
corner nodes of each cubic outside the microstructure mesh region are 




are formed by connecting the pink dots horizontally and vertically. Besides, 
the pink dots in each cubic are connected with the corresponding blue dot in 
the center. Each purple node is connected with the nearest pink node.  
(3). A green dot is generated in the edge center of two pink dots as illustrated in 
Fig. 2.6(c). Each green dot is connected with the corresponding blue dot in 
the center.  
(4). Each pink dot in Fig. 2.6(c) is considered as the center of a higher level FCC 
cubic. The generation of new corner nodes and connectivity exactly follow 
the procedures in step (2). The boundary nodes are labeled with blue and 
purple dots respectively as shown in Fig. 2.6(d). It is noted that the boundary 
node arrangement is identical with the node pattern in Fig. 2.6(a) with mesh 
size 2 mM M= . If hM M= , uniform structured triangular meshes with size 
hM  will be generated in the rest of the homogenized region. If M has not 
reached the target size hM , another loop of transitional mesh generation is 
activated by repeating step 2 to step 4.  
The recursive meshing algorithm developed here is only valid for structured 2D 
triangular meshes with identical aspect ratios. The ratio between hM  and mM  has to be 
chosen carefully so that the transitional region does not exceed the homogenized region. 
The choice of mM  is discussed in Section 2.2. The range of hM is defined so that the 
transitional region does not exceed 1/3 of the homogenized region. This algorithm cannot 




to merge 3D unstructured and structured tetrahedral meshes will be discussed in Section 
2.4. 
 
Fig. 2.6 Illustration of recursive meshing algorithm for transitional mesh generation. 
2.3.3 Implementation of cohesive elements in 2D FEM 
Insertion of cohesive elements in the finite element model requires node 
duplication and update of node connectivity in elements. A node map based algorithm is 
developed to efficiently embed cohesive elements in the structured triangular meshes as 
discussed in Section 2.3.2. As illustrated in Fig. 2.7, two types of nodes are considered in 
this mesh configuration. The corner nodes, which are labeled by upper case letters, have 
eight neighbor nodes. Therefore, seven additional nodes are duplicated from the original 
one. For example, node A is relabeled by A1 with the seven duplicated nodes labeled 




of the horizontal edge. This pattern is followed by the entire corner nodes. Similarly, the 
center nodes, which are labeled by lower case letters, have four neighbor nodes. For 
example, node a is relabeled by a1 with the three duplicated nodes labeled from a2 to a8. 
Nodes a1 to a4 follow a counter clockwise order with a1 locates on the right. This pattern 
is followed by the entire center nodes.  
The node map algorithm applies to all the nodes in the microstructure region. The 
node duplication is executed according to the node category. Afterwards, the duplicated 
nodes are redistributed to the corresponding element. For example, the element which is 
originally consisted of node A-B-b is updated to A1-B4-b4 as shown in Fig. 2.7. The 4-
node 2D cohesive elements (COH2D4) with zero thickness are embedded along the edges 
of each bulk element by connecting the associated nodes in a counter clockwise order. 
For example, the cohesive elements embedded along the edge A-B, A-b and b-B are 
constructed as A8-B5-B4-A1, A1-b4-b3-A2 and b4-B4-B3-b1, respectively. The cohesive 





Fig. 2.7 Scheme of node map based algorithm for cohesive element insertion. 
2.4 3D Model Structure 
Fracture is inherently a 3D problem. 2D models, which simplify the problem by 
assuming plane strain conditions, cannot accurately capture the 3D morphology and 
orientation of grains, nor do they track crack-material interactions due to non-planar 
crack extension.  
Over the past few years, the crystal plasticity based finite element method 
(CPFEM) has been widely used to analyze anisotropic deformation mechanisms in 
polycrystalline metals [39-41]. This method has also been coupled with the cohesive 
finite element method (CFEM) to address the material fracture behaviors [42-45]. 
Currently, most of these models only consider “virtual” idealized microstructures and 




explicitly capture both transgranular and intergranular fracture mechanisms and predict 
fracture toughness for realistic microstructures. The primary challenges lie in the 
geometrical complexity of 3D microstructures and difficulties to implement such 
information in finite element modeling. A 3D multiscale material design framework 
which includes 3D image based microstructure reconstruction, 3D meshing, and finite 
element implementation is developed. The 3D microstructures can be reconstructed from 
actual morphological features and crystallographic orientations, combining experimental 
investigations involving serial sectioning and electron backscatter diffract on (EBSD) 
with finite element modeling. For better delineation of grain boundaries and more 
realistic prediction of crack trajectory, unstructured tetrahedral meshes are employed by 
using the open source code iso2mesh [46]. Cohesive elements with traction-separation 
laws are embedded within grains and along the grain boundaries in order to espectively 
resolve transgranular and intergranular fracture modes. Crystal plasticity is incorporated 
into a User MATerial Subroutine (UMAT) for use in the commercially vailable FE 
software ABAQUS [47]. This modeling framework provides new insights in o the 
physical aspects of competition between different fracture mechanisms and its correlation 
with the plastic deformation and crystallographic texture evolution.  
2.4.1 3D configuration 
The 3D framework is designed to study the fracture behavior of ductile 
polycrystalline materials. Calculations carried out concern Ti-6Al-4V alloy and focused 
on the two primary fracture mechanisms which are correlated with microstructure 




specimen under Mode I tensile loading is modeled as shown in Fig. 2.8. This proposed 
framework consists of two length scales. The microscopic subgrain sc le with refined 
unstructured meshes has a size of 300µm 300µm 300µm× × . 3D cohesive elements with 
6-node zero thickness (COH3D6) fill the microstructure representatio . Constitutive 
relations for the grains and separation laws for grain boundaries are specified separately. 
The cohesive relation allows damage and crack surface separation to be c nsidered. 
Fracture emerges as a natural outcome of the deformation process based on these 
constitutive laws. Cohesive elements are embedded at the element surfaces both within 
the grains and along the grain boundaries to resolve transgranular and intergranular 
fracture. The macroscopic region with structured coarse meshes has a size of 
900µm 900µm 300µm× × . A boundary displacement U 10µm=  is imposed at the top 
and bottom surfaces to effect Mode I tensile loading. This region does n t have any 
cohesive element and is employed to capture the overall material response at the structure 
level. We choose elastic parameters 11 162,400 MPaC = , 12 92,000 MPaC = , 
13 69,000 MPaC = , 33C =180,700 MPa, 44 55= 46,700 MPaC C= , 66 35200MPaC =  as 
reported by Mayeur [48]. The effective shear modulus µ  and bulk modulus K  in the 
homogenized region are estimated following the self-consistent method as [49]    
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The effective Young’s modulus 114.62 GPaE =  and Poisson’s ratio 0.322ν =  





















  (2.9) 
 
 
Fig. 2.8 3D specimen configuration used in the analysis. 
2.4.2 Generation of mesh tie constraint 
In order to obtain good delineation of grain boundaries and potential crack 
trajectories, unstructured tetrahedral meshes are generated in th  microstructure region by 
iso2mesh [50].  Calculation of the J-integral in the homogenized region requires a closed 
contour connecting the upper and lower crack surfaces. It is very difficult to define 
contours if the homogenized region is meshed with unstructured elements as in the 




meshes in the homogenized region and generate a transitional region to connect the two 
types of meshes together. However, this method requires very sophisticated algorithms 
and may pose the challenge to change the size of the model when different mesh density 
is employed in the microstructure region. Apparently, the transitio al region will increase 
as the discrepancy of mesh density between the two mesh regions increases. The size 
dependency of microstructure mesh density precludes the application of this method. 
 
Fig. 2.9 Model assembly between the microstructure and homogenized region through 
mesh tie constraint. 
In response to the modeling challenges, the mesh tie constraint is employed to 
assembly the two regions with different mesh types and densities as illustrated in Fig. 2.9. 
This constraint requires no conformity of nodal connectivity between th  two regions. It 
circumvents the problem with acceptable accuracy. As illustrated for a 2D problem in 




without the mesh tie constraint. It should be noted that iso2mesh cannot generate perfect 
microstructure meshes with smooth exterior surfaces and sharp vertices as shown in Fig. 
2.11. If the two regions cannot be seamlessly attached, the energy loss caused by the gap 
will significantly influence the accuracy of calculation. An inovative algorithm is 
developed to generate a shell mesh which is around the unsmoothed microstructure block 
to ensure proper node and element connectivity to the surrounding homogenized rg on. 
Now the two regions can be seamlessly assembled and be preceded to finite element 
analysis in ABAQUS [47].  
 






Fig. 2.11 Shell mesh region around the unsmoothed microstructure mesh. 
2.4.3 Implementation of cohesive elements in 3D FEM 
Specifying cohesive surfaces for complex 3D microstructure meshes is not a 
trivial task. The biggest challenge lies in how to effectively deal with the changes in the 
3D nodal and elemental connectivities due to the introduction of cohesive surfaces. An 
algorithm has been developed to automatically insert 3D cohesive elements along grain 
boundaries and within individual grains, as illustrated in Fig. 2.12. The algorithm 
includes the following steps:  
(1). Read the nodal coordinates and element arrangements of the microstructure 
meshes generated from iso2mesh.  
(2). Separate the entire node and element information into grain and gr in 




(3). Define the location where cohesive elements will be inserted. The grain 
boundary is taken as an example.  
(4). Sort out all the shared faces and the corresponding element indices within the 
grain boundary element set.  
(5). Duplicate the nodes in the shared faces and redistribute the updated node 
label to the corresponding elements. As illustrated in Fig. 2.12, element 1 and 
element 2 shares the same face with node 2, 3 and 4.  Assume N is the 
current total node number. Node N+1, N+2 and N+3 are cloned from node 2, 
3 and 4, respectively. When distributing the duplicated nodes to elements 
(element 1 and element 2 in this case), it is crucial to make sure that the node 
labels in each element are only allowed to update once. For example, node 2 
can be the member of another shared face in addition to face (2 3 4). Once 
node 2 in element 1 are replaced with node N+1, it is not allowed to be 
replaced by another duplicated node afterwards. This duplicated node can 
only be redistributed to the other element which shared the face.  
(6). The cohesive element will be generated by connecting the 6 node label. As 
illustrated in Fig. 2.12, each cohesive element should follow the numbering 










Fig. 2.12 Illustration of the algorithm for cohesive element insertion. 
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target.node = Gb.node 
target.elem = Gb.elem 
Example: 
shared.node = [2 3 4] 
shared.elem = [E1 E2] 
elem.E1= [1 2 3 4] 







N= the current total node number 
node (N+1) = node (2) 
node (N+2) = node (3) 
node (N+3) = node (4) 
elem.E1 = [1 N+1 N+2 N+3]               





2.4.4 Insertion of pre-crack 
It can be seen from Fig. 2.9 that the pre-crack locates both within the homogenized and 
microstructure region. The pre-crack plane introduced in the homogenized region is 
perpendicular to the applied displacement direction. However it is impossible to maintain 
the exactly identical pre-crack plane in the microstructure region since unstructured 
tetrahedral meshes are employed. To deal with this problem, a pre-crack path that 
consists of two layers of nodes is defined to extend the pre-crack to the microstructure as 
illustrated in Fig. 2.13. These nodes are selected according to their relative distances to 
the planer pre-crack. In our calculations, a tolerance of 5µm±  is considered. These 
nodes are duplicated and redistributed to elements that share the same surface patches. 
The node duplication and redistribution follow step (2) to step (4) as describ d in Section 
2.4.3 and Fig. 2.12. The introduction of pre-crack facilitates crack initiaton and 
propagation in the microstructure region. 
2.4.5 Crystal plasticity formulation 
Plastic deformation in metals is a manifestation of dislocation motion and 
interaction at the microscopic scale. The details are intimately related to the 
crystallographic structure of the material as well as the current state of the microstructure. 
Macroscopic models of plasticity lack the ability to link these fundamental mechanisms 
to the bulk material response without very substantial experimental characterization. 
Many formulations of constitutive laws for the elastic-plastic deformation of single and 
polycrystals have long been proposed [51-55]. The basic premise of these theories is that 




shearing relative to the lattice. This methodology provides a physical link between the 
processes at different length scales. The two basic components of cry tal plasticity model 
are the kinematic and kinetic relations.  
 
Fig. 2.13 Scheme of pre-crack location in the microstructure region. 
The multiplicative decomposition of the total deformation gradient is given by 
 e p= ⋅F F F ,   (2.10) 
where eF  is the elastic deformation gradient representing the elastic stretch and rotation 
of lattice, and pF  is the plastic deformation gradient describing the collective effects of 
dislocation motion along the active slip planes relative to a fixed lattice in the reference 
configuration. Unit vectors 0
αs  and 0
αn  denote the slip direction and the slip plane normal 




resolved shear stress on each slip system is related to the Cauchy stress tensor σ  
according to  
 ( ) ,α α ατ = ⊗σ: s n   (2.11) 
where the slip vectors have been rotated into the current configuration. Under the 
application of the resolved shear stress, the shearing rates αγɺ  on the slip systems are 
related to the plastic velocity gradient in the intermediate configuration according to 
 0 0 ,
p α α α
α
γ= ⊗∑L s nɺ   (2.12) 
with αγɺ  ascribed to follow the rate-dependent flow rule as 
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where m  is the inverse strain rate sensitivity exponent and gα  and αχ  are drag stress 
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  (2.14) 
Here qαβ  is the latent hardening coefficient, H , kinA  and dynA  are the isotropic 
hardening, kinematic hardening and dynamic recovery coefficients, respectively. These 




2.5  J-integral Based Fracture Toughness Evaluation 
In fracture mechanics, a number of representative approaches, such as the crack-
tip opening displacement (CTOD), the crack-tip opening angle (CTOA) and J-integral, 
have been used to evaluate the material fracture toughness. Numerically, J-integral stands 
out as a more robust and practical measurement of the crack driving force. First of all, J-
integral allows characterization of the crack tip area without directly focusing on the 
crack tip, although its value depends on the near tip stress and strain. The path-
independent nature of J-integral allows an integration path to be sufficiently far from the 
crack tip. Besides, it can be applied to both elastic and elastic-plastic materials. 
Compared with the numerical determination of CTOD, the calculation of J-integral 
requires minimum mesh refinement and evaluation time [57, 58].  
For brittle materials, crack propagation can be dynamic even under quasistatic 
loading [59, 60]. To account for inertia effects, a fully dynamic deformation formulation 
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where t is the traction on a surface with normal N, u is the displacement, ε  denotes the 
strain and ρ  is the mass density.  
In the 2D model, the TiB2 and Al2O3 phases are assumed to be isotropic and linear 
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Here, 34200 /kg mρ = is taken as the homogenized material density. E  and v  
are calculated according to Eqn. (2.7).  Therefore, the longitudinal, shear and Rayleigh 
wave speeds are in the range of [9688, 10286] m/s, [5737, 6426] m/s and [5243, 5812] 
m/s, respectively. The J-integral is equivalent to the energy release rate G and can be 











  (2.17) 













 with ( )21 1 lV Cβ = − , 
( )22 1 sV Cβ = −  and ( )221 2 24 1D β β β= − + . Note that as 0V → , A( ) 1V → . 
For the model shown in Fig. 2.2, contours for J evaluation are solely within the 
homogenized part of the specimen where no cohesive elements are used. D e to the path-
independent property of J-integral, the results extracted from different contours are very 
close to each other. In all the following calculations, the average valu  of J from four 
different contours will be used to best eliminate numerical error.  
For steady state crack growth, the driving force represented by J  alances out the 
fracture resistance, allowing the fracture resistance to be evaluated through Eqn. (2.17). 
To calculate J  and in turn K , boundary velocities between 45 10−×  mm/s to 15 mm/s 




shown in Fig. 2.14. Fig. 2.14(a) shows / A( )J V  as a function of crack length and Fig. 
2.14(b) illustrates the corresponding histories of crack speed. Reflecting the wide range 
of boundary loading velocities, the crack speeds for the different cases span from 
approximately 28 m/s for 4v 5 10−= ×  mm/s, 392 m/s for 3v 5 10−= ×  mm/s, 1295 m/s for 
2v 5 10−= ×  mm/s to approximately 3600 m/s for v 0.5>  mm/s. The highest value is 
approximately 60% of the Rayleigh wave speed of the composite. Upon the arrival of the 
loading wave at the crack tip region, the / A( )J V  starts to increase rapidly. When the 
value reaches point A, the crack begins to propagate slowly and stea ily (crack speed 
below 25 m/s). At point B, both / A( )J V  and the crack speed increase rapidly and 
quickly reach point C. Beyond point C, the crack speed oscillates around an average 
value as the crack encounters and passes reinforcement particles. Although the 
instantaneous crack speed is not steady over short distances, the average crack speed is 
quite steady over longer distances between points C and D. Also, at the lower crack 
speeds, the magnitudes of the oscillations in both the crack speed and / A( )J V  are 
lower. At the lowest speed of approximately 28 m/s, the oscillation is the lowest and the 
propagation of the crack can be approximately regarded as quasistatic. The time it takes 
for stress waves to traverse the distance between the crack tip and the boundary of the 
specimen is approximately 0.2 µs. In contrast, time interval for crack propagation is 
approximately 149.6 µs. This specimen design allows the calculations to approximate 
conditions of quasi-static loading. It is important to note that / A( )J V  for all the cases 
essentially coincide, even though the crack speed spans three orders of magnitude. This is 
expected as the brittle ceramic system considered here is rate-independent. This 




quasistatic and dynamic, within the fully elastic material constitutive framework 
considered here. Since all loading velocities give consistent results, unless otherwise 
noted most calculations are carried out with v 5 mm/s=  for computational efficiency. 
     
Fig. 2.14 (a) Comparison of J/A(V) under different loading rates,  (b) Comparison of 
crack speed under different loading rates . 
The fracture toughness of composites may not be sufficiently captured by a single 
parameter, as argued by Manoharan and Kamat [66]. The issue is even mor  pronounced 
for processes of crack initiation and propagation. Here, we measure both the initiation 
toughness iICK  and the propagation toughness ICK  from the evolution of J. The initiation 
toughness is measured at the critical point where the crack begins to propagate [point A, 
Fig. 2.14(a)]. The propagation toughness is obtained from the average J value over the 
distance the crack traverses a sufficiently representative part of the microstructure, 





Fig. 2.15 Crack propagation in a microstructure with circular reinforcement. 
To illustrate the fracture process studied, Fig. 2.15 shows six snap shots of the crack 
propagation process in a microstructure with circular TiB2 reinforcement at a loading 
velocity of v 5 mm/s= . The corresponding histories of J and K are shown in  
Fig. 2.16. Fracture initiates in the Al2O3 matrix at 105.0 µs [Fig. 2.15(a)], this 
event defines the initiation toughness iICK . The crack is arrested by a TiB2 particle and 
pauses at the Al2O3/TiB2 interface for approximately 42.5 µs [Fig. 2.15(b)]. During the 
pause, J increases rapidly. At approximately 149.2 µs [Fig. 2.15(c)], as a result of the 
higher level of driving force J, the crack penetrates the TiB2 particle. Subsequently, the 
crack propagates rapidly, causing J (and therefore K) to plateau for the remainder of the 






Fig. 2.16 Evolution of J and K during the crack propagation process in Fig. 2.15. 
2.6 Summary 
A cohesive finite element method (CFEM) based multiscale computational 
framework is developed for predicting fracture toughness of materials as function of 
microstructure. This framework provides a means for evaluating fracture toughness 
through explicit simulation of fracture processes in microstructu es. The approach uses 
the J-integral, allowing fracture toughness to be calculated for microstructures with 
random heterogeneous phase distributions and fracture processes with arbitrary crack 
paths or micro-crack patterns. Both 2D and 3D frameworks are develop d. Although this 
dissertation focuses on specific materials, the methodology developed can be applied to 












Microstructural attributes such as reinforcement/grain size, reinforcement volume 
fraction, reinforcement morphology, and distributions of the phases significantly 
influence the material behavior and are, therefore, of primary consideration in material 
design. To characterize the microstructures analyzed, the two-point correlation functions 
[67] are used. These functions allow attributes of microstructures such as the second-
phase reinforcement size, volume fraction and spatial distribution to be readily extracted. 
The quantification is used to generate microstructural samples with independently 
varying characteristics so that the effect of each attribute on fracture toughness can be 
evaluated [68]. In addition, the two-point correlation functions provide a means to 
statistically parameterize the probability of crack interactions with these heterogeneities. 
This quantification lends itself to the establishment of relations between the statistical 
attributes of microstructure, fracture mechanism and the fracture toughness of the 
material. In addition to the two-point correlations functions which primarily characterize 
the distribution of phases and may be insensitive to the morphology of phases in a 
microstructure, our studies also reveal that additional descriptors or parameters 
quantifying the morphology of phases are needed to sufficiently quantify and distinguish 
between different microstructures with varying reinforcement sizes and shapes. The 
influence of such a parameter (i.e., the roundness of reinforcement particles) on the 




The 2D microstructure sets are generated based on the two-point correlation 
functions and the proposed geometric descriptors. For 3D microstructures, an image 
based microstructure reconstruction approach is developed. This approach all ws explicit 
control of geometric attributes of the microstructure, such as the volume fraction of each 
phase, average grain size as well as the grain size distribution. It also opens up the 
possibility to reconstruct 3D realistic microstructures from actu l morphological features 
and crystallographic orientations, combining experimental investigations involving serial 
sectioning and electron backscatter diffraction (EBSD) with finite elemnt odeling. 
 
Fig. 3.1 Two-point correlation function for a two-phase microstructure. 
3.2 Two-Point Correlation Functions 
Two point correlation functions are widely used in materials science to 
characterize microstructures [68, 69]. The functions measure the probability of finding a 
given combination of phases over given distances. Specifically, in 2D microstructures 





probability for randomly placed vectors of a given length to start in phase i  ( 0i = or 1) 
and ends in phase j (0 or 1). It is noticed that only three of the four two-point correlation 
functions are independent since 00 01 10 11P P P P 1+ + + = . Here, the matrix is defined as 
phase 0, and the reinforcement is defined as phase 1. f  denotes the volume fraction of 
the reinforcement phase.  
     
Fig. 3.2 (a) Interpretation of P01 and, (b) F01. 
Fig. 3.2(a) shows the two-point correlation representation (01P ) of a set of 
microstructures with randomly distributed uniform circular particles. The peak of each 
curve occurs at a distance equal to the particle diameter as shown in the inset. The two-
point correlation functions can be quantified by the following functions 
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Here, s is a parameter representing the characteristic size of the reinforcement. 
For microstructures with randomly distributed circular particles of the same diameter, s is 
equal to the diameter. 01P  can be regarded as the geometric probability of encountering 
the reinforcement phase by a crack of a certain length that is propagating in the matrix. 
The area underneath the 01P  curve, which is denoted as 01F  in Fig. 3.2(b), can be taken as 
a measure for the cumulative interactions with the reinforcement phase by a straight 
crack over its course of propagation. Obviously, 01F becomes linear beyond a certain 
distance ( chaD ) at which 01P  reaches its long-distance limit of ( )
221 1 2f f − − −
 
. This 
distance ( chaD ) is taken as a characteristic length for the microstructure. For crack lengths 
below chaD , the probabilistic interactions of a crack with the reinforcement phase 
sensitively depends on not only the volume fraction of the reinforcement, but also the 
phase morphology and phase size scale. Beyond chaD , the long-term geometric 
probability of a straight crack encountering the reinforcement phase dep nds only on the 
volume fraction of the reinforcement (since the values of Pij  beyond chaD  depends only 
on f ), not phase morphology or size scale. Naturally, to sufficiently capture the fracture 
behavior of different macrostructures, crack propagations over distance  longer than the 
characteristic lengths of the microstructures must be considered. In the analyses carried 
out here, the characteristics lengths of the microstructures are less than 100 µm and the 
total distances of crack propagation are 1.5-2 mm. To compare the propagation toughness 
of different microstructures, the 01F  values at the same crack propagation distance of 800 




3.3 Shape Descriptor 
Although two-point correlations functions successfully characterize th  
distribution of phases, it is insensitive to the morphology of phases in a microstructure. 
Therefore, additional descriptors or parameters quantifying the morphol gy of phases are 
needed to sufficiently quantify and distinguish between different microstructures with 
varying reinforcement shapes. 
 
Fig. 3.3 Similarity between the two point correlation functions of microstructures with 
different reinforcement particle shapes. 
A case in point is shown in Fig. 3.3. The microstructures with elliptical, square 
and circular shaped reinforcement particles are generated from the real microstructure as 
listed. All four microstructures have the same reinforcement volume fraction (15%), 
reinforcement orientation and size distribution. The nearly identical two-point correlation 
curves point to the need to quantify the effect of phase morphology or particle shape for 
particle-reinforced composites. Indeed, as we will discuss later, while the two-point 




reinforcement, the shape parameter measures how the crack interacts with the 
reinforcement particles. Naturally, both aspects are important. The mean reinforcement 
roundness ρ  of a microstructure is defined as  
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to quantify the circularity and surface irregularities of reinforcements in a microstructure 
[70-72]. Here, iA , max
id  and 
iρ  are the area, maximum distance and roundness of theith 
reinforcement particle, respectively. n is the total number of particles. 
3.4 2D Microstructure Generation 
Microstructural sample set 1, as listed in Fig. 3.4, is generated based on the two 
point correlations functions. Note that this set has systematically varying particle radius (
R / 2 20µms= = , 30µm  and 40µm ) and volume fraction ( 10%f = ,15%,20%,25%
and 30%). For each combination of particle size and volume fraction, 20 randomly 
generated microstructural instantiations are used to ob ain a statistical characterization of 
the stochastic nature of the failure processes at the microstructure level. The correlations 
between the two-point correlation parameter 01F  and fracture toughness will be studied in 
detail in Section 4.2.  
Microstructural sample set 2, as listed in Fig. 3.5, is generated based on the shape 
descriptor. The microstructures with elliptical, square and circular shaped reinforcement 
particles are generated from the real microstructure. In each group, all the four 




orientation and size distribution. The only variation considered is the reinforcement 
shape. FigureFig. 3.6 compares the distributions of the particle roundness values of the 
four microstructures. 
 
* f  is the reinforcement volume fraction. s and ρ  are characteristic reinforcement size 
and roundness, respectively, as defined in Section 3.2.  
Fig. 3.4 Design space of microstructures with randomly distributed, non-overlapping 
circular reinforcements. Twenty random instantiations (samples) of each microstructure 







* f  is the reinforcement volume fraction. s and ρ  are characteristic reinforcement size 
and roundness, respectively, as defined in Section 3.3. 
Fig. 3.5 Design space of microstructures with various reinforcement shapes. Twenty 
random instantiations (samples) of each microstructu e are used in the calculations to 
obtain a statistical characterization of the result for each case. 
 
3.5 3D Microstructure Reconstruction 
Voronoi tessellation is a popular technique for generating polycrystalline 
microstructures due to its simplicity, space-filling nature and the availability of 
theoretical results for the topological properties [73, 74]. However, microstructures 




realistically capture the topological and statistical properties of microstructures, a method 
for instantiate 3D polycrystalline microstructures is employed.  
 
Fig. 3.6 Comparison of the roundness distributions for microstructures with different 
reinforcement shapes. 
 
A set of ellipsoidal grains are generated based on predefined distributions of the 
ratios of the major ellipsoidal axis. These ellipsoid  are placed into the space until no 
more non-overlapping ellipsoids can be placed. The random packing and placement of 
these ellipsoids follows the algorithm developed by Przybyla [76] and Tschopp [77]. 
Once every ellipsoidal grain has been randomly placed and oriented, the open space in 
between is filled by the process of grain growth. Te grain growth algorithm starts with 
one grain and sequences through the rest of the grains, increasing their size in each 
direction by one pixel at a time. This process repeats itself until every grain reaches its 
nearest neighbor. After this point, the voxels on either side of the grain boundary no 




microstructure is fully instantiated and its morphological information is stored in a 3D 
matrix. The exported 2D images are essentially from the generated 3D microstructure. 
The 2D image series is employed as input for visualzation and meshing as required by 
the open source code iso2mesh [50]. A 2D rendering of ellipsoidal grain packing and the 
grain structure morphology after grain growth are illustrated in Fig. 3.7. 
 
Fig. 3.7 (a) 2D rendering of ellipsoidal packing alorithm upon initial placement of 
ellipsoids and (b) 2D rendering of grain structure based on ellipsoidal packing after grain 
growth. 
Using grain equivalent ellipsoids instead of other space filling methods like 
Voronoi tessellation allows construction of more complex grain morphologies such as 
elongated grains that are common in rolled ductile metals [78]. A Ti-6Al-4V 
microstructure with bi-modal grain size distribution is generated using this method with a 
bi-modal grain size distribution. The grain size is determined by first calculating the new 
ellipsoid volumes to account for grain growth. The actual grain size cumulative 
distribution function (CDF) and target CDF for each phase are plotted in Fig. 3.8.  This 




fits to a log normal distribution function. This algorithm allows explicit control of 
geometric attributes of the microstructure, such as the volume fraction of each phase, 
average grain size as well as the grain size distribution. This algorithm allows explicit 
control of geometric attributes of the microstructure, such as the volume fraction of each 
phase, average grain size as well as the grain size distribution. 
 
Fig. 3.8 Target log-normal and fit model distributions of the grain size for the primary α 
grains (p1) and the α+β grains (p2). 
A series of 2D microstructure images generated from the above ellipsoidal 
packing algorithm are employed as the input for 3D microstructure visualization and 
meshing. These 2D image series can be experimental dat  such as serial sectioning with 
EBSD mapping. In order to obtain good delineation of grain boundaries and potential 
crack trajectories, unstructured tetrahedral meshes ar  generated by iso2mesh [50] as 




volumetric mesh and the tetrahedral element information, are used for the finite element 
implementation.  
 
Fig. 3.9 3D microstructure reconstruction, meshing a d domain decomposition. 
3.6 Summary 
A set of computational tools are developed to generate and characterize 
microstructures for 2D and 3D analysis. This study provides the prerequisite to 
quantitatively establish the structure-property relations across length scales. Specifically, 
microstructure generated using methods discussed in this chapter has many advantages 
over experimental approaches. First of all, microstructures generated using the two-point 
correlation functions and the ellipsoidal packing al orithm allow systematic variation of 
one microstructural characteristic while keeping other features as constant. The one-to-
one correlation between the microstructure and material fracture toughness facilitates the 
design of high toughness materials by tailoring of microstructure. In contrast, 
experimental approaches have limited control of microstructure characteristics as the 




Besides, the computer generated microstructures can go beyond current available 
material configurations and contribute to the design of future materials. They are more 











4 EFFECT OF MICROSTRUCTURE ON FRACTURE 
TOUGHNESS OF CERAMIC COMPOSITES 
4.1 Introduction 
The design of the high toughness ceramic composites largely depends on the 
control of the microstructure and constituent propeties. This task requires in-depth 
understanding of how microstructure attributes determine the overall fracture behavior 
through the activation of different fracture mechanisms. In Section 4.2, the overall 
fracture toughness of two-phase Al2O3/TiB2 ceramics is evaluated as function of 
microstructural size scale, phase distribution, phase morphology, phase volume fractions, 
bulk constituent properties and interfacial bonding stiffness using cohesive finite element 
simulations and a J-integral based approach developed in Chapter 2. The prediction 
includes statistical representation of microstructure as discussed in Chapter 3. Because 
statistical measures are used, this approach developed applies to microstructures with 
random heterogeneous phase distributions and fracture processes with arbitrary crack 
paths or micro-crack patterns. In addition to the evaluation of fracture toughness, the 
CFEM calculations also allowed the trajectories andcrack surface areas (crack lengths in 
2D) associated with each fracture mechanism (matrix fracture, matrix/reinforcement 
interfacial debonding and crack penetration of reinforcement particles) during fracture 
processes to be quantified. Along with the fracture en rgy of each type of fracture site, 
the quantification of the crack surface areas makes it possible to calculate the total energy 
released and, consequently, the overall energy releas  rate. The information is used to 




toughness is achieved by an assessment of the contributions of different fracture 
mechanisms including matrix fracture, interfacial debonding and particle cracking to the 
overall energy release rate. In particular, this asses ment involves a statistical 
characterization of the competition between crack deflection and crack penetration at 
matrix/reinforcement interfaces. Although the numerical quantification is specific to 
Al2O3/TiB2 ceramic composites, the approach and the model devloped apply to brittle 
particle-reinforced composites in general. 
4.2 Numerical Simulations 
Fracture in nature is a stochastic process. Arbitray microstructural phase 
morphologies and material heterogeneities lead to the variations of local properties from 
specimen to specimen and in turn the scattering of facture toughness. The statistical 
quantification of fracture behavior of a material should be based on a proper 
consideration of the correlation among three elements: probability distributions 
characterizing the distribution of flaws and material properties, fracture mechanics and 
material microstructure. In this Section, two sets of microstructure set with stochastic 
distributions of phases are employed in the calculations, as shown in Fig. 3.4 and Fig. 
3.5. The geometric effects of microstructure on fracture toughness will be discussed first 
followed by the effects of constituent properties.  





Microstructural sample set 1, as listed in Fig. 3.4, is employed to study the 
correlations between the two-point correlation parameter 01F  and fracture toughness. 
Note that this set has systematically varying particle radius (R / 2 20µms= = , 30µm  
and 40µm ) and volume fraction ( 10%f = ,15%,20%,25%and 30%). For each 
combination of particle size and volume fraction, 20 randomly generated microstructural 
instantiations are used to obtain a statistical characterization of the stochastic nature of 
the failure processes at the microstructure level. For each microstructure setting (each 
combination of R and f ), the probability of fracture initiation is measured in terms of iICK  
and the probability of catastrophic fracture is measured by the propagation toughness ICK
. Both measurements are through the three-parameter Weibull distribution function [79] 
in the form of 
 ( ) ( ) ( ) 0 ,    ;1 ,  where 
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Here, X is the probability of fracture, K  can be either the initiation toughness iICK  
or propagation toughness ICK , m  quantifies the scatter of K , 
LK  is the lower bound 
fracture toughness and 0K  is the normalization factor. The parameters LK , 0K  and m are 
obtained through a linear regression fit to the 20 data points for each microstructural 
setting which involves 20 different instantiations. 
The Weibull distribution function has been widely used in reliability analysis due 




by 0K ) and finite lower bound limit (at ( ) 95%W K = ) of the curve make it a better 
representation of fracture toughness distribution than the normal distribution function 
whose symmetry about the mean can result in physically unrealistic predictions of the 
lower bound values [35].   
 
Fig. 4.1 Fracture probability distributions for microstructures with randomly distributed, 
non-overlapping circular reinforcement particles. The distributions are obtained from 
twenty random instantiations (samples) of each microstructure. 
As shown in Fig. 4.1, microstructure affects ICK  much more than 
i
ICK . The finest 
reinforcements give rise to the highest propagation t ughness, but have the least 
influence on the initiation toughness. The opposite trends in influence have to do with 
how cracks interact with particles. If a large particle happens to be at the tip of the pre-
crack, a higher level of stress is required to initiate the crack and, consequently, the 




other hand, a propagating crack is more likely to penetrate a large particle, causing 
immediate catastrophic failure of the material and limited improvement of the 
propagation toughness.  
 
Fig. 4.2 Propagation toughness as a function of rein orcement size and volume fraction. 
The error bars indicate scatter of results obtained from twenty random instantiations 
(samples) of each microstructure. 
It is worth noting in Fig. 4.2 that the ICK  range obtained from the CFEM 
framework is in good agreement with the experimental results reported by Logan [37] 
which are also shown. Increasing the reinforcement volume fraction f  always enhances
i
ICK , but does not always enhance ICK . As shown in Fig. 4.2, ICK  decreases as f  
increases when the particles are large (R 40µm= ). At R 30µm= , ICK  is the highest for 
20%f =  and is lower at both 10%f =  and 30%f = . The effect of f  becomes less 
pronounced when R is further decreased to 20µm . The above trends are result from 




particle cracking) as the microstructure changes. Specifically, it has been reported that 
particle cracking is more prevalent in composites with higher particle volume fractions 
[83]. The lower fracture toughness values at larger pa ticle sizes are a result of an 
increased likelihood of particle cracking [84, 85]. Although crack penetration through a 
particle requires a higher instantaneous K value than crack growth through interfacial 
debonding, particle cracking usually signifies immediate catastrophic failure. Small 
particles, on the other hand, promote sustained crack deflections through interfacial 
debonding as illustrated in Fig. 4.3. Such processes increase the tortuosity of crack 
trajectory and in turn enhance the fracture resistance.  
 
Fig. 4.3 The effect of reinforcement size on fracture mode. 
As discussed above, the fracture toughness of a material is not a deterministic 
quantity even if the microstructure contains uniformly distributed reinforcement particles 
of the same radius [86]. Therefore, a probabilistic approach which accounts for 





ICK  as a function of the two-point correlation parameter 01F  measured at a crack 
propagation distance of 800µmD = . It can be seen that microstructures with finer 
reinforcements (higher values of 01F ) have higher fracture toughness values due to their
higher probability to cause crack arrest.   
 
Fig. 4.4 Correlations between maxT  and crack interaction parameter 01F . The scatter of 
results represents variations among twenty random instantiations (samples) of each 
microstructure. 
Microstructural sample set 2, as shown in Fig. 3.5,is employed to study of the 
effect of reinforcement shape on fracture toughness. The microstructure with elliptical 
reinforcement best approximates the real microstructu e in terms of two-point correlation 
(Fig. 3.3) and particle morphology (Fig. 3.6). As a result, this microstructure has very 
similar ICK  values, as shown in Fig. 4.5. In contrast, the microstructures containing 




mean fracture toughness values. As we will see later, this is due to more extensive crack 
deflection associated with the higher-roundness microstructures.  
 
Fig. 4.5 Effect of mean roundness on ICK . The error bars indicate scatter of results 
obtained from twenty random instantiations (samples) of each microstructure. 
4.2.2 Effects of constituent attributes on fracture toughness 
The forgoing analyses show in Section 4.2.1, from a orphological perspective, 
that particle cracking negatively influences fracture resistance, especially in the initial 
stage of crack-reinforcement interactions. It is equally important to identify the 
correlation between material attributes and the activ tion of fracture mechanisms.  Here, 
the effects of reinforcement toughness and compliance of the interface between the 
reinforcement phase and the matrix on fracture toughness are studied. 
Increasing the toughness of the reinforcement pΦ  has only a limited impact on 




resistance tends to saturate beyond the pΦ  value of 
2120 /J m . Specifically, a 200% 
increase in pΦ  from 
2300J/m  to 2900J/m  only leads to a 16% increase in ICK  from 
4.4MPa m⋅  to 5.2MPa m⋅ . In contrast, a 200% increase in pΦ  from 
240 /J m to 
2120 /J m  leads to an increase in ICK  of 31% from 3.2MPa m⋅  to 4.2MPa m⋅ . A 
look at crack paths provides insight into this. Figure Fig. 4.6(b) shows that particle 
cracking occurs even under unrealistically high pΦ  values, if the interfaces are well-
bonded. Obviously, increasing pΦ  beyond a certain value has no significant impact on 
crack path, resulting in diminishing gains in ICK .  
 
Fig. 4.6 Effect of reinforcement toughness on ICK . 
On the other hand, interfacial bonding can significantly influence the dominant 
fracture mechanism and, consequently, alter the matrial fracture resistance. It has been 
proposed in some early studies [84, 87] that under proper conditions, poor interface 




weakly bonded interfaces, leading to a tortuous crack trajectory. One way to address the 
role of interfacial bonding strength is to keep theint rfacial fracture energy constant at 
278.5 /in J mΦ =  and maintain the same slope of the initial linear portion of the cohesive 
relation (see Fig. 2.1) at 420 GPa. Under this condition, six different interfacial bonding 
strength levels ( 6maxT 6 10 ,
in −= ×  46 10−× , 36 10−× , 26 10−× , 0.6, and 6 GPa, corresponding 
to 0 51 max maxQ T / T 10
in −= = , 310− , 210− , 110− , 1 and 10, respectively) are considered. Since 
the fracture energy is the same, the critical separations ∆tc  and ∆nc  are adjusted 
accordingly and the corresponding values are ∆ ∆tc nc= =  6800, 68, 6.8, 0.68, 0.068 and 
0.0068 µm. These cases represent very compliant to very stiff interfaces. It should be 
noted that, as a rule of thumb, the interface is regarded as “well-bonded” if 
[ ]max max maxT T ,T 0.48, 0.7in m p ∈ =  GPa, where the 0K , maxTm  and maxT
p
 (Fig. 2.1) are the 
cohesive strengths of the interface, matrix and reinforcement, respectively, as listed in 
Table 1. Here for simplicity, we choose 0maxT 0.6=  GPa as the baseline case representing 
the well-bonded case. This baseline is the level usd for calculations up to this point. The 
variations are considered relative to this baseline case. In particular, the case with 
0 5
1 max maxQ T / T 10
in −= =  essentially approximates a porous ceramic as though the particles 
do not exist. 
The CFEM results in Fig. 4.7 and Fig. 4.8 show thate stiff interface ( 1Q 10= ) 
leads to extensive particle cracking and a 14.7% decrease in ICK  relative to the baseline 
case ( 1Q 1= ). As the bonding strength decreases (or interfacial compliance increases), 




increase initially, but ultimately decrease between 31Q 10
−=  and 510− . Particle cracking 
can be effectively avoided when the interfaces are quite compliant ( 1Q 1< ). As 1Q  
decreases, the interface becomes more ductile as interface debonding gradually 
outweighs matrix cracking and becomes the dominant fr cture mode. It is noted that 
when 0 51 max maxQ T / T 10
in −= = , the interfacial strength is negligibly small and the material 
essentially approximates porous ceramics as though the particles do not exist. This 
scenario is consistent with what has been reported for porous ceramics whose fracture 
toughness values are lower than two-phase or even single phase ceramics [88]. For 
3
1Q =10
−  the separation distance required for a complete decohesion of the cohesive 
elements along the interfaces can exceed the element siz . This means that the interface 
may not fully debond and the damage at the interfac c nnot be considered as real cracks. 
However, the compliant interfaces serve as damage initiation sites. These damage sites 
contribute to energy dissipation and promote the formation of cracks in the matrix and the 
reinforcement. For complete debonding to occur at the interfaces, much larger 
microstructure samples than what is currently used an  much longer load duration are 
needed. To simply put, the resulting energy released nd fracture toughness value would 




 in Fig. 4.8 being a conservative underestimate of the actual value, the trend of 
fracture toughness shown is valid and very illustrative. Specifically, to significantly 
improve the fracture resistance, the interfacial bonding between the matrix and particles 
of ceramic composites should balance strength and compliance. Excessively strong/stiff 




show that increases of up to 50% in ICK can be achieved by proper engineering of the 
interfacial bending strength/compliance, under the condition that the overall interfacial 
fracture energy is kept constant. 
 
Fig. 4.7 Crack trajectories for different compliance or strength levels of the 
reinforcement-matrix interface as measured by the strength ratio Q1. 
To illustrate the effect of bonding strength alone on ICK , another set of 
calculations are carried out, with constant separation ∆ ∆ 0.068µmtc nc= = so as to keep 
the interfaces brittle and relatively non-compliant. Under this condition, six different 
interfacial bonding strength levels ( 0 52 max maxQ T / T 10
in −= = , 310− , 210− , 110− , 1 and 10, 
respectively, 0maxT 0.6=  GPa, the same as before) are considered. These paramete s 




Note that the cohesive energy changes for the six 2Q  levels while the initial slope of the 
cohesive relations remains constant at 420 GPa.  As shown in Fig. 4.9, the trend of ICK  is 




Although lower 2Q  values promote crack deflection into the interface, th  improvement 
in fracture toughness ICK  is very limited, as the fracture energy decreases dramatically 
when 2Q 1< .  
 
Fig. 4.8 Effect of compliance of the reinforcement-matrix interface as measured by the 
strength ratio Q1 on ICK . The error bars indicate scatter of results obtained from twenty 
random instantiations (samples) of each microstructu e. 
Noted that the ICK  value at 
5
2Q 10
−=  is very close to the result in Fig. 4.8 when 
1Q  is at the same value. This is due to the fact that interfacial bonding is essentially non-




to a porous ceramic. Similarly, when 2Q 10= , even though the fracture energy of the 
interface is 10 times that of the baseline case, ICK  is very similar to that in Fig. 4.8, due 
to the fact that interface debonding is completely r placed by particle cracking. 
 
Fig. 4.9 Effect of bonding strength of the reinforcement-matrix interface as measured by 
the strength ratio Q2 on ICK . The error bars indicate scatter of results obtained from 
twenty random instantiations (samples) of each microstructure. 
Obviously, the most effective way to improve fracture toughness is to create 
compliant (ductile) interfaces without sacrificing interfacial fracture energy. FigureFig. 4.8 
shows that a properly balance must be maintained between interfacial bonding strength 
(or compliance) and the promotion of crack deflection. Excessively strong (or stiff) 
interfacial bonding increases penetration into particles and leads to catastrophic failure. 
Excessively weak (or compliant) bonding maximizes crack deflection but diminishes the 
toughening effect of the reinforcement. Both extremes result in lower fracture toughness 
values of the overall composite. CFEM calculations suggest 01 max maxQ T / T




range of 310−  to 210−  offer an appropriate balance to maximize the propagation 
toughness of the Al2O3/TiB2 material system.  
It should be pointed out that the above studies only consider a specific set of 
microstructures. The parametric studies carried out here does not include all the possible 
combinations of max
inT  and inΦ . The second set of calculations could be expanded to 
account for different levels of ∆tc  with the same variation of max
inT  and inΦ . Although the 
corresponding result might be different, the trend presented here is valid for general 
cases. The fundamental avenue for toughening is the activation of different fracture 
mechanisms through the interplays between microstructure attributes which are stochastic 
on nature. To take advantage of the mechanisms, which can only be influenced in a 
statistical sense through microstructure design, it is mportant to quantify the relations 
between statistical measures for microstructure chara teristics and statistical measures for 
the fracture mechanisms. Such quantification can allow an analytical relation to be 
established between fracture toughness and microstructure. This will be the topic of the 
semi-analytical model in section 4.3.  
4.3 Semi-Analytical Model 
As discussed in Section 4.2, microstructure in terms of geometric distribution of 
phases, constituent properties and interfacial bonding attributes influences the 
deformation and failure behavior of heterogeneous materials through the activation of 
different underlying mechanisms. In particular, the fracture behavior and fracture 
toughness of materials are determined by the mechanisms through which cracks interact 




dissipation when cracks are forced to follow tortuous paths. Based on the results of 
numerical simulations, a semi-empirical model is developed to predict the fracture 
toughness of brittle two-phase ceramic composites as a function of statistically defined 
morphological attributes of microstructure, constituent properties and interfacial bonding 
characteristics. The quantification of the fracture toughness is achieved by an assessment 
of the contributions of different fracture mechanisms including matrix fracture, interfacial 
debonding and particle cracking to the overall energy release rate. 
4.3.1 Fracture toughness and energy release rate 
For brittle materials, the critical energy release rate ICJ  is rated to the fracture 










  (4.2) 
where E  and ν  are, respectively, the effective Young’s modulus and effective Poisson’s 
ratio of the heterogeneous material. For a tortuous crack path involving different types of 
fracture sites as illustrated in Fig. 4.10, the aver g  energy release rate J  can be stated as  
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where fU  is the total energy released to crack surfaces over the projected crack length 
W , tA Wt=  is the total projected crack surface area with tt  being the specimen thickness. 
It should be noted that W  is the projection of the total curved crack length (arc length L  
in 2D) in the direction of crack propagation. Specifically, if inL , mL  and pL  represent the 
crack arc lengths along the interface, within the matrix and through the reinforcement 
particles, respectively, in m pL L L L= + +  represents the total crack arc length. Also in 
Eqn. (4.3), inΦ , mΦ  and pΦ  are the fracture energies for interface debonding, matrix 
cracking and particle cracking, respectively. ( )Q, , /s f L Wξ =  can be regarded as the 
crack length multiplication factor (CLMF). It is a function that captures the influences of 
interfacial compliance as measured by strength ratio Q, reinforcement size scale s [see 
Section 4.2.2 and Eqn. (3.1) respectively], and thevolume fraction f  of the 
reinforcement phase. The specific form of this function is unknown. The value of ξ  is 
determined empirically by fitting to CFEM data calculated in Section 4.2. inH , mH  and 
pH  are the proportions of crack lengths associated with interface debonding, matrix 
cracking and particle cracking, respectively. Obviously, the evaluation of inH , mH  and 
pH  is the primary task in order to predict ICK  through Eqns. (4.2) and (4.3). The specific 
form is 
 ( ) ( )2 2 Q, , .1 1IC IC in in m m p p
E E
K J s f H H Hξ
ν ν
= = Φ + Φ + Φ
− −





Fig. 4.10 A schematic illustration of crack trajectory in a two-phase composite and crack 
lengths associated with different fracture mechanisms. 
It should be pointed out that the analysis embodied in Eqns. (4.2) through (4.4) 
applies only to quasistatic crack growth for which rack speed approaches zero. 
However, it is important to note that, for brittle materials considered here, the evaluation 
of ICJ  (and therefore ICK ) can be achieved by properly accounting for the eff ct of crack 
speed through fully dynamic calculations, especially when the crack speed is low.  
 
4.3.2 Criterion for activation of different fracture mode 
The task of evaluating the right-hand side of Eqn. (4.4) constitutes the bulk of the 
development below. The interaction between the propagating crack and the reinforcement 
phase determines inL , mL  and pL  and, consequently, inH , mH  and pH . There are two 
possible types of fracture path when a crack approaches a matrix/reinforcement interface 
in a ceramic composite consisting of a matrix phase and a reinforcement phase. The first 
fracture mode is interface debonding which is an important fracture mechanism for crack 




promoted by weak interfacial cohesion, smaller particle size and higher particle 
roundness. The second fracture mode is particle cracking triggered by crack penetration. 
This mode of fracture usually signifies catastrophic failure [89, 90] and should be 
avoided as it leads to lower energy release rate becaus  of straight (shorter) fracture 
paths, even though the fracture energy of the reinforcement phase is higher than those of 
the interfaces and the matrix phase. Clearly, it is of great importance to quantify the 
conditions under which the two competing fracture mchanisms are activated. Such a 
quantification can guide the design and manipulation of microstructures to enhance the 
fracture resistance of materials through synthesis.  
 
Fig. 4.11 He and Hutchinson’s model of crack deflection/penetration at a bimaterial 
interface. 
Currently, two approaches exist for determining the activation of the mechanisms. 
One involves stress-based criteria governed by local asymptotic stress fields at the 




for the differences in the works of fracture along possible alternative crack paths [93-95]. 
From the energy perspective, a crack would grow when t  energy available in the stress 
field reaches the energy required to form new fracture surfaces along a certain path. The 
prediction of crack propagation requires the calcultion of the energy release rate J as 
well as a knowledge about the fracture energy Φ . Here, dJ  and pJ  are used to denote the 
energy release rate for crack deflection and crack penetration, respectively. Similarly, 
inΦ  and pΦ  denote the fracture energy of the interface and reinforcement, respectively. 
For brittle materials, crack deflection at an interface requires d dJ ≥ Φ . Crack penetration, 
on the other hand, requires p pJ ≥ Φ . It is unclear which fracture mechanism would be 
activated if both conditions are satisfied simultaneously.  
He and Hutchinson [93, 94] analyzed the behavior of a semi-infinite crack 
perpendicular to an infinite planar interface in a symmetrically loaded, isotropic bi-
material, as illustrated in Fig. 4.11. They argued that crack deflection occurs when 
 / / .p in pdJ J > Φ Φ   (4.5) 
Gupta et al [91, 96] extended He and Hutchinson’s work to anisotropic materials 
and developed a strength criterion for crack deflection and validated their analysis using 
laser spallation experiments. Subsequently, Martínez and Gupta [97] improved the 
criterion such that it does not require any assumption concerning crack extension ratio by 
using a quasi-static approximation and by assuming that deflection occurs under constant 





Although the above analyses concern the interaction between a single crack and 
an infinite, flat interface, they reveal some of the fundamental relations that govern the 
behavior of cracks as they approach interfaces. In the following Section 4.3.3, an 
empirical modification of He and Hutchinson’s criteion is developed to allow 
consideration of the effects of finite reinforcement size, reinforcement shape and phase 
distribution in a two-phase microstructure. Because of the random nature of material 
heterogeneities at the microstructure level, the int raction of a propagating crack with the 
phases in a microstructure is rather random. However, over distances longer than the 
characteristic size scale of the microstructure, the cumulative effect of the random 
interactions determine the behavior measured at the macroscopic scale. To capture this 
cumulative effect in the setting of the two-phase ceramic composites consisting of a 
matrix and a population of reinforcement particles, a measure reflecting the cumulative 
probability for a crack to encounter the reinforcement phase is used in the modified 
criterion. This cumulative probability is obtained from the two-point correlation functions 
as discussed in Section 3.2. Based on these analyses, a r lation between microstructure 
attributes and overall fracture toughness of the composites is established by assessing the 
proportion of each fracture mode associated with the crack propagation process. 
 
4.3.3 Fracture mode selection 
Characterization of the competition between crack deflection and crack 
penetration can allow the proportion of each fracture mode to be quantified. He and 
Hutchinson [93, 94] provided an analysis of crack deflection versus penetration at a 




semi-infinite crack perpendicular to the planar bi-material interface as illustrated in Fig. 
4.11. The solution of this problem depends on Dundurs parameters [98, 99] in the forms 
of  
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  (4.6) 
Here, iµ  and iv  are the shear modulus and Poisson’s ratio respectively for matrix 
Al2O3 (i = 0) and reinforcement TiB2 ( 1i = ). Both α  and β  vanish when the matrix and 
reinforcement materials are identical. 
The stress field ahead of the crack-tip is characteized by  
 ( )2πxx Ik y
λσ −=   (4.7) 
where Ik  is the amplitude factor proportional to the applied load, λ  is a function of α  
and β  satisfying 
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  (4.8) 
as discussed by Zak and Williams [100]. 
Along the interface ahead of the crack-tip, the tractions are 
 ( ) 0.52π ,iyy xyi K r r εσ σ
−+ =   (4.9) 
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  (4.10) 
is the bi-elastic constant.  It should be noted that 1 2K K iK= +  in Eqn. (4.9) is the 
complex stress intensity factor. 1K  and 2K  are the mode I and mode II stress intensity 
factors, respectively [101]. 
It can be shown that the energy release rate for crack penetration is 
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where z  is a dimensionless function of α  and β  [93], Ik  is amplitude factor, and pa  is 
the crack extension length into the reinforcement. 
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where 
 ( )2 22 2 2 1 21 2 2 ,I d eK K k a c h R chλ−  + = + +    (4.13) 
with da  being the crack extension length along the interfac . c and h are functions of α  




He and Hutchinson [93] assume that d pa a=  so that /d pJ J  is independent of the 
crack extension lengths. The analysis uses the parameter  
 















Φ − Φ = − = + + −
 Φ − Φ
  (4.14) 
to determine the activation of the fracture mechanisms. Crack deflection is predicted 
when 0 0U > , otherwise, crack penetration into the reinforcement phase is expected. In 
the above relation, dJ  , pJ , inΦ  and pΦ  are, respectively, the energy release rates of 
crack deflection and particle penetration and the surface energies of the interface and 
reinforcement. For the Al2O3/TiB2 ceramic composite system considered here, inΦ  and 
pΦ  are taken as 78.5 J/m
2 and 102.2 J/m2, respectively. The calculations of the values of 
z, c and h are discussed in considerable detail by He and Hutchinson [93]. 
To account for the effects of finite particle size, particle shape and microstructure 
phase distribution, we provide an empirical modification of 0U  in the form of 
 























  (4.15) 
where ρ  is the roundness of the reinforcement particle, s represents the characteristic 
reinforcement size which is obtained by fitting the two-point correlation functions as 
shown in Eqn. (3.1). Here, ijP  
denotes the probability for randomly placed vectors of a 
given length D to start in phase i ( i = 0 or 1) and ends in phase j ( j = 0 or 1). The matrix 




about the two-point correlation functions could be found at Section 3.2. For 
microstructures with randomly distributed circular particles of the same diameter, s is 
equal to the diameter. The values of s for the microstructures analyzed are given in Fig.
3.4. 01P  can be regarded as the geometric probability of encou tering the reinforcement 
phase by a crack of length D  that is propagating in the matrix. 
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  (4.16) 





Fig. 4.12 Parameter U  for the determination of crack penetration and crack deflection at 
a matrix/particle interface.  
Implied in Eqn. (4.15) is the fact that smaller and more rounded (Fig. 4.1, Fig. 3.6 
and Fig. 4.5, respectively) particles enhance fractu e toughness by inducing crack 
deflection. It should be noted that U reduces to 0U  for a circular particle ( 1ρ = ) whose 











→ . To best describe the CFEM results, the 
values of the parameters are chosen as 0 1.3a = , 1 0.185a =  and 2 5.5a =  through curve 
fitting. 
 
Fig. 4.13 Dependence of parameter c and h  on the crack incident angle ω .  
As shown in Fig. 4.12, the crack deflects at the int rface when 0U > , otherwise, 
it penetrates into the reinforcement and causes particle cracking. The effect of crack 
incident angle ω  is through coefficients c and h  in Eqn. (4.16). According to He and 




Furthermore, Veljkovic [102] has demonstrated that e error associated with the form of 
c and h  in Eqn. (4.16) is within 1% when 0 45ω< <  . Therefore, it is quite reasonable 
to assume that ( ) ( )45U Uω =   i.e., crack deflects, when 45ω >  . The probability of 

















  (4.17) 
 
 
Fig. 4.14 (a)  U  as a function of crack incidence angle ω (Fig. 1) for different 




the probability of crack deflection, (c) U  as a function of crack incidence angle ω  for 
different reinforcement mean roundness values and a fixed reinforcement size of 
33µms=  and  (d) effect of mean roundness on the probability of crack deflection. 
Here, 0ω  denotes the critical crack angle beyond which crack deflection will 
occur. The likelihood of crack deflection increases as ω  increases or as crack direction 
deviates from the direction normal to the interface, as illustrated in Fig. 4.12 and shown 
in Fig. 4.14. Obviously, 0ω =   represents the least likely scenario for crack deflection.  
 
Fig. 4.15 CFEM results showing the effect of reinforcement roundness on fracture mode. 
All conditions except the particle shape are the same in the cases shown. 
Reflecting the trend in the CFEM results, reinforcement size also has a significant 
impact. As shown in Fig. 4.14(a) which is generated using Eqn. (4.15), larger particles 
are more susceptible to crack penetration. The critical size scale for avoiding penetration 
under the conditions considered is approximately 20µms=  for the materials and 
conditions of the CFEM calculations on which the analysis here is based. This trend is 
confirmed by the CFEM results shown in Fig. 4.3. The calculations are carried out under 




particle ( 1ρ = ) increases beyond 20µms= , a fracture mode transition from crack 
deflection to crack penetration is clearly observed. Under a fixed s, Fig. 4.14(b, d) shows 
that higher ρ  values favor crack deflection and, therefore, enhance ICK . This trend is 
also confirmed by the CFEM results shown in Fig. 4.15. Note that the average roundness 
ρ  for the circular, square, elliptical and real reinforcements is 1.0, 0.72, 0.62, and 0.62, 
respectively. As ρ  decreases from 1 to 0.62, a fracture mode transitio from deflection 
to crack penetration is observed, leading to decreased propagation fracture toughness ICK  
as illustrated in Fig. 3.6 and Fig. 4.5. 
4.3.4 Influences of different mechanism on fracture toughness 
To predict ICK , it is important to quantify the probability of occurrence (also 
referred to as the proportion from here on) for each fracture mechanism over a given 
crack propagation distance. Here, we take interfacial debonding as an example. The 
proportion of interfacial debonding over a distance D is the product of (i) the cumulative 
probability of the crack encountering the reinforcement phase over D and (ii) the 
probability of crack deflection p. It should be noted that crack deflection can occur 
through either matrix cracking or interfacial debonding. Therefore, account must be taken 
of the interfacial bonding strength and the fracture energies of the interfaces and the 
matrix. The relation that accounts for the above factors (fracture mechanism, fracture 
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  (4.18) 
Here, mH , inH  and pH  denote the proportions of matrix cracking, interface 
debonding and particle cracking, respectively. inΦ , mΦ  and pΦ  are the fracture energies 
of the interface, matrix and reinforcement, respectiv ly. Their values are taken as 78.5 
J/m2, 21.5 J/m2, and 102.2 J/m2, respectively. a  and b  are dimensionless parameters 
determined by fitting the relations to the CFEM results. P01 and P11 are two-point 
correlation functions. 01 max maxQ T T
in=  is the interfacial bonding strength ratio, with maxT
in  
being the interfacial cohesive strength and 0maxT  being a baseline reference strength of 0.6 
GPa. This reference value is the average value of the cohesive strengths of the matrix and 
reinforcement. maxT
in  affects the interfacial cohesive energy Φ and has a significant 
impact on fracture behavior.  
In the analysis carried out here, two scenarios are considered. In the first set of 
calculations, the interfacial cohesive energy Φ  is kept constant while maxT
in  and the 
critical separations (∆tc and ∆nc) are varied accordingly. The specific range of bounding 
strength considered here is 5 01 max max10 Q T / T 10
in− ≤ = ≤ . These cases represent very ductile 




can also be regarded as representing very weakly and very strongly bonded interfaces. In 
the second set of calculations, the critical separation is kept constant at 
0.068µmtc nc∆ = ∆ =  while maxT
in  and, therefore, the interfacial cohesive energy Φ  are 
varied accordingly. The range of cohesive strength ra io considered in this case is also 
5 0
2 max max10 Q T / T 10
in− ≤ = ≤ . The only difference compared with the first scenario is that 
the interfaces remain brittle for all the 2Q  cases. It should be noted that the separation 
needed to achieve full debonding is ∆c = 6800 µm for 51Q 10
−= , while the interfacial 
fracture energy is 510 in
−Φ = Φ  for 52Q 10
−=  ( inΦ being cohesive energy of the interface 
for the baseline case of 2Q 1= ). Both situations effectively yield a scenario in which 
there is essentially no bonding between the two phases. Under these conditions, the 
calculations represent the behavior of a porous ceramic with the particles being pores. 
When 1 2Q Q 10= = , there is negligible differences between the two scenarios since the 
crack barely goes through the interfaces. The largest discrepancy comes from the range 
3 1
1 210 Q (Q ) 10
− −≤ ≤ . In order to capture the two scenarios, 0.4a =  and 2b =  are chosen 





Fig. 4.16 Proportions of interfacial debonding and particle cracking inH  and pH  
for different values of s and f . 
 
To quantify the relative effects, Fig. 4.16 shows inH  and pH  as functions of 
reinforcement size s and reinforcement volume fraction f . The circular symbols signify 
the transition in the dominant fracture mechanism under a specific f . On the left side of 
each transition point (smaller s), interface debonding dominates as inH  is always above 
pH . On the right hand side (larger s), particle cracking dominates. To maintain the 
dominance of interface debonding for 10% 25%f≤ ≤ , 1s s<  is preferred. When s is 
within the range of [ ]1 2,s s , a shift of dominant fracture mode is observed. For example, 
when 65µms= , particle cracking clearly dominates for 20%f > . This explains the 
peaking of ICK  for 30µmR =  ( 2s R≈ ) in the CFEM results in Fig. 4.17. A comparison 




little effect on ICK  when interfacial debonding is dominant. In contrast, increasing f  has 
a negative effect on  ICK  when particle cracking is dominant [90].  
 
Fig. 4.17 Effect of reinforcement size and volume fraction on ICK . ICK  values are 








Fig. 4.18 Comparison of crack proportionsinH  and pH  as calculated from CFEM 
simulations and predicted by Eqn. (4.18). 
It is well established that the fracture toughness material can be significantly 
enhanced through the introduction of compliant interfaces between the matrix and 
reinforcement [103, 104]. Our CFEM results demonstrate that crack deflection can 
always be induced if 1 2Q (Q ) < 1, regardless of the level of interface fracture energy inΦ  
[105]. More extensive crack deflection tends to occur at lower 1 2Q (Q ) values which 
leaves the reinforcement intact. The effect of 1 2Q (Q ) on fracture mechanisms is 
systematically captured by Eqn.(4.18). As shown in both plots in Fig. 4.18, particle 
cracking can be avoided when 1 2Q (Q ) < 1. As 1 2Q (Q ) decreases, interface debonding 
gradually outweighs matrix cracking and becomes the dominant fracture mode. It should 
be noted that the best toughening results can only be achieved without sacrificing the 
interfacial fracture energy. As demonstrated in Fig. 4.19, the improvement in fracture 
toughness ICK  is minor for cases among Q2 as discussed above, although there is a 
greater amount of interface debonding compared withthe cases with Q1. This is due to 
the fact that the interfacial fracture energy drops drastically as Q2 decreases. Therefore, a 
proper balance between interfacial compliance and the activation of interface debonding 





Fig. 4.19 CFEM results showing the effect of interfacial bonding strength on ICK . 
The model engendered by Eqn. (4.18) accounts for the effects of both the 
geometric attributes (characteristic reinforcement size , volume fraction , roundness ) and 
the material attributes (interfacial bonding strength ratio of the interface between the 
reinforcement and the matrix phase) of the microstructure on the proportion of each 
fracture mechanism. For the material system analyzed, d velopment of microstructure-
fracture toughness relations entails quantitatively correlating the fracture mechanisms 
with the fracture toughness. To illustrate the point, the values of the microstructures in 
Fig. 3.4 and Fig. 3.5 are employed. The predicted proportions of interfacial debonding 
and particle cracking from the CFEM results and the analytical model are compared in 
Fig. 4.20. Both the model and the CFEM data show that if the interfacial fracture energy 
is kept constant as 278.5 /in J mΦ =  while the interfacial bonding strength ratio Q1 
varies, the propagation fracture toughness ICK  can be improved by 37.2% as the 




an increase in the fraction of particle cracking by the same magnitude has the opposite 
effect on ICK . 
 
Fig. 4.20 Effect of interfacial debonding and particle cracking on ICK . 
 
 
4.3.5 Physical implications of Crack Length Multiplication Factor 
(CLMF) 
As discussed previously, the prediction of fracture toughness ICK  through Eqn. 
(4.4) requires the evaluation of ( )Q, , s fξ , which is defined as /L W  or the crack length 
multiplication factor (CLMF).  Here, L  and W  are the real arc length and projected 
crack length, respectively. Since the model we proposed here only considers quasi-static 
crack propagation, ξ  only depends on heterogeneity-induced crack trajectory variation. 
In this sense, the crack length multiplication factor 1ξ ≥  for all cases. The minimum 




or reinforcement, respectively. In both cases, no heterogeneity-induced crack deflection 
exists and the propagating crack follows the straight trajectory. ( )Q, , s fξ  accounts for 
the influences of interfacial bonding strength, reinforcement size and volume fraction on 
total crack length. The functional of ( )Q, , s fξ  is fitted to the CFEM data using the 
empirical form 
 ( ) ( ) ( )Q, , , Q .s f s fξ ξ ξ= ɶ ɶ   (4.19) 
Specifically, ( )Qξɶ  is fitted at 66.14µms =  and 15%f = . To account for both 
















ɶ   (4.20) 
Similarly, ( ),s fξɶ  is fitted at Q 1= , when ( )Q = 1ξɶ  is taken as a constant. To 
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where 1 1 2D m s m= +  and 42 3 5.
mD m s m= +  
The parameters 1 1.191n = , 2 0.044n = − , 3 1.167n = , 4 0.047n = − , 1 0.0175m = , 
2 1.483m = − , 
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3 4.7 10m






Fig. 4.21 Effect of reinforcement size s on crack length multiplication factor ( )Q, ,s fξ . 
 
 
( )Q, , s fξ  can be used to quantitatively explain the counterintuit ve phenomenon 
that microstructures with larger and higher volume fractions of tougher reinforcement 
particles have lower fracture toughness ICK  values (Fig. 4.17) even though the fracture 
energy of the particles is 4.75 and 1.3 times thoset of the matrix and interface, 
respectively. The physical implication of ξ is demonstrated in Fig. 4.21. The boundary 
constraints of ξ  are well satisfied since 1ξ =  resides at 0f =  and 1f = , as expected. It 
should be noted that the CFEM data are only available within the solid portion of curves 
as represented by the error bars. The dashed parts,which are extrapolated according to 
Eqn. (4.19), also make physical sense. First of all, the increase of reinforcement size s
tends to decrease ξ  across the whole range of volume fraction f . This is in good 
agreement with the criterion in Eqn. (4.15) as well as the CFEM results in Fig. 4.17, since 
small reinforcements promote crack deflection and in turn the tortuosity of  the crack 
path. It can be argued that there exists an upper bound of reinforcement size beyond 
which ξ approaches 1 (i.e., particle penetration essentially always occurs). As shown in 
Fig. 4.22, max 85µms ≈  is predicted as the upper bound of the reinforcement size. As s 




due to diminishing crack deflection. Although decreasing s can effectively increase ξ , 
the lower bound of s cannot be ignored. At 0s = , the material is essentially the pure 
matrix with 0f = . This means decreasing the reinforcement size beyond the lower 
bound mins  adversely influences ξ . Currently, our CFEM model cannot precisely predict 
the value of mins  since the allowed minimum mesh size is 7 µm . However, for most 
engineering cases, the predicted trend is still valid.  
 
Fig. 4.22 Effect of reinforcement volume fraction f  on crack length multiplication factor 
( )Q, ,s fξ . 
It can be seen from Fig. 4.21 that the peaks of the curves gradually shift toward 
the right as s decreases. Specifically, the maximum value of ξ  at 40µms= , 60µm  and 
80µm  are 1.4263, 1.3083 and 1.0735, for 31%f = , 23% and 11%, respectively. The 
data indicate that particle cracking tends to dominate over interface debonding as f goes 
beyond each individual thresholds. This again explains the trend in Fig. 4.17 that at 




beyond 20%, which is very close to 23% as predicted above. Besides, the predicted f  
thresholds at 40µms=  and 80µm  also explain the fact that ICK  either increases or 
decreases monotonically with f , since the lower and upper bounds of  f considered in 
our CFEM calculations are 10%  and  30%, respectively. The dashed lines in Fig. 4.22 
represent cases that are not considered in the CFEM calculations. It is shown that ξ  
continuously decreases with f  and eventually overlaps with the case at 0f =  when  f  
increases to 100%.  This is consistent with the above discussions and the trend 
demonstrated in Fig. 4.21.  
In addition to reinforcement size s and volume fraction f , the interfacial 
bonding strength Q also has a significant influence on ξ . The cases considered in Fig. 
4.23 have the same reinforcement size 66.14µms= and volume fraction 15%f = . It is 
noted from Fig. 4.23(a) and Fig. 4.23(b) that ξ  follows a very similar trend for both 1Q  
and 2Q . ξ  tends to reach 1 as crack deflection is gradually eliminated by the increasing 
interfacial bonding strength. On the other hand, the maximum value of ξ  is around 2, 
suggesting that the largest possible crack length magnificantion is about two times the 






Fig. 4.23 Effect of interfacial bonding strength ratios, (a). 1Q  on ξ  at constant interface 
fracture energy, (b). 2Q  on ξ  at constant critical cohesive separation distance, (c). 
fracture energy releases per unit crack length for case (a), (d). fracture energy released 
per unit crack length for case (b), (e). corresponding ICK  values for case (a), and (f). 




On the other hand, in in m m p pH H HΦ + Φ + Φ  is the equivalent dissipated energy 
per unit projected crack length. The competition betwe n this term and ξ  determines the 
level of ICK . Fig. 4.23(c) and (d) show that the value of in in m m p pH H HΦ + Φ + Φ  is 
lowest when both 1Q  and 2Q  are extremely small, leading to diminishing improvement 
in ICK  even though the corresponding ξ tends to the highest possible value. The 
diametrically opposite effect but the same outcome is observed for extremely large 1Q  
and 2Q  values, when the CLMF ξ  is the lowest and moderately high or high 
in in m m p pH H HΦ + Φ + Φ  values are seen.  
 
 
            * contribution from interface debonding : ( ) ( )2Q, , / 1 ;in inE s f Hξ νΦ −  
        contribution from particle cracking :  ( ) ( )2Q, , / 1 ;p pE s f Hξ νΦ −  
        contribution from matrix cracking :   ( ) ( )2Q, , / 1 .m mE s f Hξ νΦ −  







Noted that, for both the 1Q  and 2Q  cases, the maximum value of ICK  is obtained 
when ξ  and in in p p m mH H HΦ + Φ + Φ  are balanced. Specially, the best improvement of  
ICK  is achieved when the increase in ξ is not at the expense of decreasing 
in in p p m mH H HΦ + Φ + Φ . To better understand this issue, the individual contributions 
from different fracture mechanisms to ICK  are shown in Fig. 4.24. For this purpose, note 
that the contribution to 2ICK  from interface debonding is ( ) ( )2Q, , / 1 ,in inE s f Hξ νΦ −  
from particle cracking is ( ) ( )2Q, , / 1 ,p pE s f Hξ νΦ − and from matrix cracking is 
( ) ( )2Q, , / 1 .m mE s f Hξ νΦ −  Clearly in Fig. 4.24(a), ICK  is dominated by the effects of 
interface debonding when the matrix/reinforcement interface is compliant or relatively 
weak, i.e., 51Q 10 ,0.5
− ∈   . In contrast, interface debonding makes the least con ribution 
to ICK  when 
5
2Q 10 ,0.5
− ∈   , as illustrated in Fig. 4.24(b). This is due to the rapid decay 
of inΦ  when 2Q 1< . On the other hand, the contribution from particle racking is the 
largest in both sets of data when 1 2Q or Q 10= . 
Most importantly, Fig. 4.24(a) shows that the maximum contribution from 
particle cracking (which occurs at 1Q =10) is less than half of the maximum contribution 
from interface debonding (which occurs near 31Q 10
−≈ ) even though 1.3p inΦ = Φ  
(baseline case). The fundamental reason is that it is more energetically favorable for 
cracks to propagate along the path that requires th lowest fracture energy. Crack 
deflection into the matrix/reinforcement interface causes the crack trajectory to become 




and compensates for the relatively lower fracture en rgy of the interface. Indeed, as 
shown in Fig. 4.18(a), the value of inH  can be 16 times the value of pH  
(note that the 
maximum value of the ratio between the two quantities occurs at the left end of the 
curves), making interface debonding by far the dominant mechanism for altering energy 
dissipation. Since inΦ  does not change with 1Q  for this case, the best strategy to improve 
ICK  is to maximize inH  by promoting crack deflection through the optimization of 1Q  
rather than to increase the fracture energy of reinforcement pΦ  or the particle volume 
fraction f . The latter two measures can help, but their effects are very limited as shown 
in Fig. 4.25 and Fig. 4.22. When the cases with varying 2Q  values are considered, 
maximizing inH  through the optimization of 2Q  can still improve ICK . However, the 
effect becomes less pronounced as the contribution of inH to the increase of ξ  is much 
less significant in light of the decrease in inΦ .  
4.4 Summary 
A cohesive finite element method (CFEM) based multiscale framework for 
analyzing the effects of microstructural heterogeneity, phase morphology, phase size, 
constituent behavior, and interfacial bonding strength on the fracture toughness of 
materials is developed. The computational framework allows the fracture initiation 
toughness and propagation toughness to be predicted as functions of microstructural 
attributes and constituent behavior. The method uses th  J-integral and the linear elastic 
relation between J and K. The evaluation applies to steady-state crack propagation for 





Fig. 4.25 Effect of reinforcement toughness on ICK . 
Calculations carried out concern Al2O3/TiB2 two-phase ceramic composites and 
focus on the fundamental fracture mechanisms during crack initiation and propagation. 
Results of CFEM calculations show that both microstructure and constituent properties 
can significantly influence fracture behavior and combine to determine the overall 
fracture toughness through the activation of different fracture mechanisms. Interface 
debonding is the most beneficial fracture mechanism and is primarily promoted by small 
reinforcement size, rounded particle shapes and appropriately bonded and compliant 
reinforcement-matrix interfaces. In contrast, particle cracking, which triggers catastrophic 
material failure, usually occurs in microstructure with large reinforcement particles, 
lower particle roundness and over-bonded/stiff interfaces. Important constituent 
parameters are the fracture toughness of the matrix phase and the toughness of the 
interface between the matrix and the reinforcement phases. In contrast, increasing the 




influence. CFEM calculations suggest a properly balanced level of interfacial bonding 
can maximize the fracture toughness of the materials if the interfacial fracture energy is 
kept constant as inΦ . In the setting of this paper, 
0
1 max maxQ T / T
in=  values in the range of 
310−  to 210−  offer an appropriate balance to maximize the propagation toughness of the 
Al2O3/TiB2 material system.  
The forging analyses point out that the fundamental avenue for toughening is the 
activation of different fracture mechanisms through the interplays between microstructure 
attributes which are stochastic on nature. To take advantage of the mechanisms, which 
can only be influenced in a statistical sense through microstructure design, it is important 
to quantify the relations between statistical measures for microstructure characteristics 
and statistical measures for the fracture mechanisms. An energy-based semi-empirical 
model is developed to quantify the results of CFEM predictions of fracture toughness of 
two-phase ceramic composites and to provide an analytical relation between the fracture 
toughness and microstructure. This semi-empirical model is based on the analytical 
model of Hu and Hutchinson for the behavior of a crck approaching a planar bi-material 
interface and accounts for the effects of statistical attributes of microstructures (two-point 
correlation function, particle size, particle volume fraction, particle shape and phase 
distribution) and material properties (constituent properties and interfacial bonding 
strength) by quantifying the probability for the activation of different fracture 
mechanisms (crack deflection and crack penetration of reinforcement).  
For ceramic composites systems like the Al2O3/TiB2 composites analyzed here, 




important role in determining the dominant fracture mode and in turn the fracture 
toughness. Results of CFEM calculations and predictions of the semi-empirical model 
show that both microstructure and constituent properties can significantly influence the 
fracture behavior and combine to determine the overall fracture toughness through the 
activation of different fracture mechanisms. The analytical model provides deeper 
insights into the fracture process as it quantitatively predicts the proportion of each 
fracture mechanism in the heterogeneous microstructure. To enhance the propagation 
fracture toughness, fine microstructure size scale, rounded reinforcement morphology 
and appropriately weak bonding strength should be introduced to promote interface 
debonding and discourage particle cracking. There is an optimal level of interfacial 
stiffness that maximizes the fracture toughness. These conclusions can be used in the 





5 EFFECT OF MICROSTRUCTURE ON FRACTURE 
TOUGHNESS OF METAL ALLOYS 
5.1 Introduction 
 
In brittle materials, such as ceramic composites discussed in Chapter 4, the total 
energy released is equivalent to the material surface energy. Therefore, the most effective 
way to improve the fracture toughness of brittle materi l is to increase crack tortuosity by 
introducing refined second-phase reinforcements, appropriately balanced interphase 
bonding strength and grain bridging, etc [23, 24, 84, 106, 107]. For ductile materials, the 
fracture resistance becomes a sum of energy contributions from both surface energy and 
plastic deformation. In polycrystalline metals, intergranular fracture usually leads to 
tortuous crack path by promoting crack propagation al g grain boundaries. However, it 
discourages the energy dissipation through plastic deformation and does not always lead 
to high fracture toughness. Transgranular fracture, on the other hand, forms smaller areas 
of fracture surfaces but allows more significant plastic energy dissipation and more 
ductile response [108]. Therefore, the design of polycrystalline metals with improved 
fracture toughness requires in-depth understanding of two levels of competitions: 
1. The competition between material deformation and crack formation; 
2. The competition between transgranular fracture and intergranular fracture. 
Experimentally and numerically, a number of representative approaches, such as 
the crack-tip opening displacement (CTOD) testing, the crack-tip opening angle (CTOA) 




ductile materials [109, 110]. However, these approaches do not provide physical insights 
in quantifying the above competitions. The overall energy dissipation in terms of bulk 
plasticity and surface creation cannot be separated an  quantified. Besides, 
microstructure characteristics are not considered. 
 
Fig. 5.1 A schematic illustration of crack trajectory in AZ31 Mg alloy and crack lengths 
associated with different fracture mechanisms. Leftpicture reproduced from Ref [111]. 
The 2D CFEM based framework as discussed in Section 2.3 is employed to 
quantify the two levels of competition by considering the microstructure. The global 
energy release rate and the fracture toughness of ductile materials are predicted by 
calculating the J-integral in the homogenized region. The fracture surface energy for 
individual failure mechanism is evaluated through explicit simulation of crack 
propagation in the microstructure region. The calcul tions carried out here concern AZ31 
Mg alloy and primarily focus on the two levels of competitions. A preliminary study of 




5.2 Competing Mechanisms in 2D Polycrystalline Metals 
A typical crack path in AZ31 Mg alloy includes both transgranular and 
intergranular fracture as shown from the experimental work by Somekawa and Mukai 
[111] in Fig. 5.1. The energy release rate J  can be stated as  
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  (5.1) 
where pJ  and sJ  denotes the energy release rate in terms of plastic dissipat on and 
surface formation, respectively. fU  is the total energy released over the projected crack 
length W . tA Wt=  is the total projected crack surface area with tt  being the specimen 
thickness. It should be noted that W is the projection of the total curved crack length (arc 
length L  in 2D) in the direction of crack propagation. Specifically, G GBL L L= +  with 
GL  and GBL  represent the crack arc lengths within the grains and along the grain 
boundaries, respectively. Accordingly, GH  and GBH  are denoted as the proportions of 
crack lengths associated with transgranular and intergranular fracture. GH  and GBH  can 
be explicitly extracted from the CFEM simulations.GΦ  and GBΦ  are the fracture 
energies within the grains and along the grain boundaries as defined in Eqn.(2.1). 
( )Q, , /s f L Wξ =  is again defined as the crack length multiplication factor (CLMF) as 




attributes on the crack tortuosity. maxT g  and maxT gb  are the cohesive bonding strength 
within the grains and along the grain boundaries. 
 
Fig. 5.2 Real microstructure of AZ31 Mg alloy [112]. 
The key advantage of this semi-analytical model is that it circumvents the 
difficulty of calculating pJ . As indicated in Eqn.(5.1), the integration of   :
pl
σ εɺ  over the 
entire microstructure region is not trivial. This proposed method allows pJ  to be 
quantified as sJ J−  during the course of crack initiation and propagation.  
Three sets of calculations are conducted to systematically ana ze the effect of 
yield stress and cohesive strength of the grains/grain boundaries on the activation of 
failure mechanisms and the influence on the overall fracture toughness. A realistic AZ31 
Mg microstructure in Fig. 5.2 is employed in the following studies.  




In the first set of calculations, the cohesive elements in the grains and along the 
grain boundaries follow the same traction-separation law as 27.5KJ/mg gbΦ = Φ = and 
max maxT T 350 MPag gb= = . This indicates that transgranular and intergranular fracture 
are equally likely to occur on one account. The only variation considered h r  is the yield 
stress of the grains. It is assumed that all the grains share t e same yield stress. The 
microstructure is considered as isotropic. In the following calculations 
[ ] 100, 575 MPayσ = with an interval of 25 MPa are employed.  
 
Fig. 5.3 (a) Evolution of J during the crack propagation, and (b) ICJ  predicted under 
different yσ .  
It is noted from Fig. 5.3(b) that increasing the yield stress of grains leads to 
decreased fracture toughness. For steady state crack growth, the driving force represented 
by J balances out the material fracture resistance. As shown in Fig. 5.3(a), each J-a curve 
eventually reaches a plateau when the applied driving force reaches the material’s 




along each plateau are defined as the corresponding ICJ . For elastic-plastic materials 
under small scale yielding, the propagation fracture toughness ICK  is calculated 










  (5.2) 
More details regarding extraction of ICJ  and ICK  can be found in Section 2.5.  
 




Although the grains and grain boundaries have the same possibility to frac ure, 
the crack tends to go through the grains instead of following the grain boundaries. As 
illustrated in Fig. 5.4, transgranular fracture is the only failure mode observed. The 
change of grain yield stress has a negligible effect on the crack path as the total crack 
length L  is approximately equivalent to the projected length W . Therefore, the crack 
length multiplication factor ξ  is taken as 1 for all the cases. Eqn. (5.1) can be further 
simplified as 
 .f s p G G p
U
J J J H J
A
∂
= = + ≈ Φ +
∂
  (5.3) 
 
Fig. 5.5 Separation of J in Fig. 5.3(a) into energy release rate in terms of (a) plastic 
dissipation and (b) surface formation. 
 
It is obvious that the material response is more ductile under lower yield stress. 
As shown in Fig. 5.5(a), there is more pronounced plastic energy dissipation as yield 
stress decreases. The time required for the crack to reach the total projected length W is 




same level. Its value indicates the maximum attainable surface energy release rate for this 
type of microstructure configuration under identical grain and grain boundary properties. 
The contributions of pJ  
and sJ  on the evolution of J are visualized in Fig. 5.6 under four 
representative yield stress levels. It is worth noting hat pJ  
constitutes most of the J at the 
early state of crack propagation. As the yield stress decreases from 525 MPa to 125 MPa, 
the initial slope of pJ  
becomes increasingly steeper and the peak of  pJ  
is reached at an 
earlier stage of crack propagation. Besides, lower level of yield stress leads to more 
intensive plastic dissipation since much larger plastic zone is developed ahead of the 
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where IK  is the mode I stress intensity factor. As the crack continues to grow, the crack 
tip becomes less sharp than it at the stage of crack initiation, leading to reduced level of 
stresses in the surrounding materials. As shown in Fig. 5.6, the plateau of J is reached at 
the peak of pr  and the increase of J value afterwards is not as prominent as before. It is 
noted that the material response becomes more brittle when yield stress increases as a 
lower value of inJ  is observed. When the yield stress is at 525 MPa, the predicted inJ  is 
slightly less than the theoretical value of sJ . This discrepancy might either come from 
the numerical error in calculation of J or the heterog neous deformation at the 




studies. It can be inferred that pJ  
plays a more important role in the toughening of 
material since the improvement of sJ  is quite limited.  
5.2.2 Effect of cohesive strength of grains maxT G  
In this set of calculations, all the grains share th same yield stress with
 150 MPayσ = . 
27.5KJ/mG GBΦ = Φ =  is employed for cohesive elements in the grains 
and along the grain boundaries. The maximum cohesive trength along the grain 
boundaries is fixed as maxT 350 MPaGB = , while the grain cohesive strength maxT G  is 
systematically varies from 100 MPa to 575 MPa with an interval of 25 MPa.  
 
Fig. 5.6 Separation of pJ  




The CFEM result in Fig. 5.7(a) shows that the increase of maxT G  leads to a more 
torturous crack path as the failure mode gradually changes from pure transgranular 
fracture to intergranular dominated fracture. Here, LG/W and LGB/W are defined as the 
proportion of transgranular fracture and intergranul r fracture, respectively. The crack 
length multiplication factor /L Wξ =  is the sum of LG/W and LGB/W. To visualize the 
competition between the two failure mechanisms, LG/W, LGB/W and L/W are plotted 
against maxT G  in Fig. 5.8. The intersection of LG/W and LGB/W is defined as the 
threshold for failure mode transition which corresponds to maxT 385 MPaG ≈ . On the left 
side of the threshold, transgranular fracture is the dominant failure mode since the red 
LG/W curve is always above the blue LGB/W curve. Intergranular fracture becomes the 
dominant failure mode when maxT G  increases beyond the threshold. It is noted from Fig. 
5.8 that the value of maxT G  yielding maximum ICJ is not at the threshold but related to 
the peak of L/W when maxT 425 MPaG ≈ . The peak of L/W is achieved with a balanced 
contribution from LG/W and LGB/W, leading to the maximized sJ . It is worth noting that 
the maximization of ICJ  should also consider the contribution from pJ . pJ  continues to 
decrease as maxT G  increases. This is due to the fact that the plastic deformation of the 
grains is suppressed as more cracks go into the grain boundaries. Although pJ  maintains 
a higher level when maxT 300 MPaG < , it is at the cost of sJ  as the predominated 
transgranular fracture keeps L/W at the lowest level as indicated in Fig. 5.8. The best 
material toughening is achieved at maxT 425 MPaG ≈  when both transgranular and 




5.2.3 Effect of cohesive strength of grain boundaries maxT GB  
The conclusions from the above discussions indicate that the competition between 
transgranular and intergranular fracture highly depends on the choice of maxT G  when 
maxT GB  is fixed. It can be inferred that the determination of the failure mechanism not 
also depend on the ratio between maxT G  and maxT GB . In this set of calculations, 
maxT 425 MPaG = , which leads to the maximized ICJ  in Section 5.2.2, is employed as a 
constant. maxT GB  is systematically varies from 100 MPa to 575 MPa with an interval of 





Fig. 5.7 (a) Crack trajectories and (b) predicted fracture toughness values under different 
grain cohesive strength maxT G . 
The transition from intergranular fracture to transgranular fracture is observed as 
maxT GB  increases in Fig. 5.(a). Specifically, when max maxT / T 0.5GB G < , the crack 
primarily grows along the grain boundaries. As shown in Fig. 5., LG/W is negligible 
compared with LGB/W. Crack surfaces are created with relatively low level of plastic 
dissipation. When max max0.5 < T / T 1GB G < , both transgranular and intergranular fracture 
modes are observed. Although the damage prefers to initiate along the grain boundaries, 
more microcracks formed there start to propagate to the neighboring grains leading to 
more significant bulk plastic deformation. As shown in Fig. 5., the value of maxT GB  that 
corresponds to the threshold of the failure mode is around 425 MPa, which is exactly the 
prescribed maxT G . Further increase of max maxT / T 1GB G >  directs the crack to go through 





Fig. 5.8 Illustration of the competition between transgranular fracture and intergranular 
fracture and the influence on the fracture toughness. 
It is noted in Fig. 5.(b) that maxT 400 MPaGB ≈ corresponds to both the peak of 
L/W and ICJ . This trend is in consistence with the result shown in Fig. 5.8. Although the 
best toughening is achieved at the maximized sJ , it does not mean that the creation of 
more crack surface areas can always lead to higher fracture resistance. In fact, the 
maximization of sJ  requires the crack to propagates to both the grains d grain 
boundaries, allowing pJ  to be optimized at the same time. The plastic dissipation is more 




intergranular fracture is the predominant (maxT 175 MPaGB = ), the blunting and 
propagation of the precrack is suppressed as the damage preferably initiates at the grain 
boundaries and develops into microcracks. These microcracks quickly coalesce with each 
other with little plastic deformation. The calculated pJ  is at the lowest level compared 
with the other three cases. On the other hand, when transgranular fracture is the only 
failure mode ( maxT 575 MPaGB = ), the plastic deformation primarily occurs near the crack 
tip region due to crack blunting. Therefore, the localized plastic energy dissipation results 
in lower pJ  compared with the mixed fracture mode case (maxT 250 and 400 MPaGB =
).When mixed failure mode is activated, microcracks from the grain boundaries tend to 
propagate into the neighboring grains, causing more dispersed stress concentrations and 
larger amount of plastic dissipation. The increase of maxT GB  from 250 MPa to 400 MPa 
promotes more microcracks to grow into the grains, leading to increased crack surfaces 
and plastic dissipation at the same time. This explains why the maximum ICJ  is reached 
at maxT 400 MPaGB ≈ with max maxT / T 0.94GB G ≈ . 
5.3 Competing Mechanisms in 3D Polycrystalline Metals 
A preliminary study of the competition between transgranular and intergranular 
fracture is conducted using the 3D crystal plasticity based CFEM framework as discussed 
in Section 2.4. The analyze focuses on Ti-6Al-4V alloy using the microstructure 
generated from Section 3.5. To simplify the analysis, all grains are assumed to share the 




Besides, the cohesive elements in the grains and grain boundaries follow the same 
traction-separation law, so that they are equally likely to fracture on one account. 
Under conditions of small-scale yielding, the fracture energy Φ  of Ti-6Al-4V is 
( )2 2 21 / 9.58 KJ/mICJ K EνΦ = = − = , with the Young’s modulus 114.62 GPaE = , 
Poisson’s ratio 0.322ν = , and the fracture toughness 35 MPa mICK = . The maximum 







, where α  is defined as /nc tc∆ ∆  and is 
assumed to be 1. In order for the cohesive surfaces to achieve complete debonding, both 
the normal and shear separations should not exceed the element size. Otherwise, the 
cohesive surfaces would not fully debond and the damage cannot be considered true 
crack formation. In our model, ( )1,10  µmnc tc∆ = ∆ ∈  is a reasonable range for the 
separation. The corresponding range of  maxT  calculated from the above relations is 
1.916 19.16 GPa− . For the specific case considered, max 16 GPaT =  is employed for all 





Fig. 5.9 Illustration of (a) crack trajectory under various maxT GB  when maxT G  is fixed as 
415 MPa and their (b) influence on the competition between failure mechanisms and 
fracture toughness. 
It is noted from Fig. 5.9(a) that multiple cracks are observed in the microstructure 
region. When mapping the deformed nodal coordinates to the grain arrangement 
illustrated in Fig. 5.9(b), we notice that transgranular fracture is the dominant failure 
mode. Even though the grains and grain boundaries are equally likely to fracture (as the 
chosen condition for the analysis carried out here), the cracks tend to go through the 
grains instead of following the grain boundaries. Besides, most of the cracks do not 




issue, a calculation is carried out without the pre-crack and the cohesive elements in the 
microstructure. The result is shown in Fig. 5.9(c). Again, cracks tend o nucleate and 
propagate in grains with lower levels of plastic deformation. The excessive strain energy 
which cannot be dissipated through plastic deformation has to be released through surface 
creation. The propagation of the pre-crack is temporarily restrained du  to the significant 
plastic deformation in front of the crack-tip as illustrated in Fig. 5.9(c). Instead, 
microcracks nucleate and propagate into grains with less plastic deformation. This 
example well explains the competition between material deformation and crack 
formation.  
Compared with the 2D work, the 3D CFEM model experiences more numerical 
challenges in terms of computational complexity and convergence. First of all, fracture 
analysis in polycrystalline metals is a nonlinear problem. Part of the nonlinearity comes 
from the softening portion of the cohesive law, which results in a decrease in the stiffness 
of the structure and difficulty in convergence. This issue becomes more pr nounced 
when cohesive elements are embedded everywhere in the microstructure region. Besides, 
the cohesive forces along the crack depend on the actual stress in the bulk material. The 
solution of a nonlinear problem when both fracture and plastic deformation are present 
requires a smaller time increments and larger number of iterations using the Newton-








Fig. 5.9 (a) Illustration of crack propagation in the microstructure (b) Mapping of 
deformed configuration in the microstructure (c) Anisotropic deformation in the 
microstructure region without pre-crack and cohesive elements.  
A common technique to overcome some of these convergence difficulties is the 
use of viscous regularization of the constitutive equations [113, 114]. The traction-
separation laws can be regularized using viscosity by permitting s resses to be outside the 
limits set by the traction-separation law, which causes the tangent stiffness matrix of the 




The regularization process involves the use of a viscous stiffness degradation 
variable, vD  , which is defined by the evolution equation 
 ( )1v vD D Dµ= −
ɺ   (5.5) 
where µ  is the viscosity parameter representing the relaxation time of the viscous ystem 
and D is the degradation variable evaluated in the current cohesive model.  
The current viscous stiffness degradation variable is calculated through 
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with [ ]0,1D ∈ , [ ]0,1vD ∈  and vD D< .  
Using viscous regularization with a small value of the viscosity parameter (small 
compared to the characteristic time increment) helps improve the rate of convergence of 
the model in the softening regime, without compromising results [115]. In current 
calculations value of the viscosity parameter 610µ −=  is employed as part of the section 
controls definition. 
The subsequent work in future publications will focus on establishing the 
quantitative correlation between fracture toughness, grain orientation and grain size.  
1. Both initiation and propagation fracture toughness will be predicted for grains 




grain oriented for easy slip or hard slip will help improve the fracture 
toughness. The competition between crack initiation/propagation and plastic 
deformation under different grain orientations will be systematically studied. 
2. The grain size effect on fracture toughness will be considered in the above 
study using microstructures generated in Section 3.5. 
3. Based on the study 1 and 2, a criterion which determines the activation of 
either transgranular fracture or intergranular fracture when the crack is 
interacting with the grain boundary will be developed. Microstructural 
attributes, such as grain size, orientation and two-point correlation parameters 
regarding the microstructure will be included in the criterion. The ultimate 
goal is to develop a 3D semi-analytical model which allows prediction of 
fracture toughness from the microstructure attributes. 
5.4 Summary 
Fracture resistance in ductile materials is the combined effect of the plastic 
dissipation and the energy spent in creating new surfaces. The separation of the two 
energy dissipations plays a key role in understanding the competition between different 
failure mechanisms and their influence on the fracture toughness. A Cohesive Finite 
Element Method (CFEM) based multiscale framework is introduced to analyze the two 
energy contributions separately. The global energy release rate and the fracture toughness 
of ductile materials are predicted by calculating theJ-integral in the homogenized region. 
The fracture surface energy for different type of failure mechanism is evaluated through 
explicit simulation of crack propagation in the microstructure region. The calculations 




deformation and crack formation as well as competition between transgranular and 
intergranuar fracture. Results indicate that the mixed transgranular and intergranular 
failure can lead to enhanced fracture toughness.  
To simplify the model, the above calculation in Ti-6Al-4V does not distinguish 
the grains and grain boundaries since identical cohesive laws are employed for both 
places. It should be inferred from the previous studies that intergranular fracture will be 
more pronounced if lower cohesive strength and fractu e energy are employed in the 
grain boundary. Transgranular fracture will be preval nt vice versa. To accurately 
describe the fracture behavior in Ti-6Al-4V, different bulk and cohesive properties should 
be employed in α  and β  regions. These issues will be addressed in the future studies.  
The framework developed here can be used to account for the effect of 
precipitates in metal alloys without the need to explicitly resolve the geometry in the 
FEM model. Their effect could be included in the bulk and cohesive parameters as 





6 SUMMARY AND CONCLUSIONS 
6.1 Significance of Contribution  
The evaluation of macroscopic material parameters such as fracture toughness as 
functions of microstructural attributes is a fundamental issue in material science. The task 
requires the quantification of both microstructure and material response. Currently, no 
systematic approach other than experiments exists for establishing microstructure-
fracture toughness relations for materials. A cohesive finite element method (CFEM) 
based multiscale framework is developed to predict fracture toughness of materials as a 
function of microstructure. This framework provides a means for evaluating fracture 
toughness through explicit simulation of fracture processes in microstructures. The 
approach uses the J-integral, allowing fracture toughness to be calculated for 
microstructures with random heterogeneous phase distributions and fracture processes 
with arbitrary crack paths or micro-crack patterns. This framework can be applied to both 
2D and 3D problems for any material system.  
Results show that microstructure and constituent properties can significantly 
influence fracture behavior and combine to determine the overall fracture toughness 
through the activation of different fracture mechanisms. For brittle materials, such as 
Al2O3/TiB2 composite considered in the study, the toughening is achieved through 
increases in energy dissipation when cracks are forced to follow tortuous paths. The 
competition between crack deflection and reinforcement penetration plays the most 
important role in determining the dominant fracture mode and in turn the fracture 




rounded reinforcement morphology, appropriately balanced interphase bonding strength 
and compliance can best promote desirable crack-reinfo cement interactions and lead to 
enhanced fracture toughness. A semi-analytical model, which is developed based on the 
CFEM results, provides deeper insights into the fracture process as it quantitatively 
predicts the proportion of each fracture mechanism in the heterogeneous microstructure. 
The CFEM framework is also employed to analyze the microstructure-fracture 
toughness relations in polycrystalline metals. In contrast with the brittle materials, 
fracture resistance in ductile materials is the combined effect of the plastic dissipation 
and the energy spent in creating new surfaces. The calculation of J-integral alone could 
not separate the two energy contributions. Therefore, it impedes understanding of the 
competing mechanisms between deformation and fracture as well as the competition 
between transgranular and intergranular fracture. Th  CFEM framework allows explicit 
tracking of transgranular and intergranular fracture in the microstructure by embedding 
cohesive surfaces along all the edges of bulk element as an intrinsic part of material 
characterization. Therefore, the energy dissipation rate in terms of surface formation can 
be evaluated directly by measuring the corresponding crack length. The plastic energy 
dissipation rate can be obtained as the difference between the J value and the surface 
energy dissipation rate. Results indicate that the mixed transgranular and intergranular 
failure can lead to enhanced fracture toughness. Microstructures with refined grain size 
and grain boundary bonding strength can best promote the favorable failure mechanisms. 
The entire design process for both material systems have been encapsulate into a 
software. The software allows the user to choose the best microstructure which leads to 




morphology, phase distribution, phase size, and interphase bonding. This innovation has 
been documented through invention disclosures at Georgia Tech [116, 117].  
6.2 Future Directions 
There are a number of avenues to extend this research in the areas of mechanics 
of materials and advanced manufacturing.  
The research work in this thesis could be used as the s arting point for a 
probabilistic multiscale approach that incorporates the effects of microstructure, time-
dependent inhomogeneous plastic deformation and micro-damage mechanisms in 
reliability design. Although the current framework can predict material fracture 
toughness from a specific microstructure configuration, it does not have the capability to 
predict the fracture toughness scattering based on microstructural information, such as the 
phase size, volume fraction and interfacial properties, etc. A systematic study which 
correlating the key microstructure attributes with weibull distribution parameters would 
lead to a more reliable microstructure sensitive design.  Besides, the study in ductile 
materials could be extended to consider more physically based plastic deformation 
mechanism. For example, the plastic deformation can originate from slip-mediated 
dislocation, deformation twinning, grain boundary sliding and phase transformation, etc. 
The quantification of the contribution from each source can help us better understand the 
competition between plastic deformation and crack surface formation. 
Although the current 3D analysis employs idealized polycrystalline 
microstructures, the method developed allows actual morphological features and 




involving serial sectioning and electron backscatter diffraction (EBSD). The 
reconstructed 3D digital microstructure will be directly implemented in finite element 
models for further analyses. In addition to structural materials, this methodology can be 
applied to bio-materials and geo-materials through constitutive modeling and parameter 
calibration.  
There are good research connections between the 3D CFEM framework and the 
advanced manufacturing techniques, such as 3D printing and the emerging 4D printing. 
The 3D microstructures in this research are reconstructed from 2D images. Therefore, the 
2D morphological microstructure information could be used as input for the 3D printing 
which essentially fabricates materials layer by layer. It will be an innovative way for 
visualization and functional prototype testing. This method could be used as a valuable 
tool for evaluating the material designs from computational models. Conversely, the 
computational tools can help exploring the current issues in 3D printing, such as limited 
material selection, limited quality of printed objects, and safety of the materials 
processing. This research will have the most impact on products that are made in small 
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