ABSTRACT Considering the clustering algorithms could explore the label information automatically, this paper proposes a new method in terms of polarimetric synthetic aperture radar (POLSAR) image classification, which named a clustering-wishart-auto-encoder (WAE) classification model. With considering the statistical distribution characteristic of the POLSAR image, the WAE classification model, which proposed by ourselves, could improve the classification performance of the POLSAR image to some extent. The clustering-WAE classification model, that embedded the K-means clustering algorithm into the objective function of the WAE model, has the ability to improve the network performance. Our proposed method could minimize the difference of intra-class data and maximize the difference of inter-class data, from which the obtained POLSAR image features will be more compact to their corresponding cluster centers. Via simultaneously considering the compactness and statistical distribution of data, our method is capable of improving the POLSAR image classification results. The effectiveness of our proposed classification model has been demonstrated on four real POLSAR data sets.
I. INTRODUCTION
POLSAR (polarimetric synthetic aperture radar) is a kind of multi-channel and multi-parameter imaging radar system. The measured POLSAR data are obtained through transmitting and receiving electromagnetic waves in different polarimetric states [1] , [2] . With its all-weather, all-time capabilities, radar system been widely applied in the field of remote sensing including terrain classification, target recognition, target detection [3] - [6] and so on. POLSAR image terrain classification has become a hot research field of remote sensing image in recent years. During the past decade, lots of POLSAR image classification methods have been proposed, mainly includes three categories which are polarimetric target decomposition [7] - [9] , statistical distribution [10] , [11] and machine learning [12] , [13] .
The first method, which is based on polarimetric target decomposition, decomposes polarimetric data (such as polarization coherence matrix and covariance matrix) into different components, which are used as structure information and scattering properties of targets. The quite famous methods including Freeman, Cloude, Krogager decomposition and so on [7] , [8] , [14] . The second method has been highlighted by many researchers, because of its specially statistical distribution. With multiplicative noise, the statistical distribution of POLSAR image is different from natural images, and has been proved that obey complex gaussian distribution, complex Wishart distribution or others [10] , [11] . In recent years, many classification methods of machine learning are applied on POLSAR image, for instance, NNs (Neural Networks), SRC (Sparse Representation Classifier), AE (AutoEncoder) and so on [15] - [18] . Many of the machine learning methods are well used in natural image classification instead of POLSAR image, because they do not consider the data characteristic and statistical distribution of POLSAR image. It will be unreasonable when the machine learning methods are applied in POLSAR image directly.
Considering the Wishart distribution is one of the most widely used distribution, we proposed the WAE (WishartAuto-Encoder) classification model [3] which based on AE network [19] , and has been applied in the field of POLSAR image classification successfully. The WAE network takes the polarization coherency matrix as its input and uses Wishart distance to compute the error between the input and the output. With considering the Wishart distribution of POLSAR data into the optimization procedure of AE network, our proposed WAE classification model is more suitable for processing POLSAR data compared with AE. It could greatly improve the classification accuracy and network performance.
The aim of AE network is to minimize the network reconstruction error. Although the WAE classification model fully takes into consideration the statistical distribution of POLSAR data and improves the classification performance, it does not improve the compact of classification features. The objective function of WAE network is to minimize the distance between the input and the output rather than improving the classification ability of model. To make it more suitable for image classification, there are researchers proposed the idea that embedding the K-means algorithm into the AE network in order to improve its discriminative ability [20] , which contains two parts: the reconstruction error, and the distance between the hidden representations and their corresponding cluster centers. With embedding the clustering idea of K-means, the optimized network could increase the inter class differences and decrease the intra class differences of classification features simultaneously. Thus, the hidden representations and clustering centers are updated iteratively during optimization. What is more, the method proposed by literature [20] and [21] have not been used in POLSAR image classification. With considering the statistical distribution of POLSAR image, this paper proposes the Clustering-WAE classification model which based on the above theoretical basis. Results by the test of real POLSAR images show that the proposed method could improve classification performance.
The rest of this paper is organized as follows. In Section II, the idea of AE based data clustering and WAE classification model are briefly presented. Details about the Clustering-WAE classification model are provided in Section III. Four experiment results and discussions are presented in Section IV. Finally, the conclusion and future works are discussed in Section V.
II. BACKGROUND INTRODUCTION A. BRIEF INTRODUCTION ON WAE CLASSIFICATION MODEL
AE network, which has been successfully applied in the field of image features extraction and terrain classification [22] , [23] , consists of an encoder and a decoder. The goal of AE network is to decrease the network reconstruction error. The F-norm, which is more suitable for natural image rather than POLSAR image [24] , is used to measure the distance of the data in the encoder and the represents in the decoder. In [3] , we proposed WAE classification model consists of a WAE network and a Softmax classifier [25] . For WAE network, the Wishart distance is used as the measurement method in its objection function. We replace the F-norm with Wishart distance for the reason that POLSAR data obeys the Wishart distribution in general. Thus, the classification features extracted by WAE network could improve the POLSAR image classification performance.
The structure of WAE network is shown in Fig.1 , which has the same structure to AE network. The x i , h i and y i are the input, the hidden and the output respectively in Fig.1 . The W (1) and W (2) represent the weight of encoder and decoder respectively. The loss function of WAE network is shown in Eq. (1) .
where
Specifically, a complex coherency matrix, which follows the Wishart distribution, represents a pixel of POLSAR image. The complex coherency matrix is 3 × 3, we extract its real and imaginary part respectively, to form a 9-D vector. Then, the input x i and the output y i of WAE network are both a 9-D vector. In order to compute the Wishart distance, we use the function H (•) to convert the output 9-D vector into the same form as the complex coherency matrix. Thus, in function(1), H (y i ) and H (x i ) are the matrix representation of vector y i and x i , H (x i ) (−1) denote the inverse of matrix H (x i ), and d Wishart (H (y i ) , H (x i )) is the Wishart distance between H (y i ) and H (x i ) [3] . At last, a Softmax classifier is applied to connect the hidden representations of WAE network to accomplish the POLSAR image classification task.
Even though, our WAE classification model has achieved some effects in POLSAR image, the classification features are not very suitable for classification task. Thus, we want to make some change on the network model so as to make the hidden representation more compact. 
B. BRIEF REVIEW ON AE BASED DATA CLUSTERING
The goal of Data clustering is dividing similar data into the same cluster [20] , which is a essential issue in pattern recognition. K-means [26] , [27] , which is shown in Fig.2 , is a classical clustering algorithm. The blue snowflakes in Fig.2 For the reason that AE network does not require the similar input gain the same representations in the hidden layer, it contributes little to clustering. Thus, [20] proposes a new clustering algorithm that embed K-means into AE network. The Eq. (2) is the objective function.
where N is the number of samples; f t (x i ) denotes the nonlinear mapping function at the t th iteration; c t−1 j is the j th cluster center which computed at the (t − 1) th iteration; and c * i is the closest cluster center in the hidden layer [20] , [21] . The Eq.(2) makes sure of minimizing reconstruction error of AE network, and meanwhile the hidden data are approximate to their corresponding cluster centers. The cluster centers are optimized by Eq.(3).
where c t−1 j is the samples belonging to the j th cluster at the (t − 1) th iteration, C j denotes the number of samples in this cluster. With optimizing Eq. (2) and Eq.(3) alternately, the cluster centers and network weights are both updated. Finally, the authors use the obtained cluster centers and optimized AE network to clustering each sample, which is an unsupervised procedure.
Reference [20] is first to combine AE network with clustering, which could acquire a stable and compact hidden representations. Even though the effectiveness of the proposed method has been demonstrated, the experimental datasets are all the natural images. Thus, in this paper, we combine the WAE classification model with the idea of [20] , and propose a new classification model named Clustering-WAE. With considering the POLSAR statistical distribution and hidden representation clustering simultaneously, the Clustering-WAE classification model could improve the classification results of POLSAR image.
III. CLUSTERING-WAE CLASSIFICATION MODEL
WAE classification model does not have the ability of minimizing the difference of intra-class of feature representations, and the method of literature [20] has not been used in POLSAR image classification, but the clustering-WAE classification model, which proposed by this paper, combines the advantages of above two methods. The Clustering-WAE classification model not only improves the classification features but also increases the classification results of POLSAR image. We use the coherency matrix vectorization as the input of clustering-WAE which is showing in Eq.(4).
where T i represent the coherency matrix of POLSAR data; x i is the vectorization vector.
The framework of our proposed model is shown in Fig.3 , which the W (1) and W (2) are the weights of encoder and decoder respectively. The contents in the green box is the VOLUME 6, 2018
Clustering-WAE network, and the outside is the supervised classifier. From the Fig.3 , we can see that the three category samples, which are signed by red, blue and green dots, move to their own class gradually with the number of iterations t increasing.
The objective function of Clustering-WAE network, which embedding the clustering idea into the WAE network, is shown in the following.
where N is the number of samples; is the number of samples in the j th cluster center at the (t − 1) th iteration.
The Eq. (5) is composed of two parts, a WAE network and a hidden clustering function, thus, there are two components need to be optimized: the network weights and the cluster centers. Firstly, we randomly initialize the WAE network weights to obtain the hidden representation of training sample. Then, we randomly choose 1% training sample to initialize the cluster center C 0 , and to compute the second function of Eq.(5). Finally, we alternately optimize the Eq.(5) and Eq.(6) to accomplish the optimization process. In Eq. (5), we keep the cluster center fixed to optimize the network weights, and then fix the network weights to update the cluster center in Eq. (6) .
The above objective function is the optimization process of Clustering-WAE network which is shown in the green box of Fig.3 . After this, with the optimization of Clustering-WAE network, we could get the hidden representations of samples, which is used as the classification features of POLSAR image. We apply a Softmax classifier [25] to accomplish the POLSAR image classification task. The objective function of Softmax classifier is presented in Eq.(7). The Softmax classifier, which is a supervised learning method, generalizes logistic regression to classification problems where the predicted label could take on more than one possible values.
where j is the category being evaluated currently, h i is the sample, K is the class number, and θ is the classifier weights. At a word, classification features of the testing samples, which extracted by Clustering-WAE network, are taken as the input of Softmax classifier, finally, the predicted label of POLSAR image are obtained. To facilitate introducing the detail of Clustering-WAE classification model, we conclude it in Table1.
IV. EXPERIMENT AND ANALYSIS
In order to verify the effectiveness of Clustering-WAE classification model, several POLSAR datasets are used, including Flevoland farmland, Xi'an area, ESAR, and San Francisco bay. The details of each POLSAR dataset will be introduced in every experimental section. In the experiments, Clustering-WAE method is compared with four methods, including supervised K-means [28] , [29] , supervised Wishart method [30] - [32] , AE classification model [17] , and WAE classification model [3] .
The AE and WAE classification model are chosen with the same model parameters, such as the size of hidden layers and sparsity which has been discussed in [3] . What is more, the experimental parameters of Clustering-WAE classification model are set the same as WAE classification model, except for the part of hidden layer clustering. In addition, we choose 1% training samples to initialize the cluster centers of supervised K-means, supervised Wishart and Clustering-WAE classification model. For AE, WAE, and Clustering-WAE classification model, 1% samples (no matter labeled or unlabeled) are chosen for the purpose of training network, and 5% labeled samples are chosen to train classifier and fine tuning the whole network model. Thus, the 95% samples of rest are used for testing. What is more, the iteration number of supervised K-means and Wishart method is set as one, because their cluster centers are initialized by labeled samples and higher classification accuracy is achieved when the iteration number is one [33] . All the experiments are accomplished on the software of MATLAB, conducted on a 3.20-GHz computer with 4.00-GB RAM and repeated 50 times to calculate an average result.
A. FLEVOLAND IMAGE
The Flevoland farmland image is obtained from a subset of an L-band, multi-look POLSAR data, which acquired by the AIRSAR platform on August 16, 1989 . Fig.4 is its Pauli RGB and ground-truth image which including 15 classes with different colors, and its size is 750 × 1024 [3] .
After all the experiment parameters are set up, we conduct experiments on four comparing methods and Clustering-WAE method. The classification results are listed in Table2 and the highest classification accuracy has been bolded. From Table 2 , we can see that the Clustering-WAE method achieves the highest overall accuracy (OA) value and the Kappa coefficient also obtains improvement in our method. Both of supervised K-means and Wishart classification methods are conducted on the original data of POLSAR, but the OA of Wishart is over nearly 10% than K-means. The reason is that polarization coherent matrix follows the Wishart statistical distribution. This phenomenon further proves the importance of Wishart distance on measuring POLSAR data, thus our method has very strong pertinence. On the class of water and grasses, the accuracy of Clustering-WAE is improved almost 2% compared to WAE. Furthermore, with embedding the clustering idea of K-means into WAE, the performance of classification features of Clustering-WAE is improved, including OA and Kappa coefficient.
The classification results of all methods are shown in Fig.5 . Fig.5(a) -(e) represent the different classification models including supervised K-means, supervised Wishart, AE, WAE, and Clustering-WAE. The distinct different results are shown on black ellipse and red rectangle. The grasses in the black ellipse, which is classified much smoother by our proposed method than the others. The water area in the red rectangle, which classified by Clustering-WAE classification VOLUME 6, 2018 model, has less misclassification pixels than the other compared models. From the above, both the accuracy table and classification result figure show that the Clustering-WAE method could improve the classification results, which verify its effectiveness.
B. XI'AN AREA IMAGE
The second dataset is western Xi'an area, China, which acquired by RADARSAT-2. In this experiment, we only choose a block of 512 × 512 pixels subimage of Xi'an area, because this image is too large. Fig.6 shows its Pauli RGB and ground-truth image, which including bench land, urban, and river and represented by different colors [3] .
The classification results of our proposed classification model and compared models are shown in Table3 and Fig.7 . Fig.7(a) -(e) represent the different classification methods, respectively. The Clustering-WAE classification model achieves the highest OA and Kappa coefficient, which has been bolded in Table3. There are so many misclassification pixels in Fig.7(a) , but this situation is improved by Fig.7(b) , which shows that Wishart distance is more appropriate to POLSAR image than F-norm. The distinct different classification results are shown by a black rectangle in Fig.7 , such as the urban area of Fig.7(e) is much smoother than the other compared classification methods especially compared to Fig.7(a) .
C. ESAR IMAGE
The ESAR image is obtained from Germany, which is provided by German Aeropave Center [3] . Fig.8 shows its Pauli RGB and ground-truth image with the size of 1300 × 1200. This image is categorized into three kinds including wood land, open area, and Build-up area, which are marked by The classification result of every models is displayed in Table4 and Fig.9 . Clustering-WAE classification model achieved the highest OA value and Kappa coefficient. What is more, the classification accuracy of wood land achieves great improvement. Furthermore, we can see that the area in the black rectangle of Fig.9 (e) is much smoother than the other compared methods, which gives strong evidence of effectiveness of Clustering-WAE classification model once again.
D. SAN FRANCISCO IMAGE
The last experimental dataset is San Francisco bay which is obtained by NASA/JPL AIRSAR. The size of this scene is 1895×1419, which contains five mainly categories, including VOLUME 6, 2018 water, developed, high-density urban, low-density urban, and vegetation [3] . Fig.10 is the Pauli RGB and ground-truth image which different colors indicates different classes.
Table5 shows the classification accuracies of all classification methods. Our proposed method gets the highest OA and Kappa coefficient, which have increased by more than one percentage point compared to WAE and 20 percentage point to K-means. Especially, the Low-density area of our method appreciates more than 9 percent compared to WAE. Fig.11 also demonstrates the effectiveness of Clustering-WAE classification model. In addition, the classification quality of Fig.11 (e) is smoother than that of Fig. 11(a)-(d) , especially in the black rectangle.
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a new classification model, which named Clustering-WAE, to classifying POLSAR image. Considering the statistical distribution of POLSAR data, we combine the idea of clustering and WAE classification model in order to improve the classification result. Our preceding WAE method takes a full account of statistical distribution of POLSAR data, but it does not adding the label information of training samples. Reference [20] makes good use of the K-means and AE network to improve the performance of image classification. Thus, we combine the method of [20] and WAE to construct the Clustering-WAE network, whose hidden representations are clustered during the network optimization procedure. Finally, the Clustering-WAE network is connected to a Softmax classifier to complete the POLSAR image classification task. Experimental results on real POLSAR datasets demonstrate the proposed methods is significantly effective. The Clustering-WAE classification model could achieve impressive classification performance compared to comparison algorithm. Note that the hidden layer in Clustering-WAE classification model is only one, therefore, our future work is researching the deep network in order to extract more valid POLSAR classification features. What is more, researching the statistical distribution of hidden representations is another important research content in our future works. 
