


























Today,  seasonal  time  series  forecasting  represents  a  crucial  activity  in many  fields  such  as 
macroeconomics, finance and marketing, and weather and climate analysis. In particular, predicting 
the evolution of weather parameters as climate change effects represents a crucial activity  for  the 
purpose of planning and designing resilient actions  to safeguard  landscape, biodiversity, and  the 
health of citizens. One of the processes for the evolution of the climate of an area of study is to analyze 
continuously measured data from weather stations and to capture and monitor changes in seasonal 
values of climate parameters.  In  this analysis, a  significant  role  is played by  seasonal  time series 
forecasting algorithms applied to weather data.   
Time series forecasting techniques are applied to time‐measured data in order to predict future 
trends of a variable. A characteristic detectable  in many  time series  is seasonality, consisting  in a 
regularly repeating pattern of highs and lows related to specific time periods such as seasons, months, 
weeks, and so on. 











Treatments  of  this  approaches  are  in References  [1–4].  The most  famous  time  series  forecasting 






Artificial Neural Networks  (ANN)  can  be  applied  as  nonlinear  auto‐regression models  to 




















ADANN  (Automatic Design  of Artificial Neural Networks),  is  proposed  by  applying  a  genetic 
algorithm  for  evolution of  the ANN  topology  and  the back‐propagation parameter. The  authors 
compare this algorithm with SARIMA‐ and SVM‐based algorithms on various time series, showing 
that  the best results  in  terms of accuracy are obtained by using  the ADANN algorithm, even  if  it 
requires more computational effort than the previous ones. 
The Fuzzy Transform (F‐transform) technique [18] was applied by some authors in times series 






applied  to evaluate the trend of  the  time series. Then,  the dataset  is de‐treated by subtracting the 
trend from it and the de‐treated dataset is partitioned in s seasonal subsets. Finally, the inverse F‐
transform is calculated on each seasonal subset. The authors test the TFSS algorithm on whether the 




transform  represents  a  refinement  of  the  F‐transform  for  approximating  a  function.  We  have 
implemented a variation of the TFSS method in which we used the F1‐transform to forecast seasonal 
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time  series. We  test our method  to  forecast  seasonal  time  series of  the  climatic Heat  Index  (HI) 



















































for k = 1, …, n. Similarly, we define the discrete  inverse F‐transform of  f with respect  to the basic 
functions {A1, A2, …, An} by setting 
1
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2.2. F1‐Fuzzy Transform 
Let  {A1(x), …, An(x)} be  an uniform  fuzzy partition of  [a,b]  and  2( ) [a,b]f x L , where  2[a,b]L  
denotes the Hilbert space of square  integrable functions on  [a,b]. We consider  the  linear subspace 
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Let   2( ) ( , )f x L a b and {Ak(x) k = 1, ..., n} be a h‐uniform fuzzy partition of [a,b]. Moreover, let f and A1, 
A2 ,…, An be functions four times continuously differentiable on [a,b]. Then, the following approximation holds 
true: 
1 ( ) ( )k kc f x O h        k = 1, …, n  (7)
where  ( )kf x   is the derivative of the function f in the point xk. 
From Theorem 2 descends the following corollary (Reference [23], Corollary 1). 
Corollary 1. Let   2( ) ( , )f x L a b and {Ak(x) k = 1, ..., n} be a generalized fuzzy partition of [a,b]. Moreover, 
let  f and Ak be  four  times  continuously differentiable on  [a,b]. Then,  for  each k = 1, …, n, we have  the 
following: 
1 2
-1 1( ) ( ) ( )        k k kf x F x O h x x x       (8)
where 
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respectively. The discrete approximation of 0kc   and  1kc  with Equations (10) and (11) are used to calculate the 
discrete F1‐transform components in Equation (8) and to approximate the function f(x) in Equation (7). The 

























Let {Ak(x) k = 1, ..., n} be an h‐uniform generalized fuzzy partition of [a,b], and let  1( )nf x   be the inverse 
F1‐transform of f given by Equation (12). Moreover, let f, A1, A2, …, An be functions four times differentiable 
on [a,b]. Then, for any x ∊ [a,b], the following holds: 
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treated data where t(1), t(2), … t(ms) are defined in a domain  ,  s st t    . Let {A1, A2, …, Ans} be an h‐uniform 
generalized fuzzy partition sufficiently dense with respect to this subset, where A1, A2, …, Ans are four 
times differentiable in the domain  ,  s st t    . 
We calculate the direct F1‐transform components (Equation (9)),  1 0 1( ) ( )k k k kF t c c t t   , where 
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To  forecast  the value of  the parameter y0 at  time  t  in  the hth season, we apply  the  following 
formula: 
1
0 ( ) ( ) ( )sny t f t trend t    (18)
where  0( )y t   is  the  approximation  of  the  parameter  y0  at  time  t,  1 ( )snf t   is  the  sth  seasonal 
fluctuation at time t, and trend(t) is the trend of y0 at time t. 





0.5 (1 cos ( ))            if   t  [t ,t ]( )   
0                                              otherwise
0.5 (1 cos ( ))          if   t  [t ,t ]   ( )
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     
 
(19)










, and  ( 1)k s st t h k     k = 1, …, ns. 
To obtain the optimal number of nodes ns, we implement the process applied in Reference [17]: 
the  value  of  ns  is  initially  set  to  3.  Then, we  calculate  the  direct  F1‐transform  components  via   
Equations (15) and (16) and the Mean Absolute Deviation Mean (MAD‐MEAN) index, given by 























where  the value  1 ( )( )
z
i
nf t   i = 1, 2, …, ms  is calculated by Equation  (17). The MAD‐MEAN  index 
represents a good accuracy metric in time series analyses, as proved in Reference [24]. 
If  the  MAD‐MEAN  index  is  greater  than  a  specified  threshold,  the  algorithm  stops  and   
Equation (18) is used to assess the value of y0 at time t; otherwise, the process is iterated by creating 
an h‐uniform fuzzy partition, where ns = ns + 1. At any iteration, if the subset is not sufficiently dense 
with respect to the fuzzy partition, the algorithm stops; else, the values of  0kc and  1kc , k = 1, 2, …, ns 
by Equations (15) and (16) are calculated. 
Table 1 shows the algorithm  in pseudocode. The output of  the algorithm are  the polynomial 
coefficients to be used to obtain the trend at time t and the F1‐transform components  0kc and  1kc , so 







6)       n: =3 
7)       stop: = FALSE 
8)      WHILE (stop = FALSE) 
9)             Set the h‐uniform fuzzy partition (19)   
10)             IF the subset is sufficiently dense with respect to the fuzzy partition 
11)                Calculate the direct F1‐transform components by (15) and (16) 
12)                 Store ck0 and ck1      k = 1, 2, …, ns 
13)                Calculate the MAD‐MEAN index (20) 
14)                 n: =n + 1 
15)                 IF MAD‐MEAN > Threshold THEN 
16)                     stop: =TRUE 
17)                 END IF 
18)             ELSE 
19)                   stop: =TRUE 
20)             END IF 













Our  aim  is  to  analyze  the  seasonality  of  the Heat  Index  (HI)  [25],  an  index  function  of  the 
maximum  daily  air  temperature  and  of  the  daily  relative  humidity.  HI  index  measures  the 
physiological discomfort caused by the presence of high temperatures and high humidity levels. 
The HI takes into account several factors, such as vapor pressure, actual wind speed, sample 
size,  internal  body  temperature,  and  sweating  rate,  represented  by  numerical  coefficients.  The 
calculation of HI is based on the following formula obtained by multiple regression analysis carried 
out in Reference [26] (NWS‐NOAA, 2): 
2 2 2 2 2 2






































Shown below  is  the HI  index  time series  from  the dataset of  the Napoli Capodichino station 

















To measure  the  performances  of  the  algorithms  in  addition  to  the MAD‐MEAN  index, we 
calculate also the well‐known time series accuracy indexes: Root Mean Square Error (RMSE), Mean 
Absolute Percentage Error (MAPE), and Mean Absolute Deviation (MAD). 
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Station  Forecasting Method  RMSE  MAPE  MAD  MAD‐MEAN 
Capo Palinuro 
ARIMA  1.65  5.56  1.54  4.95 
ADANN  1.43  5.22  1.24  4.38 
TSSF  1.49  5.37  1.34  4.56 
TSSF1  1.43  5.22  1.26  4.37 
Capri 
ARIMA  1.75  5.63  1.64  5.00 
ADANN  1.53  5.28  1.36  4.41 
TSSF  1.59  5.43  1.47  4.60 
TSSF1  1.52  5.30  1.37  4.41 
Grazzanise 
ARIMA  1.72  5.59  1.61  4.96 
ADANN  1.50  5.30  1.38  4.49 
TSSF  1.61  5.47  1.45  4.58 
TSSF1  1.53  5.29  1.36  4.45 
Napoli Capodichino 
ARIMA  1.68  5.48  1.41  4.93 
ADANN  1.46  5.14  1.17  4.35 
TSSF  1.52  5.29  1.26  4.54 
TSSF1  1.45  5.16  1.18  4.35 
Salerno 
ARIMA  1.74  5.63  1.61  4.98 
ADANN  1.52  5.34  1.38  4.51 
TSSF  1.63  5.51  1.45  4.60 
TSSF1  1.55  5.33  1.36  4.47 
Pontecagnano 
ARIMA  1.62  5.43  1.35  4.87 
ADANN  1.41  5.07  1.13  4.30 
TSSF  1.51  5.16  1.20  4.45 
TSSF1  1.39  5.06  1.13  4.29 
Trevico 
ARIMA  1.76  5.67  1.62  5.01 
ADANN  1.56  5.36  1.39  4.50 
TSSF  1.64  5.54  1.47  4.65 










RMSE  of  the  forecasted  values  obtained  by  using  the  SARIMA,  ADANN,  TSSF,  and  TSSF1 
algorithms. In Table 3, we show the RMSE measured in the 9 methods for each parameter. 
  





  ARIMA  ADANN  TSSF  TSSF1 
Capo Palinuro  1.28  1.01  1.19  0.99 
Capri  1.33  1.02  1.22  1.02 
Grazzanise  1.35  1.04  1.24  1.05 
Napoli Capodichino  1.35  1.04  1.22  1.03 
Salerno  1.36  1.05  1.24  1.05 
Pontecagnano  1.32  1.03  1.20  1.04 
As well as the results in Table 2, the results in Table 3 show that the forecasting performances of 
the TSSF1 algorithm are comparable with that of the ADANN algorithm and better than that of the 





time  series  forecasting method based on direct and  inverse F‐transform. As  in TSSF, we apply a 
polynomial fitting to extract the trend and partition the training dataset in S subsets, where S is the 
number  of  seasons.  For  each  subset,  the  direct  F1‐transform  components  are  calculated  and  the 
inverse F1‐transform is used to predict the value of an assigned output as well. 




forecasting  performances  of  our method with  the  ones  obtained  by  using  the  Seasonal ARIMA 
ADANN and TSSF methods;  the results show  that  the proposed method has better performances 
than  those obtained using  Seasonal‐ARIMA  and TSSF  and performances  comparable with  those 
obtained by using the ADANN algorithm, with the advantage of being more efficient than ADANN 
in  terms  of  computational  complexity;  in  fact,  compared  to  the  TSSF1  algorithm, which  has  a 




calculation  processes  of  the  direct  F‐transform  components  on  each  seasonal  subset  and 
implementing an efficient algorithm for optimizing the MAD‐MEAN index threshold. 
Author Contributions: Conceptualization, F.D.M. and S.S.; methodology, F.D.M. and S.S.; software, F.D.M. and 












c1    −8.78469475556  −42.379 
c2      1.61139411  2.04901523 
c3      2.33854883889  10.14333127 
c4          −0.14611605  −0.22475541 
c5    −0.012308094  −0.00683783 
c6  −0.0164248277778  −0.05481717 
c7    0.002211732  0.00122874 
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