The DNA microarray technology is intensively used by biomedical researchers for a systematic estimation of gene expression levels. Gene expression denotes the relevance of a specific gene for the biological functions to be fulfilled within the cell. Microarrays typically provide expression levels for several thousands of genes over a few hundreds of experiments. An important challenge is to extract some biological insight from these large databases. For more detail about microarrays and their analysis we refer to [L] and. references therein.
Several authors have proposed Independent Component Analysis (ICA) as an interesting means to extract information from gene expression data [2, 3, 4] . The motivation behind this idea lies in the following intuition, gene expression results from several biological processes that take place independently. Each This work investigates in detail the measure of statistical independence proposed in the RADICAL algorithm [5] .
This measure is based on an accurate and computationally efficient approximation of the mutual information by using spacings estimates of the differential entropy. It seems robust to the lack of samples as well as to noise and outliers. A gradient-descent algorithm based on that contrast function is next derived and compared to classical ICA algorithms on benchmark simulations. This paper is organized as follows. In Section 2 the cost function ofthe RADICAL algorithm is recalled and its robustness is illustrated. In Section 3 a gradient-descent algorithm based on that cost function is derived on the orthogonal group. This algorithm is applied on simulated gene expression data in Section 4. The paper ends with conclusions in Section 5.
THE RADICAL CONTRAST
Like many measures of statistical independence, the RADI-CAL contrast [5] is derived from the mutual information, i.e., After introduction ofthe demixing model Z = WTX, a function defined over the space of the demixing matrices is obtained,
where ei is the ith basis vector. The difficulty of function (2) lies in the evaluation of the differential entropies for onedimensional variables. An efficient estimator of these quantities was derived by considering order statistics [5] . Given a one-dimensional variable z defined by its samples, the order statistics of z is the set of samples {z1,,,, z } rearranged in non-decreasing order, i.e., zI < ... < ZN. The (4) with H(i) (W) = H(eTWTX) Figure 1 gives a rough idea ofthe shape of the RADICAL contrast by representing its evolution along geodesic curves on the orthogonal group,
for several benchmark problems. Each of them considers a data set with an important number of observations (n = 15) but with rather few samples available (N=100). These observations result from a mixture of 15 independent sources and can be subjected to noise and outliers. Table 1 describes each problem in more detail. The plots on the left part of Figure 1 illustrate directly the contrast (4), while an empirical smoothing process was used for the plots on the right part. This smoothing process simply expands the dataset with noisy
replicates of the original data [5] . The origin of each plot corresponds to the solution ofthe ICA problem. unaffected by the presence of noise and outliers as well as by the few number of samples available. This illustrates the high robustness ofthe RADICAL contrast. Next, the smoothing method appears to be very efficient and useful for noisy datasets. Finally, the RADICAL contrast seems to be a very hilly function and is likely to present many local minima, which complicates the optimization process. Figure 2 illustrates the favorable robustness of the RADI-CAL contrast with respect to outliers by applying several ICA algorithms on a simple benchmark problem. The abscissa indicates the proportion of entries in the dataset that are corrupted. a measures the quality of the identification of the independent sources. A value close to zero stands for a good performance. ICA algorithms based on the RADICAL contrast, i.e., the gradient-descent algorithm introduced in Section 3 as well as the original implementation of RADICAL [5] , tolerate up to 1.5% of corrupted values in the dataset, while classical algorithms such as FastICA [6] and JADE [7] collapse as soon as there are outliers. Each ICA algorithm consists in the minimization of a particular contrast by some optimization algorithm. Since the contrast is a function defined over the space of the demixing matrices, the search space of the optimization problem is a matrix manifold. Because of the inherent scale symmetry of ICA, some constraints on the entries of the demixing matrix have to be added to get an efficient optimization. In particular, the columns of the demixing matrix should have a unit-norm. Most often, the data X is prewhitened and the demixing matrix is restricted to be orthogonal. Hence, ICA is a direct application of the theory of optimization over nonlinear matrix manifolds [8] .
In its original implementation, the RADICAL contrast is optimized by means of Jacobi rotations [5] . Only one parameter is varying at each iteration and global minimization over that parameter is accomplished by exhaustive search.
This section is dedicated to the derivation of a gradientdescent algorithm over the orthogonal group (5). Generalization to non-orthogonal manifolds, e.g., the oblique manifold [9] , will be the topic of future research. It should be first noted that, because of the rearranging process required by the order statistics, the RADICAL contrast function is only piecewise differentiable. Nevertheless, the evaluation of an analytical expression to the gradient of the estimator (3) is rather straightforward. All derivatives are performed in the embedding Euclidian space JR' J , while the gradient is obtained after projection onto the tangent space to the orthogonal group, gradH(') (W) = P,,, gradH(') (W), where H() is the extension of Hf() over Rnxn r i. wIt. h. thV aUmoLIU Ul lers P( IU4,llMllU UN 20U0). l-alSUllllllllN with the amount of outlielrs fn=4, N=200).
'More details about the calculations can be found in a forthcoming extended versioo of the present paper
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We propose a gradient-descent algorithm based on an exact line-search method, i.e., the algorithm is searching at each iteration for the minimum in the direction opposed to the gradient. This one-dimensional optimization is performed by means of a golden section search [ IO] . The gradient-descent algorithm inherits of all the local convergence properties of line-search optimization methods [8] , but it is unable to perform the global optimization ofthe RADICAL contrast. Nevertheless, it can be extended to global optimization by adding a stochastic component to the gradient. This is the topic of ongoing research.
SIMULATION RESULTS
The following simulations are based on a benchmark setup that simulates the analysis of gene expression data. Expression modes are generated artificially by building a vector of 7114 genes with entries around one for the genes that are part of the expression mode and entries close to zero otherwise. An artificial gene expression database of 7114 genes and 200 experiments is then obtained by multiplying the matrix of the expression modes A with the matrix of the independent sources S, according to equation (1) . Some ICA algorithms are applied on this dataset and the quality of the identification of the expression modes is evaluated afterwards by a measure a, which stands for a good performance once it is close to zero. All algorithms are identically initialized with a matrix that is close to the solution of the ICA problem. Hence, Figure 3 analyzes the local behavior of the ICA algorithms for several problem setups. 
CONCLUSION
ICA is expected to become a method of choice in many application areas, and in particular for the analysis of gene expression data. Unfortunately, current ICA algorithms are usually not well adapted for experimental datasets. Improvement in term of robustness to lack of samples, noise and outliers is an important issue for future ICA approaches. This paper sets a first step in that direction.
