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Abstrat
We prove the nonexistene of loal self-similar solutions of the three dimensional in-
ompressible Navier-Stokes equations. The loal self-similar solutions we onsider here
are dierent from the global self-similar solutions. The self-similar saling is only valid
in an inner ore region whih shrinks to a point dynamially as the time, t, approahes
the singularity time, T . The solution outside the inner ore region is assumed to be
regular. Under the assumption that the loal self-similar veloity prole onverges to a
limiting prole as t→ T in Lp for some p ∈ (3,∞), we prove that suh loal self-similar
blow-up is not possible for any nite time.
1 Introdution.
In this paper, we study the 3D inompressible Navier-Stokes equations with unit vis-
osity and zero external fore:

ut + (u · ∇)u = −∇p+∆u,
∇ · u = 0,
u|t=0 = u0(x).
(1.1)
We assume that the initial ondition u0 is divergene free and u0 ∈ L2(R3) ∩ Lp(R3)
for some p ∈ (3,∞).
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Many physiists and mathematiians have made a great deal of eort in under-
standing the physial as well as the mathematial properties of the 3D inompressible
Navier-Stokes equations. One of the long standing open questions is whether the so-
lution of the 3D Navier-Stokes equations an develop a nite time singularity from
a smooth initial ondition [3℄. Global existene and regularity of the Navier-Stokes
equations have been known in two spae dimensions for a long time [7℄. One of the
main diulties in obtaining the global regularity of the 3D Navier-Stokes equations is
mainly due to the presene of the vortex strething, whih is absent for the 2D prob-
lem. Under suitable smallness assumption on the initial ondition, the loal-in-time
existene and regularity results have been obtained for some time [7, 14, 9℄. But these
results do not give any hint on the question of global existene and regularity for the
3D Navier-Stokes.
In this paper, we prove the nonexistene of loal self-similar singular solutions of
the 3D Navier-Stokes equations. The loal self-similar solutions we onsider are very
dierent from the global self-similar solutions onsidered by Leray [8℄. The self-similar
saling is only valid in an inner ore region whih shrinks to a point dynamially as the
time, t, approahes the singularity time, T . The solution outside the inner ore region
is assumed to be regular and does not satisfy self-similar saling. This type of loal
self-similar solution is developed dynamially, and has been observed in some numerial
studies. Under the assumption that the loal self-similar veloity prole onverges to a
limiting prole as t→ T in Lp for some p ∈ (3,∞), we prove that suh loal self-similar
blow-up is not possible. We remark that the nonexistene of global self-similar solutions
has been proved by Neas, Ruzika and Sverak in [10℄. The result of [10℄ was further
improved by Tsai in [15℄.
We prove our main result by using a Dynami Singularity Resaling tehnique.
This tehnique is simple but eetive. Below we give a brief desription of this teh-
nique. Assume that the solution of the 3D Navier-Stokes develops a loal self-similar
singularity at x = 0 at time T for the rst time. A typial loal self-similar singular
solution is of the form
u(x, t) =
1√
T − tU(y, t), p(x, t) =
1
T − tP (y, t), y =
x√
T − t , (1.2)
for 0 6 t < T . We assume that u is smooth outside an inner ore region {x, |x| 6
(T − t)α} for some α > 0 small. In partiular, u(x, t) and p(x, t) are bounded for any
xed |x| > 0 as t→ T . Using this ondition, we an easily show that
|U(y, t)| 6 C(T )/|y|, |P (y, t)| 6 C(T )/|y|2, for |y| ≫ 1, t 6 T. (1.3)
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Thus, it is reasonable to assume that U ∈ Lp for some p ∈ (3,∞). But the Lp norm of
U may be unbounded for 0 < p 6 3.
We assume that there exists a limiting prole U(y) ∈ Lp as t→ T
lim
t→T
‖U(t)− U‖Lp = 0, (1.4)
for some p satisfying 3 < p <∞.
Next, we introdue the following resaling in time:
τ =
1
2
log
T
T − t , (1.5)
for 0 6 t < T . Note that by this time resaling, we have transformed the original
Navier-Stokes equations from [0, T ) in t to [0,∞) in the new time variable τ . Sine u
is smooth for 0 < t < T , U is smooth for 0 < τ <∞. It is easy to derive the equivalent
evolution equations for the resaled veloity:
Uτ + U + (y · ∇)U + 2(U · ∇)U = −2∇P + 2∆U, (1.6)
with initial ondition U |τ=0 =
√
Tu0(y/
√
T ), where U satises ∇ · U = 0 for all times.
The problem on the possible loal self-similar blowup of the Navier-Stokes equations
is now onverted to the problem on the large time behavior of the resaled equations
(1.6). By assumption (1.4), we know that U → U as τ →∞ in Lp. We will prove that
the limiting veloity prole atually satises the steady state equation of (1.6):
U + (y · ∇)U + 2(U · ∇)U = −2∇P + 2∆U, (1.7)
for some P . Now it follows from the result of [15℄ that U ≡ 0, whih implies that
limτ→∞ ‖U(τ)‖Lp = 0 for some p ∈ (3,∞).
The fat that limτ→∞ ‖U(τ)‖Lp = 0 is signiant beause it shows that the resaled
veloity eld beomes small dynamially as τ → ∞. It is easy to show that if the
the solution U is small in the Lp norm at some time, τm, the solution must deay
exponentially in τ for τ > τm. The exponential deay in U gives a sharp dynami
growth estimate in terms of the original veloity eld. In fat, it exatly anels the
dynami singular resaling fator, (
√
T − t)−1, in the front of U . This gives us a uniform
bound on the growth of Lp for 0 < t < T with p ∈ (3,∞), and onsequently it rules
out the possibility of a nite time blowup at T [11, 12, 6℄.
The nonexistene of loal self-similar blowup of the 3D Navier-Stokes equations has
some interesting impliation. First, the assumption on the existene of a limiting self-
similar prole, U , an be veried numerially if a loal self-similar blow is observed
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in a omputation. Seondly, this result is related to a reent existene result by one
of the authors [4℄ for the axisymmetri 3D Navier-Stokes equations with swirl. Let vr
denote the radial omponent of the veloity eld and r =
√
x2 + y2. The result in
[4℄ shows that if limr→0 |rvr| = 0 holds uniformly for 0 6 t 6 T , then the solution of
the Navier-Stokes equations is regular for t 6 T . By the well-known Caarelli-Kohn-
Nirenberg result [1℄, if the axisymmetri 3D Navier-Stokes equations develop a nite
time singularity, the singularity must lie in the z axis. One of the most likely senarios
that would violate the ondition, limr→0 |rvr| = 0, is the loal self-similar blowup of
the Navier-Stokes equations. The result presented in this paper would rule out suh a
possibility. For more disussions regarding other aspets of the Navier-Stokes equations,
we refer the reader to [7, 2, 14, 9℄.
The rest of the paper is organized as follows. In Setion 2, we state our main
theorem and present its proof. The proof is divided into four subsetions. A ouple of
tehnial results are deferred to the appendies.
2 The main result and regularity analysis.
Theorem 1. Let u0 ∈ L2(R3) ∩ Lp(R3) for some p ∈ (3,∞) and T be the rst loal
self-similar singularity time. Assume that U(y, t) dened by (1.2) onverges to U in Lp
as t → T . Then we must have T = +∞, i.e. there is no nite time loal self-similar
blowup for the 3D Navier-Stokes equations.
Before we prove our main theorem, we state the following well-known
(
Lq˜, Lp˜
)
-
estimates for the heat kernel in R3, e−t∆, where ∆ is the Laplaian operator.
‖e−t∆w‖Lq˜ 6 c0 t−
(
3
p˜
− 3
q˜
)
/2‖w‖Lp˜ , (2.1)
‖∇e−t∆w‖Lq˜ 6 c0 t−
(
1+ 3
p˜
− 3
q˜
)
/2‖w‖Lp˜ , (2.2)
for 1 < p˜ 6 q˜ < ∞, c0 depends on p˜ and q˜ only. In our analysis, we take q˜ = p and
p˜ = p/2. For this partiular hoie of p˜ and q˜, we an hoose a onstant, c0, suh that
the above two inequalities hold. Throughout the paper, we will use c0 and c1 to denote
various onstants that do not depend on the individual funtions, and use Cj (j = 1, 2)
to denote various onstants that depend on the initial ondition, u0. We also dene
γ = 3/p. (2.3)
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Sine 3 < p <∞, we have 0 < γ < 1.
Proof of Theorem 1.
We will prove the theorem by ontradition. Suppose that T < +∞. This means
that the solution u to problem (1.1) develops a singularity at t = T for the rst time,
but u is the unique smooth solution of (1.1) for 0 < t < T and is bounded in Lp.
We will divide the proof into four steps, whih are given in the following four sub-
setions.
2.1 Dynami singularity resaling and a priori estimates.
We make the following dynami singularity resaling of the 3D Navier-Stoke equations:

τ =
1
2
log
T
T − t , y =
x√
T − t
u(x, t) =
1√
T − tU(y, τ),
p(x, t) =
1
T − tP (y, τ), for 0 6 t < T.
(2.4)
Note that with this dynami singularity resaling, we transform the time interval from
[0, T ) in the original time variable t to [0,∞) in the resaled time variable τ . It is easy
to derive an evolution equation for the resale veloity eld:

Uτ + U + (y · ∇)U + 2(U · ∇)U = −2∇P + 2∆U,
∇ · U = 0,
U |τ=0 =
√
Tu0 (x) .
(2.5)
Note that sine u(x, t) is the unique smooth solution of the Navier-Stokes equations
(1.1) for 0 < t < T , U(x, τ) is the unique smooth solution of the resaled Navier-Stokes
equations (2.5) for 0 < τ <∞.
Let φ(y) = (φ1, φ2, φ3) be a smooth, ompatly supported, divergene free vetor
eld in R3 and ψ(τ) be a smooth, ompatly supported test funtion in (0, 1) satisfying∫ 1
0 ψ(τ)dτ = 1. Multiplying (2.5) by ψ(τ − n)φ(y) and integrating over R3 × [n, n+ 1]
for some n > 0, we obtain after integration by parts∫ n+1
n
∫
R3
(−ψτφ · U + ψφ · U − ψ∇ · (φ⊗ y) · U − 2ψ∇φ · (U ⊗ U)) dydτ
= 2
∫ n+1
n
∫
R3
ψ∆φ · Udydτ, (2.6)
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where ψ is evaluated at τ − n.
By assumption (1.4), we have
lim
τ→∞
‖U(τ)− U‖Lp = 0, (2.7)
for some p > 3. Thus ‖U(τ)‖Lp is bounded for τ suiently large, and ‖U‖Lp is also
bounded. Let U(τ) = U+R(τ). By (2.7), we have limτ→∞ ‖R(τ)‖Lp = 0. Substituting
U(τ) = U+R(τ) into (2.6) and letting n→∞, we will show that all the terms involving
R will go to zero as n→∞. It is suient to prove this for the nonlinear term:∫ n+1
n
∫
R3
ψ∇φ · (R⊗R)dydτ.
Let q = p/(p − 2) > 1. Then we have 2/p + 1/q = 1. Using the Hölder inequality, we
obtain
|
∫ n+1
n
∫
R3
ψ∇φ · (R⊗R)dydτ | 6 C sup
n6τ6n+1
∫
R3
|∇φ||R|2dy
6 C‖∇φ‖Lq sup
n6τ6n+1
‖R(τ)‖2Lp → 0, as n→∞.
Other terms an be proved similarly. Therefore, by letting n→∞, we get
−
(∫ 1
0
ψτ (τ)dτ
)∫
R3
φ(y)U (y)dy
+
(∫ 1
0
ψ(τ)dτ
)(∫
R3
(
φ · U −∇ · (φ⊗ y) · U − 2∇φ · (U ⊗ U)) dy)
= 2
(∫ 1
0
ψ(τ)dτ
)(∫
R3
∆φ · Udy
)
. (2.8)
Sine ψ has ompat support in [0, 1], we onlude that∫ 1
0
ψτ (τ)dτ = 0.
Moreover, we have
∫ 1
0 ψ(τ)dτ = 1 by assumption on ψ. Thus, we obtain
∫
R3
(
φ · U −∇ · (φ⊗ y) · U − 2∇φ · (U ⊗ U)− 2∆φ · U) dy = 0. (2.9)
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Thus, U is a weak solution of the steady state resaled Navier-Stokes equations:
U + (y · ∇)U + 2(U · ∇)U = −2∇P + 2∆U, (2.10)
with ∇ ·U = 0. Let Rj be a Riesz operator with Fourier symbol ξj/|ξ|. One an easily
modify the proof of Lemma 3.1 of [10℄ to show that P = RjRk(U jUk).
Sine U ∈ Lp for some p ∈ (3,∞), we an apply Theorem 1 of [15℄ to onlude that
U ≡ 0. As a result, we obtain the following a priori deay estimate for ‖U(τ)‖Lp .
Lemma 1. The solution U(x, τ) of the resaled Navier-Stokes equations (2.5) satises
the following deay estimate:
lim
τ→∞
‖U(τ)‖Lp = 0. (2.11)
For the purpose of our later analysis, we will hoose a τm large enough to satisfy
the following inequality:
2c20 c1‖U(τm)‖Lp 6
1
6
, (2.12)
where the onstant c1 is dened by
c1 = (
2
1− γ +
1
2
)
(
1− e−2)− 1+γ2 . (2.13)
The reason for suh a hoie of τm will beome lear later in our analysis.
2.2 Dynami deay estimates for the resaled equations.
In this subsetion, we will perform estimates for the resaled Navier-Stokes equations
starting from τ = τm with the initial value, U(x, τm):

Vτ + V + (y · ∇)V + 2(V · ∇)V = −2∇P + 2∆V
∇ · V = 0
V |τ=0(x) ≡ V0(x) = U(x, τm),
(2.14)
where τm is dened by (2.12)-(2.13). Sine U(x, τ) is the unique smooth solution of the
resaled Navier-Stokes equations (2.5) for 0 < τ <∞, the funtion V (x, τ) dened by
V (x, τ) = U(x, τ + τm), for τ > 0, (2.15)
is the unique smooth solution of (2.14).
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Next, we perform estimates for the linearized operator in (2.14)
∂V
∂τ
+ V + (y · ∇y)V − 2∆yV = 0, (2.16)
with initial value V |τ=0 = V0.
Let y = eτ y˜ and V˜ (y˜, τ) ≡ V (y, τ). Then we have
∂V˜
∂τ
+ V˜ − 2e−2τ∆y˜V˜ = 0, (2.17)
with initial value V˜ |τ=0 = V0.
Taking the Fourier transform of (2.17), we get
∂ ̂˜V
∂τ
+ ̂˜V + 2e−2τ |ξ|2 ̂˜V = 0, (2.18)
where the Fourier transformation is dened as f̂(ξ) ≡ ∫ f(x)e−2piix·ξdx. Equation (2.18)
an be written as
∂
∂τ
(
eτ+2|ξ|
2
∫ τ
0 e
−2sds ̂˜V (τ)) = 0. (2.19)
Integrating from 0 to τ , we get
̂˜V (τ) = e−τ−|ξ|2(1−e−2τ)V̂0. (2.20)
Using the expliit formula of the Fourier transform of a Gaussian in three spae dimen-
sions (see, e.g. [13℄)
̂e−piα
2|x|2 =
1
α3
e−pi|ξ|
2/α2 , (2.21)
with α2 =
(
pi
1−e−2τ
)
, we obtain
F−1
(
e−|ξ|
2(1−e−2τ )
)
=
(
pi
1− e−2τ
) 3
2
e−pi
2|x|2/(1−e−2τ ), (2.22)
where F−1f(x) ≡ ∫ f(ξ)e2piix·ξdξ is the inverse Fourier transformation. Therefore, we
have
V˜ (y˜, τ) = e−τ
(
pi
1− e−2τ
) 3
2
∫
V0 (x˜)
(
e−pi
2|y˜−x˜|2/(1−e−2τ )
)
dx˜. (2.23)
Denote by e−τA the solution operator of the linearized equations (2.17). Dene
t0(τ) = (1− e−2τ ), (2.24)
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and denote ∆ as the Laplaian operator, then we have
e−τAV0 = V˜ (y˜, τ) = e
−τ
(
e−t0(τ)∆V0
)
. (2.25)
Dene the following bilinear operator:
F (U, V ) = 2
(
1−∇ (−∆)−1∇·
)
∇ · (U ⊗ V ) . (2.26)
In partiular, if we set V = U , we have
F (U,U) = 2
(
∇ · (U ⊗ U)−∇ (−∆)−1∇ · ∇ · (U ⊗ U)
)
= 2 (U · ∇U +∇P ) .
(2.27)
The resaled 3D Navier-Stokes equations (2.14) an be onverted into the following
integral equation:
V (τ) = e−τAV0 −
∫ τ
0
e−(τ−s)AF (U,U)(s)ds. (2.28)
To solve the integral equation (2.28), we onstrut a suessive approximation, V (n),
using the following iterative sheme (see [5℄): V (0) = e−τAV0,
V (n+1) = V (0) −G(V (n), V (n)), n > 0, (2.29)
where the bilinear operator G(U, V ) is dened as follows:
G(U, V ) =
∫ τ
0
e−(τ−s)AF (U, V )(s)ds. (2.30)
To establish the onvergene of the approximate solution sequene, V (n), we need
to use the following lemma, whih follows from (2.25) and the well-known (Lq, Lp)-
estimates (2.1)-(2.2) for the heat kernel.
Lemma 2. Let V ∈ Lp˜ for 1 < p˜ 6 q˜ <∞. We have
‖e−τAV ‖Lq˜ 6 c0 e−(1−3/q˜)τ t0(τ)−
(
3
p˜
− 3
q˜
)
/2‖V ‖Lp˜ , (2.31)
‖∇e−τAV ‖Lq˜ 6 c0 e−(2−3/q˜)τ t0(τ)−
(
1+ 3
p˜
− 3
q˜
)
/2‖V ‖Lp˜ . (2.32)
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The lemma an be proved easily by noting that the heat kernel atually ats on the
variable y˜ through the funtion V˜ (y˜, τ) and y˜ = e−τy. Thus we lose a fator e3τ/q˜ when
we estimate the Lq˜ norm by hanging variables from y to y˜, but we gain a fator of e−τ
when we dierentiate with respet to y.
Applying (2.31) with p˜ = q˜ = p, we obtain
‖V (0)‖Lp(τ) = ‖e−τAV0‖Lp(τ) 6 c0e−(1−γ)τ‖V0‖Lp , (2.33)
where γ = 3/p. To estimate ‖G(U, V )‖Lp , we use (2.32) with q˜ = p and p˜ = p/2:
‖G(U, V )‖Lp(τ) 6 2c0
∫ τ
0
e−(2−γ)(τ−s)t0(τ − s)−
1+γ
2 ‖U‖Lp(s)‖V ‖Lp(s)ds, (2.34)
where we have used the Hölder inequality ‖U ⊗ V ‖Lp/2 6 ‖U‖Lp‖V ‖Lp and the fat
that (−∆)−1∇·∇· is a Rietz operator of degree zero, whih is a bounded operator from
Lp to Lp. In partiular, we obtain by setting V = U that
‖G(U,U)‖Lp (τ) 6 2c0
∫ τ
0
e−(2−γ)(τ−s)t0(τ − s)−
1+γ
2 ‖U‖2Lp(s)ds . (2.35)
Now, applying (2.33) and (2.35) to the iterative sheme (2.29), we get
‖V (n+1)‖Lp(τ) 6 c0e−(1−γ)τ ‖V0‖Lp + 2c0
∫ τ
0
e−(2−γ)(τ−s)t0 (τ − s)−
1+γ
2 ‖V (n)‖2Lp(s)ds.
(2.36)
Dene
Kn = sup
06τ<∞
‖e(1−γ)τV (n)(τ)‖Lp . (2.37)
Multiplying (2.36) by e(1−γ)τ on both sides and using (2.37), we obtain
e(1−γ)τ ‖V (n+1)‖Lp(τ) 6 c0‖V0‖Lp + 2c0e−τK2n
∫ τ
0
eγs
(
1− e−2(τ−s)
)− 1+γ
2
ds. (2.38)
In Appendix II, we will prove that
e−τ
∫ τ
0
eγs
(
1− e−2(τ−s)
)− 1+γ
2
ds 6 c1, for all τ > 0, (2.39)
where c1 is dened in (2.13). Now, take the supremum of the both sides of (2.38) for
all τ > 0, we obtain the following reurrene inequalities:
Kn+1 6 K0 +MK
2
n, for n > 0, (2.40)
with Kn|n=0 = K0, where
M = 2c0c1, K0 = c0‖V0‖Lp . (2.41)
We will prove the following lemma in Appendix I.
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Lemma 3. Let K0 and M be two positive onstants satisfying
K0M 6
1
6
, (2.42)
then there exists a positive onstant Kmax, suh that
Kn 6 Kmax, for all n > 1 (2.43)
holds for the reurrene sequene Kn satisfying (2.40). Moreover the upper bound Kmax
satises
2MKmax 6
1
2
. (2.44)
Reall that in (2.12), we have hosen τm suh that
2c20c1‖U(τm)‖Lp 6 1/6 . (2.45)
Therefore, we have
K0M 6 2c
2
0 c1 ‖U(τm)‖Lp 6
1
6
. (2.46)
Thus, for our hoie of τm dened in (2.12), the reurrene sequene Kn has an upper
bound Kmax for all n. That is
‖V (n)‖Lp(τ) 6 Kmaxe−(1−γ)τ , for n ≥ 1. (2.47)
2.3 Convergene of the approximate solution sequene.
In this subsetion, we will establish the onvergene of the approximate solution se-
quene, {V (n)}, and study the property of its limiting solution. We will rst show that
the approximate solution sequene {V (n)} is a Cauhy sequene in Lp. By subtrating
(2.29) with index n from that with index n− 1, we obtain
‖V (n+1) − V (n)‖Lp
= ‖G(V (n), V (n))−G(V (n−1), V (n−1))‖Lp
= ‖G(V (n), V (n) − V (n−1)) +G(V (n) − V (n−1), V (n−1))‖Lp .
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Using (2.34), (2.47) and (2.39), we obtain
e(1−γ)τ‖V (n+1) − V (n)‖Lp(τ)
6 2c0e
(1−γ)τ
∫ τ
0
e−(2−γ)(τ−s)t0 (τ − s)−
1+γ
2
(
‖V (n)‖Lp + ‖V (n−1)‖Lp
)
‖V (n) − V (n−1)‖Lp(s)ds
6 4c0Kmaxe
−τ
∫ τ
0
eγst0 (τ − s)−
1+γ
2 ds
(
sup
06s<∞
e(1−γ)s‖V (n) − V (n−1)‖Lp(s)
)
6 4c0c1Kmax sup
06s<∞
e(1−γ)s‖V (n) − V (n−1)‖Lp(s)
6
1
2
sup
06s<∞
e(1−γ)s‖V (n) − V (n−1)‖Lp(s),
where we have used (2.41) and (2.44) in deriving the last inequality. Taking the supre-
mum on the left hand side would yield
sup
06τ<∞
e(1−γ)τ‖V (n+1) − V (n)‖Lp(τ) 6 1
2
sup
06τ<∞
e(1−γ)τ ‖V (n) − V (n−1)‖Lp(τ), (2.48)
whih implies
sup
06τ<∞
e(1−γ)τ ‖V (n+m) − V (n)‖Lp(τ) ≤ C1
(
1
2
)n
, for any n,m ≥ 1, (2.49)
where C1 depends on V
(0)
only. Thus {V (n)} is a Cauhy sequene in BC ([0,∞) ;Lp (R3)).
Here BC
(
[0,∞) ;Lp (R3)) denotes the lass of bounded and ontinuous funtion from
[0,∞) to Lp(R3). As a result, we have proved that V (n) (τ) onverges uniformly to a
limiting funtion V (τ) in BC
(
[0,∞) ;Lp (R3)). Taking the limit n→∞ in (2.47), we
obtain
‖V ‖Lp(τ) 6 Kmaxe−(1−γ)τ . (2.50)
Next, we will show that V is a solution of the integral equation (2.28). To this end,
we dene R(n)(x, τ) ≡ V (n)(x, τ)− V (x, τ). We have just shown that
sup
06τ<∞
e(1−γ)τ ‖R(n)‖Lp(τ) = sup
06τ<∞
e(1−γ)τ‖V (n) − V ‖Lp(τ)→ 0, (2.51)
as n → ∞. Now substituting V (n) = V + R(n) into the iterative sheme (2.29) and
using the bilinearity of operator G(U, V ), we get
V − V (0) +G(V , V ) = −(R(n+1) +G(R(n), V ) +G(V ,R(n)) +G(R(n), R(n))). (2.52)
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We will prove that the error terms on the right hand side of (2.52) tend to zero uniformly
for all τ > 0. It is obvious that ‖R(n+1)‖Lp → 0 uniformly as n→∞ from (2.51).
To show that the error terms whih are linear in R(n) tend to zero uniformly, we
use (2.34) and the a priori bound on V given by (2.50). Speially, we have
‖G(R(n), V ) +G(V ,R(n))‖Lp(τ)
6 4c0
∫ τ
0
e−(2−γ)(τ−s)t0 (τ − s)−
1+γ
2 ‖R(n)‖Lp(s)‖V ‖Lp(s)ds
6 4c0Kmaxe
−(1−γ)τ e−τ
∫ τ
0
eγst0 (τ − s)−
1+γ
2 ds
(
sup
06s<∞
e(1−γ)s‖R(n)‖Lp(s)
)
6 4c0c1e
−(1−γ)τKmax sup
06s<∞
e(1−γ)s‖R(n)‖Lp(s)
6 sup
06s<∞
e(1−γ)s‖R(n)‖Lp(s)→ 0,
uniformly for all τ as n→∞, where we have used M = 2c0c1 and (2.44).
To show that the nonlinear error term G(R(n), R(n)) also tends to zero uniformly,
we note that the a priori bounds on V (n) and V also provide the following a priori
bound for R(n):
‖R(n)‖Lp(τ) 6 2Kmaxe−(1−γ)τ , for n ≥ 1. (2.53)
Using (2.53) and applying the same argument as above, we an prove that
‖G(R(n), R(n))‖Lp(τ) 6 sup
06s<∞
e(1−γ)s‖R(n)‖Lp → 0,
uniformly for 0 6 τ <∞ as n→∞.
Now, passing the limit n→∞ in the Lp norm, we obtain
V (τ) = V (0) −G(V , V ), for all τ > 0, (2.54)
whih shows that V is a solution of the integral equation (2.28), satisfying the deay
property (2.50).
2.4 The non-blowup estimates in the original variables.
In this subsetion, we will omplete the regularity analysis in the original physial
variable. By the uniqueness of strong solutions in Lp with p > 3, we have
‖V ‖Lp(τ) = ‖U‖Lp(τ + τm), for 0 6 τ <∞. (2.55)
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Now we an use the deay estimate for V in (2.50) to obtain a deay estimate for
U , whih in turn will rule out the possibility of a nite time singularity for the 3D
Navier-Stokes equations.
Using (2.50) and (2.55), we immediately obtain a deay estimate for U :
‖U‖Lp (τ) 6 Kmaxe−(1−γ)(τ−τm), for τ > τm. (2.56)
This proves the following deay estimate for U .
Lemma 4. The solution U(x, τ) of resaled Navier-Stokes equations (2.5) with τm
dened by (2.12) has a uniform deay rate in τ as follows:
‖U‖Lp (τ) 6 Kmaxe−(1−γ)(τ−τm), for τ > τm. (2.57)
Substituting the relation
u(x, t) =
1√
T − tU(y, τ) (2.58)
into (2.57), we obtain for tm 6 t < T with tm = T
(
1− e−2τm),
‖u‖Lp(t) = (T − t)
γ/2
(T − t)1/2 ‖U‖Lp(τ)
6
Kmax
(T − t)(1−γ)/2 e
−(1−γ)(τ−τm) =
Kmaxe
(1−γ)τm
(T − t)(1−γ)/2 e
−(1−γ)τ
=
Kmaxe
(1−γ)τm
(T − t)(1−γ)/2
(
T − t
T
)(1−γ)/2
6
Kmaxe
(1−γ)τm
T (1−γ)/2
, for tm 6 t < T.
(2.59)
Sine u0 ∈ Lp for some p ∈ (3,∞), it is easy to show that there is a loal-in-time
smooth solution whose Lp norm is bounded [5℄ (This an also be proved diretly by
using the same iterative sheme applied to the original Navier-Stokes equations for a
short time). Moreover, sine T is the rst singularity time, we onlude that u is smooth
for 0 < t 6 tm < T and has a bounded L
p
norm for t 6 tm. Thus, ‖u‖Lp(t) is uniformly
bounded for 0 6 t < T .
Now, we an apply the so-alled Ladyzhenskaya-Prodi-Serrin ondition (see [6℄, [11℄
and [12℄), whih is also known as the Lp,q riteria. The so-alled Lp,q riteria state that
if a suitable weak solution of (1.1) satises
u ∈ Lq ([0, T );Lp (R3)) (2.60)
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with
3
p
+
2
q
6 1, p ∈ [3,∞], (2.61)
then u is a smooth solution of the 3D Navier-Stokes equation up to t = T . In our ase,
we have obtained a uniform bound in Lp for u with p ∈ (3,∞) for 0 6 t < T . Thus
the Lp,q riterion is satised with q = ∞. Therefore, we onlude that u is a smooth
funtion in R3 × (0, T ].
This onlusion ontradits with our assumption that u would ease to be regular
at time T for the rst time. This ontradition implies that u an not develop a loal
self-similar singularity in any nite time. This ompletes the proof of Theorem 1.
Appendix I.
In this appendix, we prove Lemma 3.
Proof of Lemma 3. It is suient to obtain an upper bound for the reurrene
equalities
K˜n+1 = K˜0 +MK˜
2
n, K˜0 = K0. (2.62)
It is easy to see that Kn 6 K˜n, for all n > 1. To simplify the notation, we will drop
the tilde in K˜n in the following. Dene ln = Kn+1 −Kn, then we have
ln =M (Kn−1 +Kn) ln−1. (2.63)
It is easy to see that ln > 0 for all n > 0 and Kn is a monotonely inreasing sequene.
We laim that
M (Kj−1 +Kj) 6
1
2
, for all j > 1. (2.64)
We will prove (2.64) by an indution argument.
1. For j = 1, we have
M (K0 +K1) =M
(
K0 +K0 +MK
2
0
)
6
1
2
(2.65)
from the assumption K0M 6
1
6 .
2. Assume that (2.64) holds for all j 6 n, we will prove that it also hold for j = n+1.
Let α = 1/2. It follows from (2.63) and the indution assumption that
lj 6 αlj−1, for all 1 6 j 6 n, (2.66)
whih implies that
lj 6 α
j l0. (2.67)
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Applying Kn+1 = Kn + ln reursively and using (2.67), we obtain
Kn+1 = K0 +
∑n
j=0 lj
6 K0 + l0
∑n
j=0 α
j
= K0 + l0
1− αn+1
1− α
6 K0 + 2MK
2
0 6
4
3K0,
(2.68)
where we have used MK0 6 1/6. Dene Kmax =
4
3K0. Then we have
2MKmax =
8
3
MK0 6
4
9
<
1
2
. (2.69)
Thus, we obtain
M (Kn +Kn+1) 6 2MKmax <
1
2
. (2.70)
This proves the laim (2.64) by indution, and we obtain
Kn 6 Kmax, for all n > 0. (2.71)
We have already shown that 2MKmax <
1
2
in (2.69). This ompletes the proof of
Lemma 3.
Appendix II. Proof of estimate (2.39)
In this appendix, we prove estimate (2.39). First, we state a useful inequality
|1− e−2x| > (1− e−2)|x|, for 0 6 x 6 1, (2.72)
whih is a onsequene of the fat that (1−e−x)/x is a monotonely dereasing funtion
for x > 0. We onsider two ases. If τ > 1, we divide the integral into two parts as
follows: ∫ τ
0 e
γs
(
1− e−2(τ−s))− 1+γ2 ds
=
∫ τ−1
0 +
∫ τ
τ−1 e
γs
(
1− e−2(τ−s))− 1+γ2 ds
6
∫ τ−1
0 e
γs
(
1− e−2)− 1+γ2 ds+ ∫ ττ−1 eγτ ((1− e−2)(τ − s))− 1+γ2 ds
=
(
1− e−2)− 1+γ2 eγ(τ−1)−1γ − eγτ (1− e−2)− 1+γ2 21−γ (τ − s) 1−γ2 ∣∣∣s=τs=τ−1
=
(
1− e−2)− 1+γ2 eγ(τ−1)−1γ + 21−γ eγτ (1− e−2)− 1+γ2
6
(
2
1−γ +
1
γ
) (
1− e−2)− 1+γ2 eγτ ,
(2.73)
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where we have used (2.72). Thus we prove
e−τ
∫ τ
0
eγs
(
1− e−2(τ−s)
)− 1+γ
2
ds 6 c1e
−(1−γ)τ < c1, for all τ > 1,
where c1 is dened in (2.13). For τ 6 1, we have by using (2.72)
e−τ
∫ τ
0
eγs
(
1− e−2(τ−s)
)− 1+γ
2
ds 6 e−(1−γ)τ
∫ τ
0
(
(1− e−2) (τ − s))− 1+γ2 ds
6
2e−(1−γ)τ
1− γ
(
1− e−2)− 1+γ2 τ 1−γ2
6 c1τ
1−γ
2 e−(1−γ)τ 6 c1. (2.74)
This proves (2.39).
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