Abstract. This paper considers delta estimators of the Radon-Nikodym derivative of a probability function with respect to a a-finite measure. We provide sufficient conditions for universal consistency, which are checked for some wide classes of nonparametric estimators.
Introduction
Let P be a probability measure in the Borel space (]l~d,~d), absolutely continuous with respect to the a-finite measure # and f = dP/d# be the corresponding RadonNikodym derivative, which is assumed to belong to the space Lp(]~d,~d,p), with 1 < p < c~. Usually, the Lebesgue measure A is considered, and f = dP/dA is the associated probability density function (pdf). Given a random sample {Xi}i~l from P, a delta estimator of f is defined as,
where mn= re(n) is called a smoothing sequence, and {Km, }hen a generalized kernel sequence. The sequence {mn}neN is not necessarily a sequence of numbers, it may be a sequence of positive definite matrices ordered by decreasing norm, in the usual kernel estimator of a multivariate density; or the order of a polynomial, in the Fourier series estimator. We consider that the smoothing sequence {ran}heN belongs to some directed set ~. We say that the set ][ is directed if it is a non empty set endowed with a partial preorder <, such that if Vml,m2 E ][, 3m3 E IT such that ml _~ m3 and m2 _~ m3. We also assume that {mn}nCN diverges in ][ as n ~ ~, i.e., VM E IT, 3riM C I~ such that mn ~_ M, Vn ~ nM.
The class of delta estimators was introduced by Whittle (1958) , encompassing most of the existing nonparametric estimators. Terrell (1984) and Terrell and Scott (1992) have shown that all nonparametric density estimators which are continuous and differentiable functionals of the empirical distribution function, can be interpreted as delta estimators, at least asymptotically.
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In case of pdf estimation, f'n (x) is pointwise asymptotically unbiased if,
lim E[f'n(X)] = /5(z -x)f(x)A(dx) = f(x),
where 5 is the Dirac delta generalized function with a jump at zero. This is why these estimators are known as delta estimators. Watson and Leadbetter (1963) , Walter and Blum (1979) and Prakasa Rao (1983) have provided sufficient conditions for global consistency in norm Lv(A) and pointwise consistency, assuming smoothness conditions on f. Winter (1973 Winter ( , 1975 has studied uniform consistency and consistency of the corresponding smooth integrated distribution function estimator. Watson and Leadbetter (1964) have established asymptotic normality. Basawa and Prakasa Rao ((1980) , Chap. 11) have provided results for dependent observations. In this literature, consistency is achieved under restrictive smoothness conditions on the pdf f. The universal consistency of general delta estimators has not been obtained yet. DEFINITION 1.1. Universal Consistency. Let p be a a-finite measure in (N d, ] Bd), and P a probability distribution P << p, with f = dP/d# E Lp (~ d, ] 
~d, #). Henceforth, Lp(p) := Lp(]Rd,]~d,#).
We say that a delta estimator f'n is strongly consistent (in Lp(p)-global sense) when (1.1) and weakly consistent, when the convergence is in probability. We say that the convergence is universal when (1.1) holds for every probability function P << # with f E Lp(p). Note that the degree of universality depends on p.
Usually, weak universal consistency is defined as,
EHfn P / -filL,<.)] --E[l n(X) -f(x)]P]#(dx) --~ 0,
see Stone (1977) . The equivalence with the above definition is a consequence of Markov's inequality and Lebesgue's dominated convergence theorem. The literature on universal consistency of smooth nonparametric estimators is enormous, and is mainly based on Stone's (1977) seminal paper. Universal consistency of histograms and regressograms has been proved by Abou-Jaoude (1976a, b, c) , GySrfi (1985a, 1985b) , Devroye and GySrfi (1983) , Gy5rfi et al. (2002) . Universal consistency of discriminant analysis rules based on partitions have been studied by Devroye et al: (1996b) and Lugosi and Nobel (1996) . Universal consistency of density and regression kernel estimators has been showed by Wagner (1979, 1980a, 19805) , Devroye (1983 Devroye ( , 1987 , Devroye and Gy5rfi (1985a) , Devroye and Krzy2ak (1989) and Gy5rfi et al. (2002) . Also discriminant analysis rules have been studied by Devroye and Krzyiak (1989) and Devroye et al. (1996b) . Universal consistency of estimators based on k -nn in density and regression estimation has been considered by Stone (1977) , Devroye and Gy5rfi (1985a) , GySrfi (1981) , Devroye et al. (1996a) and GySrfi et al. (2002) . Discriminant analysis rules has been studied by Stone (1977) , Devroye and Wagner (1982) , Devroye et al. (1996b) . Orthonormal series estimators of density and regression functions, based on sieve estimators theory, have been studied by Devroye and GySrfi (1985a) , Lugosi and Zeger (1995) , GySrfi et al. (2002) and, in the context of pattern recognition by Vapnik (1982) and Devroye et al. (1996b) .
There are also some monographs on universal consistency. Devroye and Gy5rfi (1985a) and Devroye (1987) have focused on density estimation, GySrfi et al. (2002) on regression estimation and Devroye et al. (1996b) on pattern recognition.
The aim of this paper is to provide fairly primitive conditions which are sufficient for universal consistency, as defined in (1.1). To this end, we use the triangular inequality,
The first term on the right-hand side is known as the bias term, which is deterministic, and the second term is known as the variation term, which is stochastic. In next section, we provide sufficient conditions for the universal convergence of the bias term to zero, using approximation theory. We also illustrate the results checking the conditions for some wide classes of estimators. In Section 3 we provide sufficient conditions for the universal convergence of the variation term, applying Law of Large Numbers (LLN) for triangular arrays on Banach spaces. Proofs are confined to the last section.
Universal asymptotic unbiasedness
First, we introduce the concept of net. Let (B; I1 liB) be a Banach space. Given a directed set I[, a net {gm}rne~ in (B; I1' liB), is an application gm = g(m) with g: I[ ~ B. We say that the net {gm}me~ converges to f E B, denoted by limmc~ Ilgm -fllB = O, ifVe > 0, ~m~ E ][suchthat Ilgm-fllB < e for allrn_> m~. For an introduction to convergence analysis of nets, see Edgar and Sucheston (1992) .
Let c~m~(f)(.) = f Km~(', z)f(z)p(dz) be the expected value of f'n(') with respect to the probability distribution P. Notice that a,~ is a linear operator in the Banach space (Lp(#), I1"
and {am}me~ is a net of linear operators.
Thus, the delta estimator fn is universally asymptotically unbiased in VidalSanz (1999) . The next theorem provides sufficient conditions ensuring that {c~m}me~ is a linear approximate identity. Related results can be found in Kantorovich and Akilov ((1982), Th. 3, p. 203 In order to get a smooth estimator, we often apply a linear approximate identity {am} over some consistent but discontinuous nonparametric estimators grn, e.g., histograms. For example, we can use some approximation methods, as interpolation techniques, B-splines, or some other linear approximator with continuous images. Notice that the smooth approximator a,~n depends on the sample size n. The histogram ~r. is a sequence of curves that also depends on the sample size, and we take joint limits when n ~ co. Thus, universal consistency of frequency polygons derives from the universal consistency of histograms and Corollary 2.1.
The following theorem provides conditions on the generalized kernel net {K,~(x, z)}mcz, which are sufficient for guaranteeing that the net {c~m}mc~ is a linear approximate identity and, therefore, the delta estimator is universally asymptotically unbiased.
Notice that c~,r = f K,m(x, z)p(dz) . We define the net of majorized operators of [am},~r as the net {lal,~}m~K, Dunford and Schwartz (1957) for a discussion of these results.
A sufficient Condition for A.2 is that there exists an mo E]I such that Yrn > too,
If it is a finite measure, a weaker sufficient condition for A.2 consists of assuming 
z)l#(dz) < IT(x)I, T e np(]l~d,]]~d,#).
Weaker sufficient conditions in Propositions 2.2 and 2.3 can be obtained, substituting # by Pc (i.e., the restriction of p to C), for every compact set C.
Next, we check approximate identity conditions for some broad classes of nonparametric density estimators.
as,

Singular integral estimators
Consider the class of singular integral estimators of a pdf
Usually, in the nonparametric literature it is assumed that Kin(u) = K,, (-u) . These estimators are associated to the singular integral linear
The global unbiasedness of these estimators has been considered by Devroye and Gyhrfi ((1985a) , Chap. 12, Sec. 8), for the Lebesgue measure restricted to a finite interval. Singular integral estimators encompass relevant families of nonparametric estimators like,
with H a definite positive matrix, and the matrices are ordered by the relation "to have smaller IIHII". For the multiplicative kernel 
There are many other examples, for a review see Butzer and Nessel (1971) and Devroye and GySrfi ((1985a) , Chap. 12). The next result is an application of Theorem 2.2, which provides universal asymptotic unbiasedness for these estimators. 
Histogram
The class of histogram estimators is defined by means of measurable partitions. Let I[ be the set of all measurable Borel partitions of R g in sets with finite and positive Ameasure. The set I[ is ordered by the partial preorder rnl _< m2 if rn2 is thinner than ml almost everywhere, in other words VA1 C ml, A2 c rn2 then A2 C A1, or A2 A A1 = 0, except for a set of A-measure zero. Then ]I is a directed set. Often, we take a regular subset ]Io C ]I of partitions of finite diameter, such that the maximum diameter of the partition tends to zero as partitions become thinner, and all subsets form a Vitali system (the definition can be found in, e.g., Shilov and Gurevich (1997) ).
Define the partitioning approximator by the generalized kernel, (2.3)
with corresponding linear approximator,
This is the oldest nonparametric estimator (Graunt (1662) is an early reference) which has been studied by R~vesz (1971, 1972, 1973, 1974) , Tukey (1977 ), Scott ((1979 ), (1992 3)) and Freedman and Diaconis (1981) , among others. Universal consistency of the histogram has been established by Abou-Jaoude (1976a, b, c) and Devroye and GySrfi (1985a 
Estimators based on orthonormal Hilbert space bases
Here, we consider the particular case where f E L2 (Rd,~d,p) . This is a Hilbert space with the inner product
<f, g>L2(~,) = / f(z)g(z)#(dz).
The set {ek(z)}~_ 1 C n2(I~ d, ~d,#) is said to be orthonormal if <ek, es>L2(~) = I{k=s}. The orthogonal projection of an arbitrary f E L2(]~ d, ]~d ~) into the linear subspace spanned by an orthonormal set {ek(z)}r~_l, can be expressed as, Cencov (1962) and Bosq (1969) . The literature about density estimation by means of orthonormal basis is discussed in Devroye and Gyhrfi ((1985a) 
For all compact sets C, p(C) < cx).
0.4. V5 > 0, and all compact sets C,
.4 hold for the generalized kernel (2.4), and {ek(z)}~_ 1 is an orthonormal basis in n2(I~d,]~ d, p).
In the particular case that we use Fourier series, this method is equivalent to use the previous result on singular integral estimators.
A useful method for obtaining an orthonormal basis in L2 (~d,~d,#) , consists of applying the Graham-Schmidt orthonormalization algorithm to some dense subset of linearly independent functions (see Davis (1975) and Cheney (1982) ). For example, if the monomials {xk}~_l belong to L2(IRd,]~ d, p), the associated orthonormal basis is known as the basis of orthonormal polynomials.
Universal convergence of the variation term
Most of the literature on universal consistency is based on Stone's (1977) theorem, whose conditions are usually difficult to check. Empirical process theory has also been applied in order to establish uniform consistency, see e.g., Silverman (1978) , Stute (1982) and Pollard ((1984), pp. 35-36) . Vapnik (1982) , Devroye et al. (1996b) and Gyhrfi et el. (2002) consider universal consistency of series estimators by means of sieve-estimators theory (see, e.g., van der Vaart and Wellner (1996) , p. 321). Here, we present an alternative approach, providing sufficient conditions which are fairly easy to verify. In order to establish the almost everywhere, or in probability, convergence of the variation term, we use probability theory on Banach spaces. The universal convergence,
Lp (~u) with Zn# : Kmn (x; X~), can be established applying a Law of Large Numbers (LLN) for triangular arrays in separable Banach spaces. If the convergence holds for every probability distribution P << p, with f = dP/d# E Lp (R d, ] ~d, #), the result is universal.
The case L1 requires a separate analysis.
Convergence in Lp(#), 1 < p < oc
There exists a large literature on probability theory in Banach spaces, see, e.g., Xia (1972 Xia ( ), noffmann-J0rgensen (1974 Xia ( , 1976 , Woyczyfiski (1978) , Vakhania (1981) , Schwartz (1981) , Araujo and Gin~ (1980) , Linde (1986) , Pisier (1986 Pisier ( , 1989 , Vakhania et al. (1987) and Ledoux and Talagrand (1991) , among others. Some LLN for Banach spaces have been considered by Taylor and Hu ((1987) , Th. 4) and Hu and Chang ((1997) , Th. 2.1). The row independence assumption has been weakened by Patterson and Taylor ((1997) , Th. 3.2) by assuming weakly negative dependence and that the random elements have a compact and convex support. Patterson and Taylor ((1997) , Th. 3.3) provide an additional LLN for triangular arrays in B-spaces with Schauder basis, using a negative dependence assumption. Other results for weighted sums of random elements in B-spaces have been provided by Ordofiez-Cabrera (1994), Hong et al. (2000) and Hu et al. (2001) .
The asymptotic results for sums of random elements depend crucially on the geometric properties of the considered spaces. We say that a Banach space (B, H" liB) is of Z n type-3,, if 3c~ > 0 such that, for all finite sets { i}i=l of independent random elements on B, it is satisfied that,
Note that, by the triangular inequality, every Banach space is of type-1. Thus, the only relevant case is 3, > 1. On the other hand, the only spaces of type-',/for 3, > 2 is the space {0}. Hence, the type-3, property is useful for 1 < 3, < 2. 
In. X(mn)] p-1
The universal consistency property in Lp follows from Theorem 3.1. 
Example 2. Orthonormal basis estimators. Consider the orthonormal basis estimator of density functions in L2(]~d,]~ d,/k), with kernel defined by equation (2.5). Assume that mn --* cr with mn = o(n). Applying Fubini's theorem,
--ek(x) . ek(X) dx n E[lIg'~(x' n
_ _ 1_ Z ~ ekl(x)ek2(x)dx 9 EIekl(X)e~(X)]
Therefore, if f IKmn(x, z)lPf(z)tt(dz)
= o(np-1), Ll (tt) for all f > 0 with IlfilL~(~) <-1, the variation term of delta estimators converges universally to zero in probability with respect to II " IiLp(,) norm. This condition is readily checked for kernel estimators in the following example.
Example 3. Kernel estimators. Consider the kernel estimator in Lv(IRd,~d,A),
with 1 < p < 2, defined by 1
KHn (x, z) --det(Hn) K(H~I (z -x)).
It can be proved that Yf non negative with [[fiiLp(X) --< 1, i lK(u)]Pf(x + Hnu)A(du) = 0(1). LI(A)
Hence,
S ]KH,~(x, z)lPf(z)A(dz) rip-1
LI(A) I i LI ----np_l det(H~)p_l
Ig(u)lPI(x + Hnu)),(du) (~') 1 --~176
The sufficient condition is n. det(Hn) --~ oc, applying Proposition 3.1. Universal consistency of kernel density estimators was originally proved by Devroye (1983) .
Note that, the above results are not useful when p = 1, because in this case,
E[lIZn,il[Ll(.) ] = [gm.(x,z)[ (z)tt(dz) LI(.) so that the sufficient condition maxl<i<~ E[IIZ,~,ilILI(,)] = o(1) is not satisfied. The next
subsection is devoted to the L1 convergence of the variation term.
Convergence in LI (#)
In this section we provide an alternative approach, which is specially useful in order to deal with Ll-spaces. THEOREM 3.2. Let {Zn# = Km~(x, Xi)} be a triangular array in Lp(Rd,~d,#) with 1 < p < 2, and consider ~n(X) defined as in equation (3.2) . Assume that:
(
If conditions (I) and (2) are satisfied for all probability distributions P << #, with f = dP/d# E Lp(#), the weak universal Lp-convergence of the variation term follows. see Stein (1970 ), de Guzman (1975 and Wheeden and Zygmund (1977) , among others.
Example 4. Consider the kernel estimator in Ll(~d, ]~d,/~), defined by means of,
Hence, for a.e. x E ]~d, and all densities f,
S IgH"(X' z)12f(z)A(dz) n-IE[IKH"(x'X)]2]
If K(') has compact support C, and there exist constants Cl, c2 > 0 such that CliO(u) [L~(~,) , H>O J for all integrable non negative f. Assuming n. det(Hn) ---+ oo, the Ll-universal consistency property follows from Theorem 3.2. as/7* (f, x) < oo a.e. by Fubini's theorem. The Lx-universal consistency property follows applying Theorem 3.2. 
Zc~.d,P ZCv_~. d, P
(The essential supremum with respect to P). In order to study strong consistency, we have to consider the behavior of this sequence.
Example 6.
In the case p > 1,
The kernel estimator trivially satisfies that,
so that, it is sufficient that y'jn~=l exp{-n/det(H$1) 2(p-1)/p} < oo. 
Final remarks
In order to establish the universal consistency of a delta estimator in Lp(]l~ d, ] ~d,p) with 1 < p _< 2, two conditions should be verified, (1) The net {am}m~ is an approximate identity in Lp, and {ran}nON is a divergent sequence in ]I.
If there exists some function ~(m) which tends to zero with m, such that
(1)
then condition (2) can be replaced by n. ~(mn) ~ ec. The first condition establishes the convergence of the bias term, and the second one implies that the variation term tends to zero. Usually there is a trade-off between bias and variance. As mn increases, the bias decreases, but the variance increases. An analogous result holds in L1 Ra,~ d, )~), replacing condition (2) by the assumption
for a.e. x E ]~d, universally, and an appropriate uniform boundedness condition.
The equivalence of weak and strong consistency is proved under boundedness conditions. If {Kmn (x, Xi)} are positive and integrate one with respect to x, which is usually the case in density estimation, the boundedness conditions are usually satisfied in the Ll-space.
We have not covered problems associated to the choice of an optimal smoothing parameter, usually defined as
In this general framework, an optimum m n could not exist. For example, if we consider histograms there is not an optimal partition m* C ][ unless we introduce additional restrictions on the shape of the partitions. Nevertheless, there are many families of nonparametric estimators with optimal smoothing parameter. In the main cases it is possible to estimate m* universally, see Devroye and Lugosi (2001) for a monograph of this topic.
Proofs
Proofs of Section 2
PROOF OF THEOREM 2.1. First we prove that conditions (1) and (2) Since s is arbitrarily small, the result follows.
Part H: Necessaw conditwns. Assume that {c~m}mc~ is a linear approxmmte identity in B. Then, trivially the approximation property holds for dense sets .G c /3.
Assume that { ~/me~ are bounded operators, but uot mfifbrrnly bounded. By the Banach Steinhaus theorem (see, e.g., Rudin (1966) ), qC C B that is a dense Gs set, such that suPll~.~(g)ll~ = o~, vg e c. In particular all Lp(lRd,lBd, p) Lp(Rd,~d,p) , with 1 < p < oc (see e.g., Rudin (1966) (, +o(1) . Lp(l~c) + [ h(~, z)K~(x, z)pc(dz) .
Since f is uniformly continuous, for all e > 0, 35 > 0, such that, if IIx -zll < 6 then Ih(x, z)f = If(x) -f(z)l < e. Thus, (5.2) is bounded by, (i i ,'=.-.,,',z,.. ..: Then 
IIK,~IILI(X)IIf]IL.(X).
PROOF. Using the integral Minkowski's inequality, Fubini's theorem and the invariance of the Lebesgue measure under translation, it is satisfied that,
Note that A satisfies A.3. Assumption A.4 is a consequence of S.3. For each compact set C, /'Km(z-x) [',x-z"Ac(dz) Km(u),,,u,,du, 
which tends to zero when m increases. Namely, if ~ < m, then VBr E ~ and VA C m, we have one of the following cases: 
E[[]n-lgn(X)]lPL,(, )]
Then, Markov's inequality implies Hn-lgn(x)l [L,(,) 24 0; that is, the weak Lp-convergence for the variation term.
PROOF OF THEOREM 3.3. It is well known that complete convergence implies almost sure convergence which implies convergence in probability. We will prove that convergence in probability implies complete convergence. Devroye (1991) and Devroye et al. ((1996b) The proof of the theorem is now immediate, considering the centered sums of the triangular array. Notice that under the boundedness condition, convergence in probability implies that with 5 -z > 0. By the previous lemma, the right-hand side of last expression is bounded by exp{-n(5 -r Thus, complete convergence holds. The extension to the case of increasing constants Mn > 0 is trivial.
E[llfm~ -E[fm~]llL,}
