In this paper, we first apply the Fitzpatrick algorithm to osculatory rational interpolation. Then based on Fitzpatrick algorithm, we present a Neville-like algorithm for Cauchy interpolation. With this algorithm, we can determine the value of the interpolating function at a single point without computing the rational interpolating function.
Introduction
Interpolation is an important method in numerical approximation. Rational functions sometimes are superior to polynomial for interpolating data because they can achieve more accurate approximations with the same amount of computation [1] . In addition, rational interpolants have a natural way of interpolating poles whereas polynomial interpolants do not. So how to solve the problem of rational interpolation is what people have been concerning.
There are rich literatures on the univariate Cauchy interpolation and osculatory rational interpolation problem, such as [2, 3, 4, 5, 6, 7, 8, 9] . For multivariate rational interpolation [2, 3, 4, 10, 11] gave some results about bivariate cases and the authors assume the interpolation nodes are on rectangular girds. [12] computed rational interpolation over pyramidtyped grids in R 3 by branched continued fractions. When the interpolation data are scattered, [13] presented a fast solver for the linear block CauchyVandermonde system that translates the interpolation conditions. [14] used the theory of algebraic geometry to study the minimal multivariate rational interpolation.
One of the main problems of rational interpolation is the parametrization of all solutions of a given degree of complexity. Based on Euclidean algorithm, [15] investigated a general frame work which lead to a parametrization of all rational interpolation functions. [16] considered the set M = {(a, b) : a ≡ bh mod x 2t } of all solutions of the key equation for alternant codes, and give the Fitzpatrick algorithm. [17] extended the Fitzpatrick algorithm to determining a parametrization of all minimal complexity rational functions a(x)/b(x) interpolating an arbitrary sequence of points, and complexity is measured in terms of max{deg(a(x)), deg(b(x)) + ξ}, where ξ is a given integer. [18] presented an algorithm to seeking the Gröbner basis for the solution of polynomial congruences in one or more variables. [19] generalized the work in [18] , and got a general algorithm applicable to a wide range of constrained interpolation.
In this paper we apply the Fitzpatrick algorithm which appears in [19] to multivariate osculatory rational interpolation, and get the parametric solution of the multivariate osculatory rational interpolation function r(x) = a(X)/b(X). Based on Fitzpatrick algorithm, we present a Neville-like algorithm for multivariate Cauchy interpolation.
The rest of the paper is organized as follows. In Section 2, we present the Fitzpatrick algorithm. In Section 3, we apply the Fitzpatrick algorithm to seek the weak solution (a(X), b(X)) of multivariate osculatory rational interpolation. In Section 4, based on Fitzpatrick algorithm, we give a Nevillelike algorithm for multivariate Cauchy interpolation. With this algorithm, we can determine the value of the interpolating function at a single point without computing the rational interpolating function.
Fitzpatrick algorithm
Fitzpatrick algorithm, also called FGLM-like algotithm, is applicable to coding theory, Padé approximation, partial realization, interpolation, and other fields. [20] described these literatures from a historical point of view, started from [16] , and covered recent developments for list decoding. For further details, please refer to [20] or [21] . Now we introduce the structure of Fitzpatrick algorithm.
Let F be a field, P = F[x 1 , . . . , x n ] be a polynomial ring and d ≥ 1 be a natural number.
We denote by { e 1 , . . . , e d } the canonical basis of
where φ is a term in P, and the set of terms in
For each k, there exists an F-homomorphism
with ker(θ k ) = M k+1 . In [19] , they described Fitzpatrick algorithm in the following theorem.
and let S ′ ⊆ S be the set of elements satisfying 
In the following section we will use the Fitzpatrick algorithm to compute osculatory rational interpolation functions.
Osculatory rational interpolation and Fitzpatrick algorithm
Now, we introduce some notations.
The multivariate osculatory rational interpolation problem can be stated as follows:
Given a set of L distinct points
Point Y i has multiplicity defined by the lower set A i , and the corresponding values {f
where a ∈ P, b ∈ P, a = 0, b(Y i ) = 0 for all i. We call this problem multivariate osculatory rational interpolation, and r(X) multivariate osculatory rational interpolation function.
Weak interpolation
From the definition of multivariate osculatory rational interpolation we know that the equivalent definition is: the Taylor series expansion of r(X) at the point X = Y i satisfies
s i . For each point Y i and the lower set
2 is called a weak interpolation for multivariate osculatory rational interpolation problem if
Gröbner basis of the submodule M, then any pair (a, b) with the form
is a weak interpolation, where c j ∈ P (j = 1, . . . , t) are free parameters. Choose c j properly such that b(Y i ) = 0, i = 1, . . . , L, then we can get the interpolation function
Fitzpatrick algorithm RI
The aim of this subsection is to apply the Fitzpatrick algorithm to compute osculatory rational interpolation.
where ≺ lex is the lexicographic order on P, and ξ is a given integer.
It is easy to check that the order ≺ ξ is a monomial order on
where I i,j is the vanishing ideal of (Y i , A i,j ). Define an order < on the lower sets
Consequently, an order on the congruent equations is induced: a ≡ bh i mod I i 1 ,j 1 < a ≡ bh i mod I i 2 ,j 2 if and only if A i 1 ,j 1 < A i 2 ,j 2 . Now we can establish a one to one correspondence between index k and (i, j). Define a sequence of submodules M k , k = 0, . . . , N, where M 0 = P 2 , M k is the set of common solutions of the first k congruent equations
Fix an order ≺ ξ we compute the minimal Gröbner basis G N of M N recursively. It is easy to see that {(1, 0), (0, 1)} is a Gröbner basis of M 0 . We compute the Gröbner basis G k+1 of M k+1 through the minimal Gröbner basis b 1 ) , . . . , (a m k , b m k )} be the minimal Gröbner basis of M k , and the (k + 1)-th congruent equation be a ≡ bh l mod I l,k l . Then
Therefore for any (a, b) ∈ M k , we have
and (a, b) ∈ M k+1 if and only if ν = 0. Define an F-homonorphism
. With the definitions above, we can give the form of Fitzpatrick algorithm for multivariate osculatory rational interpolation. 
end do; if ν t = 0 for all t then G k+1 := G k ; else for t from 1 to m k do Find the least t k such that ν t k = 0; end do; for t from t k + 1 to m k do
We must point out that here we do not require LC((a, b)) = 1 in minimal Gröbner basis. Any weak interpolation (a, b) have the form
where c j ∈ P (j = 1, . . . , 7) are free parameters. Choose c j properly such that b(Y i ) = 0, i = 1, . . . , L, then we can get the interpolation function
Neville-like interpolation
Neville's algorithm is used for polynomial interpolation which was derived by Eric Harold Neville. The algorithm aims at determining the value of the interpolating polynomial at a single point x.
[22] also derived a Neville type algorithm for univariable rational interpolation.
In this section, we present a Neville-like algorithm for multivariate Cauchy interpolation based on Fitzpatrick algorithm RI.
. . , L, and the corresponding values {f 1 , . . . , f L }, f j ∈ F, j = 1, . . . , L, we want to determine the interpolating value at the point Y 0 .
In this case, we know that h j := f j , and
and (a i (x 0 ,y 0 ) , b i (x 0 ,y 0 ) ) recursively without computing the weak interpolation (a, b), then we can determine the interpolating value at the point Y 0 . It means that using the present values, we can calculate the new values of W (i, j) and (a i (x 0 ,y 0 ) , b i (x 0 ,y 0 ) ) without computing the weak interpolation (a, b) when a new point is added. Based on this idea we get a Neville-Like algorithm for Cauchy interpolation. For simplicity we will restrict ourselves to the case n = 2. Three and higher dimensional cases can be treated similarly.
Fix the order ≺ ξ , and y ≺ x. Let { (a 1 , b 1 
We know that (1, 0), (0, 1) is the Gröbner basis of M 0 = P 2 . First, using the Gröbner basis of M 0 , we compute 
Denote by ♯W k−1 the number of rows.
Neville-like algorithm: From the (8 + 1)-th column of W 8 , we can see that each of the vectors
as our estimation value(see Table 3 ), where Y 0 = (2, 2), sgn(x) satisfies: if x ≥ 0, sgn(x) = 1, else sgn(x) = −1. Actually ln(2 2 + 2 2 ) = 2.079441542. (see Table 4 ). as our estimation value(see Table 5 ). 
Conclusion
In this paper, we apply the Fitzpatrick algorithm to osculatory rational interpolation, and get the parametric solution of all the interpolation functions with the given complexity .
For Cauchy interpolation, we present a Neville-like algorithm to determine the value of interpolating function at a single point without computing the rational interpolation function (several points can be treated similarly). 
