A computational model of auditory localization based on processing spectral amplitude cues for localizing broadband high frequency sound sources is presented. The cues extracted are binaural spectral level di erence patterns of the Head Related Transfer Functions (HRTF) corresponding to the direction of the sound source. Four di erent pattern classi ers are used to evaluate the feasibility of localization using such spectral cues. The four classi ers investigated are normalized correlation, maximum likelihood estimation, a backpropagation based fuzzy neural network model and a novel linear ltering method which optimizes a new Discriminative Matching Measure (DMM). The DMM is de ned to quantify the relative ability of each of these classi ers to identify such patterns in the presence of noise or with missing data. An independent estimate of the localization acuity using the RMS error is also made. The results indicate that both optimal DMM ltering and the fuzzy neural network model are successful in extracting azimuthal location of broadband high frequency sound sources. The proposed model attempts to complement current auditory localization theory by exploring the role of HRTF based binaural spectral level di erence cues in localizing high frequency broadband auditory stimuli.
Introduction
The human auditory system has been shown to possess remarkable abilities in the localization and tracking of sound sources 3]. Various researchers have attempted to explain the localization process on the basis of various phenomenological and computational models. The basic premise of most of these models is that localization is the result of processing two primary acoustic cues. These are the Interaural Time Di erence (ITD) cues and Interaural Intensity Di erence (IID) cues at the two ears. Models for processing these cues are based on extracting a measure of similarity between the inputs to the two ears, though they di er in the detailed nature of the methods by which these cues are extracted. These include correlation While ITD and IID cues play major roles in the localization process, certain localization phenomena cannot be explained solely by means of these binaural cues. Broadband signal sources in the median plane can be localized despite the absence of ITD cues 13] 3, pp. 97-116]. ITD cues are extracted from the phase locked activity of the auditory nerve bers. It is known that the auditory nerve tends to lose synchrony when the frequencies of exciting stimuli increase above 1.3 kHz. Phase locked nerve activity cannot be maintained for stimuli above 4 kHz 27]. Broadband noise sources above 4 kHz cannot be characterized by such ITD cues, but are still accurately localized in anechoic acoustic environments 13] . However stimulus onset does provide important ITD cues. It is also known that the auditory nerve can phase lock onto the slower envelope modulations that can occur with broader band stimuli composed of high frequency components, and thus extract Envelope Interaural Phase Di erences (EIPD) 5, 26] .
It is now commonly accepted that the external ears or pinnae play an important part in localization by spectrally modifying the sound signal perceived at the tympanic membrane according to the direction of origin 1, 22, 11, 24, 12] . The spectral modi cations imposed on the free eld source emanating from a particular direction can be estimated by identifying the transfer function of the contributing e ects of the pinnae, head and torso 11, 24] . This transfer function has been called the Head Related Transfer Function (HRTF). Modern design of 3-D auditory display systems 6, 24] such as the the Convolvotron developed at the NASA Ames center by Wenzel et al. 23] , have been successful largely because of the use of such HRTFs. Spectral modi cations imposed by the HRTF are unique to each direction 24, 7] and are the primary cause of spectral features that can be correlated with the direction of sound sources.
The cochlea has been modeled by Lyon 10] , Yang et al. 25] and others as a set of bandpass lters. This results in a time-frequency analysis of the incoming signal in the cochlear nucleus. Yang et al. 25] propose that the auditory representation in the cochlear nucleus is a dilated version of the short-time amplitude spectrum of the exciting signal. This auditory spectrum is discussed in detail in Section 2. This representation indicates that the peripheral auditory system is physiologically equipped to extract and process spectral features in the auditory representation. Pinnae-induced spectral cues, encoded in the HRTFs, have recently drawn the attention of researchers attempting to model the localization process. Neti et al. 16] demonstrated the e cacy of neural network models using spectral cues in both monaural and binaural form. However the method used to encode the inputs limits its capabilities to broadband sources with at spectra. Our approach 14, 15] , which was developed along lines similar to that of Duda 7] , uses binaural ratios of estimated source spectra to remove the dependency on the source spectrum while retaining the unique spectral features due to pinnae ltering. When the signal is broadband and stationary over short periods of time, binaural ratios can be de ned so that spectral cues su cient for the purposes of localization are contained in the HRTF level di erences. Our work di ers considerably from Duda's in incorporating optimal signal processing techniques to shape the localization response to be unimodal and sharp even in the presence of noise. This paper concentrates on modeling localization of mid to high frequency audible sources using the HRTF level di erence vectors. Once invariant binaural spectral level di erence vectors are de ned, the localization problem is reduced to the task of recognizing a ratio pattern by nding the best match with a library of stored patterns, each representing a particular direction of the sound. To achieve optimal matching and discrimination, a novel matching measure called the Discriminative Matching Measure (DMM), is de ned in Section 6. In the following sections, we consider several solutions to the matching problem from a signal processing viewpoint. We consider correlation or matched ltering in Section 4 and the maximum likelihood approach of Duda 7] in Section 5. In Section 6 we develop an optimal lter which maximizes the DMM. A nonlinear approach using neural networks, based on the backpropagation algorithm and using principles derived from fuzzy logic, is described in Section 8. Results are presented in Section 9, showing the relative ability of each method to classify the HRTF level di erence patterns in terms of the DMM achieved and the RMS localization error in degrees. Section 10 concludes this manuscript with a discussion of our experimental results.
A Localization Model using Head Related Transfer Functions
Advances in our understanding of localization in the auditory system 17, 1, 22, 11, 3] and in spatial audio technology 6, 24, 23] have shown that the ltering e ects of the pinnae, head and torso are signi cant in the human auditory localization process. The e ects of the IID, ITD and the head-related ltering are captured by modeling the transfer characteristics of the incoming signal path as a linear lter from the source to the ear canal. This lter is the well known Head Related Transfer Function (HRTF). As outlined in 11, 24, 23] , the HRTF depends upon the directional parameters of the azimuth and elevation of the sound source relative to the head location. In the following discussion, the azimuthal localization of a single broadband signal source in anechoic acoustic environments is considered. We adopt a convention of directions indicated by Fig. 1 . Thus 0 lies directly ahead with positive azimuths to the right and negative azimuths to the left. We consider auditory processing relative to the left ear: thus the ipsilateral HRTF refers to the left ear HRTF and contralateral HRTF refers to the right ear HRTF. The stimulating signal is presumed to be a high frequency broadband source without the low frequency modulating components that can give rise to EIPD cues 5, 26] . The received sound spectrum, modi ed by the HRTF of the relevant azimuth can be expressed as X I (!; ) = H I (!; )X(!) ; (1) and X C (!; ) = H C (!; )X(!) ; (2) where X(!) is the Fourier transformed free eld sound source, X I (!; ) and X C (!; ) are the transforms of received signal at the ipsilateral and contralateral tympanic membranes, from the azimuth , and H I (!; ) and H C (!; ) are the HRTFs of the ipsilateral and contralateral ears associated with the azimuth . Yang et al. 25] showed that the anteroventral cochlear nucleus (AVCN) is capable of extracting a dilated version of the short-time amplitude spectrum of the stimulus at the tympanic membrane, namely, the auditory spectrum. In this model, the basilar membrane is modeled as a set of bandpass lters, whose center frequencies are logarithmicallysampled over the auditory frequency range. Thus, the auditory spectrum representation for the ipsilateral AVCN is given by X I (t; s; ) = 2( a s ! 0 2 ) j X I (a s ! 0 ; ) j : (3) In Eq. (3), X I (t; s; ) represents the short-time amplitude frequency response of the ipsilateral cochlear nucleus. At any given time t, this is the response of the bandpass lter displaced by s from the location of another bandpass lter with center frequency ! 0 . It is important to note that while the time index t suggests the time varying nature of this estimate, the auditory spectrum actually results from a short-time integration of the amplitude response in nerve bers connected to the basilar membrane 25]. X I (a s ! 0 ; ) is a dilated (log-frequency sampled) estimate of the signal spectrum X I (!; ) impinging at the ipsilateral tympanic membrane. a is the dilation constant for the bandpass lters.
The auditory spectrum is a representation of the frequency content of the auditory signal corresponding to a short time interval before t. Therefore a broadband sound source (with slowly varying statistics relative to this short-time estimation window) will retain its spectral characteristics in the auditory spectral representation. We deal with such stationary sources in our modeling. Hence the time variable t is dropped in the following expressions for readability. The information present in the spectrum X I and X C may be modeled as being distorted by additive noise 7, 14] , possibly due to errors in the estimation process of the auditory system. The binaural spectral ratio may be expressed as:
The estimated binaural spectral level di erence is given by The HRTF spectral level di erence vector A( ) has unique characteristics for every azimuth ( ) and elevation 7] . Hence a feedforward parallel distributed processing model which lters such incoming spectral ratios using optimally generated connection weights can be used to extract the direction of a sound source. These weights would then correspond to optimal patterns for localization. These patterns could be learned by the auditory system by a combination of reinforcement and supervised training induced by visual cues and other sensory data as a human grows in age and experience. The outputs of such a network would be neural activity patterns peaked in the localized direction.
Binaural Spectral Matching and a Matching Measure
The independence of the level of the binaural spectrum to the incoming broadband signal spectrum suggests that a recognition network using optimal matching techniques to recognize such patterns can be used to localize the source. The auditory spectral pattern vector for a particular source direction may be compared to a standard library of vectors, each representing a particular direction, to ascertain the best match. The HRTFs are the result of modi cations imposed on the spectrum by the pinnae, head and torso. The HRTF are also constrained by acoustics to vary smoothly with azimuth and elevation. This is observed in measured HRTF data 16, 7] . This observation allows us to visualize the HRTF level di erence at a particular frequency as a continuous smooth function sampled at di erent azimuths and elevations. HRTFs for intermediate directions can then be synthesized by interpolation. Such claims are borne out by experiments using the Convolvotron 23] . The Convolvotron successfully uses a bilinear interpolation scheme to synthesize transfer functions for directions for which the HRTF has not been sampled to provide a realistic simulation of a signal originating from the desired direction. In our work, we examine a subset of the HRTF level di erence vectors obtained by varying only the azimuthal location of the sound source in the horizontal plane.
The level di erence data used in our experiments is derived from the HRTF data set (SDO MP.DAT) of a good human localizer (SDO) used in the Convolvotron spatial audio system 23]. This data set provides HRTFs for 12 azimuthal directions 30 apart from ?180 to 150 , at each of 6 elevations 18 apart, from ?36 to 54 , as nite impulse responses with 128 coe cients each. The SDO data are resampled (at 44.1 kHz) minimum phase approximations of nite impulse response data originally measured at 50 kHz sampling rate by Wightman and Kistler 24] . The fast Fourier transform is used to determine the amplitude spectrum of these HRTFs. At each frequency the HRTF response is then resampled in 360 azimuthal directions using cubic spline interpolation. The splines are constrained to be azimuthally continuous at the 180 azimuth by interpolating between 150 and ?180 . This results in an HRTF amplitude spectral map for each ear which varies smoothly in azimuth along each frequency. The amplitude spectra of the HRTFs are warped to a logarithmic scale between 2 kHz and 20 kHz, the frequency range that is of interest in our modeling, and resampled uniformly at 128 points on this logarithmic scale. The ratio vectors of the ipsilateral and contralateral HRTFs are computed from these resampled HRTF amplitude spectra. Fig. 2 is an isometric plot showing the nature of the surface of the interaural HRTF level di erence data for the 0 elevation. Fig. 3 shows the HRTF level di erence vectors extrapolated to a full rotation in azimuth, then interpolated to obtain 1 of sampling. The localization problem is formulated as that of matching an arbitrary input vector to a set of stored template vectors. Mathematically the problem is stated as follows: given an M-dimensional input vector A e , (which represents the estimated binaural spectral vector of the incoming sound) and a set of M-dimensional template vectors T ( i ) ; i 2 f1 Ng, each corresponding to azimuth i , the aim is to determine which of the N templates matches the input A e best. The goodness of the matching is quanti ed by a novel Discriminative Matching Measure (DMM). Let the input vector A e be closest to the l th template T ( l ), and the matching scores of the input vector A e with the i th template T ( i ) be given by F A e ; T ( i )], where F ] represents the particular matching method used. (6) where i i 2 f1; Ng is the azimuthal angle of the i th template. j j mod180 is the modulo operator. This function ensures that the maximum measured azimuthal di erence is less than or equal to 180 . The DMM is inversely proportional to the weighted variance of the incorrect responses (due to all templates T ( l ); l 6 = i). The squaring operation in Eq. (6) penalizes incorrect scores as the square of the azimuthal error. The term discriminative is used here to denote that the ratio is between the response from the true directional lter and all other responses from the remaining o directional lters. This de nition of DMM is related to the de nition of Discriminative Signal to Noise Ratio (DSNR) that is used in the Expansion Matching (EXM) of templates 2]. However the DSNR emphasizes peak sharpness in the context of linear shift invariant ltering, whereas the DMM quanti es the ability of a matching method to distinguish one amongst a set of templates, with the added constraint that high responses farther from the location of actual desired peak response are penalized more. A large DMM score thus implies a good match and is desirable for a accurate and sharply peaked response. The broadness of the localization peak is somewhat analogous to the psychophysical phenomenon of localization blur. Typically, the smallest localization blurs observed in humans are about 2 in azimuth 3, 12] . This kind of response is also considered from a slightly di erent perspective in training our backpropagation network and is discussed in Section 8.1.
In the following sections, four matching methods used to estimate the azimuth of a sound source are discussed. In Section 4, we discuss the correlation or matched ltering approach. A maximum likelihood estimation procedure is outlined in Section 5. Both the above approaches are discussed in the framework of a neural network implementation. We present a novel ltering approach which optimizes the DMM in Section 6, and an approach based on fuzzy neural networks using the backpropagation algorithm in Section 8.
Normalized Correlation Matching
In the correlation approach, the set of template vectors are the original HRTF spectral level di erence vectors (T ( i ) = A( i )). The matching process is implemented by correlating the estimated binaural spectral level di erence vectors A e , with the template vectors A( i ), i.e. A T e A( i ) for i 2 f1; Ng. Correlation in general yields broad matching peaks and also many spurious responses, as the output response for a given template is directly proportional to the magnitude of the template vector. A vector A( l ) might have a large magnitude and thus give a larger response to an input A e , despite being azimuthally farther than some other candidate template with a smaller magnitude.
The amplitude sensitivity of correlation is reduced by normalizing all the template vectors.
Thus we de ne unit magnitude versions of the template vectors asÂ
The normalized correlation matching scores c ncor (i) can be de ned as c ncor (i) = A T eÂ ( i ) ; i 2 f1; Ng :
The normalized correlation matching scores are bounded by j c ncor (i) j j A e j. Equality is attained only when the input vector matches the corresponding template vector exactly (within a constant scale factor). The drawback with this technique is that it yields comparable scores even for non-matching templates, implying a very low level of discrimination. In other words, the results usually have low DMM scores. The correlation approach can be put in the framework of a neural network by arranging the template vectors as the rows of the weight matrix withÂ( i ) as the i th row. Each row is the weight vector for a given node corresponding to azimuth i . Thus, the response to an input vector A e is given by a N-dimensional vector c ncor with elements c ncor (i), for of each node of the network corresponding to a particular azimuth.
5 Maximum Likelihood Estimation Duda 7] advocates a statistical approach to the pattern recognition problem by using a maximum likelihood estimate of the direction (i mle ). With simplifying assumptions elaborated by Duda 7] , the problem of estimating the azimuth is reduced to computing the conditional density p( j A e ). By Bayes' rule p( j A e ) = p(A e j )p( )
When the posterior density is unambiguously concentrated about a particular azimuth, as is the case for a single sound source, the maximum likelihood estimate of the azimuth is the one that maximizes p(A e j ) in Eq. (8) . If the input ratio vector is assumed to be distorted by normally distributed zero mean additive noise , and if the values of noise at all frequencies are statistically independent and have equal variance, then A e can be given by A e = A( ) + : (9) A e is thus normally distributed with mean A( ). This leads to an estimate of the azimuth that minimizes the Euclidean distance between the estimated data A e and the set of known binaural spectral level di erence vectors A( i ). are of unit magnitude. The process of estimating the Euclidean distance between two vectors in the framework of a neural network model is not easy to visualize. While the maximum likelihood approach gives very good estimates, it su ers from the problems similar to those of normalized correlation approach. The response is not discriminative over the entire range of templates and may have multiple modes in the response vector. Thus an evaluation criteria like the DMM results in low performance. This is seen very clearly in Fig. 9 and Fig. 6 . The response is plotted as given by c mle (i) = 1:0 ? j A e ? A( i ) j j A e ? A( mle ) j :
Eq. (11) e ectively scales the response and allows it to be compared to the other methods described in this paper. The estimate mle is now at the maximum of this curve.
6 Optimal DMM Matching
In this section, a formulation leading to the design of templates which optimize the DMM is developed. These templates, when correlated with the input vector, yield maximal DMM.
In the following development the DMM is de ned in terms of the expectation operator to account for random estimation noise .
The input vector A e is assumed to be a noisy version of the l th binaural spectral level di erence vector A( l ), i.e.
A e = A( l ) + ; (12) where is a random noise vector. The DMM for matching the l th template can be rede ned for random signals as
E ] denotes the statistical expectation operator and ( l ) is the desired optimal template for matching the l th pattern. Eq. (13) reduces to the de nition of Eq. (6) for the case of deterministic values. In order to maximize the DMM, it is su ces to constrain the numerator of Eq. (13) and minimize the denominator. Using vector notation, the desired minimization can be rewritten aŝ
subject to the constraint
The constraint u l is user de ned and we nominally choose it to be 1.
The method of Lagrange multipliers is used to construct a single objective function from Eq. (14) and Eq. (15), as (16) where l is the Lagrange multiplier to be chosen to satisfy the constraint of Eq. (15) . If the noise in Eq. (12) is assumed to be zero mean and uncorrelated with the optimal vector ( l ), the following identities are obtained. 
where R A is the sample autocorrelation matrix of the binaural spectral level di erence vectors and R is de ned as the autocorrelation matrix of the noise. Using the identities given by Eq. (17) and Eq. (18) and taking the partial derivative of Eq. (16) with respect to ( l ) and setting to it to zero, we get
j l ? i j 2 mod180 R A + R ] ( l ) ? l A( l ) = 0 ; (19) which simpli es to 
From Eq. (20) and Eq. (21) the nal solution for (l) is
Thus, Eq. (22) yields the optimal DMM lter to be correlated with the input vector. This template can be made optimal in the presence of any known noise by including the statistics of the noise R in the above formulation. The optimal DMM lters are correlated with the input binaural spectral estimate. This provides a framework for a fully connected single layer network to implement the correlation mechanism in parallel as in the case of normalized correlation.
Experimental results in Section 9 con rm that this formulation is indeed optimal in the sense of DMM. In the case of additive white noise with increasingly large powers it is easily shown that the optimal DMM lter converges to the normalized correlation solution in the same manner as the Expansion Matching Filter developed in 2].
Estimating the Azimuth
Each of the above methods provide a set of responses c(i) ; i = 1; N, from which the azimuth has to be estimated in a consistent manner. The response vector is the result of matching the input A e to all candidate templates T ( i ). To obtain the estimate we used the resampled data to generate a 360 point output response. Thus, each matching method has the capability of estimating the azimuth to within 1 resolution. However, as can be seen from Fig. 9 , both the correlation approach and the maximum likelihood response have multiple modes and are not very discriminative. To avoid the errors that may be introduced by a response that has multiple modes, the azimuth is estimated as the centroid of the maximum mode fMg of the 360 point response vector. The centroid of the maximum mode is based on information that is distributed in the evoked response c(i) and is thus a reliable indicator of how well a method works in discriminating among inputs from di erent azimuths. This estimate is given by
c(i) (23) where the maximum mode fMg is de ned as the set of response azimuths f i g, that extend on either side from the azimuth of the peak response i peak til the azimuth corresponding to the rst minima in the response below half the amplitude of the peak response, i.e. fMg = f i j i 1 i; i peak i 2 g such that 
8 Matching Using Feedforward Fuzzy Neural Networks
In this section we examine a nonlinear neural network model based on the well known backpropagation algorithm. For details the reader is referred to 21]. The network consists of 128 input nodes corresponding to the dimension of the HRTF level di erence vectors. The network is trained with one hidden layer. The number of hidden nodes are chosen heuristically. The di erent HRTF level di erence patterns have about 15 signi cant features, which can be detected by visual inspection. The network tends to extract these features in the hidden nodes. Hence two di erent networks, one with 15 hidden nodes and another 30 hidden nodes, were tried. This permits the network to devote these hidden node to detecting these features and use them as a basis for recognition. The selection of the number of output nodes is regulated by the desired number of outputs. If one chooses to represent directions with 1 resolution, 360 nodes are required in the output layer resulting in a very large network with a very complex mapping. Such a network is consequently very di cult to train. To overcome this problem, we used a set of 12 fuzzy output nodes as elaborated below.
Fuzzy Neural Network Model
If there were a dedicated output node for each direction, then the desired response would be an increase in activity in the node l corresponding to the correct direction l with respect to all available localization nodes i ; i 2 f1; Ng. The required directional resolution of 1 implies a network with 360 output nodes which is large and complex consequently harder and more time consuming to train. We simplify the problem by using the smoothness characteristics of the HRTF as it varies with direction. We consider a network with 12 output nodes. 
Error Backpropagation Training
The weight assignment is done by using the well known backpropagation algorithm. The algorithms iteratively converges to a good local minimum on the mean squared error surface of the network mapping function 21]. The network is trained in a batch mode. The training data included the original twelve HRTF level di erence vectors corresponding to azimuthal directions 30 apart. As the training data set was very small, additional data was generated by using additive Gaussian noise. A mixture of such distorted vectors with SNRs of 25 dB and 28 dB along with the original training vectors was used as the training set. The use of training data with additive noise ensures robustness and better generalization capabilities 8]. One dimensional Gaussians as de ned in Section 8.1, were used as the target pattern for each direction.
Defuzzi cation of the Network Output
The response of the network output nodes, which are fuzzy variables, can be combined to generate an estimate of the azimuth. The output of the network is modeled after the function, sampled at points corresponding to 12 equally spaced azimuths. Thus it is expected to peak at the correct azimuth for a given input vector A e . We use the centroid of the response as the estimate of the localized azimuth. The centroid utilizes the distribution of the fuzzy membership values at all candidate locations to generate an estimate with a better resolution than that achievable using a small number of output nodes. Thus (25) where c bp (i) is the response evoked in the i th output node by the input vector A e . The azimuth i is normalized about the azimuth of the peak response i peak . Thus, i 2 i peak ?
180 ; i peak + 180 ]. This avoids branch discontinuities at = 180 , in computing the centroid. To estimate the DMM of such 12-dimensional response vectors and compare them with the 360-dimensional responses from the other methods discussed here, it is necessary to map the 12 point output vector to 360 points. We take a simple approach and use cubic splines to interpolate the response to 360 points. This is done in a manner similar to that used to interpolate the HRTF data as discussed in Section 3. The DMM can then be estimated from this vector, and compared to the DMM obtained for the other matching methods.
Experimental Results
The HRTF level di erence pattern matching problem was treated objectively as a pattern classi cation problem. Experiments were aimed at identifying the matching approach which best modeled the localization acuity of the human auditory system. The methods analyzed are based on normalized correlation matching, the maximum likelihood approach, correlation at. This indicates poor ability to discriminate between inputs from di erent azimuths, and consequently poor localization. with optimal DMM lters, and backpropagation trained fuzzy neural networks.
As elaborated in Section 3, ratio vectors for the 360 directions were generated by resampling the data using cubic spline interpolation of the measured HRTFs along each fre- quency. This satis ed the constraint that the HRTFs change smoothly along the dimension of azimuth. Two sets of experiments were conducted. The rst dealt with estimating the azimuth in zero-mean additive white Gaussian noise over a large range of input SNR. In the second set of experiments, localization acuity was considered in the face of distortions caused by missing data. The input vectors were distorted by zeroing the values of the input vector in a contiguous window. The distortion was quanti ed in terms of the number of data points (of a total of 128 sampled frequencies) that were zeroed. Because of the log-frequency sampling used to derive the HRTF level di erence vectors, this results in xed length windows having di erent bandwidths corresponding to di erent positions. For a fair and average estimate of the performance of each method the positions of the window in the vector were chosen at random. The tests were carried out over a range of window sizes. Response amplitudes are indicated by brightness on the gray scale. Each resulting image is a de ned in terms of the -axes. Coe cients along the axis indicate the localization response resulting from matching an input HRTF level di erence vector A e corresponding to direction l with the various directional lters or templates T ( i ). As explained in Section 8.3, the results for the backpropagation experiment are resampled from 12 outputs. A good match for A e (corresponding to the azimuth l ) with good discrimination is indicated by a peak value at or near the point ( l ; l ) with all other points ( l ; i ) ; i 6 = l being minimized. Ideal localization would result in all the points along the diagonal having peak response with the o diagonal response minimized. The results for both the optimal DMM matching method and for the fuzzy neural network are fairly well peaked along the diagonal and are indicative of good localization with high DMM scores and and low RMS errors. The normalized correlation result shows much broader and atter peaks and higher average response energy at all locations which hampers correct localization. Similarly the result of using the Euclidean distance arising from the maximum likelihood approach shows broad peaks and multiple response modes. This is evident from Fig. 9 where typical responses to the binaural spectrum for l = ?107 are shown. These pro les are drawn from Fig. 5, Fig. 6, Fig. 7 and Fig. 8 . Fig. 10 and Fig. 11 shows scatter plots of the estimated azimuths for the data corrupted by additive noise. The fuzzy backpropagation approach and the optimal DMM approach are quite accurate. The normalized correlation and maximum likelihood approaches tend to localize to either side of the head sounds which are a bit o the median plane. and maximum likelihood (MLE). The MLE approach based on the minimum Euclidean distance gives broad peaks, which biases the centroid estimation towards either side of the head. The experiments were carried out over a large range of SNR varying from 0 dB to 50 dB. Vectors from all 360 directions were localized in the presence of noise. The e cacy of each method was graded in terms of average DMM and the Root Mean Squared (RMS) error in localization for a given input SNR. The RMS error was estimated over 360 inputs, each corresponding to a di erent azimuth. The four methods were tried over input SNRs ranging from 0 dB to 50 dB. The average DMM obtained over 360 directions for these noise values is shown in Fig. 12 . The RMS error in localization for each method is shown in Fig. 13 . ing using optimal DMM ltering (ODMM), the fuzzy neural network (FBP) maximum likelihood (MLE) and normalized correlation (NC). The ODMM and the FBP curves have better DMM values. The DMM for the other two methods remain fairly low over the range of test SNR due to the bias observed in localization ( Fig. 10 and Fig. 11 ). optimal DMM matching (ODMM), the fuzzy neural network (FBP), the maximum likelihood (MLE) approach and normalized correlation matching (NC). Here the FBP curve is seen to be the best in localizing with minimum average RMS error followed by the ODMM curve.
The optimal DMM and fuzzy neural network approaches were seen to have better DMM and RMS error than either maximum likelihood or normalized correlation.
We also present the results of tests done with windowed data. The tests were carried out over a range of window sizes from 0 points to 50 points (about 40% of the vector size). Fig. 14 and Fig. 15 are scatter plots for experiments conducted with a window length of 25 points corresponding to about 19.5% missing data. The errors in estimated azimuths should be unbiased because of the random way the window is chosen. The fuzzy backpropagation network and the optimal DMM results are scattered about the diagonal as expected. However both the normalized correlation approach and the maximum likelihood approach exhibit a bias in estimation and tend to localize to either side of the head, inputs which are o the median plane. To get the best estimate for the maximum likelihood approach, the Euclidean distance between the vectors was calculated only for the data points which did not lie in the missing data window. Matching was carried out with windows of up to 50 points or about 40% of the vector size. These windows were randomly positioned along the frequency scale. The average DMM obtained over 360 directions for these window values is shown in Fig. 16 . ation by optimal DMM matching (ODMM), the fuzzy neural network (FBP), the maximum likelihood (MLE) approach and normalized correlation matching (NC) for inputs with missing data. It is seen that small windows of up to about 20% the vector size the fuzzy neural network and the optimal DMM method perform better than the other two methods.
The RMS error in localization for each method was also calculated and is shown in Fig. 17 . The optimal DMM and fuzzy neural network approaches were seen to have better DMM and RMS error in localization than either maximum likelihood or normalized correlation.
Conclusions
A novel approach to auditory information processing based on matching binaural spectral ratio vectors has been presented. The resulting pattern matching problem has been addressed from a signal processing viewpoint, and a novel Discriminative Matching Measure (DMM) has been formulated. The DMM has been optimized to yield a set of optimal DMM lters to solve the pattern matching problem. In addition, experiments were also carried out using three other methods: normalized correlation, maximum likelihood and fuzzy neural networks. Each of the above methods (except the maximum likelihood approach), ts into the framework of a parallel distributed model, a paradigm which can be used to model neural processing 21]. Experiments using these pattern matching techniques have been carried out to evaluate and prove the feasibility of localization using cues from binaural spectral ratio patterns.
It has been shown that the backpropagation-based fuzzy neural network and the optimal DMM lters are able to extract cues for localization even with distortions introduced due to additive noise and missing data. The fuzzy neural network approach achieved lower RMS errors, while the optimal DMM method achieved better DMM scores for the experiments with additive noise as expected. The minimum RMS localization error for the fuzzy neural network model is about 3 . The minimum error for the optimal DMM model is about 6 . This is comparable to azimuthal localization blurs observed in humans 12] which can be as good as 2 . The two methods are also modestly robust to distortions caused by missing data. Neither normalized correlation nor the maximum likelihood approach reliably match the test patterns to the correct azimuth.
Our approach to localization models a small but crucial part of the localization phenomenon, that of using source-independent spectral cues to localize a continuous broadband exciting source in an anechoic environment. Localization using HRTF level di erence templates can provide insight into how the peripheral auditory system might process spectral cues. Thus it complements localization models that are based on ITD and IID cues.
