At the heart of much scienti c computing are the algorithmic kernels often found in numerical software libraries. Numerical analysts and algorithm designers can be aided by various software tools in the design of their algorithms. We present a tool for matrix visualization and its application in the design and development of numerical algorithms for supercomputers. We discuss the development of the tool as an object-oriented distributed system and show examples of its use, including applications in linear algebra and performance monitoring. By using color computer graphics, one can gain insights into algorithm behavior, which can then be used to design more e cient numerical algorithms. Speci c use in the development of hybrid parallel algorithms for the singular value decomposition is highlighted.
Introduction
With the growing availability of supercomputers and parallel computers, a surge of interest in the development of e cient numerical algorithms for computationally intensive applications (e.g., signal processing, computational uid dynamics, and structural dynamics) has evolved. As numerical analysts develop innovative solution techniques, programmers endeavor to incorporate such techniques into existing large application codes in order to exploit sophisticated hardware. Both tasks can bene t from tools to visualize the behavior and performance of the numerical algorithms.
With visualization tools for numerical linear algebra research, one can easily represent the static and dynamic structure of a matrix. The static structure might be the pattern of zero and non-zero elements or the magnitude of the elements. The dynamic structure refers to those regions (e.g., rows, columns, or elements) of the matrix which are a ected by the algorithm at a particular step. Color or grey level can show the static structure of the matrix, while a combination of color, highlighting, and animation can be used to reveal the active portions of the matrix. The graphics technology used in matrix visualization is not new, but this application of computer graphics has not been well exploited. We particularly emphasize the avail-ability of graphics techniques, and their application in mathematical software development. Some may perceive graphics as di cult to apply. We attempt to show the usefulness and ease of matrix visualization.
It is important to distinguish this work as a type of data structure visualization and di erent from current work in algorithm animation. Computer graphics has been used in MAP to display memory access patterns in Fortran programs 5]. This package denotes access of matrix elements by color coding. MAP depends on a preprocessor to instrument a program with data collection calls. At execution time a trace le is written for subsequent rendering by the display program. An nice performance evaluation tool, MAP does not interact with an executing program, nor does it show the contents of a data structure. In 17] an abstraction function is used to map computational states to objects. A rendering function maps the objects into images. Again, the objects are removed from the actual data structures by this abstraction.
Algorithm animation has been used to show behavior and performance of algorithms in the diverse contexts of debugging, analysis, design. There is an attempt to model the process of the algorithm rather than show the literal contents of data structures. Here we present a case for a direct representation of the data structure's contents. As a special case, we have selected the two-dimensional array commonly used to represent a matrix.
In Section 2 we discuss a tool used for matrix visualization and some aspects of the tool's design. Section 3 provides an example of the use of this tool for research in key areas of numerical linear algebra, the symmetric eigenvalue problem and the singular value decomposition. Additional examples of matrix visualization are provided in Section 4. The nal sections discuss future directions and summarize our results.
Approach to Matrix Visualization
Our initial approach to matrix visualization was a short subroutine embedded in an application on a color Sun 3/110 workstation. This helped identify some of the key ideas underlying matrix visualization needs: the level of graphics, the program interface, color choices, and other display issues. The need for a more general purpose solution which would provide matrix visualization as an abstraction for the programmer became apparent.
Several display formats were considered. The three-dimensional mesh surface plots and contour maps, both commonly used for displaying surfaces, imply a continuity between matrix elements which does not exist in the purely mathematical abstraction. Also, mesh plots and three-dimensional bar charts both require views from several angles to obtain an unobstructed view of all the elements. There are high-end workstations which can rotate a three-dimensional wire frame or shaded image in real time. However, this capability is beyond the low-end workstations and personal computers which are present on most desks today. Further, there is a problem in publishing an image of an object that needs to be viewed from several angles. Therefore, a useful format is to represent each matrix element as a small colored square on the display with its color representing its value, and a matrix as a two-dimensional array of these elements. The remainder of this section provides an overview of MatVu, a matrix visualization tool.
Requirements
Matrix algorithms involve not only dense matrices (often square), from tens of rows and columns to hundreds of rows and columns, but also very large sparse matrices with thousands of rows and columns. Many of these matrices can not have all of their elements adequately displayed on a workstation with screens of approximately 1000 by 1000 pixel resolution (a pixel is a picture element or dot on the display). To discern algorithm behavior we need to look at the overall structure of the matrix as well as to zoom in on individual regions. In fact, it would be useful to simultaneously monitor several regions of one matrix, or perhaps several matrices at once.
There are three immediate uses envisioned for this visualization: algorithm development, program and algorithm debugging, and output of results. None of these necessitates extremely fast graphics performance, but development and debugging may require a dynamic tracking of the matrix data, showing screen updates of the matrix contents continuously or on request.
Our applications are supercomputer-based. Some are impossible to run on workstations or mini-computers due to speed or memory limitations.
However, most of the graphics hardware available to a scientist today can reside in his or her desktop workstation or personal computer. A viable tool will display a matrix from a supercomputer application on a workstation, and update the display throughout execution. We have no immediate need for graphical input of matrix values or locator information, but have not excluded such interaction from our design.
Graphics and Display Issues
The graphics concepts and algorithms are quite basic (see 11]). All the display algorithms are two-dimensional, and involve window and viewport transformations, polygon ll (usually supported in hardware), and the use of color maps. In contrast to state-of-the-art photo-realistic images, we are not interested in antialiasing the matrix ( ltering speci cally to compensate for sampling at a low frequency). To do so would distort the values and hinder the detection of sharp transitional boundaries. When displaying a very large matrix in its entirety, we do apply a crude lter to reduce the matrix size by a constant integer amount by averaging n adjacent elements in each direction. In this case, n is chosen to be the smallest integer for which both rows=n and columns=n will t in the available display area.
Individual elements of the original matrix are displayed by visually roaming through the matrix and displaying submatrices.
Matrices can be displayed on any raster graphics device in color or monochrome. Individuals with normal color vision can easily distinguish eight or more well chosen colors. Beyond this, the identi cation of a speci c color with a key becomes challenging. However, a large number of colors will help in showing the rate of change across elements rather than forcing intermediate values into only a few categories. On a black-and-white 1-bit deep frame bu er one can use dither patterns similar to a halftone screen to achieve approximately 8 easily distinguishable grey levels with a sacri ce in the resolution of the displayed matrix. By recognizing that each device has its own rendering methods and private data describing its parameters (e.g., resolution, colors), a device independent interface can be provided in the software. We bind a matrix object to a device when it is created. Each object may be associated with a di erent device or several with the same device. A procedure is provided to copy a matrix object but with a new device binding.
Thus, a matrix displayed on a color workstation can be copied to a hard copy printer. Although black-and-white Sun workstations dominate our network, deep blue, dark red, orange, yellow, and nally white). We have found empirically that these are intuitive and satisfactory. Ware's map is especially useful as it monotonically increases in luminence. This helps to reveal shape or structure while cycling through a range of hues which allows easier metric distinction.
Design of the Package
Our design treats a matrix view as an object. A well de ned set of proce- 
Program Interface
As most programmers are comfortable with the concept of subroutines or procedures, a good approach to providing a program interface is to allow the user to instrument his or her code with calls to MatVu library routines. The library model is object-oriented. Given the fact that most numerical soft-ware is written in Fortran, and that systems software and display drivers are often written in C, we are left few choices in the selection of implementation languages. Although neither C nor Fortran are object oriented languages, the procedures can still provide an object oriented interface and model to the application developer. We chose C and provided both a C and a Fortran procedure call interface. An important design criteria was that the interface be simple; i.e., a small number of procedure parameters, many values assumed or derived automatically, and minimal programmer-e ort to produce the graphics.
The steps a programmer goes through to use MatVu are listed here.
Many of the steps are optional and if omitted will have default actions and values selected.
input or create the matrix data in the program as usual create the matrix object set the element values in this object (optional) set/inquire matrix attributes (e.g., a label) (optional) set/inquire display attributes (e.g., color map or location) (optional) set/inquire scaling parameters (e.g., element value range) display the matrix The object must be created before it is manipulated, and the display step will normally be last, but the other steps are somewhat order-independent.
For each matrix to be displayed, the application creates an object by calling create matvu, which de nes the maximum matrix size, its storage mode (representation in memory), and its output display device. The return from create matvu is an opaque object handle which the program may never manipulate, but will pass into all other MatVu routines. The handle The display parameters include the physical region of the device used for display, the region of the matrix to display, the color map, and text labeling. A color bar can be displayed along with the matrix as a key to interpreting color. The display matrix procedure performs an immediate onetime display of a matrix. Procedure watch matrix will display the matrix and immediately update the screen for any future changes in element value or scaling transformation. In a sense, watch matrix is a shorthand to eliminate the need to explicitly display the matrix after each change. It should be used with some care as a full matrix rescaling and transmission to the graphics workstation may unduly a ect the responsiveness of the system. At times it will be better to batch changes to the matrix and only redisplay after several changes have been made.
Singular Value Decomposition
MatVu was implemented for the research and development of numerical algorithms. This section presents one of the speci c problems that motivated our work on MatVu and has in fact excited numerical analysts (to continue or to begin) to use graphics.
Introduction
The singular value decomposition (SVD) is commonly used in the solution of unconstrained linear least squares problems ( 10] ). In applications such as real-time signal processing, the solution to such problems is needed in the shortest possible time. Given the increasing availability of multiprocessor computer systems, there is also great interest in developing fast parallel algorithms for computing the singular value decomposition. In the preceding sections, we discuss a recent hybrid multiprocessor SVD method by Berry and Sameh ( 3] and 2]) whose behavior has been extensively analyzed through the use of MatVu.
De nition
Suppose A is a real m by n matrix with m n, and rank(A) = r. The singular value decomposition of A can be de ned as A = U V T ; (1) where U T U = V T V = I n and = diag( 1 ; :::; n ), i > 0 for 1 i r, 
A Multiprocessor SVD Algorithm
Given the m by n matrix A, where m n, we perform a block generalization of Householder's reduction ( 4]) A = QR; (2) where Q is m by n and has orthogonal columns. For rank de cient matrices A (i.e. r < n), the n by n upper-triangular matrix R will be singular.
Applying the one-sided Jacobi method ( 12] , 13], 15]) to the n by n upper triangular matrix R (which may be singular) from the block Householder factorization of A, we determine an n by r matrixṼ having orthogonal columns, as a product of plane rotations so that RṼ =Q = (q 1 ;q 2 ; :::;q r ); where the columns ofQ are orthogonal, and ij is the Kronecker delta. We then may writeQ as Q =Ũ~ withŨ TŨ = I r ; and~ = diag(~ 1 ; :::;~ r ); (4) and hence combining (4) and (5) we obtain R =Ũ~ Ṽ T : (5) From (2), (6) we obtain A = QR = QŨ~ Ṽ T = U~ Ṽ T ; (6) where U = QŨ. Thus we can realize the decomposition in (1) after determining the matrixṼ in (4). 
Visualization of the Numerical Decoupling
We de ne the one-sided Jacobi iteration on the upper-triangular matrix R R 1 , by R k+1 = R k V k ; k = 1; 2; :::;
whereD k is a diagonal matrix andẼ k is strictly upper-triangular. Then, E k ,Ẽ T k ! 0, and S k !D k =~ 2 as R k !Q in (4). This follows from (6), (7) Figure 1f indicate that the singular value approximations in that submatrix (yellow elements on the diagonal) are slightly more accurate approximations (to the cluster near 1) than those in the other three submatrices (assuming we decouple the 4 diagonal submatrices T 1 , T 2 , T 3 , and T 4 ).
Having gained insight into the apparent block diagonal form using MatVu, we then incorporate the numerical detection of the optimal form (8) into our one-sided Jacobi algorithm. In Figure 1 for example, one can numerically decouple either S 5 or S 6 into four independent smaller-order problems by computing the eigenvalues and eigenvectors of each of the principal submatrices, T i , (i = 1; 2; 3; 4), in parallel. This (numerical decoupling) property insures not only immediate parallelism for multiprocessor computer systems but also a signi cant reduction in the total number of oating-point operations, i.e. a lower algorithmic complexity. For machines having a hierarchical memory architecture (e.g., Alliant FX/8, Cray 2, CEDAR), the decoupling also yields greatly improved data locality in that the submatrices associated with the independent smaller-order problems may be stored completely within the fast local (cache) memories.
Given the quadratic convergence property of two-sided Jacobi methods for symmetric matrices having clustered spectra ( 20] ), we may obtain a faster global convergence for k > c if a two-sided rather than a one-sided Jacobi method is applied to each of the T i . Thus, a hybrid method consisting of an initial phase of several one-side Jacobi iterations followed by the two-sided Jacobi method on the resulting subproblems would combine the optimal parallelism of the one-sided Jacobi method and the fast convergence of the two-sided Jacobi method for clustered spectra.
The impact of the visualization of the block diagonal form (8) su ces. In the previous example, the static structure of the matrix is important. In this case, however, it is important to emphasize and observe the dynamic structure (the region currently active in the algorithm).
Data Display
The non-numerical content of a matrix may also be presented. 
Directions
MatVu and similar tools will continue to be used for linear algebra problems.
They will support other common matrix storage modes: sparse and symmetric. For certain functions and the internal data movement, optimization via permutation vectors for row and column position and swap primitives for rows and columns will be applied. The next level of interaction will allow the user to indicate an element with a mouse or other pointing device. The element's value will be displayed, perhaps with other user-speci ed information.
A broader area for consideration is the general visualization of data structures. Brown 6] shows the utility and viability of algorithm animation. He also mentions the importance of future work in this area, such as data structure visualization with a data structure browser and a way for the user to de ne the display format of data structures. MatVu serves as a prototype in the visualization of data structures. In that a matrix or two dimensional array has at least one clear pictorial representation that is easily understood, we have been able to look at the software model presented to the user. Having developed easy-to-use tools, one must then be able to instrument large application codes. Future work will look at this aspect of data structure visualization.
Conclusions
We have demonstrated that computer graphics can be usefully applied to the development of new numerical algorithms. The graphics gives the numerical analyst additional insights into the structure and behavior of algorithms used to manipulate certain data structures. These new algorithms can yield substantial overall performance improvements for various supercomputer applications.
We have demonstrated the usefullness of data structure visualization by limiting our initial investigations to matrices. We have found principles which are important in a tool of this nature. Minimal changes to an existing program will encourage the use of graphics. The display algorithms are simple and we do little analysis of the information in the data structure.
A distributed system with display on a remote machine is important for large-scale problems. Nexwork bandwidth on popular local area networks must improve however for real-time display. It is also important to produce a stand-alone program which can be used to examine existing data les with the full functionallity of the package. Once the subroutine library is complete this is a relatively easy task.
The design paradigm of an object-oriented system has bene ted us in Figure 1: One-sided Jacobi iteration matrices for a four-clustered spectrum.
