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Abstract
Augmented Reality can visually convey abstract concepts and 3D spatial informa-
tion in context with real-world objects, which makes it an ideal tool for training
and educational purposes. This masters thesis investigates the use of Augmented
Reality to assist with training for manual assembly and maintenance tasks. Im-
proving on prior research, this approach combines Augmented Reality with a robust
Intelligent Tutoring System to provide a more effective learning experience. After
developing a modular software framework, a prototype was created that teaches the
user to assemble hardware components on a computer motherboard. A thorough
evaluation of the prototype found that the new intelligent approach significantly im-
proves the learning outcome over traditional Augmented Reality training methods
that do not employ Intelligent Tutoring Systems.
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Glossary
Augmented Reality (AR) - A technology that seamlessly blends real-time im-
ages of virtual objects with images of the real world such that each virtual object
appears to exist at a fixed point in reality.
Domain Model - Part of an Intelligent Tutoring System that represents the
expert knowledge to be taught to the student.
Head-Mounted Display (HMD) - A mobile display device worn on the head
that provides an immersive first-person perspective.
Head-Up Display (HUD) - A screen-aligned graphical overlay that is not spa-
tially registered within a scene.
Intelligent Tutoring System (ITS) - A computer program that provides cus-
tomized instruction to the user.
Pedagogical Model - Part of an Intelligent Tutoring System that determines
the teaching strategies used to impart the domain knowledge upon the student.
Registration - The act of aligning coordinate systems between real and vir-
tual environments. In particular, image registration refers to the act of inferring
3D spatial coordinates from 2D camera images. A virtual object is considered
spatially-registered if it is anchored to a fixed position in the real world.
Scaffolding - A teaching strategy that entails scaling the level of assistance with
a task as needed based on how the student performs.
Student Model - Part of an Intelligent Tutoring System that represents the
student’s current knowledge within the learning domain as he or she progresses
through the tutoring process.
Tracker - A system of software and hardware components used to infer the relative
position and/or orientation of real objects.
17

Chapter 1
Introduction
Augmented or Mixed Reality allows the user’s view of reality to be combined with
virtual content that appears to be spatially registered in the real world (Azuma,
1997). This relatively new technology provides unique opportunities to extend
the breadth of human potential across multiple disciplines, including Medicine,
Architecture, Navigation and Education.
One area of particular interest is the use of Augmented Reality (AR) to as-
sist with training for manual assembly and maintenance tasks. Whether a person
is putting together furniture or repairing a car engine, these types of tasks are
inherently spatial in nature, and it can be difficult to teach someone to perform
particularly complex manual sequences without close instruction and supervision.
Unfortunately, personalized human assistance is not always available or cost effec-
tive. Many systems include instruction manuals containing diagrams that detail
the necessary steps to be performed, but these can be difficult and time consuming
to interpret and transform into applicable knowledge. Video tutorials are often
more effective tools because they harness the power of visual instruction, but in
many cases the user must repeatedly switch between the contexts of the video
and the real world environment. Furthermore, because the content of the video is
static, there may be differences between the task described in the video and the
real task to be performed.
Augmented Reality technology superimposes visual stimuli on top of the user’s
view of the real world. It has the potential to revolutionize education and training
due to its unique ability to visually convey abstract concepts and 3D spatial infor-
19
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Figure 1.1: Wikitude Drive - AR navigation application for the Android mobile
operating system.
mation in context with real world objects. For example, through the use of AR,
biology students learning about photosynthesis could walk outside and observe
real trees to see a visual model of sunlight being absorbed by proteins contain-
ing chlorophyll. Chemistry students could physically assemble virtual atoms into
molecules, and astronomy students could hold an interactive 3D model of the solar
system in their hands.
In addition to assisting with scholastic education and the teaching of abstract
concepts, Augmented Reality can also help with real world tasks. Civil engineers
can use AR to see pipes or cables beneath the ground in order to plan construc-
tion projects and to know where to dig when they are at the site (Schall et al.,
2009). Augmented Reality windshield displays can be incorporated into vehicles
to highlight the edge of the road and identify hazards at night and in heavy fog
where the driver has difficulty seeing (Tonnis et al., 2005). Navigation is another
large application domain, where AR displays can direct users to their destinations
or provide additional information about landmarks (Narzt et al., 2006). Figure
1.1 demonstrates Wikitude Drive1, which is an AR navigation application for the
Android mobile operating system.
Augmented Reality can also help with training. Like the aforementioned ed-
ucational applications, the goal of AR training is also to foster learning, but it
1Wikitude Drive - wikitude.com/category/02_wikitude/wikitude-drive, retrieved 7/02/2012
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focuses more on teaching the user to perform a practical task as opposed to con-
veying abstract knowledge. Many would agree that it is best to “learn by doing”,
and AR has the unique capacity to deliver hands-on training experiences where
users receive visual instructions in context with the real world objects they are
manipulating. Instead of reading text in a paper manual and following 2D dia-
grams, a person could simply look at a car engine while the AR display shows the
parts that need to be adjusted and the sequence of steps required to replace the
alternator. The AR approach has the potential to provide a more intuitive, in-
teractive and efficient training experience, and could open up new possibilities for
rapid skill development and personal growth. In theory the same hardware can
be used for multiple training applications, and one can imagine a future where
people can freely obtain AR tutorials to build or repair nearly anything.
There have been numerous investigations exploring the use of Augmented Re-
ality to assist with training for manual assembly and maintenance. These studies
have largely involved procedural tasks where the user follows visual cues to per-
form a linear series of steps (Feiner and Henderson, 2009; Baird and Barfield, 1999;
Caudell and Mizell, 1992). The prior research typically focuses on measuring and
maximizing the user’s efficiency while using the AR system, rather than concen-
trating on learning and retention of the underlying skills and principles. To that
end, the existing prototypes tend to be static in how they deliver the training
content—the experience is the same for every user, and the systems have little
regard for whether learning is actually taking place.
Intelligent Tutoring Systems are computer programs that provide customized
instruction or feedback to the student while performing a task (Psotka and Mut-
ter, 1988). Using robust Intelligent Tutoring techniques, the goal of this project
is to create a more interactive Augmented Reality training experience that re-
acts uniquely to each user. In addition to providing instructions in the form of
3D models and animations, the tutor actively observes the student’s behavior in
order to correct mistakes and provide meaningful feedback. By maintaining and
updating a model of the student’s cognition, the system can focus on filling gaps
in preexisting knowledge and improving skills in areas where the student does not
perform well. The hope is that this leads to enhanced knowledge retention and a
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more robust training experience. After all, the goal of Augmented Reality training
should be to efficiently impart the necessary skills and reduce reliance on the AR
tutor as quickly as possible—not simply to elevate task performance while using
the system.
Thesis Summary
This masters thesis began with a thorough review of existing literature in the
areas of Intelligent Tutoring Systems and Augmented Reality for education and
training. While there has been significant progress in each of these fields, there has
been minimal investigation into the combination of techniques from both domains.
After conducting the background review, a series of high-level questions were for-
mulated to provide the motivation for the new thesis research. The primary goal
was to determine whether the integration of ITS techniques can significantly im-
prove the effectiveness of AR training for assembly and maintenance tasks. To
achieve this goal, an AR framework was created that utilizes an ITS to provide a
robust and customized learning experience for each user.
To demonstrate the framework, a prototype application was created that teaches
users how to assemble hardware components on a computer motherboard. Due to
a lack of prior research investigating the combination of the two fields, the first
task was to determine the key properties any ITS should have in order to work well
with an AR interface in order to teach a physical assembly task. After outlining
a list of desired properties, seven existing ITS authoring solutions were examined
with respect to these characteristics. The clear winner was ASPIRE, which is
the constraint-based authoring system developed by the Intelligent Computer Tu-
toring Group at the University of Canterbury (Mitrovic et al., 2008). The next
task was to use the authoring interface in ASPIRE to create the ITS back-end
that controls the training process. After the ITS was completed, the software and
hardware components of the AR interface were developed, and the two modules
were connected to create a working system.
To evaluate the intelligent AR training approach, a traditional system was cre-
ated for comparison that was identical in every way except for features relating
directly to the ITS. The results of the evaluation revealed that participants who
23
used the intelligent system surpassed those who used the traditional system by
an average of 25% on written tests and also significantly outperformed them on
physical tests of their knowledge. On average, the intelligent tutor group com-
pleted the physical test 30% faster than the traditional group while also making
fewer mistakes. These results support the conclusion that the combination of
Intelligent Tutoring Systems with Augmented Reality training for assembly and
maintenance tasks can significantly improve the learning outcome over traditional
AR approaches that do not employ ITSs. Furthermore, the usefulness of the ITS
appears to be directly related to the complexity of the task. For very simple tasks,
the student is less likely to make a mistake, and thus the ITS does not greatly in-
fluence the learning process. However, for more complex or open-ended tasks, the
student makes more mistakes and the robust scaffolding and feedback provided by
the ITS has a greater impact.
24 CHAPTER 1. INTRODUCTION
Chapter 2
Background
2.1 Augmented Reality
Augmented Reality generally refers to technology that overlays virtual images onto
real-world objects, registered such that the virtual content appears to exist at a
fixed location in the real world. For example, rather than looking at a 3D model of
a building on a computer monitor, an architect could use a head-mounted display
(HMD) to view the virtual building sitting on top of a real table as if the model
actually existed in reality. As the person moves around the table in order to
view the building from different angles, the rendered image of the virtual object is
updated to show the correct perspective, maintaining the illusion that the object
exists at a fixed point in space.
Like many budding technologies, Augmented Reality was first conceived for
military applications. AR systems were used in the 1960s for fighter jet cockpits,
where they provided pilots with information about aircraft systems, navigation
waypoints, hazards and enemy targets. Researchers found they were able to re-
produce the information represented by the traditional gauges and screens on the
aircraft in graphical displays that superimposed information on top of the pilots’
view as they looked at the real world outside. The new displays provided numer-
ous benefits that significantly increased the proficiency of pilots in the field. Flight
data could be relayed in a more intuitive, graphical and dynamic manner, and the
cognitive processing required to decode the information was reduced. The con-
nection between pilot and aircraft was greatly enhanced, while overall situational
25
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and combat awareness also improved (Furness, 1986).
Major developments in consumer hardware and computer vision led to the
first academic Augmented Reality prototypes in the 1990s. A number of stud-
ies explored the AR domain during this time, and in 1997 R. Azuma conducted a
landmark survey of prior research and coined the widely accepted definition of AR:
Augmented Reality systems combine real and virtual, are interactive in real time
and are spatially registered in 3D (Azuma, 1997). The following year, J. Rekimoto
made an important breakthrough with his “Matrix” method for object identifica-
tion and registration (Rekimoto, 1998). This was the first major implementation
of a pose-estimation system utilizing 2D square-shaped bar code patterns that en-
code unique identification information—otherwise known as marker tracking. H.
Kato and M. Billinghurst developed the ARToolkit tracking library in 1999, which
further refined Rekimoto’s approach (Kato and Billinghurst, 1999). ARToolkit was
soon released to the public as an open-source project and became widely popular
among Augmented Reality researchers, commercial ventures and private individ-
uals alike. This dramatically increased the exposure and popularity of AR and
prompted the exploration of new interdisciplinary applications. ARToolkit and
other tracking libraries have more recently been implemented for mobile and web
platforms, which has created new avenues for research and commercial adoption
such as outdoor AR and web-based AR marketing. The Augmented Reality do-
main has since grown exponentially and is earning its place as a prominent frontier
of modern technological development.
2.1.1 Augmented Reality and Learning
One of the major interdisciplinary applications of Augmented Reality lies in the
realm of education. There has been a lot of research investigating the use of AR as
a teaching tool to improve learning performance on a range of subjects including
Physics (Buchanan et al., 2008), Medicine (Lamounier et al., 2010; Fuchs et al.,
1998), Chemistry (Fjeld and Voegtli, 2002), Biology (Weghorst, 2003) and reading
skills (Dünser, 2008). One of the first successful studies was conducted at the Uni-
versity of Washington in 2002, where researchers created an AR interface to teach
concepts involving the relationship between the earth and sun to undergraduate
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geography students (Shelton and Hedley, 2002). The participants were shown a
virtual 3D model of the earth and sun that they could pick up and manipulate
with their hands. The model showed four instances of the earth positioned around
the sun at locations which corresponded to the summer and winter solstices and
the spring and autumn equinoxes. The students could see how the earth’s axis is
always tilted in the same direction as it rotates around the sun, resulting in vary-
ing amounts of light reaching the northern and southern hemispheres at different
times of year. This naturally led to a discussion between researchers and subjects
regarding the cause of the seasons.
The AR interface allowed the students to view the model from any angle, and
the combination of the virtual view with reality allowed the students and teachers
to gesture at features of the model with their hands. The subjects were given
a pre-test and a post-test surrounding the AR tutoring session, and the results
demonstrated a dramatic improvement in understanding as well as a significant re-
duction in student misconceptions when compared to traditional (non-AR) teach-
ing methods. The researchers concluded that AR is useful for conveying concepts
involving 3D spatial configurations, and that the ability for the student to con-
trol the interaction in an intuitive manner provided a strong benefit (Shelton and
Hedley, 2002).
One major advantage of the use of Augmented Reality for learning is that it
can accommodate a variety of learning styles. One popular scheme for describing
learning aptitude was proposed by Felderman and Silverman (Felderman and Sil-
verman, 1988). In a similar fashion to the popular Myers-Briggs personality type
classification, Felderman and Silverman found that students can generally be cat-
egorized along five continua, which are summarized in Table 2.1 on the following
page. Traditional classroom approaches to education generally support students
who are passive, intuitive, symbolic, and deductive. Through the use of interac-
tive 3D spatial graphics, AR has the potential to engage students who are active,
sensing, visual, and inductive—making it an excellent complement to written text-
books and verbal lecture material. Many AR classroom studies have noted that
the most dramatic improvements were seen among the struggling C and D-level
students, who were not learning well with the traditional teaching methods, but
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Table 2.1: Felderman & Silverman’s Learning Continuum (Felderman and Silver-
man, 1988)
Active/Passive Actively exploring the world rather than
simply experiencing it
Sensing/Intuitive Feeling the world rather than thinking
about it
Verbal/Visual Also symbolic / visual. Learning through
symbolic descriptions of subject matter
rather than visual experience
Sequential/Global Following a process in pieces rather than
initially grasping the whole
Inductive/Deductive Generalizing rule from many examples
rather than extrapolating rule from axioms
and previously known rules
who in many cases were brought up to the level of A students through the use of
interactive AR experiences (Dünser, 2008).
2.1.2 Augmented Reality for Assembly and Maintenance
Training for manual assembly and maintenance is one type of learning that can
benefit significantly from the use of AR because these “hands-on” tasks are in-
herently spatial and lend themselves naturally to visual instruction. Augmented
Reality has a significant advantage over other display technologies in this area as
a result of its ability to provide 3D animations, text and graphical cues in context
with the real objects to be manipulated. Why look at a diagram of a car engine
in order to find a particular component when one can can simply look at the real
engine and allow an AR display to point it out?
There has been much prior research exploring the use of Augmented Reality
for manual tasks. In the industrial assembly realm, P. Caudell and D. Mizell
at Boeing developed one of the first landmark prototypes, which assisted with
assembling aircraft wire bundles (Caudell and Mizell, 1992). Their goal was to
improve worker efficiency and lower costs by reducing reliance on the traditional
templates, formboard diagrams and masking devices normally employed in the
assembly process. The display used simple wire-frame vector graphics to show the
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Figure 2.1: Augmented view of a BMW car door and locking mechanism (Reiners
et al., 1999).
path of the cable to be added to the bundle, and thus did not employ 3D graphics
hardware. The system was later evaluated by D. Curtis et al., who raised a variety
of practical concerns regarding the prototype and its deployment in a real aircraft
factory (Curtis et al., 1999). Another early investigation involved the creation
of a head-mounted monocular AR display to assist with car door lock assembly
(Reiners et al., 1999). Figure 2.1 shows the augmented view of a BMW car door
locking mechanism. This newer system used 3D CAD models of the car door
and internal locking mechanism, which provided improved spatial awareness over
the 2D graphics in the aforementioned Boeing wire bundle system. The system
guided users through the assembly process in a step-by-step fashion, responding
to voice commands to move between the steps. In their evaluation, Reiners et
al. found that the prototype was not stable enough for completely new users,
whose actions were often not within the anticipated operating parameters. The
researchers concluded that some introductory training was required to gain any
tangible benefit from the AR system.
These early studies soon led to the formation of several research groups dedi-
cated to exploring the use of AR for industrial applications. ARVIKA was a group
based in Germany whose mission was to use AR to implement user-oriented and
application-driven support for working procedures in the development, production,
and servicing of complex technical products and systems (Friedrich, 2002). They
received funding from the German Federal Ministry of Education and Research
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as well as various corporate sponsors to explore a number of areas, including au-
tomobile and aircraft manufacturing and power plant servicing. Their focus was
on practicality and applicability, since most previous AR prototypes were too un-
wieldy to be integrated successfully into industrial workplaces. The researchers
conducted usability tests to evaluate ergonomic aspects of AR hardware and soft-
ware, the time-cost and quality effects of the use of AR in the work process, and
the benefit of AR telepresence, which allows specialists to provide remote assis-
tance to technicians in the field. The studies found that the use of AR in industrial
development contexts can be extremely beneficial, and that the expensive nature
of AR systems is often offset by reduced development time and improved product
quality. For example, design engineers were able to rapidly evaluate ergonomic as-
pects of different aircraft cockpit prototypes by overlaying virtual layout elements
over real cockpit mockups, which significantly streamlined the design process. The
successful completion of the ARVIKA project in 2003 gave way to the formation
of ARTESAS—another German group with renewed funding for research into in-
dustrial AR applications (ARTESAS, 2003).
Another related research group, Services and Training through Augmented
Reality (STAR), was formed between research institutes in the USA and Europe
around the same time (Raczynski and Gussmann, 2004). The primary focus of
STAR was to develop new AR techniques for training, documentation and planning
purposes. One of the resulting prototypes allows a technician to capture video
of the work environment and transmit the images to an off-site specialist. The
specialist then annotates the video with drawing and text, which appears in the
worker’s augmented view in a spatially registered fashion. The researchers found
that this method of remote collaboration was an effective means of communicating
physical procedures and that it allowed a person with expertise to share his or her
knowledge efficiently with multiple trainees in different locations.
A more recent and noteworthy study in the industrial realm was conducted in
2009 by S. Feiner and S. Henderson (Feiner and Henderson, 2009). They devel-
oped an Augmented Reality application to support military mechanics conducting
routine maintenance tasks inside an armored vehicle turret. In their user study
involving real military mechanics, they found that the use of Augmented Reality
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allowed the subjects to locate components more quickly than when using tra-
ditional untracked head-up displays (HUDs) or computer monitors. They also
discovered that in some cases the AR condition resulted in less overall head move-
ment, which suggested that it was physically more efficient. The evaluation also
included a qualitative survey, which demonstrated that the participants found the
Augmented Reality condition to be intuitive and satisfying for the tested sequence
of tasks.
In addition to large industrial and manufacturing applications, Augmented
Reality has been used to assist with assembly and maintenance on a smaller scale.
A study conducted by A. Tang et al. prompted test subjects to assemble toy
blocks into specific configurations using several different forms of instruction (Tang
et al., 2003). The test conditions included the use of traditional printed media,
instructions displayed on an LCD monitor, static instructions displayed via a see-
through HMD, and spatially-registered AR instructions also using a HMD. The
researchers found that AR instructions overlaid in 3D on top of the toy blocks
resulted in an 82% reduction in the error rate for the assembly task. They also
found that the AR approach was particularly useful for diminishing cumulative
errors, i.e. errors resulting from previous assembly mistakes. Another study by
Robertson et al. used a similar set of test conditions and found that subjects
assembled toy blocks more quickly using 3D registered AR than with 2D non-
registered AR and graphics displayed on a HUD (Robertson et al., 2008).
These toy block assembly studies provide valuable insight, but the tasks per-
formed are somewhat abstract in nature. Augmented Reality has also been applied
to real-world assembly tasks in non-industrial settings. One such study conducted
by K. Baird and W. Barfield involved the assembly of components on a computer
motherboard (Baird and Barfield, 1999). In a similar fashion to the aforemen-
tioned toy block studies, the participants were asked to perform the task using
a number of different instructional media, which included printed material, slides
presented on a computer monitor, and screen-fixed textual instructions on opaque
and see-through HMDs. The researchers observed that the test subjects completed
the assembly task significantly more quickly and with fewer errors while using the
HMD displays. This motherboard assembly task is similar to the one designed
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for this thesis project, but it should be noted that Baird and Barfield’s system
did not employ spatially-registered AR and did not utilize Artificial Intelligence
when it prompted users to follow a rigid series of assembly steps. In addition,
their evaluation concerned itself only with the performance of users while using
the display and did not test knowledge retention after the training was complete.
A number of other similar studies have demonstrated positive results for the
integration of AR with real-world assembly and maintenance tasks in various do-
mains, including furniture assembly (Zauner et al., 2003), medical assembly (Nils-
son and Johansson, 2007) and laser printer maintenance (Feiner et al., 1993).
2.2 Intelligent Tutoring
The rise in information technology in the 20th century generated profound changes
in society, but had a relatively low impact in the area of education when compared
with many other disciplines. Early technologies such as movies, radio and televi-
sion were once expected to revolutionize education, but in practice had a limited
impact because they generally automated or replicated existing strategies as op-
posed to fundamentally improving teaching methods (McArthur and Lewis, 1993).
Beginning in the 1990s, advances in Artificial Intelligence, Cognitive Science and
the Internet have allowed technology to play a more significant role in teaching,
where it has since moved beyond mere duplication of traditional strategies.
Intelligent Tutoring Systems (ITSs) are computer programs that provide cus-
tomized instruction or feedback to the user (student) while performing a task
(Psotka and Mutter, 1988). They have surpassed previous e-learning approaches
by maintaining models of student knowledge, expert (domain) knowledge, and
pedagogical communication. These models allow ITSs to adapt uniquely to each
user, focus on problem areas and provide highly detailed feedback to promote
learning.
2.2.1 Model-tracing Tutors
Model tracing is the most widely used approach to developing Intelligent Tu-
toring Systems. Model-tracing tutors rely on production rules, which serve as
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a collection of strategies for solving problems in a particular domain (Mitrovic
et al., 2007). The relevant declarative knowledge about the domain is collected
and production rules are formulated to apply the knowledge to a particular prob-
lem. An example of declarative knowledge in the domain of geometry is "If two
sides and the included angles of two triangles are congruent, then the triangles are
congruent." Procedural knowledge on the other hand—formalized via production
rules—might involve skills of placing triangles into correspondence, determining
what an included angle is, setting sub-goals, and making inferences (Anderson and
Corbett, 1995). The act of learning takes place when the student comprehends
the declarative concept and applies the concept to solve problems through the use
of production rules.
There are numerous examples of model-tracing tutoring systems. Researchers
at the Learning Research and Development Center at the University of Pitts-
burgh developed Andes, an intelligent tutor designed to teach physics (Shelby,
2001). Andes was tested for two semesters in a basic physics course taught at the
U. S. Naval Academy and yielded positive results as measured by exam scores. J.
Anderson et al. of Carnegie-Mellon University developed several tutoring systems
to teach concepts in the domains of LISP programming, geometry and algebra
(Anderson and Corbett, 1995). These systems were widely successful and were
integrated into a number of high school curricula. The algebra tutor, called PAT,
was tested in three Pittsburgh high schools in 9th grade algebra classes. On aver-
age, the 470 students in the experimental classes outperformed students in regular
classes by 15% on standardized tests and by 100% on tests targeting concepts
directly covered by the tutor (Koedinger et al., 1997). These and other similar
studies demonstrated that laboratory tutoring systems can be robust enough to
be deployed in practical and unforgiving settings like metropolitan high schools.
2.2.2 Constraint-based Tutors
Continued progress in Intelligent Tutoring research in the late 1990s gave way to
a new approach called constraint-based modeling. Constraint-based tutors repre-
sent knowledge in the form of constraints, which state what ought to be so, rather
than generating specific problem-solving paths. By distilling domain knowledge
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into constraints, the tutor can model abstract features of correct solutions, as
opposed to generating procedures for performing domain-related tasks the way it
is done in model tracing with production rules. Constraints support evaluation
and judgment, not inference, and are used to represent both domain and student
knowledge (Mitrovic et al., 2007). A sample constraint for the domain of cooking
might be “When making steak, the meat must be allowed to reach room tempera-
ture before it is cooked.” The constraint implicitly contains a relevance condition
that describes when the constraint applies (when cooking steak), a satisfaction
condition that tests whether the constraint is met (the meat is at room temper-
ature), and a feedback message that tells the user what he or she is doing wrong
and encourages correct behavior, e.g. ”When preparing a steak, the meat needs to
be at room temperature before you can cook it.” By modeling this knowledge as
a general constraint instead of a production rule, it can apply to many different
scenarios involving steak, as opposed to serving as a specific procedure for making
a steak.
One of the primary centers of constraint-based ITS research is the Intelligent
Computer Tutoring Group (ICTG) at the University of Canterbury. SQL-Tutor,
the first constraint-based ITS, taught students how to query relational databases
using the SQL language (Mitrovic and Ohlsson, 1999). Through the use of almost
700 constraints, the system supports a wide range of problem types and can provide
extremely detailed feedback. The tutor also selects the problems to be presented
to the user based on performance with previous problems. The initial user study
found that after only two hours with the SQL-Tutor, students outperformed their
peers in a post-examination, scoring an average of three quarters of a standard
deviation higher on questions related to SQL query formulation (Mitrovic et al.,
2007). Following the success of SQL-Tutor, the ICTG has developed a number
of ITSs for a range of domains, including enhanced entity-relationship modeling,
English grammar and punctuation, data normalization and arithmetic relating to
capital investment.
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2.2.3 ITS Authoring
A major drawback to Intelligent Tutoring Systems is that they are often quite com-
plex and time-consuming to create. For example, it took approximately one hour
to fully develop and test each of the nearly 700 constraints in SQL-Tutor (Mitrovic
and Ohlsson, 1999). Furthermore, this metric is for an ITS expert who is familiar
with the constraint syntax and who is experienced with translating knowledge into
constraints. This complexity issue has led to the creation of authoring tools de-
signed to assist with ITS development. In 1997 A. Munro et al. at the University
of Southern California developed RIDES, a system that enables users to easily
author simulation-based graphical tutors (Munro et al., 1997). RIDES provides
support for domain modeling, contains editors for creating graphical components,
and generates rules that drive the simulation. RIDES was successfully used to
create tutors for medical devices, shipboard radar and other equipment. The pri-
mary limitation of RIDES is that it only supports a causal domain model without
support for conceptual knowledge, which means it is only suitable for modeling
physical devices and their operation.
REDEEM is another landmark ITS authoring tool developed by N. Major et
al. at Nottingham University (Major and Ainsworth, 1997). While prior ITS
authoring tools significantly accelerated the creation of ITSs, the authoring tools
themselves still required significant expertise. REDEEM was designed to integrate
concepts from psychology with ITS development to provide an authoring environ-
ment that allows teachers with limited ITS experience to create effective tutors.
REDEEM was successfully used to create a number of ITSs, including a genetics
tutor for 15-year-old high school students. One major limitation of REDEEM is
that while it does maintain a student model at a high level to dynamically select
learning activities based on the student’s performance, it does not customize the
learning activities themselves once they have been selected.
The ICTG at the University of Canterbury have also developed authoring sys-
tems for their newer constraint-based tutoring approach. WETAS is an authoring
tool aimed at experienced ITS developers, while ASPIRE is a newer web-based
system that caters to developers and teachers alike (Mitrovic et al., 2008). Using
ASPIRE, the ITS author first models the domain as an ontology of related con-
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cepts, then describes the structure of tasks to be completed by the students, and
finally provides a set of sample problems and solutions. The authoring system
then examines the data provided by the teacher and uses a machine learning algo-
rithm to automatically generate the constraints. Once the tutor has been designed
in the authoring interface, it can be easily deployed to a separate tutoring server,
which the students are able to access. ASPIRE supports a range of graphical and
text-based interfaces, and can use its student model to adapt the tutoring experi-
ence uniquely to each student. After testing ASPIRE with a number of teachers,
The ICTG researchers have found that their tool dramatically reduces the devel-
opment time of a constraint-based ITS, and that it is capable of producing robust
tutoring systems.
2.3 Intelligent Augmented Reality
While there have been a number of studies exploring the combination of intelligent
tutors with virtual reality (Mendez and Herrero, 2004; Evers and Nijholt, 2000),
there has been minimal prior research exploring the combination of Intelligent
Tutoring Systems with Augmented Reality. A few studies claim to have created
AR applications that are intelligent, but in practice these systems are minimally
intelligent and do not employ domain, student and pedagogical models to provide
a unique tutoring experience for each user. For example, Y. Qiao et al. developed
what they call an AR Intelligent Tutoring System that teaches users about the in-
struments and dials in a cockpit (Qiao et al., 2008). Their definition of intelligence
in this context stems from the fact that their system detects which cockpit com-
ponent the user is looking at and then displays relevant information describing the
component’s function. This context-based display interface is very different from
the kind of intelligence that is employed in the robust ITSs described in section
2.2.
S. Feiner et al. developed a prototype in the 1990s that employed what they call
Knowledge-based Augmented Reality (Feiner et al., 1993). Their system employed
a rule-based intelligent back-end called IBIS, which stands for Intent-Based Illus-
tration System. They used IBIS to dynamically generate graphics based on the
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communicative intent of the AR system at any particular moment. The commu-
nicative intent is represented by a series of goals, which specify what the resulting
graphical output is supposed to accomplish. For example, a goal could be to show
a property of an object, such as its location or shape, or to show a change in a
property. Feiner and his colleagues demonstrated their system with a prototype
that assists users with laser printer maintenance. While this system is intelligent
in how it generates the graphics that are displayed to the user, it is not intelli-
gent from a training or tutoring standpoint. The system does not model student
knowledge, and thus the experience is the same for each user.
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Chapter 3
Research Approach
The primary focus of this masters thesis project is to explore the combination
of Augmented Reality with Intelligent Tutoring Systems. AR has proved to be
an effective medium for visually conveying abstract knowledge and spatial con-
cepts—particularly when the virtual content is combined with the real environ-
ment in a meaningful way. Assembly and maintenance tasks are an excellent
application domain because the virtual content augments the user’s view of real-
ity in order to assist with a real world task. Both the real and virtual content is
meaningful, and they are shown together in context.
While there has been much research into the use of AR to assist with assembly
and maintenance, existing systems generally focus on improving user performance
while using the AR interface as opposed to teaching the user how to perform the
task without assistance. Most systems guide the user through a fixed series of
steps and provide minimal feedback when the user makes a mistake, which is not
conducive to learning.
Intelligent Tutoring Systems are a compelling means of applying Artificial In-
telligence in education. They generate a customized experience that is tailored to
the strengths and weaknesses of each user, and they provide highly detailed feed-
back that helps students learn from their mistakes and master the subject matter.
ITSs have been created for a wide variety of domains, but the interfaces employed
are normally text-based or simple 2D graphical applets, which limit their ability to
convey spatial or physical concepts. The integration of Augmented Reality inter-
faces with Intelligent Tutoring back-ends creates new possibilities for both fields
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and could improve the way we acquire practical skills and associated knowledge.
3.1 Research Questions
There are a number of research questions that provide the motivation for this
masters thesis. This section describes some of the fundamental questions and how
they are addressed.
How and to what extent can Augmented Reality-based training benefit
from the use of intelligent tutoring approaches?
This is the overarching question that drives my research. My hypothesis is that
AR training can benefit significantly from ITS approaches, but I must support my
claim with valid reasoning and evaluation. At each stage of the project, I consid-
ered how to best integrate Intelligent Tutoring approaches into my AR training
prototype. It is likely that some aspects of Intelligent Tutoring Systems are more
applicable in the AR domain than others. In order to maximize the performance
of the prototype, I selected an effective combination of techniques from both do-
mains.
What type of Intelligent Tutoring System is best suited for use with
Augmented Reality-assisted assembly and maintenance tasks?
As part of my initial research, I compared multiple Intelligent Tutoring approaches
in order to decide which type is best suited to my project. Tutoring systems
based on production rules lend themselves more naturally to procedural training
tasks, while constraint-based systems are generally more powerful when it comes
to modeling and applying domain knowledge. Choosing the right tool for the job
is important, and I investigated several different ITS solutions to find the best fit
for my prototype.
Can intelligent Augmented Reality-based training enable users to learn
and retain assembly and maintenance skills more effectively when com-
pared with traditional AR training approaches?
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This question has not been well-addressed by prior research. Previous studies have
observed improved user performance while using an AR interface when compared
with other training methods, but they have not attempted to address how well
the users learn or retain knowledge after the training is complete. The Intelligent
Tutoring back-end of my prototype allows the system to enhance learning effec-
tiveness and improve skill retention over non-intelligent AR approaches. I attempt
to measure this difference in my evaluation by switching between the ITS back-end
and a more traditional approach that follows a rigid procedure.
3.2 Prototype
In order to address the research questions outlined in section 3.1, I developed a
software framework that combines Augmented Reality-assisted training with In-
telligent Tutoring approaches. The system is designed to be as modular as possible
so that it can be easily adapted for new assembly and maintenance tasks. The
display elements and ITS domain model must be customized for each new sce-
nario, but the underlying software architecture, scaffolding algorithms and other
back-end processing remains the same.
The primary task used for evaluation involves training users to assemble com-
ponents on a computer motherboard. This includes sub-tasks like identifying indi-
vidual components, installing memory, processors and heat sinks. An AR mother-
board assembly training prototype was created by K. Baird and W. Barfield, but
their system did not employ spatially-registered AR and did not utilize Artificial
Intelligence when it prompted users to follow a rigid series of assembly steps (Baird
and Barfield, 1999). In addition, their evaluation concerned itself only with the
performance of users while using the display and did not test knowledge retention
after the training was complete.
Why Computer Motherboard Assembly?
There are a variety of reasons why intelligent AR-assisted computer motherboard
assembly is an ideal prototype system for my masters thesis. From a technical
standpoint, motherboard assembly lends itself well to the use of Augmented Re-
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ality. The majority of computer vision tracking algorithms involve estimating the
pose of flat surfaces. Motherboards and their components, such as memory, pro-
cessors and graphics cards are generally planar in nature with straight edges and
distinct features that make them easy for a computer to recognize and track. The
task itself has a good level of complexity—it is more realistic and practical than
assembling toy blocks, yet it is not overly complex within the scope of a mas-
ters thesis. The general motherboard assembly task can easily be divided into a
number of procedural subtasks, which makes it scalable and modular in nature.
Resource availability is a major consideration when conducting any kind of
research. During the project period, I was based at the Human Interface Tech-
nology Lab New Zealand (HITLabNZ) within the University of Canterbury. The
hardware and software required for the prototype (motherboards, head-mounted
displays, tracking software, etc.) is readily available at the HITLabNZ, and the
lab is has a wealth of expertise in the area of Augmented Reality. Similarly, the
Intelligent Computer Tutoring Group (ICTG) is also based at the University of
Canterbury, where researchers have been studying Intelligent Tutoring Systems
for more than 15 years. Another resource to consider is the availability of test
subjects to evaluate the prototype. At the university I had access to a wide vari-
ety of participants from different backgrounds. Computer motherboard assembly
is unfamiliar to many people, yet it is not so specialized that few would want to
learn about it.
Chapter 4
ITS Design
As previously mentioned in section 2.2, Intelligent Tutoring Systems have been
developed for a wide range of topics, including physics, genetics, programming
languages and English grammar. Generally speaking, the interfaces used with ITSs
have been centered around text, web forms, or simple 2D graphical widgets in the
style of Java applets. Thus, there are a variety of new design issues to be considered
when developing an Intelligent Tutoring System to be used with a 3D augmented
reality interface. This chapter covers the ITS design process—beginning with
identifying desirable ITS features, evaluating existing ITS authoring solutions with
respect to these characteristics, and justifying ASPIRE (Mitrovic et al., 2008) as
the final choice. Section 4.3 discusses the ITS creation in more detail and describes
the process of modeling the motherboard assembly tasks in ASPIRE.
4.1 Desirable ITS Characteristics
This section describes various ITS properties that are desirable for an AR training
task. Some of the following items pertain to more than just AR interfaces, and
are good features to have in any ITS.
4.1.1 Flexible Data Representation and Communication
To enable an AR interface to be coupled with an ITS back-end, the ITS must
be flexible in the way that it represents and communicates information. Many
ITS solutions are designed to interpret input from 2D interface components such
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as windows, text fields, buttons and sliders. The input itself typically consists
of simple data types such as strings, integers and floating point numbers. An
AR interface deals with higher-level data such as spatial position and orientation,
movement, 3D graphics and gesture recognition. Of course, all of this is ultimately
represented as a collection of lower-level data types, but an ideal ITS would be
able to directly interpret higher-level structures such as 3D transformation matri-
ces, physical/material properties and various methods of interaction beyond the
traditional mouse and keyboard.
More important than the data representation is the fact that the ITS must
be able to send and receive information from the AR interface. Ideally the ITS
would act as a server that can communicate over a network—it receives cues from
the AR interface, makes decisions based on the cues and sends the appropriate
feedback to be displayed in the AR view. This has the added benefit of allowing
the ITS and AR interface to run on separate machines. Many ITS solutions do
not offer this degree of flexibility with regard to communication, and are thereby
locked in to a particular style of desktop or web-based 2D graphical interface. For
example, the ITS might be hardwired to listen for events related to mouse clicks
and keyboard input, and therefore would not be well-suited to a 3D AR task.
4.1.2 Learner Control
There is a significant amount of research suggesting that students benefit most
when there are fewer restrictions imposed on the tutoring process. Providing
students with the freedom to explore and arrive at correct solutions via their
own cognitive processes can improve the learning outcome (Gilbert et al., 2009).
This goal can be addressed by support for non-procedural tasks, flexible solution
representations, and scalable feedback, which are discussed in detail below.
4.1.2.1 Support for Procedural/Non-Procedural Tasks
Procedural tasks have a defined algorithm or method for completion. For example,
there is a procedure to be followed when assembling furniture, adding fractions or
carrying out a chemical reaction. There may be some flexibility in the ordering
of individual steps, but there is still a defined process that arrives at a valid
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solution. Non-procedural tasks are less clearly defined and involve more freedom
of thought. For example, writing an essay or designing a database are more open-
ended tasks that do not have an exact algorithm or series of steps to be followed.
There may be guidelines, such as including an introduction at the beginning of
an essay and including a topic sentence at the beginning of each paragraph, but
these constraints are still quite general and do not describe an exact process.
AR-based training for assembly and maintenance traditionally involves more
procedural tasks that instruct the student to follow a series of defined steps. How-
ever, one can imagine an AR tutor that teaches students to plant a garden or
perform a similar less procedural task. The tutor may give general guidelines,
such as planting certain species next to each other or how deep to dig, but it
would not give the student a fixed series of steps describing exactly where each
plant should go. For this reason, the chosen ITS would ideally be able to sup-
port both procedural and non-procedural tasks, even though the majority of AR
assembly tasks are procedural.
4.1.2.2 Accepting Multiple Solutions
Another important property to consider when evaluating an ITS is its degree of
flexibility with regard to the representation of solutions. As previously mentioned
in section 2.2.1, traditional rule-based (model-tracing) systems represent solutions
as a collection of problem-solving procedures. They do support multiple correct
solutions for a single task, but each solution must be anticipated in advance by
the ITS developer and have an associated set of rules describing the procedure to
be followed to arrive at the solution. Constraint-based tutors, on the other hand,
describe abstract features of correct solutions via constraints. They do not detail
the exact procedure for satisfying the constraints, and thus are more flexible in
terms of accommodating multiple solution paths. The ITS developer does not
need to anticipate all correct solution procedures in advance.
While some AR-based training tasks follow a set of defined procedures, they
could also potentially benefit from the use of the more flexible solution represen-
tations found in constraint-based tutors. For example, when assembling a table,
it doesn’t necessarily make sense to follow a strict procedure to attach each of the
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four legs. It would be possible to create a set of rules for each possible solution
procedure, but that would be tedious and there might be valid solution paths that
are overlooked.
In contrast, a constraint-based approach would simply state that the table
must have four legs attached in the proper locations and orientations. It would
then be left up to the AR interface and the student to devise a method to meet
the solution requirements set forth by the tutor. If the ITS developer wanted
the student to follow an exact procedure, this can still be achieved by adding
additional constraints that detail a more strict solution path.
4.1.2.3 Flexible Teaching Strategy
Scaffolding is an educational concept that entails scaling the level of assistance with
a task as needed based on how a student performs (Wood et al., 1976). When
a student is learning a concept or skill for the first time, the system provides
detailed assistance with each aspect of the learning task. As the student becomes
more familiar with the task, the level of assistance is gradually scaled back until
the student is able to perform the task without assistance. If the student forgets
something or makes a mistake, the scaffolding kicks in and reminds the student
of the proper procedure. The goal is to reduce reliance on the system over the
course of the training period so that eventually the student can complete the task
without assistance.
Effective ITSs are able to adjust their teaching strategy to suit each student.
Prior research suggests that novice students benefit most from immediate inter-
vention and feedback when mistakes are made, while more knowledgeable students
benefit from less rigid instruction, which allows them the opportunity to discover
and correct their own mistakes (Gilbert et al., 2009). In general, students should
be given the minimum level of assistance required to successfully complete the
task (via scaffolding), and a minimal level of feedback in the form of hints when a
mistake is made. It is important for any ITS to be able to accommodate different
styles of instruction depending on the task to be performed and the student’s level
of expertise.
For example, in the case of AR assembly, the tutor might begin by asking the
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student to complete the task step without any visual cues, and if it determines
that the student is having trouble it would then intervene and guide the student
to perform the correct procedure. In terms of feedback, the ITS could intervene
as soon as it detects that the student is about to make a mistake, or it could allow
the student to make the mistake and then describe what went wrong. The ITS
would ideally be able to accommodate multiple teaching strategies like these in
order to best teach a particular task to a particular student.
4.1.2.4 Adaptive Student Model
One key characteristic of the most effective intelligent tutoring systems is that
they not only maintain a model of the student’s cognition as tasks are completed,
but they actively use the student model to dynamically influence the teaching
strategy on the fly. A student model typically contains information pertaining to
the student’s knowledge and performance on various tasks. Many ITSs merely use
this data to supply a report at the end of the tutoring session that describes the
student’s performance on various sub-tasks. More full-featured ITS solutions use
the student model to adapt instruction on the fly to the student’s knowledge level
and learning style. For example, if the student struggles on a particular sub-task,
the ITS may provide more assistance and revisit that task again in the future.
If the student completes the task with no assistance and without difficulty, the
ITS might consider the student to be an expert in that particular area and could
focus on other areas with which the student is less familiar. An adaptive student
model that influences instruction is a desirable feature for any ITS regardless of
the subject being taught or the interface used.
4.2 Survey of Existing ITS Authoring Solutions
As previously mentioned in section 2.2.3, Intelligent Tutoring Systems can be
incredibly complex and time-consuming to create. Depending on the type of tutor,
it can take 300-1000 hours of development time to produce one hour of learning
material (Murray, 1999). Thus, for the purposes of the master’s thesis project, an
existing authoring system was chosen in order to to rapidly produce the intelligent
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tutoring system for the AR training task. In section 4.1 I outlined a number of
desirable ITS features for an AR assembly task. In this section I evaluate several
existing authoring systems with respect to these criteria and justify my final choice.
4.2.1 CLIPS
In my survey of authoring systems, I examined a number of solutions that produce
different classes of tutors—some more intelligent than others. Some of the more
primitive tutors are based on expert systems, which are a predecessor to ITSs.
Expert systems consist of a model of expert knowledge that is imparted upon the
student by guiding the student through a rule-based procedure. These systems
are meant to solve a given problem, rather than teach, and thus do not concern
themselves with whether learning is actually taking place. More specifically, they
usually do not maintain a student model to track progress and adjust the teaching
strategy accordingly.
CLIPS is a software library that handles the development and execution of ex-
pert systems (Wygant, 1989). The primary advantage of using CLIPS is that it is
very flexible and can be easily integrated with any sort of interface, including Aug-
mented Reality. Its rule-based approach lends itself well to procedural tasks such
as AR-assisted assembly, although it would not be well suited to non-procedural
AR tasks. To make up for the lack of intelligence in expert system design, I could
use CLIPS to handle the basic tutoring and could separately implement my own
student and pedagogical models to make it more adaptive. However, I encoun-
tered other authoring systems that produce more intelligent tutors with student
models and pedagogical controls built in. Another disadvantage of CLIPS is that
the expert model and set of rules must be created manually, as opposed to other
authoring systems that can automatically generate rules or constraints based on
examples provided by the author. Furthermore, due to the strict procedural rule-
based approach, the author must anticipate all solution paths in advance, and
thus the system is incapable of accepting unanticipated correct solutions.
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4.2.2 RIDES
RIDES is a tutor authoring system developed by A. Munro et al. at the University
of Southern California (Munro et al., 1997). It produces simulation-based graphi-
cal tutors that enable students to learn about physical devices and their operation.
The developer can use the authoring interface to outline the domain model, design
graphical components and create rules that drive the simulation. The authoring
system can observe the author’s behavior with the simulated model and “learn by
example”, thereby automatically inferring the rules that govern the interaction.
RIDES has been successfully used to create tutors for medical devices, shipboard
radars and other complex equipment.
While the physical simulation-based approach of RIDES could be useful for
an AR assembly task, it is not a good solution for this project. One fundamental
issue is that the tutoring back-end cannot be easily decoupled from the graphi-
cal front-end. This means that integrating RIDES with an AR interface would
be a difficult task since it is designed to work with the integrated 2D graphical
interface. Another problem with RIDES is that it only supports a causal domain
model, without support for more abstract conceptual knowledge, which means
that it is limited to modeling physical devices and their operation. While an AR
assembly task is primarily a physical endeavor, there is still a significant amount
of conceptual knowledge that could be conveyed in order to provide context for
the student’s actions.
4.2.3 REDEEM
REDEEM was developed by N. Major et al. of Nottingham University (Major
and Ainsworth, 1997). It was created with the goal of integrating concepts from
psychology with ITS development in order to make a truly accessible ITS au-
thoring system. While prior authoring systems accelerated the ITS development
process, they were still not realistically usable by teachers with limited ITS expe-
rience. REDEEM primarily allows teachers to automate and dynamically control
the presentation of existing learning material. The author divides the learning
material into individual pages that are presented to the student based on the se-
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lected teaching strategy. The tutor receives input from the student in the form of
answers to multiple-choice questions, and can then use the student’s answers to
dynamically alter the teaching strategy.
While REDEEM has been successfully used to produce tutors on various topics,
including a genetics tutor for high school students, it is not well suited to AR
assembly tasks for several reasons. Firstly, like RIDES, it was not designed to work
with custom interfaces, and it would be difficult to decouple the interface built
into REDEEM from the tutoring back-end. Secondly, the fact that REDEEM
can only react to input in the form of multiple choice answers severely limits
the interactivity that it could provide for an AR assembly task. Clearly this
also restricts its ability to interpret unanticipated solutions or solution paths.
Finally, REDEEM doesn’t truly support the modeling of domain knowledge—it
merely presents existing material based on a set of properties configured by the
author. This means that the tutor is incapable of understanding the concepts and
interrelationships in the material it presents, which limits the intelligence of its
tutoring approach.
4.2.4 xPST
The Extensible Problem-Solving Tutor (xPST) was a collaborative effort between
S. Gilbert et al. of Iowa State University and the University of Tampa (Gilbert
et al., 2009). Unlike some of the other authoring solutions presented in this section,
xPST was designed specifically with the intent of providing a modular ITS back-
end that can be coupled with an existing front-end graphical interface with relative
ease. xPST produces model-tracing tutors, where the cognitive model describes
objects within the learning domain and rules are used to govern the interaction of
the objects. In general, every relevant interface element is mapped to an object,
and has one or more rules associated with it. The curriculum module contains a set
of tasks to complete within the interface. xPST employs an event manager module
to eavesdrop on user actions and send them to the tutoring engine, which then
supplies feedback to be displayed in the interface. The tutor is capable of running
as a server application, which communicates with the interface over TCP/IP.
xPST is a reasonable authoring candidate for an AR assembly tutor, but it does
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have some limitations. One such drawback is the fact that it does not appear to
have significant support for student modeling. The tutor generally carries out the
instruction in the same way regardless of how the student is performing. It does
provide feedback when a mistake is made, but it does not use this information
to alter the teaching approach. In addition, xPST does not support automatic
rule generation—the author must create the rules manually, which as previously
mentioned can be an incredibly time-consuming endeavor. Finally, like other
model-tracing tutors, xPST relies on production rules, which means that it is
incapable of accepting unanticipated solutions.
4.2.5 CTAT
The Cognitive Tutor Authoring Tools (CTAT) is a suite of utilities created by
V. Aleven et al. of Carnegie Mellon University (Aleven et al., 2006). CTAT
supports the creation of both “cognitive tutors”, which employ a domain model,
and “example-tracing” or “pseudo” tutors. Example-tracing tutors can be created
without programming or manual rule creation—the author demonstrates example
solutions, generalizes them, and then annotates them with hints and feedback to
be provided to the student. The CTAT suite also contains modules for evaluating
the educational impact of individual tutor features by automatically creating com-
parison tests between a tutor with the feature included and an otherwise identical
tutor with the feature omitted. CTAT supports the use of alternative interfaces,
and has been successfully used to instruct students on the use of existing applica-
tions such as Macromedia Flash 2004.
While CTAT is considerably more flexible than other ITS authoring solutions
such as RIDES and REDEEM, it still has some limitations that make it a poor
candidate for use with an AR assembly interface. While CTAT does support some
custom interfaces, it is currently limited to communicating with a few GUI tools
such as Java Netbeans and Flash. The tutoring engine is primarily designed to
interpret 2D interface interaction such as button clicks and keyboard presses, so
it would be difficult to adapt CTAT to a 3D AR environment. The automated
rule generation and solution generalization features are desirable, but they are
inconsequential if the tutor cannot communicate with the AR interface.
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4.2.6 XTA
The eXtensible Tutor Architecture (XTA) was developed by G. Nuzzo-Jones et
al. of the Worcester Polytechnic Institute (Nuzzo-Jones et al., 2005). It is an
authoring platform for creating and deploying model-tracing and example-tracing
ITSs across many different platforms. Like xPST and CTAT, XTA strives to
separate the ITS logic from the chosen presentation interface. The ITS logic
is divided into the Curriculum Unit, which describes the set of material to be
taught, the Problem Unit, which represents an individual problem to be tutored,
and the Strategy Unit, which allows for high-level control over the problems flow
and teaching approach. XTA does provide a form of adaptive instruction, where
submitting an incorrect solution can result in covering additional material on that
particular concept to reinforce the correct behavior.
While XTA is a very flexible ITS authoring tool, it suffers from the same
limitations as CTAT. The list of supported interfaces currently consists of Java
Swing, WebStart and HTML. These are tools for creating 2D interfaces and thus
they cannot be used for an AR application. Its adaptive instruction features
make XTA superior to CTAT, but again this is inconsequential if the tutor cannot
communicate with an AR interface.
4.2.7 ASPIRE
ASPIRE was developed by A. Mitrovic et al. of the Intelligent Computer Tutoring
Group at the University of Canterbury (Mitrovic et al., 2008). ASPIRE produces
constraint-based tutors, which use constraints instead of production rules to evalu-
ate student solutions. One significant advantage of the constraint-based approach
is that ASPIRE is able to accept solution paths that were not anticipated in ad-
vance by the ITS author. More information regarding constraint-based tutors can
be found in section 2.2.2.
The authoring interface in ASPIRE is web-based, and the ITS creation pro-
cess consists of a series of defined steps. The ITS author first models the problem
domain as an ontology of related concepts, then describes the structure of tasks
to be completed by students, and finally provides a set of sample problems and
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solutions. The authoring system then employs a machine learning algorithm to
generalize the sample problems and solutions and automatically generates con-
straints. Once the tutor has been designed in the authoring interface, it can be
deployed to a separate tutoring server, which the students can access.
Among the tutor authoring solutions listed here, ASPIRE is the optimal choice.
It has virtually all of the desired ITS characteristics outlined in section 4.1. AS-
PIRE supports both text-based and graphical interfaces, and also supports com-
munication over a network via a remote procedure call (RPC) protocol, which
would allow it to communicate with an external AR interface. In addition, it
has full support for student modeling and multiple teaching strategies, as well as
customizable levels of feedback. ASPIRE can also handle both procedural and
non-procedural tasks, which is another factor that distinguishes it from the other
ITS authoring solutions. As previously mentioned, the constraint-based approach
allows ASPIRE to handle unanticipated solution paths, and it automates the gen-
eration of constraints, which significantly reduces the ITS development time. One
drawback of ASPIRE is that it is not designed to directly interpret spatial or
graphical information such as 3D transformation matrices or material properties,
which would be useful for an AR tutoring system. However, ASPIRE does sup-
port many low-level data types such as integers, floats and strings, which can be
combined to represent more complex entities.
4.2.8 Survey Summary
Table 4.1 on the next page provides a summary of the survey results. ASPIRE is
the only system that meets all of the criteria outlined in section 4.1.
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Table 4.1: Comparison of ITS Authoring Solutions
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Figure 4.1: ASPIRE Architecture (Mitrovic et al., 2008).
4.3 Modeling the Assembly Task in ASPIRE
The ASPIRE system consists of two primary components—ASPIRE-Author and
ASPIRE-Tutor. ASPIRE-Author is a server that provides a web-based interface
for creating constraint-based tutors. After a tutor is created, it is deployed to the
ASPIRE-Tutor server, which is accessed by students. Figure 4.1 conveys the high-
level architecture of the ASPIRE system (Mitrovic et al., 2008). Modeling the
motherboard assembly task in ASPIRE-Author consisted of several steps, which
are described over the following subsections.
4.3.1 Domain Model
The first stage of the authoring process involves describing characteristics of the
teaching domain and composing an ontology of related concepts within the do-
main. Specifying the domain characteristics includes indicating whether the do-
main is procedural or non-procedural. If it is procedural, the author is required to
enumerate the general problem-solving steps associated with completing tasks in
the domain. In the case of the motherboard assembly tutor, the assembly task is
procedural in nature and has a discrete set of steps to be completed such as open-
ing the processor enclosure and inserting the processor in the correct orientation.
The system still allows for the flexibility of multiple solutions, but in this case the
solutions all conform to a procedural structure.
After specifying the domain characteristics, the designer uses a java applet em-
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Figure 4.2: Composing the domain ontology in ASPIRE.
bedded in the web-based authoring interface to model important concepts in the
domain, their properties, and the relationships between the concepts. A knowl-
edge domain often encompasses a wide range of concepts, and in this step the
author must determine which concepts are directly related to the problems the
students will solve using the tutor, eliminating those which are not necessary.
Figure 4.2 shows the domain ontology that was created for the motherboard as-
sembly tutor. The author creates an entity for each concept and then specifies
properties associated with the concept. For example, in the case of a memory slot
on the motherboard, an important property to include is an indicator of whether
the slot is open or not, since the slot must be opened before the memory can be
installed. This property can be represented as a true/false boolean value, and the
tutor utilizes this information when teaching the student to install the memory.
After creating an entity, the author attaches it to the hierarchical structure of all
of the domain concepts by connecting it to another concept with a directional link
that indicates an “is-a” relationship. Properties of parent concepts are inherited
by their children.
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4.3.2 Problem/Solution Design
After composing the domain ontology, the author specifies the structure of the
problems and solutions by indicating which ontology concepts are involved with
each problem-solving step. For example, installing computer memory involves four
steps: Identifying and picking up the memory component, opening the locking
levers at the ends of the memory slot on the motherboard, aligning the memory
with the slot in the correct orientation, and pushing the memory down into the
slot until it locks. Each of these steps has at least one domain ontology concept
associated with it, and each concept has properties that are used to determine
whether the student’s solution for each step is correct. In the case of the “open
locking levers” step, the ITS uses the boolean “isOpen” property of the “Memory
Slot” concept to determine whether the slot has been successfully opened or not.
The value of the boolean property is set via the AR interface, which is described
in the next chapter.
After designing the problem/solution structure, the next step of the design pro-
cess prompts the author to create the interface that the students will see when they
login to the tutor. Most tutors created with ASPIRE have web-based interfaces,
and this stage allows the author to create the layout of graphical components that
appear on the tutoring web page. In the case of the AR motherboard assembly
tutor, the students do not use the built-in web-based interface. Instead, the AR
front-end communicates with ASPIRE directly over a network.
4.3.3 Creating Problems and Example Solutions
After designing the problem/solution structure, the author uses the authoring in-
terface to create at least one problem to be presented to students, along with one or
more example solutions for each problem. Each problem fits the structure specified
in the previous authoring step, but has different values in the problem statement.
For example, a fraction addition tutor might have the following problem-solving
steps: Find the lowest common denominator, add the numerators together, sim-
plify the resulting fraction if necessary. Every fraction addition problem follows
this structure, but each problem and solution deals with different values, e.g. “Add
58 CHAPTER 4. ITS DESIGN
1/2 and 2/3”. In the case of the motherboard assembly tutor, the problem struc-
ture describes steps that apply to all motherboards, while a particular problem
and associated solutions apply to a specific brand and model of motherboard.
A key feature of ASPIRE is that it allows multiple solutions to be specified for
each problem. In the case of motherboard assembly, there is often only one way
to correctly install each component, but this is not always the case. For example,
a memory module can be inserted into one of several slots, and a heat sink with
a symmetrical design can sometimes be installed in more than one orientation.
Accepting these different configurations as correct solutions gives the student more
flexibility when solving the problem, which can enhance the learning outcome.
4.3.4 Constraint Generation
After all of the problems and solutions have been specified, the authoring system
automatically generates the domain model, which consists of all of the constraints
that describe the problems and solutions within the teaching domain. The con-
straint generation process utilizes a machine learning algorithm that generalizes
and specializes constraints as necessary based on the solutions provided by the
author. If only one valid solution has been provided for a problem, the constraints
will be very specific to that solution, while supplying multiple correct solutions
will result in more general constraints.
ASPIRE utilizes two types of constraints. Syntax constraints check whether the
student’s solution is in the correct form and that it follows the syntactic rules of the
domain; they ensure that all of the necessary solution components are specified,
that the correct data types are used, and that the components are related to
other solution components as necessary. Semantic constraints, on the other hand,
are used to check the validity of the solution once the syntax requirements have
been met (Mitrovic et al., 2008). For example, a syntax constraint might specify
that a floating point value representing the memory module’s orientation must be
included in the solution for the memory insertion step, while a semantic constraint
would check to make sure that the supplied orientation value is acceptable and
constitutes a valid solution. If an integer value is supplied for the orientation
instead of a floating point, or if no value is supplied at all, the syntax constraint
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is violated and an appropriate feedback message is relayed to the user interface.
If the orientation value is supplied correctly, but the value itself is incorrect, the
semantic constraint is violated and a separate feedback message is provided.
After the constraints are generated, the author can use the authoring interface
to edit the constraints by hand, as well as change the default feedback messages
to something more user-friendly. Rather than saying “The y component of the
position of the memory should be greater than 25.0”, this default message could
be changed to say “The memory is not positioned correctly. The correct location
is further to the right”, which is clearly more intuitive to a human student.
4.3.5 Tutor Deployment
When the domain model has been generated and the author is satisfied with the
constraints, the tutor is ready to be deployed to ASPIRE-Tutor, where it can be
accessed by students. The author can create individual accounts for students and
add them to groups, each of which can have customized settings. These settings
include specifying the type of feedback to be supplied as well as the progression
between the feedback levels as the student makes mistakes. Typically the system is
set to provide minimal help initially by only indicating that that student’s solution
is incorrect, but not showing how it is wrong. The tutor then provides more and
more detailed feedback hints as the student struggles with the problem until finally
the full solution is revealed. While this is the default behavior, the author can
alter this structure to provide more or less challenge to different groups of students
as necessary.
4.3.6 ASPIRE Summary
The ASPIRE authoring process allows robust constraint-based ITSs to be created
rapidly and without the need for programming. Rather than engaging in the time-
consuming process of creating individual rules or constraints, the author simply
outlines the important concepts in the knowledge domain, creates the problem
and solution structure, and provides examples of correct solutions. From these
examples and the domain ontology, the system automatically generates the con-
straints that govern the tutoring process. A total of 275 syntactical and semantic
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constraints were generated for the motherboard assembly tutor, which potentially
represents hundreds of hours saved from manual programming and testing.
In addition, the ASPIRE system automatically handles student modeling. The
tutor keeps track of each student’s performance, even between multiple tutoring
sessions, and can customize the tutoring experience for each person. This includes
providing varying levels of feedback as well as selecting problems based on the
user’s current level of knowledge or skill. Teachers are provided with statistics
about their students, including details of which constraints are being violated
as well as automated generation of learning curves that show how each student
performs over time. ASPIRE is also capable of communicating with an external
interface over a network connection. This gives it the flexibility to be integrated
into a variety of tutoring environments, including Augmented Reality. The next
chapter discusses the design of the AR interface that connects the ITS with the
student.
Chapter 5
AR Interface Design
This chapter covers the design of the Augmented Reality tutoring interface, which
relays information between the Intelligent Tutoring System and the student. The
flow of information moves in both directions. The interface visualizes instructions
from the ITS in the form of 3D graphics, animations, audio and text, which are
seamlessly blended with the student’s view of reality via a head-mounted display.
The interface then uses a camera to observe the student’s behavior and relays
information back to the ITS. The ITS analyzes the data, provides feedback about
the student’s performance and makes decisions about what material to present
next. In this way, the ITS acts as the brain of the system, while the AR interface
serves as the mouth and sensory organs that allow the brain to perceive and
communicate with the world.
This chapter begins by discussing the software architecture and the visual
elements that are displayed to the user. The first section also covers how the
Augmented Reality interface communicates with the Intelligent Tutoring System
over a network connection via remote procedure calls. The chapter concludes
by describing the hardware setup, including the head-mounted display and the
computer motherboard that was used for the prototype assembly task.
5.1 Software Architecture
The primary goal when designing the software architecture was to create a flex-
ible system that can be applied to a wide range of assembly and maintenance
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Figure 5.1: High-level software architecture.
tasks. The resulting software library is application-independent, and this general
framework was then used to create the interface for the computer motherboard
assembly prototype. All of the code that is specific to the motherboard assembly
tutor resides in a separate location from the framework, and this code can be
changed to accommodate a different training scenario with relative ease.
Another major design goal was to divide the framework into distinct modules
that work independently and communicate with each other as needed. This al-
lows the implementation details of each module to be abstracted from the others,
allowing changes to be made with minimal impact on other parts of the system.
For example, the underlying tracking algorithm could be changed from a marker-
based approach to a natural feature-based approach without affecting the display
or communication modules. Similarly, a different computer graphics library could
be substituted in the display module without affecting the others. This modu-
lar design minimizes the effort required to maintain and extend functionality by
allowing code to be reused whenever possible.
Figure 5.1 illustrates the high-level layout of the software architecture. At the
back-end, The Intelligent Tutoring System encapsulates the domain knowledge,
student model and pedagogical model, which allow it to control the teaching pro-
cess and provide a customized experience for each student. For further details
regarding the design and implementation of the ITS, please refer to Chapter 4.
The Augmented Reality interface, at the front-end, encapsulates the video capture,
tracking system, display and keyboard input, which are covered in detail later in
this chapter. The communication module serves to relay messages between the
AR interface and the ITS via XML remote procedure calls over a TCP/IP network
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connection. This allows the front-end and back-end modules to reside on separate
machines for increased flexibility.
5.1.1 Pre-existing Software Libraries
Creating an Augmented Reality interface completely from scratch would be far
beyond the scope of a masters thesis project. As such, a number of pre-existing
software libraries were used to streamline the development process. This section
provides a brief outline of all major third-party libraries used to create the inter-
face. The libraries are discussed in further detail later in the chapter.
• osgART1 (Looser et al., 2006) - Framework for creating Augmented Reality
applications in C++ that combines computer graphics, video capture and
tracking into a single package.
• XML-RPC For C++ on Windows2 - Lightweight software library that
enables client code to execute functions on a server using XML remote pro-
cedure calls over HTTP.
• XMLParser3 - A simple C++ class that converts XML strings to a hierar-
chy of nodes (and vice versa) for easy access to properties and values.
• Microsoft Speech API4 - Package included with Windows that provides
text-to-speech support for programs written in C.
5.2 Tracking Module
The tracking module enables the system to perceive the position and orientation
of the computer motherboard and its components relative to the camera affixed
to the head-mounted display. This serves two fundamental purposes: Firstly, it
allows the display module to render 3D graphics on top of the video frame in such
a way that the virtual models appear to reside in the real world. Secondly, the
tracking module relays information about the relative positions of the motherboard
1osgART - www.osgart.org, retrieved 7/02/2012
2XML-RPC - www.xmlrpc-c.sourceforge.net/windows.php, retrieved 7/02/2012
3XMLParser - www.applied-mathematics.net/tools/xmlParser.html, retrieved 7/02/2012
4SAPI - www.msdn.microsoft.com/en-us/library/ee125663.aspx, retrieved 7/02/2012
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Figure 5.2: The ARToolkit tracking algorithm (Kato and Billinghurst, 1999).
components to the Intelligent Tutoring System, which allows it to analyze the
user’s behavior, provide feedback and make changes to the teaching approach as
necessary.
The bulk of the work performed in the tracking module is handled by the under-
lying osgART software library. This package provides support for multiple camera-
based tracking algorithms via the use of plug-ins in the form of dynamically-linked
libraries. The details of each tracking approach are abstracted by the standard-
ized plug-in interface, allowing the programmer to focus on higher-level aspects of
building the Augmented Reality scene.
5.2.1 Tracking Algorithm
The tracking algorithm used with the motherboard assembly tutor is a variant
of the ARToolkit marker-based approach (Kato and Billinghurst, 1999). As the
description implies, this tracking algorithm utilizes two-dimensional fiducial mark-
ers that consist of black squares containing uniquely identifiable patterns. Figure
5.2 illustrates the algorithm procedure. The tracker analyzes video frames from
a camera, searching for black squares. For each square that is found, the system
examines the pattern inside of the square to determine whether it matches any
of the patterns it is programmed to recognize. The tracker is told the exact size
of each square ahead of time, so it is able to perform some complex calculations
to determine the position and orientation of the marker relative to the camera
with millimeter accuracy. The tracker is able to accurately detect and identify the
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squares even when they are at oblique angles relative to the camera.
The marker-based ARToolkit tracking approach was chosen for its performance
and ease-of-use. Before deciding upon this algorithm, another approach was con-
sidered. This alternative solution is able to directly track the natural features of
two-dimensional surfaces without the need for square markers. The natural fea-
ture algorithm requires greater processing power, but has the advantage of being
more accurate and reliable in addition to being resistant to occlusion. Unlike with
the marker-based ARToolkit tracker, the natural feature approach continues to
track an object even if it is partially obscured, provided enough distinguishing
features are visible.
Computer hardware components consist of mostly planar surfaces containing
a variety of distinct visual features such as metallic circuitry and embedded logic
units. It would have been advantageous to be able to track the components directly
without the need for obtrusive markers. However, initial testing revealed that the
motherboard and its components were in fact not flat enough to be considered
two-dimensional surfaces for the purposes of the tracking system. The tracking
worked well from an isometric perspective, but when the camera was tilted to a
slight angle, the tracking performance became unacceptably poor.
Because the novel focus of this masters thesis is to explore the combination
of Augmented Reality with Intelligent Tutoring Systems, rather than low-level
Computer Vision and tracking, the marker-based ARToolkit approach was deemed
sufficient for the purposes of the prototype, with the expectation that a superior
tracking solution could be substituted in the future with minimal effort.
5.3 Display Module
The display module is responsible for everything the user sees through the head-
mounted display. The HMD chosen for the project is a video-see-through device,
meaning the user looks at a screen that displays a video reproduction of their
first-person perspective via a camera attached to the front of the HMD. This is in
contrast to optical see-through HMDs, with which the user views the world directly
through a transparent medium onto which the virtual graphics are projected. Both
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approaches have advantages and disadvantages, but most consumer HMDs used
for Augmented Reality applications are of the video-see-through variety. Please
refer to section 5.5 for more details regarding the HMD used for this project.
As a result of this hardware choice, the first responsibility of the display module
is to obtain video frames from the camera and draw them on the screen. After each
frame is rendered, virtual graphics can be drawn on top of the video background
in order to create the illusion that they exist within the real scene. All of the
graphics produced by the display module are generated by the OpenSceneGraph5
computer graphics library (OSG), which has been integrated into the osgART
software package. OSG is based on the standard OpenGL6 API, and provides a
robust scene graph structure that sits on top of the basic OpenGL functionality.
In addition to built-in support for materials, textures, lighting and shaders, OSG
has a rich set of plug-ins that allow it to handle a wide variety of file formats for
images, 3D models and sound. All of this makes it relatively quick and easy to
bring in external resources and construct complex scenes.
5.3.1 Scene Graph Design
A scene graph is fundamentally a graph data structure that organizes the logical
and spatial layout of a graphical scene. Like all trees in Computer Science, it
contains nodes arranged in a hierarchical structure where each node can have
many children but only one parent. Operations performed on parent nodes are
automatically applied to their children, making it easy to organize complex series
of transformations and effects for groups of objects in a scene.
Figure 5.3 provides a highly simplified illustration of the scene graph node
structure that was created for the display module. Beneath the root node, the
content is divided into three sub-trees with different rendering priorities represent-
ing the three layers of graphics that make up the Augmented Reality interface.
The background layer, rendered first, consists of the raw video frames captured
by the camera. The middle layer, rendered second, contains all of the spatially-
registered 3D graphics that are overlaid on top of the video background and serve
5OpenSceneGraph - www.openscenegraph.org, retrieved 7/02/2012
6OpenGL - www.opengl.org, retrieved 7/02/2012
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Figure 5.3: Simplified diagram of the scene graph node structure created for the
display module.
as instructional cues for the user. The foreground layer, rendered last, contains
all of the screen-aligned 2D graphics for the head-up display, which shows textual
instructions and feedback from the Intelligent Tutoring System.
The majority of the work takes place in the middle layer. A graphical context is
created in which a virtual viewpoint is placed at the origin of a three-dimensional
coordinate system. The view from this virtual camera corresponds to that of
the real camera affixed to the head-mounted display. The real camera captures
the user’s view of the real world, while the virtual camera captures the same
perspective in the virtual world. The trick is to place the virtual objects in the
correct positions on the coordinate system so they match up with corresponding
objects in the real world. Then, when the two views are blended together, a
convincing illusion is created.
Once the virtual camera has been initialized, a scene graph node is created
for each of the fiducial markers used for tracking. For more details regarding the
tracking approach, please refer to section 5.2. Each marker node encapsulates a 3D
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Figure 5.4: First-person view of the AR display for part of the TV tuner instal-
lation task. The red-colored 3D model indicates how the component should be
inserted.
transformation matrix that represents the position and orientation of the marker
relative to the camera. Because the views from the real and virtual cameras
are superimposed, this transformation is valid for both the real marker and its
corresponding representation in the virtual world. It is the job of the tracking
system to constantly update the values of the virtual transformation matrices as
the real markers change position relative to the camera.
Each marker node may have one or more graphical objects associated with it.
In most cases these are 3D models, but there is also support for 2D images and
sounds. Because the model nodes are children of the marker nodes, they inherit the
transformations and are thereby “attached” to the markers. When the markers
move relative to the camera, the tracking system updates the transformations
and the models move accordingly. If a marker disappears from view, its children
are hidden until the tracking system finds it again. Some 3D models may have
animations associated with them, which are played automatically while the marker
is in view. Figure 5.4 shows a first-person view of the display for part of the TV
tuner installation task. The insertion animation is not visible in the picture.
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A static scene that always remains the same would not be very useful for
the purposes of an Augmented Reality tutor. The display module must be able
to dynamically adjust the scene on the fly as the user progresses through the
assembly or maintenance procedure. To accomplish this, the scene graph also
contains “switch” nodes, which are used to hide and show groups of virtual content
based on commands received from the Intelligent Tutoring System. Each step of
the assembly process has one or more switch nodes associated with it, which are
switched on when the task begins and switched off when the task is completed.
5.3.2 Creating 3D Models & Animations
Once the scene graph structure was designed, the virtual display content was cre-
ated. The 3D Studio Max7 graphic design application (produced by Autodesk)
was used to generate accurate 3D models of the components to be installed on
the computer motherboard, including memory, processor, graphics card, TV tuner
card and heatsink. Models were also produced for relevant parts of the mother-
board itself, such as the processor enclosure and memory securing mechanisms.
Other 3D models, such as arrows, were created to assist with guiding the user
through the tutoring process.
The models were then animated to illustrate the proper installation procedures.
For example, the graphics card is visibly pushed downward into the PCI express
slot, and the processor enclosure is opened before the processor is inserted. The
animations were embedded into the exported 3D model files, which can be loaded
directly into the display module by the appropriate plug-in in the OpenSceneGraph
software library.
5.3.3 Head-up Display
A head-up display (HUD) is a screen-aligned graphical overlay that is not spatially
registered within a scene. As the user looks around, the HUD components always
stay in the same place on the screen, which is in contrast to the spatially-registered
3D models that are anchored to a position within the scene. In this case, the pri-
mary function of the HUD is to display messages from the Intelligent Tutoring
73D Studio Max - usa.autodesk.com/3ds-max/, retrieved 7/02/2012
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Figure 5.5: A negative feedback message for the memory installation task.
System. These textual messages include instructions for performing tasks as well
as feedback about the student’s performance. The text is displayed across the top
of the screen and does not obstruct the user’s view. The messages from the ITS fall
into three categories—instructions, positive feedback (correct solution) and nega-
tive feedback (incorrect solution). The text is highlighted with a semi-transparent
background that changes color based on the message type. Instructions are blue,
positive feedback is green and negative feedback is red. Figure 5.5 illustrates an
example of a negative feedback message for the memory installation task. In this
case the memory module is in the correct position on the motherboard, but the
orientation is incorrect because it has been inserted into the slot backwards. The
ITS is able to distinguish between these conditions to provide specific feedback
messages.
The HUD also utilizes text-to-speech technology to read the messages to the
user. This is achieved via the Microsoft Speech API software library that is in-
cluded with the Windows operating system. While the pronunciation is far from
perfect, the spoken words certainly constitute a more natural form of interaction
that improves the tutoring experience.
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5.4 Communication Module
The communication module is responsible for relaying information between the AR
interface and the Intelligent Tutoring System. The ITS controls what the user sees
via the interface, and the interface tells the ITS what the user is doing. Because
the ITS was created using the ASPIRE authoring system, it is a self-contained
unit that resides on a dedicated server machine. This separation is advantageous
for number of reasons. The interface and the ITS can be situated in completely
different locations if necessary, and multiple interfaces can utilize the same ITS
server simultaneously via the use of sessions.
Interaction with the ITS is achieved via remote procedure calls over a TCP/IP
network connection. Remote procedure calls allow computer code on one machine
to execute code on another machine. In this case, the arguments to the remote
function are encoded as XML strings and sent to the server, which executes the
function and similarly encodes the return values. The communication module
utilizes a software library called XML-RPC for C++ on Windows to send and
receive the XML strings. Another library called XMLParser is used to perform
the actual encoding and decoding.
5.5 Hardware Setup
The hardware setup for the Augmented Reality interface consists of a head-
mounted display, a camera, a computer running the Microsoft Windows operating
system and the fiducial markers used for tracking. An Intel motherboard was se-
lected for use with the computer assembly tutor prototype in addition to the five
generic hardware components to be installed—memory, processor, graphics card,
TV tuner card and heatsink. Figure 5.6 on the following page shows the hardware
that was selected.
At least one unique marker was attached to each computer component to
enable the tutor to identify and track its position. The motherboard itself was
mounted on a sturdy wooden surface and surrounded with a configuration of eight
separate markers. This group of markers works together with the tracking system
to limit the effects of marker occlusion as users look around and move their arms
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Figure 5.6: Hardware setup, including motherboard components, fiducial markers
and HMD.
during the installation procedures. As long as the camera can see at least one of
the eight markers, the tracking system is able to determine the relative position
and orientation of the motherboard.
The HMD and camera combination chosen for the project is the Wrap 920AR
model produced by Vuzix8. Currently retailing at $1500 USD with a similar form
factor to normal sunglasses, this device represents the cutting edge of consumer-
grade wearable display technology. The HMD supports a resolution of 1024x768
pixels and effectively simulates a 67-inch television as viewed from 10 feet with a
31-degree horizontal field of view. Stereoscopic viewing is supported with a number
of 3D modes, and the front of the display is outfitted with two cameras for stereo
video capture at 30 frames per second. The device connects to a computer via the
standard VGA interface and also delivers audio via removable earbud headphones.
8Vuzix Wrap 920AR - http://www.vuzix.com/consumer/produces_wrap920ar.html, re-
trieved 7/02/2012
Chapter 6
Evaluation
This chapter covers the evaluation of the intelligent Augmented Reality tutoring
system. We begin by discussing the evaluation goals and experiment design, and
then present the results and conclusions that can be made. All documents used
in the experiment can be found in Appendix A.
6.1 Evaluation Goals
The primary goal of the evaluation was to test the prototype motherboard assem-
bly training system with a group of participants in order to answer the research
questions outlined in Chapter 3. The most important of these asks how and to
what extent Augmented Reality-based training can benefit from the use of intel-
ligent tutoring approaches. To address this question, the evaluation compared
the new intelligent Augmented Reality system with a more traditional AR tutor
that does not employ an ITS. Another important question involves examining the
difference in knowledge retention between the traditional and intelligent training
approaches, compared to only measuring performance while using the AR system
as previous studies have done. To accomplish this, the evaluation was split into
two phases—a training phase using the tutor, and a testing phase (without the tu-
tor) that measured the extent to which they retained the knowledge and physical
skills they acquired.
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Table 6.1: Feature comparison between the intelligent and traditional AR tutors.
Tutor Type AR Content HUD Audio Feedback Customized
Instruction
Intelligent Yes Yes Yes Yes Yes
Traditional Yes Yes Yes No No
6.2 Intelligent Tutor vs. Traditional Tutor
In order to evaluate the effectiveness of the intelligent approach, a traditional AR
training system was created for comparison. In order to isolate the intelligence
factor, the systems must be identical in every way except for the features related
to the ITS. This was relatively straightforward to achieve in the case of the moth-
erboard assembly tutor. Because the ITS is a completely separate module from
the AR interface, it was possible to remove this connection and create a version
of the tutor that proceeds blindly through the assembly steps like slides in a slide
show. This traditional system is like other existing AR assembly tutors in that
it does not customize the experience by paying attention to what the student is
doing and providing feedback—it simply shows the student what needs to be done
for each step and moves on. In addition, with the intelligent system, the ITS
controls the ordering of the assembly steps and can make decisions about what
material to present next based on the student’s performance. The ordering of the
steps in the traditional system is fixed. The tutors have the same interface and
provide the same visual and oral instructions for each step, so the only differences
lie in the features directly related to the ITS. Table 6.1 summarizes the differences
between the intelligent and traditional tutors.
6.3 Experiment Design
This section discusses the experimental design, including a formal definition of the
hypothesis, a description of each phase of the experiment and an explicit outline
of the procedure.
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6.3.1 Hypothesis
The experiment is designed to address the following overarching hypothesis: The
use of Intelligent Tutoring Systems with Augmented Reality training for
assembly and maintenance tasks can significantly improve the learning
outcome over traditional AR approaches that do not employ an ITS.
There are a variety of sub-hypotheses that will be used to confirm or refute this
conclusion in the analysis of the results (Section 6.5).
6.3.2 Description
During the experiment, the participants were split between two independent between-
subjects conditions. One group used the intelligent AR motherboard assembly tu-
tor, while the other group used the traditional AR tutor. Great care was taken to
select people who had minimal prior experience with computer hardware assem-
bly. To measure this factor, all participants were given a written pre-test asking
them to identify the five hardware components as well as indicate where they are
installed on the motherboard. In addition, on the post-experiment questionnaire,
the participants were asked to rate their own prior hardware experience on a scale
from one (not experienced) to seven (very experienced).
Following the written pre-test, the participants were given an orientation to
the AR tutor (intelligent or traditional) and its operation procedures. After they
put on the head-mounted display, the tutor guided them through the process
of identifying and installing five motherboard components—memory, processor,
graphics card, TV tuner card and heatsink. After all of the components were
assembled, the tutoring phase was complete and the participants were given a
written post-test that was similar to the pre-test to measure how well they learned
from the tutor. The two written tests covered the same material, but were not
identical.
Following the written post-test, the participants were asked to perform a phys-
ical post-test in which they attempted to assemble the motherboard components
once more—this time without the help of the tutor. The purpose of this phase was
to measure how well they retained the physical assembly knowledge gained from
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Figure 6.1: Participant assembles the motherboard with the help of the AR tutor.
the tutoring process. Given only the name of each component, the participants
had to correctly identify and install them one by one. In addition to qualitative
observations, a number of quantitative measures were taken during this process,
including task completion time and error counts.
After the physical post-test, the participants completed a questionnaire, which
prompted them to provide detailed feedback regarding their experience with the
tutor. In addition to asking about prior hardware experience, the questionnaire
contained a variety of questions with Likert-scale ratings. These asked the par-
ticipants to indicate whether they thought the tutor was effective, whether they
were satisfied with the 3D AR content, whether they thought the AR training
system was more effective than other types of media such as instructional videos
or paper manuals, and whether they felt physically or mentally stressed during
the tutoring process. Participants also had the opportunity to provide additional
written feedback in response to the questions.
6.3.3 Procedure
This section provides a concise outline of the experiment procedure.
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• Introduction - Participant is given an information sheet and completes a
consent form.
• Written Pre-test - Tests prior computer hardware knowledge.
• Orientation - Participant is introduced to the hardware and learns how to
use the tutor (intelligent or traditional).
• Tutoring - The tutor guides the participant to install the components.
• Written Post-test - Tests knowledge gained from the tutor.
• Physical Post-test - Tests physical skills gained from the tutor.
• Questionnaire - Subjective feedback.
6.4 Quantitative Results
A total of 16 people participated in the experiment. They were divided into
two even groups—eight participants for the intelligent AR tutor and eight for
the traditional AR tutor. This is a relatively low number for a between-subjects
test, but was deemed sufficient to satisfy the statistical requirements. All of the
participants were university students between the ages of 18 and 45. Because the
participants were divided into two groups (intelligent tutor and traditional tutor),
a series of paired and unpaired t-tests provided sufficient statistical analysis. In
general, conducting multiple statistical tests on the same data set necessitates the
use of Bonferroni correction, even when the conclusions supported by the tests are
independent of each other. Bonferroni correction greatly reduces the probability
of a Type 1 statistical error (false positive), so the p-value of each of the following
hypotheses is analyzed both with respect to the typical α = .05 (95% confidence)
and a corrected value of α/n = .0083 where n = 6 for the 6 tests being performed.
6.4.1 Written Pre-test and Post-test
Measured Results
Table 6.2 on the next page summarizes the written pre-test and post-test scores
for the intelligent and traditional tutor groups. The maximum possible score for
both tests was 10 points. The pre-test result for the intelligent tutor group was a
mean score of 2.50 points with a standard deviation of 2.27. The post-test resulted
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Table 6.2: Written pre-test and post-test scores for the intelligent and traditional
tutor groups. The maximum possible score was 10 points.
Group Pre-test Post-test Normalized Gain
Mean Std Dev Mean Std Dev Mean Std Dev
Intelligent 2.50 2.27 9.13 1.13 0.66 0.26
Traditional 2.63 1.92 6.63 1.77 0.40 0.21
in a mean score of 9.13 points with a standard deviation of 1.13. The mean of the
normalized gains (post-test score minus pre-test score for each participant, divided
by the maximum possible score) was 0.66 with a standard deviation of 0.21.
The pre-test result for the traditional tutor group was a mean score of 2.63
points with a standard deviation of 1.92. The post-test resulted in a mean score of
6.63 points with a standard deviation of 1.77. The mean of the normalized gains
for this group was 0.40 with a standard deviation of 0.21.
t-Test Results
It is important to establish whether the participants in each group had a similar
level of knowledge prior to using the tutor and that one group did not have a
significant advantage over the other. A two-tailed heteroscedastic t-test with two-
sample unequal variance was performed on the pre-test scores of both groups,
yielding a p-value of .907. This value is significantly larger than the α value of .05,
which means we do not reject the null hypothesis. This implies that there was no
significant difference in pre-test scores between the groups. In fact, because the
p-value is so large, we can be reasonably confident that a Type 2 statistical error
has not occurred (false negative). It does not make sense to apply Bonferroni
correction with this test because Bonferroni correction only protects against Type
1 errors (false positives).
To determine whether a significant level of learning actually took place with
each tutor, a two-tailed paired t-test was conducted on the pre-test and post-test
scores within each group, yielding p-values of .000183 and .00113 for the intelligent
and traditional groups respectively. Both of these values are significantly less than
the desired α value of .05, which results in a firm rejection of the null hypotheses.
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This implies that there was a significant difference between pre-test and post-
test scores within each group. Furthermore, the p-values are both less than the
Bonferroni-corrected value of .0083 (.05/6), which makes an even stronger case for
the effectiveness of both tutors.
It is also important to determine the value of the intelligent AR training ap-
proach. A two-tailed heteroscedastic t-test with two-sample unequal variance was
performed on the post-test scores of both groups, yielding a p-value of .00561.
This is significantly less than the desired α value of .05, which results in a firm
rejection of the null hypothesis. This implies that there was a significant difference
in post-test scores between the groups. Furthermore, this p-value is less than the
Bonferroni-corrected value of .0083 (.05/6), which makes a very strong case for
the superiority of the intelligent AR tutor.
A two-tailed heteroscedastic t-test with two-sample unequal variance was per-
formed on the normalized learning gains of both groups, yielding a p-value of .0460.
This is slightly less than the desired α value of .05, which results in a successful
rejection of the null hypothesis. This makes an even stronger case that the intelli-
gent tutor provides a superior learning outcome to the traditional approach. This
p-value is greater than the Bonferroni-corrected value of .0083 (.05/6), however,
which weakens the argument.
6.4.2 Physical Post-test
Measured Results
The quantitative measures for the physical post-test consisted of the number of
errors made and the total completion time to install all five motherboard compo-
nents. Table 6.3 on the following page summarizes the results. The mean physical
post-test completion time for the intelligent tutor group was 56.56 seconds with
a standard deviation of 11.31. The mean error count was 0.50 with a standard
deviation of 0.93. The errors generally fit into two categories—failing to match
the name with the correct component, or incorrectly performing the installation
procedure.
The mean physical post-test completion time for the traditional tutor group
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Table 6.3: Total completion time (seconds) and number of errors made during the
physical post-test for the intelligent and traditional tutor groups.
Group Time Errors
Mean Std Dev Mean Std Dev
Intelligent 56.56 11.31 0.50 0.93
Traditional 81.13 21.11 1.00 0.93
was 81.13 seconds with a standard deviation of 21.11. The mean error count was
1.0 with a standard deviation of 0.93.
t-Test Results
A two-tailed heteroscedastic t-test with two-sample unequal variance was per-
formed on physical post-test completion times between the groups, yielding a
p-value of .0148. This is significantly less than the desired α value of .05, which
results in a successful rejection of the null hypothesis. This implies that there was
a significant difference in physical post-test completion times between the groups.
The p-value is greater than the Bonferroni-corrected value of .0083 (.05/6), which
weakens the conclusion.
A two-tailed heteroscedastic t-test with two-sample unequal variance was per-
formed on the error counts for both groups, yielding a p-value of .298. This is
greater than the desired α value of .05, which does not allow for a rejection of the
null hypothesis. This implies that there was no significant difference in physical
post-test error counts between the groups.
6.4.3 Questionnaire
The quantitative portion of the questionnaire consisted of 10 Likert-scale ratings,
which prompted participants to indicate their prior computer hardware experience
level along with their opinions regarding their performance of the tutor. All of
the Likert-scales ranged from one to seven, and the results are summarized in
table 6.4. For more information about the individual questions, please see the
questionnaire in Appendix A.5.
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Table 6.4: Mean Likert-scale responses (ranging from 1 to 7) for the questionnaire.
The question numbers in the table correspond with those on the questionnaire.
Group Q1 Q2 Q3 Q4 Q6 Q8 Q9 Q10 Q11 Q12
Intelligent 3.4 6.0 6.2 6.1 6.1 5.8 5.6 6.5 1.4 1.6
Traditional 2.1 6.0 6.4 6.1 5.5 6.5 5.5 6.8 1.9 1.8
6.5 Analysis
This section provides an analysis of the experiment and its outcomes, beginning
with statistically-supported conclusions drawn from the quantitative results, mov-
ing on to examine threats to internal and external validity and finally discussing
pertinent qualitative observations and feedback from the questionnaire.
6.5.1 Statistical Discussion
As discussed in section 6.3.1, the experiment was primarily designed to address
the following hypothesis: The use of Intelligent Tutoring Systems with
Augmented Reality training for assembly and maintenance tasks signif-
icantly improves the learning outcome over traditional AR approaches
that do not employ ITSs. A number of statistically-supported sub-hypotheses
are listed here in order to qualify this general statement. Please see the quanti-
tative results (section 6.4) for specific details regarding the statistical tests per-
formed.
There was no significant difference in written pre-test scores between
the traditional and intelligent tutor groups. This conclusion implies that
the participants in each group had a similar level of knowledge prior to using the
tutors and that one group did not have a significant starting advantage over the
other.
The written post-test scores were significantly greater than the pre-test
scores for both groups. This conclusion implies that both the intelligent and
traditional tutors were successful at teaching the motherboard assembly proce-
dures. A significant level of learning took place with both tutors, which makes a
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solid argument for the effectiveness of AR training in general.
The written post-test scores for the intelligent tutor group were signif-
icantly greater than the post-test scores of the traditional tutor group.
This conclusion is essential to demonstrating the value of the intelligent AR train-
ing approach. Participants who used the intelligent tutor were able to learn and
retain knowledge more effectively than those who used the traditional tutor.
The normalized learning gains (post-test score minus pre-test score for
each participant, divided by the maximum possible score) were signifi-
cantly greater for the intelligent tutor group.
This conclusion makes an even stronger case that the intelligent tutor provides a
superior learning outcome to the traditional approach. The gain is a measurement
of learning improvement on per-student basis, which more directly examines the
impact of the tutoring experience. It is more difficult to obtain a significant
difference between groups using this metric, which is why it makes for a stronger
argument.
The Effect Size for the normalized gains was calculated to be 0.981,
which implies an expected test score improvement of nearly one stan-
dard deviation for students using the intelligent tutor over those who
use the traditional tutor.
The Effect Size is determined by computing the difference of the means of the
normalized gains for the two groups and dividing by the pooled standard deviation
of all of the gains for both groups. This value, calculated to be (0.663-0.40)/0.268
= 0.981, suggests that the improvement in test scores as a result of using the
intelligent tutor instead of the traditional tutor is expected to be equal to nearly
one standard deviation. This is a significant improvement.
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The task completion times for the physical post-test were significantly
less for the intelligent tutor group.
This conclusion demonstrates that participants who used the intelligent tutor com-
pleted the installation tasks in the physical post-test faster and more confidently
than those who used the traditional tutor. This suggests that the intelligent tu-
tor was not only more effective at instilling theoretical knowledge, but also more
effective at teaching the physical skills.
While the participants in the intelligent tutor group made fewer errors
during the physical post-test than those in the traditional tutor group,
the difference was not found to be statistically significant.
Unfortunately it was not possible to conclude that there was a statistically signifi-
cant difference in error rates between the groups. A successful rejection of the null
hypothesis would have made a strong argument that participants who used the
intelligent tutor were able to retain knowledge of the correct physical installation
procedures to a significantly greater extent than those who used the traditional
tutor.
6.5.2 Questionnaire Likert-scales
None of the Likert-scale ratings on the questionnaire yielded statistically signifi-
cant differences between the intelligent and traditional tutor groups, but the opin-
ions expressed are still interesting as they pertain to both AR tutors. The Likert-
scale answers support the following conclusions. The mean and standard deviation
of the responses for each question can be found in section 6.4.3.
The participants generally had little to no experience with computer
hardware assembly procedures prior to the study.
44% of the participants had no prior experience at all, while 69% rated them-
selves three or lower on a seven-point scale from “not very experienced” to “very
experienced”. None of the participants rated themselves "very experienced".
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The participants from both the intelligent and traditional groups felt
strongly that the tutor was effective and that they were successfully
able to learn the assembly tasks.
81% of the participants rated their level of agreement at six or higher out of seven
with the statement that they were successfully able to learn the motherboard
installation procedures. 81% also rated the effectiveness of the tutor at six or
higher. None of the participants felt that they were completely unsuccessful or
that the tutor was ineffective.
The participants felt strongly that the Augmented Reality tutoring ap-
proach was a more effective method of teaching motherboard assembly
tasks then reading an instructional manual, and, to a lesser extent,
more effective than an instructional video.
81% of the participants rated their level of agreement at six or higher out of
seven with the statement that the AR training approach would be more effective
than reading a paper manual. 56% had the same level of agreement with the
statement that the AR training approach would be more effective than watching
an instructional video.
The participants found the Augmented Reality tutors to be very inter-
esting, and they experienced low levels of mental and physical stress
during the tutoring process.
94% of the participants rated their interest level with the AR tutor at six or higher
out of seven. 88% of participants rated their mental stress level at two or lower
out of seven, while 81% rated their physical stress level at two or lower.
6.5.3 Qualitative Observations & Feedback
There are a variety of interesting qualitative results stemming from experimenter
observations and written questionnaire answers.
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Qualitative Feedback
The written feedback on the questionnaire was generally quite positive for both the
intelligent and traditional AR tutors. Most participants felt that the visual step-
by-step instructions were very helpful—the tutors allowed them to proceed at their
own pace without the overhead of stopping and starting a video or interpreting
written diagrams. The immersive first-person experience provided by the head-
mounted display was engaging, and the system as a whole was interesting and fun
to use. Some of these responses can be attributed to the novelty factor associated
with Augmented Reality, but the fact remains that the participants generally found
the tutors to be both effective and entertaining. Many of the participants in the
intelligent tutor group felt that the feedback provided by the tutor in response to
their solutions was very helpful in terms of confirming whether they were right
or wrong. This additional support more closely simulated a human teacher, the
result of which was reflected positively in the written questionnaire responses.
In addition to the positive feedback, there were a number of constructive crit-
icisms. Although the Vuzix Wrap 920AR head-mounted display represents the
latest in consumer HMD technology, the participants still found it to be somewhat
uncomfortable to wear. This issue was exacerbated by the fact that the display
was operated in monoscopic mode rather than stereoscopic, which resulted in a
lack of depth perception. As a result, participants sometimes found themselves
using the display to understand what needed to be done for each step, and then
directing their gaze beneath the display when actually performing the procedure.
A more comfortable display would eliminate the need for this context switching
and would improve the immersive quality of the experience.
Another criticism stemmed from the fact that the textual instructions were
screen-aligned in typical HUD fashion. Reading the text required the participants
to shift their focus from looking into the scene to looking at the text displayed
on the surface of the screen. It may have been more natural to use spatially-
registered text that appeared within the scene to keep the students immersed in
the mixed-reality environment. Other criticisms addressed the graphical glitches
that resulted from poor tracking performance. The virtual content would some-
times “jiggle” or disappear entirely when the tracking system was unable to obtain
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enough information about the markers. These issues could be addressed by sub-
stituting a more robust tracking approach—perhaps one that utilizes multiple
cameras and directly tracks the natural features of the motherboard components
without the need for markers.
Experimenter Observations
While determining the correct position of the components was relatively easy, the
participants sometimes had difficulty determining the proper orientation. This was
partially due to a lack of orientation cues in some of the virtual content shown via
the head-mounted display. The memory and processor are essentially symmetrical
in shape, and it can be difficult to determine which direction the virtual rendering
is facing when there are no distinguishing features indicating which side is which.
In these cases, It would be helpful to have some additional AR cues to help the
student infer the correct orientation. One idea would be to attach virtual arrows
to the motherboard slot as well as the actual component to be inserted, prompting
the student to line up the arrows with each other.
When this type of orientation mistake occurred, the intelligent AR tutor was
able to detect the error and inform the student that the orientation was incor-
rect. The participant was required to correct the mistake before being allowed to
proceed. The traditional tutor by nature was unable to observe or correct errors,
and they often went unnoticed by the student. In these cases, the student typi-
cally made similar mistakes during the post-test. This supports the claim that the
added feedback from the Intelligent Tutoring System improved the learning out-
come over the traditional AR training approach, particularly in situations where
it is easy to make a mistake.
There were a few instances where the Intelligent Tutoring System was a detri-
ment to the learning process. Due to the challenge of robustly tracking the mother-
board and its components in 3D space, there were times when the tracking system
relayed inaccurate information to the ITS. This often resulted in false-negative
responses where the system would tell the student that the solution for a given
assembly step was incorrect when in fact no errors had been made. In practice, the
participants were able to infer that the system had made a mistake in judging the
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solution, but these mishaps were certainly not beneficial to the learning process.
The traditional tutor by nature did not examine the solutions and thus did not
have this problem.
6.6 Threats to Validity
There are a number of potential threats to the validity of the experiment. These
threats have been divided into internal and external sources and are addressed in
the following subsections.
6.6.1 Internal Threats
Internal validity addresses the true causes of the outcomes of an experiment.
Strong internal validity means the independent and dependent variables are mea-
sured reliably, and also that there is a strong justification that causally links the
independent variables to the dependent variables. In this experiment, the inde-
pendent variable was the was the tutor group (intelligent or traditional) to which
each participant belonged, while the dependent variables were the written pre-test
and post-test scores along with the completion time and error rates for the phys-
ical post-test. Due to the straightforward nature of the data collection methods,
it is likely that the variables were measured reliably, but there are a number of
other valid concerns relating to the causal link between the tutor groups and the
measured results.
Unaccounted Subject-Related Factors Between Groups
The fact that there was no significant difference in pre-test scores between the
two groups suggests that the outcomes of the experiment were not a result of
a difference in prior computer hardware experience. In addition, great care was
taken to balance the groups in terms of other subject-related variables including
gender and age. However, it is always possible that there was an unbalanced
subject-related variable that contributed to the difference in post-test results, such
as ethnicity, socioeconomic status or general mental ability. The fact that several
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of the participants did not learn English as their first language could have affected
their ability to learn the names of components and follow instructions.
Repeated Testing
Repeated testing is another potential threat to internal validity. Because the
participants were given two written tests on the same material at two different
points in time, it is possible that there were some learning effects that resulted
from the testing procedure itself rather than from the independent variable (tutor).
Although the tests were not identical, it is possible that some of the information
gained from the pre-test allowed the participants to perform better on the post-
test. However, because the testing procedure was identical for both tutor groups,
it is reasonable to conclude that the repeated testing factor did not contribute to
the significant difference in learning outcome between the groups.
6.6.2 External Threats
External validity refers to the ability to generalize an experiment to other people
and situations. The population from which the participants were selected is fairly
well-defined: University students who have minimal prior experience with com-
puter hardware. Due to the diversity found in the university environment, there
were a variety of ages (18 to 45) and nationalities represented, including New
Zealand, the Netherlands, Brazil, Iraq, Malaysia and the United States. Despite
this diversity, however, there are a number of concerns that could be raised when
making general conclusions from this group.
Firstly, the experiment explicitly called for participants who had minimal prior
experience with computer hardware in order to maximize the learning potential for
the tutors. Correspondingly, the resulting conclusions should be restricted to inex-
perienced populations in order to maintain strong external validity. It is possible
that different effects would be observed with a more experienced group—perhaps
the additional overhead involved with the intelligent AR tutor ultimately becomes
a detriment when the student is already familiar with the assembly process.
Another concern stems from the fact that all of the participants were well-
educated adults over the age of 18. It is possible that the results of the experiment
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would have been different given a population of children, seniors or less-educated
individuals. Perhaps younger people would not react as well as adults to the
structured feedback provided by the intelligent tutor, faring better by discovering
the correct position and orientation of the components on their own. They may
also have greater difficulty completing a written test of their knowledge, which
could affect the results. Once again, it is necessary to constrain the conclusions of
the study in order to maintain strong external validity—in this case by applying
them only to well-educated adults.
6.7 Conclusions
The goal of the experiment was to evaluate the effectiveness of the intelligent
Augmented Reality tutor in teaching the motherboard assembly procedures. To
achieve this goal, a traditional AR training system was created for comparison.
The two tutors were identical in every way except for features directly related to
the Intelligent Tutoring System.
After testing both tutors with a population of adult university students, the
intelligent AR tutor was found to be significantly more effective than the tradi-
tional AR system. Participants who used the intelligent tutor scored an average of
25% higher on a written post-test of the teaching material than those who use the
traditional tutor, which was found to be a statistically significant improvement.
There was no significant difference in pre-test scores or other subject-related fac-
tors between the two groups, so the improvement can be attributed directly to
the superiority of the intelligent AR training approach. Furthermore, the aver-
age learning gain, measured by subtracting each participant’s pre-test score from
the post-test score, was significantly greater for the intelligent tutor group, which
strengthens the argument. To further generalize this conclusion, the effect size of
the difference in learning gains was calculated to be 0.981. This implies that the
expected increase in test scores as a result of using the intelligent AR tutor instead
of the traditional AR tutor is equal to nearly one standard deviation, which is a
significant improvement.
The participants also completed a physical post-test of their newly acquired
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motherboard assembly skills. Those in the intelligent tutor group assembled the
components an average of 30% faster, which was a significant difference. The
intelligent tutor group also made fewer errors, although the difference in error
counts was not found to be statistically significant.
The results of the experiment confirm the overarching hypothesis that the use
of Intelligent Tutoring Systems with Augmented Reality training for assembly and
maintenance tasks significantly improves the learning outcome over traditional AR
approaches that do not employ ITSs, particularly in situations where mistakes are
likely to occur.
Chapter 7
Conclusion
7.1 Summary
Like many emerging technologies, Augmented Reality has gradually made its way
from military applications to academic laboratory prototypes and is now becoming
mainstream among the general public. Most consumer-level applications currently
have limited usefulness, but as AR and Computer Vision continue to mature, there
will be an increasing variety of practical applications that impact everyday life in
truly meaningful ways.
One area that holds particular promise is the realm of education and training,
where AR has been shown to improve learning through visualization and interac-
tivity. Computers have long been utilized for teaching purposes, and Intelligent
Tutoring Systems represent the latest evolution of Artificial Intelligence for edu-
cation. In a similar fashion to AR, ITSs have matured and entered a realm of
practicality in which they can be deployed successfully in real classroom situa-
tions. All of this begs the question of whether the distinct fields of AR and ITSs
can benefit from each other when applied together in an educational context, and
it is this question that provides the inspiration for this masters thesis project.
While there has been a significant amount of research exploring the combination
of ITSs with Virtual Reality, there is very little prior research investigating their
integration with AR.
The primary goal of the project was to create an Augmented Reality training
system that utilizes an Intelligent Tutoring System to provide a robust and cus-
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tomized learning experience for each user. To demonstrate the system, a prototype
application was created that teaches users how to assemble hardware components
on a computer motherboard. Due to a lack of prior research investigating the
combination of the two fields, the first task was to determine the key properties
any ITS should have in order to work well with an AR interface in order to teach a
physical assembly task. After outlining a list of desired properties, seven existing
ITS authoring solutions were examined with respect to these characteristics. The
clear winner was ASPIRE, which is the constraint-based authoring system devel-
oped by the Intelligent Computer Tutoring Group at the University of Canterbury
(Mitrovic et al., 2008). The next task was to use the authoring interface in AS-
PIRE to create the ITS back-end that controls the training process. After the ITS
was completed, the software and hardware components of the AR interface were
developed, and the two modules were connected to create a working system.
To evaluate the intelligent AR training approach, a traditional system was cre-
ated for comparison that was identical in every way except for features relating
directly to the ITS. The results of the evaluation revealed that participants who
used the intelligent system surpassed those who used the traditional system by
an average of 25% on written tests and also significantly outperformed them on
physical tests of their knowledge. On average, the intelligent tutor group com-
pleted the physical test 30% faster than the traditional group while also making
fewer mistakes. These results support the conclusion that the combination of
Intelligent Tutoring Systems with Augmented Reality training for assembly and
maintenance tasks can significantly improve the learning outcome over traditional
AR approaches that do not employ ITSs. Furthermore, the usefulness of the ITS
appears to be directly related to the complexity of the task. For very simple tasks,
the student is less likely to make a mistake, and thus the ITS does not greatly in-
fluence the learning process. However, for more complex or open-ended tasks, the
student makes more mistakes and the robust scaffolding and feedback provided by
the ITS has a greater impact.
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7.2 Contributions
The following research contributions have been made upon completion of this
masters thesis project:
• Answers to the general research questions presented in section 3.1 (restated
below).
• A prototype system that combines Augmented Reality with Intelligent Tu-
toring Systems to teach computer motherboard assembly.
• An evaluation of the prototype, including a formal user study, which sub-
stantiates the research conclusions.
• A modular software architecture that can be reused with other projects
involving intelligent AR-assisted training for assembly and maintenance.
• A full written report detailing all aspects of the research.
How and to what extent can Augmented Reality-based training benefit
from the use of intelligent tutoring approaches?
The use of Intelligent Tutoring Systems with Augmented Reality training for as-
sembly and maintenance tasks can significantly improve the learning outcome over
traditional AR approaches that do not employ ITSs, particularly in situations
where mistakes are likely to occur.
What type of Intelligent Tutoring System is best suited for use with
Augmented Reality-assisted assembly and maintenance tasks?
As discussed in section 4.1, the ideal ITS has flexible communication methods,
supports both procedural and non-procedural tasks, accepts multiple solutions to
problems, employs dynamic teaching strategies and utilizes an adaptive student
model to customize the learning experience.
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Can intelligent Augmented Reality-based training enable users to learn
and retain assembly and maintenance skills more effectively when com-
pared with traditional AR training approaches?
As discussed in section 6.7, the results of the evaluation indicate that participants
who used the intelligent AR tutor were able to learn and retain the motherboard
assembly skills significantly more effectively than those who use the traditional
AR tutor.
7.3 Challenges & Lessons Learned
There are a variety of challenges inherent to the combination of AR with ITSs.
The biggest issue is the fact that tracking demands of an intelligent AR system
are significantly greater than those of more traditional AR training approaches
that do not use ITSs. This is because the tracking is not only used for displaying
the virtual instructions, but also to inform the system about what the student is
doing so that it can customize the tutoring process and provide detailed feedback.
This is much easier to achieve with Virtual Reality, which could be why there has
been a significant amount of research exploring the combination of VR and ITSs,
but very little research examining AR and ITSs. With VR, the user interacts only
with virtual objects, and the system automatically knows everything about their
states and positions in the world. When the user picks up a virtual coffee cup, the
system must track the user’s movements, but there is no need to track the cup
itself because it is part of the virtual environment and the system inherently knows
its location. With AR, the user can interact with real objects, so the system must
be able to directly track the real coffee cup and distinguish it from other things
in the world. When the user throws the coffee cup across the room, the system
must be able to identify it and determine its exact position and orientation. This
clearly poses a greater challenge than the VR case.
Another significant challenge also stems from the issue of tracking. The use-
fulness of an ITS is related to the difficulty of the material it is teaching. If the
student is learning something very simple, the intelligence of the tutor doesn’t
matter as much because the student will learn the material easily regardless of
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the method. However, with more complex material where it is easier to make
mistakes, the ITS becomes more useful due to its interactivity and its ability to
customize the learning experience. Unfortunately, when it comes to AR training,
more complex tasks generally require more robust tracking. For example, fixing
a car engine is a more complex task with greater tracking requirements than as-
sembling components on a computer motherboard. When designing an intelligent
AR training system, the task must be complex enough for the ITS to be useful,
but not so complex that the tracking becomes too difficult.
For this reason, computer motherboard assembly is not an ideal task as far
as demonstrating the usefulness of intelligent Augmented Reality training. It is
a great choice from a purely AR perspective because the components are mostly
planar objects that are easy to track, and they are installed into clearly-defined
positions on the motherboard. The installation procedures themselves are rela-
tively simple, and the design of the connectors intentionally makes it difficult to
insert components in the wrong positions or orientations. In fact, it is often possi-
ble to deduce where a component is installed by simply examining the connector
and matching it with a corresponding slot on the motherboard. This design makes
it less likely for the student to make mistakes, which marginalizes the usefulness
of the ITS. However, there were a few specific instances where errors were more
likely, such as inserting the processor in the correct orientation. The ITS demon-
strated its usefulness in these cases by successfully correcting mistakes. Despite
lacking an ideal training task, the intelligent AR training system was shown to
significantly improve the learning outcome over the traditional approach, which
bodes very well for future applications in more complex scenarios.
Another challenge stems from the fact that the primary focus of this intelligent
AR project is on learning rather than performance. Prior AR training research
tends to focus on improving user efficiency while using the system as opposed to
measuring how effectively the system teaches and imparts knowledge. This is likely
due in part to the fact that education and learning are very complex topics with
many qualitative and subjective factors, which makes it difficult to quantify and
compare approaches. It is fairly straightforward to analyze objective performance
measures such as completion time and error rates, but measuring learning and
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knowledge retention is a much more formidable task that requires deeper analysis
and interpretation. While this poses a greater challenge to the researcher, the
resulting conclusions are arguably more meaningful in terms of addressing the
underlying goal of training.
7.4 Future Work
There are many future research directions to be explored in the realm of intel-
ligent Augmented Reality. Specifically, the system developed for this masters
thesis project can be extended in a number of tangible ways. One idea involves
integrating a virtual character into the AR tutoring environment. Virtual char-
acters are visual representations of computer entities that are typically capable
of speaking, moving and expressing qualities of living beings such as emotions
and body language. Research has shown that virtual characters can be beneficial
in tutoring situations by more closely simulating a human teacher (Liu and Pan,
2005). The student becomes more engaged and invested in the tutoring experience,
which can result in an improved learning outcome. One can imagine a mother-
board assembly tutor that places a 3D virtual character into the environment with
the student. The character would essentially allow the ITS to inhabit the world
with the user, where it could give verbal instructions, make physical gestures and
demonstrate installation procedures like a human teacher would. The character
could be equipped with speech recognition and language processing capabilities
that would allow it to respond to verbal questions or prompts, enabling more
natural interaction between the student and the ITS.
It would also be worthwhile to conduct more evaluations to further examine
the impact of ITSs on AR training. For example, the participants in this study
were tested on their knowledge immediately after using the AR tutor, but another
study could look at long-term retention rates over multiple sessions to further
refine the tutoring approach. In addition, other studies could look at combining
ITSs with AR to teach more abstract topics, such as biology or history. While
AR has already been applied to some of these educational domains, the existing
systems do not employ ITSs to teach the concepts.
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Another area for future study lies in the realm of mobile AR. While the concept
of AR on portable devices is not new, there are very few (if any) mobile AR
training systems that utilize an ITS to provide a customized learning experience.
One can imagine a future where it is possible to download an application onto a
smartphone that diagnoses car problems and teaches the user to change the oil
filter using intelligent AR.
Tracking is another area in which the intelligent AR prototype can be im-
proved. The current solution utilizes a fiducial marker-based approach, which has
a number of drawbacks including limited accuracy, poor resistance to occlusion
and the distracting nature of the markers themselves. There are a number of bet-
ter tracking approaches that directly observe the natural features of objects such
as colors and textures without the need for obtrusive markers (Neumann and You,
1999). There are also tracking solutions that utilize multiple cameras to reduce the
effect of occlusion. Some of the more advanced optical approaches use stereoscopic
cameras and depth mapping to determine the three-dimensional shapes of objects
(Vacchetti et al., 2004). This 3D tracking allows the system to generate a model of
the environment on the fly, which would enable it to adapt to new scenarios such
as different brands of computer motherboards and components. Substituting a
superior tracking solution into the existing intelligent AR prototype would vastly
improve the motherboard training experience in addition to allowing support for
more complex training tasks that require more robust tracking.
Equipped with improved tracking and tutor logic, the intelligent AR approach
could be used to teach people how to drive a car, assemble furniture from the store
or make gourmet lasagna in the kitchen. One can imagine a sports training tutor
that helps users improve their golf swing, or a system that teaches how to build
a radio using parts from a hardware store. Learning new practical skills could
become easier and more accessible with the combined power of AR and ITSs,
ushering in a new era of human growth and achievement.
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Appendix A
Evaluation Documents
A.1 Human Ethics Approval
Any research study conducted at the University of Canterbury that involves hu-
man participants must first be reviewed by the Human Ethics Committee. This
is to ensure that the study does not violate any ethical principles, such as the
participants’ rights to privacy and safety. After a study has been approved, the
committee provides an official document stating their approval. The approval
document issued for the user evaluation in this study is included here.
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Secretary, Lynda Griffioen 
Email: human-ethics@canterbury.ac.nz  
 
Ref:  HEC 2011/96/LR  
 
 
28 October 2011 
 
 
Giles Westerfield 
Department of Computer Science & Software Engineering 
UNIVERSITY OF CANTERBURY 
 
 
 
 
Dear Giles  
 
Thank you for forwarding to the Human Ethics Committee a copy of the low risk application you 
have recently made for your research proposal “Intelligent augmented reality for assembly and 
maintenance”.   
 
I am pleased to advise that this application has been reviewed and I confirm support of the 
Department’s approval for this project. 
 
With best wishes for your project.  
 
 
Yours sincerely 
 
 
 
Michael Grimshaw 
Chair 
University of Canterbury Human Ethics Committee 
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A.2 Consent Form
The Human Ethics Committee at the University of Canterbury requires that all
study participants sign a consent form, which confirms that they agree to partici-
pate in the study and that they understand the requirements. The consent form
for the user evaluation in this study is included here.
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Giles	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  study	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  University	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   receive	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   report	   on	   the	   findings	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   this	   study.	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   have	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  email	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  this.	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  further	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  can	  contact	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  researcher,	  Giles	  
Westerfield.	  If	  I	  have	  any	  complaints,	  I	  can	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  Professor	  Tanja	  Mitrovic	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  or	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  University	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  this	  research	  project.	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Date:	  	   	   	   ___________________________________	  
	  
Signature:	  	   	   ___________________________________	  
	  
Email:	  	  	   	   ___________________________________	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A.3 Information Sheet
The Human Ethics Committee at the University of Canterbury requires that all
study participants be provided with an information sheet prior to signing the
consent form. The information sheet describes each stage of the experiment and
what is required of the participants should they agree to participate. The sheet
also describes the participants’ rights as well as who to contact if they have any
concerns during or after the experiment. The information sheet created for the
user evaluation in this study is included here.
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Giles	  Westerfield	  
Telephone:	  +64-­‐3-­‐364-­‐2987	  
Email:	  giles.westerfield@canterbury.ac.nz	  
University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz 
	  	  Intelligent	  Augmented	  Reality	  for	  Assembly	  and	  Maintenance	  
Information	  Sheet	  for	  Participants	  
I	  am	  a	  Masters	  student	  in	  the	  Department	  of	  Computer	  Science	  and	  Software	  Engineering	  at	  the	  University	  
of	  Canterbury.	  I	  am	  currently	  conducting	  a	  research	  project	  that	  investigates	  the	  combination	  of	  Augmented	  
Reality	  with	  Intelligent	  Tutoring	  Systems,	  and	  have	  developed	  a	  prototype	  system	  that	  teaches	  users	  to	  
assemble	  components	  on	  a	  computer	  motherboard.	  
I	  would	  like	  to	  invite	  you	  to	  participate	  in	  my	  current	  study.	  If	  you	  agree	  to	  participate,	  you	  will	  be	  asked	  to	  
do	  the	  following:	  
• Complete	  a	  short	  written	  test	  to	  measure	  your	  prior	  experience	  with	  computer	  hardware.	  The	  test	  
will	  take	  approximately	  5	  minutes.	  
• Follow	  a	  tutorial	  procedure	  in	  which	  you	  will	  receive	  visual	  instructions	  via	  an	  electronic	  display	  that	  
is	  worn	  on	  your	  head.	  The	  instructions	  will	  guide	  you	  to	  identify	  and	  correctly	  install	  several	  different	  
motherboard	  components.	  The	  tutorial	  process	  will	  take	  approximately	  10	  to	  15	  minutes.	  
• Complete	  a	  second	  written	  test	  covering	  the	  material	  you	  have	  learned	  from	  the	  tutor	  (5	  minutes).	  
• Perform	  a	  hands-­‐on	  test	  covering	  the	  material	  you	  have	  learned	  from	  the	  tutor.	  This	  will	  consist	  of	  
identifying	  and	  installing	  the	  motherboard	  components	  once	  more	  without	  assistance.	  Data	  
regarding	  your	  performance	  will	  be	  collected	  in	  order	  to	  evaluate	  the	  effectiveness	  of	  the	  tutor	  (5	  
minutes).	  
• Complete	  a	  short	  questionnaire	  regarding	  your	  experience	  with	  the	  tutor	  (5	  minutes).	  
Please	  note	  that	  participation	  in	  this	  study	  is	  voluntary.	  If	  you	  do	  participate,	  you	  have	  the	  right	  to	  withdraw	  
from	  the	  study	  at	  any	  time	  without	  penalty.	  If	  you	  withdraw,	  I	  will	  do	  my	  best	  to	  remove	  any	  information	  
relating	  to	  you,	  provided	  this	  is	  practically	  achievable.	  
I	  will	  take	  particular	  care	  to	  ensure	  the	  confidentiality	  of	  all	  data	  gathered	  for	  this	  study.	  I	  will	  also	  take	  care	  
to	  ensure	  your	  anonymity	  in	  publications	  of	  the	  findings.	  All	  the	  data	  will	  be	  securely	  stored	  in	  password	  
protected	  facilities	  and	  locked	  storage	  at	  the	  University	  of	  Canterbury	  for	  five	  years	  following	  the	  study.	  It	  
will	  then	  be	  destroyed.	  
The	  results	  of	  this	  research	  may	  be	  used	  to	  improve	  the	  design	  of	  Augmented	  Reality-­‐based	  tutors.	  The	  
results	  may	  also	  be	  reported	  internationally	  at	  conferences	  and	  in	  scientific	  journals.	  You	  may	  request	  a	  
report	  describing	  the	  findings	  by	  indicating	  your	  preference	  on	  the	  consent	  form.	  
Please	  contact	  me	  if	  you	  have	  any	  questions	  about	  the	  study	  (details	  above).	  If	  you	  have	  a	  complaint	  about	  
the	  study,	  you	  may	  contact	  the	  Chair,	  Educational	  Research	  Human	  Ethics	  Committee,	  University	  of	  
Canterbury,	  Private	  Bag	  4800,	  Christchurch	  (human-­‐ethics@canterbury.ac.nz).	  
If	  you	  agree	  to	  participate	  in	  this	  study,	  please	  complete	  the	  attached	  consent	  form	  and	  return	  it	  to	  me	  in	  
person	  or	  by	  mail	  to	  HITLabNZ,	  University	  of	  Canterbury,	  Private	  Bag	  4800,	  Christchurch	  8140.	  
I	  am	  looking	  forward	  to	  working	  with	  you	  and	  thank	  you	  in	  advance	  for	  your	  contributions.	  
Giles	  Westerfield	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A.4 Written Tests
The evaluation participants were given two written tests during the experiment.
The first was a pre-test designed to evaluate their existing computer hardware
knowledge prior to using either the intelligent or traditional AR tutor. The second
test was a post-test designed to evaluate the participants’ computer hardware
knowledge after using one of the AR tutors. Both of the tests are included here.
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Subject	  ID:	  	  _______	  
	  
Intelligent	  Augmented	  Reality	  for	  Assembly	  and	  Maintenance	  
Written	  Pre-­‐Test	  
The	  purpose	  of	  this	  test	  is	  to	  measure	  your	  computer	  hardware	  knowledge	  before	  using	  the	  tutor.	  
1.	  	  Please	  name	  the	  computer	  hardware	  component	  in	  each	  picture.	  
	  	  	  	   	  
_____________________________________	  	  	  	  _____________________________________	  
	  	  	  	   	  
_____________________________________	  	  	  	  _____________________________________	  
	  
_____________________________________	  
	  
	  
	  
2.	  	  For	  each	  component,	  circle	  a	  valid	  location	  on	  the	  motherboard	  where	  it	  can	  be	  installed.	  
Memory	   Graphics	  Card	  (PCI	  Express)	  
	   	  
Heatsink	   TV	  Tuner	  Card	  (PCI)	  
	   	  
Processor	  
	  
	  
	  
Subject	  ID:	  	  _______	  
	  
Intelligent	  Augmented	  Reality	  for	  Assembly	  and	  Maintenance	  
Written	  Post-­‐Test	  
1.	  	  For	  each	  component,	  circle	  a	  valid	  location	  on	  the	  motherboard	  where	  it	  can	  be	  installed.	  
TV	  Tuner	  Card	  (PCI)	   Processor	  
	   	  
Memory	   Heatsink	  
	   	  
Graphics	  Card	  (PCI	  Express)	  
	  
	  
	  
	  
	  
2.	  	  Please	  name	  the	  computer	  hardware	  component	  in	  each	  picture.	  
	  	  	  	  	  
_____________________________________	  	  	  	  _____________________________________	  
	  	  	  	   	  
_____________________________________	  	  	  	  _____________________________________	  
	  
______________________________________	  
A.5. QUESTIONNAIRE 123
A.5 Questionnaire
At the end of the experiment, the participants were given a questionnaire contain-
ing a series of Likert-scale ratings and open-ended questions designed to capture
their subjective opinions regarding the AR tutoring experience. The questionnaire
is included here.
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Intelligent	  Augmented	  Reality	  for	  Assembly	  and	  Maintenance	  
Questionnaire	  
Thank	   you	   for	   participating	   in	   my	   evaluation	   study—your	   feedback	   is	   crucial	   to	   my	   current	   and	   future	  
research.	  This	  questionnaire	  is	  anonymous	  and	  if	  you	  wish,	  you	  may	  at	  any	  time	  withdraw	  from	  participation,	  
including	  withdrawal	  of	  any	   information	  you	  have	  provided.	  However,	  by	  completing	  the	  questionnaire,	  you	  
indicate	  your	  consent	  for	  publication	  of	  the	  generalized	  results	  of	  our	  research	  findings.	  
1.	  	  	  	  Please	  indicate	  your	  level	  of	  experience	  with	  computer	  hardware	  assembly	  procedures	  prior	  to	  
participating	  in	  this	  study.	  
Not very 
experienced 
     Very 
experienced 
1 2 3 4 5 6 7 	  
2.	  	  	  	  Was	  the	  augmented	  reality	  tutor	  able	  to	  teach	  you	  how	  to	  correctly	  install	  the	  motherboard	  components?	  
Not very 
much 
     Very much 
1 2 3 4 5 6 7 
	  
3.	  	  	  	  Do	  you	  think	  it	  was	  easy	  to	  perform	  the	  required	  tasks	  during	  the	  tutoring	  process?	  
Not very 
much 
     Very much 
1 2 3 4 5 6 7 
	  
4.	  	  	  	  Do	  you	  think	  the	  augmented	  reality	  tutor	  was	  effective	  at	  teaching	  the	  installation	  procedures	  for	  various	  
computer	  components?	  
Not very 
much 
     Very much 
1 2 3 4 5 6 7 
	  
5.	  	  	  	  Please	  share	  any	  additional	  feedback	  you	  may	  have	  regarding	  the	  overall	  effectiveness	  of	  the	  tutor.	  
	  
	  
	  
6.	  	  	  	  Were	  you	  satisfied	  with	  the	  level	  of	  feedback	  (graphics	  and	  text)	  you	  received	  from	  the	  tutor	  as	  you	  
performed	  the	  tasks?	  
Not very 
much 
     Very much 
1 2 3 4 5 6 7 
	  7.	  	  	  	  Please	  provide	  any	  additional	  feedback	  you	  may	  have	  regarding	  the	  graphical	  and	  textual	  feedback.	  
	  
	  
	  
8.	  	  	  	  Do	  you	  think	  the	  augmented	  reality	  tutor	  was	  a	  more	  effective	  method	  of	  teaching	  motherboard	  
installation	  procedures	  than	  printed	  instructions	  (e.g.	  reading	  a	  manual)?	  
Not very 
much 
     Very much 
1 2 3 4 5 6 7 
	  
9.	  	  	  	  Do	  you	  think	  the	  augmented	  reality	  tutor	  was	  a	  more	  effective	  method	  of	  teaching	  the	  motherboard	  
installation	  procedures	  than	  an	  instructional	  video?	  
Not very 
much 
     Very much 
1 2 3 4 5 6 7 
	  
10.	  	  	  	  Do	  you	  think	  the	  augmented	  reality	  tutor	  is	  interesting	  to	  use?	  
Not very 
much 
     Very much 
1 2 3 4 5 6 7 
	  
11.	  	  	  	  Please	  indicate	  the	  general	  level	  of	  frustration	  or	  mental	  stress	  you	  felt	  while	  using	  the	  tutor.	  
Not very 
stressed 
     Very 
stressed 
1 2 3 4 5 6 7 
	  
12.	  	  	  	  Please	  indicate	  the	  general	  level	  of	  physical	  stress	  you	  felt	  while	  using	  the	  tutor.	  
Not very 
stressed 
     Very 
stressed 
1 2 3 4 5 6 7 
	  
13.	  	  	  	  Please	  provide	  any	  additional	  comments	  about	  your	  experience.	  This	  could	  include	  details	  about	  what	  
you	  liked,	  what	  you	  didn’t	  like,	  or	  what	  could	  be	  improved.	  
	  
