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We use high-speed X-ray phase-contrast imaging, weakly nonlinear analysis and bound-
ary integral simulations to characterize the final stage of underwater bubble break-up.
The X-ray imaging study shows that an initial azimuthal perturbation to the shape of
the bubble neck gives rise to oscillations that increasingly distort the cross-section shape.
These oscillations terminate in a pinch-off where the bubble surface develops concave re-
gions that contact similar to what occurs when two liquid drops coalesce. We also present
a weakly nonlinear analysis that shows that this coalescence-like mode of pinch-off occurs
when the initial shape oscillation interferes constructively with the higher harmonics it
generates and thus reinforce each other’s effects in bringing about bubble break-up. Fi-
nally we present numerical results that confirm the weakly nonlinear analysis scenario
as well as provide insight into observed shape reversals. They demonstrate that when
the oscillations interfere destructively, a qualitatively different mode of pinch-off results
where the cross-section profile of the bubble neck develops sharply-curved regions.
1. Introduction
To a large extent, our understanding of how nonlinearity organizes continuous fields
in motion are informed by two processes: nonlinear resonance and singularity formation.
Nonlinear resonance generates a wealth of complex motion from a few, initially simple
ingredients (Cross & Hohenberg 1993). In contrast, singularity formation often causes
an initially complicated state to evolve into a simple form. As stresses in the neighbor-
hood of the singularity diverge, the dynamics becomes dominated by the presence of the
singularity. In the most extreme cases, the singularity dynamics approaches a universal
form, one independent of initial or boundary conditions (Shi et al. 1994; Eggers 1997;
Barenblatt 1996).
At first sight, these two processes seem confined to mutually exclusive regimes. The full
effect of nonlinear resonance requires many iterations and a spatially-extended system.
Finite-time singularity formation occurs when the characteristic length- and time-scales
go to zero. However, we do know many examples where nonlinear resonance gives rise
to the formation of a singularity. In wave breaking, the generation and amplification
of higher harmonics by nonlinear resonance among the different modes are so efficient
that a finite-time singularity results (Kuznetsov et al. 1994; Dyachenko et al. 1996). The
onset of a period-doubling cascade as a nonlinear system’s parameter is tuned towards a
critical value, such as occurs in Rayleigh-Be´nard convection or in the dripping of water
drops from a faucet, are other examples (edited by P. Cvitanovic 1989; Ott 2002). In
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contrast, few phenomena corresponding to the obverse scenario, singularity formation
being perturbed, or even cut-off, by nonlinear resonance, have been identified. Here we
present evidence from experiments, theory and simulation that the familiar phenomenon
of a bubble breaking into several bubbles while underwater provides such an example.
Previous studies have established that the cylindrically-symmetric underwater bubble
break-up is dynamically unstable (Keim et al. 2006; Schmidt et al. 2009). Minute az-
imuthal variations in the initial state of the dynamics give rise to standing waves whose
effects become more pronounced as pinch-off approaches. Intriguingly, when the size of
the azimuthal perturbation is small, the cylindrically-symmetric singularity dynamics
does not select among the different modes present by amplifying some modes and di-
minishing others. Instead of this behavior, each Fourier mode excites a shape oscillation
whose amplitude remains constant over time, thereby encoding a memory of the initial
state. This absence of selection contrasts sharply with other dynamically unstable singu-
larities, such as the break-up of a glycerine-water drop in air, or the pinch-off of a viscous
oil thread (Shi et al. 1994; Brenner et al. 1996). In these examples, the instability associ-
ated with the pinch-off singularity is dominated by a single growing mode corresponding
to a shift in the onset time and location of the singularity. In underwater bubble break-
up, the preservation of the amplitudes of the initial perturbation modes continues until
the dynamics is strongly distorted from the cylindrically-symmetric one. As a result, the
final form of the bubble break-up dynamics is shaped by nonlinear resonance among the
different shape-oscillation modes that have been excited.
Here we use high-speed X-ray imaging to visualize the three-dimensional evolution that
characterizes the final stage of underwater bubble break-up and its aftermath. These re-
sults confirm that the nonlinear distortions from shape vibrations become important in
the final stage of break-up. High-speed visible-light photography studies (Burton et al.
2005; Keim et al. 2006; Bergmann et al. 2006; Thoroddsen et al. 2007) are not able to pro-
vide information about the surface evolution in this regime because the air-water surface
becomes re-entrant, thus obscuring key features. We also use weakly nonlinear analysis
and boundary integral simulations to assess how the final dynamics varies as a function
of the initial perturbation. The nonlinear resonance between an initial perturbation and
the first higher harmonic it generates gives rise to two different types of break-up modes.
When the two distinct shape oscillations act in concert to bring out a topology change,
a coalescence-like mode of pinch-off results. In contrast, when the two shape vibrations
interfere destructively so that one mode opposes another’s action, many higher harmonic
modes are amplified. The cross-section of the bubble neck becomes highly elongated with
sharply curved ends, corresponding to a cusp-like mode of pinch-off.
2. Background
To describe more specifically how the cylindrically symmetric pinch-off is pre-empted
by the dynamics excited by initial azimuthal asymmetries, we focus on what happens in
the quasi-static bubble-release experiment (figure 1): an underwater bubble is made by
allowing gas to leak very slowly into a tank of water through an aperture in a rigid plate.
When the bubble is sufficiently large, buoyancy overcomes surface tension and the bubble
pinches off. If the pinch-off dynamics remained cylindrically-symmetric throughout, then
a finite-time singularity in the continuum description forms. To see this, firstly it is noted
that high-speed photography measurements show that both Rmin— the minimum neck
radius, and Rax— the radius of curvature associated with how the surface curves along
the length of the bubble neck, decrease approximately as (t∗ − t)α with α ≈ 0.56 as the
moment of pinch-off t∗ approaches (Burton et al. 2005; Keim et al. 2006; Thoroddsen
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Figure 1. Experiment: underwater bubble pinch-off. The bubble is blown from a 6-mm diameter
circular hole cut in a plate that was carefully leveled. The plate reflects the gas-liquid interface.
The bright spot in the dark bubble is due to back-lighting. Image reproduced from Keim (Keim
2011).
et al. 2007) (The power-law decrease in Rmin has a larger numerical prefactor than
the decrease in Rax. Otherwise the bubble neck would evolve towards a catenoid, and
therefore, stable configuration.).
The value of the scaling exponent α is associated with a two-dimensional flow dynamics,
one in which the momentum balances at different heights along the bubble neck axis are
essentially decoupled (Longuet-Higgins et al. 1991; Oguz & Prosperetti 1993). While
pinch-off involves motion of both the liquid in the exterior and the gas in the interior of
the bubble, the liquid has a much larger density than the gas and therefore dominates the
momentum balance. The contraction of the bubble neck requires that some amount of
the liquid in the exterior is accelerated inwards along with the interface. If the minimum
radius of the bubble neck at time t is Rmin(t), the amount of water of density ρ that
needs to move inwards to fill the circular hole previously occupied by air is approximately
ρpiR2min(t). As a result, the kinetic energy per unit length of water motion produced by
break-up, ρpiR2min(t)(dRmin/dt)
2, decreases as (t∗ − t)4α−2 or (t∗ − t)0.24. This is a weak
decrease. For comparison, the kinetic energy in the neighborhood of break-up decreases as
(t∗−t)4/3 in the singularity dynamics associated with the pinch-off of a water drop in air.
We therefore view the underwater pinch-off process as an energy focusing process. The
cylindrically-symmetric dynamics concentrates a finite amount of kinetic energy into the
vanishingly small break-up region (Actually, as often obtains in nearly two-dimensional
evolution, the power law form is modified by a logarithmically slow evolution in the
value of α (Eggers et al. 2007; Gekle et al. 2009b). In practice, the power-law divergence
is an excellent description. This is because even for the largest stable bubble we can
make on earth, the inertial pinch-off dynamics begin with the bubble neck around 1
mm across in its thinnest section, while the continuum description breaks down below 1
nm. The divergent behavior associated with pinch-off obtains over at most 6 decades of
length-contraction, too narrow a range for a logarithmic variation to produce a significant
effect.).
One consequence of this energy focusing is that the divergence in the Laplace pressure
is no longer the fastest growing singularity. To see this, if we compare the magnitude of
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Figure 2. Schematic illustrating linear stability dynamics described by equations (2.1) and
(2.2). From left to right, we show what results when the initial bubble cross-section is circular,
distorted by a single n = 2 Fourier mode, or a single n = 3 Fourier mode. Over time, the
cross-section contracts and distorts into shapes preserving the original symmetry of the imposed
perturbation.
the Laplace pressure σκ, where σ is the surface tension and κ = (1/Rmin+1/Rax)/2 is the
mean curvature of the neck, versus the Bernoulli pressure ρ(dRmin/dt)
2/2, the Laplace
pressure diverges as (t∗ − t)−0.56. This is slower than the (t∗ − t)−0.88 divergence in the
Bernoulli pressure. We are used to thinking of surface tension effects as negligible when
the characteristic length scale is large but important when the length scale is small. The
break-up of an underwater bubble is an exception to this rule. The momentum balance
governing the evolution of the bubble shape in a quasi-static release experiment (figure
1) begins by being dominated by surface tension but ends, at the smallest length-scale
near break-up, being dominated by inertia. From this perspective, underwater bubble
break-up dynamics does not belong with surface tension-driven free-surface singularities
that characterize other fluid drop break-ups, such as the dripping of a water drop off the
end of a faucet or the snap-off of an oil drop in water (Eggers 1997). It is more natural
in fact to classify the cylindrically-symmetric bubble pinch-off dynamics with focusing
singularities that show up in models of cavity collapse, shock implosion, or supernova
formation (Whitham 1957; Rygg et al. 2008; Plewa et al. 2004; Maeda et al. 2008).
The increasing irrelevance of surface tension causes the cylindrically-symmetric under-
water bubble break-up to become dynamically unstable. The O(1), symmetric pinch-off
dynamics allows any minute azimuthal perturbations present to retain their absolute
amplitudes over time. Specifically, while the perturbation amplitude is small, the shape
S(θ, R¯(t)) of the bubble neck cross-section with average radius R¯(t) has the form
S(θ, R¯(t)) = R¯(t) + ΣnAn cos[φn(R¯(t))] cos(nθ) (2.1)
where R¯ defines the radius of a circle having the same area enclosed as the cross-section
(to the first order of An/R¯). Σn denotes summation over all the Fourier modes initially
present in the azimuthal perturbation, and An is the absolute amplitude of each mode
and remains constant over time. The phase of each shape oscillation φn winds up loga-
rithmically as the average radius of the cross-section decreases (Schmidt et al. 2009),
φn(R¯) =
√
n− 1 ln[R¯0/R¯(t)] + Ωn (2.2)
where R¯0 is the average radius of the cross-section at t = 0 and Ωn is the initial value
of the phase variable. Since the minimum radius of the bubble neck tends towards 0,
azimuthal perturbations, however small initially, grow in relative importance. The cross-
section of the bubble neck near the minimum becomes increasingly distorted from a
circular shape. Figure 2 provides a few examples of the kinds of distortion that obtains
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when the initial perturbation is simply a single Fourier mode. The perturbation gives rise
to a shape vibration of the bubble surface, with concomitant vibrations in the velocity and
pressure fields in the exterior. As time goes on, the vibration starts to interact strongly
with the symmetric dynamics and to generate higher harmonic modes. Eventually the
relative amplitude of the vibration becomes so large that it causes the cross-section profile
of the bubble neck to curve inwards and contact at a point (figure 3), thus pre-empting the
cylindrically-symmetric pinch-off. This effect is most exaggerated at the neck minimum,
where the first contact occurs, both because the relative amplitude of the perturbation
is the largest there and because the phase of relevant perturbation changes most rapidly
as R¯ approaches 0. Thus, even in the simplest situation where the shape vibration does
not complete a half cycle and therefore change its orientation (figure 3), the shape of
the bubble neck is fully three-dimensional at pinch-off. The interface develops creases
that emanate from the contact point. The experimental data in figure 6 shows the more
complex outcome that is obtained when higher modes interfere with the fundamental
modes destructively. The presence of the higher harmonic modes becomes evident when
one compares the cross-section shape calculated in a full simulation (column (b) in figure
3) against extrapolations of linear stability dynamics down to the moment of contact
(column (c) in figure 3). While the shape evolutions on the whole agree, the higher
harmonic modes cause the cross-section shape to become more curved than the shapes
produced by extrapolations of the linear stability dynamics.
Turitsyn, Lai and Zhang conducted a systematic study of the final outcome as a func-
tion of the initial mode amplitude when the initial mode is n = 2 (Turitsyn et al. 2009).
They found that the final break-up dynamics changes abruptly as the orientation of the
coalescence plane switches discontinuously between the two allowed values. Our study is
motivated by the suggestion from their analysis that the final break-up dynamics displays
heightened sensitivity to initial conditions in the narrow intervals where the orientation
of the coalescence-mode break-up changes. We use high-speed X-ray photography to im-
age directly the final stage of bubble break-up (Section 3). The results confirm findings
from the numerical simulations that the shape evolution in the final moments of break-up
produces re-entrant cross-section profiles. In addition, the imaging measurements reveal
that slight tilts can profoundly alter the jet formation after bubble break-up. In Section
4 we present a mathematical model of the break-up dynamics, a review of linear stability
results and a weakly nonlinear analysis showing that destructive interference between
the original perturbation mode and the first higher harmonic it generates heightens the
effect of nonlinearity. In Section 5, we present results from boundary integral simulations,
which show that the onset of destructive interference is accompanied by a qualitatively
different type of the break-up. We also provide a possible explanation for the X-ray ob-
servations in figure 6 based on our simulation results. We discuss questions raised by our
results in Section 6 and conclude with a summary of key results in Section 7.
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Figure 3. Simulated and predicted neck evolution from a model that assumes the pinch-off
dynamics is dominated by radial influx of water and is therefore effectively two-dimensional.
The left-most column gives the time until break-up. Column (a) displays the three-dimensional
neck shapes generated by stacking simulation results from the two-dimensional model vertically.
Column (b) displays the evolution of the cross-section at the height where the bubble neck radius
has its minimum value. Column (c) displays the cross-section evolution at the neck minimum
predicted by linear stability analysis using approximately canonical coordinatesR, V (see Section
4.2 for more details). The profiles show qualitative agreement with the full simulation results
(column (b)). In order to display clearly how the cross-section shape distorts over time, we
have rescaled the successive profiles in columns (b) and (c) by the average cross-section radius.
The short time scales in the left-most column underscore the power of the simulation and the
analytical model in revealing the dynamics inaccessible to experiments. Please see Section 4 and
5 for more details.
3. Experiment
3.1. Experimental Methods
Experiments that image the asymmetry of pinch-off in visible light must do so primarily
by measuring the outer profile of the bubble neck (Bergmann et al. 2006; Keim et al.
2006; Schmidt et al. 2009; Keim 2011). Thus regions of the neck which are concave, or are
internal to the cavity, are generally not observed by these experiments — in particular,
the vertical jets created after pinch-off (Gekle et al. 2009a) and the concavities predicted
from shape vibrations (Keim et al. 2006; Schmidt et al. 2009; Keim 2011). Experiments
that view the interior of the cavity from above (Enriquez et al. 2012) are also subject to
this limitation, as a cavity cross-section shape at one height may be partly occluded by
the different cross-section shapes above it. However, at X-ray wavelengths, the indices
of refraction of the gas and water are very close, so that the interface refracts light only
slightly, and thus the entire bubble interior may be viewed clearly. To image internal fea-
tures of the bubble, we performed experiments at the high-speed phase-contrast imaging
beamline 32-ID at the Advanced Photon Source at Argonne National Laboratory (Fezzaa
& Wang 2008), using the apparatus shown in figure 4.
The phase-contrast technique exploits the slight difference in the indices of X-ray
refraction between the two fluids: when a collimated X-ray beam propagates tangentially
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Figure 4. Top view of the synchrotron apparatus for imaging pinch-off with X-rays. Collimated
X-rays from the Advanced Photon Source (left) interact with the gas-water interface of the
bubble at the nozzle, and produce a phase-contrast image on a scintillator. We use two cameras
at orthogonal orientations. One records a high-speed movie of the scintillator while another
records the bubble surface evolution in visible light. Putting the two sets of movies together gives
us a fully three-dimensional view of the break-up process while also displaying the formation
of re-entrant regions along the bubble surface. In the schematic, sample frames are shown next
to their corresponding cameras. Each line in the phase-contrast image corresponds to X-rays
passing tangent to the gas-water interface. A slot-shaped nozzle with dimensions 6.3 × 1.6 mm
is shown; experiments were also performed with a slot parallel to the X-ray beam, and with a
circular nozzle of diameter 6 mm. All X-ray experiments reported here used He gas.
past a gas-liquid interface, the rays that pass on each side of the interface have slightly
different phases, and so form an interference pattern on an image screen some distance
away. In these experiments, the pattern consists of a single pair of dark and white fringes
that trace out where the interface was tangent to the beam, as shown in the sample
X-ray frame in figure 4. The precise appearance and strength of the fringes has a non-
trivial dependence on the details of the interface geometry and the beamline setup, but
it is stronger where the interface has a smaller local curvature. Movie frames, recorded
here at up to 68,000 frames/s, correspond to single 500-ns pulses from the synchrotron
ring. To remove artifacts in the images due to defects in the scintillator and the Kapton
X-ray windows, each pixel in each frame was divided by the mean value of that pixel
for the entire movie. Additionally, to ease identification of the fine features in figure 6, a
bandpass filter from 2 to 40 pixels (4–80 µm) was applied to each frame with the software
ImageJ (Schneider et al. 2012).
3.2. X-ray observations of shape vibrations
Figure 5 shows X-ray (1st and 3rd columns) and visible light (2nd and 4th columns)
observations (side views from two orthogonal directions) of the coalescence-mode break-
up. A burst of He gas from a slot-shaped nozzle creates the azimuthal perturbation to
the bubble neck. However, figure 6 shows X-ray and visible light observations of a type
of breakup that is produced by a very similar perturbation, yet is completely different in
outcome. The complex outcome, especially as observed in X-ray images, is not apparent
in experiments where the bubble is inflated quasi-statically (Schmidt et al. 2009; Keim
2011); there, perturbations are small compared to the observable range of neck sizes.
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Here, the larger perturbation created by the burst from the slot-shaped nozzle gives rise
to an observably concave cross-section that continues to oscillate.
Although the n = 2 Fourier mode is the major contribution to the initial perturbation,
other higher modes n = 4, 6, 8, ... can be generated through nonlinear interactions. In
the context of the shape vibrations, the fact that cross-sections at the center and the
ends of the neck create four fringes (two on the left side and two on the right side) in
X-ray images requires a peculiar concave cross-section (e.g., the third image in figure 3
(b)). However, as observed in the frame at 75 µs in figure 6, moving from top to bottom,
the two fringes on each side cross each other. This crossing happens at two heights in
the image (c) of figure 6, one just above the minimum and one just below the minimum.
From top to bottom, the continuity of each of the four fringes indicates that such a
crossing cannot be simply explained by a dynamics dominated by a single n = 2 mode
and the reversal of cross-section orientations predicted by Turitsyn et al. (Turitsyn et al.
2009). An alternative explanation takes into account the effects of higher Fourier modes.
The basic idea is that, as indicated by equation (2.2), higher modes oscillate with higher
frequencies. Thus before an orientation change which is mainly controlled by n = 2 mode,
the interface can go through one cycle of oscillation due to the effects of higher Fourier
modes and thus produce different patterns in the phase-contrast image. A comparison
between our simulation results and experiments based on this idea will be discussed in
Section 5.4. In any case, we note that X-ray imaging is uniquely suited to the geometry
seen here: visible-light imaging, even viewing the cavity from above, would be unable
to capture the distinct cross-sections from top to bottom in the single t = 75 µs frame
of figure 6, since the minimum R(θ) of the outer cross-section would coincide with and
obscure the maximum R(θ) of the inner shape.
3.3. X-ray observations of the tilted jet
While visible-light images show how tilting breaks the symmetry of the overall neck
shape (Keim et al. 2006; Keim 2011), X-ray images of tilted pinch-off reveal a much more
dramatic response to the tilting perturbation: disruption of the internal Worthington jet.
This jet is due to a strong focusing of liquid flow as the cavity fills in above and below
the pinch-off point (Gekle et al. 2009a) (please also see (Eggers & Villermaux 2008) for
a review on liquid jets). Our experiments show that this phenomenon is strongly affected
by seemingly unremarkable inclinations of the nozzle. Figure 7 shows how a tilt of 0.75◦
disrupts the early stages of jet formation; in later stages, the jet still has a slight tilt. We
also observe that this broken symmetry causes the jet’s profile to be knobby and irregular,
which is likely the cause of the earlier breakup of the tilted jet. Experiments at greater
tilts show the jet colliding with the inside of the bubble at early times. Pinch-offs with
shape vibrations caused by azimuthal perturbations do not show a similar disruption of
the jet when observed with X-rays. These results are further evidence that the inclination
of the nozzle cannot be neglected in any generalized description of pinch-off.
4. Problem Formulation and Weakly Nonlinear Analysis
4.1. Governing equations, boundary and initial conditions
We model the break-up of an underwater bubble using an idealized scenario first proposed
by Longuet-Higgins et al. (Longuet-Higgins et al. 1991; Oguz & Prosperetti 1993). The
basic assumption is that the bubble neck varies slowly along its length. As a result the
evolution of the neck reduces to a set of two-dimensional problems at the leading order.
The evolution of the cross-section shape at a particular height is decoupled from the shape
evolution at other heights. Gas flow through the bubble neck, surface tension effects
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(a) t = 0
(b) 135 µs
(c) 255 µs
(d) 270 µs
(e) 285 µs
(f) 300 µs
250 µm
Figure 5. Coalescence-mode of pinch-off observed from orthogonal directions with X-rays (left
image of each pair) and visible light. The azimuthal perturbation is created by a burst of He
gas from a slot-shaped nozzle. (a)–(d) show the neck profile in visible light thinning dramati-
cally, while in X-rays it contracts only slightly and then expands. The aspect ratio of the neck
cross-section continues to increase until the front and back of the neck make contact, leaving
the hole seen in the X-ray image of (d). The process leaves a large satellite bubble, most evident
in (e) and (f), implying smooth contact at coalescence that prevents the complete drainage of
gas (Keim 2011). The scale bar is for all images, and corresponding frames are synchronous
within 2 µs.
and viscous drag are neglected. Despite these simplifications, this model successfully
reproduces the measured neck shape evolution when the dynamics is nearly cylindrically-
symmetric. It also reproduces the measured instability dynamics (Schmidt et al. 2009;
Keim 2011).
Within this model, the bubble interior is simply a region of uniform pressure P (t). The
exterior velocity field is irrotational and incompressible. Equivalently, the velocity field
u is given by the gradient of a velocity potential Φ satisfying Laplace’s equation
∇2Φ = 0 (4.1)
The bubble surface is given by the curve S(r, θ, t) specifying its cross-section shape at a
given height z, as illustrated in figure 8 (a). Far from the bubble neck cross-section, the
velocity field in the exterior is a radial inflow,
u = −Q
r
er r →∞ (4.2)
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Figure 6. Concavity oscillations observed in experiment. A burst of He gas from a slot-shaped
nozzle creates a moderate sized perturbation. (a)-(d): (images captured with X-rays) neck pro-
files shown from the side. (e)-(h): (images captured with visible light) neck profiles shown from
the side in a direction orthogonal to that of (a)-(d). The scale bar shows the length scale for
all images. Two images in the same column are close in time but not synchronized due to the
experimental limitation. As the neck size shrinks to the same order as the perturbation, the
initially convex neck shape, which also obtains in cylindrically-symmetric pinch-off, develops
concavities. The complex X-ray image at t = 75 µs shows that the horizontal cross-sections at
the top/bottom and middle parts of the neck have strong concavities (observed as four vertical
fringes — two on each side). However, between the top/bottom and middle parts, where the two
fringes on each side cross, the cross-sections only have a weak concavity (or no concavity). Our
simulation suggests that such an oscillation (strong concavity → weak/no concavity → strong
concavity) is dictated by the contribution from higher modes (n > 2).
To keep the analysis simple, we hold the volume flux 2piQ constant over time. This
is equivalent to prescribing that the average radius of the cross section R¯(t) decreases
as R¯(0)
√
(t∗ − t)/t∗, where t∗ = R¯(0)/2Q is the time when the average size of the
bubble goes to zero. The square-root decrease reproduces, at leading order, the measured
(t∗ − t)0.56 decrease in Rmin (Burton et al. 2005; Keim et al. 2006).
The kinematic boundary condition states that a point on the bubble surface moves
with the fluid surface:
dx
dt
=
(
∂
∂t
+∇Φ · ∇
)
x = ∇Φ|S (4.3)
The normal stress condition at the bubble surface S(x, t) has the form
ρ
[
∂Φ
∂t
+
1
2
|∇Φ|2
]
S
= −P (t) (4.4)
Given the bubble cross-section shape and the velocity potential on the surface at the
initial moment, equations (4.3) and (4.4) describe how they evolve over time.
We examine a particularly simple set of initial perturbations. At t = 0, the bubble
cross-section shape r = S(θ, t) has the form
S(θ, t = 0) = R0 +A2 cos Ω2 cos(2θ) (4.5)
The initial state corresponds to a circular cross-section with initial radius R0 distorted
by a single n = 2 vibrational mode with amplitude A2 and phase Ω2. Turitsyn, Lai and
Zhang (Turitsyn et al. 2009) held Ω2, the phase of the Fourier mode at the initial moment,
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z = 0
304 µm
780 µm
1170 µm
100 µm
Figure 7. X-ray phase-contrast images of the water jet produced after quasi-static bubble
pinch-off from a 6 mm-diameter nozzle. Pinch-off from a level nozzle is shown in the left column,
and pinch-off from a nozzle tilted by 0.75◦ counter-clockwise is on the right. From top to bottom,
the images form a sequence in time; however, in order to follow the progression of the upper jet,
images are from separate movies taken at increasing heights above the location of pinch-off. From
top to bottom, the images are taken at heights at pinch-off z = 0, then 304 µm above pinch-off,
then also 780 µm and 1170 µm above. Level and tilted images were chosen to correspond as
closely as possible. The phase-contrast images show that the small tilt dramatically changes the
early evolution of the jet, resulting in a blunted, irregular, and curved jet. At greater tilts, the
water jet collides with the inside of the bubble. The jet’s sensitivity to tilts is such that it is not
entirely reproducible between movies, presumably due to external vibrations — as evidenced by
the slightly canted jet in the intermediate left-hand images.
constant and monitored how the break-up dynamics changes as A2, the amplitude of the
perturbation, is varied. Here we keep A2 constant and vary Ω2, as illustrated in figure 8
(b) and (c). This choice allows us to explore how the final break-up dynamics varies as a
function of initial conditions while maintaining approximately the same dynamic range
in Rmin for the different initial conditions. We also use a boundary integral simulation,
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bubble 
fluid 
X 
Y 
⌦2 = 0 ⌦2 = ⇡/2
(a) (b) (c) 
Figure 8. (a) Schematic of two-dimensional model: cross-section of the bubble neck at the
minimum contracts inwards due to a radially symmetric influx of water from the far field. Parts
(b) and (c) illustrate two different initial conditions. (b) Azimuthal perturbation in the form of
an n = 2 vibration with phase Ω2 = 0. At the initial moment, the velocity field is at rest but
the bubble cross-section is elongated. (c) Same n = 2 perturbation but with phase Ω2 = pi/2.
At the initial moment, the velocity field contracts along the x-direction while elongates along
the y-direction. The cross-section of the bubble is unperturbed and circular.
described in more detail in Section 5, instead of the spectral method used by Turitsyn,
Lai and Zhang (Turitsyn et al. 2009). This approach is capable of tracking the interface
evolution even when the cross-section becomes re-entrant.
In the following sections, unless written out explicitly, all the quantities are understood
as being rescaled by the initial length scale R0, time scale R
2
0/Q, or their combinations.
4.2. Reformulation in canonical variables
The pinch-off dynamics, or equations (4.1) to (4.4), corresponds to a Hamiltonian evolu-
tion. Here we follow an approach developed by Dyachenko et al. in the context of wave
breaking (Dyachenko et al. 1996; Zakharov et al. 2002) in which the governing equations
are rewritten in terms of canonical variables that display the Hamiltonian structure
clearly. To do so, we first transform the bubble surface in real space S(r, θ, t) onto a unit
circle on the complex plane w. A point on w plane is related to the location (r, θ) on
the 2D plane of the cross section by z(w, t) = reiθ. The exterior of the bubble is mapped
into the exterior of a unit circle. Next, instead of solving directly for the evolution of the
interface and the velocity potential, we use the variable transformation
R(w, t) = 1/(w∂wz) V(w, t) = ∂wΨ/∂wz (4.6)
where Ψ(w, t) is the complex velocity potential governing the exterior flow. The variable
V corresponds to the speed of the fluid on the interface. The variable R has no straight-
forward physical interpretation, though it is clearly related to how distorted the bubble
cross-section shape is relative to the unit circle on the w-plane. In terms of these new
variables, the evolution equations for the interface (equation (4.3)) and for the velocity
potential (equation (4.4)) now have the form
∂tR = w(∂wR)A{Re[RV∗]} − wR∂wA{Re[RV∗]} (4.7)
∂tV = w(∂wV)A{Re[RV∗]} − wR∂wA{|V|
2
2
} (4.8)
where the ∗ symbol denotes the complex conjugation. The operator A is the Cauchy
integral
A{f}(w) = 1
2pii
∮
|w′|=1
dw′
w′
w + w′
w − w′ f(w
′) (4.9)
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This operation takes a real-valued function f(ω) that is defined along the unit circle
ω = eiα and returns a complex function Af(ω) which is analytic everywhere in the
exterior of the unit circle (Carrier et al. 1966; Shraiman & Bensimon 1984).
4.3. Weakly Nonlinear Analysis
Turitsyn, Lai and Zhang (Turitsyn et al. 2009) showed that the cylindrically-symmetric
pinch-off is pre-empted by a coalescence-mode break-up and can be recapitulated by
simply assuming that interface evolution preserves the linear stability dynamics down
to the moment of topology change. With this assumption, the perturbation mode am-
plitude remains constant in time while its phase winds up faster and faster as pinch-off
approaches. Specifically, in R, V variables, this assumption means that, a perturbation
in the form of an n = 2 Fourier mode with a small initial amplitude evolves as
R = 1
ω
(
c0(t) +
c2(t)
ω2
)
(4.10)
V = 1
ω
(
d0(t) +
d2(t)
ω2
)
(4.11)
The coefficients are related to the coefficients in the standard Fourier mode expansion
for the bubble surface and the velocity field as follows: c0(t) = 1/R¯(t) where R¯ is the
average radius of the bubble neck cross-section, and the coefficient d0(t) = −1/R¯(t). The
n = 2 mode coefficients are given by
c2(t) = A2 cosφ2(t)/R¯
2(t) (4.12)
d2(t) = −A2 sinφ2(t)/R¯2(t) (4.13)
The linear stability behavior, in which the relative amplitude of the n = 2 mode becomes
more pronounced as the break-up proceeds (equation (2.1)), is reflected in the R¯−2(t)
divergences of c2 and d2 (equations (4.12) and (4.13)). Formulae (4.10) to (4.13) predict
evolution into a coalescence-like pinch-off. Moreover, they approximately reproduce the
trend from the numerical simulations: changing the initial amplitude of the perturbation
changes when the coalescence happens, and therefore the orientation of the coalescence
plane.
While successful as a first approximation, there are systematic discrepancies between
predictions based on linear stability analysis (equations (4.10) and (4.11)) and the simu-
lation results. The most obvious one is the shape of the bubble cross-section at contact.
In the simulation, a variety of final shapes are seen for coalescence-mode break-up. This
variety reflects the fact that higher harmonic modes, which are not included in the linear
evolution model, are generated via nonlinear resonance as break-up approaches its final
stages. We therefore perform a weakly nonlinear analysis where we track the evolution
of both the initial perturbation mode, which has the form of an n = 2 Fourier mode, and
the first higher harmonic, which is the n = 4 Fourier mode. We do this not only because
it is a natural extension of the linear stability analysis but also because the nonlinearity
associated with the interface evolution has the property of generating only higher har-
monics from its initial perturbation mode but not subharmonics. This feature is most
evident from the form of the evolution equations in R, V variables (equations (4.7) and
(4.8)). Thus the evolution with a single n = 2 mode initial perturbation should give a
general idea of how the surface evolution proceeds for all perturbations comprised of a
single Fourier mode, whatever the value of n.
Assuming that A2  R¯, A4 ∝ A22, and neglecting all terms that are higher order
than A22, the full evolution equations are simplified to the following equations for the
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amplitudes A0, A2, A4, and phases φ2 and φ4
dA0
dt
= − 1
A0
− A
2
2
A30
cos(φ2) sin(φ2) (4.14)
dA2
dt
= 0 (4.15)
dφ2
dt
=
1
A20
(4.16)
dA4
dt
=
A22
3A30
[(cos2(φ2) + cos(φ2) sin(φ2)) cos(φ4)
+(3
√
3 sin2(φ2) +
√
3 cos(φ2) sin(φ2)) sin(φ4)] (4.17)
dφ4
dt
= − A
2
2
3A4A30
[(cos2(φ2) + cos(φ2) sin(φ2)) sin(φ4)
−(3
√
3 sin2(φ2) +
√
3 cos(φ2) sin(φ2)) cos(φ4)] +
√
3
A20
(4.18)
An inspection of the evolution equations for A4 and φ4 for initial states containing only
a single, n = 2 mode shows that a smooth time evolution for A4 = 0 at t = 0 obtains
only if φ4 at t = 0 satisfies the equation
[cos2(φ2) + sin(2φ2)/2] sin(φ4)− [3
√
3 sin2(φ2) +
√
3 sin(2φ2)/2] cos(φ4) = 0 (4.19)
With this choice, the evolution equation for φ4 at small t simplifies to
dφ4
dt
=
√
3
A20
(4.20)
Figure 9 shows snapshots from two representative sets of cross-section shape evolutions.
Both sets are calculated using the evolution equations described above but use different
values of Ω2, the initial phase of n = 2 mode. As a comparison, we also display results
from our boundary integral simulation (Section 5), whose results do not require higher
harmonic mode amplitudes to be small. The snapshots in figure 9 (b) and (c) correspond
to shape evolutions starting from Ω2 = 0.4pi. Here the predictions from weakly nonlinear
analysis (figure 9 (b)) agree qualitatively with the boundary integral results (figure 9 (c)).
In contrast, when the initial phase of the n = 2 mode has the value Ω2 = 0.9pi, the shape
evolutions predicted by the weakly nonlinear analysis initially agree with the simulation,
but then deviate dramatically as pinch-off approaches. This trend holds when we compare
analysis and simulation results for different A2 values, as well as for single-mode initial
states with different mode numbers.
In order to gain insight into why the evolution remains dominated by the single, ini-
tial mode (and are therefore well approximated by predictions from weakly nonlinear
analysis) for only some initial states, we need to quantify the discrepancy between the
simulations and the weakly nonlinear analysis as a function of Ω2. Figure 10(a) plots the
final value of the bubble cross-section aspect ratio. This is defined as a ratio of the maxi-
mum lateral extent xm divided by the maximum extent ym along the orthogonal in-plane
direction. Because the n = 2 perturbation is both left-right and up-down symmetric and
the shape evolution preserves spatial symmetry, we show only results from the interval
0 6 Ω2 6 pi. The range pi < Ω2 < 2pi produces an identical set of outcomes, except that
the coalescence-plane orientation is rotated by 90◦.
When modes 2 and 4 are in constructive interference, meaning that mode 4 promotes
the coalescence-mode break-up by pushing the top, bottom, left and right sides of the
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Figure 9. Evolution of the bubble cross-section shape near pinch-off. (a) Average radius Rmin
as a function of (t∗ − t)/t∗, where t∗ corresponds to the moment of the cylindrically-symmetric
pinch-off. (b) Boundary integral simulation of shape evolution starting with a single n = 2 mode
(A2 = 0.01 and Ω2 = 0.4pi). (c) Weakly nonlinear analysis predictions for initial state A2 = 0.01
and Ω2 = 0.4pi. (d) Boundary integral simulation of shape evolution starting with a single n = 2
mode (A2 = 0.01 and Ω2 = 0.9pi). (c) Weakly nonlinear analysis predictions for initial state
A2 = 0.01 and Ω2 = 0.9pi.
interface inwards, the final aspect ratio shows a weak variation with Ω2. The exception
occurs in the interval between around 0.7pi and 0.9pi. These are also initial states for
which we find the greatest discrepancies between the weakly nonlinear analysis and full
boundary integral simulations.
The unusual double peak structure in the xm/ym versus Ω2 plot owes its existence
to precise interactions between the cylindrically symmetric implosion and the shape vi-
brations. Specifically, when the initial phase first approaches 0.7pi, the aspect ratio first
starts to increase rapidly, followed by an abrupt jump as the final cross-section shape
changes from one-point contact to a double contact. The second peak around 0.8pi forms
when the contact type switches from two-point contact back to one-point contact. During
this process ym switches from being dominated by the central lobe to being dominated
by the side lobes. This change in behavior occurs because the n = 4 shape oscillation is
now in destructive interference with the n = 2 oscillation. In other words, the motion of
the n = 4 mode now delays topology change by holding the top and the bottom surfaces
away from each other. The net effect is to cause the final aspect ratio xm/ym to increase
and to create a double contact (figure 10 (b)).
Increasing Ω2 above 0.8pi introduces another change in the break-up dynamics (figure
10 (c)). For these values, the n = 4 shape oscillation completes an orientation reversal as
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Figure 10. Weakly nonlinear analysis: Aspect ratio xm/ym of the bubble cross-section at the
moment of contact as a function of Ω2, the initial phase of the n = 2 Fourier mode perturbation.
The initial perturbation amplitude is fixed at A2 = 0.01. The aspect ratio xm/ym first rises
smoothly towards a peak value as Ω2 increases, then abruptly jumps to around its peak value
at about Ω2 = 0.7pi. As Ω2 keeps increasing, the aspect ratio first decreases, and then increases
before it decreases again, forming a secondary peak at around 0.8pi. Rows (b) and (c) show
that this rapid non-monotonic variation is caused by the different interference patterns between
modes n = 2 and n = 4. (b) Around Ω2 = 0.72pi, the destructive interference between modes
2 and 4 gives rise to a peak in the aspect ratio xm/ym and transforms the final outcome from
the single-point contact to the double-point contact. (c) Increasing the value of the initial phase
Ω2 further gives rise to a shape evolution which just misses the double-point contact and finally
ends up with a single-point contact.
the pinch-off approaches. This means the n = 2 and n = 4 modes switch from destructive
to constructive interference. As a consequence, the cross-section evolves close to a double
contact but does not complete it. Instead the cross-section broadens out into an oblong
shape. The oblong structure first forms a central lobe, then narrows inwards at the
midpoint and finally pinches off via a single-point coalescence.
To recap, weakly nonlinear analysis tells us that the evolutions of initial states re-
main simply dominated by the single mode initially present if the higher harmonic mode
generated by nonlinear interaction remains in constructive interference with the original
mode. Otherwise, simulations consistently show more complicated shape evolutions. This
suggests that the generation of the higher harmonic modes proceed differently when the
modes are in destructive interference. To test this idea, we turn to boundary integral
simulations capable of resolving the generation and the evolution of many high harmonic
modes from the single mode originally present.
5. Numerics
5.1. Reformulation of Governing Equations as Boundary Integral
While reformulating the governing equations in terms of R and V allows expedient nu-
merical solution via series expansion (Turitsyn et al. 2009), it also carries a major disad-
vantage. The numerical method based on the series expansion fails to resolve re-entrant
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regions along the interface. But a subset of break-up dynamics involves the formation
of a re-entrant cross-section shape. To investigate these break-up modes, we turn to a
different formulation of the governing equations.
In our model, the exterior flow is assumed to be irrotational and inviscid, therefore the
velocity field is given by the gradient of a potential satisfying Laplace’s equation. The
fact that the bulk flow satisfies a linear governing equation allows a Green’s function
approach (Pozrikidis 2002). In essence, this represents the normal stress distribution
along the bubble surface (4.4) as a distribution of force monopoles (Stokeslets), and
dipoles whose strengths depend on the velocity distribution on the surface. They in
turn determine how the velocity field everywhere evolves. At the bubble surface S, this
boundary integral approach yields an integral equation relating the velocity potential Φ
at a point x0 to the potential Φ(x) and its derivative everywhere along the surface,
1
2
Φ(x0) = −
∮
x∈S
G(x0,x)(n · ∇)Φ(x)ds(x) +
∮
x∈S
Φ(x)(n · ∇)G(x0,x)ds(x) (5.1)
where G(x0,x) is the free-space Green’s function solution to the Laplace’s equation in
2D and has the form
G(x0,x) = − ln(|x0 − x|)/2pi (5.2)
The symbol n in equation (5.1) is the surface normal at location x, defined as conventional
in this context with the positive value corresponding to the direction into the exterior.
With this reformulation, the time-evolution of the bubble cross-section requires only
a quadrature over the bubble surface instead of solving for the velocity potential ev-
erywhere in the exterior. It therefore provides a significant saving in computation cost.
More importantly this approach allows us to examine re-entrant cross-section shapes.
Equation (5.1) together with the kinematic boundary condition (4.3) and the dynamic
boundary condition (4.4) that describes the time-evolution of the velocity potential Φ(t)
fully specify the time-evolution of our system.
5.2. Numerical Methods
We implement the boundary integral method numerically by discretizing the interface
via an adaptive mesh. After experimenting with redistribution schemes that move grid
points according to curvature or arc distance, we found that the most stable scheme is
also the simplest: we begin with the grid points evenly distributed along the surface, then
allow the points to move with the surface velocity. This scheme concentrates points in
regions where the surface is highly curved, and maintains a good spatial resolution when
those regions become re-entrant afterwards.
The evolution dynamics preserves the spatial symmetry imposed by the initial Fourier
mode perturbation. A bubble neck cross-section perturbed by a single n = 2 Fourier
mode remains both left-right and up-down symmetric over time. When solving the time-
evolution of the cross-section, we enforce this symmetry to the cross-section to stabilize
and accelerate our simulation. A typical run uses 800 grid points. We have checked that
increasing the total number of points, or decreasing it by a factor of 2, does not change
the results reported here.
We use an explicit 4th order Runge-Kutta time-stepping scheme with varying time-
step size to update the interface. The time-step size ∆t is prescribed as C|∆xmin|2 where
C (typically 200 for 800 grid points) is chosen empirically and |∆xmin| is the minimum
spacing between adjacent grid points. Increasing or decreasing the value of C doesn’t
change the results reported here. For some initial conditions, when the cross-section is
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close to a topology change or when the surface curvature changes rapidly, we reduce C
to 100 or 50 during our simulation to obtain more data in respective time windows.
The simulation halts either when the cross-section shape completes a topology change,
or when the surface becomes too highly curved, specifically when the curvature in the
neighborhood of a grid point is comparable to the grid spacing. More details about the
numerical implementation can be found in appendix B.
5.3. Simulation Results: n = 2 perturbations
Two shape evolutions calculated using the boundary integral code are given in figure
9. As discussed earlier, a comparison between the simulation results and predictions
from the weakly nonlinear analysis shows that the two methods produce qualitatively
different results for some initial conditions. Figure 11 displays the time evolution of the
mode amplitudes and phases for the same two initial states. To make this comparison,
we fit the output of the boundary integral simulation, i.e., the velocity potential φ(t) and
the surface shape S(t) to a truncated expansion in R, V variables
R = 1
ω
(
c0(t) + Σ
N
n=2
cn(t)
ωn
)
(5.3)
V = 1
ω
(
d0(t) + Σ
N
n=2
dn(t)
ωn
)
. (5.4)
Typically we keep 20 terms in the expansion. Using more or fewer terms does not change
the results reported here.
Overall, we see good agreement between the weakly nonlinear analysis and the bound-
ary integral simulation for both initial states. Initially, the amplitude of the perturbation
mode is small relative to the size of the cross-section and the evolution of the n = 2
mode displays the trend we expect from linear stability (Schmidt et al. 2009). Its ampli-
tude A2 remains essentially constant while the phase φ2 winds up as a linear function of
ln(R0/R¯). Later, A2 decreases. In contrast, A4 grows to a maximum value before starting
to decrease as well. Because energy from the break-up is confined to n = 2 and n = 4
modes in the weakly nonlinear analysis, the predicted peak in A4 is larger than that
found from the simulation, where the break-up energy can be distributed into higher
harmonics. The simulation also ends at a smaller value of R¯, signaling that the effect of
the higher harmonics also delays the moment of coalescence. The phase evolutions from
the simulation agree closely with those predicted by the weakly nonlinear analysis. More
importantly, the boundary integral results agree quantitatively with predictions from
weakly nonlinear analysis for both sets of initial conditions. This demonstrates that the
qualitative discrepancy in the shape evolutions we see for Ω2 = 0.9pi owes its existence
to the presence of high harmonic modes not included in the weakly nonlinear analysis.
We next examine the second prediction from the weakly nonlinear analysis: the rapid
increases and decreases in the final aspect ratio xm/ym of the bubble cross-section around
the onset of destructive interference between mode 2 and 4 (figure 10). Figure 12 plots the
aspect ratio of the bubble cross-section from the full simulation versus the initial phase
Ω2. The trends from the two calculations are qualitatively similar. Both the boundary
integral simulation and the weakly nonlinear analysis show that the pinch-off dynamics
produces final shapes that vary rapidly within a relatively narrow range of initial phase
values. However, there are significant quantitative differences. The double-peak structure
predicted by weakly nonlinear analysis is replaced by a single, higher and broader peak in
the full simulation. Moreover we see a qualitatively different set of final outcomes. These,
indicated by black dots in figure 12, correspond to final cross-section shapes characterized
by the bubble interface developing nearly singular shapes as break-up approaches.
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Figure 11. Evolution of the initial n = 2 perturbation together with the n = 4 mode, the first
harmonic mode generated by nonlinear interactions. The symbols (color online) are results from
the boundary integral simulation. The lines are predictions from the weakly nonlinear analyis.
(a) Time evolution of mode amplitudes A2 and A4 for an initial state containing a single n = 2
mode with amplitude A2 = 0.01 and phase Ω2 = 0.2pi. (b) Time evolution of phase variables
φ2 and φ4 for the same initial state. (c) Time evolution of mode amplitudes A2 and A4 for an
initial state containing a single n = 2 mode with amplitude A2 = 0.01 and phase Ω2 = 0.9pi.
(d) Time evolution of phase variables φ2 and φ4 for the same initial state.
We plot the shape evolutions for different values of the initial phase Ω2 in figures 13
and 14. Each column in figure 13 corresponds to the shape evolution starting from a
particular initial phase value. Close-up’s of shape evolutions that yield the more extreme
values of xm/ym are given in figure 14. Finally, following the suggestion from weakly
nonlinear analysis that phase evolution controls shape evolution, we plot φ4 versus the
rescaled average cross-section radius R¯/R0 in Fig 15 for several runs with different initial
values of φ2. We have not plotted φ2(R¯) because the phase of the n = 2 mode deviates
only slightly from the linear stability prediction in all the runs and always has the same
qualitative behavior as that shown in figure 11 (b). To make it easier to correlate the
shape evolution data in figure 13 with the phase evolution data in figure 15, we labeled a
few curves with the final cross-section shapes and marked in shadow the interval where
mode 2 experiences destructive interference with mode 4. As with linear waves such as
ripples over the surface of a pond, it is possible to read the complex pattern of shapes
displayed in figure 13 and 14 in a simple way once the phase behaviors of the different
wave modes present (figure 15) are known.
Taken together, the shape evolution and the phase evolution clearly show that the
nonlinear resonance between the initial perturbation and the higher harmonic modes it
generates is responsible for the rich and sometimes counter-intuitive pinch-off dynam-
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Figure 12. Aspect ratio of the bubble cross-section at pinch-off as a function of the initial phase
Ω2. The initial perturbation is a single n = 2 Fourier mode with initial amplitude A2 = 0.01.
The black solid circles (color online) correspond to shape evolutions that give rise to highly
curved surfaces instead of a coalescence-mode break-up (see figures 13 and 14 for examples).
ics exhibited by a distorted bubble. Time-intervals during which modes 2 and 4 are
in destructive interference are associated with a progression towards a cusp-like mode
pinch-off, characterized by elongation of the cross-section shape and, more generally, the
development of sharply curved regions along the interface. In contrast, time-intervals dur-
ing which modes 2 and 4 constructively interfere are correlated with evolution towards
a coalescence-like mode of pinch-off, one where distant sections of the interface osculate.
For small values of Ω2, the n = 2 and n = 4 shape oscillations interfere constructively
in the final stage of break-up (figure 15). The two modes go through an interval of
destructive interference initially, but this has a negligible effect on the shape evolution
because the amplitude of the n = 4 mode in the first stage is too small. Thus the break-
up is dominated by the effect of constructive interference. The final aspect ratio is small
and changes only slightly as Ω2 changes. In this regime, the bubble pinch-off dynamics
evolves into a coalescence mode break-up (see figure 13, first column).
The second and third columns in figure 13 display shape sequences produced by initial
phase values slightly smaller than those of the peak in the aspect ratio xm/ym curve in
figure 12. Figure 14(a) gives a more detailed view of the final stage for the Ω2 = 0.691pi
run. The n = 2 mode interferes destructively with mode 4 in this interval of Ω2 values,
thereby causing the break-up to evolve into a double point contact. The simulation shows
the same qualitative behavior, except that the bubble cross-section in the full simulation
is far more elongated than the prediction of the weakly nonlinear analysis. This elongation
is unique to n = 2 perturbation. Initial states perturbed by higher n modes develop sharp
tips but retain an O(1) aspect ratio (Lai 2012).
The 4th column in figure 13 displays the shape evolution produced by starting the
n = 2 vibration with an initial phase that is slightly higher than the value for the high
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Figure 13. Changing Ω2, the initial value of the phase for the n = 2 vibration, creates a variety
of bubble pinch-off dynamics. In order to display clearly how the distortion develops over time,
we have rescaled the bubble cross-section shapes by the corresponding values of the average
radius R¯. The last row plots the cross-section shape at the time when our simulation halts,
either due to a topology change, or due to the development of a sharply curved region on the
interface. The final values of R¯/R0 are labeled below corresponding cross-section shapes in the
last row.
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0.0096 0.0064 0.0029 0.0017 
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Figure 14. Close-up of surface evolutions resulting in large cross-section aspect ratios. (a)
Double-contact break-up (Ω2 = 0.691pi): the cross-section of the bubble evolves into a thin
slit-like shape with two rounded ends, which then contacts at two distinct points. (b) Formation
of water fingers (Ω2 = 0.78pi): the cross-section of the bubble develops re-entrant regions which
then propagate into the air region as straight fingers of water with rounded tips. Over time,
the tip of the finger flattens and two sharp corners develop. The extremely high curvature at
the two corners halts our simulation. The value of R¯/R0 is shown below each corresponding
cross-section shape.
peak in figure 12. In this interval of Ω2 values, the weakly nonlinear analysis predicts
a near-miss (figure 10 (c)), with the final topology change taking place after the n = 4
mode has completed a half cycle of shape oscillation. This puts the n = 4 oscillation
again in constructive interference with the n = 2 vibration. The full simulation does
something rather different. It does not complete another half cycle of n = 4 oscillation
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Figure 15. Evolution of the phase φ4 of mode n = 4 over time for different initial values of Ω2
(see the legend). All the data sets (color online) display qualitatively the same behavior—the
phase φ4 winds up more rapidly when modes 2 and 4 interfere destructively (shaded regions).
The phase speed slows when modes 2 and 4 interfere constructively. Cross-section shapes at the
final moment for different initial states are displayed near the corresponding curves.
after the near-miss. Instead of broadening back into an oblong, slot-like shape after
evolving towards a double contact, two narrow, re-entrant fingers of water form and
intrude inwards from the end cap regions (e.g., figure 14 (b)). The tips of these fingers
evolve towards a cornered profile, with the curvatures at the two side-corners increasing
extremely rapidly as a function of time. The shape appears to evolve towards a curvature
singularity: small regions along the interface become highly curved and under-resolved,
halting the simulation. An evolution that ended because of the formation of a high-
curvature region is indicated by a solid black circle in figure 12. In practice, other physical
effects presently neglected in our model, specifically the viscous drag and compressibility
associated with the gas flow, can become important (Lai 2012). An accurate account of
the outcome produced by the cusp-like mode of pinch-off therefore requires us to track
the surface evolution when a compressible, viscous gas flow in the interior is coupled
with the incompressible, inviscid exterior liquid flow. While this challenging question lies
outside the scope of the present study, our results here are sufficient to indicate that
higher harmonics are generated with sufficiently large amplitude by nonlinear resonance
to completely alter the final pinch-off dynamics from that predicted by weakly nonlinear
analysis.
A further increase of the value of the initial phase Ω2 creates the most counter-intuitive
pattern of shape changes. Here, the cross-section develops finger-like intrusions which
start out highly curved (e.g., figure 13, second-to-last row in column (5) and 4th row
in column (6)). Yet these sharp features do not continue to sharpen, even though the
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evolution becomes more nonlinear as break-up proceeds. Instead the intrusions broaden,
creating a smooth, 4-fold contact (column (5) in figure 13). When the effect of the n = 2
mode dominates that of the n = 4 mode, the final pinch-off is a smooth single-point
contact (column (6) in figure 13). How this happens can be understood simply by looking
at the phase evolution in figure 15. The 4-fold contact emerges from a shape evolution
that has modes 2 and 4 in destructive interference throughout most of the final stage of
pinch-off. However, in the very final moments, the n = 4 shape oscillation completes a
reversal. This brings the two vibrations into constructive interference and a coalescence-
like mode of pinch-off obtains. This initial sharpening followed by subsequence broadening
is essentially a counter-part of the double-contact formation sequence in column (3)
of figure 13. The double-contact sequence begins with n = 2 and 4 in constructive
interference and ends with the two shape oscillations just at the verge of destructive
interference. With the attendant effect of many higher harmonics being excited, this
destructive interference drives the shape towards a cusp-like mode of pinch-off by causing
the cross-section to elongate. In contrast, the onset of constructive interference causes
the amplitudes of the higher harmonics to diminish, as a result shunting the evolution
off from its original progression towards a cusp-like break-up and re-directing it towards
a coalescence-like break-up.
An additional increase in Ω2 restores the single-contact coalescence-mode of pinch-off
(e.g., column (7) in figure 13), now between the left and right sides rather than the top and
bottom sides of the interface. This shape sequence is simple and intuitive, because the two
modes remain in constructive interference throughout so that they simply reinforce each
other’s effects. Because the break-up dynamics preserves the initial spatial symmetry,
the shape evolution depicted in the last column for Ω2 = 1.4pi in figure 13 reproduces
exactly the evolution in column (1) of figure 13 for Ω2 = 0.4pi, except for the change in
the spatial orientation by 90◦.
To recap, the full simulation results confirm the scenario from weakly nonlinear anal-
ysis; the dramatic and counter-intuitive changes in the cross-section profiles associated
with underwater bubble break-up are inevitable consequences of phase dynamics and are
largely insensitive to the details of shape evolution. The phase evolution of the funda-
mental mode, φ2, is basically insensitive to all other aspects of the pinch-off dynamics
(figure 11 (b) and (d)). It simply winds up linearly as a function of ln(R0/R¯). The time-
evolution of φ4 (the phase of the first higher harmonic generated) is only slightly more
complex. It is insensitive to the higher modes and only sensitive to the orientation of
the symmetry axis defined by the fundamental mode n = 2, winding up more rapidly
when the two modes are in destructive interference than when the two modes are in
constructive interference (figure 11 (b) and (d), and figure 15). This simple behavior in
the phase evolution is responsible for the rather counter-intuitive behaviors in the shape
evolution. A switch from destructive interference between modes 2 and 4 to constructive
interference re-directs the pinch-off dynamics from evolution towards cusp-like break-up
to one towards coalescence-like break-up. Similarly, a switch from constructive to destruc-
tive interference diverts the shape evolution from progression towards a coalescence-like
break-up to one towards a cusp-like break-up. Because the phases of the shape vibrations
wind up in the same fashion regardless of how closely the shape has approached a singu-
lar shape or a topology change, the pinch-off dynamics can evolve almost up to the point
of contact in a coalescence-mode break-up before apparently changing its mind entirely
and evolving towards a cusp-like profile instead. This switch between constructive and
destructive interference in the phase dynamics is responsible for the apparently counter-
intuitive shape evolution displayed in the full simulation: even when the cross-section
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shape approaches closely to a singular shape or a topology change, the dynamics can
halt itself and display a different behavior.
5.4. Concavity oscillations in boundary integral simulation & X-ray imaging
We next re-examine the high-speed X-ray imaging results in light of our simulations.
Previous simulation, as well as weakly nonlinear analysis and boundary integral simula-
tions described here, all agree that a coalescence-mode pinch-off dynamics, one in which
the bubble neck evolves into a thin air sheet (figure 5), is a common outcome. These
correspond to initial n = 2 mode perturbations that evolve into neck cross-sections that
have high aspect ratios at the final moment. We therefore focus on the peculiar concavity
oscillations observed experimentally (figure 6).
In connecting the 2D boundary integral simulations with the experiments, we take
advantage of the fact that the evolutions of the bubble cross-sections at different heights
are decoupled at leading order. We simply performed a series of two-dimensional cross-
section shape oscillations, one appropriate for each vertical height, and interpolated these
together to generate side views of the neck evolution. This procedure is essentially the
same as that employed by Schmidt et al. (Schmidt et al. 2009) to compare calculated and
simulated results for cylindrically-symmetric evolutions. There are two key assumptions.
(i) The initial perturbations have the same relative amplitudes, A2/R0 and A4/R0, along
the entire length of the bubble neck. (ii) Because cylindrically-symmetric pinch-off results
in a vertical neck profile that asymptotes towards a hyperbola R2(z) = c2z2+R2min (where
Rmin is the minimum neck radius), we fit a hyperbola to R(z), the averaged neck radius
as a function of vertical distance, and use that as the initial value for the average pinch-off
dynamics.
Simulations starting with a variety of initial neck shapes, all perturbed by a single
n = 2 mode perturbation, fail to reproduce the concavity oscillation observed in the X-ray
experiment. In contrast, a more complex initial perturbation, one comprised of both n = 2
and n = 4 modes, easily gives rise to the concavity oscillation observed. This choice of
initial modes is consistent with the experimental geometry, where an air bubble is released
into a square cross-sectioned container from a slot-shaped nozzle. Figure 16 depicts one
representative outcome, obtained using the initial state (A2/R0 = 0.1, Ω2 = 0.4pi) and
(A4/R0 = 0.05, Ω4 = 0.7pi). As observed in the experiment (figure 6), vertical fringes
develop as the neck evolves. These correspond to regions where the interfaces are parallel
to the X-ray beam direction. For the final moment, we also plot the simulated cross-
sections at different heights. The signatures of both n = 2 and n = 4 oscillation are
evident. This is not a unique assignment of the amplitudes and phase - other values of
A2, Ω2, A4 and Ω4 generate comparably good agreement with the experimental images.
While the presence of both modes in this case prevent a definitive assignment of the
observed concavity oscillation with a unique initial state, our survey of initial states
needed to reproduce such observations makes a strong case that these oscillations require
the presence of multiple perturbation modes in the initial neck shape. These oscillations
therefore provide a visible and dramatic evidence of nonlinear resonance in underwater
pinch-off dynamics.
6. Discussion
Several questions are naturally raised by our results. The relation between the severely
elongated cross-section shapes predicted by our simulation and the experiment is unclear.
While the final break-up dynamics in the experiment does appear to be more sensitive to
the initial condition in some ranges than others, we have found it difficult to reproduce
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Figure 16. Simulated underwater bubble pinch-off dynamics reproduces the peculiar concavity
oscillation observed in high-speed X-ray imaging (figure 6). The initial perturbation is a mixture
of n = 2 and n = 4 shape oscillations. (a) Initially, the bubble neck shape shows little evidence
of azimuthal perturbations. (b) About 60 µs afterwards, the effect of the n = 2 mode becomes
evident. The cross-section has two regions whose directions parallel the X-ray beam, thus giving
rise to 2 fringes in the profile view. (c) About 75 µs later, the break-up dynamics is dominated
by the perturbation modes. These have evolved to create highly corrugated cross-section shapes
which vary significantly along the vertical direction.
this sensitivity reliably. Viscous effects in the gas can transform a coalescence-mode
break-up into a double-point contact, making it difficult to correlate solutions of our
idealized model with the experiment. This is complicated further by the fact that the
natural parameter, the phase of the vibration imposed at the initial moment, is difficult
to control in the experiment. Cavity collapse experiments pull a distorted solid disk
downwards into a body of water to create an initial shape with prescribed corrugations
(Enriquez et al. 2012). In this case, the downward flow creates a level of background
disturbances that make the initial phase value difficult to reproduce from run to run.
The bubble release experiments conducted here are able to reproduce initial phase values
reliably but we have found it difficult to vary the value of the initial phase freely.
Another set of questions relates to the result that the curvature can become very large
in shape evolutions towards cusp-like modes of pinch-off. While surface tension effects are
unimportant for coalescence-mode break-up with O(1) aspect ratio, they may become
significant for the sharply curved, severely elongated cross-section shapes displayed in
figure 13. It is also not clear whether the tip curvature attains a maximum value or
diverges, even in the idealized situation analyzed here where surface tension is absent
and there is no dissipation. This question is being addressed in a separate study (Lai
2012).
A third set of questions consider how our results, which focus on the simple case of
perturbation by a single Fourier mode, change in more general situations. As already
discussed in the paper, the form of the governing equations (equations (4.7) and (4.8))
dictates that initial conditions with a single Fourier mode can only generate higher har-
monics. For example, a mode n = 20 perturbation generates n = 40... but not lower
modes such as mode n = 10. We therefore expect that an initial state perturbed by a
single, different Fourier mode will follow the same scenario as that for n = 2. Within
our model, we looked at several examples when the initial state is perturbed by a single
n = 3 mode and similar evolutions as in figure 15 are observed for mode n = 6 (the lowest
higher harmonic generated by mode n = 3), i.e. the phase of mode n = 6 winds up more
rapidly when it is in destructive interference with n = 3 than that when it is in construc-
tive interference with n = 3, and the final outcomes with smooth contact coincide with
the constructive interference between modes n = 3 and 6 while the cusp-like break-ups
coincide with the destructive interference. Although we expect a similar behavior for
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mode 2n when initial state is perturbed by a single mode n > 2, a systematic numerical
check requires a different simulation scheme with better resolution and the ability to
track Fourier modes with high mode numbers. In practice, shapes with larger n modes
will be modified more strongly by viscous and surface tension effects during the initial
stage. We expect perturbations by Fourier modes larger than 20 to be largely irrelevant
for underwater bubble break-up, since surface tension effects will very quickly smooth
out the shape. They can be relevant in the collapse of large air cavities, as demonstrated
by Enriquez et al.’s experiment (Enriquez et al. 2012). It is less clear what obtains if two
incommensurate Fourier modes are imposed at the initial moment since interaction be-
tween the two modes should then generate all possible higher harmonic modes, instead
of a subset which has the same spatial symmetry as the original single-mode Fourier
perturbation.
Along a different front, there is clear experimental evidence that an n = 1 perturbation,
i.e. a tilt of the neck centerline, has a strong effect on the break-up and subsequent jetting
(figure 7). Since a tilting of the neck centerline and the jetting inevitably create a weak
vertical flow that couples the evolutions of the cross-sections at different heights, modeling
these effects quantitatively requires that we modify the strictly two-dimensional model
used here to allow momentum transfer at different vertical heights. Prior studies have
examined only cylindrically-symmetric dynamics with a straight centerline and found it
stable against the perturbative effects of vertical flow (Eggers et al. 2007; Gekle et al.
2009b; Herbst & Zhang 2011). It will be interesting to extend these results to account
for the tilt-induced dynamics observed here.
We also know little about how the scenario uncovered in this study changes when
the initial amplitude of the perturbation is altered. Typically, increasing the amplitude
makes the nonlinearities stronger. However, in our situation, a larger perturbation also
causes the bubble to pinch off earlier, thus taking away time for the nonlinear resonance
to create and amplify higher harmonic modes. It is not obvious whether the increased
strength of the interaction associated with a larger initial amplitude can compensate for
the shorter amount of time available for break-up. Results from this study indicate that
the behavior will vary, depending on the relative phase difference between the higher
harmonics and the initial perturbation.
7. Conclusion
In conclusion, we have presented results from high-speed X-ray imaging, weakly nonlin-
ear analysis and boundary integral simulations, showing that the final break-up dynamics
exhibits two qualitatively different types of behaviors: a coalescence-like mode of break-
up, and a cusp-like mode of break-up that involves the formation of sharp tips. Weakly
nonlinear analysis accounting for only the initial perturbation and the first higher har-
monic generated is able to predict that the break-up dynamics changes abruptly when
the two modes interfere destructively, rather than constructively, as break-up approaches.
However, it fails to describe the resultant form of dynamics because the destructive in-
terference triggers the amplification of many higher harmonic modes.
More broadly speaking, our results show not only that a memory of the initial pertur-
bation controls the final topology change in underwater bubble break-up but also that
nonlinear resonance among the different shape oscillations causes the consequences of
this memory to be highly variable. The basic picture that emerges is that coalescence-
mode break-up, which is associated with the constructive interference between the initial
perturbation mode and the first higher harmonic generated and hence is a simple extrap-
olation of the memory-preserving linear stability behavior, retains a relatively faithful
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recollection of the initial condition. In contrast, the host of higher harmonics created and
amplified at the onset of the destructive interference between the initial mode and the
first higher harmonic generated appears to create a kind of false memory. When these
two modes are in destructive interference, various complex break-ups are observed. These
complex break-ups include the oblong final cross-section shape that obtains experimen-
tally by releasing a bubble from a slot at high speed instead of a quasi-static protocol.
They also include a cusp-like mode of break-up that is characterized by local regions
whose radii of curvature are much smaller than the average cross-section radius. The
switch between constructive and destructive interference in the phase dynamics dictates
the shape evolution: a cross-section shape evolves towards one type of break-up can halt
itself and starts evolving towards a different type of break-up.
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Appendix A. Reformulation in terms of canonical R, V variables
By maintaining the analyticity of the complex velocity potential Ψ(w, t) in the exterior
of the unit circle, its real part, the velocity potential Φ(w, t), always satisfies Laplace’s
equation. The solution of Φ(w, t) then allows us to solve for the time evolutions of the
surface and the velocity potential on the surface using boundary conditions (4.3) and
(4.4), which is identical to solving for the time evolution of the mapping R(w, t) and
V(w, t). The analyticity of z(w, t) and Ψ(w, t) requires us to analytically continue equa-
tions (4.3) and (4.4) before rewriting them in terms of R and V variables. For equation
(4.3), this is achieved by adding a tangential velocity on the surface along with the nor-
mal component of the velocity to ensure the analyticity of the partial time derivative of
the mapping z(w, t) (Shraiman & Bensimon 1984) even though it would not change the
surface shape. For equation (4.4), the analyticity of ∂tΨ(w, t) is ensured by adding an
appropriate imaginary part (corresponding to the partial time derivative of the stream
function ψ = Im(Ψ)) to both sides of the equation, and P (t) can be absorbed in the
definition of Ψ. Therefore, from Shraiman and Bensimon (Shraiman & Bensimon 1984)
equation (4.3) is rewritten as
∂tz(w, t) = w∂wz
[
Re(w∂wΨ)
|w∂wz|2 + iC
]
(A 1)
Equation (4.4) can be rewritten as
(∂tΨ(z(w, t), t))z = −1
2
|∂zΨ|2 + iD (A 2)
where (∂tΨ(z(w, t), t))z means the partial derivative with respect to t with z fixed. Both
C and D are real-valued functions of w. They are added as described above to make
the right-hand sides of equations (A 1) and (A 2) analytic and their function forms are
determined by the Poisson integral formula. In our case this formula states that if we
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know that the real part of a function analytic in the exterior of the unit circle w = eiα
(on the w-plane) can be written on the unit circle w = eiα as
f(α) = a0 +
∞∑
n=1
(ane
inα + a∗ne
−inα) (A 3)
then this analytical function takes the following form
A{f}(w) = a0 + 2
∞∑
n=1
a∗n
wn
(A 4)
where A is an integral operator applied to a real-valued function f(w) defined on the
unit circle w = eiα on the w-plane, resulting in an analytical function A{f}(w) defined
in the exterior of the unit circle such that Re(A{f}(eiα)) = f(eiα). In an integral form,
we have
A{f}(w) = 1
2pii
∮
|w′|=1
dw′
w′
w + w′
w − w′ f(w
′) (A 5)
Appendix B. Numerical implementation of the boundary integral
method
Our numerical implementation of the boundary integral equation that governs the
bubble evolution follows closely the method described by Pozrikidis (Pozrikidis 2002),
with minor variations to accommodate the needs of our specific problem. For the sake
of completeness, we include a brief description of the implementation below (please see
(Pozrikidis 2002) for more details). We discretize the interface by N + 1 nodal points xi
(i = 1, ..., N+1). The index i increases counter-clockwise along the interface. x1 and xN+1
coincide with each other for a closed interface. N boundary elements ek (k = 1, ..., N)
are constructed by connecting adjacent nodal points xk and xk+1 using straight line
segments and the position x along the interface is interpolated using piecewise linear
interpolation between adjacent nodes. The potential Φek and normal velocity u
e
⊥,k on
each element ek are assumed to be constant. Instead of solving for the normal velocity
at each nodal point directly, equation (5.1) is used to solve for the normal velocity at the
middle point xek of each element ek (equivalently the normal velocity on that element),
which helps suppress numerical instabilities. With all the asuumptions, equation (5.1)
now takes a discretized form (after re-arranging the terms)∑
k
[ ∫
x∈ek
G(xej ,x)ds(x)
]
ue⊥,k =
∑
k
[ ∫
x∈ek
(n · ∇)G(xej ,x)ds(x)
]
Φ(xek)−
1
2
Φ(xej )
(B 1)
where each integral in the summation is over one line element. Equation (B 1) can be
written in a more compact form with matrices∑
k
(SL)jku
e
⊥,k =
∑
k
(DL)jkΦ
e
k −
1
2
Φej (B 2)
where N -by-N matrices SL and DL only depend on the interface shape. As in equation
(5.2), the Green’s function G(x0,x) has a logarithmic divergence as x approaches x0.
As a result, diagonal elements (SL)kk (or (DL)kk) in SL (or DL) are singular integrals
since the point xek where the potential and normal velocity are evaluated falls on the
element ek where the line integral is performed. However, for these line elements, those
integrals can be calculated analytically, which gives (SL)kk = −Lek(ln( 12Lek)− 1.0)/(2pi)
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and (DL)kk = 0 where L
e
k = |xk+1 − xk| is the length of the kth element. The non-
singular integrals in the off-diagonal elements in SL and DL are computed using 20-point
Gaussian quadrature.
To start our simulation, the initial position xi and potential Φi at each nodal point xi
are generated from prescribed specific function forms of R(w) and V(w). At each time
step t, starting from the values of xi and Φi at each nodal point, the potential Φ
e
k on each
element ek is obtaned by taking the average of the potentials at the end points xk and
xk+1, i.e. Φ
e
k =
1
2 (Φk+Φk+1). Then the normal velocity u
e
⊥,k at the middle point x
e
k of ek
is solved by solving equation (B 2) using the Gaussian elimination as ue⊥ = SL
−1(DL−
1
2I)Φ
e, where ue⊥ = (u
e
⊥,1, . . . , u
e
⊥,N )
T and Φe = (Φe1, . . . ,Φ
e
N )
T are two column vectors
and I is the N -by-N identity matrix. The normal velocity u⊥,i at each nodal point is
obtained by taking the average of the normal velocities on its adjacent elements ue⊥,i
and ue⊥,i−1 (for a closed interface, when i = 1, the subscript i − 1 is understood as the
value N), weighted by the length of the elements Lei and L
e
i−1 as u⊥,i = (u
e
⊥,iL
e
i−1 +
ue⊥,i−1L
e
i )/(L
e
i +L
e
i−1). For re-meshing purpose, the tangential component of the velocity
u‖,k at each nodal point is also calculated by differentiating the velocity potential Φ along
the interface numerically, i.e., u‖,k =
(
Φk+1−Φk
Lek
Lek−1 +
Φk−Φk−1
Lek−1
Lek
)
/
(
Lek + L
e
k−1
)
. After
that, we update the N + 1 nodal points xi and the potential Φi to time t+ ∆t using the
total velocity u = u⊥n + u‖t according to equations (4.3) and (4.4), where n and t are
unit normal and tangent vectors on the surface respectively. The value of P (t) in equation
(4.4) will shift the potential at time t + ∆t on the surface by a constant which affects
the normal velocity according to equation (5.1), and the value of P (t) is determined to
ensure a prescribed areal flux, which is constant in our simulation. The new time step
will repeat the above steps starting from the updated xi and Φi at each nodal point.
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