This paper is concerned with the standing wave for Klein-Gordon-Zakharov equations with different propagation speeds in three space dimensions. The existence of standing wave with the ground state is established by applying an intricate variational argument and the instability of the standing wave is shown by applying Pagne and Sattinger's potential well argument and Levine's concavity method.  2004 Elsevier Inc. All rights reserved.
Introduction
In the present paper, we consider the instability of standing wave for the Klein-GordonZakharov equations with different propagation speeds in three space dimensions:
The propagation speed in Eq. (1) is normalized as unit, while that in Eq. (2) is denoted by c.
Equations (1) and (2) describe the interaction of the Langmuir wave and the ion acoustic wave in a plasma (see Dendy [1, Chapter 6] and Zakharov [2] ). The function φ denotes the fast time scale component of electric field raised by electrons and the function ψ denotes the deviation of ion density from its equilibrium. The functions φ and ψ are originally real vector valued and real scalar valued, respectively. In this paper, however, we take two functions φ and ψ as complex scalar valued, because it does not matter what kind of value the functions φ and ψ take in our argument (see Ozawa, Tsutaya, Tsutsumi [3] ). From a physical point of view, the propagation speed in Eq. (1) is about one thousand times as large as that in Eq. (2) (see Dendy [1, Chapter 6] ), so that it is natural to assume the following condition:
Many authors have been studying the problem of stability and instability of standing waves for nonlinear wave equations (see [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] ). For the Cauchy problem of Eqs. (1) and (2) , when the Cauchy data are sufficiently small, Ozawa, Tsutaya and Tsutsumi [3] got the global existence of the Cauchy problem for (1) and (2) . In the case of c = 1, Ozawa, Tsutaya and Tsutsumi [14, 15] got the similar results on the Cauchy problem of Eqs. (1) and (2) . In the present paper, in terms of the characteristics of the ground state and the local theory [3] , we are interested in studying instability of the standing waves for Eqs. (1) and (2) , which originates in [4, 16] .
If a pair of real functions
verify the semilinear elliptic system
and
verify (1)-(2), which are standing wave solutions of (1)- (2) . From the physical viewpoint, an important role is played by the ground state solution of (3) . We recall that a solution (u, v) of (3) is termed as a ground state if it has some minimal action among all solutions of (3).
Principal results
, we define the action S(u, v) of the solution (u, v) of (3) as follows:
In addition, we define the functional R(u, v) by
and define the set
Now we consider the constrained variational problem
Firstly about the standing wave of (1)- (2), we have the following existence theorem associated with the ground state.
For the evolution problem (1)- (2), we impose the following initial conditions on (1)- (2):
Now we define the energy E for the data in (8) by
and for s < 0, the homogeneous Sobolev spaceḢ s on R 3 is defined bẏ
.
Here, S denotes the Schwartz slowly increasing distribution space andv(ξ ) denotes the Fourier transform of v(x) in the spatial variables (see [3] 
On the characterization of the standing wave of (1)- (2) with minimal action, we further have the following instability theorem which originates in [4, 16] . 
and with the property: the solution (φ, ψ) of the Cauchy problem for (1)- (2) corresponding to the initial data
Remark 2.2. This theorem shows the instability of the standing wave of (1)- (2) with minimal action. In fact, this theorem shows that for any neighborhood in (1)- (2) with (12) goes away from the orbit of the standing wave associated with (D, Q) to infinity in a finite time.
Before we prove Theorems 2.1 and 2.2, we first give three propositions.
there exists a unique solution (φ(t, x), ψ(t, x)) of the Cauchy problem (1)-(2) and (8) on a maximal time interval
) and either T = ∞ or else T < ∞ and
Furthermore, one has that ∀t ∈ [0, T ), (φ(t, x), ψ(t, x)) satisfies the conservation law of the energy:
Proof. It just suffices to write down the expression of R(u λ , v λ ) and S(u λ , v λ ). By (4) and (5), we have
From the definition of M (M is not a empty set), there must exist a unique µ > 0 such that
This completes the proof of this proposition. 2
Proposition 2.3. Let E(0) < S(D, Q). Put
K 1 = (u, v) ∈ H 1 R 3 × L 2 R 3 : R(u, v) < 0, S(u,
v) < S(D, Q) .
Then K 1 is invariant under the flow generated by the Cauchy problem (1)- (2) and (8) .
and (φ(t), ψ(t))
be the solution of (1)- (2) and (8) . By (4) and (15), one has
To check (φ(t), ψ(t)) ∈ K 1 , we need to prove
We proceed as follows. If (19) is not true, by continuity, because of R(φ 0 , ψ 0 ) < 0, there would exist at > 0 such that R(φ(t), ψ(t)) = 0. It follows that (φ(t), ψ(t)) ∈ M. This is impossible from (10) and (18) . Thus (19) is true for t ∈ [0, T ). So K 1 is invariant under the flow generated by the Cauchy problem (1)- (2) and (8). 2
Standing wave with ground state
In this section, we prove Theorem 2.1 by an intricate variational argument which originates in [4, [16] [17] [18] .
Proposition 3.1. S is bounded below on M.
Proof. From (4)-(6), on M one has
it follows that S(u, v) > 0 on M. So S is bounded below on M. 2
Now we begin to solve the variational problem (7). Since Proposition 3.1, we may let
be a minimizing sequence for (7) , that is
Let u * , v * denote the Schwarz spherical rearrangement of functions u and v, respectively. We recall that u * , v * are spherically symmetric, nonincreasing (with respect to |x|) functions. The symmetrization has the following properties:
Furthermore, it is straightforward to check that
where as in Proposition 2.
2, u λ (x) = λu(x), v λ (x) = λv(x).
Now for the minimizing sequence {(u n , v n ): n ∈ N }, we let
where µ n > 0 is uniquely determined by
In view of (24), one also has
and therefore by (20), (22) and (23), one has
The right-hand side inequality in (26) is a consequence of Proposition 2.2, since R(u n , v n ) = 0 (note that µ = 1 in this case). Thus
and by (26),
S(D n , Q n ) S(u n , v n ).
Therefore {(D n , Q n ): n ∈ N } is also a minimizing sequence for (7) . From (20) and (21), one knows that D n H 1 (R 3 ) and Q n L 2 (R 3 ) are all bounded for all n ∈ N . Then there exists a subsequence
Now for
there also exists a subsequence
It is of course that
Thus we extract a subsequence {(D n km , Q n km ): m ∈ N } from {(D n , Q n ): n ∈ N } such that (27) and (28) hold. For simplicity, we still denote {(D n km , Q n km ): m ∈ N } by {(D n , Q n ): n ∈ N }. Now we need to use Strauss' compactness lemma (see [18] ), that is, for 2 < σ < 6, the imbedding
where
is a function of |x| alone}. Thus from (28), one has
Now we assert that (D ∞ , Q ∞ ) = (0, 0). We get this fact by contradiction. If (D ∞ , Q ∞ ) ≡ (0, 0), then from (27) and (30),
Moreover, from the Hölder's inequality
So
Re
On the other hand, from
From (32), one has
By the Cagliardo-Nirenberg inequality, D n verify
where C > 0 denotes various positive constants. The boundedness of
Thus from (34), one has
Therefore (33) and (35) 
which is contradictory with (31).
From (27), (28) and (30), thus one gets
Since R(D n , Q n ) = 0, Proposition 2.2 shows that
Hence, using (36), (37), one has
As ( 
Thus we proved (1) of Theorem 2.1. Now we prove (2) of Theorem 2.1. Since (D, Q) is a solution of the problem (39), there exist a Lagrange multiplier Λ such that
where δ u G denotes the variation of G(u, v) about u. By the formula
we get
where δu denotes the variation of u. By (40), one has
From the second equation of (3), we have that v is a real function. Hence by (42), we have
By (42) and (44), one gets Λ = 0. Thus from (43), one implies that
Therefore (D, Q) is a solution of (3). Noting that (39), then (D, Q) is a ground state solution of (3).
Thus we get the proof of (2) of Theorem 2.1. So far, we completed the proof of Theorem 2.1.
Instability of standing wave
In this section, we prove Theorem 2.2 according to Theorem 2.1. For the initial data (12) , by (4) and (15), one has
Now take
For any ε > 0, one can always take a λ with λ > 1 such that
Since λ > 1, by (46), Proposition 2.2 yields that
From (45), it follows that
Therefore, (47), (48) and Proposition 2.3 imply that
R φ(t), ψ(t) < 0 for t ∈ [0, T ).
Since (φ(t), ψ(t)) is a solution of (1)- (2) and (12) on [0, T ), we put
Thus one has
On the other hand, from (15) , one has that
From (51) and R(φ, ψ) < 0, J (t) is a convex function of t. It follows that if there exists a time t 1 such that J (t)| t=t 1 > 0, then J (t) is increasing for all t > t 1 (within the interval of existence). In that case, the quantity 2 φ 2
− 6E(0) will eventually become positive, and will remain positive thereafter. Thus for t large enough from (52), we would have
In view of (49), (50) and (53), using the Hölder's inequality, one has
Since
from (54), we see that
Therefore J −1/4 (t) is concave for sufficiently large t, and there exists a finite time T * such that
In other words,
Thus one has T < ∞ and 
Thus from (51) we get
Recalling (51), we conclude that
Now for any fixed t > 0, because of R(φ, ψ) < 0, there exists 0 < µ < 1 such that R(µφ, µψ) = 0. Furthermore, one can easily check that
By (10), (57) and (58), we may conclude that 
S(φ, ψ) S(µφ, µψ) S(D, Q) as t → ∞.
) > 0 for some t 1 > 0. Thus we completed the proof of Theorem 2.2.
