The web has the potential to serve as an excellent source of example imagery for visual concepts. Image search engines based on text keywords can fetch thousands of images for a given query; however, their results tend to be visually noisy. We present a technique that allows a user to refine noisy search results and characterize a more precise visual object class. With a small amount of user intervention we are able to re-rank search engine results to obtain many more examples of the desired concept. Our approach is based on semi-supervised machine learning in a novel probabilistic graphical model composed of both generative and discriminative elements. Learning is achieved via a hybrid expectation maximization / expected gradient procedure initialized with a small example set defined by the user. We demonstrate our approach on images of musical instruments collected from Google image search. The rankings given by our model show significant improvement with respect to the user-refined query. The results are suitable for improving user experience in image search applications and for collecting large labeled datasets for computer vision research.
INTRODUCTION
With the advent of the internet we are accustomed to having practically any information we want within moments of a search query. Search engines have become strikingly accurate at delivering relevant text-based information from the web, but the same cannot be said for web image content. There are billions of images on the web yet most of them are not indexed effectively.
Current web image search tools leave plenty of room for improvement with average accuracy rates between twenty to forty percent depending on the query. For example, Figure 1 displays the top 20 images returned by Google image search for the query "saxophone". These results exhibit some common symptoms of web image search technology: the image labels are very noisy and the relevance of the results are variable and often poorly defined. We would like to have the same level of performance for visual content search on the web as we do for text content. One way to improve web image search is to look within the images for visual concepts and features of interest. This approach can be further enhanced by allowing a "visual query" to be provided by a search user. There are many ways that the visual query can be specified; for instance, a user could give a sketch, upload an example image, or try to define the visual concept with words. In this work we suggest a much easier, more natural way indicate a visual query. One can use existing image search technology to provide a rough set of images from which the user selects a small number of examples depicting the visual concept of interest.
Once a user query is captured in the form of one or a few example images, the task becomes a matter of filtering the noisy web image search data to discover visually related images. Since the example images chosen by the user are selected from the web, they are associated with html documents and we can use these documents to learn a textual representation of the visual query. We can therefore construct a model which combines text and image features to mine the web for better image search results.
The model we present is unique for the following reasons. It is a tailored probabilistic graphical model containing both directed and undirected components in order to handle different feature types effectively. We explicitly handle the difficult task of learning from minimal training data (the small set of user query images) by developing a semi-supervised technique based on a novel, hybrid expectation maximization / expected gradient [7, 4] procedure. Our approach has the added benefit that it is fast and fits nicely within the framework of existing image search technologies.
We show in our experiments that images returned by our model are significantly more accurate than traditional image search with respect to the user-enhanced query. We find that both text and image features are useful, sometimes to different degrees depending on the query words. Additionally, we show that our semi-supervised approach yields significant performance gains over simpler methods.
RELATED WORK
The prospect of learning visual concepts from web data has started to receive considerable research attention [16, 20] . For example, Ponce et al. [16] emphasize the general need for better object category datasets. Our approach here as well as the others we briefly review represent parts of the solution to this problem. In the following review we emphasize recent work relevant to the problem of learning visual concepts from noisy search results. This problem can be viewed as synonymous with the goal of extracting a clean set of example images for the purposes of dataset construction.
Fergus et al. [6] examine the problem of learning object categories from Google data. They develop a variant of the pLSA clustering method to successfully learn category models from noisy web data. An interesting component to this work is the method of selecting training data. The top few image search results are chosen as the training set since these results tend to be more accurate. To collect even more potential training images the query is submitted in multiple languages. Li et al. [9] also take an image-only approach. A hierarchical Dirichlet process model [19] is used to retrieve clean image sets for a number of categories from web image search. [18] is another recent work which successfully filters web image sets using image content alone.
Berg and Forsyth [2] look at a combination of web text and image features for the creation of a themed dataset consisting of types of animals. A pre-clustering is performed on the text via LDA, and supervision enters the process by the manual choice of relevant LDA clusters. We find via experiment that this procedure is ineffective for most object categories due to a lack of immediately clear text cluster and visual group correspondence.
Numerous other works have considered visual concept learning in the context of content based image retrieval (CBIR). Notably, [17] include user feedback in the query to account for subjectivity of relevance results. [11] include both low level visual features and high level semantics for improved query accuracy. At the same time as this increasing interest in leveraging the web for dataset construction, there has been an increasing focus in the Machine Learning and Data Mining communities on the tradeoff between generative and discriminative approaches to pattern recognition [14, 12, 8] . A generative probabilistic model attempts to capture the joint probability distribution of data points x and labels y, whereas a discriminative approach models only the conditional p(y|x). Under the correct model assumptions and data conditions one approach can perform significantly better than the other. Typically, generative models tend to succeed when the model makes fair independence assumptions about the data and the data is sparse. Discriminative approaches are often better when the underlying data distribution p(x) is difficult to model, or when the dataset size grows toward infinity. Our technique applies each of these approaches on portions of the data where they are expected to perform best using a probability model with both discriminative and generative components. This permits effective training of discriminative components in a weakly-supervised setting. Our model is also principled in the sense that it makes no ad-hoc modifications to a likelihood objective defined by an underlying probabilistic model.
A MODEL FOR WEB IMAGES AND TEXT
In the following section we describe our proposed model, beginning with our choices for image and web text features. We then explain the model structure and methods for parameter estimation in supervised and semi-supervised scenarios.
Image and Text Features
We use histograms of quantized SIFT descriptors [10] to represent image data in our model. This popular method where locality of features is discarded leads to a bag-ofwords representation. 2000 SIFT decriptors are sampled at random scales and locations for each image. We forego the common approach of interest point detection in light of recent evidence that it is not necessarily more effective than random sampling [15] . The system should handle a diversity of visual concepts and keypoint detectors tend to under-represent more uniform visual regions where stable interest points are difficult to locate.
We pre-compute a visual codebook of 400 words by application of k-means to a sampling of 50,000 SIFT descriptors from set of randomly selected natural images. Each descriptor extracted from an image is assigned to its nearest word in the codebook, and an image is represented as a 400-vector of visual word counts. We note that our model can be easily extended to include other feature types and our results would likely benefit from the addition of color and boundary features. SIFT feature histograms are used alone to maintain simplicity.
Text inputs to our model are derived from associated html documents via a latent topic model. We use the Latent Dirichlet Allocation document-topic model [3] to learn a robust low-dimensional representation. LDA is a generative model of documents where each document is a multinomial distribution over a set of unobserved topics, and each topic is a multinomial over words. It has been applied successfully to a number of modeling problems across many domains including computer vision [1] .
Text processing begins with the 100 words closest to the html image anchor. The words are filtered by a standard stoplist which is augmented to remove common web-related junk words. The words for each document are accumulated into an unordered histogram representation which is now similar in form to the visual feature vectors. We use the LDA implementation from the Mallet Toolkit [13] to train a model with 10 topics on the set of word vectors for a query. Then, each document's text feature is given by the 10-vector of mixing proportions for the 10 topics. The number of topics is set empirically by looking for meaningful semantic clusterings in the topic-word assignments.
The application of LDA as a pre-processing step might seem unusual or unnecessary. We note that principal component analysis (PCA) is commonly applied to real valued data to both reduce the dimensionality of input data and to reduce correlations among the dimensions of the transformed data. As such, simpler models with feature independence assumptions (such as diagonal covariance Gaussian mixture models) can then be applied in the transformed space where independence assumptions are more valid. In a similar spirit, we use LDA to reduce the vocabulary size of a bag of words representation -with typically tens of thousands of words -to a small number of topics. Models developed for data expressed in a topic representation can thus more justifiably make independence assumptions.
We comment that while our preliminary experiments led us to select these particular feature representations, the probabilistic model in the next section is applicable to any feature representation that has been transformed into a vocabulary or topic representation.
The Model
Our model consists of a principled combination of generative and discriminative elements. We model the features of Ni images with corresponding web text. Let h be a binary random variable indicating if a given image retrieved from a query should indeed be be associated with a user defined concept of interest, such that h ∈ {"relevant","not relevant"}. Let a represent a binary random variable for a match of the query string with a sub-string in the image filename. Let b represent another binary random variable, indicating if there is an exact substring match in the html url.
We treat the raw words in a region surrounding the anchor text for the image as a set of random variables which we analyze using an LDA topic model. From the topic representation we are thus naturally able to characterize each document as consisting of Nw draws from a smaller vocabulary of topic words W = {w1, w2, . . . , wN w }. SIFT features are quantized into a visual vocabulary as discussed in Section 3.1. Let the collection of quantized SIFT features for a given image be represented as a set of visual words V = {v1, v2, . . . , vN v }.
We use X to denote the set of all random variables other than h for which our model encodes a joint probability distribution, X = {a, b, W }. As we shall soon see, our model encodes a generative distribution on X when conditioned on V . With the above definitions in place we use the model illustrated in figure 3 .2 given by P (X, h|V ) = P (a, b, W |h)P (h|V ) = P (a|h)P (b|h)P (W |h)P (h|V ).
(
For P (h|V ) we use a simple conditional random field
For (2) we define k feature functions f k (h, X). In our experiments, function k evaluates to the number of counts for visual word k for each of our Nv possible visual words. For P (a|h) and P (b|h) we use binary distributions, and for our topical text words P (W |h) we use a discrete distribution with the factorization
Let the complete parameter space be denoted as Θ = {λ, θa, θ b , θw}, corresponding to a partitioning of parameters for each of the respective components of the underlying graphical model.
Estimation with Labeled Data
When we have hand specified labels for h, our approach decomposes into separate estimation problems for the generative and discriminative components of the model. Our objective for labeled data is log P (a, b, W, h|V ) = log P (a, b, W |h) + log P (h|V ). (4) The generative component of our model involves
log P (wi|h) + log P (a|h) + log P (b|h), (5) affording closed form updates for the parameters of conditional distributions for P (X|h) easily computed from the standard sufficient statistics for Bernoulli, Discrete and Multinomial distributions. In contrast, parameter estimates for discriminative or undirected components of our model are obtained iteratively by gradient descent using
Estimation with Unlabeled Data
We present a hybrid expectation maximization / expected gradient procedure to perform learning with unlabeled data. For unlabeled data we wish to perform optimization based on the marginal probability
Our objective is thus
and parameter estimation involves
(10) We thus perform our optimization by computing an expectation or E-step followed by: (1) a single closed form maximization or M-step for parameter estimates involving variables in X
and (2) an iterative expected gradient descent optimization (until local convergence) for the discriminative component of the model
The complete optimization procedure consists of iterations of: an E-step followed by an M-step and an expected gradient optimization, repeating these steps until the likelihood change over iterations is within a relative log likelihood change tolerance of .001.
When we have a mixture of very small number of positive example images among many unlabeled instances, semisupervised techniques can be sensitive to the precise selection of labeled elements [5] . In our approach here whenever we have a mixture of labeled and unlabeled data we train our model on the labeled data first to obtain initial parameter estimates prior to a more complete optimization with both the labeled and unlabeled data. In our experiments we also use a random sampling procedure to simulate user specified labels. However, in the context of a real world user interface to customized image search, the set of labeled examples likely has a better chance of being more representative of the variability in a user's definition for any given visual concept. True instances  french horn  549  112  harp  531  93  harpsichord  394  113  piano  503  59  saxophone  521  102  timpani  480  37  tuba  487  67  violin  527  130  xylophone  495  58   Table 1 : Musical instruments web dataset.
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EXPERIMENTS
In the following section we describe experiments with our model on a web dataset themed by musical instruments. First we describe our acquisition and processing procedure for the dataset. We then evaluate model performance with respect to different visual queries and varying levels of supervision. In addition we show that the text+vision model with properly initialized expectation maximization yields better performance than a series of baseline experiments.
Dataset Acquisition
We are unable to find a commonly used, publicly available dataset containing both web image and text data suitable for our experiments. Therefore we choose to operate directly on web data acquired from Google Image Search. Table 1 lists our choice of query words which define the visual categories of the dataset. We choose a theme of musical instruments for the following reasons. Musical instruments are typically well defined as visual categories leading to a less subjective performance evaluation. Additionally, instruments represent the sort of web query that search engine operators and users would want to refine, particularly in an e-commerce setting. Our choice of a themed dataset rather than a disparate one (e.g. the categories of Caltech 101) facilitates future experiments of forced-choice classification between a challenging set of objects which tend to co-occur in the real world.
For each of the categories in table 1 we fetch the top 1000 results from Google image search using the category name as the query. We capture both the image and the associated html document, as well as the image and html urls and filenames, and the Google rank order. The results are filtered to remove grayscale images, empty or damaged images, and instances with missing data. Table 1 lists the number of elements in each category after filtering.
We further process each instance by pre-computing the image and text features to be used by the model. Images are scaled to contain roughly the same number of pixels (about 320x240) while maintaining aspect ratio. As discussed previously, 2000 SIFT descriptors are computed at random scales and locations in each image. A visual vocabulary with 400 entries is built for each class via k-means, and a vector of word counts is recorded in standard bag-of-words format. Text features are computed as a vector of latent topic mixing proportions as described earlier.
Our performance evaluations require us to know the ground truths for each image. In our scenario the truth labels represent the desired assignment of the variable h in the model. A difficulty arises when we create human labelings of images from the web: we must define the precise visual concept to be captured for each category, and we must deal with images that have ambiguous meaning with respect to h ∈ {"relevant","not relevant"} in a consistent way. We define the following set of rules to make our labelings consistent:
• The visual concept of interest is a clear, realistic image of the most common form of the object defined by the query word.
• The visual concept must be the focus of the image. The object of interest must be at least as prominent in the image as any other object or theme.
• We reject images containing more than 3 instances of the object of interest. With many repeated instances of an object the visual concept changes and begins to resemble a texture.
• We reject cartoon images and abstract art. Photorealistic images are retained as long as they are convincing to a human observer.
• If the context surrounding the object seems bizarre or impossible to a human observer, the image is labeled as background.
• Extreme close-ups, distant views, and majority occlusions are rejected. Most of the object should be clearly visible.
• We include images of objects which are sufficiently similar as to fool a human observer (e.g., we include images of mellophones with the french horn class).
The dataset including all computed features and truth labelings will be made publicly available on the web. We feel that a common dataset is needed for future research of image mining using both vision and text in order to provide a means for common performance comparison.
Performance Evaluation
Here we wish to demonstrate the efficacy of our model over a range of visual concepts. The precision-recall measure is used to compare our method to the ranking given by the original image search engine. We run a set of 10 repeated experiments for each of the classes listed in table one. For each repeat under a given class we vary the training set (corresponding to example images selected during user intervention) by randomly choosing 5 images from the pool of true-class images. We then run the hybrid semi-supervised algorithm until convergence, which usually occurs within 30 iterations. Figure 3 shows the average precision-recall curve for each class given by the model and by the Google rank, and figure 4 compares performance over the entire dataset. We note that our model outperforms the original search engine ranking for every class, sometimes significantly so. Search engine results have the desirable property of high precision among the top-ranked elements, and we see the same effect in our model rerankings. The top sets of images returned are generally very clean and would be suitable as datasets for computer vision experiments. Figure 5 displays the top 30 results returned by our model for the saxophone class and compares these results to the top results returned by Google. 
Comparisons to baseline methods
It was shown in [2] that for some image search queries, text features are more reliable predictors for classification, while for other classes visual features are more useful. This makes intuitive sense and we wish to validate this argument for our model. We compare the performances of a number of variants of our model to judge the merits of its individual components.
The model variants we tested include the model without the hybrid expectation maximization procedure, a portion of the model using only text features, and a portion of the model using only image features. In these tests we again use Table 2 : Top-10 accuracy for each model and class. Top-10 accuracy represents the proportion of images correct among the top-10 ranked images, averaged over multiple trials with different training sets. We note that in cases where accuracy of our model is low, false positives are typically quite reasonable as demonstrated in Figure 5 .
5 randomly chosen positive examples for the labeled training sets. Indeed, we find that for some classes text is more important while for others visual features are more useful than text. The combination of features in our model yields better performance in almost every case. Additionally, performing the hybrid expectation-maximization procedure further improves results. Table 2 lists the accuracy among the top-10 ranked images for each method and each class. Figure 6 gives the performance comparison of the model variants for the saxophone class. Green dash-dotted line is image-only model, and blue dashed line is text-only model.
The effect of training set size
Training data represents costly human labor and naturally we wish to reduce it. In the web image search scenario, the training set is the collection of images chosen by the user as desirable examples. Our model must succeed using only a few images as training data or there will be too much work required by the user. Ideally the system would require only a single example for reasonable performance.
In figure 7 we compare the performance of the model under training set sizes n=10, n=5, and n=1 for the saxophone class. We note that our approach still gives very reasonable performance with only one training example. Figure 8 demonstrates the importance of proper initialization measures for the hybrid semi-supervised learning procedure. In this case we do not train initial parameter estimates prior to the update procedure. Performance remains reasonable as long as the training set is sufficiently large. Under these circumstances the model no longer functions with just one training example. 
CONCLUSIONS
We have presented a method for mining visual concepts from the web using minimal supervision. Our approach is built upon a novel probabilistic graphical model which combines image features and text features from associated html documents. We introduced a hybrid expectation maximization / expected gradient procedure and showed that this semi-supervised approach gives better performance than a number of baseline tests. The model was applied to a dataset of musical instruments collected from the web, and the resulting rerankings significantly improved upon rankings given by Google image search. Top images from the reranked data have correct labelings and are suitable for use as datasets in vision research.
In addition we will be providing a new publicly available dataset to be used for research combining text and vision. The dataset contains 9 classes of musical instruments and 4487 documents in total. We include the original text and our annotations for each document. Future research exploring web images and text will benefit from a known, shared set of data over which performance can be compared.
