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ONTO INTERPOLATION FOR THE DIRICHLET SPACE AND FOR W 1,2(D)
NIKOLAOS CHALMOUKIS
Abstract. We give a characterization of onto interpolating sequences with finite associated
measure for the Dirichlet space in terms of logarithmic capacity. The same condition in fact
characterizes all onto interpolating sequences for W 1,2(D) even if the associated measure is
infinite.
1. Introduction
The Dirichlet space D is defined as the space of analytic functions f in the unit disc D such that
‖f‖2D := ‖f‖2H2 +
∫
D
|f ′|2dA < +∞,
where ‖ · ‖H2 is the Hardy norm and dA = dxdy/π. It is well known that with this norm D is a
reproducing kernel Hilbert space, with reproducing kernel
kz(w) = k(w, z) =
1
wz
log
1
1− wz , z, w ∈ D
which has the complete Nevanlinna Pick property [2, p. 58]. We will also denote by M(D) the
space of multipliers of D, that is functions ϕ : D→ C, such that ϕf ∈ D for all f ∈ D. For more
information on the Dirichlet space and its multipliers one can consult for example [10].
Let us now introduce two types of interpolation problems. Notice that although we pose the
problems on the Dirichlet space, much of what follows makes sense for any reproducing kernel
Hilbert space. Suppose that {zi} is a sequence of points in the unit disc. For any f ∈ D by
the Cauchy-Schwarz inequality |f(zi)| = |〈f, kzi〉| ≤ ‖f‖D‖kzi‖D. We can express the previous
inequality by saying that the weighted restriction operator
T : D → ℓ∞(N)
f 7→
{ f(zi)
‖kzi‖D
}
,
is bounded. We can now ask for which sequences ImT = ℓ2, ImT ⊇ ℓ2, or ImT ⊆ ℓ2. In the first
case we say that the sequence {zi} is Universally Interpolating (UI), in the second case that it
is Onto Interpolating (OI), and in the later that it is a Carleson Sequence (CS) for the Dirichlet
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space. This is equivalent to say that the discrete measure
(1) µ :=
∞∑
i=1
δzi
‖kzi‖2D
satisfies the embedding condition
‖f‖L2(µ) ≤ C(µ)‖f‖D.
Where the constant C(µ) does not depend on f . In general, positive Borel measure satisfying
this condition are called Carleson measures. We shall refer to the measure µ defined in (1) as
the measure associated to the sequence {zi}. Using Stegenga’s characterization of Carleson mea-
sures for the Dirichlet space [13], the Carleson measure condition translates in to the capacitary
condition
(CM)
∑
zi∈S(E)
1
‖kzi‖2D
≤ KC(E),
where C(E) is the logarithmic capacity of E, S(E) is the Carleson area corresponding to E and
the inequality holds for all open E ⊆ T and for some constant K > 0 depending only on the
sequence.
The case of Universal Interpolation requires some extra notion of separation on the sequence. To
see what this should be consider a (UI) sequence {zi}: by the open mapping theorem T is bounded
and open, hence, for any i ∈ N there exists fi ∈ D such that fi(zj) = δij and ‖fi‖2D ≤ K/‖kzi‖2D,
or, equivalently, by the Pick property [2, Theorem 9.33] there exist mi ∈ M(D) such that
‖mi‖2M(D) ≤ K and mi(zj) = δij . A sequence which satisfies one of the last two equivalent
conditions for the constant K will be called K− strongly separated (SS) and the least constant
K which satisfies the above condition will be called strong separation constant of {zi} and will
be denoted by StrongSep({zi}).
If a sequence is strongly separated then, a fortiori, it satisfies what is called weak separation
condition (WS). That is, for any zi, zj ∈ {zi} there exists fij ∈ D such that fij(zi) = 1, fij(zj) = 0
and ‖fij‖2D ≤ K/‖kzi‖2D. This condition is more geometric in the following sense. For z, w ∈ D
define
dD(z, w) := sup{Re f(z) : ‖f‖D ≤ 1, f(w) = 0}/‖kz‖D
= sup{Rem(z) : ‖m‖M(D) ≤ 1,m(w) = 0}
=
√
1− |〈kz , kw〉|
2
‖kz‖2D‖kw‖2D
.
Where we used [2, Theorem 9.33] and the Pick property of the space. The quantity dD(z, w)
can be shown to define a distance function on the unit disc [2, Lemma 9.9]. Hence, a sequence
is weakly separated if and only if there exists a constant δ > 0 such that
(WS) dD(zi, zj) > δ, i 6= j.
Again, if we want to stress the exact constant, we shall say that {zi} is δ− weakly separated.
Surprisingly enough, it turns out that (WS) + (CM) =⇒ (UI). This fact was proven by
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Bishop [7], and Marshall and Sundberg [12] for the Dirichlet space, and it was recently generalized
to any reproducing kernel Hilbert space with the complete Nevanlinna Pick property in [3].
The Onto Interpolating sequences are less understood. The same argument as in the case of
Universal Interpolation shows that the (SS) condition is necessary. Bishop, in an unpublished
preprint [7] showed that (SS) =⇒ (OI) in the Dirichlet space, but in a later work of Agler and
McCarthy the problem has been reported open [2, p. 145]. It is known, though, that in certain
complete Nevanlinna Pick spaces defined on trees this implication is true (see [4, Theorem C]).
In general, as far as we know, whether (SS) =⇒ (OI) is true in every complete Nevanlinna
Pick space, is still an open problem. Even this characterization, though, cannot be completely
satisfactory because the (SS) condition is not geometric and in practice it is difficult to verify.
In this direction we prove a capacitary characterization of strongly separated sequences and
therefore onto interpolating sequences, in the Dirichlet space, under the additional assumption
that the measure µ associated to the sequence is finite. Recently, Arcozzi Rochberg and Sawyer
constructed examples of (OI) sequences with infinite associated measure [4].
In order to state our main Theorem let us first introduce a piece of notation. Suppose that E is
an Fσ subset of ∂D = T, by C(E) we denote its logarithmic capacity.
For any z ∈ D \ {0}, we denote by z∗ the radial projection of z on the boundary, i.e. z∗ = z/|z|.
Also denote by ∆r(z) the hyperbolic disc centered at z having hyperbolic radius r. The Carleson
box S(z) is the minimal hyperbolic half plane which contains z and z∗ is the middle point of its
boundary. For 0 < η < 1 we define the expanded Carleson box by Sη(z) = S(z∗(1− (1− |z|)η)).
Also by Iz we denote the boundary arc ∂S(z) ∩ T. By | · | we denote the Lebesgue measure
on T normalized such that |T| = 1. It can be shown that |Iz | ≤ (1 − |z|). We fix also the
notation ϕz for the automorphism of the unit disc which interchanges z with the origin, i.e.
ϕz(w) = (z−w)/(1−zw). Finally, to simplify notation we will write d(z) for ‖kz‖2D. This quantity
is comparable to the hyperbolic distance between the origin and z, at least when |z| ≥ 1/2.
If {zi} is a sequence in the disc and β < 1 we denote by Vβ(zi) the set of points in the sequence
which are in the vicinity of zi, in the sense that zj ∈ {zi}, such that |zj | ≥ |zi|, Sβ(zi)∩Sβ(zj) 6= ∅
and zi 6= zj.
We say that a weakly separated sequence {zi} satisfies the capacitary condition if there exist
constants K > 0, 0 < γ < 1, depending only on the sequence such that,
(CC) C
( ⋃
zj∈Vγ(zi)
Iϕzi (zj)
)
≤ K
d(zi)
,
for all i ∈ N.
Then the characterization reads as follows
Theorem A. Let {zi} be a sequence in the unit disc which has finite associated measure, i.e.∑∞
i=1 1/d(zi) < +∞. Then, {zi} is Onto Interpolating for the Dirichlet space iff it is weakly
separated and satisfies the capacitary condition.
The proof of Theorem A is constructive in the sense that for given data we construct a function
which solves the interpolation problem. In the literature there are two main ways to construct
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Dirichlet functions which solve interpolation problems, either of Universal or Onto type. They
are both based on some kind of building blocks but the constructions are quite different. The
first one, initiated by Bo¨e in [6] was used to solve the Universal Interpolation problem in Besov
spaces, and later exploited further by Arcozzi Rochberg and Sawyer in [4] to give sufficient con-
ditions for Onto Interpolation in the Dirichlet space. It should be mentioned that traces of Bo¨e’s
construction can be found in the work of Marshall and Sundberg (see [12]). The second construc-
tion is due to Bishop [7], and makes use of conformal mappings. In this work we combine both
approaches and we construct building blocks which behave better in the sense that the relevant
error terms are easier to control. Regarding Universal Interpolation, there exists an alternative
approach which applies to all Complete Nevanlinna Pick spaces by Aleman, Hartz, McCarthy
and Richter (see [3]), but because of its abstract nature it does not seem to readily apply to the
problem of Onto Interpolation in the Dirichlet space.
We also consider the problem of onto interpolation in the Sobolev space W 1,2(D), the space of
L2(D) functions on the unit disc with weak partial derivatives of first order also in L2(D). In
this space pointwise evaluations are not well defined, therefore the definition of interpolation has
to be somewhat different. We shall say that a sequence {zi} is onto interpolating for W 1,2(D)
if there exists ε > 0 such that for any α = {ai} ∈ ℓ2(N), there exists u ∈ W 1,2(D) such that
u|∆ε(zi) ≡
√
d(zi)·ai. We choose the weights d(zi) in the definition of (OI) sequences forW 1,2(D)
in analogy with the holomorphic case but also because the functional lz, u 7→ u(z) defined on the
closed subspace ofW 1,2(D), which consists of functions constant on ∆ε(z), has norm comparable
to 1/
√
d(z).
In this case we have a complete characterization of onto interpolating sequences.
Theorem B. A sequence {zi} ⊆ D is onto interpolating for W 1,2(D) iff it is weakly separated
and satisfies the capacitary condition.
In other words the condition is exactly the same as in the analytic case, at least for finite measure
sequences.
Finally we investigate some properties of the capacitary condition. Logarithmic capacity of
general sets is quite difficult to estimate and therefore it comes handy if there exist conditions
which are easier to calculate with and imply the capacitary condition. The following theorem
gives such a condition.
Theorem C. Let {zi} a weakly separated sequence which satisfies∑
zj∈V˜γ(zi)
1
d(zj)
≤ K
d(zi)
for some γ < 1 sufficiently large and K > 0. Then it satisfies the capacitary condition.
The notation V˜γ(zi) and the admissible choices of γ are explained in Section 6.1.
In analogy with the case of Universal Interpolation, a natural property for the capacitary con-
dition that one could ask is to respect unions. More precisely, if {zi}, {wi} are (UI) sequences
such that their union is weakly separated, then {zi} ∪ {wi} is also (UI), simply because the sum
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of two Carleson measures is a Carleson measure. We prove that not only this is not true in the
case of Onto Interpolating sequences but we have the following stronger result.
Theorem D. There exist sequences {zi}, {wi} in D such that {zi} is universally interpolating
and {wi} is onto interpolating for the Dirichlet space with finite associated measure, their union
is weakly separated but it is not an onto interpolating sequence.
The paper is organized as follows. Section 2 is a collection of definitions and known results
together with some elementary estimates on capacities of condensers that will be used throughout.
In Section 3 we give the proof of Theorem B. In Section 4 we present a proof of the quantitative
version of Bishop’s Theorem which is heavily based on Bishop’s original proof. In Section 5
using the quantitative version of Bishop’s Theorem we provide the proof of Theorem A. Finally
in Section 6 we give the proofs of Theorems C and D.
1.1. Notation. For two quantities M,N ≥ 0 which depend on some parameters we write M .
N, if there exists some constant C > 0, not depending on the parameters, such that M ≤ C ·N .
We will also write M ∼ N if M . N and N . M . The letter C denotes a general positive
constant that might change from appearance to appearance. When we want to keep track of our
constants we shall use indices, i.e. C0, C1, . . .
1.2. Acknowledgements. I am indebted to my supervisor Nicola Arcozzi for introducing me
to the problems considered in this article and for his help with the construction of the coun-
terexample in Section 6.2. Also I would like to thank Christopher Bishop for his courtesy we
have included a detailed exposition of his proof in Section 4. Furthermore, I would like to thank
Pavel Mozolyako and Dimitris Betsakos for interesting discussions on harmonic measure.
2. Condensers and Capacity.
In this section we shall introduce some condensers associated to certain families of points in the
disc. These condensers will turn out to be essential in formulating a necessary and sufficient
condition in Theorem A. Although this type of condensers appear implicitly in previous works of
Bishop [7], Marshall and Sundberg [12] and in a discrete form in [4], they have not been exploited
systematically so far.
The following is the standard definition of a plane condenser.
Definition 1. Let B be a Jordan domain in C and E,F ⊆ B compact disjoint sets. We call the
triplet (B,E, F ) a condenser with field B and plates E,F . Its capacity is defined as
CapB(E,F ) = infu
∫
B\(E∪F )
|∇u|2dA
where the infimum is taken over all admissible functions u ∈ C(B) which are uniformly Lip-
schitz continuous on compact subsets of B and u|E = 0, u|F = 1, we will call such functions
admissible for the condenser (B,E, F ). If there exists a minimizer for the Dirchlet integral, i.e.
CapB(E,F ) =
∫
B\(E∪F ) |∇u|2dA and u is admissible, we shall call it the equilibrium potential of
the condenser. For more details on condenser capacities and equilibrium potential the reader is
referred to [9].
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In case that E ∩F 6= ∅ we employ the convention Cap
D
(E,F ) = 0. In the general case that E,F
are Fσ sets we consider En, Fn increasing sequences of sets such that ∪nEn = E, ∪nFn = F and
we define Cap
D
(E,F ) := limnCapD(En, Fn).
The capacity of a condenser is conformaly invariant in the sense that if ϕ is holomorphic in B and
continuous and injective on B, CapB(E,F ) = Capϕ(B)(ϕ(E), ϕ(F )), because every admissible
function u for the second condenser gives an admissible function u ◦ ϕ for the first one with the
same energy and vice versa.
For a set E ⊆ T we shall write C(E) for its logarithmic capacity. For our purposes logarithmic
capacity is defined as follows
C(E) := Cap
D
(∆1(0), E).
It can be proven [1] that this definition gives rise to a capacity which is comparable to the
standard logarithmic capacity that one can find in the literature.
The following very useful lemma can be found in [7].
Lemma 1. Let ∪iIi is a finite union of closed arcs, and K > 0, 0 < η < 1. There exists a
constant M > 0 depending only on η and K such that
C(∪iK · Iηi ) ≤MC(∪iIi).
Suppose now that we have a base point z ∈ D and a finite sequence of points z1, . . . zN ∈ D. One
can associate a number of condensers to this configuration of points. We are interested in three
type of condensers
(D,∆1(z),
N⋃
j=1
S(zj))
(D,∆1(z),
N⋃
j=1
∆1(zj))
(D,∆1(z),
N⋃
j=1
Izj ).
We would like to know that under which conditions all these three condensers have comparable
capacities. Intuitively, if z is much closer to the origin than zi all three condensers should behave
the same way. The following Lemma is quite elementary.
Lemma 2. Suppose that (D, E, F ) is a condenser and 0 < a < b. Also u ∈W 1,2(D)∩C(D) such
that u ≤ a in E, u ≥ b in F . Then
Cap
D
(E,F ) ≤ 1
(b− a)2
∫
D
|∇u|2dA.
Proof. Define the function
g := min{max{u− a
b− a , 0}, 1}.
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Then g is an admissible function for the condenser (D, E, F ), hence,
Cap
D
(E,F ) ≤
∫
D
|∇g|2dA ≤ 1
(b− a)2
∫
D
|∇u|2dA.

Lemma 3. Suppose that w ∈ D, d(w, 0) > 2 and u is the equilibrium potential for the condenser
(D,∆1(0),∆1(w)). Then u(z) ≥ 1/2 for every z such that d(z, w) ≤ d(z, 0), where d is the
hyperbolic distance in D.
Proof. First consider ϕ an automorphism of the unit disc such that ϕ(0) = −r, ϕ(w) = r, r > 0.
By conformal invariance, v := u◦ϕ is the equilibrium potential for the condenser (D,∆1(−r),∆1(r)).
Also by symmetry, v(−x+ iy) = 1− v(x+ iy), therefore v(iy) = 1/2. Suppose now that at some
point z0 ∈ D,Re(z0) > 0, v(z0) < 1/2. In that case the function h defined by
h(z) :=
v(z), if Re(z) ≤ 0,max{ 1/2+v(z0)2 , v(z)}, if Re(z) ≥ 0,
is admissible for the condenser and has smaller Dirichlet integral, which contradicts the fact that
v is the minimizer.

Let z, w ∈ D such that 1/2 ≤ |z|, |w| and 1−|w| ≤ (1−|z|)/2. Denote by z∗, w∗ their projections
on the circle. Then if for some ζ ∈ Iw, we have |z∗ − ζ|/π ≥ 1− |z| it follows that
|z∗ − w∗| ≥ |z∗ − ζ| − |ζ − w∗|
≥ |z∗ − ζ| − π(1 − |w|)
≥ |z∗ − ζ| − π(1 − |z|)/2
≥ π|z∗ − ζ|/2.
Hence, for z, w, ζ ∈ Iw as before, we have that
|1− zw| ∼ max{1− |z|, 1− |w|, |z∗ − w∗|} & max{1− |z|, |z∗ − ζ|} ∼ |1− zζ|.
It follows that
ω(z, Iw,D) =
∫
Iw
1− |z|2
|1− ζz|2 |dζ| &
(1− |z|)(1− |w|)
|1− wz|2 ∼ |Iϕz(w)|.
A similar estimate gives also the opposite inequality. We can now prove the following.
Proposition 4. Suppose that z ∈ D, |z| ≥ 1/2 and z1, . . . , zN ∈ D, such that 1−|zi| ≤ (1−|z|)/2.
Then,
Cap
D
(
∆1(z),
N⋃
i=1
S(zi)
)
∼ Cap
D
(
∆1(z),
N⋃
i=1
∆1(zi)
)
∼ Cap
D
(
∆1(z),
N⋃
i=1
Izi
)
.
Where the implied constants are absolute.
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Proof. Trivially the first capacity is bigger than the third one.
To prove the other estimates we first examine the case that z = 0. Consider the set E =
⋃N
j=1 Izj .
Then there exists an equilibrium measure µE for E. Consider the potential
fE(z) =
∫
T
log
2
|1− zζ|dµ
E(ζ).
It is known that fE(z) ≥ c > 0, for some absolute constant c, for all z ∈ S(E) ⊇
⋃N
j=1 S(zj),
‖fE‖2D ∼ C(E) and 0 < fE(z) < C0C(E), z ∈ ∆1(0) (see for example [8, Lemma 2.3]). Therefore,
be Lemma 2,
Cap
D
(
∆1(0),
N⋃
i=1
S(zi)
)
≤ 1
(c− C0C(E))2
∫
D
|∇fE(z)|2dA(z) . C(E) = CapD
(
∆1(0),
N⋃
i=1
Izi
)
.
Without loss of generality in the above estimate we assumed that C(E) is sufficiently small,
otherwise the estimate is trivial.
Before we proceed let us note that by Dirichlet’s principle [12] the equilibrium potential u for
the condenser
(
∆1(z),
⋃N
i=1∆1(zi)
)
is just the solution to the mixed boundary value problem

∆u = 0 on Ω,
u=0 on ∂∆1(z),
u=1 on
⋃N
i=1 ∂∆1(zi),
∂u
∂n = 0 on T.
Where Ω = D \ {∆1(z1),∆1(z2) . . . ,∆1(zN )}. For a fixed i ∈ {1, . . . , N}, we claim that u ≥ ui
where ui is the equilibrium potential for the condenser CapD
(
∆1(0),∆1(zi)
)
. To see this note
that h := ui − u is the function with the minimal Dirichlet integral on Ω which solves the
boundary condition h(ζ) = ui(ζ)−u(ζ) on ∂Ω \T. But w = min{0, h} takes the same boundary
values and
∫
Ω
|∇w|2dA ≤ ∫
Ω
|∇h|2dA. By the uniqueness of the solution to this mixed boundary
problem w = h, hence, ui ≤ u in Ω.
Then, by Lemma 3, we have that ui ≥ 1/2 on Izi . Hence,
Cap
D
(
∆1(0),
N⋃
i=1
Izi
)
≤ 4Cap
D
(
∆1(0),
N⋃
i=1
∆1(zi)
)
.
Suppose now that z is not necessarily zero. By the calculation preceding this Lemma we know
that there exists K > 0 such that for any j = 1, . . . , N, 1/K · ϕz(Izj ) ⊆ Iϕz(zj) ⊆ K · ϕz(Izj ).
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Which justifies the following chain of inequalities.
Cap
D
(∆1(z),
N⋃
j=1
S(zj)) . CapD(∆1(0),
N⋃
j=1
S(ϕz(zj)))
≤ Cap
D
(∆1(0),
N⋃
j=1
Iϕz(zj))
. Cap
D
(∆1(0),
N⋃
j=1
ϕz(Izj ))
= Cap
D
(
∆1(z),
N⋃
i=1
Izi
)
.
The same calculation goes through to show that
Cap
D
(
∆1(z),
N⋃
i=1
S(zi)
)
∼ Cap
D
(
∆1(z),
N⋃
i=1
∆1(zi)
)
.
The remaining estimate is in the same spirit as in the previous one therefore the proof will be
omitted. 
The following Lemma can be found for example in [12].
Lemma 5. Suppose that {zi} is a weakly separated sequence. Then, for every η < 1 sufficiently
close to 1, there exists β < 1 such that zj ∈ Vη(zi) implies that zi 6∈ Sη(zj) and
(1− |zj |)β ≤ (1 − |zi|).
Suppose also that we fix γ = 1+β2 . For the rest when we write η, β or γ we will refer to the ones
defined in the previous Lemma.
We shall say that a weakly separated sequence {zi} is (η, β)− normalized if it satisfies the previous
Lemma for the constants β, η, also for all i, j, zj ∈ Vγ(zi) implies that 1 − |zj | ≤ (1 − |zi|)/2
and d(zi) > 100 (or any large number the reader prefers). It is clear that any weakly separated
sequence can be normalized if we remove a finite number of points.
Proposition 6. Suppose that {zi} is a K− strongly separated sequence in the unit disc. If γ < 1
as in Lemma 5, there exists C > 0 depending only on the sequence such that
Cap
D
(
∆1(zi),
⋃
zj∈Vγ(zi)
Izj
)
≤ C
d(zi)
.
Proof. For a fixed point zi then there exists a function fi ∈ D, such that fi(zi) = 1, fi(zj) = 0
for i 6= j and ‖fi‖2D ≤ K/d(zi). By the standard estimate for Dirichlet functions |f(z)− f(w)| ≤
‖f‖DC0
√
d(z, w), we have that
|f(w)− 1| ≤ C0/
√
d(zi, 0), w ∈ ∆1(zi),
and
|f(w)| ≤ C0/
√
d(zi, 0), w ∈ ∆1(zj), j 6= i.
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Therefore by Lemma 2
Cap
D
(∆1(zi),
⋃
j 6=i
∆1(zj)) ≤ 1
(1 − 2C0/
√
d(zi))2
∫
D
|f ′i |2dA.
Which gives the estimate
Cap
D
(
∆1(zi),
⋃
j 6=i
∆1(zj)
)
≤ 2K/d(zi),
for all but finite many zi.
Now notice that if again we exclude again from the sequence a finite number of points, because
of Lemma 5, it is true that zj ∈ Vγ(zi) implies that (1 − |zj |) ≤ (1 − |zi|)/2. And therefore the
result follows from Lemma 4. The remaining finite points can be included if we choose C large
enough.

Remark. From the proof it is clear that if the sequence is normalized then we can conclude that
there exists an absolute constant C > 0 such that
Cap
D
(
∆1(zi),
⋃
zj∈Vγ(zi)
Izj
)
≤ CK
d(zi)
.
Hence, the capacitary constant depends linearly on the constant of strong separation, for any
such sequence.
Lemma 7. Let I ⊆ T, z ∈ D, |z| ≥ 1/2 and 0 < η < 1. If |I|δ ≤ 1 − |z| for some 0 < δ < η < 1
then,
ω(z, Iη,D) ≤ Cω(z, I,D)α.
For some α > 0, C > 0 which depend on δ and η but not on I, z. In fact the estimate is true if
we choose α = η−δ1−δ .
Proof. Without loss of generality we can assume that I = [0, ϕ] := {ei2πθ : 0 ≤ θ ≤ ϕ}. Since
Iη ⊆ [0, ϕη] ∪ [ϕ− ϕη, ϕ] := Iη+ ∪ Iη− it suffices to prove the inequality only for the interval Iη+.
Now let z = reiθ as in the statement. We can write 1 − r = ϕρ for some 0 < ρ ≤ δ < η, and
θ = ϕx, x ≥ 0. The standard estimate for the harmonic measure of an arc gives
(2) ω(z, Iη,D) ∼
∫ ϕη−ρ−ϕx−ρ
−ϕx−ρ
(1 + s2)−1ds.
And similarly
(3) ω(z, I,D) ∼
∫ ϕ1−ρ−ϕx−ρ
−ϕx−ρ
(1 + s2)−1ds.
We have to distinguish two cases. First consider the case 0 ≤ x ≤ ρ. Since ϕ1−ρ − ϕx−ρ ≤ 0,
estimate (2) becomes
ω(z, Iη,D) .
ϕη−ρ
1 + (ϕη−ρ − ϕx−ρ)2 ≤ ϕ
η+ρ−2x.
ONTO INTERPOLATION FOR THE DIRICHLET SPACE AND FOR W 1,2(D) 11
In a similar fashion
ω(z, I,D)α &
ϕα(1−ρ)
(1 + ϕ2(x−ρ))α
& ϕα(1+ρ−2x).
The last quantity is always bigger than ϕη+ρ−2x if α = η−δ1−δ > 0.
For the remaining case x > ρ, first we estimate (1 + s2)−1 by 1 and we get ω(z, Iη+,D) . ϕ
η−1.
For the reverse estimate for ω(z, I,D) we estimate again in the simplest way, because in that
case [−ϕx−ρ, ϕ1−ρ − ϕx−ρ] ⊆ [−1, 1], and since (1 + s2)−1 ≥ 12 on this interval
ω(z, I,D)α & ϕα(1−η) ≥ ϕη−ρ.
The last inequality is true for all 0 ≤ ρ < δ if α = η−δ1−δ .

Lemma 8. Let z, zi ∈ D, i ∈ N, |z| ≥ 1/2 and suppose that there exist α > 1, 0 < β < 1 such
that (1− |zi|)β ≤ (1 − |z|)α. Then,
Cap
D
(
∆1(z),
∞⋃
i=1
Iβzi
)
≤ C · Cap
D
(
∆1(z),
∞⋃
i=1
Izi
)
.
The constant C > 0 depends on α and β but not on zi and z.
Proof. By Lemma 7, there exist constantsK, η > 0, depending only on α, β, such that |ϕz(Iβzi)| ≤
K · |ϕz(Izi)|η. Since ϕz(Izi) ⊆ ϕz(Iβzi), we get that ϕz(Iβzi) ⊆ 2K · ϕz(Izi)η.
In this case we can estimate as follows, for N ∈ N fixed.
Cap
D
(
∆1(z),
N⋃
i=1
Iβzi
)
= Cap
D
(
∆1(0),
N⋃
i=1
ϕz(I
β
zi)
)
≤ Cap
D
(
∆1(0),
N⋃
i=1
K · ϕz(Izi)η
)
≤ K Cap
D
(
∆1(0),
N⋃
i=1
ϕz(Izi)
)
= Cap
D
(
∆1(z),
N⋃
i=1
Izi
)
.
The result follows by letting N go to infinity. 
The following Lemma allows us to express the logarithmic capacity appearing in Theorem A in
terms of the capacity of a condenser.
Lemma 9. Suppose that {zi} is a weakly separated sequence. Then
C
( ⋃
zj∈Vγ(zi)
Iϕzi (zj)
)
∼ Cap
D
(
∆1(zi),
⋃
zj∈Vγ(zi)
Izj
)
.
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Proof. We have that
Cap
D
(
∆1(zi),
⋃
zj∈Vγ(zi)
Izj
)
= Cap
D
(
∆1(0),
⋃
zj∈Vγ(zi)
ϕzi(Izj )
)
∼ Cap
D
(
∆1(0),
⋃
zj∈Vγ(zi)
Iϕzi (zj)
)
= C
( ⋃
zj∈Vγ(zi)
Iϕzi (zj)
)
.
The second estimate is justified with an argument identical to the one in the proof of Lemma
4. 
3. Onto Interpolation in W 1,2(D)
Suppose that {zi} is a weakly separated sequence. One can check [12] that this is equivalent to
say that there exists a 1 > δ > 0 such that for any i 6= j
(4) d(zi, zj) ≥ δ(d(zi, 0) + 1).
Let also η, β, γ as in Lemma 5. Then let us define the regions Si associated to the sequence
Si := S
γ(zi) \
⋃
zj∈Vγ(zi)
Sγ(zj).
Lemma 10. The regions Si are pairwise disjoint and, for all but finitely many zi, we that
∆1(zi) ⊆ Si and ∆1(zj) ⊆ D \ Si = ∅, for all j 6= i.
Proof. Let i 6= j. Without loss of generality |zj | ≥ |zi|. Hence, either Sγ(zi) ∩ Sγ(zj) = ∅ or
zj ∈ Vγ(zi). In both cases Si ∩ Sj = ∅.
From Lemma 5 it follows that ∆1(zi) ⊆ Si, if zi is sufficiently close to the boundary. Since Si
are pairwise disjoint, ∆1(zj) ⊆ D \ Si, for any j 6= i. 
Another tool that we will need is a function constructed by Bo¨e [6].
Lemma 11 (Bo¨e [6]). Suppose that z ∈ D and α < 1. Then there exists a function f = fz,α,
such that f(z) = 1, ‖f‖2D ≤ C/d(z), |f |∞ ≤ C, |f(w)| ≤ Ce−6d(zi) and |f ′(w)| ≤ Ce−6d(zi) for
all w 6∈ Sα(z). The constant C depends on α but not on z.
We will refer to the function fz,α as the Bo¨e’s function associated to z and S
α(z).
Lemma 12. A sequence {zi} ⊆ D is onto interpolating for W 1,2(D) if a cofinite subsequence of
it is.
Proof. It suffice to show that if {zi}∞i=1 is an onto interpolating sequence then {zi}∞i=0 is. Fix
ε > 0 such that ∆ε(zi) are pairwise disjoint, and such that for all α = {ai} ∈ ℓ2 there exists
u ∈ W 1,2(D) such that u|∆ε(zi) ≡
√
d(zi)ai, i ≥ 1. Let also ε′ > 0 such that ∆ε(z0) ⊆ ∆ε′(z0)
and ∆ε′ ∩
⋃∞
i=1∆ε(zi) = ∅. Then there exists ϕ ∈ C∞(D), such that ϕ ≡ 0 on ∆ǫ(z0) and ϕ ≡ 1
on D \∆ε′(z0). Let α = {ai}∞i=0 ∈ ℓ2 and u as before. The function
v := ϕu+ a0(1 − ϕ),
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is the interpolating function for the sequence {zi}∞i=0 and the data {ai}∞i=0.

Theorem 13. A sequence {zi} ⊆ D is onto interpolating for W 1,2 iff it is weakly separated and
satisfies the capacitary condition.
Proof. We will start with the more involved direction which is the sufficiency of the conditions
in the statement. Notice that if the capacitary condition is satisfies for some α < 1, then it
is satisfied for all γ, α < γ < 1. Therefore we can assume that it is satisfied for γ as large as
the one in Lemma 5. Assume without loss of generality that ∆1(zi) ∩ ∆1(zj) = ∅, i 6= j. The
estimates that we state next might fail for a finite number of points in our sequence but in that
case Lemma 12 allows us to initially disregard any finite number of points.
Then suppose that fi := fzi,γ is Bo¨e’s function for zi and S
γ(zi). There exists a constant C0 > 0
such that |fi(z)| ≤ C0e−6d(zi), for all z 6∈ Sγ(zi) and |1− fi(z)| ≤ C0/d(zi), z ∈ ∆1(zi). Set
ui := min{max{ |fi| − C0e
−6d(zi)
1− C0/d(zi)− C0e−6d(zi) , 0}1}.
The function just constructed satisfies the following: ui|∆1(zi) ≡ 1, ui|D\Sγ(zi) ≡ 0, ‖u‖2W 1,2(D) ≤
C/d(zi) and |ui|∞ ≤ C.
Also by (CC), Lemmas 8, 5 and 4 there exists vi ∈ W 1,2(D) such that vi|∆1(zi) ≡ 1, vi|Sγ(zj) ≡ 0
for all zj ∈ Vγ(zi) and ‖vi‖2W 1,2(D) ≤ C/d(zi).
Our interpolation building blocks will be the functions wi := ui · vi. Notice that by construction
suppwi ⊆ Si, hence, wi|∆1(zj) ≡ δij by Lemma 10.
This observation clearly suggests that, if α = {ai} ∈ ℓ2(N), the obvious candidate for interpola-
tion is the function F :=
∑∞
i=1 ai
√
d(zi)wi. It takes the right values on hyperbolic discs ∆1(zi).
It remains to show that is is actually in W 1,2(D).
Let N ∈ N. FN :=
∑N
i=1 ai
√
d(zi)wi. Then,∫
D
|FN (z)|2 + |∇FN |2(z)dA(z)
≤
N∑
i=1
|ai|2d(zi)
∫
Si
|∇wi(z)|2dA(z) +
N∑
i=1
|ai|2d(zi)
∫
Si
|wi(z)|2dA(z)
≤ C
( N∑
i=1
|ai|2 +
N∑
i=1
|ai|2d(zi)(1 − |zi|)γ
)
≤ C
∞∑
i=1
|ai|2.
Now we turn to the necessity of the conditions. Without loss of generality 0 ∈ {zi} and ε = 1.
Consider the subspace Int(W 1,2(D)) = {u ∈W 1,2(D) : u is constant on discs ∆1(zi), i ∈ N}, this
is a closed subspace of W 1,2(D). On this space we can define the operator T : Int(W 1,2(D)) →
ℓ∞(N), u 7→ {u(zi)/
√
d(zi)}. To see that T is well defined we will use an equivalent norm on
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Int(W 1,2(D)), namely ‖u‖2 := ∫
D
|∇u|2dA+ |u(0)|2. Then,
sup
‖u‖≤1
u∈Int(W 1,2(D))
|u(zi)|2 ≤ sup
0≤s≤1
sup{t2 : u|∆1(0) ≡ s, u|∆1(zi) ≡ t,
∫
D
|∇u|2dA ≤ 1− s2, }
= sup
0≤s≤1
sup{ (t− s)
2
1− s2 : u|∆1(0) ≡ 0, u|∆1(zi) ≡
t− s√
1− s2 ,
∫
D
|∇u|2dA ≤ 1, }
=
1
Cap
D
(
∆1(0),∆1(zi)
)
≤ Cd(zi).
Hence, T is well defined. From the open mapping theorem it follows that, if {zi} is onto interpo-
lating, then for any α = {ai} ∈ ℓ2 there exists u ∈ Int(W 1,2(D)) such that u|∆1(zi) ≡ ai
√
d(zi)
and ‖u‖2W 1,2(D) ≤ C
∑∞
i=1 |ai|2, where C depends only on the sequence. In particular there exist
functions ui ∈ Int(W 1,2(D)) such that ui|∆1(zj) ≡ δij and ‖ui‖2W 1,2(D) ≤ C/d(zi). The existence
of this family of functions gives by definition of condenser capacity
Cap
D
(
∆1(zi),∆1(zj)
) ≤ C
d(zi)
,
for all zi 6= zj . Since also
Cap
D
(
∆1(zi),∆1(zj)
) ∼ 1
log 1|Iϕzi (zj)|
∼ 1
d(zi, zj)
the sequence is weakly separated. The capacitary condition then follows by the definition of
condenser capacity and Lemma 4.

4. A quantitative version of Bishop’s Theorem
We now turn to the analytic case. Onto interpolating sequences for the Dirichlet space have
been investigated in three unpublished preprints [7] [12] and [4]. As already has been mentioned,
Bishop [7] proved that strong separation implies onto interpolation in the Dirichlet space. Based
on his ideas we give a quantitative version of his theorem.
The construction is based on the following Theorem from [11, p.139]
Theorem 14. Let E,F be finite unions of arcs in T such that there exists an arc σ ⊆ T such
that E ⊆ σ, F ∩ σ = ∅. Then there exists a conformal map ϕ ∈ C(D) which maps D onto the
rectangle [0, 1]× [0, γ] but a finite number of horizontal slits removed, such that ϕ(E), ϕ(F ) are
the vertical sides of the rectangle.
In that case the extremal distance dD(E,F ) is γ.
Lemma 15. Let I be a closed arc in T. If 0 < η < 1 we write Iη the cocentric arc with length
|I|η. Then we have the following elementary estimate
ω(z,T \ Iη,D) =
∫
T\Iη
1− |z|2
|ζ − z|2 |dζ| ≤ KC(I),
for z ∈ S(I).
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Proof. Without loss of generality S(I) ⊆ {ζ = reiθ ∈ D : 0 ≤ θ ≤ |I|, 1 − r ≤ |I|}. In this case
we have
ω(reit,T \ Iη,D) = 1
2π
∫ 2π
|I|η
1− r2
|eis − reit|2 ds
≤ K
∫ 2π
|I|η
1− r
|s− t|2 ds
≤ K 1− r|I|η − t ≤ K
|I|
|I|η − |I|
≤ K|I|1−η ≤ KC(I).

The following Lemma is essentially [7, Lemma 2.13]. With D(f) we mean the Dirichlet integral
of f , i.e. D(f) = ∫
D
|f ′|2dA.
Lemma 16. Let z, z1, z2, . . . zN ∈ D, such that 1− |zi| ≤ (1− |z|)/2, and
Cap
D
(
∆1(z),
N⋃
i=1
Izi
)
≤ K/d(z).
Where K ≤ K0. Then there exists a constant C, depending only on K0, and a function gz ∈ D
such that
(1) gz(z) = 1,
(2) D(gz) ≤ CKd(z) ,
(3) |gz|∞ ≤ C
(4) |gz(w)| ≤ Ce−6d(z), w ∈ S(F ) :=
⋃N
i=1 S(Izi),
(5)
∫
S(F ) |g′z|2dA ≤ Ce−6d(zi).
Proof. Throughout the proof C denotes a positive constant depending only on K0. If a constant
depends on some other parameter we will denote it by an index. Fix some arbitrary η < 1, our
assumptions together with Lemma 1 imply that C(
⋃∞
i=1 ϕz(Izi)
η) ≤ CKd(z) . Set E =
⋃∞
i=1 ϕz(Izi)
η.
Without loss of generality assume that E is a subset of the first quadrant and let E′ be the third
quadrant. In that case the extremal length between E,E′, dD(E,E′) =: γ is comparable with
absolute constants to C(E) (see [11]). Suppose ϕ is the conformal mapping given by Theorem
14. Set ψ = (1− γ)ϕ+ γ. Then just because the image of ψ is R := [γ, 1]× [0, γ(1− γ)] we know
that |ψ| ≤ √2Reψ. Set f = e−Aψ where A > 0 to be specified later.
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Clearly f is bounded by 1. Also
D(f) = A2
∫
D
∣∣∣ ψ′
ψ2
∣∣∣2e−2AReψ/|ψ|2dA
= A2
∫
R
1
|z|4 e
−2ARe z/|z|2dA(z)
≤ A2
∫ 1
γ
∫ γ(1−γ)
0
e−A/x
x4
dydx
≤ A2(1 − γ)
∫ 1
0
e−A/x
x2
dx
π
γ
≤ CA/d(z).
We have that Reψ(0) =
∫
T
Reψ(ζ)|dζ| ≥ ∫
E′
Reψ(ζ)|dζ| = 14 . Hence,
|f(0)| = e−AReϕ(0)/|ϕ(0)|2 ≥ e−A/Reϕ(0) ≥ e−4A/(1−γ).
Suppose now that w ∈ ⋃Ni=1 S(ϕz(Izi)). Let Ji = ϕz(Izi). Then w ∈ S(Ji) for some i.
Reϕ(w) =
∫
T
1− |w|2
|ζ − w|2 Reϕ(ζ)|dζ|
≤
∫
T\Jηi
1− |w|2
|ζ − w|2 |dζ|
= ω(w,T \ Jηi ,D)
≤ C · C(Ji)
≤ C · C(E)
≤ C/d(z).
Hence, |f(w)| ≤ e−Ad(z)2C . Finally,∫
⋃
N
i=1 Ji
|f ′|2dA = A2
∫
⋃
N
i=1 Ji
|ψ′|2
|ψ|4 e
−2AReψ/|ψ|2dA(z)
≤ A2
∫
⋃
N
i=1 ψ(Ji)
1
|z|4 e
−2ARe z/|z|2dA(z)
≤ A2
∫
{γ≤Reψ≤Cγ}∩R
1
|z|4 e
−2ARe z/|z|2dA
≤ A2
∫ γ(1−γ)
0
∫ Cγ
γ
e−A/x
x4
dxdy
≤ CAe−
Ad(z)
C .
Set A = 12C. Then gz = f ◦ ϕz/f(0) satisfies the required conditions.

For a sequence {zi} in the disc we define the Onto Interpolation constant as
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OntoInt({zi}) := inf{C > 0 : ∀α ∈ ℓ2(N), ∃f ∈ D, f(zi) = ai
√
d(zi), ‖f‖2D ≤ C
∞∑
i=1
|ai|2}.
The following is a quantitative version of Bishop’s Theorem.
Theorem 17. Let K0 > 0. If {zi} is a (η, β)− normalized K− separated sequence, K ≤ K0,
OntoInt({zi}) ≤ C.
The constant C depends only on K0, η, β.
Proof. We will denote by C a general constant depending only on K0. Suppose that {zi} is K−
strongly separated and normalized. By definition of strong separation there exist multipliers
mi ∈ M(D) such that ‖mi‖M(D) ≤ K and mi(zj) = δij . Consider the functions fi := mikzid(zi) .
One can can check that ‖fi‖2D ≤ K/d(zi), fi(zj) = δij and |fi|∞ ≤ C.
By Lemma 6 we know that the sequence {zi} satisfies the capacitary condition (CC), hence, for
γ as in Lemma 5, for some C > 0 we have
Cap
D
(
∆1(zi),
⋃
zj∈Vγ(zi)
Iγzj
)
≤ C
d(zi)
.
Let now gi be the functions that we get if we apply Lemma 16 to the condenser
(
∆1(zi),
⋃
Vγ(zi) I
γ
zj
)
.
Finally, let hi be Bo¨e’s function associated to zi and S
γ(zi). Multiply these functions together
to get ui := figihi.
Suppose we are given a sequence α = {ai} ∈ ℓ2(N). As in the non holomorphic case the
obvious choice for the interpolating function would be F :=
∑∞
i=1 ai
√
d(zi)ui. At least formally
F assumes the correct values, the problem now being that ui do not have disjoint supports.
Nevertheless ui are small outside the regions Si, as defined in Lemma 10, in the following sense.
Assume z 6∈ Si, then |ui(z)| ≤ Ce−6d(zi), and if S(Ei) :=
⋃
zj∈Vγ(zi) S
γ(zj)
∫
S(Ei)
|u′i|2dA ≤ 3
∫
S(Ei)
|f ′igihi|2dA+ 3
∫
S(Ei)
|fig′ihi|2dA+ 3
∫
S(Ei)
|figih′i|2dAv
≤ Ce−6d(zi)
∫
S(Ei)
|f ′i |2dA+ C
∫
S(Ei)
|g′i|2dA+ Ce−6d(zi)
∫
S(Ei)
|h′i|2dA
≤ Ce−6d(zi).
In the same way
∫
D\Sγ(zi) |u′i|2dA ≤ Ce−6d(zi).
18 NIKOLAOS CHALMOUKIS
Set FN =
∑N
i=1 ai
√
d(zi)ui. And estimate as follows∫
D
|F ′N |2dA ≤ 2
N∑
i=1
|ai|2d(zi)
∫
Si
|u′i|2dA+ 2
( N∑
i=1
|ai|
√
d(zi)
[ ∫
D\Si
|u′i|2dA
] 1
2
)2
≤ 2
N∑
i=1
|ai|2d(zi)
∫
D
|u′i|2dA+ C
( N∑
i=1
|ai|
√
d(zi)e
−6d(zi)
)2
≤ C
N∑
i=1
|ai|2 + C
N∑
i=1
|ai|2
N∑
i=1
d(zi)e
−12d(zi)
≤ C
∞∑
i=1
|ai|2.
The constant C above is independent of N because every weakly separated sequence satisfies∑∞
i=1 d(zi)e
−12d(zi) < +∞ (see for example [4]). Hence, ‖FN‖D ≤ C
∑∞
i=1 |ai|2. By choosing
a weak − ∗ cluster point of the sequence we have a function f which solves the interpolation
problem. Since C depends only on K0 the interpolation constant can be chosen uniformly, as in
the statement. 
5. Onto interpolation in D for finite measure sequences
The necessity of the capacitary condition comes from Proposition 6.1 together with Lemma 9.
The other direction follows from the next Theorem.
Theorem 18. If {zi} has finite associated measure, then,
(WS) + (CC) =⇒ (OI).
Proof. Since this proof requires an inductive argument on finite subsets of the sequence we will
be more careful with our constants.
Let {zi} be a sequence as in the statement. Without loss of generality we can assume that {zi}
is (η, β)−normalized. Notice then that all subsequences of {zi} are (η, β)−normalized. We can
choose a constant C0 > 1, which depends only on the sequence, that is large enough such that
for all zi ∈ {zi} there exists fi ∈ D with ‖fi‖2D ≤ C0/d(zi), fi(zi) = 1 and |fi(zj)|2 ≤ C0e−d(zi) if
j 6= i. The functions fi are constructed by multiplying Bo¨e’s function fzi,γ with the function gzi
from Lemma 16. Also, by the quantitative version of Bishop’s Theorem, there exists a constant
C1 > 1 such that for every (η, β)−normalized sequence of points E ⊆ D which is K− strongly
separated, K ≤ 4C0 + 1, satisfies OntoInt(E) ≤ C1. By deleting a finite number of points in the
sequence we can ensure that
e−d(zi) ≤ (1− 1/
√
2)2
4C1C20
1
d(zi)
, for all i ∈ N,
and
∞∑
j=1
1
d(zj)
≤ 1.
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For some N ∈ N set
(5) MN := sup
E⊆{zi}
|E|=N
StrongSep(E), AN := sup
E⊆{zi}
|E|=N
OntoInt(E).
Notice that M1 ≤ 1, but a priori we don’t even know if MN < ∞ for N > 1. We claim that
MN ≤ 4C0 + 1, for all N ≥ 1. Suppose the statement is true for some N ≥ 1. Consider
any E ⊆ {zi} such that |E| = N + 1 and fix some zi ∈ E . Let fi be the function as defined
above. By the induction hypothesis we have AN ≤ C1, hence, there exists gi ∈ D such that
gi(w) + fi(w) = 0, for all w ∈ E \ {zi} with
‖gi‖2D ≤ C1
∑
w∈E\{zi}
|fi(w)|2
d(w)
≤ C0C1e−d(zi)
∞∑
j=1
1
d(zj)
≤ 1
4d(zi)
.
Furthermore,
|gi(zi)|2 ≤ ‖gi‖2D‖kzi‖2D
≤ C0C1e−d(zi)C0d(zi)
≤ C1C20d(zi)e−d(zi)
≤ (1− 1/
√
2)2.
Finally, consider the function hi := (fi + gi)/(fi(zi) + gi(zi)). By definition hi(zi) = 1 and
hi(w) = 0 for all w ∈ E \ {zi}. Also,
‖hi‖2D =
‖fi + gi‖2D
|fi(zi) + gi(zi)|2 ≤ 4‖fi‖
2
D + 4‖gi‖2D ≤
4C0
d(zi)
+
1
d(zi)
.
Since zi was arbitrary by definition of MN+1, we have that MN+1 ≤ 4C0 + 1. The induction is
complete and it gives that lim supN→∞MN ≤ 4C0+1 <∞. Therefore {zi} is strongly separated.

6. Some remarks on the capacitary condition
6.1. A stronger condition implying the capacitary condition. As we have already men-
tioned there are a few sufficient conditions known for onto interpolation in the Dirichlet space
(see [7] [4]). In this section we shall state a condition which implies the capacitary condition and
which is slightly weaker than the known ones for sequences with finite measure. This condition
is a variation of the so-called weak simple condition [4, Theorem A] . In order to state it suppose
that {zi} is a weakly separated sequence and γ < 1 as in Lemma 5. Then consider the points
in the ”restricted vicinity” of a point zi, V˜γ(zi) which are all zj ∈ Vγ(zi) such that there is no
zk ∈ Vγ(zi) with Sγ(zk) ⊇ S(zj). We have the following Theorem
Theorem 19. Let {zi} a weakly separated sequence which satisfies∑
zj∈V˜γ(zi)
1
d(zj)
≤ C
d(zi)
,
for some C > 0 and γ < 1 as defined in Lemma 5. Then it satisfies the capacitary condition.
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Proof. The idea of the proof is an old one, originally due to Shapiro and Shields, and it amounts
to use Pick property in order to compensate for the lack of Blaschke products in the Dirichlet
space. Let zi a point in the sequence. For each zj ∈ V˜γ(zi) consider the multiplier ϕij ∈
M1(D) := {m ∈ M(D) : ‖m‖M(D) ≤ 1} which vanishes at zj and maximizes Reϕij(zi). We
have already mentioned that due to the Pick property of D, ϕij(zi) = dD(zi, zj). Then consider
a weak − ∗ cluster point of the sequence ϕ2ij1ϕ2ij2 . . . ϕ2ijN , where V˜γ(zi) = {zj1 , zj2 , . . . }. Let’s
call this cluster point ϕi. Obviously it vanishes on all points in V˜γ(zi) and at zi takes the value
ϕi(zi) =
∏
zj∈V˜γ(zi)
dD(zi, zj)2.
Since the sequence is weakly separated and also∑
zj∈V˜γ(zi)
(
1− dD(zi, zj)2
)
=
∑
zj∈V˜γ(zi)
|〈kzi , kzj 〉|2
‖k2zi‖D‖kzi‖2D
.
∑
zj∈V˜γ(zi)
(
log 1|1−zizj |
)2
d(zi)d(zj)
.
∑
zj∈V˜γ(zi)
d(zi)
d(zj)
≤ C.
Therefore |ϕi(zi)| is bounded below by a constant independent of i. Consider the functions
fi := kziψi/(‖kzi‖2D|ψi(zi)|). The same argument as in the proof of Lemma 6 applied to the
functions fi, shows that
Cap
D
(
∆1(zi),
⋃
zj∈V˜γ(zi)
Izj
)
≤ C
d(zi)
.
But then the estimate for the capacitary condition is immediate by Lemma 8.
Cap
D
(
∆1(zi),
⋃
zj∈Vγ(zi)
Izj
)
≤ Cap
D
(
∆1(zi),
⋃
zj∈V˜γ(zi)
Iγzj
)
. Cap
D
(
∆1(zi),
⋃
zj∈V˜γ(zi)
Izj
)
≤ C/d(zi).

6.2. A negative result. In order to construct the counter example in Theorem D we will
exploit the standard Bergman tree in the unit disc and the relevant analysis of onto interpolating
sequences in the Dirichlet space of the Bergman tree carried by Arcozzi Rochberg and Sawyer
in [4].
For n ∈ N and k = 1, 2, . . .2n, let z(k, n) = (1 − 2−n)e2iπ k2n and denote by τ the collection of
all such points. For α = z(k, n) ∈ τ we will refer to n as the level of α and denote it by dτ (a).
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The set τ can be given a structure of a rooted tree by declaring the origin to be the root of
the tree and if α, β ∈ τ , we say that a directed edge connects α to β if dτ (α) + 1 = dτ (β) and
S(α) ⊇ S(β). In this case we say that β is a child of α. Each α has two children σ+α, σ−α and
a unique predecessor α−1. The tree is partially order by the relation α ≤ β iff S(α) ⊆ S(β).
The tree model is convenient because it gives a necessary condition for interpolation in the
Dirichlet space in terms of capacities defined on trees, which are highly more computable with
respect to their continuous counterparts. In fact, in [4], Arcozzi Rochberg and Sawyer gave the
following necessary condition for onto interpolation.
Proposition 20 (Tree Capacitary Condition). Suppose that {zn} ⊆ τ is an onto interpolating
sequence for the Dirichlet space. Then
inf
{ ∑
β∈τ\{0}
|∇f(β)|2 : f : τ → C, f(α) = 1, f(γ) = 0 for all γ ∈ {zi} \ {α}
}
≤ C
d(α)
for all α ∈ {zi}. Where ∇f(β) := f(β) − f(β−1).We will denote the quantity on the left by
Capτ (α; {zi} \ {α}).
Lemma 21. dτ (z) ∼ d(0, z), z ∈ τ . The constant of comparison is 2log 2 .
Proof. Let z = z(n, k), then |z| = 1− 2−n.Without loss of generality n 6= 0. Therefore d(0, z) =
1
2 log(2 + 2
−n) + n2 log 2 ≥ log 22 n. On the other hand d(0, z) ≤ n+ 12 log 32 ≤ 2n. 
The tree capacitary condition is much easier to analyse, mainly because there exists a recursive
formula for its computation [4, p. 32].
Given α, β ∈ τ , α < β and U± ⊆ S(β±) we have
Capτ (α,U+ ∪ U−) =
Capτ (α,U+) + Capτ (α,U−)
1 + dτ (α, β)[Capτ (α,U+) + Capτ (α,U−)]
.
Theorem 22. There exist sequences {zi}, {wi} in D such that {zi} is universally interpolating
and {wi} is onto interpolating for the Dirichlet space with finite associated measure, their union
is weakly separated but it is not an onto interpolating sequence.
Proof. Let z0 ∈ τ , and setN = dτ (z). Assume for simplicity that
√
N is an integer. Consider also
the points {wi}
√
N
i=0 , where w0 = z and wi+1 = σ+wi, and the points zi = σ
(N)
− wi, 0 ≤ i ≤
√
N .
Due to the shape of the representation of this configuration of points as a graph we shall write
comb(z0) := {z1, . . . , z√N}.
Let us start with an estimate of Capτ (z0, comb(z0)). This can be done by applying the recursive
formula 6.2. Let ci = Capτ (wi, {zi+1, . . . , z√N}), i <
√
N and c√N = 0. Then the recursive
formula gives
ci−1 =
1
N + ci
1 + 1N + ci
= ρ
(
1 1N
1 1N + 1
)
(ci).
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Where ρ is the map ρ : M2(C) 7→ Mo¨b,
(
a b
c d
)
ρ7→
(
z 7→ az+bcz+d
)
. Since ρ is a homomorphism we
conclude that
Capτ (z0, comb(z0)) = c0 = ρ
((1 1N
1 1N + 1
)√N )
(0).
After diagonalizing the matrix we get(
1 1N
1 1N + 1
)√N
=
(
δ2 δ1
1 1
)(
(1 − δ1)
√
N 0
0 (1− δ2)
√
N
)(
δ2 δ1
1 1
)−1
,
where
δ1 =
− 1N +
√
( 1N )
2 + 4 1N
2
, δ2 =
− 1N −
√
( 1N )
2 + 4 1N
2
.
A simple algebraic manipulation of the previous expression leads to
c0
1/
√
N
=
c0
δ1
√
Nδ1 =
1− ( 1−δ11−δ2 )√N
1− δ1δ2
(
1−δ1
1−δ2
)√N√Nδ1 N→∞−→ e2 − 1e2 + 1 > 0.
Because δ1/δ2 → −1,
(
1−δ1
1−δ2
)√N → e−2. Hence, for N sufficiently big c0 ≥ 110√N .
Also we can calculate the total mass that each comb(z0) carries
√
N∑
i=1
1
d(zi)
.
√
N∑
i=1
1
dτ (zi)
.
√
N∑
i=1
1
N
=
1√
N
.
1√
d(z0)
.
A last remark is the following. There exists an η < 1, which can be chosen independently of N
such that if 1 ≤ i 6= j ≤ √N then Sη(zi) ∩ Sη(zj) = ∅.
Consider now a new sequence of points {ωi} such that for any α ∈ comb(ωi), β ∈ comb(ωj)
Sη(α) ∩ Sη(β) = ∅ for i 6= j and some 0 < η < 1, and also ∑∞i=1 1/√d(ωi) <∞. By a Theorem
of Axler [5] {ωi} has a universally interpolating subsequence. We can assume without loss of
generality that {ωi} itself is universally interpolating. Set {wi} =
⋃∞
i=1 comb(ωi). It is clear that
the union of the two sequences it cannot be onto interpolating because it fails the tree capacitary
condition
Capτ (zj , {zi}j 6=i ∪ {wi}) ≥ Capτ (zj , comb(zj)) ≥
1
10
√
dτ (zj)
.
Nevertheless {wi} is onto interpolating by Theorem A because there exists η < 1 such that
Sη(wi) ∩ Sη(wj) = ∅, it has finite associated measure and it is weakly separated. 
If we have a sequence {zi} ⊆ τ , it would be interesting to know whether the tree capacitary
condition implies the capacitary condition, for that would mean that the onto interpolating
sequences for the tree coincide with the onto interpolating sequences for the Dirichlet space,
at least for finite measure sequences, which are much easier to understand mainly due to the
recursive relations for tree capacities.
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Another question which remains open is if the characterization of onto interpolating sequences
carries over to the case of infinite associated measure, something that is suggested by the analo-
gous result for W 1,2(D). In fact if one examines the proof of Theorem A can see that that would
be true if ℓ∞(N) ⊆ {{f(zi)} : f ∈ D} for every onto interpolating sequence.
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