Abstract. In this paper we consider the space BM Oo(R, X) of bounded mean oscillations and odd functions on R taking values in a UMD Banach space X. The functions in BM Oo(R, X) are characterized by Carleson type conditions involving Bessel convolutions and γ-radonifying norms. Also we prove that the UMD Banach spaces are the unique Banach spaces for which certain γ-radonifying Carleson inequalities for Bessel-Poisson integrals of BM Oo(R, X) functions hold.
Introduction
As it is well known the Hilbert transform H defined by
Hf (x) = P.V.
is bounded from L p (R) into itself, for every 1 < p < ∞, and from L 1 (R) into L 1,∞ (R). If X is a Banach space, the Hilbert transform is defined on L p (R) ⊗ X, 1 ≤ p < ∞, in the natural way. A Banach space X is said to be a UMD space when the Hilbert transform can be extended to the Bochner-Lebesgue space L p (R, X) as a bounded operator from L p (R, X) into itself, for some (equivalently, for any) 1 < p < ∞. Equivalent definitions and other properties and applications of UMD Banach spaces can be found in [1] , [9] , [10] , [11] , [12] , [17] , [21] , [23] , [24] and [34] , amongst others.
In [4] and [5] it was studied the space BM O o (R) of odd bounded mean oscillation on R. BM O o (R) was characterized by using Carleson measures involving Poisson and heat integrals associated with Bessel operators ([5, Theorem 1.1]). In this paper we consider the Banach valued odd BM O space. Assume that X is a Banach space. We say that a function f ∈ L 1 loc (R, X) belongs to BM O(R, X), when
where the supremum is taken over all bounded intervals I ⊂ R. Here f I = 1 |I| I f (x)dx, the integral being understood in the Bochner sense, and |I| denotes the length of I. By BM O o (R, X) we represent the space of all odd functions in BM O(R, X). According to the John-Nirenberg inequality we can see that an odd function f ∈ L 1 loc (R, X) is in BM O o (R, X) if, and only if, for some (equivalently, for any) 1 ≤ p < ∞, there exists C > 0 such that
for every interval I = (a, b), 0 < a < b < ∞, and
for each interval I = (0, b), 0 < b < ∞. Moreover, for every f ∈ BM O o (R, X) and 1 ≤ p < ∞, f BM O(R,X) is equivalent to the infimum of the constants C satisfying (1) and (2) . dθ, x, y ∈ (0, ∞), (see [18] ). By [19, Theorem 2 .d] we have the following interchange formula,
From (4) it is clear that # λ is a commutative and associative operation in L 1 ((0, ∞), x λ dx).
The # λ -convolution was studied on S λ (0, ∞) and S λ (0, ∞) in [28] . The mapping (φ, ψ) −→ φ# λ ψ is bilinear and continuous from S λ (0, ∞) × S λ (0, ∞) into S λ (0, ∞) ([28, Proposition 2.2, (i)]).
The Hankel convolution f # λ φ is defined when f ∈ L 1 ((0, ∞), x λ dx; X) and φ ∈ L 1 ((0, ∞), x λ dx) in the natural way, that is, understanding the integrals in the Bochner's sense.
If φ : Υ −→ R, where Υ = R or Υ = (0, ∞), we denote by φ (t) and φ t , t > 0, the following dilated functions φ (t) (x) = φ λ (t) (x) = 1 t λ+1 φ x t , φ t (x) = 1 t φ x t , t ∈ (0, ∞), x ∈ Υ.
While φ t is the classical dilated function, φ (t) is the one adapted to the ∆ λ -setting.
By γ L 2 ((0, ∞) 2 , dydt t 2 ); X we represent the Gauss space, also called γ-radonifying operators from L 2 ((0, ∞) 2 , dydt t 2 ) into X (see [23] and [31] for general definitions and properties). Suppose that F : (0, ∞) 2 −→ X is weakly-L 2 ((0, ∞) 2 , dydt t 2 ; X), that is, G = F, x ∈ L 2 ((0, ∞) 2 , dydt t 2 ), for every x ∈ X , where X denotes the dual space of X. We say that F ∈ γ L 2 ((0, ∞) 2 , dydt t 2 ); X when the operator I F defined by
belongs to γ L 2 ((0, ∞) 2 , dydt t 2 ); X , that is,
where the supremum is taken over all finite orthonormal families {h j } in L 2 ((0, ∞) 2 , dydt t 2 ) and {γ j } ∞ j=1 is a sequence of independent complex standard Gaussian random variables on some probability space (Ω, A, P). In this case, we write F γ(L 2 ((0,∞) 2 , dydt t 2 );X) to refer
t 2 );X) = ∞. Hytönen and Weis [23] introduced vector valued versions of some functionals considered by Coifman, Meyer and Stein [13] to define tent spaces. Here we work with truncated versions of Hytönen and Weis' functionals. For every x, r ∈ (0, ∞) we define the truncated cones
2 : |x − y| < t},
Let F : (0, ∞) 2 −→ X be a strongly measurable function. We define the conical square function A + (F ) as follows
. Also, we consider for every r > 0 the truncated square function A + (F r) given by
, x ∈ (0, ∞).
where the supremum is taken over all bounded intervals I ⊂ (0, ∞) such that z ∈ I. C + q (F ) is somehow a q-average of the truncated conical square function.
We now state our first result that can be seen as a Bessel version of [23, Theorem 1.1]. Theorem 1.1. Let X be a UMD Banach space and λ > 1. Assume that f is an odd X-valued function satisfying that
Moreover, the quantities f BM Oo(R,X) and C
The Poisson semigroup {P λ t } t>0 associated with the Bessel operator ∆ λ (that is, the semigroup of operator generated by − √ ∆ λ ) is given by
where the Poisson kernel P λ t (x, y), t, x, y ∈ (0, ∞), is defined by ( [36] )
[(x − y) 2 + t 2 + 2xy(1 − cos θ)] λ+1 dθ, t, x, y ∈ (0, ∞).
In [6] Littlewood-Paley g-functions associated with {P λ t } t>0 acting on Banach valued functions were defined. If 1 < q < ∞ and f : (0, ∞) −→ X is a strongly measurable function the g λ q -function of f is defined by
Those Banach spaces that admit a q-uniformly convex or q-uniformly smooth (see [33] for definitions) equivalent norms were characterized by using L p -inequalities involving g Also we can define the q-conical square function G
By taking into account the results in [27] and by using the ideas developed in the proof of [6, Theorems 2.4 and 2.5] (see also [3, Proposition 1.3] ) the Banach spaces having q-uniformly convex or smooth renorming can be characterized in the following way.
Theorem 1.2. Let X be a Banach space and λ > 0.
(i) Suppose that 2 ≤ q < ∞. The space X admits a q-uniformly convex equivalent norm if, and only if, for some (equivalently, for any) 1 < p < ∞,
(ii) Assume that 1 < q ≤ 2. The space X can be q-uniformly smooth renormed if, and only if, for some (equivalently, for any)
Also in [3] the authors characterize the Banach spaces with a q-uniformly convex and smooth equivalent norm by using Carleson measures and the space BM O o (R, X). (i) Assume that 2 ≤ q < ∞. Then, X has an equivalent norm which is q-uniformly convex if, and only if, there exists C > 0 such that, for every f ∈ BM O o (R, X),
where the supremum is taken over all bounded intervals I in (0, ∞). (ii) Suppose that 1 < q ≤ 2. Then, X has an equivalent q-uniformly smooth norm if, and only if, there exists C > 0 such that, for every odd X-valued function f , satisfying that
where the supremum is taken over all bounded intervals I in (0, ∞).
Note that
For every t > 0, the operator P λ t is a Hankel convolution operator. Indeed, if we define
and t > 0. Moreover, we can write
where
It is not hard to see that
Our next result cannot be deduced from Theorem 1.1 because h λ / ∈ S λ (0, ∞), but h λ has sufficient decay so the computations given in the proof of Theorem 1.1 (see Section 3) remain valid, even for λ > 0 (see [5, 
Note that if X = C, we have that
For a general Banach space X, even when q = 2,
Indeed, if X is a UMD Banach space and (i) X is UMD.
(ii) There exist C > 0 such that, for every odd X-valued function satisfying that
, and
This paper is organized as follows. In Section 2 we establish some auxiliary results. We prove L p -boundedness properties of A + and a polarization identity involving # λ -convolution. The proof of Theorem 1.1 is presented in Section 3. Finally in Section 4 we give a proof of Theorem 1.5.
Throughout this paper we denote by C a positive constant that can change in each occurrence.
Auxiliary results
In this section we establish some results that will be useful in the proof of Theorem 1.1. Firstly we prove two boundedness properties of A + .
Lemma 2.1. Let X be a UMD Banach space, λ > 0 and 1 < p < ∞. Assume that φ ∈ S λ (0, ∞), verifying that x λ φ has vanishing integral over (0, ∞). Then, there exists C > 0 such that
To simplify the notation we call ψ(w) = φ(w)w −λ , w ∈ (0, ∞). According to [14, p. 85] , there exists Φ in the Schwartz class S(R) such that Φ(w 2 ) = ψ(w), w ∈ (0, ∞). We also introduce the function,
We can write
Taking into account that Φ ∈ S(R), we obtain
On the other hand, by proceeding in a similar way we have that
In order to analyze this integral we consider two situations. Firstly, assume that 0 < z ≤ x/2. Then,
By symmetry reasons, we also have that
Thus,
We now introduce the new kernels
and
By using the mean value theorem, the decay of Φ and that 2(1 − cos θ) ∼ θ 2 , when θ ∈ (0, π/2), we can write,
In the last inequality we have used the estimations shown in [5, p. 483-484] . Analogously, we get
We now split the kernel K 1,2 as follows,
By making the change of variables u = yzθ 2 /t 2 we arrive at
By using again that Φ ∈ S(R), the bound obtained in [5, p. 486-487 ] allows us to write
By putting together estimations (7)- (11), we deduce that
being
It is known that the Hardy type operators H 0 and H ∞ are bounded from
, even for p = 1. This can be easily checked by taking into account that
and by applying Jensen's inequality.
We now analyze the last quantity in (12) . We definef
and this second integral is controlled by Hardy type operators. Indeed, observe that
because Ψ ∈ S(R). Here I x,z represents the interval (min{x, z}, max{x, z}). Hence, it only remains to prove that
Let {γ j } j∈N be a sequence of independent complex standard Gaussian random variables in the probability space (Ω, A, P). Suppose that {h j } N j=1 is a finite family of orthonormal functions in
Here Γ(x) = {(y, t) ∈ R 2 + : |x − y| < t}, x ∈ R.
Finally, applying [23, Theorem 4.2] we conclude that
Note that, [23, Theorem 4.2] requires that Ψ has vanishing integral, and this is a consequence of the hypothesis imposed over φ, as we now show,
We now introduce the operator Y λ defined by
Note that Y λ is not a Hankel convolution operator. Hence, the next result is not a special case of Lemma 2.1.
Lemma 2.2. Let X be a UMD Banach space, λ > 0 and 1 < p < ∞. Then, there exists C > 0 such that
We introduce the following kernels, which will help us to obtain the desired estimations,
Our objective is to analyze the L p -boundedness properties of all the operators appearing in each line in the right hand side of the last inequality.
First of all, by (7) we have that
and also by proceeding as in (8),
Then, the two first operators in (16) are controlled by the Hardy type operators H 0 and H ∞ , which are bounded in L p (0, ∞).
By applying the mean value theorem we obtain, for every t, y, z ∈ (0, ∞),
Moreover, we have that
By using (9), (10) and (11) it follows that the third, fourth and fifth operator appearing in (16) 
In order to study the kernel I λ we distingue three cases. Firstly, assume that 0 < y ≤ z/2. We can write
In a similar way, if 0 < 2z ≤ y, we get
Moreover, if z/2 < y < 2z, then
, t ∈ (0, ∞).
From (9) we deduce that, for each 0 < x/2 < z < 2x < ∞,
To finish the proof of this lemma we have to show that the operator Z λ defined by
The change of variables θ = u ((y − z) 2 + t 2 )/yz gives us
λ+2 du = 1/(2λ(λ + 1)). Here P t (z) represents the kernel of the Poisson semigroup associated with the Euclidean Laplacian,
We definef (z) = f (z), z ≥ 0, andf (z) = 0 when z < 0. Then, (14) leads to
. Also, by doing the same computation as in (13) , it follows that
Note that t∂ z P t (z) = h t (z), z ∈ R and t > 0, where
It is clear that R h(z)dz = 0 and that h / ∈ S(R), and then [23, Theorem 4.2] cannot be apply directly. We define the operator S by
It is well-known that (20)
(see [35, p. 27-28, 180-182] ). Moreover, the kernel t∂ z P t (y − z) satisfies the hypothesis in [22, Theorem 4.8] . Hence, there exists C > 0 such that for every g ∈ L p (R) ⊗ X,
We denote byS the extension of the operator S ⊗ I X to L p (R, X) as a bounded operator from
where the last integral is understood in the Bochner's sense.
dydt t 2 ; X) for almost every x ∈ R. Indeed, from (20) we deduce that
and this implies that
From (19) it follows that
If N ∈ N, we denote Γ N (x) = {(y, t) ∈ R 2 + : |x − y| < t, 1/N < t < N }. We have that
Here C > 0 depends on N ∈ N but it does not depend on g. Assume that g n ∈ L p (R) ⊗ X, n ∈ N, and that g n −→ g, as n → ∞, in L p (R, X). Then, for every N ∈ N and x ∈ R,
Also,
Hence, there exists a subset Ω of R such that |R \ Ω| = 0, and an increasing sequence
, X denotes the space of bounded operators from
to X, we have that, for every x ∈ Ω,
+ is compact. We can write
Then, we deduce thatS (g)χ Γ(x) = S(g)χ Γ(x) . Thus, the proof of our result is finished.
We now define the vector valued version of the Hardy space H 1 o (R) introduced by Fridli [15] . We say that a strongly measurable X-valued function a defined on (0, ∞) is an o-atom when satisfies one of the following two conditions:
• a = bχ (0,δ) /δ, where δ > 0 and b ∈ X with b X = 1.
• There exists a bounded interval I ⊂ (0, ∞) such that supp(a) ⊂ I, I a(x)dx = 0 and a L ∞ ((0,∞),X) ≤ 1/|I|.
A strongly measurable X-valued odd function f defined on R is in H 1 o (R, X) when f χ (0,∞) = ∞ j=1 λ j a j , where, for every j ∈ N, a j is an o-atom and λ j ∈ C being
where the infimum is taken over all possible sequences
Lemma 2.3. Let X be a UMD Banach space and λ > 0. Assume that φ ∈ S λ (0, ∞) is such that x λ φ has vanishing integral over (0, ∞). Then, there exists C > 0 for which
In the proof of Lemma 2.1 it was shown that
We analyze the L 1 -boundedness of each operator in detail. As it was mentioned in the proof of Lemma 2.1, N maps L 1 (0, ∞) into itself. The estimate (7) allows us to write
Also by (8), we obtain
Since f is an odd function, it has that
Now, we apply (14) and [23, Corollary 4.3] ,
. Finally, taking into account that Ψ ∈ S(R) and proceeding as above we can see that
and also, by the mean value theorem,
Hence, the L 1 -norm of the second term in (22) can be estimated as in (21), and for the third one we have
Thus, the proof of this lemma is completed.
A straightforward adaptation of the arguments used in the proof of [23, Theorem 4.8] allows us to show the following duality inequality.
Lemma 2.4. Assume that X is a Banach space and 0 < q < ∞. If F : (0, ∞) 2 −→ X and G : (0, ∞) 2 −→ X are strongly measurable then, there exists C > 0, such that
Assume that φ, ψ ∈ S λ (0, ∞). We say that φ and ψ are λ-complementary functions when
The Hankel transformation h λ is an automorphism in S λ (0, ∞) ([37, Lemma 8] ). Suppose that φ ∈ S λ (0, ∞) is not identically zero. Then, there exists an interval I ⊂ (0, ∞) such that h λ (φ)(y) = 0, y ∈ I. We choose ϕ ∈ C ∞ c (0, ∞) such that ϕ ≥ 0, ϕ(x) = 1, x ∈ I, and we define
We have that ψ ∈ S λ (0, ∞) and by (4) the functions φ and ψ are λ-complementary. Note that, since ϕ ∈ C 
Lemma 2.5. Let λ > 1 and 0 < q < ∞. Assume that
Proof. Assume that C
According to Lemma 2.4 the integral in the right hand side of (23) is absolutely convergent. Hence we can write
Our next objective is to establish that (25)
In order to do this we will prove that, for every N ∈ N, there exists C N > 0 such that
As in the proof of Lemma 2.1 we choose a function Φ ∈ S(R) such that Φ(z 2 ) = φ(z)z −λ , z ∈ (0, ∞). By using [30, p. 86] we have that
, and that √ zJ µ (z) is a bounded function on (0, ∞), for every µ > −1/2, we obtain
By iterating this argument we conclude that h λ (g) ∈ C ∞ (0, ∞). Moreover, since √ zJ µ (z) and z −µ J µ (z) are bounded functions on (0, ∞), for every µ > −1/2, the functions h λ (g) and d dx h λ (g) are bounded on (0, ∞) because λ > 1. According to [37, Lemma 8] , h λ (ψ (t) ) ∈ S λ (0, ∞), t > 0. Then, by taking into account (3) and that λ > 1, we get
On the other hand,
, and we obtain
We write
Then,
By using again that h λ (ψ) ∈ S λ (0, ∞) and that the function z −µ J µ (z) is bounded on (0, ∞), for every µ > −1/2, we deduce that, for some m ∈ N,
Putting together the above estimates we get,
According to [7] we can write
Hence, for every ϕ ∈ S λ (0, ∞), T g # λ ϕ is defined by
(see [7] for details about distributional Hankel convolution).
Note that, by using the interchange formula, we get (27) it follows that, for every N ∈ N,
In addition, we have that
Thus, we obtain
The inner integral can be written as
Moreover, by using [38, (3) , p. 135, and Lemma 5.4-1, (3)] and taking into account that φ# λ ψ ∈ S λ (0, ∞), we obtain
Let k, m ∈ N. Then, we can write
By (29) and by applying L'Hôpital's rule we deduce that
When m ≤ 2k + 2λ + 1, this last limit is equal to zero. We conclude that G ∈ S λ (0, ∞).
According to (27) , we get
Moreover, from the penultimate estimate in (27) , it follows that
Hence, we conclude that (30) sup
Since the function √ zJ µ (z) is bounded in (0, ∞), for every µ > −1/2, (30) and the interchange formula (4) imply that
Then, by taking into account again that φ and ψ are complementary functions, the dominated convergence theorem implies that
, and also that
By applying again the dominated convergence theorem (see (30) ) and by (24), (25), (28), (31) we obtain
Thus, the proof is completed.
Proof of Theorem 1.1
In this section we present the proof of Theorem 1.1.
Proof of Theorem 1.1, (i) (i) (i).
By taking into account Hölder's inequality it is sufficient to show (i) when q > 1. Hence, from now on we assume that q > 1. Let f ∈ BM O o (R, X). Our objective is to prove that there exists C > 0, that does not depend on f , such that,
for every bounded interval I ⊂ (0, ∞).
We take a bounded interval I = (x I − |I|/2,
where 3I = (0, ∞) ∩ (x I − 3|I|/2, x I + 3|I|/2). We write
The estimation in (32) will be shown when we establish that
From [32, Proposition 1.1] we deduce that
Then, Lemma 2.1 implies that
We now proof (33) for i = 2. Observe that
Furthermore, by (27) ,
Hence, by [16, Lemma 1.1, (a)] we obtain
Next, we analyze (33) for i = 3. In general, f 3I # λ φ (t) = 0, even when the function x λ φ has vanishing integral. This is not the case when considering the usual convolution, see [23, p. 48] .
Observe that,
dx.
In addition, taking into account that
and writing
it is enough to prove that
being C > 0 a constant independent of I and f .
By (27) we can obtain the following estimations
, t, y ∈ (0, ∞), and
Furthermore we will need the relation (38) J 2 (y, t) ≤ C t y , t, y ∈ (0, ∞).
To obtain this bound we have to proceed in a more involved way. We keep the same notation introduced in the proof of Lemma 2.1. We have that
Also by [5, p . 483] we obtain
, t ∈ (0, ∞), y/2 < z < 2y, and
With all the above estimations and (15) we get
K 2 (z; y, t) + (K 1 (z; y, t) − K 1,1 (z; y, t)) + (K 1,1 (z; y, t) − K 1,2 (z; y, t))
We are ready to prove (34) . It is important to analyze carefully the region of integration, that is the truncated cone Γ |I|/2 + (x), x ∈ (0, ∞). We distinguish two cases. Assume first 2|I| < x I . Then, using estimates (35) , (37) and (38) we get, for j = 1, 2, 3,
Suppose now that |I|/2 ≤ x I ≤ 2|I|. If x ∈ I, then x I −|I|/2 < x < |I|/2 or |I|/2 ≤ x < x I +|I|/2. We are going to consider each situation separately. In the sequel b a g(z)dz = 0 provided that a ≥ b. By (35) and (37) we can write, for j = 1, 3,
because log z ≤ z α , for every z > 0 and α > 0. If j = 2 we apply (36) and (38) to obtain
On the other hand, applying again (35) and (37), for j = 1, 3, we get
and by (36) and (38) , it follows that Note that all the constants C that appear do not depend on I and f . This shows (34) and therefore the proof of (32) is finished.
, for some 0 < q < ∞. Since X is a UMD space, it is also reflexive and therefore BM O o (R, X) is the dual space of H 
Our objective is to see that f ∈ BM O o (R, X). In order to prove this it is sufficient to show that, for a certain C > 0,
Since C is a UMD space, by using Lemma 2.3,
We choose a function ψ ∈ S λ (0, ∞) that is complementary to φ and such that ∞ 0 x λ ψ(x)dx = 0. By applying now Lemma 2.5 we get
According to Lemma 2.3 and Lemma 2.4, it follows that
Hence, we conclude that f ∈ BM O o (R, X) and
4. Proof of Theorem 1.5
Assume that X is a UMD Banach space and f is an odd X-valued function such that (1 + x 2 ) −1 f ∈ L 1 (R, X). According to Theorem 1.4 we need only to show that, for a certain C > 0,
We are going to follow the same procedure as in the proof of (i) in Theorem 1.1. We fix a bounded interval I = (x I − |I|/2, x I + |I|/2) ⊂ (0, ∞) and we decompose f as usual by
where 3I = (0, ∞) ∩ (x I − 3|I|/2, x I + 3|I|/2). Our objective is to see that
where C > 0 does not depend on I and f , and
Lemma 2.2 implies (39) for i = 1. To show (39) for i = 2 it is enough to establish that
Observe that
In order to analyze the integral over (0, π/2) we distinguish two situations. Suppose first that t, y, z ∈ (0, ∞) and z ≥ |y − z| + t. Then
On the other hand, if t, y, z ∈ (0, ∞) and z < |y − z| + t, we obtain t(yz) M j (y, t), t, y ∈ (0, ∞).
Our objective is to establish for M j , j = 1, 2, 3, estimates similar to (35) , (36) , (37) and (38) . From (40) we deduce that M j (y, t) ≤ C t t + y , t, y ∈ (0, ∞), j = 1, 3.
We also have that , t, y ∈ (0, ∞).
Note that the exponent in the last inequality differs from the one appearing in (36) , but the computations made in the proof (i) in Theorem 1.1 can be done in the same way.
Our last step will be to justify that M 2 (y, t) ≤ C t y , t, y ∈ (0, ∞).
By keeping the notation in the proof of Lemma 2.2 we can write
L 2 (z; y, t) + (L 1 (z; y, t) − L 1,1 (z; y, t)) + (L 1,1 (z; y, t) − L 1,2 (z; y, t)) + (L 1,6 (z; y, t) − L 1,4 (z; y, t)) + t∂ z (P t (y − z)) dz .
We treat each summand. We get [(y − z) 2 + t 2 + yzθ 2 ] λ+2 dθ ≤C t yz 1 + log + z |z − y| , t ∈ (0, ∞), y/2 < z < 2y.
Moreover, by (17) we obtain [(y − z) 2 + t 2 + yzθ 2 ] λ+1 dθ , t, y, z ∈ (0, ∞),
where I λ is defined in (18) . We have that (1 + u 2 ) λ+1 dy ≤C t y P t (y − z), t ∈ (0, ∞), y/2 < z < 2y.
We have that (yzθ 2 ) λ+3/2 dθ ≤ C t yz , t ∈ (0, ∞), y/2 < z < 2y.
Putting together the above estimates and taking into account that R ∂ z P t (u − z)du = 0, z ∈ R, we obtain R λ is a bounded operator from L p (0, ∞) into itself, for every 1 < p < ∞, and from L 1 (0, ∞) into L 1,∞ (0, ∞). We denote by R * λ the adjoint operator of R λ in L 2 (0, ∞). R * λ is a principal value integral operator given by, for every g ∈ L 2 (0, ∞), 
