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Let CNJ(X) and J (X) be the von Neumann–Jordan and James constants of a Banach space X ,
respectively. We shall show that CNJ(X) J (X), where equality holds if and only if X is
not uniformly non-square. This answers aﬃrmatively to the question in a recent paper
by Alonso et al. [J. Alonso, P. Martín, P.L. Papini, Wheeling around von Neumann–Jordan
constant in Banach spaces, Studia Math. 188 (2008) 135–150]. This inequality looks quite
simple and covers all the preceding results. In particular this is much stronger than
Maligranda’s conjecture: CNJ(X) J (X)
2
4 + 1.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Recently many geometric constants for a Banach space X have been investigated. In particular the James constant J (X)
and the von Neumann–Jordan constant CNJ(X) are most widely treated. The ﬁrst result concerning the relation between
these two constants is the following inequalities by Kato et al. [12]:
J (X)2
2
 CNJ(X)
J (X)2
1+ ( J (X) − 1)2 , (1)
where all the terms coincide if X is not uniformly non-square as J (X) = CNJ(X) = 2 in this case. The ﬁrst inequality attains
equality with many uniformly non-square spaces, while the second is strict for all uniformly non-square spaces. Nikolova
et al. [18] improved the second inequality as follows
CNJ(X)
J (X)2
4
+ 1+ J (X)
4
{√
J (X)2 − 4 J (X) + 8− 2} (2)
(see also Maligranda et al. [17], Takahashi [20]). In 2008 Alonso et al. [3, Theorem 3] proved that
CNJ(X) 2
{
1+ J (X) −√2 J (X)}, (3)
which is more sharp than (2). Moreover this inequality implies that
CNJ(X)
J (X)2
4
+ 1 (4)
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Pang [22, Theorem 4] obtained the following inequality which improves (3):
CNJ(X) J (X) +
√
J (X) − 1[
√
1+ (1−√ J (X) − 1 )2 − 1]. (5)
The aim of this paper is to prove that the inequality
CNJ(X) J (X) (6)
holds true for all Banach spaces X and equality is attained if and only if X is not uniformly non-square. This answers
aﬃrmatively to the question in Alonso et al. [3, Question 1]. Thus the inequality (6), which looks the most simple, covers
all the preceding results stated above.
In Theorem 1 we shall show that ρX (1) 2{1 − 1/ J (X)}, where ρX (τ ) denotes the modulus of smoothness of X . As a
direct consequence we shall have the inequality ρX (1)
√
J (X) − 1 by Wang and Pang [22, Theorem 1]. In Theorem 2 the
constant CNJ(X) will be estimated with ρX (1). From Theorem 2 with the inequality ρX (1)
√
J (X) − 1 the above result (5)
will be derived. Combining Theorems 1 and 2, we shall obtain that CNJ(X) J (X) in Theorem 3. A corollary will state that
0 J (X)− CNJ(X)
√
2− 1, where the ﬁrst inequality attains equality if and only if X is not uniformly non-square and the
second attains equality if and only if X is a Hilbert space.
Finally several consequences of the above results will be presented concerning the James constant for the dual space X∗ .
2. Preliminaries
Throughout the paper let X be a real Banach space with dim X  2. Let X∗ denote the dual space of X . The closed unit
ball and unit sphere of X are denoted by BX and S X respectively. The modulus of convexity of X is deﬁned by
δX () = inf
{
1−
∥∥∥∥ x+ y2
∥∥∥∥: x, y ∈ S X , ‖x− y‖ = 
}
(0   2),
where S X may be replaced with BX . A Banach space X is called uniformly non-square (James [10]) if there exists δ > 0 such
that
min
(‖x+ y‖,‖x− y‖) 2(1− δ) for all x, y ∈ S X .
The James constant of X is deﬁned by
J (X) = sup{min(‖x+ y‖,‖x− y‖): x, y ∈ S X}
(Gao and Lau [8]). It is known (cf. [12]) that
(i)
√
2 J (X) 2 for all Banach spaces X .
(ii) J (X) = √2 if X is a Hilbert space; the converse is not true.
(iii) X is uniformly non-square if and only if J (X) < 2, or equivalently δX () > 0 for some 0 <  < 2.
(iv) J (X) = sup{ ∈ (0,2): δX () 1− /2} (Casini [5]). In particular, if J (X) < 2,
δX
(
J (X)
)= 1− J (X)
2
(7)
(this is not valid if J (X) = 2).
The von Neumann–Jordan constant of X is deﬁned by
CNJ(X) = sup
{‖x+ y‖2 + ‖x− y‖2
2(‖x‖2 + ‖y‖2) : x, y are not both 0
}
(8)
(Clarkson [6]), where the supremum can be taken over all x ∈ S X and y ∈ BX . The ﬁrst systematic work on this constant
was done by Kato and Takahashi [13]. We also refer the reader to [14] for this constant for Lebesgue–Bochner spaces, which
provides a unifying way to calculate this constant for several function spaces, etc. It is well known (cf. [12]) that
(i) 1 CNJ(X) 2 for all Banach spaces X .
(ii) X is a Hilbert space if and only if CNJ(X) = 1 [11].
(iii) X is uniformly non-square if and only if CNJ(X) < 2 [21].
The modulus of smoothness of X is deﬁned by
ρX (τ ) = sup
{‖x+ τ y‖ + ‖x− τ y‖
2
− 1: x, y ∈ S X
}
(τ > 0). (9)
It is known that X is uniformly non-square if and only if ρX (1) = A2(X) − 1 < 1, where A2(X) is a constant intensively
studied in [4] (see also [12]).
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Our ﬁrst objective is to obtain a more sharp estimate for ρX (1) by J (X) than previously known inequalities. Alonso and
Llorens-Fuster [1] showed in 2008 that
J (X) − 1 ρX (1) J (X)
2
(10)
(these inequalities were announced in Takahashi [20, Proposition 3, Theorem 12]). All the terms of (10) coincide if X is not
uniformly non-square. The ﬁrst inequality attains equality with Lp-spaces, 1 p ∞, while the second inequality is strict
for all uniformly non-square spaces. Wang and Pang [22, Theorem 1] improved the second inequality as
ρX (1)
√
J (X) − 1 J (X)
2
. (11)
The next proposition is useful.
Proposition 1. (See H. Ishihara and W. Takahashi [9, Theorem 3.1].) Let 0 ε1 < ε2  2. Then
δX (ε2) − δX (ε1)
ε2 − ε1 
1− δX (ε1)
2− ε1 . (12)
Lemma 1. Let X be a Banach space with J (X) < 2. Then:
(i) If 0 <   J (X),
δX (ε)
2{1− J (X)}
2− J (X) +
J (X)
2{2− J (X)}ε. (13)
(ii) If J (X)  < 2,
δX (ε)
{
1
J (X)
− 1
2
}
ε. (14)
Proof. (i) We write J and δ(ε) for J (X) and δX (ε) respectively. Let 0 < ε < J . Then by Proposition 1 we have
δ( J ) − δ(ε)
J − ε 
1− δ(ε)
2− ε ,
from which it follows that{
1− δ( J )}ε + 2δ( J ) − J  (2− J )δ(ε). (15)
Since 1− J/2 = δ( J ),
(
1− δ( J ))ε + 2δ( J ) − J = J
2
ε + 2
(
1− J
2
)
− J = J
2
ε + (2− 2 J ).
Therefore by (15) we obtain
δ(ε) J
2(2− J ) ε +
2(1− J )
2− J ,
or (13). In the case ε = J we have equality in (13). Indeed
J
2(2− J ) ε +
2(1− J )
2− J = 1−
J
2
= δ( J ).
(ii) Let J   < 2. Then, as the function δ(ε)/ε is non-decreasing ([7]; cf. [16, Lemma 1.e.8]), we have
δ( J )
J
 δ(ε)
ε
,
from which it follows that
δ(ε) δ( J )
J
ε = 1− J/2
J
ε =
(
1
J
− 1
2
)
ε,
or (14). 
Y. Takahashi, M. Kato / J. Math. Anal. Appl. 359 (2009) 602–609 605Lemma 2. Let X be a Banach space. Then
ρX (1) = ρX∗(1) = sup
{

2
− δX (): 0 <  < 2
}
. (16)
Indeed this is a direct consequence of the following duality relation between the modulus of smoothness and the mod-
ulus of convexity due to Lindenstrauss [15] (cf. [16, Proposition 1.e.2]): For τ > 0
ρX∗(τ ) = sup
{‖x+ y‖ + τ‖x− y‖
2
− 1: x, y ∈ S X
}
= sup
{
τ
2
− δX (): 0   2
}
.
The following result is the heart of this paper.
Theorem 1. Let X be a Banach space. Then
ρX (1) 2
{
1− 1
J (X)
}
. (17)
Proof. If J (X) = 2, or if X is not uniformly non-square, we have ρX (1) = 1 [4] and hence we have equality in (17). Therefore
we assume that J (X) < 2. According to Lemma 2 we shall show that
ε
2
− δX (ε) 2
{
1− 1
J (X)
}
for all 0 < ε < 2. (18)
Let us ﬁrst assume that 0 < ε  J := J (X). If ε  4(1 − 1/ J ), the inequality (18) is obvious. So assume that 4(1 − 1/ J ) 
ε  J . Then by Lemma 1
δX (ε)
2− 2 J
2− J +
J
2(2− J ) ε, (19)
from which it follows that
ε
2
− δX (ε) ε
2
−
{
2− 2 J
2− J +
J
2(2− J ) ε
}
= 1− J
2− J ε −
2− 2 J
2− J
 1− J
2− J · 4
(
1− 1
J
)
− 2− 2 J
2− J
(
note that (1− J )/(2− J ) < 0)
= 2
(
1− 1
J
)
.
In the case J  ε < 2 we have
δX (ε)
(
1
J
− 1
2
)
ε
by Lemma 1. Consequently we have
ε
2
− δX (ε) ε
2
−
(
1
J
− 1
2
)
ε =
(
1− 1
J
)
ε < 2
(
1− 1
J
)
and hence (17), which completes the proof. 
As a consequence of Theorem 1 we shall have the following inequality by Wang and Pang [22, Theorem 1], where we
shall add equality condition.
Corollary 1. Let X be a Banach space. Then
ρX (1)
√
J (X) − 1, (20)
where equality holds only when X is not uniformly non-square.
Proof. By Theorem 1 we have
ρX (1) 2
{
1− 1
J (X)
}

√
J (X) − 1 (21)
(the latter inequality is easy to see). If X is not uniformly non-square, equality holds in (20). Conversely, if equality attains
in (20), we have equality in the second inequality of (21), which implies that J (X) = 2, or X is not uniformly non-square. 
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latter assertion of Corollary 1 answers to this question aﬃrmatively.
Next we shall estimate CNJ(X) with ρX (1). We need the following elementary inequalities.
Lemma 3.
(i) Let 0 a 2 and 0 b  2. Then
a2 + b2
4

(
a + b
2
− 1
)2
+ 1. (22)
(ii) Let a be a real number and let b > 0. Then
at2 + bt
1+ t2 
a + √a2 + b2
2
for all t  0. (23)
Indeed for (i), since ab/2 − (a + b) + 2 = a(b/2 − 1) − b + 2  2(b/2 − 1) − b + 2 = 0, we have the inequality (22). To
see (ii) let f (t) = (at2 +bt)/(1+ t2). Then f (t) attains its maximum at t0 := (a+
√
a2 + b2)/b. Noting that bt20 −2at0 −b = 0,
we have
f (t0) = t0(2at0 + 2b)
2(1+ t20)
= t0(bt
2
0 + b)
2(1+ t20)
= b
2
t0 = a +
√
a2 + b2
2
.
Theorem 2. Let X be a Banach space. Then
CNJ(X) 1+ ρX (1)
[√{
1− ρX (1)
}2 + 1− {1− ρX (1)}]. (24)
Proof. We ﬁrst note that the von Neumann–Jordan constant CNJ(X) is reformulated as
CNJ(X) = sup
{‖x+ ty‖2 + ‖x− ty‖2
2(1+ t2) : x, y ∈ S X , 0 t  1
}
. (25)
Let x, y ∈ S X and let 0 t  1. Then by (22)
‖x+ y‖2 + ‖x− y‖2  4
{(‖x+ y‖ + ‖x− y‖
2
− 1
)2
+ 1
}
 4
{
1+ ρX (1)2
}
and from the inequality
‖x+ y‖ + ‖x− y‖ 2(1+ ρX (1))
we obtain that
‖x+ ty‖2 + ‖x− ty‖2  (t‖x+ y‖ + (1− t))2 + (t‖x− y‖ + (1− t))2
= (‖x+ y‖2 + ‖x− y‖2)t2 + 2(‖x+ y‖ + ‖x− y‖)t(1− t) + 2(1− t)2
 4
{
1+ ρX (1)2
}
t2 + 4{1+ ρX (1)}t(1− t) + 2(1− t)2
= 4ρX (1)
{
ρX (1) − 1
}
t2 + 4ρX (1)t + 2
(
1+ t2).
Therefore by (23)
‖x+ ty‖2 + ‖x− ty‖2
2(1+ t2) 
2[ρX (1){ρX (1) − 1}t2 + ρX (1)t]
1+ t2 + 1
 ρX (1)
{
ρX (1) − 1
}+
√
ρX (1)2
{
ρX (1) − 1
}2 + ρX (1)2 + 1
= 1+ ρX (1)
[√{
1− ρX (1)
}2 + 1− {1− ρX (1)}].
Consequently we obtain the inequality (24). This completes the proof. 
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non-square Banach space X for which equality attains in (24). In fact let X be the Day–James ∞–1 space, that is, let
X =R2 with the norm deﬁned by
‖x‖ =
{‖x‖∞ if x1x2  0,
‖x‖1 if x1x2  0
for x = (x1, x2) ∈ R2. Then ρX (1) = 1/2 (cf. [12, Example 4]). By Theorem 2, CNJ(X)  (3 +
√
5)/4, where equality attains
with x = (1,0), y = (0, (√5− 1)/2). Thus we have CNJ(X) = (3+
√
5 )/4, as desired. (This was also obtained in [2,20,23].)
Theorem 2 yields the following recent result of Wang and Pang [22, Theorem 4], where we shall add equality condition.
Corollary 2. Let X be a Banach space. Then
CNJ(X) J (X) +
√
J (X) − 1[
√
1+ (1−√ J (X) − 1 )2 − 1], (5)
where equality is attained if and only if X is not uniformly non-square.
Proof. The function f (t) = 1 + t{√(1− t)2 + 1 − (1 − t)} is strictly increasing, and hence by Corollary 1 we have CNJ(X)
f (ρ1(X)) f (
√
J (X) − 1 ), which implies (5). We can immediately see that equality holds in (5) if X is not uniformly non-
square. If equality holds in (5), we have f (ρ1(X)) = f (√ J (X) − 1 ). Hence ρ1(X) = √ J (X) − 1, which implies that X is not
uniformly non-square by Corollary 1. 
As stated in the Introduction the above Wang and Pang’s inequality (5) is the latest result concerning our theme in the
present paper. Combining Theorems 1 and 2, we shall obtain the main result.
Theorem 3. Let X be a Banach space. Then
CNJ(X) J (X), (6)
where equality holds only when X is not uniformly non-square.
Proof. By virtue of Theorem 1 we have
ρX (1) 2
{
1− 1
J (X)
}
,
which is equivalent to
2
2− ρX (1)  J (X). (26)
Therefore by Theorem 2 we merely show that
1+ ρX (1)
[√{
1− ρX (1)
}2 + 1− {1− ρX (1)}] 2
2− ρX (1) . (27)
Let u = 1− ρX (1). Then 0 u  2−
√
2< 1 as ρX (1)
√
2− 1. The above inequality (27) is rewritten as
1+ (1− u)(√u2 + 1− u) 2
1+ u . (28)
Since
2
1+ u − 1− (1− u)
(√
u2 + 1− u)= 1− u
1+ u − (1− u)
(√
u2 + 1− u)
= (1− u)
(
1
1+ u −
1√
u2 + 1+ u
)
 0, (29)
we obtain (28), or (27). For the latter assertion assume that CNJ(X) = J (X). Then we have equality in (29), which implies
that u = 0 as 1−u > 0. Therefore ρX (1) = 1, whence X is not uniformly non-square. The converse is obvious. This completes
the proof. 
Corollary 3. Let X be a Banach space. Then
0 J (X) − CNJ(X)
√
2− 1. (30)
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√
2  J (X)  2 and CNJ(X)  J (X)2/2, we
have
J (X) − CNJ(X) J (X) − J (X)2/2
√
2− (√2 )2/2 = √2− 1.  (31)
Remark 3. (i) In the ﬁrst inequality of (30) equality holds if and only if X is not uniformly non-square.
(ii) Equality holds in the second inequality of (30) if and only if X is a Hilbert space. Indeed, if X is a Hilbert space,
J (X) = √2 and CNJ(X) = 1 (cf. e.g., [12]). Conversely, assume that J (X) − CNJ(X) =
√
2 − 1. Then from (31) it follows that
J (X) = √2 and hence CNJ(X) = 1. Thus X is a Hilbert space.
4. Some consequences
We shall discuss the James constant for the dual space X∗ . It is well known that CNJ(X) = CNJ(X∗) (Takahashi and Kato
[21, Lemma 2]) and this is not the case for the James constant [12, Example 2]. Gao and Lau [8] asked about relation
between J (X) and J (X∗). Kato et al. [12, Theorem 1] showed the following
2 J (X) − 2 J (X∗) J (X)
2
+ 1. (32)
Recently Wang and Pang [22, Theorem 6] presented more sharp inequalities
1+ ( J (X) − 1)2  J (X∗) 1+√ J (X) − 1. (33)
As a corollary of Theorem 1 these inequalities are improved as follows.
Theorem 4. Let X be a Banach space. Then
2
3− J (X)  J (X
∗) 3− 2
J (X)
. (34)
Proof. We ﬁrst see the second inequality. By Theorem 1 with (10) and Lemma 2 we have
J (X∗) 1+ ρX∗(1) = 1+ ρX (1) 3− 2
J (X)
.
The ﬁrst inequality is obtained by replacing X with X∗ in the second. 
Corollary 4. Let X be a Banach space. Then∣∣ J (X∗) − J (X)∣∣ 3− 2√2.
Proof. Assume ﬁrst that J (X∗) J (X). Then by Theorem 4
J (X∗) − J (X) 3− 2
J (X)
− J (X) 3− 2√
2
− √2 = 3− 2√2.
If J (X) J (X∗), we have
J (X) − J (X∗) = J (X∗∗) − J (X∗) 3− 2√2
as J (X) = J (X∗∗), which completes the proof. 
Corollary 4 improves the next result of Wang and Pang [22, Corollary 7]
∣∣ J (X) − J (X∗)∣∣
√√
2− 1− (√2− 1).
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