A hearing loss simulation system (HELOS) was designed and constructed to simulate various aspects of sensorineural hearing impairment. The theoretical bases for HELOS were several threshold and suprathreshold auditory phenomena typically exhibited by people with sensorineural hearing losses. In addition to providing differential attenuation of acoustic signals across the frequency range, HELOS simulated loudness recruitment, loudness discomfort thresholds, reduced dynamic range, and reduced frequency selectivity. Three basic audiometric configurations were chosen to investigate the effects of the aforementioned components of a sensorineural hearing impairment on the auditory perception of speech. They were: (1) a sloping highfrequency hearing loss; (2) a flat, severe hearing loss; (3) a severe/profound hearing loss. The battery of tests administered to a group of normal-hearing adults consisted of pure-tone audiometry and PB-word recognition tests, as well as vowel and consonant identification tests. For comparable audiometric configurations, the results from the speech-perception tests were in good agreement with the published results of similar tests administered to persons with sensorineural hearing losses.
The simulation of hearing loss can provide many insights regarding various aspects of hearing impairment. One obvious reason for developing a hearing loss simulation system would be to provide an accurate description of the auditory speech-perception capabilities of hearingimpaired people ( 1 , 2). Such a device would make it possible to dissociate the speech-perception problems that are due to the distortions caused by a peripheral hearing loss from the role of more central processes in the perception of speech (3). It also could be used to distinguish the speech-perception difficulties caused by defective peripheral mechanisms from the delayed/deviant expressive and receptive language competencies typically observed among congenitally hearing-impaired individuals. More-over, a hearing loss simulation device could be used to investigate various aspects of audiovisual perception of speech with the auditory signal distorted in a manner similar to that perceived by hearing-impaired people. An accurate hearing loss simulation device would allow researchers to use normal-hearing subjects to develop and assess the efficacy of various strategies used in aural rehabilitation and/or for teaching hearing-impaired children (4). Also, the results obtained from normal-hearing subjects under various hearing loss simulation conditions could be used to foster technological developments in prosthetic devices for the hearing impaired (5) (6) (7) . In addition, an accurate and portable hearing loss simulation device could be used to gain valuable insights regarding the psychological and psychosocial effects of hearing impairment (8) . Finally, devices that simulate hearing loss could be used for teaching and demonstration purposes. For example, students could use the device to practice audiometric procedures or aural rehabilitation techniques. The device could also be used to demonstrate various aspects of hearing impairment to parents, family, and friends of hearing-impaired individuals as well as to clinicians and researchers in hearing-health care related professions.
Many approaches have been used to simulate the various types and degrees of hearing loss. For example, occluding the external auditory meatus with earplugs, earmuffs, or fingers has been used for many years to simulate a mild-moderate conductive hearing loss (8, 9) , and profound hearing losses have been simulated by replacing auditory cues with vibrotactile stimulation (4). The simulation of sensorineural hearing loss is a more complex task. The two most common methods used to simulate sensorineural hearing loss have been masking noise and spectral filtering (2, 10-18). However, it is well known that people with a sensorineural hearing loss experience auditory distortions (in addition to attenuation of the acoustic signal) that may contribute significantly to their impoverished speech perception abilities ( 19) . Moreover, it has been reported that although some types of distortion alone do not alter speech perception significantly (20), when they are combined with other forms of acoustic distortion, the resulting decrement in speech perception is greater than the sum of the decrements caused by the individual distortions (6, 2 1-23 ). For example, Lacroix et a1 (23) found that a 2 kHz low-pass filter alone produced no measurable effect on sentence comprehension. But when combined with a masking noise that decreased com-prehension by approximately lo%, sentence comprehension was reduced to less than 60%. Thus; it would appear that masking noise or low-pass filtering alone may not be sufficient to accurately simulate all aspects of a sensorineural hearing impairment. A complete simulation of hearing loss should incorporate all the important auditory distortions that have been observed among hearing-impaired persons.
To date, the most comprehensive attempt to simulate sensorineural hearing loss has been described by Villchur (3,5). He devised an elaborate 16-channel system in which various computer-regulated electronic devices were used to simulate the following aspects of sensorineural hearing loss: (1) loss of absolute threshold sensitivity, (2) audiometric configuration, (3) loudness recruitment, (4) reduced dynamic range, and ( 5 ) reduced frequency selectivity and frequency discrimination. When abnormal sensitivity thresholds and loudness recruitment were simulated, Villchur (3) reported that the sentence identification scores and PB-word list scores obtained from normal-hearing subjects were consistent with the results typically observed from hearing-impaired listeners with similar audiograms. When reduced dynamic range was also simulated and incorporated into Villchur's system, the normal-hearing subjects reported that the speech was badly "broken-up" and unintelligible. Finally, listeners were asked to evaluate the effects of simulated reduced frequency selectivity and discrimination. When frequency selectivity was slightly reduced, listeners reported that the speech was "hoarse in quality" but intelligible. However, when frequency selectivity and discrimination were significantly reduced, a decrement in speech-perception ability also was observed. The effects of combining all of the distortion techniques were not systematically investigated.
In 1979/80, a hearing loss simulation system (HELOS) § was designed and constructed by one of the authors (N. P. E.) at the Central Institute for the Deaf. The purpose of the project was to build a device that would simulate various perceptual aspects of sensorineural hearing loss (i.e., similar to Villchur's system) but that would be versatile, inexpensive, and simple to operate and maintain. The techniques used to simulate sensorineural hearing impairment are described below. Auditory perceptual tests were administered to normal-hearing subjects under various listening conditions (through HELOS) to estimate the validity of the simulation device. The results of these investigations are presented and discussed.
DESCRIPTION OF HELOS
HELOS was constructed as shown in Figure 1 . First, the undistorted input signal was divided into two independent frequency channels (a 500 Hz low-pass band, and a 500 Hz high-pass band). This made it possible to simulate various basic audiometric configurations. HELOS was also equipped with center-clipping (i.e., "dead-zone") devices that were used to set the levels of the simulated thresholds of detection in each of the two channels, inde- pendently. The effects of center clipping a sinusoidal signal are illustrated in Figure 2 . In each channel of HELOS, thresholds of detection could be adjusted continuously over a range of approximately 60-dB. Thus, by controlling the level of the signal at the input of HELOS (i.e., by setting the gain of the input amplifier) and the amount of center clipping applied to the low-frequency channel and the high-frequency channel, it was possible to simulate several basic types of audiometric configurations (i.e., flat hearing loss, "sloping" high-frequency hearing loss, etc.) as well as vary the degree of hearing loss simulation.
Loudness recruitment can be defined as an abnormal growth of loudness near threshold. It is demonstrated by a plot of the equally matched loudness level of an auditory stimulus as a function of the intensity level of the stimulus. Listeners with a sensorineural hearing loss display loudness functions that are characterized by an abnormally steep rise in loudness at low sensation levels (24). The RMS-voltage input-output functions measured from the center-clipping circuits used in HELOS are shown in Figure 3 . The input-output intensity functions obtained at various hearing loss threshold settings closely resemble the loudness recruitment curves observed among listeners with a sensorineural hearing loss. In addition, pure tones were presented to normal-hearing subjects to obtain perceptual loudness matching functions when various amounts of center clipping was applied to the signal. The results obtained were similar to the acoustic data presented in Figure 3 , and were consistent with the loudness-matching functions observed among listeners with a sensorineural hearing loss. With HELOS, the amount of recruitment simulated was determined by the threshold setting of the center-clipping device (i.e., greater amounts of center clipping simulated greater degrees of hearing loss and yielded systematically steeper loudness growth functions).
The intensity level at which a listener reports that an acoustic signal is uncomfortably loud is defined as his/her threshold of discomfort or threshold of intolerance (25) . In the high-frequency channel of HELOS, thresholds of discomfort were simulated by electronic circuits that presented an aversive noise stimulus to the listener whenever the input signal exceeded a preselected (adjustable) level. The level of the noise was adjusted so that whenever the device used to simulate thresholds of discomfort was activated, the signal/noise ratio perceived by the listener was poorer than -20 dB. This technique of simulating thresholds of discomfort fulfilled two important requirements: (1) when the signal(s) exceeded the threshold of discomfort, the noise stimulus emitted (broadband masking noise) rendered the intended signal less intelligible (or unintelligible), and (2) the aversive stimulus produced was annoying to the listener. This component was incorporated into HELOS to prevent listeners from simply increasing the level of the signal at the input of HELOS in order to overcome the modifications caused by the centerclipping device and thus making it possible for them to detect most of the auditory signal, a luxury that people with a real sensorineural hearing loss do not have. The combination of the device used to simulate elevated thresholds of detection (i.e., the center-clipping circuit) Figure 1 . Simplified block diagram of the hearing loss simulation system (HELOS). A 500 Hz low-pass filter (LPF) and a 500 Hz high-pass filter (HPF) are used to divide the amplified input signal into two different channels (i.e., the rejection rate of each filter was 12 dB/octave). The signal in the low-pass channel was passed through a center-clipping device used to simulate thresholds of detection and loudness recruitment. The signal in the high-pass channel was simultaneously routed to an electronic network used to simulate thresholds of discomfort and a device used to simulate reduced frequency selectivity. If the signal presented at the input of the circuits used to simulate thresholds of discomfort exceeded a predetermined (adjustable) level, a broadband noise was generated, amplified and presented to the transducer at the output of HELOS (a light-emitting diode, LED, placed on HELOS was also lit). A modified analog delay line was used to simulate reduced frequency selectivity. Random delay (i.e.. frequency jittering) was achieved by using a 500 Hz low-pass noise to trigger the clock that determined the amount of time delay that was applied to the signal. The output of the analog delay line was passed through a centerclipping device used to simulate thresholds of detection and loudness recruitment in the high-frequency channel of HELOS. The output of the centerclipping devices in each channel of HELOS were mixed, amplified, and routed to a transducer at the output of HELOS and the device used to simulate thresholds of discomfort served to simulate a reduction in dynamic range, an important aspect of auditory perceptual anomalies observed among most people with a sensonneural hearing loss (3,6, 7,26). Although this simulation strategy did not replicate what hearingimpaired listeners actually perceive, its effects on speech perception were deemed to be similar to how hearingimpaired persons with a reduced dynamic range of residual hearing perform under similar listening conditions (3, 6). Frequency selectivity refers to the ability of the auditory mechanism to simultaneously separate the spectral components of complex acoustic signals and process them independently (27). There is evidence that listeners with a sensorineural hearing loss exhibit reduced frequency selectivity (28-30) as well as reduced frequency discrimination (31-34). In the present hearing loss simulation system a modified analog delay line was used to simulate reduced frequency selectivity and discrimination in the high-frequency channel of HELOS (Fig. 1) . The circuits consisted of a "Bucket Brigade" device typically used to simulate reverberation time (35). In HELOS, the clock used to produce the audio delay was driven by a low-pass filtered noise rather than the periodic signals typically used with analog delay lines. The modulation of the delay time by the low-pass noise produced random delays which "jittered" (Le., distorted) the signal waveform randomly in time. The amount of time/frequency jittering measured as a function of the intensity level of the low-pass noise used to drive the clock of the delay line, are shown in Figure 4 . When an audio signal was passed through the randomly clocked delay line, its bandwidth was effectively increased thus making it more difficult to resolve its spectral components and/or discriminate it from other signals. The effects of frequency-jittering (i.e., random time delay) a sinusoidal signal as observed on an oscilloscope is illustrated in Figure 5 (panel A). In HELOS, the amount of time/frequency jittering applied to the signal could be varied. An acoustic analysis of the time/frequency jittering device revealed that the greater the amount of jittering applied to a pure-tone signal, the greater the effective bandwidth of the signal observed at the output of the audio delay line. Perceptually, the greater the amount of time/frequency jittering applied to a speech signal, the "less-clear" or "more fuzzy'' the message was perceived.
HELOS was designed to be very versatile. Thresholds of detection and discomfort as well as the amount of time jittering were all independent and continuously adjustable. For example, in the high-frequency channel of HELOS it was possible to combine both center clipping and frequency jittering (Fig. 5, panel B) . Furthermore, the device could accept signals from various sources (i.e., microphone/preamplifier, audiometer, tape recorder, radio, etc.). The output of HELOS could be presented to the listeners through earphones, loudspeakers, or could be recorded on tape.
SPEECH-PERCEPTION EXPERIMENTS

Method
Subjects The subjects were 10 graduate students enrolled in a Speech and Hearing training program. All were young adults with air-conduction thresholds within the normal-hearing range (i.e., <I5 dB HL re: ANSI S3.6-1969) at all audiometric frequencies. Each subject possessed a good knowledge of the International Phonetic Alphabet (IPA). Procedures HELOS made it possible to simulate various degrees of hearing loss and audiometric configurations. The device also made it possible to investigate the effects of different types of auditory distortions (i.e., time/frequency jittering, simulated thresholds of discomfort and simulated reduction in the dynamic range of hearing) independently of hearing loss per se. However, for the purpose of the present report it was necessary to select a limited number of hearing loss simulation conditions that could be investigated. The primary purpose of the investigation was to assess whether the auditory distortions incorporated into HELOS would produce speech-perception performances similar to those exhibited by people with sensorineural hearing losses. Thus, the hearing loss simulation conditions chosen were similar to the audiological profiles of hearing-impaired subjects for whom various aspects of speech-perception abilities have been reported. Also, the hearing loss simulation conditions selected were typical of the range of the sensorineural hearing losses encountered in clinical settings. Finally, the selection of the hearing loss simulation conditions was based on the results of preliminary investigations conducted to ascertain the general effects of the various HE-LOS settings on the perception of tones, speech, and music. Four specific simulated hearing loss conditions were selected for the present investigation (a detailed description of each hearing loss simulation condition is provided in the "Results" section). Audiograms, PB-word recognition scores, as well as vowel and consonant identification scores were obtained from each listener with an undistorted condition and the four different distorted conditions.
The presentation of the test materials and the hearing loss simulation conditions were randomized. All the listening tasks were performed monaurally under TDH-49 earphones in a quiet laboratory room. In general, two subjects listened simultaneously, except for the auditory detection thresholds which were obtained individually. At The measurements were made by calculating the maximum delays observed on a storage oscilloscope after a jittered signal had been generated for a few seconds (i.e., less than 10 sec). Thus, the time delays shown are only approximate values. 0 the start of each block of trials (i.e., a speech-perception test administered at one hearing loss simulation condition), the gain provided by the input amplifier was adjusted and both center-clipping devices were set (independently) to yield the desired (predetermined) simulated audiometric configurations and the values of the simulated thresholds of detection. The simulated thresholds of discomfort were set to values that approximate the thresholds of discomfort typically displayed by persons with a severe/ profound sensorineural hearing loss (3, 7) . The simulated thresholds of discomfort are shown at the bottom of Table  1 . These values were the same for all hearing loss simulation conditions. Within the constraints of the settings used to simulate the elevated thresholds of detection (i.e., the gain of the input amplifier and the settings of the centerclipping devices) and the settings of the device used to simulate thresholds of discomfort, the subjects could set the level of the speech stimuli at the most appropriate listening level (i.e., their "most comfortable listening level") by adjusting the gain provided by the amplifier at the output of HELOS.
Detection thresholds were obtained with a small portable audiometer. Standard clinical audiometric procedures were used to determine the simulated thresholds of detection (36). Five different lists of CID W-22 PB-words, recorded on Language Master cards, were used to obtain word recognition scores. To distribute possible learning effects evenly, the word list used and the order of presentation of the words within each list were selected at random for each listening condition. The vowel identification test consisted of a cassette recording of 10 English vowels spoken in a CVC context (i.e., /b/-V -/b/). Each vowel was presented to the listeners seven times. Again, to distribute learning effects, the order of presentation of the vowels was randomized and the first and last token of each vowel were not considered in the analysis of the results. A similar procedure was followed for the consonant identification test. In this latter test, seven tokens of 
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20 English consonants spoken in a CVC context [i.e., (/a/ -C -/a/)] were recorded.
RESULTS
Audiograms and PB-Word Recognition Scores
The median auditory detection thresholds recorded at five different HELOS conditions are presented in Table 1 . Condition A represents a lack of distortion. Thresholds for this condition were within the normal (or very near normal) range of hearing at all audiometric frequencies. For condition B center clipping was used only in the highfrequency channel of HELOS and frequency jittering was not used in either channel. The settings were chosen to yield audiograms with normal detection thresholds in the low-frequencies, progressing to a severe hearing loss in the high frequencies. Threshold settings of HELOS were similar for conditions C and D. The settings of the centerclipping devices were selected to yield severe, flat audiograms. Condition C and D differed in the amount of frequency jittering applied to the signal. No frequency jittering was applied to the signal in condition C, whereas a random delay of approximately 0.6 msec was applied to the signal in condition D. Frequency jittering had negligible effects on the detection thresholds. For condition E, the center-clipping devices were set to yield a severe/ profound hearing loss. No frequency jittering was added for this condition.
The median percent correct word-recognition scores obtained from the group of normal-hearing subjects under each HELOS condition are presented in Figure 6 . The group median scores ranged from 9 1 % correct-recognition for the no-distortion condition (condition A) to 2% correct-recognition for the HELOS condition associated with a severe/profound hearing loss (i.e., condition E).
Vowel Identification Scores
Because a given hearing loss simulation condition produced similar patterns of vowel-identification errors/con- fusions across the 10 subjects, their data were pooled and are presented together (Table 2 , A to D). Under condition A, 97% of the vowels were identified correctly (not shown in Table 2 ); 72.8% of the vowels were identified correctly under listening condition B. For this condition, the most common types of error consisted of confusions between front and back vowels and errors in the identification of neutral vowels. The average correct vowel-identification scores for listening condition C and D were 75.6 and 77.8%, respectively. In general, the vowel errors and the patterns of confusions observed in condition C and D were similar. In both of these conditions, the subjects tended to respond with back or neutral vowels. The response patterns observed under condition D were slightly more random than for condition C. That is to say, the subjects had a greater tendency to confuse a stimulus-vowel with vowels that have slightly different formant frequencies (i.e., vowels that are adjacent to each other in the classic vowel quadrilateral or their front/back counterparts). Such findings may be expected from subjects who exhibit reduced frequency resolution (27) . The confusion matrix generated under condition E was typical of the error patterns observed among persons with a severe/profound sensorineural hearing loss (37) . Under this condition, listeners tended to respond with low-back vowels or neutral vowels. Less than 35% of the vowels were identified correctly under this listening condition.
Consonant Identification Scores
The consonant-identification scores and the confusion matrices obtained from the group of subjects under the four hearing loss simulation conditions are shown in Table  3 . Under the no-distortion condition, subjects correctly identified more than 90% of the consonants. Identification errors centered around voiceless fricatives (i.e., /f/ and / O / , liquids (i.e., /r/, /l/) and the glide phoneme /w/ (not shown in Table 3 ). The consonant-identification score for condition B was 58.3%. The most prevalent type of error consisted of confusing the place of articulation of the stimulus-consonant. Consonant-identification scores for conditions C and D were 42.6 and 36.476, respectively. For those listening conditions, errors in manner of articulation (i.e., distinction between voice/voiceless phonemes) as well as place of articulation confusions were observed. As for the vowel-identification task, confusion matrices generated from the two listening conditions revealed that the patterns of responses were slightly more random for condition D than for condition C. Only 19.4% of the consonants were identified correctly under listening condition E. In addition to place of articulation errors and voice/voiceless confusions, subjects were unable to Table 2 . Auditory vowel-identification scores obtained from the group of normal-hearing subjects under four different hearing loss simulation conditions. The data are presented as confusion matrices. Each confusion matrix (panels A-D) displays the results obtained for one hearing loss simulation condition. Also, the percent correct vowel-identification scores are shown for each listening condition. Consult Table 1 for a description of the hearing loss simulation conditions. Table 3 . Auditory consonant-identification scores obtained from the group of normal-hearing subjects under four different hearing loss simulation conditions. The data are presented as confusion matrices. Each confusion matrix (panels A-D) displays the results obtained for one hearing loss simulation condition. Also, the percent correct consonant-identification scores are shown for each listening condition. Consult Table 1 for a description of the hearing loss simulation conditions. S t i m u 1 u s
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C o r r e c t i d e n t i f i c a t i o n s c o r e = 58.3% S t i i i i u l u s categorize nasal phonemes reliably. Also, they produced many confusions between the two nasal consonants.
DISCUSSION
The results obtained in the present investigation were consistent with those of previous hearing loss simulation studies as well as with reports of auditory speech-perception abilities for people with a sensorineural hearing loss. As was expected, PB-word recognition scores decreased systematically as the high-frequency components of the stimuli were reduced and/or as the degree of simulated hearing loss increased. Furthermore, the variability in the word-recognition scores differed across hearing loss simulation conditions. The range of scores obtained was larger for the intermediate hearing loss simulation conditions (i.e., conditions B, C, and D) than for the no-distortion condition or for condition E, which simulated a severe/ profound hearing loss. The reduced variability observed for condition E may be due in part to a "floor effect." That is to say, four of the subjects obtained the lowest word-recognition score possible (i.e., 0% correct) when listening under listening condition E. Findings similar to the results obtained in the present investigation have been reported previously for subjects with sensorineural hearing losses (38). The median scores obtained for listening conditions C and D did not differ significantly, although the variability was greater for listening condition D. The increased variability may be attributed to frequency jittering.
The overall performance of the subjects in the vowelidentification task was consistent with the findings of previous investigations reported for normal-hearing subjects listening under acoustic distortion conditions and for listeners with a sensorineural hearing loss (1 2, 37, 39, 40) . Investigations have reported that when high-frequency components of vowels ( e g , Fz information) are reduced, front/back vowel confusions are observed and that the stimulus-vowels are replaced by neutral vowels (12, 37,  41-43) . Similar results occurred in the present investigation under listening condition B. Also, investigations have shown that listeners with severe/profound hearing losses confuse vowels that are adjacent to each other on the classic vowel-quadrilateral (37, 43). In the present investigation, the results obtained under listening conditions C, D, and E (i.e., simulation of severe and severe/profound hearing loss) were consistent with these findings.
The effects of reducing high-frequency acoustic cues on consonant-identification have been well documented ( 1 1,  44, 45) . Under listening condition B (i.e., simulation of a high-frequency sensonneural hearing loss), subjects made confusions in identifying the place of articulation of the stimulus-consonant, and they particularly made errors in identifying fricative phonemes. Those findings are consistent with results of earlier studies. For the flat hearing loss simulation conditions (i.e., conditions C and D), both place of articulation confusions and confusions in categorizing the voice/voiceless features of the stimuli were observed. Those findings are consistent with the error patterns reported for hearing-impaired listeners with flat sensorineural hearing loss (1, 45). Erber (46) found that, auditorily, subjects with a profound hearing loss could identify approximately 21% of a set of eight-consonant stimuli. The auditory confusion matrices reported by Erber (46) revealed that the subjects with a profound hearing loss were unable to categorize the stimuli reliably in terms of the features of voicing and nasality. Strikingly similar results were obtained under listening condition E (simulation of a severe/profound hearing loss) in the present investigation.
It has been reported that in addition to loss of auditory sensitivity, sensorineural hearing loss is accompanied by a reduction in frequency selectivity (28-30, 47) . Also, it has been suggested that reduced frequency selectivity may have a deleterious effect on speech perception (27,48). In the present investigation an attempt was made to simulate reduced frequency selectivity by passing the signal through a time/frequency jittering device which effectively increased the bandwidth of the signal. Two of the simulation conditions investigated produced similar audiometric configurations and degrees of hearing loss. Conditions C and D differed from each other in that reduced frequency selectivity (simulated by time jittering) was incorporated only in condition D. The results obtained under those two conditions made it possible to assess the effects of reduced frequency selectivity (as simulated by time jittering) on speech-perception. A comparison of the results obtained under the two hearing loss simulation conditions revealed similar levels of overall performance in the speech-perception tasks administered to the subjects. However, for each of the speech-perception tasks, subtle differences were observed. Perhaps the most consistent finding across the tests was that the variability in the performance of the group of subjects was always larger and the patterns of responses observed were less systematic when frequency jittering was incorporated into the hearing loss simulation system. The specific effects of reduced frequency selectivity on the speech-perception abilities of hearing-impaired listeners have not yet been clearly established. However, not unlike the results of the present investigation, the results of the studies performed with hearing-impaired subjects suggest that reduced frequency selectivity may have a deleterious effect on speech perception. The patterns of responses obtained from hearing-impaired subjects who display reduced frequency selectivity tend to produce slightly more variable responses than would be predicted simply on the basis of the degree of hearing loss and/or audiometric configuration (49-5 1 ) .
Qualitatively, when asked to describe the differences between the two hearing loss simulation conditions some subjects commented that under condition D speech sounded "scratchy," "distorted," "like a mistuned radio," and "that listening under this condition was not pleasant." These impressions are similar to Villchur's (3) description of "blurred" speech in his attempt to simulate reduced frequency selectivity. When the subjects were asked to compare their performance under conditions C and D, they speculated that they performed equally well under both conditions, but that listening was "more draining," "frustrating," or "annoying" under condition D. Some listeners volunteered that they could easily hear (i.e., de-tect) the speech but that it was very difficult to understand (i.e., recognize) what was said. Similar anecdotal comments have been observed from some persons with a sensorineural hearing loss (52) . Thus, it would appear as though true qualitative differences did exist between conditions C and D and that reduced frequency selectivity (as simulated by HELOS) had a deleterious effect on auditory perception (including speech perception). )I These findings demonstrate that an accurate simulation of sensorineural hearing loss should include acoustic distortions to simulate reduced frequency selectivity in addition to simulation of differential loss of hearing sensitivity (audiometric configuration) as is commonly achieved when band-pass filtering techniques or masking noise are used to simulate hearing loss.
As with most hearing loss simulation devices, it is very difficult to ascertain if the techniques used to simulate sensorineural hearing impairment in the present investigation distorted the acoustic signal in a fashion similar to what is perceived by individuals with a sensorineural hearing loss. HELOS was designed to simulate many of the perceptual effects of sensorineural hearing loss. The various signal modification strategies used were selected on the basis of reported responses of hearing-impaired subjects rather than in accordance with specific anatomical or physiological models of hearing: However, it was interesting to find that some of the simulation techniques incorporated into HELOS bear some similarity with models that have been proposed to explain the mechanisms of cochlear pathology. For example, in HELOS a random time/frequency jittering system was used to simulate reduced frequency selectivity. It is not unreasonable to hypothesize that for normal-hearing subjects, the effects of processing signals that have been 'jittered' would be a decrease in the rate of neural synchrony associated with the signal. Recently, it has been suggested that impaired frequency resolution observed in subjects with a sensorineural hearing loss may be due to a loss of synchrony in 11 HELOS made it possible to investigate the effects of tirne/frequency jittering independently of the degree of simulated hearing loss and audiometric configuration. During pilot studies, simulated frequency selectivity (time/frequency jittering) was investigated in conjunction with various degrees of hearing loss and audiometric configurations. The results obtained during the pilot studies were consistent with the findings of the present investigation. For example, no apparent quantitative differences were observed in the results of speech-perception tests when time/frequency jittering was added to the HELOS settings used to generate listening conditions A and E reported in the present investigation. However, in both instances the comments made by the listeners revealed that there were some subjective differences. The subjects reported that listening was more "difficult" (i.e., "required more concentration") when frequency jittering was incorporated into the hearing loss simulation system. The responses obtained when a high-frequency hearing loss was simulated (similar to listening condition B in the present investigation) were compared to the results obtained when frequency jittering was added to a similar hearing loss simulation condition. An informal analysis of the responses revealed slight differences between the two listening conditions. The differences observed were similar to the results reported for listening condition C and D in the present investigation. That is to say, the response patterns were slightly more variable when frequency jittering was added to the hearing loss simulation condition. Moreover, subjectively the listeners reported that the listening task required more "concentration" when time/frequency jittering was included into the hearing loss simulation system. VIIIth nerve discharges (34) . Also, in HELOS, center clipping was used to simulate elevated thresholds of detection. The acoustic characteristics of center-clipping (including the distortion products that are generated) are consistent with some models of cochlear function (53) as well as with some postulated effects of hair cell damage on cochlear micromechanics (54). One serendipitous finding of the present investigation was that the input-output intensity functions, as measured with sinusoidal signals passed through the center-clipping circuit, were similar to loudness recruitment curves, a psychoacoustic phenomenon that often characterizes sensorineural hearing loss.
A major premise underlying the development of HE-LOS was that there is more to a sensorineural hearing impairment than simply inaudibility or attenuation of the signal (i.e., elevation in threshold levels), and that other aspects of sensonneural hearing loss should also be included in a hearing loss simulation device. Methods of simulating loudness recruitment, threshold of discomfort, reduced dynamic range, and frequency selectivity were included in HELOS. The perceptual results obtained with HELOS did in fact reveal subtle quantitative differences in auditory speech-perception when distortions other than change in audiometric configuration were added to the hearing loss simulation device. Moreover, inquiries revealed that subjectively, listeners experienced much greater auditory speech-perception difficulties when these latter types of distortion were included. The inclusion of such distortion techniques may be particularly important when hearing loss simulation devices are used to investigate aspects of hearing loss that go beyond auditory speechperception (such as audiovisual speech perception or various psychosocial aspects of hearing impairment). That HELOS would be appropriate for use in such studies is indicated by the present findings which are compatible with reports obtained previously from people with sensorineural hearing losses. However, there are many ways of distorting acoustic signals so that listeners will produce errors on speech-perception tests (3) . Moreover, the present data were obtained from normal-hearing people who had limited experience listening to distorted acoustic signals, but had a good knowledge of linguistics and oral language. These attributes may not be typical of many congenitally hearing-impaired individuals.
