Abstract. We show that for any infinite cardinal κ, every (κ+1)-strategically closed poset is κ + -strategically closed if and only if κ holds. This extends previous results of Velleman, et.al.
Introduction
In this paper we study a property of posets called 'strategic closure', characterized in terms of games on posets, which have been studied by Jech [J1] , [J2] , Foreman [F] , Veličkovič [Vc] , Velleman [Vm] , etc.
Throughout this paper, we count 0 as a successor ordinal, not as a limit ordinal, for notational convenience.
Our notation is based on that of [F] , but slightly modified.
Definition 1.1. For a poset P and an ordinal α > ω, we denote the following twoplayer game as G I α (P): At first, Player I chooses a 0 ∈ P, Player II chooses b 0 ≤ P a 0 , and Player I chooses a 1 ≤ P b 0 . In this manner, both players choose smaller and smaller conditions in turn, say, b 1 , a 2 , b 2 , etc. After both have moved ω times, Player II loses immediately if there is no condition which is smaller than a n for every n < ω. Otherwise, the game continues, as Player I chooses such a condition a ω , Player II chooses b ω ≤ P a ω , and so on. Other limit stages are played similarly. Player II wins if she could move α times (note that the α-th move is not necessary). Otherwise Player I wins. G II α (P) denotes the same game but Player II goes first at limit stages.
Note that G I ω+1 (P) and G II ω+1 (P) are essentially the same game.
We reserve the notation a β and b β to denote Player I's and Player II's β-th move in G I -type games. We also use a similar notation in G II -type games, but in these games we let Player I 'skip' the limit lower cases, to simplify our notation. Definition 1.2. Let α > ω and let P be a poset. A strategy (for Player II) in G I α (P) is a function of the form σ :
Player II is said to play by a strategy σ if she chooses σ( a γ | γ ≤ β ) as b β , as long as she survives. A strategy σ is a winning one if Player II wins whenever she plays by σ. Similarly, a strategy (for Player II) in G II α (P) is of the form σ :
Player II plays by σ if she chooses σ( a γ | γ ≤ β and γ is a successor ) as b β , and so on.
Of course strategies for Player I can be defined similarly, but we will not use them in this paper. Concerning them, instead, we just mention the following remarkable result.
Theorem 1.3 (Banach-Mazur, Jech). A poset P is σ-Baire iff Player I does not have a winning strategy in G I(II)
ω+1 (P). Definition 1.4. For a poset P and an ordinal α > ω, P is α-strategically closed (resp. strongly α-strategically closed ) if Player II has a winning strategy for G II α (P) (resp. G I α (P)). Note that the term 'strong' is valid, since if Player II has a winning strategy for a G I -type game, then she can win the corresponding G II -type game by considering 'imaginary moves' of Player I at limit stages.
In this paper we discuss when a shorter strategic closure implies a longer strategic closure. Lemma 2.2, Lemma 2.3 for λ = ω, and Proposition 3.5 are due to the first author, whereas Lemma 2.3 in general, and Theorem 3.3 are due to the second. Some results of the first author are also described in his master's thesis [I] .
Here we introduce another type of game first considered by Velleman [Vm] .
Definition 1.5. For a poset P and a limit ordinal α, we denote the following twoplayer game as G 
Directive trees
In this section, we introduce the notion of directive trees, a key tool for our construction of 'longer' winning strategies. (1) height(T ) ≤ κ, where height(T ) denotes the height of T as a tree.
A (λ, κ)-directive tree T is called continuous if every branch of T is continuous as a sequence of ordinals.
The following is a key lemma for our main theorem:
Proof.
(1) Let T be a (κ + , κ)-directive tree, and σ a winning strategy for G I κ+1 (P). We will construct a strategy τ for G
Now let us check that τ is a winning strategy. Suppose Player II plays by τ in G I κ + (P). By induction on β < κ + , we will show that Player II can make her β-th move legally. By the induction hypothesis, we may assume that both players have moved β times legally.
If β is a successor, we may also assume Player I could choose his next move a β . Then suppose β is limit. By (3) of Definition 2.1, there is a branch b of T (of limit length) such that sup b = β. Let β ξ | ξ < δ be the increasing enumeration of b (thus δ is a limit ordinal ≤ κ). For each ξ < δ, by our assumption,
holds. This shows that a β ξ , b β ξ | ξ < δ forms a record of G I κ+1 (P), in which Player II played by σ. Since σ is a winning strategy for G I κ+1 (P), a β ξ | ξ < δ has a common extension in P. So does a γ , b γ | γ < β , since it is decreasing and b is cofinal in β. Therefore we may assume that Player I could choose a β even if β is limit. Now let β ξ | ξ ≤ η be the unique branch of T such that β η = β. By the same argument as above, a β ξ , b β ξ | ξ < η ∧ a β forms a record of the game G I κ+1 (P), in which Player II plays by σ. Therefore, since σ is winning,
holds. This shows Player II can make her β-th move legally, and the induction is completed.
(2) Let T be a continuous (κ + , κ)-directive tree and σ a winning strategy for G II κ+1 (P). We set S := {β < κ + | β is a successor}, L 1 := {β < κ + | β is limit and at a successor level of T }, and L 2 := {β < κ + | β is limit and at a limit level of T }.
Note that by the continuity of T , every successor ordinal β < κ + is placed at a successor level of T .
Fix a function
such that for every s in its domain, F (s) ∈ P is smaller than every condition occurring in s, if such a condition exists. Every element of 1+β P (β < κ + ) can be written as a γ | γ ≤ β, γ is a successor . Under this notation, we 'fill up the skipped lower cases', that is, for each limit ordinal δ ≤ β, we define
For β < κ + , let β ξ | ξ ≤ η be the unique branch of T such that β η = β. Now we define τ on 1+β P as follows:
Now we suppose that Player II plays by τ , and that Player I plays legally as long as possible. By induction on β < κ + , we show that (i) Player II can make her β-th move b β legally, and
By the induction hypothesis, we may assume that Player II has played her first β turns, and thereafter Player I chose a β legally. This and (ii) of the induction hypothesis imply (ii) of this stage. Let β ξ | ξ ≤ η be the unique branch of T such that β η = β. For each ξ < η, by our assumption,
holds. Moreover, for each ξ < η, b β ξ ≥ a β ξ +1 ≥ a β ξ+1 holds (the second inequality is derived from (ii) of the induction hypothesis). These facts assure that
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forms a record of the game G II κ+1 (P) in which Player II plays by σ. Since σ is winning,
holds. This shows (i) of this stage.
Let b = β ξ | ξ < δ be a branch of T such that δ is a limit ordinal ≤ κ and sup b = β. By the same argument as in Case 1,
forms a record of G II κ+1 (P), in which Player II plays by σ, and since σ is winning, a β ξ | ξ < δ, ξ is a successor has a common extension. Since b is cofinal in β, by (ii) of the induction hypothesis, a γ | γ < β, γ ∈ S ∪ L 1 also has a common extension, and therefore by (*) and the definition of F , a β is such a common extension. This shows (ii) of this stage. Now letting β ξ | ξ ≤ η be the unique branch of T such that β η = β, (i) can be proved in the same way as Case 1.
We have nothing to do for (ii). For (i), let β ξ | ξ ≤ η be the unique branch of T such that β η = β. Since β ∈ L 2 , η is a limit ordinal, and by the continuity of T , β ξ | ξ < η is cofinal in β. By the same argument as above,
forms a record of G II κ+1 (P), in which Player II plays by σ, and since σ is winning,
is a common extension of a β ξ | ξ < η, ξ is a successor , and thus of a γ | γ < β, γ is a successor , since this is decreasing by (ii) of the induction hypothesis and β ξ | ξ < η is cofinal in β. This proves (i). The induction is completed, and thus τ is shown to be a winning strategy.
The following lemma will be used later.
Lemma 2.3. For every infinite cardinal λ, there is a (λ, ω)-directive tree.
Proof. By induction on λ, we will construct a (λ, ω)-directive tree λ, ≺ λ as a subtree of a 'global' tree Ord, ≺ . For λ = ω, let n + 1 be a ≺-immediate successor of n for each n ∈ ω. It is clear that ω, ≺ ω forms an (ω, ω)-directive tree. Now suppose λ, ≺ λ is defined to be (λ, ω)-directive. We will extend this to a tree on λ + . For α < λ + , put
Our construction goes as follows:
(1) For each α ∈ (0, λ + ), let ≺ O α be the isomorphic copy of ≺ λ under the order isomorphism between λ and O α . Each O α will be independent from the other part of our final tree on λ + . (2) By induction on α < λ + , we extend λ, ≺ λ to S α = λ∪ γ<α E γ as follows: Assume S α , ≺ S α is already defined. Fix a bijection g α : E α → S α and let each β ∈ E α be a ≺-immediate successor of g α (β). This defines S α+1 ≺ S α+1 . At limit stages, we just take the union of predecessors. Now let us check that λ
+ is a tree of height ω, since the new odd ordinals form trees isomorphic to λ, ≺ λ , whereas each new even ordinal is set as an immediate successor of an element of finite level. (1) and (2) of Definition 2.1 are clear. We will show that (3) holds. Let α < λ + be such that cf(α) = ω.
Case 1. α is not a multiple of λω. In this case α can be written as λβ + ξ, where ξ ≤ λ and cf(ξ) = ω. Since the order isomorphism between λ and O β maps any strictly increasing sequence converging to ξ to one converging to λβ + ξ = α, we have a branch b of O β such that sup b = α.
Case 2. α is a multiple of λω.
Let λα n | n < ω be a strictly increasing sequence of multiples of λ, converging to α. Now let β 0 = 0 and β n+1 = g αn −1 (β n ). Then for every n < ω, β n+1 is a ≺-immediate successor of β n , and λα n ≤ β n+1 < λα n + λ ≤ λα n+1 holds. This shows that b = β n | n < ω is a branch of λ + , ≺ λ + and converges to α. This finishes the proof that λ
The induction hypothesis assures almost all conditions for λ, ≺ λ to be a (λ, ω)-directive tree, except the existence of a branch converging to λ (this is needed only in the case cfλ = ω), which can be seen just as in the proof of Case 2 above.
Main theorem
In this section we state our main theorem on the prolongation of the strategic closure property, and give its proof.
As a preceding result of this kind, Velleman [Vm] showed the following concerning his games. Theorem 3.1 (Velleman) . Let κ be an infinite cardinal. Then the following are equivalent:
(1) κ .
(2) For every poset P, if Player II has a winning strategy for G V κ+ω (P), then Player II also has a winning strategy for G V κ + (P). According to Proposition 1.6, this theorem says that κ is equivalent to the principle that (κ + 1)-strategic closure implies κ + -strategic closure for σ-closed posets.
Note that this theorem says almost nothing in the case κ = ω, since Player II trivially wins in games of length ω 1 on any σ-closed posets.
On the other hand, Lemma 2.3 for λ = ω 1 gives the following, which is known also by Foreman and Veličkovič independently (see [I] , [J2] and [Vc] ).
Corollary 3.2 (Foreman, Veličkovič) . Every (ω + 1)-strategically closed poset is strongly ω 1 -strategically closed.
Remark. Thus for α ≤ ω 1 , the two notions of strategic closure are equivalent. It is shown by Gray [G] that there is a poset which is (ω 1 + 1)-strategically closed but not strongly (ω 1 + 1)-strategically closed (see Foreman [F] ).
Our main theorem, which can be viewed as the unification of these two theorems, is the following. Proof. Note that (2) ⇒ (3) is Lemma 2.2(2), and that (3) ⇒ (1) is immediate by Theorem 3.1 and Proposition 1.6. Thus it is enough to show that (1) implies (2). Suppose C α | α < κ + , α is a limit is a κ -sequence, that is, each C α satisfies the following conditions:
1. C α is a club subset of α.
where l.p.(C α ) denotes the set of limit points of C α . We construct an auxiliary tree C, ≺ 0 , as follows:
Whenever β, γ ∈ C and β ≺ 0 γ, C β = C γ ∩ β holds, and therefore ξ ≺ 0 β is equivalent to ξ ≺ 0 γ for ξ ∈ C ∩ β. This assures that ≺ 0 is transitive and that the initial segment of C, ≺ 0 by any member of C is well-ordered by ≺ 0 . Therefore, C, ≺ 0 is a tree. By (2) of the definition of -sequence, the height of this tree is ≤ κ. Moreover, for every limit ordinal α < κ + such that cf(α) > ω, l.p.(C α ) ∩ α forms a normal branch of C, ≺ 0 , converging to α.
On the other hand, by Lemma 2.3, we have a (κ + , ω)-directive tree κ + , ≺ 1 , which has branches (of length ω) converging to every ordinal (< κ + ) of cofinality ω. We 'mix' these two trees to get a final tree.
Next let S, ≺ 2 be the isomorphic copy of κ + , ≺ 1 transformed by the order isomorphism between κ + and S, the set of the successor ordinals less than κ + . Since this order isomorphism does not change the supremum of any ω-increasing sequence of ordinals less than κ + , S, ≺ 2 also has branches (of length ω) converging to every ordinal (< κ + ) of cofinality ω. Now let ≺=≺ 0 ∪ ≺ 2 . Since C consists only of limit ordinals and thus does not intersect S, ≺ is a tree ordering, and now it is easy to see that κ + , ≺ satisfies all conditions to be a continuous (κ + , κ)-directive tree.
Note that the same argument gives the following, because a 'partial κ -sequence' of length γ and thus a continuous (γ, κ)-directive tree always exists for arbitrary γ < κ + . By induction on α ≤ κ + , we will construct a (κα, κ)-directive tree κα, ≺ κα as a subtree of κ + , ≺ , which is our final tree. For α = 0, we have nothing to do, and for α = 1, we let ≺ κ = < κ. Clearly κ, ≺ κ is a (κ, κ)-directive tree. Now suppose that 0 < α < κ + and κα, ≺ κα is defined to be a (κα, κ)-directive tree. Let
Note that |B α | = κ since |κα| = κ and κ <κ = κ. Thus we can pick a bijection f α : E α → B α . We extend κα, ≺ κα to κ(α + 1), ≺ κ(α + 1) as follows: First add each ξ ∈ E α to κα, ≺ κα as an immediate successor of the branch f α (ξ). Then let O α be an independent branch which is naturally ordered.
Let us check that κ(α + 1), ≺ κ(α + 1) is κ(α + 1), κ -directive.
(1) and (2) in Definition 2.1 are clear, and (3) for limit ordinals ≤ κα is by the induction hypothesis. For each limit ordinal η such that κα < η ≤ κ(α + 1), O α ∩ η forms a branch (of limit length) of κ(α + 1), ≺ (α + 1) , whose supremum is η. This proves (3).
For a limit α < κ + , we just let ≺ κα = β<α (≺ κβ). The induction hypothesis implies that κα, ≺ κα satisfies all conditions to be (κα, κ)-directive, except (3) for η = κα in Definition 2.1. For this, let α i | i < γ (γ ≤ κ: limit) be a strictly increasing sequence of ordinals converging to α. By induction on i < γ, we define a branch b = ξ i | i < γ such that b i ⊆ κα i for each i < γ, as follows:
Suppose that b i is defined and satisfies b i ⊆ κα i . Let
By the definition of f αi , b (i + 1) is a branch, and
holds. Moreover, suppose that i < γ is a limit ordinal, and that b j ⊆ κα j holds for every j < i. Then b i ⊆ sup j<i κα j ⊆ κα i holds. Thus the induction holds. Now since κα i ≤ ξ i < κα i+1 holds for each i < γ by the definition, sup b = κα holds, proving (3).
Finally, we let ≺= α<κ + (≺ κα). In this case the induction hypothesis suffices to show that κ + , ≺ is (κ + , κ)-directive.
