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Передмова 
 
Шановний читачу! 
Перед Вами навчальний посібник з курсу “Планування оптимального 
експерименту”. Створення та видання цього посібника є результантом 
багаторічного досвіду його укладачів у застосуванні методів експериментально-
статистичного моделювання та планування експериментів, здобутий у 
заснованій професором Алою Григорівною Бондар науковій школі в 
Національному технічному університеті України “КПІ”. 
Даний навчальний посібник розраховано на тих, хто починає знайомство з 
плануванням експерименту та експериментально-статистичним моделюванням 
взагалі. У нього увійшов матеріал про теоретичні основи побудови моделей, 
плани та моделі першого та другого порядків та методи прийняття інженерно-
технологічних рішень на основі моделей. Укладачі цього посібника доклади 
чимало зусиль для того, щоб викласти матеріал зрозуміло та логічно 
впорядковано. Однак, для того щоб успішно засвоїти весь матеріал, читачу 
необхідно мати деякі попередні знання. Мінімально необхідний багаж знань 
читача, який зацікавився цим виданням, повинен складатися з основ матричної 
алгебри та деяких методів математичної статистики, зокрема статистичної 
обробки результатів спостережень, лінійної кореляції та перевірки 
статистичних гіпотез. Корисним, проте не критично необхідним, також буде 
знання методів обчислювальної математики та нелінійного програмування.  
Для полегшення роботи з навчальним посібником, деякі частини тексту 
будуть виділені спеціальними позначками. Знаком  починаються всі основні 
визначення, які потрібно пам'ятати для доброго засвоєння курсу. Знаком  –  
пояснення складних та важкозрозумілих думок і тез, а також пояснення до 
формул, визначень, тощо. Знаком  будуть починатися тези, на які треба 
звернути вагу, щоб уникнути помилок. Додаткові відомості, які стосуються 
теми, що розглядається, але не чинять суттєвий вплив на хід викладання 
матеріалу, поміщені дрібнішим шрифтом. 
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Вступ 
 
Останнім часом, починаючи з кінця ХХ століття, науково-філософська 
думка оцінює техногенну цивілізацію, що триває впродовж понад чотири 
століття, більш ніж критично. Багато її цінностей, особливо пов'язаних з 
відношенням людини до природи, її діяльності і умовами поліпшення якості 
життя, що раніше здавалися непорушними, ставляться сьогодні під сумнів. 
Раніше, приблизно до початку минулого століття, в науці панував 
однофакторний підхід. Передбачалося, що дослідник міг з будь-яким ступенем 
точності стабілізувати всі незалежні змінні системи, що вивчалася. Потім, по 
черзі варіюючи деякі з них, він встановлював залежності, що цікавили його. 
Візьмемося стверджувати, що першими, хто відчув складність систем і знайшов 
методологічний підхід до їх дослідження, були статистики, тобто дослідники, 
що припускали наявність випадкової складової в досліджуваній системі. 
Виникла ідея припинити керування тими явищами (змінними), які викликають 
розсіювання (дифузію, розмитість) системи, а віднести їх до якогось шуму – 
випадкових явищ. І тоді дослідження можна проводити в умовах шуму 
статистичними методами. Цей підхід називають статистичним. 
Інший шлях до вивчення слабо організованих (дифузних) систем – 
кібернетичний – виник в тому середовищі учених, які займалися проблемами 
керування. Початок йому поклали роботи Норберта Вінера. Дійсно, керувати 
складною системою можна, якщо знаєш реакцію об'єкту на управляючі 
сигнали, що в неї надходять. 
Статистичний і кібернетичний підходи за своєю суттю різні, хоча обидва 
мають справу зі слабо організованими системами. Найголовніша відмінність 
підходів: методи статистики в основному вивчають сталий стан об'єкту, а 
кібернетика значну увагу приділяє динамічним процесам в об'єкті (управління 
об'єктом). 
Перш ніж перейти до викладу основ теорії експерименту, що робиться 
всіма поважаними авторами у всіх навчальних посібниках (нам доведеться це 
зробити, але пізніше), спробуємо розібратися в початкових передумовах теорії 
ймовірності і математичної статистики. Досвід показує, що саме освоєння і 
розуміння основ цієї науки, її особливостей і виникаючих парадоксів 
супроводжується значними психологічними труднощами. При цьому 
формальний математичний апарат теорії ймовірності і математичної 
статистики, як і будь-який інший, наприклад, лінійна алгебра, достатньо легко 
сприймається. Дійсно, розрахунки числових характеристик випадкових 
величин, оцінка ризиків, побудова гістограм і т.д. труднощів не викликають. 
Почнемо з прикладу. Ви – діяльна людина і навіть коли вільні, хочете себе 
чимось себе зайняти. Припустімо, що від будинку, де Ви мешкаєте, до зупинки 
громадського транспорту необхідно пройти протягом певного досить тривалого 
часу, і Ви вирішили присвятити цей час статистичними вправам: дослідити 
скільки білявок трапиться на шляху з числа жінок, яких Ви зустрінете? 
Очевидно, що поява блондинки – подія, і вона може відбутися або не відбутися. 
З іншого боку, це дослідження можна проводити багато разів в однакових 
умовах (взимку чи влітку, в різні дні тижня, але на заданому відрізку 
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спостережень). В принципі, це спостереження можна проводити практично 
необмежену кількість разів. І, нарешті, можна розрахувати частоту настання 
події – зустріч білявки – відношення числа зустріч білявки до загального числа 
жінок, що ви зустріли. 
Неважко відмітити, що із збільшенням числа спостережень, частота 
настання події буде незначно і не систематично змінюватися. А якщо 
проводити однакове число спостережень, наприклад, в різні місяці року, то така 
частота також буде незначно змінюватися. Саме ця ознака дозволяє 
стверджувати нам, що подія буде випадковою. Отже, зазначені умови – 
можливість нескінченного повторення спостережень і стійкість частоти події – 
є передумови для визнання події випадковим. 
Є і інші події, результат яких невідомий і непередбачуваний, але вони не 
можуть бути визнані випадковими. Очевидно, що результат футбольного матчу 
наперед передбачити неможна і його величність випадок присутній на полі 
(травма провідного гравця, несподівані зміни погоди і ін.). Проте з позицій 
теорії ймовірностей результат матчу не є випадковою подією: не можна 
повторити матч в тих же умовах – будуть інші арбітри, склади команд, тактична 
схема гри, інше місце проведення і т.д. Такі події, на відміну від випадкових, 
називаються невизначеними і вони досліджуються за допомогою іншої теорії – 
теорії ігор. 
У попередньому прикладі про зустріч з білявкою ми користувалися таким 
методичним прийомом дослідження, як спостереження. Це найдавніший і, як і 
раніше, дуже ефективний метод. Приклади можна примножити – 
спостереження за рухом комет, за перебігом технологічного процесу, за зміною 
політичній ситуації в суспільстві тощо. Все це приклади пасивного 
експерименту. 
Із словом «пасивний» часто зв'язують недіяльність, інертність, тобто 
вносять якийсь осуджуючий зміст, особливо, якщо це стосується людини. Але 
ми хотіли б нагадати китайський принцип у-вей – недіяння. Це, перш за все, 
спостереження, щоб уловити суть і ритм явища. Отже, пасивний експеримент 
проводиться найчастіше з бажанням не нашкодити, хоча можливість втручання 
в ці явища принципово існує. Щоправда, існують об’єкти, в яких пасивність 
визначена суттю явища, наприклад спостереження за сонячною системою. 
Проте тут все залежить від умов, зокрема, посадка американських апаратів 
«Opportunity» і «Spirit» на Марс – це вже прояв активної складової дослідженні 
сонячної системи. 
Очевидно, що від активного втручання в дослідження явища можна чекати 
більшого ефекту. Особливо тоді, коли критерій такого активного втручання 
чітко визначений. Розглянемо приклад з філософії – мудрець і паломник: 
– Скільки днів шляху до Єрусалиму? 
– Йди! 
Паломник образився і пішов. 
– Два дні шляху, – промовив йому услід мудрець. 
– Чому ти не сказав мені це відразу? 
– Я ж повинен з'ясувати, як швидко ти ходиш. 
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Тепер розглянемо більш наближений до технологій приклад – зважування 
трьох об'єктів А, В і С. Традиційно схема зважування виглядає так: спочатку 
робиться нульове зважування (нульова точка терезів), а потім по черзі 
зважується кожний з об'єктів (табл. 0.1). 
Таблиця 0.1. 
Традиційна схема зважування трьох об'єктів 
Номер досліду 
Об'єкти 
Результат зважування 
А В С 
1 –1 –1 –1 у0 
2 +1 –1 –1 у1 
3 –1 +1 –1 у2 
4 –1 –1 +1 у3 
 
Значення в комірці +1 означає, що об'єкт присутній на терезах –1, що 
відсутній. Вага кожного об'єкту оцінюється за результатами двох дослідів, 
наприклад: 
 
А = у1 – у0, 
 
тоді дисперсія результатів зважування запишеться у вигляді 
 
σ2(А) = σ2(у1 – у0) = 2σ2(у), 
 
де )()(
2 yy    – похибка зважування. Запропонуємо іншу схему 
зважування (табл. 0.2). 
 
Таблиця 0.2. 
Ефективна схема зважування 
Номер  
досліду 
Об'єкти 
Результати 
А В С 
1 +1 –1 –1 у1 
2 –1 +1 –1 у2 
3 –1 –1 +1 у3 
4 +1 +1 +1 у4 
 
З таблиці видно, що в перших трьох дослідах послідовно зважуються 
об'єкти А, В, С, а в останньому досліді – зважуються всі три об'єкти разом, 
тобто нульове зважування не проводиться. Тоді вага кожного об'єкту 
визначається по формулах з врахуванням у4 = у1 + у2 + у3: 
 
2
4321 yyyyA

 , 
2
4321 yyyyB

 , 
2
4321 yyyyC

 . 
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Знайдемо дисперсію результатів по новій схемі зважування: 
 
)(
4
)(4
2
)( 2
2
432122 y
yyyyy
A 

 




 
 . 
 
Аналогічно – для об'єктів В і С. Порівнюючи з дисперсією зважування по 
попередній схемі, бачимо, що вдалося добитися кращих результатів – дисперсія 
вийшла удвічі меншою, хоча проводилися ті ж чотири досліди. Чому? Раніше 
вагу обчислювали по двох дослідах, а зараз по чотирьох. Звідси і подвоєння 
точності. Ця схема експерименту називається багатофакторною, а 
експеримент – активним, тому що присутнє активне втручання в організацію 
експерименту. 
Розглянемо інший приклад – досліджується реактор переробки 
(ферментації) опалого листя. Нехай вихід продукту у (активна складова 
добрива) залежить від трьох чинників: х1 – температура, х2 – швидкість подачі 
повітря, х3 – кількість добавки – курячого посліду. Нехай залежність  
у = f(хi) виглядає так: 
 
у = b0 + b1x1 + b2x2 + b3x3 + е, 
 
де е – похибка експерименту. 
Сплануємо активний експеримент, причому кожну змінну варіюватимемо 
тільки на двох рівнях: +1 (наприклад, температура 80 С) і –1 (температура 60 
С). Скористаємося матрицею експерименту з попереднього прикладу – 
зважування об'єктів (табл. 0.3): 
 
Таблиця 0.3. 
План експерименту для дослідження ферментатора 
Номер  
досліду 
План Результати  
експерименту х0 х1 х2 Хш 
1 +1 –1 –1 +1 у1 
2 +1 +1 –1 –1 у2 
3 +1 –1 +1 –1 у3 
4 +1 +1 +1 +1 у4 
 
Відмітимо, для детального розгляду в майбутньому, що х3 = х1·х2, тобто 
стовпець х3 виходить перемноженням стовпців х1 і х2; стовпець х0 – включає 
значення фіктивної змінної для оцінки вільного члена моделі. 
Далі, в теорії експерименту ми не раз повертатимемося до цієї і подібних 
матриць, відзначаючи їх незвичайні властивості. Тут же, забігаючи вперед, 
зазначимо, що побудовані так матриці – плани експерименту – дозволяють 
легко розраховувати коефіцієнти моделі, при цьому виконується умова 
мінімуму відхилення між передбаченими по моделі і експериментальними 
значеннями результуючих змінних. 
Таким чином, проводячи експеримент активним чином, тобто змінюючи 
значення величин, та ще і за певним планом, можна добитися ряду переваг. Тут, 
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принаймні, вдається досягти високої точності розрахунку коефіцієнтів (у N 
разів меншою, ніж помилка досвіду σ2(у)) і легко розрахувати коефіцієнти 
моделі. Насправді подібні плани мають значно більшу кількістю переваг, але 
про них пізніше. 
Тепер розглянемо визначення самих понять планування експерименту і 
плану експерименту: 
 Плануванням експерименту називається сукупність дій, спрямованих 
на раціональну організацію експериментальних досліджень, – починаючи від 
оптимального вибору досліджуваних факторів і власне вибору плану 
експерименту і до методів аналізу одержаних експериментальних 
результатів. 
 Планом експерименту називають сукупність даних, що визначають 
кількість, умови і порядок проведення експериментальних досліджень. 
Взагалі, метою планування експерименту є знаходження таких умов і 
правил проведення дослідів, за яких вдасться одержати надійну і достовірну 
інформацію про об'єкт дослідження з найменшими витратами, а також 
представити цю інформацію в зручній і зрозумілій формі з кількісними 
оцінками одержаних значень і їх точності.  
Очевидно, що лише статистичних обґрунтувань доцільності проведення 
експериментів за певним планом недостатньо. Тому розглянемо і інші переваги, 
що виникнуть при застосуванні згаданих методів, а саме економічні та 
технологічні. 
Проведення експерименту неминуче пов’язане з економічними витратами. 
Сюди входять витрати на обладнання для проведення досліджень, сировину, 
матеріали, енергію, оплату праці дослідника, тощо. Зрозуміло, що в умовах 
ринкової економіки будь-яке підприємство намагається скоротити свої витрати. 
Теорія планування експерименту дає можливість скоротити об’єм 
експериментальних досліджень, а отже и витрат на них, без втрати повноти 
самих досліджень. Отже з економічної точки зору планування експерименту 
полягає в скорочення витрат на проведення експериментального дослідження. 
Експеримент рідко проводиться заради самого експерименту. В хімічній 
технології більшість експериментальних досліджень мають на меті поліпшення 
самого технологічного процесу – збільшення виходу або концентрації готового 
продукту, зменшення енерговитрат, зменшення викидів шкідливих речовин, 
тощо. Проте в умовах реального технологічного процесу далеко не всі умови 
експерименту припустимі. В силу вступають так звані технологічні обмеження 
– обмеження на температуру в реакторі, тиск в колонах тощо. Теорія 
планування експерименту дозволяє спланувати постановку експерименту таким 
чином, щоб задовольнити такі обмеження, а після проведення математичної 
обробки визначити умови проведення технологічного процесу, що цікавлять 
дослідника. Таким чином, з технологічної точки зору планування експерименту 
дозволяє проводити експерименти з метою покращення самих технологічних 
процесів на реальних технологічних об’єктах. 
Теорія планування експерименту і її застосування на даний час складають 
самостійний науковий напрям. Ініціатором використання методів планування 
експерименту і їх фундатором вважається американський дослідник Рональд 
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Фішер. Іншим відомим автором перших робіт з планування експерименту є 
Френк Йетс. Ідеї планування експерименту формувалися в працях Дж. Бокса, 
Дж. Кифера та інших. В колишньому СРСР наукові школи планування 
експерименту сформувалися під керівництвом В.В. Налімова, Ю.П. Адлера, 
В.В. Кафарова, на території сучасної України ця теорія розвивається в наукових 
колективах, заснованих А.Г. Бондар та В.А. Вознесенським. 
Методи планування експерименту закладені в спеціалізованих програмних 
пакетах, зокрема StatGrapfics, Statistica, Stat-Sens  та інших. 
Отже, планування експерименту є потужним математичних апаратом для 
ефективного проведення експериментальних досліджень. Оволодіння таким 
апаратом буде корисним для будь-якого дослідника. В цій книзі ми надамо 
основні положення цього математичного апарату, починаючи з його основ, 
приведемо алгоритми і формули його використання та покажемо результати 
реальних прикладів застосування на практиці. 
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1. Теоретичні основи експериментально-статистичного моделювання та 
планування експерименту 
 
1.1. Області застосування методів експериментально-статистичного 
моделювання 
 
Апарат експериментально-статистичного моделювання і планування 
експерименту досить універсальний і може застосовуватись в різних областях 
досліджень. В цьому виданнs ми зосередимося на постановці 
експериментальних досліджень для вирішення задачі експериментально-
статистичного моделювання. Перш за все, розглянемо як класифікуються задачі 
математичного моделювання об’єктів хімічної технології. 
Будь-який об’єкт хімічної технології можна спрощено представити 
наступним чином:  
 
 
Рисунок 1.1. Об’єкт моделювання 
 
При цьому через X  прийнято позначати вектор вхідних змінних об’єкту, 
через Y  вектор результуючих змінних, а через U  вектор керуючих змінних. 
При створенні моделі такого об’єкту можливо використати два принципово 
різних підходи.  
В першому підході увага зосереджується на внутрішній структурі об’єкту 
дослідження. Вивчаються всі процеси, що протікають в об’єкті, зокрема хімічні 
перетворення, процеси тепло- і массопередачі, тощо і записуються рівняння, що 
описують ці процеси з більшим або меншим ступенем точності. Таким чином, 
утворюється модель досліджуваного об’єкту. Цей підхід отримав назву 
детермінованого. З математичної точки зору одержані за результатами 
використання детермінованого підходу моделі являють собою диференційні 
рівняння і системи таких рівнянь. Безсумнівною перевагою такого підходу є те, 
що одержані на одному об’єкті моделі можуть без особливих перешкод 
перенесені на подібні об’єкти. Це стає можливим тому, що основні параметри 
об’єкту дослідження, зокрема геометричні розміри апаратів, коефіцієнти 
теплопередачі, константи швидкостей хімічних реакцій, тощо, входять в 
рівняння математичних моделей у явному вигляді. Недоліком такого підходу є 
складність одержаних математичних моделей і складність їх розв’язку, адже 
часто доводиться розв'язувати системи диференційних рівнянь різних порядків. 
Методи побудови і розв'язку детермінованих математичних моделей винесені 
за межі даного видання. 
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У відповідності з другим підходом внутрішня структура об’єкта не 
розглядається взагалі. Об’єкт дослідження замінюється так званим “чорним 
ящиком”.  
 “Чорний ящик” – це система, внутрішня структура якої при 
дослідженні не розглядається, а висновки про поведінку такої системи 
робляться лише за реакцією результуючих величин на зміну вхідних величин.  
Тобто, змінюють елементи векторів X  і U  і слідкують за зміною елементів 
вектору Y . Такій підхід має назву експериментально-статистичного, а 
математичні моделі, побудовані на основі даного підходу – експериментально-
статистичними або регресійними. Перевагою цього підходу є простота 
одержаних рівнянь математичних моделей. Одержані в цьому підході моделі 
прийнято записувати у вигляді поліномів різних ступенів та їх систем, що 
значно полегшує їх розв’язок. Безсумнівним недоліком такого підходу є 
жорстка прив'язка одержаних моделей до об'єкту дослідження: результати 
моделювання, одержані на одному об’єкті, не можуть бути поширені на інші, 
навіть подібні за структурою об’єкти. Причиною цих обмежень є те, що всі 
параметри об’єктів дослідження, зокрема геометричні розміри, коефіцієнти 
масо- і теплопередачі, константи швидкостей хімічних реакцій входять в 
математичну модель в неявному вигляді – вони лише враховуються при 
розрахунку коефіцієнтів поліномів. На одержання експериментально-
статистичних математичних моделей і буде зосереджено увагу в даному 
виданні.  
 
 
1.2. Фактори 
 
Як було зазначено вище, в експериментально-статистичному підході до 
побудови математичних моделей об’єктів, всі змінні об’єкту розділяють на дві 
групи: на ті змінні, які впливають на стан об’єкту і на ті, за якими цей стан 
оцінюють. 
 Змінні величини, що відповідають способам впливу на об’єкт 
дослідження і приймають у визначені моменти часу певні значення 
називаються факторами.  
Фактори визначають сам об’єкт та його стан в даний момент часу. Вони 
бувають кількісними і якісними. Кількісними є такі фактори, значення яких 
можна чисельно встановити, наприклад, виміряти. До кількісних факторів, 
очевидно, відносяться витрати сировини, температури, концентрації, тощо. 
Якісними є фактори, що характеризуються якісними властивостями, які не 
можна звести до числової шкали. До таких факторів слід віднести різні 
речовини, різні типи апаратів, тощо. Для якісних факторів при проведенні 
досліджень зазвичай приймають умовну числову шкалу, що дозволяє 
встановити відповідність між їх значеннями та деякими числами. 
За типом факторів проводиться класифікація задач експериментально-
статистичного моделювання. Якщо в дослідженні беруть участь якісні фактори, 
то такі задачі відносять до класу “якість-властивості”, якщо лише технологічні 
– до класу “технологія-властивості”. Окремо виділяють клас задач, в яких всі 
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технологічні фактори являють собою відносні частки компонентів суміші. Такі 
задачі класифікуються як “склад-властивості”. Звичайно, існують задачі, в яких 
досліджуються фактори різних типів – задачі змішаного класу – зокрема, 
“склад-технологія-властивості”. 
Проте не кожна змінна, що якимось чином впливає на об’єкт дослідження, 
може виступати в ролі фактора. До змінних, що використовуються в 
дослідженні як фактори, пред’являються певні вимоги, а саме: 
– керованість, тобто можливість встановити певний заданий рівень (числове 
значення) фактора і підтримувати його постійним протягом дослідження або 
змінювати за заданою програмою; 
– безпосередній вплив на об’єкт, тобто фактор не може бути функцією інших 
факторів і зміна рівня фактора, повинна безпосередньо призвести до зміни 
стану об’єкту дослідження незалежно від зміни інших факторів. 
Очевидно, що на кожен об’єкт дослідження чинить вплив більше ніж один 
фактор. Тому, слід сформулювати додаткові вимоги, що пред’являються до 
сукупності факторів в дослідженні, а саме: 
– сумісність, тобто можливість встановити всі необхідні в дослідженні 
комбінації рівнів факторів і при цьому жодна за таких комбінацій не 
повинна призвести до руйнування самого об’єкта; 
– незалежність, тобто можливість встановити будь-яке значення для кожного з 
факторів незалежно від значень усіх інших факторів. 
Останнє не стосується задач, в яких беруть участь сумішеві фактори. 
При підготовці до проведення дослідження для кожного фактору 
встановлюють область визначення та область варіювання.  
 Всі значення, які може набувати фактор, не порушуючи 
функціональність об’єкту дослідження, називаються областю визначення 
фактора.  
Область визначення може бути дискретною, якщо фактор може приймати 
одне зі скінченної множини наперед визначених значень, і неперервною, якщо 
фактор може приймати будь-яке значення на проміжку числової осі. При 
проведенні дослідження значення факторів, зазвичай, змінюють не в межах 
усієї області визначення, а лише в певній її частині. 
 Частина області визначення, в межах якої змінюються значення 
фактора при проведені дослідження називається областю варіювання. 
У відповідності до плану експерименту фактор приймає в межах області 
варіювання певні значення, що одержали назву рівнів фактора. 
 Максимальне значення, яке набуває фактор в межах області варіювання 
називається верхнім рівнем фактора (Ximax). Мінімальне значення – нижнім 
рівнем фактора  (Ximin). Середній між максимальним і мінімальнім рівнями 
фактора називають основним (середнім, базовим, нульовим) рівнем фактора 
(Xi0). 
 
2
minmax
0
ii
i
XX
X

 , i = 1, 2, ..., n, 
 
де і – порядковий номер фактора, n – загальна кількість факторів. 
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 Різниця між верхнім і нульовим рівнями фактора (або між нульовим і 
нижнім) називається інтервалом варіювання фактору (Xi).  
 
2
minmax
min00max
ii
iiiii
XX
XXXXX

 . 
 
Схематично визначені вище поняття можна проілюструвати рисунком 
(рис. 1.2.) 
 
 
Рисунок 1.2. Область визначення та область варіювання фактора 
 
Очевидно, що всі фактори мають свої значення, фізичний зміст та одиниці 
вимірювання. Ці значення в експериментально-статистичному моделювання 
називають натуральними. Для того, щоб ввести фактори в план експерименту, 
вдаються до формалізації, яка дозволяє уніфікувати різні за змістом фактори. 
Така формалізація називається кодуванням факторів і її метою є приведення 
значень всіх факторів до однакової безрозмірної шкали.  
У відповідності до процедури кодування, верхньому рівню будь-якого 
фактора приписують кодоване значення “+1”, нижньому рівню кодоване 
значення “–1”, середньому – “0”. Переведення інших натуральних значень 
факторів в кодовані здійснюється за формулою: 
 
i
ii
i
X
XX
x


 0 ,       (1.1) 
 
де xi – кодоване значення i-го фактору; Xi – натуральне значення i-го фактору. 
Формула (1.1) дістала назву формули кодування і є, напевне, основною 
формулою в експериментально-статистичному моделюванні.  
Приклад 1.1. При дослідженні процесу одержання залізовмісної солі 
поліакрилової кислоти, в якості фактора запропоновано вміст сульфату заліза 
(ІІ) у формі гідрату (Fe2SO47H2O), % мас. Фактор пропонується варіювати в 
діапазоні від 0,5 до 1,6% мас. Визначити нульовий рівень і інтервал варіювання 
фактора. Розрахувати, якому кодованому значенню фактора буде відповідати 
значення Х = 0,77% мас., та якому натуральному значенню фактора буде 
відповідати кодоване значення х = 0,64. 
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Очевидно, верхній рівень фактора буде Ximax = 1,6% мас., нижній рівень 
Ximin = 0,5% мас. Тоді: 
– нульовий рівень: 




2
5,06,1
2
minmax
0
ii XXX 1,05% мас; 
– інтервал варіювання:  0max iii XXX 1,6 – 1,05 = 0,55% мас; 
– кодоване значення для Х = 0,77% мас.: 





55,0
05,177,00
i
ii
i
X
XX
x –0,509; 
– натуральне значення для х = 0,64:  0iiii XXxX 0,64  0,55 + 1,05 = 
1,402% мас. 
 
 
1.3. Функції відгуку 
 
У відповідності для концепції “чорного ящика”, висновки про поведінку 
системі робляться за реакціями системи на зміну вхідних величин. Тому, 
важливо обрати ті величини, за якими буде контролюватися реакція, або як 
прийнять казати відгук, системи на ту чи іншу зміну факторів.  
 Змінні, за якими контролюється реакція об’єкту дослідження  на зміну 
факторів називають цільовими функціями або функціями відгуку. 
Зрозуміло, що для кожного об’єкта може буди виділено одну або декілька 
функцій відгуку. Подібно до факторів, не кожна результуюча змінна може 
виступати в ролі функції відгуку в експериментально-статистичному 
моделюванні. До функцій відгуку висувається ряд вимог, а саме: 
– ефективність з точки зору мети дослідження, тобто функція відгуку має 
оцінювати функціонування всього об’єкту дослідження, а не окремих його 
частин; 
– універсальність, тобто можливість всебічно характеризувати об’єкт 
дослідження; 
– можливість однозначної кількісної оцінки, тобто функція відгуку повинна 
задаватися одним числовим значенням, і при цьому це значення має бути 
статистично однозначне – заданому набору значень факторів повинно 
відповідати одне значення функції відгуку (з точністю до похибки 
експерименту); 
– достатня точність визначення, тобто можливість встановлення значення 
функції відгуку з похибкою, що не перевищує допустиму. 
Крім того, бажаними, але не обов’язковими є  вимоги щодо наявності 
фізичного змісту функції відгуку, а також можливість безпосереднього її 
вимірювання або простота обчислення. Це пов’язано з необхідністю наступної 
інтерпретації результатів експерименту. 
Очевидно, що на об’єкт дослідження завжди впливають невраховані та 
неконтрольовані чинники. Тому функція відгуку носить значною мірою 
випадковий характер.  
Як уже було сказано, функція відгуку має бути кількісною. Область 
визначення функції відгуку може бути обмеженою або необмеженою, 
дискретною або неперервною. Головною при цьому є можливість встановлення 
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значення функції відгуку при будь-якій можливій в дослідженні комбінації 
рівнів факторів, тобто в будь-якій допустимій точці факторного простору. У 
випадках, коли виникають складності з кількісною оцінкою функції відгуку, 
вдаються до рангового підходу, тобто приписують цільовій функції числові 
оцінки у відповідності до прийнятої шкали.  
 
 
1.4. Послідовність вирішення задач методами експериментально-статистичного 
моделювання 
 
Напевне, зрозуміло, що задачі експериментально-статистичного 
моделювання, як і будь-які наукові й інженерні задачі, вирішуються за певною 
послідовністю дій, які дозволяють пройти шлях від постановки цих задач до 
одержання розв'язків. Спробуємо розділити цей шлях на певні логічно 
відокремлені етапи. Зі впевненістю можна сказати, що у тій чи іншій мірі ці 
етапи будуть присутні при розв'язку будь-якої практичної задачі на основі 
вказаних методів. 
Етап 1 – формування мети і задач дослідження. На цьому етапі 
безпосередньо формулюються цілі і задачі, які мають буди розв’язані в за 
результатами проведення дослідження. Це може бути, наприклад, задача 
оптимізації досліджуваного об’єкту. Тут же визначаються обсяги і джерела 
фінансування досліджень, засоби для їх проведення, тощо. 
Етап 2 – виділення функцій відгуку. На цьому етапі проводиться аналіз 
всіх результуючих змінних об’єкту і обираються ті, що будуть використані в 
дослідження в якості функцій відгуку. Функціями відгуку можуть обиратися 
одна чи декілька результуючих змінних. Зрозуміло, що ці змінні мають по-
перше відповідати меті і задачам досліджень, а по-друге відповідати 
встановленим для функцій відгуку критеріям. 
Крім того, на цьому етапі обирають, або за необхідності встановлюють, 
шкалу числових оцінок функцій відгуку, обирають спосіб і визначають похибку 
вимірювання потрібних результуючих величин та реєстрації результатів цих 
вимірювань. 
Етап 3 – виділення факторів. Фактори, які будуть варіюватися в 
дослідженні, обираються так, щоб вони суттєво впливали на всі, або на 
переважну кількість функцій відгуку. Крім того, очевидно, фактори повинні 
відповідати вимогам, що пред’являються до них. В разу необхідності може 
бути проведений аналіз результатів попередніх досліджень або проведена 
деяка, зазвичай незначна, кількість експериментів для перевірки значущості 
впливу тих чи інших факторів.  
До вибору кількості факторів потрібно віднестися надзвичайно 
відповідально. Введення в дослідження зайвих факторів може призвести до 
значного збільшення обсягу експериментів, а, відповідно, до необґрунтованого 
росту витрат. В той же час, невключення в дослідження значущих факторів 
призведе до отримання неповних і помилкових результатів, що поставить під 
сумнів дослідження в цілому. 
На цьому ж етапі встановлюють області визначення факторів, обирають їх 
основні рівні та інтервали варіювання.  
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Етап 4 – обрання виду експериментально-статистичної моделі та плану 
експерименту. На цьому етапі у відповідності до поставленої задачі та за 
попередніми даними про вид функцій відгуку обирається порядок майбутньої 
експериментально-статистичної моделі (лінійна, квадратична, тощо). 
Врахувавши кількість обраних для дослідження факторів ,отримують загальний 
вид моделі. 
На основі обраного виду моделі обирають план експерименту, а на основі 
обраного плану встановлюють кількість окремих експериментів та умови їх 
проведення. Крім того, тут же встановлюють кількість дослідів, які треба 
провести за однакових рівнів факторів – так званих паралельних дослідів. 
Етап 5 – реалізація плану експерименту. На цьому етапі відбувається 
безпосереднє проведення експериментальних досліджень. Зрозуміло, що 
дослідження проводяться в умовах, що передбачені планом. 
Зі статистичної точки зору при реалізації експериментів необхідно 
дотримуватись принципу рандомізації. Цей принцип передбачає, що окремі 
експерименти повинні проводитися не послідовно як вказано в плані, а у 
випадковому порядку. Особливо це стосується паралельних дослідів. 
Дотримання принципу рандомізації дозволяє уникнути систематичних помилок 
при проведенні дослідження. 
Етап 6 – регресійний аналіз. Цей етап також інколи називають 
математичною обробкою результатів експерименту. Регресійний аналіз 
передбачає вирішення наступних задач: оцінка відтворюваності дослідів та 
виявлення грубих помилок при їх проведені, розрахунок числових оцінок 
коефіцієнтів експериментально-статистичної моделі, оцінка значущості 
окремих складових частин моделі – регресорів, та оцінка адекватності 
одержаної моделі об’єкту дослідження. Порядок проведення регресійного 
аналізу моделі має певні особливості в залежності від обраного плану 
експерименту і детально розписаний в цьому виданні у відповідних главах. 
Етап 7 – безпосереднє виконання мети дослідження, вирішення задач, 
поставлених на першому етапі на основі розроблених експериментально-
статистичних моделей. 
Схематично, сказані етапи можна зобразити на рисунку (рис. 1.3). 
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Рисунок 1.3. Схема вирішення задачі методами експериментально-статистичного 
моделювання 
 
Етапи 2 і 3 об'єднані в теорії планування експерименту під загальною 
назвою попередній експеримент, етапи 4, 5 і 6 мають назву основний 
експеримент, етап 7 – прийняття рішень за результатами експерименту.  
В подальших частинах цього видання ці етапи будуть викладені докладно. 
 
 
Контрольні запитання до розділу: 
1. Що таке експериментално-статистичне моделювання? Для яких об’єктів 
його використовують? Які переваги та недоліки має експериментально-
статистичний підхід у порівнянні з іншими підходами? 
2. Сформулюйте вимоги, що пред’являються до факторів та вихідних 
змінних в експериментально-статистичному моделюванні.  
3. Перерахуйте та розкрийте суть основних етапів виряшення задач 
методами експериментално-статистичного моделювання.  
4. У чому полягають задачі планування експерименту? На якому етапі 
експериментально-статистичного моделювання застосовують теорію 
планування експерименту?  
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2. Попередній експеримент 
 
2.1. Оцінка якості експериментальних даних 
 
Приступаючи до дослідження об’єкту експериментально-статистичними 
методами, слід перш за все оцінити, наскільки якісні і надійні експериментальні 
дані можна одержати на об’єкті. Очевидно, що сам об’єкт дослідження, методи 
вимірювань і вимірювальні прилади вносять в результати вимірювань певну 
похибку, що, зрозуміло, впливає на результат визначення як значень факторів, 
так і функцій відгуку. Такий вплив може виявитись несуттєвим, коли похибки 
незначні або взаємно компенсують одна одну, і тоді якість експериментальних 
даних буде задовільною, або суттєвим і призводити до спотворення результатів 
експериментальних досліджень. 
В задачах оцінювання якості експериментальних даних, як і в 
попереднього експерименту взагалі, частіше за все не проводять окремих 
дослідів за наперед розробленим планом, а користуються попередніми 
результатами, які є в розпорядженні дослідника або даними, отриманими в 
результаті спостережень за роботою об’єкту.  
 Експеримент, в якому дослідник самостійно встановлює значення 
факторів на передбачених планом рівнях, називається активним 
експериментом. Експеримент, в якому дослідник лише спостерігає за рівнями 
факторів, не змінюючи їх самостійно називається пасивним експериментом. 
Для оцінювання якості експериментальних даних використовують методи 
математичної статистики. Розглянемо, зокрема, задачу про порівняння 
експериментального і очікуваного або стандартного значення вимірюваної 
величини і задачу про порівняння результатів незалежних серій вимірювань 
однієї і тієї ж величини. 
 
 
2.1.1. Перевірка відповідності дослідного і стандартного значення величини 
 
Припустимо, якість деякого продукту оцінюється за величиною Х. 
Відповідно до нормативно-технологічної документації значення цієї величини 
встановлено на рівні x , що має суть генеральної середньої. Дослідником 
проводиться N вимірювань величини х, в кожному з яких ця величина набуває 
значення хі ( Ni ,1 ) і за результатами цих вимірювань розраховане середнє 
значення хв: 
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

N
i
ix
N
x
1
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1
 
 
де N– об’єм вибірки (кількість проведених замірів) 
Очевидно, що це значення буде дещо відрізнятися від x  внаслідок 
викладених вище причин. Величина хв є вибірковим середнім величини х, що 
розрахована за даними вибірки (вимірювань). Перед дослідником постає задача 
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визначити значуще чи не значуще відрізняється значення середнього значення 
за результатом вимірювань (хв) від стандартного значення ( x ). 
З точки зору математичної статистики розв'язок такої задачі зводиться до 
перевірки статистичної гіпотези про відповідність вибіркового і генерального 
середніх, яку необхідно перевірити для заданого рівня значущості q. Така 
перевірка проводиться за критерієм Стюдента, перевіряючи умову:  
 
N
st
xx x

 тв ;      (2.1) 
 
де: tт – табличне значення критерію обирається для рівня значущості 
2
q
 і числа 
ступенів вільності f = N – 1; sx – “уточнене” середньоквадратичне відхилення, 
що визначається за формулою: 
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Таблиця значень критерію Стюдента та способи його одержання наведені в 
додатках до цього видання. Крім того, пакети прикладних програм для 
розв’язку задач експериментально-статистичного моделювання, зокрема 
описаний в додатку Е пакет STAT-SENS, розроблений за участю укладачів, 
містить необхідні таблиці критеріїв. Якщо умова (2.1) виконується, то гіпотеза 
про відповідність вибіркового і генерального середніх приймається і 
експериментально одержане значення величини х відповідає стандартному, 
інакше не відповідає. 
Приклад 2.1. Концентрація соляної кислоти (HCl), що виробляється з 
хлориду натрію має становити 27,5% об. За результатами восьми вимірювань 
одержані такі значення концентрації: xi = {27,34; 27,66; 27,63; 27,38; 27,59; 
27,40; 27,32; 27,61}. Визначити, чи відповідає середнє значення вказаних 
вимірювань стандартному за рівня значущості q = 0,05. 
Розрахуємо вибіркове середнє: 
 
  49,2761,2732,2740,2759.2738,2763,2766,2724,27
8
1
в x . 
 
Уточнена вибіркова дисперсія: 
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1437,01445,0
7
1
 . 
 
Табличне значення критерію Стюдента: tт(0,025; 7)  2,841. 
Перевіримо умову (2.1): 
 
8
1437,0841,2
49,275,27


,
 
0,01 < 0,1443 
 
Умова виконується, отже гіпотеза про відповідність генерального і 
вибіркового середнього приймається і, відповідно, експериментально одержане 
значення величини відповідає стандартному. 
Якщо в результаті перевірки виявилося, що експериментально одержане 
значення досліджуваної величини не відповідає стандартному, то необхідно 
провести детальний аналіз причин такої невідповідності. Вказані причини 
можуть полягати в невірному виборі або порушенні методики вимірювань, 
невідповідному класу точності вимірювальних приладів, недостатній 
кваліфікації виконавців, неправильній роботі самого обладнання, тощо. 
 
 
2.1.2. Оцінка відтворюваності результатів експериментів 
 
Припустимо, що результати проведення експерименту оцінюється за 
однією тією самою величиною Х. Експериментальні дослідження проводиться 
за різних обставин, наприклад різними лаборантами, в різні дні тижня, за різних 
погодних умов, тощо. Звичайно, навіть при однаковому класі точності 
вимірювальної апаратури, високій кваліфікації співробітників, тощо, 
результати таких експериментів будуть в деякій мірі різнитися між собою. 
Тому, при наявності різних обставин, за яких проводяться експериментальні 
дослідження, постає задача забезпечити відтворюваність їх результатів. 
 Відтворюваністю результатів експерименту називається 
повторюваність цих результатів в межах встановленої похибки при проведенні 
експериментів за різних обставин, наприклад, в різних місцях, в різний час, 
рідними дослідниками, тощо, але приведених до одних і тих самих умов 
експерименту.  
З точки зору математичної статистики два набори результатів 
експериментів, результат яких оцінюється за однією і тією ж самою величиною 
Х, являють собою дві вибірки Х1 і Х2, об’єми яких N1 і N2 в загальному випадку 
не однакові. Вибіркові середні обох вибірок обчислюються за формулою: 
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де m = 1, 2 – номер вибірки. Очевидно, що ці вибіркові середні мають бути 
приблизно однакові, тому що пораховані за результатами вимірювання однієї 
тієї самої величини. Тоді, для перевірки відтворюваності результатів 
експериментальних досліджень, достатньо перевірити з заданим рівнем 
значущості q, чи належать дві вибірки, вибіркові середні яких приблизно 
однакові, до однієї генеральної сукупності. 
Для розв’язання задачі розраховують вибіркові дисперсії: 
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Ступені вільності дисперсій будуть, відповідно fm = Nm – 1. Причому через 
S1
2 позначають більшу з двох дисперсій, а S22 – меншу. Однорідність дисперсій 
перевіряють за критерієм Фішера. Розрахункове значення критерію 
визначається за формулою: 
 
2
2
2
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S
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F р .       (2.3) 
 
Табличне значення критерію Фішера (Fт) обирають для заданого рівня 
значущості q і числа ступенів вільності f1 і f2. Таблиця значень критерію Фішера 
та способи його одержання наведені в додатках до цього видання. В разі, коли 
Fт > Fр, дисперсії різняться незначуще, вибірки належать до однієї генеральної 
сукупності і, відповідно, відтворюваність результатів експериментальних 
досліджень забезпечується, інакше – не забезпечується. 
Приклад 2.2. Проведено дві серії дослідів з грануляції сульфату амонію в 
апараті з псевдозрідженим шаром. Якість одержаних гранул контролювалася за 
еквівалентним діаметром (dе). Результати вимірювань значень еквівалентного 
діаметру в кожної з серій складали для першої серії дослідів: dе = {3,51; 3,45; 
3,34; 3,35; 3,45; 3,55; 3,63; 3,55}, для другої серії dе = {3,37; 3,58; 3,39; 3,38; 
3,58; 3,36}.  Визначити, чи забезпечено відтворюваність дослідів в цих серіях.  
Маємо дві вибірки, об’ємом N1 = 8 і N2 = 6. Визначимо їх вибіркові середні: 
 
  479,355,363,355,335,334,345,351,3
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1
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Вибіркові дисперсії: 
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Очевидно, що при підстановці в формулу (2.3) значення дисперсій 
потрібно поміняти місцями: 
 
107,1
102,0
113,0
рF . 
 
Число ступенів вільності f1 = 6 – 1 = 5; f2 = 8 – 1 = 7. Приймемо рівень 
значущості q = 0,1, тоді табличне значення критерію Фішера Fт  2,883, що 
більше розрахункового. Таким чином, гіпотеза про однорідність дисперсій 
приймається, вибірки належать одній генеральній сукупності, і, відповідно, 
відтворюваність результатів дослідів забезпечується. 
У разі, коли за результатами перевірки виявлено, що відтворюваність 
результатів не забезпечується, слід провести аналіз причин. Найчастіше, за 
умови правильної роботи обладнання і прийнятної кваліфікації персоналу, 
причини криються в порушенні умов проведення однієї з серій дослідів або 
неврахування при проведенні дослідів факторів, вплив яких суттєвий.  
 
 
2.2. Апріорне ранжування факторів 
 
На етапі попереднього дослідження при формалізації апріорних 
відомостей про об’єкт дослідження доцільно провести обробку даних, 
отриманих в результаті опитування фахівців, що добре знайомі з 
досліджуваним процесом, або даних що опубліковані в літературних джерелах. 
До такого опитування вдаються, коли з великої кількості факторів, виявлених 
на об’єкті дослідження, потрібно виділити найбільш значущі. Це дозволяє дати 
порівняльну оцінку ступеню впливу різних факторів на функції відгуку, і тим 
самим правильно відібрати фактори для наступного активного експерименту, а 
також обґрунтовано виключити деякі фактори з подальшого дослідження. 
Такий підхід дістав назву апріорного ранжування факторів.  
Особливість методу апріорного ранжування полягає в тому, що фактори, 
виділені на об’єкті дослідження, ранжуються в порядку зменшення їх 
значущості, тобто ступеню впливу на об’єкт дослідження. Ступінь впливу 
кожного з факторів оцінюється за рангом – місцем, яке визначено для даного 
фактору експертом (опитаним фахівцем, автором публікації, тощо) при 
ранжуванні всіх факторів. При збиранні думок експертів, кожному з них 
пропонується заповнити анкету, в якій перераховуються всі виділені на об’єкті 
фактори, їх розмірність та, можливо, інтервали варіювання. При заповненні 
анкети експерт визначає місце кожного з факторів в ряду. 
Результати опитування експертів обробляються наступним чином. 
Спочатку визначають суму рангів по факторах (Ri), а потім різницю між сумою 
рангів кожного фактора і середньою сумою рангів: 
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де n – кількість факторів; m – кількість експертів; aij – ранг кожного i-ого 
фактору, приписаний j-м експертом. 
Для оцінки узгодженості думок експертів використовується статистична 
величина, що має назву коефіцієнта конкордації і визначається за формулою: 
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де tj – кількість однакових рангів, приписаних j-м експертом. 
Результати розрахунків прийнято зводити в таблицю виду табл. 2.1: 
 
Таблиця 2.1 
Обробка результатів опитувань експертів 
Експерти 
Фактори 
T 
x1 x2 … xi … xn 
1 a11 a12 … ai1 … an1 T1 
2 a21 a22 … ai2 … an2 T2 
… … … … … … … … 
j a1j a2j … aij … anj Tj 
… … … … … … … … 
m a1m a2m  aim … anm Tm 
R R1 R2 … Ri … Rn  jT  
 1 2 … i … n  
()2 (1)2 (2)2 … (i)2 … (n)2 s 
 
Величина коефіцієнту конкордації завжди лежить в межах [0; 1], причому 
значення  = 1 свідчить повну узгодженість думок експертів, а  = 0 про повну 
неузгодженість. При значеннях  відмінних від 0 і 1 для встановлення 
узгодженості думок експертів з заданим рівнем значущості q використовують 
перевірку гіпотези про значущість коефіцієнта конкордації. Така статистична 
гіпотеза перевіряється за критерієм 2 (хі-квадрат). Доведено, що величина 
m(k – 1)ω має χ2-розподіл з числом степенів вільності f = n – 1. Таким чином, 
розрахункове значення критерію χ2 визначається за формулою: 
 
 )1(2р  nm . 
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Табличне значення критерію ( 2т ) обирається для рівня значущості q і 
числа ступенів вільності f = n – 1. Таблиця значень критерію χ2 та способи його 
одержання наведені в додатках до цього видання. Гіпотеза про значущість 
коефіцієнта конкордації приймається, якщо розрахункова значення критерію 
перевищує табличне ( 2т
2
р  ). В цьому випадку думки експертів можна 
вважати узгодженими, інакше неузгодженими.  
У випадку, якщо думки експертів узгоджені, значущі фактори відбирають 
за апріорною діаграмою рангів. Для її побудови фактори впорядковують за 
зростанням їх суми рангів, а потім по осі абсцис відкладають фактори, а по осі 
ординат – відповідні суми рангів.  У випадку, якщо розподіл сум рангів 
приблизно рівномірний, в подальшому дослідженні необхідно враховувати всі 
фактори, в іншому випадку частину факторів, що мають найбільші сумарні 
ранги, можна виключити з подальшого дослідження.  
 Не рекомендується приймати рішення про виключення факторів з 
подальшого дослідження у випадку, якщо думки експертів не узгоджені 
(гіпотезу про значущість коефіцієнта конкордації відкинуто). В такому випадку 
доцільно провести бесіди з експертами для з’ясування причин розбіжностей.  
Приклад 2.3. Чотирьом експертам запропоновано проранжувати 
дванадцять факторів, що впливають на процес виробництва соляної кислоти 
методом зануреного горіння. Фактори визначали умови проведення різних 
стадій процесу. Результати ранжування зведені в табл. 2.2: 
 
Таблиця 2.2 
Результати опитувань експертів (приклад 2.3) 
Експерти 
Фактори 
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 
1 5 5 7 2 8 5 1 12 3 11 9,5 9,5 
2 6,5 5 6,5 4 9 3 2 11,5 1 11,5 10 8 
3 8 4 7 5 6 2 2 11 2 12 9 10 
4 5,5 5,5 5,5 3 8 5,5 1 12 2 11 10 9 
 
За результатами апріорного ранжування необхідно відсіяти малозначущі 
фактори.  
За умовою завдання m = 4, n = 12.  
Першим експертом поставлено 2 і 3 однакові ранги (однакові ранги 
приписані факторам x11, x12 і факторам x1, x2, x6): 
 
T1 = (2
3 – 2) + (33 – 3) = 30, 
 
аналогічно знаходимо: 
 
T2 = (2
3 – 2) + (23 – 2) = 12, 
T3 = (3
3 – 3) = 24, 
T4 = (4
3 – 4) = 60. 
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Результати розрахунку для пошуку коефіцієнта конкордації зведемо в 
таблицю (табл. 2.3):  
 
Таблиця 2.3 
Обробка результатів опитувань експертів (приклад 2.3) 
m 
Фактори 
Т 
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 
1 5 5 7 2 8 5 1 12 3 11 9,5 9,5 30 
2 6,5 5 6,5 4 9 3 2 11,5 1 11,5 10 8 12 
3 8 4 7 5 6 2 2 11 2 12 9 10 24 
4 5,5 5,5 5,5 3 8 5,5 1 12 2 11 10 9 60 
R 25 19,5 26 14 31 15,5 6 46,5 8 45,5 38,5 36,5 126 
 -1 -6,5 0 -12 5 -10,5 -20 20,5 -18 19,5 12,5 10,5   
()2 1 42,25 0 144 25 110,25 400 420,25 324 380,25 156,25 110,25 2113,5 
 
За формулою (2.4) розрахуємо коефіцієнт конкордації: 
 








1264)1212(4
5,211312
)(
12
32
1
32
m
j
jTmnnm
s
 0,907. 
 
Перевіримо гіпотезу про значущість коефіцієнта конкордації. Приймемо 
рівень значущості при перевірці гіпотези q = 0,025. Табличне значення 
критерію χ2 для числа ступенів вільності f = 12 – 1 = 11 і рівня значущості 0,025 
складає 2т  = 21,92. Розрахункове значення критерію: 
 
 907,0)112(4)1(2р nm 39,91. 
 
Таким чином, гіпотеза про значущість коефіцієнта конкордації 
приймається і думки експертів можна вважати узгодженими. Побудуємо 
апріорну діаграму рангів (рис. 2.1). 
З даної діаграми видно, що однозначно розділити фактори на значущі и 
малозначущі не вдається. Найменш значущими виявилися фактори x10 і x8, 
також малозначущими експерти визнали фактори x11, x12 і, можливо, x5, які 
можна виключити з подальшого досліджень. Фактори x7, x9, x4, x6, x2 визнані 
експертами значущими, і їх варто залишити в дослідженні. Значущість факторів 
x1, x3 потребує додаткової перевірки.  
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Рисунок 2.1 – Апріорна діаграма рангів (приклад 2.3) 
 
Перевагою даного підходу до виявлення значущих факторів є відсутність 
фізичних експериментів, що в більшості випадків дозволяє зекономити час і 
кошти на дослідження. Недоліком такого підходу є визначальний вплив на 
результат так званого “людського фактору”, тобто  суб’єктивність одержаних 
результатів, а також неможливість в усіх випадках одержати однозначну 
відповідь щодо значущості факторів. 
 
 
2.3. Кореляційний аналіз експериментальних даних 
 
Розглянутий вище підхід до визначення значущих і незначущих факторів 
можна застосовувати навіть при повній відсутності експериментальних 
результатів у дослідника. Якщо такі результати є, наприклад, одержані при  
пробному пуску, настроювання, або попередньої експлуатації досліджуваного 
об’єкту, то варто спробувати провести відбір факторів на їх основі. Такий 
підхід більш математично обґрунтований і менш залежний від суб’єктивних 
думок експертів.  
Припустимо, в результаті попередньої  експлуатації об’єкту дослідження 
одержано деякий набір пар значень (a1i; a2i), Ni ,1  двох досліджуваних 
величин А1 і А2. Необхідно встановити, чи існує між цими величинами лінійний 
кореляційній зв’язок. Описана задача має назву задачі кореляційного аналізу і в 
експериментально-статистичному моделюванні вона виникає в двох випадках, а 
саме: 
– величини А1 і А2 планується включити в дослідження як фактори і необхідно 
перевірити, чи дійсно ці величини не корельовані (див. п. 1.3); 
– одну з величин, наприклад А1, пропонується включити в дослідження як 
фактор, а другу, А2, як функцію відгуку при побудові моделі першого 
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порядку і необхідно перевірити чи є вплив фактору на функцію відгуку 
значущим. 
З математичної точки зору такий набір пар значень є двома вибірками 
випадкових величин, а задача кореляційного аналізу зводиться до визначення 
вибіркового коефіцієнту кореляції між ними та перевірки гіпотези про його 
значущість. Вибірковий коефіцієнт кореляції обчислюється за формулою: 
 
 
21
21
1
2121
aa
N
i
ii
AA
sNs
aaaa
r



 ;      (2.4) 
 
де N – кількість пар значень величин (a1i; a2i); 21, aa  – вибіркові середні, 
21
, aa ss  – “уточнені” вибіркові середньоквадратичні відхилення, що 
визначаються за формулами: 
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Вибірковий коефіцієнт кореляції дає спроможну оцінку генерального 
коефіцієнта кореляції, тобто якщо вибірковий коефіцієнт кореляції значущий (з 
заданим рівнем значущості q), то генеральний коефіцієнт кореляції відмінний 
від нуля, і, відповідно, дві величини корельовані. Гіпотеза про значущість 
вибіркового коефіцієнта кореляції перевіряються за статистичним критерієм 
Ст’юдента. Розрахункове значення критерію обчислюється за формулою: 
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Табличне значення критерію Стюдента (tт) обирається для заданого рівня 
значущості q і числа ступенів вільності f = N – 2. В разі, коли tт < tр, вибірковий 
коефіцієнт кореляції вважають значущим, генеральний коефіцієнт кореляції 
відмінний від нуля і, відповідно величини А1 і А2 корельовані, інакше 
некорельовані.  
Зрозуміло, що якщо величини А1 і А2 корельовані, то їх неприпустимо 
одночасно використовувати як фактори. В той же час не припустимо 
використовувати одну з величин як фактор, а другу як функцію відгуку при 
побудові моделі першого порядку, якщо за результатами кореляційного аналізу 
вони визнані не корельованими. 
 Останнє твердження стосується лише моделей першого порядку. 
Коефіцієнт кореляції, як відомо, оцінює величину лише лінійного 
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кореляційного зв'язку, тому, якщо ступінь зв’язку між величинами  А1 і А2 
значна (аж до функціонального), але при цьому сам зв’язок суттєво нелінійний, 
то за результатами кореляційного аналізу вони можуть бути визнані не 
корельованими, будучи при цьому залежними. 
Приклад 2.4. Досліджувався процес зневоднення та грануляції розчинів 
сульфату амонію у псевдозрідженому шарі. Для експериментально-
статистичного моделювання процесу планується використати такі фактори: 
температура теплоносія на вході в апарат – Твх, С; температура 
псевдозрідженого шару – Тш, С. Запланована вихідна змінна – вихід 
гранульованого продукту – , %, тобто частка речовини, що переходить у 
гранули. Попередня експлуатація установки показала наступні результати 
(табл. 2.4): 
 
Таблиця 2.4 
Результати попередньої експлуатації установки (приклад 2.4) 
Твх, С 202,9 205,6 202,4 206,0 204,1 203,3 204,7 208,1 203,5 204,6 202,9 
Тш, С 95,2 94,2 94,9 94,2 94,6 93,5 93,9 92,6 96,5 95,1 95,2 
, % 69,4 66,0 72,1 91,3 69,1 90,4 80,9 86,1 70,7 83,5 69,4 
 
Визначити: 
– чи можна одночасно використовувати в якості факторів Твх і Тш? 
– чи можна при побудові експериментально-статистичної моделі першого 
порядку використовувати Твх і Тш як фактори при функції відгуку ? 
Приймемо рівень значущості q = 0,05. Позначимо Твх як х1, Тш як х2,  як у. 
Об’єм вибірок N = 12. За формулами (2.5) обчислимо вибіркові середні та 
вибіркові дисперсії кожної з величин: 
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Розрахуємо значення вибіркових коефіцієнтів кореляції між кожною з пар 
величин. 
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Табличне значення критерію Ст’юдента для рівня значущості q = 0,05 і 
числа ступенів вільності f = 12 – 2 = 10 становить tт = 2,228. Розрахункові 
значення критерію: 
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Всі розраховані значення критерію Стюдента виявилися меншими за 
табличне, отже гіпотези про значущість всіх коефіцієнтів кореляції відкидаємо. 
Таким чином, величини Твх і Тш можна одночасно використовувати в якості 
факторів, але обидві не можуть бути факторами при побудові моделі першого 
порядку для функції відгуку .  
 
 
2.4. Дисперсійних аналіз експериментальних даних 
 
Іншим підходом при виділенні факторів на об’єкті дослідження може бути 
підхід, що спирається на властивість адитивності дисперсій результуючих  
величин об’єкту дослідження. Ця властивість передбачає, що дисперсія будь-
якої результуючої величини в експериментальному дослідженні, зокрема 
дисперсія функції відгуку, може розкладатися на дві частини – випадкову 
складову дисперсії і дисперсію, зумовлену впливом незалежних факторів.  
 При проведенні дисперсійного аналізу незалежність факторів є 
обов’язковою умовою. Якщо у дослідника виникають сумніви щодо 
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незалежності окремих факторів, варто попередньо перевірити їх, 
скориставшись, наприклад, кореляційним аналізом (див. п. 2.3). 
 Випадкова складова дисперсії функції відгуку називається помилкою 
досліду або дисперсією відтворюваності.  
Існують варіації алгоритму дисперсійного аналізу для оцінки впливу 
кожного окремого фактору – однофакторного дисперсійного аналізу – і оцінки 
впливу одразу декількох факторів – багатофакторного дисперсійного аналізу, 
які детально розглянуті нижче.  
Примітка: в експериментально-статистичному моделюванні інколи окремо виділяють 
двофакторний дисперсійний аналіз. Проте в цьому виданні він не розглядається, бо є, 
фактично, окремими випадком багатофакторного дисперсійного аналізу.  
 
 
2.4.1. Однофакторний дисперсійний аналіз 
 
Ступінь впливу на функцію відгуку кожного окремого фактору може 
оцінюватись за дисперсійним аналізом наступним чином. Припустимо, що 
деякий фактор X, значущість якого потрібно перевірити, може приймати N 
фіксованих рівнів. На кожному з рівнів фактора проведено m дослідів і 
виміряємо значення показника якості Y. На практиці для дисперсійного аналізу 
експериментальні результати частіше всього групують, користуючись даними 
попередніх досліджень. Результати експериментів або групування даних 
зводять в таблицю (табл. 2.5) 
 
Таблиця 2.5 
Початкові дані для однофакторного дисперсійного аналізу 
Рівні 
фактора 
Значення вихідної змінної в дослідах 
1 2 ... j ... m 
1 y11 y12 ... y1j ... y1m 
2 y21 y22 ... y2j ... y2m 
... ... ... ... ... ... ... 
i yi1 yi2 ... yij ... yim 
... ... ... ... ... ... ... 
N yN1 yN2 ... yNj ... yNm 
 
Як уже зазначалося, однофакторний дисперсійний аналіз передбачає 
розкладання загальної дисперсії ( 2загS ) на дві складові: зумовлену впливом 
фактору X (SX2) і випадкову (
2
0S ).  
 Розкладання дисперсії на складові не означає просте математичне 
розділення її на дві частини, зокрема рівність 20
22 SSS X заг  в загальному 
випадку не буде виконуватися, тому що ступені вільності дисперсій, що 
входять в неї, різні.  
Загальна дисперсія характеризує відхилення значень всіх дослідів (yij) від 
загального середнього ( y ): 
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число ступенів вільності загальної дисперсії fзаг = Nm – 1.  
Дисперсія, зумовлена впливом фактору X, характеризує відхилення 
значень середніх за серіями дослідів на кожному рівні фактора ( Nyyy ,...,, 21 ) 
від загального середнього: 
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число ступенів вільності цієї дисперсії fX = N – 1.  
Дисперсія відтворюваності характеризує відхилення всіх дослідів від 
середніх за серіями на кожному рівні фактора: 
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число ступенів вільності дисперсії відтворюваності f0 = N(m – 1). 
Розрахунок дисперсій значно спрощується якщо попередньо розрахувати 
так звані «першу», «другу» і «третю» суми: 
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а потім обчислити дисперсії за формулами: 
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Якщо 20S  > 
2
XS , то випадкова складова експерименту переважає, і 
досліджуваний фактор явно незначущий. Подальші розрахунки в такому 
випадку можна не проводити. В іншому випадку задача дисперсійного аналізу 
зводиться до перевірки з заданим рівнем значущості q гіпотези про 
однорідність факторної дисперсії і дисперсії відтворюваності за статистичним 
критерієм Фішера. Розрахункове значення критерію обчислюється:  
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Табличне значення критерію (Fт) обирається для заданого рівня значущості 
q і числа ступенів вільності fX і f0. В разі, коли Fт < Fр, гіпотеза про однорідність 
дисперсій відхиляється, дисперсії різняться значуще і, відповідно, вплив 
фактора X вважають значущим, інакше незначущим. 
Приклад 2.5. Досліджувався процес коагуляції суспензії, що протікає в 
водних середовищах з метою встановлення впливу кислотності середовища 
(рН) на час повного осадження зважених часток суспензії (t, год). Результати 
спостережень за процесом осадження зважених часток зведено в таблицю (табл. 
2.6): 
 
Таблиця 2.6 
Результати спостереження за часом повного осадження суспензії (приклад 2.5) 
рН t, год 
5,5 1,8 2,2 2,6 
6,0 2,9 3,3 2,9 
6,5 3,1 3,4 2,7 
7,0 3,3 3,5 3,0 
 
Встановити, чи значущий за рівня значущості q = 0,05 вплив рН 
середовища на швидкість осадження часток суспензії.  
За умовою завдання m = 3, N = 4. Розрахуємо «першу», «другу» і «третю» 
суми: 
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Розрахуємо дисперсії: 
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Числа ступенів вільності дисперсій становлять:  
 
fзаг = Nm – 1 = 4  3 – 1 = 11; 
fX = N – 1 = 4 – 1 = 3; 
f0 = N(m – 1) = 4  (3 – 1) = 8. 
 
Табличне значення критерію Фішера для рівня значущості q = 0,05 і числа 
ступенів вільності fX = 3 і f0 = 8 становить Fт  4,066. Розрахункове значення 
критерію: 
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Таким чином, Fт < Fр, гіпотеза про однорідність дисперсій відкидається, 
вплив фактору Х значуще відрізняється від похибки досліду, і, відповідно, сам 
фактор значущий.  
 
 
2.4.2. Багатофакторний дисперсійний аналіз 
 
Більш універсальну форму подання плану експерименту та можливість 
дослідження впливу необмеженої кількості факторів на функцію відгуку 
передбачає процедура багатофакторного дисперсійного аналізу. Припустимо, 
необхідно перевірити значущість n факторів, причому кожен з них приймає в 
експерименті певну неоднакову кількість рівнів фіксації pu ( nu ,1 ). Загальна 
кількість комбінацій рівнів факторів, тобто кількість точок в плані 
багатофакторного дисперсійного аналізу складає N і в кожній з точок 
проведено або згруповано за результатами попередніх експериментів по m 
паралельних дослідів по визначенню функції відгуку Y. Причому кількість 
паралельних дослідів передбачається однаковою в усіх точках і план 
експерименту не містить однакових точок.  
 На етапі дисперсійного аналізу не важливо яким критеріям відповідає 
план експерименту.  
В багатофакторному дисперсійному аналізі загальну дисперсію 
розкладають на дисперсію відтворюваності і дисперсій, зумовлені впливом 
кожного з факторів, тобто на (n + 1) дисперсію. Алгоритм багатофакторного 
дисперсійного аналізу принципово не відрізняється від викладеного в 
попередньому пункті алгоритму однофакторного аналізу. Порядок його 
проведення наступний. Розрахуємо суми ss1, ss4 і загальну суму SSзаг: 
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де N – кількість експериментальних точок; m – кількість паралельних дослідів; 
yij – значення вихідної змінної для i-ї експериментальної точки j-го 
паралельного досліду. 
Дисперсія кожного фактора розраховується за формулою: 
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де 
ux
ss  – середньоквадратична факторна сума. Число ступенів вільності цієї 
дисперсії 1 ux pf u .  
Середньоквадратична факторна сума являє собою суму квадратів різниць 
між умовним середнім значенням функції відгуку, за умови що досліджуваний 
фактор знаходиться на i-ому рівні ( )(i
xu
y ) і загальним середнім значенням 
функції відгуку ( y ): 
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Розрахунок дисперсії відтворюваності проводиться наступним чином. 
Якщо присутні паралельні досліди (m > 1), то дисперсія відтворюваності ( 20S ) і 
кількість її ступенів вільності (f0) розраховують за формулами: 
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Якщо паралельні досліди відсутні (m = 1) то: 
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За аналогією з одно факторним дисперсійним аналізом, у випадку, якщо 
дисперсія якогось з факторів менша за дисперсію відтворюваності 20S  > 
2
ux
S , то 
вплив фактору одразу визнається незначущим. В іншому випадку значущість 
кожного з факторів xu ( nu ,1 ) визначається шляхом перевірки гіпотези про 
однорідність дисперсії фактору і дисперсії відтворюваності з заданим рівнем 
значущості q за статистичним критерієм Фішера. Розрахункове значення 
критерію обчислюється до кожного з факторів за формулою: 
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Табличне значення критерію ( )(т
uxF ) обирають для заданого рівня 
значущості q і числа ступенів вільності і числа ступенів вільності 
ux
f  і 0f . 
Фактор визнається значущим, якщо гіпотеза про однорідність дисперсій 
відкидається ( )(p
uxF  > 
)(
т
uxF ). 
 Кількість рівнів кожного з факторів в дисперсійному аналізі в загальному 
випадку неоднакова, а отже числа ступенів вільності дисперсії кожного з 
факторів, і, відповідно, табличні значення критерію Фішера можуть 
відрізнятися. 
Приклад 2.6. Досліджувався процес одержання взаємопроникаючих 
поліуритан-поліефірні структур, що формується з суміші поліуретанового 
компоненту зі стиролом і затвердюючим агентом. Фактори процесу зведено в 
таблицю (табл. 2.7): 
 
Таблиця 2.7 
Досліджувані фактори (приклад 2.6.) 
Фактор Визначення 
Рівні фіксації 
1 2 3 4 
x1 Вміст поліуретану, % 10 20 30 – 
x2 Вміст стиролу, % 10 20 30 40 
x3 Тип початкової суміші * ПК, СД ПК, СК ПД, СК ПД, СД 
П – поліуретан, С – стирол; індекси: К – крупномелений, Д – дрібномелений. 
 
Функцією відгуку обране зусилля, що потрібне для руйнування зразка 
композиту (y). За результатами попереднього дослідження, дані згруповані в 
таблицю (табл. 2.8). Необхідно за рівня значущості q = 0,1 перевірити 
значущість впливу вказаних факторів на функцію відгуку. 
За умовою завдання прикладу число експериментальних точок N = 30, 
число факторів n = 3, число паралельних дослідів m = 1. Розрахуємо суми: 
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Результати розрахунків для визначення 
дисперсій факторів і перевірки гіпотези про їх 
значущість зведемо в таблицю (табл. 2.9). 
Дисперсію відтворюваності розраховано за для 
випадку відсутності паралельних дослідів, число 
ступенів вільності дисперсії відтворюваності: 
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Для фактору x1 виділено три рівні фіксації, 
для факторів x2 і x3 по чотири, отже табличні 
значення критерію Фішера для них різні. За 
результатами дисперсійного аналізу встановлено, 
що вплив факторів x1 і x2 значущий, а фактору x3 
незначущий. 
 
 
 
 
 
 
Таблиця 2.9 
Результати розрахунків дисперсій факторів і перевірки гіпотези про їх значущість  
(приклад 2.6.) 
Фактор 
ux
f  
ux
ss  2
ux
S  2
0S  Fp Fт 
x1 2 49,542 24,771 
3,819 
6,486 2,575 
x2 3 41,618 13,873 3,632 2,365 
x3 3 20,015 6,6717 1,747 2,365 
 
 
2.5. Прийняття рішень за результатами попереднього експерименту 
 
Очевидно, що за результатами попереднього експерименту неможливо 
приймати інженерні рішення щодо умов проведення процесу, оптимальних 
значень факторів, тощо. Провівши обробку результатів попереднього 
експерименту, дослідник повинен прийняти два рішення, які будуть 
Таблиця 2.8 
Результати групування даних 
(приклад 2.6.) 
Рівні фіксації 
y 
x1 x2 x3 
1 1 4 4,7 
2 1 4 9,49 
3 1 4 3,58 
1 1 3 10,4 
2 1 3 3,29 
3 1 2 1,8 
1 1 1 6,06 
2 1 1 7,03 
1 2 4 5,94 
2 2 4 7,6 
3 2 4 1,75 
3 2 3 2,49 
1 2 2 4,29 
3 2 2 0,69 
1 2 1 6,86 
2 2 1 6,67 
3 2 1 5,35 
3 3 4 1,42 
1 3 3 4,69 
2 3 3 1,56 
3 3 3 2,8 
1 3 2 6,67 
2 3 2 3,31 
3 3 1 4,14 
1 4 4 4,03 
2 4 4 4,43 
1 4 3 0,96 
2 4 2 1,06 
2 4 1 4,01 
3 4 1 0,77 
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стосуватися основного експерименту. Перше рішення має стосуватися порядку 
експериментально-статистичної моделі, тобто ступеню майбутнього поліному. 
Друге рішення буде стосуватися самих факторів, які будуть вводитися в 
експериментально-статистичні моделі на етапі основного експерименту. 
Порядок майбутньої експериментально-статистичної моделі залежить 
перш за все від задачі всього дослідження. Очевидно, що якщо в дослідженні 
ставиться на меті оцінити вплив факторів на функції відгуку об’єкту, то слід 
обрати експериментально-статистичну модель першого порядку. Для задач 
оптимізації процесу, задач оптимального варіювання параметрів, оцінки 
поверхні відгуку, тощо слід використовувати моделі другого порядку. 
Використання моделей третього и вищих порядків в задачах типу “технологія – 
властивості” недоцільне і на практиці майже не використовується, перш за все 
через значний обсяг експериментальних даних, потрібних для їх побудови при 
незначному збільшенні якості моделювання.  
Проте, не завжди доцільно переходити одразу до експериментально-
статистичного моделювання з використанням моделі другого порядку. Адже за 
такими моделями можна одержати добрі результати, якщо області варіювання 
факторів близькі до областей екстремуму. Якщо ж дослідник не володіє 
інформацією про розміщення області екстремуму процесу, то доцільно 
провести експерименти і побудувати модель першого порядку, а потім за її 
допомогою рухатися до навколоекстремальної області.  
Обирати фактори, які будуть вводитися в експериментально-статистичні 
моделі слід базуючись на їх значущості і кількості. Зрозуміло, що в основний 
експеримент потрібно вводити найбільш значущі фактори, проте їх кількість не 
повинна бути як невиправдано малою, так і невиправдано великою.  Навряд чи 
буде доцільним включати в основний експеримент менше трьох або більше 
шести факторів. Проте таке твердження не є правилом. 
Розберемо деякі ситуації, що часто зустрічаються в практиці прийняття 
рішень за результатами попереднього експерименту і дамо рекомендації щодо 
дій дослідника. 
Ситуація 1. Попередні експериментальні дослідження для даного об’єкту 
відсутні, значущість факторів визначалася за результатами апріорного 
ранжування. 
Рекомендації. В дослідження слід включити максимально можливу 
кількість факторів, що визначені експертами як значущі. Якщо таких факторів 
занадто багато або є сумніви щодо їх значущості потрібно провести деяку 
кількість експериментів на об’єкті і обробити їх результати за допомогою 
процедур кореляційного і регресійного аналізу. В таких випадках краще обрати 
експериментально-статистичну модель першого порядку і приймати подальші 
рішення за її допомогою. 
Ситуація 2. Якість експериментальних даних на об’єкті не забезпечена. 
Дослідне значення функції відгуку не відповідає стандартному, або не 
забезпечується відтворюваність дослідів.  
Рекомендації. В такій ситуації перш за все треба виявити основні причини 
невідповідностей. Такі причини умовно поділяються на дві групи: спричинені 
самим об’єктом дослідження і ті, що спричинені особливостями дослідження. 
Наприклад, об’єкт дослідження може працювати ненадійно або нестабільно. 
 39 
Серед причин, що викликані проведеним дослідженням можуть бути: 
несправність або недостатній клас точності вимірювальної апаратури, 
недостатня кваліфікація обслуговуючого персоналу, неправильно обрана 
методика аналізів або вимірювань. В такому випадку подальші дослідження 
рекомендується припинити до усунення зазначених причин.  
Крім того, така ситуація може виникнути, якщо в дослідженні не 
враховано принаймні один значущий фактор. В цьому випадку слід 
переглянути вхідні змінні об’єкту дослідження, а за необхідності звернутися до 
результатів досліджень подібних об’єктів або порадитися з фахівцями.  
Ситуація 3. За результати як дисперсійного, так і кореляційного аналізу 
виявлено малу кількість значущих факторів. 
Рекомендації. Така ситуація може виникнути у випадках, якщо не 
враховані деякі значущі фактори об’єкту, як це описано вище. Крім того, така 
ситуація може виникнути, якщо прийняті занадто малі інтервали варіювання 
досліджуваних факторів. В такому випадку доцільно провести деяку кількість 
експериментів з більшим відхиленням значень досліджуваних факторів від 
середнього і повторити процедуру аналізу. 
Ситуація 4. За результатами як дисперсійного, так і кореляційного аналізу 
одні і ті самі фактори визнаються значущими.  
Рекомендації. В області проведення досліджень залежність фактором і 
функціями відгуку носить лінійний характер. Доцільно перейти до побудови 
моделі першого порядку для значущих факторів.  
Ситуація 5. Кореляційний аналіз показав що фактор незначущий, а 
дисперсійний аналіз що фактор значущій. 
Рекомендації. В області досліджень залежність між фактором і функціями 
відгуку носіть нелінійний характер. Якщо така ситуація виникає з переважною 
більшістю факторів, що включаються в основний експеримент можна перейти 
одразу до побудови моделі другого порядку.  
Описані ситуації є найбільш типовими, проте не виключними. Загалом, 
правильність прийняття рішень за результатами попереднього експерименту 
залежить від досвіду дослідника як у використанні методів експериментально-
статистичного моделювання, так і в знанні і розумінні самого об’єкту 
дослідження.  
 
 
Контрольні запитання до розділу: 
1. В чому полягає перевірка якості експериментальних даних?   
2. Які гіпотези застосовуються для перевірки якості експериментальних 
даних? Що перевіряють за кожною з них? Які статистичні критерії при 
цьому застосовуються?  
3. Опишіть алгоритми вирішення основних задач, що розв’язуються при 
перевірці якості та надійності експериментальних даних. 
4. Що таке кореляційний аналіз? Які задачі розглядаються в кореляційному 
аналізі? Для перевірки виконання яких вимог застосовують кореляційний 
аналіз? 
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5. Вкажіть джерела експериментальних даних для проведення 
кореляційного аналізу. 
6. Які висновки роблять за результатами кореляційного аналізу? 
7. Що таке дисперсійний аналіз? однофакторний дисперсійний аналіз? 
багатофакторний дисперсійний аналіз? 
8. Які задачі розв’язуються в однофакторному та багатофакторному  
дисперсійноих аналізах? Опишіть алгоритм розв’язку цих задач. 
9. Вкажіть джерела експериментальних даних для проведення 
дисперсійного аналізу. Яким вимогам мають відповідати ці дані? 
10. Які рішення приймаються за результатами попрееднього експерименту ? 
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3. Плани експерименту та експериментально-статистичні моделі першого 
порядку 
 
3.1. Експериментально-статистична модель першого порядку 
 
Найпростішою та історично першою спробою експериментально-
статистичного описання об’єктів хімічної технології є побудова моделей у 
вигляді поліномів першого ступеня відносно досліджуваних факторів.  
 Експериментально-статистичною моделлю першого порядку (лінійною 
експериментально-статистичною моделлю) називається така поліноміальна 
модель, в яку всі фактори входять лише в першому ступені. 
 Зазначимо, що в даному випадку мова іде саме про ступінь кожного окремо 
фактора. В модель першого порядку можуть входити доданки, які містять 
добутки двох і більшої кількості різних факторів. Причому, в такі добутки 
кожен з факторів може входити лише в першому ступені. 
Такі моделі мають ряд очевидних переваг, зокрема окрім згаданих уже 
простоти побудови та інтерпретації, вони потребують відносно невеликої 
кількості дослідів для визначення коефіцієнтів, а також дозволяють однозначно 
визначити вплив кожного з досліджуваних факторів на параметр оптимізації. В 
загальному вигляді модель першого порядку набуває вигляду: 
 



n
i
ii xbby
1
0ˆ ,       (3.1) 
 
де b0 – вільний член моделі, bi – коефіцієнти моделі. 
Встановлення числових значень коефіцієнтів є однією з задач 
експериментально-статистичного моделювання. Очевидно, що кількість 
коефіцієнтів bi буде відповідати кількості факторів, які вводяться до моделі. 
Так, для двох факторів загальний вигляд моделі першого порядку буде таким: 
 
22110ˆ xbxbby  , 
 
для трьох факторів модель набуде вигляду: 
 
3322110ˆ xbxbxbby  .    (3.2) 
 
відповідно, для розрахунку значень коефіцієнтів таких моделей мінімально 
необхідна кількість дослідів, відповідно, три і чотири, причому кожен з 
факторів має фіксуватися щонайменше на двох рівнях. 
Проте, зазвичай кількість експериментів, що проводиться при дослідженні, 
дозволяє провести розрахунок більшої кількості коефіцієнтів. Тому, для більш 
точного опису процесу та повнішого використання експериментальних даних у 
модель можуть вводитись парні ефекти взаємодії факторів, і тоді модель 
набуває вигляду: 
 42 
  


 

n
i
n
i
n
ij
jiijii xxbxbby
1
1
1 1
0ˆ .     (3.3) 
 
Примітка: в деяких джерелах моделі виду (3.3) називають моделями неповного другого 
порядку, за подібністю їх до моделей другого порядку, що розглядаються в главі 4. 
для випадку трьох факторів така модель набуде вигляду: 
 
3223311321123322110ˆ xxbxxbxxbxbxbxbby  .  (3.4) 
 
Для розрахунку значень коефіцієнтів таких моделей мінімально необхідна 
кількість дослідів, звичайно, більша, ніж в попередньому випадку і складає 
чотири і сім відповідно. Фіксація кожного з факторів на двох рівнях в цьому 
випадку також цілком достатня. 
Допускається введення до експериментально-статистичної моделі також 
ефектів взаємодії третього і більших порядків. Зокрема, для трьох факторів 
експериментально-статистична модель першого порядку набуде вигляду: 
 
3211233223311321123322110ˆ xxxbxxbxxbxxbxbxbxbby   
 
Проте, на практиці такі моделі застосовуються нечасто з декількох причин. 
Перш за все, для розрахунку додаткових коефіцієнтів потрібно проводити 
додаткові досліди, що не завжди виправдано, перед усім економічно. Крім того, 
ефекти взаємодії високих порядків важко піддаються інтерпретації з 
технологічної точки зору. 
 Кожен окремий доданок моделі, що складається коефіцієнта і змінних 
при ньому називається регресором. 
Числові значення коефіцієнтів моделі, як уже зазначалося, розраховують за 
результатами експериментів. Така задача називається задачею ідентифікації і є 
складовою частиною процедури регресійного аналізу. Зрозуміло, що оцінки 
значень коефіцієнтів повинні відповідати певним статистичним критеріям, 
перед усім бути статистично ефективними. Для забезпечення одержання таких 
оцінок коефіцієнтів, експерименти мають проводитись не безладно, а за певною 
оптимальною схемою – планом експерименту. Для побуди моделей першого 
порядку найчастіше застосовують плани повного факторного експерименту 
(ПФЕ) та дробового факторного експерименту (ДФЕ). 
 
 
3.2. Плани повного факторного експерименту 2n 
 
Для побудови експериментально-статистичної моделі першого порядку, 
зрозуміло, потрібен план експерименту, що передбачав би варіацію всіх 
факторів на двох рівнях. Для повноти охоплення області варіювання кожного з 
факторів, доцільним буде обрання для цього верхнього та нижнього рівнів 
фактора. Очевидно, що найбільш повним способом охоплення всієї області 
варіювання факторів буде той, в якому передбачаються всі можливі комбінації 
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верхніх і нижніх рівнів кожного з досліджуваних факторів. З математичної 
точки зору це будуть всі можливі в n-мірному факторному просторі комбінації 
точок, кожна з координат яких в кодованій формі має значення лише або “+1” 
або “–1”. 
 Множина всіх можливих сполучень верхнього і нижнього рівнів 
факторів називається повним факторним планом або планом повного 
факторного експерименту 2n(ПФЕ 2n). 
Запис 2n означає, що в план вводяться  n факторів, які варіюються на двох 
рівнях. Загальна кількість точок у такому плані експерименту буде визначатися 
за формулою: 
 
N = 2n. 
 
Матриці планів ПФЕ для числа факторів n = 2 і n = 3 наведено в табл. 3.1 і 
3.2. Графічно ПФЕ 22 представлено на рис. 3.1.  
 
 
Рисунок 3.1. Графічне представлення ПФЕ 22 
 
Графічне представлення ПФЕ 23 буде являти 
собою куб, ПФЕ 24 – чотиривимірний гіперкуб і т. 
д. Порівнюючи таблиці 3.1 і 3.2, можна помітити 
що матриці планів “вкладаються” одна в одну. В 
ПФЕ 23 (табл. 3.2) елементи перших двох рядків і 
стовпців являють собою ПФЕ 22. Ця тенденція 
зберігається для всіх планів ПФЕ. Наглядно вона представлена в табл. 3.4. 
Не має сенсу запам’ятовувати значення елементів матриці плану ПФЕ. 
Будь-який план ПФЕ можна швидко побудувати, користуючись прийомом, 
характерним для запису послідовностей чисел в двійковій системі: в першому 
стовпці (фактор x1) значення “+1” і “–1” змінюються почергово, в другому 
стовпці (фактор x2) чергуються по два елементи, в третьому (фактор x3) по 
чотири елементи, в четвертому по вісім і так далі (див. табл. 3.3, 3.4). 
План ПФЕ 2n має ряд властивостей, що свідчать про його оптимальність. 
Зупинимося на деяких з них: 
– симетричність, тобто сума всіх стовпців матриці плану дорівнює нулю, 
 
,0
1


N
u
iux  i = 1, 2, ..., n; 
 
Таблиця 3.1. 
План ПФЕ (n = 2) 
x1 x2 
1 1 
–1 1 
1 –1 
–1 –1 
 
Таблиця 3.2. 
План ПФЕ (n = 3) 
x1 x2 х3 
1 1 1 
–1 1 1 
1 –1 1 
–1 –1 1 
1 1 –1 
–1 1 –1 
1 –1 –1 
–1 –1 –1 
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– нормованість, тобто сума квадратів елементів будь-якого стовпця 
дорівнює кількості точок плану, 
 
Nx
N
u
iu 
1
2 , i = 1, 2, ..., n; 
 
– ортогональність, тобто сума попарних добутків елементів двох будь-яких 
різних стовпців дорівнює нулю, 
 
,0
1


N
u
juiu xx  i  j; i, j = 1, 2, ..., n; 
 
Примітка: наведене визначення ортогональності достатнє на даному етапі викладання 
матеріалу, проте дещо звужене. Більш детально про критерій ортогональності та способи 
його перевірки викладено в п. 4.3. 
 
Таблиця 3.3.  
Ієрархія планів повного факторного експерименту 
 П
Ф
Е
 2
5
 
П
Ф
Е
 2
4
  
 П
Ф
Е
 2
3
 
П
Ф
Е
 2
2
 
x1 x2 х3 x4 x5 
1 1 1 1 1 
–1 1 1 1 1 
1 –1 1 1 1 
–1 –1 1 1 1 
 1 1 –1 1 1 
 –1 1 –1 1 1 
 1 –1 –1 1 1 
  –1 –1 –1 1 1 
  1 1 1 –1 1 
  –1 1 1 –1 1 
  1 –1 1 –1 1 
  –1 –1 1 –1 1 
  1 1 –1 –1 1 
  –1 1 –1 –1 1 
  1 –1 –1 –1 1 
    –1 –1 –1 –1 1 
   1 1 1 1 –1 
   –1 1 1 1 –1 
   1 –1 1 1 –1 
   –1 –1 1 1 –1 
   1 1 –1 1 –1 
   –1 1 –1 1 –1 
   1 –1 –1 1 –1 
   –1 –1 –1 1 –1 
   1 1 1 –1 –1 
   –1 1 1 –1 –1 
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   1 –1 1 –1 –1 
   –1 –1 1 –1 –1 
   1 1 –1 –1 –1 
   –1 1 –1 –1 –1 
   1 –1 –1 –1 –1 
      –1 –1 –1 –1 –1 
 
Властивості симетричності та ортогональності забезпечують незалежність 
коефіцієнтів експериментально-статистичних моделей, побудованих на основі 
даних планів і, відповідно, допускають їх фізичну інтерпретацію. Порушення 
цих властивостей призводить до взаємної залежності оцінок коефіцієнтів і 
неможливості надання їм фізичного змісту. 
Після того, як план експерименту складений, він переводиться з кодованих 
координат в натуральні і передається на реалізацію. За результатами реалізації 
одержуються значення функцій відгуку в усіх точках плану.  
 
 
3.3. Процедура регресійного аналізу на основі ПФЕ 2n 
 
Після того, як одержані результати реалізації експерименту за планом 
ПФЕ, необхідно провести математичну обробку цих результатів, кінцевою 
метою якої є одержання адекватної експериментально-статистичної моделі 
виду (3.1) або (3.2). Проте, регресійний аналіз результатів експерименту не 
обмежується лише розрахунком значень коефіцієнтів, а включає в себе і інші 
етапи, без виконання яких не можна забезпечити статистично коректні 
результати розрахунків. 
Припустимо, що реалізовано план експерименту 23, в кожній точці якого 
проводилося рівно m паралельних дослідів (особливості статистичного аналізу 
ПФЕ з неоднаковою кількістю паралельних дослідів описані в наступному 
пункті). Результати такої реалізації представимо у вигляді таблиці (табл. 3.4). 
 
Таблиця 3.4 
План ПФЕ 23 з результатами реалізації 
x1 x2 x3 y 
1 1 1 y11 y12 … y1m 
–1 1 1 y21 y22 … y2m 
1 –1 1 y31 y32 … y3m 
–1 –1 1 y41 y42 … y4m 
1 1 –1 y51 y52 … y5m 
–1 1 –1 y61 y62 … y6m 
1 –1 –1 y71 y72 … y7m 
–1 –1 –1 y81 y82 … y8m 
 
Розглянемо задачу регресійного аналізу для побудови експериментально-
статистичних моделей виду (3.1) або (3.2) на їх основі. 
 
 
3.3.1. Оцінка відтворюваності дослідів 
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На першому кроці регресійного аналізу необхідно оцінити однорідність 
построкових дисперсій та розрахувати дисперсію відтворюваності дослідів. Для 
цього спочатку розраховують середні значення функції відгуку у кожному 
рядку. Ці величини мають суть умовних середніх: 
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де u – номер досліду, тобто порядковий номер точки плану експерименту; m – 
кількість паралельних дослідів. Построкові дисперсії визначають за формулою: 
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Очевидно, що число ступенів вільності всіх построкових дисперсій буде 
рівне f0 = m – 1. Гіпотезу про однорідність построкових дисперсій перевіряють 
за критерієм Кохрена. Розрахункове значення критерію обчислюють за 
формулою: 
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де 2maxuS  – максимальна серед построкових дисперсій, розрахованих за 
формулою (3.6). Табличне значення критерію Кохтена Gт обирають для числа 
ступенів вільності f1 = m – 1, f2 = N і рівня значущості q. Табличні значення 
критерію Кохрена подані в додатку до цього видання. Гіпотеза про 
однорідність построкових дисперсій приймається, якщо Gр < Gт.  
Якщо гіпотезу про однорідність построкових дисперсій відкидають, то це 
значить, що при реалізації експерименту допущено грубі помилки. В цьому разі 
статистичний аналіз моделі далі не проводять. Для подолання проблеми 
неоднорідності построкових дисперсій рекомендується повторити експеримент 
у тій точці плану, де построкова дисперсія виявилася найбільшою. Якщо 
гіпотезу про однорідність приймають, то на основі построкових дисперсій 
оцінюють дисперсію відтворюваності (похибку) дослідів за формулою:  
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Очевидно, що число ступенів вільності такої дисперсії буде f0 = N(m – 1).  
 Якщо відкинуто гіпотезу про однорідність построкових дисперсій, не 
можна визначати дисперсію відтворюваності дослідів за формулою (3.8). 
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Дисперсія відтворюваності у відповідності до цієї формули є усередненою 
величиною построкових дисперсій, а неоднорідні дисперсії за правилами 
математичної статистики усереднювати не можна. 
Приклад 3.1. Досліджувався процес одержання нейтрально-сульфітної 
напівцелюлози з деревини листяних порід. В якості сировини використані 
стружки деревини бука та тополі, в якості розчину для варіння – промисловий 
моносульфітний лужний розчин. Варіння проводять в лабораторних умовах на 
автоклаві, що обертається, з електричним підігрівом. Основні фактори процесу 
та їх межі варіювання подано в табл. 3.5. 
 
Таблиця 3.5 
Фактори процесу та межі їх варіювання (приклад 3.1) 
Фактор Визначення 
Нульовий 
рівень 
Інтервал 
варіювання 
x1 максимальна температура варіння, С 165 15 
x2 витрати лугу, % від сухої деревини 7 2 
x3 тривалість варіння при Тmax, хв. 40 10 
x4 співвідношення Na2SO3:Na2CO3 3,5:1 1 
 
Функцією відгуку процесу (y) прийнято вихід продукту, %. Процес 
описувався експериментально-статистичною моделлю першого порядку. План 
експерименту (ПФЕ 24) та результати його реалізації подано в табл. 3.6. 
 
Таблиця 3.6 
План експерименту та результати його реалізації (приклад 3.1) 
x1 x2 x3 x4 y 
–1 –1 –1 –1 91,4 92,6 
1 –1 –1 –1 67,9 72,5 
–1 1 –1 –1 87,5 92,1 
1 1 –1 –1 70,3 64,9 
–1 –1 1 –1 90,5 87,4 
1 –1 1 –1 68,1 66,1 
–1 1 1 –1 85,1 84,3 
1 1 1 –1 68,4 70,3 
–1 –1 –1 1 88,5 93,8 
1 –1 –1 1 69,8 66,2 
–1 1 –1 1 90,9 90,3 
1 1 –1 1 65,2 67,6 
–1 –1 1 1 88,5 89,2 
1 –1 1 1 69,7 72,4 
–1 1 1 1 86,9 82,4 
1 1 1 1 68,6 62,9 
 
Необхідно оцінити відтворюваність дослідів в експерименті. 
В даному випадку проводилося два паралельні досліди (m = 2). За 
формулою (3.5) розрахуємо середні значення функції відгуку, а за формулою 
(3.6) построкові дисперсії в кожній точці плану експерименту. Результати 
розрахунків зведено в табл. 3.7. 
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Таблиця 3.7 
Середнє значення і дисперсія функції відгуку (приклад 3.1) 
y uy  
2
uS  
91,4 92,6 92,00 0,72 
67,9 72,5 70,20 10,58 
87,5 92,1 89,80 10,58 
70,3 64,9 67,60 14,58 
90,5 87,4 88,95 4,80 
68,1 66,1 67,10 2,00 
85,1 84,3 84,70 0,32 
68,4 70,3 69,35 1,80 
88,5 93,8 91,15 14,05 
69,8 66,2 68,00 6,48 
90,9 90,3 90,60 0,18 
65,2 67,6 66,40 2,88 
88,5 89,2 88,85 0,25 
69,7 72,4 71,05 3,65 
86,9 82,4 84,65 10,13 
68,6 62,9 65,75 16,25 
Сума: 99,23 
 
Перевіряємо гіпотезу про однорідність построкових дисперсій. 
Максимальна построкова дисперсія 2maxuS  = 16,25 (останнє значення в табл. 3.7). 
Підставимо значення в формулу (3.7), одержимо розрахункове значення 
критерію Кохрена: 
 
 

23.99
25.16
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N
u
uu SSG 0,1637. 
 
Приймемо рівень значущості q = 0,05. Число ступенів вільності для 
табличного значення критерію Кохрена f1 = m – 1 = 2 – 1 = 1, f2 = N = 16. Тоді 
саме значення Gт = 0,4546 (див. додаток Д). Очевидно, що табличне значення 
критерію більше за розрахункове, отже відтворюваність дослідів забезпечена і 
грубі помилки при їх проведенні відсутні. Тому можна визначити дисперсію 
відтворюваності за формулою: 
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Число ступенів вільності цієї дисперсії буде f0 = N(m – 1) = 16(2 – 1) = 16. У 
випадках, коли в експерименті не передбачено проведення паралельних 
дослідів (m = 1), построкові дисперсії оцінити неможливо. Дисперсія 
відтворюваності при цьому встановлюється за результатами попередніх 
дослідів або визначається іншими методами. 
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3.3.2. Розрахунок коефіцієнтів експериментально-статистичної моделі 
 
Наступним кроком регресійного аналізу визначення числових значень 
коефіцієнтів експериментально-статистичної моделі. Оскільки на реальному 
об’єкті, окрім факторів, введених в план експерименту, завжди присутні 
неконтрольовані фактори, при обробці експериментальних даних одержують 
так звані вибіркові коефіцієнти регресії, які є оцінками теоретичних 
коефіцієнтів. Для одержання вказаних коефіцієнтів матрицю плану 
експерименту розширюють, додавши в неї стовпчики, що відповідають усім 
регресорам моделі.  
 Матриця плану експерименту, в яку додатково введені стовпці, що 
відповідають всім регресорам моделі називається розширеною. 
Для випадку трьох факторів, модель першого порядку набуває вигляду 
(3.2). Таким чином, розширена матриця плану експерименту буде містити 
наступні стовпці: x0, x1, x2, x3. При цьому стовпці x1, x2, x3 будуть співпадати з 
відповідними стовпцями матриці плану експерименту, а стовпець x0 буде 
формальним фактором, який має значення “+1” в усіх точках плану 
експерименту.  
 Формальний фактор x0 буде присутній в усіх планах експерименту при 
розрахунку коефіцієнтів експериментально-статистичних моделей. Він 
потрібен для розрахунку вільного члена полінома і завжди має значення “+1” в 
усіх точках плану. 
Для моделі виду (3.2) розширена матриця плану експерименту набуває 
вигляду (табл. 3.8) 
 
Таблиця 3.8 
Розширена матриця плану ПФЕ 23 для моделі виду (3.2) 
x0 x1 x2 x3 
1 1 1 1 
1 –1 1 1 
1 1 –1 1 
1 –1 –1 1 
1 1 1 –1 
1 –1 1 –1 
1 1 –1 –1 
1 –1 –1 –1 
 
Якщо в модель вводять парні ефекти і модель першого порядку набуває 
вигляду (3.4), то в розширену матрицю також додають стовпці, що 
відповідають доданим регресорам. Розширена матриця плану експерименту для 
побудови моделі виду (3.4) подана в табл. 3.9.  
 
Таблиця 3.9 
Розширена матриця плану ПФЕ 23 для моделі виду (3.4) 
x0 x1 x2 x3 x1x2 x1x3 x2x3 
1 1 1 1 1 1 1 
1 –1 1 1 –1 –1 1 
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1 1 –1 1 –1 1 –1 
1 –1 –1 1 1 –1 –1 
1 1 1 –1 1 –1 –1 
1 –1 1 –1 –1 1 –1 
1 1 –1 –1 –1 –1 1 
1 –1 –1 –1 1 1 1 
 
Елементи правих стовпців утворюються шляхом перемноження елементів 
матриці плану. Як видно з табл. 3.8 і 3.9, властивості симетричності, 
нормованості і ортогональності зберігаються для розширених матриць плану 
ПФЕ незалежно від виду моделі, що будується. Формальний фактор x0 у 
визначенні цих властивостей участі не бере. 
На основі розширеної матриці плану експерименту проводять розрахунок 
числових значень коефіцієнтів за методом найменших квадратів (МНК). 
Найбільш універсальною є матрична форма МНК, що виражається формулою: 
 
   YXXXB T1T  ,      (3.9) 
 
де B – матриця-стовпець коефіцієнтів моделі; X – розширена матриця плану 
експерименту; Y – матриця-стовпець середніх значень вихідної змінної, 
обчислених за формулою (3.5).  
В МНК матричній формі прийнято іменувати також матриці, що 
утворюються на кожному етапі розрахунку. Зведемо ці матриці в таблицю 
(табл. 3.10) 
 
Таблиця 3.10 
Найменування матриць в МНК 
Формула Назва 
X розширена матриця плану експерименту 
XТ транспонована матриця плану експерименту 
XТX інформаційна матриця плану експерименту 
(XТX)–1 дисперсійна матриця плану експерименту 
 
На основі інформаційної та дисперсійної матриць визначаються та 
перевіряються критерії оптимальності планів експериментів (див. п. 4.3). При 
обробці результатів ПФЕ 2n можна скористатися спрощеними формулами 
розрахунку значень коефіцієнтів, виведеними на  основі МНК:  
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де xiu – значення i-го фактора в u-му досліді. Очевидно, що коефіцієнти bij 
розраховують у випадку, якщо в модель введено парні ефекти взаємодій. 
Приклад 3.2. За даними прикладу 3.1 розрахувати значення коефіцієнтів 
експериментально-статистичної моделі першого порядку виду (3.1). 
В даному випадку розглядається задача з чотирма факторами. Модель 
першого порядку виду (3.1) для цього випадку набуває вигляду: 
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443322110ˆ xbxbxbxbby  . 
 
Побудуємо розширену матрицю плану експерименту для такої 
експериментально-статистичної моделі (табл. 3.11): 
 
Таблиця 3.11 
Розширена матриця плану експерименту (приклад 3.2) 
x0 x1 x2 x3 x4 
1 –1 –1 –1 –1 
1 1 –1 –1 –1 
1 –1 1 –1 –1 
1 1 1 –1 –1 
1 –1 –1 1 –1 
1 1 –1 1 –1 
1 –1 1 1 –1 
1 1 1 1 –1 
1 –1 –1 –1 1 
1 1 –1 –1 1 
1 –1 1 –1 1 
1 1 1 –1 1 
1 –1 –1 1 1 
1 1 –1 1 1 
1 –1 1 1 1 
1 1 1 1 1 
 
Розрахунок коефіцієнтів поведемо як за МНК за спрощеними формулами, 
так і у матричній формі. Для розрахунків за спрощеними формулами побудуємо 
допоміжну таблицю (табл. 3.12) 
 
Таблиця 3.12 
Допоміжна таблиця для розрахунку коефіцієнтів моделі за спрощеними формулами 
(приклад 3.2) 
x0 x1 x2 x3 x4 uy  uyx1  uyx2  uyx3  uyx4  
1 –1 –1 –1 –1 92,00 –92,00 –92,00 –92,00 –92,00 
1 1 –1 –1 –1 70,20 70,20 –70,20 –70,20 –70,20 
1 –1 1 –1 –1 89,80 –89,80 89,80 –89,80 –89,80 
1 1 1 –1 –1 67,60 67,60 67,60 –67,60 –67,60 
1 –1 –1 1 –1 88,95 –88,95 –88,95 88,95 –88,95 
1 1 –1 1 –1 67,10 67,10 –67,10 67,10 –67,10 
1 –1 1 1 –1 84,70 –84,70 84,70 84,70 –84,70 
1 1 1 1 –1 69,35 69,35 69,35 69,35 –69,35 
1 –1 –1 –1 1 91,15 –91,15 –91,15 –91,15 91,15 
1 1 –1 –1 1 68,00 68,00 –68,00 –68,00 68,00 
1 –1 1 –1 1 90,60 –90,60 90,60 –90,60 90,60 
1 1 1 –1 1 66,40 66,40 66,40 –66,40 66,40 
1 –1 –1 1 1 88,85 –88,85 –88,85 88,85 88,85 
1 1 –1 1 1 71,05 71,05 –71,05 71,05 71,05 
1 –1 1 1 1 84,65 –84,65 84,65 84,65 84,65 
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1 1 1 1 1 65,75 65,75 65,75 65,75 65,75 
Сума 1256,15 –165,25 –18,45 –15,35 –3,25 
 
За формулами (3.10) одержуємо значення коефіцієнтів: 
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Примітка: значення, одержані в результаті розрахунку коефіцієнтів, прийнято округлювати 
так, щоб кількість знаків після коми на один–два перевищували їх кількість у значеннях 
функції відгуку. 
 
Для розрахунку значень коефіцієнтів за МНК в матричній формі за 
формулою (3.9) побудуємо транспоновану, інформаційну та дисперсійну 
матриці плану експерименту (табл. 3.13, 3.14, 3.15).  
 
Таблиця 3.13 
Транспонована матриця (приклад 3.2) 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
–1 1 –1 1 –1 1 –1 1 –1 1 –1 1 –1 1 –1 1 
–1 –1 1 1 –1 –1 1 1 –1 –1 1 1 –1 –1 1 1 
–1 –1 –1 –1 1 1 1 1 –1 –1 –1 –1 1 1 1 1 
–1 –1 –1 –1 –1 –1 –1 –1 1 1 1 1 1 1 1 1 
 
Таблиця 3.14 
Інформаційна матриця (приклад 3.2) 
16 0 0 0 0 
0 16 0 0 0 
0 0 16 0 0 
0 0 0 16 0 
0 0 0 0 16 
 
Таблиця 3.15 
Дисперсійна матриця (приклад 3.2) 
0,0625 0 0 0 0 
0 0,0625 0 0 0 
0 0 0,0625 0 0 
0 0 0 0,0625 0 
0 0 0 0 0,0625 
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Матриця XТY набуде вигляду: 

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
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

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1256,15
TYX
, тоді 





















0,203
0,959
1,153
10,328
78,509
B
. Елементи 
матриці В являють собою шукані коефіцієнти.  
 
Експериментально–статистична модель набуде вигляду: 
 
4321 203,0959,0153,1328,10509,78ˆ xxxxy   
 
Проаналізувавши розрахунок за МНК в матричній формі, неважко 
помітити особливість, що інформаційна та дисперсійна матриці плану 
експерименту для ПФЕ діагональні, що підтверджує ортогональність плану. 
Крім цього, всі діагональні елементи цих матриць рівні між собою і рівні N для 
інформаційної матриці і 1/N для дисперсійної матриці.  
Приклад 3.3. За даними прикладу 3.1 розрахувати значення коефіцієнтів 
експериментально–статистичної моделі першого порядку з парними ефектами 
взаємодії виду (3.3). 
 
43344224322341143113
2112443322110ˆ
xxbxxbxxbxxbxxb
xxbxbxbxbxbby


 
 
Побудуємо розширену матрицю плану експерименту для такої 
експериментально–статистичної моделі (табл. 3.16): 
 
Таблиця 3.16 
Розширена матриця плану експерименту (приклад 3.3) 
x0 x1 x2 x3 x4 x1x2 x1x3 x1x4 x2x3 x2x4 x3x4 
1 –1 –1 –1 –1 1 1 1 1 1 1 
1 1 –1 –1 –1 –1 –1 –1 1 1 1 
1 –1 1 –1 –1 –1 1 1 –1 –1 1 
1 1 1 –1 –1 1 –1 –1 –1 –1 1 
1 –1 –1 1 –1 1 –1 1 –1 1 –1 
1 1 –1 1 –1 –1 1 –1 –1 1 –1 
1 –1 1 1 –1 –1 –1 1 1 –1 –1 
1 1 1 1 –1 1 1 –1 1 –1 –1 
1 –1 –1 –1 1 1 1 –1 1 –1 –1 
1 1 –1 –1 1 –1 –1 1 1 –1 –1 
1 –1 1 –1 1 –1 1 –1 –1 1 –1 
1 1 1 –1 1 1 –1 1 –1 1 –1 
1 –1 –1 1 1 1 –1 –1 –1 –1 1 
1 1 –1 1 1 –1 1 1 –1 –1 1 
1 –1 1 1 1 –1 –1 –1 1 1 1 
1 1 1 1 1 1 1 1 1 1 1 
 
За аналогією з прикладом 3.1 розрахуємо значення коефіцієнтів як з 
спрощеними формулами так і за матричною формою МНК. Оскільки матриця 
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плану ПФЕ ортогональна, то при додаванні парних ефектів взаємодії значення 
коефіцієнтів b0, b1, b2, b3, b4 в моделі не зміняться. Тому, за спрощеними 
формулами розрахуємо значення лише інших коефіцієнтів. Для цього 
побудуємо допоміжну таблицю (табл. 3.17) 
 
Таблиця 3.17 
Допоміжна таблиця для розрахунку коефіцієнтів моделі за спрощеними формулами 
(приклад 3.3) 
x1x2 x1x3 x1x4 x2x3 x2x4 x3x4 uy  uyxx 21  uyxx 31  uyxx 41  uyxx 32  uyxx 42  uyxx 43  
1 1 1 1 1 1 92,00 92,00 92,00 92,00 92,00 92,00 92,00 
–1 –1 –1 1 1 1 70,20 –70,20 –70,20 –70,20 70,20 70,20 70,20 
–1 1 1 –1 –1 1 89,80 –89,80 89,80 89,80 –89,80 –89,80 89,80 
1 –1 –1 –1 –1 1 67,60 67,60 –67,60 –67,60 –67,60 –67,60 67,60 
1 –1 1 –1 1 –1 88,95 88,95 –88,95 88,95 –88,95 88,95 –88,95 
–1 1 –1 –1 1 –1 67,10 –67,10 67,10 –67,10 –67,10 67,10 –67,10 
–1 –1 1 1 –1 –1 84,70 –84,70 –84,70 84,70 84,70 –84,70 –84,70 
1 1 –1 1 –1 –1 69,35 69,35 69,35 –69,35 69,35 –69,35 –69,35 
1 1 –1 1 –1 –1 91,15 91,15 91,15 –91,15 91,15 –91,15 –91,15 
–1 –1 1 1 –1 –1 68,00 –68,00 –68,00 68,00 68,00 –68,00 –68,00 
–1 1 –1 –1 1 –1 90,60 –90,60 90,60 –90,60 –90,60 90,60 –90,60 
1 –1 1 –1 1 –1 66,40 66,40 –66,40 66,40 –66,40 66,40 –66,40 
1 –1 –1 –1 –1 1 88,85 88,85 –88,85 –88,85 –88,85 –88,85 88,85 
–1 1 1 –1 –1 1 71,05 –71,05 71,05 71,05 –71,05 –71,05 71,05 
–1 –1 –1 1 1 1 84,65 –84,65 –84,65 –84,65 84,65 84,65 84,65 
1 1 1 1 1 1 65,75 65,75 65,75 65,75 65,75 65,75 65,75 
Сума: 3,95 17,45 –2,85 –4,55 –4,85 3,65 
 
Розрахуємо значення коефіцієнтів при парних ефектах: 
 

16
95.31
1
2112
N
u
uyxx
N
b  –0,247;  

16
45,171
1
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N
u
uyxx
N
b  1,091;  


 

16
85.21
1
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N
u
uyxx
N
b  –0,178; 

 

16
45,41
1
3223
N
u
uyxx
N
b  –0,284; 


 

16
85.41
1
4224
N
u
uyxx
N
b  –0,303;  

16
65,31
1
4334
N
u
uyxx
N
b  0,228. 
 
Для розрахунку значень коефіцієнтів за МНК в матричній формі за 
формулою (3.9) побудуємо транспоновану, інформаційну та дисперсійну 
матриці плану експерименту (табл. 3.18, 3.19, 3.20).  
 
Таблиця 3.18 
Транспонована матриця (приклад 3.3) 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
–1 1 –1 1 –1 1 –1 1 –1 1 –1 1 –1 1 –1 1 
–1 –1 1 1 –1 –1 1 1 –1 –1 1 1 –1 –1 1 1 
–1 –1 –1 –1 1 1 1 1 –1 –1 –1 –1 1 1 1 1 
–1 –1 –1 –1 –1 –1 –1 –1 1 1 1 1 1 1 1 1 
1 –1 –1 1 1 –1 –1 1 1 –1 –1 1 1 –1 –1 1 
1 –1 1 –1 –1 1 –1 1 1 –1 1 –1 –1 1 –1 1 
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1 –1 1 –1 1 –1 1 –1 –1 1 –1 1 –1 1 –1 1 
1 1 –1 –1 –1 –1 1 1 1 1 –1 –1 –1 –1 1 1 
1 1 –1 –1 1 1 –1 –1 –1 –1 1 1 –1 –1 1 1 
1 1 1 1 –1 –1 –1 –1 –1 –1 –1 –1 1 1 1 1 
 
Таблиця 3.19 
Інформаційна матриця (приклад 3.3) 
16 0 0 0 0 0 0 0 0 0 0 
0 16 0 0 0 0 0 0 0 0 0 
0 0 16 0 0 0 0 0 0 0 0 
0 0 0 16 0 0 0 0 0 0 0 
0 0 0 0 16 0 0 0 0 0 0 
0 0 0 0 0 16 0 0 0 0 0 
0 0 0 0 0 0 16 0 0 0 0 
0 0 0 0 0 0 0 16 0 0 0 
0 0 0 0 0 0 0 0 16 0 0 
0 0 0 0 0 0 0 0 0 16 0 
0 0 0 0 0 0 0 0 0 0 16 
 
Таблиця 3.20 
Дисперсійна матриця (приклад 3.3) 
0,0625 0 0 0 0 0 0 0 0 0 0 
0 0,0625 0 0 0 0 0 0 0 0 0 
0 0 0,0625 0 0 0 0 0 0 0 0 
0 0 0 0,0625 0 0 0 0 0 0 0 
0 0 0 0 0,0625 0 0 0 0 0 0 
0 0 0 0 0 0,0625 0 0 0 0 0 
0 0 0 0 0 0 0,0625 0 0 0 0 
0 0 0 0 0 0 0 0,0625 0 0 0 
0 0 0 0 0 0 0 0 0,0625 0 0 
0 0 0 0 0 0 0 0 0 0,0625 0 
0 0 0 0 0 0 0 0 0 0 0,0625 
 
Матриця XТY набуде вигляду: 










































65.3
85,4
55,4
85,2
45,17
95,3
25,3
35,15
45,18
25,165
15,1256
TYX
, тоді 










































228,0
303,0
284,0
178,0
091,1
247,0
203,0
959,0
153,1
328,10
509,78
B
. Елементи 
матриці В являють собою шукані коефіцієнти.  
 
Експериментально–статистична модель набуде вигляду: 
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4342324131
214321
228,0303,0284,0178,0091,1
247,0203,0959,0153,1328,10509,78ˆ
xxxxxxxxxx
xxxxxxy


 
 
Як видно з розрахунків, при додаванні парних ефектів взаємодії, 
інформаційна та дисперсійна матриці плану експерименту для ПФЕ 
залишаються діагональними, і значення їх діагональних елементів залишаються 
рівними N та 1/N відповідно. 
 
 
3.3.3. Оцінка значущості коефіцієнтів 
 
Після розрахунку значень коефіцієнтів, для кожного з них перевіряють 
гіпотезу про його значущість. Очевидно, що оцінки коефіцієнтів в рівняннях 
експериментально-статистичних моделей є випадковими величинами, адже 
вони розраховуються на основі значень функції відгуку, які носять випадковий 
характер. Значення коефіцієнтів, що розраховують на основі усереднених 
значень функції відгуку, є, фактично, математичними сподіваннями їх оцінок. 
Поруч з цим існує і дисперсія коефіцієнтів – величина що характеризує ступінь 
розсіювання їх оцінок навколо математичного сподівання. Для моделей, 
побудованих за результатами обробки ПФЕ 2n, ця величина визначається за 
формулою: 
 
N
S
SSS
iji bbb
2
0222
0
 .      (3.11) 
 
Оскільки план ПФЕ 2n має властивість ортогональності, оцінки його 
коефіцієнтів незмішані і визначаються з однаковою точністю. Гіпотеза про 
значущість оцінки коефіцієнта перевіряється за критерієм Стюдента. 
Розрахункове значення критерію визначають за формулами: 
 
0
0
0
р
bS
b
t  ;   
i
i
b
i
S
b
t р ;   
ij
ij
b
ij
S
b
t р ;    (3.12) 
 
Табличне значення критерію Стюдента обирають для рівня значущості q і 
числа ступенів вільності дисперсії вітворюваності f0 = N(m – 1). Таблиці значень 
критерію Стюдента та способи одержання його значень показано в додатках А і 
В до цього видання. Якщо tр > tт, то гіпотезу про значущість оцінки коефіцієнта 
приймають, інакше відкидають.  
Абсолютне значення коефіцієнта показує вклад відповідного йому 
регресора у величину y. Значущість коефіцієнта в даному випадку означає, що 
відповідний йому регресор суттєво впливає на розраховане за 
експериментально-статистичною моделлю значення функції відгуку, тобто, 
вплив вказаного регресора значуще відрізняється від похибки експерименту. 
Регресори, коефіцієнти в яких виявилися незначущими, можна відкинути, тобто 
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вилучити з моделі. Враховуючи ортогональність матриці ПФЕ 2n, таке 
відкидання не змінить значень коефіцієнтів, що залишилися, отже проводити їх 
перерахунок не потрібно.  
До питання значущості коефіцієнтів не слід підходити формально і відразу 
відкидати регресори, коефіцієнти в яких виявилися незначущими за 
результатами описаної перевірки. Особливо це стосується коефіцієнтів при 
факторах, що визнані як значущі на етапі попереднього експерименту. Адже 
причиною незначущості може бути не лише несуттєвість впливу того чи іншого 
фактора, а і невдале обрання порядку експериментально-статистичної моделі 
або величин інтервалів варіювання факторів. Про таке невдале обрання може, 
зокрема, свідчити незначущість коефіцієнта b0, а також замала кількість 
коефіцієнтів, що виявились значущими за результатами перевірки. В такому 
випадку інтервали варіювання факторів переглядають і уточнюють, а сам 
експеримент доведеться повторити. Крім того, коефіцієнт може виявитися 
незначущим для факторів, область варіювання яких накриває точку 
екстремуму. Розглянемо це на формалізованому прикладі для одного фактора 
(рис. 3.2). Коефіцієнт bi в рівнянні однозначно виявиться незначущим за 
результатами перевірки, адже описана рівнянням лінія паралельна осі абсцис на 
графіку, але при цьому вплив фактора xi на функцію відгуку не можна вважати 
несуттєвим.  
 
 
Рисунок 3.2. Приклад незначущості коефіцієнта моделі при суттєвому впливі фактору. 
 
 Відкидання незначущих коефіцієнтів експериментально-статистичної 
моделі є правом, але не обов’язком дослідника. Дослідник може прийняти 
рішення і залишити в моделі все коефіцієнти, незалежно від результатів 
перевірки їх значущості. 
Приклад 3.3. За даними прикладу 3.1 і результатами розрахунків в 
прикладах 3.1 і 3.2 провести оцінку значущості коефіцієнтів одержаних 
експериментально-статистичних моделей.  
Розрахована для даної задачі дисперсія відтворюваності 20S  = 6,202. Число 
її ступенів вільності f0 = 16. Тоді дисперсії коефіцієнтів одержаних 
експериментально-статистичних моделей за формулою (3.11): 
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
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2
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0 N
S
SSS
iji bbb
0,388. 
 
Приймемо рівень значущості q = 0,1, тоді табличне значення критерію 
Стюдента для числа ступенів свободи f0 = 16 буде tт = 1,745. Визначимо 
розрахункове значення критерію Ст'юдента для коефіцієнтів моделі: 
 
4342324131
214321
228,0303,0284,0178,0091,1
247,0203,0959,0153,1328,10509,78ˆ
xxxxxxxxxx
xxxxxxy


 
 
Очевидно, що для моделі, яка не містить парних ефектів взаємодії, 
розрахункові значення цього критерію для коефіцієнтів будуть такими самими. 
За формулами (3.12) одержимо: 
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Таким чином, за результатами перевірки значущими можна визнати 
коефіцієнти b0, b1, b2, b13, для яких розрахункове значення критерію Стюдента 
більше за табличне. Коефіцієнт b3, для якого це значення близьке до 
табличного, доцільно визнати таким, що знаходиться на межі значущості. Інші 
коефіцієнти слід визнати незначущими. Після відкидання регресорів, 
коефіцієнти при яких виявилися незначущими, експериментально-статистична 
модель набуде вигляду: 
 
31321 091,1959,0153,1328,10509,78ˆ xxxxxy  . 
 
У випадках, коли в експерименті не передбачено проведення паралельних 
дослідів (m = 1), значущість коефіцієнтів моделі за критерієм Ст'юдента 
перевірити не вдасться. Адже в цьому f0 = 0, що унеможливлює визначення 
табличного значення критерію. 
 
 
3.3.4. Перевірка адекватності експериментально-статистичної моделі 
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На заключному етапі регресійного аналізу моделі проводиться перевірка 
адекватності, тобто ступеня відповідності побудованої моделі об’єкту 
дослідження. Така перевірка проводиться шляхом порівняння значень функції 
відгуку, отриманих в результаті проведеного експерименту та розрахованих на 
основі побудованої моделі. 
Числовою оцінкою похибки експерименту є, як уже зазначалося, дисперсія 
відтворюваності дослідів, що у випадку ПФЕ розраховується за формулою 
(3.8). Оцінкою похибки передбачень значень функції відгуку за 
експериментально-статистичною моделлю є дисперсія адекватності, яка 
визначається за формулою: 
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ад ˆ ,     (3.13) 
 
де uy  – середнє значення функцій відгуку в u-ій точці плану; uyˆ  – значення 
функцій відгуку в u-ій точці плану, розраховане за моделлю; m – максимальне 
число паралельних дослідів в точках плану експерименту; l – число 
коефіцієнтів, що залишено в моделі за результатами оцінки їх значущості. 
Число ступенів вільності цієї дисперсії fад = N – l. Очевидно, що розрахунок 
дисперсії адекватності можна провести тільки якщо число коефіцієнтів моделі 
менша, ніж число точок в плані експерименту.  
Сама перевірка адекватності зводиться до перевірки гіпотези про 
однорідність дисперсій адекватності і відтворюваності за статистичним 
критерієм Фішера. Табличне значення критерію Fт береться для двосторонньої 
критичної області, числа ступенів вільності fад і f0 та рівня значущості q. 
Розрахункове значення критерію визначається за формулою: 
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Якщо розрахункове значення критерію не перевищує табличного (Fт  Fр), 
то гіпотеза про однорідність приймається, а отже побудована 
експериментально-статистична модель адекватна об’єкту дослідження в області 
експерименту. В іншому випадку гіпотеза відкидається і модель визнається 
неадекватною об’єкту. 
 Наведена процедура перевірки адекватності моделі базується, фактично, 
на наступній тезі: модель вважається адекватною об’єкту дослідження, якщо 
похибка оцінок значень функції відгуку, що викликана неточністю моделі ( 2адS ) 
не перевищує похибку проведеного на об’єкті експерименту ( 20S ). 
Примітка. В зарубіжній літературі з експериментально-статистичного моделювання 
пропонується також перевірка адекватності моделі на основі кореляційного аналізу (див. п. 
2.3). В якості величини А1 в формулах приймають середні значення функції відгуку ( y ), а А2 
– значення функції відгуку, розраховані за моделлю ( yˆ ) і якщо ці величини визнаються 
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корельованими, то модель адекватна. Проте така перевірка менш надійна, ніж викладена 
вище і її доцільно застосовувати лише у випадках, коли неможливо оцінити дисперсію 
відтворюваності. 
Причиною неадекватності можуть бути помилки в організації і проведенні 
дослідів, похибки в визначенні початкових та кінцевих даних, необґрунтовано 
великі інтервали варіювання факторів, помилкове обрання порядку моделі, 
тощо. Ці помилки криються в сутності самого об’єкту та методів дослідження. 
Приймати інженерні рішення і вирішувати задачі на основі моделі, що визнана 
неадекватною, надзвичайно ризиковано і на практиці не рекомендується. 
Приклад 3.4. За даними прикладу 3.1 і результатами розрахунків в 
прикладах 3.1 – 3.3 провести перевірку адекватності експериментально-
статистичної моделі 31321 091,1959,0153,1328,10509,78ˆ xxxxxy   об’єкту 
дослідження. 
В прикладі 3.1 визначено дисперсію відтворюваності дослідів 20S  = 6,202 і 
число її ступенів вільності f0 = 16. Визначимо 
дисперсію адекватності моделі.  
План ПФЕ 24 містить 16 точок (N = 16); 
проводилося два паралельні досліди (m = 2); за 
результатами оцінки значущості в моделі залишено 
п’ять коефіцієнтів (l = 5). Розрахунки середніх та 
визначених за моделлю значень функції відгуку 
зведено в табл. 3.21. Дисперсію адекватності 
визначимо за формулою (3.13): 
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Число ступенів вільності дисперсії 
адекватності fад = N – l = 16 – 5 = 11. Приймемо 
рівень значущості q = 0,05, тоді табличне значення 
критерію Фішера для fад = 11,  f0 = 16 буде Fт = 
2,456. Розрахункове значення критерію визначимо 
за формулою (3.14) 
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Таким чином, гіпотеза про однорідність дисперсій приймається а, отже, 
одержана експериментально-статистична модель адекватна об’єкту 
дослідження.  
 
 
Таблиця 3.21 
Середні та розраховані 
значення функції відгуку 
(приклад 3.4) 
uy  uyˆ   
2
ˆuu yy   
92,00 92,04 0,002 
70,20 69,20 0,994 
89,80 89,73 0,004 
67,60 66,90 0,494 
88,95 87,94 1,019 
67,10 69,47 5,596 
84,70 85,63 0,873 
69,35 67,16 4,799 
91,15 92,04 0,793 
68,00 69,20 1,448 
90,60 89,73 0,749 
66,40 66,90 0,247 
88,85 87,94 0,827 
71,05 69,47 2,510 
84,65 85,63 0,969 
65,75 67,16 1,986 
Сума 23,310 
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3.4. Варіанти реалізації повного факторного експерименту 2n 
 
Реалізація плану ПФЕ 2n передбачає проведення паралельних дослідів в 
усіх точках плану, причому кількість таких дослідів в усіх точках має бути 
однаковою. Проте на практиці часто виникають ускладнення, що призводять до 
порушення цього правила. Причиною таких ускладнень може бути, наприклад, 
висока вартість проведення досліду, що тягне за собою необхідність мінімізації 
їх кількості, або аварійні ситуації чи помилки дослідників, що призводять до 
часткової втрати експериментальних результатів. Незважаючи на подібні 
труднощі, можливо провести регресійний аналіз на основі тих результатів, що є 
в наявності. Послідовність регресійного аналізу при цьому залишиться 
незмінною, проте зміняться розрахункові формули для визначення деяких 
величин. 
Розглянемо детально два альтернативні способи реалізації плану ПФЕ 2n та 
особливості регресійного аналізу на їх основі. 
 
 
3.4.2. ПФЕ 2n з паралельними дослідами в центрі плану 
 
Через високу вартість проведення експериментальних досліджень або 
обмеженої кількості сировини, матеріалів або енергетичних ресурсів, можна 
відмовитися від проведення паралельних дослідів в усіх точках плану 
експерименту, провівши їх лише в одній точці. Це може бути будь-яка точка в 
межах областей варіювання факторів, проте на практиці для проведення 
паралельних дослідів обирають точку центру плану експерименту, тобто точку 
де все фактори знаходяться на нульовому рівні. В такому випадку при 
регресійному аналізі зміняться формули розрахунку дисперсії відтворюваності. 
Розуміло, що построкові дисперсії в цьому випадку розраховуватися не будуть 
і, відповідно, зникне необхідність перевіряти гіпотезу про їх однорідність. 
Дисперсія відтворюваності визначатиметься за формулою: 
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де N0 – кількість паралельних дослідів в центрі плану; ky0  – значення функції 
відгуку в k-му досліді в центрі плану; 0y  – середнє значення функції відгуку в 
центрі плану, що обчислюється за формулою: 
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Очевидно, що кількість ступенів вільності такої дисперсії буде становити f0 
= N0 – 1. В іншому послідовність регресійного аналізу не відрізняється від 
описаної в п. 3.3. 
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 Зауважимо, що точка центру плану не входить в ПФЕ 2n і, відповідно, 
результати експерименту, проведеного в ній, не враховуються при розрахунку 
значень коефіцієнтів моделі, перевірки її адекватності, тощо. Вони призначені 
лише для розрахунку дисперсії відтворюваності дослідів.  
 
 
3.4.2. ПФЕ 2n з різною кількістю паралельних дослідів 
 
В ряді ситуацій неможливо витримати однакове число паралельних 
дослідів в кожному рядку матриці плану. Це може вібутися, коли дослід з 
різних причин визнається невдалим, а повторити його не можна. Алгоритм 
регресійного аналізу на основі ПФЕ 2n з різним числом паралельних дослідів 
змінюється в результаті порушення ортогональності матриці планування. При 
цьому змінюються розрахункові формули оцінок дисперсій коефіцієнтів 
моделі, дисперсій відтворюваності й адекватності. Крім того, в ПФЕ 2n з різним 
числом паралельних дослідів визначати коефіцієнти експериментально-
статистичної моделі можна лише за матричною формою МНК (3.9). 
Построкові дисперсії при такій реалізації плану експерименту 
розраховують за формулою: 
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де mu – кількість паралельних дослідів в u-ій точці плану експерименту. 
Для перевірки однорідності дисперсій у випадку різного числа 
паралельних дослідів використовується критерій Фішера. При цьому 
розрахункове значення критерію обчислюється за формулою: 
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де  2umax S
u
 і  2umin S
u
 – максимальна і мінімальна построкові дисперсії, 
відповідно.  
Табличне значення критерію Fт береться двосторонньої критичної області, 
рівня значущості q і числа ступенів вільності f1 і f2, що визначаються за 
формулами: 
 
,, (min)2
(max)
1 uu mfmf   
 
де: (min)(max), uu mm – число паралельних дослідів в точках плану в яких 
спостерігається максимальна і мінімальна построкові дисперсії відповідно.  
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Примітка: більш точний результат перевірки гіпотези про однорідність построкових 
дисперсій при різній кількості паралельних дослідів в точках плану експерименту дає 
перевірка за статистичним критерієм Бартлета. Проте на практиці такий підхід майже не 
застосовується через складність визначення цього критерію. 
Якщо розрахункове значення критерію не перевищує табличного (Fт  Fр) 
то гіпотеза про однорідність построкових дисперсій приймається і тоді можна 
розрахувати дисперсію відтворюваності за формулою: 
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Число ступенів вільності такої дисперсії буде  
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0 1 . 
Дисперсії оцінок коефіцієнтів експериментально-статистичної моделі 
будуть визначатися за формулою: 
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де k – порядковий номер коефіцієнта в моделі, ckk – k-ий діагональний елемент 
дисперсійної матриці плану експерименту (див табл. 3.10 і, наприклад, 3.15, 
3.20). 
Дисперсія адекватності експериментально-статистичної моделі при 
проведенні в точках плану різної кількості паралельних дослідів обчислюється 
за формулою: 
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Така формула враховує число паралельних дослідів у кожній точці замість 
загального їх числа і є, фактично, варіантом формули (3.13) для даного способу 
реалізації плану експерименту. Процедура перевірки значущості коефіцієнтів та 
адекватності моделі при даному способі реалізації плану не відрізняється від 
описаної в п. 3.3. 
 
 
3.5. Дробовий факторний експеримент 
 
При збільшенні числа факторів, що вводяться в експериментально-
статистичну модель, число експериментальних точок в плані ПФЕ 2n зростає в 
показниковій залежності, і, зокрема, коли число факторів стає більше 6 стає 
надмірним. В той же час, заздалегідь відомо, що кількість коефіцієнтів моделі, 
які треба визначити, набагато менше, ніж кількість точок плану експерименту. 
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Хоча більша кількість експериментальних точок призводить до суттєвого 
зниження похибки в оцінці коефіцієнтів, використання ПФЕ 2n для побудови 
моделей, що містять невелику кількість коефіцієнтів (наприклад, виду (3.1)) 
стає невигідним, перш за все з чисто економічних причин. Крім того, в цьому 
випадку зростає число ступенів вільності дисперсії адекватності моделі (див. 
формулу (3.13)), що призводить до складнощів при перевірці адекватності 
моделі.  
Таким чином, якщо в дослідженні пропонується використовувати модель, 
що не містить ефектів взаємодії високих порядків, то можна зменшити число 
точок плану експерименту, а, відповідно і число експериментальних 
досліджень. Для цього використовуються так звані регулярні дробові репліки 
від ПФЕ 2n, що містять достатню кількість експериментальних точок і 
зберігають основні властивості матриці плану експерименту. 
 Плани експерименту, що являють собою регулярні дробові репліки плану 
ПФЕ 2n називаються планами дробового факторного експерименту 2n-p (ДФЕ 
2n-p). Величина p називається показником дробовості плану ПФЕ. 
Так, зокрема при p = 1 має місце напіврепліка, тобто кількість 
експериментальних точок в плані зменшиться в 2 рази відносно плану ПФЕ, 
при  p = 2 – чвертьрепліка і зменшення числа точок в 4 рази і т.д. Відповідно, 
загальна кількість точок такого плану буде pnN  2 . При виборі показника 
дробовості необхідно враховувати, що число експериментальних точок має біти 
більшим за число коефіцієнтів рівняння моделі. Зокрема, у випадку моделі виду 
(3.1) має виконуватися нерівність: 
 
pnn  21 . 
 
В початковій, не розширеній матриці плану ДФЕ 2n-p всього буде присутнє 
n стовпців, що відповідають n факторам. При цьому частина матриці, що 
складається з (n – p) стовпців буде являти собою план ПФЕ для числа факторів 
(n – p), а значення рівнів інших k факторів будуть одержані на основі значень 
рівнів перших (n – p) факторів. Така процедура має назву генерації. 
 Алгебраїчні вирази, що показують співвідношення між стовпцями 
матриці плану ДФЕ 2n-p і використовуються при його генерації називаються 
генеруючими співвідношеннями.  
Кількість генеруючих співвідношень для ДФЕ 2n-p завжди буде рівна p. 
При генерації необхідно врахувати, що одержана матриця плану ДФЕ 2n-p має 
відповідати ряду властивостей, зокрема ортогональності. Це забезпечується, 
якщо прийняти в якості генеруючих співвідношень добутки всіх або частини 
перших (n – p) факторів. 
Для прикладу розберемо побудову плану ДФЕ 23-1. Для такого плану n = 3, 
p = 1, число точок плану N = 4. Тобто, такий план буде побудовано на основі 
ПФЕ 22, а рівні для фактора х3 будуть одержані за генеруючим 
співвідношенням x3 = x1x2, що єдино можливе в даному випадку. Матриця 
плану такого експерименту наведена в табл. 3.22.  
 
 65 
Таблиця 3.22 
План ДФЕ 23-1  
x1 x2 
x3 
(x3 = x1x2) 
1 1 1 
–1 1 –1 
1 –1 –1 
–1 –1 1 
 
Спробуємо побудувати розширену матрицю такого плану експерименту 
для експериментально-статистичної моделі виду: 
 
3211233223311321123322110ˆ xxxbxxbxxbxxbxbxbxbby  . 
 
Умовно, така матриця представлена в табл. 3.23. Для подальших пояснень 
стовпці матриці пронумеруємо. 
 
Таблиця 3.23 
Умовна розширена матриця плану ДФЕ 23-1. 
1 2 3 4 5 6 7 8 
x0 x1 x2 x3 x1x2 x1x3 x2x3 x1x2x3 
1 1 1 1 1 1 1 1 
1 –1 1 –1 –1 1 –1 1 
1 1 –1 –1 –1 –1 1 1 
1 –1 –1 1 1 –1 –1 1 
 
Проаналізуємо одержану матрицю. Як видно, вона має  однакові пари 
стовпців, а саме 1 і 8, 2 і 7, 3 і 6, 4 і 5. однак в розширеній матриці вони 
відповідають за розрахунок різних коефіцієнтів моделі, зокрема стовпець 1 за 
коефіцієнт b0, стовпець 8 за коефіцієнт b123, стовпець 2 за коефіцієнт b1, а 
стовпець 8 за коефіцієнт b23 і т.д. Таким чином, констатуємо: при переході від 
плану повного до плану дробового факторного експерименту змішуються 
оцінки коефіцієнтів експериментально-статистичної моделі. Тобто, коефіцієнти 
моделі перестають показувати тільки частку впливу того чи іншого регресора 
на значення функції відгуку. 
Графічне зображення планів ПФЕ 23 і ДФЕ 23-1 в факторному просторі 
зображено на рис. 3.3. План ПФЕ 23 в такому просторі набуває вигляду куба, 
вісім вузлів якого є точками плану. План ДФЕ 23-1 буде проекціями цього куба 
на будь-яку з трьох площин (рис. 3.3.а). В тривимірному факторному просторі 
план ДФЕ 23-1 буде являти собою чотири вершини куба, що не лежать на одній 
площині (рис. 3.3.б). 
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Рисунок 3.3. Графічне зображення планів ПФЕ 23 і ДФЕ 23-1 в факторному просторі 
 
 Не слід плутати змішування коефіцієнтів експериментально-статистичної 
моделі і незалежність оцінок цих коефіцієнтів. Зі зміщування коефіцієнтів 
випливає, що коефіцієнти моделі заданого вигляду не можна розділити, тобто 
при розрахунках їх треба виключати з моделі, проте після такого виключення 
значення коефіцієнтів що залишаться будуть незалежними між собою. Зокрема, 
розглянутий план ДФЕ 23-1 залишиться ортогональним при побудови моделі 
виду (3.2). 
Якщо досліджуваний процес описується моделлю першого порядку, то 
вклад кратних ефектів взаємодії в розраховане значення функції відгуку буде 
зменшуватись з ростом кратності ефекту. Наприклад, потрійні ефекти взаємодії 
в загальному випадку вносять менш значущий вклад, ніж подвійні. Тому, при 
побудові ДФЕ, генеруючі співвідношення слід обирати так, щоб вони 
утворювалися перемноженням якомога більшої кількості факторів. Так, при 
побудові ДФЕ 25-1 можливі декілька варіантів генеруючих співвідношень, 
наприклад, x5 = x1x2, x5 = x2x3x4, x5 = x1x3x4, тощо. Проте, найбільш доцільним 
буде використання співвідношення x5 = x1x2x3x4. При такому використанні 
коефіцієнт b0 буде змішаним з коефіцієнтом b12345 при п’ятикратному ефекті 
взаємодії, а коефіцієнти b1 – b5 при факторах будуть зміщуватися з 
коефіцієнтами при чотирикратних ефектах. 
Важливим етапом в аналізі плану ДФЕ 2n-p є встановлення системи 
змішаних оцінок коефіцієнтів. Таку систему легко встановити, знаючи 
генеруючі співвідношення. Розберемо алгоритм встановлення системи 
змішаних оцінок коефіцієнтів на прикладі двох планів ДФЕ – 25-1 з генеруючим 
співвідношенням x5 = x1x2x3x4 і 25-2 з двома генеруючими співвідношеннями x5 = 
x1x2x3 і x4 = x1x3. Такі плани наведено в табл. 3.24 і 3.25 відповідно. 
Помножимо праву і ліву частину кожного з генеруючих співвідношень на 
одну з його частин. Взагалі можна домножувати як на праву, так і на ліву 
частину співвідношень, результат при цьому не зміниться. Для спрощення 
запису оберемо множення на ліву частину, тоді для ДФЕ 25-1: 
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 x5  x5 = x1x2x3x4  x5; 
25x  x1x2x3x4x5. 
 
Очевидно, що в будь-якому парному, зокрема в 
другому ступені значення будь-якого фактору в 
плані першого порядку буде рівне одиниці: 
 
nixi ,1,1
2  ; 
 
тоді:  
 
x1x2x3x4x5 = 1. 
 
Одержаний вираз має назву визначаючий 
контраст плану ДФЕ, в даному випадку плану 
ДФЕ 25-1. 
Кожному генеруючому співвідношенню в 
плані відповідає свій визначаючий контраст, 
наприклад, для плану ДФЕ 25-2: 
 
25x  x1x2x3  x5 => x1x2x3x5 = 1, 
24x  x1x3  x4 => x1x3x4 = 1. 
 
Якщо при побудові плану ДФЕ використано 
більш ніж одне генеруюче співвідношення, то 
необхідно також одержати узагальнюючий 
(головний) контраст, перемножуючи інші. Так, для 
плану 25-2, одержимо: 
 
x1x2x3x5  x1x3x4 = 54
2
32
2
1 xxxxx  x2x4x5 = 1. 
 
Тоді всі визначаючі контрасти цього плану будуть: 
 
x1x2x3x5 = 1, x1x3x4 = 1, x2x4x5 = 1. 
 
Помноживши праву і ліву частину визначаючих контрастів на відповідний 
регресор, одержимо всі складові змішаної оцінки коефіцієнтів. Встановимо 
систему змішаних оцінок коефіцієнтів при лінійних ефектах для обох планів. 
Для ДФЕ 25-1 маємо: 
 
b0 = 0 + 12345; b1 = 1 + 2345; b2 = 2 + 1345; 
b3 = 5 + 12345; b4 = 4 + 1235; b5 = 5 + 1234. 
 
Таблиця 3.24 
План ДФЕ 25–1 
(x5 = x1x2x3x4) 
x1 x2 x3 x4 x5 
–1 –1 –1 –1 1 
1 –1 –1 –1 –1 
–1 1 –1 –1 –1 
1 1 –1 –1 1 
–1 –1 1 –1 –1 
1 –1 1 –1 1 
–1 1 1 –1 1 
1 1 1 –1 –1 
–1 –1 –1 1 –1 
1 –1 –1 1 1 
–1 1 –1 1 1 
1 1 –1 1 –1 
–1 –1 1 1 1 
1 –1 1 1 –1 
–1 1 1 1 –1 
1 1 1 1 1 
Таблиця 3.25 
План ДФЕ 25–2  
(x5 = x1x2x3; x4 = x1x3) 
x1 x2 x3 x4 x5 
–1 –1 –1 –1 1 
1 –1 –1 1 –1 
–1 1 –1 1 1 
1 1 –1 –1 –1 
–1 –1 1 1 –1 
1 –1 1 –1 1 
–1 1 1 –1 –1 
1 1 1 1 1 
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Тобто в даному випадку коефіцієнт b0 буде містити в собі оцінку вільного 
члена моделі і оцінку ефекту п'ятикратної взаємодії, а коефіцієнти при лінійних 
ефектах будуть також містити в собі коефіцієнти при ефектах чотирикратної 
взаємодії.  
Для ДФЕ 25-2 маємо: 
 
b0 = 0 + 134 + 245 + 1235; b1 = 1 + 34 + 235 + 1245; 
b2 = 2 + 45 + 135 + 1234; b3 = 3 + 14 + 125 + 2345; 
b4 = 4 + 13 + 25 + 12345; b5 = 5 + 24 + 123 + 1245; 
 
Тобто в даному разі коефіцієнт b0 буде містити в собі оцінку вільного 
члена моделі і оцінку ефектів трикратної та чотирикратної взаємодії, а 
коефіцієнти при лінійних ефектах будуть також містити в собі коефіцієнти при 
ефектах парної, три-, чотири- і п'ятикратної взаємодій.  
Побудова узагальнюючого контрасту для планів ДФЕ з показником 
дробовості більше двох відбувається аналогічно до планів ДФЕ 2n-2. Контрасти 
спочатку перемножуються попарно, і таким чином одержуються контрасти 
першого рівня, далі попарно перемножуються контрасти першого рівня і 
одержуються контрасти другого рівня і т.д. доки не залишиться лише один 
контраст. Якщо в результаті множення утворюються однакові контрасти, то з 
них залишають лише один.  
В експериментально-статистичну модель, побудовану за результатами 
реалізації ДФЕ не можна одночасно вводити коефіцієнти, ефекти яких змішані, 
інакше виникнуть грубі помилки в розрахунках. Так, в модель, розраховану за 
результатами ДФЕ 25-1, можна ввести нульовий, всі лінійні та парні 
коефіцієнти, але не можна вводити потрійних і т.д. В модель, розраховану за 
результатами ДФЕ 25-2, можна ввести лише нульовий, всі лінійні та два парних: 
b12, що буде також містити в собі оцінку коефіцієнта b35 і b23, що буде містити 
оцінку b15. Після визначення коефіцієнтів, які можна ввести в модель, порядок 
їх розрахунку та статистичний аналіз моделі не відрізняється від наведеного в 
п. 3.3. 
Взагалі, для побудови дробових реплік потрібно використовувати 
незначущі взаємодії, які обираються на основі фізичного змісту досліджуваних 
факторів або аналізу апріорної інформації. Варто враховувати, що ДФЕ 2n-p 
дозволяє одержати статистично коректну оцінку градієнта функції відгуку тоді 
і тільки тоді, коли його узагальнюючий визначаючий контраст містить чотири і 
більше множників. В іншому разу в описання функції відгуку буде внесено 
систематичну помилку. Плани ДФЕ 2n-p, в яких порушена умова статистично 
коректного визначення градієнту функції відгуку не можна використовувати 
для прийняття деяких інженерних рішень та в якості ядра для планів більш 
високих порядків.  
 
 
3.6. Розв'язок інженерних задач на основі експериментально-статистичних 
моделей першого порядку 
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Як уже зазначалося вище, на основі експериментально-статистичних 
моделей першого порядку не можна вирішувати задачі, пов’язані з пошуком 
оптимальних умов проведення процесу. Причина цього полягає в тому, що 
моделі першого порядку не можуть адекватно описувати області, близькі до 
точки екстремуму. Проте, такі моделі придатні для вирішення інших 
інженерних задач. Розглянемо, зокрема, методи вирішення на основі моделей 
першого порядку задачі про оцінку впливу факторів на функцію відгуку та про 
пошук центру плану для побудови моделі більш високого порядку. Очевидно, 
що для вирішення таких задач експериментально-статистична модель має бути 
адекватною об’єкту дослідження – вирішення задач на основі неадекватної 
моделі пов’язане зі значним ризиком одержання помилкових розв’язків. Крім 
того, за результатами регресійного аналізу експериментально-статистичну 
модель, зазвичай, отримують для кодованих значень факторів. Тобто для 
розв'язку задач необхідно перевести значення факторів до натуральної шкали, 
використовуючи формулу кодування (1.1). 
 
 
3.6.1. Оцінка чутливості функцій відгуку 
 
Якщо коефіцієнти моделі першого порядку незмішані один з одним та 
незалежні, то за їх значеннями можна оцінити вплив відповідних факторів на 
значення функції відгуку. При цьому абсолютне значення коефіцієнту буде 
вказувати на ступінь впливу, а знак перед ним – на напрямок такого впливу. 
Мірою чутливості в даному випадку можна вважати значення часткової 
похідної за даним фактором: 
 
i
X
X
y
y
i 


ˆ
. 
 
При вирішення такої задачі слід враховувати значущість коефіцієнтів 
експериментально-статистичної моделі. Якщо коефіцієнт при факторі визнано 
незначущим, то функцію відгуку можна вважати нечутливою по відношенню 
до цього фактору. Очевидно, що якщо в моделі визнані значущими коефіцієнти 
при парних ефектах взаємодії, то чутливість функції відгуку до окремого 
фактора може бути різною в залежності від значень інших факторів. 
Приклад 3.5. За експериментально-статистичною моделлю, побудованою в 
прикладі 3.3. ( 31321 091,1959,0153,1328,10509,78ˆ xxxxxy  ), оцінити 
чутливість функції відгуку до досліджуваних факторів. 
Переведемо експериментально-статистичну модель у натуральні значення 
факторів. Значення нульових рівнів факторів та інтервалів варіювання наведено 
в табл. 3.5. 
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








10
40
15
165
091,1
10
40
959,0
2
7
153,1
15
165
328,10509,78ˆ 31321
XXXXX
y  
31321 00727,030,1577,000,13,251 XXXXX  . 
 
 
Знайдемо похідні за кожним з факторів: 
 
3
1
0073,01
ˆ
1
X
X
y
yX 


 ; 577,0
ˆ
2
2




X
y
yX ; 1
3
00727,030,1
ˆ
3
X
X
y
yX 


  
 
Функція відгуку нечутлива до фактору Х4. Результати розв’язку зведемо в 
таблицю (табл. 3.26). 
 
Таблиця 3.26 
Результати розв’язку прикладу 3.5 
Фактор 
Значення інших 
факторів 
Чутливість 
Х1 Х3 = 30  
Х3 = 40 
Х3 = 50 
–0,781 
–0,708 
–0,635 
Х2 довільні –0,577 
Х3 Х1 = 150  
Х1 = 165 
Х1 = 180 
–0,210 
–0,101 
0,009 
Х4 довільні 0 
 
Очевидно, що для вирішення задачі про оцінку чутливості доцільно 
використовувати експериментально-статистичні моделі, побудовані за 
результатами обробки ПФЕ, тобто моделі, коефіцієнти яких не містять 
змішаних оцінок. Лише в цьому випадку коефіцієнт при факторі може 
слугувати однозначною оцінкою впливу самого фактору. Але практика 
вирішення подібних задач показала, що використання ДФЕ 2n-p, в яких 
забезпечується статистично коректна оцінка градієнта функції відгуку, не 
призводить до суттєвого викривлення результатів.  
 
 
3.6.2. Метод “стрімкого сходження” 
 
Рух до екстремуму відбувається в напрямку градієнту або антиградієнту 
функції відгуку. Цей вектор визначає напрям найскорішого зростання 
(спадання) функції відгуку і для випадку, коли функція відгуку описується 
експериментально-статистичною моделлю з n факторів набуває вигляду: 
 
n
x
y
j
x
y
i
x
y
ygrad
n







 ...
21
,      (3.17) 
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де nji ,...,,  – одиничні вектори в напрямках осей координат. 
В даному випадку функція відгуку y описується рівнянням виду (3.1). 
Обмежена область факторного простору, в якій експериментально-статистична 
модель справедлива, задається центром плану експерименту та інтервалами 
варіювання факторів. Для характеристики властивості передбачення за 
моделлю використовується дисперсія функції відгуку, яка визначається за 
формулою: 
 
 22
1
22
ˆ 10  

b
n
i
biby SSxSS i , 
 
де 2bS  – однакові дисперсії коефіцієнтів експериментально-статистичної моделі, 
розраховані за формулою (3.11). 2 – квадрат відстані від центру плану до точки 
факторного простору: 
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Точність рівняння моделі, що побудована за результатами ПФЕ або ДФЕ, 
пропорційна квадрату відстані від центру плану і однакова в усіх 
еквідистантних точках. Тому в факторному просторі не можна виділити 
жодного кращого напрямку і напрямок градієнту (3.17) не має ніяких недоліків 
перед іншими. Проте перевагою цього напрямку є найшвидший рух до 
екстремуму. 
Послідовні координати пошуку екстремуму в факторному просторі 
визначаються за формулою: 
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де h – заданий крок руху по напрямку градієнту; s – номер точки 
експериментування (s = 1,2,3,…); знак ± визначає рух у напрямку до максимуму 
(+) або до мінімуму (–), y – значення функції відгуку, розраховане за 
експериментально-статистичною моделлю виду (3.1), який задається або 
визначаються за формулою: 
Якщо модель першого порядку, за якою здійснюється «стрімке 
сходження», з центром в першій точці експериментування (s = 1), адекватна і 
крок h обрано вдало, то одержана точка з координатами nixi ,1,
)2(   може 
використовуватись як нова точка центру плану для побудови моделі другого 
порядку. У випадку виникнення сумнівів щодо вдалого обрання центру нового 
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плану, в ньому можна спочатку реалізувати план ПФЕ або ДФЕ з паралельними 
дослідами в центрі плану (див. пп. 3.4.2), провести регресійний аналіз на його 
основі, а потім  перевірити умову близькості до екстремуму. 
Близькість до майже стаціонарної навколоекстремальної області може бути 
встановлена за допомогою критерію Стюдента шляхом оцінки значущості 
відмінності між експериментальними значеннями в центрі плану та 
значеннями, розрахованими за експериментально-статистичною моделлю: 
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де 0y  – середнє значення функції відгуку в центрі плану, що визначається за 
формулою (3.16); 20S  – дисперсія відтворюваності, розрахована за значеннями в 
центрі плану (3.15); b0 – коефіцієнт моделі (в точці центру плану 00ˆ by  ); tт – 
табличне значення критерію Стюдента. 
Табличне значення критерію обирається для рівня q і числа ступенів 
вільності дисперсії відтворюваності, розрахованої за значеннями в центрі плану 
(f0 = N0 – 1). Якщо умова (3.19) виконується, то відмінність між 
експериментальним і розрахунковим значеннями значуща, і, відповідно, точка 
обраного центру плану близька до екстремуму. Подібна ситуація для випадку 
одного фактора відображено на рис. 3.2. Якщо відмінність незначуща, то 
«стрімке сходження» необхідно повторити (див. рис. 3.4). 
 
 
Рис. 3.4. «Стрімке сходження» по моделі (два фактори). (
)0(x – центр першого плану 
ПФЕ, 
)1(x – центр проміжного плану ПФЕ,  
)2(x – центр плану для побудови моделі другого 
порядку; Р(1), Р(2) – напрями градієнту; * – точка оптимуму).  
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Перевірка умови (3.20) взагалі є універсальним способом перевірки 
доцільності побудови плану другого порядку з центром в заданій точці. 
Приклад 3.6. Методом «стрімкого сходження» знайти точку, що буде 
центром нового плану експерименту по моделі побудованій в прикладі 3.3, без 
врахування парного ефект взаємодії ( 321 959,0153,1328,10509,78ˆ xxxy  ). 
Прийняти крок h = 1.  
Знайдемо часткові похідні по всіх факторах моделі: 
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Коефіцієнт при х4 незначущий, тому градієнт по ньому рівний нулю. Точка 
центру плану експерименту в кодованих координатах буде мати значення: 
}0,0,0,0{)0( x . Функція  відгуку являє собою вихід продукту, тож, очевидно, 
доцільно рухатись в напрямку максимуму. Знайдемо точку центру нового плану 
за формулою (3.18): 
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Одержані значення переведемо в натуральну шкалу координат за 
формулою (1.1). 
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3,5:1. 
Дана точка і буде центром нового плану експерименту. 
  
 
Контрольні запитання до розділу: 
1. Що таке експериментально-статистична модель? В якому вигляді вона 
будується?  
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2. Що таке план експерименту? Як будують план ПФЕ? Які моделі будують 
за результатами обробки ПФЕ? Яким критеріям оптимальності  
відповідає план ПФЕ? 
3. З яких етапів складається регресійний аналіз експериментально-
статистичної моделі? Як розраховують коефіцієнти експериментально-
статистичної моделі? Що виконується на кожному з цих етапів? 
4. Які статистичні критерії використовуються при регресійному аналізі 
моделі? Як обчислюються розрахункові та критичні значення цих 
критеріїв? 
5. Які різновиди реалізації алгоритму ПФЕ ви знаєте? В чому полягають 
особливості аналізу моделей, побудованих за результатами їх реалізації? 
6. Що таке ДФЕ? Як будують план ДФЕ?  
7. Які переваги і недоліки в порівнянні з ПФЕ має ДФЕ? Які критерії 
оптимальності втрачає, а які не втрачає план ДФЕ? 
8. Що таке дробова репліка? Наведіть приклади дробових реплік для різних 
планів ДФЕ. Яку кількість експериментальних точок мають ці плани?  
9. Що таке визначаючий контраст? Як його побудувати? 
10. Як за допомогою визначаючого контрасту одержати систему змішаних 
оцінок коефіцієнтів? 
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4. Плани експерименту та експериментально-статистичні моделі другого 
порядку 
 
4.1. Експериментально-статистична модель другого порядку 
 
Як було зазначено в попередньому розділі, експериментально-статистичні 
моделі першого порядку, мають значну кількість переваг, що зумовило їх 
широке використання при моделюванні хіміко-технологічних процесів. Проте 
поруч з вказаними перевагами, такі моделі мають один суттєвий недолік. Такі 
моделі описують лінійні поверхні відгуку. Разом з тим, близька до екстремуму 
область дослідження технологічних процесів характеризується суттєвою 
лінійністю і її не вдається адекватно описати моделями першого порядку. Тому, 
на основі таких моделей неможливе правильне вирішення задачі оптимізації 
вказаних процесів. 
 Слід звернути увагу на те, що використання методів пошуку оптимуму, 
зокрема чисельних, до моделей першого порядку можливе. Проте, при такому 
використанні, результатом оптимізації буде одна з вершин гіперкуба, який 
описує план експерименту, що далеко не завжди буде відповідати реальній 
оптимальній точці досліджуваного процесу. 
Тому, для адекватного опису наближеної до екстремуму області процесу 
пропонується використати експериментально-статистичні моделі вищих 
порядків, зокрема другого порядку.  
 Експериментально-статистичною моделлю другого порядку 
(квадратичною експериментально-статистичною моделлю) називається така 
поліноміальна модель, в яку всі фактори входять лише в першому та другому 
ступенях. 
В загальному виді така модель виражається залежністю: 
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Очевидно, що поверхня відгуку, описана такою моделлю, буде нелінійною 
і, зокрема, буде мати точки екстремуму. Моделі саме другого, а не більш 
високих порядків пропонуються тому, що для побудови таких моделей існує 
ряд добре розроблених планів експериментів, а поверхні відгуку другого 
порядку добре досліджені і систематизовані. Крім того, перехід до моделей 
третього і вищих порядків, потребує різкого збільшення об’єму 
експериментальних досліджень. 
Як видно з рівняння (4.1), така модель повністю містить в собі модель 
першого порядку з парними ефектами і квадратичні ефекти. Зокрема, для 
випадку трьох факторів, модель другого порядку набуде вигляду: 
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Процедура регресійного аналізу і, зокрема, ідентифікація коефіцієнтів 
таких моделей принципово не відрізняється від аналогічної процедури для 
моделей першого порядку, проте має ряд особливостей, які будуть означені 
нижче. Тут ми лише звернемо увагу на те, що для розрахунку значень 
коефіцієнтів таких моделей мінімально необхідна кількість дослідів, звичайно, 
значно більша ніж у випадку моделей першого порядку. Зокрема, для випадку 
трьох факторів мінімально необхідно провести десять дослідів. Фіксація 
кожного з факторів на двох рівнях при побудові моделей другого порядку 
недостатня. Кожен з факторів потрібно фіксувати щонайменше на трьох рівнях. 
Таким чином, при переході від першого до другого порядку при 
експериментально-статистичному моделюванні процесів різко зростає об’єм 
експериментальних досліджень. Це можна означити як основний недолік 
моделей другого порядку. 
 
 
4.2. Плани повного факторного експерименту 3n 
 
За аналогією з експериментально-статистичними моделями першого 
порядку, для одержання моделей другого порядку виду (4.1) також може бути 
застосованій план повного факторного 
експерименту (ПФЕ), але з фіксацією усіх 
досліджуваних факторів на трьох рівнях.  
 Множина всіх можливих сполучень 
верхнього, нижнього і середнього рівнів 
факторів називається планом повного 
факторного експерименту 3n (ПФЕ 3n). 
Очевидно, що загальна кількість точок у 
такому плані експерименту буде визначатися 
за формулою: 
 
N = 3n. 
 
Приклад такого плану для випадку трьох 
факторів (n = 3) наведено в табл. 4.1 
Переваги такого плану повністю 
співпадають з перевагами плану ПФЕ 2n. 
Порядок процедури регресійного аналізу за 
таким планом повністю відповідає порядку, 
викладеному в п. 3.1.3. 
Як видно, зокрема, з табл. 4.1 для трьох 
досліджуваних факторів такий план буде 
містити 27 експериментальних точок. Разом з 
тим, модель другого порядку виду (4.1) для 
випадку трьох факторів буде містити 10 
коефіцієнтів, тобто кількість дослідів, яку 
потрібно виконати за планом, буде в 2,7 разів 
перевищувати кількість, потрібну для 
 
Таблиця 4.1. 
План ПФЕ 3n (n = 3) 
x1 x2 х3 
1 1 1 
1 1 0 
1 1 –1 
1 0 1 
1 0 0 
1 0 –1 
1 –1 1 
1 –1 0 
1 –1 –1 
0 1 1 
0 1 0 
0 1 –1 
0 0 1 
0 0 0 
0 0 –1 
0 –1 1 
0 –1 0 
0 –1 –1 
–1  1 1 
–1 1 0 
–1 1 –1 
–1 0 1 
–1 0 0 
–1 0 –1 
–1 –1 1 
–1 –1 0 
–1 –1 –1 
 77 
розрахунків. У випадку чотирьох факторів план ПФЕ 3n буде містити 81 
експериментальну точку, модель другого порядку має загалом 15 регресорів, 
тобто кількість точок плану буде переважати необхідну у 5,4 рази. При 
збільшенні числа факторів, число експериментальних точок плану буде і надалі 
зростати в геометричній прогресії. Таким чином, очевидно, що використання 
плану ПФЕ для побудови моделі другого порядку є невигідним передусім з 
точки зору обсягу експериментальних досліджень. Тому в практиці 
використання методів експериментально-статистичного моделювання такі 
плани застосовуються дуже рідко. 
Ряд досліджень в області планування експерименту показали, що обсяг 
експериментальних досліджень при побудові експериментально-статистичних 
моделей другого порядку можна суттєво скоротити. Проте при такому 
скороченні втрачається частина властивостей самого плану експерименту і, 
відповідно, частина властивостей побудованих за такими планами моделей. 
Перш ніж перейти до розгляду планів з меншим числом експериментальних 
точок, розглянемо критерії, за якими і оцінюються властивості тих чи інших 
планів експерименту.  
 
 
4.3. Критерії оптимальності і насиченість планів експериментів  
 
Як неодноразово зазначалося в попередніх главах, план, за яким проводять 
дослідження в експериментально-статистичному моделюванні, повинен бути 
оптимальним. Проте, до цього моменту ми ніде не зупинялися детально на 
показниках, за якими визначається оптимальність того чи іншого плану. Тому 
цю главу доцільно присвятити саме таким показникам, що називаються 
критеріями оптимальності планів експерименту. 
Перш за все, зосередимо увагу на тому, що в кожному формулюванні 
критерію оптимальності міститься відповідь на два питання. Перше питання - 
як оцінюється даний критерій, тобто за яким значенням або значеннями 
визначають, що один план експерименту більш оптимальний за даним 
критерієм, ніж інший. Друге питання – що забезпечує даний критерій, тобто яка 
користь даного показника для одержаної на основі плану експериментально-
статистичної моделі. Всього виділяють три групи критеріїв оптимальності 
планів експериментів. 
До першої групи відносяться критерії, пов’язані з оцінкою точності 
коефіцієнтів рівняння регресії. Серед критеріїв цієї групи виділимо такі: 
– D-оптимальність: плани, що відповідають цьому критерію, мають 
мінімальний серед усіх планів детермінант дисперсійної матриці. 
Математично це можна записати так: 
 
det(XTX)–1  min 
 
Такі плани забезпечують мінімальний еліпсоїд розсіювання похибок 
оцінок, тобто мінімальну узагальнену дисперсію коефіцієнтів регресії. 
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 Слід звернути увагу, що мова йде саме про узагальнену дисперсію всіх 
коефіцієнтів. D-оптимальні плани не забезпечують мінімальну дисперсію 
кожного окремого коефіцієнта рівняння регресій.  
– ортогональність: плани, що відповідають цьому критерію, мають 
діагональну дисперсійну матрицю. Такі плани забезпечують незалежність 
оцінок коефіцієнтів регресії.  
 Це значить, що в моделі, побудованій на основі ортогонального плану 
експерименту, значення будь-якого коефіцієнту не залежить від того, 
присутній в моделі якийсь з інших регресорів чи ні. Простіше кажучи, при 
відкидання деяких регресорів, значення коефіцієнтів в тих регресорах, що 
залишилися, не зміняться. Слід відмітити, що така незалежність притаманна 
лише моделям, побудованим на основі ортогональних планів експериментів. 
Якщо план експерименту не ортогональний, то при вилученні деяких 
регресорів з моделі, зокрема при відкиданні незначущих регресорів, необхідно 
провести перерахунок усіх коефіцієнтів, що залишилися. 
До другої групи критеріїв оптимальності планів експериментів відносять 
критерії, пов’язані з похибкою оцінки поверхні відгуку, тобто з похибкою 
передбачення значень параметру оптимізації за одержаною моделлю. Серед 
критеріїв другої групи виділимо такі: 
– G-оптимальність: плани, що відповідають цьому критерію, мають 
найменший серед усіх планів максимальний елемент дисперсійної матриці.  
Такі плани забезпечують мінімум максимальної дисперсії передбачення у 
сфері планування; 
– ротатабельність: плани, що відповідають цьому критерію, мають 
дисперсійну матрицю, інваріантну відносно ортогональних осей обертання.  
Такі плани забезпечують однакову дисперсію передбачення значень функції 
в усіх точках, рівновіддалених від центра плану. 
 Слід звернути увагу на те, що в даному випадку забезпечується саме 
однаковість дисперсії передбачення в усіх рівновіддалених від центру плану 
точках і при цьому мова не ведеться по те, на якій відстані від центру плану 
дисперсія передбачення буде більшою чи меншою. З графічної точки зору це 
можна представити як набір концентричних кіл, що виходять з центру плану 
експерименту і на кожному за таких кіл дисперсія передбачення однакова.  
До третьої групи критеріїв оптимальності планів експериментів відносять 
критерії, пов’язані з побудовою плану експерименту. Серед критеріїв цієї групи 
виділимо лише один критерій: 
– композиційність: цей критерій показує кількість точок плану нижчого 
порядку які можна використати при побудові плану більш високого порядку. 
Тобто забезпечує можливість використання точок плану, реалізованого для 
побудови моделі порядку N, як частини плану, для побудови моделі порядку 
N + 1. 
Крім оптимальних планів, тобто планів, які точно відповідають заданим 
критеріям оптимальності, існують і плани, наближені до оптимальних, так звані 
квазіоптимальні плани. Зокрема широке застосування в дослідженнях знайшли 
квазі-D-оптимальні плани, для яких розроблено алгоритми синтезу на основі 
даного виду експериментально-статистичної моделі. 
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Наведений перелік критеріїв оптимальності, звичайно, не є вичерпним. Як 
вже зазначалося, тут наведені лише деякі, найчастіше вживані критерії 
оптимальності. Крім того, слід зазначити, що кожен план може відповідати 
одному чи більшій кількості критеріїв. Зокрема, неодноразово згаданий вище 
план ПФЕ відповідає щонайменше шести критеріям оптимальності. Так, цей 
план оптимальний за всіма чотирма перерахованими вище критеріями першої 
та другої груп: ортогональний, ротатабельний G- і D-оптимальний. Крім того, 
він відповідає не вказаним тут критеріям А-, Е-оптимальності. Також неважко 
побачити, зокрема з табл. 4.1, що ПФЕ 3n повністю композиційний до ПФЕ 2n, 
тобто всі точки ПФЕ 2n включені в план ПФЕ 3n. 
По відношенню кількостей оцінюваних коефіцієнтів експериментально-
статистичної моделі і точок плану експерименту плани розподіляються на 
класи насиченості.  
 План називається насиченим, якщо кількість коефіцієнтів моделі, які 
потрібно оцінити, дорівнює кількості точок плану експерименту. Якщо 
кількість коефіцієнтів моделі менше кількості точок плану, то план 
називається ненасиченим, якщо більша – наднасиченим.  
Як видно з цього визначення, при насиченості планів враховуються дві 
величини – кількість коефіцієнтів експериментально статистичної моделі та 
кількість точок плану експерименту. Тому про прийнято говорити про 
насиченість плану для побудови тої чи іншої моделі. Так, план ПФЕ 22 при 
побудові моделі виду (3.1) буде ненасиченим (точок плану – 4, коефіцієнтів 
моделі – 3), а для побудови моделі виду (3.3) насиченим (точок плану – 4, 
коефіцієнтів моделі – 4). МНК для оцінки значень коефіцієнтів моделі можна 
застосовувати тільки для насичених і ненасичених планів експериментів. 
 
 
4.4. Центральні композиційні ортогональні плани другого порядку 
 
Побудова моделей другого порядку, які можна використовувати для 
вирішення задач оптимізації досліджуваних процесів, передбачає варіювання 
факторів щонайменше на трьох рівнях. Очевидно, що плани ПФЕ 3n, котрі 
допускають можливість такого варіювання, передбачають проведення 
надзвичайно великої кількості експериментальних досліджень і при n > 5 
стають повністю непридатними для практичного використання. Для практики 
доцільно було б застосовувати плани, які б: 
– максимально використовували б результати експериментів, що проводились 
при побудові експериментально-статистичних моделей першого порядку, 
тобто були композиційними до ПФЕ 2n і ДФЕ; 
– потребували б значно меншу, ніж плани ПФЕ 3n кількість 
експериментальних досліджень; 
– відповідали б, принаймні, деким критеріям оптимальності. 
На початковому етапі розвитку теорії планування експерименту, один з її 
основоположників, англійський статистик Дж. Е. Бокс запропонував для 
побудови моделей другого порядку вважати оптимальними плани 
експерименту, що зберігають принцип ортогональності. Для побудови таких 
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планів пропонувалося до плану ПФЕ 2n (при n  5) або ДФЕ 2n – 1 (при n  5) 
додавати ряд додаткових точок. Зокрема, точку центру плану та деяку кількість 
точок, розміщених на осях факторів на відстанях  так, щоб зберігалась 
ортогональність розширеної матриці. Ці розміщені на осях точки одержали 
назву “зоряних” (див. рис. 4.1).  
 
 
 
 
 
 
 
 
Рисунок 6.1. Розміщення точок 
центрального композиційного плану (n = 
2): 1  4 – ядро плану (ПФЕ); 5  8 – 
«зоряні» точки; 9 – точка центру плану. 
 
Очевидно, що такі плани композиційні по відношенню до планів першого 
порядку. Вони дістали назву центральних композиційних ортогональних планів 
(ЦКОП) другого порядку. Таким чином, ЦКОП містить ядро плану – ПФЕ або 
ДФЕ, точку центру плану та певну кількість розміщених на осях «зоряних» 
точок з розрахунку по дві точки на кожен фактор, що входить у план. Загальна 
кількість (N) точок ЦКОП розраховується за формулою:  
 
12я  nNN ,      (4.3) 
 
де Nя – кількість точок ядра плану. 
Величина  одержала назву «зоряного плеча». Значення цієї величини є 
дійсними коренями рівнянь:  
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Перше рівняння справедливе для випадку, якщо ядром плану є ПФЕ 2n, 
друге – якщо ядром плану є ДФЕ 2n–1. Числові показники ЦКОП для числа 
факторів від 2 до 5 наведено в табл. 4.2. 
 
Таблиця 4.2 
Числові показники деяких ЦКОП 
Число факторів 2 3 4 5 5 
Ядро плану ПФЕ 22 ПФЕ 23 ПФЕ 24 ПФЕ 25 ДФЕ 25-1 
Число точок ядра плану (Nя) 4 8 16 32 16 
Кількість “зоряних” точок 4 6 8 10 10 
Величина “зоряного плеча” () 1,000 1,215 1,414 2,187 1,547 
Загальна кількість точок (N) 9 15 25 43 27 
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Для прикладу, наведемо ЦКОП для трьох 
факторів. З табл. 4.2 видно, що такий план 
повинен містити 15 точок, “зоряне плече” –  
= 1,215. Одержаний план подано в табл. 4.3. В 
табл. 4.4 наведемо розширену матрицю такого 
плану експерименту для побудови 
експериментально-статистичної моделі 
другого порядку виду (4.1) і підрахуємо суми 
стовпців. Результати підрахунку показують, 
що розширена матриця ЦКОП несиметрична: 
 
0
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2 
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Це свідчить про те, що в загальному 
випадку дисперсійна матриця ЦКОП не 
діагональна. Для забезпечення симетричності розширеної матриці плану і, 
відповідно, діагональності дисперсійної матриці в ЦКОП проводять 
перетворення для квадратичних ефектів шляхом введення спеціальної 
центрованої величини ix , яка розраховується за формулою: 
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Таблиця 4.4. 
Розширена матриця ЦКОП (n = 3) 
x0 x1 x2 х3 x1x2 x1x3 x2x3 21x  
2
2x  
2
3x  
1 1 1 1 1 1 1 1 1 1 
1 1 1 –1 1 –1 –1 1 1 1 
1 1 –1 1 –1 1 –1 1 1 1 
1 1 –1 –1 –1 –1 1 1 1 1 
1 –1 1 1 –1 –1 1 1 1 1 
1 –1 1 –1 –1 1 –1 1 1 1 
1 –1 –1 1 1 –1 –1 1 1 1 
1 –1 –1 –1 1 1 1 1 1 1 
1 1,215 0 0 0 0 0 1,476 0 0 
1 –1,215 0 0 0 0 0 1,476 0 0 
1 0 1,215 0 0 0 0 0 1,476 0 
1 0 –1,215 0 0 0 0 0 1,476 0 
1 0 0 1,215 0 0 0 0 0 1,476 
1 0 0 –1,215 0 0 0 0 0 1,476 
1 0 0 0 0 0 0 0 0 0 
Сума 0 0 0 0 0 0 10,952 10,952 10,952 
 
 
Таблиця 4.3. 
План ЦКОП (n = 3) 
x1 x2 х3 
1 1 1 
1 1 –1 
1 –1 1 
1 –1 –1 
–1 1 1 
–1 1 –1 
–1 –1 1 
–1 –1 –1 
1,215 0 0 
–1,215 0 0 
0 1,215 0 
0 –1,215 0 
0 0 1,215 
0 0 –1,215 
0 0 0 
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Величина 2ix  – середня квадратів значень кожного стовпця – є константою 
для кожного ЦКОП і залежить лише від числа факторів в плані. Зокрема для 
трьох факторів 2ix   0,7302. З врахуванням перетворень за формулою (4.5), 
розширена матриця плану набуде вигляду, представленому в табл. 4.5. 
 
Таблиця 4.5. 
Розширена матриця ЦКОП (n = 3) з врахуванням центрування 
x0 x1 x2 х3 x1x2 x1x3 x2x3 1x  2x  3x  
1 1 1 1 1 1 1 0,2698 0,2698 0,2698 
1 1 1 –1 1 –1 –1 0,2698 0,2698 0,2698 
1 1 –1 1 –1 1 –1 0,2698 0,2698 0,2698 
1 1 –1 –1 –1 –1 1 0,2698 0,2698 0,2698 
1 –1 1 1 –1 –1 1 0,2698 0,2698 0,2698 
1 –1 1 –1 –1 1 –1 0,2698 0,2698 0,2698 
1 –1 –1 1 1 –1 –1 0,2698 0,2698 0,2698 
1 –1 –1 –1 1 1 1 0,2698 0,2698 0,2698 
1 1,215 0 0 0 0 0 0,7460 –0,7302 –0,7302 
1 –1,215 0 0 0 0 0 0,7460 –0,7302 –0,7302 
1 0 1,215 0 0 0 0 –0,7302 0,7460 –0,7302 
1 0 –1,215 0 0 0 0 –0,7302 0,7460 –0,7302 
1 0 0 1,215 0 0 0 –0,7302 –0,7302 0,7460 
1 0 0 –1,215 0 0 0 –0,7302 –0,7302 0,7460 
1 0 0 0 0 0 0 –0,7302 –0,7302 –0,7302 
 
Розглянемо інформаційну (табл. 4.6) та дисперсійну (табл. 4.7) матриці 
такого плану. 
 
Таблиця 4.6. 
Інформаційна матриця ЦКОП (n = 3) 
15 0 0 0 0 0 0 –0,0005 –0,0005 –0,0005 
0 10,952 0 0 0 0 0 0 0 0 
0 0 10,952 0 0 0 0 0 0 0 
0 0 0 10,952 0 0 0 0 0 0 
0 0 0 0 8 0 0 0 0 0 
0 0 0 0 0 8 0 0 0 0 
0 0 0 0 0 0 8 0 0 0 
–0,0005 0 0 0 0 0 0 4,3614 0,0029 0,0029 
–0,0005 0 0 0 0 0 0 0,0029 4,3614 0,0029 
–0,0005 0 0 0 0 0 0 0,0029 0,0029 4,3614 
 
 
Таблиця 4.7. 
Інформаційна матриця ЦКОП (n = 3) 
0,0667 0 0 0 0 0 0 8,410–6 8,410–6 8,410–6 
0 0,0913 0 0 0 0 0 0 0 0 
0 0 0,0913 0 0 0 0 0 0 0 
0 0 0 0,0913 0 0 0 0 0 0 
0 0 0 0 0,125 0 0 0 0 0 
0 0 0 0 0 0,125 0 0 0 0 
0 0 0 0 0 0 0,125 0 0 0 
8,410–6 0 0 0 0 0 0 0,2293 –0,0002 –0,0002 
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8,410–6 0 0 0 0 0 0 –0,0002 0,2293 –0,0002 
8,410–6 0 0 0 0 0 0 –0,0002 –0,0002 0,2293 
 
Як видно, ці матриці дещо відрізняються від діагональних, проте доведено, 
що таке відхилення викликане лише похибкою округлення при розрахунках 
значення “зоряного плеча”  і  середнього квадратів значень стовпців 2ix  і не 
чинить суттєвий вплив на властивість ортогональності.  
Окрім особливості побудови розширеної матриці, ЦКОП передбачає також 
ряд інших особливостей при проведенні регресійного аналізу. Перш за все, 
звернемо увагу на те, що ЦКОП містить “зоряні” точки, в яких важко 
забезпечити відтворюваність дослідів. Це пов'язано з тим, що “зоряні” точки 
виходять за інтервали варіювання факторів. Тому в регресійному аналізі при 
побудові моделі на основі ЦКОП, дисперсію відтворюваності часто 
розраховують за результатами реалізації ядра плану:  
 



я
1
2
я
2
0
)1(
1
N
u
uS
mN
S .     (4.6) 
 
Розрахунок коефіцієнтів моделі можна вести в матричній формі за 
формулою (3.9). Формули розрахунку коефіцієнтів без використання 
матричного методу подібні до формул при обробці результатів ПФЕ: 
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При розрахунку коефіцієнту b0 треба врахувати перерахунок стовпців 
розширеної матриці за формулою (4.5): 
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Оцінки дисперсій коефіцієнтів моделі, побудованої за ЦКОП, різняться, 
тому що розраховуються на основі різних сукупностей точок плану. У 
формулах розрахунку дисперсій коефіцієнтів фігурують суми стовпців 
розширеної матриці: 
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Як видно з останньої формули, дисперсія вільного члена моделі також 
враховує перерахунок стовпців розширеної матриці ЦКОП. На основі дисперсій 
коефіцієнтів можна розрахувати дисперсія функції відгуку для моделі, 
побудованої на основі ЦКОП другого порядку, за формулою: 
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Як видно з цієї формули, оцінка дисперсії функції відгуку залежить не 
лише від відстані між заданою точкою і центром плану, а і від положення цієї 
точки в просторі. Це підтверджує тезу, що центральний композиційний 
ортогональний план не є ротатабельним. 
Перевірка однорідності построкових дисперсій, адекватності моделі та 
значущості коефіцієнтів поліному при використанні ЦКОП не відрізняється від 
відповідних процедур для ПФЕ і здійснюється за схемою, викладеною в п. 3.3.  
Як бачимо, центральний композиційний ортогональний план містить 
значно меншу кількість точок, ніж план ПФЕ 3n. Ціною за таке зменшення 
об’єму експериментальних досліджень є втрата переважної більшості 
оптимальних властивостей плану. З шести критеріїв оптимальності, яким 
відповідає ПФЕ, цей план зберігає лише одну – ортогональність.  
Приклад 4.1. Досліджувався процес варіння целюлози із лляного волокна з 
попереднім водяним гідролізом (ПВГ). Для варіння використовували відходи 
переробки льону з умістом луб’яного волокна 78 %, попередній гідроліз і 
варіння целюлози здійснювали в автоклавах. Середні рівні та інтервали 
варіювання факторів процесу наведено в табл. 4.8. 
 
Таблиця 4.8 
Рівні й інтервали варіювання факторів (приклад 4.1) 
Фактори Визначення 
Середній 
рівень 
Інтервал 
варіювання 
x1 Тривалість процесу, год 5,5 1,5 
x2 Температура ПВГ, °С 160 10 
x3 Температура варіння, °С 170 10 
 
Вихідною змінною обрано вихід целюлози, % (y), для планування 
експерименту використано ЦКОП. Результати реалізації плану наведено в табл. 
4.9. Необхідно побудувати для даного процесу експериментально-статистичну 
модель другого порядку виду (4.2).  
 
Таблиця 4.9 
План експерименту та результати його реалізації (приклад 4.1) 
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x1 x2 х3 y 
1 1 1 48,3 48,3 43,8 
1 1 –1 47,6 47,6 50,1 
1 –1 1 48,2 43,2 54,0 
1 –1 –1 50,5 55,0 44,6 
–1 1 1 53,1 53,1 50,8 
–1 1 –1 43,6 43,6 50,3 
–1 –1 1 53,8 53,8 56,5 
–1 –1 –1 56,8 56,8 51,0 
1,215 0 0 55,7 47,0 58,7 
–1,215 0 0 61,3 52,7 55,6 
0 1,215 0 46,7 46,9 48,9 
0 –1,215 0 58,7 56,6 53,0 
0 0 1,215 51,8 58,8 57,5 
0 0 –1,215 55,3 62,9 58,3 
0 0 0 58,9 61,5 54,6 
 
Число точок ЦКОП N = 15, факторів n = 3. В даному випадку проводилося 
три паралельні досліди (m = 3). За формулою (3.5) розрахуємо середні значення 
функції відгуку, а за формулою (3.6) построкові дисперсії в кожній точці плану 
експерименту. Результати розрахунків зведено в табл. 4.10. 
 
Таблиця 4.10 
Середнє значення і дисперсія функції відгуку (приклад 4.1) 
y
 u
y  2
uS  
48,3 48,3 43,8 46,80 6,75 
47,6 47,6 50,1 48,43 2,08 
48,2 43,2 54,0 48,47 29,21 
50,5 55,0 44,6 50,03 27,20 
53,1 53,1 50,8 52,33 1,76 
43,6 43,6 50,3 45,83 14,96 
53,8 53,8 56,5 54,70 2,43 
56,8 56,8 51,0 54,87 11,21 
55,7 47,0 58,7 53,80 36,93 
61,3 52,7 55,6 56,53 19,14 
46,7 46,9 48,9 47,50 1,48 
58,7 56,6 53,0 56,10 8,31 
55,8 58,8 57,5 57,37 2,26 
55,3 52,9 53,3 53,83 1,65 
58,9 61,5 58,6 59,67 2,54 
Сума: 168,94 
 
Перевіряємо гіпотезу про однорідність построкових дисперсій. 
Максимальна построкова дисперсія 2maxuS  = 36,93 (див. табл. 4.10). Підставимо 
значення в формулу (3.7), одержимо розрахункове значення критерію Кохрена: 
 
 
 94,168
93,36
1
22
maxр
N
u
uu SSG 0,2199. 
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Приймемо рівень значущості q = 0,05. Число ступенів вільності для 
табличного значення критерію Кохрена f1 = m – 1 = 3 – 1 = 2, f2 = N = 15. Тоді 
саме значення Gт = 0,3346 (див. додаток Д). Очевидно, що табличне значення 
критерію більше за розрахункове, отже відтворюваність дослідів забезпечена. 
Визначимо дисперсію відтворюваності: 
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Число ступенів вільності цієї дисперсії буде f0 = N(m – 1) = 15(3 – 1) = 30. 
Коефіцієнти експериментально-статистичної моделі розрахуємо з 
використанням МНК в матричній формі за формулою (3.9). Розширена матриця 
плану експерименту представлена в табл. 4.5, інформаційна та дисперсійна 
матриці в табл. 4.6 і 4.7 відповідно. Тоді матриця (В) набуває вигляду: 
 
BT = {52,42; –1,581; –2,293; 0,678; 1,017; –1,192; 0,825; –2,233; –4,514; –1,940}. 
 
Як зазначалося вище, ці коефіцієнти не можуть одразу використовуватися 
для підстановки у модель (4.2), тому що розраховані для матриці плану 
експерименту з врахуванням центрування. Перерахуємо вільній член моделі: 
 
  
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Тоді експериментально-статистична модель процесу набуває вигляду: 
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Розрахунки дисперсій коефіцієнтів за формулами (4.9) та перевірку 
значущості коефіцієнтів моделі за критерієм Стюдента зведемо в табл. 4.11 
 
Таблиця 4.11 
Перевірка значущості коефіцієнтів моделі (приклад 4.1) 
b 58,76 –1,581 –2,293 0,678 1,017 –1,192 0,825 –2,233 –4,514 –1,940 
2
bS  3,185 0,511 0,511 0,511 0,700 0,700 0,700 1,284 1,284 1,284 
tр 32,93 2,212 3,208 0,948 1,215 1,425 0,986 1,971 3,984 1,712 
 
Приймемо рівень значущості при перевірці коефіцієнтів моделі 0,1. 
Табличне значення критерію для q = 0,1 і числа ступенів вільності дисперсії 
вітворюваності f0 = 30 становить tт = 1,697 (див. додатки). Таким чином, 
коефіцієнти b3, b12, b23, пропонується вилучити з моделі як незначущі. 
Коефіцієнт b13 пропонується залишити в моделі як такий, що перебуває на межі 
значущості. Враховуючи ортогональність плану експерименту, після 
 87 
відкидання частини коефіцієнтів не потрібно проводити перерахунок значень 
коефіцієнтів що залишилися. Тоді експериментально-статистична модель 
набуває вигляду: 
 
2
3
2
2
2
13121 940,1514,4233,2192,1293,2581,176,58ˆ xxxxxxxy  . 
 
Для перевірки адекватності даної моделі 
побудуємо таблицю середніх та розрахованих за 
моделлю значень функції відгуку (табл. 4.12). За 
результатами оцінки значущості в моделі залишено 
шість коефіцієнтів (l = 6). Дисперсію адекватності 
визначимо за формулою (3.13): 
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Число ступенів вільності цієї дисперсії fад = N 
– l = 15 – 6 = 9. Розрахункове значення критерію 
визначимо за формулою (3.14) 
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Табличне значення критерію Фішера для рівня 
значущості q = 0,05 і чисел ступенів вільності fад = 
11, f0 = 30 становить Fт = 2,211. Таким чином гіпотеза про однорідність 
дисперсій приймається а отже, одержана експериментально-статистична модель 
адекватна об’єкту дослідження. 
 
 
4.5. Центральні композиційні ротатабельні плани другого порядку 
 
При описанні поверхні відгуку, особливо в околі точки оптимуму, більш 
значущою є оцінка дисперсії полінома в цілому, а не оцінка дисперсій окремих 
його коефіцієнтів. Розширюючи підхід Бокса про центральне композиційне 
планування в використанням “зоряних” точок для побудови експериментально–
статистичних моделей другого порядку, американський математик В. Г. Хантер 
запропонував плани, спрямовані не на мінімізацію оцінок коефіцієнтів моделі, а 
на покращення якості передбачень за самою моделлю. Запропоновані плани 
втрачали властивість ортогональності, проте набували властивості 
ротатабельності, що в більшості випадків є більш значущим. Вони одержали 
назву центральних композиційних ротатабельних планів (ЦКРП) другого 
порядку. 
Примітка: центральні композиційні ротатабельні плани в деяких джерелах названі планами 
Бокса–Хантера за прізвищами їх розробників.  
Таблиця 4.12 
Середні та розраховані 
значення функції відгуку 
(приклад 4.1) 
uy  uyˆ   
2
ˆuu yy   
46,80 47,53 0,529 
48,43 46,90 2,338 
48,47 48,43 0,001 
50,03 51,11 1,153 
52,33 51,04 1,673 
45,83 45,65 0,033 
54,70 56,01 1,715 
54,87 53,92 0,896 
53,80 53,54 0,066 
56,53 57,39 0,726 
47,50 49,31 3,280 
56,10 54,88 1,480 
57,37 56,72 0,417 
53,83 55,07 1,538 
59,67 58,76 0,820 
Сума 16,665 
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У відповідності до запропонованого підходу, точки ЦКРП розміщуються 
на концентричних гіперсферах, кількість яких не менше двох. На практиці 
застосовуються плани, менша сфера яких вироджена, тобто її радіус дорівнює 
нулю. Очевидно, що ця сфера співпаде з центральною точкою плану, а 
розміщені на ній точки плану експерименту перейдуть у центр плану. Це 
значить, що ЦКРП потребує проведення деякої кількості (N0) паралельних 
дослідів у центрі плану. Більша сфера таких планів проходить через всі точки 
гіперкуба, що обраний ядром плану, тобто відстань від центру ЦКРП до всіх 
інших його точок однакова. Очевидно, що радіус більшої гіперсфери буде 
являти собою довжину “зоряного плеча” ЦКРП: 
 
 = r = 2(n–p)/4.      (4.10) 
 
де 2(n–p) – кількість точок ядра плану. 
За аналогією з центральними композиційними ортогональними, ці плани 
також містять по дві “зоряні” точки для кожного з факторів. Ядро плану являє 
собою ПФЕ 2n або ДФЕ 2n – р, причому має виконуватися співвідношення n – p > 
3. Таким чином, для кількості факторів 2  n  4 ядром плану може бути лише 
ПФЕ 2n, для 5  n  7 ядром може бути ПФЕ 2n і ДФЕ 2n – 1, для 8  n  10 
з'являється можливість використання в якості ядра також ДФЕ 2n – 2 і т.д. 
Формула (4.10) справедлива для будь–якого ядра плану, у випадку, якщо таким 
ядром є ПФЕ 2n то треба прийняти p = 0. 
Враховуючи досліди, що необхідно провести в центрі плану, загальна 
кількість точок ЦКРП: 
 
0я 2 NnNN  .  
 
Числові показники ЦКРП для числа факторів від 2 до 5 наведено в табл. 
4.13. 
 
Таблиця 4.13 
Числові показники деяких ЦКРП 
Число факторів 2 3 4 5 5 
Ядро плану ПФЕ 22 ПФЕ 23 ПФЕ 24 ПФЕ 25 ДФЕ 25–1 
Число точок ядра плану (Nя) 4 8 16 32 16 
Кількість “зоряних” точок 4 6 8 10 10 
Величина “зоряного плеча” () 1,414 1,682 2,000 2,378 2,000 
Число дослідів в центрі плану (N0) 5 6 7 10 6 
Загальна кількість точок (N) 13 20 31 52 32 
 
Для прикладу, наведемо ЦКРП для трьох факторів. Згідно табл. 4.8, такий 
план повинен містити 20 точок, 6 з яких будуть знаходитися в центрі плану. 
“Зоряне плече” для такого плану  = 1,682. Одержаний план подано в табл. 
4.14. Розширена матриця такого плану для побудови моделі виду (4.1)  подана в 
табл. 4.15. Як видно з таблиці, суми деяких стовпців матриці не дорівнюють 
нулю, а отже матриця несиметрична. Це значить, що центральний 
композиційний рототабельний план не є ортогональним.  
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Враховуючи те, що ЦКРП вимагає проведення великої кількості дослідів в 
центрі плану (див. табл. 4.13), паралельні досліди в інших точках можуть не 
проводитись. Дисперсію відтворюваності розраховують за результатами 
дослідів, проведених в центрі плану за формулою (3.15). 
  Формули розрахунку коефіцієнтів моделі за результатами реалізації 
ЦКРП без використання матричного методу: 
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 Величини A, 2 і 4 є константами для ЦКРП 
і залежать лише від кількості факторів, що введені 
в план. Вони визначаються за формулами: 
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Для розрахунку дисперсій оцінок 
коефіцієнтів моделі, побудованої за ЦКРП, 
використовують формули: 
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Таблиця 4.15. 
Розширена матриця ЦКРП (n = 3) 
x0 x1 x2 х3 x1x2 x1x3 x2x3 21x  
2
2x  
2
3x  
1 1 1 1 1 1 1 1 1 1 
1 1 1 –1 1 –1 –1 1 1 1 
1 1 –1 1 –1 1 –1 1 1 1 
 
Таблиця 4.14. 
План ЦКРП (n = 3) 
x1 x2 х3 
1 1 1 
1 1 –1 
1 –1 1 
1 –1 –1 
–1 1 1 
–1 1 –1 
–1 –1 1 
–1 –1 –1 
1,682 0 0 
–1,682 0 0 
0 1,682 0 
0 –1,682 0 
0 0 1,682 
0 0 –1,682 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
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1 1 –1 –1 –1 –1 1 1 1 1 
1 –1 1 1 –1 –1 1 1 1 1 
1 –1 1 –1 –1 1 –1 1 1 1 
1 –1 –1 1 1 –1 –1 1 1 1 
1 –1 –1 –1 1 1 1 1 1 1 
1 1,682 0 0 0 0 0 2,829 0 0 
1 –1,682 0 0 0 0 0 2,829 0 0 
1 0 1,682 0 0 0 0 0 2,829 0 
1 0 –1,682 0 0 0 0 0 2,829 0 
1 0 0 1,682 0 0 0 0 0 2,829 
1 0 0 –1,682 0 0 0 0 0 2,829 
1 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 
Сума 0 0 0 0 0 0 13,658 13,658 13,658 
 
Також дисперсії оцінок коефіцієнтів моделі можна визначати за формулою 
(3.17). Перевірка однорідності построкових дисперсій, адекватності моделі та 
значущості коефіцієнтів поліному при використанні ЦКРП не відрізняється від 
відповідних процедур для ПФЕ і здійснюється за схемою, викладеною в п. 3.3. 
Рототабельне планування експерименту не дозволяє одержати незалежні 
оцінки для усіх коефіцієнтів моделі. Коефіцієнти (b0, bii) и (bii, bij) попарно 
корельовані. Тому при відкиданні будь-якого з коефіцієнтів bii, наприклад через 
його незначущість, потрібно вилучити відповідний стовпець з розширеної 
матриці плану експерименту і провести перерахунок всіх інших коефіцієнтів 
моделі.  
Приклад 4.2. Досліджувався процес цементації ртуті, заснований на 
витісненні ртуті з алюмінієм солянокислого розчину (пульпи). За результатами 
кінетичних досліджень також встановлені фактори, що суттєво впливають на 
процес цементації (табл. 4.16). 
Таблиця 4.16 
Рівні й інтервали варіювання факторів (приклад 4.2) 
Фактори Визначення 
Середній 
рівень 
Інтервал 
варіювання 
x1 температура розчину, С 80 10 
x2 швидкість протікання розчину, м/с 1,15 0,35 
x3 маса завантаженого алюмінію, кг 5 1 
 
Показником якості процесу очищення прийнято C – концентрацію ртуті у 
розчині після очищення, мг/л (y). Експерименти проводилися за ЦКРП, 
результати реалізації плану наведено в табл. 4.17. Необхідно побудувати для 
даного процесу експериментально-статистичну модель другого порядку виду 
(4.2). 
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Число точок ЦКРП N = 20, з них в центрі плану 
N0 = 6; факторів n = 3. Враховуючи те, що паралельні 
досліди не проводилися, однорідність построкових 
дисперсій в даному прикладі перевірити неможливо. 
Визначимо дисперсію відтворюваності за 
результатами дослідів, проведених в центрі плану 
експерименту за формулою (3.15). 
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Число ступенів вільності такої дисперсії буде 
становити f0 = N0 – 1 = 6 – 1 = 5. Розрахуємо для 
даного ЦКРП значення констант 2, 4 і А: 
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Значення коефіцієнтів моделі визначимо за допомогою матричної форми 
МНК. Розширена матриця плану експерименту представлена в табл. 4.15, 
інформаційна та дисперсійна матриці в табл. 4.18 і 4.19 відповідно. 
 
Таблиця 4.18. 
Інформаційна матриця ЦКРП (n = 3) 
20 0 0 0 0 0 0 13,658 13,658 13,658 
0 13,658 0 0 0 0 0 0 0 0 
0 0 13,658 0 0 0 0 0 0 0 
0 0 0 13,658 0 0 0 0 0 0 
0 0 0 0 8 0 0 0 0 0 
0 0 0 0 0 8 0 0 0 0 
0 0 0 0 0 0 8 0 0 0 
13,658 0 0 0 0 0 0 24,006 8 8 
13,658 0 0 0 0 0 0 8 24,006 8 
13,658 0 0 0 0 0 0 8 8 24,006 
 
Таблиця 4.19. 
Інформаційна матриця ЦКРП (n = 3) 
0,166 0 0 0 0 0 0 –0,057 –0,057 –0,057 
0 0,073 0 0 0 0 0 0 0 0 
0 0 0,073 0 0 0 0 0 0 0 
Таблиця 4.17 
План експерименту та 
результати його реалізації 
(приклад 4.2) 
x1 x2 x3 y 
1 1 1 0,1264 
–1 1 1 0,3202 
1 –1 1 0,0978 
–1 –1 1 0,1623 
1 1 –1 0,3909 
–1 1 –1 0,7073 
1 –1 –1 0,2290 
–1 –1 –1 0,4343 
1,68 0 0 0,0259 
–1,68 0 0 0,4388 
0 1,68 0 0,3444 
0 –1,68 0 0,0807 
0 0 1,68 0,2681 
0 0 –1,68 0,6532 
0 0 0 0,1124 
0 0 0 0,1097 
0 0 0 0,1107 
0 0 0 0,0927 
0 0 0 0,0863 
0 0 0 0,1143 
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0 0 0 0,073 0 0 0 0 0 0 
0 0 0 0 0,125 0 0 0 0 0 
0 0 0 0 0 0,125 0 0 0 0 
0 0 0 0 0 0 0,125 0 0 0 
–0,057 0 0 0 0 0 0 0,069 0,007 0,007 
–0,057 0 0 0 0 0 0 0,007 0,069 0,007 
–0,057 0 0 0 0 0 0 0,007 0,007 0,069 
 
Тоді експериментально-статистична модель процесу набуває вигляду: 
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Розрахунки дисперсій коефіцієнтів за формулами (3.17) та перевірку 
значущості коефіцієнтів моделі за критерієм Стюдента зведемо в табл. 4.20 
 
Таблиця 4.20 
Перевірка значущості коефіцієнтів моделі (приклад 4.2) 
b сii 2bS  tр 
0,1045 0,166 2,30510–5 21,77 
–0,1281 0,073 1,01410–5 40,23 
0,0780 0,073 1,01410–5 24,49 
–0,1045 0,073 1,01410–5 32,83 
–0,0311 0,125 1,73610–5 7,45 
0,0329 0,125 1,73610–5 7,90 
–0,0301 0,125 1,73610–5 7,21 
0,0441 0,069 9,58110–6 14,26 
0,0371 0,069 9,58110–6 12,00 
0,1248 0,069 9,58110–6 40,33 
 
Приймемо рівень значущості в даній задачі 0,05. Табличне значення 
критерію для q = 0,05 і числа ступенів вільності дисперсії вітворюваності f0 = 5 
становить tт = 2,571 (див. додатки). Таким чином, всі коефіцієнти даної моделі 
значущі.  
Для перевірки адекватності даної моделі побудуємо таблицю середніх та 
розрахованих за моделлю значень функції відгуку (табл. 4.21). За результатами 
оцінки значущості в моделі залишено всі коефіцієнти (l = 10). Дисперсію 
адекватності визначимо за формулою (3.13): 
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Число ступенів вільності цієї дисперсії fад = N 
– l = 15 – 10 = 5. Розрахункове значення критерію 
визначимо за формулою (3.14) 
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Табличне значення критерію Фішера для рівня 
значущості q = 0,05 і чисел ступенів вільності fад = 
5, f0 = 5 становить Fт = 5,050. Таким чином гіпотеза 
про однорідність дисперсій приймається, а отже, 
одержана експериментально-статистична модель 
адекватна об’єкту дослідження. 
 
 
Контрольні запитання до розділу: 
1. З якою метою будують моделі другого порядку? Чому не можна 
обмежитись моделями першого порядку? 
2. Як будують план ПФЕ 3n? Які моделі будують за результатами обробки 
ПФЕ 3n? Яким критеріям оптимальності  відповідає план ПФЕ 3n? 
3. В чому полягають переваги та недоліки ПФЕ 3n? 
4. Як класифікуються плани експерименту за насиченістю? 
5. Що таке композиційний план? центральний композиційний план? Які 
критерії оптимальності планів експерименту ви знаєте? У чому вони 
полягають? 
6. Що таке критерій ортогональності? Як будують ЦКОП? Якими 
числовими характеристиками характеризується ЦКОП? 
7. Які переваги та недоліки має експериментально-статистична модель, 
побудована за результатами реалізації ЦКОП? 
8. В чому особливості побудови та регресійного аналізу моделі, 
побудованої за результатами реалізації ЦКОП? 
9. Що таке критерій ротатабельності? Як будують ЦКРП? Якими числовими 
характеристиками характеризується ЦКРП? 
10. Які переваги та недоліки має експериментально-статистична модель, 
побудована за результатами реалізації ЦКРП? 
11. В чому особливості побудови та регресійного аналізу моделі, 
побудованої за результатами реалізації ЦКРП? 
Таблиця 4.12 
Середні та розраховані 
значення функції відгуку 
(приклад 4.1) 
uy  uyˆ   
2
ˆuu yy   
0,1264 0,1278 0,000002 
0,3202 0,3311 0,000119 
0,0978 0,0941 0,000014 
0,1623 0,1772 0,000222 
0,3909 0,3802 0,000114 
0,7073 0,7152 0,000063 
0,2290 0,2223 0,000045 
0,4343 0,4371 0,000008 
0,0259 0,0140 0,000143 
0,4388 0,4448 0,000036 
0,3444 0,3407 0,000014 
0,0807 0,0784 0,000005 
0,2681 0,2819 0,000189 
0,6532 0,6335 0,000388 
0,1124 0,1045 0,000062 
Сума 0,002056 
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12. Чи є однорідними дисперсії коефіцієнтів моделі одержаної за 
результатами реалізації ЦКОП? ЦКРП? Вкажіть причину їх однорідності 
(неоднорідності). 
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5. Розв'язок інженерних задач на основі експериментально-статистичних 
моделей другого порядку 
 
5.1. Розрахунки на основі моделей 
 
Будь-яке дослідження, що базується на використаннs методів 
експериментально-статистичного моделювання і планування експерименту, не 
завершується власне побудовою регресійної моделі. Побудована адекватна 
експериментально-статистична модель використовується як інструмент 
вирішення інженерних задач для самого об’єкту дослідження, або, як прийнято 
казати, для процедури прийняття технологічних рішень на її основі. Прийняття 
рішень на основі неадекватної експериментально-статистичної моделі 
надзвичайно ризиковане і в практичних задачах неприпустиме. Перелік задач, 
описаних в цій частині посібника, не є вичерпним. Зокрема, один з провідних 
фахівців в галузі експериментально-статистичного моделювання в Україні, 
академік В.А. Вознесенський в своїх роботах виділяє до вісімнадцяти різних 
задач, що можуть розв’язуватись на основі експериментально-статистичних 
моделей типу “технологія-властивості”. Проте тут представлені всі основні 
типи задач, які найчастіше зустрічаються на практиці.  
При вирішенні інженерних задач на основі експериментально-
статистичних моделей, слід звертати увагу на те, що модель зазвичай будується 
для факторів в кодованій формі, а значення технологічних параметрів, частіше 
за все надаються в натуральному масштабі. Тому для проведення будь-яких 
розрахунків, слід або перерахувати  саму модель з кодованої форми в 
натуральну, або перераховувати значення технологічних факторів. Для цього 
використовують формулу кодування (1.1). Крім того, слід мати на увазі, що 
адекватність експериментально-статистичної моделі перевіряється і 
забезпечується в області, де проводився експеримент і не гарантується за її 
межами. Тому точність передбачених за моделлю значень різко падає при 
віддаленні значень технологічних факторів від області проведення 
експерименту. 
Прийняття рішень на основі експериментально-статистичних моделей 
часто потребує значного об’єму розрахунків, тому тут доцільно скористатися 
комп’ютерною технікою та спеціалізованими програмними пакетами, зокрема 
пакетом програм для розв’язку задач експериментально-статистичного 
моделювання STAT-SENS (див. додаток Е). 
Найпростішими задачами, що розв’язується за експериментально-
статистичною моделлю, є задачі інтерполяції та екстраполяції, тобто 
розрахунок значень функції відгуку в відмінних від точок самого плану 
експерименту точках факторного простору в межах області варіювання 
факторів та поза ними. Для розв’язку такої задачі координати потрібної точки 
безпосередньо підставляють в рівняння моделі. Очевидно, що точність 
екстраполяції буде значно нижчою за точність інтерполяції.  
Приклад 5.1. За експериментально-статистичною моделлю процесу 
цементації ртуті, побудованою в прикладі 4.2, визначити концентрацію ртуті у 
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розчині після очищення, мг/л, за таких технологічних умов: температура 
розчину 74 С, швидкість його протікання 1 м/с, маса алюмінію 5,25 кг. 
Одержана експериментально-статистична модель процесу мала вигляд: 
 
2
3
2
2
2
13231
21321
1248,00371,00441,00301,00329,0
0311,01045,00780,01281,01045,0ˆ
xxxxxxx
xxxxxy


. 
 
Оскільки модель побудовано для факторів в кодованій формі, перекодуємо 
надані значення технологічних параметрів. Дані про середні рівні та інтервали 
варіювання факторів подано в табл. 4.16. 
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Підставивши ці значення в модель, одержимо yˆ   0,1374. Отже 
прогнозоване значення концентрацію ртуті у розчині після очищення за таких 
технологічних умов становить 0,1374 мг/л. 
 
 
5.2. Розв’язок оптимізаційних задач 
 
Однією з найбільш розповсюджених задач, для вирішення яких проводять 
дослідження технологічних процесів, є виявлення таких умов, які забезпечують 
найкращі з тієї чи іншої точки зору значень функції відгуку. Така задача 
називається задачею оптимізації. В залежності від фізичного змісту функції 
відгуку, такі задачі класифікують за типами: 
 найбільше – найкраще, або максимізація – функція відгуку при цьому може 
бути, наприклад, вихід готового продукту, прибуток, вміст цінного 
компоненту, тощо; 
 найменше – найкраще, або мінімізація – функція відгуку при цьому може 
бути, наприклад, викиди забруднювачів в оточуюче середовище, вміст 
побічних продуктів, витрати на виробництво, тощо; 
 номінальне – найкраще, або номіналізація – функція відгуку при цьому може 
бути, наприклад, геометричні розміри або масу одиниці готового вибору, 
колір, смак, тощо.  
Очевидно, що в експериментально-статистичних моделях другого і вищих 
порядків ступінь впливу факторів за значення функції відгуку в різних точках 
факторного простору не постійна і суттєво залежить від значень інших 
факторів. Тому, окрім власне задачі оптимізації, на основі експериментально-
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статистичної моделі вирішується і супутня їх задача – ранжування факторів за 
значущістю випливу в точці екстремуму. 
 
 
5.2.1. Оптимізація процесів на основі експериментально-статистичних 
моделей 
 
В теорії вирішення задач оптимізації прийнято описувати алгоритми 
пошуку мінімуму, а інші типи задач при цьому зводяться до задач мінімізації 
шляхом нескладних перетворень. Задача мінімізації переводиться в задачу 
максимізації шляхом простої корективи алгоритму, тобто заміни меншого на 
більше, градієнту на антиградієнт, або використовуючи перетворення: 
 
   yy
XX
ˆminˆmax  . 
 
Задача номіналізації переводиться  в задачу мінімізації використовуючи 
перетворення самої цільової функції. 
 
minˆˆ  Nyyz  
 
де yN – номінальне значення функції відгуку.  
В останній формулі замість модуля інколи використовують квадрат 
різниці. Визначити максимальні та мінімальні значення вихідної змінної y 
можна декількома шляхами. Розглянемо окремо кожен з них.  
Найпростішим шляхом для вирішення задачі оптимізації є перебір значень 
всіх факторів в області пошуку екстремуму з певним кроком. Такий підхід 
називається скануванням області варіювання або мультистратом. В результаті 
утворюється таблиця значень функції відгуку, серед яких обирають 
оптимальне. Серйозним недоліком такого підходу є велика кількість обчислень 
функції відгуку, яка різко зростає при збільшенні кількості факторів в 
експериментально-статистичній моделі і зменшенні кроку сканування. 
Наприклад, при застосуванні мультистрату для експериментально-статистичної 
моделі, в яку введені два фактори з кроком зміни кожного з них 0,1 (область 
варіювання факторів в кодованій формі, як відомо, лежить в межах [–1; 1]), 
необхідно провести 212 = 441 розрахунків за моделлю. У випаду трьох факторів 
ця кількість вже буде складати 213 = 9261 розрахунок, для чотирьох факторів – 
194481 розрахунок. Якщо крок сканування зменшити в два рази до 0,05 то 
кількість обчислень функції відгуку буде складати 1681, 68921 і 2825761 
розрахунок відповідно. 
Другим шляхом вирішення задачі оптимізації буде аналітичний метод 
пошуку з використанням необхідної умови екстремуму функції декількох 
змінних. Тобто, для моделі виду (4.1), коефіцієнти якої визначено, шукають 
часткові похідні послідовно за кожним з факторів, а потім вирішують систему 
лінійних алгебраїчних рівнянь: 
 
 98 
),1(,0
ˆ
ni
x
y
i



.     (5.1) 
 
Розв'язком такої системи будуть координати точки факторного простору 
opt
ix , в якій осягається екстремум функції відгуку yˆ . Підставивши ці значення в 
експериментально-статистичну модель, розраховуються оптимальне значення 
функції відгуку. Недоліком такого підходу є те, що система (5.1) може не мати 
розв'язків, або мати нескінченну їх кількість. Крім того, в цьому підході не 
передбачена можливість врахування обмеження на фактори, через що одержана 
в результаті розв’язку системи (5.1) точка може опинитися далеко за областями 
варіювання, а можливо і за областями визначення факторів, що, зокрема не 
гарантує точність одержаного розв'язку і унеможливлює його практичну 
реалізацію.  
Вирішити задачу оптимізації можна також чисельними методами 
нелінійного програмування, як градієнтними так і безградієнтними. Ці методи 
дозволяють враховувати обмеження на фактори, а також дозволяють 
застосовувати комп’ютерну техніку до вирішення поставленої задачі. При 
вирішенні задачі оптимізації числовими методами, як відомо, задають точність 
оптимізації і початкову точку. При оптимізації на основі експериментально-
статистичних моделей точність оптимізації обирають так, щоб вона на один-два 
порядки перевищувала точність визначення самої функції відгуку. Початкову 
точку рекомендується відшукати скануванням області варіювання факторів з 
достатньо великим кроком, щоб мінімізувати об’єм розрахунків. Зокрема 
випадку моделі з кодованими факторами, таким крок може бути 0,2  0,25. Ця 
процедура має назву попереднє сканування і дозволяє помістити початкову 
точку пошуку в область притягання глобального оптимуму і уникнути таким 
чином локальних.  
Крім того, вирішити задачу пошуку екстремуму експериментально-
статистичної моделі можна на основі аналізу канонічної форми її рівняння, про 
що описано в п. 5.4 
Приклад 5.2. За експериментально-статистичною моделлю процесу 
варіння целюлози, побудованою в прикладі 4.1 знайти значення факторів, при 
яких досягається максимальний вихід целюлози:  
а) аналітичним методом;  
б) чисельним методом Гауса-Зейделя з точністю 0,001, попередньо 
визначивши початкову точку скануванням області варіювання факторів з 
кроком 0,2. 
Одержана експериментально-статистична модель процесу мала вигляд: 
 
2
3
2
2
2
13121 940,1514,4233,2192,1293,2581,176,58ˆ xxxxxxxy  . 
 
Знайдемо часткові похідні по кожному з факторів моделі і побудуємо 
систему лінійних алгебраїчних рівнянь виду (5.1). 
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Коренями такої системі будуть: х1 = –0,3856; х2 = –0,2540; х3 = 0,1185. 
Підставивши ці значення в експериментально-статистичну модель, отримаємо 
значення функції відгуку в цій точці факторного простору yˆ   59,397. 
Проведемо сканування області варіювання факторів в межах [–1; 1] за 
всіма факторами з кроком 0,2. В результаті цього буде отримана наближена 
точка оптимуму х1 = –0,4; х2 = –0,2; х3 = 0,2, значення функції відгуку в цій 
точці yˆ   59,332. Кількість проведених розрахунків функції відгуку при 
скануванні дорівнює 1331. Використовуючи цю точку як початкову, проведемо 
оптимізацію методом Гауса-Зейделя. Провівши 98 розрахунків значень функції 
відгуку одержано точку оптимуму х1 = –0,3859; х2 = –0,2539; х3 = 0,1188. При 
цьому значення функції відгуку yˆ   59,397. 
Таким чином, значення факторів в точці максимуму майже співпадають 
при аналітичному та чисельному розв'язках. Перевівши їх в натуральні 
координати, одержимо умови процесу, що забезпечують максимальний вихід 
целюлози: тривалість процесу 4,92 год. (4 год. 55 хв.), температура 
попереднього водяного гідролізу 157,5 °С, температура варіння 166,2 °С, вихід 
целюлози про цьому прогнозується на рівні 59,4 %. 
 
 
5.2.2. Ранжування факторів в точці екстремуму 
 
Окрім власне пошуку оптимального значення доцільно розглянути задачу 
оцінки впливу факторів на значення функції відгуку в точці екстремуму. Для 
вирішення такої задачі на основі одержаної експериментально-статистичної 
моделі будують часткові однофакторні моделі виду: 
 
2ˆ iiiiii xbxby  .      (5.2) 
 
При побудові таких моделей, всі фактори, крім досліджуваного, фіксують 
в точці оптимуму, а потім відкидають всі регресори, що не містять 
досліджуваного фактора. Для однофакторних моделей знаходять максимальне 
(yi
max) і мінімальне (yimіn) значення в області варіювання досліджуваного 
фактора, Про ступінь впливу фактора судять за величиною: 
 
yi = yimax – yimіn. 
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Очевидно, що зі зростанням значущості фактора зростає його вплив на 
значення функції відгуку, і тим далі від оптимального зміститься значення 
функції відгуку при зміні цього фактора. Тобто, чим більш значущий фактор, 
тим точнішого вимірювання і ретельнішого контролю він потребує. 
Приклад 5.3. За експериментально-статистичною моделлю, побудованою в 
прикладі 4.1, проранжувати фактори в точці максимуму, знайденої аналітичним 
методом в прикладі 5.2. 
Побудуємо однофакторні моделі виду (5.2). Для цього підставимо в 
знайдену модель послідовно х1 = –0,3856; х2 = –0,2540; х3 = 0,1185 і вилучимо з 
одержаного рівняння всі доданки, що не містять потрібного фактора: 
 
2
111 223,2723,1ˆ xxy   
2
222 514,4293,2ˆ xxy   
2
333 940,1460,0ˆ xxy   
 
Знайдемо для даних однофакторних моделей максимальні і мінімальні 
значення на інтервалі [–1; 1]. Результати зведемо в табл. 5.1. 
 
Таблиця 5.1 
Результати ранжування в точці максимуму (приклад 5.3) 
Фактор 
Значення, при 
якому досягнеться 
мінімум  
Значення 
мінімуму 
(yi
mіn) 
Значення, при 
якому досягнеться 
максимум  
Значення 
максимуму 
(yi
max) 
Різниця 
(yi) 
х1 1 –3,956 –0,3856 0,332 4,288 
х2 1 –6,807 –0,2540 0,291 7,098 
х3 –1 –2,221 0,1185 0,027 2,427 
 
Таким чином, найбільш значущим в точці екстремуму виявився фактор х2, 
а значить, найретельнішого контролю при проведенні процесу варіння 
целюлози в точці оптимуму потребує температура ПВГ. Разом з тим, фактор х3 
виявився найменш значущим, його вплив в точці максимуму приблизно втричі 
нижчий, і, відповідно, температура варіння целюлози допускає менш ретельний 
контроль.  
 
 
5.3. Квазіоднофакторний аналіз 
 
Вище зазначалося, що вплив кожного з факторів в експериментально-
статистичній моделі другого порядку в різних точках факторного простору в 
загальному випадку неоднаковий і залежить від значень інших факторів в цій 
точці. В той же час, важливою задачею є визначення ступеню впливу кожного з 
факторів моделі в усій області експерименту, а не в окремій її точці. Одним зі 
шляхів розв’язку такої задачі може бути ранжування факторів в різних точках 
факторного простору за процедурою, описаною в п. 5.2.2. Проте кращий 
результат дасть вирішення задачі квазіоднофакторного аналізу.  
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Для вирішення задачі квазіоднофакторного аналізу для кожного з факторів 
експериментально-статистичної моделі другого порядку будують однофакторні 
моделі для виду: 
 
  2iiii
ij
jijiii xbxxbbxyW 







 

.    (5.3) 
 
Через   ),1(, nixy i   позначено множину регресорів експериментально-
статистичної моделі, що містить фактор xi. Таким чином, в одержану модель Wi 
входять лише регресори, що відносяться до фактору, який аналізується. 
Очевидно, що кількість таких моделей буде відповідати кількості факторів в 
експериментально-статистичній моделі другого порядку. 
В однофакторній моделі (5.3) всі інші фактори, крім досліджуваного (xj) 
послідовно фіксують на верхньому, середньому і нижньому рівнях, отримуючи 
таким чином три залежності другого порядку: 
 
2)1()1(
iiiiii xbxbW 

; 
2)0()0(
iiiiii xbxbW  ;     (5.4) 
2)1()1(
iiiiii xbxbW 

. 
 
де )1()0()1( ,,

iii bbb  – коефіцієнт рівняння, розрахований за умови що всі 
фактори крім xi зафіксовані на верхньому, середньому і нижньому рівнях 
відповідно. Зобразимо ці залежності графічно, як це показано на рис. 5.1. 
 
 
Рисунок 5.1. Графічне представлення однофакторних залежностей. 
 
В результаті утворюється фігура, обмежена зверху і знизу параболами 
(наприклад, лініями )1(iW  і 
)1(
iW  на рис. 5.1.) Якщо подубувати такі 
залежності для всіх факторів моделі з додержанням однакового масштабу, то 
площі цих фігур дають однозначну оцінку впливу факторів xi.  
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З геометричної точки зору, площа фігури, обмеженої графіками функцій є 
визначеним інтегралом. Таким чином, числову оцінку впливу фактору на 
функцію відгуку в області експерименту можна визначити за формулою: 
 
    

1
0
)()(
0
1
)()( 1221
i
r
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r
ii
r
i
r
ii dxWWdxWWR . 
 
Причому значення r1 відповідає тому з рівнів фактору, для якого 
коефіцієнт bi однофакторної залежності найменший. Графік такої 
однофакторної залежності проходить найвище на інтервалі [–1; 0] і найнижче 
на інтервалі [0; 1]. Значення r2 навпаки відповідає тому з рівнів фактору, для 
якого коефіцієнт bi однофакторної залежності найбільший. Графік такої 
залежності проходить найнижче на інтервалі [–1; 0] і найвище на інтервалі [0; 
1]. Зокрема, для залежностей, представлених на рис. 5.1 r1 = –1, r2 = +1. 
Підставивши замість Wi її вираз, одержимо: 
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Таким чином, отримаємо числову оцінку впливу фактора xi: 
 
)()( 12 r
i
r
ii bbR  .     (5.5) 
 
де  )1()0()1()( ,,min1  iiiri bbbb ,  )1()0()1()( ,,max2  iiiri bbbb . 
Приклад 5.4. За експериментально-статистичною моделлю процесу 
цементації ртуті, побудованою в прикладі 4.2, провести аналіз ступенів впливу 
кожного з досліджуваних факторів процесу (див. табл. 4.16). Одержана 
експериментально-статистична модель процесу мала вигляд: 
 
2
3
2
2
2
13231
21321
1248,00371,00441,00301,00329,0
0311,01045,00780,01281,01045,0ˆ
xxxxxxx
xxxxxy


. 
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За формулою (5.3) побудуємо однофакторні залежності для даної 
експериментально-статистичної моделі. 
 
2
1111
1
111 xbxxbbW
j
jj 







 

  21132 0441,00329,00311,01281,0 xxxx  ; 
2
2222
2
222 xbxxbbW
j
jj 







 

  22231 0371,00301,00311,00780,0 xxxx  ; 
2
3333
3
333 xbxxbbW
j
jj 







 

  23321 1248,00301,00329,01045,0 xxxx  . 
 
Послідовно підставимо 1, 0 і –1 в однофакторні моделі: в модель W1 
замість x2 і x3, в модель W2 замість x1 і x3, в модель W3 замість x2 і x3 і одержимо 
залежності виду (5.4): 
 
2
11
)1(
1 0441,01262,0 xxW 

; 211
)0(
1 0441,01281,0 xxW  ; 
2
11
)1(
1 0441,01300,0 xxW 

. 
2
22
)1(
2 0371,00169,0 xxW 

; 222
)0(
2 0371,00780,0 xxW  ; 
2
22
)1(
2 0371,00670,0 xxW 

. 
2
33
)1(
3 1248,01017,0 xxW 

; 233
)0(
3 1248,01045,0 xxW  ; 
2
33
)1(
3 1248,01074,0 xxW 

. 
 
Графічно ці залежності представлені на рис. 5.2.  
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Рисунок 5.2. Однофакторні залежності (приклад 5.4). а) W1; б) W2; в) W3. 
 
Результати розрахунку числових оцінок ступеню впливу факторів за 
формулою (5.5) зведемо в табл. 5.2 
 
Таблиця 5.2 
Результати розрахунку ступеню впливу факторів (приклад 5.4) 
Фактор Рівень r1 Рівень r2 
)( 1r
ib  
)( 2r
ib  Ri 
х1 –1 +1 –0,1300 –0,1262 0,0038 
х2 –1 0 –0,0670 0,0780 0,1450 
х3 –1 +1 –0,1074 –0,1017 0,0057 
 
Таким чином, вплив фактора х2 в усій області експерименту значно 
перевищує вплив інших факторів. Вплив факторів х1 і х3 в середньому по всій 
області експерименту приблизно рівнозначний. Це значить, що в процесі 
цементації ртуті швидкість протікання розчину потребує надзвичайно 
ретельного контролю і керування.  
 
 
5.4. Канонічний аналіз рівняннь моделей 
 
Рівняння регресії другого порядку, що адекватно описує область 
проведення процесу, використовують не лише для визначення координат 
окремих точок, зокрема точки оптимуму, а і для вивчення поверхні відгуку в 
околі точки оптимуму. Для такого дослідження переходять від полінома 
другого порядку виду (4.1), збудованого за результатами експерименту, до його 
так званого канонічного вигляду: 
 
222
222
2
111
ˆ...ˆ...ˆˆˆ nnniiiS XXXXyy   ,  (5.6) 
 
де yS – значення функції відгуку у центрі поверхні; iXˆ  – канонічні змінні, що є 
лінійними функціями факторів хi; ii – коефіцієнти канонічної форми рівняння. 
Для отримання цих значень передбачено три етапи задачі канонічного 
перетворення.   
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Першим етапом канонічного перетворення є перенесення початку 
координат області, в якій побудовано експериментально-статистичну модель, у 
точку центру поверхні відгуку. Координати точки центру xis визначаються 
шляхом розв’язку системи рівнянь (5.1). Якщо поверхня відгуку описана 
поліномом другого порядку, то така система, як уже зазначалося, буде являти 
собою систему n лінійних алгебраїчних рівнянь. У випадку, якщо система не 
має розв’язків або має нескінченну їх кількість, поверхня відгуку не має центру, 
і в такому випадку, очевидно, перенесення центру не виконують.  
В інших випадках в точку xis переносять початок координат. Для цього 
розраховують величину yS – значення функції відгуку в одержаній точці. При 
цьому в рівнянні зникають регресори, що містять лінійні ефекти і змінюється 
вільний член b0. Усі інші коефіцієнти експериментально-статистичної моделі на 
цьому етапі не змінюються. 
На другому етапі проводять розрахунок коефіцієнтів канонічної форми 
шляхом вирішення характеристичного рівняння: 
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22
...............
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22
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2
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2
2
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2
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21
21
22
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21
1112
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
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

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

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ninn
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b
bbb
b
b
bb
bb
b
b
bbb
b
.  (5.7) 
 
де bji = bij – коефіцієнти експериментально-статистичної моделі. 
При розкритті визначника (5.7) утвориться алгебраїчне рівняння ступеню n 
відносно змінної , коренями якого будуть коефіцієнтами канонічної форми ii. 
На цьому етапі доцільно перевірити правильність розрахунків за формулою: 
 



n
i
ii
n
i
iib
11
. 
 
Не третьому етапі будують систему рівнянь, що зв’язує нові та старі 
координати: 
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













nsnnnininnn
isniniiiiii
snnii
snnii
xXXXXx
xXXXXx
xXXXXx
xXXXXx
ˆcos...ˆcos...ˆcosˆcos
.............................................................................................
ˆcos...ˆcos...ˆcosˆcos
.............................................................................................
ˆcos...ˆcos...ˆcosˆcos
ˆcos...ˆcos...ˆcosˆcos
2211
2211
2222221212
1112121111




. 
 
де ii – кути, на які потрібно повернути осі xi для суміщення їх з осями iXˆ . 
Косинуси цих кутів називаються направляючими косинусами.  
Зручність канонічної форми полягає в тому, що всі iXˆ  входять до неї лише 
в другому ступені, і, відповідно, зміна значення відгуку залежить лише від 
знаку коефіцієнта і не залежить від напрямку руху по осі iXˆ . Всього можливо 
чотири варіанти поверхонь відгуку. Для випадку двох факторів вони зображені 
на рис. 5.3. Розглянемо ознаки кожного з них. 
– усі коефіцієнти канонічної форми мають однакові знаки. Поверхня відгуку в 
такому випадку являє собою еліптичний параболоїд, у його центрі максимум 
при ii < 0 або мінімум при  ii > 0 (рис. 5.3, а). 
– коефіцієнти канонічної форми мають різні знаки. Поверхня відгуку – 
гіперболічний параболоїд (так зване «сідло»), у його центрі – «мінімакс» 
(рис. 5.3, б). 
– усі коефіцієнти канонічної форми точно або приблизно дорівнюють нулю. 
Поверхня відгуку являє собою набір паралельних плоскостей: такий випадок 
є виродженим, і не являє практичного інтересу (рис. 5.3, в). 
– один або декілька, але не всі, коефіцієнти канонічної форми близькі до нуля. 
Поверхня відгуку – зростаюче підвищення (так званий «гребінь»), центр 
якого лежить далеко за областю експерименту (рис. 5.3, г). 
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Рисунок 5.3. Канонічні поверхні та їх перетини (n = 2). 
 
Поверхні відгуку, аналогічні представленим на рис. 5.3, можна побудувати 
для випадку двох факторів. Якщо експериментально-статистична модель 
містить більшу кількість факторів, то одночасно розглядають лише два з них, а 
інші при цьому фіксуються в нульовій або оптимальній точці. 
Приклад 5.5. Провести канонічне перетворення експериментально-
статистичної моделі процесу варіння целюлози, побудованої в прикладі 4.1 і 
визначити вид поверхні відгуку, яку вона описує. Одержана експериментально-
статистична модель процесу мала вигляд: 
 
2
3
2
2
2
13121 940,1514,4233,2192,1293,2581,176,58ˆ xxxxxxxy  . 
 
Система лінійних алгебраїчних рівнянь виду (5.1) для даної системи 
побудована і розв’язана в прикладі 5.2. Таким чином, координати точки центру 
поверхні відгуку, описаної цією експериментально-статистичною моделлю 
будуть: х1s = –0,3856; х2s = –0,2540; х3s = 0,1185. Підставивши ці значення в 
експериментально-статистичну модель, отримаємо значення функції відгуку у 
центрі поверхні  ys  59,397. Тобто умови екстремуму прогнозуються за таких 
значеннь технологічних факторів: тривалість процесу 4,92 год. (4 год. 55 хв.), 
температура попереднього водяного гідролізу 157,5 °С, температура варіння 
166,2 °С, вихід целюлози про цьому прогнозується на рівні 59,4 %. 
Побудуємо для даної моделі визначник виду (5.7) і розкриємо його: 
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


33
3231
23
22
21
1312
11
22
22
22
b
bb
b
b
b
bb
b
 = 





940,10
2
192,1
0514,40
2
192,1
0233,2
 = 
=         514,4596,0940,1514,4233,2 2   
 951,17814,22687,8 23  . 
 
Для знаходження коефіцієнтів канонічної форми ii розв’яжемо рівняння: 
 
0951,17814,22687,8 23   
 
Таке рівняння розв’яжемо чисельно методом половинного ділення. Для 
відділення коренів рівняння побудуємо його графік (рис. 5.4). 
 
 
Рисунок 5.4. Графічне відділення коренів рівняння (приклад 5.5) 
 
Як видно, одержане рівняння має три дійсних корені, які знаходяться на 
відрізках (–4,6; –4,4); (–2,8; –2,6); (–1,6; –1,4). Уточнивши корені з точністю 
0,001, одержимо: 11  –4,514; 22  –2,700; 33  –1,473. Тоді рівняння 
канонічної форми моделі набуває вигляду: 
 
2
3
2
2
2
1
ˆ473,1ˆ700,2ˆ541,4397,59ˆ XXXy   
 
Всі коефіцієнти канонічної форми рівняння відмінні від нуля і мають 
від’ємний знак. Відповідно до класифікації канонічних поверхонь, таке 
рівняння описує еліптичний параболоїд з максимуму в центрі. Таким чином, за 
вказаних вище умов вихід целюлози буде максимальним.  
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Контрольні запитання до розділу: 
1. Яким чином і з якою метою проводять інтерполяційні та екстраполяційні 
розрахунки за експериментально-статистичними моделями? 
2. Що таке квазіоднофакторний аналіз? З якою метою він проводиться? 
3. Опишіть алгоритм квазіоднофакторного аналізу. 
4. Які технологічні рішення приймають за результатами 
квазіоднофакторного аналізу? 
5. Для чого виконують пошук оптимуму за експериментально-
статистичними моделями? Які методи оптимізації для цього доцільно 
використовувати?  
6. Що таке екстремум? глобальний екстремум? локальний екстремум? 
7. Яка мета попереднього сканування області експерименту? Яких помилок 
можна припуститися, не провівши попереднього сканування? 
8. Що таке канонічній вигляд рівняння поверхні? З якою метою його 
знаходять? 
9. Наведіть алгоритм приведення загального вигляду полінома другого 
порядку до канонічного вигляду. 
10. Які види канонічних поверхонь вам відомі? Охарактеризуйте кожен з 
них. Наведіть для них значення коефіцієнтів канонічної форми. 
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Післямова 
 
Метою даного посібника не було повне охоплення всіх методів і задач 
експериментально-статистичного підходу. Автори лише намагалися показати 
читачеві широке коло можливостей, які дають такі методи, показати область їх 
використання та дати початкові знання означених методів. Зокрема, ми 
зупинилися на методах попереднього експерименту, плануванні експерименту 
та експериментально-статистичних моделях першого та другого порядків та 
деяких методах прийняття технологічних рішень на їх основі. Ми сподіваємося, 
що одержаних знань буде достатньо для практичного вирішення таких задач.  
Зрозуміло, що наука про планування експерименту та експериментально-
статистичне моделювання взагалі досить широка і, звичайно, не обмежується 
лише тими методами та підходами, що викладені в цьому посібнику. Зокрема мі 
лише згадали про D-оптимальне планування експерименту, повністю за межами 
посібника залишилися деякі методи обробки результатів експерименту, 
наприклад обробка за робастним підходом Тагучі або метод групового 
врахування аргументів. Не увійшли у цей посібник також задачі типу “склад – 
властивості” та “склад – технологія – властивості”. Тож простір для пізнання 
для тих, хто зацікавився експериментально-статистичним підходом ще досить 
великий. Нам залишається лише побажати читачам успіхів у цій  царині. 
Завершуючи роботу над цим посібником автори переходять до роботи над 
новим, в якому більш глибоко і детально будуть висвітлені сучасні методи і 
підходи експериментально-статичного моделювання та оптимального 
планування експерименту.  
 
 111 
Список рекомендованої літератури 
 
1. Бондарь, А. Г., Планирование эксперимента при оптимизации процессов 
химической технологии. Алгоритмы и примеры [учебн. пособие для студ. хим-
технол. спец. вузов] [Текст] / А.Г. Бондар, Г.А. Статюха, И. А. Потяженко – 
Киев : Вища школа, 1980. – 263 с. : ил. – Библиогр. с. 260–261. 
2. Бондарь, А. Г., Планирование эксперимента химической технологии. 
(основные положения, примеры и задачи) [учебн. пособие для студ. хим-
технол. спец. вузов] [Текст] / А.Г. Бондар, Г.А. Статюха – Киев : Вища школа, 
1976. – 183 с.: ил. – Библиогр. с. 180–181. 
3. Вознесенский, В. А. Принятие решений по статистическим моделям. 
[учебн. пособие для студ.] [Текст] / Вознесенский В. А., Ковальчук А. Ф. – 
Москва : Статистика, 1978. – 192 с. 
4. Вознесенский, В. А. Статистические методы планирования експеримента 
в технико-экономических исследованиях [Текст] / Вознесенский В. А. - Москва 
: Финансы и статистика, 1981. – 263 с. 
5. Вознесенский, В. А. Численные методи решения строительно-
технологических задач на ЭВМ. [учебн. студ. вузов] [Текст] / Вознесенский В. 
А., Ляшенко Т. В., Огарков Б. Л. – Киев : Вища школа, 1989. – 328 с. 
6. Ахназарова, С.Л., Методы оптимизации эксперимента в химической 
технологи (издание второе) [учебн. пособие для студ. хим-технол. спец. вузов]  
[Текст] / С.Л. Ахназарова, В.В. Кафаров – Москва : «Высшая школа» ,1985 – 
529 с. : ил. – Библиогр. с. 525–527.  
7. Адлер, Ю. П. Планирование эксперимента при поиске оптимальных 
условий [учебн. пособие] [Текст] / Адлер Ю. П., Маркова Е. В., Грановский Ю. 
В. – Москва : Наука, 1976. – 280 с. 
8. Рузинов, Л. П. Планирование эксперимента в химии и химической 
технологии. [учебн. пособие для студ. хим-технол. спец. вузов] [Текст] / 
Рузинов Л. П., Слободчикова Р. И. – Москва : Химия, 1980. – 280 с. 
9. Брановицька, С. В. Обчислювальна математика та програмування Ч.1. 
Обчислювальна митематика в хімії ні хімічній технології [навч. посібн для 
студ. хім-технол. спец. вузів]  [Текст] / С. В. Броновицька, Р. Б. Мадведєв, Ю. 
Я. Фіалков (Національний технічний університет України “КПІ”) – Київ, 
Політехніка, 2005. -    с. : ил. Библиогр. с. – . ISBN 
10. Зедгинидзе, И.Г. Планирование эксперимента для исследователя 
многокомпонентных систем [Текст] / Зедгинидзе И.Г.; АН СССР, Научный 
совет по комплексной проблеме Кибернетика. – Москва : Наука, 1976. – 390 с. 
– Бібліогр.: с. 384 – 389 
 112 
Додаток А 
Деякі стандартні функції Microsoft Excel 
(російськомовна версія) 
 
Таблиця А.1 
Функції для роботи з діапазонами значень  
Функція Повертає значення Приклад 
СУММ(діапазон) суми чисел =СУММ(A1:A9) 
СРЗНАЧ(діапазон) середнє чисел =СРЗНАЧ(A1:A9) 
ДИСП(діапазон) дисперсії =ДИСП(A1:A9) 
МАКС(діапазон) найбільше =МАКС(A1:A9) 
МИН(діапазон) найменше =МИН(A1:A9) 
КВАДРОТКЛ(діапазон) 
суму квадратів відхилень від 
середнього 
=КВАДРОТКЛ(A1:A9) 
КОРРЕЛ(діапазон1; діапазон2) коефіцієнту кореляції =КОРРЕЛ(A1:A9;B1:B9) 
Примітка. Діапазон задають координатами лівого верхнього та правого нижнього елементів 
через двокрапку. 
 
Таблиця А.2 
Функції для роботи з матрицями  
Функція Повертає Приклад 
ТРАНСП(матриця) транспоновану матрицю =ТРАНСП(A1:F9) 
МУМНОЖ(матриця1; матриця2) добуток двох матриць =МУМНОЖ(A1:F5;A7:E12) 
МОБР(матриця) обернену матрицю =МОБР(A1:F6) 
МОПРЕД(матриця) детермінант матриці =МОПРЕД(A1:F6) 
Примітки: 
1. Матрицю задають координатами лівого верхнього та правого нижнього елементів через 
двокрапку. 
2. Для розповсюдження формули на всі елементи результуючої матриці потрібно: 
а) ввести формулу у ліву верхню клітинку планованої результуючої матриці; 
б) виділити область запланованої результуючої матриці; 
в) перевести курсор в рядок формул і натиснути <Ctrl>+<Shift>+<Enter> 
 
Таблиця А.3 
Функції для одержання значень статистичних критеріїв  
Функція Призначення табличне значення Приклад 
FРАСПОБР(q;f1;f2) розподілу Фішера =FРАСПОБР(0,05;10;3) 
СТЬЮДРАСПОБР(q;f) розподілу Ст’юдента =СТЬЮДРАСПОБР(0,05;6) 
ХИ2ОБР(q;f) розподілу 2 =ХИ2ОБР(0,05;6) 
Примітки:  
1. q – рівень значущості; f – число ступенів вільності. 
2. Критичні точки розподілу Кохрена в Microsoft Excel відсутні. 
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Додаток Б 
Критичні точки розподілу Стюдента 
 
Таблиця Б.1 
Рівні значущості q = 0,001  0,1 
Число ступенів 
вільності  f 
Рівень значущості q 
0,1 0,05 0,02 0,01 0,002 0,001 
1 6,314 12,71 31,82 63,66 318,3 636,6 
2 2,920 4,303 6,965 9,925 22,33 31,60 
3 2,353 3,182 4,541 5,841 10,21 12,92 
4 2,132 2,776 3,747 4,604 7,173 8,610 
5 2,015 2,571 3,365 4,032 5,894 6,869 
6 1,943 2,447 3,143 3,707 5,208 5,959 
7 1,895 2,365 2,998 3,499 4,785 5,408 
8 1,860 2,306 2,896 3,355 4,501 5,041 
9 1,833 2,262 2,821 3,250 4,297 4,781 
10 1,812 2,228 2,764 3,169 4,144 4,587 
11 1,796 2,201 2,718 3,106 4,025 4,437 
12 1,782 2,179 2,681 3,055 3,930 4,318 
13 1,771 2,160 2,650 3,012 3,852 4,221 
14 1,761 2,145 2,624 2,977 3,787 4,140 
15 1,753 2,131 2,602 2,947 3,733 4,073 
16 1,746 2,120 2,583 2,921 3,686 4,015 
17 1,740 2,110 2,567 2,898 3,646 3,965 
18 1,734 2,101 2,552 2,878 3,610 3,922 
19 1,729 2,093 2,539 2,861 3,579 3,883 
20 1,725 2,086 2,528 2,845 3,552 3,850 
21 1,721 2,080 2,518 2,831 3,527 3,819 
22 1,717 2,074 2,508 2,819 3,505 3,792 
23 1,714 2,069 2,500 2,807 3,485 3,768 
24 1,711 2,064 2,492 2,797 3,467 3,745 
25 1,708 2,060 2,485 2,787 3,450 3,725 
26 1,706 2,056 2,479 2,779 3,435 3,707 
27 1,703 2,052 2,473 2,771 3,421 3,689 
28 1,701 2,048 2,467 2,763 3,408 3,674 
29 1,699 2,045 2,462 2,756 3,396 3,660 
30 1,697 2,042 2,457 2,750 3,385 3,646 
40 1,684 2,021 2,423 2,704 3,307 3,551 
50 1,676 2,009 2,403 2,678 3,261 3,496 
75 1,665 1,992 2,377 2,643 3,202 3,425 
100 1,660 1,984 2,364 2,626 3,174 3,390 
 1,644 1,960 2,326 2,576 3,090 3,290 
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Додаток В 
Критичні точки розподілу Фішера 
Таблиця В.1 
Рівень значущості q = 0,1 
f1  
f2 
1 2 3 4 5 6 7 8 9 10 12 20 
1 39,86 49,50 53,59 55,83 57,24 58,20 58,91 59,44 59,86 60,19 60,47 60,71 
2 8,526 9,000 9,162 9,243 9,293 9,326 9,349 9,367 9,381 9,392 9,401 9,408 
3 5,538 5,462 5,391 5,343 5,309 5,285 5,266 5,252 5,240 5,230 5,222 5,216 
4 4,545 4,325 4,191 4,107 4,051 4,010 3,979 3,955 3,936 3,920 3,907 3,896 
5 4,060 3,780 3,619 3,520 3,453 3,405 3,368 3,339 3,316 3,297 3,282 3,268 
6 3,776 3,463 3,289 3,181 3,108 3,055 3,014 2,983 2,958 2,937 2,920 2,905 
7 3,589 3,257 3,074 2,961 2,883 2,827 2,785 2,752 2,725 2,703 2,684 2,668 
8 3,458 3,113 2,924 2,806 2,726 2,668 2,624 2,589 2,561 2,538 2,519 2,502 
9 3,360 3,006 2,813 2,693 2,611 2,551 2,505 2,469 2,440 2,416 2,396 2,379 
10 3,285 2,924 2,728 2,605 2,522 2,461 2,414 2,377 2,347 2,323 2,302 2,284 
11 3,225 2,860 2,660 2,536 2,451 2,389 2,342 2,304 2,274 2,248 2,227 2,209 
12 3,177 2,807 2,606 2,480 2,394 2,331 2,283 2,245 2,214 2,188 2,166 2,147 
13 3,136 2,763 2,560 2,434 2,347 2,283 2,234 2,195 2,164 2,138 2,116 2,097 
14 3,102 2,726 2,522 2,395 2,307 2,243 2,193 2,154 2,122 2,095 2,073 2,054 
15 3,073 2,695 2,490 2,361 2,273 2,208 2,158 2,119 2,086 2,059 2,037 2,017 
17 3,026 2,645 2,437 2,308 2,218 2,152 2,102 2,061 2,028 2,001 1,978 1,958 
20 2,975 2,589 2,380 2,249 2,158 2,091 2,040 1,999 1,965 1,937 1,913 1,892 
25 2,918 2,528 2,317 2,184 2,092 2,024 1,971 1,929 1,895 1,866 1,841 1,820 
30 2,881 2,489 2,276 2,142 2,049 1,980 1,927 1,884 1,849 1,819 1,794 1,773 
 
Таблиця В.2 
Рівень значущості q = 0,05 
f1  
f2 
1 2 3 4 5 6 7 8 9 10 12 20 
1 161,4 199,5 215,7 224,6 230,2 234,0 236,8 238,9 240,5 241,9 243,9 248,0 
2 18,51 19,00 19,16 19,25 19,30 19,33 19,35 19,37 19,38 19,40 19,41 19,45 
3 10,13 9,552 9,277 9,117 9,013 8,941 8,887 8,845 8,812 8,785 8,745 8,660 
4 7,709 6,944 6,591 6,388 6,256 6,163 6,094 6,041 5,999 5,964 5,912 5,803 
5 6,608 5,786 5,409 5,192 5,050 4,950 4,876 4,818 4,772 4,735 4,678 4,558 
6 5,987 5,143 4,757 4,534 4,387 4,284 4,207 4,147 4,099 4,060 4,000 3,874 
7 5,591 4,737 4,347 4,120 3,972 3,866 3,787 3,726 3,677 3,637 3,575 3,445 
8 5,318 4,459 4,066 3,838 3,688 3,581 3,500 3,438 3,388 3,347 3,284 3,150 
9 5,117 4,256 3,863 3,633 3,482 3,374 3,293 3,230 3,179 3,137 3,073 2,936 
10 4,965 4,103 3,708 3,478 3,326 3,217 3,135 3,072 3,020 2,978 2,913 2,774 
11 4,844 3,982 3,587 3,357 3,204 3,095 3,012 2,948 2,896 2,854 2,788 2,646 
12 4,747 3,885 3,490 3,259 3,106 2,996 2,913 2,849 2,796 2,753 2,687 2,544 
13 4,667 3,806 3,411 3,179 3,025 2,915 2,832 2,767 2,714 2,671 2,604 2,459 
14 4,600 3,739 3,344 3,112 2,958 2,848 2,764 2,699 2,646 2,602 2,534 2,388 
15 4,543 3,682 3,287 3,056 2,901 2,790 2,707 2,641 2,588 2,544 2,475 2,328 
17 4,451 3,592 3,197 2,965 2,810 2,699 2,614 2,548 2,494 2,450 2,381 2,230 
20 4,351 3,493 3,098 2,866 2,711 2,599 2,514 2,447 2,393 2,348 2,278 2,124 
25 4,242 3,385 2,991 2,759 2,603 2,490 2,405 2,337 2,282 2,236 2,165 2,007 
30 4,171 3,316 2,922 2,690 2,534 2,421 2,334 2,266 2,211 2,165 2,092 1,932 
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Додаток Г 
Критичні точки розподілу χ2 
Таблиця Г.1 
Рівні значущості q = 0,01  0,1 
Число ступенів 
вільності  f 
Рівень значущості q 
0,01 0,02 0,05 0,1 
1 6,635 5,412 3,841 2,706 
2 9,210 7,824 5,991 4,605 
3 11,34 9,837 7,815 6,251 
4 13,28 11,67 9,488 7,779 
5 15,09 13,39 11,07 9,236 
6 16,81 15,03 12,59 10,64 
7 18,48 16,62 14,07 12,02 
8 20,09 18,17 15,51 13,36 
9 21,67 19,68 16,92 14,68 
10 23,21 21,16 18,31 15,99 
11 24,73 22,62 19,68 17,28 
12 26,22 24,05 21,03 18,55 
13 27,69 25,47 22,36 19,81 
14 29,14 26,87 23,68 21,06 
15 30,58 28,26 25,00 22,31 
16 32,00 29,63 26,30 23,54 
17 33,41 31,00 27,59 24,77 
18 34,81 32,35 28,87 25,99 
19 36,19 33,69 30,14 27,20 
20 37,57 35,02 31,41 28,41 
21 38,93 36,34 32,67 29,62 
22 40,29 37,66 33,92 30,81 
23 41,64 38,97 35,17 32,01 
24 42,98 40,27 36,42 33,20 
25 44,31 41,57 37,65 34,38 
26 45,64 42,86 38,89 35,56 
27 46,96 44,14 40,11 36,74 
28 48,28 45,42 41,34 37,92 
29 49,59 46,69 42,56 39,09 
30 50,89 47,96 43,77 40,26 
40 63,69 60,44 55,76 51,81 
50 76,15 72,61 67,50 63,17 
75 106,4 102,2 96,22 91,06 
100 135,8 131,1 124,3 118,5 
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Додаток Д 
Критичні точки розподілу Кохрена 
 
Таблиця Д.1 
Рівень значущості q = 0,05 
f1  
f2 
1 2 3 4 5 6 7 8 9 10 
2 0,9985 0,975 0,9392 0,9057 0,8772 0,8534 0,8332 0,8159 0,801 0,788 
3 9669 8709 7977 7457 7071 6771 6530 6333 6167 6025 
4 9065 7679 6841 6287 5895 5598 5365 5175 5017 4884 
5 0,8412 0,6338 0,5981 0,544 0,5063 0,4783 0,4564 0,4387 0,4241 0,4118 
6 7808 6161 5321 4803 4447 4184 3980 3817 3682 3568 
7 7271 5612 4800 4307 3974 3726 3535 3384 3259 3154 
8 0,6798 0,5157 0,4377 0,391 0,3595 0,3362 0,3185 0,3043 0,2926 0,2829 
9 6385 4775 4027 3584 3286 3067 2901 2768 2659 2568 
10 6020 4450 3733 3311 3029 2823 2666 2541 2439 2353 
12 0,541 0,3924 0,3624 0,288 0,2624 0,2439 0,2299 0,2187 0,2098 0,202 
15 4709 3346 2758 2419 2195 2034 1911 1815 1736 1671 
20 3894 2705 2205 1921 1735 1602 1501 1422 1357 1303 
24 0,3434 0,2354 0,1907 0,1656 0,1493 0,1374 0,1286 0,1216 0,116 0,1113 
30 2929 1980 1593 1377 1237 1137 1061 1002 0958 0921 
40 2370 1576 1259 1082 0968 0887 0827 0780 0745 0713 
60 0,1737 0,1131 0,0895 0,0765 0,0682 0,0623 0,0583 0,0552 0,052 0,0497 
120 0998 0632 0495 0419 0371 0337 0312 0292 0279 0266 
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Додаток Е 
 
Пакет програм для розв’язку задач експериментально-статистичного 
моделювання STAT-SENS 
 
 
Програмний пакет STAT-SENS розроблена на кафедрі кібернетики хіміко-
технологічних процесів НТУУ “КПІ”. Пакет розроблений в середовищі 
програмування DELPHI з використанням технології об’єктно-орієнтованого 
програмування і призначений для роботи в операційній системі Windows версій 
’98–2000–Me–Xp. 
Програмний пакет містить процедури, які реалізують методи 
експериментально-статистичного моделювання. Відповідно до розподілу 
методів на групи, процедури STAT-SENS також поділено на групи. Блокнот 
головного вікна містить 5 закладок: «Априорный» – процедури за методами 
апріорного аналізу; «Отсеивающий» – процедури та методи відсіювального 
експерименту (дисперсійного аналізу); «Планирование» – процедури за 
методами вибору та синтезу планів експериментів; «Модель» – процедури та 
методи побудови експериментально-статистичних моделей; «Принятие 
решений» – процедури та методи прийняття інженерних рішень на основі 
експериментально-статистичних моделей, які відповідають групам методів 
експериментально-статистичного моделювання. На цих закладках містяться 
кнопки, натисканням яких викликаються відповідні процедури розрахунку. 
Навівши на кнопку процедури курсор мишки, можна побачити підказку з 
назвою процедури. Доступ до процедур також здійснюється за допомогою 
відповідних пунктів основного меню програми. Одночасно можна працювати з 
декількома різними процедурами програми. Повний перелік задач, що 
вирішуються програмним пакетом, зведено в табл. Е.1. 
Головне меню головного вікна містить такі опції: «Файл», «Априорный», 
«Отсеивающий», «Планирование», «Модель», «Принятие решений», «Сервис», 
«Помощь». Їх пункти відповідають кнопкам на відповідних закладках. Через 
меню «Сервис» викликається список активних процедур програми, вікно 
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глобальних параметрів програми, вікна буферів моделей і буферних матриць. 
Загальний вид головного вікна програми зображено на рис. Е.1. 
 
Таблиця Е.1 
Структура програмного пакету STAT-SENS (збережено мову оригіналу) 
Априорный Отсеивающий Планирование Модель Принятие решений 
Ранговая 
корреляция Однофакторный 
дисперсионный 
анализ 
Генератор 
моделей 
Выбор типа 
задачи 
Расчеты по 
моделям 
Статистические 
характеристики 
величин 
Генератор 
планов 
Регрессионн
ый анализ 
Квазиоднофактор-
ный анализ 
Проверка 
гипотезы 
относительно 
среднего 
Дисперсионный 
анализ на основе 
греко-латинских 
квадратов 
База планов 
экспериментов 
Метод 
группового 
учета 
аргументов 
Ранжирование в 
области 
экстремума 
Проверка 
гипотезы про 
однородность 
дисперсией 
Редактор базы 
планов 
экспериментов 
Оптимизация 
Многофакторный 
дисперсионный 
анализ 
Синтез D-
оптимального 
плана 
Расчет 
дисперсии 
воспроизво-
димости 
Числовые отклики 
Проверка 
гипотезы о 
нормальном 
распределении 
величины 
 Синтез плана 
по методу 
Маклина-
Андерсена 
Графические 
отклики 
  
Обобщение 
показатели 
качества 
Корреляцион-
ный анализ 
   
Функция 
желательности 
Харрингтона 
    
Робастность по 
Тагучи 
    
Наложение ошибки 
на данные 
 
 
Рисунок Е.1. Загальний вигляд головного вікна STAT-SENS 
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Основні об’єкти інтерфейсу стандартні для операційної системи Windows. 
Для кожної процедури є можливість роботи з файлами, тобто збереження та 
відновлення раніше введеної інформації. Ці дії також стандартні для програм, 
що працюють під керуванням Windows. З головного вікна можна 
завантажувати файли будь-якої процедури з вибором типу файлів. Програма 
містить також довідкову систему. Доступ до неї – пункт меню «Помощь» у 
вікні процедури або натискання клавіші <F1>. Процедури основного 
експерименту тісно пов’язані між собою. За допомогою контекстного меню 
процедури регресійного аналізу можна передавати інформацію про отриману 
модель в інші процедури основного експерименту. Допоміжні функції 
програми – функції буферної матриці та буферної моделі. У буферну матрицю 
можна скопіювати будь-яку матрицю, перетягнувши її мишкою з одночасним 
натисканням клавіші <Shift>. Під час роботи з таблицями передбачено й інші 
операції перетягування даних, які описано в довідковій системі. 
Особливість роботи з програмою – установлення в процедурах основного 
експерименту параметрів задачі, а саме типу задачі, кількості факторів та 
експериментів. Це можна зробити, натиснувши швидку кнопку «Числовые 
параметры» на панелі швидких кнопок у вікнах процедур чи вибравши 
відповідний пункт меню. 
Для кожної з процедур типовими є такі пункти основного меню: «Файл», 
«Расчет», «Помощь». Меню «Файл» типове для програм Windows. У пункті 
меню «Расчет» містяться пункти меню «Расчет», «Отчет» і специфічні для 
різних процедур пункти встановлення різних параметрів, побудови діаграм 
тощо. 
У висхідних пунктах меню в різних процедурах містяться пункти, які 
дають змогу встановлювати глобальні параметри програми, а також специфічні 
пункти, наприклад, зчитування з генератора планів або пересилка даних до 
процедур основного експерименту у вікні регресійного аналізу. 
До додаткових можливостей STAT-SENS належить: база планів 
експерименту та редактор бази планів. Ці можливості не пов’язані з 
конкретними методами, але підвищують продуктивність роботи в STAT-SENS. 
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Робота з кожною з процедур полягає в заповненні вхідних даних вікна 
процедури, ініціюванні процесу розрахунків натисканням кнопки «Расчет» 
внизу вікна чи вибором відповідного пункту меню і отримання протоколу 
натисканням кнопки «Отчет» внизу вікна чи вибором відповідного пункту 
меню. Звіт можна отримати у двох формах: вбудований стандартний звіт чи 
звіт у Microsoft Word. Переключати варіанти звіту можна, встановивши 
відповідні значення параметрів у вікні параметрів, яке викликається швидкою 
кнопкою в головному вікні чи вибором відповідного пункту меню в головному 
вікні.  
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Алфавітний путівник 
 
Адекватність моделі  
Аналіз  
– дисперсійний  
– – багатофакторний  
– – однофакторний  
– канонічний  
– квазіоднофакторний  
– кореляційний  
– регресійний  
– – за результатами ПФЕ  
– – за результатами ЦКОП  
– – за результатами ЦКРП  
  
Відповідності дослідного і стандартного значень величини  
Відтворюваність дослідів  
  
Дисперсії построкові  
Дисперсія  
– адекватності  
– вибіркова  
– –  уточнена  
– відтворюваності  
– загальна  
– коефіцієнтів  
– факторна  
ДФЕ  
  
Експеримент активний  
– дробовий факторний   
– пасивний  
– повний факторний 2n  
– повний факторний 2n з паралельними дослідами в центрі 
плану 
 
– повний факторний 2n з різною кількісю паралельних дослідів   
– повний факторний 3n  
Екстраполяція  
Екстремум  
Ефект взаємодії факторів   
– квадратичний  
– кратний  
– лінійний  
– парний  
  
Змінні вхідні  
– керуючі  
– результуючі  
Значення факторів кодовані  
– натуральні  
Значущість коефіцієнта конкордації  
– – кореляції  
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– – регресії  
Зоряна точка  
Зоряне плече  
  
Інтервал варіювання фактора  
Інтерполяція  
  
Кодування факторів  
Коефіцієнт конкордації  
– кореляції  
– регресії  
– – змішаний  
– – розрахунок див. Аналіз регресійний 
Композиційність плану  
  
Матриця плану   
– дисперсійна  
– інформаційна  
– розширена  
– транспонована  
Метод найменших квадратів  
Метод стрімкого сходження  
Модель експериментально-статистична (регресійна)  
– другого порядку (квадратична)  
– канонічний вигляд  
– неповного другого порядку  
– однофакторна  
– першого порядку (лінійна)  
Моделювання експериментально-статистичне  
– послідовність вирішення задач  
  
Насиченість плану  
Нормованість плану  
  
Область варіювання фактора див. Фактори 
– визначення фактора див. Фактори 
– екстремуму  
Однорідність групи дисперсій  
– двох дисперсій  
Оптимальність плану  
– D  
– G  
Оптимізація на основі моделі  
Ортогональність  
  
Паралельні досліди  
Параметр оптимізації  
План дробовий факторний див. ДФЕ 
План експерименту  
– в багатофакторному дисперсійному аналізі  
План повний факторний див. Експеримент повний 
факторний 
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План центральний композиційний ортогональний див. ЦКОП 
План центральний композиційний рототабельний див. ЦКРП 
Планування експерименту  
Поверхня відгуку  
– канонічна  
Показник дробовості  
Помилка експерименту див. Дисперсія 
відтворюваності 
Прийняття рішень за моделлю другого порядку  
– за моделлю першого порядку  
– за результатами попереднього експерименту  
ПФЕ див. Експеримент повний 
факторний 
  
Рандомізація плану  
Ранжування факторів апріорне  
– в точці екстремуму  
Регресор  
Репліка дробова  
Рівень фактора  
– верхній  
– нижній  
– основний (нульовий)  
Ротатабельність  
  
Середня вибіркова  
Симетричність плану  
Система змішаних оцінок коефіцієнтів  
  
Технологія-властивості  
Типи задач експериментально-статистичного моделювання  
Точка плану  
  
Фактори  
– вимоги до  
– вимоги до групи  
– дискретні  
– значущі  
– кодування  
– незалежні  
– область варіювання  
– область визначення  
Формула кодування  
Функція відгуку  
– вимоги до  
  
Центр плану  
Центрування матриці ЦКОП  
ЦКОП  
ЦКРП  
  
Чорний ящик  
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Ядро плану  
Якість експериментальних даних  
 
