Landmark computer programs including VIEWIT (Travis et al, 1975) and MAP (Map Analysis Package, Tomlin, 1983) led the way in provision of tools for landscape analysis and visual modeling. Indeed, some of the features of those programs, such as visual magnitude estimation and partial screening, are seldom found in contemporary software. These products recognized the potential of the computer to answer questions about the visual relationship between different parts of the landscapeöand the effect of surface features on these relationships. VIEWIT was developed primarily for use in a forest-management context while MAP combined the facilities of VIEWIT with a wider range of map algebra functions making it a prototypical geographic information system (GIS).
In this paper I review (1) The historic role of GIS-based viewshed analysis in visual quality and visual impact modeling. This includes consideration of the importance of visual thresholds and distance effects.
(2) The new potential for visual analysis in moving to 3D modeling, including its role in agent-based modeling. I have not attempted to include the many other fine papers that address or illustrate these issues. The focus is on those developments that, from my own personal viewpoint, have changed the way we approach visibility analysis.
GIS-based visual analysis
These procedures all begin with a viewshed analysis. This is typically based on a regular square grid of elevations: although some authors have preferred to work with triangular irregular networks (TIN) to define the surface (for example, De Floriani and Magillo, 1994) . The basic algorithm is based on lines radiating from the point being analyzed (called the target point in some GIS products) at a fixed angular increment (18 in MAP). Along each line the angle from vertical to the next nearest cell is calculated. This cell is visible. If the angle to the next cell is larger, then that cell is also visible. This goes on until the angle decreasesöthen the cell is not visible, it is hidden by the cell at the larger angle in front of it. Cells then are all hidden until an angle greater than the previous largest angle is found. That cell is then visible and the process continues. Other algorithms are variations on this process.
Visual quality modeling
An early attempt to map visual qualities using a GIS is found in Steinitz (1990) . Preliminary studies in Acadia National Park used photographs along the Loop Road, public preference surveys, and regression analysis to identify eight key variables of landscape preference. These included a dislike of development, and a liking for mystery, historical coastal development, water, long views,`folded' landscapes, and diverse and well-maintained vegetation in the fore and middle ground. Steinitz then used MAP to analyse each 30 m 2 grid and its view and hence map, for the whole park, each of these factors on a 0^4 scale. A weighted combination of these factors then created a map of visual preference (figure 1). As Steinitz states:`I t should be noted that the spatial pattern of this map is not one which evaluates the values of points. Rather, each value is`locked into' its location by the component variables of the model, which are location-dependent spatial analyses of the model's variables as evaluated from those points'' (page 226). The approach to GIS-based visual quality modeling taken in my previous work (Bishop and Hulse, 1994) was quite similar except that (a) the public evaluation was based on the 3608 view at each sample location, and (b) the predictor variables used in regression analysis were derived from the GIS rather than being estimated from photographs. In this case, as with Steinitz, the essential feature of MAP which supported the modeling was the RADIATE command which mapped the visibility, or viewshed, of each point in the landscape. It was then possible to determine how much of any other mapped variable (land use, slope, etc) was present in the view and at what distance. Variables such as`visible foreground river' and`range of visible relief ' were found to be key predictor variables. I also used this same technique for estimation of visual variables in my comparison of regression and neural-net-based approaches to visual quality modeling (Bishop, 1996) . Germino et al (2001) extracted view variables as if from a photograph, but used a GIS (the SurfaceDrape procedure in Arc/INFO) to generate the perspective image or`p anoramic display'':`T his was accomplished by capturing the panoramic display of the view in an image file that was then converted into an ArcInfo Grid file, and finally a polygon coverage. The polygon attribute values in the resulting coverage correspond with the initial lookup table values used to create colors for each landcover class in the panoramic display. This method is analogous to outlining the landcover classes in a photograph of a view, taken while standing on the ground, and determining the relative area of each class as they appear in the photograph'' (page 77). This is an ingenious, but relatively labour-intensive, approach to derivation of parameters similar to the measurement of photographs used by Shafer and Brush (1977) to derive predictor variables for landscape quality. The study was based on long-distance views of the rangelands and mountains of Wyoming apparently from locations with few foreground elements such as trees or buildings. Consequently the landcover could be properly interpreted as a drape over the landform and good results obtained (see also figure 2, see over).
Visual impact modeling
Visual impact modeling is, in some senses, easier than visual quality modeling. If an introduced element is not visible then there is no impact. So, the discrimination of (mystery, development, water, etc) within the viewshed of each point in Acadia National Park (from Steinitz, 1990) . Note: the original figure was in colour.
impact and no-impact areas is reasonably simple and objective. It is also possible quickly to compute how large an object may be in the observer's field of view based on object size and distance. VIEWIT (Travis et al, 1975) performed both these functions and was thus a valuable tool in assessing impacts of forest-management decisions. A further potentially objective variable is the colour and lightness contrast between the object and its surroundings: although this changes with times of day and atmospheric conditions. I showed (Bishop, 1997 ) that a standard industry formula:
where DE Ã abs is the absolute colour different, DL Ã is the difference in lightness level, 
Da
Ã and Db Ã are differences in the a Ã and b Ã colour-definition parameters in the CIELAB colour model (Robertson, 1977) , could be applied to perceived landscape colour differences.
From this point on, however, it is necessary again to enter the subjective realm and often, in the absence of definitive studies, to start making assumptions. The works described below contribute to our understanding of the possibilities and the role of visibility analysis in impact assessment but do not remove the need for further impact calibration work. Hadrian et al (1988) used MAP to map the spatial distribution of the visual impact of a proposed electrical transmission line. The processing sequence (figure 3, over) was:
Step 1. Calculate the viewshed for each transmission tower over the terrain model with appropriate full or partial screening.
Step 2. Assign an initial impact level and rate of distance drop-off based on tower design.
Step 3. Combine the visibility map with a cost^distance map to get the effective distance of each point of visibility from the tower. The cost^distance map was based on the concept of visual absorption with treed or other areas, which might not actually produce screening, increasing the rate at which impacts fall away with distance.
Step 4. Add together the impacts of each tower visible from each location.
Step 5. Modify the impact result based on the visual sensitivity of the location.
The MAP script could then be run for any configuration of transmission towers. The analysis showed that, for much of the route in which larger less frequent solid towers were replacing smaller more frequent lattice towers, the visual impact decreased (if all assumptions were correct). This raised many questions about the initial impact, effect of distance, absorption, and sensitivity which were partly answered by later perception studies.
In impact assessment, a determination must be made regarding the distance over which an impact may occur. This, in turn, determines the necessary size of the analytical dataset. In the absence of a reliable mechanism for estimating possible depths the analysis may either underestimate the effects (if too small a distance is considered) or produce excessive computing times (if too great a distance is used). Choices about appropriate data resolution also arise. An experiment was reported (Shang and Bishop, 2000) which sought to establish thresholds, based on object size, shape, and contrast, for detection, recognition, and impact of objects introduced into the landscape (figure 4, see over). Using side-by-side black-and-white images we applied a linear logit model to people's experimental responses to different objects with a range of size and contrast levels in different landscape settings.
I used the logistic equations (Bishop, 2002) to estimate the relevant thresholds for wind turbines. This study also included an experiment to determine the effect of a moving object (the rotating turbine blades) on perceived size. This was combined with calculations of the effect of atmospheric scattering on perceived colour contrast. The effect of haze is a largely neglected factor in visual resource studies (see Larson, 1992; Latimer et al, 1981) although the process is well understood and can indeed be used as a method for estimating distances in the landscape (Cozman and Krotkov, 1997) .
Also largely neglected is the potential extension of the binary (seen^unseen) visibility algorithms suggested by Fisher (1996) . As Fisher pointed out, there are several reasons why we may be concerned to know by how much a location is invisible or whether a visible object is backed by hills or cutting the horizon. As figure 5 (see over) (taken from Fisher) shows, computation of local and global horizons and the distances Fisher (1996) shows how the standard GIS visibility algorithm could be extended to provide richer information about local (B-2) and global (B-3) horizons and local (C) and global (D) offsets. of an object above or below those horizons are conceptually simple and readily possible using extensions of the existing GIS visibility algorithms.
Behavioural modeling
Understanding people's choice of movement paths through the natural or built environment is important to traffic engineering, emergency management, parks planning, and many other fields. The choice of route depends in large part on visual information: level of traffic on the alternative routes, access to exits, or views of scenic attractions. Among the first to apply agent-based modeling in landscape were Gimblett et al (1996) . The RBSIM (Recreation Behavior SIMulator) program modeled the movement of visitors along the trails of the Broken Arrow Canyon in Arizona. The rules that affected their behaviour included dependence on the visibility of other visitors. The visibility was computed using the traditional GIS algorithm. Considerable sophistication has now been added to the systems as RBSIM II (Itami and Gimblett, 2000) . Indeed, the importance of separating out the view components is explicitly recognized in Gimblett et al (1996) :`T he algorithm calculates the contribution of each visible entity to the viewer's field of vision, measured in square degrees. This information is then overlayed onto the physiographic classification of the landscape. A table consisting of the visual magnitude of each physiographic unit may then be reported, along with other quantitative summaries of the data such as mean distance of the unit from the viewer, mean distance to important landscape features, and position within the visual field'' (http://journal-ci.csse.monash.edu.au/ci/vol03/gimetal3/gimetal3.html). However the approach to visibility assessment remains a 2.5D operation with its inherent diffulties.
3D-based view analysis
In Bishop et al (2000) we point out the difficulties with analysis based on the GIS datastructure model. These include:`( 1) the relative slowness of viewshed analysis, (2) its dependence on 2.5D data [only one possible z value for any particular (x, y ) location] and hence inability to deal with structures such as trees or building with any precision; and (3) the consequent lack of information about the`face' of such vertical elements and their role in view definition'' (page 866). These impediments to effective visual analysis can have significant effects upon visual quality or impact analysis and consequently may produce significantly different results in the behavioural modeling of agents.
Visual quality assessment
Beginning with an idea by Gross (1991ösee section 3.2), in Bishop et al (2000) we argued for, and illustrated, the use of a full 3D model for view analysis in the landscape. This remains essentially the image-measurement approach to visual quality assessment (Shafer and Brush, 1977) . However, it can now be fully automated using colours in a rendered image to extract landcover information (as in Germino et al, 2001 ) but then also adding the depth information for each rendered pixel in order to generate cover-type variables for fore, middle, and back grounds. Further variables related to human depth-variation preferences (Hull and Buyhoff, 1983; Kaplan, 1979) can also be computed from the images generated by a 3D rendering algorithm. As in the other studies, Bishop et al (2000) again related the derived variables to publicly assessed images of the same views using regression analysis. I D Bishop
Visual impact analysis
Gross (1991) introduced a new approach to analysis of visibility and visual prominence. This work was distinctive in two ways. First, the approach was based on development and rendering of a 3D model of the landscape in question. Second, Gross took account of typical atmospheric conditions with the contrast between the object and its environment decaying exponentially with distance because of atmospheric haze. Figure 6 shows how the process creates an image of the proposed development in its environment. This image can then be analyzed for the size and contrast of the object in the image. A formula is then applied to give a composite visibility score.
The 3D-model-based approach taken by Gross (1991) , and used in the visual quality context by Bishop et al (2000) , has the potential to extend object visibility analysis and hence impact studies to include the considerations advocated by Fisher. Although some of these results could also be derived from GIS, the problems of the 2.5D approach (described above) remain.
Behavioural modeling
In Bishop (2001) I described an experiment in which visual analysis, based on a 3D environmental model, was used in an attempt to predict path selections made by people in a virtual environment. My premise was that visibility of both landscape features and other visitors is a key factor in human behaviour and hence in realistic agent behaviour. Farenc et al (2000) have further extended this concept to create realistic simulations of individual and crowd behaviour in a modeled urban environment.
In the built environment the concept of isovists (Benedikt, 1979 ) is also available for determining the extent of the view. Although this concept is applied to the 3D built 6. Gross (1991) was an early user of a 3D perspective transformation based approach to analysis of visibility parameters. This figure shows how the visual extent of a transmission tower can be measured by counting image pixels. environment, the mechanism for determination of isovists remains based on an extended floor plan (2.5D). Rendering of the environment and rapid content and depth-based analysis using the content of the colour and depth (Z ) buffers bring the 3D option to both built and natural environments. Hardware-based real-time rendering, as now commonly available though low-cost graphics processors (for example, the GeForce series), greatly facilitates this process, providing a much faster and more complete interpretation of the agent view, from any location, than GIS or isovist-based analysis.
Use of this paradigm depends, however, on the availability of detailed 3D models of the environment in question. Although mapping agencies are providing ever-increasing digital coverage of terrain and landcover, these are seldom of sufficient content or resolution to allow generation of the 3D models required for detailed view analysis. The addition of individual structures such as building or trees is required. Fortunately there are emerging tools to facilitate model building.
Interpretation of aerial photographs has long been the major source of 3D data. Although this has traditionally been based on the use of stereo image pairs, new software can automate the building of urban models (Gruen, 2001) or take advantage of the regular shape of urban structures to build 3D models from as little as a single oblique aerial image (for example, http://www.photomodeler.com). Another option is the use of ground-based laser-scanning technology. Manandhar and Shibasaki (2001) describe the potential for development of 3D models using range-finding laser-scanning technology from a moving vehicle. This procedure also automatically provides surface colour and distance information which may be used directly or as a validation for content and depth analysis based on the 3D model.
Although trees are not so amenable to automated mapping as more geometrically simple objects there is some development towards automated mapping of individual specimens from remote sensing data (Coops et al, 1998; Miller, 2001) .
Conclusion
In this paper I have reviewed the application of visibility analysis procedures in the landscape and argued that, in many contexts, procedures based on a full 3D-model of the environment have considerable benefit over the longer standing 2.5D GIS approach. This is not to suggest, however, that GIS analysis does not still have an important role to play. As illustrated in figure 7 , the GIS analysis will give a picture of all locations from which a hypothetical wind turbine can be seen. The 3D render-based analysis will, on the other hand, be able to report, for an agent at a specific location, the visual magnitude of the seen part of the turbine, the proportion which cuts the horizon, and the adjacent components of the view and their depths. Even with a more sophisticated GIS analysis (using the Fisher suggestions) the render-based analysis is more complete and many times quicker when we are interested in the visibility parameters at a specific location. However, using 3D rendering to map visibility at all locations within a considered landscape would still require prohibitive computing time.
Both approaches have a role but we now have a powerful new option.
