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1. Introduction
A vector x in a complete metrizable topological vector space X is said to be cyclic for a continuous linear operator
T : X → X on X if the closed linear span of the orbit {Tnx: n 0} of x under T is all of X . Operators which have a cyclic
vector are said to be cyclic. Cyclicity results yield interesting approximation results. For instance, the Weierstrass Approxi-
mation Theorem asserts that the function f (x) ≡ 1 on [0,1] is cyclic for the operator T : g(x) → xg(x) of multiplication by x
on the Banach space C([0,1]) of continuous functions on [0,1].
In [3], [1], and [4], the authors focused on the space of functions analytic on the plane, a disk of ﬁnite radius centered at
the origin, and the plane, respectively. In particular, they considered diagonal operators on these spaces. That is, continuous
linear operators having the monomials as the set of eigenvectors of that operator. In the second section of this paper we
shall generalize the notion of these operators and obtain a reduction of some of the problems posed in the aforementioned
papers. For the sake of brevity, write HR = H(B(0, R)) where we allow R = ∞.
A continuous linear operator T : X → X on a complete metrizable topological vector space X is said to admit spectral
synthesis if every closed invariant subspace M for T equals the closed linear span of the eigenvectors for T contained
in M. By deﬁnition, a diagonal operator on HR having eigenvalues {λn} has as eigenvectors the monomials zn. As shown
in [3] and [1], if D is cyclic, then the eigenvalues are distinct and the monomials are the only eigenvectors for D. Hence a
cyclic diagonal operator on HR admits spectral synthesis if and only if the lattice of closed invariant subspaces of D consists
precisely of the closed linear span of sets {zn: n ∈ N} of monomials where N is an arbitrary subset of nonnegative integers.
In the third section of this paper, we shall prove some synthesis results that improve upon the results in [1] and [4].
In the fourth section, we shall show that a diagonal operator being synthetic implies that the SOT closure of the algebra
generated by that operator is the set of all diagonal operators as well as implies the existence of sequences polynomials
with very speciﬁc behavior at the eigenvalues of the operator.
2. Diagonal operators
We begin by giving a useful generalization of the deﬁnition of a diagonal operator which is given in [3] and [1].
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I.N. Deters / J. Math. Anal. Appl. 350 (2009) 354–359 355Deﬁnition. Let (λn) ⊆ C and R1, R2 such that 0 < R1, R2 ∞ be given. If for every f ∈ HR1 such that f (z) =
∑∞
n=0 anzn ,
there is some g ∈ HR2 such that g(z) =
∑∞
n=0 λnanzn , then deﬁne D : HR1 → HR2 by Df = g . D is called a diagonal operator
and (λn) is called its associated sequence.
Routine arguments involving the Closed Graph Theorem show that a diagonal operator D : HR1 → HR2 with associated
sequence (λn) is continuous if and only if it is deﬁned. Moreover, it is deﬁned if and only if limsupn→∞ |λn| 1n  R1R2 when
R1, R2 < ∞. If R1 < ∞ and R2 = ∞, then it is necessary and suﬃcient that limsupn→∞ |λn| 1n = 0. If R1 = ∞, then it is
necessary and suﬃcient that limsupn→∞ |λn| 1n < ∞.
We note that the above deﬁnition indicates that it is possible to have different operators D : HR1 → HR2 and
D ′ : HR3 → HR4 with the same associated sequence (λn). We will make use of that shortly. Since diagonal operators are
deﬁned by their action on the coeﬃcients in an expansion about 0, it would be nice to have a theorem relating coeﬃcients
in the expansions of analytic functions to the convergence of those functions. This is given in the two results below.
Lemma 1. Let G ⊂ C be open, a ∈ G, and fα, f ∈ H(G) such that ( fα) is a net and limα fα = f be given. If fα(z) =∑∞k=0 aα,k(z−a)k
and f (z) =∑∞k=0 ak(z − a)k, then limα aα,k = ak.
Proof. Choose some r such that 0 < r < dist(a, ∂G). Then fα converges uniformly to f on B(a, r). Write Mα =
sup({| fn(z) − f (z)|: |z − a| r}) and note that Mα → 0. Then by Cauchy’s Estimate
|aα,k − ak| = 1k!
∣∣ f (k)α (a) − f (k)(a)∣∣ 1k! ·
k!Mα
rk
→ 0
for every k. 
Theorem 1. Let R ∈ (0,∞), f ∈ HR , and ( fn) ⊂ HR be given. Write fn(z) =∑∞k=0 an,kzk and f (z) =∑∞k=0 akzk. Then fn → f
in HR if and only if limn→∞ an,k = ak for each k and limsupn→∞ sup({|an,k − ak|
1
k : k > 0}) 1R .
Proof. First suppose that limn→∞ an,k = ak for each k and limsupn→∞ sup({|an,k − ak|
1
k : k > 0}) 1R . Let E ⊂ B(0, R) such
that E is compact and ε > 0 be given. Write r = sup({|z|: z ∈ E}) and note that r < R . Choose some t ∈ ( 1R , 1r ), some K
such that
∑∞
k>K (tr)
k < ε2 , and some N1 such that sup({|an,k − ak|
1
k : k > 0}) < t for n N1. Hence, for n N1 and k > 0 we
have that |an,k − ak| < tk . Let r0 =max({r,1}). By assumption, for ﬁxed k we have that |an,k − ak| → 0. Choose N2 such that
|an,k − ak| < ε2(K+1)rK0 for 0 k K , and deﬁne N =max({N1,N2}). Then for n N and z ∈ E we have that
∣∣ fn(z) − f (z)∣∣
K∑
k=0
|an,k − ak|rk +
∞∑
k>K
|an,k − ak|rk 
K∑
k=0
|an,k − ak|rK0 +
∞∑
k>K
(tr)k <
ε
2
+ ε
2
= ε.
Thus, fn → f in HR .
Now suppose that fn → f in HR . From Lemma 1 we know that limn→∞ an,k = ak for each ﬁxed k. To show that
limsupn→∞ sup({|an,k − ak|
1
k : k > 0}) 1R , let r such that 0 < r < R be given. Since fn → f uniformly on compact subsets
of B(0, R), choose some N such that | fn(z) − f (z)| 1 for all z ∈ B(0, r) when n N . Then by Cauchy’s Estimate, we have
that |an,k −ak| 1rk for k 1 when n N . Hence, |an,k −ak|
1
k  1r for k 1 when n N . Thus, sup({|an,k −an|
1
k : k > 0}) 1r
for n N . Since r ∈ (0, R) was arbitrary, we have that limsupn→∞ sup({|an,k − ak|
1
k : k > 0}) 1R and the theorem is estab-
lished. 
A theorem like this for the case when R = ∞ was given by Iyer [2]. In that theorem fn → f in H(C) if and only if
limsupn→∞ sup({|an,k − ak|
1
k , |an,0 − a0|: k 1}) = 0.
The above result is more easily applied when combined with the following observation. Suppose r ∈ [0,∞) and an,k ∈ C
for n  1 and k  0 such that an,k → 0 as n → ∞ for each k  0. Then limsupn→∞ sup({|an,k|
1
k : k > 0})  r if and only if
for all j  0 we have limsupn→∞ sup({|an,k|
1
k : k > j}) r.
We shall now obtain some simple, but useful results concerning the commutation of diagonal operators and cyclic
vectors.
Proposition 1. Given R1, R2 such that 0 < R1, R2 ∞, let D : HR1 → HR1 , D ′ : HR1 → HR2 , and D∗ : HR2 → HR2 be diagonal
operators with associated sequences (λn), (λ′n), and (λn), respectively.
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2. If f ∈ HR1 , then D ′(span({Dn f : n 0})) = span({(D∗)n(D ′ f ): n 0}).
Proof. This follows from straightforward computations. 
Proposition 2. Given R1, R2 such that 0 < R1, R2 ∞, let D : HR1 → HR1 , D ′ : HR1 → HR2 , and D∗ : HR2 → HR2 be diagonal
operators with associated sequences (λn), (λ′n), and (λn), respectively. Suppose also that λ′n 
= 0 for all n  0. If f is a cyclic vector
for D, then D ′ f is a cyclic vector for D∗ .
Proof. Observe that D ′ has a dense range since λ′n 
= 0. The result now follows from the previous proposition. 
3. Spectral synthesis
We shall now use some of the above ideas to further the work begun in papers [1] and [3]. In particular, these pa-
pers are concerned with the spaces HR and H(C) where R ∈ (0,∞) and diagonal operators on them. These operators
take the form D :∑∞n=0 anzn →∑∞n=0 λnanzn where limsupn→∞ |an| 1n  1R and limsupn→∞ |λn| 1n  1 when studying HR
and limsupn→∞ |an| 1n = 0 and limsupn→∞ |λn| 1n < ∞ when studying H(C). In either case, the papers are concerned with
spectral synthesis of such operators and some equivalent conditions are given in them for it. The equivalences which are
germane to this paper are given below and found in [1] and [3], respectively.
Theorem 2. Let R ∈ (0,∞) and D be any cyclic diagonal operator on HR having distinct eigenvalues {λn}. Then the following are
equivalent:
1. D admits spectral synthesis.
2. If f ∈ HR and f (z) =∑∞n=0 anzn with an 
= 0 for all n 0, then f is cyclic for D.
3. There does not exist a sequence {wn} of complex numbers, not identically zero, for which limsup |wn|1/n < 1 and 0≡∑∞n=0 wnλkn
for all k 0.
If, in addition, {λn/n: n  1} is bounded, then ∑∞n=0 wneλnz is analytic on the open ball B(0, ) containing the origin when-
ever {wn} is a sequence of complex numbers for which limsup |wn|1/n < 1 where  ≡ [ln (1/ limsup |wn|1/n)]/[sup {|λn|/n}].
In this case, conditions 1 through 3 are equivalent to
4. There does not exist a sequence {wn} of complex numbers, not identically zero, for which limsup |wn|1/n < 1 and 0 ≡∑∞
n=0 wneλnz for all z in the open ball B(0, ε).
Theorem 3. Let D be any cyclic diagonal operator on H(C) having distinct eigenvalues {λn}. Then the following are equivalent:
1. D admits spectral synthesis.
2. Every entire function f (z) ≡∑∞n=0 anzn with an 
= 0 for all n 0 is cyclic for D.
3. There does not exist a sequence {wn} of complex numbers, not identically zero, for which limsup |wn|1/n = 0 and 0≡∑∞n=0 wnλkn
for all k 0.
We now introduce two important diagonal operators which will help reduce the problem of determining when a diagonal
operator is synthetic.
Deﬁnition. Given 0< R < ∞, deﬁne DR : HR → H1 where DR has associated sequence (Rn).
Deﬁnition. Given R such that 0 < R ∞ and f ∈ HR such that f (z) =∑∞n=0 anzn , write R ′ = limsupn→∞ |an| 1n . Deﬁne
D f : HR → H R
R′
where D f has associated sequence (an) and H R
R′
= H(C) in case R ′ = 0.
Theorem 4. Given R such that 0< R < ∞, let D : HR → HR and D ′ : H1 → H1 be diagonal operators with associated sequence (λn).
1. DR is a homeomorphism.
2. f is cyclic for D if and only if DR f is cyclic for D ′ .
3. D is synthetic if and only if D ′ is synthetic.
Proof. Let f ∈ HR and g ∈ H1 such that f (z) = ∑∞n=0 anzn and g(z) = ∑∞n=0 bnzn be given. Let D∗ : H1 → HR be the
diagonal operator with associated sequence ( 1Rn ).
1. Since the operators DR and D∗ are both deﬁned, they are both continuous. Moreover, a simple computation yields
that (DRD∗)g = g and (D∗DR) f = f . Thus, DR is a homeomorphism.
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f = D∗DR f is cyclic for D by the previous proposition.
3. Assume that an 
= 0 
= bn for all n  0. Since (DR f )(z) =∑∞n=0 Rnanzn and (D∗g)(z) =∑∞n=0 1Rn1 bnzn , DR f and D∗g
both have all non-zero coeﬃcients. If D is synthetic then D∗g is cyclic. Thus, by part 2 of this theorem and condition 2 of
Theorem 2, (DRD∗)g = g is cyclic for D ′ . Similarly, if D ′ is synthetic then DR f is cyclic. Thus, by part 2 of this theorem and
condition 2 of Theorem 2, (D∗DR) f = f is cyclic for D . Therefore, D is synthetic if and only if D ′ is synthetic. 
Theorem 5. Let D : H1 → H1 and D ′ : H(C) → H(C) be cyclic diagonal operators with associated sequence (λn). If D is synthetic,
then D ′ is synthetic.
Proof. Let f ∈ H(C) such that f (z) =∑∞n=0 anzn and an 
= 0 for all n 0 be given. Deﬁne g ∈ H1 by g(z) =∑∞k=0 zn = 11−z .
Since g is a cyclic vector for D and D f g = f , f is a cyclic vector for D ′ . Since f was arbitrary, D ′ is synthetic by condition 2
of Theorem 3. 
The above results show that all questions of synthesis for cyclic diagonal operators can be reduced to studying whether
or not some operator is synthetic on H1 or H(C). Moreover, we know that if some operator is synthetic on H1 then it is
synthetic on H(C).
We shall now give a few more results concerning the synthesis of diagonal operators. We begin with a lemma.
Lemma 2. Let D : HR → HR be a diagonal operator and a,b ∈ C be given such that a 
= 0 and R ∈ {1,∞}. Then D is synthetic if and
only if aD + b is synthetic.
Proof. Note that if M is a closed invariant subspace of D , then M is a closed invariant subspace of aM + b and conversely.
Thus, all of the closed, invariant subspaces of D are spanned by the monomials if and only if all of the closed, invariant
subspaces of aD + b are spanned by the monomials. 
Part of the following proposition essentially says that adding or subtracting a ﬁnite number of eigenvalues from a diago-
nal operator does not affect the synthesis of that operator. It is also a slightly stronger and more general than Theorem 2.1
in [4].
Proposition 3. Let D : HR → HR be a diagonal operator with associated sequence (λn) where R ∈ {1,∞}.
1. Suppose (λnk ) is such that there is some M > 0 where nk  Mk for k  1 and deﬁne D ′ : HR → HR to be the diagonal operator
with associated sequence (λnk ). If D is synthetic, then D
′ is synthetic.
2. Let λ /∈ {λn: n  0} be given and D ′ : HR → HR be a diagonal operator with associated sequence (λ′n) such that λ′0 = λ and
λ′n = λn−1 for n 1. If D is synthetic, then D ′ is synthetic.
3. Let D ′ : HR → HR be a diagonal operator with associated sequence (λ′n) such that λ′n = λn+1 for n 0. If D is synthetic, then D ′
is synthetic.
Proof. 1. We shall prove this by contraposition for the case R = 1. The case R = ∞ follows similarly. First observe that D ′
is deﬁned since limsupk→∞ |λnk |
1
k = limsupk→∞(|λnk |
1
nk )
nk
k  limsupk→∞ max({(|λnk |
1
nk )M ,1}) = 1. If D ′ is not synthetic,
then there is some sequence (wk) ⊆ C such that limsupk→∞ |wk|
1
k < 1 and 0 =∑∞k=0 wkλ jnk for j  0. Deﬁne γn = wk
if n = nk for some k and γn = 0 otherwise. Then ∑∞n=0 γnλ jn = ∑∞k=0 wkλ jnk = 0 for all j  0. Also, limsupn→∞ |γn| 1n =
limsupk→∞ |wk|
1
nk = limsupk→∞(|wk|
1
k )
k
nk  limsupk→∞(|wk|
1
k )
1
M < 1. Thus, D is not synthetic by condition 3 of Theo-
rem 2.
2. We shall prove this for the case R = 1. The case R = ∞ follows similarly. Suppose that D ′ is not synthetic. Then there
are some w and (wn) such that limsupn→∞ |wn| 1n < 1 and 0= wλk +
∑∞
n=0 wnλkn for k 0. Thus, for k 1 we have that
∞∑
n=0
wn(λn − λ)k =
∞∑
n=0
wn
k∑
j=0
(
k
j
)
λ
j
n(−λ)k− j =
k∑
j=0
(
k
j
)
(−λ)k− j
∞∑
n=0
wnλ
j
n =
k∑
j=0
(
k
j
)
(−λ)k− j(−wλ j)
= −wλk
k∑
j=0
(
k
j
)
(−1)k− j1 j = −wλk((−1) + 1)k = 0.
Deﬁne γn = wn(λn −λ). Since limsupn→∞ |λn| 1n  1, we have that limsupn→∞ |λn −λ| 1n  1. Thus, limsupn→∞ |γn| 1n < 1
and
∑∞
n=0 γn(λn − λ)k = 0 for all k  0. Hence, D − λ is not synthetic by condition 3 of Theorem 2. This implies that D is
not synthetic from the preceding lemma.
3. This follows from the ﬁrst part of this proposition. 
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rem 5 from [1].
Theorem 6. Let D : H1 → H1 be a cyclic diagonal operator with associated sequence (λn) such that ( λnn ) and (Imλn) are bounded
sequences and (Reλn) is an increasing sequence. Then D is synthetic.
Proof. Suppose that D is not synthetic. Then, by condition 4 in Theorem 2, there is some non-zero sequence (γn) and
ε > 0 such that, limsupn→∞ |γn| 1n < 1,
∑∞
n=0 γneλnz converges absolutely and uniformly on B(0, ε), and
∑∞
n=0 γneλnz = 0
on B(0, ε). It can also be shown that
∑∞
n=0 γneλn converges absolutely and uniformly on the set G = {z = a + bi: a ∈
(−∞,0),b ∈ (−1,1)}. To see this, let K ⊂ G be compact, R = sup({Re z: z ∈ K }) < 0, and r = inf({Re z: z ∈ K }). Write
z = a + bi for all z ∈ K , λn = an + bni for all n  0, and A = max({a0r,a0R}). By assumption there is some M such that
|bn| M . Since (an) is an increasing sequence, for all z ∈ K and n  0 we have that Reλnz = ana − bnb  A + M . Thus, for
all z ∈ K we have that |∑∞n=0 γneλnz| ∑∞n=0 |γn|eReλnz  eA+M∑∞n=0 |γn| < ∞. Hence, ∑∞n=0 γneλnz converges absolutely
and uniformly on G . Since G ∩ B(0, ε) 
= ∅, open, and ∑∞n=0 γneλnz = 0 on G ∩ B(0, ε), then ∑∞n=0 γneλnz = 0 on G . Let γn0
be such that γn0 
= 0 and γk = 0 for k < n0. Then −γn0 =
∑∞
n>n0
γne
(λn−λn0 )z . Since (an) is an increasing sequence, we
have that 0 < |γn0 |
∑∞
n>n0
|γn||e(λn−λn0 )x|∑∞n>n0 |γn|e(an−an0 )x  e(an0+1−an0 )x∑∞n>n0 |γn| → 0 as x → −∞. Since this is a
contradiction, D is synthetic. 
4. Spectral synthesis and the strong operator topology
Let G ⊆ C be a region and deﬁne pn( f ) = max({| f (z)|: |z|  n and d(z,C − G)  1n }) for n  1 where d(z,C − G) =
inf({|z − w|: w ∈ C − G}). Deﬁne C(H(G)) to be the set of continuous, linear operators mapping H(G) into H(G) and
pn, f (T ) = pn(T f ) for each T ∈ C(H(G)). The topology generated by the seminorms {pn, f : f ∈ H(G),n  1} is the strong
operator topology (abbreviated SOT). When endowed with the SOT, C(H(G)) is a locally convex, Hausdorff space. Moreover,
a net of operators (Tα) ⊆ C(H(G)), Tα → T if and only if Tα f → T f for all f ∈ H(G).
In the beginning of Section 3 we saw some equivalent conditions concerning the synthesis of a diagonal operator.
Throughout this section, we will endow C(H1) with the SOT. Using this, we will give some more equivalent conditions
for the synthesis of an operator. We ﬁrst will make some useful and interesting observations.
Theorem 7. Suppose that (Dα) is a net of diagonal operators with associated sequences (λα,k).
1. If Dα → T in the SOT, then T is a diagonal operator with associated sequence (limα λα,k). In particular, the set of diagonal
operators is SOT closed.
2. The map from H1 to C(H1) given by g → Dg is a homeomorphism.
Proof. 1. Since Dα → T in the SOT, from Lemma 1, we have that for all k 0 T zk = limα Dαzk = (limα λα,k)zk .
2. Let Dα have associated sequences (λα,k) and suppose that Dα → D . By part 1, D is a diagonal operator with associated
sequence (λk = limα λα,k). Deﬁne fα(z) =∑∞k=0 λα,kzk , f (z) =∑∞k=0 λkzk , and g(z) = 11−z . Then, fα = Dα g → Dg = f .
Now suppose that fn → f in H1. As above deﬁne g ∈ H1 to be the function g(z) = 11−z . Let h ∈ H1 such that h(z) =∑∞
n=0 anzn be given. Then
D fnh = D fn Dh g = DhD fn g = Dh fn → Dh f = DhD f g = D f Dh g = D f h.
Thus, D fn → D f in the SOT. 
The above shows not only that the set of diagonal operators is closed in the SOT in C(H1), it also shows that there is
a natural way to view H1 sitting inside of C(H1). Moreover, a few observations show that the diagonal operators have a
canonical quality to them. To see this, let G  C be simply connected and f : G → B(0,1) such that f ∈ H(G) and f is
a homeomorphism be given. Then the map T f : H(G) → H1 given by T f (g) = g ◦ f −1 is a linear homeomorphism. The
operators DR are examples of such homeomorphisms. Next, given a linear homeomorphism T0 : H(G) → H1, one may
deﬁne A : C(H(G)) → C(H1) by AT = T0T T−10 . Simple arguments show that A is a linear homeomorphism when C(H(G))
and C(H1) are endowed with the SOT. Therefore, the diagonal operators can be used to give a natural way to embed H(G)
in C(H(G)).
With the above established, we may now address the question of synthesis. To this end, for n  0 deﬁne πn : H1 → H1
by πn(
∑∞
k=1 fkzk) = fnzn .
Theorem 8. Let D : H1 → H1 be a diagonal operator with distinct eigenvalues and let D be the algebra generated by D. The following
statements are equivalent:
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2. D is synthetic.
3. The function f ∈ H1 is cyclic where f (z) = 11−z .
4. For each j  0 there is some sequence of polynomials (pn) ⊂ C[z], depending on j, such that limn→∞ pn(λk) = δ j,k and
limsupn→∞ supk> j({|pn(λk)|
1
k }) 1.
Proof. 1. (1. ⇒ 2.) Let g ∈ H1 such that g(z) =∑∞n=0 gnzn and gn 
= 0 for all n  0 be given. Let k  0 be given. Since
πk ∈ D, there is some net pα ⊆ C[z] such that pα(D) → πk . Thus, 1gk pα(D)g → 1gk πk g = zk . Since the monomials have a
dense linear span in H1, this implies that g is cyclic. By Theorem 2, this implies that D is synthetic.
2. (2. ⇒ 3.) This follows immediately from Theorem 2.
3. (3. ⇒ 1.) Let g ∈ H1 such that g(z) =∑∞k=0 gkzk and n 0 be given. Since f (z) = 11−z is cyclic, there is some sequence
(p j) ⊂ C[z] such that p j(D) f → zn . Thus, p j(D)g = p j(D)Dg f = Dg p j(D) f → Dgzn = gnzn = πn g . Hence, p j(D) → πn in
the SOT and πn ∈ D.
4. (3. ⇔ 4.) This follows from Theorem 1 and the deﬁnition of cyclicity. 
Corollary 1. Let (λn) ⊂ C such that either (λn) is bounded or ( λnn ) and (Imλn) are bounded sequences and (Reλn) is an in-
creasing sequence be given. Then for each j  0 there is some sequence of polynomials (pn) ⊂ C[z], depending on j, such that
limn→∞ pn(λk) = δ j,k and limsupn→∞ supk> j({|pn(λk)|
1
k }) 1.
Proof. This follows from the above theorem, Theorem 6, Corollary 1 in [1] or Lemma 7 in [3]. 
Before closing, a few remarks are in order. First, note that condition 1 in Theorem 8 is actually equivalent to the state-
ment that D is the set of all diagonal operators. This can be seen by combining the second part of Theorem 7 with the
observation that the set {zn: n 0} has a dense linear span in H1.
Second, let p ∈ C[z] and z 
= 0 be given and write n = deg(p). Then there is some M > 0 such that |p(z)| 
max({M,M|z|n}). If (λk) ⊆ C is a sequence such that λk → ∞ and limsupk→∞ |λk|
1
k  1, then limsupk→∞ |p(λk)|
1
k 
limsupk→∞ max({M
1
k ,M
1
k (|λk| 1k )n}) = 1. Hence, supk> j({|p(λk)|
1
k }) = maxk> j({|p(λk)| 1k }). This shows that the above result
could be strengthened slightly.
Observe that the growth condition on the polynomials is potentially delicate. If it is the case that {λn: n  0} is un-
bounded and p ∈ C[z] is nonconstant, then {p(λn): n  0} is unbounded. Hence, supk> j({|pn(λk)|
1
k }) > 1 for any j  0.
Therefore, limsupn→∞ supk> j({|pn(λk)|
1
k }) 1. In other words, the polynomials satisfy a minimal type of growth condition.
Third, the polynomial condition in the above theorem gives a constructive way to demonstrate the synthesis of some
particular operator. The proofs for the synthesis of particular diagonal operators given in Theorem 6 and Corollary 1 in [1]
are existence proofs which used contradiction. Moreover, the proofs all make use of condition 4 in Theorem 2. However,
when this condition is used, a restriction on the growth rate of the eigenvalues is imposed. As such, the polynomial condi-
tion has the potential to give constructive proofs for the synthesis of diagonal operators without a restriction on the growth
rate of the eigenvalues. However, we note that constructing such sequences of polynomials is an open problem.
Finally, observe that if L ∈ H∗1 and 
n = L(zn), then limsupn→∞ |
n|
1
n < 1 and f ∈ H1 where f (z) =∑∞n=0 
nzn . Hence, in
a way, H∗1 ⊆ H1. That is, H1 has a similar relationship to its dual that a Hilbert space has. It may be possible to exploit this
to learn more about which cyclic diagonal operators are synthetic. To see this, recall that if D is a cyclic diagonal operator
and D is the algebra generated by D , then D in the SOT is the set of all diagonal operators if and only if D is synthetic.
Also observe that since the set of diagonal operators is closed and all diagonal operators commute with each other, then the
set of all diagonal operators is the double commutant of D. Thus, if the right topology were put on H∗1, it may be possible
to prove some type of analogue of the double commutant theorem for C(H1). This could potentially be quite helpful.
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