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Abstract
In this paper, we use localization algebras to study higher rho invariants of
closed spin manifolds with positive scalar curvature metrics. The higher rho in-
variant is a secondary invariant and is closely related to positive scalar curvature
problems. The main result of the paper connects the higher index of the Dirac
operator on a spin manifold with boundary to the higher rho invariant of the
Dirac operator on the boundary, where the boundary is endowed with a positive
scalar curvature metric. Our result extends a theorem of Piazza and Schick [27,
Theorem 1.17].
1 Introduction
Ever since the index theorem of Atiyah and Singer [3], the main goal of index theory
has been to associate (topological or geometric) invariants to operators on manifolds.
The Atiyah-Singer index theorem states that the analytic index of an elliptic operator
on a closed manifold (i.e. compact manifold without boundary) is equal to the topo-
logical index of this operator, where the latter can be expressed in terms of topological
information of the underlying manifold. The corresponding index theorem for mani-
folds with boundary was proved by Atiyah, Patodi and Singer [1]. Due to the presence
of the boundary, a secondary invariant naturally appears in the index formula. This
secondary invariant depends only on the boundary and is called the eta invariant [2].
When one deals with (closed) manifolds that have nontrivial fundamental groups,
it turns out that one has a more refined index theory, where the index takes values
in the K-theory group of certain C∗-algebra of the fundamental group. This is now
referred to as the higher index theory. One of its main motivations is the Novikov
conjecture, which states that higher signatures are homotopy invariants of manifolds.
Using techniques from higher index theory to study the Novikov conjecture traces back
to the work of Miˇscˇenko [26]. With the seminal work of Kasparov [22], and Connes and
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Moscovici [13], this line of development has turned out to be fruitful and fundamental
in the study of the Novikov conjecture. Further development was pursued by many
authors, as part of the noncommutative geometry program initiated by Connes [11, 12].
As the higher index theory for closed manifolds has important applications to topol-
ogy and geometry, one naturally asks whether the same works for manifolds with
boundary. In other words, we would like to have a higher version of the Atiyah-Patodi-
Singer index theorem for manifolds with boundary. This turns out to be a difficult
task and we are still far away from having a complete picture. In particular, a higher
version of the eta invariant arises naturally as a secondary invariant. However, we do
not know how to define it in general. This higher eta invariant was first studied by Lott
[25]. For a fixed closed spin manifold M , the higher eta invariant is an obstruction for
two positive scalar curvature metrics onM to lie in the the same connected component
of R+(M), the space of all positive scalar curvature metrics on M .
The connection of higher index theory to positive scalar curvature problems was
already made apparent in the work of Rosenberg (cf. [32]). The applications of the
higher eta invariant to the study of positive scalar curvature metrics on manifolds can
be found in the work of Leitchnam and Piazza (cf. [24]). The higher rho invariant
is a variant of the higher eta invariant. It was also first investigated by Lott in the
cyclic cohomological setting [25] (see also Weinberger’s paper for a more topological
approach [34]). In a recent paper of Piazza and Schick [27], they studied the higher
rho invariant on spin manifolds equipped with positive scalar curvature metrics, in the
K-theoretic setting. The higher rho invariant was first introduced by Higson and Roe
[18, Definition 7.1]. In particular, their higher rho invariant lies in the K-theory group
of a certain C∗-algebra.
In this paper, we use localization algebras (introduced by the second author [36, 37])
to study the higher rho invariant on spin manifolds equipped with positive scalar
curvature metrics. Let N be a spin manifold with boundary, where the boundary
∂N is endowed with a positive scalar curvature metric. In the main theorem of this
paper, we show that the K-theoretic “boundary” of the higher index class of the Dirac
operator on N is identical to the higher rho invariant of the Dirac operator on ∂N .
More generally, letM be an m-dimensional complete spin manifold with boundary ∂M
such that
(i) the metric on M has product structure near ∂M and its restriction on ∂M ,
denoted by h, has positive scalar curvature;
(ii) there is a proper and cocompact isometric action of a discrete group Γ on M ;
(iii) the action of Γ preserves the spin structure of M .
We denote the associated Dirac operator on M by DM and the associated Dirac op-
erator on ∂M by D∂M . With the positive scalar curvature metric h on the boundary
∂M , we can naturally define the higher index class Ind(DM) of DM and the higher
rho invariant ρ(D∂M , h) of D∂M (see Section 2.2 and 2.3 for the precise definitions).
This higher rho invariant ρ(D∂M , h) lives in the K-theory group Km−1(C
∗
L,0(∂M)
Γ).
Here C∗L,0(∂M)
Γ is the kernel of the evaluation map ev : C∗L(∂M)
Γ → C∗(∂M)Γ
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(see Section 2.2 and 2.3 below for the precise definitions). In fact, for a proper
metric space X equipped with a proper and cocompact isometric action of a dis-
crete group Γ, we have Kn+1(C
∗
L(X)
Γ) ∼= KΓn+1(X), where the latter group is the
equivariant K-homology with Γ-compact supports of X [36, Theorem 3.2]. Moreover,
Kn+1(C
∗
L,0(X)
Γ) ∼= Kn(D∗(X)Γ), where D∗(X)Γ is Roe’s structure algebra of X (see
Section 2.2 for the precise definition). Notice that the short exact sequence of C∗-
algebras
0→ C∗L,0(M)Γ → C∗L(M)Γ → C∗(M)Γ → 0
induces the following long exact sequence in K-theory:
· · · → Ki(C∗L(M)Γ)→ Ki(C∗(M)Γ) ∂i−→ Ki−1(C∗L,0(M)Γ)→ Ki−1(C∗L(M)Γ)→ · · · .
Also, by functoriality, we have a natural homomorphism
ι∗ : Km−1(C
∗
L,0(∂M)
Γ)→ Km−1(C∗L,0(M)Γ)
induced by the inclusion map ι : ∂M →֒ M . With the above notation, we have the
following main theorem of the paper.
Theorem A.
∂m(Ind(DM)) = ι∗(ρ(D∂M , h))
in Km−1(C
∗
L,0(M)
Γ).
This theorem extends a theorem of Piazza and Schick [27, Theorem 1.17] to all
dimensions, and to both complex and real cases. As an immediate application, one
sees that nonvanishing of the higher rho invariant is an obstruction to extension of the
positive scalar curvature metric from the boundary to the whole manifold (cf. Corollary
4.5 below). Moreover, the higher rho invariant can be used to distinguish whether or
not two positive scalar curvature metrics are connected by a path of positive scalar
curvature metrics (cf. Corollary 4.6 below). In a similar context, these have already
appeared in the work of Lott [25], Botvinnik and Gilkey [9], and Leichtnam and Piazza
[24].
We shall also use the theorem above to map Stolz’ positive scalar curvature exact
sequence to the exact sequence of Higson and Roe. Recall that Stolz introduced in [33]
the following positive scalar curvature exact sequence
// Ωspinn+1(BΓ) // R
spin
n+1(BΓ) // Pos
spin
n (BΓ) // Ω
spin
n (BΓ) //
where BΓ is the classifying space of a discrete group Γ. Moreover, Ωspinn (BΓ) is the
spin bordism group, Posspinn (BΓ) is certain structure group of positive scalar curvature
metrics and Rspinn+1(BΓ) is certain obstruction group for the existence of positive scalar
curvature metric (see Section 5 below for the precise definitions). This is analogous
to the surgery exact sequence in topology. In fact, for the surgery exact sequence,
Higson and Roe constructed a natural homomorphism [15, 16, 17] from the surgery
exact sequence to the following exact sequence of K-theory of C∗-algebras:
→ Kn+1(BΓ)→ Kn+1(C∗r (Γ))→ Kn+1(D∗(Γ))→ Kn(BΓ)→
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where C∗r (Γ) is the reduced C
∗-algebra of Γ and
Kn+1(D
∗(Γ)) = lim−→
X⊆EΓ
Kn+1(D
∗(X)Γ)
where EΓ is the universal cover of BΓ and X runs through all closed Γ-invariant
subcomplexes of EΓ such that X/Γ is compact. Hence this exact sequence of Higson
and Roe provides natural index theoretic invariants for the surgery exact sequence.
Moreover, it is closely related to the Baum-Connes conjecture.
It is a natural task to construct a similar homomorphism from the Stolz’ positive
scalar curvature exact sequence to the Higson-Roe exact sequence. This was first taken
up in a recent paper of Piazza and Schick [27], where they showed that the following
diagram commutes when n+ 1 is even:
// Ωspinn+1(BΓ) //

Rspinn+1(BΓ) //

Posspinn (BΓ) //

Ωspinn (BΓ) //

// Kn+1(BΓ) // Kn+1(C
∗
r (Γ))
// KΓn+1(D
∗(Γ)) // Kn(BΓ) //
Here all the vertical maps are naturally defined (cf. Section 5 and 6).
Of course, one would expect the above diagram to commute for all dimensions,
regardless of the parity of n + 1. In this paper, we show that this is indeed the case.
Regarding the method of proof, our approach appears to be more conceptual than that
of Piazza and Schick. One of the key ingredients is the use of Kasparov KK-theory
[21] (cf. Section 2.3.3). In particular, our proofs works equally well for both the even
and the odd cases. More precisely, we have the following result.
Theorem B. Let X be a proper metric space equipped with a proper and cocompact
isometric action of a discrete group Γ. For all n ∈ N, the following diagram commutes
Ωspinn+1(X)
Γ
IndL

// Rspinn+1(X)
Γ //
Ind

Posspinn (X)
Γ //
ρ

Ωspinn (X)
Γ
IndL

Kn+1(C
∗
L(X)
Γ) // Kn+1(C
∗(X)Γ) ∂ //Kn(C
∗
L,0(X)
Γ) // Kn(C
∗
L(X)
Γ)
One of the main concepts that we use is the notion of localization algebras. We
refer the reader to Section 2 and Section 5 for the precise definitions of various terms.
We point out that the second row of the above diagram is canonically equivalent to
the long exact sequence of Higson and Roe (see Proposition 6.1 below for a proof).
Now if X = EΓ, the universal space of Γ-proper actions, then the map
Kn+1(C
∗
L(X)
Γ)→ Kn+1(C∗(X)Γ)
in the above commutative diagram can be naturally identified with the Baum-Connes
assembly map (cf. [5]). In principle, the higher rho invariant could provide nontrivial
secondary invariants that do not lie in the image of the Baum-Connes assembly map.
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The paper is organized as follows. In Section 2, we recall the definitions of various
basic concepts that will be used later in the paper. In Section 3, we carry out a
detailed construction of the higher index class of the Dirac operator on a manifold
whose boundary is equipped with a positive scalar curvature metric. In Section 4, we
prove the main theorem of the paper. In Section 5, we apply our main theorem to map
the Stolz’ positive scalar curvature exact sequence to a long exact sequence involving
the K-theory of localization algebras. In Section 6, we show that the K-theoretic long
exact sequence used in Section 5 is canonically isomorphic to the long exact sequence
of Higson and Roe. In particular, the explicit construction shows that the definition of
the higher rho invariant in our paper is naturally identical to that of Higson and Roe.
Acknowledgements. We wish to thank Thomas Schick for bringing the main question
of the paper to our attention and for sharing with us a draft of his joint paper with
Paolo Piazza [27]. We would also like to thank both Herve´ Oyono-Oyono and Thomas
Schick for useful comments and suggestions.
2 Preliminaries
2.1 K-theory and index maps
For a short exact sequence of C∗-algebras 0 → J → A → A/J → 0, we have a
six-term exact sequence in K-theory:
K0(J ) // K0(A) // K0(A/J )
∂1

K1(A/J )
∂0
OO
K1(A)oo K1(J )oo
Let us recall the definition of the boundary maps ∂i.
Even case. Let u be an invertible element in A/J . Let v be the inverse of u in
A/J . Now suppose U, V ∈ A are lifts of u and v. We define
W =
(
1 U
0 1
)(
1 0
−V 1
)(
1 U
0 1
)(
0 −1
1 0
)
.
Notice that W is invertible and a direct computation shows that
W −
(
U 0
0 V
)
∈M2(C)⊗J .
Consider the idempotent
P =W
(
1 0
0 0
)
W−1 =
(
UV + UV (1− UV ) (2 + UV )(1− UV )U
V (1− UV ) (1− UV )2
)
. (1)
We have
P −
(
1 0
0 0
)
∈M2(C)⊗ J .
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By definition,
∂0([u]) = [P ]−
[(
1 0
0 0
)]
∈ K0(J ).
Remark 2.1. If u is unitary in A/J and U ∈ A is a lift of u, then we can choose
V = U∗.
Odd case. Let q be an idempotent in A/J and Q a lift of q in A. Then
∂1([q]) = [e
2πiQ] ∈ K1(J ).
2.2 Roe algebras and localization algebras
In this subsection, we briefly recall some standard definitions in coarse geometry. We
refer the reader to [29, 36] for more details. Let X be a proper metric space. That is,
every closed ball in X is compact. An X-module is a separable Hilbert space equipped
with a ∗-representation of C0(X), the algebra of all continuous functions on X which
vanish at infinity. An X-module is called nondegenerate if the ∗-representation of
C0(X) is nondegenerate. An X-module is said to be standard if no nonzero function
in C0(X) acts as a compact operator.
Definition 2.2. Let HX be a X-module and T a bounded linear operator acting on
HX .
(i) The propagation of T is defined to be sup{d(x, y) | (x, y) ∈ Supp(T )}, where
Supp(T ) is the complement (in X × X) of the set of points (x, y) ∈ X × X for
which there exist f, g ∈ C0(X) such that gTf = 0 and f(x) 6= 0, g(y) 6= 0;
(ii) T is said to be locally compact if fT and Tf are compact for all f ∈ C0(X);
(iii) T is said to be pseudo-local if [T, f ] is compact for all f ∈ C0(X).
Definition 2.3. Let HX be a standard nondegenerate X-module and B(HX) the set
of all bounded linear operators on HX .
(i) The Roe algebra of X , denoted by C∗(X), is the C∗-algebra generated by all
locally compact operators with finite propagations in B(HX).
(ii) D∗(X) is the C∗-algebra generated by all pseudo-local operators with finite prop-
agations in B(HX). In particular, D∗(X) is a subalgebra of the multiplier algebra
of C∗(X).
(iii) C∗L(X) (resp. D
∗
L(X)) is the C
∗-algebra generated by all bounded and uniformly
norm-continuous functions f : [0,∞)→ C∗(X) (resp. f : [0,∞)→ D∗(X)) such
that
propagation of f(t)→ 0, as t→∞.
Again D∗L(X) is a subalgebra of the multiplier algebra of C
∗
L(X).
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(iv) C∗L,0(X) is the kernel of the evaluation map
ev : C∗L(X)→ C∗(X), ev(f) = f(0).
In particular, C∗L,0(X) is an ideal of C
∗
L(X). Similarly, we define D
∗
L,0(X) as the
kernel of the evaluation map from D∗L(X) to D
∗(X).
(v) If Y is a subspace of X , then C∗L(Y ;X) (resp. C
∗
L,0(Y ;X)) is defined to be the
closed subalgebra of C∗L(X) (resp. C
∗
L,0(X)) generated by all elements f such that
there exist ct > 0 satisfying limt→∞ ct = 0 and Supp(f(t)) ⊂ {(x, y) ∈ X × X |
d((x, y), Y × Y ) ≤ ct} for all t.
Now in addition we assume that a discrete group Γ acts properly and cocompactly
onX by isometries. In particular, if the action of Γ is free, thenX is simply a Γ-covering
of the compact space X/Γ.
Now let HX be a X-module equipped with a covariant unitary representation of Γ.
If we denote the representation of C0(X) by ϕ and the representation of Γ by π, this
means
π(γ)(ϕ(f)v) = ϕ(f γ)(π(γ)v),
where f ∈ C0(X), γ ∈ Γ, v ∈ HX and f γ(x) = f(γ−1x). In this case, we call (HX ,Γ, ϕ)
a covariant system.
Definition 2.4 ([38]). A covariant system (HX ,Γ, ϕ) is called admissible if
(1) the Γ-action on X is proper and cocompact;
(2) HX is a nondegenerate standard X-module;
(3) for each x ∈ X , the stabilizer group Γx acts on HX regularly in the sense that the
action is isomorphic to the action of Γx on l
2(Γx)⊗H for some infinite dimensional
Hilbert space H . Here Γx acts on l
2(Γx) by translations and acts on H trivially.
We remark that for each locally compact metric space X with a proper and co-
compact isometric action of Γ, there exists an admissible covariant system (HX ,Γ, ϕ).
Also, we point out that the condition (3) above is automatically satisfied if Γ acts freely
on X . If no confusion arises, we will denote an admissible covariant system (HX ,Γ, ϕ)
by HX and call it an admissible (X,Γ)-module.
Remark 2.5. For each (X,Γ) above, there always exists an admissible (X,Γ)-module
H. In particular, H ⊕H is an admissible (X,Γ)-module for every (X,Γ)-module H .
Definition 2.6. Let X be a locally compact metric space X with a proper and cocom-
pact isometric action of Γ. If HX is an admissible (X,Γ)-module, we denote by C[X ]
Γ
the ∗-algebra of all Γ-invariant locally compact operators with finite propagations in
B(HX). We define C∗(X)Γ to be the completion of C[X ]Γ in B(HX).
Since the action of Γ on X is cocompact, it is known that in this case C∗(X)Γ is
∗-isomorphic to C∗r (Γ)⊗K, where C∗r (Γ) is the reduced group C∗-algebra of Γ and K
is the algebra of all compact operators.
Similarly, we can also define D∗(X)Γ, C∗L(X)
Γ, D∗L(X)
Γ, C∗L,0(X)
Γ, D∗L,0(X)
Γ,
C∗L(Y ;X)
Γ and C∗L,0(Y ;X)
Γ.
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Remark 2.7. Up to isomorphism, C∗(X) = C∗(X,HX) does not depend on the choice
of the standard nondegenerate X-module HX . The same holds for D
∗(X), C∗L(X),
D∗L(X), C
∗
L,0(X), D
∗
L,0(X), C
∗
L(Y ;X), C
∗
L,0(Y ;X) and their Γ-invariant versions.
Remark 2.8. Note that we can also define maximal versions of all the C∗-algebras
above. For example, we define the maximal Γ-invariant Roe algebra C∗max(X)
Γ to be
the completion of C[X ]Γ under the maximal norm:
‖a‖max = sup
φ
{‖φ(a)‖ | φ : C[X ]Γ → B(H ′) a ∗-representation}.
2.3 Index map, local index map, higher rho invariant and Kas-
parov KK-theory
In this subsection, we recall the constructions of the index map, the local index map
(cf. [36, 38]) and the higher rho invariant.
Let X be a locally compact metric space with a proper and cocompact isometric
action of Γ. We recall the definition of the K-homology groups KΓj (X), j = 0, 1. They
are generated by certain cycles modulo certain equivalence relations (cf. [22]):
(i) an even cycle for KΓ0 (X) is a pair (HX , F ), where HX is an admissible (X,Γ)-
module and F ∈ B(HX) such that F is Γ-equivariant, F ∗F − I and FF ∗ − I are
locally compact and [F, f ] = Ff − fF is compact for all f ∈ C0(X).
(ii) an odd cycle for KΓ1 (X) is a pair (HX , F ), where HX is an admissible (X,Γ)-
module and F is a Γ-equivariant self-adjoint operator in B(HX) such that F 2− I
is locally compact and [F, f ] is compact for all f ∈ C0(X).
Remark 2.9. In fact, we get the same group even if we allow cycles (HX , F ) with
possibly non-admissible HX in the above definition. Indeed, we can take the direct
sum HX with an admissible (X,Γ)-module H and define F ′ = F ⊕ 1. It is easy to see
that (HX⊕H, F ′) is equivalent to (HX , F ) in KΓ0 (X). So from now on, we assume HX
is an admissible (X,Γ)-module.
Remark 2.10. In the general case where the action of Γ on X is not necessarily cocom-
pact, we define
KΓi (X) = lim−→
Y⊆X
KΓi (Y )
where Y runs through all closed Γ-invariant subsets of X such that Y/Γ is compact.
2.3.1 Index map and local index map
Now let (HX , F ) be an even cycle for K
Γ
0 (X). Let {Ui} be a Γ-invariant locally finite
open cover of X with diameter(Ui) < c for some fixed c > 0. Let {φi} be a Γ-invariant
continuous partition of unity subordinate to {Ui}. We define
G =
∑
i
φ
1/2
i Fφ
1/2
i ,
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where the sum converges in strong topology. It is not difficult to see that (HX , G) is
equivalent to (HX , F ) in K
Γ
0 (X). By using the fact that G has finite propagation, we
see that G is a multiplier of C∗(X)Γ and G is a unitary modulo C∗(X)Γ. Now by the
standard construction in Section 2.1 above, G produces a class [G] ∈ K0(C∗(X)Γ). We
define the index of (HX , F ) to be [G].
From now on, we denote this index class of (HX , F ) by Ind(HX , F ) or simply Ind(F )
if no confusion arises.
To define the local index of (HX , F ), we need to use a family of partitions of unity.
More precisely, for each n ∈ N, let {Un,j} be a Γ-invariant locally finite open cover
of X with diameter (Un,j) < 1/n and {φn,j} be a Γ-invariant continuous partition of
unity subordinate to {Un,j}. We define
G(t) =
∑
j
(1− (t− n))φ1/2n,jGφ1/2n,j + (t− n)φ1/2n+1,jGφ1/2n+1,j (2)
for t ∈ [n, n+ 1].
Remark 2.11. Here by convention, we assume that the open cover {U0,j} is the trivial
cover {X} when n = 0.
Then G(t), 0 ≤ t < ∞, is a multiplier of C∗L(X)Γ and a unitary modulo C∗L(X)Γ.
Hence by the construction in Section 2.1 above, G(t) produces aK-theory class [G(t)] ∈
K0(C
∗
L(X)
Γ). We call this K-theory class the local index class of (HX , F ). If no
confusion arises, we denote this local index class of (HX , F ) by IndL(HX , F ) or simply
IndL(F ) from now on.
Now let (HX , F ) be an odd cycle in K
Γ
1 (X). With the same notation as above, we
set q = G+1
2
. Then the index class of (HX , F ) is defined to be [e
2πiq] ∈ K1(C∗(X)Γ).
For the local index of (HX , F ), one simply uses q(t) =
G(t)+1
2
in place of q.
Remark 2.12. For a locally compact metric space X with a proper and cocompact
isometric action of Γ, the local index map induces a canonical isomorphism IndL :
KΓi (X)
∼=−→ Ki(C∗L(X)Γ) [36, Theorem 3.2]. In fact, by the work of Qiao-Roe [28], the
isomorphism holds true for more general spaces without the cocompact assumption.
Now suppose M is an odd dimensional complete spin manifold without boundary.
Assume that there is a discrete group Γ acting on M properly and cocompactly by
isometries. In addition, we assume the action of Γ preserves the spin structure on M .
Let S be the spinor bundle over M and D = DM be the associated Dirac operator on
M . Let HM = L
2(M,S) and
F = D(D2 + 1)−1/2.
Then (HM , F ) defines a class in K
Γ
1 (M). Note that in fact F lies in the multiplier
algebra of C∗(M)Γ, since F can be approximated1 by elements of finite propagation in
the multiplier algebra of C∗(M)Γ. As a result, we can directly work with2
F (t) =
∑
j
(1− (t− n))φ1/2n,jFφ1/2n,j + (t− n)φ1/2n+1,jFφ1/2n+1,j (3)
1This can be achieved by choosing an appropriate sequence of smooth partitions of unity.
2In other words, there is no need to pass to the operator G or G(t) as in the general case.
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for t ∈ [n, n + 1]. And the same argument above defines the index class and the
local index class of (HM , F ). We shall denote them by Ind(DM) ∈ K1(C∗(M)Γ) and
IndL(DM) ∈ K1(C∗L(M)Γ) respectively.
The even dimensional case is essentially the same, where one needs to work with
the natural Z/2Z-grading on the spinor bundle. We leave the details to the interested
reader (see also Section 3.2 below).
Remark 2.13. If we use the maximal versions of the C∗-algebras, then the same con-
struction defines an index class (resp. a local index class) in the K-theory of the
maximal version of corresponding C∗-algebra.
2.3.2 Higher rho invariant
With M from above, suppose in addition M is endowed with a complete Riemannian
metric h whose scalar curvature κ is uniformly positive everywhere, then the associated
Dirac operator D = DM naturally defines a class in K1(C
∗
L,0(M)
Γ). Indeed, recall that
D2 = ∇∗∇+ κ
4
,
where ∇ : C∞(M,S) → C∞(M,T ∗M ⊗ S) is the connection and ∇∗ is the adjoint of
∇. It follows immediately that D is invertible in this case. So we can define
F = D|D|−1.
Note that F+1
2
is a genuine projection. Define F (t) as in formula (3), and denote
q(t) = F (t)+1
2
. By the construction from Section 2.1, we form the path of unitaries
u(t) = e2πiq(t), 0 ≤ t < ∞, in (C∗L(M)Γ)+. Notice that u(0) = 1. So the path u(t), 0 ≤
t <∞, gives rise to a class in K1(C∗L,0(M)Γ).
Definition 2.14. The higher rho invariant of (D, h) is defined to be the K-theory
class
[u(t)] ∈ K1(C∗L,0(M)Γ)
and will be denoted by ρ(D, h) from now on.
The higher rho invariant was first introduced by Higson and Roe [18, Definition 7.1].
Our formulation is slightly different from that of Higson and Roe. The equivalence of
the two definitions is proved in Section 6.
Again, the even dimensional case is essentially the same, where one needs to work
with the natural Z/2Z-grading on the spinor bundle. We leave the details to the
interested reader (see also Section 3.2 below).
Remark 2.15. If we use the maximal version of the C∗-algebra C∗L,0(M)
Γ, then the same
construction defines a higher rho invariant in the K-theory of the maximal version of
C∗L,0(M)
Γ.
10
2.3.3 Kasparov KK-theory
In this subsection, we recall some standard facts from Kasparov KK-theory [21]. The
discussion will be very brief. We refer the reader to [8] for the details.
Let A and B be graded C∗-algebras. Recall that a Kasparov module for (A,B)
is a triple (E, π,F ), where E is a countably generated graded Hilbert module over
B, π : A → B(E) is a graded ∗-homomorphism and F is an odd degree operator in
B(E) such that [F , π(a)], (F 2 − 1)π(a), and (F − F ∗)π(a) are all in K(E) for all
a ∈ A. Here B(E) is the algebra of all adjointable B-module homomorphisms on E
and K(E) is the algebra of all adjointable compact B-module homorphisms on E. Of
course, we have K(E) ⊆ B(E) as an ideal. The Kasparov KK-group of (A,B), denoted
KK0(A,B), is the group generated by all homotopy equivalence classes of Kasparov
modules of (A,B) (cf. [8, Section 17]).
By definition, KK1(A,B) := KK0(A,B⊗̂Cℓ1), where Cℓ1 is the complexified Clif-
ford algebra of R and ⊗̂ stands for graded tensor product. By Bott periodicity, we
have a natural isomorphism
ω : KK1(A,B) ∼=−−→ KK0(C0((0, 1))⊗̂A,B),
where C0((0, 1)) is trivially graded. More precisely, ω is achieved by taking the Kas-
parov product of elements in KK1(A,B) with a generator3 γ ∈ KK1(C0((0, 1)),C) ∼=
Z. In particular, the natural isomorphism ω respects the Kasparov product of KK-
theory. We shall use KK0(C0((0, 1))⊗̂A,B) and KK1(A,B) interchangeably, if no
confusion arises.
Recall that, in the case where A = C and B is trivially graded, there is a natural
isomorphism
ϑ : Ki(B)
∼=−−→ KKi(C,B), (4)
where ϑ is defined as follows. For the moment, let B be a unital C∗-algebra. We will
comment on how to deal with the nonunital case in a moment.
(i) Even case. Let pi be projections in Mki(B) =Mki(C)⊗B, for i = 1, 2. We view
B⊕ki = ⊕kin=1 B as a trivially graded Hilbert module over B. Define πpi to be
the homomorphism from C to B(B⊕ki) = Mki(B) by πpi(1) = pi. It is clear that
(B⊕ki , πpi, 0) is a Kasparov module of (C,B). Then ϑ is defined as
ϑ([p1]− [p2]) = [(B⊕k1 , πp1, 0)]− [(B⊕k2, πp2 , 0)] ∈ KK0(C,B). (5)
(ii) Odd case. In this case, it is more convenient to use KK0(C0((0, 1)),B) in place
of KK1(C,B). Let u be a unitary in Mk(B). We again view B⊕k as a trivially
graded Hilbert module over B. Define πu to be the homomorphism from C0((0, 1))
to B(B⊕k) = Mk(B) given by πu(f) = u − 1 where f(s) = e2πis − 1. Then ϑ is
defined as
ϑ(u) = [(B⊕k, πu, 0)] ∈ KK(C0((0, 1)),B). (6)
3This generator γ is fixed once and for all.
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In general B is not unital. In this case, we first carry out the construction for B˜
the unitization of B. Then one can easily verify that the isomorphism ϑ : Ki(B˜)
∼=−→
KKi(C, B˜) maps the subgroup Ki(B) to the subgroup KKi(C,B) isomorphically.
Ki(B) _

ϑ //❴❴❴ KKi(C,B)
 _

Ki(B˜) ϑ // KKi(C, B˜)
Remark 2.16. Note that, even when B is trivially graded, the Hilbert module E in a
Kasparov module (E, π,F ) may still carry a nontrivial Z/2Z-grading. If E happens
to be trivially graded as well, then it implies that F = 0, since the only odd degree
operator in the trivially graded algebra B(E) is 0.
Now suppose B = C∗L(X)Γ, where X is a locally compact metric space with a proper
and cocompact isometric action of Γ. Let EX be a Hilbert module over C
∗
L(X)
Γ and
πC be the trivial homomorphism from C to B(EX), i.e., πC(1) = 1.
(i) Even case. Let (HX , F ) be an even cycle in K
Γ
0 (X) and G(t), 0 ≤ t < ∞,
as in formula (2). Let EX = C
∗
L(X)
Γ ⊕ C∗L(X)Γ with its grading given by the
operator λ = ( 1 00 −1 ). Then EX is a graded Hilbert module over C
∗
L(X)
Γ. Define
F =
(
0 G(t)∗
G(t) 0
)
. It is easy to check that (EX , πC,F ) defines a Kasparov module
in KK0(C, C∗L(X)
Γ).
(ii) Odd case. Let (HX , F ) be an odd cycle in K
Γ
1 (X) and G(t), 0 ≤ t < ∞, as in
formula (2). Let EX = C
∗
L(X)
Γ⊗̂Cℓ1, viewed as a graded Hilbert module over
C∗L(X)
Γ⊗̂Cℓ1 itself. Define F = G(t)⊗̂e, where e is an odd degree element in
Cℓ1 with e
2 = 1. Then it is easy to check that (EX , πC,F ) defines a Kasparov
module in KK1(C, C∗L(X)
Γ).
In fact, the map
(HX , F ) 7→ (EX , πC,F )
induces a natural isomorphism ν : KΓi (X)
∼=−−→ KKi(C, C∗L(X)Γ). Recall that the
local index map IndL : K
Γ
i (X)
∼=−−→ Ki(C∗L(X)Γ) is also a natural isomorphism (cf.
Section 2.3.1). Let ϑ : Ki(C
∗
L(X)
Γ)
∼=−−→ KKi(C, C∗L(X)Γ) be the isomorphism defined
in formula (4). Then the following diagram commutes:
KΓi (X)
IndL
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
ν
((P
PP
PP
PP
PP
PP
P
Ki(C
∗
L(X)
Γ) ϑ // KKi(C, C∗L(X)
Γ)
Example 2.17. Suppose M is a complete spin manifold without boundary. Assume
that there is a discrete group Γ acting on M properly and cocompactly by isometries.
In addition, we assume the action of Γ preserves the spin structure on M . Denote the
spinor bundle by S and the associated Dirac operator by D = DM .
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(1) If M is even dimensional, then there is a natural Z/2Z-grading on the spinor
bundle S. Let us write S = S+ ⊕ S−. With respect to this grading, D has odd
degree. We write D =
(
0 D−
D+ 0
)
and F =
(
0 F−
F+ 0
)
, where F = D(D2 + 1)−1/2.
Note that F− = (F+)∗. Roughly speaking, we in fact only use half of F , i.e. F+,
for the construction of IndL(DM). Now for the construction of the corresponding
Kasparov module, it is actually more natural to use the whole F . Let us be
more specific. Recall that for the construction of the localization algebra C∗L(M)
Γ,
we need to fix an admissible (M,Γ)-module HM . Of course, up to isomorphism,
C∗L(M)
Γ does not depend on this choice. If we choose4 HM = L
2(M,S±), then
we denote the resulting localization algebra by C∗L(M,S
±)Γ. Now let E(M,S) =
C∗L(M,S
+)Γ ⊕ C∗L(M,S−)Γ ∼= C∗L(M)Γ ⊕ C∗L(M)Γ, which inherits a natural Z/2Z-
grading from the spinor bundle S. Define F := F (t) =
(
0 F (t)−
F (t)+ 0
)
, where F (t)
is as in formula (3). Then (E(M,S), πC,F ) is the corresponding Kasparov module
associated to DM in KK
0(C, C∗L(M)
Γ).
(2) If M is odd dimensional, then the spinor bundle S is trivially graded. In this case,
we simply use the general construction from before. However, for notational sim-
plicity, we will also write (E(M,S), πC,F ) for the corresponding Kasparov module
associated to DM , even though S is trivially graded.
(3) Now suppose the metric h on M (of either even or odd dimension) has positive
scalar curvature. In this case, we define F = D|D|−1.We see that F (t) satisfies the
condition F (0)2 = 1. It follows that the Dirac operatorDM (together with the met-
ric h) naturally defines a Kasparove module (E0(M,S), πC,F ) in KK
i(C, C∗L,0(M)
Γ),
where
(a) in the even case, E0(M,S) = C
∗
L,0(M)
Γ ⊕ C∗L,0(M)Γ as a Z/2Z-graded Hilbert
module over C∗L,0(M)
Γ, with its grading given by λ = ( 1 00 −1 ),
(b) in the odd case, E0(M,S) = C
∗
L,0(M)
Γ⊗̂Cℓ1 as a Z/2Z-graded Hilbert module
over C∗L,0(M)
Γ⊗̂Cℓ1 itself,
and also πC and F are defined similarly as before. We emphasis that the condition
F (0)2 = 1 is essential here, since it is needed to verify that
(F 2 − 1)πC(1) ∈ K(E0(M,S)) =
{
M2(C)⊗ C∗L,0(M)Γ even case,
C∗L,0(M)
Γ⊗̂Cℓ1 odd case.
We conclude this subsection by the following observation, which will be used in the
proof of our main theorem (Theorem 4.1). Intuitively speaking, the observation is that
Kasparov KK-theory allows us to represent K-theory classes, which carry “spatial”
information, by operators, which carry “spectral” information.
4To be precise, we possibly need to take the direct sum of L2(M,S±) with an admissible (M,Γ)-
module H (cf. Remarks 2.5 and 2.9). However, this does not affect the discussion that follows.
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Let M1 (resp. M2) be a complete spin manifold without boundary equipped with
a proper and cocompact isometric action of Γ1 (resp. Γ2). Assume Γ1 (resp. Γ2)
preserves the spin structure of M1 (resp. M2). Let
ϑ1 : Ki(C
∗
L(M1)
Γ1)→ KKi(C, C∗L(M1)Γ1)
ϑ2 : Ki(C
∗
L(M2)
Γ1)→ KKi(C, C∗L(M2)Γ1)
ϑ3 : Ki(C
∗
L(M1)
Γ1 ⊗ C∗L(M2)Γ2)→ KKi(C, C∗L(M1)Γ1 ⊗ C∗L(M2)Γ2)
be natural isomorphisms defined as in formula (4). Then it follows from the standard
construction of the Kasparov product (cf. [8, Section 18]) that we have the following
commutative diagram:
Ki(C
∗
L(M1)
Γ1)×Kj(C∗L(M2)Γ2)
⊗K //
∼= ϑ1×ϑ2

Ki+j(C
∗
L(M1)
Γ1 ⊗ C∗L(M2)Γ2)
∼= ϑ3

KKi(C, C∗L(M1)
Γ1)×KKj(C, C∗L(M2)Γ2)) ⊗KK // KKi+j(C, C∗L(M1)Γ1 ⊗ C∗L(M2)Γ2)
where ⊗K is the standard external product in K-theory and ⊗KK is the Kasparov
product in KK-theory. In other words, the commutative diagram states that the
Kasparov product is compatible with the external K-theory product.
Now let D1 = DM1 , D2 = DM2 and D3 = DM1×M2 be the associated Dirac operator
on M1, M2 and M1 ×M2 respectively. Let us write
β1 = IndL(D1) ∈ Ki(C∗L(M1)Γ1), β2 = IndL(D2) ∈ Kj(C∗L(M2)Γ2)
and β3 = IndL(D3) ∈ Ki+j(C∗L(M1 ×M2)Γ1×Γ2).
Notice that there is a natural homomorphism
Ψ : C∗L(M1)
Γ1 ⊗ C∗L(M2)Γ2 → C∗L(M1 ×M2)Γ1×Γ2 .
Moreover, Ψ induces an isomorphism on K-theory
Ψ∗ : Ki+j(C
∗
L(M1)
Γ1 ⊗ C∗L(M2)Γ2)
∼=−→ Ki+j(C∗L(M1 ×M2)Γ1×Γ2).
Then we have the following claim.
Claim 2.18. Ψ∗(β1 ⊗K β2) = β3 in Ki+j(C∗L(M1 ×M2)Γ1×Γ2).
Proof. Denote αk = ϑk(βk), for k ∈ {1, 2, 3} (cf. formulas (5) and (6)). On one hand,
by the commutative diagram above, we have
α1 ⊗KK α2 = ϑ3(β1 ⊗K β2).
On the other hand, within the same KK-theory class, the classes α1, α2 and α3 can
be represented respectively by α′1 = (E(M1,S), πC,F1), α
′
2 = (E(M2,S), πC,F2) and α
′
3 =
(E(M1×M2,S), πC,F3) as in Example 2.17, where Fk is constructed out of the Dirac
operator Dk. Intuitively speaking, the key idea is that, in the Kasparov KK-theory
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framework, these K-theory classes can be represented by the Dirac operators at the
operator level.
Now one standard way to define the Kasparov product of α′1 and α
′
2 is to use connec-
tions (cf. [8, Chapter 18]). The notion of connection was due to Connes and Skandalis
[14]. The Kasparov product of α′1 and α
′
2 is defined to be any Kasparov module
5 which
satisfies several standard conditions (cf. [8, Definition 18.3.1 & Definition 18.4.1]). In
particular, once we have a candidate for the Kasparov product, then it only remains
to see whether these standard conditions are satisfied by this candidate. In our case,
it is not difficult to verify that the candidate α′3 indeed satisfies all these standard
conditions. Therefore, we have
α′1 ⊗KK α′2 = α′3.
An alternative way is to use unbounded Kasparov modules [4]. In any case, we have
ϑ3(β1 ⊗K β2) = α1 ⊗KK α2 = α′1 ⊗KK α′2 = α′3 = α3 = ϑ3(β3).
So β1 ⊗K β2 = β3. This proves the claim.
Now if one of the manifolds, say M2, is equipped with a metric h of positive scalar
curvature, then we can replace C∗L(M2)
Γ1 by C∗L,0(M2)
Γ1 . More precisely, let us denote
ξ1 = IndL(D1) ∈ Ki(C∗L(M1)Γ1), ξ2 = ρ(D2, h) ∈ Kj(C∗L,0(M2)Γ2)
and ξ3 = ρ(D3, h) ∈ Ki+j(C∗L,0(M1 ×M2)Γ1×Γ2).
By construction, we have ξ1⊗K ξ2 ∈ Ki+j(C∗L(M1)Γ1⊗C∗L,0(M2)Γ2). Let ι be the natural
homomorphism
ι : C∗L(M1)
Γ1 ⊗ C∗L,0(M2)Γ2 → C∗L,0(M1 ×M2)Γ1×Γ2.
Then the following claim holds.
Claim 2.19. ι∗(ξ1 ⊗K ξ2) = ξ3 in Ki+j(C∗L,0(M1 ×M2)Γ1×Γ2).
Proof. The proof works exactly the same as that of Claim 2.18. The key idea again is
that, in the KasparovKK-theory framework, theseK-theory classes can be represented
by the Dirac operators at the operator level. For each ξi, let ξ
′
i be the corresponding
Kasparov module defined as in Example 2.17. It suffices to verify that ξ′3 is the Kas-
parov product of ξ′1 and ξ
′
2. Again ξ
′
3 is a natural candidate for the Kasparov product
of ξ′1 and ξ
′
2. Once we have a candidate, all it remains is to verify that the standard
conditions as those in [8, Definition 18.3.1 & Definition 18.4.1] are satisfied by ξ′3. In-
deed, it is not difficult to verify these conditions for ξ′3 in our case. Therefore, ξ
′
3 is the
Kasparov product of ξ′1 and ξ
′
2. This finishes the proof.
The case where both M1 and M2 are equipped with metrics of positive scalar
curvature is also similar. We omit the details.
5Different candidates of Kasparov module will give the same KK-theory class, as long as all the
necessary conditions are satisfied.
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3 Manifolds with positive scalar curvature on the
boundary
In this section, we discuss the higher index classes of Dirac operators on spin manifolds
with boundary, where the boundary is endowed with a positive scalar curvature metric.
Throughout the section, let M be a complete spin manifold with boundary ∂M
such that
(i) the metric on M has product structure near ∂M and its restriction to ∂M has
positive scalar curvature;
(ii) there is an proper and cocompact isometric action of a discrete group Γ on M ;
(iii) the action of Γ preserves the spin structure of M .
We attach an infinite cylinder R≥0 × ∂M = [0,∞) × ∂M to M . If we denote the
Riemannian metric on ∂M by h, then we endow R≥0× ∂M with the standard product
metric dr2+h. Notice that all relevant geometric structures on M extend naturally to
M∞ =M ∪∂M (R≥0 × ∂M). The action of Γ on M also extends to M∞.
Let us set M(n) = M ∪∂M ([0, n]×∂M), for n ≥ 0. In particular, M(0) = M . Again,
the action of Γ on M extends naturally to M(n), where Γ acts on [0, n] trivially.
Remark 3.1. In fact, without loss of generality, we assume that we have fixed an
identification of a neighborhood of ∂M in M with [−3, 0] × ∂M . For 0 ≤ k ≤ 3, we
will write
M(−k) = M\((−k, 0]× ∂M).
This will be used later for notational simplification. See Figure 1 below.
−3 0
∂M
M
R≥0 × ∂M
Figure 1: Attaching R≥0 × ∂M to M .
Now let D = DM∞ be the associated Dirac operator on M∞ = M ∪∂M (R≥0×∂M).
Claim 3.2. With the above notation, DM∞ in fact defines an index class, denoted by
Ind(DM), in Ki(C
∗(M)Γ).
In this section, we carry out a detailed construction to verify this claim. We point
out that the claim, at least in the case when there is no Γ-action, was due to Roe [30,
Proposition 3.11]. A detailed proof was later given by Roe in [31]. Our construction
is different from that of Roe. Most importantly, we construct a representative of the
index class Ind(DM) for each t ∈ [0,∞), with specific control of the propagation away
from the boundary of M . This will be one of the key ingredients used in the proof of
our main result, Theorem 4.1, below.
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Remark 3.3. The action of Γ on M∞ = M ∪∂M (R≥0 × ∂M) is not cocompact, that is,
M∞/Γ is not compact.
Remark 3.4. The above claim is not true in general, if we drop the positive scalar
curvature assumption near the boundary,.
Let κ be the scalar curvature function on M∞ = M ∪∂M (R≥0 × ∂M) and ρ be a
Γ-invariant nonnegative smooth function on M∞ satisfying:
(a) Supp(ρ) ⊆M(n) = M ∪∂M ([0, n]× ∂M) for some n ∈ N;
(b) there exists c > 0 such that ρ(y) + κ(y)
4
> c for all y ∈M∞.
Define
F = Fρ =
D√
D2 + ρ
.
Recall that
1√
x
=
2
π
∫ ∞
0
1
x+ λ2
dλ.
It follows that
1√
D2 + ρ
=
2
π
∫ ∞
0
(D2 + ρ+ λ2)−1dλ.
Now by using the equality
(D2 + ρ+ λ2)−1D −D(D2 + ρ+ λ2)−1 = (D2 + ρ+ λ2)−1[D, ρ](D2 + ρ+ λ2)−1,
we have
F 2 = D(D2 + ρ)−1/2D(D2 + ρ)−1/2
= D
(
2
π
∫ ∞
0
(D2 + ρ+ λ2)−1dλ
)
D(D2 + ρ)−1/2
=
(
D2 · 2
π
∫ ∞
0
(D2 + ρ+ λ2)−1dλ+D · 2
π
∫ ∞
0
R(λ)dλ
)
(D2 + ρ)−1/2
= D2(D2 + ρ)−1 +DR(D2 + ρ)−1/2
= 1− ρ(D2 + ρ)−1 +DR(D2 + ρ)−1/2
where R = 2
π
∫∞
0
R(λ)dλ with
R(λ) = (D2 + ρ+ λ2)−1[D, ρ](D2 + ρ+ λ2)−1.
Since Supp(ρ) and Supp([D, ρ]) are Γ-cocompact, it follows that both ρ(D2+ ρ)−1 and
DR(D2 + ρ)−1/2 are in C∗(M∞)
Γ.
In fact, we can choose ρ such that the following are satisfied.
(i) ρ ≡ C on M(n1) = M ∪∂M ([0, n1] × ∂M) and ρ ≡ 0 on [n2,∞) × ∂M for some
n2 > n1 ≥ 0 and some constant C > 0.
17
(ii) ρ(x, y) = ρ(x, y′) for all y, y′ ∈ ∂M , where (x, y) ∈ (n1, n2)×∂M . In other words,
ρ is constant along ∂M . In particular, it follows that
[D, ρ] = ρ′ · c(∂x)
where c(∂x) is the Clifford multiplication of ∂x.
(iii) ‖DR(D2 + ρ)−1/2‖ < 1
100·ω0
, by choosing ρ so that ρ′ has small supremum-norm.
Here ω0 = 2π(‖F‖+ 1)2 · e2π(‖F‖+1). The reason for choosing such a constant ω0
will become clear in Definition 3.7.
For any number c0 > 0 such that Supp(ρ) ⊂ M(c0), let us decompose the space
L2(M∞, S) into a direct sum L
2(M(c0), S)⊕ L2(R≥c0 × ∂M, S). We write
F 2 =
(
A11 A12
A21 A22
)
with respect to this decomposition. Notice that A12 = A
∗
21, since F
2 is selfadjoint.
Now by our assumption ‖DR(D2 + ρ)−1/2‖ < 1
100·ω0
and the formula
F 2 = 1− ρ(D2 + ρ)−1 +DR(D2 + ρ)−1/2,
it is not difficult to verify that
‖A12‖ = ‖A21‖ < 1
100 · ω0 and ‖A22 − 1‖ <
1
100 · ω0 . (7)
We point out that the above estimates hold independent of the choice of c0, as long as
we have Supp(ρ) ⊂M(c0).
Similarly, suppose ψ is a function with supported on (0,∞) × ∂M such that ψ is
constant along ∂M . Notice that
[F, ψ] =
2
π
∫ ∞
0
(D2 + ρ+ λ2)−1[D2, ψ](D2 + ρ+ λ2)−1dλ (8)
and [D2, ψ] = −ψ′′ − 2ψ′∂x, where ψ′ = ∂xψ and ψ′′ = ∂2xψ. In particular, we see that
‖[F, ϕ]‖ is proportional to the supremum-norm of ϕ′ and ϕ′′.
Notice that although F itself generally does not have finite propagation, we can
choose a Γ-invariant locally finite open cover {Uj} of M∞ and a Γ-invariant partition
of unity {ϕj} subordinate to {Uj} such that
G =
∑
j
ϕ
1/2
j Fϕ
1/2
j
has finite propagation. Moreover, by use of Equation (8), for ∀ε > 0, we can choose
the open cover and the partition of unity appropriately so that ‖F − G‖ < ε. Hence
without loss of generality, let us assume that F has finite propagation.
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3.1 Invertibles
Now suppose the dimension of M∞ = M ∪∂M (R≥0 × ∂M) is odd. In this subsection,
for each t ∈ [0,∞), we will construct F (t) from F with specific prescribed propagation
properties.
First for ∀n ∈ N, we can choose a Γ-invariant locally finite open cover {Un,j} of
M∞ and a Γ-invariant partition of unity {ϕn,j} subordinate to {Un,j} with the following
properties.
(a) If Un,j ⊂M(0) = M , then diameter(Un,j) < 1n .
(b) There are precisely two open sets Un,j such that Un,j∩(R≥0×∂M) is nonempty. For
convenience, we also denote them by W1 = (
−1
n
, c1)× ∂M and W2 = (0,∞)× ∂M .
Here c1 > 0 is a sufficiently large number such that Supp(ρ) ⊆ M(c0). In particular,
notice that the choice of W2 is independent of n.
(c) If ϕn,j = ϕ is the smooth function subordinate to the open set W2, then ϕ ≡ 1 on
R≥c1 × ∂M and ‖[F, ϕ1/2]‖ < 1200·ω0 . Recall that ω0 = 2π(‖F‖+ 1)2 · e2π(‖F‖+1).
We fix the number c1 and this particular function ϕ from now on. With the above
notation, we define
Ft =
∑
j
(1− (t− n))ϕ1/2n,jFϕ1/2n,j + (t− n)ϕ1/2n+1,jFϕ1/2n+1,j (9)
for t ∈ [n, n + 1]. If we define εt = 1n for t ∈ [n, n + 1), then by construction the
propagation of Ft restricted to M(−εt) = M\((−εt, 0] × ∂M) is bounded by εt, hence
goes to 0, as t→∞.
Lemma 3.5 (cf. [37, Lemma 2.6]). We have ‖Ft‖ ≤ 2‖F‖ for all t ∈ [0,∞).
Proof. Notice that F is selfadjoint. Consider the spectral decomposition of F and define
T1 = χ[0,∞)(F ) and T2 = χ(−∞,0)(F ), where for example χ[0,∞) is the characteristic
function on the interval [0,∞). Clearly, we have ‖Ti‖ ≤ ‖F‖ and F = T1 − T2. Hence
it suffices to show that ∥∥∥∑
j
ϕ
1/2
n,j Tiϕ
1/2
n,j
∥∥∥ ≤ ‖Ti‖.
Notice that Ti ≥ 0. Therefore, we have〈(∑
j
ϕ
1/2
n,j Tiϕ
1/2
n,j
)
f, f
〉
=
∑
j
〈ϕ1/2n,j Tiϕ1/2n,j f, f〉 =
∑
j
〈Tiϕ1/2n,j f, ϕ1/2n,j f〉
≤
∑
j
‖Ti‖〈ϕ1/2n,j f, ϕ1/2n,j f〉 = ‖Ti‖
(∑
j
〈ϕn,jf, f〉
)
= ‖Ti‖‖f‖2
for all f ∈ L2(M∞, S). This finishes the proof.
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Recall that, without loss of generality, we can assume that F has finite propagation
(see the discussion right before this subsection). Suppose the propagation of F is c2.
Let C = c1 + c2, where c1 is the fixed real number as above. We define
H1 = L
2(M(C), S) and H2 = L
2(R≥C × ∂M, S).
Let us write
F 2t =
(
B11(t) B12(t)
B21(t) B22(t)
)
with respect to the decomposition L2(M∞, S) = H1 ⊕H2.
Lemma 3.6. We have
‖B12(t)‖ = ‖B21(t)‖ < (‖F‖+ 1)
100 · ω0 and ‖B22(t)− 1‖ <
(‖F‖+ 1)
100 · ω0
for all t ∈ [0,∞).
Proof. Recall that ϕ is the smooth function defined above such that ϕ ≡ 1 on R≥c1×∂M
and ‖[F, ϕ1/2]‖ < 1
200·ω0
. It follows that
Ft(f) = (ϕ
1/2Fϕ1/2)(f)
for all f ∈ L2(R≥c1 × ∂M). Therefore we have
‖(Ft − F )(f)‖ = ‖[F, ϕ1/2](f)‖ < 1
200 · ω0‖f‖
for all f ∈ L2(R≥c1 × ∂M). Now notice that for all h ∈ H2 = L2(R≥C × ∂M), the
support of F (h) is contained in R≥c1 × ∂M . Therefore it follows that
‖(F 2t − F 2)(h)‖ ≤ ‖(Ft − F )F (h)‖+ ‖F (Ft − F )(h)‖
≤ 2
200 · ω0‖F (h)‖ ≤
‖F‖
100 · ω0‖h‖
for all h ∈ H2. Suppose we still write
F 2 =
(
A11 A12
A21 A22
)
with respect to the decomposition L2(M∞, S) = H1 ⊕H2. Then we have
‖A12 − B12(t)‖ = ‖A21 −B21(t)‖ < ‖F‖
100 · ω0 and ‖A22 −B22(t)‖ <
‖F‖
100 · ω0 .
Now the lemma follows from our estimates for ‖Aij‖ in (7).
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Now let us define
Pt =
Ft + 1
2
.
Clearly we have
P 2t − Pt =
F 2t − 1
4
=
1
4
(
B11(t)− 1 B12(t)
B21(t) B22(t)− 1
)
.
If we define
Et =
1
4
(
B11(t)− 1 0
0 0
)
,
then Lemma 3.6 above implies that
‖Et −
(
P 2t − Pt
) ‖ < (‖F‖+ 1)
400 · ω0 .
Recall that e2πiPt is a representative of the index class Ind(DM∞) ∈ K1(C∗(M∞)Γ),
for each fixed t ∈ [0,∞). Let us approximate the function e2πix by polynomials
fN (x) =
N∑
n=0
(2πi)n
n!
xn.
Notice that ‖Pt‖ ≤ 2‖F‖+12 = ‖F‖ + 12 for all t ∈ [0,∞), and
∑N
n=1
(2πi)n
n!
→ 0, as
N →∞. Therefore, we can choose a sufficiently large positive integer N such that
(i) ‖fN(Pt)− e2πiPt‖ < 1300 , for all t ∈ [0,∞);
(ii) |∑Nn=1 (2πi)nn! | < 1300·(‖F‖+1) .
In particular, it follows that fN(Pt) is invertible. We fix this integer N from now on.
Notice that we have
P nt − Pt =
(
n−2∑
j=0
P jt
)
(P 2t − Pt),
for all n ≥ 2. It follows that
fN (Pt) =
N∑
n=0
(2πi)n
n!
P nt
= 1 +
(
N∑
n=1
(2πi)n
n!
)
Pt +
N∑
n=1
(2πi)n
n!
(P nt − Pt)
= 1 +
(
N∑
n=1
(2πi)n
n!
)
Pt +
(
N∑
n=1
n−2∑
j=0
(2πi)n
n!
P jt
)
(P 2t − Pt)
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Definition 3.7. We define
ut = 1 +
(
N∑
n=1
n−2∑
j=0
(2πi)n
n!
P jt
)
Et.
Recall that ‖Pt‖ ≤ ‖F‖+ 12 and ω0 = 2π(‖F‖+1)2 ·e2π(‖F‖+1). A routine calculation
shows that ∥∥∥ N∑
n=1
n−2∑
j=1
(2πi)n
n!
P jt
∥∥∥ ≤ 2π(‖F‖+ 1) · e2π(‖F‖+1).
It follows that
‖ut − fN(Pt)‖ ≤
∥∥∥( N∑
n=1
(2πi)n
n!
)
Pt
∥∥∥+ ∥∥∥( N∑
n=1
n−2∑
j=0
(2πi)n
n!
P jt
)(
Et − (P 2t − Pt)
)∥∥∥
<
1
300
+ 2π(‖F‖+ 1) · e2π(‖F‖+1) (‖F‖+ 1)
400 · ω0 <
2
300
.
Therefore, we have
‖ut − e2πiPt‖ ≤ ‖ut − fN (Pt)‖+ ‖fN(Pt)− e2πiPt‖ < 1
100
.
In particular, we see that ut is invertible.
Notice that by construction the propagation of Pt is smaller than the propagation
of F for all t ∈ [0,∞). Recall that the propagation of F is c2. So the propagation of
Pt is uniformly bounded by c2 for all t ∈ [0,∞). Define Λ = C +N · c2. Recall that
Et =
1
4
(
B11(t)− 1 0
0 0
)
with respect to the decomposition L2(MC , S)⊕ L2(R≥C × ∂M, S).
Lemma 3.8. For all t ∈ [0,∞), ut preserves the decomposition L2(M(Λ), S)⊕L2(R≥Λ×
∂M, S). That is, if we write
ut =
(
(ut)11 (ut)12
(ut)21 (ut)22
)
with respect to the decomposition L2(M(Λ), S)⊕ L2(R≥Λ × ∂M, S), then
(ut)12 = (ut)21 = 0.
Moreover, (ut)22 = 1.
Proof. Let us further decompose L2(M(Λ), S) into L
2(M(C), S) ⊕ L2([C,Λ] × ∂M, S).
If f ∈ L2([C,Λ] × ∂M, S), then Et(f) = 0. It follows immediately that for all h ∈
L2(M(Λ), S), the support of Et(h) is contained in M(C). Now recall that
ut = 1 +
(
N∑
n=1
n−2∑
j=0
(2πi)n
n!
P jt
)
Et
22
and Λ = C + N · c2. Since the propagation of Pt is bounded by c2, we see that the
support of ut(h) is contained in M(Λ) for all h ∈ L2(M(Λ), S). Hence (ut)21 = 0.
Now if f ∈ L2(R≥Λ×∂M, S), then Et(f) = 0. It follows immediately that (ut)12 = 0
and (ut)22 = 1.
So we see that, by restricting ut to L
2(M(Λ), S), ut naturally gives rise to an el-
ement in (C∗(M(Λ))
Γ)+, which we will still denote by ut. Moreover, M(Λ) is clearly
Γ-equivariant coarsely equivalent to M(0) =M by mapping M(0) ⊆ M(Λ) identically to
M and projecting [0,Λ] × ∂M to {0} × ∂M . This coarse equivalence map induces a
(noncanonical) homomorphism Φ : C∗(M(Λ))
Γ → C∗(M)Γ, which induces a canonical
isomorphism (cf. [19])
Φ∗ : Ki(C
∗(M(Λ))
Γ)
∼=−→ Ki(C∗(M)Γ).
If no confusion arises, we also denote the image of ut under the homomorphism Φ by
ut ∈ (C∗(M)Γ)+.
Definition 3.9. The element ut defines the same class inK1(C
∗(M)Γ) for all t ∈ [0,∞).
We define the index class Ind(DM) = [ut] ∈ K1(C∗(M)Γ).
To summarize, for each t ∈ [0,∞), we have constructed a representative ut ∈
(C∗(M)Γ)+ of Ind(DM) satisfying the following.
(i) Recall that εt =
1
n
for t ∈ [n, n + 1). We have the propagation of ut restricted
to M(−εt) = M\((−εt, 0]× ∂M) is bounded by 2Nεt, hence goes to 0, as t→∞.
Here we emphasize that the integer N is fixed.
(ii) Given f ∈ L2(M,S), if the support of f is contained in a εt-neighborhood of ∂M ,
then the support of ut(f) is contained in a (2Nεt)-neighborhood of ∂M .
Informally speaking, as t → ∞, the propagation of ut goes 0 when away from a
small neighborhood Wt of the boundary ∂M , while Wt is shrinking to the boundary.
Moreover, the propagation of ut along the normal direction also goes to 0 even in
this neighborhood Wt. However, note that in general we have no control over the
propagation of ut along the ∂M-direction in Wt.
3.2 Idempotents
The even dimensional case is parallel to the odd dimensional case above. We will briefly
go through the construction but leave out the details.
Now we assume that M∞ = M ∪∂M (R≥0 × ∂M) is even dimensional. Then the
associated Dirac operator DM∞ is an odd operator with respect to the natural Z/2Z-
grading on the spinor bundle S. Let Ft be as in formula (9) above. This time, Ft is
also odd-graded and let us write
Ft =
(
0 Vt
Ut 0
)
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with respect to the Z/2Z-grading. Notice that
F 2t =
(
VtUt 0
0 UtVt
)
.
Now with respect to a decomposition L2(M(c), S) ⊕ L2(R≥c × ∂M, S) of the Hilbert
space L2(M∞, S), let us write
UtVt =
(
B11(t) B12(t)
B21(t) B22(t)
)
and VtUt =
(
C11(t) C12(t)
C21(t) C22(t)
)
.
We can choose c sufficiently large so that the operator norms of B12(t), B21(t), (B22(t)−
1), C12(t), C21(t) and (C22(t)− 1) are all sufficiently small. Let us define
Wt =
(
1 Ut
0 1
)(
1 0
−Vt 1
)(
1 Ut
0 1
)(
0 −1
1 0
)
and
pt =Wt
(
1 0
0 0
)
W−1t
=
(
UtVt + UtVt(1− UtVt) (2 + UtVt)Ut(1− VtUt)
Vt(1− UtVt) (1− UtVt)2
)
.
Now if we set
Z1(t) =
(
1− B11(t) 0
0 0
)
and Z2(t) =
(
1− C11(t) 0
0 0
)
,
then we can assume that ‖Z1(t)− (1−UtVt)‖ and ‖Z2(t)− (1− VtUt)‖ are sufficiently
small. Define
qt =
(
1− Z1(t)2 (2 + UtVt)UtZ2(t)
VtZ1(t) Z1(t)
2
)
.
Similar to the odd dimensional case, it is not difficult to see that there exists Λ > 0
such that qt preserves the decomposition L
2(M(Λ), S)⊕L2(R≥Λ×∂M, S) and qt = ( 1 00 0 )
on L2(R≥Λ×∂M, S). So by restricting qt to L2(M(Λ), S), we see that qt naturally gives
rise to an element in (C∗(M(Λ))
Γ)+, which we will still denote by qt. Moreover, if
no confusion arises, we also denote the image of qt under the homomorphism Φ :
(C∗(M(Λ))
Γ)+ → (C∗(M)Γ)+ by qt ∈ (C∗(M)Γ)+.
Notice that qt may not be an idempotent, but a quasi-idempotent in general (cf.
[37, Section 4]). An element q in a C∗-algebra A is called δ-quasi-idempotent, if
‖q − q2‖ < δ.
For sufficiently small δ, say δ < 1/4, a δ-quasi-idempotent produces an idempotent
by holomorphic functional calculus, cf [35, Section 2.2]. So qt defines a class in
K0((C
∗(M)Γ)+) for each t ∈ [0,∞).
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Definition 3.10. For all t ∈ [0,∞),
[qt]− [( 1 00 0 )]
defines the same index class Ind(DM) ∈ K0(C∗(M)Γ).
To summarize, for each t ∈ [0,∞), we have constructed a representative qt ∈
(C∗(M)Γ)+ of Ind(DM) satisfying the following.
(i) Recall that εt =
1
n
for t ∈ [n, n + 1). We have the propagation of qt restricted to
M(−εt) =M\((−εt, 0]× ∂M) is bounded by 5εt, hence goes to 0, as t→∞.
(ii) Given f ∈ L2(M,S), if the support of f is contained in a εt-neighborhood of ∂M ,
then the support of qt(f) is contained in a (5εt)-neighborhood of ∂M . Here we
emphasize that the integer N is fixed.
Remark 3.11. The same construction works if we switch to the maximal versions of all
the C∗-algebras above.
4 Main theorem
In this section, we prove the main theorem of this paper.
Let M be a complete spin manifold with boundary ∂M such that
(i) the metric on M has product structure near ∂M and its restriction on ∂M ,
denoted by h, has positive scalar curvature;
(ii) there is a proper and cocompact isometric action of a discrete group Γ on M ;
(iii) the action of Γ preserves the spin structure of M .
Recall that we denote byM∞ =M∪∂M (R≥0×∂M) andM(n) = M∪∂M ([0, n]×∂M)
for n ≥ 0 (cf. Section 3). We denote the associated Dirac operator onM∞ by DM∞ and
the associated Dirac operator on ∂M by D∂M . Let m = dimM . Recall the following
facts:
(a) by our discussion in Section 3, the operator DM∞ actually defines an index class
Ind(DM) ∈ Km(C∗(M)Γ);
(b) by the discussion in Section 2.3.2, there is a higher rho invariant ρ(D∂M , h) ∈
Km−1(CL,0(∂M)
Γ) naturally associated to D∂M ;
(c) the short exact sequence
0→ C∗L,0(M)Γ → C∗L(M)Γ → C∗(M)Γ → 0
induces the following long exact sequence
· · · → Ki(C∗L(M)Γ)→ Ki(C∗(M)Γ) ∂i−→ Ki−1(C∗L,0(M)Γ)→ Ki−1(C∗L(M)Γ)→ · · · ;
25
(d) the inclusion map ι : ∂M →M induces a natural homomorphism (cf. Section 2.2)
ι∗ : Ki(C
∗
L,0(∂M)
Γ)→ Ki(C∗L,0(M)Γ);
(e) there are natural isomorphisms (cf. [36])
Ki(C
∗
L,0(∂M ;M)
Γ)
Ki(C
∗
L,0(∂M)
Γ)
∼= //
∼=
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Ki(C
∗
L,0(∂M ;R≤0 × ∂M)Γ)
∼=
OO
where ∂M embeds into R≤0 × ∂M as the subset {0} × ∂M .
We have the following main theorem of the paper. This extends a theorem of Piazza
and Schick [27, Theorem 1.17] to all dimensions. We also point out that the same proof
works equally for the real case (see Remark 4.3 below).
Theorem 4.1. We have that
∂m(Ind(DM)) = ι∗(ρ(D∂M , h))
in Km−1(C
∗
L,0(M)
Γ), where ∂m is the homomorphismKm(C
∗(M)Γ)→ Km−1(C∗L,0(M)Γ)
and ι∗ is the homomorphism Ki(C
∗
L,0(∂M)
Γ)→ Ki(C∗L,0(M)Γ) as above.
Proof. We will carry out a detailed proof for the odd dimensional case (i.e. when m is
odd). The proof for the even dimensional case is essentially the same.
By the discussion in Section 3, we have a uniformly continuous path of invertible
elements ut ∈ (C∗(M)Γ)+ with the following properties.
(i) [ut] = Ind(DM) for each fixed t ∈ [0,∞)
(ii) Recall that εt =
1
n
for t ∈ [n, n + 1). We have the propagation of ut restricted
to M(−εt) = M\((−εt, 0]× ∂M) is bounded by 2Nεt, hence goes to 0, as t→∞.
Here we emphasize that the integer N is fixed.
(iii) Given f ∈ L2(M,S), if the support of f is contained in a εt-neighborhood of ∂M ,
then the support of ut(f) is contained in a (2Nεt)-neighborhood of ∂M .
Now let us choose a sufficiently large t0 > 0 so that 2Nεt0 <
1
100
. We will work with
the path u˜t = ut+t0 instead of ut. Let us write ε˜t = εt+t0 . Then the propagation of u˜t
restricted to M(−ε˜t) is bounded by 2Nε˜t.
We have εt ≤ 1100 for all t ∈ [0,∞) and εt goes to 0, as t → ∞. Now for each
t ∈ [0,∞), choose a Γ-invariant partition of unity {ϕt, ψt} on M such that
(a) ϕt(x) + ψt(x) = 1;
(b) ϕt(x) ≡ 1 on M(−2ε˜t) and ϕt(x) ≡ 0 on [−ε˜t, 0]× ∂M ;
(c) ψt → 0 pointwise, as t→∞.
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Now let θ ∈ C∞(−∞,∞) be a decreasing function such that θ|(−∞,1] ≡ 1 and θ|[2,∞) ≡
0. We define
Ut =
{
(1− t)u˜0 + t
(
ϕ
1/2
0 u˜0ϕ
1/2
0 + ψ
1/2
0 u˜0ψ
1/2
0
)
if t ∈ [0, 1],
1 + ϕ
1/2
t−1(u˜t−1 − 1)ϕ1/2t−1 + θ(t)ψ1/2t−1(u˜t−1 − 1)ψ1/2t−1 if t ∈ [1,∞).
(10)
Notice that Ut ∈ (C∗(M)Γ)+ and the propagation of Ut (on the entire M) goes to 0, as
t→∞. In other words, the path Ut, 0 ≤ t <∞, is an element in (C∗L(M)Γ)+. So the
path Ut, 0 ≤ t <∞, is a lift of u˜0 ∈ (C∗(M)Γ)+ for the short exact sequence
0→ C∗L,0(M)Γ → C∗L(M)Γ → C∗(M)Γ → 0.
We also apply the same argument to vt = u
−1
t and define similarly Vt ∈ (C∗(M)Γ)+ for
0 ≤ t <∞. Now we define an idempotent
pt =
(
UtVt + UtVt(1− UtVt) (2 + UtVt)Ut(1− VtUt)
Vt(1− UtVt) (1− UtVt)2
)
. (11)
By definition, we have
∂1(Ind(DM)) = [pt]− [( 1 00 0 )] ∈ K0(C∗L,0(M)Γ). (12)
Lemma 4.2. For all t ∈ [0,∞), the element pt preserves the decomposition
L2(M,S) = L2(M(−30Nε˜t), S)⊕ L2([−30Nε˜t, 0]× ∂M, S)
and pt = ( 1 00 0 ) on L
2(M(−30Nε˜t), S), where M(−30Nε˜t) = M\((−30Nε˜t, 0]× ∂M).
Proof. Notice that the propagations of Ut and Vt are bounded by 2Nε˜t. Therefore, if
f ∈ L2(M(−30Nε˜t), S), then the support of pt(f) is contained in M(−20Nε˜t). However, Ut
and Vt are genuinely the inverse of each other on M(−20Nε˜t). It follows that
pt =
(
1 0
0 0
)
on L2(M(−30Nε˜t), S).
Now we further decompose L2([−30Nε˜t, 0]× ∂M, S) into
L2([−30Nε˜t,−15Nε˜t]× ∂M, S)⊕ L2([−10Nε˜t, 0]× ∂M, S).
If f1 ∈ L2([−30Nε˜t,−15Nε˜t] × ∂M, S), then the support of pt(f1) is contained in
M(−5Nε˜t). Again Ut and Vt are genuinely the inverse of each other on M(−5Nε˜t). There-
fore, we see that pt(f1) = f1, which implies that
Supp(pt(f1)) ⊆ [−30Nε˜t,−15Nε˜t]× ∂M ⊆ [−30Nε˜t, 0]× ∂M.
Now if f2 ∈ L2([−15Nε˜t, 0]× ∂M, S), then clearly
Supp(pt(f2)) ⊆ [−25Nε˜t, 0]× ∂M ⊆ [−30Nε˜t, 0]× ∂M.
This finishes the proof of the lemma.
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We see that the restriction of pt to the componentL
2(M(−30Nε˜t), S) gives trivial
K-theoretical information. Therefore, without loss of information, we can think of
pt as an element in (C
∗
L,0([−30Nε˜t, 0] × ∂M)Γ)+. In fact, choose the space [−2, 0] ×
∂M , and consider the restriction pt to L
2([−2, 0] × ∂M, S), still denoted by pt if no
confusion arises. By Lemma 4.2, we see that the path pt in fact defines an element in
(C∗L,0(∂M ; [−2, 0]× ∂M)Γ)+, where ∂M embeds into [−2, 0]× ∂M as {0} × ∂M .
To summarize, we have in fact
[pt]− [( 1 00 0 )] ∈ K0(C∗L,0(∂M ; [−2, 0]× ∂M)Γ). (13)
Moreover, Equation (12) can be made more precise as follows:
∂1(Ind(DM)) = ι∗([pt]− [( 1 00 0 )]), (14)
where ι∗ is the natural homomorphism ι∗ : K0(C
∗
L,0(∂M ; [−2, 0]×∂M)Γ)→ K0(C∗L,0(M)Γ).
Now let us turn to the Dirac operator DR×∂M on R × ∂M for the moment. First
let us fix some notation. We define
A+ = C∗L,0(R≥0 × ∂M)Γ, A− = C∗L,0(R≤0 × ∂M)Γ,
and
J− = C∗L,0(∂M ;R≤0 × ∂M)Γ,
where ∂M = {0} × ∂M as a subset of R≤0 × ∂M .
Notice that the following C∗-algebras are naturally isomorphic to each other:
A−/J− ∼= C∗L,0(R× ∂M)Γ/C∗L,0(R≥0 × ∂M ;R× ∂M)Γ
∼= C∗L,0(R≤0 × ∂M ;R × ∂M)Γ/C∗L,0(∂M ;R× ∂M)Γ.
Consider the following short exact sequence of C∗-algebras
0→ C∗L,0(∂M ;R × ∂M)Γ →
C∗L,0(R≥0×∂M ;R×∂M)
Γ
⊕
C∗L,0(R≤0×∂M ;R×∂M)
Γ
→ C∗L,0(R× ∂M)Γ → 0,
where ∂M = {0} × ∂M as a subset of R× ∂M . It is clear that the following diagram
commutes:
0 // C∗L,0(∂M ;R× ∂M)Γ //
C∗L,0(R≥0×∂M ;R×∂M)
Γ
⊕
C∗L,0(R≤0×∂M ;R×∂M)
Γ
//

C∗L,0(R× ∂M)Γ //

0
0 // C∗L,0(∂M ;R× ∂M)Γ // C∗L,0(R≤0 × ∂M ;R × ∂M)Γ // A−/J− // 0
0 // J− //
OO
A−
OO
// A−/J− // 0
where the maps are all defined the obvious way. Recall that (cf. [36])
Ki(A+) = Ki(C∗L,0(R≥0 × ∂M ;R × ∂M)Γ),
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Ki(A−) = Ki(C∗L,0(R≤0 × ∂M ;R × ∂M)Γ),
and
Ki(J−) = Ki(C∗L,0(∂M)Γ) = Ki(C∗L,0(∂M ;R× ∂M)Γ).
It follows that the second row and the third row of the above commutative diagram
give rise to identical long exact sequences at K-theory level.
Therefore, we have the following commutative diagram.
C∗L,0(R≥0×∂M ;R×∂M)
Γ
⊕
C∗L,0(R≤0×∂M ;R×∂M)
Γ
//
Θ1

K1(C
∗
L,0(R× ∂M)Γ) ∂MV //
Θ2

K0(C
∗
L,0(∂M ;R × ∂M)Γ)
Θ3∼=

K0(C
∗
L,0(∂M)
Γ)
∼=oo
∼=

K0(C
∗
L,0(∂M ; [−2, 0] × ∂M)Γ)
∼=
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
∼=
ss❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣
ι∗

K1(A−) //K1(A−/J−)
∂A/J
// K0(J−) σ∗ //❴❴❴❴❴❴❴❴❴❴❴ K0(C∗L,0(M)Γ)
Here the morphism σ∗ needs an explanation. It is defined to be
σ∗ : K0(J−)
∼=−→ K0(C∗L,0(∂M ; [−2, 0] × ∂M)Γ) ι∗−→ K0(C∗L,0(M)Γ).
Notice that the morphism σ∗ is only well-defined at the level of K-theory, as there is
no natural homomorphism from J− to C∗L,0(M)Γ.
Let dx2 + h be the standard product metric on R × ∂M induced by the metric h
on ∂M . We have the following:
(1) the higher rho invariant ρ(DR×∂M , dx
2 + h) lies in K1(C
∗
L,0(R× ∂M)Γ);
(2) ρ(D∂M , h) lies in K0(C
∗
L,0(∂M)
Γ);
(3) ∂0(Ind(DM)) lies in K0(C
∗
L,0(M)
Γ); more precisely (cf. Formula (14)),
∂1(Ind(DM)) = ι∗([pt]− [( 1 00 0 )]).
Under each isomorphism, labeled by ∼=, in the commutative diagram above, the
element ρ(D∂M , h) in K0(C
∗
L,0(∂M) gets mapped naturally to an element in the corre-
sponding K-theory group. For notational simplicity, let us denote all these elements
by ρ(D∂M , h), if no confusion arises.
Now the theorem is reduced to the following claim.
Claim. We have that
(i) σ∗(∂A/J ◦Θ2 [ρ(DR×∂M , dx2 + h)]) = ∂1(Ind(DM)) in K0(C∗L,0(M)Γ);
(ii) ∂MV [ρ(DR×∂M , dx
2 + h)] = ρ(D∂M , h) in K0(C
∗
L,0(∂M ;R× ∂M)Γ).
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Indeed, assuming the claim for the moment, then the commutativity of the above
diagram implies that
∂1(Ind(DM)) = σ∗(∂A/J ◦Θ2
[
ρ(DR×∂M , dx
2 + h)
]
)
= σ∗(Θ3 ◦ ∂MV
[
ρ(DR×∂M , dx
2 + h)
]
)
= σ∗(ρ(D∂M , h))
= ι∗(ρ(D∂M , h)).
So now let us prove the above claim.
(i) First we will prove that
σ∗(∂A/J ◦Θ2
[
ρ(DR×∂M , dx
2 + h)
]
) = ∂1(Ind(DM))
in K0(C
∗
L,0(M)
Γ). In fact, we will find an explicit representative qt, 0 ≤ t < ∞,
of the class
∂A/J ◦Θ2
[
ρ(DR×∂M , dx
2 + h)
] ∈ K0(J−)
such that the path qt lies in (C
∗
L,0(∂M ; [−2, 0] × ∂M)Γ)+ (modulo trivial com-
ponents) and qt = pt, where pt is the idempotent in Formula (11). The method
of constructing qt is essentially to repeat the construction of pt. While pt is ob-
tained from operators on L2(M∞, S), we would work with operators on L
2(R ×
∂M, S) this time. We first repeat the construction of ut as in Section 3.1 for
6
F = DR×∂M√
D2
R×∂M
. Informally speaking, this allows us to chop off R≥0 × ∂M . In
particular, if we denote the resulting path of invertible elements by wt, then
wt ∈ C∗(R≤0 × ∂M) for each t ∈ [0,∞). Moreover, wt satisfies similar prop-
erties that ut has (see the comments following Definition 3.9). The reader may
have noticed that in general the path wt does not give rise to an element in
A− = C∗L,0(R≤0 × ∂M)Γ, due to “bad” propagation control near the boundary
∂M = {0} × ∂M . However, notice that the “bad” part of wt only lives near
the boundary ∂M . We can artificially get rid of this “bad” part by for example
using an appropriate cut-off function (also compare this to the construction of
Ut in Formula (10)). Of course, different choices of cut-off functions will produce
different elements in general. But this choice become irrelevant once we pass to
the quotient A−/J−, where J− = C∗L,0(∂M ;R≤0 × ∂M)Γ. So now we repeat the
construction of pt but using wt instead of ut this time. Again informally speak-
ing, this allows us to chop off R≤−2 × ∂M , where in the case of ut we chopped
off M(−2). We define qt to be the resulting idempotent for each t ∈ [0,∞). Note
that the Dirac operator DR×∂M clearly coincides with the Dirac operator DM∞
on (−3,∞)× ∂M . Because of finite propagation property, it follows that qt = pt
on [−2, 0]× ∂M , for all t ∈ [0,∞). This completes the proof of this part.
(ii) Now let us prove that
∂MV
[
ρ(DR×∂M , dx
2 + h)
]
= ρ(D∂M , h).
6F is well-defined, since the metric dx2 + h is uniformly positive on R× ∂M .
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We shall use the KasparovKK-theory formulation. We refer the reader to Section
2.3.3 above for more details. Recall that there are natural isomorphisms (cf.
formula (4))
ϑ1 : K1(C
∗
L(R))
∼= KK1(C, C∗L(R)),
ϑ2 : K0(C
∗
L,0(∂M)
Γ) ∼= KK(C, C∗L,0(∂M)Γ),
and
ϑ3 : K1(C
∗
L(R)⊗ C∗L,0(∂M)Γ) ∼= KK1(C, C∗L(R)⊗ C∗L,0(∂M)Γ).
Moreover, the following diagram commutes
K1(C
∗
L(R))×K0(C∗L,0(∂M)Γ) ⊗K //
∼= ϑ1×ϑ2

K1(C
∗
L(R)⊗ C∗L,0(∂M)Γ)
∼= ϑ3

KK1(C, C∗L(R))×KK(C, C∗L,0(∂M)Γ)) ⊗KK // KK1(C, C∗L(R)⊗ C∗L,0(∂M )Γ)
where ⊗K is the standard external product in K-theory and ⊗KK is the Kasparov
product in KK-theory. In other words, the commutative diagram states that the
Kasparov product is compatible with the external K-theory product.
Now consider
v0 = IndL(DR) ∈ K1(C∗L(R)), ρ0 = ρ(D∂M , h) ∈ K0(C∗L,0(∂M)Γ),
and
ρ1 = ρ(DR×∂M , dx
2 + h) ∈ K1(C∗L,0(R× ∂M )Γ),
where DR is the Dirac operator on R. We denote by ι the natural homomorphism
ι : C∗L(R)⊗ C∗L,0(∂M)Γ → C∗L,0(R× ∂M )Γ.
By Claim 2.19 in Section 2.3.3, we have
ι∗[v0 ⊗K ρ0] = [ρ1]
in K1(C
∗
L,0(R× ∂M)Γ). So it remains to show that
∂MV (ι∗[v0 ⊗K ρ0]) = ρ0.
By the following commutative diagram
0 // C∗L({0};R)⊗ C∗L,0(∂M)Γ //
ι

C∗L(R≥0;R)⊗C
∗
L,0(∂M)
Γ
⊕
C∗L(R≤0;R)⊗C
∗
L,0(∂M)
Γ
//
ι⊕ι

C∗L(R)⊗ C∗L,0(∂M)Γ //
ι

0
0 // C∗L,0({0} × ∂M ;R × ∂M)Γ //
C∗L,0(R≥0×∂M ;R×∂M)
Γ
⊕
C∗L,0(R≤0×∂M ;R×∂M)
Γ
// C∗L,0(R× ∂M)Γ // 0
it is equivalent to prove that ∂MV (v0 ⊗K ρ0) = ρ0. Now recall that
v0 ⊗K ρ0 = v0 ⊗ ρ0 + 1⊗ (1− ρ0) ∈ K1(C∗L(R)⊗ C∗L,0(∂M)Γ).
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Let us also write ∂MV for the Mayer-Vietoris boundary map in the long exact
sequence induced by
0→ C∗L({0};R)→ C∗L(R≥0;R)⊕ C∗L(R≤0;R)→ C∗L(R)→ 0.
It will be clear from the context which one we are using.
Now we can compute ∂MV (v0 ⊗ ρ0 + 1 ⊗ (1 − ρ0)) explicitly by formula (1) in
Section 2.1. Indeed, we can lift v0 ⊗ ρ0 + 1⊗ (1− ρ0) and its inverse to
U = x⊗ ρ0 + 1⊗ (1− ρ0) and V = y ⊗ ρ0 + 1⊗ (1− ρ0),
where x (resp. y) is a lift of v0 (resp. the inverse of v0) in C
∗
L(R≥0;R)⊕C∗L(R≤0;R).
Now apply formula (1) to U and V . By a straightforward calculation, we see on
the nose that
P =
(
UV + UV (1⊗ 1− UV ) (2 + UV )(1⊗ 1− UV )U
V (1⊗ 1− UV ) (1⊗ 1− UV )2
)
= ∂MV (v0)⊗ ρ0 +
(
1 0
0 0
)
⊗ (1− ρ0).
where ∂MV (v0) =
(
xy+xy(1−xy) (2+xy)(1−xy)x
y(1−xy) (1−xy)2
)
. It follows that
[P ]− [( 1 00 0 )] = ([∂MV (v0)]− [( 1 00 0 )])⊗ ρ0.
Notice that ([∂MV (v0)]− [( 1 00 0 )]) is the generator 1 ∈ K0(C∗L({0};R)) = Z by Bott
periodicity. It follows that
∂MV (v0 ⊗K ρ0) = ρ0.
This finishes the proof.
Remark 4.3. To deal with manifolds of dimension m 6= 0 (mod 8) in the real case, we
work with Cℓm-linear Dirac operators, cf. [23, Section II.7]. Here Cℓm is the standard
real Clifford algebra on Rm with eiej + ejei = −2δij . We recall the definition of Cℓm-
linear Dirac operators in the following. Consider the standard representation ℓ of Spinm
on Cℓm given by left multiplication. Let M be the manifold from the beginning of this
section and Pspin(M) be the principal Spinm-bundle, then we define S to be the vector
bundle
S = Pspin(M)×ℓ Cℓm.
We denote the associated Cℓm-linear Dirac operator on M∞ by
D : L2(M∞,S)→ L2(M∞,S).
Notice that the right multiplication of Cℓm on S commutes with ℓ. Moreover, D is
invariant under the action of Γ. Then, by the same argument as in Section 3, D defines
a higher index class
Ind(D) ∈ K̂0(C∗(M,R)Γ⊗̂Cℓm) ∼= K̂m(C∗(M,R)Γ) ∼= Km(C∗(M,R)Γ),
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where C∗(M,R)Γ stands for the Γ-invariant Roe algebra of M with coefficients in R.
Moreover, K̂∗ stands for the Z2-gradedK-theory of C
∗-algebras, ⊗̂ stands for Z2-graded
tensor product, cf. [20, Chapter III]. Notice that for a trivially graded C∗-algebra A,
we have
K̂m(A) ∼= Km(A).
In the case of a manifold without boundary, i.e. ∂M = ∅, then we can define the local
index class of D and denote it by
IndL(D) ∈ K̂0(C∗L(M,R)Γ⊗̂Cℓm) ∼= K̂m(C∗L(M,R)Γ) ∼= Km(C∗L(M,R)Γ),
whose image under the evaluation map ev∗ : Km(C
∗
L(M,R)
Γ) → Km(C∗(M,R)Γ) is
Ind(D). Moreover, the higher rho invariant is also defined similarly in the real case.
Remark 4.4. Theorem 4.1 also holds if we use the maximal versions of all the C∗-
algebras in the theorem.
The following corollaries are immediate consequences of Theorem 4.1. In a similar
context, these have already appeared in the work of Lott [25], Botvinnik and Gilkey
[9], and Leichtnam and Piazza [24].
Corollary 4.5. With the same notation as above, if ρ(D∂M , h) 6= 0, then there does
not exist a Γ-invariant complete Riemannian metric g on M with product structure
near the boundary ∂M such that g has positive scalar curvature and g|∂M = h.
In other words, nonvanishing of the higher rho invariant is an obstruction to exten-
sion of the positive scalar curvature metric from the boundary to the whole manifold.
Let N be a spin manifold without boundary, equipped with a proper cocompact
action of a discrete group Γ. Denote by R+(N)Γ the space of all Γ-invariant complete
Riemannian metrics of positive scalar curvature on N . For h0, h1 ∈ R+(N)Γ, we say h0
and h1 are path connected in R+(N)Γ if h0 and h1 are connected by a smooth path of
ht ∈ R+(N)Γ, 0 ≤ t ≤ t. More generally, we say h0 and h1 are Γ-bordant if there exists
a spin manifoldW with a proper cocompact action of Γ such that ∂W = N∐(−N) and
W carries a Γ-invariant complete Riemannian metric g of positive scalar curvature7 with
g|N = h0 and g|−N = h1. Here −N means N with the opposite orientation. Clearly, if
h0 and h1 are path connected, then they are Γ-bordant.
Corollary 4.6. Let h0, h1 ∈ R+(N)Γ as above. If ρ(DN , h0) 6= ρ(DN , h1), then h0
and h1 are not Γ-bordant. In particular, this implies that h0 and h1 are in different
connected components of R+(N)Γ.
5 Stolz’ positive scalar curvature exact sequence
In this section, we apply our main theorem (Theorem 4.1 above) to map the Stolz’
positive scalar curvature exact sequence [33] to a long exact sequence of K-theory of
C∗-algebras.
First, let us recall the Stolz’ positive scalar curvature exact sequence.
7We assume the metric g has product structure near the boundary.
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Definition 5.1. Given a topological space X , we denote by Ωspinn (X) the set of bordism
classes of pairs (M, f), whereM is an n-dimensional closed spin manifold and f :M →
X is a continuous map. Two such pairs (M1, f1) and (M2, f2) are bordant if there is
a bordism W between M1 and M2 (with compatible spin structure), and a continuous
map F : W → X such that F |Mi = fi. Then Ωspinn (X) is an abelian group with the
addition being disjoint union. We call Ωspinn (X) the n-dimensional spin bordism of X .
Definition 5.2. Let Posspinn (X) be the bordism group of triples (M, f, g), where M is
an n-dimensional closed spin manifold, f : M → X is a continuous map, and g is a
positive scalar curvature metric on M . Two such triples (M1, f1, g1) and (M2, f2, g2)
are bordant if there is a bordism (W,F,G) such that G is a positive scalar curvature
metric on W with product structure near Mi and G|Mi = gi, and F |Mi = fi.
Then it is clear that forgetting the metric gives a homomorphism
Posspinn (X)→ Ωspinn (X).
Definition 5.3. Rspinn (X) is the bordism group of the triples (M, f, h), where M is an
n-dimensional spin manifold (possibly with boundary), f : M → X is a continuous
map, and h is a positive scalar curvature metric on the boundary ∂M . Two triples
(M1, f1, h1) and (M2, f2, h2) are bordant if
(a) there is a bordism (V, F,H) between (∂M1, f1, h1) and (∂M2, f2, h2) (considered as
triples in Posspinn−1(X)),
(b) and the closed spin manifold M1 ∪∂M1 V ∪∂M2 M2 (obtained by gluing M1, V and
M2 along their common boundary components) is the boundary of a spin manifold
W with a map E :W → X such that E|Mi = fi and E|V = F .
It is not difficult to see that the three groups defined above fit into the following
long exact sequence:
// Ωspinn+1(X) // R
spin
n+1(X) // Pos
spin
n (X) // Ω
spin
n (X) //
where the maps are defined the obvious way.
Now let X be a proper metric space equipped with a proper and cocompact iso-
metric action of a discrete group Γ.
Definition 5.4. We denote by Ωspinn (X)
Γ the set of bordism classes of pairs (M, f),
where M is an n-dimensional complete spin manifold (without boundary) such that
M is equipped with a proper and cocompact isometric action of Γ and f : M → X
is a Γ-equivariant continuous map. Two such pairs (M1, f1) and (M2, f2) are bordant
if there is a bordism W between M1 and M2 (with compatible spin structure), and
a Γ-equivariant continuous map F : W → X such that F |Mi = fi. Then Ωspinn (X)Γ
is an abelian group with the addition being disjoint union. We call Ωspinn (X)
Γ the
n-dimensional Γ-invariant spin bordism of X .
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Similarly, we can define the groups Posspinn (X)
Γ and Rspinn (X)
Γ, which fit into the
following exact sequence:
// Ωspinn+1(X)
Γ // Rspinn+1(X)
Γ // Posspinn (X)
Γ // Ωspinn (X)
Γ //
Now suppose (M, f) ∈ Ωspini (X)Γ and denote by DM the associated Dirac operator on
M . Recall that there is a local index map (cf. Section 2.3)
IndL : K
Γ
i (M)→ Ki(C∗L(M)Γ).
Let f∗ : Ki(C
∗
L(M)
Γ) → Ki(C∗L(X)Γ) be the map induced by f : M → X . We define
the map
IndL : Ω
spin
i (X)
Γ → Ki(C∗L(X)Γ), (M, f) 7→ f∗[IndL(DM)].
Recall that Ki(C
∗
L(Y )
Γ) is naturally isomorphic to KΓi (Y ) for all finite dimensional
simplicial complex Y equipped with a proper and cocompact isometric action of a
discrete group Γ (cf. [36, Theorem 3.2]). Now the well-definedness of the map IndL
follows, for example, from the geometric description of K-homology groups [6] [7].
Now assume in addition we have a positive scalar curvature metric g on M . In
other words, we have (M, f, g) ∈ Posspini (X)Γ. Then we have the map
ρ : Posspini (X)
Γ → Ki(C∗L,0(X)Γ), (M, f, g) 7→ f∗[ρ(DM , g)].
The well-definedness of the map ρ follows immediately from Theorem 4.1 above.
Moreover, suppose we have (M, f, h) ∈ Rspini (X)Γ. By the discussion in Section 3
and the relative higher index theorem (cf.[10],[35]), we have the following well-defined
homomorphism
Ind : Rspini (X)
Γ → Ki(C∗(X)Γ), (M, f, g) 7→ f∗[Ind(DM)].
Recall that Ind(DM) is the index class of DM∞ in Ki(C
∗(M)Γ), where DM∞ is the
Dirac operator on M∞ = M ∪∂M (R≥0 × ∂M) (cf. Claim 3.2).
Theorem 5.5. For all n ∈ N, the following diagram commutes
Ωspinn+1(X)
Γ
IndL

// Rspinn+1(X)
Γ //
Ind

Posspinn (X)
Γ //
ρ

Ωspinn (X)
Γ
IndL

Kn+1(C
∗
L(X)
Γ) // Kn+1(C
∗(X)Γ) ∂ //Kn(C
∗
L,0(X)
Γ) // Kn(C
∗
L(X)
Γ)
Proof. The commutativities of the first square and the third square follow immediately
from the definition.
Let (M, f, h) ∈ Rspini (X)Γ. Then by Theorem 4.1, we have
∂(Ind(DM)) = ρ(D∂M , h).
This shows the commutativity of the second square.
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Remark 5.6. As we shall see in Section 6, we have a natural isomorphism between the
following two long exact sequences
Kn+1(D
∗(X)Γ) //
∼=

Kn+1(D
∗(X)Γ/C∗(X)Γ) //
∼=

Kn(C
∗(X)Γ) //
∼=

Kn(D
∗(X)Γ)
∼=

Kn(C
∗
L,0(X)
Γ) // Kn(C
∗
L(X)
Γ) // Kn(C
∗(X)Γ) // Kn−1(C
∗
L,0(X)
Γ)
Now if in addition the action of Γ on X is free, then we have Ωspinn (X)
Γ = Ωspinn (X/Γ),
Posspinn (X)
Γ = Posspinn (X/Γ), and R
spin
n (X)
Γ = Rspinn (X/Γ). Therefore we see that in
this case Theorem 5.5 above recovers [27, Theorem 1.31] of Piazza and Schick. We
emphasize that our proof works equally well for both the even and the odd cases. In
particular, Theorem 5.5 holds for all n.
Remark 5.7. We also have the maximal version of Theorem 5.5, by replacing all the
C∗-algebras by their maximal versions.
6 Roe algebras and localization algebras
In this section, we show the natural isomorphism between the long exact sequence of
localization algebras (in Theorem 5.5) and the long exact sequence of Higson and Roe.
In particular, the explicit construction naturally identifies our definition of the higher
rho invariant (see Section 2.3.2 above) with the higher rho invariant of Higson and Roe
[18, Definition 7.1].
Let X be a finite dimensional simplicial complex equipped with a proper and co-
compact isometric action of a discrete group Γ. Consider the following short exact
sequences:
0→ C∗(X)Γ → D∗(X)Γ → D∗(X)Γ/C∗(X)Γ → 0,
and
0→ C∗L,0(X)Γ → C∗L(X)Γ → C∗(X)Γ → 0.
We claim that there are natural homomorphisms
βi : Ki(D
∗(X)Γ/C∗(X)Γ)→ Ki−1(C∗L(X)Γ).
Odd case. That is, i is an odd integer. Suppose u is an invertible element in
D∗(X)Γ/C∗(X)Γ with its inverse v. Let U, V ∈ D∗(X)Γ be certain (not necessarily
invertible) lifts of u and v. Without loss of generality8, we assume that U and V have
finite propagations.
Recall that for each n ∈ N, there exists a Γ-invariant locally finite open cover {Yn,j}
of X such that diameter(Yn,j) < 1/n for all j. Let {φn,j} be a Γ-invariant smooth
partition of unity subordinate to {Yn,j}. If we write
U(t) =
∑
j
(
(1− (t− n))φ1/2n,jUφ1/2n,j + (t− n)φ1/2n+1,jUφ1/2n+1,j
)
8by choosing approximations of U and V , hence approximations of u and v, if necessary
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for t ∈ [n, n+1]. Notice that [U, φ1/2n,j ] ∈ C∗(X)Γ . It follows immediately that the path
U(t), 0 ≤ t <∞, defines a class in K1(D∗L(X)Γ/C∗L(X)Γ). Then the map β1 is defined
by
β1([u]) = ∂1[U(t)] ∈ K0(C∗L(X)Γ),
where ∂1 : K1(D
∗
L(X)
Γ/C∗L(X)
Γ) → K0(C∗L(X))Γ is the canonical boundary map (cf.
Section 2.1) in the six-term K-theory exact sequence induced by
0→ C∗L(X)Γ → D∗L(X)Γ → D∗L(X)Γ/C∗L(X)Γ → 0.
It is not difficult to verify that β1 is well-defined.
Even case. The even case is parallel to the odd case above. Suppose q is an
idempotent in D∗(X)Γ/C∗(X)Γ. If Q is a lift of q, then we define
Q(t) =
∑
i
(
(1− (t− n))φ1/2n,jQφ1/2n,j + (t− n)φ1/2n+1,jQφ1/2n+1,j
)
for t ∈ [n, n+ 1] with the same φn,j as above. Now the map β0 is defined by
β0([q]) = ∂0[Q(t)] ∈ K0(C∗L(X)Γ),
where ∂0 : K0(D
∗
L(X)
Γ/C∗L(X)
Γ)→ K1(C∗L(X))Γ is the canonical boundary map in the
six-term K-theory exact sequence induced by
0→ C∗L(X)Γ → D∗L(X)Γ → D∗L(X)Γ/C∗L(X)Γ → 0.
Now we turn to the maps
αi : Ki(D
∗(X)Γ)→ Ki−1(C∗L,0(X)Γ).
Suppose u (resp. q) is an invertible element (resp. idempotent) in D∗(X)Γ. In this
case, we can simply choose U = u (resp. Q = q). Let U(t) (resp. Q(t)) be as above.
Now we apply the construction of the index map ∂1 (resp. ∂0) in Section 2.1 to U(t)
(resp. Q(t)). One immediately sees that the resulting element is an idempotent (resp.
invertible element) in
(C∗L,0(X)
Γ)+.
We define α1(u) (resp. α0(q)) to be this element inK0(C
∗
L,0(X)
Γ) (resp. K1(C
∗
L,0(X)
Γ)).
Again it is not difficult to see that αi is well-defined.
Proposition 6.1. The homomorphisms
αi : Ki(D
∗(X)Γ)→ Ki−1(C∗L,0(X)Γ)
and
βi : Ki(D
∗(X)Γ/C∗(X)Γ)→ Ki−1(C∗L(X)Γ)
are isomorphisms. Moreover, αi and βi are natural in the sense that the following
diagram commutes.
Ki+1(D
∗(X)Γ) //
αi+1

Ki+1(D
∗(X)Γ/C∗(X)Γ) //
βi+1

Ki(C
∗(X)Γ) //
=

Ki(D
∗(X)Γ)
αi

Ki(C
∗
L,0(X)
Γ) // Ki(C
∗
L(X)
Γ) // Ki(C
∗(X)Γ) // Ki−1(C
∗
L,0(X)
Γ)
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Proof. The commutativity of the diagram follows by the definitions of the maps αi and
βi. So we are only left to prove that αi and βi are isomorphisms.
We first prove that βi is an isomorphism. Notice that we have Mayer-Vietoris
sequences for K-theory of both D∗(X)Γ/C∗(X)Γ and C∗L(X)
Γ (cf. [30, Chapter 5] and
[36]). It is trivial to verify that βi is an isomorphism when X is 0-dimensional (i.e.
consisting of discrete points). By using Mayer-Vietoris sequence and the five lemma,
the general case follows from induction on the dimension of X .
Now it follows from the five lemma that αi is an isomorphism. This finishes the
proof.
Remark 6.2. In fact both Ki+1(D
∗(X)Γ/C∗(X)Γ) and Ki(C
∗
L(X)
Γ) are naturally iden-
tified with the K-homology group KΓi (X) (cf. [30, Chapter 5] and [36]). The map βi
equates these two natural identifications.
Remark 6.3. By following the construction of the isomorphism αi, one immediately sees
that our definition of the higher rho invariant (see Section 2.3.2 above) is equivalent
to that of Higson and Roe [18, Definition 7.1].
Remark 6.4. We also have the maximal version of Proposition 6.1, by replacing all the
C∗-algebras by their maximal versions.
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