We lay the foundation for ontological mediation as a method for resolving communication difficulties resulting from different ontologies. The notion of hierarchical relations enables a theory of orientadon or direction of ontoiogies to be presented. We describe an ontologcial mediator as being able to think about (or conceptualize) concepts from ontologies and find equivalences between them. Algorithms for finding the meanings of unfamiliar words by asking questions are introduced and evaluated experimentally.
1 Introduction Clearly, in order for communication between computational agents to be truly successful, each agent must be able to understand what the other says. Presently, this involves deciding ahead of time on the following: I. a syntax and semantics for the language in which they communicate (a popular one is KIF (Genesereth, 1995) ). and II. an ontology, or domain conceptualization that sets forth the terminology they may use, along with relations that hold between the concepts that these terms denote.
One way to make sure that both of these things happen is to develop a single ontology with a single set of terms for each domain, and require that all communicating parties use only that ontology in their dialogue. We call this the single ontology proposal.
However. the reality is that various agents can and often do use different terms to denote elements in a common domain, and this presents a pervasive problem: Words that are not in one agent's ontology will be completely unintelligible when presented by another agent, even if they have agreed on a common language of communication (an interlingua) ahead of time, and even if their ontologies are similar, even significantly overlapping.
This problem often occurs because the agents' ontologies are designed for different purposes. We should reject the single ontology proposal because it is impossible to implement: even the designers of the ontologies themselves cannot agree on terminology. Worse yet, they
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often cannot agree on a taxonomization of the domain into represented concepts. For example, notice the differences between upper levels of the CYC (Lenat and Guha, 1990; Lenat, 199S) , and Penman (Bateman et al., 1990) ontologies shown in figure 1. Moreover, useful knowledge resources designed before a standard ontology is adopted will not be able to participate in information interchange without the assistance of some sort of translator or mediator to facilitate dialogue with other agents. Since these tools are expensive to develop and maintain, this effectively eliminates legacy systems as competitive knowledge resources at large.
Also, without unacceptable forced compliance to the standard ontologies, anyone can create new and potentially useful knowledge agents with which communication is impossible even if they do use some conventional language and communication protocols.
Instead we advocate an approach where agent designers are free to use whatever ontology makes sense for them. and when problems of terminology arise, they are I  I  I  I  I  I  i  I  I  I  I solved by an ontologkal mediator.
Vocabulary
Let's suppose that agent A and agent B want to communicate about some domain. They have decided on an interlingua, a common communication language, and each has adopted an ontology, or domain conceptualization. This means that they have an established vocabulary from which neither may stray.
But how crucial is it that both agents have exactly the same vocabulary? People don't have exactly the same vocabulary, yet we communicate very well most of the time. When misunderstandings occur, they are often easily cleared up. Legacy systems and most current knowledge resources are incapable of clearing up miscommunications because they lack the intelligence to do so. Work toward giving information agents this capability is progressing, but in the interim, machines can't communicate.
Mediation
One promising approach to this problem is to build specialized agents which facilitate communication between communicants who have adopted different ontologies, or even no formal ontology at all. Indeed, given that agents have adopted an interlingua and communication protocol, they can try to communicate. The mediator then tries to repair miscommunications as they occur.
We are concerned not with the process of detecting misunderstandings, but rather with ways to resolve communication problems. We focus on the problem of agents having different vocabularies. In that context, it is possible for a speaker (S) to use a word (W) unfamiliar to a listener (L).
Mediator
We have designed an ontological mediator, an agent capable of reasoning about the ontoiogies of two communi-"cating agents, or communicants, learning about what W means for S, and looking for an ontological translation (W') that means for L, the same thing in the domain that W means for S.
Fundamentals
Before proceeding with a discussion of algorithms for ontological mediation, we first set forth some assumptions and definitions, and make some clarifying remarks.
3.1 Common words mean the same thing.
We make the following simplifying assumption:
Rule 1 If two agents are communicating about the same domain, then if both of them know some word, then it means the same thing to both of them.
The rationale for this assumption is that when agents are communicating, each implicitly assumes that a word used by the other means the same thing as it does to it.
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People don't go around wondering whether each word they hear really means what they think it does, and their communication with other people is usually free of error. Of course, this assumption can lead to problems when common words really don't mean the same thing. Then it becomes the agents' duty to detect miscommunicadon. Work is being done in this area (see, for example (McRoy, 1996) ) but this is not the focus of our current research. We are more concerned with using mediation techniques to find correspondences between concepts in ontologies. This presupposes detection, since the agents have called a mediator to help them.
3.20ntologies
The word "ontology" is used by many researchers to mean a variety of similar but distinct things. Without making a strong or precise statement as to what ontologies should be necessarily, we present some issues with respect to ontologies that our research addresses.
Words vs. Concepts
Contrary to many ontology designers, who do not seem to distinguish between word (or symbol) and concept, we take an ontology to be an organization of an agent's concepts by some set of ontological relations. A concept is a particular agent's conceptualization of an element of the domain of discourse, and each concept can be denoted by one or more words. This way, words can be shared between agents, but concepts cannot. Naturally, we require a mapping between words and concepts to support reasoning about agents" concepts. For a given agent, we currently assume a 1-1, onto mapping between concepts and words. Presently. we do not have algorithms that give a proper treatment of polysemy or synonomy of words for ontological mediation.
Concepts
If an ontological mediator is to find words in one ontology that have the same meaning as words in another ontology, the mediator must be thinking about the concepts in those ontologies. The notion of a "concept" is very slippery, and frequently means different things to different people. Therefore, for the purpose of describing these algorithms and their underlying theory, we make the following definitions. Note one important implication of the distinction: The "'domain" of thought for an ontological mediator is not the same as the communicants' domain. Rather, the OM's domain is that of concepts in the communicants' ontologies. While the communicants are "thinking about" elements of their own domain, the OM is thinking about those concepts invoked by the communicant's thinking. Thus, whenever agent A uses a word W, it expresses some concept C, which in turn represents some domain entity O forA. Therefore, the first time OM hears A use W, OM builds in its own mind an ore-concept C to represent that concept. Hence [[C'~oM = C, and of course ClIA = O.
Ontological Relations
An ontological relation is simply any relation commonly used in the organization of ontoiogies. Whether a relation is truly ontological is a matter of opinion, but for example, some kind ofsubclass/superclass relation pair is almost always used to form a taxonomic hierarchy.
3.3.1 Hierarchical generalizer,s, and specializers A hierarchical ontological relation is any ontological relation that organizes concepts into a hierarchy, taxonomy, or similar structure. Hierarchical relations are related to but distinct from transitive relations. For example, the transitive relation ancestor is related to the hierarchical relation parent.
The hierarchical ontological relations are important for ontological mediation because they form the hierarchies organizing the concepts in the ontology. When a relation is hierarchical, we can think of it as having an direction or orientation, either as a generalizer, relating a concept to concepts above it (e.g., its "superconcepts"), and moving "up" the hierarchy, or as a specializer, relating a concept to concepts below it (its "subconcepts"), and moving "'down". For example, directSuperClass is a hierarchical generalizer, while directSubClass is a hierarchical specializer.
The "up" and "down" directions are merely conventions, of course, in that they relate to the way we tend to draw pictures of hierarchies as trees. We start at some root concept or concepts and fan out via some hierarchical specializer. How do we know that directSubClass is the specializer (down direction) and that dircctSuper. Class is the generalizer (up direction)? We expect fanout with specializers, that is, specializers tend to relate several subconcepts to a single superconcepts. If R is a hierarchical relation, then R ~ is its converse.
i.e.. R(CI ,Cz) -R*(C2,Ct ). It follows naturally that ifR is a generalizer, then R ~ is a specializer, and vice versa. We say that a concept P is a "parent" (with respect to R)
ofanotherconcept CifR(C, P) for some hierarchical generalizer R. Likewise, we say that a concept C is a "'child" 104 of P if R(P, C) for some hierarchical specializer R. 
Relation notation

Tangled Hierarchies
For many ontologies, the taxonomic hierarchy is structured as a tree (or as a forest), where any given concept can have at most one superconcept. Other ontologies can be tangled hierarchies with multiple inheritance. The techniques of ontological mediation presented here do allow for mediation with tangled hierarchies.
Algorithms
In this section, we discuss various algorithms for ontological mediation. We define word(C,A) to be the word that agent A uses to express concept C, and concept (W,A) to be the ore-concept representing the concept that W expresses forA, if one exists, undefined otherwise. Also, let
knows(A, W) be true if and only if concept(W,A) is de-
fined, false otherwise. We define the following operations:
• Ontology(A) : return the set of ore-concepts that OM currently uses to represent concepts in A's ontology.
• Agent(C) : returns a representation of the agent that C is an ore-concept for. This representation is used to direct questions to the agent.
The following algorithm exists in support of ontological mediation algorithms by asking questions of the communicants as needed to establish OM's knowledge of ontological relationships. Evaluate takes a relation R. and an ore-concept C. and returns a set of om-concepts such that Agent(C) believes R(~C~Age,~(c), ~C~A~,~(c~ ) for each om-concept C' in the set. Results are cached so that multiple calls to evaluate the same question do not result in multiple queries issued.
Algorithm EvaluaCe(R,C): sec of om-concept i.
let A~AEen~(C ) 2.
Build a query Q in A's interlingua to ask ''What bears relacion R to word(C,Agent(C))?'' 3.
Issue Q to Agent(C}. The response co the query will be a set of words S. 4. let Answer~{} 5.
for V6 S do 6.
assert R(C,concep~(V,A)) 7.
lee 
Recursive over one relation (MedTax)
The first algorithm explores an ontology along one hierarchical relation, given by parameterR. It is called MedTax because an obvious choice for R is either SubClass or SuperClass, which will result in exploration of the taxonomic hierarchies of the ontologies.
Algorithm MedTax (W,S,L,R): set of om-concept I. Zet 2.
for P E EvaluaTe(R, concept(W,S) do 3.
if knows(i, word(P,S)) then
let Q (--(] + concep~(word(P,S), L)
5. else 6.
let O +-QU MedTax(word(P,S),S,L,R) 7.
end if 8. end for 9 I0. for P E Q do Zl.
for C E EvaluaTe(Rl, P) do 12.
if not knows(S,word(C,L) then 13.
F+-F+C 14.
end if 15.
end for 16. end for 17. return F
Multiple relations(MedOnt)
We can extend this algorithm to handle multiple hierarchical ontological relations, such as ParCWhole. Now, each hierarchical ontological relation forms its own hierarch), in which the unknown word is situated in the listener's ontology.
Again, we find the translation of a word used by S but unknown to L by starting at the unknown word in the speaker's ontology, then crawling up (or down) the hierarchies of the speaker to points where ontological translations of the word at those points has been made already, (or is easy to make immediately because the listener knows the word) then crawl back down (or up) the listener's hierarchies.
set of om-concepc l.lec C ~ {} 105 2 for each relation 3.R 6 HierarchicalRelaTions do 4. let G+-GUMedTax(W,S,L,R) 5.end for 6.return G Note that MedOnt is a union-tbrming algorithm, rather than an intersection-forming one. That is, it returns ore-concepts that are found by exploring via one or more hierarchical relations, rather than restricted to having been found through every relation. It returns a set of candidates for ontological translation, and does not calculate which is the best one.
Choosing the best candidate (MedCount)
This algorithm, unlike the previous algorithms, returns a pair: (1) the single ore-concept representing the listener's concept which the mediator believes to be equivalent to the speaker's concept expressed by an unknown word W, and (2) a measure of the mediator's confidence in this ontological translation.
We introduce the notation A =r B to mean that concept A is known by OM to be equivalent to concept B with confidence measure Y. 
Experiments with WordNet
The WordNet (Miller et al., 1993; Miller. 1995) 
Variables
Since WordNet is such a large ontology, we controlled two independent binary variables in the experiment, Synonyms, and AllowAllSenses. These are explained below.
Synonyms
One approach to WordNet is to consider each synset as a separate mental concept in the mind of the agent who uses WordNet as its ontology. When the agent expresses that concept, he uses one or more of the words in the synseL If so the agent supports synonomy. However, deciding which synonym to use is difficult to say the least, and may be a reason why many if not most ontologies don't support synonomy.
$.1.2 AHowAESenses
The agent playing the role of WordNet receives queries from the ontological mediator, then in turn makes an appropriate access to its WordNet component. Each query returns a sequence of zero or more groups of output, one for each relevant synset the word was in. If AIIowAllSenses was not set, the agent only reported the information from the first block, ignoring the others. Conversely, if AllowAilSenses was set, then the agent reported information from all synsets.
Experiment
We devised two agents, appropriately named "AMERI-CAW" and "BRITISH" because they were constructed to use the corresponding dialect of the English language. Both agents use the WordNet ontology, but are restricted from using words strictly from the other's dialect (they pretend not to know them}. The dialect restrictions come from the Cambridge Encyclopedia of the English Language, (Crystal, 1995, p. 309 ). Naturally we only used word pairs where both words exist in WordNet in the same synset. We chose 57 word pairs where both words were present in WordNet and members of the same snyset, for example, ( lift, elevator), (patience, solitaire), (holiday, vacation), (draughts, checkers).
We then tested the MedCount algorithm mediating from an American speaker to a British listener, and then vice versa from a British speaker to an American listener. There were four Hierarchical relations used: SubClass, Superclass, PartOf, and HasPart.
When the mediator returns the correct word from the word pair, that is called a success. When the mediator returns some other word, that is called an error, and when the mediator can not find any word for an ontological translation that is called a miss. (Success~57 x 100%) , the average certainty over all successes (Cer). and average CPU time. when the speaker is "'BRITISH" and the listener is "AMERICAN." Table 2 gives the same data for when the speaker is "'AMERICAN" and the listener is "BRITISH". While WordNet isn't really polysemous in its underlying data structure since synsets provide a crisp distinction internally, any agent--human or machine--that uses the ordinary external interface to WordNet makes queries using single words that may have multiple senses (meanings) in WordNet, and thereby may uncover data on more than just one concept.
[t stands to reason that an agent would perform ontological mediation more correctly if that agent were sophisticated enough to understand that WordNet's resposes (or the responses of any source that recognizes terms as synonymous) may include multiple distinct synsets, that each synset contains multiple synonymous terms, and that these should be organized as one concept, not many. While this sophistication is the subject of ongoing research, presently the Ontolgical Mediator deals with single terms only. and cannot distinguish among ontology data for multiple word senses. Thus errors occur when there are too many translation candidates and the wrong one is picked.
Discussion and Future Work
The Ontological Mediator asks appropriate questions of a speaker and listener to find words in the listener's ontology it believes mean the same as words in the speaker's. We have demonstrated that ontological mediation is a promising technique for assisting other agents with communication. After successfully testing algorithms on
