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On the entropy minimization problem in Statistical Mechanics
Constantin Za˘linescu
∗
Abstract
In the works on Statistical Mechanics and Statistical Physics, when deriving the dis-
tribution of particles of ideal gases, one uses the method of Lagrange multipliers in a
formal way. In this paper we treat rigorously this problem for Bose–Einstein, Fermi–
Dirac and Maxwell–Boltzmann entropies and present a complete study in the case of the
Maxwell–Boltzmann entropy. Our approach is based on recent results on series of convex
functions.
Keywords: entropy minimization, conjugate function, series of convex functions, value
function, statistical mechanics
AMS Subject Classifications: 49N15, 82D05, 90C25
1 Introduction
In Statistical Mechanics and Statistical Physics, when studying the distribution of the parti-
cles of an ideal gas, one considers the problem of maximizing
∑
i
[
ni ln
(
gi
ni
− a
)
−
gi
a
ln
(
1− a
ni
gi
)]
(1.1)
with the constraints
∑
i ni = N and
∑
i niεi = E, where, as mentioned in [5, pp. 141–144], εi
denote the average energy of a level, gi the (arbitrary) number of levels in the ith cell, and, in
a particular situation, ni is the number of particles in the ith cell. Moreover, a = −1 for the
Bose–Einstein case, +1 for the Fermi–Dirac case, and 0 for the (classical) Maxwell–Boltzmann
case. Even if nothing is said explicitly about the set I of the indices i, from several examples
in the literature, I is a countable set; the example
ε(nx, ny, nz) =
h2
8mL2
(n2x + n
2
y + n
2
z); nx, ny, nz = 1, 2, 3, . . .
is considered in [5, p. 10].
Relation (1.1) suggests the consideration of the following functions defined on R with val-
ues in R, called, respectively, Bose–Einstein, Fermi–Dirac and Maxwell–Boltzmann, entropies:
EBE(u) :=
{
u lnu− (1 + u) ln(1 + u) if u ∈ R+,
∞ if u ∈ R∗−,
(1.2)
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EFD(u) :=
{
u lnu+ (1− u) ln(1− u) if u ∈ [0, 1],
∞ if u ∈ R \ [0, 1],
(1.3)
EMB(u) :=
{
u(lnu− 1) if u ∈ R+,
∞ if u ∈ R∗−,
(1.4)
where 0 ln 0 := 0 and R+ := [0,∞[, R
∗
+ := ]0,∞[, R− := −R+, R
∗
− := −R
∗
+. We have that
E′BE(u) = ln
u
1 + u
∀u ∈ R∗+, E
′
FD(u) = ln
u
1− u
∀u ∈ ]0, 1[, E′MB(u) = lnu ∀u ∈ R
∗
+.
Observe that EBE , EMB, EFD are convex (even strictly convex on their domains), derivable
on the interiors of their domains with increasing derivatives, and EBE ≤ EMB ≤ EFD on R.
The (convex) conjugates of these functions are
E∗MB(t) = e
t ∀t ∈ R, E∗FD(t) = ln(1 + e
t) ∀t ∈ R, E∗BE(t) =
{
− ln(1− et) if t ∈ R∗−,
∞ if t ∈ R+.
Moreover, for W ∈ {EBE , EMB , EFD} we have that ∂W (u) = {W
′(u)} for u ∈ int(domW )
and ∂W (u) = ∅ elsewhere; furthermore,
(W ∗)′(t) =
et
1 + aW et
∀t ∈ domW ∗, (1.5)
where (as above)
aW :=


−1 if W = EBE ,
0 if W = EMB,
1 if W = EFD.
(1.6)
The maximization of (1.1) subject to the constraints
∑
i ni = N and
∑
i niεi = E is
equivalent to the minimization problem
minimize
∑
i giW (
ni
gi
) s.t.
∑
i ni = N,
∑
i niεi = E,
where W is one of the functions EBE , EFD, EMB defined in (1.2), (1.3), (1.4), and gi ≥ 1.
In many books treating this subject (see [4, pp. 119, 120], [3, pp. 15, 16], [5, p. 144], [1,
p. 39]) the above problem is solved using the Lagrange multipliers method in a formal way.
Our aim is to treat rigorously the minimization of Maxwell–Boltzmann, Bose–Einstein
and Fermi–Dirac entropies with the constraints
∑
i∈I ui = u,
∑
i∈I σiui = v in the case in
which I is a countable set. Unfortunately, we succeed to do a complete study only for the
Maxwell–Boltzmann entropy. For a short description of the results see Conclusions.
Our approach is based on the results of X. Y. Zheng [9] on the subdifferential of a countable
sum of convex functions and on our recent results in [7]1 for the conjugate of such a function.
We shall use standard notations and results from convex analysis (see e.g. [6], [8]).
2 Properties of the marginal functions associated to the en-
tropy minimization problems of Statistical Mechanics
Throughout the paper we consider the sequences (pn)n≥1 ⊂ [1,∞[ and (σn)n≥1 ⊂ R, and set
S(u, v) := S(σn)(u, v) :=
{
(un)n≥1 ⊂ R+ | u =
∑
n≥1
un, v =
∑
n≥1
σnun
}
(2.1)
1See the preprint arXiv:1506.01216v1.
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for each (u, v) ∈ R2. It is clear that S(u, v) = S(tu, tv) for all (u, v) ∈ R2 and t ∈ R∗+,
S(u, v) = ∅ if either u < 0 or u = 0 6= v, and S(0, 0) = {(0)n≥1}. We also set
ρn :=
∑n
k=1
pk (2.2)
η1n := min
{
σk | k ∈ 1, n
}
, η2n := max
{
σk | k ∈ 1, n
}
, (2.3)
η1 := inf {σk | n ≥ 1} ∈ [−∞,∞[, η2 := sup {σk | n ≥ 1} ∈ ]−∞,∞]; (2.4)
of course, limn→∞ ρn =∞ (because pk ≥ 1 for n ≥ 1).
The entropy minimization problem (EMP for short) of Statistical Mechanics and Statis-
tical Physics associated to W ∈ {EBE , EMB , EFD} and (u, v) ∈ R
2 is
(EMP )u,v minimize
∑
n≥1 pnW (
un
pn
) s.t. (un)n≥1 ∈ S(u, v),
where
∑
n≥1 βn := limn→∞
∑n
k=1 βk when this limit exists in R and
∑
n≥1 βn :=∞ otherwise.
With the preceding convention, it is easy to see that αn ≤ βn for n ≥ 1 imply that
∑
n≥1 αn ≤∑
n≥1 βn.
Remark 2.1 Note that for (un)n≥1 ∈ S(u, v) one has that limn→∞
∑n
k=1 pkW (
uk
pk
) exists in:
[−∞, 0] whenW = EBE, in [−∞, 0]∪{∞} whenW = EFD, and in [−∞,∞[ whenW = EMB .
The value (marginal) function associated to problems (EMP )u,v is
HW : R
2 → R, HW (u, v) := inf
{∑
n≥1
pnW
(
un
pn
)
| (un)n≥1 ∈ S(u, v)
}
, (2.5)
with the usual convention inf ∅ :=∞. We shall write H
(pn)
(σn),W
instead of HW when we want to
emphasize the sequences (pn)n≥1 and (σn)n≥1; moreover, we shall write simply HBE, HMB,
HFD when W is EBE , EMB, or EFD, respectively. Therefore,
domHW = domH
(pn)
(σn),W
⊂ domS = domS(σn) :=
{
(u, v) ∈ R2 | S(σn)(u, v) 6= ∅
}
;
hence HW (u, v) = ∞ if either u < 0 or u = 0 6= v, and HW (0, 0) = 0. Taking into account
that EBE ≤ EMB ≤ EFD, and using Remark 2.1, we get
HBE ≤ HMB ≤ HFD, (2.6)
domHFD ⊂ domHMB = domHBE = domS. (2.7)
The results in the next two lemmas are surely known. For their proofs one uses the
Lagrange multipliers method.
Lemma 2.2 Let n ≥ 2 be fixed. Then for W ∈ {EBE , EMB, EFD} we have
inf
{ n∑
k=1
pkW
(
uk
pk
)
| (uk)k∈1,n ⊂ R+,
n∑
k=1
uk = u
}
= ρn ·W (u/ρn) ∀u ∈ R+, (2.8)
the infimum being attained for uk := upk/ρn (k ∈ 1, n), where ρn is defined in (2.2).
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Proof. Consider
W˜n : R
n → R, W˜n(u1, . . . , un) :=
∑n
k=1
pkW
(
uk
pk
)
. (2.9)
Then dom W˜n = R
n
+ for W ∈ {EMB , EBE} and dom W˜n =
∏n
k=1[0, pk] for W = EFD.
Of course, W˜n is convex, lower semicontinuous (lsc for short), continuous on int(dom W˜n),
and strictly convex on dom W˜n. Let S
′
n(u) :=
{
(u1, . . . un) ∈ R
n
+ |
∑n
k=1 uk = u
}
. Since
S′n(0) = {(0)k∈1,n}, the conclusion is obvious for u = 0.
Consider first W ∈ {EMB , EBE}, and take u ∈ R
∗
+. Then uρ
−1
n (p1, . . . , pn) ∈ S
′
n(u) ∩
int(dom W˜n). Since S
′
n(u) is a compact set and W˜n is lsc, there exists a unique (u1, . . . , un) ∈
S′n(u) minimizing W˜n on S
′
n(u). Using (for example) [8, Th. 2.9.6], there exists α ∈ R such
that α(1, . . . , 1) ∈ ∂W˜n(u1, . . . , un) = ∂W
(
u1
p1
)
× . . . × ∂W
(
un
pn
)
. Since ∂W (0) = ∅, it follows
that uk/pk > 0 for k ∈ 1, n. Hence ∂W
(
uk
pk
)
=
{
W ′
(
uk
pk
)}
for k ∈ 1, n, whence uk
pk
=: η. Thus,
u =
∑n
k=1 uk = ηρn, that is η = u/ρn, and so uk = upk/ρn for k ∈ 1, n. It follows that the
infimum in (2.8) is ρn ·W (u/ρn).
Consider now W = EFD. For u = ρn we have that S
′
n(ρn) = {p}, where p := (p1, . . . , pn),
and S′n(u) = ∅ for u > ρn; hence, the conclusion is trivial for u ≥ ρn.
Let u ∈ ]0, ρn[. Then uρ
−1
n p ∈ S
′
n(u) ∩ int(dom W˜n). The rest of the proof is the same as
that of the preceding case. The proof is complete. 
For (u, v) ∈ R2 and n ≥ 1 let us set
S′′n(u, v) :=
{
(u1, . . . un) ∈ R
n
+ |
∑n
k=1
uk = u,
∑n
k=1
ukσk = v
}
,
and
domS′′n :=
{
(u, v) ∈ R2 | S′′n(u, v) 6= ∅
}
= Tn(R
n
+),
where
Tn : R
n → R2, Tn(u1, . . . , un) :=
∑n
k=1
uk(1, σk). (2.10)
It follows that
domS′′n =
∑n
k=1
R+ · (1, σk) = R+(1, η
1
n) + R+(1, η
2
n)
=
{
(u, v) ∈ R+ × R | η
1
nu ≤ v ≤ η
2
nu
}
, (2.11)
where η1n, η
2
n are defined in (2.3). Hence ri(domS
′′
n) = R
∗
+(1, η
1
n) when η
1
n = η
2
n; if η
1
n < η
2
n
then Tn is surjective, and so
int(domS′′n) = int
(
Tn(R
n
+)
)
= Tn
(
intRn+
)
= R∗+(1, η
1
n) +R
∗
+(1, η
2
n)
=
{
(u, v) ∈ R∗+ × R | η
1
nu < v < η
2
nu
}
. (2.12)
Observe that S′′n(u, v) = R
n
+ ∩ T
−1
n ({(u, v)}) and S
′′
n(u, v) is convex and compact for each
(u, v) ∈ domS′′n.
In the next result we characterize the solutions of the minimization problem
(EMP )nu,v minimize W˜n(u1, . . . , un) s.t. (uk)k∈1,n ∈ S
′′
n(u, v),
where W˜n is defined in (2.9).
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Lemma 2.3 Let n ≥ 2 be fixed, and W ∈ {EBE, EMB}. Assume that η
1
n < η
2
n [see (2.3)]
and take (u, v) ∈ R+ × R such that η
1
nu ≤ v ≤ η
2
nv. Then (EMP )
n
u,v has a unique solution
(u1, . . . , un). Moreover, the following assertions are true:
(i) If u = 0 then uk = 0 for every k ∈ 1, n.
(ii) If η1nu < v < η
2
nu then uk > 0 for every k ∈ 1, n. Moreover, there exist (and they are
unique) α, β ∈ R such that W ′(uk/pk) = α+ βσk for every k ∈ 1, n.
(iii) If u ∈ R∗+ and v = η
i
nu for some i ∈ {1, 2}, then Σi := {k ∈ 1, n | σk = η
i
n} 6= ∅ and
uk = upk/
∑
l∈Σi
pl for k ∈ Σi, uk = 0 for k ∈ 1, n \ Σi.
Proof. Since S′′n(u, v) (⊂ dom W˜n = R
n
+) is a nonempty [see (2.11)] compact set and W˜n
is lsc and strictly convex on dom W˜n, (EMP )
n
u,v has a unique solution (u1, . . . , un).
(i) The assertion is obvious.
(ii) By (2.12) we have that (u, v) ∈ int(domS′′n) = Tn
(
int(dom W˜n)
)
. Using again [8, Th.
2.9.6], there exist α, β ∈ R such that
α(1, . . . , 1) + β(σ1, . . . , σn) ∈ ∂W˜n(u1, . . . , un) = ∂W
(
u1/p1
)
× . . . × ∂W
(
un/pn
)
.
It follows that uk/pk > 0, and so α+ βσk =W
′
(
uk
pk
)
for k ∈ 1, n. Since η1n 6= η
2
n, α and β are
unique.
(iii) Consider the case v = η1nu with u ∈ R
∗
+ (the case i = 2 being similar). Take
(u1, . . . , un) ∈ S
′′
n(u, v). Then
∑n
k=1 uk(σk − η
1
n) = 0, whence uk(σk − η
1
n) = 0 for every
k ∈ 1, n. It follows that uk = 0 for k ∈ 1, n \Σ1. Therefore, problem (EMP )
n
u,v is equivalent
to minimizing
∑
k∈Σ1
pkW
(
uk
pk
)
with the constraint
∑
k∈Σ1
uk = u. Using Lemma 2.2, the
unique solution of this problem is (uk)k∈Σ1 with uk = upk/
∑
l∈Σ1
pl. 
The argument for the proof of the next result is very similar to that in the proof of the
preceding one, so we omit it.
Lemma 2.4 Let n ≥ 2 be fixed and W = EFD. Assume that (u, v) ∈ R+ × R is such
that S′′n(u, v) ∩ dom W˜n 6= ∅. Then (EMP )
n
u,v has a unique solution (u1, . . . , un). Moreover,
if S′′n(u, v) ∩ int(dom W˜n) 6= ∅, then there exist (and they are unique) α, β ∈ R such that
W ′(uk/pk) = α+ βσk for every k ∈ 1, n; in particular, (u1, . . . , un) ∈ int(dom W˜n).
Note that α and β from Lemma 2.3 in case W = EMB can be obtained (quite easily)
using Lemma 2.5 (below); indeed, β = (ϕn)
−1(v/u) and α = ln
(
u/
∑n
k=1 pke
σkβ
)
.
Lemma 2.5 Let n ≥ 2 and suppose that η1n < η
2
n (see (2.4)). Consider the function
ϕn : R→ R, ϕn(t) :=
∑n
k=1 pkσke
σkt∑n
k=1 pke
σkt
. (2.13)
Then ϕn is increasing and limt→−∞ ϕn(t) = η
1
n, limt→∞ ϕn(t) = η
2
n. Therefore, ϕn(R) =
]η1n, η
2
n[.
Proof. We have that
ϕ′n(t) :=
∑n
k=1 pkσ
2
ke
σkt ·
∑n
k=1 pke
σkt −
(∑n
k=1 pkσke
σkt
)2
(
∑n
k=1 pke
σkt)2
∀t ∈ R.
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By Cauchy–Bunyakovsky inequality we have that( n∑
k=1
[
σk
(
pke
σkt
) 1
2
]
·
(
pke
σkt
) 1
2
)2
<
n∑
k=1
pkσ
2
ke
σkt ·
n∑
k=1
pke
σkt ∀t ∈ R
(the inequality being strict because η1n < η
2
n), and so ϕ
′
n(t) > 0 for every t ∈ R.
Set Σi := {k ∈ 1, n | σk = η
i
n} for i ∈ {1, 2}. Since limt→−∞ e
σt = 0 for σ ∈ R∗+, we obtain
that
lim
t→−∞
ϕn(t) = lim
t→−∞
∑n
k=1 pkσke
(σk−η
1
n)t∑n
k=1 pke
(σk−η1n)t
=
∑
k∈Σ1
pkσk∑
k∈Σ1
pk
= η1n.
Similarly, limt→∞ ϕn(t) = η
2
n. Because ϕn is increasing and continuous we obtain that
ϕn(R) = ]η
1
n, η
2
n[. 
In the next result we establish the convexity of HW and estimate its domain for W ∈
{EMB , EBE , EFD}.
Proposition 2.6 Let η1 and η2 be defined in (2.4). Set S := S(σn) and HW := H
(pn)
(σn),W
for
W ∈ {EBE , EMB , EFD}. The following assertions hold:
(i) The marginal function HW is convex; moreover, (2.6) and (2.7) hold.
(ii) Assume that η1 = η2. Then domHW = domS = R+·(1, σ1); in particular, ri(domHW ) =
R
∗
+(1, σ1) 6= ∅ = int(domHW ).
(iii) Assume that η1 < η2 and take n ≥ 2 such that {σk | k ∈ 1, n} is not a singleton.
Then for W ∈ {EBE , EMB} one has
C :=
⋃
n≥1
n∑
k=1
R+ · (1, σk) ⊂ domHW = domS ⊂ clC, (2.14)
int(domHW ) = int(domS) = intC =
⋃
n≥n
n∑
k=1
R
∗
+ · (1, σk) = R
∗
+ · ({1} × ]η1, η2[) . (2.15)
Moreover,
A :=
⋃
n≥1
n∑
k=1
[0, pk] · (1, σk) ⊂ domHFD ⊂ clA, (2.16)
int(domHFD) = intA =
⋃
n≥n
n∑
k=1
]0, pk[ · (1, σk). (2.17)
Proof. (i) Let (u, v), (u′, v′) ∈ domHW and λ ∈ ]0, 1[. Take µ, µ
′ ∈ R with HW (u, v) < µ,
HW (u
′, v′) < µ′; there exist (un)n≥1 ∈ S(u, v), (u
′
n)n≥1 ∈ S(u
′, v′) such that
∑
n≥1 pnW
(
un
pn
)
<
µ,
∑
n≥1 pnW
(u′n
pn
)
< µ′. Clearly, (λun + (1− λ)u
′
n)n≥1 ∈ S
(
λ(u, v) + (1 − λ)(u′, v′)
)
. Since
pnW
(λun+(1−λ)u′n
pn
)
≤ λpnW
(
un
pn
)
+(1−λ)pnW
(u′n
pn
)
, summing up term by term for n ≥ 1, we
get
HW
(
λ(u, v) + (1− λ)(u′, v′)
)
≤ λ
∑
n≥1
pnW
(un
pn
)
+ (1− λ)
∑
n≥1
pnW
(u′n
pn
)
< λµ+ (1− λ)µ′.
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Letting µ→ HW (u, v) and µ
′ → HW (u
′, v′) we getHW
(
λ(u, v)+(1−λ)(u′, v′)
)
≤ λHW (u, v)+
(1− λ)HW (u
′, v′). Hence HW is convex.
(ii) Assume that η1 = η2; hence σn = σ1 for n ≥ 1. Then domS = R+ · (1, σ1).
Taking into account (2.7), it is sufficient to show that domS ⊂ domHFD. Take u ∈ R+.
If u < p1, take u1 := u and uk := 0 for n ≥ 2. If u ≥ p1, there exists n ≥ 1 such that
ρn :=
∑n
k=1 pk ≤ u < ρn+1. Take uk = pk for k ∈ 1, n, un+1 := u − ρn < pn+1, uk := 0
for k ≥ n + 1. In both cases we have that u =
∑
k≥1 uk and
∑
k≥1 pkW (uk/pk) ≤ 0, and so
(u, uσ1) ∈ domHW . Hence domS = R+ · (1, σ1) ⊂ domHFD.
From the expression of domHW , the last assertion is obvious.
(iii) Assume that η1 < η2. The first three inclusions in (2.14) are obvious. For the last one,
take (u, v) ∈ domS; then there exists (un)n≥1 ∈ S(u, v). Since C ∋
∑n
k=1 uk(1, σk)→ (u, v),
we have that (u, v) ∈ clC.
Set Cn :=
∑n
k=1R+ · (1, σk). Clearly Cn ⊂ Cn+1 and C = ∪n≥1Cn; hence C is convex.
The first two equalities in (2.15) follow from (2.14) because C is convex. Take n ≥ n. Since
the linear operator Tn : R
n → R2 defined in (2.10) is surjective and Cn = Tn
(
R
n
+
)
, we have
that
intCn = Tn
(
intRn+
)
= Tn
(∏n
k=1
R
∗
+
)
=
∑n
k=1
R
∗
+ · (1, σk).
Since (Cn)n≥n is an increasing sequence of convex sets with nonempty interior and C =
∪n≥nCn, we obtain that intC = ∪n≥n intCn. Hence the third equality in (2.15) holds.
Take now (u, v) ∈
∑n
k=1R
∗
+ · (1, σk) for some n ≥ n. Then (u, v) =
∑n
k=1 uk(1, σk)
with (uk)k∈1,n ⊂ R
∗
+. It follows that (u, v) = α · (1, w), where α :=
∑n
i=1 ui ∈ R
∗
+ and
w :=
∑n
k=1
uk
α
σk. Because {σk | k ∈ 1, n} is not a singleton, w ∈ ]η1, η2[, and so (u, v) ∈ B :=
R
∗
+ · ({1} × ]η1, η2[); clearly, B is open. Conversely, take (u, v) ∈ B, that is (u, v) = α · (1, w)
with α ∈ R∗+ and w ∈ ]η1, η2[. Then there exists n1, n2 ≥ 2 such that σn1 < w < σn2 ; hence
w = λσn1 + (1 − λ)σn2 for some λ ∈ ]0, 1[. Consider n = max{n, n1, n2}. It follows that
(u, v) ∈ Cn ⊂ C. Therefore, B ⊂ C, whence B = intB ⊂ intC. Hence the last equality in
(2.15) holds, too.
The first inclusion in (2.16) is obvious. Take (u, v) ∈ domHFD; then there exists (un)n≥1 ∈
S(u, v) such that
∑
n≥1 pnHFD
(
un
pn
)
< ∞. It follows that un ∈ [0, pn] for n ≥ 1. Since
A ∋
∑n
k=1 uk(1, σk)→ (u, v), we have that (u, v) ∈ clA. Hence (2.16) holds.
Set An :=
∑n
k=1[0, pk] · (1, σk). Clearly An ⊂ An+1 and A = ∪n≥1An, and so A is convex.
The first equality in (2.17) follows from (2.16) because A is convex. Take n ≥ n. Since the
linear operator Tn is surjective and An = Tn (
∏n
k=1[0, pk]), we have that
intAn = Tn
(
int
∏n
k=1[0, pk]
)
= Tn
(∏n
k=1]0, pk[
)
=
∑n
k=1
]0, pk[ · (1, σk).
Since (An)n≥n is an increasing sequence of convex sets with nonempty interior and A =
∪n≥nAn, we obtain that intA = ∪n≥n intAn. Therefore, the last equality in (2.17) holds, too.
The proof is complete. 
Proposition 2.7 Consider W ∈ {EBE , EMB , EFD}.
(i) Assume that η1 = η2. Then HW (u, v) = −∞ for all (u, v) ∈ ri(domHW ) = R
∗
+ ·(1, σ1).
(ii) Assume that the series
∑
n≥1 pne
σnx is divergent for every x ∈ R and η1 < η2. Then
HW (u, v) = −∞ ∀(u, v) ∈ int(domHW ). (2.18)
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Proof. (i) Clearly, σn = σ1 for n ≥ 1. Take u > 0. Then there exists n ≥ 1 such that
u < ρn =
∑n
k=1 pk for n ≥ n. Having in view Lemma 2.2, consider uk := upk/ρn for k ∈ 1, n
and uk := 0 for k ≥ n+ 1. Then u =
∑
k≥1 uk, and so
HFD(u, uσ1) ≤
∑n
k=1
pkEFD (u/ρn) = u lnu− u ln ρn − u
(
1−
u
ρn
)
ln
(
1− u
ρn
)
− u
ρn
for all n ≥ n. Since ρn →∞, we obtain that HFD(u, uσ1) = −∞. Using (2.6), we have that
HW (u, v) = −∞ for (u, v) ∈ ri(domHW ) = R
∗
+ · (1, σ1) for W ∈ {EBE , EMB , EFD} .
(ii) Take first W = EMB. Because S(σφ(n))(u, v) = {(uφ(n)) | (un) ∈ S(σn)(u, v)} and
H
(pn)
(σn),W
(u, v) = H
(pφ(n))
(σφ(n)),W
(u, v) for every bijection φ : N∗ → N∗ with φ(n) = n for large n, we
may (and do) assume that σ1 < σ2. Even more, because for a ∈ R and σ
′
n := σn−a (n ≥ 1) we
have that S(σn)(u, v) = S(σ′n)(u, v−au) and, consequently, H
(pn)
(σn),W
(u, v) = H
(pn)
(σ′n),W
(u, v−au),
we may (and do) assume that 0 ∈ ]σ1, σ2[. For n ≥ 2 consider the function ϕn defined in
(2.13). By Lemma 2.5 there exists (a unique) yn ∈ R such that ϕn(yn) = 0. We claim
that limn→∞
∑n
k=1 pke
σkyn = ∞. In the contrary case there exist an increasing sequence
(nm)m≥1 ⊂ N
∗ \ {1, 2} and M ∈ R∗+ such that
∑nm
k=1 pke
σkynm ≤ M for every m ≥ 1.
In particular, p1e
σ1ynm ≤ M (whence ynm ≥ (lnM − ln p1)/σ1) and e
σ2ynm ≤ M (whence
ynm ≤ (lnM − ln p2)/σ2) for m ≥ 1; hence (ynm)m≥1 is bounded. Passing if necessary to a
subsequence, we may (and do) assume that ynm → y ∈ R. For q ≥ 2 there exists mq ≥ 1
such that nm ≥ q for every m ≥ mq. Hence
∑q
k=1 pke
σkynm ≤ M for every m ≥ mq. Letting
(mq ≤) m → ∞ we obtain that
∑q
k=1 pke
σky ≤ M for every q ≥ 2, and so we get the
contradiction that the series
∑
k≥1 pke
σky is convergent. Therefore, our claim is true.
Set xn := − ln (
∑n
k=1 pke
σkyn) → −∞ for n → ∞. Set uk := pke
xn+σkyn > 0 for k ∈ 1, n
and uk := 0 for k ≥ n+ 1. Then∑
k≥1
uk =
∑n
k=1
pke
xn+σkyn = 1,
∑
k≥1
ukσk =
∑n
k=1
pkσke
xn+σkyn = 0,
and so (uk)k≥1 ∈ S(1, 0). Hence uk = pke
xn+σkyn ≤ 1 ≤ pk, and so e
xn+σkyn ≤ 1, for every
k ∈ 1, n. It follows that
HFD(1, 0) ≤
∑
k≥1
pkEFD
(uk
pk
)
=
n∑
k=1
uk ln e
xn+σkyn +
n∑
k=1
(pk − uk) ln(1− e
xn+σkyn)
≤
n∑
k=1
uk(xn + σkyn) = xn ∀n ≥ 2,
and so HFD(1, 0) = −∞. Using (2.6) we obtain that (2.18) holds. The proof is complete.

The previous result shows the lack of interest of the EMP when the sequence (σn)n≥1 is
constant. Also, it gives a hint on the importance of knowing the properties of the function
f : R→ R, f(x) =
∑
n≥1
pne
σnx. (2.19)
The next result, with pn = 1 for n ≥ 1, is practically [7, Prop. 12]; the adaptation of its
proof for the present case is easy.
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Proposition 2.8 Let fn(x) := pne
σnx for n ≥ 1, x ∈ R, and set f =
∑
n≥1 fn.
(i) If x ∈ dom f then σnx → −∞, and so either x > 0 and σn → −∞, or x < 0 and
σn →∞.
Furthermore, assume that (Aσf ) holds, where
(Aσf ) (σn)n≥1 ⊂ R
∗
+, σn →∞, and dom f 6= ∅.
(ii) Then there exists α ∈ R+ such that I := ]−∞,−α[ ⊂ dom f ⊂ R
∗
− ∩ cl I, f is strictly
convex and increasing on dom f , and limx→−∞ f(x) = 0 = inf f. Moreover,
f ′(x) =
∑
n≥1
f ′n(x) =
∑
n≥1
pnσne
σnx ∀x ∈ int(dom f) = I,
f ′ is increasing and continuous on I, limx→−∞ f
′(x) = 0, and
lim
x↑−α
f ′(x) =
∑
n≥1
pnσne
−σnα =: γ ∈ ]0,∞].
In particular, ∂f(int(dom f)) = f ′(I) = ]0, γ[.
(iii) Let α, I, γ be as in (ii). Assume that α ∈ R∗+. Then either (a) dom f = I and
γ = ∞, or (b) dom f = cl I and γ = ∞, in which case f ′−(−α) = γ, ∂f(−α) = ∅ and the
series
∑
n≥1 f
′
n(−α) is divergent, or (c) dom f = cl I and γ <∞, in which case f
′
−(−α) = γ
and ∑
n≥1
f ′n(−α) = γ ∈ [γ,∞[ = ∂f(−α).
Let us consider the following functions for W ∈ {EMB , EFD, EBE} :
hWn : R
2 → R, hWn (x, y) := pnW
∗(x+ σny) > 0 (n ≥ 1, x, y ∈ R),
hW := h
(pn)
W,(σn)
: R2 → R, hW :=
∑
n≥1
hWn ;
we write simply hMB , hFD, hBE instead of hEMB , hEFD , hEBE , respectively. Because h
W
n =
(pnW
∗) ◦An, where An : R
2 → R is defined by An(x, y) := x+ σny [and so A
∗
nw = w(1, σn)],
we have that(
hWn
)∗
(u, v) = min {(pnW
∗)∗(w) | A∗nw = (u, v)} = min
{
pnW
( w
pn
)
| A∗nw = (u, v)
}
=
{
pnW (
u
pn
) if u ≥ 0 and v = σnu,
∞ otherwise,
(2.20)
and so
(
hWn
)∗
is strictly convex on its domain.
The expression of
(
hWn
)∗
(above) in connection with [7, Prop. 15(i)] shows the interest of
studying the properties of the functions hW .
3 Properties of the functions hW
Because pn ≥ 1 for n ≥ 1, we have that
(x, y) ∈ domhW ⇒ pnW
∗(x+ σny)→ 0⇒ W
∗(x+ σny)→ 0⇔ σny → −∞
⇔ [y > 0 and σn → −∞] or [y < 0 and σn →∞]. (3.1)
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Of course, hWn (x, y) > 0 for all (x, y) ∈ R
2, n ≥ 1 and W ∈ {EMB , EFD, EBE}; because for
σny → −∞ we have
lim
n→∞
hEFDn (x, y)
hEMBn (x, y)
= lim
n→∞
hEBEn (x, y)
hEMBn (x, y)
= 1,
we obtain that
domhFD = domhMB , domhBE = domhMB ∩
{
(x, y) ∈ R2 | x+ σny < 0 ∀n ≥ 1
}
.
Since hMB(x, y) =
∑
n≥1 pne
x+σny = exf(y), where f is defined by (2.19), clearly domhMB =
R× dom f . It follows that
domhFD 6= ∅ ⇔ domhMB 6= ∅ ⇔ domhBE 6= ∅ ⇔ dom f 6= ∅.
Because it is natural to consider the case in which domhW is nonempty, in the sequel, we
assume that (Aσf ) holds. (The general case can be reduced to this one replacing (σn)n≥1 by
(−σn)n≥1 if σn → −∞, then replacing (σn)n≥1 by (σn − a)n≥1 with a < minn≥1 σn.)
Proposition 3.1 Assume that (Aσf ) holds, and take α ∈ R+ such that I := ]− ∞,−α[ ⊂
dom f ⊂ cl I, where f is defined in (2.19). Let W ∈ {EMB , EFD, EBE}.
(i) Then hW is convex, lower semicontinuous, positive, and
domhFD = domhMB = R× dom f, domhBE = {(x, y) ∈ R× dom f | x+ θ1y < 0} ,
where θ1 := min{σn | n ≥ 1}.
(ii) hW is differentiable at any (x, y) ∈ int(dom hW ) and
∇hW (x, y) =
∑
n≥1
∇hWn (x, y) =
∑
n≥1
pn
ex+σny
1 + aW ex+σny
· (1, σn), (3.2)
aW being defined in (1.6). Moreover, assume that (x,−α) ∈ domhW ; in particular, −α ∈
dom f ⊂ R∗−. Then
∂hW (x,−α) 6= ∅ ⇐⇒
∑
n≥1
∇hWn (x,−α) converges ⇐⇒ γ :=
∑
n≥1
pnσne
x−σnα ∈ R; (3.3)
if (u, v) :=
∑
n≥1∇h
W
n (x,−α) exists in R
2, then
∂hW (x,−α) = {u} × [v,∞[ = {(u, v)}+ {0} × R+. (3.4)
Proof. The existence of α ∈ R+ such that I := ]−∞,−α[ ⊂ dom f ⊂ cl I is ensured by
Proposition 2.8.
(i) Since hMB(x, y) = e
xf(y) for (x, y) ∈ R2, we have that domhMB = R×dom f . Taking
into account (3.1) and the fact that limt→−∞ e
−tW (t) = 1 for W ∈ {EMB , EFD, EBE}, we
obtain that
domhW = (R× dom f) ∩
⋂
n≥1 domh
W
n ⊂
(
R× R∗−
)
∩
⋂
n≥1 domh
W
n . (3.5)
Since domhWn = R
2 for n ≥ 1 and W ∈ {EMB , EFD}, we get domhW = R × dom f for
W ∈ {EMB , EFD}. Let W = EBE ; then domh
W
n = {(x, y) ∈ R
2 | x + σny < 0}. For x ∈ R
10
and y ∈ dom f (hence y < 0), (x, y) ∈
⋂
n≥1 domh
W
n if and only if x + θ1y < 0. From (3.5)
we get the given expression of domhBE .
Since hWn is convex, continuous and positive, we obtain that hW is convex, lower semi-
continuous and positive.
(ii) Using [7, Cor. 11] (and (1.5)), we obtain that hW is differentiable on int(dom hW ) and
(3.2) holds.
Assume that (x,−α) ∈ domhW . Hence −α ∈ dom f ⊂ R
∗
−; moreover, x ∈ R for W ∈
{EMB , EFD}, and x < θ1α (≤ σnα for n ≥ 1) for W = EBE .
Because limn→∞ (1 + aW e
x+σny) = 1, the last equivalence in (3.3) holds.
In order to prove the first equivalence in (3.3), suppose first that (u, v) ∈ ∂hW (x,−α).
Then, for (x′, y) ∈ domhW ,
u · (x′ − x) + v · (y + α) ≤ hW (x
′, y)− hW (x,−α). (3.6)
Taking y := −α we obtain that u ∈ ∂hW (·,−α)(x). Since hW (·,−α) =
∑
n≥1 h
W
n (·,−α) and
x ∈ int(domhW (·,−α)), using again [7, Cor. 11] we obtain that hW (·,−α) is derivable at x
and
u = (hW (·,−α))
′ (x) =
∑
n≥1
(
hWn (·,−α)
)′
(x).
Take now x′ = x and y < −α in (3.6). Dividing by y+α (< 0), and taking into account that
W ∗ is increasing on its domain, we get
v ≥
∑
n≥1
pn
W ∗(x+ σny)−W
∗(x− σnα)
y + α
≥
n∑
k=1
pk
W ∗(x+ σky)−W
∗(x− σkα)
y + α
∀n ≥ 1.
Taking the limit for y ↑ −α in the second inequality, we get v ≥
∑n
k=1 pkσk(W
∗)′(x − σkα).
Since (W ∗)′(x − σkα) > 0 for every k ≥ 1, we obtain that the series
∑
n≥1 pnσn(W
∗)′(x −
σnα) =
∑
n≥1
(
hWn (x, ·)
)′
(−α) is convergent and v ≥
∑
n≥1
(
hWn (x, ·)
)′
(−α). Hence the series∑
n≥1∇h
W
n (x,−α) is convergent and for its sum (u, v) we have that u = u and v ≥ v.
Conversely, assume that the series
∑
n≥1∇h
W
n (x,−α) is convergent with sum (u, v); take
v ≥ v and (x′, y) ∈ domhW . Using [7, Prop. 15(iii)] we obtain that (u, v) ∈ ∂hW (x,−α).
Hence (3.6) holds for (u, v) replaced by (u, v). Since v ≥ v and y ≤ −α, we have that
v · (y + α) ≤ v · (y + α), and so (3.6) also holds for u replaced by u. It follows that (u, v) ∈
∂hW (x,−α). Therefore, (3.4) holds. 
Theorem 3.2 Let W ∈ {EMB , EFD, EBE} and aW be defined in (1.6). Then for every
(x, y) ∈ ∩n≥1 domh
W
n such that the series
∑
n≥1 pn
ex+σny
1+aW ex+σny
· (1, σn) is convergent [this
is the case, for example, when (x, y) ∈ int(domhW )] with sum (u, v) ∈ R
2, the problem
(EMP )u,v has the unique optimal solution
(
pn
ex+σny
1+aW ex+σny
)
n≥1
. Moreover, the value of the
problem (EMP )u,v is h
∗
W (u, v), that is HW (u, v) = h
∗
W (u, v).
Proof. Taking into account that hWn is a proper convex function for n ≥ 1 with
∂hWn (x, y) = {∇h
W
n (x, y)} = {pn(W
∗)′(ex+σny) · (1, σn)} =
{
pn
ex+σny
1 + aW ex+σny
· (1, σn)
}
for (x, y) ∈ domhWn , and hW =
∑
n≥1 h
W
n , as well as the expression
(
hWn
)∗
given in (2.20), we
get the conclusion using [7, Prop. 15(iii)]. The fact that the series
∑
n≥1 pn
ex+σny
1+aW ex+σny
·(1, σn)
is convergent for (x, y) ∈ int(domhW ) is ensured by [7, Cor. 11(i)]. 
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The result in Theorem 3.2 is obtained generally using the Lagrange multipliers method in
a formal way.
A complete solution to EMP for the Maxwell–Boltzmann entropy is provided in the next
section.
4 Complete solution to EMP in the case of the Maxwell–
Boltzmann entropy
In this section W = EMB; to simplify the writing, we set hn := h
EMB
n , h := hMB , H := HMB;
we mention also the sequences (σn) and (pn) if necessary. We assume that (Aσf ) holds if not
stated explicitly otherwise. Moreover, we use I, α, γ as in Proposition 2.8.
From (2.20) we have that
h∗n(u, v) =
{
u(ln u
pn
− 1) if u ≥ 0 and v = σnu,
∞ otherwise,
and so h∗n is strictly convex on its domain.
Let us compute h∗. From the definition of the conjugate, for (u, v) ∈ R2 we have that
h∗(u, v) = sup
(x,y)∈R2
[ux+ vy − exf(y)] = sup
y∈dom f
[
vy + sup
x∈R
[ux− exf(y)]
]
= sup
y∈dom f
[
vy + f(y) sup
x∈R
(
x
u
f(y)
− ex
)]
= sup
y∈dom f
[
vy + f(y) exp∗
(
u
f(y)
)]
.
It follows that h∗(u, v) = ∞ for u ∈ R∗− and h
∗(0, v) = ι∗dom f (v); hence h
∗(0, v) = ∞ for
v ∈ R∗− and h
∗(0, v) = −αv for v ∈ R+.
Fix (u, v) ∈ R∗+ ×R. From the above expression of h
∗(u, v) we get
h∗(u, v) = sup
y∈I
[vy + u lnu− u ln [f(y)]− u] = u(ln u− 1) + u sup
y∈I
[v
u
y − ln [f(y)]
]
= u(lnu− 1) + u · (ln f)∗(v/u).
Below we show that ln f := ln ◦f : R → R is convex; we also calculate its conjugate. For
these consider
ϕ : I → R∗+, ϕ(y) := f
′(y)/f(y). (4.1)
Observe, using Schwarz’ inequality in ℓ2, that
[
f ′(y)
]2
=
[∑
n≥1
σn(pne
σny)
1
2 · (pne
σny)
1
2
]2
<
∑
n≥1
σ2npne
σny
∑
n≥1
pne
σny = f(y) · f ′′(y) ∀y ∈ I
(the inequality being strict because σn →∞). Hence ϕ
′(y) =
(
f(y)·f ′′(y)−[f ′(y)]2
)
/[f(y)]2 >
0 for y ∈ I. Therefore, ϕ is increasing, and so
0 < θ1 := min
n≥1
σn = lim
y→−∞
ϕ(y) < lim
y↑−α
ϕ(y) =: θ2 ≤ ∞.
Restricting the co-domain of ϕ to ]θ1, θ2[ we get an increasing bijective function denoted also
by ϕ. Since (ln f)′ = f ′/f = ϕ on I, ln f is (strictly) convex on its domain. Observe that θ2 <
12
∞ is equivalent to −α ∈ dom f and γ := f ′−(−α) < ∞, in which case θ2 = f
′
−(−α)/f(−α).
Indeed, assume that θ2 < ∞ and fix y0 ∈ I. Then for y0 < y < −α we have that ln
f(y)
f(y0)
=∫ y
y0
ϕ(t)dt ≤ θ2(y − y0), whence f(y) ≤ f(y0)e
θ2(y−y0), and so f(−α) ≤ f(y0)e
−θ2(α+y0) < ∞;
then, because f ′(y) = f(y) · ϕ(y) for y ∈ I, we get γ = θ2 · f(−α). The converse implication
is obvious. Because int(dom(ln f)) = I, it follows that
(ln f)∗ (w) = sup
y∈I
(
wy − ln [f(y)]
)
=


∞ if w < θ1,
wϕ−1(w) − ln
[
f(ϕ−1(w))
]
if θ1 < w < θ2,
−αw − ln [f(−α)] if θ2 ≤ w,
where the last line has to be taken into consideration only if θ2 <∞. Let us set
Σ := {k ∈ N∗ | σk = θ1};
of course, Σ is finite and nonempty, and so we may (and do) suppose that Σ = 1, q for some
q ∈ N∗ and σq+1 ≤ σn for n ≥ q + 1. Because (ln f)
∗ is convex and lsc, we have that
(ln f)∗ (θ1) = lim
w↓θ1
(ln f)∗ (w) = lim
w↓θ1
[
wϕ−1(w)− ln[f(ϕ−1(w))]
]
= lim
y→−∞
ψ(y),
where ψ(y) = yϕ(y)− ln [f(y)] for y ∈ I. But
ψ(y) = y
σ1
∑q
n=1 pn +
∑
n≥q+1 pnσne
(σn−σ1)y∑q
n=1 pn +
∑
n≥q+1 pne
(σn−σ1)y
− σ1y − ln
( q∑
n=1
pn +
∑
n≥q+1
pne
(σn−σ1)y
)
= ye(σq+1−σ1)y ·
∑
n≥q+1 pn(σn − σ1)e
(σn−σq+1)y∑q
n=1 pn +
∑
n≥q+1 pne
(σn−σ1)y
− ln
( q∑
n=1
pn +
∑
n≥q+1
pne
(σn−σ1)y
)
.
It follows that (ln f)∗ (θ1) = − ln (
∑q
n=1 pn) = − ln
(∑
n∈Σ pn
)
. Therefore, dom(ln f)∗ =
[θ1,∞[.
Summing up the preceding computations we get
h∗(u, v) =


u lnu− u+ u · (ln f)∗(v/u) if v ≥ θ1u > 0
−αv if u = 0 ≤ v,
∞ if u ∈ R∗−, or v ∈ R
∗
−, or 0 ≤ v < θ1u.
It follows that{
(u, v) ∈ R∗+ × R
∗
+ | v > θ1u
}
= int(domh∗) ⊂ domh∗ = {(u, v) ∈ R+ × R+ | v ≥ θ1u} .
Moreover,
∂h(int(domh)) = ∇h(R× I) =
{
(u, v) | u ∈ R∗+, θ1u < v < θ2u
}
=: E, (4.2)
as a simple argument shows.
For each (u, v) ∈ R2, S(u, v) := S(σn)(u, v) and H(u, v) := H
(pn)
(σn)
(u, v) are defined in
(2.1) and (2.5), respectively. By [7, Prop. 15 (i)] we have that h∗(u, v) ≤ H(u, v) for all
(u, v) ∈ domh∗.
In the sequel we determine the set A of those (u, v) ∈ domh∗ such that
h∗(u, v) = min
{∑
n≥1
un
(
ln
un
pn
− 1
)
| (un)n≥1 ∈ S(u, v)
}
, (4.3)
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and the set B of those (u, v) ∈ domh∗ such that h∗(u, v) = H(u, v); of course, A ⊂ B.
Under our working hypothesis (Aσf ), we have that η1 = θ1 > 0, η2 =∞ and
domH = domS = {(0, 0)} ∪
{
(u, v) ∈ R2 | v ≥ θ1u > 0
}
.
Moreover, S(0, 0) = {(0)n≥1}, while for u > 0 and Σ := {k ∈ N
∗ | σk = θ1} = 1, q with
q ∈ N∗,
S(u, θ1u) =
{
(un)n≥1 ⊂ R+ | un = 0 ∀n ≥ q + 1, u = u1 + . . .+ uq
}
.
It follows that h∗(0, v) = −αv < ∞ = H(0, v), whence (0, v) /∈ B, for v > 0, and (4.3)
holds for (u, v) = (0, 0), and so (0, 0) ∈ A. Using [7, Prop. 15 (v)], we obtain that (4.3) holds
for all (u, v) ∈ E (with E defined in (4.2)), with attainment for un := pne
x+σny (n ≥ 1),
where y := ϕ−1(v/u) and x := ln [u/f(y)]; hence E ⊂ A.
It remains to analyze the case of those (u, v) ∈ R∗+ ×R
∗
+ with v/u = θ1 or v/u ≥ θ2.
Let first v = θ1u > 0. By Lemma 2.2, H(u, v) is attained for un = pnu/
∑q
k=1 pk = pnu/ρq
if n ∈ 1, q, un := 0 if n ≥ q + 1, and so
H(u, v) =
∑q
n=1
pnu
ρq
(
ln
u
ρq
− 1
)
= u
(
lnu− 1− ln ρq
)
.
Since
h∗(u, v) = u lnu− u+ u · (ln f)∗(θ1) = u lnu− u− u ln ρq = H(u, v),
we have that (4.3) holds with attainment for (un)n≥1 mentioned above; in particular (u, v) ∈
A.
Assume now that θ2 < ∞, and so −α ∈ dom f , γ < ∞, and θ2 = γ/f(−α). Take now
v ≥ θ2u > 0, and assume that (u, v) ∈ A. Since v ≥ θ2u > 0, by (3.4), we have that
(u, v) ∈ ∂h(x,−α) with x := ln u
f(−α) . Since (u, v) ∈ A, there exists (un)n≥1 ⊂ R+ such that
(u, v) =
∑
n≥1(un, σnun) and h
∗(u, v) =
∑
n≥1 un(ln
un
pn
− 1) =
∑
n≥1 h
∗
n(un, σnun). Using
[7, Prop. 15 (iv)], we obtain that (un, σnun) ∈ ∂hn(x,−α) = {(pne
x−σnα, pnσne
x−σnα)},
that is un = pne
x−σnα = pnue
−σnα/f(−α) (n ≥ 1). It follows that v =
∑
n≥1 σnun =
u
f(−α)
∑
n≥1 pnσne
−σnα = u
f(−α)γ = θ2u. Conversely, if v = θ2u > 0 and setting again
x := ln u
f(−α) , the calculus above shows that (pne
x−σnα)n≥1 ∈ A.
Take now v > θ2u > 0; we claim that (u, v) ∈ B, and so (u, v) ∈ B \A.
Let us set x := ln u
f(−α) ; then
h∗(u, v) = u lnu− u+ u · (ln f)∗(v/u) = u lnu− u− αv − u ln f(−α) = (x− 1)u− αv. (4.4)
Take n > maxΣ (= q). Using Lemma 2.5 we have that for n ≥ n, ϕn [definied in (2.13)]
is an increasing bijection from R to ]η1n, η
2
n[ = ]θ1, η
2
n[ ⊂ ]θ1,∞[. Moreover,
lim
n→∞
ϕn(0) = lim
n→∞
∑n
k=1 pkσk∑n
k=1 pk
= lim
n→∞
pn+1σn+1
pn+1
= lim
n→∞
σn+1 =∞ >
v
u
,
and
lim
n→∞
ϕn(−α) = lim
n→∞
∑n
k=1 pkσke
−σkα∑n
k=1 pke
−σkα
=
∑
k≥1 pkσke
−σkα∑
k≥1 pke
−σkα
=
γ
f(−α)
= θ2 <
v
u
.
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Increasing n if necessary, we may (and do) assume that ϕn(−α) < v/u < ϕn(0) for n ≥ n.
Hence, for every n ≥ n there exists a unique λn ∈ ]0, α[ with ϕn(−λn) = v/u. Set υn :=
ln
(
u/
∑n
k=1 pke
−σkλn
)
. Define uk := pke
υn−σkλn for k ∈ 1, n and uk := 0 for k > n. Then∑
k≥1
uk =
∑n
k=1
pke
υn−σkλn = u,
∑
k≥1
σkuk =
∑n
k=1
pkσke
υn−σkλn = v.
Because λn < α for n ≥ n, we get
∑n
k=1 pke
−σkλn ≥
∑n
k=1 pke
−σkα, whence
lim sup
n→∞
υn ≤ lim sup
n→∞
ln
u∑n
k=1 pke
−σkα
= ln
u∑
k≥1 pke
−σkα
= ln
u
f(−α)
= x.
Moreover,
h∗(u, v) ≤ H(u, v) ≤
∑
k≥1
uk
(
ln
uk
pk
− 1
)
=
∑n
k=1
uk(υn − σkλn − 1)
= (υn − 1)
∑n
k=1
uk − λn
∑n
k=1
σkuk = (υn − 1)u− λnv (4.5)
Assume that lim infn→∞ λn < α. Then, for some µ ∈ ]0, α[ and some subsequence
(λnm)m≥1 we have that λnm ≤ µ for every m ≥ 1. Then
∑nm
k=1 pke
−σkλnm ≥
∑nm
k=1 pke
−σkµ,
whence
lim inf
m→∞
∑nm
k=1
pke
−σkλnm ≥ lim
m→∞
∑nm
k=1
pke
−σkµ =
∑
k≥1
pke
−σkµ =∞
because −µ /∈ dom f . Since υnm = lnu − ln
∑nm
k=1 pke
−σkλnm , we get limm→∞ υnm = −∞.
Replacing n by nm in (4.5), then passing to the limit for m → ∞, we get the contradiction
−∞ < h∗(u, v) ≤ u · (−∞) = −∞. Hence lim λn = α and lim supn→∞ υn ≤ x. Passing to
lim sup in (4.5) for n→∞ we get H(u, v) ≤ (x− 1)u− αv, and so h∗(u, v) = H(u, v).
Summing up the above discussion we get the next result.
Theorem 4.1 Let (pn)n≥1 ⊂ [1,∞[, (σn)n≥1 ⊂ R
∗
+ with σn → ∞, and hn : R
2 → R be
defined by hn(x, y) := pne
x+σny for n ≥ 1 and x, y ∈ R; set h =
∑
n≥1 hn. Assume that
domh 6= ∅. Clearly, h, hn (n ≥ 1) are convex and
h(x, y) = ex
∑
n≥1
pne
σny = exf(y) ∀(x, y) ∈ R2,
where f is defined in (2.19). Since domh = R × dom f 6= ∅, using Proposition 2.8, we have
that I := ]−∞,−α[ ⊂ dom f ⊂ cl I for some α ∈ R+. It follows that int(domh) = R × I ⊂
∩n≥1 domhn = R
2.
(i) We have that h is differentiable on int(dom h) and
∂h(int(domh)) = ∇h(R× I) =
{
(u, v) ∈ R2 | u ∈ R∗+, θ1u < v < θ2u
}
,
where θ1 := min{σn | n ≥ 1} and θ2 := limy↑−α f
′(y)/f(y) ∈ ]θ1,∞]; θ2 < ∞ iff −α ∈ dom f
and γ := f ′−(−α) =
∑
n≥1 pnσne
−σnα <∞. Moreover, if −α ∈ dom f and γ <∞ then
ex(f(−α), γ) =
∑
n≥1
∇hn(x,−α) ∈ ∂h(x,−α) = {e
xf(−α)} × [exγ,∞[.
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(ii) The function ϕ : I → ]θ1, θ2[, ϕ(y) := f
′(y)/f(y), is bijective (and increasing), ln f :
R→ R is convex (even strictly convex and increasing on its domain), and
(ln f)∗ (w) =


∞ if w < θ1,
− ln
∑
n∈Σ pn if w = θ1,
wϕ−1(w) − ln
[
f(ϕ−1(w))
]
if θ1 < w < θ2,
−αw − ln [f(−α)] if θ2 ≤ w,
where Σ := {n ∈ N∗ | σn = θ1}. Moreover, domh
∗ =
{
(u, v) ∈ R2 | v ≥ θ1u ≥ 0
}
and
h∗(u, v) =
{
u lnu− u+ u · (ln f)∗(v/u) if v ≥ θ1u > 0,
−αv if u = 0 ≤ v.
(iii) Take (u, v) ∈ domh∗. Then
h∗(u, v) = min
{∑
n≥1
un(ln
un
pn
− 1) | (un)n≥1 ∈ S(u, v)
}
= H(u, v)
iff (u, v) ∈ A := {(0, 0)} ∪ {(u, v) ∈ R∗+ × R
∗
+ | θ1u ≤ v ≤ θ2u}, where S(u, v) := S(σn)(u, v)
is defined in (2.1) and H := H
(pn)
(σn),EMB
is defined in (2.5). More precisely, for (u, v) ∈ A
the minimum is attained at a unique sequence (un)n≥1 ∈ S(u, v), as follows: (a) (un)n≥1
= (0)n≥1 if (u, v) = (0, 0); (b) un := pnu/
∑
k∈Σ pk if n ∈ Σ, un := 0 if n ∈ N
∗ \ Σ provided
u ∈ R∗+ and v = θ1u; (c) (un)n≥1 = (pne
x+σny)n≥1 if u ∈ R
∗
+ and θ1u < v < θ2u, where
y := ϕ−1(v/u) and x := ln [u/f(y)]; (d) (un)n≥1 = (pne
x−σnα)n≥1 if θ2 < ∞, u ∈ R
∗
+ and
v = θ2u, where x := ln [u/f(−α)] .
Moreover, S(0, v) = ∅ if v ∈ R∗+, and h
∗(u, v) = H(u, v) whenever 0 < θ2u < v (for
θ2 <∞).
Corollary 4.2 Consider the sequences (pn)n≥1 ⊂ [1,∞[, (σn)n≥1 ⊂ R and let H := H
(pn)
(σn)
:=
H
(pn)
(σn),EMB
. Then H∗(x, y) =
∑
n≥1 pne
x+σny = ex
∑
n≥1 pne
σny for every (x, y) ∈ R2.
Proof. Assume first that the series
∑
n≥1 pne
σny is divergent for each y ∈ R. Then
h(x, y) := h
(pn)
(σn),EMB
(x, y) :=
∑
n≥1 pne
x+σny = ∞ for all (x, y) ∈ R2. Using Proposition 2.7
we have that H takes the value −∞, and so H∗(x, y) =∞ = h(x, y) for every (x, y) ∈ R2.
Assume now that the series
∑
n≥1 pne
σny is convergent for some y ∈ R. By Proposition
2.8 (i) we have that σn →∞ or σn → −∞.
In the first case, if η1 := θ1 := minn≥1 σn > 0, using Theorem 4.1 we have that domH ⊂
domh∗ =
(
{0} × R∗+
)
∪ domH, h∗ ≤ H, and h∗(u, v) = H(u, v) for all (u, v) ∈ domH ⊃
int(domh∗) = int(domH). Because for a convex function f : E → R with D := int(dom f) 6=
∅ one has f∗ = (f + ιD)
∗, it follows that h = (h∗)∗ = H∗. If η1 ≤ 0, take σ
′
n := σn+a (n ≥ 1)
with a > −η1. Then
(
H
(pn)
(σ′n)
)∗
= h
(pn)
(σ′n)
. But h
(pn)
(σn)
(x, y) = h
(pn)
(σ′n)
(x− ay, y) for (x, y) ∈ R2 and
H
(pn)
(σn)
(u, v) = H
(pn)
(σ′n)
(u, au+ v) for (u, v) ∈ R2, whence(
H
(pn)
(σn)
)∗
(x, y) =
(
H
(pn)
(σ′n)
)∗
(x− ay, y) = h
(pn)
(σ′n)
(x− ay, y) = h
(pn)
(σn)
(x, y) ∀(x, y) ∈ R2.
If σn → −∞ take σ
′
n := −σn (n ≥ 1). A similar argument as above shows that
(
H
(pn)
(σn)
)∗
=
h
(pn)
(σn)
. The proof is complete. 
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5 Conclusions
The Entropy Minimization Problem (EMP) is considered in Statistical Mechanics and Statis-
tical Physics for W one of the functions EMB, EBE , EFD. In general one obtains the optimal
solutions using the Lagrange multipliers method (LMM), method used by us in the proofs
of Lemmas 2.2, 2.3 and 2.4. When the number of variables is infinite this method can not
be generally used because the function to be minimized is not differentiable and the linear
restrictions are not provided by continuous (linear) operators (in this sense see the recent
survey paper [2]). Even more, although the solutions found using LMM are indeed solutions
of the EMP, LMM does not provide always the solutions even in the case of a finite numbers
of variables as seen in Lemma 2.3 (iii). Observe that in the works on Statistical Mechanics
nothing is said about the value of (EMP )u,v when the problem has not optimal solutions,
and, of course, if this value could be −∞ or not; maybe this is not interesting in Physics.
In the present paper, for W = EMB, that is the Maxwell–Boltzmann entropy, a complete
study of the EMP is realized (when pn ≥ 1 for n ≥ 1). More precisely,
– the set of those (u, v) ∈ R2 for which (EMP )u,v has feasible solutions is described (see
Proposition 2.6);
– it is shown that H (the value function of the EMP) takes the value −∞ if and only if
the series
∑
n≥1 pne
x+σny is divergent for all (x, y) ∈ R2 (see Proposition 2.7);
– when
∑
n≥1 pne
x+σny is convergent for some (x, y) ∈ R2, it is confirmed that the solution
found using LMM in a formal way is indeed a solution of problem (EMP )u,v; however, it is
shown that either there are situations in which (EMP )u,v has optimal solutions not found
using LMM, or there are situations in which (EMP )u,v has finite values but not optimal
solutions (see Theorem 4.1).
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