In this paper, we analyze a multiple-input multipleoutput (MIMO) interference channel where nodes are randomly distributed on a plane as a spatial Poisson cluster point process. A Poisson cluster point process consists of clusters with fixed number of points randomly distributed as with the cluster centers distributed randomly on the plane. The nodes in each cluster use interference alignment (IA) to suppress intra-cluster interference but unlike most work on IA, we do not neglect inter-cluster interference. We also connect the accuracy of channel state information to the distance between the nodes, i.e., the quality of CSI degrades with increasing distance. Accounting for the training and feedback overhead, we derive the transmission capacity of this MIMO IA ad hoc network and then compare it to open-loop (interference-blind) spatial multiplexing. Finally, we present exemplary system setups where spatial multiplexing outperforms IA due to the imperfect channel state information or the non-aligned inter-cluster interference.
I. INTRODUCTION
M ULTIPLE-INPUT multiple-output (MIMO) systems have become an integral part of the capacity hungry wireless systems. A form of coexistence of many such systems can be modelled as a K-user MIMO interference channel. Practical solutions for maximizing the performance of MIMO interference channel systems can be broadly divided into two groups, finite SINR regime approaches (see [2] and references therein) and maximum achievable multiplexing gain approaches (see [3] and references therein). Interference alignment (IA) attains the maximum achievable multiplexing gain, also known as degrees of freedom, in the K-user MIMO interference channel [4] . IA confines the interference to a subspace at each receiver such that an interference-free subspace becomes available for the desired signal transmission.
Except for blind IA techniques [5] , [6] , which usually attain a lower multiplexing gain, IA requires cooperation between the transmitting/receiving nodes using global channel state information (CSI) [7] or some form of channel reciprocity. Although the impact of inaccurate CSI on the performance of IA has been studied before [8] , existence of non-cooperating nodes casting non-aligned interference has been mostly ignored. It is worthwhile noting that cooperation in the context of IA is limited to sharing CSI and not the transmit/receive data at either the receivers or the transmitters. Therefore, in this manuscript, the interchangeably used terms cooperation and coordination refer to exchange of CSI between the nodes and design of transmit/receive filters based on this information.
A. Background
In large networks, such as mobile ad hoc and cellular networks, IA will be used independently in separate clusters and the nearby nodes that are not coordinating with any one cluster will cause non-aligned interference at the receivers. There are three main reasons.
1) The number of antennas at each node is a limiting factor: it is shown in [4] that the number of nodes that can cooperate through MIMO IA is limited by the number of antennas at each node. 2) Overhead practically limits the cluster size: the overhead of IA, even if only training the channels is accounted for, grows super linearly with the number of users [9] , and hence it is likely that small groups of nodes will coordinate to perform IA. 3) More cooperation is not always better: recently, [10] showed that because of inherent channel uncertainty, there is a moderate cluster size above which spectral efficiency at best saturates, and in many practical scenarios (e.g. when pilots are used for channel estimation), actually decreases if more nodes join the cluster to cooperate. In this case, single cluster analysis (e.g. DoF studies) does not capture the impact of interference from the other nodes in the network and can lead to unrealistic cooperation gains which would not be attainable if the inter-cluster interference was accounted for [10] , [11] . Most work on the performance of IA, however, is confined to single-cluster performance analysis (see [8] , [12] - [14] and references therein).
When dealing with large networks, a relevant metric of the system performance is the transmission capacity [15] , defined as the number of successful transmission per unit area, subject 0090-6778/13$31.00 c 2013 IEEE to a constraint on outage probability. The transmission capacity, in contrast to other network-wide system performance metrics such as transport capacity, generally leads to closedform expressions or tight bounds providing insight into the network design parameters [16] . To the best of our knowledge, little prior work on the network-wide performance of MIMO IA systems exists. In [17] , the spatial distribution of nodes is taken into account for deriving the point-to-point outage probability but the accuracy of the acquired CSI is ignored. By assuming perfect CSI, however, as discussed in [8, Section V] , the authors in [17] effectively favor IA over other transmission techniques which either do not require CSI at the transmitters or are less sensitive to CSI imperfections. Therefore, the goal of this paper is take into account both the node distribution and the CSI uncertainty to better understand the performance of MIMO IA in large decentralized networks.
Stochastic geometry has been used extensively to analyse random networks [11] , [16] . With the Poisson point process model for node locations, SINR statistics were computed for single and multiple antenna networks. However, most of the analysis was restricted to simple random arrangement of points (Poisson point process) because of analytical tractability. Stochastic geometry techniques were extended in [18] to analyze a clustered ad hoc network with single antenna. The probability generating functional with respect to the palm measure was obtained, using which the success probability of a single link and the transmission capacity of the network were derived. In [17] , a similar Poisson clustered model was used to analyze interference alignment in the high reliability regime (low interferer density) assuming perfect channel knowledge. Due to this, there is no intra-cluster interference, and hence asymptotic techniques (which rely on interference reduction with density) can be used for computing transmission capacity. Essentially, a linear approximation with respect to the density can be obtained by thinning the interfering clusters using ALOHA. However, in our work we assume a distance dependent channel estimation error due to which the intracluster interference cannot be canceled entirely. So asymptotic analysis by reducing the external interference (by ALOHA) would not help in obtaining linear approximations.
In our analysis, while the basic techniques of clustered node location analysis are drawn from [18] , the addition of distance dependent channel estimation error leads to interesting insights regarding IA. As explained earlier, bounds on the outage probability were obtained which are used in the TC analysis. We refer the interested reader to [16] , [19] , [20] and references therein for more comprehensive studies of prior work on utilizing stochastic geometry to better understand the performance of large networks and more specifically the performance of interference alignment in decentralized networks.
B. Contributions
In this paper, we find the transmission capacity of a large ad hoc network where nodes are partitioned into separate clusters each cooperating through IA 1 . We assume a fourstage transmission protocol. In the first stage, with a finite length training period, imperfect CSI for the cross links is obtained through MMSE channel estimation. In the second stage, the estimated CSI is fed back to the other nodes in the cluster during the feedback period. In the third stage, the IA transmit/receive filters are computed. In the last stage, using the rest of the finite-length channel block, the nodes communicate data using a cluster-wise slotted Aloha-like channel access protocol where at random, all nodes in a cluster either transmit simultaneously or turn off their transmission. MIMO IA, as discussed in this paper, requires synchronization and coordination in each cluster and therefore a coordinated decision to transmit or not is reasonable.
Toward deriving the transmission capacity of this network, we first derive the exact point-to-point outage probability at a typical receiver. Then, assuming fixed feedback overhead, we solve for the optimum training period locally maximizing each cluster's goodput. Next, we derive the exact transmission capacity for the case of a single stream from each transmitter and provide an upper bound for the general case. We finally compare the transmission capacity of our IA system to a network with the same topology where only a single transmit/receiver pair in each cluster utilizes spatial multiplexing at each time instant.
Our results indicate that the transmission technique of choice is a function of the node density, the mobility of the nodes, the transmit power, and the characteristics of the underlying communications medium. For example, in dense networks with high transmit power, spatial multiplexing (SM) over an orthogonal channel access strategy such as time division multiple access (TDMA) can outperform IA due to lower inter-cluster interference. Also, the signal-to-noise-ratio (SNR) switching point between IA and TDMA+SM decreases with increasing density and mobility. Our initial work in [1] only deals with point-to-point outage probability. This paper elaborates on the claims of [1] , solves for the optimum training period, finds the corresponding transmission capacity of the network, provides easier to compute bounds in several important cases, and presents new simulation results.
We should emphasize that the goal of this paper is not obtaining the optimum transmission/reception technique for the underlying system model but rather establishing a tractable analysis framework for MIMO IA in a large scale network as a viable approach in such a setup. Therefore, comparing our assumed MIMO IA approach with other linear precoding solutions that are either directly extendable to interference channels [2] , [21] or are primarily designed for other channel models [22] - [31] is out of the scope of this work.
C. Organization and Notation
The remainder of the paper is organized as follows. In Section II we present the system model. In Section III we analyze the performance of intra-cluster MIMO IA through quantifying point-to-point outage probability and the transmission capacity. In Section IV we derive parallel performance metrics for the same network utilizing spatial multiplexing. We present numerical results in Section V followed by concluding remarks in Section VI. Also, Tables I and II present the notation used and the important symbols defined in this manuscript. 
II. SYSTEM MODEL
The spatial locations of the potential transmitters, Φ, are modeled as a planar Newman-Scott cluster point process [32] . In this process, the cluster centers are modeled by a parent homogeneous Poisson point process (PPP) Φ p of densityλ p . Each parent point x ∈ Φ p forms the center of a cluster around which K daughter points are uniformly distributed in a circle of radius R. The resulting process 2 is a stationary point process of density Kλ p . We use this model for the following reasons:
1) Poisson cluster process is a good model for nodes that are almost randomly located and exhibit clustering. This model has been earlier used for the analysis of ad hoc networks [18] .
2) The degree of clustering can be easily controlled by varying a few parameters namely, K,λ p and R. 3) Poisson cluster process is one of the few point process for which the probability generating functional and the Palm 2 The parent points Φp will not be a part of the final point process. measure are known explicitly. This makes this process analytically tractable. We assume clusters randomly access the channel with probability P A effectively reducing the density of this PPP to λ p = P Aλp . The receiver of a transmitter at x is denoted bŷ x and is assumed to be randomly located at distance D r from its transmitter forming an N × N MIMO link. The receivers are not part of the point process Φ. An instance of the nodes' location is shown in Fig. 1 .
In this paper, a typical transmitter (a transmitter chosen at random) is considered and its performance is analyzed. This transmitter is typical in the sense that the performance of IA in this node is a representative of the average performance of IA in the network [18] , [32] . Since the underlying point process is stationary, without loss of generality, it can be assumed that the typical transmitter is at the origin 3 . Denote the cluster to which the transmitter at the origin belongs by Ψ o . The received signal at receiverx,
where the N × 1 vector of
is the inter-cluster interference, gx z and Hx z represent the path loss and the N × N matrix of channel coefficients between the transmitter z and the receiverx, F z is the N × N s precoder at transmitter z with the transmitted signal s z such that E{s * zs z } = P , and ux ∼ CN(0, N o I) is the additive white Gaussian noise. In this paper, it is assumed that F * z F z = I, because of tractability and the observation that the gain attained otherwise, such as with the MMSE algorithm in [33] or the Max-SINR algorithm in [34] , is limited and confined to the low SNR regime where the intercluster interference is generally not dominant. In every cluster, channel state information is estimated at the receivers as in [35, Section II.B] where intra-cluster transmission of common training symbols is followed by an MMSE estimation of the CSI. The estimated CSI is then conveyed to all other nodes of the cluster using an error-free feedback link. We propose to model the uncertainty in the MIMO channels using a Gauss-Markov model of the form [36] , [37] 
where H ŵ xz is the estimated channel, Ex z represents the estimation error with i.i.d. terms distributed as CN(0, 1), and β 2 xz is the normalized variance of the estimation error. It is assumed that the channel is quasi-static block-fading such that H is constant for a block duration of length T and then changes independently. Also, we assume that the channel coefficients are drawn independently at random from a continuous distribution and therefore H is almost surely of full rank. Training, feedback, and data transmission are assumed to be all orthogonal in time, in the same coherence time or frame T [38] . Hence, βx z is set to be related to the average received SNR at each link, γx z , as [35, Section II.B]
where γ o = P No and T t ≥ KN is the number of channel instances spent for training Hx z [12] . Although the variance of the channel estimation error can be related to the system parameters in a variety of forms, (3) provides an analytically tractable dependency between the quality of the estimated channel and the training overhead. For analytical tractability, it is also assumed that H w is used to construct the precoders/equalizers and nodes effectively ignore the imperfection in CSI in their design. Note that some other classes of receive/transmit filters, such as minimum mean square error or regularized ZF filters, converge to a ZF filter at high SNR regime. Therefore, the obtained results in this paper can be generalized to such scenarios. Also more involved linear beamforming designs incorporating some knowledge of the channel uncertainty as given in (2) aimed at optimizing performance metrics other than the degrees of freedom, such as maximizing the worst-case weighted sum rate [21] or minimizing the total transmit power under outage constraint [2] , [22] , [29] , [31] , can be potentially generalized to MIMO IA systems; as the obtained linear beamforming solutions are not analytically tractable in our framework, addressing them is out of the scope of this work.
III. INTRA-CLUSTER INTERFERENCE ALIGNMENT
At each cluster, a K-user system of IA is feasible if there exists a set of matrices W = {Wẑ|z ∈ Ψ 0 } such that, given the received signal of (1), the following constraints are met [7] :
where Wx is the combining filter used at receiverx and N s is the number of interference-free streams each transmitter can send to its receiver. The linear equalizer presented in [8] and the projection matrix presented in [33, Section III.A] are examples of a possible receive filter in (4). It is assumed that the IA precoders are designed using the alternating minimization algorithm in [33, Section III.A] such that F x is independent of Hx x for all x ∈ Ψ 4 . Also, it is assumed that the set of {N, N s , K} constitutes a feasible IA system, which for the MIMO interference channel requires that 2N −(K +1)N s ≥ 0 [39] , [40] . Moreover, we assume that we can always find a solution to the IA system when the system is feasible. Note that there are multiple interference aligning solutions for any feasible IA system [41] , and it is possible to select a solution with specific properties for each channel instance [42, Section VI]. Our analysis, however, is based on selecting a random IA solution for a given channel instance; studying the solutions with specific properties (through extreme statistics) is out of the scope of this work.
A. Characterizing the SINR
From (4), F x is an N × N s matrix and the interference at receiverx is confined to an N − N s dimensional subspace 5 . Let [{·}] represent horizontal concatenation of the elements in {·}. Then, as IA precoders/equalizers are constructed using H w as given by (2)
Jx and let the rows of Wx be the columns of U Jx corresponding to zero singular values in Σ Jx . As Wx
, it satisfies the conditions in (4) and is a valid zeroforcing (ZF) equalizer for IA. Expanding (1) using (2) and applying this ZF receiver, the post-processing signal is
where in the last step, the ZF receiver has cancelled the correctly aligned part of the intra-cluster interference and ux ∼ CN(0, N o I) as orthonormal columns of Wx are independent of ux. Based on (5), the post-processing SINR of the nth stream at receiverx is
where
* , e n is the nth column of an N s × N s identity matrix, I e represents the residual error from the direct link due to CSI uncertainty, I i represents the intra-cluster interference due to performing IA over the estimated channels rather than the true ones, and I i represents the inter-cluster interference. Note that as the distance between a transmitter and its receiver is constant, the corresponding path loss and the error variance of CSI estimation are not random variables; I s is separated from I e to emphasize this point. Let the entries of Hx z and Ex z be i.i.d. Gaussian terms. As W *
x and F z have orthornormal columns and are independent of Hx z and Ex z , due to the doubly unitarily invariance of the Gaussian distribution,hx z andẽx z will be column vectors of length N s with i.i.d. Gaussian terms and independent of each other (as Hx z and Ex z are independent of each other). In (6) , sinceh * xzhx z and e * xzẽx z are independent and identically distributed Gamma random variables, we denote them both by hx z and simplify (6) to
Note that the statistics of (7) is the same for all n.
B. Probability of Outage
A node x will be able to communicate with its receiverx if the links post-processing SINR is larger than θ. Let 1(x →x) be equal to 1 when a node x successfully communicates to its receiver and zero otherwise. So the average fraction of nodes that are able to successfully communicate with their receivers is
Observe that Kλ p πR 2 equals the average number of transmitters in a ball of radius R. Since the process Φ is spatially stationary, it turns out that the empirical average in the above equation can be replaced by the probability of success of a typical link 6 . Intuitively, a typical link corresponds to sampling one of the links uniformly at random. Once we fix a typical transmitter node, because of stationarity we can translate the process so that the typical node is at the origin and compute the success probability of the typical link. Observe that we can find a typical node at x (and then translate it to the origin), if and only if the original process Φ has a point at x (or the translated process Φ − x a point at the origin).
Palm measure provides an elegant mathematical representation of the above said sampling, translation and implicit conditioning. We have that
where P o represents the Palm probability of the point process Φ. Plam measure P o can be interpreted as probability conditioned on the event that a point of the process (interpreted as typical point) is present at the origin.
We now provide the Palm measure for a Newman-Scott cluster process. Every point belongs to some cluster and hence conditioning on the existence of a point at the origin equals the presence of a cluster with one of the daughter points at the origin. Since the parent point process is a PPP, an additional cluster with a daughter point at the origin can be added to it without changing the statistics of the other points of the process. Succinctly, the Palm probability of a Newman-Scott cluster process is P o = P * Ψ o where * denotes superposition (union) [32] . This implies that assuming a point of the cluster process at the origin equals the original point process Φ plus an additional cluster which has a point at the origin. Also this additional cluster at the origin Ψ o is independent of the original process Φ.
The tagged transmitter at origin does not contribute to the interference at the receiver, and so it is convenient to use the reduced Palm probability denoted by P !o instead of Palm probability. Reduced Palm probability is similar to Palm probability, except that the point at the origin is not considered in the computation of the probability (in our case, the statistics of the interference) and hence P !o = P * {Ψ o \{o}}. From (7), the probability of success is therefore P IA s (θ) = P !o (γ IÂ o,n > θ), where θ is the SINR threshold. Theorem 1. For the system model described in Section II, the success probability when each cluster uses IA is
where L !o Ie (s) and L Ii (s) are Laplace transforms of intra and inter-cluster interference given by
Ie (s) results from the residual inter-cluster interference because of imperfect channel state information. The contribution of intra-cluster interference towards the success probability is captured by L Ii (s) while the effect of noise is given by e −s Ns γo . The effect of CSI imperfection of the intended link is given by
Ns
. When the number of streams N s = 1, we immediately observe that all the individual contributions multiply towards the success probability.
Note that the computation of (8) can be simplified by exchanging the order of differentiation and integration and switching the integrals of (9) and (10) to polar coordinates 7 . Although the probability of successful transmission given by (8) is in closed-form, numerically computing it, especially for N s > 1 where differentiation is required, is not trivial. Lemma 1 provides bounds on the Laplace transforms in (9) and (10) that are easily computable. Also, Lemma 2 can be used to avoid the differentiation in (8) when N s > 1.
where D rx (θ) = x 2 +D 2 r −2xD r cos(θ) and
and I y (a, b) is the regularized incomplete beta function.
Proof: See Appendix B.
Lemma 2. If η > (N s − 1)/e, the success probability is bounded by
where (14) does not have a differentiation operator. Note that the condition on N s in Lemma 2 is equivalent to N s < 1 + 
C. Optimizing the Training Period
For a given block fading of length T , the transmitters spend T t ≥ KN channel instances for training the links. We also assume a prefect analog feedback link where the receivers send the trained channels over a period of T f = K 2 N channel instances to the transmitters. In reality, such a finite duration feedback link can only relay an imperfect CSI to the other nodes [12] but analysis of a general analog feedback link, however, is out of the scope of this work. In practice, the transmitters select T t to optimize some performance criteria. In this paper, we assume transmitters use the goodput at each cluster and hencê
where T −K 2 N −Tt T accounts for the transmission opportunities lost due to overhead, KN s is the total number of streams in each cluster, and P IA s (θ) log 2 (1 + θ) is the rate multiplied by the times the connection exists, i.e. SINR passes the threshold θ. Note that in (15) , P IA s (θ) is implicitly a function of the training period T t .
For a given node mobility and hence a Doppler frequency f d ≈ 1 T , the training period can be written as a fraction of the total block length T , i.e. T t = δT = δ 1 f d . Therefore, the optimization problem of (15) can be rewritten aŝ
and L Ii (s) is given by (10) . With a convex relaxation on T t (and therefore δ) to change its domain to the real numbers, the optimization problem of (16) is convex and solvable with any of the numerical optimization algorithms [43] ; in (16) , (1 − δ − f d K 2 N ) and P IA s (θ) are strictly decreasing and increasing functions of δ with continuous first order derivatives [44] . Note that, although complicated, the derivative of the objective function in (16) w.r.t δ is computable and evaluating the objective function or its derivatives for any set of values is possible. Next we provide approximate closed form solutions for the case of single stream from each transmitter. 
The highly non-linear dependency of (17) on δ can be converted into a polynomial one following the Taylor expansion approximation method proposed in [45] . Let g(δ, f d ) be the objective function in (16) . Rewrite g(δ, f d ) as its Taylor series
around f d = 0 (infinite block length and hence perfect training) keeping all the other variables constant
Simplifying the terms in (18) and removing the constant scaling coefficients from the optimization problem yieldŝ
where C 1 and C 2 are given in Appendix D. Let δ 1 be the relevant root of the first derivative of the objective function in (19) . Then
and as f d = 1/T , the optimum training period will be given byT
When Tt N gô o γ o = Tt N γo D α r 1, which is true for high SNR, βô o ≈ 0 which implies that η ≈ θD α r . In this case, L Ii (η) is a strictly positive function independent of T t and (19) simplifies toδ
where D 1 and D 2 are given in Appendix E. Similar toT t,1 , let δ 2 be the relevant root of the first derivative of (21). The optimum training period will be given bŷ
2) Greater than one stream from each transmitter: For N s > 1, the same approach taken to derive (20) and (22) can be used to approximately solve for the optimum training period. Alternatively, bounds given in (11), (12) , and Lemma 2 can be used to derive simpler (and less accurate) results. We believe the involved expressions in this case do not provide additional insight into the problem at this point and are not presented here.
D. Transmission Capacity
Let q(λ p ) = 1 − P IA s (θ) = . Accounting for overhead, the normalized transmission capacity is
With the probability of successful transmission as given by (8) , the exact expression of q −1 ( ) for general N s is not analytically tractable. Next we give its exact expression for the case of N s = 1 and provide a bound for general N s > 1. 1) Single stream from each transmitter: Using (8)
whereη = η| Tt=Tt . Substituting (9) and (10) into (24) yields (25) whereT t is the optimum training period obtained earlier. Using (25) , (23) can be computed. Note that the obtained expression for the transmission capacity is exact, but if the optimum training periodT t is an approximation, as are (20) and (22), the resulting transmission capacity will be an approximation too.
2) Greater than one stream from each transmitter: When η > (N s − 1)/e, using Lemma 2
whereη =η − k/e. Note that the expression for the optimum training when N s > 1 was not presented in Section III-C2. Now, ifη k/e for all k ∈ {0, . . . , N s − 1},η − k/e ≈η and hence (26) equals
which yields
, and hence
To simplify the integrations in (27) , one could also use the bound given by (12) for L !o Ie (η) or use a similar approach taken to obtain (11) to find an appropriate bound for the denominator of (27) .
IV. SPATIAL MULTIPLEXING
An alternative strategy to IA is spatial multiplexing with an orthogonal multiple access technique, e.g. TDMA. We analyze open-loop spatial multiplexing where at each cluster only a single transmit/receiver pair communicate N streams without precoding. In short, we refer to TDMA+SM as SM. For a fair comparison with IA, we assume a similar CSI imperfection as in (2) . Therefore, the signal at a typical receiver can be written as
where I c is defined in (1) with the difference that each cluster only has a single transmitter. In this case, the point process of the transmitters simplifies to the Poisson point process of the parent points. When βx x = 0, after a zero-forcing receiver based on Hx x , the SINR of the nth stream at a typical receiver can be written as
where we have assumed the interference values from different transmitters are independent. The probability of success is given by [46] 
where J = πΓ(N + 2
. With imperfect CSI, we assume the receivers compute their zero-forcing receivers based on the estimated channel values and ignore the estimation error. Then, the denominator of (28) will have an additional term of gx x β 2
xx Ex x E * xx inside the parenthesis. As the channel estimation error is independent of the estimated channel and the transmitter/receiver distance is fixed to D r , this additional term is effectively increasing the noise spectral density from N o to N o + P gx x β 2 xx . As the numerator of (28) also changes to gx x 1 − β 2 xx , in case of imperfect CSI as in (2), the probability of success at a typical receiver for any of the streams changes from (29) to
A. Optimum Training Period
Similar to the IA case, each node selects a training period that optimizes its own (its own cluster's) goodput. Unlike IA, however, here the minimum training period for each transmit/receive pair is N and no resources are spent for feedback. Hencê
It is possible to show that the optimization problem of (31), after a convex relaxation on T t , is also a convex problem and any of the numerical optimization algorithms [43] can be used to solve for the optimumT SM t . Nevertheless, similar to the optimization problem of (16), we first replace the objective function of (31) with its second order Taylor expansion around f d = 0 (infinite block length and hence perfect training) holding all the other variables constant, and then obtain an approximate closed-form solution forT SM
Removing the constant coefficients and simplifying the terms, the new optimization problem derived from the 2nd order Taylor series expansion of the objective function in (32) iŝ
where B 1 and B 2 are given in Appendix F. Similar to the IA case, let δ 3 be the relevant root of the first derivative of (33). The optimum training period will be given bŷ
B. Transmission Capacity
For a given block length T , accounting for overhead, the normalized transmission capacity is
Using (30) , λ p is found as
where in computingθ andÑ o , the optimum training period, T SM t , is used.
V. NUMERICAL EXAMPLES AND DISCUSSION
In this section, we present numerical examples demonstrating both the accuracy of the developed theory for analyzing large IA networks and the effectiveness of such analysis in discovering operating regimes where IA outperforms other transmission schemes. For simplicity, we focus on the case of K = 3, N = 2, and N s = 1. To further reduce the number of involved variables, we set R to D c = 0.5λ −0.5 p (average distance between the cluster centers) and set D r to R 5 . In this way, by increasing D c , all the nodes move away from each other. We set N o to 1 and unless otherwise stated, it is also assumed that all the clusters are transmitting simultaneously. In the forthcoming discussions, perfect channel estimation corresponds to very large values of T t where β is assumed to be 0 and the worst channel estimation corresponds to assigning the least number of channel instances required for training the cross links in an IA cluster, i.e. T t = KN . Note that for perfect CSI, (40) and (9) are both equal to 1. All the numerical results are obtained through Monte Carlo simulations by generating 10 4 random instances of the channel coefficients at each point and averaging the obtained results.
Probability of successful transmission with perfect CSI Assume perfect channel state information and γ o = 30 dB. P IA s and P SM s given by (8) and (29) as a function of the SINR threshold for three values of the average distance between the cluster centers is shown in Fig. 2 . As can be seen, for very dense networks, SM outperforms IA which can be explained by the reduced inter-cluster interference due to only a single transmit/receiver pair being active at each cluster. In addition, for moderately dense networks, IA outperforms SM only at high θ which highlights the nonlinear nature of such comparisons. For very low node density, IA has better performance than SM when the increased distance between transmit/receive pairs does not enforce a zero probability of successful transmission.
Probability of successful transmission with imperfect CSI Now assume the worst channel estimation error variance for IA with the same γ o = 30 dB. The questions of interest are i) how much the performance of IA will be affected by introducing the imperfect CSI and ii) how does the relative performance between IA and SM change in this scenario. For the same values of D c and θ as in Fig. 2 , the probabilities of successful transmission for IA and SM when the training period is lowered to KN = 6 is shown in Fig. 3 . As can be seen, the higher the density of the nodes, the higher the reduction in P IA s and P SM s due to the imperfect CSI. Compared to the perfect CSI case, SM now outperforms IA for a larger range of θ for moderate node densities. Also, IA has lost most of its advantages at moderate node densities (from maximum of 0.1 to 0.06) and the gap between IA and SM has decreased for the widely dispersed network. As a reference, the error of (8) when T t = 6 compared with numerical results for the curves shown in Fig. 3 , in the worst case, is less than 0.0035.
Optimum training period Again, assume γ o = 30 dB. The optimum training period as obtained using (20) and (34) for IA and SM together with the corresponding optimum values found through numerically optimizing (15) and (31) for θ = 20 dB and two values of cluster radius (and hence average cluster center distance) as a function of total frame length, T , is shown in Fig. 4 . As can be seen, (20) and (34) can be used to accurately find the optimum training period for a wide range of node density and total frame length. As expected, IA requires more training than SM but surprisingly, the ratio of the optimum training periods between the two transmission techniques seems to be a constant value independent of the total block length, T , which requires further analysis not in the scope of this work. Also, as the Taylor expansions used to derive (34) and (20) are at T = ∞, small inaccuracies at small frame lengths is expected. Moreover, the numerical errors in numerically calculating the integrals of the coefficients in (20) become harder to confine as R (and hence the integration ranges) increases which explains the deviation of the results obtained using (20) from the true optimum points for R = 5.
Transmission capacity Now fix the SINR threshold in (25) and (36) to θ = 17 dB and fix the maximum tolerable outage probability to = 0.1. The maximum cluster density, λ P , as given by (25) and (36) and the corresponding transmission capacities given by (24) and (35) for two values of cluster radius, R, and two values of the total block length, T , as a function of transmit SNR, γ o , are shown in Fig. 5 and Fig. 6 . Note that for R = 5 only T = 200 curves are shown as T = 1000 curves were not conveying any new observations. Also, for both IA and SM, optimum training periods are used to compute the transmission capacity. As seen in Fig. 5 , except for the high SNR values, increasing T allows for a better channel estimate at the receivers and consequently each receiver can tolerate more inter-cluster interference and hence a large cluster density. Also as the radius of each cluster increases, the channel estimation errors increase and the maximum tolerable cluster density decreases. Although by increasing T , the crossing point between IA and SM for λ P shifts to a lower SNR value, the corresponding crossing point for the transmission capacity shifts to higher SNR values which highlights the tradeoff between a higher Fig. 4 . The optimum training period as obtained using (20) and (34) for IA and SM together with the corresponding optimum values found through numerically optimizing (15) and (31) at two values of cluster radius (and hence average cluster center distance) for θ = 20 dB and γo = 30 dB as a function of total frame length, T . Fig. 5 . The maximum cluster density, λ P , as given by (25) and (36) for two values of cluster radius, R, and two values of the total block length, T , at the SINR threshold of θ = 17 dB and the maximum tolerable outage probability of = 0.1 as a function of transmit SNR, γo. obtainable throughput by increasing K in each cluster and the accompanying higher accumulated non-aligned interference at each receiver due to the imperfect CSI estimation.
VI. CONCLUSION
In this paper, we obtained an expression for the probability of successful transmission in a clustered MIMO IA network when the communication takes place over a Rayleigh fading quasi-static block-fading channel of a finite length and the impact of channel estimation on the accuracy of the obtained CSI is taken into account. We formulated an optimization of the training period length and explicitly solved it for the case of a single stream from each transmitter. We then presented the exact transmission capacity for the same case of a single stream from each transmitter and also provided Fig. 6 . The transmission capacity, c( ), as given by (24) and (35) for two values of cluster radius, R, and two values of the total block length, T , at the SINR threshold of θ = 17 dB and the maximum tolerable outage probability of = 0.1 as a function of transmit SNR, γo. In each case, the optimum training periods as given by (20) and (34) were used to compute the transmission capacities.
an upper bound for the general case. Through simulations, we showed that probability of successful transmission and transmission capacity of TDMA+SM can be higher than IA in dense networks or when the mobility of the nodes is high. The simplifying assumptions in this paper served to enable mathematical analyses of a large scale IA-based network with many simultaneously operating clusters. The main assumptions can be listed as • Our analyses in this paper were based on a generic MIMO IA filter design approach where the only goal of the transmitters is to align the interference by exploiting the spatial degrees fo freedom without optimizing the direct links or extending the symbols over multiple fading blocks in time. Any such variations of the IA algorithm can potentially increase the gains of IA. • The premise of this paper was that the studied linear precoding design is the result of solving (4). One could, however, optimize other metrics of interest such as the minimum worst-case SINR or the worst-case weighted sum rate both presented in [2] , resulting in non-IA solutions in each cluster. • We assumed a perfect analog feedback link for IA where only the minimum required channel resources are used to relay the exact estimated channel values at the receivers to the rest of the nodes in each cluster. By using the results of [12] , it is possible to include the analog feedback analysis in the expense of greatly complicating the results. • Instead of transmit/receive zero-forcing filters, one could use more complex filters, such as MMSE, to achieve a better transmission capacity. Characterizing the SINR in that case, however, would not readily amend itself to a stochastic geometry framework. For example, in the case of MMSE filters, characterizing the post-processing SINR distribution requires computation of hypergeomet-ric functions (see [47, Section 6.6.1.2] and references therein). Relaxing any of the aforementioned assumptions, though insightful, would result in more involved expressions not benefiting the current scope of this work and is left for future work. Finally, the exact transmission capacity of our network model for arbitrary number of streams from each transmitter or other relevant optimization problems, such as optimizing the SINR threshold for the maximum tolerable outage probability, can be readily defined using the results of this paper.
APPENDIX A PROOF OF THEOREM 1
Since 
where L !o Ie (s) is the Laplace transform of the intra-cluster interference w.r.t the reduced Palm measure and L Ii (s) is the Laplace transform of the inter-cluster interference. Since hô o ∼ Γ(N s , 1), using (3),
We now evaluate L !o Ie (s) 
Using (42), (41) equals
We now focus on L Ii (s)
x−y α s+ x−y α Ns dx K dy , (44) where (a) follows from (45) Note that in (43), x and y vary within a cluster, while in (44) , y varies over the whole plane. Also, in (43) , the interference is only from the other K − 1 transmitters in the cluster and hence the exponent of K − 1, while in (44), the interference is from all the K transmitters at each cluster and hence the exponent of K.
APPENDIX B PROOF OF LEMMA 1
Define the following PDF
Now, using ( 
Therefore, the inner integral in (47) can be seen as the expectation of E h [e −sh x−y −α ] w.r.t f p (x). Using Jensen's 
where f (x) = 
Let (r, θ) be the polar representation of x − y, where x and y are two points independently and uniformly distributed on B(o, r). Then θ ∼ U (0, 2π) and from [48] the PDF of r is given by (13) . Note that (13) 1 − x 2 /4R 2 . Without loss of generality, we can assume thatô = (D r , 0). Then (49) simplifies to (12) .
APPENDIX C PROOF OF LEMMA 2
From (37) 
where η = η − k/e, (a) follows from the observation x k e − k e x ≤ 1 for x > 0 and the proof follows by comparing (50) to (39) and making the necessary change of variables. APPENDIX D COEFFICIENTS OF (19) Coefficients are given in (51) x−y −ô α dxdy,
APPENDIX E COEFFICIENTS OF (21)
where A 1 is given in Appendix D.
APPENDIX F COEFFICIENTS OF (33)
where J is defined in (29) .
