Problems with sign-changing coefficients occur, for instance, in the study of transmission problems with metamaterials. In this work, we present and analyze a generalized finite element method in the spirit of the Localized Orthogonal Decomposition, that is especially efficient when the negative and positive materials exhibit multiscale features. We derive optimal linear convergence in the energy norm independently of the potentially low regularity of the exact solution. Numerical experiments illustrate the theoretical convergence rates and show the applicability of the method for a large class of sign-changing diffusion problems.
Introduction
Metamaterials with, for instance, negative refractive index have a attracted a lot of interest over the last years due to many applications [25, 31] . The related mathematical problems are characterized by so-called sign-changing coefficients. At the simplest example of a diffusion problem, it means that the diffusion coefficient σ takes strictly negative values, i.e., σ ≤ −|σ − | < 0 in some part Ω − of the domain, while it takes strictly positive values, i.e., σ ≥ |σ + | > 0 on the complement Ω + . Such a behavior of the coefficient in the PDE does not only appear for metamaterials with negative effective properties [31] , but also for electric permittivities, which can have a negative real part for certain metals.
The sign-change of the PDE coefficient has tremendous effects on the analysis and numerics. The standard assumption of coercive bilinear forms is no longer valid, so that existence and uniqueness of solutions have to be studied anew. Employing the approach of T-coercivity [6] , a large progress has been made in this area in the last years considering the diffusion problem [3, 6] as well as time-harmonic wave propagation [4, 5] and eigenvalue problems [8] . In particular, twodimensional settings with a polygonal interface between the two regions (positive vs. negative coefficient) are very well understood now [2] . Essentially, the problem is well-posed if the contrast |σ + |/|σ − | lies outside a so-called "critical interval" I = [1/r, r], where r ≥ 1 depends on the geometry of Γ.
When discretizing these problems with the standard finite element method, the questions of existence and uniqueness of the discrete solution as well as convergence rates for the error immediately arise. Simply speaking, they have been answered positively in two different scenarios, namely a) if the mesh satisfies certain symmetry properties around the interface Γ between Ω − and Ω + , which is denoted as T-conformity [2] , or b) if the contrast |σ + |/|σ − | is outside an enlarged critical interval I = [1/ r, r], where r > r [9, Section 5.1].
Besides the a priori stability and error analysis, a posteriori error indicators and their reliability and efficiency have been studied for the standard finite element method as well [12, 24] . Furthermore, an optimization-based scheme which does not require symmetric meshes is introduced in [1] . Apart from continuous Galerkin methods, we also mention that schemes in the discontinuous Galerkin framework have been presented and analyzed in [10] and [21] .
The main contribution of the present work is the introduction and numerical analysis of a generalized finite element method in the spirit and framework of the Localized Orthogonal Decomposition (LOD) [18, 23, 26] . The latter has been successfully applied in various situations, where we mention in particular the reduction of the pollution effect for high-frequency Helmholtz problems [14, 27, 30] . The efficient implementation of the method is outlined in [13] . The LOD can also be interpreted in the context of homogenization [15] and domain decomposition methods [19, 20, 29] , approaches that we however do not follow here.
We analyze the stability and convergence of the proposed method under the assumption that the interface is resolved by the mesh and that the contrast is "sufficiently large". While this restriction means that the interface Γ is essentially "macroscale", σ is allowed to exhibit a rough and multiscale behavior in Ω − and Ω + . Under these assumptions, the present method allows for optimal convergence orders on uniform meshes, even in the presence of corner singularities, which is already known for positive discontinuous diffusion coefficients. In contrast with standard FEM [9] , considerable complications arise in the analysis of the LOD method in the presence of signchanging coefficients. Indeed, while the LOD method has been analyzed for a rather large class of inf-sup stable problems ([22, Chap. 2]), these general arguments cannot be directly applied here, because of the inherently non-local procedure involved by the T-coercivity approach.
While our numerical analysis assumes an interface-resolving mesh as well as an hypothesis on the contrast, we present numerical experiments with general meshes, that do not necessarily resolve the sign-changing interface(s), as well as contrasts close to the critical interval. These results are very promising, and indicate the efficiency of the method in highly heterogeneous media. Finally, we mention that we consider the diffusion problem here, but the arguments and techniques might also be generalized to other settings such as the Helmholtz equation.
The paper is organized as follows. In Section 2, we introduce our model problem as well as necessary finite element notation. Our generalized finite element method is presented and analyzed in Section 3. The dedicated arguments required to take into account T-coercivity in the context of LOD are discussed in Section 4. In Section 5, we present several numerical experiments illustrating our theory and showing the applicability of the method even for meshes that do not resolve the interface, and contrasts close to the critical interval. Some technical finite element estimates related to quasi-interpolation are collected in Appendix A.
Setting
In this section we introduce the model problem, discuss the notion of T-coercivity and introduce the necessary finite element preliminaries. Throughout the whole article, we use standard notation on Sobolev spaces. · 0 denotes the usual L 2 -norm and · 1 and | · | 1 denote the H 1 -norm and semi norm, respectively. We add an additional subscript for the domain over which the norm is taken if necessary.
Model problem and T-coercivity
We consider a polytopal domain Ω ⊂ R d , with d ∈ {1, 2, 3}. We assume that Ω = Ω + ∪ Ω − , where Ω ± ⊂ Ω are two non-overlapping subdomains. We denote by Γ := ∂Ω + ∩ ∂Ω − the boundary shared by the two subdomains.
We consider a diffusion coefficient
For the sake of simplicity, we introduce the norm
that is equivalent to the usual · 1,Ω -norm. While the bilinear form a(·, ·) is not coercive, well-posedness in the sense of Hadamard can be guaranteed through a weaker property usually called T-coercivity, which is a particular case of "inf-sup stability". For convenience, we give a short illustration how T-coercivity is obtained for our model problem.
2b)
for all v ∈ V . Then, we have
Proof. Pick an arbitrary element v ∈ V . Taking advantage of (2.2a), we may write
Then, we derive that
where we have employed Young's inequality
Estimate (2.3) then follows from (2.4) and (2.5).
In the following we will assume that there exists an operator T ∈ L(H 1 0 (Ω)) satisfying (2.2). We will assume that
and employ the notation
Since α > 0, estimate (2.3) shows that a(·, ·) is inf-sup stable, and (2.1) is well-posed.
We will further assume that T takes the particular form
We point out that the above assumptions are not very restrictive. In particular, we refer the reader to [2] for an explicit construction of S employing local geometrical transformations (rotations and symmetry) for general polygonal interfaces. We also note that (2.2b) holds with C ± (T) = 2 S L(H 1 ∂Ω (Ω−);H 1 ∂Ω (Ω+)) . Remark 2.2. In the above, we (arbitrarily) assumed that σ + ≤ σ − . This is not a restrictive assumption, since in the case where σ − ≤ σ + , we can always get back to this situation by applying a minus sign on both sides of (2.1). In particular, when we write that the contrast is "sufficiently large", it actually means it is "sufficiently far away from the critical interval".
Quasi-interpolation and T H -coercivity 2.2.1. Notations related to the mesh
We consider a shape-regular quasi-uniform triangulation T H of Ω. We assume that T H that resolves the interface, i.e., that Γ is covered by faces. The standard conforming finite element space of lowest order Lagrange elements is denoted by V H ⊂ H 1 0 (Ω). Given an element K ∈ T H the notations
respectively denote the diameter of K and the radius of the largest balled contained in K. The assumptions of shape-regularity and quasi-uniformity imply the existence of a constant κ > 1 such that
where H := max K∈T H H K and ρ := min K∈T H ρ K . V H is the set of vertices of T H , and V int H is the set of "interior" vertices that do not lie on ∂Ω. If a ∈ V H , we denote by ψ a the associated hat function and set ω a := supp ψ a . We further split V int H into three categories of vertices:
If a ∈ V H , then T a H := {K ∈ T H | a ∈ V(K)}, is the associated local mesh, and a := card T a H , is the number of elements touching a. Finally, If K ∈ T H , then V(K) ⊂ V H is the set of vertices of K.
Oswald-type quasi-interpolation
Following [26] , we consider a standard Oswald-type quasi-interpolation operator I H :
where P K v denotes the L 2 (K) projection onto P 1 (K). Obviously, I H is a projection onto V H (I H • I H = I H ) and we furthermore have
for all v ∈ H 1 0 (Ω), see [26] . While for the sake of simplicity, we work with the above mentioned operator I H , we emphasize that other quasi-interpolation operators could be considered, and we refer the reader to [13] for the required properties.
T H -coercivity
Our generalized finite element method hinges on variational problems defined on W := ker I H . While a(·, ·) is T-coercive on H 1 0 (Ω), it does not automatically mean that it is T-coercive on W . Indeed, we do not have Tw ∈ W for w ∈ W in general. This motivates the introduction of the following modified version of the T operator:
where η a is the function defined in Lemma A.4 in the appendix. We postpone the detailed analysis of T H , and state its essential properties.
where the constant C only depends on κ and is described in details in Section 4. In addition, as shown in the appendix, supp η a ⊂ ω a ∩ Ω + for all a ∈ V H . As a result, we have
for all v ∈ H 1 0 (Ω). As advertised in the introduction, we will derive the well-posedness and convergence of the proposed generalized finite element method under a "large contrast" assumption. Specifically, we assume from now on that
which means that a(·, ·) is T H -coercive on W , and in particular, satisfies an inf-sup condition.
The generalized finite element method
In this section, we derive our generalized finite element method and show its well-posedness as well as a priori error estimates. We use the notation introduced in Section 2 and in particular, we assume throughout that (2.1) is well-posed and that (2.13) is satisfied. To avoid the proliferation of constants, we use the notation a b (resp. a b) if a ≤ Cb (resp. a ≥ Cb) with a constant C that only depends on κ, α κ , σ + , σ − , and σ L ∞ (Ω) . We also write a ≈ b when a b and a b.
An ideal method
The method is based on the splitting H 1 0 (Ω) = V H ⊕ W which we orthogonalize with respect to a(·, ·) in the following sense: The correction operator Q :
We note that these corrector problems are automatically well-posed because of (2.14). Furthermore, Q can be written as
In the ideal generalized finite element method we use (id −Q)V H as new ansatz and test space, i.e., we seek u H ∈ V H such that
Proposition 3.1. a(·, ·) satisfies the following inf-sup condition:
Moreover, the unique solution u H of (3.2) fulfills the following error estimate
Note that the inf-sup condition automatically implies the well-posedness of (3.2). A direct calculation then shows that u H coincides with the interpolation of the exact solution I H u. Since I H is a stable quasi-interpolation onto V H , u H = I H u already contains many characteristic coarse features of the exact solution and hence, may be a sufficiently good approximation in many cases. Note that linear convergence of the error in Proposition 3.1 is optimal for lowest-order elements and moreover, that this result is independent of the regularity of the exact solution (which may be arbitrarily low, since σ ∈ L ∞ (Ω)). Proposition 3.1 is classical for the LOD applied to inf-sup stable problems and we refer to [22, Chapter 2] for a proof.
Localization of the basis
The corrector problems (3.1) are global finescale problems and therefore as expensive to solve as the original problem on a fine mesh. In this section, we will show how to localize the computation of the correctors yielding a practical method. This localization step is motivated by a decay of the correctors which is exponential in units of H.
We emphasize that the present localization analysis requires a dedicated treatment, due to the underlying usage of T-coercivity. Indeed, the arguments for general inf-sup stable problems presented in [22, Chapter 2] requires a "locality assumption" in the inf-sup condition. This locality assumption essentially requires that for w ∈ W , there exists a function w ∈ W that realizes the inf-sup condition such that w 1,D w D for D ⊂ Ω, where D is a slightly "oversampled" version of D. In view of the nature of the operator T, that involves a symmetrization around Γ, this assumption is fundamentally violated here.
We denote by N(K) denote the union of all elements sharing a vertex with K ∈ T H , i.e.,
This can inductively be generalized to m-layer patches: Define N m (K) = N m−1 (N(K)) for m ∈ N, m ≥ 2, and set for simplicity N 0 (K) = K. The shape regularity implies that there is a bound C ol,m (depending only on m) of the number of the elements in the m-layer patch, i.e.,
We note that since T H is quasi-uniform, C ol,m grows at most polynomially with m.
As stated above, we need to modify usual proof because T H involves a symmetrization operator and thus, is inherently non-local. This is why we introduce the following "symmetric" patches
We emphasize that this does not require the mesh T H to be symmetric. In view of (2.12), the idea of P m (K) is that, for any function v ∈ H 1 0 (Ω) with supp v ⊂ P m (K) we now have supp T H v ⊂ P m (K) as well. We now have an exponential decay of Q K outside those symmetric patches, as stated in the following proposition, whose proof is postponed to Section 3.3.
In order to localize the corrector problems, we introduce the space
where a D (·, ·) denotes the restriction of a(·, ·) to a subdomain D ⊂ Ω. Due to T H ∈ L(W ) and the definition of P m (K), these localized corrector problems are well-posed because the T H -coercivity of a(·, ·) thereby carries over from W to W (P m (K)). We emphasize that, if N m (K) ∩ Γ = ∅, P m (K) consists of two disconnected domains and Q K,m v H is even zero outside the standard patch N m (K) because of the localized right-hand side in (3.5) . Hence, we can solve (3.5) on N m (K) (as in the usual LOD) in the case N m (K) ∩ Γ = ∅, resulting in the standard localized element corrector problems. In other words, we only need to define new and larger patches for Q K,m for element K close to the interface Γ. The truncated correction operator Q m is now defined as the sum of these element correctors, i.e., Q m :=
Due to the exponential decay of the idealized correctors, we have the following estimate of the truncation or localization error, which again is proved in Section 3.3.
In our generalized finite element method, we now replace Q in (3.2) by Q m , exactly in the spirit of LOD. Hence, we seek u H,m ∈ V H such that
The numerical analysis relies on the error estimate for the ideal method in Proposition 3.1 and the fact that the localization is a small perturbation thereof. 
Note that the oversampling condition m | log(C 1/2 ol,mα κ )| is independent of H. Since C ol,m grows only polynomially in m, it is fulfillable. With respect to the error estimates, we need to couple m ≈ | log(C 1/2 ol,m H)| anyway to balance the terms in H and m, which in general is the dominating condition. We summarize that under this (standard) oversampling condition, the method is well-posed, we have linear convergence in the H 1 (Ω)-norm (see (3.7) ) and up to quadratic convergence of the FE part in the L 2 (Ω)-norm (see (3.8) ). Note that the second term in (3.8) is of order H 2 for m ≈ | log(C 1/2 ol,m H)|. The exact convergence rate for the FE part depends on the (higher) regularity of the model problem (encoded in the best approximation of V H ), but we have at least linear convergence. To be more precise, (3.8) gives a convergence order of H 1+s if the exact solution is in H 1+s (Ω). This should be contrasted with the convergence order H 2s in L 2 (Ω) for the standard FEM.
Proof. The well-posedness of (3.6) follows from an inf-sup condition on V H,m (see [30] for instance). This directly yields quasi-optimality and the error estimate (3.7), where we refer to [22, Chapter 2] for details.
Moreover, a standard duality argument can be employed to show
i.e., quadratic convergence in the L 2 (Ω)-norm. We refer to, e.g., [30] for details. Finally, we have that
Due to the stability and projection property of
We note that by the definition of Q and the stability of I H it holds that
The definition of Q, Galerkin orthogonality and Theorem 3.3 give that
Combination with the estimate for u − (id −Q m )u H,m 1 finishes the proof.
Proof of the localization error
This section is devoted to the proofs of Proposition 3.2 and Theorem 3.3. In the proofs we will frequently make use of cut-off functions. We collect some properties for them in the following. Let η ∈ H 1 (Ω) be a function with values in the interval [0, 1] satisfying the bound ∇η L ∞ (Ω) H −1 and let R := supp(∇η). Given any subset D ⊂ Ω as the union of elements in T H , any w ∈ W satisfies that We write R = supp(∇η) and use in the following N k (R) = P m−3+k (K) \ P m−4−k (K). Note that ∇η L ∞ (R) H −1 . Then
We have T H φ ∈ W with support outside K due to the definition of P m (K). Hence,
Note that supp( φ−φ)∩supp(T H φ) ⊂ N 1 (R) and T Hφ N(R) φ 1,N 2 (R) due to the definitions of P m (K) and R. Hence, we obtain with the continuity of a(·, ·)
Employing that I H φ = 0 and the properties (3.10) as well as (3.11), we deduce
for some constantC. This yields
The repeated application of this argument finishes the proof withγ =C 1+C < 1.
Note that the constant hidden in in Proposition 3.2 depends on the interpolation constant, the norm of T H , the continuity constant of a(·, ·) and on α −1 κ . In particular the latter may become very large depending on the contrast, see [12] and Section 5.
Proof of Theorem 3.3. We start by proving the following local estimate
for some 0 <γ < 1 and for any v H ∈ V H and K ∈ T H . Note that Q K,m v H is the Galerkin approximation of Q K v H on the subspace W (P m (K)) ⊂ W . Due to the T H -coercivity of a(·, ·) over W (P m (K)), we have the following standard quasi-optimality
We choose now w K,m := (id −I H )(ηQ K v H ) with a piecewise linear, globally continuous cut-off function η defined via η = 0 in Ω \ P m (K), η = 1 in P m−2 (K).
Inserting this choice of w K,m into (3.13) and noting that I H (Q K v H ) = 0, we obtain
where the last inequality follows from the properties (3.10) and (3.11) similar to the arguments in the proof of Proposition 3.2. Combination with Proposition 3.2 gives (3.12). To prove Theorem 3.3, we define, for a given simplex K ∈ T H , the piecewise linear, globally continuous cut-off function η K via
where, for any K ∈ T H , we abbreviate
Because (id −I H )(ηT H w) ∈ W with support outside P m (K), we have B K,1 = 0. Using the property (3.11), the stability of I H (2.10) and T H w N({η =1}) w N 2 ({η =1}) , we deduce
Combining these estimates and observing that {η = 1} = P m+2 (K), we obtain
, which in combination with (3.12) finishes the proof.
Further remarks on the method

Weak T-coercivity
In this paragraph, we briefly discuss how our results transfer to the case that a(·, ·) is weakly T-coercive, which means that instead of (2.3), a(v, Tv) only satisfies a Gårding-type inequality [6] , namely a(v, Tv) ≥ α|v| 2 1,σ,Ω − µ v 2 0,Ω , where α, µ > 0 are positive constants, which yields a setting similar to the Helmholtz equation.
Assuming in addition that a(·, ·) satisfies an inf-sup condition, the problem can be approximated with the proposed generalized finite element method, but the described theory does not immediately apply. In particular, the study of the well-posedness of the corrector problems and their exponential decay requires additional arguments.
However, a similar situation, namely the Helmholtz equation (with positive coefficients), was analyzed in [14, 27, 30] . In particular, it is shown that the corrector problems are well-posed under a resolution condition on H because the L 2 -perturbation in the Gårding inequality can be absorbed for functions in the kernel W due to the property (2.10) of I H . The authors believe that this argument carries over to the weakly T-coercive setting for problems with sign-changing coefficients, so that we can establish strong T H -coercivity of a(·, ·) over W under a resolution condition (smallness assumption) on H.
Fully discrete method
Although the corrector problems (3.5) are localized, they are not yet ready to use since the space W is still infinite-dimensional. In practice we therefore introduce a second, fine triangulation T h of Ω as well as the corresponding Lagrange finite element space V h . The corrector problems (3.5) are then defined on the discrete space W (P m (K)) ∩ V h .
The corresponding solution u H,h,m of our generalized finite element method (3.6) then approximates the FEM solution u h ∈ V h on the fine mesh. In particular, u in Theorem 3.4 is replaced by u h . By the triangle inequality, this gives error estimates for u − u H,h,m if u − u h is small. In other words, we assume that u h is a good approximation of the exact solution u.
This requires the mesh T h to be sufficiently fine, and in particular it needs to be T-conforming. We point out than then, T(V h ) ⊂ V h , and one easily checks that T H (W ∩ V h ) ⊂ (W ∩ V h ). As a result, the authors strong believe the above analysis will still hold true with minor modifications due to the additional discretization. We refer the reader to [14] for details on the proof of the exponential decay in this case.
T-coercivity in the kernel of I H
In this section, we analyze the operator T H introduced at the end of Section 2.2. Specifically, we show that the kernel W of the Oswald-type interpolation operator I H specified in (2.9) is stable under application of T H , and that T H satisfies (2.2). In view of Proposition 2.1, this ensures that for a sufficiently large contrast, the corrector problems (3.1) are well-posed. We first establish that T H satisfies (2.2a).
Proof. This is direct consequence from the fact that supp η a ⊂ Ω + for all a ∈ V 0 H ∪ V + H . We now show that T H ∈ L(W ). We now establish that stability property (2.2b) holds true for T H , under the additional stability assumption (2.8) on T. Lemma 4.3. Assume that T satisfies (2.8). Then, we have
where κ, C ± (T), and C 0 ± (T) are introduced in Section 2.2 and the other constants are explained in Appendix A.
Proof. Let w ∈ W . We have
We have
Then, for each a ∈ V 0 H ∪ V + H , it holds with Lemmas A.1 and A.4 that
Furthermore, we have
Therefore, we obtain by combining these two estimates
Moreover, we have by Lemma A.2
Hence, combining all the foregoing estimates, we finally deduce
and the result follows.
Numerical experiments
In the following numerical examples, we always consider Ω = [0, 1] 2 . The diffusion coefficient σ is chosen piecewise constant. Specifically, Ω is partitioned into two subsets Ω − and Ω + , and σ ± denotes the value taken by σ over Ω ± . The corrector computations are discretized on a fine mesh of criss-cross type with h = 2 −8 which is T-conform in all settings described below except from the circular inclusion in Section 5.3. In Sections 5.1 and 5.3 the exact solution is known, whereas we compute a reference solution u h with a standard FEM on the fine mesh in Sections 5.2 and 5.4. The LOD solution is computed on a series of meshes with H = 2 −1 , . . . , 2 −6 and oversampling parameters m ∈ {1, 2, 3}. We refer to (id −Q m )u H,m from (3.6) as the LOD solution and to u H,m as the macroscopic part of the LOD solution. Note that u H,m lies in the standard FE space. For comparison, we also compute the standard FE solution on the coarse grids T H as well as the L 2 (Ω)-projection of the exact or reference solution onto V H . The latter is referred to as the L 2 -best approximation in V H . We compute the absolute error of the LOD solution in the H 1 (Ω)-semi norm and compare it to the the absolute error of the standard FEM. From (3.7), we expect linear convergence of this LOD error. Moreover, we also consider the absolute error of the macroscopic part of the LOD solution in the L 2 (Ω)-norm and compare it to the absolute errors of the FEM solution and the L 2 -best approximation in V H . We expect that the macroscopic error of the LOD behaves like the L 2 -best approximation error (cf. (3.8) ). Finally, we note that, although our theory guarantees a well-posedness of the corrector problems only if the contrast is outside a sufficiently large interval, which is larger than the analytical one, we never experienced any well-posedness issues in practice.
Flat interface with known exact solution
We define Ω + = {x ∈ Ω | x 2 < 0.5 − 2 −7 } and Ω − accordingly as Ω − = {x ∈ Ω | x 2 > 0.5 − 2 −7 }. We set σ + = 1 and consider two different cases where σ − = 2 or 1.1. Note that the model problem is well-posed for both choices of σ − since the critical interval in this case only consists of the value −1. The meshes T H do not resolve the interface and are not symmetric for any H and hence we expect a poor performance of the standard FEM. We consider the following piecewise smooth function fulfilling homogeneous Dirichlet boundary conditions
where l = 0.5 − 2 −7 stands for the interface location. The right-hand side f is computed so that u is the exact solution. Precisely, f (x, y) = σ − (2y(y − 1)(y − l) + x(x − 1)(6y − 2(l + 1)) and we note that f is globally smooth. The LOD error (in the H 1 (Ω)-semi norm) and the macroscopic LOD error (in the L 2 (Ω)norm) for both choices of σ − are depicted in Figure 5 .1. We observe that an oversampling parameter m = 3 is sufficient to produce faithful LOD approximations. The LOD error in both cases converges linearly as expected and the macroscopic LOD error follows the L 2 -best approximation. Note that the latter converges quadratically due to the piecewise smoothness of u. This nicely illustrates the findings of Theorem 3.4. In contrast to the good performance of the LOD, we see the failure of the standard FEM in Figure 5 .1. Moreover, we observe that for σ − = 1.1 we should select m = 3 as oversampling parameter in the LOD, whereas for σ − = 2, m = 2 already yields good results, see Figure 5 .1 top and bottom left. This effect is connected to theα κ -dependency of the exponential decay: Since σ − = 1.1 is close to the critical interval, this constant in the T H -coercivity is small so that the decay of the corrector is slow, which results in a larger oversampling region.
We now compare for H = 2 −6 and m = 3 the LOD solution, its macroscopic part, and the FE solution to the exact solution in the case σ − = 1.1, see Figure 5 .2. Strikingly, the FE solution has almost no resemblance with the exact solution, but the macroscopic part of the LOD (which lies in the same space V H ) is very close to the exact solution. For this example, one can hardly make out any differences between the exact solution, the LOD solution and its macroscopic part, which clearly underlines the potential of our method. In particular, we emphasize once more that good approximations (in an L 2 (Ω)-sense) exist in the coarse FE space V H , which are found by our approach but not by the standard finite element method. To see more details, we visualize the absolute errors of the three solutions (i.e., (id −Q m )u H,m , u H,m and u H ) to u in Figure 5 .3. Here, we clearly see a difference in the error distribution. The FE error (right) is very large close to the interface and this errors spreads out over a large part of the domain. In contrast, the macroscopic part of the LOD solution (middle) has a much smaller error which is furthermore very confined to the interface. A localization of the error close to the interface is expected because on the one hand, this jump in the coefficient is not resolved by the mesh and because on the other hand, the interesting effects happen there. In the full LOD solution (left), the error at the interface is largely reduced by the upscaling procedure so that interface and boundary errors are now of the same order.
Square inclusion
We consider Ω − = [0.25+2 −7 , 0.75−2 −7 ] and Ω + as the complement. For such a square inclusion, the critical interval for the model problem equals [−3, −1/3]. Hence, we choose σ + = 1 and σ − = 4 and as right-hand side the function f = 0.1χ {x2<0.1} + χ {x2>0.1} . Since no exact solution is known, we compute a reference solution u h on the fine mesh T h using a standard FEM. Note that the fine mesh resolves the interface and is T-conform.
As in the previous section, we depict the convergence histories for the LOD error in the H 1 (Ω)semi norm and the macroscopic LOD error in the L 2 (Ω)-norm in Figure 5 .4. We again observe the expected linear convergence of the LOD solution in the H 1 (Ω)-semi norm. Moreover, the macroscopic LOD error follows the L 2 -best approximation in the FE space, the best one can hope for. Note that for this experiment, the L 2 -best approximation no longer converges quadratically. More precisely, both the macroscopic LOD error and the L 2 -best approximation converge at an average approximate rate of 1.3 as we calculated by taking the average of the experimental orders of convergence. This corresponds very well to the analytically expected regularity of solutions due to the presence of corners at the interface: According to [7, 24] , we expect u ∈ H 1+λ (Ω) with λ ≈ 0.37286 for the square inclusion with our choice of σ − . When we compare again the different solutions (LOD solution, its macroscopic part, and the FE solution) to the reference solution in Figure 5 .5, we see that the full LOD solution leads to clearly better results at the corners in comparison to its macroscopic part. This is a well-known feature of the LOD, observed also for classical elliptic diffusion problems with singularities at corners. Hence, even in a setting where the standard FEM is converging but at a reduced rate, the full LOD might still be beneficial since the solution converges linearly in the H 1 (Ω)-semi norm independent of the regularity of the exact solution. We emphasize that the macroscopic part of the LOD solution qualitatively shows the correct behavior at the corners in contrast to the FE solution in Figure 5 .5.
Circular inclusion with known exact solution
We consider Ω − = B 0.2 ((0.5, 0.5)), i.e., a circle with radius 0.2 around the point (0.5, 0.5), and Ω + the complement. Since the boundary of Ω − is smooth, the critical interval consists only of the value −1. Hence, we choose σ + = 1 and σ − = 2 as in Section 5.1. We select a radially symmetric exact solution with homogeneous Dirichlet boundary conditions as follows. Let (r, ϕ) denote the standard polar coordinates and setr = r − 0.5. Then u is given by
and f is calculated accordingly. The scalar factor A is used to scale the solution u to an L ∞ (Ω)norm of order 1, we pick here A = 10000. Note that the right-hand side f is piecewise smooth and does not possess a singularity at (0.5, 0.5). The exact solution u is depicted in Figure 5 .6, left. The curved interface is never resolved, neither by the coarse meshes T H nor by the fine reference mesh T h . In particular, the standard FEM solution on T h may be not very reliable, which implies that the fine discretization in the LOD method might not be a faithful approximation either. In the present example, the absolute L 2 (Ω)-error between the exact solution u and the FEM solution on the fine grid T h is of order 10 −2 . Nevertheless, the convergence plot of the macroscopic LOD solution in the L 2 (Ω)-norm in Figure 5 .6 shows rather promising results. At least for m = 2, 3, the macroscopic LOD error still follows the best approximation error -at least for coarse mesh sizes H. We observe a deviation from this desired best-approximation error for finer meshes because the discretization error on the underlying fine mesh T h starts to dominate. Given these considerations and emphasizing once more that neither T h nor the coarse meshes resolve the interface, the convergence results of Figure 5 .6 are very satisfying. 
Multiscale sign-changing coefficient
We consider a multiscale, sign-changing coefficient as depicted in Figure 5 .7, left. It is periodic on a scale ε = 2 −5 and takes the values −4 (blue) and 1 (yellow). We set f ≡ 1 and compute a standard FE solution u h on the mesh T h as reference, see Figure 5 .7, right. Note that T h resolves all the jumps of the coefficient so that we can hope that u h is a good approximation of the unknown exact solution u. In this example, we illustrate the homogenization feature of the LOD and its attractive performance even in the pre-asymptotic region, i.e., for meshes that do not resolve the discontinuities of the coefficient. For the coarse mesh T H with H = 2 −4 and m = 3, we depict the LOD solution, its macroscopic part, and the FE solution in Figure 5 .8. First of all, we observe that the standard FEM fails on this coarse mesh because the multiscale features of the coefficient are not resolved. This observation is already expected and well understood for the classical elliptic diffusion problem, see [26] for an excellent review. In contrast, the LOD produces faithful approximations. Its macroscopic part can be seen as a homogenized solution and already contains the main characteristic features of the solution. The full LOD solution also takes finescale features into account and thereby is even closer to the reference solution. This of course comes at the cost of higher computational complexity.
Conclusion
We presented and analyzed a generalized finite element method in the spirit of the Localized Orthogonal Decomposition for diffusion problems with sign-changing coefficients. Standard finite element basis functions are modified by including local corrections. The stability and the convergence of the method were analyzed under the assumption that the contrast is "sufficiently large". Our analysis involves a discrete T-coercivity argument, as well as "symmetrized" patches to compute the correctors associated with the elements close to the sign-changing interface. Numerical experiments illustrated the theoretically predicted optimal convergence rates. Furthermore, they showed the applicability of the method for general meshes, which do not resolve the interface, and highly heterogeneous coefficients.
The numerical experiments also outlined some possible future research questions. If the contrast is close to the critical interval, the patches for the corrector computations need to be rather large. This contrast-dependency might be reduced with the norm considered in [12] , where we mention the connection with the LOD approach in weighted norms [16, 28] . Finally, it might be sufficient to only enrich finite element basis functions close to the interface.
