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We study the heating dynamics of a Luttinger liquid, upon suddenly coupling it to a dissipative
environment. Within the Lindblad equation, the environment couples to local currents and heats the
quantum liquid up to infinite temperatures. The fermionic single particle density matrix, and many
other correlators, retain the initial Luttinger liquid correlations in space but decay exponentially
in time with a rate that depends on the strength of the interaction. The spectrum of the time
evolved density matrix is gapped, which collapses gradually as − ln(t). The von Neumann entropy
crosses over from the early time −t ln(t) behaviour to a ln(t) growth for late times. The early time
dynamics is captured numerically by performing simulations on spinless interacting fermions, using
several numerically exact methods. Our results establish the validity of bosonization for the early
time dynamics of 1D lattice models, and could be observed experimentally in bosonic Luttinger
liquids.
Introduction. While dissipation is traditionally
viewed as detrimental due to causing decay and ran-
domization of phase, recent years have witnessed a
tremendous progress both in experiment and theory, as
a result of which dissipation can now be considered as
a useful tool or probe. Coupling to environment, com-
bined with the ability to create and manipulate quantum
systems[1–3] in a controlled manner, has provided us
with unique states of matter[4–11], where dissipation
plays a major role. Theses include dark states, topologi-
cal order as well as dissipative preparation of entangled
states.
Coupling to environment also allows for controlling the
temperature and offers a unique knob to study vaporiza-
tion. By changing the temperature adiabatically, one can
map out the phase diagram of conventional fluids. This
reveals that the liquid and gas phases possess the same
symmetry and are adiabatically connected by bypassing
the critical end point. Considering quantum liquids pro-
vides intriguing twists to this story. For example, heat-
ing up a quantum spin liquid yields qualitatively distinct
situation[12] and the occurrence of a phase transition.
The evaporation process of liquid 4He reveals the un-
derlying quantum processes[13]. Finally, the quantum
effects near the event horizon of a black hole would give
rise to the celebrated Hawking radiation[14, 15] and even-
tually to black hole evaporation.
A prototypical quantum liquid is realized in one di-
mension by a Luttinger liquid (LL) [16, 17]. In such a
phase, the non-interacting Fermi gas becomes unstable
due to interaction and turns into LL, characterized by
bosonic collective modes. This phase of matter is real-
ized for spin, fermions, bosons, anyons etc, and can be
simulated and probed by a variety of experiments[16, 18].
The properties of LLs are thoroughly studied both in and
out of equilibrium at zero and finite temperatures for
closed systems[16–20]. Here we focus on the evaporation
dynamics of such systems by coupling it to a dissipative
environment, modeled by the Lindblad equation. We find
that the fermionic single particle density matrix retains
its initial LL correlations in space but the amplitude is
reduced in time due to dephasing. The von Neumann
entropy crosses over from −t ln(t) for early times to ln(t)
growth for late times. The early time dynamics is bench-
marked numerically with dissipative interacting fermions.
Our results are also relevant for dissipative interacting
relativistic field theories, such as the massless Thirring
model[21–23].
Dissipation in the interacting Luttinger model. The
low-energy behavior of one-dimensional systems is de-
scribed by the Luttinger model whose Hamiltonian reads
H =
∑
q>0
ωq
(
b+q bq + b
+
−qb−q
)
+ gq
(
b+q b
+
−q + bqb−q
)
(1)
where ωq = v|q|, gq = g2|q| and bq annihilates a bosonic
excitation. Here v = v0 + g4 is the sound velocity, where
v0 is the bare sound velocity and g2 and g4 describes
forward scattering between fermions with different and
same chiralities, respectively[16]. Since the Hamiltonian
is quadratic in the bosonic operators, it can be diagonal-
ized by the Bogoliubov transformation, yielding
H = EGS +
∑
q>0
ω˜q
(
d+q dq + d
+
−qd−q
)
(2)
where EGS =
∑
q>0 (ω˜q − ωq) is the ground state energy
and ω˜q = v˜|q| is the spectrum of elementary excitations
2with the renormalized sound velocity v˜ =
√
v2 − g22 .
We consider a LL, prepared in the ground state of the
interacting Hamiltonian thus no excitations are present.
At t = 0, the coupling between the LL and its environ-
ment is switched on, and for t > 0, the time evolution is
governed by the Lindblad equation[24–26]. The coupling
to environment is modeled by local current operators, as
in Refs. [27–30]. Such dissipators arise naturally when
considering fluctuating vector potential or gauge field as
the environment. The Lindblad equation reads as
∂tρ = −i[H, ρ] + γ
∫
dx ([j(x), ρj(x)] + h.c.) (3)
where ρ(t) is the density matrix of the system and j(x)
is the current operator playing the role of the jump op-
erator. Using bosonization [16], the current operator is
j(x) =
∑
q 6=0
√
|q|
2Lpi
sgn(q)e−iqx
(
b−q − b+q
)
(4)
with L the system size and the spatial integral in Eq. (3)
results in
∂tρ = −i[H, ρ] + γ
2pi
∑
q 6=0
(
[Lq, ρL
+
q ] + h.c.
)
(5)
with Lq =
√
|q| (bq − b+−q). The spectrum of Eq. (5) is
expected to be gapless since the energy scale in both the
Hamiltonian and the dissipator ∼ |q|. After Bogoliubov
transformation, the jump operator is rewritten as Lq =√
|q|
K
(
dq − d+−q
)
, where K =
√
(v − g2)/(v + g2) is the
Luttinger parameter[16] andK < 1 (K > 1) for repulsive
(attractive) interaction. The presence of the interaction
induces a renormalization of the dissipative coupling γ →
γ/K. This indicates that dissipation becomes effectively
stronger/weaker for repulsive/attractive interaction for
the density matrix, respectively.
Based on the Lindblad equation, the expectation val-
ues of the occupation number and the anomalous opera-
tor are obtained as
nq(t) = Tr
[
ρ(t)d+q dq
]
= γ|q|t/(piK) (6a)
mq(t) = Tr
[
ρ(t)d+q d
+
−q
]
=
γ
2piiKv˜
(
ei2v˜|q|t − 1
)
(6b)
in accordance with Ref. [31]. The linear increase of the
occupation number implies that the system heats up to
infinite temperatures and the LL eventually evaporates
during the Lindblad dynamics. This is also follows from
the observation that the jump operator is hermitian.
Green’s function. To have a deeper understanding of
correlations, we study the time evolution of the single
particle density matrix or equal time Green’s function
defined as
G(x, t) = Tr
[
ρ(t)Ψ+R(x)ΨR(0)
]
(7)
where ΨR(x) =
1√
2piα
exp
[
i
∑
q>0
√
2pi
qL
(
eiqxbq + e
−iqxb+q
)]
is the fermionic field operator of right-moving electrons.
By evaluating the trace in Eq. (7), the single particle
density matrix is obtained as[32]
ln
G(x, t)
G0(x)
=
∑
q>0
8pi
L|q|
(g2
v˜
Remq(t)− v
v˜
nq(t)
)
sin2
(qx
2
)
(8)
where G0(x) =
i
2pi(x+iα)
(
α√
x2+α2
)K+K−1
2
−1
is the initial
Green’s function obeying the well-known [16] power-law
decay for x≫ α with the exponent of (K+K−1)/2 . The
momentum summation is regularized with the exponen-
tial cutoff exp(−α|q|) with α the short distance cutoff.
It is important to note that the time-dependence of
the single particle density matrix occurs only through the
quantities nq(t) and mq(t) which have been calculated in
Eqs. (6). Substituting these into Eq. (8), the summation
over q is carried out analytically as
ln
G(x, t)
G0(x)
= − γt
piα
K−2 + 1(
α
x
)2
+ 1
+
γ
2piv˜
(
1
K2
− 1
)
I
(
v˜t
α
,
x
α
)
(9)
where I(y, z) = arctan(2y) − ∑
s=±
arctan(2y−sz)
2 . In the
scaling limit, when (x, v˜t)≫ α, the time evolution of the
single particle density matrix is summarized as
G(x, t) =
i
2piα
(α
x
)K+K−1
2
exp
(
− (K
−1 +K)γt
piαK
)
×
×
{
exp
(
γ
4v˜ (K
−2 − 1)) for 2v˜t≪ x
1 for 2v˜t≫ x . (10)
It exhibits two peculiar phenomena: the power law spa-
tial decay of the single particle density matrix is pre-
served throughout the time evolution with the initial
LL exponent of (K + K−1)/2. In addition, the spatial
correlations are uniformly suppressed, exponentially in
time, in accord with Ref. [27]. The characteristic time
scale of the dephasing is set by the dissipative coupling
and the interaction strength as Kpiα/(γ(K +K−1)), as
found numerically in Fig. 1. The decay rate decreases
from attractive (K > 1) to repulsive (K < 1) interac-
tion: even though γ itself is renormalized to γ/K in the
Lindblad equation, the original bare fermion, ΨR(x) is
also dressed by the interaction, thus reverting the trend
for the Green’s function. It is rather remarkable that
in spite of the gapless spectrum of the Lindbladian[33],
the fermionic Green’s function still decays exponentially
in time. On top of this, one may observe a kink in the
single particle density matrix which travels with the ve-
locity 2v˜, which is the only light-cone effect, though this
is rather minor and is expected to be hardly observable.
The behaviour in Eq. (10) is rather generic and occurs
for other correlation functions as well[32].
3Time evolved density matrix and entropy. Another
interesting quantity which characterizes the time evolu-
tion governed by the Lindblad equation, is the entropy
defined as S(t) = −Tr [ρ(t) ln ρ(t)]. After determining
the bosonized version of ρ(t)[32], the trace is evaluated
as
S(t) = 2
∑
q>0
[(Nq(t) + 1) ln(Nq(t) + 1)−Nq(t) lnNq(t)] ,
(11)
where Nq(t) =
√(
nq(t) +
1
2
)2 − |mq(t)|2 − 12 . Interest-
ingly, the time-dependence occurs again only through the
functions given in Eq. (6). Its early and long time limits
are calculated as
S(t) ∼ L
piα


− γt
Kpiα
ln
(
γt
Kpiα
)
for γt≪ Kpiα
ln
(
γt
Kpiα
)
for γt≫ Kpiα
(12)
The early time growth agrees with numerics on dissipa-
tive interacting fermions in Fig. 2, while the latter[34] is
reminiscent of the behaviour of the entanglement entropy
in many-body localized systems[35].
In order to understand more closely the origin of this
behaviour, we can evaluate also the eigenvalues of the
time evolved density matrix at each time instant, de-
noted by λ0 ≥ λ1 ≥ λ2 . . . . Formally, we can also assign
an instantaneous Hamiltonian to the time evolved density
matrix, ρ(t) = exp(−Hρ(t)), whose spectrum is − lnλi.
We can define the gap in the many body spectrum as
∆ρ = ln(λ0/λ1). This is analogous to the spectrum of
the reduced density matrix and the corresponding en-
tanglement Hamiltonian and entanglement gap in closed
quantum systems[36, 37]. Since the initial state is pure,
the t = 0 spectrum is trivial[38]. During the time evolu-
tion, the density matrix is brought to diagonal form after
an instantaneous Bogoliubov transformation as ρ(t) ∼
exp(−∑q Ωq(t)b˜+q b˜q), and for each momentum sector,
the single particle spectrum is Ωq(t) = ln
(
1 + 1
Nq(t)
)
.
At t = 0, all Nq(t = 0) = 0, therefore Ωq(t = 0) = ∞,
and the b˜q bosons are in their vacuum state, the gap in
the spectrum is infinitely large. After switching on the
dissipation, the gap in the many body spectrum, which
parallels closely to the entanglement gap, starts to de-
crease slowly for early times as
∆ρ ≈ ln
(
piKα
γt
)
. (13)
Since there are many available momenta close the cutoff
1/α, all these together give the dominant contribution
also to the von Neumann entropy for early times, and are
responsible for the S(t) ∼ −t ln(t) growth. We note that
it is far from being obvious that bosonization accounts
properly for the scaling of this gap. It originates from
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FIG. 1. The early time scaling of the Green’s function for var-
ious x values, obtained using three distinct numerical meth-
ods. The Green’s function decays with the same interaction
dependent exponent at each spatial separation, x. Top panel:
Jz/J = 0.3, Γ/J = 0.04 and N = 22 (thick solid line) using
the quantum jump method with ED and PBC and 6000 aver-
ages over quantum trajectories and for N = 14 (thin dashed
line) using ED with PBC for the Lindblad equation. Bottom
panel: Jz/J = −0.5, Γ/J = 0.4 and N = 41 using TDVP
(thick solid line) with OBC and for N = 14 (thin dashed
line) using ED with PBC for the Lindblad equation. The
agreement between various methods indicate that the data is
relatively free from finite size effects. Here, x=1, 3, 5, 7, 9,
11, 13 (blue, red, black, green, magenta, gold and light blue,
respectively), but not all x’s are shown.
high energy modes at around the cutoff, while bosoniza-
tion is designed[16, 17] to describe low energy, long wave-
length excitations. As we demonstrate later in Fig. 3, the
predicted γt dependence of ∆ρ is surprisingly correct.
Interacting fermions within the Lindblad equation.
To illustrate our findings and check their validity in lat-
tice models, we have investigated one dimensional spin-
less fermions in an open tight-binding chain with near-
est neighbour interaction at half filling using several nu-
merical techniques. The closed system is equivalent to
the 1D Heisenberg XXZ chain after a Jordan-Wigner
transformation[16, 17]. The Hamiltonian is
H =
N∑
m=1
[
J
2
(
c†m+1cm + c
†
mcm+1
)
+ Jznm+1nm
]
,
(14)
where c’s are fermionic operators, nm = c
†
mcm and Jz
denotes the nearest neighbour repulsion, N the number
of lattice sites and the model hosts N/2 fermions. This
model realizes a LL for |Jz| < J and the strength of
the interaction is characterized by the dimensionless LL
parameter[16] K = pi/2[pi−arccos(Jz/J)] from the Bethe
Ansatz solution of the model. Due to the bounded spec-
trum of Eq. (14), the bosonization results are only appli-
cable for early times, before the whole band is populated
during heating.
The lattice version of the current operator in Eq. (3)
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FIG. 2. The early time scaling of the von Neumann entropy
is shown for N = 14 using ED for various parameters. Hardly
any finite size effects are present since the N = 10 data falls
almost on top of this. The parameter δ = α(Jz)/α(0) ac-
counts for the renormalization of α with interaction, and is
expected to increase[39] with Jz. Here we used δ = 0.73 and
1.15 for Jz/J = −0.5 and 0.3, respectively with δ = 1 for the
non-interacting case.
reads as
jm = i
(
c†m+1cm − c†mcm+1
)
/2, (15)
which appears in the environmental part of the Lindblad
equation as Γ
∑
m ([jm, ρjm] + h.c.). To make contact
with bosonization, we use γ/α ∼ Γ. A similar problem
with different jump operator[40] was considered in Refs.
[41–43].
The Lindblad equation for this dissipative many-body
system is attacked by three different methods. By vec-
ing[44], i.e. rearranging the square density matrix as a
vector, one can use standard exact diagonalization (ED)
and Krylov-space time evolution, reaching N = 14. Sec-
ond, using the quantum jump method[5, 24, 25] for the
same system, we can reach N = 22 at the expense of
having to average over the quantum trajectories. For
these two methods, periodic boundary condition (PBC)
is used to minimize finite size effects. Finally, we use
the time dependent variational principle (TDVP) with
open boundary condition (OBC)[45–47] within the ma-
trix product states framework, to directly simulate the
density matrix. Initially, we prepare the system in the
ground state by using the density matrix renormaliza-
tion group[48], and use the ground state |Ψ0〉 to build
the density matrix ρ0 = |Ψ0〉〈Ψ0| in the form of a ma-
trix product operator. Next, by vec-ing the density ma-
trix to |ρ〉# the Lindblad equation (5) is rewritten as
∂t|ρ(t)〉# = L|ρ(t)〉#, with L the Lindbladian organized
now as a matrix product operator.
Using these techniques, we determine the equal time
Green’s function, i.e. G(x, t) = Tr
(
ρ(t)c†m+xcm
)
. For
PBC, this becomes independent ofm due to translational
invariance, while for OBC, m and m+x are chosen sym-
metrically to the chain center to reduce the effects from
boundary condition. As expected, G(0, t) = 1/2 is recov-
ered in all numerics (not shown). The spatio-temporal
dynamics of the single particle density matrix is plot-
ted in Fig. 1, confirming the results of bosonization: the
spatial and temporal dynamics practically decouples, the
former preserves the LL correlation encoded in the initial
state, while the latter displays pure dephasing for short
times, analogously to Ref. [27]. However, the temporal
decay rate is strongly influenced by the LL parameter K,
and decreases monotonically with the interaction. The
curves for different Jz’s are not a priori expected to fall
on top of each other as α in Eq. (9) can follow a weak
Jz dependence. For longer times, deviations from the
bosonization results are expected when the explicit na-
ture of the high energy degrees come into play. These in-
duce model dependent[41], non-universal features, whose
study is beyond the scope of our current work.
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FIG. 3. The early time scaling of the gap in the spectrum
of the instantaneous Hamiltonian of the time evolved density
matrix is plotted for several parameters. It agrees with Eq.
(13) and is free from finite size effects.
With the knowledge of the time dependent density ma-
trix, the dynamics of the von Neumann entropy is evalu-
ated. For early times, it follows the expected −Γt ln(Γt)
early time growth, and obeys the scaling form predicted
by bosonization, as shown in Fig. 2. Here we had to ac-
count for the mild interaction dependence of the cutoff by
slightly renormalizing the value of the rate Γ→ Γ/δ[39].
Distinct cutoff dependent physical quantities may require
slightly different interaction dependence of the cutoff, i.e.
the single particle density matrix vs. entropy. For late
times, the entropy converges fast to its maximal value on
the lattice ∼ N ln(2) and the ln(t) late time growth of
the LL is not reproduced due to the small local Hilbert
space dimension (i.e. 2) for fermions. We speculate that
this late time growth could possibly show up in bosonic
realization of LLs[18], where the local Hilbert space is
much bigger[49].
Finally, we evaluate the gap in the spectrum of the
time evolved density matrix, as discussed above. Its nu-
merically obtained value is shown in Fig. 3, which, in
spite of its cutoff dependence, still follows the − ln(Γt)
prediction of bosonization.
Summary. We have studied the vaporization dynam-
ics of Luttinger liquids after coupling to to dissipative
environment through the local currents. The single par-
ticle density matrix retains the initial spatial power law
LL correlations, but their amplitude becomes suppressed
exponentially in time. The von Neumann entropy crossed
5over from an early time −t ln(t) growth to ln(t) growth
for late times. The former is attributed to the logarith-
mic in time collapse of the instantaneous gap in the time
evolved density matrix. The early time features are cap-
tured numerically in a dissipative interacting fermionic
lattice model. Bosonization, which has proven valuable
for closed quantum systems, is also relevant for the dy-
namics of open quantum systems.
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Time evolution of the single particle density matrix
The single particle density matrix is defined in Eq. (7)
of the main text. Following standard steps [16, 19], we
obtain
G(x, t)
Gnonint(x)
= exp
(
−
∑
q>0
4pi
Lq
nBq (t) (1− cos(qx))
)
,
(16)
where
Gnonint(x) =
i
2pi(x+ iα)
(17)
is the non-interacting single particle density matrix and
nBq (t) = Tr
[
ρ(t)b+q bq
]
(18)
is the instantaneous number of b-bosons which describe
the elementary excitations of the non-interacting system.
After Bogoliubov transformation, the number of b-bosons
is expressed as
nBq (t) =
v
v˜
nq(t)− g2
v˜
Remq(t) +
1
2
(v
v˜
− 1
)
(19)
where nq(t) = Tr
[
ρ(t)d+q dq
]
and mq(t) =
Tr
[
ρ(t)d+q d
+
−q
]
. After substituting nBq (t) into Eq.
(16), the integral of the term with 12
(
v
v˜
− 1) leads to a
power-law function of x. This function (together with
Gnonint(x)) results in the interacting correlation function
G0(x) =
i
2pi(x+ iα)
(
α√
x2 + α2
)K+K−1
2
−1
(20)
which also equals the single particle density matrix in
the initial state. The time dependence is described in
the first two terms of Eq. (19) which, after all, end up in
Eq. (8) of the main text.
Time evolution of entropy
In this section, the time dependence of the von Neu-
mann entropy is studied. At any time instant, the system
consists of two Bose gases for each q > 0 quantum num-
bers. Therefore, the entropy is defined as
S(t) = −Tr [ρ(t) ln ρ(t)] =
= 2
∑
q>0
[(Nq(t) + 1) ln(Nq(t) + 1)−Nq(t) lnNq(t)] (21)
where Nq(t) = Tr
[
ρ(t)b˜+q (t)b˜q(t)
]
is the number of
bosons b˜ which diagonalize the instantaneous density ma-
trix. To calculate Nq(t) and the entropy, we determine
7how the operators b˜q(t) are related to the operators dq
which diagonalize the interacting Hamiltonian.
In terms of the operators dq, the density matrix is ex-
pressed as
ρ(t) =
∏
q>0
rq(t)e
cq(t)Kq,−e−2 ln(νq(t)+1)Kq,0ecq(t)
∗Kq,+
(22)
where the operators Kq,+ = K
+
q,− = d
+
q d
+
−q and
Kq,0 =
d+q dq+d−qd
+
−q
2 obey the commutation relations of
an su(1, 1) algebra. Note that all the time dependence
is incorporated into the functions cq(t) and νq(t). The
prefactor is set to rq(t) = (νq(t)
2−|cq(t)|2)/(νq(t)+1) in
order to ensure the unit trace in each wavenumber chan-
nel. It can be shown that the functions are related to the
expectation values nq(t) and mq(t), which are obtained
in Eqs. (6) of the main text, by
νq(t) =
nq(t)
nq(t)2 − |mq(t)|2 cq(t) =
mq(t)
nq(t)2 − |mq(t)|2 .
(23)
To diagonalize the exponent of (22), first we rewrite
the product of the three exponentials in a single expo-
nential by using the commutation rules of the su(1, 1)
algebra [50, 51].
ρ(t) =
∏
q>0
rq(t) e
Ωq√
1−|sq|2
(sqKq,−+2Kq,0+s∗qKq,+)
(24)
where
Ωq =
∣∣∣∣acosh
(
1
2(nq(t) + nq(t)2 − |mq(t)|2) + 1
)∣∣∣∣ (25)
and
sq = − 2mq(t)
1 + 2nq(t)
(26)
are both time dependent. Since the exponent of the den-
sity matrix is quadratic in the bosonic annihilation and
creation operators, it can be diagonalized by the Bogoli-
ubov transformation[
b˜q(t)
b˜−q(t)+
]
=
[
uq(t) vq(t)
vq(t)
∗ uq(t)
] [
dq
d+−q
]
(27)
where
uq(t) =
1√
2
√
1√
1− |sq(t)|2
+ 1 (28)
vq(t) =
sq(t)
∗
√
2|sq(t)|
√
1√
1− |sq(t)|2
− 1 (29)
leading to ρ(t) ∼ e−Ωq(t)(b˜q(t)+b˜q(t)+b˜−q(t)+b˜−q(t)). For the
entropy, we have to calculate the expectation value of
the number of bosons b˜. Substituting the Bogoliubov
coefficients, we obtain
Nq(t) = Tr
[
ρ(t)b˜+q (t)b˜q(t)
]
=
= (u2q + |vq|2)nq(t) + 2Re (uqvqmq(t)) + |vq|2 =
=
√(
nq(t) +
1
2
)2
− |mq(t)|2 − 1
2
(30)
Spin-flip correlation function
Eq. (14) is equivalent to the Heisenberg XXZ
chain and can also be rewritten in terms of hard core
bosons[16]. Then, the hard core boson equals time
Green’s function or the spin flip correlation function[16,
39] is
C(x, t) =
(−1)x
2piα
Tr
[
ρ(t)e−iΘ(x)eiΘ(0)
]
(31)
where
Θ(x) = i
∑
q 6=0
√
pi
2L|q|e
iqx
(
b+q − b−q
)
(32)
and the density matrix is given by Eqs. (22) and (23).
Evaluating the trace, we obtain
ln
C(x, t)
C0(x)
= −
∑
q>0
4pi sin2
(
qx
2
)
LKq
(nq(t) + Remq(t)) (33)
where
C0(x) =
(−1)x
2piα
(
α√
x2 + α2
) 1
2K
(34)
is the initial correlation function.
Using the results in Eqs. (6) of the main text, the sum
over wavenumbers can be carried out analytically as
ln
C(x, t)
C0(x)
= − γ
2piK2v˜
(
α2v˜t
α2 + x2
+ I
(
v˜t
α
,
x
α
))
(35)
where I(y, z) is defined after Eq. (9) in the main text.
In the scaling limit, i.e., when 2v˜t≫ α and x≫ α,
C(x, t) = C0(x)e
− γt
piK2α
{
e−
γ
4K2v˜ for 2v˜t≪ x
1 for x≪ 2v˜t (36)
decays exponentially with time.
