Dirichlet, Neumann and mixed boundary-value problems are studied for thin elastic plates with transverse shear deformation on an elastic foundation. The aim is to construct dual problems that make it possible to obtain bilateral error estimates for approximate solutions. In the absence of an elastic foundation, the dual functionals are maximized in function spaces whose elements satisfy certain differential restrictions. The theory is illustrated by means of a numerical example.
Introduction
Since thin elastic plates play a significant role in engineering constructs, in particular in building and electronics, the calculation of stresses in them becomes very important. This makes it necessary to develop approximate methods with good error estimates. In this paper we propose such methods and illustrate their efficiency. Our techniques are based on the simultaneous solution of two extremal problems, namely, the direct (original) one and its dual. Various aspects of this type of approach are discussed widely in the literature (see, for example, (1 to 6)).
The oldest model of bending of plates, referred to as 'the classical model', is that of Kirchhoff (7). More refined theories, which take account of transverse shear deformation, have subsequently been proposed by various researchers. A detailed description of one of them and its mathematical analysis can be found in (8) . The existence of weak solutions to this model was proved in (9) for plates on an elastic foundation. The next natural step is to construct and investigate dual variational problems, which lead to bilateral estimates for the solutions in the sense explained below.
Prerequisites
Consider a thin elastic plate of thickness h 0 = const > 0, which occupies a regionS × [− , where x = (x 1 , x 2 ). We conduct our discussion in the case of the transverse shear deformation model studied in (8) , which is based solely on Kirchhoff's kinematic hypothesis that v α (x ) = x 3 u α (x), α = 1, 2, v 3 (x ) = u 3 (x) .
This is a Mindlin-type model, but does not coincide with Mindlin's: the latter makes an additional assumption on the stress-strain relations (10) .
In the theory of our choice, the vector field u = (ū T , u 3 ) T , whereū = (u 1 , u 2 ) T , satisfies the equilibrium equation
Au + K u = q in S; (1) here q is a combination of the forces and moments acting on the plate and its faces, A is the (3 × 3)-matrix operator
∂ α = ∂/∂ x α , α = 1, 2, h 2 = h 2 0 /12, and λ and µ are the Lamé constants of the material, satisfying λ + µ > 0 and µ > 0 (8).
The (3 × 3)-matrix K that describes the connection between the plate and the elastic foundation
, where k 33 > 0 andK is a symmetric, positive definite (2×2)-matrix.
If there is no elastic foundation, then K = 0. Suppose that the boundary ∂ S of S is a simple, closed, piecewise smooth curve. The classical Dirichlet problem (D) consists in finding u ∈ C 2 (S) ∩ C 1 (S) such that
where q and f are prescribed functions. In the Neumann problem (N) we seek u ∈ C 2 (S) ∩ C 1 (S) such that
where q and g are prescribed, T is the boundary differential operator of the normal moments and shear force defined by
where ∂ S 1 and ∂ S 2 have non-zero measure and ∂ S 1 ∩ ∂ S 2 = ∅. The mixed boundary-value problem (M) consists in finding u ∈ C 2 (S) ∩ C 1 (S) such that
where q, f and g are prescribed functions. Below we work only with real vector functions. For simplicity, we use the same notation for spaces, norms and inner products as for scalar functions. We denote by · 0;S and (· , ·) 0;S the norm and inner product in L 2 (S). If S = R 2 , then we write · 0 and (· , ·) 0 , respectively. The following definitions of spaces and norms are given for all m ∈ R. Thus, let H m (R 2 ), m ∈ R, be the standard Sobolev space (7) of three-component distributions u ∈ S (R 2 ) with finite norm
whereũ is the Fourier transform of u. In what follows we do not distinguish between equivalent norms and denote them by the same symbol. Thus, the norm of u ∈ H 1 (R 2 ) can be defined by
The spaces H m (R 2 ) and H −m (R 2 ) are dual with respect to the duality generated by the inner product in
If m = 1, then the norm of u ∈H 1 (S) and u ∈ H 1 (S) are equivalent to
The spacesH m (S) and H −m (S) are dual with respect to the duality generated by (· , ·) 0;S . Let H m (∂ S) be the standard Sobolev space of three-component distributions on ∂ S (7). The spaces H m (∂ S) and H −m (∂ S) are dual with respect to the duality generated by the inner product
In what follows we need the bilinear forms
We can easily verify (8) 
The latter equality suggests that the variational problem (D) should consist in finding This assertion is proved in (9) for a positive definite matrix K and in (11) for K = 0.
Here and below we denote by the same symbol c all positive constants occurring in various estimates, which are independent of the functions in these estimates.
The variational version of (N) consists in finding u ∈ H 1 (S) such that
The following assertion is proved in (9) for a positive definite matrix K . We denote by π α , α = 1, 2, the operators of restriction from
are dual with respect to the duality generated by the inner product
, problem (7) has a unique solution, which satisfies
This assertion is proved in (10) for K = 0; its proof for a positive definite matrix K can be completed by repeating the arguments in (9) .
In this paper we aim to develop methods for constructing a posteriori error estimates for approximate solutions to (5), (6) and (7) . Problems (5) and (7) with f = 0 and problem (6) can be formulated in an abstract variational form. Let H be a real separable Hilbert space, b(u, v) a symmetric bilinear form on H and L(v) a linear functional on H . We seek u ∈ H such that
∀u ∈ H for some positive constants c 1 and c 2 , then the Lax-Milgram lemma (1) implies that (8) has a unique solution u 0 ∈ H . This solution minimizes the so-called energy functional
It is easily verified that the energy functional can be written as
If {u n } ∞ n=1 is a sequence of approximate solutions to (8) constructed by the Galerkin method, then the above inequality yields the error estimates
Unfortunately, (9) is rarely used since the value of J 0 (u 0 ) is not normally known. But if we can find a number J 0 such that
The usefulness of estimates (10) depends on the size of J 0 (u 0 )− J 0 ; hence, we intend to construct an algorithm for obtaining a sequence of numbers {J n } ∞ n=1 such that J n J 0 (u 0 ) and lim n→∞ J n = J 0 (u 0 ). In each of the problems (D), (N) and (M) we construct a dual functional of J 0 (u), whose maximum on the corresponding function space (dual extremal problem) coincides with J 0 (u 0 ). It is obvious that, once this functional has been determined, we can then produce the required sequence {J n } ∞ n=1 .
Dual functionals in the Dirichlet problem
We introduce the notation
It is well known (2) that the weak solution u * of equation (11) minimizes the energy functional
Let H (Div, S) be the space consisting of all five-component vector functions
For θ, θ ∈ H (Div, S) we define the inner product and norm by
Obviously, H (Div, S) is a Hilbert space. We now introduce the set
Let u * ∈H 1 (S) be the weak solution of (D 0 ). We write
THEOREM 4. There hold the equalities
Proof. The validity of the first equality in (13) was mentioned above. To show that the maximum
We remark that
therefore,
Since u * ∈H 1 (S) and C ∞ 0 (S) is dense inH 1 (S) (7), approximating u * by elements in C ∞ 0 (S) and integrating by parts, we easily verify that
From this and the fact that K and (in view of the inequalities satisfied by λ and µ) R are positive definite, it follows that
Obviously, equality holds if and only if θ = 0. We also remark that
which completes the proof.
If {u n } ∞ n=1 is a minimizing sequence inH 1 (S) for J 0 (u) and {v n } ∞ n=1 is a maximizing one in U
We now go over to the general problem (D) with boundary data f ∈ H 1/2 (∂ S). Let F ∈ H 1 (S) be such that γ F = f . We seek the solution u ∈ H 1 (S) of (5) in the form u = F + w; then w ∈H 1 (S) satisfies the variational equation
Let w n be an approximate solution of (14), and let v ∈ U be arbitrary. By (10),
where w * is the exact solution of (14). Since u n = F + w n is an approximate solution of (D) and u * = F + w * is its exact solution, we obtain the error estimate
In order to implement this scheme, we need to construct an extension F of f from ∂ S to S. But if q ∈ L 2 (S), then we can avoid this. The exact solution u * ∈ H 1 (S) of (D) minimizes J 0 (u) on the set U f = {u ∈ H 1 (S) : γ u = f }. On U we now define a functional J 0 by
First we need to check that the expression (τ ν v, f ) 0;∂ S is well defined, that is, to see if
which implies that v ∈ H (Div, S).
The next assertion states that τ ν v ∈ H −1/2 (∂ S) for each v ∈ H (Div, S) .
LEMMA. The mapping v → τ ν v from C 1 (S) to C 1 (∂ S) can be extended to a linear and continuous mapping τ ν : H (Div, S) → H −1/2 (∂ S).
Proof.
This definition is consistent, for integrating by parts we can verify that if F ∈H 1 (S), then the right-hand side in the above equality is zero. Integrating by parts we also see that
The obvious inequalities |π( f )| c v Div,S f 1;S c v Div,S f 1/2;∂ S imply that π is continuous on H 1/2 (∂ S) and τ ν v −1/2;∂ S c v Div,S , which completes the proof.
Proof. Setting v = v * + θ and repeating the calculations in the proof of Theorem 4, we find that
By equation (15), the quantity in the second pair of brackets on the right-hand side of (15) is zero; hence, J 0 (v * + θ) J 0 (v * ) for all θ ∈ H (Div, S), with equality occurring if and only if θ = 0.
We conclude this section by considering the case when the elastic foundation is absent, that is, K = 0. We begin again with problem (D 0 ), in which f = 0 and q ∈ H −1 (S). Let u * ∈H 1 (S) be the solution of (D 0 ) that realizes the minimum of the functional J 0 (u) = 1 2 a K (u, u) − (q, u) 0;S on H 1 (S). We introduce the set 
Proof. Proceeding as in the proof of Theorem 4, we arrive at
where
To complete the proof, it suffices to check that the bracketed expression in (17) is zero. We have
and we apply (18).
In the case of a non-homogeneous boundary condition γ u = f ∈ H 1/2 (∂ S), we again represent the solution in the form u = F + w, where F ∈ H 1 (S) is any extension of f to S, and conclude that w ∈H 1 (S) is the solution of the homogeneous problem studied above. The restrictions in the definition of U ∂ now take the form Div ϕ − ψ +Q = 0 and div ψ + Q 3 = 0, wherē
If q ∈ L 2 (S), then the dual functional has the form
Proof. It is obvious that
Since ζ and η satisfy (18), we have Div ζ = η ∈ L 2 (S) and div η = 0; consequently, τ ν θ ∈ H −1/2 (∂ S), and the statement of the theorem follows from (15).
Dual functionals in the Neumann and mixed problems
Arguments similar to those presented in the preceding section can also be developed for (N) and (M). To keep the discussion brief, we present only the final results. Suppose that q ∈ L 2 (S), let u * ∈ H 1 (S) be the solution of (N), and let v * = (ϕ * T , ψ * T ) T be defined by (12). It is obvious that v * ∈ L 2 (S). Also, using the lemma, we see that τ ν v * = g.
We introduce the set
It is well known that u * minimizes the functional
THEOREM 8. There hold the equalities
For mixed boundary data, we introduce the set
and q ∈ L 2 (S), and let v * ∈ U M be defined by (12). In this case, the exact solution u * ∈ H 1 (S) of (7) minimizes the functional J 0 (u) on the set U M, f = u ∈ H 1 (S) : π 1 γ u = f , and the dual functional is defined on U M by
There hold the equalities The direct and dual problems are solved by the Galerkin method. The solution u * of the direct problem is approximated by means of the functions
Numerical examples
is positive in S and vanishes on ∂ S and The domain S is divided into two subdomains: the triangle with one vertex at the origin and the other two at the points of intersection of the boundary of the disk and the line x 2 = κ, and the remaining circular sector. Integration over the triangle is performed in terms of Cartesian coordinates, and over the sector in terms of polar coordinates. In the case κ = 200, that is, the disk without a cut, we set χ = 200 2 − x 2 1 − x 2 2 and integrate over the disk in terms of polar coordinates. Systems of linear algebraic equations are solved by Gaussian elimination.
To test the accuracy of the method, first we consider the full disk with h 0 = 10 and the exact solution Table 1 gives the approximate values of the direct and dual functionals for a range of degrees k of the approximating polynomials. The last line contains the exact value J e of the energy functional. Tables 2 and 3 show the values at the points (0, 0) and (0, −150), respectively, of (i) the approximate solution u of the direct problem computed by means of J 0 , (ii) the approximate solution u v of the same problem computed from the approximate solution of the dual problem by means of the formulae
which, as seen earlier, connect the exact solutions of the direct and dual problems, and (iii) the exact solution u e of the direct problem. Again, this is done for three different degrees k of the approximating polynomials. Next, we consider a uniform vertical load that, after averaging across thickness (8), yields q = (0, 0, 0.5) T . Tables 4 to 6 show the values of J 0 and J 0 , and of u and u v at (0, 0) and (0, −150) for the full disk (κ = 200) and various thicknesses h 0 , computed by means of approximating polynomials of degree k = 7. Tables 7 to 9 show the values of J 0 and J 0 , and of u and u v at (0, 0) and (0, −150) for various cuts of the disk when h 0 = 10, computed by means of approximating polynomials of degree k = 7.
These numerical results show that dual methods enable us to control efficiently the accuracy of the solution through the closeness of the values of the direct and dual functionals. In addition, such methods make it possible to monitor the reliability of numerical approximations by means of the solutions of two extremal problems at chosen points. We emphasize that this approach is much more efficient than those based on the solution of only one extremal problem, where computations are carried out until stability of the numerical results is achieved. We also remark that, as further numerical experiments show, the accuracy does not improve if the power polynomials are replaced by Chebyshev polynomials of the first kind. The same is true when calculations are performed by means of various versions of the Gauss method. This indicates that our dual methods are sufficiently stable.
Work is now in progress on the construction of non-classical dual functionals, which will enable us to solve dual extremal problems in classes of functions that do not need to satisfy any restrictions for non-negative definite matrices K .
