Abstract. We present an e cient learning algorithm for languages accepted by deterministic real time one-counter automata (ROCA). The learning algorithm works by rst learning an initial segment, Bn, of the in nite state machine that accepts the unknown language and then decomposing it into a complete control structure and a partial counter. A new, e cient ROCA decomposition algorithm, which will be presented in detail, allows this result.
Introduction
We present an e cient learning algorithm for languages accepted by deterministic real time one-counter automata (ROCA). The learning algorithm works by rst learning an initial segment, B n , of the in nite state machine that accepts the unknown language L and then decomposing it into a complete control structure and a partial counter. A new, e cient ROCA decomposition algorithm, which will be presented in detail, allows this result. The decomposition algorithm works in O(n 2 log(n)) where nc is the number of states of B n , c being an upper bound on the number of states in a control structure that accepts L. The minimum value of n needed to achieve decomposition could be exponentially larger than c for some ROCA languages, but we claim that this n is a more natural measure of the complexity of the language L. If Angluin's algorithm for learning regular languages (appropriately modi ed) is used to construct B n , and the complexity of this step is h(n; m), where m is the length of the longest counterexample necessary for Angluin's algorithm, the complexity of our algorithm is O(h(n; m) + n 2 log(n)).
Roos and Berman 2] and Roos 8] were the rst to nd a polynomial time algorithm for the exact learning of deterministic one-counter automata (DOCA) as de ned by Valiant and Paterson in 9] . The polynomial is of large degree, thus motivating this work to nd a practical algorithm. (The di erences between ROCA and DOCA are described in Section 3.) Fahmy and Biermann 4] and Fahmy 5] introduced the idea of learning by automata decomposition. The method is applicable to a very wide class of real time languages using a variety of data structures such as counters, stacks, queues, and double counters; however, the algorithms they present are of exponential time in the worst case. The de nitions of control structures, data structures, and behavior graphs that we use here and the relations between them were rst given in 3] and subsequently in 4] .
A discussion and an example of the learning process will be presented in Section 2. Following this, de nitions of the control structure, the counter, the behavior graph, and the relations between them are given in Section 3. In Section 4 the decomposition theorem and decomposition algorithm will be presented.
The Learning Algorithm
We will present the learning process for a ROCA language using an example.
Consider the language L = fa n ccb n d j n > 0g fa n d j n > 0g. This language is not regular and is accepted by an in nite state machine that we call the behavior graph (b.g.), denoted by B. An \initial segment" of B|the submachine of B induced by all the states that are distance n or less from the initial state of B|will be denoted by B n . The b.g. for our example appears in Figure 1 .
A ROCA A = (C; D) for L is a pair of state machines that also accepts L. C is a nite state machine called the control structure (c.s.), and D, called the data structure (d.s.), is an in nite state machine that simulates a counter. State diagrams for a counter and c.s. that accept L also appear in Figure 1 . L is accepted by A in the following manner. Input symbols are read by C which, using the symbol, its current state, and the state of the counter, changes its state. While it is changing its state it sends a single instruction to the counter which it uses to change its state, too. The triples (sym, val, instr) appear on the transitions of the c.s. in Figure 1 where sym is the input symbol, val is 0 if the counter state is 0 and :0 otherwise, and instr is the instruction sent to the counter. If the nal symbol of an input string causes C to end up in a nal state then we say that the ROCA has accepted the input string.
The learning process for a ROCA language L with behavior graph B starts by constructing a machine that contains B n , for some natural number n. This is done using a slight modi cation of Angluin's learning algorithm for regular languages. One of our modi cations to Angluin's \minimally adequate teacher" permits the ability to test the equivalence of a given submachine (the learner's guess for the initial segment B n ) with the behavior graph of a ROCA language L. We note that Angluin's algorithm will not terminate if the state machine that accepts L has an in nite number of states (as in the case of ROCAs). Thus, we will assume that the teacher will choose a suitable depth n and request that the learner decompose B n after constructing it using Angluin's algorithm. (See remarks below on removing this requirement.) In addition, we assume that our teacher is \helpful" in the sense of fully exercising the counter; in other words, the teacher's counterexamples will enable the full graph B n to be constructed. These assumptions simplify our presentation; our algorithm makes no further use of the teacher once B n has been constructed. If we slightly strengthen the teacher to permit full ROCA equivalence testing and we perform our algorithm in several \rounds" of ROCA equivalence queries, we need make no assumptions about the kinds of counterexamples returned. In addition, the use of multiple rounds eliminates any need for the teacher to choose the value of n for us.
(For the rest of the discussion of the example, assume that we are working with an initial segment containing the states b 0 , : : :, b 1 3, b f in Figure 1 .) After constructing B n (if n is large enough), the learning algorithm will be able to decompose B n into a complete c.s. and a nite d.s. consisting of a single counter. The nite counter is then replaced with an in nite one and the learning algorithm will have constructed a complete ROCA for the unknown language. The decomposition is done by performing what we call a parallel breadth rst traversal (PBFT) from a certain set of starting states. The PBFT marks certain states of B n ; in our example, the PBFT starts at states b 1 , b 2 , b 3 , and b 4 .
The marks made during the parallel traversals must trace out isomorphic submachines of B n . In our example these isomorphic graphs are labeled G 0 , G 1 , G 2 and G 3 in Figure 1 . These marks are then used to construct partitions over the set of states of B n that are necessary for the decomposition. Using the partitions it is then easy to construct the c.s. and the nite counter.
To identify the states where the PBFT must start, a string w identifying a path from the initial state of B n to an \exit point" must be identi ed. (In B, if B (p; a) = q is any transition such that p belongs to B n and q belongs to B ? B n , we say that B (p; a) is an exit point of B n .) Some pre x of w is then broken into a string of the form xw 0 where w 0 is of the form y k for some k 2. The PBFT starts from the states reachable using the strings xy i for 1 i k. In our example there will be only one exit point for any su ciently large value of n; e.g., if we assume n = 5, this exit point is reachable using the string w = a 5 . Letting x = a and y = a, the PBFT starts at states b 1 If the traversals collide then we require that they all collide in a single state, as in state b f for this example, or that they collide in a well de ned manner|the traversal numbered i can encounter states marked by traversals numbered i + 1 or i ? 1, and it is required that all traversals collide in the same way. In general, it is possible to have more than one exit point and the process would be repeated for each one.
In the rest of this paper we formalize the notions presented in this section and prove them correct.
De nitions and Properties

The Counter
Considered as a subclass of general real-time deterministic automata, ROCA are characterized by a common data structure, a counter. A counter can be thought of as the memory of a computing device; it cannot, on its own, accept or reject input strings since it has no nal states. It is a means by which a ROCA can count the number of occurrences of some event, such as the appearance of a certain string in the input.
The Control Structure
The second component of a ROCA is the control structure. Its next state depends on its own current state, the output value of the current state of the counter, and the input symbol. The control structure issues instructions to the counter while it is changing states, i.e., instructions to the counter appear in the control structure's transitions. The Real Time Constraint From the previous de nitions we can see that the c.s. of a ROCA, when given an input string of length n, can issue exactly n instructions (one instruction per input symbol), some of which could be the null or do nothing instruction, to the counter. So, for example, if the current state of the counter is d and if the current input string is of length n, then after the c.s. reads the input string, it can leave the counter in a state d 0 such that
In this respect the ROCA is more restricted than the DOCA since DOCAs can change the value of the counter by more than one per input symbol and also because ROCAs are not allowed to make epsilon transitions. Consequently, ROCA are less concise than DOCA: a language accepted by a c-state DOCA might require a ROCA whose control structure has a number of states exponential in c.
The Behavior Graph of a ROCA
A ROCA works in much the same way as nite state machines that accept the regular languages work. It consumes one input symbol at a time and after each such symbol we can determine if it has accepted the input. We shall now de ne a single in nite state machine that can do the work that a ROCA does. Let X be a set of con gurations, let G(X) be the graph induced by X, i.e., the portion of the con guration graph containing X and all transitions among elements of X. Let X m;n be the set of reachable con gurations X m;n = f(p; i) : p 2 S C ; m i < ng We call this a \slice" of the con guration graph; it consists of all con gurations with counter values bounded above and below by xed constants.
The overall goal is to prove that: There exist two constants, H and K, such that the graphs G(X H;H+K ); G(X H+K;H+2K ); G(X H+2K;H+3K ); :::: all have isomorphic images under the mapping g. Moreover, either all these images coincide, or they are all distinct subgraphs of the b.g. Because a ROCA can distinguish only between zero and nonzero counter values, the in nite transition diagram of the automaton M C D has a special kind of translational invariance with respect to the counter value. More precisely, if C D ((p; i); a) = (q; j), for i; j > 0, then C D ((p; i + k); a) = (q; j + k) for any k > 0, and if C D ((p; i); a) = (q; 0) for some i > 1, then C D ((p; i + k); a) = (q; 0) for all k > 0.
We now show that we can assign arti cial counter values to the states of the behavior graph B to give it a similar repetitive structure; one way to do this is by examining the equivalence classes of the reachable states in M C D . We will drop the subscript \C D" on our transition function in the following discussion.
We need the following fact, whose proof should be self-evident:
Lemma 6. If ((p; i); w) is nal and ((p; j); w) is non nal, for some i; j > 0, then at least one of the two computations on w must visit a state (q; 0) without performing a reset.
The next fact is an immediate consequence of the preceding one:
Lemma 7. For each w 2 , for each p 2 S C , there is a threshold value t (no larger than 1 + jwj) such that the states ((p; t + i); w) are all nal or are all non nal for every i 0. Figure 2(a) .
If an in nite number of nonequivalences among p-states remain unaccounted for, repeat this construction on other pairs of p-states (p; i r ), (p; j r ), r = 2; 3; : : :, obtaining witnesses w r . This process cannot continue forever; at any stage, the set of p-states containing nonequivalent pairs that have not been accounted for will be a union of periodic (with respect to the counter) sets, with period at most the least common multiple of all of the loop drops used so far. The above construction shows that some in nite periodic subset of this, with period bounded by jS C j, will be covered in the next step. Therefore, we will achieve the lemma with a threshold t that is no more than the maximum of all jw r j + 1 and a value of k that is no worse than the least common multiple of the d r .
Corollary 9. There is some threshold t and constant k such that, for any p 2 S C , the results of the previous lemma hold. If there are still unaccounted-for nonequivalences among states, repeat the process on state pairs (p 2 ; i 2 ); (q 2 ; j 2 ), : : :. The process must halt after only a nite number of steps. 2 We can now observe the desired regularity condition in B by assigning the labels to its states. Let t and k be the constants guaranteed by the lemma. For each state s of B, consider the set E(s) of states of M C D that are equivalent to s. Uniformly choose some representative state (p; i) from E(s) (e.g., the lowest-numbered state in the equivalence class, and the lowest counter value appearing with that state). If E(s) is an in nite set, or if it contains only states whose counter values are less than the threshold t determined by the last lemma, assign a unique state name and a counter value of zero to s. Otherwise, i is of the form t + kr + j, so assign s the name p; j] and the counter value r. The translational invariance now holds. Now that we know that a labeling exists which establishes the regular structure of B, we know that any search for such a labeling will take place in a nonempty search space (although we will obtain our labels in a di erent way).
Decomposing the Behavior Graph
Partitions and Partition Pairs
Hartmanis and Stearns 6] developed a theory for the decomposition of nite state machines in the early sixties. By decomposing a state machine into a number of state machines that emulate the behavior of the composite machine they were able to use fewer electronic components to realize the machine. In this section, we use their theory to nd the conditions under which a behavior graph B is decomposable into a control structure and a counter.
De nition11. A partition, , on a set S is a collection of pairwise disjoint subsets of S whose union is S. Each subset is called a block of the partition. If two elements, s and t of S, are in the same block of , we shall write s t ( ). The block of containing an element s will be denoted by (s). If 1 and 2 are two partitions on a set S then the product of 1 and 2 denoted by 1 : 2 is also a partition on the set S such that s t ( 1 : 2 ) i s t ( 1 ) and s t ( 2 ). The partition that puts every element in a block by itself is called the zero partition and will be denoted by 0. If De nition12. Let and 0 be two partitions on the set of states, S, of some machine M. The ordered pair ( ; 0 ) is called a partition pair (pp) i 8s; t 2 S; 8 2 ; s t ( ) ) (s; ) (t; ) ( 0 ) If ( ; 0 ) is a pp then from the block of that contains the current state of the machine we can nd the block of 0 that contains the next state on every letter of the alphabet. We can see that ( ; ) 0 . A partial ordering, , is de ned on pps by comparing the respective components of pps. If ( ; 0 ) and ( ; 0 ) are two pps then ( ; 0 ) ( ; 0 ) i and 0 0 . See 6] for more properties of partition pairs.
The basic idea behind decomposition is to merge states, and thus the use of partitions, while preserving the transitions. Merged states in one machine must not be merged in at least one other component machine. In this section we discuss the decomposition theorem that will tell us exactly when a decomposition is possible. 
A Decomposition Algorithm
Given B n , our aim now is to describe an algorithm that will mark states of B n with (c; d)-pairs such that the necessary partitions for the decomposition can be created.
Since B n is a submachine of B there are transitions in B n that lead to states that are not in B n , such transitions will be called exit points. Note that there exist only a constant number of exit points in B n ; this constant is independent of n.
Let w be a shortest string that leads from the initial state of B n to an exit point e in B n . Such strings can be found in an e cient manner. The algorithm in Figure  3 uses w to identify a periodic structure in B n (and, hence, B).
The outer loop searches for a pre x of w su ciently long to reach states above some (unknown) threshold t. The inner loop searches for a pair of states, p 0 and p 1 , that are isomorphic under some periodic description of B, then uses the substring y to try to determine additional isomorphic copies of these states. Procedure PARBFT is described below; it performs breadth-rst traversals \in parallel" from each of the states p 1 ; p 2 ; : : : and succeeds if it detects a periodic structure. (The precise mechanism for simulating this parallelism is unimportant.) Traversals are synchronized so that, for any string m that labels a path from the root of a BFT tree, the traversals simultaneously visit the nodes Bn (p i ; m), for i = 0; 1; : : :.
A single breadth-rst traversal from state p i marks nodes with a \traversal number" i and a word m (which describes the path used to reach that node halts when it can't extend the traversal without using nodes that are already labelled (possibly by one of the traversals operating in parallel with it). Each individual BFT is a standard queue-based breadth rst traversal; the queue contains (state,string) pairs, and initially contains (p i ; ). When we remove (q; m) from the queue, we label it (i; m) and then, for each a 2 and each neighbor r of q, we add (r; ma) to the queue if r has not already been labelled.
Two graphs G i and G j visited by BFT(p i ; i) and BFT(p j ; j) are called isomorphic if there is a one-to-one correspondence f between their nodes that preserves membership in F n , the set of nal states, and such that p = f(q) if and only if, for some constant c and for each a 2 , Bn (p; a) = f( Bn (f(q); a)), the label of p is (i; m) and the label of q is (i + c; m) (for some string m). A nite sequence of graphs G 0 ; G 1 ; : : : satis es the property isom if there is a nonempty subsequence G i ; G i+1 ; G i+2 ; : : : such that G i is isomorphic to G i+1 with constant c = 1.
Finally, algorithm PARBFT is given in Figure 4 ; k is a small constant which may be used to ignore \bad" traversals caused by being too near the zero counter states or too near the exit points:
Complexity of The Learning Algorithm
We measure the complexity of the learning algorithm in terms of the number of states of B n , nc for some constant c. Assume that Angluin's algorithm is used to construct B n and assume that the complexity of this step is in O(h(n; m)) steps where m is the length of the longest counter example necessary for this algorithm. The decomposition step rst searches for a string w to an exit point which can be found in O(n) steps. The string w is then partitioned into the form xw 0 which can be done in O(n) steps. For each such x, w 0 is partitioned into a string of the form y i in another O(n) steps for a total of O(n 2 ) steps to rewrite w in the form xy i . See 7] for an O(nlog(n)) to perform this last step. For each such form of w, a PBFT PARBFT(p0;p1;:::): for i = 0; 1; : : : paralleldo Gi = BFT(pi;i); if k < i < n ? k and Gi and Gi+1 violate the isom property then return failure end if end for return success; Fig. 4 . Parallel bread-rst traversal must be performed. If there are k such BFTs then each must be of depth n=k and the complexity is O(n). The complexity of the decomposition step is thus O(n 3 ) or O(n 2 log(n)) if the algorithm in 7] is used. The complexity of the learning algorithm is thus O(h(n; m) + n 2 log(n)).
Conclusions and Further Work
We have shown that the family of languages accepted by real time one-counter automata can be learned e ciently using a thirty-year-old automata decomposition method due to Hartmanis and Stearns, combined with Angluin's algorithm and a parallel breadth-rst traversal algorithm. This is an exponential improvement over the learning algorithms described in 4] and 5]. Although ROCA are, in general, less concise than the DOCA examined in 2] and 8], the method promises to compare favorably with the algorithm described in those papers for a large class of DOCA languages.
The technique of automata decomposition is applicable to many more data structures than simple counters; therefore, the methods described in this paper should be extendable to other classes of real-time acceptors (and, thus, to other language classes)|multiple-counter real time machines, queue-based machines, and so on.
