An important problem associated with two-sample surveys is the estimation of nonlinear functions of finite population totals such as ratios, correlation coefficients or measures of income inequality. Computation and estimation of the variance of such complex statistics are made more difficult by the existence of overlapping units. In one-sample surveys, the linearization method based on the influence function approach is a powerful tool for variance estimation. We introduce a two-sample linearization technique that can be viewed as a generalization of the one-sample influence function approach. Our technique is based on expressing the parameters of interest as multivariate functionals of finite and discrete measures and then using partial influence functions to compute the linearized variables. Under broad assumptions, the asymptotic variance of the substitution estimator, derived from Deville (1999) , is shown to be the variance of a weighted sum of the linearized variables. The paper then focuses on a general class of composite substitution estimators, and from this class the optimal estimator for minimizing the asymptotic variance is obtained. The efficiency of the optimal composite estimator is demonstrated through an empirical study.
INTRODUCTION
The study and the comparison across time or space of income distribution and income inequality measures are of increasing current interest. Most of the properties of measures such as the Lorenz curve or the Gini index have been investigated. However, the variance estimation problem for sample survey data has only recently been addressed. Difficulties arise because these measures are nonlinear functions of population values.
There exist two approaches to variance estimation for complex statistics: resampling methods and linearization methods. Resampling methods (Rao et al., 1992) include the jackknife, balanced repeated replication and the bootstrap. The jackknife (Berger & Skinner, 2005) is the most used procedure and consists of computing the estimator repeatedly, leaving out one unit. These methods can be very computationally intensive. Moreover, and unlike linearization methods, resampling methods can only be applied to specific sampling designs. For unequal probability sampling designs, they may run into difficulties (Wolter, 2007) .
We focus on linearization methods. The well-known Taylor method can be used for nonlinear but continuously differentiable functions of totals, but it is not well-adapted for the estimation of quantiles, for example. For nonregular functions of totals, Kovacević & Binder (1997) propose an approach based on estimating equations. A functional approach proposed by Deville (1999) uses the influence function concept and provides a theoretical justification for the linearization proposal of Demnati & Rao (2004) that gives practical rules for linearizing complex statistics. Non-differentiable functions of totals like quantiles or the Gini index can be handled either by the influence function approach or by the estimating equation technique. More complex parameters such as eigenelements of functional data have recently been considered by the influence function approach, in an unpublished University of Burgundy technical report by H. Cardot, M. Chaouch, C. Goga and C. Labruère. All the linearization methods consist of computing the linearized variable u k associated with the parameters of interest for all the units k from the population U of size N and give a first-order expansion formula of the complex statistics that contains the Horvitz-Thompson estimator k∈s u k /π k for the total of u k . Here, π k = pr(k ∈ s) is the firstorder inclusion probability of k in the sample s. We consider the influence function approach, introduced in robust statistics by Hampel (1974) . Campbell (1980) use the influence function for estimating the variance of complex statistics and compare it with a jackknife variance estimator. Deville (1999) uses a slightly modified definition of the influence function and provides a powerful variance-estimation tool for complex survey statistics. He gives computing rules and applies the technique to different examples such as quantiles, concentration indices and estimators of eigenvalues in principal component analysis in the one-sample case.
In Deville's approach, a population parameter of interest can be written as a functional T with respect to a finite and discrete measure M, namely, = T (M). The substitution estimator = T (M) is the functional T of a random measureM that is associated with sampling weights w k , k ∈ U , and is close to M. Suppose that T is homogeneous of degree α, so that T (r M) = r α T (M), and lim N →∞ N −α T (M) < ∞. Under broad assumptions, Deville shows that
The linearized variables u k are the influence functions I T (M, z k ), where z k is the value of the variable of interest for the kth unit and
where δ z is the unit mass at point z ∈ R p . This definition is slightly different from the one used in robust statistics (Hampel, 1974) , which is based on a probability distribution instead of a finite measure M. A nonstandardized measure M is used in survey sampling because the total mass may be unknown. The influence function is a Gâteaux differential for T (M) in the direction of the Dirac mass at z. As a consequence of (1) and under broad assumptions, the asymptotic variance of T (M) is the variance of
where the π kl are the second-order probabilities. Deville estimates the variance var{T (M)} by the Horvitz-Thompson variance estimator k∈s l∈s
using the sample estimatorsû k = I T (M, z k ) for the linearized variables u k , k ∈ s. The main advantage of this method is that the variance estimators can be implemented in any survey software capable of calculating the Horvitz-Thompson variance estimator. All previous methods concern variance estimation for one-sample survey data, but studying how statistics change over time or between different population subgroups may also be interesting. Estimating the change in the Gini index between two periods of time is one particular example. Difficulties arise from the existence of overlapping samples. Work concerning temporal change mainly deals with the estimation of simple statistics such as the population mean or total under the hypothesis of independence of the selection procedure. The first studies are by Jessen (1942) , Patterson (1950) and Eckler (1955) . Cochran (1977, § 12.11) gives the most important ideas concerning repeated sampling, and a more thorough discussion is found in Kish (1965) . All these studies are conducted for simple random sampling without replacement. More general sampling designs are considered in Särndal et al. (1992) , Hidiroglou (2001) and Merkouris (2001) but they still assume the independence of successive samples. Recent works are dedicated to composite estimators with applications to specific types of survey (Bell, 2001; Fuller & Rao, 2001; Singh et al., 2001) . We also mention the review in an unpublished Institut National de la Statistique et des Etudes Economiques working paper by N. Caron and P. Ravalet, the paper by Canty & Davison (1999) and the recent work by Wu (2003) and Berger (2004) .
We propose an extension of the influence function approach to the two-sample case. In classical statistics, the partial influence function is introduced for estimators based on more than one sample (Pires & Branco, 2002) following the analogy with derivatives and partial derivatives. In the survey-sampling context, we also propose to extend the influence function approach to the multiple-sample case by considering partial influence functions. In the two-sample case, estimators are based on three disjoint samples, which naturally lead us to consider three-variate functionals and their associated partial influence functions. These partial influence functions equal the linearized variables and, under broad assumptions, the asymptotic variance of the complex statistics is equal to the variance of a weighted linear sum of the linearized variables. The proposed methodology has already been applied to compute the precision of change estimators in the French employment survey (Place, 2008) .
EXTENSION OF THE ASYMPTOTIC RESULTS TO TWO DIMENSIONS

2·1. Partial influence functions
Consider the finite population U of size N . Let Z 1 and Z 2 be two variables of interest measured on two different samples s 1 and s 2 selected from the same population U according to the sampling designs p 1 and p 2 . The objective is to estimate a nonlinear function of totals of Z 1 and Z 2 . The sample s 1 , respectively s 2 , is of size n 1 , respectively n 2 . We consider that the matched sample s 3 = s 1 ∩ s 2 is nonempty and of size n 3 . Let s 1 * = s 1 − s 2 be the complementary sample of s 2 in s 1 of size n 1 * and let s 2 * = s 2 − s 1 be the complementary sample of s 1 in s 2 of size n 2 * ; and let n = n 1 * + n 3 + n 2 * . Let D = {1 * , 3, 2 * } be the set of the disjoint samples' indices and let T = {1, 2, 3} be the set of the matched samples' indices. Apart from particular cases, we assume from now on that d ∈ D and t ∈ T . On the matched sample s 3 , we know both Z 1 and Z 2 and we denote (Z 1 , Z 2 ), by Z 3 .
Each unit k ∈ U is associated with a vector z k,t ∈ R p t (t ∈ T ), where 
Example 2. Consider two bivariate variables Z t = (X t , Y t ) (t = 1, 2) that may also correspond to two occasions. The functional
is the ratio change. A change of more complex statistics such as the Gini index or the Lorenz curve can also be considered.
Example 3. Consider the product of two variables Z 1 and Z 2 , with
This example illustrates the need to introduce M 3 .
We now introduce the partial influence functions of the functional T (M) (Reid, 1981; Pires & Branco, 2002 
The partial influence functions of T = R = R 2 − R 1 = R(M 2 ) − R(M 1 ), see Example 2, are computed as partial derivatives of a function. Since R 2 = R(M 2 ), respectively R 1 = R(M 1 ), is constant with respect to M 1 , respectively M 2 , the first, respectively second, partial influence function consists of taking the linearized variable of the ratio R 1 , respectively R 2 . To be more precise, we have
The u k,t depend on unknown quantities and cannot be calculated.
2·2. The substitution estimator and its asymptotic variance
By analogy with Deville (1999) , we defineM t = N k=1 v k,t δ z k,t as an estimator of M t which associates a weight v k,t with each vector z k,t , for k ∈ s t , and zero elsewhere. The weights v k,t will be derived in the next section.
The estimatorM defines the estimator T (M). In § 3·4, we give three different estimators of M that lead to three different estimators of the ratio change.
In the following, we give sufficient conditions for the asymptotic expansion of T to be valid. We need both the population and the sample sizes N and n t to go to infinity with n t < N . As in the one-sample case (Isaki & Fuller, 1982) , we consider a sequence of populations and associated sequences of samples s t of increasing size with Z t dM t as an estimator of Z t d M t . By analogy with Deville (1999) we make the following assumptions for t ∈ T . Assumption 1. We assume that lim N →∞ n −1 t n 3 ∈ (0, 1) and lim N →∞ N −1 n t ∈ (0, 1).
Assumption 2. We assume that lim
Let the functional T also satisfy the following smoothness assumptions.
Assumption 5. We assume that T is homogeneous, in that there exists a real number β > 0 dependent on T such that T (r M) = r β T (M) for any real r > 0.
Assumption 7. We assume that T is Fréchet differentiable.
Theorem 1 is the most important result of the paper; it gives the first-order von Mises (1947) expansion of the functional T atM/N and around M/N .
and the asymptotic variance of T (M) is equal to the variance of
The proof is given in the Appendix. The strong assumption of Fréchet differentiability for T ensures that the remainder of the first-order von Mises expansion is negligible. Moreover, when they exist, the Fréchet partial derivatives equal the Gâteaux partial derivatives, which are the partial influence functions. However, the result can be obtained if T is only Gâteaux or compact differentiable (Fernholz, 1983) but with some additional assumptions (Pires & Branco, 2002) . For particular functionals T , one may study the remaining term directly and prove that it is of order o p (n −1/2 ); see the unpublished report of Cardot et al. for the one-sample case.
A GENERAL CLASS OF COMPOSITE ESTIMATORS
3·1. Preamble In this section, we derive the weights v k,t defining the measuresM t . The v k,t are expected to satisfy the unbiasedness conditions E(M t ) = M t , so that
The variables of interest are known for different samples. Consequently, we propose unbiased composite estimators of M t that combine information from s 1 and s 2 considering the interaction between them through the matched sample s 3 . First, we introduce the two-dimensional sampling design described in an unpublished Institut National de la Statistique et des Etudes Economiques working paper of Cotton and Hesse, and its corresponding inclusion probabilities. Next, we determine the weights v k,t that satisfy the unbiasedness conditions through a kind of two-sample Horvitz-Thompson estimation method.
3·2. Two-dimensional sampling designs
DEFINITION 4. A two-dimensional sampling design is a probability measure p{s = (s 1 , s 2 )} of selecting a two-sample s = (s 1 , s 2 ) ∈ {P(U )} 2 . We have p(s) 0 and s∈{P(U )} 2 p(s) = 1. 
DEFINITION 5. Let p(s) be a two-dimensional sampling design. For all k, l ∈ U and d, d ∈ D, we define the first-and second-order two-dimensional inclusion probabilities computed with respect to B as
π d k = pr(k ∈ s d ) = E(I d k ), π d,d kl = pr(k ∈ s d & l ∈ s d ) = E I d k I d l ,
where the expectation is considered with respect to p(s).
There are therefore three sets of first-order, and six sets of second-order, two-dimensional inclusion probabilities. We now mention some of the properties of π
kl . First of all, for d d , the commutative property with respect to the two units k and l no longer holds as it did in the onesample selection case. Thus, π
the usual one-sample second-order inclusion probabilities, and there are six different sets of π
Differently from the one-sample case, the algebra spanned by I 1 k and I 2 k contains seven elements and we have 29 ways of choosing a basis with its corresponding inclusion probabilities; see C. Goga's thesis for more details. Changing from one basis to another is possible by linear transformations. By analogy with the one-sample case, let us define the size of a two-dimensional sample.
DEFINITION 6. The size of a two-dimensional sample s
The size n s may be random if at least one of the three components is random and fixed if all the components are fixed. In § 4, we define the two-dimensional simple random sampling without replacement, which is a fixed-size design whereas the Bernoulli or the Poisson two-dimensional sampling designs in Goga's thesis are random size designs.
3·3. General composite estimation
The construction of the measureM 3 depends only on the matched sample s 3 and so, by using the unbiasedness condition E(M 3 ) = M 3 , we have
Since the disjoint samples s 1 * , s 3 and s 2 * can be composed in different ways, there are several ways of defining the estimatorsM t , for t = 1, 2, which entail different substitution estimators T (M). A general class of composite estimators is proposed if we define the weights v k,t (t = 1, 2), as linear combinations of the basis elements I 
for real numbers a k , b k and k ∈ U . We now apply Theorem 1 to the aboveM t .
THEOREM 2. Let the double sample s
for some real numbers a k and b k , and consider the general composite estimator T (M).
The asymptotic variance of T (M) is the variance ofẐ
Theorem 2 is an immediate consequence of Theorem 1, given that 
Consider the ratio change , where the linearized variables u k,t are given by (4).
t is the HorvitzThompson estimator of M t based on s 3 :
From Theorem 2, the asymptotic variance of the intersection substitution estimator T (M int ) is equal to the variance ofẐ
The ratio change R is estimated byˆ 
The measures M t are estimated by the composite estimatorŝ
From Theorem 2, the asymptotic variance of the composite substitution estimator T (M co ) is given by the variance ofẐ
By taking a = b = 0 in (9), we obtainẐ (0, 0) given by (7) and T (M co ) = T (M int ). The union estimator, defined by (6), belongs to the class defined by (9) if and only if the sampling design is an equal-probability two-dimensional design with constant weights π 
To be more precise,
The asymptotic variance ofˆ R co is the variance ofẐ (a,b) = a(t 1 *
with u k,1 , u k,2 given by (4). In an unpublished University of Burgundy technical report by C. Goga, J.-C. Deville and A. Ruiz-Gazen, composite estimators are developed for other parameters of interest such as the changes of the population total and of the Gini index.
To calculate var (Ẑ (a,b) ), each estimatort d u t
is written as a function of the sample membership
kl . For example,
The variance ofẐ (a,b) may be considered as a two-sample Horvitz-Thompson variance formula. It is the sum of variance terms computed according to a one-sample Horvitz-Thompson variance formula and of covariance terms that contain the covariance between I 
. (10) The linearized variables u k,t and the variance and covariance terms are to be estimated. The linearized variables depend on the unknown variables of interest Z t and several estimators are possible. Furthermore, explicit expressions for u k,t cannot be derived so long as the functional T is not given precisely. In these conditions, finding the most suitable estimators of u k,t is not a simple issue. In the following, we simply estimate u k,t based on the matched sample s 3 bŷ
but other estimators may be advisable, in particular if the sample sizes n * 1 and n * 2 are much larger than n 3 . Consider Example 2 of § 2·1. We havê
as given in § 3·4. However, other possible estimators arê 
and cov(A, C) and cov(B, C) are estimated in a similar way. The proposed variance estimator var(Ẑ (a,b) ) is no longer unbiased for var(Ẑ (a,b) ) sinceû int k,t is generally biased for u k,t . However, u int k,t is a function of Horvitz-Thompson estimators and is consistent for u k,t as N tends to infinity, implying n 3 → ∞ by Assumption 1. THEOREM 3. Under the Assumptions 1-7 and A1 and A2 given in the Appendix,v ar(Ẑ (a,b) ) is a consistent estimator of AV{T (M co )} = var (Ẑ (a,b) ).
For the proof, see the Appendix. In § 5, a small simulation study confirms that the variance estimatorv ar{T (M co )} =v ar(Ẑ (a,b) ) does not differ very much from the asymptotic variance AV{T (M co )} in large samples.
3·6. The optimal asymptotic variance composite estimator
In this section, we derive real numbers a and b such that the asymptotic variance of the composite substitution estimator T (M co ) is minimum. Let θ = (a, b) ∈ R 2 and rewrite (9) aŝ
The asymptotic variance of T (M co ) is 
The proof is given together with the proof of Corollary 1 in the Appendix. The optimal variance is obtained whatever the two-dimensional sampling design is. Explicit expressions for the optimal θ and the asymptotic variance are given in C. Goga's thesis for several two-dimensional sampling designs. Expression (7) leads to AV{T (M int )} = var(Ẑ (0,0) ) = var(
, which means that, whatever the sampling design may be, T (M co opt ) has a smaller asymptotic variance than T (M int ).
Unfortunately, the optimal variance (14) depends on unknown population variances and covariances and cannot be calculated. We propose to estimate all the unknown quantities in (12) using the estimators described in the above section. The proof is given in the Appendix. Part (i) gives the estimatorθ opt that minimizes the asymptotic variance estimator for a constant θ. Montanari (1987) and Fuller (2002) obtained a similar result concerning the optimality of the regression coefficient. The drawback of Theorem 4 is that θ opt is assumed to be known but in practice it has to be estimated. Corollary 1 (iii) takes the estimation of θ opt into account and states that, if θ opt is estimated consistently, the asymptotic variance of the substitution estimator T (M co opt ) with estimated θ opt is the minimum variance var(Ẑ (a opt ,b opt ) ) given by (14).
TWO-DIMENSIONAL SIMPLE RANDOM SAMPLING WITHOUT REPLACEMENT
Let us focus now on a particular two-dimensional sampling design, namely, two-dimensional simple random sampling without replacement defined in the working paper by Cotton and Hesse and used for two-sample coordination. In what follows, we consider functionals not depending on M 3 and we assume the two-dimensional simple random sampling without replacement design for estimating = T (M). This design can be described as follows. DEFINITION 7. A two-dimensional simple random sampling without replacement of fixed size (n 1 * , n 3 , n 2 * ) is a two-dimensional sampling design p(s) that assigns equal selection probability to all samples s = (s 1 , s 2 ) for which s 1 * , respectively s 3 and s 2 * , have the fixed sizes n 1 * , respectively n 3 and n 2 * .
In this case, the design p(s) is a discrete uniform probability distribution on the set of N n 1 * + n 3 + n 2 * n 1 * + n 3 + n 2 * n 1 * n 3 + n 2 * n 3 n 2 * n 2 * possible samples of fixed size (n 1 * , n 3 , n 2 * ), which implies that
In their working paper, Cotton and Hesse study this design and give some of its properties.
The most important of them is the fact that the marginal sampling designs are simple random sampling without replacement from U . This property makes the design very attractive. The firstorder two-dimensional inclusion probabilities are π d k = n d /N and the second-order probabilities are
From a practical point of view, this design can be implemented by selecting the simple random samples s 1 ⊂ U and s 3 ⊂ s 1 and next by selecting s 2 * from U − s 1 also according to a simple random design. Such a sampling design can be found in repeated sampling (Tam, 1984 ) when a matched sample of fixed size is desired in order to improve the estimation of the absolute change of the parameter of interest. Another way of implementing the two-dimensional simple random design is by selecting three non-overlapping simple random samples. We select s 1 * from U , s 3 from U − s 1 * and s 2 * from U − s 1 , each time using simple random designs. Such a design is also of interest for reducing the response burden (Särndal et al., 1992, p. 67) . The selection of two, not necessarily independent, simple random samples from U cannot be considered as a twodimensional simple random design since the matched sample is of random size. Nevertheless, conditioning on n 3 , we obtain a two-dimensional simple random design.
We consider a functional = T (M) estimated by the composite substitution estimator T (M co ) with asymptotic variance equal to the variance of
We compute the optimal values of a and b by using Theorem 4. Let h 1 = n 1 * /n 1 and h 2 = n 2 * /n 2 be the non-overlapping rates and ρ the correlation coefficient of the linearized variables u k,1 and u k,2 . We denote by m(u t ) the population mean of u t and by S 2
}/(N − 1) the population covariance between u 1 and u 2 estimated byŜû 1û2 = k∈s 3 {û k,1 −m(u 1 )}{û k,2 −m(u 2 )}/(n 3 − 1), whereû k,t =û int k,t . Let S = S u 2 /S u 1 and let f 3 = n 3 /N be the overlapping sampling fraction. We have the following result.
THEOREM 5. For a two-dimensional simple random design and under Assumptions 1-7, the asymptotic variance of T (M co ) is given by (12) with var(t 3
The optimal composite substitution estimator T (M co opt ) is given by Theorem 4 with
and has the minimum asymptotic variance calculated according to (14) .
The proof is given in the Appendix. The vector θ opt is unknown and, according to Corollary 1, we obtain the expression forθ opt by replacing the unknown ρ and S with their estimatorsρ and S in (16).
In § 3·6, we proved that the substitution estimator T (M int ) is always less competitive than T (M co opt ), whatever the sampling design. For a two-dimensional simple random design, both estimators have the same asymptotic variance for ρ = −1 and S = 1.
The second natural competitor of
). If a = h 1 and b = h 2 in (15), we havê ) with equality for ρ = 0. In particular, one may obtain AV{T (M uni )} using (12) for θ = (h 1 , h 2 ) and , and γ given by Theorem 5.
EMPIRICAL STUDY
5·1. General framework
We consider the estimation of a nonlinear functional = T (M 1 , M 2 ) based on s = (s 1 , s 2 ) selected according to a two-dimensional random sampling design. The empirical studies presented below intend to give the gain of the optimal composite estimator T (M co opt ) defined in Theorem 5 over T (M uni ), respectively T (M int ). The gain is defined as the ratio between the asymptotic variance of T (M uni ), respectively T (M int ), and the asymptotic variance of T (M co opt ). In this subsection, we consider a general functional . Let u 1 and u 2 be the linearized variables of a functional = T (M 1 , M 2 ). We consider a population U of size N = 3000 and a twodimensional simple random sample design such that n = n 1 + n 2 − n 3 = 300 and n 1 * = 100. We assume that the variance ratio S = S u 2 /S u 1 is equal to 1 and we consider different values of the correlation coefficient ρ between u 1 and u 2 , namely, ρ = −0·8, −0·5, 0, 0·5, 0·8. This correlation coefficient ρ depends on the form of the functional and on the correlation coefficient between the variables of interest but we cannot give a general expression. We plot in Fig. 1 (a) and (b), respectively, the gain of T (M co opt ) over T (M int ) and T (M uni ) as a function of the overlapping rate n 3 /n. Each curve corresponds to a different correlation coefficient.
Functionals and two-sample surveys
As can be expected, concerning T (M int ), the ratio of variances decreases to 1 when the overlapping rate increases and this ratio is small if the correlation coefficient is low. When the original variables are highly negatively correlated, ρ −0·8, and as soon as the overlapping rate is greater than 10%, we do not gain anything by using the optimal estimator instead of using the estimator based on the intersection sample. In § 4, we obtained that T (M uni ) = T (M co opt ) for ρ = −1 and S = 1 and this is confirmed by the empirical study. When the correlation is greater than −0·5, the gain can be substantial at least when the overlapping rate is smaller than 30%.
With regard to comparison of the asymptotic variances of T (M uni ) and T (M co opt ), Fig. 1 (b) shows that there is no great difference when the correlation coefficient between the linearized variables is low in absolute value, |ρ| < 0·5, and, for ρ = 0, the variance ratio is equal to unity; this confirms the theoretical result. However, for high values of |ρ|, the gain of the optimal estimator over the union estimator is more important especially when ρ < 0; the ratios increase as soon as the overlapping rate becomes less than, say, 30%, and decrease when the rate is larger than 30%. For very low or very high overlapping rates, the two estimators are not very different but, when the overlapping rate is, say, 30%, the optimal estimator is much superior.
5·2. Estimating the change of a Gini index
We consider data from the French employment surveys of 1999 and 2000, namely, the wages of N = 22 741 wage-earners who have been sampled in both years. We are interested in estimating the variance of the change in the Gini index between the two years, G = G 2 − G 1 , where
is the Gini index and F t (y) = (1/N )
is the distribution function in year t = 1, 2. Since G t involves the step-function F t , we cannot apply the Taylor linearization approach. In the one-sample case, the influence function approach (Deville, 1999) and the estimating equations approach (Kovacević & Binder, 1997) two-sample situation, we propose to use the partial influence function approach. The linearized variables of G are
whereȳ k,t< denotes the mean of the y j,t lower than y k,t . The correlation of the linearized variables of G between 1999 and 2000 is ρ = −0·87 and the population variance ratio is S = 0·97. We consider a two-dimensional simple random sampling design of size n = 1000 and three different composite estimators: the intersectionˆ G int , the unionˆ G uni and the optimal composite estimatorˆ G co opt are given by Theorem 5. We calculate the asymptotic variances of these estimators using (12) with θ = (0, 0) for the intersection, θ = (h 1 , h 2 ) for the union and θ given by (16) for the optimal composite estimator. Figure 2 shows the gain of the optimal composite estimator G co opt =Ĝ co 2,opt −Ĝ co 1,opt over the two competitorsˆ G int andˆ G uni as a function of the ratio n 3 /n and for different sample sizes n 1 * .
The approximate variance of the intersection estimator is quite similar to that of the optimal estimator when the overlapping rate is larger than 30% but can be larger for small overlapping rates. Except for very small or very large overlapping rates, the approximate variance of the union estimator is much higher than that of the optimal estimator. In all the above examples, we assume that the population variances and covariances are known. In order to verify the quality of the corresponding estimators, we carried out a small simulation study for the Gini example. We estimated the change in the Gini index using the optimal composite estimator as defined in Corollary 1 (iii). Since we can compute the true change in the Gini index from the original sample of 22 741 earners, we calculated, as percentages, the relative bias and the relative root mean squared error of the change estimator using 10 000 simulations. We also calculated the relative difference between the asymptotic variance given by (14) and the empirical variance, and the relative bias of the asymptotic variance estimator, considering the empirical variance as the true variance. For the asymptotic variance estimation, the linearized variables are estimated on the overlapping sample s 3 . Different values for n 3 and n 1 * with n 1 * = n 2 * are considered. Table 1 shows that the relative biases, the root mean squared errors and the relative differences are quite low in general and very low for large sample sizes.
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APPENDIX
Technical details
Proof of Theorem 1. Let t ∈ T . From Assumptions 5 and 6, we have that N −β T (M) = T (M/N ) < ∞. Following Deville (1999) We show that n N −2β {v ar(Ẑ (a,b) ) − var(Ẑ (a,b) )} = o p (1), sincev ar{T (M co )} =v ar (Z (a,b) ) and, from
Assumptions 1-7, AV{T (M co )} = var(Ẑ (a,b) ) with var(Ẑ (a,b) ) given by (10). The proofs of convergence are similar for the different variance and covariance terms of the sum in (10) and we concentrate on the first term, proving that n N −2β {v ar ( and we have that n N −2β {v ar( A) −v ar HT (A)} = o p (1) by Assumptions A1 and A2. The reader is referred to Breidt & Opsomer (2000) for conditions under which Assumption A2 is available.
