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The spectral excess theorem provides a quasi-spectral characteri-
zation for a (regular) graph Γ with d + 1 distinct eigenvalues to be
distance-regular graph, in termsof the excess (number of vertices at
distance d) of each of its vertices. The original approach, due to Fiol
and Garriga in 1997, was obtained by using a local approach, so giv-
ing a characterization of the so-called pseudo-distance-regularity
around a vertex. In this paper we present a new simple projection
method based in a global point of view, andwhere themean excess
plays an essential role.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paperΓ = (V , E), denotes a (simple and ﬁnite) connected graph of order n. For any
vertex u ∈ V ,Γ (u)denotes the set of its adjacent vertices, and δ(u) = |Γ (u)| stands for its degree. The
distance between two vertices u, v is represented by ∂(u, v). The eccentricity of a vertex u is denoted
by ε(u) = maxv∈V ∂(u, v) and the diameter of the graph is D(Γ ) = maxu∈V ε(u) = maxu,v∈V ∂(u, v).
Let Γk(u) be the set of vertices at distance k from u, for 0 k ε(u), and let Γk be the graph with
the same vertex set as Γ and where two vertices are adjacent whenever they are at distance k in Γ .
Notice that Γ1(u) = Γ (u) and Γ1 = Γ . The excess of a vertex u is the number of vertices adjacent to
u in Γd; that is, exc(u) = |Γd(u)|.
The algebra generated by the adjacencymatrixA ofΓ , denoted byA = A(A) = {p(A), p ∈ R[x]},
is called the adjacency or Bose-Mesner algebra. As usual J stands for the square matrix with all entries
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equal to 1, and similarly j ∈ Rn is the all-1-vector. The spectrum of Γ is the set of distinct eigenvalues
of A together with their multipliticies, and it will be denoted by spΓ = {λm00 , λm11 , . . . , λmdd }, with
λ0 > λ1 > · · · > λd, and wherem0 = 1 since Γ is a connected graph.
2. The predistance polynomials
LetΓ = (V , E) be a connected graph of order n, and letA be its adjacencymatrix. From its spectrum
spΓ , we consider inR[x]/(Z) the following scalar product:
〈p, q〉 =
d∑
i=0
mi
n
p(λi)q(λi). (1)
Thepredistancepolynomials p0, p1, . . . , pd ofΓ are thepolynomials satisfyingdeg pk = k and 〈pk , ph〉 =
δhkpk(λ0) for any 0 k, h d. As any sequence of orthogonal polynomials, the predistance polynomials
satisfy a three-term recurrence of the form
xpk = bk−1pk−1 + akpk + ck+1pk+1 (0 k d), (2)
where the constants bk−1, ak and ck+1 are the Fourier coefﬁcients of xpk in terms of pk−1, pk and pk+1,
respectively (and b−1 = cd+1 = 0); see e.g. [3]. Moreover, the predistance polynomials satisfy:
H = p0 + p1 + · · · + pd = n
π0
d∏
i=1
(x − λi),
whereπ0 = ∏di=1(λ0 − λi). In fact, whenΓ is a regular graphH is the Hoffman polynomial [7], which
satisﬁesH(A) = J. Moreover, we have an expression for pd(λ0) in terms of the spectrum of the graph,
which is
pd(λ0) = n
π20
⎛⎝ d∑
i=0
1
miπ
2
i
⎞⎠−1 , (3)
with πi = ∏dj=0,j /= i |λi − λj|, 0 i d. For more details about the proofs of these results, we refer the
reader to [2,5].
3. The algebrasA andD
Given a graph Γ , the set A = A(Γ ) = {p(A), p ∈ R[x]} is a vector space of dimension d + 1
and also an algebra with the ordinary product of matrices, known as the Bose-Mesner algebra, and
{I,A, . . . ,Ad} is abasisofA. Since I,A,A2, . . . ,AD are linearly independent,wehave thatdimA(Γ ) =
d + 1D + 1and, therefore, thediameter always satisﬁesD d. Then, anatural question is to enhance
the case when equality is attained; that is, D = d. In this case, we say that the graph Γ has spectrally
maximum diameter.
Let D = D(Γ ) be the linear span of the set {A0,A1, . . . ,AD}, of which it is a basis or, equivalently,
the linear span of {A0,A1, . . . ,Ad}, where if D < d we take Ak = 0 for every D + 1 k d. It turns
out that it forms an algebra with the componentwise Hadamard product of matrices, deﬁned by (X ◦
Y)uv = XuvYuv. Inour context,wewillworkwith thevector spaceT = A + D. Note that in the regular
case I,A and J are matrices in A ∩ D since J = H(A) ∈ A. Thus, dim T  d + D − 1. Moreover, we
have:
A0 + A1 + · · · + AD = J = p0(A) + p1(A) + · · · + pd(A). (4)
For any pair of matrices R,S ∈ T , we obtain
tr(RS) = ∑
u∈V
(RS)uu =
∑
u∈V
∑
v∈V
RuvSvu =
∑
u,v∈V
RuvSuv.
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Thus, we can deﬁne a scalar product in T , in two equivalent forms:
〈R,S〉 = 1
n
tr(RS) = 1
n
∑
u,v∈V
RuvSuv =
1
n
∑
u,v∈V
(R ◦ S)uv. (5)
Observe that the factor 1/n provides ‖I‖ = 1. Furthermore, in A this scalar product coincides with
the scalar product (1) inR[x]/(Z), from which we construct the predistance polynomials. Indeed,
〈p(A), q(A)〉 = 1
n
tr(p(A)q(A)) = 1
n
d∑
i=0
mip(λi)q(λi) = 〈p, q〉.
4. The orthogonal projectionD→ A
Consider the Euclidean space T with the scalar product (5) and the orthogonal projection
T → A denoted by S 
→ S˜.
Using in A the orthogonal base p0, p1, . . . , pd of predistance polynomials, this projection can be
expressed as:
S˜ =
d∑
i=0
〈S, pi(A)〉
‖pi‖2 pi(A) =
d∑
i=0
〈S, pi(A)〉
pi(λ0)
pi(A). (6)
Lemma 1. Let Γ be a regular graph with d + 1 distinct eigenvalues and spectrally maximum diameter
D = d. Let δd be the mean degree of Γd. Then, δd  pd(λ0), and equality is attained if and only if Ad =
pd(A).
Proof. Since ‖Ad‖2 = 1n
∑
u,v∈V (Ad)uv = 1n
∑
u∈V |Γd(u)| = δd, the projection ofAd( /= 0) ontoA is:
A˜d=
d∑
j=0
〈Ad, pj(A)〉
‖pj‖2 pj(A) =
〈Ad, pd(A)〉
‖pd‖2 pd(A) =
〈Ad,H(A)〉
pd(λ0)
pd(A)
= 〈Ad, J〉
pd(λ0)
pd(A) = 〈Ad,Ad〉
pd(λ0)
pd(A) = δd
pd(λ0)
pd(A). (7)
Now consider the equality Ad = A˜d + N, where N ∈ A⊥. Then, from Pythagoras theorem and Eq.
(7), we obtain
‖N‖2 = ‖Ad‖2 − ‖A˜d‖2 = δd −
δ2d
pd(λ0)
= δd
(
1 − δd
pd(λ0)
)
.
This implies the inequality. Moreover, the equality is attained if and only if N = 0 and, hence, Ad =
A˜d = pd(A). 
5. Characterizing distance-regular graphs
Recall that a graphΓ with diameterD is distance-regular if and only if, for any two vertices u, v ∈ V
at distance k, there exist numbers bk , ak , ck (the intersection numbers) such that
AAk = bk−1Ak−1 + akAk + ck+1Ak+1 (0 kD), (8)
where b−1 = cD+1 = 0 (see e.g. [1]). By iteratively applying (8)we obtain that there exist polynomials
pk , with degree equal to their subindex, such that Ak = pk(A) for every 0 kD. In this case we say
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that the distance-matrices are polynomial. In particular, (xpD − bD−1pD−1 − aDpD)(A) = 0; that is,
there is a polynomial of degree D + 1 that annihilatesA. Therefore d + 1D + 1, which implies that
D = d and the distance-regular graphs have spectrally maximum diameter. Conversely, suppose that,
in a regular connected graph Γ , the distance-matricesA0,A1, . . . ,Ad, withAd /= 0, are polynomial:
Ak = pk(A). This implies that the graphs Γk are regular of degree pk(λ0). Then, from
〈ph, pk〉 = 〈ph(A), pk(A)〉 = 〈Ah,Ak〉 = 0 for h /= k,
‖ph‖2 = ‖Ah‖2 =
1
n
npk(λ0) = pk(λ0) for h = k,
we obtain that the pk ’s are the (pre)distance polynomials. Their recurrent relation turns into the
equalities (8) and the graph is distance-regular. Therefore the distance-regularity of a graph Γ can
also be characterized by saying that, for every 0 kD, its k-distance matrix is polynomial of degree
k. In fact, as it was shown in [4], if Γ has spectrally maximum diameter the existence of the highest
degree distance polynomial sufﬁces.
Proposition 2. A regular graph Γ is distance-regular if and only it has spectrally maximum diameter,
D = d, and the matrix AD is polynomial.
Proof. A short proof of this result, without using the so-called conjugate polynomials [5,8], goes as
follows: Let us see that,within the above conditions onΓ , ifAd ∈ A thenAk ∈ A for every 0 k d −
1. IfAd = q(A) it is clear that qhasdegreed, and also thatΓd is a regular graphwithdegree δd = q(λ0).
Let us prove that q = pd. Indeed, ‖q‖2 = 〈Ad,Ad〉 = 〈Ad, J〉 = δd = q(λ0). Moreover, for every r ∈
Rd−1[x], we have 〈q, r〉 = 〈Ad, r(A)〉 = 0. Therefore, q = pd. From Eq. (4) and the recurrence (2)
satisﬁed for the predistance polynomials, we get:
A0 + A1 + · · · + Ad−1=p0(A) + p1(A) + · · · + pd−1(A), (9)
AAd=bd−1pd−1(A) + adAd. (10)
Then, if ∂(u, v) > d − 1 we have (pd−1(A))uv = 0, since pd−1 has degree d − 1. If ∂(u, v) = d − 1,
the equality (9) implies that (pd−1(A))uv = 1. Otherwise, when ∂(u, v) < d − 1, we have:
(AAd)uv =
∑
w∈V
Auw(Ad)wv =
∑
w∈Γ (u)
(Ad)wv = 0
since ∂(w, v) 1 + ∂(u, v) < d. Thus, the equality (10) implies that (pd−1(A))uv = 0. Therefore,
pd−1(A) = Ad−1. Suppose now that pi(A) = Ai for d i k + 1. Then, we have the equalities:
A0 + A1 + · · · + Ak=p0(A) + p1(A) + · · · + pk(A), (11)
AAk+1=bkpk(A) + ak+1Ak+1 + ck+2Ak+2. (12)
As before, from deg pk = k we infer that, if ∂(u, v) > k then (pk(A))uv = 0. If ∂(u, v) = k, using (11)
we have (pk(A))uv = 1. Otherwise, reasoning as above, the equality (12) yields (pk(A))uv = 0. Thus,
we get pk(A) = Ak which, by recurrence, proves the result. 
Observe that, in a distance-regular graph Γ , the excess of any vertex is the degree of Γd, which can
be calculated from the spectrum as pd(λ0) (the so-called spectral excess) given in Eq. (3). Then, the
spectral excess theorem, ﬁrst given in [5], states that, for a regular graph Γ on n vertices, the converse
also holds. As a consequence of the projection method introduced in Section 4 and Proposition 2, we
are now ready to give a simple proof of such a theorem by using themean excess ofΓ (or mean degree
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of Γd). A slightly stronger result, which uses the harmonic mean of the numbers n − exc(u), was later
proved in [6] and recently by Van Dam [8], who also provided an elementary proof.
Theorem 3. A regular connected graph Γ is distance-regular if and only if the mean excess of its vertices
equals its spectral excess:
δd = n
π20
⎛⎝ d∑
i=0
1
miπ
2
i
⎞⎠−1 . (13)
Proof. First suppose that Γ is distance-regular, then Ad = pd(A) and Γd is regular of degree pd(λ0).
Then, by Eq. (3) the condition follows. Conversely, if the mean degree δd of Γd is not null, the graph Γ
has spectrally maximum diameter, as D = d. Thus δd = pd(λ0) and, by Lemma 1, Ad is polynomial.
Finally, the characterization in Lemma 2 establishes the distance-regularity of the graph. 
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