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2Abstract
Implicit large eddy simulation (ILES) has been shown, in the literature, to have
some success for three-dimensional flow (e.g. see [21]), but it has not previously
been examined for two-dimensional flow. This thesis investigates whether ILES can
be applied successfully to two-dimensional flow. Modified equation analysis is used
to demonstrate the similarities between the truncation errors of certain numerical
schemes and the subgrid terms of the barotropic vorticity equation (BVE). This
presents a theoretical motivation for the numerical testing.
Burgers equation is first used as a model problem to develop the ideas and
methodology. Numerical schemes that are known to model Burgers equation well
(shock capturing schemes) are shown to be implicitly capturing the subgrid terms
of the one-dimensional inviscid Burgers equation through their truncation errors.
Numerical tests are performed on three equation sets (BVE, Euler equations
and the quasi-geostrophic potential vorticity equation) to assess the application of
ILES to two-dimensional flow. The results for each of these equation sets show
that the schemes considered for ILES are able to capture some of the subgrid
terms through their truncation errors. In terms of accuracy, the ILES schemes
are comparable (or outperform) schemes with simple explicit subgrid models when
comparing vorticity solutions with a high resolution reference vorticity solution.
The results suggest that conservation of vorticity is important to the successful
application of ILES to two-dimensional flow, whereas conservation of momentum is
not. The schemes considered for ILES are able to successfully model the downscale
enstrophy transfer, but none of the schemes considered for ILES (or the schemes
with simple subgrid models) can model the correct upscale energy transfer from
the subgrid to the resolved scales.
Energy backscatter models are considered and are used with the ILES schemes.
It is shown that it is possible to create an energy conserving and enstrophy dissipat-
ing scheme, composed of an ILES scheme and a backscatter model, that improves
the accuracy of the vorticity solution (when compared with the corresponding ILES
scheme without backscatter).
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Chapter 1
Introduction
1.1 Introduction
The atmosphere is modelled by solving the governing equations that describe the
motion of the atmosphere. These governing equations do not have a general an-
alytical solution, so they must be solved numerically using approximations. To
solve the governing equations, numerical integration generally takes place on some
form of finite grid. However, computational power limits the size of the mesh
length of the grid. Features that are larger than this grid length can be included
in the model (resolved); however there are many processes that are smaller than
the grid length (called subgrid processes). These subgrid processes can interact
with the resolved scale processes and affect the large scale flow. The atmospheric
model therefore comprises two parts:- the large scales that can be resolved by the
numerical methods, and the subgrid scale processes that need to be parametrized.
With turbulence modelling the subgrid scales are made up of eddies, some of
which are smaller than the grid length. The small scale eddies interact with the
large scale eddies; for three-dimensional turbulence the smaller eddies break up
the larger eddies and energy is transferred downscale, while for two-dimensional
turbulence the eddies join together and the energy is transferred upscale [45]. As
the subgrid scale eddies cannot be resolved by the model the interaction is included
in a turbulence closure/subgrid model. This subgrid model can take various forms,
but one such form is a controversial technique called implicit subgrid modelling.
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With implicit subgrid modelling the numerical errors generated by the numerical
scheme that is solving for the resolved scales are used as the subgrid model.
1.2 Parametrization
The effects of the subgrid processes on the large scale flow need to be included in
the model. Therefore the contribution from the subgrid scales must be expressed
in terms of the resolved scale parameters (as the resolved scales are all that are
available on the numerical grid). Parametrization is the term used to describe
the effects of the subgrid scale processes in the numerical model. In atmospheric
models there are two types of parametrizations:- i) the unresolved processes rep-
resented in the governing equations, and ii) the atmospheric processes that occur
on scales smaller than the grid scale. Turbulent flows generate small scales; with
turbulence modelling the subgrid scale eddies interact with the large scale eddies
and this interaction needs to be included in the model. Convection (on scales
smaller than the numerical grid) can transport heat, momentum and moisture and
needs to be parametrized. There are many atmospheric processes that need to be
parametrized, such as solar radiation and cloud processes [48]. Atmospheric phe-
nomena are driven by solar radiation; however it is computationally too expensive
to model all radiation transfer, and therefore parametrization is required. In terms
of an atmospheric model, clouds form on a scale smaller than the grid length. As
clouds exchange heat and moisture between the levels of the atmosphere this needs
to be parametrized. The orography can affect the flow and therefore parametriza-
tions are needed to represent the subgrid scale orography and model flow blocking,
drag and gravity waves.
The numerical model consists of a dynamical core (for the resolved scales) and
parametrizations (for the subgrid processes). Transfers between the scales may be
classed as either downscale (from large to small) or upscale (from small to large).
For some processes the majority of the transfer will be one way but there will also
be a small amount of transfer in the opposite direction, e.g. in three-dimensional
turbulence the majority of the energy is transferred downscale but a small amount
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is transferred upscale (called backscatter) [38]. The transfers between scales can
either be a direct transfer or a cascade through a range of scales. Direct downscale
transfer from large to small scales (for example, boundary layer turbulence directly
transfers energy from the large scales, i.e. synoptic scales, to the small scales) must
be parametrized. It is thought that transfers that cascade across a range of scales
may be modelled in either the dynamical core or in the parametrization [51].
1.3 Large Eddy Simulation
There are different methods for modelling turbulence. With Direct Numerical
Simulation (DNS) the equations are solved without the use of a turbulence model,
but for DNS to be accurate the grid length has to be smaller than the smallest
relevant scales and therefore DNS is not practical for large Reynolds number flows.
The Reynolds number is calculated as
Re =
UL
ν
, (1.1)
where U is the velocity, L is a characteristic length scale and ν is the viscosity. A
large Reynolds number usually indicates turbulent flow. A technique for modelling
high Reynolds number flows is Large Eddy Simulation (LES). LES applies a filter
to the equations. This separates the governing equations into the large (resolved)
scales and the ‘subgrid terms’, which describe how the small scale processes interact
with the resolved scale flow. LES is used to describe the resolved scale flow, but as
the subgrid scales interact with the resolved scales the effect of the subgrid scales
must be included. The large scale motions are numerically simulated, while the
small scale subgrid motions are represented by a turbulence model [37].
The (as yet unspecified) filter is denoted (¯), so that the filtered velocity com-
ponent would be written u¯. The small scales are the part that the filter removes
and are denoted with a prime, u′. Therefore the velocity (or any other quantity)
can be written as the sum of the filtered part and the small scale part. This is the
Reynolds decomposition
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u = u¯+ u′. (1.2)
For a LES approach to an atmospheric model, only the filtered quantities will
be explicitly predicted. Therefore the governing equations must be filtered. If the
governing equations are denoted EQ, then the continuous form is given as (1.3).
When filtered, the governing equations will be written in terms of the filtered
variables, and will contain subgrid terms (denoted SG). The filtered equations will
be written as shown in (1.4).
EQ(u) = 0, (1.3)
EQ(u¯) = SG. (1.4)
For example, the two-dimensional inviscid incompressible Euler equations are given
as
∂u
∂t
+
∂uu
∂x
+
∂vu
∂y
+
∂p
∂x
= 0, (1.5)
∂v
∂t
+
∂uv
∂x
+
∂vv
∂y
+
∂p
∂y
= 0, (1.6)
∂u
∂x
+
∂v
∂y
= 0, (1.7)
where u and v are the velocities in the x and y directions respectively, p is the
pressure and t is time (note that p is actually the pressure divided by the density,
and that the density is constant). These are the continuous equations, which need
to be filtered so that they can be written in terms of the filtered quantities. The
turbulence closure problem arises because the equation is non-linear and terms of
the form uv are going to appear in the filtered equations, but uv 6= u¯v¯ (same for
all combinations of u and v). Assuming that the filter commutes with derivatives
(for all numerical testing and analysis in this thesis the filter used will commute
with the derivatives), the filtered Euler equations can be written as (this is derived
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in Chapter 2)
∂u¯
∂t
+
∂u¯u¯
∂x
+
∂v¯u¯
∂y
+
∂p¯
∂x
=
∂
∂x
(u¯u¯− uu) + ∂
∂y
(v¯u¯− vu) (1.8)
∂v¯
∂t
+
∂u¯v¯
∂x
+
∂v¯v¯
∂y
+
∂p¯
∂y
=
∂
∂x
(u¯v¯ − uv) + ∂
∂y
(v¯v¯ − vv) (1.9)
∂u¯
∂x
+
∂v¯
∂y
= 0. (1.10)
The u and v equations, (1.8) and (1.9), are written so that the resolved terms
are on the left and the subgrid terms are on the right. The filtered quantities, u¯,
v¯ and p¯, are known but the quantities of the form uv are unknown. These subgrid
terms can be re-written as
τxx = (u¯u¯− uu) , (1.11)
τxy = (v¯u¯− vu) , (1.12)
τyx = (u¯v¯ − uv) , (1.13)
τyy = (v¯v¯ − vv) , (1.14)
to give the filtered Euler equations as
∂u¯
∂t
+
∂u¯u¯
∂x
+
∂v¯u¯
∂y
+
∂p¯
∂x
=
∂τxx
∂x
+
∂τxy
∂y
, (1.15)
∂v¯
∂t
+
∂u¯v¯
∂x
+
∂v¯v¯
∂y
+
∂p¯
∂y
=
∂τyx
∂x
+
∂τyy
∂y
, (1.16)
and the incompressibility condition (1.10). A subgrid model is needed to model
the subgrid terms, i.e. to represent τ .
1.3.1 LES Subgrid Model
The subgrid models discussed in this section are for three-dimensional turbulence
(unless stated otherwise). For three-dimensional turbulence the subgrid scale eddies
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interact with the resolved scale eddies and energy cascades downscale. On a finite
grid any eddy smaller than the grid spacing will not be resolved; this means that
the interactions between the resolved and unresolved eddies would not take place
and energy will not be able to be transferred downscale. Therefore energy can build
up at the grid scale. The subgrid model therefore needs to dissipate the correct
amount of energy.
The simplest type of subgrid model is the eddy-viscosity model, which does to
the filter scale what molecular viscosity does in a DNS,
τij = νsgsSij, (1.17)
where (in component notation)
Sij =
(
∂u¯i
∂xj
+
∂baruj
∂xi
)
, (1.18)
and νsgs is the eddy-viscosity. The Smagorinsky model [46] is an eddy-viscosity
model based on the large scales. The eddy-viscosity is calculated as:
νsgs(x, t) = (Cs∆)
2S, (1.19)
where (using summation convention notation)
S =
√
2SijSij, (1.20)
∆ is the grid length and Cs is a constant (which is often adjusted for the particular
flow configuration). There are many different types of subgrid model:- stochastic
models, scale similarity, differential stress and dynamic models. Some of these can
outperform the standard eddy-viscosity model, but their complexity can limit their
practical use [15]. However, there are a number of improvements that can be made
to the basic eddy-viscosity model.
The dynamic subgrid model [17] is similar to the Smagorinsky model but it
allows Cs to vary in space and time. This gives a control on the amount of dis-
sipation the subgrid model produces at each point on the grid. The Smagorinsky
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model is based upon the large scales, in that both νsgs and Sij are calculated using
the resolved scales (the variables on the resolved scales are used, no test filter is
applied - see below). Other subgrid models, [6] and [44], make use of the scales near
the cutoff. Here a test filter is applied to separate the flow into three parts:- the
super-test-filter scales, the sub-test-filter scales and the subgrid scales. The subgrid
scales are calculated by filtering the complete flow, u = u¯+ u′. The resolved scale
flow, u¯, is now filtered with the test filter, u¯ = ˜¯u + u′′, to separate the resolved
scales into large and small (near cutoff) scales. The large resolved scales are called
the super-test-filter scales, and the small (near cutoff) resolved scales are called the
sub-test-filter scales. The subgrid eddy-viscosity can now be calculated using the
kinetic energy calculated at the sub-test-filter scales,
νsgs = C
√
q∆, (1.21)
where C is a dimensionless constant and q = q(x, t) is the kinetic energy of the
sub-test-filter scales.
Mixed scale models are subgrid models that use both the resolved scales and
the energy at the cutoff (the sub-test-filter scales). The mixed scale model (see
[44]) is given as
νsgs = C|S¯|αq 1−α2 ∆1+α, (1.22)
where C and α are both real parameters.
The types of subgrid models described above have been shown to be successful
away from boundaries for flow regimes where the large scale structures are domi-
nant [21] [44], for example free shear flows and isotropic homogeneous turbulence.
However, there are regions where the types of subgrid models described above are
not accurate. When the subgrid scales are dominant (i.e. the smaller scales con-
trol the flow) LES can perform poorly [41]. For high Reynolds number flows near
walls the near wall motions are not resolved by the LES; they must be modelled by
the subgrid model. This is because near walls the flow is controlled by the small
scales. LES is poor at modelling viscous boundary layers because the flow near
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the boundary cannot be resolved by any practical grid [21]. LES is impractical at
the boundary for the atmospheric boundary layer for the same reason [16]. More
complicated ideas and subgrid models than those described here must be used to
model the flow near walls and boundary layers. Other limitations of LES are due
to the complexity of the subgrid models that are used [15]. The increase in com-
plexity (when compared to an eddy-viscosity type model) leads to a large increase
in computation time. Also, each of the subgrid models described above (and, in
fact, all other explicit subgrid models) contain at least one parameter that needs
to be tuned to the flow.
Eddy-viscosity subgrid models can be used for two-dimensional turbulence
modelling; the Smagorinsky model [46] was initially used for two-dimensional mod-
els, and models of the form κ∇2, where κ is a tunable parameter involving the grid
spacing, are also used in two-dimensional LES. Eddy-viscosity models of the form
κ∇4 are often used in GCMs (general circulation models) [26], especially with
spectral models where it is simple to implement a ∇4 term.
The alternative to an explicit subgrid model is an implicit subgrid model, where
the truncation error of a numerical scheme that is solving for the resolved scales
acts as the subgrid model.
1.4 Implicit Large Eddy Simulation
An Implicit Large Eddy Simulation (ILES) solves the governing equations using an
implicit subgrid model (as opposed to the explicit subgrid models used by LES).
The implicit subgrid models work by using the truncation error of a numerical
method to represent the effects of the subgrid terms. A simplistic view of three-
dimensional turbulence can be used as motivation for why the ILES idea could be
successful. With three-dimensional turbulence the subgrid terms are diffusive; the
energy cascades downscale, from the resolved to the subgrid scales, and is eventually
dissipated. Therefore a numerical scheme with a diffusive truncation error (and the
correct amount of diffusion) will be able to dissipate the energy and could be used
for ILES. ILES has only previously been examined for three-dimensional flow [21].
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Monotonically Integrated Large Eddy Simulations (MILES) are ILES that use
high-resolution monotone algorithms (usually using a flux limiting or flux correcting
method) [19]. The high-resolution monotone methods are non-linear and diffusive
(in order to preserve monotonicity). A flux limiter is often a function of successive
gradients, and therefore can be used to calculate how smooth the data is. In
areas where the data is smooth the flux limiter allows the scheme to use a high-
order (usually second order or higher) flux, whereas in areas where the data is
sharp and/or discontinuous the flux limiter reverts back to a first order scheme
[30]. First order schemes are often diffusive and guarantee that there are no over-
or under- shoots. Flux correcting methods [7] work in a similar way but start
with the first order scheme and calculate how much of an ‘antidiffusive flux’ (the
difference between a given higher order flux and the first order flux) can be added
to it without causing the result to be non-monotonic. In smooth areas the flux
correcting scheme becomes the high order scheme and in non-smooth areas the
flux correcting scheme stays as first order. The flux limiters can also produce a
mixture of the high order and first order flux, which will give the effect of the high
order scheme with a small amount of diffusion (when compared to first order by
itself). Some flux limiter schemes work for ILES because they revert to first order
and are diffusive in the areas that the subgrid terms, which are diffusive, are most
active (see Appendix A for more discussion on flux limiter schemes). It is also
suggested [20] that the flux form of the numerical scheme is essential for ILES to
be successful for three-dimensional turbulence.
The application of ILES has been shown to be comparable with conventional
LES for flows where the subgrid models described in section 1.3.1 work well [14]
[15] [19] [20] [21]. These are flows, away from boundaries, where the large scale
structures dominate. The results in the literature show that ILES is comparable,
in accuracy, to subgrid models of the eddy-viscosity or mixed model form [21].
The numerical schemes used to solve for the resolved scales can provide a built-in
subgrid model, provided by discretization errors, if the leading order error terms
are dissipative. However, it is important to note that not all dissipative monotonic
(or similar) schemes are suitable for ILES [21]. It is claimed that ILES captures
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the subgrid scale physics through the non-linear features of the numerical schemes
[20], so for three-dimensional turbulence the numerical scheme must be non-linear
and diffusive (e.g. a flux limiter scheme). This suggests that it is where there
are steep gradients and discontinuities (i.e. where the scheme reverts back to first
order because the data is not smooth) that the subgrid terms are active. The
important properties of the implicit subgrid model are related to the choice of
schemes used, the flux limiter used and the balance of dissipation and dispersion.
With ILES there is a need to identify the features that are built into the flux limiter
to model the physics in an implicit subgrid model. ILES has the advantages of
simple implementation, computational efficiency and no explicit parameters [34].
ILES is simple to implement because there are no complex explicit subgrid models.
Therefore the computational cost is only the time required to run the numerical
scheme that is solving for the resolved scales (i.e. without the additional cost of
the subgrid model for LES). Note that using a scheme that is suitable for ILES
with an explicit subgrid model will, in effect, be counting the subgrid terms twice
and could produce poor results.
The effects of using a monotone advection scheme with an explicit subgrid
model (where the dissipation from the resolved scales occurs from the numerical
scheme and the subgrid model) are compared with a non-dissipative scheme (where
any dissipation is due to the subgrid model alone) in [9]. Both schemes had a
subgrid model of the Smagorinsky form. The tests carried out by [9] show that a
small value of Cs (filter scale close to the grid scale) led to a build up of energy
close to the grid scale when using the non-dissipative scheme, and that dissipative
numerics (i.e. the monotone scheme) would be effective there. However, relying on
the monotone scheme without an explicit subgrid model to make up for small Cs
(i.e. implicitly model the subgrid terms) was shown to be unsuccessful in some cases
(for example, close to boundaries). The results in [9] also show that a dissipative
scheme alone can produce satisfactory results (sometimes even better than the non-
dissipative scheme with a subgrid model) away from a boundary, which is consistent
with the findings of [36].
ILES has been applied to three-dimensional turbulence with some successes
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[21], but has not yet been examined for two-dimensional turbulence. However, the
idea of using dissipative numerics for two-dimensional flow has been investigated
[49]. Advection by straining motion can generate subgrid scale features. The
results in [49] show that for two-dimensional advection, shape preserving schemes
(in that case the Utopia scheme with a flux limiter, see [29] and [50]) can use their
implicit dissipation to model the effects of the unresolved features, while centred
difference schemes (which are dispersive) can produce grid scale noise. Also shown
in [49] is how the diffusion of the shape preserving scheme is consistent with scale
selective dissipation of the form ∇2n (where n is an integer). In many GCMs (see
[55]) semi-Lagrangian schemes are used for horizontal advection, and the inbuilt
damping of the scheme means no explicit subgrid model is included (although in
practice additional diffusion terms are often added). Using the diffusivity of the
scheme to act as the subgrid model is the idea behind ILES, but this aspect has
not been examined in detail for these GCMs.
1.5 Two-Dimensional Turbulence
Two-dimensional turbulence has several features in common with atmospheric
flows. Large scale atmospheric flows (away from the boundary layer) can be consid-
ered analogous to two-dimensional flow because the atmosphere is stably stratified
and strongly controlled by the effects of rotation. Inviscid two-dimensional tur-
bulence conserves both energy and enstrophy (the second moment of vorticity).
Quasi-geostrophic turbulence, which is a good approximation of large scale atmo-
spheric flow, conserves both energy and potential enstrophy (the second moment of
potential vorticity), while three-dimensional turbulence conserves energy but not
enstrophy.
Two-dimensional turbulence has different dynamics to three-dimensional tur-
bulence. With freely decaying three-dimensional flow the energy cascades from
the large scales to the smaller scales; the large flow structures are broken up into
smaller ones. Vortex stretching occurs in three-dimensional turbulence; as the vor-
tex is stretched out the energy is transferred downscale [10]. With two-dimensional
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turbulent flow, the energy cascades predominantly upscale from the small to the
large scales; the small flow structures join the larger ones [45]. For two-dimensional
turbulence there is no vortex stretching term. Also, for two-dimensional turbulence,
enstrophy is transferred downscale from large to small scales. Although there is
a net downscale enstrophy and upscale energy transfer, small energy transfers to
the small scales and small enstrophy transfers to the large scales can occur. To
be consistent with the three-dimensional literature, e.g. [38], in this thesis the
term ‘backscatter’ will refer to upscale energy and enstrophy transfers. This is
because in three-dimensional turbulence the net energy cascades downscale, and
any upscale energy transfers are referred to as ‘backscatter’. Difficulties in mod-
elling two-dimensional turbulence are due to the enstrophy cascading downscale.
At the cutoff, with no subgrid model (implicit or explicit), the enstrophy cannot
be removed from the model [2], leading to a build up of enstrophy at the grid scale.
That energy moves upscale and enstrophy downscale for two-dimensional flow
can be shown as follows (taken from [45] and [18]). The barotropic vorticity equa-
tion (derived from the Euler equations, see Chapter 4) is given as
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
= 0, (1.23)
where ζ is the vorticity, u and v are the velocities in the x and y directions, and
t is time. The barotropic vorticity equation conserves both energy and enstrophy.
Assume that the energy is initially concentrated at wave number k1 and consider
I =
d
dt
∫
(k − k1)2E(k)dk. (1.24)
where E(K) is the energy spectrum. It follows that I is positive if the energy at
k1 spreads out in wavenumber space. However, I can be expanded to give
d
dt
∫
(k − k1)2E(k)dk = d
dt
[∫
k2Edk − 2k1
∫
kEdk + k21
∫
Edk
]
. (1.25)
Energy is defined as
∫
E(k)dk and as the enstrophy spectrum is the wavenumber
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squared times the energy spectrum, enstrophy is defined as
∫
k2E(k)dk. As both
energy and enstrophy are conserved,
d
dt
∫
E(k)dk = 0,
d
dt
∫
k2E(k)dk = 0,
then equation (1.25) becomes
d
dt
∫
(k − k1)2E(k)dk = −2k1 d
dt
∫
kE(k)dk. (1.26)
As the left hand side of equation (1.26) is positive it follows that
d
dt
∫
kE(k)dk < 0. (1.27)
Furthermore, it follows that
d
dt
[∫
kE(k)dk∫
E(k)dk
]
< 0. (1.28)
This shows that the energy moves towards lower wave numbers (on average). A
similar method can be used to show the downscale enstrophy cascade. Consider
d
dt
∫
(k2 − k21)2E(k)dk, (1.29)
which should be positive if the enstrophy at wavenumber k1 spreads out.
d
dt
∫
(k2 − k21)2E(k)dk =
d
dt
[∫
k4Edk − 2k21
∫
k2Edk + k41
∫
Edk
]
. (1.30)
As both energy and enstrophy are conserved this becomes
d
dt
∫
(k2 − k21)2E(k)dk =
d
dt
∫
k4E(k)dk. (1.31)
As the left hand side of equation (1.26) is positive it follows that
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d
dt
∫
k4E(k)dk > 0. (1.32)
The enstrophy spectrum is defined as
Z(k) = k2E(k). (1.33)
It follows that
d
dt
[∫
k2Z(k)dk∫
Z(k)dk
]
> 0, (1.34)
and therefore enstrophy moves towards higher wave numbers. Another proof of
the upscale energy cascade is given in [18], where it is also noted that although the
majority of the energy goes upscale, there is nothing to prevent some of the energy
going downscale (and some of the enstrophy being transferred upscale). With two-
dimensional turbulence there is a net upscale energy and net downscale enstrophy
transfer.
The application of the ILES idea to two-dimensional turbulence could be suc-
cessful for a number of reasons. The energy spectrum for two-dimensional turbu-
lence is steeper than the energy spectrum for three-dimensional turbulence, and
a steeper energy spectrum implies a much stronger slaving of the small scales to
the large scales. Also, previous work [49] has shown that the idea of using dissi-
pative numerics to act as the subgrid terms can be successful for non-linear two-
dimensional advection. The reason that the ILES idea might fail when applied to
two-dimensional turbulence is because of the upscale energy transfer; it is in areas
where there is an upscale energy transfer (backscatter) where ILES is not accurate
for three-dimensional turbulence (e.g. walls etc). The aim of this thesis is to assess
whether ILES can be applied successfully to two-dimensional turbulence.
1.6 Thesis Structure
This thesis will explore implicit large eddy simulation for two-dimensional turbulent
flows, and discuss whether ILES can be applied successfully to two-dimensional
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flow. A one-dimensional case (the inviscid Burgers equation) will be examined
first, followed by the barotropic vorticity equation. A number of questions will
be addressed during the thesis:- i) is the use of a flux limiter or some sort of
non-linear diffusion essential to the success of ILES, ii) is the flux form of the
numerical scheme essential to the success of ILES, and iii) does the form of the
equation make a difference. The literature [20] suggests that non-linear diffusion
is required for three-dimensional ILES, therefore in this thesis schemes with both
linear and non-linear diffusion will be tested for the barotropic vorticity equation.
The literature (e.g. see [32]) for three-dimensional ILES suggests that the flux form
(the conservative form) of the numerical scheme is required to produce satisfactory
results. Both the flux and advective forms of some of the numerical schemes will
be used to demonstrate whether the flux form produces better results than the
advective form (and whether conservation is important) for two-dimensional flow.
The continuous barotropic vorticity equation is equivalent to the velocity form
of the continuous Euler equations, but this may not be the case for the filtered
equations. Both the velocity and vorticity forms of the Euler equations will be
used to show if there is any benefit to a particular form of the equation.
The thesis will be structured as follows. Chapter 2 will apply the technique
of Modified Equation Analysis (MEA), where the truncation error of a numerical
scheme can be found, and discuss the Equations of Finite Scale (EFS) and subgrid
analysis. MEA will be applied to numerical schemes for the advection equation,
Burgers equation and the barotropic vorticity equation and subgrid analysis will be
examined for Burgers equation and the barotropic vorticity equation. The inviscid
Burgers equation will be examined in Chapter 3. Numerical schemes will be applied
to Burgers equation to see to what extent any of the schemes can implicitly model
the subgrid terms. Chapter 4 concerns the theory behind the barotropic vorticity
equation (BVE). The results of the numerical testing of the barotropic vorticity
equation will be given in Chapter 5. Chapter 6 will perform the same tests but
using the velocity form of the Euler equations, while Chapter 7 will perform the
tests using the quasi-geostrophic potential vorticity equation. Backscatter ideas
will be discussed in Chapter 8. The final Chapter will present conclusions. The
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numerical methods used and simple tests concerning the one-dimensional advection
equation are discussed in Appendix A. The numerical test cases are described in
Appendix B.
Chapter 2
Modified Equation Analysis and
The Equations of Finite Scale
Implicit large eddy simulation (ILES) is based upon using the truncation error
of a numerical scheme to act as the subgrid terms of the given equation. There-
fore it is desirable to analytically show that the truncation error of a numerical
scheme is similar to the subgrid terms of a given equation. This gives a theoretical
justification for the ILES idea.
The aim of this chapter is to show that there are similarities between the trun-
cation errors and the subgrid terms for some numerical schemes for Burgers equa-
tion and for the barotropic vorticity equation, and therefore provide a theoretical
motivation for ILES.
Modified equation analysis (MEA) is a technique that can be used to describe
the truncation error of a numerical scheme. The truncation error will describe the
behaviour of the numerical scheme. The equations of finite scale (EFS) are used
to describe the given continuous equations when they are to be solved numerically.
When the equations are solved numerically there will be scales that cannot be
resolved; therefore the equation needs to be separated into the resolved part and
the subgrid part. This is known as the filtered equations and is used in conventional
large eddy simulation (LES) (see [37]). With finite volume numerical methods the
variables in each grid cell represent an average of the continuous variable in that grid
cell. Therefore the EFS, with the filter as an average over the grid cell, is suitable
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for use with finite volume methods. The EFS approximations describe what the
subgrid terms are doing. Subfilter analysis (based on Taylor Series expansions)
can be used to approximate the subgrid scales in terms of the resolved scales, and
therefore an approximation of the subgrid terms can be found (for each equation).
This chapter will describe the MEA technique for one-dimensional advection
and discuss the limitations of MEA. For both Burgers equation and the barotropic
vorticity equation, the EFS will be examined and approximations of the subgrid
terms will be found. These approximations will be compared with the truncation
errors of certain numerical schemes. Justification of ILES for Burgers equation and
for the barotropic vorticity equation will be discussed.
2.1 Modified Equation Analysis
Modified equation analysis is a technique to find a partial differential equation
(PDE) that a given numerical method would solve exactly (or at least satisfy bet-
ter than the original PDE that is to be modelled). Taylor expansions of the schemes
are taken and truncated to find which terms are left over. Temporal derivatives are
calculated in terms of spatial derivatives to give the modified equation of the nu-
merical scheme. The left hand side is the original equation and the right hand side
is the leading order truncation error of the scheme in terms of spatial derivatives.
2.1.1 Advection Equation
The one-dimensional advection equation is given as
∂P
∂t
+ u
∂P
∂x
= 0, (2.1)
where u is the velocity (in this case a constant) and P is the function being advected.
The first order upwind scheme (see Appendix A) is given as
P n+1i = P
n
i −
u∆t
∆x
(
P ni − P ni−1
)
, (2.2)
where i is the spatial index, n is the temporal index, ∆x is the spatial step and
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∆t is the time step. P is expanded as a Taylor series about (xi, t
n) to give, where
derivatives are evaluated at grid point i and timestep n,
P (xi, t
n)+∆tPt +
∆t2
2!
Ptt +
∆t3
3!
Pttt +O(∆t
4) = P (xi, t
n) (2.3)
−u∆t
∆x
(
P (x, t)− P (x, t) + ∆xPx − ∆x
2
2!
Pxx +
∆x3
3!
Pxxx +O(∆x
4)
)
.
Simplifying and rearranging the equation gives, up to and including O(∆x2) and
O(∆t2),
Pt + uPx =
1
2!
(u∆xPxx −∆tPtt)− 1
3!
(
u∆x2Pxxx +∆t
2Pttt
)
. (2.4)
It is the leading order terms that are of most interest, therefore terms of O(∆t)
and O(∆x) are kept and any terms of higher order are ignored:
Pt + uPx =
1
2!
(u∆xPxx −∆tPtt) +O(∆t2) +O(∆x2). (2.5)
Equation (2.5) contains a term on the right hand side in terms of temporal deriva-
tives, Ptt. Differentiating (2.5) with respect to t (to get Ptt), then differentiating
(2.5) with respect to x (to get Ptx), then discarding terms of O(∆t) and O(∆x)
will give Ptt in terms of spatial derivatives.
Ptt =− uPxt + 1
2!
(u∆xPxxt −∆tPttt) +O(∆t2) +O(∆x2), (2.6)
Ptx =− uPxx + 1
2!
(u∆xPxxx −∆tPttx) +O(∆t2) +O(∆x2), (2.7)
⇒ Ptt =u2Pxx +O(∆t) +O(∆x). (2.8)
Substituting Ptt back into (2.5) and keeping terms up to O(∆t) gives the modified
equation of the 1st order scheme as
Pt + uPx =
1
2!
u∆x
(
1− u∆t
∆x
)
Pxx. (2.9)
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The left hand side of equation (2.9) is the original equation, and the right hand
side is the leading order truncation error of the 1st order upwind scheme [39]. The
truncation error has the form of a second derivative, Pxx, and this makes the 1st
order upwind scheme diffusive (provided the Courant number, c = u∆t
∆x
, is less than
1, see Appendix A). The diffusive nature of the 1st order scheme can be seen in
the one-dimensional advection tests (see Appendix A).
The Lax Wendroff scheme (see Appendix A) for one-dimensional advection can
be written as follows
P n+1i =
u∆t
2∆x
(1 +
u∆t
∆x
)P ni−1 + (1−
u2∆t2
∆x2
)P ni −
u∆t
2∆x
(1− u∆t
∆x
)P ni+1.
Expanding P (x, t) as a Taylor series and substituting into the Lax Wendroff scheme
gives
P +∆tPt+
∆t2Ptt
2!
+
∆t3Pttt
3!
+O(∆t4) =
(
1− u
2∆t2
∆x2
)
P
+
(
u∆t
2∆x
+
u2∆t2
2∆x2
)(
P −∆xPx + ∆x
2Pxx
2!
− ∆x
3Pxxx
3!
+O(∆x4)
)
−
(
u∆t
2∆x
− u
2∆t2
2∆x2
)(
P +∆xPx +
∆x2Pxx
2!
+
∆x3Pxxx
3!
+O(∆x4)
)
,
which can be simplified to give
Pt+
∆t
2!
Ptt+
∆t2
3!
Pttt = −uPx+ u
2∆t
2!
Pxx− u∆x
2
3!
Pxxx+O(∆x
3)+O(∆t3). (2.10)
The temporal derivatives are calculated in terms of spatial derivatives and terms
of order ∆t2 (and above) are ignored.
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Ptt =− uPxt + 1
2
(
u2∆tPxxt −∆tPttt
)
+O(∆t2) +O(∆x2),
Ptx =− uPxx + 1
2
(
u2∆tPxxx −∆tPttx
)
+O(∆t2) +O(∆x2),
Pttt =− uPxtt +O(∆t) +O(∆x2),
Pxtt =− uPxxt +O(∆t) +O(∆x2),
Pxxt =− uPxxx +O(∆t) +O(∆x2).
These derivatives can be rearranged to give
Pxtt =u
2Pxxx +O(∆t) +O(∆x
2),
Pttt =− u3Pxxx +O(∆t) +O(∆x2),
Ptx =− uPxx + 1
2
(
u2∆tPxxx −∆tu2Pxxx
)
+O(∆t2) +O(∆x2),
Ptt ≈u2Pxx − 1
2
(
u3∆tPxxx −∆tu3Pxxx
)
+
1
2
(−u3∆tPxxx +∆tu3Pxxx) ,
⇒ Ptt ≈u2Pxx.
The temporal derivatives, Ptt and Pttt, can be substituted into equation (2.10).
This gives the modified equation of the Lax Wendroff scheme for one-dimensional
advection, up to O(∆x2) and O(∆t2), as [27]
Pt + uPx = −u∆x
2
3!
(
1−
(
u∆t
∆x
)2)
Pxxx. (2.11)
The modified equation of the Lax Wendroff scheme shows that the leading order
truncation error is second order and dispersive (for the linear advection case). The
dispersive nature of the Lax Wendroff scheme can be seen in the numerical tests
for one-dimensional advection (see Appendix A).
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2.1.2 Numerical Testing of Modified Equation Analysis for
the One-Dimensional Advection Equation
The modified equation of the 1st order upwind and Lax Wendroff schemes for
one-dimensional advection can be solved numerically and compared with the ‘true’
error for each scheme. The modified equation is calculated numerically using second
order centred difference approximations of the derivatives in equations (2.9) and
(2.11). A given profile is advected over 1 timestep on a high resolution (HR) grid
to find a ‘truth’ solution to the equation. This truth solution is placed on a coarse
resolution (CR) grid using a point value sampling. The HR solution is generated by
using the Lax Wendroff scheme on a periodic domain with 216 grid points; the HR
grid is used to ensure accuracy of the HR solution. On the CR grid the given profile
is advected over 1 timestep using both the 1st order and Lax Wendroff schemes,
and the resulting solutions are compared with the truth solution to calculate the
true error for each scheme. The CR grid spacing is ∆xCR =
1
28
, the HR grid spacing
is ∆xHR =
1
216
, the advecting velocity is set as u = 1 and the timestep is set to
be ∆t = 1.5259× 10−6 (to ensure the Courant number, c = u∆t
∆x
, is 0.1 for the HR
grid and 0.00039 for the CR grid). A small Courant number, c ≤ 0.1, will be used
throughout this thesis to ensure that spatial errors are dominant.
Two profiles will be used for the numerical testing of the MEA. The first test case
is a smooth sine wave, and the second test case is a mixed profile made up of large
scale waves, small scale waves and sharp gradients (both profiles are described in
Appendix B). Both profiles are shown in figure 2.1.
The leading order modified equations for the 1st order and the Lax Wendroff
schemes are given as
1
2
u∆x
(
1− u∆t
∆x
)
Pxx, (2.12)
−u∆x
2
6
(
1− (u∆t
∆x
)2
)
Pxxx, (2.13)
respectively. Each term in these equations, i.e. the derivatives, can be calculated
39
Figure 2.1: The profiles; sine wave (left) and the mixed profile (right)
numerically using centred difference approximations.
Figure 2.2: The true error against the error calculated using MEA for the schemes
for the advection equation for the sine wave
Figure 2.2 shows the error calculated using the modified equation against the
actual error for both the 1st order and Lax Wendroff schemes for the smooth sine
wave. The 1st order and Lax Wendroff schemes’ modified equations are a good
approximation of the true error. In the limit ∆t → 0 (not shown) the modified
equations without the ∆t terms give an almost identical approximation to when
the ∆t terms are included; this is because the Courant number is very small for the
tests on the 28 grid. As the Courant number increases (not shown) the modified
equation becomes a poorer approximation to the actual error for the 1st order
scheme than when ∆t terms are included. This is because the temporal error is
O(∆t) for 1st order, compared to O(∆t2) for Lax Wendroff, implying that it is too
large to be ignored for the 1st order upwind scheme. The tests confirm that, for
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one-dimensional linear advection, the modified equations without the ∆t terms are
accurate as c → 0. Therefore, for subsequent MEA calculations, only the limit
∆t→ 0 will be considered.
The next MEA test uses the mixed profile that is made up of sharp gradi-
ents and is defined in Appendix B. Figure 2.3 shows the errors predicted by the
modified equations of the 1st order and Lax Wendroff schemes (equations (2.12)
and (2.13)) compared with the true numerical error for the mixed profile. In areas
of ‘small scale’ activity the modified equation has the right shape but the wrong
magnitude. In areas where the profile is discontinuous the modified equation is a
poor approximation to the error.
Figure 2.3: The true error against the MEA for the schemes for the advection
equation for the mixed profile
These results show that when the function, or derivatives of the function, are
discontinuous the modified equation is not a very good approximation of the error.
The highest derivative being used in the modified equation has to be continuous,
e.g. Lax Wendroff uses the third derivative, therefore the third derivative of the
function must be continuous. This is because the truncated Taylor series is only
valid for continuous functions that are differentiable up to the truncated point,
and the MEA technique is built around Taylor expansions. Although MEA is not
accurate for discontinuous functions, it can still indicate how the scheme is likely to
behave. Although the coefficients will not be accurate, numerical testing indicates
that, for the one-dimensional advection case (see Appendix A for the advection of
the step function), a diffusive scheme will still be diffusive and a dispersive scheme
41
will still be dispersive even in regions where the MEA is not valid. This means
that the MEA can be used as a ‘guide’ to describe the behaviour of a scheme, even
when the Taylor series is not valid.
2.2 Modified Equation Analysis of the TVD
Scheme for One-Dimensional Advection
If P ni is a discrete approximation to P in the i
th grid point at time n, then the TV
(total variation) at step n is calculated as [30]
TV n = Σi|P ni+1 − P ni |. (2.14)
A scheme is TVD (total variation diminishing) if
TV n+1 ≤ TV n. (2.15)
A TVD scheme limits the flux of the updated grid point to ensure the prevention
of spurious amplification of extrema [30]. The TVD Lax Wendroff scheme for
one-dimensional advection (see Appendix A) has the form
P n+1i =P
n
i −
u∆t
∆x
(
P ni − P ni−1
)
[
1− 0.5
(
1− u∆t
∆x
)
φi−1 + 0.5
(
1− u∆t
∆x
)
φi
ri+ 1
2
]
, (2.16)
where
ri+ 1
2
=
P ni − P ni−1
P ni+1 − P ni
. (2.17)
The TVD Lax Wendroff scheme in this thesis will use the van Leer flux limiter [54]
φi =
ri+ 1
2
+ |ri+ 1
2
|
1 + |ri+ 1
2
| . (2.18)
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Expanding P ni+1 etc as a Taylor series gives
Pt +
∆t
2
Ptt +
∆t2
3!
Pttt +O(∆t
3) = −uPx + u∆x
2!
Pxx − u∆x
2
3!
Pxxx
+φi−1
[(
u
2
− u
2∆t
2∆x
)(
Px − ∆x
2!
Pxx +
∆x2
3!
Pxxx
)]
(2.19)
−φi
[(
u
2
− u
2∆t
2∆x
)(
Px +
∆x
2!
Pxx +
∆x2
3!
Pxxx
)]
+O(∆x3).
If φi = φi−1 = 0 then the modified equation becomes (2.9), which is the modified
equation for the 1st order upwind scheme. This is because when φi = φi−1 = 0 the
TVD Lax Wendroff scheme becomes 1st order upwind. Similarly, when φi = φi−1 =
1 then the modified equation becomes (2.11), which is the modified equation for
the Lax Wendroff scheme.
One difficulty in calculating the MEA of the TVD Lax Wendroff scheme is
expanding the flux limiter accurately. The flux limiter, φ, is a function of successive
gradients, r. Expanding r as a Taylor series, up to O(∆x4), gives
ri+ 1
2
=
P − P +∆xPx − ∆x22 Pxx + ∆x
3
3!
Pxxx − ∆x44! Pxxxx
P +∆xPx +
∆x2
2
Pxx +
∆x3
3!
Pxxx +
∆x4
4!
Pxxxx − P
, (2.20)
=
∆xPx − ∆x22 Pxx + ∆x
3
3!
Pxxx − ∆x44! Pxxxx
∆xPx +
∆x2
2
Pxx +
∆x3
3!
Pxxx +
∆x4
4!
Pxxxx
. (2.21)
The accuracy of this approximation can be tested numerically. Each term in (2.21)
can be approximated using centred difference approximations. The true value of r
is known (it can be calculated using the given values of P in (2.17)), so the accuracy
of the approximation (2.21) can be found by comparing the approximation with
the true value. These tests are performed on a grid with 28 grid points. Figure
2.4 shows the true value of r, and the approximation (2.21) for both the sine wave
and the mixed profile. With the sine wave, i.e. P smooth, the Taylor series is valid
and the approximation is very good; the maximum difference between the true
error and the approximation is 0.002. For the mixed profile the approximation is
poor where the data are not smooth; the maximum difference between the true
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error and the approximation is 127.8. There are large spikes that are generated
when the denominator of (2.21) is close to 0 (when Px = 0 the value of r in the
approximation is set to 1).
Figure 2.4: Comparing the true value of r with the approximation (2.21) for (left)
the sine wave and (right) the mixed profile
The results of these tests show that the approximation (2.21) is only valid where
the Taylor series is valid. When there are steep gradients and discontinuities (or
discontinuous derivatives) the Taylor series is not valid and therefore the approxi-
mation of r is poor.
The approximation of r from (2.21) can be substituted into the formula for the
flux limiter. The flux limiter being considered is the van Leer limiter [54] given by
the formula in equation (2.18). When r < 0 then φ = 0 therefore only positive
values of r will be considered. The flux limiter can be rewritten (for positive r) as
φi =
2ri+ 1
2
ri+ 1
2
+ 1
, (2.22)
≈
2∆xPx−∆x2Pxx+2∆x33! Pxxx−2∆x
4
4!
Pxxxx
∆xPx+
∆x2
2
Pxx+
∆x3
3!
Pxxx+
∆x4
4!
Pxxxx
∆xPx−∆x22 Pxx+∆x
3
3!
Pxxx−∆x44! Pxxxx
∆xPx+
∆x2
2
Pxx+
∆x3
3!
Pxxx+
∆x4
4!
Pxxxx
+ 1
. (2.23)
Rewriting 1 as
1 =
∆xPx +
∆x2
2
Pxx +
∆x3
3!
Pxxx +
∆x4
4!
Pxxxx
∆xPx +
∆x2
2
Pxx +
∆x3
3!
Pxxx +
∆x4
4!
Pxxxx
, (2.24)
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and substituting into (2.23) gives
φi ≈
Px − ∆x2 Pxx + ∆x
2
3!
Pxxx − ∆x34! Pxxxx
Px +
∆x2
3!
Pxxx
. (2.25)
Dividing by Px (assuming Px is not close to 0) and using the binomial expansion
on the denominator
φi ≈
(
1−
∆x
2
Pxx
Px
+
∆x2
3!
Pxxx
Px
−
∆x3
4!
Pxxxx
Px
)(
1−
∆x2
3!
Pxxx
Px
)
, (2.26)
which can be simplified, up to O(∆x3), as
φi ≈ 1−
∆x
2
Pxx
Px
+
∆x3
2!3!
PxxPxxx
P 2x
−
∆x3
4!
Pxxxx
Px
. (2.27)
The accuracy of the approximation of the flux limiter can be tested numerically.
Two profiles, the sine wave and the mixed profile, will be used for the testing on
a grid with 28 grid points. The ‘true’ value of φ can be calculated using equations
(2.17) and (2.18). The terms in the approximation of φ, (2.27), can be calculated
using centred difference approximations. Figure 2.5 shows the true value of φ
compared with the approximation of φ (note that when the approximation of Px
equals zero the approximation of φ is set to zero). When the data are smooth,
the sine wave test case, the approximation of φ is very good. When the data are
not smooth the approximation is poor, again this is because the approximation is
based on Taylor series expansions which are only valid when the data are smooth.
The approximation of φ can be used in equation (2.19) to give the modified
equation of the TVD Lax Wendroff scheme for the one-dimensional advection equa-
tion. In (2.19) both φi and φi−1 appear. Expanding φ as a Taylor series expansion
will give an approximation of φi−1.
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Figure 2.5: Comparing the true value of φ with the approximation (2.27) for (left)
the sine wave and (right) the mixed profile
φi−1 =φ−∆xφx + ∆x
2
2!
φxx +O(∆x
3), (2.28)
φx =− ∆x
2!
PxPxxx − P 2xx
P 2x
+O(∆x3), (2.29)
φxx =− ∆x
2!
PxPxxxx − PxxPxxx
P 2x
+∆x
P 2xPxxPxxx − PxP 3xx
P 4x
+O(∆x3). (2.30)
Substituting equation (2.29) and (2.30) into (2.28) gives the approximation of φi−1
as
φi−1 = φi+
∆x2
2!
Pxxx
Px
− ∆x
2
2!
P 2xx
P 2x
− ∆x
3
4
Pxxxx
Px
+
3∆x3
4
PxxPxxx
P 2x
− ∆x
3
2!
P 3xx
P 3x
. (2.31)
Substituting equations (2.27) and (2.31) into equation (2.19) and simplifying in the
limit ∆t→ 0 gives the modified equation of the TVD Lax Wendroff scheme for the
one-dimensional advection equation as [21]
Pt + uPx =

1
12
u∆x2Pxxx − 18u∆x3
(
Pxxxx +
P 3xx
P 2x
)
+ 1
4
u∆x3 PxxPxxx
Px
, φ > 0,
1
2
u∆xPxx, φ = 0.
(2.32)
The modified equation for the TVD Lax Wendroff scheme is shown to O(∆x3) to
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demonstrate that the scheme contains a non-linear truncation error. The TVD Lax
Wendroff scheme with the van Leer limiter is, in general, second order accurate in
space, but is diffusive when φ = 0. Numerical testing supports this conclusion (see
Appendix A).
The accuracy of the modified equation for the TVD Lax Wendroff scheme (i.e.
the approximation of the truncation error of the TVD Lax Wendroff scheme) can be
compared with the actual truncation error of the TVD Lax Wendroff scheme using
the same methods as in section 2.1.2. Figure 2.6 shows that the approximation is
good when the data are smooth, and poor when the data are not smooth.
Figure 2.6: The true error against the error calculated using MEA for the TVD
scheme for the advection equation for the sine wave (left) and the mixed profile
(right)
2.3 Limitations of MEA
Using MEA the truncation errors of the 1st order, Lax Wendroff and the TVD
Lax Wendroff schemes for one-dimensional advection have been calculated. Nu-
merical testing has shown that these approximations of the truncation error are
good when the data are smooth but they are poor when there are steep gradients
or discontinuities (or discontinuous derivatives). This is because MEA uses Taylor
series expansions that are only defined for continuous data (and continuous deriva-
tives), therefore when the data are not continuous the approximations are poor.
However, the truncation errors that have been derived using MEA are still useful.
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They describe in detail the behaviour of the numerical schemes when the data are
smooth, and can be used as a guide to the behaviour of the numerical schemes
when the data are not smooth. The 1st order scheme was shown to have a diffusive
truncation error. Numerical testing shows that the 1st order scheme is diffusive
even when the data are not smooth, although the amount of diffusion cannot be
calculated by the MEA technique.
2.4 The Equations of Finite Scale
The equations of finite scale (EFS) are used to describe the continuous equations
when they are being solved numerically; instead of being continuous, there is a
finite scale and the equations become discrete. The equations are filtered (see
section 2.4.1 below) to separate the resolved scales and the subgrid scales. Subgrid
analysis is used to describe the subgrid scales in terms of the resolved scales, and
therefore describe what the subgrid terms of the equation are doing. Note that the
terms ‘subgrid’ and ‘subfilter’ are often used interchangeably in the literature.
2.4.1 The Filtered Equations
The continuous variables can be represented as their filtered (averaged) part, q¯,
and the small scale part, q′, using the Reynolds Decomposition
q = q¯ + q′, (2.33)
for any variable q. A filter is applied to the continuous equations to separate
the large and small scales. This will give the equations in terms of the filtered
variables. This is because the continuous variables are not known on the numerical
grid. An example of filtering will be demonstrated using the two-dimensional Euler
equations. The two-dimensional Euler equations are given as
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∂u
∂t
+
∂uu
∂x
+
∂vu
∂y
+
∂p
∂x
= 0, (2.34)
∂v
∂t
+
∂uv
∂x
+
∂vv
∂y
+
∂p
∂y
= 0, (2.35)
∂u
∂x
+
∂v
∂y
= 0, (2.36)
where u and v are the velocities in the x and y directions respectively, p is the
pressure and t is time (note that p is actually the pressure divided by the density,
and that the density is constant). Applying the (as yet unspecified) filter to the
equations gives
∂u
∂t
+
∂uu
∂x
+
∂vu
∂y
+
∂p
∂x
= 0, (2.37)
∂v
∂t
+
∂uv
∂x
+
∂vv
∂y
+
∂p
∂y
= 0, (2.38)
∂u
∂x
+
∂v
∂y
= 0. (2.39)
Assuming the filter commutes with derivatives (the filter that will be used for the
numerical testing will commute with derivatives), this can be re-written as
∂u¯
∂t
+
∂uu
∂x
+
∂vu
∂y
+
∂p¯
∂x
= 0, (2.40)
∂v¯
∂t
+
∂uv
∂x
+
∂vv
∂y
+
∂p¯
∂y
= 0, (2.41)
∂u¯
∂x
+
∂v¯
∂y
= 0. (2.42)
The closure problem arises because uv 6= u¯v¯, similarly for any combination of u and
v, and it is only the filtered variables, u¯ etc, that are on the grid. The non-linear
terms are subtracted from the equation and the equivalent terms composed of the
filtered variables are added. The filtered Euler equations can be written as
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∂u¯
∂t
+
∂u¯u¯
∂x
+
∂v¯u¯
∂y
+
∂p¯
∂x
=
∂
∂x
(u¯u¯− uu) + ∂
∂y
(v¯u¯− vu) , (2.43)
∂v¯
∂t
+
∂u¯v¯
∂x
+
∂v¯v¯
∂y
+
∂p¯
∂y
=
∂
∂x
(u¯v¯ − uv) + ∂
∂y
(v¯v¯ − vv) , (2.44)
with the incompressible condition (2.42). The filtered equations have separated the
continuous equations into the original equations in terms of the filtered variables
(left hand side) and the subgrid terms (right hand side). The left hand side can be
solved using a numerical scheme but the right hand side needs to be represented
using a subgrid model (i.e. the left hand side represents the resolved scales while the
right hand side represents the effects of the subgrid scales on the resolved scales).
2.4.2 Cell Average Filter
For all the testing carried out in this thesis a cell average filter will be used. In two
dimensions the cell average filter is given as
u(x) =
1
∆x
1
∆y
∫ x+∆x
2
x−∆x
2
∫ y+∆y
2
y−∆y
2
u(x˜, y˜)dy˜dx˜,
where ∆x and ∆y are the width of the filter in the x and y directions respectively
(in the numerical tests ∆x and ∆y are the CR grid spacing, making the filter the
same size as a CR cell) and x˜ and y˜ are dummy variables. This is an obvious filter
to use when considering finite volume methods; the filtered variable for each cell
is the average of the continuous variable in that cell. The filter is a square shaped
average to match with the square cells of the grid. This is the same filter used in
[21] and [34] so similar subgrid analysis can be carried out on the equations. This
filter works well when converting a continuous variable into a filtered variable on
a grid, and when converting a variable on a HR grid to a CR grid (i.e. the HR
variable is averaged over the filter width at each point on the CR grid). It is worth
noting that the choice of filter will affect the subgrid terms, as the subgrid scales
are technically defined as being any scale less than the filter cutoff. Another filter
to consider could be the Fourier projection filter, where all modes beyond a cutoff
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wavenumber are removed. However the analysis presented in section 2.4.3 is not
valid for the Fourier projection filter. A discussion of filter types can be found in
[44].
However, the cell average filter does not remove all scales smaller than the filter
scale when using the variable on a grid finer than the filtr width; filter errors can
arise. This is because the cell average filter ‘smooths’ the data. The filter errors
can be assessed by calculating the response function of the filter. Consider a wave
profile of the form ζ = ei(kx+ly) where k and l are the wave numbers corresponding
to the x and y directions respectively, and i =
√−1. The response function can be
calculated as follows
ζ =
1
∆x∆y
∫ x+∆x
2
x−∆x
2
∫ y+∆y
2
y−∆y
2
ζ(x, y)dydx,
=
1
∆x∆y
∫ x+∆x
2
x−∆x
2
∫ y+∆y
2
y−∆y
2
ei(kx+ly)dydx,
=
1
∆x∆y
∫ x+∆x
2
x−∆x
2
[
ei(kx+ly)
il
]y+∆y
2
y−∆y
2
dx,
=
1
∆x∆y
∫ x+∆x
2
x−∆x
2
1
il
(
ei(kx+l(y+
∆y
2
)) − ei(kx+l(y−∆y2 ))
)
dx,
=
2
∆x∆y
∫ x+∆x
2
x−∆x
2
1
l
ei(kx+ly) sin l
∆y
2
dx,
=
2
∆x∆y
[
ei(kx+ly)
ikl
]x+∆x
2
x−∆x
2
sin l
∆y
2
,
=
2
∆x∆yikl
(
ei(k(x+
∆x
2
)+ly) − ei(k(x−∆x2 )+ly)
)
sin l
∆y
2
,
=
4
∆x∆ykl
ei(kx+ly) sin
(
k
∆x
2
)
sin
(
l
∆y
2
)
.
This gives the response function of the filter as
R =
4 sin (k∆x
2
) sin (l∆y
2
)
kl∆x∆y
. (2.45)
This shows that the filter does not remove all scales smaller than the filter scale,
and that ζ¯ 6= ζ¯. This is unavoidable when using the cell average filter. A similar
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result is found for the filter in one dimension.
2.4.3 Subgrid Analysis
Subgrid analysis can be used to examine the subgrid terms of the filtered equation
in more detail. An important point is that the type of filter used will have an
effect on the subgrid analysis. For all the testing and analysis in this thesis, unless
otherwise specified, a cell average filter will be used. A cell average filter is a
running average filter where the length of the averaging is set by the grid length of
the numerical grid, see section 2.4.2.
The subgrid analysis will approximate the subgrid scales as a function of the
resolved scales, i.e. q′ = f(q¯) for some function f and some variable q. This
approximation can then be used to approximate the subgrid terms of the given
equations. The subgrid analysis is based on [34] and will be presented initially in
one dimension and then expanded to two dimensions. In one dimension the cell
average filter is defined as
u(x) =
1
∆x
∫ x+∆x
2
x−∆x
2
u(y)dy, (2.46)
where ∆x is the width of the averaging (in this case the grid spacing) and u is
the variable being filtered. In the computational tests the filter will become the
average of the variables in the HR grid cells contained in the CR grid cell with
width ∆x. From the definition of the filter (2.46) the subfilter scales, u′, can be
determined,
u′ = u− u¯, (2.47)
⇒ u′(x) = u(x)− 1
∆x
∫ x+∆x
2
x−∆x
2
u(y)dy. (2.48)
To find an approximation of u′, Taylor expansions are taken (see [34]). Expanding
u as a Taylor series around x gives
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u(x+ x′) ≈ u(x) + uxx′ + uxxx
′2
2
+O(x′3). (2.49)
Substituting this expression into (2.46) gives
u¯(x) ≈ u(x) + 1
6
(
∆x
2
)2
uxx +O(∆x
3). (2.50)
Taking derivatives gives
u¯x ≈ ux + 1
6
(
∆x
2
)2
uxxx +O(∆x
3), (2.51)
u¯xx ≈ uxx + 1
6
(
∆x
2
)2
uxxxx +O(∆x
3), (2.52)
which can be substituted into (2.50) to find u in terms of u¯
u ≈ u¯− 1
6
(
∆x
2
)2
uxx +O(∆x
3), (2.53)
u ≈ u¯− 1
6
(
∆x
2
)2
u¯xx +O(∆x
3), (2.54)
⇒ u′ = u− u¯ ≈ −1
6
(
∆x
2
)2
u¯xx. (2.55)
This gives an approximation of u′ in terms of the filtered variables,
⇒ u′ ≈ a∂
2u¯
∂x2
, (2.56)
where a = −1
6
(
∆x
2
)2
.
This result can be tested numerically. Figure 2.7 shows the continuous and the
filtered sine wave and the mixed profiles (defined in Appendix B). The profiles are
generated on a 212 grid (i.e. a one-dimensional grid with 212 grid points), and then
filtered using a filter width of ∆x = 0.0156 (equivalent to the grid spacing on a 26
grid). Figure 2.8 compares the actual subfilter scales (2.47) with the approximation
(2.56). The subfilter scale approximation (2.56) is calculated using centred differ-
ence approximations for the derivatives on the 212 grid. The left hand plot shows
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Figure 2.7: Comparing the continuous and filtered profiles for (left) the sine wave
and (right) the mixed profile
the smooth sine wave while the right hand plot shows the mixed profile. When
the data are smooth on the scale ∆x there is not much difference between u and
u¯, and the approximation is very good. However, when the data are not smooth
on the scale ∆x the approximation is poor. This is seen where the mixed profile,
which contains discontinuities, is used. The mixed profile contains many poorly
resolved peaks and troughs that are averaged out when filtered. The u′ approx-
imation (2.56) captures some of these peaks and troughs, but the approximation
is of the wrong magnitude. Where there are discontinuities the approximation is
very poor. This is because the Taylor series is not valid at these points, and the
subfilter scale approximation is based on the Taylor series.
Figure 2.8: Comparing u′ with the approximation (2.56) for (left) the sine wave
and (right) the mixed profile
The approximation of the subfilter scales for one dimension can be extended
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to two dimensions. The filter becomes
u(x) =
1
∆x
1
∆y
∫ x+∆x
2
x−∆x
2
∫ y+∆y
2
y−∆y
2
u(x˜, y˜)dy˜dx˜, (2.57)
where ∆x and ∆y are the width of the averaging in the x and y directions (for the
cell average filter this is the grid spacing), u is the variable being filtered and x˜
and y˜ are dummy variables. To find an approximation of u′, Taylor expansions are
taken (see [34]) giving, where HOT indicates higher order terms,
u(x+x′, y+ y′) ≈ u(x, y)+uxx′+uyx′+uxxx
′2
2
+uyy
y′2
2
+uxyx
′y′+HOT. (2.58)
Substituting this expression into (2.57) gives
u¯(x, y) ≈ u(x, y) + 1
6
(
∆x
2
)2
uxx +
1
6
(
∆y
2
)2
uyy +HOT. (2.59)
Taking derivatives and substituting into (2.57) gives
u ≈ u¯− 1
6
(
∆x
2
)2
uxx − 1
6
(
∆y
2
)2
uyy +HOT, (2.60)
u ≈ u¯− 1
6
(
∆x
2
)2
u¯xx − 1
6
(
∆y
2
)2
u¯yy +HOT, (2.61)
⇒ u′ = u− u¯ ≈ −1
6
(
∆x
2
)2
u¯xx − 1
6
(
∆y
2
)2
u¯yy. (2.62)
The analysis shows that the subfilter scales of a variable u in two dimensions (when
the cell average filter is used) are given as
u′ = au¯xx + bu¯yy, (2.63)
where a = −1
6
(
∆x
2
)2
and b = −1
6
(
∆y
2
)2
.
The approximation of u′ ((2.56) for one dimension and (2.63) for two dimen-
sions) can now be substituted into the subgrid terms of the given equation. This
will be done for both Burgers equation (see section 2.5) and the barotropic vorticity
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equation (see section 2.6).
2.4.4 Limitations of Subgrid Analysis
An approximation of u′ in terms of the filtered variables has been derived for both
one and two dimensions when using a cell average filter. The accuracy of this
approximation (for one dimension) has been tested using a smooth profile and a
mixed profile, and is shown in figure 2.8. When the data are smooth the approxi-
mation is very good, and when the data are not smooth the approximation is poor.
Also, in areas where there is a lot of subgrid activity (i.e. small peaks and troughs
that get averaged out by the filter, as in the mixed profile case) the approximation
contains magnitude errors. This is because the approximation is based on Taylor
series expansions that are only valid when the data are smooth. The same results
are found when testing the accuracy of the two-dimensional approximation (not
shown).
This implies that when the approximation of the subfilter scales is substituted
into the filtered equation (for a given equation) then the approximation of the
subgrid terms will only be accurate when the data are smooth. This is true (see
results in sections 2.5 and 2.6), but it does not mean that an approximation of
the subgrid terms, based on the approximation of the subfilter scales, will not be
useful; they describe the subgrid terms when the data are smooth and can be used
as a guide to the behaviour of the subgrid terms when the data are not smooth
or when there is much subgrid activity, in the same way that MEA can be useful
beyond its range of formal validity.
2.5 Burgers Equation
The inviscid Burgers equation is a one-dimensional non-linear PDE given by
∂u
∂t
+
1
2
∂u2
∂x
= 0, (2.64)
where u is the velocity. Burgers equation is discussed in detail in Chapter 3.
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2.5.1 Subgrid Analysis of Burgers Equation
Applying the cell average filter to Burgers equation gives
∂u
∂t
+
1
2
∂u2
∂x
= 0, (2.65)
which can be simplified to (as the filter commutes with derivatives)
∂u¯
∂t
+
1
2
∂u2
∂x
= 0. (2.66)
This is rearranged (and the Reynolds decomposition is used) to give the filtered
Burgers equation as
∂u¯
∂t
+
1
2
∂u¯2
∂x
=
1
2
∂
∂x
(
u¯2 − u¯2 − u′2 − 2u¯u′
)
, (2.67)
with the original equation in terms of filtered variables on the left hand side and
the subgrid terms on the right hand side. The right hand side is denoted SG.
Substituting in the approximation of the subfilter scales (2.56), u′ ≈ a∂2u¯
∂x2
, the
subgrid terms become
SG ≈ 1
2
∂
∂x
(
u¯2 − u¯2 − (au¯xx)2 − 2au¯u¯xx
)
. (2.68)
This can be simplified to
SG ≈ 1
2
(
(u¯2)x − (u¯2)x
)
− a2u¯xxu¯xxx − au¯u¯xxx − au¯xu¯xx. (2.69)
As a = −∆x2
24
then a2 is negligible and terms containing a2 can be ignored. Thus
equation (2.69) simplifies to
SG ≈ 1
2
(
(u¯2)x − (u¯2)x
)
− au¯u¯xxx − au¯xu¯xx. (2.70)
For any variable q, its filtered value can be written as q¯ = q − aqxx. Replacing q
with u¯2 means the substitution u¯2 = u¯2 − a(u¯2)xx can be made. Equation (2.70)
becomes
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SG ≈ 1
2
(
u¯2 − u¯2 + a(u¯2)xx
)
x
− au¯u¯xxx − au¯xu¯xx, (2.71)
⇒ SG ≈ (au¯u¯xx + au¯2x)x − au¯u¯xxx − au¯xu¯xx, (2.72)
⇒ SG ≈ (3au¯xu¯xx + au¯u¯xxx)− au¯u¯xxx − au¯xu¯xx. (2.73)
Therefore the subgrid terms when using the cell average filter can be approximated
as
SG ≈ 2au¯xu¯xx, (2.74)
where a = −1
6
(
∆x
2
)2
. This approximation shows that the subgrid terms for Burgers
equation are second order and diffusive. However, because the approximation of
the subfilter scales (2.56) is only accurate when the data are smooth, this means
that the approximation of the subgrid terms will only be accurate when the data
are smooth. This can be shown in figure 2.9, where the actual subgrid terms, the
right hand side of equation (2.67), are compared with the approximation of the
subgrid terms (2.74) for both the sine wave and the mixed profile on the 212 grid,
where the filter scale is equivalent to the 26 grid. When the data are smooth (sine
wave; left hand plot) the approximation of the subgrid terms is very good. Where
there is small scale activity (mixed profile; right hand plot) the approximation
has a similar shape as the actual subgrid terms, but is of the wrong magnitude.
When the data are not smooth the approximation is poor. This confirms that the
approximation of the subgrid terms can only be used a guide to the behaviour of
the subgrid terms, not as the exact subgrid terms.
2.5.2 MEA for Burgers Equation
The schemes that will be used for the numerical testing of Burgers equation are
described in Appendix A. MEA will be used to calculate the truncation errors
of the 1st order scheme, the Lax Wendroff scheme and the TVD Lax Wendroff
scheme. Starting with the TVD Lax Wendroff scheme the modified equation of the
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Figure 2.9: Comparing the true subgrid terms (right hand side of (2.67)) with
the approximation (2.74) for the sine wave (left) and the mixed profile (right) for
Burgers equation
1st order and the Lax Wendroff schemes can be calculated by setting φ = 0 and
φ = 1 respectively. The TVD scheme can be written as
un+1i = u
n
i −
∆t
∆x
(F
n+ 1
2
i+ 1
2
− F n−
1
2
i− 1
2
) (2.75)
where
F
n+ 1
2
i+ 1
2
=
1
2
(uni )
2−φi
[
1
4
(
(uni )
2 − (uni+1)2
)
+
∆t
8∆x
(
uni+1 + u
n
i
)2
(uni+1 − uni )
]
. (2.76)
Using the MEA technique (and assuming that φ is a constant to calculate the
modified equation of the 1st order and Lax Wendroff schemes) gives
ut + uux =− ∆t
2!
utt − ∆t
2
3!
uttt+
(1− φ)∆x
2!
uuxx + (1− φ)∆x
2!
u2x −
∆x2
3!
uuxxx− (2.77)
∆x2
2!
uxuxx + φ
∆t
2!
u2uxx + φ∆tuu
2
x +HOT,
where HOT indicates higher order terms. If φ = 0 then this gives the leading order
modified equation of the 1st order scheme as
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ut +
1
2
(u2)x =
1
2!
(∆x− u∆t)uuxx +
(
∆x
2!
− u∆t
)
u2x. (2.78)
If φ = 1 then this gives the leading order modified equation of the Lax Wendroff
scheme,
ut+
1
2
(u2)x = −(∆t
2u2
3!
+
∆x2
3!
)uuxxx− (3∆t
2u2
2
+
∆x2
2
)uxuxx− (∆t2)uu3x. (2.79)
In the limit ∆t→ 0 the modified equation for the Lax Wendroff scheme becomes
ut +
1
2
(u2)x = −∆x
2
3!
uuxxx − ∆x
2
2
uxuxx. (2.80)
This can be rewritten as
ut +
1
2
(u2)x = −∆x
2
3!
(u2)xxx. (2.81)
The modified equations of the schemes can be used to describe how the numerical
schemes behave. The modified equation of the 1st order scheme shows that it
is diffusive, and this can be seen in subsequent tests. The modified equation of
the Lax Wendroff scheme shows that it is dispersive; although it does contain a
diffusive term the numerical tests show that the dispersion errors dominate. The
MEA technique is only valid when the Taylor series is valid; in areas where there
are discontinuities (e.g. shocks) and the data are not smooth the Taylor series is
not valid and MEA is not accurate. Only the leading order terms of the modified
equation will be calculated, therefore the van Leer flux limiter can be approximated
to O(∆x2) as
φi = 1−
∆x
2
uxx
ux
,
with
φi−1 = φi +
∆x2
2!
uxxx
ux
− ∆x
2
2!
u2xx
u2x
.
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These approximations of φ can be substituted into the Taylor expansion of the
TVD Lax Wendroff scheme to find the truncation error of the TVD Lax Wendroff
scheme, in the limit ∆t→ 0, as
ut + uux =
 ∆x
2
12
uuxxx − ∆x24 uxuxx, φ > 0,
∆x
2!
uuxx +
∆x
2!
u2x, φ = 0.
(2.82)
The modified equation for the TVD Lax Wendroff scheme is second order in space
for φ > 0, and diffusive when φ = 0 and the TVD scheme reverts to the 1st order
scheme.
An alternative scheme that will be used in Chapter 3 is the ENO UNO scheme
[22]. The ENO UNO scheme (see Appendix A) is similar to the TVD Lax Wendroff
scheme; the scheme is second order, but a slope limiter is used that makes the
modified equation (not shown) diffusive.
2.5.3 Implicit Subgrid Modelling of Burgers Equation
An approximation of the subgrid terms for Burgers equation and the modified
equations of some of the schemes have been calculated to try to show if there
are similarities between the subgrid terms of Burgers equation and the truncation
error of a given numerical scheme. However, Burgers equation (for non-trivial data)
always leads to shock formation, therefore the approximation to the subgrid terms
and the modified equations are not valid. This means that a theoretical justification
for the application of implicit subgrid model to Burgers equation using MEA and
EFS is not possible. However, despite this, motivation can be found due to the
lack of resolution at the shock being represented by the subgrid terms; for a scheme
to successfully model the shock it must capture the subgrid terms. To model the
shock the scheme needs to be sufficiently diffusive. The TVD scheme is diffusive at
steep gradients, i.e. at shocks, and therefore should be able to capture some of the
subgrid terms at the shock. This implies that schemes with a diffusive truncation
error, and the right amount of diffusion, should be able to implicitly capture the
subgrid terms of Burgers equation (modelling of shocks is discussed in Chapter 3).
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2.6 Barotropic Vorticity Equation
The barotropic vorticity equation (BVE) is derived from the two-dimensional in-
compressible Euler equations, (2.34) - (2.36), and is discussed in detail in Chapter
4. The BVE can be used to simulate two-dimensional turbulence, and because it
is non-linear it will create subgrid scales. The BVE is given as
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
= 0, (2.83)
where u and v are the velocities in the x and y directions respectively and ζ is the
vorticity. The velocities are calculated from ζ via the streamfunction ψ,
∇2ψ = ζ, (2.84)
v =
∂ψ
∂x
, (2.85)
u = −∂ψ
∂y
. (2.86)
The domain is doubly periodic.
2.6.1 Subgrid Analysis of The Barotropic Vorticity Equa-
tion
As for the Burgers equation, a filter is applied to the barotropic vorticity equation
to give the equation in terms of the filtered variables. The filter that will be used
in the numerical testing is the cell average filter. Filtering the barotropic vorticity
equation (2.83) gives
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
= 0, (2.87)
with the incompressibility condition
∂u¯
∂x
+
∂v¯
∂y
= 0. (2.88)
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To get the barotropic vorticity equation in terms of the filtered variables the non-
linear terms are subtracted from the equation, and the equivalent terms composed
of the filtered variables are added,
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
=
∂
∂x
(
u¯ζ¯ − uζ)+ ∂
∂y
(
v¯ζ¯ − vζ) . (2.89)
This gives the barotropic vorticity equation in terms of the filtered variables on the
left hand side, and the subgrid terms on the right hand side. The subgrid terms
can be expanded using the Reynolds decomposition, ζ = ζ¯ + ζ ′ etc,
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
=
∂
∂x
(
u¯ζ¯ − uζ − uζ ′ − u′ζ − u′ζ ′
)
+ (2.90)
+
∂
∂y
(
v¯ζ¯ − vζ − vζ ′ − v′ζ − v′ζ ′
)
.
The right hand side of (2.90) contains the actual subgrid terms of the barotropic
vorticity equation. However, on the numerical grid only the filtered variables, ζ¯ etc,
are known. Therefore the approximation of the subfilter scales, equation (2.63),
for the cell average filter is used to approximate the subgrid terms. The subfilter
scales’ approximation applied to ζ, u and v gives
ζ ′ ≈ aζ¯xx + bζ¯yy, (2.91)
u′ ≈ au¯xx + bu¯yy, (2.92)
v′ ≈ av¯xx + bv¯yy, (2.93)
where
a = −∆x
2
24
, (2.94)
b = −∆y
2
24
, (2.95)
when the filter used is an average over the grid cell. Using the subfilter scale
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approximations the filtered equation (2.90) can be approximated and written in
terms of the filtered variables. Ignoring powers of a and b higher than 1 (as a =
−∆x2
24
then higher powers of ∆x will be ignored), the subgrid terms (the right hand
side of (2.90)) can be written as
SG ≈ ∂
∂x
(
u¯ζ¯ − u¯ζ¯ − u¯(aζ¯xx + bζ¯yy)− ζ¯(au¯xx + bu¯yy)
)
+ (2.96)
+
∂
∂y
(
v¯ζ¯ − v¯ζ¯ − v¯(aζ¯xx + bζ¯yy)− ζ¯(av¯xx + bv¯yy)
)
.
From the Reynolds decomposition, ζ¯ = ζ − ζ ′ and therefore the approximation of
the subfilter scales can be substituted into this equation to give
ζ¯ ≈ ζ − aζ¯xx − bζ¯yy. (2.97)
This identity can be applied to any variable q
q¯ ≈ q − aq¯xx − bq¯yy. (2.98)
The variable q can be replaced with ζ¯ to find an approximation of a double filtered
variable. The approximation for a double filtered variable can be found as
ζ¯ ≈ ζ¯ − aζ¯xx − bζ¯yy. (2.99)
This approximation can be substituted into equation (2.96) to find approximations
of the terms au¯ζ¯xx etc. Ignoring powers of a and b higher than 1, the subgrid terms
become
SG ≈ ∂
∂x
(
u¯ζ¯ − u¯ζ¯ + a(u¯ζ¯)xx + b(u¯ζ¯)yy − au¯ζ¯xx − bu¯ζ¯yy − aζ¯u¯xx − bζ¯u¯yy
)
(2.100)
+
∂
∂y
(
v¯ζ¯ − v¯ζ¯ + a(v¯ζ¯)xx + b(v¯ζ¯)yy − av¯ζ¯xx − bv¯ζ¯yy − aζ¯v¯xx − bζ¯v¯yy
)
.
Expanding the derivatives gives
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SG ≈ ∂
∂x
(
au¯ζ¯xx + 2au¯xζ¯x + aζ¯u¯xx + bu¯ζ¯yy + 2bu¯y ζ¯y + bζ¯u¯yy (2.101)
− au¯ζ¯xx − bu¯ζ¯yy − aζ¯u¯xx − bζ¯u¯yy
)
+
∂
∂y
(
av¯ζ¯xx + 2av¯xζ¯x + aζ¯v¯xx + bv¯ζ¯yy + 2bv¯y ζ¯y + bζ¯v¯yy
− av¯ζ¯xx − bv¯ζ¯yy − aζ¯v¯xx − bζ¯v¯yy
)
.
Using (2.99) on the double filtered terms, and ignoring powers of a and b higher
than 1, (2.101) becomes
SG ≈ ∂
∂x
(
au¯ζ¯xx + 2au¯xζ¯x + aζ¯u¯xx + bu¯ζ¯yy + 2bu¯y ζ¯y + bζ¯u¯yy (2.102)
− au¯ζ¯xx − bu¯ζ¯yy − aζ¯u¯xx − bζ¯u¯yy
)
+
∂
∂y
(
av¯ζ¯xx + 2av¯xζ¯x + aζ¯v¯xx + bv¯ζ¯yy + 2bv¯y ζ¯y + bζ¯v¯yy
− av¯ζ¯xx − bv¯ζ¯yy − aζ¯v¯xx − bζ¯v¯yy
)
.
Simplifying this equation gives the subgrid terms as
SG ≈ ∂
∂x
(
2au¯xζ¯x + 2bu¯y ζ¯y
)
+
∂
∂y
(
2av¯xζ¯x + 2bv¯y ζ¯y
)
. (2.103)
This can either be left in the divergence form, or can be expanded (using the
incompressibility condition (2.88)) and written as
SG ≈ 2au¯xζ¯xx + 2bu¯y ζ¯xy + 2av¯xζ¯xy + 2bv¯y ζ¯yy. (2.104)
This approximation of the subgrid terms of the barotropic vorticity equation is
based upon the approximation of the subgrid scales that is only accurate when the
data are smooth. It was shown previously (see section 2.4.3) that the approximation
of the subgrid scales contained errors in magnitude when there was significant
subgrid activity, although the approximation did have a similar shape to the actual
small scales. This implies that the approximation to the subgrid terms will show
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a similar shape to the actual subgrid terms but will have the wrong magnitude.
This is shown in figure 2.10 which plots both the ‘actual’ subgrid terms and the
approximation of the subgrid terms for an initially turbulent field. On a grid of 5122
cells the initial vorticity is set up as given in Appendix B for the freely decaying
turbulence test. This turbulent field is left to freely decay up to dimensionless
time 29 (using a timestep of ∆t = 0.0098 and 3000 timesteps), and then filtered
to a filter scale that corresponds to a 322 grid. The numerical scheme used is the
energy and enstrophy conserving Arakawa Jacobian (see Chapter 4 and Appendix
A), with scale selective dissipation of the form κ∇4ζ (κ is set to −0.25∆x4, where
∆x is the grid spacing on the 5122 grid). The terms on the right hand side of both
(2.90) and (2.104) are calculated and plotted to compare the actual subgrid terms
with the approximation of the subgrid terms.
Figure 2.10: Comparing the actual subgrid terms (right hand side of (2.90)) with
the approximation (2.104) for an initially turbulent field (correlation coefficient of
0.72)
As with the approximation of the subgrid scales, the approximation of the
subgrid terms has a similar shape but a significant difference in magnitude when
compared with the actual subgrid terms of the BVE. Therefore the approximation
of the subgrid terms can only be used as a guide to the behaviour of the subgrid
terms. The approximation shows that the subgrid terms are second order velocity
dependent diffusion. For ILES to work for the BVE then the numerical scheme
must contain a similar truncation error.
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2.6.2 MEA for The Barotropic Vorticity Equation
This section will discuss the MEA for some of the numerical schemes described
in Appendix A for the barotropic vorticity equation. As shown previously in this
chapter, the ∆t terms in the MEA of second order or higher schemes makes little
difference to the accuracy when the Courant number is much less than 1 for the
linear advection equation. As it is the spatial truncation error that is of interest, the
limit ∆t→ 0 will be used in the MEA of the numerical schemes for the barotropic
vorticity equation.
The centred difference Jacobians are second order centred difference schemes
that solve
∂ζ
∂t
+ J(ζ, ψ) = 0. (2.105)
The way J(ζ, ψ) is evaluated leads to different conservation properties [1]. Equa-
tions (2.106)-(2.109) show the form of the centred difference Jacobians, where each
derivative is calculated as a centred difference,
J0 =+
∂ψ
∂x
∂ζ
∂y
− ∂ψ
∂y
∂ζ
∂x
, (2.106)
JE =+
∂
∂y
(
∂ψ
∂x
ζ
)
− ∂
∂x
(
∂ψ
∂y
ζ
)
, (2.107)
JZ =+
∂
∂x
(
ψ
∂ζ
∂y
)
− ∂
∂y
(
ψ
∂ζ
∂x
)
, (2.108)
JEZ =
1
3
(J0 + JE + JZ) . (2.109)
J0 conserves neither energy nor enstrophy, JE conserves energy, JZ conserves en-
strophy and JEZ conserves both energy and enstrophy. JEZ is called the Arakawa
Jacobian. The modified equation of J0 is found to be, following the same procedure
as detailed in section 2.1.1,
ζt + uζx + vζy = −∆x
2
3!
uζxxx − ∆y
2
3!
vζyyy, (2.110)
and the modified equation of JE is calculated as
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ζt + (uζ)x + (vζ)y = −∆x
2
3!
(uζ)xxx − ∆y
2
3!
(vζ)yyy. (2.111)
The difference between the advective form (2.110) and the flux form (2.111) is that
the derivatives of the velocities become important with the flux form. The modified
equation of JZ depends on the streamfunction ψ and is calculated as
ζt + uζx + vζy = −∆x
2
3!
(ψζy)xxx +
∆y2
3!
(ψζx)yyy. (2.112)
The modified equation of JEZ is a third of each of the modified equations of the
other Jacobians. The modified equations show that all of the centred difference
Jacobians are dispersive, and this is seen in the subsequent testing.
The Lax Wendroff scheme for the BVE in advective form has the same modi-
fied equation as the centred difference Jacobian that conserves neither energy nor
enstrophy, J0, given in equation (2.110). The Lax Wendroff scheme in flux form
has a similar modified equation to the centred difference Jacobian that conserves
energy, JE, given in equation (2.111); with the Lax Wendroff scheme in flux form
the velocities are calculated at vorticity cell edges, e.g. ui+ 1
2
j etc, whereas with JE
the velocities are taken at neighbouring grid cells, e.g. ui+1j etc. The Lax Wendroff
Flux Limiter scheme makes use of both the Lax Wendroff scheme and the 1st order
scheme, and it can be written in both advective form and flux form. Therefore
the modified equation of the 1st order scheme will be considered. The modified
equation of the 1st order scheme in advective form is calculated to be
ζt + uζx + vζy =
∆x
2!
uζxx +
∆y
2!
vζyy, (2.113)
and in flux form as
ζt + (uζ)x + (vζ)y =
∆x
2!
(uζx)x +
∆y
2!
(vζy)y. (2.114)
The van Leer limiter is expanded in equation (2.27) and can be repeated to give
the same result when applied in the y direction (with y replacing x in the equation).
The Lax Wendroff Flux Limiter scheme in flux form is described in Appendix A.
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Using the MEA technique, the modified equation of the Lax Wendroff Flux Limiter
scheme (in both advective and flux form) can be calculated. The modified equation
of the Lax Wendroff Flux Limiter scheme in advective form is calculated to be
ζt + uζx + vζy =
 ∆x
2
12
uζxxx +
∆y2
12
vζyyy, φx, φy > 0,
∆x
2!
uζxx +
∆y
2!
vζyy, φx, φy = 0,
(2.115)
and the modified equation of the Lax Wendroff Flux Limiter scheme in flux form
is calculated as
ζt+(uζ)x+(vζ)y =

∆x2
12
uζxxx +
∆y2
12
vζyyy − 18∆x2uxxζx − 18∆y2vyyζy
− 1
24
∆x2uxxxζ − 124∆y2vyyyζ, φx, φy > 0,
∆x
2!
(uζx)x +
∆y
2!
(vζy)y, φx, φy = 0.
(2.116)
The modified equations for both the advective and flux forms of the Lax Wendroff
Flux Limiter scheme are a combination of Lax Wendroff and 1st order when one
of φx, φy is zero. The Lax Wendroff Flux Limiter scheme is second order in space,
but when φx and φy are zero the scheme becomes first order and is diffusive. With
the flux form of the numerical scheme the diffusion is dependent on the velocity
gradients.
The Lax Wendroff Flux Limiter scheme is non-linear and diffusive because of
the flux limiter. To show whether this non-linearity is essential for ILES to be
successfully applied to two-dimensional turbulence, a scheme which is diffusive and
linear will be considered. The Utopia scheme is described in Appendix A. For the
constant advection case, i.e. u and v constant, the modified equation is of order
∆x3; this means that the Utopia scheme is third order accurate in space for linear
advection. For the BVE, the modified equation of the Utopia scheme, to leading
order, is calculated as
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ζt + uζx + vζy = −∆x
2
8
uxxζx − ∆x
2
24
uxxxζ − ∆x
2
12
uxζxx (2.117)
−∆y
2
8
vyyζy − ∆y
2
24
vyyyζ − ∆y
2
12
vyζyy.
The modified equation of the Utopia scheme is therefore second order in space and
contains diffusive terms; note the lack of a ζxxx or a ζyyy term.
The other numerical schemes that will be tested are (see Appendix A) the
Utopia 2D Limiter scheme, the ENO UNO scheme [22], the semi-Lagrangian (SL)
scheme, the Anticipated Potential Vorticity Method (APVM) [43], the Smagorinsky
subgrid model [46] and the Arakawa Jacobian with scale selective dissipation. The
Utopia 2D Limiter scheme is similar to the Utopia scheme except that it uses a
two-dimensional flux limiter to suppress any over/under- shoots of vorticity. This
means that the Utopia 2D Limiter scheme will have a similar modified equation
to the Utopia scheme, but the two-dimensional limiter will make the scheme even
more diffusive. The ENO UNO scheme is similar to the Lax Wendroff Flux Limiter
scheme, in that it is second order and contains a slope limiter to revert to a diffusive
1st order scheme. The SL scheme is similar to the Utopia scheme; it is third order
for constant advection and it is diffusive. A ‘limiter’ can be applied to the SL
scheme to ensure no over/under- shoots of vorticity [4].
The APVM uses the JE scheme with an additional subgrid model, and is of
the form
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
=
∂uD
∂x
+
∂vD
∂y
, (2.118)
where
D = θ
(
u
∂ζ
∂x
+ v
∂ζ
∂y
)
, (2.119)
and θ is a tunable parameter. Using D of the form given in equation (2.119) will
produce a modified equation with diffusion terms. Using D of the form
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D = ∇2
[
θ
(
u
∂ζ
∂x
+ v
∂ζ
∂y
)]
, (2.120)
will produce a modified equation with hyper diffusion terms, and this form of
D will be used in this thesis. The modified equation of the JE scheme, (2.111), is
dispersive, so the choice of θ is important to ensure an adequate amount of diffusion
and dispersion. The Smagorinsky scheme uses a subgrid model that produces a
modified equation with second order diffusion terms. The Arakawa Jacobian with
scale selective dissipation has a subgrid model of the form κ∇4ζ, which produces
a hyper diffusion term.
2.7 Justification for ILES for Two-Dimensional
Turbulence
With implicit large eddy simulation it is desirable to analytically show that the
truncation error of a numerical scheme equals the subgrid terms of the governing
equation. This is not possible; the approximations used to describe both the trun-
cation error of the given scheme and the subgrid terms of a given equation rely on
Taylor series expansions. These expansions are only valid where the Taylor series is
valid. In the areas of interest for two-dimensional turbulence the Taylor series will
not be valid. This means that the approximations of both the truncation errors
and the subgrid terms will be poor. This is shown in figure 2.10, and similarly in
figures 2.3, 2.8 and 2.9 for the advection and Burgers equations, where the approx-
imations of the MEA, the subgrid scales and the subgrid terms are compared with
the actual error, subgrid scales and subgrid terms. The numerical testing shows
that both the MEA and the subgrid terms’ approximation can only be used as a
guide to what the truncation errors or the actual subgrid terms are doing.
For the barotropic vorticity equation the subgrid terms are approximated as
SG ≈ 2au¯xζ¯xx + 2bu¯y ζ¯xy + 2av¯xζ¯xy + 2bv¯y ζ¯yy,
where a = −∆x2
24
and b = −∆y2
24
. This approximation shows that the subgrid terms
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have the form of second order velocity dependent diffusion. To justify ILES for
two-dimensional flow a scheme with a similar truncation error needs to be found.
MEA can be used to find the leading order truncation error of the Lax Wendroff
Flux Limiter scheme, in flux form, as
ζt+(uζ)x+(vζ)y =

∆x2
12
uζxxx +
∆y2
12
vζyyy − 18∆x2uxxζx − 18∆y2vyyζy
− 1
24
∆x2uxxxζ − 124∆y2vyyyζ, φx, φy > 0,
∆x
2!
(uζx)x +
∆y
2!
(vζy)y, φx, φy = 0.
The Lax Wendroff Flux Limiter scheme is second order, but when φx or φy = 0
its truncation error contains velocity dependent diffusion terms. Thus both the
truncation error of the Lax Wendroff Flux Limiter scheme and the approximation
of the subgrid terms of the BVE are second order and contain velocity dependent
diffusion. This implies that the truncation error of the Lax Wendroff Flux Limiter
scheme is doing something similar to the subgrid terms of the BVE. Therefore the
Lax Wendroff Flux Limiter scheme is, theoretically, implicitly capturing some of
the subgrid terms of the BVE. Therefore the Lax Wendroff Flux Limiter scheme
would theoretically be a good candidate scheme for ILES for two-dimensional flow.
It is important to note the difference between the advective form and the flux
form of the numerical scheme. With the flux form of the numerical scheme the
derivatives of the velocities are included in the truncation error. The approximation
of the subgrid terms also contains derivatives of the velocities, implying that it is
important for the flux form of the numerical scheme to be used in ILES.
This chapter demonstrates that it is possible to show analytically that there
are similarities between the subgrid terms of an equation and the truncation error
of a numerical scheme solving the equation. It is worth discussing the use of
other schemes for ILES for two-dimensional flow. The 1st order scheme (in flux
form) contains velocity dependent diffusion terms but of the wrong magnitude;
the diffusion is first order implying that the scheme is too diffusive and therefore
not suitable for ILES. The Lax Wendroff scheme and all the centred difference
Jacobians contain some form of dispersive truncation error as the leading error. As
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the subgrid terms are diffusive, this suggests that none of these schemes would be
suitable for ILES. Other schemes that might be suitable are the Utopia schemes
(Utopia and Utopia with a two-dimensional limiter). The modified equation of the
Utopia scheme is calculated to be
ζt + uζx + vζy = −∆x
2
8
uxxζx − ∆x
2
24
uxxxζ − ∆x
2
12
uxζxx
−∆y
2
8
vyyζy − ∆y
2
24
vyyyζ − ∆y
2
12
vyζyy.
There are similarities between the truncation error of the Utopia scheme and the
approximation of the subgrid terms of the BVE; both are second order and contain
velocity dependent diffusion terms. This implies that the Utopia scheme would
be a good candidate scheme for ILES for two-dimensional flow. Utopia with a
two-dimensional flux limiter also has a diffusive truncation error, but it contains a
flux limiter which reverts the scheme back to first order, therefore making it more
diffusive in certain flow conditions. The semi-Lagrangian scheme (with or without
a limiter) is very similar to the Utopia scheme, given that it is third order and
diffusive. In the literature for three-dimensional ILES [21] it is suggested that a
flux limiter is vital because some sort of non-linear diffusion is required. Testing
two diffusive schemes, one with a flux limiter and one without (e.g. Utopia and
Utopia with a flux limiter, or SL and SL with a limiter) will show whether the
limiter, and therefore non-linear diffusion, is required for two-dimensional ILES.
In summary, this chapter has described approximations for both the truncation
errors of given numerical schemes and the subgrid terms of the governing equations.
It has shown that these approximations are not always accurate, and can therefore
only be used as guides to the behaviour of the schemes/subgrid terms. Similarities
between the truncation errors of certain schemes and the subgrid terms of the
equivalent equations have provided a theoretical motivation that ILES could be
applied for two-dimensional flow and may produce accurate results.
Chapter 3
Burgers Equation
The aim of this chapter is to show whether the subgrid terms of Burgers equation
can be accurately modelled implicitly by a numerical scheme.
3.1 Introduction to Burgers Equation
The one-dimensional Burgers equation is a non-linear partial differential equation
(PDE), and this non-linearity means that there is an interaction between the scales.
Burgers equation will be solved numerically on a finite grid. If the grid spacing
is too large then the grid will not be able to capture all of the scales, and there
will be features of the flow that the numerical solution will not be able to resolve
(e.g. the small scales’ interaction with the large scales). To mimic the effects of the
unresolved small scales on the resolved large scales a subgrid model can be added
to the equation. This subgrid model is made up of additional terms which attempt
to describe the scale interactions that are not included in the original equation due
to the lack of resolution. However, if the leading order truncation error term in
the numerics of the scheme used matches the terms in the subgrid model then the
numerical scheme would take into account the subgrid terms and would have an
inbuilt subgrid model.
To test whether implicit subgrid modelling can work for the one-dimensional
Burgers equation, three numerical schemes applied on coarse resolution (CR) grids
will be compared with a reference solution generated on a high resolution (HR)
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grid. The HR scheme will be assumed to capture all relevant scales, whereas the
CR grid will miss anything smaller than the grid spacing. The Lax Wendroff
scheme, the Lax Wendroff scheme with the van Leer limiter [54] (referred to as the
TVD scheme) and the ENO UNO scheme [22] will be used to see which scheme
contains the best implicit subgrid model.
Burgers equation is given as
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
, (3.1)
where u is the velocity (note that the advecting velocity is also the function being
advected), t is time, x is the spatial direction and ν is the viscosity. Burgers
equation can either be written in advective form (3.1) or flux form (3.2). The flux
form is also the conservative form
∂u
∂t
+
1
2
∂u2
∂x
= ν
∂2u
∂x2
. (3.2)
If the viscosity, ν, is set to zero then (3.2) becomes the inviscid Burgers equation,
∂u
∂t
+
1
2
∂u2
∂x
= 0. (3.3)
The tests presented in this chapter will take place using the inviscid Burgers equa-
tion in flux form.
3.1.1 The Filtered Equation
Burgers equation can be filtered to separate the large and small scales. The filter
separates u into an averaged part and a perturbation about the average. The large
scales/filtered parts are denoted by u¯, and the small scales/perturbation parts are
denoted by u′, where
u = u¯+ u′. (3.4)
The aim of filtering the equations is to write the given equation in terms of the
large scales, u¯. The aim is to find Burgers equation in the form
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∂u¯
∂t
+
1
2
∂u¯2
∂x
= SG, (3.5)
where ‘SG’ is the subgrid terms. Different filter operations will produce different
‘SG’ in equation (3.5). To calculate the subgrid terms a filter is applied to equation
(3.3) to get
∂u¯
∂t
+
1
2
∂u¯2
∂x
=
1
2
∂
∂x
(
u¯2 − u2
)
. (3.6)
Substituting for u from (3.4) into the last term of (3.6) gives
∂u¯
∂t
+
1
2
∂u¯2
∂x
=
1
2
∂
∂x
(
u¯2 − u¯2 − u′2 − 2u¯u′
)
, (3.7)
and therefore the subgrid terms are
SG =
1
2
∂
∂x
(
u¯2 − u¯2
)
− 1
2
∂u′2
∂x
− ∂u¯u
′
∂x
. (3.8)
The type of filter operation to be used in the testing will be a cell average filter
(see section 3.3.1 and Chapter 2).
3.2 Numerical Schemes
The numerical schemes to be tested are the Lax Wendroff scheme, the TVD Lax
Wendroff scheme (using the van Leer limiter) and the ENO UNO scheme. These
schemes are described in Appendix A. A 1st order scheme and two schemes with
explicit subgrid models will also be considered for some of the analysis and some
of the tests. The numerical schemes for Burgers equation have the form
un+1i = u
n
i −
∆t
∆x
(
Fi+ 1
2
− Fi− 1
2
)
. (3.9)
where i is the spatial index, n is the temporal index, t is time and F models the
flux. For the Lax Wendroff scheme, F is calculated as
Fi+ 1
2
=
1
4
[
(uni )
2 + (uni+1)
2
]− ∆t
8∆x
[(
(uni+1)
2 − (uni )2
)2
uni+1 − uni
]
. (3.10)
76
For the TVD Lax Wendroff scheme, F is calculated as
Fi+ 1
2
=
1
2
(uni )
2−φi
[
−1
4
(
(uni )
2 + (uni+1)
2
)
+
∆t
8∆x
(
((uni+1)
2 − (uni )2)2
uni+1 − uni
)
+
1
2
(uni )
2
]
,
(3.11)
with, for the van Leer limiter [54],
ri+ 1
2
=
ui − ui−1
ui+1 − ui , (3.12)
and
φi =
ri+ 1
2
+ |ri+ 1
2
|
1 + |ri+ 1
2
| . (3.13)
The TVD Lax Wendroff scheme makes use of the 1st order upwind scheme when
φ = 0. The 1st order upwind scheme, for positive u, has the form
Fi+ 1
2
=
1
2
(uni )
2. (3.14)
The ENO UNO scheme [22] for Burgers equation uses F calculated as
Fi+ 1
2
= 0.5
(
uni + 0.5
(
1− ∆t
∆x
)
Sni ∆x
)2
, (3.15)
For the UNO scheme a slope limiter is used, so that S is chosen as
Sni =
1
∆x
minmod (MM,NN) , (3.16)
where
MM =uni+1 − uni − 0.5minmod(uni+1 − 2uni + uni−1, uni+2 − 2uni+1 + uni ),
NN =uni − uni−1 + 0.5minmod(uni+1 − 2uni + ui−1, uni − 2uni−1 + uni−2),
and the minmod function is defined in Appendix A.
The Lax Wendroff scheme, the TVD Lax Wendroff scheme and the ENO UNO
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scheme are all stable for |c| < 1, where c = u∆t
∆x
is the Courant number.
3.2.1 Modified Equation Analysis For Burgers Equation
Modified equation analysis (MEA) can be used to obtain the truncation error of a
numerical scheme (see Chapter 2). For the 1st order scheme the modified equation
is calculated as
ut +
1
2
(u2)x =
1
2
(∆x− u∆t)uuxx +
(
∆x
2
− u∆t
)
u2x. (3.17)
For the Lax Wendroff scheme the modified equation becomes
ut+
1
2
(u2)x = −(∆t
2u2
3!
+
∆x2
3!
)uuxxx− (3∆t
2u2
2
+
∆x2
2
)uxuxx− (∆t2)uu3x. (3.18)
The modified equations of the schemes can be used to describe how the nu-
merical schemes behave. The uxx term in the modified equation of the 1st order
schemes indicates that the 1st order scheme is diffusive, and this can be seen in
subsequent tests. The modified equation of the Lax Wendroff scheme contains a
dispersive term of the form uxxx and a diffusive term of the form uxx; the numerical
tests show that the dispersion term dominates and the Lax Wendroff scheme for
Burgers equation is dispersive.
The modified equation of the TVD scheme can be found by using an approxi-
mation of the flux limiter. The van Leer flux limiter can be expanded to O(∆x2)
(see Chapter 2) as
φi = 1−
∆x
2
uxx
ux
,
with
φi−1 = φi +
∆x2
2!
uxxx
ux
− ∆x
2
2!
u2xx
u2x
.
These approximations of φ can be substituted into the Taylor expansion of the
TVD Lax Wendroff scheme to find the modified equation of the TVD Lax Wendroff
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scheme, in the limit ∆t→ 0, as
ut + uux =
 ∆x
2
12
uuxxx − ∆x24 uxuxx, φ > 0,
∆x
2!
uuxx +
∆x
2!
u2x, φ = 0.
(3.19)
The TVD scheme is second order, but becomes diffusive when φ = 0.
The modified equations of these schemes are only valid when the Taylor series
is valid, and the Taylor series requires the function to be sufficiently continuous.
In areas where there are discontinuities (e.g. shocks) and the data are not smooth
the Taylor series is not valid and the MEA technique is not accurate (see Chapter
2). However, the modified equations can still be used as a guide to the qualitative
behaviour of the numerical schemes.
For implicit subgrid modelling it is desirable to show analytically that the
truncation error of a numerical scheme equals the subgrid terms. However, this is
not possible in areas where the Taylor series is not valid. The Taylor series is not
valid where there are shocks and where there is subgrid activity. Therefore the MEA
of a scheme can only be used as a guide and compared with an approximation of the
subgrid terms. Section 3.3 discusses the subgrid analysis of Burgers equation and
will compare the MEA of the TVD Lax Wendroff scheme with an approximation
of the subgrid terms.
3.2.2 Shock Modelling
Shock formation plays a large part in modelling the inviscid Burgers equation. The
inviscid Burgers equation (for non-trivial data) always leads to shock formation so
it is important that the numerical scheme can model the shock accurately. It is at
the shock that some scales on the CR grid cannot be resolved, and therefore the
shock is represented by subgrid terms.
When the shock has formed the analytical solution can be found. The value
at the top of the shock is denoted by ul, and the value at the bottom of the shock
ur. The shock will move at speed s =
ul+ur
2
[30]. The numerical schemes are tested
to see which scheme can model the shock best, once the shock has formed. Figure
3.1 shows the true solution of a shock set up after it has moved by 100 grid points
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Figure 3.1: The initial and final shock
(the grid contains 1000 points and the grid spacing is 0.001). The initial conditions
are described in Appendix B. The timestep used is ∆t = 0.0001. Figure 3.2 shows
the numerical schemes modelling the shock (also on the 1000 point grid), with the
plot zoomed into the shock. The TVD scheme, the ENO scheme and the 1st order
scheme perform well, but the Lax Wendroff scheme produces spurious oscillations
upstream of the shock.
Figure 3.3 shows the error, the difference between the numerical scheme and the
actual solution, for each scheme modelling the shock (with the plot zoomed into the
shock). The errors for the TVD scheme, the ENO scheme and the 1st order scheme
are much smaller than the error with the Lax Wendroff scheme. This is because
the Lax Wendroff scheme contains dispersion errors while the other schemes are
diffusive. Although the TVD scheme reverts to 1st order at discontinuities, it has
a smaller error than the 1st order scheme when modelling the shock. The ENO
scheme is similar to the TVD scheme but has the smallest error when modelling
the shock.
The results in this section show how accurate the numerical schemes are at
modelling a shock once it has formed. To investigate fully the development of
the subgrid terms for Burgers equation, the development of the shock needs to be
considered. A new methodology and set of test cases are described in section 3.4.
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Figure 3.2: The numerical schemes’ solutions when modelling the shock (zoomed
in to the shock)
3.3 Subgrid Analysis of Burgers Equation
The filtered Burgers equation is given in (3.7). The left hand side of (3.7) is Burgers
equation for the filtered fields (the large scales of the flow) and the right hand side
is the subgrid contribution to the large scale flow. If the grid resolution is not
sufficiently fine to capture all scales of motion, then the right hand side of the
equation needs to be approximated. If u′ can be written in terms of u¯, then an
approximation of the subgrid contribution can be obtained. It is important to note
that the type of filter used will play a part in determining u′.
3.3.1 Cell Average Filter
To find the subfilter scales, u′, the function u is filtered to get u¯. The filter used
will be a cell average filter, so that the values stored will be the average of the flow.
This means that the small scale flow can be calculated as u′ = u − u¯. The cell
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Figure 3.3: The errors in u when modelling the shock (zoomed in to the shock)
average filter can be written as
u(x) =
1
∆x
∫ x+∆x
2
x−∆x
2
u(y)dy, (3.20)
where ∆x is the width of the averaging. In the computational tests the averaging
will become the sum of the grid cells contained in the width ∆x. From [34] and
Chapter 2, the subgrid scales can be approximated as
u′ ≈ a∂
2u¯
∂x2
, (3.21)
where a = −1
6
(
∆x
2
)2
. This result is tested numerically in Chapter 2. The subfilter
scale approximation (3.21) is a good approximation when the data are smooth, but
where there are discontinuities the approximation is very poor. This is because the
Taylor series that the subfilter scale approximation is based on is not valid at these
points.
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As, under certain conditions, (3.21) is a good approximation for u′, it can be
substituted into the filtered equation (3.7) and an estimate for the subgrid terms
can be calculated. This approximation will only be valid when the Taylor series is
valid. The result (see Chapter 2) is
SG ≈ 2au¯xu¯xx. (3.22)
The accuracy of the subgrid terms’ approximation can be checked by calcu-
lating each term numerically in (3.22) and comparing with each term calculated
numerically in (3.7). This comparison was performed in Chapter 2. The results
showed that (3.22) is a good approximation of the subgrid terms when the data are
smooth, but in areas where there are discontinuities the subgrid terms’ approxima-
tion does not equal the actual subgrid terms. The peaks are in the wrong place and
the magnitude of the approximation is wrong. This is because the subgrid terms’
approximation is based upon the Taylor series, and the Taylor series is only valid
when the data are smooth.
The subgrid terms’ approximation can be compared with the modified equation
(see section 3.2.1) of a numerical scheme to see if the behaviour of the subgrid terms
is similar to the behaviour of the numerical scheme. From (3.22) the subgrid terms
are approximated by
SG ≈ −∆x
2
12
u¯xu¯xx.
This shows that the subgrid terms are second order and diffusive. The modified
equation of the TVD Lax Wendroff scheme is calculated to be
ut + uux =
 ∆x
2
12
uuxxx − ∆x24 uxuxx, φ > 0,
∆x
2!
uuxx +
∆x
2!
u2x, φ = 0,
which is second order and diffusive (diffusive when φ = 0). This shows similarities
between the subgrid terms of Burgers equation and the truncation error of the
TVD Lax Wendroff scheme. However, the area of interest, and the area where
the subgrid terms become important, for Burgers equation is at the shock. At
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the shock the Taylor Series is not valid and therefore the subgrid analysis and the
MEA technique cannot be used. It is shown in section 3.2.2 that the ‘diffusive’
schemes (1st order, TVD and ENO UNO) all modelled the shock better than the
Lax Wendroff scheme. This implies that the ‘diffusive’ schemes would be suitable
for implicitly modelling the subgrid terms of Burgers equation.
3.3.2 Fourier Projection Filter
Although it will not be used for testing, another filter operation that could be
considered is a Fourier projection. The Fourier projection takes a Fourier transform
of the function, with all the scales beyond a cutoff wavenumber set equal to zero.
This filter will separate the large and small scales. Using a Fourier projection the
small scales cannot be approximated as (3.22). With a Fourier projection all the
modes beyond a given wave number are cut off, so that the large and small scales
are independent. This means that it is not possible to approximate the small scales
in terms of the large scales. The choice of filter operation has a large impact on
what the subgrid terms will be.
3.4 Methodology
A HR reference solution will be calculated and compared with the numerical
schemes used on a CR grid (on a coarse enough grid that some scales of inter-
est will be missed). The HR grid will be sufficiently fine such that all important
scales are captured, up to the shock formation on the HR grid, and that the results
are independent of which scheme is used. To ensure accuracy on the HR grid the
numerical tests will only be simulated up to the shock formation on the HR grid.
The scheme used for the HR reference solution will be the Lax Wendroff scheme.
Five different profiles will be used to test the numerical schemes. The HR grid is
made up of 212 grid points and is periodic. Different sized CR grids will be used
for the testing, with the CR grids of size 32, 64, 128 and 256 grid points. The
grid spacing will be 1/N where N is the number of grid points. At each timestep
the HR reference solution will be filtered onto the CR grid and compared with the
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numerical schemes on the CR grid. The error will be calculated as
e = |u¯HR − uCR|, (3.23)
where u¯HR and uCR refer to the reference HR solution filtered onto the CR grid and
the candidate numerical scheme on the CR grid respectively. The l2 error norm
will be calculated for each scheme as
l2 =
√∑
e2
N
. (3.24)
The l2 error norm will then be normalised by the l2 norm of u¯
HR, and will be
plotted against time to show the performance of each scheme over the course of
the simulation. The scheme with the least error will be the scheme that has most
successfully captured the subgrid terms. The 5 profiles that will be used are:
1. cos2 hill
2. Step function that is smooth on the HR grid but sharp on the CR grid
3. A spiky hill
4. A smooth cosine wave
5. A very spiky hill
The 5 profiles are shown in figures 3.6 - 3.16 and are defined in Appendix B. In all
the testing the Courant number is set up to be approximately 0.1 on the HR grid,
and less than 0.1 on the CR grids, and therefore a timestep of ∆t = 2.4 × 10−5
will be used for all the testing. This will ensure stability of the schemes. Two
types of tests to measure which scheme contains the best implicit subgrid model
are devised:- the one-step test and the cumulative test.
3.4.1 The One-Step Test
The one-step test initialises the CR schemes at the beginning of each timestep.
This test will show how the numerical schemes on the CR grids behave over the
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one time step. The CR numerical schemes’ solutions will be compared with the
HR reference solution to calculate the l2 error norms for u. The l2 error norms will
be compared to show which CR numerical scheme is most accurate.
3.4.2 The Cumulative Test
The cumulative test initialises the CR schemes at the first timestep and shows
what happens over the length of the simulation. To show that the schemes are
modelling the subgrid terms, a solution without the effects of the subgrid terms
must be calculated. The HR reference solution is assumed equivalent to solving
the continuous equation (3.3) exactly. Filtering the reference solution onto the CR
grid gives the exact solution to equation (3.5); i.e. the solution on the CR grid
that contains all the effects of the subgrid terms. A solution is then generated
on the HR grid without the effects of the subgrid terms. Subgrid terms can only
enter the solution through the initial conditions or through the scale interaction
in the ∂u¯
2
∂x
term. On the HR grid (so that the scheme used, Lax Wendroff, is very
accurate and truncation error is negligible) the initial velocity is filtered to the CR
scale and at each timestep the non-linear term is filtered to the CR scale. This is
to ensure that there are no scales smaller than the CR grid scale in the solution,
either through the initial conditions or the non-linear terms, and is performed on
the HR grid. This is solving the equation
∂u¯
∂t
+
1
2
∂u¯2
∂x
= 0, (3.25)
on the HR grid, and the solution is denoted uS. Filtering onto the CR grid, to
compare with the candidate numerical schemes, will give a solution that does not
contain any effects of the subgrid terms. However, the solution uS is not a solution
that is equivalent to solving (3.5) but with SG = 0; the filtering of the non-linear
term in (3.25) using the cell average filter will smooth the solution, see Chapter 2.
The solution uS is equivalent to solving
∂u¯
∂t
+
1
2
∂u¯2
∂x
= SG∗, (3.26)
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but with SG∗ = 0. This means that there are two definitions of ‘subgrid terms’:-
i) the right hand side of (3.5), and ii) the right hand side of (3.26). The difference
between the two definitions of subgrid terms is
SG∗ − SG = 1
2
∂
(
u2 − u2
)
∂x
. (3.27)
Throughout this chapter the definition of the subgrid terms has been the right hand
side of (3.5). This means that SG∗ can be considered to be the subgrid terms and
filter error. The filter error is due to the smoothing of the non-linear term in (3.25).
Therefore, uS does not contain any effects of the subgrid terms but does contain
a filter error. The cumulative effect of the subgrid terms can be calculated to be
u¯HR − u¯S. The cumulative effect of the truncation error for a numerical scheme
on the CR grid can be calculated to be uCR − u¯S. Both u¯HR − u¯S and uCR − u¯S
will contain the filter error due to the u¯S term. Both the cumulative effect of the
subgrid terms and the cumulative truncation error of the numerical scheme can be
compared to show whether the numerical scheme’s truncation error is capturing
the subgrid terms.
3.4.3 The One-Step Test Results
Initial testing showed inconsistencies between the one-step test and the cumulative
test. Figure 3.4 shows the l2 error norm for u against time for the Lax Wendroff
and TVD Lax wendroff schemes for the one-step test and the cumulative test for
the spiky hill (profile 3; see figure 3.12); note that the error norms have not been
normalised. Using the one-step test the Lax Wendroff scheme appears better, while
for the cumulative test the TVD scheme is performing better. Similar results were
found when the tests were performed on the other profiles.
The reason for these inconsistencies is that the TVD scheme behaves differently
when used over one step to how it behaves over many time steps. The HR profile
filtered onto the CR grid is not always smooth, and the TVD scheme ‘over-smooths’
at the first timestep to try to smooth out the profile. Due to this, the one step
test results for the TVD scheme are poor, whereas the cumulative tests results for
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Figure 3.4: The l2 error norm for u for profile 3 on 64 grid for the one-step test
and the cumulative test
the TVD scheme are better, as the function would be smooth. This can be shown
by comparing the values of the flux limiter, φ, on the same profile after 1 timestep
and after many timesteps. The profiles were run to a given time, t = 0.048, and
the TVD scheme on the CR grid was initialised ‘n’ steps before. The number of
steps before, n, was either 1 or the total number of steps taken (to compare results
for the one-step test and the cumulative test). The flux limiter, φ, was recorded
after the final timestep. Figure 3.5 shows the final timestep for profile 1 when using
the TVD Lax Wendroff scheme and where the flux limiter is equal to zero (black
dots). For the one step test the flux limiter is equal to zero more times than for
the cumulative test, 50 times for the one-step test and 48 for the cumulative test,
and the difference in the limiter value is at the base of the hill.
Figure 3.5: Where the flux limiter is equal to zero (black dots) for the one-step
and cumulative tests
When φ = 0 the TVD scheme reverts to 1st order and is diffusive. As the flux
limiter is equal to zero more times for the one step test this implies that the TVD
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scheme is more diffusive on the initial timesteps. The same results can be found
for the spiky hill (profile 3, not shown). This shows that the TVD scheme is more
diffusive initially, and therefore ‘over-smooths’ on the first timesteps. This explains
the inconsistencies between the results from the two tests. The numerical testing
will concentrate on the cumulative tests.
3.5 Cumulative Test Results
It is found that the solution to Burgers equation can be split into three regions
of flow; smooth region, subgrid region and the shock region. The smooth region
is where the data are smooth, i.e. away from shocks, and there are negligible
subgrid terms (i.e. u ≈ u¯). The subgrid region is where many features of a HR
(or continuous) profile have been smoothed out when filtered onto a CR grid (i.e.
u 6= u¯). The shock region is where any profile has started to shock (formation
and propagation). The test cases have been chosen so that each region can be
examined.
The first test case is the cos2 hill. This profile is smooth initially but over
time develops a shock. Figure 3.6 shows the initial and final u on the HR grid
(212 grid points), and the numerical schemes at the final timestep on the 26 grid.
The numerical schemes on the 26 grid are shown when the shock has formed. Both
the TVD Lax Wendroff scheme and the ENO scheme can model the shock because
they are diffusive at the shock, see section 3.2.2, whereas the Lax Wendroff scheme
has amplified the extrema at the top of the hill.
Figure 3.7 shows the normalised l2 error norms for u against time for profile 1
on the 64 grid and the 128 grid. Initially the data are smooth, so the Lax Wendroff
scheme performs better than the TVD Lax Wendroff scheme. The ENO scheme
outperforms both the Lax Wendroff and TVD Lax Wendroff schemes in this smooth
region, and this is because the ENO scheme is more accurate for constant advection
of smooth data. As time increases the hill begins to form a shock (t ≈ 0.04) and
subgrid terms start to become important. The subgrid terms are diffusive, but as
the leading order error of the Lax Wendroff scheme is dispersive it cannot accurately
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Figure 3.6: The initial and final profiles (left), and the numerical schemes (Lax
Wendroff, TVD Lax Wendroff and ENO) on the 64 grid (with the reference solu-
tion), zoomed into the hill, for profile 1
model the subgrid terms when the shock is forming. Both the TVD Lax Wendroff
and the ENO schemes are diffusive and represent the shock well. This is shown
in the error plots (t ≈ 0.05) when the l2 error norm for Lax Wendroff increases
rapidly. For the rest of the simulation (during the shock) the Lax Wendroff error
is larger than the TVD Lax Wendroff and the ENO schemes’ errors. Note that the
error norms for the Lax Wendroff and TVD scheme cross over; the Lax Wendroff
scheme is better than the TVD scheme at modelling the smooth data, whereas the
TVD scheme is better than the Lax Wendroff scheme at modelling the shock. The
l2 error norm for the ENO scheme is less than the l2 error norm for the TVD Lax
Wendroff scheme. This is because the ENO scheme has less tight bounds (due to
the UNO slope limiter being less restrictive than the van Leer flux limiter). The l2
error norms on the 25 and 28 grids produce similar results (not shown).
Figure 3.7: The l2 error norm for u against time for profile 1 on the 64 grid (left)
and the 128 grid (right)
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The cumulative effect of the subgrid terms, u¯HR − u¯S, and the cumulative
truncation errors of the numerical schemes on the 128 grid, uCR − u¯S, are shown
in figure 3.8 for the Lax Wendroff scheme and the TVD Lax Wendroff scheme for
profile 1. The Lax Wendroff scheme does not capture any of the subgrid terms,
with a large part of the truncation error the opposite sign of the subgrid terms.
This means that not only is the Lax Wendroff scheme not capturing the subgrid
terms at this point, it is amplifying the error that arises. The right hand plot shows
that the TVD Lax Wendroff scheme has captured most of the subgrid terms. It
has the correct sign and shape, although there are a few magnitude errors. This
is where the TVD Lax Wendroff scheme has been too diffusive (it has captured
the subgrid terms with some of the diffusion, and the rest of the diffusion is actual
‘error’). The truncation error of the ENO scheme (not shown) is similar to the
truncation error of the TVD Lax Wendroff scheme, except that the ENO scheme
is slightly less diffusive and therefore more similar to the subgrid terms than the
TVD Lax Wendroff scheme.
Figure 3.8: The cumulative effect of the subgrid terms and the truncation error
of the Lax Wendroff scheme (left) and the TVD Lax Wendroff scheme (right) for
profile 1
The second profile is a step function that is generated so that it has smooth
edges on the HR grid (to ensure an accurate HR reference solution). As it is
filtered onto the CR grids the small scales cannot be represented and the edges
appear steeper. This test case focuses on the shock region. Figure 3.9 shows the
initial and final profile of the HR reference solution. The right hand plot of figure
3.9 shows the numerical schemes on the 26 grid at the final timestep; also shown is
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the reference solution filtered onto the 64 grid. Both the TVD Lax Wendroff and
ENO schemes have modelled the shock well (as seen in section 3.2.2), whereas Lax
Wendroff has produced an overshoot at the shock edge.
Figure 3.9: The initial and final profile (left), and the numerical schemes (Lax
Wendroff, TVD LaxWendroff and ENO) on the 64 grid (with the reference solution)
for profile 2
The normalised l2 error norms for u against time for profile 2 on the 64 and
128 grids are shown in figure 3.10. As the initial condition has steep edges on
the CR grids, the TVD and ENO schemes perform better than Lax Wendroff for
the duration of the simulation. As the shock develops, the Lax Wendroff l2 error
norm increases quicker than the l2 error norm for the TVD Lax Wendroff and ENO
schemes. This is because both the TVD Lax Wendroff and the ENO schemes are
good at modelling shocks. The l2 error norms on the 32 and 256 grids produce
similar results (not shown). On the 256 grid the sides of the initial profile are
smoother, so the Lax Wendroff scheme performs better initially on the 256 grid
than on the other CR grids. When the profile begins to shock the Lax Wendroff
scheme performs poorly and the results are similar for all the CR grids.
Figure 3.11 shows the cumulative effect of the subgrid terms, u¯HR− u¯S, and the
cumulative truncation errors of the numerical schemes, uCR− u¯S, on the 64 grid. It
is clear that the Lax Wendroff scheme does not capture any of the subgrid terms.
The TVD Lax Wendroff scheme has captured the subgrid terms at the leading edge
of the shock. The truncation error of the ENO scheme (not shown) is similar to
the truncation error of the TVD scheme.
The third profile is of a spiky hill. The data are created so that when it is
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Figure 3.10: The l2 error norm for u against time for profile 2 on 64 grid (left) and
128 grid (right)
Figure 3.11: The cumulative effect of the subgrid terms and the truncation errors
of the Lax Wendroff scheme (left) and the TVD Lax Wendroff scheme (right) for
profile 2 (zoomed in)
filtered onto the CR grids, some of the information (some of the spikes) are filtered
out. These subgrid scales cannot be seen on the CR grids but can be resolved on
the HR grid. Figure 3.12 shows the initial and final HR reference solution and the
numerical schemes on the 64 grid. On the CR grid the TVD Lax Wendroff and
ENO schemes have diffused most of the smaller spikes. The Lax Wendroff scheme
produces oscillations instead of diffusing the spikes.
Figure 3.13 shows the normalised l2 error norms for u against time for profile
3 on the 64 and 128 grids. The Lax Wendroff scheme cannot model the subgrid
terms so it has a large l2 error. The TVD Lax Wendroff scheme and the ENO
scheme mimic the subgrid terms by diffusing the small spikes, and therefore have
a much smaller l2 error than the Lax Wendroff scheme.
Figure 3.14 shows the cumulative effect of the subgrid terms, u¯HR− u¯S, and the
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Figure 3.12: The initial and final profile (left), and the numerical schemes (Lax
Wendroff, TVD LaxWendroff and ENO) on the 64 grid (with the reference solution)
for profile 3
Figure 3.13: The l2 error norm for u against time for profile 3 on 64 grid (left) and
128 grid (right)
cumulative truncation errors of the numerical schemes, uCR − u¯S, on the 64 grid
for profile 3. The subgrid terms correspond to where the small spikes were on the
hill. Although it is not perfect, the TVD Lax Wendroff scheme captures most of
the subgrid terms, whereas the Lax Wendroff scheme’s truncation error (although
it captures some of the subgrid terms) is generally out of phase with the subgrid
terms. This is because the subgrid terms are diffusive (the small spikes turning
into small shocks) and the TVD scheme is diffusive at the same points (while the
Lax Wendroff scheme is dispersive). The truncation error of the ENO scheme (not
shown) is similar to the truncation error of the TVD Lax Wendroff scheme.
The left hand plot of figure 3.15 shows the initial and final u of profile 4 on
the HR grid. This is a cosine wave that is completely smooth. The simulation is
only run for a short time to ensure that the data stays smooth on both the HR
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Figure 3.14: The cumulative effect of the subgrid terms and the truncation errors
of the Lax Wendroff scheme (left) and the TVD Lax Wendroff scheme (right) for
profile 3
and CR grids. This is to ensure that the subgrid terms introduced by the flow are
negligible.
Figure 3.15: The initial and final u on the HR grid (left) and the l2 error norms
for u against time on 64 grid (right) for profile 4
The right hand plot of figure 3.15 shows the normalised l2 error norm for u
against time for profile 4 on the 64 grid. As the data are smooth (and contains
negligible subgrid terms) the Lax Wendroff scheme performs well. When the data
are smooth the TVD scheme becomes Lax Wendroff (φ = 1). However, at the
peak and trough there is a change of sign in the derivative of u and the TVD
scheme reverts to 1st order (φ = 0) at these points. The TVD scheme is therefore
too diffusive at these points and therefore the l2 error norm increases with time
quicker than the Lax Wendroff l2 error. The ENO scheme performs even better
than the Lax Wendroff scheme because, although it is diffusive at shocks, it is able
to identify that the data are smooth at the peak and trough. It is therefore not
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diffusive at these points. Also, the ENO scheme is more accurate than the Lax
Wendroff scheme for the constant advection case when the data are smooth. The
l2 error norms on the 32, 128 and 256 grids give similar results (not shown).
Figure 3.16: The initial and final profile (left), and the numerical schemes (Lax
Wendroff, TVD LaxWendroff and ENO) on the 64 grid (with the reference solution)
for profile 5
The final test case is the extremely spiky hill, profile 5. Figure 3.16 shows the
initial and final profile, and also the numerical schemes on the 64 grid. The spikes
are created so that they are all filtered out when the data are filtered onto the
CR grids. The subgrid terms are then generated from these spikes that can be
resolved on the HR grid but cannot be resolved on the CR grid. The TVD and
ENO schemes perform well, while the Lax Wendroff scheme produces slight over-
and under- shoots of the true solution.
Figure 3.17: The l2 error norms for u against time for profile 5 on 64 grid (left)
and 128 grid (right)
Figure 3.17 shows the normalised l2 error norms for u against time for profile 5
on the 64 and 128 grids. The l2 error norm is larger for the Lax Wendroff scheme
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than for the TVD and ENO schemes because the Lax Wendroff scheme cannot
model the subgrid terms. Both the TVD scheme and the ENO scheme are diffusive
where the subgrid terms are diffusive. This means that the TVD scheme and the
ENO scheme are capturing the subgrid terms with their truncation errors.
3.5.1 Explicit Subgrid Model tests
The previous tests have compared two schemes with implicit subgrid models for
Burgers equation against a scheme, LaxWendroff, that is not diffusive and therefore
contains a very poor implicit subgrid model. Two new schemes that contain explicit
subgrid models will be tested. Both schemes will use Lax Wendroff but with explicit
subgrid models of the form
SGM1 =κ1u¯xx, (3.28)
SGM2 =κ2u¯xu¯xx, (3.29)
where κ1 and κ2 are tunable parameters. The first scheme, SGM1, uses a subgrid
model that is based on artificial viscosity. The second scheme, SGM2, is based
around the analytical subgrid terms found in section 3.3. Figure 3.18 shows the
l2 error norms for u against time for profiles 1 (left) and 3 (right) on the 64 grid
(also shown are the l2 error norms for the Lax Wendroff and TVD Lax Wendroff
schemes for comparison; note that the error norms have not been normalised). The
tests were performed with different values of κ1 and κ2 (not shown), but the plots
show the errors for the following parameter values; κ1 = 10∆x
2 for profile 1 and
κ1 = 5∆x
2 for profile 3, while κ2 = − 112∆x2 for both profiles. For profile 1, while
the data are smooth SGM2 performs well. When the shock forms there is not
enough diffusion in SGM2 and the increase in error is similar to Lax Wendroff.
SGM1 is too diffusive in the smooth region; to successfully model the shock the
coefficient κ1 must be large, and this produces too much diffusion in the smooth
region. For profile 3 the subgrid terms are diffusive. SGM1 performs well in the
subgrid region because the explicit subgrid model is diffusive. SGM2 is comparable
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to Lax Wendroff in the subgrid region.
Figure 3.18: The l2 error norms for u against time for profiles 1 (left) and 3 (right)
on 64 grid
These tests show that an explicit subgrid model could be used but it would have
to be able to change (i.e. some sort of dynamic subgrid model) depending upon
which regime the flow was in. Simple subgrid models of the form (3.28) and (3.29)
cannot handle each of the smooth, subgrid and shock regions. A subgrid model in
the shock region needs to be very diffusive, but the same amount of diffusion in
the smooth/subgrid region would produce poor results. A dynamic subgrid model
would be similar to what the TVD and ENO schemes are doing; the amount of
diffusion depends on the characteristics of the flow. The TVD scheme calculates the
amount of diffusion required using the non-linear flux limiter. This non-linearity is
vital for Burgers equation because of the shock formation. The 1st order scheme
is linear and diffusive, and it is good at modelling shocks but is poor when the
data are smooth. A third order scheme, without a flux limiter, would be linear and
diffusive but it would not be able to model the shock; this is because a third order
scheme, without a flux limiter or a subgrid model, would not be diffusive enough
as 1st order diffusion is required at the shock. A flux limiter, or slope limiter, is
required for Burgers equation so that the scheme models the shocks, the smooth
region and the subgrid region accurately.
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3.6 Burgers Equation Conclusions
This chapter has shown that it is possible to create a numerical scheme with an
implicit subgrid model that solves the one-dimensional inviscid Burgers equation.
The Lax Wendroff scheme, TVD Lax Wendroff scheme and the ENO UNO scheme
were tested to see which scheme contained the best inbuilt subgrid model.
Using the cell average filter, Taylor series analysis shows that the small scales
can be approximated by the second spatial derivative, and therefore an approxi-
mation of the subgrid terms can be found. The modified equation analysis (MEA)
of the numerical schemes can also be found. Both the subfilter scale approxima-
tion and the MEA are derived from the Taylor series, therefore they are only valid
when the data are smooth. The subfilter scale approximation shows that the sub-
grid terms are diffusive and second order in magnitude. The modified equation
of the TVD Lax Wendroff scheme shows that the leading order truncation error is
diffusive and second order. At the shock the Taylor series is not valid, and therefore
the approximation of the subgrid terms and the MEA of the numerical schemes
cannot be used. However, it has been shown that the TVD and ENO schemes are
diffusive enough to model the shock better than the Lax Wendroff scheme.
Over one timestep the TVD scheme ‘over-smooths’, giving a smoother profile
for future timesteps. This indicates that the cumulative test is more informative
when showing which scheme has the better implicit subgrid model. The cumulative
tests show that when there is subgrid activity, u 6= u¯, (as with profiles 3 and 5)
the TVD Lax Wendroff and the ENO schemes model the subgrid terms better
than the Lax Wendroff scheme and are therefore more accurate. For profiles which
are smooth and contain negligible subgrid terms, u ≈ u¯, (as with profile 4) the
Lax Wendroff scheme is more accurate than the TVD scheme. This is because
the TVD scheme reverts to 1st order and is diffusive at the extrema; it is trying
to act for subgrid terms that are not there. The ENO scheme has the least error
because it is the most accurate of the schemes for constant advection of a smooth
profile. For profiles with sharp gradients (profiles 1 and 2) the TVD and ENO
schemes perform better than the Lax Wendroff scheme because they are good at
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modelling shocks. The tests show that when there is subgrid activity the cumulative
truncation errors of the TVD and ENO schemes are very similar to the cumulative
effect of the subgrid terms. This shows that the TVD and ENO schemes are
implicitly modelling the subgrid terms of Burgers equation.
To implicitly model the one-dimensional inviscid Burgers equation a flux limiter
(or slope limiter) is vital. Numerical tests show that a linear explicit subgrid model
cannot work for Burgers equation. The amount of dissipation needed depends on
the type of profile (i.e. how smooth/sharp the gradients are); something non-linear
is required to change the amount of dissipation given and to successfully model the
smooth and the shock regions.
The results from this chapter show that it is possible to implicitly model the
subgrid terms of the one-dimensional inviscid Burgers equation. A scheme that has
a flux limiter, or slope limiter, is required to give the right amount of dissipation
in the subgrid regions and to model the shock.
Chapter 4
Barotropic Vorticity Equation:
Theory
4.1 Introduction
The two-dimensional barotropic vorticity equation (BVE) is a partial differential
equation that is derived from the (inviscid) Euler equations. The density is constant
as the flow is incompressible. The two-dimensional Euler equations are given as
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −∂p
∂x
, (4.1)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −∂p
∂y
, (4.2)
∂u
∂x
+
∂v
∂y
= 0, (4.3)
where u and v are the velocities in the x and y directions respectively, t is time and
where p is the pressure (note that p is actually the pressure divided by the density,
and that the density is constant). The vorticity is defined as ζ = ∂v
∂x
− ∂u
∂y
, and
therefore the two-dimensional Euler equations can be converted into the vorticity
form of the Euler equations by taking the curl of equations (4.1) and (4.2),
∂ζ
∂t
+ u
∂ζ
∂x
+ v
∂ζ
∂y
= 0. (4.4)
100
101
Using the incompressibility condition, equation (4.4) can be re-written in flux form
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
= 0. (4.5)
Using the incompressibility condition the new values of u and v are calculated by
solving an elliptic equation to find the streamfunction ψ
∇2ψ = ζ, (4.6)
where
v =
∂ψ
∂x
, (4.7)
u = −∂ψ
∂y
. (4.8)
The BVE is used in this thesis because it is a non-linear equation that can
create subgrid scales. The BVE can be used to simulate two-dimensional turbulence
and contains the same properties as the full equations, i.e. energy and enstrophy
conservation.
4.2 Subgrid Analysis of the Barotropic Vorticity
Equation
The barotropic vorticity equation can be written in its filtered form; the continuous
variables are replaced by filtered variables. This gives the equation in terms of
variables that are larger than the filter scale. The effect of the subgrid (or ‘subfilter’)
scales on the resolved scales needs to be included in the equation, and this effect
by the subgrid scales is called the subgrid terms.
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4.2.1 Filtered Equations
A filter is applied to the barotropic vorticity equation to give the equation in
terms of the filtered variables. An overbar, (¯), indicates the filtered/averaged flow,
whereas a prime, ′, indicates the fluctuations/subgrid-scale flow. The components
can be written as a Reynolds decomposition in terms of the ‘large’ and ‘small’
scales
ζ = ζ + ζ ′. (4.9)
From Chapter 2 the barotropic vorticity equation can be written in filtered form
as
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
=
∂
∂x
(
u¯ζ¯ − uζ)+ ∂
∂y
(
v¯ζ¯ − vζ) , (4.10)
with the filtered variables on the left hand side, and the subgrid terms on the right
hand side. From the filtered vorticity, ζ¯, the streamfunction and filtered velocities
can be calculated
∇2ψ¯ = ζ¯ ,
v¯ =
∂ψ¯
∂x
,
u¯ = −∂ψ¯
∂y
.
The subgrid terms from (4.10) can be expanded using (4.9),
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
=
∂
∂x
[
u¯ζ¯ − (uζ + uζ ′ + u′ζ + u′ζ ′)] (4.11)
+
∂
∂y
[
v¯ζ¯ − (vζ + vζ ′ + v′ζ + v′ζ ′)] .
These are the actual subgrid terms of the barotropic vorticity equation. However,
when solving the equation numerically on a finite resolution grid only the filtered
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variables are known. These subgrid terms need to be represented in the model either
by an explicit subgrid model (LES), or by the truncation error due to the numerical
scheme (ILES). For further analysis of the subgrid terms, some approximations need
to be made. For all the results and tests in this thesis the cell average filter (see
Chapter 2) will be used unless stated. The domain used for the numerical testing
will be doubly periodic and of size 1.
4.2.2 Equations of Finite Scale Approximation
On a coarse resolution (CR) grid, only the filtered variables are known. Therefore
the subgrid terms need to be written in terms of what is known, i.e. the filtered
variables. From Chapter 2 and [34] the small scales can be approximated in terms
of the resolved scales (the filtered variables) as follows
ζ ′ ≈ aζ¯xx + bζ¯yy, (4.12)
u′ ≈ au¯xx + bu¯yy, (4.13)
v′ ≈ av¯xx + bv¯yy, (4.14)
where
a = −∆x
2
24
, (4.15)
b = −∆y
2
24
, (4.16)
when the filter used is a running average over the grid cell. Using the small scale
approximation (4.12) the equations of finite scale (4.11) can be approximated and
written in terms of the filtered variables. The subgrid terms (the right hand side
of (4.11)) can be approximated using the analysis from Chapter 2 to give
SG ≈ ∂
∂x
(
2au¯xζ¯x + 2bu¯y ζ¯y
)
+
∂
∂y
(
2av¯xζ¯x + 2bv¯y ζ¯y
)
. (4.17)
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The subgrid terms’ approximation can either be left in the divergence (or flux)
form, or can be expanded (using the incompressibility condition (4.3)) and written
as
SG ≈ 2au¯xζ¯xx + 2bu¯y ζ¯xy + 2av¯xζ¯xy + 2bv¯y ζ¯yy. (4.18)
Equations (4.17) and (4.18) show the subgrid terms for the barotropic vorticity
equation when the ‘equation of finite scale’ approximation has been made. The
approximated subgrid terms can be calculated numerically and compared with
the actual subgrid terms arising due to a CR grid for the vorticity equation, i.e.
comparing equation (4.18) and the right hand side of equation (4.11). This test has
been done in Chapter 2 for the BVE. The results showed that when the data are
smooth the approximation is very good. However when the data are not smooth
or there is significant small scale activity, the approximation is poor. These results
show that the approximation of the subgrid terms can only be used as a guide to
what the subgrid terms are doing. Note that this approximation only holds for the
cell average filter.
4.2.3 Definition of Subgrid Terms
The subgrid analysis used throughout this thesis for the BVE is based upon the
definition of the subgrid terms as SG in the equation
∂ζ¯
∂t
+
∂u¯ζ¯
∂x
+
∂v¯ζ¯
∂y
= SG. (4.19)
However, solving (4.19) with SG = 0 will not produce a solution without the effects
of SG; the non-linear terms on the left hand side of the equation introduce subgrid
terms into the flow. Filtering the non-linear terms will solve the equation,
∂ζ¯
∂t
+
∂u¯ζ¯
∂x
+
∂v¯ζ¯
∂y
= 0, (4.20)
but this would produce a solution without the effects of the subgrid terms defined
as
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∂ζ¯
∂t
+
∂u¯ζ¯
∂x
+
∂v¯ζ¯
∂y
= SG∗, (4.21)
where the subgrid terms are denoted SG∗. The two forms of the subgrid terms are
related by
SG∗ − SG =
∂
(
uζ − uζ
)
∂x
+
∂
(
vζ − vζ
)
∂y
. (4.22)
For the cell average filter ζ¯ 6= ζ¯, and therefore the difference between SG∗ and
SG is due to the filter error (see Chapter 2). For all the analysis in this thesis,
the subgrid terms will be defined by (4.19), whereas for the numerical testing the
subgrid terms will be defined by (4.21).
4.2.4 Numerical Subgrid Terms
The subgrid terms of the barotropic vorticity equation can be calculated numeri-
cally by evaluating the right hand side of equation (4.11), but this will only give
the immediate effect of the subgrid terms. To calculate the cumulative effect of
the subgrid terms over the length of the simulation, a different methodology is
required. Let the high resolution (HR) numerical reference solution be denoted
by ζHR, and the CR grid spacing in both directions be denoted by ∆. The HR
numerical reference solution contains scales smaller than can be represented on the
CR grid. If this HR solution was filtered to the CR grid scale (cutoff scales smaller
than ∆), then it would show the ‘exact’ solution (assuming that the HR reference
solution is exact) at the CR grid scale, i.e. it would contain the effects of the scales
smaller than ∆ (the effects of the subgrid terms). This would be equivalent to
solving
∂ζ¯HR
∂t
+
∂u¯HRζ¯HR
∂x
+
∂v¯HRζ¯HR
∂y
= SG, (4.23)
exactly at the CR scale (if the subgrid terms, SG, were known). Therefore to
calculate the cumulative effects of SG numerically a solution must be found that
solves (4.23) with SG = 0 on the right hand side. Small scales can only be in-
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troduced through the initial conditions or through the non-linear interactions of
the flow. Therefore if the initial conditions are filtered to the CR grid level and
the non-linear terms are filtered to the CR grid level then scales smaller than ∆
will not be included in this solution. The solution that does not contain any scales
smaller than ∆ is denoted by ζS and is calculated by solving
∂ζS
∂t
+
∂uSζS
∂x
+
∂vSζS
∂y
= 0, (4.24)
where uS and vS are the velocities calculated from ζS and where the initial con-
ditions have been filtered to ∆. However, as shown in section 4.2.3, the solution
ζS will not contain any subgrid terms defined by equation (4.21). Therefore ζS
does not contain any subgrid terms defined by equation (4.19), but it does contain
filter errors. The solution ζS will be calculated on the HR grid to ensure that the
solution is as accurate as possible. When this solution is filtered to the CR grid
scale it will not contain any scales less than the CR grid spacing (i.e. no effects of
the subgrid terms) and therefore is equivalent to solving
∂ζS
∂t
+
∂uSζS
∂x
+
∂vSζS
∂y
= 0, (4.25)
exactly when assuming that the filter errors are negligible. The difference between
(4.23) and (4.25) will give the cumulative effect of the numerical subgrid terms (and
the effect of the filter error). For the numerical testing in this thesis the subgrid
terms, SG, are actually the subgrid terms defined by (4.21) which is equivalent to
the subgrid terms defined by (4.19) plus the filter error. For simplicity the subgrid
terms defined by (4.19) plus the filter error will be denoted by SG in the numerical
tests,
SG = ζHR − ζS. (4.26)
To show the effect of the subgrid terms, the initially turbulent field test case (see
Appendix B) is evolved until dimensionless time 24.4 on the HR grid (1024 grid
cells in both directions). This is 12500 timesteps, with ∆t = 0.002 to ensure
that the Courant number is smaller than 0.1 on the HR grid. The detail of the
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numerical scheme used on the HR grid is discussed in section 4.5. The initial and
final vorticity, ζHR, are shown in figure 4.1.
Figure 4.1: The initial and final vorticity, t = 24.4, for the freely decaying turbulent
field
The vorticity without the effects of scales less than a given cutoff, ζS, is shown in
figure 4.2 for the cutoff size changing between 25 and 28 (the HR grid has a grid
cutoff of 210). These plots of ζS can be compared with the HR solution in figure
4.1 to show what the subgrid terms are doing. The solution is kept on the HR grid
to show more detail.
Without the effects of the subgrid scales the solutions are lacking the detail of the
HR solution. Without scales smaller than the 25 and 26 grids, ζS is shown to have
generated filter scale noise. These solutions are similar to the solutions generated
when using a non-diffusive scheme (e.g. Lax Wendroff - see Chapter 5). As the
resolution increases, more scales are resolved and the solution starts to resemble
the HR solution.
Conceptually, there are two types of motion that are represented by subgrid
terms:- i) vorticity being stretched beyond the CR grid scale (i.e. the vorticity being
deformed by advection), and ii) subgrid features interacting with the resolved scale
vorticity. As a vortex is being stretched out, there comes a time when parts of
the stretched out vortex cannot be represented on the grid; the vortex has been
stretched beyond the grid scale. The parts of the stretched out vortex that cannot
be represented on the grid must be removed from the grid; therefore the subgrid
terms are diffusive. The subgrid vorticity, vorticity that cannot be represented
on the grid, can interact and merge with the resolved scale vorticity; during the
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Figure 4.2: The final vorticity for the freely decaying turbulent field without the
effect of scales less than 25, 26, 27 and 28 (all on the HR grid)
merger the subgrid vorticity will join the resolved scale vorticity and will need to
be represented on the grid.
Figure 4.3: Vorticity for the vortex merger test case at time 14 on the HR grid
(left) and the cumulative effect of the subgrid terms for the vortex merger test case
at time 14 on the 642 grid (right)
The vortex merger test case (see section 4.7 and Chapter 5) can be used to
illustrate the two types of subgrid term. At time 14 the small vortex is stretched
around the large vortex. Figure 4.3 shows the vorticity on the HR grid, and the
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cumulative effect of the subgrid terms when a 642 grid is used. Using a cutoff
equivalent to the 642 grid scale, the small vortex has been stretched out and parts
of it have been stretched beyond the grid scale. This can be seen on the plot of the
cumulative effect of the subgrid terms where there is a positive, negative, positive
part along the path of the small vortex. Figure 4.4 shows diagrams representing
what happens when looking at a cross section of the small stretched out vortex.
The solution containing the effects of the subgrid terms appears to be a damped
version of ζS; this implies that the subgrid terms are being diffusive. The right
hand plot shows the effect of the subgrid terms, ζ¯HR − ζ¯S, and shows the positive,
negative, positive part that is seen along the path of the small vortex in the plot
of the cumulative effect of the subgrid terms in figure 4.3.
Figure 4.4: Diagrams to represent cross section of vorticity being stretched beyond
the grid scale and the effect of the subgrid terms at this point
Also shown in the plot of the cumulative effect of the subgrid terms in figure
4.3 is where subgrid vorticity is merging with the resolved scale vorticity. This
is happening around the point (0.3, 0.3); there is a large section of positive and a
large negative part. The end of the stretched out vortex, which is stretched beyond
the grid scale at this point, is merging with the large vortex.
4.2.5 ‘Short Term’ and ‘Long Term’ Subgrid Terms
The subgrid terms can be split into the ‘short term’ effects and the ‘long term’
effects. In the short term the vorticity pattern is predictable and the HR solution
is accepted to be the true solution. The positioning of the vortices is important
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and the subgrid terms are concerned with removing vorticity filaments that have
been stretched beyond the grid scale and the joining of the subgrid vorticity with
the resolved scale vorticity. These interactions between the resolved and subgrid
scales transfer energy and enstrophy. Over a long period of time the HR reference
solution cannot be relied upon to be the exact solution. This is because the system
is chaotic; a small perturbation to the HR reference solution will give a solution
that could be considered to be ‘true’, but over a long period of time these two HR
solutions will diverge and give completely different results. In the long term it is
the statistics of the turbulence that are important; the energy and enstrophy. The
subgrid terms will be adding energy to the resolved scales and removing enstrophy
from the resolved scales, so if the subgrid terms have been modelled accurately the
system should contain the correct amount of energy and enstrophy. Although the
positioning of the vortices in the HR reference solution might not be correct, the
global statistics of the system should be correct.
4.3 Energy and Enstrophy
Two-dimensional turbulence conserves both energy and enstrophy. The energy is
defined as
E =
1
2
(u2 + v2), (4.27)
and the enstrophy (the second moment of vorticity) is defined as
Z =
1
2
ζ2. (4.28)
To show energy conservation the continuous Euler equations are multiplied by the
velocities and added together: u×(4.1)+v×(4.2);
u
∂u
∂t
+ v
∂v
∂t
+ u
∂uu
∂x
+ v
∂uv
∂x
(4.29)
+u
∂vu
∂y
+ v
∂vv
∂y
= −u∂P
∂x
− v∂P
∂y
.
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Using the incompressibility condition (4.3) the terms in equation (4.29) can be
re-arranged and written as
1
2
∂u2 + v2
∂t
+
1
2
∂uu2
∂x
+
1
2
∂uv2
∂x
(4.30)
+
1
2
∂vu2
∂y
+
1
2
∂vv2
∂y
= −∂uP
∂x
− ∂vP
∂y
.
Using the definition of energy, (4.27), this becomes
∂E
∂t
+
∂(uE + uP )
∂x
+
∂(vE + vP )
∂y
= 0. (4.31)
Equation (4.31) is written in conservative form, therefore the energy is conserved
(over a periodic domain). A similar method can be used to show enstrophy conser-
vation. The continuous vorticity equation is multiplied by the vorticity; ζ×(4.5);
ζ
∂ζ
∂t
+ ζ
∂uζ
∂x
+ ζ
∂vζ
∂y
= 0. (4.32)
Using the incompressibility condition (4.3) the terms in the equation can be re-
arranged, and using the definition of enstrophy, (4.28), equation (4.32) becomes
∂Z
∂t
+
∂(uZ)
∂x
+
∂(vZ)
∂y
= 0. (4.33)
Equation (4.33) is written in conservative form, therefore the enstrophy is conserved
(over a periodic domain) with the continuous equations.
The global integral of energy and enstrophy are conserved for the continuous
equations. On a finite grid there are scales that cannot be resolved, and therefore
the filtered equations are used. Neither energy nor enstrophy are conserved with
the filtered equations. To show that energy is not conserved, the filtered Euler
equations (see Chapter 2) are multiplied by the filtered velocities. This gives the
corresponding filtered energy equation as
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∂E¯
∂t
+
∂(u¯E¯ + u¯P¯ )
∂x
+
∂(v¯E¯ + v¯P¯ )
∂y
(4.34)
=u¯
∂
∂x
(u¯u¯− uu) + u¯ ∂
∂y
(v¯u¯− vu) + v¯ ∂
∂x
(u¯v¯ − uv) + v¯ ∂
∂y
(v¯v¯ − vv) ,
where the filtered energy is defined as
E¯ =
1
2
(u¯2 + v¯2). (4.35)
In general the right hand side of (4.34) is non-zero so that the filtered energy is not
conserved. Additionally, the energy equation (4.34) is not unique and the whole
equation can be re-written to give multiple energy ‘conversion’ terms. The same
applies to the filtered enstrophy equation, which can be calculated by multiplying
the filtered vorticity equation by the vorticity,
∂Z¯
∂t
+
∂u¯Z¯
∂x
+
∂v¯Z¯
∂y
= (4.36)
ζ¯
∂
∂x
(
u¯ζ¯ − uζ)+ ζ¯ ∂
∂y
(
v¯ζ¯ − vζ) ,
where the filtered enstrophy is defined as
Z¯ =
1
2
ζ¯2. (4.37)
In general the right hand side of (4.36) is non-zero so that the filtered enstrophy is
not conserved. As with the filtered energy equation, the enstrophy equation (4.36)
is not unique and the whole equation can be re-written to give multiple enstrophy
‘conversion’ terms.
As shown above, the filtered equations conserve neither energy nor enstrophy.
With two-dimensional turbulence, energy cascades upscale and enstrophy cascades
downscale (proof shown in Chapter 1). The net upscale and downscale transfer of
energy and enstrophy can be shown numerically. On a HR grid a reference solution
(using the energy conserving Jacobian, JE, with scale selective dissipation, see
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section 4.5) is calculated. At each timestep this reference solution is filtered onto
different sized CR grids. The total energy and the total enstrophy is calculated on
each CR grid. The HR reference solution is assumed to contain all scales. When
filtering the reference solution onto the CR grids, the vorticity on each CR grid will
contain the effects of all of the scales. Therefore, if the total energy increases over
time on the CR grids, this means that the net energy must be being transferred
upscale (from smaller scales than the CR grid can resolve). Similarly, if the total
energy decreases over time on the CR grids, this means that the net energy must
be being transferred downscale (to smaller scales than the CR grid can resolve).
The total energy (
∑
E) and total enstrophy (
∑
Z) is the sum of E and Z
over each cell divided by the number of cells. This means that the amount of E
and Z on each CR grid can be compared. The total E and Z on each CR grid
can be viewed as a time series (see figure 4.5), to show any increase or decrease
in (total) E and Z over time. The HR resolution is 10242, and the CR grids are
comprised of 322, 642, 1282 and 2562 grid cells. The timestep was set to ensure
that the Courant number is close to 0.1, ∆t = 0.002 for the HR grid, and 12500
timesteps were taken so that the simulation was run until time 24.4. Figure 4.5
shows the total E and Z against time for each CR grid. The initial vorticity was
set up as the freely decaying test case (see section 4.7 and Appendix B) shown in
figure 4.1. The left hand plot shows the total energy, which is almost conserved for
the HR scheme. As the resolution decreases the total energy increases over time,
showing that energy is being transferred upscale. The right hand plot shows the
total enstrophy which decreases slightly on the HR grid due to the scale selective
dissipation of the scheme. The total enstrophy decreases for each grid, with the
largest decreases being seen on the coarsest resolutions. This shows that the net
enstrophy is being transferred downscale.
Another way to show the E and Z transfers is to look at plots of dE
dt
and dZ
dt
.
On each CR grid (now using 42, 82, 162, 322, 642, 1282, 2562, and 5122 sized grids)
the total E and Z is calculated. The total E and Z from the grid a factor of 2
smaller is then subtracted to leave the total E and Z at each grid scale (e.g.
∑
E
on the 82 grid is the total energy at scales greater than 82 grid, and
∑
E on the 42
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Figure 4.5:
∑
E and
∑
Z against time for an initially turbulent field for different
resolution CR grids
grid is the total energy at scales greater than 42 grid.
∑
E on the 82 grid subtract∑
E on the 42 grid will give the total energy at the between the 82 and 42 grid
scales). This produces simple energy and enstrophy spectra. On the HR grid the
reference solution is run for 1 timestep, once the flow has developed, and the simple
energy and enstrophy spectra are calculated at both the new and old times. This
can be used to calculate dE
dt
and dZ
dt
as follows (where n is the temporal index) for
each grid scale
dE
dt
=
∑
En+1 −∑En
∆t
, (4.38)
dZ
dt
=
∑
Zn+1 −∑Zn
∆t
.
The change in E and Z at each grid scale can now be investigated. Figure 4.6 shows
both dE
dt
and dZ
dt
for the calculated energy and enstrophy spectra. The initially tur-
bulent field is simulated for 12500 timesteps on the HR grid, to ensure the vortices
start interacting, using ∆t = 0.002. The time derivatives are then calculated over
100 timesteps to ensure that the results are averaged. Positive dE
dt
for a CR grid
scale shows an increase in E at that scale, while negative dE
dt
shows a decrease in
E. The plots from figure 4.6 show that energy is increasing at the largest scales
(i.e. CR grids 42 and 82) and is decreasing at the middle to small scales (i.e. CR
grids 162, 322, 642 and 1282). This means that energy is being transferred from
the middle/small scales to the large scales; energy is being transferred upscale.
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Enstrophy on the other hand is decreasing at the large/middle scales (apart from a
slight increase at the largest scale) and is increasing at the small scales; enstrophy
is being transferred downscale from the large/middle scales to the small scales.
Figure 4.6: dE
dt
and dZ
dt
for an initially turbulent field calculated at different grid
scales (2∆)
This confirms that E and Z are primarily being transferred up and down scale
respectively (i.e. net transfers) when all (relevant) scales are resolved. To show
the effect of each individual ‘small’ scale on the E and Z, a solution without the
effects of these small scales, ζS, needs to be used (see section 4.2.4). ζS removes the
effects of any scales smaller than a specified length scale, ∆, and therefore can be
used to calculate a solution that does not contain the effects of scales smaller than
∆ (assuming that filter errors are negligible). ζHR contains all scales, therefore
the calculated EHR and ZHR spectra will contain the effects of all scales. As ζS
only contains scales larger than ∆, the calculated simple ES and ZS spectra will
only contain the effects of scales larger than ∆. The difference, EHR − ES and
ZHR − ZS, will show the effects of scales less than ∆ at each CR grid scale (i.e.
the effect of the subgrid terms).
The initially turbulent field is simulated for 12500 timesteps on the HR grid
(to ensure that the vortices start interacting and subgrid terms are generated; the
initial and final vorticity are shown in figure 4.1). Figure 4.7 shows the cumulative
effect of the small scales (over the 12500 timesteps) on the total energy at each CR
grid scale for varying sized ∆. The plots show that the subgrid terms are taking
energy out of the middle scales, and are transferring energy to the large scales. The
magnitude of the effects of the subgrid terms decreases as more scales are resolved
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(i.e. ∆ decreasing), but the shape of the simple energy spectrum is similar for each
value of ∆; this suggests that the scales at which energy is added are independent
of the cutoff ∆. This suggests a scale similarity; the small scales are behaving in
a similar way to the large scales in terms of energy transfer. This scale similarity
could be used in the design of a subgrid model.
Figure 4.7: The cumulative effect of the small scales on E at each grid scale for an
initially turbulent field with ∆ equivalent to grid size 25, 26, 27 and 28
The cumulative effect of the small scales (over the 12500 timesteps) on the
total enstrophy at each CR grid scale for varying sized ∆ is shown in figure 4.8.
The subgrid scales are removing large amounts of enstrophy from scales near to the
cutoff. Once again the magnitude of the effect decreases as more of the scales are
resolved, and the shape of the simple enstrophy spectrum is similar for each value
of ∆. The minimum of the simple enstrophy spectrum (where the most enstrophy
is being removed) is close to ∆ and is therefore shifted to the right as more of the
scales are resolved. This shows that most of the enstrophy is being removed near
the grid cutoff.
These tests confirm that energy is transferred upscale and enstrophy is trans-
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Figure 4.8: The cumulative effect of the small scales on Z at each grid scale for an
initially turbulent field with ∆ equivalent to grid size 25, 26, 27 and 28
ferred downscale in two-dimensional turbulence. The subfilter scales (the ‘subgrid
scales’ when using a CR grid) provide an upscale energy cascade and a downscale
enstrophy cascade.
Within the resolved scales of the CR grid there is an upscale transfer of energy
from the smallest resolved scales to the largest resolved scales, however there is
also an upscale transfer of energy from the subgrid scales to the resolved scales
of the CR grid. This means that energy is entering the resolved scales from the
subgrid scales (i.e. the amount of energy on the CR grid will increase). Similarly
there is a downscale transfer of enstrophy from the largest resolved scales to the
smallest resolved scales on the CR grid, and a downscale transfer of enstrophy from
the resolved scales to the subgrid scales. This means that enstrophy is leaving the
resolved scales (the amount of enstrophy on the CR grid will decrease).
If the CR grid cannot capture the scales that provide the upscale/downscale
transfers (in this thesis numerical schemes will be tested on CR grids which will
not capture all of the relevant scales) then the effects must be parametrized by the
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numerical model. All schemes should provide an upscale energy transfer and down-
scale enstrophy transfer within the resolved scales of the CR grid (see numerical
schemes in section 4.5.3) but for ILES to be viable for two-dimensional turbulence
then the numerical schemes must capture both the upscale energy transfer from
the subgrid scales and downscale enstrophy transfer to the subgrid scales.
4.4 Aim of the Numerical Testing
The aim of the numerical testing is to show whether it is possible to implicitly
model the subgrid terms of the barotropic vorticity equation, and therefore assess
whether ILES could be applied accurately to two-dimensional flow. A number of
different numerical schemes will be tested on a CR grid and compared with the
reference solution on the HR grid. The testing should show which of the schemes
are suitable for ILES, and whether the numerical results agree with the theoretical
results.
4.4.1 Methodology
A HR reference solution is calculated using a well known scheme on a grid with
sufficient resolution to calculate all ‘relevant’ scales. The HR grid will resolve
more scales than any of the CR grids and will be composed of 1024 square cells in
each spatial direction (due to computational limitations). On a grid with enough
resolution the choice of numerical scheme for the HR solution should be irrelevant;
the solution should be independent of the scheme. The HR test run will use the
energy conserving Jacobian (see Appendix A and [1]) with scale selective dissipation
(of the form κ∇4ζ, where κ is a parameter that can be tuned). A Robert filter [42]
will be used with the coefficient  = 0.01. Using the energy conserving Jacobian
with scale selective dissipation on the HR grid should ensure that the HR reference
solution is accurate. The HR solution, denoted ζHR, is considered to be the solution
of the continuous equations
∂ζHR
∂t
+
∂uHRζHR
∂x
+
∂vHRζHR
∂y
= 0, (4.39)
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with ∇2ψHR = ζHR, vHR = ∂ψHR
∂x
and uHR = −∂ψHR
∂y
. Filtering the HR reference
solution to a CR grid scale, denoted ζ
HR
, will give an accurate solution of the
filtered equations (filtered to the CR grid scale),
∂ζ
HR
∂t
+
∂uHRζ
HR
∂x
+
∂vHRζ
HR
∂y
= SG, (4.40)
where SG are the exact subgrid terms. Therefore ζ
HR
will include all of the ef-
fects of the subgrid terms. A solution without the effects of the subgrid terms is
generated, and this is denoted by ζS. The difference between the HR reference
solution and the solution without the effects of the subgrid terms, ζ¯HR − ζS, will
give the cumulative effect of the subgrid terms (i.e. scales smaller than the CR
grid scale) over the length of the simulation. The methodology for calculating ζS,
and a discussion about the definition of ‘subgrid terms’, is in section 4.2.4. The
solution ζS needs to solve the filtered equation (with SG = 0), and is calculated as
∂ζS
∂t
+
∂uSζS
∂x
+
∂vSζS
∂y
= 0. (4.41)
Equation (4.41) can be evaluated numerically using the HR grid to ensure that any
discretization errors are negligible. The energy conserving Jacobian will be used to
calculate ζS. The cumulative effects of the subgrid terms can be found on the CR
grid by filtering both ζHR and ζS to the CR grid,
SG = ζ
HR − ζS. (4.42)
As stated in section 4.2.4, SG in equation (4.42) will contain both the subgrid
terms, as defined in equation (4.40), and a filter error due to the cell average filter
smoothing the solution.
The candidate numerical schemes (see section 4.5) are tested on CR grids to
determine whether the given numerical scheme can implicitly model the subgrid
terms of the barotropic vorticity equation. Using a candidate numerical scheme on
the CR grid the filtered equation with SG = 0 is solved. The solution is denoted
ζ¯CR to show that it is a numerical scheme on the CR grid. The numerical scheme
will produce truncation errors on the CR grid, and this can be written as
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∂ζ
CR
∂t
+
∂uCRζ
CR
∂x
+
∂vCRζ
CR
∂y
= TE, (4.43)
where TE is the truncation error for the given numerical scheme. As shown above,
ζ
S
is equivalent to solving (4.43) with TE = 0. Therefore the truncation error for
a numerical scheme can be calculated numerically as
TECR = ζ
CR − ζS. (4.44)
As with the subgrid terms, TE in equation (4.44) will contain both the truncation
error of the numerical scheme and a filter error. This will give the cumulative effect
of the truncation error of the numerical scheme over the length of the simulation.
If the numerical scheme has implicitly modelled the subgrid terms accurately then,
from equations (4.42) and (4.44), TE = SG. Plots of TE and SG will be compared
to see if the subgrid terms have been implicitly modelled by the truncation error of
a numerical scheme. To compare the accuracy of the numerical schemes the ‘overall
error’ will be calculated as |ζHR− ζCR|, normalised by ζHR. If the truncation error
of the CR numerical scheme is similar to the subgrid terms, then ζ
HR ≈ ζCR and
the ‘overall’ error will be small. If the truncation error of the CR numerical scheme
does not equal the subgrid terms, then ζ
HR 6= ζCR and the ‘overall’ error will be
large. The ‘overall’ vorticity error will be calculated at each timestep, and the l2
error norm, defined as
l2 =
(
1
N2
Σij|e2i,j|
) 1
2
, (4.45)
where ei,j is the error at grid cell (i, j) (calculated as ei,j = |ζHRi,j − ζ
CR
i,j ]) and i and
j are the spatial indices in the x and y directions respectively, will be calculated.
The l2 error norm for vorticity will be normalized by the l2 norm of ζ
HR
, and can
then be plotted against time to show the accuracy of the numerical scheme as the
solution evolves.
Other important quantities that need to be considered are energy and enstrophy
(see section 4.3). For a candidate numerical scheme to be suitable for ILES the CR
solution must contain the correct amount of energy and enstrophy. Energy and
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enstrophy can be calculated at each grid cell as
Eij =
1
2
(u2ij + v
2
ij), (4.46)
and
Zij =
1
2
ζ2ij. (4.47)
As the velocities u and v are stored on the edges of the vorticity cells (u at ij ± 1
2
and v at i± 1
2
j for vorticity cell ij), they need to be averaged to the centre of the
cell. The velocities squared are calculated on the cell edges and then averaged to
the centre of the cells to calculate E.
To show whether the numerical schemes are capturing the upscale E and down-
scale Z transfers, the total E and Z for a given CR numerical scheme are calculated
at each timestep. These can be plotted against time and compared with the total
E and Z calculated from ζ
HR
. The total E and Z calculated from ζ
HR
will include
the effects of all scales. If the numerical scheme on the CR grid is implicitly mod-
elling the subgrid terms accurately then the total E and Z from the CR numerical
scheme should show similar behaviour to the total E and Z calculated from the HR
reference solution. Total E should increase on the CR grids (because E is being
transferred to the CR scales from the subgrid scales) and Z should decrease (as Z
is being transferred from the CR scales to the subgrid scales).
For the numerical testing the HR grid will consist of 1024 grid cells in both
spatial directions (also written as 10242). The CR grids used for the testing will
contain 322, 642, 1282 and 2562 grid cells. The domain will be of size 1 and is
doubly periodic.
To assess the accuracy of the CR numerical schemes, the l2 vorticity error
norms, the total energy and total enstrophy will be compared with a ‘bench mark’
scheme on the CR grid. The Benchmark scheme will be a well known scheme with
a simple explicit subgrid model (of the form ∇4ζ) and will be described in more
detail in section 4.5.2. If a candidate scheme is suitable for ILES then it should
perform at least as well as a scheme with a simple subgrid model (the Benchmark
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scheme).
4.5 Numerical Schemes
The numerical schemes that will be tested on the CR grids are described in Ap-
pendix A. The modified equations of some of the schemes were derived in Chapter
2. A comparison of the modified equations of some of the schemes with the ana-
lytical subgrid terms from section 4.2.2 shows similarities between the truncation
errors and the subgrid terms. The modified equation of the Lax Wendroff Flux
Limiter scheme in flux form (as the Courant number c→ 0) was calculated as
ζt+(uζ)x+(vζ)y =

∆x2
12
uζxxx +
∆y2
12
vζyyy − 18∆x2uxxζx − 18∆y2vyyζy
− 1
24
∆x2uxxxζ − 124∆y2vyyyζ, φx, φy > 0,
∆x
2!
(uζx)x +
∆y
2!
(vζy)y, φx, φy = 0.
(4.48)
For the barotropic vorticity equation the subgrid terms were approximated as
SG = 2au¯xζ¯xx + 2bu¯y ζ¯xy + 2av¯xζ¯xy + 2bv¯y ζ¯yy,
where a = −∆x2
24
and b = −∆y2
24
. The Lax Wendroff Flux Limiter scheme and
the approximation of the subgrid terms are both second order in space, and the
modified equation of the Lax Wendroff Flux Limiter scheme and the approximation
of the subgrid terms for the BVE contain velocity dependent diffusion terms. This
shows that there are similarities between the truncation error of a given numerical
scheme and the subgrid terms of the equation, and implies that the Lax Wendroff
Flux Limiter scheme could, theoretically, implicitly model some of the subgrid
terms of the barotropic vorticity equation.
The centred difference Jacobians achieve different conservation properties de-
pending on how the Jacobian is discretized [1]. The Jacobian evaluated in advective
form, J0, does not conserve energy or enstrophy. The Jacobian evaluated in flux
form, JE, conserves energy. The Jacobian using the streamfunction, JZ , conserves
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enstrophy but not energy. Taking a third of the previous three Jacobians, JEZ ,
conserves both energy and enstrophy and is called the Arakawa Jacobian. The
conservation properties can be confirmed numerically. An initially turbulent field
(see section 4.7) on the 27 grid is simulated for 1000 timesteps (with ∆t = 0.005 to
ensure that the Courant number is close to 0.025) using all four of the Jacobians.
Figure 4.9 shows the total E and Z as a time series. If either E or Z is conserved
by a specific scheme then the time series should be constant. The plots show that
each scheme conserves the quantity (or quantities) that it should conserve.
Figure 4.9: Total E and Z against time for the centred difference Jacobians for an
initially turbulent field
It is suggested in the literature for three-dimensional turbulence modelling that
some sort of non-linear diffusion is required for ILES to work accurately [21], and
this can be achieved by using a flux limiter. The requirement of non-linear diffusion
can be tested for two-dimensional turbulence by using a scheme that contains linear
diffusion with and without the addition of a flux limiter. The Utopia scheme [29] is
a third order scheme that has a linear diffusive truncation error. A flux limiter can
be applied [50]. The two schemes (Utopia and Utopia with a flux limiter) can be
compared to see if there is a significant improvement in using the flux limiter and
therefore whether a flux limiter (or some sort of non-linear diffusion) is required
for two-dimensional ILES. The semi-Lagrangian (SL) scheme is also third order
accurate, for linear advection, and can be tested with and without a limiter. It
is also suggested that the numerical scheme must be in flux form [21] for ILES to
work accurately for three-dimensional flow. This is also shown in the theoretical
motivation for ILES for two-dimensional flow, see Chapter 2. This can be tested
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for two-dimensional flow by comparing the Lax Wendroff Flux Limiter scheme in
both flux form and advective form, and by comparing the Utopia and SL schemes;
Utopia is in flux form whereas SL is not conservative. Also tested will be the ENO
UNO scheme in both advective form and flux form.
Schemes that have no theoretical justification to be suitable for ILES will be
tested to show how much of an improvement (if any) the ILES schemes make.
The 1st order scheme is diffusive but it has the wrong magnitude of coefficient of
diffusivity (it is too diffusive). The Lax Wendroff and the centred difference Jaco-
bian schemes have dispersive truncation errors which do not match the analytical
subgrid terms. As the Lax Wendroff scheme can be tested with or without a flux
limiter, this will be a direct comparison between a scheme supposed to be suitable
for ILES and a scheme not supposed to be. Numerical schemes containing explicit
subgrid models will also be considered, and they are discussed in section 4.5.1.
4.5.1 Subgrid Models
Numerical schemes with an explicit subgrid model will also be tested. This is to
determine whether the implicit subgrid models (from the ILES schemes) perform
better or worse than well known explicit subgrid models. The simplest form of
subgrid model is a diffusive term of the form κ∇2ζ where κ is a tunable parameter.
The ∇2ζ is a diffusion term that will remove the small scales. This is similar
to the truncation error of the 1st order scheme. To produce more scale selective
dissipation, a ∇4ζ term can be used. Subgrid models of the form ∇2 and ∇4
are simple to implement but perform quite well. Figure 4.10 shows the numerical
subgrid terms over 1 timestep on the 210 HR grid for the turbulent field (simulated
for 12500 timesteps to ensure there is scale interaction) with a cutoff equivalent
to a grid with 26 grid cells in both spatial directions. Also shown are ∇2ζ¯ and
∇4ζ¯ (note that both the ∇2 and the ∇4 plots have not been scaled to be the same
magnitude as the subgrid terms; in a numerical model this would be achieved by
using an appropriate coefficient). The ∇2 is similar to the numerical subgrid terms,
although it has smoothed most of the features, with a correlation of 0.93. The ∇4
is a very close match to the subgrid terms, with a correlation of 0.90. This shows
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that although the ∇4ζ is a simple subgrid model, it is still quite accurate. The
Arakawa Jacobian with scale selective dissipation of the form κ∇4ζ will be tested.
Figure 4.10: The numerical subgrid terms over 1 timestep (top), ∇2ζ (left) and
∇4ζ (right) with cutoff ∆ = 26 grid
The Smagorinsky subgrid model [46] is a well known subgrid model that is
used for three-dimensional turbulence modelling and discussed in Appendix A.
The energy conserving Jacobian (JE) with the Smagorinsky subgrid model will be
tested. The anticipated potential vorticity method (APVM) [43] conserves energy
and dissipates enstrophy and is discussed in Appendix A. The conservation of
energy and dissipation of enstrophy is achieved by using the energy conserving
Jacobian (JE) and a dissipation term of the form ∇ · (uD), where D is of the
form D = ∇2(θu · ∇ζ). The tunable parameters are chosen using trial and error
on low-resolution simulations. Unless stated, throughout this thesis, for APVM
θ = −2∆3x, where ∆x is the CR grid spacing, and for the Smagorinsky scheme
Cs = 0.2. It is expected that the explicit subgrid models will capture some of
the subgrid terms, but the important test is whether the schemes considered for
ILES can capture more of the subgrid terms (and therefore improve results) or can
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capture the same subgrid terms but without any tuning.
4.5.2 Benchmark Scheme
The Benchmark scheme will use the energy and enstrophy conserving Arakawa Ja-
cobian (JEZ) with scale selective dissipation of the form κ∇4ζ where κ is a tunable
parameter. The ∇4 is a simple subgrid model (it is very easy to implement) and
therefore it is a suitable choice as the Benchmark scheme. For ILES to be use-
ful, the candidate numerical scheme must outperform the Benchmark scheme, i.e.
the implicit subgrid model (from the ILES schemes) must be at least of the same
standard as a simple explicit subgrid model. The HR reference solution will be
calculated using JE with scale selective dissipation of the form κ∇4ζ. The param-
eter κ is chosen by trial and error; a number of CR tests are performed and the
value of κ that produces the most accurate results is used. Unless stated, through-
out this thesis, for the scale selective dissipation (HR and Benchmark schemes)
κ = −0.25∆4x, where ∆x is the grid spacing.
4.5.3 Numerical Schemes: Energy and Enstrophy
As discussed in section 4.3, for a numerical scheme to work accurately for ILES for
unforced two-dimensional flow it must show a downscale transfer of enstrophy from
resolved to unresolved scales, and an upscale transfer of energy from the subgrid
scales to the resolved scales. It can be shown that all the schemes that will be
tested capture an upscale energy transfer from the resolved scales to the larger
resolved scales, i.e. all of the schemes show an upscale energy transfer within the
CR resolved scales (the energy is not from the subgrid scales). This can be shown
in figure 4.11 where the total energy is plotted against the number of timesteps
for the Lax Wendroff scheme, the Lax Wendroff Flux Limiter scheme, the Utopia
scheme and Utopia with a two-dimensional flux limiter. The CR resolution is 642,
and the left hand plot shows the amount of energy each scheme contains on scales
greater than a 22 grid cutoff. The right hand plot shows the amount of energy each
scheme contains on scales greater than a 23 grid cutoff. The plots show that the
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amount of energy in the solutions at these scales for each tested numerical scheme
is increasing with time. This is because energy is being transferred upscale from
the smallest resolved scales.
Figure 4.11: Total energy against time for CR schemes (CR = 642) for scales
greater than 22 (left) and 23 (right)
These plots show that the numerical schemes are performing an upscale energy
transfer within the CR resolved scales. The numerical results showing whether the
schemes can perform an upscale energy transfer from the subgrid scales will be
presented in the next chapter.
4.6 Forced Turbulence
Forced turbulence can be studied by adding a forcing term, F , and a large scale
dissipation term, ζ
τ
, to the barotropic vorticity equation
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
= F − ζ
τ
. (4.49)
Forcing of the form F = A sin(2Kpix), where A is a constant, injects energy at
wave number K. The analytical subgrid terms are unaffected by the forcing (they
are the same as (4.18)).
4.6.1 Energy and Enstrophy of Forced Turbulence
For the continuous forced vorticity equation (4.49) neither energy nor enstrophy
are conserved. Energy is injected at a specified wave number (dependent on the
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forcing), and therefore an increase in energy and enstrophy is possible (depending
on the forcing).
Figure 4.12: Vorticity on HR grid at time 292
To achieve statistically steady forced turbulence the forcing is set up as F =
0.1 sin(32pix) and the dissipation parameter is set to τ = 100. On the HR grid the
turbulent field (described in Appendix B and shown in figure 4.1) is used as the
initial conditions. The numerical scheme used is the energy conserving Jacobian,
JE, with scale selective dissipation of the form ∇8ζ (using ∇4ζ damped the tail of
the spectrum too much). The final vorticity, at time 292, is shown in figure 4.12.
The energy and enstrophy spectra are calculated at time 292 and shown in
figure 4.13, plotted on a log plot against total wave number K. Also shown are
the lines K−5/3 and K−3 to demonstrate the spectral slopes. The energy spectrum
shows a K−3 slope at the smallest scales, and a K−5/3 slope upscale from the
forcing (at wave number 16). The large scale dissipation, due to τ , is shown at the
largest scales. As the enstrophy spectrum can be calculated as
∫
K2E(K)dK, the
enstrophy spectrum shows a K−1 slope.
In the ‘short term’, the forced turbulence test case will be similar to the freely
decaying test case; the subgrid terms will represent vortices being stretched beyond
the grid scale etc. In the ‘long term’, for the statistically steady forced turbulence,
the subgrid terms will provide an upscale energy transfer and a downscale enstro-
phy transfer. The energy and enstrophy spectra of the numerical schemes on the
CR grids at the final timestep, t = 292, will be compared with the HR reference
solutions energy and enstrophy spectra; if the numerical schemes are accurately
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Figure 4.13: Log plot of the energy and enstrophy spectra at time 292 for the
statistically steady forced turbulence test case
modelling the statistically steady forced turbulence then the energy and enstrophy
spectra should show the same spectral slopes as the HR spectra. The total energy
and enstrophy, as with the freely decaying turbulence test case, will also be exam-
ined to show whether the CR solutions contain the correct amount of energy and
enstrophy.
4.7 Numerical Test Cases
The numerical test cases will fall into three categories; the ‘building blocks’ of
turbulence, freely decaying turbulence and forced turbulence. The building blocks
test cases will consider single vortex interactions to get an idea of what happens
in a fully turbulent field. The subgrid terms will be of the ‘short term’ form.
The freely decaying turbulence test cases will use a domain full of different sized
vortices that are left to interact. Initially the subgrid terms can be considered to
be ‘short term’ and many of the individual building blocks will be visible in the
flow. Over time the ‘long term’ subgrid terms become important; the statistics of
the flow, the amount of energy and enstrophy, need to be correctly modelled. The
forced turbulence test cases will use the initial conditions from the freely decaying
turbulence test cases but with some additional forcing. The initial conditions are
generated on the HR grid and filtered onto the CR grid. To ensure that the global
sum of vorticity is zero, all initial states subtract the mean vorticity.
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4.7.1 Building Blocks
These will be the simple test cases that make up turbulent fields. They consist
of single vortices being stretched (stretching beyond the grid scale is represented
by subgrid terms) and multiple vortices joining together (subgrid scale features
interacting with the resolved scale features are represented by subgrid terms).
Vortex Advection
The first test will be the advection of a vortex. The advecting velocity will be
constant and much larger than the vortex velocity, meaning that negligible subgrid
terms will be generated by the flow (only subgrid terms generated by the filter
error). Both a smooth Gaussian vortex and a steep sided vortex will be used to
compare how well the schemes model the resolved scales when there are no subgrid
terms. The smooth Gaussian vortex is generated as described in Appendix B
with the centre of the vortex in the centre of the domain, (1/2, 1/2), and radius
R = 1/4. The steep sided vortex is set up so that it is smooth on the HR grid, but
as resolution decreases it has steeper sides. It is set up as described in Appendix
B with the centre of the vortex at (1/2, 1/2) and radius R = 1/4.
A similar test case is the dipole, where two vortices of the same size but different
sign are placed next to each other. The two vortices propagate across the domain,
but only generate negligible subgrid terms. The initial conditions can be created
by placing either Gaussian or steep vortices in the domain. The centre of the
vortices are chosen to be (3/8, 1/2) and (5/8, 1/2), with radius R = 1/8 and vortex
magnitudes +1 and −1 respectively.
Shear Flow
The shear flow is initialised by placing a large vortex (with radius R = 5/16 and
peak 4) on the boundary (1/2, 0) and a smaller vortex (with radius R = 1/8 and
peak 2) at the centre of the domain (1/2, 1/2). The large vortex will create a shear
flow that will stretch the small vortex. The small vortex will be stretched beyond
the grid scale. Eventually the stretched out vorticity strands will start to merge
into the large vortex.
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Vortex Merger
The vortex merger is produced by placing a large vortex (with radius R = 1/4 and
peak 2) to the west of the domain, with centre (1/4, 1/2), and a smaller vortex (with
radius R = 1/8 and peak 1) to the east of the domain, with centre (19/32, 1/2).
The large vortex will pull the small vortex towards it, stretching the small vortex
out. The small vortex will then merge with the large vortex.
Vorticity Strip
A thin wavy strip of vorticity is placed across the domain as described in Appendix
B. The sides of the thin strip can either be smooth (Gaussian) or steep. The width
of the strip is chosen to be 1/32. The strip follows the pattern of a sine wave across
the domain (without this wave, i.e. if the strip lay horizontal across the domain,
then there would be no evolution). The maximum height of the strip is 2. The
thin strip of vorticity (either with smooth or steep sides) will stretch itself out and
then roll up.
4.7.2 Freely Decaying Turbulence
The domain is initialised with many vortices of different signs and sizes, as described
in Appendix B. During the interactions of the vortices many of the building blocks
will be seen.
4.7.3 Forced Turbulence
The forced turbulence will use the initial conditions described by the freely decaying
turbulence. The forcing will be of the form F = 0.1 sin(32pix) and τ = 100.
Chapter 5
Vorticity Equation Results
The aim of this chapter is to numerically test whether implicit large eddy simula-
tion can successfully be applied to two-dimensional flow. A number of numerical
schemes will be compared with a reference solution to see if the numerical schemes
can capture any of the subgrid terms of the barotropic vorticity equation. The test
cases can be separated into three categories; the ‘building blocks’ of turbulence,
freely decaying turbulence and forced turbulence. The coarse resolution (CR) grids
that will be used are comprised of 322, 642, 1282 and 2562 grid cells. Note that in
this results chapter any plots of ‘subgrid terms’ are actually plots of the cumulative
effect of the subgrid terms and of the filter error. Similarly any plots of ‘truncation
error’ are plots of the cumulative truncation error and filter error (see Chapter 4).
5.1 The Building Blocks of Turbulence
The ‘building blocks’ of turbulence are the individual interactions between vortices.
Vortices can interact in different ways:- they can be stretched out, they can merge
together or they can propagate together. The subgrid terms that are generated
can be considered to be ‘short term’ subgrid terms. There are two types of motion
that are described by subgrid terms:- i) as vortices are stretched out beyond the
grid scale they cannot be resolved; the subgrid terms must remove this feature,
and ii) the vorticity filaments that cannot be resolved on the grid can interact
with the resolved scale vortices; the subgrid terms are the unresolved vorticity
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interacting with the resolved vorticity. The test cases that are considered for the
building blocks of turbulence are vortex advection (and dipole), the shear flow,
vortex merger and the thin strip of vorticity. The initial conditions of the test
cases are described in Chapter 4 and Appendix B.
5.1.1 Advection
The vortex advection test case is used to show how the numerical schemes perform
when there are no subgrid terms. As the advecting velocity is constant the subgrid
terms will be negligible. Both a smooth Gaussian vortex and a steep sided vortex
will be tested. This is to demonstrate how the schemes will behave for smooth and
non-smooth data. The vortex is placed in the centre of the domain and advected
diagonally across the domain (with u, v = 1) back to its starting point. A Courant
number of c = 0.1 (and therefore a timestep of ∆t = 9.8 × 10−5) is used on the
high resolution (HR) grid to ensure stability of the schemes.
The Gaussian vortex is set up so that the vorticity is smooth on all grids and
has a peak of 1 (although this is slightly reduced to ensure that the global sum of
vorticity is zero). The left hand plot of figure 5.1 shows the initial Gaussian vortex.
As the vortex is advected once around the domain the final vorticity will be the
same as the initial vorticity.
Figure 5.1: Initial (and final) vorticity for the vortex advection case plotted on the
HR grid for the Gaussian vortex (left) and the steep vortex (right)
Figure 5.2 shows the final vorticity without the effects of the subgrid terms, ζS,
on the 1282 grid. This is almost identical to the final vorticity including the effects
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of the subgrid terms. As ζHR ≈ ζS the subgrid terms are negligible, and this can
be seen in the right hand plot of figure 5.2 which shows the cumulative effect of the
subgrid terms. The reason that the cumulative subgrid terms’ plot is not exactly
zero is because filter errors occur in the calculation of ζS (see Chapters 2 and 4).
Figure 5.2: Final vorticity without the effects of the subgrid terms (left) and the
cumulative effect of the subgrid terms (right) for the Gaussian vortex advection
case on the 1282 grid
The final vorticity for a selection of the numerical schemes on the 642 grid
for the Gaussian advection case is shown in figure 5.3. The energy and enstrophy
conserving Arakawa Jacobian, denoted JEZ , has kept the shape and magnitude of
the vortex. On the coarsest grids the JEZ scheme produces dispersion errors that
make the peak of the vortex out of phase. As the resolution increases the dispersion
errors decrease and the JEZ scheme performs well. The Lax Wendroff Flux Limiter
scheme (in flux form) has started to square the base and diffuse the peak of the
vortex. The squaring of the base is due to the flux limiter being one-dimensional
and the diffusion of the peak is due to the flux limiter reverting the scheme to 1st
order at the peak and adding diffusion where it is not needed. The squaring of the
base and peak diffusion is worse for the coarser grids, but as the resolution increases
the shape of the vortex becomes circular and the amount of diffusion added by the
scheme decreases. The same results are found for the Lax Wendroff Flux Limiter
scheme in advective form (not shown). The Utopia scheme keeps the shape of the
vortex well, but slightly diffuses the peak on the coarser grids. The ENO UNO
scheme in flux form distorts the shape of the vortex for the coarsest grids but keeps
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the shape of the vortex well as the resolution increases (the same results are found
for the ENO UNO scheme in advective form; not shown).
Figure 5.3: Final vorticity for the Gaussian vortex advection case for JEZ (top
left), Lax Wendroff Flux Limiter in flux form (top right), Utopia (bottom left) and
the ENO UNO scheme in flux form (bottom right) on the 642 grid
The 1st order scheme (not shown) is far too diffusive and removes too much of
the vortex (whilst keeping the shape) even as the resolution increases. The other
centred difference Jacobians and the Lax Wendroff scheme behave similarly, giving
similar results to JEZ . The Arakawa Jacobian with ∇4 dissipation (not shown)
keeps the shape of the vortex well, but produces slight magnitude errors at the
peak, although smaller dispersion errors than the Arakawa Jacobian without any
dissipation, for the coarsest grids. Utopia with a two-dimensional limiter is similar
to the Utopia scheme but it produces a very small amount of squaring on the coars-
est grids and has a slightly more diffused peak. The semi-Lagrangian (SL) scheme
and the semi-Lagrangian scheme with a limiter (denoted SLFL) perform similarly
to the Utopia scheme and Utopia with a two-dimensional limiter respectively. The
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anticipated potential vorticity method (APVM) and the Smagorinsky scheme are
similar to the Arakawa Jacobian with ∇4 dissipation.
Figure 5.4: The normalised l2 vorticity error norms against time for the Gaus-
sian vortex advection on the 642 grid. Note that the error norms for the centred
difference Jacobians are virtually identical
The normalised l2 vorticity error norms for the Gaussian vortex advection on
the 642 grid are shown in figure 5.4 for a selection of numerical schemes. The l2
vorticity error norms for the J0, JEZ , JEZ + ∇4, ENO UNO (in flux form) and
APVM schemes are shown in the left hand plots and the l2 vorticity error norms
for the Lax Wendroff scheme, the Lax Wendroff Flux Limiter scheme (in flux form
with the van Leer limiter), the Utopia scheme and Utopia with a two-dimensional
limiter are shown in the right hand plots. This is so that the error norms for
the schemes can be easily compared. The error norm for the 1st order scheme is
not shown because it is significantly larger than the error norms for all the other
schemes. All the centred difference Jacobians (with or without the scale selective
dissipation) have a virtually identical l2 vorticity error norm, and the error is of
similar magnitude to the Lax Wendroff scheme’s error norm. This is to be expected,
as for a constant advection test case, there is no difference between the advective
form and the flux form of a scheme. The APVM error norm is similar to that of the
Arakawa Jacobian on the coarsest grids but is larger as the resolution increases.
The ENO UNO scheme has a lower error norm than the Arakawa Jacobian (for all
resolution grids), implying that for constant advection and smooth initial conditions
the ENO UNO scheme is more accurate than the Arakawa Jacobian. On the 642
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grid the Lax Wendroff Flux Limiter scheme performs better than the Lax Wendroff
scheme. This is because the dispersion errors for the Lax Wendroff scheme are
larger than the diffusion errors of the Lax Wendroff Flux Limiter scheme. As the
resolution increases (and the vortex appears smoother due to more grid points)
the Lax Wendroff scheme outperforms the Lax Wendroff Flux Limiter scheme.
Both Utopia schemes perform better than the Lax Wendroff and Lax Wendroff
Flux Limiter schemes because the Utopia schemes are third order accurate for
linear advection (compared to second order for the Lax Wendroff schemes) and the
vortex is smooth so the higher order accuracy can be achieved. The SL schemes
(not shown) produce a similar l2 error as the Utopia schemes (both sets of schemes
are third order accurate for linear advection).
For the coarsest grids the flux limiting schemes (Lax Wendroff Flux Limiter and
Utopia with a two-dimensional limiter) outperform the corresponding non-limiting
schemes (Lax Wendroff and Utopia) due to the smoothness of the Gaussian vortex
not being represented due to the lack of resolution. As the resolution increases the
non-limiting schemes outperform the corresponding flux limiter schemes for the
Gaussian vortex advection case because the vortex is smooth and the flux limiter
schemes are too diffusive at the peak.
The steep sided vortex is set up as described in Chapter 4 and Appendix B
and has a peak of 1 (although this is slightly reduced to ensure that the global
sum of vorticity is zero). The vortex is created so that on the HR grid the sides
appear smooth (to ensure accuracy of the HR solution), but when the vortex is
filtered onto the CR grids the sides of the vortex become less well resolved as the
resolution decreases. The steep sided vortex test case is used to show how accurate
the numerical schemes are when there are no subgrid terms and the data are not
smooth. The right hand plot of figure 5.1 shows the initial and final steep sided
vortex.
The final vorticity without the effects of the subgrid terms, ζS, on the 642 grid is
shown in the left hand plot of figure 5.5. The right hand plot shows the cumulative
effect of the subgrid terms. The subgrid terms appear non-negligible; the subgrid
terms have been generated by the filter used at each timestep on the non-linear
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Figure 5.5: Final vorticity without the effects of the subgrid terms (left) and the
cumulative effect of the subgrid terms (right) for the steep sided vortex advection
case on the 642 grid
terms to calculate ζS. In Chapters 2 and 4 it was shown that the cell average filter
does not completely remove the sub-filter scales, and therefore produces a filter
error. These filter errors make up the cumulative subgrid terms’ plot. This implies
that steep gradients produce large filter errors.
The final vorticity for a selection of the numerical schemes on the 322 grid for
the steep sided vortex advection case are shown in figure 5.6. On the coarsest grids
the sides are very steep. The JEZ schemes (and the centred difference Jacobians
and Lax Wendroff) all contain dispersion errors which cause large overshoots and
dispersive waves behind the vortex. As the resolution increases and the vortex
becomes better resolved, the schemes improve. The Lax Wendroff Flux Limiter
scheme is diffusive and therefore handles the steep sides better than the dispersive
schemes. On the coarsest grids the Lax Wendroff Flux Limiter scheme squares
the base of the vortex, due to the one-dimensional flux limiter, but the squaring
decreases as the resolution of the CR grid increases. The same results are found for
the Lax Wendroff Flux Limiter scheme in advective form (not shown). The Utopia
scheme and the Utopia 2D Limiter scheme (not shown) both keep the shape of the
vortex well, although very small overshoots occur for the Utopia scheme. Both SL
schemes (not shown) are very similar to the Utopia schemes; they keep the shape
and the limiter schemes prevent any over/under shoots. The ENO UNO scheme
in flux form produces similar results to the Lax Wendroff Flux Limiter scheme
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Figure 5.6: Final vorticity for the steep sided vortex advection case for JEZ (top
left), Lax Wendroff Flux Limiter in flux form (top right), Utopia (bottom left) and
the ENO UNO scheme in flux form (bottom right) on the 322 grid
(similar results are also found for the ENO UNO scheme in advective form; not
shown). The 1st order scheme (not shown) keeps the circular shape but is far too
diffusive for each CR grid. The Arakawa Jacobian with scale selective dissipation
performs better than the Arakawa Jacobian with no scale selective dissipation (the
dissipation dominates the dispersion errors) but is not diffusive enough at the
steep edges. Increasing the value of κ in the scale selective dissipation improves
results slightly. Both the APVM and the Smagorinsky scheme (not shown) behave
similarly to the Arakawa Jacobian with scale selective dissipation; the subgrid
models dominate the dispersion terms but are not diffusive enough at the steep
edges.
The normalised l2 vorticity error norms for the steep sided vortex advection
on the 642 grid are shown in figure 5.7 for a selection of numerical schemes. As
with the Gaussian vortex, the l2 vorticity error norms for the J0, JEZ , JEZ + ∇4
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Figure 5.7: The normalised l2 vorticity error norms against time for the steep
sided vortex advection on the 642 grid. Note that the error norms for the centred
difference Jacobians are virtually identical
and ENO UNO (in flux form) schemes are shown in the left hand plots and the l2
vorticity error norms for the Lax Wendroff, Lax Wendroff Flux Limiter (flux form
with the van Leer limiter), Utopia and Utopia 2D Limiter schemes are shown in the
right hand plots. The results show that the centred difference Jacobians are poor
at modelling the steep sided data. The JEZ scheme with scale selective dissipation
is also poor; the ∇4 dissipation is too scale selective to handle the very steep sides
of the vortex. The diffusive schemes (either through their truncation errors or due
to additional diffusion terms) all perform better than the non diffusive schemes for
all grid sizes.
When the sides of the vortex are steep the flux limiting schemes outperform
the corresponding non-limiting schemes on the advection test because the flux
limiting schemes contain enough diffusion to handle the steep sides. Schemes with
a linear diffusion (e.g. Utopia, Benchmark etc) perform better than schemes with
no diffusion (schemes with a leading order dispersive error) but are not as good
as the non-linear flux limiting schemes. This is because the flux limiting schemes
produce the right amount of diffusion in the correct areas, i.e. at the steep edges.
5.1.2 Dipole
The dipole test case can be created by placing two vortices of equal magnitude
(but different signs) next to each other in the domain. The vortices interact by
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propagating across the domain. The dipole test case is similar to the advection
test case because negligible subgrid terms are generated by the flow. The initial
and final vorticity are shown in figure 5.8. The results for the dipole test case
(not shown) are almost identical to the advection test cases; when the data are
smooth the non-limiting schemes outperform the equivalent flux limiter schemes,
and when the data are steep the flux limiting schemes outperform their non-limiting
counterparts.
Figure 5.8: Initial and final vorticity (time 17) for the dipole test case on the HR
grid
For a smooth profile with negligible subgrid terms (and enough resolution to
represent the smoothness) the flux limiting schemes are too diffusive when com-
pared with the corresponding non-limiting scheme. This shows that the non-
limiting schemes model the smooth data (with negligible subgrid terms) better
than their flux limiting counterparts. This means that in a test case where there is
very little subgrid activity and well resolved features, or in a region of the domain
away from any subgrid activity, the non-limiting scheme will perform better. For
the steep sided test case the flux limiting schemes outperform the schemes that are
not diffusive. This means that when the data are steep the flux limiting schemes
will perform better. The results also show that for the vortex advection case (or
where the subgrid terms are negligible) it makes no difference whether the flux
form or the advective form of the scheme is used.
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5.1.3 Shear Flow
A large vortex (with a maximum vorticity value of 4) is placed at y = 1 and a
smaller vortex (with a maximum vorticity value of 2) is placed in the centre of
the domain (see Chapter 4 and Appendix B). Both vortices are smooth, and the
timestep is set up as ∆t = 0.001, to ensure that the Courant number is less than 0.1.
The large vortex creates a shear flow for the small vortex. The small vortex gets
stretched out, eventually being stretched beyond the grid scale of the CR grids.
The small stretched out vortex interacts with itself at the edges of the domain
(doubly periodic domain) and starts to merge with the large vortex. Figure 5.9
shows the initial vorticity for the shear flow and the vorticity on the HR grid at
times 4, 14 and 39.
Figure 5.9: The initial vorticity for the shear flow and how the vorticity evolves at
times 4, 14 and 39 on the HR grid
On the CR grids, the centred difference Jacobians and the Lax Wendroff scheme
produce dispersion errors around the path of the small vortex. As time increases
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and the small vortex is increasingly stretched out, the centred difference Jacobians
and the Lax Wendroff scheme produce grid scale noise in the centre and the cor-
ners of the domain. The Benchmark scheme, JEZ with scale selective dissipation,
does not produce any grid scale noise because it is sufficiently diffusive. As the
small vortex is stretched beyond the grid scale the Benchmark scheme removes the
feature, so that at time 20 on the coarsest grids the small vortex is diffused com-
pletely. The Lax Wendroff Flux Limiter scheme (in both flux and advective form)
is similar to the Benchmark scheme in that it removes the features of the small
vortex when the small vortex is stretched out beyond the grid scale. However, the
Lax Wendroff Flux Limiter scheme leaves a point of vorticity in the centre of the
domain (at the centre of the small vortex). The ENO UNO scheme (in flux and
advective form) is similar to the Lax Wendroff Flux Limiter scheme; it removes
vorticity on the stretched out vortex, it does not produce any grid scale noise but
it does leave a point vortex in the centre of the domain. The Utopia schemes and
SL schemes (both with and without limiters) are similar to the Lax Wendroff Flux
Limiter scheme but they are able to represent more detail on the small vortex. The
Utopia schemes and SL schemes all leave a point vortex in the centre of the domain.
The Utopia and SL schemes without limiters can produce slight over- and under-
shoots on the path of the small vortex, whereas the Utopia and SL schemes with
limiters do not. On the coarsest grids all the diffusive schemes completely diffuse
the small vortex by time 20. The 1st order scheme is too diffusive and removes
the small vortex (and diffuses the large vortex) much more quickly than any of
the other diffusive schemes. The APVM and the Smagorinsky scheme are either
too diffusive, i.e. completely diffuse the small vortex, or not diffusive enough, i.e.
generate grid scale noise, depending on the choice of parameters.
Figure 5.10 shows the vorticity at time 4 on the 642 grid for the JEZ , JEZ
with scale selective dissipation, Lax Wendroff Flux Limiter in flux form and semi-
Lagrangian schemes. These plots can be compared with the the top right plot of
figure 5.9 which shows the HR reference solution at time 4.
As the small vortex is stretched out around the large vortex it interacts with
itself at the corners of the domain (see the final plots of figure 5.9). On the coars-
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Figure 5.10: Vorticity at time 4 for the shear flow test case for JEZ (top left), JEZ
with scale selective dissipation (top right), Lax Wendroff Flux Limiter in flux form
(bottom left) and semi-Lagrangian (bottom right) on the 642 grid
est grids the diffusive schemes have all removed the small stretched out vortex
and therefore cannot show this interaction in the corners of the domain. As the
resolution is increased, the diffusive schemes represent more of the small vortex
and therefore can model the interaction in the corners of the domain. On all CR
grids, the schemes that do not contain enough diffusion (e.g. the centred difference
Jacobians) produce grid scale noise that covers the whole of the domain and there-
fore do not model the interaction in the corners of the domain. For the schemes
that left the point vortex in the centre of the domain, as time increases all of these
schemes are able to diffuse the point vortex.
The subgrid terms for the shear flow test case represent the stretched out vortex
as it is stretched beyond the CR grid scale. Also, in the corners of the domain, the
stretched out vortex (stretched beyond the CR grid scale) interacts with itself and
this interaction is represented by subgrid terms.
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Figure 5.11 shows the vorticity without the effects of the subgrid terms, ζS
at time 4 on the 642 grid. Around the edges of the small vortex grid scale noise
has been generated (note the similarities between the vorticity without the effects
of the subgrid terms and the dispersion error generated by the JEZ scheme in
figure 5.10). The cumulative effect of the subgrid terms is also shown in figure
5.11 and the subgrid terms at time 4 take effect around the small vortex. This is
because the small vortex is being stretched beyond the CR grid scale. Without the
effects of the subgrid terms the stretched vortex cannot be properly represented
on the grid, and this produces grid scale noise. This shows that the subgrid terms
are diffusive and that they are diffusing the small vortex as it is being stretched
out. For a numerical scheme to capture the subgrid terms (either explicitly with a
subgrid model or implicitly through the scheme’s truncation error) the numerical
scheme must contain the correct amount of diffusion to remove the grid scale noise
without distorting the shape of the stretched out vortex. To see whether the tested
numerical schemes can capture the subgrid terms the cumulative truncation errors
of the numerical schemes are used.
Figure 5.11: The vorticity without the effects of the subgrid terms (left) and the
cumulative effect of the subgrid terms (right) for the shear flow test case on the
642 grid at time 4
If the cumulative truncation error of a numerical scheme is similar to the cumu-
lative effects of the subgrid terms, then this means that the given numerical scheme
is capturing some of the subgrid terms through the numerical scheme’s truncation
error. The cumulative truncation errors of the JEZ , JEZ with scale selective dissi-
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pation, Lax Wendroff Flux Limiter in flux form and semi-Lagrangian schemes at
time 4 on the 642 grid are shown in figure 5.12. These truncation error plots can
be compared with the cumulative subgrid terms in figure 5.11 to show if the given
numerical scheme is capturing the subgrid terms. The JEZ scheme’s truncation
error does not match the cumulative subgrid terms for any time; in some areas of
the domain the truncation error is the opposite sign to the subgrid terms, implying
that not only is the JEZ scheme not capturing the subgrid terms, it is amplifying
the resulting ‘subgrid error’ through the JEZ scheme’s dispersion errors. The re-
sults are similar for all the other centred difference Jacobians and the Lax Wendroff
scheme. The Benchmark scheme captures some of the subgrid terms on the path
of the small vortex, where the subgrid terms show a negative line which is enclosed
by positive lines (this shows the subgrid terms are diffusive for positive vorticity).
The cumulative truncation error of the Benchmark scheme is not an exact match
to the subgrid terms but it is of a similar shape and magnitude. This is because the
JEZ scheme with scale selective dissipation is slightly too diffusive. Note that de-
creasing the size of κ in the scale selective dissipation term results in some residual
grid scale noise and a decrease in accuracy. The Lax Wendroff Flux Limiter in flux
form and semi-Lagrangian scheme both capture the pattern of the subgrid terms
with their respective truncation errors at time 4, however both schemes’ truncation
errors have a positive point in the centre of the domain corresponding to the centre
of the small vortex that has not been stretched out properly by the schemes. The
Lax Wendroff Flux Limiter scheme in advective form and both forms of the ENO
UNO scheme are similar to the Lax Wendroff Flux Limiter scheme in flux form,
in that they capture most of the subgrid terms with their truncation errors but
they also struggle to remove the centre of the small vortex. The Utopia schemes
(with or without a flux limiter) and the SL scheme with a limiter are similar to the
semi-Lagrangian scheme.
In the corners of the domain, the small stretched out vortex interacts with
itself. On the coarsest grids the subgrid terms are generated by the subgrid vorticity
interacting with itself and the resolved vorticity. In the corners on the coarsest grids
none of the numerical schemes manage to represent these subgrid terms with their
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Figure 5.12: Cumulative truncation error at time 4 for the shear flow test case for
JEZ (top left), JEZ with scale selective dissipation (top right), Lax Wendroff Flux
Limiter in flux form (bottom left) and semi-Lagrangian (bottom right) on the 642
grid
truncation errors. As the resolution increases the vorticity in the corners of the
domain can be resolved, and therefore the diffusive schemes are able to represent
the interaction in the corners of the domain, while the dispersive schemes produce
grid scale noise.
The overall error is calculated as |ζ¯HR−ζCR| for each numerical scheme. The l2
vorticity error norms (normalised by the l2 norm of ζ¯
HR) against time for the shear
flow case are shown in figures 5.13 and 5.14 for the 642 and 2562 grids respectively.
Only a selection of schemes are shown. The left hand plots show the l2 vorticity
error norms for the JEZ + ∇4, SL, SLFL, ENO UNO (in flux form) and APVM
schemes and the right hand plots show l2 vorticity error norms for the JEZ +∇4,
Lax Wendroff Flux Limiter (flux form with the van Leer limiter), Utopia, Utopia
2D Limiter and Smagorinsky schemes. The JEZ with scale selective dissipation
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scheme is shown in both plots as this is the Benchmark scheme. The error norm
for the 1st order scheme is not shown because it is significantly larger than the error
norms of the other schemes. The error norms of the centred difference Jacobians
and the Lax Wendroff scheme are not shown because they too are much larger than
those of the diffusive schemes and therefore distort the plots. The vorticity error
norms for the APVM and Smagorinsky schemes are only shown on the 642 grid
because their error norms are much larger than those of the diffusive schemes on
the 2562 grid.
Figure 5.13: The normalised l2 vorticity error norms against time for the shear flow
test case on the 642 grid
The schemes without any form of diffusion perform badly, with the error in-
creasing rapidly around time t ≈ 4. This is the point where the small vortex has
started to be stretched beyond the grid scale, and the schemes without any diffu-
sion, the centred difference Jacobians and Lax Wendroff, fail to capture the subgrid
terms. The JEZ with scale selective dissipation scheme captures the subgrid terms,
through the scheme’s truncation error, and keeps the shape of the large vortex
and therefore it has a small error norm for each grid. The Lax Wendroff Flux
Limiter scheme performs well; on each grid the overall error is comparable to the
Benchmark scheme. This is because both schemes are successfully modelling the
effects of subgrid terms; the Lax Wendroff Flux Limiter scheme implicitly through
the truncation error, and the Benchmark scheme through the ∇4 scale selective
dissipation term. The errors for the Utopia schemes and the SL schemes are very
similar to each other, with almost no difference when the limiter is used. The ENO
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UNO scheme has an error norm that is comparable with the Benchmark scheme
for all CR grids. The ENO UNO scheme has a slightly smaller error norm (for each
grid) than the Lax Wendroff Flux Limiter scheme because the ENO UNO scheme
is more accurate when the data are smooth (i.e. modelling the large vortex; see ad-
vection test cases). The APVM and Smagorinsky schemes’ error norms are larger
than the Benchmark scheme because, depending on the parameters, the APVM
and Smagorinsky schemes are either too diffusive or too dispersive. With an opti-
mum parameter choice (based on trial and error; see Appendix A) the APVM and
Smagorinsky schemes’ error norms are still larger than the Benchmark scheme’s
error norm, implying that a subgrid model of the form ∇4ζ is better than the sub-
grid models used by APVM and Smagorinsky (for the two-dimensional shear flow
case).
Figure 5.14: The normalised l2 vorticity error norms against time for the shear flow
test case on the 2562 grid
Figure 5.15 compares the l2 vorticity error norms for the centred difference
Jacobians for the shear flow test case on the 1282 grid. Included in the plot is JEZ
with scale selective dissipation to show how much larger the error norms are for the
Jacobians with no dissipation. None of the centred difference Jacobians’ truncation
errors match the subgrid terms, therefore these schemes are not capturing the
subgrid terms through their truncation errors. The error norms for the centred
difference Jacobians are larger than those of the diffusive schemes because the
diffusive schemes are able to capture some of the subgrid terms whereas the centred
difference Jacobians do not. The Jacobians all have a similar sized error norm, but
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it can be seen that the Jacobians in conservative form have a lower error than
J0. The energy conserving Jacobian, JE, outperforms the Jacobian that conserves
enstrophy and JEZ . This may be because on the CR grids, using the filtered
equations, enstrophy is not conserved; it is transferred downscale and therefore
removed on the CR grids.
Figure 5.15: The l2 vorticity error norms against time for the shear flow test case
on the 1282 grid comparing the centred difference Jacobians
The results for the shear flow test show that some schemes can implicitly cap-
ture some of the subgrid terms. The subgrid terms are primarily diffusive, they
remove the small vortex when it is stretched beyond the grid scale, so schemes
with the right amount of diffusion capture the primary effect of the subgrid terms.
However, all of the schemes fail to capture the subgrid terms when the stretched
out vortex interacts with itself in the corner of the domain. The shear flow test
can be repeated using steep sided vortices instead of smooth vortices. The results
(not shown) are very similar to the results for the shear flow using Gaussian vor-
tices, except that for the steep sided vortices the flux limiting schemes outperform
their non-limiting counterparts (e.g. Utopia and SL with limiters have less error
than Utopia and SL without limiters), and perform better when compared with the
Benchmark scheme. This is because the flux limiter schemes perform better than
the linear diffusion schemes when handling steep sided vortices (as shown with the
advection case).
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5.1.4 Vortex Merger
The vortex merger is an important test case because it shows what happens when
vortices of the same sign interact. A large circular vortex (magnitude 2) and a
small circular vortex (magnitude 1) are placed next to each other in the domain.
The small vortex gets pulled towards the large vortex and the vortices merge. The
dimensionless timestep used is ∆t = 0.002 to ensure that the Courant number is
close to 0.1 for the HR grid (and less than 0.1 for the CR grids) to ensure stability of
the schemes. The initial vorticity and how the vorticity evolves at times 4, 14 and
24 on the HR grid is shown in figure 5.16. The subgrid terms represent the small
vortex being stretched out by the large vortex, and by subgrid vorticity interacting
with the large vortex.
Figure 5.16: The initial vorticity for the vortex merger test case and the vorticity
at times 4, 14 and 24 on the HR grid
As with the shear flow test case the centred difference Jacobians and the Lax
Wendroff scheme produce dispersion errors along the path of the small vortex. As
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the small vortex is being stretched beyond the grid scale the centred difference Ja-
cobians and the Lax Wendroff scheme create grid scale noise because these schemes
are not diffusive enough to represent the effects of the subgrid terms. Eventually
the whole domain becomes affected by the grid scale noise. The Benchmark scheme
is diffusive enough to capture some of the subgrid terms and therefore produces
no grid scale noise. The Benchmark scheme keeps the shape of both the stretched
out small vortex and the large vortex well. The Lax Wendroff Flux Limiter scheme
(in both flux and advective form) is similar to the Benchmark scheme; it keeps the
shape of both vortices well and does not produce any grid scale noise. However, the
Lax Wendroff Flux Limiter scheme is slightly too diffusive at the peak of the large
vortex. This is due to the Lax Wendroff Flux Limiter scheme reverting to 1st order
at this point. Both the Benchmark scheme and the Lax Wendroff Flux Limiter
scheme are slightly too diffusive; both schemes have smoothed out the features of
the small vortex too much. The Utopia and SL schemes (with or without limiters)
keep the magnitude of the small vortex better than the Benchmark or the Lax
Wendroff Flux Limiter scheme; the Utopia and SL schemes have been less diffusive
at these points. Without the limiters very small over- and under- shoots can occur
for the Utopia and SL schemes. The ENO UNO scheme (in both flux and advective
form) is similar to the Lax Wendroff Flux Limiter scheme. The APVM and the
Smagorinsky scheme are similar to the Benchmark scheme, except, depending on
the choice of parameters, the APVM and Smagorinsky schemes either produce grid
scale noise or are too diffusive on the large vortex. The 1st order scheme is too
diffusive and diffuses much of the small vortex before the vortices have merged.
Figure 5.17 shows the vorticity for the Lax Wendroff, Benchmark, Lax Wendroff
Flux Limiter in flux form and semi-Lagrangian schemes at time 14 on the 642 grid
for the vortex merger test case. The dispersion errors and grid scale noise are clear
for the Lax Wendroff scheme. The other three plots show that the Benchmark, Lax
Wendroff Flux Limiter in flux form and semi-Lagrangian schemes keep the shape
of the vortices well.
Initially the large vortex pulls at the small vortex and the small vortex is
stretched out. The subgrid terms describe the small vortex as it is stretched beyond
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Figure 5.17: Vorticity at time 14 for the vortex merger test case for Lax Wen-
droff (top left), JEZ with scale selective dissipation (top right), Lax Wendroff Flux
Limiter in flux form (bottom left) and semi-Lagrangian (bottom right) on the 642
grid
the grid scale of the CR grid. These subgrid terms are diffusive; the vorticity cannot
be represented on the CR grid and therefore the features need to be removed. As
time increases the small vortex and the large vortex merge. Any of the small vortex
that cannot be represented by the grid will also merge with the large vortex. These
subgrid terms are subgrid scale features rejoining the resolved scale features.
The vorticity without the effects of the subgrid terms, ζS, and the cumulative
effect of the subgrid terms are shown in figure 5.18 on the 642 grid at time 14.
Without the effects of the subgrid terms, ζS cannot remove the stretched out
vorticity and this creates the grid scale noise. The pattern of the cumulative
subgrid terms on the path of the small stretched out vortex is similar to the shear
flow test case:- there is a strip of negative between two strips of positive. This
indicates that the subgrid terms at this point are being diffusive. At the head of
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the small stretched out vortex, (0.3, 0.3), the cumulative subgrid terms contain a
large patch of negative. This patch of negative is where the subgrid scale vorticity
is starting to merge with the large vortex and therefore is having an effect on the
resolved scale vorticity.
Figure 5.18: The vorticity without the effects of the subgrid terms (left) and the
cumulative effect of the subgrid terms (right) for the vortex merger test case on
the 642 grid at time 14
Figure 5.19 shows the cumulative truncation errors of the Lax Wendroff, Bench-
mark, Lax Wendroff Flux Limiter in flux form and SL schemes for the vortex merger
test case on the 642 grid at time 14. As with the shear flow test case the Lax Wen-
droff scheme produces dispersion errors that do not match with the cumulative
subgrid terms. The truncation error of the Lax Wendroff scheme fails to capture
any of the subgrid terms on the path of the stretched out vortex; much of the cu-
mulative truncation error of the Lax Wendroff scheme has the opposite sign to the
cumulative subgrid terms. The Benchmark scheme, the Lax Wendroff Flux Limiter
scheme and the SL scheme capture the basic shape of the subgrid terms with their
respective truncation errors, although there are small differences in magnitude for
each one. The differences in magnitude are due to the Benchmark scheme and the
Lax Wendroff Flux Limiter scheme being too diffusive and smoothing out the small
vortex. The centred difference Jacobians produce a similar truncation error to the
Lax Wendroff scheme:- dispersion errors and grid scale noise that does not match
the subgrid terms. The ENO UNO scheme, in both flux and advective form, is sim-
ilar to the Lax Wendroff Flux Limiter scheme in flux form, and the Utopia schemes
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are similar to the SL scheme. The advective form of the Lax Wendroff Flux Limiter
scheme produces very similar results to the Lax Wendroff Flux Limiter scheme in
flux form.
Figure 5.19: Cumulative truncation errors at time 14 for the vortex merger test
case for Lax Wendroff (top left), JEZ with scale selective dissipation (top right),
Lax Wendroff Flux Limiter in flux form (bottom left) and SL (bottom right) on
the 642 grid. Correlation coefficients of 0.08, 0.36, 0.43 and 0.55 respectively when
compared with the cumulative subgrid terms plot (figure 5.18)
Figure 5.20 shows both the vorticity without the effects of the subgrid terms,
ζS, and the cumulative effect of the subgrid terms on the 1282 grid at time 24.
The subgrid terms follow the path of the small vortex as it interacts with the
large vortex. This shows that the subgrid terms have a large effect on the large
vortex. The subgrid terms are diffusive; this can be seen on the subgrid terms’
plot on the path of the small vortex where there is a negative strip in between two
positive strips. At the end of the path of the small vortex, around grid coordinates
(0.2, 0.6), there is a small patch of negative on the cumulative subgrid terms’ plot.
This small negative patch is where subgrid features (vorticity on the small vortex
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that has been stretched beyond the grid scale) are interacting with the resolved
vorticity of the large vortex.
Figure 5.20: The vorticity without the effects of the subgrid terms (left) and the
cumulative effect of the subgrid terms (right) for the vortex merger test case on
the 1282 grid at time 24
At time 24 the subgrid terms follow a similar pattern to the subgrid terms at
time 14:- the subgrid terms are diffusive where the small vortex is being stretched
out, and the subgrid features are merging with the resolved vorticity at the end of
the path of the small vortex. The results when comparing the truncation errors to
the subgrid terms at time 24 on the 1282 grid are similar to the results on the 642
grid at time 14. The non-diffusive schemes, the centred difference Jacobians and
Lax Wendroff, all produce dispersion errors that are not the same as the effects of
the subgrid terms. The diffusive schemes (Benchmark , Lax Wendroff Flux Limiter,
ENO UNO, Utopia and and SL schemes) all have a truncation error of a similar
shape to the subgrid terms on the path of the small vortex. With an optimal
choice of parameter the APVM and Smagorinsky schemes also have truncation
errors that are similar to the subgrid terms on the path of the small vortex. The
truncation errors for the APVM and Smagorinsky schemes are due to the subgrid
models of these schemes, and therefore these subgrid models are capturing some of
the subgrid terms.
Figure 5.21 shows the cumulative truncation errors at time 24 on the 1282
grid for the Lax Wendroff and Lax Wendroff Flux Limiter schemes for the vortex
merger test case. The cumulative truncation error plots demonstrate that the
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Figure 5.21: Cumulative truncation error at time 24 for the vortex merger test
case for Lax Wendroff (left) and Lax Wendroff Flux Limiter in flux form (right) on
the 1282 grid. Correlation coefficients of 0.24 and 0.46 respectively when compared
with the cumulative subgrid terms plot (figure 5.20)
non-diffusive schemes generate grid scale noise and dispersion errors that do not
match the cumulative effect of the subgrid terms (shown in figure 5.20), whereas
the diffusive schemes are able to capture some of the subgrid terms along the path
of the small stretched out vortex.
At the end of the path of the small vortex the subgrid terms are representing
the subgrid vorticity merging with the resolved scale vorticity. This is shown on the
plot of the subgrid terms, figures 5.18 and 5.20, by a patch of negative. None of the
schemes are able to capture these subgrid terms with their truncation error. The
non-diffusive schemes produce grid scale noise at these points, whilst the diffusive
schemes are diffusive at these points and the truncation errors actually have the
opposite sign to the subgrid terms.
The l2 vorticity error norms against time for the vortex merger case on the 64
2
and 1282 grids are shown in figures 5.22 and 5.23. Only a selection of schemes are
shown; JEZ +∇4, SL, SLFL, ENO UNO (in flux form) and APVM are shown in
the left hand plots and JEZ +∇4, Lax Wendroff Flux Limiter (flux form with the
van Leer limiter), Utopia, Utopia 2D Limiter and Smagorinsky schemes are shown
in the right hand plots. The JEZ with scale selective dissipation scheme is shown
in both plots because this is the Benchmark scheme.
The Lax Wendroff, 1st order and centred difference Jacobian schemes are not
shown because they each have a very large error norm when compared to the other
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Figure 5.22: The l2 vorticity error norms against time for the vortex merger test
case on the 642 grid
Figure 5.23: The l2 vorticity error norms against time for the vortex merger test
case on the 1282 grid
schemes. The centred difference Jacobians and the Lax Wendroff scheme have
a large l2 vorticity error norm because they fail to capture the subgrid terms:-
the subgrid terms are diffusive, but the centred difference Jacobians and the Lax
Wendroff scheme are dispersive and therefore amplify the error that arises due to
not capturing the subgrid terms. The 1st order scheme is far too diffusive and
therefore has a large error norm. For each CR grid the l2 vorticity error norm for
the dispersive schemes rises rapidly around time t ≈ 5; this is where the vortices
start to interact with each other and the subgrid terms become important.
The Lax Wendroff Flux Limiter scheme has a similar sized error norm to that
of the Benchmark scheme. This is because they are both diffusive and capture the
primarily diffusive effect of the subgrid terms; Lax Wendroff Flux Limiter implicitly
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through its truncation error, and JEZ + ∇4 explicitly through the scale selective
dissipation term. The Utopia and SL schemes have a very similar sized error norm
to each other. The Utopia and SL schemes outperform the Benchmark scheme for
all CR grids at all times. This is because the Utopia and SL schemes are capturing
the subgrid terms (through the diffusive truncation errors) better than the JEZ+∇4
scheme and because the Utopia and SL schemes are higher order accurate (third
order for linear advection compared to the second order for the Benchmark scheme)
and therefore model the large vortex better. The Utopia and SL schemes without
limiters have slightly smaller error norms than the Utopia and SL schemes with
limiters. The APVM has a very similar error norm to the Benchmark scheme (for
all CR grids) while the Smagorinsky scheme has a larger vorticity error norm than
the Benchmark scheme implying that a subgrid model of the form ∇4 is better
than a subgrid model of the Smagorinsky form (for the two-dimensional vortex
merger test case). A comparison of the flux form with the advective form of the
Lax Wendroff Flux Limiter and ENO UNO schemes (not shown in the l2 vorticity
error norm plots) shows that there is a very small improvement when using the
flux form of the numerical schemes.
The results for the vortex merger test case show that the Lax Wendroff Flux
Limiter scheme, the ENO UNO scheme, the Utopia schemes and the SL schemes all
capture some of the subgrid terms better than the Benchmark scheme. The results
can be used to determine whether a flux limiter is required to capture the subgrid
terms. The results show that the Utopia scheme and the Utopia 2D Limiter scheme
both capture some of the subgrid terms and have similar sized error norms. This
shows that the use of a flux limiter is not essential to accurately implicitly model
the subgrid terms, provided that the original scheme is diffusive itself (Utopia is a
diffusive scheme). The same results can be found with the SL scheme; the use of
the limiter is not vital and does not improve results for the vortex merger test case
because the SL scheme without a limiter is diffusive. For Lax Wendroff the use of
a flux limiter is vital, but this is because Lax Wendroff is not diffusive; it needs the
flux limiter to become diffusive and to capture some of the subgrid terms.
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5.1.5 Vorticity Strip
A thin strip of vorticity is placed across the domain. This test can be performed for
both a smooth strip and a steep sided strip. The initial vorticity and the vorticity
at times 24, 48 and 97 is shown in figure 5.24 for the smooth sided vorticity strip.
A timestep of ∆t = 0.004 is used to ensure that the Courant number is close to
0.1 on the HR grid. The strip of vorticity is stretched out and then wraps itself up
at the edge of the domain. As the strip is being stretched out, it can be stretched
beyond the grid scale and this is represented by subgrid terms. To capture all the
subgrid terms the numerical schemes must diffuse vorticity on the strip, but then
represent the subgrid vorticity joining the resolved vorticity when the strip wraps
up.
Figure 5.24: Initial vorticity and vorticity at times 24, 48 and 97 for the smooth
vorticity strip test on the HR grid
All the centred difference Jacobians and the Lax Wendroff scheme produce
dispersion errors and grid scale noise but they keep the shape of the vorticity
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strip well. The Benchmark scheme is too diffusive on the coarsest grids but keeps
the shape of the strip. The behaviour of the APVM and Smagorinsky schemes
is dependent on the choice of parameter; the APVM and Smagorinsky schemes
are similar to the Benchmark scheme if a large parameter is used (too diffusive)
and similar to the centred difference Jacobians if a small parameter is used (not
diffusive enough). The Lax Wendroff Flux Limiter, ENO UNO, Utopia and SL
schemes all produce spurious vortices along the path of the vorticity strip. The
JEZ , Benchmark, Lax Wendroff Flux Limiter in flux form and SL schemes on the
642 grid at time 24 are shown in figure 5.25.
Figure 5.25: Vorticity at time 24 for the JEZ (top left), JEZ with scale selective
dissipation (top right), Lax Wendroff Flux Limiter in flux form (bottom left) and
SL scheme on the 642 grid
To demonstrate the spurious vortices, figure 5.26 shows the Utopia 2D Limiter
scheme on each of the CR grids at time 24. The solution on each grid differs
greatly:- on the coarsest grid the scheme has separated the strip into two vortices,
one in the centre and one at the edge, whilst on each of the other grids the Utopia
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2D Limiter scheme has created spurious vortices along the path of the strip. This
behaviour is not unique to the Utopia 2D Limiter scheme and occurs for any of the
schemes which contain some sort of upwinding (it can be seen in figure 5.25 for the
Lax Wendroff Flux Limiter and SL schemes).
Figure 5.26: Vorticity at time 24 for the Utopia 2D Limiter scheme on the 322, 642,
1282 and 2562 grids
The spurious vortices occur for the upwinding schemes when the sign of the
velocity changes. This is shown in figure 5.27 where the black lines show where
the Courant numbers in the x and y direction (denoted cx and cy) change sign
for the Utopia 2D Limiter scheme. The spurious vortices are generated because
at the centre of the domain both u = 0 and v = 0; when the velocities change
sign the upwinding schemes decrease by an order of accuracy and this can lead to
the production of spurious vortices. The spurious vortex that forms at the centre
of the domain grows in size and this results in two more spurious vortices being
produced. This phenomenon is not unique to the vorticity strip test case; it can
be seen for some of the schemes for the shear flow test case where the scheme has
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not removed the small vortex at the very centre of the domain (see figure 5.10).
Figure 5.27: Vorticity at times 13.7 and 19.5 for the Utopia 2D Limiter scheme
and where u and v change sign on the 1282 grid
The cumulative effects of the subgrid terms are shown in figure 5.28, for the
642 grid at time 24. The subgrid terms are prominent on the stretched out strip
(near the centre of the domain). Here the strip is being stretched beyond the
grid scale so the subgrid terms are diffusive; they are removing features on the
resolved scales. This can be seen by the large negative strip sandwiched between
two positive strips in the centre of the domain of the plot of the subgrid terms for
the 642 grid. At the edges of the domain the strip has started to curl up, and it is
here that subgrid vorticity is re-joining the resolved scales. The cumulative effect
of the subgrid terms can be compared with the truncation errors of the numerical
schemes to see if the numerical schemes are capturing the subgrid terms.
Figure 5.28: The cumulative effects of the subgrid terms for the vorticity strip at
time 24 on the 642 grid
The cumulative truncation errors for the JEZ , Benchmark, Lax Wendroff Flux
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Limiter and SL schemes at time 24 on the 642 grid are shown in figure 5.29. The
centred difference Jacobians and Lax Wendroff produce dispersion errors along the
path of the strip that do not match the subgrid terms. Although these schemes
keep the shape of the strip well, they do not capture any of the subgrid terms.
The Benchmark scheme keeps the shape of the strip well and its truncation error
(due to the ∇4 term) is similar to the subgrid terms on the strip. However, the
Benchmark scheme is too diffusive and this can be seen in the large positive parts of
the truncation error plot (the features of the truncation error are more spread out
than the features of the subgrid terms). At the edge of the domain the Benchmark
scheme has failed to include any subgrid vorticity in the curl up, and therefore the
truncation error at this point does not match the subgrid terms.
Figure 5.29: The cumulative truncation errors for the JEZ , JEZ+∇4, Lax Wendroff
Flux Limiter and SL schemes for the vorticity strip at time 24 on the 642 grid.
Correlation coefficients of 0.06, 0.16, 0.08 and 0.21 respectively when compared
with the cumulative subgrid terms plot (figure 5.28)
The Lax Wendroff Flux Limiter scheme (in both flux and advective form)
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captures some of the subgrid terms along the path of the strip in the centre of the
domain. The truncation error of the Lax Wendroff Flux Limiter scheme is negative
along the path of the strip and this matches up with the subgrid terms at this point.
The features of the Lax Wendroff Flux Limiter truncation error are more spread
out than the features of the subgrid terms, implying that the Lax Wendroff Flux
Limiter scheme is too diffusive. The positive vortex shaped truncation error on
the strip is the truncation error due to the spurious vortices generated by the Lax
Wendroff Flux Limiter scheme, and does not match with any subgrid terms. This
is because the spurious vortices are not meant to arise. The Lax Wendroff Flux
Limiter scheme fails to capture the subgrid terms in the centre of the curl up (at
the edge of the domain), and this is because the Lax Wendroff Flux Limiter scheme
has previously diffused the vorticity. The SL and Utopia schemes’ truncation errors
match some of the subgrid terms on the strip, although they do not capture the
subgrid vorticity in the curl up. The SL scheme’s truncation error also shows the
spurious vortices that do not match the subgrid terms. With optimal parameter
values (found with trial and error, see Appendix A), the APVM and Smagorinsky
schemes show a similar truncation error to the Benchmark scheme. The APVM
and Smagorinsky schemes therefore capture some of the subgrid terms along the
path of the strip with their subgrid models, but fail to capture the subgrid terms
in the curl up at the edge of the domain. Increasing the parameter values for
the APVM and Smagorinsky schemes, i.e. increasing the diffusivity, results in an
over-smoothed solution, whereas decreasing the parameter values can result in grid
scale noise. None of the tested schemes’ truncation errors match the subgrid terms
in the curl up where the subgrid vorticity is interacting with the resolved scale
vorticity.
The normalised l2 vorticity error norm is plotted against time for a selection
of schemes in figure 5.30 for the 642 grid and figure 5.31 for the 1282 grid. The
error norm plots show that the schemes considered for ILES perform worse than
the Benchmark scheme. This is because, although they capture the subgrid terms,
the ILES schemes produce spurious vortices that should not be there. The JEZ
scheme performs better for the vorticity strip than any of the other tests because
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Figure 5.30: The normalised l2 vorticity error norms against time for the vorticity
strip test case on the 642 grid
although it fails to capture any of the subgrid terms it keeps the shape of strip well
and does not produce spurious vortices. Both the Smagorinsky and the APVM
schemes perform well (the APVM error norm is not shown in the plots but it is
comparable to that of the Smagorinsky scheme) because they are diffusive, so they
capture the subgrid terms on the strip, but they do not produce spurious point
vortices; the l2 error norms are shown for the Smagorinsky scheme with Cs = 0.2.
The results also show that the Utopia schemes outperform the SL schemes as the
resolution increases.
Figure 5.31: The normalised l2 vorticity error norms against time for the vorticity
strip test case on the 1282 grid
The vorticity strip test case produces a downscale enstrophy transfer (as the
strip is being stretched out) and an upscale energy transfer (as the strip wraps itself
up). This can be shown numerically using the HR reference solution. At each time
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step the HR reference solution is filtered onto each CR grid and the total energy
and enstrophy is calculated for each CR grid. The total energy and enstrophy for
each CR grid calculated from the HR reference solution is plotted against time in
figure 5.32. The decrease in energy and enstrophy on the HR grid is due to the
scale selective dissipation that the HR reference solution uses. The upscale energy
transfer is shown by the total energy on the CR grids increasing with time; this
implies that energy on scales not resolved by the CR grids is becoming resolved on
the CR grids (upscale energy from subgrid to resolved scales). The enstrophy on
the CR grids decreases with time (a steeper decrease than the enstrophy on the
HR grid) showing that the CR grids are losing enstrophy; the enstrophy is going
from the resolved to the subgrid scales.
Figure 5.32: Total energy and enstrophy (from the HR reference solution) against
time for the vorticity strip test case
The total energy and enstrophy against time for a number of numerical schemes
on the 642 grid for the vorticity strip test case are shown in figure 5.33. The
total energy and enstrophy calculated from the HR reference solution filtered onto
the 642 grid are also shown. If the numerical schemes are implicitly capturing
the subgrid terms then the numerical schemes must have the correct amount of
energy and enstrophy transferred between the resolved and subgrid scales. The
Benchmark scheme is diffusive and therefore removes energy and enstrophy. The
Benchmark scheme removes too much energy and enstrophy when compared with
the HR reference solution. The JEZ scheme conserves both energy and enstrophy
and therefore has a similar amount of energy as the HR reference solution for all
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time. However, the HR enstrophy decreases against time while the JEZ enstrophy is
constant; this shows that JEZ does not capture the enstrophy transfer between the
resolved and subgrid scales. The Lax Wendroff Flux Limiter and Utopia schemes
are similar to the Benchmark scheme in that they remove too much energy and
enstrophy, although Utopia has the best energy and enstrophy statistics of the
numerical schemes when compared with the HR reference solution. The SL scheme
appears to show an upscale energy transfer, total energy increasing over time, but
this is due to the large spurious vortices that are generated and the fact that the
SL scheme does not conserve vorticity. The amount of energy in the SL scheme’s
solution exceeds the amount of energy in the HR reference solution (filtered onto
the CR grids). The Smagorinsky scheme (not shown) removes both energy and
enstrophy, whereas the APVM scheme (not shown) conserves energy and removes
enstrophy, similar to the HR reference solution. However, for the APVM to remove
grid scale noise and match the subgrid terms it removes too much enstrophy; too
large a parameter value means that APVM is too diffusive. If the parameter value
is reduced to remove the correct amount of enstrophy, then the APVM does not
remove all of the grid scale noise because it is not diffusive enough. The energy and
enstrophy plots show that the schemes considered for ILES and schemes with an
explicit subgrid model can remove enstrophy, representing a downscale enstrophy
transfer. However these schemes, with the exception of SL which produces poor
energy statistics, cannot add energy, representing an upscale energy transfer, for
the vorticity strip test case.
The thin strip of vorticity test case can be repeated using a steep sided vorticity
strip. These sides are created so that they appear smooth on the HR grid (to ensure
accuracy of the HR reference solution) but steep when filtered onto the CR grids.
As with the smooth sided vorticity strip the schemes considered for ILES still
produce spurious vortices. However, the schemes considered for ILES are better at
handling steep sides than the Benchmark scheme (see advection tests). Therefore
the l2 vorticity error norm plots, shown in figure 5.34 for the Benchmark, Lax
Wendroff Flux Limiter, Utopia 2D Limiter and ENO UNO schemes for the 642 and
1282 grids, show the ILES schemes to be comparable with the Benchmark scheme.
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Figure 5.33: Total energy and enstrophy for the numerical schemes against time
for the vorticity strip test case on the 642 grid
Figure 5.34: The l2 vorticity error norms against time for the steep vorticity strip
test case on the 642 and 1282 grids
The results from the vorticity strip test case show that the schemes considered
for ILES can capture some of the subgrid terms but they can also produce spurious
vortices. The results show that the schemes considered for ILES (and schemes with
a simple subgrid model, i.e. the Benchmark scheme and the Smagorinsky scheme)
can all represent a downscale enstrophy transfer but cannot represent an upscale
(from subgrid to resolved scale) energy transfer.
5.1.6 Building Blocks Conclusions
The building blocks test cases are designed so that the individual interactions
between vortices in a fully turbulent field can be examined in detail. Constant
advection of a vortex does not generate subgrid terms, but the results of the advec-
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tion tests show that schemes without flux limiters are better at modelling smooth
data (when compared with their flux-limiting counterparts), while schemes with
flux limiters are better at modelling non-smooth data (when compared with their
non flux-limiting counterparts). Conceptually, there are two mechanisms that are
represented by subgrid terms; vortices (and vorticity filaments) being stretched
beyond the grid scale (i.e. deformation by advection), and subgrid scale vortic-
ity interacting with the resolved scale vorticity. As vortices are stretched beyond
the grid scale the subgrid terms are diffusive and remove the features that cannot
be represented on the grid. Without the subgrid terms grid scale noise is gener-
ated. This means that a numerical scheme with the correct amount of diffusion,
i.e. enough diffusion to remove the features but not distort the size and shape of
the resolved scale vortices, will capture the subgrid terms. The diffusion can be
achieved either through a subgrid model or in the truncation error of the numerical
scheme solving the equation. The results from the shear flow, vortex merger and
to some extent the vorticity strip test cases show that the truncation errors of the
numerical schemes that have been considered for ILES match the subgrid terms
well, and that these schemes are implicitly modelling the subgrid terms when vor-
tices are being stretched beyond the grid scale. The results show that neither the
ILES schemes nor the subgrid model schemes can successfully capture the subgrid
scale features interacting with the resolved scale vorticity, as shown by the vortex
merger and vorticity strip test case. This is because the numerical schemes cannot
represent the subgrid vorticity; once the vorticity has been diffused it cannot be
recreated. The results for the vorticity strip test case also show that some of the
numerical schemes can generate spurious point vortices. The l2 vorticity error norm
plots show that for the shear flow and vortex merger test case the schemes consid-
ered for ILES are comparable to (or outperform) the Benchmark scheme, implying
that schemes with an implicit subgrid model are at least as good at capturing the
subgrid terms as schemes with basic subgrid models.
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5.2 Freely Decaying Turbulence
The freely decaying turbulence test takes an initial field of vortices and lets them
interact with no external forcing. As the vortices interact they will merge, stretch
out and propagate together showing each of the building blocks test cases. In the
‘short term’ the subgrid terms will be similar to the building blocks test cases;
vortices and vorticity filaments being stretched beyond the grid scale will produce
subgrid terms, as will subgrid vorticity merging with resolved scale vorticity. In
the short term the vorticity is predictable, and therefore it is useful to compare the
cumulative subgrid terms with the truncation errors of the numerical schemes, and
to compare the l2 vorticity error norms.
Figure 5.35: Initial vorticity for the freely decaying turbulence test on the HR grid
In the ‘long term’ the actual positioning of the vortices becomes less important;
it is the statistics of the simulation that are important. This is because the system is
chaotic; a small perturbation to the initial HR reference solution will produce large
differences between the final vorticity solutions. Therefore two almost identical
initial conditions (that could both be considered reference solutions) will produce
two very different reference solutions at a much later time. This means that in
the long term the HR reference solution will be unreliable in where it places the
vortices. Over a large amount of time each numerical scheme will place the vortices
differently (due to differences in truncation error), and each numerical scheme will
show a similar sized error norm. To calculate which schemes have performed well
the energy and enstrophy transfers are important. The HR solution may not have
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the vortices in the correct place but it should show the correct amount of energy
and enstrophy at each scale. The total amount of energy and enstrophy of the
numerical schemes on the CR grid will be compared with the energy and enstrophy
of the HR reference solution (filtered onto the CR grid). If the numerical scheme
on the CR grid has implicitly captured the subgrid terms it should show an upscale
energy transfer from subgrid to resolved scales (total energy increasing over time on
the CR grid) and a downscale enstrophy transfer from the resolved to the subgrid
scales (total enstrophy decreasing over time on the CR grid). The initial vorticity is
shown in figure 5.35. A timestep of ∆t = 0.004 is used to ensure that the Courant
number is close to 0.1 on the HR grid.
5.2.1 Short Term Results
The vorticity on the HR grid at times 14, 24, 36 and 48 is shown in figure 5.36. As
the simulation evolves the vortices interact and stretch and merge. The shear flow,
vortex merger and vorticity strip building blocks test cases can all be seen within
the vorticity field.
The centred difference Jacobians produce grid scale noise and dispersion errors
across the whole of the domain. The JEZ scheme on the 128
2 grid at times 24 and
48 is shown in figure 5.37. Over time the grid scale noise and dispersion errors
increase because the JEZ scheme fails to capture any of the subgrid terms; the JEZ
scheme cannot represent the downscale enstrophy transfer and therefore produces
grid scale noise. The Lax Wendroff scheme produces similar results to the JEZ
scheme.
The Benchmark scheme on the 1282 grid at times 24 and 48 is shown in figure
5.38. The Benchmark scheme keeps the shape of the large vortices well. No grid
scale noise is generated because the Benchmark scheme captures some of the sub-
grid terms through the scale selective dissipation term. The Benchmark scheme is
diffusive, and therefore as time increases the features of the solution become spread
out.
The Lax Wendroff Flux Limiter scheme in flux form is very similar to the
Benchmark scheme. Both schemes are diffusive; they do not produce grid scale
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Figure 5.36: Vorticity at times 14, 24, 36 and 48 for the freely decaying turbulence
test on the HR grid
Figure 5.37: Vorticity at time 24 (left) and time 48 (right) for the JEZ scheme for
the freely decaying turbulence test on the 1282 grid
noise but they do smooth the large vortices. Figure 5.39 shows the Lax Wendroff
Flux Limiter scheme on the 1282 grid at times 24 and 48.
The ENO UNO scheme in flux form (not shown) is similar to the Lax Wendroff
Flux Limiter scheme, except that the ENO UNO scheme is slightly less diffusive and
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Figure 5.38: Vorticity at time 24 (left) and time 48 (right) for the JEZ with scale
selective dissipation scheme for the freely decaying turbulence test on the 1282 grid
Figure 5.39: Vorticity at time 24 (left) and time 48 (right) for the Lax Wendroff
Flux Limiter scheme in flux form for the freely decaying turbulence test on the
1282 grid
therefore the vortices have larger peaks and are less smoothed. The Utopia scheme
is shown in figure 5.40. Both Utopia schemes (with and without a flux limiter) are
similar to the ENO UNO scheme; they capture some of the subgrid terms, do not
produce grid scale noise and they are less diffusive than the Benchmark and Lax
Wendroff Flux Limiter schemes.
The APVM, shown in figure 5.41, has kept the shape of the larger vortices well,
but it has produced some grid scale noise. As time increases the amount of grid
scale noise increases. With a larger parameter value (i.e. more diffusion) the grid
scale noise can be removed but the vortices become spread out, even more than for
the Benchmark scheme. The 1st order scheme is too diffusive and at time 48 on
the 1282 grid the 1st order scheme’s solution has a maximum magnitude of 0.519
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Figure 5.40: Vorticity at time 24 (left) and at time 48 (right) for the Utopia scheme
for the freely decaying turbulence test on the 1282 grid
compared to 1.5652 for the HR reference solution filtered onto the 1282 grid. The
semi-Lagrangian schemes produce similar results to the Utopia schemes and the
Smagorinsky scheme is similar to the Benchmark scheme.
Figure 5.41: Vorticity at time 24 (left) and time 48 (right) for the APVM scheme
for the freely decaying turbulence test on the 1282 grid
The subgrid terms represent the vortices being stretched beyond the grid scale
and the subgrid features interacting with the resolved scale features. Figure 5.42
shows the cumulative effect of the subgrid terms at time 24 for the 642 and 1282
grids. On the coarser grids the vorticity without the effect of the subgrid terms
produces grid scale noise because it cannot remove the stretched out features;
therefore the cumulative effect of the subgrid terms is to cancel the noise. On
the 1282 grid the subgrid terms are similar to the subgrid terms from the building
blocks test cases; vorticity filaments are being stretched out on the HR grid and the
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vortices are merging. With the building blocks test cases the subgrid terms only
affect part of the domain (e.g. the path of the small vortex for the shear flow cases)
whereas with the freely decaying turbulence the whole of the domain is affected by
the subgrid terms.
Figure 5.42: Cumulative effect of the subgrid terms at time 24 on the 642 and 1282
grids
The cumulative truncation errors of the numerical schemes on the CR grids can
be compared with the cumulative subgrid terms to show if any of the numerical
schemes can capture the subgrid terms. The cumulative truncation errors for the
JEZ , Benchmark, Lax Wendroff Flux Limiter (in flux form), and Utopia schemes
on the 1282 grid at time 24 are shown in figure 5.43. The cumulative truncation
error of the JEZ scheme is made up of grid scale noise that does not match the
cumulative subgrid terms. The pattern of the JEZ scheme’s truncation error and
the subgrid terms is similar but the signs are opposite. This implies that not only
does the JEZ scheme not capture the subgrid terms, it amplifies the errors that
then arise. The other centred difference Jacobians and the Lax Wendroff scheme
all have a similar truncation error to JEZ . The Benchmark scheme’s truncation
error is similar to the subgrid terms but the features of the truncation error are
more spread out. This is because the Benchmark scheme is being too diffusive and
smoothing the vortices too much.
The Lax Wendroff Flux Limiter (in flux form) scheme’s truncation error is sim-
ilar to the Benchmark scheme’s truncation error only with less spread out features
and less magnitude. The Lax Wendroff Flux Limiter scheme’s truncation error
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Figure 5.43: Cumulative truncation error at time 24 on the 1282 grid for JEZ ,
JEZ with scale selective dissipation, Lax Wendroff Flux Limiter (in flux form),
and Utopia. Correlation coefficients of 0.08, 0.23, 0.40 and 0.46 respectively when
compared with the cumulative subgrid terms plot (figure 5.42)
is a better match to the subgrid terms than the Benchmark scheme’s truncation
error because it does not diffuse the vortices as much. The truncation error of the
Utopia scheme is the same shape as the subgrid terms but of slightly less magni-
tude, implying that the Utopia scheme is not quite diffusive enough. The Utopia
2D Limiter scheme produces a truncation error similar to the Utopia scheme but
with slightly more magnitude (due to more diffusion); this means the Utopia 2D
Limiter scheme captures more of the subgrid terms in some places (where Utopia is
not diffusive enough) but less in others (where Utopia 2D Limiter is too diffusive).
The SL schemes produce similar results to the Utopia schemes except the features
of the truncation errors are more spread out for the SL schemes. This means that
the SL schemes capture less of the subgrid terms than the Utopia schemes, be-
cause the SL schemes are too diffusive. The ENO UNO scheme’s truncation error
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is similar to that of the Lax Wendroff Flux Limiter scheme, and the Smagorinsky
scheme’s truncation error is similar to that of the Benchmark scheme. The APVM
truncation error is dependent on the choice of parameter; with an optimal choice of
parameter the truncation error of the APVM is similar to that of the Benchmark
scheme but with some grid scale noise that does not match the subgrid terms.
The overall error, i.e. the difference between the HR reference solution and
the CR solution, can be calculated and the normalised l2 vorticity error norms
can be compared for the numerical schemes. Figures 5.44 and 5.45 show the l2
vorticity error norms against time for the freely decaying turbulence test case on
the 642 and 1282 grids respectively. The error norms are shown up to time 48.
The left hand plots show the JEZ with scale selective dissipation, SL, SL with a
limiter, ENO UNO (in flux form) and APVM schemes and the right hand plots
show the JEZ with scale selective dissipation, Lax Wendroff Flux Limiter (in flux
form), Utopia, Utopia 2D Limiter and Smagorinsky schemes. The JEZ with scale
selective dissipation is included in both plots because it is the Benchmark scheme.
Figure 5.44: The normalised l2 vorticity error norms against time for the freely
decaying turbulence test case on the 642 grid
The results show that the Lax Wendroff Flux Limiter, ENO UNO and Utopia
schemes all perform better (have a lower l2 error norm) than the Benchmark scheme
for the freely decaying turbulence test for each grid (the results for the 322 and
2562 grids are not shown). This is because these schemes capture more of the
subgrid terms implicitly through their truncation error than the Benchmark scheme
captures through its subgrid model. The SL scheme’s overall error is comparable
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with the Benchmark scheme’s overall error, but is considerably larger than the
overall errors of the Lax Wendroff Flux Limiter, ENO UNO and Utopia schemes.
The SL schemes are similar to the Utopia schemes but the truncation error plots
show that the SL schemes are more diffusive. The Smagorinsky scheme has a
similar error norm to the Benchmark scheme, suggesting that a subgrid model of
the form ∇4 will perform as well as a subgrid model of the Smagorinsky form.
The error norm of the APVM is similar (but larger) than that of the Benchmark
scheme, and this is due to the grid scale noise that the APVM scheme generates
(and therefore the subgrid terms that the APVM cannot capture).
Figure 5.45: The normalised l2 vorticity error norms against time for the freely
decaying turbulence test case on the 1282 grid
The normalised l2 vorticity error norms against time for the centred difference
Jacobians on the 642 grid are shown in the left hand plot of figure 5.46. The Bench-
mark scheme is also shown for easy comparison with figure 5.44. The error norms
are only shown to time 37, because shortly after this time the J0 scheme becomes
unstable. The plot shows that the conservative Jacobians have a smaller error
norm than the non conservative Jacobian, and out of the conservative Jacobians
the energy conserving Jacobians perform better than the enstrophy conserving Ja-
cobian. This implies that energy conservation is more important than enstrophy
conservation.
The right hand plot of figure 5.46 compares the l2 error norms against time
(also up to time 37) for the flux and advective forms of the Lax Wendroff Flux
Limiter and ENO UNO schemes. Also shown is the Utopia scheme and the SL
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Figure 5.46: The normalised l2 vorticity error norms against time for the freely
decaying turbulence test case on the 642 grid to compare the centred difference
Jacobians (left) and the flux and advective forms of some of the numerical schemes
(right). Note: different scales on the plots
scheme (the Utopia scheme conserves vorticity whereas the SL does not; this is
similar to the conservation properties of the flux and advective forms). The results
show that the flux form of the numerical schemes perform significantly better than
the corresponding schemes in advective form, and this suggests that conservation
of vorticity is important for the successful application of ILES to two-dimensional
flow.
5.2.2 Long Term Results
In the long term it is the statistics of the simulation that are important. As the
vortices interact there should be transfers of energy and enstrophy between the
resolved and subgrid scales. The HR reference solution should have the correct
amount of energy and enstrophy at each scale, and this can be compared with the
numerical schemes on the CR grids. If the numerical schemes have captured the
subgrid terms correctly then the numerical schemes should have correctly captured
all of the energy and enstrophy transfers between the scales and they should show
the same amount of energy and enstrophy as the HR reference solution filtered
to the CR grid scale. The HR vorticity is shown in figure 5.47 at times 109 and
146. As the simulation has been run until time 146 there have been many vortex
interactions and where the HR solution places the vortices cannot be assumed to
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be the definitive vorticity solution.
Figure 5.47: Vorticity at times 109 and 146 for the HR reference solution
To demonstrate that each numerical scheme will produce noticeably different
results for the vorticity placement the vorticity at time 146 for a number of numer-
ical schemes on the 1282 grid is shown in figures 5.48 and 5.49. In figure 5.48 the
Arakawa Jacobian is shown both with and without scale selective dissipation. The
Jacobian that conserves nothing, J0, becomes unstable at time t ≈ 55 and goes
to infinity. The conservative Jacobians are all stable. In figure 5.49 the flux and
advective forms of the Lax Wendroff Flux Limiter scheme are compared and the
solutions are vastly different. Each of the numerical schemes produces a different
final vorticity, and each scheme differs from the HR reference solution. This shows
that the placement of the vortices cannot be used to judge the accuracy of the
schemes.
Figure 5.48: Vorticity at time 146 for the JEZ scheme and the JEZ with scale
selective dissipation scheme on the 1282 grid
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As each scheme produces a different placement of vortices, comparisons with
ζS become meaningless. As the system is chaotic, the vorticity is unpredictable
in the long term. If ζHR cannot be assumed to be the definitive vorticity solution
then ζS will not be accurate, and plots of the subgrid terms will not be an accurate
representation of the cumulative effects of the subgrid terms. Also each scheme
will have a similar l2 error norm; this is due to each scheme placing the vortices in
a different place, and none of them matching the HR reference solution. However,
during the simulation there will be energy and enstrophy transfers between the
resolved and subgrid scales. The correct modelling of the subgrid terms will provide
the correct amounts of energy and enstrophy that has transferred between the
resolved and subgrid scales. Therefore the key long term effects of the subgrid
terms are the amount of energy and enstrophy in the system.
Figure 5.49: Vorticity at time 146 for the flux form Lax Wendroff Flux Limiter
scheme and the advective form Lax Wendroff Flux Limiter scheme on the 1282 grid
At each timestep the total energy and enstrophy is calculated for each scheme
on the CR grid and for the HR reference solution at the CR grid scale. If the total
energy/enstrophy at this scale increases then energy/enstrophy must be entering
the CR grid from the subgrid scales. If the total energy/enstrophy at this scale
decreases then energy/enstrophy must be leaving the CR grid (going to the sub-
grid scales). The total energy and enstrophy against time for the HR reference
solution filtered onto each CR grid is shown in figure 5.50. As the amount of en-
ergy on the CR grids is increasing, and the amount of enstrophy on the CR grids
is decreasing, the plots show that energy is transferred upscale and enstrophy is
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transferred downscale. If a numerical scheme can capture all the subgrid terms
then it will capture the upscale energy transfer (from subgrid to resolved scales)
and the downscale enstrophy transfer (from resolved to subgrid scales).
Figure 5.50: Total energy and enstrophy against time for the freely decaying tur-
bulence test case for the HR solution filtered to various resolutions
All of the numerical schemes can show an upscale energy transfer and downscale
enstrophy transfer within the resolved scale range (see Chapter 4). The interesting
aspect in terms of subgrid modelling is whether the numerical schemes can model
the energy and enstrophy that is coming from or going to the unresolved scales.
Figure 5.51 shows the total enstrophy against time for the JEZ scheme, the
Benchmark, the Lax Wendroff Flux Limiter (in flux form), Utopia and SL schemes
for both the 642 and 1282 grids. Also shown is the enstrophy of the HR solution
filtered onto the CR grids against time. The HR enstrophy decreases as time
increases, showing that enstrophy is being transferred downscale. The JEZ scheme
conserves enstrophy and this is shown as the total enstrophy being constant. The
Utopia, SL and LaxWendroff Flux Limiter schemes all show a decrease in enstrophy
with time. The Utopia 2D Limiter scheme has a similar amount of total enstrophy
to the Utopia scheme, the SL scheme with a limiter is similar to the SL scheme,
the ENO UNO scheme is similar to the Lax Wendroff Flux Limiter scheme and
the Smagorinsky scheme is similar to the Benchmark scheme. Each of the schemes
shown have a decreasing enstrophy against time, showing that they are removing
enstrophy (either through the truncation error (ILES) or an explicit dissipation
term). Each of the diffusive schemes removes more enstrophy than the HR solution
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filtered onto the CR grid (for each CR grid).
Figure 5.51: Total enstrophy against time for the freely decaying turbulence test
case on the 642 (left) and 1282 (right) grids
The total energy against time is shown in figure 5.52 for the JEZ scheme, the
Benchmark, the Lax Wendroff Flux Limiter (in flux form), Utopia and SL schemes
for both the 642 and 1282 grids. The HR reference energy at these scales increases
slightly with time, showing that energy is being transferred upscale to the CR
grid. The JEZ scheme conserves energy and is the scheme with the most accurate
amount of energy (APVM, not shown, also conserves energy). The Benchmark,
Utopia, SL and Lax Wendroff Flux Limiter scheme all show a decrease in energy
with time. The Utopia 2D Limiter scheme (not shown) has a similar amount of
total energy to the Utopia scheme, the SL scheme with a limiter is similar to the SL
scheme, the ENO UNO scheme is similar to the Lax Wendroff Flux Limiter scheme
and the Smagorinsky scheme is similar to the Benchmark scheme. The schemes
that removed enstrophy all show a decrease in energy (apart from APVM). This is
because the diffusive nature of these schemes (either through the truncation error
or additional diffusion terms) that removes enstrophy also removes energy. This
shows that the schemes considered for ILES (or schemes with a simple subgrid
model) cannot capture the upscale energy transfer from the subgrid to the resolved
scales.
Figure 5.53 compares the total energy and enstrophy against time for the flux
and advective forms of the Lax Wendroff Flux Limiter and ENO UNO schemes on
the 1282 grid. It is seen that the schemes in flux form have slightly better energy
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Figure 5.52: Total energy against time for the freely decaying turbulence test case
on the 642 (left) and 1282 (right) grids
and enstrophy statistics than the equivalent schemes in advective form.
Figure 5.53: Total energy and enstrophy against time for the freely decaying tur-
bulence test on the 1282 grid to compare the flux form and the advective form of
some of the numerical schemes
5.2.3 Freely Decaying Turbulence Conclusions
The freely decaying test case lets an initial domain of vortices evolve into a fully
turbulent field. As the vortices interact subgrid terms represent features being
stretched beyond the grid scale and subgrid features interacting with the resolved
scale vorticity. The results for the short term effects are very similar to the build-
ing blocks test cases; the schemes considered for ILES are shown to capture the
subgrid terms better than the Benchmark scheme. The l2 vorticity error norms
show that the error for the candidate ILES schemes is considerably lower than for
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the Benchmark scheme, implying that in the short term schemes with an implicit
subgrid model can capture the subgrid terms at least as well as the schemes with a
simple explicit subgrid model. The results also show that the conservative form of
the schemes perform better than the advective form of the numerical schemes. In
the long term the lasting effects of the subgrid terms is the amount of energy and
enstrophy in the system; energy moves upscale while enstrophy is transferred down-
scale. To successfully capture all the subgrid terms the numerical schemes must
be able to model the downscale enstrophy, from the resolved to subgrid scales,
and the upscale energy, from the subgrid to the resolved scales. In the long term
the numerical schemes on the CR grids must remove enstrophy (to represent the
downscale enstrophy transfer). The results show that the schemes considered for
ILES remove enstrophy at a slightly faster rate than the reference solution (and
at a comparable rate to the Benchmark scheme). However, the results show that
none of the schemes can perform the upscale energy transfer from the unresolved to
the resolved scales. The ILES schemes and the Benchmark scheme (and Smagorin-
sky) are diffusive to remove enstrophy, but this diffusion also removes energy. The
APVM scheme removes enstrophy and conserves energy, but the results show that
to successfully capture the short term subgrid terms the APVM removes too much
enstrophy (i.e. large parameter value), and to have the correct amount of enstro-
phy leads to some grid scale noise being generated in the short term (i.e. small
parameter value). The results for the freely decaying turbulence test show that
the ILES schemes can capture the subgrid terms in the short term and model the
downscale enstrophy transfer at least as well as a scheme with a simple subgrid
model, but none of the schemes, either ILES or with a simple subgrid model, can
successfully model the upscale energy transfer from subgrid to resolved scales.
5.3 Forced Turbulence
The forced turbulence tests use forcing of the form F = A sin(2piKx) to inject
energy at wave number K. The initial vorticity will be the initial conditions for
the freely decaying turbulence test case, shown in figure 5.35, and the forcing will
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use A = 0.1 and K = 16. The large scale dissipation term of the form −ζ/τ will use
τ = 100. These forcing conditions should lead to statistically steady turbulence;
as shown in Chapter 4 the forcing should lead to a K−3 energy spectrum.
Figure 5.54: Vorticity at time 292 for the forced turbulence test on the HR grid
The HR reference solution for the forced turbulence tests uses a subgrid model
of the form κ∇8ζ to ensure that dissipation due to the subgrid model only affects
the smallest resolved scales. The parameter was chosen as κ = −0.00025∆x8.
Figure 5.54 shows the vorticity at time 292 for the HR reference solution. Only the
1282 and 2562 CR grids will be used. A timestep of ∆t = 0.004 is used to ensure
that the Courant number is close to 0.1 on the HR grid.
In the ‘short term’ the results (not shown) of the forced turbulence test are
very similar to the freely decaying turbulence tests; the Lax Wendroff Flux Limiter,
ENO UNO and Utopia schemes all have a smaller error norm than the Benchmark
scheme. In the ‘long term’ the energy and enstrophy statistics become important.
Both the total energy and enstrophy, and the energy and enstrophy spectra will be
compared with the HR reference solution to show whether the numerical schemes
are accurately modelling the forced turbulence. The vorticity for the JEZ , Bench-
mark, Lax Wendroff Flux Limiter and Utopia schemes at time 292 on the 2562
grid are shown in figure 5.55. As with the freely decaying turbulence test case,
in the long term it is not the positioning of the vortices that is important. All
four schemes shown have a similar number of vortices to the HR reference solution,
although the JEZ scheme has produced grid scale noise and the Benchmark and
Lax Wendroff Flux Limiter schemes have diffused the vortices too much (when
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compared to the HR solution).
Figure 5.55: Vorticity at time 292 for the JEZ , Benchmark, Lax Wendroff Flux
Limiter and Utopia schemes for the forced turbulence test on the 2562 grid
Figure 5.56 shows the total energy and enstrophy against time for the Bench-
mark, JEZ , Lax Wendroff Flux Limiter and Utopia schemes. As with the freely
decaying turbulence test case, each of the diffusive schemes (the Benchmark, Lax
Wendroff Flux Limiter and Utopia) produces a solution with significantly less en-
ergy than the HR reference solution. This is because these schemes are unable to
represent the upscale transfer of energy from the subgrid to the resolved scales.
Each of the diffusive schemes is also shown to be lacking enstrophy when compared
with the HR reference solution. The JEZ scheme has a similar amount of energy
to the HR reference solution, but it contains too much enstrophy; this is due to
the JEZ scheme not being able to model the downscale enstrophy transfer from the
resolved to the unresolved scales. The 1st order scheme dissipates far too much
energy and enstrophy, while the total energy and enstrophy for the ENO UNO
scheme is similar to that of the Lax Wendroff Flux Limiter scheme. The Utopia
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2D Limiter, SL and SLFL schemes are similar to the Utopia scheme. The APVM
is similar to the JEZ scheme; the energy is almost the same as the HR solution
energy but the amount of enstrophy is much larger for the APVM than the HR
reference solution filtered onto the CR grids.
Figure 5.56: Total energy (left) and enstrophy (right) against time for the forced
turbulence test on the 2562 grid
The energy spectra for the JEZ , Benchmark, LaxWendroff Flux Limiter, Utopia
and SL schemes on the 2562 grid at time 292 are shown in figure 5.57. Also shown
is the energy spectrum for the HR reference solution filtered onto the 2562 grid.
The JEZ scheme contains too much energy at the smallest scales, whereas the
Benchmark scheme has dissipated too much energy at the smallest scales (when
compared to the HR reference solution). The Lax Wendroff Flux Limiter scheme
appears to have too little energy at the middle and small scales. The Utopia
scheme’s energy spectrum is very similar to the HR reference solution’s energy
spectrum. The SL scheme is similar to the Utopia scheme.
Figure 5.58 shows the enstrophy spectra for the JEZ , Benchmark, Lax Wendroff
Flux Limiter, Utopia and SL schemes on the 2562 grid at time 292. The JEZ scheme
has too much enstrophy at the smallest scales, close to the grid scale, and this is
evident in figure 5.55 which shows the grid scale noise. To represent the downscale
enstrophy transfer the numerical schemes need to be dissipative, but the enstrophy
spectrum shows that the Benchmark scheme dissipates too much enstrophy at
the small scales. This could be due to the ∇4 subgrid model not being scale
selective enough, and therefore damping more of the scales than is needed. The
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Figure 5.57: Energy spectra for the JEZ and Benchmark schemes (left) and the Lax
Wendroff Flux Limiter, Utopia and SL schemes (right) for the forced turbulence
test on the 2562 grid at time 292
Lax Wendroff Flux Limiter scheme does not have enough enstrophy at the middle
to large scales, whereas the Utopia and SL schemes’ enstrophy spectra are very
similar to that of the HR reference solution.
Figure 5.58: Enstrophy spectra for the JEZ and Benchmark schemes (left) and the
LaxWendroff Flux Limiter, Utopia and SL schemes (right) for the forced turbulence
test on the 2562 grid at time 292
5.3.1 Forced Turbulence Conclusions
The forced turbulence test cases are used to show what effect the forcing will
have on the implicit subgrid modelling of some of the numerical schemes. In the
short term, the results for the forced turbulence tests are very similar to the freely
decaying turbulence tests; the schemes considered for ILES are able to capture
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more of the subgrid terms than the Benchmark scheme, and the schemes in flux
form are more accurate than the equivalent schemes in advective form.
In the long term, the solution becomes statistically steady; the HR solution
has an energy spectrum with a K−3 slope. The results show that the diffusive
schemes do not contain enough energy in the middle to small scales; this is due
to the energy being dissipated as the enstrophy is being dissipated. The results
show that none of the diffusive schemes (either an ILES scheme or a scheme with
an explicit subgrid model) are able to model the upscale energy transfer from the
subgrid to the resolved scales. This can be seen in the total energy plots, where
the diffusive schemes’ solutions have less energy than the HR reference solution.
Chapter 6
The Euler Equations
6.1 Introduction
The aim of this chapter is to discover whether the form of the equation being used
has any bearing on the success of the application of implicit large eddy simula-
tion (ILES) to two-dimensional flow. The two-dimensional incompressible Euler
equations (from which the barotropic vorticity equation, BVE, is derived) will be
examined. A number of numerical schemes will be tested to find out whether their
truncation errors can capture the subgrid terms for the Euler equations, and the
results will be compared with the results from the BVE.
The two-dimensional incompressible Euler equations are given as
∂u
∂t
+
∂uu
∂x
+
∂vu
∂y
+
∂p
∂x
= 0, (6.1)
∂v
∂t
+
∂uv
∂x
+
∂vv
∂y
+
∂p
∂y
= 0, (6.2)
∂u
∂x
+
∂v
∂y
= 0, (6.3)
where u and v are the velocities in the x and y directions, t is time and p is
pressure (note that p is actually the pressure divided by the density, and that
the density is constant). The pressure is found by solving an elliptic equation to
enforce incompressibility. The filtered Euler equations (see Chapter 2) are given in
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equation (2.43) and (2.44).
6.1.1 Subgrid Analysis
Using the approximations of u′ and v′ and the methodology from Chapter 2 an
approximation of the subgrid terms of the Euler equations, when a cell average
filter is used, can be found as
SGU =
∂
∂x
(2au¯xu¯x + 2bu¯yu¯y) +
∂
∂y
(2av¯xu¯x + 2bv¯yu¯y) , (6.4)
SGV =
∂
∂x
(2au¯xv¯x + 2bu¯yv¯y) +
∂
∂y
(2av¯xv¯x + 2bv¯yv¯y) , (6.5)
where SGU is the approximation of the right hand side of (2.43), SGV is the
approximation of the right hand side of (2.44), a = −∆x2
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and b = −∆y2
24
. This
is consistent with [21]. The approximation of the subgrid terms can be written in
divergence form (6.4) and (6.5), or expanded and written as
SGU =2a (u¯xu¯xx + v¯xu¯xy) + 2b (u¯yu¯xy + v¯yu¯yy) , (6.6)
SGV =2a (v¯xv¯xy + v¯xxu¯x) + 2b (v¯yv¯yy + v¯xyu¯y) . (6.7)
Taking the curl of the approximated subgrid terms of the Euler equations gives the
approximation of the subgrid terms of the barotropic vorticity equation, which is
discussed in Chapters 2 and 4.
6.1.2 Energy and Enstrophy
The Euler equations have the same energy and enstrophy properties as the BVE:-
energy and enstrophy are conserved for the continuous equations, energy is trans-
ferred predominantly upscale and enstrophy is transferred predominantly down-
scale. Following the same methodology as in Chapter 4 the effects of the subgrid
scales on the resolved scales in terms of energy and enstrophy can be shown for the
Euler equations. The results are the same as the results for the BVE; the subgrid
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terms are removing enstrophy at scales close to the cutoff and transferring energy
to the large scales. The magnitude of the effects of the subgrid terms decreases
as more scales are resolved, but subgrid terms transfer energy into the same scales
independent of the cutoff.
6.2 Methodology
Numerical testing will establish whether it is possible to implicitly capture the sub-
grid terms of the Euler equations through the truncation error of a given numerical
scheme. These tests will give a comparison with the BVE to show whether the form
of the equation makes a significant difference in terms of performance for implicit
subgrid modelling.
The methodology will be the same as for the BVE. A high resolution (HR)
reference solution will be generated by a scheme on the HR grid (comprised of
1024 grid cells in each direction). On coarse resolution (CR) grids, of size 322,
642, 1282 and 2562 grid cells, a number of different numerical schemes will produce
solutions to the Euler equations. These solutions will be compared with the HR
reference solution to demonstrate which numerical schemes are more accurate. For
the Euler equations both u and v have to be calculated at each timestep by the
numerical schemes. The vorticity, ζ = vx − uy, will be used when comparing the
HR reference solution with the numerical schemes on the CR grids. A vorticity
solution without the effects of the subgrid terms, denoted by ζS, will be used to see
if the numerical schemes capture any of the subgrid terms through their truncation
errors. The total energy and enstrophy of each numerical scheme’s solution will
also be compared with the energy and enstrophy of the HR reference solution to
show if any of the numerical schemes on the CR grids have managed to capture any
of the energy and enstrophy transfers between the resolved and unresolved scales.
The HR reference solution and ζS will be calculated using the Euler equations.
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6.2.1 Numerical Schemes
The numerical schemes used for the Euler equations will be of a similar form to the
numerical schemes used for the BVE and are discussed in Appendix A. A second
order scheme, a second order scheme with scale selective dissipation, a fourth order
scheme, the Lax Wendroff Flux Limiter scheme (in both flux and advective form)
and the Utopia scheme will be used.
The second order scheme uses second order centred difference approximations
of the temporal and spatial derivatives (in flux form). The second order scheme
with scale selective dissipation uses a ∇4u term in the u equation and a ∇4v
term in the v equation. This is because a term of the form ∇4 can be used as
a simple subgrid model. The second order scheme with scale selective dissipation
will therefore be used as the Benchmark scheme for the numerical testing for the
Euler equations. If the schemes considered for ILES are capturing the subgrid
terms correctly then these ILES schemes must be performing at least as well as a
simple subgrid model, i.e. the Benchmark scheme. The second order scheme with
scale selective dissipation will also be used for the calculation of the HR reference
solution. Unless stated otherwise, in this chapter κ = −0.25∆4 for the HR reference
solution and for the Benchmark scheme.
The Lax Wendroff Flux Limiter scheme and the Utopia scheme will be used
because they were both shown to be successful at capturing some of the subgrid
terms for the BVE. The Lax Wendroff Flux Limiter scheme will be considered in
both flux and advective form to demonstrate whether the flux form is a requirement
for ILES of the Euler equations. The Utopia scheme is in flux form.
The fourth order scheme uses a fourth order approximation of the spatial deriva-
tives in advective form. The fourth order scheme is used to show whether the
schemes considered for ILES for the Euler equations improve results because they
correctly model the subgrid terms or if they improve results because they handle
the largest resolved scales better. As the schemes considered for ILES are either
second or third order accurate in space (Lax Wendroff Flux Limiter and Utopia
respectively) for linear advection, the fourth order scheme should model the large
scales well without modelling the subgrid terms (the leading order error of the
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fourth order scheme is dispersive). If the ILES schemes perform better than the
fourth order scheme then that would imply that the subgrid terms are significant
and that the ILES schemes are capturing these subgrid terms.
The modified equations of the numerical schemes can be calculated using the
modified equation analysis technique (see chapter 2). The pressure derivatives
will be omitted from the modified equation because the pressure is used to ensure
incompressibility. The second order scheme’s modified equation is calculated as, in
the limit ∆t→ 0 and up to O(∆x2),
ut + (uu)x + (vu)y = −∆x
2
3!
(uu)xxx −
∆y2
3!
(vu)yyy , (6.8)
for the u equation and similarly for v (not shown). The modified equation of the
second order scheme shows that the scheme’s truncation error is dispersive. The
truncation error of the second order scheme does not match with the approximation
of the subgrid terms in (6.6), and this implies that the second order scheme will
not be able to capture the subgrid terms of the Euler equations implicitly through
its truncation error.
The modified equation of the Lax Wendroff Flux Limiter scheme in flux form
is calculated as, in the limit ∆t→ 0 and up to O(∆x2),
ut + (uu)x + (vu)y =

∆x2
24
uuxxx +
∆y2
12
vuyyy − 14∆x2uxxux
−1
4
∆y2vyyuy − 124∆y2vyyyu, φx, φy > 0,
∆x
2!
(uux)x +
∆y
2!
(vuy)y, φx, φy = 0,
(6.9)
for the u equation and similarly for v (not shown). The Lax Wendroff Flux Limiter
scheme is second order accurate in space, but when φ = 0 the scheme reverts to 1st
order and the truncation error contains velocity dependent diffusion terms. This is
similar to the approximation of the subgrid terms in (6.6), and gives a theoretical
motivation that the Lax Wendroff Flux Limiter scheme in flux form could implicitly
capture the subgrid terms of the Euler equations through its truncation error.
Of the other schemes tested for the Euler equations, the fourth order scheme is
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dispersive and does not match with the approximation of the subgrid terms. The
Utopia scheme’s truncation error is similar to its truncation error for the BVE,
see equation (2.117); it is second order in space and contains velocity dependent
diffusion terms implying that it would be a suitable candidate scheme for ILES for
the two-dimensional Euler equations.
6.3 Numerical Results
The numerical schemes for the Euler equations are tested on the same test cases as
for the BVE. The building blocks of turbulence (shear flow, vortex merger, vorticity
strip) and the freely decaying turbulence will be discussed. The timesteps used will
be the same as for the BVE test cases (see Chapter 5).
6.3.1 Shear Flow
The shear flow test (see test cases in Appendix B) is used to show what happens
when a small vortex is stretched beyond the CR grid scale. The HR vorticity
reference solution at time 24 is shown in figure 6.1, with the HR reference solution
at other times shown in Chapter 5.
Figure 6.1: The vorticity on the HR grid at time 24
At time 24 the small vortex has been stretched around the large vortex, and the
subgrid terms are generated along the path of the small vortex and where the small
vortex is interacting with itself (near the centre of the domain). The cumulative
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effect of the subgrid terms in terms of the vorticity is shown in figure 6.2 for the
1282 grid at time 24. The subgrid terms can be compared with the cumulative
effect of the truncation error of each numerical scheme, as shown in figure 6.2 for
the fourth order scheme, the Lax Wendroff Flux Limiter scheme and the Utopia
scheme. The subgrid terms and truncation error plots are shown in terms of the
vorticity for easy comparison with the BVE.
Figure 6.2: The cumulative effect of the subgrid terms on vorticity (top left) and the
cumulative effect of the truncation error on vorticity of the fourth order scheme (top
right), the Lax Wendroff Flux Limiter scheme (bottom left) and the Utopia scheme
(bottom right) for the shear flow test on the 1282 grid at time 24. Correlation
coefficients of 0.36, 0.66 and 0.68 respectively for the numerical schemes’ truncation
error compared with the cumulative effect of the subgrid terms
The numerical schemes on the CR grids behave similarly to their counterparts
for the BVE. The second order (not shown) and fourth order schemes are both
dispersive and generate grid scale noise along the path of the small vortex. This can
be seen for the fourth order scheme in the cumulative truncation error plot which
does not match the cumulative subgrid terms plot. The Benchmark scheme (not
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shown) is diffusive and is able to successfully model the small vortex being stretched
beyond the grid scale. The Lax Wendroff Flux Limiter and Utopia schemes are
very similar to the Benchmark scheme, and are able to capture most of the subgrid
terms along the path of the small vortex.
Figure 6.3: The normalised l2 vorticity error norms against time for the shear flow
test case on the 642 and 1282 grids
The normalised l2 vorticity error norm is used to demonstrate the accuracy
of the numerical schemes, and is shown for the 642 and 1282 grids in figure 6.3.
The vorticity error is used for easy comparison with the results from the BVE
tests. The fourth order scheme’s error norm increases rapidly and is not shown
in its entirety in figure 6.3 because it distorts the plots. The Benchmark scheme,
the Lax Wendroff Flux Limiter scheme and Utopia scheme all have similar sized
error norms, showing that the schemes considered for ILES (the Lax Wendroff Flux
Limiter and Utopia schemes) are comparable with the Benchmark scheme.
6.3.2 Vortex Merger
The vortex merger test case (see test cases in Appendix B) shows the merger of
a small and large vortex. The HR vorticity reference solution at times 4, 14 and
24 are shown in Chapter 5. Figure 6.4 shows the cumulative effect of the subgrid
terms on vorticity on the 1282 grid at time 14 and the cumulative truncation error
for each of the fourth order, Lax Wendroff Flux Limiter and Utopia schemes, also
on the 1282 grid at time 14.
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Figure 6.4: The cumulative effect of the subgrid terms on vorticity (top left) and
the cumulative effect of the truncation error on vorticity of the fourth order scheme
(top right), the Lax Wendroff Flux Limiter scheme (bottom left) and the Utopia
scheme (bottom right) for the vortex merger test case on the 1282 grid at time
14. Correlation coefficients of 0.60, 0.58 and 0.68 respectively for the numerical
schemes’ truncation error compared with the cumulative effect of the subgrid terms
As discussed in Chapters 4 and 5, the subgrid terms on the path of the small
vortex are due to the small vortex being stretched beyond the grid scale. The
truncation errors of both the Lax Wendroff Flux Limiter and the Utopia schemes
match the subgrid terms along this path. This shows that the Lax Wendroff Flux
Limiter and the Utopia schemes are capturing the subgrid terms as the small vortex
is being stretched beyond the grid scale. At the end of the path, around the point
(0.4, 0.3), the subgrid vorticity is joining with the large vortex and the effect of the
subgrid terms is a small patch of positive enclosed by a patch of negative. Neither
the Lax Wendroff Flux Limiter scheme’s nor the Utopia scheme’s truncation error
matches the subgrid terms at this point. The fourth order scheme appears to
capture some of the subgrid terms along the path of the small vortex, but the
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dispersion errors and grid scale noise generated by the fourth order scheme do not
match with any of the subgrid terms.
Figure 6.5: The normalised l2 vorticity error norms against time for the vortex
merger test case on the 642 and 1282 grids
Figure 6.5 shows the l2 vorticity error norm for the Benchmark, fourth order,
Lax Wendroff Flux Limiter and Utopia schemes on the 642 and 1282 grids. The
fourth order scheme performs well initially, but as the vortices start to merge and
subgrid terms become non-negligible the error norm for the fourth order scheme
increases rapidly; the error norm is not shown in its entirety because it distorts the
plots. For all CR grids the Benchmark and Lax Wendroff Flux Limiter error norms
are similar, while the Utopia scheme’s error norm is significantly smaller than the
Benchmark scheme’s error norm for all time.
6.3.3 Vorticity Strip
The vorticity strip test case (see test cases in Appendix B) shows a thin strip of
vorticity being stretched beyond the grid scale, then being wrapped up into a large
vortex. The HR vorticity reference solution is shown in Chapter 5.
Figure 6.6 shows the vorticity solutions at time 48 on the 1282 grid for the
Benchmark, the fourth order, the Lax Wendroff Flux Limiter and the Utopia
schemes. The Benchmark scheme keeps the shape of the strip but is too diffu-
sive. The fourth order scheme generates grid scale noise across the whole of the
domain which distorts the shape of the vortex on the boundary. The fourth order,
Lax Wendroff Flux Limiter and the Utopia schemes all produce spurious vortices;
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Figure 6.6: The vorticity at time 48 on the 1282 grid for the Benchmark scheme,
the fourth order scheme, the Lax Wendroff Flux Limiter scheme and the Utopia
scheme
the Lax Wendroff Flux Limiter and the Utopia schemes are consistent with the re-
sults from the BVE, but the fourth order scheme is the only scheme using centred
difference approximations that has produced spurious vortices. The normalised l2
vorticity error norms are similar to the BVE error norms. Initially the Benchmark
scheme performs badly; this is due to the scheme being too diffusive. Over time
the fourth order, Lax Wendroff Flux Limiter and Utopia schemes produce spuri-
ous point vortices and the error norms for these schemes grow larger than for the
Benchmark scheme.
6.3.4 Freely Decaying Turbulence
The freely decaying turbulence test is initialised by the initial conditions used for
the freely decaying turbulence test for the BVE (see Appendix B). The vorticity
at different times is shown in Chapter 5.
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Figure 6.7: The cumulative effect of the subgrid terms on vorticity (top left) and the
cumulative effect of the truncation error on vorticity of the fourth order scheme (top
right), the Benchmark scheme (bottom left) and the Utopia scheme (bottom right)
for the freely decaying turbulence test case on the 1282 grid at time 24. Correlation
coefficients of 0.36, 0.41 and 0.57 respectively for the numerical schemes’ truncation
error compared with the cumulative effect of the subgrid terms
The cumulative effect of the subgrid terms on the vorticity is shown in figure
6.7 for the 1282 grid at time 24; the interactions between the vortices mean that
the subgrid terms affect the whole domain. The cumulative effect of the truncation
error on vorticity for each of the fourth order, Benchmark and Utopia schemes is
also shown in figure 6.7 for the 1282 grid at time 24. The fourth order scheme
produces grid scale noise which does not match with the subgrid terms. The
truncation error of the Benchmark scheme is similar to the subgrid terms, but
the features are more spread out, indicating that the Benchmark scheme is too
diffusive. However, a decrease in the amount of scale selective dissipation (smaller
κ value) leads to some grid scale noise not being removed. The Utopia scheme’s
truncation error is similar to that of the Benchmark scheme, although the features
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are not as spread out. This shows that the Utopia scheme is able to capture some
of the subgrid terms for the freely decaying turbulence test case.
Figure 6.8: The l2 vorticity error norms against time for the freely decaying tur-
bulence test case on the 642 grid; Euler equations (left) and BVE (right)
To demonstrate the accuracy of the schemes, the l2 vorticity error norms are
plotted against time in figure 6.8 for the 642 grid and in figure 6.9 for the 1282 grids.
The left hand plots are the results for the velocity form of the Euler equations,
whereas the right hand plots are the results from the BVE.
For the velocity form of the Euler equations the fourth order scheme performs
well initially, but as the subgrid terms start to become important the error norm
increases and is much larger than the error norms for the other schemes. The error
norms for the Benchmark and Lax Wendroff Flux Limiter schemes are very similar,
with each scheme having the smaller error norm (of the two) for different periods
of time. The Utopia scheme’s error norm is smaller than the Benchmark scheme’s
error norm for all grids.
A comparison of the results from the velocity form of the Euler equations with
the BVE shows that the fourth order scheme for the velocity form has a similar sized
error norm to the JEZ scheme for the BVE. Neither the fourth order scheme nor JEZ
were able to capture the subgrid terms through their truncation errors. The error
norm for Utopia is almost identical for both forms of the equation. The Benchmark
scheme’s error norm is similar for both forms of the equation, although the velocity
form has a slightly smaller error norm. The most noticeable difference between the
error norms for the two forms of the equations is seen for the Lax Wendroff Flux
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Figure 6.9: The l2 vorticity error norms against time for the freely decaying tur-
bulence test case on the 1282 grid; Euler equations (left) and BVE (right)
Limiter scheme in flux form. For the BVE the Lax Wendroff Flux Limiter scheme
performs much better than Benchmark scheme, while for the Euler equations the
Benchmark scheme outperforms the Lax Wendroff Flux Limiter scheme. The Lax
Wendroff Flux Limiter scheme has a smaller error norm for the BVE.
Figure 6.10: Comparing the l2 vorticity error norms for the advective and flux
forms of the Lax Wendroff Flux Limiter scheme for the freely decaying turbulence
test case on the 642 grid
The l2 vorticity error norms for the advective and flux forms of the LaxWendroff
Flux Limiter scheme are compared in figure 6.10. The error norms, shown for the
642 grid, show that the advective and flux forms are very similar; the flux form is
slightly better around time 10−25 and the advective form is slightly better at time
30. On the 322 grid the flux form is better for all time, whereas on the 2562 grid
the advective form is better for all time. The Lax Wendroff Flux Limiter schemes
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for the Euler equations have similar sized error norms to the advective form of the
Lax Wendroff Flux Limiter scheme for the BVE, whereas the flux form of the Lax
Wendroff Flux Limiter scheme for the BVE has a significantly smaller error norm
than the other forms of the Lax Wendroff Flux Limiter scheme (for the BVE and
Euler equations).
Figure 6.11: Total energy (left) and enstrophy (right) against time for the freely
decaying turbulence test case on the 1282 grid
Figure 6.11 shows the total energy and enstrophy against time for the Bench-
mark, Lax Wendroff Flux Limiter and Utopia schemes on the 1282 grid. Also shown
is the total energy and enstrophy for the HR reference solution when filtered onto
the 1282 grid. The energy and enstrophy for the fourth order scheme is not shown
because the total enstrophy for the fourth order scheme increases rapidly with time
and therefore distorts the plots of the other schemes. The results are the same as
for the BVE tests; the schemes considered for ILES (Lax Wendroff Flux Limiter
and Utopia) and the schemes with simple subgrid models (Benchmark) are all able
to successfully model the downscale enstrophy transfer, but none of these schemes
are able to model the upscale energy transfer from the subgrid to the resolved
scales. The total energy should increase with time on the 1282 grid, but all of the
schemes show a decrease in energy.
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6.4 Euler Equations Conclusions
The aim of this chapter was to determine whether ILES could successfully be ap-
plied to the Euler equations and whether there were any differences between the
velocity component form and the vorticity form of the equations. The approxima-
tion of the subgrid terms shows that the subgrid terms of the Euler equations are
second order in space and are diffusive (similar to the BVE). The modified equation
of the Lax Wendroff Flux Limiter scheme is second order, but also diffusive when
φ = 0. This shows that there are similarities between the subgrid terms of the
Euler equations and the truncation errors of some of the numerical schemes for the
Euler equations.
The numerical tests were used to show if the schemes considered for ILES (Lax
Wendroff Flux Limiter and Utopia) could capture the subgrid terms at least as well
as the scheme with a simple subgrid model (Benchmark scheme). The results show
that the Lax Wendroff Flux Limiter scheme is comparable with the Benchmark
scheme, whereas the Utopia scheme performs better than the Benchmark scheme.
A ‘fourth order’ scheme was also used; this was to demonstrate that the ILES
schemes are not just improving accuracy by modelling the resolved scales better
than the Benchmark scheme. For all the tests the fourth order scheme was unable
to capture the subgrid terms and the ILES and the Benchmark schemes all had
smaller error norms. The ILES schemes and the Benchmark scheme could all
model the downscale enstrophy transfer, but none of these schemes could capture
the upscale energy transfer.
The results for the velocity form of the Euler equations are consistent with the
results from the BVE tests. The error norms for the Benchmark scheme are of a
similar magnitude, and the conclusion that ILES schemes are comparable to, or
better than, the Benchmark scheme at capturing the subgrid terms is the same.
For both the BVE and the Euler equations the ILES schemes (or schemes with
a simple subgrid model) were unable to perform the upscale energy transfer from
subgrid to resolved scales. One significant difference between the Euler equations
and the BVE is that the Lax Wendroff Flux Limiter scheme performed better for
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the BVE; this may be because the flux limiter for the BVE is a function of vorticity,
as opposed to the flux limiter being a function of velocity for the Euler equations.
Another difference is the use of flux or advective form for the Lax Wendroff Flux
Limiter scheme; for the BVE the flux form was significantly more accurate but for
the Euler equations the advective form performed similarly to the flux form (with
the advective form performing better than the flux form for some grids). This
suggests that conservation of vorticity (but not conservation of momentum) is an
important property of a successful two-dimensional ILES scheme.
The results in this chapter show that the form of the equation, either velocity
or vorticity form, does not have an impact on whether ILES can be successfully
applied to the Euler equations.
Chapter 7
The Quasi-Geostrophic Potential
Vorticity Equation
The aim of this chapter is to test whether the results from the previous chapters still
hold when the equation being solved has a finite Rossby radius (see below). Both
the barotropic vorticity equation (BVE) and the Euler equations used in the previ-
ous testing have an infinite Rossby radius. Examining the Rossby radius is relevant
because the atmosphere has a finite Rossby radius; using a finite Rossby radius will
give a better approximation to the atmosphere than the BVE, and therefore the
results in this chapter are more relevant for the atmosphere. A finite Rossby radius
could result in weaker subgrid terms than the BVE (for the same initial vorticity
field), and therefore the implicit large eddy simulation (ILES) schemes that work
well for the BVE might not necessarily be successful for an equation with a finite
Rossby radius. However, a finite Rossby radius could result in less upscale energy
from the subgrid to resolved scales than the BVE (for the same initial vorticity
field); this means that the ILES schemes may perform better for an equation with
a finite Rossby radius than they did for the BVE. The tests will be performed on
the Potential Vorticity (PV) equation, which is derived from the quasi-geostrophic
shallow water equations (QGSWE).
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7.1 Introduction
The PV equation is derived from the shallow water equations (see [24]), given as
∂u
∂t
+
∂uu
∂x
+
∂vu
∂y
− fv + ∂Φ
∂x
= 0, (7.1)
∂v
∂t
+
∂uv
∂x
+
∂vv
∂y
+ fu+
∂Φ
∂y
= 0, (7.2)
∂Φ
∂t
+
∂uΦ
∂x
+
∂vΦ
∂y
= 0, (7.3)
where u and v are the velocities in the x and y directions, t is time, f is the Coriolis
force and Φ is the geopotential. Assuming that the flow is nearly geostrophic
(R0  1 where R0 is the Rossby number), that f is a constant (f = f0) and that
changes in geopotential are small (Φ = Φ0+Φ1 where Φ0 is constant and |Φ1Φ0 |  1),
the leading order terms in the momentum equation are, where subscript g denotes
geostrophic velocities,
fv ≈ ∂Φ1
∂x
= f0vg, (7.4)
−fu ≈ ∂Φ1
∂y
= −f0ug. (7.5)
The geostrophic flow is incompressible
∂ug
∂x
+
∂vg
∂y
= 0, (7.6)
and therefore the streamfunction, ψ, can be used to calculate the geostrophic ve-
locity
ψ =
Φ1
f0
, (7.7)
vg =
∂ψ
∂x
, (7.8)
ug = −∂ψ
∂y
. (7.9)
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As the leading order terms are purely diagnostic the ageostrophic flow is required.
Letting a denote the ageostrophic velocities, the next order terms in the momentum
equation are
∂ug
∂t
+
∂ugug
∂x
+
∂vgug
∂y
− f0va = 0, (7.10)
∂vg
∂t
+
∂ugvg
∂x
+
∂vgvg
∂y
+ f0ua = 0. (7.11)
The vorticity is the curl of the velocity,
ζg =
∂vg
∂x
− ∂ug
∂y
, (7.12)
and therefore taking the curl of equations (7.10)-(7.11) gives the vorticity equation
as
∂ζg
∂t
+
∂ugζg
∂x
+
∂vgζg
∂y
+ f0
(
∂ua
∂x
+
∂va
∂y
)
= 0. (7.13)
The next order terms in the mass equation are
∂Φ1
∂t
+ Φ0
(
∂ua
∂x
+
∂va
∂y
)
+ ug
∂Φ1
∂x
+ vg
∂Φ1
∂y
. (7.14)
This can be rewritten, using that the geostrophic flow is incompressible, as
DgΦ1
Dt
+ Φ0
(
∂ua
∂x
+
∂va
∂y
)
= 0, (7.15)
⇒ ∂ua
∂x
+
∂va
∂y
= − 1
Φ0
DgΦ1
Dt
, (7.16)
where Dg
Dt
is the material geostrophic derivative. The vorticity equation (7.13)
becomes
∂ζg
∂t
+
∂ugζg
∂x
+
∂vgζg
∂y
− f0
Φ0
DgΦ1
Dt
= 0. (7.17)
Defining the PV as
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q = ζg − f0
Φ0
Φ1, (7.18)
the vorticity equation can be written in terms of PV
∂q
∂t
+
∂uq
∂x
+
∂vq
∂y
= 0. (7.19)
The PV can be rewritten, using (7.7), as
q = ∇2ψ − f
2
0
Φ0
ψ. (7.20)
Using λ =
√
Φ0
f0
gives
q = ∇2ψ − ψ
λ2
. (7.21)
This gives an equation for PV (7.19) and an equation for the streamfunction to
calculate the velocities (7.21). The form of the equation is similar to the BVE; the
only differences are that the vorticity has been replaced with PV and the equation
for ψ is now a Helmholtz equation. The Rossby radius, λ, is the length scale at
which the rotation becomes important, and therefore it is a measure of how much
‘influence’ a vortex has on the domain. A finite Rossby radius, as opposed to the
infinite Rossby radius of the BVE and Euler equations, might produce different
results from the previous chapters because the finite Rossby radius could result in
weaker subgrid terms than for the BVE (for the same initial vorticity field). Also,
the amount of energy and enstrophy that is transferred between the resolved and
subgrid scales could change. Therefore schemes that are accurate for the BVE, and
are capturing the subgrid terms of the BVE, may not be as accurate for the PV
equation.
Figure 7.1 shows a cross section of the v component of velocity for a point
vortex for different values of λ. The point vortex is initialised as 1 for the centre
four cells of the domain and 0 elsewhere (the domain comprises 2562 grid cells),
although the average PV is subtracted to ensure that the global sum of PV is zero.
The velocity is calculated for different values of λ, and the results show that for
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Figure 7.1: The effect of the Rossby radius on the v component of velocity for a
point vortex
smaller λ the velocity approaches zero much quicker than for larger values of λ.
The results show that if the Rossby radius is small, the velocities of the vortices
will be weak when compared to a large Rossby radius for the same initial PV.
7.2 Subgrid Analysis
As the only difference between the PV and BVE equations is due to the calculation
of ψ, the filtered PV equation has the same form as the filtered BVE
∂q
∂t
+
∂u¯q¯
∂x
+
∂v¯q¯
∂y
=
∂
∂x
(u¯q¯ − uq) + ∂
∂y
(v¯q¯ − vq) , (7.22)
with the streamfunction calculated as
q¯ = ∇2ψ¯ − ψ¯
λ2
, (7.23)
u¯ = −∂ψ¯
∂y
, (7.24)
v¯ =
∂ψ¯
∂x
. (7.25)
Using the subgrid terms’ approximation (see Chapter 2) the subgrid terms of
the PV equation have the same form as the BVE
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SG ≈ ∂
∂x
(2au¯xq¯x + 2bu¯y q¯y) +
∂
∂y
(2av¯xq¯x + 2bv¯y q¯y) . (7.26)
As with the BVE, the subgrid terms of the PV equation are second order in space
and contain velocity dependent diffusion terms.
7.2.1 Energy and Enstrophy
The PV equation is similar to the BVE and shows upscale energy and downscale
enstrophy transfers. The energy and (potential) enstrophy are calculated as
E = −1
2
qψ, (7.27)
and
Z =
1
2
q2. (7.28)
The streamfunction depends on λ, therefore different values of λ will affect the
amount of energy in the system. If λ is small then the velocities of the vortices
will be small when compared to a large Rossby radius for the same initial PV. This
means that there will be weaker interaction between the vortices when compared
to a large Rossby radius for the same initial PV.
Figure 7.2: Total energy against time for the freely decaying turbulence test case
with λ = 0.05 and λ = 0.25
Figure 7.2 shows the total energy against time (filtered onto a number of dif-
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ferent grids), for a high resolution (HR) reference solution for the freely decaying
turbulence test (see section 7.3 and 7.4.3) for λ = 0.05 and λ = 0.25 using the same
methodology as in Chapter 4. The freely decaying turbulence test is initialised, but
the different values of λ lead to different solutions. For both values of λ the energy
on the 322 and 642 grids increases with time, indicating that energy is entering the
solution on these grids from the ‘subgrid’ scales, i.e. an upscale energy transfer.
There is more energy in the system for the λ = 0.25 case than for the same initial
PV for λ = 0.05, and this is due to the larger value of λ.
Figure 7.3: Total enstrophy against time for the freely decaying turbulence test
case with λ = 0.05 and λ = 0.25
Similarly the total enstrophy for the HR reference solution filtered onto the
coarse resolution (CR) grids can be plotted against time, and this is shown in
figure 7.3. The total enstrophy on the CR grids decreases much more rapidly for
the λ = 0.25 case because there are stronger interactions between the vortices than
for λ = 0.05. The results for both values of λ confirm that enstrophy is being
transferred downscale.
7.3 Methodology
The aim of the numerical testing is to show whether ILES can successfully be ap-
plied to the PV equation and compare with the results from the previous chapters.
This will demonstrate the effect of a finite Rossby radius on the application of ILES.
The schemes considered for ILES will be compared with a Benchmark scheme to
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show whether the ILES schemes can capture the subgrid terms of the PV equation
better than a scheme with a subgrid model.
The methodology for the numerical testing is similar to the methodology for
the BVE tests (see Chapter 4). A number of numerical schemes will be used on
CR grids, and the results compared to a HR reference solution. A solution without
the effects of the subgrid terms will be generated and this can be used to show:-
i) the cumulative effects of the subgrid terms, and ii) the cumulative truncation
errors of the numerical schemes on the CR grids. If ILES is to be successful then
the truncation errors of the numerical schemes on the CR grids must capture some
of the subgrid terms. The same initial PV (for the vortex merger, shear flow and
freely decaying turbulence test cases) will be tested with different values of λ to
show the effect of the Rossby radius.
7.3.1 Numerical Schemes
The numerical schemes used for the PV tests will be of the same form as the
schemes for the BVE (see Appendix A), except with ζ replaced by q. The schemes
tested will be:
• JEZ
• JEZ + scale selective dissipation
• Lax Wendroff Flux Limiter (with the van Leer limiter, in both flux and
advective form)
• Utopia (with and without a flux limiter)
• Semi-Lagrangian (with and without a limiter)
• ENO UNO (in flux and advective form)
• Anticipated Potential Vorticity Method
• JE + Smagorinsky
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The JEZ scheme will conserve both energy and potential enstrophy while the
APVM scheme will conserve energy. The scale selective dissipation is of the form
κ∇4q where κ is a constant that will be tuned for the flow configuration. The
HR reference solution will use the JE with scale selective dissipation scheme. The
Benchmark scheme will be JEZ with scale selective dissipation. This is a well known
scheme with a simple subgrid model; for ILES to be successful it must perform at
least as well as a scheme with a simple subgrid model. The parameters for the
schemes with explicit subgrid models will be the same as for the BVE.
The modified equations of the numerical schemes will be identical to the modi-
fied equations for the BVE, except with ζ replaced by q. As the modified equations
of the numerical schemes and the approximation of the subgrid terms is the same
for the PV equation as they are for the BVE, the same motivation for ILES can
be used for the PV equation that was used for the BVE (see Chapter 2).
7.4 Results
The PV equation test cases will be similar to the BVE test cases. The building
blocks of turbulence and freely decaying turbulence will be examined. Different
values of λ will be used to demonstrate the effect of the Rossby radius on the
application of ILES. The timesteps used will be the same as for the BVE test cases
(see Chapter 5).
7.4.1 Vortex Merger
The vortex merger test case, described in Appendix B, shows the interaction be-
tween a large and small vortex. Figure 7.4 shows the PV on the HR grid at time 24
for λ = 0.05 and λ = 0.25, and can be compared with the BVE shown in Chapter
5 (figure 5.16). With λ = 0.05 there is very little interaction between the two
vortices, whereas for λ = 0.25 the small vortex has been stretched around the large
vortex.
The cumulative effect of the subgrid terms at time 24 on the 1282 grid is shown
in figure 7.5 for λ = 0.05 and λ = 0.25. For both values of λ the subgrid terms
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Figure 7.4: The PV calculated at time 24 using the HR grid for λ = 0.05 and
λ = 0.25
are concentrated on the path of the small vortex, as with the BVE case. As there
is weaker vortex interaction for the λ = 0.05 case, the subgrid terms for this case
are significantly smaller (in terms of magnitude and area) than the λ = 0.25 case.
For different values of λ the small vortex is ‘pulled’ towards the large vortex from
different points; for λ = 0.25 the small vortex is stretched out from its northern
point, (0.7, 0.7), whereas for λ = 0.05 the small vortex is stretched out from its
western point, (0.5, 0.5). This shows that a smaller Rossby radius leads to a smaller
effect by the subgrid terms.
Figure 7.5: The cumulative effect of the subgrid terms on the 1282 grid at time 24
for λ = 0.05 and λ = 0.25 for the vortex merger test case (note the different scales
on the plot axes)
The numerical schemes for the PV equation behave similarly to the equivalent
numerical schemes for the BVE; the JEZ scheme produces grid scale noise, whereas
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the diffusive schemes (either through truncation error or due to a subgrid model)
all keep the shape of the vortices well. The cumulative effect of the truncation
error at time 24 on the 1282 grid is shown in figure 7.6 for the Benchmark and
the Utopia schemes, for λ = 0.05. Comparing with the left hand plot of figure 7.5
shows that the Benchmark scheme is too diffusive; the truncation error matches
the subgrid terms where the vortices meet, but there is much more truncation error
than subgrid terms. The Benchmark scheme has diffused both the large and small
vortices too much. The Utopia scheme’s truncation error is a much better match
to the subgrid terms, showing that the Utopia scheme can capture some of the
subgrid terms. The truncation errors of the other schemes considered for ILES are
very similar to the truncation error for the Utopia scheme.
Figure 7.6: The cumulative effect of the truncation error for the Benchmark scheme
(left) and the Utopia scheme (right) on the 1282 grid at time 24 for λ = 0.05 for
the vortex merger test case. Correlation coefficients of 0.01 and 0.30 respectively
when compared with the cumulative effect of the subgrid terms in figure 7.5
Figures 7.7 and 7.8 show the normalised l2 PV error norms against time on
the 1282 grid for λ = 0.05 and λ = 0.25 respectively. For λ = 0.05 there is much
weaker interaction between the vortices and the subgrid terms are significantly
smaller than for the λ = 0.25 case. The error norms of the numerical schemes for
the λ = 0.05 case are much smaller than the error norms for the λ = 0.25 case. For
both values of λ, the left hand plots show the Benchmark, ENO UNO, SL, SLFL
and the Smagorinsky schemes, while the right hand plots show the Benchmark,
Lax Wendroff Flux Limiter, Utopia, Utopia 2D Limiter and APVM schemes.
For the λ = 0.05 case the error norms are similar to the advection test case
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Figure 7.7: The normalised l2 PV error norms against time on the 128
2 grid for
λ = 0.05 for the vortex merger test case
for the BVE. As shown by the truncation error plots, the Benchmark scheme is
too diffusive where the vortices interact, and therefore the PV error norm for the
Benchmark scheme is larger than for the other schemes (which are less diffusive).
The Utopia and SL schemes are third order accurate (for linear advection), and
therefore have smaller error norms than the second order Lax Wendroff Flux Lim-
iter and ENO UNO schemes. The APVM has a similar sized error norm to the
Benchmark scheme, whereas the Smagorinsky scheme outperforms the Benchmark
scheme. The results are consistent for all CR grids.
Figure 7.8: The normalised l2 PV error norms against time on the 128
2 grid for
λ = 0.25 for the vortex merger test case
The results for the vortex merger test case show that a smaller value of λ
means weaker interactions between vortices and therefore less effect by the subgrid
terms (for the same initial PV). The results are similar to the BVE vortex merger;
221
the ILES schemes can implicitly capture some of the subgrid terms, and the ILES
schemes perform better than the Benchmark scheme.
7.4.2 Shear Flow
The shear flow test (not shown) produces very similar results to the vortex merger
test case. A smaller Rossby radius leads to the smaller vortex being stretched
out much less (a very small Rossby radius, λ = 0.01, means that there is negligible
interaction between the two vortices), and therefore less effect by the subgrid terms.
The ILES schemes can implicitly capture some of the subgrid terms of the shear
flow case, and the ILES schemes have smaller PV error norms than the Benchmark
scheme (for all significant values of λ).
7.4.3 Freely Decaying Turbulence
The freely decaying turbulence test case is described in Appendix B. The HR PV
solution at time 24 is shown in figure 7.9 for λ = 0.01, λ = 0.05, λ = 0.1 and
λ = 0.25, and the HR solution for the BVE is shown in Chapter 5 (figure 5.36).
For λ = 0.01 the Rossby radius is very small and there is virtually no interaction
between the vortices; the PV at time 24 is almost identical to the initial PV. As the
value of λ increases there are stronger vortex interactions and the solution starts
to resemble the results from the BVE.
Figure 7.10 shows the cumulative effect of the subgrid terms for λ = 0.05 and
λ = 0.25 on the 1282 grid at time 24. The subgrid terms for λ = 0.05 are much
smaller in magnitude and area than for λ = 0.25; this is because the smaller Rossby
radius leads to weaker interactions between the vortices and therefore weaker sub-
grid terms, when compared with a larger Rossby radius for the same initial PV.
The subgrid terms for λ = 0.25 are very similar to the subgrid terms of the BVE,
see Chapter 5.
The cumulative effect of the truncation error for some of the numerical schemes
for λ = 0.05 on the 1282 grid at time 24 is shown in figure 7.11. The JEZ scheme
has produced grid scale noise and dispersion errors that do not match with the
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Figure 7.9: PV at time 24 on the HR grid with λ = 0.01, λ = 0.05, λ = 0.1 and
λ = 0.25
Figure 7.10: The cumulative effect of the subgrid terms on the 1282 grid at time
24 for λ = 0.05 and λ = 0.25 for the freely decaying turbulence test case (note the
different scales on the plot axes).
subgrid terms shown in figure 7.10. The Benchmark scheme matches some of the
subgrid terms with its truncation error, but the features of the truncation error are
much larger than the features of the subgrid terms, implying that the Benchmark
scheme has been too diffusive. Both the Lax Wendroff Flux Limiter and Utopia
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schemes have a similar truncation error to the subgrid terms, implying that these
schemes are capturing the subgrid terms through their truncation errors.
Figure 7.11: The cumulative effect of the truncation error for the JEZ , Benchmark,
Lax Wendroff Flux Limiter and Utopia schemes on the 1282 grid at time 24 for
λ = 0.05 for the freely decaying turbulence test case. Correlation coefficients of
0.02, 0.10, 0.31 and 0.36 respectively when compared with the cumulative effect of
the subgrid terms in figure 7.10
Figures 7.12 and 7.13 show the l2 PV error norms against time for λ = 0.05, and
λ = 0.1. The left hand plots show the error norms for the Benchmark scheme, ENO
UNO scheme, SL schemes (with and without a limiter) and the APVM scheme.
The right hand plots show the Benchmark scheme, the Lax Wendroff Flux Limiter
scheme, the Utopia schemes (with and without a flux limiter) and the Smagorinsky
scheme. As the value of λ increases, the magnitude of all the error norms increases.
The error norms for λ = 0.25 (not shown) have a similar shape to the error norms
for λ = 0.1, but are of greater magnitude.
For small values of λ there are weaker interactions between the vortices when
compared with a larger Rossby radius for the same initial PV, and the error norm
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Figure 7.12: The normalised l2 PV error norms against time on the 128
2 grid for
λ = 0.05 for the freely decaying turbulence test case
plots are similar to the error norms for the advection test case (see Chapter 5). This
is because the weaker interactions between the vortices for the smaller values of λ
lead to weaker subgrid terms when compared with a larger value of λ (for the same
initial PV). For λ = 0.05 the schemes with explicit subgrid models (Benchmark,
APVM and Smagorinsky) all perform badly.
Figure 7.13: The normalised l2 PV error norms against time on the 128
2 grid for
λ = 0.1 for the freely decaying turbulence test case
For λ = 0.1 the subgrid terms become more important and the error norms start
to look like the error norms for the BVE. The Utopia schemes, the Lax Wendroff
Flux Limiter scheme, the ENO UNO scheme and the SL schemes are shown to
be more accurate than the Benchmark scheme. The APVM and the Smagorinsky
scheme initially have a smaller error norm than the Benchmark scheme, but around
time 22 the Benchmark scheme becomes more accurate.
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Figure 7.14: The normalised l2 PV error norms against time on the 128
2 grid
comparing the advective and flux forms of some of the numerical schemes for λ =
0.05 and λ = 0.1 for the freely decaying turbulence test case (note the different
scales on the plots)
Figure 7.14 compares the l2 PV error norms for the advective and flux forms of
the Lax Wendroff Flux Limiter and ENO UNO schemes for λ = 0.05 and λ = 0.1
on the 1282 grid. Also shown are the Utopia scheme and the SL scheme (Utopia is
in conservative form while the SL scheme is not conservative). For both values of λ
the flux form of the schemes, Lax Wendroff Flux Limiter and ENO UNO, are more
accurate than the advective form of the corresponding scheme. The conservative
Utopia scheme has a smaller error norm than the non-conservative SL scheme.
This implies that conservation of potential vorticity is important for the accuracy
of two-dimensional ILES.
Figure 7.15: Total energy and enstrophy against time for the freely decaying tur-
bulence test on the 1282 grid with λ = 0.05
The total energy and enstrophy plotted as a time series for the numerical
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schemes on the 1282 grid are shown in figure 7.15 for λ = 0.05 and figure 7.16 for
λ = 0.25. The results are very similar to the BVE; the schemes that successfully
dissipate enstrophy also dissipate energy. The APVM dissipates enstrophy and
conserves energy but the choice of parameter in D (see equation A.72) affects the
dissipation of enstrophy and the accuracy of the scheme in the short term. Figure
7.15 shows that using a parameter value that is too small leads to not enough
enstrophy dissipation for the APVM. The enstrophy dissipation for the APVM for
λ = 0.25 is very similar to that of the HR reference solution filtered onto the 1282
grid enstrophy dissipation, however the accuracy in the short term for the APVM
is poor (not shown). The results show that the Utopia scheme and SL scheme
dissipate the least energy of the diffusive schemes.
Figure 7.16: Total energy and enstrophy against time for the freely decaying tur-
bulence test on the 1282 grid with λ = 0.25
7.5 PV Equation Conclusions
This chapter has shown that the application of ILES to two-dimensional turbulence
when the equation has a finite Rossby radius is as successful as the application
of ILES to two-dimensional turbulence when the equation has an infinite Rossby
radius. The results for the PV tests are very similar to the BVE; the schemes
considered for ILES have a smaller PV error than the schemes with simple subgrid
models. This result holds for all values of λ. For smaller values of λ there are
weaker interactions between the vortices when comparing the same initial PV with
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a larger Rossby radius. The magnitude of the PV error norms are smaller for
smaller values of λ. As with the BVE, the flux form of the schemes is important
for accurate results. This implies that conservation of PV is an important quality
of the numerical scheme used for ILES. The results show that, for all values of λ,
the schemes that dissipate enstrophy also dissipate energy. This means that ILES
can model the downscale enstrophy transfer, from resolved to subgrid scales, but
cannot model the upscale energy transfer from the subgrid to the resolved scales.
This is the same result as found with the BVE.
Chapter 8
Backscatter
The aim of this chapter is to discuss the idea of a ‘backscatter’ model that will
represent the upscale energy transfer from the subgrid to the resolved scales. A
number of simple backscatter ideas will be tested on the building blocks, freely de-
caying turbulence and forced turbulence test cases. This will establish whether the
backscatter ideas offer any advantage over the same schemes without any backscat-
ter. The tests will use the barotropic vorticity equation.
8.1 Introduction
The results from the numerical testing (see Chapter 5) show that none of the
schemes considered for implicit large eddy simulation (ILES), or the schemes with
simple subgrid models, were able to model the correct upscale energy transfer
from the subgrid to the resolved scales. In fact, each of the numerical schemes
dissipated energy even though the amount of energy on the resolved scales should
have increased. The energy conserving Jacobians (JE and JEZ) conserve energy
but are unable to dissipate enstrophy. The APVM conserves energy and dissipates
enstrophy, but can produce poor results in the short term tests (this can be shown in
the tests where the l2 error norms for the APVM are larger than for the Benchmark
scheme - see figure 5.44 for example). To make the ILES schemes more accurate, in
terms of the energy statistics, a method for adding energy at the appropriate scales
to the solution needs to be devised. This method is called a backscatter model.
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There are two conceivable ways to apply this method:- i) use an ILES scheme to
dissipate enstrophy and then apply an explicit backscatter model, or ii) build the
backscatter model into the numerical scheme i.e. an implicit subgrid model that
captures both the downscale enstrophy and upscale energy transfers. This chapter
will concentrate on method i) an explicit backscatter model.
Previous explicit backscatter models are described, for example, in [5], [8] and
[38]. These backscatter models are not designed for two-dimensional turbulence
modelling. In [5] the backscatter model is applied to an ensemble weather predic-
tion model, and random perturbations are introduced to the streamfunction to act
as backscatter and improve the shape of the energy spectrum near the grid scale.
The use of backscatter in GCMs is also discussed in [8], where it is stated that the
backscatter must also compensate for overly dissipative numerics. Backscatter ap-
plied to near surface three-dimensional LES is described in [38]. These backscatter
models, described in [5], [8] and [38], introduce random components into the flow.
In the backscatter models designed in this chapter, the addition of vorticity (and
therefore energy) will be performed in a non-random way.
As discussed in Chapter 4, for two-dimensional turbulence, the two types of
motion that are represented by subgrid terms are the resolved scale vorticity being
stretched beyond the grid scale, and subgrid features interacting with the resolved
scale vorticity. This means that the downscale enstrophy and upscale energy trans-
fers are generated by different motions. Therefore using separate techniques for the
downscale and upscale transfers, an ILES scheme to model the resolved vorticity
being stretched beyond the grid scale and then using a separate backscatter model
to represent the subgrid vorticity interacting with the resolved vorticity, should
produce better results than a scheme that conserves energy, e.g. APVM.
8.2 Energy and Enstrophy
The results in Chapter 4 (see figure 4.7) showed that the effects of the subgrid terms
on the energy at each scale are qualitatively similar when the cutoff is changed but
decrease in magnitude as the cutoff wave number increases. The tests showed that
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for the freely decaying turbulence test, the subgrid terms were adding energy to the
largest scales independent of the cutoff wave number. This implies that the effect of
the subgrid terms smaller than cutoff wave number k1 on the resolved scale energy
are similar but of a smaller magnitude than the effect of the subgrid terms smaller
than cutoff wave number k2, for k2 < k1. This scale similarity idea implies that
information about the effects of the near grid scale on the energy and enstrophy
could be used to estimate the energy and enstrophy transfers from/to the subgrid
scales. To determine the energy at the grid scale the smallest resolved scales need
to be calculated and this can be achieved by using a test filter. In this chapter
the test filter will be denoted, (˜), and the sub-test-filter scales will be denoted the
double prime, ()′′. The sub-test-filter scales can be calculated as ζ ′′ = ζ − ζ˜.
When considering the backscatter models for two-dimensional ILES an impor-
tant point to be addressed is how to add energy back to the solution. For the tests
in this chapter the BVE will be used, so the addition of energy will be discussed
in terms of adding vorticity. Two ideas will be tested:- i) adding ζ¯ to the solution,
and ii) adding ζ − ζ¯ to the solution (where the bar indicates filtering to an as yet
unspecified scale). As the total energy can be calculated as
E = −1
2
∫
ζψdA, (8.1)
where A is the area of the domain, adding positive vorticity to positive vorticity
should increase the amount of energy in the solution. The vorticity pattern to be
added will be denoted δζ. Adding ζ¯ to a vortex will increase the magnitude of the
whole vortex, whereas adding ζ − ζ¯ will decrease the vorticity at the base of the
hill (where ζ < ζ¯), increase the vorticity at the peak (where ζ > ζ¯) and therefore
produce sharper gradients. The change in shape of the vortex can be shown for
the one-dimensional case in figure 8.1. The cosine hill (see Appendix B) is used as
the initial conditions, z, and the filtered cosine hill, z¯, uses a 9 point filter. The
domain contains 256 grid points. Also see figure 8.2 for the energy spectra of ζ¯ and
ζ − ζ¯.
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Figure 8.1: The initial profile z compared with z+az¯ (left) and z+ b(z− z¯) (right)
where a and b are constants to ensure easy comparison
8.3 Three Backscatter Models
The idea behind the explicit backscatter models is to use a numerical scheme to
calculate a solution, and then add energy to this solution. The explicit backscatter
models will use the Utopia 2D Limiter scheme as the ‘basic’ scheme, as the Utopia
2D Limiter scheme will implicitly dissipate enstrophy, although these backscatter
models could be applied to any scheme that can dissipate the correct amount of
enstrophy. Three backscatter models will be designed; the backscatter models
will be called UTBS1, UTBS2 and UTBS3. All of them calculate which resolved
scales are the most energetic and add energy at this scale to the preliminary solution
generated using the Utopia 2D Limiter scheme. To calculate the most energetic
scales the solution at each timestep is filtered onto the grids coarser than the CR
grid. The total energy is calculated at each grid scale (see Chapter 4) and the grid
scale with the most energy is chosen. Using the Utopia 2D Limiter scheme the
vorticity solution is calculated and denoted ζP . The vorticity pattern to be added
is denoted δζ, and α is the amount of backscatter. This gives the preliminary
solution as
ζP = ζn + UT (ζn), (8.2)
where n is temporal index and UT () indicates the Utopia 2D Limiter scheme. The
backscatter solution is calculated as
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ζn+1 = ζP + αδζ. (8.3)
The first backscatter scheme, UTBS1, uses the energy at the grid cutoff to
calculate the amount of energy to add back to the solution. The motivation behind
UTBS1 is the scale similarity idea; using information about the energy transfers
from the near grid scale to estimate the energy transfers from the subgrid scales.
Two preliminary solutions are generated; one that contains the effects of all the
resolved scales, ζP , and one that uses a test filter to ensure that no scales smaller
than the test filter enter the solution, ζPS. The same methodology used in Chapter
4 to calculate a solution without the effects of the subgrid terms is used to calculate
ζPS
ζPS = ζn + UT (ζn)
T
, (8.4)
where superscript T indicates filtering the solution to the testfilter scale. The
energy from both the solutions is calculated at each scale (using the same method-
ology as in Chapter 4). The difference between ζP and ζPS will be the effect of the
sub-test-filter scales on the resolved scales. Therefore the effect of the sub-test-filter
scales on the energy at the most energetic scale can be calculated as
B0 =
(
E(ζP
∆E
)− E(ζPS∆E)
)
, (8.5)
where ∆E is the filter scale of the most energetic scale, ζ
∆E
is the solution filtered
to the scale ∆E, and E is the energy. The amount of backscatter to add is B0
normalised by E(ζP
∆E
), and is calculated as
α = κBS
B0
E(ζP
∆E
)
, (8.6)
where κBS is a tunable parameter. As the effect of the subgrid scales on the energy
of the resolved scales decreases as the resolution increases, see Chapter 4, then κBS
will be linked to the testfilter scale and chosen as κBS = 2∆xT for the subsequent
testing (where ∆xT is the testfilter grid spacing).
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For UTBS1 the backscatter to be added will be the vorticity at scales smaller
than the most energetic scale, δζ = ζP − ζP∆E .
The second and third explicit backscatter schemes, UTBS2 and UTBS3, cal-
culate how much energy needs to be added to conserve the global energy. The
Utopia 2D Limiter scheme is used to calculate ζP , and the streamfunctions are cal-
culated as ∇2ψP = ζP and ∇2δψ = δζ. The total energy at the previous timestep
is denoted E0. The aim of these backscatter models is to add enough energy to
ensure that the total energy at the new timestep equals the total energy at the
previous timestep, i.e. energy is conserved. Equating the desired energy to the
energy associated with the modified vorticity gives
E0 = −1
2
∫
(ζP + αδζ)(ψP + αδψ)dA. (8.7)
Rearranging (8.7) and ignoring terms of order α2 (as α << 1) gives
E0 ≈ −1
2
∫
ζPψP + α
(
δζψP + ζP δψ
)
dA, (8.8)
which can be simplified, using integration by parts twice, to give
E0 ≈ −1
2
∫
ζPψP + 2αδζψPdA. (8.9)
The energy calculated from ζP is given by
EP = −1
2
∫
ζPψPdA, (8.10)
and therefore (8.9) can be simplified and rearranged to give
E0 − EP ≈ −α
∫
δζψPdA. (8.11)
The amount of backscatter to be added can then be calculated as
α =
EP − E0∫
δζψPdA
. (8.12)
For UTBS2 the backscatter to be added will be the vorticity filtered to the most
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Table 8.1: Backscatter Models
Name α δζ
UTBS1 κBS
(E(ζP
∆E )−E(ζPS∆E ))
E(ζP
∆E )
ζP − ζP∆E
UTBS2 α = E
P−E0R
δζψP dA
ζP
∆E
UTBS3 α = E
P−E0R
δζψP dA
ζP − ζPS∆E
energetic scale, δζ = ζP
∆E
.
Both the scale similarity and the energy conservation ideas will be used for
UTBS3. The integral (8.12) will be used to conserve energy, and the scale similarity
idea will be used to try to improve the pattern of vorticity that is being added.
The δζ terms will be similar to that used for UTBS1:- it will be of the form
δζ = ζP − ζP∆E but it will use ζPS to give an estimate of the near grid scales.
Therefore the backscatter will be given by δζ = ζP − ζPS∆E , where the overline
indicates filtering to the most energetic scales. Both UTBS2 and UTBS3 will
conserve energy; although tests have shown that energy increases on the CR scales
(see Chapter 4), conservation of energy will produce much better energy statistics
than any of the ILES or simple subgrid model schemes which dissipate energy.
Table 8.1 summarises α and δζ for each backscatter model.
Figure 8.2 shows the effect of different forms of δζ on the energy spectra. The
left hand plot shows which scales the energy will be added into when adding δζ, for
ζP
∆E
and ζP − ζP∆E . The freely decaying turbulence test case (see Appendix B)
was simulated using the Utopia 2D Limiter scheme on a 2562 grid. The timestep
was set as 0.02 to ensure that the Courant number was less than 1. At time 58.8
(after 3000 timesteps) the different forms of δζ were calculated and added to the
solution. The effect of the different forms of δζ can be calculated by subtracting
the energy spectra of ζP from the energy spectra of ζp + δζ (note that in this test
case α = 1, which is much larger than would be used in practice, and this is to
demonstrate the effect of δζ). Using δζ = ζP
∆E
will only add energy at the large
scales, whereas δζ = ζP −ζP∆E should add energy across the whole range of scales.
The right hand plot of figure 8.2 shows the energy spectra for the Utopia 2D
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Figure 8.2: Effect of the different forms of δζ (ζP
∆E
and ζP−ζP∆E) and the Energy
spectra of the Utopia scheme for the freely decaying turbulence test case at times
48.8 and 58.6 on the 2562
Limiter scheme’s solution at times 48.8 and 58.6. Between times 48.8 and 58.6
the Utopia 2D Limiter scheme has decreased the energy at the small scales. A
backscatter model will need to replace the energy that the Utopia 2D Limiter
scheme is dissipating. Using δζ = ζP
∆E
will not add energy at the small scales
whereas δζ = ζP − ζP∆E will; this implies that using δζ of the form = ζP − ζP∆E
might be more successful when used with the Utopia 2D Limiter scheme.
8.4 Numerical Results
To show that the backscatter models are an improvement, the same numerical
scheme with and without the backscatter model will be compared. If the backscat-
ter models are an improvement then they must have a lower l2 error norm in the
short term and better energy and enstrophy statistics when compared to the cor-
responding scheme without the backscatter model. The Utopia 2D Limiter scheme
will be used with explicit backscatter models UTBS1, UTBS2 and UTBS3 and
the tests will use the barotropic vorticity equation. The numerical schemes on
coarse resolution grids will be compared with a high resolution (HR) reference so-
lution (generated by the JEZ scheme with scale selective dissipation) to calculate
l2 vorticity error norms. The HR reference solution will be used to calculate the
‘truth’ energy and enstrophy statistics. The shear flow, vortex merger and freely
decaying turbulence test cases will be used (see Appendix B).
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8.4.1 Shear Flow
The shear flow test case is used to show how the backscatter schemes perform when
a small vortex is stretched beyond the grid scale. As shown with the APVM scheme
(see Chapter 5), it is possible to conserve energy but have a large overall vorticity
error due to the energy being transferred to grid scale noise. The backscatter models
described in this chapter aim to produce better energy and enstrophy statistics
(than the corresponding scheme without backscatter) without generating grid scale
noise or distorting the shape of the vortices.
The vorticity solutions generated by the backscatter models are very similar
to the solutions generated by the equivalent non-backscatter ILES schemes. The
shape of the solutions are almost identical; the only differences are very small
increases in the magnitude of the large vortex with the backscatter models.
Figure 8.3: The total energy against time for the Utopia 2D Limiter, UTBS1,
UTBS2 and UTBS3 schemes for the shear flow test case on the 1282 grid
The total energy against time is shown in figure 8.3 for the shear flow test case
on the 1282 grid. Both UTBS2 and UTBS3 conserve energy (as does the HR
reference solution filtered onto the 1282 grid), whilst UTBS1 contains more energy
in the solution than the Utopia 2D Limiter scheme. The amount of enstrophy
in the backscatter schemes’ solutions (not shown) is better than the amount of
enstrophy in the Utopia 2D Limiter scheme’s solution. The backscatter schemes
have better energy and enstrophy statistics than the corresponding non-backscatter
scheme, but to be successful the backscatter schemes must also have a smaller
overall error. The l2 vorticity error norms (not shown) are similar for each of
237
the backscatter schemes. The Utopia 2D Limiter vorticity error norm is almost
identical to UTBS2. UTBS1 has a slightly smaller error norm than the Utopia
2D Limiter scheme, whereas UTBS3 has the smallest error norm. The results are
similar for each CR grid size.
8.4.2 Vortex Merger
The vortex merger test case is used to show what happens when two vortices
merge. Subgrid vorticity interacting with the resolved scale vorticity is represented
by subgrid terms and provides an upscale energy transfer. The total energy and
enstrophy against time for the vortex merger test case is similar to the shear flow
test case. Both UTBS2 and UTBS3 conserve energy, while UTBS1 has more
energy in the solution than the Utopia 2D Limiter scheme (although less energy
than energy conservation). All three backscatter schemes have better enstrophy
statistics than the Utopia 2D Limiter scheme. The l2 vorticity error norms for the
vortex merger test case are similar for each of the backscatter schemes; they are
almost identical for the Utopia 2D Limiter UTBS1 and UTBS2 schemes, while
UTBS3 has a slightly smaller error norm than the other schemes tested.
8.4.3 Vorticity Strip
Each of the backscatter schemes described in this chapter produces the spurious
vortices that the Utopia 2D Limiter scheme produces (see Chapter 5). The results
for the vorticity strip test case (not shown) are very similar to the vortex merger
and shear flow test case results. The l2 error norms are similar for all four schemes,
although UTBS3 has the smallest error norm. Energy is conserved for UTBS2
and UTBS3, while the UTBS1 solution contains more energy than the Utopia 2D
Limiter solution. Each of the backscatter schemes has better enstrophy statistics
than the Utopia 2D Limiter scheme.
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8.4.4 Freely Decaying Turbulence
The initial conditions and the vorticity at different times on the HR grid are shown
in Chapter 5. Figure 8.4 shows the vorticity solutions calculated using both the
Utopia 2D Limiter and UTBS3 schemes on the 1282 grid at time 36. The solutions
appear almost identical.
Figure 8.4: Utopia 2D Limiter and UTBS3 schemes’ vorticity for the freely decay-
ing turbulence test on the 1282 grid at time 36
The initial conditions have a maximum vorticity value of 1.5699. At time 36,
the maximum vorticity value of the Utopia 2D Limiter scheme is 1.5272, whereas
the maximum vorticity value of UTBS3 is 1.5779. This shows that although the
Utopia 2D Limiter will not exceed the bounds set by the initial conditions, the
backscatter schemes may exceed this bound.
Figure 8.5: The normalised l2 vorticity error norms against time for the Utopia 2D
Limiter, UTBS1, UTBS2 and UTBS3 schemes for the freely decaying turbulence
test on the 1282 grid
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The normalised l2 vorticity error norms for each of the backscatter schemes and
the Utopia 2D Limiter scheme are shown in figure 8.5 for the 1282 grid. Comparing
the error norms will show how accurate each numerical scheme is in the ‘short term’.
All the backscatter schemes outperform the Utopia 2D Limiter scheme, apart from
in the time range 25 − 35 where the UTBS2 error norm is slightly larger. The
error norm for UTBS3 is clearly the smallest out of the four schemes, implying
that UTBS3 is the most accurate of the four schemes tested in this chapter. This
result holds for each of the CR grids.
Figure 8.6: The total enstrophy against time for the Utopia 2D Limiter, UTBS1,
UTBS2 and UTBS3 schemes for the freely decaying turbulence test on the 1282
grid
In the long term the positioning of the vortices becomes unpredictable and the
energy and enstrophy statistics become more important. By time 146 each of the
schemes tested has the vortices in different places on the domain, although each of
the solutions are qualitatively similar (in terms of the size and number of vortices).
Figure 8.6 shows the total enstrophy against time on the 1282 grid. Although each
scheme’s solution contains less enstrophy than the HR reference solution, all of the
backscatter schemes have better enstrophy statistics than the Utopia 2D Limiter
scheme.
The total energy against time for the 1282 grid is plotted in figure 8.7. All of
the backscatter schemes have better energy statistics than the Utopia 2D Limiter
scheme. The UTBS2 and UTBS3 schemes conserve energy, and the amount of
energy in their solutions is very similar to the amount of energy in the HR solution
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Figure 8.7: The total energy against time for the Utopia 2D Limiter, UTBS1,
UTBS2 and UTBS3 schemes for the freely decaying turbulence test on the 1282
grid
filtered onto the 1282 grid. The UTBS1 scheme initially dissipates too much energy,
but over time adds the energy back into the solution and produces results similar
to the HR reference solution filtered onto the 1282 grid.
8.4.5 Forced Turbulence
The forced turbulence tests are initialised using the same initial vorticity as the
freely decaying turbulence test case. The forced BVE is described in Chapter 4,
section 4.6. The forcing is
F = 0.1 sin (32pix), (8.13)
and the large scale dissipation timescale is
τ = 100. (8.14)
Figure 8.8 shows the vorticity solution calculated using the Utopia 2D Limiter
scheme and UTBS3 on the 2562 grid at time 292. Both solutions are very similar
in terms of the size and number of vortices.
The total energy and enstrophy against time is shown for the 2562 grid in
figure 8.9. All the backscatter schemes’ solutions have better energy statistics than
the Utopia 2D Limiter scheme’s solution. The UTBS3 solution is the closest to
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Figure 8.8: Utopia 2D Limiter scheme and UTBS3 vorticity for the forced turbu-
lence test on the 2562 grid at time 292
Figure 8.9: The total energy and enstrophy against time for the Utopia 2D Limiter,
UTBS1, UTBS2 and UTBS3 schemes for the forced turbulence test case on the
2562 grid
the HR reference solution filtered onto the 2562 grid in terms of total energy. All
the schemes’ solutions have less enstrophy than the HR reference solution filtered
onto the 2562 grid. Out of the schemes tested in this chapter the UTBS3 has the
best enstrophy statistics, whereas UTBS2 has worse enstrophy statistics than the
Utopia 2D Limiter scheme.
The energy spectra for the HR reference solution filtered onto the 2562 grid, the
Utopia 2D Limiter scheme and the UTBS3 scheme on the 2562 grid are shown in
figure 8.10. The spectral plots of the Utopia 2D Limiter scheme and the UTBS3
scheme are similar, although UTBS3 appears to be a closer match to the HR
reference solution filtered onto the 2562 grid energy spectrum at the smallest scales.
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Figure 8.10: Energy spectra at time 292 for the HR reference solution filtered onto
the 2562 grid, the Utopia 2D Limiter scheme and the UTBS3 scheme on the 2562
grid for the forced turbulence test case
8.5 Backscatter Conclusions
This chapter has shown that it is possible to create an explicit backscatter model
which when used with an ILES scheme will produce better results than the ILES
scheme alone. When creating a backscatter model one important aspect is how to
add the energy back to the solution. For the schemes tested the energy was added
back in terms of vorticity. It was found that adding vorticity of the form ζ − ζ¯∆E ,
where the filter is to the most energetic scales, produced more accurate results in
the short term than just adding ζ¯∆E. This may be because a δζ of the form ζ− ζ¯∆E
is adding energy into a range of scales, and it is at these scales that the Utopia 2D
Limiter scheme dissipates energy (see figure 8.2). The best results were calculated
when the added vorticity was of the form ζ− ζ¯S∆E , where ζS is a vorticity solution
calculated without the effects of the sub-test-filter scales, although there was not
a significant increase in accuracy over ζ − ζ¯∆E .
Equation (8.12) was found to successfully conserve energy, regardless of the
choice of δζ. Equation (8.6) was used to estimate the amount of energy to add
back using the scale similarity idea, but the results showed that this could increase
the amount of energy beyond the HR reference solution’s energy. Without being
bounded this could lead to too much energy being added and the scheme becoming
unstable. This suggests that conservation of energy is the best that can be achieved
by a backscatter model for two-dimensional turbulence.
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The APVM is another scheme that conserves energy and dissipates enstrophy,
however the results in Chapter 5 showed that APVM performed worse than the
Utopia 2D Limiter scheme in the short term for each of the tests. This means that
APVM performed worse than UTBS3. The reason that APVM performs badly
may be because APVM conserves energy, whereas UTBS3 first dissipates energy
(using Utopia 2D Limiter) and then adds energy back to the solution. Note that
the backscatter schemes described in this chapter can be used with any ‘basic’
scheme that dissipates enstrophy. The backscatter models are compensating for
the basic schemes that dissipate too much energy, similar to [8]. The results show
that for each test the UTBS3 backscatter model performed the best; it had the
lowest l2 error norm and the best energy and enstrophy statistics. UTBS3 uses
both equation (8.12) to calculate how much energy to add, and ζ − ζS∆E as δζ.
Note also that UTBS3 has no explicit parameters, either in Utopia 2D Limiter or
in equation (8.12). This chapter has shown that UTBS3 can conserve energy and
dissipate enstrophy while producing accurate results in the short term.
Chapter 9
Conclusions
The aim of this thesis was to assess whether implicit large eddy simulation (ILES)
could be applied successfully to two-dimensional flow. The work was motivated by
the application (and some successes; see [21]), of ILES for three-dimensional flow.
Two-dimensional turbulence has different dynamics to three-dimensional turbu-
lence; for two-dimensional turbulence energy is transferred upscale and enstrophy
is transferred downscale.
The theoretical motivation behind the application of ILES to two-dimensional
flow was based on modified equation analysis. Using modified equation analysis,
the truncation errors of the numerical schemes can be described. Using a similar
technique, see [34], the subgrid terms of the barotropic vorticity equation (BVE)
can be approximated and described in terms of the filtered variables. Both the
modified equations and the subgrid terms’ approximations were shown to be ac-
curate only when the data was smooth, as this is where the Taylor series is valid,
and could only be used as guides to the truncation error and subgrid terms in
areas of ‘subgrid activity’. The similarities between the truncation errors of some
of the candidate schemes and the approximation of the subgrid terms suggested
that some of the candidate schemes would be suitable for ILES. The cell average
filter was used for all the testing throughout the thesis; this was to be consistent
with the three-dimensional ILES literature, and to calculate the equations of finite
scale for the BVE. Different types of filter (see [44]) will affect the subgrid terms
and change some of the analysis.
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The starting point of the numerical testing was the one-dimensional inviscid
Burgers equation; the formation of the shock means that there are scales that
cannot be resolved on a finite resolution grid. Schemes that were designed to be
able to model shocks, e.g. TVD and ENO UNO, were shown to capture the subgrid
terms at the shock formation through their truncation errors.
The energy and enstrophy transfers of the barotropic vorticity equation were
examined in detail using a numerical scheme on a high resolution grid. The results
confirmed the well known (net) upscale and (net) downscale energy and enstrophy
transfers in two-dimensional turbulence [10]. The effect of the subgrid terms on
the energy and enstrophy of the resolved scales was calculated numerically. The
results show that the scales to which the subgrid terms are transferring energy are
independent of the filter scale cutoff. The scales from which the subgrid terms are
transferring enstrophy are always close to the filter scale cutoff.
The candidate numerical schemes considered for ILES were tested on a variety
of test cases and compared with a ‘bench mark’ scheme (a well known scheme with
scale selective dissipation - [1]) to determine whether ILES could successfully be
applied to the BVE. The results showed that the ILES schemes were more accurate
than the Benchmark scheme in terms of vorticity solution (when comparing with
a high resolution reference solution). The results showed that the ILES schemes’
truncation errors were a better match than the Benchmark scheme’s truncation
error when comparing with the subgrid terms diagnosed using a high resolution
reference solution; this demonstrates that the ILES schemes are implicitly capturing
the subgrid terms better than the scale selective dissipation. Although the ILES
schemes and the Benchmark scheme could model the downscale enstrophy transfer,
none of these schemes could model the upscale energy transfer from the subgrid to
the resolved scales.
The APVM [43] conserves energy while dissipating enstrophy, but the results in
this thesis show that APVM is not very accurate in terms of the vorticity solution.
Note that this could be due to the choice of D in (A.69) and the tuning parameter
κ, and therefore a different choice of D with a better choice of κ may improve the
results.
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The literature for three-dimensional turbulence, e.g. [20] and [32], suggests
that the flux form of the numerical scheme is essential to the success of ILES. An
important question to consider is whether the flux form of the numerical schemes
is essential for two-dimensional ILES to be successful. Of the flux form and the
advective form of the Lax Wendroff Flux Limiter scheme, for the BVE, the modi-
fied equation of the flux form has more similarities with the approximation of the
subgrid terms. The results from the numerical testing showed that the flux form
of the numerical schemes was significantly more accurate than the corresponding
advective form; this suggests that the flux form of the numerical scheme is im-
portant for the BVE. Also compared were the Utopia scheme (which is in flux
form) and the semi-Lagrangian scheme (which is not conservative). For the freely
decaying turbulence test case, the Utopia scheme performed significantly better
than the semi-Lagrangian scheme; this suggests that conservation of vorticity is an
important property for an ILES scheme.
Another important question that stems from the three-dimensional ILES lit-
erature, see [20], is whether non-linear diffusion (generated by, for example, a flux
limiter) is required for ILES to be applied successfully to two-dimensional flow. To
address this question a linear diffusive scheme (Utopia) was compared with a non-
linear diffusive scheme (Utopia with a two-dimensional limiter) for the BVE. The
results show that the linear diffusive scheme is at least as accurate (in some cases
more accurate) than the non-linear diffusive scheme; this suggests that for two-
dimensional flow, non-linear diffusion (and therefore a limiter) is not a requirement
for an ILES scheme, provided that the scheme is diffusive.
The numerical tests were repeated using the velocity form of the Euler equa-
tions. The results show that the form of the equation, either velocity or vorticity,
does not affect the accuracy of ILES for two-dimensional flow. The only difference
between the results from the velocity and vorticity forms of the Euler equations
concerned the use of the flux or advective form of the numerical scheme; for the
velocity form the use of flux or advective form of the numerical scheme did not
make a difference to the accuracy, whereas for the vorticity form of the equations
the flux form of the numerical scheme produced significantly better results. The
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flux form of the numerical schemes were significantly more accurate for the vor-
ticity form of the equations than the same numerical scheme (in flux or advective
form) for the velocity form of the equations. This suggests that conservation of
vorticity is more important than conservation of momentum for ILES applied to
two-dimensional flow.
The numerical tests were repeated with the QGPV equation. The QGPV
equation has a finite Rossby radius, and the results show that a small Rossby
radius leads to weaker subgrid terms than a large Rossby radius for the same
initial PV. The results show that the size of the Rossby radius does not affect the
accuracy of ILES for two-dimensional flow.
To improve the amount of energy in the ILES solutions three backscatter models
were proposed. The first backscatter model was based upon using the effects of the
near grid scales to estimate the effects of the subgrid scales on the resolved scales’
energy. The second and third backscatter models calculate how much energy to
add to the solution to ensure conservation of energy, but add vorticity to the
solution in different ways. One method of adding vorticity to the solution is to
use the ‘large scales’, i.e. filter the preliminary vorticity solution to ensure that
vorticity, and therefore energy, will be added at the largest resolved scales. Another
method was to add the difference between the preliminary vorticity solution and
the filtered preliminary vorticity solution, as this will add vorticity, and therefore
energy, across a range of scales. The results show that the backscatter models
can improve the energy and enstrophy statistics and also improve the accuracy of
the vorticity solution (when compared to the basic scheme without backscatter).
Adding vorticity as the difference between the preliminary vorticity solution and
the filtered preliminary vorticity solution provided the most accurate results.
9.1 Summary of Results
This thesis has
• Investigated the inviscid Burgers equation and examined the subgrid terms
at the shock formation. Non-linear schemes (TVD and ENO UNO) were
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used and were shown to implicitly model the subgrid terms through their
truncation errors
• Performed a number of numerical tests using a variety of numerical schemes
for the BVE, and numerically calculated the cumulative effect of the subgrid
terms and the cumulative truncation errors of a number of numerical schemes
to show whether the schemes’ truncation errors are actually capturing the
subgrid terms. The results show that the schemes considered for ILES can
capture the subgrid terms through their truncation error at least as well as
a scheme with a simple subgrid model
• Shown that none of the schemes considered for ILES or the schemes with
simple subgrid models can model the correct upscale energy transfer from
the subgrid to the resolved scales
• Shown that for the BVE (and QGPV) the flux form of the numerical scheme
was significantly more accurate than the advective form, implying that con-
servation of vorticity is important
• Tested the idea that the ILES scheme must contain some sort of non-linear
diffusion to produce accurate results. The results in this thesis show that non-
linear diffusion is required for an accurate ILES solution to Burgers equation,
but non-linear diffusion is not essential for an accurate ILES solution to the
BVE
• Performed the test cases on the velocity form of the Euler equations to show
that the form of the equation does not make a difference to the accuracy of
ILES for two-dimensional flow. However, the results show that the flux form
of the numerical scheme is not beneficial for the velocity form of the equation
• Used the QGPV equation to examine the effects of a finite Rossby radius,
and shown that the results are very similar to the infinite Rossby radius case
• Designed three backscatter models to model the upscale energy cascade, and
shown that how energy is added to the solution (i.e. the vorticity pattern)
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is an important consideration. The results show that it is possible to create
a backscatter model that conserves energy, uses an ILES scheme to dissipate
enstrophy, and produces a vorticity solution at least as accurate as any ILES
scheme or scheme with a simple subgrid model
9.2 Discussion
The work in this thesis has shown that, for certain numerical schemes, ILES can be
applied to two-dimensional turbulence with accurate results. The candidate ILES
schemes (Lax Wendroff Flux Limiter, ENO UNO, Utopia, Utopia 2D Limiter, semi-
Lagrangian and semi-Lagrangian with a limiter) were all shown to have an error
norm comparable to (or smaller than) the Benchmark scheme’s error norm, for the
shear flow, vortex merger and freely decaying turbulence test cases. The results
hold for each of the equation sets (BVE, Euler equation and QGPV equation). The
results show that the flux form of the numerical schemes are more accurate than the
advective form of the numerical schemes, apart from when used on the velocity form
of the Euler equations. Also shown was that the Utopia scheme outperformed the
semi-Lagrangian scheme; this could be because the Utopia scheme is conservative
whereas the semi-Lagrangian scheme is not. Future work could involve investigating
conservative semi-Lagrangian schemes for ILES, such as [56].
The accuracy of the ILES schemes was determined using a very small Courant
number (to ensure spatial errors dominate). However, in practice the Courant num-
ber would be much closer to 1 in a GCM. Using a larger Courant number should
not effect the overall results, but further work could investigate testing the ILES
schemes with a Courant number close to 1. The cost of the ILES schemes (com-
pared to simple subgrid models) has not yet been discussed in this thesis. Each of
the ILES schemes are computationally more expensive than a ∇4 subgrid model.
The Lax Wendroff Flux Limiter scheme outperforms, in terms of accuracy, the
centred difference Jacobians with scale selective dissipation, however it is approx-
imately twice as expensive to run. The semi-Lagrangian scheme is approximately
twice as expensive again, however the semi-Lagrangian scheme can be used with a
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much larger timestep. Further work could involve a detailed analysis of the cost
(compared to accuracy) of the ILES schemes.
The ILES schemes could all model the downscale enstrophy transfer from the
resolved to the subgrid scales. However, none of the ILES schemes (or the schemes
with simple subgrid models) could model the correct upscale energy transfer from
the subgrid to the resolved scales. The upscale energy transfer is one of the major
differences between two-dimensional and three-dimensional turbulence. For three-
dimensional turbulence the ILES schemes need to be diffusive to dissipate the
energy at the grid scale. For two-dimensional turbulence the ILES schemes need to
be diffusive to dissipate enstrophy. The diffusivity of these schemes also leads to the
dissipation of energy. This means that although the ILES schemes can produce an
accurate vorticity solution, the solution will not contain enough energy. It is worth
noting that the solutions generated using the schemes with simple subgrid models
will also not contain enough energy. Future work could involve an investigation of
the ILES idea in current GCMs, and see whether the results obtained are similar
to the results for two-dimensional turbulence.
The backscatter models were designed to be used with an ILES scheme; the
ILES scheme could dissipate enstrophy and the backscatter model could add back
the energy that had also been dissipated (similar to [8]). This is not, however,
actually modelling the upscale energy transfer; this is replacing the energy that
the ILES scheme has removed. A comparison of plots of total energy against time
(for example figure 5.52) shows that the amount of energy that the ILES schemes
dissipate is significantly larger than the amount of energy that has been transferred
upscale from the subgrid scales. Therefore replacing the dissipated energy, i.e.
conserving energy, will vastly improve the energy statistics of the solution. Also,
an unbounded addition of energy could render the backscatter model unstable.
Adding a vorticity pattern of the form ζ − ζ, where ζ is the preliminary solution
filtered to the most ‘energetic’ scales, to the ILES solution was shown to be more
accurate than adding vorticity of the form ζ; this is because ζ will only add energy
at the largest scales, whereas ζ−ζ will add energy at a range of scales. The Utopia
2D Limiter scheme was shown to lose energy at a range of scales (see figure 8.2).
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UTBS3, the backscatter model that conserves energy and uses δζ = ζ − ζS∆E ,
was shown to outperform the other backscatter models and the Utopia 2D Limiter
scheme in terms of vorticity solution accuracy (l2 error norms), energy statistics
and enstrophy statistics for all of the numerical tests. Note that UTBS3 has no
explicit parameters. Future work could involve applying the backscatter models to
current GCMs.
Appendix A
Numerical Methods
A.1 One-Dimensional Advection Equation
The one-dimensional advection Equation is a simple partial differential equation
(PDE) where the analytical solution is known. For an advected quantity, P , and
constant velocity, u, the one-dimensional advection equation has the form
∂P
∂t
+ u
∂P
∂x
= 0. (A.1)
Using a first order approximation of the temporal and spatial derivatives will
give the first order scheme as
P n+1i = P
n
i − u
∆t
∆x
(
P ni − P ni−1
)
, (A.2)
for the backwards first order scheme (forwards in time, backwards in space), and
P n+1i = P
n
i − u
∆t
∆x
(
P ni+1 − P ni
)
. (A.3)
for the forwards first order scheme (forwards in time, forwards in space), where
i is the spatial index, n is the temporal index, ∆x is the spatial step and ∆t is
the temporal step. If the sign of the advecting velocity, u, is positive then the
information is coming to a grid point from the grid point to the left; therefore the
backwards scheme (A.2) must be used. Similarly, if u is negative then the forwards
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scheme (A.3) must be used. If the wrong choice of backwards or forwards method
is used then the scheme will become unstable. Using second order approximations
to calculate the temporal and spatial derivatives gives the second order centred
difference approximation to the advection equation as
P n+1i = P
n−1
i − u
∆t
∆x
(
P ni+1 − P ni−1
)
. (A.4)
A numerical scheme that will be used throughout this thesis is the Lax Wendroff
scheme. The Lax Wendroff scheme is a second order accurate in space multistep
method. This scheme makes use of half time and half space steps, and is given as
P n+1i = P
n
i − u
∆t
∆x
(
P
n+ 1
2
i+ 1
2
− P n+
1
2
i− 1
2
)
. (A.5)
The half time and space steps are calculated as
P
n+ 1
2
i+ 1
2
=
1
2
(
P ni + P
n
i+1
)− u ∆t
2∆x
(
P ni+1 − P ni−1
)
. (A.6)
Combining equations A.5 and A.6 gives the Lax Wendroff scheme as
P n+1i = −
c
2
(1− c)P ni+1 − (1− c2)P ni +
c
2
(1 + c)P ni−1, (A.7)
where c = u∆t
∆x
. Here c is the Courant number, which is involved in the stability
of the scheme.
A.1.1 Stability
A very important property of a numerical scheme is stability. Using Von Neumann
stability analysis (see [12]) on both the first order and Lax Wendroff schemes, a
stability criterion can be deduced for each scheme. Assume a wave-like solution of
the form
P ni = A
n exp (iki∆x), (A.8)
where k is the wavenumber and i is the square root of minus 1. For stability,
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|A| ≤ 1. The first order backwards scheme is given in equation (A.2). Substituting
(A.8) into this equation and rearranging gives
|A| = [1 + 2c(c− 1 + cos (k∆x)− c cos (k∆x))] 12 .
As |A| must be less than or equal to 1, this gives the inequality
2c(c− 1)(1− cos (k∆x)) ≤ 0.
As (1− cos (k∆x)) ≥ 0, then
2c(c− 1) ≤ 0. (A.9)
If c < 0 then 2c(c− 1) > 0 and the scheme is unstable. This demonstrates the first
order backwards scheme is only stable if the velocity, u, is positive. As c ≥ 0 then
c− 1 must be negative for the inequality (A.9) to be negative.
⇒ 0 ≤ c ≤ 1.
This shows that the first order backwards scheme is stable for 0 ≤ c ≤ 1. Using
the stability analysis for the forwards first order scheme gives a stability criteria of
−1 ≤ c ≤ 0. Repeating the stability analysis for the Lax Wendroff scheme, given
by equation (A.7), gives
|A| = [1 + 4c2(c2 − 1) sin 4(1
2
k∆x)]
1
2 . (A.10)
For |A| ≤ 1 the criterion is (c2 − 1) ≤ 0. Therefore |c| ≤ 1 for the Lax Wendroff
scheme to be stable.
A.1.2 TVD Schemes
If P ni is a discrete approximation to P in the i
th grid point at time n, then the TV
(total variation) at step n is [30]
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TV n = Σi|P ni+1 − P ni |. (A.11)
A scheme is TVD (total variation diminishing) if
TV n+1 ≤ TV n. (A.12)
A TVD scheme limits the flux of the updated grid point to ensure the prevention of
spurious amplification of extrema [30]. For the one-dimensional advection equation,
the TVD scheme has the basic form of a conservative scheme
P n+1i = P
n
i − c
(
Pˆi+ 1
2
− Pˆi− 1
2
)
. (A.13)
The TVD scheme used in this thesis makes use of the Lax Wendroff scheme, where
Pˆi+ 1
2
= P ni + 0.5 (1− c)
(
P ni+1 − P ni
)
. (A.14)
A flux limiter, φ, which is a function of successive gradients, ri+ 1
2
, is often used to
limit the flux of the updated grid point, where [52],
ri+ 1
2
=
P ni − P ni−1
P ni+1 − P ni
,
and
φi = φ(ri+ 1
2
).
Adding the flux limiter to (A.14) gives
Pˆi+ 1
2
= P ni + 0.5φi (1− c)
(
P ni+1 − P ni
)
. (A.15)
When φi = 1, the data are smooth, the TVD scheme becomes the Lax Wendroff
scheme, and when φi = 0 the scheme reverts to a first order scheme. Substituting
(A.15) into (A.13) gives the TVD Lax Wendroff scheme as
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P n+1i = P
n
i − c
(
P ni − P ni−1
) [
1− 0.5 (1− c)φi−1 + 0.5 (1− c) φi
ri+ 1
2
]
. (A.16)
The van Leer flux limiter [54] is given as
φi =
ri+ 1
2
+ |ri+ 1
2
|
ri+ 1
2
+ 1
, (A.17)
and will be used throughout this thesis. Figure A.1 shows a plot of φ against r.
The black line shows the ‘TVD region’; any limiter that is below this line for all
r is TVD. The blue line shows the van Leer limiter and the red line shows Lax
Wendroff, i.e. φ = 1. The plots shows that the van Leer limiter is TVD, whereas
Lax Wendroff is not. For a flux limiter to be second order it must pass smoothly
through the point (1, 1) [47]. For more information on flux limiters see [47].
Figure A.1: The TVD region (below the black dotted line), the van Leer limiter
(blue) and Lax Wendroff (red)
The TVD method can be applied to any high order scheme, not just Lax
Wendroff, of the form
Pˆi+ 1
2
= P ni − φi
(
PH
i+ 1
2
− P ni
)
, (A.18)
where H implies a high order flux [52]. The only conditions are that for all i, φ
satisfies
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0 ≤ φisi+ 1
2
≤ 1, (A.19)
0 ≤
φisi+ 1
2
ri+ 1
2
≤ 1
c
− 1, (A.20)
where
si+ 1
2
=
PH
i+ 1
2
− P ni
P n
i+ 1
2
− P ni
.
Condition (A.20) ensures the Courant number satisfies |c| < 1. These conditions
((A.19) and (A.20)) make the scheme TVD, and also ensure stability of the scheme.
A.1.3 ENO Schemes
Essentially Non-Oscillatory schemes (ENO) are similar to TVD schemes, but they
are not strictly TVD. The Uniformly high order Non-Oscillatory scheme (UNO),
see [22], is a slope limiter scheme (see [30]). The ENO UNO scheme has the form
of a conservative scheme
P n+1i = P
n
i −
∆t
∆x
(
F
n+ 1
2
i+ 1
2
− F n+
1
2
i− 1
2
)
, (A.21)
where, for positive u,
F
n+ 1
2
i+ 1
2
= uP ni + 0.5u(1−
u∆t
∆x
)Sni ∆x. (A.22)
The UNO reconstruction [22] has 3 choices for S,
Sni =
P ni+1 − P ni − 0.5(P ni+2 − 2P ni+1 + P ni )
∆x
, (A.23)
Sni =
P ni+1 − P ni−1 + 0.5(P ni+1 − 2P ni + P ni−1)
∆x
, (A.24)
Sni =
P ni − P ni−1 + 0.5(P ni − 2P ni−1 + P ni−2)
∆x
. (A.25)
A slope limiter is used, so that S is chosen as
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Sni =
1
∆x
minmod (MM,NN) , (A.26)
where
MM =P ni+1 − P ni − 0.5minmod(P ni+1 − 2P ni + P ni−1, P ni+2 − 2P ni+1 + P ni ),
NN =P ni − P ni−1 + 0.5minmod(P ni+1 − 2P ni + Pi−1, P ni − 2P ni−1 + P ni−2),
and the minmod function is defined, with a, b ∈ R,
• if |a| < |b| and ab > 0 then minmod(a, b) = a,
• if |a| > |b| and ab > 0 then minmod(a, b) = b,
• if ab ≤ 0 then minmod(a, b) = 0.
A.1.4 Semi-Lagrangian Schemes
The idea behind semi-Lagrangian schemes is to follow the trajectory of a set of
particles. The set of particles is chosen such that they arrive at the grid points of
the numerical grid. The advection equation can be written in Lagrangian form as
DP
Dt
=
∂P
∂t
+ u
∂P
∂x
= 0. (A.27)
The semi-Lagrangian formulation of the one-dimensional advection equation is
given as [12]
P n+1i − P nx˜i
∆t
= 0, (A.28)
where x˜i denotes the departure point of the particle that arrives at grid point i and
time n + 1. To calculate the value of P at the departure point x˜i interpolation is
required. Different types of interpolation are discussed in [3] and [12].
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A.1.5 Numerical Testing of the One-Dimensional
Advection Schemes
To show the behaviour of the first order, Lax Wendroff and TVD schemes for one-
dimensional advection, the cosine squared hill (as defined in [57] and Appendix B)
and a step function (cosine hill to the power zero) are advected once around the
periodic domain. The domain is made up of 128 grid points and the timestep is set
up so that the Courant number is 0.1. The results are shown in figure A.2. Also
shown is the true solution (which is also the initial conditions).
Figure A.2: The 1st order, Lax Wendroff and TVD scheme advecting the cos2 hill
(left) and the step function (right) once around the domain
The results confirm that the 1st order scheme is very diffusive. The Lax Wen-
droff scheme produces dispersion errors that make its solution out of phase with the
true solution for the cosine squared hill test. For the step function the Lax Wen-
droff scheme produces massive over/under- shoots and does not keep the shape of
the step. The TVD scheme reverts to 1st order at the peak and at the base of
the hill; this means that the TVD scheme becomes diffusive and diffuses the peak
of the hill. For the step function the TVD scheme keeps the shape of the step
well. The TVD scheme prevents the amplification of extrema and the production
of spurious oscillations, unlike the Lax Wendroff scheme which does both. The
TVD scheme never exceeds the bounds set by the actual solution, whereas the Lax
Wendroff scheme can be seen to over- and under- shoot this bound.
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A.2 Burgers Equation
The one-dimensional inviscid Burgers equation is given as
∂u
∂t
+
1
2
∂u2
∂x
= 0, (A.29)
where u is the velocity. The numerical schemes used in this thesis for the Burgers
equation will be the Lax Wendroff scheme, the TVD Lax Wendroff scheme and the
ENO UNO scheme. The numerical schemes for Burgers equation have the form
un+1i = u
n
i −
∆t
∆x
(
Fi+ 1
2
− Fi− 1
2
)
. (A.30)
For an equation of the form ∂u
∂t
+ ∂f(u)
∂x
= 0, the Lax Wendroff method is given as
[30]
Fi+ 1
2
=
1
2
[
f(uni ) + f(u
n
i+1)
]− ∆t
2∆x
[
(f(uni+1)− f(uni ))2
uni+1 − uni
]
. (A.31)
The flux form of the inviscid Burgers equation gives f(uni ) =
1
2
(uni )
2. Substituting
into (A.31) gives the Lax Wendroff scheme for Burgers equation as
Fi+ 1
2
=
1
4
[
(uni )
2 + (uni+1)
2
]− ∆t
8∆x
[(
(uni+1)
2 − (uni )2
)2
uni+1 − uni
]
. (A.32)
Setting up the TVD scheme for Burgers equation is similar to the advection
equation. The TVD scheme is made up of a high order scheme, FH , a low order
scheme, FL, and a flux limiter φ. The flux will be of the form, F = FL+φ(FH−FL),
so that when φ = 0 this becomes the low order flux, and when φ = 1 this becomes
the high order flux. The TVD scheme is constructed by starting with the Lax
Wendroff scheme as the high order flux and the 1st order upwind scheme as the
low order flux. The 1st order upwind flux is of the form
Fi+ 1
2
=
1
2
(uni )
2, (A.33)
whereas the Lax Wendroff flux is given in equation (A.32). Combining the high
order flux and the low order flux, and then adding the flux limiter φ gives
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Fi+ 1
2
=
1
2
(uni )
2−φi
[
−1
4
(
(uni )
2 + (uni+1)
2
)
+
∆t
8∆x
(
((uni+1)
2 − (uni )2)2
uni+1 − uni
)
+
1
2
(uni )
2
]
,
(A.34)
which can be simplified to
Fi+ 1
2
=
1
2
(uni )
2 − φi
[
1
4
(
(uni )
2 − (uni+1)2
)
+
∆t
8∆x
(
((uni+1)
2 − (uni )2)2
uni+1 − uni
)]
. (A.35)
Therefore the TVD Lax Wendroff scheme for the one-dimensional inviscid Burgers
equation can be written as
un+1i = u
n
i −
∆t
∆x
(
Fi+ 1
2
− Fi− 1
2
)
, (A.36)
using Fi+ 1
2
from (A.35). Note: To help with the computation (A.35) can be rewrit-
ten as
Fi+ 1
2
=
1
2
(uni )
2 − φi
[
1
4
(
(uni )
2 − (uni+1)2
)
+
∆t
8∆x
(
(uni+1 + u
n
i )
2(uni+1 − uni )
)]
.
(A.37)
The flux limiter is used to switch between the high order flux and the low
order flux, and is a function of successive gradients. The TVD scheme for Burgers
equation will use the van Leer limiter [54],
φi =
ri+ 1
2
+ |ri+ 1
2
|
1 + |ri+ 1
2
| . (A.38)
where
ri+ 1
2
=
ui − ui−1
ui+1 − ui . (A.39)
From [30], Harten’s Theorem states that a scheme of the form
un+1i = u
n
i − Ci−1(uni − uni−1) +Di(uni+1 − uni ), (A.40)
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is TVD if Ci−1 ≥ 0, Di ≥ 0 and Ci−1 + Di ≤ 1, for all i. The TVD scheme for
Burgers equation satisfies these conditions. As the van Leer limiter is within the
TVD region and passes the point φ(1) = 1 (see figure A.1), this ensures that the
TVD Lax Wendroff scheme using the van Leer limiter is TVD and second order
accurate.
The ENO UNO scheme [22] for Burgers equation is similar to the UNO scheme
for one-dimensional advection. Using equation (A.26) for S (using uni instead of
P ni ) and calculating
Gi+ 1
2
= uni + 0.5(1−
∆t
∆x
)Sni ∆x, (A.41)
the ENO UNO scheme is given by
un+1i = u
n
i −
∆t
∆x
(
Fi+ 1
2
− Fi− 1
2
)
, (A.42)
where
Fi+ 1
2
= 0.5G2
i+ 1
2
. (A.43)
The results for the tests on Burgers equation can be found in Chapter 3.
A.3 Barotropic Vorticity Equation
The barotropic vorticity equation (BVE) is given as
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
= 0, (A.44)
with the incompressible condition
∂u
∂x
+
∂v
∂y
= 0, (A.45)
where u and v are the velocities in the x and y directions respectively, and ζ is the
vorticity (see Chapter 4). Vorticity is defined as the curl of the velocity,
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ζ =
∂v
∂x
− ∂u
∂y
, (A.46)
so the velocities can be calculated from the vorticity using the streamfunction ψ,
∇2ψ = ζ, (A.47)
∂ψ
∂x
= v, (A.48)
−∂ψ
∂y
= u. (A.49)
The BVE has a similar form to the advection equation in two dimensions,
but with the advecting velocities depending upon the vorticity. This means that
an elliptic solver must be used with the numerical schemes to solve (A.47). The
velocities will not be constant, so the BVE will become non-linear. Calculating the
velocities from (A.48) and (A.49) means that u and v are given on the edges of
vorticity cells; u is given at i− 1
2
j and v is given at ij − 1
2
.
For the descriptions of the numerical schemes, n will be the temporal index
and i and j will be the spatial indices (in the x and y directions respectively). The
schemes to be tested for the BVE are:
• 1st order scheme
• Centred difference Jacobians
• Centred difference Jacobians with scale selective dissipation
• Lax Wendroff
• Lax Wendroff with a Flux Limiter
• Utopia
• Utopia with a Flux Limiter
• Semi-Lagrangian
• Semi-Lagrangian with a Limiter
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• ENO scheme
• APVM scheme
• Smagorinsky scheme
The schemes for the BVE are modifications of the advection schemes in two
dimensions. The 1st order scheme depends on the signs of u and v. If u and v are
both positive then the 1st order scheme is given as
ζn+1ij = ζ
n
i − 2cxij
(
ζij − 1
2
(ζij + ζi−1j)
)
− 2cyij
(
ζij− 1
2
(ζij + ζij−1)
)
, (A.50)
where cxij = uij
∆t
∆x
and cyij = uij
∆t
∆y
are the Courant numbers, ∆t is the timestep,
and ∆x and ∆y are the spatial steps in the x and y directions respectively. If u or
v are negative then (A.50) must be rearranged. Centred difference Jacobians are
of the form
∂ζ
∂t
+ J(ζ, ψ) = 0. (A.51)
The way J(ζ, ψ) is written leads to different conservation properties [1]. In ad-
vective form, J0, conserves nothing. In flux form, JE, conserves energy. Using ψ
and the derivative of ζ, JZ conserves enstrophy. Adding a third of each previous
Jacobian gives JEZ , called the Arakawa Jacobian [1], which conserves both energy
and enstrophy. Equations (A.52)-(A.55) show the discretization of the centred
difference Jacobians (where each derivative is calculated as a centred difference).
J0 =+
∂ψ
∂x
∂ζ
∂y
− ∂ψ
∂y
∂ζ
∂x
, (A.52)
JE =+
∂
∂y
(
∂ψ
∂x
ζ
)
− ∂
∂x
(
∂ψ
∂y
ζ
)
, (A.53)
JZ =+
∂
∂x
(
ψ
∂ζ
∂y
)
− ∂
∂y
(
ψ
∂ζ
∂x
)
, (A.54)
JEZ =
1
3
(J0 + JE + JZ) . (A.55)
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The centred difference Jacobians suffer dispersion errors. The centred difference
Jacobians can be used with an additional diffusion term. The simplest diffusion
term is of the form κ∇2ζ, where κ is a tunable parameter. The ∇2 term can be too
diffusive, so this can be changed to a more scale selective dissipation of the form
∇2w, where w ∈ N. Dissipation of the form κ∇4ζ will be added to the Arakawa
Jacobian, and this can be thought of as a simple subgrid model. The JEZ scheme
with scale selective dissipation will therefore be used as a Benchmark for the BVE
Tests. It is worth noting that in its current form, JZ will not correctly model
any ‘background velocity’, i.e. a vortex with constant background velocity will
be advected across the domain, but the advecting velocity will not be included in
JZ . To combat this the domain averaged velocity in each direction is calculated
and denoted U and V , and the vorticity is advected using the average velocities as
follows
ζn+1ij = ζ
n−1
ij −∆tJZ − U
∆t
∆x
(
ζni+1j − ζni−1j
)− V ∆t
∆y
(
ζnij+1 − ζnij−1
)
.
This discretization will ensure that JZ (and JEZ) will model the vortex advection
test cases (see 4) and conserve the appropriate quantities.
The Lax Wendroff scheme for the BVE is an extension of the Lax Wendroff
scheme for advection in two dimensions, and is given as
ζn+1ij = ζ
n
ij − cxij
(
ζ
n+ 1
2
i+ 1
2
j
− ζn+
1
2
i− 1
2
j
)
− cyij
(
ζ
n+ 1
2
ij+ 1
2
− ζn+
1
2
ij− 1
2
)
, (A.56)
where, with temporal indices at step n dropped,
ζ
n+ 1
2
i+ 1
2
j
=
1
2
(ζij + ζi+1j)− 1
2
cxi+ 1
2
j(ζi+1j − ζij)−
1
8
cyi+ 1
2
j (A.57)
((ζi+1j + ζij + ζi+ 1j + 1 + ζij+1)− (ζi+1j + ζij + ζi+1j−1 + ζij−1)),
ζ
n+ 1
2
ij+ 1
2
=
1
2
(ζij + ζij+1)− 1
2
cyij+ 1
2
(ζij + 1− ζij)− 1
8
cxij+ 1
2
(A.58)
((ζij + ζi+1j + ζi+ 1j + 1 + ζij+1)− (ζij + ζij+1 + ζi−1j + ζi−1j+1)),
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and cxij and cyij are the Courant numbers in the x and y directions respectively
at grid cell i, j. The Lax Wendroff Flux Limiter scheme applies a flux limiter to
(A.57) and (A.58) (similar to the TVD scheme for one-dimensional advection) to
give a combination of a high and low order flux (the 1st order scheme will be used
as the low order flux). The Lax Wendroff Flux Limiter fluxes are given as
ζ
n+ 1
2
i+ 1
2
j
=ζij − φxij(
1
2
(ζij − ζi+1j) + 1
2
cxij+ 1
2
(ζi+1j − ζij) (A.59)
+
1
8
cyi+ 1
2
j((ζi+1j + ζij + ζi+1j+1 + ζij+1)− (ζi+1j + ζij + ζi+1j−1 + ζij−1))),
ζ
n+ 1
2
ij+ 1
2
=ζij − φyij(
1
2
(ζij − ζij+1) + 1
2
cyi+ 1
2
j(ζij+1 − ζij) (A.60)
+
1
8
cxij+ 1
2
((ζij + ζi+1j + ζi+1j+1 + ζij+1)− (ζij + ζij+1 + ζi−1j + ζi−1j+1))).
assuming that u and v are positive (and rearranged if u or v are not positive). The
Lax Wendroff Flux Limiter scheme uses two one-dimensional flux limiters, φx and
φy, and the van Leer limiter [54] will be used for both (based on gradients of ζ).
The fluxes are used with (A.56). This is the Lax Wendroff Flux Limiter scheme in
advective form. To use the Lax Wendroff Flux Limiter scheme in flux form, (A.56)
is modified to become
ζn+1ij = ζ
n
ij −
∆t
∆x
(
ui+ 1
2
jζ
n+ 1
2
i+ 1
2
j
− ui− 1
2
jζ
n+ 1
2
i− 1
2
j
)
− ∆t
∆y
(
vij+ 1
2
ζ
n+ 1
2
ij+ 1
2
− vij− 1
2
ζ
n+ 1
2
ij− 1
2
)
,
(A.61)
and the flux form will conserve ζ. Although the Lax Wendroff Flux Limiter scheme
uses the van Leer limiter and is set up in the same way as for the one-dimensional
advection case, the scheme is not guaranteed to be strictly TVD.
The Utopia scheme is a third order scheme (for linear advection) devised by
[29]. A third order polynomial is used to calculate the in flux for box i, j. [Note:
this is the version of Utopia taken from [50] and does not include all the terms in
original Utopia]. When both u and v are positive
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LINX = (ζij + ζi−1j)/2,
GRADNX = (ζij − ζi−1j),
CURV NX = (ζij − 2ζi−1j + ζi−2j),
GRADTX = (ζi−1j − ζi−1j−1),
CURV TX = (ζi−1j+1 − 2ζi−1j + ζi−1j−1),
TWISTX = (ζij − ζi−1j − ζij−1 + ζi−1j−1),
LINY = (ζij + ζij−1)/2,
GRADNY = (ζij − ζij−1),
CURV NY = (ζij − 2ζij−1 + ζij−2),
GRADTY = (ζij−1 − ζi−1j−1),
CURV TY = (ζi−1j−1 − 2ζij−1 + ζi+1j−1),
TWISTY = (ζij − ζi−1j − ζij−1 + ζi−1j−1).
The stencil for the Utopia scheme depends on the sign of both u and v. The flux
at the left hand side of box i, j, where the Courant numbers, cx and cy, are taken
at the cell edge that is being evaluated, is given by
ζi− 1
2
j = LINX −
|cx|
2
GRADNX − 1− c
2
x
6
CURV NX − |cy|
2
GRADTX−
|cy|
4
((1− |cy|)CURV TX + (1− |cx|)TWISTX) . (A.62)
The flux at the bottom of box i, j is given by
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ζij− 1
2
= LINY − |cy|
2
GRADNY − 1− c
2
y
6
CURV NY − |cx|
2
GRADTY−
|cx|
4
((1− |cx|)CURV TY + (1− |cy|)TWISTY ) . (A.63)
The Utopia scheme will also be used with the multidimensional limiter described
in [50]. This two-dimensional limiter prevents spurious amplification of extrema
and ensures that there are no overshoots and undershoots.
The semi-Lagrangian scheme is an expansion of the one-dimensional advection
semi-Lagrangian scheme. Expanding to two dimensions is simple and is shown in
[3]. The vorticity, ζ, is being advected but the velocities are not constant. Therefore
the departure point must be calculated. The vorticity value at the departure point
is found using interpolation. For the numerical testing in this thesis the cubic
Lagrange interpolation is used (see [12]). A limiter [4] can be applied to ensure no
over-/under- shoots of vorticity.
The ENO UNO scheme expands equations (A.21), (A.22) and (A.26) into two
dimensions (with P replaced by ζ). The scheme can be written in both advective
and flux form. The advective form is given by
ζn+1ij = ζ
n
ij − cxij
(
F
n+ 1
2
i+ 1
2
j
− F n+
1
2
i− 1
2
j
)
− cyij
(
F
n+ 1
2
ij+ 1
2
− F n+
1
2
ij− 1
2
)
, (A.64)
and the flux form by
ζn+1ij = ζ
n
ij −
∆t
∆x
(
ui+ 1
2
jF
n+ 1
2
i+ 1
2
j
− ui− 1
2
jF
n+ 1
2
i− 1
2
j
)
− ∆t
∆y
(
vij+ 1
2
F
n+ 1
2
ij+ 1
2
− vij− 1
2
F
n+ 1
2
ij− 1
2
)
,
(A.65)
with, for positive u,
F
n+ 1
2
i+ 1
2
j
= ζnij + 0.5(1−
ui+ 1
2
j∆t
∆x
)SXnij∆x− 0.5
∆t
∆y
vi+ 1
2
jSY
n
ij∆y. (A.66)
This can be rotated for F
n+ 1
2
ij+ 1
2
, and reversed if u is negative. The velocities are
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calculated at the fluxes, and SX and SY are calculated using (A.26) (with P
replaced by ζ), with SY calculated in the y direction.
The Anticipated Potential Vorticity Method (APVM) [43] conserves energy
and dissipates enstrophy. The APVM starts with the velocity form of the Euler
equations (see Chapter 6) but has an extra term, D, and is written as
ut +Dv + uux + vuy = −px, (A.67)
vt −Du+ uvx + vvy = −py. (A.68)
Taking the curl of equations (A.67) and (A.68) gives the vorticity form,
∂ζ
∂t
+
∂uζ
∂x
+
∂vζ
∂y
=
∂uD
∂x
+
∂vD
∂y
. (A.69)
To show that energy will be conserved (A.67) is multiplied by u and (A.68) is
multiplied by v. Adding these equations will cancel the D terms and give an
equation in terms of the energy. The energy equation will be in conservative form,
which implies that energy is conserved. Using D of the form
D = θ
(
u
∂ζ
∂x
+ v
∂ζ
∂y
)
, (A.70)
will dissipate enstrophy. The APVM is discretized using the energy conserving
centred difference Jacobian (A.53),
∂ζ
∂t
+ JE(ζ, ψ) =
∂uD
∂x
+
∂vD
∂y
. (A.71)
As this is a leapfrog scheme, D will be computed using values from the ‘old’
timestep, i.e. ζn−1. The parameter θ can be tuned to improve accuracy. As D
given in (A.70) will be too diffusive, the form of D used in this thesis will be
D = ∇2
[
θ
(
u
∂ζ
∂x
+ v
∂ζ
∂y
)]
, (A.72)
as this form of D will make the dissipation scale selective (similar to a ∇4ζ term).
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D and its derivatives will be calculated using centred differences.
The Smagorinsky scheme uses the energy conserving centred difference Jaco-
bian and a subgrid model of the Smagorinsky form [46]. The Smagorinsky model
is an eddy-viscosity model (see Chapter 1) with, for the Euler equation,
νsgs(x, t) = (Cs∆)
2|S(x, t)|, (A.73)
where Cs is a constant, ∆ is the grid spacing (in this thesis ∆ = ∆x = ∆y) and,
using summation convention notation,
S =
√
2SrsSrs. (A.74)
As the Smagorinsky model is for the velocity form of the Euler equations the curl
of τ (see Chapter 1) needs to be used for the vorticity form. The scale selective
dissipation, Smagorinsky and APVM all contain tunable parameters. The optimal
parameter values were determined using low resolution simulations of the test cases.
Unless stated, the values of the parameters in this thesis are (for the scale selective
dissipation, Smagorinsky, and APVM respectively)
κ = −0.25∆4, (A.75)
Cs = 0.2, (A.76)
θ = −2.0∆3. (A.77)
The numerical testing for the BVE is in Chapter 5.
A.4 Euler Equations
The Euler equations are given as
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∂u
∂t
+
∂uu
∂x
+
∂vu
∂y
+
∂P
∂x
= 0, (A.78)
∂v
∂t
+
∂uv
∂x
+
∂vv
∂y
+
∂P
∂y
= 0, (A.79)
∂u
∂x
+
∂v
∂y
= 0. (A.80)
The numerical schemes used to solve the Euler equations will be:- a second order
centred difference scheme, a second order scheme with scale selective dissipation,
a fourth order centred difference scheme, the Lax Wendroff Flux Limiter scheme
and the Utopia scheme. At each timestep two equations have to be solved; one for
u and one for v. The pressure, P , is used to ensure incompressibility.
The second order centred difference scheme is given as
un+1ij = u
n−1
ij −
2∆t
∆x
(
un
i+ 1
2
j
un
i+ 1
2
j
− un
i− 1
2
j
un
i− 1
2
j
)
− (A.81)
2∆t
∆y
(
vn
ij+ 1
2
un
ij+ 1
2
− vn
ij− 1
2
un
ij− 1
2
)
− 2∆t
∆x
(P n
i+ 1
2
j
− P n
i− 1
2
j
),
vn+1ij = v
n−1
ij −
2∆t
∆x
(
un
i+ 1
2
j
vn
i+ 1
2
j
− un
i− 1
2
j
vn
i− 1
2
j
)
− (A.82)
2∆t
∆y
(
vn
ij+ 1
2
vn
ij+ 1
2
− vn
ij− 1
2
vn
ij− 1
2
)
− 2∆t
∆y
(P n
ij+ 1
2
− P n
ij− 1
2
),
where velocities at half space steps are averages, e.g. un
i+ 1
2
j
= 0.5(uni+1j + u
n
i−1j)
etc. Scale selective dissipation of the form κ∇4u can be added to the u equation
(A.81), and dissipation of the form κ∇4v can be added to the v equation (A.82),
where κ is a tunable parameter. In the numerical testing, unless stated otherwise,
κ = −0.25∆4 for the second order scheme with scale selective dissipation, where
∆ is the grid spacing. Both the HR reference solution and the Benchmark scheme
will be calculated using the second order scheme with scale selective dissipation.
The fourth order centred difference schemes uses fourth order approximations
in calculating the spatial derivatives, although for the Euler equations it is not
actually fourth order accurate in space. The scheme is in advective form and is
given as
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un+1ij = u
n−1
ij −unij
∆t
6∆x
(−uni+2j + 8uni+1j − 8uni−1j + uni−2j)− (A.83)
vnij
∆t
6∆y
(−unij+2 + 8unij+1 − 8unij−1 + unij−2)− 2∆t∆x (P ni+ 12 j − P ni− 12 j),
vn+1ij = v
n−1
ij −unij
∆t
6∆x
(−vni+2j + 8vni+1j − 8vni−1j + vni−2j)− (A.84)
vnij
∆t
6∆y
(−vnij+2 + 8vnij+1 − 8vnij−1 + vnij−2)− 2∆t∆y (P nij+ 12 − P nij− 12 ).
The Lax Wendroff Flux Limiter scheme has the same form as for the BVE,
except that it is u and v being advected, not ζ. The fluxes are given in (A.59)
and (A.60); for the Euler equations two schemes are used, one for u and one for v.
The van Leer limiter [54] is calculated using velocity gradients. The Utopia scheme
has the same form as (A.62) and (A.63), except with ζ replaced with u for the u
equation, and ζ replaced with v for the v equation.
The numerical testing for the velocity form of the Euler equations is in Chapter
6.
A.5 QGPV Equation
The quasi-geostrophic potential vorticity (QGPV) equation is given as
∂q
∂t
+
∂uq
∂x
+
∂vq
∂y
= 0, (A.85)
where q is the Potential Vorticity. The difference between the QGPV equation and
the BVE is that the streamfunction for the PV equation is calculated as
∇2ψ − ψ
λ2
= q. (A.86)
As the PV equation only differs from the BVE in terms of the streamfunction,
the numerical schemes used to solve (A.85) will be the same as for the BVE. The
tunable parameter in the Benchmark scheme will be the same one used for the
BVE.
The numerical testing for the QGPV Equation is in Chapter 7.
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A.6 Poisson Solver
Each of the two-dimensional equations used in this thesis (BVE, Euler equations
and PV equation) require the solution to Poisson’s equation or a Helmholtz equa-
tion, when being solved numerically. For the BVE the streamfunction is calculated
as
∇2ψ = ζ, (A.87)
whereas for the Euler equations the pressure p is calculated to ensure incompress-
ibility. The PV equation solves a Helmholtz equation of the form
∇2ψ − ψ
λ2
= q. (A.88)
to calculate the streamfunction. The Poisson solver used in all the numerical
calculations and for every numerical scheme is a red/black multigrid solver (see
[13]).
Appendix B
Numerical Test Cases
B.1 One-Dimensional Test Cases
Cosine Hill
As defined in [57]; for L = 0.5 and l = 7/64,
P =

0 x ≤ L− l,
cos((pi(x− L))/(2l)) L− l < x < L+ l,
0 L+ l ≤ x.
(B.1)
Smooth Sine Wave
P = sin(2pix). (B.2)
Mixed Profile
P0 =

0 0.3906 > x,
0 0.6094 < x,
1
2
cos((pi(x− 1
2
))/(14
64
))2 0.3906 ≤ x ≤ 0.6094.
(B.3)
A large scale cosine wave is added to P0
P1 = P0 +
1
4
(1− cos(4pix)). (B.4)
Small scale waves are added to the centre of the profile
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P2 =
 P1 + 0.2 sin(30pix) 0.25 ≤ x ≤ 0.75,P1 otherwise. (B.5)
Finally more small scale waves are added along with sharp gradients and a step
P =

P2 + 0.5 0.25 ≤ x ≤ 0.5,
P2 + 0.2 sin(100pix) 0.5625 ≤ x < 0.8125,
1.0 0.8125 ≤ x ≤ 0.9375,
P2 otherwise.
(B.6)
B.2 Burgers Equation Test Cases
Burgers Shock Test
u =
 1 x ≤ 0.5,0 0.5 < x. (B.7)
Profile 1
Profile 1 is the cosine hill described in (B.1).
Profile 2
u =

0 x ≤ 0.1665,
0.5 + 0.5 sin(6pix+ pi/2) 0.1665 < x < 0.3333
1 0.3333 ≤ x ≤ 0.6667,
0.5 + 0.5 sin(6pix+ pi/2) 06667 < x < 0.8333,
0 0.8333 ≤ x
(B.8)
Profile 3
u =
 sin(2pix)2 + 0.05 sin(50pix) 0.2444 ≤ x ≤ 0.7441,0 otherwise. (B.9)
Profile 4
u = 1 + cos(2pix) (B.10)
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Profile 5
u =

(x− 0.015) + 0.02 sin(79pix) cos(103pix) 0.015 ≤ x < 0.5,
(1− x− 0.015) + 0.02 sin(79pix) cos(103pix) 0.5 ≤ x < 0.9844,
0 otherwise.
(B.11)
B.3 BVE Test Cases
Gaussian and Steep Sided Vortices
The smooth Gaussian vortex is generated as follows. For each spatial index (in both
directions) i and j the following are calculated, where ci and cj are the indices of
the centre of the vortex,
px =|ci− i|,
py =|cj − j|,
ppxy =px2 + py2,
dp =
√
ppxy.
If (for each i and j) dp < the radius of the vortex (denoted by R) then the vorticity
is set up as
ζij = cos(0.5pi(R− dp)/(R) + 0.5pi) cos(0.5pi(R− dp)/(R) + 0.5pi),
else ζij = 0.
The steep sided vortex is set up as the smooth Gaussian vortex except if (for
each i and j) dp < R then the vorticity is set up as
ζij = cos(2.0pi(dp−R/2)/(2R)) cos(2.0pi(dp−R/2)/(2R)).
This produces the sides of the vortex. If (for each i and j) dp < R then the vorticity
is set up as ζij = 1 (this will give a vortex with magnitude 1). Changing ci and cj
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will change the location of the vortex.
Shear Flow
The shear flow is initialised by placing a large vortex (with radius R = 5N/16
and peak 4) on the boundary, indices (N/2, 0.5), and a smaller vortex (with radius
R = N/8 and peak 2) at the centre of the domain, indices (N/2, N/2), where N is
the number of grid points. The vortices can be generated using the description of
the smooth Gaussian vortex and the steep sided vortex (above).
Vortex Merger
The vortex merger is produced by placing a large vortex with radius R = N/4,
peak 2 and centre (N/4, N/2), and a smaller vortex with radius R = N/8, peak 1
and centre (19N/32, N/2). The vortices can be generated using the description of
the smooth Gaussian vortex and the steep sided vortex (above).
Strip of Vorticity
A thin wavy strip of vorticity across the domain (with either smooth (Gaussian) or
steep sides), with the width of the strip denoted by R, and the strip following the
pattern of a sine wave across the domain, can be generated as follows. For each
spatial index i and j set
xm = 10 sin(2pii/N),
and this is used as the ‘centre’ of the strip. For each spatial index the following
are calculated
py = abs(ci+ xm− j),
ppxy = py2,
dp =
√
ppxy,
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and if dp < R then
ζij = 2.0 cos(0.5pi(R− dp)/(R) + 0.5pi) cos(0.5pi(R− dp)/(R) + 0.5pi),
else ζij = 0. This gives a strip of magnitude 2. The steep sided strip is generated
in the same way, except if dp < R then
ζij = 2.0 cos(2.0pi(dp− 3R/2)/(1.0R),
and if dp < 3R/4) then
ζij = 2.0.
This gives a steep sided strip of magnitude 2.
Freely Decaying Turbulent Field
The domain is initialised with many vortices of different signs and sizes as
ζ = sin(4.0× 2.0pix) sin(4.0× 2.0piy)
+ 0.4 cos(3.0× 2.0pix) cos(3.0× 2.0piy)
+ 0.3 cos(5.0× 2.0pix) cos(2.0× 2.0piy)
+ 0.02 sin(2.0piy) + 0.02 sin(2.0pix).
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