Abstract. In this paper, Grothendieck's anabelian conjecture on the pro-l fundamental groups of configuration spaces of hyperbolic curves is reduced to the conjecture on those of single hyperbolic curves. This is done by estimating effectively the Galois equivariant automorphism group of the pro-l braid group on the curve. The process of the proof involves the complete determination of the groups of graded automorphisms of the graded Lie algebras associated to the weight filtration of the braid groups on Riemann surfaces.
Introduction and main results
Let X be an absolutely irreducible algebraic variety defined over a number field k. Then, as is well-known, the profinite fundamental group π 1 (X) is a group extension of the absolute Galois group G k of k by the geometric fundamental group π 1 (Xk). With this extension structure of π 1 (X), one can associate a canonical "exterior Galois representation" into the outer automorphism group π 1 (Xk):
If this Galois image is large and non-abelian enough, then the Galois centralizer, the centralizer of the Galois image in Out π 1 (Xk), would reflect effectively the kautomorphism group of X. This is one of the most primitive forms of Grothendieck's anabelian Tate conjectures ([G1] [G2]) suggesting to control the geometry of a certain class of varieties by the arithmetic fundamental groups.
If a rational prime l is fixed, then it is possible to modify the above conjecture by replacing π 1 (Xk) by its maximal pro-l quotient π 1 (Xk)(l). The purpose of this paper is to consider the pro-l version of Grothendieck's problem for special types of varieties X, i.e., the configuration spaces of curves. To be more precise, let C be a nonsingular (not necessarily complete) hyperbolic curve over k, and define the r-dimensional configuration space of C by
Then the geometric fundamental group of C (r) is isomorphic to the profinite completion of the braid group with r-strings supported on the Riemann surface of the complex points of C. Let
be the associated pro-l exterior Galois representation, and let Out G k π 1 (C (r) k ) (l) denote the centralizer of the Galois image of ϕ (l) C (r) . We have then a canonical homomorphism
This must be an injective mapping for purely geometric reasons, though we shall give a Galois theoretic proof of the injectivity later in the proof of (4.5). Our main result of this paper is the following.
Theorem A (4.5). Let C be a nonsingular hyperbolic curve over a number field k such that Ck is not isomorphic to P 1 − {0, 1, ∞}. Then there exists a sequence of injective homomorphisms:
where S r+ε is the symmetric group of degree r + ε, and ε = 1 if C is an elliptic curve minus one k-rational point, and 0 otherwise.
The above theorem expands a previous result for C = P 1 − {0, 1, ∞} asserting that Out G k π 1 (C (r) )(l) is isomorphic to Aut k C (r) ( ∼ = S r+3 ) ([N1] - [N2] ). From Theorem A above, we immediately obtain the following fact. Theorem A. If Out G k π 1 (Ck)(l) is a finite group, then Out G k π 1 (C (r) k )(l) (r = 1, 2, ...) are also finite groups. And if
Corollary B. Let C/k be as in
Aut k (C) ∼ = Out G k π 1 (Ck)(l),
then also
Aut k (C (r) ) ∼ = Out G k π 1 (C (r) k )(l) (r = 1, 2, . . . ).
This result supports the following pro-l "anabelian" Tate conjecture on single hyperbolic curves to higher dimensional configuration varieties.
Conjecture C (cf. [N2] , p.75). Let C be a nonsingular hyperbolic curve over a number field k, and let l be a prime number. Then
In particular, Out G k π 1 (Ck)(l) should be finite.
Note that there have been (infinitely) many curves C/k shown to support the above conjecture (cf. [NT] , [N4]-[N5], [Tk] ). Our main ingredient of the present paper shows that the l-adic Lie technique used in [N2] , §4 (inspired from Deligne [De] ) can also be applied effectively to the pro-l fundamental groups of the configuration spaces of curves. This approach is simpler than the direct approach developed in [N2] , §3, although the latter one remains effective for more general pro-C fundamental groups with C being an "admissible" full class of finite groups (see loc. cit. for more details).
Our result might also be compared with a topological result by N.V. Ivanov [Iv] asserting that every automorphism of a discrete braid group of a Riemann surface must come from an inner automorphism of the mapping class group canonically containing the braid group in question. Our approach taken here is, however, of a rather algebraic nature and differs from Ivanov's topological approach. In effect, we establish a direct estimate of the automorphism group of the graded Lie algebra It is naturally a complete Hopf algebra equipped with the comultiplication ∆ :
The Malcev completion UΓ (resp. the Malcev Lie algebra LΓ) of Γ is the subset of group-like elements (resp. Lie-like elements) defined by
It follows that UΓ forms a group and LΓ forms a Lie algebra. The usual maps exp and log give bijections between UΓ and LΓ. The pair of the group UΓ and the natural map j : Γ → UΓ is known to be characterized for Γ by the following properties (cf. [Q] , Appendix A):
(1) UΓ is a uniquely divisible group; (2) The kernel of j is the maximal torsion subgroup of Γ; (3) For each γ ∈ UΓ there exists n ≥ 1 with γ n ∈ j(Γ).
(2.2) As is well-known, the torsion elements of Γ form a subgroup T . The quotient group Γ/T is then torsion-free, and it is known that Γ/T can be realized as a group of upper unitriangular matrices of GL n (Q) for some n > 0 (e.g. [W], 11.4). The image of Γ/T by the logarithm of unitriangular matrices generates a vector subspace W := Q log(Γ/T ) of the upper triangular matrices, andΓ := exp(W) forms a uniquely divisible unitriangular matrix group containing Γ/T . The natural mapping j : Γ → Γ/T →Γ satisfies the conditions (1)-(3) of (2.1); henceΓ can be regarded as the Malcev completion UΓ. Since W can be defined by a finite number of linear forms,Γ is defined by a finite number of polynomials on the space of matrices. Thus there exists a linear algebraic group U Γ over Q with U Γ(Q) ∼ = UΓ. The structure of U Γ is determined by the Lie algebra structure on W = log(U Γ(Q)), which is isomorphic to LΓ. Therefore U Γ/Q is independent of the choice of realizations of Γ/T as upper unitriangular matrix groups. We call U Γ the algebraic hull of Γ.
(2.3) Fix a rational prime l. We will denote the group of the Q l -rational points U Γ(Q l ) by U l Γ. It can be realized as a group of upper unitriangular matrices of GL n (Q l ). Since Γ is assumed to be finitely generated, we may assume that the image of the canonical homomorphism j : Γ → U l Γ is contained in the group of upper unitriangular matrices with Z l -entries, which is a pro-l group. Thus we obtain a mapping of the pro-l completion of Γ into U l Γ:
This mapping j l is the unique homomorphism extending j continuously with respect to the natural topology. Moreover, j l is a local isomorphism, i.e., induces an isomorphism of the associated Lie algebra Lie(Γ(l)) of the l-adic analytic group
This can be seen, for example, as follows. Since Γ is a finitely generated nilpotent group, there is a central series
. . , n − 1), and T 1 is the maximal torsion subgroup of Γ (e.g. [Hir] , Th. 2.21). As each quotient Γ/Γ i (1 ≤ i ≤ n) is (l)-good in the sense of Serre [Se] , where (l) denotes the class of finite l-groups, the pro-l completion functor maps the Γ i /Γ i+1 ⊗ Z l (1 ≤ i ≤ n − 1) isomorphically onto the corresponding successive subquotients ofΓ(l) (cf. e.g. [N2] , (1.2.4)). Then we conclude the local isomorphy of j l from the exactness of the Malcev completion functor and of the Lie functor of the l-adic analytic groups (cf. [BK] , [DSMS] ).
A noteworthy remark here is that any automorphism ofΓ(l) induces one of L l Γ, hence one of U l Γ.
Weight filtration of surface braid groups.
(2.4) Now let us introduce the configuration space of a Riemann surface. Let F g be a compact Riemann surface of genus g, and let a 1 , . . . , a n be n distinct points on F g (2 − 2g − n < 0). The braid configuration space F (r) g,n of F g,n := F g − {a 1 , . . . , a n } with r strings is defined by
obtained by forgetting the k-th component, then it gives a fibration over F (r−1) g,n . We shall denote, for simplicity, the discrete fundamental group of F (r) g,n by π (r) g,n (when r = 1 simply by π g,n ) and the kernel of the homomorphism
, which is called the k-th fibre subgroup of π (r) g,n . (When speaking about fundamental groups, we often omit references to base points as long as no confusion occurs.) We have then the following exact sequence:
As φ k is isomorphic to the fundamental group of F g minus (n + r − 1) points, it is possible to present it as
generates an inertia subgroup of a puncture of the fibre of f k . As in [NTU] , §2, we shall take these generators so that their parabolic elements satisfy z
(2.4.2) Throughout the present paper, we let ε represent an integer such that
When ε = 0, it is useful to introduce auxiliary projections p k : π (r) g,n → π (r−1) g,n and fibre subgroups φ k = ker(p k ) for r < k ≤ r + ε. In these exceptional cases, we sometimes (re)normalize the presentation of φ k as
0,3 is isomorphic to the moduli space M 0,r+3 of the (r+3)-pointed projective lines. Then, in the notations of [N2] , §3, π . We shall regard p 1 , . . . , p r of these as the ones introduced in (2.4.1). In terms of the standard generators {A ij } of Γ r+3 0 in loc. cit., the normalized generators are given byz
When (g, n) = (1, 1), the space F (r) 1,1 can be written as {E r+1 −∆}/E, where E is an elliptic curve, ∆ is the weak diagonals and /E means the quotient by the diagonal translations by E. Therefore we have r + 1 forgetful maps p k : π
(1 ≤ k ≤ r + 1) obtained by forgetting one of the coordinates of E r+1 − ∆ and have the fibre subgroup φ k = ker(p k ) (1 ≤ k ≤ r + 1). Here we content ourselves simply by taking normalized generator systems {(x
1 )} for 1 ≤ k ≤ r and a system satisfying the conjugacy relationsz
1 (1 ≤ j ≤ r) for k = r + 1 (cf. also (2.9)). (2.5) Recalling that each φ k ∼ = π g,n+r−1 has a good weight filtration of normal subgroups {φ k (m)} ∞ m=1 introduced by Oda and Kaneko (cf. [K] , [O] , [AN] , [NT]), we shall introduce the weight filtration π
Here S denotes the minimum closed subgroup containing S, and [H 1 , H 2 ] denotes the closure of the commutator subgroup of H 1 and H 2 . This weight filtration of surface braid groups was first studied in [NTU] in the pro-l context, and similar arguments to loc. cit. §2 imply that the homomorphism p k : π
induces the exact sequence of graded quotient modules with respect to the weight filtrations:
Moreover it follows that each gr m π (r) g,n is generated by the gr m φ k (k = 1, . . . , r). (2.6) Since the weight filtration is central, the direct sum
has a natural structure of a graded Lie algebra over
It is generated by the ideals Gr
, each of which has a natural presentation induced from that of φ k (2.4.1) with generators X
We shall denote by Gr(p k ) the Lie homomorphism induced by p k . By (2.5.1), it induces an exact sequence of graded Lie algebras:
From this, by induction on r, we see that Gr π (r) g,n is torsion-free and has trivial center. See Sect. 3 for a more detailed presentation of the Lie algebra structure of Gr π
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Malcev and pro-l completions of surface braid groups.
(2.7) For each m ≥ 1, the quotient group π
g,n (m) is a torsion free nilpotent group. The Malcev completion and the Malcev Lie algebra of it form projective systems with respect to m. We define
Introduce their weight filtration by taking the weight
g,n )(m)) (m ≥ 1) to be the kernel of the canonical mapping to
From the fact that the functor of taking Malcev completion is exact, it follows that
We shall denote the pro-l completion of π
g,n , and freely use notations similar to [NTU] , §2. For example, the closure of
g,n will be denoted by Φ k . The pro-l braid groups Π (r) g,n are equipped with natural weight filtrations {Π
Combining (2.6.1), (2.7.2) and a comparison result on weight graduations in the 1-dimensional case due to Asada [A] , we obtain
g,n (m)) for each m, and they together induce a natural homomorphism
By comparing (2.7.1) and (2.7.3), we see that these j l (m) and j l are injective. In particular, we may regard Π
Moreover, identifying the Malcev completion U l (φ k ) with the kernel of the projec-
g,n denote the m-th lower central subgroup of π (r) g,n (m ≥ 1, and we set π
g,n ). Then, by the definitions, our two filtrations are cofinal in such a way that
g,n ) of (2.7) can be written also as
On the other hand, if we denote the lower central filtration of the pro-l group Π
As thesef m (m ≥ 1) are compatible with obvious projections, we obtain a natural mapping
Classes of (outer) automorphisms of pro-l braid groups.
g,n which permutes the Φ k (k = 1, . . . , r + ε) and the conjugacy classes of the cyclic subgroups z
This definition coincides with the one given in [NTU] when ε = 0. As in loc. cit., (2.9), with each full braid-like automorphism σ ∈ Aut Π (r) g,n , we may associate two
The group of all the full (resp. pure, i.e., π σ = ρ σ = 1) braid-like automorphisms of Π (r) g,n will be denoted byΓ 
Also, defineΓ (r)+ε g,{n} to be {σ ∈Γ 
WhenΓ contains the inner automorphism group Int Π (r) g,n , define the associated outer automorphism group to be Γ :=Γ/ Int Π (r) g,n . The following groups corresponding to License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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the classes of automorphisms in (2.9)-(2.10) will be considered as practical examples of Γ:
We shall define the weight filtration of such a Γ by projection images:
g,n is center-free by (2.6.1), (2.7.3), Γ(m) turns out to be isomorphic toΓ(m)/ Int Π Obviously, the mapping :Γ → Aut Gr Π (r) g,n factors through Γ, and the following exact sequence holds:
(2.11.1) Our Theorem D in §3 will insure that the above map is surjective, provided that Γ containsΓ 
LetΓ be a subgroup ofΓ {r} g,{n} . Then, each elementσ ∈ gr mΓ :=Γ(m)/Γ(m + 1) induces a derivation Dσ of degree m by
where σ ∈Γ(m) is a representative ofσ, and x ∈ Π (r) g,n (i). There is a natural graded Lie structure on GrΓ = ∞ m=1 gr mΓ induced from the commutator bracket in Aut Π (r) g,n , and it is easy to see that the map
g,n (2.11). So we have also
where Int denotes the set of inner derivations.
(2.13) There exists an obvious embedding
which is equivariant under the action of Aut Gr Π
Since Gr Π (r) g,n is generated by gr 1 Π (r) g,n and gr 2 Π (r) g,n , the above embedding holds true even after substituting
To detect the images of various derivation modules of (2.12) in this "coordinate module" seems an interesting open problem.
Each σ ∈Γ ⊂Γ The reason that filtrations introduced in (2.5), (2.11) are called weight filtrations would be explained as follows. As will be seen in the next section, the matrix group GSp(2g, Z l ) is naturally embedded in Aut Gr Π
g,n occurs as the pro-l fundamental group of an algebraic configuration space of a curve over k, the Galois group G k is mapped into GSp(2g, Z l ) via the l-adic Galois representation on the Tate module of a Jacobian variety. Through this map, Gr Π 
Graded automorphisms
The purpose of this section is to establish the following Theorem D, which plays a crucial role for the proof of Theorem A (4.5).
Let K be a field containing Q, and let Gr K π
g,n ) the group of all the graded automorphisms of the graded Lie algebra
This theorem is an expansion of [N2] , Lemma (4.1.2) (inspired by P. Deligne), which states that Aut(Gr K π
. We shall prove (3.1) case by case in a way similar to (but more intricate than) loc. cit.
(3.2) We begin by recalling the explicit presentation of Gr π
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Lie algebra Gr π (r) g,n has the following presentation:
By combining (A1)-(A5), we also have
as well as a free Lie subalgebra of it generated by {X
It is also easy to see that (1 ≤ k ≤ r, 1 ≤ j ≤ n + r) among them respectively. Then observing the action of Aut (Gr K π (r) g,n ) on the relations (A1-7), we obtain
By virtue of (3.2.3), in non-exceptional cases, we are reduced to showing that any graded Lie automorphism of Gr K π
Roughly speaking, in the case of n = 0, the lines Z (k) j are characterized by the Gr K φ k 's which are characterized by Lemma (3.3) below, while in the other cases of n > 0, the Gr K φ k 's are characterized by the lines Z (k) j which are characterized by Lemmas (3.4-6).
When
g,n , and denote by Z = Z (r) g,n the Lie subalgebra of Gr K π (r) g,n generated by {Z
Lemma (3.3).
Suppose g ≥ 2, n = 0, r ≥ 2. Let X be a non-zero element of gr
Lemma (3.4). Suppose
Then the following conditions on Z are equivalent:
Lemma (3.5). Suppose
Lemma (3.6). Suppose g = 0, n ≥ 4, r ≥ 2. Let Z be a non-zero element of gr
0,n . Then the following conditions on Z are equivalent:
2 . Proof of Theorem (3.1) by using (3.3-6). We shall separate (3.1) into the following five cases, and prove the theorem case by case:
(
For the case g = 0, n = 3, see [N2] , §4. Let f be any element of Aut Gr K π (2): g ≥ 1, n ≥ 2. By Lemma (3.4), f preserves the union of the Z ∩ gr
In particular, f preserves Z. So we can apply Lemma (3.5) to see that f permutes the flags Z
On the other hand, by (A4), we have
Thus, f permutes gr
. Taking (A5) into consideration, we see that f permutes Gr K φ k (1 ≤ k ≤ r) and obtain the conclusion by (3.2.3).
Before going to the cases (3), (4), (5), we shall prepare the following lemma.
Lemma (3.7).
For each 1 ≤ k ≤ r + 1, let
g,n and suppose that n + r ≥ 5 and r ≥ 2 and that f permutes Z
(1 ≤ k ≤ r), and if n = 1, then f permutes z (k) (1 ≤ k ≤ r + 1).
Proof of Lemma (3.7). To each non-zero Z
we associate a pair of integers S = {n + k, j} and write Z S = Z 
If we use the assumption n + r − 1 ≥ 4, then we further obtain
The statement for the case n = 0 follows merely from this observation. If n ≥ 2, then n + r − 1 > r, so, for any 1 ≤ k ≤ r, the common element of (3.7.2) must be ≥ n + 1; hence the Z's corresponding to the F ({n + k, j}) (j = n+k, 1 ≤ j ≤ n + r) must be contained in one of gr
Thus we get the conclusion. If n = 1, then the common element of (3.7.2) could be 1 (for some k). Taking this possibility into consideration in this case, we obtain the above statement.
(3),(4): g ≥ 1, n = 1. Let us introduce new symbols: Lemma (3.4) and the fact that Z ∩ gr 2 K φ k is 1-dimensional for n = 1, it follows that
Then, from (A4), (A7) (see also (3.10.1-2)),
Using (3.8.1-3) and Lemma (3.7), we see that f permutes z (k) (1 ≤ k ≤ r + 1). (The case r = 2 follows from (3.8.1). For the case r = 3, we need (3.8.1-3). The case r ≥ 4 follows from (3.8.1), (3.7).) Then by (3.8.1-2), f permutes gr
, there exists a permutation τ ∈ S r+1 with f (gr
On the other hand, we have from (A2), (A5) a relation
Z. (3.8.4) (3): Suppose g ≥ 2. By (3.2.3) and (3.8.1), it suffices to show τ (r + 1) = r + 1. In fact, if not, then τ(r + 1) = k for some k ≤ r, and f maps the LHS of (3.8.4) into Gr K (φ k ). Meanwhile, the RHS must be mapped to a sum of non-zero scalar multiples of the Z ∈ Z \z (k) , which does not lie in Gr K (φ k ). This is a contradiction, and hence τ (r + 1) = r + 1.
(4): When g = 1, we have an isomorphism
where V is the subspace in gr
1,1 . From this we may assume τ (r + 1) = r + 1 without loss of generality. Then, by using (3.2.3), we conclude the proof.
(5):
, and then by Lemma (3.7), f permutes gr
0,n ). By (3.2.3), we conclude the statement.
Proofs of Lemmas (3.3-6).
In the case of Lemma (3.3), we shall prove the first part by a direct computation using (A1-5) and the second part by induction on r. In the cases (3.4)-(3.6), we shall prove (a) ⇒ (b) by a direct computation and [Di] , Chap.II, Prop.1.), the first statement of Lemma (3.3) follows.
Proof of Lemma (3.3). (g ≥
Next, we shall show that
Step 1: r = 2. We notice that Gr K p 1 induces the following exact sequence:
Here, notice that, since g ≥ 2, [X
are linearly independent over K for fixed i, as part of a basis of gr
, we obtain a α = 0 (α = i, i + g). But since this holds for i = 1, 2, a α = 0 for all α, i.e., X ∈ gr 1 K φ 2 . As for (ii), we have only to see that dim K 
But since GSp(2g, K) acts on gr 1 Π g,0 − {0} transitively, this reduces to the obvious case X = X 1 .
Step 2: r ≥ 3. We choose
(This is possible because X ∈ r k=1 gr 1 K φ k and r ≥ 3.) We note that Gr K p h induces the following exact sequence:
By the induction hypothesis,
On the other hand, by virtue of (3.9), we can see that
Proof of Lemma (3.4). (g ≥ 1, n ≥ 1). (a)⇒(b):
It suffices only to observe from (A4) and (A7) that for any Z
We shall prove this by induction on r, by using the exact sequence
Step 1: r = 2. Suppose Z ∈ Z
n+2 . Since gr
n+2 , we may assume Gr K p 1 (Z) = 0 by symmetry. By the assumption (b), dim K 
as a basis of gr
g,n and
n+2 by using the above basis such that
and a
, which amount to all a (2) ij and c being zero. Thus Z = j<n b
Step 2: r ≥ 3. As gr
The induction hypothesis also enables us to express Z in one of the following forms: 
In order to show the converse inclusion, let
By the freeness of Gr K φ k and g ≥ 1, we obtain b
Hence the desired inclusion holds.
(b)⇒(a): We may assume that Gr K p 1 (Z) = 0, i.e., Z ∈ Z ∩ gr 2 φ k for some k ≥ 2. We note that Gr K p 1 induces the following exact sequence:
where
Step 1: r = 2. Writing Z as
j , we shall show that the coefficients vanish except for one. By the assumption (b),
β , Z] = 0. Then, by using (A3) and (A6), we obtain Step 2: r ≥ 3. Let
and using (A3) and (A6), we obtain
n+k ]. Hence b β = 0 for any 1 ≤ β ≤ n, which is a contradiction. Case 2: d 2 > (n−1)(r −2). As Gr K p 1 (Z) ⊂ Z (r−1) g,n , by the induction hypothesis, it follows that d 2 = (n − 1)(r − 2) + 1. Hence n − 1 ≤ d 1 ≤ n. Then in the same way as in Step 1, we conclude (a).
Proof of Lemma (3.6). (g = 0, n ≥ 4). (a)⇒(b):
It is easy to see that
(b)⇒(a):
We again start from the following exact sequence induced from Gr K p 1 :
Step 1: r = 2. We may assume Gr K p 1 (Z) = 0 without loss of generality. Write Z as
Then, by using (A3) and (A6), we get
β ; 1 ≤ β ≤ n + 2, β = n, n + 1} as a free basis of Gr K φ 1 , we obtain the following relations
Then, since n ≥ 4, we may move j, j < n to obtain b
(1)
Returning to ( * ) for general j, j ≤ n, we then have
n+2 ] are linearly independent over K, we obtain a j b
(2) j = 0 for any 1 ≤ j < j ≤ n, which implies (a).
Step 2: r ≥ 3. We may assume that Gr K p 1 (Z) = 0. As
2 . By the induction hypothesis, we may write Z in the form 
0,n , and, expressing Z as
β , we obtain the following n + r − 1 equations (E j ) (1 ≤ j ≤ n + r, j = n + 1):
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For 2 ≤ h ≤ r, consider the claims:
By choosing a convenient free basis of Gr K φ 1 for each j, we can deduce (P 2 ) from (E 1 ), . . . , (E n ), and (P h+1 ) from (P h ), (E n+h ) for each h. Thus we obtain (P r ), namely Z = 0. This is a contradiction, and this case does not occur under our assumption Z = 0.
Galois representations
(4.1) Now we shall study Galois representations. Let X be a projective smooth curve over a number field k of genus g, and let S ⊂ X be a k-subset of closed points with geometric cardinality n. If an embedding ofk into C is fixed, then the complex points X(C) form a compact Riemann surface of genus g, on which S(C) lies as a subset of cardinality n. We shall regard X(C), S(C) as F g , {a 1 , . . . , a n } of §2 (2.4) respectively. Assume 2 − 2g − n < 0 so that C := X − S becomes a hyperbolic curve, and let ε be as in (2.4.2). We shall introduce, for r ≥ 1, the r-th configuration space C We know that the Galois image ϕ (r) C (G k ) is contained in Γ
[r]+ε g, [n] for algebro-geometric reasons, while, as will be seen in Lemma (4.3) below, the Galois centralizer is contained in Γ
[r]+ε g,{n} . We first need to show the following lemma.
Lemma (4.2).
Out G k Π Proof. Let f ∈ Out G k Π (r) g,n , and choose a liftf ∈ Aut Π (r) g,n of f . It suffices to show thatf preserves the weight filtration of Π (r) g,n . First we consider the naturally induced Galois representation ϕ : G k −→ Aut (Gr Q l Π (r) g,n ) = GSp(2g, Q l ) × S n × S r and choose σ ∈ G k such thatφ(σ) is of the form (a σ 1 2g , id, id) for some a σ ∈ 1+lZ l . (This is possible by Bogomolov's theorem [Bog] .) Pick a liftσ ∈ Aut(Π (r) g,n ) of ϕ On the other hand, since thesef andσ commute with each other modulo the inner automorphism group, there exists u ∈ Int L l (π Observe here thatσ and u preserve the weight filtration, and consider their truncationsσ N , u N ∈ Aut L l (π (r) g,n /π (r) g,n (N )) respectively for N ≥ 1. This observation enables us to employ an argument inspired by P. Deligne (cf. [N2] , §4): Namely, by Borel's lemma ( [Bor] , III, Prop.9.3 (2)), there exists a unique v N ∈ Int L l (π Proof. Let us fix σ ∈ G k as in the proof of Lemma (4.2) and pick a liftσ 
