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New Results on the Common Consequent Index of a Binary Relation
ZHOU BO AND BOLIAN LIU
We characterize the binary relations with the largest and next largest common consequent indices,
and disclose the existence of gaps in the set of common consequent indices of binary relations. We
also obtain the largest common consequent indices of binary relations in the classes of reducible
and symmetric binary relations, respectively, and characterize the reducible and symmetric binary
relations with the largest common consequent indices separately.
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1. INTRODUCTION
Let V = {a1, a2, . . . , an} be a finite set with n ≥ 2. A binary relation Q on V is a sub-
set of V × V . Denote by Bn(V ) the set of all binary relations on V . Then under the usual
multiplication of binary relations Bn(V ) becomes a semigroup.
Let Mn denote the set of all n × n boolean matrices. Then Mn is a semigroup under the
boolean matrix multiplication. The map
Q −→ M(Q) = (mi j ),
where mi j = 1 if (ai , a j ) ∈ Q and mi j = 0 otherwise, is an isomorphism of Bn(V ) onto Mn .
If Q1, Q2 ∈ Bn(V ), then
Q1 · Q2 −→ M(Q1) · M(Q2) = M(Q1 · Q2),
Q1 ∪ Q2 −→ M(Q1)+ M(Q2) = M(Q1 ∪ Q2).
Let Gn(V ) be the set of all (directed) graphs on n vertices a1, a2, . . . , an with allowable
loops but no multiple arcs.
It is well known that there is a one-to-one correspondence between Bn(V ), Mn and Gn(V ):
Q ←→ M(Q)←→ G(Q),
where G(Q) is the graph corresponding to the matrix M(Q). Each matrix in Mn can be
considered as the adjacency matrix of a graph H in Gn(V ) and determines H uniquely up to
an isomorphism. Conversely, each graph in Gn(V ) determines a unique boolean matrix in Mn
as its adjacency matrix.
If Q ∈ Bn(V ) and ai ∈ V , we define ai Q = {x ∈ V : (ai , x) ∈ Q}. If K is a non-empty
subset of V , we put K Q = ⋃
ai∈K
ai Q.
DEFINITION 1.1 ([1]). Let Q ∈ Bn(V ). We say that a pair of vertices (ai , a j ), ai 6= a j ,
has a common consequent if there is an integer s > 0 such that
ai Qs ∩ a j Qs 6= ∅. (1.1)
The least integer s satisfying (1.1) is denoted by L Q(ai , a j ).
To shorten the terminology, if ai , a j have a common consequent, we also say that L Q(ai , a j )
exists.
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DEFINITION 1.2 ([1]). If there is at least one couple (ai , a j ) for which L Q(ai , a j ) ex-
ists, we define L(Q) = max L Q(ai , a j ), where (ai , a j ) runs through all couples for which
L Q(ai , a j ) exists. If there is no couple (ai , a j ) for which L Q(ai , a j ) exists, we define L(Q) =
0. L(Q) is called the common consequent index of Q.
DEFINITION 1.3. A relation Q ∈ Bn(V ) is said to be reducible if V can be decomposed
into two non-empty subsets V = V1 ∪ V2, V1 ∩ V2 = ∅, such that Q ⊆ (V1 × V1) ∪ (V2 ×
V1)∪(V2×V2). Otherwise it is said to be irreducible. Denote by Rn(V ) the set of all reducible
binary relations on V .
Clearly, Q ∈ Bn(V ) is irreducible if and only if G(Q) is strongly connected.
DEFINITION 1.4. A relation Q ∈ Bn(V ) is said to be primitive if there is an integer t ≥ 1
such that Qt = V × V . Denote by Pn(V ) the set of all primitive relations on V .
DEFINITION 1.5. A relation Q ∈ Bn(V ) is said to be symmetric if (ai , a j ) ∈ Q implies
(a j , ai ) ∈ Q for any couple (ai , a j ). Denote by Sn(V ) the set of all symmetric binary relations
on V .
In 1971, Paz [2] proved that L(Q) ≤ n(n−1)2 for Q ∈ Bn(V ). He also remarked that it was
not known whether this upper bound is the best possible and that the difference between the
above bound and any other bound is of order of magnitude n2 .
Let bxc denote the greatest integer ≤ x . In 1985, Schwarz [1] proved that the above bound
is not the best possible and obtained the following result.
(1) If Q ∈ Bn(V ), then L(Q) ≤
⌊
(n−1)2
2
⌋
+ 1, and this bound is the best possible.
(2) If Q ∈ Rn(V ), then L(Q) <
⌊
(n−1)2
2
⌋
+ 1.
Let En = {L(Q) : Q ∈ Bn(V )}. En is called the set of common consequent indices of
binary relations on V . Denote by [a, b] the set of all integers x with a ≤ x ≤ b. Then we have
En ⊆
[
0,
⌊
(n−1)2
2
⌋
+ 1
]
.
In the present paper, we exploit the graphical representation of a binary relation to study the
common consequent index in more detail.
In Section 2 we give some preliminaries and lemmas that we will use later.
In Section 3 we give complete characterizations for the binary relations on V with the largest
and next largest common consequent indices, and disclose the existence of gaps in En , where
each gap is a set S of consecutive integers in
[
0,
⌊
(n−1)2
2
⌋
+ 1
]
such that no binary relation in
Bn(V ) has a common consequent index in S.
In Sections 4 and 5 we determine the largest common consequent indices of binary rela-
tions on V in the classes of reducible and symmetric binary relations respectively, and give
complete characterizations for the reducible and symmetric binary relations with the largest
common consequent indices separately.
2. PRELIMINARIES AND LEMMAS
Let Q be irreducible, Q ∈ Bn(V ). Then the greatest common divisor of all the cycle lengths
of G(Q) is called the index of imprimitivity of Q, denoted by d(Q). Clearly 1 ≤ d = d(Q) ≤
n.
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Recall that Q ∈ Bn(V ) is primitive if and only if G(Q) is strongly connected and d(Q) = 1.
If Q is irreducible and d = d(Q) > 1, then the set V admits a decomposition into d disjoint
non-empty subsets V = V1 ∪ V2 ∪ · · · ∪ Vd such that
Q ⊆ (V1 × V2) ∪ (V2 × V3) ∪ · · · ∪ (Vd × V1).
The sets V1, V2, . . . , Vd are called the sets of imprimitivity of Q.
The cardinality of a set K will be denoted by |K |.
It is easy to see that L Q(ai , a j ) exists for any pair (ai , a j ) where ai 6= a j if Q ∈ Bn(V ) is
primitive.
LEMMA 2.1 ([1]). Let Q be irreducible, Q ∈ Bn(V ) and d(Q) > 1. Then L Q(ai , a j )
exists if and only if ai , a j are contained in the same set of imprimitivity of Q.
LEMMA 2.2 ([1]). max{L(Q) : Q ∈ Bn(V )} =
⌊
(n−1)2
2
⌋
+ 1, n ≥ 2.
LEMMA 2.3 ([1]). Let Q ∈ Bn(V )\Pn(V ), n ≥ 3. Then
L(Q) <
⌊
(n − 1)2
2
⌋
+ 1.
LEMMA 2.4. Let Q ∈ Pn(V ), n ≥ 2 and let h be the length of a shortest cycle of G(Q).
Then
L(Q) ≤
⌊
n − 2
2
⌋
h + n.
PROOF. Denote L =
⌊
n−2
2
⌋
h + n. By Lemma 2.5 in [1], for any ai , a j ∈ V we have
|ai QL | ≥
⌊
n
2
⌋
+1 and |a j QL | ≥
⌊
n
2
⌋
+1. Since |ai QL∪a j QL | ≤ n, we have ai QL∩a j QL 6=
∅, and hence L Q(ai , a j ) ≤ L for all i , j . This proves the lemma. 2
Let Fn (n ≥ 3) be the graph with vertex set V and arc set {(ai , ai+1) : 1 ≤ n − 1} ∪
{(an, a1), (an, a2)}.
LEMMA 2.5 ([1]). For Q ∈ Bn(V ) with G(Q) = Fn , we have
L(Q) = L Q
(
a1, a⌊ n
2
⌋
+1
) = ⌊ (n − 1)2
2
⌋
+ 1.
For any couple (ai , a j ) different from
(
a1, a⌊ n
2
⌋
+1
)
or
(
a⌊ n
2
⌋
+1, a1
)
, we have
L Q(ai , a j ) < L(Q).
Let Gn be the graph obtained from Fn by adding an arc (an−1, a1).
LEMMA 2.6. Let Q ∈ Bn(V ), G(Q) = Gn , n ≥ 3. Then
L(Q) =
⌊
(n − 1)2
2
⌋
.
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PROOF. First note that it follows easily by induction over k that
a1 Qkn = {a1, a2, . . . , ak+1}, for 1 ≤ k < n. (2.1)
We study the cases n even and n odd separately.
Case 1. n is even. Let N =
(
n
2 − 1
)
n. We have by (2.1)
a1 QN = {a1, a2, . . . , a n2 }. (2.2)
This gives, when we apply Qi−1 for 1 ≤ i ≤ n2
ai QN = {ai , ai+1, . . . , a n2+i−1}, 1 ≤ i ≤
n
2
. (2.3)
We have therefore
a n
2
∈ ai QN , |ai QN | = n2 for 1 ≤ i ≤
n
2
. (2.4)
If we apply Q n2 to (2.2) we find
a n
2+1 Q
N = {a n
2+1, . . . , an, a1}.
Apply Qi−1 to this relation for 1 ≤ i ≤ n2 . Then we find
a1 ∈ a n2+i QN , |a n2+i QN | =
n
2
+ 1, 1 ≤ i ≤ n
2
. (2.5)
Note that (2.4) and (2.5) imply
ai QN ∩ a j QN 6= ∅ for all i, j. (2.6)
We have by (2.3)
a n
2+1 Q
N−1 = a n
2
QN = {a n
2
, a n
2+1, . . . , an−1}. (2.7)
Since N =
(
n
2 − 2
)
n + n, we find by (2.1)
a1 QN−1 = {a1, a2, . . . , a n2−1}Qn−1 = {an, a1, . . . , a n2−1}.
If we combine this with (2.7) we have
a1 QN−1 ∩ a n2+1 QN−1 = ∅. (2.8)
By (2.6) and (2.8) it follows that L(Q) = N .
Case 2. n is odd. Let N = (n−1)22
(
= (n−3)n2 + n+12
)
. We find then by (2.1)
a1 QN = {a1, a2, . . . , a n−1
2
}Q n+12 = {a n+3
2
, . . . , an, a1}.
Hence |a1 QN | > n2 , which implies that |ai QN | > n2 for every i . Hence
ai QN ∩ a j QN 6= ∅ for all i, j. (2.9)
Again we find by (2.1)
a1 QN−1 = {a1, a2, . . . , a n−1
2
}Q n−12 = {a n+1
2
, . . . , an−1}.
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Hence
a n+1
2
QN−1 = a1 QN−1 Q n−12 = {an, a1, . . . , a n−1
2
}.
Therefore we have
a1 QN−1 ∩ a n+1
2
QN−1 = ∅. (2.10)
It follows that L(Q) = N by (2.9) and (2.10) and the proof is completed. 2
Let Hn (n ≥ 4) be the graph with vertex set V and arc set {(ai , ai+1) : 1 ≤ i ≤ n − 2} ∪
{(an−1, a2), (an−2, an), (an, a1)}.
LEMMA 2.7. Let Q ∈ Bn(V ) with G(Q) = Hn . Then
L(Q) ≤ n
2 − 3n + 4
2
.
PROOF. For n = 4, it is easy to verify that a2 ∈ ai Q4 ∩ a j Q4 for all i , j . Hence L(Q) ≤
4 = n2−3n+42 .
Suppose n ≥ 5. It follows easily that
a1 Qk(n−1) = {a1, a2, . . . , ak+1} for 1 ≤ k ≤ n − 3. (2.11)
Case 1. n is even. Let N =
(
n
2 − 1
)
(n − 1). We have by (2.11)
a1 QN = {a1, a2, . . . , a n2 }, (2.12)
which implies that
ai QN = {ai , ai+1, . . . , a n2+i−1}, 1 ≤ i ≤
n
2
− 1
and
a n
2
QN = {a n
2
, . . . , an−1, an}.
Hence
a n
2
∈ ai QN , |ai QN | ≥ n2 for 1 ≤ i ≤
n
2
. (2.13)
Since a n
2+1 QN = {a n2+1, . . . , an, a1, a2} for n ≥ 6, it is easy to see that
a1 ∈ a n2+i QN ,
∣∣a n
2+i Q
N ∣∣ ≥ n
2
+ 1, 1 ≤ i ≤ n
2
. (2.14)
Equations (2.13) and (2.14) imply ai QN ∩ a j QN 6= ∅ for all i , j . Hence L(Q) ≤ N ≤
n2−3n+4
2 .
Case 2. n is odd. Let N = n2−3n+42
(
= n−32 (n − 1)+ n+12
)
. We find by (2.11)
a1 QN = {a1, a2, . . . , a n−1
2
}Q n+12 = {a n+3
2
, . . . , an, a1, a2},
which implies that |ai QN | > n2 for every i . Hence ai QN ∩ a j QN 6= ∅ for all i , j . We have
L(Q) ≤ N .
The proof is completed. 2
Let Tn (n ≥ 5) be the graph with vertex set V and arc set {(ai , ai+1) : 1 ≤ i ≤ n − 1} ∪
{(an, a1), (an, a3)}.
LEMMA 2.8 ([1]). Let Q ∈ Bn(V ), where G(Q) = Tn and n is odd. Then
L(Q) ≤ n
2 − 3n + 6
2
.
LEMMA 2.9 ([1]). If Q ∈ Pn(V ), and G(Q) contains a loop, then L(Q) ≤ n − 1.
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3. GENERAL BINARY RELATION
Let Q ∈ Bn(V ), n ≥ 2. By Lemma 2.2 L(Q) ≤
⌊
(n−1)2
2
⌋
+ 1. When n = 2, it is easy to
verify that L(Q) =
⌊
(n−1)2
2
⌋
+ 1 if and only if M(Q) is permutation similar to one of the
following matrices:(
0 1
1 1
)
,
(
1 1
1 1
)
,
(
0 1
0 1
)
,
(
1 1
0 1
)
.
For n ≥ 3, we have the following.
THEOREM 3.1. Let Q ∈ Bn(V ), n ≥ 3. Then L(Q) =
⌊
(n−1)2
2
⌋
+1 if and only if G(Q) ∼=
Fn .
PROOF. Suppose G(Q) ∼= Fn . By Lemma 2.5 we have L(Q) =
⌊
(n−1)2
2
⌋
+ 1.
Now suppose L(Q) =
⌊
(n−1)2
2
⌋
+ 1. We are going to prove that G(Q) must be isomorphic
to Fn . To this end, we will prove that if G(Q) 6∼= Fn , then L(Q) <
⌊
(n−1)2
2
⌋
+ 1.
If Q ∈ Bn(V )\Pn(V ), by Lemma 2.3 we have L(Q) <
⌊
(n−1)2
2
⌋
+ 1. In the following we
suppose Q ∈ Pn(V ) and G(Q) 6∼= Fn . Let h be the length of a shortest cycle of G(Q).
First we assume n ≥ 5.
Case 1. h ≥ n − 1. Then it follows from the primitivity of Q that the set of distinct cycle
lengths of G(Q) must be {n − 1, n}. By direct verifications we can easily see that there are
only two such graphs of order n (up to isormorphism), namely Fn and Gn . Since G(Q) 6∼= Fn ,
we have G(Q) ∼= Gn . By Lemma 2.6 we have L(Q) =
⌊
(n−1)2
2
⌋
<
⌊
(n−1)2
2
⌋
+ 1.
Case 2. h ≤ n − 3. Then by Lemma 2.4 we have
L(Q) ≤
⌊
n − 2
2
⌋
h + n ≤
⌊
n − 2
2
⌋
(n − 3)+ n
≤ n
2 − 3n + 6
2
<
⌊
(n − 1)2
2
⌋
+ 1.
Case 3. h = n − 2. If G(Q) has a cycle of length n − 1, then beginning with a cycle of
length n− 2, a cycle of length n− 1 must either involve both of the remaining vertices or one
of the remaining vertices, and hence G(Q) must contain a subgraph which is isomorphic to
one of the graphs Hn or Fn−1. If G(Q) has no cycles of length n−1, then it is easy to see that
G(Q) must have a cycle of length n and n is odd, and hence G(Q) must contain a subgraph
which is isomorphic to Tn .
Case 3.1. G(Q) contains a subgraph which is isomorphic to Hn . By Lemma 2.7, we have
L(Q) ≤ n
2 − 3n + 4
2
<
⌊
(n − 1)2
2
⌋
+ 1.
Case 3.2. G(Q) contains a subgraph which is isomorphic to Tn , where n is odd and n ≥ 5.
By Lemma 2.8, we have
L(Q) ≤ n
2 − 3n + 6
2
<
⌊
(n − 1)2
2
⌋
+ 1.
Case 3.3. G(Q) contains a subgraph which is isomorphic to Fn−1. Without loss of gen-
erality, suppose Fn−1 is a subgraph of G(Q). The binary relation corresponding to Fn−1 is
Common consequent index of a binary relation 173
denoted by Q1. Denote L =
⌊
(n−2)2
2
⌋
+ 1. We know from Lemma 2.5 that L Q1(ai , a j ) ≤ L
for any ai , a j ∈ V (Fn−1) = {a1, a2, . . . , an−1}. Since Q ∈ Pn(V ), there are two vertices
ai1 , ai2 ∈ V (Fn−1) such that (an, ai1) and (ai2 , an) are arcs of G(Q). We may assume that
i1 6= i2, since otherwise we would have a cycle of length 2 which is less than h for n ≥ 5. Let
Q2 = Q1 ∪ {(an, ai1), (ai2 , an)} . For any ai ∈ {a1, a2, . . . , an−1}, by the primitivity of Q1,
there must be a vertex a′i ∈ ai Q1 such that
a′i QL1 ∩ ai1 QL1 6= ∅.
Hence
a′i QL2 ∩ ai1 QL2 6= ∅.
Note that a′i QL2 ⊆ ai QL+12 and ai1 QL2 ⊆ an QL+12 , we have
ai QL+12 ∩ an QL+12 6= ∅.
Now we have proved that L Q2(ai , an) ≤ L + 1 for i = 1, 2, . . . , n − 1, and L Q2(ai , a j ) ≤
L Q1(ai , a j ) ≤ L for i, j = 1, 2, . . . , n − 1. Hence
L(Q) ≤ L(Q2) ≤ L + 1
≤
⌊
(n − 2)2
2
⌋
+ 2 < n
2 − 3n + 6
2
<
⌊
(n − 1)2
2
⌋
+ 1.
Thus, we have proved that L(Q) <
⌊
(n−1)2
2
⌋
+ 1 for Q ∈ Pn(V ) with n ≥ 5.
Now we consider the case Q ∈ Pn(V ) with n < 5.
First suppose that n = 3.
If h ≥ 2, then h = 2. It is easy to see that G(Q) is isomorphic to F3, G3 or G ′3, where G ′3
is obtained by adding an arc (a1, a3) to G3. Since G(Q) 6∼= F3, we have G(Q) ∼= G3 or G ′3.
By Lemma 2.6, L(Q) ≤ 2 <
⌊
(3−1)2
2
⌋
+ 1.
If h = 1, then by Lemma 2.9 we have L(Q) ≤ 3− 1 = 2 <
⌊
(3−1)2
2
⌋
+ 1.
Now suppose n = 4.
If h ≥ 3, then by the same augument as in Case 1 we have L(Q) <
⌊
(4−1)2
2
⌋
+ 1.
If h = 2, then by the same discussion as in Case 3, we know that G(Q) must contain a
subgraph which is isomorphic to H4 or F3.
If G(Q) contains a subgraph which is isomorphic to H4, then by Lemma 2.7 we have
L(Q) ≤ 4 <
⌊
(4−1)2
2
⌋
+ 1.
If G(Q) contains a subgraph which is isomorphic to F3, suppose F3 is a subgraph of G(Q).
There must be ai1 , ai2 ∈ V (F3) = {a1, a2, a3} such that (a4, ai1), (ai2 , a4) ∈ Q. If ai1 6= ai2 ,
it has been proved above (in Case 3.3) that L(Q) ≤
⌊
(4−2)2
2
⌋
+ 2 = 4 <
⌊
(4−1)2
2
⌋
+ 1. If
ai1 = ai2 , there are three cases for i1 = i2 = 1, 2 or 3. By direct verifications, we can also get
L(Q) ≤ 4 <
⌊
(4−1)2
2
⌋
+ 1.
If h = 1, then by Lemma 2.9 we have L(Q) ≤ 4− 1 = 3 <
⌊
(4−1)2
2
⌋
+ 1.
We have now proved that if G(Q) 6∼= Fn , then L(Q) <
⌊
(n−1)2
2
⌋
+ 1, which is a contradic-
tion. Hence we have G(Q) ∼= Fn .
The theorem is now proved. 2
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THEOREM 3.2. Let Q ∈ Bn(V ), n > 5. Then L(Q) =
⌊
(n−1)2
2
⌋
if and only if G(Q) ∼= Gn .
PROOF. Suppose G(Q) ∼= Gn , by Lemma 2.6 we have L(Q) =
⌊
(n−1)2
2
⌋
. Conversely,
suppose L(Q) =
⌊
(n−1)2
2
⌋
.
Case 1. Q is irreducible but not primitive. It has been proved in [1] that
L(Q) ≤
{
2n − 3 for n = 6, 7, 8,
n2
4 − n + 4 for n > 9.
Hence L(Q) <
⌊
(n−1)2
2
⌋
, a contradiction.
Case 2. Q ∈ Rn(V ). It may be proved that (see Theorem 4.1 of this paper) L(Q) ≤⌊
(n−2)2
2
⌋
+ 2 <
⌊
(n−1)2
2
⌋
, a contradiction.
Case 3. Q ∈ Pn(V ). Let h be the length of a shortest cycle of G(Q). If h ≤ n− 2, from the
proof of Theorem 3.1 we have L(Q) ≤ n2−3n+62 <
⌊
(n−1)2
2
⌋
. If h ≥ n − 1, then G(Q) ∼= Fn
or Gn . We have known that L(Q) =
⌊
(n−1)2
2
⌋
+ 1 >
⌊
(n−1)2
2
⌋
if G(Q) ∼= Fn .
Hence G(Q) ∼= Gn . This proves this theorem. 2
THEOREM 3.3. Let n > 5, n2−3n+62 < m <
⌊
(n−1)2
2
⌋
. Then there does not exist any binary
relation Q ∈ Bn(V ) with L(Q) = m.
PROOF. If Q ∈ Bn(V )\Pn(V ), i.e., Q is irreducible but not primitive or Q ∈ Rn(V ), it
follows from the proof of Theorem 3.2 that L(Q) ≤ n2−3n+62 .
If Q ∈ Pn(V ), from the proof of Theorem 3.1 we have L(Q) ≤ n2−3n+62 , or L(Q) ≥⌊
(n−1)2
2
⌋
.
Hence, for any Q ∈ Bn(V ), we have either L(Q) ≤ n2−3n+62 or L(Q) ≥
⌊
(n−1)2
2
⌋
. This
proves our theorem. 2
We have known that En ⊆
[
0,
⌊
(n−12
2
⌋
+ 1
]
, however, Theorem 3.3 states that not every
integer in
[
0,
⌊
(n−12
2
⌋
+ 1
]
is the common consequent index of some binary relation on V ,
i.e., there are gaps in En with n > 5. The complete determination of the set En will be an
interesting problem.
4. REDUCIBLE RELATION
Let Q ∈ Rn(V ), n ≥ 2. If n = 2, it is easy to see L(Q) ≤ 1; if n ≥ 3, it has been proved
in [1] that L(Q) <
⌊
(n−1)2
2
⌋
+ 1.
Let Un (n ≥ 4) be the graph obtained by adding a new vertex b1 and an arc (b1, a1) to Fn−1.
THEOREM 4.1. max{L(Q) : Q ∈ Rn(V ), n ≥ 3} =
⌊
(n−2)2
2
⌋
+ 2.
PROOF. Suppose that Q ∈ Rn(V ), n ≥ 3. For convenience, we write V = Va ∪ Vb, where
Va = {a1, a2, . . . , as}, Vb = {b1, b2, . . . , bt }, |Va | = s, |Vb| = t , 1 ≤ s, t ≤ n− 1, s+ t = n,
and
Q ⊆ (Va × Va) ∪ (Vb × Va) ∪ (Vb × Vb).
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Case 1. There are ai , a j ∈ Va , ai 6= a j such that L Q(ai , a j ) exists. By Lemma 2.2, we have
L Q(ai , a j ) ≤
⌊
(s − 1)2
2
⌋
+ 1 ≤
⌊
(n − 2)2
2
⌋
+ 1.
Case 2. There are ai ∈ Va , b j ∈ Vb such that L Q(ai , b j ) exists. Then there must be an
a′j ∈ b j Qx and an a′i ∈ ai Qx for some x ≤ t such that L Q(ai , b j ) ≤ x ≤ t ≤ n − 1 if
a′i = a′j , and L Q(a′i , a′j ) exists if a′i 6= a′j . When a′i 6= a′j , we have
L Q(ai , b j ) ≤ x + L Q(a′i , a′j )
≤ t +
⌊
(s − 1)2
2
⌋
+ 1
= n − s +
⌊
(s − 1)2
2
⌋
+ 1.
For a fixed n the funtion f (s) = n − s +
⌊
(s−1)2
2
⌋
+ 1 defined for all integers s ∈ [2, n − 1],
achieves its maximum for s = n − 1. So
L Q(ai , b j ) ≤ f (n − 1) =
⌊
(n − 2)2
2
⌋
+ 2.
Case 3. There are bi , b j ∈ Vb, bi 6= b j such that L Q(bi , b j ) exists. Denote L Q(bi , b j ) = L .
Case 3.1. There exists a vertex bk ∈ Vb such that bk ∈ bi QL ∩ b j QL . Then by Lemma 2.2
we have
L Q(bi , b j ) ≤
⌊
(t − 1)2
2
⌋
+ 1 ≤
⌊
(n − 2)2
2
⌋
+ 1.
Case 3.2. There does not exist any vertex bk ∈ Vb such that bk ∈ bi QL ∩ b j QL . Then
there must be some vertex, say ak ∈ Va such that ak ∈ bi QL ∩ b j QL . There must also be an
ai ∈ bi Qx ∩Va and an a j ∈ b j Qx ∩Va for some x ≤ t such that L Q(bi , b j ) ≤ x ≤ t ≤ n−1
if ai = a j , and L Q(ai , a j ) exists if ai 6= a j . When ai 6= a j , we have n > 3 and
L Q(bi , b j ) ≤ x + L Q(ai , a j )
≤ t +
⌊
(s − 1)2
2
⌋
+ 1
= n − s +
⌊
(s − 1)2
2
⌋
+ 1.
For fixed n the funtion f (s) = n − s +
⌊
(s−1)2
2
⌋
+ 1 defined for all integers s ∈ [2, n − 2],
achieves its maximum for s = n − 2. Hence
L Q(bi , b j ) ≤ f (n − 2) =
⌊
(n − 3)2
2
⌋
+ 3 <
⌊
(n − 2)2
2
⌋
+ 2.
Combining the three cases above, we know that L(Q) ≤
⌊
(n−2)2
2
⌋
+ 2 for any Q ∈ Rn(V ),
n ≥ 3.
In the following we will prove that this upper bound can be attained.
For n = 3, we have Q ∈ Rn(V ) and L(Q) = 2 if
M(Q) =
( 0 1 0
0 0 1
0 0 1
)
.
176 Z. Bo and B. Liu
For n > 3, let Q ∈ Bn(V ) with G(Q) = Un . Then Q ∈ Rn(V ). It follows from Lemma 2.5
that L(Q) = L Q
(
b1, a⌊ n−1
2
⌋) = ⌊ (n−2)22 ⌋+ 2. This proves this theorem. 2
Let Q ∈ Rn(V ), L(Q) =
⌊
(n−2)2
2
⌋
+ 2. It is easy to see that Q is not unique even up to
isomorphism if n = 3, however for n > 3, we have the following.
THEOREM 4.2. Let Q ∈ Rn(V ), n > 3. Then L(Q) =
⌊
(n−2)2
2
⌋
+2 if and only if G(Q) ∼=
Un .
PROOF. If G(Q) ∼= Un , from the proof of Theorem 4.1 we have L(Q) =
⌊
(n−2)2
2
⌋
+ 2.
Conversely, suppose Q ∈ Rn(V ) and L(Q) =
⌊
(n−2)2
2
⌋
+ 2. Let V = Va ∪ Vb,
Q ⊆ (Va × Va) ∪ (Vb × Va) ∪ (Vb × Vb).
Denote Qa = Q ∩ (Va × Va). By the proof of Theorem 4.1, L(Q) =
⌊
(n−2)2
2
⌋
+ 2 implies
that s = |Va | = n − 1, t = |Vb| = 1 and L(Qa) =
⌊
(n−2)2
2
⌋
+ 1 =
⌊
(s−1)2
2
⌋
+ 1. By
Theorem 3.1 we know that G(Qa) ∼= Fn−1. Suppose G(Qa) = Fn−1. There exists a vertex
ai ∈ V (Fn−1) = {a1, a2, . . . , an−1} such that (b1, ai ) ∈ Q. Suppose that ai 6= a1. For
a j ∈ V (Fn−1), let a′j = a j+1 if j 6= n − 1 and a′j = a2 if j = n − 1. Then a′j ∈ a j Qa .
If ai = a′j , clearly we have L Q(b1, a j ) = 1. If ai 6= a′j , then by Lemma 2.5, L Q(b1, a j ) ≤
1+ L Qa (ai , a′j ) ≤ 1+
⌊
(n−2)2
2
⌋
. Hence L(Q) <
⌊
(n−2)2
2
⌋
+ 2, a contradiction. We therefore
have ai = a1. Note that (b1, b1) /∈ Q. We have G(Q) ∼= Un . The theorem is thus proved. 2
5. SYMMETRIC BINARY RELATION
In this section we consider the symmetric binary relations on V . If Q ∈ Sn(V ), then G(Q)
is a symmetric (directed) graph. In the following we view a symmetric graph as an undirected
graph.
Let Q ∈ Sn(V ) ∩ Pn(V ). Then G(Q) is a primitive undirected graph. Hence there must be
a cycle of G(Q) whose length is odd. A cycle with odd length is called an odd cycle.
THEOREM 5.1. Let Q ∈ Sn(V ) ∩ Pn(V ), and let r be the length of a shortest odd cycle of
G(Q). Then
r − 1
2
≤ L(Q) ≤ n − r + 1
2
.
PROOF. L(Q) ≥ r−12 is obvious. We need only to prove L(Q) ≤ n − r+12 . Let Cr be a
cycle of length r of G(Q).
For any ai , a j ∈ V , starting from ai we use a path of length at most n−r to meet a vertex in
Cr , thus we can use a walk with length n− r to meet a vertex, say a′i in Cr . Similarly, starting
from a j we can also use a walk of length n − r to meet some vertex a′j in Cr . Then Cr is
divided into two parts by a′i and a′j . Let their lengths be s and r − s respectively. Noticing that
r is odd, we know that at least one of s and r − s is even. Suppose s is even. Then s ≤ r − 1
and a common vertex is reachable by paths of length s/2 along the path of length s on Cr
starting from a′i and a′j respectively. Hence
L Q(ai , a j ) ≤ n − r + s2 ≤ n − r +
r − 1
2
= n − r + 1
2
.
By the arbitrarity of ai and a j , we get L(Q) ≤ n − r+12 . 2
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Let Wn,r be the undirected graph with vertex set V and edge set {ai ai+1 : 1 ≤ i ≤ n − 1}
∪{anan−r+1}.
THEOREM 5.2. max{L(Q) : Q ∈ Sn(V ) ∩ Pn(V ), the length of a shortest odd cycle of
G(Q) is r} = n − r+12 .
PROOF. By Theorem 5.1, we need only to show that the upper bound n − r+12 can be
attained. Let G(Q) = Wn,r . Then Q ∈ Sn(V )∩ Pn(V ). It is easy to see that for 1 ≤ k ≤ n−1
a1 Qk = a2 Qk−1 =
{ {a1, a3, . . . , ak+1} if k is even,
{a2, a4, . . . , ak+1} if k is odd.
Suppose that n is even (if n is odd, the proof is similar). For 1 ≤ t ≤ r−12 , we have
a1 Qn−r+t
= a2 Qn−r+t−1
=
{ {a1, a3, . . . , an−r , an−r+2, . . . , an−r+t+1, an−t+1, an} if t is odd,
{a2, a4, . . . , an−r+1, an−r+3, . . . , an−r+t+1, an−t+1, an−1} if t is even.
Now it is obvious that
a1 Qs ∩ a2 Qs = ∅
for s = 1, 2, . . . , n − r + r−12 − 1 . Hence L(Q) ≥ n − r + r−12 = n − r+12 . By Theorem 5.1
we obtain the desired result. 2
THEOREM 5.3. Suppose Q ∈ Sn(V ) ∩ Pn(V ), n ≥ 3, and the length of a shortest odd
cycle of G(Q) is r . Then L(Q) = n − r+12 if and only if G(Q) ∼= Wn,r .
PROOF. If G(Q) ∼= Wn,r . It follows from the proof of Theorem 5.2 that L(Q) = n − r+12 .
Conversely, suppose that Q ∈ Sn(V ) ∩ Pn(V ), n ≥ 3, the length of a shortest odd cycle of
G(Q) is r , and L(Q) = n − r+12 . By the proof of Theorem 5.1, there is a vertex, say a1, that
can meet a vertex an−r+1 in Cr (the cycle of length r ) by a path of length n− r . Hence, G(Q)
must have a subgraph which is isomorphic to Wn,r . Suppose that Wn,r is a subgraph of G(Q).
Since the distance between a1 and an−r+1 in G(Q) is n − r , we must have G(Q) ∼= Wn,r . 2
Combining Theorems 5.2 and 5.3, we have the following.
THEOREM 5.4. max{L(Q) : Q ∈ Sn(V )∩ Pn(V ), G(Q) is simple, n ≥ 3} = n− 2, and if
Q ∈ Sn(V )∩ Pn(V ), G(Q) is simple, n ≥ 3, then L(Q) = n−2 if and only if G(Q) ∼= Wn,3.
THEOREM 5.5. max{L(Q) : Q ∈ Sn(V ), n ≥ 3} = n − 1 and if Q ∈ Sn(V ), n ≥ 3, then
L(Q) = n − 1 if and only if G(Q) ∼= Wn,1.
PROOF. We first prove that L(Q) ≤ n − 1 if Q ∈ Sn(V ), n ≥ 3. There are three cases.
Case 1. Q ∈ Sn(V ) ∩ Pn(V ). By Theorem 5.1 we know that L(Q) ≤ n − 1.
Case 2. Q ∈ Sn(V )\(Pn(V ) ∪ Rn(V )). In this case, d(Q) = 2 and G(Q) is a connected
bipartite undirected graph. Let V = V1∪V2, Q ⊆ (V1×V2)∪(V2 × V1). Suppose L Q(ai , a j )
exists. Then by Lemma 2.1, we have ai , a j ∈ V1 or ai , a j ∈ V2. Suppose β = |V1| ≤ |V2|.
Case 2.1. β = 1. Note |V2| > 1. G(Q) is a star, so L(Q) = 1.
Case 2.2. β ≥ 2. For any ai , a j ∈ V1, any path joining ai and a j has even length since
G(Q) is bipartite. The length of a shortest path cannot exceed 2(β − 1) since such a path
meets V1 in distinct vertices. Since the length is even it follows that
ai Qβ−1 ∩ a j Qβ−1 6= ∅.
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This gives L Q(ai , a j ) ≤ β − 1. For ai , a j ∈ V2, this gives L Q(ai , a j ) ≤ β. Thus if β ≥ 2,
we have L(Q) ≤ β ≤ b n2 c ≤ n − 2.
Case 3. Q ∈ Sn(V ) ∩ Rn(V ). We need only to consider the components of G(Q) for
L Q(ai , a j ) which exists only if ai , a j are in the same component. Suppose the maximum
order of the component of G(Q) is n1. Then from Cases 1 and 2 we know that L(Q) ≤
n1 − 1 ≤ n − 1− 1 = n − 2.
Now we have proved that L(Q) ≤ n − 1 for Q ∈ Sn(V ), n ≥ 3, and L(Q) ≤ n − 2 for
Q ∈ Sn(V )\Pn(V ). Combining Theorems 5.2 and 5.3, this theorem is proved. 2
Let En,r = {L(Q) : Q ∈ Sn(V ) ∩ Pn(V ), the length of a shortest odd cycle of G(Q) is r},
E0n = {L(Q) : Q ∈ Sn(V ) ∩ Pn(V ), G(Q) is simple}, E1n = {L(Q) : Q ∈ Sn(V ) ∩ Pn(V )}
and E˜n = {L(Q) : Q ∈ Sn(V )}.
THEOREM 5.6. En,r =
[
r−1
2 , n − r+12
]
(r > 1), En,1 = [1, n − 1].
PROOF. First suppose r > 1 and r ≤ k ≤ n. Let Xn,r be the undirected graph obtained by
adding new vertices ak+1, . . . , an to Wk,r such that each of ak+1, . . . , an has the same adja-
cency relation with ak . Suppose G(Q) = Xn,r and G(Q1) = Wn,r . Then L(Q) = L(Q1) =
k − r+12 by Theorem 5.3. As k ranges from r to n, k − r+12 attains every integer between r−12
and k − r+12 .
If r = 1, let 1 ≤ k ≤ n − 1, and let Yn be the undirected graph obtained by adding
new vertices ak+2, . . . , an to Wk+1,1 such that each of ak+2, . . . , an has a loop and the same
adjacency relation with ak+1. Denote G(Q) = Yn and G(Q2) = Wk+1,1. Then L(Q) =
L(Q2) = k. 2
By Theorem 5.6, we have the following.
THEOREM 5.7. E0n = [1, n − 2], E1n = [1, n − 1], E˜n = [0, n − 1].
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