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ABSTRACT
We have studied the distribution of the vacancy clusters specially 
for different types of divacancies in the body centred cubic (BCC) crystal 
structure using Markov chain time dependent theory. Some conclusions have 
been made for these distributions. Also we have studied the topology of 
these point defects. Some characteristics of the topology have been 
introduced for clusters. Also the decorated topology of clusters of 2, 3» 
5, and 6 points have been studied in detail. It was concluded that 
topological symmetries are helpful in studying the decoration of these 
clusters. However for this it was assumed that during the decoration 
process the nature of the links remains the same. In the last chapter we 
have presented the conclusions for the results in this thesis and some 
suggestions for the future related research.
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1•' CHAPTER 1 *■
INTRODUCTION
1.1 INTRODUCTION
The basic hypothesis of crystal physics, that crystals consist of 
regular arrays of atoms, ions or molecules, leads to a satisfactory 
understanding of many physical properties such as elastic constants and 
specific heats. It cannot, however, explain most of the mechanical 
properties of crystals, which are several orders of magnitude weaker than 
expected from the perfect crystal assumption. It is thus natural to 
postulate the existance of crystal defects (Hull and Bacon 1984). These 
can be of zero, one, two or three dimensions and are called point, line, 
sheet and volume defects respectively. The point defects include the 
vacant lattice point, i.e a vacancy, the intrusive atom not situated at a 
lattice point, i.e an interstitial, and the impurity atom. Line defects 
include edge, screw and mixed dislocations. Stacking faults and twin 
boundaries come into the category of sheet defect. Finally three 
dimensional voids are volume defects. All types of defects are intimately
2related. Point defects are produced by different mechanisms, in different
materials at different temperatures. Also point defects are mobile at high 
temperature. The experimental information on the structure and behaviour 
of point defects is mostly indirect. For example, measured changes in 
electrical and thermal conductivity, density and internal friction, due to 
assumed variations in defect concentration, all provide valuable
information. However experimentally it is diffcult to establish the 
interaction between the individual defects. In this way it is not easy to 
get detailed information about the relaxed positions of the atoms at the 
defects. Therefore theoretical investigations were carried out by Malik
(1982) and Ahmad (1985).
Point defects are produced when a metal is bombarded by energetic
particles. The atoms are displaced from their lattice sites. The spatial 
arrangement of these vacant lattice sites (vacancies) and the atoms in 
interstitial positions (interstitials) is usually such that a significant 
fraction cannot immediately recombine without subsequent long-range 
diffusive migration. It is the additional processes that may occur during 
diffusion that lead to the possiblity of macroscopic deformation at 
elevated temperature. At lower temperatures vacancies are imobile and may 
be annihilated by diffusing interstitials. At higher temperatures (usually 
>/ 0.3 times the melting temperature), vacancies are also mobile (Malik 
1982).
3The great importance of‘ materials with body centred cubic (BCC) 
structure in nuclear power technology provides strong motivation for us to 
investigate the different properties of materials with this structure. The
technique of computer simulation is ideally suited to study such processes
where the atomic nature of the system is important. Malik (1982) and 
Crocker and Malik (1985) used this simulation procedure for studying 
vacancy clusters and their possible migration, growth and contraction 
mechanisms and their associated energies in BCC crystals.
1.2 GEOMETRY OF POINT DEFECTS
The first step towards understanding the geometry of vacancy clusters 
was taken by Doyama (1965). He presented the crystallographically distinct 
configuration for tri- and tetravacancy clusters in face centred cubic
(FCC) crystals. Brody and Meshi (1968) included body centred cubic (BCC)
and simple cubic (SC) structures as well as FCC structures in their 
analysis. Finally Crocker (1975» 1978) considered all single and some
double lattice structures and published the diagrams for 
crystallographically distinct clusters of up to five vacancies or
substitutional impurities. He found a number of errors in the previous 
studies.' His results provide an excellent means of understanding the 
clusters of defects. Crocker also developed a new method of classifying a
cluster which depends* upon the bond length between two defects. Also he 
calculated the number of crystallographically equivalent variants for each 
configuration. Crocker used the terminology of branches and chains in 
order to make a distinction between them when they have identical bonds. 
However, this method may not be satisfactory for bigger clusters in more 
complicated structures. The number of crystallographically equivalent 
variants of a cluster is an important parameter and it must be known 
correctly. Unfortunately there is no analytical method for the 
determination of this parameter and errors have been found in the work of 
Allnat and Allnat (1974). However Crocker and Faridi (1978) developed 
useful formulae relating the number of variants of two clusters to their 
possible migration, growth and contraction mechanis^^. Therefore knowing 
the number of variants of a smaller cluster these formulae can be used to 
determine the corresponding number for a larger cluster.
The enumeration procedure based on the preparation and comparison of 
sketches of cluster configurations developed by Crocker was tedious. So 
Ahmad, Crocker and Faridi (1983) and Ahmad, Crocker, Akhter and Malik 
(198£) and Ahmad (1985) gave a new and unique method of classifying 
clusters of point defects using the concept of a representation matrix and 
a generalised representation matrix for mixed clusters and obtained general 
relationships between the number of configurations and variants which can 
arise in pure and mixed clusters.
51.3 OUTLINE OF THESIS
The results presented in this thesis are mainly concerned with the 
general study of geometry and topology of point defects in solids. The 
distributions of the divacancy clusters of different types in BCC metals 
has been studied in chapter 2. For this we used Markov chain theory to 
obtain time dependent distributions. We have proved that for equilibrium 
distribution the Markov chain theory and the Boltzmann method give the same 
results.
Chapter 3 contains a brief review of the geometry of pure and mixed 
clusters examined by different authors previously. We have given for the 
first time a detailed analysis of the topology of point defect clusters and 
have represented them mathematically from a topological point of view.
6Chapter 4 considers the decorated.topology of .clusters. . For this we 
have assumed that links between the sites remain the same irrespective of 
the types of the species on the sites of the clusters. Finally chapter 5 
contains the conclusions of this thesis and suggestions for future related 
research.
CHAPTER 2
DISTRIBUTION OF VACANCY CLUSTERS 
USING MARKOV CHAINS AND BOLTZMANN 
THEORY.
2.1 INTRODUCTION
The Markov chain process is named after A.A.Markov, who laid the 
foundation of the theory in a series of papers starting in 1907. He 
considered the finite space case and showed that the limits of the 
transition probabilites Pij exist in the case of an aperiodic chain. In 
the early days, work on Markov chains was restricted to the finite state 
space case, and matrix theory played an important role Malik (1982). The 
theory of Markov chains has been applied to nearly every branch of 
science. The theory of stochastic processes deals with systems which 
develop in time or space in accordance with probabilistic laws. 
Applications of the theory can be made to a wide range of phenomena in 
many branches of science and technology. Stochastic models are 
applicable to any system involving chance variablity as time passes. In 
geophysics they have been used for the prediction of the size and 
location of earthquakes and applications have also been made in social 
sciences etc. Malik applied this theory for the first time to 
investigate the concentration of clusters of point defects in metals. 
The origin of this analysis is the migration matrix. This matrix was
introduced into the literature by Crocker and Faridi (1978) for the face 
centred cubic (FCC) structure. Later Malik (1982) constructed migration 
mechanisms in body centred cubic (BCC) structures for tri- and 
tetravacancy clusters.
A Markov chain process is a theoretical model for describing a 
system, which can be in various states. If a system jumps at a unit time 
interval from one state to another, it is said to be time independent 
(Doob, 1953, Cox and Miller 1965, Karlin 1966, Syski 1979, Malik 1982). 
The transition probability matrix " Pjj" defines the probability of state 
i becoming state j for a cluster of N vacancies. This matrix is obtained 
from the migration matrix " M^" by normalising each of its rows and the 
elements of " P^. 11 should be either positive or zero but not negative.
There are two types of time independent Markov chains which are aperiodic 
and periodic.
Malik ( 1982) defined the distribution vector in the case of the 
time independent Markov chain process during the migration of vacancy 
clusters to become different vacancy clusters. This changes the initial 
distribution of the vacancy clusters in any crystal structure. The 
Markov chain theory states that the transition probability matrix for 
n-jumps is simply equal to the nth power of the probablity matrix and one 
can find the distribution after some process if the initial distribution 
of the system is known (see Kemeny and Snell 1960). However in the case 
of aperiodic Markov chains the new distribution is always independent of
the initial distribution. The final distribution will eventually 
"forget” its initial distribution. It is assumed that the sum of the 
elements of the initial distribution d(0) is unity. Now if the 
distribution of clusters after n jumps is denoted by d(n) we have;
n*i
d(n+1) =d(n)P=d(0)P .........  (2.1)
Further Malik (1982) found that after certain number of jumps, this
distribution will remain the same for ever and this was named the
equilibrium distribution " d "
which is defined by;
d=d P ......... (2.2)
Using this method Malik (1982) obtained results for trivacancy clusters 
BCC metals.
If Markov chain system does not jump at unit time intervals, it is 
said to be time dependent (continuous). This theory is given in most of 
the text books on stochastic theory. The books by Kemeny et al.(1966), 
Karlin (1966), Cox and Miller (1965)* Jazwenski (1970), Martin Pearl 
(1973)» Coleman (1974) and Isaacson (1976) are particularly important. 
Also Malik obtained results for the equilibrium distribution vector for
the divacancies of type A, B, C, D in BCC metals using the assumption
that all clusters have the same formation and migration energies and 
using the following relation
10
q (i»j) = m(i,j) -   (2.3)
•i 6 '*
where m(i,j) are the elements of the migration matrix. The matrix Q is 
derived from the above equation and is called the intensity matrix. 
Malik used this matrix for calculating the time dependent equilibrium 
distribution of these vacancy clusters using the relation (d Q = 0). 
Also he used the Boltzmann distribution method defined by the following 
relation
dj = C*Vt x exp ( -Efj/ kT ) ...............  (2.M)
where C is a constant and Vj are the number of variants of the clusters, E** 
is the energy of formation for the cluster and T is the temperature and k 
is the Boltzmann constant.
Malik also calculated the individual energies of formation for the 
divacancies of type A, B, C, D in BCC alpha iron and molybdenum using thef
Johnson alpha iron potential (as shown in figure 2.5) and the Miller 
molybdenum potential (as shown in figure 2.6). The formation energies 
for alpha iron are given in table 2.1b. The same types of calculations 
was performed by Dasmask et al.(1959) for the most compact trivacancy 
cluster in copper with the use of Morse potential. Also Johnson and 
Brown (1962) and Johnson (1965 b&c,66 a&b) studied binding energies and 
atomic configurations in copper. Further Doneghan (1976), Crocker and
Faridi (1978) and Akhter (1982) examined closed packed clusters of 
vacancies and their binding energies in copper. Much of the research has 
been done on copper because of availability of the experimental data.
The migration of closed packed vacancy clusters is 3noosed to 
occure only by means of a single first nearest nfyghbour vacancy jump, so 
that the resulting configuration is still closed packed. Crocker and 
Faridi (1978) studied the migration of vacancy clusters in FCC metals and 
examined all possible mechanisms of migration for mono-di-tri and 
tetravacancy clusters and presented results in the form of migration 
matrices. Malik (1982) studied vacancy clusters in BCC metals up to six 
vacancies. In addition to the migration mechanisms, the migration 
energies associated with some of these processes have been calculated by 
using the computer simulation method. Ingle and Crocker (1978), Johnson 
(1964a) and Johnson and Wilson (1972) have studied these energies using 
empirical potentials and Wynblatt(1968) and Newmann et al.(1972) examined 
them using a series of Morse potentials. Malik (1982) calculated these 
migration energies using Johnson alpha iron potentail (Johnson 1964a) and 
Miller molybdenum (Miller 1980) potentials. The results for iron are 
given in table 2.1a. Malik (1982) calculated the equilibrium time 
dependent distribution for these clusters in both metals by using the 
Markov chain method. For this purpose Crocker and Malik (1982) 
introduced migration energies in the migration matrix M and used the 
relation
I ^
= Mii Eij ......... (2.5)
M
where E.. = exp (- E;. / kT )  (2.6)
']  'J
Hence equation (2.3) becomes
4 (i,j) = m.. — 8(2. m )   (2.7)
1 H j J
and solutions were obtained of
d Q = 0  (2.8)
Malik (1982) used the Boltzman method defined by equation (2.4) and the 
Markov chain time dependent method defined by equation (2.8) to obtain 
equilibrium distributions at temperature Tm, Tm/2, Tm/5» where Tm is the 
melting point, for both metals. He obtained different answers by 
using the two methods and considered this to be significant. Here in the 
following section we show that in fact both approaches give the same 
equilibrium distributions especially for the case of divacancies of type 
A, B, C, D in BCC alpha iron.
2.2 RESULTS
2.2.1 BOLTZMANN METHOD FOR CALCULATING EQUILIBRIUM 
DISTRIBUTIONS OF CLUSTERS
The Boltzmann statistical method is a general approach for 
calculating the equlibrium distribution of clusters. According to this 
method the distribution n dj " in any cystal structure is given by the 
relation
d. = C*Vj * exp ( - Ej/kT) ........(2.4)
where 11 e| 11 is the energy of formation for the cluster in the crystal 
structure, C is a constant, k is the B&ftzmann constant and T is the 
temperature. Here we have imposed the condition that their total 
equilibrium distribution is unity. Then the ratio between any two 
distribution M d;" and " d^n is
d; / d. = ( V / V) * exp (- C Ef - e! )/kT) ... (2.9)
* J J I J
and any distribution d is
d. = ^ • ( d. / dj ) ...... (2.10)
We have calculated the equilibrium distribution for the divacancies of 
type A,B,C,D in alpha iron using the formation energies as given in table
2.1b. These are the values as calculated by Malik.
2.2.2 EQUILIBRIUM DISTRIBUTION USING MARKOV; 
CHAIN TIME DEPENDENT THEORY.
Consider the case when all vacancy clusters have the same formation
energies and migration energies in any crystal structures. Then to find
the equilibrium distribution in any crystal structure using Markov chain
theory we have to solve equation (as c[ Q =0) as explained in section 2.1.
The resulting equilibrium distributions are given at the bottom of the
table 2.2 for the divacancies of type A, B, C, D in BCC metals. For
vacancy clusters having individual formation and migration energies we
have to solve the equation (as d Q = 0) as explained in section 2.1 of
this chapter. In the case of matrices " M or Q 11 of higher order, it
becomes diffcult to solve equation no 2.8. The solution become simple if
we are writing the migration matrix for cluster i to cluster j and vice
*
versa. This matrix will have then 2x2 order. So that matrices Q and $
* &
are also of order 2x2. The solution of equations ( d Q =0 and doadbecomes 
easily,. Hence equation
*
6 Q  =0 gives
d,- / dj = ( nij./ m,j)*exp (-( ^)/ kT) .....(2.11)
Using this procedure we have calculated as given in table 2.3 the 
distributions for the divacancies of type A, B, C, D in alpha iron using 
the values of the migration energies as given in table 2.4. These are
consistent with the necessery condition as given below
f  f  M M
E. - E-= E - E............ (2.12)1 d >» »»
It can be seen from figures 2*7 that this above relation is independent 
of the shape of the potential barrier d u r i n g  the migration process of 
the clusters i to j and from j to i . This can also be observed from the 
plot of the potential barriers as in figure 2.8 for the migration of the 
divacancies of type A, B, C, D by the mechanism given in the migration 
matrix M in table 2.5 for alpha iron. The number of variants V and the 
elemnets of the migration matrix M must satisfy the condition (Faridi 
1978)
* V ........... ..(2.13)
Combining equations 2.9 to 2.13* we always obtain the same ratio ( d; / d^- 
) from Markov chain method and Boltzmann method. In other words
d. / d.= (V-/ V:) * EXP (-(e! -Ef.)/kT)
4 6 1 *  » S
= (M../ M..) * EXP (-(eJ?- EM )/kT) 
t) ■ *1 i» (2.14)
Hence we always get the same equilibrium distributions from Markov chain 
theory and the Boltzmann statistical approach. This is shown numerically 
in table 2.3 for the case of divacancies of type A, B, C, D in alpha 
iron. However for the case of large matrices M of higher orders we
here not yet proved algebrically that the two approaches gives the 
same equilibrium distribution. But numerically both approaches give the 
same distributions for the divacancies clusters in BCC alpha iron. So 
the Malik (1982) calculations for the equilibrium distributions using 
Markov chain theory and Boltzmann method were wrong. In fact we have 
shown in this section that the two approaches give the same answers.
2.2.3 TIME DEPENDENT DISTRIBUTION ANALYSIS 
USING MARKOV CHAIN THEORY
In Markov chains,if system does not jump at a unit time
intervals,it is said to be time dependent (continuous).Here in the 
following section we have examined the distribution of clusters by 
applying time dependent Markov chains (M Cs).
Close packed clusters of vacancies in crystals are those in which
every vacancy has at least one other vacancy at a nearest neighbour site.
In general a close packed cluster of n vacancies may then h'tL'Aa. one of 11 c
" distinct configurations and each of these may exist in M r n
crystallographically equivalent variants. A cluster may migrate, grow,
or contract by means of nearest neighbour vacancy jumps. These
mechanisms involve a change of variants or configurations in the case of
migration, absorbing a vacancy in the case of growth and emitting a
vacancy in the case of contraction. Here the discussion is restricted to
migration so that clusters are not allowed to change size. Let the
number of ways in which a cluster of configuration i can migrate to one
of the configuration j be given by " m..” .This is an element of a cxc
migration matrix ” M n with diagonal and non-diagonal elements
representing orientation and shape changes respectively. If after unit
time each cluster migrates with equal likehood to a different variant or
configuration, the probability of a change from configuration i to j is
given by the cxc transistion probability matrix " P,jn with elements = m,-
Xm.-: > The time dependent analysis assumes that the likehood of a change 
U  *
is proportional to the number of migration mechanisms availcJUle* The 
total number of mechanisms from i to j is
Let any arbitrary initial distribution of clusters of size n be 
represented by the distribution row vector d^(0),where
I O
%  d ;(0) = 1.0 ........... (2.15)
\ *
After each cluster has jumped once the distribution will be
d (1) = d5(0)«M8j-/£ m!i ...........  (2.16)
The number of clusters of type k which are created and destroyed are then 
proportional to
[ dj (0) m.. ] and
' * i,j *
[ d ^ O W S  )]
respectively. Hence after one increment of time
d (1) = d (0) + d. /(£. m.j ) -d.-JO) 2V..- )   (2
k * ' & * j a **o
.17)
Similarly after r increments of time ,the distribution vector is given by
(2.18)
If the distribution vector d„(r) and d(r-1) etc, are not equalK In
then by using the above equation we can find the time dependent 
distribution vector for clusters of n vacancies in any crystal structure. 
However eventaully the d^(r) and d^(r-1) distributions become identical. 
Then the equation 2.18 reduces to
19
d (r)*{ M,:— $JEm. ) = 0 .........  (2.19)
This will give us the equilibrium distribution using the time dependent 
Markov chain anayIsis.Malik (1982) has calculated these equilibrium 
distribution using the following intensity matrix whose ij elements are 
defined by
q ( i . j ) .  n,^ )   (2.3)
Using this method, it was assumed that all the clusters of vacancies in 
any crystal structure have the same energy of formation in the crystal 
structure and also have the same energies of migration from cluster i to 
become cluster j of n number of vacancies.
To find the time dependent Markov chain distribution vector for 
divcancies of type A,B,C,D in a BCC metal. We wrote a computer program 
in FORTRAN 77 for equation . This program was run at Prime Computer 
at Surrey University. We obtain these distribution vectors after each 
unit increment of time for the following assumed initial distribution 
vectors
C.U
d(0)= 1/4(1,1,1,1), = (1,0,0,0,), =(0,1,0,0), =(0,0,1,0), =(0,0,0,1)
  (2.20)
For these five types of initial distribution, the other time 
dependent distribution vectors are given in table 2.2(a, b, c, d, e). 
All these distributions are plotted versus time (having arbitrary equal 
time interval units ) and are shown in figures 2.1(a, b, c, d, e). These
tables 2.2(a, b, c, d, e) show that after certain intervals of time the
distributions reach equilibrium.
2.2.4 EFFECT OF MIGRATION ENERGIES AND TEMPERATURE ON TIME DEPENDENT
DISTRIBUTIONS USING MARKOV CHAINS METHOD
Again consider equation 2.18 for the time dependent distribution.
We introduced the effect of the migration energies and temperature in the
above equation as by replacing the migration matrix M and its elements 11
*
m-" by the matrix M 11 as defined by equation 2.5. And 11 mf:11 by thei ^ * o
*
elements of the new matrix " M " as defined by equation 2.5. Then with 
the above changes ,equation no 2.18 reduces to the following form
C. I
djr) =’ d(r-1) + [d (r -1)» M,s/(2 m;.-)3 - d(r)» (2 m..)/(2m..) 
K *  K  * i» i *  K  6 * i  J,4  '4
3 .... (2.20).
We used a modified form of the above computer program for this equation. 
The matrix " If 11 is given at five different temperatures in table 2.6. 
Results were obtained for
d (0) =174(1,1,1,1) ......(2.21).
and are given in tables 2.7(a, b, c, d) and 2.8. These distribution 
vectors are plotted verses time (of arbitrary units ) at temperature
Tm,Tm/2,... Tm/4, in figure 2.3. These tables 2.7 and 2.8 and graphs
2.3 show that with the passage of time all distributions gains 
equilibrium values. These values of the distributions are called time 
temperature equilibrium distributions. Clearly equilibrium distributions 
are temperature dependent. Further we have plotted these time
temperature dependent equilibrium distributions of divacancies of type A, 
B, C, D in alpha iron verses temperature from Tm/10 to Tm in figure 2.2. 
These values are given in table 2.3.
2.3 DISCUSSION
The most important conclusion is that Markov chain theory and the 
Boltzmann statistical theory for calculating the equilibrium
distributions of vacancy clusters in crystal structures give the same 
answers. So to prove this we have to use consistent values of the
migration energies of the clusters. Unfortunately the energies
calculated and used by Malik (1982) wer not consistent. He obtained 
these using computer simulation procedure based on a package known as 
DEVIL. In the present work these calculations have not been repeated but 
the migration energies given by Malik have *been changed by up to 1 c /0 to 
make them consistent.
From table 2.3, we can see that the equilibrium population of the 
divacancy of type A at temperature Tm is less than its population at 
temperature Tm/2. However below this temperature the population 11 da 
"decreases with the decrease in temperature. This may arise because the 
population of divacany of type A 11 da " is being converted into 
population " db and dc 11. Also we can see from table 2.3» that the 
population of the divacancy of type B " db " is gaining population with 
the decrease in temperature and is minimum at the melting temperature. 
On the other hand divacancy of type C has large population at higher 
temperatures and is absent at temperature Tm/5 and other lower 
temperature. However the divacancy of type D is losing population with 
the decrease in temperature having maximum equilibrium distribution at 
the melting temperature Tm. So table 2.3 shows the following 
relationship for the equilibrium distribution " da, db, dc, dd "
di
dd > db > da >dc at temp T m ........ 2.3.1
db > dd > da > dc at temp Tm/2 ........ 2.3-2
db > da > dd > dc at temp Tm/3 ....... 2.3*3
db > da > dd > dc at temp Tm/4 ......  2.3*4
db > da > dd > dc at temp Tm/5 ........ 2.3*5
However at temperature T=0, only divacancy of type B is present in alpha 
iron. All this is shown graphically in figure 2.2.
Examination of tables 2.2(a, b, c, d, e) show that all divacancies 
of type A, B, C, D attain the same equilibrium distributions irrespective 
of the choice of the initial distributions at time t=0 . That is the 
divacancy of type A,B,C,D have [0.160,0.120,0.240,0.480 ] equilibrium
distributions respectively. These equilibrium distributions are in 
agreement with values calculated by using Boltzman distribution methods 
as described in the result section. Here we have calculated time 
dependent distributions for these divacancies using the Markov chain 
method for the first time. Table 2.2 for the initial distribution 
d (0) =1/4( 1,1,1,1), shows that di vacancy population 11 da *' varies rapidly 
up to 27 units of time (of arbitrary units) when it reaches equilibrium. 
Simalarly divacancies of type B,C,D reach equilibruim after 25,10,30 
units of time. This behaviour of variation of the population 
distributions versus time for the five types of initial distributions are 
shown graphically in figure 2.1. It should be emphasised that the
migration matrix repeats/ only one step in the migration process. The 
time dependent analysis using Markov chain theory is concerned with the 
distribution of clusters (with a certain interval of time in arbitrary 
units) in one step migration of clusters by first nearest jump 
mechanisms. Also in the case of any type of assumed initial distribution 
vector in which any vacancy cluster (here divacancy ) has zero 
population, then the Markov time dependent chain theory shows, that with 
the passege of time, the same cluster gains some population. This is 
true only when all the clusters have the same formation energies and 
migration energies during the process when a cluster of type i becomes of 
type j. This behaviour can be examined in gratis 2.1 and tables 2.2(<^ , 
b, c, d, e). This is because in the migration matrix M with initial 
distribution vector (0,1,0,0), the divacancy of type B can become of type 
A and D. Then these divacancies of type A and D can become of type B,C 
and respectively. Similarly these processes of tranformation or 
migration of clusters of vacancies continues, until the time dependent 
distribution populations are achieved. So in this way initialy absent 
clusters are produced.
The effect of introducing temperature and migration energies in
equation 2.20 are given in tables 2.7 and 2.8. We can see from these 
tables, the variations with time of the initial distribution vector d(0 ) 
= 1/4 (1 ,1 ,1 ,1 ) at different temperature. We can see that this initial
distribution vector varies up to twenty four units of time at temperature 
Tm and after that all the divacancies A,B,C,D reach time dependent 
equilibrium distributions. These results are shown graphically in figure 
2.3. Also the individual non equilibrium distributions of divacancies of 
type A, B, C, D in alpha iron at four different temperatures are plotted 
in figures 2.4. The whole numerical data was used at four temperature in 
these graphs. However selected values of the non equilibrium
distributions for these four divacancies at temperature Tm/ 3 , Tm/4, Tm/5 
are given in tables 2.7(a» b, c, d) and 2.8. The distributions " da, db, 
dc, dd n vary up to
[23, 2 0 , 142, 3373, [13, 27, 91, 291],
[11, 18, 31, 453, [23, 39, 43, 1583
units of time (of arbitrary units ) respectively at temperatures Tm,
Tra/2 , Tm/3, Tm/4.
2.4 CONCLUSIONS
The following are the conclusions of the whole chapter on the 
distributions of the vacancy clusters.
(1)
If all the divacancy clusters have the same energy of formation and 
energy of migration and have uniform condition, then the equilibrium 
distribution are always independent of the choice of the initial 
distribution.
(2) ^
Equilibrium distributions are the same using Markov chain theory and 
Boltzmann theory.
(3)
It is easy to use the Boltzmann method for calculating equilibrium 
distributions as described in section 2.2.1. Since formation energies 
can be calculated more easily than migration energies.
(4)
At higher temperature, equilibrium is achieved more easily . As the 
temperature decreases, more time is required to achieve the equilibrium 
distributions.
(5)
At a particular temperature the equilibrium distributions are always 
independent of the choice of the initial distribution at time t=0 .
(6)
The equilibrium distributions are different at different temperatures.
ALPHA-IRON
MIGRATION HICRATION ENERGIES
MECHANISMS Fd Bd
* 0.72 0.78
/? * 0.86 0.71
B c. 0.66 0.52
c 0.65 0.73
TABLE 2.1a
Summary of results of migration energies for four 
divacancies (A, B, C, D). The migration energies are in 
electron volts. Here Fd and Bd indicate the migration 
energies for forward and backword jumps. The mono-vacancy 
migration energies in alpha-iron is 0.68 ev. (Malik 1982).
f o r m a t i o n  e n e r g y
CLUSTER
A 2.607
B 2.543
C 2.766
D 2.687
TABLE 2.1b
Formation energies in eV of divacancies in alpha-iron.
0 .2 5 0 0 .2 5 0 0 .2 5 0 0 .2 5 0 0 1.000 0 .0 0 0 0 .0 0 0 0 .0 00
0 .739 0 .1 3 0 0 .1 3 0 0 .0 0 0
0 .2 5 0 0 .2 07 0 .2 3 9  . 0 .3 0 4 1 0 .580 0.181 0 .1 9 3 0.0 45
0.241 0.181 0 .2 36 0 .3 4 2 2 0.477 0 .1 9 6 0 .2 2 2 0.105
0 .2 3 0 0 .164 0 .2 3 6 0 .3 7 0 3 0.406 0 .1 95 0 .2 3 6 0.164
0 .2 1 9 0.153 0.2 36 0 .391 4 0.355 0 .1 8 7 0 .241 0 .217
0 .2 0 9 0 .1 4 6 0.2 37 0 .4 0 8 5 0.316 0 .1 7 8 0 .2 4 3 0 .2 63
0.201 0 .1 40 0 .2 3 8 0.421 6 0.285 0 .1 6 8 0 .2 4 4 0 .3 0 2
0 .1 9 3 0 .1 36 0.2 39 0 .4 3 2 7 0.261 0 .1 60 0 .2 4 4 0 .335
0 .1 8 7 0.133 0.2 39 0.441 8 0.242 0 .1 53 0 .2 4 3 0.361
0 .1 8 2 0 .1 30 0 .2 4 0 0 .4 4 8 9 0 .227 0.147 0 .2 4 3 0.383
0 .1 7 8 0 .1 28 0 .2 40 0 .4 5 4 10 0.214 0 .1 4 2 0 .2 4 2 0.401
0 .1 75 0 .1 26 0 .2 4 0 0 .4 5 9 11 0.204 0 .1 38 0 .2 4 2  ' 0 .4 16
0 .1 7 2 0 .125 0 .2 4 0 0 .4 6 3 12 0.196 0 .1 35 0 .2 4 2 0 .4 27
0 .1 7 0 0 .1 2 4 0 .2 4 0 0 .4 6 6 13 0 .189 0 .1 3 2 0.241 0.437
0 .1 6 8 0 .123 0 .2 40 0 .4 6 8 14 0.184 0 .1 3 0 0 .241 0 .4 45
0 .1 6 7 0 .1 23 0 .2 4 0 0 .471 15 0.180 0 .1 2 8 0 .241 0 .4 52
0 .1 6 5 0 .1 22 0 .2 4 0 0 .4 7 2 16 0 .176 0 .1 27 0 .241 0 .457
0 .1 6 4 0 .1 2 2 0 .2 4 0 0 .4 7 4 17 0 .173 0.1 25 0 .241 0.461
0 .1 6 4 0.121 0 .2 40 0 .4 7 5 18 0.171 0 .124 0 .2 4 0 0.4 65
0 .1 6 3 0.121 0 .2 4 0 0 .4 7 6 19 0.169 0.124 0 .2 4 0 0.467
0 .1 6 2 0.121 0 .2 4 0 0 .4 7 7 20 0.167 0 .1 2 3 0 .2 4 0 0.4 70
0 .1 6 2 0.121 0 .2 4 0 0 .4 7 7 21 0 .166 0 .1 2 2 0 .2 4 0 0 .4 7 2
0 .1 6 2 0.121 0 .2 4 0 0 .4 7 8 22 0.165 0 .1 2 2 0 .2 4 0 0 .473
0 .161 0.121 0 .2 40 0 .4 7 8 23 0.164 0 .1 2 2 0 .2 4 0 0 .4 74
0.161 0 .1 20 0 .2 4 0 0 .4 7 8 24 0 .163 0.121 0 .2 4 0 0 .4 7 5
0 .161 0*120 0 .2 4 0 0 .4 7 9 25 0 .163 0.121 0 .2 4 0 0 .4 7 6
0 .161 0 .1 20 0 .2 40 0 .4 7 9 26 0.162 0.121 0 .2 4 0 0 .4 77
0.161 0 .1 20 0 .2 40 0 .4 7 9 27 0 .162 0.121 0 .2 4 0 0 .4 78
0 .1 6 0 0 .1 20 0 .2 4 0 0 .4 7 9 23 0.161 0.121 0 .2 4 0 0 .4 7 8
0 .1 6 0 0 .1 20 0 .2 4 0 0 .4 7 9 29 0.161 0 .1 20 0 .2 4 0 0 .4 7 8
0 .1 6 0 0 .1 20 0 .2 40 0 .4 8 0 30 0.161 0 .1 2 0 0 .2 4 0 0 .4 79
0.161 0 .1 2 0 0 .2 4 0 0 .4 7 9
0.161 0 .1 20 0 .2 4 0 0.479
0.160 0 .1 2 0 0 .2 4 0 0 .4 79
0 .160 0 .1 2 0 0 .2 4 0 0 .4 79
0 .160 0 .1 2 0 0 .2 4 0 0 .4 80
TABLE 2 .2 a TABLE 2.2b
TABLE 2.2(a, b, c, d, e).
Numerical results for the distribution vector di of 1st, 
2nd, 3rd, and 4th nearest neighbour divacancies in BCC 
crystals. The four components of the vector are given in 
columns 1 to 4 and the time in arbitrary units in column 5 . 
Tables 2.2(a, b, c, d, e) correspond to five different 
initial distributions given in the first row in each table. 
In all cases the final equilibrium distribution is
[0.16, 0 .1 2 , 0.24, 0.48].
The results are obtained assuming equal formation and 
migration energies for the four divacancy clusters A, B, C, 
D. They are plotted in figure 2.1 (a, b, c, d, e).
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A B C D TEMP
0.022 0.978 0.000 0.000 Tm/10
0 . 0 3 2  0.967 0 . 0 0 0  0 . 0 0 1  Tm/9
0.048 0.950 0 . 0 0 0  0.002 Tm/ 8
0 . 0 7 0  0.924 0 . 0 0 0  0.006 Tm/7
0.101 0.885 0.000 0.014 Tm/ 6
0.141 0.825 0 . 0 0 1  0.033 Tm/5
0.189 0.733 0.005 0.073 Tm/4
0 . 2 3 3  0.600 0.016 0.150 Tm/3
0.252 0.429 0.049 0.271 Tm/2
0.224 0.253 0.121 0.402 Tm
TABLE 2.3 . . . .
The equilibrium distributions for the four divacancies 
A, B, Cf D in alpha-iron using Boltzman and Markov chain 
methods. The fifth column gives the temperature in terms of 
the melting temperature (Tm ) which is 1808.15 K.
MIGRATION
MECHANISM
MIGRATION ENERGIES 1 
FORWARD BACKWARD
A < ~ > B 0.720 0.784
A <— >C 0.869 0.710
B < ~ > D 0.664 0.520
C <— >D 0.651 0.730
TABLE 2.4
Energies of migration in ev for divacancies of type A, 
B, C, D in alpha iron. The mono-vacancy migration energies 
is 0 . 6 8  ev.
1
2
3
4
. 1
0
8
4
0
2
6
0
0
2
3 
6 
0  
0
4
4
0
8
8
0
TABLE 2.5
Migration matrix for divacancy clusters in BCC crystals.
•OOOOOOOOOOOOOOOOOOO
<052*60693359* 117208 
.0*215767578171*37*3 
•OOOOOOOOOOOOOOOOOOO
.05930895<1837207<3< 
•OOOOOOOOOOOOOOOOOOO 
•OOOOOOOOOOOOOOOOOOO
•071277*3*9659258632
.022613*119560692738
•OOOOOOOOOOOOOOOOOOO
•OOOOOOOOOOOOOOOOOOO
.03708355***324*6795
•OOOOOOOOOOOOOOOOOOO 
.1132*15635099761175* 
• 1230857582232758318 
•OOOOOOOOOOOOOOOOOOO
.OOOOOOOOOOOOOOOOOOO
.0003**0155*3*687881
.000***317*068290261
•OOOOOOOOOOOOOOOOOOO
.00058625867*39***05
•OOOOOOOOOOOOOOOOOOO.
.OOOOOOOOOOOOOOOOOOO
.0025*02363676609525
.0000867*19608*62216 
.OOOOOOOOOOOOOOOOOOO 
.OOOOOOOOOOOOOOOOOOO 
.0003*37975025362817
.000000000000000000
.001602956*63272960.
.00189376298*67*833
.000000000000000000
.OOOOOOOOOOOOOOOOOOO 
.0000022559117*2096* 
.00000*6826*72953178 
.OOOOOOOOOOOOOOOOOOO
.00000579506*8099118 
.OOOOOOOOOOOOOOOOOOO 
. OOOOOOOOOOOOOOOOOOO 
.0000905307662*7020*
.0000003298133*77770
.OOOOOOOOOOOOOOOOOOO
.OOOOOOOOOOOOOOOOOOO
.0000031873083506888
.000000000000000000
.000022690162017*31
.00002913690660796%
.000000000000000000
.O O OO O OO O OO O OO O OO O OO
.00000001*7933367685
.0000000*935**895028
.0000006000000000000
.OOOOOOO572832O55505 
.OOOOOOOOOOOOOOOOOOO  
.  OOOOOOOOOOOOOOOOOOO 
.000003226*00*017936
.00000000125*0279619
.OOOOOOOOOOOOOOOOOOO
.OOOOOOOOOOOOOOOOOOO
.0000000295*91806675
.00000000000000000
.00000032118367769
.000000**829228026
.00000000000000000
.O O OO O OO O OO O OO O OO O OO
.0000000000970065660
.0000000005201676*17
.OOOOOOO O OO O OO O OO O OO
. 00000000056623*5022 
.OOOOOOOOOOOOOOOOOOO  
.OOOOOOOOOOOOOOOOOOO  
.00000011<58<772<065
.00000000000*768109* 
.OOOOOOOOOOOOOOOOOOO  
. OOOOOOOOOOOOOOOOOOO 
.0000000002739*71627
.OOOOOOOOOOOOOOOOP 
.00000000*5*6*1773 
.000000006897299*0 
.00000000000000000
TABLE 2.6
*  t*
Migration matrices M = Mx exp (- Ey/ kxT ) for BCC alpha 
iron at temperatures Tm, Tm/2, Tm/3 , Tm/4, Tm/5 using values 
of migration energies in table 2 .4 .
TABLE 2.7(a, b, c, d) and TABLE 2.8
Numerical results for the distribution di of first, 
second, third and fourth nearest neighbour divacancies in 
BCC alpha iron at temperature Tm, Tm/2, Tm/3 , Tm/4, Tm/5 .
These results were obtained using Markov chain theory and 
the migration energies are given in table 2.4. The four 
components of the vector are given in columns 1 to 4 and the 
time in arbitrary units in column 5. Tables 2.7 (a, b, c, 
d) and 2 . 8  correspond to the five different temperatures. 
The same initial distribution vector
1/4(1, 1, 1, 1)
is used in each case. The results in tables 2.7(a,b,c,d) 
are plotted in figure 2 .3 (a, b, c, d).
HSnUUTXM ItCTOI AT TM
0.250 0.2*0 0.2*0 0.2*0 0
0.2*6 0.233 0.199 0.311 1
0.2*5 0.231 0.170 0.344 2
0.2*2 0.234 0.1*2 0.363 3
0.246 0.236 0.140 0.374 0
0.244 0.241 0.133 0.361 *
0.241 0.245 0.129 0.366 6
0.23* 0.247 0.126 0.369 7
0.235 0.249 0.124 0.392 6
0.233 0.250 0.123 0.394 9
0.232 0.2*1 0.122 0*395 10
0.230 0.252 0.122 0.396 11
0.229 0.252 0.121 0.397 12
0.226 0.252 0.121 0.396 13
0.226 0.253 0.121 0.399 14
0.227 0.253 0.121 0.399 15
0.226 0.253 0.121 0.400 16
0.226 0.253 0.121 0.400 17
0.226 0.253 0.121 0.401 16
0.226 0.253 0.121 0.401 19
0.225 0.253 0.121 0.401 20
0.225 0.253 0.121 0.401 21
0.225 0.253 0.121 0.401 22
0.225 0.253 0.121 0.401 23
0.224
TABLE 2.7a
0.253 0.121 0.402 24
piSTRIBiniOk VECTOR AT TEMP TH/2
0.250 0.250 0.250 C.250 0
0.25* 0.268 0.169 0.270
1
0.255 0.322 0.147 0.275 2
0.256 O o 5 C 0.11b 0.275 3
0.256 0.372 0.096 0.274 4
0.256 O o 6 7 0.0B4 0.27.3 *
0.256 0.399 0.074 0.272 6
0.255 0.407 0.066 0.271 ?
0.255 0.41.5 0.061 0.271 6
0.255 0.417 0.058 0.270 9
0.254 0.420 0.055 0.270
10
0.254 0.422 0.053 0.270 11
0.254 0.424 0.052 0.270 12
0.254 0.425 0.051 0.270 13
0.253 0.426 0.051
0.270 14
0.253 0.427 0.050 0.270 15
0.253 0.427 0.050
0.270 16
0.253 0.427 0.050 0.270 17
0.253 0.426 0.050
0.270 16
0.253 0.426 0.049 0.270 IS
0.253 0.426 0.049 0.270
20
0.252 0.426 0.049 0.270 21
O t t l
*  • 4 ' ^ •  »*?! 1 C
• is tt iB v r ic a  n e ts *  k  tw p  w / j
0.250 0.250 0*250 0.250
0
a
0.251 0.363 0.202
0.16* 1
0.253 0.*20 0*163
0.16* 2
0.25* 0.*57 0.132 P. 157
3
0.25* 0.*8* 0*108 0.15*
m
0.255 0.505 0.088 0.152
5
0.255 0.522 0.073 0.151
©m
0.25* 0.535 0.061
0.150 7
0.25* 0.5*5 0.052 0.1*9 b
0.253 0.55* 0.0** 0.1*6 9
0.253- 0.561 0.038 0.1*6 10
0.252 0.566 0.03* 0.1*6 11
0.251 0.571 0.030 0.1*6 12
0.251 0.575 0.027 0.1*6 13
0.250 0.578 0.025 0.1*6 1*
0.2*9 0.580 0.023 0.1*8 15
0.2*5 0.582 0.022 0.1*8 16
0.2*8 0.56* 0.020 0.1*8 17
0.2*7 0.585 0.020 0.1*6 18
0.2*7 0.587 0.019 0.1*8 19
0.2*6 •0.568 0.018 0.1*6 20
0.2*5 0.569 0.016 0.1*8 21
0.2*5 0.590 0.016 0.1*8 22
0.2** 0.590 0.017 0.1*6 23
0.2** 0.591 0.017 0.1*6 2*
0.2*3 0.591 0.017 0.1*6 25
0.2*3 0.592 0.017 0.1*8 26
0.2*2 0.592 0.017 0.1*8 27
0.2*2 0.593 0.017 0.1*9 26
0.2*1 0.593 0.017 0.1*9 29
0.2*1 0.59* 0.017 0.1*9 30
0.2*1 0.59* 0.016 0.1*9 31
0.2*0 0.59* 0.016 0.1*9 32
0.2*0 0.595 0.016 0.1*9 33
0.2*0 0.595 0.016 0.1*9 3*
0.239 0.595 0.016 0.1*9 35
0.239 0.595 0.016 0.1*9 36
0.239 0.596 0.016 0.1*9 37
0.239 0.596 0.016 0.1*9 38
0.238 0.596 0.016 0.1*9 39
0.238 0.596 0.016 0.1*9 *0
0.238 0.596 0.016 0.1*9 *1
0.238 0.597 0.016 0.1*9 *2
0.237 0.597 0.016 0.150 *3
0.237 0.597 0.016 0.150 **
0.237 0.597 0.016 0.150 *5
0.237 0.597 0.016 0.150 *6
0.237 0.597 0.016 0* 150 *7
0.236 0.597 0.016 0.150 *6
0.236 0.598 0.016 0.150 *9
• *11H
0  *ol£ 0 * 1 9 ® M
TABLE 2.7c
• m i iK f f x o *  n c T o t it  t w  th/ i
€ . 2 5 0 0.?50 0.250 0.250
€ . * s o  * 0.126 0.222 0.100
0.251 0.I7I 0.196 0.079
0.251 0.501 0.173 0.075
0.252 0.522 0.153 0.071
0.252 0 .5 1 0 0.135 0.073
0.252 0.556 0.120 0.072
0.252 0.571 0.106 0.072
0.251 0.56* 0.09* 0.071
0.251 0.595 0.063 0.071
0.251 0.605 0.07* 0.070
0.217 0.706 0.005 0.070
0.217 0.706 0.005 0.070
0.216 0.709 0.005 0.071
0.216 0.709 0.005 0.071
0.215 709 0 005 0.071
0.20i 0.720 0 .005 0.072
0.20j 0.721 0.005 0.072
0.20* 0.721 0.005 0.072
0.202 0.721 0.005 0.072
0.202 0.721 0.005 0.072
0.202 0.721 0.005 0.072
0.202 0.722 0.005 0.072
0.201 0.722 0.005 0.072
0.201 6.722 0.005 0.0/2
0.201 0.722 0.005 0.072
0.201 0.722 0.005 0.072
0.1*2 0.731 C,QP5 O.P73
0.190
0.190
0.190
0.732
0.732
0.732
0.005
0.005
0.005
N 
(*• 
N
 
O
O
O
 
• 
• 
• 
0
0
0
u. 169 0.733 0.005 0.073
10
60
61
62
63
M
10U
1 0 1
102
103
1 0 H
*106
106
107
iob
109
110 
**& 
260 
261 
262
TABLE 2.7d
DISTIIKJTIO* IT ID T  T«Tk/5
B C D TIKE
0.250 0.250 0.250 0.250 0
0.250 0.*67 0.236 0.0*7 1
0.250 0.*93 0.222 0.03* 2
0.250 0.507 0.210 0.033 3
0.251 0.519 0.198 0.033 *
0.250 0.603 0.116 0.031 13
0.2*9 0.623 0.097 0.031 16
0.2*3 0.696 0.032 0.029 35
0.229 0.735 0.006 0.029 65
0.218 0.750 0.002 0.030 92
0.216 0.752 0.002 0.030 97
0.205 0.76* 0.001 0.030 129
0.20* 0.76* 0.001 0.030 130
0.176 0.791 0.001 0.031 2**
0.176 0.792 0.001 0.031 2*5
0.176 0.792 0.001 0.031 2*6
0.176 0.792 0.001 0.031 2*7
0.175 0.792 0.001 0.031 2*8
0.175 0.792 0.001 0.031 2*9
0.175 0.792 0.001 0.031 250
0.175 0.793 0.001 0.031 251
0.175 0.793 0.001 0.031 252
0.175 0.793 0.001 0.031 253
0.170 0.797 0.001 0.032 280
0.170 0.79B 0.001 0.032 28*
0.165 0.802 0.001 0.032 320
0.161 0.806 0.001 0.032 356
0.1*5 0.822 0.001 0.032 700
0.1*2 0.825 0.001 0.033 1231
0.1*1 0.825 0.001 0.033 1250
TABLE 2.8
CHAPTER 3
TOPOLOGY OF CLUSTERS
3.1 INTRODUCTION
Clusters of vacancies and solute atoms in crystals act as the nuclei 
of dislocation loops, voids, stacking-fault tetrahedra, zones and 
precipitates. It is therefore important to develop an understanding of 
the possible structures and migration and growth mechanisms of these 
groups of point defects. Unfortunately it is difficult to make direct 
experimental observations on small clusters of point defects and 
theoretical studies based on conventional continuum approaches cannot be 
applied reliably at this scale. Therefore in recent years much effort has 
been expended on investigating point-defect clusters using 
computer-simulation techniques based on empirical interatomic potentials.
However, these studies have been restricted mainly to very small 
close-packed clusters in FCC and BCC crystals. For example, Crocker, 
Ingle and Doneghan (1980), using a potential representing copper, 
investigated the structures and energies of the single divacancy, four 
trivacancies and twenty tetravacancies that are possible in FCC crystals. 
This work required a knowledge of the number of crystallographically
distinct configurations of vacancies which can be delineated in the FCC 
structure. Doyama (1965), Brody and Meshi (1968), and Allnat and Allnat 
(197*) considered the basic geometrical problem for a few special cases, 
but their results were not entirely consistent. Therefore Crocker (1975) 
enumerated and classified clusters of two, three and four substitutional 
point defects in all single-lattice structures and some important double 
lattice structures. This general study revealed interesting relationships 
between the number of distinct configurations and crystallographically 
equivalent variants of these configurations that can arise in clusters of 
five point defects, but only in crystals of cubic symmetry (Crocker 1978). 
However, for clusters of this size the enumeration procedure used, based 
on the preparation and comparison of sketches of cluster configurations, 
became extremely tedious. In addition the classification method adopted, 
based on the length of the bonds between the sites of the point defects, 
resulted in many ambiguities, distinct clusters having identical groups of 
bonds. Enumeration of clusters using computational methods cannot 
therefore be based on this system of classification. Indeed, this is 
clear from the work of Brody and Meshii (1968), who missed one of the FCC 
tetravacancies because their computer program did not recognize a pair of 
clusters with the same bond lengths but different structures ( Ahmad 1985 
).
Ahmad and Crocker et al (1983) and Ahmad (1985) developed a new 
method of classifying clusters of point defects uniquely that uses the 
concept of the representation matrix !l . This method forms the basis 
of a general computational procedure for enumerating clusters which avoids 
the ambiguities experienced previously. This method was used to include 
clusters of five substitutional point defects in all single- and 
double-lattice structures examined by Crocker (1975) and up to six points 
for the three cubic structures (Ahmad 1985). Further Ahmad (1985)
developed certain relationships between the number of configurations and
their variants which occur in different structures and detected some
errors in the previous work. Also Ahmad, Crocker, Malik and Akhter (1985)
and Ahmad (1985) extended the analysis to mixed clusters (containing more
than one species of the substitutional atom ), which includes the special
case of one species being the vacancy. This extension requires the
concept of the n generalized form of the representation matrix R.* 11 Ahmad
j
(1985).
This matrix Rjjis symmetric and has zero elements along its principal 
diagonal. In general, therefore, it may be defined by N(N-1)/2 elements 
in the form of a single row or representation vector R^* For example, for 
N=4,
RPC = ( R12 ’ R13 1 R14 * R23 ’ R24 ’ *34 }  C3>1)
As there are N! ways of labelling of the N sites of the clusters, so
there are N! possible representation matrices for a given configuration. 
These are related by coordinated interchanges of pairs of rows and 
columns. Ahmad (1985) then selected one unique matrix from all these 
possible matrices to characterize the cluster. A convenient choice is the 
matrix corresponding to the representation vector in which, as for as 
possible, shorti bonds take precedence. For N>2 R.^  has at least two
shortest bonds called A. Ahmad (1985) then introduced new terms called
i
the reduced characteristic representation vector R^. In general R has
r 2 c
N(N-1)/2 elements and R has (N-N-4)/2. The corresponding nontation B andOCi pC
2
B used by Crocker (1975,1978) had N(N-1)/2 and (N - 3N+2)/2 elements •c
r r
respectively. So for N=3,4,5,6, B^has 1, 3, 6, 10 elements and R^ has 1, 
4, 8, 13 so that, as anticipated, the new scheme requires more information 
(Ahmad 1985). Ahmad, Crocker, Malik and Akhter (1985) developed a method
of classification for mixed clusters by using the generalized 
representation matrix in different crystal structures. For detail see 
(Ahmad 1985).
In this chapter we are studying the concept of topology of clusters. 
This concept involves the geometry of clusters examined by different 
authors as explained above but the topology of clusters has not yet been 
studied in detail. However graph theory plays an important role in 
geometry. Crocker (1975,1978) developed 1,2, 6, 21, and 112 topologies 
for two, three, four, five and six points cluster. These are shown in 
figure 3.1, 3*2. For graph theory we recommend the following books (
Harary 1967, Marshall 1971, Read 1972, Harary 1973, Biggs 1974, Flegg 
1974, Page and Willson 1979, Giblin 1981, Gauld 1982 ). Many complex 
systems in physics, engineering and biology can be viewed as 
interconnecting of subsystems. The manner in which subsystems are joined 
together defines the topological structures of the systems ( Perelson 
1976). Perelson discussed topology for electrical networks and
obtained certain relations. Forsman (1976,) analysed polymer chains 
statistics from graph theory. Mackay (1975) and Randic (1975) used their 
defined adjancy matrix for a seventeen vertex graph (in which every node 
has equal order ) and label the vertices to get a refined form of the 
adjancy matrix. In this all the non-diagonal elements are 1 or 0 if the 
points are joined or disjoined respectively. Randic (1979) gave a 
procedure for labelling the Desargures-Livi graph as shown in figure 3.3 
with labelled vertices as shown in figure 3.4 and formed a submatrix of 
the adjancy matrix for the graph . The papers on graph reconstruction by 
Bohdy and Hemminger (1977) and on embedding of graphs on surfaces by Saul
stall (1978 ) are recommended. Also Paul and Michael (1979) formed 
certain theorm on labelling of graphs. Balasubramanian (1982) considered 
symmetry groups for chemical graphs and their labelling. Flurry (1984) 
gives some rules for determining group structures by using adjancy 
matrices and permutations for the matrices for graphs. Also Muhammad 
Sahimi (1985) studied the properties of the backbone and conduction in 
random clusters.
3.2 RESULTS
3.2.1 TOPOLOGICAL CHARACTERISTICS OF CLUSTERS
Group theory plays an important role in describing the geometrical 
properties of crystal structures . However it cannot play the same role 
in describing the topological characteristics of crystals. In topology 
lengths and angles are not significant so that elastic transformations are 
allowed. For example in topology a simple cube is equivalent to a 
tetragonal or orthorhombic prism, but geometrically all these crystal 
structures are different . So the 232 space groups of these crystal 
structures have to be modified when considered from a topological point of 
view . Thus the field of cluster topology in crystal structures may be a 
fruitful topic of research in physics and chemistry. In the next 
paragraph we shall introduce the topological characteristics of isolated 
clusters and also of clusters in crystal structures where they have some 
environment of neighbouring defects.
In cluster topology the following characteristics in crystal physics 
and other branches of science are important.
1 Connectivity of points .
At this stage we are dealing with those clusters such that between any two 
points i and j there is only one direct path. From a topological point of 
view the bending of paths or connecting lines, is permitted. Here for the 
clusters under consideration with two, three, four, five or six points, 
the connecting paths or lines are straight between the points of the 
isolated clusters to draw them geometrically. In this report we shall 
represent the connectivity of the clusters by a representation topological 
matrix M and vector r as explained in section 3.2.2.
2 Elastic Transformations .
In this report elastic transformations of clusters including shrinking, 
bending twisting and orienting, are permitted as long as connectivity is 
not affected .
3 Labelling of nodes or vertices.
There are many ways of labelling a connected graph and it is difficult to 
choose one way from the many possibilities. Thus there is a need at this 
stage to label groups of clusters in a unique way.
4 Topological Spectrum of Clusters .
This spectrum arises from topological eigenvalues y and eigenvectors U  of 
the topological matrices M given by.
MU = YU (3.2)
In a physical problem equation 3*% has a well defined geometric meaning, 
for any eigen operator M. Here when we are considering the topology of 
clusters, we have to reinterpret this equation which can now be named the 
topological eigenvalue equation.
5 The Environment of Clusters 
Consider a connected cluster having a representation topological matrix 
and some neighbours in its vicinity. If the residents of the nodes of the
cluster change their sites within the cluster, but the cluster still 
appears the same and also has the same representation topological matrix, 
then the clusters will be considered topologically different if the 
residents of the sites now have different neighbours at different 
distances. The cluster sites here remain fixed during the process of 
changing the residents on the sites of the cluster.
The above statments can be understood from the following example.
Let us consider two point clusters in a simple cubic lattice with given
neighbours and their types at definite lattice sites as shown in figure
3.8. The two isolated clusters are topologically the same but if we 
consider their neighbours and their types and their geometrical distances 
from the sites of the clusters, then the two arrangements become 
different. Hence nearness and neighbhoods or environments are important 
for clusters. However the neighbours are not directly joined with the 
clusters. Here neighbours of clusters in crystal structures means 
residents (such as vacancies, atoms, substitutional solutes, interstitials 
etc) on the sites of the cluster which can see their neighbours by some 
means. For example clusters may feel some resistances in its migration 
and contraction processes, because of its surrounding environments like 
vacancies, solutes, interstitials or their clusters and these will be 
considered as neighbours of the cluster under consideration.
6 Directedness of the bonds or links may or may not be important.
Consider a two point cluster made of one atom and one vacancy, the
interaction of the atom with the vacancy is different from that of the
interaction of the vacancy with the atom. So directedness of the bonds
between the points (or interaction, represented by some means) can be
important from a topological point of view. For example we know that a
father is related with his son by some relation (here represented as 
S F
0---- <-----0 ) but the son (S) is related with his father (F) by a
different relation (here represented as 0--- >-----0 ). So the two
relations are not equivalent. Hence directedness of the bonds between the 
points may result in different topological properties. At this stage we 
do not need directedness of links but may do so in a physical real 
problem. For example in the case of clusters in crystal structures at 
lattice sites, we may need the directedness of links during the migration 
processes of these clusters.
7 Faces or surfaces bounding clusters may be important.
At this stage of the topology of clusters, any connected cluster can be 
given many shapes. So it may generate many types of surfaces with the 
same number of links between the same number of points. All the surfaces 
generated by different orientations of the same cluster can generate 
different number of faces for the surfaces. So in some physical problems 
this can be a matter of interest for studying the topological properties. 
Thus it is our choice whether or not we need the number of faces or 
surfaces of the same cluster with different orientations. But at this 
stage these are not required. For example clusters may have shapes of 
tetrehedral or of octahederal type in different crystal structures. Also 
any cluster can be given many shapes having same topology. For a example 
see figure 3.3.
8 Realization of clusters in n-dimensional Euclidean spaces.
We can realize any cluster in any one of the n-dimensional Euclidean 
spaces. But to redraw the cluster from the matrix M, it is better to draw 
the cluster in two dimensions i.e in a plane. Then if the situation 
demands, it can be realized in any Euclidean space, such that we may be 
able to explain any topological property (such as symmetry etc). We may 
join any number of free points with a given number of links irrespective 
of the particular shape of the cluster. However clusters of three, four, 
five and six free points have been drawn on triangular, square, pentagonal 
and hexagonal pattern respectively. They-may exist in any one of the
n-dimensional Euclidean spaces.
9 Colouring of the nodes or vertices of any clusters of any number ofP 
points.
This statment can be understood as follows. Colouring the sites of 
clusters means placing some types of residents on the sites of these 
clusters of P-points P=1,2.. n. During this process, the nature of the 
links or bonds between the sites of the clusters remains unchanged, and 
have been assumed to be of the same nature. This has been described for 
the placements of eleven types of colours as defined in chapter 4.1 on the 
nodes of the clusters of six points as shown in figure 3.2. We have drawn 
certain conclusions for these placements. The main conclusion is that the 
topological symmetries group the 21 five point clusters into 9-groups and 
the 112 six point clusters into 20 groups as explained in chapter 4.1. 
However some further research may be needed for these placements as 
pointed out in section 3.2.3.
10 Growth and Contraction 
In this chapter the above processes have been represented mathematically 
using transformation topological matrices corresponding to the 
representation topological matrices used for obtaining different clusters 
of different topologies having same number of points, as explained in 
section 3.2.3.
(11) Clusters with interstitial sites.
The sites of clusters in crystal structures may be at lattice points, or 
at interstitial sites, or at a mixture of such sites. The case of 
clusters at lattice sites has been examined by Allnat and Allnat (1974), 
Crocker (1975), Crocker (1978), Crocker , Ahmad and Faradi, (1983)» and 
Crocker and Malik (1985), in different lattices types. The topology of 
clusters at non lattice sites and at mixed sites requires the concept of 
embedding. This enables the orientation as well as the topology of these 
clusters specially to be investigated.
3.2.2 REPRESENTATION TOPOLOGICAL MATRICES AND VECTORS M, r
We are representing any connected graph of P points by a square
symmetric matrix of order P known as a representation topological matrix M 
described and defined as follows. The diagonal elements [ a,^ i=j ] give 
the orders of the nodes of the graph. The non diagonal elements ( a i^ >
are -1 if the points i and j are connected and to 0, if they are
not. The matrix is symmetric and the sums of the elements of rows and
columns are zero and the determinant is zero. As the matrix is symmetric, 
the upper and lower triangles are the same; each has P(P-1)/2 elements. 
These can be used to define the connectivity of the cluster and can be 
written in a sequence to give the representation topological vector (RTV) 
" r n.
There are in general P! ways of labelling the nodes of any cluster 
of P-points. We can write an ordinary topological matrix for any r.andom 
labelling, instead of writing the representation topological matrix for 
the same cluster. There are thus P! ordinary topological matrices for
the same cluster corresponding to the P! ways of labelling of its nodes. 
It may be possible that these P! labellings reduce to a smaller number, 
say equal to m, and thereby reduce the number of ordinary topological 
matrices to m. This can occur because of the topological symmetry of the 
cluster under consideration. In the case of a cluster having no symmetry 
the number will be P!.
The nodes or sites of the clusters are labelled in some special way 
to have a unique representation topological matrix and vector for the 
cluster. This special way of labelling the sites of clusters is defined 
and described as given below. Consider a cluster of P points with
labelling of its nodes as (i,j,k,l,m,n,.....) = (1,2,3,4,5,6,....). Here
label 1 is the node with highest order, 2 is the node which has equal or
next lower order and similarly for 3, 4, 5, 6. In the case when two nodes
say k and 1 have equal order then the label k goes to that node which is
linked directly or indirectly with the first or second neighbours of
higher node orders. The two above conditions for labelling the sites of 
the cluster impose restrictions on the positions of the diagonal elements 
in the matrix M in the following way
atl ^ * 2 2 *53* a44 » ...........  * • 3 ' 3
Also when all the nodes are of equal order they are labelled such that
node 1 is joined with nodes 2,3*4... and similarly node 2 is joined with 
nodes no 3»^»5.... and similarly for the other nodes. Further it should 
be emphasised here that in all representation topological matrices defined
the above way, the matrix element ” -1 " shows the connectivity of the two 
points by a single path Whereas 1 denotes a node of order unity.
Tables (3.1» 3*2, 3.3 ) give the representation connective vectors 
"r" of the 2,3,4,5,6 point cluster. In all these vectors as far as 
possible the n-1fsn are grouped at the beginning of the rows and the 1 
O's" at the end. Figures 3.5 and 3.6 show the clusters of 2,3,4,5 and 6 
points labelled as specified above. To draw a cluster it is necessery 
first to write its topological matrix M from its connective vector n r 11. 
The method can be extended up to any cluster with P> 6. To delineate 
clusters of seven or more points, first write the matrix M for a complete 
cluster or graph in which all points are linked to each other. Then we 
can obtain connected clusters of p-points from this matrix M by the method 
described in section 3.2.3.
3 *2.3 REMOVAL OF LINKS, CONTRACTION OF CLUSTERS 
AND GROWTH OF CLUSTERS
The removal of a single link between points k and 1 from a cluster 
of order P may be represented by subtraction of the matrix N, with n.= 1, 
for i=j=k and i=j=l , and n..=-1 for i=k and j = l and for i=l and j=k and n,.^ 
= 0 for all other i,j, For example the removal of the link between points 
3 and 4 from a five point cluster can be represented by subtracting the 
matrix N as given below
0 0 0 0 0
0 0 0 0 0
0 0 1 - 1 0
0 0 - 1 1 0
0 0 0 0 0
from the matrix M. Columns and rows of the new matrix ( M- N) may now 
have to be interchanged using the normal procedure to obtain the 
representation topological matrix for the new cluster. Removal of further 
links can be handled in the same way. Systematically groups of links 
forming a cluster can be removed from a larger cluster by subtracting the 
sum of the seperate matrices N simultaneously. During this procedure all 
the links at a given point may be removed so that the point becomes 
isolated and the original cluster smaller. Contraction of this kind is 
indicated by a corresponding null row and column in the matrix.
Similarly we can systematically grow any cluster of order P to one 
of order P+1 by addition of matrices M and N. In this process we have to 
add some portion or full rows and columns of 0 in the appropriate position 
in the matrix M. Then the rows and columns of the new matrix ( M+N ) have 
to be interchanged using the normal procedure to obtain the representation 
topological matrix for the new cluster. For this contraction and growth 
of topologies of 2,3,4,5 and 6 points clusters figure 3.7 can be helpful.
3.3 DISCUSSION
We have described some of the topological characteristics of 
#
clusters. One of Ibemis the connectivity of clusters and here this is given 
by the representation topological matrices M with a given condition for the 
labelling of the nodes of clusters as defined in section 3.2.2. If we have 
a representation topological matrix for a complete cluster of P-points 
having (P!/(P-2)!2!) links, then by changing the diagonal element ( nodes 
orders ) to lower values, along with corresponding changes in the off 
diagonal elements, from ”-1n to n0n ( breaking connectivity between two 
points or from ”0" to "-1 " ( making connectivity). Then we can have some 
rough estimate for the total number of connected clusters for some fixed 
numbers of links using standered computational techniques. Also in future 
it would be useful to write a computer program to find the total number of 
connected clusters or graphs for P points by using the topological matrix M 
for the complete clusters of p-points. However we have to impose certain 
conditions on the matrix M for the complete clusters to find the total 
number of connected clusters of P-points. For example for P=6, we can 
insert two zeros (0) in the upper or lower triangles in the off diagonal 
element position of the matrix M, along with any two respective diagonal 
elements becoming equal to 4. The positions of the 0's are not important 
in the case of a single link being removed between any two nodes sites of 
the cluster. The result will always be cluster 6.2. This is true for any 
complete cluster of P-points.
The representation topological matrix may generate many types of 
geometrical clusters having the same connectivity relations. So in this 
way we can form a topological group having one topological matrix, but 
delineate a large number of different geometrical cluster. For example see 
figure 3.3* But for geometrical clusters on lattice sites of crystal, only 
limited numbers of these geometrical clusters can be formed because of 
various restrictions on the crystal structures. For example one 
restriction is that sit«i^  must be first nearest neighbours of each other. 
However as shown by Crocker and Malik (1985), for the case of BCC alpha 
iron, seconed nearest neighbours are also important. So the new 
topological structure of BCC alpha iron having first and second bonds is 
shown in figure 3*9* Similarly we have to think about the other
geometrical crystal structures from a topological point of view. 
Connectivity will only appear in clusters of mixed types in crystal 
structures if the points of the clusters are joined by first nearest 
neighbour A bonds. In future we will classify these types of geometrical 
clusters in simple cubic body centre cubic, face centre cubic (FCC) and 
other types of crystal structure from a topological point of view. The 
geometry of pure and of mixed types of clusters has already been examined 
as explained in section 3.1. Also Malik and Crocker (1985) migrated these 
clusters geometrically. Their analysis shows that during the migration 
process, the geometries of the clusters are sometimes affected because of 
the associated properties of the crystal structures. Tnus in future we 
will investigate these geometrical migrations of clusters of pure and mixed 
type from a topological point of view. However there is a need at this 
stage to develop new topological matrices whose i,j elements explain the 
first and second nearest neighbour interaction and so on in any crystal
structure. Also we have to develop a new type of notation for describing 
the nature of bonds in the topological matrices.
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2.1 1
CLUSTER LINKS OF LINK. OF
NO POINT 1 
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3.1 11 1
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I'"
CLUSTEF LINKS OF LINKS OF LINK OF
NO POINT 1 POINT 2 POINT 3
WITH WITH WITH
POINTS POINTS POINT
2,3,4 3,4 4,
4.1 111 11 1
4.2 111 11 0
4.3 111 10 0
4.4 111 00 0
4.5 110 01 1
4.6 110 01 o
TABLB 3.V
Representation connective vector r for 2,3,4 
point clusters of figure 3.5 For convenience in
this table 1 represents -1.
CLUSTER LINKS OF LINKS OF LINKS OF LINK OF
NO POINT 1 POINT 2 POINT 3 POINT 4
WITH WITH WITH WITH
POINTS POINTS POINTS POINTS
2,3,4,5 3,4,5 4,5 5
5.1 1111 111 11 1
5.2 1111 111 11 0
5.3 1111 111 10 0
5.4
y*sr
5.6
1111
111)
1111
111
\\6
110
00
o\
10
0
\
0
5.7 1111 110 01 0
5.8 1111 110 00 0
5.9 1111 100 00 1
5.10 1111 100 00 0
5.11 1111 000 00 0
5.12 1110 110 01 1
5.13 1110 110 01 0
5.14 1110 .101 00 1
5.15 0111 111 00 0
5.16 1110 101 00 0
5.17 1110 100 00 0
5.18 1101 010 10 0
5.19 1011 100 00 0
5.20 1100 010 01 1
5.21 1100 010 00 0
TABLE 3.2
Representation connective vector r for all 5 
point clusters of figure 3*5. For convenience in this 
table, 1 represents -1.
CLUSTER
MO
LINKS OF 
POINT 1 
WITH 
POINTS 
2,3.4,5,6
l i n k s of 
POINT 2 
WITH 
POINTS 
3.4,5.6
LINKS OF 
POINT 3 
WITH 
POINTS 
4,5,6
LINKS OF 
POINT 4 
WITH 
POINTS 
5,6
LINK OF 
POINT 5 
WITH 
POINT 
6 ,
6.1 11111 1111 111 11 1
6.2 11111 1111 111 11 0
6.3 11111' 1111 111 11 0
6.4 11111 1111 111 *0 0
6.5 11111 1111 101 10 1
6.6 11111 1111 110 10 0
6.7 11111 1111 101 10 0
6.8 11111 1111 110 00 0
6.9 11111 1111 100 00 t
6.10 11111 1111 100 00 0
6.11 11111 1111 000 00 0
6.12 11111 1110 100 01 1
6.13 11111 1110 110 10 0
6.14 11111 1110 100 01 0
6.15 11111 1110 101 00 1
6.16 11111 0111 111 00 0
6.17 11111 1110 110 00 0
6.18 11111 1101 110 00 0
6.19 11111 1110 100 00 1
6.20 11111 1101 010 10 0
6.21 ,11111 1110 100 00 0
6.22 11111 1011 100 00 0
6.23 11111 1110 000 00 0
6.24 11111 1100 001 10 1
6.25 11111 1100 010 10 0
6.26 11111 1100 100 00 1
6.27 11111 1100 000 10 0
6.28 11111 1100 100 00 0
6.29 11111 1100 010 00 0
6.30 11111 1100 000 00 1
TABLE
point
3.3
Representation connective vector r for all 6 
clusters for figure 3.6. For convenience in this
table, 1 represents -1.
CLUSTER l i n k s OF LINKS OF LINKS or LINKS OF LINK OF 
p oi nY 5
WITH
POINT
NO POINT 1
WITH
POINTS
POINT 2
WITH
POINTS
POINT 3
WITH
POINTS
POINT 4
WITH
POINTS
2,3,4,5,6 3,4,5,6 4,5,6 5,6 6,
6.31 11111 1100 000 00 0
6.32 11111 1000 000 10 0
6.33 11111 1000 000 00 0
6.3* 11111 0000 000 00 0
6.35 11110 1101 011 11 1
6.36 11110 1110 110 01 1
6.37 11110 1101 101 10 I
6.38 11110 1011 101 11 0
6.39 .11110 , 1110 110 01 0
6.40 11110 1110 101 01 0
6.40 11101 1110 110 01 0
6.41 1111J3 1110 101 00 1
6.42 11110 1101 011 10 0
6.43 IT 110 0111 111 00 0
6.44 11110 1110 101 00 0
6.45 11110 1101 011 00 0
6.46 11110 1110 001 Oi A
6.47 11110 1101 001 10 1
6.48 01111 1111 001 10 0
6.49 11110 1101 110 10 0
6.50 11110 1110 100 00 1
6.51 11110 1101 100 00 1
6.52 11110 1110 001 01 0
6.53 11110 1101 001 10 0
6.54 11110 1011 100 01 0
6.55 01111 1^11 100 00 0
6.56 11110 1101 100 00 0
6.57 11110 1110 001 00 0
6.58 11110 1101 010 00 0
6.59 11110 1101 000 00 1
6.60 01111 1111 000 00 0
6.61 11110 1101 000 00 0
6.62 11110 1100 010 01 1
6.63 11101 1100 oto 10 1
6.64 11011 1100 100 10 1
6.65 11110 1100 100 00 1
TABLE 3*3 Continued
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2,3,4,5,6
LINKS OF 
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3.4,5,6
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4,5,6
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WITH 
POINTS 
5,6
LINK OF 
POINT 5 
WITH 
POINT 
6 ,
6.66 11110 1100 010 01 0
6.67 11101 1100 010 10 0
6.68 11011 1100 100 10 0
6.69 11110 1001 100 00 1
6.70 11110 1001 000 10 0
6.71 11110 0101 011 00 0
6.72 10111 1100 011 00 0
6.73 11110 1100 001 00 0
6.74 11011 1100 100 00 0
6.75 11110 1100 000 00 %
6.76 11110 1001 010 10 0
6.77 11101 1010 000 10 0
6.78 01111 1110 000 00 0
6.79 11110 1001 000 00 0
6.80 11110 1000 000 01 1
6.81 11110 1000 000 01 0
6.82 11011 0100 100 00 0
6.83 11110 0001 000 00 0
6.84 11001 1010 100 11 1
6.85 11100 0011 011 11 0
6.86 11010 1100 100 10 1
6.87 01110 1101 100 00 1
6.88 11101 1001 010 11 0
6.89 11010 0101 1)0 10 0
6.90 11010 0101 101 10 0
6.9) 01110 1101 100 00 0
6.92 11100 1100 011 00 1
6.93 11100 1010 001 10 0
6.94 11100 0110 011 00 0
6.95 01110 1110 001 00 0
6.96 11100 1001 010 00 0
6.97 11100 1001 000 10 I
6.98 11100 0011 100 to 1
6.99 11100 0011 001 10 0
6.100 o n  i 0 1101 000 00 ' 1
6.102 11100 0011 100 ' 00 0
6.103 11010 0101 100 00 0
6.104 01110 1101 000 00 0
6.105 11100 0011 000 00 0
6.106 11100 1000 000 10 1
6.107 11010 0100 100 00 1
6.108 11001 0010 100 10 to
6.109 11001 0010 100 00 0
6.110 10110 1000 001 00 0
6.111 11000 0100 010 01 1
6.111 11000 4001 100 10 1
6.112 11000 0100 001 10 0
TABLE 3.3 continued
CHAPTER 4
4. TOPOLOGY OF DECORATED CLUSTERS
4.1 INTRODUCTION
Point defects include the vacant lattice point or vacancy, the 
interstitial and the impurity atom. The interaction of these point defects 
with each other is termed connectivity and here it is shown with lines. In
this way clusters are formed. So it is better first to understand the
topologies of these clusters. The present chapter is concerned about 
understanding the topologies of clusters of five and six point defects of 
seven and eleven type compositions as summarised in table 4.1, 4.2. For
example type 4 which is represented by (3, 1, 1, 0 , 0 ) or (a, a, a, b, c)
has three sites occupied by species "a", one by ”bM and one by "c".
Crocker (1975) explained the topology of these clusters when all
points are of the same type. He developed the 21 ways of linking five
points together as shown in figure 3 - 1  and classified these according to a 
node multiplicity scheme, see table 4.3a. Crocker then developed 112 
topologies for six points. These topologies of 1, 2, 3» 4, 5, 6 points
clusters are shown in figure 3-1» 3*2. He classified 112 topologies of six
point clusters given in table 4.3b and figure 3 . 2  according to the node 
order scheme as used for the classification (Crocker 1975) of five point 
clusters as given in table 4.3a. Further extension was made recently by 
Ahmad, Crocker and Faridi (1983). They developed a matrix representation 
method to classify and enumerate clusters and gave results for clusters of 
up to six points in different crystal lattices when all the point defects
are of the same type. Malik, Akhtar, Ahmad and Crocker (1985) made further 
progress in the matrix representation method. They developed a generalised 
procedure for enumerating and classifying mixed clusters and applied it to 
cases with up to four points.
Also it is possible to illustrate the topologies of the decorated 
clusters and this has been done in fig 4.1. Clusters of 1,2,3 and 4 points 
can be linked with nearest neighbour bonds in 1 ,1 , 2  and 6 ways 
respectively. Table 4.4 gives four points the five types i.e gives the 
five ways of decorating four points. In figure 4.1, four different 
symbols, a shaded circle, square, triangle and a slash have been used for 
the species a,b,c,d. The decorated topological clusters of four points of 
five compositions are summarised in table 4.5. If these points are 
occupied by up to four different species of atoms the five distinct 
compositions corresponding to the columns of table 4.5 arise. The 
compositions then have respectively 1,1,1, 2,3,4,6,11,16,23,38 decorated 
topologies, totalling 106 for 1,2 ,3 ,4 point clusters which are shown in fig
4.1. All of the configurations of table 4.5 belong to these topological 
types and all four points types of fig 4.1 are represented in table 4.5. 
The most common topology is the chain of four points decorated with four 
distinct atoms. The 12 variants of this are shown at the foot of figure
4.1.
4.2 RESULTS
The decorated topologies of all possible distinct five points clusters have 
been determined. Each of the 21 clusters of figure 3.1 was decorated in 
the seven distinct ways defined in table 4.1*The results of the 7 x2 1 types 
of decoration are summarised in table 4.6. However because the 21 
topologies of figure 3.1 can be divided into 9 types labelled A to I by 
means of their mirror symmetry, the table in practice consists of 9 rows of 
numbers in columns 1 to 7. Since there is a total of 1679 decorated 
topological clusters, clearly it is not feasible to reproduce diagrams of 
all of them. However some examples of decoration of the particularly 
simple cluster 5 . 2 1  of figure 3 . 1  are illustrated in figures 4 . 2  (a, b).
The mirror symmetries of groups of clusters are given in the second column 
of the table 4.6. These topological symmetries explain why certain groups 
of clusters, such as A containing 8 , 13, 17, 18, 19, have the same number 
of topologies for the seven types of decoration given in columns 1 to 7 . 
Group A of figure 4.3 has 1, 4, 7, 13, 18, 33, 60 decorations giving a 
total of 136 for each cluster. This is the maximum number. The symmetry 
of this type is specified in the second column of table 4.6. Here 1m3 
means one mirror plane containing three sites. Further examination of 
table 4.6 shows that with increasing number of mirror planes n the total 
number of decorations C in the last column on the right hand side of the 
table 4.6 decreases. Also numbers are increasing in all 9 rows in columns 
1 to 7. The last row gives the vertical sum of the numbers in columns 1 to 
7 and these numbers are also increasing from left to right. This is 
because of the increasing complexity of the decoration of the five points.
Similarly decorated topologies of all possible distinct six points 
clusters have been determined. Each of the 112 clusters of figure 3.2 was 
decorated in the eleven distinct ways defined in table 4.2. The results of 
the 11x112 types of decoration are summarised in table 4.7. However 
because the 1 1 2 topologies of figure 3 . 2  can be divided into 2 0 types 
labelled A to T by means of their mirror symmetry, the table 4.7 in 
practice consists of 20 rows of numbers in columns 1 to 11. Since there is 
a total of 7 6 7 0  decorated topological clusters, clearly it is not feasible 
to reproduce diagrams of them. The mirror symmetries of groups of clusters 
are given in the second column of the table 4.7. These topological 
symmetries explain why certain groups of clusters, such as group C of table
4.7 containing 1 , 3 , 9 , 15, 32;48, 60, 9 0 , 180, has the same number of
topologies for the eleven types of decoration given in columns 1 to 1 1 . 
However the group A of figure 4.4 has no topological symmetry as whatever 
the shapes of clusters they have the same connectivity relationship among 
the points. The decorated topological clusters were at first drawn on a 
hexagonal pattern for each of the types of decoration, but for enumerating 
clusters to provide the information given in column 1 to 11 of table 4.7, 
some were drawn in a more symmetric way. Group A of fig 4.4 has 1, 6 , 15,
2 0 ,3 0 , 60, 9 0 , 1 2 0 , 1 8 0 ,3 6 0 , 7 2 0  decorations giving a totalling of 1602 for 
each cluster. This is the maximum number. Further examination of table
4 . 7  shows that with increasing number of mirror planes n the total number 
of decorations C in the last column on the right handside of the table 4.7 
decreases as we observed in table 4.6 for five point clusters. Also 
numbers are increasing in all 20 rows in columns 1 to 11. This is because 
of the increasing complexity of the decoration of the five and six points 
clusters. An algebric relation for the number of decorations in the tables
4.6 and 4.7 has not yet been discovered. However it is logical to think 
that the relation will be a function of pmq and types of points. These 
topological mirror symmetries are only observable from the connectivity 
relations present but not from the types of residents on the sites of the 
clusters and can be observed in figures 4.3 and 4.4.
4.3 DISCUSSION
It must be made clear that from a topological point of view at this 
stage, only the total number of links and their meeting at some points is 
important. Also the node order defined as the total number of links or 
bonds meeting at the point, is important. Further in all these clusters of 
P points P=1,2....6, the nature of the links are not important and it is 
assumed here that they have the same natures and their lengths are not 
important. The analysis based on symmetry described above clearly explains
why groups of clusters of five and six points, such as groups B,C,D T,
have the same number of decorations. However the case of clusters for 
example clusters 5.9, 5.11 and 6.23, 6.65 of group H needs further
consideration respectively. These clusters may have symmetry 6m3 and 3m4. 
However they also have symmetry 2m3,2m1 and 1m4 respectively. It is 
therefore necessery to explain why symmetry 3m4 was chosen. If table 4.6 
and 4.7 are examined, it can be seen that the number of mirror planes n are 
increasing with decreasing number of decorated clusters C. Similarly is 
the case of clusters 6.25,6.32 may have symmetry 1m4,1m2 and 2m2 
respectively. But both also posess the symmetry 2m2,2m4, for each cluster 
in order to place them in group K. Similarly the case of cluster 6.34 of
group S is very interesting. It may have different topological symmetries 
but 10m4,30m2 symmetry was chosen in order to place this cluster in group
S. All of these symmetries for : , -.5,6 points are illustrated in figures
4.3, 4.4.
Cluster 5.1 can be thought to be two tetrahedra joined together and
the interface is the mirror plane. Similarly cluster 5.2 can be thought as
two tetrahedra joined together so that the vertices of the two tetrahedra 
are not joined. Cluster 6.1 with symmetry 15m4, 30m2, cannot exist in
three dimensions but it can in four dimensions. Similarly cluster 5.11 
cannnot exist in three dimensions with symmetry 6m 3 but it can exist in 
four dimensions. Its four bonds which meet at the 4-fold node are 
considered to be perpendicular to each other.
4.4 CONCLUSIONS
The number of decorated clusters in table 4.6 and 4.7 increases from left
to right in columns 1 to 7 and from 1 to 11 with increasing complexity of
the decoration.
(2)
The number of decorated clusters decreases with increasing number of mirror 
planes, which is logical.
(3)
A group of clusters has the same number of decorations if the clusters have 
the same topological symmetry.
SPECIES 1 2 3 4 5 6 7 SITES 1 2 3 4 5 6 7
5 4 3 3 2 2 1
0 1 2  1 2  1 1
0 0 0 1 1 1 1
0 0 0 0 0 1 1
0 0 0 0 0 0 1
a a a a a a a
a a a a a a b
a a a a b b c
a a b b b c d
a b b c c d e
TABLE 4.1
The seven possible ways of decorating five points 
described in terms of species a, b, c, d t e and also sites 
1. 2, 3, 4, 5.
SPECIES
TABLE 4.2
The eleven distinct ways of decorating 
six points described in terms of species a, 
b, c, d, e, f and also sites 1 t 2 , 3 , 4 , 5 ,
THE 21 TOPOLOGICALLY DISTINCT WAYS OF LINKING FIVE POINTS.
NODE CONFIGURATIONS
TYPE
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0 0 0 0 0 1 0 1 0 2  4 0 1 0  0 2 1 1 3 0 2
0 0 1 3 0 0 2 2 4 2 0 1 1 3 3 1 3 3 1 5 3
0 2 2 0 4 3 2 1  0 0 ' 0 4 3 2 2 2 1 1 1 0 0
5 3  2 2 1 1 1 1 1 1  1 0 0 0 0  0 0 0 0 0 0
TABLE 4.3a
The classification is in terms of the number of one, 
two, three, and four fold nodes. Priority being given to 
nodes of higher orders. The different configurations are 
illustrated in figure 3 *1 •
1 5 5 5 5 5 5 26,27 5 3 3 3 2 2 62-64 4 3 3 3 3
2 5 5 5 5 4 4 28 5 3 3 3 1 1 65-68 4 3 3 3 2
3 5 5 5 4 4 3 29 5 3 3 2 2 1 69-72 4 3 3 2 2
if 5 5 5 3 3 3 30 5 3 2 2 2 2 73,74 4 3 3 2 1
5 5 5 4 4 4 4 31 5 3 2 2 1 1 75-78 4 3 2 2 2
6 5 5 4 4 4 2 32 5 2 2 2 2 1 79 4 3 2 1 1
7 5 5 4 4 3 3 33 5 2 2 1 1 1 80 4 2 2 2 2
8 5 5 4 3 3 2 34 5 1 1 1 1 1 81,82 4 2 2 2 1
9 5 5 3 3 3 3 35 4 4 4 4 4 4 83 4 2 1 1 1
10 5 5 3 3 2 2 36 4 4 4 4 4 2 84,85 3 3 3 3 3
11 5 5 2 2 2 2 37,38 4 4 4 4 3 3 86 3 3 3 3 3
12 5 4 4 4 4 3 39 4 4 4 4 3 1 87-90 3 3 3 3 2
13 5 4 4 4 4 1 40 4 4 4 4 2 2 91 3 3 3 3 1
lif 5 4 4 4 3 2 41-43 4 4 4 3 3 2 92-95 3 3 3 2 2
15,16 5 4 4 3 3 3 44 4 4 4 3 2 1 96 3 3 3 1 1
17 5 4 4 3 3 1 45 4 4 4 2 2 2 97-100 3 3 2 2 2
18 5 4 4 3 2 2 46-48 4 4 3 3 3 3 101-104 3 3 2 2 1
19,20 5 4 3 3 3 2 49,50 4 4 3 3 3 1 105 3 3 1 1 1
21 5 4 3 3 2 1 51-55 4 4 3 3 2 2 106-108 3 2 2 2 2
22 5 4 3 2 2 2 56 4 4 3 3 1 1 109 ,110 3 2 2 1 1
23 5 4 2 2 2 1 57,58 4 4 3 2 2 1 111 2 2 2 2 2
24 5 3 3 3 3 3 59,60 4 4 2 2 2 2 112 2 2 2 2 1
25 5 3 3 3 3 1 61 4 4 2 2 1 1
B. SECONDARY ORDER
15 17 15 15 13 12 12 59 10 10 8 8 6 6 84,85 9 9 9 9 9
16 17 14 14 13 13 13 60 8 8 8 8 8 8 87 9 9 8 8 5
19 15 14 12 12 11 8 62 12 10 10 9 9 6 88 9 8 8 7 6
20 15 13 12 12 11 9 63 11 10 10 10 8 7 89,90 8 8 8 8 6
26 13 11 11 11 7 7 64 11 10 10 9 9 7 92 8 8 8 6 4
27 13 11 10 10 8 8 65 11 10 10 10 5 2 93 8 8 7 5 5
37 15 15 15 15 11 11 66 11 10 9 8 7 3 94 8 7 6 6 6
38 15 15 14 14 12 12 67 10 10 9 9 6 4 95 7 7 7 6 6
ifl 14 14 13 12 10 7 68 10 10 9 8 7 4 97 7 7 6 5 5
if2 14 13 13 11 11 8 69 10 9 9 7 6 5 98,99 7 7 5 5 5
43 14 12 12 12 12 8 70 10 9 9 6 6 6 100 6 6 6 6 5
46 13 13 11 11 11 9 71 10 8 8 7 7 6 101 7 6 6 4 3
47 13 13 11 11 10 10 72 9 9 7 7 7 7 102 7 5 5 5 3
48 12 12 11 11 11 U 73 9 9 8 7 4 3 103,104 6 6 5 5 3
SI 12 12 U  11 6 6 74 9 9 8 6 4 4 106 6 5 5 5 3
52 12 12 10 10 8 6 75 9 8 7 7 5 2 107 6 5 5 4 4
2
1
2
1
1
1
2
1
1
3
1
2
1
1
1
2
1
1
1
1
2
1
9
5
6
6
2
3
3
3
4
5
5
2
3
3
2
2
continued
53 12 12 10 10 7 7- 76 9 7 7 6 6 3 108 5 5 5 4 4 3
54 12 n 11 9 8 7 77 8 8 7 6 5 4 109 5 4 4 3 2 2
55 11 11 10 10 8 8- 78 7 7 7 7 6 4 110 5 4 3 3 3 2.
57 11 11 8 8 7 3 81 7 6 6 5 4 2 H \*> io a a 4
58 11 10 10 8 7 4 82 6 6 6 4 4 4 S “o 13 12> ^  u n  3
C. TERTIARY ORDER
84 12 12 12 12 12 12- 90 6 6 5 5 5 5 103 5 5 4 '4  2 2
85 6 6 6 6 6 6 97 8 8 8 8 8 8 104 4 -4  4 4 3 3
89 12 12 10 10 10 10 98
9
5 5 5 5 4 4
TABLE 4.3b Classification of the Connected Graphs on 6 Points.
POSSIBLE METHODS OF DECORATING CLUSTERS OF FOUR POINTS.
TABLE 4.4
The fiv e  possible ways of decorating four points 
described in  terms o f species a, bt c, d and also sites  
1.2,3,4.
NUMBER OF DISTINCT DECORATED TOPOLOGICAL CLUSTERS OF FOUR POINTS.
configuration
type
Symmetry 1 2 3 4 5 %
1 cm2 1 1 1 1 1 5
2 1m2 ,lm2 1 2 3 4 6 16
3 lm2 1 3 4 7 1 2 27
4 3 m 1 1 2 2 3 4 1 2
5 2m 2 ,2m0 1 1 2 2 3 9
6 ImO 1 - 2 4 6 1 2 25
X 6 11 16 23 38 94
TABLE 4.5
The five columns give the number of decorated topologies 
of type n defined in table 4.4 for each of the undecorated 
topologies of type i=1 , 2 , 3 .....6 , shown in figure 3 .1 .
The symmetries for each four point cluster of figure 3«1 
given in second column of this table. The last row and 
column give the total of these numbers in columns 1 to 5.
type symmetry n i 1 2 3 4 5 6 7 £
A 1a3 1 8,13.17,18,19, 1 4 7 13 18 33 60 136
B 1ra1 1 7,14,16,21 1 3 6 10 16 30 6 0 126
C 1ra3 ,1ra3 2 3 ,1 0 , 1 2 1 3 5 8 11 18 30 76
D 3m3 3 6 1 3 4 7 8 13 2 0 56
E 2m 3 »2m 1 a 5 1 2 3 4 6 9 15 40
F 1m3,3nx3 4 2,4,15 V 2 3 4 5 7 1 0 32
G 5ra1 5 2 0 1 1 2 2 4 6 1 2 28
H 6ra3 6 9,11 1 2 2 3 3 4 5 2 0
I 10m3 1 0 1 1 1 1 1 1 1 1 7
1 J 21 58 97 161 227 397 718 1679
TABLE-----
Thee rows of the table represent the 9 d istinct types of 
decoration A . . . I  • The notation praq which describe the symmetry of the 
clusters i= (1 « ..,2 1 )  gives the number o f mirror planes p containing q 
sites  • The to ta l number  ^ of mirror planes being given by n . The 
columns 1 to 7 give the number of d is tin c t decorated topologies when 
the occupancies of the fiv e  sites are 
(a ,a ,a ,a ,a ) , (a ta ,a tavb ) ,(a ,a ,a tb ,b ) ,(a ,a ta ,b ,c ),
(a ,a ,b ,b ,c ) , (a ,a ,b ,c ,d ) ,(a ,b ,c ,d ,e )  
respectively, where atb ,c ,d ,e , represent d ifferen t species. The la s t  
row and column give the to ta l of these numbers in columns 1 to  7.
TABLE 4.7
The rows of the table represent the 20 distinct types of 
decoration A to T. The notation pmqt describing the 
symmetry of the clusters is(1 p 2 ,  3 t....t1 1 2 ) gives the
number of mirror planes p containing q sites. The total 
number of mirror planes being given by n. The columns 1 to 
11 give the number of distinct decorated topologies when the 
occupancies of the six sites are as given in table 4.2. The 
last column give the total of these numbers in
columns 1 to 1 1 .
SYMMETRY
TYPE
MIRROR 
SYMMETRY 
PLANES p 
SONTANING 
q POINTS
NO OF 
HIRROR 
LANES
CLUSTER
NUMBERS
1 2 3 4 5 6 7 8 9  10 11 12
1 A
2 B
3 C
4 D
5 E
NONE
1rn4
1m0
1m2
1m2
1m4
101,94,77 
73,76,58 
66,69,54 
63.64 
1 10,1 06 , 81  
79,107,92, 
75,67,68 
49,72,22 
20,14,19 
21,44,41 
112,103,53 
47
109,108,93
97,88,71
27,29,62,
18,15,42,
46
104,61,91, 
56,100,87 
59,51,50 
7,38
1 6 15 20 30 60 90 120 180 360 720 1602
1 5  11 14 21 38 54 72 102 192 360 870
1 3 9 10 15 32 48 60 90 180 360 808
1 4 9 12 16 20 33 60 92 180 360 787
1 3  7 8 10 15 33 39 54 126 180 476
0 r im*4 c IUC,0 CjJV M D 0 ID CM 33 MC oc yu I0U MOO
1m4 3 1 ,7 4 ,7 0
3 0 ,9 5 ,8 6
5 7 ,9 0 ,5 2
4 3 ,8 ,3 6
6 ,1 7 ,1 2
7 G 1m0 2 99 ,89 1 2 4 6 8 16 27 33 42 84 180 408
1m2
8 H 3m 4 3 8 3 ,7 8 ,2 3 1 4 7 8 13 19 24 33 40 60 180 397
65 ,
9 I 3m2 3 9 6 ,45 1 2 4 6 6 9 18 20 36 57 120 279
10 J 1m4 3 5 5 ,1 0 1 3 6 7 9 15 21 24 31 54 90 261
1m1!
1m 4
11 K 2m 2 4 32 ,25 1 3 5 6 8 13 18 21 30 51 90 246
2m 4
12 L 1m0 i) 105,98 1 2 5 5 7 14 18 21 29 51 90 243
1m2 4 0 ,37
2m 4
13 M 3m 4 4 3 3 ,2 8 ,2 6 1 3 5 6 18 12 15 19 24 38 60 191
1m1! 1 6 ,4 ,3
14 N 5m2 5 24 1 2 3 4 4 7 12 12 20 36 72 173
15 0 2m 2 5 6 0 ,1 1 , 1 2 4 4 5 8 12 12 17 33 45 143
4 8 ^
2ra4
1m4
16 P 6m 4 6 39 ,13 1 3 4 4 7 8 9 13 14 21 30 114
17 Q 3m2 6 1 1 1 ,85 ,84 1 1 3 3 3 8 10 12 14 22 30 107
3m 0
18 R 2m4 9 3 5 ,2 1 1 2 2 2 4 4 4 6 10 15 51
1m4
6m 2
19 S 10m 4 40 34, 1 2 2 2 3 3 3 4 4 5 6 35
30m2
20 T 15m4 45 1, 1 1 1 1 1 1 1 1 1 1 1 11
30m2
CHAPTER 5
CONCLUSIONS AND SUGGESTIONS 
FOR FUTURE RESEARCH.
The conclusions that can be drawn from the present study may be summarized 
as follows:
(1)
If all the divacancy clusters have the same energy of formation and energy 
of migration and have uniform condition, then the equilibrium distribution 
is always independent of the choice of the initial distribution.
(2)
Equilibrium distributions are the same using Markov chain theory and 
Boltzmann theory.
(3)
It is easy to use the Boltzmann method for calculating equilibrium 
distributions as described in section 2 .1 , since formation energies can be 
calculated more easily than migration energies.
(4)
At higher temperatures, equilibrium is achieved more easily. As the 
temperature decreases, more time is required - to achieve the equilibrium 
distributions.
(5)
At a particular temperature the equilibrium distributions are always 
independent of the choice of the initial distribution at time t=0 .
(6)
The equilibrium distributions are different at different temperatures.
The representation matrix and the reduced characteristic representation 
vector, which contain all the information to define a cluster uniquely are 
successful in enumerating the close-packed clusters of substitutional point 
defects in all single and some double lattice crystals (Ahmad et al 1983 
and Ahmad 1985). However they are unable to differentiate between two 
clusters with identical geometry but different environmental atoms. This 
sometimes occurs in multiple lattice crystals (Ahmad 1985). Using the
concept of topology of clusters as explained in chapter 3 , we can say that 
in any cluster in a crystal structure a minimum of two residents interact
with each other. In the representation matrices for the clusters, we
always write exact distances between the i,j sites of the cluster in the 
i,j position of the matrix. However in the matrix R, from a topological 
point of view, the A distance shows connectivity in the representation
topological matrix M. So the matrix R gives exact detail about the
geometry of the cluster, whereas the matrix M gives detail about the 
interaction between the residents on the sites of the cluster. But this is 
helpful only provided we know the type of potential among the atoms of the 
crystal structure. For most of the BCC metals like alpha iron and
tungsten, infomation about the potential is available as explained in
r
chapter 2. So we have to reclassify the different pure and mixed types of 
clusters on different lattices topologically.
Two clusters which are different geometrically may be the same 
topologically. In particular one cluster may be more close packed than the 
other geometrically but topologically be of equal close packing. 
Topologically a cluster is more closed packed than the other clusters with 
the same number of points if it has larger number of links. Figure 3.10 
provides examples of these statments. In these examples it is assumed that 
the interatomic potentials extend to only first nearest neighbours. For 
real materials longer range potential are needed.
(9)
In the present form of the matrices M we are unable to distingiush between 
pure and mixed types of clusters. Therefore in future it will be necessary 
to develop new topological matrices for these clusters.
(10)
The eigenvalues and eigenvectors for the matrices M could give interesting 
results and in future we will try to use these for the classification of 
the topologies of 2,3,4,5 and 6 points. In particular the eigenvalues and 
eigenvectors could provide useful information on changes in connectivity 
arising from the growth or contraction of clusters.
The numbers of decorated clusters in table 4.6 increase from left to right 
in columns 1 to 7 and in table 4.7 from 1 to 11 with increasing complexity 
of the decoration.
(12)
The number of decorated clusters decreases with increasing number of mirror 
planes, which is logical.
(13)
A group of clusters has the same number of decorations if the clusters have 
the same topological symmetry.
(14)
These topological symmetries are only observed from the connectivity 
relationships present among the sites of the clusters but not from the type 
of species on the sites. However we have to investigate the coloured 
symmetries because of the coloured links and species on the sites of the 
clusters.
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FIGUR 2.1(a, b, c, d, e) 11Mt
The variation of the distribution vector di of first, 
second, third, and fourth nearest neighbours divacancies in 
BCC crystals represented by A,B,C,D respectively. The 
results were obtained using Markov chain theory and all 
migration energies were assumed to be equal. The initial 
distributions, in figure 2.1 (a, b, c, d, e) are
1/4(1,1,1,1), (1,0,0,0,),(0 ,1,0 ,0), (0 ,0 ,1 ,0),
(0 ,0 ,0 ,1).
The equilibrium distributions are in all cases
(0.16, 0.12, 0.24, 0.48).
The units of time are arbitrary. These results are given in 
Tables 2.1(a, b, c, d, e).
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FIGURE 2.2
The variation of the equilibrium distributions 
(as given in table 2.3) using Boltzmann method and Markov 
chain method using formation and migration energies as given 
in tables 2.1 and 2.4 for the divacancies of type A, B, Cf D 
in alpha iron versus temperature from Tm/10 to Tm. where 
Tm=1535 C=1808.15 K is the melting temperature for BCC alpha 
iron.
FIGURE 2.3(a, b, c, d)
The variation of the the distribution vector Di of 
first, second, third and fourth nearest neighbour 
divacancies in alpha iron at temperature Tm, Tm/2, Tm/3,
Tm/4, for the initial distribution
1/4(1, 1, 1, 1)
in all cases. The results were obtained using Markov chain 
theory and all^migration energies are given in table 2.4. 
The matrices M used in equation n y t-o at the five temperatures 
are given in table 2.6. The equilibrium distributions are 
different at the different temperatures.
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FIGURE 2.4(a, b, c, d)
The variation of the individual distributions da, db, 
dc, dd for the four divacancies A, B, C, D in alpha iron at 
four temperatures Tm, Tm/2, Tm/3> Tm/M vresus time of
arbitrary units. The whole numerical dtata was used for the 
above plots. However sleeted distributions are given in 
tables 2.7 (c, d) at temperature Tm/3i Tm/i|.
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The Johnson alpha-iron potential $ used in the 
simulations. The first and second nearest 
neighbour distances are indicated by 1 and 2 
on the r/a axis; a is the lattice parameter.
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FIGURE 2.6 j^e Miller molybdenum potential * used in the 
computer experiments. The first and second 
nearest neighbour distances are indicated by 
1 and 2 on the r/a axis where a is the lattice 
parameter. .
bFIGURE 2.7
Characteristic shape of migration barrier for vacancy 
clusters in BCC crystals.
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FIGURE 2.8
The shape and the height of the potential energy barriers 
obtained using the Johnson alpha iron potential (Malik 
1982).
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T o p o l o g i e s  of 3, *•, 5 p o i n t s  c l u s t e r s .
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FIGURE 3.2
The 112 6-ponit topologies.
FIGURE 3.3
The six geometries of the Desargues-Levi graph 
having the same topologies.
FIGURE 3.4
Derivation of the canonical numbering for the vertices 
of the Desargues-Levi graph with one of the 240 possible 
final labellings.
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GURE 3.5
Clusters of 2,3,4 and 5 points labelled 
wording to the procedure in the section 3.2.2.
FIGURE 3.6
The 112 6-point clusters are given with labelling 
defined as in section 3.2.2.
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FIGURE 3.7
Systematic growth and contraction of clusters of 
6,5,4,3 and 2 points. All the topologies shown in figure 
3.1, 3.2 can be obtained by inserting and removing links in 
the above topologies.
FIGURE 3 . 8
The two vacancy-solute clusters with 
environments having different topologies.
different
FIGURE 3.9
Topological structure of BCC crystal having first and 
second nearest connective neighbours.
FIGURE 3.10
Distinct vacancy clusters of 2, 3» and 4 points in a 
simple cubic crystal structure. All clusters are 
geometrically different. The two tri-vacancy clusters have 
same topology but with different geometry. The
tetra-vacancy clusters are different geometrically and 
topologically.
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FIGURE 4.1
Decoration of  2, 3 and 4 point clusters by
composition as defined in table 4.4.
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FIG U R E 4.2a
Examples of seven types of decoration of cluster 
5 .21.
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FIGURE 4.2b "
The variants of the (3, 2, 0, 0, 0) decoration
of cluster 5.21.
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Bold face lines m and shaded planes in clusters
show mirror planes in five point clusters. Cluster number 
is given below to each cluster. 1» 2, 3» 4, 5 show sites in 
a cluster. The capital letteres A, B, ...I show mirror 
symmetry group as given in the second column of table 4.6.
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FIG U R E l i . l t
The 112 six point clusters grouped according to 
topological symmetries into 20 groups A to T. In each group 
every cluster has been shown in the most symmetric way.
o* <^> <Q>
103 53 47
5 * &  B> O
109 108 93 9?
o  o
88 71
27 2 9
18 15 42 46
<J> <> O
<r\ A  91
y<I <X - <Xl ^
102 82 8Q 3l
<K <N O -
^  <^ >
86 57 50 W
12
€> ^
99
X  h  ^

N ^
24
0
E R I I U C Q G ! '  ! ? [ ? f
