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We investigate the coherence and steady-state properties of the Jaynes-Cummings model subjected
to time-delayed coherent feedback in the regime of multiple excitations. The introduced feedback
qualitatively modifies the dynamical response and steady-state quantum properties of the system
by enforcing a non-Markovian evolution. This leads to recovered collapses and revivals as well as
non-equilibrium steady states when the two-level system (TLS) is directly driven by a laser. The
latter are characterized by narrowed spectral linewidth and diverging correlation functions that are
robust against the time delay and feedback phase choices. These effects are also demonstrated in
experimentally accessible quantities such as the power spectrum and the second-order correlation
function g(2)(τ) in standard and widely available photon-detection setups.
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Introduction.— Time-delayed feedback combines the
effects of information coupling back from the environ-
ment with the non-trivial dynamics introduced by the
memory of the process both in classical and non-classical
(coherent) systems [1–6]. In case of a short feedback,
where time delay is negligible, the evolution of the system
shows reduced or enhanced system-reservoir coupling,
which can be modelled within a Markovian framework
[7–9]. For longer loops, however, the non-Markovian na-
ture of the process becomes significant, which introduces
non-trivial, time-delayed dynamics [10–19]. This dynam-
ical aspect has been used for classical control in the field
of nonlinear dynamics and chaos [4, 5, 20], with special
focus on Pyragas-type feedback for laser dynamics based
on the Lang-Kobayashi semiclassical description [11, 21–
25]. In the realm of quantum optics, these dynamical
features are complemented with a direct influence on the
system-reservoir coupling, resulting in suppressed deco-
herence. The combination of non-trivial dynamics and
enhanced coherence provides a wider range of control
over such intrinsic quantum features as squeezing or an-
tibunching that are potentially detectable at the system
output [26–28].
In the simplest case time-delayed coherent feedback
(TDCF) can be realized by directly – without any inter-
mediate measurement – coupling back one of the output
channels of the system into one of the input channels, as
shown in FIG. 1. This structured system-reservoir cou-
pling affects one degree of freedom in the system, and, if
this is the only system variable, the dissipative dynam-
ics leads to a fixed steady state. A classic example is
the driven two-level system (TLS) in front of a mirror
[29–31], which has also been extensively studied experi-
mentally [32–35]. Probing the TLS in this setup with a
coherent excitation shows feedback-induced peaks in the
power spectrum as well as enhanced or reduced bunching
or anti-bunching, which are sensitive to the exact value
of the feedback phase. These properties are related to
the entanglement building up between system, feedback
loop and reservoir [31].
As soon as an enhanced and localized interaction is
introduced between light and matter, such as in a cav-
ity, where only the optical field is affected by feedback,
signatures of more complex long-time dynamics, such as
persistent oscillations, have been shown [27, 28, 36–39].
These solutions are related to the internal coherent dy-
namics of the system that is protected from the intrinsi-
cally dissipative nature of TDCF and, thus, can be en-
hanced with the help of its coherence-recovering proper-
ties. This, however, so far has only been demonstrated
in the single-excitation or linear regime, which limits the
feasibility of experimental characterization and verifica-
tion. To overcome these limitations, considerable efforts
have been made to develop a numerical method that
enables the description of a coherently probed system
[31, 39–43].
In this Letter, making use of one of the most well-
established techniques [31], we consider the Jaynes-
FIG. 1. Schematic of the setup. We consider the standard
Jaynes-Cummings model, where the TLS couples to the cav-
ity field with a strength of g. The waveguide field is coupled
to the cavity field at two points, with respective decay rates
κ1,2, forming a coherent unidirectional feedback loop. A co-
herent driving field can also be considered for the TLS with
a strength EA.
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2Cummings model with a coherent initial photonic state or
with coherent driving of the TLS. We show that the oscil-
latory steady-state is not unique to the single-excitation
subspace. Proving the truly coherent nature of TDCF,
we recover the well-known collapse-revival phenomenon
in the non-driven case [19, 44–46]. Additionally, a con-
siderable robustness of stabilized oscillations against the
choice of the feedback phase and delay time is demon-
strated in the driven scenario. The long-time dynam-
ics is accompanied by persistent oscillations in both the
first- and second-order correlation functions, with diverg-
ing correlation lengths, which translates as a linewidth
narrowing in the power spectrum. In the strongly driven
case a collapse-revival-type phenomenon is found with
extra frequencies emerging as a result of TDCF [39].
Model.— We consider the Jaynes-Cummings model
with a potential, direct coherent excitation of the TLS.
The Hamiltonian is a combination of three contributions;
the Jaynes-Cummings closed system Hamiltonian HˆJC,
the coherent driving Hˆdr, and the system-reservoir in-
teraction HˆSR. All interactions are considered in the
rotating-wave and dipole approximations:
Hˆ = HˆJC +Hdr +HSR, (1)
HˆJC = ~ωCaˆ†aˆ+ ~ωAσˆz + ~g
(
aˆ†σˆ− + σˆ+aˆ
)
, (2)
Hˆdr = ~EA
(
σˆ+e−iωLt + σˆ−eiωLt
)
, (3)
HˆSR = ~
∫ {
ωbˆ†ω bˆω + i
[
γ∗(ω)bˆ†ωaˆ− γ(ω)aˆ†bˆω
]}
dω,
(4)
where aˆ, σˆ−, bˆω are lowering or annihilation operators,
ωC , ωA, ω are the frequencies of the cavity, TLS and the
reservoir excitations, respectively, EA is the driving field
amplitude for the TLS, and g is the coupling strength
between the TLS and the cavity. In the following, we
assume resonant cavity-emitter and laser-emitter inter-
actions (ωC = ωL = ωA). The coupling between the
cavity and the reservoir becomes frequency dependent
due to TDCF [38]: γ(ω) = γ1 exp[−i(ωτ/2 − φ1)] +
γ2 exp[i(ωτ/2 + φ2)] (γ1 (γ2) is the coupling strength
through the left (right) mirror [47]. For the sake of sim-
plicity, the free emission of the TLS, which we expect to
contribute as an extra linewidth broadening, is ignored.
Moving into a frame rotating at the TLS resonance fre-
quency we obtain
Hˆ(t) =~g
(
aˆ†σˆ− + σˆ+aˆ
)
+ ~EA
(
σˆ+ + σˆ−
)
(5)
+ i~
{[√
2κ1bˆ
†(t) +
√
2κ2bˆ
†(t− τ)eiφ
]
aˆ
−H.c.} , (6)
where we use the Fourier transformed reservoir op-
erator bˆ†(t) = 1√
2pi
∫
ei[(ω−ωA)(t+τ/2)−φ1]bˆ†ωdω, and√
2κj = γj
√
2pi. The feedback phase, φ =
mod2pi (ωAτ + φ2 − φ1), describes the phase relationship
between the returning and emitted field at mirror 1.
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FIG. 2. Suppressed and recovered revivals in the TLS popula-
tion inversion (upper panel) and the Fourier transform (lower
panel) as a result of destructive and constructive feedback,
respectively. Rabi frequencies are shown with dashed grey
lines. κ1 = g/100, κ2 = 4g/100, gτ = 0.04, |α|2 = 6, constr
fb: φ = pi, destr fb: φ = 0.
This Hamiltonian considers a feedback reservoir that
couples to the system at two different times. In other
words, a memory is introduced for the vast environment
that supports non-Markovian system dynamics. In some
sense, the feedback loop together with the original system
constitutes an effective coherent quantum system. Due
to the fundamental issue of keeping track of the system
excitations through a vast environment, numerical meth-
ods have been introduced based on various approxima-
tions to overcome this limitation [31, 39–43]. One of the
most efficient techniques represents the system and reser-
voir states together at various times as a Matrix Product
State (MPS) [48]. Following Ref. [31] we model the dy-
namics by representing the state of the system at a given
time and the state of the reservoir in short timebins to-
gether as an MPS (|Ψ(t)〉). Then, using the quantum
stochastic Schro¨dinger equation approach [49], each time
step in the evolution is obtained by acting with the dis-
cretized unitary dUˆ(t) = exp
(
− i~
∫ t+dt
t
Hˆ(t′)dt′
)
on the
wave function |Ψ(t+ dt)〉 = dUˆ(t)|Ψ(t)〉 [31, 47].
Transient dynamics without driving.— One of the most
prominent features of the Jaynes-Cummings model is the
collapse-revival phenomenon. In this case a closed system
is considered with the cavity field initialized in a coherent
state, and the TLS in its ground state. After an initial
destructive interference-induced collapse, revivals of the
cavity and TLS populations can be observed as the coher-
ence in the system enables rephasing. This phenomenon
stems from the uniquely quantum mechanical nature of
the system and the strong coupling between cavity and
TLS [50].
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FIG. 3. First-order (upper panel) and second-order (lower
panel) correlation functions settling around 1 without feed-
back and oscillating with feedback. φ = pi/2, g = 0.2, EA =
0.01, κ1/g = 0.6125, κ2/g = 0.6, gτ = 1.8.
Opening the system to its surroundings gives an overall
exponentially decaying envelope to the cavity and TLS
populations. In order to demonstrate qualitative change
as a result of coherent feedback, we choose a regime where
no revival can be observed without feedback (blue dash-
dotted line in FIG. 2). Introducing constructive feedback
in this case (destructive interference between the return-
ing and emitted field, i.e. φ = pi) recovers a similar evolu-
tion (green solid) as expected for a closed system (black
dotted line), with partial revivals. Meanwhile, a destruc-
tive feedback (constructive interference at the point of
interaction (φ = 0)) accelerates the population damp-
ing. This finding is further emphasized by the Fourier
transform of the time trace, where the distinct peaks rep-
resenting the Rabi frequencies of the closed system [50]
become more (less) pronounced as a result of constructive
(destructive) feedback [47].
With a lower number of excitations in the system, our
simulation can also determine steady-state properties of
the system. However, in order to get a non-trivial steady-
state, we consider continuous, coherent driving of the
TLS that is strong enough to give more than one excita-
tion at a time in the system, but also weak enough for our
simulation method to reliably determine the steady-state
correlation functions and power spectrum.
Diverging correlation functions with TLS driving.—
Previous works have shown stabilization of Rabi oscil-
lations as a result of TDCF in the single-excitation limit
when the condition gτ+φ = (2n+1)pi (n ∈ Z) is satisfied
[37, 38]. In this Letter, we extend the scope of this work
by considering coherent driving of the TLS, generating
multiple excitations in the system. We choose to excite
the TLS instead of the cavity as this scheme proves to
be more efficient in activating the intrinsic non-linearity
of the system [51]. Starting from the cavity vacuum and
TLS ground states, the TLS excitation and cavity pho-
ton number show transient initial oscillations due to ex-
citation exchange after turn-on of the driving field, be-
fore converging, in the case of no feedback, to a constant
steady state after a time depending on the cavity loss and
driving strength. With feedback, however, the time evo-
lution can reach a limit cycle around gτ+φ = npi (n ∈ Z),
giving rise to persistent oscillations [47]. To connect the
impact of TDCF to experimental accessible quantities,
we consider the photon correlation functions of first- and
second-order in the long-time limit:
g(1)(τp) = lim
t→∞
〈
bˆ†(t)bˆ(t+ τp)
〉〈
bˆ†(t)bˆ(t)
〉 , (7)
g(2)(τp) = lim
t→∞
〈
bˆ†(t)bˆ†(t+ τp)bˆ(t+ τp)bˆ(t)
〉〈
bˆ†(t)bˆ(t)
〉
2
. (8)
Without feedback these correlation functions tend to
1 due to the coherent driving field, as can be seen in
FIG. 3 (maroon and navy blue dashed lines). With feed-
back, persistent oscillations are evident in the correlation
functions as well, signalling a highly non-classical output
field. In the parameter regime of FIG. 3, these oscilla-
tions only damp due to the imbalance of the cavity mirror
transmissions resulting in an effective decay of the cavity
field (orange and blue solid lines) [47].
Note that as the second-order correlation function de-
viates from 1, this highly non-classical process cannot
be described using a linear or semiclassical model [47]
and is a result of a feedback-induced enhanced coherence
in the system. The reported characteristic second-order
correlation function can, in principle, be observed experi-
mentally using a coincidence measurement on the output
field [52].
Sweeping through a range of time delays while keeping
the feedback phase fixed, we find that the non-linear char-
acter of the delayed dynamics together with the driving
ensures an increased robustness of the above described
unique features against the variation of the time delay
[47]. This is in contrast with what was observed in the
case of, for example, the degenerate parametric ampli-
fier with feedback, where the parameters had to be set
precisely [28].
Power spectrum.— The characteristic dynamical fea-
tures of the first-order correlation function can, in prin-
ciple, be observed experimentally using a spectrum ana-
lyzer. The incoherent part of the obtained power spec-
trum is evaluated by taking the Fourier transform of g(1)
as
S(ω) = 2<
∫ ∞
0
[
g(1)(τp)− g(1)(∞)
]
eiωτpdτp. (9)
Plotting power spectra over a range of time delays in
FIG. 4 [53], the above mentioned resonances are distin-
guished by narrowed linewidth at ±g. Note that these
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FIG. 4. Power spectra for various feedback delays (coloured
curves at gτ = 0.2 + 0.4j, j ∈ {0, ..., 8}) and without feed-
back (black curve). The resonances show up as Rabi split-
tings with narrowed linewidth and some resonant contribu-
tion. The spectra are normalized to their maximum value.
φ = pi, g = 0.2, EA/g = 0.05, κ1/g = 0.6125, κ2/g = 0.6
.
sharp features can be observed over a wide range of feed-
back delays, which confirms the previously mentioned ro-
bustness against experimental parameter fluctuations.
The specific value of the time delay in the feedback
loop has a non-trivial influence over the dominant fre-
quencies in the dynamics. For short delays (gτ ≈ 0.6)
the effective coupling between the cavity and the TLS is
reduced, shifting the side peaks closer to resonance. As
the delay increases, other peaks appear in the spectrum
that can be interpreted as a result of a strong dynami-
cal coupling between the timescale of the feedback and
the cavity-TLS coupling. These spectral features are the
results of the non-linear delayed dynamics and, thus, can-
not be recovered by considering a linear model [47].
Focusing on the special case where the feedback phase
is φ = pi, the effective dissipation rate of a symmetric
cavity (κ1 = κ2) approaches zero for times longer than
the delay time [47]. In this case, the above presented
condition for persistent oscillations simplifies to gτ = pi.
Due to the phase difference, a destructive interference
between the cavity field, the feedback, and the exter-
nal driving causes suppressed excitation at the place of
the TLS – similar to that found in [54]. Therefore, in
this exceptional case, the above condition also means in-
creased mean TLS population in comparison to the cases
with different delay values [47]. Meanwhile, the excita-
tions in the cavity form an almost coherent field with
g(2)(∞) = 1.
Transient dynamics with strong TLS driving.— In-
creasing the atomic driving strength, the mean photon
number grows in the cavity even with no initial excita-
tion. Introducing an imbalance in the mirror transmis-
sions, the TLS population increases as well. Considering
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FIG. 5. Time evolution of the system for strong TLS driving
with and without feedback (upper panel). The Fourier trans-
form of the dynamics with grey dashed lines representing the
Rabi frequencies (lower panel). κ1 = g/100, κ2 = 4g/100,
EA = 2g, gτ = 0.04, constr fb: φ = pi, destr fb: φ = 0.
a regime where the system populations decay without
feedback (dash-dotted blue curve in FIG. 5), construc-
tive feedback (φ = pi, green solid curve) causes a sim-
ilar collapse-revival as in the case of FIG. 2. Compar-
ing the irregular revivals with the closed system dynam-
ics at the same driving strength (black dotted curve) in
FIG. 5, a qualitative agreement can be observed. The
quasi-eigenstates of this Hamiltonian are displaced Rabi
doublets [55]. As such they involve a coherent cavity-
field contribution supporting the emergence of revivals
which become mostly dominant at large driving strengths
(EA > g) [47].
Taking the Fourier transform of these time traces, ex-
tra peaks can be observed for constructive feedback com-
pared to the intrinsic frequencies of the closed system
(lower panel of FIG. 5). Looking at the same with respect
to the cavity field, these frequencies appear in the closed
system dynamics as well [47]. Thus, we suggest that the
extra peaks are a result of TDCF – consisting mainly
of coherent cavity field contributions – driving the TLS.
Although it is important to note that the Fourier trans-
formation was only taken over a short time trace, sig-
natures of such feedback-induced ”half-frequencies” have
also been reported for coherent cavity driving in [39].
Conclusion.— In this Letter we investigate the ef-
fect of TDCF on the dynamical and steady-state prop-
erties of the Jaynes-Cummings model with multiple ex-
citations. The presented characteristics are explored us-
ing an MPS-based approach in the limiting cases of high
excitation and long time delay. TDCF is demonstrated
to recover the well-known collapse-revival dynamics of
TLS and cavity populations without driving, and causes
similar TLS population dynamics in case of a strong co-
5herent TLS driving. For weaker driving we observe per-
sistent population oscillations that involves multiple ex-
citations (cf. [37, 38]) and are accompanied with oscil-
lating, diverging first- and second-order correlation func-
tions around 1. The peculiar behaviour of the correlation
functions strengthens the quantum mechanical origin of
these features. The presented results highlight the most
crucial properties of TDCF. They show that coherence
can be recovered and/or enhanced [56] while combining
the diverse dynamical and quantum properties of a sys-
tem [11, 27, 28]. This is possible due to the the strong
entanglement building up between part of the environ-
ment – the feedback loop – and the system. The re-
ported striking behaviour in the observables can also be
experimentally verified using common spectroscopic and
coincidence measurements.
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SI. OUTLINE
In this Supplemental we justify some of the claims in the main text that seem intuitive but non-trivial. In Section
SII we give a brief derivation of the Hamiltonian used in the main text. Then, in Section SIII more details are given
about the numerical method used in the simulations. Section SIV clarifies the role of the feedback phase in the
dynamics of the system.
One of the most important results of the Letter is the emergence of feedback-induced resonance-type dynamics
that appear as persistent oscillations in the time evolution of the cavity and two-level system (TLS) populations, as
well as in the output field (Section SV). It is also described by oscillatory correlation functions, which results in a
narrowed linewidth in the power spectrum. This and other feedback-induced features of the power spectrum cannot
be recovered using a linear semiclassical model as shown in Section SVI. The resonances appear periodically as the
time delay in the feedback loop is varied. We demonstrate in Section SVII that the emerging oscillatory behaviour
of the population dynamics and the correlation functions show robustness against the variation of the time delay and
phase. Finally, in Section SVIII, we aim to explain the origin of the peculiar collapse-revival-type dynamics in the
TLS population present for stronger TLS driving in the main text.
∗ nemet.nikolett@wigner.hu
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2SII. DERIVATION OF THE INTERACTION HAMILTONIAN
Let us consider quantized modes of a one-dimensional waveguide with infinite length, bˆω. The origin of our coor-
dinate system can be chosen arbitrarily, thus, we take it to be in the middle (x0 in FIG. S1). Therefore, the points
of frequency-independent coupling between the system (cavity, aˆ) and the waveguide (bˆω) modes are at x1 = −c τ2
and x2 = c
τ
2 , where τ is the time delay associated with the length of the feedback loop. This implies the following
coupling for plain-wave modes:
HˆSR =~
∫ {
ωbˆ†ω bˆω − i
(
aˆ+ aˆ†
) [
γ1
(
bˆωe
−i(ωτ/2−φ1) − bˆ†ωei(ωτ/2−φ1)
)
(S1)
+γ2
(
bˆωe
i(ωτ/2+φ2) − bˆ†ωe−i(ωτ/2+φ2)
)]}
dω (S2)
where φ1 and φ2 are phase shifts obtained during the interaction (reflection or scattering).
FIG. S1. Schematic of the cavity-waveguide coupling. Cavity mode aˆ couples to the propagating modes of the waveguide
(
bˆω
)
at two distinct points x1 and x2 with coupling strengths γ1 and γ2, respectively.
Using the rotating-wave approximation we obtain the system-environment interaction Hamiltonian used in the main
text. This means that the overall phase shift obtained in the feedback loop is composed of the phase shifts at the
point of interaction and the wave propagation.
SIII. MPS ALGORITHM
In the main text we defined the combined system-reservoir Hamiltonian in equations (1)-(4). Moving into an
interaction picture in a frame rotating by the atomic resonance frequency, the composite wave function |Ψ(t)〉 evolves
according to the Schro¨dinger equation:
d
dt
|Ψ(t)〉 =− i
~
Hˆ(t)|Ψ(t)〉, (S3)
Hˆ(t) = ~g
(
aˆ†σˆ− + σˆ+aˆ
)
+ ~EA
(
σˆ+ + σˆ−
) ⇒HˆS (S4)
+ i~
{[√
2κ1bˆ
†(t) +
√
2κ2bˆ
†(t− τ)eiφ
]
aˆ− aˆ†
[√
2κ1bˆ(t) +
√
2κ2bˆ(t− τ)e−iφ
]}
⇒HˆR. (S5)
In other words, as we consider both the system and reservoir in our quantum mechanical picture, the time evolution
is unitary:
|Ψ(t)〉 = Uˆ(t)|Ψ(0)〉 (S6)
Uˆ(t) = T← exp
[
− i
~
∫ t
0
Hˆ(t′)dt′
]
(S7)
where T← signals a time-ordering operation on the terms of the exponential. In order to numerically simulate the
time evolution of the wave function, a coarse-graining of this unitary action is necessary as highlighted in the main
text. It is important to take small enough time steps dt that the evolution is faithfully captured, but also long enough
so that the correlations in the reservoir are negligible. Then
|Ψ (tk+1)〉 = dUˆ(tk)|Ψ (tk)〉 (S8)
dUˆ (tk) = Uˆ (tk+1) Uˆ
† (tk) = exp
[
− i
~
∫ tk+1
tk
Hˆ(t′)dt′
]
=
∑
n
[MS (tk) +MR (tk)]
n
n!
(S9)
3where tk = k ·dt, k ∈ N. The time integral of the reservoir operator bˆ(t) describes a stochastic process, more specifically
a Wiener process [1, 2]. Thus, each small integral contribution in (S9) is associated with a Wiener increment:
Rˆ(t) =
∫ t
0
bˆ(t′)dt′, (S10)
dRˆ(tk) = Rˆ (tk+1)− Rˆ (tk) =
∫ tk+1
tk
bˆ(t′)dt′ = dRˆk. (S11)
As the time step is very short, we can consider a series expansion instead of the exponential such that
dUˆ (tk) =
∑
n
[MS (tk) +MR (tk)]
n
n!
(S12)
MS (tk) = − i~HˆSdt (S13)
MR (tk) =
{[√
2κ1dRˆ
†
k +
√
2κ2dRˆ
†
k−Le
iφ
]
aˆ−H.c.
}
. (S14)
For each Wiener increment - as they are independent from each other - we define a Fock basis. Thus, the wave
function is a combination of system basis functions as well as these Fock bases. An effective description of this chain
can be seen in FIG. S2. The coefficients of the many-body (system + multiple times) basis are separated by singular
value decomposition into matrices. To limit the state space, only those basis functions are considered that are relevant,
i.e. where the singular values are above a certain threshold.
SdRL+1dRk dRL dRL-1 dR1
time-local,
Markovian
time-nonlocal,
non-Markovian
SdRkdRN dRk-1 dRk-L dR1{
input
states
system
states
feedback loop
states
output
states
{ {{
unitary
time-evolution
FIG. S2. MPS wave function before and after the time evolution.
Each bin has an extra index that corresponds to the physical (system or Fock) basis function. Thus, calculating
expectation values can be done by taking the dual or conjugate of the wave function (represented by an upside-down
chain in FIG. S3) and contracting the indices of the observable with the corresponding physical indices.
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FIG. S3. Calculating system expectation values.
In each time step (tk), the past bin (dRk−L) is moved next to the system bin by SWAP operations. Afterwards the
stepwise unitary acts the three bins; the present (dRk), the system (S) and the past (dRk−L) bins entangling them.
Finally, the past bin is moved back. A more detailed description can be found in [3].
The timebins with which the system already interacted with twice, can be considered the output field increments.
Therefore, looking at their coherences at different times provides the first-order correlation function:
g(1)(tN−L, τp) =
〈
dRˆ†(tN−L)dRˆ(tN−L−p)
〉
(S15)
4where N is the number of timebins and τp = pdt, p ∈ N. The expectation value is evaluated similarly to the previous
cases. The only difference is that the contractions with the operators are done at two different timebins (FIG. S4).
Similarly, the second-order correlation function can be evaluated as
g(2)(tN−L, τp) =
〈
dRˆ†(tN−L)dRˆ(tN−L)dRˆ†(tN−L−p)dRˆ(tN−L−p)
〉
(S16)
which can be observed using coincidence measurements.
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FIG. S4. Schematic of the cavity-waveguide coupling. Cavity mode aˆ couples to the propagating modes of the waveguide
(
bˆω
)
at two distinct points x1 and x2 with coupling strengths γ1 and γ2, respectively.
The other observable, the power spectrum is directly determined from the first-order correlation function:
S(ν) = 2
dt
<
[
pmax∑
p=0
lim
tN−L→∞
g(1)(tN−L, τp)eiντp
]
(S17)
where pmax is the maximum number of timebins over which the correlations are calculated.
SIV. VARYING THE FEEDBACK PHASE IN THE HEISENBERG PICTURE
In order to understand the role of the phase relationship in the dynamics, it is useful to derive the Heisenberg
equations of motion for the cavity field. Using the Hamiltonian (1)-(4) from the main text, we obtain the following:
d
dt
aˆ(t) = −iωC aˆ(t)− igσˆ−(t)−
∫
γ(ω)bˆω(t)dω (S18)
d
dt
σˆ−(t) = −iωAσˆ−(t) + igσˆzaˆ(t) + iEAσˆz(t) (S19)
d
dt
bˆω(t) = −iωbˆω(t) + γ∗(ω)aˆ(t) (S20)
Formally integrating the last one
bˆω(t) = bˆω(0)e
−iωt + γ∗(ω)
∫ t
0
aˆ(t′)e−iω(t−t
′)dt′ (S21)
and substituting it back into the equation of motion for aˆ we obtain:
d
dt
aˆ(t) = −iωC aˆ(t)− igσˆ−(t)−
∫
γ(ω)bˆω(0)e
−iωtdω −
∫
|γ(ω)|2
∫ t
0
aˆ(t′)e−iω(t−t
′)dt′dω. (S22)
Let us look at the last two terms in more details:
−
∫
γ(ω)bˆω(0)e
−iωtdω = −
∫ [
γ1e
−i(ωτ/2−φ1) + γ2ei(ωτ/2+φ2)
]
bˆω(0)e
−iωtdω
=
√
2κ1bˆin(t) +
√
2κ2bˆin(t− τ)eiφ′ (S23)
5where bˆin(t) = −1/
√
2pi
∫
bˆω(0)e
−i[ω(t+τ/2)−φ1]dω is a δ-correlated input field and φ′ = φ2 − φ1. This is where the
non-Markovian nature stems from.
−
∫
|γ(ω)|2
∫ t
0
aˆ(t′)e−iω(t−t
′)dt′dω = −
∫ t
0
aˆ(t′)
∫
|γ(ω)|2e−iω(t−t′)dωdt′
= −
∫ t
0
aˆ(t′)
∫ [
γ21 + γ
2
2 + 2γ1γ2 cos (ωτ + φ
′)
]
e−iω(t−t
′)dωdt′
= −
∫ t
0
aˆ(t′) {2 (κ1 + κ2) δ(t− t′)
+2
√
κ1κ2
[
δ (t− t′ + τ) e−iφ′ + δ (t− t′ − τ) eiφ′
]}
dt′
= −(κ1 + κ2)aˆ(t)− 2√κ1κ2aˆ(t− τ)eiφ′ (S24)
The first term is the normal cavity decay. The second term provides the feedback effect. If we take the zero-delay case
(τ = 0), then the feedback phase determines the effective influence of the reservoir on the system. For a destructive
feedback φ′ = 2npi, n ∈ N the effective decay rate is higher than in the without feedback case.
For constructive feedback (φ′ = (2n + 1)pi, n ∈ N the effective decay rate is reduced. Note that here, we consider
no loss in the feedback loop, thus for a symmetric cavity the decay is completely eliminated. The imbalance between
the two sides leads to optical field leakage that is not compensated for by the destructive interference at the first
mirror. Finally, if the feedback phase is φ′ = pi/2 + 2npi, n ∈ N, part of the incoherent influence of the environment is
converted into an effective coherent self-driving.
All these contributions can be incorporated in a Markovian description as was done in [4, 5]. However, the longer
the feedback loop gets, the more influence the time delay has over the dynamical features of the system. This can
completely overwrite the expected decay processes as was seen e.g. in FIG. S6 where instead of suppressed atomic
excitation, persistent oscillations are observed.
SV. RESONANCES IN THE TIME DOMAIN
A. System dynamics
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FIG. S5. System dynamics reaching a steady state without feedback (upper panel) and showing persistent oscillations with
feedback at gτ = 1.6 (lower panel). φ = pi/2, g = 0.2, EA/g = 0.05, κ1/g = 0.6125, κ2/g = 0.6
As it is also mentioned in the main text, stabilized Rabi oscillations have been demonstrated in the single-excitation
limit when gτ + φ = 2npi, n ∈ Z [6, 7]. In the present work we also see that driving the TLS with a coherent field
results in a clear steady-state system population (upper panel in FIG. S5), which is altered by the introduction of
TDCF (lower panel in FIG. S5).
The changing steady-state populations are a result of altered fix points due to the modified effective decay rates
presented in the previous section. Varying the value of the time delay at a fixed feedback phase, however, can also
6introduce extra dynamical features due to emerging Hopf bifurcations [8, 9]. These are stability changes in the system
and manifest as persistent oscillations in the dynamics. In subsequent sections we see that these oscillations occur
periodically at certain values of the time delay and can always be described by the single Rabi frequency.
B. The special case of φ = pi
Let us present a special case of feedback phase, the so-called constructive feedback. In this case, - as was also shown
in the previous section - the effective decay rate of the cavity vanishes. This resembles the scenario described in [10]
where in a closed system coherent cavity field builds up that destructively interferes with the coherent TLS driving
field. This results in a suppressed TLS population.
Here, the effectively closed system (after the first roundtrip in the feedback loop) gives a similarly suppressed
steady-state TLS population (navy curve in FIG. S6). Reaching a certain value of the time delay, however, can
enhance this population by introducing similar persistent oscillations as before (green curve).
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FIG. S6. System dynamics to the steady state with feedback at two different time delays. The destructive interference between
the driving field and the cavity field leads to suppressed TLS excitation. φ = pi, g = 0.2, EA/g = 0.05, κ1/g = κ2/g = 0.6125
C. Output field dynamics
                    
gt
      
      
      
      
      
 2
 X W
 S X
 W  S
 K R
 W R
 Q 
 I O X
 [
        
        
   
   
      H         H   Q R  I H H G E D F N
 Z L W K  I H H G E D F N
FIG. S7. Output photon flux corresponding to FIG. S5.
In order to show that the observed resonances are not only related to a reduced output field behaviour that recovers
a hidden system dynamics, we also investigated the output photon flux of the system. In FIG. S7 we see that the
original steady state in the case without feedback is replaced by a similar oscillatory behaviour as in case of the cavity
and atomic fields. Thus, we can conclude that the created resonance is a state that is shared between the system and
the environment, a truly non-Markovian feature.
7SVI. POWER SPECTRA WITH COUPLED OSCILLATORS
Delayed equations of motion can be handled easily in the linear regime by moving into the frequency domain. In this
case we assume that the atom is barely excited or that there is only a single excitation in the whole system+reservoir
complex [7]. Using this approximation together with the previously determined effective role of the non-Markovian
environment on the dynamics we obtain the following set of equations of motion from (S18)-(S20) in the frame rotating
by the atomic resonance frequency:
d
dt
aˆ(t) = −igσˆ−(t)− (κ1 + κ2 + i∆) aˆ(t)− 2√κ1κ2aˆ(t− τ)eiφ +
√
2κ1bˆin(t) +
√
2κ2bˆin(t− τ)eiφ (S25)
d
dt
σˆ−(t) = −i∆σˆ−(t)− igaˆ(t)− iEA (S26)
d
dt
aˆ†(t) = igσˆ+(t)− (κ1 + κ2 − i∆) aˆ†(t)− 2√κ1κ2aˆ†(t− τ)eiφ +
√
2κ1bˆ
†
in(t) +
√
2κ2bˆ
†
in(t− τ)eiφ (S27)
d
dt
σˆ+(t) = i∆σˆ+(t) + igaˆ†(t) + iEA (S28)
The above single-excitation or weak-driving limit means that the TLS is also treated as a harmonic oscillator. In
order to obtain the peaks in the power spectrum we perform a Laplace transform
ˆ˜a(s) =
∫ ∞
0
aˆ(t)e−stdt (S29)∫ ∞
0
[
d
dt
aˆ(t)
]
e−stdt =
[
aˆ(t)e−st
]∞
0
−
∫ ∞
0
aˆ(t)(−s)e−stdt = sˆ˜a(s)− aˆ(0) (S30)∫ ∞
0
[aˆ(t− τ)] e−stdt =
∫ ∞
−τ
[aˆ(t′)] e−s(t
′+τ)dt = ˆ˜a(s)e−sτ (S31)∫ ∞
0
EAe−stdt = −EA
s
[
e−st
]∞
0
=
EA
s
(S32)
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FIG. S8. Graphical solution for the stability equations. Poles are located at the intersection of the red and light red as well
as blue and light blue curves. The power spectrum obtained using these solutions (dashed) is compared with the peaks in the
power spectrum (solid) for gτ = 0.2 (left) and gτ = 1.8 (right). Black dashed lines signal the Rabi frequencies. Parameters:
φ = pi/2, g = 0.2, EA/g = 0.05, κ1/g = 0.6125, κ2/g = 0.6
8on the equations of motion which gives:
sˆ˜a(s) = −ig ˆ˜σ−(s)− (κ1 + κ2 + i∆)ˆ˜a(s)− 2√κ1κ2ˆ˜a(s)e−sτ+iφ +
√
2κ1
ˆ˜
bin(s) +
√
2κ2
ˆ˜
bin(s)e
−sτ+iφ (S33)
sˆ˜σ−(s) = −i∆ˆ˜σ−(s)− igˆ˜a(s)− iEA
s
(S34)
sˆ˜a†(s) = ig ˆ˜σ+(s)− (κ1 + κ2 − i∆)ˆ˜a†(s)− 2√κ1κ2ˆ˜a†(s)e−sτ−iφ +
√
2κ1
ˆ˜
b†in(s) +
√
2κ2
ˆ˜
b†in(s)e
−sτ−iφ (S35)
sˆ˜σ+(s) = i∆ˆ˜σ+(s) + igˆ˜a†(s) + i
EA
s
(S36)
where we considered aˆ(0) = σˆ−(0) = 0. Solving these for the cavity operators gives
ˆ˜a(s) =
1
s+ κ+ i∆ + ke−sτ+iφ − g2s+i∆︸ ︷︷ ︸
poles
 gEAs(s+ i∆)︸ ︷︷ ︸
coherent contribution
+
(√
2κ1 +
√
2κ2e
−sτ+iφ) ˆ˜bin(s)︸ ︷︷ ︸
incoherent contribution
 (S37)
ˆ˜a†(s) =
1
s+ κ− i∆ + ke−sτ−iφ − g2s−i∆︸ ︷︷ ︸
poles
 gEAs(s− i∆)︸ ︷︷ ︸
coherent contribution
+
(√
2κ1 +
√
2κ2e
−sτ−iφ) ˆ˜b†in(s)︸ ︷︷ ︸
incoherent contribution
 (S38)
The above presented denominators become poles when they approach 0. This condition provides two complex equa-
tions the real and imaginary parts of which are shown as dark and light red/blue in FIG. S8. The poles are where
the dark and light curves of the same colour intersect each other.
We can also calculate the power spectrum itself that is shown together with the MPS spectra in the bottom row of
FIG. S8 as follows:
S(ω) =
〈
ˆ˜a†(−iω)ˆ˜a(−iω)
〉
−
〈
ˆ˜a†(−iω)
〉〈
ˆ˜a(−iω)
〉
(S39)
=
g2EA2[
κ− i(ω −∆) + kei(ωτ+φ) − ig2ω+∆
] [
κ− i(ω + ∆) + kei(ωτ−φ) − ig2ω−∆
]
s2 (s2 + ∆2)
(S40)
where 〈. . . 〉 signals vacuum expectation values. Note that the positions of the peaks of the linear model is well-predicted
by the poles in the top row. The MPS spectra far from the resonance-type features, however, cannot be reconstructed
using the linear approach which strengthens the point that these features are observed in a multiple-excitation regime.
For most delay values the MPS and linearised spectra give very different features. However, good agreement can
be obtained close to the aforementioned resonances.
ω/g
2 1 0 1 2
(gτ
+
φ
)/pi
0.6
0.8
1.0
1.2
1.4
1.6
0.00.2
0.40.6
0.81.0
ω/g
2 1 0 1 2
(gτ
+
φ
)/pi
1.6
1.8
2.0
2.2
2.4
0.00.2
0.40.6
0.81.0
FIG. S9. Power spectra for various time delays
9SVII. THE EFFECT OF VARYING TIME DELAY
In this section we present the same quantities as in the main part but over a larger set of time delays. FIG. S9-S11
summarizes these results with the help of colour matching the power spectrum, time evolution and the second-order
correlation function that corresponds to the same time delay. A characteristic property of delayed dynamics is that
due to the infinite number of stability eigenvalues some features are periodically reoccurring when varying the time
delay. A good example of such a phenomenon is the resonance-type behaviour mentioned in the main text.
There are two time delays in this set where such dynamics occur at gτ +φ = pi and 2pi. These points are described
by three very well-defined sharp peaks in the power spectra (FIG. S9) that originate from the long-living oscillations
in the time domain shown in FIG. S10, respectively. Interestingly, the corresponding second-order correlation function
also shows oscillations around the steady-state value of 1 (FIG. S11).
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FIG. S10. Atomic dynamics corresponding to the spectra above.
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FIG. S11. Second order correlation functions corresponding to the spectra above.
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SVIII. CHARACTERISTIC DYNAMICS WITH INCREASING TLS DRIVING
A. Second-order correlation function
Besides the dynamics of the system populations in FIG. 5, we also looked at the instantaneous second-order
correlation function g(2)(0, t) over the time evolution. Initially the output field is antibunched as the atom can only
accept a single excitation from the coherent driving field. After reaching the timescale of the cavity-atom dynamics,
the output signal settles around a coherent response, as the cavity acts as a buffer for these atomic excitations.
Around gt = 10, a slight bunching seems to appear that settles down to an almost coherent signal for the destructive
and no-feedback cases. This can be a signature of a photon blockade breakdown-type evolution [11] that generates
stronger bunching in the constructive feedback case where the photons returning to the cavity interfere constructively
with the excitations leaving.
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FIG. S12. Second-order correlation function without feedback and with feedback at gτ = 3. Parameters: κ1 = g/100,
κ2 = 4g/100, gτ = 0.04, 0 = 0.5g, constr fb: φ = pi, destr fb: φ = 0.
B. Time evolution of the closed system
In order to understand the collapse-revival-type features presented in the main text in FIG. 5 we looked at the
dynamics of the closed system at various driving strength as seen in FIG. S13. For small EA  g the atomic
population oscillates at the Rabi frequency, whereas the cavity population oscillates with half the frequency. As the
driving strength is increased, more and more frequencies participate in the dynamics. At EA > g the population
inversion starts to show a revival after an initial collapse. Increasing the driving strength further makes these revivals
cleaner, resembling more and more the case without driving.
An explanation to this behaviour can be found by looking at the eigenstates of the system with coherent TLS
driving. These are displaced Rabi doublets where the amplitude of the coherent displacement is EA/g [12]. When
this displacement is small, the system behaves closer to standard Rabi oscillations, whereas for very large driving
strengths the coherent state characteristics dominate. This tendency can also be observed in the instantenous second-
order correlation function for the cavity field which is defined as
g(2)(0, t) =
〈(
aˆ†(t)aˆ(t)
)〉2
〈aˆ†(t)aˆ(t)〉2
. (S41)
As the driving strength increases, this function tends to 1, a characteristic of a coherent field.
The cavity field behaves differently from the TLS population as in this case the two superposition states for strong
driving are closer to each other than without driving. Therefore, the revivals are observed only as perturbations on
top of the main dynamics.
In order to show the above described features from a different perspective, we also calculate the Fourier transforms
of the above time traces in FIG. S14. Here, the TLS population shows more of the characteristic Rabi frequencies
with increasing driving strengths resulting in the collapse-revival type dynamics. Meanwhile, the cavity field shows
extra frequency contributions as well.
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FIG. S13. The time evolution of the system populations and the instantaneous second-order correlation function within the
cavity for a closed Jaynes-Cummings system for various TLS driving strengths.
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FIG. S14. The Fourier transforms of the time traces of the upper 2 panels in FIG. S13
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C. Time evolution with constructive feedback
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FIG. S15. The time evolution of the system populations and the instantaneous second-order correlation function within the
cavity for a Jaynes-Cummings system with constructive feedback for various TLS driving strengths. Parameters: κ1 = 4κ2 =
2g/25, gτ = 20
Let us compare the results of the previous subsection with the constructive feedback case. The timetraces in FIG.
S15 show similar features. The Fourier transform in FIG. S16, however, reveals that the extra frequencies, present
only for the cavity in the closed system case, appear in the TLS population dynamics as well for constructive feedback.
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FIG. S16. The Fourier transforms of the time traces of the upper 2 panels in FIG. S15
One reason for this difference is that beyond the coherent contributions of the driving field and the cavity, a delayed
returning coherent contribution which originates from the cavity field also drives the TLS population.
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