The design of fiducials f o r precise image registration is of major practical importance in computer vision, especially in automatic inspection applications. W e analyze the subpixel registration accuracy that can, and cannot, be achieved by some rotation-invariant fiducials, and present and analyze eficient algorithms f o r the registration procedure. W e rely on some old and new results from lattice geometry and number theory and eflcient computational-geometric algorithms.
Introduction
The design of fiducials for accurate registration of images is a problem of major practical importance in computer vision. Imagine the following scenario: An electronic printed circuit board is to be automatically inspected for manufacturing defects. The system that does this is a computer equipped with a digital camera. A binary image of the board, obtained via the camera, is the input to the inspection algorithm, which then checks selected areas of the image for the defects. The algorithm must first locate accurately these areas of the board in the image plane. To enable accurate location of points on the board, special patterns ("fiducials") imprinted on the board are located in the image, and a selected point in each fiducial serves as an "anchor" point relative to which other points may be referenced. Usually three fiducials suffice, as any other point in the image may be expressed uniquely in affine-invariant barycentric coordinates relative to these three anchor points (see [7] for a discussion on the optimal positions of these three points in the image plane). An error in the measured coordinates of any of the three anchor points induces an error in the location of any other image point, so it is crucial to locate the fiducials with the best accuracy possible. At first glance, it seems that positional location may be measured only up to the accuracy of physical pixel size. This is not necessarily true, as careful design of the fiducial pattern enables it, and consequently other points, to be positioned with subpixel accuracy. There is a tradeoff between the fiducial size (in pixel units), and the registration accuracy obtainable from the fiducial (also in pixel units). Bruckstein et al. [5] prove an exponential lower bound R(2-") on the accuracy obtainable by a fiducial pattern of n pixels, and design a pattern that achieves this bound. Unfortunately, their fiducial consists of orthogonal stripes of decreasing width (exponentially small), and relies on exact prior knowledge of both pixel size and orientation, which is unpractical in a real imaging system. In a realistic imaging setup, there usually is no reliable prior knowledge of physical pixel size or orientation relative to the fiducial pattern. The fiducial pattern should be robust, in the sense that it functions independently of this information, even though its exact performance may be affected by these parameters. To achieve this, practitioners have proposed the use of simple geometric patterns invariant under rotation, e.g. solid disks, as fiducials. The registration "anchor" point is the disk center. As different disks may have identical digital images, there is some uncertainty in retrieving this point from the image. Simple algorithms for estimating the disk center from its digital image have been proposed [2, 41, achieving subpixel accuracy, among which the most popular is the centroid algorithm. Using this method, the disk center is taken to be the centroid of the dark ((blob" representing the disk in the image. Hill [lo] analyzes the precision obtainable from the centroid algorithm, based on mathematically incorrect assumptions. His main conclusion is that the registration error should decrease as the disk radius increases (or, equivalently, the imaging resolution increases). Computer simulations of Bose and Amir [4] show that his analysis is probably a good approximation of the truth, in the sense that increasing the disk radius does indeed increase the accuracy obtained by the centroid algorithm. In this paper we provide the first rigorous analysis of the centroid algorithm, showing that on the average, subpixel accuracy of 0(r-'I2) pixel units is obtained, where r is the fiducial radius in pixel units.
Havelock [9] pointed out that instead of computing just a simple point estimate of the fiducial anchor point, it is more appropriate to compute the entire region of the plane where this point may lie. Calling these regions locales, Havelock lists a series of ideal geometric properties of locales (such as convexity). Under these (unbased) assumptions, he derives bounds on geometric measures of the locales. In this paper we investigate the locales of circular fiducials, providing precise bounds on their geometric properties, e.g. area and diameter. For example, we prove that the diameter of the locale of a solid disk of radius r is Q((logr)'/2r-') pixel units. We also provide an O(r1og r ) time algorithm for computing the region, and a O(r) time algorithm for finding a disk with the given signature. This involves the investigation of the geometric structure of high order Voronoi diagrams of the unit lattice.
All the information in the digital image of a solid disk is contained in the pixels on its circumference. Because of this, O'Gorman et al. [19] suggest that more precision may be obtained by adding more "circumferences" to the fiducial. This is achieved by using not a solid disk, but a "bulleye" pattern consisting of concentric rings of alternating colors. Each boundary between successive rings adds information which a registration procedure may utilize. Unfortunately, in order to achieve an order of magnitude improvement over the simple solid disk, we have to relax our requirement that the fiducial be scalable. Under this constraint, we construct a bulleye fiducial enabling image registration with O(r-2 log r) accuracy and provide an algorithm for computing its "locale".
The Imaging Model
To facilitate our analysis, we make a few simplifying assumptions about the imaging process. First, we consider only binary images, containing black and white pixels. Second, the sensor point-samples the scene, essentially modelling the pixels as infinitely small points. An image pixel is black if a dark point of the scene covers the corresponding sample point, otherwise it is white, as illustrated by Fig. 1 . Third, the imaging procedure is noise-free, so the pixels are exactly the points of the planar lattice Z 2 . The first assumption is a worst case assumption, as real images usually contain greyscales, providing additional information which may improve the registration. The second and third assumptions are best case, as real sensors are noisy. Each sensor pixel integrates over an area in the scene, and noise is inevitably present. 
Fiducial Design Considerations
Binary fiducials are black and white patterns. These patterns, when imprinted on objects to be inspected, enable precise location of selected points of the pattern in their digital images. A major consideration in fiducial design is the area/accuracy tradeoff. A successful fiducial should be compact (occupy a small number of image pixels), and achieve a good registration accuracy. Bruckstein et al. [5] designed a "onedimensional" fiducial, shown in Fig. 2 , occupying a line of n pixels, and achieving a registration accuracy of 2+ pixel units. In practical terms, they are able to locate an interval of this size in which the edge of the fiducial must lie. In the same paper, they generalize this pattern to two dimensions with the same accu-I I , racy and prove that this is in a sense optimal, so no better accuracy may be achieved by a n-pixel fiducial. Their design, however, is tailored to the parameters of the image, requiring etact knowledge of the pixel size and orientation. Without this, the fiducial is useless. A more "robust" fiducial would not rely on this information. It would be essentially independent of pixel orientation (isotropic), and be "scalable" -not rely on prior knowledge of the pixel size, but gracefully trade off registration accuracy for area (e.g. resulting from an increase or decrease in sensor resolution). Here we concentrate on the design of these type of fiducials. We use solid disks as rotation and scale invariant fiducials, and bulleyes as rotation (but not scale) invariant fiducials. The bulleye fiducial improves the accuracy obtainable from the simple disk. 
The Disk Registration Problem
Based on the criteria of Section 3, circular patterns are good candidates to serve as fiducials. They are obviously isotropic. The simplest such fiducial pattern is a black disk on a white background. The center of the disk serves as the registration point. Let D(a, p, r ) be a disk in the plane of radius r , centered at ( a , p), and Z2 the unit planar lattice. Call the set of lattice points D n Z 2 the signature of D and denote it by u ( D ) . This is the noise-free point-sampled binary image of D. D is said to be consistent with U . The mapping of D to u ( D ) is not injective. Many distinct disks may be consistent with one signature. This means that given the signature of a disk, it is usually not possible to determine exactly the original disk center. However, the larger the disk radius, the more constrained the disk center is, because of the decreasing continuous curvature of its circumference. This is not true for a square or diamond-shaped fiducial. For these shapes, increasing their dimensions does not reduce the uncertainty of the shape center given its signature. Assume the unit of distance is the image pixel size. The disk registration problem is the determination of the disk parameters with best possible accuracy from its digital
signature. Denote the parameters of D by a ( D ) , p ( D )
(center) and r ( D ) (radius) respectively. The disk registration problem can now be formulated as follows:
r(D)).
The center (a,/?) serves for precise subpixel registration, as described previously. The radius r( D ) enables accurate measurement of camera-object distance, useful in robotic applications. Because of the uncertainty in the signature, there is no unique answer to the disk registration problem.
Lower Bounds on Disk Registration
We now address the question of how accurate a registration may be achieved using a solid disk as a fiducial pattern. The accuracy is measured in pixel units. Let U be a disk signature, and F(u) the locus of the centers of all disks consistent with this signature, called the feasible region of U , i.e.
Obviously, since any point in F ( u ) is a possible center of a disk with signature U , this region bounds from below the registration accuracy inherent in the signature. These are the locales of Havelock [9] l . The definition (1) of F(u) is equivalent to:
A where U' = Z 2 -U and 11 . 11 is the Lz (Euclidean)
norm. This in turn means that F(u) is the locus of all points in the plane closer to all lattice points in U than to all other lattice points. These locii have been investigated in the field of computational geometry. Denote k = 1 6 1 . F ( u ) is the cell corresponding to the point set U in the order-k Voronoi diagram of the unit lattice 2' (see [16] for definitions of higher order Voronoi diagrams). This is known to be a convex region of the plane ( [20] , Sect 6.3). In fact, this Voronoi diagram is a partition of the plane into convex cells, each cell a feasible .region consistent with a different disk signature of size k. In Section 6.1 we show how to compute F ( u ) efficiently. Now we bound from below various geometric properties of F ( o ) .
Bounding the Feasible Region Diameter
We show that if a disk D ( z , y, r ) induces a signature U , it is possible to translate D in the plane by a measurable amount without changing U . Define
The quantity d ( D ) is the distance of the closest lattice point to the circumference of D , and d ( r ) is the worst (largest) such distance among all disks of radius r . Our first theorem guarantees the existence of disks whose circumference is distant from all lattice points. Our proof considers only disks centered at lattice points. There may exist other disks improving this lower bound.
Theorem 1
Proof: Landau [15] obtained the following number theoretic result: The number of integers less than n which can be represented as the sum of two squares is O(nlog(n)-'/'). In our scenario, this is precisely the number of distinct disks centered at the origin whose radius is less than n'f' and whose circumference passes through at least one lattice point. Landau's result implies that for any integer n there exists an m, E { n , ..,an} at distance Q(log(n)'/') from the nearest sum of two squares. Equivalently, for any 
Bounding the Feasible Region Area
In this section we bound the area of the feasible region F ( u ) .
Theorem 3
Area(F) = Q(r-') . 
Proof: It is known

Disk Registration Algorithms
This section is dedicated to the presentation and analysis of efficient disk registration algorithms. We distinguish between numerical algorithms -those which take a signature U as input and supply a point as output, and geometric algorithms -those which take the same signature as input, but supply the entire F ( a ) as output. In a practical setup, though, some point of F(u) has to be chosen as the registration point (usually some sort of center), though knowledge of the entire region may be useful. When analyzing the time complexity of an a l g e rithm, we must first define the computation model. In our case, it is critical to specify how we receive the binary image data: After all, there is not much point developing a fast algorithm when just loading all the data into memory may dominate the run time. We adopt the (reasonable) assumption that some fast auxiliary processor has loaded the binary image into our main memory, and we can, in 0(1) time, access any pixel value.
The following lemma formalizes what we have already mentioned, namely, that all information of the signature is contained on its boundary pixels. 
Since F(u) = U r >~F r ( u ) ,
when a is fixed only du is important in the calculation of F ( a ) too.
Given any point of da, we can trace along the boundary of the disk signature to find all other points of da. In our computation model, we assume that at least one point of a is known. It is then possible to find 
Combinatorial Geometric Bounds
Denote by Comp(P) (the complezityof P ) the number of edges of a planar polygon P . Our previous results enable us to obtain an upper bound on the complexity of the cells of the order-k Voronoi diagram of the unit planar lattice 2'. This contrasts with the case of arbitrary planar point sets, where no non-trivial bound exists. As stated above, the polyhedron Q has O ( T ) faces, and F , which is Q's projection, is a cell in an order-Q(r2) Voronoi diagram. Conversly, any cell in any t-order Voronoi diagram is a feasible area for a disk signature of size t. Putting this together with Theorems 2 and 3 yields:
Theorem 6 Let C be a cell of an order-k Voronoi diagram of the lattice 2'. Then
Recognizing Digital Disks
Nakamura and Aizawa [17] present an algorithm to determine whether a given set of lattice points are the digital signature of a disk. Section 6.1 implies a considerably simpler algorithm achieving the same goal. 
Numerical Algorithms
In Section 6.1, we showed how to compute F ( a ) efficiently. The algorithm is, however, fairly complex, and for many applications, the entire region is not of interest. Usually just one point is required as an "estimate" for the fiducial center, along with an estimate of the radius. Algorithm Register is a simple (and essentially trivial) algorithm for estimating the radius and center of a disk given its signature. The cardinality of a ( D ) may be calculated efficiently from the lattice points on &a using Pick's theorem ([6] p. 208). Algorithm Register is straightforward enough. The natural question is whether the estimates are consistent (in the sense defined earlier) with the signature U . The answer to this is negative. Fig. 3 shows a centroid of a disk signature which lies outside the feasible region of the same signature. This already indicates that the algorithm is sub-optimal. However, the next few theorems show that, although the Register algorithm does not obtain consistent estimates, it does perform well on the average. First some notation:
{D:r(D)=r}
The quantity A ( D ) is the discrepancy of the disk D -the difference between its area and the number of lattice points in its interior. The quantity A ( r ) is the worst (largest) discrepancy among all disks of radius r . The following theorem summarizes some known bounds on A ( r ) .
Theorem 7 1. (Iwaniec and Mottochi [ll])
The accuracy of the centroid estimate of Algorithm Register for the disk center may be quantified too. Note that the centroid is determined by the signature only, so just as a signature U defines a unique feasible = 0 (~7 / 1 1 ) . [8] 
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I
The special case k = 0 of Lemma 2 is Kendall's result. We shall need the k = 1 case in the sequel. This increase in accuracy relative to the simple solid disk is due to the fact that we assume prior knowledge of the pixel size. We do not require, however, knowledge of the pixel orientation. The bulleye is based on the optimal one-dimensional fiducial of Bruckstein et al. (see Fig. 2 ). We prove that these fiducial patterns have a feasible area of diameter < h-, and show how to achieve this accuracy. The variant of the optimal one dimensional fiducial we use is robust to limited noise in the image. Let us see where the algorithm, described in Fig. 2 , for the optimal one dimensional fiducial can fail as a result of image noise. Consider, for example, the first component of the fiducial, consisting of two blocks of size f , one white and one black. The algorithm may err only if a lattice point was close to the boundary between the blocks, and "moved" from one to the other as a result of noise. Assuming the noise is bounded by 6 (a 6-noisy lattice), all we have to do to correct this is check whether the lattice point is in the interval [$ -26, f + 261. This can be achieved by adding a unit length window to the fiducial which is all white except for that interval, which is black. The position of this "error-correction" window in the fiducial has no importance, as long as its distance to the edge of the two-halves block is a integral number of pixels. We can correct noise in all other components of the fiducial by adding similar error-correction windows to the other components of the fiducial. Since it is impossible to achieve registration accuracy better than 6 on a 6-noisy lattice, the length of the entire fiducial should be n pixels, where 2-n z 6. For 6 = r(:Tf&rgr), the length of the optimal one-dimensional fiducial achieving registration accuracy of 6 (including error-correction windows) is 2 x log, 6-1 < 2 log2 r.
The Two Dimensional Bulleye
This circular fiducial is very simple. For 6 = &j, let b l , 201, bz, w2,. . . , b,, w, be the lengths of the black and white strips (respectively) of the onedimensional fiducial built for a noisy &noisy lattice (as designed in Section 7.1). The two dimensional fiducial is constructed from a solid black disk of radius r, and a sequence of white and black rings, where the i'th white (black) ring has width wi ( b j ) . The radius of the resulting fiducial is 5 r + 210g2 r = O(r).
We now explain how this fiducial enables us to compute its feasible region from its digital image with accuracy 6. First we locate the center to within one pixel accuracy. To enable this, we put a white ring of two pixels radius between the solid black disk and the rotated one-dimensional fiducial. Using the algorithms described earlier in the paper (e.g. the centroid algorithm) on the signature of the solid disk (which may be isolated), the center may certainly be found up to one pixel accuracy.
Bounding the Feasible Region of the B ulleye
To bound the feasible region of the bulleyeawe use two lines of image pixels only -the horizontal row not above and closest to the center of the bulleye, and the vertical column not to the right and closest to the center of the bulleye. Call these lines the X-line and Y-line, respectively. Assume that the true fiducial center is 6, pixel units above the X-line, and 6, pixel units to the right of the Y-line. The square of size 6 = r(:Tyo,r, centered at (bo, 6,) contains the feasible region of the bulleye. We now show how to compute
The pixels along the X-line form the image of a one-dimensional fiducial which has shifted to the left by s, pixel units, in which the individual blocks have shifted relative to each other by no more than 
Concluding Remarks
We have presented analytic bounds on the registration accuracy achievable using circular fiducials, along with efficient methods for performing the registration. For solid disks, C2((logr)1/2r-1) is the best that can be hoped for, the simple centroid algorithm achieving 0(r-'l2) accuracy on the average. Whether the lower bound may be achieved depends on improving the upper bound on the diameter of the feasible regions.
The non-scalable bulleye fiducial improves the registration accuracy of a solid disk by an order of magnitude to O(r-' logr). It is not clear whether a similar
order of magnitude improvement may be achieved for a scalable version (e.g. containing a constant number of rings). This will be resolved when the relation between the lattice points on the convex hulls of concentric ring signatures is determined. They seem to be "uncorrelated" in a sense, but this must be quantified more precisely.
A major open problem is whether an exponentially small registration accuracy may be achieved using some isotropic scalable fiducial pattern. The circular fiducials investigated here seem to be able to yield only a polynomially small registration accuracy.
Our analysis deals with the perfect model where the signature is not noisy. In real-world scenarios, it is usually impossible to eliminate noise from the imaging process. It would be interesting to determine how robust our methods are with respect to noise. 
