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The Nd permanent magnet (Nd2Fe14B) is an indispensable material used in modern energy con-
version devices. The realization of high coercivity at finite temperatures is a burning issue. One
of the important ingredients for controlling the coercive force is the surface property of magnetic
grains. It has been reported by first-principles studies that the Nd atoms in the first (001) surface
layer facing the vacuum have in-plane anisotropy perpendicular to the c axis, which may decrease
the coercivity. Focusing on the surface anisotropy effect on the coercivity, we examine the coercivity
at zero and finite temperatures by using an atomistic model reflecting the lattice structure of the Nd
magnet with a stochastic Landau-Lifshitz-Gilbert equation method. We study general three cases,
in which the Nd atoms in surface layers have (1) no anisotropy, (2) in-plane anisotropy, and (3)
reinforced anisotropy for two types of surfaces, (001) and (100) surfaces. We find that in contrast to
the zero-temperature case, due to the thermal fluctuation effect, the modification of only the first
surface layer has little effect on the coercivity at finite temperatures. However, the modification of
a few layers results in significant effects. We discuss the details of the dependence of the coercivity
on temperature, type of surface, and modified layer depth, and also the features of domain growth
in magnetization reversal.
PACS numbers:
I. INTRODUCTION
The realization of stronger coercivity at higher tem-
peratures is a central issue in the development of per-
manent magnet materials for higher efficiency in energy
conversion devices such as electric motors, generators,
and electronic devices [1]. The Nd magnet, Nd2Fe14B,
is a very important target magnet because of its high
coercive force [2–10].
The coercivity depends on several factors, e.g., mag-
netic properties of grains (hard magnet phase) and grain
boundaries (soft magnet phase) [11–18]. There a surface
nucleation at the hard magnet is an essential process for
magnetization reversal. Thus, the property of the sur-
face of grains is a very important ingredient for the co-
ercivity [19]. Indeed experimental enhancements of the
coercivity by replacing surface Nd atoms by Dy atoms
have been reported [20].
Micromagnetics continuum modellings for permanent
magnets have been applied in analyses of magnetic prop-
erties of the Nd magnet [21]. However, to study the mi-
croscopic details, recently developed atomistic models are
indispensable [16, 22–34]. Unlike the continuum mod-
ellings, the lattice structure (Fig. 1) is introduced with
∗Electronic address: nishino.masamichi@nims.go.jp
microscopic magnetic parameters and the temperature
effect can be treated properly in the atomistic modellings.
By using the atomistic models, quantitative properties of
the Nd magnet have been intensively investigated [16, 22–
34].
The anisotropy energy for a rare-earth atom (ion) in
the crystal electric field (CEF) is given by the following
Hamiltonian:
HCEF =
∑
l,m
Bml Oˆ
m
l (1)
with Bml = ΘlA
m
l 〈rl〉. Here Bml is the CEF coefficient
and Oˆml is the Stevens operator, e.g., Oˆ
0
2 = 3J
2
z − J2,
where J = 9/2 for Nd atoms. Θl, A
m
l , and 〈rl〉 are the
Stevens factor, the coefficient of the spherical harmonics
of the crystalline electric field, and the average of rl over
the radial wave function, respectively.
The Nd magnet shows a spin-reorientation (SR) tran-
sition at TR ∼ 150 K, in which the magnetization is tilted
from the c axis at 0 K and becomes parallel to the c axis
above TR.
Substituting Jz = J cos θ into Eq. (1), the anisotropy
energy at 0 K for Nd atoms is expressed with diagonal
terms in the following form:
EA = K1 sin
2 θ +K2 sin
4 θ +K4 sin
6 θ, (2)
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FIG. 1: (a) Unit cell of Nd2Fe14B. Neodymium, Iron, and
Boron atoms are denoted by red, blue, and yellow spheres,
respectively. The lattice constants [3] for the a, b, and c axes
are da = db = 8.80 A˚, and dc = 12.19 A˚, respectively. (b)
Side view (from a or b axis). (c) Top view (from c axis).
where
K1 = −3f2B02 − 40f4B04 − 168f6B06 (3)
with constants fl(> 0). The SR transition at TR is
well reproduced by the coefficients A20 = 295.0 K a
−2
0 ,
A40 = −12.3 K a−40 , and A60 = −1.84 K a−60 estimated
by Yamada et al. [35], in which a0 is Bohr radius. Al-
though A20 > 0 and B
0
2 < 0 (∵ Θ2 < 0), the first single
ion-anisotropy K1 < 0 due to the contribution of the
other terms (B04 and B
0
6 terms). This causes a tilted
magnetization in the ground state (at zero temperature)
as shown in Fig. 2 (blue line), in which θ ' 0.2pi gives
the minimum.
At finite temperatures, the moment Jz shrinks due to
the thermal fluctuation as Jz = CJ cos θ with 0 < C < 1.
The coefficient C is estimated to be C ' 0.76 at T =
0.46Tc (Tc is the Curie temperature) close to room tem-
perature in the bulk from the temperature dependence
of the magnetization in our previous study [23]. Thus
substituting Jz = 0.76J cos θ into Eq. (1), the effective
K1(T ) in the form of Eq. (2) is found to be K1(T ) > 0.
Thus, for T > TR the bottle-neck structure at 0 K is
smeared out and a minimum at θ = 0 is realized as shown
in Fig. 3 (blue line).
First-principles studies based on the density functional
theory have reported that the Nd atoms in the first (001)
surface layer have in-plane anisotropy perpendicular to
the c axis, different from out-of-plane anisotropy in the
bulk, and this may cause a reduction of the coercivity [36,
37]. In the reports the estimated A20 shows A
2
0 < 0, i.e.,
B20 > 0 for the Nd atoms at the (001) surface, which is
different from that of the bulk, i.e., A20 > 0, i.e., B
2
0 < 0,
and the strength of A20 for the surface is comparable to
that in the bulk [36, 37]. Although the conclusion of these
studies are derived within the first-term approximation,
i.e., K1 ∼ −3f2B02 , (namely A40 = 0 and A60 = 0), it
indicates that the anisotropy at the surface is in-plane
type.
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FIG. 2: Anisotropy potential of the Nd atom (blue line) and
in-plane anisotropy potential (red line) used in case (2) as
functions of the angle θ from the c axis.
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FIG. 3: Effective anisotropy potential of the Nd atom at T =
0.46Tc as a function of the angle θ from the c axis.
A large reduction of the coercive field was reported
at zero temperature by a Landau-Lifshitz-Gilbert (LLG)
simulation taking into account the in-plane anisotropy
at the surface in a simplified lattice (cubic lattice)
model [38]. However, in this study the effect of tilted
structure of the ground state was not considered. Fur-
thermore, the temperature effect which may change the
situation has not been treated. Thus, in the present
paper, we study the surface magnetic anisotropy effect
of Nd atoms in the Nd2Fe14B magnet on the coercive
force by using a recently developed atomistic model con-
structed by the real crystal structure (Fig. 1). We inves-
tigate the temperature dependence of the surface effects
for not only the (001) surface but also the (100) surface by
employing the stochastic-LLG (SLLG) equation [39, 40].
3We adopt A20, A
4
0, A
6
0 given by Yamada et al. for the
atomistic model in the bulk cells (see Sec. II and Fig. 4 ).
We focus on typical three cases for the surface anisotropy
effect: (1) no anisotropy, (2) in-plane anisotropy, and (3)
reinforced anisotropy for surface Nd atoms.
The rest of the paper is organized as follows. In Sec. II,
the atomistic Hamiltonian, systems with different sur-
face anisotropies, and the dynamical method are shown.
In Sec. III, the coercive fields in the three cases for the
(001) and (100) surfaces at zero temperature and finite
temperatures are presented. Discussions about the sur-
face anisotropy effects on the coercivity are also given.
In Sec IV, features of domain growth are discussed. Sec-
tion V is devoted to the summary.
II. MODEL AND METHOD
A. Atomistic Hamiltonian for Nd2Fe14B
We adopt the following atomistic Hamiltonian for the
Nd magnet [22–24]:
H =−
∑
i<j
2Jijsi · sj −
Fe∑
i
Di(s
z
i )
2 (4)
+
Nd∑
i
∑
l,m
Θl,iA
m
l,i〈rl〉iOˆml,i − h
∑
i
Szi ,
where Jij is the exchange interaction between the ith and
jth sites, Di is the magnetic anisotropy constant for Fe
atoms, the third term is the CEF (1) for the magnetic
anisotropy energy of Nd atoms, and h is the external
magnetic field applied to the ith site. The crystal struc-
ture of the unit cell is shown in Fig. 1 (a). For Fe and B
atoms, si denotes the magnetic moment at the ith site,
but for Nd atoms, it is the moment of the valence (5d
and 6s) electrons, and it is coupled antiparallel to the
moment of the 4-f electrons J i. Thus the total moment
for each Nd atom is Si = si + J i. Here Ji = gTJµB,
in which gT = 8/11 is Lande´ g-factor and J = 9/2 is the
magnitude of the total angular momentum. For the Fe
and B atoms, we define Si = si. In the third term the
summation for l runs l = 2, 4, 6 and we consider only the
diagonal operators (m = 0) which give dominant contri-
bution.
We use the same parameter values for the atomistic
model as in our previous studies [22–24], in which the
exchange interactions within the range of r = 3.52 A˚ for
each atom were estimated by a first-principles calculation
with the Korringa-Kohn-Rostoker (KKR) Green’ s func-
tion method [41], Di for Fe atoms (6 kinds) estimated
in a first-principles study [42] were adopted, and for Nd
atoms Aml given by Yamada et al. [35] were adopted with〈rl〉 estimated in Ref. [43]. Employing these parameters,
we showed the SR transition with transition temperature
n=1
n=2
n=3
(a) (b)n=1 n=2 n=3
(c) (d)
a
b
c
c
a
b
c
a, b
FIG. 4: Definition of the Nd layer number for (a) the (001)
surface and (b) the (100) surface. (c) Neel domain wall which
moves along the c axis. (d) Bloch domain wall which moves
along the a axis.
TR = 150 K, which is close to experimentally estimated
ones [8–10, 35], and the critical temperature Tc ∼ 850
K [22, 23], which is a little overestimated to the experi-
mental values Tc ∼ 600 K [5, 8].
B. Systems
Throughout this paper we study a system of 12 × 12 ×
9 unit cells along the a, b, and c axes, respectively (10.56
nm × 10.56 nm × 10.971 nm). We consider two kinds
of surfaces, i.e., (001) and (100) surfaces as depicted in
Fig. 4. The Nd layers at the (001) surface are numbered
as in Fig. 4 (a). Nd atoms in the (100) surface at n =1,
2, · · · are defined as those located between a = 0 and
a = da/2, between a = da/2 and a = da, · · · , where da
is the lattice constant of the a axis (Fig. 4 (b)). Open
and periodic boundary conditions are used along the c
axis and the a and b axes, respectively, for the (001)
surface, while open and periodic boundary conditions are
used along the a axis and the b and c axes, respectively,
for the (100) surface. Thus, in each system two surface
planes exist. A Ne´el type domain wall (DW) moves in the
system with the (001) surface (Fig. 4 (c)), while a Bloch
type DW moves in that with the (100) surface (Fig. 4
(d)).
We investigate the coercive force in the following three
cases of anisotropy parameters (A˜02, A˜
0
4, A˜
0
6) for the sur-
face Nd atoms.
Case (1) No anisotropy in Nd atoms:
A˜02 = A˜
0
4 = A˜
0
6 = 0, (5)
4Case (2) In-plane anisotropy in Nd atoms:
A˜02 = −A02 < 0, and A˜04 = A˜06 = 0, (6)
where A˜20 is negative and the amplitude is the same
order as that in the bulk (A20 = 295.0Ka
−2
0 ).
Case (3) doubly reinforced anisotropy in Nd atoms:
A˜02 = 2A
0
2, A˜
0
4 = 2A
0
4, and A˜
0
6 = 2A
0
6. (7)
C. Dynamical method
We study threshold fields under a reversed field by ap-
plying the SLLG equation[39, 40],
d
dt
Si = − γ
1 + α2i
Si × heffi −
αiγ
(1 + α2i )Si
Si ×
[
Si × heffi
]
.
(8)
Here the parameter γ denotes the electron gyromagnetic
ratio and αi is the damping parameter.
The effective field heffi on the ith spin consists of the
exchange interaction field, the anisotropy field, the ex-
ternal field, and a noise field for thermal fluctuation, and
it is given as
heffi = −
∂H
∂Si
+ ξi(t). (9)
Here the noise field ξi(t) = (ξ
x
i , ξ
y
i , ξ
z
i ) is of white Gaus-
sian and satisfies the following relations:
〈ξµi (t)〉 = 0, 〈ξµi (t)ξνj (s)〉 = 2Diδijδµνδ(t− s). (10)
The temperature T is given by a function of the am-
plitude of the noise Di according to the fluctuation dis-
sipation relation:
Di = αikBT
γSi
. (11)
With this relation, the system relaxes to a steady state
(equilibrium) in the canonical distribution of the temper-
ature T .
Simulations were performed by solving Eq. (8) numer-
ically. αi is set to 0.1. This choice does not affect the
results in the present study because the value of αi lit-
tle affects the threshold field [29]. We employ a kind of
middle-point method [40] equivalent to the Heun method
for the numerical integration. For the time step of this
equation, ∆t = 0.1 fs is used.
Staring from a down-spin state for all spins, we calcu-
lated the time evolution of the magnetization
Mz =
∑
i
Si,z (12)
under a given value of magnetic field h in the c direction.
We define the time of reversal as the time when the mag-
netization changes its sign. At zero temperature, there
is no thermal fluctuation, and thus when the magnetic
field reaches the value to vanish the potential barrier,
this value gives the threshold field for magnetization re-
versal, i.e., coercive field. This process is deterministic.
We regarded the final state as the state when all the mo-
tion stops. In the simulation, the final state was obtained
within Nt = 1× 106 time steps (t = 0.1 ns).
In contrast to zero-temperature reversal, at finite tem-
peratures the magnetization reversal exhibits a stochastic
process to jump over the energy barrier by thermal fluc-
tuation. We defined the threshold magnetic field at finite
temperatures as follows. We performed twelve simula-
tions with different random number sequences. At each
value of the magnetic field, we counted the number N of
cases in which magnetization reversal took place within
a simulation time tmax. If N = 0, the field is smaller
than the threshold field, while if N = 12, the field is
larger than the threshold field. We defined the thresh-
old field as the middle point of the interval between the
field of N = 0 and that of N = 12. The error bar for
the threshold field was defined as the transient region of
the field. The threshold field depends on the simulation
time. Here, we set the simulation time to be tmax = 0.5 ns
(5×106 time steps). The measurement time for the coer-
civity should be order of 1s in experiments and this time
scale is not practical for real-time simulations. However,
the dependence of the reversal time on the external field
around the threshold field is very sharp, i.e., the reversal
time exponentially increases. In our previous paper [29],
it was estimated that the threshold field for 1s is about
25 % less than the value of the simulation with 0.5ns.
Thus we expect that the estimated threshold fields can
give approximated values for the coercive field.
III. THRESHOLD FIELDS FOR
MAGNETIZATION REVERSAL
A. Zero-temperature properties
First, we study the threshold field at T = 0 K. In
Figs. 5 (a) and (b), we depict how the threshold field
depends on the number of modified layers n in the three
cases (1), (2), and (3) for both cases of the (001) and
(100) surfaces, respectively. Here n = 0 is defined as the
case without modification of the anisotropy of surface Nd
atoms, i.e., the anisotropy of the surface Nd atoms is the
same as that in the bulk. The value (percentage) given
for each symbol in the figures denotes the ratio of the
threshold field to that for n = 0.
We find that for both surfaces, the modification of the
single surface (n = 1) causes a large amount of reduction
of the threshold field, i.e., around 25 % in cases (1) and
(2), and the field decreases further for larger n. This
indicates that at T = 0 K only one-layer modification of
Nd atoms affects the coercive field largely.
It should be noted that the reduction of the thresh-
old fields in case (1) (blue circles) is larger than that in
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FIG. 5: n dependencies of the threshold fields at 0 K in cases 1–3 for (a) the (001) surface and (b) the (100) surface. The
values of percentage are the ratios of the threshold fields for n to those for n = 0.
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FIG. 6: n dependencies of the threshold fields in cases (1)–(3) for the (001) surface at (a) T = 0.34Tc, (c) T = 0.46Tc, (e)
T = 0.69Tc and the (100) surface at (b) T = 0.34Tc, (d) T = 0.46Tc, (f) T = 0.69Tc. The values of percentage are the ratios of
the threshold fields for n to those for n = 0.
case (2) (red triangles). This means that the in-plane
anisotropy helps the coercivity in comparison with the
case of no anisotropy. This tendency is different from
that at finite temperatures studied in the next subsec-
tion. We consider the cause of this difference in the next
subsection.
The threshold field in case (1) for the (001) surface is
smaller than that for the (100) surface (n ≥ 3). This
may be due to weaker exchange interactions along the c
axis than those along the a axis [23, 26]. A similar ten-
6dency was also seen in the nucleation field from a soft
magnet phase in our previous study, in which the nucle-
ation field for the Neel DW is smaller than that for the
Bloch DW [16].
In case (3), the threshold field changes with n, e.g.,
2% for n = 5 at the (001) surface and 4 % for n = 5 at
the (100) surface. This small increment is different from
the dependence at finite temperatures. It is worth noting
that for n = 0 the values of the threshold fields are very
high in both cases of the (001) and (100) surfaces. It
is considered that for n = 0 the magnetization reversal
occurs in the Stoner-Wohlfarth mechanism in which the
whole magnetic moments rotate simultaneously. There-
fore, even if the surface anisotropy is reinforced, the re-
versal occurs in the bulk and the reinforcement effect is
small.
B. finite-temperature properties
In Fig. 6, we depict n dependencies of the threshold
fields in cases (1)–(3) for the (001) surface at (a) T =
0.34Tc, (c) T = 0.46Tc, (e) T = 0.69Tc, and those for
the (100) surface (b) at T = 0.34Tc, (d) T = 0.46Tc, (f)
T = 0.69Tc.
In contrast to the threshold field at 0 K, one-layer mod-
ification for Nd atoms (n = 1) affects little the threshold
fields at these finite temperatures in all the three cases
((1)–(3)) for both surfaces. For example, at T = 0.46Tc
which is close to room temperature, the threshold fields
are larger than 90% of those for n = 0 for the (001) and
(100) surfaces in cases (1) and (2). This result indicates
that the thermal fluctuation smears out the effect of the
surface in the case of n = 1.
However, the modification gives relevant effects on the
threshold field as n increases. As the temperature is
raised, the threshold field for n = 0 decreases and the
effect of the modification becomes weaker because the
thermal fluctuation becomes stronger and further smears
the surface effect.
In contrast to the observation at T = 0 K, at finite
temperatures we find that the threshold fields in case (2)
are smaller than those in case (1), which indicates that
the in-plane anisotropy accelerates magnetization rever-
sal with the thermal fluctuation. We also confirmed this
property at T = 0 K in a simplified system of an open
chain, in which Nd atoms are connected with an exchange
interaction, and only a few Nd atoms at one end have
the anisotropy potential of case (1) or case (2), and the
others have the anisotropy in the bulk. We performed
a calculation to find the minimum energy state includ-
ing the metastable state at a given field, and estimated
the threshold field for magnetization reversal. The result
shows that in a wide region of the strength of the ex-
change interaction, the coercive force in case (2) is larger
than that in case (1). This property is interpreted as
follows.
The minimum point of the anisotropy potential energy
of the Nd atoms in the bulk is located at θ ' 0.2pi from
the c axis as shown in Fig. 2 (blue line). On the other
hand, for the Nd atoms in the modified layers in case
(2), the anisotropy potential energy has a minimum at
θ = pi/2 (Fig. 2 (red line)). Around the border between
the modified and unmodified layers, the Nd magnetic mo-
ments in the modified layers point at some θ smaller than
θ = pi/2 due to the effect from the bulk, while those in the
unmodified layers point at some θ larger than θ ' 0.2pi
due to the effect from the modified Nd atoms. This com-
promise reduces the loss of the exchange energies and
leads to a more stabilized configuration in case (2) than
that in case (1) as shown in the threshold fields of Fig. 5.
Contrary to zero temperature, in Fig. 6 we find that
case (1) is more stable than case (2). At finite temper-
atures the effect of the thermal fluctuation plays an im-
portant role in magnetization reversal. The anisotropy of
the Nd atoms in the bulk is parallel to the c axis at finite
temperatures, and thus the in-plane anisotropy causes a
large thermal fluctuation of the magnetizations due to
the frustrated situation. This fluctuation causes the Fe
moments in the modified layers and also in the vicinity
of the modified layers to much fluctuate. This results in
the acceleration of the magnetization reversal.
In case (3), in contrast to the zero-temperature case,
the threshold fields at finite temperatures increase for
larger n, which is naturally understood due to the rein-
forcement effect of the anisotropy parallel to the c axis.
In all three cases, the effect of the modification of the
surface Nd atoms is larger for the (001) surface than for
the (100) surface. This is probably because exchange
interactions along the c axis is weaker than the a (b)
axis, and thus the modification effect of the anisotropy
energy for the (001) surface appears relatively stronger
than that for the (100) surface.
IV. CONFIGURATIONS IN THE REVERSAL
PROCESS
To catch the feature of the domain growth in the mag-
netization reversal, we investigate snapshots of magnetic
configurations. We give in Fig. 7 snapshots of the config-
uration of the magnetic moments in the system with the
(001) surface at T = 0.34Tc for (a) n = 0 at its thresh-
old field h = 5.5 T, and (b) n = 5 in the case (2) at its
threshold field h = 1.8 T (see also animation 001 a and
animation 001 b in supplementary materials for detailed
features [44]). The left panel is a snapshot for starting
of magnetization reversal, the middle panel is that of do-
main wall propagation, and the right panel is that of
the last stage of the reversal. In the case n = 0, before
magnetization reversal, a small up-spin domain appears
at the right side around the surface in the left panel of
Fig. 7 (a). Similarly small up-spin domains appear and
disappears around the surface (see also animation 001 a
in supplementary materials). Then, a nucleation occurs
near the surface and a domain grows along the a and b
7(a)
(b)
n=5
n=5
FIG. 7: Snapshots of the magnetic moments for the (001)
surface at T = 0.34TC for (a) n = 0 at h = 5.5 T and (b)
n = 5 at h = 1.8 T. The left panel of each figure is a snapshot
for starting of magnetization reversal, the middle panel is that
in the middle of the reversal, and the right panel is that of
the last stage of the reversal. Red and blue denotes down-spin
(Szi < 0) and up-spin states (S
z
i > 0), respectively.
(a)
n=5 n=5
(b)
FIG. 8: Snapshots of the magnetic moments for the (100)
surface at T = 0.34TC for (a) n = 0 at h = 5.5 T and (b)
n = 5 at h = 2.3 T. The left panel of each figure is a snapshot
for starting of magnetization reversal, the middle panel is that
in the middle of the reversal, and the right panel is that of
the last stage of the reversal.
axes quickly. The domain moves parallel to the c axis.
On the other hand, for n = 5 before starting of the mag-
netization reversal, not only the Nd magnetic moments
but also a part of the Fe magnetic moments located be-
tween the first and fifth layers fluctuate much larger than
those in the bulk because the Fe moments are affected
by the fluctuation of the surface Nd moments through
the exchange interactions between the Nd and Fe atoms.
Thus the domain formation takes place more easily and
it grows parallel to the c axis. It is noting that the bor-
der between up and down-spin parts is more unclear in
Fig. 7 (b) than in Fig. 7 (a) although the external field is
weaker. This is probably because affected by those fluc-
tuating moments the Fe moments in the bulk layers also
fluctuate through strong exchange interactions.
We also show in Fig. 8 snapshots of the magnetic mo-
ments for the (100) surface at T = 0.34Tc for (a) n = 0 at
its threshold field h = 5.5 T and (b) n = 5 in the case (2)
at its threshold field h = 2.3 T (see also animation 100 a
and animation 100 b in supplementary materials for de-
tailed features). Before magnetization reversal for n = 0,
up-spin domains appear and disappear around the sur-
face in similar manner to the observation of the (001)
surface but the domains are larger and fluctuation range
is larger (see also animation 001 b in supplementary ma-
terials). This is partially because the width of the Bloch
DW is larger than that of the Ne´el DW [23]. After nu-
cleation, the domain moves parallel to the a axis. For
n = 5, the Nd moments and a part of the Fe moments
near the surface located up to around the fifth layer fluc-
tuate larger than those in the bulk, but the range of the
fluctuation is not so clear as that for the (001) surface.
This is probably because layered structure exists along
the c axis and also the DW width is larger than that of
the case for the (001) surface. Similarly in Fig. 7, the
border between up and down-spin parts is more unclear
in Fig. 8 (b) than in Fig. 8 (a).
V. SUMMARY
We investigated how the modification of magnetic
anisotropy of the Nd atoms located near the surface af-
fects the coercivity at zero and finite temperatures by
applying the stochastic LLG equation to the atomistic
model. Reflecting the lattice structure, we studied the
two cases of the surfaces, i.e., the (001) surface and the
(100) surface. We examined the three cases of the modi-
fication, i.e., the Nd atoms in surface layers have (1) no
anisotropy, (2) in-plane anisotropy, and (3) doubly rein-
forced anisotropy. We showed the temperature depen-
dence and the modified-layer-depth dependence of the
coercivity.
At zero temperature T = 0 K, one-layer modifica-
tions of the anisotropy of the Nd atoms in cases (1)
and (2) largely reduce the coercivity. The reduction in
case (1) is larger than in case (2), in which the in-plane
anisotropy helps to maintain the coercivity compared to
no anisotropy. The reinforcement little affects the coer-
civity at T = 0 K. In contrast to T = 0 K, at finite tem-
peratures above the SR transition point, the one-layer
modifications hardly affect the coercive field in all three
cases. This revises the result of T = 0 K. Namely, the
thermal fluctuation effect plays an important role in the
magnetization reversal at finite temperatures.
As the number of the modified layers n increases, the
effect of modification becomes large. Unlike the zero-
temperature case, at finite temperatures the reduction
of the coercivity in case (1) is smaller than in case (2).
Namely, the in-plane anisotropy more suppresses the re-
8versal at T = 0 K than the no anisotropy case, while
it accelerates the reversal at finite temperatures. The
difference is attributed to the change of the structure of
the anisotropy potential energy between zero (the ground
state) and finite temperatures above the SR transition
point.
The coercivity increases significantly in case (3) at fi-
nite temperatures, which indicates that the surface treat-
ment with strong anisotropic atoms would help the co-
ercivity to increase. Unlike this situation, the coercivity
little changes at T = 0 K in case (3), which is due to the
uniform rotation.
In all the three cases at finite temperatures, the effect
of the modification of the surface Nd atoms is larger for
the (001) surface than for the (100) surface for larger
n, which is probably due to weaker effective exchange
interactions along the c axis than the a (b) axis.
We also investigated features of the domain formation
and propagation. As to the (001) surface without mod-
ification at finite temperatures, a nucleation occurs sud-
denly near the surface and a domain grows along the a
and b axes quickly and a domain wall moves along the c
axis. On the other hand, for n layer modification in case
(2), the magnetic moments of not only the Nd atoms but
also the Fe atoms located up to n surface layer fluctuate
largely before the magnetization reversal, and it makes a
nucleation occur more easily. In the case of the (100) sur-
face, a similar feature is observed but magnetic domains
fluctuate in wider range regardless of the n layer modi-
fication, which may be partially due to a larger domain-
wall width along the a (b) axis.
Experimentally the coercive field of the Nd magnet
has been enhanced by adding Dy atoms. It has been
recently reported that an annealing process after the dif-
fusion made Dy-rich second shells whose widths are a few
nanometers, and those shells enhance the coercive force
by 30 to 40 % [20]. Our present study can give use-
ful microscopic information to such related experiments.
The effect of the replacement of surface Nd atoms by Dy
atoms on the coercivity is a challenging future subject,
which requires atomistic information of the magnetic pa-
rameters of the replacement by Dy atoms. It will be
studied in the future.
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