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The use of the internet, especially social media, has become a part of national life. This is partly because many members of 
the House of Representatives of the Republic of Indonesia (DPR RI) convey ideas, policies and provide comments on 
government policies through social media. This research was conducted to measure opinions or separate positive and 
negative sentiments towards the DPR RI. The data used in this study was obtained by crawling on social media twitter. The 
study was conducted using two algorithms namely Support Vector Machine (SVM) and Naive Bayes (NB).Two algorithms are 
used in this study, Support Vector Machine (SVM), Naive Bayes (NB), and each is optimized using Particle Swarm 
Optimization (PSO). The accuracy values of cross-validation test of SVM and NB without PSO are 71.04% and 70.69% with 
Area Under the Curve (AUC) values of 0.817 and 0.661. The accuracy values of cross-validation test using PSO, for SVM 
and NB are 75.03% and 73.49%, with AUC values of 0.808 and 0.719. The use of PSO can increase the accuracy of SVM 
3.99% and 2.8% for NB. The highest value of accuracy recorded, come from SVM using PSO, measured at 75.03%. 
Keywords: legislative member; analysis sentiment; support vector machine; naive bayes; particle  swarm optimization 
Abstrak 
Penggunaan internet terutama media sosial telah menjadi bagian dari kehidupan bernegara. Hal ini salah satunya karena 
Anggota Dewan Perwakilan Rakyat Republik Indonesia (DPR RI) banyak yang menyampaikan ide, kebijakan maupun 
memberikan komentar atas kebijakan pemerintah melalui media sosial. Penelitian ini dilakukan untuk mengukur pendapat 
atau memisahkan antara sentimen positif dan sentimen negatif terhadap DPR RI. Data yang digunakan dalam penelitian ini 
didapatkan dengan melakukan crawling pada media sosial twitter. Penelitian dilakukan dengan menggunakan dua Algoritma 
yaitu Algoritma Support Vector Machine (SVM) dan Naive Bayes (NB). Kedua algoritma tersebut masing-masing dioptimasi 
menggunakan Particle Swarm Optimization (PSO). Hasil pengujian k-fold cross validation SVM dan NB mendapatkan nilai 
accuracy 71,04% dan 70,69% dengan nilai Area Under the Curve (AUC) 0,817 dan 0,661. Sedangkan hasil pengujian k-flod 
cross validation dengan menggunakan PSO, untuk SVM dan NB masing-masing mendapatkan nilai accuracy 75,03% dan 
73,49% dengan nilai AUC 0,808 dan 0,719. Penggunaan PSO mampu meningkatkan nilai accuracy algoritma SVM sebesar 
3,99% dan 2,8% pada algoritma NB. Hasil dari pengujian kedua algoritma tersebut nilai accuracy tertinggi adalah SVM 
dengan PSO sebesar 75,03%.  
Kata kunci: anggota legislatif; sentimen analisis; support vector machine; naive bayes; particle swarm optimization.  
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1. Pendahuluan  
Anggota DPR RI sebagai perwakilan yang telah dipilih 
oleh warga negara melalui mekanisme Pemilihan 
Umum harus kredibel agar menghasilkan kebijakan 
yang dapat diterima oleh masyarakat. Anggota DPR RI 
yang kredibel akan bertindak sesuai dengan peraturan 
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perundang-undangan. Mereka juga menyampaikan ide 
dan gagasannya pada tempatnya, selalu mengutamakan 
kepentingan warga negara, tidak berpolemik, tidak 
kontroversial, dan selalu berpikir kritis dan 
komprehensif. Jika tidak demikian, maka akan selalu 
mendapatkan respon secara spontanitas dari warga 
negara. Respon tersebut dapat berbentuk dukungan 
maupun berbentuk kritik yang negatif. Saat ini, anggota 
DPR RI banyak yang menyampaikan idenya yang 
belum dituangkan dalam bentuk kebijakan, maupun 
menyikapi kebijakan yang sudah terbit melalui media 
sosial. Warga negara pun memberikan respon atas hal 
tersebut.  
Hal ini menjadi menarik untuk mengklasifikasikan 
sentimen masyarakat terhadap DPR RI. Pada Sub 
bagian Analis Media DPR RI terdapat kegiatan yang 
rutin dilakukan setiap hari yaitu melakukan analisis 
media. Analisis media dibagi menjadi dua yaitu analisis 
media online dan analisis media cetak. Sumber berita 
disesuaikan dengan jenis medianya[1]. Untuk 
mempermudah dan mempercepat melakukan analisis 
media atau media monitoring terutama media online 
perlu dilakukan dengan menggunakan metode dan alat 
analisis yang tepat. 
Internet saat ini sudah menjadi bagian dari kehidupan 
dan menjadi kebutuhan masyarakat, tidak terkecuali 
masyarakat di Indonesia. Berdasarkan hasil riset 
platform yang direlease oleh We Are Social pada tahun 
2020, disebutkan bahwa pengguna internet di Indonesia  
sekitar 175,4 juta atau mencapai 64% dari penduduk 
Indonesia[2]. Salah satu penggunaan internet adalah 
terkait dengan media sosial. Media sosial dijadikan 
sarana interaksi sosial di dunia maya. Para pengguna 
internet menggunakan media sosial sebagai sarana 
untuk menyampaikan ide-ide mereka, berbagi rutinitas 
kegiatan, berbagi pengetahuan, dan lain-lain. 
Disamping itu, media sosial juga digunakan oleh 
instansi-instansi pemerintahan untuk menyampaikan 
pesan atas kebijakan-kebijakan yang dikeluarkan 
sehingga dengan cepat terinformasikan kepada 
masyarakat.  
Sekarang orang lebih sering menggunakan media 
sosial. Media sosial telah menjadi bagian dari 
masyarakat global, di mana orang-orang dari seluruh 
dunia membagikan pendapat mereka secara bebas, 
mereka berbagi pandangan di situs belanja online, blog 
pribadi, Facebook, YouTube, Twitter, Weibo, WeChat, 
dll. Banyak pengguna berbagi pemikiran mereka, dan 
mendiskusikan aspek politik dan ekonomi masyarakat 
mereka. Di antara media sosial, Twitter adalah platform 
media sosial paling populer untuk berbagi masalah 
politik dan masalah sosial[3]. Twitter merupakan 
layanan micro blogging yang populer di mana 
pengguna dapat membuat pesan status (disebut 
"tweets"). Kicauan ini mengandung banyak ekspresi 
suka, tidak suka, dan kontribusinya pada berbagai 
topik[4]. 
Penggunaan internet terutama media sosial telah 
memiliki dampak yang besar pada kehidupan 
bernegara. Dengan kebebasan setiap orang melakukan 
akses dan kegiatan dalam berpendapat di dunia maya, 
apakah pendapat tersebut bernilai negatif ataukah 
bernilai positif. Hal ini menjadi sangat penting untuk 
mengetahui nilai dari informasi yang disampaikan oleh 
para pengguna media sosial tersebut.  
Indonesia adalah salah satu negara yang menganut 
sistem demokrasi. Salah satu bentuk jalannya sistem 
demokrasi ditandai dengan dilaksanakannya pemilihan 
umum secara periodik. Pada tahun 2019 Indonesia 
melaksanakan pemilihan umum serentak untuk memilih 
Presiden, DPR, DPRD, dan DPD. Sebelumnya telah 
dilakukan penelitian menggunakan metode naive Bayes 
untuk mengklasifikasikan sentimen dari hasil crawling 
data pada media sosial twitter dengan topik hasil quick 
count pemilu di Indonesia tahun 2019[5]. 
Setiap kebijakan yang dikeluarkan oleh DPR RI dan 
pemerintah akan selalu kelihatan menguntungkan 
sebagian masyarakat dan merugikan sebagian lainnya.  
Sehingga dengan cepat akan mendapatkan respon dari 
masyarakat. Sarana yang paling mudah bagi 
masyarakat untuk memberikan respon adalah dengan 
memberikan dukungan, komentar, kritik maupun saran 
untuk perbaikan. Oleh karena itu, untuk meningkatkan 
kualitas kebijakan yang dihasilkan, salah satunya dapat 
dilakukan dengan menganalisis sentimen masyarakat 
terhadap isu-isu kebijakan yang telah dikeluarkan.  
Analisis sentimen dengan menggunakan algoritma SVM  
dan Algoritma SVM berbasis PSO pernah dilakukan 
terhadap data pengguna fintech. Penelitian tersebut 
memberikan kesimpulan bahwa pengujian dengan 
Algoritma SVM berbasis PSO menghasilkan nilai 
akurasi yang lebih baik yaitu 82,33% dengan toleransi 
kesalahan 7% dibandingkan menggunakan algoritma 
SVM tanpa menggunakan PSO yaitu 75,33% dengan 
toleransi kesalahan 7,77%[6]. 
Penelitian yang lain dengan menggunakan feature 
selection pada algoritma SVM pernah digunakan untuk 
melakukan analisis sentimen terhadap Komisi 
Pemilihan Umum. Pada penelitian tersebut disimpulkan 
bahwa penggunaan feature selection weight by 
correlation dapat meningkatkan nilai akurasi dan AUC 
[7]. Disamping itu, penelitian analisis sentimen dengan 
menggunakan SVM linearly separable data terhadap 
penggunaan kotak suara pada pemilu tahun 2019 yang 
sempat menuai kontroversi juga pernah dilakukan. 
Berdasarkan penelitian tersebut menyimpulkan bahwa 
sentimen positif terhadap penggunaan kota suara 
kardus adalah aman, hemat, kedap, tahan, didukung dan 
disetujui[8].  Sehingga seharusnya pemilu tersebut 
menghasilkan anggota dewan yang kredibel. 
Selain itu, Hernawati (2019) telah melakukan penelitian 
sentimen analisis terhadap operasi tangkap tangan oleh 
KPK menggunakan algoritma SVM, Naive Bayes 
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berbasis Particle Swarm Optimizition. Pada penelitian 
tersebut disimpulkan bahwa hasil pengujian terhadap 
data tweet dengan menggunakan metode SVM baik 
sebelum dioptimasi maupun setelah dioptimasi dengan 
PSO selalu menghasilkan akurasi yang lebih baik dari 
metode NB[9]. Bobot atribut dan akurasi suatu 
algortima dapat ditingkatkan dengan menggunakan 
Algoritma PSO. PSO memiliki konsep yang sederhana, 
konvergensi cepat, implementasinya mudah dan dapat 
diterapkan di berbagai bidang untuk memecahkan 
masalah terkait dengan optimasi [10]. 
Dengan melakukan training tentang klasifikasi SVM, 
maka akan menghasilkan nilai atau pola yang akan 
digunakan untuk proses pengujian SVM, yang bertujuan 
untuk pemberian label sentimen di tweet. Analisis 
sentimen merupakan proses memahami, mengekstraksi 
informasi subyektif dari sumber dan memproses 
kontekstual data secara otomatis untuk mendapatkan 
informasi sentimen yang terkandung dalam kalimat 
opini[11]. Menurut Wardani (2018), kelebihan dari 
SVM adalah memiliki kemampuan generalisasi yang 
tinggi[12]: 1). Mampu menghasilkan model klasifikasi 
yang sangat baik meskipun menggunakan set data 
training yang relatif sedikit dengan pengaturan 
parameter sederhana. Konsep dan formulasi SVM sudah 
jelas dengan melakukan pengaturan pada beberapa 
parameter. 2). SVM relatif mudah diimplementasikan.  
Data pada website dan media sosial sangat banyak, 
sehingga sangat sulit untuk melakukan deteksi 
sentimen[13]. Pengguna twitter membuat kata-kata 
mereka sendiri dan dengan cara menggunakan ejaan 
dan tanda baca, melakukan kesalahan dalam mengeja, 
menggunakan kata-kata gaul, kata-kata baru, 
menambahkan url, dan istilah dan singkatan khusus 
sesuai dengan klasifikasi umurnya. 
Data pada media sosial twitter menjadi bahan yang 
sangat menarik untuk dianalisis karena beberapa hal 
diantaranya, 1) sebagian besar anggota DPR RI 
memiliki akun dan aktif pada media sosial tersebut, 2) 
anggota DPR RI banyak yang secara personal 
menyampaikan ide dan gagasannya maupun 
memberikan komentar terhadap kebijakan yang 
dikeluarkan oleh pemerintah, 3) masyarakat dengan 
bebas menyampaikan ide, dukungan, tanggapan dan 
kritik kepada DPR RI. 
Opinion Mining (OM) dan Sentiment Analysis (SA) 
adalah dua bidang yang muncul yang bertujuan untuk 
membantu pengguna menemukan informasi pendapat 
dan mendeteksi polaritas sentimen. OM dan SA 
umumnya digunakan secara bergantian untuk 
mengekspresikan makna yang sama. Namun, beberapa 
peneliti menyatakan bahwa mereka bertujuan untuk 
mengatasi dua masalah yang sedikit berbeda[14]. 
Analisis Sentimen membangun sistem yang mencoba 
mengidentifikasi dan mengekstraksi opini dalam teks 
[4]. Hal ini menyoroti klasifikasi teks dan berkaitan 
dengan penambangan teks. Polaritas klasifikasi 
mengacu pada bentuk paling dasar, yaitu jika teks atau 
kalimatnya positif atau negatif[15]. 
Sentimen dapat ditemukan di komentar atau tweet 
untuk memberikan indikator yang berguna untuk 
berbagai tujuan. Analisis sentimen melalui Twitter 
baru-baru ini menjadi metode yang populer bagi 
organisasi dan individu untuk memantau pendapat 
publik terhadap merek dan bisnis mereka. Salah satu 
tantangan utama yang harus dihadapi oleh metode 
analisis sentimen Twitter adalah noise dari data yang 
dihasilkan Twitter. Twitter hanya memungkinkan untuk 
140 karakter di setiap posting, yang memengaruhi 
penggunaan singkatan, ekspresi tidak teratur, dan kata-
kata yang jarang.  
Fenomena ini meningkatkan tingkat sparsitas data, 
yang memengaruhi kinerja pengklasifikasi sentimen 
Twitter[14]. Metode yang terkenal untuk mengurangi 
noise data tekstual adalah penghapusan stopwords. 
Stopwords merupakan kata-kata yang sangat umum 
yang muncul dalam teks namun memiliki sedikit makna 
dan hanya memenuhi fungsi sintaksis tetapi tidak 
menunjukkan substansi. Stopwords ini memiliki dua 
dampak berbeda pada proses pencarian informasi. 
Namun dapat memengaruhi efektivitas pengambilan 
karena memiliki frekuensi yang sangat tinggi dan 
cenderung mengurangi dampak perbedaan frekuensi di 
antara kata-kata yang kurang umum, yang 
memengaruhi proses pembobotan[16]. Stopwords dapat 
mengurangi akurasi dan menurunkan kinerja jika 
dimasukkan dalam pemrosesan teks karena mereka 
hanya sejumlah kecil dari kata-kata penghubung yang 
merupakan sebagian kecil dari total teks. Oleh karena 
itu diperlukan untuk menghilangkan stopwords selama 
fase pre-processing [17]. 
Analisis Sentimen Twitter dapat menjadi salah satu alat 
ampuh untuk menganalisis refleksi berharga dari 
persepsi publik. Analisis sentimen Twitter telah 
menarik banyak perhatian karena pertumbuhan cepat 
dalam popularitas Twitter sebagai sebuah platform bagi 
orang-orang untuk mengekspresikan pendapat dan 
sikap mereka terhadap beragam topik. Pendekatan 
analisis sentimen Twitter cenderung berfokus pada 
identifikasi sentimen tweet individu[18]. 
Analisis sentimen merupakan proses mengekstrak dan 
mengolah data secara otomatis dengan menggunakan 
algoritma tertentu untuk mendapatkan informasi 
sentimen yang terkandung dalam suatu kalimat 
pendapat[19]. Analisis data media sosial dapat 
membantu bisnis, pemerintah, organisasi keamanan, 
dan lingkungan untuk mengetahui masalah, saran, dan 
kritik orang dan menemukan solusi yang tepat untuk 
masalah mereka. Menganalisis data media sosial perlu 
menyesuaikan dengan metode dan alat baru, juga perlu 
pemahaman yang lebih baik tentang pendapat dan kritik 
serta wawasan masyarakat. Analisis sentimen 
merupakan bidang penelitian yang muncul dari Natural 
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Language Processing (NLP) untuk mengekstraksi 
pendapat, pemikiran, dan pandangan orang[3]. 
Di antara supervise machine, SVM merupakan mesin 
pembelajaran yang populer karena memiliki 
keunggulan yaitu mampu mengidentifikasi yang 
terpisah hyperplane yang memaksimalkan margin antar 
kedua kelas yang berbeda. SVM adalah pilihan untuk 
mendapatkan hasil yang baik, karena SVM dapat 
memproses secara efisien dan efektif koleksi data. SVM 
memiliki dukungan mesin vector untuk mendeteksi 
sentimen tweet[15]. NB adalah algoritma pembelajaran 
yang didasarkan pada teori Bayes dengan menggunakan 
asumsi yang kuat. Teori Bayes merupakan teori tentang 
menemukan probabilitas tertinggi sesuatu berdasarkan 
data yang sudah ada[11]. 
Penelitian ini bertujuan untuk melakukan analisis 
sentimen terhadap lembaga DPR RI di media sosial 
twitter. Dengan adanya analisis sentimen terhadap 
lembaga negara dan kebijakan yang dikeluarkan, 
diharapkan dapat secara lebih cepat dan akurat menilai 
informasi dan komentar yang diberikan oleh 
masyarakat terhadap kebijakan-kebijakan yang akan 
diterbitkan berikutnya. Hal tersebut juga digunakan 
sebagai fungsi pengendalian dan pengawasan oleh 
masyarakat terhadap wakil-wakilnya yang telah dipilih 
menjadi anggota DPR RI. Manfaat yang didapat 
dengan melakukan sentimen analisis adalah mencari 
informasi berharga yang diperlukan orang lain dari data 
yang tidak terstruktur [7]. Di samping itu, penelitian ini 
juga untuk menguji kembali apakah penggunaan 
algoritma SVM berbasis PSO mendapatkan nilai akurasi 
dan AUC yang lebih baik dibandingkan dengan 
Algoritma SVM tanpa PSO, NB tanpa PSO dan NB 
berbasis PSO. 
2. Metode Penelitian 
2.1. Model Penelitian 
Langkah-langkah yang akan dilakukan pada penelitian 
ini dituangkan dalam sebuah model kerangka kerja 
penelitian. Kerangka kerja pada penelitian ini disajikan 
pada Gambar 1. Berdasarkan kerangka kerja penelitian 
tersebut, dilakukan pembuatan model analisis data. 
Tool yang digunakan untuk pemodelan ini 
menggunakan RapidMiner studio versi 9.2. Model 
analisis data yang dibuat sebagaimana  disajikan pada 
Gambar 2. 
2.2. Teknik Pengumpulan Data 
Data yang digunakan untuk penelitian dapat berupa 
data primer maupun data sekunder. Data primer 
merupakan data yang diperoleh langsung dari sumber 
datanya, sedangkan data sekunder merupakan data yang 
didapatkan dari sumber yang sudah ada. Pada 
penelitian ini menggunakan data sekunder. 
Pengumpulan data twitter dilakukan dengan crawling 
tool rapidminer menggunakan operator search twitter 
dengan setup parameter query dpr, jumlah record yang 
disetting  sebanyak  2.000  dan  dengan  tipe  terkini  
atau 
 
Gambar 1. Kerangka Kerja Analisis Sentimen 
paling populer. Proses crawling data dari twitter 
sebagaimana disajikan pada Gambar 3. Data yang 
didapatkan pada proses tersebut sebanyak 2.000 baris. 
Data tersebut disimpan ke dalam bentuk file excell. 
Data pada file excell dibersihkan dari data duplikasi 
dan dilakukan penghapusan „RT‟ (Retweet) pada kolom 
text secara manual sebelum dilakukan pre-processing. 
Penghapusan data duplikasi sebanyak 1.396 baris 
sehingga tersisa 604 baris.  Sehingga dataset yang siap 
diproses untuk pre-processing sebanyak 604 baris. 
 
Gambar 2. Desain Model Komparasi SVM dan NB berbasis PSO 
2.3. Pre-Processing 
Data yang diperoleh dalam penelitian biasanya tidak 
langsung siap digunakan untuk proses pengujian.  
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Tahapan pre-processing merupakan tahapan mengubah 
data yang diperoleh dari sumber data menjadi dataset 
agar siap diproses lebih lanjut ke proses pengujian data.  
 
Gambar 3. Proses Crawling data dari Twitter 
Pre-processing bertujuan untuk menghilangkan noise 
pada data, dan melakukan beberapa tahapan untuk 
mengubah data yang belum terstruktur menjadi 
terstruktur atau mengubah teks menjadi term indeks 
yang mewakili sebuah dokumen sehingga siap diproses 
lebih lanjut. Tahapan - tahapan pre-processing 
sebagaimana disajikan pada Gambar 4. Beberapa 
tahapan yang dilakukan dalam pre-processing sesuai 
dengan gambar tersebut yaitu: 
Transform cases bertujuan untuk mengubah semua teks 
menjadi huruf kecil. Hal ini bertujuan agar tidak terjadi 
masalah ketika dilakukan proses tokenize. Remove http 
bertujuan untuk menghilangkan URL yang biasanya 
terdapat pada text tweet. Text sebelum dan sesudah 
diproses Remove http disajikan pada Tabel 1. 
Remove Annotation bertujuan untuk menghapus tanda 
annotation yang seringkali terdapat pada text tweet. 
Annotation merupakan salah satu noise yang tidak 
memiliki arti. Contoh teks yang telah dihapus tanda 
annotasinya pada proses Remove Annotation disajikan 
pada Tabel 1. Remove Hashtag bertujuan untuk 
menghapus kata kunci hashtag. Contoh teks sebelum 
dan sesudah dilakukan proses penghapusan hashtag 
disajikan pada Tabel 1. 
Proses tokenize merupakan proses pemotongan string 
input berdasarkan tiap kata penyusunnya. Tahapan ini 
bertujuan untuk memisahkan kata per kata dari teks 
kalimat. Tahapan ini bertujuan untuk melakukan filter 
atau hanya mengambil kata-kata yang panjangnya 
antara 4 sampai dengan 25 karakter berdasarkan dari 
hasil token.  
Tahapan ini merupakan pemilihan kata-kata penting 
dari hasil token, yaitu kata-kata apa saja yang akan 
digunakan untuk mewakili dokumen. Sehingga pada 
proses ini akan menghapus kata-kata yang tidak 
deskriptif (tidak penting) yang dapat dibuang dengan 
pendekatan bag-of-words. 
 
Gambar 4. Tahapan-tahapan pada Pre-Processing 
2.4. Model Pengujian Data 
Data yang telah dilakukan pre-processing sangat 
mungkin terjadi imbalance data. Imbalance data 
merupakan kondisi dimana di antara kedua kelas 
memiliki selisih yang sangat signifikan. Pemodelan 
dengan algoritma yang tidak memperhatikan 
ketidakseimbangan data akan didominasi oleh kelas 
mayor dan tidak memperhatikan kelas minornya. Hal 
ini akan menyebabkan hasil penelitian pada batas-batas 
keputusan yang diragukan dalam klasifikasi[20]. Untuk 
mengatasi hal ini, maka diperlukan SMOTE (Synthetic 
Minority Oversampling Technique), dengan melakukan 
up-sampling atau membangkitkan data buatan kelas 
minor agar setara dengan data kelas mayor. 
Data kemudian akan dilakukan pemodelan dengan 
algoritma SVM, NB dan masing-masing menggunakan 
PSO. Tipe kernel yang digunakan dalam pemodelan ini 
adalah Linear splines in one-dimension (dot). Tipe 
kernel ini sangat berguna ketika berhadapan dengan 
data vektor dan sering digunakan dalam kategorisasi 
teks. Untuk selanjunya dilakukan pengujian data 
dengan k-Fold Cross Validation. K-Fold cross 
validation merupakan metode statistik yang digunakan 
untuk mengevaluasi kinerja model atau algoritma yang 
akan memisahkan data menjadi dua subset yaitu 
sebagai data proses pembelajaran (data training) dan 
data validasi/ evaluasi (data testing). Model akan dilatih 
oleh subset training dan divalidasi oleh subset testing.  
Hasil dari pengujian data akan dievaluasi menggunakan 
tabel Confussion Matrix yaitu accuracy dan Area 
Under the Curve (AUC). Confusion Matrix 
merepresentasikan prediksi dan kondisi sebenarnya dari 
data yang dihasilkan oleh algoritma yang digunakan. 
Accuracy digunakan untuk evaluasi karena untuk 
mengetahui rasio prediksi benar (true positif dan true 
negatif) dengan data keseluruhan. Sedangkan, AUC 
digunakan karena akan menunjukkan angka yang 
terkait langsung dengan data. Nilai AUC 
menggambarkan hasil keseluruhan pengukuran atas 
kesesuaian dari model yang digunakan. Nilai AUC 
yang semakin besar menunjukkan bahwa variabel yang 
diteliti semakin baik dalam memprediksi kejadian [21]. 
Anas Faisal, Yuris Alkhalifi, Achmad Rifai, Windu Gata 
(JOINTECS) Journal of Information Technology and Computer Science Vol. 5 No. 2 (2020) 61 – 70  
 




Tabel 1. Regular (URL, Annotation, Hashtag) Expressions Removal 
No. Sebelum Sesudah 
1 
@KemensetnegRI Buat saya 
gak masalah lockdown karena 
semua kebutuhan hidup saya 
sudah terpenuhi. Beras ambil 
di lumbung. Sayur dan buah 
petik di kebun. Ikan mancing 
di danau. Tapi gimana orang 
miskin yang ekonominya harus 





Buat saya gak masalah 
lockdown karena 
semua kebutuhan 
hidup saya sudah 
terpenuhi Beras ambil 
di lumbung Sayur dan 
buah petik di kebun 
Ikan mancing di danau 
Tapi gimana orang 
miskin yang 
ekonominya harus 
keluar rumah  
 
RT @AskaraOfficial: DPR: 
Keadaan Makin Parah, 
Pemerintah Tergopoh-gopoh 
Buat Aturan Karantina 
Wilayah #NEWS 
https://t.co/7mmN4uhjyX 
DPR Keadaan Makin 
Parah Pemerintah 




Ketua DPR Puan Maharani 
mengatakan rapat paripurna 
harus dilakukan agar DPR bisa 
mulai bekerja melakukan 
fungsi pengawasan, budgeting 
dan legislasi terutama di saat 






Ketua DPR Puan 
Maharani mengatakan 
rapat paripurna harus 
dilakukan agar DPR 
bisa mulai bekerja 
melakukan fungsi 
pengawasan budgeting 
dan legislasi terutama 
di saat darurat wabah 
Covid sekarang ini 
3 
@marzukialie_MA @DPR_RI 
Bukannya dah lama pak, 
anggota DPR punya habit 
physical distancing... angka 
kehadiran minus dll... hebat 
anggota DPR.. punya indera ke 
9... bahwa phys.dis/ soc.dis... 
akan di berlakukan di Ind... 
???? 
Bukannya dah lama 
pak anggota DPR 
punya habit physical 
distancing angka 
kehadiran minus dll 
hebat anggota DPR 
punya indera ke bahwa 
phys dis soc dis akan 
di berlakukan di Ind 
 
2.5. Pengujian Data 
Proses pengujian data menggunakan algoritma SVM, 
SVM dengan PSO, NB tanpa PSO dan NB dengan PSO. 
K-fold cross validation merupakan metode statistik 
untuk mengevaluasi kinerja model dengan algoritma 
yang telah ditentukan [22]. Pada penelitian ini nilai k-
fold cross validation sebagaimana disajikan pada 
Gambar 5, diatur pada angka 10. Sehingga dataset 
dibagi menjadi 10 area, dengan masing-masing aspek 
memberikan informasi yang sama persentase setiap 
jenis data. Sembilan area data digunakan dalam metode 
pelatihan sehingga membentuk model, sedangkan yang 
tinggal digunakan dalam prosedur pengujian. 
 
Gambar 5. K-Folds Cross Validation 
 
Gambar 6. Training dan Testing Support Vector Machine 
 
Gambar 7. Training dan Testing Naive Bayes 
Di dalam model cross-validation ini terdapat beberapa 
operator yaitu algoritma untuk training sehingga 
menghasilkan model dan testing performance model. 
Operator training untuk menghasilkan model dan 
testing performance sebagaimana disajikan pada 
Gambar 6 dan Gambar 7. 
3.  Hasil dan Pembahasan 
Proses selanjutnya yaitu melakukan evaluasi atas hasil 
pengujian data. Evaluasi dilakukan dengan 
menggunakan nilai akurasi pada tabel confusion matrix 
dan nilai AUC pada kurva ROC. 
3.1. Support Vector Machine Algorithm 
Confusion matrix yang dihasilkan dari pengujian 
algoritma SVM tanpa PSO sebagaimana disajikan pada 
Tabel 2. 
Tabel 2.  Confusion Matrix Support Vector Machine Tanpa PSO 
accuracy: 71,04% +/- 6,68% (micro average: 71,03%) 
 true Negatif true Positif class precision 
pred. Negatif 249 122 67,12% 
pred. Positif 53 180 77,25% 
class recall 82,45% 59,60%  
 
Pada Tabel 2 tersebut menunjukkan bahwa nilai akurasi 
yang didapatkan sebesar 71,04% dengan toleransi 
kesalahan sebesar 6,68%, dengan nilai true positif 180 
records dan true negatif 249 records. Hal ini 
menunjukkan bahwa data yang diklasifikasikan sesuai 
dengan sentimen positif sebanyak 180 records dan data 
yang diklasifikasikan sesuai dengan sentimen negatif 
sebanyak 249 records. Sedangkan data yang 
seharusnya sentimen positif namun diklasifikasikan 
negatif (false negatif) sebanyak 53 records dan data 
yang seharusnya diklasifikasikan sentimen negatif 
namun diklasifikasikan positif (false positif) sebanyak 
122 records. Berdasarkan hasil pengujian performance 
menghasilkan Kurva Receiver Operating 
Characteristic (ROC) sebagaimana pada Gambar 8 dan 
nilai Area Under Curve (AUC) yang didapatkan adalah 
sebesar 0,817 (good classification). 
3.2. Naive Bayes Algorithm 
Confusion matrix yang dihasilkan dari pengujian 
algoritma NB tanpa PSO sebagaimana disajikan pada 
Tabel 3. 
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Gambar 8. Grafik ROC Support Vector Machine 
Tabel 3.  Confusion Matrix Naive Bayes Tanpa PSO 
accuracy: 70,69% +/- 5,56% (micro average: 70,70%) 
 true Negatif true Positif class precision 
pred. Negatif 231 106 68,55% 
pred. Positif 71 196 73,41% 
class recall 76,49% 64,90%  
 
Pada Tabel 3 tersebut menunjukkan bahwa nilai akurasi 
yang didapatkan sebesar 70,69% dengan toleransi 
kesalahan sebesar 5,56%, dengan nilai true positif 196 
records dan true negatif 231 records. Hal ini 
menunjukkan bahwa data yang diklasifikasikan sesuai 
dengan sentimen positif sebanyak 196 records dan data 
yang diklasifikasikan sesuai dengan sentimen negatif 
sebanyak 231 records. Sedangkan data yang 
seharusnya sentimen positif namun diklasifikasikan 
negatif (false negatif) sebanyak 71 records dan data 
yang seharusnya diklasifikasikan sentimen negatif 
namun diklasifikasikan positif (false positif) sebanyak 
106 records. Berdasarkan hasil pengujian performance 
menghasilkan Kurva Receiver Operating 
Characteristic (ROC) sebagaimana pada Gambar 9 dan 
nilai Area Under Curve (AUC) yang didapatkan adalah 
sebesar 0,661 (poor classification).  
3.3. Support Vector Machine Algorithm ( PSO ) 
Confusion matrix yang dihasilkan dari pengujian 
menggunakan algoritma SVM dengan dioptimasi PSO 
sebagaimana disajikan pada Tabel 4. 
Pada Tabel 4 tersebut menunjukkan bahwa nilai akurasi 
yang didapatkan sebesar 75,03% dengan toleransi 
kesalahan sebesar 6,80%, dengan nilai true positif 216 
records dan true negatif 237 records. Hal ini 
menunjukkan bahwa data yang diklasifikasikan sesuai 
dengan sentimen positif sebanyak 216 records dan data 
yang diklasifikasikan sesuai dengan sentimen negatif 
sebanyak 237 records. Sedangkan data yang 
seharusnya sentimen positif namun diklasifikasikan 
negatif (false negatif) sebanyak 65 records dan data 
yang seharusnya diklasifikasikan sentimen negatif 
namun diklasifikasikan positif (false positif) sebanyak 
86 records. Berdasarkan hasil pengujian performance 
menghasilkan Kurva Receiver Operating 
Characteristic  
 
Gambar 9. Grafik ROC Naive Bayes 
(ROC) sebagaimana pada Gambar 10 dan nilai Area 
Under Curve (AUC) yang didapatkan adalah sebesar 
0,817 (good classification). 
Tabel 4.  Confusion Matrix Support Vector Machine ( PSO ) 
accuracy: 75,03% +/- 6,80% (micro average: 75,00%) 
 true Negatif true Positif class precision 
pred. Negatif 237 86 73,37% 
pred. Positif 65 216 76,87% 
class recall 78,48% 71,52%  
 
 
Gambar 10. Grafik ROC Support Vector Machine ( PSO ) 
3.4. Naive Bayes  Algorithm ( PSO ) 
Confusion matrix yang dihasilkan dari pengujian 
algoritma NB dengan menggunakan PSO sebagaimana 
disajikan pada Tabel 5. 
Tabel 5.  Confusion Matrix Naive Bayes ( PSO ) 
accuracy: 73,49% +/- 6,52% (micro average: 73,51%) 
 true Negatif true Positif class precision 
pred. Negatif 249 107 69,94% 
pred. Positif 53 195 78,63% 
class recall 82,45% 64,57%  
 
Pada Tabel 5 tersebut menunjukkan bahwa nilai akurasi 
yang didapatkan sebesar 73,49% dengan toleransi 
kesalahan sebesar 6,52%, dengan nilai true positif 195 
records dan true negatif 249 records. Hal ini 
menunjukkan  bahwa  data  yang  diklasifikasikan  
sesuai  
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Gambar 11. Grafik ROC Naive Bayes ( PSO) 
dengan sentimen positif sebanyak 195 records dan data 
yang diklasifikasikan sesuai dengan sentimen negatif 
sebanyak 249 records. Sedangkan data yang 
seharusnya sentimen positif namun diklasifikasikan 
menjadi negatif (false negatif) sebanyak 107 records 
dan data yang seharusnya diklasifikasikan sentimen 
negatif namun diklasifikasikan ke dalam positif (false 
positif) sebanyak 249 records. Berdasarkan hasil 
pengujian performance menghasilkan Kurva Receiver 
Operating Characteristic (ROC) sebagaimana pada 
Gambar 11 dan nilai Area Under Curve (AUC) yang 
didapatkan adalah sebesar 0,719 (fair classification). 
Tabel 6. Komparasi Accuracy and AUC 
Algoritma Accuracy AUC 
SVM 71,04% 0,817 
NB 70,69% 0,661 
SVM + PSO 75,03% 0,808 
NB + PSO 73,49% 0,719 
 
Rekapitulasi hasil accuracy dan AUC yang didapatkan 
diantara keempat algoritma tersebut diatas disajikan 
pada Tabel 6. Pada Tabel 6 menunjukkan bahwa 
berdasarkan pengujian yang dilakukan dengan 
menggunakan algoritma SVM mendapatkan nilai 
accuracy 71,04% dan nilai AUC sebesar 0,817, 
sedangkan pengujian yang dilakukan dengan 
menggunakan algoritma Naive Bayes mendapatkan 
nilai accuracy 70,69% dan nilai AUC sebesar 0,661. 
Hasil accuracy dari kedua algoritma tersebut terdapat 
selisih sebesar 0,35%. Sedangkan pengujian yang 
dilakukan dengan menggunakan algoritma SVM yang 
dioptimalisasi dengan operator PSO mendapatkan nilai 
accuracy sebesar 75,03% dan nilai AUC sebesar 0,808, 
sedangkan pengujian yang dilakukan dengan 
menggunakan algoritma Naive Bayes yang telah di 
optimalisasi dengan PSO mendapatkan nilai accuracy 
sebesar 73,49% dan nilai AUC sebesar 0,719. Nilai 
AUC setelah dioptimalisasi terdapat selisih sebesar 
1,54%.  
Grafik perbandingan nilai akurasi dan nilai AUC 
diantara keempat algoritma tersebut sebagaimana 
disajikan pada Gambar 12 dan Gambar 13.  
 
Gambar 12. Grafik Perbandingan Accuracy 
 
Gambar 13. Grafik Perbandingan AUC 
Berdasarkan analisis rekapitulasi tersebut menunjukkan 
bahwa evaluasi menggunakan algoritma SVM dengan 
PSO menjadi solusi paling baik untuk mendapatkan 
nilai accuracy tertinggi, sedangkan untuk hasil AUC 
tertinggi menggunakan algoritma SVM tanpa PSO. 
4.  Kesimpulan 
Pengujian terhadap data hasil crawling dari media 
sosial twitter dengan query DPR telah dilakukan. 
Berdasarkan hasil analisis sentimen terhadap Dewan 
Perwakilan Rakyat Republik Indonesia di Media Sosial 
Twitter dengan menggunakan algoritma Support Vector 
Machine, Naive Bayes, Support Vector Machine 
dengan Particle Swarm Optimization, dan Naive Bayes 
dengan Particle Swarm Optimization, dapat 
disimpulkan bahwa penggunaan algoritma Support 
Vector Machine yang dioptimasi dengan Particle 
Swarm Optimization menghasilkan tingkat akurasi 
lebih baik dibandingkan dengan algoritma Support 
Vector Machine, Naive Bayes dan Naive Bayes yang 
dioptimasi dengan Particle Swarm Optimization. 
Sehingga algoritma Support Vector Machine yang 
dioptimasi dengan Particle Swarm Optimization 
menjadi solusi untuk melakukan klasifikasi sentimen 
masyarakat terhadap Dewan Perwakilan Rakyat 
Republik Indonesia. Penelitian selanjutnya agar 
dilakukan untuk kasus yang sama dengan 
menggunakan operator feature selection by corellation 
atau dengan feature selection by gain information 
sehingga performancenya dapat dibandingkan dan 
mendapatkan nilai akurasi yang paling optimal.  
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