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1 Introduction
Let S be a projective K3 surface. Moduli spaces of stable coherent sheaves on S are
parametrized by their Mukai vectors in the Mukai lattice. This lattice is the cohomology
H∗(S,Z), endowed with a modification of the Poincare pairing (see equation (2) below).
Denote by S [n] the Hilbert scheme of length n subschemes of S. Set v to be the Mukai
vector of the ideal sheaf of n points on S. Then the Hilbert scheme S [n] is isomorphic to
the moduli space M(v), of stable sheaves with Mukai vector v.
We denote the isometry group of the Mukai lattice by Γ and let Γv be the stabilizing
subgroup of the Mukai vector v. We began, in part I of the paper, the construction of a
representation
γ : Γv −→ Aut(H∗(S [n],Z)free), (1)
1Partially supported by NSF grant number DMS-9802532
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acting via ring automorphisms. Above, H∗(S [n],Z)free denotes the torsion free summand
of the integral cohomology. We reduced the construction to two classes of isometries τv0
and σu0 in Γv, reviewed below.
The main result of the paper is Theorem 2.2. It relates the representation (1) to
the monodromy representation of the Hilbert scheme. The Mukai lattice is endowed
with a weight 2 Hodge structure. Isometries preserving this structure are called Hodge
isometries. Theorem 2.2 relates also the automorphism γ(g), for any Hodge isometry
g ∈ Γv, to an autoequivalence of the bounded derived category D(S) of coherent sheaves
on S.
In part one of the paper, we reduced the proof of Theorem 2.2 to the case of two
sequences of isometries τn, σn, n ≥ 2. Recall, that every simple and rigid sheaf L on S,
is spherical, in the sense of Seidel-Thomas, and gives rise to an auto-equivalence of D(S)
(see [ST] or part one of the paper [Ma3]). The corresponding isometry of the Mukai
lattice, is the reflection with respect to the −2 Mukai vector v(L). The isometry τn, in
the first sequence, is the reflection with respect to v(L), where L is a line bundle with
c1(L)
2 = 2n− 4. When L is such a line bundle, then v(L) is perpendicular to the Mukai
vector v of S [n] and τn stabilizes v.
The verification of the results of Theorem 2.2 for τn, is carried out in section 4
(Theorem 4.3). Let us consider the case n = 1, where the line bundle L is OS(Σ) for
a smooth rational curve Σ ⊂ S. The corresponding monodromy automorphism γ(τ1) of
H∗(S [1]) is induced by the correspondence
Z0 + [Σ× Σ] ⊂ S [1] × S [1],
where Z0 is the diagonal. This is a classical reflection of a K3, with respect to a −2
curve. Observe, that the stratification
S [1] ⊃ Σ
is a Brill-Noether stratification, with respect to the dimension of H1(Ip ⊗ L), where Ip
is the ideal sheaf of a point p ∈ S. This observation is key to the proof of the general
case n ≥ 2. Let us consider the case of a very ample line-bundle L, giving rise to an
embedding S →֒ Pn−1. The analogous Brill-Noether stratification is
S [n] = (S [n])0 ⊃ (S [n])1 ⊃ · · · ⊃ (S [n])µ.
(S [n])t is the locus, in which the n-points span a projective linear subspace of dimension
≤ n − 1 − t. This stratification is a special case of those considered in [Ma1]. The
stratum (S [n])t \ (S [n])t+1 is a G(t, 2t)-bundle over the open Brill-Noether stratum of a
moduli space Mt of sheaves of rank t + 1. We set
Zt ⊂ S [n] × S [n]
to be the closure of the fiber product of (S [n])t \ (S [n])t+1 with itself over Mt. Z0 is the
diagonal. Theorem 4.3 proves, in particular, that the cohomology class of
∑µ
t=0Zt is
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equal to the class γ(τn), with γ given in (1). The formula (7) for γ(τn) expresses the class
of
∑µ
t=0 Zt in terms of the Chern classes of the ideal sheaf of the universal subscheme in
S × S [n]. We prove in section 6, that the endomorphism of H∗(S [n],Z), induced by the
correspondence
∑µ
t=0Zt, is a monodromy operator.
The verification of the results of Theorem 2.2, for the second sequence of isometries
σn, is carried out in section 5 (Theorem 5.2). The isometry σn is a reflection, with respect
to a +2 vector un orthogonal to v. We set un to be the Mukai vector of Ip+q⊗L−1, where
Ip+q is the ideal sheaf of a length 2 subscheme, and L is a line bundle with c1(L)
2 = 2n.
The isometry σn corresponds to a contravariant equivalence Φ : D(S) → D(S)op. It
is the composition, of a covariant auto-equivalence, with the duality functor. Φ induces
a birational involution of S [n], which we now describe. When n = 1, this is the regular
Galois involution of a double cover S → P2 branched along a sextic. When n ≥ 2,
assume, for simplicity, that L is very ample, giving rise to an embedding S →֒ Pn+1. A
generic length n subscheme D spans a Pn−1, intersecting S along a length 2n subscheme
Z containing D. The birational involution sends D to the complementary subscheme
Z \D.
The line bundle L induces a Brill-Noether stratification of S [n], via the dimension of
H1(ID⊗L). Again, we get a reducible correspondence
∑µ
t=0 Zt in S [n]×S [n]. Here Z0 is
the closure of the graph of the birational involution. Theorem 5.2 proves, in particular,
that the cohomology class
∑µ
t=0 Zt is equal to the class of the composition DS[n] ◦ γ(σn),
with γ given in (1) and DS[n] is the duality operator, multiplying H
2i(S [n]) by (−1)i.
The paper is organized as follows. We state our main Theorem 2.2 in section 2.
In section 3 we review the definition of stratified Mukai elementary transformations of
holomorphic symplectic varieties. These are birational transformations, corresponding to
stratification, such as the Brill-Noether stratifications of S [n] described above. Associated
to such a transformation, is a lagrangian correspondence Z ⊂ S [n] × S [n], analogous to
the Steinberg correspondence in the cartesian square of the cotangent bundle of a flag
variety. The correspondence Z is reducible, with singular irreducible components. In
section 3 we relate the K-group of Z to that of a birational model with smooth and
transversal irreducible components. In section 4 we treat the sequence {τn} of reflections
with respect to line bundles (Theorem 4.3). In section 5 we treat the sequence {σn}
of isometries (Theorem 5.2). The proof of each of these theorems is a rather involved
K-theoretic calculation. The proofs rely heavily on our results in [Ma1, Ma2]. In section
6 we relate the above mentioned correspondences to monodromy operators.
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2 Statement of the Main Theorem
Let S be a K3 surface and L a primitive ample line bundle on S. The Todd class of S is
1 + 2ω, where ω is the fundamental class in H4(S,Z). Its square root is 1 + ω. Given a
coherent sheaf F on S of rank r, we denote by
v(F ) := ch(F )
√
tdS = (r, c1(F ), χ(F )− r)
its Mukai vector in
H∗(S,Z) = H0(S,Z)⊕H2(S,Z)⊕H4(S,Z).
Mukai endowed the cohomology group H∗(S,Z) with a weight 2 polarized Hodge struc-
ture. The bilinear form is
〈(r′, c′, s′), (r′′, c′′, s′′)〉 = c′c′′ − r′s′′ − r′′s′, or equivalently, (2)
〈α, β〉 = −
∫
S
α∨ ∧ β, where,
(•)∨ : H∗(S,Z) → H∗(S,Z)
is the duality acting by −1 on the second cohomology (sending the Mukai vector (r, c1, s)
to (r,−c1, s)). The Hodge filtration is induced by that of H2(S,Z). In other words,
H2,0(S) is defined to be also the (2, 0)-subspace of the complexified Mukai lattice.
Denote by M(v) := ML(v) the moduli space of Gieseker-Simpson L-stable sheaves
with Mukai vector v of non-negative rank r(v) ≥ 0. Assume, that the vector v is primitive
(indivisible). Mukai constructed a natural homomorphism
θv : v
⊥ → H2(ML(v),Z)
given by
θv(x) :=
1
ρ
[
pM∗((chE) ·
√
tdS · π∗S(x∨))
]
1
, (3)
where E is a quasi-universal family of similitude ρ. In this paper, E will always be a
universal family and ρ = 1. Note, that the homomorphism θv extends to the whole
Mukai lattice, but the extension depends on the choice of E . The following theorem is
due to Mukai, O’Grady and Yoshioka:
Theorem 2.1 [Y2] Let v be a Mukai vector of positive rank with 〈v, v〉 ≥ 0. For a generic
L,ML(v) is a smooth, non-empty, irreducible symplectic, projective variety of dimension
dim(v) = 〈v, v〉 + 2. The homomorphism (3) is an isomorphism of weight 2 Hodge
structures with respect to Beauville’s bilinear form on H2(ML(v),Z) when dim(v) ≥ 4.
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Let us review the construction of the class γ(g) in (1). We work with more general
moduli spacesM(v) as in Theorem 2.1, admitting a universal sheaf Ev. However, we will
review the definition of γ(g) only for two kinds of isometries g. The first kind τ is the
reflection with respect to the −2 Mukai vector v0 := (1, 0, 1) of the trivial line bundle
τ(v) := v + (v0, v) · v0. (4)
The second one σ is the reflection with respect to the +2 Mukai vector u0 = (1, 0,−1) of
the ideal sheaf of two points.
σ(w) = w − (w, u0)u0. (5)
The corresponding reflections σ and τ commute and satisfy the relation
σ = (−τ)∨. (6)
When v is the Mukai vector of the Hilbert scheme S [n], the homomorphism γ sends
an isometry g to a class γg(Ev, Ev) in the cohomology H4n(S [n] × S [n],Z). Let m be the
complex dimension of a moduli space M(v). Dropping the assumption that τ stabilize
v, we define the class γτ (Ev, Eτ(v)) in H2m(M(v)×M(τ(v)),Z) via
γτ (Ev, Eτ(v)) := cm
[− π13! (π∗12(τ [Ev])∨ ⊗ π∗23(Eτ(v)))] , (7)
where
τ [Ev] := Ev − p!p!Ev, (8)
πij is the projection fromM(v)×S×M(τ(v)) to the product of the i-th and j-th factors,
πij! is the K-theoretic pushforward, ⊗ is the K-theoretic product and p : M(v) × S →
M(v) is the projection. Note, that τ [Ev] is a K-theoretic representative, of a relative
Fourier-Mukai transform, via a natural lift of τ to an autoequivalence of the derived
category of S (see part I [Ma3]). Lemma 4.4 in [Ma3] implies the following equality.
ch(τ [Ev]) ·
√
tdS = (τ ⊗ idM(v))
(
ch(Ev) ·
√
tdS
)
. (9)
Similarly, we define the class γσ(Ev, Eτ(v)) in H2m(M(v)×M(σ(v)),Z) via
γσ(Ev, Eσ(v)) := cm
[− π13! (π∗12(σ[Ev])∨ ⊗ π∗23(Eσ(v)))] , (10)
where
σ[Ev] := −τ [Ev]∨ =
[
p!p!Ev − Ev
]∨
. (11)
We recall, next, the normalization of the chern character of the universal sheaf, in-
troduced in [Ma3]. Assume, that dimM(v) > 2. Let ηv be a Q-Cartier divisor onM(v),
such that (v, v) · c1(ηv) = θv(v), where θ(v) is given in (3). The class
ch(p∗ηv) · ch(Ev) · π∗S
√
tdS (12)
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in H∗(M(v)× S,Q) is independent of the choice of a universal sheaf Ev.
Theorem 2.2 is the main result of this paper. Acting by (−1)i on H2i(S [n],Z), we get
a graded-involution of the cohomology ring of S [n]. We call it the Duality involution and
denote it by DS[n]. The group Γ has a natural orientation character cov : Γ→ {±1} ⊂ C×
(see part I [Ma3]). This character sends τ to 1 and σ to −1. We regard the values of cov
in Z/2Z, when they appear in an exponent. Consequently, we get another representation
γ · cov : Γv → Aut(H∗(S [n],Z)free). (13)
g 7→ γ(g) · (DS[n])cov(g).
Theorem 2.2 Let v := (1, 0, 1− n) be the Mukai vector of the Hilbert scheme S [n], and
g an isometry in Γv.
1. The class γg(Ev, Ev) induces an automorphism γg of the cohomology ringH∗(M(v),Z)free,
independent of the choice of Ev. If g is a Hodge isometry, then γg is an isomorphism
of Hodge structures.
2. The class (12) is invariant with respect to the automorphism
(γg ⊗ g) : H∗(M(v)× S,Q)
∼=−→ H∗(M(v)× S,Q).
3. The image of γ · cov is a subgroup of the monodromy group.
Theorem 2.2 follows from Theroems 4.3 and 5.2 and Lemma 6.1 via the reduction in
part one of the paper [Ma3].
Finaly, we will need to use the following characterization of the class γg(E1, E2) (lemma
5.2 in part one [Ma3]). Let (S1,L1) and (S2,L2) be polarized K3 surfaces, ML1(v1)
and ML2(v2) compact moduli spaces of stable sheaves, and Ei a universal sheaf over
MLi(vi)× Si.
Lemma 2.3 Suppose that f : H∗(ML1(v1),Q) → H∗(ML2(v2),Q) is a ring isomor-
phism, g : H∗(S1,Q)→ H∗(S2,Q) a linear homomorphism, and f⊗g maps the class (12)
in H∗(ML1(v1)×S1,Q) to the class (12) in H∗(ML2(v2)×S2,Q). Then [f ] = γg(E1, E2).
In particular, given g, a ring isomorphism f , satisfying the condition above, is unique (if
it exists).
3 Stratified elementary transformations
Let X be a smooth variety with a holomorphic symplectic structure. A stratified Mukai
elementary transformation is a certain birational transformation of X , resulting in a
smooth variety X ′ with a holomorphic symplectic structure [Ma1]. We review the def-
inition in section 3.1. A lagrangian correspondence Z ⊂ [X × X ′] is introduced in
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Definition 3.2. Z is analogous to the Steinberg correspondence, in the cartesian square
of the cotangent bundle of a flag variety [CG].
The homomorphism
Z∗ : H∗(X,Z) → H∗(X ′,Z),
induced by the correspondence, will be a monodromy operator, in self-dual cases, where
X is naturally isomorphic to X ′. We will study the homomorphism Z∗ via its K-theoretic
analogue. This will be facilitated by resolutions βi : Z [1]i → Zi of the irreducible com-
ponents of Z. We will see in section 3.3, that the correspondence Z is the image of a
reducible variety Z [1], which is a divisor, with normal crossings, in a smooth variety. The
i-th component of Z [1] is the resolution Z [1]i of Zi. The main result of this section is
proposition 3.11. It implies, that the composition
K0(Z) β!−→ K0(Z [1]) β!−→ K0(Z)
is equal to the natural homomorphism, from the Grothendiek K-group of vector bundles
on Z, to the Grothendiek K-group of coherent sheaves on Z. This will enable us to carry-
out calculations with Z [1], instead of the more singular correspondence Z. Proposition
3.11 is related to the statement, that the components Zi, as well as their intersections,
all have rational singularities (see proposition 3.3).
In section 3.2 we study the prototypical case, where X = T ∗G(r,Ch) is the cotangent
bundle of a Grassmannian. In that case, we relate the correspondence Z to the variety
of circular complexes. We conclude, as a consequence, that the irreducible components
of Z have rational singularities. In section 3.3 we construct the normal crossing model
Z [1] of Z. In section 3.4 we relate the general stratified elementary transformation, to
the prototypical one, via a deformation. This deformation enables us to reduce the proof
of Proposition 3.11 to the case, where X = T ∗G(r,Ch). The latter case of Proposition
3.11 is proven in section 3.5. The action of the correspondence Z, on the cohomology of
X , is briefly discussed in section 3.6.
3.1 Review of stratified elementary transformations
The prototypical example, of a stratified Mukai elementary transformation, consists of
the pair X = T ∗G(r,H) and X ′ = T ∗G(r,H∗), where H is a vector space. Assume, that
the dimension h of H is ≥ 2r. Both X and X ′ are resolutions of the closure N r of a
nilpotent orbit Nr in End(H). The orbit Nr consists of elements η satisfying
η2 = 0 and rank(η) = r.
Equivalently, the Jordan normal form of η consists of r two-by-two nilpotent blocks (and
h − 2r zeroes along the diagonal). The closure N r is the union of Nt, 0 ≤ t ≤ r.
The resolution morphism T ∗G(r,H) → N r sends a pair (W,ψ : H/W → W ) to the
composition H → H/W ψ→W →֒ H of ψ with the natural projection and inclusion.
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The cotangent bundle T ∗G(r,H) is stratified by the rank of the homomorphism ψ.
Let T ∗G(r,H)t be the locus, where ψ has t-dimensional cokernel. This stratification has
a recursive nature. Accordingly, the birational transformation
T ∗G(r,H) → N r ← T ∗G(r,H∗) (14)
is best described, in terms of a recursive structure, which we call a stratified dualizable
collection (Definition 2.3 in [Ma1], which is review below). Set X(k) := T ∗G(r − k,H),
0 ≤ k ≤ r, where T ∗G(0, H) is a point. Set µ(k) := r − k. Denote by B[i]X(k),
1 ≤ i ≤ µ(k) the following iterated blow-up of X(k). B[µ(k)]X(k) is the blow-up along
the smallest stratum X(k)µ(k) (the zero section). B[i]X(k) is the blow-up of B[i+1]X(k)
along the strict transform B[i+1]X(k)i of X(k)i. B[i+1]X(k)i is smooth. In fact, it is a
G(i, h− 2r + 2i)-bundle
fk,i : B
[i+1]X(k)i −→ B[1]X(k + i). (15)
The morphism fk,i sends a point (W,ψ : H/W → W ) in X(k)i \ X(k)i+1, with W ∈
G(r − k,H) and ψ of rank r − k − i, to the pair (Im(ψ), ψ¯ : H/Im(ψ)→ Im(ψ)).
The varieties B[1]T ∗G(r,H) and B[1]T ∗G(r,H∗) are isomorphic. In other words, the
birational isomorphism (14) is resolved as a sequence of blow-ups, followed by a dual
sequence of blow-down operations. Note, that the grassmannian bundle X i \X i+1 (with
bundle map f0,i) is replaced by the dual grassmannian bundle.
A stratified dualizable collection is a collection {X(k)t, fk,t}, of connected symplectic
varieties X(k), each with a stratification
X(k) = X(k)0 ⊃ X(k)1 ⊃ · · · ⊃ X(k)µ(k). (16)
Set µ := µ(0). Then µ(k) = µ − k. It is convenient to arrange the data in an upper
triangular (µ+1)× (µ+1)-matrix with symplectic diagonal entries:
X(0) ⊃ X(0)1 ⊃ · · · ⊃ X(0)t · · · ⊃ X(0)µ
↓
X(1) ⊃ X(1)1 ⊃ · · · ⊃ X(1)µ−1
↓
X(2) ⊃ · · · ⊃ X(2)µ−2
...
↓
X(µ)
(17)
Let n be the codimension of X1 in X . Every entry X(k)t admits a rational morphism
to the symplectic diagonal entry X(k + t). Each of these morphisms is resolved as a
Grassmannian foliation
fk,t : B
[t+1]X(k)t → B[1]X(k + t) (18)
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of iterated blow-ups of the strata, with G(t, n+ 2k + 2t− 1)-fibers. In particular,
fk,1 : B
[2]X(k)1 −→ B[1]X(k + 1)
is a Pn+2k-bundle, which we denote by
PWk+1 := B
[2]X(k)1. (19)
We do not assume, that the projective bundle PWk+1 is the projectivization of a vector
bundle. We continue this abuse of notation, and denote by G(t,Wk+1) the relative grass-
mannian bundle of Pt−1 subspaces in the fibers of PWk+1. All the grassmannian bundles
fk,t, with the same value of k + t, are related by identifications (which are part of the
data of the collection)
B[t+1]X(k)t = G(t,Wk+t). (20)
The codimension of X(k)t is equal to the dimension of the grassmannian fibers of fk,t.
This implies the equality
dimX(k) = dimX(0) − 2k(n+ k − 1).
It follows, that the length µ, of the stratification in (17), is bounded by the inequality
dimX(0) ≥ 2µ(n+ µ− 1),
which is the condition, that dimX(µ) ≥ 0.
The morphisms fk,t are compatible, with respect to the stratifications, in the following
sense. We have the following equality of Cartier divisors on B[t+1]X(k)t.
B[t+1]X(k)t ∩ B[t+1]X(k)r = f−1k,t
(
B[1]X(k + t)r−t
)
, (21)
for t < r ≤ µ(k).
The collection satisfies one additional condition, which we now recall (Condition 2.5
in [Ma1]). The exceptional divisor B[t]X(k)t is isomorphic to the projectivized normal
bundle of B[t+1]X(k)t in B[t+1]X(k). The latter is isomorphic to the projectivization
PT ∗fk,t of the relative cotangent bundle of the Grassmannian fibration (18) (see Lemma
2.2 in [Ma1]). The relative cotangent bundle is a homomorphism bundle from the tau-
tological quotient bundle to the tautological sub-bundle. The condition asserts, that the
stratification (16) induces on the exceptional divisor B[t]X(k)t the same determinantal
stratification of the homomorphism bundle. Denote by (PT ∗fk,t)
i the locus, where the
homomorphism has corank ≥ i. Then the condition asserts the equality
B[t]X(k)t ∩ B[t]X(k)i = (PT ∗fk,t)i, 0 ≤ i ≤ t− 1. (22)
The last condition relates the bundles PWk, for different values of k, along the intersection
of the exceptional divisors (Lemma 3.1 below).
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Let V be a vector space of dimension N ≥ 2t. A flag U ⊂W ⊂ V , with dim(U) = t−k
and dim(W ) = N − (t − k), determines the subvariety G(k,W/U) ⊂ G(t, V ). The flag
variety F lag(t − k,N − (t − k), V ) is a component of the Hilbert scheme of G(t, V ),
parametrizing subvarieties isomorphic to G(k,N − 2(t− k)).
Consider the following commutative diagram, for 1 ≤ k ≤ t− 1 and t ≤ µ.
G(k,Wk) = B
[k+1]Xk
f0,k−→ B[1]X(k)
∪ ∪
B[k+1]Xk∩t
g−→ B[1]X(k)t−k β→ B[t−k+1]X(k)t−k
↓ φ fk,t−k ◦ β ↓
fk,t−k
ւ
G(t,Wt) = B
[t+1]X t
f0,t−→ B[1]X(t)
Above, g is the restriction of the Grassmannian bundle f0,k. The morphism φ is the
composition of the inclusion B[k+1]Xk∩t ⊂ B[k+1]X t, followed by the blow-down morphism
B[k+1]X t → B[t+1]X t.
Lemma 3.1 There exists a natural morphism
η : B[1]X(k)t−k −→ F lag(t− k, rank(Wt)− (t− k),Wt).
Moreover, η determines a G(k, n + 2k − 1)-subbundle of β∗f ∗k,t−kG(t,Wt), which is nat-
urally isomorphic to the G(k, n + 2k − 1)-bundle g. Consequently, φ embeds each fiber
of g in a fiber of f0,t. In particular, the generic fiber of f0,k is homologous in X(0) to a
Grassmannian subvariety in a generic fiber of f0,t.
Proof: The condition (22) identifies B[1]X(k)t−k with the top iterated blow-up B[1](PT ∗fk,t−k),
of the relative projectivized cotangent bundle. The morphism η is the natural exten-
sion, of the morphism, which sends a point (U, ψ : V/U → U) in the open stratum
PT ∗fk,t−k \ (PT ∗fk,t−k)1 where ψ is surjective, to the flag U ⊂ ker[V → V/U
ψ→ U ] ⊂ V in
the fiber V of Wt.
The morphism φ factors through B[t]X t ∩ B[t]Xk. The latter is identified with the
stratum (PT ∗f0,t)
k, by equality (22). The identification, of the two G(k, n+2k−1)-bundles,
now follows from Lemma 2.7 in [Ma1]. ✷
We study in this section a correspondence Z ⊂ X ×X ′. Z has pure dimension equal
to that of X . In the prototypical example above, the correspondence Z admits three
equivalent descriptions.
Definition 3.2 1. Z is the fiber product of T ∗G(r,H) and T ∗G(r,H∗) over N r.
2. Z is the union of the irreducible components Zi, 0 ≤ i ≤ r. The component Zi is
the conormal variety in T ∗[G(r,H)×G(r,H∗)], to the incidence subvariety
Ii := {(U,W ) : dim(U ∩W⊥) ≥ r − i} (23)
of G(r,H)×G(r,H∗).
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3. Z is the union of the irreducible components Zi, 0 ≤ i ≤ r. The component Zi is
the closure, in X ×X ′, of the fiber product of dual grassmannian fibrations
[X i \X i+1]×X(i)\X(i)1 [(X ′)i \ (X ′)i+1].
Note, that the base X(i) \X(i)1 is the open stratum in both X(i) and X ′(i).
For a general stratified dualizable collection {X(k)t, fk,t}, only description 3 is avail-
able (with r = µ). We use description 3 as the initial definition in the prototypical exam-
ple. The equivalence, of descriptions 2 and 3, follows from Claim 3.4, and the analogous
equivalence for the variety of circular complexes, proven in [St]. Note, that the conormal
variety of Ii is defined to be the closure, in the cotangent bundle of G(r,H)×G(r,H∗),
of the conormal bundle of the smooth locus of Ii. The equivalence of descriptions 1 and
3 is proven in Corollary 3.16. Description 2 will be used in section 3.2, in order to prove
that the varieties Zi are not too singular. We will not use description 1.
3.2 Circular complexes
We consider in this section the prototypical case X := T ∗G(r,H). Let Zi,j be the
intersection Zi ∩ Zj. We prove in this section the following proposition.
Proposition 3.3 The varieites Zi, as well as Zi,j, are all normal, Cohen-Macaulay, and
have rational singularities.
We first exhibit the incidence variety Ii, given in (23), as a determinantal variety.
Let τH and qH be the tautological sub and quotient bundles over G(r,H). Denote by
π1 : G(r,H)×G(r,H∗)→ G(r,H) the projection and by π2 the projection onto G(r,H∗).
Let g : π∗1τH → π∗2(τH∗)∗ be the composition
π∗1τH →֒ (H)G(r,H)×G(r,H∗) → π∗2(τH∗)∗ (24)
of the natural inclusion and quotient homomorphisms. The incidence variety Ii is the
i-th degeneracy locus of the section g.
Claim 3.4 The section g is transversal to the determinantal stratification of the total
space of the bundle Hom(π∗1τH , π
∗
2(τH∗)
∗).
Proof: We need to show, that g induces a submersive morphism to Hom(U,Q), upon
a choice of a local trivialization of π∗1τH and π
∗
2(τH∗)
∗, modeled after the vector spaces
U and Q. We begin with a construction, providing a more canonical formulation of the
transversality.
Let U and Q be r-dimensional vector spaces, Inj(U,H) ⊂ Hom(U,H) the open subset
of injective homomorphisms, and Sur(H,Q) ⊂ Hom(H,Q) the open subset of surjective
homomorphisms. Note, that Inj(U,H) and Sur(H,Q) are the frame bundles of τG(r,H)
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and qG(h−r,H) respectively. We identify G(r,H
∗) with G(h− r,H), replacing τ ∗G(r,H∗) with
qG(h−r,H). Consider the bundle map
Inj(U,H)× Sur(H,Q) p−→ G(r,H)×G(h− r,H) (25)
(α, β) 7→ (Im(α), ker(β))
The pullback of Hom(π∗1τ, π
∗
2q) to Inj(U,H)× Sur(H,Q) trivializes
p∗Hom(π∗1τ, π
∗
2q)
∼=−→ Inj(U,H)× Sur(H,Q)×Hom(U,Q)
(α, β, η : Im(α)→ H/ ker(β)) 7→ (α, β, β¯ ◦ η ◦ α),
where β¯ : H/ ker(β)→ Q is induced by β. Choose a local section s of the bundle map p,
given in (25). Let p∗(g) be the pullback of g via the bundle map p. We summarize the
construction in the diagram
Hom(U,Q)
f←− p∗Hom(π∗1τ, π∗2q)
p∗g
←−−→ Inj(U,H)× Sur(H,Q)
↓ p ↓ ↑ s
Hom(π∗1τ, π
∗
2q)
g
←−−→ G(r,H)×G(h− r,H).
Above, f is the fibration induced by the trivialization. The composition f ◦ p∗g ◦ s
pulls back the determinantal stratification of Hom(U,Q) to the incidence stratification of
G(r,H)×G(h− r,H). It remains to prove, that the composition f ◦ p∗g ◦ s is a smooth
morphism.
The morphism p is equivariant, with respect to the diagonal action of the group
GL(H) on Inj(U,H)×Sur(H,Q) and G(r,H)×G(h− r,H). The incidence varieties Ii
in G(r,H)×G(h− r,H) are closures of GL(H)-orbits and the complement of Ir−1 is the
open dense orbit. Let Ys be the open subset, over which the composition f ◦ p∗g ◦ s is
submersive. Then Ys = Ys′ if the sections s and s
′ are conjugate under the GL(H)-action.
It follows, that Ys is GL(H)-invariant. The equality, Ys = G(r,H)×G(h− r,H) would
follow, once we prove that Ys contains the smallest stratum I0 (the flag variety).
The composition f ◦p∗g sends (α, β) to β ◦α. An elementary calculation checks, that
f ◦ p∗g is submersive. The composition f ◦ p∗g ◦ s is submersive at x, if and only if the
following equality holds
Im(dxs) + ker ds(x)(f ◦ p∗g) = Ts(x)[Inj(U,H)× Sur(H,Q)].
We will prove this equality, for x in I0, by proving the containment
ker ds(x)(f ◦ p∗g) ⊃ ker(ds(x)p).
Observe, that the image s(x), of x ∈ I0, is a pair (α, β), such that β ◦ α = 0. The above
containment follows immediately from the identification of each of the two subspaces
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below.
ker(d(α,β)p) =
{
(α˙, β˙) : Im(α˙) ⊂ Im(α) and ker(β˙) ⊃ ker(β)
}
ker d(α,β)(f ◦ p∗g) =
{
(α˙, β˙) : β ◦ α˙ + β˙ ◦ α = 0
}
.
✷
Proposition 3.3 follows from the analogous result for determinantal varieties, stated
in Theorem 3.5. Let V and U be finite dimensional vector spaces of ranks n and m
respectively. Denote by W the subvariety of Hom(U, V ) × Hom(V, U) of pairs (ϕ1, ϕ2)
satisfying
ϕ1 ◦ ϕ2 = 0 and ϕ2 ◦ ϕ1 = 0.
The group GL(U)×GL(V ) acts on W by
(a, b) · (ϕ1, ϕ2) = (b ◦ ϕ1 ◦ a−1, a ◦ ϕ2 ◦ b−1).
Let W0(k1, k2) be the GL(U) × GL(V ) orbit in W , consisting of pairs ϕ1, ϕ2 of ranks
(k1, k2). The closureW (k1, k2) consists of pairs, satisfying the rank inequalities rank(ϕi) ≤
ki. The ideal I(k1, k2) ofW (k1, k2), in the affine coordinate ring of Hom(U, V )×Hom(V, U),
is the sum of 1) the ideal of W , 2) the pull back of the ideal of the determinan-
tal locus Hom(U, V )n−k1, and 3) the pull back of the ideal of the determinantal locus
Hom(V, U)m−k2 (see [St]).
Assume now, that n ≤ m. Note, that the inequality k1 + k2 ≤ n holds. When
k1 + k2 = n, then W (k1, k2) admits another description. W (t, n − t) is the conormal
variety to the determinantal variety Hom(U, V )n−t, where ϕ1 has a cokernel of dimension
≥ n − t (see [St]). Furthermore, for 0 < t1 < t2 < n, we have the scheme theoretic
equality
W (t1, n− t1) ∩ W (t2, n− t2) = W (t1, n− t2).
Consequently, given an ascending sequence t1 < t2 < · · · < tℓ, we get the equality
W (t1, n− t1) ∩ W (t2, n− t2) ∩ · · · ∩ W (tℓ, n− tℓ) = W (t1, n− tℓ). (26)
Claim 3.4 and description 2, of the correspondences Zt in definition 3.2, imply that
the variety Zt1,t2 has, locally, the structure of a smooth fibration overW (t1, n−t2) (in the
special case n = m = r). Proposition 3.3 follows from the following theorem of Mehta
and Trivedi.
Theorem 3.5 [MT, Mag] The varieties W (k1, k2) are all normal, Cohen-Macauley, and
have rational singularities.
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3.3 Resolutions of the Steinberg correspondences
Let {X(r)t, fr,t}, 0 ≤ r ≤ µ, 0 ≤ t ≤ µ − r, be a dualizable collection, with dual
collection {X ′(r)t, f ′r,t}. Set X := X(0)0 and X ′ := X ′(0)0. Let n be the codimension of
X1 in X . We recall, in this section, the construction of the resolutions Z
[1]
t → Zt of the
correspondences in definition 3.2.
The fiber product
∆
[t+1]
t := B
[t+1]X t ×B[1]X(t) B[t+1](X ′)t (27)
is a bundle over B[1]X(t) with fibers of the form G(t, H) × G(t, H∗), where H is a
(2t + n − 1)-dimensional vector space. Note, that when n = 1, the G(t, 2t)-bundle
B[t+1]X t → B[1]X(t) is self-dual and X ′(0)t = X(0)t, for all t.
The product G(t, H) × G(t, H∗) is stratified by the dimension of the intersection
W ′ ∩ (W ′′)⊥, W ′ ∈ G(t, H), W ′′ ∈ G(t, H∗). This is the determinantal stratification of
the global section of Hom(π∗1τG(t,H), π
∗
2τ
∗
G(t,H∗)), given in (24). The incidence variety
(It)
i ⊂ ∆[t+1]t , 0 ≤ i < t, (28)
is defined to be the stratum, where the dimension of the intersection W ′ ∩ (W ′′)⊥ is
≥ (t− i). It is the relative version of the one given in (23). Denote by
∆
[i]
t , 1 ≤ i ≤ t− 1, (29)
the iterated blow-up of ∆
[t+1]
t , starting from the smallest stratum (It)
0 (the bundle of flag
varieties F lag(t, χ(v)+t, H) over B[1]X(t)) and proceeding in decreasing dimension of the
intersectionW ′∩(W ′′)⊥. The fiber of ∆[1]t over ∆[t+1]t is the space of complete colineations
(ϕ1, ϕ2, . . . , ϕk) from W
′ to (W ′′)∗. The first homomorphism ϕ1 : W
′ → (W ′′)∗ is the
composition (24). Each successive colineation ϕi+1 is in PHom(ker(ϕi), coker(ϕi)) and
the last one ϕk is an isomorphism. Truncating the predetermined ϕ1, we conclude that
the fiber is the space of complete colineations from W ′ ∩ (W ′′)⊥ to H/[W ′ + (W ′′)⊥].
Note: ∆
[i]
t is not contained in B
[i]X×B[i]X ′, for 1 ≤ i ≤ t−1. The proper transform of
∆
[t+1]
t in B
[t]X ×B[t]X ′ is the fiber product B[t]X t×B[1]X(t)B[t](X ′)t. The latter is a fiber
product of bundles of projectivized cotangent bundles of grassmannians. Its dimension
is larger than the dimension of ∆
[t+1]
t . Consequently, the proper transform of ∆
[t+1]
t in
B[i]X × B[i]X ′ has dimension larger than that of ∆[t+1]t .
Denote by Zt the set theoretic image of ∆[t+1]t in X ×X ′, endowed with the reduced
induced subscheme structure. Let
Z := ∪µt=1Zt ⊂ X ×X ′
be the set theoretic union, endowed with the reduced induced subscheme structure. It is
precisely the correspondence, in definition 3.2 part 3.
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There is a natural way to glue the top iterates ∆
[1]
t as a reduced and reducible con-
nected variety
Z [1] := ∪µi=1∆[1]t
with normal crossings. Z [1] can be defined abstractly, by constructing the natural iso-
morphism, between the variety defined in part 4 of Lemma 3.9 and the variety defined
in part 5 of that Lemma. We will, however, use an easier definition; we construct Z [1] as
a divisor with normal crossings in an auxilary smooth variety (Lemma 3.7 and Lemma
3.9 part 2).
Let X → B be a family of smooth symplectic varieties over a smooth one-dimensional
base B. Assume the following condition.
Condition 3.6 1. The fiber over 0 ∈ B is isomorphic to X.
2. The extension class in H1(X, TX) of
0→ TX → TX|X → OX → 0
pairs with the symplectic structure to give a class α ∈ H1(X, T ∗X). Assume, that
this class restricts to a non-vanishing class in H1(Pn, T ∗Pn) on every Pn fiber of
[X1 \X2]→ [X(1) \X(1)1].
The class α, in the above condition, restricts to a non-vanishing class in H1,1 of every
grassmannian fiber of [X t \X t+1]→ [X(t) \X(t)1], for 1 < t ≤ µ as well, by Lemma 3.1.
A deformation, satisfying Condition 3.6, exists whenever X is an irreducible sym-
plectic projective variety (see section 2.5 in [Ma1]). In the prototypical example X =
T ∗G(r,H), such a deformation is given by the total space X of the vector bundle E in
the non-trivial extension
0→ T ∗G(r,H)→ E → OG(r,H) → 0. (30)
The base B is H0(OG(r,H)). The generic fiber is the twisted cotangent bundle of G(r,H).
We will need an explicit embedding of the vector bundle E, as a subbundle of the
trivial End0(H)-bundle over G(r,H). End0(H) is the algebra of traceless endomor-
phisms. The tautological flag τG(r,H) ⊂ H determines a bundle of parabolic subalgebras
in End0(H). T
∗G(r,H) is the nilpotent radical. Conceptually, E is the extension of the
bundle of nilpotent radicals by the bundle of centers of the Levi subalgebras. Given an
endomorphism ϕ, leaving a subspace W invariant, let ϕ|W be its restriction to W and ϕ¯
the induced endomorphism of H/W . The fiber of the bundle E is given explicitly, at a
point W of G(r,H), by
E ⊂ End0(H)G(r,H) (31)
EW := {ϕ ∈ End0(H) : ϕ(W ) ⊂W, ϕ|W ∈ span(IW ), ϕ¯ ∈ span(IH/W )}.
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The homomorphism E → OG(r,H) is the natural homomorphism ϕ 7→ ϕ|W from E to the
center of End(τG(r,H)).
Set X t := X t for 0 < t ≤ µ. Denote by B[1]X the top iterated blow-up of X ,
with respect to the stratification of the special fiber X . Then we have a dual iterated
blow-down B[1]X → X ′, where X ′ is a deformation of X ′ satisfying condition 3.6 ([Ma1]
Section 2.5). In particular, B[1]X and B[1]X ′ are isomorphic. Let
B[1]Y ⊂ B[1]X ×B B[1]X ′ (32)
be the graph of the isomorphism. Denote by
Y (33)
the closure in X ×B X ′, of the graph of the isomorphism between X \X and X ′ \X ′. We
define Z [1] as the fiber of B[1]Y over 0 ∈ B.
Z [1] ⊂ B[1]Y . (34)
Set theoretically, Z is the fiber of Y over 0 ∈ B. We will later show, that the scheme
structure of the fiber of Y over 0 ∈ B agrees with that of Z (Proposition 3.11 part 2).
Let B[1]Y t be the image of the divisor B[1]X t, under the isomorphism B[1]Y ∼= B[1]X .
Clearly, B[1]Y t is an irreducible component of Z [1], which will be denoted by Z [1]t as well.
Lemma 3.7 The irreducible component Z [1]t , of the fiber Z [1] of B[1]Y over 0 ∈ B, is
isomorphic to ∆
[1]
t .
Proof: See the proof of Theorem 1.2 in [Ma1]. The key ingredient is Proposition 2.9 in
[Ma1]. ✷
Remark 3.8 (Summary of notation) We will use both ∆
[1]
t and Z [1]t to denote the ir-
reducible component of the normal crossing model Z [1] of the correspondence. This is
justified by Lemma 3.7. The varieties ∆
[1]
t , Z [1]t , B[1]Y t, B[1]X t, and B[1](X ′)t are all iso-
morphic. On the other hand, the intermediate blow-up varieties ∆
[i]
t , 2 ≤ i ≤ t− 1, and
the exceptional divisors B[j]X t, 2 ≤ j ≤ t, are not isomorphic for any pair of intermediate
indices (i, j) 6= (1, 1) (see section 5.5.2). This difference is the main reason, that we chose
the letter ∆, rather than Z, in the notation of the varieties ∆[i]t . The letter Z will never
be used for an intermediate blow-up. The letter Z is reserved for the correspondence Z
or its components Zt, as well as for the normal crossing model Z [1] or its components
Z [1]t . Similarly, we will not consider the intermediate blow-ups of Y .
Lemma 3.9 1. The varieties ∆
[i]
t are smooth, for 1 ≤ i ≤ t− 1.
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2. Z [1] has pure dimension dim(X). It can be embedded as a divisor with normal
crossing in a smooth variety of dimension dim(X)+ 1. In particular, if i 6= j, then
the pairwise scheme-theoretic intersections
∆
[1]
i∩j := ∆
[1]
i ∩∆[1]j
are smooth divisors in each.
3. Let z be a point of Z and t the maximal index, among the indices of components
Zi containing z. The fiber of β : Z [1] → Z over z is scheme-theoretically equal to
the fiber of ∆
[1]
t over z.
4. The composition ∆
[1]
t → ∆[t+1]t → B[t+1]X t →֒ B[t+1]X pulls back (scheme
theoretically) the divisor B[t+1]X i, i ≥ t + 1, to the divisor ∆[1]t ∩∆[1]i .
5. The intersection ∆
[1]
t ∩∆[1]i , 0 ≤ i < t, is the exceptional divisor of ∆[1]t correspond-
ing, under the iterated blow-up morphism ∆
[1]
t → ∆[t+1]t , to the incidence variety
(It)
i ⊂ ∆[t+1]t , given in (28).
6. The sheaf theoretic pushforward of the line-bundle O
∆
[1]
t
(−∑t−1i=0∆[1]i ∩ ∆[1]t ), from
∆
[1]
t to ∆
[t+1]
t , is isomorphic to the ideal sheaf O(−I) of the incidence divisor I in
the fiber product of the two dual grassmannian bundles. The higher direct images
vanish.
Note: We postpone the statement of additional properties of the correspondences to
section 5.5 (lemmas 5.8 and 5.11). We will prove these lemmas only in the special case of
moduli spaces, but lemma 5.11 actually holds in general, and lemma 5.8 holds, whenever
the projective bundle (19) comes from a vector bundle.
Proof of lemma 3.9: Part 1) of the lemma follows from the definition (29) of ∆
[1]
t as
the iterared blow-up of the fiber product ∆
[t+1]
t of dual Grassmannian bundles.
Part 2) follows from the definition of the correspondence Z [1], as the fiber of B[1]Y
over 0 ∈ B. Z [1] is thus isomorphic to the fiber of B[1]X over 0 ∈ B. The normal
crossing property, of the special fibers of B[t]X , is proven by descending induction on t.
It is clear for t = µ + 1. The blow-up B[t]X → B[t+1]X is centered along the smooth
subvariety B[t+1]X t of the proper transform of the fiber of B[t+1]X over 0 ∈ B. It
suffices to prove, that the intersection of B[t+1]X t, with the union of the exceptional
divisors B[t+1]X i, i > t, is a divisor with normal crossing in B[t+1]X t (Lemma 3.10).
The intersection of B[t+1]X t with each of the exceptional divisors B[t+1]X i, i > t, is
equal to the intersection of B[t+1]X t with B[t+1]X i. Thus, it suffices to prove, that
the union of all exceptional divisors in B[i+1]X(k)i is a divisor with normal crossing
in B[i+1]X(k)i. The intersection of B[i+1]X(k)i with B[i+1]X(k)j, j > i, is the pull
back of the exceptional divisor B[1]X(k + i)j−i, by equality (21) in the definition of a
stratified dualizable collection. The pull-back to B[i+1]X(k)i, of a divisor with normal
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crossing in B[1]X(k + i), remains a divisor with normal crossing, since the morphism
B[i+1]X(k)i → B[1]X(k+i) is smooth. It suffices to prove, that the union of all exceptional
divisors in B[1]X(k + i) is a divisor with normal crossing.
We prove, that the union of all exceptional divisors in B[t]X(k), is a divisor with
normal crossing. The proof is by descending induction on t+ k. The statement is trivial
for t + k = µ + 1. B[t]X(k) is the blow-up of B[t+1]X(k) along B[t+1]X(k)t. The union
of exceptional divisors in B[t+1]X(k) is a divisor with normal crossing, by the induction
hypothesis. The union of exceptional divisors in B[t+1]X(k)t is the pullback of those
in B[1]X(k + t), which is a divisor with normal crossing, by the induction hypothesis.
Lemma 3.10 implies the statement for B[t]X(k). This completes the proof of part 2.
Proof of Part 3) It suffices to prove, that the fiber of β over z is a subscheme of Z [1]t .
Consider the following commutative diagram of morphisms
Z [1] →֒ B[1]Y →֒ (B[1]X )×X ′ → B[1]X
↓ ↓ ↓ ↓
Z →֒ Y →֒ X × X ′ → X .
The top middle morphism is the embedding of B[1]Y as the graph of the composition
B[1]X ∼=−→ B[1]X ′ → X ′.
The right hand square is cartesian. Hence, each fiber of Z [1] → Z embedds in the
corresponding fiber of B[1]X → X . Now, Z [1]t \ ∪µi=t+1Z [1]i is isomorphic to the inverse
image of X t \ ∪µi=t+1X i in B[1]X .
Proof of part 4) The intersection ∆
[1]
t ∩∆[1]i is identified with B[1]Y t∩B[1]Y i, by Lemma
3.7. The isomorphism B[1]Y t ∼= B[1]X t translates it to the intersection B[1]X t ∩ B[1]X i.
The stratification of X is defined in terms of the stratification of its special fiber X .
Thus, B[t+1]X t is isomorphic to B[t+1]X t. The exceptional divisor B[t+1]X t ∩B[t+1]X i, in
B[t+1]X t, is isomorphic to the divisor B[t+1]X t∩B[t+1]X i. The pull-back (total-transform)
of B[t+1]X t ∩B[t+1]X i in B[1]X t is B[1]X t ∩ B[1]X i.
The proof of part 5 is identical to that of lemma 5.11 part 1. The proof of part 6 is
identical to that of lemma 5.11 part 3. ✷
Lemma 3.10 Let D be a divisor with normal crossing in a smooth variety X, D0 one
of the irreducible components of D, and D′ the union of the other components. Assume,
that Y is a smooth subvariety of D0, such that the intersection Y ∩D′ is a divisor with
normal crossing in Y . Let X˜ be the blow-up of X along Y and E the exceptional divisor.
Then the union of E, with the proper transform of D, is a divisor with normal crossing
in X˜. In particular, the proper transform of D′, as well as its union with E, are divisors
with normal crossings.
18
3.4 Deformation to the normal bundle of the smallest stratum
The main result of this section is Proposition 3.11. Let β : Z [1] → Z be the natural
morphism.
Proposition 3.11 1. The direct image β∗OZ [1] is OZ and the higher direct image
sheaves all vanish.
RiβOZ [1] =
{ OZ if i = 0,
0 if i > 0.
2. Z has the scheme structure of the fiber of Y over 0.
In this section, we reduce the proof of the proposition to the prototypical case X =
T ∗G(r,H). The latter case is proven in section 3.5. The reduction to the special case is
obtained using the construction of the deformation of a variety to the normal cone of a
subvariety [Fu]. This construction deforms the correspondence Z to (a relative version
of) the correspondence Z in the prototypical example.
Remark 3.12 The statements of the proposition are local in Y (or in Z). The set
theoretic version of part 2 is clear. Given a point z of Z, let Zt be the component, of
maximal index, containing z. Then z is a smooth point of Zt. We prove the proposition
in a neighborhood of an arbitrary point in the locus Zµ ⊂ Y , i.e., when t = µ. The proof
for other values of t is identical and is omitted.
Let X (t)→ B(t) be the deformation ofX(t), of the type considered in section 3.3. We
do not assume any relation among the bases B(t), for different values of t. We construct
first the deformation of X (t) to the normal bundle of X(t)µ−t. Let M(t) be the blow-
up of X (t) × P1 along the subscheme X(t)µ−t × {∞}. Denote the proper transform
of X (t) × {∞} by X˜ (t). Note, that the proper transform of X(t)µ−t × P1 in M(t) is
isomorphic to X(t)µ−t × P1 and is disjoint from X˜ (t). Set
M(t) := M(t) \ X˜ (t).
We have the diagram
X(t)µ−t × P1 ǫ−→ M(t)
pr ց ւ ρ
P1
(35)
The fiber ρ−1(∞) is the normal bundle NX(t)µ−t/X (t), which is isomorphic to an extension
0→ T ∗ft,µ−t → E(t)→ (NX(t)/X (t))|X(t)µ−t → 0.
The bundle NX(t)/X (t) is trivial and the extension restricts to each grassmannian fiber
of ft,µ−t, as the non-trivial extension (30), by Condition 3.6. Moreover, the morphism ǫ
embedds X(t)µ−t × {∞} as the zero section of NX(t)µ−t/X (t) (see [Fu] section 5.1).
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We have a similar deformation of X(t) to the normal bundle of X(t)µ−t in X(t). Set
M(t) to be the blow-up ofX(t)×P1 along X(t)µ−t×{∞} and letM(t) be the complement
of the proper transform of X(t)× {∞}
X(t)µ−t × P1 e−→ M(t)
pr ց ւ
P1
Observe, that M(t) is the fiber of M(t) over 0 ∈ B(t).
Let M(k)t, 0 ≤ k ≤ µ and 0 < t ≤ µ − k, be the strict transform of X (k)t × P1 in
M(k). Define M(k)t similarly. Note, in fact, that M(k)t = M(k)t. Hence, the equality
B[t+1]M(k)t = B[t+1]M(k)t. Recall, that the relative cotangent bundle (T ∗fk,µ−k) re-
stricts to each grassmannian fiber of fk,µ−k, as a homomorphism bundle. Let (T
∗fk,µ−k)
t
be the determinantal subvariety of homomorphisms with cokernel of dimension ≥ t. One
of the conditions, in the definition of a dualizable collection, implies the scheme-theoretic
equality
M(k)t ∩ ρ−1(∞) = (T ∗fk,µ−k)t (36)
(Condition 2.5 in Definition 2.3 in [Ma1], recalled in equation (22) above). Note, that
M(k)µ−k is the image of X(k)µ−k × P1 via (35). Moreover, the varieties M(k)t, for
different values of k, are related as follows. The grassmannian bundle fk,t, given in (18),
extends to a grassmannian bundle
fk,t : B
[t+1]M(k)t −→ B[1]M(k + t).
Over ∞, fk,t restricts to B[t+1](T ∗fk,µ−k)t as the relative version of the Grassmannian
bundle (15). Both B[1]M(k + t) and B[t+1]M(k)t are smooth varieties.
We construct next a triple ZZ ⊂ Γ ⊂ M ×M′, which is a deformation, over P1,
of Z ⊂ Y ⊂ X × X ′ to the prototypical case. Similarly, we construct a deformation
ZZ [1] ⊂ Γ[1] ⊂ B[1]M×B[1]M′ of Z [1] ⊂ B[1]Y ⊂ B[1]X .
Denote by M′(k) the analogue of M(k), for the varieties X ′(k) and X ′(k) dual to
X (k) and X(k). Let B[1]X (k)→ B[1]X ′(k) be the isomorphism (32). It is easy to check,
that the isomorphism extends to an isomorphism
B[1]M(k) → B[1]M′(k).
Let Γ[1](k) be its graph in B[1]M(k)×B[1]M′(k). Set ZZ [1](k) to be the fiber of Γ[1](k)
over 0 ∈ B. Define Γ(k) ⊂M(k)×M′(k) to be the closure of the graph of the birational
isomorphism. Given x ∈ P1, denote by Γx(k) the fiber of Γ(k) over x. If x 6= ∞, then
Γx(k) is precisely Y(k), given in (33). The fiber Γ∞(k) is a locally trivial family, over
X(µ), whose fiber is the variety Y , for the case where X = T ∗G(µ, 2µ + n − 1) is the
cotangent bundle of a fiber of f0,µ : X
µ → X(µ). This description of Γ∞(k) follows from
the equality (36).
20
Set Γ := Γ(0). Let ZZ be the closure of Z × A1 in Γ. Denote by ζ : ZZ → P1
the natural morphism. Note, that set theoretically, ZZ is equal to the fiber of Γ over 0
in B. Denote its components by ZZt, 0 ≤ t ≤ µ. Note, that ZZµ is the image of the
embedding
Zµ × P1 →֒ M×M′, (37)
corresponding to the embeddings ǫ in (35) and its analogue ǫ′ for M′. Given x ∈ P1,
denote by ζ−1(x) the fiber of ZZ over x. If x 6=∞, then ζ−1(x) is precisely Z. The fiber
ζ−1(∞) is a locally trivial family, over X(µ), whose fiber is the variety Z, for the case
where X = T ∗G(µ, 2µ+ n− 1) is the cotangent bundle of a fiber of f0,µ : Xµ → X(µ).
Let us prove Proposition 3.11, under the assumption, that it holds when X is the
cotangent bundle of the Grassmannian. We prove the proposition in a neighborhood of
a point in Zµ (see Remark 3.12).
Proof of part 1 of proposition 3.11: The morphisms ζ : ZZ → P1 and β ◦ ζ :
ZZ [1] → P1 are flat, since ZZ and ZZ [1] are reduced and each of their irreducible
components surjects onto P1. We may apply Lemma 3.13, with X = ZZ [1], Y = ZZ,
f = β, and C = P1. The prototypical case of Part 1 of proposition 3.11 and Lemma 3.13
imply, that the support ΣΣ of Riβ∗OZZ [1] does not intersect the fiber ζ−1(∞).
Let Σ be the support of Riβ∗OZ [1] . The open subset ΣΣ0 := ΣΣ ∩ [Z × A1] of ΣΣ
is equal to Σ × A1. Assume, that the intersection Σ ∩ Zµ is not empty, and let z be a
point in it. Then {z}×A1 is contained in ΣΣ. Since the latter is closed, then it contains
{z} × P1. This contradicts the emptyness of ΣΣ ∩ ζ−1(∞). Hence, Σ ∩ Zµ is empty.
Proof of part 2 of proposition 3.11: Let ZZ ′ be the fiber of Γ over 0 ∈ B and
ζ ′ : ZZ ′ → P1 the natural morphism. Then ZZ is the reduced induced subscheme of
ZZ ′. We need to prove, that ZZ ′ is reduced along ZZµ.
The fiber of ZZ ′ over ∞ ∈ P1 is the fiber of Γ over (0,∞) ∈ B×P1, which is also the
fiber over 0 of Γ∞. The fiber over 0 of Γ∞ is reduced, by the prototypical case. Hence,
the fibers of ZZ and ZZ ′ over ∞ ∈ P1 are the same
ζ−1(∞) = (ζ ′)−1(∞). (38)
Let N be the sheaf of nilpotent ideals, in the natural short exact sequence
0→ N → OZZ′ ρ→ OZZ → 0.
Since ZZ is flat over P1, then the sheaf T or1(OZZ ,Oζ−1(∞)) vanishes and the restriction
of the above sequence to the fiber ζ−1(∞) remains exact
0→ N|
ζ−1∞
→ (OZZ′)|
ζ−1∞
ρ∞→ (OZZ)|
ζ−1∞
→ 0.
Now ρ∞ is an isomorphism, by the equality (38). Hence, the support ΣΣ of N is disjoint
from the the fiber ζ−1(∞). The rest of the proof is identical to that of part 1. ✷
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Lemma 3.13 Let C be a smooth curve, X and Y reduced schemes, π1 : X → C and
π2 : Y → C flat morphisms, and f : X → Y a surjective projective C-morphism, i.e.,
π1 = π2 ◦ f . Let ∞ ∈ C be a closed point and f∞ : X∞ → Y∞ the restriction of f to the
fibers of π1 and π2 over ∞. Assume, that f∞,∗OX∞ = OY∞ and Rif∞,∗OX∞ vanishes, for
i > 0. Then the higher direct image sheaves Rif∗OX , i > 0, all have supports, which are
disjoint from the fiber Y∞. The same is true for the support of the quotient (f∗OX)/OY .
Proof: We need to compare the sheaves (Rif∗OX)⊗ π∗2O∞ and Rif∗(π∗1O∞). Consider
the short exact sequence of sheaves over C
0→ OC(−∞) ι→ OC → O∞ → 0. (39)
It yields the commutative diagram of sheaves over Y , where the top row is the right exact
sequence, obtained by tesoring (39) with Rif∗OX . The pullback of the sequence (39) to
X is exact, since π1 is flat. The bottom row is part of the long exact sequence of higher
direct images, obtained from the pullback of (39) to X .
(Rif∗OX)⊗ π∗2OC(−∞) → Rif∗OX → (Rif∗OX)⊗ π∗2O∞ → 0∼= ↓ = ↓ ↓ η
Rif∗(π
∗
1OC(−∞)) → Rif∗OX j→ Rif∗(π∗1O∞) → Ri+1f∗(π∗1OC(−∞))
The left vertical homomorphism is an isomorphism, by the projection formula. It follows,
that the right vertical homomorphism η is injective onto the image of j.
Assume, i > 0. Then Rif∗(π
∗
1O∞) vanishes, by assumption. Since η is injective, then
(Rif∗OX)⊗ π∗2O∞ vanishes as well.
The i = 1 case implies, that R1f∗(π
∗
1OC(−∞)) vanishes in a neighborhood of the fiber
Y∞. Hence, the homomorphism j : f∗OX → f∗,∞OX∞ is surjective. Using the assumed
equality f∗,∞OX∞ = OY∞ , we get the bottom short exact sequence in the following
commutative diagram.
0→ π∗2OC(−∞) → OY → OY∞ → 0
↓ ↓ ↓ =
0→ f∗π∗1OC(−∞) → f∗OX j→ OY∞ → 0
The surjectivity of f implies, that the left and middle vertical homomorphisms are injec-
tive. The snake lemma imlies, that the homomorphism ι in (39) induces the isomorphism
[(f∗OX)/OY ]⊗ π∗2OC(−∞) ∼= (f∗OX)/OY .
Thus, the support of (f∗OX)/OY does not intersect Y∞. ✷
3.5 Proof of the prototypical case of Proposition 3.11
We prove in this section the prototypical case of proposition 3.11, when X = T ∗G(r,H).
This completes the proof of proposition 3.11. The following Lemma introduces a complex,
which is quasi-isomorphic to the structure sheaf OZ .
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Lemma 3.14 Let Z0, . . . , Zr be closed subschemes of a scheme X. Set Zt0,t1,...,tℓ :=
∩ℓi=0Zti. Let (E•, d•) be the complex
⊕rt0=0OZt0 → · · · → ⊕t0<t1<···<tℓOZt0,t1,...,tℓ
dℓ→ · · · → OZ0,1,...,r , (40)
where the differential dℓ is given by
dℓ(x)t0,t1,...,tℓ+1 =
ℓ+1∑
j=0
(−1)j(xt0,...,tˆj ,...,tℓ+1)|Zt0,...,tℓ+1 .
Then the sheaf cohomologies Hi(E•) vanish, for i > 0, and H0(E•) = O∪ri=0Zi.
Proof: The proof is by induction on r. The case r = 0 is clear. Let (Q•, d¯•) be the
analogous complex corresponding to the subvarieties Z0, . . . , Zr−1. There is a surjective
complex homomorphism π : E• → Q•, where πℓ : Eℓ → Qℓ maps the summand OZt0,...,tℓ
to 0, if tℓ = r, and restricts as the identity of the summands common to Eℓ and Qℓ. The
kernel of π is the complex OZr → F•, where F• is the complex
⊕r−1t0=0OZt0,r → · · · → ⊕t0<t1<···<tℓ<rOZt0,...,tℓ,r → · · · → OZ0,1,...,r
corresponding to the subvarieties Z0 ∩ Zr, . . . , Zr−1 ∩ Zr.
The exact sequence
0→ F•[−1]→ ker(π)→ OZr → 0
yields the long exact sequence
0→H0(ker(π))→ OZr δ1→H0(F•)→H1(ker(π))→ 0.
The cohomology sheafH0(F•) isO∪r−1i=0 Zi,r andHi(F•) vanishes, for i > 0, by the induction
hypothesis. Furthermore, the connecting homomorphism δ1 is the surjective restriction
homomorphism. Thus, H0(ker(π)) is the ideal sheaf I∪r−1i=0Zi,r in OZr and Hi(ker(π))
vanishes, for i > 0.
The induction hypothesis implies also that Hi(Q•) vanishes, for i > 0, and H0(Q•) =
O∪r−1i=0Zi . The Lemma now follows from the long exact sequence, associated to the short
exact sequence
0→ ker(π)→ E• π→ Q• → 0.
✷
Given an ascending sequence t1 < t2 < · · · < tℓ, let Z [1]t1∩···∩tℓ be the intersection
∩ℓi=1Z [1]ti and denote the morphism Z [1]t1∩···∩tℓ → Zt1∩···∩tℓ by β. We set Zt1,tℓ := Zt1 ∩ Ztℓ .
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Lemma 3.15 The subschemes Zt1,tℓ and Zt1∩···∩tℓ are equal. The direct image of OZ [1]t1∩···∩tℓ ,
via β : Z [1]t1∩···∩tℓ → Zt1,tℓ , is OZt1,tℓ and all the higher direct images vanish.
RiβOZ [1]t1∩···∩tℓ =
{ OZt1,tℓ if i = 0,
0 if i > 0.
Proof: When ℓ = 1, the statement follows from the fact, that the morphism β is a
resolution of rational singularities (Proposition 3.3).
Assume ℓ ≥ 2. The scheme-theoretic equality Zt1 ∩ Zt2 ∩ · · · ∩ Ztℓ = Zt1,tℓ is a
consequence of claim 3.4 and the corresponding equality (26) for the components of the
variety of circular complexes. Hence, the morphism β from Z [1]t1∩···∩tℓ surjects onto Zt1,tℓ .
Recall, that the morphism βt : Z [1]t → Zt factors through the resolution ∆[t+1]t → Zt
given in (27). ∆
[t+1]
t is a fiber product, of dual grassmannian bundles over B
[1]X(t). A
point x in B[1]X(t) determines a (h − 2r + 2t)-dimensional sub-quotient Fx of H . For
t1 < t2, we have the incidence variety (It2)
t1 , given in (28), in the fiber product ∆
[t2+1]
t2 .
This incidence variety consists of pairs (W ′,W ′′) in G(t2, Fx) × G(t2, F ∗x ) satisfying the
following condition:
dim(W ′ ∩ (W ′′)⊥) ≥ t2 − t1.
The variety Z [1]t2 is isomorphic to the top iterated blow-up ∆[1]t2 of ∆[t2+1]t2 along the proper
transforms of (It2)
t1 , starting with t1 = 0 and ending with t1 = t2 − 1 (Lemma 3.7).
Denote by B[i]∆
[t2+1]
t2 , 0 ≤ i ≤ t2 − 1, the intermediate iterated blow-up of ∆[t2+1]t2 along
the proper transforms of (It2)
t1 , starting with t1 = 0 and ending with t1 = i. Let B
[i](It2)
t1
be the proper transform of (It2)
t1 . Then B[t1−1](It2)
t1 is smooth. The exceptional divisor
B[t1](It2)
t1 is a projective bundle over B[t1−1](It2)
t1 . The divisor B[t2−1](It2)
t1 is Z [1]t1∩t2 , by
Lemma 3.9 part 5. It is an iterated blow-up of B[t1](It2)
t1 along smooth subvarieties. We
claim, that the morphism γ : B[t1−1](It2)
t1 → Zt1,t2 is a resolution of singularities. The
morphism γ is surjective, because the morphism B[t2−1](It2)
t1 = Z [1]t1∩t2 → Zt1,t2 factors
through B[t1−1](It2)
t1 . We proceed to identify the dense open subset, along which γ is
an isomorphism. Let A be the open subset of ∆
[t2−1]
t2 , over the complement B
[1]X(t2) \
∪µ−t2k=1 B[1]X(t2)k, of the exceptional divisors in B[1]X(t2). The morphism ∆[t2−1]t2 → Zt2
embeds A as an open subset of Zt2 (Lemma 3.9 part 4). Denote by A˜ the inverse image
of A in B[t1−1](It2)
t1 . Let B be the complement B[t1−1](It2)
t1 \ B[t1−1](It2)t1−1. Then B
maps isomorphically onto (It2)
t1 \ (It2)t1−1. Hence, A˜∩B∩B[t1−1](It2)t1 is a Zariski dense
open subset of B[t1−1](It2)
t1 , along which the morphism γ restricts to an isomorphism.
When ℓ = 2, we obtained a factorization of the morphism β as the composition of
1) the resolution
B[t1−1](Itℓ)
t1 −→ Zt1,tℓ , (41)
2) the projective bundle B[t1](Itℓ)
t1 −→ B[t1−1](Itℓ)t1 , and
3) a sequence of blow-ups along smooth subvarieties.
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Lemma 3.15 follows from the fact, that the variety Zt1,tℓ has rational singularities, by
Proposition 3.3.
When ℓ > 2, it suffices to prove, that β : Z [1]t1 ∩Z [1]t2 ∩· · ·∩Z [1]tℓ → Zt1,tℓ factors through
the resolution (41), via a smooth fibration with rational fibers. Lemma 3.9 part 5 shows,
that the intersection Z [1]t1 ∩Z [1]t2 ∩· · ·∩Z [1]tℓ is the intersection of ℓ−1 exceptional divisors,
in the top iterated blow-up B[tℓ−1](∆
[tℓ−1]
tℓ
) of the incidence stratification of ∆
[tℓ−1]
tℓ
. Set
si := tℓ − ti. Claim 3.4 relates the incidence stratum (Itℓ)ti, in the fiber product of
dual grassmannian bundles ∆
[tℓ−1]
tℓ
, to the determinantal locus Hom(U,Q)si (of corank
≥ si), in the homomorphism bundle Hom(U,Q) of two rank tℓ vector bundles. Moreover,
the iterated blow-up B[t1−1](Itℓ)
t1 corresponds, under Claim 3.4, to the iterated blow-up
B[s1+1]Hom(U,Q)s1.
Let φ be the morphism, from the intersection ∩ℓ−1i=1B[1]Hom(U,Q)si, onto Hom(U,Q)s1.
It remains to prove, that φ factors through B[s1+1]Hom(U,Q)s1 via a smooth fibration
with rational fibers. The latter fact follows from the results of Vainsencher [Vain], about
blowing-up determinantal ideals. Let us describe the fiber of φ explicitly. Assume, for
simplicity, that U and Q are vector spaces. Then B[s1+1]Hom(U,Q)s1 is a bundle over
G(s1, U)×G(t1, Q), whose fiber over the pair of subspaces (U1, Q1), is the space of com-
pleted linear maps from U/U1 to Q1. The intersection ∩ℓ−1i=1B[1]Hom(U,Q)si is a bundle
over F lag(s1, s2, . . . , sℓ−1, U)× F lag(t1, t2, . . . , tℓ−1, Q), whose fiber over the pair of flags
U = U0 ⊃ U1 ⊃ · · · ⊃ Uℓ−1 and 0 = Q0 ⊂ Q1 ⊂ · · · ⊂ Qℓ−1, is the product of the space
of completed linear maps from U/U1 to Q1, with the product of the spaces of complete
collineations from Ui−1/Ui to Qi/Qi−1, for i ≥ 2. The spaces of complete collineations
are smooth compactifications, of the dense open GL(Ui−1/Ui) × GL(Qi/Qi−1)-orbit in
PHom(Ui−1/Ui, Qi/Qi−1), obtained by an iterated blow-up of the determinantal stratifica-
tion. Clearly, the forgetful morphism φ, from ∩ℓ−1i=1B[1]Hom(U,Q)si to B[s1+1]Hom(U,Q)s1,
is a smooth fibration with rational fibers. This completes the proof of Lemma 3.15. ✷
Proof of part 1 of Proposition 3.11. Let E• be the complex
⊕rt=0O∆[1]t → · · · → ⊕t0<t1<···<tℓO∆[1]t0∩···∩tℓ → · · · → O∆[1]0∩1∩···∩r ,
of coherent sheaves on Z [1] analogous to the complex (40). The structure sheaf OZ [1]
is the 0-th sheaf cohomology H0(E•) and Hi(E•) vanishes, for i > 0, by Lemma 3.14.
Similarly, OZ is H0(F•), where the complex F• is the analogue of E•, with Z [1] replaced
by Z and ∆[1]t by Zt. The pushforward of O∆[1]t0∩···∩tℓ via the morphism
β : ∆
[1]
t0∩···∩tℓ
−→ Zt0∩···∩tℓ
is OZt0∩···∩tℓ and the higher direct images vanish, by Lemma 3.15. The vanishing of
the higher direct images in the Lemma implies, that Riβ∗OZ [1] is isomorphic to the sheaf
cohomology Hi(β∗E•), while the equality of direct images implies the equality β∗E• = F•.
Part 1 of Proposition 3.11 follows from the vanishing of the sheaf cohomologies Hi(F•),
for i > 0, which is proven in Lemma 3.14.
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Proof of part 2 of Proposition 3.11. In Step 1 we find equations for Z, using
the equations for the variety of circular complexes [St]. In Step 2 we exhibit a set of
equations (44)-(47), defining a scheme Y ′ over the affine line, whose reduced induced
subscheme is Y . In Step 3 we show, that the fiber of Y ′ over 0 is equal to Z. It follows,
that the fiber of Y is a closed subscheme of Z. We already know, that Z is the reduced
induced subscheme of the fiber of Y . Hence, the two are equal.
Step 1: (Equations for Z) Let p : V → G(r,H) × G(r,H∗) be the vector bundle
Hom(π∗2τ
∗
G(r,H∗), π
∗
1τG(r,H)). Denote by Ψ the tautological section of the pullback p
∗V of
V to V . Let Z ′ be the subscheme of V defined by the two equations
p∗g ◦Ψ = 0, (42)
Ψ ◦ p∗g = 0, (43)
where the homomorphism g : π∗1τG(r,H) → π∗2τ ∗G(r,H∗) is given in (24). Claim 3.4 and
the results of Strickland imply, that Z ′ is reduced [St]. Moreover, the subvariety of Z ′,
defined by the equations
k+1∧ p∗g = 0 and r−k+1∧ Ψ = 0, for 0 ≤ k ≤ r, is an irreducible
component Z ′k of Z ′, which is isomorphic to the conormal variety Zk of the incidence
variety Ik ⊂ G(r,H)×G(r,H∗) given in equation (23) (see [St] or the description of the
ideal of the variety W (k, r − k) in section 3.2 above).
The conormal variety Zk of Ik is, by definition, a subvariety of the cotangent bundle
T ∗[G(r,H)×G(r,H∗)]. The existence, of an embedding of Zk in V , follows from Claim
3.4. Let us describe explicitly the isomorphism Zk ∼= Z ′k, relating these two embeddings.
V embeds as a subbundle of the trivial bundle G(r,H) × G(r,H∗) × End(H). The
correspondence Z embeds in this trivial bundle as well, because it is the reduced induced
subscheme of the fiber product of T ∗G(r,H) and T ∗G(r,H∗) over End(H). The images of
Z ′k and Zk, under these embeddings, are easily seen to be equal. Indeed, let (W1,W2, ψ :
W ∗2 → W1) be a point of Z ′k. Equations (42) and (43) imply, that ker(ψ) contains
[W1 + W
⊥
2 ]/W
⊥
2 and Im(ψ) is contained in W1 ∩ W⊥2 . In particular, ψ lifts to ϕ1 ∈
Hom(H/W1,W1) as well as to ϕ2 ∈ Hom(H/W⊥2 ,W⊥2 ). The quadruple (W1,W2, ϕ1, ϕ2)
is a point in the cotangent bundle T ∗[G(r,H)×G(r,H∗)], which belongs to the conormal
variety Zk of Ik.
Summarizing, we have obtained equations (42) and (43) for Z, as a subvariety of V ,
which itself is a subbundle of G(r,H)×G(r,H∗)× End(H).
Step 2: (Equations defining Y , set theoretically) We use equation (31) in order to
exhibit Y as a subvariety of the smooth variety
A := G(r,H)×G(r,H∗)× End(H)× C.
Set Ξ(H) := G(r,H)×End(H)×C and Ξ(H∗) := G(r,H∗)×End(H)×C. Consider the
following embedding E(H) →֒ Ξ(H) of E(H), as a subbundle of the trivial vector bundle
over G(r,H). The embedding is determined by two projections. The first projection
E(H) → End(HG(r,H)), into the trivial End(H) bundle over G(r,H), is the embedding
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given by equation (31). The second projection λH : E(H)→ C is defined by the equation
r · ϕ|W = λH(W,ϕ) · IW , where (W,ϕ) is a point in E(H), as in equation (31). Similarly,
we have the function λH∗ : E(H
∗) → C and the embedding E(H∗) →֒ Ξ(H∗). The two
projections, of both E(H) and E(H∗) into End(H)× C, are birational morphisms onto
the same image. (In case h 6= 2r, the same is true for the image in End(H), but when
h = 2r, the projection to End(H) has degree two onto the image). The two projections
are a dual pair of resolutions of their image, extending the dual pair (14), and Y is the
graph of the birational isomorphism. Thus, Y is a closed subvariety of the fiber product
Yfp := E(H)×End(E)×C E(H∗) (and the two are equal, set theoretically). Note, that the
variety A is the fiber product of Ξ(H) and Ξ(H∗) over End(H) × C. The embeddings
E(H) ⊂ Ξ(H) and E(H∗) ⊂ Ξ(H∗) give rise to a closed imersion Yfp →֒ A. We conclude,
that Y is a closed subvariety of A.
Set theoretically, Y is the zero locus, of a section of the vector bundle
Hom(π∗1τG(r,H), H) ⊕ Hom(π∗2τ⊥G(r,H∗), H) ⊕ Hom(π∗2τG(r,H∗), H∗) ⊕ Hom(π∗1τ⊥G(r,H), H∗)
over A. Above, τ⊥G(r,H∗) is the rank (h − r) subbundle of H annihilating τG(r,H∗). Let
λ : A → C be the projection. Denote by Φ : A → End(HA) the tautological section of
the trivial End(H) bundle over A. Y is set theoretically cut out by the four equations:
Φ|π∗
1
τG(r,H)
=
(
λ
r
)
· Iπ∗1τG(r,H) , (44)
Φ|
π∗
2
τ⊥
G(r,H∗)
= −
(
λ
h− r
)
· Iπ∗2τ⊥G(r,H∗), (45)
Φ∗|π∗
2
τG(r,H∗)
=
(
λ
r
)
· Iπ∗2τG(r,H∗) , (46)
Φ∗|
π∗1τ
⊥
G(r,H)
= −
(
λ
h− r
)
· Iπ∗1τ⊥G(r,H). (47)
Denote by Y ′ the subscheme defined by these four equations.
Step 3: (Z is the special fiber of Y ′) We claim, that the subscheme Z ′′ of Y ′, defined
by the equation λ = 0, is equal to Z. It suffices to prove, that Z ′′ is a closed subscheme
of Z. Equations (44), (45), (46), (47), and λ = 0, imply the containments
ker(Φ|Z′′ ) ⊃ π∗1τG(r,H), (48)
ker(Φ|Z′′ ) ⊃ π∗2τ⊥G(r,H∗), (49)
Im(Φ|Z′′ ) ⊂ π∗2τ⊥G(r,H∗), (50)
Im(Φ|Z′′ ) ⊂ π∗1τG(r,H). (51)
Equations (49) and (51) imply, that the restriction Φ|Z′′ belongs to the subbundle p
∗V
and coincides with the restriction of the tautological section Ψ. Equations (48) and
(50) imply the equations (42) and (43) defining Z in V . This completes the proof of
Proposition 3.11 in the case X = T ∗G(r,H). ✷
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Corollary 3.16 1. Descriptions 1 and 3 of Z, in Definition 3.2, are equivalent.
2. Y is the fiber product, over the affine space End(H) × C, of E(H) and E(H∗).
Furthermore, Y is equal to the subscheme defined by the four equations (44)-(47).
Proof: 1) Let Zfp be the fiber product of T ∗G(r,H) and T ∗G(r,H∗) over N r given
in (14). We already know, that Z is the reduced induced subscheme of Zfp. Hence, it
suffices to prove, that Zfp satisfies the equations (42) and (43) defining Z in V . Now Zfp
clearly satisfies the four equations (48)-(51), as each is the pullback of equations satisfied
by T ∗G(r,H) or T ∗G(r,H∗). These four equations, combined with the equation λ = 0,
imply equations (42) and (43) (see the proof of part 2 of Proposition 3.11).
2) Let Yfp be the fiber product and Y ′ the subscheme defined by the four equa-
tions (44)-(47). We continue to use the notation, introduced in the proof of part 2 of
Proposition 3.11.
Step 1 The three subsets Y , Y ′, and Yfp, of A coincide, set theoretically, and so Y ,
being an integral scheme, is the reduced induced subscheme of Y ′ and Yfp. Note, that
Yfp is a closed subscheme of Y ′. Indeed, the two equation (44) and (47) are pullback of
equations in Ξ(H) satisfied by E(H). The two equation (45) and (46) are the pullback
of equations in Ξ(H∗) satisfied by E(H∗). Hence, it suffices to prove, the Y ′ is reduced.
We have already shown, in the proof of part 2 of Proposition 3.11, that the fiber Z ′′ :=
Y ′ ∩ (λ = 0) of Y ′ is equal to Z and is hence reduced.
Step 2 Both structure sheaves OY and OY ′ are sheaves on the topological space Y .
Let ρ : OY ′ → OY be the restriction homomorphism. The kernel N of ρ is a sheaf of
nilpotent ideals. The open subset λ 6= 0, of the scheme Y ′, is easily seen to be reduced.
Hence, N is set theoretically supported on the fiber Z. Denote by λ both the function
on A and its restriction to Y ′. Consider the commutative diagram
0 → N → OY ′ ρ−→ OY → 0
(·λ)|N ↓ ·λ ↓ ↓ ·ρ(λ)
0 → N → OY ′ ρ−→ OY → 0
of multiplication by λ. We have shown, that the cokernels, of the middle and right vertical
homomorphisms, are both isomorphic to OZ . Furthermore, the kernel of ρ(λ) is trivial, as
Y is integral. By the Snake Lemma, the left vertical homomorphism is surjective. Hence,
the multiplication homomorphism λk : N → N is surjective, for all positive powers k.
But N is supported on the set λ = 0. Hence, the latter homomorphisms vanish, for all k
sufficiently large. It follows, that the sheaf N vanishes and Y ′ is reduced. ✷
3.6 The induced action on the cohomology
Assume now, that X is a symplectic irreducible projective variety, or at least, a compact
and hyperka¨ler variety. The correspondence Z in X × X ′ induces an isomorphism of
cohomology rings Z∗ : H∗(X,Z) → H∗(X ′,Z), because it is the limit of the family
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Y → B of isomorphisms (Proposition 3.11). In particular, it preserves the Poincare
pairing, and (Z∗)∗ = (Z∗)−1. The transpose (Z∗)∗ is represented by the image of Z, via
the transposition of the factors of X × X ′. We expect Z to induce an isomorphism of
the Grothendieck K-rings, preserving the multiplication. This is known when X is the
cotangent bundle of a Grassmannian [Nam].
The variety X is endowed with a collection of natural cohomology classes. These
include the classes [X t] Poincare-dual to the strata. Additional classes are the images,
via the Gysin map H∗(B[t+1]X t)→ H∗(X), of the characteristic classes of the tautolog-
ical (projective) sub and quotient bundles, over the Grassmannian bundle B[t+1]X t →
B[1]X(t), given in (18).
A somewhat indirect approach, to the action of Z∗ on the cohomology and K0-group
of X , is taken in Theorems 4.3 and 5.2. X is a moduli space of coherent sheaves on a
K3 surface S. Generators for H∗(X,Q) are encoded in the universal sheaf E over X × S
(see [Ma2]). We will calculate the K-theoretic image, via Z × 1S, of the universal sheaf.
It would be interesting to use the latter calculation, in order to work out the Z∗-image
of the natural classes listed above. We ilustrate this method next, only for the classes of
the strata. (See also Section 5.5.1).
Clearly, Z∗ maps the class [X t], Poincare dual to X t, to a multiple of [(X ′)t]. The
coefficient ct must be 1 or −1, since [X t] = (Z∗)∗ ◦ Z∗[X t] = (ct)2[X t]. Note, that the
codimension of X t is t(t+n− 1), where n is the codimension of X1 in X . We expect the
coefficient to be given by the parity of the codimension,
Z∗[X t] = (−1)t(t+n−1)[(X ′)t].
We will prove this equality in two sequences of examples of self-dual moduli spaces, where
n = 1 and n = 3 (Corollaries 4.10 and 5.16). The proof of Corollary 4.10 would apply
for all n, provided the K-theoretic image of the universal sheaf, via Z × 1S, is given by
the conjectural equality (56).
4 Reflections of moduli spaces by line bundles
We recall in section 4.1 the relationship between 1) the autoequivalence ΦOS of D(S),
associated to the reflection with respect to the trivial line bundle OS, and 2) stratified
elementary transformations, of moduli spaces of sheaves on the K3 surface S.
Theorem 4.3, which is the main result of this section, is stated in section 4.2. Let τ
be the isometry, of the Mukai lattice, induced by the autoequivalence ΦOS . The The-
orem verifies Theorem 2.2, for the isometry τ and certain moduli spaces M(v), whose
Mukai vector is τ -invariant (but may have rank larger than 1). Recall the Steinberg
correspondence Z ⊂ M(v) × M(v), associated to the self-dual stratified elementary
transformation of M(v) (Definition 3.2). The Theorem expresses, in addition, the coho-
mology class Poincare-dual to Z in terms of 1) the Chern classes of the universal sheaf
Ev over M(v) and 2) the autoequivalence ΦOS .
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Theorem 4.3 is proven in section 4.4. The proof boils down to the computation of the
K-theoretic push-forward of τ(Ev) via the correspondence Z. Recall, that τ(Ev), given
in (8), is the K-theoretic representative of the relative Fourier-Mukai transform ΦOS(Ev)
of the universal sheaf Ev. The push-forward of τ(Ev) via Z agrees, in the K-group of
M(v)× S, with a universal sheaf over M(v)× S.
The notation for sections 4 and 5 is summerized in section 4.3.
4.1 Brill-Noether stratifications
We constructed in [Ma1] a symplectic birational isomorphism betweenMH(v) andMH(τ(v)),
for the reflection τ in the −2 vector v0 = (1, 0, 1), under the assumption that the deter-
minant line-bundle L of v satisfies:
Condition 4.1 1. L is an effective cartier divisor with minimal degree in the sense,
that the subgroup H · Pic(S) of H4(S,Z) is generated by H · c1(L). In particular,
all curves in the linear system |L| are reduced and irreducible.
2. The base locus of |L| is either empty or zero-dimensional.
3. The generic curve in |L| is smooth.
4. H1(S,L) = 0.
Each moduli space admits a Brill-Noether stratification
M(v) = M(v)0 ⊃ M(v)1 ⊃ · · · ⊃ M(v)µ (52)
If χ(v) ≥ 0, the stratumM(v)t \M(v)t+1 parametrizes stable sheaves F with h1(F ) = t.
When χ(v) < 0, we use h0(F ) instead. We denote by µ the length of the stratification.
The smallest stratum M(v)µ is smooth. We denote by B[k]M(v) the itereted blow-up
starting atM(v)µ and proceeding, in decreasing order t = µ, µ−1, · · · , k+1, k, along the
strict transforms B[t+1]M(v)t of M(v)t in B[t+1]M(v). Then the top iterated blow-ups
B[1]M(v) and B[1]M(τ(v)) are isomorphic. More precisely, Theorem 3.2 in [Ma1] states,
that the birational isomorphism between M(v) and M(τ(v)) is a stratified elementary
transformation (see section 3 or Definition 2.3 in [Ma1]). Furthermore, the symplectic
varieties X(t), in the diagonal entries of (17), are moduli spaces as well. If χ(v) ≥ 0, then
X(0) = M(v) and X(t) = M(v + ~t), where ~t is the Mukai vector (t, 0, t) of the trivial
rank t vector bundle. If χ(v) ≤ 0, take X(t) = M(v − ~t) (or M(στ [v − ~t]), whichever
has positive rank, where σ is given in (5)). The Grassmannian fibration B[t+1]M(v)t →
B[1]M(v + ~t), mentioned in (18) for a general stratified elementary transformation, is
described in part 6 of Proposition 4.5 below.
The correspondence
Z ⊂ M(v)×M(τ(v)), (53)
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defined in part 3 of definition 3.2, was shown to induce an isomorphism of cohomology
rings
H∗(M(v),Z) ∼=→ H∗(M(τ(v)),Z)
(Theorem 1.2 in [Ma1]). A point in Z consists of a pair (E1, E2) of stable sheaves,
such that the canonical extensions Fi, of Ei by the trivial vector bundle H
1(Ei) ⊗ OS,
are isomorphic F1 ∼= F2 ∼= F . The sheaf F is necessarily stable. Notice the equalities
h1(E1) + χ(v) = h
1(E2) and h
0(F ) = h1(E1) + h
1(E2). These equalities follow from the
equalities χ(E1) = −χ(E2), χ(E1)+2h1(E1) = χ(F ) = χ(E2)+2h1(E2), the vanishing of
H2(Ei), and the vanishing of H
i(F ), for i ≥ 1. The triple (F,E1, E2) is equivalent to the
data of two subspaces of H0(F ) of complementary dimensions t := h1(E1) and t+ χ(v).
The correspondence Z is reduced, but reducible in general. One component Z0 is the
graph of the birational isomorphism. When χ(v) ≥ 0, the other components consist of
(the closure of) fiber products of Grassmannian bundles
Zt := closure of [M(v)t \M(v)t+1] ×M(v+~t) [M(τ(v))t+χ(v) \M(τ(v))t+χ(v)+1]. (54)
When χ(v) < 0, take the fiber product over M(τ(v) + ~t).
Example 4.2 The vector v = (1,L,−1) is fixed under the reflection by the vector
v0 = (1, 0, 1). M(v) is isomorphic to the Hilbert scheme S [n] when degL = 2n − 4.
Tensoring by L−1, we may replace the pair v and v0 by (1, 0, 1 − n) and the −2 vector
(1,−L, n− 1).
1. The reflection of the Hilbert scheme S [n] ∼= M(1, 0, 1 − n) in a −2 vector of the
form (1,−L, n − 1) is a self dual stratified elementary transformation, provided
the line bundle L satisfies Condition 4.1 ([Ma1] Section 3.2). The center (S [n])1
of the operation is, birationally, a P1-bundle over M(0,L,−2). (S [n])1 consists of
length n subschemes, whose image in |L|∗ ∼= Pn−1 is contained in some hyperplane.
When the hyperplane is unique, the twist I ⊗L, of the ideal sheaf by L, has a one-
dimensional space of global sections. The quotient F := I ⊗ L/[H0(I ⊗ L)⊗ OS]
is a sheaf F ∈ M(0,L,−2), of Euler characteristic −2, supported on a curve C in
the linear system |L|.
2. The case n = 1 can be considered as a special case, if S contains an irreducible −2
curve Σ ∼= P1 and the line bundle L is taken to be OS(Σ). In that case, (S [1])1 = Σ.
3. Specialize to the case n = 2 and let L be the pull-back of OP1(1) via an elliptic
fibration π : S → P1. Then M(0,L,−2) → P1 is the relative Jacobian of degree
−2. (S [2])1 →M(0,L,−2) is the P1-bundle obtained by projectivizing the “vector
bundle” of relative first cohomologies of a “universal sheaf” over M(0,L,−2)× S
(existence of a global universal sheaf is not needed as we projectivize).
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4.2 The class of the correspondence in terms of universal sheaves
Next, we provide an identification of the class of the correspondence (53) in terms of the
Chern classes of the universal family Ev. Such an identification provides a formula for an
automorphism of the cohomology ring of moduli spaces of sheaves on a more general K3
surface (removing Condition 4.1 on the Picard group of S). This enables us to degenerate
the K3 surface to one with a large Picard group and obtain many such reflections.
Assume, that v = (r,L,−r), r ≥ 1, L satisfies condition 4.1 with respect to the
ample line-bundle H , and gcd(r, degL) = 1 (so that there is a universal family Ev over
M(v)× S). Note, that v = τ(v) and the Brill-Noether locus M(v)1 is a divisor.
Theorem 4.3 1. The class of the correspondence (53), in the cohomology ring H∗(M(v)×
M(v),Z)free, is equal to the class γτ (Ev, Ev), given in (7).
2. Parts 1 and 2 of Theorem 2.2 hold for the reflection τ and the moduli spaceMH(v).
Let p : M(v) × S →M(v) be the projection. Lemma 4.4, in part one of the paper
[Ma3], implies the second equality below
γτ (Ev, Eτ(v)) := cm
{
− π13!
([
π∗12Ev − π!1p!Ev
]∨ ⊗ π∗23Eτ(v))} =
= cm
{− π13! (π∗12(Ev)∨ ⊗ [π∗23Eτ(v) − π!3p!Eτ(v)])} . (55)
The first equality above is the definition (7).
Remark 4.4 Our proof of Theorem 4.3 implies a K-theoretic version of part 2 of The-
orem 2.2. We prove, that the correspondence (53) maps the class of the Fourier-Mukai
transform of the universal sheaf Ev, appropriately chosen, to the class, in the Grothendieck
K-group of S ×M(v), of another universal sheaf E ′v (see (67)). We expect that, even if
we drop the assumption χ(v) = 0 of Theorem 4.3, the K-theoretic equivalence
(Z × 1S)![τ(Ev)] ≡ Eτ(v), (56)
holds for some universal sheaf Eτ(v) over M(τ(v)) × S. Above, τ(Ev) is the K-theoretic
representative, given in (8), of the reflection of Ev with respect to OS. On the other hand,
we do not prove the equality of the class of the correspondence (53) and of the Chow-
theoretic representation (7) of the class γτ(Ev, Ev) in the Chow ring of M(v) ×M(v).
One problem is, that we use the uniqueness statement in lemma 2.3, which is proven only
on the level of singular cohomology.
A major role, in the proof of Theorem 4.3, will be played by the following proposition.
Let v be a primitive Mukai vector with χ(v) ≥ 0. Assume, that c1(v) = L satisfies
condition 4.1 and that a universal family Ev exists over M(v).
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Proposition 4.5 (Proposition 3.18 in [Ma1]) For 1 ≤ t ≤ µ+ 1, there exists a complex
of vector bundles
B[t]ρ : B[t]V0 → B[t]V1 (57)
over B[t]M(v) with the following properties:
1. OverM(v), the complex p!Ev is equivalent in the K-group to the complex of B[µ+1]V•.
2. The homomorphism B[t+1]ρ has constant co-rank t along B[t+1]M(v)t. Denote the
kernel and co-kernel of its restriction by Wt and Ut respectively. These are vector
bundles over B[t+1]M(v)t of ranks χ(v) + t and t.
3. Wt is isomorphic to the direct image of the restriction of the universal family β
∗Ev
to the stratum B[t+1]M(v)t × S. The vector bundle Ut(
∑µ
i=t+1B
[t+1]M(v)i) is iso-
morphic to the first higher direct image of the restriction of the universal family
β∗Ev to the stratum B[t+1]M(v)t × S.
4. β∗B[t+1]V• is equivalent in the K-group of B
[t]M(v) to B[t]V• − et,!φ∗tUt.
Above, et : B
[t]M(v)t →֒ B[t]M(v) is the closed imersion and φt : B[t]M(v)t →
B[t+1]M(v)t is the natural projection from the exceptional divisor onto the center
of the blow-up.
5. There exists an extension of sheaves over B[t+1]M(v)t × S
0→ Ut → Ft → β∗(Ev|
M(v)t
)
(
−
µ∑
i=t+1
B[t+1]M(v)i
)
→ 0. (58)
6. Ft is a family of stable sheaves with Mukai vector v+~t, where ~t denotes the Mukai
vector (t, 0, t) of the trivial rank t bundle. The morphism B[t+1]M(v)t →M(v+~t) is
induced by the classifying morphism associated to Ft. It factors through B[1]M(v+~t)
via a grassmannian fibration B[t+1]M(v)t → B[1]M(v + ~t).
A modified version of the proposition holds, even if a universal family does not exist
over M(v) (Remark 3.20 in [Ma1]). In that case, the vector bundles Ut and Wt need
not exist, but the projective bundles PWt and PUt do exist. When several Mukai vectors
are considered, we denote these bundles by PWv,t and PUv,t. The grassmannian bundle
B[t+1]M(v)t → B[1]M(v + ~t) is isomorphic to G(t,Wv+~t,0) ([Ma1] Proposition 3.18 part
6). Compare with equation (20) above.
Let Wv+~t be the direct image, of the sheaf Ft in proposition 4.5, via the projection
B[t+1]M(v)t × S → B[t+1]M(v)t. Caution: F0 is the tensor product of Ev with a non-
trivial line-bundle. Consequently, Wv+~0 is the tensor product of Wv,0 with that line
bundle.
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Lemma 4.6 Wv+~t is a locally free sheaf, which fits in the short exact sequence
0→ Ut →Wv+~t →Wt
(
−
µ∑
i=t+1
B[t+1]M(v)t∩i
)
→ 0. (59)
The projectivization PWv+~t is the pullback of the bundle PWv+~t,0, defined over B
[1]M(v+~t)
in part 2 of Proposition 4.5. There is a natural isomorphism of the two grassmannian
bundles G(t,Wv+~t,0) and B
[t+1]M(v)t → B[1]M(v + ~t). This isomorphism identifies the
subbundle Ut with the tautological subbundle of Wv+~t.
Proof: Part 3 of proposition 4.5 implies, that Wt is the direct image of the universal
family. We conclude, that Wv+~t is locally free, from the long exact sequence of higher
direct images, associated to the short exact sequence (58). The equality PWv+~t = PWv+~t,0
was proven in part 6 of Proposition 3.18 in [Ma1]. The identification of Ut, as the
tautological subbundle, is included in part 8 of Proposition 3.18 in [Ma1]. ✷
Properties 2 and 4 in Proposition 4.5 imply the following K-theoretic decomposition
over B[1]M(v), of the K-theoretic pullback of p!Ev.
β !p!Ev ≡ W0 −
µ∑
t=1
et,!φ˜
∗
tUt, (60)
where φ˜t is the composition φt ◦ β : B[1]M(v)t → B[t+1]M(v)t and et : B[1]M(v)t →֒
B[1]M(v) is the closed imersion (we used also lemma 4.14 for the equality β !et!φ∗tUt =
et! φ˜
∗
tUt). The vector bundle W0 vanishes, if χ(v) ≤ 0, and is of rank χ(v) otherwise.
4.3 Notation
We summerize here some of the notation, that will be repeatedly used throughout the rest
of sections 4 and 5. This summary is intended for reference; the notation is introduced
again when first mentioned. Additional notation is summerized in section 5.2. Given a
proper morphism f : X → Y , we denote by f∗ the sheaf theoretic push-forward and by f!
the pushforward on the level of Grothendieck K0-groups of coherent sheaves. Similarly,
f ∗ denotes the sheaf theoretic pullback, while f ! the K-theoretic one. We denote the
pullback, in singular cohomology, and the Gysin map by f ∗ and f∗ as well.
Let τv0 be the reflection (4), of the Mukai lattice, with respect to a −2-vector v0. We
set τ := τv0 , where v0 = (1, 0, 1). We denote by τ also the related K-theoretic operation,
on the universal family of sheaves, defined in equation (8).
The correspondence Z is the one in Definition 3.2 part 3. The notation of the normal
crossing model Z [1] of Z, as well as the components Zt, Z [1]t , and the birational models
∆
[1]
t and ∆
[t+1]
t , is discussed in Remark 3.8. ∆
[1]
≤t is the union of components of Z [1],
with index ≤ t. It denotes the incidence divisor in the fiber product ∆[t+1]t , of dual
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Grassmannian bundles. We set I
[1]
t := ∆
[1]
t ∩ ∆[1]≤(t−1). In section 4, the correspondence
Z and its components Zt are described in equations (53) and (54), incorporating the
identification, of the stratified elementary transform of the moduli space M(v), as a
moduli space as well.
The morphism p : M(v)× S → M(v) is the projection. The projection πij is from
M(v)×S×M(v) on the product of the i-th and j-th factors. We will denote by πij also
the restriction of the latter projection to Z × S. The two projections from Z [1] to M(v)
are denoted by π˜i, i = 1, 2. The morphism π˜ij , from Z [1] × S to the product of the i-th
and j-th factors of M(v)× S ×M(v), will denote the composition of Z [1] × S → Z × S
with πij .
M(v)t denotes a Brill-Neother stratum, introduced in (52). We denote blow-up mor-
phisms, as well as their compositions, by β. Examples include β : B[i]M(v)t →M(v)t,
for i < t, and β : ∆
[1]
t → ∆[t+1]t . The projective bundle φt : B[t]M(v)t → B[t+1]M(v)t
is the natural morphism from the exceptional divisor to the center of the blow-up. The
morphism φ˜t : B
[1]M(v)t → B[t+1]M(v)t is the composition of φt with the blowing-
down morphism B[1]M(v)t → B[t]M(v)t. We denote by B[1]M(v)t∩k the intersection
B[1]M(v)t ∩B[1]M(v)k.
The projection δij , 1 ≤ i, j ≤ 3, is from ∆[t+1]t × S to the product of the i-th and
j-th factor of B[t+1]M(v)t × S × B[t+1]M(v)t. The morphism δ˜ij , from ∆[1]t × S, is the
composition of δij with ∆
[1]
t × S → ∆[t+1]t × S.
We will use et to denote various embeddings, including the following B
[i]M(v)t →֒
B[i]M(v), ∆[1]t →֒ Z [1], and ∆[1]t × S →֒ Z [1] × S.
We denote by Ev the universal sheaf over M(v)× S. The vector bundles Ut and Wt,
over B[t+1]M(v)t, are introduced in proposition 4.5. The vector ~t is the Mukai vector
(t, 0, t) of the trivial rank t vector bundle. The vector bundle Wv+~t, over B
[t+1]M(v)t, is
introduced in (59). The family Ft, over B[t+1]M(v)t × S, is the one in extension (58).
4.4 Proof of Theorem 4.3
Lemma 2.3 and equation (9) reduce the proof to the verification of the relation
Z∗ ⊗ 1S
(
ch(ηv) · ch(Ev − p!p!Ev) ·
√
tdS
)
= ch(ηv) · ch(Ev) ·
√
tdS, (61)
where ηv is the class in (12).
We perform a sequence of reductions of the equality (61) to simpler ones.
Step I: We would like to carry out the calculation on the level of K-groups of com-
plexes of sheaves on moduli. For this purpose, we will apply the push-forward operation
Z∗ to Ev rather than its normalization ηv ⊗ Ev (because ηv is only Q-Cartier). We need
to calculate the difference between ηv and its image under Z∗. Denote by D1 the divisor
M(v)1.
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Choose a universal family Ev normalized as in Lemma 4.12 part 1. Part 3 of Lemma
4.12 implies the equality
Z∗(η−1v ) = η−1v −D1 (62)
We know, that Z∗ is a ring automorphism ([Ma1] Theorem 1.2). Hence, if Z∗ further
satisfies (61), we get
Z∗ ⊗ 1S
(
ch[τ(Ev)]
√
tdS
)
= Z∗ ⊗ 1S
(
ch[η−1v ⊗ ηv ⊗ τ(Ev)]
√
tdS
) (61)
=
Z∗ (ch[η−1v ]) · ch[ηv ⊗ Ev]
√
tdS
(62)
= ch[Ev] ·
√
tdS · p∗ch[OM(v)(−D1)] =
ch[Ev(−D1)] ·
√
tdS
We see, that (61) implies the equality
Z∗ ⊗ 1S
(
ch[τ(Ev)]
√
tdS
)
= ch[Ev(−D1)] ·
√
tdS. (63)
The same argument shows, furthermore, that (61) is equivalent to (63).
Step II: Next, we translate the equality (63) to a K-theoretic equivalence.
Lemma 4.7 We have the relations
Z∗(tdM(v)) = tdM(v) and (64)
(Z × 1S)∗(ch(α)) = ch
(
π12!
[
π!23α
L⊗ OZ×S
])
(65)
for every class α in the derived category ofM(v)×S. In other words, the Chern character
intertwines the operations of pushforward by Z × S in cohomology and K-theory.
Proof: Proposition 3.11 part 2 exhibits the class Z as a special fiber over 0 ∈ B, in a
flat family Y → B. The variety Y is embedded in the fiber product X ×B X ′ of two flat
families X → B and X ′ → B. Both fibers of X and X ′ over 0 ∈ B are isomorphic to
M(v). The complement Y \ Z, of the special fiber, is the graph of an isomorphism of
the restriction of the two families to B \ {0}. Equation (64) follows, since it holds for a
generic fiber of Y .
Let ι : Z × S →֒ M(v) × S ×M(v) be the closed imersion. The right hand side of
equation (65) is equal to the right hand side of
(Z × 1S)∗(ch(α)) = π12∗
[
π∗23ch(α) · ch (ι!OZ×S) · π∗3tdM(v)
]
(66)
(Grothendieck-Riemann-Roch [Fu] Theorem 15.2 page 286). We will now prove equation
(66). The Chern character of the structure sheaf of Z × S is a pullback of that of Z in
M(v) ×M(v). The latter varies in a flat family in the above mentioned deformation.
Denote by (66)b the equation obtained when we replace Z in (66) by the graph Yb, of the
isomorphism Xb ∼= X ′b, and we replace ch(α) by an arbitrary cohomology class of Xb×S.
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Equation (66)b follows by calculating ch(ι!OYb×S) in terms of the Todd class of Yb, via
Grothendieck-Riemann-Roch, and using the projection formula. Equality (66) follows by
taking the limit. ✷
The equality (63) would follow from (65) and the equivalence
π12!
(
π!23 [Ev − p∗p!Ev]|Z×S
)
≡ Ev(−D1) (67)
in the K-group. Indeed, we have
(Z × S)∗ch(τ(Ev)) (65)+G.R.R= π12∗
[
π∗3tdM(v) · (π∗23ch(τ(Ev)) · ch(ι!OZ×S))
]
G.R.R
= ch
[
π12!
(
π!23[τ(Ev)]|Z×S
)]
(67)
= ch(Ev(−D1)).
Step III: Next we translate (67) to an equivalence over the top iterated blow-up Z [1]
of Z. The blow-up Z [1] is defined in equation (34).
The K-theoretic push-forward, via the morphism β : Z [1] → Z, satisfies the equiva-
lence
β!β
!
(
π!23 [Ev − p∗p!Ev]|Z×S
)
≡ π!23 [Ev − p∗p!Ev]|Z×S ,
by Proposition 3.11 part 1. Denote by π˜i the projection from Z [1]×S onto the i-th factor
of M(v)× S ×M(v). Then (67) is equivalent to
(π˜12)!
(
(π˜23)
! [Ev − p∗p!Ev]
)
= Ev(−D1). (68)
Step IV: Next, we carry out a recursive decomposition of the class π˜!23 [Ev − p∗p!Ev].
Since χ(v) = 0, the push-forward sheaf p∗Ev vanishes ([Ma1] Corollary 3.16). The second
higher direct image R2p∗Ev vanishes as well because c1(v) = L is assumed to satisfy
Condition 4.1. Thus, p!Ev = R1p∗Ev[1].
Each component ∆
[1]
t of Z [1] is the iterated blow-up, of the fiber product ∆[t+1]t , of dual
grassmannian bundles (27). Denote by δ1,2 and δ2,3 the two projections from ∆
[t+1]
t × S
to B[t+1]M(v)t × S. Recall that ∆[1]0 is the diagonal in B[1]M(v) × B[1]M(v). Denote
by e : ∆
[1]
≤(t−1) →֒ Z [1] the subscheme of Z [1] corresponding to the union of components
∆
[1]
i with index i ≤ (t− 1). Let I [1]t be the intersection ∆[1]≤(t−1) ∩∆[1]t . Let us derive the
following decomposition:
π˜!23[Ev − p∗p!Ev] = π˜∗23 (Ev)|
∆
[1]
0
×S
(
−
µ∑
i=1
∆
[1]
0 ∩∆[1]i
)
(69)
+
µ∑
t=1
et,!
[
β∗δ∗23Ft − (β∗δ∗23Wt)(−I [1]t )
]
.
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Above, et : ∆
[1]
t ×S →֒ Z [1]×S is the closed imersion. Let ∆[1]≥t be the union of components
∆
[1]
i , i ≥ t. First observe, that we have the decomposition
π˜∗23(Ev) = (π˜∗23Ev)|
∆
[1]
0 ×S
(
−∑µt=1∆[1]0 ∩∆[1]t )+ (π˜∗23Ev)|
∆
[1]
≥1
×S
=
∑µ
t=0(π˜
∗
23Ev)|
∆
[1]
t
×S
(
−∑µi=t+1∆[1]t ∩∆[1]i )
(58)
= (π˜∗23Ev)|
∆
[1]
0 ×S
(
−∑µt=1∆[1]0 ∩∆[1]t )+∑µt=1 et,!β∗ [δ∗23(Ft − Ut)] .
In the last equality above we used also Lemma 3.9 part 4.
The decomposition (69) follows from the Claim 4.8, which is an analogue of (60). Let
π˜i, i = 1, 2, be the two projections from Z [1] to M(v). Denote by δi, i = 1, 2, the two
projections from ∆
[t+1]
t to B
[t+1]M(v)t.
Claim 4.8
π˜!2p!Ev =
µ∑
t=1
et,![(β
∗δ∗2Wt)(−I [1]t )− β∗δ∗2Ut],
where et : ∆
[1]
t →֒ Z [1] is the closed imersion.
Proof: The morphism π˜2 : Z [1] →M(v) does not factor throughB[t]M(v). Nevertheless,
the restriction of π˜2 to ∆
[1]
≤(t−1) does factor through B
[t]M(v). Let B[t](ρ)|
∆
[1]
≤(t−1)
be the
pullback of the complex (57), from B[t]M(v) to ∆[1]≤(t−1), via the factorization of π˜2. We
prove, by descending induction on t, the decomposition over Z [1]
π˜!2p!Ev ≡
µ∑
i=t
ei,!
[
(β∗δ∗2Wi)(−I [1]i )− β∗δ∗2Ui
]
+ e![B
[t](ρ)|
∆
[1]
≤(t−1)
]. (70)
The claim follows from the case t = 1, since B[1](ρ) is an isomorphism over ∆
[1]
0 (and the
class of the corresponding complex is trivial in K-Theory). The case t = µ+ 1 is part 1
of Proposition 4.5. Assume, that the equivalence holds for t + 1. The equivalence (70)
in the t+ 1 case can be rewritten in the form
π˜!2p!Ev ≡ e![B[t+1](ρ)|
∆
[1]
≤(t−1)
] + et,![B
[t+1](ρ)|
∆
[1]
t
(−I [1]t )] +
+
µ∑
i=t+1
ei,!
[
(β∗δ∗2Wi)(−I [1]i )− β∗δ∗2Ui
]
.
Let ι : I
[1]
t →֒ ∆[1]≤(t−1) be the inclusion map. The claim follows from the equivalences
B[t+1](ρ)|
∆
[1]
≤(t−1)
≡ B[t](ρ)|
∆
[1]
≤(t−1)
− ι!(δ∗2Ut)|
I
[1]
t
, (71)
B[t+1](ρ)|
∆
[1]
t
≡ β∗δ∗2[Wt − Ut], and (72)
β∗δ∗2Ut ≡ β∗δ∗2Ut(−I [1]t ) + ι!(δ∗2Ut)|
I
[1]
t
.
The equivalence (71) follows from part 4 of proposition 4.5 and Lemma 3.9 part 4 (the
lemma is applied to each of the components ∆
[1]
j of ∆
[1]
≤(t−1), taking the indices i and t of
Lemma 3.9 part 4 to be t and j in (71) respectively). The equivalence (72) follows from
part 2 of proposition 4.5. ✷
Equality (68) would follow from the decomposition (69), the vanishing
π˜12! (et,!β
∗[δ∗23(Ft)]) = 0, t ≥ 1 (73)
π˜12!
(
et,![(β
∗δ∗23Wt)(−I [1]t )]
)
= 0, t ≥ 1 (74)
(proven below in steps V and VI respectively), and the following claim
Claim 4.9 Let β : B[1]M(v) → M(v) be the iterated blow-down morphism. Denote by
D˜t the divisor B
[1]M(v)t. Then
β!
[
(β∗Ev)
(
−
µ∑
t=1
D˜t
)]
= β!β
∗
[Ev(−M(v)1)] = Ev(−M(v)1).
Proof: Note, that the sheaf theoretic pullback β∗[Ev(−M(v)1)] represents the K-theoretic
pullback, because Ev is flat overM(v) andM(v)1 is a Cartier divisor. The second equality
in the claim follows from the projection formula and the equivalence β!OB[1]M(v) ≡ OM(v).
The latter equivalence is due to the fact, that β is the composition of blow-ups with
smooth centers. Note, next, that we have the equality
β∗
[Ev(−M(v)1)] = (β∗Ev)
(
−
µ∑
t=1
t · D˜t
)
because the divisor M(v)1 has multiplicity t along the locus M(v)t. The determination
of the multiplicity is an analogue of the Riemann-Kempf theorem, which expresses the
fact, that the Brill-Noether stratification is defined by a section of a homomorphism
bundle and the section is transversal to the relative determinantal stratification. The
transversality follows from the results of [Ma1] Proposition 3.18 and the general, well
known, criterion mentioned in part 2 of Lemma 2.10 of [Ma1]).
The proof of the first equality requires the following decomposition:
β∗Ev
(
−
µ∑
t=1
t · D˜t
)
= β∗Ev
(
−
µ∑
t=1
D˜t
)
− β∗Ev
(
−
µ∑
t=1
D˜t
)
|
D˜2
− · · · −
−
[
t−1∑
k=1
β∗Ev
(
−
t−1∑
i=1
i · D˜i − k · D˜t −
µ∑
j=t+1
D˜j
)]
|
D˜t
− · · · −
−
[
µ−1∑
k=1
β∗Ev
(
−
µ−1∑
i=1
i · D˜i − k · D˜µ
)]
|
D˜µ
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The claim would follow from the projection formula and the vanishing
β!OD˜t
(
−
t−1∑
i=1
i · D˜i − k · D˜t −
µ∑
j=t+1
D˜j
)
≡ 0, for 2 ≤ t ≤ µ, and 1 ≤ k ≤ t− 1.
(75)
D˜t is the iterated blow-up of B
[t]M(v)t. Let B[t]M(v)t∩1 be the intersection B[t]M(v)t∩
B[t]M(v)1. The pullback to D˜t of the line-bundleOB[t]M(v)t(−B[t]M(v)t∩1) isOD˜t(−
∑t−1
i=1 i·
D˜t ∩ D˜i). Consequently, the K-theoretic push-forward of OD˜t(−
∑t−1
i=1 i · D˜t ∩ D˜i) to
B[t]M(v)t is OB[t]M(v)t(−B[t]M(v)t∩1). The vanishing (75) reduces to
β!
[
OB[t]M(v)t(−B[t]M(v)t∩1) ⊗ N−kB[t]M(v)t/B[t]M(v) ⊗ OB[t]M(v)t
(
−
µ∑
j=t+1
D˜j
)]
≡ 0,
(76)
for 2 ≤ t ≤ µ and 1 ≤ k ≤ t− 1.
B[t]M(v)t is the projectivised relative cotangent bundle PT ∗
B[t+1]M(v)t/B[1]M(v+~t)
of the
grassmannian bundle B[t+1]M(v)t → B[1]M(v + ~t). The projectivised cotangent bundle
PT ∗G(t, 2t), of a grassmannian fiber, is the projectivization of the homomorphism bun-
dle Hom(qG(t,2t), τG(t,2t)) from the tautological quotient to the tautological sub-bundle.
The degeneracy divisor in PHom(qG(t,2t), τG(t,2t)) has degree t in each P
t2−1-fiber over
G(t, 2t). We conclude, that the degeneracy locus B[t]M(v)t∩1, in the exceptional di-
visor B[t]M(v)t, has degree t in each Pt2−1-fiber over B[t+1]M(v)t. The line-bundle
OB[t]M(v)t
(
−∑µj=t+1 D˜j) is pulled-back from B[t+1]M(v)1 (see [Ma1] Corollary 3.19, or
equation (21) above). Hence, the line bundle in (76) has degree k − t along each Pt2−1-
fiber. The vanishing (76) follows. This completes the proof of the claim. ✷
Step V: Next, we prove the vanishing (73). The composition of the pullback β !,
from the K-group of ∆
[t+1]
t to the K-group of ∆
[1]
t , followed by the pushforward β!, is the
identity, since β : ∆
[1]
t → ∆[t+1]t is the composition of a sequence of blow-ups with smooth
centers. The equality π˜12! ◦ et,! = δ12! ◦ β! reduces the vanishing (73) to the vanishing
δ12! (δ
∗
23(Ft)) = 0, t ≥ 1. (77)
Let Wt be the vector bundle in Proposition 4.5. The direct image of Ft, via the
projection B[t+1]M(v)t×S → B[t+1]M(v)t, is the rank 2t vector bundle, denote by Wv+~t
(Lemma 4.6). These vector bundles are related by the short exact sequence (59). Let
π : G(t,Wv+~t) → B[t+1]M(v)t (78)
be the Grassmannian bundle of t-dimensional subspaces. Lemma 4.6 implies, that
G(t,Wv+~t) is isomorphic to the fiber product ∆
[t+1]
t of B
[t+1]M(v)t with itself over
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B[1]M(v + ~t). We choose the isomorphism, so that the projection π in (78) corresponds
to the projection δ1 : ∆
[t+1]
t → B[t+1]M(v)t. Let
κ : G(t,Wv+~t) → B[t+1]M(v)t
be the second projection. Then equation (77) is equivalent to the following equality.
(π × 1S)!(κ× 1S)∗Ft ≡ 0, t ≥ 1. (79)
Denote by τG(t,Wv+~t) the tautological subbundle. We get the short exact sequence
0→ τG(t,Wv+~t) → (π × 1S)∗Ft → Q→ 0. (80)
The quotient Q is a family of stable sheaves flat over G(t,Wv+~t). Moreover, the family
Q defines a classifying morphism
κ′ : G(t,Wv+~t) → M(v)t
(see [Ma1] Theorem 3.15). The morphism κ′ factors through B[t+1]M(v)t via the pro-
jection κ (use Proposition 3.18 part 5 in [Ma1]). Hence, there is a line bundle K on
G(t,Wv+~t), such that (80)⊗K is isomorphic to κ∗(58). In particular, we get the isomor-
phisms
(κ× 1S)∗Ft ∼= [(π × 1S)∗Ft]⊗K and (81)
κ∗Ut ∼= τG(t,Wv+~t) ⊗K.
The projection formula and equation (81) imply the equality
(π × 1S)!(κ× 1S)∗Ft = Ft ⊗ (π!K).
Lemma 4.12 implies, that K restricts as OG(t,2t)(−1) along the fibers of π in (78). Hence,
the pushforward π!K vanishes and equation (79) follows.
Step VI: Next, we prove the vanishing (74). Part 6 of Lemma 3.9 implies the equality
β!
[
(β∗δ∗23Wt) (−I [1]t )
]
= (δ∗23Wt)(−It),
where It is the incidence divisor in ∆
[t+1]
t . The vanishing (74) reduces to
δ12! [(δ
∗
23Wt)(−It)] = 0, for t ≥ 1.
Wt is defined over B
[t+1]M(v)t, so we may work over ∆[1]t rather than ∆[1]t × S. Using
the notation of Step V, the last equation translates to
π! {[κ∗Wt] (−It)} = 0, for t ≥ 1. (82)
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The two isomorphisms (81) and the sequence (59) imply the isomorphisms
κ∗Wv+~t
∼= (π∗Wv+~t)⊗K and
κ∗
[
Wt
(
−
µ∑
i=t+1
B[t+1]M(v)t∩i
)]
∼= qG(t,Wv+~t) ⊗K,
where qG(t,Wv+~t) is the tautological quotient bundle over G(t,Wv+~t). Lemma 4.12 im-
plies, that K restricts as OG(t,2t)(−1) along the fibers of π in (78). The line bundles
OB[t+1]M(v)t(B[t+1]M(v)t∩i) are pullbacks of line bundles over B[1]M(v + ~t), when i > t.
We conclude, that κ∗Wt restricts to the Grassmannian fibers of π as q(−1). The fiber
of ∆
[t+1]
t over B
[1]M(v + ~t) is a product G(t, U) × G(t, U), where U is a 2t-dimensional
subspace of H0(F ), for a sheaf F in M(v + ~t). The incidence divisor It restricts to the
product G(t, U) × G(t, U) as the zero locus of a section of detHom(p∗1τ, p∗2q). Hence,
It restricts to the Grassmannian fibers of π as OG(t,2t)(t). Lemma 4.13 implies, that
H i(G(t, 2t), q(−t− 1)) vanishes, for all i. The vanishing (82) follows. This completes the
proof of Theorem 4.3. ✷
Let v be as in Theorem 4.3. The following is an easy corollary of the theorem.
Corollary 4.10 The correspondence Z, given in (53), acts via multiplication by (−1)t
on the class of M(v)t in the Chow group of M(v).
Note: We present a more general proof of the equality
Z∗[M(v)t] = (−1)t(t+χ(v))[M(τ(v)t],
without the assumption χ(v) = 0 of Theorem 4.3. We assume, instead, the conjectural
equality (56). When χ(v) = 0, equality (56) is verified in equality (67).
Proof of corollary 4.10: The varietiesM(v)t are irreducible, since each iterated blow-
up B[t+1]M(v)t is a grassmannian bundle over B[1]M(v+~t), andM(v+~t) is irreducible.
It is clear, that Z∗(M(v)t) is a multiple of the class of M(τ(v))t. The computation of
the coefficient can thus be carried out on the level of cohomology. We will need to use
the fact, that Z∗ preserves the multiplicative structure of the cohomology. The argument
given below would prove the statement directly, for the classes in the Chow ring, provided
we knew, that Z∗ preserves the ring srtucture of the Chow ring as well.
M(v)t is the degeneracy locus, of expected dimension, of a homomorphism ρ : V0 → V1
of vector bundles. The homomorphism ρ is the case B[µ+1]ρ of the sequence given in
equation (57). The ranks r0 and r1, of the vector bundles V0 and V1, satisfy r0−r1 = χ(v).
Proposition 4.5 part 1 identifies the class of V0−V1, in the K-group ofM(v), with the class
of the pushforward p!Ev, of the universal sheaf, via the projection p :M(v)×S →M(v).
Note the equality χ(τ(v)) = −χ(v). We may assume, that χ(v) ≥ 0, possibly after
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interchanging v with τ(v). Then the classes of M(v)t and M(τ(v)) are given by the
Porteous formulas
M(v)t ≡ ∆(t+χ(v))t (c[−p!Ev])
M(τ(v))t ≡ ∆(t)t−χ(τ(v))
(
c[−p!Eτ(v)]
)
,
where c(−p!Ev) is Chern polynomial, and ∆(s)t is the determinant of the s × s matrix,
(ct+j−i)1≤i,j≤s (Theorem 14.4 in [Fu]).
The commutativity Z! ◦ p! = p! ◦ (Z × 1S)! and the equality
p! [Ev − p∗p!Ev] ≡ p!Ev − χ(OS) · p!Ev ≡ −p!Ev,
translate the equivalence (56) to
Z!(−p!Ev) ≡ p!Eτ(v). (83)
Z induces an isomorphism of cohomology rings, and thus commutes with ∆(t+χ(v))t
Z∗
(
∆
(t+χ(v))
t (c[−p!Ev])
)
= ∆
(t+χ(v))
t
(
c[p!Eτ(v)]
)
.
The corollary follows from the equality
∆
(t+χ(v))
t (c[p!Eτ(v)]) = (−1)t(t+χ(v))∆(t)t+χ(v)(c[−p!Eτ(v)])
(see Example 14.4.9 in [Fu]). ✷
The Lemmas below were used in the proof of Theorem 4.3.
Lemma 4.11 1. Let v0 = (1, 0, 1), v = (r,L, s) with gcd(r, deg(L), s) = 1. Assume,
that L satisfies Condition 4.1. The class [P1] ∈ H2 dim(v)−2(M(v),Z), of a line in
the P|χ(v)|+1-fiber of [M(v)1 \M(v)2]→M(v+ v0), is taken to the element (−v0, •)
of (v⊥)∗, under the composition
H2 dim(v)−2(M(v),Z) ∼= H2(M(v),Z)∗ ∼= (v⊥)∗
of Poincare-Duality with the isomorphism θv in (3). Equivalently, if w ∈ v⊥, then
(w,−v0) is the degree of the restriction of the class θv(w) in (3), to a P|χ(v)|+1-fiber
of [M(v)1 \M(v)2]→M(v + v0).
2. Assume, in addition, that χ(v) = 0 (i.e., r = −s) and consider the composition
H2(M(v),Z)
θ
−1
v∼=−→ v⊥ → (v⊥)∗ ∼=−→ H2(M(v),Z)∗ ∼=−→ H2 dim(v)−2(M(v),Z),
of θ−1v , the Mukai pairing, (θ
−1
v )
∗, and Poincare-Duality. The class of M(v)1 is
taken by the above composition to the class of a P1-fiber.
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Proof: 1) We prove this part under the assumption χ(v) ≥ 0. The proof is similar in
case χ(v) is negative. Let F be a stable sheaf inM(v+v0)\M(v+v0)1 and E0 a sheaf in
M(v)1 over F . PH0(F ) is naturally identified with the fiber over F of the Pχ(v)+1-bundle
[M(v)1 \M(v)2]→ [M(v + v0) \M(v + v0)1]. We have the short exact sequence
0→ OS → F → E0 → 0.
Equation (58) implies, that the restriction of the universal family Ev to PH0(F )× S fits
in the short exact sequence
0→ π∗1OPH0(F )(ℓ− 1)→ π∗2F ⊗ π∗1OPH0(F )(ℓ)→ Ev|
PH0(F )×S
→ 0
for some integer ℓ. Assume first, that w = v(A) for some complex of sheaves A. The line
bundle θv(w)|
PH0(F )
is
det π1!(π
∗
2A
∨ ⊗ Ev|
PH0(F )×S
) = det π1!(π
∗
2A
∨ ⊗ π∗2F ⊗ π∗1OPH0(F )(ℓ))− det π1!(π∗2A∨ ⊗ π∗1O(ℓ− 1))
= OPH0(F )(ℓ · χ(A, F ))−OPH0(F )((ℓ− 1)χ(A∨))
= OPH0(F )((−ℓ)〈w, v + v0〉 − (1− ℓ)〈w, v0〉) = OPH0(F )(−〈w, v0〉).
The topological translation of the above argument, via Grothendieck-Riemann-Roch,
establishes the equality
θv(w) ∩ [P1] = −〈w, v0〉
also for a non-algebraic vector w ∈ v⊥.
2) We know, that θv(−v0) is isomorphic to OM(v)(M(v)1). Part 2 is an immediate
consequence of Theorem 2.1 and part 1 of the Lemma. ✷
Lemma 4.12 Let v0 = (1, 0, 1), v = (r,L, s) with gcd(r, deg(L), s) = 1 and assume that
L satisfies Condition 4.1. Assume, further, that either r = 1, or r = −s. Denote by τ the
rank t tautological subbundle over the Grassmannian G(t, H) of t-dimensional subspaces
of a vector space H.
1. There exists a universal family Ev overM(v)×S, such that the restriction of det Ev
to a grassmannian fiber, of every Brill-Noether stratum, is O(1 − r).
2. Let Ev be as in part 1. The vector bundle Ut over B[t+1]M(v)t (given in (58))
restricts as τ(−1) along the fibers of f : B[t+1]M(v)t → B[1]M(v + ~t).
3. Let Ev be as in part 1. The degree, of the restriction of the line-bundle θv(v) to a
fiber of [M(v)1 \M(v)2]→M(v + v0), is 〈v, v〉+ χ(v).
Proof: 1 and 2) We prove the Lemma under the assumption that χ(v) ≥ 0 (the case
χ(v) < 0 is similar). Choose a universal family Ev (possible because gcd(r, deg(L), s) =
1). Fix a sheaf F0 ∈M(v+~t)\M(v+~t)1. The family Ft restricts to a trivial family on each
Grassmannian fiber G(t, H0(F0)) of B
[t+1]M(v)t → B[1]M(v+~t), up to a twist by a line-
bundle on G(t, H0(F0)). Say (Ft)|G(t,H0(F0))×S ∼= F0 ⊗ OG(t,H0(F0))(n). Then (58) implies,
that Ut restricts to τ(n). Moreover, (58) implies, that the restrictions of R
1p∗Ev and Ut
to G(t, H0(F0)) are isomorphic. Furthermore, the restriction of det(Ev) to G(t, H0(F0))×
{pt} is equal to that of det(Ft) ⊗ det[R1p∗Ev]∗. The former is OG(t,H0(F0))(kt), for some
integer kt, while the latter is OG(t,H0(F0))((t+ r)n− (tn−1)) = OG(t,H0(F0))((rn+1)). We
conclude the equality
kt = rn+ 1.
Lemma 3.1 implies, that each fiber of B[2]M(v)1 → B[1]M(v + ~1), is homologous to
a Pχ(v)+1, embedded “linearly” in a grassmannian fiber of B[t+1]M(v)t → B[1]M(v + ~t).
Consequently, kt is independent of t.
For r = 1, we can choose Ev such that det(Ev) restricts to the trivial line-bundle on
M(v) × {pt} and kt = 0 for all t. If r ≥ 1 and kt = 1 − r, then n = −1 and R1pEv
restricts to τ(−1).
It remains to show, that we can choose Ev with kt = 1− r, for all grassmannian fibers
(all t), provided χ(v) = 0. Lemma 4.11 implies, that the line bundle θv(v0) restricts as
OPχ(v)+1(2) on the Pχ(v)+1 fibers of M(v)1 \ M(v)2 (here we used the assumption that
χ(v) = 0. Without this assumption, we can only find w ∈ v⊥, such that (w, v0) = d,
where d = gcd(c1(L)2, r − s)). If n is odd, we can replace Ev by Ev ⊗ p∗θv
(− (n+1
2
) · v0)
to obtain a suitably normalized universal family.
It remains to show, that n can not be even. If n was even, there would be a line
bundle on M(v), which restricts with degree 1 to a Pχ(v)+1 fiber. Theorem 2.1 implies,
that PicM(v) is isomorphic to the lattice θv(v
⊥
Alg). The algebraic Mukai vectors in v
⊥ are
spanned by v0, and algebraic vectors in {v, v0}⊥. The line bundle θ(v0) restricts with
degree 2 to a fiber. If u ∈ {v, v0}⊥, the line bundle θv(u) restricts to the trivial bundle
on a fiber (Lemma 4.11). Hence, n can not be even.
3) Repeat the calculation in Lemma 4.11 with arbitrary w (without the assumption
that w ∈ v⊥) and ℓ = −1. We get the equality
θv(w) ∩ [P1] = 〈w, v − v0〉
In partcular, θv(v) ∩ [P1] = 〈v, v〉+ χ(v). ✷
Lemma 4.13 Let G(t, H) be the grassmannian of t-dimensional subspaces of an h-
dimensional vector space, 1 ≤ t ≤ h − 1. Denote by τ the rank t universal sub-bundle
and let q be the universal quotient bundle.
1. If 1 ≤ j ≤ h− 1, then H i(G(t, H),OG(t,H)(−j)) vanishes for all i.
2. H i(G(t, H), τ(−j)) vanishes, for all i, provided 0 ≤ j ≤ h − 1, (t, j) 6= (1, h − 1),
and (t, j) 6= (h− 1, 1).
3. H i(G(t, H), τ ∗(−k)) vanishes, for all i, provided 1 ≤ k ≤ h, (t, k) 6= (1, 1), and
(t, k) 6= (h− 1, h− 1).
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4. H i(G(t, H), q(−k)) vanishes, for all i, provided 1 ≤ k ≤ h, (t, k) 6= (h− 1, 1), and
(t, k) 6= (1, h− 1).
Proof: 1) Follows from Kodaira’s Vanishing Theorem and the fact, that the canonical
line bundle of G(t, H) is OG(t,H)(−h).
2) Follows from part 3 and Serre’s Duality.
3) The case t = 1 reduces to part 1, so we assume t ≥ 2. We first reduce the
statement to the vanishing of the cohomologies of a line bundle on the full flag variety.
Let πi, i = 1, t, be the two projections from the partial flag variety F lag(1, t, H).
PH
π1←− F lag(1, t, H) πt−→ G(t, H).
Then τ ∗G(t,H) is isomorphic to πt∗π
∗
1OPH(1), because F lag(1, t, H) is isomorphic to PτG(t,H).
Moreover, the higher direct images Riπt∗π
∗
1OPH(1) vanish, for i > 0. We can, in fact,
carry the whole construction over the full flag variety B := SL(h)/B, parametrizing Borel
subgroups of SL(h). The morphism SL(h) → SL(h)/B is a principal B-bundle over B.
We get an associated T -bundle, via the natural homomorphism from B to the maximal
torus T ⊂ B. Given a character λ of T , we denote by Lλ the line bundle, associated to
the T -bundle, via the character −λ. Let {ǫi − ǫj}hi,j=1, i 6= j, denote the roots of slh and
λi :=
∑i
j=1 ǫj − ih(ǫ1 + · · ·+ ǫh), 1 ≤ i ≤ h− 1, the fundamental weights of SL(h). Then
Lλi is isomorphic to π
∗
iOG(i,H)(1), where πi : B → G(i, H) is the natural projection. We
get the isomorphism τ ∗G(t,H)(−k) ∼= πt∗ [Lλ1−kλt ] . Moreover, the higher direct images
Riπt∗ [Lλ1−kλt ] vanish, for i > 0. The isomorphism
H i(G(t, H), τ ∗(−k)) ∼= H i(B, Lλ1−kλt)
follows for all i.
Set ρ :=
∑h−1
i=1 λi and δ := ρ+λ1−kλt ≡
∑h
i=1
h+1−2i
2
ǫi+ǫ1−k(ǫ1+· · ·+ǫt), where the
second equivalence is taken modulo ǫ1 + · · ·+ ǫh. The Borel-Weil-Bott Theorem implies,
that H i(B, Lλ) vanishes for all i, if and only if (λ+ ρ, α) = 0, for some root α (see [Bo]).
We have
(δ, ǫi) =

(h+ 1)/2− k if i = 1,
(h+ 1)/2− i− k if 2 ≤ i ≤ t,
(h+ 1)/2− i if t < i.
For i < j we get,
(δ, ǫi − ǫj) =

j if i = 1 and 2 ≤ j ≤ t,
j − k if i = 1 and t < j,
j − i if 2 ≤ i < j ≤ t,
j − i− k if 2 ≤ i ≤ t and t < j,
j − i if t < i < j.
For k in the range t < k ≤ h, we get (δ, ǫ1−ǫk) = 0. For k in the range 1 ≤ k ≤ h−2,
set i := max{2, t− k + 1}. Then 2 ≤ i ≤ t, t < i+ k ≤ h, and (δ, ǫi − ǫi+k) = 0. Part 3
follows from the Borel-Weil-Bott Theorem.
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4) The identification, of G(t, H) with G(h− t, H∗), identifies the vector bundle q with
τ ∗. The vanishing follows from part 3. ✷
Lemma 4.14 Let f : X → Y be a morphism of smooth and irreducible varieties, D a
divisor on Y , and D˜ its pullback to X. Denote by e : D →֒ Y and e˜ : D˜ →֒ X the closed
imersions. Let U be a locally free sheaf over D. Then the sheaf theoretic pullback f ∗(e∗U)
is equal to e˜∗(f
∗
|
D˜
U) and f ∗(e∗U) represents the K-theoretic pullback as well (the higher
torsion sheaves vanish).
5 Stratified reflections of Hilbert schemes with re-
spect to +2 vectors
We recall in section 5.1 the relationship between
1. an equivalence Φ : D(S)→ D(S)op, obtained as the composition of a) the reflection
with respect to the trivial line bundle, b) the duality functor, and c) the shift
autoequivalence, and
2. stratified Mukai elementary transformations, of moduli spaces of sheaves on the K3
surface S.
Let σ denote the isometry (5) of the Mukai lattice, induced by the functor Φ. The
main result of this section, Theorem 5.2, verifies Theorem 2.2, for the isometry σ and the
Hilbert scheme S [n]. Recall the Steinberg correspondence Z ⊂ S [n] × S [n], associated to
the self-dual stratified elementary transformation of S [n] (Definition 3.2). The Theorem
expresses, in addition, the cohomology class Poincare-dual to Z in terms of 1) the Chern
classes of the universal sheaf over S [n] and 2) the functor Φ.
In section 5.2 we summarize the notation used throughout section 5. In sections
5.3 and 5.5 we describe properties of the Steinberg correspondence Z in S [n] × S [n]. In
sections 5.4 and 5.6 we relate the two pullbacks of the universal sheaf to Z [1]t × S, via
the two projections to S [n] × S. Above, Z [1]t is the resolution of a component of the
correspondence Z.
Theorem 5.2 is proven in section 5.7. The proof boils down to the computation of
the K-theoretic push-forward of σ(Ev), via the correspondence Z. Recall, that σ(Ev) is
given in (11). The class σ(Ev) is the K-theoretic representative, of the transform Φ(Ev)
of the universal sheaf Ev, via the functor Φ. The push-forward of σ(Ev) via Z agrees, in
the K-group of S [n] × S, with the class of a universal sheaf.
The proof of Theorem 5.2 is more involved, than the proof of Theorem 4.3, due to
the following two reasons. First, the construction of the K-theoretic representative σ(Ev)
of Φ(Ev), which preserves stability, is more involved (Section 5.4). We decompose the
pullback of σ(Ev) to Z [1] × S, as in the proof of Theorem 4.3. Again, the contribution
of most of the terms is annihilated. In the proof of Theorem 4.3, each of the irrelavent
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terms was annihilated by the second pushforward to S [n] × S (see equations (73) and
(74)). Unfortunately, this is no longer the case in the proof of Theorem 5.2. The proof,
of the cancelation of the irrelavent terms, is acheived using the finer analysis carried out
in section 5.5 and 5.6.
5.1 Hilbert schemes with a birational involution
Let u0 = (1, 0,−1) be the +2 Mukai vector of the ideal sheaf of two points. Denote by
σ := σu0 the reflection of the Mukai lattice with respect to u0, given in (5). Let v0 be the
−2 vector (1, 0, 1) of the trivial line-bundle. The corresponding reflections, σu0 and τv0 ,
commute and satisfy the relation (6).
Example 5.1 The reflection by u0 := (1, 0,−1) was studied in detail in [Ma1], for
Mukai vectors with first Chern class satisfying Condition 4.1. If σu0(v) = v, the resulting
reflection is often related to an anti-symplectic birational automorphism. Let us describe
a few cases:
1. Let v = (0,L, 0), where L is an effective line-bundle of degree 2g − 2, g ≥ 0.
Assume Condition 4.1. Then the relative compactified Jacobian M(v) is smooth
and compact. A point in M(v) parametrizes a stable sheaf F , with pure one-
dimensional support CF in the linear system |L|. The generic point corresponds
to the pushforward of a line-bundle, of zero Euler-characteristic, on a curve in the
linear system |L|. The Mukai vector v is fixed by both σu0 and τv0 . The composition
σu0τv0 is −D, where D is the duality operator D(w) := w∨. The reflection γσu0 ,
given in (1), is induced by the composition γτv0γ−D. The class γτv0 is described
in Theorem 4.3, under the assumption, that the rank of v is positive. We expect
Theorem 4.3 to extend to the rank 0 case (see the conjecture in part one of the
paper [Ma3]). The class γ−D is induced by the composition of
a) the regular automorphism ι, sending a sheaf F to Hom(F, ωCF ), and
b) the duality involution, acting by (−1)i on H2i(M(v)).
The sheaf Hom(F, ωCF ) is isomorphic to Ext1S(F,OS) ([Ma1] Lemma 3.23). The
regularity, of the involution ι ofM(v), was proven by Le Potier ([L] Theorem 5.7).
2. Let L be a very ample line-bundle of degree 2n embedding S in Pn+1. If v =
(1,L, 1), the moduli space M(v) is isomorphic to the Hilbert scheme S [n]. The
Mukai vector v is fixed under σu0 and the involution is related to the following
birational transformation. A generic length n subscheme A spans a Pn−1 in Pn+1
intersecting S along a length 2n subscheme B. The birational transformation sends
A to the complementary subscheme B \A. When n = 1 and L is ample and base-
point free, S is a double cover of P2 and the involution is regular. The involution
is regular also for n = 2, provided L generates the Picard group of S [Ty, Ma1].
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For 3 ≤ n ≤ 7, the involution is a Mukai elementary transformation along a P3-
bundle over the (2n − 6)-dimensional moduli space ML(2,L, 2). The P3-bundle
parametrizes length n subschemes, which span a Pn−2. For n ≥ 8, the involution is
a stratified Mukai elementary transformation [Ma1]. The smallest stratum (S [n])µ,
µ = ⌊√n+ 1⌋ − 1, is a G(µ, 2µ+ 2) bundle over M(1+µ,L, 1+µ).
3. Each of the moduli spaces M(r,L, r) admits an anti-symplectic birational invo-
lution ι (see [Ma1] Theorem 3.21). In the special case, where F ∈ M(r,L, r) is
locally free and h1(F ) = 0, then ι(F ) is defined by
0→ F ∗ → H0(F )∗ ⊗C OS → ι(F )→ 0.
Consequently, we have an isomorphism H0(F )∗ → H0(ι(F )), canonical up to a
scalar factor. In particular, if F = ι(F ), then H0(F ) is self dual.
Let L a line bundle of degree 2g − 2, satisfying Condition 4.1, and v = (1,L, 1) the
Mukai vector of the L-twisted ideal sheaf of g − 1 points. We consider again the Brill-
Noether stratification (52) ofM(v). Theorem 3.2 in [Ma1] states, that this stratification
is the top row, of a stratified dualizable collection (17). Furthermore, the symplectic
varieties X(t), in the diagonal entries of (17), are X(0) =M(v) and X(k) =M(v + ~k),
where ~k is the Mukai vector (k, 0, k) of the trivial rank k vector bundle. The collection
is self-dual; the dual collection X ′(k)t is isomorphic to X(k)t (see Remark 5.4). We have
the grassmannian bundles
ft : [M(v)t \M(v)t+1] → [M(v + ~t) \M(v + ~t)1]. (84)
They extend to the grassmannian fibrations B[t+1]M(v)t → B[1]M(v + ~t), mentioned
in (18) for a general stratified elementary transformation, and described in part 6 of
Proposition 4.5.
Using the self-duality, the correspondence
Z ⊂ M(v)×M(v) (85)
Z :=
µ∑
i=0
Zi,
introduced in Definition 3.2 part 3, can be described as follows. Z0 is the closure of the
graph of the involution
ι : [M(v) \M(v)1] ∼=−→ [M(v) \M(v)1], (86)
described in Example 5.1 part 2. Zt is the closure of the ι-twist of the fiber product of
the grassmannian bundles (54). By ι-twist we mean, that we consider the inverse image
in M(v)t ×M(v)t, via ft × ft, of the graph of the regular involution
ι : [M(v + ~t) \M(v + ~t)1] ∼=→ [M(v + ~t) \M(v + ~t)1] (87)
49
described in Example 5.1 part 3. We proved in [Ma1], that Z induces an involution of
the cohomology ring of M(v). Our goal in this section is to prove:
Theorem 5.2 1. The class of the correspondence (85), in the cohomology ring H∗(M(v)×
M(v),Z)free, is equal to the class of the composition DM ◦ γσ(Ev, Ev).
2. Parts 1 and 2 of Theorem 2.2 hold for the reflection σ and the moduli spaceMH(v),
where the polarization H and the line-bundle L = c1(v) satisfy condition 4.1.
Remark 5.3 The analogue of Remark 4.4 holds for Theorem 5.2 as well.
Remark 5.4 Let W be the stratified transform of M(v), with respect to the Brill-
Neother stratification, in the sense of [Ma1] Theorem 2.4 (and section 3). The involution
of H∗(M(v),Z) arises from two isomorphisms of the cohomology rings of M(v) and W.
One is the correspondence inM(v)×W, described in part 3 of definition 3.2. The other
is a regular isomorphism η : M(v) ∼=→ W. The above correspondence Z, given in (85),
is the image, via id × η, of the standard correspondence given in part 3 of definition
3.2. Let us briefly describe the isomorphism η. The transform W is endowed with a
stratification and the open stratum W \W1 is naturally equal to M(v) \M(v)1, being
the complement of the center of the birational isomorphism. The lower strata are the
Grassmannian bundles dual to (84). The identification [W \ W1] = [M(v) \ M(v)1]
does not extend to an isomorphism, but its composition with the involution (86) does
extend ([Ma1] Proposition 3.6). The point is that (86) is compatible with the involutions
(87), which pulls back the Grassmannian bundle (84) to its dual bundle (for a precise
description of this compatibility, see the diagram (101)).
5.2 Notation
We summerize here some of the notation, that will be repeatedly used throughout the
rest of section 5. This summary is intended for reference; the notation is introduced
again when first mentioned. We continue to use the notation summerized in section 4.3.
Let σu0 be the reflection (5), of the Mukai lattice, with respect to a +2-vector u0. We set
σ := σu0 , where u0 = (1, 0,−1). We denote by σ also the related operation, on families
of sheaves, defined in lemma 5.6.
The birational involution ι : M(r,L, r) → M(r,L, r) is introduced in Example 5.1
part 3. The regular involution g : B[1]M(v)→ B[1]M(v) is the resolution of ι, introduced
in diagram (101). The morphism π1 : B
[1]M(v)× S → B[1]M(v) is the projection.
Each moduli space M(v), considered in this section, is part of a self-dual startified
collection. The correspondence Z, in Definition 3.2 part 3, is thus contained in the
cartesian square M(v) × M(v). The description of Z, incorporating the self-duality,
is given in (85). The normal crossing model Z [1] of Z is described in section 5.3. ∆[1]t
denotes an irreducible component of Z [1] as in Lemma 5.5. The twisted fiber product
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∆
[t+1]
t is defined in Lemma 5.5 as well. It denotes the incidence divisor in ∆
[t+1]
t , defined
in section 5.5.2. The line bundle At over ∆
[t+1]
t is introduced in Corollary 5.7.
We will denote by δ˜t,ij the morphism from ∆
[1]
t × S to the product of factors of
M(v) × S × M(v). The morphism δ˜t∩i,3 : [∆[1]t ∩ ∆[1]i ] × S → B[i+1]M(v)t∩i is the
composition of the inclusion in ∆
[1]
i × S, the projection to ∆[i+1]i , followed by the second
projection from ∆
[i+1]
i to B
[i+1]M(v)i. For i ≥ t, ∆[t+1]t,i is the subvariety of ∆[t+1]t defined
in corollary 5.7. The morphism δt∩i,1 : ∆
[t+1]
t,i → B[i+1]M(v)t∩i is defined in corollary 5.7
as well.
5.3 The structure of the correspondence in the +2 vector case
We define the top iterated blow-up Z [1], of the correspondence Z, in a way analogous
to the definition in Section 3.3 equation (34). We observed, in Remark 5.4, that M(v)
is isomorphic to its stratified elementary transform. Hence, components of the corre-
spondence Z [1] can be described, in terms of M(v) directly. Due to the subtlety of the
self-duality in Remark 5.4, we include this explicit description in the following lemma.
Lemma 5.5 1. The birational isomorphism ι :M(v +~t)→M(v +~t), given in (87),
extends to a regular involution ι : B[1]M(v + ~t)→ B[1]M(v + ~t).
2. The component ∆
[1]
t of Z [1] is the top iterated blow-up of the fiber product ∆[t+1]t of
the Grassmannian bundle B[t+1]M(v)t with its pullback ι∗B[t+1]M(v)t
∆
[t+1]
t := B
[t+1]M(v)t ×B[1]M(v+~t) ι∗B[t+1]M(v)t,
where ι is the involution of B[1]M(v + ~t) in part 1.
3. The Grassmannian bundles B[t+1]M(v)t → B[1]M(v + ~t) and ι∗B[t+1]M(v)t →
B[1]M(v + ~t) in part 2 are the dual Grassmannian bundles G(t,W ) and G(t,W ∗),
where PW is the Pχ(v+~t)−1-bundle over M(v + ~t) in Proposition 4.5 (PW comes
from a vector bundle W , if there is a universal sheaf over M(v + ~t) × S). The
intersection ∆
[1]
t ∩ ∆[1]0 maps onto the relative flag subvariety F lag(t, χ(v) + t,W )
of ∆
[t+1]
t , under the identification of the latter with the (untwisted) fiber product
G(t,W )×B[1]M(v+~t) G(t,W ∗).
4. The composition ∆
[1]
t → ∆[t+1]t → B[t+1]M(v)t →֒ B[t+1]M(v) pulls back
(scheme theoretically) the divisor B[t+1]M(v)i, i ≥ t+1, to the divisor ∆[1]t ∩∆[1]i .
5. The line-bundle OZ [1](
∑µ
t=0∆
[1]
t ) is the trivial line bundle over Z [1].
Proof: Part 1 is proven in [Ma1] Proposition 3.26. Part 2 is the analogue, for +2
reflections, of lemma 3.7. Its proof is identical. Part 3 follows from Theorem 3.2 in [Ma1].
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The proof of part 4 is similar to that of part 4 of lemma 3.9. Part 5 is a consequence of
the construction of Z [1]. We have two non-isomorphic families X → B and X ′ → B of
deformations of M(v), over a one-parameter base B. The iterated blow-ups B[1]X and
B[1]X ′ are isomorphic and Z [1] is the special fiber of B[1]Y → B, in the graph B[1]Y , of
the isomorphism (32). The line bundle OZ [1](
∑µ
t=0∆
[1]
t ) is the normal line-bundle to the
fiber of B[1]Y . Now, B[1]Y is isomorphic to B[1]X and the normal bundle to the special
fiber of B[1]X is trivial. ✷
5.4 Reflection by a +2 vector: a relative construction
Let F be a stable sheaf on S, with χ(F ) ≥ 0. Given a χ(F )-dimensional subspace
W ⊂ H0(F ), we get the complex W ⊗ OS → F , of the evaluation homomorphism,
with F in degree 1. The Mukai vector of the complex is equal to −τ(v(F )). Recall,
that σ(v) = −τ(v)∨. Theorem 3.21 in [Ma1] involves the construction of a complex
W ∗⊗OS → σ(F,W ), with σ(F,W ) a stable sheaf with Mukai vector σ(v(F )). The sheaf
σ(F,W ) is equivalent to [W ⊗ OS → F ]∨ in the derived category of S. The proof of
Theorem 5.2 requires the following relative version of the construction.
Lemma 5.6 Let T be a smooth quasi-projective variety and F a sheaf over T × S, flat
over T , representing a family of H-stable sheaves over S, with Mukai vector v′ = (r,L, s).
Assume, that r and s are ≥ 0 and L satisfies Condition 4.1. Assume, that a vector bundle
W of rank χ(v′) is given over T , together with a surjective homomorphism
ev∗ : Ext2πT,∗(F ,OT×S) −→ W ∗. (88)
Then there exists a natural sheaf σ(F ,W ), flat over T , representing a family of H-stable
sheaves over S, with Mukai vector σ(v′) = (s,L, r). In addition, there is a natural
surjective homomorphism
σ(ev)∗ : Ext2πT,∗(σ(F ,W ),OT×S) −→ W.
Furthermore, σ(F ,W ) fits in the exact sequence
0→ Hom(F ,O) ev∗−→ π∗TW ∗
σ(ev)−→ σ(F ,W ) −→ Ext1T×S(F ,O)→ 0 (89)
and ExtiT×S(F ,O) vanishes for i ≥ 2. Finally, the construction is involutive; the complex
(88) is naturally isomorphic to
σ(σ(ev))∗ : Ext2πT,∗(σ(σ(F ,W ),W ∗),OT×S) −→ W ∗.
Note: The exact sequence (89) implies, that σ(F ,W ) is equivalent to the dual of
complex π∗TW → F , in the derived category of T × S. The sequence (89) is a relative
version of the one given in (103) in [Ma1].
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Proof: The general idea of the proof was communicated to the author by K. Yoshioka.
It leads to a simplification of the proof of Theorem 3.21 in [Ma1].
Assume first, that r ≥ 1. We prove first, that F has projective dimension ≤ 1.
This is equivalent to the vanishing ExtiT×S(F , E) = 0, for every sheaf E over T × S and
for i ≥ 2. Choose, locally over T , a rank r − 1 subbundle V of W . The evaluation
homomorphism π∗TV → F is injective ([Ma1] Lemma 3.7 part 3). Moreover, the quotient
Q is a family, flat over T , of stable sheaves on S with Mukai vector (1,L, s+1−r) ([Ma1]
Theorem 3.15). Q is the tensor product of the ideal sheaf of a codimension 2 subscheme
Y ⊂ [T ×S], with a line bundle on T ×S. Since T ×S is smooth, the ideal sheaf of Y has
projective dimension 1 (or zero if Y is empty). The vanishing of the sheaf ExtiT×S(Q,E),
i ≥ 2, follows. We have a short exact sequence
0→ π∗TV → F → Q→ 0.
The vanishing ExtiT×S(F , E) = 0, for i ≥ 2, follows from the corresponding long exact
sequence of extension sheaves.
Let
0→ K ′1 → W ′1 → F → 0
be a locally free resolution of F . Set W1 := W ′1 ⊕ π∗TW and let K1 be the kernel of the
natural homomorphism from W1 to F
0→ K1 →W1 → F → 0.
Let F˜ be the image of the evaluation homomorphism ev : π∗TW → F . We get the
following commutative diagram, with short exact rows and columns, defining K0, K2,
and W2.
K0 → π∗TW → F˜
↓ ↓ ↓
K1 → W1 → F
↓ ↓ ↓
K2 → W2 → F/F˜ .
The sheaves K1,π
∗
TW , W1, and W2 are locally free, the latter being W
′
1. We know that
F/F˜ has cokernel with support of codimension ≥ 2 ([Ma1] Lemma 3.7 part 4). Thus, the
natural homomorphismW ∗2 →Hom(K2,OT×S) is an isomorphism and Ext1(F/F˜ ,OT×S)
vanishes. It follows, that Hom(F ,OT×S) → Hom(F˜ ,OT×S) is an isomorphism and
e : Ext1T×S(F ,OT×S)→ Ext1T×S(F˜ ,OT×S) is injective. We get the following commutative
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diagram with exact rows and columns
0 → W ∗2
∼=→ Hom(K2,O) → 0
↓ ↓ ↓ ↓
0→ Hom(F ,O) → W ∗1 → K∗1 → Ext1(F ,O) → 0
↓ ↓ ↓ ↓ e
0→ Hom(F ,O) → π∗TW ∗ → K∗0 → Ext1(F˜ ,O) → 0
↓ ↓ ↓ ↓
0 0 → Ext1(K2,O)
∼=→ Ext2(F/F˜ ,O).
Consider the third row above as a 2-extension. We see, that its pullback, via the injective
homomorphism e, is the 2-extension
0→HomT×S(F ,O)→ π∗TW ∗ → K∗1/Hom(K2,O)→ Ext1T×S(F ,O)→ 0
We set σ(F ,W ) := K∗1/Hom(K2,O). It is independent of the choice of the locally free
resolution of F , being the third term in the pulled back 2-extension. It is a quotient of
two locally free sheaves. The homomorphism Hom(K2,O)→ K∗1 restricts to an injective
homomorphism over t × S, for every closed point t ∈ T . Hence, σ(F ,W ) is flat over T
(see [Mat] application 2 page 150 and Lemma 3.11 in [Ma1]). The stability of the sheaves
parametrized by σ(F ,W ) was proven in the first step of the proof of Theorem 3.21 in
[Ma1]. The involutivity of the construction is straightforward to check.
The case r = s = 0 of the lemma was proven in [Ma1] Theorem 3.21, following
Le Potier. One simply sets σ(F ,W ) := Ext1T×S(F ,O). When r = 0 and s ≥ 0, we
construct the sheaf σ(F ,W ) as an extension of Ext1T×S(F ,O) by π∗TW ∗. Indeed, the
exact sequence (89) degenerates to a short exact sequence, since Hom(F ,O) = 0. In
that case, Ext1T×S(F ,O) is a family of stable sheaves, with Mukai vector −v∨. Note, that
σ(v) = τ(−v∨). The extension σ(F ,W ), of Ext1T×S(F ,O) by π∗TW ∗, is constructed in
the proof of Theorem 3.15 in [Ma1]. ✷
Recall, that the direct image sheaf π1∗β
∗Ev of the universal sheaf p∗Ev, is a vector
bundle W0 on B
[1]M(v) (Proposition 4.5 part 3). More generally, we have the family
Ft over B[t+1]M(v)t, fitting in the exact sequence (58). Its direct image is the vector
bundle Wv+~t over B
[t+1]M(v)t in Lemma 4.6. Wv+~t fits in the extension (59), of a twist
of the vector bundle Wt by Ut. The vector bundles Ut and Wt over B
[t+1]M(v)t were
introduced in Proposition 4.5. The vector bundleWv+~t parametrizes χ(v)+2t-dimensional
subspaces of global sections of the sheaves parametrized by Ft. The pair (Ft,Wv+~t)
satisfies the hypothesis of Lemma 5.6. The families Ft and σ(Ft) := σ(Ft,Wv+~t) induce
two classifying morphisms from B[t+1]M(v)t onto M(v + ~t). Both morphisms factor
through B[1]M(v+~t). Let ft : B[t+1]M(v)t → B[1]M(v+~t) be the one associated to Ft.
Then the morphism associated to σ(Ft) is the composition morphism ι ◦ ft, where ι is
the involution of B[1]M(v + ~t) in part 1 of lemma 5.5 (see Corollary 5.7 below).
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Let δ1 and δ3 be the two projections from ∆
[t+1]
t × S to B[t+1]M(v)t and δ2 the
projection to S. Denote by δ12 and δ23 the two projections from∆
[t+1]
t ×S toB[t+1]M(v)t×
S. The following corollary relates the two pullbacks δ∗12Ft and δ∗23Ft.
Corollary 5.7 1. The sheaf σ(δ∗12Ft, δ∗1Wv+~t) is isomorphic to δ∗23Ft ⊗ At, for some
line bundle At on ∆
[t+1]
t satisfying
δ∗3Wv+~t ⊗ At ∼= δ∗1W ∗v+~t. (90)
Consequently, we have the following exact sequence of sheaves on ∆
[t+1]
t × S
0→ Hom
∆
[t+1]
t ×S
(δ∗12Ft,O) ev
∗−→ δ∗1W ∗v+~t → δ∗23Ft⊗At → Ext1∆[t+1]t ×S(δ
∗
12Ft,O)→ 0.
Moreover, Exti
∆
[t+1]
t ×S
(δ∗12Ft,O) vanishes, for i ≥ 2.
2. The following equivalence holds in the K-group of ∆
[t+1]
t × S
δ!12β
!
[
p!p!Ev − Ev
]∨
|M(v)t×S
≡ δ!23Ft ⊗ At ⊗O∆[t+1]t
(
−
µ∑
i=t+1
∆
[t+1]
t,i
)
−
(
µ∑
i=t
ei,!
[
δ∗t∩i,1Ui|
B[i]M(v)t∩i
])∨
,
where, for i ≥ t, we let ∆[t+1]t,i be the pullback to ∆[t+1]t of the divisor B[t+1]M(v)t∩i
in B[t+1]M(v)t (the pullback is the same, regardless which of δ1 or δ2 we use, by
lemma 5.5 part 4). We set ei : ∆
[t+1]
t,i →֒ ∆[t+1]t to be the natural embedding and
δt∩i,1 is the composition of the restriction ∆
[t+1]
t,i → B[t+1]M(v)t∩i of δ1, the inclusion
B[t+1]M(v)t∩i →֒ B[t+1]M(v)i, and the blow-down B[t+1]M(v)i → B[i+1]M(v)i.
Proof: Part 1 of the corollary, without the isomorphism (90), follows from 1) the defini-
tion of ∆
[t+1]
t as an ι-twisted fiber product over B
[1]M(v + ~t), 2) the construction of the
order 2 automorphism ι of B[1]M(v + ~t) in Theorem 3.21 of [Ma1], and 3) Lemma 5.6.
The isomorphism (90) is proven as follows. The vector bundleWv+~t is characterized as
the direct image of Ft via the projection from B[t+1]M(v)t×S to B[t+1]M(v)t (see Lemma
4.6). Similarly, W ∗
v+~t
is isomorphic to the direct image of σ(Ft,Wv+~t). The isomorphism
σ(δ∗12Ft, δ∗1Wv+~t) ∼= δ∗23Ft ⊗At implies, that δ∗1W ∗v+~t is isomorphic to δ∗3Wv+~t ⊗ At.
Part 1 implies the equivalence
δ!1W
∨
v+~t
− δ!12F∨t ≡ δ!23Ft ⊗At.
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The exact sequences (58) and (59) imply the equivalence over B[t+1]M(v)t × S
[π!1Wt − β∗(Ev)|M(v)t×S ]
(
−
µ∑
i=t+1
B[t+1]M(v)t∩i
)
≡ π!1Wv+~t − Ft,
where π1 is the projection on the first factor. We get the equivalence
δ!12[π
!
1Wt − β∗(Ev)|M(v)t×S ]∨ ≡ δ!23Ft ⊗At ⊗O∆[t+1]t
(
−
µ∑
i=t+1
∆
[t+1]
t,i
)
.
Part 2 follows from the equivalence, in the K-group of ∆
[t+1]
t :
δ!1β
![p!Ev]|M(v)t ≡ δ∗1Wt −
(
µ∑
i=t
ei,!
[
δ∗t∩i,1Ui|
B[i]M(v)t∩i
])
.
Lemma 4.14 and lemma 5.5 part 4 translate the above equivalence to the pullback, via
δ1, of the following equivalence over B
[t+1]M(v)t, generalizing equation (60).
β ![p!Ev]|M(v)t ≡ Wt −
(
µ∑
i=t
ei,!
[
φ˜∗t∩iUi|
B[i]M(v)t∩i
])
.
In the last equivalence, the morphisms ei and φ˜t∩i are the analogues of ei and φ˜i in (60).
The proof of the last equivalence is similar to that of (60). ✷
5.5 More on the structure of the correspondence ∆
[1]
t
5.5.1 Relating the two pullbacks of the tautological subbundle
Our next goal is to prove lemma 5.8. Let et,k : ∆
[1]
t ∩∆[1]k →֒ ∆[1]t be the natural embedding.
Let δ˜i : ∆
[1]
t → B[t+1]M(v)t be the composition of the blow-down ∆[1]t → ∆[t+1]t , followed
by the projection δi. Denote by δ˜t∩k,2 : ∆
[1]
t ∩∆[1]k → B[k+1]M(v)k the composition of the
inclusion ∆
[1]
t ∩∆[1]k →֒ ∆[1]k and the projection δ˜2 : ∆[1]k → B[k+1]M(v)k.
Lemma 5.8 The following K-theoretic equivalence holds over ∆
[1]
t
(δ˜∗1Ut)
∗ ⊗ A−1t ≡ δ˜∗2Ut
(
t−1∑
i=0
∆
[1]
i
)
−
{
O
∆
[1]
t
(
−
µ∑
j=t+1
∆
[1]
j
)
⊗
t−1∑
k=1
et,k! δ˜
∗
t∩k,2Uk
}
,
where At is the line bundle introduced in Corollary 5.7.
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We will need some preliminary work, before we prove the lemma. We construct in
lemma 5.9 a complex ϕ, roughly extending the complex B[t]ρ in (57), from B[t]M(v)t to
B[t]X t (see section 3.3, for the definition of B[t]X t). The precise relation, between the
two complexes, is stated in Claim 5.10.
Let Wv+~t be the rank 2t+ 2 vector bundle over B
[t+1]M(v)t, defined in (59), Wt the
vector bundle in proposition 4.5, and set
Qt := Wt
(
−
µ∑
i=t+1
B[t+1]M(v)t∩i
)
.
Recall, that B[t+1]M(v)t → B[1]M(v +~t) is a grassmannian bundle. The vector bundles
Ut and Qt over B
[t+1]M(v)t are the tautological sub and quotient bundles (Lemma 4.6).
Set
E(Wv+~t) := NB[t+1]M(v)t/B[t+1]X
(
µ∑
j=t+1
B[t+1]M(v)j∩t
)
(91)
to be the twist of the normal bundle of B[t+1]M(v)t in B[t+1]X . Recall, that B[t+1]X t =
B[t+1]M(v)t, but B[t]X t contains B[t]M(v)t as a divisor (section 3.3). Let β : B[t]X t →
B[t+1]M(v)t be the restriction of the blow-down morphism B[t]X → B[t+1]X . Consider
the tensor product, of the natural short exact sequence
0→ NB[t+1]M(v)t/B[t+1]M(v) → NB[t+1]M(v)t/B[t+1]X →
(
NB[t+1]M(v)/B[t+1]X
)
|
B[t+1]M(v)t
→ 0,
(92)
with the line bundle OB[t+1]M(v)t
(∑µ
j=t+1B
[t+1]M(v)j∩t
)
. We claim, that the resulting
sequence is isomorphic to
0→ Hom(Qt, Ut)→ E(Wv+~t) λ→ OB[t+1]M(v)t → 0. (93)
The identification of left terms, in the two sequences, via the petri-map, follows from
Proposition 3.18 part 9 in [Ma1]. Over the special fiber of B[t]X (and thus over each of
its irreducible components), we have the rational equivalence(
B[t]M(v) +
µ∑
j=t
B[t]X j
)
≡ 0. (94)
This equivalence is proven via an argument similar to the one used in Lemma 5.5 part 5.
The triviality of the quotient line-bundle in (93) follows from this rational equivalence.
Let End0(Wv+~t) be the bundle of traceless endomorphisms. Note, that Hom(Qt, Ut)
is the relative cotangent bundle T ∗ft, of the grassmannian bundle ft : B
[t+1]M(v)t →
B[1]M(v + ~t). We identified in equation (31) the non-trivial extension (30), of the triv-
ial line-bundle, by the cotangent bundle of a Grassmannian. Denote by E(Wv+~t)
′ ⊂
End0(Wv+~t) the relative analogue, of the subbundle (31). We claim, that E(Wv+~t) and
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E(Wv+~t)
′ are isomorphic. Consequently, the vector bundle E(Wv+~t) embeds naturally as
a subbundle of traceless endomorphisms of Wv+~t
E(Wv+~t) →֒ End0(Wv+~t). (95)
The above embedding satisfies the following properties. An element ηx, in the fiber of
E(Wv+~t) over x, is nilpotent, if and only if λ(ηx) = 0. If λ(ηx) 6= 0, then ηx is semisimple
with eigenvalues λ(ηx) and − tλ(ηx)(t+2) , of multiplicities t and t + 2 respectively.
Let us construct the isomorphism E(Wv+~t)
∼= E(Wv+~t)′. The extension (92) restricts,
as a non-trivial extension, over each grassmannian fiber of ft (due to our choice, of
the one-parameter deformation X of M(v); See the proof of Theorem 1.2 in [Ma1]).
The extension E(Wv+~t)
′ has the same property. It suffices to prove, that the extension
group H1(B[t+1]M(v)t, T ∗ft) is one-dimensional. Using the Leray spectral sequence, we
get the isomorphism H1(B[t+1]M(v)t, T ∗ft) ∼= H0(B[1]M(v+~t), R1ft,∗T ∗ft). Now, R1ft,∗T ∗ft is
a trivial line-bundle over B[1]M(v + ~t), because a Ka¨hler class on B[t+1]M(v)t projects
onto a generator, of the second singular cohomology, of each grassmannian fiber of ft.
Lemma 5.9 The Petri-map defines a canonical nowhere vanishing section η, of the vec-
tor bundle
β∗E(Wv+~t)(B
[t]M(v)t)
over B[t]X t. The section λ(η) of OB[t]X t(B[t]M(v)t) vanishes precisely along the divisor
B[t]M(v)t. The section
ϕ := η +
(
tλ(η)
(t+ 2)
)
I
of β∗Hom(Wv+~t,Wv+~t(B
[t]M(v)t)) has image in Ut(B[t]M(v)t). It satisfies the equation
ϕ2 =
t + 3
t + 2
λ(η) · ϕ.
Consequently, the following statements hold:
1. The restriction of ϕ to B[t]M(v)t is nilpotent of square zero (and thus factors
through Qt).
2. Ut is the λ(η) eigen-bundle of η, over the complement of B
[t]M(v)t in B[t]X t. Ut is
thus transversal to the − tλ(η)
(t+2)
eigen-bundle of η, and Wv+~t is the direct sum of the
two eigen-bundles, over the complement of B[t]M(v)t in B[t]X t. Over this locus,
the homomorphism ϕ is t+3
t+2
λ(η) times the projection onto the λ(η) eigen-bundle Ut.
Consequently, ϕ surjects onto Ut, over the complement of B
[t]M(v)t in B[t]X t.
Proof: By definition of E(Wv+~t), we have the natural isomorphism B
[t]X t ∼= PE(Wv+~t).
The normal line bundle NB[t]X t/B[t]X is the tautological subbundle of β
∗NB[t+1]X t/B[t+1]X .
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The latter is isomorphic to β∗E(Wv+~t)(−
∑µ
j=t+1B
[t+1]M(v)j). We get an injective ho-
momorphism
NB[t]X t/B[t]X →֒ β∗E(Wv+~t)(−
µ∑
j=t+1
B[t+1]M(v)j)
corresponding to a non-vanishing section η of β∗E(Wv+~t)(−
∑µ
j=tB
[t]X t∩j). The latter
vector bundle is isomorphic to β∗E(Wv+~t)(B
[t]M(v)t), via the rational-equivalence (94).
The non-vanishing of λ(η), away from B[t]M(v)t, follows from the equivalence, of the
exact sequence (93), to the exact sequence of normal bundles. The rest of the statement
follows from the properties of the embedding (95). ✷
Set B[t]Ut := (β
∗Ut)⊗N∗B[t]X t/B[t]X . It is a vector bundle over B[t]X t. The equivalence
(94) yields
B[t]Ut = (β
∗Ut)
(
B[t]M(v)t +
µ∑
j=t+1
B[t]X t∩j
)
.
We construct, by descending recursion on k, 1 ≤ k ≤ t, a sequence of vector bundles
B[k]Ut over B
[k]X t and homomorphisms
B[k]ϕ : β∗Wv+~t
(
µ∑
j=t+1
B[k]X j
)
→ B[k]Ut,
whose fiberwise rank is ≥ t−k+1. The rank is equal to t−k+1 along B[k]X t∩(k−1). Note,
that B[k]X t∩(k−1) = B[k]M(v)t∩(k−1), sinse B[k]X k−1 = B[k]M(v)k−1. We set B[t]ϕ := ϕ,
the homomorphism constructed in lemma 5.9. Note, that the homomorphism B[k]ϕ
factors through β∗Wt.
Assume, that the homomorphism B[k]ϕ has been constructed. Denote by Kk−1 and
Ck−1 the kernel and image of the restriction B
[k]ϕ|
B[k]Xt∩(k−1)
. Let B[k−1]Ut be the subsheaf
of β∗B[k]Ut over B
[k−1]X t, with values in Ck−1 alongB[k−1]X t∩(k−1). The pullback β∗B[k]ϕ,
of B[k]ϕ to B[k−1]X t, has image in the subsheaf B[k−1]Ut of β∗B[k]Ut. We define B[k−1]ϕ
to be the homomorphism induced by β∗B[k]ϕ.
Claim 5.10 For 1 ≤ k ≤ t, the cokernel of B[k]ϕ|
B[k]Xt∩(k−1)
is precisely the restriction
of Uk−1.
Proof: This follows from a general property of kernels and cokernels of Petri-maps
(Lemma 4.1 in [Ma1]). In our context of Proposition 4.5, this property can be stated as
follows. Over B[t]M(v)t, the Petri-map is a canonical homomorphism
ρ˙ : β∗Wt → β∗Ut ⊗N∗B[t]M(v)t/B[t]M(v).
Moreover, the kernel and co-kernel of the restriction (B[t]ρ)|
B[t]M(v)t
, of the homomorphism
given in (57), are equal to the kernel and co-kernel of the Petri map ρ˙, respectively.
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Furthermore, the Petri map ρ¨ of the Petri-map ρ˙ is the restriction of the Petri-map of
B[t]ρ to B[t]M(v)t∩(t−1).
By definition, Ut−1 is the co-kernel of the homomorphism B
[t]ρ over B[t]M(v)t−1.
Thus, the restriction of Ut−1 to B
[t]M(v)t∩(t−1) is also the cokernel of the Petri map ρ˙.
Our definition of B[t]ϕ is such, that it factors through ρ˙ over B[t]M(v)t. This proves the
claim, in the case k = t.
The general case k ≤ t is proven by induction, applying repeatedly the above men-
tioned properties of Petri maps. The point is that, over B[k]X t∩(k−1) = B[k]M(v)t∩(k−1),
the Petri-map of (the Petri-map) B[k]ϕ, is equal to the Petri-map of B[k]ρ. ✷
We have the exact sequence over B[k−1]X t
0→ B[k−1]Ut → β∗B[k]Ut → ek−1∗Uk−1 → 0.
Over B[1]X t we get, for 1 ≤ k ≤ t,
0→ β∗B[k−1]Ut → β∗B[k]Ut → ek−1∗φ˜∗t,k−1Uk−1 → 0,
where ek is the closed emersion B
[j]M(v)t∩k →֒ B[j]X t, for 1 ≤ j ≤ k, and φ˜t,k :
B[1]M(v)t∩k → B[k+1]M(v)k is the natural morphism. Note, that the pullback of B[t]Ut
to B[1]X t is
β∗(B[t]Ut) ∼= (β∗Ut)
(
B[1]M(v)t +
t−1∑
i=1
B[1]X i +
µ∑
j=t+1
B[1]X j
)
∼= (β∗Ut)
(−B[1]X t) ,
because the center of the blow-up operation of B[k]X t → B[k+1]X t, for k < t, is contained
in the divisor B[k+1]M(v)t. We conclude the K-theoretic equivalence over B[1]X t
B[1]Ut ≡ (β∗Ut)
(−B[1]X t)− t−1∑
k=1
ek!φ˜
∗
t,kUk. (96)
Proposition 4.5 part 2 and Claim 5.10 imply, that B[1]ϕ is surjective. Hence, the kernel
of B[1]ϕ is a rank t + 2 subbundle of β∗Wv+~t(
∑µ
j=t+1B
[1]X j). The kernel determines a
morphism
δ˜1 × δ˜2 : B[1]X t → G(t,W ∗v+~t).
Let us justify the notation. G(t,W ∗
v+~t
) is isomorphic to ∆
[t+1]
t , by Lemma 4.6. Composing
the last two morphisms, we get the morphism B[1]X t → ∆[t+1]t , which factors through
the isomorphism B[1]X t ∼= ∆[1]t of Lemma 3.7. The morphism δ˜i, i = 1, 2, is identified
with the composition, of the projection δi : ∆
[t+1]
t → B[t+1]M(v)t, with the blow-down
morphism β : ∆
[1]
t → ∆[t+1]t . The morphism δ˜1 above is identified with the restriction to
B[1]X t of the blow-down morphism B[1]X → B[t+1]X .
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Let τ tv and q
t
v be the relative tautological sub and quotient bundles over G(t,W
∗
v+~t
).
We conclude the isomorphism, via B[1]ϕ∗,
τ tv
∼= B[1]U∗t (
µ∑
j=t+1
∆
[1]
j ). (97)
We are now able to prove Lemma 5.8.
Proof of lemma 5.8: We have the isomorphism δ∗2Wv+~t ⊗ At ∼= δ∗1W ∗v+~t (see equation
(90) in Corollary 5.7). Consequently, δ2 pulls back the short exact sequence (59) to a
twist of the tautological short exact sequence of τ tv by the line bundle A
−1
t . In particular,
we have
δ∗2Ut ⊗ At ∼= τ tv (98)
The lemma follows from equations (96) and (97) and part 5 of Lemma 5.5. ✷
5.5.2 The incidence divisor It in ∆
[t+1]
t
Part 2 of lemma 5.5 provides two descriptions of the component ∆
[1]
t of the correspondence
Z [1]. Both descriptions realize ∆[1]t as the end result of a sequence of blow-ups, but
the starting spaces ∆
[t+1]
t and B
[t]X t are non-isomorphic. Our next goal is to relate
the exceptional divisors, in ∆
[1]
t , of the two blow-up sequences. We will see, that the
exceptional divisors are the same, but the order of the two blow-down sequence is reversed
in the following sense. We will construct below in (99) a homomorphism αt, between
two vector bundles over ∆
[t+1]
t , whose determinantal subvarieties are the centers of the
blow-up operations. Set B[k]X t∩0 := B[k]M(v)t and, for 1 ≤ k < t, set B[k]X t∩k :=
B[k]X t ∩ B[k]X k. Then
B[1]X t∩k = ∆[1]t ∩∆[1]k ,
for 0 ≤ k ≤ t−1, by lemma 5.5 part 4. However, the generic rank of β∗αt along ∆[1]t ∩∆[1]k
is k (lemma 5.11), while the generic rank of β∗ϕ along B[1]X t∩k is (t− k), by lemma 5.9.
The bundle δ∗1Wv+~t over ∆
[t+1]
t has the tautological rank t subbundle δ
∗
1Ut and a
tautological rank t quotient bundle, which we denote by q. We have the homomorphism
αt over ∆
[t+1]
t
δ∗1Ut →֒ δ∗1Wv+~t j→ q (99)
relating δ∗1Ut and q (compare with (24)). The incidence divisor It ⊂ ∆[t+1]t is the zero
divisor of the determinant of the homomorphism αt. The homomorphism αt vanishes
along the flag subvariety F lag(t, t+ 2,Wv+~t) ⊂ ∆[t+1]t .
Lemma 5.11 1. The pullback of αt to ∆
[1]
t has generic rank k along ∆
[1]
t ∩ ∆[1]k , for
0 ≤ k < t.
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2. Under the isomorphism B[1]X t ∼= ∆[1]t , the pullback of O∆[t+1]t (−It) to ∆
[1]
t is iso-
morphic to
OB[1]X t
(
−
t−1∑
i=0
(t− i)B[1]X t∩i
)
.
3. The sheaf theoretic pushforward of the line-bundle O
∆
[1]
t
(
−
t−1∑
i=0
∆
[1]
i ∩∆[1]t
)
, from
∆
[1]
t to ∆
[t+1]
t , is isomorphic to the ideal sheaf O∆[t+1]t (−It) of the incidence divisor
It in the fiber product of the two dual grassmannian bundles. The higher direct
images vanish.
Proof: 1) Denote by β∗αt and β
∗j the pullbacks to ∆
[1]
t of αt and j, given in (99)
over ∆
[t+1]
t . Let β
∗ϕ and β∗λ(η) be the pullbacks to ∆
[1]
t of ϕ and λ(η), given in Lemma
5.9 over B[t]X t. (We denote by β both of the blow-up morphisms ∆[1]t → ∆[t+1]t and
∆
[1]
t
∼= B[1]X t → B[t]X t). Let us prove the equality
β∗αt ◦ β∗ϕ = t + 3
t + 2
β∗λ(η) · β∗j, (100)
of homomorphisms from δ˜∗1Wv+~t to β
∗q ⊗ β∗OB[t]X t(B[t]M(v)t). Note, that ∆[t+1]t \ It is
naturally isomorphic to the complement B[t]X t \B[t]M(v)t. Over this locus, the identity
clearly follows from Lemma 5.9.
The pullback β∗OB[t]X t(B[t]M(v)t) is the line bundle OB[1]X t(
∑t−1
i=0B
[1]X t∩i) (Lemma
3.10). Its section β∗λ(η) has zero-divisor
∑t−1
i=0B
[1]X t∩i. Equation (100) implies the in-
equality rank(β∗αt)+rank(β
∗ϕ) ≤ t, at every point in∑t−1i=0B[1]X t∩i. Moreover, equality
holds, at every smooth point in the normal crossing divisor
∑t−1
i=0 B
[1]X t∩i.
Part 2 clearly follows from part 1.
Part 3 follows from part 2 via an argument analogous to that used in the proof of
Claim 4.9. ✷
5.6 The line bundle At
Our next task is to calculate the line bundle At in corollary 5.7. The calculation is
completed in Lemma 5.15. The birational involution ι :M(v)→M(v) lifts to a regular
involution g of B[1]M(v) (Proposition 3.26 in [Ma1]). We have the following commutative
diagram (Remark 3.25 in [Ma1])
B[1]M(v) ⊃ B[1]M(v)t β1−→ B[t+1]M(v)t → B[1]M(v + ~t)
g ↑ g| ↑ ι˜ ↑ ι ↑
B[1]M(v) ⊃ B[1]M(v)t β2−→ ι∗B[t+1]M(v)t → B[1]M(v + ~t),
(101)
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where ι is the extension of (87) to a regular involution (part 1 of Lemma 5.5). Consider
Lemma 5.6 with the triple T,W,F being B[1]M(v),W0, β∗Ev, where Ev is the universal
family over M(v), normalized to satisfy det(Ev) = π∗SL. We get the following Lemma as
a special case.
Lemma 5.12 Choose the universal family Ev over M(v)× S to be the twist of the ideal
sheaf of the universal subscheme of S [g−1] by L. The pullback g∗(β∗Ev) is related to Ev by
the following exact sequence over B[1]M(v)× S
0→Hom(β∗Ev,O) ev
∗−→ π∗1W ∗0 → g∗(β∗Ev)⊗ det(π∗1W0)∗ → Ext1B[1]M(v)×S(β∗Ev,O)→ 0,
(102)
where π1 is the projection from B
[1]M(v)×S onto the first factor. Moreover, the extension
sheaves Exti
B[1]M(v)×S
(β∗Ev,O) vanish, for i ≥ 2. Consequently, we have the following
equivalence in the K-group of B[1]M(v)× S
g∗(β∗Ev)⊗ det(π∗1W0)∗ − π!1
µ∑
t=1
[
et,!φ˜
∗
tUt
]∨
≡ β ![−τ(Ev)]∨, (103)
Above, τ(Ev) is the K-theoretic representative, given in (8), of the reflection of Ev with
respect to OS. The morphism φ˜t : B[1]M(v)t → B[t+1]M(v)t is the natural one (see
(60)).
Note: the line bundle det(π∗1W0) is not a pullback of a line bundle on M(v).
Proof (of Lemma 5.12). The lemma is the special case t = 0 in corollary 5.7, where
Wv+~0 =W0(−
∑µ
i=1∆
[1]
0 ∩∆[1]i ) and F0 = Ev(−
∑µ
i=1∆
[1]
0 ∩∆[1]i ).
Following is a second proof. The construction of the isomorphism g in Theorem
3.21 of [Ma1] implies, that the pull back g∗(β∗Ev) is isomorphic to σ(β∗Ev,W0)⊗ A′, for
some line bundle A′ over B[1]M(v). Note the equality (g × idS)∗β∗ det(Ev) = β∗ det(Ev),
which follows from our choice of the universal family. The determination A′ = π∗1 det(W0)
follows from the fact, that the determinant line bundle of Ext1
B[1]M(v)×S
(β∗Ev,O) is trivial,
as the sheaf has support of codimension ≥ 2. Equality (103) follows from (102) and
equality (60). ✷
Lemma 5.13 Choose the universal family as in Lemma 5.12. Then the following equality
holds:
Z∗ ◦DM(c1(ηv)) = c1(ηv) + c1(p∗Ev), (104)
where ηv is the class in (12). Moreover, c1(p∗Ev) is Z∗ invariant.
Proof: The stratum M(v)1 has codimension 3. Hence, the action of Z∗ on the second
cohomology of M(v) coincides with the action of the graph of the birational involution.
Let E be a sheaf on S with Mukai vector v. We get
(v, v) · Z∗(c1(ηv)) = Z∗(θv(v)) = c1p!β! [(π∗SE∨)⊗ g∗(β∗Ev)] .
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Lemma 5.12 (ignoring terms supported in codimension ≥ 2) yields
c1p!β!
[
(π∗SE
∨)⊗ β !(−τ(Ev))∨ ⊗ det(π∗1W0)
]
.
The equality π1 = p ◦ β and the projection formula yield
c1p! [(π
∗
SE
∨)⊗ (−τ(Ev))∨]− (v,−τ ◦D(v))c1(β!W0).
Note that −τ ◦D(v) = σ(v) = v. Equation (60) implies the equality c1(p∗Ev) = c1(β!W0).
Equation (9), the fact that τ is an isometry of the Mukai lattice, and Grothendieck-
Riemann-Roch, yield
c1p!
{
[(−π∗Sτ(E∨))⊗ Ev]∨
}− (v, v)c1(p∗Ev).
Finally, the above is equal to
−θv(σ(v))− (v, v)c1(p∗Ev),
by Grothendieck-Serre Duality. Equality (104) follows.
The invariance of c1(p∗Ev) follows from equation (104) and the fact that Z∗ and DM
are two commuting involutions. ✷
Recall, that ∆
[1]
0 is the graph in B
[1]M(v) × B[1]M(v) of the involution g. Iden-
tify ∆
[1]
0 with B
[1]M(v) via the first projection. Under this identification, we have
∆
[1]
0 ∩ ∆[1]t = B[1]M(v)t (Lemma 5.5 part 4). Let W˜0 be the subbundle of φ˜∗tWv+~t
over B[1]M(v)t, which projects via (59) onto the subbundle W0(−
∑µ
i=t+1B
[1]M(v)t∩i)
of (φ˜∗tWt)(−
∑µ
i=t+1B
[1]M(v)t∩i). Consider the following flag of vector bundles over
B[1]M(v)t
φ˜∗tUt ⊂ W˜0 ⊂ φ˜∗tWv+~t. (105)
Dualizing, we get the corresponding flag (of the annihilating subbundles)
[
(φ˜∗tWt)/W0
]∗( µ∑
i=t+1
B[1]M(v)t∩i
)
⊂ φ˜∗tW ∗t
(
µ∑
i=t+1
B[1]M(v)t∩i
)
⊂ φ˜∗tW ∗v+~t. (106)
Lemma 5.14 The pullback, of the flag (105) by the involution g, is isomorphic to the
tensor product of the flag (106) with the line bundle A∗t in Corollary 5.7.
Proof: We have a commutative diagram
∆
[1]
0 ⊃ ∆[1]0 ∩∆[1]t ⊂ ∆[1]t β−→ ∆[t+1]t δ1−→ B[t+1]M(v)t
g ↓ g| ↓ ↓=
∆
[1]
0 ⊃ ∆[1]0 ∩∆[1]t ⊂ ∆[1]t β−→ ∆[t+1]t δ2−→ B[t+1]M(v)t
(107)
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The isomorphism g∗φ˜∗tWv+~t
∼= φ˜∗tW ∗v+~t ⊗ A∗t follows from the equality δ2 ◦ β ◦ g = δ1 ◦ β
on ∆
[1]
0 ∩∆[1]t and Corollary 5.7. The isomorphism between the two flags of subbundles
follows, via Lemma 5.5 part 3, from the fact, that the involution g of B[1]M(v)t inter-
changes the two rulings of ∆
[1]
0 ∩ ∆[1]t , when the latter is identified with B[1]M(v)t via
Lemma 5.5 part 4. ✷
We are now able to calculate the line bundle At introduced in Corollary 5.7. Let
δ˜i : ∆
[1]
t → B[t+1]M(v)t be the composition of δi : ∆[t+1]t → B[t+1]M(v)t with the blow-
down morphism. When t = 0, both δ1 and δ2 are isomorphisms and δ2 = δ1 ◦ g.
Lemma 5.15 Assume that Ev is normalized as in Lemma 5.12. Over ∆[1]t we have the
isomorphism
β∗At ∼= (β∗δ˜∗1 det(p!Ev))∗
(
t∑
i=1
−i[∆[1]t ∩∆[1]i ] +
µ∑
i=t+1
(2− i)[∆[1]t ∩∆[1]i ]
)
(108)
∼= (β∗δ˜∗1 det(p!Ev))∗
(
t−1∑
i=0
(t− i)[∆[1]t ∩∆[1]i ] +
µ∑
i=t+1
(t + 2− i)[∆[1]t ∩∆[1]i ]
)
.
Over ∆
[t+1]
t , we have
At ∼= (δ∗1 det(p!Ev))∗(It)
(
µ∑
i=t+1
(t+ 2− i)∆[t+1]t,i
)
,
where ∆
[t+1]
t,i is defined in Corollary 5.7 and It is the incidence divisor on ∆
[t+1]
t , introduced
in lemma 5.11 part 3. The isomorphisms hold for the pullback by δ2 as well.
Proof: Observe, that (δ∗1W0)|
∆
[1]
0
∩∆
[1]
t
(
−∑µi=t+1∆[1]0 ∩∆[1]i ∩∆[1]t ) is the middle graded
summand obtained from the filtration (105). Similarly, the middle graded summand
of the dual filtration (106) is (δ∗1W
∗
0 )|
∆
[1]
0
∩∆
[1]
t
(∑µ
i=t+1∆
[1]
0 ∩∆[1]i ∩∆[1]t
)
. Lemma 5.14
implies the isomorphism
(g∗δ∗1W0)|
∆
[1]
0
∩∆
[1]
t
(
−
µ∑
i=t+1
∆
[1]
0 ∩∆[1]i ∩∆[1]t
)
∼= (δ∗1W ∗0 )|
∆
[1]
0
∩∆
[1]
t
(
µ∑
i=t+1
∆
[1]
0 ∩∆[1]i ∩∆[1]t
)
⊗A−1t .
Taking determinants, we get
(A2t )|
∆
[1]
0
∩∆
[1]
t
∼= (δ∗1 det(W0)∗ ⊗ δ∗2 det(W0)∗)|
∆
[1]
0
∩∆
[1]
t
(
4 ·
µ∑
i=t+1
∆
[1]
0 ∩∆[1]i ∩∆[1]t
)
.
Equation (60) implies the following isomorphism of line bundles over B[1]M(v)
det(W0)
∗ ∼= (β∗ det(p!Ev))∗
(
−
µ∑
t=1
t · B[1]M(v)t
)
. (109)
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Lemma 5.13 implies, that β∗ det(p!Ev) is g-invariant. Hence, det(W0) is g-invariant as
well. We conclude, that the following isomorphism holds over ∆
[1]
0 ∩∆[1]t
(At)|
∆
[1]
0
∩∆
[1]
t
∼= (δ∗1 det(W0)∗)|
∆
[1]
0
∩∆
[1]
t
(
2 ·
µ∑
i=t+1
∆
[1]
0 ∩∆[1]i ∩∆[1]t
)
. (110)
The homomorphism Pic(∆
[t+1]
t )→ Pic(∆[1]t )→ Pic(∆[1]0 ∩∆[1]t ) is injective. This is a
relative analogue of the statement, that the restriction homomorphism
Pic(G(t, H)×G(t, H∗)) −→ Pic(F lag(t, h− t, H))
is injective, for a vector space H of dimension h > 2t (see Lemma 5.5 part 3). The first
equation in (108) follows from equations (109) and (110). The second equation follows
from Lemma 5.5 part 5.
The equation, in terms of the incidence divisor, follows from lemma 5.11 part 2. ✷
5.7 Proof of Theorem 5.2
Lemma 2.3 and equations (6), (9), and (10), reduce the proof of Theorem 5.2 to the
verification of the relation
([Z∗ ◦DM]⊗ σ)
(
ch(p∗ηv) · ch(Ev) · π∗S
√
tdS
)
= ch(p∗ηv) · ch(Ev) · π∗S
√
tdS (111)
over M(v)× S, where ηv is the class in (12).
Step I: Choose the universal family over M(v) × S to be the twist by L of the
ideal sheaf of the universal subscheme of S [g−1]. We already know, that Z∗ is a ring
isomorphism ([Ma1] Theorem 1.1). Using lemma 5.13, we see that (111) is equivalent to
([Z∗ ◦DM]⊗ σ)(ch(Ev) · π∗S
√
tdS) = ch[Ev ⊗ p∗ det(p∗Ev)∨]π∗S
√
tdS. (112)
Using the relation σ ◦D = −τ , given in (6), we see that equality (112) is equivalent
to
(Z∗ ⊗−τ)
(
ch(E∨v ) · π∗S
√
tdS
)
= ch[Ev ⊗ p∗ det(p∗Ev)∨] · π∗S
√
tdS.
Combined with equality (9), the last equality translates to
(Z∗ ⊗ 1S)
[
ch(−τ(E∨v ))π∗S
√
tdS
]
= ch[Ev ⊗ p∗ det(p∗Ev)∨] · π∗S
√
tdS. (113)
Steps II,III: Next we translate (113) to a K-theoretic equivalence. Let Z [1] be the
iterated blow-up of Z defined in Section 5.3. Using the same argument, as in the proof
of Theorem 4.3, we get, that (113) follows from
π˜12!
(
π˜!23[p
!p!Ev − Ev]∨
) ≡ Ev ⊗ p∗ det(p∗Ev)∨, (114)
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where π˜ij is the projection from Z [1] × S onto the product of the i-th and j-th factors of
M(v)× S ×M(v).
Let δ˜t,12 and δ˜t,23 be the two morphisms from ∆
[1]
t × S to M(v)× S. For any vector
bundle E on M(v), we have the equivalence, in the K-group of coherent sheaves on
Z [1] × S,
π˜∗23E
∨ ≡
µ∑
t=0
et,!δ˜
∗
t,23(E
∨)
(
−
t−1∑
i=0
∆
[1]
t ∩∆[1]i
)
.
The equality π˜12 ◦ et = δ˜t,12 gives rise to the equivalence, in the K-group of M(v)× S,
π˜12!
(
π˜!23E
∨
) ≡ µ∑
t=0
δ˜t,12!
{(
δ˜!t,23E
)∨(
−
t−1∑
i=0
∆
[1]
t ∩∆[1]i
)}
.
We conclude, that the left hand side of (114) satisfies the equivalence
π˜12!
(
π˜!23[p
!p!Ev − Ev]∨
) ≡ µ∑
t=0
δ˜t,12!
{(
δ˜!t,23
[
p!p!Ev − Ev
]∨)(− t−1∑
i=0
∆
[1]
t ∩∆[1]i
)}
.
Step IV: Corollary 5.7 implies, that the above sum is equivalent to the difference
µ∑
t=0
δ˜t,12!
δ˜!t,12Ft ⊗At
− µ∑
i=0
i 6=t
∆
[1]
t ∩∆[1]i

 (115)
−
µ∑
t=0
δ˜t,12!
{(
µ∑
i=t
e˜t,i!
[
δ˜∗t∩i,3Ui|
B[i]M(v)t∩i
])∨(
−
t−1∑
j=0
∆
[1]
t ∩∆[1]j
)}
, (116)
where δ˜t∩i,3 : [∆
[1]
t ∩∆[1]i ]×S → B[i+1]M(v)t∩i is the composition of the inclusion in ∆[1]i ×
S, the projection to ∆
[i+1]
i , followed by the second projection from ∆
[i+1]
i to B
[i+1]M(v)i.
Corollary 5.7 is stated over ∆
[t+1]
t . We used above lemma 4.14, in order to restate it in
terms of sheaves on ∆
[1]
t . The first term (115) decomposes further, using the short exact
sequence (58), to the sum
µ∑
t=0
δ˜t,12!
{
δ˜!t,12Ev|
M(v)t
(
−2 ·
µ∑
i=t+1
∆
[t+1]
t,i
)
⊗ At(−It)
}
(117)
+
µ∑
t=0
δ˜t,12!
δ˜!t,1Ut ⊗ At
− µ∑
i=0
i 6=t
∆
[1]
t ∩∆[1]i

 (118)
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We used lemma 5.11 part 3 to write the t-th term in (117) involving sheaves over ∆
[t+1]
t .
Using lemma 5.15, the term (117) becomes
µ∑
t=0
δ˜t,12!
{
δ˜!t,12Ev|
M(v)t
⊗ δ˜∗1 det(p∗Ev)∗
(
µ∑
i=t+1
(t− i)∆[t+1]t,i
)}
.
The morphism δ˜t,12 : ∆
[t+1]
t →M(v) factors through B[t+1]M(v)t and the blow-down
morphism βt : B
[t+1]M(v)t →M(v)t. Using the projection formula, once for each of the
two morphisms, the term (117) further simplifies to
(Ev ⊗ p∗ det(p∗Ev)∗)⊗
[
µ∑
t=0
βt!OB[t+1]M(v)t
(
−
µ∑
i=t+1
(i− t)B[t+1]M(v)t∩i
)]
.
The above expression is equal to
(Ev ⊗ p∗ det(p∗Ev)∗)⊗
[
µ∑
t=0
βt!OB[1]M(v)t
(
−
µ∑
i=t+1
(i− t)B[1]M(v)t∩i
)]
,
using the projection formula and the fact that the morphism B[1]M(v)t → B[t+1]M(v)t
is the composition of blow-ups with smooth centers. The latter expression is Ev ⊗
p∗ det(p∗Ev)∗, as seen by lemma 5.18 and the decomposition
OB[1]M(v) ≡
µ∑
t=0
OB[1]M(v)t
(
−
µ∑
i=t+1
B[1]M(v)t∩i
)
.
Step V: It remains to prove, that the sum of (116) and (118) vanishes. We would
like to reverse the order of summation in (116) using the identity δ˜i,12 ◦ e˜i,t = δ˜t,12 ◦ e˜t,i.
We will further need the identity
δ˜t,12!
{(
e˜t,i!
[
δ˜∗t∩i,3Ui|
B[i]M(v)t∩i
])∨}
≡ δ˜i,12!
{(
e˜i,t!
[
δ˜∗t∩i,3Ui|
B[i]M(v)t∩i
])∨
(∆
[1]
i −∆[1]t )
}
,
where the dualization on the left is carried over ∆
[1]
t and the one on the right is carried
over ∆
[1]
i . The above identity follows from lemma 5.17, and the identities
N
∆
[1]
t ∩∆
[1]
i /∆
[1]
t
∼= O
∆
[1]
t ∩∆
[1]
i
(∆
[1]
i ),
N
∆
[1]
t ∩∆
[1]
i /∆
[1]
i
∼= O
∆
[1]
t ∩∆
[1]
i
(∆
[1]
t ).
Reversing the order of summation in (116), the term (116) becomes
−
µ∑
i=1
δ˜i,12!
{
i∑
t=0
(
e˜i,t!
[
δ˜∗t∩i,3Ui|
B[i]M(v)t∩i
])∨(
∆
[1]
i −∆[1]t −
t−1∑
j=0
∆
[1]
j
)}
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(because U0 = 0, by part 2 of Proposition 4.5). Using lemma 5.17 once more, for the
terms where i > t, the above expression can be written in the form
−
µ∑
i=1
δ˜i,12! δ˜
∗
3U
∗
i
(
−
i−1∑
j=0
∆
[1]
j
)
+
µ∑
i=1
δ˜i,12!
{
i−1∑
t=0
(
e˜i,t!
[
δ˜∗t∩i,3U
∗
i|
B[i]M(v)t∩i
])(
∆
[1]
i −
t−1∑
j=0
∆
[1]
j
)}
.
Add to the right term above and subtract from the left term the sum
µ∑
i=1
δ˜i,12! δ˜
∗
3U
∗
i
(
∆
[1]
i −
i−1∑
j=0
∆
[1]
j
)
to get, that (116) simplifies to
µ∑
i=1
δ˜i,12!
{
−δ˜∗3U∗i
(
−
i−1∑
j=0
∆
[1]
j
)
− δ˜∗3U∗i
(
∆
[1]
i −
i−1∑
j=0
∆
[1]
j
)
+
(
δ˜∗3U
∗
i
)
(∆
[1]
i )
}
, (119)
where δ˜3 : ∆
[1]
i × S → B[i+1]M(v)i is the composition of the blow-down morphism, with
the second projection from ∆
[i+1]
i to B
[i+1]M(v)i.
Next, we simplify the expression (118). Lemma 5.8 and lemma 5.5 part 5 imply, that
(118) is equivalent to
µ∑
t=0
δ˜t,12!
{
δ˜∗3U
∗
t
(
∆
[1]
t −
t−1∑
i=0
∆
[1]
i
)
−O
∆
[1]
t
(
µ∑
j=t
∆
[1]
j
)
⊗
t−1∑
k=1
(
et,k! δ˜
∗
t∩k,3Uk
)∨}
.
Lemma 5.17 translates it to
µ∑
t=0
δ˜t,12!
{
δ˜∗3U
∗
t
(
∆
[1]
t −
t−1∑
i=0
∆
[1]
i
)
+O
∆
[1]
t
(
µ∑
j=t
∆
[1]
j
)
⊗
t−1∑
k=1
(
et,k! δ˜
∗
t∩k,3U
∗
k (∆
[1]
k )
)}
.
Reversing the order of summation, we get
µ∑
k=1
δ˜k,12!
{
δ˜∗3U
∗
k
(
∆
[1]
k −
k−1∑
i=0
∆
[1]
i
)
+
µ∑
t=k+1
(
ek,t! δ˜
∗
t∩k,3U
∗
k
(
∆
[1]
k +
µ∑
j=t
∆
[1]
j
))}
. (120)
The k-th inner sum, in the expression above, is the restriction of U∗k
(∑µ
i=k∆
[1]
i
)
to the
divisor ∪µt=k+1[∆[1]k ∩∆[1]t ]. This restriction is the difference
U∗k
(
µ∑
i=k
∆
[1]
i
)
− U∗k (∆[1]k ).
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Using the rational equivalence in lemma 5.5 part 5, the expression (120) becomes
µ∑
k=1
δ˜k,12!
{
δ˜∗3U
∗
k
(
∆
[1]
k −
k−1∑
i=0
∆
[1]
i
)
+ δ˜∗3U
∗
k
(
−
k−1∑
i=0
∆
[1]
k
)
− δ˜∗3U∗k (∆[1]k )
}
.
This is precisely the negative of (119). This completes the proof of Theorem 5.2 ✷
The following corollary is an easy consequence of Theorem 5.2.
Corollary 5.16 The correspondence Z, given in (85), acts via multiplication by (−1)t
on the class of M(v)t in the Chow group of M(v).
Proof: We only sketch the proof, as it is similar to that of Corollary 4.10. Equality
(114) and Proposition 3.11 imply the K-theoretic equivalence
Z!([p!Ev]∨) ≡ p!E ′v,
where E ′v is another universal sheaf (compare with equation (83)). Equivalence (b) below
follows, where ∆
(s)
t is the determinant, introduced in the proof of Corollary 4.10.
Z∗[M(v)t]
(a)≡ Z∗∆(t+χ(v))t (c[−p!Ev])
(b)≡ ∆(t+χ(v))t (c[−p!E ′v]∨)
(c)≡ ∆(t)t+χ(v) (c[p!E ′v])
(d)≡
(−1)t(t+χ(v))∆(t+χ(v))t (c[−p!E ′v])
(e)≡ (−1)t(t+χ(v))M(v)t.
Equivalences (a) and (e) follow from the Porteous formula and proposition 4.5 part
1. Equivalence (c) follows from consequence (2) of lemma 14.5.1 in [Fu]. Equivalence (d)
follows from example 14.4.9 in [Fu]. In our case, χ(v) = 2 and (−1)t(t+χ(v)) = (−1)t. ✷
Lemma 5.17 Let X be a local complete intersection subvariety of codimension n in a
smooth variety Y , e : X →֒ Y the closed imersion, and U a vector bundle over X. Then
the following equivalence holds in the K-group of Y
[e!(U)]
∨ ≡ −(1)n · e!
[
U∗ ⊗ det (NX/Y )] .
Proof: We have the equivalence
[e!(U)]
∨ ≡
n∑
i=0
(−1)iExtiY (e∗U,OY ).
All extension sheaves vanish, for 0 ≤ i ≤ n−1, and ExtnY (e∗U,OY ) ∼= e∗
[
U∗ ⊗ det (NX/Y )],
by the Local Duality Theorem. ✷
Lemma 5.18 The following equivalence holds in the K-group of M(v)
e!βt!OB[t+1]M(v)t
(
−
µ∑
i=t+1
(i− t)B[t+1]M(v)t∩i
)
≡ e!βt!OB[t+1]M(v)t
(
−
µ∑
i=t+1
B[t+1]M(v)t∩i
)
,
where βt : B
[t+1]M(v)t →M(v)t is the natural morphism and e :M(v)t →֒ M(v) is the
closed imersion.
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Proof: The proof consists of two steps. In step A, we reduce the proof to the case
t = 0. In step B, we reduce the proof to the case covered by claim 4.9, in which the
determinantal variety is a divisor.
Step A: Consider the following diagram
B[t+1]M(v)t βt→ M(v)t
f ւ ց αt տ
B[1]M(v + ~t) F lag(t, χ, v + ~t) → G(t, v + ~t)
ψ ց ւ φ
G(χ, v + ~t)
↓ g
M(v + ~t)
Above, χ := χ(v+~t) = χ(v)+2t is the Euler characteristic of sheaves in the moduli space
M(v + ~t). We denote by G(k, v + ~t), for k = t, χ, the moduli spaces of k-dimensional
coherent systems. These moduli spaces parametrize pairs (F,W ) of a stable sheaf F
on the K3 surface S, with Mukai vector v + ~t, and a k-dimensional subspace W of
H0(S, F ). They were constructed by Le Potier [L] (with a more general definition of
stability, which we do not need). We denote by φ : F lag(t, χ, v + ~t) → G(χ, v + ~t) the
Grassmannian bundle parametrizing triples (F,Wt ⊂ Wχ), where (F,Wχ) is a coherent
system in G(χ, v + ~t), and Wt is a t-dimensional subspace of Wχ. The existence of the
morphisms f , ψ, and αt, was proven in [Ma1] Proposition 3.18 (see also parts 3 and 6 of
Proposition 4.5 above). We let g be the forgetful morphism.
Set
F1 := OB[1]M(v+~t)
(
−
µ−t∑
i=1
B[1]M(v + ~t)i
)
,
F2 := OB[1]M(v+~t)
(
−
µ−t∑
i=1
i · B[1]M(v + ~t)i
)
.
The statement of the claim translates to the equality
e!βt!f
∗F1 ≡ e!βt!f ∗F2,
because the exceptional divisors in B[t+1]M(v)t are the pullback of those in B[1]M(v+~t)
(see [Ma1] proposition 3.18 or equation (21) above). Since βt factors through αt, it suffices
to prove the equality
αt!f
∗F1 ≡ αt!f ∗F2.
It was proven in [Ma1] Proposition 3.18, that f : B[t+1]M(v)t → B[1]M(v + ~t) is
a Grassmannian bundle, which is the pullback of φ : F lag(t, χ, v + ~t) → G(χ, v + ~t)
(see also Proposition 4.5 part 6 and Lemma 4.6 above). Since φ is flat, and cohomology
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commutes with flat base change, then αt!f
!(F ) is equivalent to φ!ψ!(F ), for any sheaf F
on B[1]M(v + ~t). The claim reduces to the equivalence
ψ!(F1) ≡ ψ!(F2). (121)
Step B:We will show next, that B[1]M(v+~t) is the iterated blow-up of bothM(v+
~t) and G(χ, v + ~t), with respect to closely related determinantal stratifications. Both
staratifications are “transversal”. Moreover, the determinantal variety G(χ, v + ~t)1 is a
divisor in G(χ, v+~t). Hence, we would obtain the desired reduction of the lemma to the
case covered in claim 4.9.
Recall, that the Brill-Noether stratification of M(v + ~t) is the determinantal strat-
ification of a homomorphism ρ : V0 → V1 between vector bundles, with rank(V0) =
rank(V1) + χ (see Proposition 4.5 above or section 3.5 in [Ma1]). The homomorphism
ρ exists globally, only if there is a universal sheaf over M(v + ~t), but it always exists
locally. Over G(χ, v + ~t), there is a tautological rank χ subbundle Wχ of g
∗V0, which is
contained in the kernel of g∗ρ. We get the induced homomorphism
ρ¯ : V¯0 −→ g∗V1,
where V¯0 is the quotient bundle g
∗V0/Wχ.
The vector bundles V¯0 and g
∗V1 have the same rank. Hence, the determinantal variety
of ρ¯ is a divisor. The section ρ is transversal to the determinantal variety in the total space
of Hom(V0, V1) (see [Ma1] Proposition 3.18). Hence, G(χ, v + ~t) is smooth (see [ACGH]
Chapter IV section 4). We claim, that the image of G(χ, v+~t), via ρ¯, is transversal to the
determinantal variety in the total space of Hom(V¯0, g
∗V1). Furthermore, the morphism
ψ is the iterated blow-up, of the determinantal stratification induced by ρ¯ on G(χ, v+~t).
The equality (121) would then follow, by the argument used in the proof of Claim 4.9.
It remains to prove the transversality of ρ¯. Let π : G(χ, V0) → M(v + ~t) be the
Grassmannian bundle of χ-dimensional subspaces in the fibers of V0, and let q be the
tautological quotient bundle of π∗V0 over G(χ, V0). Then G(χ, v + ~t) is a subvariety of
G(χ, V0). The bundle Hom(q, π
∗V1) over G(χ, V0) has a section s, induced by the pullback
π∗ρ of ρ. The section ρ¯ is the restriction of s to G(χ, v +~t). The construction fits in the
following cartesian diagram.
G(χ, v + ~t)
s|−→ Hom(q, π∗V1)
g ↓ ↓
M(v + ~t) ρ−→ Hom(V0, V1).
The cartesian nature of the diagram implies, that ρ is transversal, if and only if ρ¯ = s| is
transversal. This is seen as follows. Choose a trivialization of V0 and V1 in a neighborhood
U of a point x in M(v + ~t). The section ρ and the trivialization induce a morphism ρx
from U to the fiber Hom(V0, V1)x. Similarly, the section s induces a morphism sx, from
the open subset g−1(U) ⊂ G(χ, v + ~t) to Hom(qx, V1,x), where qx is the tautological
quotient bundle, over the grassmanian G(χ, V0,x). The cartesian nature of the diagram
implies, that ρx is submersive, if and only if sx is submersive. ✷
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6 Monodromy of self-dual symplectic singularities
We exhibit the involutions γτv0 in Theorem 4.3 and DM(v) ◦ γσu0 in Theorem 5.2 as
monodromy operators. Let ρ be either the reflection τv0 in Theorem 4.3 or the involution
−σu0 , where σu0 is the reflection in Theorem 5.2. Let Q ⊂ PH2(M(v),C) be the quadric
cut out by the Beauville pairing and Ω ⊂ Q the open analytic period domain
{ω | (ω, ω¯) > 0}/C×. (122)
RegardH2,0(M(v)) as a point ℓ in Ω. The isometry ρ acts on v⊥ and, via the isomorphism
v⊥ ⊗Z C ∼= H2(M(v),C), also on Q (Theorem 2.1). The point ℓ is ρ-invariant because
the latter is a Hodge isometry. Let W ⊂ H1(TM(v)) be a simply connected open
neighborhood of 0, over which we have a universal (Kuranishi) family. Let U ⊂ Q be the
image of W via the period map and
X → U (123)
the (push forward of the) universal family of hyperka¨hler deformations of M(v). We
assume, that U is symmetric with respect to ρ and denote the fixed locus by Uρ. Its
tangent space is the (+1)-eigenspace (TℓQ)
+. When ρ = τv0 , the fixed locus U
ρ has
codimension 1, while the (−1)-eigenspace (TℓQ)− is the line Hom(H2,0(M(v)), span{v0}).
When ρ = −σu0 , the fixed locus Uρ is one-dimensional.
Lemma 6.1 1. Each of the correspondences Z ⊂ M(v) ×M(v), of Theorems 4.3
and 5.2, deforms to an isomorphism of the two families over U \ Uρ
X|[U\Uρ]
∼=→ ρ∗X|[U\Uρ] . (124)
Consequently, we get a universal family
X /ρ −→ [U \ Uρ]/ρ. (125)
2. Moreover, the monodromy group, of the family over [U \Uρ]/ρ, is generated by the
involution Z∗ of H∗(M(v),Z) induced by Z.
Proof: 1) Let C be a smooth analytic curve in U through ℓ, which is transversal to the
tangent hyperplane A := Hom[H2,0(M(v)), {v0, v}⊥∩H1,1(M(v))]. (When ρ = τv0 , then
A is the tangent space of the fixed locus U τv0 at ℓ). We denote the restriction of the
universal family to C by
π′ : X ′ → C. (126)
We show next, that this family satisfies Condition 3.6. Let e : Pn →֒ M(v) be a fiber of
M(v)1 \M(v)2 →M(v +~1). Consider the composition
H1(M(v), TM(v))
dp
∼=−→ Hom(H2,0(M(v)), H1,1(M(v)) e∗−→ Hom(H2,0(M(v)), H1,1(Pn)),
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where dp is the differential of the period map, as identified by Griffiths, and e∗ is the
pullback. The middle vector space is identified with TℓQ. Lemma 4.11 identifies the
kernel of e∗ with the hyperplane A. Thus, Condition 3.6, for the family (126), follows
from the transversality of C and A. Let
π′′ : X ′′ → C
be the birational stratified transform of X ′ and let
g : X ′|C\{ℓ}
∼=−→ X ′′|C\{ℓ} (127)
be the corresponding isomorphism of families (see [Ma1] Theorem 2.4 or equation (33)
above). Denote the special fibers by X ′ℓ and X
′′
ℓ . They are both isomorphic to M(v).
We get the two classifying maps κ′ and κ′′ : C →W of X ′ → C and X ′′ → C. We know
already, that the correspondence Z ⊂ X ′ℓ×X ′′ℓ deforms as the graph of the isomorphism
gt of the the fibers X
′
t and X
′′
t , t ∈ C \ {ℓ} (see [Ma1] Theorem 2.4 or Proposition 3.11
part 2 above). On the other hand, the correspondence Z induces the involution ρ on
H2(M(v),C). Thus, we get the following relation between the compositions, of each of
the classifying maps κ′ and κ′′, with the period map p : W → U of the universal family:
p ◦ κ′ = ρ ◦ p ◦ κ′′.
It follows, that X ′′ is isomorphic to the restriction of the universal family (123) to the
image ρ(C) of C under the reflection ρ.
It remains to prove, that the construction of the isomorphism Xt ∼= Xρ(t), t ∈ C, is
independent of the choice of the curve C, and varies analytically with t. We perform the
above construction over U \ Uρ as follows. Let β : U˜ → U be the blow-up of U at ℓ and
E the exceptional divisor. Then PA is a hyperplane of E. (When ρ = τv0 , then PA is
the intersection of E with the proper transform of U τv0 ). The differential dβ embeds the
normal bundle NE/U˜ in β
∗TU and PA is the locus in E, where dβ(NE/U˜) is contained in
A. The stratification of Xℓ, by Grassmannian bundles, pulls back to a stratification of
Xℓ × [E \ PA] by Grassmannian bundles. The family X|
U˜\PA
has the following property.
The normal bundle, to each stratum in Xℓ × [E \ PA], restricts to each Grassmannian
fiber as a non-trivial extension
0→ T ∗G(t,k) → N → OG(t,k) → 0.
This is precisely the condition needed, in order to carry out the stratified elementary
transformation of the family X|
U˜\PA
, using a straightforward generalization of Theorem
2.4 in [Ma1] (compare also with Condition 3.6 above).
2) Choose a smooth analytic curve C in U , which is tangent to (TℓQ)
− at ℓ and is
invariant with respect to ρ. Assume, that C is simply connected, possibly after replacing
it by an open subset containing ℓ. Denote by ι : C → C the involution induced by ρ. Let
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g : X ′|C\{ℓ} → (ι∗X ′)|C\{ℓ} be the restriction of the isomorphism (124). We get an induced
isomorphism g∗ : (R
i
π′∗
Z)|C\{ℓ} → ι∗(Riπ′′∗Z)|C\{ℓ} of the local systems of relative integral
cohomologies. Both local systems are trivial, since the family X ′ is defined on the whole
of C. Thus, g∗ extends to an isomorphism
Riπ′∗Z
∼=−→ ι∗(Riπ′′∗Z) (128)
of the local systems over the whole of C. By the construction of the correspondence
Z, the homomorphism Z∗ : H∗(M(v),Z) → H∗(M(v),Z) is equal to the limit lim
t→ℓ
gt∗ .
Thus, upon trivialization of both local systems in (128), modeled after the fiber over ℓ,
the isomorphism g∗ in (128) becomes
ι×Z∗ : C ×H∗(M(v),Z) −→ C ×H∗(M(v),Z).
Let C¯ := C/ι be the quotient and ℓ¯ ∈ C¯ the branch point corresponding to ℓ. We
conclude, that the restriction to C¯ \ ℓ¯, of the local system of relative cohomologies of
(125), is isomorphic to the quotient, of the trivial local system (C \ {ℓ})×H∗(M(v),Z),
by the action of ι×Z∗. Consequently, Z∗ is the monodromy operator of the former local
system. Part 2 follows from the surjectivity of π1(C¯ \ ℓ¯)→ π1([U \ Uρ]/ρ). ✷
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