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ABSTRACT 
The evoked response, a signal present in the electro-
encephalogram when specific sense modalities are stimulated 
with brief sensory inputs, has not yet revealed as much about 
brain function as it apparently promised when first recorded in 
the late 1940' s. One of the problems has been to record the 
responses at a large number of points on the surface of the head; 
thus in order to achieve greater spatial resolution than previously 
attained, a 50-channel recording system was designed to monitor 
experiments with human visually evoked responses. 
Conventional voltage versus time plots of the responses were 
found inadequate as a means of making qualitative studies of such a 
large data space. This problem was solved by creating a graphical 
display of the responses in the form of equipotential maps of the 
activity at successive instants during the complete response. In 
order to ascertain the necessary complexity of any models of the 
responses, factor analytic procedures were used to show that models 
characterized by only five or six independent parameters could 
adequately represent the variability in all recording channels. 
One type of equivalent source for the responses which nieets 
these specifications is the electrostatic dipole. Two different 
dipole models were studied: the dipole in a homogeneous sphere 
and the dipole in a sphere comprised of two spherical shells (of 
different conductivities) concentric w ith and enclosing a homogeneous 
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sphere of a third conductivity. These models were used to 
determine nonlinear least squares fi t s of dipole parameters to a 
given potential distribution on the su r face of a spherical 
approximation to the head. Numerou s tests of the procedures were 
conducted with problems having known solutions. After these 
theoretical studies demonstrated the applicability of the technique, 
the models were used to determine inverse solutions for the 
evoked response potentials at various times throughout the 
responses. It was found that reliable estimates of the location and 
strength of cortical activity were obtained, and that the two models 
differed only slightly in their inverse solutions. These techniques 
enabled information flow in the brain, as indicated by locations and 
strengths of active sites, to be followed throughout the evoked 
response. 
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I. INTRODUCTION 
As an undergraduate, the author once attended a physics 
lecture during which elementary electronics was discussed. 
During the lecture the instructor mentioned some of the more 
common electronic devices, including the capacitor. At this point 
one of the students raised his hand and said he had never seen nor 
heard of such a device, and could the instructor please describe 
one in more detail. The rather perplexed lecturer asked if it was 
really true that the student had no idea of the nature of a capacitor 
and was quite apparently disappointed when the student reaffirmed 
his lack of experience. Perhaps to recover his confidence by 
passing the whole affair off lightly, the instructor quickly drew the 
standard representation of a capacitor, 2 parallel lines, on the 
blackboard and said as sincerely as was possible to the trouble-
some student "If you have indeed never seen one before, THERE'S 
ONE!"• 
The foregoing anecdote is somewhat allegorical, for just as 
the beginning student of physics had difficulty in ascertaining what 
possible functional information concerning the capacitor is related 
by two parallel lines on a blackboard, so the modern student of 
neurophysiology is uncertain about the meaning of the biological 
signal whose analysis is discussed in this thesis, the evoked 
response. Just as the schematic representation of the capacitor 
is only a symbol for all of the properties ascribed to the device, 
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the evoked response is in many ways only symbolic of processes 
and properties not at all revealed b y the tracing of the response 
itself. The motivation for this thes i s was to search out some of 
the hidden meaning; some of the generic make-up of the human 
visual evoked response. To begin, a brief outline of some of the 
neurophysiological milestones which led to the discovery of evoked 
responses is given. 
1. The Beginnings of Recording Brain Activity 
The study of neurophysiology in its broadest sense has a 
long history; excellent summaries have been written and are 
recommended reading for neophytes in almost all scientific 
disciplines. Two articles by Brazier ( 1, 2) in particular, provide 
insight into some of the early concepts of neurological structures 
and processes. 
Electroencephalography itself is a comparatively young 
branch of neurophysiology. Probably the first man to record 
neurological signals which would be called EEG activity was 
Richard Caton (6), who in 1875 described his observations of 
electrical phenomena in exposed rabbit brain. That he chose the 
rabbit was fortuitous, for the recording instruments of the day had 
such a low frequency response that the slow waves of the rabbit 
brain were more likely to be sensed than the higher frequency 
activity of other animals. Caton's work was especially prophetic 
in that not only did he record the spontaneous activity of the rabbit 
brain but also probably elicited that which we now refer to as 
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evoked responses, since he did excite the visual system with brief 
stimuli, in attempting to locate specific sensory areas. 
Fifteen years later, in Krakow Poland, Adolf Beck (4) 
independently discovered spontaneous activity in dogs, apparently 
not knowing of the work of Caton in 1875. Along with other 
investigators, Beck nurtured the growing science of brain wave 
recording into the twentieth century and beyond, but the literature 
was conspicuously quiescent for some thirty years. 
In 1929 Hans Berger (5) became the first to record, from 
the intact skull, electroencephalographic potentials in normal man 
and gave the names alpha and beta to its two principal rhythms. 
His work began what is now called clinical electroencepholography. 
The recording of the EEG is now common practice. Clinical 
electroencephalographers use these traces as diagnostic tools in 
the detection of epilepsy and some tumor development. Even in 
this age of mechanization, however, EEG recording does not enjoy 
a large degree of formalism and rigorous interpretation techniques. 
The EEG signal, or spontaneous activity as it shall be referred to, 
is a very complex process. It is greatly influenced by the psychic 
as well as the physical state of an individual. Some very marked 
abnormalities in the spontaneous activity can be correlated with 
pathological conditions, but in general the clinician's subjective 
analysis is not capable of detecting the plethora of subtle events m 
a human EEG. 
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This is not to say that rigorous analyses have not been 
successfully attempted. Spectral analysis of the EEG has revealed 
much information about the basic rhythms pre sent. While there 
are some cautions to be observed concerning possible errors 
caused by inadequate sample length ( 18), it seens certain that this 
type of time series analysis will continue to be useful in EEG 
studies. Other analytical tools such as correlation theory and 
factor analysis have also been used, but most of these more 
objective analyses of spontaneous activity are in their "formative" 
stages. 
An example of spontaneous activity is shown in Figure 1-1. 
It is characterized by relatively large amplitude, low frequency 
activity when the attention of the subject is low, and lower 
amplitude, higher frequency activity as the level of alertness 
increases. Recordings made from the scalp typically lie in the 
range t 50 µ v, with very little measurable energy above 50 Hz in 
frequency. 
In this study no attempt will be made to analyze 
spontaneous EEG, and in fact it will be regarded as "noise. " The 
focus of attention is rather on a particular event in the EEG which 
can be elicited in a relatively controlled fashion, the evoked 
response. 
2. What is an Evvked Response and how is it Recorded? 
Before mentioning some of the early work in evoked 
potentials, let us define what is meant by the term. Briefly one 
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Figure 1-1. Spontaneous EEG activity in the human at different 
levels of alertness. From Jaspar ( 13). 
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· could say that an evoked potential, or evoked response, is that 
component of the EEG which can reliably be identified as the 
response to a brief stimulus to one of the sense modalities. 
Further, this response is definitely time-locked to the occurence 
of the stimulus. 
This definition says many things. Obviously it suggests 
that the evoked response is recorded with much the same equipment 
used to record spontaneous EEG. Secondly, one must emphasize 
the qualification regarding the cause and effect relationship with 
the stimulus. Successive presentations of a given stimulus should 
produce identical responses. It will be seen that in actual experi-
mental conditions the average of many responses to the same 
stimulus is in fact identified as the evoked response. Our 
experience suggests that generally there is little difference between 
the average of the first half of say 100 responses and the average 
of the second half, hence this stimulus-response relationship seems 
to be an experimentally verified aspect of the definition. 
Note that practically one can record evoked responses from 
only three sense modalities. Since it is difficult to arrange a 
brief stimulus of either smell or taste, we are left with the 
so-called visual evoked response or visual evoked potential (VER 
or YEP), the acoustic evoked response (AER or AEP) and the 
somatosensory evoked response (SER) which is obtained by direct 
electrical stimulation of a peripheral sensory nerve. 
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The spontaneous activity constitutes the background from 
which the evoked response must be extracted. If a 2-3 tJ.Sec light 
flash is presented to a subject, an electrical event lasting some 
300 ms occurs in the EEG. The detection problem is that evoked 
responses recorded from the scalp usually do not exceed t 5 f.Lv, 
and hence are almost impossible to "see" because of the larger 
amplitude spontaneous activity. The responses are more easily 
seen of course when recordings are taken from exposed cortex, 
but detection through the intact skull has had to await the improve-
ment of recording techniques, Dawson ( 7), in 194 7, was the first 
to use signal averaging techniques to improve the signal to noise 
ratio. His technique was to superimpose the activity immediately 
following several stimuli on an oscilloscope screen and thus achieve 
enhancement of the signal. 
Today the same principal is used in a slightly different 
manner. Many stimuli are presented and a trigger signal at 
stimulus onset time is used to initiate the "sweep" of a small 
computer specially designed to do signal averaging. The computer 
then samples the signal (spontaneous background activity plus 
evoked response) at regular intervals (say one ms) for the expected 
duration of the evoked response (say 250 ms). The samples taken 
during the first sweep are stored in some digital storage medium 
and the sampled responses to successive stimuli are then summated 
with all previous samples. In this way activity which is correlated 
in time with the stimulus (the evoked response) tends to be 
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additively enhanced while non-correlated activity (the spontaneous 
EEG) averages to zero for a sufficiently large number of stimuli 
(usually 80 to 100 for visually evoked responses). 
In order to see this, consider that the response recorded 
after a single stimulus is composed of two parts, the "signal" 
(the evoked response) and the "noise" {the background spontaneous 
activity); i.e., let 
f{t) = s{t) + n(t) 
be the recorded signal, where s{t) is the evoked response and n{t) 
is the noise. The noise term can be considered to be Gaussian, 
"th d . 2 w1 mean zero an variance er • After averaging the responses to 
several stimuli, however, consider the expected value of f{t): 
E [f{t)] = E [s{t) + n{t)] 
= E [s{t)] + E [n(t)] 
It is assumed that the evoked response is constant over successive 
stimuli, hence, since E [n{t)] = 0, 
E[f(t)] = s(t) 
Moreover, define the signal to noise ratio to be the r. m. s. 
value of the signal divided by the r. m. s. value of the noise. For 
some sample time, say t., the r. m. s. value of the signal is 
1 
simply s(t.), while that for the noise is er. Therefore, at each point 
1 
t. of the response to a single stimulus, the signal to noise ratio is 
1 
s(t.)/ er • After averaging say n responses, however, the noise 
1 
r. m. s. value is decreased by a factor 1 I """n while the r. m. s. 
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value of the signal is still s(t.). Hence, the signal to noise ratio 
1 
after averaging is s(t. ) • "1D.! CT , an improvement of ..fn. 
1 
The spontaneous EEG is prob ably not Gaussian distributed 
over short intervals, but over seve r al successive stimuli this 
assumption becomes more and more accep table. Sl ight departures 
from these assumptions are not, however, sufficient to negate the 
validity of this averaging technique. 
3. The Challenge of the Evoked Response 
The above and similar techni ques have led many · 
investigators, in the score of years since Dawson refined his 
techniques, to an exciting yet frustrating conclusion. Recordings 
on many human subjects have shown unquestionably that a given 
subject in a constant experimental condition will give evoked 
responses of high repeatability. Experiments repeated over a 
period of perhaps weeks show this enticing reliability of the 
response of a given subject to the same stimulus. Figure 1-2 
exemplifies this fact: the responses for each subject are presented 
as the mean response over consecutive sessions closely bracketed 
by the mean plus or minus one standard deviation. There is a 
noticeable difference between subject s, yet the appeal of the evoked 
response lay in its within-subject reliability. It seemed certain 
that it must provide some tool for understanding the processes of 
the brain. Some of the diverse experimental results to date have 
been that certain characteristics of the evoked response can be 
correlated with visual stimulus complexity ( 15); that latencies of 
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Figure 1-2. Evoked responses of 7 subjects to 4 different visual stimuli. Curves shown are the 
mean responses to several replications of the same stimulus, plus and minus one 
standard deviation. From Lehmann and Fender ( 15). 
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certain peaks in the response are dependent upon decision-making 
by the subject ( 23); and even that the shape of the visual evoked 
response in cats is directly related to the probability of firing of 
single cells in the visual cortex (9). Despite these and other 
valuable building blocks, however, a recent review by Lindsley ( 17) 
realistically admits that evoked response research has thus far 
failed to open any doors to great neurological insights. 
There are many reasons for the slow advance of under-
standing in this area. Some are technical in nature, such as the 
difficulty in comparing results from one experimenter with those 
of another. Many investigators still consider upward deflections 
on an oscilloscope to denote negativity, making it necessary to 
mentally "flip" their recording to agree with normal polarity 
conventions. In addition, it is very difficult to report precisely 
the locations of recording electrodes. The so-called 10-20 
electrode system ( 12) is an attempt to produce a standard reference 
system, but it still remains for the experimenter to place his 
electrodes accurately according to this or any other reference 
scheme. What is desired perhaps is some form of stereotaxic 
instrument for electrode placement. In short, variations in 
recording technique have somewhat confused the evoked response 
literature. 
Besides these instrumentation problems, the subject 
himself is a source of considerable variation in results. It has 
been stated that there is great variability between subjects for a 
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given experiment. A human is such a profusion of neurological 
responses to his environment that obviously the psychological and 
neurological states of different subjects cannot be expected to be 
identical even in the same experimental environments. It would 
seem that very often the evoked response is as individual as the 
subject's signature, and these large differences between subjects 
could obscure any common facets of the response pattern. 
There are thus a myriad of confusing features of an evoked 
response. Even after attempting to eliminate the spontaneous EEG 
from the recording, what remains is a very complex signal. In 
spite of the repeatability of the signal, there are today very few 
inferences that can be made concerning the relationship between 
the evoked response and the cortical processes underlying it. 
4. Neuro-anatomical Origin of the Evoked Response 
The gross features of the human visual nervous system are 
shown in Figure 1-3. Briefly, we see that afferent information 
passes from the retina to the primary visual cortex, passing on 
the way through a sub-cortical relay station, the lateral geniculate 
body. A partial bifurcation of the optic nerve occurs at the optic 
chiasm, where fibers originating from the nasal retinae cross one 
another, resulting in representation of the left visual field in the 
right half of the brain and vice-versa. This reversal of topology 
is common in many nervous systems. 
Innervation from the retina is conducted as shown to the 
primary visual cortex, so-called area 17. Activity in this area 
Visual 
cortex 
Lateral . 
oeniculate body 
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Figure 1-3. Gross anatomy of visual nervous system 
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does influence the "visual association areas"- --areas 18 and 19, 
but precise description of the spatial and temporal connections 
along this path are of course difficul t to obtain. Similarly it seems 
certain that information is shared between the hemispheres across 
the corpus collosum, but again the histological tracing of this 
sensory route is slow to obtain. 
In addition to not knowing the total spread of visually 
excited pathways, the function of each site along the way will not be 
completely described until many more studies are done. The optic 
tracts quite apparently pass through the lateral geniculate bodies 
and make synaptic contacts there, but the role of this intermediate 
station is understood only up to the point of being some type of 
"relay" center. 
Finally, the temporal course of events in the visual nervous 
system is again unclear. Studies of retinal delay time have shown 
that parameter to be dependent upon stimulus intensity, ranging 
from 20 to 35 ms at low stimulus levels to about 5 ms at higher 
levels ( 22). The overall delay time from stimulus to appearance of 
correlated activity in the cortex has been estimated at 35 - 40 ms 
(22). Beyond these gross features, however, the timing of events 
along the visual pathway also appeals to further experimentation. 
The other extreme of organization of the visual nervous 
system, at the neuronal level is shown in Figure 1-4. Histological 
evidence here tells us that the cortex is organized in columns of 
cells, perpendicular to the surface of the cortex. Information-
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Figure 1-4. Organization at the neuronal level in various types of 
cortex. A. Motor cortex. B. Pre-motor cortex. C. Sensory 
cortex. D. Sensory visual cortex. E. Visual association cortex. 
From Duke-Elder (8). 
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carrying connections are niade both parallel to the axis of the 
columns and transverse to it (parallel to the surface of the cortex). 
The problem at this stage of course is to adequately catalogue even 
a small number of neurones, complete with a careful mapping of 
their ori gins and destinations within the brain. 
Thus there are two anatomical extremes presented by 
Figures 1-3 and 1-4. Neither level of organization is adequately 
understood, and of course knowledge of the neuronal level is 
precursory to filling in gaps at the gross level. On the one hand, 
studies of the properties of single neurones continue to define the 
basic properties of these fundamental neural building blocks. The 
classic work of Hubel and Weisel (11) and Lettvin et al. (16) are 
good examples of this methodical study of single cells. Work on 
the gross features, on the other side of the problem, also continues 
with gross EEG recordings and similar studies. The conceptual 
problem is to be able to extrapolate gross behavior from single 
neurone properties or vice-versa. Certainly models of nervous 
networks, based on known cellular properties, have been made and 
are viabl e tools. These models, however, seldom include more 
than say 100 neurones, and it is difficult to imagine even the 
largest of computers being capable of extending these "synthetic" 
studies to any reasonable fraction of the entire nervous system. 
Similarly, it is very unlikely that current studies of gross activity 
will shed very much more light on single cell properties. The 
spontaneous EEG is such a cacaphony of activity, and as measured 
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the activity is the averaged or lumped effects of so many cells, 
that it seems ludicrous to think of identifying the effect of any 
single neurone. 
It is not the purpose of this thesis to demonstrate that these 
two approaches to studying the nervous system can be brought to 
collide head-on. Rather it is hoped that the studies here will 
suggest a method of bridging in some small part this gap in inter-
pretation of available data. The method by which this will be 
attempted is to study the activity of some restricted but still large 
population of neurones. The visual evoked response is after all 
quite specific to visual activity. By studying this event at many 
more sites on the scalp than previously attempted it is hoped that 
some new interpretive skills can be developed. 
The difficulty in understanding the causal relationships 
between complicated nervous structures and their external electrical 
manifestations cannot be overstated. The question is: what really 
is measured by a gross electrode which records transcranial 
electrical activity? To be sure millions of individual neurones are 
active at any one time, and the manner in which the activity of 
each is combined, distorted, attenuated and otherwise manipulated 
before being sensed by a single electrode on the scalp is complex 
to say the least. There are many controversies which have sprung 
from this enormous interpretive difficulty. Space and time permit 
only those of direct significance to the present work to be 
discussed. 
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Firstly, does the scalp EEG represent the summated 
effects of neuronal action potentials, or does it arise from the 
multitude of post-synaptic or generator potentials in the cortex? 
Observe that most arguments that support one of these two 
hypotheses must also support the other - an increase in post 
synaptic potential activity must of necessity engender an increase 
in the number of action potentials and vice-versa. Even if influence 
in the brain is much more inhibitory than excitatory, a strong 
correlation still prevails except it is negative. A report by Fox 
and O'Brien (9) has considerable import in this matter. These 
authors recorded single unit activity with a microelectrode, then 
destroyed the neurone being studied and subsequently recorded 
average evoked responses within the same region of the cortex 
with the same electrode. Their results showed that the shape of 
the post-stimulus histogram of single unit activity was practically 
identical to the shape of the average evoked response. These 
conclusions were made quite subjectively; the authors did not in 
fact test in any statistical manner the hypothesis that the two 
curves were linearly related. It is perhaps fortunate that the two 
curves appeared so similar: if say, the evoked response was 
actually proportional to the logarithm of single spike activity, the 
curves would not be so similar and an important result might be 
overlooked. In any event, however, a correlation between single 
spike activity and the evoked response can reinforce either of the 
two hypotheses. 
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There are two observations which could perhaps buoy up the 
idea that EEG activity comes from synaptic potentials. First it 
has already been mentioned that very little energy is found 
above 50 Hz in a typical EEG. Since action potentials have rise 
times less than a millisecond long one could say that the very 
absence of high frequency activity rules out the influence of single 
spike activity on EEG. Also it is said ( 21) that over 90 percent of 
the average neuronal surface area is dendritic, hence by virtue of 
such a large number of synaptic sites the greater component of the 
EEG must arise from these generator potentials. 
Countering the idea that single spike activity is absent from 
the scalp activity is again the realization that millions of neurones 
are likely to be firing closely upon one another. The human 
nervous system probably does not rely on smaller populations of 
5 
neurones than say 10 to process sensory inputs. No matter how 
insignificant the stimulus, many thousands of neurones are likely 
to be regimented into activity. Hence, it is still perhaps the 
"envelope" of all such action potentials that is recorded and it only 
remains for recording techniques to improve in order to resolve the 
individual neural spikes omnipresent in the EEG. 
The presence of dendritic contributions to the electric 
potentials measured on the scalp is almost inescapable. While 
smaller in magnitude than fully developed action potentials, a great 
deal of summation of these small potentials is possible. Whether 
these generator potentials predominate in EEG activity is still, 
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however, a subject requiring further study. What is undertaken in 
this thesis does not depend on the details of ascribing the makeup of 
the EEG signal to the two processes above. It is sufficient that in 
the case of the evoked response there is some repetitive, synchro-
nized activation of a certain population or populations of neurons 
during the time following the stimulus. These features are 
sufficient to study the evoked response from the standpoint of 
localizing these neurone populations within the brain. 
5. Attempts at Localization of EEG Generators 
As will be seen, the principal thrust of this thesis is to 
develop some techniques to localize equivalent cortical sites of 
evoked response activity. This is one of the most tantalizing 
prospects in electroencephalographic research. Generators of 
both the spontaneous activity as well as evoked responses are 
sought; clinical work has frequently been motivated in this 
direction and neurophysiologists in general have joined in the 
pursuit. Brazier ( 3} has made some attempts to locate sources 
of spontaneous EEG, and some tentative studies of localization of 
evoked response activity have appeared (e.g. Paicer, Sances and 
Larson ( 19}}. These localization studies are not of course free of 
either conceptual or analytical problems. 
One of the problems concerns the applicability of "volume 
conduction 11 to EEG phenomena. A very detailed and complete 
description of this theory - essentially a consideration of this 
electromagnetic properties of single and group neuronal activity 
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in their normal environments - is available in Plonsey ( 20). The 
essence of the theory is very simple: even though the current 
density associated with either an action potential or a synapse is 
maximal close to the excited site on the neurone, the current must 
be continuous throughout all conducting media enclosing the 
activity. Hence, an electrode even remote from the neural event 
can, by the properties of electromagnetic fields, be sensitive to 
the event. 
The validity of the theory of volume conduction for all types 
of EEG activity has been questioned, as discussed in a recent 
report by Vaughn (21). Specifically, it is said to be difficult to 
apply the theory to localization of cortical generators when these 
generators are large in number, as is apparently the case with 
spontaneous activity. When study is confined to evoked responses, 
however, the situation is described as much ameliorated, since 
there is evidence { 14) to suggest that the scalp potentials recorded 
at sites remote from primary projection areas arise from volume 
conduction. The caution, as correctly stated, is not that increasing 
the number of generators invalidates the theory of volume 
conduction --- only that the interference between all these 
generators clouds any attempts to localize any or all of these active 
sites. In the extreme case of most spontaneous activity it seems 
inescapable that the cortical generators are so profuse that no 
existing techniques could possibly effect any localization. Since in 
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this thesis I am in fact dealing with only evoked response activity 
I embrace the applicability of the theory, along with certain other 
assumptions discussed in Chapter Four. 
A very important instrument ation problem is apparent in 
localization studies. If one is to determine the most probable 
focus of activity giving rise to the scalp potentials it is important 
to record these scalp potentials over a large number of sites. In 
other words, one must be equipped to "map" the distribution of 
potentials on the head. This is not a trivial consideration by any 
means, and most laboratories are restricted in this regard by 
recording systems capable of registering fewer than ten channels. 
Many more difficulties will be encountered as attempts to 
localize cortical generators become more and more refined, but 
it now appears that a certain momentum is developing toward 
discovering the elusive sources of EEG and evoked responses. 
6. The Goals Set for this Research 
In this chapter most of the salient obstacles to knowing the 
relationship between cortical activity and scalp EEG phenomena 
have been raised. In short, the neuroanatomical origin of most 
such phenomena is unknown. The question of synaptic activity 
predominating over action potentials is unresolved and requires 
more extensive study. As to the localization of cortical generators, 
it seems that at present litUe can be done with spontaneous 
activity, due to the predominantly intuitive idea that many 
generators are simultaneously active. Evoked response& however, 
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seem to hold some promise. It will hopefully be shown that by 
mapping the potential field on the head and applying the volume 
conduction theory it is possible to locate equivalent generators for 
visual evoked responses. 
The point is well taken that this analysis is a formidable 
task. This study was not undertaken in expectation of stumbling 
upon some chance correlation of the evoked response activity with 
other neurophysiological evidence. At all times the author has 
attempted to keep firmly in mind the actual physical constraints of 
the problem. Certainly some simplifying assumptions will be 
made, but these assumptions (concerning head shape, conductivity 
discontinuities, etc.) are at least consistent with as much 
available data as possible. The methodology is a compromise 
between extending rigorous mathematical treatment of the 
localization problem on the one hand and gathering meaningful 
neurological insight on the other. 
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II. EXPERIMENTAL METHODS AND 
PRELIMINARY DATA PRESENTATION 
1. An Overview of the Experimental Environment 
The data analyzed in this study were recorded at the Smith-
Kettlewell Institute of Visual Sciences, Pacific Medical Center, in 
San Francisco. Much specialized equipment is necessary to 
record human visual evoked responses, and a cooperative effort 
with Dr. Dietrich Lehmann and Mr. Jules Madey at the institute 
was undertaken in order to acquire the necessary data. 
Figure 2-1 shows the essential features of a typical 
experiment. The subject, stimulation apparatus and pre-
amplification equipment are all situated in a shielded, darkened, 
sound-attenuating chamber. A troposcope display device delivers 
visual stimuli binocularly to the subject, and in this way various 
combinations of steady illumination of one or both eyes, structured 
patterns ·shown to one or both eyes and light flashes shown to one 
or both eyes can be achieved. Light stimuli were derived from a 
Grass type PS-2 photostimulator, at an intensity setting of 8. 
EEG activity is monitored from Grass gold plated cup 
electrodes held in place with Grass type EC-2 electrode cream. 
Mr. Matley designed and constructed a fifty channel system for 
data recording; the signals are amplified and then analogue samples 
of each channel are multiplexed onto a seven channel, FM tape 
PHOTO STIMULATOR 
TROPOSCOPE 
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SYSTEM 
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Figure 2-1. The evoked response recording system. 
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recorder. An entire experiment, consisting of perhaps several 
replications of several experimental conditions, is recorded 
continuously in the form of EEG data on the recorder. Also 
retained are signals denoting stimulus onset times and other 
timing information necessary to recover and average the responses 
from individual channels. After the data have been recorded in 
this way there follows a long process of averaging from stimulus 
onset time, for a given channel, the responses to each of eighty to 
one hundred flashes. This is derived by playing back the FM tape, 
demultiplexing the data samples and averaging in a signal averager 
(in this case a Computer of Average Transients, model 1000). The 
CAT averages four channels at a time, sampling each channel every 
one ms for a total of 256 ms. Finally the visual evoked responses, 
now in digital form, are punched onto paper tape for analysis. 
In the experiments used in this study, two subjects were 
used: an adult male (KW) and an adult female (DALO). Both 
subjects were normal. Data have been recorded from more 
subjects (in the order of ten) than the two used here, but the results 
from this larger group have not yet been analyzed. 
The experimental conditions were very simple--unstructured 
light flashes to left, right or both eyes. In the case of subject KW, 
41 (monopolar) channels were recorded against a 42nd electrode 
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used as reference, while the DALO data were derived from thirty-
eight monopolar channels using a " phantom" reference electrode 
to be described later. 
In chapter I it was mentioned that t h ere are many sources 
of variability in evoked response experiments that can be identified 
with the psychic and physical states of the subjects. There are 
some steps to be taken to head off excessive problems in this 
respect (3). The subject should be comfortable in the apparatus; 
he should be well adapted to the low ambient illumination. Dilation 
of the pupils is desirable in order to standardize retinal illumination 
by the stimuli. Recording time should be both short and constant 
and some fixation procedure should be used to insure stimulating 
identical retinal areas. 
There are also many instrumentation problems involved in 
this type of research. How many recording channels are necessary 
to characterize an evoked response? What can be used as the 
reference or indifferent electrode for a given channel? Can all 
channels use the same indifferent electrode? In addition to these 
and other aspects of the recording environment, there are always 
the problems of deciding how the data can be summarized in the 
most meaningful manner. Some of these problems will be 
discussed in the remainder of this chapter. 
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2. The Recording System Why fifty Channels? 
Historically, EEG data have been recorded from a relatively 
small number of channels, usually twelve or fewer. The influence 
of clinical work is quite significant, since few diagnosticians can 
adequately analyze by eye a large number of channels. 
During the study undertaken here, however, it was possible 
to record up to fifty channels inexpensively, and the question of 
ease of analysis was not a limiting factor since a large computer 
was available to do all of the drudgery. 
Finding inexpensive systems to record up to fifty channels 
of EEG was not, however, the goal of this research. The real 
motivation for recording from so many channels was that it was 
necessary to accurately map out the potential distribution over the 
surface of the head in order to use the analytical techniques derived 
in this thesis. The visual evoked response desired was not just a 
single channel nor even a small number of channels, but sufficient 
channels to define a "surface" of potential readings over a large 
portion of the skull. 
At this point it is constructive to ask just how close two 
electrodes on the scalp can be and still measure different signals. 
The shunting effect caused by the relatively high conductivity of 
the scalp is important, so there must be a certain minimal spacing 
below which no real gain in resolution occurs. In a recent paper 
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by Rush and Driscoll ( 10) it is stated that a spacing of five cm is 
this lower limit, for a surface electrode. This conclusion came 
about in a study of reciprocal relationships in the brain and its 
surrounding tissues. Current was passed through surface elec-
trodes and fields were measured inside the skull. When the source 
and sink electrodes were placed closer than five cm, the shunting 
in the scalp between the electrodes caused very little current to 
be passed through the low conductivity skull into the brain. Ob-
serve that this does not say that electrodes placed closer than five 
cm and used to record EEG will measure the same signal strengths 
--- the scalp does after all have a finite resistivity. A source 
within the skull will produce a continuous voltage distribution on 
the surface and electrodes at any spacing will still be sensitive to 
differences between recording sites. Thus an average electrode 
spacing was chosen which seemed reasonable both from the point 
of view of placing the electrodes on the head of the subject and also 
from considerations of resolution of the surface field. That spacing 
is three cm, and one can empirically satisfy himself that in order 
to place an electrode at a spacing of three cm over the area from 
inion to just forward of the vertex and roughly from ear to ear of 
an adult human, about fifty electrodes are required. 
Clinical people will immediately realize the difficulty in 
placing this number of electrodes on the subject. An experienced 
person (Dr. Lehmann) requires about two hours to properly place 
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all electrodes on the head. Note also that the electrode placement 
scheme cannot possibly conform to the so-called 10-20 EEG 
electrode scheme (2), offered as a standard system for describing 
electrode placement. These experiments, however, are a 
considerable departure from the considerations which motivated 
the establishment of 10-20 system, since it was intended to be a 
clinical scheme. 
Eventually it was decided that in order to alleviate the 
problem of electrode placement, as well as to be able to accurately 
locate for later analysis the position of each electrode, a special 
recording helmet could be used. This helmet moulded to the 
head of a subject, would be lightly sucked onto the head with a 
vacuum system. The recording helmet, however, was still under 
development at the tilne the present results were taken. While the 
idea shows promise for future recordings, the data herein analyzed 
were recorded from electrodes attached in the normal manner. As 
closely as possible the electrodes were placed on the head of the 
subject in the pattern shown in Figure 2-2. In this way specifi-
cation of a small number of parameters located the electrode array 
with satisfactory accuracy. The KW array was composed of six 
rows by seven columns, while the DALO data were taken from a 
matrix of six rows by five columns plus four additional electrodes 
on each side of the head, near the ears. 
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3. The Problem of a True Reference Electrode 
In the EEG literature today two problems still seem to be 
given more attention than seems reasonabl e. Further, the diverse 
opinions as to their solutions give r i se in many cases to observa-
tions which cannot be compared wi th data from other experimenters 
with different recording techniques. 
The first problem is to find a truly indifferent electrode 
for recording EEG data, and the second, really a variation of the 
same problem, is whether monopolar or bipolar recordings should 
be used. 
Monopolar recordings are those in which the reference 
inputs to all amplifiers are connected to a common point, most 
likely some site on the head where EEG activity is expected to be 
small (mastoid process, ear lobe etc.) Bipolar recordings on the 
other hand are made with each amplifier connected to its own 
"active" and "reference" electrodes. 
Most clinical EEG recordings are made from bipolar leads, 
that is, a differential amplifier is connected to two electrodes on 
the head and thus measures the difference in voltage between this 
pair of electrodes. Each amplifier is connected this way, and 
thus if four channels are recorded, a total of four pairs of elec-
trodes :!.re used, either by placing eight electrodes on the head or 
by placing fewer than eight and using some electrodes more than 
once to form a new pair. 
- 36 -
To an electrical engineer this is an extremely confusing 
method. The scheme is carried to its extreme as Grey- Walter 
( 11), in a book on clinical methods, actually gives a formula for 
computing the nwnber of differential amplifiers "necessary" to 
"exploit" a given nwnber of electrodes! 
One immediately recognizes that the formula is that for 
combinations of N things taken two at a time. The point is of 
course that many of these "necessary" channels are derivable from 
combinations of others, and nothing is gained by adding more 
amplifiers. 
To illustrate the difference between monopolar and bipolar 
recordings, consider Figure 2-3. In (a) we see four bipolar leads 
and the responses therein to flashes in either the left or right eyes. 
Note that there is an apparent polarity reversal from homolateral 
to heterolateral hemispheres, a fact which many investigators 
would consider to be intrinsic to the response and probably 
functionally meaningful. Inspection of the four bipolar leads shows 
that it is possible to derive monopolar leads from the same data, 
and thus refer four of the electrodes to one common reference. 
When the arithmetic is done, ie. 
E 5-E 1 = (E5-E3) + (E3-E 1), etc., 
we derive (b) in Figure 2-3. Now there is no polarity reversal 
across the mid-line, only a monotonic change in amplitude of the 
signals. The data are exactly equivalent to that of (a), but presented 
LEn EYE sr..iu1t0 
--A 
~R~v 
100-
~ 
, ..... 
STlllUU 
I 
A 
- 37 -
RllHT m STlllUlJr[O 
~ 
~ 
(a) 
B 
{b) 
L[FTHCM-11[ 
NIGllT--11[ 
'"'"' SflWUl.1 
I 
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in a different manner. The apparently significant polarity reversal 
is merely the result of different reference systems! 
Ideally one wants to measure monopolar potentials --- the 
activity of each electrode compared to some common, indifferent 
reference point. Should bipolar potentials be desired it is simple 
to find differences between pairs of monopolar potentials. 
The problem is of course, where does one find an electrode 
truly indifferent to the EEG signals? Those authors who have 
attempted monopolar recordings have used many different sites: 
ear, vertex, mastoid process, etc. as the location of one electrode 
against which all others are compared. It is credible to say that 
these locations are usually relatively indifferent to EEG activity, 
but one can almost always demonstrate that some small potentials 
ascribed to the EEG are present even at these sites. It must also 
be pointed out that any single reference electrode must summate 
the ground return current from all active electrodes at that point. 
For a recording system such as is used here, however, the large 
number of electrodes spread over a considerabh portion of the 
head most probably carry signal currents whose ground returns 
sum almost to zero. 
Note that systems with only one reference electrode are 
preferentially sensitive to those electrodes which, taken with 
the ::-eference point are co-linear with the field vector producing 
the EEG activity (McFee and Johnston)(6). Consider Figure 2-4. 
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A voltmeter connected between electrodes 1 and 3 will measure 
zero potential difference since these two electrodes lie on the 
same equipotential line which would be caused by a dipole source 
at the origin as shown. An instrument connected between elec-
trodes 1 and 2, however, will measure a deflection since electrode 
2 is situated where the maximum potential will be attained. In 
our recording system with a large number of electrodes, there 
are electrodes which at some moment are at the same potential 
as the reference site while others are not. A little reflection 
should convince the reader that this is an acceptable and in fact 
perfectly workable arrangement. 
I 
This author suggests that too many hours have been spent 
in emotional support of one scheme or another, none of which 
is really different from the others. Any single elect:t:"ode placed 
on the body will be of necessity sensitive to line voltage interfer-
ence, muscle artifacts and EKG signals (whose magnitude is 
roughly 1000 times that of the EEG). Furthermore the several 
sites mentioned above are, for most purposes, electrically 
equivalent. Think of the problem in a topographical manner: 
at any point in time the voltages on the surface of the head trace 
out some potential "surface", with peaks over the high amplitudes 
and troughs over the low amplitudes. A "man" standing on this 
surface somewhere can trace out the "shape" of the activity 
relative to him no matter where he is on the surface. As long 
as he is not on some spot which is influenced by signals other 
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than the EEG signals, and in a way not equal to the influence at 
other points (in other words, if some larger background activity 
like the EKG shifts the entire surface up or down uniformly, the 
relative shape is unchanged) ~is vantage is a viable one . 
. We have found experimentally that placement of one refer-
ence electrode at a site even surrounded by the active monopolar 
electrodes did not significantly change the shape of the responses 
as compared vi th those using any other single reference point. 
For subject KW this was the case; all forty-one electrodes 
being measured relative to a forty-second electrode located at 
the vertex. 
As our theoretical work entered this area, however, we 
arrived at a different system by the time data were taken for subject 
DALO. For this subject and subjects following, a pseudo-electrode 
was created and used as the reference point for all channels. 
The creation of this electrode is dependent upon some 
assumptions regarding the electromagnetic aspects of the system. 
First, as is very lucidly discussed in Plonsey (8), the EEG signals 
can be considered at each point in time as electrostatic in nature -
the recordings do not show large components at frequencies suf-
ficiently high to demand inclusion of electromagnetic effects 
(the vector potential terms in Maxwells' equations can be ignored). 
Treating the scalp potentials in this way leads to a second 
assumption which can be made. Since the diffuse ionic activity 
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which gives rise to the potentials involves electronic charges which 
sum to zero (or at least a constant), the sum of the electrostatic 
potentials measured over a closed surface bounding the charges 
must also be zero or a constant. 
Note that some portions of this supposed surface enclosing 
the cortex are not normally recording sites (the face, frontal 
surface, below the chin and ears, etc.). It is our observation how-
ever that these sites show little if any activity which can be identi-
fied with any portion of the evoked response recorded over the 
more active areas of the skull. Therefore, to a first approxima-
tion, if the electrode array extends to those sites beyond which 
the signal amplitude is below the system noise level, then the sum 
of the potentials which exist over this unsampled area will be a 
small and relatively constant level. 
Thus it is reasonable to create a "phantom" reference 
electrode by the scheme shown in Figure 2-5, due to Madey ( 5). 
Each electrode is connected to a summing network which weighs 
each channel equally in deriving an "average" electrode with 
respect to which all channels are measured. The equivalent 
local generators and their associated resistance are denoted 
by the ek and R respectively. Assume R < < R < < R. where 
ek e s i 
R. represents the amplifier input impedance and is greater than 
l 
108 n. Then if this condition is satisfied, 
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Figure Z-5. Circuit diagram for averaged reference electrode, 
Due to Madey (5), 
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1 n 
e = A• ( ek - n- 'E ek) 
Ok k=l 
with small error. Thus if all Ak are assumed equal 
n 
L e = 0 
k=l Ok 
This idea is not new, since similar reference derivations 
have been used in EKG recordings, and some systems even use 
non-uniform weighting in the summing network to achieve electrode 
sensitivities to certain cardiac events ( 6). In fact it is interesting 
to note that Offner (7), who has had considerable influence in the 
design of EEG recordimg systems, proposed such a scheme in 
1950. 
I 
Perhaps the fact that large numbers of electrodes are re-
quired has slowed acceptance of the principle. 
Before leaving this discussion, observe an opportunity 
exists to test the validity of the "phantom" reference electrode 
with the KW data. If ~he assumptions are correct, then the sum 
of the forty-one potentials at each sample time, weighted equally 
to produce the equivalent of the summing network shown in 
Figure 2-5, should be a small number. The results of performing 
this operation are shown in Figure 2-6. Over the duration of the 
response we see that the assumptions are reasonably justified 
the sum is small if only piecewise constant. 
One can test the hypothesis that the phantom electrodes 
thus derived are not correlated with each other or with the active 
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electrode recordings. The average correlation (by the Pearson 
product-moment method} among a ll channels for all three condi-
tions is O. 573. The average correlation between active channels 
and the phantom channels of Figure 2-6 is O. 526 and the average 
correlation between the phantom channels is O. 732. At the 5% 
significance level the critical level of the correlation coefficients 
is approximately O. 304, hence all correlations are significant. 
Moreover, there is a higher correlation between the three traces 
(. 732) of Figure 2-6 than would seem apparent by eye. 
These high correlations do not condemn the use of the 
averaged reference electrode. One would in fact anticipate a 
certain degree of significant correlation by virtue of the fact that 
this average electrode is a linear combination of the active channels, 
hence it must be related to them. The high correlation between 
the three averaged electrodes is perhaps only a further indication 
of something which can be seen in the data - - the responses to 
the three different stimuli are very similar. 
This process would only have an adverse effect on the 
recordings if the averaged traces of Figure 2-6 were highly 
oscillatory. This would mean that at one point all potential 
readings would be elevated and then shortly thereafter all would 
be depressed. This would of course alter the shape of the evoked 
responses obtained. It would appear that this would not have been 
a problem here, since the averaged reference is quite flat over a 
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considerable portion, from about 50 ms to 130 ms (a very 
significant interval, as will be seen) and again relatively flat 
from about 130 ms to 170 ms (another interesting interval). 
In any event, the magnitudes of the averaged reference 
potentials for the most part lie within the standard errors of most 
of the evoked responses. It may be that further investigation 
will demonstrate how to more closely approach an average level 
of zero or a small constant, but in the aggregate, this one test 
of the scheme seems to support its continued use. 
4. Data Reduction and Display Methods 
The paper tape records produced by the laboratory in 
San Francisco were removed to Caltech for all subsequent analysis. 
Figure 2-7 shows an outline of the preliminary data re-formatting 
done. Each of the three stimulus conditions reported here was 
presented a total of three times for each subject, allowing extrac-
tion of a mean response for each condition. The data were then 
smoothed to remove any maverick sample' errors. The final 
tape containing the "raw" data contains the mean responses, 
standard deviations, smoothed mean response and first time 
derivative of the mean response for each channel for each condi-
tion. Details of this process can be found in the appendix. 
It would be an understatement to say that the experimenter 
is impressed at this point by the abun~nce of data which exist 
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only as numbers on computer tape. Consider only the response 
to one condition: there are as many as fifty channels and 256 
samples per channel, giving approximately 12, 500 data points to 
confuse the observer. 
It seems obvious that even plotting out each channel for 
each condition for each subject still falls short of allowing some 
reasonable visualization of the data, since that process would 
yield in this case some 300 responses. Even if one could arrange 
these plots on the walls of his room it is doubtful any real insight 
coul~ yet be achieved. What is necessary is a visual summariza-
tion of the data which affords discovery of the salient similarities 
or differences from experiment to experiment. This visual "aid11 
can be very valuable in quickly examining the large amount of 
data recorded. 
Figure 2-8 . shows a sequence of tracings of evoked responses 
for ea.ch subject and each experimental condition. Only a small 
number of the actual 40-odd channels are shown for illustrative 
purposes. The only facts really apparent from these records are 
that the respon~es to all three stimuli are quite similar, that 
there appears to be a polarity reversal between the two subjects, 
and that there is for each subject a polarity reversal from anterior 
to posterior regions of the skull. The reader will probably concur 
that this graphical technique is not adequate to show the complete 
behavior of the evoked responses. 
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The solution offered here largely springs from the original 
motivation for the large electrode array in order to define a poten-
tial surface on the head. It seemed reasonable to show the data 
in exactly that form, as equipotential lines sketched on an anima-
tion of the head. At each of the 256 sample times a picture was 
made of the head. In order to compare the responses to different 
conditions, the results for each are shown simultaneously as in 
Figure 2-9. 
In order to orient the viewer to the drawing, some artwork 
has been added to the outline of the head. Ears and a neck have 
been appended, and the elliptical shape is intended to be an 
imaginary circle which circumscribes the vertex --- this to 
determine the line of sight the viewer has. The contour lines which 
of course actually lie on a three-dimensional surface, the head, 
are shown in orthographic projection. This is not only easy to 
implement in a computer algorithm but affords a very natural way 
of viewing a hemispherical shape projected to a plane. Other 
authors using a smaller number of electrodes, not spread over 
more than a small portion of a hemisphere ( 1) have used other 
projection schemes but a consideration of various methods of 
displaying a complete hemisphere (9) led to the orthographic view. 
The eye is imagined to be at infinity and points on the hemisphere 
are simply dropped perpendicularly to the plane. If the viewer 
recalls looking at maps of the earth shown this way, and thinks 
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Figure Z-9. Equipotential maps of evoked response activity 
at 65 ms after stimulus for KW (top) and DALO 
(bottom). 
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of the circle around the vertex as the "north pole of the head" 
there should be few problems. 
The contour lines themselves are labeled A through K. 
The actual "value" of A is the smallest (most negative) potential 
from all channels from all three conditions for a given subject. 
Similarly "K" corresponds to the largest (most positive) potential 
ever attained in one subject. For the subjects KW and DALO, the 
values of "A" and "K" are: 
A 
K 
KW 
-8.04 
4.79 
DALO 
-5. 14 
7.58 
The reader will realize that in making the drawings for consecu-
tive sample times the extreme potential values denoted by "A" 
and "K" are attained only once each, hence most pictures do not 
show the full range of contour lines. This does however permit 
a more general comparison of the data. 
A final observation on the format of the display is that 
those areas which are electro-negative at any time are shown as 
dotted. 
The actual power of this graphical technique is fully 
realized when the consecutive "snapshots" are made into a 
contiguous film and displayed as a movie. Initially a 35 mm film 
showing 256 frames is produced on a computer microfilm device, 
an FR-80. In order to slow down the actual viewing time, as well 
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as to circumvent the fact that most facilities have a 16 mm pro-
jector but few have a 35 mm machi ne, the 35 mm original is 
reduced to a 16 mm print, and in the process each original frame 
is printed four times in the 16 mm copy. The end result is a movie 
1024 frames in length, which, when shown at SILENT speed ( 18 
frames per second) of a typical projector, lasts about one minute. 
Since the actual response lasted but 256 msec, the time axis is 
stretched approximately 250 times in viewing the movie. At this 
speed an alert viewer can almost keep up to the activity, but will 
probably want to view the movie several times. 
The reader will notice that his copy of this thesis does not 
come with a special corner-flipping section on which is displayed 
the movie views of the KW and DALO data. Though this was 
suggested to the author by a colleague in one of his more facetious 
moods, the delight of actually viewing this presentation of the data 
is reserved for those who have access to the film! To partially com-
pensate for this, various frames of one or both movies are 
reproduced throughout the text. 
This problem of adequately viewing enormous data structures 
is a frequent and fair criticism of those experimenters who use 
computers to fill their shelves with numbers. Since it will be seen 
that the analytical portion of this study required large amounts of 
data, it is a valuable fringe benefit to have discovered a way of 
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simply looking at the data and deriving qualitative information from 
it. It will be shown, in fact, in Chapter IV that even quantitative 
inferences are drawn from the movie format. 
- 61 -
REFERENCES FOR CHAPTER II 
1. Estrin, T. and Uzgalis, R., "Computerized Display of 
Spatio-Temporal EEG Patterns," IEEE Trans. Bio-Med. 
Engrg. BME-16 (1969), pp. 192-196. 
2. Jaspar, H. H., "Report of the Committee on Methods of 
Clinical Examination in Elect roencephalography," Elec-
troenceph. clin. Neurophysiol. _!..2. (1958), pp. 371-375. 
3. Lehmann, D. and Fender, D. H., "Component Analysis of 
Human Averaged Evoked Potentials: Dichoptic Stimuli Using 
Different Target Structure, " Electroenceph. clin. Neuro-
physiol. 24 ( 1968), pp. 542-553. 
4. Lehmann, D., Kavanagh, R. N. and Fender D. H., "Field 
Studies of Averaged Visually Evoked EEG Potentials in a 
Patient with a Split Chiasm, " Electroenceph. clin. 
Neurophysiol. 29 (1969), pp. 193-199. 
5. Madey, J.M. J., personal communication 
6. Mc Fee, R. and Johnston, F. D., "Electrocardiographic 
Leads II. Analysis, 11 Circulation 2_ ( 1954), pp. 255-266. 
7. Offner, F. F. "The EEG as Potential Mapping: the Value 
of the Average Monopolar Reference, " Electroenceph. clin. 
Neurophysiol. ~ ( 1950), pp. 213-214. 
8. Plonsey, R., Bioelectric PJ;ienomena, McGraw-Hill, 
New York ( 1969). 
9. Raisz, E., Principles of Cartography, McGraw-Hill, 
New York ( 1962). 
10. Rush, S. and Driscoll, D. A., "Current Distribution in the 
Brain from Surface Electrodes," Anesthesia and Analgesia -
Current Researches 47 (1968), pp. 717-723. 
I 
11. D. and Parr, G., (eds.) "Electro-
osium on its Various Aspects, Ii 
- 62 -
III. THE DIMENSIONALITY OF THE HUMAN VISUAL 
EVOKED RESPONSE 
1. What is the Dimensionality of an Evoked Response? 
After placing many electrodes on the head of a subject and 
eliciting evoked responses from him, the experimenter is quickly 
impressed by a new analytical difficulty beyond the mere bulk of 
data referred to in Chapter Two. This problem concerns the 
inability on the part of most experimenters to objectively contrast 
the activity in one recording channel with that of another. In other 
words, given an array of tracings of say fifty evoked responses 
recorded during a single experiment, how can one objectively study 
the responses for modes of activity common or unique to various 
channels. Are all channels independent of one another, or are 
many recording channels redundant? 
The EEG literature is disappointing in this subject area. 
Some electroencephalographers tenaciously insist that N electrodes 
can be combined in pairs a total of N! /(Z(n-2)!) ways, and hence in 
order to "exploit" this number of "channels, " the recording system 
must be enlarged accordingly! It is hoped this section will show 
that very often N recording electrodes measure fewer than N 
independent variables, let alone any large number of variables 
arising from combining electrode pairs in all possible ways. 
A recent example from studies of the human electro-
cardiogram illustrates the power of the technique to be described 
in this section. Inspired by the work of Einthoven and his 
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"triangle" concept of monitoring cardiac activity, it was long 
popular to record human ECG signal s using the classic "limb - lead" 
recording system of three recording sites on the body - - the two 
wrists and one leg. Recently, howev er, the diminishing cost and 
compaction in size of one ECG recording channel has allowed 
extension of clinical electrocardiographic recording to many more 
channels , up to 12. At least one investigator, Cady, (1) has 
questioned whether there are in fact twelve independent recordings 
derived from such a system. He used a principal components 
analysis of the data to show that there was great redundancy in the 
twelve lead system. Two channels were selected as a basis for all 
twelve channels and when a regression analysis was performed, it 
was shown that each of the remaining ten channels could be almost 
duplicated by a linear combination of the two leads selected as the 
basis. 
Visual inspection of the ECG data did not betray this strong 
interdependence in the data. Cady's analysis, however, showed 
quite forcefully that the twelve leads are far from being independent. 
Perhaps there may be a comparable situation in multi-
channel evoked response recordings, and the principal factor 
method may be of use in collapsing the dimension of our data to 
some small number. It is necessary to find the true dimensionality 
of a multivariate data space as a precursor to estimating the degree 
to which the data may retain the identities of complex underlying 
processes. !£the evoked response data suggest that each 
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recording channel is truly independent of activity in other channels 
then it would appear that no simple equivalent source could be 
found to explain the data. On the other hand if it appears that 
many channels measure activity also present to a greater or lesser 
degree in other channels then perhaps the data can be used to 
characterize a simple equivalent generator. 
In order to illustrate the analytical difficulty, consider the 
series of equipotential maps shown in Figure 3-l(a) through 
Figure 3-l(m). This series of contour maps for the two subjects 
(KW on top, DALO on the bottom) have been selected as being a 
reasonably complete summary of the data in this form. (These maps 
will be referred to frequently throughout the text, so they are 
included at this relatively central location rather than in an 
Appendix.) It is apparent that there is considerable similarity in 
the responses of either subject to all three stimuli, but there is 
not much similarity between the responses of the two subjects, 
except in the range 175 ms to 195 ms. 
Also, it seems that certain "simple" patterns in the equi-
potential maps are quite stable. In the case of the KW data for 
instance, two well demarcated potential "troughs 11 are prevalent 
from about 90 ms to 130 ms; and over this same range a stable but 
apparently different pattern prevails in the DALO data. 
It would seem that neighboring channels clearly are inter-
dependent. It also seems that over several intervals in the 
responses the equipotential maps suggest a simple, stable 
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configuration of generators. Without any objective analytical 
procedures, however, it would be almost impossible to prove that 
in fact there is strong dependence from channel to channel. It is 
this objective analysis of the "simplicity" of the data that is to be 
developed and used in this chapter. 
2. The Dipole Hypothesis and its Relationship to Factor Analysis 
One motivation for discussing the human visual evoked 
response in terms of the dimensionality of the data lies in the 
hypothesis underlying the work of Chapters IV and V. A more 
detailed description of the "dipole hypothesis" is given lat,er 
(Chapter IV) and in other sources ( 5) , but in this chapter I will show 
how one can ask some preliminary questions about the appro-
priateness of such a model of the evoked response. 
If we assume that the potentials on the surface of the head 
can be explained by an equivalent dipole located somewhere in the 
brain, then at any point on the surface of the head 
V.(t.) = a. P (t.) + a. P (t.) + a. P (t.) 
1 J lX X J 1y y J lZ Z J (1) 
where V.(t.) is the voltage which appears at electrode i at time t .• 
1 J J 
The three components of the dipole, P (t.), P (t.) and P (t.) are 
x J y J z J 
combined in a linear manner at any electrode site, and the 
constants a. , a and a. are dependent upon only the dipole 
lX zy lZ 
location, the reference potential location and the location of the 
recording electrode. Note that the dipole components may be a 
function of time but the dipole location is assumed constant (the 
a.' s are not functions of time). 
1 
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In Chapter IV it will be shown that a single dipole i s 
characterized by six parameters: three position coordinates and 
three orthogonal components of the dipole strength. Equation { 1) 
is apparently a function of only three parameters because the dipole 
is assumed to be fixed in space and h ence the dependence upon the 
actual position of the dipole is included in the coefficients aix' 
a. and a .• 
lY lZ 
During a typical experiment we record from many electrode 
sites at successive instants of time. The data recorded from the 
two subjects used yield a collection of potentials V.(t.) where 
1 J 
i = 1, 2 ••••• N where N is the number of electrodes (41 and 38 for 
subjects KW and DALO respectively). and t . = 1, 2, 3, •••••• 256 ms. 
J 
The data from an evoked response experiment thus consist 
of V, an Nx256 matrix of potential values. If a relation of the form 
(1) exists, then two more matrices are imagined. The three 
dipole components P , P and P have each 256 values, defining P, 
x y z 
a 3x256 matrix. The coefficients a. , a. and a. have values for 
lX lY lZ 
each of i = 1, 2, ••• N electrodes, constituting A, and N x 3 matrix. 
Equation { 1) is then, in matrix form 
V =AP { 2) 
Let us leave this hypothetical relationship for the moment and 
consider only that matrix which thus far actually exists; the matrix 
of potentials values, V. 
The suspicion is that the various channels of the evoked 
response data are not mutually independent. If this is so, then it 
- 80 -
may be possible that some other N x 256 matrix, say W, exists 
such that the N dependent rows of V can be derived from mapping 
from N independent rows of W, i.e. 
V=BW 
The demonstration of the existence of W is constructive, for we 
will find out how in fact to find W. 
First solve for Win (3); 
-1 W = B V, =CV 
( 3) 
( 4) 
Now if W is to be an N x 256 matrix whose rows are independent, 
then its variance - covariance matrix must be diagonal, i.e. 
Cov [W WT] =A= diag (>.. 1 ,>.. 2 ••• >..N) (5) 
But from ( 4) we can substitute for W; 
Cov [WWT] = Cov [CV (CV)T) 
= Cov [ CVVTC T] 
= c Cov [vvT] CT 
= C ~Cq 
where ~is the variance - covariance matrix of the original data, V. 
~= 
2 
a 11 
a2 
21 
• 
2 2 
. ........ . 
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Since Z is a real symmetric matrix we know that some matrix C 
exists which will diagonalize it, i.e . 
A= czcT ( 6) 
can be produced, and W = CV is the desired matrix of independent 
variates. 
The diagonal elements of A are x. 1 , x. 2 .• X.N' the N 
eigenvalues of z. Furthermore, since the trace of A remains the 
same as the trace of Z, i.e. 
2 2 2 
X. l + X. 2 + • • • X.N = a 11 + a 22 + · · • + a NN ( 7) 
the total variance of the original data is preserved by the new 
orthogonal system W. 
Each X.. corresponds to an axis in the basis system W, and 
l 
the value of X.. indicates the contribution to the total variance of the 
l 
corresponding axis. When the X. . are arranged in descending order, 
l 
it is often found that a certain n<<N of them sum to "most" of the 
total variance in the data. This suggests that the "dimensionality" 
of the data matrix V is only n and that all of the remaining variance 
expressed by the sum of the (N-n) smallest eigenvalues of Z is due 
to experimental error or noise. This summarization of the 
variability of V by a small number of the axes of W is the essence 
of principal factor analysis or principal components analysis. 
The relationship between the data and the "factors" is 
contained in C, the N x N matrix of the eigenvectors of z. Since 
from (4) 
v = c- 1 w ( 8) 
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the matrix c- 1 is called the "factor pattern" and gives the 
coefficients for each data point of V in terms of the orthogonal 
system W. C is an orthogonal matrix and hence C-l =CT; 
therefore once the characteristic equation (:E -A) C = 0 is solved 
for C, the factor pattern easily follows. 
Now let us reconsider equation ( 2) in light of (8). In 
developing the principal factor solution, suppose that n = 3 
eigenvalues had dominated the summarization of the variance, (for 
example, suppose the three largest\. 's summarized 99%of the 
1 
variance in L). The first three columns of C-l and the first 
three rows of W express each data point of V to within some small 
error, thus the N x 3 matrix A and the 3 x 256 matrix P can be 
-1 identified with these sub-matrices of C and W respectively~ 
This then is an application of principal factor analysis to 
the evoked response data. If indeed n = 3 eigenvalues summarize 
most of the variability of the data, then one might say that a 
relation of the form ( l) could be a reasonable hypothesis. If it 
developed that it required six principal factors, then one could say 
that two dipoles were plausible explanations of the evoked responses. 
(For n dipoles, the right-hand side of ( 1) has 3 x n terms.) The 
uncertainty of the applicability of ( 2) even if n is 3 or an integral 
multiple of 3 is that the principal factor analysis suggests only the 
true dimensionality of the data. There are many possible "sources" 
of the data matrix V which would be expressed in the form ( 2). The 
dipole hypothesis cannot be accepted simply by achieving a principal 
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factor solution having say three or six dominant factors. If such a 
solution does occur, however, then there is a certain credibility 
in pursuing dipole sources as the generators of the evoked 
response. 
One further process may be performed on the orthogonal 
system W. Carrying out this next step is known as factor analysis 
and is again only briefly described here. The essence of the 
procedure is to perform a rigid rotation on the orthogonal system 
W so that any given variable has now large coefficients for some 
axes (factors) and small coefficients for others. The principal 
components solution typically has at least one factor for which all 
variables have large coefficients. This would mean for the evoked 
responses that one factor would apparently be most significant 
throughout the entire response, and the remaining (n-1) factors 
have large coefficients for some variables and small ones for other 
variables. The factor analysis solution thus eliminates the common 
factor, developing an equivalent system where all of the n principal 
factors have large influence on some variables and small influence on 
others. This often permits grouping of variables by their factor 
coefficients and hence gives another indication of which variables in 
the raw data are mutually affected by the same underlying process 
(factor). 
The details of principal components analysis and p1·incipal 
factor analysis can be found in several sources, such as Seal ( 6), 
Cooley and Lohnes (Z) and Harman (4). What has been described in 
/ 
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the foregoing was intended to illustrate a relationship of this 
statistical tool to the evoked response problem. 
3. Results of Applying Factor Analysis Methods tothe Evoked 
Response Data. 
Not all of the assumptions leading to equation ( 2) are 
equally valid. Most conspicuous is the fact that the matrix of 
coefficients A is unlikely to be time-invariant, since in the case 
of evoked responses one would expect to have either differ en t 
dipole sources active at different times during the response or, 
equally in violation of the assumptions, moving sources. 
A single dipole, fixed throughout the duration of the evoked 
response and fitting the data to within some small error would 
seem to be a most unlikely situation. The immediate question, 
however, does not include any analysis so sophisticated as to 
partition the data into intervals when ( 2) is a reasonable hypothesis. 
For the moment, it is intended merely to ask how complex is the 
data on the average, over the entire response? 
Note there are two ways of analyzing the data. In the first 
case the N channels of the evoked response recordings can be 
considered as the "variables" and the 256 potentials for each 
channel are then the "observations" of each variable. The principal 
components analysis can then be used to ask how many independent 
channels are present in the data. This L directly comparable to 
the analysis of the ECG data by Cady. If the principal 
components solution finds n<<N principal factors one could seek an 
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n - channel "basis" for the evoked response data. The remaining 
(N - n) channels could then be derived from the basis channels by a 
regression analysis. 
Treating the data as 256 observations of N variables is also 
consistent with the discussion of the evoked response data in terms 
of equivalent dipoles. Instead of using the principal factor solution 
to simply find how many independent channels are present, one 
could seek to determine the applicability of equation ( 1) to the data. 
This means that not only is it desirable that n be small, but it 
should be an integer multiple of three. As described in the previous 
section, a principal factor solution which does in fact yield such a 
value of n produces matrices which could be identified as the 
matrices A and P in the dipole formulation. 
Alternatively, one could consider the 256 sample times as 
the variables and N potentials at each sample time as the 
observations. With this interpretation it is then possible to ask if 
the sample times are independent of one another, i.e. during 
successive intervals of the response is the data dependent upon the 
data in preceding or following intervals. This could be used to 
partition the response into times during which some source or 
sources become activated, dominate the data over a certain 
interval and then yield to some other source. 
For both of the above possibilitieF' the data were analyzed 
using the principal factor method to determine the number of 
factors necessary to account for most of the variability of the data. 
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This factor structure was then rotated, using the Varimax 
criterion to attain a "simplified" factor structure. All of this 
analysis was done using the factor analysis subroutines available 
in the IBM Scientific Subroutine Lib r ary. 
(a) Factor Analysis of Data Using Ch annels as Variables 
There are six sets of data to be analyzed; three conditions 
for each of the two subjects. Table 3-1 shows the cumulative 
percentage of the variance summarized by the first six 
eigenvalues of the correlation matrices of the data. 
Table 3-1. Cumulative Percentage of Variance Summarized by 
Eigenvalues of Correlation Matrices with Recording Channels 
Considered as Variables. 
Data Set Analyzed 
KW KW KW 
Dalo Flash Dalo Flash Dalo Flash Flash Flash Flash 
Eigenvalue oi~ht Left Both Right Left Both 
1 47.5 56.6 52. 1 56.8 56. 2 51. 3 
2 65.7 79.0 69.9 83.0 84.9 90.6 
3 79. 7 90. 3 84.3 95. 3 94. 6 96. 1 
4 93. 3 95.9 91. 4 96.4 96.6 97. 2 
5 97.5 97.7 94.9 97.3 97.6 98.0 
6 98.4 98. 3 96. 7 97.9 98.5 98.5 
Note that these are the eigenvalu..-s of the correlation 
matrices, not the variance-covariance matrices. This is quite 
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consistent with the principal components procedure, since the 
correlation matrix is simply the variance-covariance matrix of 
the original data expressed as standard scores. This assigns 
equal weight to the original data in determining the orientation of 
the eigenvectors ( 7). 
This table shows that most of the experimental variance 
can be accounted for by only six eigenvalues - in fact a great deal 
is summarized by only three eigenvalues. As suggested earlier 
in section three, this suggests that the channels are not independent 
of one another. The results also show that perhaps equation 
( 1) does have some justification in terms of the evoked response 
data. It would appear that three factors are not sufficient to 
summarize the data, hence it is not possible to think of the evoked 
response data in terms of a single dipole fixed in space throughout 
the response --- not a surprising result. If one used six factors, 
however, it is clear the dataarewell accounted for, and perhaps one 
could use this result to argue that over the duration of the response 
one or perhaps two dipoles could suffice: if necessary these one 
or two dipoles could be allowed to be relatively fixed for some 
interval and then move to another relatively fixed site over another 
interval of the response (in other words equation ( l} applies piece -
wise over the complete response). 
When the factor coefficients {load~ :1gsF for the six principal 
factors for each of the six data sets are submitted to a rotation 
scheme the factor structures shown is Tables 3-2 through 3-7 
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Table 3-2. Rotated Factor Loadings for each Channel of DALO 
data from Flash Right Condition. 
Principal Factors 
Channel 1 2 3 4 5 6 
11 • 676 -.406 • 592 . 062 -. 053 • 072 
12 • 667 -.480 • 501 .194 -. 149 • 082 
13 • 411 -.471 . 312 • 641 -. 295 • 063 
14 • 225 -.144 . 207 • 870 -.345 • 036 
15 -. 185 • 049 -. 079 • 968 -. 069 -.053 
16 -.414 • 207 . 124 • 8 33 • 206 • 061 
21 • 778 -. 323 • 500 -.082 -. 150 -.001 
22 • 795 -.350 • 389 -.041 -. 290 • 013 
23 • 586 -. 222 • 1 71 • 228 -. 714 • 043 
24 -.065 • 096 -. 080 • 563 -. 797 . 097 
25 -. 482 . 511 -. 242 • 625 -. 196 • 088 
26 -.534 • 771 . 083 • 220 -.004 • 230 
31 • 780 -. 363 • 446 -. 116 -. 160 -.015 
32 • 838 -. 301 • 234 -. 200 - • 312 . 040 
33 • 593 -. 120 -.032 -.156 -.773 -.006 
34 -. 114 • 250 -. 325 • 086 -.887 -.003 
35 -.480 • 733 -. 186 -. 106 -. 295 . 303 
36 -.521 • 772 • 009 -. 094 -. 088 . 331 
41 • 882 -. 315 • 304 -. 095 -.023 • 001 
42 .930 -.207 • 119 -. 126 -. 203 • 056 
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Table 3-2. (continued). 
Principal Factors 
Channel 1 2 3 4 5 6 
43 • 811 • 072 -.030 -.054 -.565 -.054 
44 • 122 • 614 -. 332 • 053 -. 681 -. 136 
45 -.189 • 884 -. 3 32 -. 079 -. 219 -.050 
46 -.340 • 911 • 081 -. 150 • 030 .140 
51 .951 -.153 • 211 -. 021 • 135 • 006 
52 .981 -. 109 • 101 -. 029 • 065 -.055 
53 . 890 • 281 -.068 • 048 -. 279 -. 174 
55 • 115 .942 -. 123 • 099 • 052 -. 241 
56 -. 094 . 964 • 126 . 020 . is 1 -.064 
58 • 476 • 216 • 780 -.026 . 310 -. 041 
61 • 558 -. 303 • 705 . 232 • 048 • 129 
62 • 409 -.466 • 604 • 461 • 064 • 110 
63 • 131 -.183 . 649 . 707 • 107 -. 031 
64 .904 • 048 • 367 • 079 • 081 -.063 
65 • 889 • 095 .140 • 095 • 340 -.088 
66 • 356 • 546 • 492 • 093 • 483 -. 229 
68 • 205 • 051 .941 • 074 • 221 -.034 
54 • 399 • 760 -. 226 . 081 -. 388 -. 219 
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Table 3-3. Rotated Factor Loadings for each Channel of DALO 
data from Flash Left Condition. 
Principal Factors 
Channel 1 2 3 4 5 6 
11 • 681 -. 526 -.464 • 145 • 008 • 052 
12 • 0744 -. 410 -.474 • 190 . 080 • 012 
13 . 626 -.060 -.755 .149 • 011 -.037 
14 • 279 • 280 -.900 • 057 -. 104 -.086 
15 -.303 • 506 -.766 -. 179 -.066 -.075 
16 -. 842 • 035 -.419 -. 107 • 040 -.034 
21 • 842 -. 404 -. 279 • 178 . 069 -.040 
22 • 916 -. 231 -. 204 • 203 • 126 -.066 
23 .862 • 342 -. 342 • 097 -.073 -.054 
24 • 252 • 781 -. 409 . 071 -. 387 -.025 
25 -.624 • 733 . 037 -. 139 - • 161 -.036 
26 -.730 • 275 • 570 • 194 • 060 -.023 
31 • 855 -. 392 -. 265 . 109 • 059 -.024 
32 .954 -. 196 -.068 • 172 • 098 -.036 
33 .878 • 450 -.062 • 088 -.080 • 012 
34 .141 • 913 -. 019 • 030 -.369 • 036 
35 -. 497 • 578 • 611 • 174 . 038 -.022 
36 -.576 • 304 • 680 • 288 • 128 -.069 
41 • 781 -. 527 -. 299 -. 043 -.089 -.015 
42 • 894 -. 425 -.025 -.051 . 018 -.058 
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Table 3-3. (continued}. 
Principal Factors 
Channel 1 2 3 4 5 6 
43 • 890 • 254 -.018 -. 259 -. 130 • 123 
44 -.238 • 882 . 211 -.264 -. 1 74 • 095 
45 -.648 • 534 • 461 -. 215 • 146 • 066 
46 -.707 .194 • 653 • 111 • 126 . 043 
51 • 502 -.814 -. 179 -. 109 -.068 -.048 
52 • 375 -. 822 -.077 -. 376 -.017 -. 13 3 
53 -. 287 -.039 -.061 -.948 • 013 • 000 
55 -.813 • 222 • 335 -. 372 • 161 -.034 
56 -.846 • 050 • 470 -. 181 • 133 -.015 
58 -.075 -.917 • 095 • 146 
-. 299 • 124 
(> 1 • 505 -.662 -.513 • 137 • 067 • 082 
62 • 445 -. 531 -.684 • 165 • 095 -.005 
63 • 008 -.445 -.853 • 025 • 179 • 108 
64 • 158 -.890 -. 303 -. 237 -. 101 -.072 
65 -.349 -.722 -. 239 -. 415 -.244 -.140 
66 -.832 -.417 • 196 -.236 -. 095 -. 114 
68 • 095 -.891 -. 035 • 311 -.089 . 283 
54 -.620 • 521 • 272 -. 515 • 013 • 025 
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Table 3-4. Rotated Factor Loadings for each Channel of DALO 
data from Flash Both Condition. 
Principal Factors 
Channel 1 2 3 4 5 6 
11 .182 -. 392 .180 • 714 . 096 -.082 
12 • 252 -.357 • 23 1 • 838 • 167 • 073 
13 • 131 -. 247 • 848 • 382 • 047 • 135 
14 -.062 • 016 .982 -. 124 -.056 -.073 
15 -. 240 • 098 • 774 -.537 -.044 -. 160 
16 -. 221 .46 • 66 1 -. 627 • 023 -. 220 
21 • 130 -. 336 • 059 • 878 • 053 • 008 
22 .134 -. 220 -.080 . 949 • 120 • 063 
23 . 112 -. 025 • 265 • 901 -. 220 • 137 
24 -. 204 • 127 • 771 -. 186 -.456 -. 310 
25 -.436 • 239 • 562 -.602 -. 113 -. 344 
26 -. 395 • 286 . 256 -.426 • 004 -.622 
31 • 212 -. 331 -. 109 • 874 • 113 . 114 
32 • 111 -. 181 -. 255 .922 • 096 • 117 
33 • 094 • 046 -. 187 .910 -. 254 . 213 
34 -.150 • 351 • 208 -.074 -. 868 -. 197 
35 -. 325 • 394 • 026 -.436 -. 334 -.649 
36 -.300 • 450 -.072 ... 359 -. 197 -. 724 
41 • 169 -. Z97 -. 076 • 784 • 159 • 042 
42 • 207 -. 135 -.237 • 901 • 123 • 197 
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Table 3-4. (continued). 
Principal Factors 
Channel 1 2 3 4 5 6 
43 • 239 • 181 -. 135 • 872 -.156 . 317 
44 -.027 .843 • 044 • 062 -.527 -.005 
45 -. 310 • 817 -. 027 -. 342 -. 144 
-. 299 
46 -.120 • 743 -. 236 -. 266 -. 106 -. 534 
51 • 469 -. 076 -. 143 • 744 .165 • 363 
52 • 422 -. 017 -. 201 • 778 • 175 • 359 
53 • 358 • 509 • 027 • 663 -. 076 • 379 
55 -.053 • 949 • 067 -. 270 • 011 -. 103 
56 • 060 • 921 -.045 -. 279 • 019 -.240 
58 . 776 • 070 -. 210 .542 • 143 • 161 
61 • 515 -.268 • 400 • 594 • 069 • 242 
62 • 381 -. 385 • 697 . 404 • 107 . 1 73 
63 • 120 • 009 .947 -. 151 -. 067 • 171 
64 • 568 • 085 -.066 • 726 .143 • 319 
65 • 601 • 291 -.050 • 531 • 042 • 434 
66 • 555 • 748 -.077 -.084 • 262 • 085 
68 • 871 -.068 • 135 • 422 • 003 • 155 
54 • 093 • 949 • 058 • 139 -. 233 • 087 
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Table 3-5. Rotated Factor Loadings for each Channel of KW Data 
from Flash Right Condition. 
Principal Factors 
Channel 1 2 3 4 5 6 
1 .985 -. 081 • 060 -. 012 • 021 • 118 
2 .956 -. 224 • 108 -.007 • 071 • 067 
3 .956 -.199 • 127 -.089 • 054 • 055 
4 • 825 -.051 • 065 -.547 • 033 -.000 
5 • 434 • 625 -. 213 -. 023 • 599 • 004 
6 -. 617 • 684 -. 275 • 023 • 044 - . 123 
7 .918 • 300 • 033 -.034 • 121 . 162 
9 • 319 • 491 -.781 • 094 -. 043 -.040 
10 • 249 • 230 -. 928 • 066 • 042 • 036 
11 -.054 • 416 
-. 895 • 002 • 011 -.031 
12 -. 231 • 467 • 845 -. 031 -.018 -.043 
13 -.307 • 505 -.792 -. 039 -.017 -. 024 
14 -. 341 • 608 -. 696 -.054 -.044 -. 021 
15 -. 311 • 896 -. 293 -. 030 -. 012 . 011 
17 • 713 -. 148 -.660 • 034 . 021 • 158 
18 • 623 -.445 -.606 -. 036 . 053 • 185 
19 • 315 -.340 -.894 -. 057 • 014 • 076 
21 
-. 405 • 424 -.784 -. 026 -. 011 -.015 
22 -.452 • 557 -.678 -.037 -. 059 -.016 
23 
-. 230 • 941 -. 225 -.026 . 006 -.038 
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Table 3-5. (continued). 
Principal Factors 
Channel 1 2 3 4 5 6 
25 • 935 -. 219 -. 250 • 045 -.013 • 037 
26 • 745 -. 612 -. 238 -. 046 • 016 • 042 
27 • 651 -.676 -. 31 1 -. 081 • 012 -.053 
28 • 212 -. 307 -. 894 . 052 • 096 -.052 
29 -.518 • 480 -.678 • 027 • 065 • 049 
30 -.600 • 657 -.435 -. 039 -.086 • 034 
31 -. 083 .967 -. 196 -. 094 • 013 -.005 
33 .975 -. 112 -. 161 • 040 -. 015 -. 029 
34 • 890 -. 435 -.052 . 012 • 002 -. 096 
35 .985 -.602 • 049 -. 071 • 006 -. 095 
36 • 771 -. 534 • 057 -. 151 -.010 -. 156 
37 -.620 • 702 -. 287 • 110 • 010 • 099 
38 -.586 • 734 -. 304 • 016 -.065 • 068 
39 • 356 .905 -.073 -. 128 • 083 • 020 
41 .986 -. 128 -. 051 . 059 -.004 -.032 
4Z .930 -. 337 • 026 • 029 • 011 -.086 
43 • 888 -. 390 .107 -. 017 • 019 -. 108 
44 • 958 -.138 • 020 -.008 . 074 -. 108 
45 -. 087 .930 -. 106 .184 • 092 -.006 
46 -. 516 • 803 -. 222 • 107 • 012 • 016 
47 • 876 • 424 • 036 . 020 . 092 • 124 
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Table 3-6. Rotated Factor Loadings for Each Channel of KW Data 
from Flash Left Condition. 
Principal Factors 
Channel 1 2 3 4 5 6 
1 • 013 .955 • 195 -.054 • 184 
-. 091 
2 • 181 • 959 • 146 -.082 • 080 -.083 
3 • 063 • 969 • 141 - • 171 -. 015 -.030 
4 -.265 .895 • 212 -. 231 -.047 • 138 
5 -.886 • 239 -. 191 -. 310 -.008 • 110 
6 -.957 -.101 - . 183 -. 128 • 001 • 138 
7 -.568 • 741 • 018 -.302 .162 -.030 
9 -. 790 • 189 • 514 • 121 • 075 -. 080 
10 -.627 • 094 • 749 -. 028 • 041 -. 116 
11 -.869 -.040 • 362 • 022 -. 003 -. 314 
12 -.930 -. 224 • 139 • 040 -.037 -. 228 
13 -.915 -.341 -.006 . 053 -.034 -. 192 
14 -.889 -.404 -. 122 • 086 -.001 -. 136 
15 -.966 -. 010 -. 139 -. 148 -. 053 - . 121 
17 • 100 • 426 . 823 . 13 3 • 212 • 103 
18 • 355 • 382 • 834 • 002 • 145 . 082 
19 • 137 • 167 . 956 -.067 • 079 -.071 
21 -.872 -.436 -.015 • 04'1 • 028 -. 186 
22 -.851 -.453 -. 178 • 103 • 054 - • 132 
23 -.962 • 065 -. 141 -. 172 -. 059 . 100 
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Table 3-6. (continued). 
Principal Factors 
Channel 1 2 3 4 5 6 
25 • 276 • 760 . 494 • 268 . 104 .103 
26 • 539 • 554 • 612 • 072 -.034 • 108 
27 • 582 • 468 • 639 -. 011 -. 142 • 072 
28 • 205 • 287 • 850 -.002 -. 227 -. 083 
29 -.863 -. 392 -. 171 .144 .112 -.061 
30 -.843 -.435 -. 234 • 158 . 078 • 010 
31 -.934 • 169 -. 139 -. 234 -.076 .102 
33 • 179 • 878 • 343 • 252 • 051 • 063 
34 • 480 • 771 • 344 .142 -. 174 • 052 
35 • 628 • 626 . 404 • 039 -. 199 • 075 
36 • 680 • 474 . 435 . 001 -. 297 -.002 
37 -. 828 -. 342 -. 371 • 101 • 170 • 017 
38 -.864 -.344 -.267 • 166 • 150 . 075 
39 -.827 • 408 -. 160 -. 334 -.052 . 062 
41 • 203 .927 • 248 .160 . 018 -.027 
42 • 392 • 878 . 199 • 083 -. 153 -.007 
43 . 356 • 893 • 201 -.041 -. 161 . 036 
44 -.083 .936 • 121 -.089 -.202 • 142 
45 -.916 • 226 -. 238 -. 150 • 032 . 051 
46 
-. 948 • 153 • 228 • 030 • 086 • 090 
47 -.614 • 715 -. 039 -. 312 . 069 -.009 
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Table 3-7. Rotated Factor Loadings for Each Channel of KW Data 
from Flash Both Condition. 
Principal Factors 
Channel l 2 3 4 5 6 
1 .992 • 029 . 062 . 054 -. 028 -. 015 
2 .976 -.148 • 068 • 095 . 056 . 025 
3 .981 . -. 045 • 127 . 081 • 095 • 029 
4 .917 .322 • 139 . 016 • 161 • 022 
5 • 143 .972 -.073 • 059 • 095 • 010 
6 -. 238 .956 -. 118 -. 093 -.005 -. 031 
7 • 891 • 426 • 056 . 016 • 015 -.059 
9 • 564 • 640 • 474 • 085 -. 145 -. 071 
10 • 587 • 536 • 578 .141 -. 030 -.054 
11 • 359 • 570 • 423 • 596 • 002 • 025 
12 • 195 • 852 . 388 • 280 -.018 • 013 
13 • 056 . 927 • 242 • 242 -.043 • 027 
14 -. 161 • 968 • 064 • 082 -.023 -.002 
15 -. 094 .977 -. 028 -.078 • l 01 -. 028 
17 • 798 .122 . 567 -.003 -.104 -. 079 
18 • 763 -.060 • 632 • 005 -.022 -.070 
19 • 668 .102 • 703 • 122 • 079 -. 037 
21 • 015 .934 • 219 • 214 -.051 • 063 
22 -. 248 .957 • 005 • 031 -. 016 -.000 
23 • 011 • 989 • 041 -. 090 • 049 -.053 
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Table 3-7. (continued). 
Principal Factors 
Channel 1 2 3 4 5 6 
25 .914 -. 097 • 353 -. 021 -. 153 -.035 
26 • 759 -.374 • 528 
-. 009 -.031 -.028 
27 • 705 -.348 • 606 . 078 . 018 -.005 
28 • 573 .157 • 67 1 • 080 -.002 • 413 
29 -.220 .933 -. 019 • 098 -. 219 • 048 
30 -.445 • 832 -. 263 -. 128 -.066 • 005 
31 .183 .967 . 044 -. 031 .140 -.020 
33 .956 -.017 • 253 • 014 -. 119 -. 008 
34 • 889 -.348 • 260 • 031 -. 025 . 050 
35 . 755 -.484 . 422 • 011 • 043 . 022 
36 • 705 -.505 • 418 -. 018 • 018 • 031 
37 -.406 . 741 -.464 -.045 -. 234 -.007 
38 -. 498 • 751 -.355 -. 202 -. 094 -.019 
39 • 450 • 875 • 062 -. 017 • 143 -.027 
41 .980 -.069 • 156 • 029 -.063 . 013 
42 • 941 -. 283 • 106 • 060 • 016 • 063 
43 • 928 -. 292 • 196 . 050 • 056 . 038 
44 .974 . 024 • 027 • 016 • 134 . 046 
45 • 031 • 898 -.400 -.035 -.038 • 030 
46 -. 385 .811 -. 420 -.050 -.036 • 042 
47 • 807 • 553 • 070 • 012 .150 -.042 
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are obtained. One could select from these tables, if it was desired 
to find a set of basis channels, six apparently independent 
recording channels. The first task is to select six independent 
groups of channels on the basis of their coefficients in the tables. 
For example, in Table 3-2, there is one group ( 11, 12, 13, 21, 22, 
23, 31, 32, 3 3) of channels whose coefficients for the first three 
factors are similar iri magnitude and sign. Reference to 
Figure 2-2(b) shows that these electrodes are all on the left 
temporal area. One of these nine channels can then be picked as 
the "most typical" of the group and used as the first basis channel. 
Other groups in the table are channels 14, 15, 16, 24, 25, 26, 34, 
35, 36 (left and midline occipital area); 41, 42, 43, 51, 52, 53 
(right temporal); 44, 45, 46, 59, 55, 56 (right occipital); 
61, 62, 63, 68 (left ear group) and 64, 65, 66, 58 (right ear group). 
The tables clearly show that electrodes adjacent to one another 
record similar evoked responses, hence the dependence from 
channel to channel. 
This grouping process can be continued for all sets of data 
and then regression analyses performed to find how well some set 
of basis channels can predict the remaining (N - 6) channels. The 
object of this present analysis, however, was simply to show the 
strong dependence from channel to channel. 
As far as the dipole hypothesis is concerned it is perhaps 
best to limit the interpretation of the results of the principal 
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components analysis since many formulations all have the same 
form ( 2). The important conclusion is, however, that a small 
number of independent processes are apparently present, probably 
six or fewer. The result does suggest that it is appropriate to 
attempt models which are characterized by a small number of 
parameters. The dipole models are such, and this in part justifies 
the analysis of the next chapter. 
(b) Factor Analysis of Data Using Sample Times as Variables 
The six sets of data were analyzed again by principal 
factor and factor analysis procedures, but in this case the sample 
times were treated as the variables. Each of the N electrode 
potentials were considered as observations. The subroutines in the 
Scientific Subroutine pac}<.age dictate that the number of variables 
must be less than or equal to the number of observations. For 
this reason the 256 x N matrices of data were compressed to 
32 x N matrices by using every 8th sample time during the response. 
Table 3-8 shows the cumulative percentage of the variance 
summarized by the first six eigenvalues of the correlation matrices 
of the above data. Again, most of the experimental variance is 
accounted for by three eigenvalues, and over 95%is summarized by 
six. 
A factor rotation was performed on each set of six principal 
factors. Since the variables here are the sample times, one can 
show graphically the results of the factor rotation. The traces in 
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Table 3-8. Cumulative Percentage of Variance Summarized by 
Eigenvalues of Correlation Matrices with Sample Times Considered 
as Variables. 
Data Set Analyzed 
KW KW KW 
Dalo Flash Dalo Flash Dalo Flash Flash Flash Flash 
Eisenvalue Ri8ht Left Both Risht Left Both 
1 46.0 51.9 61. 5 62. 5 56. 2 68. 1 
2 71. 8 76.9 77. 1 79. 6 72. 8 83. 1 
3 86. 5 90. 3 86. 2 91. 7 85. 2 91. 7 
4 95.5 95. 3 92. 3 94.7 90. 7 94.3 
5 97. 7 97.6 95. 8 96. 1 95. 3 96. 2 
6 98.3 98. 3 97.6 97. 1 97. 2 97.7 
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Figures 3-Z and 3-3 show the factor coefficients for the six 
rotated factors over the duration of the evoked responses. 
In the first analysis of the data, it was the dependence 
between channels that was being investigated. In this case, however, 
it is the dependence between sample t imes which is under study. 
The mean of each variable (sample time) in this latter analysis is a 
measure of the average potential at all electrodes at that sample 
time, and the correlations between variables are the correlations 
of the average activity at one sample time with that at another. 
Thus in Figures 3-Z and 3-3 are plotted the coefficients of 
this "average activity" at each sample time with each of the six 
underlying factors. 
These factor coefficient curves show that for each subject 
there are roughly three intervals of importance during the responses. 
If we consider factors one and two for each subject we see that 
between say 50 ms and 90 ms there are generally positive 
coefficients for these factors, between say 100 ms and 140 ms the 
coefficients are negative, and between say 150 ms and 180 ms the 
coefficients are again positive. Remember that the factors are 
arranged in decreasing order of summarization of the data 
variability, so these first two factors are the most important to 
consider. In each of the remaining factors there are various peaks 
or troughs which generally occur in one or more of the three 
intervals singled out above. This results in good accord with the 
appearance of the equipotential maps of Figure 3-1, where for each 
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Figure 3-3 (a). Factor coefficients at successive sample times for three 
most significant factors in KW data analyzed with sample times as 
variables. 
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of these intervals there is a stable pattern in the contour lines. The 
polarity difference between the responses of the two subjects does 
not manifest itself generally in the factor coefficients until the 
last three factors. 
The results shown in Figures 3-2 and 3- 3 suggest something 
of the temporal sequence of generators of the evoked responses. 
We see that over quite long segments of the responses the activity 
at some sample time is related to the activity at times preceding 
and following. 
4. Inferences Which Can be Drawn from the Factor Analysis of 
the Evoked Response Data. 
Any detailed conclusions drawn from the shapes of the factor 
coefficient curves would of course be more conjecture than 
verifiable fact. The really significant result of the factor analysis 
is rather siinple -- - a small number of processes can apparently 
account for most of the evoked response activity in these two 
subjects. Donchin ( 3) has shown a similar result, where, instead 
of analyzing many channels of responses for one condition he has 
analyzed a single channel over thirty different stimuli. His 
results are similar; ten factors summarize approximately 95%of 
the variance in the data from each of two subjects. Analagous 
treatment of the spontaneous EEG has not yet been brought to my 
attention, but Walter ~nd Adey (8) have used some factor analytic 
methods on spectral analyses of the EEG. Their results show that 
the energy in certain spectral bands of the spontaneous activity is 
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common to several channels, hence they were able to show some 
factor structure of small dimension for this aspect of the data. It 
is, however, difficult to compare their results with those on the 
evoked responses. 
To re- state the question which motivated analyzing the data 
in this manner: are the many channels of evoked response data 
highly inter-dependent? The principal components analysis gives 
an affirmative answer to that question: - - apparently six independent 
processes can account for approximately 98%of the variability in 
the data. Moreover, the factor analysis and plots of the factor 
coefficients yield indications that the times during which these 
principal factors are "active" agree quite well with the times at 
which the equipotential maps show some organized activity. 
The question of dipoles being the underlying cause of the 
observed activity is not answered by the factor analysis. The 
principal factors are not unique - - - there is an infinite set of six 
independent factors whose summarization of the data would be the 
same. With the results of this chapter, however, models which 
do have a small number of parameters can be justified, and it is 
hoped that Chapter IV will demonstrate that, among these models, 
those based on equivalent dipoles are quite reasonable. 
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IV. MODELS OF EVOKED RESPONSE GENERATORS AS 
DIPOLES IN HOMOGENEOUS AND 
NON-HOMOGENEOUS SPHERES 
The preceding chapters suggested that one of the great 
challenges of EEG research is to locate in the brain the site or 
sites of the activity manifested as surface potentials. Mappings of 
cortical functions have to some extent been done on exposed brain 
during various surgical procedures, but the location of active sites 
from external recordings is as yet an unrealized tool. 
Other workers have studied various schemes for localizing 
EEG generators. Brazier (3) considered dipoles in homogeneous 
spheres as comparable generators to certain pathological EEG 
signals and also to alpha rhythm. No actual foci of measured 
activity were calculated but qualitative conclusions concerning the 
similarity between tpe real data and dipole potentials were drawn. 
In a similar manner Geisler and Gerstein (9) compared acoustic 
evoked responses in monkeys with dipole fields but again did not 
actually compute the locations of equivalent dipoles. Fourment 
!,! al (5), Vaughn!,! al (28, 29) and Shaw and Roth (26) have also 
merely discussed dipole fields and the apparent similarity of 
certain evoked response fields, but Schneider and Gerin ( 25) have 
actually used certain features of the electric field in order to 
quantitatively locate equivalent dipoles. 
In most of the above work no general theories have been 
developed for actually determining equivalent generators and their 
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locations. As indicated, only qualitative comparisons with dipole 
models have been made, except for the article by Schneider and 
Gerin. I t would seem that one critical area then is that of 
formulating theoretical models of the evoked response potentials 
such that surface measurements can be used to quantify some 
equivalent generators. Perhaps many investigators will be 
surprised that much of the theory for evoked response models can 
be ''borrowed" from investigations of another signal frequently 
measured in humans -- the electrocardiogram. 
Clearly, the study of electrocardiography has profitted 
from recent applications of basic physics to the observed 
electrical phenomena. In particular the electromagnetic 
properties of the pacemaker tissue, cardiac muscle and 
surrounding structures are being systematically organized into a 
rigorous and descriptive theory of the ECG. Many good 
publications treat this problem, ranging from the general theory 
of electric fields in biological structures (10, 11, 19, 21, 22), to 
models of simple electric generators in various geometrical 
approximations to the body, (1, 2, 7 , 13, 20) to considerations of 
electrode systems for electrocardiography ( 16, 17, 18). 
The essential element in these advances in ECG research 
is that rigorous physical models hav e been shown to be invaluable 
and that very simple (in terms of the structures involved) models 
have been shown to be acceptably accurate. Thus we see that 
Einthoven' s concept of an equivalent cardiac dipole or "heart 
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vector" was a prophetic one --- we now know that over the QRS 
portion of one electrocardiographic cycle a single dipole located 
in the heart does characterize quite well the activity measured on 
the surface of the body. 
Thus there exists a conceptual framework which can, for 
the most part, be carried over to the study of evoked responses. 
It seems reasonable to try to exploit some simple physical models 
of the brain, its activity and the surrounding structures in an effort 
to sift through the evoked response activity. Recall that in 
chapter III, the conclusion was that a process with a small number 
of parameters could tolerably account for the host of voltages 
recorded from the scalp. That study did not of course prove that 
in fact some particular source like a dipole was a good equivalent 
model, but there are other clues which suggest that a dipole model 
may be a reasonable one. These clues spring from the appearance 
of the maps of potential activity during the evoked response. 
Consider Figure 4-1. 
The contour maps "look" very much like dipole-type fields. 
In the figure we show the activity of the two subjects at 175 ms 
after the stimulus. The equipotential pattern for the condition of 
flashing the stimulus to both eyes is similar in the two subjects 
and indeed, looks very much like the field due to a single dipole 
located somewhere in the left occipital region. 
In this chapter then, we want to consider the implications 
of modeling the human evoked response as due to dipole-like 
+ - 114 -
175 MSEC 
+ 
+ 
175 MSEC 
+ 
··: 
FLASH 
BOTH 
FLASH 
BOTH 
0:: ::: : . . 
+ 
Figure 4-1. Equipotential maps at 175 ms after stimulus. 
Subject KW on top, DALO on bottom. 
+ 
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generators in the brain. First, what does it mean to cast diffuse 
neuronal activity into a single equivalent source? Secondly, what 
kinds of models can be developed in this way? Finally we will 
discuss how these models can be used to locate foci of cortical 
activity. 
1. The Dipole Approximation 
One of the first characteristics of electrostatic fields that 
the student of physics learns is that any diffuse cloud of charges 
that is as a whole neutral has a potential field that is a dipole 
potential at points far from the charges. A clear description of 
why this is so is given by ceynman~ al (4), but the essential 
feature is that the exact expression for the potential due to such a 
cloud of charges is an infinite series whose successively higher 
terms decrease rapidly for points distant from the charges. Thus, 
to a good approximation, the first term, the dipole term, suffices 
to determine the potential field. This potential field is given by: 
I 
<j> = 4'iT'E": 
0 
( I) 
where the net dipole moment term P i s determined by the vector sum 
of the individual dipole moments, 
P = Eq.cL 
1 1 
(2) 
as shown in Figure 4-2(a); er is a unit vector in the direction of R 
and R is the distance from the field point to some origin in the 
middle of the cloud of charges. 
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(a) 
(b) 
Neurone 
ConductinQ 
Action 
Potential 
Figure 4-2.. (a) A diffuse cloud of charges whose electric field 
at a point sufficiently far away is approximately a dipole field. 
(b) Some region in the cortex where a diffuse distribution of 
current dipoles can also be approximated by a dipole. 
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In order to associate this dipole concept with cortical 
activity, consider Figure 4-2(b). In this figure is shown a region 
of the cortex wherein some action potentials are being propagated 
and some post-synaptic potentials a r e also present. Plonsey ( 19) 
has described the field due to an action potential in a single 
neurone as a dipole field where the dipole is colinear with the axon 
of the neurone and centered within the ring of active menibrane 
which propagates along the axon. Moreover an active nerve trunk 
has a field due to the superposition of the fields arising from the 
dipole elements appropriately located in each of the active fibers. 
Finally, at synaptic sites in this region there are other dipole-like 
fields produced by local membrane depolarizations or hyperpolar-
izations. Thus in this small volume of the cortex there is a 
distribution of dipole moments of varying magnitudes and directions. 
We can, by arguments following the case of a cloud of charges, say 
that there is some single equivalent dipole which is a vector function 
of all the individual dipoles. At distances large compared with the 
dimensions of the volume of material the field due to this equivalent 
dipole is indistinguishable from the superposition of the contri-
butions from the individual dipole elements. 
Let us assume then that at some instant in time there is 
one small cortical volume whose activity is spatially organized in 
such a fashion as to produce a single equivalent dipole field. Turn 
again to Plonsey (19) for a discussion of volume conduction in 
biological media. First note that the rise time of a typical action 
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potential is roughly 1 ms, hence the highest frequency of interest 
is about lKHz. This means that we can exclude capacitive, 
propagation and inductive effects and treat the problem as an 
electrostatic one at any time during the evoked response. Secondly, 
note that we can use the principles of volume conduction --- the 
current due to a neural event does spread everywhere throughout 
the surrounding medium. While ion currents generated by synaptic 
transmission or action potentials are most dense near the active 
tissue, the fact remains that current must flow throughout all 
surrounding tissue which is non-insulating. Achnittedly the current 
density is low at sites distant from the source, but it does not 
abruptly become zero at any point within the bounding media. Thus 
at any point in time the scalp potential distribution is related to 
some electrostatic dipole located within the skull. Of course this 
approximation is less useful when many cortical sites are active. 
In the case of the spontaneous activity there are many regions 
simultaneously active, hence even w ith a large number of electrodes 
it becomes very difficult to resolve the activity into individual 
generators. As already stated in Chapters I and III, however, 
during an evoked response there are presumably fewer generators 
active and hence it becomes more likely that one can map out the 
field into resolvable dipole patterns. On this bas.is then, some 
models of dipoles as equivalent evoked response generators can 
now be developed. 
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2. The Dipole in a Homogeneous Sphere 
The first model to be tried is a relatively simple one 
conceptually (but less so in its implementation!). Consider the 
head to be a homogeneous sphere of radius R and conductivity a , 
as shown in Figure 4-3. Other authors { 6, 12) have derived 
equations for the potential on the surface of a conducting sphere 
surrounded by an insulating medium , when a dipole is somewhere 
within the sphere. The particular form of the equation used here 
is due to Geselowitz and Ishiwatari { 12), but I have made some 
modifications to it to suit more general coordinate systems 
{Appendix A of this the sis). 
For a dipole located at {x, y, z) in the sphere, with dipole 
components P , P , and P , the potential on the surface is shown 
x y z 
in the Appendix to be: 
(3) 
where: 
P sin{3 + (P sina + P cosa)cosf3 
x y z VI=------------------- ( 4) 
1 - £2 
-1 ( 5) 
{ P cosf3 - (P sina + P cosa)sin{3 }C+ { P cosa-P sina} E 
= x y z y z 
2 3 
v - 3f - 3£ jJ. + f - jJ. 
4 - (1 + fz - 2£j.i.)3/2 
(6) 
(7) 
The original dipole parameters (x,y,z,Px, Py• Pz) have 
been transformed into an equivalent set {a, (3, f, Px• Py, Pz) in a 
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z 
x 
Figure 4-3. A dipole of components P , P and P located 
x y z 
at r = fR along the z-axis, in a sphere of radius R and 
conductivity ". 
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manner outlined in the Appendix, where also one can find 
explanations of all other terms in equations ( 3) - ( 7). 
One can now calculate the surface potential distribution for 
various dipoles. In Figure 4-4 is shown the effect of increasing 
eccentricity (distance from the center of the sphere) of a radially 
oriented dipole. Note that in all calculations the potential is 
1 
normalized to the multiplicative factor 4 2. This factor merely rr<TR 
scales the potential values up or down at all surface points. The 
actual shape of the curve is due only to the dipole location and 
relative component strengths. 
Of perhaps more comparative value are the illustrations in 
Figure 4-5 through 4-7. Here I have used the dipole equation (1) 
to generate equipotential contour maps in the same format as the 
movie frames of the experimental data. Figure 4-S(a) shows a 
dipole oriented radially (along the line of sight) at a high 
eccentricity and Figure 4-S(b) shows the field pattern for a lower 
eccentricity. Note that all rectangular coordinates are referred to 
the system shown in Figure 4-3, that is, the(+) x-direction passes 
out of the left ear, the ( +) y-direction passes posteriorly out 
through the occipital region and the ( +) z-direction passes out the 
top of the head, along the line of sight. 
In Figure 4-6 is shown the field that results when two 
dipoles are placed in a sphere and the potential at any point is thus 
simply the sum of the potentials that would occur from each source 
separately. In Figure 4-6(a) there is no question of there being 
- ~OO -4>=2100 :OO 
40.0 
~e \ 
Tt \ 
\ f R 30.0 J_ 
-'U \ R <1> N \ 0 E 
~ \ 0 c f = 0.90 
- \ (/) 20.0 +-
0 \ > 
-CJ) 
-ee 
10.0 -... vf = 0.75 
............. 
.... 
........ D~ ~ 
"' ..... /f = 0.50 , ............ 
' -... ...... .......... 
~ 
10 20 30 40 50 60 
e (degrees) 
Figure 4-4. Effect of increasing eccentricity for radial dipole 
in homogeneous sphere. 
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-CONTOUR RANGE DIPOLE mAoAlD!Eqb~ 
I( • 209 . 9927 x . 0 . 000 
A • -1 . 02'+'+ y . 0 . 000 
z 
-
0.900 
PX • 0 . 000 
PY • 0 . 000 
<fJ PZ • I . 000 
HODEL HOMOGENEOUS 
... 
. .. .. 
(a) 
CONTOUR RANGE DIPOLE PARAMETERS 
I( • 25 . 5555 x . 0 . 000 
A • -1. 0280 y . 0 . 000 
z . 0 . 700 
PX . 0.000 
PY . 0 . 000 
PZ . I . 000 
HODEL HOMOGENEOUS 
{b) 
Figure 4-5. 
(a) f = O. 90 
artifact. 
Radially oriented dipoles in a homogeneous sphere 
(b) f = O. 70. Bumps along mid-line are plotting 
CONTOUR RANGE 
K = 2. 1772 
A " -110 . 93'l3 
MODEL HOMOGENEOUS 
CONTOUR RANGE 
K " 35.2760 
A • -3 . 37'l8 
MODEL HOMOGENEOUS 
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0 
(a) 
(b) 
............. 
............. 
:::::~~:F:: (1···-:;., :: U . ... ... .. ·... .. , .. 
:~::~:· 
DIPOLE PARAMETERS 
x . 0.500 
y 0 . '500 
z . 0.500 
PX . -0.577 
PY . -0 . '577 
PZ . -0.577 
x -0.500 
y 0.'500 
z . 0.500 
PX 0 . '577 
PY . -0.'577 
PZ • -0 . '577 
DIPOLE PARAMETERS 
x • 
y • 
z • 
PX • 
PY • 
PZ • 
x 
y 
z • 
PX • 
PY • 
0.200 
0.000 
0 . 700 
-0.707 
0 . 000 
0.707 
-0.200 
0.000 
0.700 
0 . 707 
0.000 
PZ • 0.707 
Figure 4-6. Fields from two dipole sources in a homogeneous 
sphere. (a) Sources easily separable by sight. (b) Combined 
fields not easily ascribed to one source. 
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two sources that are easily differen tiable. Figure 4-6(b), however, 
is not easily distinguished from the case of a single radially 
oriented source. It requires study of this figure and those shown 
in Figure 4-5 to reveal that ther·e are some differences in the two 
dipole case which can be detected by eye. 
Finally, Figure 4-7 shows a contour map derived from 
equation (1) in (a), and a frame from the KW data in (b). It seems 
apparent that at this particular sample time ( l 75ms) the 
experimental data for the flash in both eyes and flash in the left 
eye look very much like that due to a single dipole in a 
homogeneous sphere. I will in fact go on to show the degree to 
which the evoked response data can be fitted to a dipole model in a 
homogeneous sphere. In anticipation of both conceptual and 
analytical difficulties, however, it is perhaps desirable to reflect 
on some inconsistencies inherent with this modeling scheme. 
First, of course, is the fact that human heads are not 
homogeneous sphe·res -- not any kind of spheres in fact. This 
non-sphericity must introduce analytical errors, but one should 
bear in mind that geometrical models could at least have a point-
by-point correspondence with the actual shape. I do not discount 
the reality that the head is perhaps more elliptical than spherical 
over the area upon which the electrodes are placed, but for the 
moment at least I choose to work wit h spherical coordinates. At 
worst such errors can be eliminated by some single valued 
mapping from the sphere to some more satisfying shape. 
- 126 -CONTOUR RANGE DIPOLE PARAl1(TERS 
K • 3.2167 x . 0.2 10 
A • -I .'+696 y . 0 . 020 
z . 0.330 
PX . 0 . 250 
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(a 
Figure 4-7. Equipotential map calculated from hypothetical dipole 
in (a) is comparable to maps of evoked response data in (b). 
(b) 
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The inhomogeneities are potentially a more disastrous 
problem. The brain, cerebro-spinal fluid, skull and scalp have 
quite different conductivities, particularly noticeable when you 
compare the relative conductivities of brain to skull (approximately 
100:1). Earlier it was mentioned that the scalp has an appreciable 
shunting effect on the EEG signals, and now we must also note a 
similar effect due to the relatively high conductivity of the C. s. F. 
- - effectively a shield placed around the brain. One could also 
note for completeness that the brain itself is likely not isotropic 
as far as the conductivity is concerned - - - the conductivity in a 
radial direction is not the same as that parallel to the surface. 
This last factor is not as frequently noticed as the other problems, 
but in the aggregate one may rightly shelter certain discomforting 
thoughts about modeling the head as a homogeneous sphere. Some 
more quantitative assessments of the validity of this model will be 
presented later in this chapter. 
3. The Dipole in a Non-Homogeneous Sphere 
In an effort to accommodate some of the more noticeable 
shortcomings of the homogeneous model of the head I have 
developed another model based on Figure 4-8. The brain and 
C. S. F. are now approximated by a spherical volume of radius r 1 
and conductivity a 1 ; the skull is now a separate region of 
conductivity a 2 and thickness r 2 - r 1 and the scalp is modeled as 
a final layer of conductivity 03 and outer radius r 3 • The 
surface potential now is the potential at the boundary r 3• 
BRAIN 
AND C.S.F. 
(a) 
z 
y 
(b) 
Figure 4-8. (a) Concentric shell model of the head. 
(b) Orientation of dipole for equation (8). 
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This type of model has been suggested earlier in a study by 
Rush and Driscoll ( 23, 24) on applications of the reciprocity 
theorem t o EEG electrode sensitivity. This solution for the 
potential on the surface is not as stra ightforward as that for the 
homogeneous case; I have derived (in Appendix B) the equation, 
and it is shown to be: 
where: 
M - M 
O - 41Tcr 1 
(2 - o~FEn-me bn-lp n~ (fJ.0 ) 
(n + m - 1H 
K = 
mn Kz + Kj<4 
K3 = {n/2n + l} {~n+ l)/cr2 + n} + 
I l a Zn+ 1 n{(n+ 1) (2n+ l)}(l -cr3 -2 )(r2 /r3 ) 
fJ. = cose 
( 8) 
(9) 
(10) 
( 11) 
(l2) 
(13) 
( 14) 
(15) 
(16) 
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This solution is for a dipole located as shown in 
Figure 4-8(b), i. e. a dipole of moment M located in region 1 at 
r=b, 9=9 0 , <j> =0 and parallel to the z axis. In the appendix is shown 
how to transform any arbitrary dipol e into the desired orientation 
for Figure 4-8(b) to hold. 
With this model it is now possible to study the effects of 
conductivity discontinuities in the basic spherical model of the head. 
Geddes and Baker (8) have made measurements on many physio-
logical materials, and from this source I have taken the 
conductivities to be in the ratios <Tl :<T2 :<T3 = 160:1:60. The first 
ratio <T 1 : <T 2 is also confirmed by Van Harreveld ( 27). Note the 
conductivities are stated in this manner because, as is shown by 
equations (8) - ( 14), only the ratios of the three conductivities 
enter into the solution. As was the case in the homogeneous model 
the potentials are normalized to the multiplicative factor-4..,..
1
--
rr<T 1 
all other terms involving conductivities are ratios. Also as in the 
homogeneous case the sphere is normalized geometrically by 
setting r 3=1. The inner radii r 1 and r 2 are taken to be O. 90 and 
O. 98, simply by estimating these relative dimensions from 
anatomical diagrams. 
One can now investigate the effect of including the step 
changes in conductivities in the head. Simply stated, the surface 
potential derived from equation (8) (hereinafter referred to as the 
"shell" model) is "smoother" for any given dipole. That is to say 
the surface distribution in the shell model exhibits less variation 
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in potential than does the field from the same dipole located in the 
homogeneous model. Consider Figure 4-9. The field which shows 
the greatest surface variation is that arising from an eccentric, 
radial dipole. For such sources note in Figure 4-9 that the 
homogeneous model exhibits a considerable peak along the dipole 
axis while the shell model gives a potential field which is generally 
more flat. This characteristic is perhaps shown more graphically 
by Figures 4-10 and 4-11, where the differences between the two 
models are shown in the equipotential map format. 
The differences thus shown by the two models have the 
following effect as far as locating equivalent dipoles. It seems 
obvious from considering Figure 4-9 that a relatively deep dipole 
in the homogeneous model produces a field which is similar to a 
more eccentric source in the shell model. Presumably the shell 
model is a more realistic model of the actual characteristics of 
the head. One can conclude then that the homogeneous model is 
biased in favor of locating equivalent sources deeper than should 
be the case. This is an important difficulty that should be 
recognized by all who choose to accept the less complicated model. 
The motivation for constructing these two models was to be 
able to locate equivalent sources for the visual evoked response 
data. As mentioned earlier in this chapter, some authors have 
"compared" evoked response potentials with fields due to a dipole. 
This is, of course, a viable tool, but less desirable than actually 
quantitatively defining an equivalent source from the surface 
........ 
-0 
Cl> 
N 
0 
E 
~ 
0 
c 
(/) 
+-
0 
> 
40 
30 
20 
10 
-.... 
.... 
.... 
' 
' 
10 
' 
' 
' ' 
' ' 
- 132 -
Homogeneous Model 
' ' 
'.-. .... ._. ....... /Shel I Model 
.... _ 
--
--
20 30 40 50 60 
8 (degrees) 
Figure 4-9. Comparison of surface potential fields for radial 
dipole of eccentricity f = O. 75 in homogeneous and shell models. 
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(a) 
(b) 
x 
y 
0.000 
0 . 000 
z 0 . 750 
PX • 0 . 000 
PY • 0 . 000 
PZ • I . 000 
DIPOLE PARAMETERS 
x 0 . 000 
y 0.000 
z 0 . 750 
PX . 0.000 
PY . 0 . 000 
PZ . I . 000 
Figure 4-1 O. Equipotential maps for identical radial dipole sources 
of eccentricity O. 75. (a) Homogeneous model. (b) Shell model. 
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Figure 4-11. Equipotential maps for identical dipole 
(a}. the homogeneous model, and (b} the shell model. 
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potential measurements. The development of these models 
proceeds now to a technique for making this final analytical leap. 
4. The Inverse Problem 
The two models have thus far shown how one can generate 
from some hypothesized dipole source (or sources) a potential 
surface on the scalp. That is not, of course, the state in which the 
real problem exists, i.e. we already have, at each sampling time, 
a map of the surface potentials. How can one calculate an 
equivalent source for such a voltage distribution? 
This so-called "inverse problem" is not a trivial one. It 
has been discussed as it applies to the location of ECG generators 
by Plonsey (20, 21) and Geselowitz (13) and the cautions developed 
in those articles are equally applicable here. 
First, we must observe that any solution is not a unique 
one. Any harmonic function (solution of Laplace's Equation) can 
be added to some particular solution as long as the boundary 
conditions are met. There are thus many equivalent source 
distributions whose surface potential fields are identical. The 
solution of this first problem is to restrict the models and inverse 
calculations thereon only to unique generator schemes. In other 
words, only equivalent dipole sources will be sought, since for the 
present no significance is attached to any additive harmonic · 
functions. 
One must next recognize that it is impossible to determine 
an arbitrarily complex source distribution from a finite number of 
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surface measurements. No more than n parameters can be 
estimated by measuring the potential at n electrodes. In fact, it is 
in some sense more desirable to est imate a small number of 
parameters from a large number of surface measurements i.e. an 
"over-determined" problem. Given an array of n electrode 
readings, some arbitrary model of n parameters can of course 
exactly fit the data, but no summarization of the data has taken 
place, and such a model may have no physical relationship to the 
processes under study. The theoretically equivalent models in this 
discussion will thus in all cases be characterized by no more than 
12 parameters. 
The intensity of the electric field falls off inversely with 
the distance from the source. At some stage experimental noise 
becomes comparable to the field strength from some postulated 
source. Equation ( 1) shows that the dipole field decreases with 
1/R2, but the successively higher "poles" in the series which was 
truncated to ( 1) decrease even faster. The next higher term is 
the quadrupole and it decreases as 1/R3• Determining these higher 
order terms then becomes more problematic than finding the 
parameters which characterize only the dipole term, another 
reason why the present models are restricted only to dipoles. 
The technique by which dipole sources are determined from 
the surface potentials is a probabilistic one. For each of the 
homogeneous and shell models there are equations which compute 
the potential at a given point on the head arising from some dipole 
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inside the skull. In each model a single dipole is characterized by 
six parameters. The inverse problem is solved by computing an 
"optimum" set of these parameters for a given sample time of the 
evoked response. This optimum set is determined in the least-
squares sense, that is, the sum of the squared deviations of the 
actual surface potentials from surface potentials computed from a 
dipole source are to be minimized. 
· The theory of least-squares fitting is well developed for 
models which are linear in the parameters to be optimized. 
Equations ( 3) and (8) however, are nonlinear in the dipole 
parameters, and nonlinear estimation techniques are more difficult 
to derive. Fortunately an IBM SHARE program (14) exists, called 
LSQENP (Least ~uares Estimation of Nonlinear Parameters), 
based on an algorithm due to Marquardt (15). From a set of initial 
"guesses 11 of the dipole parameters the program iteratively 
produces more optimal parameters until the sum of the squared 
errors attains some minimum. In order to change the parameters 
at each iteration, the program is supplied with equations such as 
( 3) or (8) to compute the potential at any point, as well as 
equations for the partial derivatives of ( 3} and (8) with respect to 
each of the dipole parameters (see Appendices A and B for 
complete derivations for each model). 
Before applying this procedure to the real evoked response 
data, I felt it useful to gain some experience with the process in 
order to have a basis for interpreting the results on the 
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experimental data. A test program was written as follows. 
Starting with either the homogeneous or shell models, it generates 
with either equations ( 3) or (8) some distribution of potentials at 
50 points over a surface comparable to the area covered by 
electrodes in the actual experiments. Some arbitrarily chosen 
dipole is used as the source. This potential surface then is 
presented to the next stage of the program, which invokes the 
LSQENP subroutine in order to "solve" for the dipole parameters 
of this contrived set of data. Optional features of the program 
include perturbations of the calculated potentials in order to 
simulate "noise" in the potential readings, and/or perturbing the 
postulated positions of the electrodes in order to simulate errors 
in placement of the recording electrodes. 
Consider Figure 4-12. The abscissa value is the amount of 
"noise" in the test data and the ordinate is the error in 
determining the dipole parameters by the least squares procedure. 
The noise is added by first determining S 2, the variance of the 
calculated potential distributions, then adding to the potential at 
each electrode, samples from a Gaussian distribution of zero mean 
and variance equal to some fraction of s 2• Values of O. 1, O. 2, 
O. 5 and 1. 0 times S 2 were taken, in addition of course to the case 
of adding zero noise to the test data. 
Figure 4-12 thus shows the error in determining the six 
dipole parameters as a function of perturbation of the surface 
potential, in the homogeneous model. By error here is meant the 
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Figure 4-12. Sensitivity of inverse solutions in homogeneous 
model to noise in potential measurements. Dipole (a): (. 70, • 35, 
• 25, -. 40, -. 60, -. 30), average error in initial guesses 15. 7%. 
Dipole (b): (.15, • 20, • 32, -. 50, -. 20, -. 30), average error in 
initial guesses 18. 8%. 
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average percentage error in each of the six dipole parameters. Two 
different cases are shown, picking one arbitrary dipole of relatively 
low eccentricity in case (a) and some other one of higher 
eccentricity in (b). Before drawing any conclusions about the 
acceptability of this error increase with perturbation of the data it 
is important to have some feeling for the degree of "noisenes s" 
actually represented by these figures. Again our contour maps 
come to service. In Figures 4-13 and 4-14 are shown maps of the 
data used to determine the error analysis of Figure 4-12. Here 
the effect of adding successively larger amounts of noise becomes 
obvious. When the multiplicative noise factor exceeds approximately 
O. 2 the equipotential plots degenerate quite drastically. The 
equipotential maps of the evoked response data seem to be as well 
defined as these test plots would be at noise factor values of O. 1 to 
o. z. 
Similar accuracy tests can be conducted for the shell model. 
A typical dipole determination in this model, and the effect of 
adding noise to each electrode is shown in Figure 4-15. Again, the 
corresponding contour maps are shown in Figure 4-16, illustrating 
the effects of the perturbations in the appearance of the data. The 
equipotential maps of the shell model data seem to degenerate 
slightly faster with increasing levels of noise added to the data 
than in corresponding cases of the homogeneous model. Again it 
appears that a noise factor level of O. 1 to O. 2 is comparable to the 
evoked response contour maps. 
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These tests of the sensitivity of the solutions to noise in the 
potential measurements indicate that the probable error in any 
inverse determinations using the evoked response data can be 
expected to be in the order of 10%. Besides the noise in the 
evoked response potentials, there is another source of error in 
locating the equivalent generators --- the errors in locating the 
recording electrodes on the surface of the head. The electrode 
arrangements shown in Figure 2-2(a) and 2-2(b) are only 
approximations to the actual pattern used in the sense that 
Dr. Lehmann attempted to follow those schemes, but with unknown 
error. In order to simulate this error, one can again generate a 
potential surface for some arbitrary dipole, but instead of 
perturbing the potential values one can add "noise" to the electrode 
positions. This noise is simply Gaussian noise of zero mean and 
variance x degrees. As a rough estimate, an error in location of 
the electrodes of one cm. corresponds to about five degress. 
Figure 4-17 shows the error in the determinations of equivalent 
dipoles in both models for this type of experimental inaccuracy. 
One final test was made in order to further understand the 
differences between the two models. Some arbitrary source dipole 
was used to generate the surface potentials with the shell model. 
These surface potentials were then used to compute an optimum 
dipole in the homogeneous case. In other words, what dipole in the 
homogeneous model generates a surface distribution which is 
identical to that calculated from another dipole in the shell model? 
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Figure 4-17. Senaitivity of inverse solutions to errors in dcctrndt> 
location in homogeneous and shell models. Dipole: (. 15, • l.O, • 32, 
-. 50, -. 20, -. 30), average errur in initial guesses 18. 8%. 
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This was done for five different cases and the results are shown in 
Table 4-1. The "source" dipole is the one used to generate the 
voltages using the shell model; the " calculated" parameters are 
those of the equivalent homogeneous case. Most of these determi-
nations were carried out with relatively tight estimates of the 
optimum parameters, indicated by the standard deviations (S. D.) 
of the calculated parameters. 
The last column of the table, labeled "E", is either the 
eccentricity of the dipoles in the table or the standard error of the 
calculated eccentricity. This characteristic of the dipoles is 
included because it is the clue to the systematic disparity between 
the two models. In all cases the equivalent homogeneous dipoles are 
less eccentric and less strong than the source dipole in the shell 
model. As the eccentricity of the source dipole becomes less and 
less, however, note there is a diminishing difference in the location 
of the dipole in the homogeneous model. For example, the fourth 
case taken shows that the two dipoles are very close to being in 
the same locations, but the dipole parameters have been decreased 
in the homogeneous model. Thus it appears that as the eccentricity 
of the source dipole decreases, there is less difference in the 
location of the equivalent dipole in the homogeneous model. At all 
eccentricities, however, the dipole moments are less strong for 
the homogeneous model. 
This test confirms the earlier suggt~stion that a homogeneous 
model of the head pi·oduce:; equivalent dipoles which art• gcntK~rally 
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Table 4-1. Calculation of Dipoles in the Homogeneous Model which 
fit Surface Potential Distributions arising from Source Dipoles in 
the Shell Model. 
CASE DIPOLE PARAMETERS 
x y z p Py p E x z 
Source o. 70 o. 35 o. 25 -0.40 -0.60 -0. 30 0.82 
l Cale. o. 55 o. 27 o. 29 -0. 35 -0.49 -0. 26 o. 67 
S. D. 0.06 o. 02 o. 01 0.02 0.03 o. 04 0.05 
Source 0.60 0.40 o. 30 -0.45 -0.50 -0. 35 o. 78 
2 Cale. 0.45 o. 31 o. 27 -0. 39 -0.43 -0. 29 o. 61 
S. D. o. 03 o. 01 o. 01 0.02 o. 02 o. 01 o. 02 
Source o. 20 o. 23 0.36 -0.45 -0. 25 -0. 25 0.47 
3 Cale. 0.18 o. 17 o. 32 -0. 37 -0. 21 -0. 21 0.40 
S. D. o. 01 o. 01 o.oo o. 01 o. 01 o. 00 o. 01 
Source o. 15 o. 20 o. 32 -0. 50 -0.20 -0. 30 0.41 
4 Cale. o. 15 o. 17 o. 33 -0. 38 -0.15 -0. 25 0.40 
S. D. o. 02 o. 01 o.oo o. 01 0.01 o. 01 o. 01 
Source o. 0 o. 0 o. 75 o.o o. 0 1. 0 0.75 
5 Cale. o. 00 o. 00 o. 61 o.oo o.oo 0.88 o. 61 
S. D. o. 00 o. 00 o. 00 o. 01 o. 01 o. 01 o.oo 
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deeper than would be the case when the conductivity discontinuities 
are considered. Table 4-1 shows that this discrepancy is not a 
large one in some cases, but there is a systematic tendency for the 
homogeneous model to underestimate the proximity of the dipole to 
the surface of the head. The same conclusion has previously been 
stated for electrocardiogram models ( 1). 
Before analyzing any experimental data then, it is possible 
by the processes indicated above to study many basic properties of 
the models proposed. At this stage the analysis of the evoked 
response data can proceed with reasonable awareness of what can be 
expected in the results. 
5. Caveat Emptor 
Before analyzing the evoked response experiments in terms 
of equivalent dipoles, some comments are appropriate concerning 
the implementation of the foregoing theory in the form of a computer 
program. Lest anyone rush to apply equations ( 3) through ( 1 7) and 
the endless relations for the partial derivatives of these to his own 
evoked response data, be now forewarned~ A reasonable estimate 
of the effort required to program all of the equations used to bring 
about the results of this chapter is probably between 500 and 1000 
man-hours. The Fortran program which achieved the tests of 
simulated dipoles and their inverse determinations is approximately 
3000 cards in length. In addition to these comments on the travails 
involved, I would like to point out some other details of the 
computer implementation. 
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When coding the computer programs it is quite advisable 
to incorporate a system for precisely checking the implementation 
of equations ( 3) through ( 17) and their partial derivatives. In this 
case the method of achieving this was to utilize program variable 
names which could easily be identified with the factors in all 
equations. By checking and re-checking during the coding process 
the iinplementation of the numerous equations, it was found that 
when finally the testing of some dipol es was started, only a single 
sign mistake was incurred. 
In parallel with these problems in programming the 
algorithms once they are derived, there are some difficulties in 
achieving the correct algorithms as well. This is especially true 
in the case of the shell model, since none of the important equations 
therein exist in closed form. One has thus to study carefully the 
convergence criteria used to terminate calculations of higher and 
higher terms of the infinite series solutions. The scheme used 
here was to be satisfied with the convergence of the series when 
three successive terms are all smaller than some fraction, 6, of 
the current value of the series. Also in this regard, note that even 
if one starts with a convergent series for the potential at any point 
on the surface of the shell model, differentiation of that series may 
not yield another convergent series. The computer tests indicate 
that for most cases the various partial derivatives in the shell 
model are relatively stable, but some extra programming 
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precautions were necessary in order to detect and avoid any 
evaluations which became unstable. 
Lastly I wish to point out the speed with which one can 
compute equivalent dipoles in the two models. The homogeneous 
model can solve the inverse problem for a typical dipole in 
approximately ten seconds. Because of the need to evaluate the 
series solutions for the shell model, however, the computing time 
to characterize a dipole in this more complicated model is about 
400 seconds on an IBM 360/75. This sort of programming and 
subsequent computing is thus not for the person with a small, slow 
computing facility - -- nor for one with a small budget. At the 
Caltech computing center it costs about a dollar to solve the 
problem in the homogeneous case, but close to $50. 00 to locate one 
dipole with the shell model. 
Implementation of the techniques discussed here is thus a 
problem. The most meticulous of programming procedures are 
recommended and one will quickly find the calculations to be costly. 
The title of this section thus stands as a well intended precaution - -
CAVEAT EMPTOR -- Buyer Beware1 
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V. EQUIVALENT DIPOLES FOR HUMAN 
VISUALLY EVOKED RESPONSES 
1. Preparation of Evoked Response Data for Dipole Analysis. 
In Chapter IV there were shown various equipotential maps 
of data generated by dipoles in either the homogeneous or shell 
models. Preceding these were the maps of the experimental data, 
in Chapter III. By comparing pictures of the evoked response data 
with pictures of typical dipole fields, the value of the experience 
gained in Chapter IV becomes apparent. This "catalogue" of 
typical dipole fields allows one to select patterns which most 
closely resemble the data taken from subjects KW and DALO. The 
parameters used to generate the matching dipole patterns can then 
be used as the initial guesses for analyzing the evoked response 
data. 
The procedure then was as follows. The movie for each of 
the two subjects was studied in order to pick out intervals during 
which the fields showed relatively stable, dipole-like patterns. 
Following this initial screening individual frames of the movie 
were studied in greater detail, comparing them with the catalogue 
of typical dipole fields. This process was carried out for all 
three conditions for each subject. 
Not every sample time for the responses was analyzed with 
the equivalent dipole procedure. In Chapter III, the conclusion 
- 156 -
was that there were basically three intervals during which the 
responses seem to best be attributed to a small number of 
processes, and generally both subjec ts showed dipole-like patterns 
during each of the three intervals. T h ese three periods occur 
roughly at the same times as the maj o': amplitude peaks of the 
evoked responses (Figure 2-8); from say 60ms to 90ms, 90ms to 
l 35ms, and 165ms to 185ms. Furthermore, within each such 
period the responses are quite stable over small time increments. 
and it thus seemed redundant to analyze the responses more 
frequently than at every 5ms within each of the three segments. 
In looking for dipole-like patterns in the responses it 
became evident that many aspects of the responses were similar 
in the two subjects while others were quite different. During the 
last interval of interest for example ( 165ms - 185ms) the responses 
appear quite similar in the two subjects --- the data suggest a 
single source located in the left poste rior region of the head. 
Earlier, however, there is not a similarity in either shape or 
polarity of the responses. The DALO data from 60ms to 90ms and 
from 90ms to l 30ms indicate a single source located in the 
occipital region, close to the midline, while the KW data from 90 
to l 30ms suggest two sources, somewhat laterally located in the 
head. There are some further comparisons which can be made, 
and they will be mentioned later. For the moment I have 
mentioned only those features which are central to the process of 
hypothesizing equivalent dipole sources. 
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Note there is not an analytical problem in seeking two 
independent dipole sources for the 90ms to l 30ms interval of the 
KW data. Since the laws of superpo s ition hold, the potential at 
any point on the surface of a sphere containin g two sources is 
simply the sum of the potentials from each individual source. The 
program used to fit equivalent dipoles to the data was thus written 
to seek either one or two dipoles, i.e. to find optimum values for 
either six or twelve parameters. This does not mean that the 
program also decided which solution to attempt. The decision to 
use either one or two sources for a particular pattern was made 
in the initial screening and fed into the analysis program. 
During the normal analysis of the evoked response data 
there was only one segment (the above mentioned interval in the 
KW data) of the responses wherein two sources were suggested by 
the equipotential maps and subsequently found by the dipole 
analysis program. Eventually some test analyses were conducted 
where two sources were sought for potential distributions which 
seemed to arise from only one source, and the results of these 
attempts to locate two equivalent sources for potentials which 
were originally well explained by one source will be discussed later 
in this Chapter. 
The foregoing summarizes the preliminary data screening 
and formulation of equivalent dipole hypotheses. The computer 
analysis which followed is briefly described in Figure 5-1. 
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Read potentials at al I 
e I ectrodes for desired 
sample time, experimental 
condition and subject 
Shell 
Do least squares 
estimation of 
optimum dipole 
parameters in 
shell model 
Read initia I 
guesses for 
dipole parameters 
Print Results 
Homogeneous 
Do least squares 
estimation of 
optimum dipole 
parameters in 
homogeneous mode I 
Figure 5-1. Outline of computer analysis of evoked re spon st: 
data in terms of equivalent dipoles. 
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2. Some Comments on Non-linear Confidence Region Calculations. 
The Marquardt program produces three different sets of 
confidence regions as well as the correlation matrix for the para-
meter estimates. Since in the region of convergence to the 
minimum squared error the model may become linear in the 
parameter space to a good approximation, it is possible to apply 
conventional linear confidence region theory. The standard one-
parameter confidence interval assumes no correlation between 
parameters, and may be the narrowest of the three regions 
calculated. For a parameter estimate b . with standard error s., 
J J 
the one-parameter confidence interval is calculated from: 
b. - [ t 1 (n-k)] s. < A. =s b. + [ t 1 ,,,(n-k)] s. J -a J t-'J J -.... J (1) 
where t 1 (n-k) is the two-tailed ( 1-a) value of the t-distribution -a 
with (n-k} degrees of freedom (n is the number of observations 
or electrodes and k is the number of estimated parameters). 
the true parameter value, lying in the region above with 
probability ( 1-a}. When correlations do exist between the 
(3. is 
J 
parameters the above region tends to underestimate the confidence 
interval, and an upper bound can be found from the so-called 
support-plane confidence limits. Marquardt states ( 1) that the 
latter is t he "most conservatively wide," but within the 
applicability of linear theory, it is the most realistic estimate of 
the confidence limits when significant correlations exist. 
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This confidence region is defined by 
b. -VkFl (k, n-k) s. < (3. :s bJ. +VkFl (k,n-k) s.(2) J -a J - J -a J 
where F 1 (k, n-k) is the upper ( 1-a) point of the F distribution -a 
with k and (n-k) degrees of freedom. 
It is perhaps important to realize just how "conservatively 
wide" the support plane regions are. In equation (1) the critical 
value of the t - statistic is typically near 2. 0 for the evoked 
response experiments. Thus the one-parameter confidence region 
is roughly two standard deviations on either side of the parameter 
estimate b.. In equation ( 2), however, the typical value of the 
J 
term kF 1 (k, n-k) is in the order of 5. The support plane -a 
confidence region is thus approximately two and a half times as 
wide as the one-parameter region. 
Finally, non-linear confidence limits are found by 
calculating a critical value of the squared error and then finding 
the upper and lower values of each parameter which cause the 
sum of squared deviations to just exceed the critical value. The 
details of this are as follows. At the point in the parameter space 
where the minimum in the sum of the squared deviations occurs, 
call this minimum value cj>. The program then computes 
cl>c = cj> [ 1 + n~k Fl-a (k, n-k)] ( 3) 
as the "critical value" of the sum of squared deviations. 
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This springs from Marquardt's statement that 
(cj> - cj>)/k 
cj>/(n-k) < Fl-a (k, n-k) 
In other words he has apparently par titioned the total sum of squares 
cj> into an "error" variance, <j>/(n-k), and a variance due to 
deviations of the parameter estimates from their true values, 
(cf>c - cj>)/k, and the ratio of these two sums of squares follows an 
F distribution. Equation (3) gives th is critical value of <j>, and the 
parameters are then varied, one at a time, in both directions from 
their estimated values, until cf>c is attained. The corresponding 
upper and lower values of the parameters are what Marquardt refers 
to as the non-linear confidence limit s. If the deviations from 
linearity are negligible the non-linear and the one-parameter 
confidence regions are substantially the same. 
The motivation here is not to completely describe the 
LSQENP algorithm, but rather to properly interpret the various 
statistics and confidence regions produced by that program. From 
the above we see that the first question is whether or not linear 
confidence limits apply. To decide this we must compare the 
one-parameter confidence limits with the non-linear confidence 
limits. A typical case is shown in T able 5-1. This table shows 
that the two confidence regions are similar --- sometimes the 
non-linear region is slightly wider than the one-parameter and 
other times the reverse is true. This is the general case in the 
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Table 5-1. Comparison of One-Parameter versus Nonlinear 
confidence regions for Analysis of DALO data, flash to right eye, 
at 70ms after stimulus. Parameters are in form of Homogeneous 
Model. 
Lower Upper 
Estimated One- Lower One- Upper 
Parameter Value Parameter Nonlinear Parameter Nonlinear 
p 
x 
o. 084 -0.016 -0.012 o. 153 o. 180 
p 
y -0. 112 -0.194 -0. 120 -0. 049 -0. 043 
p 
z 
-0. 161 -0. 235 -0. 255 -0.087 -0.066 
a 0.849 0.574 0.416 1. 123 1. 09 2 
~ o. 145 -0. 05 3 -0.099 o. 343 o. 421 
f 0.609 0.489 0.424 o. 730 o. 712 
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analyses, and the conclusion is that since the non-linear confidence 
intervals are so close to the one-parameter regions, the dipole 
models are approximately linear in the parameter space near the 
minimum of the sum of the squared deviations. Hence linear 
confidence regions can be used, as s uggested by Marquardt. 
Next there is the question of which of the linear confidence 
regions to use, the one-parameter or the support plane. The 
former is indicated when, as discussed above, zero or insignificant 
correlations among the parameters exist, and the evoked response 
analyses suggest this to be the case. A typical correlation matrix 
is shown in Table 5-2. Marquardt unfortunately does not indicate 
any criteria by which the correlations may be tested for 
significance. A statistic based on a simple t-test with n-2 degrees 
of freedom where n is the number of observations would indicate 
that for this DALO case the critical value of the correlations would 
be approximately O. 325 at the 5o/olevel. This means that only two 
of the 15 cross correlations would be significant at that level. 
Perhaps the best criterion is a consideration of the various 
test cases of Chapter IV. In all of the trials of inverse deter-
minations for various hypothetical d ipoles, the original dipole 
parameters used to generate the potentials were contained in the 
one-parameter confidence regions, even in the "noisiest" of test 
cases. It seems reasonable to expect that the "true" parameter 
values for the evoked response analyses can be ably estimated by 
the one-parameter confidence regions. 
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Table 5-2. Parameter correlation matrix for analysis of subject 
DALO, flash to right eye, at 75ms after the stimulus. Parameters 
one through six are those for the homogeneous model, i.e. 
P , P , P , a, 13, and f respectivel y. 
x y z 
1. 000 -0. 036 -0. 021 -0.030 
-0.036 1. 000 -0.062 -0. 124 
-0. 021 -0.062 1. 000 0.436 
-0.030 -0. 124 0.436 1.000 
-0. 316 -0. 021 -0. 021 o. 029 
0.078 -0.599 -0. 208 -0. 231 
-0. 316 
-0.021 
-0. 021 
o. 029 
1. 000 
o. 003 
-0. 078 
-0. 599 
-0. 028 
-0. 231 
0.003 
1.000 
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3. Analysis of Evoked Responses with the Homogeneous Model. 
As suggested earlier there are, for each subject, three 
principal intervals in the evoked response during which the surface 
potentials seem to be comparable to those generated by simple 
dipole sources. Not every condition for each subject produced 
responses which could be attributed to equivalent dipoles in each 
of these intervals; each subject showed responses to some stimuli 
that were less dipole-like than the responses to the other stimuli. 
Generally, however, each subject showed some very good dipole 
fields during each of these intervals and the inverse dipole 
determinations were attempted. 
There is a problem again in display of information. The 
dipole analyses were performed at Sms increments during each 
of the above intervals, generating some forty or so equivalent 
dipole solutions for each subject. Each solution is characterized 
by either six or twelve dipole parameters, six or twelve standard 
deviations, eighteen or thirty-six confidence regions (three 
confidence regions for each parameter), and a correlation matrix 
for the parameter estimates. To present all of these numbers 
would obscure the results! In order to compact the analyses the 
dipole solutions will first be presented simply as the optimal 
parameter values and their standard errors, then following will 
be given some diagrams which illustrate both the dipole locations 
and the confidence regions. 
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The optimal parameter estimates and their associated 
standard errors for dipoles in a homogeneous sphere for the various 
stimuli and subjects are shown in T ables 5-3 through 5-5. In all 
these tables, and those for the shell analysis later, the entry "P" 
is the absolute magnitude of the dipole of components P , P and 
x y 
P. 
z 
From these analyses I have extracted a number of 
illustrative solutions for each subject and have presented the 
results in the diagrams shown in Figure 5-2 through 5-14. In 
these diagrams the dipole locations as determined by the 
parameter estimates and the one-parameter c~nfidence regions 
(at the 95%level) are shown along with the orientation of the 
dipoles as determined by the estimates of the dipole components. 
One should imagine confidence "ellipsoids" to be drawn within the 
rectangular volumes shown. 
Before mentioning some of the more obvious features of the 
I 
results, I wish to point out that no att empt has been made to relate 
any absolute neurophysiological characteristics with the 
magnitudes of the dipole strengths. The dipole magnitudes from 
one analysis to another give indications only of the relative 
strengths of the activity at these times. Since the derivation of 
the dipole approximation has "lumped " all of the contributions of 
the millions of miniature current dipoles into one dipole near the 
center of the region containing the act ivity, only the location of 
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Table 5-3. Parameter Estimates and Standard Deviations for 
interval 60ms to 90ms, in homogeneous models. (a) Subject DALO, 
flash to right eye. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
65 70 75 80 
x -.142 . 088 • 084 • 155 
.tix • 045 • 067 • 062 • 075 
y • 426 . 423 • 323 • 213 
.tiy . 111 • 092 . 079 • 075 
z • 548 • 399 • 431 . 392 
.tiz • 038 • 028 • 008 • 006 
p 
-.052 • 084 • 143 • 096 
x 
.t>P . 022 • 034 • 040 • 040 
x 
p 
-.005 -. 122 -. 224 -. 228 y 
.t>P . 019 • 036 . 041 • 040 y 
p 
-. 109 -. 161 -. 202 -. 215 
z 
.t>P • 023 • 036 • 044 • 043 
z 
p • 120 • 219 • 334 • 370 
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Table 5-3. {b) Subject DALO, flash to left eye. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
75 80 85 90 
x -.015 -.035 -. 052 -. 082 
6x • 048 • 040 • 038 • 031 
y • 272 • 217 • 145 • 115 
6y • 069 • 057 • 051 • 047 
z • 444 • 438 • 437 • 431 
6z • 014 • 026 • 040 • 044 
p 
x 
-. 001 • 032 • 083 • 176 
6P • 028 • 026 • 025 • 025 
x 
p 
-. 276 y -. 333 -.356 -. 358 
6P • 030 • 029 • 029 • 027 y 
p 
-. 109 
z 
-. 103 -. 054 . 015 
6P 
z 
• 032 • 029 • 028 • 026 
p • 297 • 350 • 369 . 399 
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Table 5- 3. ( c) Subject DALO, flash to both eyes. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
60 65 70 75 80 
x -.020 • 011 • 053 • 055 • 068 
.tix • 043 • 051 • 054 • 054 • 053 
y • 334 • 325 • 258 • 239 • 213 
.tiy • 072 . 074 • 064 • 061 . 056 
z • 376 • 398 .402 • 403 • 413 
.tiz • 003 • 003 • 008 • 012 • 017 
p 
-. 280 -. 236 
x 
-. 093 • 002 • 078 
.tiP • 036 • 045 
x 
• 050 • 050 . 096 
p 
-.155 -. 288 -. 494 -. 551 -. 563 y 
.tiP y . 033 • 045 • 053 • 055 • 052 
p 
-. 197 -. 221 
z 
-. 239 -. 235 -. 19 3 
.tiP • 037 • 049 • 056 • 057 • 053 
z 
p • 376 • 433 • 556 . 600 • 600 
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Table 5-4. Parameter estimates and Standard Deviations for 
interval 90ms to l 35ms, in Homogeneous model. (a) Subject 
DALO, flash to right eye. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
105 110 115 120 125 130 
x . 028 • 022 • 012 • 020 • 016 . 016 
Ax • 048 • 056 • 044 . 040 • 039 . 041 
y • 808 • 357 • Z78 . 244 . 206 . 213 
Ay • 023 • 077 . 059 • 050 • 048 • 051 
z • 476 . 461 • 438 • 418 • 401 • 374 
Az • 015 • 006 . 010 • 014 • 020 • 019 
p • 011 -. 092 -. 107 -.098 -.086 -.075 
x 
AP • 013 • 063 • 061 • 053 . 043 • 034 
x 
p • 411 • 472 • 739 • 791 • 71 7 • 560 y 
AP • 080 . 066 . 068 . 060 . 051 . 041 y 
p 
. 359 . 150 • 127 . 120 • 088 • 059 
z 
t:iP z • 063 • 068 • 069 • 060 • 049 • 039 
p • 546 . 504 • 757 • 806 • 727 • 568 
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Table 5-4. (b) Subject DALO, flash to left eye. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
105 110 115 120 125 130 
x • 082 • 080 • 031 • 031 . 025 • 040 
.6x • 027 • 052 • 045 • 043 • 042 • 045 
y • 798 • 509 . 310 • 277 . 274 • 397 
6y • 01 7 • 061 . 060 • 055 . 054 • 057 
z • 474 • 427 • 433 • 411 • 391 • 366 
.6z • 012 • 008 • 002 • 008 • 009 • 004 
p 
x 
-.015 -. 19 3 -. 205 -. 19 3 - • 165 -. 126 
.6P • 016 • 058 • 059 • 051 • 041 • 03 3 
x 
p • 398 • 334 • 590 • 625 • 545 . 365 y 
.6P • 069 • 054 • 062 • 056 . 046 . 038 y 
p 
. 365 • 23 3 . 224 • 188 . 114 . 070 
z 
.6P 
z 
• 054 • 061 • 065 • 057 • 046 . 035 
p • 540 . 451 . 664 • 681 . 581 . 392 
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Table 5-4. ( c) Subject DALO, flash to both eyes. 
Parameters 
and Standard 
Deviations Analysis Time (rhs) 
105 110 115 120 125 130 
x .157 . 074 • 01 7 • 006 • 012 • 056 
6x • 053 • 031 • 052 • 043 • 039 . 045 
y • 774 • 805 • 313 • 240 • 206 . 263 
6y • 022 • 013 • 075 . 058 • 051 . 053 
z • 525 . 487 . 484 . 438 • 368 • 3 31 
6z • 021 . 012 • 004 • 018 • 020 . 007 
p 
-.061 -.046 -. 216 -. 242 -.237 -. 214 
x 
6P • 030 • 021 • 061 • 054 • 049 . 047 
x 
p 
. 334 . 615 .462 • 639 • 789 . 698 y 
6P • 112 . 096 • 062 . 059 • 058 . 057 y 
p 
z 
• 266 • 532 • 207 . 146 • 097 . 065 
6P • 081 • 071 . 068 • 060 • 055 . 052 
z 
p 
. 431 • 814 • 550 . 699 • 830 • 7 33 
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Table 5-4. ( d) Subject KW, flash to right eye. i) Dipole one. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
110 115 120 125 130 
x • 487 • 484 • 452 • 456 . 429 
6x • 078 • 076 • 075 . 084 • 091 
y • 149 • 129 • 116 . 11 7 . 111 
6y • 038 • 034 • 033 • 030 • 038 
z . 241 • 205 .184 • 145 . 180 
6z • 061 . 075 • 077 • 102 • 088 
p 
-. 257 -. 291 -. 3 33 -. 294 -. 297 
x 
6P • 079 • 110 • 134 • 1 71 • 128 
x 
p 
-.432 -.605 -.805 -.861 -.752 y 
6P • 076 . 101 • 116 . 14 7 • 117 y 
p 
-. 212 -. 320 -. 427 -.504 -. 300 
z 
6P • 125 . 173 • 220 • 279 • 210 
z 
p • 546 . 744 .970 1.040 .862 
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Table 5-4. ( d) (ii) Dipole two. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
110 115 120 125 130 
x -.758 -.778 '"• 774 -.804 -. 775 
.6x • 143 • 056 . 203 • 074 . 288 
y • 312 . 321 • 330 • 342 • 343 
.6y • 405 • 371 • 410 • 302 • 409 
z • 456 .412 . 344 • 352 . 323 
.6z • 114 • 026 . 073 . 015 • 088 
p • 112 • 135 • 047 .145 . 017 
x 
.6P • 223 • 310 • 360 • 480 • 322 
x 
p 
-. 070 -. 107 y -. 105 -. 167 -. 098 
.6P . 102 • 150 .170 • 240 . 150 y 
p 
-. 150 -. 202 -. 237 -. 285 -. 238 
z 
.6P 
z 
. 210 • 302 • 403 • 434 • 368 
p • 200 . 265 . 263 . 856 . 255 
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Table 5-4. (e) Subject KW, flash to left eye. (i) Dipole one. 
Parameters 
and Standard Analysis Time (ms) 
Deviations 
105 110 115 120 125 130 
x • 499 • 497 • 479 • 449 • 443 • 450 
t:,.x • 072 • 069 • 072 • 086 • 097 • 107 
y • 165 • 159 • 154 . 134 • 128 . 110 
t:,.y • 038 • 031 • 029 • 039 • 045 • 043 
z • 275 • 226 • 199 • 223 • 230 • 196 
t:,.z • 051 • 064 • 073 • 071 • 075 • 100 
p 
-.293 -. 305 -.327 -. 405 -. 407 -. 311 
x 
t:,.P 
x 
• 075 • 097 • 121 • 127 • 128 • 121 
p 
-.390 -. 511 -.609 -. 630 -.558 -. 518 y 
t:,.P y • 068 • 083 • 097 • 105 • 104 • 106 
p 
z 
-.229 -.329 - . 406 -. 321 -.248 -. 177 
t:,.P • 123 • 156 • 192 • 196 • 187 • 176 
z 
p • 534 .680 • 802 . 815 .728 . 630 
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Table 5-4. (e) (ii) Dipole two. 
Parameters 
and Standard Analysis Time (ms) 
Deviations 
105 110 115 120 125 130 
x -. 811 -. 806 -. 797 -.774 -. 7 89 -. 770 
t:,x • 021 • 060 • 055 • 075 • 085 • 054 
y • 311 • 321 .315 • 305 • 304 • 309 
t:.y • 265 • 296 • 314 • 297 • 272 • 363 
z • 387 • 359 • 366 • 433 • 438 • 381 
t:.z • 033 • 027 • 031 • 050 • 038 • 056 
p • 17 8 • 126 • 126 • 208 • 292 • I 02 
x 
t:.P 
x 
.210 • 265 • 321 • 316 • 315 • 314 
p 
-. 116 -. 122 -. 136 -. 150 -. 194 -. 126 y 
t:,p • 095 • 132 • 152 .. 137 • 135 • 145 y 
p 
-.246 -. 274 -.272 -.277 -.334 -.248 
z 
t:,p • 245 • 346 • 375 • 304 • 283 • 393 
z 
p • 325 .325 • 329 • 377 • 484 • 296 
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Table 5-4. (f) Subject KW, flash to both eyes. (i) Dipole one. 
Parameters 
and Standard Analysis Time (ms) 
Deviations 
100 105 110 115 120 125 
x • 496 • 507 • 496 • 463 • 424. .359 
t:.x • 081 • 087 • 083 • 079 • 081 • 106 
y • 117 • 120 • 105 • 091 • 061 • 057 
t:.y • 038 • 042 • 038 • 037 • 039 • 053 
z • 275 • 285 .258 .233 • 188 • 193 
t:. z • 044 • 046 • 052 • 053 • 063 • 065 
p 
x 
-.237 -.259 -. 281 -.274 -.238 -.241 
t:.P • 062 • 072 • 075 • 075 • 078 • 077 
x 
p 
-.527 -.543 -. 615 -.688 -.726 -.612 y 
t:.P y • 097 • 111 • 116 • 114 • 112 • 098 
p 
z 
- • 033 -. 025 -. 053 - • 103 -. 160 -. 100 
t:.P • 094 • 104 
z 
• 116 • 125 • 139 • 141 
p • 579 • 602 • 678 .748 • 7 81 • 665 
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Table 5-4. (£) (ii) Dipole two. 
Parameters 
and Standard Analysis Time 
Deviations 
100 105 110 115 120 125 
x 
-. 828 -. 820 - . 826 -.829 -. 836 -. 799 
t::,.x • 073 • 059 • 087 • 107 • 163 • 202 
y • 400 • 426 • 396 . 386 • 364 .343 
6. y .231 • 242 • 221 .219 • 233 • 246 
z • 167 • 180 • 186 • 197 • 212 • 216 
6. z • 097 • 086 • 077 • 073 • 070 • 004 
p 
x 
-. 865 -.882 -. 851 -. 731 -. 536 -.259 
6. p • 315 • 364 • 343 • 318 • 303 • 217 
x 
p • 288 • 301 • 247 • 191 • 105 • 013 y 
6. p • 17 5 • 207 • 179 • 157 • 135 • 095 y 
p 
-. 254 -.273 -.296 -.276 -.233 -. 209 
z 
6. p • 473 • 503 • 475 • 438 • 402 • 176 
z 
p • 946 • 971 • 934 • 804 • 594 • 333 
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Table 5-5. Parameter estimates and Standard Deviations for 
interval 165 ms to 200 ms. (a) Sub ject DALO, flash to right eye. 
Parameters 
and Standard A nalysis Time (ms) 
Deviations 
175 180 185 190 
x .219 • 173 • 161 • 151 
/).X • 042 • 030 • 029 • 036 
y • 261 • 397 • 454 • 491 
b.y • 043 • 035 • 032 • 036 
z • 471 • 413 • 415 • 416 
b. z • 002 • 011 • 010 • 010 
p 
.218 • 325 • 333 • 299 
x 
b. p • 021 • 023 • 024 • 028 
x 
p • 156 • 052 -. 034 -. 083 y 
b. p • 019 • 016 • 017 • 021 
y 
p • 011 • 029 • 021 • 027 
z 
b. p • 020 • 020 • 019 • 021 
z 
p 
.268 .330 • 335 • 311 
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Table 5-5 (continued). (b) Subject DALO, flash to both eyes. 
Parameters 
and Standard Analysis Time (ms) 
Deviations 
170 175 180 185 190 195 200 
x • 178 • 163 • 157 • 17 0 • 202 • 215 • 222 
f),X . 054 • 048 • 046 • 053 • 049 • 049 • 056 
y • 278 • 224 • 225 .241 • 228 • 198 • 152 
6y • 056 • 045 • 094 • 050 • 043 • 039 • 040 
z • 440 • 451 • 444 • 434 • 465 • 436 • 418 
6z • 004 • 007 • 006 • 002 • 004 • 004 • 007 
p • 303 • 301 • 323 • 346 • 304 • 302 • 271 
x 
6P • 037 
x 
• 036 • 039 • 050 • 095 • 044 • 096 
p 
.220 • 382 • 971 • 540 • 537 .612 .641 y 
6P • 032 • 035 • 041 • 053 • 047 • 049 • 053 y 
p • 065 • 015 -. 006 -. 004 • 009 • 032 • 058 
z 
6P • 037 • 037 • 041 • 053 • 048 • 048 • 052 
z 
p 
.380 • 487 1. 023 • 641 • 617 • 683 • 698 
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Table 5-5. ( c) Subject KW, flash to left eye. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
165 170 175 
x • 186 . 005 - . 157 
.6x • 092 • 089 . 023 
y -. 035 • 041 • 049 
.6y • 048 • 095 • 146 
z • 329 • 420 • 304 
.6z • 032 • 093 • 178 
p • 178 • 31 7 . 421 
x 
.6P • 051 • 075 • 120 
x 
p • 431 . 353 • 230 y 
.6Py • 051 • 070 • 097 
p ' • 221 • 153 -.030 
z 
.6P . 057 . 080 • 118 
z 
p • 516 • 499 • 481 
- 182 -
Table 5-5. ( d) Subject KW, flash to both eyes. 
Parameters 
and Standard 
Deviations Analysis Time (ms) 
165 170 175 
x • 063 • 202 • 089 
.6x • 047 . 092 • 096 
y . 000 • 017 • 078 
.6y • 009 • 055 • 088 
z • 053 • 341 • 409 
.6z • 024 • 021 • 059 
p • 115 . 258 • 326 
x 
.6P • 048 • 056 • 063 
x 
p • 506 .466 • 316 y 
.6P • 049 • 056 . 058 y 
p • 286 • 19 3 • 084 
z 
.6P • 052 • 062 • 067 
z 
p • 593 • 567 . 462 
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Figurl.· 5-2. Equivalent dipole solution for DALO daL1, 
flash to right eye, at 75 n1S after stiznulus, hun1()gencnus 
model. Dipole location enclosed by 95%confidenve region. 
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f] 
Figure 5-3. Equivalent dipole for DALO data, flash to 
left eye, at 75 ms after stimulus, homogen e ous model. 
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Figure 5-4. bquival~nt dipole for DALO data, flash to 
both eyes, at 75 ms after stimulus, homogeneous model. 
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Figure 5-5. Equivalent dipole for DALO data, flash to 
right eye, at 115 ms after stimulus, homogeneous mndcl. 
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Figurt• S-6. Equi.vall'nl dipole for DALO data, tlasl1 to 
left eye, at 115 ms after slin1ulus, hon1ogc11euus rnodvl. 
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Figure 5-7. bquivah~nt dipole for DALO data, fl a sit to 
both eyl's, at 115 n1s after sti1nulus, ho1nogc1e~ous inodl·L. 
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Figure 5-8. Equivalent dipole for DALO data, flash tu 
right eye, at 185 ms after stimulus, homogeneous inodvl. 
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.. -. 
Figure 5-9. Equivalent dipole for DALO data, flash to 
both eyes, at 185 ms after stimulus, hon1ogeneous model. 
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Figure 5-10. Equivalent dipoles for KW data, flash t o 
right eye, at 115 ms after stimulus, homogeneous model. 
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Figure 5-11. Equivalent dipoles for KW data, flash to 
left eye, at 115 ms after stimulus, homogeneous model. 
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Figure 5-:- 12. Equivalent dipoles for KW data, flash to 
both eyes, at 115 ms after stimulus, homogeneous rnod\!l. 
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Figure 5-13. Equivalent dipole for KW data, flash to 
left eye, at 170 ms after stimulus, homogeneous model. 
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Figure 5-14. Equivalent dipole for KW data, flash to 
both eyes, at 170 ms after stimulus, ho1nogt·tH!o11s inod,,l. 
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the equivalent dipole is interpreted as having any absolute signifi-
cance. Thus for the moment the dipole magnitudes show only when 
sources are "stronger" or "weaker"; it is not possible to determine 
the inverse mapping of the three components of dipole strength 
into any meaningful description of the individual neural dipole 
generators. 
The results of the analysis, from a technical point of view 
are very promising. First we see that it is possible to find 
equivalent dipoles for the evoked response data, with reasonable 
resolution. Particularly with the DALO data, the standard 
deviations of the parameter estimates afford localization of the 
sources within rather small volumes of the cortex. For the case 
of the KW data, the analyses in the interval 90ms to l 30ms 
produced solutions with larger standard errors than were obtained 
for the DALO data over the same interval, but in the KW case the 
analysis was intended to produce two sources, and hence twice as 
many parameter estimates as for the single source in the DALO 
data. Even though the two sources appear to be quite easily 
separated by eye in the equipotential maps, the dipole analysis 
procedure must deal with the interaction of the two sources, and 
this interaction may cause the parameter estimates to be some-
what ''blurred. 11 
The other principal result, and one which will be discussed 
more completely in the context of its neurophysiological 
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implications, in the final chapter, is that the dipole locations are 
relatively constant within each of the three major intervals. This 
result was not intuitively expected from considerations of the 
equipotent ial maps, since there are s low changes in the appearance 
of the maps. Typically a dipole pattern slowly builds to some 
peak over the first half of the selected interval, and then again 
slowly subsides during the second half. One possible explanation 
is that a source of constant strength slowly moves toward the 
surface during the first half of the response and then retreats 
during the latter half. It would appear, however, that the evoked 
response data analyzed here suggests rather that a source fixed 
in location grows alternately stronger and weaker during some 
given interval, thus explaining the waxing and waning of the 
equipotential lines. This result is evident from the tabulated 
dipole parameters and the number of pictorial presentations 
necessary to show the equivalent dipoles was thus much decreased. 
It was not possible to produce · inverse determinations for 
the KW data over the interval 60ms to 90ms. The equipotential 
maps at this time give weak indications of two sources at roughly 
the same locations as the sources in the interval 90ms to l 30ms. 
The surface potential distribution dur ing this time for this subject 
was, however, too tranquil to produce reliable inverse solutions. 
Even in the absence of inverse determinations at this time, 
however, there is an interesting observation to be made. Note 
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that in both subjects the equipotential maps during the earliest 
interval and during the second interval are quite similar. The 
difference between the two periods is that a polarity change occurs 
from one to the other. In the DALO data the dipole calculations 
produced sources in the second interval which were in the same 
locations as in the first, but showing the difference in polarity by a 
reversal of the orientation of the dipole. Hence the lack of inverse 
determinations in the early stages of the KW responses is not such 
a loss, since we can infer that if the fields had permitted 
equivalent sources to be found, they would have been in the same 
locations as those between lOOms and l 35ms. 
4. Analysis of the Evoked Responses with the Shell Model. 
The evoked response data were also analyzed using the shell 
model, though less exhaustively than with the homogeneous model. 
In Chapter IV we saw that for any given surface distribution the 
shell model produced inverse dipole solutions which were both more 
eccentric and stronger than equivalent sources in the homogeneru s 
case. It was also evident, however, that there was not a great 
deal of difference between the two inverse solutions. The 
homogeneous model could most quickl y and inexpensively be used 
to study the responses over the full spans of the three intervals 
selected, and when this was done we saw that there was not an 
appreciable change in the inverse solutions within any one interval 
and any one set of data. Hence it seemed unnecessary to repeat all 
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of the analyses with the shell model. The application o f th e s h ell 
analysis would serve to confirm the supposed slight differences 
between the models when analyzing th e experimental data at sample 
times whi ch previously yield "typi cal " solutions in the homogeneous 
analysis. 
The results of the analysis w i th the more complicated mode l 
are shown in Tables 5-6 through 5-8 , and the illustrations of 
these solutions are given in Figures 5-15 through 5- 24. When 
these results are compared with the corresponding analyses of the 
homogeneous model, it becomes evident that the prediction of 
Chapter IV has been borne out --- the shell solutions are generally 
slightly more eccentric and stronger than the homogeneous deter-
minations. 
One other feature is also clear. The standard deviations 
in the shell model are usually larger than in the homogeneous 
case. This is not surprising, since the thrust of the shell model 
was to more realistically portray the shielding effects of the 
intervening layers between brain and scalp. The inclusion of these 
effects is thus a mixed blessing, for the increased insensitivity of 
the scalp potentials to changes in source dipoles results in less 
accurate determinations of the dipole parameters. Further 
discussion of this point will be found in Chapter VI where the two 
models are critically compared. 
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Table 5-6. Parameter Estimates and Standard Deviations for 
DALO data at 75ms in Shell Model. 
Parameters 
and Standard 
Deviations Flash Right Flash Left Flash Both 
x .147 . 059 • 123 
.tix • 214 .189 • 142 
y • 345 • 365 . 295 
.tiy • 062 • 066 . 057 
z • 560 • 562 • 521 
.tiz • 185 • 068 • 075 
p • 163 
x 
• 025 • 029 
.t!P • 062 . 035 . 057 
x 
p 
-. 267 -. 282 -. 577 y 
6P 
. y • 005 • 015 • 025 
p 
-. 231 
z 
-.146 -. 295 
.t!P . 051 • 058 • 092 
z 
p • 389 • 319 . 649 
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Table 5-7. Parameter Estimates and Standard Deviations for 
DALO and KW data at 115 ms, in Shell Model. 
Parameters DALO DALO DALO KW KW 
and Standard Flash Flash Flash Flash Left Flash Left 
Deviations Right Left Both Dipole One Dipole Two 
x • 071 • 061 • 040 • 530 -.401 
.6x • 138 • 212 . 274 • 174 . 309 
y • 344 • 413 • 414 • 260 • 366 
.6y • 053 • 002 • 048 • 124 . 348 
z • 576 • 578 • 650 • 352 . 525 
.6z • 062 • 102 • 132 • 048 • 107 
p 
x 
-. 169 -. 236 -. 247 -.504 . 133 
.6P • 052 • 035 • 024 • 242 . 171 
x 
p • 801 • 610 • 479 -.562 - . 175 y 
.6P y • 112 • 117 • 120 • 190 • 048 
p • 156 • 263 • 229 -.380 -. 178 
z 
.6P 
z 
• 064 • 043 • 035 • 005 • 184 
p • 833 • 705 • 586 . 845 • 283 
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Table 5-8. Parameter Estimates and Standard Deviations for 
DALO data at 185ms and KW data at l 70ms, in Shell Model. 
Parameters 
and Standard DALO KW K 
Deviations Flash Both Flash Left Flash Both 
x • 226 -. 010 • 200 
6x . 012 • 056 . 054 
y . 297 • 071 • 029 
6y • 134 . 318 . 185 
z . 598 • 540 • 484 
6z . 127 • 161 • 077 
p • 370 • 346 . 320 
x 
6P • 008 • 001 • 012 
x 
p • 594 • 39 3 • 492 y 
6P . 080 • 069 . 059 y 
p • 019 • 178 . 220 
z 
6P . • 064 • 132 • 103 
z 
p • 700 • 553 • 627 
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Figure 5-15. Equivalent dipole for DALO data, flash to 
right eye, at 75 ms after stimulus, shell model. 
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Figure 5-16. Equivalent dipole for DALO data, flash to 
left eye, at 75 ms after stimulus, shell model. 
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Figure 5-17. Equivalent dipole for DALO data, flash 
to both eyes, at 75 ms after stimulus shell model. 
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Figure 5-18. Equivalent dipole for DALO data, flash to 
right eye, at 115 ms after stimulus, shell model. Dipole 
magnitude drawn 1/2 scale used in previous drawings. 
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Figure 5-19. Equivalent dipole for DALO data, flash to 
left eye, at 115 ms after stimulus, shell model. D i pfJ11: 
magnitude drawn 1/2 scale. 
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Figure 5-20. Equivalent dipole for DALO data, flash t u 
both eyes, at 115 ms after stimulus, shell model. D i p (, l t: 
magnitude drawn 1 / 2 scale. 
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Figure 5-21. Equivalent dipole for DALO data, flash to 
both eyes, at 185 ms after stimulus, shell n1odel. 
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Figure 5-22. Equivalent dipoles for KW data, flash to 
left eye, at 115 ms after stimulus, shell model. 
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Figure 5-23. Equivalent dipole for KW data, flash tu 
left eye, at 170 ms after stimulus, shell model. 
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" I 
Fi1ure 5-U. Equivalent dipole for KW data, flash to 
both eyes, at 170 ms after stimulus, shell model. 
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5. Some Technical Aspects of the Analysis of the Evoked Response 
Data. 
In attempting to analyze the evoked response data in terms 
of equivalent dipole sources one of th e criteri a by which the 
technique is assessed is the stability of the solutions. One may well 
wonder if a deep but strong source could just as easily fit a given 
surface distribution as a more eccentric but weaker one. This 
situation was never successfully provoked with the evoked response 
analysis. For many of the analyses I attempted to force a different 
solution by supplying initial guesses which were quite different to 
the given solution but possibly equivalent, or perhaps guesses which 
were simply quite different from the solution. These efforts failed 
to produce any different equivalent sources - - - the solutions always 
returned to whatever point in the parameter space was first 
produced, with two exceptions. The first exception to the stability 
of the results involved attempting to guess two dipole sources when 
only one was suggested. For example, in both the KW and DALO 
data there appears to be a single source on the left side around 
l 70ms, and the analyses produced es t imates of that source. When 
I repeated the analysis with guesses for two sources (such as the 
computed one and its mirror image, or one similar to the computed 
one and a weak one on the other side, etc.), the program failed to 
return the original result. In other words it was not able to 
depress the second dipole to one having zero effect on the surface 
while returning the first one as essentially the solution initially 
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achieved. It would thus seem that the subjective decision 
regarding the number of dipole sources is a necessary process 
preceeding any computer analysis. 
It is not perhaps too surprising that the analysis would 
stumble in this case, since the data are probably not capable of 
estimating twelve parameters when the field is essentially due to a 
single source, characterized by six parameters. Remember 
that the principal components analysis suggested that on the average 
the dimension of the data was close to that which could be filled by a 
single dipole source. The dipole analysis program has no rules for 
optimizing the interaction of the two sources, and thus has no 
"intelligent" way of deciding that if it were to eliminate one source 
altogether the fit for the potentials would be a better one. 
The second exception to the solution stability involves the 
KW data when apparently two sources were present. In this case 
the solution is slightly more sensitive to the accuracy of the initial 
guesses than when a single source seems warranted. If the analyses 
were repeated with guesses which were in error by more than 
approximately + 50% the program usually failed to produce 
plausible results (the solutions would fall outside of the head, on 
the underside of the head, near the center of the head with zero 
dipole moments, etc.). Here again the need to initially view the 
equipotential maps is shown, since an experienced observer can 
usually guess the solutions within an average error of 20 to 30 
percent. 
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This same caution is present in the shell analysis, for the 
reasons already mentioned in section four of this chapter. Since 
the model is more insensitive to chan ges in the dipole parameters, 
the analyses are more sensitive to e r rors in the initial guesses than 
their homogeneous counterparts. T h ere was never an example 
when the shell model failed to produce a solution because of 
grossly incorrect initial guesses, simply because I already had the 
homogeneous solutions. Since the two results were expected to be 
similar it was simple to supply initial parameters for the shell 
analysis by using the corresponding homogeneous results. 
In a sense the results of this and in part the preceeding 
chapter can be considered as a feasibility study. Before attempting 
to analyze the evoked response data in terms of some simple 
electrostatic models there were few indications that it was indeed 
possible to locate equivalent sources for this neuroelectric event. 
Certainly the qualitative studies ment ioned in Chapter IV did not 
indicate at all the precision which could be expected of such analyses. 
The pre sent results, although obtained from a restricted subject 
space, seem to clearly indicate that i t is indeed feasible to 
extract equivalent dipole parameters from such experiments. Such 
a result has great significance in the analysis of evoked responses. 
This technique provides a means for comparing evoked responses 
in a way which is perhaps more appropriate to the nature of the 
signals than any other analytical method used to date. Now that the 
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results of this chapter demonstrate the existence of a new tool for 
analyzing evoked responses, I shall now discuss in the final chapter 
the significance of the present analyses from a neurophysiol ogical 
point of view. 
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VI. DISCUSSION 
I. The Results of this Research 
In the beginning stages of our study of human visual 
responses some very broad analytical questions were asked. What 
is the dimensionality of an evoked response? What set of 
parameters completely specifies the response and can changes in 
this set of general parameters be correlated with stimulus 
characteristics? What relationship exists between the surface 
potentials during a response and underlying cortical activity? As 
might perhaps be expected, the results to date do not completely 
answer these questions, particularly the last one. Rather, our 
analytical horizons spiralled inward somewhat and we selected 
some more specific subsets of the above queries for detailed study. 
One of the first decisions was to attempt to study the evoked 
responses for what they rightfully are - - - electromagnetic fields. 
This choice led to recordings of evoked responses with far greater 
spatial resolution of the potential fields than previously attempted 
and with it, our first problem. We were faced with the need to have 
some qualitative technique for reviewing data arrays which were 
almost overwhelming in size and dimension. I chose to meet this 
need with a graphical display of the evoked responses as equi-
potential lines on the head. As eventually expressed as an animated 
·movie, this technique proved to be quite lucrative. 
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After developing this facility for rapid viewing and 
comparison of the data, the pursuit of simple physical models of the 
evoked response continued by seeking to find some bound on the 
complexity of the data space. The factor analytic methods of 
Chapter III extracted from the data the facts that firstly, the evoked 
responses, as suspected from the appearance of the movies of equi-
potential lines, showed great dependence from channel to channel, 
and secondly, that apparently the activity during three intervals of 
the responses was highly correlated within each such interval. The 
number of independent processes required to summarize the data 
variability suggested in fact that even electromagnetic models as 
simple as dipole sources could be used. 
It thus seemed reasonable, in light of these results and 
recent advances in the fields of electrocardiography in particular 
and theoretical studies of bioelectric phenomena in general, to 
formulate some relationships between evoked responses and electro-
static dipoles, Equivalent sources for the activity during various 
phases of the evoked response were postulated, sought and 
eventually found. The result is that through this "painless" 
technique for analyzing this type of signal, the information flow 
through various regions in the brain can now in part be followed. 
Certain features of these results deserve considerable 
expansion and even critical review, and I shall now attempt to 
evaluate more fully those aspects of this research that seem pivotal 
to what has already been done and to what should logically follow. 
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2. What is the Relevance of Equivalent Dipoles to Human Visual 
Evoked Responses? 
No one pretends that the normal brain activity, even when 
performing whatever (alleged) simpl e processing accrues watching 
a light flash, is likely to be completely represented by one or two 
dipoles appearing and disappearing at various times following the 
light flash. These dipoles must be recognized as very gross 
approximation to the myriad neuroelectric events which are actually 
taking place. Yet the equivalent dipoles are not simply abstractions 
of the data consistent with the observed number of independent 
processes present. 
The physical models of Chapter IV are after all, well steeped 
in the electromagnetic properties of neuroelectric phenomena. 
While the dipole model cannot differentiate between action potential 
fields and post-synaptic potential fields, it does represent the first 
order effect of the diffuse ionic currents that give rise to the 
measured scalp potentials. The key assumptions are first, that the 
stimulus - correlated activity following the light flash is confined to 
a relatively small region of the entire brain and second, that the 
potential measurement points are far from the source compared with 
the dimensions of the cortical volume containing the activity. One of 
the very founding premises concerning the evoked response activity 
is that a specific sense modality is stimulated and hence a limite1 
population of neurones is involved at any given time during the 
response. This is a crucial point and should perhaps be reinforced. 
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The assumption of confinement of activity does not mean that the 
activity must be confined to a given volume over the entire 
response - - - only that at each instant a certain small region can be 
identified as containing most of the p r ocessing appropriate to the 
stimulus. Hence, it seems that the first assumption is quite a 
reasonable one. As for the idea that the potential fields are 
measured at distances large compared with the distances between 
active neurones, it seems obvious that any single source is always 
quite far from most of the recording electrodes and is close to those 
electrodes directly over it only when it is highly eccentric. Most 
of the analyses of the evoked response potentials did not produce 
sources whose eccentricity challenged this assumption. Consider a 
case where the eccentricity was, say, O. 7. If the radius of the 
head is 10 cm, then the distance from the source to the surface is 
roughly 3 cm. Remembering that the dipole term in the potential 
field decreases as l/R2 and the next term, the quadrupole term, 
falls off as 1IR3 , the ratio of the contributions of the dipole field to 
the quadrupole field is roughly 3: 1. Thus, even at this relatively 
high eccentricity, the non-dipolar terms are becoming small 
compared with the first order term, and the dipole approximation 
seems well justified. 
Those intervals in the responses when the activity does not 
appear to be dipolar may in fact be the times when th<K~ neural 
processing is so diffuse that the higher order poles (quadrupole, 
octapole, etc. ) should be included in postulating any equivalent 
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sources. Alternatively, they may simply be the times when 
information from one cortical area is being relayed to another area, 
hence no stable patterns emerge for l ong durations. In any event, 
the analyses in this thesis were confined to those periods in the 
response when the surface potentials seemed to be highly dipole-
like. 
Note that there is a precaution here in attempting to relate 
surface potentials attributable to equivalent dipoles and potential 
recordings in depth. The depth recordings can be derived from sites 
very close to the neural activity, and the fields at these close ranges 
are likely to be more complex than simple dipole fields. 
There is no question of their being certain errors in 
locating the sources, caused by the non- sphericity of the head and 
errors in electrode placement. Adjustments could be made, 
however, to account for the actual shape of the head and to precisely 
locate each electrode on this true geometry of the head. In the 
meantime, the solutions derived prove the feasibility of the 
technique, and the geometric stretchings necessary to account for the 
above errors are simply refinements of the principle. I predict 
that when the analysis is extended to a larger number of subjects, 
we will find that the equivalent dipole will offer a new device for 
realistically studying the evoked response and related electro-
encephalographic signals. By recording the surface potentials 
during activation of an epilectic focus, for example, and 
subsequently locating the focus by surgical techniques, one will be 
- 223 -
able to test the accuracy of the source location as predicted by the 
dipole analysis. 
In summary, considering the strong physical basis from 
which the analysis follows and the already good agreement of the 
results with known neuroanatomical f eatures, the dipole analysis 
seems both relevant and fertile. 
3. What Neurological Insights Have Been Gained? 
It is not surprising that the responses to all three stimuli 
were so similar for any one subject. The light flashes did not 
selectively stimulate temporal or nasal halves of either retina, 
hence both cortical hemispheres were excited in all three conditions. 
A full field flash to one eye is not grossly different stimulus from 
such a flash to the other eye, or to both eyes. When we look at a 
scene with only one eye, we see almost exactly that which is 
viewed with both eyes. Hence, the s t imuli used in these experiments 
were not at all subtle, and by and large, the same cortical areas 
were probably active for all three conditions. 
In this regard one might, however, hypothesize that while 
the stimulus presented to one eye triggers much the same cortical 
response as the stimulus to the other eye, there should perhaps be 
some summation effect when stimulating both eyes. In other words, 
should not some aspects of the equipotential maps and/ or the dipole 
determinations suggest a superposition of the same aspects in the 
monocular cases? This appears not t o be the case for the two 
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subjects here. One would have to conclude from looking at the 
equipotential maps that the flash to both eyes never seems to elicit 
any patterns which seem to be anything like the sum of the patterns 
arising from the monocular stimuli. Moreover, the dipole 
determinations of Chapter V show tha t the sources in the flash to 
both eyes condition are not significantly different from the sources 
in the other two conditions. The dipole magnitude and locations are 
generally identical for all three conditions. Neuroanatomically, this 
suggests that as far as these stimuli are concerned, the optic path-
ways at some point lose the ability to differentiate between ''left 
eye origins" and ''right eye origins" of the activation of a particular 
point in the mapping of overlapping v i sual areas. In other words, 
when light from a particular point in the visual field illuminates 
both retinae, the neural pathways from the eyes eventually seem to 
innervate in parallel the cortical area corresponding to the point, 
hence excitation arising from the stimulus to both eyes is redundant, 
and the responses to all three conditions are similar. 
These experiments thus did not offer contrasts among evoke d 
responses arising from various subdivisions of the primary visual 
cortex. Instead, the present analyses are more pertinent to under-
standing something of the time course of activity within the given 
responses. 
I mentioned in Chapter I that the conduction time from 
retina to cortex has been estimated at approximately 40ms. Over 
this early portion of the evoked response one would not expect to see 
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patterns in the equipotential maps which were suggestive of any 
activity in the outer cortical layers. The excitation of the lateral 
geniculat e and other relay centers along the route to the cortex 
presumably occurs at this time, but not with any accompanying 
manifestation of this activity in the surface potentials. It is in fact 
unlikely that activity at that depth has strong influence upon EEG 
signals. In Figure 4-4 I showed that as sources became less 
eccentric in the homogeneous model, the effect on the surf ace 
potentials is much attenuated. If we recall that the equations for the 
potential fields in both models (Equations 4-3 and 4-8) are linear in 
dipole magnitude but behave approximately as the inverse square of 
eccentricity, it is obvious that the location of the source has much 
more influence on the eventual surface potentials than does the 
magnitude of the source. Thus, even compa;i-atively weak sources 
close to the surface can obscure the effect of stronger but deeper 
sources. To be precise about this, let us consider some 
calculations in the shell model, as a realistic measure of the trade-
off between strength and location. A radial dipole of unit strength 
at an eccentricity of O. 85 produces a peak potential on the surface of 
19. 6 µv, while such a dipole at an eccentricity of O. 2 produces a 
peak of only 3. 6 µv. The lateral geniculate structures are at 
approximately this latter eccentricity, hence in order to generate 
surface potentials of the same magnitude, any activity at this level 
would have to generate a dipole moment almost six times as strong 
as moments due to activity in the outer cortical layers. In the 
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homogeneous model the ratio is even higher, approximately 22: 1. 
Thus, at times when processing is taking place at deeper sites in the 
brain, it becomes difficult for this activity to produce surface 
potentials that can be distinguished from those due to activity in 
more eccentric locations. This can occur at any time when 
information may be flowing from one cortical site to another, say, 
across the cerebral commisures (al so relatively deep structures), 
or in particular during the first 50 ms of the response when the 
retinal afference is on its way to the visual cortex. 
This alleged reticence of the evoked response during the 
first 40-50 ms seems to have been substantiated by our 
recordings --- the equipotential maps show no sign of any activity 
which seems to emanate from some cortical site for a significantly 
long period. In other words, the activity taking place at first seems 
to be largely the conduction of afferent information to the processing 
centers; at no time during this interval does the activity apparently 
remain in any one cortical site for any appreciable time. 
Following this initial spread of the visual afference, however, 
some quite different events take place, and now our dipole analyses 
come into play. We saw that in both subjects there was a suggestion 
that some particular pattern of activity remained relatively stable 
for, st,Jy., 30ms (from about 60ms to 90rns), . then this pattern 
abruptly yielded to a different one lasting from about 1 OOms to 
130ms, then after a delay of some ZS or 30ms, a third stable 
configuration gained precedence. There is nothing sacred about this 
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division of the response into an initial conduction time followed by 
three intervals during which the activity is apparently confined to 
some region of the cortex. Each subject showed some violations of 
these general rules, and perhaps experimentation on a larger group 
of subjects will modify these generalizations. For now, however, 
let us consider what apparently takes place during these three active 
times. 
The first conclusion one can draw from the results from both 
subjects (though more weakly for the KW data than for that from 
subject DALO) is that the activity taking place during the first and 
second active intervals is apparently in the same location for a 
given subject. Notice that during these two intervals, the equivalent 
dipoles are roughly perpendicular to the surface of the cortex, 
suggesting perhaps that many adjacent columns of cells are 
simultaneously active. The conduction of excitation up or down these 
columns would, as suggested in Chapter IV, generate many 
component dipoles all pointing in the same direction, and the net 
equivalent dipole would be oriented perpendicular to the cortical 
surface. (Note for the moment I am assuming that the cortical 
surface is parallel with the skull surface. ) 
Furthermore, whatever direction of flow exists during the 
interval from 60 to 90 ms seems to have been reversed in the second 
interval. This is particularly evident in the DALO data, for the 
equivalent dipoles seem to be in the same locations during both 
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intervals, but the orientation of the dipoles reverse direction by 
180 degrees. 
The equivalent dipoles for the DALO data in these intervals 
seem to be in the occipital region. As we know, howe ver, the two 
occipital poles lie on opposite sides of the central fissure, and in 
fact, a considerable portion of the retinal representation is located 
along the medial aspects of the hemispheres, along the walls of the 
fissure. Assuming that both halves of the visual cortex are active, 
why are there not two symmetric equivalent dipoles for the activity 
at this time? 
As we saw in Figure 4-6, it is not always easy to 
differentiate by eye the equipotential maps arising from two sources, 
when those sources are close to one another. And, as discui:;::;ed in 
Chapter V, inverse determinations which attempt to fit two ::;ourc1;~s 
to data which seem best to arise from one source are not pos::;ible. 
The dipole technique as formulated h e re does not have the ability to 
resolve two such closely spaced sources. 
But are there truly two symmetric sources for the DALO 
data in these first two active intervals? It would seem at least that 
if there are two, they are not symmetric, since there is generally 
a non-zero x-component of the dipole location, placing the dipole 
slightly left of center. Also, if there are two sourccH, they arL' Ho 
close together as to be well expressed as 01w, judging fron1 tltt· 
small standard deviation of the paramekr cstimatl~l:iK 
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Thus for the DALO data, it would seem that during the time 
from about 60 ms to 130 ms, activity takes place in the primary 
visual cortex. There is activity predominantly in one direction 
along columns perpendicular to the scalp surface lasting until about 
90 ms, followed by a reversal in this direction from l 00 ms to 
130 ms. If this activity takes place symmetrically in the occipital 
poles, then such activity is so close as to coalesce into one apparent 
source shifted slightly to the left hemisphere as far as equivalent 
dipoles are concerned. 
The KW data over this same span are more difficult to 
interpret. There is the same suggestion in the appearance of the 
equipotential maps that whatever activity occurs from 50 to 70 ms is 
in the same location as the activity from 100 ms to 130 ms, but with 
reversed polarity. As mentioned in .the previous chapter, however, 
there is not sufficient variation in the surface potentials to 
characterize these two sources in the earlier of the two periods. 
Beyond this problem, however, is the question of significance of 
the locations of the two sources found for the data from 100 ms to 
130 ms. 
In considering this question, let us consider that one of the 
features of this particular experiment which could quite possibly be 
in error is the electrode placement. If the assumed electrode 
positions represents a systematic stretching of the true locations 
forward and laterally, then it is not impossible that the true source 
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locations could be brought posteriorly and medially until t hE:! y lay 
nearer the occipital regions than they presently are located. 1£ 
this conjecture is allowed to run its course, it is also feasible that 
the two sources as betrayed by the surface distributions would again 
coalesce into a single source near the midline. 
The above exercise is not intended to force the two subjects 
to be more similar in their responses. There is a strong 
possibility that the KW experiment suffered from lack of a precise 
location of the electrode array. It was the early realization of this 
problem that led to many conversations with Dr. Lehman and 
Mr. Madey concerning a diagrammatic retention of the actual 
electrode positions in future experiments. 
In spite of the apparent disparity in locations of the 
equivalent dipoles for the two subjects during the first two active 
periods, however, other features of the analyses are similar. The 
dipole orientations for the KW data are also perpendicular to the 
cortical surface, but they have directions opposing those for the 
DALO data at comparable times. 
In the aggregate then, if we allow some latitude with the KW 
determinations, both subjects seem to indicate that during the first 
two intervals in the evoked response when activity seems to reside 
in one location for some time, that location is in the occipital 
region. Certainly the DALO rl'sults indicate this with 1.:onsicl,· r;il>k 
force. It may be that this time during tlH! rt~spoteeD is th~· 
- 231 -
principal period during which the visual event receives the 
attention of the primary visual cortex. 
Following these two intervals, both subjects display another 
period where the surface potentials do not indicate that the activity 
is resident in any one site for any length of time. Then, at around 
150 ms, there appears the beginning of a period of activity which is 
again confined to one region. As noted earlier, the equivalent 
dipoles for the two subjects are more similar here than at any other 
time, and would not become widely different even if we stretched 
the KW electrode positions as suggested above. At this third active 
period, it seems that the equivalent dipoles are again roughly 
perpendicular to the surface, but the locations are displaced 
laterally and anteriorly from the earlier determinations. It seems 
credible to hypothesize that if the earlier two regions contain the 
activity of the primary visual cortex, then this later period 
represents the activity of the association cortex in the left 
hemisphere. Perhaps some higher abstraction, beyond the simple 
sensation of the light flash, occurs at this time in the association 
cortex. One can wonder why the activity takes place only on one 
side, and perhaps there is a clue here which correlates with the 
dominance of the left hemisphere over the right in right-handed 
split-brain patients (I believe both subjects were right-handed). 
Whether, in fact, this activity does take place in the association 
cortex will have to be confirmed by many more experiments. It 
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does seem evident, however, that later in the evoked response the 
activity has shifted to a different focus from that active during early 
stages of the response. 
Evoked responses have for years been conspicuously 
dissimilar from subject to subject. Perhaps the most remarkable 
result of this research is that even though the responses of these two 
subjects as classically displayed (Figure 2-8) are also different 
from subject to subject, there are many features which are quite 
similar when considered from an equivalent generator point of view. 
Continued application of these techniques seems warranted as a new 
tool in studying the evoked response. 
4. The Homogeneous Model versus the Shell Model. 
Intuitively, the shell model seems to be the more desirable 
representation of the brain and its surrounding structures. Beyond 
the mere qualitative charm of this model compared with the 
homogeneous model, we saw in Chapter IV that the potentials 
calculated in the shell model also seemed more reasonable than 
those in the homogeneous model - - - the large peaks and troughs of 
the latter were quite subdued in the former, as is the case in the 
evoked response data. Thus, at first it seems that the shell model 
is the technique most likely to produce physically meaningful inverse 
so•lutions. 
Also in Chapter IV, however, I found that when equivalent 
dipoles in the homogeneous model were calculated for potentials 
- 233 -
generated from some dipole in the shell model, the disparity 
between the two sources was surprisingly small. Mostly the case 
was that for any given surface potential distribution, the 
homogeneous model produced dipoles which were less eccentric 
and less strong than in the shell model. In the accounting which 
really matters then, there is not a great difference in the two 
models, and this was shown to be true in the evoked response 
analyses of Chapter V. 
In fact, there is a somewhat paradoxical property of the 
shell model which makes it more difficult to use in locating 
equivalent dipoles. This model apparently does represent more 
accurately the shielding effects of the layers of different 
conductivity surrounding the brain. This means that it more 
realistically portrays the fact that scalp EEG potentials are quite 
protected from underlying activity, i.e., moving a source around 
inside the sl;lell model produces less effect on the surface potentials 
than changing the source in the homogeneous model. In other 
words, because the shell model is a more realistic model, it is 
more difficult to determine inverse dipole solutions with narrow 
confidence intervals for the parameter estimates, simply because 
one source in t:P,e shell model has much the same surface potential 
field as does another source in the same general area. This is also 
borne out by the relative widths of the confidence regions for the 
shell model analyses of Chapter V. 
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As a practical matter, one must then consider the cost-
effectiveness of using the more sophisticated model. 
Computat ionally, the homogeneous analysis is roughly one-
one hundredth as costly as the analys is with the shell model. Also, 
because of the relative insensitivity of the shell model to changes in 
the dipole parameters, it is less tolerant of sloppiness in the initial 
guesses of the dipole parameters. And, as we now see, the two 
models produce solutions which are quite similar. In view of these 
facts, was the shell mode 1 worth the great effort spent in deriving 
the necessary equations, programming the equations successfully 
and the cost of subsequent computing? 
The answer to this is much more than a qualified yes. What 
the current shell model provides is not only the result that the 
homogeneous model is not as inaccurate as first suspected but also 
a system for improving the results derived from any analysis using 
the less complicated model. By this I inf er that by more 
exhaustively studying the differences in inverse solutions from the 
two approaches, a method of "correcting" any result in the 
homogeneous case to agree more closely with the shell 
determination may be derived. The results expressed in Table 4-1 
suggest that this correction process may not be as simple as a 
linear scaling from one set of dipole parameters to another, but 
further analyses such as produced that table should providl' the 
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tools with which the homogeneous model can be adjusted to produce 
solutions closer to those of the shell model. 
If we assume that the shell model is indeed the more 
realistic of the two, then we now have the ability to achieve the 
reality of the solutions from this model without having to incur its 
high computing cost. I propose then that there are two reasonable 
strategies for doing the analysis. The first is to compute equivalent 
dipoles using the homogeneous model and adjust them by some 
correction process to resemble the solution that would have been 
achieved by the shell analysis. Alternatively, as was done in this 
thesis, the analyses using the homogeneous model at many times 
during the response can be followed by a small number of analyses 
with the shell model, using modified versions of the homogeneous 
results as initial guesses for the shell calculations. Since the 
equivalent dipoles are relatively stable over each of the various 
intervals in the response, one needs comparatively few shell 
calculations to span most of the interesting cases. 
In the aggregate then, one can conclude that the homogeneous 
model should provide for some time a technique for evaluating 
evoked response, and the shell model can always be used to provide 
more realistic determinations for the equivalent dipoles. 
5. What Must Be Done Next? 
The most obvious extension of the analysis described here is 
to increase the number of subjects. Given that the limited sampling 
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presented here offered the suggestion of certain similarities in he 
evoked response which were unnoticed prior to this time, it is 
desirable to determine the extent of these common features of the 
evoked response. 
Coincident with enlarging the number of subjects must be a 
more rigorous study of actual head shapes and especially of 
electrode placement on the heads of the subject. Probably spherical 
models are satisfactory, if a "least-squares" sphere is chosen for 
the actual shape of the head of each subject. Of equal importance is 
the provision of an accurate mapping of electrode placement onto a 
spherical approximation to the posterior portion of the skull. The 
custom-fitted helmet mentioned in Chapter II may be of assistance 
here, since the electrode positions and the head shape are 
permanently recorded in the construction of the helmet. 
Alternatively, but probably more time consuming, is to construct 
a stereotaxic device for recording head shape and electrode 
positions. 
Assuming that these instrumentation improvements can be 
realized, there are some modifications to the experimental 
procedures used in these studies which would produce recordings 
of more neuroanatomical significance than the results discussed 
there. More selective stimuli should be used to try to activate 
smaller sub-populations of the visual nervou8 system. Assymctric 
stimuli, such as illumination of only portions of the retina, shoul<l 
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produce cortical responses which are more specific than those to a 
gross, full-field light flash. The flexibility in this regard is 
enormous. Patterns can be introduc ed into the stimuli, different 
patterns could be used in different retinal areas, flashes to both 
eyes can be presented at various lat encies (to perhaps elicit some 
interactive effects); many other experiments, all more specific than 
those conducted in this study, are desirable. 
In this same regard, there may be instances of subjects with 
known pathologies or who have experienced certain surgical 
interventions who would represent further ways of restricting the 
stimulus conditions. Split-brain pat ients and split optic chiasm 
patients represent ways of confining the visual afferent information 
to smaller regions of the cortex. 
From an analytical point of view, there are also many 
procedures which seem to follow logically from what has been 
accomplished here. There may be an "optimum" physical model of 
the head from the point of view of locating equivalent sources for 
evoked response. Continued studies of homogeneous and inhomo-
geneous models in spherical and other geometries could probably 
improve the accuracy of the inverse determinations. There may be 
some useful information to be derived in assessing the contribution 
to the surface potentials of higher order poles than the dipole term, 
bearing in mind that this makes more stringent demands upon the 
accuracy with which the potentials are recorded. 
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This type of analysis at present requires considerable 
computing effort. One single procedure which is perhaps 
impractical for investigators who do not have access to devices 
which produce graphical output on film is the movie of equi-
potential maps. The principal use of this display was to allow 
formulation of dipole hypotheses for various sampling times of the 
evoked response. It may be possible to implement a pattern 
recognition scheme which circumvents the making of pictures and 
subsequent visual study by the experimenter. There may, for 
instance, be certain criteria based upon the spatial derivatives of 
the potentials which would allow coarse determinations of the 
"appearance" of the data. These procedures might be developed 
to the extent that the number and approximate location of possible 
sources could be ascertained without actually going through the 
process of making movies. 
As is the case with any new type of analysis, especially 
analyses of biological phenomena, there is at this early stage of 
development a certain posture of "not knowing quite what to look 
for." The models presented here have removed the cloak from 
certain aspects of the human visual evoked response. I have shown 
merely the development of a new tool, but hopefully this tool will 
now be exploited in answering what was described in Chapter I as 
"the challenge of the evoked response." 
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APPENDIX A 
The Dipole in a Homogeneous Sphere 
1. The Potential Field Due to an Eccentric Dipole 
Figure A-1 shows a dipole locat ed in a homogeneous sphere at 
r = fR along the z-axis. The dipole is of magnitude P, with components 
P , P and P as shown. 
x y z 
The field due to a dipole in a homogeneous sphere has been de-
scribed by several authors. Frank(l) has produced a solution for a di-
pole coplanar with the x-z axes, while Smythe( 3 ) has a form of solution 
for a dipole both coplanar with the x-z axes and parallel with the z-
axis. The form of solution used here is due to Geselowitz and Ishiwa-
tari (2 )' for a dipole as oriented in Figure A-1. For a dipole as shown, 
in a sphere with an insulating boundary, the potential at the surface of 
the sphere is given by: 
v = 
Pz [ l-f2 J Pxcosqi+Pysin<P [ 3 f_ 3 £2µ+£3_ l --~O 2 3/2 - 1 + 2 2 PT~ + µ _J 
4ircrfR (1 +f -2fµ) 4ircrfR sin9 (1 +£ -2£µ) 
(A. 1) 
where µ = cos e, 
9, qi are the aziJ:nuth and latitude in the coordinate system 
(r, 9, cp) • 
In order to use this relation, we first show how to transform a 
coordinate system with an arbitrary dipole so that the z-axis passes 
through the center of the dipole. 
Consider Figure A-2(a). In this rectangular x, y, z coordinate 
- 240 -
z 
x 
Figure A-1. A dipole of moment P, located at (fR, 0, 0) in a 
homogeneous sphere of radius R. 
Figure A-2. 
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system let the dipole be located at (x, y, z) = (r, e, cp) and let any other 
point (x 1,y1, z 1 ) = (r 1, 8 1, <P 1 ) be included for illustrative purposes. 
In this system (a); 
x = r sin 8 cos cp xl = rl sin e1 cos <1>1 
y = r sine sin cp Y1 = rl sin e1 sin cp 1 
z = r cos e zl = rl cos e1 
We first wish to rotate the coordinate system about the x-axis such 
that the new z-axis is colinear with the projection of r onto the y-z 
plane. If this angle of rotation is a. , then 
-1 I a. = tan y z . (A. 2) 
Note we have considered a to be positive in the clockwise direction- -
this is not necessary but serves to keep the rotation angles within the 
range 0 to rr/2 for dipoles located in the first quadrant. 
After this first rotation, the coordinates of the dipole in the new 
system (x', y', z') are 
x' = x 
y' = 0 
Z I = Y Sin 0. + Z C 0 S (l. 
At any point (x 1, y 1, z 1 ) in the original system (a) is now located at: 
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x' l l 0 0 xl 
yl = 0 cos a. - sin a. Y1 
z' l 0 sin a cos a. zl 
i. e. , 
(A. 3) 
Similarly, the dipole components rn system (b) are given by: 
p 
x' 
p 
x 
p 
y' = Tl 
p 
y 
(A. 4) 
p 
z' 
p 
z 
Finally, in order to pass the z 1 axis through the dipole location, 
system (b) must be rotated counterclockwise about the y' axis through 
an angle 
-1 x 1 f3 = tan 
z ' 
(A. 5) 
Then in this final system (c) the dipole is located at 
x" = 0 
y" = 0 
Z II = r 
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and any point (xl, yl, zl) in system (c) is related to system (b) by: 
x11 
1 cos f3 0 - sin (3 x1 1 
yll = 0 1 0 YI 1 l 
z II 
1 
sin (3 0 cos (3 z1 
l 
i.e.' 
x II = T 2 XJ. = T2 T lXl = Tx 1 (A. 6) 1 
where the final rotation matrix T is given by 
cos (3 - s incx. s in(3 - cos cx.sin(3 
0 cos a. -sina. 
sin f3 sina.cos(3 cosa.cos(3 
and the dipole components in system (c) are given by: 
p 
x11 p x 
p = T p (A. 7) yll y 
p 
z11 p z 
System (c) is the necessary form for equation (A. 1) to apply. By sub-
stituting from (A. 7) we obtain the surface potential V(R, 911 , qi 11 ) : 
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V(R, 9", <j>") 
= 1 [{ P xsinl3+(P Ysina.+P z cosa.)cosl3 } { l-r 
4rraRZ f (1+£2 -2£µ")3/2 - l} 
{
(P cos13-(P sina.+P cosa.)sinl3 )cos<j>"+(P cosa-P sina.)sin<j>" l 
+ x y z y z 
f sin 911 J 
(A. 8) 
where µ 11 = cos 8 11 , f = r/R . 
It remains to substitute into (A. 8) certain further relationships 
between system (a) and system (c). One can easily derive the follow-
ing: 
cos9 1 ' =µ(a., [3, 9, <j>) = sin8cos<j>sinl3+(sin8sincpsina.+cos8cosa.)cosl3 (A. 9) 
sin8 11 = A(ct, 13, 9, cj>) 
1 
= [ 1- ( s in8cos cj>sinf3+ (sin8 sin<j>sina.+cos 9cos a.)co sl3} 2 1.2 
1 
= [1-µ.2]2 
coscj>" = C(a., 13, 8, cj>) 
= [ sin8cos<j>cosl3- (s i n8sincj>sina.+cos Acosa)sinl3] I A 
sin<p 11 = E(a., 13, 8, <j>) = [sin8sin<j>coso.-cos9sina.]/ A 
(A. 10) 
(A. 11) 
(A.12) 
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We can then finally write equation (A. 8) in terms of the original c:o -
ordinate system (a) : 
V(R,9,cj>) = (A. 13) 
where: 
= [P sinf3+(P sina.+ P cosa)cos!3 l If 
x y z . (A. 14) 
= [ o -1 ) I ( 1 + l -2 fµ ) 3 I 2 - 1 J (A. 15) 
[P cos!3- (P sinrr.+ P cos a.)sin!3} C+ [P cosa.-P sincx.} E 
V x y z y z 3 =~~~~~~"D--~~f~AKIK--~~~~~~~~~~~~~~ 
(A. 16) 
2 3 2 3/2 v4 = [(3f-3f µ+f -~ )/(l+f -2fµ) +µ J (A. 1 7) 
2. Partial Derivatives of the Field 
In order to use the technique of least squares estimation of 
non-linear parameters, it is also necessary to compute the partial 
derivatives of V with respect to the s ix parameters P , P , P , a, 
x y z 
13, and f. These equations are somewhat more laborious to derive, 
but they can be shown to be: 
a) (A. 18) 
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b) av ap = L V 2 s ina.cosf3+ V 4 [Ecos a.-C sinns i n{3 } I A I If (A. 1 : J y 
av 
ap = c) [V 2 cosacosf3- V 4 [ Ccos asinl3+ Esina.J I A] If (A. 20) 
z 
d) av 
av
1 
av 
2 
av 3 av4 
aa = v2 8Cl +v1-aa+v48(l +V --3 aa (A. 2 1) 
where 
av1 ~ cosf3 [P cos a. - P sina J aa = - y z (A.2la) 
av2 3µ f(l-l)/(1+1-2£µ.) 512 aa = Cl (A.2lb) 
av £~ [ [P cosf3-(P sina+P cosa.)sin{3} C 3 = ~ x y z a 
-C[sinf3(P cosa.-P sina.)}+E (P cosa.-P sina.) y z a y z 
-E(P sina.+P cosa.)- v 3£A ] y z 0. (A.2lc) 
( A.2ld) 
µa. = cosf3(sin8sin<j>cosa.-cos8s ina.) (A. 2lc) 
A = -µµ. I A 
a. a. 
(A.2lf) 
ca. 
- 248 -
= ~ [A(-sinf3(sin9sin<j>cosa.-cos 8 sin1J. )} 
A 
-A ( sin9cos<j>cosf3 - (s in8 sincpsina.+cos 9cosa)sinl3} ] 
a 
(A. 21 g) 
E = _lz [A(-sin0sincj>sinar-cos8cosaJ-A lsin8sincj>cosa.-cos8sina} I 
a. A a 
(A.2lh) 
e) (A. 22) 
where 
1£ [P cosf3-sinl3(P sina.+P cosa.)] 
x y z (A. 22a) 
(A.22b) 
av3 l ~ = fA l C (-P xsinf3-cosl3 (P ysina+ P z cosa)} 
+Cr.t (P cos13-sinl3(P sina.+P cosa.)} 
I"' x y z 
(A. 22c) 
5 av 
4 
~ = [ u i +r -2fµ)(-3r µ13 -µ 13 )+ 3 (3£-3£\..L +£
3 
-µ )£µ13 1, t 1 +£
2 
-2£µ} 2 +µ13 J 
(A. 22d) 
µl3 = sin8coscj>cosf3- sinj3 (sin Os in<j>sina.+co s 8co sa.) (A. 22e) 
f) 
where 
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(A. 22 [ ) 
c
13 
= --\, [A [- sin8cos<!>sinj3-cosl3 (sin 8s in<j>s i nll+c os f'lc osa. )1 
A 
-~ (s in9 cos<j>cos13- s inf3 ( s i n8 sin<!>s in a.+c os 8 cos a.) J ] 
(A.22g) 
El3 = -A13 
lsin9sin<j>cosa.-cos9sincx. } / A 2 (A. 22h) 
av 
av av2 oV 3 av4 
af = v2 
__ l + v 
--+ v4 -aT + v38T af 1 af (A.21) 
av1 
-V/f ar = (A. 23a) 
av2 2 2 2 5/2 
ar = [2f(2fµ-l-f )+3(µ-f)(l-f )]/ (l+f -2£µ) (A.23b) 
(A.23 c ) 
5 
2 2 2 3 2 2 
= [(l+r -2£µ)(3-6£u+3£ )-3(£-µ)(3£-3£ µ+f -µ) I/ (l+f -wr~iF 
(A.2 3d) 
3. The Location of the Dipole 
After the computer program has computed the optimUin values 
for the parameters P , P , P , ex., 13, and f, the parameters can be 
x y z 
transformed back to system (a) so that the dipole is characterized by 
a location expressed as x, y, z coordinates and a magnitude con1pos ed 
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of the components P , P , and P 
x y z These latter lh re <· parameter s 
are of cou rse identically those returned by the prograin LSQE NP, 
and the coordinates of the dipole 
x = f sin (3 
y = f cos (3 
z = f cos (3 
are seen to be 
s i n a 
cos o. 
(A. 24) 
(A. 2 5) 
(A.26 ) 
The errors in computing each of x, y, and z are seen to be: 
ox ox 
= lH 6f + 8(3 0(3 = s in (3 6f + f cos (3 6(3 (A. 2 7) 
6y 
= cos(3 sina 6f + f cos(3cosa. 6a.-f s ina.sin(3 6(3 (A. 28 ) 
oz oz oz 
6z = lH 6f + oa. 6a. + 8(3 6(3 
= cos(3cos a. 6f-f cos(3 sina. 6a-f cos a.s in(3 6(3 
4. Progranrming Notes 
Notice that there are several equations in which the factor A 
appears in the denominator of one or more terms. As a progranuning 
consideration it is appropriate to consider what happens as A - • 0. By 
cataloging all those circumstances und er which A ..... 0 (or alternatively 
µ ..... 1) it is seen that for all possible ways in whi.ch this ovvut·s, lilt· 
following terins are also identically zero: 
Also under these conditions the following are true: 
av V 2 sinf3/ f 
av V 2 s i na.cosf3 If ap = ap = 
x y 
av V 2 cos a,cosf3 If ap = . 
z 
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APPENDIX B 
The Dipole in a Homogeneous Sphere Surrounded by 
Two Concentric Shells of Different Conductivities 
An expression is desired for the surface potential due to a 
dipole located in the innermost region of the model shown in Figure 
B-1 (a). Region 1 of conductivity a 1 and radius r 1 is intended to be 
an approximation to the brain and surrounding cerebra- spinal fluid, 
while regions 2 and 3 are used to represent the skull and scalp, re-
spectively. 
In order to solve this problem, consider a dipole source as 
shown in Figure B-1 (b ). Smythe ( 1 ) has shown that the potential due 
to a dipole of moment M, located parallel to the z-axis at r = b, 
9 = 8 , cp = 0 in an infinite region of conductivity CT is given by: 
0 
where 
oo n 
<P (r, 8, cj>) = ~ ~ M r-(n+l)p m(µ)cosmcj> 
P n=O m=O 0 n 
M 
0 
M 
2 4TTCJb 
(2- 6 ° )(n-m)! 
m bn+lp m(µ ) 
(n+m-1)! n-1 o 
M (2- o;_)(n-m)! 
= 4Trcr (n+m- 1 )! 
cos a 
0 
µ = cos e 
(B. 1) 
(B. 2) 
(B. -~F 
(B. 4) 
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BRAIN 
AND C.S.F. 
(a) 
z 
y 
(b) 
Figure B-1. (a) Concentric shell model of the head. 
(b) Orientation of dipole in equation (B. 1 ). 
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P m(µ) is the associated Legendre function of the first kind. The 
n 
argument µ. is real and in the range -1 s µ s 1 . 
As was the case in Appendix A, the first problem is to trans-
form a coordinate system with an arbitrary dipole into the form as -
sumed by the equation for the potential. 
1. Coordinate Transformation 
Consider Figure B-2. In (a) is shown an arbitrary dipole M 
with components M , M , and M . The first stage of transforma-
x y z 
tion is to rotate system (a) about the x-axis an angle a, where 
M 
TT -1 z M t 0 a = 2 +tan M • y y (B. 5) 
a. = 0 M = 0 . y 
This rotation (note all positive angles are measured counter-
clockwise in this section) results in system (b) where 
x' 1 0 0 x 
y' = 0 cos a sina, y (B. 6) 
z' 0 -sina. cos a. z 
i. e. • 
X' = T 1X 
The next step is to rotate system (b) about the y' - axis an 
angle 13 , where 
z 
~•MI 
, ....... ; ...... "" 
M, +M1 -- - - --- -- ----~M -* ! I--~ 
--------- ----..,......- I 
y 
(a) X' •X 
Z' - - -
---
z•.z• 
x•' 
(c) 
* 
----:: 
--:----
-
I 
I 
I 
I 
1v• 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1z 
\---n, 
/IKKK~IIIK-Ml 
_____ KK/~--K;/ 
.... ---~ ~"" I I \ 
I I I 
\ I ~ -----~------ y  M,••M,, ---
(b) 
1x• (d) 
Figure B-2. Rotation of coordinate system. (a) dipole in original system, (b) system after rota-
tion an angle a. (C. C. W. ) about x- a.xis, (c) system after rotation an angle p (C. C. W. 
about y 1 -axis, (d) final system, after rotation angle'( (C. C. W.) about z 1'-a...-xis. 
N 
l.Jl 
O' 
i. e. , 
-1 13 = tan 
13 = TT/2 
M, 
x 
~ z 
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M, 
z 
M I = 0 
z 
0 
System (c) is thus defined, wherein 
x" cosl3 
yll = 0 
z II sin~ 
X" = 
0 
1 
0 
TX' 2 
-sin~ 
0 
cosl3 
M I -/:- 0 
x 
x' 
y' 
z' 
(B. 7 ) 
(B. 8 ) 
Finally, system ( c) is rotated about the z 11 - axis an angle '{ , 
such that in the final system the cp-coordinate of the dipole is 0. 
tan 
-1 
'{ = y" Ix" x" > 0 
TT + tan -1 '{ = y" Ix" x" < 0 
TT /2 x11 0 y" ;z: 0 
(B. CJ) 
'{ = = 
'{ = -TT/2 x" = 0 y" < 0 
The desired system (d) is thus achieved, wherein 
x'' ' COS'{ sin'{ 0 x11 
y'' ' = - sin'{ COS'{ 0 yll (B. 10) 
z 11 1 0 0 1 z II 
i. e. , 
x111 
= T X" 3 
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And rn systen1 (d) note that 
e rr/2 - tan -1 z'" x''' ~ 0 = \x"' I ' 0 
= 0 x'" ...... o z II I > 0 (B. 11) 
= Tr XI II --+O z 111 < 0 
The complete transfer from system (a) to system (d) is 
= TX (B. 12) 
where T = T 3 T 2 T 1 is: 
cosl3cos-y s ina.sinl3co s-y +co sas in-y - cosa.sinl3 cos'{+si.nasi!l'{ 
- co sl3 s in-y - s ina.sinl3 sin-y +co sc1cos-y co sas inl3 si Il'{ + s inn co s-y 
sinl3 - sinacosl3 cosacosl3 
(B. 13) 
since T is an orthogonal transformation, T- l = TT . 
2. The Surface Potential Distribution for the Concentric Shell Model 
We now return to the problem of deriving the surface potential 
for a dipole placed somewhere inside region 1 of H- 1 (a). Lei. •I' l, ,1. I ~g 
·~ P be the potential in region 1, 2., and 3: 
= 4i + ~ p g (B. 14) 
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where ~ is the dipole term given by (B. 1) and q> 1s the general so-p g 
lution of Laplace's Equation in spherical coordinates, i. e. , 
( B. 15) 
(13. 17) 
Note that in all regions there is symmetry with respect to the x-z 
plane, due to the orientation of the dipole in the coordinate system. 
Hence, all B - 0, i = 1,2, and 3. Then let all 
mi 
A C' - c i = 1, 2, 3 
m. n. mn. 
1 1 1 
A D' - D i = 1, 2, 3 
m. n. mn. 
1 1 1 
Thus, for region l, 
( B. 18) 
(13. 20) 
but since the dipole is the only source in the region r :::;; b and there 
are no sources for b < r s r 1 D = 0. Hence, the forms of the mn1 
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solutions in each of the three regions are given by: 
( B. 2 1 ) 
~ ~ n -(n+l)J m ~ O =iKg L.J [C r+D r P (µ,)cosm¢ n=O m=O mn2 mn2 n ( B. 22) 
In order to evaluate the unknown coefficients C , C , 
mn 1 mn2 
c , 
mn3 
Dmn2 , and D , note the following boundary conditions. mn3 
First, the potential must be continuous at the boundaries between re-
gions 1 and 2 and between regions 2 and 3, i.e. , 
iJil(rl,8,<j>) = ~OErlI9I<j>F 
4> 2 (r 2' 8, cp) = ~ 3 ( r 2, 8' <I>) 
Secondly, the normal current must be continuous at these same 
boundaries, i.e., 
a~1 
(r 1,8,cp) 
a~O 
al 8'r = 02 ar- (rl' e, cp) 
a~O 
(r2 , 8, q,) 
8<1>3 
(r 2 , 8, cp) CJ -- = 0 3ar 2 or 
(IJ. 24) 
(B.2'1) 
(B.26) 
( H. 27) 
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Finally, the normal current at the outer surface of region 3 must be 
zero since the surrounding medium is assumed to be an insulator, 
i. e., 
(B.28) 
Evaluating these boundary conditions in terms of equations 
(B. 21 ), (B. 22 ), and (B. 23) yields: 
= -r -(n+l )M 
1 0 
cr 1 nr ~-1 Cmnl -crznr ~-1 Cmn2 +(n+l )r; (n+2 )a2Dmn2 = 
-(n+2) (n+ 1)a 1M 0 r 1 
(B.29) 
(B. 30) 
( n. 31 ) 
cr
2
nr
2
n-lc -cr nr
2
n-lc -a
2
(n+l)r
2
-(n+Z)D +a (n+l)r
2
-(n+Z)D =- 0 
. mn2 3 mn3 mn2 3 mn3 
(B. 32) 
nr n- l C - {n+ 1 )r -(n+Z )D = 0 
3 mn3 3 mn3 
(B. 33) 
or, combining the equation into matrix form: 
AX - B 
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where 
n n 0 - (n+ 1) 0 rl -rl -rl 
0 n n - (n+ 1) -(n+ 1) r2 -r2 r2 -r2 
A= n-1 n-1 0 ( +l) -(n+2) 0 a1nr1 -cr2nrl n a 2 r 1 
0 n-1 n-1 ( -(n+2) ( +l) -(n+2) a 2nr2 -cr 3nr 2 -0" n+l )r 0"3 n r2 2 2 
0 0 n-1 0 -(n+l)r -(n+2) nr 3 3 
(B.35) 
c 
mn 1 
c 
mn2 
x = c (B.36) 
mn3 
D 
mn2 
D 
mn3 
-r -(n+ 1 )M 
1 0 
0 
B = (B. 37) 
0 
0 
This system can be solved by the method of elimination to produce an 
equation of the form 
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1 
0 1 
0 0 1 x = B' (B. 38) 
0 0 0 1 
0 0 0 0 1 
where the vector B' is the transformation of the vector B realized 
by carrying out the elimination procedure on the matrix composed of 
B adjoined to A . Now the unknowns can be found by recursion. 
When this operation is carried out, the triangular matrix 
above is given by: 
1 -1 0 
-rl 
- (2n+ 1) 0 
0 1 -1 -(2n+l) r2. 
-(2ntl) 
-rz 
0 0 1 0 (n+ 1) -(2ntl) 
n r3 
0 0 0 1 
-Kl 
0 0 0 0 1 
(B. 39) 
where 
a a r -(2n+l) 
Kl = [( _n_ )( _2_ (n+l) + 1) + (1 - _2_ )( n+l )( -2. ) J 
2ntl Oz n Oz 2ntl r 2 
(B. 40) 
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The vector of constants, B' , becomes 
-(2n+l )M 
-r 1 o 
0 
0 (B. 41) 
0 
-(2n+l) (2n+l) M 
0 1r1 n o 
where 
= CJ r -(2n+ 1) ( _l ) { ( n+ 1 )( ~ ) + 1} [ 
r -(2n+ 1) a 
1 2 r 2 n a 1 
(B. 42) 
K3=al(1 - a2 )r -(2n+l){1 + n+l E~ )-(2n+l0 
a 1 2 n r 2 J (B. 43) 
Hence, since only the solution at the surface is desired, one need only 
solve for C and D and substitute into (B. 23 ). 
mn3 mn3 
Let q; s = q; 3 'r= r be the surface potential: 3 . 
oo n 
q; (r 9 111 <!>"') = S M ~ M Mh Pm(11)cosm"'"' s 3' ' n= m= o mn n ,.. 'I' (B. 44) 
where 
where 
CK1 
CKz 
CK3 
CK4 
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M (Z-o 0 )(n-m}! 1 M = __ m bn- p m ( ) 
o 4lTO' 1 (n+m-1 )! n-1 µo 
K 
mn 
µ = cos 9 111 
µ. = cos e "' 
0 0 
= CK1 
CKz + (CK3 )(CK4 ) 
= 
r Zn+l ( (Zn+ I )z ( ~ ) r - n+ 1 ) 
r 1 3 
{1 oz}{ z rz Zn+l} = - - n + n(n+l)(-) 
0'1 , r3 
O' cr 3 rz Zn+l} { n 3 ) ( n+l 
= Zn+ 1 ( Oz (n+ l)+n + n 2n+ 1 )(1 - - )(-) 
oz r 3 
{ rz Zn+l cr2 OZ 
1 >} = ( - ) ( - (n+ JJ+n) + n ( - -
rl 0 1 crl 
(B. 45) 
(B. 46) 
(B.47) 
(B.48) 
(B. 4 9) 
(B. 50) 
In order to compute ~ in terms of the original coordinate sys-
s 
tern, note t hat: 
cos6 111 = T(S, <j>, a., (3) = sin9(cos<j>sin{3-s in<j>sina.cos(3)+cos9cosocosl3 
(B. 51) 
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<j> II I 
- P(9,<j>,a.,j3,y) -1 = tan y 111 /x" 1 
where, from equation (B. 12 ), 
x 111 = r 3 [ cosj3 cosy s in9 cos <j>-1{ s ina.sinj3 cosy +co sa.s iny )s in8 s in<j> 
+( sina.s iny - cos a.s inj3 cosy )cos 8 J 
y 111 = r 3 [- cosj3s iny sin 9cos <j>+ ( cosa.c osy - sina.sinj3 siny )sin8 s in<j> 
+ ( cosa.sinj3 s iny +s ina.cosy )cos e J 
(B. 52) 
(B. 53) 
( B. 54) 
3. Partial Derivatives of the Field with Respect to the Dipole Parame-
ter 
The surface potential is again a function of six parameters, i.e., 
M 
b 
e 
0 
the dipole strength 
rotations of coordinate axes 
dipole eccentricity (as a fr action of r 3 ) 
azimuth of dipole 
For the purpose of estimating these parameters by the program 
LSQENP, the partial derivatives with respect to each parameter arc 
required. 
1. 
a~ 1 00 n _s=--~ E 
8M 4rra1 n=O m=O 
(2- o 0 )(n-m)! 1 m bn- p m( )K 1J1n(. ') ( + l )i l µ . 1 vos 111P n m- . n- o inn n 
(B. 55) 
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a~ co n 
11. aas =oo~ OM K [Pm(T)cosm(P)-Pm(T){msinm(P)P ; : 
m= o mn ncx. n a · ' 
(B.56) 
where 
Pm(T) = 2.._ Pm(T) 
ncx. aa. n 
__ l __ [ (n+m)Pm 1(T )-n TP m(T) J [- sin9sincj>cos acosl3-cos 9sinacos13 l = l-T2 n- n 
(B. 57) 
and 
p - 2-.p 
ex. a ex. 
= 2 l 2 [x"'YCA-y"'XCAJ 
x"' +y"' 
(B. 58) 
a y CA = acx. y" I = r 3 [s in9 sin<j>(- sina.cOS'{ - cos a.s in(3 siny) 
+ COS 6 (COS 0,COS'{ - sina.s in'{ sin'{)} (B. 59) 
a XCA = aa. x"' = r 3 {sin9sin<j>(cosasin(3cos'{-sina.siny) 
+cos 9 (cos a.sill"{+ sina.s in(3 cosy)} (B. 60) 
111. 
a~ co n 
-d- = 6
0 
Li 0 M K rPm(T)cosm(P)-Pm(T){msinm(P)PR.}l vi-' n= m= o mn n
13 n ,._, 
:n. <iI) 
where 
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1 m m 
= l-T2 [(n+m)Pn_1(T)-nTPn (T)][sin8(coscj>cosf3+sin<j>sina.sinf3) 
and 
0 
YCB = of3 y 111 
= 
-cos 9cosa.sinf3 l 
1 [x"' YCB - y"'XCB l 2 2 
x"' +y'" 
(B. 62) 
(B. 63) 
= r 3 [ sinf3 siny sin9cos cf>- sin9 sincj>sina.cosf3 siny +cos 9 cosacosf3 s iny} 
0 
XCB = of3 x 111 
(B. 64) 
= r 3 [ - sinf3cOS"'{ sin 9coscp+sin9 S incj>sinO.CO sf3 COS'(- COS 9 C0Srt.cos(3 COS'(} 
( B. 6 5) 
a~ 
iv. s &y' noting that only P is a function of -y , 
= (B.66) 
where 
a 
YCG = ay y'" 
- 269 -
p = 2- p 
y 8y 
= ---..,....
1
--- [x"' YCG-y 111 XCGl 2 2 
x"' +y"t 
( B. 6 7) 
= r 3 [- cosf3cos'{ sin9coscj>- sin9 sincj>(cosa.siny +sina.sinf3cosy) 
+cos 9( cosa.sinf3 cosy- sinn.siny)} 
a 
XCG =-x1 '' 
ay 
= r 3 [ - cosf3 siny sin9 coscj>+s in9 s incj>(- sina.s inf3 s irry +co so.cosy) 
+cos e ( sina.cosy+cosa,sjnf3 sin"{)} 
a <P 
s 
v. 
-ab = 
( B. (,8) 
( B. 6 9) 
( B. 7 0) 
vi. 
8<P oo n M (2-o:)(n-m)! n-l m 
ae: =.Ro ~=M 4rra
1 
(n+m-1)! b Kmnpn (T)cosm(P) 
{pm 1 ( µ )( - sine ) } 
n- o o 
( B. 71) 
µo 
where 
= 1z [n µ Pm l (µ ) - (n-m)Pm(µ )1 
l-µ o n- o n o 
0 
(B. 72) 
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4. The Dipole Locat:ion 
Once an optimum solution for t he s ix parameters is obtained, 
it is necessary to transform them back i nto the orig i nal coordinate 
system. Note that the dipole as locate d in sys t em (d) of Figure B-2 
is located at (b, 9 , 0) with components M 111 = M, M 111 = M 111 = 0. 0 z x y 
In rectangular coordinates, the dipole is of course located at 
x111 
= b sin 9'" 0 
y11f 
= 0 (B. 73) 
z 111 
= b cos 9'" 0 
Thus, referring to equation (B. 12) and noting that T- l the 
location of the dipole in system (a) is given by 
x b sin 9 111 
0 
y = TT 0 (B. 74) 
z b cos 8 111 
0 
and the dipole components are given by: 
p 0 
x 
p = y 
TT 0 (B. 75) 
p M 
z 
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The errors in the six paramet ers x, y, z, P , P , and P can 
x y z 
be calculated from the errors in M, a, j3, y, b, and 8 by the relations: 
0 
6.y = 
~1P{bcosjPcos9 -bsinj3cosysin9 }-6.y[bcosj3sirrysin8} 
0 0 0 
+6.b ~osjPcosysinM +sini3cos9 } 
0 0 
+6.8 {bcosj3cos'Ycos9 -b sinj3s i n8 } 
0 0 0 
6.a {b sin9 (coscx.sinj3cosy - sina.sin"{ )- b cos e cosa.cosj3} 
0 0 
+~jP (b sina.cosj3 cos"{ sin9 
0 
+b sinasini3 cos 8 
0
} 
+6."{ {b sin9 (cosa.cosy-sina.sinj3 siny)} 
0 
+6.b {sin9 (sinasinj3 COS"{ +cosasin"{ )- sina.cosj3cos g } 
0 0 
(B.76) 
+6.9 {b cos9 (sincr;;inj3cosy+cosa.siny )+b sina.cosj3sin9 } (B. 77) 
0 0 0 
6.z = ~aKEb sin9 (sinasinj3cosy+cosa.sil1"{ )-b case sina.cosj3} 0 0 
+~{-bsin9 cosa.cosj3cos"{-bcos9 cosasinj3} 
0 0 
+6."{ {b sin9 (cosa.sini3siny+sina.cos'Y)} 
0 
+~b t sin9 (- COSO.sini3 COS"{ +sinO.siny )+cos 9 COS0.COSj3} 
0 0 
+~9 {b COS 9 (-COS a.sini3cOS"{ +sina,sin"{ )- b sin8 cosa,cosj3} 
0 0 0 
6.P = ~MsinjP + 6.j3Mcosj3 
x 
6.P = -SKMsinaKcosjP-SKaKMcosaKcosjP+~MsinaKsinjP y 
6.P = SKMcosaKcosjP-SKaMsinaKcosjP-~McosaKsiniP 
z 
(B. 7 8) 
(B. 79) 
(B. 80) 
(B.81) 
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5. Programming Notes 
Since all of the equations central to the calculations of either 
the potential or the partial derivatives are in infinite series form, 
some convergence criteria must be set for the series. It was 
found by testing the computer implementations of the equations that 
generally the series achieve reasonable convergence by the time the 
degree of the Legendre functions becomes about five. After that, 
successive values of the sum of the series oscillate weakly about 
the point of convergence. The convergence criterion eventually 
incorporated was to stop summing the series at the point where 
three successive terms were smaller than some fraction, o, of the 
current value of the series. For the series which evaluated the 
potential at any point, a satisfactory value of o was found to be 
O. 02 or O. 03; for the partial derivatives o was set at O. 05. These 
values were determined to be the optimum trade-off between 
computing time and satisfactory accuracy. 
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APPENDIX C 
Details of Preliminary Data Re-Formatting 
The data were received from the San Francisco laboratory 
on punched paper tape; Figure C-1 shows the format of the data 
as punched on the paper tape. Each channel of the evoked respcn se 
as averaged by the CAT 1000 computer was registered as 256 
samples taken at one ms intervals. Successive samples from the 
CAT are integers in the range 0-999999, and a calibration factor 
for each channel is thus required to scale the CAT integers into 
microvolts. 
As shown in Figure C-1, each one of the 256 samples is 
encoded by three paper tape characters, where each paper tape 
character contains two decimal digits, written on the tape in 8-4-2-1 
BCD code. Note that the 8-4-2-1 code is not strictly followed -
decimal "0 11 was punched on the tape as BCD 11 1 O. 11 Preceding the 
3x256 = 768 paper tape characters representing the averaged 
evoked response for one channel was a six-digit (three tape 
character) identification sequence consisting of experiment number 
and channel number. 
The paper tapes were read at the Caltech computing facility, 
producing "images" of contiguous paper tape records on a digital 
magnetic tape. In order to decode the paper tape images an 
assembler - - language subroutine (DECODE) was written. This 
88 0. 00 
00 ·0 0 
000 
00 
00 
88 
8°0 o o 
0 0. 00 
0 0 
0 0 0 0 
0 8 :g 0 
0 0 0· 0 
0 0 0 0 
000: ~ 
0 0 0 0 
0 808 §8 
og ~ 
g§8 
I 
0 00 
0 8 
- 275 -
} Identification Number (136520) 
} 
} 
Leader 
First CAT Integer 
(005328) 
} 
Last (256th) CAT Integer 
(005115) 
Leader 
} Next Identification Number (136521) 
Leader 
Figure C-1. For1nat of CAT paper ta1w. o~·EDordis t>f l~1K -
6 di).1.it (3 tape charad(_•t'M) intq'.t't'S folluw 1'!1t' h digit 
idt>11lificat.i1>11 nun1be r. 
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routine converted the data from the paper tape format to full word 
integers and passed them back to the Fortran calling program. 
After conversion to Fortran integers, the data were written 
onto another digital tape. This tape was subsequently read by a 
calibration program which scaled the data to have units of micro-
volts, encoded as Fortran "real" numbers. Again a new tape was 
written, containing the calibrated data. 
This last operation thus produced, for each subject, a tape 
containing three replications of N channels of responses to three 
experimental conditions. This tape of 3x3xN records was 
processed by a program which produced the final "raw" data tape 
for each subject. The format of this tape is shown in Figure C-2. 
Since there were three replications of each experiment for 
each subject, a "mean" response for each channel was derived by 
averaging over replications. Thus, for each channel for some 
condition, the 256 potential values have sorn e mean value and a 
standard deviation of this mean value. The mean response and the 
standard deviations of the mean response for each channel occupy 
the first 2x256 = 512 words of the record shown in Figure C-2. 
Sometimes it is of course possible to suffer spurious 
conversion and sampling errors which produce "maverick" data 
values. The effects of these erroneous points are minimized by 
smoothing the mean curve with a smoothing function shown in 
Figure C-3. As indicated, a second order polynomial is fitted in a 
least-squares sense to seven consecutive data points. Each data 
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1st Channel 
First "M II 
Experimento I 2nd Channel 
eon Curve, 
Condition 256 Fortran 
(Flash right Real Numbers 
eye for DALO, 
flash I eft eye 
for kw) Standard 
Errors of 
Mean Curve, 
256 Fortran 
Real Numbers 
Second 
Experimental 
Condition Smoothed 
(Flash left ith Channel Mean Curve, 
eye for DALO, 256 Fortran 
flash right Real Numbers 
eye for kw) 
First Time 
Derivative of 
Smoothed 
Curve 
Third 256 Fortran 
Experimenta I Real Numbers 
Condition 
(Flash both Identification 
eyes) Information, 
8 Fortran 
Lost Channel Real Numbers 
cigun~ C-2. Format of digital n1agnet.i< · t.apt• of "raw" data fur 
each subject. 
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/Actual Data Value 
• • 
11Smoothed 11 Data Va I ue 
2nd Order Polynomial Fit to 
Seven Consecutive Data Points 
I 2 3 4 5 6 7 
i - Index to Consecutive Sample Times 
Figure C-3. Smoothing of evoked responses by fitting secood 
order polynomial to seven data points and calculating smoothed 
value at middle point. 
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point is weighted inversely according to its standard deviation in 
determining the coefficients of the polynomial. After fitting the 
second order curve, a new value for the middle point is calculated , 
from the polynomial expression. Th is point does not replace 
the original data value in storage, but a new, smoothed curve is 
constructed entirely from seven unsmoothed values at a time. The 
first and last values of the smoothed curve are constrained to be 
identically those of the original trace. The second and third and 
the second last and third last values of the smoothed curve are 
derived from fitting the polynomial to only three and five ordinate 
values respectively. This smoothed curve is found in the third 
group of 256 real numbers in the record pertinent to one channel 
of one condition. 
It was desired at one stage to produce not only a smoothed 
curve :·· for each response but also the first time derivative of that 
response. This is easily derived at the same time that the responses 
are smoothed, by also evaluating the slope of the polynomial, at 
the point which was smoothed. This group of values of the slope of 
the mean curve fills the fourth 256 positions of each record of 
Figure C-2. 
Finally, the record which describes the response in one 
channel for one condition is concluded by some eight words of 
information such as channel number and label information. The data 
tape thus formed contains 3xN records, one for each of N channels 
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for each of three conditions. It is thi s tape for each subject which 
is used in all subsequent analyses. 
