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Scale-invariant puddles in Graphene: Geometric properties of electron-hole
distribution at the Dirac point
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We characterize the carrier density profile of the ground state of graphene in the presence of
particle-particle interaction and random charged impurity for zero gate voltage. We provide detailed
analysis on the resulting spatially inhomogeneous electron gas taking into account the particle-
particle interaction and the remote coulomb disorder on an equal footing within the Thomas-Fermi-
Dirac theory. We present some general features of the carrier density probability measure of the
graphene sheet. We also show that, when viewed as a random surface, the resulting electron-hole
puddles at zero chemical potential show peculiar self-similar statistical properties. Although the
disorder potential is chosen to be Gaussian, we show that the charge field is non-Gaussian with
unusual Kondev relations which can be regarded as a new class of two-dimensional (2D) random-
field surfaces.
I. INTRODUCTION
Graphene as a newly realized 2D electron system can
be described at low energies by massless Dirac-Fermion
model, whose unusual properties has made it as a subject
of intence theoretical and experimental research. Many
of these studies are still based on idealized models which
neglect the effect of disorder and particle-particle interac-
tions. The understanding of the origin and effects of ex-
trinsic disorder, as well as interactions in graphene seems
to be essential in understanding the experiments and also
in designing graphene-based electronic devices.
The failure of the random-phase approximation1, leads
one to employ some non-perturbative methods to inves-
tigate the effect of particle-particle interaction and dis-
order in graphene. An important observation that needs
such a method is the appearance of strong carrier den-
sity inhomogeneity with density fluctuations much larger
than the average density of the system for low densities2,
i.e. Electron-hole puddles (EHPs). EHPs were theoreti-
cally predicted by Hwang et al2 and Adam et al3 as the
phase of low carrier density. The existence of these in-
homogeneities, characterized by strong electron density
fluctuations, were also confirmed in experiments in the
vicinity of the Dirac point4–14. The large density fluctu-
ation in this phase were experimentally shown by Martin
et al.4. From the comparison of dI/dV map and topog-
raphy of a sample an interesting observation was made:
the rippling of graphene are independent of the charge
density inhomogeneities, i.e. EHPs7. It was also ob-
served that the spatial extension of puddles is ≈ 20 nm7,
consistent with the micro-scale experiment of Martin et
al.4.
The observed EHPs are believed to be responsible
for the observed minimum conductivity of graphene for
which disorder and particle-particle interaction play role
simultaneous. In this case (around the zero gate volt-
age) the transport is governed by the complex network
of small random puddles with semimetal character, de-
pending on the details of the charged impurity config-
uration in the sample. It has been proposed that such
inhomogeneity dominates the graphene physics at low
(. 1012 cm−2) carrier densities28 in which self-consistent
Thomas-Fermi-Dirac (TFD) theory was employed to sim-
ulate the graphene charge profile on the SiO2 substrate.
The ultimate limit (zero chemical potential) is expected
contain very different physics relative to high-density
limit, since the charge fluctuation is maximal in this limit,
which is not understood properly yet.
One important question in the graphene physics is the
existence or absence of the carrier charge self-similarity
which is expected to present in scale-free systems15–18.
Graphene as a zero-gap system has the chance to carry
this property in the zero chemical potential. In character-
izing this random surface the interaction and the disorder
should be treated on an equal footing. In the zero gap,
the graphene sheet may be viewed as the scale invariant
random surface with some scaling relations. The char-
acterization of these surfaces is via determining various
exponents and distribution functions.
There are increasing numerical and experimental
evidences that many physical phenomena often show
scaling relations from the statistical point of view30–32.
Identifying scale invariance symmetry is one of the most
important problem of the statistical physics of fluctu-
ating systems, i.e. rough surfaces and surface growth
processes35,36,39, and many other random fluctuating
systems. Recently, it was suggested that iso-height
lines in these types of random fluctuating fields in
(2 + 1)− dimensions are scale invariant and their size
distribution is characterized by a few scaling functions
and scaling exponents36. What we are going to do
in this paper is confirming this idea for the contour
lines of the electron-hole density in Graphene. We will
show numerically that within TFD theory, zero-gated
graphene is marginally self-similar random surface and
have peculiar scaling properties, satisfying hyper-scaling
relations36. Recently an attempt concerning this point
was made in which it was claimed that the contour lines
in graphene membranes are also conformally invariant37.
2The paper is organized as follows. In the next section
we will introduce the model and obtain the probability
measure of carrier density in weak coupling limit. In
the third section we will fix the notation and introduce
different scaling behaviors and scaling exponents corre-
sponding to the contour loop ensembles. In the fourth
section we will numerically measure the proposed scaling
exponents for the disorder potential and the carrier den-
sity in Graphene, and we will check the universality of
those relations. In the final section, we summarize the
obtained results and our conclusions.
II. GROUND STATE OF GRAPHENE
The experimental observation of EHPs is the base of
many density-based theories searching for the electronic
properties of graphene which is the main motivation of
the present paper. Besides the subtleties concerning
experimental characterization of mono-layer graphene
(MLG)4,5,7–9,24 and bi-layer graphene (BLG)10, the co-
existence of interaction and (in-plane and out-plane) dis-
order makes this system less tractable theoretically29.
Many theoretical attempts have been made to capture
the electronic structure of graphene in the presence of dis-
rder, especially the physics of EHPs2,19,28, each of which
has its own strengths and weaknesses, for review see29.
Despite this theoretical background, an overall charac-
terization of the EHPs, especially at the scale-invariant
(zero-gate) lavel is missing yet. In this section we present
the experimental and theoretical background of EHPs.
A. Experiments
In graphene the carrier density is controlled by the
gate voltage n = κSVg/4pit in which κS is the substrate
dielectric constant and t is its thickness and Vg is the
gate voltage. The experimental data show a strong de-
pendence on x ≡ n/ni in which ni is the impurity density.
In ordinary densities, the conductivity is linear function
of x and for very low x’s, it reaches a minimum of order
σ ∼ e2/h which is linked to the formation of EHP’s. The
first scanning probe experiment on exfoliated graphene
on SiO2 substrate were done by Ishigami et al
11 revealing
its atomic structure and nano-scale morphology. Martin
et al used the scanning single-electron transistor (SET)
to investigate the atomic structure and charge profile of
exfoliated graphene close to the Dirac point. Interest-
ingly a high electron density inhomogeneity, breaking up
the density landscape in electron-hole puddles were ob-
served in this experiment supporting the theoretical pre-
dictions of Adam et al3 and Hwang et al characterized
by large scale electron density fluctuations2. This strong
fluctuations bring the system into a new phase with bro-
ken homogeneity in which some random electron and hole
conducting puddles are created2. In the Fig. 1a a sample
has been shown. The contour lines separate positive n re-
FIG. 1: (Color online) (a) Carrier density profile at the Dirac
point measured with an SET. Adapted from Martin et al4.
(b) A 80 nm sample of energy shift of the Dirac point in BLG
from STM map. Adapted from Deshpande et al10
gions from negative ones. These interfaces contain some
valuable information about the system in hand. Some at-
tempts for theoretical description of this phenomena was
made afterwards19,28. The low-density minimum conduc-
tivity of graphene is believed to be related to the presence
of EHPs28.
A substantial feature of Fig. 1a is the formation of large
(spanning) clusters of negative or positive charge densi-
ties. This feature is also seen in the other (albeit more
clean) synthesized samples. A BLG sample in nano-scale,
near the Dirac point, has been shown in Fig. 1b10 in
which the spanning clusters is evident. The presence of
the spanning cluster in a system may be the fingerprint
of a subtle symmetry; the scale invariance. If true, the
system in hand lies within some universality class of the
critical phenomena. Such a characterization has not been
done for graphene.
By analyzing the width in density of the incompressible
bands in the quantum Hall regime and fitting the broad-
ened incompressible bands with Gaussian distribution,
Martin et al. extracted the value of the amplitude of
the density fluctuations to be 2.3× 1011cm−2. By calcu-
lating the density fluctuations in two ways, namely the
probability distribution of the density extracted from the
imaging results and the broadening of the incompressible
3bands in the quantum Hall regime, Martin et al. found
that the upper bound for the characteristic length of the
density fluctuations is 30 nm, consistent with the theoret-
ical results28. Note that in this regime the density fluc-
tuations are much larger than the mean electron density,
signaling a different phase from the homogeneous (Dirac)
electron gas. In this phase the translational symmetry of
the system is broken by forming puddles of electrons and
holes, i.e. EHPs.
EHPs has been observed and analyzed further using other
(direct and indirect) techniques7,9,12–14. The first STM
experiments on exfoliated graphene showed that in cur-
rent exfoliated graphene samples the rippling of graphene
are independent of the charge density inhomogeneities,
i.e. EHPs7. This is directly observed from the dI/dV
map and topography of a sample which are independent.
It was also observed that the spatial extension of pud-
dles is ≈ 20 nm. The relation between local curvature
of the MLG h(r) and the local shift in the Fermi energy
(δEF ) is expressed via δEF = −α 3a24
(∇2h(r))2 in which
α is an energy scale equal to 9.23 eV and a is the lat-
tice constant. Comparing this with the results of dI/dV
map, Deshpande et al. showed once again this indepen-
dence. The more quality investigations show the same
results9,13,14.
B. Thomas-Fermi-Dirac Theory
Treating simultaneously particle-particle interaction
and disorder on an equal footing is a challenging problem
in each condensed matter system. The marginal charac-
ter of particle-particle interaction in graphene has been
firstly shown by Gonzalez et al.21 according to which
the Fermi velocity is logarithmically enhanced. This
exchange-driven Dirac-point logarithmic singularity in
the Fermi velocity in the intrinsic graphene is shown to
disappear in the extrinsic case23. This logarithmic en-
hancement of Fermi velocity leads the specific heat to be
logarithmically suppressed relative to its non-interacting
counterpart25. There are many other evidences showing
that the band chirality in graphene changes substantially
the role of particle-particle interaction with respect to
the usual 2D electron gas and the vital (unusual) role
of the exchange and correlation energies. The enhance-
ment of screening by means of the exchange and correla-
tion in graphene19, in contrast to the usual cases, is an
example. The other example is the suppression of spin
and charge susceptibilities which is attributed to the en-
hancement of net chirality due to Coulomb interactions in
lightly doped graphene20, as well as the enhancement of
screening effect21. The opposite dependence of exchange-
correlation energy to the charge density with respect to
parabolic band 2D electron gas is also a source of many
differences of graphene from the other systems. While
the later favors inhomogeneous densities, the former in-
creases the energy cost of density increases, favouring
more homogeneous densities and enhancing screening.
The source of disorder and its relevance in the electronic
structure of graphene is also an important question to
be addressed. The approximately linear dependence of
conductivity on carrier density in graphene sheets2,22 in-
dicates that the remote Coulomb impurities are domi-
nant disorder source in most graphene samples. The ex-
perimental observation that the spatial pattern of EHPs
is not correlated with the topography of the graphene
sheets (described in the previous subsection) is another
evidence that the remote charges are the dominant dis-
order source20. The inclusion of Coulomb disorder in
graphene in the absence of particle-particle interaction
were studied by Fogler et al. to investigate diffusive and
ballistic transport in graphene p−n junction26. The dis-
order in addition to being the main sources of scattering
has an additional effect; it locally shifts the Dirac point.
It means that even at the zero gate voltage, the Fermi en-
ergy is moved to positive or negative values with respect
to the charge neutrality (Dirac) point. The other sources
of scattering are ripples27 and point defects (which is
responsible for high-density saturation of conductivity2)
which are not considered in this paper.
The case of relevance is an slow (spatial) varying charge
density system. An approach similar in sprit to the LDA-
DFT is the Thomas-Fermi-Dirac theory which is valid
only for the case |∇rn(r)/n(r)| ≪ kF (r) in which kF (r)
is the Fermi wave number at position r. It has been
shown that for the clean graphene in the low density
regime n → 0 the exchange potential goes to zero such
as Vx(n → 0) ∝ −sgn(n)
√
n ln |n| as well as the correla-
tion potential, for which the proportionality constant will
be introduced below19. Using local density approxima-
tion one can prove that the total energy of the graphene
for a disorder configuration and a density profile is29:
E =~vF [
2
√
pi
3
∫
d2rsgn(n)|n| 32
+
rs
2
∫
d2r
∫
d2r′
n(r)n(r′)
|r− r′|
+ rs
∫
d2rVxc[n(r)]n(r) + rs
∫
d2rVD(r)n(r)
− µ
~vF
∫
d2rn(r)]
(1)
in which vF is the Fermi velocity, rs ≡ e2/~vFκS is the di-
mensionless interaction coupling constant, µ is the chem-
ical potential, g = gsgv = 4 is the total spin and valley
degeneracy. The exchange-correlation potential is calcu-
lated to be19:
Vxc =
1
4
[1− grsζ(grs)] sgn(n)
√
pi|n| ln
(
4kc/
√
4pi|n|
)
(2)
in which kc is the momentum cut-off and ζ(y) =
1
2
∫∞
0
dx
(1+x2)2(
√
1+x2+piy/8)
. The remote Coulomb disor-
der potentail is calculated by the relation:
VD(r) =
∫
d2r′
ρ(r′)√
|r− r′|2 + d2 (3)
4in which ρ(r) is the charged impurity density and d is
the distance between substrate and the graphene sheet.
For the graphene on the SiO2 substrate, κS ≃ 2.5, so
that rs ≃ 0.8, d ≃ 1 nm, kc = 1/a0 where a0 is the
graphene lattice constant a0 ≃ 0.246 nm corresponding
to energy cut-off Ec ≃ 3 eV. It is notable that in the
above equations we have considered bare coulomb inter-
actions for both impurity and Hartree terms. This is due
to the absence of screening in low career densities, i.e. in
the vicinity of the Dirac points. To obtain the equation
governing n(r) one can readily minimize the energy with
respect to n(r):
sgn(n)
√
|pin|+ rs
2
∫
d2r′
n(r′)
|r− r′|
+ rsVxc[n] + rsVD(r)− µ
~vF
= 0
(4)
which should be solved self-consistently. In this paper
we consider the disorder to be white noise with Gaussian
distribution 〈ρ(r)〉 = 0 and 〈ρ(r)ρ(r′)〉 = (nid)2δ2(r−r′).
Due to pure 1/r dependence of the Hartree and disorder
terms, the convergence of the equation is slow.
C. Scaling and the Probability Measure
Let us now concentrate on the scaling properties of
this equation excluding Vxc. By zooming out the sys-
tem, i.e. the transformation r → λr, we see that for
the case µ = 0 the equation remains unchanged if we
transform n(r)→ n(λr) = λ−2n(r) as expected from the
spatial dimension of n(r). This is because of the fact that
VD(λr) = λ
−1VD(r). This symmetry is very important,
since it causes the system to be self-affine and may be vi-
olated for other choices of disorder. This scale-invariance
in two dimensions leads to power-law behaviors and some
exponents which are vital for surface characterization. It
may also lead to conformal invariance of the system, and
if independent of type of disorder, bring the graphene
surface into a member of the minimal conformal se-
ries. The existence of Vxc makes things difficult, since
Vxc(r) → Vxc(λr) = λ−1
(
Vxc − βsgn(n)
√
pi|n| lnλ
)
in
which β ≡ 14 (1−grsζ(grs)). Therefore the rescaled equa-
tion is:
ξ(λ) sgn(n)
√
|pin|+ rs
2
∫
d2r′
n(r′)
|r− r′|
+ rsVxc[n] + rsVD(r) = 0
(5)
in which ξ(λ) ≡ 1−βrs lnλ. Therefore the first term sur-
vive marginally in the infra-red limit and scale invariance
is expected, even in the presence of Vxc. The above sym-
metry is simply an additional symmetry which limits the
correlation functions to show power-law behaviors, but
further details of the system needs exact or numerical
solution. One of the most important quantities in ran-
dom field analysis is the probability measure of charge
density P (n). It is believed that the probability measure
of charge density in graphene is not Guassian29. In the
remaining of this subsection we search for analytical form
of P (n) (or Pn) and present the result for the case of very
weak coupling limit in some approximation.
Let us now search for the analytic for of probability mea-
sure of density Pn by focusing on Eq. 4. By analytic
continuation of n to complex variables, and noting that:
∇(sgn(n)
√
pi|n|) = 1
2
sgn(n)
√
pi
|n|∇n
∇Vxc = −1
2
β
√
pi
|n|
[
1− sgn(n) ln
(
4kc√
4pi|n|
)]
∇n
(6)
and using Eq. 4 we obtain:
∇n = −rsFn
{
−→χ ρ(d) + 1
2
−→χ n(0)
}
(7)
in which Fn ≡ 2sgn(n)
√
|n|/pi
1−rsβ
[
sgn(n)−ln 4kc√
4pi|n|
] and −→χ x(d) ≡
∫
d2r′x(r′)∇ (|r− r′|2 + d2)−1/2 and x = ρ, n. Now
we perform some Ito calculations to obtain the
probability measure of n(r). The differential of
the charge density is obtained via (dχx(d) ≡∫
d2r′d [x(r′)]
(|r− r′|2 + d2)−1/2):
dn = −rsFn
[
dχρ(d) +
1
2
dχn(0)
]
(8)
(In this formula and the remaining, the integral differ-
ential and the external differential variables are shown
respectively by lower case, e.g. dx and upper case,
e.g. dx). Let us suppose that f is an arbitrary lo-
cal or non-local smooth function of the density n, i.e.
fr0 [n] =
∫
d2rfr0(n(r))g(r, r0) in which r0 is the origin
from which r is measured and g(r, r0) is some (arbitrary)
function of |r − r0|. Without loose of generality we set
g ≡ 1 to facilate the calculations. f can therefore be
readily expanded in terms of n using the the above equa-
tions:
dfr0 [n] ≡
∫
d2r[fr0(n(r) + dn(r))− fr0(n(r))]
=
∫
d2r[∂nfr0(n(r))dn(r) +
1
2
∂2nfr0(n(r))dn(r)
2]
=
∫
d2r
[
−rsFn
(
dχρ(d) +
1
2
dχn(0)
)]
∂nfr0(n(r))
+
∫
d2r
[
r2s
2
F 2n(dχρ)
2
]
∂2nfr0(n(r))
(9)
When dn is purely due to spatial changes, then we
have dfr0 [n] =
∫
d2r[fr0+dr(n(r)) − fr0(n(r))], i.e. one
changes the view point from active to passive. We
can calculate the probability measure of the density,
noting that the average value of f should not depend
5on r0 due to homogeneity of the system. The change
of the average, due to changing the origin is (〈f〉 ≡∫ ∏
r′
dn(r′)Pr0({n})f(n(r′))):
d 〈f〉 =
∫
d2r
〈[
−rsFn(dχρ + 1
2
dχn)
]
∂nf
+
r2s
2
F 2n(dχρ)
2∂2nf
〉 (10)
On the other hand, one can write the above
equation in terms of Pr0({n}) as d 〈f〉 =∫ ∏
r′
dn(r′)dPr0({n})f(n(r′)). Using this fact and
noting that 〈dχρ = 0〉, and representing the averages
as the integrals over probability measures, and doing
integration by parts, one finds:
dPr0({n}) =
1
2
rs∂n [FndχnPn] +
r2s
2
∂2n
[
F 2n(dχρ)
2Pn
]
(11)
Therefore for the homogenous system, which is inde-
pendent of the choice of the observation point r0, the
equation governing the distribution of n(r), considering
particle-hole symmetry, is:
rs∂n
[
F 2n(dχρ)
2Pn
]
= −FndχnPn (12)
Now if we calculate dχn(0) ≡ ∇χn(0).dr and (dχρ(d))2 ≡
(∇χρ(d).dr)2 and replace cos2 θ by 12 , we see that to first
order of dr,
〈
(dχρ)
2
〉
=
pidn2i
2
√
2
dr and dχn(0) =
1√
2
Gndr
in which Gn =
∫
d2r′ n(r
′)
|r−r′|2 . Finally we obtain
∂nP ({n}) = −ΓnP ({n}) (13)
in which ζ ≡ 2
pidn2
i
rs
and Γn ≡ ζ GnFn + 2∂n lnFn and ∂n
is the functional derivative. This equation is the master
equation governing the probability distribution of a den-
sity configuration which should clearly contains deriva-
tives of the charge density. For the local charge proba-
bility distribution P (n), the calculations is much simpler
than above. For this case it is sufficient to carry out
Ito calculations on some local function of charge density,
i.e. f(n) and use the independence of P (n) of the spa-
tial point r. The result is the same as Eq. 13, replacing
Pn({n}) simply by P (n) and the functional derivative by
simple derivative, i.e. ∂nP (n) = −ΓnP (n).
One may be interested in the solution of the above equa-
tion for weak coupling limit rs → 0, or the weak disorder
limit ni → 0, i.e. large ζ limit. In this limit, and con-
sidering Gn to be nearly constant, i.e. Gn ∼ 〈n〉, we
have Γn ≃
√
pi
2 ζ
′ sgn(n)√
|n| = ζ
′∂n
(
sgn(n)
√
pi|n|
)
in which
ζ′ ≡ ζGn. The solution is therefore:
Pn = A exp
[
−ζ′
(
sgn(n)
√
pi|n| − µ
~SvF
)]
(14)
in which A is a normalization constant and S is the area
of the sample. This relation may seem to be unsuited,
since it grows unboundedly for negative values of n. Ac-
tually there is no contradiction, due to the presence of
Gn whose amount grows negatively for negative n values,
which returns the above equation into expected form. In
fact the original charge equation has electron-hole sym-
metry for the case µ = 0 which should result to an
electron-hole symmetric form of Pn. Our approximation
(considering Gn as a constant) violated this symmetry.
Re-considering this quantity as a dynamical variable re-
tains the mentioned symmetry. It is also notable that the
second term in the exponent ( µ
~vF
) has been inserted due
to some symmetry considerations and the above equation
satisfies the original equation of Pn.
In the above equation, the effects of disorder and Hartree
interaction have been coded in ζ′. It is clear that a very
weak interaction, has the same effect as a very weak dis-
order, i.e. in both cases ζ′−1 →∞ which results to very
wide charge distribution and large charge fluctuations.
The other limit which is our main concern is the µ → 0
limit which has direct effect on Gn. In fact µ controls 〈n〉
which directly affects
∫
d2r′ n(r
′)
|r−r′| , i.e. Gn. In the limit
µ → 0, one expects that Gn becomes vanishingly small,
so that ζ′−1 →∞ which implies large scale density fluc-
tuations. This is the point we emphasized in previous
sub-sections: at the Dirac point the density fluctuations
grow unboundedly which drives the system into a new
phase, i.e. formation of EHPs, consistent with other the-
oretical results28. In this limit the power-law behaviors
become possible.
In the above equation we ignored Vxc and considered
the limit of small graphene fine structure constant, i.e.
rs → 0 which gives some sense about the behavior of the
probability measure. The inclusion of Vxc and extending
the analysis to all range of rs make the Eq. 14 invalid, so
that P (n) may show different dependence on n for other
ranges of rs. The Eq. 13 should be solved non-perturbly
in this case which is beyond our analysis. To this end, we
have solved numerically the Eq. 4 which is the subject
of the following sections. First we introduce the random
field rough surfaces in the next section, and then present
our results in terms of this framework.
III. SCALING PROPERTIES OF CONTOUR
LOOP ENSEMBLES
Graphene may be viewed as a two-dimensional (2D)
random-field media in which the charge profile and also
the impurity coulomb potential are viewed as the ran-
dom fields. We argued that at µ = 0 the Eq. 4 is scale
invariant, i.e. n(λr)
d
= λ−2n(r) in which d= means the
equality of the distributions. This may be interpreted as
the signature of the scale invariance of our 2D random
field. Before we proceed, it seems necessary to review
some features of the scale-invariant 2D random rough
fields which is the aim of this section.
Let h(x, y) ≡ h(r) be the height profile (in the graphene
6case, the charge profile or the impurity coulomb poten-
tial) of a scale invariant 2D random rough field. The
main property of self-affine random fields is their invari-
ance under rescaling30–32. In other words the probability
distribution function is such that the random profile h(r)
has self-affine scaling law
h(λr)
d
= λαh(r), (15)
where the parameter α is roughness exponent or the
Hurst exponent and λ is a scaling factor. The transla-
tional, rotational and scale invariance of h(r) imply that
the height-correlation function of random fields behaves
as
C(r) ≡ 〈[h(r+ r0)− h(r0)]2〉 ∼ |r|2αl , (16)
where the parameter αl is called the local roughness
exponent30 and 〈〉 denotes the ensemble average. An-
other measure to classify the scale invariant profile h(r)
is the total variance
W (L) ≡ 〈[h(r)− h¯]2〉L ∼ L2αg (17)
where h¯ = 〈h(r)〉L, and 〈. . . 〉L means that, the aver-
age is taken over r in a box of size L. The parame-
ter αg is the global roughness exponent. Self-affine sur-
faces are mono-fractals just if αg = αl = α
30. In gen-
eral, the scaling properties of the height-correlation func-
tion Eq. (16) as well as the Hurst exponent α, are the
most important quantities to distinguish a given mono-
fractal random field from the others. The scaling proper-
ties of the two point correlation function Eq. (16) gives
the scaling relation for the Fourier power spectrum, i.e.,
S(q) ≡ 〈|h(q)|2〉 ∼ |q|−2(1+α), for small values of q or
large values of r in which h(q) is the Fourier transform
of h(r)32. A wide variety of mono-fractal random fields
with roughness exponent α are governed by a Gaussian
distribution
P [h] ∼ exp
[
−k
2
∫ Λ
0
d2qq2(1+α)hqh−q
]
, (18)
where Λ is the high momentum cut-off and h(q) is the
Fourier transform of h(r) and k is the stiffness. One
of the most interesting characteristics of a mono-fractal
random Gaussian surface is the scaling properties of the
iso-height lines of the rough profile h(r) at the level set
h(r) = h0. The intersection between the self-affine sur-
face h(x, y) and a horizontal plane perpendicular to the
z axes, contains many closed non-intersecting loops or a
configuration of contour ensemble which come in many
shapes and sizes35,36. These geometrical objects are scale
invariant and one can focus to study the non-local fea-
tures of the contour loops, i.e., their size distribution is
characterized by a few power law relations and scaling
exponents. The scaling theory of contour loop ensembles
of self-affine Gaussian fields was introduced in Ref.35 and
developed in Ref.36. Following Ref.36, here we introduce
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FIG. 2: (Color online) Color plot and mean-level contour lines
of the disorder potential VD (top). Color plot and mean-
level contour lines of carrier density distribution n(x, y) for
Graphene at the Dirac point (bottom). The contour plot
consists of closed non-intersecting loops that connects points
of n¯ = 0. For n > 0 (n < 0) we have particles (holes).
different scaling laws and scaling exponents. The contour
loop ensemble can be characterized through the loop cor-
relation function Gl(r) and the probability distribution
of contours n˜(s,R) in which s is the loop length and R
is the loop radius. In fact for every contour loop in the
level set, the probability distribution n˜(s,R) is the mea-
sure to have contours with length (s, s + ds) and radius
(R,R + dR). The loop correlation function is a proba-
bility measure of how likely the two points separated by
the distance r lie on the same contour. The loop corre-
lation function is considered to be rotationally invariant
that forces Gl(r) to depend only on |r|. This probabil-
ity function for the contour loop ensembles on the lattice
with grid size a and in the limit r ≫ a scales with r as
Gl(r) ∼ 1
r2xl
, (19)
where xl is the loop correlation exponent. It is believed
that the exponent xl is the superuniversal quantity and
for all the known mono-fractal Gaussian random fields in
two dimensions this exponent is equal to xl =
1
2
35,39,41–43.
That the contour loop ensemble is scale invariant, forces
n˜(s,R) to scale with s and R as
n˜(s,R) ∼ s−τ−1/Df fn(s/RDf ), (20)
where fn(s/R
Df ) is a scaling function and the exponents
Df and τ are the fractal dimension and the length dis-
tribution exponent, respectively. For the scale invariant
contour lines, one can define the fractal dimension as the
exponent in the scaling relation between mean contour
7length 〈s〉 and the radius R. The relation between the
average loop length and the radius is derived from n˜(s,R)
by integration:
〈s〉 ≡
∫∞
0
sn˜(s,R)ds∫∞
0
n˜(s,R)ds
∼ RDf . (21)
Note that integrating n˜(s,R) over all radii gives the prob-
ability distribution of contour lengths P˜ (s) that is a prob-
ability measure for the contour loops with length s. The
density of loops with length s follows the power law
P˜ (s) ≡
∫ ∞
0
n˜(s,R) ∼ s−τ . (22)
For a self affine random field, the cumulative distribu-
tion of the number of contours with area greater than
A is another interesting quantity with the scaling prop-
erty. The cumulative distribution of area N>(A) has the
scaling form
N>(A) ∼ A−ζ/2, (23)
where for mono fractal contour lines ζ = 2 − α. The
scaling properties of the contour ensemble justifies the
scaling relations between five different scaling exponents
α, Df , τ , ζ and xl which satisfy the relations
36
Df (τ − 1) = ζ
= 2− α, (24)
and
Df (τ − 3) = 2xl − 2. (25)
Following from Eqs. (24) and (25) one can find two expo-
nents Df = 2−xl−α/2 and τ = 1+(2−α)/(2−xl−α/2)
as a function of the Hurst exponent α and the loop cor-
relation exponent xl. In the next section we will numer-
ically calculate all mentioned exponents α, Df , τ and ζ
for the disorder potential and the electron-hole distribu-
tion in Graphene. We will also check the scaling relations
Eqs. (24) and (25) between different exponents.
IV. NUMERICAL RESULTS AND DISCUSSION
To extract the contour lines of the disorder potential
and the corresponding electron-hole distribution at mean
level h¯ = 〈h(r)〉L , we use the contouring algorithm fol-
lowed from36. In Fig. (2) we have plotted the mean level
contour loop ensembles for h(r) = VD(x, y) and the car-
rier density h(r) = n(x, y). We would like to measure the
scaling exponent αl and αg associated with the scaling
properties of the height-correlation functions and total
variances of the random fields VD(r) and n(r). Then we
will directly measure the scaling exponents xl, Df , ζ and
τ and we will show that these exponents are universal
and depend only to the roughness exponent α of these
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FIG. 3: (Color online) The Gaussian probability distribution
function P{h} of the disorder potential h = VD(x, y) and non-
Gaussian PDF of the carrier density distribution h = n(x, y)
for Graphene at the Dirac point (inset) in semi-log scale.
processes.
In our numerical process, we have discretized the real
space by 1 nm steps and generated L× L square lattice.
We have repeated our analysis for L = 50 nm, 100 nm,
200 nm, 300 nm and 400 nm to control the finite size
effects. We found that the results are independent of
the system size for L & 100 nm. Over 6 × 103 samples
for each system size were generated (the total (2.4 GHz)
CPU time spent was 1.2 × 108 s). The steepest descent
method were used to solve Eq. 4 iteratively. A solution
is accepted if
∑
i,j [xnew(i, j)− xold(i, j)] /L2 6 10−10 in
which x(i, j) = n(i, j)/ni and new and old refers to the
updated and old solutions respectively.
A. Gaussian versus non-Gaussian random fields
Let h(r) be a single valued non-singular random field.
A stochastic field is Gaussian if all its finite-dimensional
probability distribution functions are Gaussian38. A nec-
essary but not sufficient condition for Gaussian random
field h(r) is that its probability measure satisfies:
P {h} ≡ 1
σ
√
2pi
e−
h2
2σ2 , (26)
where σ is the standard deviation. The local curvature
at position r and at scale b
Cb(r) =
M∑
m=1
[h(r+ bem)− h(r)] (27)
and the higher moments of Cb are another measures to
check the possible deviation of the random fluctuations
from the Gaussian distribution36. In Eq. (27) the offset
directions {e1, . . . , eM} are a fixed set of vectors whose∑M
m=1 em = 0. For a Gaussian stochastic field h(r), the
distribution of the local curvature P {Cb(r)} is Gaussian
and the first and all the other odd moments of Cb are
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FIG. 4: (Color online) The probability distribution function
P{Cb} (b = 1) for the disorder potential VD(x, y) and the
carrier density distribution n(x, y) in semi-log scale. (Inset)
the fourth moment
〈C4b 〉
〈C2
b
〉2
of the local curvature for VD and n.
The prediction for a Gaussian surfaces is 3.
manifestly vanish since the random field has up/down
symmetry h(r) ←→ −h(r). Obviously, for the Gaussian
random fields the fourth moment satisfies:
〈C4b 〉
〈C2b 〉2
= 3. (28)
One should be careful about systematic deviations from
the relation in Eq. (28) that can occur for non-Gaussian
random fluctuations. On the other hand, if a given ran-
dom field contains hilltops and sharp valleys, 〈C3b 〉 6= 0
is a signature of skewness in the probability distribution
functions36,43. As can be seen in Fig. (3) the probability
distribution function of the disorder potential h = VD
is Gaussian and logP{h} ∝ −h2. In fact, this is one of
the main consequences of the central limit theorem. The
central limit theorem states that the probability distri-
butions of sample sum of a sufficiently large number of
independent random variables, with common probabil-
ity density function with finite mean and variance, tend
to be close to the normal distribution, regardless of the
underlying distribution. As mentioned in Eq. 3, the
disorder potential VD is the two dimensional Coulomb
potential in the graphene plane generated by an effec-
tive two dimensional uncorrelated random distribution,
C(r). Therefore, we expect VD to be Gaussian because
the integration Eq. 3 is a linear functional of the Gaus-
sian noise C(r) and it is clear that adding independent
mean zero Gaussian random variables with 〈C(r)〉 = 0
and 〈C(r)C(r′)〉 ∝ δ(r′ − r) gives a Gaussian variable
with 〈VD(r)〉 = 0. We have also looked at the distribu-
tion function P{Cb} and the fourth moment (Eq. (28))
of the local curvature in disorder potential VD. Figure
(4) shows that the distribution function for the local cur-
vature for VD is Gaussian and the fourth moment of the
local curvature for VD obeys the prediction which should
be 3 for a Gaussian surfaces. The probability distribu-
tion function P{h} of the carrier density n(x, y) and the
local curvature P {Cb(r)} as well as the the fourth mo-
ment of the local curvature for VD, are depicted in Figs.
(3) and (4), respectively which exhibits non-Gaussian be-
haviors. This readily shows that the random field n(r) is
non-Gaussian.
B. Local and global roughness exponents
We should now calculate the exponents of the random
field n(r) which has been sown to be non-Gaussian. We
also calculate the exponents for VD for comparison. The
scaling behavior of the two point correlation function of
the random field h was defined in Eq. (16). The mea-
surement of local roughness exponent αl can be obtained
by a linear fit C(r) with r in log− log scale. In Fig. (5)
we have plotted the scaling relation between C(r) and r.
In Table. I we report the scaling exponent αl for disorder
potential VD and carrier density distribution n. We have
also computed the total variance W (L), from which the
exponent αg is extracted using a scaling form Eq. (17).
The results are given in Fig. (5) and our measurements
of the scaling exponent αg are reported in Table. I. From
table I we see that the exponents αl and αg (see Table.
I)) are the same within statistical errors as in the case of
the mono-fractal random medium.
A question may arise here: how can the exponents be the
same for VD(r) and n(r), despite the fact that the for-
mer is Gaussian and the later is not? To answer this, let
us consider Hohenberg-Kohn theorem according to which
there is a one to one correspondence between the ground
state charge density of a quantum system (here n(r)) and
the external potential (here VD). This can be expressed
by the relation VD = VD[n] which may be a non-local
function. Therefore the characteristic level lines of VD
results in the same level lines for n and the statitics are
similar. Now consider the probability measure of them,
i.e. P (VD) and P (n). The mentioned relation implies
the following equation:
P (VD)dVD = P (n)dn (29)
according to which we have P (n) = (dVD/dn)P (VD).
Note that the necessary condition for this relation is that
the conditional probability function P (n|VD) be a narrow
function of both VD and n. This implies that given that
P (VD) is Gaussian, the function P (n) may not, depend-
ing on the quantity dVD/dn.
αl αg
VD(x, y) 0.47 ± 0.03 0.45 ± 0.02
n(x, y) 0.35 ± 0.03 0.38 ± 0.02
TABLE I: The best fit values of the scaling exponents αl and
αg extracted from the scaling laws of two point correlation
function C(r) and the total variance W (L) for disorder po-
tential VD and carrier density distribution n.
9101 102
10−3
10−2
r
C
(r
)
 
 
101 102
10−2
LW
(L
)
C(r) ∼ r2αl
n(r)
VD(r)
W (L) ∼ L2αg
FIG. 5: (Color online) Log-Log plot of two point correlation
function C(r) as a function of r. The slope of this plot corre-
sponds to local roughness exponent αl. (Inset) Log-Log plot
of the profile width W (L) with respect to the window size
L. The slope of this plot corresponds to global roughness
exponent αg.
C. Loop correlation exponent
We now consider the loop correlation function Gl(r),
which is expected to behave like Eq. (19) for scale-
invariant surfaces. To measure xl, the most fundamental
exponents of a given contour loop ensemble of the random
profile h, we followed the numerical algorithm described
in Ref.36. For loops corresponding to mono-fractal rough
interfaces with α = 0, based on exact results, xl =
1
2
35. It
has been checked in numerical simulations for the large
classes of two dimensional Gaussian and non-Gaussian
random fields that the relation xl =
1
2 is superuniver-
sal which means that it is independent of the roughness
exponent α39,41–43. We measured the exponent xl from
the power law dependence Gl(r) with respect to r. In
Fig. (6) the log− log plot of r2xlGl(r) as a function of
r has been indicated for the disorder potential VD and
electron-hole distribution n. Our numerical test shows
that xl = 0.5 ± 0.1 for the random fields VD and n. It
is seen that it is the same as the reported value for the
mono-fractal rough interfaces35. The relatively large er-
ror bar comes from finite size effects. It is worth mention-
ing that the relation xl =
1
2 is valid for a non-Gaussian
interface, i.e. n, as well as the Gaussian profile VD (see
also Refs.43).
D. Fractal dimensions
We now present the detailed analysis of fractal prop-
erties of the mean level contour lines of the disorder po-
tential VD and electron-hole distribution n. We used the
self-similar properties of contour lines to measure fractal
dimension of loops Df and the fractal dimension of all
the contours d.
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FIG. 6: (Color online) Log-Log plot of loop correlation func-
tion r2xlGl(r) as a function of r.
VD(x, y) n(x, y)
Df 1.38 ± 0.02 1.39 ± 0.01
d 1.80 ± 0.03 1.80 ± 0.03
ζ/2 0.91 ± 0.03 0.90 ± 0.02
τ 2.30 ± 0.02 2.30 ± 0.01
Df (τ − 1)/ζ 0.99 ± 0.04 1.00 ± 0.03
Df (τ − 3)/(2xl − 2) 0.97 ± 0.21 0.97 ± 0.20
TABLE II: The best fit values of the scaling exponents Df ,
d, ζ and τ for disorder potential VD and carrier density dis-
tribution n.
Length-radius scaling relation
In order to evaluate the fractal dimension of the con-
tour loops Df we used the scaling law between the mean
value of the loop length 〈s〉 and its radius of gyration R
according to Eq. 21. For a given loop with N discrete
points {r1, . . . , rN}, the radius of gyration is defined by
R2 = 1N
∑N
i=1 |ri − rc|2 where rc = 1N
∑N
i=1 ri is the
center of mass of the contour line. A plot picturing the
scaling of the mean loop length as a function of the radius
for the contour loop ensemble of the disorder potential
VD and electron-hole distribution n with different system
size L, is shown in Fig. (7). The straight line in the fig-
ure shows power law scaling with the fractal dimension
exponent Df . The scaling exponent Df is measured us-
ing the linear fit and chi-square test in the scaling regime
(5 < R < 100). In Table II we report the fractal di-
mension of contours Df for the random profiles VD and
n. It is not difficult to see that for a random field which
is self affine with universal value of the loop correlation
exponent xl =
1
2 , the formula for the fractal dimension
Df follows from Df =
3−α
2
35. In the case of the contour
lines of the disorder potential VD and electron-hole distri-
bution n, the fractal dimension of a contour line follows
the formula of a mono fractal interfaces with roughness
exponent α, even in the case of random fields with non-
Gaussian probability distributions, i.e. the electron-hole
distribution n.
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FIG. 7: (Color online) The power law scaling relation between
the mean value of the loop length 〈s〉 and the gyration radius
R for contour lines of the electron-hole distribution n and the
disorder potential VD (inset).
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FIG. 8: (Color online) The fractal dimension of all contours:
the log-log plot of the number of boxes N(l) in terms of the
box size l.
Fractal dimension of all contours
Another interesting scaling exponent which describes
the scaling properties of random profile h, is the frac-
tal dimension of all contours. It is numerically showed
that all disconnected loops in the contour loop ensemble
of constant height on self-affine random profile h(x, y),
i.e. Fig. (2), is also a self-similar fractal with fractal
dimension d = 2−α34. The fractal dimension of all con-
tours in the mean level set can be found by box-counting
method33. The basic procedure is to cover the level set
with the set of l-sized boxes, and then count the num-
ber of boxes N(l) which are covering the level set. Then
we do the same thing but using a smaller boxes. For a
mono-fractal object the scaling law between the number
of boxes N(l) and the box size l is
N(l) ∼ l−d, (30)
where d is the fractal dimension. The results of the frac-
tal dimension analysis of all contours are given in Fig.
(8). In Table II, we report the best linear data fit to
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FIG. 9: (Color online) The scaling behaviour of the cumula-
tive number of loops whose area is greater thanA as a function
of area for the electron-hole distribution n and the disorder
potential VD (inset).
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FIG. 10: (Color online) The scaling behaviour of the loop-size
distribution P˜ (s) for the electron-hole distribution n and the
disorder potential VD (inset).
logN(l) with respect to log l, yielding the fractal dimen-
sion of all contours d for Gaussian profile Vd and non-
Gaussian random distribution n. Our numerical tests
confirm the validity of the relation d = 2− α within our
statistical errors.
Cumulative distribution of areas
We will now consider in detail the procedure for ex-
tracting the scaling behavior of the cumulative distribu-
tion of the loop area N>(A). For the case of self-affine
random field the number of contours with area greater
than A has the asymptotic scaling behavior of Eq. (23)
with the scaling exponent ζ. This can be seen in Fig. (9)
which illustrates the log-log plot of N>(A) versus A for
the disorder potential VD and electron-hole distribution
n. The slope of such a plot determines the exponent ζ.
The measured value of ζ has been reported in Table II.
Note that following Ref.36, the exponent ζ is related to
the fractal dimension of all contours by ζ = d/2. Our
numerical results are consistent with ζ = 1− α/2.
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E. Length distribution exponent
Let us now focus on the probability distribution func-
tion of the loop length P˜ (s) which follows the scaling
law Eq. (22) with the loop exponent τ . As shown in
Fig. (10), we presented the log-log plot of P˜ (s) versus
s. The length distribution exponent τ can be measured
numerically from the power-law scaling regime which is
evident over two decades in loop length (10 < s < 1000).
The numerical results of the loop distribution exponent
τ for the disorder potential VD and electron-hole dis-
tribution n are reported in Table. II. We also checked
numerically the consistency of the results for different
finite system size. It is also worth noting that the expo-
nent τ even for a non-Gaussian random profile (n) sat-
isfies τ = 1 + (4 − 2α)/(3 − α). We emphasize that, for
the given numerical values of the scaling exponents xl,
Df , d, ζ and τ , which are summarized in Table II, it
is straightforward to check that according to Eqs. (24)
and (25), the hyper scaling relations, are valid for both
Gaussian random profile VD and non-Gaussian random
distribution n. From Eqs. (24) and (25) it follows that
Df (τ − 1)/ζ and Df (τ − 3)/(2xl − 2) are equal to one.
It is seen that our results are in a good agreement with
the theoretical prediction.
V. CONCLUSION
In this paper we considered the zero-temperature
Thomas-Fermi-Dirac (TFD) theory for graphene at the
Dirac point. Based on some stochastic analysis we ob-
tained the probability measure of the ground state career
density for small interactions and small impurity concen-
trations. We argued that in vicinity of the Dirac point
the density fluctuations increase unboundedly, leading to
a new phase at which large charge inhomogeneities arise,
i.e. EHPs. Since the mentioned calculations are not valid
for all range of interactions and impurity concentrations,
we solved the TFD equation numerically and over 6×103
samples of various sizes were generated. As argued ana-
lytically, we observed power-law behaviors for the ground
state charge density n which is expected from the scale
invariance of the equation governing n. When viewed as
random field surface, the impurity potential field VD was
found to be Gaussian as expected, whereas the ground
state charge density was not. The evidence for this is the
probability distribution of them which is Gaussian for
the former and non-Gaussian for the later. We precisely
analyzed the various exponents of the system. Local and
global roughness exponents are found to be the same for
both n and VD which is the signature of mono-fractal be-
havior of the surface. Loop correlation exponent is also
found to be equal to the super-universal value 1/2 for
both. Various fractal dimensions and length distribution
exponent are also reported and found to be the same for
n and VD. Although not a Gaussian random field, the
charge density is found interestingly to satisfy the Kon-
dev scaling relations.
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