A common way to regularize mathematical ill-posed retrieval problems in atmospheric remote sensing is the incorporation of single-spectrum Bayesian a priori mean values and standard deviations for the parameters to be retrieved, along with measurement and simulation error information. This decreases the probability to obtain unlikely parameter values. For a reliable evaluation of measurements with sparse spectral information content, like Venus' nightside emissions in the infrared as acquired by the VIRTIS-M-IR instrument aboard ESA's Venus Express spacecraft, it can help to consider further a priori knowledge.
Introduction
The geology and composition of Venus' surface are topics of active research. There are only a few in situ measurements, performed by the VENERA probes [1] . Most areas appear to consist of basaltic material, but it is poorly classified. Knowledge of surface emissivity in the infrared can provide constraints for surface composition and weathering affected texture. Global surface emissivity maps can only be acquired by applying remote sensing techniques. A global topography, reflectivity, and emissivity data base, referred to 2.385 GHz, has been obtained by the Magellan mission [2] . However, a detailed analysis of Venus' geology requires input from spectral ranges that are more diagnostic to surface composition, like the infrared.
Venus' surface can not be directly observed in the visible and infrared. The hot surface (735 K at 0 km altitude when assumed to be in thermodynamic equilibrium with the bottom of the atmosphere according to the Venus International Reference Atmosphere VIRA [3, 4] ) emits altitude dependent thermal radiation, as it does the hot deep atmosphere. This radiation is absorbed and multiply scattered by the gaseous and particulate components of the atmosphere, thereby strongly affecting the signals of the surface emissions that carry information about surface temperature and emissivity. The atmosphere is opaque with the exception of a few transparency windows between 0.8 and 1.3 µm that probe down to the surface. Additional windows between 1.3 and 2.6 µm are affected by the deep atmospheric temperature field and composition [5, 6] . Reflected sunlight strongly outweighs these emissions, thereby limiting the data usable for surface emissivity extraction in the infrared to nightside measurements.
ESA's planetary probe Venus Express (VEX) orbits the planet since 2006. The Mapping channel in the InfraRed of the Visible and InfraRed Thermal Imaging Spectrometer (VIRTIS-M-IR) aboard VEX acquires spectrally resolved (432 spectral bands uniformly dividing the range 1.0-5.2 µm) two-dimensional images of targets on Venus [7] [8] [9] . The carefully calibrated and preprocessed measurements [10, 11] provide the data base where the surface information shall be extracted from.
Hyper-spectral data can be quantitatively evaluated by using a retrieval algorithm in conjunction with a detailed radiative transfer simulation model ('forward model'). The radiance spectrum that is detected by the space-borne measuring instrument, can be simulated by the forward model that numerically solves the radiative transfer equation. The result depends on the state parameters of atmosphere (altitude profiles of temperature and of gaseous and particulate constituents, absorption and scattering properties of the constituents), surface (elevation, temperature, emissivity), instrument (band-to-wavelength-mapping, full width at half maximum (FWHM) of the instrumental response function), and others (observational and illuminational geometry, O 2 nightglow, etc.). The parameters that shall be retrieved are compiled into the so-called 'state vector'. The retrieval algorithm compares the state-vector dependent simulation to the measurement and iteratively varies the state vector until the simulation well fits the measurement. The corresponding state vector then adequately parameterizes the measurement and is interpreted to represent the physical states of the atmosphere, surface, instrument, and others, that led to the measured spectrum. Herefore, a forward model is used, similar to that described by Haus and Arnold [12] . It is a plane-parallel, non-LTE, line-by-line code taking into account thermal emissions by surface and atmosphere, and absorption and multiple scattering by gases and clouds. Some additional noteworthy details are presented in Section 4.1. But depending on spectral resolution and information content of the measurement and on complexity of the forward model, different state vectors can parameterize the same measurement equally well. Thus, this inversion of the radiative transfer equation is mathematically an illposed problem. The usual way to treat such problems is a regularization [13] , for instance by defining a priori probability distributions, which the state vectors are assumed to follow. A convenient distribution is a Gaussian with certain mean value vector and covariance matrix. The a priori mean vector is defined to be the physically expected value of the state vector and the a priori covariance matrix its expected covariance matrix. The utilized a priori data for VIRTIS-M-IR retrievals is based on former observational in situ results gathered during the VENERA missions [1] and on the analysis of earlier ground based high-resolution data [5, 6, 14, 15] as well as on other spaceborne experiments (limb observations [16] , radio science [17] ). The spectra also suffer from measurement and calibration errors on the one hand and from simulation errors on the other hand. This information can also be incorporated into the retrieval algorithm in order to arrive at a Bayesian interpretation [18] of the regularization. Here, the measurements and simulations, along with the a priori and error information, lead to an a posteriori probability distribution. The location of its maximum represents the best estimate of the state vector and has to be iteratively determined by the retrieval algorithm. The standard deviations of, and the correlations between, the retrieved parameters can be estimated through an approximation of the Hessian of this a posteriori probability distribution at the best estimate of the state vector. They are measures for the retrieval uncertainties and interferences. This single-spectrum regularization decreases the probability to obtain unlikely parameter values.
However, influence of noise, the presence of parameters with very similar impacts on spectra, as well as the possible existence of subsidiary solutions due to the complex non-linear dependence of radiance on the state vector may cause unexpected discontinuities in the spatial and temporal distribution of the retrieved parameters. Especially for measurements with sparse spectral information content, like the VIRTIS-M-IR measurements of Venus' nightside emissions, this may seriously degrade the reliability of retrieved single-spectrum parameters.
To overcome this problem, a multi-spectrum retrieval algorithm (MSR) is presented (Section 2) that allows for the utilization of additional a priori knowledge such as a priori spatial-temporal correlations. These are usually neglected but nevertheless always present, since contiguous measurements are unlikely to originate from completely unrelated state vectors. One pivotal aspect is the design of a suitable a priori covariance matrix (Section 3) that is positive definite by construction and allows for the encoding of the single-spectrum parameters' a priori standard deviations, spatial-temporal correlations, and local correlations (for instance as required for single-spectrum temperature profile regularization). In the limit of infinite correlation lengths or times for certain parameters, this covariance matrix will degenerate. Then, a special-case treatment can be derived that corresponds to the concept of retrieving parameters common to a selection of measurements (Section 3.5). Details of the forward model as well as retrieval parameters relevant for VIRTIS-M-IR measurements of Venus' nightside are presented in Section 4. Section 5 demonstrates by corresponding examples that MSR decreases the probability to retrieve unlikely parameter distributions, helps to avoid subsidiary solutions and to disentangle parameters with strongly differing spatialtemporal a priori correlations, compensates for noise effects, and allows to combine the information content of several spectra to determine hard-to-retrieve parameters that are common to a selection of measurements. A selection of mathematical details is presented in Appendix A, as well as some notes on the implementation of MSR. First results have been presented by Kappel et al. [11, 19, 20, 21] , and the present paper develops the corresponding mathematical background.
Multi-spectrum retrieval algorithm (MSR)
This section recites the basics of Bayesian regularization as presented by Rodgers [18, Sections 2.3 and 5.2], but already in a generalized multi-spectrum retrieval formulation, and the involved quantities are defined. The required a priori covariance matrix will be constructed in Section 3.
Let y i ∈ R mi , i ∈ {1, · · · , r} be the column vector representing the measured spectrum number i out of r measurements. The entry number j ∈ {1, · · · , m i } of y i shall be denoted as (y i ) j and is the radiance acquired by measurement i at a certain wavelength or wavenumber. The dimensions m i of the y i may differ, to allow for the utilization of spectra from different data sources at varying spectral resolution and different spectral intervals. This also allows for the proper treatment of N aN ('Not a Number') values at certain wavelengths by simply ignoring these data points. Then let the 'extended measurement T will be abbreviated as (y 1 , · · · , y r ) in the following.
X shall denote the 'extended state vector' used to compute the 'extended simulation outcome vector' F(X). The iterative algorithm has to fit F(X) to Y by varying X. X is the concatenation of r single-spectrum state vectors (x 1 , · · · , x r ). In anticipation of Section 3.5 that introduces the concept of the retrieval of a parameter vector x C ∈ R c common to r spectra, the extended state vector may also assume the form X = (x C , x 1 , · · · , x r ) ∈ R N . All singlespectrum state vectors x i are assumed to have the same dimension, x i ∈ R n , and thus N = c + rn, but generalization is straightforward. When the m i -dependent singlespectrum simulation outcome for spectrum i is denoted as the column vector f i ∈ R mi , then F(X) ∈ R M can be written as f 1 (x C , x 1 ), · · · , f r (x C , x r ) . In the following, for convenience, the adjective 'extended' will not be explicitly written anymore, except when it is not clear from context, whether a single-spectrum or a multi-spectrum object is referred to.
Similar to Rodgers [18] , it may be assumed that the measurement, calibration, and simulation error distribution can be characterized by a Gaussian distribution in the residual Y − F(X) between measurement Y and simulation F(X) of the measurement given the state vector X. The corresponding error covariance matrix S E is of dimension M × M . A Gaussian distribution is usually a good approximation for real world errors (central limit theorem) and simple enough to derive useful formulas. Also, the probability distribution function with the least information content (meaning without implying further knowledge) that is consistent with the parameterization by a mean value vector and a covariance matrix, is the corresponding Gaussian [18] . Then the conditional probability distribution function for measurement Y, provided that the state vector is X, is given by
with normalization factor N 1 . Due to the only limited knowledge on measurement errors and their relations across several measurements, S E is assumed to be of block diagonal shape, such that the errors of different measurements are treated as independent. The individual blocks on the diagonal will be denoted as S i for the corresponding spectrum number i. Also, the S i are all assumed to be diagonal, such that the errors at different wavelengths are treated as independent of each other. The values on the diagonal are the variances of the errors (squares of the standard deviations) and shall be independent of X. However, the S i may depend on i and the wavelengths of the corresponding measurements y i . For VIRTIS measurements, twice the spectrally resolved standard deviation of deep space observations is thereby a first estimation of the random error. Further errors may also enter the error covariance matrix, like those due to data calibration and preprocessing [11] as well as simulation. The a priori probability distribution function the state vector X is assumed to follow, i.e. the probability density of X before knowledge of the outcome of the measurement, is analogously written as
N 2 is the normalization factor and S A the extended a priori covariance matrix of dimension N × N . If S A is assumed to be a diagonal matrix, neither coupling between entries corresponding to the same single-spectrum state vector, nor between different single-spectrum state vectors, nor between common parameters is expected. In this case, the diagonal entries denote the individual a priori variances of the retrieval parameters. The better the knowledge of a certain parameter is, the smaller should the corresponding variance be set. For a detailed discussion of non-trivial a priori covariance matrices, see Section 3. A = (a C , a 1 , · · · , a r ) ∈ R N is the extended a priori mean value vector of the extended state vector X ∈ R N . The a priori data is not very well known for retrieval problems related to Venus. For all practical purposes concerning the VIRTIS measurements, it is therefore not possible to set a priori data dependent on the measurement situation. Thus, S A will not depend on X, nor will A, and a i ∈ R n will not depend on i and will simply be denoted by a.
Let P M denote the probability distribution function of the extended measurement before it is made. It is not dependent on X, but on Y only.
The a posteriori probability distribution function of X is the conditional probability distribution function P p (X|Y) of the extended state vector X, provided that the extended measurement vector is found to be Y.
It follows from Bayes' theorem [18] that P p (X|Y) = P m (Y|X)P P (X)/P M (Y). With the abbreviation F c (X) := −2 log P p (X|Y) − 2 log N 3 , the term F c (X) reads
where the normalization terms and X-independent terms are all absorbed into N 3 and are unimportant for the retrieval.
Note that both S E and S A as covariance matrices have to be real, symmetric, and positive semi-definite. They even have to be positive definite to allow for the proper definition of the various probability distribution functions. Also note that 0 ≤ F c (X) ∈ R, since S −1 E and S
−1
A are consequently also positive definite.
The information on X is improved from P P (X) before measurement to P p (X|Y) after measurement. Knowledge of P p (X|Y) corresponds to the solution of the retrieval problem. It is useful to approximate P p (X|Y) as function of X by a function parameterizable by a few characteristic parameters. Again, this suggests a Gaussian, the leastinformation-content function with mean value vector and covariance matrix, now to be derived from P p (X|Y).
The mean value vector is approximated by the location of the (global) maximum X of P p (X|Y). F can be assumed to be a continuously differentiable function of X, provided that the basic input of the radiative transfer equation solver (altitude profiles of optical depth, single scattering albedo, Legendre moments of the scattering phase function, and temperature; some boundary conditions) depends differentiably on the retrieval parameters [22] . Also, F should be bounded for finite arguments to be physically reasonable. Thus, a necessary condition for X to be the location of a local maximum of P p (X|Y) is its zeroing of the derivative of P p (X|Y), or equivalently of F c , with respect to X. Since a local maximum of P p (X|Y) corresponds to a local minimum of F c , F c is called the cost function of the retrieval problem, the function to be minimized. It must be kept in mind that due to the possibly complex nature of F as non-linear function on a highdimensional state space, there may be more than one local maximum of P p (X|Y), but the global maximum is the best estimate of the state vector. In P p (X|Y), Gaussian damping by the a priori information P P (X) mathematically somewhat improves the identification of the best estimate. If the a priori covariances are small enough, this leads to the elimination of subsidiary solutions, at least in the extreme case where the standard deviations tend to 0. In this case, the solution is forced to attain the vector of the a priori mean values. But in practice, it must be kept in mind that a determined local maximum could be just a subsidiary maximum. In absence of a fast and reliable global minimizer, the retrieval algorithm will determine local minima of F c (X), see Appendix A.1, and as a rough test, it should be checked whether different initial guesses and a priori data lead to the same or a similar solution.
An expression for the width of P p (X|Y) can be obtained by using the quadratic term in the Taylor expansion of F c at X. By neglecting the derivative of the Jacobian in comparison to the other terms, one arrives at
of dimension N × N , where ∇F(X) =: K(X) is the Jacobian of dimension M × N of the forward model at X. S will be interpreted as the covariance matrix of the a posteriori probability distribution function of the state vector X at the retrieved solution X [18] . The diagonal entries provide a measure of the uncertainty of the retrieved parameters, and the off-diagonal entries bear information on the interdependence of the parameters. However, it is still necessary to perform a detailed retrieval error characterization [23] , as will be presented in a subsequent paper. Appendix A discusses some details of the implementation of MSR.
A priori covariance matrix
In this section, an a priori covariance matrix S A is constructed that is suitable for use in MSR.
First, the retrieval of common parameters shall not be considered. Let there be n single-spectrum retrieval parameters (x i ) k for each of the r measurements (i ∈ {1, · · · , r} and k ∈ {1, · · · , n}).
Let the number i of the spectrum be fixed. Then for the measured spectrum y i , S A shall encode (diagonal entries) the a priori variance of the corresponding single-spectrum state vector x i that parameterizes the corresponding forward model simulation f i (x i ). Also, S A shall encode expected correlations between the n entries (x i ) k of singlespectrum state vector x i (a priori 'local correlations').
Such correlations can be accomplished by a non-diagonal covariance matrix for the single-spectrum retrieval problem. Now let k be fixed and i vary. Then S A shall encode expected correlations between the r parameters (x i ) k . These will be called a priori 'spatial-temporal correlations', as they describe the correlation behavior of the entries number k of the single-spectrum state vectors in space and time. These exist due to a certain continuity of the physical state of the atmosphere, caused by the inertia of matter and the drive to compensate thermodynamic disequilibria.
Finally, S A shall allow to treat parameters with infinite spatial or temporal a priori correlation. As will be seen (Appendix A.3), such parameters are spatially or temporally constant, i.e. they are common to certain sets of spectra.
S A shall be constructed as an easily parameterizable covariance matrix that can transparently encode both a priori local and spatial-temporal correlations as special cases. Also, it shall encode the standard deviations of all parameters of all single-spectrum state vectors, and shall allow to retrieve common parameters. It must be positive definite and ideally so already by construction. In the following, the terms 'a priori correlation' and 'coupling' will be used synonymously.
Section 3.1 reduces the construction of the covariance matrix S A to the construction of a correlation matrix C A . Also, for multi-spectrum problems without common parameters, the general structure of C A is presented. As a first step in the construction of such a C A , the singleparameter problem for several spectra with arbitrary spatialtemporal data point distribution is discussed in Section 3.2. Next, single-spectrum correlation matrices for several parameters are discussed in Section 3.3. Then, for given single-parameter spatial-temporal correlation data and local single-spectrum correlation data, the Kronecker product is the key to construct correlation matrices for several parameters and several spectra in Section 3.4. The treatment of common parameters is discussed in Section 3.5.
A priori correlation matrix
A finite dimensional covariance matrix is a matrix containing the covariances between finitely many random variables. It is therefore real, symmetric, and positive semidefinite. Conversely, each finite dimensional, real, symmetric, positive semi-definite matrix is a covariance matrix [24, Theorem 2.3.1].
A positive semi-definite matrix has exclusively nonnegative eigenvalues. But for a covariance matrix, a zero eigenvalue corresponds to a parameter which is exactly known (zero uncertainty) or perfectly coupled to a linear combination of other parameters. Such a parameter does not need to be retrieved or must be treated in a different way (Appendix A.3), respectively. Therefore, only real, symmetric, positive definite matrices (positive eigenvalues) will be considered in the following. This also ensures the existence of the inverse, which is needed in Section 2.
To make the construction of a covariance matrix S A more transparent, a normalized form is defined, the correlation matrix C A with entries
and with the a priori standard deviations σ i := (S A ) ii and the diagonal matrix B that has the entries B ii = 1/σ i . C A is well defined, since the diagonal entries of a positive definite matrix are positive. [25, 4.1.5] , and e i is the i-th standard vector). According to Eq. (3), each diagonal entry equals 1 (each parameter is perfectly correlated to itself), C A is symmetric, and it is positive definite since B is [25, 7.1.6] .
For an easy construction and parameterization of S A , first C A will be constructed, and then S A is obtained by scaling C A with the a priori standard deviations σ i according to Eq. (3). For ease of use, not the variances σ 2 i , but 2 times the standard deviations (2σ i ) are used as the input variables in the computer implementation, encoding the typical lengths of the expected variation intervals of the parameters.
Not considering the retrieval of common parameters (Section 3.5), in the notation of Section 2, the structure of the nr-dimensional extended parameter vector X (with c = 0) implies the structure of S A . The correlation matrix C A inherits the same structure. As X consists of r sub-vectors of length n, C A has to be a symmetric nr × nr matrix composed of r × r blocks of size n × n. For i, j ∈ {1, · · · , r} and k, l ∈ {1, · · · , n}, (b ij ) kl , the entry (k, l) of block (i, j), encodes the a priori correlation between parameter k corresponding to measurement i and parameter l corresponding to measurement j. It should not be different from the coupling between the l-th parameter of measurement i and the k-th parameter of measurement j, because neither of the measurements i or j shall be distinguished from the other, i.e. (b ij )
T , where the latter equality follows from symmetry of C A . In particular, the blocks b ii on the diagonal of C A are symmetric, and they are positive definite and all identically, as they are the couplings between the parameters of the same measurement and no measurement shall be distinguished from the other. This single-spectrum correlation matrix b ii =: h will be constructed in Section 3.3.
Single-parameter problem for several spectra
As a first step in constructing C A , a correlated retrieval problem for several measurements with arbitrary distribution of distinct footprints in space and time is considered, where each of the spectra is described by only one single parameter. This could be a total cloud column factor, for instance. Therefore, all blocks b ij (Section 3.1) of C A are just real numbers, with b ij =: (g ij ) ∈ R 1 and all g ii := 1. Assume that correlation between any two measurements only depends on distance between their footprints. Here, distance is initially defined by an abstract metric d(·, ·) and will be specified later. It could be Euclidean distance in R 2 (planetary surface treated as plane), R 3 (as surface in R 3 ), or R 4 (including temporal separation). The 'distance matrix' d ∈ R r with entries d ij := d(x i , x j ) is defined as the matrix of distances between the measurement footprints at locations x i , i ∈ {1, · · · , r} of r measurements.
For an easy and transparent parameterization and interpretation of C A for the single-parameter problem, only correlation length and correlation time shall determine the strengths of the a priori correlations for a fixed footprint distribution. A long correlation length λ πR Venus , with the maximum spatial distance πR Venus for footprints on Venus and Venus radius R Venus , corresponds to a strong coupling close to 1, and similar with correlation time τ and reference time scale of four Earth days (time scale of atmospheric super-rotation). The correlation matrix for the case where any coupling is absent is defined as C A := 1, which should also be the limit of C A for λ ↓ 0 and τ ↓ 0.
In the following, it will be discussed, how a proper correlation matrix C A can be yielded from d. The difficulty lies in the requirement that for arbitrary distinct footprints, C A will turn out positive definite by construction. The occurrence of some measurements with coinciding footprint space-time coordinates is not treated here. That case is only possible by using more than one measuring instrument.
Positive definite functions
Before a proper treatment of general spatial-temporal separations between measurement footprints will be established in Section 3.2.3, only spatial separations are considered for now.
The key to yield C A from d, is the concept of positive definite functions, see Schoenberg [26] for a collection of a series of the original papers from 1938, and Baxter [27] for the notation and definitions adopted for this work.
Let H be a real (possibly infinite dimensional) separable Hilbert space with norm · 2 and f : R + → R be a function for which the quadratic form
is non-negative for any r ∈ N * , any real a = (a 1 , · · · , a r ) T ∈ R r , and any points x 1 , · · · , x r ∈ H , then f is called positive definite on H . f is positive definite on H , if and only if f is completely monotonic [26] , i.e. f is continuous in 0 and
, and for 0 < x < ∞.
This can be applied to H = R n with Euclidean norm · 2 , to see that for x 1 , · · · , x r ∈ H and for d(
2 ) is positive semi-definite, and it is even positive definite for non-constant f (note that then f (0) > 0) and distinct points in Euclidean R n [27] . Hence, C A is a valid correlation matrix, when f is non-constant and normalized such that f (0) = 1.
According to Miller and Samko [28, Eq. 1.13], the function defined by f (x) := exp (− √ x) is completely monotonic. Measuring physical distances d p in terms of a characteristic length scale λ to get rid of physical units, i.e. x := d p /λ, it follows that for arbitrary distinct points in Euclidean R n , the matrix with entries exp (−d ij /λ) is a correlation matrix.
However, this is not the most suited choice. Define the 'correlation function' f d (x) := f (x 2 ). It takes the (normalized) distances as arguments and reads for this choice f is associated with a first order Gauss-Markov-process, a 'memory-less' system describing an atmosphere where only location is of importance [29, Section 4.3] and [30] . For many physical processes, it is more realistic to consider systems which respect certain inertial properties. This includes atmospheric physics with its inert atmospheric molecules and the fast balancing of thermodynamic disequilibria. These systems are more suitably modeled by a second order Gauss-Markov-process where location and momentum are considered [31, pp. 44-45 , and example 3.9-1]. Balgovind et al. [30] 
, which has a derivative of 0 at x = 0, i.e. observations that are only slightly separated, are modeled to perceive slowly changing correlations. f 2 d is also given by other investigations on Earth's atmosphere [29, 31, 32] . Note that the derivative of f
satisfies Eq. (5) and is therefore positive definite.
But widely separated measurements have non-vanishing correlations for both f
. This is on the one hand not realistic, see discussion by Rood et al. [32, Section 4.4] and references therein on forecast error correlations for Earth's troposphere. On the other hand, the largest structure in MSR, the Jacobian (Eq. (A.2)), would have many small non-zero entries which are unimportant for the retrieval. To not waste computational resources, the Jacobian should possess many zero entries (see sparse matrix formulation in Appendix A.4), and the correlation function should thus have compact support, i.e. it should be zero outside of a compact (closed and bounded in Euclidean space) set. Even for the very well probed terrestrial atmosphere, the empirically substantiated correlation is quite ambiguous and there is no unique 'best' model [29, Fig. 4 .5], and Venus correlations are much less known. Thus for simplicity it seems best, to choose a single appropriate correlation function that is compatible with the considerations above and will be utilized with suitable scaling for different retrieval parameters, and to test robustness against reasonable a priori data variations.
Therefore, a third class of correlation functions with compact support, vanishing derivative at x = 0, and satisfying Eq. (4) is used. Rood et al. [32] construct such a function as self-convolution c := g * g of a continuous real function g with compact support. Herefore, ob- T ∈ R r , the quadratic form
will be non-negative. Hence, the matrix with entries c(x i − x j ) will be positive semi- [32] use the real function g(z) :
The radial dependence of the resulting homogeneous and isotropic correlation function on R 3 is a fifth-order piecewise rational function f
is continuous and twice continuously differentiable on R. It is a proper correlation function by construction [32] . Thus, the non-constant f
is completely monotonic as function of y, and f 
47λ. Also note its zero derivative at d p = 0 and its stronger relative weighting of the correlation of nearby measurements (d p < λ) which better represents the inertial properties of the physical system.
Spherical planetary surface
The measurement footprints can be approximated to be located on a spherical surface S 2 ⊂ R 3 (planetary surface or top of cloud deck). A positive definite function on S of geographic longitude φ and latitude ψ, such a vector
For a set of r distinct points on the sphere, f 3 d then leads to the wanted positive definite r × r a priori correlation matrix with entries (
. C A is symmetric and its diagonal entries are manifestly 1, and thus only the r(r −1)/2 entries below the diagonal have to be computed.
Spatial-temporal and other separations
By measuring temporal separation d t,ij between measurements i and j in terms of a correlation time τ , points on the planetary surface (or cloud top) with arbitrary distinct space-time footprints ('observation movies') and with Euclidean distance measured on the space R 
This includes as special cases the purely spatial (d t = 0) version discussed in Section 3.2.2 as well as measurements that were acquired at the same spatial coordinates but at different times, like in time series observations of a certain surface spot ('target tracking mode',
d is a correlation function on any Euclidean R n , and it is associated to a second order Gauss-Markov-process, reflecting the inertial properties of the system. Measurements with a wide (compared to λ and τ ) spatial-temporal separation are not correlated. A hyper-surface of constant positive correlation is an ellipsoid (|∆x/λ| 2 + |∆t/τ | 2 = K 2 ). However, current knowledge is not sufficient to single out the best approximation to reality. It is also conceivable to define the space-time distance as |d p /λ| + |d t /τ | or similar. But then the argument with the Euclidean structure does not carry over, and so Eq. (7) will be adopted.
There are also parameters that experience inter-measurement a priori correlations, but not with respect to the measurement target coordinates (Section 4). These include detector related parameters like full width at half maximum (FWHM) of the instrumental response function of VIRTIS-M-IR which are related to the location on the detector and to time. Small changes in these coordinates are unlikely to yield abrupt changes in the parameters, and the a priori correlations can be defined by
where s i is the sample coordinate on the detector associated with the measurement i. σ is the correlation strength in sample direction. Finally, there are parameters that will be treated as temporally constant, like local surface emissivity when it is retrieved as parameter common to measurements covering the same surface spot, or the deep atmosphere temperature profile as parameter common to measurements associated to a fixed latitude. In these cases, the purely spatial correlation matrix discussed in Section 3.2.2 is used, corresponding to Eq. (7) with τ = ∞ (compare Appendix A.3).
For easier use, all correlation types discussed in this section will be referred to as spatial-temporal correlations, in contrast to local correlations.
Single-spectrum problem for several parameters
As the next step in constructing C A , this section discusses, how valid single-spectrum a priori correlation matrices h with entries h ij (Section 3.1) for several parameters can be constructed.
h ij encodes the strength of the coupling between singlespectrum parameters x i and x j . Let c i (|c i | < 1) denote the 'nearest neighbor coupling' between the 'neighboring' parameters x i and x i+1 . c i = 0 translates to vanishing correlation and c i < 0 to anti-correlation. Define coupling between parameters x i and x i+2 as a function of the nearest neighbor couplings c i and c i+1 . The modulus of 'next-to-nearest neighbor coupling' shall be smaller than either of the nearest neighbor couplings moduli. If one of the nearest neighbor couplings is zero, the next-to-nearest neighbor coupling shall be zero. If one of the nearest neighbor couplings is positive while the other is negative, then the next-to-nearest neighbor coupling shall be negative. The simplest way to implement these requirements is, to define the next-to-nearest neighbor coupling as the product of the nearest neighbor couplings. Analogously, this can be done with the coupling to the third neighbors, and so on. Therefore h shall be defined as
an easy-to-implement matrix, which is parameterized by just the n − 1 nearest neighbor couplings of n parameters.
To show that h is a valid correlation matrix, recall that any n × n matrix h with entries h ij := |h ij | =: exp (− x i − x j 2 /λ) is a correlation matrix for distinct vectors x i and x j ∈ R m and 0 < λ ∈ R (f 1 d in Section 3.2.1, λ := 1, m := 1, the n vectors x i are points on the real line with nearest-neighbor distances − log |c k |). Define V l as a diagonal n×n matrix with the first l entries on the diagonal −1 and the remaining 1. V T l hV l changes signs of h ij in the blocks (i ≤ l, j > l) and (i > l, j ≤ l). Then V T l hV l is positive definite [25, 7.1.6] . Since all of its diagonal entries are still 1, it is a correlation matrix. This can be reformulated by allowing −1 < c l < 0 in addition to 0 ≤ c k < 1, k ∈ {1, · · · , n − 1} for h in Eq. (9) to still qualify as correlation matrix. Similarly, this independently follows for all l ∈ {1, · · · , n − 1}. Hence, h in Eq. (9) is a correlation matrix for |c k | < 1, k ∈ {1, · · · , n − 1}.
h can describe local a priori correlations for a single spectrum, like between column factors (minor gases, cloud modes) that may have correlations or anti-correlations. It can also describe inter-level correlations of atmospheric profiles (c k := exp (−|z k − z k+1 |/λ) with z k the altitude of level k and λ the inter-level correlation length, an obvious generalization of Rodgers [18, Eq. 2.83]). Also, a priori correlations between common parameters (Sections 3.5 and 4.3) can be modeled this way. Note that, properly taking into account the signs (see V 
Full covariance matrix for correlated retrievals
This section discusses the construction of the full covariance matrix for several parameters and several spectra for given single-parameter spatial-temporal correlation data (Section 3.2) and local single-spectrum correlation data (Section 3.3). While there seems to be no simple solution for arbitrary local couplings, it is possible to provide correlation matrices sufficiently general for VIRTIS data retrieval.
First, a correlation matrix is constructed for a group of several locally coupled parameters that experience identical fixed correlation length and time. For example, temperature altitude profiles have local inter-level-correlations and may be described by the same horizontal spatial-temporal correlation data. The Kronecker product [34, Section 4.2] is well suited to treat this case.
The Kronecker product A ⊗ B [34, Definition 4.2.1] of an m × n-matrix A with entries A ij and a p × q-matrix B is defined to be the mp × nq-dimensional block matrix
and is not commutative in general. According to Horn and Johnson [34, 4.2.4 and 4.2.13], the result of the Kronecker product of symmetric positive definite matrices is symmetric positive definite. Let there be G groups of parameters with group-specific correlation length λ g and time τ g for each group g ∈ {1, · · · , G}. Then let h g be the positive definite n g × n g matrix of the single-spectrum correlations between the n g parameters of group g (constructed as h in Section 3.3). The total count n of single-spectrum parameters over all groups amounts to n = G g=1 n g . The spatial-temporal r × r correlation matrix for a single parameter from this group g shall be denoted by g . By using λ g , τ g , and f 3 d , it is computed according to Section 3.2.3 from the spacetime coordinates of the r measurement footprints. It is the same for all parameters of group g.
The matrix g ⊗ h g is then the correlation matrix C g A for group g (note that ( g ) ii = 1).
A satisfies all necessary conditions for the correlations of parameters belonging to group g. It includes spatialtemporal coupling for single parameters as well as local coupling for single spectra as special cases. C g A is symmetric positive definite with all diagonal entries 1, and the single blocks are symmetric, compare Section 3.1.
Next, groups of parameters with different spatial-temporal correlations are combined. For example, temperature vs. cloud altitude profiles with different inter-levelcorrelations may have different horizontal spatial-temporal correlations.
Let (x i ) k denote the k-th single-spectrum parameter of spectrum i. The concatenated list X (as in Section 2) of the n parameters for each of the r measurements
is a permutation of the list X of the r measurements for each of the n single-spectrum parameters
The associated permutation Π r n with X = Π r n X acts for all i ∈ {1, · · · , r} and for all k ∈ {1, · · · , n} as
This is the same as h g ⊗ g and hence positive definite. Now a block diagonal matrix C A can be formed with all C g A as the G positive definite blocks on the diagonal.
As a direct sum of positive definite matrices, C A is positive definite (for a correspondingly partitioned
In general, C A can not be represented as Kronecker product.
Each of the G blocks on the diagonal corresponds to the permuted correlation matrix of one of the G parameter groups, encoding local as well as spatial-temporal correlations. The correlation lengths and times are allowed to differ from block to block but must be constant within each block. Parameters belonging to a certain group may locally be arbitrarily coupled among each other. However, no local coupling between the different groups can be implemented this way.
In order to recover the sorting associated to X (Eq. (12)), the inverse permutation has to be applied to C A to obtain
Although the dimensions n g r × n g r of C g A depend on g, this is the correct permutation, since it is associated to r measurements and n parameters, which is the underlying structure of C A . As C A is positive definite and a permutation matrix has full rank, C A is positive definite [25, 7.1.6] . It is symmetric with all diagonal entries 1, because C A is.
The full covariance matrix S A is computed according to Eq. (3), by scaling C A with the single-spectrum standard deviations σ k of the single-spectrum parameters k.
This is done for all measurements i, j ∈ {1, · · · , r} and for all parameters k, l ∈ {1, · · · , n}.
The nr×nr matrix S A satisfies all requirements, except for a possible inter-group coupling. As can explicitly be shown for the case of two measurements, each described by two locally coupled single-spectrum parameters that have different a priori correlation lengths, C A can fail to be positive definite for too strong inter-group coupling. The underlying reason is that strong local coupling between the parameters forces the retrieved values to have strongly correlated spatial-temporal behavior, which is not consistent when strongly differing correlation lengths are chosen. This manifests itself by the failure to construct a proper correlation matrix, unless the local coupling is relaxed or the spatial-temporal correlations are equalized. This explains, why all correlation data can be chosen freely and independently as long as inter-group coupling is disregarded.
Thus, in order to allow arbitrary space-time distributions of the measurement footprints for problems with many measurements and parameters, either arbitrary spatialtemporal correlation data can be set for the different parameters, or arbitrary local coupling may be required. For the first case, these parameters have to be assigned to different parameter groups and no local coupling is allowed between them. For the second case, these parameters have to be assigned to the same parameter group and spatialtemporal correlation data must coincide.
In general, however, a correlation matrix is not unique for given local and spatial-temporal correlation data. For instance, the distance matrix approach (Section 3.2) could be applied to a suitable point distribution on the Cartesian product space of the spatial-temporal and the local parameter dimensions. But then, local and spatial-temporal correlations for the full multi-spectrum problem would not be independent anymore in their impacts, and the advantages of the Kronecker product construction would get lost: It is ideally suited to the computation of the scaled residual (Appendix A.2) and the sparse matrix formulation of the retrieval algorithm (Appendix A.4). It also enables a clean derivation of the retrieval of common parameter vectors (Appendix A.3). In addition, inter-group coupling is not necessary for Venus retrieval problems, as is demonstrated by Section 4.2, which presents a basic categorization of the relevant parameter groups herefore.
Retrieval of common parameters
This section discusses the a priori covariance matrix for retrieval problems involving parameters with perfect spatial or temporal coupling (spatial or temporal a priori correlation equal to 1, corresponding to infinite correlation length or time, leading to parameters being affinely linear functions of each other) and identic single-spectrum a priori data (affinely linear functions are then the identity function, Appendix A.3). Such parameters can not spatially or temporally vary for a certain set of r considered measurements. To avoid a degenerated a priori covariance matrix, such a parameter will not be treated as r individual parameters that are perfectly coupled, but as a single parameter that is common to the involved measurements. Also, this helps to save computer resources. To verbally distinguish common parameters from spatially-temporally varying parameters, the latter are cited as 'local parameters'. This should not be confused with 'local coupling between parameters' as opposed to 'spatial-temporal coupling'.
The retrieved value of a common parameter can be defined as the limit of the retrieved values of the corresponding r local parameters for ever stronger spatial or temporal coupling. In Appendix A.3 it is shown that computing this limit is equivalent to retrieving a common parameter in the sense of Section 2 while uniquely defining the corresponding a priori covariance matrix. A statistical √ r-like relative weighting factor between common and local parameters is conceivable that reflects the influence of a common parameter on r spectra. Appendix A.3 clarifies that the weighting is exactly equal.
The a priori covariance matrix S A follows as block diagonal with S C and S L as the blocks on its diagonal. S C encodes the a priori correlations between the various common parameters and their a priori standard deviations. It can be constructed by defining a suitable correlation matrix C C by nearest-neighbor-coupling (Section 3.3) or by a distance matrix (Section 3.2.3), and by scaling C C with the a priori standard deviations σ k of the common parameters (Eq. (3)). S L can be constructed according to Section 3.4 and encodes the a priori local and spatialtemporal correlations as well as standard deviations of the local parameters. S A is a proper covariance matrix when S C and S L are.
For VIRTIS-M-IR measurements of Venus, some relevant common parameters along with a suitable C C are discussed in Section 4.3.
Parameters for Venus retrieval problems
This section presents a basic categorization of relevant parameters for Venus retrieval problems. Compare also [11, 12] for a discussion of these parameters in context of the radiative transfer forward model. Section 4.1 summarizes the most important properties of the forward model. The categorization of the parameters also demonstrates that it suffices here to construct correlation matrices without considering inter-group coupling. Local parameters are treated by an a priori correlation matrix according to Section 3.4, common parameters according to Section 3.5.
Forward model
A radiative transfer forward model is utilized to simulate the observable radiances. It is a plane-parallel, non-LTE, line-by-line code taking into account thermal emissions by surface and atmosphere, and absorption and multiple scattering by gases and clouds. It is similar to the forward model described by Haus and Arnold [12] , but the underlying radiative transfer equation solver DISORT [35] is replaced by LIDORT [22, 36] . This way, the forward model is capable of providing analytic derivatives of the simulated radiances with respect to a number of atmospheric, surface, and instrumental parameters. Jacobians with respect to the remaining parameters (mainly temperature variables) can be evaluated perturbatively (slower and possibly affected by numerical noise). To increase numerical efficiency, uninteresting wavelength ranges can be blacked out automatically (initial radiances or Jacobians below certain thresholds) or manually.
From the VIRTIS-M-IR spectral range (1.0-5.2 µm), only 1.0-2.5 µm shall be utilized for this study. Venus' nightside emissions in this range mainly originate from altitudes below 40 km [12, Fig. 4 ] where temperature is quite stable with time, and they are thus nearly unaffected by the strong mesospheric temperature variations above 59 km [17] . Also, details of the cloud altitude distribution have almost no impact here, since the main cloud deck (≥48 km [37] ) resides above the line forming altitude region. In contrast, spectral signatures longward of 3 µm are strongly influenced by variations of temperature and cloud altitude distributions above 48 km.
Temperature and pressure altitude profiles are taken from the Venus International Reference Atmosphere (VIRA [3, 4] ) at the equator (midnight). The surface is assumed to be in thermodynamic equilibrium with the bottom of the atmosphere, and therefore, the surface temperature equals the VIRA temperature at the respective surface elevation. Surface emissivity must lie in the interval [0, 1].
The main constituent of Venus' atmosphere is CO 2 (96.5% by volume). Considered minor gaseous constituents are H 2 O, CO, SO 2 , OCS, HCl, and HF. Altitude profiles of their volume mixing ratios are given by Haus and Arnold [12] and are based on the profiles by Pollack et al. [5] . Quasi-monochromatic absorption cross sections due to their allowed molecular transitions are computed from the spectral line databases CDSD (CO 2 [38] ), HITEMP (CO 2 [5] , CO, H 2 O isotopes 1-3 [39] ; to be in line with [12] , the more recent HITEMP2010 [40] is not yet considered here), and HITRAN08 (H 2 O isotopes 4-6, SO 2 , OCS, HCl, HF [41] ) by using spectral line shapes listed by Haus and Arnold [12] . Molecular Rayleigh scattering is treated according to Hansen and Travis [42] . Non-LTE O 2 emissions ('O 2 nightglow') at 1.27 µm from an altitude region around 100 km [43] are not considered, and therefore, the 1.28 µm window will be blacked out in practice due to its contamination by O 2 nightglow.
The high pressure and high temperature environment of Venus' deep atmosphere makes it difficult to characterize the absorption properties of its main constituent CO 2 . Neither the line shapes of the allowed transitions, nor other effects contributing to the absorption cross-section (continuum, collisional induced absorption, line mixing) are sufficiently well constrained through laboratory or theory in order to satisfactorily reproduce observed spectra in the infrared. Also, the line data bases utilized for computing the absorption cross-sections of the allowed transitions are not perfect [12, 44] . They are based on theoretical models and numerical computations, and not on laboratory measurements [38] . Good knowledge of the CO 2 opacity is important for a reliable retrieval of parameters like surface emissivity. Wavelength dependent corrections to the CO 2 opacity as given by the allowed transitions, are in the following shortly referred to as 'continuum'. The continuum depends on the utilized line databases and line shapes but is independent of the measurement. For this study, continuum is treated as spectrally constant throughout the range of an atmospheric transparency window, but it can depend on the window. These window-specific scalars for the spectral windows at 1.02, The clouds of Venus are modeled to comprise the four modes 1, 2, 2', and 3. Each mode consists of spherical droplets of 75% sulfuric acid (refractive indices taken from [45, 46] ). Cloud particle radii are log-normally distributed with modal radii of 0.3, 1.0, 1.4, 3.65 µm and unitless dispersions of 1.56, 1.29, 1.23, 1.28 for the four modes, respectively [5] . Mode specific initial altitude profiles of particle number densities are taken from [47] . Actual cloud modal abundances are defined by 'cloud mode factors' that scale the number densities of these four initial altitude profiles. The mode factors may strongly vary, and no detailed a priori knowledge is available. Wavelength dependent scattering and absorption properties of the clouds are computed by using Mie theory [48] . Fig. 2 (offset 0.0) displays a typical synthetic spectrum ('reference spectrum'). The Jacobians of several retrieval parameters that shall be considered in the following and are relevant for actual measurements, are shown with various offsets. The values that led to Fig. 2 are: FWHM of instrumental response function 17 nm, surface emissivity 0.65, surface elevation 0 km, no O 2 nightglow, cloud mode factors all set to 1, nadir-looking observational geometry, no noise. The figure illustrates that surface emissivity is observable in the spectral windows at 1.02, 1.10, and 1.18 µm ('surface windows'), continua affect all considered windows, the abundances of the different cloud modes affect the spectrum in a very similar way and in all windows, and the impact of the FWHM is quite distinct. Minor gases do not affect the short-wavelength flank of the 2.3 µm window (2.15-2.30 µm), but strongly affect the long-wavelength flank which thus shall not be used for retrievals of cloud parameters. Even so, minor gas variations shall not be considered in this study, despite their (moderate) impact on the 1.74 µm peak and the range 1.10-1.18 µm. As cloud parameters should not be retrieved from the surface windows, and the 1.28 µm window shall be blacked out due to its O 2 nightglow contamination, the range 1.295-2.300 µm is left to retrieve cloud parameters from.
Local parameters
First, the atmospheric parameters may be divided into the cloud group, the minor gases group, the atmospheric temperature group, and O 2 nightglow.
Horizontally, the cloud opacity exhibits a rather short correlation length of the order of several hundred kilometers and correlation times of a few hours. This can be checked by analyzing the auto-correlation function of nightside radiance observation movies in the short wavelength flank of the 2.3 µm window as proxy. This correlation data will be carried over to the column densities of the individual cloud modes 1, 2, 2', and 3.
Minor gas column density variations seem to be better represented by longer correlation lengths of the order of more than thousand kilometers. This can be estimated for CO by observing the spatial variation in the results by Tsang et al. [49] and is also applied to the other minor gases as first estimate. Similarly, the correlation time is likely larger than the cloud correlation time. The spatialtemporal scales of atmospheric super-rotation and convection can serve as a motivation herefore.
For cloud or minor gases altitude density profiles, it is reasonable to assign the spatial-temporal properties of the column densities to the horizontal variability of the profiles as well and to treat the vertical variability as locally coupled parameters.
Thus, the cloud parameter group comprises the total cloud column factor, the column factors of the individual cloud modes, and the parameters describing the corresponding cloud mode profiles. Similarly, the minor gases parameter group includes the column factors and profiles of all minor gases. A priori couplings between gases and clouds are neglected, but the parameters of either group can be coupled to other parameters within their group. This includes the vertical variability of the respective altitude profiles. Also, for instance, cloud modes 2' and 3 may well be slightly anti-correlated, as might be OCS and SO 2 , but this is not considered in practice.
Atmospheric temperatures in the mesosphere are treated to have correlation properties similar to the minor gases and thus could well be assigned to the minor gases group. But couplings with the minor gases are not expected, and so they will be regarded as a distinct group. O 2 nightglow is also treated as one separate parameter group.
Auxiliary instrumental parameters like the FWHM of the instrumental response function and the slope and intercept of the band-to-wavelength mapping are not sufficiently well predictable by the calibration pipeline at the moment and thus have to be retrieved as auxiliary parameters needed to adequately simulate the observed spectra [11, Section 4.4]. They are not coupled to atmospheric or surface parameters, but may be coupled among themselves. Therefore, they are assigned to one separate parameter group and treated according to Eq. (8) .
All these different groups can safely be treated as independent from each other, and inter-group coupling is not necessary to describe the parameter correlations as long as a priori knowledge is as limited as presently.
Common parameters
As discussed in Section 4.1, the CO 2 continuum is not sufficiently well known. However, the observed VIRTIS-M-IR spectra themselves can be regarded as measurements thereof, but now with the locally varying parameters as interfering factors. Although for this study modeled as window-specific and spectrally constant throughout the range of an atmospheric transparency window, the continuum may freely vary in wavelength direction and is treated as a parameter vector. It is clearly common to all measurements of Venus' atmosphere and will be retrieved as parameter that is common to a selection of as many as possible spectra under as many as possible environmental and observational conditions. This way, it shall be ensured that it is compatible with all measurements and as reliable as possible. The continuum has to be determined only once and will thereafter be used as fixed value for subsequent retrievals of atmospheric and surface parameters. It can be regularized by only allowing for limited variation in wavelength direction. This can be achieved by a nearestneighbor coupling in wavelength direction (Section 3.2) or also by a distance matrix with respect to distances in wavelength direction (Section 3.3), but both ways are purely heuristically, since not much is known about the wavelength dependence of the continuum. First results that are based on MSR have been presented by Kappel et al. [11] .
Surface properties should be quite unrelated to variations in the atmosphere, except for a possible coupling of surface temperature and atmospheric temperature at the surface, which will be neglected. When the occurrence of volcanic activity (as observable by VIRTIS-M-IR in the nightside NIR surface windows at 1.02, 1.10, and 1.18 µm) is neglected [50] , the spectral surface emissivity can be regarded as common to all measurements that repeatedly cover the same target bin on the surface. Or in other words, the entire surface emissivity map of the planet is common to all measurements targeting the planet. Note that a measurement is only sensitive (i.e. non-zero entry in the Jacobian) to surface emissivity at surface bins that are actually covered by the measurement. Retrieving surface emissivity as parameter common to measurements repeatedly covering a target, yields a fully consistent parameter set describing all considered measurements [21] . In contrast, the corresponding single-spectrum retrievals yield different emissivity values for each of these measurements in most cases. This implies an inconsistent parameter set describing the full set of utilized measurements, implicitly also allowing for inconsistent atmospheric parameter values. The emissivities at nearby spots are possibly correlated. This purely spatial situation can be treated by using the correlation matrix from Eq. (7) with τ = ∞. The typical correlation length is 100 km, i.e. the expected surface resolution as it is limited by atmospheric blurring [51] .
The deep atmospheric temperature field is not yet sufficiently well known for a reliable surface emissivity retrieval. The corresponding Jacobians are quite similar to cloud Jacobians, and disentanglement is not feasible for single-spectrum retrievals. A general circulation model [52, personal communication] and measurements [1, 17] are compatible with a temporally rather constant tropospheric temperature field that is altitude and latitude dependent, probably a consequence of high thermal inertia and thermodynamic stable layering in the deep atmosphere. This is not the case for the highly variable mesosphere. Thus, a deep atmospheric temperature altitude profile is essentially a parameter vector common to measurements covering a given latitude. The latitudinal dependencies of the temperature profiles can be coupled by using a correlation matrix similar to that for the surface emissivity map, but spatial separation is only measured in latitude direction, i.e. (C C ) ij = f 3 d (n 3 |ϑ i − ϑ j |/Θ), compare Section 3.2.3. The latitude corresponding to measurement i is hereby ϑ i , and the correlation strength Θ in latitude direction can be set to 45°. Finally, while it is possible to couple the different mentioned common parameter types, this seems not to be useful. Any coupling to local parameters is also not needed.
Examples and discussion
Since MSR determines locations of local minima of the cost function F c , a non-negative real function on a possibly high dimensional parameter space (Eq. (1), also applicable for single-spectrum retrievals by setting intermeasurement couplings to zero), it is easy to find local subsidiary minima, which are potentially far from the global minimum, especially in presence of measurement noise. This section discusses by two examples, how this situation can be improved by using MSR (Section 2, with a priori covariance matrix S A from Section 3) by not only incorporating information on expected parameter values, but also expected relations between parameters. The more actually available a priori knowledge is utilized, the better certain solutions being incompatible with the a priori data can be ruled out from the outset. Some resulting improvements in the data analysis of Venus nightside spectra acquired by VIRTIS-M-IR have already been published by [11, Section 5.1]. The retrieval algorithm has been sketched there only shortly, and the full description has been announced to be published in a subsequent (the present) paper.
To test MSR, a set of synthetic VIRTIS-M-IR radiance spectra of Venus' nightside emissions in the range 1.0-2.5 µm is generated by using the radiative transfer forward model. The utilized 'true' atmospheric, surface, and instrumental parameters underlying these spectra are thus exactly known by definition. Gaussian noise with a certain standard deviation σ is added to the simulated spectra to emulate the loss of the spectra's information content caused by random measurement imperfections. Systematic measurement and calibration errors will be considered in a subsequent paper (set parameters that are not retrieved to values different from their assumed values, distort shapes of the radiance peaks). By using different regularization schemes, the relevant parameters are then retrieved from the synthetic spectra and compared to their 'true' values.
Example (A) studies a swath of 30 concurrent synthetic spectra covering the equator at longitudes from 1-30°E. and 3. The remaining parameters are as for the reference spectrum (Fig. 2) , and Gaussian noise with the unrealistically small double standard deviation 2σ =2 · 10 −4 W/(m 2 sr µm) is added to the synthetic spectra. MSR is used to retrieve the cloud mode factors from the radiance spectra for three different regularization models from the spectral range 1.295-2.300 µm (1.31, 1.74, and 2.3 µm peaks).
A priori mean values and double standard deviations are set to 1.0 and 2.0, respectively, to allow for a sufficiently wide range the retrieved cloud mode factors may vary in. Note that 1°longitude at the equator corresponds to about 107 km referred to the cloud top level. Model I sets all a priori correlation lengths to zero and corresponds to single-spectrum retrievals. While cloud mode 3 abundance can be retrieved quite reliably, modes 2 and 2' are difficult to disentangle and strongly deviate from their true values. This is a consequence of the smallness of one of the three available peaks (1.31 µm-peak radiance ≈ 10 −2 W/(m 2 sr µm)) that are used to determine the three unknown cloud mode factors, the presence of noise, and the similarity of the Jacobians especially of the cloud mode factors 2 and 2'. Note that for zero noise, the true values can be retrieved exactly.
Model II sets a priori correlation lengths that approximate the true parameter distributions. The dependence on correlation length modifications by factors of 0.5 or 2 has been verified to be relatively small. Mode Model III sets for all cloud modes identical a priori correlation lengths that approximate the geometric mean of the three correlation lengths from model II. Retrieved mode 3 factors match the true values well. Modes 2 and 3 can not be disentangled (only mode 2 shown). Setting all a priori correlation lengths to 20000 km, or to 500 km, respectively, leads to worse results.
Averaged least-squares norms of residuals between synthetic and fitted radiances are least for model II and largest for model I. Within model III, the geometric-mean-case leads to the smallest residuals.
In Example (A), as in many real-world atmospheric remote sensing problems, measurements are not isolated soundings in space and time, but each measurement is accompanied by adjacent measurements. If they are nevertheless treated as independent from other soundings, then spatial or temporal continuity in the measurements may not translate to a certain expected continuity in retrieved parameters like cloud column densities. This is due to the ill-posed nature of the retrieval problem and the existence of subsidiary minima of the cost function. Actually, contiguous real-world measurements are unlikely to originate from completely unrelated state vectors, since the physical state of the atmosphere should obey a certain continuity. This follows from the inertia of matter and the drive to compensate thermodynamic disequilibria and results in a certain continuity of the observable radiance. Therefore, it can help to reduce the effective size of the parameter space by not only incorporating a priori mean values and standard deviations as usual, but by also taking a priori spatial-temporal correlations into account. This decreases the number of potential solutions and could be expected to produce larger residuals between measurements and fits. But for Example (A), as for actual retrievals of VIRTIS spectra [11] , the residuals in fact decrease on average. This indicates avoided subsidiary solutions of F c , justifying this correlated retrieval. However, when the imposed correlations are too strong, translating to an overly reduction of the effective size of the parameter space, residuals turn out to become larger again, since the global minimum itself is overly affected.
In addition, Example (A) illustrates that parameters with strongly differing correlation lengths can be better disentangled by using multi-than by using single-spectrum regularization. But the more similar any two parameters' Jacobians are (smaller Euclidean angle), the worse they can be disentangled (modes 2 and 2'). Note that for parameters with equal Jacobians, the distribution of the retrieved parameters is determined by a priori correlation data only, and disentanglement is not based on measurements anymore. This case must be avoided and underlines the necessity to check robustness of the retrieved results against reasonable a priori data and initial guess modifications. In Example (A), noise is sufficiently small to just disentangle cloud modes 2 and 2' by using MSR, but stronger noise destroys more information. In practice (noise with 2σ =2 · 10 −3 W/(m 2 sr µm) and systematic errors), modes 2 and 2' can not be disentangled from the considered spectral range, and only mode 2' and 3 variations are considered in the following. Resulting real-world retrieval errors will be studied elsewhere.
Note that, when a smooth behavior of the retrieved result is expected, it is far better to increase the probability to find a smooth parameter set as retrieval solution, than to smooth results from uncorrelated retrievals. Due to the non-linear nature of the forward model, smoothing of parameters will in general not lead to a consistent parameter set describing the measurements, especially when jumps between different subsidiary minima are involved, or parameters close to their domain boundaries.
In conclusion of Example (A), a priori spatial-temporal correlations can be regarded as 'elastic bands' forcing the parameters to stay close to self-establishing general spatialtemporal trends. This increases the probability of convergence to spatial-temporal parameter distributions compatible with the expectations on continuity and distribution of the true atmospheric state, attenuates the impact of noise, and decreases the probability of running into subsidiary minima of the cost function.
As discussed, parameters with strongly differing spatialtemporal correlations can be better disentangled. The extreme case herefore is that of infinite spatial or temporal coupling, translating to spatial or temporal constancy of the respective parameters when a priori mean values and standard deviations are identic. But as that causes S A to degenerate, this case must be treated in a different way (Appendix A.3), by retrieving parameters that are common to certain sets of spectra (Section 3.5).
To illustrate this case, Example (B) studies a synthetic observation movie with 30 repetitions (1 h intervals) of 30 surface bins that evenly cover the equator from 1-30°E (Figs. 4 and 5) . The spectra are generated as being acquired by the VIRTIS-M-IR detector that has 256 spatial samples in a row, by the samples with numbers s = 4 + 8·Longitude/°E. Cloud modes 2' and 3 are independently varied according to a pseudo-random spatialtemporal pattern with 1000 km correlation length, 10 h correlation time, mean value ≈ 1.0, and double standard deviation ≈ 0.6. Along the sample direction, the FWHM of the instrumental response function is varied according to (17 + (s − 124)/48) nm which is inspired by test retrievals from actual measurements. Surface emissivities in the spectral transparency windows at 1.02, 1.10, and 1.18 µm are common to all spectra covering the same respective surface bin. 1.02 µm-surface-emissivity is modeled to span the whole range 0-1 and to have three fourbin plateaus at emissivity levels 0.2, 0.65, and 0.98, as well as an abrupt anomaly around 21.5°E. Emissivities in the other two surface windows are all set to 0.65. The remaining parameters are as for the reference spectrum (Fig. 2) . In particular, the continuum is common to all Retrieved cloud mode 2' factors (mode 3 factors) have a root-mean-square deviation (RMSD) of 0.28 and 0.053 (0.15 and 0.027) to their true values for single-and multispectrum results, respectively. As the true modes 2' and 3 have the same mean value and standard deviation, this shows that cloud mode 3 can be retrieved more reliably than mode 2'. MSR results are more reliable than singlespectrum results.
The FWHM can be retrieved quite reliably already for single-spectrum regularization (RMSD 0.31 nm), although MSR results (RMSD 0.19 nm) are more reliable.
Retrieved single-spectrum surface emissivities (only depicted for 1.02 µm, RMSD 0.11) have a large scatter and large a posteriori double standard deviations. Their binwise mean values do not match very well to the true values. Especially the larger emissivities are difficult to retrieve, since the radiance response to emissivity changes near 1.0 is small compared with changes in the lower emissivity range. This effect amplifies noise impacts at higher emissivities. An additional contribution to the degree of the emissivity underestimation is the presence of the upper emissivity domain boundary. This can be seen in the extreme case where true emissivity is 1 and scattered retrieved values are only allowed to extend to values ≤ 1 such that the mean value must be strictly < 1 for non-zero scatter. Still, the spatial fine structure (plateaus, jumps, anomaly) is resolved to a certain degree. MSR results (RMSD 0.0086) agree well with the true values and have very small a posteriori double standard deviations, representing the increased information content per spectrum due to the restriction of the effective size of the parameter space by incorporating finite and infinite a priori correlations. As the 1.02 µm-continuum is not retrieved, but set to its true value, wrong single-spectrum 1.02 µm-emissivity mean values are here not related to a wrong continuum in this window, but to wrong cloud modal abundances partly caused by wrong continua between 1.295-2.300 µm, and by convergence to subsidiary minima.
For the not depicted surface emissivities at 1.10 and 1.18 µm, the true values are 0.65 and 0.65 for each of the bins. The retrieved values are scattered according to 0.49 ± 0.8 and 0.69 ± 0.5 with RMSD 0.40 and 0.21 (single-spectrum), and 0.65 ± 0.04 and 0.63 ± 0.02 with RMSD 0.016 and 0.024 (multi-spectrum bins). This shows that MSR results are more reliable than single-spectrum results. Also, emissivities at 1.10 and 1.18 µm are more difficult to retrieve than those at 1.02 µm, in part a consequence of the lower surface radiance contribution in these peaks [12, Fig. 5] . But it is also due to the utilization of the 'true' 1.02 µm-continuum, and thus, neglect of its retrieval error.
Example (B) underlines that retrieved common parameters (continuum, emissivity) are not just mean values of single-spectrum results. This can be explained by observing the least-squares norms of residuals between synthetic and fitted radiances. While they are very close to the artificial noise level for MSR fits, they are about 60% larger on average for single-spectrum fits. About 30% of the singlespectrum fits are significantly worse than the corresponding MSR fits. As in Example (A), this demonstrates the superiority of MSR in avoiding subsidiary minima of the cost function. Example (B) also illustrates improved disentanglement between parameters with similar Jacobians in two examples for extreme cases of strongly differing a priori correlation behavior. The first example is the disentanglement of continua (infinite correlation length and time) from clouds (finite correlation lengths and times) in the first stage of the retrieval pipeline (1.295-2.300 µm). The second example is the disentanglement of surface emissivities (correlation length 0, correlation time ∞) from continua (correlation length ∞, correlation time ∞) in the second stage of the retrieval pipeline (1.000-1.235 µm).
An example to illustrate the retrieval of locally coupled parameters in presence of spatial-temporal couplings (e.g. temperature altitude profiles with vertical coupling of level temperatures and horizontal spatial-temporal coupling of temperatures from contiguous measurements, preventing arbitrarily large retrieved temperature fluctuations between contiguous levels and footprint locations) will be studied in a subsequent paper.
Conclusions and outlook
Currently, VIRTIS-M-IR spectra of Venus' nightside emissions establish the only data source in the infrared with high repetition and spatial resolution, where Venus' surface emissivity can be extracted from on a global scale. A radiative transfer forward model is required to simulate spectra in dependence on surface, atmospheric, and instrumental parameters. A retrieval algorithm iteratively varies these parameters until the simulated well fit the measured spectra. The so-retrieved parameters are interpreted as the surface, atmospheric, and instrumental state that led to the measurements. But single VIRTIS-M-IR spectra have a comparatively low information content, and different parameter combinations can describe the same measurement equally well. Hence, the inversion of the forward model is mathematically an ill-posed problem and must be regularized. A common approach is the minimization of a non-negative retrieval cost function that arises from the incorporation of Bayesian a priori mean values, standard deviations, and correlations the retrieval parameters are to respect, as well as measurement and simulation error information. This essentially rules out unlikely state vectors. Still, this cost function is a non-linear function on a possibly high-dimensional space, and it is easy to run into subsidiary local minima far away from the global minimum.
It was exemplarily shown that the multi-spectrum regularization presented in this paper (MSR) can considerably improve the data analysis of contiguous measurements with sparse spectral information content by minimizing a retrieval cost function on a parameter space that encompasses several measurements and that incorporates a priori spatial-temporal correlations between the state vectors of the different measurements. This naturally arising regularization decreases the probability to retrieve unlikely spatial-temporal parameter distributions. Uninteresting subsidiary minima of the retrieval cost function and unphysical jumps between them can be better avoided, and the impact of noise can be attenuated.
A detailed error analysis of the single-spectrum retrieval of local surface emissivity at 1.02, 1.10, and 1.18 µm on Venus shows that this parameter is difficult and errorprone to retrieve [23] , as will be presented in a subsequent paper. But neglecting VIRTIS-observable geologic activity on Venus, surface emissivity is common to measurements that repeatedly cover the same surface spot on Venus. In the same way, corrections to the CO 2 opacity in the extreme environmental conditions in the deep atmosphere of Venus ('continuum') are common to all measurements of Venus' nightside emissions. Knowledge gain from singlespectrum retrieval of these hard-to-determine parameters is very limited due to interfering atmospheric variations. As it was shown, their single-spectrum retrieval thus statistically fails, although the spectra are sensible to these parameters.
But MSR is especially useful to disentangle retrieval parameters with similar Jacobians and strongly differing correlation lengths or times. The extreme case for parameters with infinite correlation lengths or times and identic singlespectrum a priori data corresponds to the retrieval of parameters common to certain selections of measurements, so for instance for surface emissivity (correlation length 0, correlation time ∞) and continuum (infinite correlation length and time). It was demonstrated that this approach leads to a better disentanglement of continua from spatially-temporally varying atmospheric parameters and of emissivities from continua, to smaller residuals between measurements and fits, and thus to more reliable retrieval results than corresponding single-spectrum retrievals.
The a posteriori retrieval uncertainties are lower for MSR compared to single-spectrum retrievals, as it was shown (see also Kappel et al. [11] for real-world examples). This results from the incorporation of the context of adjacent measurements, making more information available that contributes to the determination of the parameters describing a certain spectrum. Especially when singlespectrum information content is low, this is important to improve the quality of the retrieved information. Single-spectrum retrieval, on the other hand, can be regarded as an only very rough approximation of reality, since the presence of spatial-temporal correlations is rather the regular case.
It was verified that a simple smoothing or averaging of retrieved single-spectrum results does in general not lead to correct results or to a consistent parameter set describing the measurements, especially when there are unphysical jumps between different subsidiary minima or parameters close to their domain boundaries. By using MSR, all considered measurements can be parameterized by a fully consistent set of atmospheric, surface, and instrumental parameters that respects all available single-and multi-spectrum a priori data as well as the measurement and simulation error distributions. But as always, when regularizing an ill-posed problem, it must be checked that retrieved results do not significantly change for a priori and initial guess modifications.
Section 5 demonstrated that MSR allows to retrieve continua and surface emissivities from VIRTIS-M-IR measurements, when random measurement errors are assumed to be the only error sources. Note that common parameters retrieved from real-world measured spectra have to be carefully interpreted, since systematic measurement and simulation errors are also common to the spectra. The impact of systematic errors will be discussed in a subsequent paper. First tests revealed that in their presence, knowledge of continua is crucial to reliably retrieve emissivities, and it may be necessary to first assume mean surface emissivities in order to determine surface window continua. The constraint that emissivities globally must be non-negative and must not exceed unity then helps to constrain valid continua. On the other hand, it may be sufficient to utilize more diverse measurements (particularly with respect to topography) to disentangle emissivities and continua, but further studies are required.
Kappel et al. [11] already applied MSR to actual VIRTIS-M-IR spectra of Venus' nightside in order to disentangle continua from spatial-temporal atmospheric variations. As shall be presented in a subsequent paper, it will also be applied to retrieve surface emissivity maps of Venus as parameter vectors that are common to measurements that repeatedly cover the same surface bins. Compared to singlespectrum retrieval, this approach also has a higher chance of success, because relative changes in the spatial distribution of surface emissivity may be easier to detect than absolute values. This is a consequence of the underlying physical continuity in spatial-temporal variations of interfering parameters like minor gas and cloud modal distributions, temperature variations, and others. The presented multi-spectrum retrieval algorithm is ideally suited for this task, since it allows to incorporate all these continuity and consistency constraints. In conjunction with a refined consistent data calibration and preprocessing [11] , retrieval reliability and accuracy can thus be pushed to their limits. However, while the processing time overhead of MSR compared to corresponding single-spectrum retrievals is negligible for up to a few thousand spectra, any retrieval based on full radiative transfer forward model simulations requires considerable computational resources. Thus, MSR will be selectively applied at first to localized targets that were beforehand identified to be of special geological interest [53] [54] [55] .
A. Appendix
Some mathematical derivations and details on the implementation of MSR are presented here.
A.1. Cost function as least squares norm
This appendix reformulates the cost function in terms of a least-squares norm and discusses MSR's inputs, i.e. residual and Jacobian of the extended forward model simulations, as well as its outputs, i.e. the best estimate of the state vector and the corresponding a posteriori covariance matrix.
The best estimate of the state vector that is compatible with the a priori and error knowledge and adequately parameterizes the measurements, is the global minimum of the cost function F c from Eq. (1). An iterative algorithm is used to identify local minima of F c . When a cost function has the form of a least-squares residual norm R(X) 2 , this special structure can be exploited to improve numerical efficiency, like it is done by the numerically quite robust trust region formulation of the Levenberg-Marquardt algorithm [56] . Here, an X is determined that locally minimizes the least-squares norm, or equivalently R(X) 2 2 . To see that F c has this structure, define the 'scaled residual' in the notation of Section 2
A , and analogously with S E . S −1/2 A is the inverse square root of the positive definite symmetric matrix S A and is here not computed by using spectral decomposition, but by the numerically fast and stable Cholesky decomposition. Any real, symmetric, positive definite N × N matrix S A can be Cholesky decomposed into the product S A = U T U of the transpose of an upper triangular matrix U and U itself by using asymptotically N 3 /3 [57, Section 4.2] arithmetical operations, compared to 9N 3 arithmetical operations for diagonalization by the symmetric QR algorithm [57, Section 8.3] .
is then an inverse matrix square root of S A in the required sense. See Appendix A.2 for an efficient computation for matrices S A with a structure as presented in Section 3. The difference to the matrix square root, if defined by matrix diagonalization, is just an orthogonal transformation of R(X) that is consequently not observable when minimizing the least-squares norm of R(X). The inverse square root of S E , when assumed to be a diagonal matrix, is just the matrix S E with its diagonal entries replaced by their inverse square roots.
The Jacobian J of R is needed as input to the iterative algorithm [56] and follows from Eq. (A.1) as
2) with the Jacobian K of the forward model F. J(X) is the largest data structure in MSR and determines the problem size still manageable on a given computer hardware.
Sparse matrix formulation of J(X), and thereby of the entire retrieval algorithm, considerably increases that limit and is discussed in Appendix A. 4 .
When the best estimate of X is denoted by X (the retrieved solution), the N × N -dimensional a posteriori covariance matrix S at the retrieved solution follows from (compare Eq. (2))
The corresponding correlation matrix C follows from Eq. (3). The block structures of S and C are inherited from the structure of X. The diagonal entries ( S) ii of S are the variances σ 2 i of the retrieved parameters according to the a posteriori probability distribution. 2σ i provides a first measure for the retrieval uncertainty, but a detailed retrieval error analysis should be performed in addition, as will be presented in a subsequent paper. The off-diagonal entries of C provide an estimate on how well a retrieved parameter is disentangled from the influences of other parameters. An absolute value close to 1 indicates bad disentanglement. C may be costly to compute and to store, and often, it is sufficient to compute the blocks corresponding to a few measurements and the related common-parameter-blocks. This already provides a good impression on the disentanglement of common from local parameters, the correlations between parameters associated to different measurements, between common parameters, and between local parameters belonging to one measurement. For an efficient computation of the diagonal entries of S and a few representative off-diagonal entries of C, see Appendix A.4. Note that the correct weighting of the common parameters (Appendix A.3) affects both X and S.
Violations of the retrieval parameters' physical domain boundaries are prevented by the logarithmic barrier method [58, Section 17.2] , but with slight modifications to match the presented least-squares-norm formulation. The barrier function B 2 is added to the cost function F c as a penalty for each parameter (X) i that approaches one of its domain boundaries (e.g. 0 or 1 for the 1.02 µm-surface-emissivity of a certain spectrum), where B(
2 is chosen as barrier function instead of B, to allow better incorporation into the least-squares formulation of F c by introducing an additional dimension to R(X) with the entry B(X), such that R(X)
T R(X) corresponds to the original F c (X) plus B(X) 2 . c i is continuous, piecewise differentiable, positive when (X) i is inside its domain, and linearly approaches 0 at the boundaries. As an additional modification, to minimize impact of the barrier function, log(c i ) shall be 0 outside a certain small boundary region within the domain. To remove the influence of B on the retrieved result, µ is decreased by a factor of 10 each time a certain number of iterations is completed, until B(X) is neglectable compared to F c (X). When an iteration step would lead a number of parameters to violate a domain boundary, they are set back into their domain, close (dependent on µ) to the boundary. This prevents the trust region radius to contract to zero too early and still leads to correct results. The Jacobian of R including the barrier dimension follows immediately by differentiation. For µ small enough, S is unaffected by B.
A.2. Inverse square root of a priori covariance matrix This appendix discusses the efficient computation of the inverse square root S −1/2 A of the covariance matrix S A as needed in Appendix A.1. As S A is block diagonal with S C and S L on its diagonal (Section 3.5), the inverse square roots of S C and S L can be computed independently. Even for larger retrieval problems, S C is of rather low dimension (see example in Appendix A.4), and it is already efficient to Cholesky decompose S C =: U T U and to compute S −1/2 C := U −T . But S L , for instance for thousands of measurements and ten retrieval parameters per measurement, is of the order of dimension 10, 000 × 10, 000 and costly to Cholesky decompose. However, the Kronecker product structure of S L (Section 3.4) allows for a computational shortcut. Without loss of generality, retrieval of common parameters is not considered here, i.e. S A is assumed to only comprise S L to share notation with Section 3.4.
According to Golub and van Loan [57, Section 4.5.5], Cholesky decomposition and Kronecker multiplication commute in the sense that
with obvious notation. This is due to the relations (A ⊗ B) T C A Π r n (Section 3.4) scaled with respect to the a priori standard deviations σ k of the retrieval parameters (Eq. (3)) with C A from Eq. (15) .
As a first step, it can be verified that S A may also be computed by first scaling the h g in Eq. (15) with the a priori standard deviations, and only then to perform the Kronecker products, form the large block diagonal matrix, and finally permute. Herefore, observe that
(A.4) for all measurements i, j ∈ {1, · · · , r} and for all parameters k, l ∈ {1, · · · , n}, corresponding to Eq. (16) and considering the permutation in the definition of C A .
Let h be the block diagonal matrix with the matrices h 1 , · · · , h G on its diagonal and entries h kl . H shall be the covariance matrix that arises from h, i.e. H kl = σ k σ l h kl , and the blocks on the diagonal of the block matrix H are denoted by H 1 , · · · , H G . According to Eqs. (15) and (10), Eq. (A.4) can then be written as
where g ∈ {1, · · · , G} depends on the partitioning of h.
T S A Π r n , with
Incidentally, this requires fewer multiplications for the scaling, since h has to be scaled just once (n 2 multiplications), whereas for the scaling of C A , each of the r 2 blocks of size n × n has to be scaled.
Next, observe that the block diagonal structure of S A and the uniqueness of Cholesky decomposition ensure that the upper triangular Cholesky factor U of S A = U T U is block diagonal with the upper triangular Cholesky factors U g of the single blocks H g ⊗ g = U T g U g as the blocks on its diagonal.
Clearly, U is upper triangular. Since Cholesky decomposition and Kronecker multiplication commute, each U g can be computed as U g = U Hg ⊗ U g with obvious notation. Note that the U g are possibly all of different dimension n g r × n g r. Consider the permutation (Π Finally, observe that
Note that the transposed inverse of the upper triangular matrix U is lower triangular. Also, as U is upper triangular, U −T is lower triangular. Due to the block diagonal structure of U, its inverse can simply be computed by forming the block diagonal matrix with the U 
(A.6) Thus, direct Cholesky decomposition of S A = U T U and inversion of U can be avoided. Only the G n g × n gdimensional matrices H g and the G r × r-dimensional matrices g need to be Cholesky decomposed and their upper triangular factors inverted. Permutation and Kronecker multiplication are computationally fast operations. Compare for large r the number of arithmetic operations for the resource dominating Cholesky decompositions: (nr) 3 /3 for S A vs. g /3 can be neglected against Gr 3 /3, and the speedup is of the order of n 3 /G, which exceeds n 2 due to G ≤ n. Generically, for ten retrieval parameters per measurement, the speedup exceeds 100. Incidentally, this framework is also ideally suited for the sparse matrix formulation of MSR, as will be seen in Appendix A.4.
A.3. Limit for perfect spatial-temporal coupling
In this appendix, the limit of retrieved values for ever stronger spatial or temporal coupling between r measurements for c single-spectrum parameters with identic singlespectrum a priori data will be discussed. It will be shown that computing this limit is equivalent to retrieving c parameters common to these measurements in the sense of Section 2, with a certain relative weighting between common and not-common ('local', i.e. spatially-temporally varying) parameters. It suffices to show that in both approaches, the a posteriori probability distribution (Section 2) yields the same best estimates and uncertainties of the retrieval parameters. The main purpose of this section is the derivation of the proper relative weighting between the common and the local parameters in the a priori covariance matrix. From the outset, it is not clear whether there is a statistical √ r-like relative weighting factor that reflects the influence of a common parameter on r spectra. First, the setting will be defined by considering the permuted parameter space (Eq. (13)). The corresponding a priori covariance matrix S A can be written as in Eq. (A.5). Parameters with, in the limit, perfect spatial or temporal coupling ('perfect-coupling-parameters') must be implemented as separate from, and without intergroup coupling to parameter groups describable by constant finite spatial or temporal coupling ('finite-couplingparameters'), as they obey different spatial-temporal correlation behavior (Section 3.4). To allow coupling between themselves, these perfect-coupling-parameters may well be combined into one single group, since they can be described by identical spatial-temporal correlation behavior. Denote this parameter group by the index P , such that
Here, S L is the a priori covariance matrix for the finite-coupling-parameters (for the permuted parameter space) and can be written as in Eq. (A.5). Because the perfect-coupling-parameters shall all have identic single-spectrum a priori data, their a priori covariance matrix can be written S P := H C ⊗ P , where the r × r matrix P describes their spatial-temporal coupling, and H C is their (for all measurements the same!) c × c singlespectrum a priori covariance matrix. Let the perfectcoupling-group comprise the parameter vector p = Π r c p = p 1 , · · · , p c analog to the notation in Eq. (13) for the permuted parameter space. p k ∈ R r is for each k ∈ {1, · · · , c} a vector describing the spatial-temporal distribution of single-spectrum parameter number k, and (p k ) i = (p i ) k is the parameter number k of measurement i ∈ {1, · · · , r}.
For easier notation, the limit will be computed by using the unpermuted parameter spaces (Eq. (12)) separately for the perfect-and for the finite-coupling-parameters, i.e. the permutation (Π r c,n )
T will be applied to the permuted parameter space, and correspondingly (Π . This has the advantage of being able to work in the respective unpermuted spaces while still transparently separating perfect-from finite-couplingparameters in the a priori covariance matrix. It does not change results, provided it is kept track of the associations of the entries of the matrix to the entries of the parameter space. Hence,
are the basic quantities to work with, where p i ∈ R c and x i ∈ R n , and the i-independent (identic single-spectrum a priori data!) a priori mean value vector for the p i is a P ∈ R c and that for the x i is a ∈ R n . It will now be shown that in the limit of perfect spatial or temporal coupling between the p i that have identic single-spectrum a priori data, the retrieved values of the p i all coincide, i.e. that p 1 is common to the r measurements. Also, it will follow directly from the a posteriori probability distribution that the proper relative weighting between the common and the local parameters is exactly 1.
First, some additional notational conventions shall be fixed. Denote p i − a P =: z i and x i − a =: Z i with z = (z 1 , · · · , z r ) and Z = (Z 1 , · · · , Z r ), such that (z, Z) =: W is the partial permutation of the parameter vector X translated by its a priori mean value vector. The a posteriori probability distribution P p (X|Y) =
compare Eq. (1) with normalization factor N can now be written as
E Y − F(W) with correspondingly transformed functions marked by tildes. In particular,
Let the strength of the spatial-temporal coupling of the parameters z be parameterized by ε. In the limit of ε ↓ 0, it shall continuously approach perfect spatial or temporal coupling ('or' also allows 'spatial and temporal'). Of the two blocks on the diagonal of the block diagonal matrix S A , the first block S P (ε) is associated to the parameters z and depends on ε, and the other block S L is associated to the parameters Z and does not depend on ε. Clearly, lim ε↓0 S P (ε) = lim ε↓0 ( P (ε) ⊗ H C ) = 1 r×r ⊗ H C , where 1 r×r is the r × r matrix with all entries 1. 1 r×r is degenerate and thus has no inverse. This is the reason, why the a posteriori probability distribution for perfect coupling has to be defined by a limit. Note that the normalization factor N depends on ε. For ε > 0, the inverse of S A is the block diagonal matrix with the inverses of the blocks of S A as its blocks on the diagonal. The a posteriori probability distribution for z, P z (z, ε) := P p (z, Z)|Y) dZ, for finite ε can thus be written
P (ε)z dz is the normalization factor for the exponential term in Eq. (A.7) that is going to be singular in the limit, and N 2 (ε) is such that P z (z, ε) dz = 1. Note that N 2 (ε) does not normalize G(z) in general, and that the normalization is split into two factors N 1 (ε) and N 2 (ε) in order to separate singular from regular terms to properly manage the limit functions.
In order to properly define the a priori covariance matrix for the retrieval of common parameters, lim ε↓0 P z (z, ε) has to be evaluated. Since S P (ε) degenerates in the limit, P z (·, ε) shall be regarded as tempered distribution. See Reed and Simon [59, Section V.3] for distribution theory. Let test function ϕ be an element of Schwartz space, the space of rapidly decreasing infinitely differentiable functions. Then lim ε↓0 P z (z, ε)ϕ(z) dz provides the a posteriori probability distribution in the sense of distribution theory. This term shall now be rearranged in order to compute the limit.
Let ε > 0. The first factor of S P (ε) = P (ε) ⊗ H C , the matrix P (ε), is real symmetric and can thus be diagonalized by an orthogonal matrix Q(ε) that consists of eigenvectors of P (ε) [ . For eigenvalues that are not algebraically simple, the eigenvectors need not be continuous. The eigenvalues of lim ε↓0 P (ε) = 1 r×r are r and 0, and r is an algebraically simple eigenvalue with eigenvector (1, · · · , 1) T = 1 r . Here, 1 r ∈ R r is the vector with all entries 1. Therefore, and since P (ε) continuously depends on ε, D(ε) and Q(ε) can be written as
where D ii (ε) > 0 for ε > 0 and lim ε↓0 d i (ε) = 0. Furthermore, lim ε↓0 q i (ε) = 0, and v(ε) normalizes the first column of Q(ε), whence lim ε↓0 v(ε) = √ r. While v and all d j and q i are continuous in ε, the remaining columns * of Q(ε) need not be continuous functions of ε. However, the absolute values of their entries are bounded from above by 1, since Q(ε) is orthogonal.
Let D −1 (ε) be the diagonal matrix with the entries D ii (ε) −1/2 on its diagonal. Then by using the identity matrix 1 c×c of dimension c × c, the substitution ξ : 
m for matrices A of dimension m × m and B of dimension n × n [62, Section 2.3, X] and det Q(ε) = 1. As the * in Eq. (A.9) are bounded, it follows that
and therefore
To now compute lim ε↓0 P z (z, ε)ϕ(z) dz, Lebesgue's Dominated Convergence Theorem [61, Theorem 1.34] shall be applied to evaluate lim ε↓0 of Eq. (A.10) by interchanging limit and integral. Thereto, it shall be checked whether the Theorem's assumptions apply (i.e. whether for the sequence of functions that point-wise converges to the limit function under the integral, there exists an integrable dominating function).
First, observe that Eq. (A.8) implies that G is bounded, since it can be written as exp (− E is positive definite and the forward model outcome F is continuous (see Section 2), and therefore also F. Furthermore,
, providing an integrable dominating function for the verification that G is continuous because K is, by applying Lebesgue's Dominated Convergence Theorem to |G(z) − G( z)|.
Next, the properties of N 1 (ε) and N 2 (ε) as normalizing factors in Eq. (A.7) for small (i.e. Eq. (A.9) holds) ε ≥ 0 shall be investigated.
By using the same substitution that was used to arrive at Eq. (A.10), one obtains
By the same substitution, N 2 can be written as
The arguments that yielded boundedness and continuity of G, carry over to the verification that N 2 is in ε continuous at ε = 0, because Q(ε) D(ε) and hence ψ(ε, ξ) are. As G is bounded, there exists some finite K > 0 such that for all ε ≥ 0, K exp − C ξ is an integrable dominating function in ξ for the integrand for small ε ≥ 0, and by applying the theorem, it follows that lim ε↓0 P z (z, ε)ϕ(z) dz is equal to
C ξ i ∈ R, evaluating the integral over dξ 2 · · · dξ r and absorbing the uninteresting terms into the constant N , yields
This term can be rewritten by using the c-dimensional δ-distribution δ c (t)f (t) dt = f (0) for t ∈ R c , such that lim ε↓0 P z (z, ε)ϕ(z) dz = 1
This equation shows that the a posteriori probability distribution for z concentrates to the plane 1 r ⊗ z 1 (all z i coincide). This means that z 1 is spatially or temporally constant, i.e. it is common to the r measurements. For the whole space (including the Z-dimensions), the induced probability distribution on that plane can be written (1 r ⊗ z 1 , Z) is dimensionally reduced to obtain (z 1 , Z). Rename the vector of the common parameters z 1 =: z C and its a priori covariance matrix H C =: S C . Here and in the following, the subscript 'C' is intended to flag quantities that involve common parameters. Revert the translational substitutions with respect to the a priori mean values at the beginning of this section, and denote the vector of the parameters associated to S L by X L := (x 1 , · · · , x r ), along with its a priori mean value vector A L := (a, · · · , a), such that Z = X L −A L , and similarly with z C =: x C −a C , where a C := a P . The extended parameter vector shall be denoted by X := (x C , X L ), and its a priori mean value vector by A := (a C , A L ), leading to the same notation as in Section 2. F(1 r ⊗ z 1 , Z) can be written as F (x C , x 1 ), · · · , (x C , x r ) = f 1 (x C , x 1 ), · · · , f r (x C , x r ) and will be denoted by F C (X).
Thus, finally the a posteriori probability distribution can be written 
, (A.13) and which has to be minimized by the retrieval. This shows that the relative weighting between the common and the local parameters is exactly 1, and not some √ rlike value. Also, it follows that spatially or temporally perfectly coupled parameters can be treated as common parameters in the sense of Section 2, where S A is a block diagonal matrix with S C and S L as its blocks on the diagonal.
For VIRTIS-M-IR measurements of Venus, some relevant common parameters along with a suitable S C are discussed in Section 4.3.
A.4. Sparse matrix formulation
Most entries of the largest structure in MSR, the Jacobian J (Eq. (A.2) ), are zero. This can be exploited by using sparse matrix storage formats that only store the non-zero entries and their positions [63] . The 'coordinate list' format (COO) requires 16 bytes of storage space for each non-zero entry (4 for integer row index, 4 for integer column index, 8 for value in double precision). The 'compressed column' format (CCS) requires about 12 bytes per entry (4 for row index, 8 for value) for matrices with many more non-zero entries than the number of columns (pointer to where in the value list the columns start, is then neglectable). A matrix stored in 'dense' format as M × N array, requires 8 bytes per entry. Matrix creation is convenient with COO, matrix computations are efficient with CCS. Sparse matrix formulation of MSR saves computer memory (use sparse matrix storage) and processing time (apply sparse matrix operations), and for VIRTIS data, it allows to treat retrieval problems that are larger by one order of magnitude.
Sparse matrices can be manipulated by using SuiteSparse, a suite of sparse matrix routines that include format conversion and QR factorization [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] . SuiteSparse relies on METIS [74] .
As an example that is on current standard desktop hardware easily treatable in sparse format, let there be r = 1, 000 spectra of an effective size of 100 wavelengths each, c = 100 common retrieval parameters (surface emissivities in a surface patch of 10 × 10 bins) and n = 10 local retrieval parameters per spectrum. Then J is of size 110, 100 × 10, 100, corresponding to about 10 9 (dense) entries, and can be compiled as follows, see Eq. (A.2) and Section 3. . This is efficient due to the small sizes of these matrices (n g × n g where G g=1 n g = n, and r × r). The Kronecker products U −T Hg ⊗ U −T g are computed to yield COO matrices. These G sub-matrices are combined and permuted according to Eq. (A.6) in COO representation and converted to CCS. At no point, the dense representation of the full matrix is needed. Note that, the sparser the H g or g are, the sparser S −1/2 L tends to be, but in general the inverse of a sparse matrix needs not to be sparse anymore. The worst case relative population of S , and by collecting the columns of the sparse −S −1/2 E K. In the worst case (G = 1, maximal population of all single-spectrum Jacobians), J is about 3.5% populated in the example above, translating to about 5.2% required storage space compared to dense format.
The single most expensive matrix operation in MSR is the QR factorization of J as needed in the trust region algorithm [56] . A sparse J = QRP T can be factorized by SuiteSparse into an orthogonal matrix Q and an upper triangular matrix R [57, Section 5.2], [64] , where P is a permutation matrix that can lead to fewer non-zero entries of the sparse R, and Q needs not to be stored. The actual determination of the Levenberg-Marquardt step [56, Section 3] is performed as an additional sparse QR factorization.
Appendix A.1 discusses the interpretation of the covariance matrix S (Eq. (A.3) ) and the correlation matrix C at the retrieved result. Only the diagonal and a few off-diagonal entries S ij of S may be needed, and the corresponding entries of C follow from Eq. (3). In the last retrieval iteration, J is evaluated at X to yield J with sparse QR factorization J = Q R P T . J T J = P R T R P T immediately (neglecting the structurally empty lines to yield a N × N matrix from R P T ) provides a permuted Cholesky decomposition of S −1 = J T J which is needed to efficiently invert S −1 . But the inverse of a sparse matrix needs not to be sparse, and it may not be possible to store all of its entries. To avoid the costly computation of J T J and its inversion via Cholesky decomposition, note that S ij = e i , Se j = e i , P R −1 R −T P T e j = R −T P T e i , R −T P T e j =: z i , z j .
with the standard basis vectors e i and Euclidean standard scalar product ·, · . z i can be determined by solving the sparse linear equation R T z i = P T e i .
A.5. Further notes on implementation
The retrieval of parameters whose impacts on the simulated spectra can be separated, may be arranged into several stages. Each stage corresponds to a complete run of the retrieval algorithm in order to determine the best estimate for the corresponding retrieval parameter subset by considering a suitable stage-specific spectral range. The a priori and error covariance matrices have to be newly constructed for each stage, as has the covariance matrix at the retrieved result. The retrieved values from earlier stages can either be used as fixed input values with now known uncertainties, or as initial guesses for a refined determination of parameters from earlier stages. Such refinements might be necessary, since the adjustment of additional parameters and the inclusion of different wavelength ranges can cause previously retrieved parameters to become suboptimal. This partitioning into stages results in Jacobians of smaller dimensions and consequently decreased maximal computer memory usage, and also processing time that tends to increase faster than linear with problem size. A tight choice of parameters and wavelength ranges for each retrieval stage can decide the processable size of the retrieval problem.
In order to take advantage of multi-core computer hardware, the program is parallelized by using the Message Passing Interface (MPI) [75] as implemented, for instance in OpenMPI [76] . As computer memory is a limiting factor for the processable problem size, only one of the parallel processes has all information needed for the retrieval algorithm, including the a priori covariance matrix and the Jacobian, and manages and performs the retrieval iterations. The remaining processes act as co-processors that evaluate their share of the single-spectrum simulations and singlespectrum Jacobians and communicate them via MPI to the main process.
