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ABSTRACT
Wongso Ellen MSIE, Purdue University, December 2017. Flexible Methods to Support Sustainable Energy and Water Use. Major Professor: Roshanak Nateghi Professor.
The increase in populations and urban development has driven demands for energy as well as fresh and ground water in agricultural, industrial, commercial and
residential sectors. According to United States Government Accountability Oﬃce
(GAO) Report in 2014 [1], with the current average water usage, 40 out of 50 states
would expect water shortages in parts of their states over the next decade. However,
the problem of water shortage is not due to its limited supply in the nature, but that
of mismanagement of how it is used and distributed [2]. In addition, shortages of
water eﬀects energy generation since 40% of water withdrawal in the United States
is used for thermoelectric power plant. Consequently, there is a need to understand
how water and energy is being used in order identify the stress points.
This thesis leveraged the power of ﬂexible statistical methods in order to estimate
water, energy and water-energy nexus as a (non-linear) function of various geographic,
climatic and socio-economic variables. More speciﬁcally, this thesis focused on analyzing the total, per capita water usage at the state-level in all sectors in the U.S., as
well as the residential electricity demand and also residential water-energy demand
nexus.
This thesis shows that for both total water usage and residential electricity demand analysis, the widely used ‘traditional’ statistical models such as Multiple Linear Regression (MLR) cannot adequately capture the complex structures in the data.
Hence, there is a need for leveraging ﬂexible method such as Random Forest (RF). In
both water and residential electricity analysis, RF outperforms many other statistical
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models (e.g., MLR) in both ﬁt and predictive accuracy, with RF improvements of almost double in-terms of R2 and predictive accuracy. In total per capita water usage,
the predictive model based on the method of Random Forest helped identify factors
such as percentage of irrigated farmland, coal production and heating-degree-days
(HDD) as the key predictors of water usage. In residential electricity consumption,
the developed predictive model identiﬁed electricity cost and climate variables as the
important variables.
In addition, due to the lack of analysis in end-user sector for water-energy nexus,
this thesis proposed a framework to analyze water-energy nexus in the residential
sector using Multivariate Regression Tree Boosting to study the eﬀect of predictors
given multiple responses (residential water, electricity and natural gas usage).

1

1. INTRODUCTION
1.1

MOTIVATION
The increase in populations and urban development has driven demands for en-

ergy as well as fresh and ground water in agricultural, industrial, commercial and
residential sectors. Moreover, improvements in technology and increased standards
of living have also contributed to increased demand for water and energy. Resources
such as water and energy are essential to life; such resources should not be taken for
granted due to several issues such as resource scarcity and environmental degradation.
Integrated water resource management has received much attention globally [3,4].
The problem of water shortage is not due to its limited supply in the nature, but that
of mismanagement of how it is used and distributed [2]. There is enough water for
everyone, even with population increase driving up water demand [2]. Consequently,
there is a need to understand how water is being used in order identify the stress
points, as water is not equally distributed. Policy makers need to be well-informed
in order to create well-budgeted water rights law for diﬀerent sectors (e.g., residential, commercial, power generation and agricultural sectors). In addition, water use
issues are local in nature meaning that, for example, in the United States diﬀerent
regions have diﬀerent water sources due to their diﬀering environments. Arid states
such as Arizona, Nevada, and Utah have substantially less precipitation which results in scarcity of surface water and groundwater as resources. This has resulted in
such states looking for alternative sources such as nonrenewable groundwater mining [5] or importing water from out-of-states in order to meet their water demands.
Often, these alternative sources are expensive and not environmentally friendly as
there are limitations to water as a resource in other parts of the states. Additionally,
over-pumping groundwater or nonrenewable groundwater mining could lead to land
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subsidence which would severely aﬀect infrastructure and building structure, especially in the urban, industrial or metropolitan areas. The National Research Council
reported in 1991 that ﬂooding and structural damage by land subsidence amounted
to estimate of $125 million annually in the United States [6].
Moreover, according to United States Government Accountability Oﬃce (GAO)
Report in 2014 [1], with the current average water usage, 40 out of 50 states would
expect water shortages in parts of their states over the next decade. This is hardly
surprising. States like California have experienced the worse drought in recent years
which greatly contributed to severity of expansive forest ﬁres, as dry vegetation and
trees increase their susceptibility [7,8]. Approximately 1 million ha of forest, containing up to 58 million large trees, in California has lost canopy water of at least 30%
between the year 2011 and 2015 [9]. Recent wildﬁre engulfed 140,000 acres of land in
Northern California [10] and killed 36 people [11].
Accurate estimate of future demand for water is valuable for urban planners,
regulators, and operators of critical infrastructure systems to ensure reliable and
aﬀordable provisioning of many vital services such as water. Optimal investments in
the design, operation, modernization and expansion of water infrastructure systems
are largely dependent on access to realistic and credible predictions and projections
of the spatiotemporal variability in demand for water [12]. According to Hall et
al., the success of any water resource development is critically dependent upon the
reliability of the forecasts of future water demands that are employed in its design
[and management] [13].
However, it is diﬃcult to just focus on water and leave energy completely out
of the picture, because water and energy are very much connected. In the United
States, over 40% of water withdrawal is used by thermoelectric power plants because
a large quantity of water is required to cool generators [14]. This means that when
an area experiences water shortage, energy production in power plants is aﬀected or
even halted. In addition, energy is needed in withdrawing water from the ground
or in water desalination processes. In the commercial and residential perspective,
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water and energy are very much interconnected, for example, water boiler for heating
purposes, laundry and commercial business.
The analysis of water and energy nexus are widely studied in the context of thermoelectric power generation, largely due to the fact that over 40% of water withdrawal
in the United States are used in thermoelectric sector in order to cool down the site.
As a result of these studies, there are many initiatives to improve the cooling system and ﬁnd other technologies that can eﬃciently cool down equipment in a power
plant. In addition, there has been many water waste treatment and benchmarking
the quality of water that is used in power plant.
While there is much research on water and energy use on the supply side (e.g.,
thermoelectric energy generation), there is a lack of water and energy analysis on the
end-use demand side (e.g., in the residential sector); even though there is great empirical evidence for the energy–water nexus in end-use demand beyond uses such as
dish-washing and laundry. For example, some communities in arid areas of the U.S.
that converted their landscapes to drought resistant vegetation, as a water conservation measure, experienced increased energy demand for cooling due to the warmer
climate. Coastal communities that are increasingly prone to nuisance ﬂooding have
witnessed increased demand for energy used to pump ﬂoodwater out of basements
and respond to boil water alerts.
Unlike the other sectors, the end-use in the residential sector are much more
heterogeneous because they are not centrally owned and managed like the industrial
or commercial sectors. The residential sector is a substantial consumer of energy.
Around 30-40% of all global primary energy is used in buildings, and the residential
sector accounts for a major part of this [15].
In the U.S., the residential sector accounts for approximately one-ﬁfth of the total energy consumption [16] and 21% of the total carbon emission [17]. The U.S.
residential energy consumption trends since the 1980s indicates that the electricity
consumption has grown six times faster than total energy consumption. Moreover,
residential electricity demands are rapidly departing from historical trends, due to
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factors such as climate change, accelerated urbanization, and also changes in the
demographic characteristics, and technology [16, 18–23]. Understanding the main
predictors of the residential electricity demand is a necessary component in promoting sustainable consumption patterns and reducing the CO2 in the residential built
environment.
In order to address the research gaps identiﬁed above, this research aims to (a)
identify the key stress points in water demand across all sectors in the entire U.S.,
(b) implement regional analysis of residential electric power demand, and (d) explore
the nexus between the energy and water demand in the residential sector.

1.2

STRUCTURE OF THIS THESIS
The focus of this thesis is to demonstrate the power of data-driven, ﬂexible statis-

tical and machine learning models to understand the complex relationships between
water and energy demand, socioeconomic characteristics, climatic conditions, and geographical factors. Understanding the main drivers of demand for critical services
such as energy and water (across various sectors and scales) can enhance urban planning and more eﬀective regulations for infrastructure systems planning and operation
in order to ensure the sustainability of these resources for the future generations.
Chapter 1 describes the introduction and motivation behind the implemented
research in water and energy demand analysis, as well as providing the structure of
the thesis that will follow.
In Chapter 2, background and literature reviews of the empirical research in the areas of demand for water and energy as well as the water-energy demand nexus.Chapter
2 also highlights the existing gaps and how this thesis will attempt to fulﬁll those gaps
using data from various sources such as the USGS Water Withdrawal data-base, as
well as the EIA’s Residential Energy Consumption Survey (RECS) and State Energy
Data System (SEDS).
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Chapter 3 will delineate descriptions and justiﬁcation of the data that was collected and used for the analysis presented in this thesis and also will provide the
descriptions of the diﬀerent statistical methods such as Multiple Linear Regression
(MLR), Generalized Additive Models (GAM), Multivariate Adaptive Regression Splines
(MARS), Random Forest (RF), Multivariate Tree Boosting (MVTBOOST). Lastly, it
will provide a detailed discussion of performance assessment for supervised statistical
learning models.
Chapter 4 will be description of the ﬁnal model used for water withdrawals, electricity demand and water-energy end-use demand nexus. There will be discussions of
the results and implications of ﬁndings.
Chapter 5 concludes the dissertation by summarizing the highlights, oﬀering ideas
for future research and discussing limitation to this thesis.
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2. BACKGROUND
2.1

LITERATURE REVIEW

2.1.1

WATER-DEMAND ANALYSIS

There has been a vast amount of research in analyzing and projecting future water
demand, using various methods such as statistical models, econometrics, and simulations. Dziegielewski et al. (2002) reviewed 44 research papers in the water use
data of diﬀerent sectors such as municipal, residential, commercial, industrial and
agricultural [24]. They found that Ordinary Linear Regression (OLS) or variations
of Multiple Linear Regression (MLR) are widely used in these studies. Brown (2000)
built a forecast model, using historical water usage data, to ﬁt quadratic functions
under diﬀerent population series condition (low, middle, high). They found that
low population series will decrease the industry, thermoelectric and irrigation sector water usage while middle and high population series will increase water usage
for all sectors except for irrigation [25]. Burke developed an econometric model to
study the municipal water demand of diﬀerent states, and while acknowledged the
multicollinearity issues in the models, argued that multicollinearity was eliminated
through the implemented stepwise procedure [26]. Donkor et al. (2014) reviewed
research articles on water demand forecasting–published between 2000 and 2010–to
identify useful models for water utility decision making [27]. They found that artiﬁcial neural networks were more popular for short-term demand projections, while for
long-term projection, econometrics models and scenario-based simulations were more
widely used. Also, they pointed out that probabilistic forecasting models were more
eﬀective in capturing the uncertainties of future demand. In another recent empirical
literature reviews on urban water forecasting using a meta-analytical method, it was
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found that the accuracy of forecast models depended on the scale of analysis, the
approach used, the assumptions made on the model and the size of the dataset [28].
Hamoda (1983) examined the impact of socio-economic factors such as market value
of land, rents, household size on the residential water consumption in Kuwait using
linear regression [29]. They found that improved living standards and the hot climate
drives up the water consumptions
There has also been empirical research that moved beyond the use of simple linear
regression and leveraged more ﬂexible, non-parametric model to assess water demand.
Cage and Cooper (2015) studied the eﬀects of land cover, vertical structure and socioeconomic factors on outdoor water usage in Aurora, Colorado using the method
of Random Forest (RF) [30]. They found that while the height of trees did not have
much eﬀect on the outdoor water use, land cover played a critical role [30]. Minnie et
al. (2011) developed an agent-based modeling of water, energy, land use, transportation and socioeconomic variables in order to create sustainable urban systems [31].
Their objective was to estimate water and electricity consumption under diﬀerent
conditions in Atlanta and Phoenix. Their primary ﬁnding was that hot summers and
distance to water source contributed most to increased public-supply water demand.
Davies et al. (2012) leveraged GCAM–an integrated assessment modeling of energy,
agriculture, and climate change–to assess the water intensity associated with electricity generation until the year 2095 [32]. They concluded that due to capital stock
turnover, water usage will likely decline. Lutz et al. (1996) leveraged a variation of
the EPRI (Electric Power Research Institute) model to study the patterns of residential hot water consumption [33]. Their study assessed the eﬀectiveness of eﬃciency
standards for water heaters and other market transformation policies, analyzed the social factors in residential water-use, and highlighted the importance of inter-personal
and institutional trust for devising eﬀective water conservation plans. The state-wide
analysis of USGS Water Use was studied by Dziegielewski et al. (2002) [34]. They
developed Multiple Linear Regression (MLR) models by using predictors such as socioeconomic and climatic variables to investigate the main predictors of water use.
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They inferred that the response variable should instead be ”water withdrawal per
unit”, i.e. per capita, to remove the ’size-eﬀect’ of the states, and that predictors
should include indicators of the individual states in order to capture the unique local
water usage.

2.1.2

ENERGY-DEMAND ANALYSIS

Residential electric power consumption is inﬂuenced by socio-economic characteristics, land-use patterns, housing conditions, and geo-climatic conditions of a given
region. There has been extensive research on leveraging statistical methods to uncover
the nonlinear and complex relationship between the socio-economic conditions and
environmental factors with energy demand. For example, Steemers and Yun (2009)
ﬁtted a Generalized Linear Model (GLM) to the data from EIA Residential Energy
Consumption Surveys in 2001 to characterize the interactions between households behavior, socioeconomic, building and climatic characteristics with energy demand [21].
They concluded that heating-degree-days was the key predictor of the energy used for
space heating. In the case of energy used for space cooling, behavioral variables such
as air-conditioning use were identiﬁed as most important. They also suggested that
physical characteristics of buildings impacted the energy demand for heating more
than cooling demand.
Various studies have investigated the link between energy consumption and climate.

Sailor and Munoz developed a multiple-regression models using observed

weather variables such as temperature, relative humidity, wind speed and calculated
climate variables such as heating-degree-days, cooling-degree-days, and enthalpy latent days [35]. Their result indicated that calculated climate variables (e.g., heatingand cooling-degree-days) best explained the variance in electricity demand and the
weather variables best explained the variability in natural gas demands. Based on the
substantial diﬀerences in regression model coeﬃcients for diﬀerent states, the authors
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suggested the importance of a comprehensive energy-climate database for the entire
US.
Sailor (2001) used linear regression to analyze per-capita electricity consumption
in the residential and commercial sectors in eight energy intensive states of CA, WA,
TX, LA, IL, OH, NY, and FL [36]. The study identiﬁed Washington as the only state
which experienced decreased demand in a warmer climate, and all other seven states
showed substantial increased demand for electricity in both the residential and commercial sectors. The study also found signiﬁcantly diﬀerent climate sensitivities, even
for neighboring states, and therefore suggested the non-generalizability of the results
and the importance of including non-climatic factors responsible for such diﬀerences.
Min et al. (2010) developed a linear regression model using the EIA RECS data
in 2005, together with the US Census Bureau 2000 zip-code-level data to estimate
the four major energy end-use categories of: heating, water heating, cooling and
appliances [22]. Their models inputs comprised of energy prices, characteristics of
residential households and housing units, and also heating-degree-days and coolingdegree-days. Their analysis identiﬁed the suburban regions with higher appliancerelated energy use due to higher income, house size and type. High heating use in
the Northeast U.S. was related to the ineﬃciency of fuel oil heating compared to
other types of fuel. Cities and suburban areas were shown to have higher demand
for natural gas compared to rural regions. They concluded that the bulk of energy
demand was primarily due to space heating, with the state of California ranking the
last and some Midwestern and Northeastern states ranking the highest with respect
to the demand for heating energy.

2.1.3

WATER-ENERGY NEXUS

Research in water-energy nexus has revolved around water usage in generating
energy. Water is used in the thermoelectric power plant to cool down the system
and prevent overheating. A plethora of research has been done in assessing diﬀerent
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cooling systems and setting quality control benchmarks for the temperature of water
and water waste treatment from these power plant before releasing them into the
environment [37–40]. Sovacool and Sovacool (2009) completed a county-level analysis
of the U.S. energy-water and concluded that twenty-two counties would likely face
sever water shortages, brought about primarily due to increased capacity expansion
in thermoelectric generation [41]. Chandel et al. (2011) leveraged the U.S. National
Energy Modeling Systems (NEMS), and the EIA’s thermoelectric water-use factors
to investigate the impact of various climate change policy on the energy mix [42].
They found that the considered climate policy scenarios could lead to reduced freshwater withdrawal for power generation, compared to the business as usual scenarios.
Moreover, they found that water-use decreases as the climate policys price for carbon
increases.
However, there is very little research on the residential energy and water nexus.
One example is a study that investigated the residential water and energy nexus in the
city of Tianjin in China, using regression analysis, and found that saving water could
lead to saving energy [43]. The study also found that improvement in technology
(such as washing machines, and water heaters) and improvement in behavioral norms
in water usage (such as reducing washing clothes or shower time) could lead to 10%
water savings, or an annual estimate of 24% reduction in total energy consumption
in Tianjin City in 2014.

2.2

GAPS AND PURPOSE OF THESIS

2.2.1

SUMMARY OF GAPS - WATER

Studying the existing literature on water demand analysis reveal that many of the
analysis are regional in scope and primarily leverage simple methods such as linear
regression to project demand. Our initial data analysis revealed that the independent
variables and the response variables (i.e., water demand) are not always linearly
related (Figure 6.1) and the multicollinearity between predictors could lead to biased
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estimates of coeﬃcients in the case of linear regression. Hence, there is a need to use
more ﬂexible models that can adequately capture the data structures while also being
easily interpretable, to understand the nonlinear and complex relationships between
the predictors and response variables. Using historical water usage data from USGS
and socio-economic, geographic, climatic factors predictors from various sources for
the past two decades, this thesis aims to develop an accurate predictive model of water
usage across the entire U.S., and identify the most important predictors of water usage
and their degree of inﬂuence on state-level water withdrawal. The developed model
can inform policymakers and regulators on the current U.S. water foot-print and
identify sectors and areas where eﬃciency and conservation mechanisms could yield
maximum return, concerning enhanced sustainability of our urban ecology.

2.2.2

SUMMARY OF GAPS - ENERGY

The majority of the existing literature mainly focused on studying the interactions
between a limited group of independent variables (selected predominantly based on
’expert judgment’) and energy demand using linear regression models. However, we
hypothesize that linear models can no adequately capture the complex, and non-linear
relationship between energy demand and socio-economic and environmental factors.
In this paper, we trained a non-linear statistical model-the method of Random Forestwith the EIA’s RECS (2009) data and implemented a data-driven variable selection.

2.2.3

SUMMARY OF GAPS - WATER-ENERGY NEXUS

There is a scant body of empirical studies that model residential water and energy
end-use demand as a function of socioeconomic factors, climatic variables, and geographical characteristics. Moreover, the few empirical analysis of the end-use demand
in the residential sector often model the water and energy consumption separately.
This thesis will assess the eﬀect of socioeconomic factors and climatic variables on
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both water and energy (i.e., electricity and natural gas) simultaneously, using a multivariate, ensemble, tree boosting model (MVTBoost).
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3. DATA AND METHODS
3.1

DATASET

3.1.1

WATER DATA

United States of Geological Survey (USGS) Water Withdrawal in the
United States Data
The water withdrawal data comes from the USGS Water resource (in million
gallons per day). USGS collected and published this data every ﬁve years and consist
both county level and state level data.

Fig. 3.1. Trends of Water withdrawals in the United States [44]
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As shown in the Figure 3.1 above, the water usage and population have been
steadily increasing over the years. In this thesis, the water withdrawal data was
normalized by the population data.
This data also provides a breakdown of 8 diﬀerent sectors such as Aquaculture,
Domestic, Industrial, Irrigation, Livestock, Mining, Public Supply and Thermoelectric Power.

Fig. 3.2. Pie chart of water withdrawal breakdown for 2010

From Figure 3.2, the largest water withdrawal is used for thermoelectric power
(45%), followed by Irrigation and Public Supply.
In this thesis, the most recent two decades data will be used (i.e., the years of
1991-2010) and the spatial scale of the analysis will be at the state level.
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The predictors are chosen below are based on the literature reviews, the diﬀerent
sectors of water usage and availability of data that matches the year of the water
withdrawal 1991-2010.

Socioeconomic Factors
Gross State Product (GSP)
The gross state product (in million of USD) is the GDP by state level collected from
the US Bureau of Economic Analysis from 1991-2010. Since the values are collected
at the diﬀerent years there are economic changes such as inﬂation to be taken into
account. In order to give equal weights to each of the year, the GSP is converted
using the GDP deﬂator to the value of 2010.

Household Median Income
The household median income data (in USD) comes from the Bureau of Labor Statistics. Similarly to GSP, income data has been converted using 2013 CPI-U-RS (Consumer Price Index Research Series Using Current Methods) adjusted dollars in order
to give the same weight.

Education Level
The education level data comes from the US Census Bureau which contains data
of four diﬀerent categories: (a) percentage of population with less than high school
diploma, (b) percentage of population with high school diploma only, (c) percentage
of population with some college (1-3 years) and (d) percentage of population with
four years of college degree or higher. However, this data only comes decennially
from 1970 to 2010. In order to align the data with the response variable data (water
usage), we impute the missing years using general additive models (GAM).
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Thermoelectric Energy Generation
The thermoelectric energy generation data comes from the US EIA (Energy Information Administration). The data contains the energy generated (in MWH) from
diﬀerent energy source such as coal, natural gas, petroleum, wood and wood derived
fuels, nuclear, geothermal and other gases. Since the data provided is yearly from
1991-2010, we take the every 5 year average in order to align the data with our response variable.

Percentage of Urban Population
The urban population data comes from US Census Bureau. Similarly to the education level data, the urban population data is decennially. Thus we again leveraged
GAM in order to input the missing years.

Coal Production
In order to ﬁnd proxy for mining, we have chose to use coal production data because
coal is the highest minerals that is mined in the United States with annual production
value of $31.3 million [45]. The coal production data (in short tons) is taken from
the EIA.

Climatic and Geographic Predictors
Cooling and Heating Degree Days (CDD/HDD)
Cooling Degree Days (CDD) and Heating Degree Days (HDD) are taken from Climate Prediction Center. This variable is calculated with the base temperature of
65F. CDD is deﬁned as the total degree days needed to cool a building when the outside temperature is above 65F per year. While HDD is the total degree days needed
to heat a building when the outside temperature falls below 65F. This variable is
commonly used in understanding the electricity being used in buildings because it
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indirectly measures the amount of energy being used to heat or cool a building.

Coastal Status
The coastal status reveals the location of the state whether it is adjacent to Atlantic

Fig. 3.3. Maps of Coastal Status in the USA

Ocean, Paciﬁc Ocean, Gulf of Mexico, Great Lakes or none when it is land-locked.
Though there are some states that has more than one coastal status, i.e. Florida is
both next to Gulf-of-Mexico and Atlantic Ocean, the ﬁnal status is decided by the
largest coast that the state is next to. The data is manually imputed by looking at
the USA map.
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Irrigated Farmland
This data is collected from the Census of Agriculture Farm and Ranch Irrigation
Survey conducted by the National Agricultural Statistics Service (NASS) in the US
Department of Agriculture (USDA). This data is also conducted every ﬁve year like
the response data, however, the years are not matching. The total irrigated farmland data starts from 1992-2011. Thus we used 1992-1997 data to represents our
water data from 1991-1995 and so on. In addition, the total irrigated farmland size
is normalized by the size of the respective state to give us the percentage of irrigated
farmland per state.

Standardized Precipitation Index (SPI), Soil Moisture Level (SM)
Annual Rain Precipitation
These data were provided by the National Centers for Environmental Information.
The SPI measures precipitation variability. Positive values of the SPI indicate wetter
than normal conditions for that location and time of year and negative values indicate
drier than normal conditions for that location and time of year. Therefore, the SPI
can be used to represent state-level drought conditions. The soil moisture data are
based on model-simulated soil water content (mm) in the top 1 m.

3.1.2

ENERGY DATA

Residential Electricity Consumptions Survey (RECS)
The U.S. Residential Energy Consumption Survey (RECS) is a quadrennial survey
of households by the Department of Energys Energy Information Administration
(EIA). RECS contains detailed data on household energy consumption as well as
socio-economic conditions, building information, household appliances, and climatic
characteristics in diﬀerent regions in the U.S. In this paper, we used the RECS 2009 –
the most recent version of the data available. In 2009, the EIA conducted interviews
with 12,083 households, statistically sampled to represent 113.6 million houses in the
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country. RECS survey uses a multistage area probability sample of occupied housing
units that are the primary residence for at least 6 months in a particular year.

Data Preprocessing
In the RECS dataset, income category is divided into 24 subcategories. We aggregated these categories to 4 subcategories of 1- below $19,999, 2- $20,000 $49,999,
3- $50,000 $84,999 and 4- above $90,000. Similarly, the RECS 8-levels in education
were clustered into four categories: 1 at most, high school education, 2- high school
diploma or GED, 3- some college with no degree, and 4 higher education (associate
degree or higher). We also aggregated the number of personal computers, television
sets and printers into one variable (Elec) and the number of refrigerator and freezer
as one covariate (REFRIG). Furthermore, some outliers in the data were identiﬁed as
measurement error and subsequently removed prior to the model development phase.
For instance, in a few cases high-income households with above-average-sized house
were associated with less than 1-percentile of the average electricity consumption.
Our hypothesis was that these houses were not the primary dwellings and, therefore,
were removed from our data.

3.1.3

WATER-ENERGY NEXUS

In addition to the predictors considered in Water Dataset seen in Section 3.1.1,
these predictors are added.
Residential Electricity Consumption (in Million Kilowatthours, MKH)
This data is comes from the State Energy Data System (SEDS) that provides the
break down of energy data for residential, commercial, industrial and transportation
in state level. It contains consumption, production and price data for diﬀerent energy. The year considered in this data set is from 1991-2010 in order to line up with
residential water usage from USGS Water Withdrawal dataset.
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Residential Natural Gas Consumption (in million cubic feet)
The Residential Natural Gas Consumption comes from the US Energy Information
Administration (EIA) where it provides state level residential natural gas consumption from the 1989-2017. The year considered in this data set is from 1991-2010 in
order to line up with residential water usage from USGS Water Withdrawal dataset.

Dewpoint Temperature and Windspeed
This data is provided by Dr. Roshanak Nateghi. Dew point temperature measures
the amount of moisture in the air. The higher the dew point temperature the higher
the moisture content of the air. This measurement includes both temperature and
humidity at the same time.

3.2

STATISTICAL MODEL
In this section of the thesis, the justiﬁcation behind the model selected as well as

the description and deﬁnition of the statistical model will be provided in detail.
Since the purpose of this thesis is to extract relationships of the data, the statistical model is chosen not only for predictive or goodness-of-ﬁt accuracies, but also for
the ease of interpretations. Non-parametric models such as ANN and SVM, though
powerful in their predictions, are hard to interpret compared to parametric statistical
models such as MLR. Both MARS and GAMS are natural extension of MLR, since
they relax some assumptions in MLR such as linearity between response and predictors and normality of the residuals. Both models still preserves the additive aspects
of MLR which help with relatively easy interpretation and statistical inferencing.

3.2.1

SUPERVISED STATISTICAL LEARNING

The primary focus of this thesis is to leverage statistical learning theory in order to
approximate the response variables (e.g., water and energy demand) as a (non-linear)
function of various climatic, geographical and socio-economical predictors.
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There are two types of learning in statistical learning theory: supervised and unsupervised learning. In unsupervised learning, such as Principal Component Analysis
(PCA) or clustering, the primary goal is to capture the interactions and relationship
between the predictors. There is no evaluation metric that determines the optimal
model since there is no response variable, unlike supervised learning. In supervised
learning, the observed response variables guide the learning process and the goal is
to predict the response variable, given a set of predictors. The general formulation of
supervised learning is as follow:

y = f (X) + 

(3.1)

Within supervised learning, there are two types of models: parametric and nonparametric models. An example of a parametric model is linear regression:

y = β0 +

n
X

βi xi + i

(3.2)

i=1

It is parametric as there are coeﬃcients that need to be estimated to get an
approximate value of y. In parametric models, there are there are several assumptions related to the distribution of the response variable and the errors, and how
the response variable is related to the predictors. Such assumptions make it easy to
approximate the unknown function. However, unlike parametric models, there are
not functional assumptions in parametric models. Instead, data is leverages in novel
ways to approximate the unknown (and complex) function f
However, in approximating any function, there will be some errors. Denote fˆ(x) as
the estimated function based on a statistical model and f (x) as the actual (observed)
value,
Err(x) = E[(f (x) − fˆ(x))2 ]
= E[f (x) − E[f (x)]]2 + E[fˆ(x) − E[fˆ(x)]]2 + (E[fˆ(x)] − f (x))2
= σ2 + V ariance + Bias2
(3.3)
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where bias error is due to the diﬀerence between the average of the estimated
value and true mean, variance error is due to the diﬀerence between the expected
value of estimate from its mean, and lastly ’irreducible’ error, σ2 , is the error that
exists in nature of the experiment that cannot be reduced no matter how the model
has improved.

Fig. 3.4. Bias-Variance Trade-oﬀ Plot [46]

Typically, as shown in Figure 3.4, the trade-oﬀ between variance and bias is a
function of the complexity of the model. For a single stump decision tree, it is a
simple model and as such, it is high in both variance and bias error. However, as
the decision tree is over grown and not pruned, it increases in complexity due to
its depth. As a result, a deep and unpruned decision tree is low in bias but high
in variance. The selection of model complexity is dependent upon on the objective
of the modeling: inference (descriptive) modeling or predictive modeling. The goal
of descriptive modeling is to explain the relationship between the set of predictors
and response variable, and a statistical model that is low in bias is preferred. The
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model that is low in bias is able to explain the variance in response, given the set
of predictors. The majority of the existing literature on energy and water demand
analysis have predominantly relied on descriptive modeling. However, for prediction,
a model with both low bias and low variance is preferred [47]. As a result of the
bias-variance trade-oﬀ, a model that is good for inference does not necessarily yield
good predictions. Out of sample cross validation is usually leveraged to balance the
bias-variance trade-oﬀ and minimize the model’s generalization error [48].

3.2.2

MULTIPLE LINEAR REGRESSION (MLR)

Linear Regression is one of the most popular statistical models used in research
due to its ease on ﬁt and interpretability. The generic linear regression equation is
deﬁned as follow:
y = β0 +

n
X

βi xi + i

(3.4)

i=1

where y is the response variable of interest and xi are the predictors. βi is unknown
Pn
2
and estimated using the least squares: RSS =
i=1 (yi − (β0 + βi xi )) where we
minimize the objective function to get the best linear ﬁt. There are four main assumptions in linear regression: the normality of residuals, independence of residual,
linearity between the dependent and independent variables and lastly homoscedasticity. Any violation of these assumptions would make the linear model unﬁt for the
data though there are treatments that can be done depending on which assumptions
are violated.

3.2.3

GENERALIZED ADDITIVE MODEL (GAM)

It is hard to make the assumption that the predictors and response variables are
always linear in real-life data. However since MLR are relatively simple to ﬁt and
interpret, we naturally want to relax that assumption while maintaining its additive
aspect. Generalized Additive Model developed by Hastie and Tibshirani in 1986 is

24
a natural extension to MLR. GAM becomes a non-parametric model with a locally
parametric smoothing function for each of the predictor deﬁned as:
yi = β 0 +

n
X

fj (xij ) + i

(3.5)

j=1

where fj (xij ) is the smoothing function [48]. Each of the predictors can have diﬀerent smoothing function depending on how it relates to the response variable. Such
common smoothing functions are splines and polynomials of various degree.

3.2.4

MULTIVARIATE ADAPTIVE REGRESSION SPLINES (MARS)

MARS is a non-parametric piecewise linear basis functions developed by Friedman
in 1991 as an generalization to MLR and a modiﬁcation to simple classiﬁcation tree.
MARS is deﬁned as:
f (X) = β0 +

n
X

βj gj (X) + i

(3.6)

j=1

where gj (X) = {(X − t)+ , (t − X)+ } is a function in form of piecewise linear basis
function with knot t, or the product of two or more such functions. The coeﬃcients βj
are estimated by minimizing the residual sum of squares given the choices of gj (X) [48]
⎧
⎪
⎨x − t x ≥ t
(X − t)+ =
⎪
⎩0
otherwise
and
(t − X)+ =

⎧
⎪
⎨t − X

x≥t

⎪
⎩0

otherwise

The model building process automatically determines the knots at which t is split
using X through the forward stepwise regression. MARS performs especially well
with high dimensional problem.

25
3.2.5

RANDOM FOREST(RF)

A single regression tree is grown by splitting of the data recursively into nodes. In
growing regression trees, the best splits are chosen such that the sum of squared errors
within nodes are minimized. The data is split until each terminal node contains no
more than a certain minimum number of records. The mean value is then assigned to
the terminal nodes. To avoid over-ﬁtting, the tree is subsequently pruned. Regression
trees are low in bias, especially if they are deep, since the tree structure captures the
variance of the data well so that the estimated mean is close to the true mean [48].
Deep trees are, however, unstable, and generally high in variance. They are not
robust to outliers, making the method unsuitable for noisy data. The issue of high
variance is addressed by leveraging ensemble model averaging as a variance reduction
technique. The ensemble, tree based models are generally robust to outliers and yield
strong predictive power. In order to remedy this high variance, bagging (bootstrap
aggregating) is introduced to lower the variance in prediction. By combining idea of
regression tree and bagging, Random Forest is created.
Random forest is an ensemble decision tree based method developed by Breimann
in 2001, can be represented as:
F (X) =

1

n
tree
X

ntree

i

Ti (X)

(3.7)

Where ntree is number of trees grown in the model F (X) and Ti (X) is the single
decision tree grown by bagging a subset of randomly picked predictors and training
the tree using bootstrap samples [49]. The output of F (X) for regression trees will be
the average of output of the data trained on the diﬀerent trees while for classiﬁcation it
will be the mode of the misclassiﬁcation error. With training the data using bootstrap
sample of the dataset, it is diﬃcult to ﬁnd the accuracy of the model. The estimation
of prediction error can be calculated using the out-of-bag (OOB) error (i.e. data that
is not being used to train the tree) which is deﬁned as
M SEOOB

B
1 X
=
(yij − ŷij )2
B j=1

(3.8)
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where B is the number of bootstrap samples taken, i from 1 to n is the number of
observation from B bootstrap samples, yij is the j th out-of-bag data and ŷij is the
ﬁtted data from the tree with j th training data [50].

3.2.6

MULTIVARIATE REGRESSION TREE BOOSTING (MVTBOOST)

MVTBoost is a multivariate (multiple response) tree method developed by Miller
et al. as a diﬀerent approach than bagging in Random Forest. Similarly to bagging,
boosting is an ensemble technique to improve prediction and ﬁt of the model by adding
more weights on the poor performed trees and less weight on the well performed trees
and gradually improve the performance.
MVTBoost methods seek to maximize the covariance explained by between predictor and response variable deﬁned as:
Dm,q = ||Σ̂(m−1) − Σ̂(m−q) ||

(3.9)

Where D is a discrepancy matrix, where Σ̂(m−1) is the covariance matrix at step m
and Σ̂(m−q) is the covariance matrix with response q [51].

3.3

INFERENCE FOR NON-PARAMETRIC MODEL
Inferences with parametric model such as linear regression are rather straight

forward since the parameters βi are estimated for each of the predictors. One can
look at the βi to look at the eﬀect of unit change of xi in the response variable. The
challenge with non-parametric model is that inferences can be diﬃcult due to the
absence of those parameters.

3.3.1

VARIABLE IMPORTANCE

Breiman et al. (1984) proposed a method to measure the important variable for a
single decision tree since not all predictors equally explain the changes in the response
variable.
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ι2l (T )

=

J−1
X

î2t I(v(t) = l)

(3.10)

t=1

where J is the number of internal nodes of a single decision tree, î2t is the improvement of sum of square error given the predictor Xv(t) . For an ensemble trees,
the eﬀect of each predictor is averaged across the diﬀerent trees [48].

3.3.2

PARTIAL DEPENDENCE PLOT

While the variable importance only shows the variable that contributes most to
the change in the response variable, it does not describe the nature of that eﬀect.
Friedman (2001) developed partial dependence plot to look at the average marginal
eﬀect of a single predictor on the response variable. Given a set of predictors S =
X1 , ..., Xp and C be the complement to S such that S ∪ C = X1 , ..., Xp the partial
dependence of XS is given by,

fS (XS ) = EXC [f (XS , XC )]

(3.11)

Where fS (XS ) represents the marginal eﬀect of XS on f after taking the average
of all the other variables XC [48].

3.4

MEASURE OF MODEL PERFORMANCE
In order to evaluate the performance of diﬀerent models, we will deﬁne a number of

measurement to determine the best model. Both R-squared and Fit error measures
how well the model explains the variation of the training data. While the goodﬁt-of data indicates good results in inferencing, it does not necessarily indicate the
predictive accuracy of the data due to the case of over-ﬁtting. Since future data is
not always available, as the case for both USGS Water Usage data for 2015 and also
RECS data for 2015, there needs to be some kind of proxy that will help determine
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the accuracy of our model. Cross-validation is a measurement of error by using the
available data and split it into training and test data; using that as future data.

3.4.1

R-SQUARED and FIT ERROR

The R-squared and residual error of ﬁt is the common method to measure the
model performance. The R-squared is deﬁned as:
R2 = 1 − SSE/SST

(3.12)

Pn

(yi − ŷi ) is the sum of square of error, the error that the model
P
is unable to explain, and SST = ni (yi − ȳ) is the total of sum of square error of the
Where SSE =

i

data. The R-squared will be able to tell us how much the model is able to explain
the changes in y given the predictors.
The ﬁt error is simply SSE where we will be able to compare how closely the
model is ﬁtting the data.

3.4.2

CROSS-VALIDATION ERROR (CV Error)

While R-squared measures the how well it ﬁts the data, it does not generalized to
how well the data will perform in the new dataset. A model that has high R-squared
but performs poorly for prediction is a sign of over-ﬁtting of the model. Though this
trade-oﬀ will be decided depending on the main objective of building the statistical
model: inference or prediction. For the purpose of this thesis, the model will be
selected for both inference and prediction.
CV is a common method to evaluate the predictive performance of the model due
to unavailability of the new (or future) data. The idea of CV is using the available
(training data) and split the data into training dataset where it is used to build and
train the statistical model while test data is used to evaluate the model. However,
doing it only one time might result in bias selecting the part of training data and
do not give a good indication of how well the model performs. In order to alleviate
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the problem, cross-validation suggests repetition of the splitting which results in two
types of cross-validation: k-fold cross-validation and Leave-one-out Cross-validation
(LOOCV). The main diﬀerence between the two types are the sampling size. When
K = N where N is the total number observation, K-fold CV becomes LOOCV.

Fig. 3.5. Partitions of data used for training and testing. At 3rd
iterations, 3rd block of data used as testing while the rest is used as
training data

K-fold cross-validation suggests splitting the data into k parts, and for the k th
part that is split, it is used as test dataset and the other part of the dataset that do
not include the k th part is used as training set as shown in the ﬁgure 3.5.
The CV-error is then deﬁned as:
K
1 X k(i) ˆ−k(i)(xi ) 2
CV =
(y − f
)
K i=1

(3.13)

where fˆ−k is the ﬁtted model without the k th block of data set and y k is the response
of the k th block of data. While the choice of K is open for debate, the typical ruleof-thumb choice of K are 5 or 10 [48]
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4. RESULTS
4.1

WWATER USAGE ANALYSIS
Table 4.1 summarizes the performance of the diﬀerent statistical methods used

to ﬁt the water usage analysis using USGS water withdrawal and the 13 predictors
described in Section 3.1.1. Mean only model uses the mean of water usage and predicts
the usage. This serves as the baseline of model performance. Prior to discussing the
results, the hypothesis is that Random Forest will outperform all other statistical
models. For obvious reason, Random Forest will outperform MLR due to the fact
that there are many non-linear relationships between the response and the predictors.
While GAM relaxes the linearity assumptions of MLR by allowing transformation on
individual Xi using smoothing splines, it tends to over ﬁt and has limitation over
large numbers of predictors. While MARS could be a close contender to RF, as seen
too in Table 4.1, it is still high in variance due to the number of basis functions that
is used especially in high dimension dataset. In addition, there is a component of
randomness in random forests in selecting predictors at each split node. This allows
predictors that are less strong to be considered unlike MARS.
The table shows that RF outperforms all other models both on how well it ﬁts the
data and also the predictive accuracy. In addition, analysis of variance test reveals
that the diﬀerence between MARS and RF are statistically signiﬁcant with p-value
≤ 1.229e-13. Thus the ﬁnal model chosen for the analysis is random forest.
Figure 4.1 shows the important variables that explain the changes in water usage.
The variable importance plot indicates the drop in performance in terms of out-ofsample predictive performance. According to the plot, irrigated farmland percentages,
production of coal, and HDD are the top three variables that explain the changes in
total water usage per capita in the USA. From initial observation of just total water
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Table 4.1.
Summary of Statistical Model Performance
Model

R2

Mean-Only

-

2.60

2.62

MLR

0.57

1.71

1.84

GAM

0.61

1.62

1.72

MARS

0.85

0.99

1.40

RF

0.97

0.47

0.98

Fit - RMSE LOOCV RMSE

withdrawal per capita, one might expect that Energy Generation shows up as an
important variable since over 40% of water withdrawal in used for thermoelectric
power plant. Figure 6.2 indicates that the amount of electricity generated does not
have great eﬀect on water usage due to non-consumptive water; Water is being reused
multiple times in the thermoelectric power plant
However, socio-economic variables such as income and education (W.BS) and the
average gross state product appear to be less critical in predicting state-level, per
capita water withdrawal. This is due to the fact that socio-economic factors are most
predictive of residential water withdrawal which comprises only a small fraction of
the total water withdrawal in the U.S. Interestingly, precipitation (measure of total
rainfall in mm) was identiﬁed to be more predictive of the variance in the response
variable than SPI (standardized precipitation index) which is more indicative of statelevel drought conditions. Moreover, CDD seems to be a less signiﬁcant predictor
compared to HDD.
In order to understand the association between the top most important predictors
and our response variable (per capita water withdrawal), partial dependence plots
were examined.
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Fig. 4.1. Random Forest Variable Importance Plot for Water Usage Analysis

Percentage of Irrigated Farmland
Percentage of irrigated farmland shows up as the most important variable in Figure 4.1. This is not surprising since irrigation is the second water usage withdrawal.
The hypothesis for the eﬀect of percentage of irrigated farmland is that the larger the
percentage of irrigated farmland the more water is used. The ﬁgure 4.2 describes the
positive eﬀect of percentage irrigated farmland size on per capita water withdrawal;
with larger irrigated farmland being associated with higher water withdrawal intensity. This is intuitive, as the U.S. agricultural sector accounts for a signiﬁcant fraction
of total water consumption. As expected, states such as Nebraska and Arkansas lie
at the extreme right end of the graph due to their large irrigated agricultural land.
Nebraska is ranked ﬁrst in the U.S. in terms of total irrigated acres of land, and
has seen rapid expansions of irrigated farmland in recent years. It is located on the
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Fig. 4.2. Partial Dependence Plot between fraction of irrigated farmland and total per capita water withdrawal. The red lines indicate
95% conﬁdence intervals.

Ogallala Aquifer which is among the largest in the world, and makes heavy use of
groundwater for farming and irrigation. In fact, most of the irrigation in Nebraska
(and eﬀectively all of the more recent expansions in irrigated farming) is pumped
from the High Plains (a.k.a Ogallala) Aquifer. Arkansas, the number one producer of
rice in the U.S., also lies at the extreme right end of the table, which is not surprising since rice is among the most water-intensive crops. It is interesting to note the
step-function jump from states such as Delaware to California. This could suggest
that the crops grown in Delaware are mostly corn, soybeans, and wheat-based. Such
crops are less water intensive than the crops grown in CA (mainly nuts, and fruits).
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Fig. 4.3. Partial Dependence Plot between Coal Production and total
per capita water withdrawal. The red lines indicate 95% conﬁdence
intervals.

Coal Mining
As mentioned earlier in the data section, coal production was used as a proxy for
mining. We assumed coal to be a reasonable proxy for mining, since it is the biggest
mining industry in the United States and generates more revenue than other mining
industries. The hypothesis for this variable is that water usage will increase with the
increase of coal production. Figure 4.3 indicates that coal mining is a water-intensive
industry, with more coal production associated with a higher demand for water. This
is not surprising since in coal mining, water is generally used during drilling to prevent
sparks that might ignite ﬂammable gases. Water is also used to keep coal debris down
in order to protect the health of miners. The states with most intensive coal mining
practices are Wyoming and West Virginia.
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Heating degree days (HDD)

Fig. 4.4. Partial Dependence Plot between Heating Degree Days and
total per capita water withdrawal. The red lines indicate 95% conﬁdence intervals.

Heating degree days (HDD) measure the diﬀerence between average air temperature and an arbitrarily chosen standard baseline temperature (typically 65 F in the
US) to which the built environment would be heated on cold days. Annual HDD measures the time-integrated variation over a year between the average daily temperature
and the baseline comfort temperature. The hypothesis for HDD is that water usage
will be used less due or on averaged since there is no irrigation during the winter.
Interestingly, there seems to be a subtle, positive association between heating degree
days and water withdrawal, with a sudden jump past HDD of 3000 as seen in Figure
4.4 which is mostly associated with the states located in the North-Central parts of
the U.S., such as North Dakota, Minnesota, Wyoming and Montana. One possible
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hypothesis for this positive association could be that many of the colder states tend
to use sprinklers to protect their crops from spring freeze.

4.2

RESIDENTIAL ELECTRICITY DEMAND ANALYSIS

Table 4.2.
Summary of Statistical Model Performance
Model Performance Measure North East
MLR

RF

Midwest

South

West

R2

0.4021

0.3947

0.2966 0.3239

Fit-RMSE

2.5242

3.8620

4.3553 3.8524

10-Fold CV RMSE

2.6985

4.0397

4.5062 4.5000

R2

0.8852

0.8902

0.8777 0.8806

Fit-RMSE

1.1055

1.6444

1.8157 1.6183

10-Fold CV RMSE

2.6532

3.9049

4.4785 3.7902

The Table 4.2 summarizes the diﬀerent models that is used to ﬁt the data. Linear
models are used here as they are common methods used in the literature. However, the
linear models are not suﬃcient to capture the nonlinear relations that exist between
the predictors and the response variables. In addition, there are multicollinearity that
exist between the predictors that will mask the true eﬀects of the predictors. The
results of R2 as well as ﬁt RMSE shows that Random Forest is able to explain the
relationship between the predictors and response variables much better than the linear
model. Thus random forest is chosen as the ﬁnal model since it is able to capture the
nonlinear relationship and is a signiﬁcant improvement on the model ﬁtting. However,
we see that the 10-fold CV error for areas such as Northeast, Midwest and South are
not statistically diﬀerent while it is for the West. This means that for predictions in
the three regions, both MLR and RF perform similarly.
Figure 4.5 above summarizes the 10 important variables of each region. As shown,
we can see that there are variables that constantly appear in the four regions but there
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(a) North East Variable Importance

(c) South Variable Importance

(b) Midwest Variable Importance

(d) West Variable Importance

Fig. 4.5. The plot of important variable for four diﬀerent region

are also variables that only appear in certain regions. For instance electricity cost is
constantly among the top 3 important variables for all four regions. While Northeast
and South are more climate sensitive compared to West and Midwest. The variables
above can be categorized into six diﬀerent factors: Socioeconomic, Building Envelope,
Climate, Housing Characteristic, Appliances and Behavior.

Electricity Cost
Electricity cost shows up among top 3 in four regions. The hypothesis for the
electricity cost is that the increase in cost will decrease the electricity used.
Figure 4.6 shows the eﬀect of electricity cost in four diﬀerent region. For Northeast,
Midwest and South regions, the more expensive electricity cost deters the use of
electricity. However we see an interesting pattern in the western region. Though
up until $0.12/KWH the consumption is similar to the other three regions, as price
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(a) North East

(c) South

(b) Midwest

(d) West

Fig. 4.6. Partial Dependence Plot between Electricity Cost and Residential Electricity Consumption of four diﬀerent region. The red lines
indicate 95% conﬁdence intervals.

increases do not deter the use of electricity. This could be attributed to the wide
climate variability in the west ranging from cold and dry like Washington to hot and
arid like Arizona. Furthermore, primary heating equipment in the west uses heavily
on electricity than the other region.

Climatic Sensitivity
The hypothesis for CDD and HDD is that in warmer states such as the southern
state will use more electricity for cooling homes while in colder states there will be less
use of electricity since the primary heating equipment in the united states is natural
gas. The Figure 4.7 shows the climatic eﬀect on electricity consumption in South and
West regions. As hypothesized, both South and West are sensitive to hot weather
as both Figure 4.7(a) and 4.7(c) show an increasing trend as the CDD increases. In
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Figure 4.7(b) the South since it is located in a more humid and hot climate, there is
less need to heat up homes during winter. While in the West, HDD have more eﬀect
as temperature varies greatly during winter.

(a) South CDD

(b) South HDD

(c) West CDD

(d) West HDD

Fig. 4.7. Partial Dependence Plot between Electricity Cost and Residential Electricity Consumption of four diﬀerent region. The red lines
indicate 95% conﬁdence intervals.

4.3

RESIDENTIAL WATER-ENERGY NEXUS ANALYSIS
Extending the methods from the previous section (water and energy), three ran-

dom forest models are ﬁtted to three diﬀerent responses: residential water usage,
residential electricity consumption, and residential natural gas consumption.
The plot above indicates how each individual predictors contribute to the single
response variable. However, it is missing the interaction between the responses. For
example, since average dew point temperature plays an important role in all three
responses but how proportion of average dew point temperature explains in relative
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to all responses? Does average dew point temperature explain more changes in water
usage? compared to the other responses or vice versa?
In order to ﬁnd out the interaction of the responses with the predictors together,
there is a need to extend the model into a multivariate response model, MVTBoost.
Table 4.3.
Summary of MVTBoost Performance on Three Diﬀerent Responses
R2

Fit-RMSE

Residential Water Usage

0.8204225

4.130359

Residential Electricity Consumption

0.9431552

2.323845

Residential Natural Gas Consumption

0.8970087

3.127967

Before comparing the important variables of RF with MVTBoost, we look at the
result achieved from ﬁtting the MVTBoost model are shown in the Table 4.3. The
model shown a good result of R2 above 80%.

Fig. 4.8. Heatmap of Relative Inﬂuence between predictors and response variable

Figure 4.8 is the heat map of the three random forest models ﬁtted on individual
responses while Figure 4.9 is the heat map of the single MVTBoost model ﬁtted on
the three responses. As observed, the results show diﬀerent eﬀects when considered
individually and when they are observed together. While there are some factors such
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Fig. 4.9. Heatmap of Three Random Forest Models (single response)
variable Importance

as Coastal and SPI that are consistent in both random forest and MVTBoost models,
factors such as average dew points in summer and in winter show diﬀerent results
when all three responses are considered. As for the case in summer, natural gas is
observed to be an important variable in the random forest model in explaining the use
of residential natural gas while in MVTBoost, when other responses are considered,
average dew point in summer does not explain much in the use of natural gas. This
demonstrates the relationships that exist within response variables.
Next, the ﬁgure summarizes how the predictors contribute to the response variable
while considering the interactions between the responses. From the plot, the location
of Coastal regions has the greatest eﬀect on residential natural gas consumption but
not on electricity and water consumptions, while Average Dew Point Temperature
in Summer aﬀects residential electricity consumption and almost not on natural gas
consumption. Factors such as urbanization, aﬀect both consumption of electricity
and usage of water.
In order to understand how each of these predictors is aﬀecting the response,
partial dependence plot of each of the responses will be explained next.
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Dew Point Temperature in Summer (F)

Fig. 4.10. Partial Dependence Plot between Average Dew Point Temperature in Summer and three responses. The red lines indicate 95%
conﬁdence intervals.

The two red lines in partial dependence plot Figure 4.10 represent the 95% lower
and upper bound while the black lines represent the average DWPT. The Y-axis
represents the range of each response variable that has been standardized since the
units of the three response variables are diﬀerent.
Figure 4.10 shows colder DWPT states during summer. States such as Nevada,
Utah, and Idaho tend to use more water than average (= 0) while in higher DWPT
states like Texas, Florida and Louisiana use more water. This could be attributed
to the fact that in states like Nevada, Utah and Idaho with a much drier summer
compared to Texas and Florida, there is a need to water the lawn more often.
On the other hand, we see the opposite eﬀect for residential electricity consumption. As DWPT increases we see a steep increase in electricity consumption at around
63-65F. The extreme right end of DWPT are states that are located in the subtropical area where it is hot and humid which results in increase in electricity while in
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states that are . With DWPT, we see not only the eﬀect of temperature but also how
humidity plays a part in aﬀecting electricity consumption.
However, DWPT does not aﬀect how residential consumers use natural gas. This
is because natural gas is mainly used to heat homes and there is no need to heat up
homes during the summer.

Coastal

Fig. 4.11. Partial Dependence Plot between Coastal and three responses

Figure 4.11 suggests that there are no diﬀerences in water usage and electricity
consumption across diﬀerent coastal status; both are consumed on average. However,
we could observe that states next to the Great Lakes consume a higher than average
amount of Natural Gas. Land-locked states consumptions are slightly above average
while states located next to Atlantic Ocean, Gulf of Mexico and Paciﬁc Ocean consume less than the average amount. States adjacent to the Great Lakes and land
locked regions are mainly located in the Midwest where Natural Gas is preferred as
a heating fuel [52], additionally homes in the Midwest are generally larger on average
compared to other regions.
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Urbanization
Figure 4.12 suggests that in states with high urban populations, people tend to
use less water and electricity compared to less urban areas. However, we see that for
both water and electricity consumptions, up until states with 83% urban population,
water usage and electricity consumption are about average. In states that are highly
urbanized (above 90%) we start seeing that water usage and electricity consumption
per person is 0.5 standard deviation less than average. In highly urbanized states
like California, Nevada, Utah, Florida, Massachusetts, New Jersey and Rhode Island,
electricity costs are expensive. As we have observed similar results in RECS dataset,
the price of electricity can deter the ineﬃcient use of electricity and promote conservation. On the other hand even though water price in these states are higher than
the rest of the country, residential water demand is often inelastic with respect to
price [53]. Though water is more expensive in urbanized areas than less urban areas,
homes in urban areas tend to be smaller and have small lawns. As a result, water
usage per capita decreases in highly urbanized states.

Fig. 4.12. Partial Dependence Plot between Urban Population Percentage and three responses. The red lines indicate 95% conﬁdence
intervals.

45

5. CONCLUSION
This thesis presented how ﬂexible, non-parametric statistical models could be leveraged for both statistical inferencing and prediction. In other words, we presented how
non-parametric supervised learning models could be used at various scales to approximate complex response functions (e.g., energy and water demand) as a non-linear
function of (high-dimensional) relevant independent variables. Identifying the key
predictors of the response variables of interest helped characterize the variables that
contributed most to explaining the response variable (e.g., energy or water demand),
which is important for policy analysis. Moreover, we showed how partial dependence
plot can be leveraged to assess the eﬀect of the predictors on response variables in
non-parametric models. Through the partial dependence plots, one can indicate the
thresholds(step function) at which the predictor is inﬂuencing the response variable.
For instance, the partial dependence plots of the irrigated farmland percentages on
water usage showed step function jumps in water use, for farmland percentages of
around 6% and 10% which was attributed to the types of crops planted in California
and also the size of irrigated agricultural land in Nebraska and Arkansas.
In addition, this thesis presented the use of non-linear and non-parametric multivariate regression trees method in the attempt to explore the nexus in residential
water and energy demand as a function of climatic, socio-economic and geographical
variables.
Discovering the threshold and the missing relationship between predictors and
response variable play important roles in indicating what these stress-points are that
contribute to the consumption of critical resources such as energy and water. This
process can be challenging due to the complex relationships that these variables have
with each other.
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In conclusion, this thesis has highlighted the power of ﬂexible statistical methods
for both prediction and statistical inferencing.

Future Works and Limitations
This thesis is not without limitations. The choice of predictors for water and
water-energy nexus analysis are mainly as a result of diﬃculty in obtaining more
gradual and representative data. However, this models could be a framework for
future research to add other predictors of interest and change the scale of the analysis.
For example, ﬁnding a proxy variables for water law or water policy and assessing
the impacts of various policies on water usage data could be very interesting.
In addition, one of the goals of the thesis was to build an accurate predictive
model. However, validation with more recent data has been hard since the USGS
Water Withdrawal Data for the year 2010-2015 is not yet made available; the data
was scheduled to be released last year, the release is now delayed until 2018. Moreover, the RECS 2015 data has not been completely released either. The electricity
usage and cost data are still missing and are projected to be released in Spring 2018.
Furthermore, there has been changes to the way the most recent data is sampled.
Some variables that have were used in RECS 2009 are either not available in the new
dataset or the aggregation scales and levels have been changed in RECS 2015. With
these changes in predictors, there is a need to rebuild the RECS 2009 model in order
to validate the prediction for the 2015 dataset.
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6. FIGURES
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Fig. 6.1. Scatter plot of Water Analysis Dataset
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Fig. 6.2. Partial Dependence Plot between Energy Generation and
total per capita water withdrawal. The red lines indicate 95% conﬁdence intervals.
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