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Abstract
Linear regression models with vague concepts extend the classical single equation linear regres-
sion models by admitting observations in form of fuzzy subsets instead of real numbers. They have
recently been introduced [cf. Krätschmer, Induktive statistik auf basis unscharfer meßkonzepte am
beispiel linearer regressionsmodelle, Unpublished Habilitation Monograph, Faculty of Law and Eco-
nomics of the University of Saarland, Saarbrücken, 2001] to improve the empirical meaningfulness
of the relationship between the involved items by a more sensitive attention to the problems of data
measurement, in particular the fundamental problem of adequacy. The parameters of such models
are still real numbers, and a method of estimation can be applied which extends directly the ordinary
least-squares method. This paper deals with some ﬁrst asymptotic properties of estimators obtained
by the method. Firstly, strong consistency will be shown, and secondly, the convergence rate will be
investigated. The later result will be the starting point for a future study which will calculate the limit
distributions of the estimators.
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0. Introduction
It is common knowledge in the literature of economical statistics that much of the pub-
lished statistical data has to be treated very carefully. In his classical work “On the accuracy
of economic observations” (cf. [22]) Morgenstern has gathered a lot of material which
describes the errors and problems someone is faced with when interpreting or processing
statistical data in economical contexts. They are founded in the principle difﬁculties each
process of measurement is confronted with. In particular the data are affected by measure-
ment errors. Part of the econometric literature takes the logical step to implement defected
dependent and explanatory variables into regression models. This leads to the so called
regression models with measurement error (see the monographs [2,7]). The initial idea is to
start with a regression model consisting of latent variables. They can only be observed by
measurement variables which are modelled as random variables. Then the latent variables
were substituted by the respective measurement variables preserving the functional rela-
tionship. This line of reasoning is consistent since it takes the quality of the data underlying
many regression models into account. E.g. measurement errors are present in each labour
market model based on data by Eurostat, the statistical ofﬁce of the european commission,
because the data are emerged from sample surveys. Samples are in fact only information
from subpopulations, and it is reasonable to assume errors in the data dependent on the
randomly chosen samples, suggesting the terminology of random errors. Therefore it is
consequent to represent the variables of regression models by random variables.
However, randomness is only one problem of measurement. Taking up the example of
labour market models based on data by Eurostat, the used numbers may additionally be
incorrect due to possible false statements by the respondents to the questionnaire. That
means that independently of randomness each data measurement has to be aware of the
difﬁculty to perceive the true results exactly. This uncertainty of measurement may be
called epistemic vagueness, using terminology by Gebhardt et al. (cf. [8]). More seriously,
little attention is payed to the problem to initialize a process of measurement with a proper
deﬁnition of the statistical item. In the older german statistical literature it had been pointed
out that this means a delicate transformation of a theoretical notion into a statistical one
leading to the problemof adequacy (cf. [9,10,21]). The crucial question is how tomeasure an
item adequately?As an illuminating example the item labour force could be mentioned. The
economic term has to be redeﬁned by some indicators and boundaries which represent in an
appropriate way the original idea. That is not an easy task, boundaries tend to be arbitrary
and restrict, reducing very heterogeneous kinds of employment to a common denominator.
The well established labour force concept used by Eurostat illustrates the critics, deﬁning
those persons to be employed who work for pay at least 1 h a week. In effect many economic
items are vague in character, which leads to the aspect of physical vagueness within the
terminology of Gebhardt et al. (cf. [8]).
In order to be more realistic regression models should integrate randomness and physical
as well as epistemic vagueness of the data basis. Improving classical approaches, regression
models with measurement errors take randomness into consideration but neglect the other
difﬁculties. So it seems to be desirable to extend the framework of regression models. The
so called linear regression models with vague concepts (cf. [14,18]) might be regarded as
a ﬁrst step for a more general exposition. The crucial point is to represent the observations
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of the variables in form of fuzzy subsets of R instead of real numbers. This increases
the opportunities to measure economic items and might improve the consideration of the
problem of adequacy. E.g. expressing numbers of employed persons by fuzzy subsets,
enables us to use amore ﬂexible concept tomeasure labour force by turning over to different
grades of employment dependent on the working hours and amount of wages. In general,
the borders of the classical theory of measurement may be crossed by admitting data in
form of fuzzy sets, using so called vague concepts (cf. [14]). Linear regression models with
vague concepts are extensions of the classical single equation linear regressionmodels. They
change the data representation of the involved variables but not their functional relationships,
which depend on real-valued parameters.As in the classical single equation linear regression
models the regressors are assumed to be ﬁx.
For the estimation of the vectors of parameters of linear regression models with vague
concepts a method has been introduced called least-squares estimation since it extends
directly the method of ordinary least-squares estimation. This paper deals with the strong
consistency of this least-squares estimation. Additionally, a result concerning the rate of
convergence will be presented, which will be the basis to investigate the limit distributions
of the least-squares estimators in a forthcoming paper.
The paper is organized as follows. We will start by providing the reader with some
elements of a probability theory in sample spaces of fuzzy sets. In particular several math-
ematical structures are gathered: Topology, metric, -algebra and a semilinear structure.
Afterwards we will introduce in Section 2 the announced linear regression models with
vague concepts, and we will establish the statistical setting for the parameter estimation.
Additionally, some important analytical properties of the regression functions will be sur-
veyed. In Section 3 we will present the method to estimate the (crisp) parameter vectors of
the linear regression models with vague concepts which immediately extend the ordinary
least-squaresmethod, suggesting to take over the name. Section 4 is devoted to the statement
of our main results, namely the strong consistency of the least-squares estimation and the
convergence rate. They will be proved sequentially in the Sections 5 and 6. Some auxiliary
results are shown inAppendix A, whereas a useful, general strong law of large numbers by
Hoffmann-Jorgensen will be documented in Appendix B.
1. Notations and preliminaries
Let (X, ) be a topological space. The topological closure of some subsetA ofX is denoted
by cl(A), the Borel subsets of X w.r.t.  are gathered by the -algebra B(X). In the case of
X = Rk we shall exclusively deal with the standard topology, and we shall use the symbol
B(Rk) instead of B(Rk).
Within this paper the Euclidean norm ‖ · ‖ on Rk is ﬁxed, and {e1, . . . , ek} stands for the
standard basis of Rk. The Euclidean unit sphere S0 := {−1, 1} in R will be equipped with
the relative topology S0 of the standard topology on R, which coincides with the powerset
P(S0) of S0.Additionally S
0
denotes the unit Lebesgue–Borel measure on S0, that is S
0
is a probability measure on P(S0), determined by S
0{−1} = S0{1} = 0.5. Furthermore
[0, 1] will be regarded as a topological subspace of R with topology [0,1].
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In the following we shall use the notation L2([0, 1] × S0) for the L2-space over
([0, 1] × S0,B[0,1]([0, 1]) ⊗ P(S0), 1 ⊗ S
0
), where 1 ⊗ Sk−1 indicates the product
measure of 1, the Lebesgue–Borel measure on [0, 1], and S0 . This product measure is
deﬁned on the product -algebra B[0,1]([0, 1]) ⊗ P(S0) of B[0,1]([0, 1]) and P(S0). The
members of L2([0, 1]×S0) are the equivalence classes 〈f 〉 of real-valued functions f which
are 1 ⊗S0 -integrable of order 2. L2([0, 1]×S0) is a vector space overR, which is usually
equipped with the Euclidean scalar product
(· | ·)2 deﬁned by(〈f 〉 | 〈g〉)2 :=
∫
fg d1 ⊗ S0 .
The induced norm ‖ · ‖2 is the well-known L2-norm, and (L2([0, 1] × S0),
(· | ·)2) is a
separable Hilbert space.
As an important tool we will draw on the fuzzy set theory introduced by Zadeh (cf.
[26]; for basic concepts see also [4]). By deﬁnition a fuzzy subset A of Rk is the graph of
a mapping A ∈ [0, 1]Rk called the membership function. Each fuzzy subset A of Rk is
uniquely determined by its -cuts [A] := −1A ([, 1])( ∈]0, 1]) via
A(x) = sup{ ∈]0, 1] | x ∈ [A]} for every x ∈ Rk.
If we want to perform statistics with data in form of fuzzy subsets of Rk, it is customary to
consider the space F(Rk) which gathers all the fuzzy subsets A of Rk with nonvoid convex,
compact -cuts [A]( ∈]0, 1]).
In the context of linear regression models we shall restrict ourselves to F(R). Applying
Zadeh’s extension principle (cf. [27] or [4]) we can deﬁne on F(R) a semilinear structure
{+, · |  ∈ R}. It is inherited from Minkowski’s operations on sets that is
[A + B] = [A] + [B], [A] = [A]
for all A,B ∈ F(R),  ∈ R,  ∈ [0, 1], where + denotes Minkowski’s addition and ·
Minkowski’s scalar multiplication with . Obviously the neutral element w.r.t. + is the
fuzzy set whose membership function is the indicator mapping of {0}. This fuzzy set will
be denoted 0, as usual for neutral elements w.r.t. an addition.
Every fuzzy set A ∈ F(R) is uniquely determined by the function sA : [0, 1]×S0 → R,
deﬁned by
sA(, x) :=
{
sup
y∈[A]
yx :  ∈]0, 1],
0 :  = 0,
which is called the support function of A and extends the notion of support functions of
compact intervals.
A self contained and well-founded probability theory with fuzzy data has been developed
for the sample space F2(R) which consists of all fuzzy subsets from F(R) with support
functions that are square integrable w.r.t. 1⊗S0 (cf. [17], generalizations in [19]). One can
show that the restriction of the semilinear structure {+, · |  ∈ R} to F2(R) is well-deﬁned
(cf. [17]).
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For further investigations it is useful to embed the space F2(R) into the Hilbert space
L2([0, 1] × S0) by
j2 : F2(R) → L2([0, 1] × S0), A → 〈sA〉,
which will be called the standard embedding of F2(R) into L2([0, 1] × S0). It is injective
as well as isomorphic w.r.t. + and the addition + on L2([0, 1]×S0) (cf. [17]). Furthermore
the property j2(A) = j2(A) holds for all A ∈ F2(R) and 0 (cf. [17]).
With the assistance of the standard embedding we can make use of the L2-norm to deﬁne
the so called L2-metric 2 on F2(R) by
2(A,B) := ‖j2(A) − j2(B)‖2.
It can be shown that 2 is separable and complete (cf. [16]). The L2-metric, respectively,
its induced topology 2 play an important role to develop a probability theory in F2(R).
First of all the topology 2 induces a uniﬁed concept for random elements in F2(R), which
will be called random fuzzy sets or fuzzy random variables (cf. [13,17]). A mapping Y is
said to be a random fuzzy set over some probability space (,F,P) if it F −B2 (F2(R))-
measurable. The distribution QY of a random fuzzy set Y over (,F,P) is deﬁned to be
the image measure of P under Y. A random fuzzy set which has only outcomes in form of
real numbers degenerates to an ordinary real-valued random variable. There exist a Strong
Law of Large Numbers, a Central Limit Theorem and a Glivenko/Cantelli Theorem for
random fuzzy sets simultaneously formulated w.r.t. 2 (cf. [17], generalizations in [19],
see also [15]). These theorems rely on a notion of expected values of random fuzzy sets
induced by the concept of Bochner-integrals of random elements in L2([0, 1] × S0). It can
be shown (cf. [19]) that ifY denotes some random fuzzy set with 2(Y, 0) being integrable,
then j2 ◦ Y is Bochner-integrable, and there exists a unique fuzzy subset EAY ∈ F2(R)
such that j2(EAY ) coincides with the Bochner-integral of j2 ◦ Y. We will use convention
of Aumann-integral for EAY, since under the above condition of integrability the notion
of integral is identical with the widely used concept of Aumann-integral introduced in [24]
by Puri and Ralescu (see [19]). Aumann-integrals are extensions of expected values of
real-valued random variables.
Within this paper a random fuzzy set Y over (,F,P) will be said to be integrable,
respectively, square integrable if 2(Y, 0) is P-integrable, respectively, P-integrable of order
2. For square integrable random fuzzy sets Körner has introduced a dispersion measure for
random fuzzy sets which extends the concept of variances of real-valued random variables
(cf. [12]). He could show that for every square integrable random fuzzy set Y the Aumann-
integral is the unique fuzzy subset inF2(R)whichminimizesE2(Y, ·)2. Sowe can draw on
Fre´chet’s suggestion to deﬁne a dispersion measure for a random element in some separable
metric space (cf. [6]). The Fréchet-variance of a square integrable random fuzzy set Y is
then deﬁned by VarF Y := E2(Y,EAY )2.
In the context of linear regression models we shall deal with observations in the spaces
F2(R)n (n ∈ N). For a ﬁxed positive integer n we can carry over the semilinear structure
{+, · |  ∈ R} by
(A1, . . . , An) + (B1, . . . , Bn) := (A1 + B1, . . . , An + Bn),
(A1, . . . , An) := (A1, . . . , An)( ∈ R).
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Addition + is associative, and (ˆ)A = (ˆA) holds for all , ˆ ∈ R and A ∈ F2(R)n.
Additionally, the law of distributivity (A + B) = (A) + (B) is satisﬁed, whereas the
identity (+ ˆ)A = (A) + (ˆA) is only guaranteed in the case of ˆ0.
Furthermore each F2(R)n will be equipped with the metric n,2 deﬁned by
n,2((A1, . . . , An), (B1, . . . , Bn))
2 :=
n∑
i=1
2(Ai, Bi)
2.
This metric induces the product topology n,2 w.r.t. 2 . The -algebra Bn,2 (F2(R)n)
coincides with the product -algebra B2 (F2(R))n since 2 is separable (cf. [23, p. 6]).
We can extend the concept of random fuzzy sets to an arbitrary F2(R)n-valued map-
ping (Y1, . . . , Yn), which will be called a n-dimensional random fuzzy set if the mappings
Y1, . . . , Yn are random fuzzy sets. Equivalently the n-dimensional random fuzzy sets are
exactly the B2 (F2(R))n-measurable ones. The distribution Q(Y1,...,Yn) of a n-dimensional
random fuzzy set (Y1, . . . , Yn) is deﬁned as its image measure.
A n-dimensional random fuzzy set (Y1, . . . , Yn) is said to be integrable if the random
fuzzy sets Y1, . . . , Yn are integrable. The Aumann-expected value of (Y1, . . . , Yn) is deﬁned
by
EA(Y1, . . . , Yn) := (EAY1, . . . , EAYn).
2. Linear regression models with vague items
In classical single equation linear regression models it is assumed that on average the
observations of the dependent variables are linear combinations of the observations of the
explanatory variables. Now we want to use fuzzy subsets from F2(R) to represent the
observations, and the construction of the single equation linear regression models will be
carried overw.r.t. the semilinear structure {+, · |  ∈ R}.One can imagine the fuzzy data as
results of measurement based on so called vague concepts which extend classical concepts
of measurement (cf. [14]). This suggests the name of the announced type of regression
models, which will be introduced now.
Deﬁnition 2.1. Let k, n be positive integers. Then{
Yt , xtj | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
}
will said to be a linear regression model (of size n) with vague concepts, abbreviated: lrvc-
model, if xjk ∈ F2(R) (t ∈ {1, . . . , n}, j ∈ {1, . . . , k}), and if Yn := (Y1, . . . , Yn) denotes
an integrable n-dimensional random fuzzy set such that there is some unknown vector
 := (1, . . . , k) ∈ Rk with
EAYt = (1xt1) + · · · + (kxtk) =: Xnt ·
for all t ∈ {1, . . . , n}. Yt (t = 1, . . . , n) are called the endogenous, xtj (t = 1, . . . , n, j =
1, . . . , k) the exogenous variables,  the vector of parameters, and Xn : Rk → F2(R)n
with
Xn() := Xn := (Xn1·, . . . , Xnk·)
the regression function of the regression model.
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Remark. lrvc-models extend directly ordinary single equation linear regression models.
In the next steps we want to establish the statistical setting for the parameter estimation
in lrvc-models, which should extend the framework of single equation linear regression
models. Firstly we shall deal with the statistical families which should contain the joint
distribution of the endogenous variables.
Deﬁnition 2.2. Let {Yt , xtj | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}} be a lrvc-model with regres-
sion function Xn.A set W consisting of probability measures on B2 (F2(R))n is deﬁned to
be a statistical family for the distribution of (Y1, . . . , Yn) if there exists a unique mapping
 : Rk → P(W) \ {} (P(W) powerset of W) with ⋃
∈Rk
() = W and
P ∈ () ⇔ EAP (Y1, . . . , Yn) = Xn
for all  ∈ Rk and P ∈ W. Here EAP (Y1, . . . , Yn) denotes the Aumann-expected value of
(Y1, . . . , Yn) if P is its distribution.
 is called the parametrization of W and  is said to be the distribution parameter of the
distribution of (Y1, . . . , Yn).
Next we shall deﬁne the identiﬁcation of the parameter vectors in lrvc-models.
Deﬁnition 2.3. Let {Yt , xtj | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}} be a lrvc-model and let W
denote a statistical family for the distribution of (Y1, . . . , Yn) with distribution parameter
 and parameterization . Then  is said to be identiﬁed if (1) ∩ (2) =  holds for
different 1, 2 ∈ Rk.
The classical rank condition for regression matrices of single equation linear regres-
sion models can be generalized to obtain an equivalent condition for the identiﬁcation of
parameter vectors in lrvc-model (cf. [18, Proposition 2.4]).
Proposition 2.4. Let {Yt , xtj | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}} be a lrvc-model with regres-
sion function Xn and let W denote a statistical family for the distribution of (Y1, . . . , Yn)
with distribution parameter  and parameterization .
Then  is identiﬁed if and only if Xn is injective.
Now let
{
Yt , xtj | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
}
denote some lrvc-model which has
regression function Xn : Rk → F2(R)n. As usual in functional analysis L2([0, 1] × S0)n
will be endowed with the vector space structure of the respective direct sum and the scalar
product
(· | ·)
n,2 deﬁned by
(
(〈f1〉, . . . , 〈fn〉) | (〈g1〉, . . . , 〈gn〉)
)
n,2 :=
n∑
t=1
(〈ft 〉 | 〈gt 〉)2.
The induced norm will be denoted by ‖ · ‖n,2. (L2([0, 1] × S0),
(· | ·)
n,2) is again a Hilbert
space (cf. [5, p. 257]).
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The metric n,2 is isometric with the norm ‖ · ‖n,2 via the mapping j2,n from F2(R)n into
the space L2([0, 1] × S0)n deﬁned by
j2,n(A1, . . . , An) := (j2(A1), . . . , j2(An)).
Drawing on the properties of the standard embedding j2 it is easy to check that j2,n is
injective as well as isomorphic w.r.t. to the structure {+, · | 0} and the respective
structure on L2([0, 1] × S0)n. In the following we will call j2,n the standard embedding of
F2(R)n into L2([0, 1] × S0)n.
Unlike the single equation linear regression models the regression function Xn is nonlin-
ear w.r.t. the semilinear structure on F2(R)n. But for technical reasons it is important that
they are partial linear (cf. [18, Lemma 3.1]; see also [14, 5.2.3]).
Lemma 2.5. Let j2,n denote the standard embedding of F2(R)n into L2([0, 1]×S0)n, and
let
Rr :=
{ ] − ∞, 0] : r = 0,
[0,∞[ : r = 1.
If the regression function Xn is not constant, then we can state for an arbitrary vector
(r1, . . . , rk) ∈ {0, 1}k:
(1) For , ˆ ∈
j=1
k
Rrj and  ∈ R we have
Xn(+ ˆ) = (Xn) + (Xnˆ),
Xn() = (Xn).
(2) There exists a unique linear mapping nr1...rk : Rk → L2([0, 1] × S0)n with
nr1,...,rk () = j2,n(Xn) for all  ∈ j=1
k
Rrj .
In order to guarantee identiﬁcation of the regression parameters we restrict ourselves to
injective regression functions. We can gather the following important analytical properties
of Xn and its inverse function (cf. [18, Propositions 3.2, 3.3]; see also [14, 5.2.4,5.2.5]).
Proposition 2.6. Let the regression functionXn be non-constant, and letX−n : Xn(Rk) →
Rk denote its inverse mapping if it is injective. Xn(Rk) will be endowed with the trace of
n,2, symbolized by n,2 as well, and the induced topology. Then Xn and X−n satisfy the
following properties:
(1) Xn is homogeneous, i.e. Xn() = (Xn) holds for all  ∈ R,  ∈ Rk.
(2) Xn is Lipschitzian w.r.t. ‖ · ‖ and n,2 with minimal Lipschitz constant
‖Xn‖ := sup
(,ˆ)∈B1(Rk)
n,2(X
n, Xnˆ) ∈]0,∞[,
where B1(Rk) consists of all (, ˆ) from R2k with ‖− ˆ‖ = 1.
(3) X−n is homogeneous, i.e. A belongs to Xn(Rk), and X−n(A) = X−n(A) holds for
all A ∈ Xn(Rk),  ∈ R.
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(4) X−n is Lipschitzean w.r.t. n,2 and ‖ · ‖ with minimal Lipschitz constant
‖X−n‖ := sup
(A,B)∈B1(Xn(Rk))
‖X−n(A) − X−n(B)‖ ∈]0,∞[,
where B1(Xn(Rk)) consists of all (A,B) from Xn(Rk)2 with n,2(A,B) = 1.
As an immediate consequence of Proposition 2.6 we can state the following corollary.
Corollary 2.7. Let the regression function Xn be injective, and let ‖Xn‖, respectively,
‖X−n‖ denote the minimal Lipschitz constants of the regression function Xn, respectively,
its inverse mapping X−n deﬁned on Xn(Rk). Then we can state
n,2(X
n, Xnˆ) ∈
[‖− ˆ‖
‖X−n‖ , ‖X
n‖‖− ˆ‖
]
for every , ˆ ∈ Rk.
3. The least-squares estimation
Let {Yt , xtj | t ∈ {1, . . . n}, j ∈ {1, . . . , k}} be some lrvc-model with Yn := (Y1, . . . , Yn)
and regression function Xn. In order to avoid the identiﬁcation problem we additionally
assume Xn to be injective. In the following we want to present a method to estimate the
parameter vector  on basis of an observation y
n
= (y1, . . . , yn) of Yn. Our suggestion
is an immediate generalization of the ordinary least-squares estimation in single equation
linear regression models.
Deﬁnition 3.1. Let Xn be injective, and let QYn be the distribution of Yn.
(1) On the basis of some observation y
n
from F2(R)n a vector ˆ(yn) ∈ Rk with
n,2(yn,X
nˆ(y
n
)) = min
∈Rk
n,2(yn,X
n)
is said to be a solution of the least-squares method.
(2) A mapping Bˆ : F2(R)n → Rk is called a least-squares estimator of  if for every yn
the vector Bˆ(y
n
) is a solution of the least-squares method, and if Bˆ is B2 (F2(R))n −
B(Rk)-measurable.
(3) On the basis of some observation y
n
from F2(R)n a vector ˆ(yn) ∈ Rk is deﬁned to be
a least-squares estimate of  if there is some least-squares estimator Bˆ of  such that
ˆ(y
n
) = Bˆ(y
n
).
Remark. Together with Bˆ we will also call the mapping Bˆ(Y n) := Bˆ ◦ Yn a least-squares
estimator.
Everytime we can ﬁnd a solution of the least-squares method. Furthermore each solution
is a least-squares estimate, which implies the existence of a least-squares estimator.
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Proposition 3.2. Let Xn be injective, and let the subset Rr ⊆ Rk be deﬁned as in Lemma
2.5 for each r ∈ {0, 1}. Then we obtain:
(1) For arbitrary r1, . . . , rk ∈ {0, 1} and every A ∈ F2(R)n there exists a unique ˆ
from
j=1
k
Rrj with
n,2(A,X
nˆ) = min
∈
j=1
k
Rrj
n,2(A,X
n).
(2) Every solution ˆ(y
n
) of the least-squares method is a least-squares estimate of .
(3) There exists some least-squares estimator ˆ(Y n) of .
The proofs can be found in [18, Lemma 4.2, Corollary 4.4] (see also [14, 5.3.3, 5.3.5]).
Remark 3.3. Let y
n
be some realization of Yn. Proposition 3.2 advises us the following
procedure to calculate a least-squares estimate:
(1) Solve for every vector (r1, . . . , rk) ∈ {0, 1}k the optimization problem
minimize n,2(yn,X
n)
under the restrictions
j 0 for j ∈ {1, . . . , k}, rj = 1,
−j 0 for j ∈ {1, . . . , k}, rj = 0.
By Proposition 3.2 there exists a unique solution ˆ
r1...rk
(y
n
).
(2) Select r∗1 , . . . , r∗k ∈ {0, 1} with
n,2(yn, ˆr∗1 ...r∗k
(y
n
)) = min
(r1,...,rk)∈{0,1}k
n,2(yn, ˆr1...rk
(y
n
)).
According to Proposition 3.2 ˆ
r∗1 ...r∗k
(y
n
) is a least-squares estimate.
In the case of so called trapezoidal fuzzy sets (cf. [4], step 1) is a simple quadratic
optimization problem.
4. Statement of the main results
Generally, some method of parameter estimation should at least produce sequences of
parameter estimators which are consistent. The least-squares method satisﬁes this property,
moreover, we can show even strong consistency. The result is based on assumptions, com-
parable with those underlying analogous results for the ordinary least-squares estimation.
Theorem 4.1. Let (Yt )t be a sequence of independent square integrable random fuzzy sets
over some probability space (,F,P) with respective Fréchet-variances VarF Yt (t ∈ N).
Additionally let xtj ∈ F2(R) (t ∈ N, j ∈ {1, . . . , k}) and n0 ∈ N such that for n ∈
N, nn0,
{
Yt , xtj | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
}
deﬁnes a lrvc-model with  ∈ Rk as
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the vector of parameters and injective regression function Xn. Let X−n : Xn(Rk) → Rk
denote the inverse of Xn, and let ‖Xn‖, ‖X−n‖ be the minimal Lipschitz constants of Xn,
respectively, X−n for n ∈ N, nn0.
If it is assumed that (VarF Yt )t , ( ‖X
n‖2
n
)nn0 and (n‖X−n‖2)nn0 are bounded sequences
in R, then every sequence (Bˆ(Y1, . . . , Yn))nn0 of least-squares estimators of  is strong
consistent.
Remark. Let the fuzzy subsets xtj (t ∈ N, j ∈ {1, . . . , k}) be real numbers. Then the
respective lrvc-models degenerate to classical single equation linear regression models
with real-valued dependent variables Y1, . . . Yn and regression matrices Xn of full column
rank for n ∈ N, nn0.
(1) The most common condition in econometric textbooks which guarantees consistency
of sequences of ordinary least-squares estimators demands a sequence (Xn)n of regres-
sion matrices such that the sequence 1
n
(Xn
′
Xn)n converges pointwise to some positive
deﬁnite matrix (e.g. [25,3]). Here Xn′ denotes the transpose of Xn. This condition im-
plies that the sequences ( ‖X
n‖2
n
)nn0 as well as (n‖X−n‖2)nn0 are bounded. Hence
Theorem 4.1 is a generalization of the classical result on consistency of ordinary least-
squares estimation.
(2) Lai, Robbins and Wei (cf. [20]) have established very general conditions to derive
strong consistency of ordinary least-squares estimation:
Let d(n)jj be the j th diagonal element of (Xn
′
Xn)−1(Xn′ transpose of Xn), and let (εt )t
be the stochastic process yielded by εt := Yt −(xt1, . . . , xtk).Then strong consistency
will be ensured by
(R) lim
n→∞ d
(n)
jj = 0 for all j ∈ {1, . . . , k}.
(S)
∞∑
t=1
ct εt () converges almost surely for every sequence (ct )t of real numbers such
that
∞∑
t=1
c2t < ∞.
If (Yt )t is a sequence of independent, square integrable real-valued random variables
such that the sequence (Var Yt )t of the respective variances is bounded, then we obtain
for every sequence (ct )t of real numbers with
∞∑
t=1
c2t < ∞
Ectεt = 0 (t ∈ N),
∞∑
t=1
E(ctεt )
2 < ∞.
Then condition (S) follows by some known criterion for almost sure convergence of
random series (cf. [1, Korollar 14.3]).
Furthermore condition (R) is satisﬁed if (n‖X−n‖2)nn0 is a bounded sequence. This
can be seen by some routine procedures which show
‖(Xn′Xn)−1‖‖X−n‖2
for all  ∈ Rk and nn0.
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Thus Theorem 4.1 may be regarded as an extension of a quite general result on strong
consistency of ordinary least-squares estimation.
In general asymptotic theory consistency of sequences of parameter estimators is not
sufﬁcient to derive limit distributions. Usually an additional result concerning the rate of
convergence is needed. This will be subject of the second main result of this paper.
Theorem 4.2. Let us take notations and assumptions from Theorem 4.1. Additionally let
∗ denote the true vector of parameters.
If the sequences (VarF Yt )t , ( ‖X
n‖2
n
)nn0 , (n‖X−n‖2)nn0 are bounded from above by
positive real numbers 2, C1, C2, then
P{ ∈  | √n‖Bˆ(Y1(), . . . , Yn()) − ∗‖	} 2
3k+2k2C1C22
	2
for every 	 > 0 and arbitrary n ∈ N, nn0.
Remark. Theorem 4.2 implies that the sequence
(√
n(Bˆ(Y1, . . . , Yn) − ∗)
)
nn0 is uni-
formly tight, or as it is sometimes called eventually tight (cf. [11, 5.5,5.8]). Therefore it con-
tains a subsequence which converges in law to a Rk-valued random variable (cf. [11, 5.6]).
This fact opens up the prospects of a limit distribution for
(√
n(Bˆ(Y1, . . . , Yn)−∗)
)
nn0 .
5. Proof of Theorem 4.1
Let ∗ denote the true vector of parameters, and let (Bˆ(Y1, . . . , Yn))nn0 be a sequence
of least-squares estimators of ∗. Setting Yn := (Y1, . . . , Yn) (nn0) we obtain for  ∈
,  ∈ Rk
1
n
n,2(Y n(),X
n)2 = 1
n
n,2(Y n(),X
n∗)2 + 2
n
fn() + 1
n
n,2(X
n∗, Xn)2,
where
fn() :=
(
j2,n(Y n()) − j2,n(Xn∗)|j2,n(Xn∗) − j2,n(Xn)
)
n,2
.
By assumption there is some positive real number C such that
‖Xn‖2
n
, n‖X−n‖2C for all n ∈ N, nn0.
This implies by Corollary 2.7
1
n
n,2(X
n∗, Xn)2
‖− ∗‖2
n‖X−n‖2 
‖− ∗‖2
C
for all n ∈ N, nn0.
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Now letRr :=
{ ] − ∞, 0] : r = 0
[0,∞[ : r = 1 for r ∈ {0, 1}, and let
n
r1...rk denote the linear mapping
from Rk into L2([0, 1] × S0)n which coincides with j2,n ◦ Xn on
j=1
k
Rrj for (r1, . . . , rk)
from {0, 1}k. Since EAYn = Xn∗, we obtain by Lemma A.2 (cf. Appendix A)
2
n
fn() −
2‖− ∗‖
n
gn()
with
gn() :=
∑
(r1,...,rk)∈{0,1}k
√√√√ k∑
j=1
(
j2,n(Y n()) − j2,n(EAYn)|nr1...rk (ej )
)2
n,2.
The sequences (VarF Yt )t ,
( ‖Xn‖2
n
)
nn0 are bounded. Then, drawing on Lemma A.4, we
can ﬁnd for every j ∈ {1, . . . , k}, (r1, . . . , rk) ∈ {0, 1}k some Ar1...rkj ∈ F,PAr1...rkj = 1,
such that
lim
n→∞
(
j2,n(Y n()) − j2,n(EAYn)|nr1...rk (ej )
)2
n,2
n2
= 0
holds for arbitrary  ∈ Ar1...rkj . Setting A :=
k⋂
j=1
⋂
(r1,...,rk)∈{0,1}k
Ar1...rkj , we get A ∈
F,PA = 1, and
lim
n→∞
2gn()
n
= 0 for all  ∈ A.
Now ﬁx  ∈ A, 	 > 0, and assume that ‖− ∗‖	 holds.
Then there exists some n1 ∈ N, n1 > n0, with 2gn()n < 	C for all nn1, in particular
2
n
fn() > −
‖− ∗‖	
C
for all n ∈ N, nn1.
Then we can conclude for n ∈ N, nn1
1
n
n,2(Y n(),X
n)2 >
1
n
n,2(Y n(),X
n∗)2.
On the other hand Bˆ(Y n()) is a solution of the least-squares method, which means
1
n
n,2
(
Yn(),X
nBˆ(Y n())
)2 1
n
n,2
(
Yn(),X
n∗
)2
.
Hence ‖Bˆ(Y n()) − ∗‖ < 	 for all nn1, which completes the proof. 
646 V. Krätschmer / Journal of Multivariate Analysis 97 (2006) 633–654
6. Proof of Theorem 4.2
Lemma 6.1. Let us take notations and assumptions from Theorem 4.1. Additionally let
∗ denote the true vector of parameters. Setting Yn := (Y1, . . . , Yn), let us deﬁne for
abbreviation
Un(Y1, . . . , Yn, )
:= Un(Y n, ) :=
(
j2,n ◦ Yn − j2,n(EAYn)|j2,n(Xn) − j2,n(Xn∗)
)
n,2
n,2(Xn, Xn
∗)2
.
Then for arbitrary n ∈ N, nn0, 	 > 0 the real-valued mapping on , deﬁned by
 → sup
‖−∗‖ 	√
n
|Un(Y n(), )|
:= sup
{
|Un(Y n(), )| |  ∈ Rk, ‖− ∗‖
	√
n
}
,
is a real-valued random variable over (,F,P) with
P{ ∈  | √n‖Bˆ(Y n()) − ∗)‖	}
P
⎧⎨
⎩ ∈ 
∣∣∣∣∣∣ sup‖−∗‖ 	√
n
|Un(Y n(), )|
1
2
⎫⎬
⎭ ,
where Bˆ(Y n) denotes a least-squares estimator of .
Proof. Let n ∈ N, nn0, and 	 > 0. By the Cauchy–Schwarz inequality the mapping(
·|j2,n(Xn) − j2,n(Xn∗)
)
n,2
n,2(Xn, Xn
∗)2
is a real continuous linear form on L2([0, 1] × S0)n with Lipschitz constant ‖X−n‖‖−∗‖ for
 ∈ Rk,  = ∗ (cf. Corollary 2.7). Therefore the mapping
sup
⎧⎪⎪⎨
⎪⎪⎩
∣∣∣∣(·|j2,n(Xn) − j2,n(Xn∗))n,2
∣∣∣∣
n,2(Xn, Xn
∗)2
∣∣∣∣∣∣∣∣
 ∈ Rk, ‖− ∗‖ 	√
n
⎫⎪⎪⎬
⎪⎪⎭
is real-valued and lower semicontinuous, in particular also Borel(L2([0, 1] × S0)n) −
Borel(R)-measurable, where Borel(L2([0, 1] × S0)n) denotes the -algebra on the space
L2([0, 1]×S0)n generated by ‖ ·‖n,2.Thus the real-valued mapping on, deﬁned by →
sup
‖−∗‖ 	√
n
|Un(Y n(), )|, is a real-valued random variable over (,F,P).
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Now let  ∈  with √n‖Bˆ(Y n()) − ∗‖	. Since Bˆ(Y n()) is a solution of the
least-squares method, we obtain
n,2
(
Yn(),X
n∗
)2  n,2(Y n(),XnBˆ(Y n()))2
= n,2(Y n(),Xn∗)2 + 2fn() + gn(),
where
fn() :=
(
j2,n(Y n()) − hn(∗)|hn(∗) − hn(Bˆ(Y n()))
)
n,2
with hn() := j2,n(Xn) for  ∈ Rk, and
gn := n,2
(
Xn∗, XnBˆ(Y n())
)2
.
Hence, noticing EAYn = Xn∗,
02fn() + gn() = n,2
(
Xn∗, XnBˆ(Y n())
)2 (1 − 2Un(Y n(), Bˆ(Y n()))) .
Therefore n,2
(
Xn∗, XnBˆ(Y n())
)2 = 0 or Un(Y n(), Bˆ(Y n())) 12 .
On the other hand
n,2
(
Xn∗, XnBˆ(Y n())
)2 ‖Bˆ(Y n()) − ∗‖2‖X−n‖2  	
2
n‖X−n‖2 > 0
due to Corollary 2.7, which implies Un(Y n(), Bˆ(Y n())) 12 and thus
sup
‖−∗‖ 	√
n
|Un(Y n(), )| 12 . 
Proof of Theorem 4.2. Let Un(Y1, . . . , Yn, ) as in Lemma 6.1. Additionally, set
Vn(Y1, . . . , Yn, ) :=
n,2(X
n, Xn∗)2√
n
Un(Y1, . . . , Yn, ).
By Lemma 6.1
P{ ∈  | √n‖Bˆ(Y n()) − ∗‖	}
P
⎧⎨
⎩ ∈ 
∣∣∣∣∣∣ sup‖−∗‖ 	√
n
|Un(Y n(), )|
1
2
⎫⎬
⎭ ,
where Yn := (Y1, . . . , Yn), n ∈ N, nn0.
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Let  ∈  with sup
‖−∗‖ 	√
n
|Un(Y1(), . . . , Yn(), )| 12 . Drawing on Corollary 2.7,
we obtain for  ∈ Rk with ‖− ∗‖ 	√
n
|Vn(Y1(), . . . , Yn(), )| 
‖− ∗‖2√
n‖X−n‖2 |Un(Y1(), . . . , Yn(), )|
 	
‖− ∗‖
n‖X−n‖2 |Un(Y1(), . . . , Yn(), )|
 	
C2
‖− ∗‖|Un(Y1(), . . . , Yn(), )|.
Thus
sup
{ |Vn(Y1(), . . . , Yn(), )|
‖− ∗‖
∣∣∣∣∣  ∈ Rk, ‖− ∗‖ 	√n
}
 	
2C2
.
Set Rr :=
{ ] − ∞, 0] : r = 0
[0,∞[ : r = 1 for r ∈ {0, 1}, and let 
n
r1...rk denote the linear mapping
fromRk into L2([0, 1]×S0)n which coincides with j2,n ◦Xn on
j=1
k
Rrj for (r1, . . . , rk) ∈
{0, 1}k.
By Lemma A.2 (cf. Appendix A) we get for  ∈ Rk, ‖− ∗‖ 	√
n
|Vn(Y1(), . . . , Yn(), )|
‖− ∗‖
 1√
n
∑
(r1,...,rk)∈{0,1}k
√√√√ k∑
j=1
(
j2,n ◦ Yn() − j2,n(EAYn)|nr1...rk (ej )
)2
n,2.
This means
1√
n
∑
(r1,...,rk)∈{0,1}k
√√√√ k∑
j=1
(
j2,n ◦ Yn() − j2,n(EAYn)|nr1...rk (ej )
)2
n,2
	
2C2
.
Hence there is some (r1, . . . , rk) ∈ {0, 1}k with
1√
n
√√√√ k∑
j=1
(
j2,n ◦ Yn() − j2,n(EAYn)|nr1...rk (ej )
)2
n,2
	
2k+1C2
.
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Setting Znr1...rkj :=
(
j2,n ◦ Yn − j2,n(EAYn)|nr1...rk (ej )
)2
n,2 , the application of Markoff’s
inequality leads to
P
⎧⎨
⎩ ∈ 
∣∣∣∣∣∣ sup‖−∗‖ 	√
n
|Un(Y n(), )|
1
2
⎫⎬
⎭

∑
(r1,...,rk)∈{0,1}k
P
⎧⎨
⎩ ∈ 
∣∣∣∣1n
k∑
j=1
Znr1...rkj ()
	2
22k+2C22
⎫⎬
⎭

∑
(r1,...,rk)∈{0,1}k
E
k∑
j=1
Znr1...rkj
22k+2C22
n	2
.
Moreover EZnr1,...,rkj n
2C1 for every (r1, .., rk) ∈ {0, 1}k, j ∈ {1, . . . , k} due to Lemma
A.3 (cf. Appendix A). Therefore
P
⎧⎨
⎩ ∈ 
∣∣∣∣∣∣ sup‖−∗‖ 	√
n
|Un(Y n(), )|
1
2
⎫⎬
⎭

∑
(r1,...,rk)∈{0,1}k
22k+2k2C1C22
	2
= 2
3k+2k2C1C22
	2
,
which completes the proof. 
7. Final remarks
Linear regression models with vague concepts generalize classical single equation lin-
ear regression models, offering a greater variety to take the inaccuracies of the underlying
data caused by the problems of measurement into account. In order to estimate the vec-
tors of parameters the least-squares method can be used which extends the ordinary least-
squares estimation method. We have proved strong consistency of estimators obtained by
this method. This shows that it is statistically plausible. Furthermore a result concerning the
convergence rate has been presented. In a forthcoming paper it will be the starting point to
calculate the limit distributions of least-squares estimators. It will turn out that sequences
of such estimators converge in distribution to random vectors which are piecewise normally
distributed.
Additional future research could focus on regression models which rely on observations
of endogeneous and exogeneous in form of realizations of random fuzzy sets. This would
complete the classical regression models with measurement errors by integrating the prob-
lems of measurement, namely randomness and physical as well as epistemic vagueness,
into the representation of the data basis.
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Appendix A.
For r ∈ {0, 1} the orthant Rr is deﬁned by Rr :=
{ ] − ∞, 0] : r = 0
[0,∞[: r = 1 .
Lemma A.1. For , ˆ ∈ Rk and (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k with  ∈
j=1
k
Rrj ,
ˆ ∈
j=1
k
Rrˆj there exists some 
0 ∈
j=1
k
Rrj ∩ j=1
k
Rrˆj such that max{‖− 0‖, ‖0 − ˆ‖}
is bounded fromaboveby‖−ˆ‖. In particular for different, ˆ ∈ Rk there are (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈
{0, 1}k as well as some 0 ∈ Rk satisfying
 ∈
j=1
k
Rrj , ˆ ∈ j=1
k
Rrˆj , 
0 ∈
j=1
k
Rrj ∩ j=1
k
Rrˆj ,
max{‖− 0‖, ‖0 − ˆ‖}‖− ˆ‖.
Proof. Let (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k with  ∈
j=1
k
Rrj , ˆ ∈ j=1
k
Rrˆj . Setting
J := {j ∈ {1, . . . , k} | rj = rˆj} , the vector 0 ∈ Rk, deﬁned by
e′j0 :=
{
1
2 (e
′
j+ e′j ˆ) : j ∈ J
0 : j ∈ J (e
′
j transpose of ej ),
is as required. Then the proof is completed by R = ⋃
(r1,...,rk)∈{0,1}k j=1
k
Rrj . 
Lemma A.2. Let {Yt , xtj | t ∈ {1, . . . , n}} be a lrvc-model with regression function Xn,
and let nr1...rk
(
(r1, . . . , rk) ∈ {0, 1}k
)
denote the linear mapping from Rk into L2([0, 1] ×
S0)n which coincides with j2,n ◦ Xn on
j=1
k
Rrj .
Then for , ˆ ∈ Rk as well as for each realization y
n
of Yn := (Y1, . . . , Yn) we obtain
|
(
j2,n(yn) − j2,n(EAYn)|j2,n(Xn) − j2,n(Xnˆ)
)
n,2
|
‖− ˆ‖
∑
(r1,...,rk)∈{0,1}k
√√√√ k∑
j=1
(
j2,n(yn) − j2,n(EAYn)|nr1...rk (ej )
)2
n,2
.
Proof. Let y
n
be a realization of Yn, and let , ˆ ∈ Rk. The statement is trivial for  = ˆ.
So let us assume that  = ˆ. For every x ∈ Rk the symbol x′ will stand for the transpose
of x.
By Lemma A.1 there are (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k as well as some 0 ∈ Rk
satisfying
 ∈
j=1
k
Rrj , ˆ ∈ j=1
k
Rrˆj , 
0 ∈
j=1
k
Rrj ∩ j=1
k
Rrˆj ,
max{‖− 0‖, ‖0 − ˆ‖}‖− ˆ‖.
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Let Unr1...rk (yn) ∈ Rk be deﬁned by
e′jUnr1...rk (yn) :=
(
j2,n(yn) − j2,n(EAYn)|nr1...rk (ej )
)
n,2
(j = 1, . . . , k).
Then we can conclude from triangle (t.ie.) and Cauchy–Schwarz inequality (C.S.ie.)
|
(
j2,n(yn) − j2,n(EAYn)|j2,n(Xn) − j2,n(Xnˆ)
)
n,2
|
t.ie.
 |(− 0)′Unr1...rk (yn)| + |(0 − ˆ)′Unrˆ1...rˆk (yn)|
C.S.ie.
 ‖− 0‖‖Unr1...rk (yn)‖ + ‖0 − ˆ‖‖Unrˆ1...rˆk (yn)‖,
which completes the proof. 
Lemma A.3. Let (Yt )t be a sequence of independent square integrable random fuzzy sets Yt
with Fréchet-Variances VarF Yt (t ∈ N). Additionally, let
{
xtj | t ∈ N, j ∈ {1, . . . , k}
} ⊆
F2(R) be given such that for n ∈ N a lrvc-model {Yt , xtj | t ∈ {1, . . . , n}} is deﬁned with
non-constant regression function Xn and its minimal Lipschitz constant ‖Xn‖.
Setting Yn := (Y1, . . . , Yn) for n ∈ N, if 2 sup
t∈N
VarF Yt and C sup
n∈N
‖Xn‖2
n
are real
numbers, then we obtain for n ∈ N, (r1, . . . , rk) ∈ {0, 1}k and j ∈ {1, . . . , k}
E
(
j2,n ◦ Yn − j2,n(EAYn)|nr1...rk (ej )
)2
n,2
n2C,
where nr1...rk denotes the linear mapping from Rk into L2([0, 1] × S0)n which coincides
with j2,n ◦ Xn on
j=1
k
Rrj .
Proof. Let Prnt : L2([0, 1] × S0)n → L2([0, 1] × S0) denote the standard projection on
the t th component. Since j2 ◦ Yt is Bochner-integrable with Bochner-integral j2(EAYt ),
and since
(·|Prnt ◦ nr1...rk (ej ))2 is a real continuous linear form on L2([0, 1] × S0) for
t ∈ N, j ∈ {1, . . . , k}, we obtain for arbitrary t ∈ {1, . . . , n} and j ∈ {1, . . . , k}
E
(
j2 ◦ Yt − j2(EAYt )|Prnt ◦ nr1...rk (ej )
)
2
= 0.
By assumption E2(Yt , EAYt )2 = VarF Yt2 for t ∈ N.
The members Prnt ◦ nr1...rk (ej ) (n, t ∈ N, n t, j ∈ {1, . . . , k}, (r1, . . . rk) ∈ {0, 1}k)
of L2([0, 1] × S0) are independent of n ∈ N with n t. Independency of (Yt )t together
with the Cauchy–Schwarz inequality lead then to
E
(
j2,n ◦ Yn − j2,n(EAYn)|nr1...rk (ej )
)2
n,2
= Var
n∑
t=1
(
j2 ◦ Yt − j2(EAYt )|Prnt ◦ nr1...rk (ej )
)
2

n∑
t=1
VarF Yt‖Prnt ◦ nr1...rk (ej )‖222‖nr1...rk (ej )‖2n,2
for (r1, . . . , rk) ∈ {0, 1}k.
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On the other hand we have
‖nr1...rk (ej )‖2n,2 =
{
n,2(X
n(−ej ), (0, . . . , 0))2 : rj = 0
n,2(X
nej , (0, . . . , 0))2 : rj = 1 ‖X
n‖2nC
for (r1, . . . , rk) ∈ {0, 1}k, j ∈ {1, . . . , k}.
Hence
E
(
j2,n ◦ Yn − j2,n(EAYn)|nr1...rk (ej )
)2
n,2
n2C. 
Lemma A.4. Let (Yt )t be a sequence of independent square integrable random fuzzy sets
over some probability space (,F,P) with respective Fréchet-variances VarF Yt (t ∈ N).
Additionally, xtj ∈ F2(R)
(
t ∈ N, j ∈ {1, . . . , k}) and n0 ∈ N such that for n ∈
N, nn0,
{
Yt , xtj | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
}
deﬁnes a lrvc-model with  ∈ Rk as
the vector of parameters and injective regression function Xn as well as its minimal Lip-
schitz constant ‖Xn‖. Setting Yn := (Y1, . . . , Yn) for n ∈ N, nn0, if the sequences
(VarF Yt )t , ( ‖X
n‖2
n
)nn0 are bounded, then for each (r1, . . . , rk) ∈ {0, 1}k and arbitrary
j from {1, . . . , k} there is some Ar1...rkj ∈ F,PAr1...rkj = 1, such that
lim
n→∞
(
j2,n ◦ Yn() − j2,n(EAYn)|nr1...rk (ej )
)
n,2
n
= 0,
holds for all  ∈ Ar1...rkj .
Proof. By assumption there are positive real numbers 2 and C with sup
t∈N
VarF Yt2,
sup
n∈N,nn0
‖Xn‖2
n
C. Let Prnt : L2([0, 1]×S0)n → L2([0, 1]×S0) be the standard projec-
tion on the t th component. Each mapping Prnt ◦ nr1...rk
(
t ∈ N, (r1, . . . , rk) ∈ {0, 1}k
)
is
independent of n t, and will therefore be denoted byPrt ◦r1...rk .Now ﬁx j ∈ {1, . . . , k}.
Choosing r := 1, q := 2, 	 := 2C, and ut := (j2(EAYt )|Prt ◦nr1···rk (ej ))2 as well as
st := 1t for t ∈ N, we obtain by Lemma A.3
E
∣∣∣∣∣
n∑
t=1
((
j2 ◦ Yt |Prt ◦ r1...rk (ej )
)
2 − ut
)∣∣∣∣∣
q
n2C	n	nr
n∑
t=1
st .
Therefore the sequence
((
j2 ◦ Yt |Prt ◦ r1...rk (ej )
)
2
)
t
satisﬁes the assumptions of a strong
law of large numbers by Hoffmann-Jorgensen (Proposition B.1 in Appendix B) because
∞∑
t=1
t r−qst =
∞∑
t=1
1
t2
< ∞.
Thus the proof is complete since
(
j2,n ◦ Yn−j2,n(EAYn)|nr1...rk (ej )
)
n,2
=
n∑
t=1
(
j2 ◦ Yt−j2(EAYt )|Prt ◦ r1...rk (ej )
)
2
.

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Appendix B.
Proposition B.1 (Hoffmann-Jorgensen [11, 4.10]). Let q be a positive real number, let
(Yt )t be a sequence of independent real-valued random variables over some probability
space (,F,P) which are P-integrable of order q, and let (ut )t be a sequence of real
numbers. Moreover there are nonnegative real numbers 	, st (t ∈ N) and r ∈ [0, q[ such
that
E
∣∣∣∣∣
n∑
t=1
(Yt − ut )
∣∣∣∣∣
q
	nr
n∑
t=1
st (n ∈ N) and
∞∑
t=1
t r−qst < ∞.
Then there exists some A ∈ F,PA = 1, satisfying
lim
n→∞
1
n
n∑
t=1
(Yt () − ut ) = 0
for all  ∈ A.
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