Abstract-Despite considerable progress on the informationtheoretic broadcast channel, the capacity regions of fading broadcast channels with channel state known at the receivers but unknown at the transmitter remain unresolved. We address this subject by introducing a layered erasure broadcast channel model in which each component channel has a state that specifies the received signal levels in an instance of a deterministic binary expansion channel. We find the capacity region of this class of broadcast channels. The inner bound assigns each signal level to the user that derives the maximum expected rate from that level. The outer bound is based on a channel enhancement that creates a degraded broadcast channel for which the capacity region is known. This same approach is then used to find outer bounds to the capacity region of fading Gaussian broadcast channels.
I. INTRODUCTION
The two most basic multiuser wireless communication scenarios are many-to-one and one-to-many, captured by the multiple access channel (MAC) and the broadcast channel (BC) respectively. While the capacity region of the general multiple access channel is known since the 70's ( [1] , [2] ), that of the general broadcast channel is still open. Yet, progress has been made in the past 40 years on special cases. A class of channels, of particular importance to wireless communication, are the Gaussian broadcast channels (AWGN BC). The capacity region of AWGN BC's is known, for both the case when the channel state is fixed and timeinvariant, and for the case when the channel-state is timevarying (fading). This is true for single antenna [3] - [7] or for multiple antenna channels [8] . The key assumption behind these results is that the channel state is known at the transmitter as well as the receivers (perfect CSI). However, the problem becomes open once the assumption of CSI at the transmitter is removed, even when the transmitter and each of the receivers has only a single antenna. This is an important scenario in practice since in a fast fading environment, it may be difficult to feedback channel state information in a timely fashion to the transmitter from the receivers. Moreover, most cellular systems operate on a frequencydivision duplex (FDD) mode rather than on a time-division duplex (TDD) mode, so the downlink channel information cannot be inferred from uplink channel measurements.
We also note that it has also been shown that the scalar fading BC yields an upper bound to the capacity region This work was supported by NSF grants ITR-0326503 and CNS-0721826. D. Tse is with Wireless Foundations, EECS Dept., University of California at Berkeley and can be reached at dtse@eecs.berkeley.edu R. Yates and Z. Li are with WINLAB, E&CE Dept., Rutgers University and can be reached at {ryates,zang}@winlab.rutgers.edu isotropic fading vector broadcast channels [9] . Nevetheless, despite its apprent practical importance, the capacity of the scalar fading BC with receiver-only CSI capacity has received relatively little recent attention (see for example [10] ). The channels mentioned above for which the capacity region is known are either degraded (in the case of the singleantenna time-invariant channel), parallel with degraded components (time-varying single-antenna channels with perfect CSI) or have a related degraded structure (MIMO BC's). The fading broadcast channel with only receiver CSI has no such degraded structure for arbitrary fading distributions, thus making it a challenging problem from a theoretical standpoint.
In this paper, we focus on the simplest scenario with two receivers and a single antenna at the transmitter and at each of the receivers. Our main contribution is two-fold:
• We propose a layered erasure broadcast channel to approximate the Gaussian fading channel and determine its capacity region exactly. The erasures in this model are correlated, and, like the Gaussian fading BC, the layered erasure BC is not degraded nor is it parallel with degraded components.
• Using the insights from the erasure model, we derive a new outer bound to the Gaussian fading BC capacity region.
The layered erasure BC is based on a new point-topoint erasure channel model. This model provides a new and simpler way of thinking about fading and may be of independent interest. The transmitted signal is thought of as a vector of bits, from the most significant to less significant bits. The bits can be viewed as layers of the transmitted signal. Fading is modeled as erasures of the less significant bits, and how many bits are erased depends on the instantaneous channel strength. Erasures are correlated because when a bit is erased, all the less significant bits are also erased. The layered erasure model can be thought of as a time-varying version of the binary expansion deterministic channel model introduced by Avestimehr, Diggavi and Tse [11] . While modeling fading as erasures has been done before in the literature (see for example [12] ), typically these models regard the entire transmitted signal as erased and thus cannot capture the continuous nature of the channel strength in the Gaussian model. We do note, however, that this fading model has appeared in the control literature [13] .
II. BACKGROUND AND DEFINITIONS
As introduced by Cover [3] , the two-user memoryless broadcast channel (BC) consisting of a transmitter with input X and receiver observations Y 1 and Y 2 described by a channel transition probability P Y1,Y2|X (y 1 , y 2 |x). Through this multiuser channel, the sender wishes to communicate private messages at rate R i to receiver i as well as a common message at rate R 0 to both receivers.
In this work, we focus on the R 0 = 0 case where there is no common message. Even in this case, the general BC capacity region is unknown. However, the capacity region of the important special case of the degraded channel is known. A broadcast channel P Y1,Y2|X is degraded if there exists a Markov chain X-Y 1 -Y 2 that yields the marginal conditional distributions P Y1|X (y 1 |x) and P Y2|X (y 2 |x) consistent with P Y1,Y2|X . The capacity region R of the degraded memoryless BC [4] , [14] is given in the following theorem which we restate here.
Theorem 1:
The capacity region R of the degraded memoryless BC P Y1,Y2|X is the union over all V, X such that
To characterize the boundary of the capacity region C of a particular BC, we define the weighted sum rate maximization problem
Each ω 1 , ω 2 ≥ 0 identifies a rate pair (R * 1 , R * 2 ) on the boundary of C. To find the rate region C, we define ω = ω 2 /ω 1 and we write
In our subsequent derivations, we assume ω ≥ 1; i.e., bits communicated to receiver 2 are favored. For the case ω < 1, we factor ω out of (3) and we see that the boundary of the capacity region for ω < 1 is given by the optimization problem
In this case, we have the identical optimization as in (3) but with the roles of users 1 and 2 reversed in that we now favor receiver 1 by the weight 1/ω. However, as the labeling of receivers 1 and 2 is arbitrary, we can simply reverse label the receivers and solve (3) with 1/ω ≥ 1. Henceforth, we characterize a capacity region boundary by the weighted sum rate maximization (3) exclusively for ω ≥ 1.
In this paper, we adopt several conventions. For a random variable N , the probability mass function (PMF) is
. We also define x + := max(0, x) and x 1 := min(x, 1). All logarithms are to the base 2 unless otherwise noted.
III. LAYERED ERASURE BROADCAST CHANNEL MODEL
We start by reviewing the broadcast channel formulation of the binary expansion deterministic channel model of [11] . Each communication channel from the sender to a receiver j is associated with a non-negative integer gain n j that describes how many signal "levels" are observed at receiver j. The best channel in the system supports q = max j n j levels. At each time t, the sender transmits a vector
Algebraic definition of the received signals is based on the q × q "shift" matrix
For example, if Y = S 2 X, we have that Y 1 = Y 2 = 0, and
We note that S 0 is the q × q identity matrix. In terms of S, the received signals are
where summation and multiplication are over the binary field F 2 . Please refer to [11] for further details.
The number of levels n i observed by receiver i is intended to describe the SNR of the communication channel. We model a fading channel by replacing n i by a non-negative random variable N i such that 0 ≤ N i ≤ q. The channel state at receiver i is given by {N i [t]|t = 1, 2, . . .}, an iid random sequence with PMF P Ni (n). We will assume receiver channel state information (CSI) in that N i [t] is known to receiver i at time t.
As the channel states are iid, and the channels conditioned on the channel state are memoryless, we drop the symbol time index t for convenience. When the transmitter signals
Since receiver i knows the channel state N i , receiver i knows that the first q − N i zeroes in Y i carry no data and that the data carrying signals are given by
The missing signal components X Ni+1 , . . . , X q have been erased by the fading channel. For convenience, we use X n to denote the signal vector (X 1 , . . . , X n ). Thus the transmitted signal is X = X q and when the channel state at receiver i is N i , the receiver observation is
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Some useful properties of the q-bit layered erasure channel are gathered in the following lemma.
Lemma 1: For a q-bit layered erasure channel with output
The proof appears in the Appendix. Note that for a trivial
We observe that the channel state PMF P N (n) completely specifies a q-bit layered erasure channel. Given channel state PMFs P Ni (n), the broadcast channel with input X = X q and receiver observations Y 1 = X N1 and Y 2 = X N2 is described by a pair of transition probability matrices F N1 and F N2 . In the parlance of [15] , a q-bit layered erasure broadcast channel is simply a discrete memoryless BC (F N1 , F N2 ). For convenience, we denote this broadcast channel simply by the tuple (N 1 , N 2 ) of channel fading random variables.
In the sequel, we will exploit the structure of the degraded broadcast channel. In the context of q-bit layered erasure channels, the following definition and claim show that degradedness is associated with stochastic dominance of the q-bit fading distributions.
IV. LAYERED ERASURE BROADCAST CHANNEL CAPACITY
To identify the boundary of the capacity region C of the q-bit layered erasure broadcast channel, we start with the weighted sum rate maximization problem (3). For each ω ≥ 0, we present in Section IV-A a simple scheme that achieves a particular weighted sum rate. In Section IV-B, we then use the method of channel enhancement to create a degraded broadcast channel that provides a matching outer bound.
A. Layered Erasure BC: Achievability
Given ω, we define the function
and construct the partition I 1 (ω) ∪ I 2 (ω) where
We assign signal levels n ∈ I i (ω) to user i. In addition, we employ independent signaling on each level. That is, X 1 , . . . , X n are iid Bernoulli (p = 1/2) random variables in each symbol period. If level n is assigned to user i, the level n output at receiver i is erased if N i < n. That is, the erasure probability on the level n subchannel is 1 − F Ni (n). With independent coding on each level, the erasure channel at level n ∈ I i (ω) enables reliable communication with receiver i at rate F Ni (n). Thus, assignment of level n bits to user 1 would contribute F N1 (n) to the weighted sum rate objective while the alternative assignment of those same bits to user 2 would contribute ωF N2 (n) to the objective. Hence our achievability scheme is nothing more than a simple greedy assignment policy.
In summary, assigning inputs {X n |n ∈ I i (ω)} to communicate with receiver i,R i is the expected number of bits addressed and delivered without erasure to receiver i per symbol period. Thus this scheme enables reliable communication to the receivers at rateŝ
and achieves the weighted sum ratê
While this strategy is simple, it is not at all clear whether it is optimal. This policy employs independent communication on subchannel corresponding to different levels even though erasures at both receivers are correlated across these subchannels.
B. Layered Erasure BC: Converse
To develop an outer bound to the weighted sum rate, we start with the case ω > 1 in which we favor communication with receiver 2. Later we will return to examine the case ω < 1.
Our outer bound will employ a degraded broadcast channel. We note that for arbitrary N 1 and N 2 , the q-bit layered erasure broadcast channel is not degraded. For ω > 1, receiver 1 is the less favored receiver. Our approach will be to enhance the channel to this less-favored receiver by replacing the fading distribution N 1 byÑ 1 such thatÑ 1 ≥ st N 1 . It follows that any reliable broadcast communication strategy that communicates at rates (R 1 , R 2 ) through the q-bit layered erasure BC (N 1 , N 2 ) is also a reliable strategy through the q- N 2 ). We will find that for each ω that the enhancement of the channel for the less favored receiver will not result in the WeB1.3 transmission of additional information through that enhanced channel. Consequently, the maximum weighted sum rate R 1 + ωR 2 is the same whether the maximization is over
The enhanced channel for receiver 1 is given by
Similar to the achievability scheme which was defined in terms of β ω (n), the converse will employ the a weighted difference of complementary CDFs
We note that the channel enhancement implies that
Taken together, (18) and (19) imply the following claim.
Lemma 3:
For n ∈ I 1 (ω), FÑ
Before proceeding, we note that it is easy to verify that N 1 is a well-defined q-bit fading random variable. Next we observe that FÑ 1 (n) ≥ F N1 (n) and thusÑ 1 ≥ st N 1 . Finally, we observe that one can verify thatÑ 1 ≥ st N 2 . It then follows that (Ñ 1 , N 2 ) is a degraded q-bit broadcast channel.
We now use Lemma 1 to apply Theorem 1 to the q-bit layered erasure broadcast channel (Ñ 1 , N 2 ) . The capacity regionR = R(Ñ 1 , N 2 ) is the set of all rate pairs (R 1 ,R 2 ) satisfyingR
We see that the weighted sum rate achieved by any feasible rate pair (R 1 , R 2 ) ∈R is upper bounded by the weighted sum rateR * (ω, V ) =R *
associated with the corner rate pair
for some auxiliary V . We now identify the auxiliary V that maximizesR * (ω, V ). Applying Lemma 1 to (21), we obtain the weighted ratẽ
We observe that:
• The first sum in (26) is maximized if
• The second sum in (26) is maximized by choosing the X 1 , . . . , X q to be iid Bernoulli (p = 1/2) random variables.
However, these two requirements are not contradictory. Given that we choose the X i to be iid Bernoulli (p = 1/2) random variables, we can meet the requirement (27) by choosing
In particular, we note that the role of the auxiliary is to carry the information for the favored receiver whose bits are given greater weight.
Applying the optimalṼ to (26), we see that R * (ω), the maximum weighted sum rate over all feasible rate pairs
Applying Lemma 3, we obtaiñ
which is identical toR(ω), the achievable weighted sum rate (16) . We note that this tight outer bound can also be obtained by the Körner-Marton outer bound in [15] .
We now return to examine the outer bound for weight ω < 1. As discussed in Section II, we can repeat the steps corresponding to Equations (21) through (30) with labels 1 and 2 reversed and ω replaced by 1/ω. Under this role reversal, we now enhance the channel to the less-favored receiver 2 by replacing the fading distribution N 2 byÑ 2 so that the q-bit layered erasure BC (N 1 ,Ñ 2 ) has a degraded receiver 1. The maximization of the weighted sum rate for the degraded memoryless BC (N 1 ,Ñ 2 ) yields the same requirements as before: the inputs X i must be iid Bernoulli WeB1.3 (p = 1/2) random variables and the auxiliary V specifies the bits destined for the favored receiver, which is now receiver 1. The corresponding bit assignment rule, derived from (13) with labels 1 and 2 reversed and ω replaced by 1/ω, becomes
However, trivial manipulation shows that I 1 (ω) = I 1 (ω).
That is, the optimal decision rule for allocating bits to each user to maximize the weighted sum rate is unchanged by the role reversal. Thus the resulting optimal weighted sum rate is still given by the achievable rate in (15) for all ω > 0.
V. DISCRETE-LEVEL FADING GAUSSIAN BC
Now we draw an analogy between a class of fading Gaussian broadcast channels and the layered erasure broadcast channel and use the analogy to derive an outer bound for the capacity region of the former class of channels.
For the Gaussian channel, let (N i , θ i ) be the channel state of receiver i, where N i ∈ {0, 1, 2, . . .} and θ i ∈ [0, 2π]. N i , θ i are random variables, assumed to be independent of each other and interpreted to be independent from symbol time to symbol time. The received signal of user i at a particular time is
where X is the complex baseband transmitted signal with unit power constraint, and Z i ∼ CN (0, 1). The channel state (N i , θ i ) is known at user i but not known at the transmitter. The parameter a is greater than 1 but otherwise arbitrary. Note that N i measures the amplitude of the fading on a logarithmic scale. While this class of fading distributions is not fully general in that receiver SNRs below 0 dB are excluded, it does include the important high SNR case. Moreover, the discrete-level fading model enables an analysis that parallels that for the layered erasure channel.
Now suppose user i is at state N i = n, θ i = θ. Since the phase θ is known at the receiver, user i can post-rotate its received signal by −θ, yielding
where X is the transmitted signal with unit power constraint, and Z is identically distributed as each Z i . The capacity of this point-to-point channel is given by
Note also that the ergodic capacity of the point-to-point fading channel to Y i is given by
In the sequel, however, it will be useful to define C(−1) := 0 and write this ergodic capacity in the telescoping form
where
is the incremental capacity associated with the channel improving from state n−1 to state n. Note that Δ C (n) ≤ log a and approaches this upper bound when n → ∞. The case when a = 2 matches roughly the binary expansion model analyzed in the last section, where going from state n − 1 to state n yields exactly one additional bit.
A. Discrete-Level Fading: Outer Bound
Let C be the capacity region of the broadcast channel (32). As before, we solve the weighted sum rate maximization problem (3) for fixed ω ≥ 1. In general, the discrete-level fading BC is not degraded. However, we can enhance user 1's channel to make it degraded, following what we did for the binary expansion channel. LetÑ 1 , as defined as in (17), be the distribution of the fading amplitude of the enhanced user. The resulting broadcast channel is now degraded with user 2 as the weaker user. So now we can write
For a concise characterization of R * (ω), we will make use of the definition
Recalling alsoβ ω (n) defined in (18), standard manipulations yield the next claim.
Lemma 4:
This decomposition is motivated by the proof for the binary expansion channel. The term Δ I (n|V ) is analogous to H(X n |X n−1 , V ), the additional information provided to user 1 from the nth MSB of the transmitted signal. Writing E[C(N 2 )] in the telescoping form of (36), one can in fact see in Lemma 4 a term-by-term correspondence with (26).
In the binary expansion channel, it can be seen that 0 ≤ H(X n |X n−1 , V ) ≤ 1 and it equals 0 when X n is fully dependent on V (no information for user 1) and it equals 1 when X n is independent of V and X n−1 . We observe that Δ I (n|V ) satisfies similar properties.
Lemma 5:
The lower bound is achieved by choosing X fully dependent on V . The upper bound is achieved by choosing X ∼ CN (0, 1) and independent of V .
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With this lemma, we can now upper bound the weighted sum rate in (40) by applying the upper bound Δ I (n|V ) ≤ Δ C (n) whenβ ω (n) > 0 and otherwise applying the lower bound Δ I (n|V ) ≥ 0. This yields
Just as in the binary expansion case, we can apply Lemma 3. In addition we can express E[C(N 2 )] in the telescoping form of (36) to obtain
Lastly, we apply the upper bound Δ C (n) ≤ log a of Lemma 5 to obtain
Just as in the deterministic binary expansion case, we can interpret the outer bound as corresponding to the rate assignments
VI. CONCLUSION While the class of fading distributions considered in Section V is not completely general, the discrete-level fading highlights the parallels with the layered erasure channel. We conjecture that the outer bound for the discrete-level fading channel can be achieved within a constant gap. 
Since the channel state N is independent of V and X q , I(X q ; N |V ) = 0. Thus
since H(X N |V, N, X q ) = 0. 
Since the auxiliary input V must be independent of the channel state,
