In this paper, we apply the wavelet-Galerkin method to obtain approximate solutions to linear Volterra integral equations (VIEs) of the second kind. Daubechies wavelets are used to find such approximations. In this approach, we introduce some new connection coefficients and discuss their properties and propose algorithms to evaluate them. These coefficients can be computed just once and applied for solving every linear VIE of the second kind. Convergence and error analysis are discussed and numerical examples illustrate the efficiency of the method.
Introduction
In recent years, wavelets have played a crucial role in approximating the solution of a wide range of problems arising in science and engineering. Wavelets have been used in numerous areas of applied mathematics as diverse as signal analysis, statistics, computer aided geometric design, image processing and numerical analysis. Glowinski in [1] used wavelets to approximate the solution of a partial differential equation. Wavelet bases are also used for solving integral equations, in which Fredholm equations are investigated more than other types; for e.g. see [2] [3] [4] [5] . Wavelets are mostly suited for approximating linear problems, but some numerical results were obtained for nonlinear Fredholm and Volterra equations in [6, 7] . The approximate solution of two-dimensional Fredholm equations is discussed in [8] .
In a wavelet-Galerkin scheme, wavelet bases are applied with the well-known Galerkin method, in place of other conventional bases like Legendre or Chebyshev bases. This method has been used for approximating PDE problems in [9] [10] [11] [12] . The solution of integral equations by the wavelet-Galerkin method is studied by various authors such as Fang in [13] , Liang in [14] and Xiao in [15] . Integro-differential equations are also considered in [16] .
As we are aware, the wavelet-Galerkin scheme has not been applied for solving VIEs yet. The main difficulty in applying this procedure happens in the evaluation of the connection coefficients which arise in this method. It is difficult and unstable to compute connection coefficients by the numerical evaluation of integrals. Therefore in this paper, we propose algorithms for the exact evaluation of these coefficients. This paper is organized as follows. In Section 2, some properties of Daubechies wavelets are reviewed. In Section 3, the wavelet-Galerkin scheme is proposed to approximate the solution of a linear VIE of the second kind. The evaluation of connection coefficients is the subject of Section 4. In Section 5, we present the error analysis of this method. The efficiency of this method is shown by providing some numerical experiments in Section 6 and a brief conclusion is presented in Section 7.
✩ The paper has been evaluated according to old Aims and Scope of the journal.
Daubechies wavelets
Daubechies wavelets have gained considerable attention in the numerical analysis of partial differential and integral equations because of possessing some useful properties, such as orthogonality, compact support and ability to represent functions at different levels of resolution. In this section we review some properties of Daubechies wavelets.
Definition 2.1.
A refinable function is a function φ : R → C which satisfies a two-scale refinement equation of the form
The a k ∈ C are called scaling or recursion coefficients. The exact values of some of these coefficients are evaluated in [17] . Since φ(·) has compact support, the series in (2.1) reduces to a finite series as:
where g denotes the genus of the scaling function.
The refinable function φ is called orthogonal if
2) where δ 0,k is the Kronecker delta function. In order to obtain approximations of a function f (x) ∈ L 2 (R), one can use the translated dilations of the scaling function, defined as
3)
The set of orthogonal functions {φ n,l (x)} l∈Z for a particular n, generates a space
The vector spaces V n (n ∈ Z ) have the following properties defining a multiresolution analysis:
The projection P n f (x) converges to f (x) as n tends to infinity:
Definition 2.2. The kth discrete and continuous moments of φ are respectively defined by 
6)
and we let
Problem approximation
In this section we propose the wavelet-Galerkin method to approximate the solution of a linear VIE of the second kind.
Let φ(x) be the Daubechies scaling function of genus N and the support is [0,
Consider the following VIE of the second kind
where u is an unknown function and f ∈ L
generates an orthogonal MRA, hence u(x) can be approximated by scaling function series as
where u i s are unknown coefficients. Since φ n,i (x) has compact support and we look for a solution of (3.1) in the interval [0, 1], the infinite series in (3.2) reduces to a finite series
Substituting (3.3) into (3.1) leads to
To solve (3.4), two different approaches are mostly applied, one of them is the collocation method and the other one is the Galerkin method. In order to solve (3.4) by the Galerkin procedure, first we must approximate functions f (x) and K (x, t). In the sequel we mention how to approximate these functions properly.
Let f (x) is defined on R, to approximate this function we have
The coefficients a k are unknown. In order to evaluate them we apply a quadrature rule. The idea of a quadrature formula is to find weights w i and abscissae x i such that
We try to find unknown weights w i such that, relation (3.6) holds exactly for polynomials of degree p. Hence we have
which leads to an algebraic system. In case the abscissae x i are fixed, this system is linear in the unknowns w i . More efficient quadrature formula can be constructed by also treating the abscissae as unknowns, cf. Gauss quadrature formulae. Here we
. . p, so the unknowns a k in (3.5) are approximated as follows
The function f (x) in (3.1) is defined in the interval [0, 1] and by considering (3.7) we need some values of this function out of this interval, hence we extend this function smoothly by the following procedure.
Smooth extension of functions
, by the reflection formula (see, e.g. [19, 20] )
where c j are chosen such that a C m -smooth joining takes place at x = 0. The C m -smooth joining at x = 0 happens if
The values of c j can be obtained by solving the system (3.9). Same c j suit to extend f onto [0, 1 + δ]:
As the result we obtain an extended function
by the mentioned procedure and considering (3.5) and (3.7) we have
can be extended and approximated similarly by
(3.12)
Considering relations (3.11) and (3.12), Eq. (3.4) can be rewritten as
To find the unknown coefficients u i by the Galerkin method, we multiply (3.13) by the functions φ n,
(3.14)
Now by introducing the following connection coefficients
the linear system (3.14) reduces to where
It is important to note that the connection coefficients Γ k (x) and Ω k,l i,j depend only on L and not on n.
Evaluation of the connection coefficients
In this section we provide special algorithms to evaluate the connection coefficients which were defined in the previous section.
Evaluation of
Assume that the support of the scaling function 
The property (4.4) results from choosing y − k = t in (3.15) and (4.5) is the consequence of (4.3) and (4.4). The two-scale relation (4.6) follows from applying (2.1) to (3.15)
The last equality holds because of (4.1). According to relations (4.1)-(4.5), the unknown values of Γ k (x) reduce to the integer values of x ∈ [1, L−2] and |k| ≤ L−2. To find these values we apply the two-scale relation (4.5) for unknowns x and k to find a nonsingular linear system. The nonsingularity of this system is discussed in [9, 12] . Some values of Γ k (x) for Daubechies wavelets of genus N = 3, i.e. L = 6, are gathered in Table 1 . 
Evaluation of integrals
Before we discuss some properties of Υ k,l r we present the following lemma:
Proof. It is easy to see that
Applying (4.1) and (4.9), reveals that 
Relation (4.10) follows immediately from (4.9). Relation (4.11) follows from the compact support of functions φ(·) and φ(· − r) and also (4.2). Relations (4.12) and (4.13) are valid because of (4.8) and the support of function φ(y). To verify (4.14) owing to the support of function φ(y) we have
To prove (4.15), we apply the two-scale relations (2.1) and (4.6) to (4.7)
In the next lemma we propose a useful relation concerning integrals Υ k,l r . 
(4.17)
On the other hand, by considering (4.9) and (4.5) we have
Which results from the support of function φ(y).
Relation (4.17) can also be verified similarly. 
Now by applying the recursive relation (4.15) for the unknowns k, l and r, one can find a non-homogeneous system of linear equations which can be easily solved. Some values of Υ k,l r have been collected in Table 2 .
The following relations can be easily verified Another important relation for the integrals Ω k,l i,j is discussed in the next lemma.
Lemma 4.3. For the integrals
(4.24)
Proof. As mentioned in the proof of Lemma 4.2, we have To evaluate the unknowns Ω k,l i,j we try to find a recursive relation. By applying (2.1) and the two-scale relation (4.6) to (3.16), we get The upper limit of the integral in the right-hand side of (4.25) is 2 n+1 , hence there is not a recursive relation for Ω k,l i,j generally. Now we consider the following cases. Fig. 1 can also be helpful in better understanding these cases.
2 , then for each k and l and by choosing n ≥ log 2 (2L − 4), relation (4.25) can be written in the recursive form, as 
After evaluating the connection coefficients Υ k,l r and using them in (4.27), a non-homogeneous system of linear equations is obtained which can be easily solved.
2 , then for each k and l note that 
so (4.29) can be written as 
Considering the above cases, all of unknowns Ω k,l i,j can be computed. In Table 3 we have proposed some values of these integrals.
Error analysis
Consider the following VIE of the second kind for all x ∈ I, (x, t) ∈ D and u 1 , u 2 ∈ R, with Lipschitz constants l 1 , l 2 being independent of u 1 and u 2 .
Define a nonlinear integral operator G : Then the problem (5.1) reads: 4) and its weak form is to find u ∈ L 2 (I) such that
where (·, ·) denotes the usual inner product in L 2 -space. The Galerkin approximation of (5.5) is now defined as:
Then the problem (5.6) can be equivalently written as:
The following theorem shows the L 2 error approximation of a function with its orthogonal projection and the proof can be found in [21, 22] . 
where C depends only on f (x) and the scaling vector α. Proof. The proof of this theorem is completely similar to the proof of Theorem 2.1 in [23] and is omitted here.
Numerical results
In this section we provide some numerical examples to show the efficiency of the wavelet-Galerkin method in solving VIEs. We apply Daubechies wavelets of genus 3, i.e. L = 6. We emphasize that the connection coefficients Γ k (x) and Ω k,l i,j are evaluated just once and we use them in each example to construct the corresponding linear system (3.19). with exact solution u(x) = e x . The error graph is shown in Fig. 3 .
Conclusion
The wavelet-Galerkin method based on Daubechies wavelets has been applied for solving linear VIEs of the second kind. In this approach some new connection coefficients have been introduced which need to be evaluated just once and this leads to a reduction in the cost of the calculations. The numerical results show the efficiency of this method. 
