Current methods for video description are based on encoder-decoder sentence generation using recurrent neural networks (RNNs). Recent work has demonstrated the advantages of integrating temporal attention mechanisms into these models, in which the decoder network predicts each word in the description by selectively giving more weight to encoded features from specific time frames. Such methods typically use two different types of features: image features (from an object classification model), and motion features (from an action recognition model), combined by naïve concatenation in the model input. Because different feature modalities may carry task-relevant information at different times, fusing them by naïve concatenation may limit the model's ability to dynamically determine the relevance of each type of feature to different parts of the description. In this paper, we incorporate audio features in addition to the image and motion features. To fuse these three modalities, we introduce a multimodal attention model that can selectively utilize features from different modalities for each word in the output description. Combining our new multimodal attention model with standard temporal attention outperforms state-of-the-art methods on two standard datasets: YouTube2Text and MSR-VTT.
Introduction
Automatic video description, also known as video captioning, refers to the automatic generation of a natural language description, such as a sentence that summarizes an input video. Video description has widespread applications including video retrieval, automatic description of home movies or online uploaded video clips, and video descriptions for the visually impaired. Moreover, developing systems that can describe videos may help us to elucidate some key components of general machine intelligence. Recent work in video description has demonstrated the ad- * On sabbatical from Aoyama Gakuin University.
vantages of integrating temporal attention mechanisms into encoder-decoder neural networks, in which the decoder network predicts each word in the description by selectively giving more weight to encoded features from different times in the video. Typically, two different types of features are used: image features (learned from an object classification task), and motion features (learned from an action recognition task). These are combined by naïve concatenation in the input to the video description model. Because different feature modalities may carry task-relevant information at different times, fusing them by naïve concatenation may limit the model's ability to dynamically determine the relevance of each type of feature to different parts of the description. In this paper, we expand the feature set to include the audio modality, in addition to the image and motion features.
In this work, we propose a new use of attention: to fuse information across different modalities. Here we use modality loosely to refer to different types of features derived from the video, such as appearance, motion, or depth, as well as features from different sensors such as video and audio features. Different modalities of input may be important for selecting each word in the description. For example, the description "A boy is standing on a hill" refers to objects and their relations. In contrast, "A boy is jumping on a hill" may rely on motion features to determine the action. "A boy is listening to airplanes flying overhead" may require audio features to recognize the airplanes, if they do not appear in the video. Not only do the relevant modalities change from sentence to sentence, but also from word to word, as we move from action words that describe motion to nouns that define object types. Attention to the appropriate modalities, as a function of the context, may help with choosing the right words for the video description. Often features from different modalities can be complementary, in that either can provide reliable cues at different times for some aspect of a scene. Multimodal fusion is thus an important longstanding strategy for robustness. However, optimally combining information requires estimating the reliability of each modality, which remains a challenging problem.
A longstanding area of research addresses how to effectively combine information from multiple modalities for machine perception tasks [10] . Previous methods typically used stream weights (e.g., [8] ) or Bayesian adaptation approaches (e.g., [21] ). As far as we know, our approach is the first to fuse multimodal information using attention between modalities in a neural network. Our method dynamically adjusts the relative importance of each modality to generate better descriptions. The benefits of attentional multimodal fusion include: (1) the modalities that are most helpful to discriminate each word in the description can dynamically receive a stronger weight, and (2) the network can detect interference (e.g., noise) and other sources of uncertainty in each modality and dynamically down-weight the modalities that are less certain. Not only does our proposed method achieve these benefits, but it does so using a model that can be discriminatively trained end-to-end. In this work, we present results of video description on two large datasets: YouTube2Text and the subset of MSR-VTT that was still available at the time of the experiments. We show that combining our new multimodal attention model with temporal attention outperforms state-of-the-art methods, which are based on temporal attention alone.
Related Work
Sentence generation using an encoder-decoder architecture was originally used for neural machine translation (NMT), in which sentences in a source language are converted into sentences in a target language [30, 5] . In this paradigm, the encoder takes an input sentence in the source language and maps it to a fixed-length feature vector in an embedding space. The decoder uses this feature vector as input to generate a sentence in the target language. However, the fixed length of the feature vector limited performance, particularly on long input sentences, so [1] proposed to encode the input sentence as a sequence of feature vectors. They employed a recurrent neural network (RNN)-based soft attention model that enables the decoder to pay attention to features derived from specific words of the input sentence when generating each output word. The encoder-decoder based sequence to sequence framework has been applied not only to machine translation but also to other application areas including speech recognition [2] , image captioning [30] , and dialog management [19] . In image captioning, the input is a single image, and the output is a natural-language description. Recent work on RNN-based image captioning includes [20, 30] . To improve performance, [33] added an attention mechanism, to enable focusing on specific parts of the image when generating each word of the description. Encoder-decoder networks have also been applied to the task of video description [29] . In this task, the inputs to the encoder network are video information features that may include static im-age features extracted using convolutional neural networks (CNNs), temporal dynamics of videos extracted using spatiotemporal 3D CNNs [27] , dense trajectories [31] , optical flow, and audio features [15] . From the encoder outputs, the decoder network generates word sequences using recurrent neural networks (RNNs) with long short-term memory (LSTM) units [11] or gated recurrent units (GRUs) [4] . Such systems can be trained end-to-end using videos labeled with text descriptions. One inherent problem in video description is that the sequence of video features and the sequence of words in the description are not synchronized. In fact, the order in which objects and actions appear over time in the video may be different from their order in the sentence. When choosing the right words to describe something, the features that directly correspond to that object or action are most relevant, and other features may be a source of clutter. It may be possible for an LSTM to learn to selectively encode different objects into its latent features and remember them until they are retrieved. However, attention mechanisms have been used to boost the network's ability to retrieve the relevant features from the corresponding parts of the input, in applications such as machine translation [1] , speech recognition [2] , image captioning [33] , and dialog management [14] . In recent work, these attention mechanisms have been applied to video description [34, 35] . Whereas in image captioning the attention is spatial (attending to specific regions of the image), in video description the attention may be temporal (attending to specific time frames of the video) in addition to (or instead of) spatial. We first described the proposed method in an arXiv paper [12] . In this paper, we expand upon [4] by testing on an additional dataset and precisely analyzing the significance of the improvements due to our method. The approach we describe here is not limited to the modalities of video and audio. It could also be applied to other types of sources, such as text for machine translation and summarization, or to information from multiple sensors to predict user status (e.g., driver confusion) [13] . In this work, we tested our attentional multimodal fusion using MSR-VTT and precisely analyzed significance of improvements.
Encoder-Decoder-Based Sentence Generator
One basic approach to video description is based on sequence-to-sequence learning. The input sequence (image sequence) is first encoded to a fixed-dimensional semantic vector. Then the output sequence (word sequence) is generated from the semantic vector. In this case, both the encoder and the decoder (sentence generator) are usually modeled as Long Short-Term Memory (LSTM) networks. Given a sequence of images, X = x 1 , x 2 , . . . , x L , each image is first fed to a feature extractor, which can be a pretrained CNN for an image or video classification task such as GoogLeNet [18] , VGG-16 [24] , or C3D [27] . The sequence of image features, X = x 1 , x 2 , . . . , x L , is obtained by extracting the activation vector of a fully-connected layer of the CNN for each input image. 1 The sequence of feature vectors is then fed to the LSTM encoder, and the hidden state of the LSTM is given by
where LSTM(h, x; λ) represents an LSTM function of hidden and input vectors h and x, which is computed with parameters λ. In Eq. (1), λ E denotes the encoder's parameters.
The decoder predicts the next word iteratively beginning with the start-of-sentence token, <sos>, until it predicts the end-of-sentence token, <eos>. Given decoder state s i−1 , the decoder network λ D infers the next word probability distribution as
and generates the word y i that has the highest probability according to
where V denotes the vocabulary. The decoder state is updated using the LSTM network of the decoder as
where y i is a word-embedding vector of y m , and the initial state s 0 is obtained from the final encoder state h L and y 0 = Embed(<sos>).
In the training phase, Y = y 1 , . . . , y M is given as the reference. However, in the test phase, the best word sequence needs to be found based on
Accordingly, we use a beam search in the test phase to keep multiple states and hypotheses with the highest cumulative probabilities at each mth step, and select the best hypothesis from those having reached the end-of-sentence token.
Attention-Based Sentence Generator
Another approach to video description is an attention-based sequence generator [6] , which enables the network to emphasize features from specific times or spatial regions depending on the current context, enabling the next word to be 1 In the case of C3D, multiple images are fed to the network at once to capture dynamic features in the video.
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<eos> <sos> s c 1 c 2 Figure 1 . An encoder-decoder based sentence generator with temporal attention mechanism.
predicted more accurately. Compared to the basic approach described in Section 2.1, the attention-based generator can exploit input features selectively according to the input and output contexts. The efficacy of attention models has been shown in many tasks such as machine translation [1] . Figure 1 shows an example of the attention-based sentence generator from video, which has a temporal attention mechanism over the input image sequence. The input sequence of feature vectors is obtained using one or more feature extractors. Generally, attention-based generators employ an encoder based on a bidirectional LSTM (BLSTM) or Gated Recurrent Units (GRU) to further convert the feature vector sequence so that each vector contains its contextual information. In video description tasks, however, CNN-based features are often used directly, or one more feed-forward layer is added to reduce the dimensionality.
If we use an BLSTM encoder following the feature extraction, then the activation vectors (i.e., encoder states) are obtained as
where h
t are the forward and backward hidden activation vectors:
If we use a feed-forward layer, then the activation vector is calculated as
where W p is a weight matrix and b p is a bias vector. If we use the CNN features directly, then we assume h t = x t . The attention mechanism is realized by using attention weights to the hidden activation vectors throughout the in-put sequence. These weights enable the network to emphasize features from those time steps that are most important for predicting the next output word. Let α i,t be an attention weight between the ith output word and the tth input feature vector. For the ith output, the vector representing the relevant content of the input sequence is obtained as a weighted sum of hidden unit activation vectors:
The decoder network is an Attention-based Recurrent Sequence Generator (ARSG) [1] [6] that generates an output label sequence with content vectors c i . The network also has an LSTM decoder network, where the decoder state can be updated in the same way as Equation (4). Then, the output label probability is computed as
and word y i is generated according to
In contrast to Equations (2) and (3) of the basic encoderdecoder, the probability distribution is conditioned on the content vector c i , which emphasizes specific features that are most relant to predicting each subsequent word. One more feed-forward layer can be inserted before the softmax layer. In this case, the probabilities are computed as follows:
and
The attention weights are computed in the same manner as in [1] :
where W A and V A are matrices, w A and b A are vectors, and e i,t is a scalar.
Attention-Based Multimodal Fusion
We propose an attention model to handle fusion of multiple modalities, where each modality has its own sequence of feature vectors. For video description, multimodal inputs such as image features, motion features, and audio features are available. Furthermore, combinations of multiple Multimodal Naïve fusion
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In [35] , content vectors from VGG-16 (image features) and C3D (spatiotemporal motion features) are combined into one vector, which is used to predict the next word. This is performed in the fusion layer, in which the following activation vector is computed instead of Eq. (13):
where
and c 1,i and c 2,i are two feature vectors obtained using different feature extractors and/or different input modalities. Figure 2 illustrates this approach, which we call Naïve Fusion, in which multimodal feature vectors are combined using one projection matrix W c1 for the first modality (input sequence x 11 , . . . , x 1L ), and a different projection matrix W c2 for the second modality (input sequence x 21 , . . . , x 2L ). However, these feature vectors are combined in the sentence generation step with projection matrices W c1 and W c2 , which do not depend on time. Consequently, for each modality (or each feature type), all of the feature vectors from that modality are given the same weight during fusion, independent of the decoder state. Note that Naïve Fusion is a type of late fusion, because the inherent difference in sampling rate of the three feature streams precludes early fusion (concatenation of input features). The Naïve Fusion architecture lacks the ability to exploit multiple types of features effectively, because it does not allow the relative weights of each modality (of each feature type) to change based on the context of each word in the sentence. Our proposed method extends the attention mechanism to multimodal fusion. We call it attentional fusion, or multimodal attention. In our model, based on the current decoder state, the decoder network can selectively attend to specific modalities of input (or specific feature types) to predict the next word. Let K be the number of modalities, i.e., the number of sequences of input feature vectors. Our attention-based feature fusion is performed using
The multimodal attention weights β k,i are obtained in a similar way to the temporal attention mechanism:
where W B and V Bk are matrices, w B and b Bk are vectors, and v k,i is a scalar. Figure 3 shows the architecture of our sentence generator, including the multimodal attention mechanism. Unlike in the Naïve multimodal fusion method shown in Figure 2 , in our method (shown in Figure 3 ) the multimodal attention weights can change according to the decoder state and the feature vectors. This enables the decoder network to attend to a different set of features and/or modalities when predicting each subsequent word in the description.
Experiments

Datasets
We evaluated our proposed feature fusion using the YouTube2Text [9] and MSR-VTT [32] 
Video Processing
The image data are extracted from each video clip at 24 frames per second and rescaled to 224×224-pixel images. For extracting image features, we use a VGG-16 network [24] that was pretrained on the ImageNet dataset [17] . The hidden activation vectors of fully connected layer fc7 are used for the image features, which produces a sequence of 4096-dimensional feature vectors. To model motion and short-term spatiotemporal activity, we use the pretrained C3D [27] (which was trained on the Sports-1M dataset [16] ). The C3D network reads sequential frames in the video and outputs a fixed-length feature vector every 16 frames. We extracted activation vectors from fullyconnected layer fc6-1.
Audio Processing
Unlike previous methods that use the YouTube2Text dataset [ Figure 2 ). Attentional Fusion is our proposed Modal-attention approach (see Figure 3 ). The symbol (V) denotes methods that only use the visual modalities (image features and spatiotemporal features). The symbol (AV) denotes our methods that use all three modalities (audio features as well as the two types of video features. Our baseline method "Naïve Fusion (V)" is very similar to the approach of [35] . In the second table, we evaluate our methods on the subset of the YouTube2Text videos whose audio is not obscured by overdubbed music. [32] , because they used the full MSR-VTT dataset. Our Naïve Fusion (V) baseline method is extremely similar to the method of [32] , so it may be viewed as our implementation of their method using the available subset of the MSR-VTT dataset. 
YouTube2Text Full Dataset
MSR-VTT Subset
Experimental Setup
The similarity between ground truth (human-generated) and automatic video description results is evaluated using two metrics that were motivated by machine translation, BLEU [23] and METEOR [7] , as well as a newly proposed metric for image description, CIDEr [28] . We used the publicly available evaluation script prepared for the image captioning challenge [3] . Each video in YouTube2Text has multiple "ground-truth" descriptions, but some "ground-truth" answers are incorrect. Since BLEU and METEOR scores for a video do not consider frequency of words in the ground truth, they can be strongly affected by one incorrect ground-truth description. METEOR is even more susceptible, since it also accepts paraphrases of incorrect ground-truth words. In contrast, CIDEr is a voting-based metric that is robust to errors in ground truth. The caption generation model, i.e. the decoder network, is trained to minimize the cross entropy criterion using the training set. Image features are fed to the decoder network through one projection layer of 512 units, while audio features, i.e. MFCCs, are fed to the BLSTM encoder followed by the decoder network. The encoder network has one projection layer of 512 units and bidirectional LSTM layers of 512 cells. The decoder network has one LSTM layer with 512 cells. Each word is embedded to a 256-dimensional vector when it is fed to the LSTM layer. We compared the AdaDelta optimizer [36] and RMSprop [25] to update the Table 3 . Sample video description results on YouTube2Text. The first row of descriptions were generated by a unimodal system with only image features (VGG-16) and temporal attention. The other model names are the same as in Table 1 .
Sample Image Unimodal (VGG- 16) a monkey is running a man is slicing a potato a woman is riding a horse a man is singing Naïve Fusion (V) a dog is playing a woman is cutting an onion a girl is riding a horse a man is singing Naïve Fusion (AV) a monkey is running a woman is peeling an onion a girl is riding a horse a man is playing a guitar Attentional Fusion (V) a monkey is pulling a dogs tail a man is slicing a potato a man is riding a horse a man is playing a guitar Attentional Fusion (AV) a monkey is playing a woman is peeling an onion a girl is riding a horse a man is playing a violin
Discussion
Attentional Fusion (V) (i.e., Multimodal attention on visual features) worked best.
Our inclusion of audio features enabled the "peeling" action to be identified.
Attentional fusion is best. Audio hurts performance due to overdubbed music.
Both audio features and multimodal attention are needed to identify "violin". parameters, which is widely used for optimizing attention models. In this video description task, we used L2 regularization for all experimental conditions and compared RM-Sprop and AdaDelta. RMSprop outperformed AdadDelta for all experimental conditions, so we reporte the results using RMSprop in Tables 1 and 2 . The LSTM and attention models were implemented using Chainer [26] . Tables 1 and 2 show the evaluation results on the YouTube2Text and MSR-VTT Subset datasets. On each dataset, we compare the performance of our multimodal attention model (Attentional Fusion), which integrates temporal and multimodal attention mechanisms, to a naïve additive multimodal fusion (Naïve Fusion). We test versions of our system that use only visual (image and spatiotemporal) features "(V)", and versions that additionally use audio features "(AV)". Our baseline system is the "Naïve Fusion (V)" method that uses only temporal attention and only visual features (no audio). This baseline is extremely similar to the methods used in [35] and [32] , which are the current state-of-the-art methods on the two datasets.
Results and Discussion
The results demonstrate the effectiveness of our proposed model. In Table 1 , the proposed methods outperform the previously published results in all but one evaluation metric of one previous method. In both Tables 1 and 2, our proposed methods outperform the "Naïve Fusion (V)" baseline, which is our implementation of the state-of-the-art methods [35] and [32] . Furthermore, our proposed Attentional Fusion model outperforms the corresponding Naïve Fusion model, both with audio features (AV) and without audio features (V), on both datasets. These results clearly demonstrate the benefits of our proposed multimodal attention model. Table 3 shows generated descriptions for four example videos from the YouTube2Text data set. These and more examples, including the original videos with sound, are in the supplementary material.
Significance of Improvements
To understand performance improvements via the metrics, we measured the relative improvement in performance, defined as P = Proposed − Baseline /Baseline, where Proposed is the score for Attentional Fusion (AV), and Baseline refers to Naïve Fusion (AV). The relative improvements P for all metrics on the YouTube2Text Full Dataset and MSR-VTT Subset are shown in part (A) of Table 4 . The use of relative scores highlights the significance of the improvements due to Attentional Fusion. In addition, to establish an upper bound related to human performance, we evaluated inter-rater reliability of the human captions in leaveone-out fashion: we compared each reference sentence for each video to the remaining set of reference sentences for that video, using all three metrics. The mean of these "Human" scores are shown in part (B) of Table 4 . Our scores are quite close to this inter-rater reliability upper bound. Furthermore, our model scores significantly close the gap between the baseline and this "Human" upper bound. We can quantify the gap in terms of the relative reduction, R, defined as R = (Proposed − Baseline)/(Human − Baseline). The relative gap reduction, R, for all metrics is shown in part (C) of Table 4 . These scores indicate that our model makes significant progress from the baseline toward humanlevel performance. Note that for BLEU4 on the MSR-VTT Subset, both the baseline and our system are "super-human" by this standard, so there is no gap to close. Nevertheless, our model still outperforms the "Naïve Fusion" baseline.
Impact of Audio Features
In some experiments, including audio features (AV) improves performance over the corresponding visual-only (V) case, but in other cases it does not. Including audio features can degrade performance for some video clips because some YouTube videos include unrelated noise that was not in the original scene, such as overdubbed music that was added to the video in post-production. Attentional Fusion mitigated the degradation by the audio feature. On the other hand, the audio feature contributed to the performance for both Naïve and Attentional fusion models. We found the negative impact of audio features on some evaluation metrics-i.e., cases in which (AV) methods perform worse than their (V) counterparts in Tables 1 and 2 .
We hypothesized that this degradation due to audio features was due to overdubbed sound that was not present in the original scene. To test this hypothesis, we performed an experiment in which we manually removed all of the YouTube2Text videos in which overdubbed music obscured the sound that was captured during filming. The subsection of Table 1 titled "YouTube2Text Subset without Overdubbed Music" shows the results for the remaining subset of YouTube2Text (380 videos). The results show that whereas the Naïve fusion baseline did not make good use of the audio features in these videos, our proposed Attentional Fusion method does, yielding a significant score improvement over the baseline for all metrics.
Impact of Multimodal Attention
A particular advantage of the proposed multimodal attention is that we can easily inspect the attention distributions over modalities produced by the network for each word. Table 5 shows the average attention weights used for each modality when generating various words, sorted in descending order by weight. The image features, which were trained for object classification (VGG-16 ImageNet), are strongly selected for the words that describe generic object types. The motion features (C3D), which were trained to identify different sports scenes, appear to be selected when describing objects and scenes that tend to be in motion, such as sports and vehicles. The audio features, which were not pretrained (MFCC), overall have smaller weights and were less strongly selected. Nevertheless, the words with the strongest audio weights appear to be action verbs associated with sound, such as talking, singing, and driving. Thus the overall pattern of weights is consistent with our hypothesis about the role of attention to different modalities in selecting different types of words. 
Conclusion
We proposed a new modality-dependent attention mechanism, which we call multimodal attention, for video description based on encoder-decoder sentence generation using recurrent neural networks (RNNs). In this approach, the attention model selectively attends not just to specific times, but to specific modalities of input such as image features, spatiotemporal motion features, and audio features. In addition, Attentional Fusion enables us to analyze the attention weights for each word to examine how each modality contributes to each word. We evaluated our method on the YouTube2Text and MSR-VTT datasets, achieving results that are competitive with current state-of-the-art methods that employ temporal attention models. More importantly, we demonstrate that our model incorporating multimodal attention as well as temporal attention outperforms the state-of-the-art baseline models that use temporal attention alone. The attention mechanism also provides a means for introspection in the model, in the sense that the weights across modalities that are used in generating each word can be used to explore what features are useful in various contexts. Examination of these attention weights confirms that the focus of attention on the appropriate modality is well aligned to the semantics of the words.
