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Magnetic resonance techniques play a key role in the experimental un-
derstanding of matter in modern material sciences, physics and chem-
istry. By virtue of nuclear magnetic resonance (NMR) spectroscopy de-
tailed structural informations of molecules [1], solid state [2], and even
biomolecules [3] can be obtained. Electron paramagnetic resonance (EPR)
spectroscopy allows for the investigation of molecules with unpaired elec-
trons such as radicals or molecules in triplet states [4].
However, the detailed analysis of experimental NMR spectral data for
complex molecular systems is often very complicated and can greatly ben-
efit from theoretical calculations. These can provide insight into NMR
chemical shift data of all active nuclei in a molecule and put proposed
intermediates and structures to a test. Furthermore, experimental data can
be verified by calculations [5].
Over the last decades molecular electronic structure theory has developed
a number of methods to accurately calculate energies and molecular prop-
erties like excitation energies [6], dipole moments, or vibrational frequen-
cies [7–9] even for large molecules [10–22]. The calculation of molecular
magnetic properties, especially NMR shielding tensors, has long been ham-
pered by the high computational cost and the gauge origin problem which
arises from the incompleteness of the basis in which the wave function is
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expanded. This makes the results dependent on the choice of an arbitrary
gauge origin and slows down the convergence of the results to the basis
set limit [5]. This problem has widely been solved by using explicitly field-
dependent basis functions (gauge-including atomic orbitals, abbreviated
GIAOs or also London atomic orbitals) which were put forward by F. Lon-
don in the context of magnetizabilities in 1937 [23].
The unfavorably high scaling behavior of wave function based methods
for the calculation of molecular magnetic properties is more involved.
Numerous electron correlation methods have been proposed and imple-
mented (one should especially note the role of J. Gauss) [24–32], yet, all
of them are restricted to small or tiny molecules. Based on preliminary
results by J. Gauss and H.-J. Werner [33] the first efficient implementation
of NMR shielding tensors at the level of local second-order Møller-Plesset
perturbation theory (LMP2), which is the simplest electron correlation
method [10, 15, 34], has been developed [35] and is presented in this thesis.
The new method employs GIAOs as atomic orbital (AO) basis functions
and is combined with the density fitting (DF) approximation [36–41] to
further improve the efficiency of the program.
Molecular magnetizabilities connect by definition the induced magnetic
moment in a molecule and the applied magnetic flux density B and de-
scribe the energy correction due to the interaction of the induced magnetic
moment with the external field [42, 43]. Magnetizability tensors can be cal-
culated by generalizing the program for NMR shielding tensors. Hence, as
a second step in this work the existing GIAO-DF-LMP2 program for NMR
shielding tensors was extended so that it can also calculate magnetizabil-
ities. However, magnetizabilities are not easily accessible through exper-
iments and often only solid state or liquid phase data is available which
complicates the comparison with calculated (gas-phase) data [44, 45].
In contrast, rotational g tensors can be measured with high accuracy by
molecular beam [46] and microwave spectroscopy [47]. They describe the
shift of the rotational energy levels through the (Zeeman) interaction of
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the external magnetic field with the magnetic moment caused by the ro-
tation of the molecule. Rotational g tensors and the paramagnetic part
of magnetizabilities are closely related [47, 48] and thus GIAO-DF-LMP2
magnetizability tensors can be used to calculate rotational g tensors.
In this work the first efficient implementations of NMR shielding tensors,
magnetizability tensors, and rotational g tensors at the level of density
fitted local second-order Møller-Plesset perturbation theory is presented
which employs gauge-including atomic orbitals as AO basis functions.
The program was implemented in the framework of the MOLPRO quantum
chemistry package [49, 50]. The accuracy of the method is demonstrated
by test calculations on small and medium-sized molecules. Special atten-
tion is paid to the influence of the density fitting and local approximation.
Furthermore, the efficiency of the program is shown by calculations on
large molecular systems.
In the following Chapter 2 the most important principles and concepts
are presented which are necessary to understand the calculation of mag-
netic properties in the framework of local correlation methods. Chapter 3
presents the formalism for NMR shielding tensors at the level of density
fitted local second-order Møller-Plesset perturbation theory with gauge-
including atomic orbitals (GIAO-DF-LMP2). Calculations show the accu-
racy of the results and the performance of the method. In Chapter 4 the for-
malism for the calculation of magnetizability tensors at the level of density
fitted Hartree-Fock with gauge-including atomic orbitals (GIAO-DF-HF)
and at the level of GIAO-DF-LMP2 is presented. Chapter 5 highlights the
close connection between magnetizability tensors and rotational g tensors
through rotational London atomic orbitals. In both chapters calculations
show the influence of the fitting basis set and of the local approximation on
the accuracy of the results. Investigations on larger systems demonstrate
the efficiency of the program.
Chapter 2
BACKGROUND
The following sources were used for this chapter: the description of the
molecular electronic Hamiltonian in the presence of an external magnetic
field (Section 2.1) is based on and partly taken from the review by T. Hel-
gaker, M. Jaszun´ski, and K. Ruud [51]. Section 2.2 about the gauge origin
problem is based on the latter review [51] and is partly taken from my
diploma thesis [52]. The basic concepts of local correlation methods (Sec-
tion 2.3) and of the density fitting approximation (Section 2.4) are taken
from my diploma thesis [52] and a talk by my supervisor at a confer-
ence in Mariapfarr [53] and slightly adapted. Furthermore, I’d like to
acknowledge the work of Prof. Werner about Lagrangian techniques for
gradients [54] which was used for Section 2.5. Section 2.6 which describes
the notation is taken from the publication about GIAO-DF-LMP2 NMR
shielding tensors [35]. For the sake of readability, these sources will not be
cited individually again throughout the chapter.
2.1 Molecular Electronic Hamiltonian
The molecular electronic Hamiltonian in the presence of an external homo-
geneous magnetic field B and the magnetic moments MK of the nuclei K
7
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mi · Btot (ri) −
∑
K






In Eq. (2.1) the charges of the nuclei,ZK, the distance operators between two
electrons i and j, ri j, between electron i and nucleus K, riK, and between
two nuclei K and L, RKL, the position vector of nucleus K, RK, and the
classic dipolar interactions DKL, which describe the direct couplings of the
nuclear magnetic dipole moments, have been introduced. The permanent
magnetic moment of electron i is connected to its spin si,
mi = −gµBsi (2.2)





which equals α/2 in atomic units, where α is the fine structure constant.
The kinetic momentum operator pii,
pii = −i∇i + 1cA
tot (ri) , (2.4)
does not only contain the generalized momentum operator, but also con-
tributions from the total magnetic field vector potential, where ri is the
position vector of electron i. The vector potential Atot is related to the
magnetic field Btot through
Btot (ri) = ∇i ×Atot (ri) , (2.5)
which fulfills the Maxwell equation,
∇i · Btot (ri) = 0, (2.6)
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For molecules the magnetic vector potential Atot and the related magnetic
field Btot have two contributions: one from the external magnetic field and
a second one arising from the magnetic dipole moment of each nucleus








For a homogeneous external magnetic field the associated vector potential




B × (ri − RO). (2.10)
The subscript O of the vector potential indicates the gauge origin, i.e., the
position RO at which it vanishes. The magnetic field B is independent of
the choice of the gauge origin RO. With the exception of atoms there is no
unique or natural choice for the gauge origin, which leads to the so-called
gauge origin problem. The implications of this will be discussed in the
next section.






where riK is the vector pointing from nucleus K to electron i. For this term
there is a preferred gauge origin, the position of the nucleus. Therefore, the
term causes no further problems in the following discussion of the gauge
invariance.
In this thesis magnetic vector potentials are chosen to be divergence free,
∇ ·A = 0, (2.12)
which corresponds to the so-called Coulomb gauge.
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2.2 The Gauge Origin Problem
As mentioned in Section 2.1 the choice of the gauge origin for the mag-
netic vector potential Atot and hence the molecular electronic Hamiltonian,
Eq. (2.1), is not unique. Different choices of the gauge origin are connected
by gauge origin transformations with a scalar function f ,
AO′(r) = AO(r) −AO(RO′) = AO(r) + ∇ f (2.13)
with
f (r) = −AO(RO′) · r. (2.14)
Since there is a preferred gauge origin for the contributions from the nuclear
magnetic dipole moments to the magnetic vector potential (as defined in
Eq. 2.11) these terms do not cause any difficulties. For this reason they will
be dropped in the following discussion.
Plugging the gauge transformed potential, as shown in Eq. (2.13), into the
kinetic momentum operator Eq. (2.4) constitutes a unitary transformation,
pi′ = −i∇ + 1
c
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This also induces a unitary transformation to the corresponding Hamilton
operator,



























Observables like the density or the energy must not be affected by gauge
transformations, which is achieved by multiplying the wave function with
a compensating phase factor,
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Gauge invariance of the energy is ensured,
〈




ψ |H|ψ〉 , (2.18)
and the same state is still described by the gauge transformed wave func-
tion,


















= |ψ (r) |2. (2.19)
The scalar transformation function for the shift of the gauge origin from




B × (RO − RO′) · r = AO′ (RO) · r (2.20)
and the corresponding wave function as




AO′ (RO) · r
)
ψO (r) . (2.21)
The gauge transformation relations above only hold for exact wave func-
tions, for approximate wave functions gauge invariance cannot be assured.
The finite space of basis functions from which the wave function is con-
structed might not be able to reproduce the gauge transformations cor-
rectly. Hence, calculations with finite wave functions will always depend
on the choice of the gauge origin.
This has severe implications since the obtained results then depend on the
choice of the gauge origin. In order to reproduce results the employed
gauge origin has to be reported. The quality of the results might crucially
depend on the choice of the gauge origin. Furthermore, it is not clear how
to choose the gauge origin (except for atoms). In the case of atoms there is
a preferred, or natural, gauge origin which is the atom itself.
This can be rationalized by the following consideration: in the absence of a
perturbation a one-electron atomic system is described by the approximate
wave function χlm which is centered on nucleus N; this wave function is an
eigenfunction of the effective Hamiltonian H0 of the one-electron atomic
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system and the angular momentum operator relative to nucleus N along
the z-axis, LNz ,
H0χlm = E0χlm, (2.22)
LNz χlm = mlχlm. (2.23)
If one now applies an external magnetic field B and chooses the gauge




B × (r − RN), (2.24)
perturbational analysis shows that the unperturbed wave function χlm is























B × (r − RL), (2.26)
the unperturbed wave function is no eigenfunction of the angular mo-









χlm = (E0 + O (B))χlm. (2.27)
After identifying the center of atom N as preferred gauge origin one can
ensure gauge origin independence by multiplying the unperturbed wave






AO (RN) · r
)
χlm. (2.28)
This is also valid for atoms with more than one electron. Furthermore, the
energy expectation value is gauge origin independent,
E (B) = 〈ωlm (AO) |H (AO) |ωlm (AO)〉 . (2.29)
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The ansatz is gauge origin independent by construction and can easily
be generalized to systems with more than one atom. For every atom in
a molecule the natural gauge origin is the atom itself, however, it is not
possible to locate the gauge origin at all atoms at once. This difficulty can
be circumvented by multiplying each atomic orbital (AO) basis function χ
centered at a specific atom M with a complex phase factor which shifts the
gauge origin from the center of the atom, RM, to a global gauge origin,




AO (RM) · r
)
χµ(rM). (2.30)
These explicitly field-dependent AO basis functions are referred to as
gauge-including atomic orbitals (GIAOs) or London atomic orbitals [23].
In the limit of zero magnetic field strength they reduce to ordinary Gaus-
sian basis functions.
The IGLO (individual gauge for localized orbitals) approach [55, 56] uses
local phase factors for the molecular orbitals (MOs) instead of AOs. Core
orbitals and lone pairs have their gauge origin located at the correspond-
ing nucleus, for valence orbitals the center of charge of the corresponding
orbital is used. Clearly, this requires the localization of the orbitals prior
to the calculation of the properties, as for delocalized orbitals no obvious
gauge origin exists. In the local approach two-electron integrals can be
approximated by completeness relations [57].
Wolin´ski et al. pointed out that the IGLO approach has several disadvan-
tages in comparison to the GIAO approach [58]:
• For the IGLO approach another approximation is introduced by the
closure relation.
• The IGLO approach is more sensitive to the basis set quality.
• The IGLO approach has difficulties for systems with largely delocal-
ized electrons.
• The IGLO approach cannot be generalized straightforwardly for cor-
related methods as it is possible for the GIAO approach.
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Integrals of GIAOs are independent of the choice of the gauge origin. This
can be easily shown for most integrals like the perturbed overlap or the























∣∣∣(RMN × r)α∣∣∣ ν〉 . (2.31)
The vector RMN is the difference between the vectors pointing from the
origin to RM and RN,
RMN = RM − RN. (2.32)
However, it is not so obvious for integrals involving the kinetic term T of














In order to bring both exponential factors to the left of the differential
operator ∇ the commutator[
−i∇ + 1
c












AO (RN) · r
)
AO (RN) (2.34)
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with the potentials
AMN = AO (RM) −AO (RN) = 12B × RMN, (2.36)






which are independent of the gauge origin RO.




∣∣∣∣∣exp ( icAMN · r)12pi2N
∣∣∣∣∣χν〉 (2.38)
with the kinetic momentum operator piN
piN = −i∇ + 1c





The subscriptN on the kinetic momentum operator indicates that the vector
potential is calculated relative to nucleus N. This is particularly important
for the first and second derivatives of the core Hamiltonian with respect to
the magnetic field.
2.3 Local Approximation
Correlated electronic structure theory methods like coupled-cluster (CC)
or second-order Møller-Plesset perturbation theory (MP2) show unfavor-
ably high computational scaling behavior with the molecular system size.
This is caused by the use of canonical orbitals which diagonalize the Fock
matrix. However, canonical basis functions are delocalized over the whole
molecule whereas the (dispersive) interaction between electrons is short-
range and decays ∝ r−6 in non-metallic systems. In order to avoid that all
orbitals have to be considered in a calculation, as it is inevitably the case
for canonical orbitals, a local basis is introduced which helps exploit the
fast decay behavior of dynamic electron correlation.
Local correlation methods make use of the short-range nature of the electron-
electron interaction by spatial considerations to greatly reduce the number
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of excited configuration state functions. Electron pairs with an interorbital
distance beyond a certain threshold are neglected. Furthermore, exci-
tations are restricted to orbital- or pair-specific subspaces of the virtual
spaces (domains) [60].
There are several localization methods; the Pulay ansatz [61, 62] uses local-
ized molecular orbitals (LMOs) for the occupied space. These are generated





|φcank¯ 〉Wk¯i with WW† = 1. (2.40)
Different choices are possible for the unitary transformation matrix W,
the most widely used are Pipek-Mezey [63] and Boys [64, 65] localization.
Pipek-Mezey maximizes the sum of the Mulliken atomic charges, i.e., it
minimizes the net number of atoms on which the LMO is localized, whereas
the Boys method maximizes the distance between orbital centroids [66]. In
this work the Pipek-Mezey localization procedure is used.
The LMO coefficient matrix L can be represented as
L = C¯oW, (2.41)
where C¯o is the occupied part of the canonical MO coefficient matrix. The
corresponding LMOs still form an orthogonal basis due to the unitary
nature of the transformation matrix W. The localization matrix is specified
by
W = C¯†oSL. (2.42)
Instead of localizing the canonical virtual orbitals, which turns out to be
difficult and to provide poor results for the diffuse virtual MOs, the AOs χµ





 |χµ〉|µ=r = P|χµ〉|µ=r. (2.43)
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connecting virtual canonical and PAO orbitals; Cv is the coefficient matrix
of the virtual canonical orbitals. The PAOs which are modified AOs turn
out to be a natural and reasonable choice to describe the virtual space.
They are still orthogonal to the LMOs but are no longer orthonormal with
metric
SPAO = P†SP = Q†Q. (2.46)
The PAOs span exactly the same space as the virtual orbitals but form a
redundant basis.
In local MP2 for magnetic properties excitations can be restricted to sub-
spaces of the PAO basis, so-called domains. Furthermore, the number
of doubly excited amplitudes can be reduced by spatial considerations:
electron pairs with an interorbital distance beyond 15 bohrs are neglected.
2.4 Density Fitting Approximation
The transformation of four-index two-electron integrals from the atomic























In order to reduce the computational effort the one-particle orbital product
densities ρpq(r) = φ∗p(r)φq(r) are replaced by approximate densities ρ˜pq(r)
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which are expanded in an auxiliary (fitting) basis ΞP(r):










dr2[ρpq − ρ˜pq](r1)w12[ρpq − ρ˜pq](r2), (2.50)
where w12 is an appropriate weight operator. Inserting the expansion of
the approximate densities (2.49) into the error functional (2.50) yields











= −2(P|w12|ρpq) + 2
∑
Q
(P|w12|Q)cQpq = 0. (2.52)
If the weight operator is chosen asw12 = r−112 the self repulsion of the residual
ρpq − ρ˜pq is minimized. The fitting coefficients are then the solution of the
linear equation system∑
Q

















It can be ensured that the error introduced by the DF approximation for
the integral (mn|pq) is second order with respect to the fitting coefficients
by using Dunlap’s robust formula [67]:
(mn|pq) = (ρmn|ρpq) = (ρmn|ρ˜pq) + (ρ˜mn|ρpq) − (ρ˜mn|ρ˜pq). (2.56)
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If the same fitting basis is used for all product densities and the fitting
coefficients are given by Eq. (2.53) all three terms in the robust formula,





The transformation from AO to MO basis in the conventional formalism
(see Eq. 2.47) is a four-index step which scales O(N5). In comparison, the
transformation of the three-index electron repulsion integrals (ERIs) is a





The assembly step in Eq. (2.57) still scales O(N5) but with a significantly
lower prefactor than the conventional transformation. In practical calcula-
tions the scaling behavior can be drastically improved by using localized
orbitals in combination with prescreening techniques.
As outlined for GIAO-DF-HF [68] ordinary Gaussians are used as fitting
functions (FFs) for the calculation of magnetic properties because GIAOs as
FFs would inevitably violate gauge origin independence. Since for a given
FF there is naturally no complex conjugate corresponding to the same elec-
tron the origin dependence (on RO) would not cancel in the three-index
ERIs. An alternative natural choice are ordinary Gaussian basis functions,
implying that the GIAO orbital product densities are fitted at zero field
strength, i.e., at B = 0. In the present implementation no local restrictions
to the fitting basis (fit domains [14, 15]) have been introduced.
2.5 Lagrangian Techniques for Second Deriva-
tives
NMR shielding tensors, magnetizability tensors, and rotational g tensors
can be calculated as second derivatives of the energy. Formal expressions
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for their calculation can be obtained by differentiating the energy in the
presence of a perturbation twice and subsequently considering the ob-
tained expressions in the limit of zero perturbation strength. This means
the derivatives with respect to a perturbation q are taken at a reference point
q = 0, for which the (unperturbed) wave function with its parameters was
optimized. For the sake of simplicity the subscript q = 0 will be omitted in
the rest of this section. The perturbation q, for which the first derivative of
the energy will be considered, is the nuclear magnetic dipole moment for
NMR shielding tensors, the external magnetic field for magnetizabilities
and the total rotational angular momentum for rotational g tensors.
In general, the energy is not variational with respect to all wave function
parameters: e.g., the MP2 wave function is not variational with respect to
the molecular orbital coefficients. For variational wave functions there is
a (2n+1) rule [66], i.e., for the derivative of order (2n+1) the wave function
parameters of order n are required. However, for non-variational wave
functions the derivative of order n requires the wave function parameters
of order n. In order to account for this difficulty it is advantageous to set
up a Lagrangian which has the same energy as the non-variational wave
function but is variational with respect to all wave function parameters.
For this Lagrangian the (2n+1) rule is again valid.
One can formulate the derivatives in a symmetric way so that an even
stricter (2n+2) rule is valid for the Lagrange multipliers. However, this
would require the calculation of the responses of both perturbations for
second derivatives [69] which is disadvantageous for NMR shielding ten-
sors. Hence, this scheme is not applied in this work.
In a general notation all variational parameters of the wave function are






..= yi , 0. (2.60)
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The Lagrangian can be constructed from the energy by adding the (vec-
tor of the n) stationary conditions g of the non-variational wave function
parameters c,




with the Lagrange multipliers z and
g(c) = 0. (2.62)
The stationary conditions must be fulfilled for any value of the perturba-




= gqi (c) = 0, (2.63)
which can be split into different contributions,









The superscript (q) with the first term on the right-hand side of Eq. (2.64)
indicates that this quantity has been evaluated with perturbed AO inte-
grals which depend explicitly on the perturbation, e.g., the derivatives of
the integrals or explicitly field-dependent basis functions (such as GIAOs),
and are independent of the response of the non-variational wave function
parameters, cq (see, e.g., Eq. 2.78). The second term on the right-hand side
of Eq. (2.64) contains all the contributions which arise from derivatives of
the non-variational wave function parameters.
Since the Lagrangian has to be stationary with respect to t, c, and z, differ-


















CHAPTER 2. BACKGROUND 22
Equations (2.65) and (2.66) are the stationary conditions of the wave func-
tions parameters t and c, whereas Eq. (2.67) determines the Lagrange mul-
tipliers and is called the Z-vector equation.
If the above Eqs. (2.65)–(2.67) are fulfilled the Lagrangian is variational
with respect to all wave function parameters. Then the gradient of the
energy with respect to a perturbation q can be written as




















where only derivative integrals and derivatives of AO basis functions con-
tribute. The responses of the wave functions parameters, e.g., perturbed
MO coefficients or perturbed amplitudes, are not required for the calcula-
tion of the gradient.
Differentiating the gradient for perturbation q, Eq. (2.68), with respect to
another perturbation r (at the expansion point r = 0) yields
Eq,r = Lq,r = L(q,r) +
∑
l






























For the properties presented in this work the second perturbation r is
the external magnetic field. As one can see from Eq. (2.69) the calcula-
tion of the derivative (or response) of the wave function parameters and
of the Lagrange multipliers can no longer be avoided for second deriva-
tives (in contrast to the gradient). The equations which determine the
response quantities are obtained by differentiating the stationary condi-
tions Eqs. (2.65)–(2.67) with respect to the perturbation r. The stationary
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conditions have to be fulfilled for any value of the perturbation r. Hence,
















By evaluating the terms above and taking into account that L is linear in


































First, the response equations for the non-variational wave functions param-
eters c have to be solved since these are independent of the other response
quantities. Subsequently the response equations for the variational wave
function parameters t and finally the equations for the response of the
Lagrange multipliers z can be solved.
2.6 Notation
Molecular orbitals (MOs) for the calculation of NMR shielding tensors and
magnetizabilities are expanded in the non-orthonormal basis of the gauge-
including atomic orbitals {ωµ}, MOs for rotational g tensors are expanded
in the non-orthonormal basis of rotational London atomic orbitals (see
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Greek letters µ, ν, . . . label atomic orbitals.
In this thesis occupied orbitals are assumed to be localized using the Pipek-
Mezey procedure [63] and are denoted by indices i, j, k, l; as already men-
tioned in Section 2.3 canonical occupied orbitals are decorated with an
additional bar on top, i.e., i¯, j¯, k¯, l¯. Matrices referring to canonical occu-
pied quantities are decorated with an additional bar on top as well. The
rectangular submatrix of the coefficient matrix C referring to the localized
molecular orbitals (LMOs) is denoted by L. The submatrix which refers to
the occupied canonical MOs is denoted by C¯o.
The canonical virtual orbitals are denoted by indices a, b, c, d and the co-
efficient submatrix by Cv. The MO coefficient matrix C (comprising both
occupied and virtual orbitals) mentioned above thus consists of the two
submatrices L and Cv, spliced together as C = (L|Cv). Analogously, the
matrix C¯ is assembled from the two submatrices C¯o and Cv as C¯ = (C¯o|Cv),
i.e., the occupied block L in C referring to LMOs is substituted by C¯o which
in turn refers to canonical occupied orbitals. General MOs (occupied or
virtual) are denoted by m,n, p, q.
In the approach presented in this thesis the virtual space is spanned by a
redundant set of projected atomic orbitals (PAOs, see Section 2.3). PAOs
are denoted by indices r, s, t,u in the following.
Fitting functions (FFs) for density fitting are denoted by indices P,Q with
their respective Coulomb metric JPQ = (P|Q) and the three-index electron
repulsion integrals (ERIs) (µν|P).
Superscripted q or r indicates the partial derivative of a quantity with re-
spect to the perturbation taken at the reference point, q = 0, respectively,





















or (r) means that the quantity was evaluated with per-













Greek indices α, β, . . . denote Cartesian components of the corresponding
perturbation.





























Furthermore, the following perturbed general electronic interaction matri-

















































The formalism and results which are presented in this chapter were al-
ready published in “The Journal of Chemical Physics” with my supervisor
Prof. Schütz as co-author [35]. Since then, a few minor programming errors
concerning mainly the treatment of frozen-core orbitals have been identi-
fied and fixed. The influence of those error fixes on the calculated NMR
shielding tensors and shifts was investigated for a number of medium-
sized molecules, e.g., coronene and glycine chains of different lengths. The
deviations were found to be small, i.e., in the range of 10−2 ppm for 1H-
shieldings; for this reason the systems for which results are presented in
this chapter were not recalculated. Instead the results published in Ref. [35]
are presented.
This chapter is taken completely from the above mentioned publication [35],
only minor changes were made to the original publication in “The Journal
of Chemical Physics”.
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3.1 Introduction
The reliable prediction of nuclear magnetic resonance (NMR) shielding
tensors and chemical shifts from ab-initio calculations has emerged as a
versatile tool to support experimental NMR spectroscopy. Yet, there are
two major problems hampering the theoretical treatment of potentially in-
teresting large molecules: (i) the gauge origin problem which arises from
the incompleteness of the atomic orbital (AO) basis sets and (ii) the unfa-
vorably high scaling behavior of correlated wave function methods.
Several methods have been proposed to overcome the gauge origin prob-
lem, among them the individual gauge for localized orbitals (IGLO) ap-
proach by Schindler and Kutzelnigg [55, 56] and the localized orbital/local
origin (LORG) approach by Hansen and Bouman [70], which are both aim-
ing at minimizing the gauge error by introducing separate gauge origins
for the localized molecular orbitals. Nowadays, the method of gauge-
including atomic orbitals (GIAOs or London atomic orbitals) [23, 71] is
more widely used; those explicitly field-dependent basis functions ensure
gauge origin independence of the results by localizing the gauge origin of
each individual basis function on its own atom. The explicit dependence
on the gauge origin then cancels in all integrals and renders the obtained
result independent of the choice of the gauge origin [59]. A discussion of
the advantages and disadvantages of GIAOs in comparisons to IGLOs for
wave function based methods can be found in Refs. [58] and [72] and for a
density-functional theory (DFT) implementation in Ref. [73].
For many cases the accuracy provided by Hartree-Fock (HF) or DFT cal-
culations is sufficient. Yet, there are examples where the proper treatment
of electron correlation by wave function based methods is mandatory [69].
Numerous correlation methods for NMR shielding tensors have been pre-
sented within the GIAO framework, among them multi-configurational
self-consistent field (MCSCF) theory [24], Møller-Plesset perturbation the-
ory up to fourth-order [25, 26], and coupled-cluster implementations in-
cluding up to triples and quadruples excitations [27–30]. Those approaches
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all bear a highly unfavorable scaling behavior; one of the simplest ap-
proaches, second-order Møller-Plesset perturbation theory (MP2), could
be applied to molecules with up to 600 basis functions by exploiting non-
Abelian point group symmetry in combination with a simple coarse-grain
parallelization [31] and integral-direct techniques [32]. Potentially inter-
esting larger molecules are therefore out of reach for those methods. For
HF even (sub-)linear scaling for shielding calculations was reported which
allows to tackle very large systems [74–76]. Recently, Maurer and Ochsen-
feld presented a (sub-)linear scaling AO based MP2 approach for NMR
shielding tensors [77].
Chemical shifts calculated at the level of canonical GIAO-MP2 provide
nearly quantitative accuracy for molecules with small correlation effects,
i.e., corrections up to 30 ppm; for larger correlation effects MP2 overesti-
mates the correction for the shifts. In comparison to Hartree-Fock MP2
usually provides an improvement, particularly for molecules with multi-
ple bonds involving atoms with lone pairs [78]. In a pilot implementation
on top of a conventional GIAO-MP2 program Gauss and Werner showed
that the calculation of NMR shielding tensors in the framework of local
correlation methods might be promising [33]. They assessed the accuracy
of the local approach by a number of medium-sized test systems and con-
cluded that the effect of the local approximation on the resulting shielding
constants is small, i.e., in the range of 1 ppm for 13C and therefore much
smaller than the inherent error of the MP2 approximation itself. This is
in line with the previously observed small deviations between canonical
and local methods for ground state energies [10–16], gradients, [17], and
properties of excited states [18–22].
In previous work the author presented a way to introduce the density fit-
ting (DF) approximation in the calculation of NMR shielding tensors at
the level of HF [52, 68]. It was shown that ordinary Gaussians can be em-
ployed as fitting functions for the orbital product densities in the electron
repulsion integrals, which corresponds to density fitting at zero magnetic
CHAPTER 3. THE DF-LMP2 SHIELDING TENSOR 29
field strength. The use of GIAOs as fitting functions, on the other hand,
would not work and inevitably violate the gauge origin independence. In
this chapter the first efficient implementation of NMR shielding tensors at
the level of local MP2 in combination with DF, i.e., the GIAO-DF-LMP2
method is presented. It has been implemented in the MOLPRO program
package [49, 50].
In Sections 3.2–3.5 the formalism for GIAO-DF-LMP2 NMR shielding
tensors and detailed working equations are derived from the LMP2 La-
grangian by taking the mixed second derivative with respect to the exter-
nal magnetic field and the magnetic moment of each nucleus. Essentially,
the DF-LMP2 gradient of Ref. [17] interpreted as the derivative with re-
spect to the magnetic moment of each nucleus, is differentiated a second
time with respect to the external magnetic field. Localized molecular or-
bitals (LMOs) and projected atomic orbitals (PAOs) are employed to span
occupied and virtual spaces, respectively. The “short-sightedness” of dy-
namic electron correlation is exploited (i) by restricting the LMO pair list
and (ii) by allowing only excitations from LMO pairs into pair specific
subspaces of the virtual space spanned by the PAOs of those few atoms
near the corresponding LMO pair (pair domains).
In Section 3.6 the accuracy of the local approximation and the influence
of the fitting basis set are investigated. Additionally, test calculations on
large molecular systems are presented, like the photodamaged cyclobutane
pyrimidine dimer lesion with adjacent nucleobases in the native intraheli-
cal DNA double strand and its repaired analogue (296 valence electrons,
2636 AO basis functions) whose intermolecular interactions have been
studied before [79, 80].
3.2 NMR Shielding Tensor Theory
The NMR shielding tensor of nucleus Z can be written as the mixed second
derivative with respect to the external magnetic field B and the magnetic
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where D and DBα denote the unperturbed and perturbed density matrices
of the chosen method, in this case of DF-LMP2. The indices α and β denote
the directions of the external magnetic field and of the magnetic moment
of nucleus Z, respectively. Detailed expressions for the derivatives of the
one-electron part of the Hamiltonian in AO basis, h, can be found, e.g., in
Ref. [68].
The (isotropic) shielding constant can be calculated as the arithmetic mean












The chemical shift δ of nucleus Z for a reference compound (typically
tetramethylsilane, TMS, for 1H and 13C measurements) is obtained by ad-
ditionally calculating the isotropic shielding constant σre fiso of the reference
and taking the difference, i.e.,
δ(Z) = σre fiso − σZiso. (3.3)
In this work expressions for the unperturbed LMP2 density matrix are
obtained by considering the gradient with respect to the magnetic mo-
ment MZ following the formalism presented for the DF-LMP2 gradient [17]
(see Section 3.3). Subsequently, the equations for the unperturbed density
matrix can be differentiated with respect to the three components of the
external magnetic field B to obtain the equations for the perturbed density
matrices.
As a solution to the gauge origin problem the GIAO ansatz is employed,
which uses explicitly field-dependent basis functions ωµ, i.e.,




AO (RM) · r
)
χµ(rM), (3.4)
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B × (RM − RO) = 12B × RMO, (3.5)
and χµ(rM) the field-independent basis functions. RM and RO represent
the position vectors of nucleus M and of the gauge origin, respectively,
RMO is their difference vector. Furthermore, r denotes the position vector
of an electron and rM the vector pointing from nucleus M to this electron.
The complex phase factor in Eq. (3.4) represents the gauge transformation
from the center of nucleus M to the global gauge origin RO. Note that in
the limit of zero magnetic field strength, B = 0, GIAOs reduce to ordinary
Gaussians.
The theory for the shielding tensor at the level of GIAO-DF-LMP2 is most
conveniently derived for an orthonormal set of orbitals. The transforma-
tion to the non-orthonormal set of projected atomic orbitals (PAOs) as used
in local correlation methods can be carried out subsequently (see the work-
ing equations provided in Section 3.5.4).
3.3 Unperturbed LMP2 Density Matrix
3.3.1 LMP2 Lagrangian and Hylleraas functional
Derivatives at the level of LMP2 are conveniently evaluated if one starts
from the LMP2 Lagrangian [17],


















which is required to be stationary with respect to the LMP2 amplitudes,
the molecular orbital coefficients C = (L|Cv), and the Lagrange multipliers.
The Lagrangian includes the Hylleraas functional E2 and the localization,
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Brillouin, and orthonormality conditions with the corresponding multipli-
ers zlockl , zck, respectively, zkc, and xpq. In the frozen-core approximation an
additional term zklc fklc + zlck flck with k ∈ {valence} and lc ∈ {core} has to be
considered. The additional equations which arise are explicitly given in
Section 4.3.5.
The Hylleraas functional can be written as
E2 = 〈Ψ(0)|Hˆ|Ψ(1)〉 + 〈Ψ(1)|Hˆ|Ψ(0)〉



















where the matrix K,
Kklcd = (ck|dl), (3.8)
represents the two-electron exchange integrals. The LMP2 amplitudes for
a given orbital pair (kl) are collected in Tkl; the contravariant amplitude
matrices are defined as
T˜klcd = 2T
kl
cd − Tlkcd. (3.9)
The closed-shell Fock matrix in MO basis, f, is given by






with the one-electron core Hamiltonian matrix h, the general electronic











and the Hartree-Fock density matrix
d(0)i j = 2δi j. (3.12)





































= 0 . (3.13)
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Equations for the determination of the amplitudes are found by minimizing




= Ri jab = 0, for all i ≥ j, a, b (3.14)
with the residual matrices





















Detailed working equations for the residual in PAO basis can be found in
Section 3.5.4.
In local MP2 excitations are restricted to subspaces of PAOs (domains) [60]
which are specific for each pair (i j). The corresponding amplitude ma-












where only for full domains the canonical amplitudes are obtained. The
transformation matrix Q is defined in Eq. (2.45).
















The residuals in the MO basis Ri jab do not vanish unless the domains span
the full virtual space.
The orbital-relaxed unperturbed density matrix in AO basis D as needed
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Note that the Lagrange multipliers zloc do not contribute to the unperturbed
density matrix for the gradient with respect to the magnetic moment of the
nucleus; for a detailed discussion of the unperturbed density matrix for
the LMP2 energy gradient cf. Section II D in Ref. [17].








SAkl = 0 ∀k > l (3.19)












where the summation over the AO index µ is restricted to basis functions
centered at atom A.
3.3.2 Z-vector equations
Variations of the orbitals in the presence of a perturbation, e.g., the external
magnetic field B can be described by the coefficient matrix
C(B) = C(0)O(B), (3.21)
where C(0) is the coefficient matrix of the optimized HF orbitals in the
absence of a perturbation and the matrix O(B) describes the variation of
the orbitals in the presence of the magnetic field B, with O(0) = 1.
Minimization of the Lagrangian (3.6) with respect to the (variation of the)
orbitals yields the expressions for the Lagrange multipliers, the so-called
Z-vector equations. The contributions can be split into individual terms
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= 0 with the auxiliary
conditions x = x† yields the linear Z-vector equations,(
1 − Tpq
) [






where the operator Tpq interchanges the index pair p and q of the orbital
variation matrix O and complex conjugates its elements. The Z-vector
Eqs. (3.25) can be further decoupled into the Z-vector coupled-perturbed
Hartree-Fock (Z-CPHF) equations and the Z-vector coupled-perturbed lo-
calization (Z-CPL) equations. The theory for the Z-vector equations in MO
basis without density fitting was outlined earlier by Gauss and Werner [33].
This work builds on the formalism as introduced for the DF-LMP2 gradi-
ent in Ref. [17].
The Lagrange multipliers z are assumed to be defined in the whole MO
basis with zaa = zii = 0. The Z-CPHF equations for the determination of the







zak fik + 2g(z)ia = 0 (3.26)
with the right-hand side























































. The second term
in Eq. (3.28) comes from the variation of the transformation matrices Q
in the LMP2 amplitudes (for further details see Appendix B in Ref. [17]).
There is no such term in Eq. (3.29) since Q describes the transformation
from virtual MO to the PAO basis and does not contain occupied indices.
Since the Lagrange multiplier z is a real Hermitian, i.e., symmetric quantity,
the equations for the occupied-virtual block are identical to the ones for
the virtual-occupied part. The occupied-virtual block of the unperturbed





= [z∗]ai = [z]ai.
The Lagrange multipliers for the localization condition zloc are determined
by solving the Z-CPL equations,




















The derivation of the Z-CPL equations and the matrix elements B+pi,kl are
given in Section 3.5.1.
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3.4 Perturbed Density Matrix
The expression for the orbital-relaxed perturbed density matrix is obtained
by differentiation of the equation for the unperturbed density matrix (3.18)
















with the perturbed density matrix dBα and the perturbed MO coefficients CBα
to be evaluated. The perturbed density matrix has contributions from the
derivatives of the HF density matrix d(0), of the LMP2 density matrix d(2),


































where LBα are the perturbed LMO coefficients which are explicitly defined
in the following subsection (see Eq. 3.38).
3.4.1 Perturbed MO coefficients
The coefficient matrix of the localized occupied orbitals in the presence of
a magnetic field can generally be written as
L(Bα) = C¯U¯(Bα)WV(Bα), (3.37)
where C¯ = (C¯o|Cv) contains purely canonical HF coefficients. The ma-
trix U¯ describes the change of the optimized canonical orbitals, W is the
localization matrix (as defined in Eq. 2.42) and V describes the change of
the localization matrix. The corresponding derivative with respect to the
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magnetic field can be written with the derivatives of the transformation
matrices, U¯Bα and VBα ,
∂L(Bα)
∂Bα
= LBα = C¯U¯BαW + LVBα . (3.38)
The following relations have been used to derive Eq. (3.38): U(0) = 1, re-
spectively, V(0) = 1 and the connection between the localized and canonical
MO coefficient matrices (see Eq. 2.41).
The transformation matrix U¯Bα for occupied orbitals can be considered as




with the nocc×nocc (nocc number of occupied orbitals) submatrix U¯Bαo describ-
ing the contributions from occupied orbital coefficients to the perturbed
occupied orbitals coefficients and the nvirt × nocc (nvirt number of virtual
orbitals) submatrix U¯Bαv describing the contributions from virtual orbital
coefficients to the perturbed occupied orbital coefficients.
The submatrix U¯Bαo can be transformed to local basis,
UBαo = W
†U¯Bαo W. (3.40)
Inverting Eq. (3.40) and inserting it in Eq. (3.38) yields
LBα = CUBα + LVBα (3.41)




Thus, the perturbed LMO coefficients can be written in terms of local
quantities.
The occupied-occupied part of UBα can be determined by ensuring or-
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Since V is a unitary matrix the derivative with respect to the magnetic
field ,VBα , is an anti-Hermitian matrix and hence does not contribute to
Eq. (3.43) (the two terms involving VBα or its adjoint cancel). A possible
choice for UBαo satisfying Eq. (3.43) then is













µ| [(RM − RN) × r]α |ν〉 . (3.45)
This is only one possible choice for the occupied-occupied part of UBα . For
the frozen-core approximation of magnetizabilities and rotational g tensors
the core-valence and valence-core part of UBα are chosen differently (see
Section 4.3.5).
The virtual-occupied part of UBα is obtained by ensuring that Brillouin’s










































Additionally, the response of the localization criterion has to be consid-
ered for local MP2, ensuring that the derivative of the localization condi-






























B−kl,i jS(Bα)kl = 0, (3.49)

















One needs to solve the CPHF equations beforehand, as the solution UBα is
required for the right-hand side. The matrices B− are defined explicitly in
Section 3.5.2.
3.4.2 Perturbed LMP2 density matrix
The perturbed LMP2 density matrix as the derivative of Eq. (3.13) with




































= 0 , (3.51)
which requires the perturbed LMP2 amplitudes ∂Ti j/∂Bα.
The stationary conditions of the Hylleraas functional also have to be ful-












for all i ≥ j, a, b.
Solving Eq. (3.52) for the perturbed amplitudes in combination with the
transformation of the electron repulsion integrals (ERIs) from AO to MO
basis to obtain the perturbed exchange matrix is one of the main bottlenecks
in canonical GIAO-MP2 implementations. It is entirely removed by virtue
of the local approach and density fitting techniques. The explicit working
equations for the perturbed residual ∂Ri j/∂Bα in PAO basis are given in
Section 3.5.4. The corresponding equations for the non-DF case can be
found in the GIAO-LMP2 publication by Gauss and Werner [33].
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3.4.3 Perturbed Z-vector equations
The response of the Lagrange multipliers z and zloc is obtained from the
first-order Z-vector equations, i.e., the derivatives of the Z-CPHF Eqs. (3.26)
and Z-CPL Eqs. (3.32) with respect to the magnetic field. The perturbed
Z-vector equations in MO basis without density fitting can be found in





zBαak fik + 2g(z
Bα)ia = −∂Yai∂Bα (3.53)





















where yai is defined in Eq. (3.27). All terms contributing to the perturbed
Z-CPHF equations are given in detail in Section 3.5.3, respectively, the cor-
responding working equations in PAO basis in Section 3.5.4.
The perturbed Lagrange multipliers for the localization ∂zloc/∂Bα are ob-






























Detailed equations and the definitions of the coefficient matrices B− and
∂B+/∂Bα in Eq. (3.56) are given in Section 3.5.2.
Equation (3.56) also gives a contribution to the right-hand side of the
perturbed Z-CPHF Eqs. (3.54).
3.5 Detailed Working Equations
In this section detailed working equations for the unperturbed and per-
turbed Z-CPL equations and for the equations in PAO basis are provided.
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3.5.1 Unperturbed Z-CPL equations
The contribution from the localization condition rkl to the Lagrangian (3.6)
can be rewritten if one exploits the antihermiticity of the localization con-




















SAkl = 0 ∀k > l. (3.58)




































































For the unperturbed Lagrange multipliers zloc, which are real quantities,





















with the coefficient matrix
B+pi,kl = Bklpi +B(kl)
∗
pi . (3.63)
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anti-Hermitian with respect to k and l.
For the diamagnetic part one has to solve the Z-CPL equations to obtain
the Lagrange multipliers zloc,
















B+i j,kl − B+( ji)∗,kl
)
zlockl = 0 (3.65)












with respect to k and l
(see above) the multipliers zloc have to be antisymmetric, respectively anti-















3.5.2 Perturbed Z-CPL equations


























One arrives at Eq. (3.68) by differentiating the expressions for the unper-
turbed Z-CPL Eqs. (3.64) after inserting Eq. (3.59) so that proper care of
complex conjugation is taken. Furthermore, one can then exploit the fact
that the unperturbed Lagrange multipliers zloc are real quantities (just like
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in the unperturbed Z-CPL equations) and the fact that the perturbed La-
grange multipliers ∂zloc/∂Bα are purely imaginary quantities.
Thus, the contraction of the perturbed Lagrange multipliers with the un-
perturbed coefficient matrices (cf. Eq. 3.59) can be further simplified to∑
k>l





















with the modified coefficient matrix
B−pi,kl = Bklpi − B(kl)
∗
pi . (3.70)
3.5.3 Perturbed Z-CPHF equations
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Note that zBα is a purely imaginary Hermitian quantity. Therefore, the
contraction with the Coulomb integrals yields zero.
For the contraction of the unperturbed Lagrange multipliers z with the



































































































CHAPTER 3. THE DF-LMP2 SHIELDING TENSOR 46



















For the derivative of y (defined in Eq. 3.27) with respect to the magnetic field



















































































Detailed equations for the quantities (3.85–3.87) in PAO basis applying
density fitting are given in Section 3.5.4.
The contraction of the unperturbed LMP2 density matrix with the per-
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Finally, the contraction of the density matrix with the ERIs in Eq. (3.86) can
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with the Coulomb integrals in Eq. (3.92) yields zero, similar to
the contraction of the perturbed Lagrange multipliers in Eq. (3.71).
3.5.4 Working equations in PAO basis
Working equations in PAO basis are derived by using the transformation











For the LMP2 residual matrix, Eq. (3.15), one finds
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 = 0, (3.98)
where the derivative of the exchange matrix in density fitting approxima-
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For the contractions of the exchange matrix with the LMP2 amplitudes on
the right-hand side of the perturbed Z-CPHF equations (see Eq. 3.84 and
the following ones) the quantity XK and its derivative with respect to the
















































In Eqs. (3.105) and (3.106) the summation over the PAO index r is restricted




for a fixed index i.
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The matrix B in Eq. (3.29) and its derivative ∂B/∂Bα in Eq. (3.86) are affected






































where Pµr is the PAO coefficient matrix as defined in Eq. (2.44).
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3.6 Accuracy and Performance
The new GIAO-DF-LMP2 program has been implemented in the MOLPRO
program package [49, 50]; the correctness of the implementation has been
verified by comparing shielding tensors calculated with full domains and
unrestricted pair lists to the corresponding canonical result obtained with
the CFOUR program [84].
Most of the time-critical subroutines of the new GIAO-DF-LMP2 program
are parallelized based on a simple shared file approach: the scratch files
containing integrals, fitting coefficients, and amplitudes reside on two file
systems common to all parallel threads. Input/output (I/O) operations are
organized such that both file systems are in use, e.g., one for reading, the
other one for writing. The I/O of course does not scale with the number of
processors/cores and becomes a bottleneck beyond 8 cores, depending on
the efficiency of the I/O subsystem.
As mentioned in the introduction chemical shifts at the level of MP2 usu-
ally provide an improvement over results at the level of Hartree-Fock.
Figure 3.1 shows the deviations of chemical shieldings calculated at the
levels of GIAO-DF-HF and GIAO-DF-LMP2 with a cc-pVQZ basis set
from experimental 13C gas-phase shieldings measured in the zero-pressure
limit [85]. The error of the Hartree-Fock results is particularly large for
molecules with large correlation effects (see Table 3.1). For this set of small
to medium-sized molecules the error of the LMP2 shieldings is typically
one order of magnitude smaller than the error made by Hartree-Fock.
However, one should bear in mind that chemical shifts are calculated rel-
ative to a reference substance which allows for the cancellation of system-
atic errors. This often makes the Hartree-Fock chemical shifts surprisingly
good, even for larger molecules.










CH3F CF4 C2H2 C2H4 CH3CH3 CH3CN CH3CHO (CH3)2CO CH3NH2 CH3OH
GIAO-DF-HF
GIAO-DF-LMP2
Figure 3.1: Deviation of calculated shieldings (cc-pVQZ basis set) at the levels of
GIAO-DF-HF and GIAO-DF-LMP2 from experimental 13C gas-phase shieldings [85]
(in ppm).
This section discusses the effects of local approximation and density fitting
on the calculated shieldings, i.e., the accuracy of the new GIAO-DF-LMP2
method. Furthermore, illustrating calculations on several more extended
molecular systems are presented to demonstrate the efficiency and capa-
bilities of the new program. The influence of the local approximation and
of density fitting on the accuracy of the chemical shieldings was investi-
gated by performing a series of test calculations on a set of small molecules
which was already utilized previously when presenting the GIAO-DF-HF
method [68]. The geometries of these test molecules were optimized at the
MP2 level in the cc-pVTZ AO basis set. Core electrons were not correlated
(frozen-core approximation).
Table 3.1 compiles the GIAO-DF-LMP2 13C, 15N, and 17O chemical shield-
ings of the test set calculated in the cc-pVXZ (X=D, T, and Q) AO basis
sets [86–91] with the related JK- [92] and MP2-fitting basis sets [93]. Local
calculations with standard domains [60] are compared to calculations with
full domains (the latter are equivalent to canonical calculations, since the
pair list remains untruncated for all molecules of the test set). The corre-
lation contribution to the chemical shieldings, also included in Table 3.1,
is calculated as the difference between the GIAO-DF-LMP2 full domain
result and the shielding constant obtained with the GIAO-DF-HF method.
The correlation contributions are modest for most of the molecules of the
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test set and range up to 30 ppm. Exceptions are the 17O chemical shieldings
of acetone and acetaldehyde with a correlation contribution of 60–100 ppm.
The deviations of the local from the full domain results are small, i.e., in
the range of 1 ppm, which is much smaller than the method error of MP2
itself. As expected, the local error also becomes smaller for larger AO basis
sets since a larger set provides a more flexible basis on the few centers
included in a pair domain.
In order to explore the effect of pair list truncation on the shielding tensors
calculations on a linear glycine chain with four monomers (1176 orbital
pairs) with cc-pVXZ (X=D and T) and aug-cc-pVDZ AO basis sets and the
related JK- and MP2-fitting basis were carried out. The calculations with
the augmented basis set were performed with the MOLPRO option cpldel=1,
i.e., the contributions of the most diffuse functions were discarded in the
Pipek-Mezey localization matrices Eq. (3.20) [94]. Different thresholds for
the truncation of the pair list were investigated: test calculations were
performed for which pairs with an interorbital distance beyond 10, 15
(default value for local calculations in MOLPRO), and 20 bohrs were omitted.
The results were then compared to calculations with all pairs included as
a benchmark. The maximum absolute errors for the different elements
are collected in Table 3.2. Even for a truncation threshold of 10 bohrs at
which 441 orbital pairs are omitted the maximum absolute errors are very
small, i.e., at most 0.04 ppm for 17O-shieldings using cc-pVTZ basis set and
0.21 ppm for 17O-shieldings using aug-cc-pVDZ basis set. By increasing the
threshold to 15 bohrs the errors become negligibly small with deviations
of at most 0.05 ppm for 17O-shieldings using aug-cc-pVDZ basis set. Thus,
the default choice to omit pairs beyond an interorbital distance of 15 bohrs
is found to be well justified by the test calculations; including pairs up to
greater interorbital distances (of 20 bohrs or even more) does not seem to
be necessary.
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Table 3.2: Influence of the threshold for omitting orbital pairs on chemical shieldings
(in ppm). The maximum absolute errors (MaxAE) relative to calculations with all
1176 orbital pairs included are provided. For all calculations the frozen-core
approximation was employed.
Basis cc-pVDZ aug-cc-pVDZ cc-pVTZ
Threshold / bohr 10 15 20 10 15 20 10 15 20
Number of omitted pairs 441 252 116 441 252 116 441 252 116
MaxAE 1H-Shieldings 0.00 0.00 0.00 0.01 0.01 0.00 0.01 0.00 0.00
MaxAE 13C-Shieldings 0.01 0.00 0.00 0.11 0.03 0.00 0.01 0.01 0.00
MaxAE 15N-Shieldings 0.02 0.00 0.00 0.06 0.02 0.01 0.02 0.01 0.01
MaxAE 17O-Shieldings 0.01 0.00 0.00 0.21 0.05 0.03 0.04 0.02 0.00
Table 3.3 compares the GIAO-DF-LMP2 13C, 15N, and 17O chemical shield-
ings of the test set for different fitting basis sets. The calculations in
the cc-pVXZ (X=D, T, and Q) AO basis sets were carried out employ-
ing the JK- and MP2-fitting sets related to the cc-pVXZ, cc-pV(X+1)Z, and
cc-pV(X+2)Z (where available) AO basis sets. The latter can be considered
as the reference; it has been verified in the course of this work that shielding
constants calculated in the cc-pVDZ AO basis with fitting sets related to
cc-pVQZ are virtually identical to shielding constants calculated without
DF approximation.
From a comparison of the shielding constants calculated in the same AO
basis but with different fitting sets it is evident that the fitting error is
negligibly small. It amounts to 0.1 ppm or less for most cases and de-
creases even further when increasing the size of the fitting basis set from
X=D to X=T and X=Q. Slightly larger fitting errors are observed for the
17O chemical shieldings of acetone and acetaldehyde (about 0.5 ppm for
the cc-pVDZ calculations) which is attributed to the larger correlation ef-
fects in these two molecules. Nevertheless, increasing the cardinal number
of the employed fitting set relative to that of the AO basis, e.g., using the
fitting sets related to cc-pVTZ when using the cc-pVDZ AO basis seems
needless. Thus, the use of ordinary Gaussians as fitting functions, which
corresponds to the fitting of orbital product densities in the ERIs at zero
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Table 3.3: Influence of the fitting basis set on chemical shieldings (in ppm) at the level of
GIAO-DF-LMP2. For all calculations the frozen-core approximation was employed.
Basis cc-pVDZ cc-pVTZ cc-pVQZ
Fitting basis VDZ VTZ VQZ VTZ VQZ V5Z VQZ V5Z
13C-Shieldings
C2H2 143.22 143.25 143.25 128.07 128.08 128.08 126.04 126.05
C2H4 95.02 95.07 95.08 76.58 76.60 76.60 73.03 73.03
C2H6 200.49 200.51 200.52 190.35 190.35 190.35 188.79 188.79
CH3OH 159.66 159.69 159.70 145.91 145.92 145.92 143.30 143.31
CH3NH2 179.14 179.17 179.18 167.68 167.69 167.69 165.70 165.70
CH3CN 101.72 101.76 101.76 81.50 81.51 81.51 77.67 77.67
(CH3)2CO 23.58 23.69 23.71 1.52 1.57 1.57 -4.89 -4.88
CH3CHO 32.02 32.12 32.14 8.52 8.56 8.56 2.52 2.53
CO2 90.79 90.82 90.82 68.86 68.87 68.87 66.08 66.08
Si(CH3)4 208.98 209.02 209.03 197.50 197.50 197.50 195.82 195.82
CH3F 141.88 141.92 141.93 126.41 126.42 126.42 123.67 123.67
15N-Shieldings
CH3CN 44.41 44.43 44.45 16.12 16.15 16.15 13.67 13.68
CH3NH2 273.99 274.02 274.02 265.29 265.31 265.30 264.02 264.02
NH3 290.53 290.51 290.51 281.79 281.80 281.81 279.27 279.27
17O-Shieldings
CH3OH 362.43 362.49 362.51 355.34 355.35 355.35 354.74 354.75
(CH3)2CO -243.71 -243.36 -243.33 -277.14 -276.95 -276.93 -274.02 -273.96
CH3CHO -252.04 -251.66 -251.62 -286.36 -286.20 -286.17 -282.29 -282.24
CO2 258.87 258.94 258.96 239.70 239.73 239.73 240.50 240.51
H2O 362.86 362.83 362.83 351.45 351.46 351.46 348.46 348.49
magnetic field strength, works very well for the GIAO-DF-LMP2 method,
as it does for GIAO-DF-HF [68].
In order to demonstrate the computational performance and the capa-
bilities of the new implementation calculations on three more extended
molecular systems are presented: (i) coronene, (ii) a tweezer host-guest
complex 1@2 “clinching” the 1,4-dicyanobenzene guest molecule 2, and
(iii) a photodamaged cyclobutane pyrimidine dimer (CPD) lesion with
adjacent nucleobases in the native intrahelical DNA double strand and
its undamaged analogue with two pyrimidines (TpT). The geometries of
these three systems are displayed in Figs. 3.2 and 3.3.
Experimental chemical shifts of coronene and the 1@2 tweezer, as well
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as calculations thereof at the HF level are available in the literature (see
Refs. [68, 95, 96] and references therein). The 1@2 tweezer host-guest
complex was first investigated by Brown et al. [96] and also used as a
test case for the GIAO-DF-HF method [68]. However, to the author’s
knowledge, no shift calculations beyond the HF level have been carried
out for these systems so far. The geometries of coronene and the 1@2
tweezer used for the present shielding calculations are the same as those
in Ref. [68]. Shielding calculations in the cc-pVDZ and the cc-pVTZ AO
basis with related fitting sets were carried out.
Table 3.4 compiles the calculated 1H chemical shifts of coronene and the
1@2 tweezer, respectively, as well as the timings (CPU and elapsed times)
for individual key steps of the calculation. These include the iterative
solution of the perturbed amplitudes Eqs. (3.98) and the perturbed Z-CPHF
Eqs. (3.53) (normed to ten iterations each), the construction of the related
right-hand sides (Eq. 3.54 for the perturbed Z-CPHF), and the solution of
the perturbed Z-CPL Eqs. (3.55). Additionally, the table provides the total
time for the calculation of the unperturbed density matrix (Eq. 3.18) and of
the perturbed density matrix (Eq. 3.34) added up for the three components
of the magnetic field.
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(i) Coronene, 36 atoms, 108 valence electrons
396/1956/1512 basis/JKfit/MP2fit functions (cc-pVDZ)
888/2256/2304 basis/JKfit/MP2fit functions (cc-pVTZ)
(ii) Tweezer host-guest complex 1@2,
with 2=1,4-dicyanobenzene,
92 atoms, 262 valence electrons
964/4748/3640 basis/JKfit/MP2fit functions (cc-pVDZ)
2184/5504/5616 basis/JKfit/MP2fit functions (cc-pVTZ)
Figure 3.2: Example molecules, (i) coronene and (ii) tweezer host-guest complex 1@2
with 1,4-dicyanobenzene as guest molecule 2.
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Table 3.4: GIAO-DF-LMP2 chemical shifts (in ppm) for coronene and the 1@2 tweezer
molecule using the frozen-core approximation. 1H chemical shifts are relative to TMSa).
The CPU times (per processor) and the elapsed times measured for the individual key
steps of the GIAO-DF-LMP2 calculation and the total times for the calculation of the
unperturbed density matrix and the perturbed density matrix are provided. All timings




R.H.S. of the perturbed amplitude Eqs. (3.98)
CPU (elapsed) time / min 4 (8) 29 (34)
Iterating perturbed amplitude equationsc)
CPU (elapsed) time / min 10 (12) 90 (95)
R.H.S. of the perturbed Z-CPHF Eqs. (3.54)
CPU (elapsed) time / min 19 (20) 115 (118)
Iterating perturbed Z-CPHF Eqs. (3.53)c)
CPU (elapsed) time / min 5 (6) 12 (14)
Solving the perturbed Z-CPL Eqs. (3.55)
CPU (elapsed) time / sec 2 (2) 4 (4)
Perturbed density total CPU (elapsed) time / min 37 (46) 239 (256)
Unperturbed density total CPU (elapsed) time / min 3 (4) 11 (13)
1@2 Tweezer
H 2,3,14,15 6.1 6.3
Harom(host) 6.6-7.1 6.7-7.7
Hbridgehead 3.4-3.6 3.6-3.8
H 25,28 1.8 2.0-2.2
H 26,27 1.6-1.8 1.9-2.0
R.H.S. of the perturbed amplitude Eqs. (3.98)
CPU (elapsed) time / min 42 (73) 228 (394)
Iterating perturbed amplitude equationsc)
CPU (elapsed) time / min 39 (47) 330 (343)
R.H.S. of the perturbed Z-CPHF Eqs. (3.54)
CPU (elapsed) time / min 223 (300) 956 (1645)
Iterating perturbed Z-CPHF Eqs. (3.53)c)
CPU (elapsed) time / min 81 (112) 245 (898)
Solving the perturbed Z-CPL Eqs. (3.55)
CPU (elapsed) time / min 4.0 (4.0) 4.2 (4.3)
Perturbed density total CPU (elapsed) time / min 419 (576) 1859 (3705)
Unperturbed density total CPU (elapsed) time / min 50 (61) 183 (590)
a) TMS optimized at MP2/cc-pVTZ level,
isotropic shielding constants: 31.4 (cc-pVDZ), 31.3 (cc-pVTZ).
b) Calculations were performed on 8 CPUs of an AMD Opteron 6180 SE @ 2.50 GHz.
c) Time for 10 iteration steps.
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Table 3.5: GIAO-DF-LMP2 and in parentheses GIAO-DF-HF chemical shifts (in ppm) for
the photodamaged cyclobutane pyrimidine dimer lesion (CPD) and its repaired
analogue with pyrimidine (TpT) using the frozen-core approximation. 1H chemical
shifts are relative to TMSa). The CPU times (per processor) and the elapsed times
measured for the individual key steps of the GIAO-DF-LMP2 calculation and the total
times for the calculation of the unperturbed density matrix and the perturbed density
matrix are provided. All timings of the perturbed equations are added up for the three
components of the magnetic fieldb).
aVDZ aVTZ
Photodamaged DNA (CPD)
H1 8.9 (9.1) 9.1 (9.2)
H2 15.9 (16.8) 16.3 (17.2)
H3 9.2 (9.4) 9.4 (9.6)
H4 10.6 (11.1) 10.8 (11.3)
R.H.S. of the perturbed amplitude Eqs. (3.98)
CPU (elapsed) time / min 84 (158) 489 (826)
Iterating perturbed amplitude equationsc)
CPU (elapsed) time / min 90 (102) 829 (848)
R.H.S. of the perturbed Z-CPHF Eqs. (3.54)
CPU (elapsed) time / min 425 (978) 2051 (3420)
Iterating perturbed Z-CPHF Eqs. (3.53)c)
CPU (elapsed) time / min 163 (323) 478 (1590)
Solving the perturbed Z-CPL Eqs. (3.55)
CPU (elapsed) time / min 2.5 (2.5) 1.4 (1.8)
Perturbed density total CPU (elapsed) time / min 827 (1690) 4118 (7585)
Unperturbed density total CPU (elapsed) time / min 103 (163) 365 (1182)
repaired form TpT
H1 8.1 (8.2) 8.2 (8.3)
H2 16.1 (17.0) 16.7 (17.4)
H3 10.9 (11.0) 11.1 (11.2)
H4 15.6 (16.2) 16.0 (16.6)
R.H.S. of the perturbed amplitude Eqs. (3.98)
CPU (elapsed) time / min 82 (158) 511 (816)
Iterating perturbed amplitude equationsc)
CPU (elapsed) time / min 90 (101) 905 (957)
R.H.S. of the perturbed Z-CPHF Eqs. (3.54)
CPU (elapsed) time / min 431 (974) 2152 (3268)
Iterating perturbed Z-CPHF Eqs. (3.53)c)
CPU (elapsed) time / min 161 (317) 483 (1529)
Solving the perturbed Z-CPL Eqs. (3.55)
CPU (elapsed) time / min 2.3 (2.3) 3.9 (6.0)
Perturbed density total CPU (elapsed) time / min 827 (1678) 4308 (7385)
Unperturbed density total CPU (elapsed) time / min 99 (177) 360 (1147)
a) TMS optimized at MP2/cc-pVTZ level,
isotropic shielding constants for GIAO-DF-HF: 31.7 (cc-pVDZ), 31.6 (cc-pVTZ),
isotropic shielding constants for GIAO-DF-LMP2: 31.4 (cc-pVDZ), 31.3 (cc-pVTZ).
b) Calculations were performed on 8 CPUs of an AMD Opteron 6180 SE @ 2.50 GHz.
c) Time for 10 iteration steps.
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Table 3.5 compiles the corresponding data for the third example, the CPD
lesion and the corresponding undamaged TpT analogue in the ATTA se-
quence of the DNA double strand. The CPD lesion is an important type
of mutagenic photoproducts in DNA caused by solar irradiation in the
UV spectral range and the repair of these photolesions is of major im-
portance for the survival of organisms. The intermolecular interactions
between either CPD or TpT and the adjacent nucleobases in ATTA were
previously studied by means of hybrid quantum mechanics/molecular me-
chanics (QM/MM) and density-functional theory symmetry-adapted per-
turbation theory (DFT-SAPT) [79]. It turned out that the intermolecular
interactions (hydrogen bonds and pi-stacking) are 6 kcal/mol larger for the
undamaged TpT form in ATTA than for the CPD form. This destabiliza-
tion of CPD vs. TpT in the DNA strand is almost exclusively related to a
weakening of the hydrogen bonds between CPD and one of its adjoining
adenines. This work presents NMR chemical shift calculations for the ge-
ometry of frame A in Ref. [79], using the cc-pVXZ (X=D and T) basis sets
with additional diffuse functions on O and N, i.e., for C and H the cc-pVXZ,
and for O and N the aug-cc-pVXZ basis sets were used. These mixed basis
sets are denoted by aVXZ (X=D and T). The related JK- and MP2-fitting
basis sets were employed. It is evident from Table 3.5 that the 1H chemical
shift of H4 decreases substantially from 16.0 ppm (TpT) to 10.8 ppm (CPD),
whereas the shifts of the other protons participating in the hydrogen bonds
are hardly affected. This observation is also well reproduced by the GIAO-
DF-HF results. The reduction in the 1H chemical shift is a clear sign, that
the hydrogen bond involving H4 is significantly weaker in the CPD lesion
than in the TpT lesion. Generally, low field shift of a 1H resonance is an
indicator for a stronger hydrogen bond. The observed decrease of the 1H
chemical shift of H4 thus is in line with the conclusions of Ref. [79].
In the following the timings reported in Tables 3.4 and 3.5 will be discussed:
all presented calculations were performed on 8 CPUs of an AMD Opteron
6180 SE @ 2.50 GHz without exploiting point group symmetry. The largest







Example Molecule (iii): Photodamaged DNA
and its repaired analogue,
90 atoms, 296 valence electrons
1224/5244/4144 basis/JKfit/MP2fit functions (aVDZ)
2636/6242/6358 basis/JKfit/MP2fit functions (aVTZ)
Figure 3.3: Photodamaged DNA as an example molecule.
calculations carried out for TpT and CPD in the ATTA sequence involve
2636 AO basis functions and 296 correlated electrons. Evidently, solving
the perturbed amplitude equations, which constitutes the computational
bottleneck in canonical GIAO-MP2 calculations, becomes rather inexpen-
sive for the local method, as expected. Furthermore, the computational
cost for solving the perturbed Z-CPL equations is entirely negligible. The
most expensive step, also in terms of I/O overhead, is the construction
of the right-hand side of the perturbed Z-CPHF equations and the sub-
sequent iterative solution of these equations. The reason for the massive
I/O is the contraction of the unperturbed and perturbed density matri-
ces and Lagrange multipliers with the perturbed and unperturbed ERIs
(see Eqs. 3.71, 3.76, 3.88, and 3.92). This requires the repeated reading of
four different sets of half-transformed integrals and four different sets of
half-transformed fitting coefficients from disk for each component of the
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magnetic field. Nevertheless, the presented method is quite efficient and
opens the door to shielding calculations of systems like the last example,
which were inaccessible for a treatment at the correlated level so far.
3.7 Conclusions
In this chapter an efficient program for the calculation of correlated NMR
shielding tensors at the level of local MP2 has been presented. Gauge-
including atomic orbitals (GIAOs or London atomic orbitals) are used to
expand the molecular orbitals in order to eliminate the gauge origin prob-
lem (which arises from the incompleteness of the AO basis set). Density
fitting is employed to factorize the electron repulsion integrals. Ordinary
Gaussians can be used as fitting functions, which corresponds to density
fitting at zero magnetic field strength. The fitting errors turn out to be
entirely negligible. By virtue of the local ansatz the construction of the
right-hand side of the perturbed amplitude equations and the subsequent
iterative solution becomes rather inexpensive. The most expensive step of
the present implementation also (and mainly) due to I/O overhead is the
construction of the right-hand side of the perturbed Z-CPHF equations and
the subsequent iterative solution of these equations. This I/O overhead is
caused by many different sets of perturbed and unperturbed three-index
objects which have to be read for these steps.
As already anticipated on the basis of previous work by Gauss and Werner,
the accuracy of the local approximation is very good. Even with ordinary
(non-extended) Boughton-Pulay domains the calculated shieldings devi-
ate from canonical reference values only by a few tenths of a ppm. The
performance of the GIAO-DF-LMP2 program is illustrated by test calcula-
tions on some extended systems; the largest thereof comprises 2636 basis
functions, 90 atoms, and 296 correlated electrons. These are systems which





The last decades have seen an increasing demand for theoretical tools to
accurately predict experimentally accessible quantities. Some of the most
versatile tools are based on molecular magnetic properties like nuclear
magnetic resonance (NMR) and electron paramagnetic resonance (EPR)
spectroscopy for which many highly accurate and efficient ab-initio meth-
ods have been developed. Besides this there are numerous other magnetic
properties like the molecular magnetizability tensor and the closely related
rotational g tensor, which arises from the coupling of molecular rotational
motion to electronic motion [47, 48, 97]. Rotational g tensors are discussed
in detail in Chapter 5. The accurate treatment of magnetic properties is
complicated by two major issues: (i) the gauge origin problem for approx-
imate wave functions and (ii) the unfavorably high scaling behavior of
correlated wave function methods and especially their derivatives.
Calculations of molecular magnetic properties with ordinary atomic or-
bital (AO) basis sets are hampered by slow convergence towards the basis
set limit and the dependence of the results on the choice of an arbitrary
gauge origin. This implies that the quality might crucially depend on the
choice of the gauge origin and that the specific choice would have to be
65
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reported for reproducible results [51]. The most common way to overcome
this problem is by employing gauge-including atomic orbitals (GIAOs or
London atomic orbitals) [23]. This ansatz was proposed by F. London in
the context of molecular magnetizabilities: ordinary (Gaussian) AO basis
functions are multiplied with a phase factor which shifts the gauge origin
from the center of the atom where the function is located to a global origin.
GIAOs ensure fast convergence to the basis set limit [69, 98] particularly
for magnetizabilities [99], the second-order response of the system with
respect to the externally applied magnetic field. Furthermore, the explicit
dependence on the gauge origin cancels in integral expressions (including
integrals involving the kinetic energy operator [59]), rendering the results
gauge origin independent by construction.
In the case of frequency-dependent magnetic perturbations gauge origin
independence can be ensured by the use of time-dependent GIAOs [100,
101]. Implementations of time-dependent GIAOs in the framework of
density-functional theory (DFT) for static and dynamic magnetizabilities
and optical rotations have been reported in Refs. [101] and [102]. The
presented methods therein employ Slater-type orbitals and density fitting.
As an alternative to GIAOs, Schindler and Kutzelnigg proposed the indi-
vidual gauge for localized orbitals (IGLO) approach [55, 56] which attempts
to tackle the gauge origin problem by introducing separate gauge origins
for localized molecular orbitals (LMOs). Furthermore, Lazzeretti et al. pro-
posed the “continuous transformation of the origin of the current density”
(CTOCD) method to overcome the gauge origin problem [103]. This ap-
proach has been implemented for magnetizabilities and NMR shielding
tensors at the level of Hartree-Fock [104]. Furthermore, CTOCD NMR
shielding tensors were reported at the levels of multi-configurational self-
consistent field (MCSCF) theory, the second-order polarization propaga-
tor approximation (SOPPA), and SOPPA with coupled-cluster singles and
doubles amplitudes (SOPPA(CCSD)) [105].
The GIAO ansatz has been used in a variety of approaches: in the late
CHAPTER 4. MAGNETIZABILITY TENSORS 67
1950s Hameka calculated the magnetic susceptibility and nuclear mag-
netic shielding constant of H2 [106–108]. The first implementation of
a Hartree-Fock program for nuclear magnetic shieldings was presented
by Ditchfield [71], the implementation of a really efficient program was
later achieved by Wolin´ski, Hinton, and Pulay [58]. The first implemen-
tation of magnetizabilities at the level of Hartree-Fock was presented by
Ruud et al. [72]. The calculation of nuclear magnetic shielding tensors
in the GIAO framework has been implemented for a multitude of elec-
tron correlation methods, among them MCSCF theory [24], Møller-Plesset
perturbation theory up to fourth-order [25, 26] and coupled-cluster imple-
mentations including up to triples and quadruples excitations [27–30].
Electron correlation methods for magnetizabilities within the GIAO frame-
work have been reported for density-functional theory [109], MCSCF the-
ory [110], and coupled-cluster (CC) theory [111]. Bishop et al. presented
a second-order Møller-Plesset perturbation theory (MP2) implementation
for magnetizabilities and rotational g tensors which ensured gauge invari-
ance through sum rules applied to a gauge-dependent calculation using
ordinary AO basis functions [112]. It has been shown that the correlation
contributions to magnetizabilities of (organic) molecules are modest, i.e.,
in the range of a few percent, and molecules with large electron correlation
contributions in the energy like CO and N2 show modest correlation contri-
butions to the magnetizability tensors (in the range of 5–8 %) [44, 111, 112].
However, ozone shows significantly greater contributions from electron
correlation [111]. Other exceptions are the first row hydrides BeH−, BH
and CH+ for which Sauer et al. showed that the consideration of electron
correlation effects is important [113].
The above mentioned canonical electron correlation methods for NMR
shielding constants and magnetizabilities all show an unfavorably high
scaling behavior of the computational complexity which keeps many larger
and potentially interesting molecules out of reach. In previous works
S. Loibl et al. presented efficient methods for the calculation of NMR shield-
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ing tensors at the levels of density fitted (local) HF and density fitted local
MP2 (LMP2) employing GIAOs [35, 68]. The errors introduced by the lo-
cal approximation are small, i.e., in the range of 1 ppm for 13C chemical
shieldings. The magnitude of the deviations are in good agreement with
the quality of ground state energies [10–16], gradients [17], and proper-
ties of excited states [18–22] in the local approximation. Furthermore, the
MP2 approximation for NMR chemical shifts provides nearly quantita-
tive accuracy for molecules with small correlation effects up to 30 ppm,
but overestimates the effects for molecules with large correlation contribu-
tions. Overall, MP2 provides usually significantly better results than HF
shift calculations, especially for molecules with multiple bonds involving
atoms with lone pairs [78].
In this work magnetizabilities and rotational g tensors are presented at
the level of LMP2 employing GIAOs as basis functions in combination
with density fitting (DF). The approach is based on the GIAO-DF-LMP2
method for NMR shielding tensors (see Chapter 3). It was shown by Loibl
and Schütz how to introduce density fitting for the NMR shielding ten-
sors at the levels of Hartree-Fock [68] and LMP2 [35]. Ordinary Gaussians
can be employed as fitting functions for the orbital product densities in
the electron repulsion integrals which corresponds to fitting in the limit of
zero magnetic field strength in which the NMR shielding tensor as well as
magnetizabilities and rotational g tensors are evaluated. GIAOs as fitting
functions would inevitably violate gauge origin independence (for details
see Sections 2.2 and 2.4).
In Section 4.2 the formalism for magnetizabilities at the level of DF-HF is
derived. Furthermore, terms which involve density fitting, i.e., the con-
traction of electron repulsion integrals with density matrices are shown in
detail. Section 4.3 shows the formalism for magnetizabilities at the level
of DF-LMP2. Since this is similar to the formalism for DF-LMP2 NMR
shielding tensors (see Chapter 3) repetitions are avoided to a great extent
and extra attention is paid to the differences in the formalisms of the two
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quantities. Section 4.4 shows test calculations which assess the accuracy
and performance of the new program. Finally, AO derivative integrals
which have not yet appeared for the NMR shielding tensors are presented
in Section 4.5. Their implementation based on the Obara-Saika recurrence
scheme [114] is described in detail.
4.2 Magnetizabilities at the Level of DF-HF
The derivation of the formalism for the HF gradient is based on lecture
notes by Prof. Werner [54].
4.2.1 Variation of orbitals by a perturbation
The variation of the molecular orbital (MO) coefficients C in the presence
of a perturbation, in this case the magnetic field B, can be described by an
orbital rotation matrix O, i.e.,
C(B) = C(0)O(B) = CO(B), (4.1)
where C(0) ≡ C are the optimized HF MO coefficients in the absence of a
perturbation. In the limit of no perturbation the orbital variation matrix
reduces to unity, i.e., O(0)=1.
The orthonormality condition must also be fulfilled in the presence of a
perturbation. Differentiating the orthonormality condition,
O†C†SCO = 1, (4.2)
with respect to the perturbation yields
OBα† + OBα = −C†SBαC, (4.3)
where the derivative of the AO overlap matrix with respect to the magnetic
field, SBα (see Eq. 4.140), has been introduced.
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4.2.2 Formal expressions for the HF magnetizability ten-
sors
The HF magnetizability tensor ξHF is defined as the second derivative of















For a rigorous derivation of the formalism it is convenient to start from the
HF Lagrangian LHF,











where the constraint of the orthonormality condition of the MOs is explic-
itly taken care of (with the corresponding multipliers xkl).






















and the local MO coefficient matrix L.
The Lagrange multipliers x can be determined by differentiation of the










= 2 fia = 0, (4.9)
which yields
xi j = f ji, (4.10)
fia = 0. (4.11)
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In the limit of zero magnetic field strength the orbital rotation matrix
reduces to unity and the Lagrangian, Eq. (4.5), can be simplified to











Following the formalism outlined in Section 2.5 the first derivative with






















where only derivatives of the integrals are considered in EHF(Bβ), but no
























Note that in Eqs. (4.12) and (4.13) only the occupied part of the MO coeffi-
cient matrix, L, contributes to the constraint.
In order to calculate magnetizabilities one needs the second derivative of
the Lagrangian: this requires to determine the response of the orbital rota-
tion matrix O and of the Lagrange multipliers. The former is obtained by
differentiating the HF Lagrangian twice, once with respect to the Lagrange
multipliers and once with respect to the magnetic field. This yields the
derivative of the orthonormality condition (see Eq. 4.3) which can be used
to calculate the symmetric part of the response quantity OBα .
The response equations for the Lagrange multipliers give rise to the so-
called coupled-perturbed Hartree-Fock (CPHF) equations [81–83] which
ensure that Brillouin’s theorem is fulfilled for any value of the perturba-
tion. Their solution contributes to the virtual-occupied block of OBβ . The
CPHF equations are explicitly provided in Eq. (3.47) for LMP2 shielding
tensors. They are identical to the CPHF equations for HF and LMP2 mag-
netizabilities, respectively, rotational g tensors.
The HF magnetizability tensor, Eq. (4.4), as the second derivative of the
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∂L∗µk∂Bα Lνk + L∗µk∂Lνk∂Bα
 , (4.16)
the first and second derivatives of the AO overlap matrix S with respect to





with the elements flk of the occupied-occupied block of the Fock matrix in
MO basis.











∂L∗µk∂Bα flkLνl + L∗µk ∂ flk∂BαLνl + L∗µk flk∂Lνl∂Bα
 . (4.18)
4.2.3 Density fitting for HF magnetizabilities
Density fitting for electron repulsion integrals (ERIs) can be introduced in
the same way as for NMR shielding tensors. As mentioned before, mag-
netizabilities are calculated in the limit of zero magnetic field strength in
which GIAOs reduce to ordinary Gaussians which are employed as fitting
functions. If GIAOs were used as fitting functions the explicit dependence
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on the magnetic field would not cancel in the ERIs since there is no com-
plex conjugate for the fitting function. By employing density fitting the
first derivative of the ERIs with respect to the magnetic field (see second














with the Coulomb metric of the auxiliary functions JPQ = (P|Q). The








∣∣∣∣∣ 1r12 (RMN × r1)β
∣∣∣∣∣P) . (4.20)





























































Note that there are no contributions from the Coulomb-type contractions
of the symmetric unperturbed density matrix with the antisymmetric per-
turbed ERIs and of the antisymmetric perturbed density matrix with the
symmetric unperturbed ERIs in Eq. (4.22).
Equation (4.23) can be further simplified by using the definitions of the
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which has to be cal-
culated for the CPHF Eqs. (3.47) anyway (see also Eq. 26 in Ref. [68]).
Analogously, one finds for the second derivative of the ERIs with respect

































∣∣∣∣∣ 1r12 (RMN × r1)α (RMN × r1)β
∣∣∣∣∣P) . (4.28)
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The third line of Eq. (4.15) can be rewritten by plugging in Eq. (4.27) and
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4.2.4 Accuracy of the density fitting approximation
Tables 4.1 and 4.2 show the influence of the auxiliary fitting basis set on
the accuracy of HF magnetizabilities. The calculations were carried out
for a benchmark set of 28 small molecules which was originally proposed
by Lutnæs et al. [45]. The geometries were taken from the supplementary
material of Ref. [45], the calculations were carried out using Dunning’s
cc-pVXZ and aug-cc-pVXZ (AVXZ) AO basis sets for X=D, T, and Q [86–
91, 115]. The JK-fitting basis sets of Weigend [92] related to the cc-pVXZ,
cc-pV(X+1)Z, and cc-pV(X+2)Z AO basis set, respectively, the augmented
analogues, were used where available. The reference values were taken
from the supplementary material of Ref. [45]. These were calculated with
a conventional, non-DF program using the DALTON quantum chemistry
package [116].
The tables in this chapter show isotropic magnetizabilities ξ¯, which are






ξxx + ξyy + ξzz
)
. (4.32)
The deviations from conventional calculations are small, i.e., in the range
of 0.1 · 10−30 JT−2 or less. This is even true without increasing the cardinal
number of the JK-fitting basis set relative to the AO basis set for both, aug-
mented and non-augmented basis sets. The fitting errors for the cc-pVDZ
AO basis set with the cc-pVDZ JK-fitting basis set and for the aug-cc-pVDZ
AO basis set with the aug-cc-pVDZ JK-fitting basis set are slightly larger
compared to the other results. This might be explained by the rather small
AO basis set which causes only a crude description of the wave function.
Additionally, the small JK-fitting basis set is not flexible enough to repro-
duce the product densities occurring in the ERIs. For larger AO basis
sets in combination with the nominally in size related fitting basis sets the
fitting error becomes smaller: for the cc-pVQZ AO basis set deviations
between cc-pVQZ and cc-pV5Z JK-fitting basis sets are (with the exception
of ozone) 0.01 · 10−30 JT−2. The fitting error for ozone is larger than for the
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other molecules of the test set probably due to the fact that HF cannot be
considered an appropriate method for the calculation of O3. This makes it
difficult for the density fitting approximation to accurately fit the density.
LiH and LiF were calculated with the cc-pVXZ basis sets for Li published
in 2011 [115] which differ from the AO basis sets used for the reference
calculations. Test calculations for these two molecules with the basis sets
of Ref. [115] were carried out with CFOUR [84]: the difference of the results
between the non-DF program and the DF-HF program of MOLPRO is in the
range of 0.01 · 10−30 JT−2 which is in good agreement with the deviations
found for the other molecules of the test set.
The results are in perfect agreement with the findings when introduc-
ing density fitting for NMR shielding tensors (see Section 3.6 as well as
Refs. [35] and [68]). It can be concluded that it is valid to use ordinary
Gaussians as fitting functions for the calculation of magnetizabilities at the
level of Hartree-Fock. Since magnetizabilities are calculated in the limit of
zero magnetic field strength (see Eq. 4.4) the orbital product densities of
GIAOs reduce to products of ordinary Gaussians and can be fitted with
Gaussians as auxiliary functions.
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4.3 Magnetizabilities at the Level of DF-LMP2
The LMP2 magnetizability tensor ξLMP2 is defined as the second derivative
of the LMP2 energy E2, respectively, of the LMP2 Lagrangian L2 with














The LMP2 Lagrangian can be written as [17, 35]


















It is stationary with respect to the LMP2 amplitudes through the Hylleraas
functional E2 and with respect to the molecular orbital coefficients C. In
the case of LMP2 one has to ensure stationarity with respect to orbital ro-
tations through Brillouin’s condition fck = 0, respectively, fkc = 0 with the
corresponding Lagrange multipliers z. Furthermore, the orthonormality
condition of the MOs has to be fulfilled for any value of the perturbation.
This is ensured by adding C†SC with the corresponding Lagrange multi-
pliers x as a constraint. Finally, the LMP2 energy is no longer invariant with
respect to rotations within the occupied space; this is caused by the neglect
of very distant pairs and restrictions of excitations to pair domains [54].
Stationarity with respect to these (occupied-occupied) rotations is obtained
by enforcing the localization condition rkl = 0 with the multipliers zloc.
In the frozen-core approximation an additional term zklc fklc + zlck flck with
k ∈ {valence} and lc ∈ {core} has to be included in the Lagrangian. The
additional equations which arise are explicitly given in Section 4.3.5.
The here presented formalism for the calculation of magnetizabilities at the
level of density fitted LMP2 is based on the DF-LMP2 gradient for nuclear
displacements [17]. The idea is to reinterpret the gradient expressions in
Ref. [17] with the external magnetic field as a perturbation and to differen-
tiate the expressions a second time with respect to the magnetic field. This
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is closely related to the formalism for NMR shielding tensors for which
the gradient with respect to the magnetic moment of the corresponding
nucleus is considered and then differentiated a second time with respect to
the magnetic field. Hence, NMR shielding tensors and magnetizabilities
require the same perturbed wave function parameters which are differen-
tiated with respect to the magnetic field. In contrast to NMR shielding
tensors, magnetizabilities have contributions from the unperturbed and
perturbed generalized energy weighted density matrix and the unper-
turbed and perturbed two-particle density matrix (cf. Eqs. 3.1 and 4.76).
These additional terms in the expression for the magnetizability tensor are
caused by the fact that the overlap and electron repulsion integrals depend
explicitly on the external magnetic field (through the GIAOs) whereas they
do not explicitly depend on the nuclear magnetic dipole moment.
The Hylleraas functional is stationary with respect to the LMP2 amplitudes
and can be written as
E2 = 〈Ψ(0)|Hˆ|Ψ(1)〉 + 〈Ψ(1)|Hˆ|Ψ(0)〉



















with the two-electron exchange matrix K,
Kklcd = (ck|dl). (4.36)
The LMP2 amplitudes for a given orbital pair (kl) are collected in Tkl; the
contravariant amplitude matrices are defined as
T˜klab = 2T
kl
ab − Tlkab. (4.37)
The closed-shell Fock matrix in MO basis, f, is given by






with the one-electron core Hamiltonian in MO basis, h, the general elec-
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and the Hartree-Fock density matrix
d(0)i j = 2δi j. (4.40)





































= 0 . (4.41)








SAkl = 0 ∀k > l (4.42)












where the summation over the AO index µ is restricted to basis functions
centered at atom A.
4.3.1 LMP2 gradient with respect to the magnetic field
The formalism presented in this and the following subsections follows the
ideas of the DF-LMP2 gradient with respect to nuclear displacements [17]
but considers the external magnetic field as a perturbation instead. The
GIAO basis functions depend explicitly on the perturbation, however, the
fitting functions are independent of the perturbation (in contrast to the
formalism for nuclear displacements, cf. Eq. 49 in Ref. [17]). Ref. [17] will
not be cited individually again throughout this section.
In order to obtain the stationary conditions which yield the Lagrange mul-
tipliers one has to differentiate the Lagrangian with respect to the non-
variational parameters, in this case the (local) MO coefficients. The LMP2
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Lagrangian is not differentiated directly with respect to the MO coeffi-
cients but instead with respect to the orbital rotation matrix which yields
the Z-vector equations.
As outlined in Section 4.2.1 the orbital rotation matrix O formally describes
the change of the MO coefficient matrix in the presence of a perturbation.
The derivative of the Lagrangian with respect to the orbital rotation pa-

















































= 0 with the auxiliary
conditions x = x† gives the linear Z-vector equations,(
1 − Tpq
) [






whereTpq interchanges p and q and complex conjugates the index pair. The
Z-vector Eqs. (4.48) can be further decoupled into the Z-vector coupled-
perturbed Hartree-Fock (Z-CPHF) and Z-vector coupled-perturbed local-
ization (Z-CPL) equations.











The Lagrange multipliers z are assumed to be defined in the whole MO
basis with zaa = zii = 0. The Z-CPHF equations for the determination of the
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zak fik + 2g(z)ia = 0 (4.50)
with the right-hand side























































































. The LMP2 resid-
ual matrix Rkl is defined in Eq. (3.14). The second term in Eq. (4.52) comes
from the variation of the transformation matrices Q (see Eq. 2.45) in the
LMP2 amplitudes (for further details see Appendix B in Ref. [17]). There
is no such term in Eq. (4.53) since Q describes the transformation from
virtual MO to the PAO basis and does not contain occupied indices.
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Since the Lagrange multiplier z is a real Hermitian, i.e., symmetric quantity,
the equations for the occupied-virtual block are identical to the ones for
the virtual-occupied part. The occupied-virtual block of the unperturbed





= [z∗]ai = [z]ai.
The Lagrange multipliers for the localization condition zloc are determined
by solving the Z-CPL equations,




















The quantity B+ is defined in detail in Section 3.5.1.
Following the general theory for derivatives of the Lagrangian (as outlined
in Section 2.5) the gradient of the LMP2 energy with respect to the magnetic
field is given by


























For computational convenience the gradient expression (4.59) can be rear-
ranged, collecting all terms which involve the perturbed AO overlap ma-




























By adding the HF magnetic field gradient, Eq. (4.13), and splitting up the
contribution from the perturbed Fock matrix into one-electron and two-
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D¯µν = Dµν − 12D
(0)
µν . (4.67)
The HF density matrix D(0) is defined in Eq. (4.7) and the HF energy
weighted density matrix X(0) in Eq. (4.17). The two-particle density matrix
can be split into a separable part Γsep and into a non-separable part Γnonsep.
The LMP2 generalized energy weighted density matrix X(2) is treated in
depth in the following subsection.
4.3.2 Generalized energy weighted density matrix
The generalized energy weighted density matrix X contains contributions
from the derivatives of the localization condition and of the Hylleraas
functional with respect to the AO overlap matrix, from the LMP2 La-
grange multipliers x, which can be calculated according to Eq. (4.49), and
from the HF energy weighted density matrix X(0) (see Eq. 4.17).
The contributions from the derivative of the localization condition, Eq. (4.42),
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The Hylleraas functional depends on the AO overlap matrix through the
amplitudes. For the derivative of the Hylleraas functional with respect to

























































x˜i j = 0. (4.70)
Taking into account the contributions from the derivative of the localization
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The virtual-virtual block of x˜ cancels with corresponding terms in the
virtual-virtual block of A (see Eq. 4.54) when the Lagrange multipliers x
are calculated according to Eq. (4.49).
Since the generalized energy weighted density matrix is contracted with
the Hermitian perturbed AO overlap matrix (see Eq. 4.60) one can apply
the permutation operator T to symmetrize and complex conjugate the





















































































































2A∗ia + 2 ∑
k
















ic + 2zak fik
 . (4.74)
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Summing up all contributions the generalized energy weighted density
















Ai j + A∗ji
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4.3.3 Second derivative of the LMP2 Lagrangian
For the calculation of LMP2 magnetizabilities the LMP2 magnetic field
gradient has to be differentiated a second time with respect to the magnetic
field. Starting from the gradient expression Eq. (4.61) one obtains for the
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and the perturbed MO coefficient matrix CBα as well as the perturbed den-
sity matrix dBα to be evaluated. The latter contains contributions from the
derivatives of the HF density matrix d(0), of the LMP2 density matrix d(2),


































where LBα are the perturbed LMO coefficients for which explicit expres-
sions are given in Section 3.4.1.
First, the response of the non-variational parameters which are the (local-
ized) MO coefficients has to be calculated (see Section 2.5). In order to
ensure that the LMP2 Lagrangian is variational with respect to the MO
coefficients for any value of the perturbation the first derivatives of the













































These equations yield, in the following order, the conditions for the or-
thonormality of the perturbed MO coefficients, the coupled-perturbed
Hartree-Fock (CPHF) equations, and the coupled-perturbed localization
equations (CPL equations, for details see Section 3.4.1). Their solutions
provide the perturbed LMO coefficients. Note that the CPL equations do
not have to be solved in the case of HF, conventional MP2, or untrun-
cated LMP2 (i.e., with full lists and full pair domains) in order to obtain
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the perturbed MO coefficients.
With the perturbed LMO coefficients available the perturbed LMP2 am-
plitudes can be calculated in the orbital-relaxed case. The stationary con-












The explicit equations for the perturbed residual in PAO basis are given in
Section 3.5.4.





































= 0 . (4.84)
The response of the Lagrange multipliers z and zloc is obtained from the
first-order Z-vector equations, i.e., the derivatives of the Z-CPHF Eqs. (4.50)
and Z-CPL Eqs. (4.57) with respect to the magnetic field. The perturbed La-
grange multipliers zBα are needed for the orbital-relaxed perturbed density
matrix, Eq. (4.78); the perturbed multipliers of the localization condition,
∂zloc/∂Bα, enter the right-hand side of the perturbed Z-CPHF Eqs. (4.85)
and the perturbed generalized energy weighted density matrix ∂X/∂Bα
(see Eq. 4.89). The perturbed Z-vector equations in MO basis without den-
sity fitting can be found in Ref. [33].





zBαak fik + 2g(z
Bα)ia = −∂Yai∂Bα (4.85)
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where yai is defined in Eq. (4.51). All terms contributing to the perturbed
Z-CPHF equations are given in detail in Section 3.5.3.





























Detailed equations and the definitions of the coefficient matrices B− and
∂B+/∂Bα in Eq. (4.88) are given in Section 3.5.2.
Since the virtual-occupied part of the quantity defined in Eq. (4.88) gives
a contribution to the right-hand side of the perturbed Z-CPHF Eqs. (4.85)
the perturbed Z-CPL equations have to be solved beforehand.
The derivative of the generalized energy weighted density matrix, which
is required for the calculation of magnetizabilities in Eq. (4.76), can be
obtained by differentiation of the unperturbed quantity defined in Eq. (4.75)
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with respect to the magnetic field,
∂Xµν
∂Bα















Ai j + A∗ji
)











L∗µi 2 ∂ f ji∂Bα + 12
















































































































































































CHAPTER 4. MAGNETIZABILITY TENSORS 94
Finally, the derivative of the effective second-order density matrix Γwhich
is defined in Eq. (4.64) can be written as
∂Γµνρσ
∂Bα























































































4.3.4 Density fitting for LMP2 magnetizabilities
The density fitting (DF) approximation can be applied to the derivatives

















Applying the DF approximation to the contraction of the separable part of
the perturbed two-electron density matrix with the derivative of the ERIs
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with respect to the magnetic field one obtains
∑
µνρσ





























∂D¯µσ∂Bα LνkcPkσ + ∑ρ



















































By applying the DF approximation to the contraction of the separable part
of the unperturbed two-electron density matrix with the second derivative
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Note that there are no contributions from the Coulomb-type contractions
of the symmetric unperturbed density matrices with the purely imaginary
and thus antisymmetric first derivatives of the three-index-ERIs (µν|P);
only exchange-type contractions are generally non-zero (see the second
line of Eqs. 4.99 and 4.100).
The contributions from the non-separable part of the unperturbed two-
electron density matrix to the gradient (see Eqs. 4.65 and 4.61) and from the
non-separable part of the unperturbed and perturbed two-electron density
matrices to the magnetizability tensor (see Eqs. 4.65, 4.91, and 4.76) can be
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calculated via conveniently chosen intermediates.























































The three-index quantity VPkr was already introduced for NMR shielding
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is obtained in DF approximation by differentiating Eq. (4.104) a second





















































































































The unperturbed quantities defined in Eqs. (4.105)–(4.110) and the per-
turbed quantities, Eqs. (4.113)–(4.118), are required to build two further
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perturbed quantities: (i) ∂B/∂Bα, which is the derivative of Eq. (4.56), and











and (ii) the quantity ∂XK/∂Bα which is required for the perturbed general-




















































The frozen-core approximation is taken into account by adding an addi-
tional term zklc fklc +zlck flck with k ∈ {valence, local} and lc ∈ {core, canonical}





zklc fklc + zlck flck
]
. (4.124)
In this subsection the subscript c denotes core orbitals. The Lagrange
multipliers for the frozen-core approximation are defined in the whole
basis of occupied and core orbitals with zii = zicic = 0 as elements of the
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Hermitian matrix z.








µk Cνlc fµν + LµkC
Bα
νlc





is generally non-zero with the choice of perturbed orbital coefficients as de-
fined in Section 3.4.1. As outlined by Gauss et al. in the context of CCSD(T)
NMR shielding tensors [27] an alternative choice for the occupied-occupied
block of the orbital rotation matrix is possible which zeroes the occupied-
occupied block of the perturbed Fock matrix in MO basis. This approach
was adopted in this work: only the valence-core and core-valence part of
the orbital rotation matrix were modified such that the derivative of the
Fock matrix in MO basis as defined in Eq. (4.125) equals zero by construc-
tion.
As outlined in more detail in Section 3.4.1 and Ref. [68] the orbital rotation





which makes the explicit form of UBα non-unique. For the NMR shielding







Following the idea outlined above UBα is chosen differently; it is most









k¯ − lc , (4.128)
which can then be transformed to local basis with the localization matrix
(as defined in Eq. 2.42).
For the derivatives of the additional condition, Eq. (4.124), with respect to
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lck| jci) − 12 (lci| jck)] . (4.130)
The linear Z-vector equations for the valence-core part take the form (sim-
ilar to Eq. 4.48) (
1 − Ti jc
) [












, are zero. Furthermore, the derivative of the localization con-







, is zero because the localization con-
dition is only defined in the valence space. There is solely a contribu-
tion from the derivative of the localization condition with respect to O∗jci
which corresponds to contributions from core orbitals to valence orbitals
through orbital rotations. The contributions from the contractions of the
Lagrange multipliers with the two-electron integrals also cancel each other
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(see Eqs. 4.129 and 4.130), yielding(

























 = 0. (4.133)
The derivatives of the Hylleraas functional with respect to orbital rotations
can be written as

















so that one finally obtains






Transformation to canonical basis finally yields the working equations,
zi¯ jc = −







i¯ −  jc . (4.137)
Differentiating Eq. (4.137) with respect to the magnetic field yields the





























 · (i¯ −  jc)−1 . (4.138)
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4.4 Accuracy and Performance
4.4.1 Method error of LMP2 magnetizabilities
Table 4.3 compares results of isotropic magnetizabilities calculated with
HF, LMP2, and LMP2 with full lists and full domains (“LMP2 full”) to
CCSD(T) / aug-cc-pCV[TQ]Z benchmark values of Ref. [45]. Since ozone is
a multireference case it was excluded from the calculation of the statistical
measures in Table 4.3. In the course of this work the influence of the frozen-
core approximation was investigated and found to be small, for this reason
only LMP2 calculations with frozen-core approximation are provided.
For HF and LMP2 root mean square values of the deviation from the
benchmark values are in the range of 10–15 ·10−30 JT−2, mean absolute
percentage errors (MAPE) are in the range of 3–5 %. MAPE for a set of nMol






∣∣∣∣∣∣ ξ¯locali − ξ¯fulliξ¯fulli
∣∣∣∣∣∣ · 100 %. (4.139)
For both methods the error becomes smaller for larger AO basis sets. How-
ever for LMP2, augmented basis sets show larger deviations from the
benchmark values than non-augmented ones. In contrast, HF magneti-
zabilities calculated with augmented basis sets show an improvement in
accuracy over non-augmented basis sets.
Magnetizabilities of closed-shell molecules are dominated by the diamag-
netic contributions and show only little to modest correlation contributions
in the range of a few percent [44, 111, 112]. For this reason HF magneti-
zabilities provide nearly the same accuracy as LMP2 calculations for the
molecules of the benchmark set. Hence, in order to reach an accuracy sig-
nificantly higher than Hartree-Fock for magnetizabilities, it appears that
rather large basis sets and correlation methods beyond MP2 are required.
Furthermore, one can see from the provided LMP2 and LMP2 full results
that the local error is small. The accuracy of the local approximation is
discussed in detail in Section 4.4.2.
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Table 4.3: Deviation of isotropic magnetizabilities calculated at the levels of HF, LMP2,
and LMP2 with full domains and full lists (LMP2 full) from CCSD(T) / aug-cc-pCV[TQ]Z
benchmark values [45]. Root mean square (R.M.S.) value of the deviation, the absolute
value of the maximum absolute error (MaxAE), the absolute value of the maximum
relative error (MaxRE), and the mean absolute percentage error (MAPE) are provided.
For all LMP2 calculations the frozen-core approximation was employed.
R.M.S. deviation and MaxAE are provided in SI units (10−30 JT−2).
Method Basis R.M.S. deviation MaxAE MaxRE MAPE
HF cc-pVDZ 14.0 28.3 11.4 % 4.0 %
cc-pVTZ 11.0 26.5 10.7 % 3.0 %
cc-pVQZ 10.5 27.0 10.1 % 2.8 %
aug-cc-pVDZ 12.0 26.3 10.9 % 3.0 %
aug-cc-pVTZ 10.5 26.9 10.0 % 2.7 %
aug-cc-pVQZ 10.3 27.2 10.0 % 2.7 %
LMP2 cc-pVDZ 14.6 31.6 11.6 % 4.0 %
cc-pVTZ 10.3 30.3 11.1 % 2.5 %
cc-pVQZ 9.8 30.7 11.3 % 2.2 %
aug-cc-pVDZ 18.7 43.3 14.1 % 5.2 %
aug-cc-pVTZ 11.8 29.2 10.7 % 3.0 %
aug-cc-pVQZ 10.5 30.3 11.2 % 2.6 %
LMP2 full cc-pVDZ 14.5 31.6 11.6 % 4.0 %
cc-pVTZ 10.4 30.3 11.1 % 2.5 %
cc-pVQZ 9.8 30.7 11.3 % 2.2 %
aug-cc-pVDZ 18.7 43.2 14.0 % 5.1 %
aug-cc-pVTZ 11.8 29.3 10.8 % 3.0 %
aug-cc-pVQZ 10.5 30.4 11.2 % 2.6 %
4.4.2 Local approximation
Tables A.1 and A.2 in Appendix A show the influence of the local ap-
proximation on isotropic magnetizabilities. Additionally, it is illustrated
in Figs. 4.1 and 4.2. As for DF-HF magnetizablities the benchmark set of 28
small molecules by Lutnæs et al. [45] was investigated. One of the bench-
mark molecules is ozone which is a multireference case: the description
by HF and MP2 cannot be considered correct. The geometries were taken
from the supplementary material of Ref. [45], the calculations were carried
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out using Dunning’s cc-pVXZ and aug-cc-pVXZ AO basis sets [86–91, 115]
for X=D, T, and Q with the related JK- [92] and MP2-fitting basis sets [93]
of Weigend. For Li the cc-pVXZ and aug-cc-pVXZ AO basis sets published
in 2011 were used [115]. Local calculations with standard domains [60]
are compared to calculations with full domains (the latter are equivalent
to canonical calculations, since the pair list remains untruncated for all
molecules of the test set). Electron pairs with an interorbital distance be-
yond 15 bohrs are omitted. The correlation contribution to the isotropic
magnetizabilities, also included in Tables A.1 and A.2, is calculated as the
difference between the GIAO-DF-LMP2 full domain result and the isotropic
magnetizability obtained with the GIAO-DF-HF method. The correlation
contributions to isotropic magnetizabilities are only small to modest: for
most molecules of the benchmark set correlation accounts for only a few
percent. Exceptions are the molecules OF2, PN, and SO2 for which the con-
tributions are in the range of 10–15 %. Clearly, MP2 fails to calculate the
magnetizabilities for ozone: Luetnæs et al. report magnetizability values
in the range of 120 · 10−30 JT−2 for CCSD(T) calculations using Dunning’s
cc-pVXZ basis sets (X=D, T, and Q) [45], whereas the MP2 results for the
calculations with full domains are in the range from −891 · 10−30 JT−2 for
cc-pVDZ to −628 · 10−30 JT−2 for cc-pVQZ.
The error introduced by the local approximation is small: for calculations
with cc-pVDZ AO basis set the error is (with the exception of ozone) in
the range of 1 · 10−30 JT−2 or below. For larger AO basis sets the error is
in most cases even smaller. This can be rationalized as follows: a larger
set provides a more flexible basis for the description on the few centers
included in the pair domain. However, for non-augmented basis sets, the
local error of AlF, LiF, and NH3 gets larger when the size of the AO basis
set is increased. For augmented basis sets one finds particularly large local
errors for aug-cc-pVDZ (e.g., −1.83 · 10−30 JT−2 for H4C2O). For larger basis
sets the local error becomes rapidly smaller; this is also reflected by the
root mean square values of the local error in Tables 4.4 and 4.5 which are
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well below 1 · 10−30 JT−2. Although the absolute local error is small it can
make a significant contribution to the correlation part, since the latter itself
is small (see also Section 4.4.1).
Table 4.4: Deviation of isotropic magnetizabilities calculated within the local
approximation from full calculations for cc-pVXZ (X=D, T, and Q) AO basis sets. Root
mean square (R.M.S.) value of the local error, mean absolute percentage error (MAPE),
the absolute value of the maximum relative error (MaxRE), the absolute value of the
maximum absolute error (MaxAE), and root mean square value of the correlation
contribution are provided. For all calculations the frozen-core approximation was
employed. All R.M.S. values and MaxAE are provided in SI units (10−30 JT−2).
Basis cc-pVDZ cc-pVTZ cc-pVQZ
Molecules excl. O3 all excl. O3 all excl. O3 all
R.M.S. local error 0.51 0.95 0.38 0.81 0.33 0.37
MAPE 0.1 % 0.1 % 0.1 % 0.1 % 0.1 % 0.1 %
MaxRE 0.3 % 0.5 % 0.3 % 0.6 % 0.3 % 0.3 %
MaxAE 1.34 4.27 0.95 3.82 1.07 1.07
R.M.S. correlation contribution 14.11 300.19 10.61 237.61 10.36 230.22
Table 4.5: Deviation of isotropic magnetizabilities calculated within the local
approximation from full calculations for aug-cc-pVXZ (X=D, T, and Q) AO basis sets.
Root mean square (R.M.S.) value of the local error, mean absolute percentage
error (MAPE), the absolute value of the maximum relative error (MaxRE), the absolute
value of the maximum absolute error (MaxAE), and root mean square value of the
correlation contribution are provided. For all calculations the frozen-core approximation
was employed. All R.M.S. values and MaxAE are provided in SI units (10−30 JT−2).
Basis aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ
Molecules excl. O3 all excl. O3 all excl. O3 all
R.M.S. local error 0.80 0.81 0.30 0.93 0.12 0.83
MAPE 0.2 % 0.2 % 0.1 % 0.1 % 0.03 % 0.05 %
MaxRE 0.5 % 0.5 % 0.2 % 0.7 % 0.1 % 0.7 %
MaxAE 1.83 1.83 0.74 4.66 0.33 4.33
R.M.S. correlation contribution 15.38 248.50 11.43 235.45 10.80 233.53
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Figure 4.1: Deviation of isotropic magnetizabilities calculated in the local approximation
from results calculated with full domains and full lists for GIAO-DF-LMP2. The values
ξ¯local-ξ¯full are provided. Calculations were done in the frozen-core approximation using
the cc-pVXZ basis sets (X=D, T, and Q). All results are provided in SI units (10−30 JT−2).
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Figure 4.2: Deviation of isotropic magnetizabilities calculated in the local approximation
from results calculated with full domains and full lists for GIAO-DF-LMP2 with
augmented basis sets. The values ξ¯local-ξ¯full are provided. Calculations were done in the
frozen-core approximation using the aug-cc-pVXZ basis sets (X=D, T, and Q). All results
are provided in SI units (10−30 JT−2).
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In order to assess the accuracy of the LMP2 method and of the local ap-
proximation additional calculations were performed for medium-sized test
molecules with cc-pVXZ (X=D and T) and the augmented aug-cc-pVXZ
(X=D and T) AO basis sets using the nominally in size related fitting ba-
sis sets. Table 4.6 shows the results for HF and LMP2 calculations with
standard Boughton-Pulay domains and with full domains and full pair
lists for cc-pVXZ (X=D and T) AO basis sets, as well as the results for HF
and LMP2 calculations with standard Boughton-Pulay domains, extended
domains (extended by one shell of neighboring atoms, MOLPRO command
iext=1 [94]), and with full domains and full pair lists for aug-cc-pVXZ
(X=D and T) AO basis sets. For the calculations of the medium-sized
molecules with augmented basis sets the contributions of the most dif-
fuse functions were discarded in the Pipek-Mezey localization matrices
Eq. (4.43) (MOLPRO command cpldel=1 [94]).
For non-augmented basis sets the local approximation works well. Relative
errors with respect to the total magnetizability tensor are in the range of 1 %.
However, one has to bear in mind that magnetizabilities show only little
correlation contribution. This means that the relative error with respect
to the correlation contribution can be in the range of nearly 50 % for the
calculations with cc-pVDZ basis set; for cc-pVTZ the errors are smaller. For
aug-cc-pVDZ calculations with standard Boughton-Pulay domains LMP2
results show rather large deviations from the “full” results, particularly
for 1-phenylpyrrole and p-cresol. For aug-cc-pVTZ calculations the local
errors with Boughton-Pulay domains are considerably smaller and show
good agreement with the results of the full domain calculations (except
for DMABN). However, it appears necessary to use extended domains for
the calculation of magnetizabilities with augmented basis sets in order to
ensure small local errors.
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Table 4.6: Isotropic magnetizabilities for a set of medium-sized molecules. Results for
HF calculations (HF), LMP2 calculations with Boughton-Pulay domains (BP), with
extended domains (ext. dom.) and with full domains and full pair lists (full) are
provided for cc-pVXZ and aug-cc-pVXZ (X=D and T) AO basis sets. For all LMP2
calculations the frozen-core approximation was employed. All results are provided in
SI units (10−30 JT−2).
Basis cc-pVDZ aug-cc-pVDZ
Method HF BP full HF BP ext. dom. full
DMABN -1725.81 -1722.80 -1717.29 -1720.55 -1710.76 -1709.82 -1707.82
Phloretic acid -1783.17 -1773.86 -1763.93 -1773.33 -1768.27 -1758.93 -1759.48
1-Phenylpyrrole -1760.75 -1754.75 -1742.30 -1750.13 -1740.42 -1722.78 -1726.51
trans-Urocanic acid -1307.82 -1322.84 -1320.28 -1296.33 -1314.74 -1311.31 -1313.05
p-Cresol -1304.46 -1293.80 -1283.74 -1294.58 -1291.71 -1274.29 -1271.02
Basis cc-pVTZ aug-cc-pVTZ
Method HF BP full HF BP ext. dom. full
DMABN -1708.36 -1691.66 -1687.65 -1701.95 -1630.35 -1667.91 -1687.15
Phloretic acid -1765.05 -1739.48 -1732.66 -1758.69 -1726.79 -1734.30 -1727.62
1-Phenylpyrrole -1739.56 -1713.76 -1704.70 -1736.58 -1709.30 -1708.73 -1703.16
trans-Urocanic acid -1284.82 -1286.38 -1283.33 -1279.47 -1277.52 -1279.84 1281.93
p-Cresol -1288.88 -1266.99 -1260.26 -1281.58 -1251.33 -1251.08 -1248.15
4.4.3 Density fitting approximation
Tables A.3 and A.4 compile the influence of the auxiliary fitting basis set on
isotropic magnetizabilities. The same benchmark set of molecules as for
the effects of the local approximation was investigated. The calculations
were carried out using Dunning’s cc-pVXZ and aug-cc-pVXZ (AVXZ) AO
basis sets for X=D, T, and Q. For Li the AO basis sets published in 2011 were
used [115]. The JK- [92] and MP2-fitting basis sets [93] of Weigend related
to the cc-pVXZ, cc-pV(X+1)Z, and cc-pV(X+2)Z AO basis sets, respectively,
the augmented analogues, were used if available. It has been verified in
the course of this work that magnetizabilities calculated in the cc-pVDZ
AO basis set with cc-pVQZ fitting basis set employing full domains and
full lists are virtually identical to the canonical MP2 results obtained by
CFOUR [84]. Comparing the results for a chosen AO basis set and different
fitting basis sets shows that the fitting error is very small, i.e., in the range
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of 0.1 · 10−30 JT−2. Augmented basis sets show even smaller errors than
non-augmented ones. Deviations for ozone are larger and in the range
of 3 · 10−30 JT−2. It is evident that density fitting with ordinary Gaussians
works very well for magnetizabilities, as it does for NMR shielding tensors.
4.4.4 Performance of the program
The performance of the program was investigated by calculations on two
larger molecular systems, (i) coronene and (ii) the tweezer host-guest com-
plex 1@2 “clinching” the 1,4-dicyanobenzene as guest molecule 2 (see
Fig. 3.2). These molecules were already used for NMR shielding ten-
sors at the levels of GIAO-DF-HF and GIAO-DF-LMP2. For the host-guest
complex the same geometry as in Ref. [68] was used. The molecules were
then aligned in the principal axis system.
The calculations were performed on 8 CPUs of an AMD Opteron 6180 SE
@ 2.50 GHz without exploiting point group symmetry. The key steps of
the magnetizability program were parallelized based on a shared file ap-
proach in the same way as the program for the NMR shielding tensors
(see Section 3.6). The timings of some key steps are provided in Tables 4.7
and 4.8. The calculation of magnetizabilities takes longer than the calcula-
tion of NMR shielding tensors by roughly a factor of 1.5. The calculation of
coronene with cc-pVTZ AO basis (888 basis functions) took about 7 hours,
the 1@2 tweezer molecule with cc-pVTZ AO basis (2184 basis functions)
required about 5.5 days. The additional computational cost is caused by
the terms in the second and especially in the third line of Eq. (4.76) which
are not required for shielding constants. These terms involve the contrac-
tions of the unperturbed and perturbed energy weighted density matrices
with the derivatives of the overlap matrix and the contraction of the unper-
turbed and perturbed two-particle density matrices with the derivatives of
the ERIs (see the timings for Eqs. 4.100, 4.94, 4.113, 4.120, 4.122, and 4.112 in
the tables). The calculation of rotational g tensors from magnetizabilities
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requires only one additional set of two-index AO integrals (Eq. 5.28) and a
nuclear contribution (Eq. 5.27): both terms are computationally cheap and
the computational effort can be neglected.
Table 4.7: GIAO-DF-LMP2 isotropic magnetizabilities (in 10−30 JT−2) and rotational g
tensors for coronene using the frozen-core approximation. The CPU times (per
processor) and the elapsed times measured for the individual key steps of the
GIAO-DF-LMP2 calculation and the total times for the calculation of the unperturbed
density matrix, the perturbed density matrix are provided. All timings of the perturbed




Rotational g tensor -0.0182 -0.0190
-0.0182 -0.0190
0.0285 0.0283
Number of valence electrons 108 108
Number of AO basis functions 396 888
Number of JKfit basis functions 1956 2256
Number of MP2fit basis functions 1512 2304
Building Eqs. (4.100) and (4.94)
CPU (elapsed) time / min 3 (3) 11 (11)
Building Eqs. (4.113), (4.120), (4.122), and (4.112)
CPU (elapsed) time / min 2 (2) 11 (12)
R.H.S. of the perturbed amplitude Eqs. (4.83)
CPU (elapsed) time / min 4 (4) 28 (30)
Iterating perturbed amplitude equationsb
CPU (elapsed) time / min 10 (10) 91 (92)
R.H.S. of the perturbed Z-CPHF Eqs. (4.86)
CPU (elapsed) time / min 29 (32) 139 (151)
Iterating perturbed Z-CPHF Eqs. (4.85)b
CPU (elapsed) time / min 5 (7) 13 (17)
Solving the perturbed Z-CPL Eqs. (4.87)
and building Eqs. (4.88), (4.68) and its derivative
CPU (elapsed) time / sec 6 (6) 8 (9)
Unperturbed LMP2 density total CPU (elapsed) time / min 3 (4) 11 (13)
Perturbed LMP2 density total CPU (elapsed) time / min 53 (58) 288 (311)
Time for HF magnetizability
CPU (elapsed) time / min 12 (12) 27 (28)
Total CPU (elapsed) time / min 74 (81) 368 (394)
a) Calculations were performed on 8 CPUs of an AMD Opteron 6180 SE @ 2.50 GHz.
b) Time for 10 iteration steps.
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Table 4.8: GIAO-DF-LMP2 isotropic magnetizabilities (in 10−30 JT−2) and rotational g
tensors for the 1@2 tweezer molecule using the frozen-core approximation. The CPU
times (per processor) and the elapsed times measured for the individual key steps of the
GIAO-DF-LMP2 calculation and the total times for the calculation of the unperturbed
density matrix and the perturbed density matrix are provided. All timings of the
perturbed equations are added up for the three components of the magnetic fielda.
1@2 Tweezer
Magnetizability -8158.2 -7944.1
Rotational g tensor -0.0010 -0.0009
-0.0032 -0.0033
-0.0017 -0.0020
Number of valence electrons 262 262
Number of AO basis functions 964 2184
Number of JKfit basis functions 4748 5504
Number of MP2fit basis functions 3640 5616
Building Eqs. (4.100) and (4.94)
CPU (elapsed) time / min 146 (161) 661 (696)
Building Eqs. (4.113), (4.120), (4.122), and (4.112)
CPU (elapsed) time / min 47 (50) 193 (207)
R.H.S. of the perturbed amplitude Eqs. (4.83)
CPU (elapsed) time / min 43 (65) 207 (362)
Iterating perturbed amplitude equationsb
CPU (elapsed) time / min 42 (42) 328 (331)
R.H.S. of the perturbed Z-CPHF Eqs. (4.86)
CPU (elapsed) time / min 342 (947) 1297 (2725)
Iterating perturbed Z-CPHF Eqs. (4.85)b
CPU (elapsed) time / min 85 (171) 243 (825)
Solving the perturbed Z-CPL Eqs. (4.87)
and building Eqs. (4.88), (4.68) and its derivative
CPU (elapsed) time / min 7 (7) 7 (7)
Unperturbed density total CPU (elapsed) time / min 53 (74) 181 (508)
Perturbed density total CPU (elapsed) time / min 774 (1551) 3197 (5737)
Time for HF magnetizability
CPU (elapsed) time / min 339 (409) 731 (1214)
Total CPU (elapsed) time / min 1295 (2166) 4545 (7923)
a) Calculations were performed on 8 CPUs of an AMD Opteron 6180 SE @ 2.50 GHz.
b) Time for 10 iteration steps.
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4.5 Required GIAO Integrals
4.5.1 Derivatives of two-index integrals
Derivatives of the AO overlap matrix with respect to the magnetic field can







∣∣∣(RMN × r)β∣∣∣ ν〉 , (4.140)
where the vectors RM and RN point from the origin to the center of the
AO basis functions ωµ, respectively, ων. Their difference vector RM −RN is
denoted by RMN. The vector r is the position vector of an electron.
The second derivative of the AO overlap matrix with respect to the mag-







∣∣∣(RMN × r)α (RMN × r)β∣∣∣ ν〉 . (4.141)
The first derivative of the one-electron core Hamiltonian with respect to








∣∣∣(RMN × r)β h − (rN × ∇)β∣∣∣ ν〉 , (4.142)
where the vector rN is pointing from the center of the ket-side AO basis
function ων to the electron.
The second derivative of the one-electron core Hamiltonian with respect
















∣∣∣(RMN × r)α (RMN × r)β h∣∣∣ ν〉 ]. (4.143)
Integrals (4.140) and (4.142) were already implemented in the context of
Hartree-Fock NMR shielding tensors [52, 68], the second derivative of the
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overlap integral, Eq. (4.141), and of the core Hamiltonian, Eq. (4.143), were
programmed in the course of this work. The expressions for the calculation
of the integrals are based on the recurrence scheme for primitive Cartesian
Gaussian basis functions by Obara and Saika [114]. The corresponding
program routines generate the integrals for all Cartesian primitives, i.e.,
non-contracted basis functions which are then contracted to the common
atomic orbitals.
The following basics of the Obara-Saika scheme and the presentation of the
implementation is based on my diploma thesis (see Chapter 4 in Ref. [52]).
An unnormalized Cartesian Gaussian function with its origin at R can be
written as [114]









where r = (x, y, z) is the electron coordinate, α the orbital exponent and n
the angular momentum index, a set of non-negative integers related to the












where the double factorial is defined for positive integers as
k!! =
{
k · (k − 2) · (k − 4) · . . . · 2 if k is even
k · (k − 2) · (k − 4) · . . . · 1 if k is odd. (4.146)
If one defines the sum of the components of n as l,
l = nx + ny + nz, (4.147)
then this l is closely related to the angular momentum. Functions with l
equal to 0, 1, 2, . . . are referred to as s, p, d, . . . functions. A set of functions
located at R with the same angular momentum l and orbital exponent α
is called a shell, the functions constituting the shell are its components. A
shell with angular momentum l has (l + 1)(l + 2)/2 components.
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The single component of the s-shell has the angular momentum index
n = (0, 0, 0), whereas the i-th component of the p-shell corresponds to the
angular momentum index n = 1i = (δix, δiy, δiz).
Differentiation of a Cartesian Gaussian function yields
∂
∂Ri
χ(r;α,n,R) = 2αχ(r;α,n + 1i,R) − niχ(r;α,n − 1i,R). (4.148)
Therefore, the functions with the angular momentum index incremented
and decremented by 1 are required for the calculation of the derivative with
respect to a spatial coordinate. The Cartesian Gaussian functions depend
on the coordinate of the nucleus in the form ri−Ri, i.e., differentiation with
respect to Ri can be expressed by differentiation with respect to ri:
∂
∂Ri
χ(r;α,n,R) = − ∂
∂ri
χ(r;α,n,R). (4.149)
In the following, the explicit expressions for the calculation of the inte-
grals (4.141) and (4.143) will be shown. For the sake of simplicity the
following notation will be used:
• M and N are the centers of µ and ν, i.e., M ..= RM, N ..= RN.
• CM is the center of mass of the molecule, i.e., CM ..= RCM.
• Mα, Nα, and CMα are the Cartesian components of M, N, and CM.
• nα is the angular momentum of ν in Cartesian direction α.
• αn is the orbital exponent of ν.
• α, β, γ denote the Cartesian components (of the perturbation) and
permute cyclically.
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The second derivative of the overlap integrals with respect to the magnetic























































∣∣∣β · γ∣∣∣ ν〉 ]. (4.150)
Equation (4.150) shows that the second derivative of the overlap integrals
can be written as a sum of quadrupole moment integrals multiplied with
the differences of the centers of the functions. The implementation of
quadrupole moment integrals was based on the MOLPRO routine for dipole
moment integrals, basis_shell_DM, by using the following relation:〈
µ
∣∣∣γ · α∣∣∣ ν〉 = 〈µ + 1γ |α| ν〉 + Mγ 〈µ |α| ν〉 . (4.151)
The individual terms of the second derivative of the one-electron core
Hamiltonian with respect to the magnetic field will be discussed sepa-
rately. The last term of Eq. (4.143) can be derived conveniently from an
integral which already appears in the first derivative of the Hamiltonian
with respect to the magnetic field, Eq. (4.142). In analogy to Eq. (4.150) one
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finds 〈
µ






























∣∣∣β · γ · h∣∣∣ ν〉 ]. (4.152)
The integral can be further decomposed by the following relation,〈
µ
∣∣∣γ · α · h∣∣∣ ν〉
=
〈




µ |α · h| ν〉 , (4.153)
where the integrals over the dipole moment operator times the one-electron
core Hamiltonian in the second line of Eq. (4.153) are available in the MOLPRO
routine basis_giao_shell_dm_h0.
For the second term of Eq. (4.143),〈
µ
∣∣∣δαβ (rN · rN) − (rN)α · (rN)β∣∣∣ ν〉 , (4.154)
it is useful to distinguish between two cases: (i) when the differentiation
is carried out twice with respect to the same components of the magnetic
field, and (ii) when the two components differ. For differentiation with
respect to the same components (which is considered to be α) one finds〈
µ
∣∣∣(β −Nβ)(β −Nβ) + (γ −Nγ)(γ −Nγ)∣∣∣ ν〉
=
〈




µ|ν + 1γ + 1γ
〉
, (4.155)
which means that these integrals can be calculated directly from overlap
integrals by incrementing the angular momentum on the ket-side.





∣∣∣(α −Nα)(β −Nβ)∣∣∣ ν〉 = − 〈µ|ν + 1α + 1β〉 , (4.156)
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which is again an overlap integral for which the angular momentum on
the ket-side has been incremented.
The first term of Eq. (4.143),〈
µ
∣∣∣(RMN × r)α (rN × ∇)β + (RMN × r)β (rN × ∇)α∣∣∣ ν〉 , (4.157)
is more involved than the other two terms; for this consideration only
the first term of Eq. (4.157) will be discussed. The second term can be
programmed analogously by swapping the indices of the perturbations.
One then finds〈
µ




∣∣∣∣∣∣((Mβ −Nβ)γ − (Mγ −Nγ)β)
(






which yields the following individual terms:〈
µ























∣∣∣∣∣ ν〉 −Nα 〈µ ∣∣∣∣∣β ∂∂γ
∣∣∣∣∣ ν〉] . (4.159)
In order to program this expression one must consider two principle terms
which can be derived from dipole moment and quadrupole moment inte-
grals by applying the differentiation relation Eq. (4.148):〈
µ
∣∣∣∣∣β ∂∂α




∣∣∣∣∣ ν〉 = nα 〈µ ∣∣∣βγ∣∣∣ ν − 1α〉 − 2αn 〈µ ∣∣∣βγ∣∣∣ ν + 1α〉 . (4.161)
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Hence, one needs the dipole moment and quadrupole moment integrals
with the angular momentum on the ket-side incremented, respectively,
decremented by 1.
For the calculation of rotational g tensors (see Chapter 5) another set of
integrals is required, which appears in the diamagnetic part of the magne-
tizability evaluated with the center of mass of the molecule, RCM, as gauge
origin, 〈
µ
∣∣∣δαβ (rCM · rCM) − (rCM)α · (rCM)β∣∣∣ ν〉 , (4.162)
where rCM is the vector pointing from the center of mass to the electron.
Like before, it is useful to distinguish between two cases: (i) when the
same components of the perturbation are considered, and (ii) when the
two components differ. For the same components one finds〈
µ
∣∣∣(β − CMβ)(β − CMβ) + (γ − CMγ)(γ − CMγ)∣∣∣ ν〉
=
〈
µ|ν + 1β + 1β
〉




+ (Nβ − CMβ)2 〈µ|ν〉
+
〈
µ|ν + 1γ + 1γ
〉




+ (Nγ − CMγ)2 〈µ|ν〉 (4.163)




∣∣∣(α − CMα)(β − CMβ)∣∣∣ ν〉
= −
〈
µ|ν + 1α + 1β
〉




− (Nβ − CMβ) 〈µ|ν + 1α〉 − (Nα − CMα)(Nβ − CMβ) 〈µ|ν〉 . (4.164)
These integrals can be obtained directly from overlap integrals by incre-
menting the angular momentum on the ket-side and multiplying them
with the corresponding differences of the center of the function and the
center of mass.
4.5.2 The Gaussian Product Theorem
The Gaussian Product Theorem (GPT) states that a product of two Carte-
sian Gaussian functions can be expressed as a linear combination of Carte-
sian Gaussian functions. The resulting function is centered on the connec-
tion line between the original centers. Thus, a product of two Gaussians
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located on two different centers A and B with arbitrary angular momentum























TAz,Bzn1z,n2z,nPz (z − Pz)nPz e−γ(z−Pz)
2
 , (4.165)
where γ, P and T are given by


































−γ (r − P)2
]
. (4.169)
The definition of the GPT in Eq. (4.165) can be rewritten more compactly

















(z − Pz)nPz ×
exp
[
−γ (r − P)2
]
. (4.172)
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4.5.3 Derivatives of three-index integrals
The second derivative of the three-index electron repulsion integrals with
respect to the external magnetic field, as they appear in the calculation of











































































The MOLPRO routine basis_shell_QM_J creates the required two-index inte-
grals based on the integrals (A |α/r12|Q) from the routine basis_shell_DM_J
according to the following formula:(
A
∣∣∣∣∣γ · αr12
∣∣∣∣∣Q) = (A + 1γ ∣∣∣∣∣ αr12
∣∣∣∣∣Q) + RA,γ (A ∣∣∣∣∣ αr12
∣∣∣∣∣Q) . (4.175)
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Note that A and Q are both ordinary Gaussian functions; A is defined
in Eq. (4.172), whereas Q is a fitting function. RA,γ is the γ Cartesian
component of the position vector of function A. The fitting functions have
to be ordinary Gaussians as gauge invariance would be violated otherwise.
There is no complex conjugate for the fitting functionQwhich would cancel
the explicit gauge origin dependence of GIAOs.
4.6 Conclusions
In this chapter magnetizabilities at the levels of DF-HF and DF-LMP2 have
been presented. Gauge-including atomic orbitals are used to overcome
the gauge origin problem and ordinary Gaussians are employed as fitting
functions. This approach for density fitting (DF) was already employed
for NMR shielding tensors and also works very well for magnetizabilities.
The DF errors are negligibly small for augmented and non-augmented ba-
sis sets for HF and LMP2. The results were obtained by test calculations
on a benchmark set of 28 small molecules.
Furthermore, the accuracy of the local approximation for magnetizabilities
at the level of DF-LMP2 was evaluated. Calculations on a benchmark set
and on several medium-sized molecules show that the correlation contri-
bution is small for closed-shell molecules (smaller than for other properties
like NMR shielding tensors). Comparison with full-domain calculations
indicate that for non-augmented basis sets standard Boughton-Pulay do-
mains are sufficient. For augmented basis sets it appears reasonable to
extend the domains by one shell of neighboring atoms.
Electron correlation effects are generally small for magnetizabilities of
closed-shell molecules, and the MP2 method itself, overestimating cor-
relation, does not provide a significant improvement in accuracy over
Hartree-Fock. It appears necessary to use rather large basis sets and higher
order methods for an improvement on Hartree-Fock magnetizabilities.
The performance of the program was tested for two larger molecular sys-
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tems. The largest investigated system was the 1@2 tweezer molecule
with cc-pVTZ AO basis (2184 basis functions). Calculations of magne-
tizabilities take roughly 1.5 half times longer than NMR shielding tensor
calculations. The extra computational cost is mainly caused by the con-
traction of (unperturbed and perturbed) two-particle density matrices with
the derivatives of the electron repulsion integrals. Overall, most compu-
tational time is spent for the calculation of the right-hand side of the per-
turbed Z-CPHF equations and their subsequent iterative solution (as it is




The rotation of a molecule in an external magnetic field induces a molec-
ular magnetic moment which leads to the rotational Zeeman effect [42].
The resulting shift of the rotational energy levels and hence the strength
of the Zeeman interaction can be described by rotational g tensors [97].
Rotational g tensors and the paramagnetic part of magnetizability tensors
are formally closely related [47, 48]. In contrast to magnetizabilities [44],
rotational g tensors are experimentally accessible with high accuracy by
molecular beam [46] and microwave spectroscopy [47]. The connection
between the two aforementioned quantities can be shown in an elegant
manner by introducing rotational London orbitals, which can be consid-
ered as a generalization of GIAOs to rotating molecules. This ansatz was
put forward by Gauss, Ruud, and Helgaker in Ref. [97]. Along the same
lines, spin-rotation constants are connected to NMR shielding tensors [97].
Yet, it should be mentioned at this point that these connections only hold
in a non-relativistic framework, as recent relativistic four component cal-
culations of spin-rotation constants indicate [118–120].
This chapter, in particular the following Section 5.2, will closely follow the
aforementioned publication by Gauss et al. [97] to outline the formalism of
125
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rotational g tensors and show their connection to magnetizabilities. For the
sake of readability Ref. [97] will not be cited individually again throughout
Section 5.2.
Helgaker et al. provided a good overview of the development and of cur-
rent methods for the calculation of rotational g tensors (see Ref. [42] and
references therein): they mention the work of Sauer et al. in which he pre-
sented a number of calculations for mainly small molecular systems within
the second-order polarization propagator approximation (SOPPA) [121–
123] and the SOPPA(CCSD) [124–127] method. They also point out the
above mentioned formalism of rotational London orbitals which brought
larger molecules within reach of high-level correlation methods. Amongst
others Ruud et al. presented results for their MCSCF implementation [128]
and Gauss et al. showed results for their coupled-cluster implementation
up to arbitrary excitation levels [111].
5.2 Connection to Magnetizability Tensors
The shift of the rotational energy levels in the presence of an external









with the mass of the proton, Mp. The nuclear magneton equals α/2Mp in
atomic units. Furthermore, J is the total rotational angular momentum,
and g the rotational g tensor,
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Since rotational g tensors arise from the rotation of a molecule in an external
magnetic field the center of mass is chosen as the origin of the coordinate
system for the considerations in this chapter. In the following, detailed
expressions for the derivative in Eq. (5.3) will be presented.
For the calculation of rotational g tensors the coupling of electronic and
rotational motion has to be included in the Hamiltonian. Following Fly-
gare [47, 48] this contribution, which is linear in the total rotational angular
momentum, is given by the following first-order term
h(1) = −I−1Jl, (5.4)
where I is the inertia tensor of the molecule and l is the angular momentum
operator with respect to the center of mass as origin.
As outlined in Section 2.1 the total magnetic vector potential Atot has con-
tributions from the external magnetic field and the magnetic dipole mo-










In this equation RO denotes the arbitrary gauge origin.
Additionally, the kinetic part of the Hamiltonian has to be modified such










Following Gauss et al. this leads to the following first-order correction to




B · lO. (5.7)
The subscript O indicates that the angular momentum operator has been
defined with the gauge origin as origin, i.e.,
lO = −i (r − RO) × ∇. (5.8)
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There is an additional second-order contribution to the Hamiltonian which





B [(r · RO) 1 − rRO] I−1J. (5.9)
Expanding the Hamiltonian in the first- and mixed second-order terms
with respect to the external magnetic field and the total rotational angular
momentum yields








































[(r · RO) 1 − rRO] I−1. (5.13)
Gauss et al. proposed to generalize the ansatz of London atomic orbitals,





B × (RM − RO), (5.15)
to rotating systems by additionally adding the vector potential due to the
rotation at the center RM of the corresponding basis function to the complex
phase factors,
AJ(RM) = −I−1J × RM. (5.16)
This defines rotational London orbitals as










CHAPTER 5. ROTATIONAL G TENSORS 129
Matrix elements of rotational London orbitals over the Hamiltonian can be















































































AO (RN) + AJ(RN)
))
.






















B [r · RN1 − rRN + RN · (r − RN) 1
−RN (r − RN)] I−1J
]∣∣∣∣∣∣χν
〉
+ higher order terms. (5.21)














∣∣∣((RM − RN) × r)α h(0) − (rN × ∇)α∣∣∣ ν〉 , (5.23)





















∣∣∣(RMN × r)α (RMN × r)β h(0)∣∣∣ ν〉 ]. (5.24)
By comparing the above Eq. (5.24) with the second derivative of the one-
electron core Hamiltonian with respect to the magnetic field, Eq. (4.143),








∣∣∣δαβ (r · r) − (r)α · (r)β∣∣∣ ν〉 . (5.25)
This integral appears in the diamagnetic part of the magnetizability eval-
uated with the center of mass as gauge origin. Note that the integral is
gauge independent since it contains the position vector r pointing from
the center of mass of the molecule to the electron. The gauge independent
integrals over the second derivative of the core Hamiltonian, on the other
hand, contain the position vector rN which points from the center of the
ket-function to the electron. The implementation of the integral is shown
in Eqs. (4.162)–(4.164) in Section 4.5.
For the calculation of the rotational g tensor a nuclear contribution has to




ZK [(RK · RK) 1 − RKRK] I−1. (5.26)
One then obtains the final expression
g = −4Mpc2
(
ξLAO − ξdia (cm)
)
I−1 + gnuc, (5.27)
where ξLAO is the magnetizability tensor calculated with GIAOs, as defined
in Eq. (4.15) for DF-HF, and in Eq. (4.76) for DF-LMP2. Furthermore, the
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mass of the proton Mp and the diamagnetic part of the magnetizability
tensor evaluated with the center of mass as gauge origin (see Eq. 5.25)









∣∣∣δαβ (r · r) − (r)α · (r)β∣∣∣ ν〉 (5.28)
with the unperturbed density matrix D of the chosen method in AO basis.
For the definitions of the unperturbed density matrices see Eq. (4.7) in the
case of DF-HF and Eqs. (4.62) and (4.41) in the case of DF-LMP2.
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5.3 Accuracy and Performance
The tables in this chapter and in Appendix B provide the unique diagonal
elements of the rotational g tensors. For linear molecules like AlF two
elements are the same, whereas the third one equals 0. For molecules with
high symmetry like CH4 there may be only one unique value which is then
provided in the table.
5.3.1 Local approximation
Tables 5.1 and 5.2 show the accuracy of the local approximation for rota-
tional g tensors. The calculations were carried out for the benchmark set
by Lutnæs et al. [45] which was also used to assess the accuracy of magne-
tizabilities in Chapter 4. Ozone was excluded from the calculation of the
statistical measures. Average isotopic masses were used for all molecules,
except for HCN, FCN, and N2: these three molecules were calculated with
the 15N isotope (m(15N)=15.000109 u). The molecules were aligned in the
principal axis system, i.e., they were oriented such that the center of mass
is the origin and the axes are the eigenvectors of the inertia tensor (MOLPRO
command orient,mass, see MOLPRO users manual [94]). The calculations
were done with Dunning’s cc-pVXZ and aug-cc-pVXZ AO basis sets [86–
91, 115] for X=D, T, and Q with the related JK- [92] and MP2-fitting basis
sets [93]. For Li the cc-pVXZ and aug-cc-pVXZ AO basis sets published
in 2011 were used [115]. The local calculations with standard domains [60]
were compared to calculations with full domains. Electron pairs with
an interorbital distance beyond 15 bohrs are omitted in local calculations.
Since the pair list remains untruncated for all molecules of the benchmark
set the calculations with full domains are equivalent to canonical calcula-
tions. The correlation contribution to rotational g tensors, also included
in Tables 5.1 and 5.2, is calculated as the difference between the GIAO-
DF-LMP2 full domain result and the rotational g tensor obtained with the
GIAO-DF-HF method.
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Table 5.1: Error introduced by the local approximation to rotational g tensors at the level
of GIAO-DF-LMP2: the local error, results from calculations with full domains and
untruncated pair lists, and the correlation contribution are provided. For all calculations
the frozen-core approximation was employed.
Basis cc-pVDZ cc-pVTZ cc-pVQZ
∆local a) full gcorrel b)MP2 ∆
local a) full gcorrel b)MP2 ∆
local a) full gcorrel b)MP2
AlF -0.0001 -0.0749 0.0074 -0.0005 -0.0751 0.0066 -0.0006 -0.0774 0.0059
C2H4 0.0021 0.0523 -0.0080 0.0005 0.0554 -0.0057 0.0004 0.0559 -0.0052
-0.0002 -0.1075 0.0073 0.0000 -0.1103 0.0040 0.0001 -0.1103 0.0041
0.0021 -0.3523 -0.0267 0.0009 -0.3609 -0.0317 0.0009 -0.3637 -0.0317
C3H4 0.0006 0.0624 -0.0021 0.0002 0.0620 -0.0017 0.0000 0.0616 -0.0015
0.0011 -0.1398 -0.0017 0.0010 -0.1453 -0.0010 0.0007 -0.1468 -0.0001
0.0004 -0.0699 0.0249 0.0003 -0.0722 0.0218 0.0003 -0.0724 0.0217
CH2O 0.0003 -0.1015 -0.0365 0.0008 -0.1006 -0.0343 0.0002 -0.1000 -0.0334
0.0000 -0.1982 0.0182 -0.0001 -0.2075 0.0120 -0.0001 -0.2104 0.0109
-0.0012 -2.8341 -0.0629 -0.0004 -2.8341 -0.1162 0.0004 -2.8277 -0.1219
CH3F 0.0009 -0.0589 -0.0075 0.0008 -0.0615 -0.0075 0.0004 -0.0620 -0.0072
0.0040 0.2375 -0.0145 0.0019 0.2599 -0.0010 0.0008 0.2689 0.0049
CH4 0.0047 0.3199 0.0168 0.0012 0.3312 0.0268 0.0002 0.3327 0.0293
CO -0.0001 -0.2556 0.0264 0.0001 -0.2589 0.0221 0.0001 -0.2597 0.0217
FCCH 0.0000 -0.0005 -0.0019 0.0000 -0.0040 -0.0025 0.0000 -0.0052 -0.0027
FC15N -0.0001 -0.0420 0.0020 -0.0001 -0.0461 0.0004 0.0000 -0.0474 0.0000
H2C2O 0.0003 -0.0187 0.0033 -0.0001 -0.0212 0.0027 -0.0001 -0.0220 0.0028
-0.0001 -0.0246 0.0009 -0.0002 -0.0303 -0.0001 0.0000 -0.0326 -0.0005
-0.0005 -0.2791 0.1035 -0.0013 -0.2867 0.1018 -0.0014 -0.2942 0.1037
H2O 0.0017 0.6161 -0.0134 0.0008 0.6519 -0.0049 -0.0001 0.6617 0.0004
0.0023 0.6551 -0.0089 -0.0013 0.6735 -0.0043 -0.0012 0.6812 -0.0010
0.0018 0.6817 -0.0146 0.0024 0.7087 -0.0075 0.0010 0.7249 0.0004
H2S 0.0039 0.2591 0.0323 0.0018 0.2633 0.0552 0.0007 0.2623 0.0626
0.0018 0.4204 0.0087 -0.0001 0.4261 0.0292 -0.0003 0.4260 0.0371
0.0061 0.2496 0.0442 0.0059 0.2416 0.0788 0.0022 0.2355 0.0908
H4C2O -0.0003 -0.0856 -0.0106 0.0003 -0.0903 -0.0116 0.0004 -0.0922 -0.0118
0.0003 0.0398 -0.0007 0.0002 0.0395 0.0001 0.0002 0.0390 0.0005
0.0008 0.0200 -0.0140 0.0004 0.0244 -0.0107 0.0002 0.0265 -0.0091
HC15N -0.0005 -0.0776 -0.0013 -0.0004 -0.0823 -0.0055 -0.0001 -0.0832 -0.0060
HCP 0.0001 -0.0309 -0.0011 0.0002 -0.0337 -0.0027 0.0000 -0.0336 -0.0024
HF 0.0003 0.7298 -0.0108 -0.0002 0.7509 -0.0058 -0.0001 0.7596 -0.0018
HFCO 0.0001 -0.0692 0.0045 -0.0002 -0.0729 0.0024 -0.0001 -0.0745 0.0018
0.0000 -0.0354 -0.0013 0.0001 -0.0364 -0.0017 0.0000 -0.0370 -0.0017
-0.0003 -0.4019 0.0121 -0.0005 -0.4075 0.0044 -0.0001 -0.4089 0.0042
HOF 0.0000 -0.0899 -0.0049 0.0001 -0.0964 -0.0075 0.0001 -0.1016 -0.0094
0.0001 -0.0506 -0.0112 0.0002 -0.0523 -0.0117 0.0002 -0.0546 -0.0123
0.0008 0.6713 -0.0172 -0.0007 0.6885 -0.0105 -0.0006 0.6956 -0.0061
LiF 0.0006 0.0892 -0.0019 -0.0002 0.0743 -0.0036 -0.0002 0.0714 -0.0048
LiH 0.0000 -0.5827 0.0372 0.0000 -0.6580 0.0222 0.0000 -0.6711 0.0189
15N2 -0.0012 -0.2587 0.0234 0.0002 -0.2543 0.0187 0.0001 -0.2518 0.0196
N2O 0.0000 -0.0663 0.0060 0.0000 -0.0714 0.0038 0.0000 -0.0738 0.0032
NH3 0.0031 0.5495 -0.0075 0.0009 0.5792 0.0028 -0.0031 0.5881 0.0092
0.0038 0.4845 0.0023 0.0002 0.5148 0.0120 -0.0006 0.5208 0.0152
O3 0.0002 -0.0733 -0.0080 0.0001 -0.0747 -0.0093 0.0000 -0.0763 -0.0101
-0.0292 3.9709 10.6112 -0.0229 2.2549 8.2572 -0.0046 2.0816 7.9728
-0.0012 0.0780 0.4984 -0.0015 0.0193 0.4138 -0.0005 0.0122 0.4040
OCS 0.0001 -0.0209 0.0038 0.0000 -0.0245 0.0026 -0.0001 -0.0255 0.0024
OF2 0.0002 -0.0663 -0.0053 0.0001 -0.0665 -0.0064 0.0001 -0.0675 -0.0069
-0.0002 -0.1691 -0.0375 0.0001 -0.1774 -0.0424 0.0002 -0.1847 -0.0459
0.0000 -0.0492 -0.0044 0.0001 -0.0514 -0.0056 0.0000 -0.0530 -0.0064
PN 0.0005 -0.2012 0.0462 0.0003 -0.2116 0.0317 0.0001 -0.2119 0.0296
SO2 0.0001 -0.0723 0.0034 0.0001 -0.0800 0.0023 0.0001 -0.0836 0.0016
0.0005 -0.6032 0.1773 0.0003 -0.5837 0.1250 0.0001 -0.5706 0.1218
0.0001 -0.1066 0.0134 0.0000 -0.1098 0.0079 0.0000 -0.1117 0.0073
a) Local error calculated as the difference between the local result and the result with full domains
and untruncated pair lists.
b) Correlation effects covered by MP2 calculated as the difference between the GIAO-DF-LMP2 result
for full domains including all pairs and the GIAO-DF-HF result.
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Table 5.2: Error introduced by the local approximation to rotational g tensors at the level
of GIAO-DF-LMP2 for augmented basis sets: the local error, results from calculations
with full domains and untruncated pair lists, and the correlation contribution are
provided. For all calculations the frozen-core approximation was employed.
Basis aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ
∆local a) full gcorrel b)MP2 ∆
local a) full gcorrel b)MP2 ∆
local a) full gcorrel b)MP2
AlF -0.0002 -0.0770 0.0063 0.0001 -0.0782 0.0055 0.0000 -0.0784 0.0055
C2H4 0.0018 0.0549 -0.0080 0.0005 0.0548 -0.0065 0.0001 0.0562 -0.0050
0.0000 -0.1060 0.0061 -0.0001 -0.1103 0.0038 -0.0001 -0.1100 0.0043
0.0046 -0.3494 -0.0239 0.0018 -0.3655 -0.0322 0.0003 -0.3651 -0.0313
C3H4 -0.0002 0.0610 -0.0023 0.0000 0.0607 -0.0019 0.0002 0.0611 -0.0016
-0.0005 -0.1505 -0.0024 -0.0008 -0.1490 -0.0008 0.0000 -0.1484 -0.0001
-0.0006 -0.0679 0.0239 -0.0008 -0.0716 0.0220 0.0003 -0.0721 0.0218
CH2O 0.0006 -0.1030 -0.0373 0.0002 -0.1011 -0.0347 0.0000 -0.0998 -0.0335
-0.0006 -0.2079 0.0127 -0.0002 -0.2129 0.0096 -0.0001 -0.2129 0.0098
0.0011 -2.8065 -0.0874 0.0029 -2.8307 -0.1283 0.0003 -2.8273 -0.1251
CH3F 0.0009 -0.0640 -0.0091 0.0000 -0.0626 -0.0077 0.0001 -0.0624 -0.0074
0.0071 0.2733 0.0034 -0.0016 0.2779 0.0081 -0.0008 0.2775 0.0094
CH4 0.0064 0.3356 0.0273 -0.0014 0.3343 0.0299 -0.0005 0.3337 0.0303
CO -0.0002 -0.2511 0.0277 0.0007 -0.2586 0.0227 0.0002 -0.2595 0.0220
FCCH -0.0007 -0.0057 -0.0029 -0.0002 -0.0061 -0.0030 0.0000 -0.0061 -0.0029
FC15N -0.0002 -0.0472 0.0000 0.0000 -0.0482 -0.0004 -0.0001 -0.0481 -0.0002
H2C2O -0.0001 -0.0227 0.0021 -0.0001 -0.0228 0.0024 -0.0001 -0.0227 0.0026
-0.0003 -0.0347 -0.0015 -0.0002 -0.0347 -0.0011 -0.0001 -0.0346 -0.0010
0.0045 -0.2691 0.1299 0.0006 -0.2941 0.1094 -0.0017 -0.2981 0.1059
H2O 0.0059 0.6538 -0.0001 0.0012 0.6663 0.0026 0.0009 0.6680 0.0039
0.0022 0.6914 0.0027 0.0004 0.6837 -0.0003 0.0004 0.6835 0.0002
0.0070 0.7441 0.0085 0.0033 0.7415 0.0090 0.0013 0.7432 0.0110
H2S 0.0051 0.2929 0.0523 0.0005 0.2716 0.0621 0.0000 0.2650 0.0652
0.0008 0.4497 0.0333 -0.0015 0.4346 0.0398 -0.0001 0.4283 0.0406
0.0120 0.2689 0.0809 0.0030 0.2445 0.0915 0.0011 0.2356 0.0954
H4C2O 0.0011 -0.0922 -0.0131 0.0001 -0.0926 -0.0120 0.0001 -0.0924 -0.0117
0.0004 0.0393 0.0000 0.0002 0.0388 0.0006 0.0001 0.0391 0.0009
0.0019 0.0265 -0.0114 -0.0004 0.0271 -0.0090 -0.0001 0.0277 -0.0083
HC15N -0.0003 -0.0768 -0.0025 -0.0006 -0.0826 -0.0057 0.0000 -0.0833 -0.0060
HCP -0.0008 -0.0289 -0.0002 0.0000 -0.0334 -0.0023 -0.0001 -0.0333 -0.0020
HF 0.0015 0.7769 0.0027 0.0011 0.7627 -0.0003 0.0005 0.7644 0.0017
HFCO -0.0001 -0.0749 0.0017 0.0000 -0.0756 0.0013 0.0000 -0.0756 0.0013
0.0002 -0.0374 -0.0023 0.0001 -0.0376 -0.0021 0.0001 -0.0374 -0.0019
0.0003 -0.3994 0.0122 -0.0005 -0.4089 0.0042 -0.0001 -0.4092 0.0045
HOF 0.0007 -0.1071 -0.0107 0.0002 -0.1069 -0.0117 0.0001 -0.1069 -0.0118
0.0003 -0.0582 -0.0138 0.0002 -0.0577 -0.0136 0.0002 -0.0575 -0.0135
0.0018 0.7052 -0.0049 0.0013 0.6977 -0.0042 0.0007 0.6980 -0.0031
LiF -0.0001 0.0714 -0.0066 0.0002 0.0683 -0.0065 0.0000 0.0689 -0.0059
LiH 0.0000 -0.6596 0.0177 0.0000 -0.6754 0.0175 0.0000 -0.6780 0.0169
15N2 -0.0007 -0.2437 0.0261 0.0003 -0.2492 0.0209 0.0001 -0.2489 0.0210
N2O -0.0002 -0.0750 0.0028 -0.0002 -0.0763 0.0023 0.0000 -0.0760 0.0026
NH3 0.0071 0.5819 0.0116 0.0009 0.5891 0.0116 0.0005 0.5903 0.0124
0.0000 0.5270 0.0195 0.0003 0.5224 0.0154 0.0000 0.5238 0.0166
O3 0.0006 -0.0800 -0.0120 0.0002 -0.0782 -0.0112 0.0001 -0.0779 -0.0110
-0.0200 2.4978 8.3889 -0.0323 2.1348 7.9828 -0.0275 2.0806 7.9210
0.0006 0.0323 0.4280 -0.0015 0.0134 0.4053 -0.0016 0.0112 0.4028
OCS -0.0001 -0.0251 0.0025 -0.0001 -0.0262 0.0022 -0.0001 -0.0262 0.0022
OF2 0.0004 -0.0692 -0.0070 0.0002 -0.0686 -0.0074 0.0002 -0.0685 -0.0075
0.0007 -0.1952 -0.0491 0.0004 -0.1930 -0.0496 0.0002 -0.1927 -0.0498
0.0002 -0.0547 -0.0067 0.0001 -0.0542 -0.0070 0.0001 -0.0542 -0.0071
PN 0.0002 -0.2003 0.0409 0.0002 -0.2120 0.0308 0.0001 -0.2124 0.0294
SO2 0.0001 -0.0781 0.0008 0.0002 -0.0830 0.0010 0.0000 -0.0848 0.0011
0.0024 -0.5893 0.1657 0.0012 -0.5773 0.1275 0.0004 -0.5685 0.1234
0.0000 -0.1106 0.0095 0.0002 -0.1127 0.0069 0.0000 -0.1129 0.0069
a) Local error calculated as the difference between the local result and the result with full domains
and untruncated pair lists.
b) Correlation effects covered by MP2 calculated as the difference between the GIAO-DF-LMP2 result
for full domains including all pairs and the GIAO-DF-HF result.
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Additionally, Tables 5.3 and 5.4 show statistical measures for the error of
the local approximation: root mean square values of the local error, mean
absolute percentage errors, maximum relative errors, maximum absolute
errors, and root mean square values of the correlation contribution for
cc-pVXZ and aug-cc-pVXZ AO basis sets. All values are calculated for the
unique elements of the rotational g tensors. Since ozone is a multireference
case and hence not accurately described by MP2 the presented errors are
considered for all molecules and for the benchmark set excluding ozone.
Root mean square values of the local error are in the range of 0.0010 with
slightly larger errors for cc-pVDZ and aug-cc-pVDZ. For larger AO basis
sets the local errors become smaller, e.g., 0.0004 for aug-cc-pVQZ. By com-
paring the root mean square values of the local error and of the correlation
contribution, one can see that the local errors account for about 10 % of
the correlation contribution in the worst case and are in the range of 1–2 %
for augmented and non-augmented VQZ basis sets. Mean absolute per-
centage errors (MAPEs) of local results compared to full calculations for
the molecules of the benchmark set are in the range of 1 % or below for all








∣∣∣∣∣∣ · 100 %. (5.29)
For some molecules with larger correlation contributions, e.g., for the zz-
component of H4C2O in cc-pVDZ basis, the relative error may be as large
as 4.0 %. For the molecule FCCH in aug-cc-pVDZ AO basis the relative
error is larger than 12 %. However, looking at the absolute value the local
error is found to be only ∆local = −0.0007. For larger AO basis sets the
relative errors get smaller and are below 1 % for most molecules. This is in
good agreement with the expectation that local errors become smaller for
larger AO basis sets.
Overall, local errors and correlation contributions of rotational g tensors
behave very similarly for augmented and non-augmented AO basis sets
in case of the investigated molecules.
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Table 5.3: Deviation of rotational g tensors calculated within the local approximation
from full calculations for cc-pVXZ (X=D, T, and Q) AO basis sets. Root mean square
(R.M.S.) value of the local error, mean absolute percentage error (MAPE), the absolute
value of the maximum relative error (MaxRE), the absolute value of the maximum
absolute error (MaxAE), and root mean square value of the correlation contribution are
provided. For all calculations the frozen-core approximation was employed.
Basis cc-pVDZ cc-pVTZ cc-pVQZ
Molecules excl. O3 all excl. O3 all excl. O3 all
R.M.S. local error 0.0017 0.0043 0.0011 0.0033 0.0007 0.0009
MAPE 0.6 % 0.6 % 0.4 % 0.5 % 0.2 % 0.3 %
MaxRE 4.0 % 4.0 % 2.4 % 7.7 % 0.9 % 4.1 %
MaxAE 0.0061 0.0292 0.0059 0.0229 0.0031 0.0046
R.M.S. correlation contribution 0.0346 1.4460 0.0339 1.1256 0.0351 1.0869
Table 5.4: Deviation of rotational g tensors calculated within the local approximation
from full calculations for aug-cc-pVXZ (X=D, T, and Q) AO basis sets. Root mean square
(R.M.S.) value of the local error, mean absolute percentage error (MAPE), the absolute
value of the maximum relative error (MaxRE), the absolute value of the maximum
absolute error (MaxAE), and root mean square value of the correlation contribution are
provided. For all calculations the frozen-core approximation was employed.
Basis aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ
Molecules excl. O3 all excl. O3 all excl. O3 all
R.M.S. local error 0.0030 0.0040 0.0010 0.0045 0.0004 0.0037
MAPE 1.1 % 1.1 % 0.4 % 0.6 % 0.1 % 0.4 %
MaxRE 12.3 % 12.3 % 3.3 % 11.2 % 0.6 % 14.3 %
MaxAE 0.0120 0.0200 0.0033 0.0323 0.0017 0.0275
R.M.S. correlation contribution 0.0380 1.1437 0.0366 1.0883 0.0362 1.0799
5.3.2 Method errors of HF and LMP2 rotational g tensors
Table 5.5 shows the deviations of rotational g tensors at the levels of HF,
LMP2, and LMP2 with full domains and full lists (“LMP2 full”) from
CCSD(T) / aug-cc-pCV[TQ]Z benchmark values provided in Ref. [45]. For
Hartree-Fock the root mean square values of the deviations are in the
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range of 0.0300–0.0350, whereas for LMP2 the root mean square values of
the deviations are roughly by a factor of 1/3 smaller than the HF values.
This finding is also reproduced by the mean absolute percentage errors for
HF which are about by a factor of 2 larger than for LMP2. The differences
between local and full calculations are small for all investigated basis sets
which is in good agreement with the results of Tables 5.3 and 5.4.
Table 5.5: Deviation of rotational g tensors calculated at the levels of HF, LMP2, and
LMP2 with full domains and full lists (LMP2 full) from CCSD(T) / aug-cc-pCV[TQ]Z
benchmark values [45]. Root mean square (R.M.S.) value of the deviation, the absolute
value of the maximum absolute error (MaxAE), the absolute value of the maximum
relative error (MaxRE), and the mean absolute percentage error (MAPE) are provided.
For all LMP2 calculations the frozen-core approximation was employed.
Method Basis R.M.S. deviation MaxAE MaxRE MAPE
HF cc-pVDZ 0.0348 0.1817 122.6 % 13.4 %
cc-pVTZ 0.0301 0.1462 75.8 % 10.0 %
cc-pVQZ 0.0303 0.1583 59.7 % 9.3 %
aug-cc-pVDZ 0.0331 0.1562 54.8 % 9.0 %
aug-cc-pVTZ 0.0308 0.1617 50.0 % 8.6 %
aug-cc-pVQZ 0.0305 0.1619 48.4 % 8.8 %
LMP2 local cc-pVDZ 0.0308 0.1504 91.9 % 12.3 %
cc-pVTZ 0.0240 0.1420 35.5 % 6.9 %
cc-pVQZ 0.0227 0.1344 31.3 % 5.3 %
aug-cc-pVDZ 0.0322 0.1654 49.2 % 7.2 %
aug-cc-pVTZ 0.0240 0.1365 31.7 % 4.7 %
aug-cc-pVQZ 0.0227 0.1302 30.3 % 4.6 %
LMP2 full cc-pVDZ 0.0308 0.1509 91.9 % 12.3 %
cc-pVTZ 0.0239 0.1433 35.5 % 6.9 %
cc-pVQZ 0.0228 0.1358 31.6 % 5.4 %
aug-cc-pVDZ 0.0305 0.1609 42.8 % 6.9 %
aug-cc-pVTZ 0.0236 0.1359 31.6 % 4.7 %
aug-cc-pVQZ 0.0228 0.1319 30.7 % 4.6 %
5.3.3 Density fitting approximation
The influence of the density fitting approximation on the accuracy of ro-
tational g tensors is shown in Appendix B in Tables B.1, B.2, B.3, and B.4
for HF and in Tables B.5 and B.6 for LMP2. Ordinary Gaussians are used
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as fitting functions. The calculations were carried out for the same set of
benchmark molecules as in Section 5.3.1. Since the description of ozone by
HF and MP2 cannot be considered correct the results for this molecule will
be omitted in the following discussion. The calculations were done with
Dunning’s cc-pVXZ and aug-cc-pVXZ (AVXZ) AO basis sets for X=D,
T, and Q. The JK- and MP2-fitting basis sets for cc-pVXZ, cc-pV(X+1)Z,
and cc-pV(X+2)Z, respectively, the augmented analogues, were used as an
auxiliary basis where available. The HF rotational g tensors are compared
to the reference values provided in the supplementary material of Ref. [45];
these were calculated with the quantum chemistry package Dalton [116].
For HF calculations the error arising from density fitting is very small:
the deviations from the reference values are in the range of 10−4 or be-
low for augmented and non-augmented basis sets. As for NMR shielding
tensors and magnetizabilities the fitting error becomes even smaller for
calculations with larger AO basis sets and the corresponding fitting ba-
sis set (see Section 4.2.4 for HF magnetizability results). There are larger
deviations for LiF and LiH. These can be explained by the following two
reasons: (i) MOLPRO uses the new cc-pVXZ and aug-cc-pVXZ basis sets
for Li published in 2011 [115] and (ii) the calculations were carried out
with the average isotopic mass of Lithium (m(Li)=6.961 u) which differs
significantly from the mass of the most abundant isotope (m(7Li)=7.016 u)
which is used by DALTON. Test calculations with CFOUR employing identical
basis sets and isotopic masses could show that the results agree with the
same accuracy as for the other molecules of the benchmark set.
For LMP2 the deviations are slightly larger: for particular cases with high
correlation contributions, e.g., CH2O within cc-pVDZ AO basis set, the re-
sults for cc-pVDZ and cc-pVQZ fitting basis sets differ in the range of 10−3.
For molecules with modest correlation contributions and larger AO basis
sets the deviations are comparable to the deviations which were found
for HF rotational g tensors, i.e., in the range of 10−4. The error becomes
even smaller with increasing size of the AO basis set. The fitting errors for
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augmented and non-augmented basis sets are equally small.
5.3.4 Additional computational cost
For coronene and the 1@2 tweezer molecule of Section 4.4 rotational g ten-
sors were calculated as well. The values are provided in Tables 4.7 and 4.8.
The computational cost for the contraction of the density matrix with an ad-
ditional integral, Eq. (5.28), and for the nuclear contribution, Eq. (5.27), are
negligibly small. For the largest molecule, the 1@2 tweezer with cc-pVTZ
AO basis set (2184 basis functions) it takes 5 seconds.
5.4 Conclusions
In this chapter an efficient program for rotational g tensors at the levels
of DF-HF and DF-LMP2 has been presented. The calculation of rota-
tional g tensors is based on the paramagnetic part of the magnetizability
tensor: additionally, the computationally inexpensive contraction of the
unperturbed density matrix with a two-index integral and a nuclear con-
tribution have to be calculated. The connection to magnetizabilities has
been formally shown by the ansatz of rotational London atomic orbitals as
proposed by Gauss et al.
Density fitting has been introduced in the same way as for magnetizabil-
ity tensors and NMR shielding tensors by employing ordinary Gaussians
as fitting functions. The accuracy of the approach was investigated by
test calculations on a benchmark set of 28 small molecules. This ansatz
works also very well for rotational g tensors. The errors made are negli-
gibly small for augmented and non-augmented basis sets at the levels of
HF and LMP2 and it is not necessary to use a fitting basis set which is
nominally larger than the AO basis set, i.e., cc-pVTZ fitting basis sets are
sufficient for cc-pVTZ AO basis sets.
For larger AO basis sets the local error is in the range of 1 % of the rota-
CHAPTER 5. ROTATIONAL G TENSORS 140
tional g tensor. Moreover, comparison with CCSD(T) benchmark calcula-
tion showed that LMP2 provides an improvement over rotational g tensors
calculated at the HF level.
Chapter 6
SUMMARY
In this thesis new wave function based methods for the calculation of
molecular magnetic properties of large molecules have been presented,
namely NMR shielding tensors, magnetizability tensors, and rotational
g tensors. These new methods were developed at the level of local second-
order Møller-Plesset perturbation theory (LMP2) combined with density
fitting (DF) and gauge-including atomic orbitals (GIAOs).
The motivation of this work was based on preliminary investigations by
J. Gauss and H.-J. Werner [33] who had shown that it appears promis-
ing to extend the local correlation scheme to NMR shielding tensors at
the level of Møller-Plesset perturbation theory. They had simulated local
MP2 shielding tensor calculations on top of a conventional MP2 program
and had assessed that the error made by the local approximation is much
smaller than the error of the MP2 method itself. Additionally, the au-
thor had developed a way to introduce density fitting to the calculation
of NMR shielding tensors at the level of Hartree-Fock (HF) in the course
of his diploma thesis [52, 68]: ordinary Gaussians can be used as fitting
functions since the magnetic properties are calculated in the limit of zero
magnetic field strength.
By combining the local correlation approach for MP2 with the density fit-
ting approximation the first efficient implementation of a local wave func-
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tion based correlation method for NMR shielding tensors was programmed
within the MOLPRO quantum chemistry package [35] (see Chapter 3). This
method employs (as most approaches nowadays) gauge-including atomic
orbitals [23] to overcome the gauge origin problem. The accuracy of the
local approach and of the density fitting approximation were investigated
by calculations on a test set of small molecules. Deviations arising from the
density fitting approximation are negligibly small. The error made by the
local approach is as small as predicted by J. Gauss and H.-J. Werner [33]:
for 13C NMR chemical shieldings local results differ typically in the range
of 1 ppm from results of full canonical calculations. The performance of
the program was analyzed by calculations on a number of extended molec-
ular systems, among them the cyclobutane pyrimidine dimer photolesion
with its adjacent nucleobases in the native intrahelical DNA strand (ATTA
sequence) and its repaired analogue. The calculation of NMR chemical
shifts for this system with 90 atoms and 296 valence electrons took roughly
8 days on 8 CPUs of an AMD Opteron 6180 SE @ 2.50 GHz.
The GIAO-DF-LMP2 program and the GIAO-DF-HF program for NMR
shielding tensors were extended to molecular magnetizability tensors and
rotational g tensors. The calculation of these two properties requires the
derivative (or response) of the wave function parameters with respect to
the external magnetic field; these response quantities are also necessary
for NMR shielding tensors. For this reason, it was a logical step to work
out the formalism and to modify the program for NMR shielding tensors
so that it is also able to calculate magnetizabilities and rotational g tensors.
Rotational g tensors are closely related to the paramagnetic part of the
magnetizablity tensor. The computation of rotational g tensors from a
subsequent calculation of magnetizability tensors is computationally very
cheap as it only requires the determination of one additional set of two-
index integrals and of a nuclear contribution.
The accuracy of the density fitting approximation was evaluated for mag-
netizablities and rotational g tensors by calculations on a benchmark set of
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small molecules [45] at the levels of Hartree-Fock and LMP2. The results
are in perfect agreement with the findings for NMR shielding tensors: the
error made by the density fitting approximation is negligibly small and
it is sufficient to use fitting basis sets with the same cardinal number like
the AO basis set. Furthermore, the validity of the local approximation
was examined for magnetizability tensors and rotational g tensors within
the LMP2 approach. For small molecules the deviations from full canonical
calculations are in the range of 1 · 10−30 JT−2 for isotropic magnetizabilities
and in the range of 1 % for rotational g tensors. For medium-sized and
larger molecules it appears to be reasonable to use extended domains for
the calculations of magnetizabilities, especially for augmented AO basis
sets. Generally, isotropic magnetizabilities of closed-shell molecules show
only small contributions from electron correlation, hence, the absolute er-
ror made by the local approximation is still small but the relative error may
be larger than for NMR chemical shieldings or rotational g tensors.
The performance of the program was demonstrated by calculations on
larger molecular systems, the largest of which had 92 atoms and 262 va-
lence electrons. Magnetizability calculations are typically by a factor of
about 1.5 slower than NMR shielding calculations which is caused by ad-
ditional terms which are not required for NMR shielding tensors.
The here presented methods for molecular magnetic properties which com-
bine density fitting and local correlation methods are a first important step
towards efficient wave function based methods for magnetic properties. In
future work this scheme could be extended to indirect spin-spin couplings





The following tables were moved from Chapter 4 to this appendix for the
sake of readability. They compile the error of the local approximation and
the influence of the density fitting approximation on isotropic magnetiz-
abilities at the level of GIAO-DF-LMP2.
144
APPENDIX A. SUPPLEMENTARY DATA FOR CHAPTER 4 145
Table A.1: Error introduced by the local approximation to isotropic magnetizabilities at
the level of GIAO-DF-LMP2: the local error, results from calculations with full domains
and untruncated pair lists, and the correlation contribution are provided. For all
calculations the frozen-core approximation was employed. All magnetizability values
are provided in SI units (10−30 JT−2).
Basis cc-pVDZ cc-pVTZ cc-pVQZ
∆local a) full ξ¯correl b)MP2 ∆
local a) full ξ¯correl b)MP2 ∆
local a) full ξ¯correl b)MP2
AlF 0.39 -410.79 -10.83 0.95 -409.15 -8.20 1.07 -406.06 -6.43
C2H4 -1.03 -348.00 0.71 -0.41 -348.86 3.24 -0.30 -349.22 3.98
C3H4 -1.34 -492.13 -11.01 -0.80 -487.42 -8.40 -0.54 -485.84 -7.68
CH2O 0.00 -130.56 3.50 -0.20 -129.88 7.62 -0.03 -130.39 8.23
CH3F -1.06 -311.49 3.09 -0.66 -313.22 2.52 -0.35 -314.56 2.07
CH4 -0.99 -317.37 -5.44 -0.31 -321.21 -6.88 -0.04 -320.82 -7.01
CO 0.09 -211.96 -12.62 -0.06 -214.26 -11.22 -0.03 -214.94 -11.09
FCCH 0.09 -455.73 3.63 0.04 -449.38 5.18 0.06 -447.27 6.05
FC15N 0.19 -380.71 0.93 0.32 -375.52 3.14 0.03 -374.37 3.91
H2C2O -0.16 -446.81 -6.12 0.28 -439.54 -3.95 0.15 -437.21 -3.35
H2O -0.02 -220.66 -1.76 0.11 -228.62 -3.28 0.16 -232.76 -4.55
H2S -0.63 -457.53 -4.39 -0.36 -461.83 -8.32 -0.12 -462.96 -9.45
H4C2O -0.70 -538.34 6.04 -0.52 -538.27 5.29 -0.45 -538.82 4.87
HC15N 0.24 -275.62 -0.01 0.17 -275.53 2.91 0.04 -275.85 3.61
HCP -0.01 -502.36 2.22 -0.23 -501.07 6.09 -0.03 -502.64 7.22
HF 0.01 -165.91 -1.69 0.05 -171.91 -3.11 0.04 -174.96 -4.07
HFCO 0.09 -312.76 -3.63 0.09 -311.88 -1.57 0.03 -312.32 -1.43
HOF 0.01 -240.18 4.56 -0.01 -241.53 3.79 -0.01 -241.08 3.72
LiF -0.05 -212.38 -10.89 0.67 -201.56 -8.57 0.61 -198.91 -7.52
LiH 0.00 -137.70 -4.68 0.00 -128.48 -2.01 0.00 -126.59 -1.00
15N2 0.61 -200.74 -7.69 0.01 -205.66 -6.26 -0.01 -207.86 -6.82
N2O 0.09 -357.00 -4.91 0.09 -349.57 -2.68 0.03 -346.84 -2.35
NH3 -0.36 -277.32 -2.47 0.17 -286.10 -3.95 0.81 -289.81 -5.06
O3 4.27 -892.05 -1586.76 3.82 -653.13 -1256.10 0.95 -628.99 -1217.01
OCS -0.24 -610.52 -0.45 0.46 -598.26 2.69 0.06 -595.30 3.72
OF2 -0.08 -255.81 19.56 -0.16 -253.77 19.73 -0.19 -251.55 20.43
PN -0.57 -332.81 -44.55 -0.27 -326.77 -30.10 -0.10 -329.01 -27.82
SO2 -0.32 -338.97 -46.63 -0.20 -332.13 -31.25 -0.09 -331.71 -30.08
a) Local error calculated as the difference between the local result and the result with full domains
and untruncated pair lists.
b) Correlation effects covered by MP2 calculated as the difference between the GIAO-DF-LMP2 result
for full domains including all pairs and the GIAO-DF-HF result.
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Table A.2: Error introduced by the local approximation to isotropic magnetizabilities at
the level of GIAO-DF-LMP2 for augmented basis sets: the local error, results from
calculations with full domains and untruncated pair lists, and the correlation
contribution are provided. For all calculations the frozen-core approximation was
employed. All magnetizability values are provided in SI units (10−30 JT−2).
Basis aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ
∆local a) full ξ¯correl b)MP2 ∆
local a) full ξ¯correl b)MP2 ∆
local a) full ξ¯correl b)MP2
AlF 0.44 -414.25 -11.69 -0.13 -408.70 -7.66 -0.06 -406.29 -6.38
C2H4 -1.39 -360.06 -1.62 -0.60 -351.87 3.21 -0.14 -351.00 3.73
C3H4 0.84 -495.99 -14.52 0.65 -487.91 -9.58 -0.33 -486.07 -8.04
CH2O -0.08 -138.29 2.94 -0.15 -132.24 7.49 0.00 -131.47 8.00
CH3F -1.37 -320.95 -1.21 0.02 -318.55 0.06 -0.01 -317.24 0.80
CH4 -1.61 -325.25 -9.80 0.18 -322.23 -8.12 0.05 -321.16 -7.40
CO 0.08 -224.26 -16.98 -0.30 -217.89 -12.95 -0.09 -216.37 -11.87
FCCH 1.46 -454.71 0.83 0.64 -448.32 4.63 -0.08 -446.24 5.95
FC15N 0.32 -383.19 -1.12 0.13 -376.18 2.47 0.00 -374.55 3.47
H2C2O 0.02 -445.98 -9.75 0.24 -438.29 -5.07 0.21 -436.24 -3.59
H2O -0.40 -240.83 -8.82 -0.10 -239.06 -7.61 -0.07 -238.39 -7.11
H2S -0.94 -475.85 -13.39 -0.09 -468.20 -11.69 -0.07 -465.47 -10.81
H4C2O -1.83 -550.74 -1.02 -0.18 -543.63 1.63 -0.25 -542.07 2.74
HC15N 0.12 -285.17 -2.27 0.25 -278.43 2.08 -0.05 -276.85 3.25
HCP 1.10 -519.28 -2.00 -0.08 -507.32 5.17 0.03 -505.13 6.66
HF -0.01 -181.04 -6.95 0.01 -178.93 -6.04 0.00 -178.39 -5.72
HFCO -0.13 -322.72 -7.56 -0.09 -315.43 -3.30 -0.07 -313.86 -2.36
HOF -0.31 -245.19 0.28 -0.13 -242.47 2.44 -0.08 -241.39 3.19
LiF 0.22 -204.26 -9.29 -0.08 -198.84 -7.48 0.06 -198.27 -7.34
LiH 0.00 -132.64 -3.39 0.00 -127.42 -1.63 0.00 -126.28 -0.96
15N2 0.33 -217.74 -13.43 -0.13 -212.25 -9.16 -0.05 -211.23 -8.41
N2O 0.47 -354.21 -7.58 0.24 -346.42 -3.27 0.03 -345.28 -2.50
NH3 -0.59 -297.81 -9.93 -0.14 -295.31 -7.75 -0.08 -294.57 -7.12
O3 1.19 -700.36 -1288.84 4.66 -640.35 -1222.02 4.33 -631.07 -1212.17
OCS 0.48 -609.57 -4.46 0.12 -596.99 1.89 0.05 -594.50 3.41
OF2 -0.61 -254.94 16.27 -0.33 -252.58 19.31 -0.26 -251.21 20.32
PN -0.09 -351.44 -45.30 -0.16 -333.75 -31.44 -0.05 -331.49 -28.69
SO2 -0.72 -353.93 -49.01 -0.74 -338.03 -34.11 -0.18 -334.28 -31.62
a) Local error calculated as the difference between the local result and the result with full domains
and untruncated pair lists.
b) Correlation effects covered by MP2 calculated as the difference between the GIAO-DF-LMP2 result
for full domains including all pairs and the GIAO-DF-HF result.
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Table A.3: Influence of the fitting basis set on isotropic magnetizabilities at the level of
GIAO-DF-LMP2. The ∆VXZ values are provided as the difference between the
VXZ value and the value with the largest fitting basis set available for this AO basis, e.g.,
∆VDZ=VDZ-VQZ. For all calculations the frozen-core approximation was employed.
All magnetizability values are provided in SI units (10−30 JT−2).
Basis VDZ VTZ VQZ
Fitting basis ∆VDZ ∆VTZ VQZ ∆VTZ ∆VQZ V5Z ∆VQZ V5Z
AlF -0.01 0.00 -410.39 0.01 0.00 -408.21 0.00 -404.99
C2H4 0.12 0.01 -349.15 0.03 0.01 -349.30 0.01 -349.53
C3H4 0.14 0.01 -493.61 0.05 0.01 -488.27 0.01 -486.39
CH2O 0.16 0.01 -130.72 0.05 0.01 -130.13 0.02 -130.44
CH3F 0.04 0.00 -312.59 0.00 0.00 -313.88 0.00 -314.91
CH4 0.06 0.02 -318.42 0.01 0.00 -321.53 0.00 -320.86
CO 0.01 0.00 -211.88 0.01 0.00 -214.33 0.01 -214.98
FCCH 0.00 -0.01 -455.64 0.00 0.00 -449.34 0.01 -447.22
FC15N -0.03 -0.02 -380.49 0.00 0.00 -375.20 0.00 -374.34
H2C2O 0.04 0.00 -447.01 0.03 0.00 -439.29 0.01 -437.07
H2O 0.02 0.00 -220.70 0.00 0.00 -228.51 0.00 -232.60
H2S 0.07 0.01 -458.23 0.01 -0.01 -462.20 0.00 -463.08
H4C2O 0.12 0.01 -539.16 -0.01 -0.01 -538.78 0.00 -539.27
HC15N 0.00 -0.01 -275.38 0.01 0.00 -275.37 0.01 -275.82
HCP 0.05 -0.01 -502.42 0.02 0.01 -501.32 0.02 -502.69
HF 0.01 0.00 -165.91 0.00 0.00 -171.86 0.00 -174.92
HFCO -0.02 -0.02 -312.65 0.01 0.00 -311.80 0.00 -312.29
HOF 0.02 -0.01 -240.19 -0.01 -0.01 -241.53 -0.01 -241.08
LiF -0.01 0.00 -212.42 -0.01 -0.01 -200.88 -0.01 -198.29
LiH 0.10 0.02 -137.80 0.03 0.01 -128.51 0.01 -126.60
15N2 0.03 0.01 -200.16 0.02 0.00 -205.67 0.01 -207.88
N2O 0.01 -0.01 -356.92 0.01 0.00 -349.49 0.01 -346.82
NH3 0.03 0.01 -277.71 0.01 0.00 -285.95 0.00 -289.15
O3 3.23 0.16 -891.01 0.88 0.15 -650.19 0.36 -628.40
OCS 0.04 0.00 -610.80 0.02 0.01 -597.82 0.02 -595.26
OF2 0.00 -0.02 -255.89 -0.01 -0.01 -253.92 0.00 -251.74
PN -0.01 0.00 -333.37 0.02 0.00 -327.06 0.02 -329.13
SO2 0.11 0.00 -339.40 0.11 0.01 -332.44 0.04 -331.84
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Table A.4: Influence of the fitting basis set on isotropic magnetizabilities at the level of
GIAO-DF-LMP2 for augmented basis sets. The ∆AVXZ values are provided as the
difference between the AVXZ value and the value with the largest fitting basis set
available for this AO basis, e.g., ∆AVDZ=AVDZ-AVQZ. For all calculations the
frozen-core approximation was employed. All magnetizability values are provided in
SI units (10−30 JT−2).
Basis AVDZ AVTZ AVQZ
Fitting basis ∆AVDZ ∆AVTZ AVQZ ∆AVTZ ∆AVQZ AV5Z ∆AVQZ AV5Z
AlF -0.01 0.00 -413.80 0.01 0.00 -408.84 0.00 -406.35
C2H4 0.05 0.00 -361.50 0.01 0.00 -352.48 0.01 -351.15
C3H4 0.05 0.00 -495.20 0.01 -0.01 -487.27 0.01 -486.41
CH2O 0.10 0.00 -138.47 0.04 0.01 -132.43 0.01 -131.48
CH3F 0.01 0.00 -322.33 0.00 0.00 -318.53 0.00 -317.25
CH4 0.01 0.00 -326.87 0.00 0.00 -322.05 0.00 -321.11
CO 0.02 0.01 -224.20 0.02 0.00 -218.21 0.01 -216.47
FCCH 0.00 0.00 -453.25 -0.01 -0.01 -447.67 0.02 -446.34
FC15N -0.03 -0.01 -382.84 0.00 0.00 -376.05 0.01 -374.56
H2C2O 0.01 0.00 -445.97 0.01 0.00 -438.06 0.00 -436.03
H2O 0.00 0.00 -241.23 -0.01 0.00 -239.15 0.00 -238.46
H2S 0.01 0.00 -476.80 0.01 0.00 -468.30 0.00 -465.54
H4C2O 0.04 0.00 -552.61 0.00 0.00 -543.81 0.00 -542.32
HC15N 0.00 0.00 -285.05 0.01 0.00 -278.19 0.00 -276.90
HCP 0.01 0.00 -518.19 0.01 0.00 -507.41 0.01 -505.11
HF 0.00 0.00 -181.05 0.00 0.00 -178.92 -0.01 -178.38
HFCO -0.01 -0.01 -322.84 0.01 0.00 -315.53 0.00 -313.93
HOF 0.00 0.00 -245.50 0.00 0.00 -242.60 0.00 -241.47
LiF 0.00 0.00 -204.04 -0.01 0.00 -198.91 0.00 -198.21
LiH 0.03 0.00 -132.67 0.01 0.00 -127.43 0.01 -126.29
15N2 0.02 0.00 -217.43 0.01 0.00 -212.39 0.01 -211.29
N2O 0.04 0.00 -353.78 0.00 0.00 -346.18 0.00 -345.25
NH3 0.00 0.00 -298.40 0.00 -0.01 -295.45 -0.01 -294.64
O3 2.61 -0.01 -701.78 0.46 0.05 -636.15 0.13 -626.87
OCS 0.06 0.00 -609.15 0.01 0.01 -596.88 0.00 -594.45
OF2 -0.03 -0.01 -255.52 0.01 0.00 -252.92 0.01 -251.48
PN -0.01 0.00 -351.52 0.03 0.00 -333.94 0.02 -331.56




The following tables were moved from Chapter 5 to this appendix for the
sake of readability. They compile the influence of the density fitting approx-
imation on the accuracy of rotational g tensors at the levels of Hartree-Fock
and LMP2.
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Table B.1: Influence of the fitting basis set on rotational g tensors at the level of
GIAO-DF-HF for cc-pVDZ and cc-pVTZ AO basis sets. The ∆VXZ values are provided
as the difference between the VXZ value and the value with the largest fitting basis set
available for this AO basis, e.g., ∆VDZ=VDZ-VQZ.
Basis VDZ VTZ
Fitting basis ∆VDZ ∆VTZ VQZ Ref.a) ∆VTZ ∆VQZ V5Z Ref.a)
AlF 0.0001 0.0000 -0.0824 -0.0824 0.0000 0.0000 -0.0817 -0.0817
C2H4 0.0000 0.0000 0.0603 0.0603 0.0000 0.0000 0.0611 0.0611
0.0000 0.0000 -0.1148 -0.1149 0.0000 0.0000 -0.1143 -0.1144
0.0001 0.0001 -0.3257 -0.3257 0.0001 0.0000 -0.3293 -0.3293
C3H4 -0.0001 0.0000 0.0646 0.0646 0.0000 0.0000 0.0637 0.0637
0.0001 0.0000 -0.1382 -0.1383 0.0000 0.0000 -0.1443 -0.1444
0.0000 0.0000 -0.0948 -0.0949 0.0000 0.0000 -0.0940 -0.0941
CH2O 0.0001 0.0000 -0.0651 -0.0651 0.0000 0.0000 -0.0663 -0.0663
0.0000 0.0000 -0.2164 -0.2165 0.0000 0.0000 -0.2195 -0.2196
-0.0001 0.0000 -2.7711 -2.7714 0.0000 0.0000 -2.7179 -2.7183
CH3F 0.0000 0.0000 -0.0514 -0.0514 0.0000 0.0000 -0.0540 -0.0540
0.0000 0.0000 0.2520 0.2521 0.0000 0.0000 0.2609 0.2610
CH4 -0.0001 -0.0001 0.3032 0.3032 0.0000 0.0000 0.3044 0.3045
CO -0.0001 0.0000 -0.2819 -0.2820 -0.0001 0.0000 -0.2809 -0.2811
FCCH 0.0000 0.0000 0.0014 0.0014 0.0000 0.0000 -0.0015 -0.0015
FC15N 0.0000 0.0000 -0.0440 -0.0440 0.0000 0.0000 -0.0465 -0.0465
H2C2O 0.0000 0.0000 -0.0220 -0.0220 0.0000 0.0000 -0.0239 -0.0240
0.0000 0.0000 -0.0255 -0.0255 0.0001 0.0000 -0.0303 -0.0303
-0.0004 -0.0001 -0.3822 -0.3822 -0.0002 0.0000 -0.3883 -0.3883
H2O -0.0001 0.0000 0.6296 0.6297 0.0000 0.0000 0.6568 0.6568
0.0000 0.0000 0.6640 0.6641 0.0000 0.0000 0.6778 0.6779
0.0000 0.0000 0.6963 0.6964 0.0000 0.0000 0.7162 0.7163
H2S 0.0001 0.0000 0.2267 0.2267 0.0000 0.0000 0.2081 0.2081
0.0002 0.0000 0.4115 0.4116 0.0000 0.0000 0.3969 0.3969
0.0001 0.0000 0.2053 0.2053 -0.0001 0.0000 0.1629 0.1628
H4C2O 0.0000 0.0000 -0.0750 -0.0750 0.0001 0.0001 -0.0788 -0.0788
0.0000 0.0000 0.0405 0.0406 0.0000 0.0000 0.0394 0.0394
0.0000 0.0000 0.0340 0.0341 0.0000 0.0000 0.0351 0.0351
HC15N 0.0000 0.0000 -0.0763 -0.0763 0.0000 0.0000 -0.0768 -0.0768
HCP -0.0001 0.0000 -0.0297 -0.0297 0.0000 0.0000 -0.0310 -0.0310
HF 0.0000 0.0000 0.7406 0.7407 0.0000 0.0000 0.7567 0.7568
HFCO 0.0000 0.0000 -0.0737 -0.0737 0.0000 0.0000 -0.0753 -0.0753
0.0000 0.0000 -0.0341 -0.0341 0.0000 0.0000 -0.0347 -0.0347
0.0000 0.0000 -0.4140 -0.4141 0.0001 0.0000 -0.4120 -0.4121
HOF 0.0001 0.0001 -0.0851 -0.0851 0.0001 0.0000 -0.0890 -0.0890
0.0001 0.0000 -0.0395 -0.0395 0.0000 0.0000 -0.0406 -0.0406
0.0001 0.0000 0.6884 0.6885 0.0000 0.0000 0.6990 0.6991
LiF 0.0000 0.0000 0.0911 0.0889 0.0000 0.0000 0.0779 0.0778
LiH 0.0000 0.0000 -0.6199 -0.6190 0.0000 0.0000 -0.6802 -0.6787
15N2 -0.0001 0.0000 -0.2820 -0.2820 0.0000 0.0000 -0.2730 -0.2730
N2O 0.0000 0.0000 -0.0723 -0.0723 0.0000 0.0000 -0.0752 -0.0752
NH3 0.0000 -0.0001 0.5570 0.5572 0.0000 0.0000 0.5764 0.5764
0.0000 0.0000 0.4822 0.4823 -0.0001 0.0000 0.5029 0.5029
O3 0.0000 0.0000 -0.0653 -0.0653 0.0000 0.0000 -0.0654 -0.0654
0.0017 -0.0008 -6.6420 -6.6439 0.0000 0.0002 -6.0023 -6.0041
-0.0001 0.0000 -0.4203 -0.4204 -0.0001 0.0000 -0.3944 -0.3945
OCS 0.0000 0.0000 -0.0247 -0.0247 0.0000 0.0000 -0.0271 -0.0271
OF2 0.0000 0.0000 -0.0610 -0.0610 0.0000 0.0000 -0.0601 -0.0601
0.0001 0.0000 -0.1317 -0.1317 0.0000 0.0000 -0.1350 -0.1350
0.0001 0.0000 -0.0449 -0.0449 0.0000 0.0000 -0.0458 -0.0458
PN -0.0003 -0.0001 -0.2471 -0.2472 0.0000 0.0000 -0.2433 -0.2433
SO2 0.0000 0.0000 -0.0757 -0.0757 0.0000 0.0000 -0.0823 -0.0823
-0.0011 -0.0001 -0.7794 -0.7804 -0.0005 0.0000 -0.7082 -0.7091
-0.0001 0.0000 -0.1199 -0.1199 0.0000 0.0000 -0.1177 -0.1177
a) Reference values are taken from conventional HF calculations as provided in Ref. [45].
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Table B.2: Influence of the fitting basis set on rotational g tensors at the level of
GIAO-DF-HF for the cc-pVQZ AO basis set. The ∆VQZ values are provided as the
difference between the VQZ value and the V5Z value, i.e., ∆VQZ=VQZ-V5Z.
Basis VQZ
Fitting basis ∆VQZ V5Z Ref.a)
AlF 0.0000 -0.0833 -0.0833
C2H4 0.0001 0.0610 0.0611
0.0000 -0.1144 -0.1145
0.0000 -0.3320 -0.3321
C3H4 0.0000 0.0631 0.0631
0.0000 -0.1467 -0.1468
0.0000 -0.0941 -0.0941
CH2O 0.0000 -0.0666 -0.0667
0.0000 -0.2213 -0.2214
0.0000 -2.7058 -2.7061
CH3F 0.0000 -0.0548 -0.0548
0.0000 0.2640 0.2641
CH4 0.0000 0.3034 0.3034
CO 0.0000 -0.2814 -0.2815
FCCH 0.0001 -0.0026 -0.0025
FC15N 0.0000 -0.0474 -0.0474
H2C2O 0.0000 -0.0248 -0.0248
0.0000 -0.0321 -0.0322
0.0000 -0.3979 -0.3979
H2O 0.0000 0.6613 0.6613
0.0000 0.6822 0.6823
0.0000 0.7245 0.7246
H2S 0.0000 0.1997 0.1996
0.0000 0.3889 0.3889
0.0000 0.1447 0.1446
H4C2O 0.0000 -0.0804 -0.0804
0.0000 0.0385 0.0385
0.0000 0.0356 0.0356
HC15N 0.0000 -0.0772 -0.0772
HCP 0.0000 -0.0312 -0.0312
HF 0.0000 0.7614 0.7615
HFCO 0.0000 -0.0763 -0.0763
0.0000 -0.0353 -0.0353
0.0000 -0.4131 -0.4132
HOF 0.0000 -0.0922 -0.0922
0.0000 -0.0423 -0.0423
0.0000 0.7017 0.7018
LiF 0.0000 0.0762 0.0750
LiH 0.0000 -0.6900 -0.6908
15N2 0.0000 -0.2714 -0.2714
N2O 0.0000 -0.0770 -0.0771
NH3 0.0000 0.5789 0.5791
0.0000 0.5056 0.5056
O3 0.0000 -0.0662 -0.0662
0.0002 -5.8914 -5.8923
0.0000 -0.3918 -0.3919
OCS 0.0000 -0.0279 -0.0280
OF2 0.0000 -0.0606 -0.0606
0.0000 -0.1388 -0.1388
0.0000 -0.0466 -0.0466
PN 0.0000 -0.2415 -0.2416
SO2 0.0000 -0.0852 -0.0853
0.0000 -0.6924 -0.6932
0.0000 -0.1190 -0.1190
a) Reference values are taken from conventional HF cal-
culations as provided in Ref. [45].
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Table B.3: Influence of the fitting basis set on rotational g tensors at the level of
GIAO-DF-HF for AVDZ and AVTZ AO basis sets. The ∆AVXZ values are provided as
the difference between the AVXZ value and the value with the largest fitting basis set
available for this AO basis, e.g., ∆AVDZ=AVDZ-AVQZ.
Basis AVDZ AVTZ
Fitting basis ∆AVDZ ∆AVTZ AVQZ Ref.a) ∆AVTZ ∆AVQZ AV5Z Ref.a)
AlF 0.0000 0.0000 -0.0833 -0.0833 0.0000 0.0000 -0.0837 -0.0837
C2H4 0.0000 0.0000 0.0629 0.0629 0.0000 0.0000 0.0613 0.0613
0.0000 0.0000 -0.1121 -0.1122 0.0000 0.0000 -0.1141 -0.1141
0.0000 0.0000 -0.3255 -0.3256 0.0001 0.0000 -0.3334 -0.3334
C3H4 0.0000 0.0000 0.0633 0.0634 0.0000 0.0000 0.0626 0.0626
0.0000 0.0000 -0.1481 -0.1482 0.0000 0.0000 -0.1482 -0.1483
0.0000 0.0000 -0.0918 -0.0919 0.0000 0.0000 -0.0936 -0.0937
CH2O 0.0001 0.0000 -0.0658 -0.0658 0.0000 0.0000 -0.0664 -0.0664
0.0000 0.0000 -0.2206 -0.2207 0.0000 0.0000 -0.2225 -0.2226
0.0000 0.0001 -2.7191 -2.7194 0.0001 0.0000 -2.7025 -2.7028
CH3F 0.0000 0.0000 -0.0549 -0.0549 0.0000 0.0000 -0.0549 -0.0549
0.0000 0.0000 0.2699 0.2699 0.0000 0.0000 0.2698 0.2698
CH4 0.0000 0.0000 0.3083 0.3084 -0.0001 0.0000 0.3045 0.3045
CO 0.0000 0.0000 -0.2788 -0.2789 -0.0001 0.0000 -0.2812 -0.2814
FCCH 0.0000 0.0000 -0.0028 -0.0028 0.0000 0.0000 -0.0031 -0.0031
FC15N 0.0000 0.0000 -0.0472 -0.0472 0.0000 0.0000 -0.0478 -0.0478
H2C2O 0.0000 0.0000 -0.0248 -0.0248 0.0000 0.0000 -0.0252 -0.0252
0.0000 0.0000 -0.0332 -0.0332 0.0000 0.0000 -0.0336 -0.0336
-0.0003 -0.0001 -0.3987 -0.3987 -0.0002 -0.0001 -0.4033 -0.4034
H2O -0.0001 0.0000 0.6540 0.6541 0.0001 0.0001 0.6636 0.6637
0.0001 0.0000 0.6886 0.6887 0.0000 0.0000 0.6840 0.6841
0.0001 0.0000 0.7355 0.7356 0.0000 0.0000 0.7325 0.7326
H2S 0.0000 0.0000 0.2406 0.2406 0.0000 0.0000 0.2095 0.2095
0.0002 0.0000 0.4162 0.4163 0.0000 0.0000 0.3948 0.3949
0.0001 0.0000 0.1879 0.1879 -0.0001 0.0000 0.1531 0.1530
H4C2O 0.0000 0.0000 -0.0791 -0.0792 0.0000 0.0000 -0.0806 -0.0806
0.0000 0.0000 0.0393 0.0394 0.0000 0.0000 0.0382 0.0383
0.0000 0.0000 0.0379 0.0379 0.0000 0.0000 0.0361 0.0361
HC15N 0.0000 0.0000 -0.0743 -0.0743 0.0000 0.0000 -0.0769 -0.0769
HCP 0.0000 0.0000 -0.0287 -0.0287 0.0000 0.0000 -0.0311 -0.0311
HF 0.0000 0.0000 0.7742 0.7743 0.0000 0.0000 0.7630 0.7631
HFCO 0.0000 0.0000 -0.0766 -0.0766 0.0000 0.0000 -0.0769 -0.0769
0.0000 0.0000 -0.0351 -0.0351 0.0000 0.0000 -0.0355 -0.0355
0.0000 0.0000 -0.4116 -0.4118 0.0000 0.0000 -0.4131 -0.4133
HOF 0.0000 0.0000 -0.0964 -0.0965 0.0000 0.0000 -0.0952 -0.0952
0.0000 0.0000 -0.0444 -0.0445 0.0000 0.0000 -0.0441 -0.0441
0.0001 0.0000 0.7100 0.7101 0.0000 0.0000 0.7019 0.7019
LiF 0.0000 0.0000 0.0780 0.0767 0.0000 0.0000 0.0748 0.0734
LiH 0.0000 0.0000 -0.6773 -0.6784 0.0000 0.0000 -0.6929 -0.6946
15N2 -0.0001 -0.0001 -0.2697 -0.2697 0.0000 0.0000 -0.2701 -0.2701
N2O 0.0000 0.0000 -0.0778 -0.0778 0.0000 0.0000 -0.0786 -0.0787
NH3 0.0000 0.0000 0.5703 0.5704 0.0000 0.0000 0.5775 0.5776
0.0000 0.0000 0.5075 0.5076 0.0000 0.0000 0.5070 0.5071
O3 0.0000 0.0000 -0.0680 -0.0680 0.0000 0.0000 -0.0670 -0.0670
0.0039 -0.0007 -5.8950 -5.8967 -0.0002 -0.0001 -5.8478 -5.8496
0.0000 0.0000 -0.3957 -0.3958 -0.0001 0.0000 -0.3918 -0.3919
OCS 0.0000 0.0000 -0.0276 -0.0276 0.0000 0.0000 -0.0284 -0.0284
OF2 0.0000 0.0000 -0.0622 -0.0622 0.0000 0.0000 -0.0612 -0.0612
0.0000 0.0000 -0.1461 -0.1461 0.0000 0.0000 -0.1434 -0.1435
0.0000 0.0000 -0.0480 -0.0480 0.0000 0.0000 -0.0472 -0.0472
PN -0.0002 0.0000 -0.2410 -0.2411 0.0000 0.0000 -0.2428 -0.2428
SO2 0.0000 0.0000 -0.0789 -0.0789 0.0000 0.0000 -0.0840 -0.0841
-0.0009 -0.0001 -0.7541 -0.7552 -0.0004 0.0000 -0.7044 -0.7053
0.0000 0.0000 -0.1201 -0.1201 0.0000 0.0000 -0.1196 -0.1196
a) Reference values are taken from conventional HF calculations as provided in Ref. [45].
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Table B.4: Influence of the fitting basis set on rotational g tensors at the level of
GIAO-DF-HF for the AVQZ AO basis set. The ∆AVQZ values are provided as the
difference between the AVQZ value and the AV5Z value, i.e., ∆AVQZ=AVQZ-AV5Z.
Basis AVQZ
Fitting basis ∆AVQZ AV5Z Ref.a)
AlF 0.0000 -0.0839 -0.0839
C2H4 0.0000 0.0612 0.0612
0.0000 -0.1143 -0.1143
0.0000 -0.3338 -0.3338
C3H4 0.0000 0.0627 0.0627
0.0000 -0.1483 -0.1484
0.0000 -0.0939 -0.0940
CH2O 0.0000 -0.0663 -0.0664
0.0000 -0.2227 -0.2228
0.0000 -2.7022 -2.7025
CH3F 0.0000 -0.0550 -0.0550
0.0000 0.2681 0.2681
CH4 0.0000 0.3034 0.3034
CO 0.0000 -0.2815 -0.2816
FCCH 0.0000 -0.0032 -0.0032
FC15N 0.0000 -0.0479 -0.0479
H2C2O 0.0000 -0.0253 -0.0253
0.0000 -0.0336 -0.0336
0.0000 -0.4040 -0.4040
H2O 0.0000 0.6641 0.6642
0.0000 0.6833 0.6834
0.0000 0.7322 0.7323
H2S 0.0000 0.1998 0.1998
0.0000 0.3877 0.3877
0.0000 0.1402 0.1401
H4C2O 0.0000 -0.0807 -0.0807
0.0000 0.0382 0.0382
0.0000 0.0360 0.0360
HC15N 0.0000 -0.0773 -0.0773
HCP 0.0000 -0.0313 -0.0313
HF 0.0000 0.7627 0.7628
HFCO 0.0000 -0.0769 -0.0769
0.0000 -0.0355 -0.0355
0.0000 -0.4137 -0.4138
HOF 0.0000 -0.0951 -0.0951
0.0000 -0.0440 -0.0440
0.0000 0.7011 0.7011
LiF 0.0000 0.0748 0.0734
LiH 0.0000 -0.6949 -0.6962
15N2 0.0000 -0.2699 -0.2699
N2O 0.0000 -0.0786 -0.0786
NH3 0.0000 0.5779 0.5780
0.0000 0.5072 0.5072
O3 0.0000 -0.0669 -0.0669
0.0000 -5.8404 -5.8421
0.0000 -0.3916 -0.3917
OCS 0.0000 -0.0284 -0.0285
OF2 0.0000 -0.0610 -0.0610
0.0000 -0.1429 -0.1430
0.0000 -0.0471 -0.0471
PN 0.0000 -0.2418 -0.2418
SO2 0.0000 -0.0859 -0.0859
-0.0001 -0.6918 -0.6927
0.0000 -0.1198 -0.1199
a) Reference values are taken from conventional HF cal-
culations as provided in Ref. [45].
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Table B.5: Influence of the fitting basis set on rotational g tensors at the level of
GIAO-DF-LMP2. The ∆VXZ values are provided as the difference between the VXZ
value and the value with the largest fitting basis set available for this AO basis, e.g.,
∆VDZ=VDZ-VQZ. For all calculations the frozen-core approximation was employed.
Basis VDZ VTZ VQZ
Fitting basis ∆VDZ ∆VTZ VQZ ∆VTZ ∆VQZ V5Z ∆VQZ V5Z
AlF 0.0000 0.0000 -0.0750 0.0000 0.0000 -0.0756 0.0000 -0.0780
C2H4 -0.0001 0.0000 0.0545 0.0000 0.0000 0.0559 0.0000 0.0563
-0.0002 0.0000 -0.1075 -0.0001 0.0000 -0.1102 0.0000 -0.1102
-0.0004 0.0000 -0.3498 -0.0001 0.0000 -0.3599 0.0000 -0.3628
C3H4 -0.0001 0.0000 0.0631 0.0000 0.0000 0.0622 0.0000 0.0616
-0.0001 0.0000 -0.1386 0.0000 0.0000 -0.1443 0.0000 -0.1461
-0.0002 -0.0001 -0.0693 -0.0001 0.0000 -0.0718 -0.0001 -0.0720
CH2O -0.0001 0.0000 -0.1011 0.0000 0.0000 -0.0998 0.0000 -0.0998
-0.0001 0.0000 -0.1981 -0.0001 0.0000 -0.2075 0.0000 -0.2105
-0.0023 -0.0001 -2.8330 -0.0008 -0.0002 -2.8337 -0.0002 -2.8271
CH3F 0.0000 0.0000 -0.0580 0.0000 0.0000 -0.0607 0.0000 -0.0616
-0.0002 -0.0001 0.2417 0.0000 0.0000 0.2618 -0.0001 0.2698
CH4 -0.0003 -0.0001 0.3249 -0.0001 0.0000 0.3325 0.0000 0.3329
CO -0.0001 0.0000 -0.2556 -0.0001 0.0000 -0.2587 0.0000 -0.2596
FCCH 0.0000 0.0000 -0.0005 0.0000 0.0000 -0.0040 0.0000 -0.0052
FC15N 0.0000 0.0000 -0.0421 0.0000 0.0000 -0.0462 0.0000 -0.0474
H2C2O 0.0000 0.0000 -0.0184 0.0000 0.0000 -0.0213 -0.0001 -0.0220
-0.0001 0.0000 -0.0246 0.0000 0.0000 -0.0305 0.0000 -0.0326
0.0000 0.0000 -0.2796 0.0000 0.0000 -0.2880 0.0000 -0.2956
H2O -0.0002 0.0000 0.6180 -0.0001 0.0000 0.6528 0.0000 0.6616
-0.0001 0.0000 0.6575 0.0000 0.0000 0.6722 -0.0001 0.6801
-0.0001 0.0000 0.6836 0.0000 0.0001 0.7111 0.0000 0.7259
H2S -0.0003 0.0000 0.2633 -0.0001 0.0000 0.2652 0.0000 0.2630
-0.0003 0.0000 0.4225 -0.0002 0.0000 0.4262 0.0000 0.4257
-0.0007 -0.0001 0.2564 -0.0002 0.0000 0.2477 0.0000 0.2377
H4C2O -0.0001 0.0000 -0.0858 0.0000 0.0000 -0.0900 0.0000 -0.0918
-0.0001 0.0000 0.0402 0.0000 0.0000 0.0397 0.0000 0.0392
-0.0001 0.0000 0.0209 0.0000 0.0000 0.0248 0.0000 0.0267
HC15N -0.0001 0.0000 -0.0780 -0.0001 0.0000 -0.0826 0.0000 -0.0833
HCP 0.0000 0.0000 -0.0308 0.0000 0.0000 -0.0335 0.0000 -0.0336
HF -0.0001 0.0000 0.7302 -0.0001 0.0000 0.7508 0.0000 0.7595
HFCO 0.0000 0.0000 -0.0691 0.0000 0.0000 -0.0731 0.0000 -0.0746
0.0000 0.0000 -0.0354 0.0000 0.0000 -0.0363 0.0000 -0.0370
-0.0002 0.0000 -0.4020 0.0000 0.0000 -0.4080 -0.0001 -0.4089
HOF -0.0001 0.0000 -0.0898 0.0000 0.0000 -0.0963 0.0000 -0.1015
-0.0001 0.0000 -0.0504 0.0000 0.0000 -0.0521 0.0000 -0.0544
0.0000 0.0000 0.6721 -0.0001 0.0000 0.6879 0.0000 0.6950
LiF 0.0000 0.0000 0.0898 0.0000 0.0000 0.0741 0.0000 0.0712
LiH -0.0004 -0.0001 -0.5823 -0.0001 -0.0001 -0.6579 -0.0001 -0.6710
15N2 -0.0001 -0.0001 -0.2598 -0.0001 0.0000 -0.2540 0.0000 -0.2517
N2O 0.0000 0.0000 -0.0663 0.0000 0.0000 -0.0714 0.0000 -0.0738
NH3 -0.0003 -0.0001 0.5529 -0.0001 0.0000 0.5802 0.0000 0.5850
-0.0001 0.0000 0.4884 0.0000 0.0000 0.5150 0.0000 0.5202
O3 0.0000 0.0000 -0.0731 0.0000 0.0000 -0.0746 0.0000 -0.0763
-0.0258 -0.0018 3.9675 -0.0074 -0.0013 2.2394 -0.0028 2.0798
-0.0005 0.0000 0.0773 -0.0001 0.0000 0.0179 -0.0001 0.0118
OCS 0.0000 0.0000 -0.0208 0.0000 0.0000 -0.0245 0.0000 -0.0256
OF2 0.0000 0.0000 -0.0661 0.0000 0.0000 -0.0664 0.0000 -0.0674
0.0000 0.0000 -0.1693 -0.0001 0.0000 -0.1772 0.0000 -0.1845
0.0000 0.0000 -0.0492 0.0000 0.0000 -0.0513 0.0000 -0.0530
PN -0.0001 0.0000 -0.2006 0.0000 0.0000 -0.2113 0.0000 -0.2118
SO2 0.0000 0.0000 -0.0722 0.0000 0.0000 -0.0799 0.0000 -0.0835
-0.0010 -0.0002 -0.6017 -0.0004 -0.0001 -0.5830 -0.0002 -0.5703
0.0000 0.0000 -0.1065 -0.0001 0.0000 -0.1097 0.0000 -0.1117
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Table B.6: Influence of the fitting basis set on rotational g tensors at the level of
GIAO-DF-LMP2 for augmented basis sets. The ∆AVXZ values are provided as the
difference between the AVXZ value and the value with the largest fitting basis set
available for this AO basis, e.g., ∆AVDZ=AVDZ-AVQZ. For all calculations the
frozen-core approximation was employed.
Basis AVDZ AVTZ AVQZ
Fitting basis ∆AVDZ ∆AVTZ AVQZ ∆AVTZ ∆AVQZ AV5Z ∆AVQZ AV5Z
AlF 0.0000 0.0000 -0.0772 0.0000 0.0000 -0.0781 0.0000 -0.0784
C2H4 -0.0001 0.0000 0.0568 0.0000 0.0000 0.0553 0.0000 0.0563
-0.0001 0.0000 -0.1059 -0.0001 0.0000 -0.1103 0.0000 -0.1101
-0.0002 0.0000 -0.3446 0.0000 0.0000 -0.3637 0.0000 -0.3648
C3H4 0.0000 0.0000 0.0608 0.0000 0.0000 0.0607 0.0000 0.0613
-0.0001 0.0000 -0.1509 -0.0001 0.0000 -0.1497 0.0000 -0.1484
-0.0001 0.0000 -0.0684 0.0000 0.0000 -0.0724 0.0000 -0.0718
CH2O -0.0001 0.0000 -0.1023 0.0000 0.0000 -0.1009 0.0000 -0.0998
0.0000 0.0000 -0.2085 -0.0001 0.0000 -0.2130 0.0000 -0.2130
-0.0019 -0.0001 -2.8035 -0.0007 -0.0001 -2.8271 -0.0002 -2.8268
CH3F 0.0000 0.0000 -0.0631 -0.0001 0.0000 -0.0625 0.0000 -0.0623
-0.0001 0.0000 0.2805 -0.0001 0.0000 0.2764 0.0000 0.2767
CH4 -0.0001 0.0000 0.3421 0.0000 0.0000 0.3329 0.0000 0.3332
CO -0.0001 0.0000 -0.2512 -0.0001 0.0000 -0.2578 0.0000 -0.2593
FCCH 0.0000 0.0000 -0.0064 0.0000 0.0000 -0.0063 0.0000 -0.0061
FC15N 0.0000 0.0000 -0.0474 0.0000 0.0000 -0.0482 0.0000 -0.0481
H2C2O -0.0001 0.0000 -0.0227 0.0000 0.0000 -0.0229 0.0000 -0.0228
-0.0001 0.0000 -0.0349 0.0000 0.0000 -0.0349 0.0000 -0.0347
0.0001 -0.0001 -0.2647 0.0000 0.0000 -0.2935 0.0000 -0.2998
H2O 0.0000 0.0000 0.6597 0.0000 0.0000 0.6675 0.0000 0.6689
0.0000 0.0000 0.6936 0.0000 0.0000 0.6841 -0.0001 0.6840
0.0000 0.0000 0.7511 0.0000 0.0000 0.7448 0.0000 0.7445
H2S 0.0000 0.0000 0.2980 0.0000 0.0000 0.2721 -0.0001 0.2651
0.0000 0.0000 0.4505 -0.0001 0.0000 0.4332 -0.0001 0.4283
-0.0002 0.0000 0.2811 -0.0001 0.0000 0.2476 0.0000 0.2367
H4C2O 0.0000 0.0000 -0.0911 0.0000 0.0000 -0.0925 0.0000 -0.0923
-0.0001 0.0000 0.0398 0.0000 0.0000 0.0390 0.0000 0.0392
0.0000 0.0000 0.0284 0.0000 0.0000 0.0267 0.0000 0.0276
HC15N 0.0000 0.0000 -0.0771 -0.0001 0.0000 -0.0831 0.0000 -0.0833
HCP 0.0000 0.0000 -0.0297 0.0000 0.0000 -0.0334 0.0000 -0.0334
HF 0.0000 0.0000 0.7784 0.0000 0.0000 0.7638 0.0000 0.7649
HFCO 0.0000 0.0000 -0.0750 0.0000 0.0000 -0.0756 0.0000 -0.0756
0.0000 0.0000 -0.0372 0.0000 0.0000 -0.0375 0.0000 -0.0373
-0.0001 0.0000 -0.3990 -0.0001 0.0000 -0.4093 0.0000 -0.4093
HOF 0.0000 0.0000 -0.1064 0.0000 0.0000 -0.1067 0.0000 -0.1068
0.0000 0.0000 -0.0579 0.0000 0.0000 -0.0575 0.0000 -0.0573
0.0000 0.0000 0.7070 0.0000 0.0000 0.6990 0.0000 0.6987
LiF 0.0000 0.0000 0.0713 0.0000 0.0000 0.0685 0.0000 0.0689
LiH -0.0001 0.0000 -0.6595 -0.0001 -0.0001 -0.6753 0.0000 -0.6780
15N2 0.0000 0.0000 -0.2444 -0.0001 -0.0001 -0.2488 0.0000 -0.2488
N2O 0.0000 0.0000 -0.0752 0.0000 0.0000 -0.0765 0.0000 -0.0760
NH3 -0.0001 0.0000 0.5891 0.0000 0.0000 0.5900 0.0000 0.5908
0.0001 0.0000 0.5269 0.0000 0.0001 0.5227 0.0000 0.5238
O3 -0.0001 0.0000 -0.0793 0.0000 0.0000 -0.0780 0.0000 -0.0778
-0.0209 0.0000 2.4987 -0.0036 -0.0003 2.1061 -0.0009 2.0540
-0.0004 0.0000 0.0333 -0.0001 0.0000 0.0120 -0.0001 0.0097
OCS 0.0000 0.0000 -0.0252 0.0000 0.0000 -0.0263 0.0000 -0.0263
OF2 0.0000 0.0000 -0.0688 0.0000 0.0000 -0.0684 0.0000 -0.0683
0.0000 0.0000 -0.1945 0.0000 0.0000 -0.1926 0.0000 -0.1925
0.0000 0.0000 -0.0545 0.0000 0.0000 -0.0541 0.0000 -0.0541
PN 0.0000 0.0000 -0.2001 0.0000 0.0000 -0.2118 0.0000 -0.2123
SO2 0.0000 0.0000 -0.0780 0.0000 0.0000 -0.0828 0.0000 -0.0848
-0.0009 -0.0001 -0.5860 -0.0004 -0.0001 -0.5757 -0.0001 -0.5680
0.0000 0.0000 -0.1106 0.0000 0.0000 -0.1125 0.0000 -0.1129
Appendix C
GLOSSARY
α Fine Structure Contant, α = 7.29735257 · 10−3
aug-cc-pVXZ Augmented cc-pVXZ Basis Set
AO Atomic Orbital
AVXZ Augmented cc-pVXZ Basis Set
c Speed of Light
CC Coupled-cluster
CCSD Coupled-cluster Singles Doubles
CCSD(T) CCSD with Perturbative Triples
cc-pVXZ Correlation-Consistent Valence X-tuple Zeta Basis Set
CPHF Coupled-Perturbed Hartree-Fock




DF-HF Density Fitted Hartree-Fock
DF-LMP2 Density Fitted Local MP2
DNA Deoxyribonucleic Acid
DFT Density-Functional Theory
EPR Electron Paramagnetic Resonance
ERI Electron Repulsion Integral
FC Fitting Coefficient
FF Fitting Function
GIAO Gauge-Including Atomic Orbital
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IGLO Individual Gauge for Localized Orbitals
I/O Input and Output
LMO Localized Molecular Orbital
LORG Localized Orbital / Local Origin
µB Bohr Magneton
µN Nuclear Magneton
MAPE Mean Absolute Percentage Error
MaxAE Maximum Absolute Error
MaxRE Maximum Relative Error
MCSCF Multi-Configurational Self-Consistent Field
MO Molecular Orbital
MP2 Møller-Plesset Perturbation Theory in Second Order
NMR Nuclear Magnetic Resonance
PAO Projected Atomic Orbital
ppm Parts per Million
R.H.S. Right-Hand Side
R.M.S. Root Mean Square
TMS Tetramethylsilane
TpT Repaired Analogue of CPD with Pyrimidine
Z-CPHF Z-Vector Coupled-Perturbed Hartree-Fock
Z-CPL Z-Vector Coupled-Perturbed Localization
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