In this paper, a new definition of tensor p-shrinkage nuclear norm (p-TNN) is proposed based on tensor singular value decomposition (t-SVD). In particular, it can be proved that p-TNN is a better approximation of the tensor average rank than the tensor nuclear norm when −∞ < p < 1. Therefore, by employing the p-shrinkage nuclear norm, a novel low-rank tensor completion (LRTC) model is proposed to estimate a tensor from its partial observations. Statistically, the upper bound of recovery error is provided for the LRTC model. Furthermore, an efficient algorithm, accelerated by the adaptive momentum scheme, is developed to solve the resulting nonconvex optimization problem. It can be further guaranteed that the algorithm enjoys a global convergence rate under the smoothness assumption. Numerical experiments conducted on both synthetic and real-world data sets verify our results and demonstrate the superiority of our p-TNN in LRTC problems over several state-of-the-art methods.
Introduction
In the fields of computer vision and signal processing, there are massive multidimensional data that needs to be analyzed and processed. In particular, multi-dimensional arrays (i.e., tensors) provide a natural representation form for these data. Tensor, which is regarded as a multi-linear generalization of matrix/vector, can mathematically model the multi-dimensional data structures, making tensor learning so attractive that there are increasing applications in computer vision [1] [2] [3] [4] , machine learning [5, 6] , signal processing [7, 8] , and pattern recognition [9] in recent years. Unfortunately, the challenge of missing elements in the actually observed tensors limits its applications. Inspired by matrix completion [10] , tensor completion attempts to recover the underlying tensor, that on the low-rank assumption, from its incomplete observations. Mathematically, the low-rank tensor completion (LRTC) problem can be formulated as the following model: min X rank (X ) s.t.P Ω (X ) = P Ω (T ) .
where X , T ∈ I1×···×In denotes the underlying tensor and its observation tensor, respectively, rank (X ) denotes the rank function of X , Ω denotes the index set of observed entries, and P Ω (X ) denotes the projection operator that [P Ω (X )] i1···in = X i1···in if (i 1 , · · · , i n ) ∈ Ω and 0 otherwise. Different from matrix case, however, the definition of the tensor rank is not unique, and we can see that each definition corresponds to the particular tensor decomposition [11] . For example, tensor n-rank [12] is related to the Tucker decomposition [13] , CPrank [14] is related to the CANDECOMP/PARAFAC (CP) decomposition [15] , tensor train (TT) rank is related to the TT decomposition [16] , and tubal rank [2] and tensor multi-rank are related to tensor singular value decomposition (t-SVD) [17] .
Due to the non-convex and non-smoothness of the rank function rank (·), the calculation of it is usually NP-hard problem that cannot be solved within polynomial time. Therefore, the function rank (X ) is usually relaxed as its convex/non-convex surrogate, and (1) can be rewritten as follows:
where f denotes the surrogate function, λ denotes the regularization parameter, and ℓ denotes the smooth loss function. Obviously, the difference among the existing LRTC models mainly lies in the choice of f . Although various tensor rank surrogates [3, 6, 18] are proposed to approximate the tensor rank, they all face some challenges in practical applications. According to the CP decomposition [15] , Friedland et al. [18] claimed that the CP-rank could be relaxed it with CP tensor nuclear norm (CNN), which is a convex surrogate that can be defined as:
where X ∈ I1×···×In , u j,i = 1, j = 1, · · · , n, and • denotes the outer product. Moreover, some mathematical properties of CNN are also presented. Under the framework of Frank-Wolfe method, Yang et al. [19] directly relaxed the CP-rank with CNN and pointed out that the proposed model can be solved by converting it to calculate the corresponding spectral norm and rank-one tensors. In addition, Yuan et al. [20] developed the sub-differential of CNN and attempted to recover the underlying tensor with a dual certificate.
Although the CNN minimization defined above is convex, any efficient implementation has not been developed so far. Indeed, it is generally NP-complete to compute the CP-rank of tensor, as well as the tensor spectral norm [21] . Furthermore, the tightness of CNN relative to the CP-rank is hard to measure. Therefore, the application of CNN in LRTC problem is limited.
To avoid the NP-complete CP-rank calculations, tensor n-rank [12] is another commonly used tensor rank. For a given tensor X ∈ I1×···×In , the tensor n-rank of X is defined as rank tc (X ) = rank X (1) , · · · , rank X (n) , where X (i) denotes the mode-i unfolding matrix of X . Generalized from the nuclear norm in matrix case, Liu et al. [1] first defined the sum of nuclear norm (SNN) as a convex relaxation of the tensor n-rank:
where · * denotes the nuclear norm of a matrix. In addition to the basic definition of SNN, an average version was proposed by Gandy et al. [22] for tensor completion. In particular, Signoretto et al. [23] further generalized SNN to the Shatten-p, q norm. Considering the subspace structure in each mode, Kasai et al. [24] developed a LRTC method based on the Riemannian manifold. Moreover, many other norms based on SNN such as latent trace norm and scaled latent trace norm were proposed to be an approximation of the tensor n-rank. More recently, combining the tensor total variation and SNN, Yokota et al. [25] proposed a new LRTC model that can be solved based on primal-dual splitting framework.
However, several limitations of SNN occur with the increasing tensor dimension and scale, including: 1) the operation that simply unfold tensor into matrices along each mode ignores the tensors intrinsic structure.
2) The SNN model is neither the tightest convex lower bound of tensor n-rank nor the optimal solution with the dimension increasing.
3) The unfolding and folding are expensive.
Unlike the unfolding method of tensor n-rank, the tensor train (TT) rank [26] employs a well-balanced matricization scheme to capture the global correlation of tensor entries. For a given tensor X ∈ I1×···×In , Imaizumi et al. [27] and Bengua et al. [26] matricize the tensor along permutations of modes and define the tensor train nuclear norm (TTNN) based on TT rank as:
where
I k denotes the mode-(1, · · · , i) unfolding matrix of X . Imaizumi et al. [27] established the statistical theory and developed a scalable algorithm for the TTNN model. They provided a statistical error bound for TTNN which achieves the same efficiency as SNN. Moreover, Bengua et al. [26] stated that tensor train nuclear norm is more tractable than SNN for LRTC, and they introduced ket augmentation scheme to obtain a higher order tensor from a given tensor. Furthermore, algorithmic development for the solution of TTNN model was also devoted in the research.
Although the matricization scheme X [i] is more balance than the unfolding X (i) , the matricize operation may also destroy the original tensors internal structure. Moreover, the TTNN model is efficient for higher order tensors.
To avoid the tensor matricization and maintain the intrinsic data structure, Kilmer et al. [17] proposed tensor singular value decomposition (t-SVD) and this motivates the new tensor multi-rank and tubal rank. Another advantage of such method is that the resultant algebra and analysis are very close to those of matrix case. Zhang et al. [28] give the definition of a new tensor nuclear norm (TNN) corresponding to tubal rank and t-SVD. Leveraging the conclusion of matrix case, they state that TNN is the tightest convex approximation of tensor average rank. Furthermore, they derived the exact recovery conditions for LRTC problems in [29] .
Due to the advantages of TNN, it has received more and more attention in recent years. Nevertheless, the computational complexity of TNN increases dramatically for the large scale tensor. Additionally, TNN penalizes all the singular values with the same weight. In fact, the larger the singular value, the more information it contains, and the less penalized it should be. To conquer the challenge of high complexity, Zhou et al. [30] focus on utilizing the technique of tensor factorization for LRTC problems. Only two smaller tensors are maintained in the optimization process, which can be used to preserve the low-rank structure of the underlying tensor. In addition, extending Schatten-p norm to tensor space, Kong et al. [31] state that their propose tensor Schatten-p norm can better approximate the tensor average rank.
Recently, Voronin et al. [32] generalize the iterative soft thresholding method to p-shrinkage thresholding for solving sparse signal recovery (SSR) problems. Both theoretical and empirical results in SSR problem prove that the p-shrinkage thresholding function is a good alternative to the Schatten-p norm, which can achieve better recovery performance than the existing surrogates. Motivated by this success application, we attempt to introduce the p-shrinkage scheme to LRTC problem and develop an efficient algorithm to solve the resulting model.
In this paper, we propose a new tensor p-shrinkage nuclear norm (p-TNN), which is defined in (13) based on the t-SVD and p-shrinkage scheme. When −∞ < p < 1, the proposed norm can achieve a better approximation of the tensor average rank than TNN, i.e., p-TNN is a tighter surrogate. Extending the matrix norm surrogate to the tensor case, we establish the p-TNN based LRTC model. Additionally, the recovery guarantee of the proposed model is provided. To cope with the challenges of the resultant non-convex optimization problem, we develop an efficient algorithm under the alternating direction method of multipliers (ADMM) framework. Furthermore, we also incorporate the adaptive momentum scheme to accelerate the empirical convergence for the proposed algorithm. Subsequently, the resulting algorithm is analyzed in detail from the aspects of time complexity and convergence, respectively.
In summary, the primary contributions of our work include:
• We propose a new definition of tensor p-shrinkage nuclear norm with some desirable properties, for example, positivity and unitary invariance. The proposed p-TNN (−∞ < p < 1) is a tighter envelope of the tensor average rank than TNN within the unit ball of the spectral norm, which is beneficial to improve the recovery performance of LRTC problem.
• By employing the tensor p-shrinkage nuclear norm, we propose a novel LRTC model and provide a strong guarantee for tensor recovery, i.e., the error in recovering a I 1 × I 2 × I 3 tensor is O (rI 1 I 3 log (3/α)/|Ω|), where
, r denotes the tensor tubal rank, and |Ω| denotes the cardinal number of the index set.
• Incorporating the adaptive momentum scheme, we develop an efficient algorithm which establishes a unified framework for algorithms that applying the soft and hard thresholding shrinkage. Under the smoothness assumption, the Convergence guarantee to critical points is provided.
Notations and preliminaries
In this section, we first introduce some main basic notations and then briefly give some necessary definitions which will be used later.
Tensors are denoted by uppercase calligraphy letters, e.g., A. Matrices are denoted by uppercase boldface letters, e.g., A. Vectors are denoted by lowercase boldface letters, e.g., a, while scalars are denoted by lowercase letters, e.g., a.
The fields of complex numbers and real numbers are denoted by C and R, respectively. We simply represent {1, 2, · · · n} by [n] . For a n-dimensional tensor A ∈ C I1×I2×···×In , we use A i1i2···in to represent its (i 1 i 2 · · · i n )-th entry, where
denote the k-th frontal slice of the tensor A. We use A ⊤ to denote its transpose tensor. The inner product of A and B is defined as A, B = i1,i2,··· ,in A i1,i2,··· ,in B i1,i2,··· ,in , and the Frobenius norm of A is
For a given 3-dimensional tensor X ∈ R I1×I2×I3 , we useX ∈ C
I1×I2×I3
to denote the Discrete Fourier Transformation (DFT) of X along the third dimension, i.e.,X = f f t(X , [ ], 3). Correspondingly, the k-th frontal slice ofX is denoted byX (k) . The unfold and its inverse operator of X [2] are defined as
. . .
And the block circulant matrix of X is further defined as bcirc (X ) ∈ R
I1I3×I2I3
[2]:
Then we summarize some necessary definitions and results. Definition 1. (t-product [17] ) For two given tensors A ∈ R I1×d×I3 and B ∈ R d×I2×I3 , the t-product of A and B is defined as:
where C ∈ R I1×I2×I3 . Therefore, the t-product is homologous in form to the matrix multiplication except that the operation of circulant convolution and unfolding. Additionally, we can also note that if I 3 = 1, the t-product reduces to matrix multiplication.
In addition, the definitions of orthogonal tensor, identity tensor, frontalslice-diagonal tensor (f-diagonal tensor)and tensor transpose can be found in the Appendix. Subsequently, the Tensor Singular Value Decomposition (t-SVD) can be defined as follows by using these above definitions. Definition 2. (t-SVD [17] ) For a given tensor X ∈ R I1×I2×I3 , there exist U ∈ C I1×I1×I3 , V ∈ C I2×I2×I3 and S ∈ R I1×I2×I3 such that:
where U and V are orthogonal tensor, i.e., U * U ⊤ = V * V ⊤ = I, and S is a f-diagonal tensor. Definition 3. (Tensor tubal rank [28] and multi-rank [29] ) For a given tensor X ∈ R I1×I2×I3 , then the tensor tubal rank of X , herein denoted by rank t (X ), is defined to be the number of nonzero singular tubes of S, i.e.,
where S is defined in Definition 2, S (k, k, :) denotes the k-th diagonal tube of S, and I S(k,k,:) =0 is an indicator function, i.e., I S(k,k,:) =0 = 1 if S (k, k, :) = 0 is true and I S(k,k,:) =0 = 0 otherwise. The tensor multi-rank of X is a vector r ∈ R I3 consisting of the rank of the frontal slice ofX , i.e., r k = rank X (k) . Definition 4. (Tensor nuclear norm and spectral norm [33] ) For a given tensor X ∈ R I1×I2×I3 , the tensor nuclear norm of X , denoted by X * , is defined as the average of the nuclear norm of all the frontal slices ofX :
Furthermore, the tensor spectral norm of X , denoted by X , is defined as X = max
According to the Von Neumann's inequality, it can be seen that the tensor spectral norm is the dual norm of the tensor nuclear norm and vice versa. Definition 5. (p-shrinkage thresholding operator [32] ) For a given scalar x ∈ R, ∀µ > 0 and p ≤ 1, the p-shrinkage thresholding operator, denoted by s µ p , is defined as:
where sign (x) denotes the sign function. Several p-shrinkage functions with different p values are shown in Fig.1 . Note that if p = 1, the p-shrinkage thresholding transforms to the soft thresholding, which imposes no different penalty for all the inputs and is commonly used in matrix case, and if p → −∞, it turns into the hard thresholding with no penalty for large inputs. However, hard thresholding is discontinuous. Moreover, when −∞ < p < 1, the p-shrinkage function satisfies the property that the larger the input, the less penalized it should be.
Model
In this section, we propose a new definition of tensor p-shrinkage nuclear norm (p-TNN) based on p-shrinkage scheme and t-SVD. Subsequently, we propose a novel LRTC model by employing our p-TNN. Definition 5. (Tensor p-shrinkage nuclear norm, p-TNN) For a given tensor X ∈ R I1×I2×I3 , let X = U * S * V ⊤ be the tensor singular value decomposition of X . Then the tensor p-shrinkage nuclear norm is defined as:
where −∞ < p < 1, and S µ p S : R I1×I2×I3 → R I1×I2×I3 is defined as follows:
whereS kki denotes the (k, k, i)-th tensor singular value ofX .
The following are some of the properties of our proposed p-TNN that we use in this paper. For the proofs, please refer to the Appendix. Proposition 1. (Positivity) For a given tensor X ∈ R I1×I2×I3 , the p-TNN of X , denoted by X p . Obviously, X p ≥ 0 with equality holding if and only if X is zero. Moreover, X p is non-decreasing. Proposition 2. (Non-convexness) For a given tensor X ∈ R I1×I2×I3 , if −∞ < p < 1, X p is non-convex w.r.t. X . i.e., X p cannot satisfy the inequality for any ρ ∈ (0, 1):
where X 1 , X 2 ∈ R I1×I2×I3 and X 1 = X 2 .
Proposition 3. (Unitary invariance)
For a given tensor X ∈ R I1×I2×I3 , there exist orthogonal tensors U ∈ R I1×I2×I3 and V ∈ R I1×I2×I3 , such that:
In addition, X p = U * X p = X * V ⊤ p also holds. Therefore, the tensor p-shrinkage unclear norm is unitary invariance.
Extending the proximal operator to the tensor case, then for any τ > 0, we can define the proximal operator of the tensor p-shrinkage nuclear norm · p as:
The following definition extends the generalized singular value thresholding (GSVT) to the tensor space. Similar to the matrix case, the following shows that the proximal operator of the tensor p-shrinkage nuclear norm has a closedform solution.
Definition 6. (Tensor generalized singular value thresholding, t-GSVT) Let X , Z ∈ R I1×I2×I3 , for any τ > 0, the solution of the proximal operator of p-TNN can be calculated as:
where U * S * V ⊤ is the t-SVD of Z, and the f-diagonal tensor D ∈ R
I1×I2×I3
that satisfiesD = S µ p S .
For a given tensor X ∈ R I1×I2×I3 , Lu et al. [33] defined the tensor average rank as rank a (X ) = 1 I3 I3 k=1 rank X (i) , and they pointed out that TNN is the convex envelope of the tensor average rank within the unit ball of the tensor spectral norm. Recently, Kong et al. [31] proposed a tensor Schatten-p norm and claimed that it can be a tighter non-convex approximation of the tensor average rank than TNN. Here, we prove that the proposed p-TNN X p is even a tighter envelope within the same unit ball.
Proposition 4. (Tightness)
For a given tensor X ∈ R I1×I2×I3 , when −∞ < p < 1, X p is an non-convex envelope of the tensor average rank within the unit ball of the spectral norm, which is tighter than TNN in the sense of X * ≤ X p ≤ rank a (X ).
Considering the LRTC model defined in (2), the non-smoothness rank function is usually relaxed as its convex/non-convex surrogate. By using Definition 4 and its Proposition 4, we can rewrite the tensor completion problem into the following form:
where T ∈ R I1×I2×I3 denotes the observed tensor, Ω denotes the index set of the observed entries, and P Ω denotes the projection operator, i.e., [P Ω (A)] i1i2i3 = A i1i2i3 if (i 1 , i 2 , i 3 ) ∈ Ω and 0 otherwise. We aim to recover the completed tensor (underlying tensor) X based on the observed missing tensor T . Recovery guarantee. Following the definition of the recovery error in [34] , here the the recovery error can be formulated as:
where X , X * ∈ R I1×I2×I3 are the underlying tensor and its recovery tensor, respectively. The following theorem establishes the upper bound of the recover error based on our proposed p-TNN.
be the solution to (19) , then with a probability of at least1 − α, we have 1
where C is an absolute constant, r denotes the tensor tubal rank of the underlying tensor, |Ω| denotes the cardinal number of the index set Ω, and α = 3 (I1+I2)I3 . The proof can be found in Appendix.
According to (21) , it can be seen that the upper bound of the recovery error is related to the tubal of rank the underlying tensor, as well as the sampling rate sr, which can be calculated by sr = |Ω| I1I2I3 . When using a tighter surrogate, one can get a better solution. From the above narrative, we can see that the main advantage of p-TNN is the outstanding tightness (Proposition 4), i.e., our p-TNN is a better approximation of the tensor average rank, which can lead to a better solution. However, X p is non-convex when −∞ < p < 1. The resulting non-convex optimization problem is much more challenging. A strong performance guarantee would be hard to get as in the convex case.
Algorithm
In this section, we will show that the proposed non-convex model (19) can be solved effectively based on the ADMM framework. Moreover, we will show that the proposed algorithm can be further accelerated with adaptive momentum.
Let
By introducing an auxiliary variable Y ∈ R I1×I2×I3 , such that Y = X , the augmented Lagrangian function of (19) is given as follows:
where Z ∈ R I1×I2×I3 denotes the Lagrangian multiplier, and β denotes the penalty parameter. In the following, (22) can be solved by applying the classical ADMM framework. Therefore, X , Y, Z and β are iteratively update as:
1) For Y-subproblem. By fixing X t , Z t and β t , we can obtain Y t+1 by:
It can be seen that (24) satisfies the form of the proximal operator of p-TNN. Therefore, according to (17) , Y t+1 can be rewritten as:
2) For X -subproblem. By fixing Y t+1 , Z t and β t , we can obtain X t+1 by:
The above equation has a closed-form solution as following:
whereΩ denotes the complementary set of the index set Ω.
Next, we will show the above update step can be accelerated by the adaptive momentum, which has been popularly used for stochastic gradient descent and proximal algorithms. The idea of the adaptive momentum is to apply historical iterations to accelerate convergence. The whole procedure is shown in Algorithm 1. Let the underlying tensor X ∈ R I1×I2×I3 , we suppose that the tubal rank of X is rank t (X ) = r. Obviously, the main per-iteration cost lies in the update of Y t+1 (step 9 in Algorithm 1), which takes O (r (I 1 + I 2 ) I 3 logI 3 + r |Ω|) time. As for TNN in [33] , the computational complexity at each iteration is O (I 1 I 2 I 3 (logI 3 + min {I 1 , I 2 })). With r < min {I 1 , I 2 } and |Ω| < I 1 I 2 I 3 , it can be seen that our algorithm is much more efficient than TNN based methods in each iteration. Convergence analysis. In this section, we investigate the convergence of the Algorithm 1. (X * , Y * , Z * ) is the KKT point of the problem (14), if it satisfies the following system:
F + λ X p , the following lemma shows that F (X ) is always non-increasing (β > 0) as the iterations proceed. Lemma 1. According to the properties of the p-TNN, and when −∞ < p < 1, let {X t } be the sequence generated by Algorithm 1. Then, we have the following inequality:
Theorem 2. Let {X t } be the sequence produced by algorithm 1, we say {X t } is a bounded iterative sequence, i.e.,
< ∞. According to Theorem 2, it can be seen that the proposed algorithm generates a bounded iterative sequence. Moreover, from the above theorem, we must have lim
= 0. Hence, the iteration sequence has limit point.
In (19), we choose
, which is commonly used in LRTC problem and low-rank matrix completion problem, as the loss function. Particularly, the loss function we choose is ρ-Lipschitz smooth, i.e., it satisfies
F . Similar with [37] , we use X t+1 − X t 2 F to perform the convergence analysis of the proposed algorithm. The convergence of Algorithm 1 is shown in the following theorem, and the proof can be founded in Appendix.
Theorem 3. Let {X t } be the sequence produced by Algorithm 1. For the Algorithm 1: ADMM for solving (19) . Input: the observed tensor O, the observed index set Ω, and parameters p < 1, ρ > 1, γ, λ, β 0 , and β max , the maximum number of iterations T .
2 while not converged do
Update Y t+1 by
10
Update X t+1 by
Update Z t+1 by
Update β t+1 by β t+1 = min (ηβ t , β max ) ;
13
Check the convergence conditions
14 t ← t + 1.
end Result:
The recovery tensor X * .
consecutive elements X t and X t+1 , we have
where inf F denotes the minimizer of the objective function F . The above theorem shows that Algorithm 1 converge to a critical point at the rate of O (1/T ).
Experiments
In this section, we perform numerical experiments on synthetic and real-world data sets to demonstrate the effectiveness of our proposed algorithm. Furthermore, the experimental results show the superiority of our method. Each experiment is repeated ten times, and the average results are reported. All experiments are implemented in Matlab on Windows 10 with Intel Xeon 2.8GHz CPU and 128GB memory.
Evaluation metrics
Let X , X * ∈ R I1×I2×I3 denote the underlying tensor and its recovery tensor (i.e., the output of the LRTC methods), respectively. The following metrics are chosen to evaluate the recovery performance of the LRTC algorithms. 1. Relative Square Error, denoted by RSE, is defined as:
2. Peak Signal-to-Noise Ratio, denoted by PSNR, is defined as:
3. Additionally, for the experiments on real-world data sets, another metric, SSIM, is defined as:
where X and X * denote the greyscale images for the original image and its recovery image, c 1 and c 2 are constants, µ X and µ X * denote the average values, while σ X and σ X * denote the standard deviation of X and X * , respectively, and σ XX * denote the covariance matrix between X and X * .
Parameter settings
The stopping criterion of the proposed algorithm is:
where the maximum number of iterations T is fixed at 1000, and the tolerance tol is fixed at 10 −4 . Moreover, with regard to the penalty parameter, it is initialized as 0.01, i.e., β 0 = 0.01, the step size is set to 1.1, and β max = 10 5 . Additionally, following the settings in [37] , γ 1 = 0.1, and ρ = 2. Furthermore, we investigate the effect of the p-value selection on the performance of the proposed method. For a given 100×100×20 tensor with the tensor tubal rank 5 (which can be generated with the method in synthetic data), we attempt to recover it from 20% sampling observations (i.e., the sampling rate sr = 0.2) to show the performance of our method with different p-values. In the experiments, we follow the above parameter settings and vary p in the range [−2, 0.9], and the step size is fixed at 0.1. Fig.2 shows the performance of the proposed method with different p-values.
As can be seen from Fig.2 , the performance tends to be stable when p ≤ −1. Meanwhile, the optimal performance is achieved. Therefore, we fix p = −1 in the rest of experiments.
Synthetic data
Data sets: As in [6, 34] , we assume that the tensor X ∈ R I1×I2×I3 with tubal rank r can be generated by a tensor product X = P * Q, where P ∈ R
I1×r×I3
and Q ∈ R r×I2×I3 are tensors with elements obtained independently from the N (0, 1) distribution. Three kinds of data sets are generated:
(i) We fix the tubal rank at 5 and consider the tensor X ∈ R I1×I2×I3 with I 1 = I 2 = I 3 = n that n varies in {50, 100, 150, 200}.
(ii) We fix I = 100 and consider the tensor X ∈ R I×I×I3 with I 3 varies in {20, 40, 60, 80, 100}. Moreover, the tensor tubal rank is also fixed at 5.
(iii) We consider the tensor X ∈ R I×I×I3 with I 3 (I = 100, I 3 = 20) with different tubal rank r varying in the range [10, 40] . Considering the first data set, we investigate the effect of different tensor size on the performance of the proposed method. The sampling rate is varied from 0.05 to 0.5, with a step size equaling 0.05. Results are shown in Fig.3(a) . Note that there exists a negative correlation between the tensor size and RSE. In particular, the underlying tensor can be recovered accurately with a much small sampling rate, when its size is large enough. In addition, for a fixed-size tensor, the RSE decreases monotonously with an increasing sampling rate. It is reasonable -the larger the number of observations is, the more information of the underlying tensor is obtained.
Furthermore, we study the influence of different I 3 on the recovery performance using the second data set. The sampling rate is varied from 0.05 to 0.5, with a step size equaling 0.05. Results are shown in Fig.3(b) . At the same sampling rate, it can be seen that a larger I 3 leads to a smaller RSE. This conclusion is similar to the discussion of small I 3 and large I 3 in [38] . Moreover, with an increasing sampling rate, RSEs decreases monotonously.
Considering the third data set, we investigate the effect of tubal rank on the recovery performance of the proposed method. The sampling rate is varied from 0.05 to 0.5, with a step size equaling 0.015. Furthermore, the PSNRs are normalized. Results are shown in Fig.4 , where white means the underlying tensor is recovered successfully while black indicates that the recovery failed. As can be seen, the recovery performance can be guaranteed as long as the tubal rank is relatively low and the sampling rate is relatively large. The numbers plotted on the above figure are fraction of successful recoveries within 10 random trials. The white and black areas means "succeed" and "fail", respectively. Here, the threshold between the two states is set to PSNR = 32dB.
Color image data
Data sets: Zhou et al. [30] point out that most natural images have low tubal rank structure, and following the experiment settings in [39] and [40] , we use four color images 1 to demonstrate the performance of the proposed method in this part. The four images (named lena, facade, baboon, and house, respectively) are resized to 256 × 256 × 3 tensor. A summary of these four images is reported in Fig.? ?.
Baseline: We compare the performance of the proposed algorithm with other state-of-the-art methods, including: i) smooth PARAFAC tensor completion (SPC) [40] which is CP-rank based method, ii) the tensor n-rank based methods, i.e., simultaneous tensor decomposition and completion (STDC) [25] , iii) the TT rank based methods, i.e., Tmac-TT [26] and tensor train stochastic gradient descent (TT-SGD) [34] , and iv) TNN [33] which is the tubal rank based method.
For each color image, we test the above mentioned LRTC methods with sampling rate equaling 0.1, 0.2, 0.3 and 0.4. Results are shown in Table 1 . As can be seen from Table 1 , the performance improvement is universal for an increasing sampling rate. In particular, our proposed method is generally superior to other state-of-the-arts. More precisely, in addition to the results of facade at sampling rate 0.1, our method achieves highest PSNR, SSIM and smallest RSE. For further visually compare the recovery performance of all methods, we show the recovered results for each color image in Fig.5 (the sampling rate is fixed at 0.2). Note that the recovered color images of our method are closer to the original images. The reason of our method can obtain better details of images than TNN is that the proposed p-TNN is a much tighter approximation of the 
Hyperspectral image data
Data sets: In this part, we use two public hyperspectral image data sets named Washington DC Mall (WDC Mall) and Pavia University (paviaU)
2 . The whole WDC Mall data set contains 1208 × 307 pixels and 191 spectral bands, which is from the hyperspectral digital imagery collection experiment. In the following experiments, it is resized to a 200 × 200 × 191 tensor. The whole paviaU data set is a 610 × 610 pixels and 103 spectral bands image, which is from Pavia University. In the rest experiments, it is resized to a 200 × 200 × 103 tensor. A visually summary is shown in Fig. 6 . Baseline: We compare the performance of the proposed algorithm with the same methods mentioned in color image experiments, i.e., SPC, STDC, Tmac-TT, TT-SGD, and TNN.
For the two hyperspectral images, we test the above mentioned LRTC methods with sampling rate equaling 0.1, 0.2, 0.3 and 0.4. Results are shown in Table  2 . We use only PSNR and RSE as the evaluation metrics here. Similarly, we can see that our method almost outperforms others. The improvement of average recovery performance is statistically significant. To further prove the superiority of our proposed method for hyperspectral image inpainting, we show the recovered results of all methods from 0.2 sampling observed images in Fig.6 , where only three slices of two data sets (the first three slices of WDC Mall and slices [60,61,62] of paviaU) are shown exemplarily. As can be seen from Fig.6 , compared with other methods, our proposed algorithm visually performs better recovery results.
Conclusion
In this paper, we address the problem of low-rank tensor completion. We propose a new definition of tensor p-shrinkage nuclear norm (p-TNN). The tightness property of p-TNN demonstrates that the proposed p-TNN is a tighter surrogate of tensor average rank than tensor nuclear norm (TNN). Therefore, we propose a novel LRTC model by employing our proposed p-TNN. In particular, the upper bound of recovery error for our LRTC model is further provided to show the underlying tensor can be recovered accurately. Accordingly, we develop an efficient algorithm by incorporating the adaptive momentum scheme. Subsequently, some theoretical analysis are provided from the aspects of complexity and convergence, respectively. The experimental results validate the superiority of our method over the state-of-the-arts.
However, there still several directions in future work. First, the experimental results show that further improvements are needed for the performance of our method at low sampling rate. Moreover, we will focus on the distributed version to apply it to massive data sets. 
