Abstract. Gauss quadrature is a popular approach to approximate the value of a desired integral determined by a measure with support on the real axis. Laurie proposed an (n + 1)-point quadrature rule that gives an error of the same magnitude and of opposite sign as the associated n-point Gauss quadrature rule for all polynomials of degree up to 2n + 1. This rule is referred to as an anti-Gauss rule. It is useful for the estimation of the error in the approximation of the desired integral furnished by the n-point Gauss rule. This paper describes a modification of the (n + 1)-point anti-Gauss rule, that has n + k nodes and gives an error of the same magnitude and of opposite sign as the associated n-point Gauss quadrature rule for all polynomials of degree up to 2n+2k −1 for some k > 1. We refer to this rule as a generalized anti-Gauss rule. An application to error estimation of matrix functionals is presented.
is defined for all polynomials f . We assume that all moments for polynomials f and g, and let {p j } j=0,1,2,... denote the sequence of monic orthogonal polynomials with respect to this inner product, i.e.,
where p j is of degree j with leading coefficient one. Let the function f be continuous on the convex hull of the support of the measure dµ. The n-point Gauss quadrature rule associated with dµ is of the form
f (x i )w i (1.3) and is characterized by the property that If = G n f ∀f ∈ P 2n−1 , (1. 4) where P 2n−1 denotes the set of all polynomials of degree at most 2n − 1.
The orthogonal polynomials p j satisfy a three-term recursion relation p 1 (x) = (x − a 0 )p 0 (x), p 0 (x) = 1, p i+1 (x) = (x − a i )p i (x) − b i p i−1 (x), i = 1, 2, . . . , (1.5) with b i > 0. The recursion relations for p 0 , p 1 , . . . , p n can be expressed as
. . .
. . . We note that the matrix J n can be symmetrized by a real diagonal similarity transformation. Denote the symmetrized tridiagonal matrix by T n . It is well known that the eigenvalues and the squares of the first components of the normalized eigenvectors of T n are the nodes and weights of the Gauss rule (1.3). They can be computed efficiently with the Golub-Welsch algorithm (see, e.g., [5, 6, 9] ) or by a method described by Laurie [15] . This paper is concerned with the following (n + k)-point quadrature rules for k ≥ 2. They generalize the (n + 1)-point anti-Gauss rule introduced by Laurie [14] , which is obtained when k = 1. Definition 1.1. The generalized anti-Gauss quadrature rule
is an (n + k)-point quadrature rule such that
For notational simplicity, we assume that the nodes are ordered according to
We can express (1.8) as
which shows that when the functional G (k) n+k exists, we may consider it an (n+k)-point Gauss quadrature rule associated with the functional 2I − G n . The latter functional is said to be quasi-definite if every leading k × k principal submatrix (for k = 1, 2, . . . ) of the infinite Hankel matrix
determined by the moments
is nonsingular; see, e.g., [3] . When the functional 2I − G n is quasi-definite, there is a unique family of monic orthogonal polynomials {π i } i=0,1,2,... associated with the bilinear form
where π j is of degree j and has leading coefficient one. If the polynomials π j exist, then they satisfy a three-term recursion relation
We can write the recursions for π 0 , π 1 , . . . , π n+k in the form
for n ≥ 2 and k ≥ 1. If all the subdiagonal entries β j are positive, then the matrix J (k) n+k can be symmetrized by a real diagonal similarity transformation to give a real symmetric tridiagonal matrix T (k) n+k . We assume this to be the case in the present section. The situation when some β j are negative is considered in Section 2. When all β j are positive, the eigenvalues and the squares of the first component of normalized eigenvectors of T (k) n+k are the nodes and weights, respectively, of the generalized antiGauss rule (1.7). They can be evaluated similarly as the nodes and weights of the Gauss rule (1.3).
When the nodes and weights of both the quadrature rules G n and G
(k)
n+k are desired, it can be attractive to compute them by a divide-and-conquer method. For instance, we may apply such a method to the symmetric tridiagonal matrix T n to first compute the nodes and weights of G n , then apply a divide-and-conquer method to compute the eigenvalues and first and last components of normalized eigenvectors of the trailing
n+k , and finally use a divide-and-conquer method to determine the eigenvalues and first components of normalized eigenvectors of T n+k ; see [2, 11] for discussions on divide-and-conquer methods.
The property (1.8) indicates that when the terms in an expansion of the error (I − G n )f in terms of the orthogonal polynomials p j decrease sufficiently quickly in magnitude, the values G n f and G 
This rule generalizes the average rule A (1) n+1 defined by Laurie [14] . When G n f and G
We will show in Section 3 that the average rule A (k) n+k integrates a larger set of polynomials exactly than G n and G 
The requirement for bracketing is weaker the larger k is. This is shown in Section 3. Pairs of Gauss and generalized anti-Gauss rules (with k > 1) may bracket If , when pairs of Gauss and (standard) anti-Gauss rules do not. We are therefore interested in investigating the existence and properties of generalized anti-Gauss rules.
This paper is organized as follows. Section 2 discusses the existence of generalized anti-Gauss rules and describes the entries of the matrix (1.13). Sufficient results for when pairs of Gauss and generalized anti-Gauss rules bracket the integral (1.1) are provided in Section 3. A few computed examples are presented in Section 4, and Section 5 contains concluding remarks.
Generalized anti-Gauss rules.
This section discusses the existence and properties of generalized anti-Gauss rules. We first review results for anti-Gauss rules (with k = 1) shown by Laurie [14] , and then turn to generalized anti-Gauss rules (with k > 1).
2.1. Anti-Gauss rules. We consider quadrature rules (1.8) for k = 1. It follows from (1.4) that
This relation together with (1.4) can be used to show that the recursion coefficients a j and b j of the polynomials p k and the recursion coefficients α j and β j of the polynomials π k satisfy
Therefore,
Further, α n = a n and β n = 2b n , and it follows that
Hence, we can easily determine J (1) n+1 from J n+1 ; we only have to multiply the (n+1, n)-entry of J n+1 by two.
The following properties of G 
Generalized anti-Gauss rules
n+k−1 . This subsection is concerned with the situation when k = 2. We derive explicit formulas for the coefficients α n+1 and β n+1 in the (n + 2)nd row and column of J (2) n+2 if they exist. Theorem 2.1. Assume that β n+1 = 0. Then the nontrivial entries in the last row of the matrix J (2) n+2 , defined by (1.13), are given by
Proof. We first show (2.3). The relation (2.1) and the fact that I(qp j ) = 0 for q ∈ P j−1 yield
Similarly, the three-term recurrence relation (1.12), the property (1.4), and the observation that G n (qp n ) = 0 for all polynomials q, yield
The relations (2.4) and (2.5), together with the fact that π n = p n , now give
This shows (2.3). We turn to (2.2). Similarly as above, we obtain
and
These identities yield
The right-hand side simplifies to (2.2).
When β n+1 > 0, the matrix J
n+2 is diagonally similar to a real symmetric tridiagonal matrix T (2) n+2 . The nodes and weights of the quadrature rule G Proof. In the case of Gegenbauer measures, we have that
. 2] shows that if the last diagonal entry of T (2) n+2 is smaller than x n , the largest node of G n , then T (2) n+2 has only one eigenvalue larger than x n and therefore at most one eigenvalue larger than b. Analogously, if the last diagonal entry of T (2) n+2 is larger than x 1 , the smallest node of G n , then T (2) n+2 has only one eigenvalue smaller than x 1 and therefore at most one eigenvalue smaller than a.
The inequality
Since G
n+1 is internal for the Gegenbauer measures dµ(
with α > 1/2 only the first and last nodes of G
n+2 might be external. Similarly, for the generalized Laguerre measures dµ(x) = x α e −x dx on [0, ∞) for α > 1 only the first node may be external.
We turn to the situation when β n+1 < 0. Then the matrix J
n+2 is not similar to a real tridiagonal matrix; instead it is similar to a complex symmetric tridiagonal matrix T (2) n+2 with one purely imaginary subdiagonal entry. We are particularly interested in the situation when T (2) n+2 has distinct eigenvalues, which are the nodes of G are real or appear in complex conjugate pairs. Formulas for the weights of G (2) n+2 are presented by Gragg [10] , and computational aspects of how to determine the nodes and weights are discussed in [1] .
Classical measures that yield β n+1 < 0 include the Gegenbauer measures dµ(x) = (1 − x 2 ) α dx for −1/2 < α < 1/2, and, in particular, the Legendre measure, which corresponds to α = 0.
We turn to the situation when β n+1 vanishes. This is the case for the Chebyshev measures. Then π n+1 , π n+1 = 0, which means that the functional 2I − G n is not quasi-definite on P n+1 . It is not straightforward to define the generalized anti-Gauss rule in this situation.
We finally remark that orthogonal polynomials and quadrature rules associated with indefinite measures on the real line arise in a variety of applications and are discussed in, e.g., [1, 4, 7, 10, 13, 16, 17] .
2.3. Generalized anti-Gauss rules, k = 3. We turn to the nontrivial entries α n+2 and β n+2 in the (n + 3)rd row and column of J n+3 , defined by (1.13), are given by
Proof. The coefficients are defined by
.
We note that the computations become more complex with increasing values of k in J (k)
n+k . In particular, they are more complicated in this proof than in the proof of Theorem 2.1. We first express π n+2 in terms of polynomials p j :
We obtain in the same manner as in Subsection 2.2,
The theorem now follows after some extensive, but not difficult, computations.
It is possible, but tedious, to compute the entries of the matrices J (k) n+k for k ≥ 4. The complexity of the coefficients α n+k and β n+k for k ≥ 3 makes it difficult to determine the location of the extreme eigenvalues of J (k) n+k . 3. Bracketing Gauss and generalized anti-Gauss rules. In this section, we express the integrand in terms of orthogonal polynomials,
where we assume that the coefficients η j converge to zero sufficiently rapidly so that the right-hand side furnishes a meaningful representation of f . Since
we have, in view of (1.4) and (1.10), that
We are interested in the situation when the terms η j G n p j and η j G (k) n+k p j decrease fairly rapidly to zero with increasing index j. Then the leading terms in the expansions (3.1) and (3.2) dominate the quadrature errors, i.e.,
where ≈ stands for "approximately equal to". Thus, the errors in G n f and G (k) n+k f are of opposite sign and of roughly the same magnitude. The average rule (1.14) satisfies
which shows that
Hence, the average rule is exact for polynomials of higher degree than the Gauss and generalized anti-Gauss rules that determine it; cf. (1.4) and (1.9). The following theorem provides some sufficient conditions for G n f and G (k) n+k f to bracket If . Theorem 3.1. Assume that the terms in all required expansions converge to zero sufficiently rapidly to make all manipulations above in this section well defined. Let
Proof. It follows from (3.1), (3.2) , and the assumptions of the theorem that
This shows (3.4) .
Assume for the moment that all terms η j G n p j and η j G (k) n+k p j are positive. Then the left-hand side of (3.3) decreases and the right-hand side of (3.3) increases as k is increased. It follows that there are functions f for which the inequality (3.3) does not hold for the (standard) anti-Gauss rule (k = 1), but holds for some generalized anti-Gauss rule with k > 1. However, we note that (3.4) may hold also when (3.3) is violated. 4. Computed examples. We illustrate the performance of the generalized antiGauss rules and their application to error estimation with a few examples. All computations were carried out in MATLAB with about 15 significant decimal digits.
Example 4.1. We would like to approximate
The exact value is If = 1 − e −10 . Let n ∈ {4, 6} and k ∈ {1, 2, 3} in the Gauss and generalized anti-Gauss rules (1.3) and (1.7), respectively. Table 4 .1 displays the errors in the Gauss, anti-Gauss, generalized anti-Gauss, and average quadrature rules. The table shows the Gauss rules and (standard and generalized) anti-Gauss rules to yield errors of opposite sign for all n and k. The average rules yield by far the best approximations of If . The generalized anti-Gauss rules for k = 2 have one pair of complex conjugate nodes. The other generalized anti-Gauss rules have real nodes only.
We are interested in applying generalized anti-Gauss rules G 
The value of the integral is about 33. Due to the singularities of the integrand close to the support of the measure, quadrature rules with a large number of nodes have to used to achieve fairly accurate approximations. Table 4 .2 is analogous to Example 4.3. This example discusses an application of generalized anti-Gauss rules to the evaluation of matrix functionals of the form
where A ∈ R m×m is a large symmetric matrix and v ∈ R m is a unit vector. The functional can be expressed as a Stieltjes integral
with a nondecreasing piecewise constant distribution function µ(x) with jumps at the eigenvalues of A. This can be seen by substituting the spectral factorization of A into (4.1). Golub and Meurant [8, 9] show that the application of n steps of the symmetric Lanczos process to the matrix A with initial vector v gives a symmetric tridiagonal matrix T n ∈ R n×n with positive subdiagonal entries, provided that n is chosen small enough. This is the generic situation. The nontrivial entries of T n are the recursion coefficients for the first n orthonormal polynomials associated with the measure dµ in (4.2). Note that T n is diagonally similar to a tridiagonal matrix of the form (1.6).
The matrix T n determines the Gauss rule G n associated with the measure dµ, and slight modifications of T n yield Gauss-Radau quadrature rules with a prescribed node. When derivatives of the integrand f do not change sign on the convex hull of the support of the measure dµ and the fixed node in the Gauss-Radau rule, Gauss and suitable Gauss-Radau rules can be used to bracket the functional (4.1). This is described in detail in [8, 9] . In situations when derivatives of f are not of constant sign, pairs of Gauss and generalized anti-Gauss rules can be applied to determine estimates of upper and lower bounds for (4.1). This is illustrated by the present example.
Let A = [a j,k ] ∈ R 1000×1000 be a symmetric tridiagonal Toeplitz matrix with a 1,1 = 0 and a 1,2 = 1, and let the vector v ∈ R 1000 have normally distributed random entries with zero mean, scaled to have unit Euclidean norm. Consider the integrand f (x) = e x 1 + x 2 . Table 4 .3 shows the Gauss rule G 5 f and the generalized anti-Gauss rules G (k) 5+k f , for k = 1, 2, 3, to give quadrature errors of opposite sign. All generalized anti-Gauss rules yield approximations of (4.1) that are smaller than the approximation determined by the Gauss rule G 5 , which is too large. The average quadrature rules yield the most accurate approximations of If . The errors in Table 4 .3 are close to the relative errors, because If ≈ 0.8166. 2 5. Conclusion. Laurie [14] introduced a class of quadrature rules, that he referred to as anti-Gauss rules, for the estimation of the error in associated Gaussian quadrature rules. However, it is difficult to determine during the computations whether pairs of Gauss and anti-Gauss rules bracket the integral. This paper provides extensions of anti-Gauss rules. If anti-Gauss and some extended anti-Gauss rules gives values that are all larger or all smaller than the approximation determined by the associated Gauss quadrature rule, then this indicates that the Gauss rule and anti-Gauss rules indeed may bracket the value of the integral. Several numerical examples demonstrate this behavior.
