Automatic number plate recognition (ANPR) systems have become widely used in safety, security, and commercial aspects. A typical ANPR system consists of three main stages: number plate localization (NPL), character segmentation (CS), and optical character recognition (OCR). In recent years, to provide a better recognition rate, high-definition (HD) cameras have started to be used. However, most known techniques for standard definition (SD) are not suitable for realtime HD image processing due to the computationally intensive cost of processing several-folds more of image pixels, particularly in the NPL stage. In this paper, algorithms suitable for hardware implementation for NPL and CS stages of an HD ANPR system are presented. Software implementation of the algorithms was carried on as a proof of concept, followed by hardware implementation on a heterogeneous system-on-chip (SoC) device that contains an ARM processor and a fieldprogrammable gate array (FPGA). Heterogeneous implementation of these stages has shown that this HD NPL algorithm can localize a number plate in 16.17 ms, with a success rate of 98.0%. The CS algorithm can then segment the detected plate in 0.59 ms, with a success rate of 99.05%. Both stages utilize only 21% of the available on-chip configurable logic blocks.
Introduction
Intelligent transportation systems (ITS) play a key role in modern-day infrastructure development, where government institutions and commercial organizations seek the use of advanced technology to improve safety, comfort, and quality of transportation systems. Automatic number plate recognition (ANPR) systems are an essential part of ITS, and a critical component in smart cities, especially for infrastructure applications such as access control, motorway road tolling, border control, identification of stolen cars, and traffic law enforcement. Its proven effectiveness in such applications made it a well-researched and a widely deployed solution for similar use cases.
Generally, an ANPR system consists of three main stages: number plate localization (NPL), character segmentation (CS), and optical character recognition (OCR). The NPL stage takes the input car image, localizes the NP within it, and sends it to the CS stage where the plate characters are segmented. The segmented number characters are then passed to the OCR stage to be recognized, where the final output is encoded text.
Recently, research in ANPR systems has moved to the use of high-definition (HD) images instead of standard definition (SD) images, since using HD images can improve the recognition rate of the system because it offers higher quality images. In addition, HD cameras cover wider street area in comparison with SD cameras, so a single camera can be used to cover several lanes at the Ali Al-Zawqari and Omar Hommos have equally contributed to this work. same time. These advantages come with the drop back of having an increasingly larger number of pixels to process, which leads to more processing time. Thus, HD images processing poses a challenge to meeting real-time processing requirements of ANPR systems [1] . This challenge holds especially for the NPL stage, as it is the most timeconsuming stage of the system [2] .
Furthermore, CS stage is important since degraded NP images are still a problem that increases segmentation errors in ANPR systems. This impact can be effectively reduced through combining proper methodologies. Moreover, correct segmentation can ease things in the OCR stage, leading to higher recognition rates in the OCR, and a better overall performance for the full system. A good CS algorithm must be able to segment characters out of reasonably degraded NPs, NPs that are under different illumination conditions, and rotated NPs that might get extracted from the images in the NPL stage.
The increasing complexity of ANPR algorithms and the high computational cost of image processing operations motivated the use of high-performance workstations and supercomputers as the target hardware platforms for such systems, especially when real-time processing is needed [3] . The need to use these hardware platforms leads to other issues related to high-power consumption, cost, and compactness [4] . This motivated researchers look for other platforms for ANPR implementation. These platforms include field-programmable gate arrays (FPGAs), digital signal processors (DSPs), hybrids of these different platforms, and heterogeneous system-on-chip (SoC) devices that host dissimilar system components on a single chip. The mentioned platforms are considered as a low-cost alternative for accelerating such computationally intensive task [5] .
In this paper, the proposed work focuses on the development and the hardware implementation of HD NPL and CS stages, with three main considerations in mind: realtime processing, high success rate, and low hardware utilization. MATLAB implementation of the proposed algorithm was used as a proof of concept prior to hardware implementation. This is part of a research work that aims at implementing the whole HD ANPR system on a single chip. The used hardware device is a heterogeneous SoC named Xilinx Ò Zynq-7000 All Programmable SoC. It contains both a programmable logic (PL) that is an FPGA, which is used to describe hardware architectures to accelerate computationally intensive blocks, and a processing system (PS) that is an ARM Ò Cortex-A9-based application processor, which is used to interact with peripherals, run embedded operating systems, or run specific system blocks [6] . This hardware platform will allow doing all the computations on a single chip that is cheap, power efficient, and compact in size, thus can be embedded in the camera itself, instead of having a separate processing unit.
The remaining sections of this paper are organized as follows: Sect. 2 reviews related work. Proposed algorithms for HD NPL and CS are present in Sects. 3, 4, respectively. Section 5 describes the hardware block design and its implementation on the Zynq SoC. Implementation results and discussion are present in Sect. 6. Section 7 concludes the paper.
Related work
This section begins with a discussion of previous NPL algorithms and implementations, followed by a similar discussion for the CS stage. The comparison of related work with this current work is present in Sect. 6.
As the field of FPGAs and DSPs has been evolving lately, researchers and engineers have been motivated to design, test, and implement their ANPR systems on such devices. Researchers in [5] were able to design an NPL system on hybrid DSP/FPGA platform. The DSP is the main unit where the processing was done, and the FPGA was used to buffer the video frames that are acquired from a video processor in the camera. This NPL uses a Viola-Jones detector, their results take 140 ms to process one frame of size 352 9 288, and out of 100 NPs; 96% were recognized.
Another group of researchers were able to develop an ANPR system on a DSP platform that processes a video stream in real time in [7] . Their system consists of three main stages: NPL, CS, and OCR where a Viola-Jones detector is used to detect NPs in the NPL stage. In addition, a tracker process is used to track and relate the detected plates between the different frames. Afterwards, the detected plates are passed to the recognition stage where the characters will be segmented first and recognized later by a classification process. Historical data are used to confirm the recognition process in a post-processing unit. The resolution of each frame is 352 9 288 and each frame is processed on its own. The obtained result is transmitted to the user in addition to a compressed image. The Viola-Jones and support vector machine classifiers were trained on a general purpose computer before applying them on the DSP platform. Two data sets were used. The former consists of 260 number plate images which is used for training purposes. The latter is a group of frames that are extracted from a video that were used to test the performance of the system. The system takes around 7.3 ms to localize an NP and 52.11 ms to process one frame on average.
In [8] , an FPGA-based NPL system was developed to detect NPs and measure their size. The size is used to calculate the distance between two vehicles in order to warn the drivers of the danger of collision. First, the algorithm converts a 24-bit RGB image to an 8-bit grayscale image, and then it converts the image to a binary image based on pixels' classification. Afterwards, each region in the image that has neighbouring pixels with the same colours labelled. Then, based on four conditions, the NP candidate regions in the image are located. Later, three more conditions are used to select the NP region. The image resolution is 256 9 256. The image is divided into 16 smaller images, each is 16 9 256, and the segments are processed in parallel. The system was simulated in software to prove the concept. The software implementation takes around 38.52 ms to process one image, whereas the hardware takes 9.25 ms only. The detection rate was found to be 87.7 and 84.1% during the day and night times, respectively.
In [9] , an improved algorithm for NPL stage was developed and implemented on FPGA. The NPL proposed algorithm consists of two main sub-stages: plate feature extraction, and selection of candidate plate regions. The first stage is based on morphological operations, where connected component analysis (CCA) is used to locate the plate in the image for the second stage. The algorithm was proposed to process SD images with a resolution of 640 9 480. Two different database sets were used for testing, one from the UK with 1000 images and another from Greece with 307 images. The UK database was divided into six different sets, whereas the Greek database was divided into three. Those sample sets differ in terms of distance and illumination conditions. First, NPL was implemented in MATLAB and results showed a success rate of 97.9 and 98% using the UK and Greece databases, respectively. Thereafter, it was implemented on FPGA, showing a success rate of 97.7 and 98% using the UK and Greece databases, respectively. About 33% of the FPGA resources were required to implement this proposed architecture, while being able to localize an NP in 4.7 ms.
The most recent work on NPL presented in [10] uses a two-stage approach. First, a weak Sparse Network of Winnows (SNoW) learning architecture extracts a set of candidate regions that are then passed to a strong convolutional neural network (CNN) classifier that determines the number plate. An interesting take on this work is that it further includes a classifier that analysis failed images (where no plate could be found) to determine reason of failure; whether NP is too bright, NP is too dark, NP not present, or vehicle not present. Software implementation only of the proposed algorithm has been performed. No hardware implementation is presented as running complicated networks like large CNNs on hardware is resource demanding and is still in early research stages.
The CS stage, due to its importance as part of an ANPR system, has been a topic of research for several years now.
Researchers aim to develop efficient segmentation algorithms in order to increase the segmentation rate and processing time. CS is an important stage where each character is fully isolated before applying OCR. In fact, most errors in any ANPR system are not due to NPL or OCR stages, but due to character segmentation [11] . In recent years, improved or modified CS techniques have been developed in order to overcome the noisy NP images (e.g. uneven illumination, inclined NP, and connected plate characters) [12] . The methods that are commonly used in the CS stage are divided into three main categories: projections and binary algorithms, contours tracking algorithms, and classifier-based algorithms [13] .
The most commonly used CS algorithm is the one based on the projections of NP pixels [12] . The idea of this algorithm is to obtain the vertical and horizontal projections, and based on the projection histograms, the characters can be segmented. The proposed algorithm in [12] was implemented using the Mentor Graphics RC240 FPGA development board equipped with a 4M-Gate Xilinx Virtex-4 LX40. It is capable of processing one image in 0.2-1.4 ms with a success rate of 97.7% and was tested using a database of 1000 binary UK NPs with varying resolutions. The work in [14] presents a video processing methodology for an FPGA-based ANPR system. The pixel projection method was applied in the CS stage, but to improve the segmentation results, an adjustment to the critical point finding method was carried out. The updated CS algorithm works directly with the OCR stage and relies on continuous sweeping of the threshold point until enough NP character regions are segmented (7 characters for that NP).
Another method for CS that falls under the same category is CCA. This method was used in [15] . It is based on a set of geometric measurements that need to be calculated and compared with some conditions to extract the characters. This way, characters can be extracted even if the NP is rotated, but it requires each character to be fully connected and isolated from all other characters. CCA method must be applied only to the binary images. Therefore, an NP binarization stage is required.
The work in [16] presents a combination of the projection method and CCA. This combination has the ability of segmenting characters that consist of multiple line segments, e.g. Chinese or Korean alphabets. It uses CCA as a primary way of segmenting, and pixel projection for the second-stage processing, in case a failure in segmentation occurred.
The second category of CS algorithms is contour tracking. In [17] , the contour curve of each character was extracted into four and eight directions by using 2 Â 2 and 3 Â 3 masks, respectively. The NP will be then divided into two parts using density-indicating histogram for y-axis direction. This algorithm is capable of segmenting broken characters.
The third category for CS is based on classifier networks. The method proposed in [18] was developed for CS in NP video sequences. This algorithm is based on the extraction of characters as a Markov random field (MRF), where previous knowledge of NP is used to maximize a posteriori probability. The method presented in [13] uses prior knowledge of the number of characters in the NP with equally width segmentation. Nevertheless, the width of the NP characters is normally unknown as the characters can vary from an NP to another and inclined NPs can affect the width of the characters. The work in [19] implements a CS algorithm on TI C64 DSP. The characters on target NPs are black over a white background. The method relies on region-growing, seeded with the lowest intensity values. The region descriptor of histogram, compactness, and other features is incrementally computed, and is then classified using a support vector machine.
Proposed HD NPL algorithm
As discussed in the previous section, many NPL algorithms have been proposed. However, moving from SD to HD images severely affects the time performance of most of these algorithms, as a huge amount of data must be processed while those algorithms are not tailored to deal with this large amount of pixels. The used algorithm for this HD NPL stage has been proposed by the authors in [20] . First of all, an HD-to-SD image resize operation is used to reduce the amount of pixels in the image. The selected HD resolution, which is 960 9 720, has 2.5 times more pixels than the SD image with the resolution of 640 9 480. This substantial decrease in pixels increases processing time and decreases the hardware utilization on the PL. Afterwards, an SD NPL algorithm that was developed with hardware compatibility in mind is used to localize the plate. After NP localization has been achieved with SD image, coordinates transformation is done to specify its location in the HD image.
As for the SD NPL algorithm, it is mainly based on morphological operations and CCA [20] and is illustrated in Fig. 2 . The image is first converted into grayscale to reduce the required amount of processed information. Morphological operations are then used for feature extraction. They are applied as a lightweight alternative to edge detectors, and work as follows: first, an image open operation is performed on the grayscale image, using a structural element (SE) with a shape similar to the number plate. An SE of size 3 Â 30 was found to be satisfactory. The result is a blurred grayscale image, with maximum blur occurring in the NP region (as the SE shape depicts that of the NP). Subtracting the blurred image from the grayscale image will result in a new grayscale image that contains high white-edge density around the plate region. This image is called the highlighted plate region image. It is then binarized at using fixed threshold to obtain a binary image. An image open operation with a small SE is used to clean up noise pixels. A following image close operation is then applied to fuse the edges and create an image with white components (sometimes called blobs) on a black background. This image is passed to a CCA algorithm that labels every white component using 4-connectivity method.
For each labelled component, specific geometrical properties are calculated, i.e. width, height, width/height ratio, and the number of white pixels of a component normalized to its area (width 9 height). Those are then compared against some pre-specified geometrical conditions that enable selecting the character components out of all white image components. When the NP location is determined, and using simple coordinate transformation operations, the location of the NP in the HD image can be specified. The HD NP image can then be passed to the following stages [20] .
A modification to the algorithm has been applied and explained in the following section. This modified algorithm was implemented and tested using MATLAB, as a proof of concept, with 958 front-view HD images. [20] shown a success rate of 98% and can detect an HD NP in 32.48 ms.
Proposed character segmentation algorithm
As discussed previously, a good segmentation algorithm is essential for the next OCR stage, and thus for the overall performance of the system. Furthermore, NPs taken from HD images would have a larger area, thus a good algorithm needs to take advantage of that to increase the recognition rate without affecting the time performance. The algorithm for this hardware CS implementation has been proposed by the authors in [20] . Some modifications have been added to make it more hardware-compatible. Figure 3 shows the block diagram of the proposed algorithm. First of all, a mean-based adaptive binarization process is applied to the input NP image. This process adaptively binarizes the image based on the calculated mean and is explained thoroughly in a moment. Afterwards, an 8-connectivity CCA is applied to extract the character components out of all available white components in the binarized NP. Image close operations are applied throughout the process to connect any broken NP characters, and to enhance the segmented characters before sending them to the OCR stage. Figure 4 shows an example of an input NP, the adaptive binarization output, and segmented NP characters. The adaptive threshold operation allows better binarization of NPs that are under uneven illumination, in shadow, or extracted from images captured at night. This boosts CS stage performance significantly, especially when the complexity of real-world car images is taken into consideration.
To perform adaptive binarization, a square window of size w Â w scans the NP, where each pixel becomes the centre of that window once. At that instance, the mean of the pixels that fall under the window is calculated, the local threshold T B ðx; yÞ for that point is then obtained by:
where Dt is the threshold offset, which is used for threshold adjustment. This threshold is then used to binarize image pixels that belong to the window. In this algorithm, w and Dt were adjusted based on experimental results. A value of 10 for Dt was found to have the best experimental results, while a window size w ¼ 9 was found to be good [20] . Following adaptive binarization, a 2 Â 1 image close operation is used to fuse any disconnected NP characters, e.g. characters that are split because the NP is damaged or because of a shadow line over the NP in the image. Results are shown in Fig. 5 .
Afterwards, CCA is computed. First, an 8-connectivity method is used to group all the white pixels in the previous binary NP image, meaning that when two adjoining pixels are high ''1'' (whether they are connected horizontally, vertically, or diagonally), they are a part of the same white component. All components are labelled. A loop afterwards checks the labelled components one by one, calculates some specific geometrical parameters for each component like the width, height, area, and the perimeter (the length of the region boundary) of that component, and compares it to a set of defined geometrical conditions. If the component meets those conditions, then it is a number character. Number characters can be enhanced furthermore, depending on the utilized OCR stage, by performing a 3 Â 2 image close operation. This fills any holes inside the character and enhances the general shape of the segmented character. Results are shown in Fig. 6 .
More elaborate description and analysis of the algorithm, along with many more descriptive figures, can be found in [20] . A review and more details about the used image processing operations can be found in [21, 22] .
Hardware block design
The Zedboard [23] was the selected hardware development platform for HD NPL. This platform is equipped with the Zynq-7000 All Programmable SoC, a heterogeneous chip that combines the software programmability of a dual-core ARM Cortex-A9-based PS, with the hardware programmability of the PL that is an FPGA [6] . This enables exploiting parallelism in the PL fabric for computationally intensive tasks, while the PS is busy doing other simple tasks. Furthermore, many systems that utilize FPGAs require implementing a soft-core processor in the fabric for specific tasks, e.g. communicating with peripherals, or tasks with a high degree of flexibility [24] . Hard-core processors can run at a frequency higher than that of the PL fabric, so having it besides the PL on a single chip with the ability to exchange the data between those two components is beneficial in terms of speed. In addition, it facilitates using some tools that already exist for hard-core processors, such as embedded operating systems or some other design tools.
To identify what to run on the PL or on the PS, the full HD NPL and CS stages will be run on the PS in order to test and time analyse different blocks of the algorithm. The most time-consuming operations will then be moved to PL.
The OpenCV library was used to run the stages on the PS. This library functions are highly optimized for realtime applications. To run the OpenCV library, an operating system has to be installed on the PS, as it requires some high-level system functions. The OpenCV library was compiled keeping in mind that the PS hardware includes NEON media-processing engine, and a vector floatingpoint unit (VFPU).
Linaro [25] , a distribution that is based on Ubuntu Linux-based operating system, and ported especially for ARM embedded system applications, was installed on the Zedboard. In Table 1 , the results for timing calculations are for different sections of the stages running on Linaro, and a comparison of results with the same sections running on Ubuntu. Note that Ubuntu was running on a virtual machine on a desktop computer with Windows operating system. The settings of the virtual machine were chosen to allow a maximum of 1 GHz of the processing power, similar to the CPU frequency of the PS.
HD NPL results show that image resizing and morphological operations are time-consuming when they run on the PS, which causes a serious degradation in the overall performance. Both operations can be performed at a much faster rate when implemented in the fabric by exploiting the hardware flexibility of the PL, and the ability to run operations in a pipelined manner. Based on this, those operations will be moved to the PL, while the CCA will remain on the PS. This takes into consideration the heterogeneous properties of this platform, as it allows accelerating the slow blocks, while other fast blocks of the system can be run and implemented on the PS using already available functions and tools.
CS results show that the adaptive threshold operation is relatively time-consuming when it is run on the PS, so it has been moved to the PL, along with the image close operation that can be easily implemented there. Both operations can be performed at a much faster rate when implemented in the fabric by exploiting the hardware flexibility of the PL, and the ability to run operations in a pipelined and parallel manner. The CCA will remain on the PS. This takes into consideration the heterogeneous properties of this platform, as it allows accelerating the slow blocks, while other fast blocks of the system can be run and implemented on the PS using already available functions and tools. Figure 7 shows the proposed hardware architecture for both stages. PL blocks design will be discussed in the coming subsections.
Interconnecting hardware blocks
In the Zynq SoC, AMBA Ò ARM AXI-based protocols are used to interconnect the PS and the PL sides. It specifically uses the second version of AXI, AXI4. Direct memory access (DMA) protocol allows using the shared memory between the PS and the PL to move data back and forth. The video direct memory access (VDMA) engine provides a high-bandwidth solution for transferring large data such as videos or images and is widely used in implementing image processing blocks or data filters [6] . This will be used to connect the PL and the PS blocks of this system. AXI VDMA latency does not exceed several cycles on its read and write channels. For a data width of 32 bits, VDMA throughput is equal to 96 frames per second [6] . This measure was done using standard 960 9 720 HD frames on hardware. Based on this, transfer speed is about 6.3 megapixels/s, and about 10.4 ms to transfer a full HD frame from memory to the PL or PS, or vice versa. The pipelined hardware design allows the processing to start once a pixel arrives, and owing to the dual-port memory available on the board, the transfer destination will not have to wait for the full frame to arrive. This will save on 
HD NPL PL hardware block design and performance
This block includes image resizing and all morphological operations performed in HD NPL. MATLAB testing results have shown that this block consumes about 2/3 of the total HD NPL stage time [20] , and as the HD NPL stage is the most time-consuming stage of an ANPR system [2] , the performance of this block is essential. Figure 8 shows the block diagram of the operations inside this hardware block. It includes the operations used for feature extraction as in [20] with a modification for hardware purposes that will be explained later. The proposed hardware block has been synthesized using Xilinx Vivado high-level synthesis (HLS), which facilitates HLS creation of PL blocks [6] . Several HLS libraries are provided by Xilinx, including Vivado HLS video library [6] . All functions needed in this block are included in the library. Vivado HLS, with the support of its libraries, alleviates most of the work needed to create highly optimized FPGA RTL implementations. It also provides different optimization techniques that can be applied and tuned by the user to maximize the hardware performance. These techniques are applied and tuned through directive pragmas and include loop flattening, pipelining (to reduce initiation intervals), array mapping (combines multiple smaller arrays into a single large array to help reduce BRAM resources), dataflow, and much more [6] . Each optimization technique requires a set of rules to be applied in order to be used, like eliminating inter-loop data dependencies, or eliminating conditional executions, and non-existence of feedback between tasks. Performing HLS will generate a final RTL implementation that follows criterion specified by the user on a high level, without worrying about low-level details like FIFO, BRAM, and DSP architectures.
Dataflow directive was used to allow pipelining between functions inside this PL block. It enables task-level pipelining, allowing functions to overlap in their operation, and increasing concurrency of the Vivado-generated RTL implementation. Figure 9 shows an example of how the dataflow directive pragma operates. Once an input pixel is processed by a function (e.g. grayscaling), the resultant output pixel is immediately passed to the next operation (e.g. resizing) for processing. Meaning that a pixel stream is always flowing through all blocks, where each two consecutive blocks are connected by what is called a hardware ''channel'' or ''stream''. In all, each block does not have to wait for the full image output from the previous block, but rather takes an output pixel from the previous block as its input as soon as it is ready. This increases the overall throughput of the design [6] .
When working with dataflow, careful consideration of each function's initiation and latency should be taken. Vivado automatically optimizes function initiation intervals, such as each system block is initiated as fast as possible, and a block starts its operations as soon as its input data are available. However, each functional block has its own latency, which is the time needed to produce the first pixel output, upon receiving the first pixel input. This might create an issue if correct buffering is not applied at Table 2 shows the performance estimates of the optimized design, with a total of 8.09 ms at a clock period of 11.12 ns, in addition to showing the results for the nonoptimized design, which is 7.3 times slower. Table 3 shows detailed utilization estimates of this design, and with enough resources left to implement other stages of ANPR system on the PL. The DSP48E slices utilization was mainly due to the resize and the colour conversion operations, with 16 slices used in the first, and the other 3 used in the latter. About 56% of the LUT utilization (4665 LUTs) was in the resize operation, as the Vivado HLS resize function uses bilinear interpolation, which is somehow costly in area in comparison with other simpler resize methods such as the nearest neighbourhood, i.e. the function uses many large size fixed-point operations which is also the reason behind its high contribution to the flip-flops (FF) and DSP48E slices consumption. BRAM utilization was mainly due to the morphological operations, with 3 BRAMs used for each of the six erosion or dilation operations. The other category includes 322 LUTs and 272 FFs used for interfacing, i.e. I/O format conversion. A duplicate of the resized image stream must be conserved to be used later in image subtraction. The conservation was done by increasing the depth of the first-in first-out (FIFO) used to model the stream. This high-depth FIFO consumed 177 LUTs, 70 FFs, and 2 BRAMs. A total of 1039 LUTs and 281 FFs were used for all implemented FIFOs.
In case dataflow optimization was not applied, each stage would have to finish processing a full image before passing output pixels to the next stage. This decreases performance by 7.3 times as seen in Table 2 ; a quite inadequate result keeping in mind this only saves a fraction of fabric area. Utilization savings were in the form of two BRAMs, 1% in LUT count, and even less in FF count, which are the resources used to allow pipelined interconnects (the streams) between blocks. Utilization estimates are shown in Table 4 . Note that even without dataflow optimization, thus with inter-block pipelining disabled, each block used by itself is highly optimized, i.e. optimization directives such as loop unroll are applied within the same block, as they were ready functions available from Xilinx in this way and used directly without any modifications.
Referring back to Fig. 7 , performing image resize before colour conversion, as is designed in [20] and shown in Fig. 2 , will yield the same final output while keeping the total latency the same. Yet, this will cause a significant increase in PL area utilization, especially the DSP48E slices. This is because in comparison with grayscale images Performance can be improved a little bit and utilization can be decreased vastly by implementing a nearest-neighbourhood resize function that is simpler and uses less resources. However, with plenty of PL area still available, improvement in performance is not worth the engineering time at this stage.
CS PL hardware block design and performance
This block is essential in the CS stage, as it is what gives the CS algorithm the agility to process plates that are under various illumination conditions and includes the adaptive threshold and the image close operations performed in CS. PS testing results have shown that this block consumes about 60% of the total CS stage time, so a good improvement in this stage, with plenty of PL area available to implement all system stages, the prospective improvement will improve the overall system performance by increasing the number of frames to be processed per second. Figure 10 shows the block diagram of the operations inside this hardware block. Adaptive threshold was implemented by applying an average filter to the image, subtracting the offset factor from all pixels, and then comparing the resultant image with the original image. Image averaging is done using two steps: first of all, a kernel of size w Â w with all elements equal to 1 is convoluted with the image. Afterwards, each pixel of the output image stream is divided by w 2 using integer division which discards the fractional part (remainder) of the result. The resultant value will be compared to a grayscale image where pixels take integer values and by discarding the fraction it will have no effect on the resultant image, while achieving better performance and utilization, as no floating-point operators are used. This allows the implementation of an averaging filter with minimum latency. The output stream is then processed by the next stage.
The proposed hardware block has been synthesized using Vivado HLS. All functions needed in this block are included in this Video HLS library. Dataflow directive was used to allow pipelining between functions inside this PL block, exactly as described in the previous subsection. Table 5 shows the performance estimates of this design, with a total of 0.08 ms at a clock period of 8.75 ns. It further shows a comparison of time performance results, with and without using the dataflow optimization directive. Table 6 shows an overview of the utilization estimates of this stage for the optimized and non-optimized versions of the block. All results show high performance and low utilization for the hardware design.
Detailed utilization estimates of the optimized version of this design are shown in Table 7 . Kernel convolution was the most resource hungry operation, due to the relatively large size of the window, i.e. w ¼ 8. The remaining operations have low utilization in general. The ''other'' category includes four BRAMs used to buffer the grayscale image stream that was reserved to be used later in the image comparison operation. It also includes resources used for interfacing, i.e. block I/O format conversion, and for FIFO and registers implementation. As for the window size, it was found in [20] that w ¼ 9 and Dt ¼ 10 are the most fitting parameters for the current database. However, to reduce hardware utilization, the window size was set to w ¼ 8 while the threshold adjustment constant was increased to Dt ¼ 15. The final results are the same.
The output of this block is sent to the PS for the CCA. Afterwards, the segmented number characters may undergo the second morphological close operation if needed, before being passed to the OCR stage.
Implementation results and discussion
The performance of a stage as a part of the ANPR system can be divided into three categories: success rate, time performance, and overall hardware utilization.
For each of the NPL and CS stages, the success rate is first discussed with sample outputs from both software and hardware implementations, and the reflection of software testing on hardware results. Afterwards, performance estimates for both software and hardware implementations are presented. Comparison of results with the related work is then discussed.
The algorithm proposed for the NPL stage was first implemented and tested using MATLAB, as a proof of concept, and two image databases. The two databases include HD images for cars with Qatari NPs taken under different weather and light conditions. The first database consists of 111 HD images, which was collected by the authors using digital cameras, includes both frontal and rear view images. The database used for early stage testing and development. The second database, which consists of 958 frontal-view HD images was given by the security services at Qatar University and taken from different HD cameras installed at the university gates. This database was used for the final testing, as it includes images from a reallife deployed security system. Each of the security system cameras, depending on its distance from the passing cars, take images that have far view or near view of the car. The images also include different illumination conditions which are sunny view, under-shadow view, and night view. Table 8 shows NPL testing results, which are discussed in terms of different sets in order to test the reliability of the stage under different view conditions. Figure 11a -c illustrates the conditions in these sets with samples taken from the second database, showing car images of daylight far, shadow near, and night views, respectively. The NPs in Fig. 11 have been hidden for privacy reasons.
Results show that NPs can be identified and localized under different illumination conditions and for cars at different distances from the camera. Test images include Results have shown that this algorithm has a success rate of 99.5% per plate (with Qatari NPs having 3-6 number characters per plate). Its software implementation is capable of segmenting an NP that is cropped from an HD image in 16.4 ms. The ''per plate'' successful segmentation rate shows how many NPs were segmented correctly. This rate reflects on the performance of this stage as a part of the full ANPR system.
Results show that this algorithm can segment irrespectively of the illumination conditions of the NP, whether under sunlight, shadow, or from night view cameras. Furthermore, due to the way it is tailored, this algorithm can also segment characters in rotated NP. This is important as no NP adjustment or rotation stages are needed before this CS stage. Detailed CS results for each set are shown in Table 9 . Results are shown per plate, i.e. how many NPs were fully segmented correctly. A mistake in the segmentation of one character deems the whole plate as a failed sample. This shows the contribution of the CS stage as a part of the entire system.
To reflect on and understand the effect of moving from software to hardware implementation on the recognition rate, sample outputs of the MATLAB, OpenCV, and the implemented PL block of the HD NPL morphological operations sub-stage are shown in Fig. 12a -c, respectively.
Sample outputs from the MATLAB, OpenCV, and the implemented PL block of the CS stage are also shown in Fig. 13a -c, respectively.
From these samples and another good amount of randomly selected samples, it can be seen that outputs of all used platforms are quite similar. Furthermore, as the used CCA algorithm is exactly the same in both software and hardware, its output should be the same. This gives the estimation that the hardware recognition rate is equal to the software. A worst-case scenario would be needing some very simple fine tuning of the binarization threshold in the morphology block of HD NPL, or adjusting the CCA geometrical selection conditions a little bit on the hardware side, and this does not affect the hardware recognition rate.
Most related work focuses only on either NPL or CS algorithms. Therefore, for the sake of thorough comparison, results will be discussed and compared separately. Table 10 shows a comparison between the implemented HD NPL system and other NPL systems. The total time this stage takes to process one HD image is equal to the addition of processing times on both the PL and the PS, which is equal to: 
Total processing time may look slightly higher in comparison with other FPGA-only systems. This is because CCA implementation on the PL is faster than the PS. However, using the PS comes with other extra advantages such as being able to easily tune and modify the geometrical selection conditions, or add different selection parameters, e.g. contour, centroid, for further improvements for this system, or when porting the basic principles and algorithms of this system to other image processing applications such as object detection and classification.
Advantages also include leaving more space for implementation of other system components on the PL, and having a much faster system development time without sacrificing the real-time constrain of processing a full frame in under 40 ms. Direct comparison with the work in [10] is difficult due to the way they reported their performance. However, they report an NP localization rate of 97%. The time to run their complete ANPR system on a machine with Xeon 95650 processor and a GTX570 GPU is reported as 2 s. Same way of calculating execution time applies for the CS stage, which equals to:
This is about 61% of the total processing time of the stage that is running solely on the PS.
Comparison of success rate and time performance results with other software-based and hardware-based systems is shown in Table 11 . This system exceeded all other systems in terms of both speed and segmentation rate. Higher segmentation rate is owed to having the NPs cropped from HD images, and thus having a higher resolution for the NP with higher probability of having more empty space around the character with the character itself covering more pixels. This helps solve the downfalls that other systems faced like small spaces separating the characters, and not having enough character pixels in the NP image when the character is damaged, which increases the probability of error. Overcoming these downfalls is what motivated this research that covers HD ANPR systems. The nature of Qatari NPs also helped achieve such high performance for this simple CS algorithm, as all potential characters in an NP are connected characters. It is worth noting that the ''resolution'' column in the table refers to the resolution of the images that the NPs were extracted from, or in other words, the resolution of the images of that fully implemented ANPR system.
In all, segmented NP characters can be extracted from a car image in 16:17 þ 0:59 ¼ 16:76 ms. This is performed with a success rate of:
Overall hardware utilization results for the two implemented stages of the system are shown in Table 12 .
This work was implemented on a Zedboard, a development board that contains the chip Zynq-7020 from the Zynq-7000 SoC family. Zynq-7020 PL includes 6650 configurable logic blocks (CLBs). Each CLB includes eight LUTs and 16 FFs. In all, total CLB utilization for the two Resolution HD, 960 9 720 SD, 640 9 480 256 9 256 352 9 288 HD, 960 9 720 SD, 768 9 512 NA stages is 1376, or approximately 21%. This leaves plenty of area to any remaining stages or sub-stages that will be implemented on the PL for the OCR stage, or for other deployment-related issues of the ANPR system. Hardware utilization of this NPL stage is somehow similar to that of [10] . It consumes 85% less than [8] for LUTs and FFs, and 75% BRAMS. This is mainly an outcome of heavily using the available DSP units in the implemented design, and to having some parts of the system running on the PS. DSP usage in [8] and [10] is not reported. Comparison of hardware utilization of the CS stage can be performed with the previous work in [12] . The design in [12] occupied 2100 slices, 3011 LUTs, 2 BRAMs and 1 DSP48s, where each CLB in Virtex-4 FPGA contains four slices, eight LUTs, and eight FFs. Proposed design uses much less FFs, slightly less LUTs, no DSP48Es, but much more BRAM. BRAM usage was determined by Vivado as what the routing strategy believed was fastest. This can be controlled using optimization flags (Array_Map to reduce consumption, Array_Partition to increase processing speed). As BRAM resources are still plenty, no reduction in their count was applied. Reduction in resource utilization in this comparison can mainly be attributed to performing CCA on the PS. Power consumption statistics are shown in Table 13 . They were estimated using Vivado design tools. Static power consumption is caused by transistor leakage current and depends primarily on the chip manufacturing technology. Dynamic power consumption is primarily caused by transistor switching actions. It depends on the switching frequency and the chip area utilization (thus design complexity). The PS has the highest contribution to the power consumption, given its complexity and high running frequency. PL power consumption is minimal. The contribution of each stage to the overall power consumption can be approximated by observing percentage utilization of each stage, shown in Tables III and VI. The HD NPL PL block consumes 4 times more power than that of the CS PL block. Previous work on NPL in [9] and on CS in [12] contains power usage statistics of the implemented stages on FPGA. However, comparison with their results is not possible due to the distinct nature of the used platforms.
Conclusion
In this paper, algorithms for the NPL and CS stages of an HD ANPR system have been developed, implemented on hardware, and tested. The importance of this work lies in presenting algorithms that are designed specially to process HD car images, in addition to being fast and efficient for hardware implementation. MATLAB implementation for both algorithms has been used as a proof of concept. Zynq-7000 heterogeneous SoC device has been used for hardware implementation. Two databases, which include Qatari NPs taken under different weather and light conditions, have been used for testing. Obtained results show that both proposed algorithms outperform existing work in terms of recognition rate and implementation flexibility. The use of HD images improved the performance of the CS stage, without having an impact on the overall processing speed.
Hardware utilization of both stages is considerably low, despite them being optimized primarily for speed. This leaves a lot of free fabric area available for any upcoming system components. Achieving such good performance and utilization using Vivado HLS shows the increase in quality of auto-synthesized RTL implementations, quickly approaching those manually written using a hardware description language. This is part of an ongoing research that aims to implement the entire HD ANPR system on an SoC, where parallelism will be exploited in the hardware implementation of the proposed algorithms to meet the real-time requirements of the system. 
