We consider subregion complexity within the AdS 3 /CFT 2 correspondence. We rewrite the volume proposal, according to which the complexity of a reduced density matrix is given by the spacetime volume contained inside the associated Ryu-Takayanagi (RT) surface, in terms of an integral over the curvature. Using the Gauss-Bonnet theorem we evaluate this quantity for general entangling regions and temperature. In particular, we find that the discontinuity that occurs under a change in the RT surface is given by a fixed topological contribution, independent of the temperature or details of the entangling region. We offer a definition and interpretation of subregion complexity in the context of tensor networks, and show numerically that it reproduces the qualitative features of the holographic computation in the case of a random tensor network using its relation to the Ising model. Finally, we give a prescription for computing subregion complexity directly in CFT using the kinematic space formalism, and use it to reproduce some of our explicit gravity results obtained at zero temperature. We thus obtain a concrete matching of results for subregion complexity between the gravity and tensor network approaches, as well as a CFT prescription.
I. INTRODUCTION
Since the proposal of Ryu and Takayanagi [1, 2] that entanglement entropy in a holographic conformal field theory (CFT) is measured by the area of minimal surfaces in asymptotically AdS spacetimes, the connection between the AdS/CFT correspondence [3] and quantum information has seen many exciting developments. In recent years, these ideas have found applications ranging from tensor networks [4] and quantum error correcting codes [5, 6] to the emergence of spacetime [7] .
One research topic that is receiving increasing attention is the notion of complexity [8] .
Roughly speaking, the complexity of a pure quantum state is the minimal number of gates of any quantum circuit built from a fixed set of gates that produces this state from a given reference state. Complexity was first studied within the framework of the AdS/CFT correspondence in the context of time-dependent thermal state complexity, which was proposed to be dual either to the volume of the Einstein-Rosen bridge [9] , or the action of a WheelerDeWitt patch [10] . Recently, additional insight has been gained into both proposals from more detailed holographic studies [11] [12] [13] .
The present paper is concerned with the subregion complexity of the reduced density matrix of a finite subregion A. While the area of the Ryu-Takayanagi (RT) surface γ RT of A is known to give the entanglement entropy of A [1] , it was proposed in [14] [15] [16] that the subregion complexity should correspond to the volume of the co-dimension 1 region Σ enclosed by γ RT and the cutoff surface ( fig. 1 ). Other recent proposals relate bulk volumes to Fisher information [17] and fidelity susceptibility [18] [19] [20] [21] .
The particular object of study of this work is the behavior of subregion complexity in AdS 3 /CFT 2 . We study a slightly different quantity than [14] : we define the subregion complexity of A to be the integral over Σ of the scalar curvature R,
The minus sign accounts for the negative curvature of asymptotically AdS spaces.
The examples studied in the present work have constant spatial curvature, so that our definition coincides with the proposal in [14] . However, the definition in (1) has several advantages. On the one hand, it is particularly natural in AdS 3 , as the resulting quantity is dimensionless without introducing an ad hoc scale. On the other hand, we will see below that, due to the appearance of Σ R in the Gauss-Bonnet theorem, the quantities of primary interest to us are determined purely by topological data. For this reason we may refer to the subregion complexity as defined by (1) as topological complexity. Finally, the idea of defining the subregion complexity as an integral over a local complexity density proportional to the scalar curvature is conceptually interesting on its own.
The aim of this article is to develop and compare three complementary points of view on subregion complexity in AdS 3 /CFT 2 : within gravity, using tensor networks, and its computation using CFT quantities. Our approach has two main foci. The first is the study of transitions and temperature dependence of subregion complexity from both the point of view of gravity and of tensor networks. On the gravity side, the Gauss-Bonnet theorem yields an elegant result: when the total length of the entangling region is held fixed, the subregion complexity (1) varies only by discrete jumps determined purely by the topology of Σ. This holds true for any number of entangling intervals at both zero and non-zero temperature, and for variations of temperature as well as the shape of the entangling region. In the latter case the change in complexity during topological transitions of the Ryu-Takayanagi surface is in particular independent of temperature. While the two-interval subregion complexity was originally computed in [22] , the computation for arbitrary numbers of intervals at both zero and non-zero temperature is new.
In the context of tensor network/AdS proposals, we interpret the subregion complexity as the complexity of the map that optimally compresses the reduced density matrix of A.
Using the map between random tensor networks and the Ising model proposed in [23] , by numerical simulations we reproduce the qualitative behavior at the transitions observed in gravity. Our numerics reproduce to a good approximation the temperature independence
The subregion complexity is computed from the regularized volume contained in the region Σ, enclosed by γ RT and the segment γ of the cutoff surface.
3 of the subregion complexity as measured by the volume under the Ryu-Takayanagi-surface, as well as the jump in subregion complexity when the Ryu-Takayanagi surface undergoes a topological transition for large boundary interval sizes.
Our second focus is the computation of subregion complexity within CFT 2 . In continuum CFT we cannot compute complexity from first principles, because a satisfactory definition of complexity in QFT is not yet available. (See however [24] [25] [26] [27] for recent work in this direction.) Here we seek to approach this problem from a different angle by outlining the definition of a quantity using the kinematic space formalism of [28] which, in the case of CFT 2 with a holographic dual, we expect to reproduce the holographic subregion complexity for states sufficiently close to the vacuum. We apply our prescription to compute the complexity of the vacuum when the entangling region is the entire spatial boundary, and find that it matches the gravitational computation. As the kinematic space measure is built from entanglement entropy, this suggests that complexity can be recovered from entanglement entropy, at least for states sufficiently close to the vacuum. A more general computation will appear in upcoming work [29] .
The paper is organized as follows. In section II we consider the subregion complexity of an arbitrary number of entangling regions for locally AdS 3 solutions. We obtain explicit expressions from the proposal (1) for these geometries. In section III we study subregion complexity from the viewpoint of tensor networks. In section IV we use the kinematic space formalism of [28] to define a quantity in CFT 2 that, when a weakly curved gravitational dual exists, coincides with the subregion complexity. Our conclusions are summarized in section V.
II. SUBREGION COMPLEXITY FROM GRAVITY
We begin with the computation of the subregion complexity (1) in asymptotically AdS spacetimes of constant spatial curvature. Using the Gauss-Bonnet theorem, we derive a simple and general expression for the subregion complexity of any collection of intervals and for arbitrary geometries of constant spatial curvature. We illustrate this formula in detail for the specific cases of vacuum AdS, static BTZ black holes, and conical defect geometries. In vacuum AdS we illustrate this formula in the case of the two-interval subregion complexity originally computed in [22] , while in black holes and defect geometries we focus on the mass 4 dependence of single interval complexity. In general, we find that the jump in complexity that occurs when the dominant Ryu-Takayanagi surface undergoes a transition comes "quantized"
in integer multiples of a fixed value, independent of geometric parameters of the background such as interval size or black hole temperature.
We work on constant time slices of asymptotically AdS 3 solutions. One first fixes an entangling region A at the boundary, whose RT surface consists of geodesic(s) connecting its endpoints. As usual, one places a cutoff slice γ near the boundary for regularization.
As depicted in fig. 1 , this defines a compact two dimensional manifold Σ with boundary
The Gauss-Bonnet theorem allows us to express the topological subregion complexity (1) in a simple form:
where χ is the Euler characteristic of Σ and ds is the line element along ∂Σ. The geodesic curvature k g , defined in (4) below, measures how much the curve ∂Σ deviates from a geodesic.
If ∂Σ is piecewise smooth, then ∂Σ k g ds is the sum of the integral along the smooth portions of ∂Σ, plus the sum of the corner angles at its turning points (where k g has delta function singularities).
We now compute (2) for entangling regions on AdS 3 , BTZ black holes and the conical defects. The time slices of these solutions have constant curvature R = − 2 L 2 , where L is the AdS radius.
A. Zero temperature (AdS)
Consider first a set of two entangling intervals of lengths x 1 and x 2 in the vacuum state of a CFT 2 , which is dual to global AdS 3 ( fig. 2 ) with metric
with f (r) = 1 + r L 2 and φ ∼ φ + 2π. We choose l CFT /r as our defining function, corresponding to a CFT metric ds
, and hence a CFT spatial circle of length 2π l CFT .
The entanglement entropy of the two subregions is known to exhibit a transition between two configurations depending on a conformal ratio of their sizes and separation [30, 31] . In standard analogy with statistical mechanics we refer to such competing configurations as "phases". In particular, while the entanglement entropy is continuous across a transition, its first derivative jumps (this is, however, smoothed out at finite c). On the CFT side, this transition can be explained as the exchange of dominance between the s and t channels in the four point function of the twist fields. On the gravity side, this corresponds to the two different ways of connecting the interval endpoints by geodesics (see fig. 2 ). In these two configurations, referred to as phase I and phase II, the total length of the corresponding geodesics is generally different. The RT prescription states that the actual entanglement entropy is given by the configuration for which this length is minimal, meaning that the transition occurs at the point where lengths in both phases coincide. Interestingly, we find that the volume of Σ exhibits a discontinuity at the transition.
We now apply eq. (2) to compute the subregion complexity in phase I. Here Σ is the union of two disjoint regions. Since the Euler characteristic is additive, we obtain χ(Σ) = 2, since each region is topologically like a disk.
Next we compute the integral of the geodesic curvature around the smooth parts of ∂Σ.
Since the geodesics γ RT do not contribute, we only have to integrate along γ , which is a segment of a circle at radius r = Ll CFT / ≡ r with l CFT . For a constant time slice of a metric of the form (3), it is easy to show that the geodesic curvature along a circle of radius r is simply
where u is the unit vector tangent to the curve. For asymptotically AdS spaces, where
6 where x 1 and x 2 denote the lengths of the intervals. Finally, the contributions coming from the corner angles between γ RT and γ have to be taken into account. Since γ RT is known to terminate perpendicularly at the boundary [2] , any joint of γ RT with γ contributes with a term of π/2 to (2) when → 0. Summarizing all contributions, the subregion complexity for two disjoint intervals of length x 1 and x 2 is simply given by
Similarly we can compute the subregion complexity in phase II, the only difference being that the Euler characteristic is now χ(Σ) = 1:
Since both phases differ by a constant topological term
the subregion complexity exhibits a discontinuous jump at the transition, although the entanglement entropy is continuous. This was already computed in [22] by direct integration of the volume form.
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The generalization to an arbitrary number of entangling intervals is straightforward.
Consider a set of q disjoint intervals of length x i in the vacuum state of a CFT 2 (see fig. 3 ).
Depending on their configuration, γ RT can take many possible forms, giving rise to various phases. Applying once again the Gauss-Bonnet theorem, each corner angle contributes π/2, hence the subregion complexity is given by
where x = q i=1 x i is the total entangling length on the boundary of the q intervals, and χ the total Euler characteristic. This is the first main result of this paper: if the entangling intervals are varied while the sum of their lengths is held fixed, then subregion complexity varies discretely in multiples of 2π. We shall see below that the same is true for a finite temperature state.
In particular, the subregion complexity of the entire time slice of AdS 3 is obtained when a single entangling region covers the entire boundary circle. Setting q = 0 (no corner angles)
we obtain the result
which will be derived in terms of CFT quantities in sec. IV.
B. Finite temperature (BTZ) and conical defect
We now consider a single interval of length x in a CFT 2 on a circle at finite temperature T . This is dual to the BTZ black hole [32] , where the metric is again of the form (3), but now with
where M is the black hole mass (in units of 8G N = 1) which is related to the temperature
It is well known that M > 0 corresponds to black holes while M = −1
reproduces AdS 3 . The geometries for −1 < M < 0 correspond to conical defects in AdS, i.e.
naked singularities with no horizon.
In the presence of a black hole γ RT is known to exhibit two different phases a and b, as shown in fig. 4 , provided that the entangling region is larger than half of the boundary perimeter. In phase b the geodesic γ RT remains homotopic to the entangling region, while in phase a it is given by the geodesic of the complement plus a surface wrapping around the horizon of the black hole. Again the physically realized phase is the one where the entanglement is minimal. For low temperatures the black hole is small so that γ RT,b is shorter than γ RT,a while for large temperatures it is the other way round. Both phases are separated by a transition point M = M * where the entanglement in both phases coincides.
The calculation of the subregion complexity in each phase is analogous to the vacuum case. Indeed, in phase a the result is identical to that of a single interval in the vacuum,
independent of the mass of the black hole. Thus, our second main result is that the topological nature of the subregion complexity (1) implies it is independent of temperature.
Although the entanglement entropy has a strong temperature dependence (γ RT changes with the black hole size), it changes in precisely such a way as to leave the volume inside constant. Note that this is not true in higher dimensions, and is due to the fact that the BTZ geometry is locally isometric to AdS 3 .
As we lower the mass, the black hole gets smaller, until we hit the phase transition and pass to phase b, as shown in fig. 5 . The geodesic curvature of the horizon vanishes, and so all contributions to (2) remain unchanged except for the Euler characteristic, which is now χ(Σ b ) = 0, as Σ b is topologically an annulus. Therefore the corresponding complexities differ by
as derived earlier in [22] by direct integration.
As we continue reducing the temperature, we hit massless BTZ (extremal), and pass to the 'naked singularity' sector. Solutions with negative M correspond not to black holes, but to solutions of Einstein's equations when we place a point particle of mass M at the origin.
This generates a conical defect geometry, where the deficit angle is 2π(1 − √ −M ). There is no horizon, and the curvature is still R = − 2 L 2 everywhere except at the origin, where it has a Dirac delta peak.
The entanglement entropy for conical defects in AdS 3 was studied in [33] . We now consider their subregion complexity. When the horizon disappears at M = 0, it would seem that the topology of Σ changes since it would no longer have any hole. However, it remains the same: given that there arises a singularity at the origin, and in order to be consistent with the homology condition for the RT surface, one must remove an infinitesimal disk around the singularity, compute the subregion complexity, and finally take the disk radius to zero.
This introduces another boundary, whose geodesic curvature is again given by (4) but now
All other contribution to (2) remain the same, so the subregion complexity for the naked singularity is
For M = −1 the AdS vacuum is recovered where (16) reduces to (13) , and the subregion complexity again approaches the same value as in phase a.
To summarize, for a single entangling region of a given size we find three different phases depicted in fig. 5 . Although the entanglement entropy varies non-trivially with temperature in all phases, the Gauss-Bonnet theorem ensures that the subregion complexity in phase a and b are constant, exhibiting a jump of 2π at the transition. This changes once we cross to the conical defect sector, in which a naked singularity appears which causes the subregion complexity to vary smoothly.
Finally, the subregion complexity for q intervals at finite temperature is again analogous to (9) , and the natural generalization of (16) for the conical defect case. 
III. TENSOR NETWORKS
The aim of this section is to suggest a physical interpretation of the holographic subregion complexity discussed in section II by defining an analogous quantity for tensor networks, and to illustrate for a particular class of tensor networks that this quantity has the same qualitative behavior found in section II.
The advantage of this approach is that tensor networks are equipped with a natural notion of complexity, allowing us to define subregion complexity explicitly for a certain class of tensor network states. Motivated by this definition, we compute subregion complexity in random tensor networks via numerical simulations of the Ising model realization of the second Rényi entropy derived in [23] . Our simulations reproduce the qualitative behavior found in section II B for the subregion complexity in CFT at finite temperature.
A. Subregion complexity for tensor network states
The first goal of this section is to define an analogue of the holographic subregion complexity for network states. This quantity roughly measures the difficulty of building the reduced density matrix. The remainder of this section will investigate the properties of this definition in the particular case of random tensor networks.
We begin by briefly reviewing the definition of complexity and its relation to tensor networks. Complexity is an information-theoretic quantity that can be defined as follows. 2 References, and a geometric approach to this problem, can be found in [34] . Starting with a Hilbert space H with a decomposition into local units, one chooses a set {U i } of quantum gates, i.e., unitary operators acting locally on H. The complexity of an arbitrary unitary operator U is the minimal number of gates required to represent U by a product of U i 's. The complexity of a state |Ψ in H -or a density matrix, which can be understood as a state in H ⊗ H -is then the smallest complexity of all unitary maps sending a fixed reference state |Ψ 0 to |Ψ .
A useful definition of complexity in continuum field theory is currently unavailable. A sharper picture is, however, provided by tensor network states [35] . It is known that some tensor networks are relevant to CFT: the Multi-scale Entanglement Renormalization Ansatz (MERA) is a tensor network known to accurately approximate CFT ground states [36] .
These networks live on discretizations of hyperbolic space, and, as a result, many statements from holography have a natural realization in such states. In particular, their entanglement entropies are bounded from above by the RT formula [4] . Other networks can satisfy tighter bounds, for example the quantum error-correcting codes of [6] , where it was shown that, for a single entangling interval, the discretized Ryu-Takayanagi formula holds exactly. As observed in [37] , the 'complexity=volume' conjecture is naturally realized in tensor network constructions by associating a fixed spatial volume to each tensor. In this picture, one drops the focus on the fixed Hilbert space H, working instead with maps between two Hilbert spaces that are built out of tensors. We still require the tensors (gates) to act locally, but the output dimension is now allowed to be smaller than the input dimension. The subnetwork of tensors Σ connecting the (discretized) RT surface to the boundary entangling region A can be interpreted as defining a map ı A from H RT , the Hilbert space of the legs cut by the RT surface, to H A , the Hilbert space of region A. The RT surface is characterized by the property that it has the smallest Hilbert space for any cut through the tensor network bounded by ∂A, and the number of tensors C(ı A ) measures the complexity -with respect to tensors of a given size and locality -of the corresponding map. In general, the resulting tensor network may not be the map with the smallest number of tensors, so that this number only constitutes an upper bound on complexity.
We define subregion complexity C A to be C(ı A ). For certain networks -for example, for A a single interval on the boundary of a perfect tensor network [6] -the reduced density matrix ρ A can be recovered directly from ı A , so that C A describes the complexity of ρ A itself. In general, we expect that at large central charge the complexity of building ρ A is well parametrized by C A .
Our main interest in this section is the behavior of C A under transitions in the (discretized) RT surface. Some tensor networks, such as the perfect tensor networks of [6] , are guaranteed to exhibit discretized versions of the jumps in complexity observed in section II. A more interesting illustration is given by random tensor networks [23] , in which the RT formula is satisfied only in the limit of infinite bond dimension. Using numerical simulations, we will see in what follows that the qualitative behavior of the transitions is preserved at finite bond dimension.
B. Random tensor networks
Observables of the random tensor networks of [23] are defined by averaging over tensor network states built from random tensors living on a fixed graph. The main result of their work is that, in a tensor network lattice with a boundary, the average value of the second Rényi entropy of a subregion A, tr(ρ Let us briefly review their construction. The network lives on a graph Γ, with boundary consisting of dangling edges ∂Γ. Each edge e of a vertex x has associated to it a vector space H e . We assume all H e to have fixed dimension D. The tensor at vertex x is a unit vector |V x ∈ H x = e∈∂x H e , whose probability distribution is invariant under unitary transformations of H x . An edge xy attaching x to y corresponds to projection onto a maximally entangled state |xy in H xy ⊗ H yx . The result is a state
in the boundary Hilbert space H ∂ = e∈∂Γ H e , to which we can associate a density matrix ρ = |Ψ Ψ|.
Given A ⊂ ∂Γ, we can use the swap trick to write the second Rényi entropy of A as
where the trace is over H ∂ ⊗ H ∂ , and F A is the swap operator reversing the order of the tensor product in the subspace H A .
The average value of ρ ⊗ρ is found by integrating over |V x . It can be evaluated by noting that it is linear in |V x V x | ⊗ |V x V x |, hence all we require is the average
where I x and F x are the identity and flip operators, respectively, on H x ⊗ H x . Expand this into a sum over terms involving either I x or F x , and define a spin variable s x which is 1 (−1)
if the term contains I x (F x ). We further introduce a boundary function h x equal to −1 for
x ∈ A, and 1 otherwise. For large bond dimension we can approximate
where Z 0,1 are now expressed as partition functions
The explicit form of the statistical Hamiltonian A was derived in [23] , and (up to constant shift) takes the form
this is an Ising model on Γ, whose boundary spins are held fixed to the values {h x }. As is well known, the most probable configuration consists of the domain wall separating two regions of opposite spins that has smallest possible length. This domain wall coincides with the RT surface. <x,y> J x;y s x s y take the same value J x;y = J and that β Ising → ∞ in the limit of a large central charge. In this setup the bulk geometry is taken into account by arranging the tensors (Ising spins) in such a way that their geodesic distance is constant. However, such regular tessellations are only known for few special cases as, for example, the hyperbolic plane. In particular, we are not aware of a regular equidistant tessellation of the bulk geometry in presence of a BTZ black hole.
To circumvent this problem, we suggest here that the bulk geometry can also be taken into account for any arrangement of the Ising spins by assigning non-constant couplings in such a way that the energetic cost of domain walls reproduces the correct geodesic length.
In the following we consider the example of a non-spinning BTZ black hole, reproducing the transition between the phases a and b illustrated in fig. 4 . The generalization to other examples is straight forward.
To reproduce the transition in the BTZ case, we first map the standard coordinates (r, φ) in a constant-time slice of the metric (3), (12) to conformal coordinates (η, φ) with cos η = T /r defined on a rectangle η ∈ [0, π/2), π ∈ [−π, π), turning the metric into
In these coordinates, the black hole horizon and the conformal boundary correspond to η = 0 and η = π/2.
Next, we embed a square lattice of N ×N Ising spins in this rectangle, as sketched in fig. 6 .
Labeling the lattice sites by two indices i, j ∈ {0, 1, . . . , N − 1}, the spins s x = s i,j = ±1 are located at
At the top and the bottom row of the lattice the Ising spins are fixed by the boundary conditions
where φ = x/L is the size of the entangling region. vertical:
the energy contribution of a domain wall is approximately proportional to its geodesic length while the total magnetization would reflect the enclosed volume. However, it should be noted that the rotational invariance of the Ising model is broken on a square lattice at low temperatures, preferring domain walls that are aligned with the lattice. As we will see below, this causes the simulated domain wall to deviate slightly from the analytically expected RT surface. Nevertheless, the results from the Ising model can be used as a good approximation which qualitatively reproduce the results derived above.
D. Simulation results
In order to find the equilibrium configuration of the Ising model numerically, we use a standard heat bath dynamics at very low temperature. First we measure the entanglement E(x) for a constant mass M and varying subregion size φ = x/L. In the Ising model the entanglement is given by the energy difference which has to be compared with the exact result
in the phases a and b. Here is the cutoff distance of γ at the conformal boundary which is expected to scale with the lattice spacing. The transition takes place at a subregion size
As shown in the left panel of fig. 8 , the numerically estimated entanglement in the two phases reproduces the expected behavior and the two curves intersect accurately at the expected value of x * , which is marked as a vertical dashed line in the figure.
Next we compute the complexity C a,b (x) in the two phases. As can be seen in the right panel, the numerical results nicely reproduce the predicted linear law C(x) = x/ + const.
Both lines are separated at a constant distance, leading to a discontinuous jump of the complexity at the transition. However, the magnitude of the jump ∆C ≈ 4.0 ± 0.3 is clearly smaller than 2π, reflecting the limitations of the model.
Finally, we repeat the simulation for varying mass M between 0 and 1 for a fixed subregion size. Here one has to take into account that the lattice implicitly determines the cutoff and that it varies with M . In order to determine , we compare the integrated bulk volume with the total sum of site volumes on the lattice. Then we subtract the expected influence of the cutoff left and right of the expected transition point. The result is shown in fig. 9 . As can be seen, the simulations fairly reproduce the finding that the complexity is independent of the mass. At the transition the jump with ∆C = 3.8(3) is again smaller than 2π.
So far we cannot explain why ∆C deviates from 2π. The deviation could be related to the fact that the use of a square lattice at low Ising temperature breaks the rotational symmetry of the Ising model, so that domain walls aligned with the lattice and diagonal ones behave differently. This is reminiscent of the situation in the MERA, where the minimal cut line is not unique.
IV. SUBREGION COMPLEXITY IN FIELD THEORY
The subregion complexity of [14] comprises a refinement of the holographic "complexity equals volume" (C=V) proposal [9] , in the sense that it depends on a choice of entanglement region A, while reducing to the C=V proposal when A is all of space. However, there is as yet no satisfactory independent definition of subregion complexity in field theory, leaving open
the question of what, if anything, this quantity tells us about field theory. Section III offered a picture in the tensor network language for how this quantity should be interpreted: as the number of tensors required to compress the information contained in ρ A to a Hermitian operator acting on a Hilbert space associated to the Ryu-Takayanagi surface.
In this section, we address this problem from a different perspective. Rather than demanding a definition from first principles, we ask instead, how does one compute the subregion complexity within field theory? Our proposal is this: for states sufficiently close to the AdS vacuum, the subregion complexity can be computed from the entanglement entropy using the kinematic space formalism [28] . In this section we verify this proposal for the simplest case, where the state is the vacuum and the entangling interval is the entire spatial slice. 4 Results for excited states and non-trivial entangling intervals will appear in upcoming work [29] .
The goal of [28] was to derive a CFT expression for the perimeter of an arbitrary bulk region using kinematic space K, the space of geodesics of the constant time slice. When the bulk is a weakly curved dual to a large-c CFT, the Ryu-Takayanagi prescription gives a correspondence between points in kinematic space and entangling regions in the CFT.
Using the differential entropy of [40] , [28] showed that the perimeter can be expressed as the integral over a region in kinematic space, with respect to a measure defined in terms of the entanglement entropy. Here, we extend this result (in the case of vacuum AdS) by expressing the bulk volume in terms of an integral, with respect to an appropriate measure, over a region in K × K.
We begin by reviewing the construction of [28] . We then propose an expression for the volume in terms of entanglement entropy, which we apply to pure AdS 3 . 5 Evaluating our 4 Recent work [38, 39] has proposed a boundary prescription for reproducing the "complexity equals action"
proposal within field theory in terms of the Liouville action, and [39] develops a relationship to kinematic space.
As of yet it is not clear how to generalize this approach to subregion complexity, nor what its explicit relation to our prescription is. This is an interesting direction for future study. 5 We restrict our attention to pure AdS since the kinematic space has been worked out in great detail. 19   FIG. 10 . Oriented geodesics. We associate the geodesic given by (θ, α) with the entangling region A and the orientation given by the red arrow. The geodesic (θ + π, π − α) on the other hand is associated with A c and the orientation given by the blue arrow. We have chosen the orientation of geodesics in such a way that it matches the one assigned to them in section II.
expression explicitly in the case where the entangling region covers the entire boundary space, we find that it agrees with equation (11).
A. Kinematic space
We write the metric of a spatial slice of vacuum AdS in the form
related to the coordinates in (3) by sinh ρ = r/L. The geodesics are parametrized conveniently by
where 2α is the opening angle of the geodesic and θ the center of the region subtended by the geodesic (fig. 10 ). Each complete oriented geodesic is specified uniquely by a pair (θ, α), making this a global coordinate system on the kinematic space K. Note that the orientation reversal of the geodesic (θ, α) is (π + θ, π − α).
An oriented geodesic in the bulk is naturally associated to an entangling interval (u, v) in the CFT, where
However, there has been recent work on kinematic spaces corresponding to conical defects [41] and black holes [42, 43] . This graphic was generated using [44] with permission of the authors.
Flipping the orientation of a geodesic is thus associated with exchanging the entangling region with its complement ( fig. 10 ). In the limit α → 0 the geodesic (θ, α) shrinks to a point on the boundary of the spatial slice. We may therefore identify the boundary (θ, α = 0)
of kinematic space with the circle on which the CFT lives. Note that we work with the same metric on the spatial circle as in section II, ds
Our discussion will make extensive use of the concept of a point curve, the one-parameter family of geodesics passing through a point. Given a point (ρ, φ), its point curve is the set of (θ, α) in K satisfying (31) . Each point in the AdS spatial slice is therefore encoded by a point curve in K (see fig. 11 ).
To recover information about the geometry of AdS requires a geometry on K. The required object is the density of lines, which is a volume form on kinematic space [28] 
Here, c is the central charge of the dual CFT, while S is the field theory entanglement entropy on circle of length 2π l CFT obtained by Cardy and Calabrese [45] 
Equipped with the volume form ω, kinematic space now allows us to reconstruct bulk geometric objects from CFT entanglement entropies. This was done in [28] for the length of bulk curves: to any bulk curve γ we can associate a two-dimensional region G γ of K consisting of the geodesics intersecting γ. Using the differential entropy of [40] , it was shown The distance between two points p, p in the bulk (LHS) is given by an integral over the region enclosed by the point curves α p , α p (RHS). This graph was generated using [44] with permission of the authors.
that the length of γ is proportional to the integral, with respect to the measure ω, of the intersection number of the geodesic with γ. For instance, the geodesic distance λ(p, p )
between two points p, p of the spatial slice is given by the integral
The integration region α p α p is the region bounded by the two point curves α p (θ) and α p (θ) of the points p and p , respectively, and is comprised of all geodesics intersecting the geodesic arc between p and p ( fig. 12 ).
Of course, our interest in this paper is in the computation of bulk volumes. In what follows we will illustrate how to compute bulk volumes in terms of chord lengths and therefore, using (35) and (33) , in terms of entanglement entropy.
B. Bulk volumes at zero temperature
Equation (35) is based on the Ryu-Takayanagi formula expressing the length of a geodesic in terms of the entanglement entropy of the corresponding region,
so we may also write
We compute the volume of a bulk region Q as follows. In analogy with (35), we wish to express it as an integral over all geodesics intersecting Q ( fig. 13 ). We will see that the correct expression is vol(Q)
Here G Q is the set of all geodesics G ∈ K intersecting Q, while λ Q (G) is the length of the intersection G ∩ Q (depicted in red in fig. 13 ). Observe that λ Q (G) is an integral over K (see (35) ). Therefore (38) is an integral over K × K.
General expressions of this type are known in the integral geometry literature (see e.g. chapter 17 of [46] ). Let us briefly sketch how to prove (38) . The first step is to confirm the formula for disks centered at the origin. This can be done via an explicit calculation that we show below. The second step is to verify certain properties of volumes, such as additivity, for the integral on the right hand side of (38) . They allow us to generalize the validity of (38) to arcs of annuli. In the infinitesimal limit we recover the volume element of the (ρ, φ)
coordinates, allowing us to recover the Riemann integral from (38) for arbitrary regions. We will present a more detailed discussion of this proof in future work [29] .
We now show that (38) holds for disks D K of radius K around the origin ( fig. 14) . The chord length is straightforward to compute and takes the form
where sinh(ρ K ) = K/L and 2α K is the opening angle of the geodesic (θ, α) on the boundary of D K ( fig. 14) . α K is related to the boundary angle α via
As we sketched above, to establish (38) it suffices to prove
where α * corresponds to a geodesic tangent to the boundary of D K ( fig. 14) . Geodesics with a smaller opening angle do not intersect D K and therefore do not contribute. This α * is given by (40) with α K set to zero,
It is convenient to express (41) as an integral over α K . Using
leads to
reproducing the well-known result for the volume of the disk D K and thereby confirming (41) .
As a special case of (41), (44) can be directly compared to the complexity of the entire CFT circle (11) that we derived using the Gauss-Bonnet theorem. Since the scalar curvature R is constant, the expression (1) for complexity is proportional to the volume of the time slice. This complexity is computed by (44) with K set to the cutoff radius r = L l CFT / :
This successfully reproduces the complexity computed in (11).
We can now combine the volume formula (38) with the formula for distances (35) to obtain a volume formula for any region Q in terms of entanglement entropy. To do so we apply (35) to the chord length λ Q :
Here p(θ, α) and p (θ, α) are the points where the geodesic (θ, α) intersects the boundary of Q. Note that we have assumed that each geodesic intersects the boundary of Q exactly twice, so that (46) holds only for Q convex.
Equation (46) is the main result of this section. It computes the volume of any convex region Q, and thus reproduces the subregion complexity upon setting Q = Σ (which is always convex). Therefore, (46) constitutes an explicit expression for the holographic subregion complexity purely in terms of CFT quantities, namely entanglement entropies.
We emphasize that this result is not the end of the story. While (46) will reproduce the volume of any convex bulk region, determining a valid integration region without knowledge of the bulk region it corresponds to is in general a difficult problem. Fortunately, in the case of an entangling region, which is bounded by geodesics, this problem is considerably simplified. Explicitly verifying the general formula (9) is an interesting problem, whose details will be presented in upcoming work [29] . More generally, it would be helpful to understand this problem in the case of finite temperature and for time slices of non-constant curvature. We will address these questions in part in [29] .
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V. CONCLUSIONS AND OUTLOOK
In this paper we took steps toward understanding the properties of subregion complexity in CFT 2 from three points of view: the original holographic proposal of [14] , the definition and study of a tensor network analogue, and a prescription for computing it directly within CFT 2 .
Within gravity, we studied a modified "topological complexity" proposal. Using the fact that for locally hyperbolic spaces, the curvature R = −2/L 2 is constant, we rewrote the holographic volume proposal as an integral of the curvature scalar. Such a definition of complexity density may be reflective of the loss of degrees of freedom along an RG flow.
For the case of AdS 3 /CFT 2 , the new form is readily evaluated using the Gauss-Bonnet theorem, giving a simple universal formula (9) valid for an arbitrary number of entangling intervals and at any temperature. Particularly interesting was the change in complexity during transitions between topologically distinct RT surfaces. At these transitions, the subregion complexity jumps by a discrete quantity proportional to the Euler characteristic of a bulk region bounded by geodesics. In particular, the jump comes in integral multiples of a basic unit (2π in our normalization), irrespective of the geometry of the entangling region or black hole temperature. Surprisingly, our result also implies that complexity in the black hole background is independent of the size of the black hole, and hence of temperature.
Interesting questions for the future include generalizing this approach to higher dimensions; understanding subregion complexity using the optimization approach of [38, 39, 47, 48] ; relating our approach with the holographic renormalization properties of the different proposals for complexity [11, 49] ; and studying subregion complexity in time-dependent systems [12] .
Turning to tensor network states, we proposed that their subregion complexity should be understood as the number of local tensors required to build the map embedding the the Hilbert space cut by the RT surface in the Hilbert space of the entangling region A.
The observed jumps in holographic subregion complexity are then understood to arise from qualitative jumps in the form of the optimal compression of ρ A to a Hilbert space of smaller dimension. We studied this complexity for the random tensor networks of [23] in the presence of a black hole using its map to an Ising model. Using numerical computations we reproduce the discontinuous jump of subregion complexity in this approach, although our numerical value ∆C = 4.0 ± 0.3 differs from the gravity result ∆C = 2π. We leave it as an interesting question for future research to track down the origin of this discrepancy. Reassuringly, fig. 9 displays independence on temperature to a good approximation. The non-vanishing but small slope is another limitation of this model deserving further investigation.
Finally, we gave a prescription for computing the subregion complexity directly in CFT based on the kinematic space formalism. Our prescription expresses complexity as an integral built from entanglement entropies. We showed that, at zero temperature, our formula coincides with the gravity result, and verifyied the computation explicitly in the case A = S 1 .
If the subregion complexity proposal of [14] provides a useful measure of the complexity of the reduced density matrix, our results suggest a deeper relationship between complexity and entanglement. To investive this relation further, it will be necessary to gain a deeper understanding of the field theory interpretation of subregion complexity. Another interesting generalization is to extend our prescription to finite temperature by working with kinematic space for black hole geometries. The case of arbitrary entanglement regions in the vacuum and at finite temperature will be presented in upcoming work [29] .
It is promising that we find coinciding results for the subregion complexity in concrete examples from three perspectives -gravity, tensor networks, and CFT -and we are optimistic that we will see more progress along these lines in the near future.
