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POSITIVE WEIGHT FUNCTION AND CLASSIFICATION OF G-FRAMES
ANIRUDHA PORIA
Abstract. Given a positive weight function and an isometry map on a Hilbert spaces H, we
study a class of linear maps which is a g-frame, g-Riesz basis and a g-orthonormal basis for H
with respect to C in terms of the weight function. We apply our results to study the frame for
shift-invariant subspaces on the Heisenberg group.
1. Introduction and preliminaries
A frame for a Hilbert space is a countable set of overcompleted vectors such that each vector
in the Hilbert space can be represented in a non-unique way in terms of the frame elements.
The redundancy and the flexibility in the representation of a Hilbert space vector by the frame
elements make the frames a useful tool in mathematics as well as in interdisciplinary fields such
as sigma-delta quantization [3], neural networks [4], image processing [5], system modelling [9],
quantum measurements [11], sampling theory [12], wireless communications [19] and many other
well known fields.
Given a Hilbert space H, a countable family of vectors {xj}j∈J ⊂ H is called a frame for H if
there are positive constants A and B such that for any x ∈ H,
A‖x‖2 ≤
∑
j∈J
|〈x, xj〉|
2 ≤ B‖x‖2.
The frames were introduced for the first time by Duffin and Schaeffer [10], in the context of
nonharmonic Fourier series [21]. The notion of a frame extended to g-frame by Sun [20] in 2006
to generalize all the existing frames such as bounded quasi-projectors [14], frames of subspaces
[6], pseudo-frames [18], oblique frames [7], outer frames [1], and time-frequency localization
operators [8]. Here, we recall the definition of a g-frame.
Definition 1.1. Let H be a Hilbert space and {Kj}j∈J be a countable family of Hilbert spaces
with associated norm ‖ · ‖Kj . A countable family of linear and bounded operators {Λj : H →
Kj}j∈J is called a g-frame for H with respect to {Kj}j∈J if there are two positive constants A
and B such that for any f ∈ H we have
(1.1) A‖f‖2H ≤
∑
j∈J
‖Λj(f)‖
2
Kj ≤ B‖f‖
2
H.
The constants A and B are called g-frame lower and upper bounds, respectively. If A = B = 1,
then it is called a Parseval g-frame. For example, by the Riesz representation theorem, every
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g-frame is a frame if Kj = C for all j ∈ J . And, every frame is a g-frame with respect to C. If
the right-hand side of (1.1) holds, it is said to be a g-Bessel sequence with bound B. The family
{Λj}j∈J is called g-complete, if for any vector f ∈ H with Λj(f) = 0, we have f = 0. If {Λj}j∈J
is g-complete and there are positive constants A and B such that for any finite subset J1 ⊂ J
and gj ∈ Kj , j ∈ J1,
A
∑
j∈J1
‖gj‖
2 ≤
∥∥∥∥∑
j∈J1
Λ∗j(gj)
∥∥∥∥
2
≤ B
∑
j∈J1
‖gj‖
2,
then {Λj}j∈J is called a g-Riesz basis for H with respect to {Kj}j∈J . Here, Λ
∗
j denotes the
adjoint operator. We say {Λj}j∈J is a g-orthonormal basis for H with respect to {Kj}j∈J if it
satisfies the following:
〈Λ∗i g,Λ
∗
jh〉 = 0 ∀g ∈ Ki, h ∈ Kj, i 6= j(1.2)
‖Λ∗i g‖
2 = ‖g‖2, ∀i, g ∈ Ki(1.3) ∑
j∈J
‖Λjf‖
2 = ‖f‖2, ∀f ∈ H.(1.4)
Before we state the main results of this paper, let us consider the following example. For a
function φ ∈ L2(Rd), d ≥ 1 and m,n ∈ Zd, the modulation and translation of φ by multi-
integers m and n are defined by
Mmφ(x) = e
2πi〈m,x〉φ(x), Tnφ(x) = φ(x− n).
The Gabor (Weil-Heisenberg) system generated by φ is
G(φ) := {MmTnφ : m,n ∈ Z
d}.
It is well-known that the “basis” property of the Gabor system G(φ) for its spanned vector space
can be studied by the Zack transform of φ
Zφ(x, ξ) =
∑
k∈Zd
φ(x+ k)e2πi〈ξ,k〉.
For example, the Gabor system G(φ) is a Riesz basis for the spanned vector space if and only if
there are positive constants A and B such that A ≤ |Zφ(x, ξ)| ≤ B a.e. (x, ξ) ∈ [0, 1]d × [0, 1]d
([16]). The purpose of this paper is to show that the above result is a particular case of a more
general theory involving g-frames.
For the rest of the paper we shall assume the following. Ω is a measurable set with measure dx.
We assume that Ω has finite measure |Ω| and |Ω| = 1. We let w : Ω → (0,∞)be a measurable
map with
∫
Ωw(x)dx < ∞. Let U be a Hilbert space over the field F (R or C) with associated
inner product 〈·, ·〉U . We denote by L
2
w(Ω,U) the weighted Hilbert space of all measurable
functions f : Ω→ U such that
‖f‖2L2w(Ω,U) :=
∫
Ω
‖f(x)‖2Uw(x)dx <∞.
The associated inner product of any two functions f, g in L2w(Ω,U) is then given by
〈f, g〉L2w(Ω,U) =
∫
Ω
〈f(x), g(x)〉Uw(x)dx.
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A countable family of unit vectors {fk}k∈K in L
2
w(Ω,U) constitute an ONB (orthonormal basis)
for L2w(Ω,U) with respect to the weight function w if the family is orthogonal and for any
g ∈ L2w(Ω,U) the Parseval identity holds:
‖g‖2 =
∑
k∈K
∣∣〈g, fk〉L2w(Ω,U)∣∣2 = ∑
k∈K
∣∣∣∣
∫
Ω
〈g(x), fk(x)〉Uw(x)dx
∣∣∣∣
2
.
To avoid any confusion, in the sequel, we shall use subscripts for all inner products and associated
norms for Hilbert spaces, when necessary. For the rest, we assume that S : H → L2w(Ω,U) is a
linear and unitary map. Thus for any f ∈ H
‖f‖2 =
∫
Ω
‖Sf(x)‖2Uw(x)dx.
We fix an ONB {fn}n∈K for L
2(Ω) and ONB {gm}m∈J for the Hilbert space U , and define
Gm,n(x) := fn(x)gm, ∀x ∈ Ω, (m,n) ∈ K × J.
And,
Λ˜(m,n)(f)(x) = 〈S(f)(x), G(m,n)(x)〉U ∀ f ∈ H, x ∈ Ω.
Our main results are the following.
Theorem 1.2. Let {fn}n∈K ⊂ L
2(Ω), {gm}m∈J ⊂ U and {Λ˜m,n} be as in above. Assume that
|fn(x)| = 1 for a.e. x ∈ Ω. Then the following hold:
(a) {Λ˜(m,n)}m is a Parseval g-frame for H. Thus {Λ(m,n)}m is a Bessel sequence.
(b) For any (m,n), the linear map Λm,n : H → C defined by
Λm,n(f) =
∫
Ω
Λ˜m,n(f)(x) w(x)dx
is well-defined. And, {Λm,n} is a frame for H if and only if there are positive finite
constants A and B such that A ≤ w(x) ≤ B for a.e. x ∈ Ω.
Corollary 1.3. Let {λk}k∈J be an orthonormal basis (or a Parseval frame) for L
2(Ω) such that
|λk(x)| = 1 for all x ∈ Ω. Assume that S : H → L
2
w(Ω) is a unitary map. Then the sequence of
operators {Λk}k∈J defined by
Λk(f) =
∫
Ω
S(f)(x)λk(x)w(x)dx
is a frame for H if and only if there are positive finite constants A and B such that A ≤ w(x) ≤ B
for a.e. x ∈ Ω.
Theorem 1.4. Let {fn}n∈K ⊂ L
2(Ω), {gm}m∈J ⊂ U and {Λ˜m,n} be as in above. Assume that
|fn(x)| = 1 for a.e. x ∈ Ω. The family {Λm,n} is a Riesz basis for H if and only if there are
positive finite constants A and B such that A ≤ w(x) ≤ B for a.e. x ∈ Ω.
Theorem 1.5. Let {fn}n∈K ⊂ L
2(Ω), {gm}m∈J ⊂ U and {Λ˜m,n} be as in above. Assume that
|fn(x)| = 1 for a.e. x ∈ Ω. The family {Λm,n} is an ONB for H if and only if there are positive
finite constants A and B such that w(x) = 1 for a.e. x ∈ Ω.
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2. Proof of Theorem 1.2
First we prove the following lemmas which we need for the proof of Theorem 1.2.
Lemma 2.1. Let {fn} be an ONB for the weighted Hilbert space L
2
w(Ω). Let {gm} be an ONB
for a Hilbert space U . Define Gm,n(x) = fn(x)gm. Then the family {Gm,n}J×K is an ONB for
L2w(Ω,U).
In order to prove the lemma, we shall recall the following result from [17] and prove it here for
the sake of completeness.
Lemma 2.2. Let (X,µ) be a measurable space, and {fn}n be an orthonormal basis for L
2(X) :=
L2(X, dµ). Let Y be a Hilbert space and {gm}m be a family in Y . For any m,n and x ∈ X define
Gm,n(x) := fn(x)gm. Then {Gm,n}m,n is an orthonormal basis for the Hilbert space L
2(X,Y, dµ)
if and if {gm}m is an orthonormal basis for Y .
Proof. For any m,n and m′, n′ we have
〈Gm,n, Gm′,n′〉 =
∫
X
〈fm(x)gn, fm′(x)gn′〉Y dµ(x)(2.1)
= 〈fm, fm′〉L2(X)〈gn, gn′〉Y
= δm,m′〈gn, gn′〉Y
This shows that the orthogonality of {Gm,n}m,n is equivalent to the orthogonality of {gm}m.
And, ‖Gm,n‖ = 1 if and only if ‖gn‖ = 1.
Let {gm}m be an orthonormal basis for Y . To prove the completeness of {Gm,n} in L
2(X,Y, dµ),
let F ∈ L2(X,Y, dµ) such that 〈F,Gm,n〉 = 0, ∀ m,n. We claim F = 0. By the definition of the
inner product we have
0 = 〈F,Gm,n〉 =
∫
X
〈F (x), Gm,n(x)〉Y dµ(x)(2.2)
=
∫
X
〈F (x), fm(x)gn〉Y dµ(x)
=
∫
X
〈F (x), gn〉Y fm(x)dµ(x)
= 〈An, fm〉
where
An : X → C; x 7→ 〈F (x), gn〉Y .
An is a measurable function and lies in L
2(X) with ‖An‖ ≤ ‖F‖. Since 〈An, fm〉L2(X) = 0 for
all m, then An = 0 by the completeness of {fm}. From the other hand, by the definition of An
we have 〈F (x), gn〉Y = 0 for a.e. x ∈ X. Since {gn} is complete in Y , then F (x) = 0 for a.e.
x ∈ X. This proves the claim.
Conversely, assume that {Gm,n}m,n is an orthonormal basis for the Hilbert space L
2(X,Y, dµ).
Therefore by (2.1), {gm} is an orthonormal set. We prove that if for g ∈ Y and 〈g, gm〉 = 0 for
all m, then g must be identical to zero. For this, for any n define the map
Bn : X → Y ; x 7→ fn(x)g.
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Then Bn is measurable and it belongs to L
2(X,Y, dµ) and ‖Bn‖ = ‖g‖Y . Thus
Bn =
∑
n′,m
〈Bn, Gm,n′〉L2(X,Y,dµ)Gm,n′(2.3)
=
∑
n′,m
〈fn, fn′〉L2(X)〈g, gm〉YGm,n′
=
∑
m
〈g, gm〉YGn,m
By the assumption that 〈g, gm〉Y = 0 for all m, we get Bn = 0. This implies that Bn(x) =
fn(x)g = 0 for a.e. x. Since, fn 6= 0, then g must be a zero vector, and hence we are done. 
Lemma 2.3. Λ˜(m,n) : H → L
2
w(Ω) is a bounded operator and ‖Λ˜(m,n)(f)‖L2w(Ω) ≤ ‖f‖.
Proof. Let f ∈ H. Then for any m ∈ J and n ∈ K,
‖Λ˜m,n(f)‖
2
L2w(Ω)
=
∫
Ω
|Λ˜m,n(f)(x)|
2w(x)dx
=
∫
Ω
|〈Sf(x), fn(x)gm〉U |
2w(x)dx
=
∫
Ω
|〈Sf(x), gm〉U |
2w(x)dx.
Using the Cauchy–Schwartz inequality in the preceding line, we get
‖Λ˜m,n(f)‖
2
L2w(Ω)
≤
∫
Ω
‖Sf(x)‖2w(x)dx = ‖f‖2.

Proof of Theorem 1.2. (a): Observe that |Λ˜m,n(f)(x)| ≤ ‖Sf(x)‖ and S is an isometry map.
For any f ∈ H and n ∈ K we have∑
m
‖Λ˜m,n(f)‖
2
L2w(Ω)
=
∑
m
∫
Ω
|Λ˜m,n(f)(x)|
2w(x)dx
=
∑
m
∫
Ω
|〈Gm,n(x), S(f)(x)〉U |
2w(x)dx
=
∫
Ω
∑
m
|〈Gm,n(x), S(f)(x)〉U |
2w(x)dx
=
∫
Ω
∑
m
|〈gm, w
1/2S(f)(x)〉U |
2dx.
By the assumptions of the theorem, for a.e. x ∈ Ω, the sequence {gm}m is an ONB for U .
Invoking this along the isometry property of S in the last equation above, we get∑
m
‖Λ˜m,n(f)‖
2
L2w(Ω)
=
∫
Ω
‖S(f)(x)‖2U w(x)dx = ‖f‖
2.(2.4)
Therefore, {Λ˜m,n}m is a Parseval g-frame for H with respect to L
2
w(Ω). To prove that {Λm,n}m
is a Bessel sequence, note that by the Ho¨lder’s inequality for in the weighted Hilbert space L2w(Ω)
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we can write
|Λm,n(f)| ≤
∫
Ω
|Λ˜m,n(f)(x)|w(x)dx ≤
(∫
Ω
|Λ˜m,n(f)(x)|
2w(x)dx
) 1
2
(∫
Ω
w(x)dx
) 1
2
.
By Lemma 2.3, the first integral on the right is finite. Therefore by summing the square of the
terms over m we get∑
m∈J
|Λm,n(f)|
2 ≤ C
∑
m∈J
∫
Ω
|Λ˜m,n(f)(x)|
2w(x)dx = C
∑
m∈J
‖Λ˜m,n(f)‖
2
L2w(Ω)
= C‖f‖2,
where C :=
∫
Ωw(x)dx is a non-zero constant. Thus {Λm,n}m∈J is a Bessel sequence for H with
bound C. Notice, in the last equality we used (2.4).
(b) The map Λm,n : H → C is linear, well-defined and bounded. Indeed, for any f ∈ H,∫
Ω
|Λ˜m,n(f)(x)|w(x)dx ≤
(∫
Ω
w(x)dx
)1/2(∫
Ω
‖Sf(x)‖2w(x)dx
)1/2
= ‖f‖
(∫
Ω
w(x)dx
)1/2
.
Assume that A ≤ w(x) ≤ B for almost every x ∈ Ω. Let f ∈ H. Then
∑
m,n
|Λm,n(f)|
2 =
∑
m,n
∣∣∣∣
∫
Ω
〈Gm,n(x), S(f)(x)〉Uw(x)dx
∣∣∣∣
2
=
∑
m,n
∣∣∣∣
∫
Ω
〈Gm,n(x), S(f)(x)w(x)〉Udx
∣∣∣∣
2
=
∑
m,n
∣∣〈Gm,n, S(f)w〉L2(Ω,U)∣∣2 .(2.5)
Since the countable family {Gm,n}m,n is an ONB for L
2(Ω,U). Thus
(2.5) = ‖S(f)w‖2L2(Ω,U)
=
∫
Ω
‖S(f)(x)‖2U w(x)
2dx.(2.6)
By invoking the assumption that w(x) ≤ B for a.e. x ∈ Ω in (2.6) we obtain
(2.6) ≤ B
∫
Ω
‖S(f)(x)‖2U w(x)dx = B‖S(f)‖
2
L2w(Ω,U)
= B‖f‖2.
This proves that the sequence {Λm,n}m,n is a Bessel sequence for H. An analogues argument
also proves the frame lower bound condition for {Λm,n}m,n.
For the converse, assume that {Λm,n}m,n is a frame for H with the frame bounds 0 < A ≤ B <
∞. Therefore for any f ∈ H
A‖f‖2 ≤
∑
m,n
|Λm,n(f)|
2 ≤ B‖f‖2.
Assume that there is a set E ⊂ Ω with positive measure such that w(x) < A for all x ∈ E.
We will prove that there exits a function in H for which the lower frame condition dose not
hold. To this end, let e0 ∈ U be a unit vector and let ~0 denote the zero vector in U . Define
POSITIVE WEIGHT FUNCTION AND CLASSIFICATION OF G-FRAMES 7
χE(x) := 1E(x)e0. By the assumption, w ∈ L
1(E), thus χE ∈ L
2
w(Ω,U). S is unitary, therefore
there is a function φE ∈ H such that S(φE) = χE , and we have
‖S(φE)‖L2w(Ω,U) = ‖φE‖H = ‖χE‖L2w(Ω,U).(2.7)
From the other hand, the sequence {Gm,n}m,n is an ONB for L
2(Ω,U). Thus∑
m,n
|Λm,n(φE)|
2 =
∑
m,n
∣∣〈Gm,n, S(φE)w〉L2(Ω,U)∣∣2
= ‖χEw‖
2
L2(Ω,U)
=
∫
Ω
‖χE(x)‖
2
U w(x)
2dx
< A
∫
Ω
‖χE(x)‖
2
U w(x)dx
= A‖χE‖
2
L2w(Ω,U)
= A‖φE‖
2
H by (2.7).
The preceding calculation shows that the lower frame bound condition fails for φE . This con-
tradicts our assumption that {Λm,n}m,n is a frame for H, therefore w(x) ≥ A a.e. x ∈ Ω. The
argument for the upper bound for w follows similarly. 
3. Proof of Corollary 1.3
Proof. Assume that A ≤ w(x) ≤ B for almost every x ∈ Ω. Let f ∈ H. Then
∑
k∈J
|Λk(f)|
2 =
∑
k∈J
∣∣∣∣
∫
Ω
S(f)(x)λk(x)w(x)dx
∣∣∣∣
2
.(3.1)
By the fact that {λk}k∈J is an orthonormal basis for L
2(Ω), using the Plancherel’s theorem we
continue as follows:
(3.1) =
∫
Ω
|S(f)(x)w(x)|2dx ≤ B
∫
Ω
|S(f)(x)|2w(x)dx = B‖f‖2.
The frame boundedness from below by A also follows with a similar calculation.
For the converse, we shall use a contradiction argument. Assume that {Λk}k∈J is a frame for H
with the frame bounds 0 < A ≤ B <∞. Therefore for any f ∈ H we have
A‖f‖2 ≤
∑
k∈J
|Λk(f)|
2 ≤ B‖f‖2.
Assume that E ⊂ Ω be a measurable set with positive measure such that w(x) < A for all
x ∈ E. We shall show that the lower bound condition for the frame {Λk}k∈J must then fail for
the lower bound A.
By the assumptions, w ∈ L1(E), thus 1E ∈ L
2
w(Ω). Since S is an onto map, assume that φE is
the pre-image of 1E in H. Therefore S(φE) = 1E and ‖φE‖H = ‖1E‖L2w(Ω) and we have∑
k∈J
|Λk(φE)|
2 =
∑
k∈J
∣∣∣∣
∫
Ω
S(φE)(x)λk(x)w(x)dx
∣∣∣∣
2
=
∫
Ω
|1E(x)|
2|w(x)|2dx =
∫
E
|w(x)|2dx.(3.2)
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Since w(x) < A for all x ∈ E, then from the last integral we obtain the following:
(3.2) ≤ A
∫
E
w(x)dx = A
∫
Ω
|1E(x)|
2w(x)dx = A
∫
Ω
|S(φE)(x)|
2w(x)dx = A‖φE‖
2.
The preceding calculation shows that the frame lower bound condition fails for φE . This con-
tradicts our assumption that {Λk}k∈J is a frame, therefore w(x) ≥ A a.e. x ∈ Ω. The argument
for the upper bound follows similarly. 
4. Proof of Theorem 1.4
Here, we first calculate the adjoint of Λ˜m,n: S is a unitary map. Then for any f ∈ H and
h ∈ L2w(Ω,U) we have∫
Ω
〈Sf(x), h(x)〉Uw(x)dx = 〈Sf, h〉L2w(Ω,U) = 〈f, S
−1h〉.(4.1)
Therefore for any φ ∈ L2w(Ω) we get
〈Λ˜m,nf, φ〉 = 〈f, S
−1((fnφ)gm)〉,(4.2)
where (fnφ)gm ∈ L
2
w(Ω,U) and (fnφ)gm(x) = fn(x)φ(x)gm. The relation (4.2) indicates
that
Λ˜∗m,n(φ) = S
−1((fnφ)gm).
Notice, for any f ∈ H,
Λm,nf = 〈f, S
−1(fngm)〉H.
Thus Λ∗m,n : C→H is given by c→ cS
−1(fngm).
Proof of Theorem 1.4. Assume that A ≤ w(x) ≤ B for almost every x ∈ Ω. Let {cm,n}m,n be
any finite sequence in C. Then∥∥∥∥∥
∑
m,n
Λ∗m,n(cm,n)
∥∥∥∥∥
2
H
=
∥∥∥∥∥
∑
m,n
cm,nS
−1(fngm)
∥∥∥∥∥
2
H
=
∥∥∥∥∥S−1
(∑
m,n
cm,nfngm
)∥∥∥∥∥
2
H
=
∥∥∥∥∥
∑
m,n
cm,nfngm
∥∥∥∥∥
2
L2w(Ω,U)
(S is unitary)
=
∫
Ω
∥∥∥∥∥
∑
m,n
cm,nfn(x)gm
∥∥∥∥∥
2
U
w(x)dx
=
∫
Ω
∑
m,n
|cm,n|
2w(x)dx (by orthogonality of gm)
≤ B
∑
m,n
|cm,n|
2 (since w(x) ≤ B a.e. x ∈ Ω).
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We also have
∥∥∥∥∥
∑
m,n
Λ∗m,n(cm,n)
∥∥∥∥∥
2
H
=
∫
Ω
∑
m,n
|cm,n|
2w(x)dx ≥ A
∑
m,n
|cm,n|
2 (since w(x) ≥ A a.e. x ∈ Ω).
These show that {Λm,n}K×J is a Riesz basis for H with lower and upper Riesz bounds A and
B, respectively.
Now assume that {Λm,n}K×J is a Riesz basis for H with Riesz bounds A and B. Therefore, for
any sequence {cm,n}m,n the inequalities hold:
A
∑
m,n
|cm,n|
2 ≤
∥∥∥∥∥
∑
m,n
Λ∗m,n(cm,n)
∥∥∥∥∥
2
≤ B
∑
m,n
|cm,n|
2.(4.3)
We show that there are positive constants A and B such that A ≤ w(x) ≤ B for a.e. x ∈ Ω. In
contrary, without loss of generality, we assume then there is a measurable subset E ⊂ Ω with
positive measure such that w(x) < A for all x ∈ E. Let e be any unitary vector in the Hilbert
space U and define the function 1E(x) = e if x ∈ E and otherwise 1E(x) = 0. It is clear that
1E ∈ L
2(Ω,U). Thus, there are coefficients {cm,n}K×J such that 1E =
∑
m,n cm,nfngm and
‖1E‖
2 =
∑
m,n |cm,n|
2. Then ‖1E(x)‖ = 1 for all x ∈ E and we get
∥∥∥∥∥
∑
m,n
Λ∗m,n(cm,n)
∥∥∥∥∥
2
=
∥∥∥∥∥
∑
m,n
cm,nfngm
∥∥∥∥∥
2
L2w(Ω,U)
=
∫
Ω
∥∥∥∥∥
∑
m,n
cm,nfn(x)gm
∥∥∥∥∥
2
U
w(x)dx
=
∫
Ω
‖1E(x)‖
2
U w(x)dx
=
∫
E
w(x)dx
≤ A
∫
Ω
‖1E(x)‖
2
U dx (by the assumption w(x) < A for all x ∈ E)
= A
∫
Ω
∥∥∥∥∥
∑
m,n
cm,nfn(x)gm
∥∥∥∥∥
2
U
dx
= A
∫
Ω
∑
m,n
|cm,n|
2dx
= A
∑
m,n
|cm,n|
2.
This is contrary to the lower bound condition in (4.3). 
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5. Proof of Theorem 1.5
Proof. Assume that w(x) = 1 a.e. x ∈ Ω. By the equations (2.5) and (2.6), for any f ∈ H we
have ∑
m,n
|Λm,n(f)|
2 =
∑
m,n
∣∣〈Gm,n, S(f)〉L2(Ω,U)∣∣2 = ‖Sf‖2 = ‖f‖2.
This proves (1.4). Let c1, c2 ∈ C. For any m,m
′ ∈ J and n, n′ ∈ K we have
〈Λ∗m,n(c1),Λ
∗
m′,n′(c2)〉 = c1c2〈S
−1(fngm), S
−1(fn′gm′)〉H
= c1c2〈fngm, fn′gm′〉L2(Ω,U)
= c1c2δm,m′δn,n′ .
This proves the relations (1.2) and (1.3).
To prove the converse, we assume contrary. We assume that there is a subset E ⊂ Ω of positive
measure for which w(x) < 1. As in the proof of Theorem 1.2, one can show the existence of a
function φE for which with an analogous calculation following the relation (2.7) the following
holds: ∑
m,n
|Λm,n(φE)|
2 ≤ ‖φE‖
2.
This indicates that the relation (1.4) does not hold for φE, which contradicts the assumption. 
6. Examples
Example 6.1. Let Ω = D be a fundamental domain in Rd with Lebesgue measure one. Assume
that Γ = MZd where M is an d× d invertible matrix and the exponentials {en(x) := e
2πi〈n,x〉 :
n ∈ Γ} form an orthonormal basis for L2(D).
For 0 6= φ ∈ L2(Rd), define H := span{φ(· − n) : n ∈ Zd} and the weight function w by w(x) :=∑
n∈Γ⊥ |φˆ(x + n)|
2, a.e. x ∈ D. We claim that
∫
D w(x)dx = ‖φ‖
2, thus is finite. To this end,
notice D is a fundamental domain for the lattice Γ. By a result by Fuglede [15], D tiles Rd by
the dual lattice Γ⊥ =M−tZd, M−t the inverse transpose of M . Therefore, we have∫
D
w(x)dx =
∫
D
∑
n∈Γ⊥
|φˆ(x+ n)|2dx =
∫
Rd
|φˆ(x)|2dx = ‖φˆ‖2 = ‖φ‖2.
Let Ew := {x ∈ D : w(x) > 0} and for any f ∈ H define
S(f)(x) := 1Ew(x)w(x)
−1
∑
n∈Γ⊥
fˆ(x+ n)φˆ(x+ n) a.e. x ∈ Ew.
Then S is an unitary map from H onto the weighted Hilbert space L2w(0, 1) with U = C. Note
that Sf(x) = 0 a.e. x ∈ D \Ew (Theorem 3.1 (i) [16]).
For k ∈ Γ define
Λk(f) :=
∫
Ew

∑
n∈Γ⊥
fˆ(x+ n)φˆ(x+ n)

 e−2πi〈x,k〉dx.
By Corollary 1.3, the operators {Λk}k∈Γ constitute a frame for H if there are positive constants
A and B such that A ≤
∑
n∈Γ⊥ |φˆ(x + n)|
2 ≤ B a.e. x ∈ E. By the well-known periodization
POSITIVE WEIGHT FUNCTION AND CLASSIFICATION OF G-FRAMES 11
method, it is obvious that Λk(f) = 〈Tkφ, f〉 for any f ∈ H and k ∈ Γ, with Tkφ(x) = φ(x− k).
Thus, {Λk}Γ is the translation family {Tkφ}Γ.
For example, if φ ∈ L2(R) such that φˆ = 1[0,1], the indicator function of the unit interval, then
the inequalities for w holds for A = 1 and B = 2, hence {Λk}k∈Γ is a frame with lower and
upper frame bounds 1 and 2, respectively.
7. Application: Frames for shift-invariant subspaces on the Heisenberg group
In this section we shall revisit the example of a function in L2(Hd) that was introduced in [2]
and exploit our current results to study the frame and Riesz property of the lattice translations
of the function for a shift-invariant subspace of L2(Hd).
7.1. The Heisenberg group. The d-dimensional Heisenberg group Hd is identified with Rd×
Rd × R and the noncommutative group law is given by
(7.1) (p, q, t)(p′, q′, t′) = (p+ p′, q + q′, t+ t′ + p · q′).
The inverse of an element is given by (p, q, t)−1 = (−p,−q,−t + p · q). Here, x · y is the inner
product of two vectors in Rd. The Haar measure of the group is the Lebesgue measure on
R2d+1.
The class of non-zero measure irreducible representations of Hd is identified by non-zero elements
λ ∈ R∗ := R \ {0} (see [13]). Indeed, for any λ 6= 0, the associated irreducible representation
ρλ of the Heisenberg group is equivalent to Schro¨dinger representation into the class of unitary
operators on L2(Rd), such that for any (p, q, t) ∈ Hd and f ∈ L2(Rd)
ρλ(p, q, t)f(x) = e
2πitλe−2πiλ〈q·x〉f(x− p).(7.2)
Notice ρλ(p, q, 0)f(x) =MλqTpf(x) is the unitary frequency-translation operator, whereMx and
Ty are the modulation and translation operators, respectively. For ϕ ∈ L
2(Hd), we denote by ϕˆ
the operator valued Fourier transform of ϕ which is defined by
(7.3) ϕˆ(λ) =
∫
Hd
ϕ(x)ρλ(x)dx ∀λ ∈ R \ {0}.
The operator ϕˆ(λ) is a Hilbert-Schmidt operators on L2(Rd) such that for any f ∈ L2(Rd)
ϕˆ(λ)f(y) =
∫
Hd
ϕ(x)ρλ(x)f(y) dx ∀λ ∈ R \ {0},
and the equality is understood in L2-norm sense.
For any ψ and ϕ in L2(Hd) and λ ∈ R \ {0}, the Hilbert-Schmidt inner product 〈ϕˆ(λ), ψˆ(λ)〉HS
is the trace of an operator. Indeed,
(7.4) 〈ϕˆ(λ), ψˆ(λ)〉HS = traceL2(Rd)
(
ϕˆ(λ)ψˆ(λ)∗
)
.
(Here, ψˆ(λ)∗ denotes the L2(Rd) adjoint of the operator ψˆ(λ).) It is easy to see that ϕˆ(λ)ψˆ(λ)∗
is a kernel operator, thus 〈ϕˆ(λ), ψˆ(λ)〉HS is trace of a kernel operator.([13]). The Plancherel
formula for the Heisenberg group is given by
(7.5) 〈ϕ,ψ〉L2(Hd) =
∫
R
〈ϕˆ(λ), ψˆ(λ)〉HS |λ|
ddλ.
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The measure |λ|ddλ is the Plancherel measure on the non-zero measure class of irreducible
representations of the Heisenberg group ([13]) and dλ is the Lebesgue measure on R∗.
By the periodization method, the integral in (7.5) is can be equivalently written as∫
R
〈ϕˆ(λ), ψˆ(λ)〉HS |λ|
ddλ =
∫ 1
0
∑
j∈Z
〈ϕˆ(α+ j), ψˆ(α+ j)〉HS |α+ j|
ddα.
Thus, for any ϕ ∈ L2(Hd), by the Plancherel formula we deduce the following:
(7.6) ‖ϕ‖2 =
∫ 1
0
∑
j∈Z
‖ϕˆ(α+ j)|HS |α+ j|
ddα.
7.2. Frames for a shift-invariant subspace. Let u = 1[0,1]d ∈ L
2(Rd) be the indicator
function of the unit cube [0, 1]d. For α 6= 0, define the L2-unitary dilation of u with respect
to α by uα(x) = |α|
−d/2u(αx). Let a and b be two real numbers such that 0 6= ab ∈ Z. Then
the family consisted of translations and modulations of uα by aZ
d and bZd, respectively, is then
given by {
|α|d/2e−2πiαb〈m,x〉1(0, 1
α
)d(x− an) : m,n ∈ Z
d
}
.
It is known that the family is an orthonormal basis for L2(Rd) and is called orthonormal Gabor
or Weyl-Heisenberg basis for L2(Rd) with the window function uα.
Fix 0 < ǫ < 1 (for the rest of the paper) and define the projector map Ψǫ from (0, 1) into the
class of Hilbert-Schmidt operators of rank one on L2(Rd) by
Ψǫ(α) := (uα ⊗ uα)1(ǫ,1](α),
where for any f, g, h ∈ L2(Rd) we have (f ⊗ g)h := 〈h, g〉f . By the definition of the Hilbert-
Schmidt norm, we then have
‖Ψǫ(α)‖HS = 1(ǫ,1](α).(7.7)
Thus ‖Ψǫ‖
2 = (d+1)−1(1−ǫd+1). This implies that Ψǫ ∈ L
2(R∗,HS(L2(Rd)), |λ|ddλ). Therefore,
by the inverse Fourier transform for the Heisenberg group, there is a function in L2(Hd) whose
Fourier transform is identical to Ψǫ in L
2-norm. We let ψǫ denote this function L
2(Hd).
Let A and B be any d × d matrices in GL(R, d) such that ABt ∈ GL(Z, d). Define Γ :=
AZd×BZd×Z. Then Γ is a lattice subgroup of the Heisenberg group, a discrete and co-compact
subgroup. For any γ = (p, q, t) ∈ Γ, we denote by Tγψǫ the γ-translation of ψǫ which is given
by
Tγψǫ(x, y, z) = ψǫ(γ
−1(x, y, z)).
Our goal here is to employ the current results and study the frame property of the family
{Tγψǫ}γ∈Γ for its spanned vector space VΓ,ψǫ = span{Tγψǫ : γ ∈ Γ}. It is obvious that VΓ,ψǫ is
Γ-translation-invariant subspace of L2(Hd).
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For fixed ǫ, define wǫ on R by
wǫ(α) =
∑
j∈Z
‖Ψǫ(α+ j)‖
2
HS(L2(Rd))|α+ j|
d
The function wǫ is a positive and periodic function. Let Eǫ := {α ∈ (0, 1) : wǫ(α) > 0}. The
definition of Ψǫ along (7.7) yields the following result.
Lemma 7.1. For any α ∈ Eψǫ
ǫd ≤ wǫ(α) ≤ 1.(7.8)
Let k := (0, 0, k) ∈ Z and Tkψǫ denote the translation of ψǫ at the center direction of the
Heisenberg:
Tkψǫ(p, q, t) = ψǫ(p, q, t− k), (p, q, t) ∈ H
d.
Let H = span{Tkψǫ : k ∈ Z} and f ∈ H. For any α ∈ (0, 1) define
S(f)(α) := 1Ewǫ (α)wǫ(α)
−1
∑
j∈Z
〈ψˆǫ(α + j), fˆ (α+ j)〉HS(L2(Rd))|α+ j|
d.(7.9)
Lemma 7.2. The map S : H → L2wǫ(0, 1) defined in (7.9) is an unitary map.
Proof. First we prove that S is a bounded map on L2(Hd). Let f ∈ L2(Hd). Then
∫ 1
0
|Sf(α)|2w(α)dα
≤
∫ 1
0
1Ewǫ (α)wǫ(α)
−2

∑
j∈Z
|〈ψˆǫ(α+ j), fˆ (α+ j)〉HS(L2(Rd))||α+ j|
d


2
w(α)dα
≤
∫ 1
0
1Ewǫ (α)wǫ(α)
−2

∑
j∈Z
‖ψˆǫ(α+ j)‖‖fˆ (α+ j)〉HS(L2(Rd))‖|α+ j|
d


2
w(α)dα
≤
∫ 1
0
1Ewǫ (α)wǫ(α)
−1Bψǫ(α)Bf (α)dα
≤
∫ 1
0
Bf (α)dα
where Bg(α) :=
∑
j ‖gˆ(α + j)‖
2|α + j|d for g ∈ L2(Hd) and α ∈ (0, 1). By the definition of wǫ,
it is immediate that wǫ(α)
−1Bψǫ(α) = 1 for a.e. α ∈ (0, 1). Therefore∫ 1
0
|Sf(α)|2w(α)dα ≤
∫ 1
0
Bf (α)dα = ‖f‖
2 by (7.5).
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This proves that S is a bounded operator. To show S is an isometry on domain H assume that
f =
∑
k akTkψǫ by any finite linear combination of Tkψǫ, k ∈ Z. Thus∫ 1
0
|Sf(α)|2w(α)dα
=
∫ 1
0
1Ewǫ (α)wǫ(α)
−2
∣∣∣∣∣∣
∑
j∈Z
〈ψˆǫ(α+ j), fˆ(α+ j)〉HS(L2(Rd))|α+ j|
d
∣∣∣∣∣∣
2
w(α)dα
=
∫ 1
0
1Ewǫ (α)wǫ(α)
−1
∣∣∣∣∣∣
∑
j∈Z
〈ψˆǫ(α+ j),
∑
k
akT̂kψǫ(α+ j)〉HS(L2(Rd))|α+ j|
d
∣∣∣∣∣∣
2
dα
=
∫ 1
0
1Ewǫ (α)wǫ(α)
−1
∣∣∣∣∣
∑
k
ake
−2πikα
∣∣∣∣∣
2
∣∣∣∣∣∣
∑
j∈Z
〈ψˆǫ(α+ j), ψˆǫ(α+ j)〉HS(L2(Rd))|α+ j|
d
∣∣∣∣∣∣
2
dα
=
∫ 1
0
1Ewǫ (α)
∣∣∣∣∣
∑
k
ake
−2πikα
∣∣∣∣∣
2
w(α)dα (by the definition of wǫ).
Notice we can write ∣∣∣∣∣
∑
k
ake
−2πikα
∣∣∣∣∣
2
w(α) =
∑
j
∥∥∥∥∥
∑
k
akT̂kψǫ(α+ j)
∥∥∥∥∥
2
HS
.
Applying this in above we get∫ 1
0
|Sf(α)|2w(α)dα =
∫ 1
0
1Ewǫ (α)
∑
j
∥∥∥∥∥
∑
k
akT̂kψǫ(α+ j)
∥∥∥∥∥
2
HS
dα
=
∫ 1
0
1Ewǫ (α)
∑
j
‖fˆ(α+ j)‖2HSdα
= ‖f‖2 (By Plancherel Theorem).
This completes the proof of the lemma. 
Theorem 7.3. For any k ∈ Z and f ∈ H define
Λk(f) =
∫
Ewǫ
∑
j∈Z
〈ψˆǫ(α+ j), fˆ (α+ j)〉HS(L2(Rd))|α+ j|
de−2πiαkdα.
Then Λk(f) = 〈Tkψǫ, f〉 and {Λk}k∈Z is a frame for H with respect to C.
Proof. The equation Λk(f) = 〈Tkψǫ, f〉 is a result of the Parseval identity. The family {Λk}k∈Z
is a frame for H with respect to C by Lemmas 7.1, 7.2 and Theorem 1.2 (b). 
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