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A List of Notations
G a bounded domain in R2 with smooth boundary
V {ϕ ∈ C∞0 (G)2|Divϕ = 0}
H closure of V in L2(G)2
V closure of V in H10 (G)2
V ′ the dual space of V
P orthogonal Leray projection from L2(G)2 to H
tr(A) the trace of the square matrix A.
xT the transpose of the vector (or matrix) x.
〈·, ·〉K inner product in some Hilbert space K.
〈·, ·〉V ′,V the duality pairing for space V and the dual V ′
IA the indicator function of the set A.
C([0, T ];K) the set of all continuous functions ϕ: [0, T ]→ K.
Cb(U) the set of all uniformly bounded, continuous functions on
U , where U is a metric space.




‖ϕ(t)‖pKdt <∞ where p ∈ [1,∞).
iv
L∞(0, T ;K) the set of all essentially bounded measurable functions ϕ:
[0, T ]→ K.
LpG(Ω;K) the set of all K-valued G-measurable random variables X
such that E‖X‖pK < ∞ where p ∈ [1,∞). Here G is a
σ-algebra.
L∞G (Ω;K): the set of all essentially bounded K-valued G-measurable
random variables.
LpF(Ω;L





LF(Ω;L∞(0, T ;K)) the set of all {Ft}t≥0-adaptedK-valued essentially bounded
processes.
LpF(Ω;C([0, T ];K)) the set of all {Ft}t≥0-adapted K-valued continuous pro-




There are two parts in this dissertation. The backward stochastic Lorenz system
is studied in the first part. Suitable a priori estimates for adapted solutions of
the backward stochastic Lorenz system are obtained. The existence and unique-
ness of solutions is shown by the use of suitable truncations and approximations.
The continuity of the adapted solutions with respect to the terminal data is also
established.
The backward two-dimensional stochastic Navier-Stokes equations (BSNSEs, for
short) corresponding to incompressible fluid flow in a bounded domain G are stud-
ied in the second part. Suitable a priori estimates for adapted solutions of the
BSNSEs are obtained which reveal a surprising pathwise L∞(H) bound on the
solutions. The existence of solutions is shown by using a monotonicity argument.
Uniqueness is proved by using a novel method that uses finite-dimensional projec-
tions, linearization, and truncations. The continuity of the adapted solutions with





The first part of this dissertation focuses on the backward stochastic Lorenz system.
In a celebrated work, Edward N. Lorenz introduced a nonlinear system of ordinary
differential equations describing fluid convection of nonperiodic flows (Lorenz [15]).
The derivation of these equations is from a model of fluid flow within a region of
uniform depth and with higher temperature at the bottom (Rayleigh [23]).
Lorenz introduced three time-dependent variables. The variable X is propor-
tional to the intensity of the convective motion, Y is proportional to the tempera-
ture difference between ascending and descending currents, and Z is proportional
to distortion of the vertical temperature profile from linearity. The model consists
of the following three equations:

X˙ = −aX + aY
Y˙ = −XZ + bX − Y
Z˙ = XY − cZ
(1.1.1)
where a is the Prandtl number, b is the temperature difference of the heated layer
and c is related to the size of the fluid cell. The numbers a, b, and c are all positive.
In the past 40 years, ranging from physics (Sparrow [27]) to physiology of the
human brain (Weiss [30]), Lorenz systems have been widely studied in many areas
for a variety of parameter values. Randomness has also been introduced into Lorenz
1
system and some properties of the forward system have been studied (Schmalfuß
[26] and Keller [11]).
Let (Ω,F , {Ft}, P ) be a complete probability space with the filtration {Ft}t≥0,

























Then the backward stochastic Lorenz system corresponding to equation (1.1.1) is
given by the following terminal value problem:
dY (t) = −(AY (t) +B(Y (t), Y (t)))dt+ Z(t)dW (t)
Y (T ) = ξ
for t ∈ [0, T ] and ξ ∈ ÃL2FT (Ω;R3). The integral form of the backward stochastic
Lorenz system is as follows:
Y (t) = ξ +
∫ T
t




The problem consists in finding a pair of adapted solutions {(Y (t), Z(t))}t∈[0,T ].
Linear backward stochastic differential equations were introduced by Bismut in
1973 ([1]), and the systematic study of general backward stochastic differential
equations (BSDEs for short) were put forward first by Pardoux and Peng in 1990
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([22]). Since the theory of BSDEs is well connected with nonlinear partial differen-
tial equations, nonlinear semigroups and stochastic controls, it has been intensively
studied in the past two decades. There are also various applications of BSDEs in
the theory of mathematical finance. For instance, the hedging and pricing of a
contingent claim can be described as linear BSDEs.
In the present work, since the coefficient B is nonlinear and unbounded, the
existing theory of BSDEs does not apply. To overcome this difficulty, a truncation
of the coefficient and an approximation scheme have been used.
1.2 Navier-Stokes Equations
A major part of this dissertation involves the backward stochastic Navier-Stokes
equations. Let (Ω,F , {Ft}, P ) be a stochastic basis satisfying the usual conditions
over which a Hilbert space valued Wiener process {W (t)} with a nuclear covariance
operator Q is defined. The two-dimensional stochastic Navier-Stokes system in a
bounded domain G ⊂ IR2 with no-slip condition is given by
∂u+ {(u · ∇)u− ν∆u}dt = {−∇p+ f(t)}dt+ σ(t,u) dW (t)
∇ · u = 0
with u(t, x) = 0 x ∈ ∂G, and u(0, x) = u0(x) x ∈ G. Here p denotes pressure, a
real-valued random field, and u0 is the initial condition. The solution consists of
(u, p), where u is a two-dimensional random field. It is well-known (as explained
in the next section) that the above system can be written in the abstract evolution
equation setup as
du(t) + {νAu(t) +B(u(t))}dt = f(t)dt+ σ(t,u(t)) dW (t) (1.2.1)
3
with u(0) = u0. In this equation the pressure p doesn’t appear. However, it can be
determined from the solution u of (1.2.1) and the no-slip boundary condition. The
backward stochastic Navier-Stokes equation corresponding to the equation (1.2.1)
is given by the following terminal value problem: for 0 ≤ t ≤ T ,
du(t) = −νAu(t)dt−B(u(t))dt+ f(t)dt+ Z(t)dW (t)
u(T ) = ξ
The above stochastic equation is understood in the integral form:







The problem consists in finding an adapted solution {u(t), Z(t)} for 0 ≤ t ≤ T .
A backward stochastic Navier-Stokes system can be viewed as an inverse problem
wherein the velocity profile at a time T is observed and given, and the noise
coefficient has to be ascertained from the given terminal data. Such a motivation
arises naturally when one understands the importance of inverse problems in partial
differential equations (see J. L. Lions [13], [14]). A systematic study of backward
stochastic differential equations was initiated by Pardoux and Peng, Ma, Protter,
Yong, Zhou, and several other authors. Ma and Yong have studied linear degenerate
backward stochastic differential equations motivated by stochastic control theory.
Later, Hu, Ma and Yong [8] considered the semi-linear equations as well. Backward
stochastic partial differential equations were shown to arise naturally in stochastic
versions of the Black-Scholes formula by Ma and Yong [17]. A nice introduction to
backward stochastic differential equations is presented in the book by Yong and
Zhou [31], with various applications.
In the present work, it is worthwhile to note that the drift coefficient in the
backward stochastic Navier-Stokes equation (BSNSE) is nonlinear and unbounded,
4
so that the usual methods of proving existence and uniqueness of solutions do not
apply. The drift coefficient is monotone on bounded L4(G) balls in V , which was
first observed by Menaldi and Sritharan [19]. The method of monotonicity is used
in this chapter to prove the existence and uniqueness of solutions to BSNSEs. Much
of the work owes itself to a surprising a priori estimate on sup
[0,T ]
‖u(t)‖2H that holds
almost surely. Such an estimate seldom holds for stochastic Navier-Stokes equations
that move forward in time. The proof of the uniqueness of solutions is wrought by
establishing the closeness of (a) solutions of finite-dimensional projections of the
BSNSE, (b) solutions of a linearized projected BSNSE, and (c) finite-dimensional
projections of solutions of the BSNSE. Existence and uniqueness of solutions is
shown to hold under the natural square integrability condition E‖ξ‖2H < ∞ on
the terminal value ξ. Continuity of the solution with respect to the data at the
terminal time T and the external body force f(s) is also established in this article.
1.3 The Organization
The organization of this dissertation is as follows. In chapter 2, some background
knowledge of backward stochastic differential equations is introduced and some
frequently used results are stated.
In chapter 3, the backward stochastic Lorenz system is studied. In section 2,
a priori estimates for the solutions of systems with uniformly bounded terminal
values are obtained and a truncation of the system is introduced. In section 3, we
prove the existence and uniqueness of the solution to the Lorenz system using an
approximation scheme. Section 4 is devoted to the continuity of the solutions with
respect to terminal data.
5
In chapter 4, backward stochastic Navier-Stokes equations are studied. In section
1, the setup of the problem, the function spaces, and the background results are
presented. The a priori estimates for the solutions are proved in section 2. The
existence of solutions to the backward stochastic Navier-Stokes equations is shown
by the Minty-Browder monotonicity argument in section 3 for bounded terminal
data. In section 4, uniqueness of solutions is proved along with the estimates that
are needed in the proof of uniqueness. The boundedness condition on the terminal
data is relaxed to integrability conditions in section 5. In section 6, the continuity






Backward stochastic differential equations (BSDEs for short) have received con-
siderable attention in the last two decades. The theory of BSDEs has been greatly
developed because of its natural connections with stochastic partial differential
equations, stochastic controls, mathematical finance, etc.
Let (Ω,F , {Ft}, P ) be a complete probability space with the filtration {Ft}t≥0,
and {W (t)} be a standard one-dimensional Brownian motion. An example of a
BSDE is the following:
dY (t) = h(t, Y (t), Z(t))dt+ Z(t)dW (t)
Y (T ) = ξ,
where t ∈ [0, T ], Y (·)∈L2F(Ω;C([0, T ];R)), Z(·)∈L2F(Ω;L2(0, T ;R)), ξ ∈ L2FT (Ω;R),
and
h(t, x, y) : [0, T ]× R× R× Ω→ R.
The integral form of this BSDE is
Y (t) = ξ −
∫ T
t




A BSDE can not be considered as a time-reversing transformation of an initial
valued problem. Since all the integrals are in the sense of Itoˆ type stochastic cal-
culus, simply reversing the time would destroy the adaptedness. So the solution of
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a BSDE turns out to be a pair of adapted processes (Y (·), Z(·)), i.e., Z(·) is also
unknown and it is used to correct the nonadaptedness caused by the backward
nature of the problem and the terminal value ξ.
Definition 2.1.1. A pair of processes (Y (t), Z(t)) ∈M[0, T ] is called an adapted
solution of the above BSDE if the following holds:
Y (t) = ξ −
∫ T
t
h(s, Y (s), Z(s))ds−
∫ T
t
Z(s)dW (s) ∀t ∈ [0, T ], P-a.s.
Here
M[0, T ] = L2F(Ω;C([0, T ];R))× L2F(Ω;L2(0, T ;R))
and it is equipped with the norm
‖Y (·), Z(·)‖M[0,T ] = {E( sup
0≤t≤T




2.2 Backward Gronwall’s Inequality
Let us first introduce the forward Gronwall inequality.
Proposition 2.2.1. Suppose that g(t), α(t), β(t) and γ(t) are integrable functions,
and β(t), γ(t) ≥ 0 . For 0 ≤ s ≤ t, if



































































Hence from (2.2.1) we get














Another more general version of Gronwall’s inequality is given below.
Proposition 2.2.2. Let µ be a Borel measure on [0,∞), let ² ≥ 0, and let f be a
Borel measurable function that is bounded on bounded intervals and satisfies
0 ≤ f(t) ≤ ²+
∫
[0,t)
f(s)µ(ds), t ≥ 0. (2.2.2)
Then
f(t) ≤ ²eµ[0,t), t ≥ 0.
In particular, if M > 0 and
0 ≤ f(t) ≤ ²+M
∫ t
0
f(s)ds, t ≥ 0,
then
f(t) ≤ ²eMt, t ≥ 0.
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Proof: Iteration of (2.2.2) with itself gives


















Now let us discuss Gronwall’s inequality for backward differential equations.
Proposition 2.2.3. Suppose that g(t), α(t), β(t) and γ(t) are integrable functions,
and β(t), γ(t) ≥ 0. For 0 ≤ t ≤ T , if











In particular, if α(t) ≡ α, β(t) ≡ β and γ(t) ≡ 1, then























































Hence from (2.2.3) we get














2.3 The Backward Itoˆ Formula
A very useful tool is the backward version of the Itoˆ formula. We will first state
the one-dimensional Itoˆ formula.
Proposition 2.3.1. ([20]) Let X(t) be an Itoˆ process given by
dX(t) = a(t,X(t))dt+ b(t,X(t))dW (t)
where a is Ft-adapted and integrable, and b is Ft-adapted and square integrable.
Let f(t, x) ∈ C2([0,∞)× R). Then







+ f ′2(t,X(t))b(t,X(t))dW (t),
or, in integral form,

















Remark 2.3.2. The Itoˆ formula in the usual sense is as follows:
f(t,X(t)) = f(0, X(0)) +
∫ t
0












Now let us state the n-dimensional Itoˆ formula.
Proposition 2.3.3. ([20]) Let X(t) be an n-dimensional Itoˆ process given by






















b11(t,X(t)) · · · b1m(t,X(t))
...
...
bn1(t,X(t)) · · · bnm(t,X(t))

where m is any natural number. We also assume that a is Ft-adapted and inte-
grable, and b is Ft-adapted and square integrable. Let f(t, x) = (f1(t, x), · · · , fp(t, x))
be a C2 map from [0,∞)×Rn into Rp. Then the process f(t,X(t)) is a p-dimensional





















2.4 Some General Results on Backward
Stochastic Differential Equations
2.4.1 Linear Backward Stochastic Differential Equations
Theorem 2.4.1. (Yong and Zhou [31]) Let A(·), B1(·), . . . , Bm(·) ∈ LF(Ω;L∞(0, T ;
Rk×k)). Then, for any f ∈ L2F(Ω;L2(0, T ;Rk)) and ξ ∈ L2FT (Ω;Rk), the following
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+Z(t)dW (t), t ∈ [0, T ],
Y (T ) = ξ,
(2.4.1)
admits a unique adapted solution (Y (·), Z(·)) in the space L2F(Ω;C([0, T ];Rk)) ×
L2F(Ω;L











































Since (2.4.3) and (2.4.4) are usual linear SDEs with bounded coefficients, they
























Since we have Φ(0) = Ψ(0) = I, we must have
Ψ(t)−1 = Φ(t), ∀t ∈ [0, T ], P-a.s. (2.4.6)
Next, we suppose (Y (·), Z(·)) is an adapted solution of (2.4.1). Applying the Itoˆ
formula to Ψ(t)Y (t), we have
























































Ψ(s)f(s)ds+ E(θ|Ft), t ∈ [0, T ]. (2.4.10)
Note that the right-hand side of (2.4.10) depends only on ξ and f(·).
From (2.4.10), we see that one should define





, t ∈ [0, T ], (2.4.11)
with Φ(·) and Ψ(·) being the solutions of (2.4.3) and (2.4.4), respectively, and θ
being defined by (2.4.9). We now prove that the Y (·) defined by (2.4.11) together
with some Z(·) will be an adapted solution of (2.4.1).
First of all, by (2.4.11) and (2.4.9), we have





= Φ(T )Ψ(T )ξ = ξ. (2.4.12)
Next, since E(θ|Ft) is a square-integrable martingale, by the martingale represen-
tation theorem we can find a unique η ≡ (η1, . . . , ηm) ∈ L2F(Ω;L2(0, T ;Rk×m)) such
that






j(s), ∀t ∈ [0, T ], P-a.s. (2.4.13)
Hence it follows from (2.4.11) and (2.4.13) that












, Φ(t)r(t), t ∈ [0, T ], (2.4.14)


































[Bj(t)Y (t) + Φ(t)ηj(t)]dW
j(t).
Therefore, by setting Z(·) = (Z1(·), . . . , Zm(·)) with
Zj(t) , Bj(t)Y (t) + Φ(t)ηj(t), t ∈ [0, T ], P-a.s., 1 ≤ j ≤ m, (2.4.16)
and using (2.4.12) and (2.4.15), we conclude that (Y (·), Z(·)) ∈ L2,locF (Ω;L2(0, T ;Rk))×
L2,locF (Ω;L
2(0, T ;Rk×m)) satisfy (2.4.1).
Next we show that in fact (Y (·), Z(·)) ∈ L2F(Ω;C([0, T ];Rk)× L2F(Ω;L2(0, T ;Rk×m)).
Now for each n we define an {F}t≥0-stopping time
τn , inf{t ≥ 0 :
∫ t
0
|Z(s)|2ds ≥ n} ∧ T.
It is clear that τn increases to T P-a.s. as n → ∞. Applying Itoˆ’s formula to
|Y (t ∧ τn)|2, we obtain










〈Y (s), A(s)Y (s) +
m∑
j=1
Bj(s)Zj(s) + f(s)〉ds (2.4.17)
≤ E|Y (T ∧ τn)|2 +KE
∫ T∧τn
0







































This shows that Z(·)∈L2F(Ω;L2(0, T ;Rk×m)).
We now prove Y (·)∈L2F(Ω;C([0, T ];Rk)). From (2.4.15) and (2.4.12), we obtain






Z(s)dW (s), t ∈ [0, T ], (2.4.20)
for some h(·) ∈ L2F(Ω;L2(0, T ;Rk)). Thus, by Bu¨rkholder-Davis-Gundy’s inequality
















































This implies Y (·) ∈ L2F(Ω;C([0, T ];Rk)), and therefore (Y (·), Z(·)) is an adapted
solution of (2.4.1). Combined with (2.4.19), we obtain the estimate (2.4.2). The
uniqueness follows, as the equation is linear.
2.4.2 Nonlinear Backward Stochastic Differential
Equations
For the rest of this section, we assume the following.
17
For any (y, z) ∈ Rk ×Rk×m, h(t, y, z) : [0, T ]×Rk ×Rk×m×Ω→ Rk is {Ft}t≥0-
adapted with h(·, 0, 0)∈ L2F(Ω;L2(0, T ;Rk)). Moreover, there exists an L > 0, such
that
|h(t, y, z)− h(t, y¯, z¯)| ≤ L{|y − y¯|+ |z − z¯|}
∀t ∈ [0, T ], y, y¯∈ Rk and z, z¯ ∈ Rk×m P-a.s.
Theorem 2.4.2. (Yong and Zhou [31]) Under the previous assumption, for any
given ξ∈L2FT (Ω;Rk), the BSDE
dY (t) = h(t, Y (t), Z(t))dt+ Z(t)dW (t), t ∈ [0, T ), a.s.
Y (T ) = ξ,
(2.4.21)
admits a unique adapted solution (Y (·), Z(·))∈M[0, T ].
Proof: For any fixed (y(·), z(·)) ∈M[0, T ], it follows from the previous assump-
tion that
h(·) ≡ h(·, y(·), z(·)) ∈ L2F(Ω;L2(0, T ;Rk)). (2.4.22)
Consider the following BSDE:
dY (t) = h(t, y(t), z(t))dt+ Z(t)dW (t), t ∈ [0, T ), a.s.
Y (T ) = ξ.
(2.4.23)
This is a linear BSDE. By Theorem 2.4.1, it admits a unique adapted solution
(Y (·), Z(·))∈Mβ[0, T ]. Hence, we can define an operator τ :Mβ[0, T ]→Mβ[0, T ]
by (y, z) 7→ (Y, Z) via the BSDE (2.4.23). We are going to prove that for some
β > 0 and ∀(y, z), (y¯, z¯) ∈Mβ[0, T ],
‖τ(y, z)− τ(y¯, z¯)‖Mβ [0,T ] ≤
1
2
‖(y, z)− (y¯, z¯)‖Mβ [0,T ]. (2.4.24)
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This means that τ is a contraction mapping on the Banach space Mβ[0, T ]. Then
we can use the contraction mapping theorem to claim the existence and uniqueness
of the fixed point of τ , which is the unique adapted solution of (2.4.21).
To prove (2.4.24), take any (y(·), z(·)), (y¯(·), z¯(·))∈M[0, T ], and let
(Y (·), Z(·)) = τ(y, z), (Y¯ (·), Z¯(·)) = τ(y¯, z¯).
Define 
Yˆ (t) , Y (t)− Y¯ (t), Zˆ(t) , Z(t)− Z¯(t),
yˆ(t) , y(t)− y¯(t), zˆ(t) , z(t)− z¯(t),
hˆ(t) , h(t, y(t), z(t))− h(t, y¯(t), z¯(t)).
(2.4.25)































2e2βs〈Yˆ (s), Zˆ(s)dW (s)〉
where we take λ , 2L2
β















2e2βs〈Yˆ (s), Zˆ(s)dW (s)〉.




|Zˆ(s)|2e2βsds} ≤ λ(T + 1)‖(yˆ, zˆ)‖2Mβ [0,T ]. (2.4.28)


























|Yˆ (s)|2|Zˆ(s)|2e4βsds} 12 (2.4.29)
≤KE{( sup
0≤t≤T
















(|Yˆ (t)|2e2βt)) +K2λ(T + 1)‖(yˆ, zˆ)‖2Mβ [0,T ].















(|Yˆ (t)|2e2βt)) + (1 + 2K2)λ(T + 1)‖(yˆ, zˆ)‖2Mβ [0,T ].
Combining (2.4.28) and (2.4.30), we get
‖(Yˆ , Zˆ)‖2Mβ [0,T ] ≤
2(3 + 4K2)(T + 1)L2
β
‖(yˆ, zˆ)‖2Mβ [0,T ]. (2.4.31)
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Then we can choose β > 0 large enough to get the contractivity of the operator τ




An Example: Lorenz System
3.1 Introduction
Lorenz original derivation of the equations

X˙ = −aX + aY
Y˙ = −XZ + bX − Y
Z˙ = XY − cZ
are from a model for fluid flow of the atmosphere: a two-dimensional fluid cell is
warmed from below and cooled from above and the resulting convective motion
is modeled by a partial differential equation. The variables are expanded into an
infinite number of modes and all except three of them are put to zero. In this
chapter, the randomness are introduced into Lorenz system and some properties
of the inverse problem of the forward system are studied.
Let (Ω,F , {Ft}, P ) be a complete probability space with the filtration {Ft}t≥0


























Then the backward stochastic Lorenz system corresponding to equation (1.1.1) is
given by the following terminal value problem:
dY (t) = −(AY (t) +B(Y (t), Y (t)))dt+ Z(t)dW (t)
Y (T ) = ξ
(3.1.1)
for t ∈ [0, T ] and ξ ∈ ÃL2FT (Ω;R3). The integral form of the backward stochastic
Lorenz system is as follows:
Y (t) = ξ +
∫ T
t




The problem consists in finding a pair of adapted solutions {(Y (t), Z(t))}t∈[0,T ].
Definition 3.1.1. A pair of processes (Y (t), Z(t))∈ M[0, T ] is called an adapted
solution of (3.1.1) if the following holds:
Y (t) = ξ +
∫ T
t
(AY (s) +B(Y (s), Y (s)))ds−
∫ T
t
Z(s)dW (s) ∀t ∈ [0, T ],P-a.s.
Here
M[0, T ] = L2F(Ω;C([0, T ];R3))× L2F(Ω;L2(0, T ;R3×3))
and it is equipped with the norm
‖Y (·), Z(·)‖M[0,T ] = {E( sup
0≤t≤T





3.2 A Priori Estimates
A frequently used property of B is stated below:
Proposition 3.2.1. For any y and y¯ ∈ R3, we have
〈B(y, y¯), y¯〉 = 0
and
|B(y, y)−B(y¯, y¯)|2 ≤ (|y|2 + |y¯|2)|y − y¯|2.
Let EFtX to be the conditional expectation E(X|Ft), and let us list few as-
sumptions:
A1 : |ξ|2≤ K for some constant K, P-a.s.
A2 : ξ ∈ L2FT (Ω;Rn)
Proposition 3.2.2. Under Assumption A1, if (Y (t), Z(t)) is an adapted solution
for Lorenz system (3.1.1), then there exists a constant N0, such that |Y (t)| ≤ N0
for all t ∈ [0, T ], P-a.s.
Proof: Applying the Itoˆ formula to |Y (t)|2,
d|Y (t)|2 = {−2〈Y (t), AY (t) +B(Y (t), Y (t))〉+ ‖Z(t)‖2}dt+ 2〈Y (t), Z(t)〉dW (t).
Therefore
|Y (t)|2 =|ξ|2 +
∫ T
t







〈Y (s), Z(s)〉dW (s).












〈Y (s), Z(s)〉dW (s).
For all 0 ≤ r ≤ t ≤ T , we have:




= EFr |ξ|2 + 2EFr
∫ T
t
〈Y (s), AY (s)〉ds




By Gronwall’s inequality (2.2.3),


















Letting r to be t, and by Assumption A1, it follows that |Y (t)|2 ≤ N0 for some
constant N0 > 0 which is only related to K.




b(y) if |y| ≤ N
b( y|y|N) if |y| > N.
The truncated Lorenz system is the following BSDE:
dY N(t) = −bN(Y N(t))dt+ ZN(t)dW (t)
Y N(T ) = ξ
(3.2.1)
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where W (t) is a 3-dimensional Wiener process defined on a complete probability
space (Ω,F , P ) and ξ ∈ L2FT (Ω;R3).
Corollary 3.2.4. Under Assumption A1, if (Y N(t), ZN(t)) is an adapted solution
for truncated Lorenz system (3.2.1), then there exists a constant N0, such that
|Y N(t)| ≤ N0 for all N ∈ N and t ∈ [0, T ], P-a.s.
Proof: Apply Itoˆ formula to |Y N(t)|2, we get:
d|Y N(t)|2 ={−2〈Y N(t), bN(Y N(t))〉+ ‖ZN(t)‖2}dt
+ 2〈Y N(t), ZN(t)〉dW (t).
So we have
|Y N(t)|2 =|ξ|2 +
∫ T
t







〈Y N(s), ZN(s)〉dW (s).
If |Y N(t)| ≤ N , then 〈Y N(t), B(Y N(t), Y N(t))〉 = 0. If |Y N(t)| > N , then we also
have 〈Y N(t), B( Y N (t)|Y N (t)|N, Y
N (t)
|Y N (t)|N)〉 = 0. Let
aN(y) =

Ay if |y| ≤ N
A y|y|N if |y| > N.











〈Y N(s), ZN(s)〉dW (s).
For all 0 ≤ r ≤ t ≤ T , we have:





= EFr |ξ|2 + 2EFr
∫ T
t
〈Y N(s), aN(Y N(s))〉ds




By Gronwall’s inequality (2.2.3),














= EFr |ξ|2 + 2‖A‖EFr |ξ|2 1
2‖A‖(1− e
−2‖A‖(T−t))
= EFr |ξ|2(2− e−2‖A‖(T−t)).
Now, let r to be t, and by Assumption A1, we get |Y N(t)|2 ≤ N0 for some constant
N0 > 0 which is only related to K.
3.3 Existence and Uniqueness of Solutions
Proposition 3.3.1. The function bN is Lipschitz continuous on ∈ R3.









Case I: |y|, |y¯|≤ N . Then we have
|bN(y)− bN(y¯)|
= |b(y)− b(y¯)|


















≤ ‖A‖|y − y¯|+
√
(y1y3 − y¯1y¯3)2 + (y1y2 − y¯1y¯2)2
≤ |ac− abc||y − y¯|+N |y − y¯|.
Let LN = |ac− abc|+N . Thus |bN(y)− bN(y¯)| ≤ LN |y − y¯|.
Case II: |y| ≤ N , but |y¯| > N . Then by Case I, we have
|bN(y)− bN(y¯)| = |b(y)− b( y¯|y¯|N)| ≤ LN |y −
y¯
|y¯|N |.
Let us prove that |y − y¯|y¯|N | ≤ |y − y¯|.
By carefully choosing a coordinate system, it is possible to make y¯ = (y¯1, 0, 0).
Under such coordinate system, we have
|y − y¯|y¯|N | = [(y1 − sign(y¯1)N)





|y − y¯| = [(y1 − y¯1)2 + y22 + y23]
1
2 .
Since |y1| ≤ N < |y¯1|, it is clear that |y1−sign(y¯1)N | ≤ |y1− y¯1|. So |y− y¯|y¯|N | ≤
|y − y¯| and thus
|bN(y)− bN(y¯)| ≤ LN |y − y¯|.
Case III: |y| > N and |y¯| > N . Then by Case I, we have
|bN(y)− bN(y¯)| = |b( y|y|N)− b(
y¯





Without lose of generality, let us assume that |y| ≤ |y¯|, Consider |y| as N in Case











Thus we have shown that
|bN(y)− bN(y¯)| ≤ LN |y − y¯| for Case III
and the proof is complete.
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Theorem 3.3.2. Under Assumption A1, the Lorenz system (3.1.1) has a unique
solution.
Proof: First let us prove the existence of the solution of Lorenz system (3.1.1).
By Proposition 3.3.1, bN is Lipschitz. Thus bN satisfies the assumption of Theorem
2.4.2. By Theorem 2.4.2, there exists a unique solution (Y N(t), ZN(t)) of truncated
Lorenz system (3.2.1) with such bN for each N ∈ N.
Because of Assumption A1, by Corollary 3.2.4, there exists a natural number
N0, such that
|Y N(t)| ≤ N0 for all N ∈ N.
Since |Y N0(t)| ≤ N0, bN0(Y N0(t)) = b(Y N0(t)) by the definition of bN(y). Thus for
N0, truncated Lorenz system (3.2.1) is the same as Lorenz system (3.1.1). Hence
(Y N0(t), ZN0(t)) is also solution of Lorenz system (3.1.1).
Let (Y (t), Z(t)) and (Y¯ (t), Z¯(t)) be two pairs of solutions of Lorenz system
(3.1.1). By Proposition 3.2.2, there exists a natural number N0, such that |Y (t)| ≤
N0 and |Y¯ (t)| ≤ N0. Since Lorenz system (3.1.1) and truncated Lorenz system
(3.2.1) for N = N0 are the same, (Y (t), Z(t)) and (Y¯ (t), Z¯(t)) are also solutions
of truncated Lorenz system (3.2.1) for N = N0. By Theorem 2.4.2, we know that
truncated Lorenz system (3.2.1) for N = N0 has unique solution. Thus (Y (t), Z(t))
= (Y¯ (t), Z¯(t)) P-a.s. Thus the uniqueness of the solution has been shown.
Definition 3.3.3. For any ξ satisfies Assumption A2 and n ∈ N, we define
ξn = ξ ∨ (−n) ∧ n.
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The n-Lorenz system is the following BSDE:
dY n(t) = −b(Y n(t))dt+ Zn(t)dW (t)
Y n(T ) = ξn
(3.3.1)
where W (t) is a 3-dimensional Wiener process defined on a complete probability
space (Ω,F , P ).
Proposition 3.3.4. Under Assumption A2,the solutions of n-Lorenz systems are
Cauchy in M[0, T ].
Proof: Since ξn is bounded by n, the existence and uniqueness of the solution of
n-Lorenz system is guaranteed by Proposition 3.2.2.
For all n and m ∈ N, let (Y n(t), Zn(t)) and (Y m(t), Zm(t)) be the unique solu-
tions of n-Lorenz system and m-Lorenz system, respectively. Define
Y˜ (t) = Y n(t)− Y m(t),
Z˜(t) = Zn(t)− Zm(t) and
ξ˜ = ξn − ξm.
Then we have
Y˜ (t) =ξ˜ +
∫ T
t





Apply Itoˆ formula to |Y˜ (t)|2 to get
|Y˜ (t)|2 = |ξ˜|2 +
∫ T
t
































〈Y˜ (s), Z˜(s)〉dW (s) (3.3.2)
Since
〈Y˜ (s), B(Y n(s), Y n(s))−B(Y m(s), Y m(s))〉
=〈Y n(s)− Y m(s), B(Y n(s), Y n(s))−B(Y m(s), Y m(s))〉
=− 〈Y n(s), B(Y m(s), Y m(s))〉 − 〈Y m(s), B(Y n(s), Y n(s))〉
=〈Y m(s), B(Y m(s), Y n(s))〉 − 〈Y m(s), B(Y n(s), Y n(s))〉
=〈Y m(s), B(Y m(s)− Y n(s), Y n(s))〉
=〈Y m(s)− Y n(s), B(Y m(s)− Y n(s), Y n(s))〉
=〈Y˜ (s), B(Y˜ (s), Y n(s))〉
≤|Y˜ (s)|2|Y n(s)|
From Proposition 3.2.2, we know that
|Y n(t)|2 ≤ (2− e−2‖A‖(T−t))EFt|ξn|2 ≤ 2n2.
So |Y n(t)| ≤ √2n ∀t.
Hence
|〈Y˜ (s), B(Y n(s), Y n(s))−B(Y m(s), Y m(s))〉|
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〈Y˜ (s), Z˜(s)〉dW (s). (3.3.5)
After taking expectation on both sides of (3.3.5), one gets
E|Y˜ (t)|2 + E
∫ T
t






Hence by Gronwall’s inequality, it is easy to see that




















E|ξ˜|2 = E lim
m,n→∞
|ξ˜|2 = 0 (3.3.8)






‖Z˜(s)‖2ds = 0 and lim
m,n→∞







‖Z˜(s)‖2ds = 0 (3.3.9)
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Thus from (3.3.2),(3.3.3) and (3.3.10), one gets
E( sup
t≤ρ≤T
































|Y˜ (ρ)|2) ≤ 127E|ξ˜|2 + E
∫ T
t
(2‖A‖+ 2|Y n(s)|)|Y˜ (s)|2ds (3.3.11)
From Proposition 3.2.2, one has
|Y n(s)|2 ≤ EFs |ξn|2(2− e−2‖A‖(T−t)) ≤ 2EFs |ξ|2 (3.3.12)
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Clearly {EFs |ξ|2}s∈[0,T ] is a F -adapted martingale. By Doob’s submartingale in-
equality, for any λ > 0,
P{ sup
0≤s≤T
EFs |ξ|2 ≥ λ} ≤ 1
λ
EEFT |ξ|2 = 1
λ
E|ξ|2 → 0 as λ→∞
Let τR = inf{t : EFt|ξ|2 > R} ∧ T for R > 0. It is easy to show that τR→ T a.s. as
R→∞. From (3.3.11) and Gronwall’s inequality, one gets
E sup
t≤ρ≤T










|Y˜ (ρ ∧ τR)|2ds
≤508E|ξ˜|2 for all t ∈ [0, T ]



















|Y˜ (ρ ∧ τR)|2)
≤ lim
m,n→∞
508E|ξ˜|2 = 0 (3.3.13)
From (3.3.9), (3.3.13), and the definition of the norm of M[0, T ], we know that
the solutions of n-Lorenz systems are Cauchy.






|Y n(t)− Y (t)|2) + E
∫ T
0
|Zn(t)− Z(t)|2dt} = 0
We want to show that (Y, Z) is actually the solution of Lorenz system (3.1.1).
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Theorem 3.3.5. Under Assumption 2◦, Lorenz system (3.1.1) has a unique solu-
tion.
Proof: By Proposition 3.3.4, we know that Y n(t) converge to Y (t) uniformly.






|b(Y n(s))− b(Y (s))|2ds = 0











|Zn(s)− Z(s)|2ds = 0
Thus we have shown that (Y (t), Z(t)) satisfies Lorenz system (3.1.1), that is,
(Y (t), Z(t)) is a solution of Lorenz system (3.1.1).
Now assume that (Y (t), Z(t)) and (Y ′(t), Z ′(t)) are two solutions of Lorenz sys-
tem (3.1.1). Similar to the proof of Proposition 3.3.4, we can get
E( sup
0≤t≤T
|Y (t)− Y ′(t)|2) = 0 and E
∫ T
0
|Z(t)− Z ′(t)|2dt = 0,
That is, ‖(Y (t), Z(t))− (Y ′(t), Z ′(t))‖M[0,T ] = 0. Thus we have proved the unique-
ness of the solution.
3.4 Continuity with Respect to Terminal Data
Theorem 3.4.1. Assume that ξ ∈ L2FT (Ω;Rn). Then the solution of (3.1.1) is
continuous with respect to the terminal data.
Proof: For any ξ, ζ ∈ L2FT (Ω;Rn), let (Y (t), Z(t)) and (X(t), V (t)) be solu-
tions of (3.1.1) under terminal values ξ and ζ, respectively. Let (Y n(t), Zn(t))
and (Xn(t), V n(t)) be solutions of corresponding n-Lorenz system. By Proposition





















‖V (t)− V n(t)‖2dt = 0












|Y n(t)−Xn(t)|2 + E
∫ T
0

























The Backward Stochastic Navier-Stokes
Equation
4.1 Preliminaries




) ∈ H where H = {u ∈ (L2(G))2 : div(u) = ∇ · u = 0 and γ(u) =
u · nG = 0}, where nG stands for the outer normal to ∂G.
Definition 4.1.1. Let A be an operator on a separable Hilbert space K with
CONS {ej}∞j=1. If 〈Ax, y〉=〈x,A∗y〉 for any x, y ∈ K, then A∗ is called the adjoint
of A. If A = A∗, then A is called self-adjoint.
Definition 4.1.2. Let A be a linear operator from a separable Hilbert space K
with CONS {ej}∞j=1 to a separable Hilbert space H.
(a) We denote by L(K,H) the class of all bounded linear operators with the




〈(A∗A) 12 ek, ek〉K < ∞, then A is called a trace class(nuclear)
operator. We denote by L1(K,H) the class of trace class operators with norm
‖ · ‖L1 .
(c) We also denote by L2(K,H) the class of Hilbert-Schmidt operators with norm
‖ · ‖L2 given by ‖A‖L2=(
∞∑
k=1
〈Aek, Aek〉H) 12 . Sometimes ‖ · ‖L2 is also denoted
by ‖ · ‖H.S.
(d) Let Q ∈ L1(K,K) be self-adjoint and positive definite. Let K0 be the Hilbert
subspace of K with inner product
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and we denote LQ = L2(K0, H) with the inner product
〈F,G〉LQ = tr(FQG∗) = tr(GQF ∗), F,G ∈ LQ.
Definition 4.1.3. W (t) is an H-valued Q-Wiener process, where Q is a trace class
operator on H, if W (t) satisfies the following:
(a) W (t) has continuous sample paths in H-norm with W (0) = 0.
(b) (W (t), h) has stationary independent increments for all h ∈ H.
(c) W (t) is a Gaussian process with mean zero and covariance operator Q, i.e.
E(W (t), g)(W (s), h)=(t ∧ s)(Qg, h) for all g, h ∈ H.
Consider the stochastic Navier-Stokes equation for a viscous incompressible flow
with no-slip condition at the boundary. Displaying the external forces on the right
side of the equation, we have, for ν > 0,
∂u
∂t
+ (u · ∇)u− ν∆u+∇p = f(t) + σ(t,u) dW (t)
dt
∇ · u = 0
(4.1.1)
with u(t, x) = 0 for x ∈ ∂G, and u(0, x) = u0(x) for x ∈ G. In the above, p
denotes pressure and is a scalar-valued function. The process {Wt} is a H-valued
Q-Wiener process, and ν is the coefficient of viscosity. The solution of the above
system is (u, p) where u is a two-dimensional vector.
The stochastic Navier-Stokes equation can be written in the abstract evolution
equation setup (see Temam [29]) for bounded domains. Let P be the orthogonal
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Leray projector:
P : (L2(G))2 → H
By applying the Leray projection to each term of the Navier-Stokes system, and
invoking the result of Helmholtz that L2(G) admits an orthogonal decomposition
into divergence free and irrotational components, namely L2(G) = H +H⊥ where
H⊥ can be characterized by
H⊥ = {g ∈ (L2(G))2 : g = ∇h where h ∈ W 1,2(G)}, (4.1.2)
we can write the system (4.1.1) as




= P((u · ∇)v) with the notation B(u) = B(u,u), and Au .=
−P(∆u).
Now we fix the terminal value by letting u(T ) = ξ. Then
du(t) = −νAu(t)dt−B(u(t))dt+ f(t)dt+ Z(t)dW (t)
u(T ) = ξ
(4.1.3)
is called the backward stochastic Navier-Stokes equation.
Let V = {u ∈ (H1(G))2 : ∇ · u = 0 and γ0(u) = u|∂G = 0} and V ′ be the dual
of V . From the definition of V and H, we see that they are both separable Hilbert
spaces, V is a dense subset of H, and the embedding V ↪→ H is dense, continuous
and compact.
We identify H ′ with H. For any h ∈ H, there exist an h′ ∈ V ′, such that
〈h′,v〉V ′,V=〈h,v〉H . Then the mapping h 7→ h′ is linear, injective, compact and
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continuous. We may identify h′ with h. In this sense, H is a dense subset of V ′.
Thus we have evolution triple
V ⊂ H ⊂ V ′ (4.1.4)
and ‖v‖H ≤ C‖v‖V , ‖h‖V ′ ≤ C‖h‖H , and 〈h,v〉V ′,V = 〈h,v〉H for all v ∈ V ,
h ∈ H and some constant C. From now on, we may consider A and B as mappings
that map V into V ′.
Remark 4.1.4. Let {ej}∞j=1 be a complete orthonormal system in H such that
there exists an increasing sequence of positive numbers {λj}∞j=1, lim
j→∞
λj =∞ and
Aej = λjej for all j. Let Qek = qkek, and {bk(t)} be a sequence of iid Brownian









For any Banach space K, let LpF(Ω;Lp(0, T ;K)) be the set of all {F}t≥0-adapted
K-valued processes X(·) such that E ∫ T
0
‖X(t)‖pKdt <∞.
Definition 4.1.5. A pair of Ft-adapted processes (u(t), Z(t)) is called a solution
of backward stochastic differential equation (4.1.3) if the following holds:






Z(t)dW (t) holds P-a.s. in
V ′,
(2) u(·) ∈ L2F(Ω;L2(0, T ;V )) ∩ L∞(0, T ;L2F(Ω;H)).
(3) Z(·) ∈ L2F(Ω;L2(0, T ;LQ)).














(3) 〈B(u,v),w〉V ′,V=−〈B(u,w),v〉V ′,V
Proof: Let u, v, and w ∈ V={ϕ ∈ C∞0 (G)2|Div ϕ = 0}.
(1)By integration by parts and the fact that wi = 0 on ∂G, we have













































In the above derivation, nj is the jth coordinate of the outer normal vector nG to
G. Since V=closure of V in H10 (G)2, by a density argument, the result holds for u,
v, and w ∈ V .
(2)Since
〈B(u,v),w〉V ′,V = 〈P(u · ∇)v,w〉H = 〈(u · ∇)v,Pw〉H = 〈(u · ∇)v,w〉H
and



































By a density argument, the result holds for u, v, and w ∈ V and the derivatives
are in the weak sense. Thus we have shown (2).
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dx = −〈B(u,w),v〉V ′,V .
By a density argument, the result holds for u, v, and w ∈ V .
Corollary 4.1.7. For any u,v ∈ V , 〈B(u,v),v〉V ′,V = 0
Proposition 4.1.8. (Constantin and Foias [4]) Let G ⊂ Rn be bounded, open and
of class C lwhere l ≥ 1. Let s1, s2, s3 be real numbers, 0 ≤ s1 ≤ l , 0 ≤ s2 ≤ l − 1,
0 ≤ s3 ≤ l . Let us assume that
(1) s1 + s2 + s3 ≥ n/2 if si 6= n/2 for all i = 1, 2, 3
or
(2) s1 + s2 + s3 > n/2 if si = n/2 for at least one i
Then there exists a constant CG > 0 depending on s1, s2, s3, and G, a scale
invariant constant, such that








for all u,v,w ∈ C∞(G¯)n.
Lemma 4.1.9. [29] Assume that G ⊂ R2 is bounded and of class C2. If u ∈









4.2 A Priori Estimates
Let PN : H → HN be the projection where HN =span{e1, e2, · · · , eN}. Notice the
fact that VN = HN = V
′
N for all N . First we restrict the domain of A and B to
HN and still denote it by A and B. Now We introduce the following projection:
AN = PNA and B
N = PNB
Then the projected backward Navier-Stokes equation is defined by
duN(t) = −νANuN(t)dt−BN(uN(t))dt+ fN(t)dt+ ZN(t)dWN(t)
uN(T ) = ξN
(4.2.1)






N = PNξ, and
ZN(t) : [0, T ]× Ω→ L(HN , HN).
Proposition 4.2.1. Assume that f ∈ L2(0, T ;V ′), and ‖ξ‖2H ≤ K for almost
all ω ∈ Ω and some constant K. If (uN(t), ZN(t)) is an adapted solution for the










‖ZN(t)‖2LQdt ≤ K0 (4.2.2)
































where (ZN)∗ is the adjoint of ZN , and the duality pairing 〈·, ·〉V ′,V is just the H-
norm. For 0 < r ≤ t ≤ T , we take the conditional expectation as in Proposition












































where λN is the N
































Omitting the first term on the left hand side of the above inequality and taking

























‖uN(s)‖2V ds ≤ K ′
Taking r to be t and omitting the last two terms on the left hand side of inequality
(4.2.3), we know that ‖uN(t)‖2H ≤ K ′










Corollary 4.2.2. Let the conditions in Proposition 4.2.1 hold. Additionally, we







‖uN(t)‖2V dt}2 ≤ K1
i.e. {uN(t)} is bounded in L∞(Ω× [0, T ];H) ∩ ÃL4F(Ω;L2(0, T ;V )).





























































































































Thus by (4.2.3) in Proposition 4.2.1, there exists a constant K1, independent of





















‖uN(t)‖2V dt}2 ≤ K1
Corollary 4.2.3. Let the conditions in Proposition 4.2.1 hold. Additionally, let
‖ξ‖2V ≤ K for almost all ω ∈ Ω and some constant K. Then there exists a constant




Proof: The proof is similar to that of Proposition 4.2.1. However, it is given in
full since slight variations are needed.
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First, by Proposition 4.1.6 and equation (4.2.1), we get
1
2
d‖uN(t)‖2V = 〈duN(t),uN(t)〉V = 〈duN(t),ANuN(t)〉H
=− 〈νANuN(t),ANuN(t)〉Hdt− 〈BN(uN(t)),ANuN(t)〉Hdt
+ 〈fN(t),ANuN(t)〉H + 〈ZN(t)dWN(t),ANuN(t)〉H
Integrating from t to T , and taking conditional expectation for 0 ≤ r ≤ t ≤ T ,
we get















By the definition of AN , we know that
‖ANuN(t)‖H ≤ λN‖uN(t)‖H ≤ λN‖uN(t)‖V
By Lemma 4.1.9 and Proposition 4.2.1, we have

























































‖fN(s)‖2V ′ds}{2− e−CN (T−t)}








for some constant K2 independent of N .
Now for every M ∈ N, we define LM to be a Lipschitz C∞ function as follows:
LM(‖u‖V ) =

1 if ‖u‖V < M
0 if ‖u‖V > M + 1
0 ≤ LM(‖u‖V ) ≤ 1 otherwise
Proposition 4.2.4. ‖LM(‖x‖V )BN(x)−LM(‖y‖V )BN(y)‖H ≤ CN,M‖x−y‖V for
any x, y ∈ HN and M ∈ N.
Proof: For any x, y ∈ HN ,








|〈LM(‖y‖V )B(x)− LM(‖y‖V )B(y)













L2M(‖y‖V )|〈B(x)−B(y), ei〉V ′,V |2 + C
N∑
i=1
|〈B(x), ei〉V ′,V |2‖x− y‖2V
since LM is Lipschitz.
Let us denote 〈B(x, y), z〉V ′,V by b(x, y, z). For any i,
|〈B(x)−B(y), ei〉V ′,V |
=|b(x, x, ei)− b(y, y, ei)|
=|b(x− y, x, ei) + b(y, x, ei)− b(y, y, ei)|
≤|b(x− y, x, ei)|+ |b(y, x− y, ei)|
By Proposition 4.1.8 and the Poincare´ inequality, we have













≤ CG‖x‖V ‖ei‖V ‖x− y‖V
for some constant CG depending G.
Similarly,













≤ CG‖y‖V ‖ei‖V ‖x− y‖V
and
|〈B(x), ei〉V ′,V | ≤ CG‖ei‖V ‖x‖2V .
Thus




‖ei‖2VNC2G[L2M(‖y‖V )(‖x‖2V + ‖y‖2V ) + ‖x‖4V ]‖x− y‖2V .
Without lose of generality, we assume that ‖x‖V ≤ ‖y‖V , and let us discuss it
in the following 3 cases:
Case I. ‖y‖V ≤M + 1.
In this case, ‖x‖V and ‖y‖V are all bounded byM+1. Thus ‖LM(‖x‖V )BN(x)−
LM(‖y‖V )BN(y)‖2H ≤ CN,M‖x−y‖2V , where CN,M is only related to N , M , and G.
Case II. ‖y‖V > M + 1 and ‖x‖V ≤M + 1.
Then by the definition of LM , LM(‖y‖V ) = 0. Thus
‖LM(‖x‖V )BN(x)− LM(‖y‖V )BN(y)‖2H ≤ 4 max
1≤i≤N
‖ei‖2VNC2G(M + 1)4‖x− y‖2V .
Case III. ‖y‖V > M + 1 and ‖X‖V > M + 1.
By the definition of LM , ‖LM(‖x‖V )BN(x)−LM(‖y‖V )BN(y)‖2H = 0 ≤ ‖x−y‖2V .
Thus we have shown that
‖LM(‖x‖V )BN(x)− LM(‖y‖V )BN(y)‖H ≤ CN,M‖x− y‖V
where CN,M is a constant which is only related to N , M and G.
Proposition 4.2.5. Assume that f ∈ L2(0, T ;V ′), and ‖ξ‖2H ≤ K for almost all
ω ∈ Ω and some constant K. Then the projected system (4.2.1) admits a unique







Proof: First, we introduce some notations.









For AN , we denote





i (t)ei, ei〉V ′,V = λiuˆNi (t).
For BN , we have









































































































































〈Q 12 (ek), (ZN(s))∗(ei)〉Hdbk(s)
we define ZˆN(t) as
〈Q 12 (e1), (ZN(s))∗(e1)〉H , 〈Q 12 (e2), (ZN(s))∗(e1)〉H , · · · , 〈Q 12 (eN), (ZN(s))∗(e1)〉H













where {bj(t)}N1 are N independent standard 1-dimensional
Brownian motions.
Thus for any N ∈ N, the projected system 4.2.1 is equivalent to
duˆN(t) = −νAˆN uˆN(t)dt− BˆN(uˆN(t))dt+ fˆN(t)dt+ ZˆN(t)dWˆN(t)
uˆN(T ) = ξˆN
(4.2.8)
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Define the associated truncated system as follows:

duˆN,M(t) = −νAˆN uˆN,M(t)dt− LM(‖uN,M(t)‖V )BˆN(uˆN,M(t))dt+ fˆN(t)dt
+ZˆN,M(t)dWˆN(t)
uˆN,M(T ) = ξˆN
(4.2.9)
Let hN,M(t, x) = −νAˆNx − LM(‖x‖V )BˆN(x) + fˆN(t). Obviously, hN,M(t, x) is
Lipschitz on [0, T ]×RN . By Theorem 2.4.2, we know that (4.2.9) admits a unique
adapted solution (uˆN,M(t), ZˆN,M(t)) ∈ M[0, T ], where M[0, T ] equipped with
the norm ‖Y (·), Z(·)‖M={E( sup
0≤t≤T
|Y (t)|2) + E
∫ T
0
|Z(t)|2dt} 12 and here |Z|2 =
tr(ZZT ).
Similar to the proof of Proposition 4.2.1, it can be shown that sup
0≤t≤T
‖uN,M(t)‖2H
≤ K0 for a constant K0 independent of N , and M . For a fixed N , we make use
of the fact that VN = HN and ‖ · ‖V and ‖ · ‖H are equivalent to each other
for the finite dimensional case. So, sup
0≤t≤T
‖uN,M(t)‖2V ≤ K0,N for a constant K0,N
independent of M .
Thus forM > K0,N , LM(‖uN,M(t)‖V ) = 1, and the solution of (4.2.9) is also the
solution of (4.2.8). The existence of a solution of (4.2.8) has thus been shown. Let
(uˆN(t), ZˆN(t)) and (vˆN(t), Yˆ N(t)) be two pairs of solutions of (4.2.8). We know
that there exists an M0, such that sup
0≤t≤T
|uˆN(t)|2 ≤ M0 and sup
0≤t≤T
|vˆN(t)|2 ≤ M0.
Since (4.2.8) and (4.2.9) are the same for M > M0, we know that (uˆ
N(t), ZˆN(t))
and (vˆN(t), Yˆ N(t)) are also solutions of (4.2.9). The uniqueness of the solution of
(4.2.9) implies the uniqueness of the solution of (4.2.8).
Since (4.2.1) and (4.2.8) are equivalent, we have shown that there is a unique
adapted solution (uN(t), ZN(t)) to the projected system (4.2.1).
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4.3 Existence of Solutions
First of all, let us prove some simple results.
Lemma 4.3.1.






for all u,v ∈ V .
Proof: Denote u− v by w, then
〈B(u)−B(v),u− v〉V ′,V = 〈B(u),w〉V ′,V − 〈B(v),w〉V ′,V
=− 〈B(u,w),u〉V ′,V + 〈B(v,w),v〉V ′,V
=− 〈B(u,w),w〉V ′,V − 〈B(u,w),v〉V ′,V + 〈B(v,w),v〉V ′,V
=− 〈B(u,w),v〉V ′,V + 〈B(v,w),v〉V ′,V
=− 〈B(w),v〉V ′,V
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By Proposition 4.1.8, we have
|〈B(u)−B(v),u− v〉V ′,V | = | − 〈B(w),v〉V ′,V |
















for all u,v ∈ V , where w = u− v.
Proof: From Lemma 4.3.1, we know that






Thus by Proposition 4.1.6,


















all u,v ∈ L2F(Ω;L2(0, T ;V )). Then
〈νAw +B(u)−B(v) + 1
2
r˙i(t)w,w〉V ′,V ≥ 0 i = 1, 2
for all u,v ∈ L2F(Ω;L2(0, T ;V )), where w = u− v.
Proof: Notice that 〈1
2

















Similarly, we can prove it for the case that i = 1.
Lemma 4.3.4. For any u, v, and w∈ V , we have





















=− 〈B(u,w),u〉V ′,V + 〈B(v,w),v〉V ′,V
=− 〈B(u,w),u− v〉V ′,V − 〈B(u,w),v〉V ′,V + 〈B(v,w),v〉V ′,V
















































Lemma 4.3.5. Let A : K → K ′ be linear and monotone, where K is a Banach
space and K ′ is the dual. Then A is continuous.
Proof: First, let us prove that A is locally bounded at 0, i.e., there exists a
neighborhood U of 0, such that AU is bounded.
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Suppose that A is not locally bounded at 0. Then there exists a sequence {xi}∞i=1
in K, such that
‖xi‖K → 0 but ‖Axi‖K′ →∞
Let ai =
1
1+‖Axi‖K′‖xi‖K . Since A is monotone, we know that for every y ∈ K,
ai〈A(xi − y), xi − y〉K′,K ≥ 0. Thus
ai〈Axi, xi〉K′,K − ai〈Ay, xi − y〉K′,K ≥ ai〈Axi, y〉K′,K ,
which implies
‖Axi‖K′‖xi‖K + ‖Ay‖K′‖xi − y‖K
1 + ‖Axi‖K′‖xi‖K ≥ ai〈Axi, y〉K
′,K ,
Similarly, since ai〈A(xi + y), xi + y〉K′,K ≥ 0, we know that
ai〈Axi, y〉K′,K ≥ −‖Axi‖K′‖xi‖K + ‖Ay‖K′‖xi + y‖K
1 + ‖Axi‖K′‖xi‖K .
We know that ‖Ay‖K′ is bounded. ‖xi + y‖K and ‖xi − y‖K are bounded by
‖xi‖K + ‖y‖K and ‖xi‖K → 0. Since ‖Axi‖K′ →∞, we know that
sup
i
|〈aiAxi, y〉K′,K | <∞ for every y in K.



















This is an contradiction since 1‖Axi‖K′ and ‖xi‖K both tends to 0 as i goes to∞.
Thus A is locally bounded at 0.
Since A is linear and bounded on a neighborhood of 0, A is also bounded on the
closed unit ball, i.e., A is continuous.
Theorem 4.3.6. Assume that ‖ξ‖2H < K for some constant K, P-a.s., and f ∈
L4(0, T ;V ′). Then the Navier-Stokes equation (4.1.3) admits an adapted solution
(u(t), Z(t)) ∈ L∞(Ω× [0, T ];H) ∩ L4F(Ω;L2(0, T ;V ))× L2F(Ω;L2(0, T ;LQ)).
Proof: We will prove the theorem in the following steps.
Step 1: First, let us find some bounds for the projected system. By Propo-
sition 4.2.1, we know that {uN(t)}∞N=1 is bounded in L2F(Ω;L2(0, T ;V )). Hence
{uN(t)}∞N=1 is bounded in L2F(Ω;L2(0, T ;V ′)).
Since A is linear and monotone, i.e.,
〈A(u− v),u− v〉V ′,V = ‖u− v‖V ≥ 0,
by Lemma 4.3.5, we know that A is continuous. So there exists a constant C,
such that ‖Au‖V ′ ≤ C‖u‖V for all v ∈ V . Thus from (4.2.2), we know that
{ANuN(t)}∞N=1 is bounded in L2F(Ω;L2(0, T ;V ′)).
By Proposition 4.1.8, for any v ∈ V ,
|〈BN(uN(t)),v〉V ′,V | ≤ CG‖uN(t)‖V ‖uN(t)‖H‖v‖V .
By Proposition 4.2.1,
‖BN(uN(t))‖V ′ = sup
‖v‖V =1
|〈BN(uN(t)),v〉V ′,V | ≤ CG
√
K0‖uN(t)‖V .
Since {uN(t)}∞N=1 is bounded in L2F(Ω;L2(0, T ;V ′)), so is {BN(uN(t))}.
It readily follows by Proposition 4.2.1 that {ZN(t)} is bounded in L2F(Ω;L2(0, T ;LQ)).
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Step 2: Clearly we have the following strong convergence:
ξN → ξ and fN(t)→ f(t) in L2F(Ω;L2(0, T ;V ′))
Since L2F(Ω;L
2(0, T ;V ′)) and L2F(Ω;L
2(0, T ;LQ)) are Hilbert spaces, and from
the results in Step 1, there exist u(t), Y (t), G(t), Z(t), and {Nk}∞k=1, such that
uNk(t)
w−→ u(t), νANkuNk(t) w−→ Y (t), and BNk(uNk(t)) w−→ G(t)
in L2F(Ω;L
2(0, T ;V ′)), and
ZNk(t)
w−→ Z(t) in L2F(Ω;L2(0, T ;LQ)).
For every t, we define













































for some constant C. This shows that Lt is a bounded linear operator. Hence Lt















ZN(t)(ei)=0 for i > N .

















Then uNk(t) = FNk(t) P-a.s. for every k and they both weakly convergent in
L2F(Ω;L
2(0, T ;V ′)). Hence the weak limits agree P-a.s, i.e.,
u(t) = ξ +
∫ T
t




Step 3: Now let us prove the existence. From now on, we will denote the index






‖v(s)‖2V ds for any v(t) ∈ L∞(Ω×[0, T ];V ). Apply Itoˆ’s formula
to e−r(t)‖uN(t)‖2H , we get

































Now by taking expectation, we get











e−r(t)〈νANuN(t) +BN(uN(t)) + 1
2
r˙(t)uN(t),uN(t)〉V ′,V dt
Likewise, equation (4.3.1) and the Itoˆ formula applied to e−r(t)‖u(t)‖2H yield











e−r(t)〈Y (t) +G(t) + 1
2
r˙(t)u(t),u(t)〉V ′,V dt



















For the first term in (4.3.4), since
0 ≤ E‖uN(0)− u(0)‖2H = E‖uN(0)‖2H + E‖u(0)‖2H − 2E〈uN(0),u(0)〉H
and uN(0)
w−→ u(0) in L2F0(Ω;H), we get
0 ≤ lim
N→∞






For the second term in (4.3.4), since
|Ee−r(T )‖ξN‖2H − Ee−r(T )‖ξ‖2H | ≤ |Ee−r(T )‖ξN − ξ‖2H | → 0,
we know that lim
N→∞
Ee−r(T )‖ξN‖2H = Ee−r(T )‖ξ‖2H












e−r(t)‖fN(t)− f(t)‖V ′‖uN(t)‖V dt+ |E
∫ T
0















〈e−r(t)f(t),uN(t)− u(t)〉V ′,V dt|
Obviously, the first term above converges to 0 as N tends to ∞. Since f(t) ∈
L2(0, T ;V ′), and 0 < e−r(t) ≤ 1, we know that e−r(t)f(t) ∈ L2F(Ω;L2(0, T ;V ′)).
Since uN(t)
w−→ u(t) in L2F(Ω;L2(0, T ;V )), we know that the second term above
also converges to 0 as N tends to ∞.
















e−r(t)〈νANuN(t) +BN(uN(t)) + 1
2
r˙(t)uN(t),uN(t)〉V ′,V dt}











e−r(t)〈Y (t) +G(t) + 1
2
r˙(t)u(t),u(t)〉V ′,V dt (4.3.5)
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e−r(t)〈νANuN(t) +BN(uN(t)) + 1
2




e−r(t)〈νAv(t) +B(v(t)) + 1
2
r˙(t)v(t),v(t)− uN(t)〉V ′,V dt




e−r(t)〈Y (t) +G(t) + 1
2




e−r(t)〈νAv(t) +B(v(t)) + 1
2
r˙(t)v(t),v(t)− u(t)〉V ′,V dt (4.3.6)
Since L∞(Ω× [0, T ];V ) is dense in L4F(Ω;L2(0, T ;V )), (4.3.6) is true for all v(t) ∈
L∞(Ω× [0, T ];H) ∩ L4F(Ω;L2(0, T ;V )).
Now we take v(t) = u(t)+λw(t) for anyw(t) ∈ L∞(Ω×[0, T ];H)∩L4F(Ω;L2(0, T ;V ))
and λ > 0.





































r˙(t)w(t), λw(t)〉V ′,V dt
Cancelling λ, and using the fact that
〈B(u(t) + λw(t)),w(t)〉V ′,V
=− 〈B(u(t) + λw(t),w(t)),u(t) + λw(t)〉V ′,V
=− 〈B(u(t) + λw(t),w(t)),u(t)〉V ′,V
=− 〈B(u(t),w(t)),u(t)〉V ′,V − λ〈B(w(t),w(t)),u(t)〉V ′,V









e−r(t)〈νAw(t) +B(w(t),u(t)) + 1
2
r˙(t)w(t),w(t)〉V ′,V dt




e−r(t)〈Y (t) +G(t)− νAu(t)−B(u(t)),w(t)〉V ′,V dt ≤ 0
for all w(t) ∈ L∞(Ω× [0, T ];H) ∩ L4F(Ω;L2(0, T ;V )).
Hence Y (t) + G(t) = νAu(t) + B(u(t)) P-a.s. and this completes the proof of
the existence of the solution.
4.4 Uniqueness of Solutions
The following Lemma is used in the proof of the uniqueness.
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Lemma 4.4.1. Assume that ‖ξ‖2H ≤ K for some constant K, P-a.s., and f ∈
L4(0, T ;V ′). Let (u(t), Z(t))∈L∞(Ω×[0, T ];H)∩L4F(Ω;L2(0, T ;V ))×L2F(Ω;L2(0, T ;LQ))




‖PNu(s)‖2V ds ≤ K ′
for all r ∈ [0, T ] and some constant K ′.
Proof: Denote ρN(t) = PNu(t) and σ
N(t) = PNZ(t). Then
dρN(t) = −νANρN(t)dt−BN(u(t))dt+ fN(t)dt+ σN(t)dWN(t)
ρN(T ) = ξN
An application of Itoˆ formula to ‖ρN(t)‖2H yields
‖ρN(t)‖2H =‖ξN‖2H + 2
∫ T
t












Using Proposition 4.1.8, and the fact that u ∈ L∞(Ω× [0, T ];H) and ρN = PNu,
we get
|〈BN(u(s)), ρN(s)〉V ′,V |
=|〈BN(u(s), ρN(s)),u(s)〉V ′,V |














































































‖fN(s)‖2V ′ds ≤ K1.
Let








‖u(s)‖V ds} 12 , and







α(N)g2(N, t) + β(N)g(N, t, r)
























+ 2α(N)g2(N, t, r)









Since λN → ∞ as N → ∞, β2(N)2α(N) is uniformly bounded. This completes the
proof.
Theorem 4.4.2. Assume the conditions in Theorem 4.3.6. The adapted solution of
(4.1.3) is unique in L∞(Ω× [0, T ];H)∩L4F(Ω;L2(0, T ;V )) × L2F(Ω;L2(0, T ;LQ)).
Proof: Let (u(t), Z(t)), (v(t), σ(t)) ∈ L∞(Ω× [0, T ];H) ∩ L4F(Ω;L2(0, T ;V ))
× L2F(Ω;L2(0, T ;LQ)) be two solutions of (4.1.3).
Step 1: For every N ∈ N, let ρN(t) = PNv(t), and we define the following finite
dimensional system
dxN(t) = −νANxN(t)dt−BN(ρN(t))dt+ fN(t)dt+ Y N(t)dWN(t)
xN(T ) = ξN
(4.4.2)
Since AN is Lipschitz, it is easy to see that (4.4.2) admits a unique adapted
solution (xN(t), Y N(t)).
Apply Itoˆ’s formula to ‖xN(t)‖2H , we get
‖xN(t)‖2H =‖ξN‖2H + 2
∫ T
t














2|〈BN(ρN(s)),xN(s)〉V ′,V | ≤ C‖ρN(s)‖2V + ‖xN(s)‖2V
and
2|〈fN(s),xN(s)〉V ′,V | ≤ ‖fN(s)‖2V ′ + ‖xN(s)‖2V








≤EFr‖ξN‖2H + (2ν + 3)EFr
∫ T
t











Using the assumption and Lemma 4.4.1, we have, for some constant K which is


































‖xN(s)‖2V ds ≤ K (4.4.3)
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Step 2: It is clear that ρN satisfies
dρN(t) = −νANρN(t)dt−BN(v(t))dt+ fN(t)dt+ PNσ(t)dW (t)
ρN(T ) = ξN
(4.4.4)
Let wN(t) = xN(t)− ρN(t), then
dwN(t) = −νANwN(t)dt− (BN(ρN(t))−BN(v(t)))dt
+(Y N(t)− PNσ(t))dW (t)
wN(T ) = 0
where, for convenience, we set Y N(t)(ek) = 0 for all k > N .












‖Y N(s)− PNσ(s)‖2LQds (4.4.6)
First,
〈BN(ρN(s))−BN(v(s)),wN(s)〉V ′,V
=〈BN(ρN(s)),wN(s)〉V ′,V − 〈BN(v(s)),wN(s)〉V ′,V
=− 〈BN(ρN(s),wN(s)), ρN(s)〉V ′,V + 〈BN(v(s),wN(s)),v(s)〉V ′,V
=− 〈BN(ρN(s),wN(s)), ρN(s)〉V ′,V + 〈BN(v(s),wN(s)), ρN(s)〉V ′,V
=〈BN(v(s)− ρN(s),wN(s)), ρN(s)〉V ′,V




























where C3 is a bound for C2‖v(s) − ρN(s)‖
1
2
H , independent of s and ω. Such finite
bound exists because of Theorem 4.3.6. Applying the above inequality to (4.4.5),


























for 0 ≤ r ≤ t ≤ T .

































Since v(s) ∈ L∞(Ω × [0, T ];H) ∩ L4F(Ω;L2(0, T ;V )), we apply the Lebesgue








‖Y N(s)− PNσ(s)‖2LQds+ E
∫ T
0
‖wN(s)‖2V ds) = 0
(4.4.7)
Step 3: Let w˜N(t) = uN(t) − xN(t) and Z˜N(t) = ZN(t) − Y N(t). Take the
difference of (4.2.1) and (4.4.2), we get
dw˜N(t) = −νANw˜N(t)dt− (BN(uN(t))−BN(ρN(t)))dt+ Z˜N(t)dW (t)
w˜N(T ) = 0.
(4.4.8)
Similar to Corollary 4.2.3, we have
1
2
d‖w˜N(t)‖2V = 〈dw˜N(t), w˜N(t)〉V
















Let us make the following notation:


































and α(N) = (2ν +2C1+2)λ
2











Recall that sup0≤t≤T ‖w˜N(t)‖2H < C where C is independent of N . Using this
































≤α(N)g2(N, t, r) +K3(N, r) + β(N, r)g(N, t, r) (4.4.11)
Step 4: Since
α(N)g2(N, t, r) + β(N, r)g(N, t, r)
=α(N)(g(N, t, r) +
β(N, r)
2α(N)






















It is clear that we have the integrability to apply Gronwall’s inequality. Thus
one gets
EFr‖w˜N(t)‖2V ≤ 2K3(N, r) +
β(N, r)2
2α(N)
Note that αN converges to ∞ as N goes to ∞. It is easy to see that β(N, r) is
bounded uniformly over N . lim
N→∞
K3(N, r) = 0 by (4.4.7) and Lemma 4.4.1. Letting

























Thus we have shown that (u(t), Z(t))=(v(t), σ(t)) a.s. for all t ∈ [0, T ].
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4.5 An Improvement on the Terminal Value
For all ξ ∈ L2FT (Ω;H), we know that ‖ξ‖2H <∞ a.s.. Then for all n ∈ N, we define
ξn(ω) =

ξ(ω) if ‖ξ‖H ≤ n
n
‖ξ‖H ξ(ω) if n < ‖ξ‖H <∞
0 if ‖ξ‖H =∞
Then ‖ξ‖H ≤ n. From Theorem 4.3.6, there exists a unique adapted solution
(un(t), Zn(t)) for
dun(t) = −νAun(t)dt−B(un(t))dt+ f(t)dt+ Zn(t)dW (t)
un(T ) = ξn
(4.5.1)
Proposition 4.5.1. Assume that ξ ∈ L2FT (Ω;H) and f ∈ L4(0, T ;V ′). For any
n ∈ N, let (un(t), Zn(t)) be the solution of (4.5.1). Then {(un(t), Zn(t))}∞n=1 is
Cauchy in L2F(Ω;L
2(0, T ;V ))× L2F(Ω;L2(0, T ;LQ)).
Proof: For any n,N ∈ N, let un,N(t) = PNun(t), Zn,N(t) = PNZn(t) and ξn,N =
PNξ
n, then
dun,N(t) = −νANun,N(t)dt−BN(un(t))dt+ fN(t)dt+ Zn,N(t)dW (t)
un,N(T ) = ξn,N
Since AN is Lipschitz, there exists a unique adapted solution ((xn,N(t), Y n,N(t))
of
dxn,N(t) = −νANxn,N(t)dt−BN(un,N(t))dt+ fN(t)dt+ Y n,N(t)dWN(t)
xn,N(T ) = ξn,N
.
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‖un,N(s)− xn,N(s)‖2V ds) = 0 (4.5.2)
Let
wm,n,N(t) = xm,N(t)− xn,N(t),
Y m,n,N(t) = Y m,N(t)− Y n,N(t), and
ξm,n,N(t) = ξm,N(t)− ξn,N(t).
Then for any m,n ∈ N,
dwm,n,N(t) = −νANwm,n,N(t)dt− (BN(um,N(t))−BN(un,N(t)))dt
+Y m,n,N(t)dWN(t)
wm,n,N(T ) = ξm,n,N








































where K(m,n,N) is a constant which is related to m, n, N and T .





















































































‖um(s)− um,N(s)‖2Hds = 0





















































‖um(s)− un(s)‖2Hds = 0













‖um(s)− un(s)‖2V ds = 0
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Theorem 4.5.2. Assume that ξ ∈ L2FT (Ω;H) and f ∈ L4(0, T ;V ′). Then the
Navier-Stokes equation (4.1.3) admits a unique adapted solution (u(t), Z(t)) ∈
L2F(Ω;L
2(0, T ;V )) ∩ L∞(0, T ;L2F(Ω;H)) × L2F(Ω;L2(0, T ;LQ)).
Proof: Step 1: First let us show the existence of a solution. For any n ∈ N, let
(un(t), Zn(t)) be the solution of (4.5.1). Then by Proposition 4.5.1, we know that
there is (u(t), Z(t)) ∈ L2F(Ω;L2(0, T ;V ))× L2F(Ω;L2(0, T ;LQ)), such that
un(t)→ u(t) strongly in L2F(Ω;L2(0, T ;V ))
and
Zn(t)→ Z(t) strongly in L2F(Ω;L2(0, T ;LQ))
Since A is continuous, we also know that
Aun(t)→ Au(t) strongly in L2F(Ω;L2(0, T ;V ′))





Z(s)dW (s) strongly in L2F(Ω;L






Au(s)ds strongly in L2F(Ω;L
2(0, T ;V ′))
Clearly, ξn → ξ strongly in L2F(Ω;L2(0, T ;V ′))
Let
Y (t)dt = −du(t)− νAu(t)dt+ f(t)dt+ Z(t)dW (t) (4.5.5)
and
































‖v(s)‖2V ds for any v ∈ L∞(Ω × [0, T ];V ). Apply Itoˆ’s formula
to e−r(t)‖un(t)‖2H , we get
































Now by taking expectation, we get











e−r(t)〈νAun(t) +B(un(t)) + 1
2
r˙(t)un(t),un(t)〉V ′,V dt
Similarly, by (4.5.5) and apply Itoˆ’s formula to e−r(t)‖u(t)‖2H , we get





















e−r(t)〈νAun(t) +B(un(t)) + 1
2
r˙(t)un(t),un(t)〉V ′,V dt}











e−r(t)〈νAu(t) + Y (t) + 1
2
r˙(t)u(t),u(t)〉V ′,V dt













e−r(t)〈νAun(t) +B(un(t)) + 1
2




e−r(t)〈νAv(t) +B(v(t)) + 1
2
r˙(t)v(t),v(t)− un(t)〉V ′,V dt




e−r(t)〈νAu(t) + Y (t) + 1
2




e−r(t)〈νAv(t) +B(v(t)) + 1
2
r˙(t)v(t),v(t)− u(t)〉V ′,V dt (4.5.9)
Since L∞(Ω × [0, T ];V ) is dense in L2F(Ω;L2(0, T ;V )), (4.5.9) is true for all
v(t) ∈ L2F(Ω;L2(0, T ;V )). Now we take v(t) = u(t) + λw(t) for any w(t) ∈




































r˙(t)w(t), λw(t)〉V ′,V dt
Cancelling λ, and using the fact that
〈B(u(t) + λw(t)),w(t)〉V ′,V
=− 〈B(u(t) + λw(t),w(t)),u(t) + λw(t)〉V ′,V
=− 〈B(u(t) + λw(t),w(t)),u(t)〉V ′,V
=− 〈B(u(t),w(t)),u(t)〉V ′,V − λ〈B(w(t),w(t)),u(t)〉V ′,V









e−r(t)〈νAw(t) +B(w(t),u(t)) + 1
2
r˙(t)w(t),w(t)〉V ′,V dt





e−r(t)〈Y (t)−B(u(t)),w(t)〉V ′,V dt ≤ 0
for all w(t) ∈ L∞(Ω× [0, T ];V )
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Hence Y (t) = B(u(t)) P-a.s. and (u(t), Z(t)) is a pair of solution of (4.1.3).
Similar to the proof of Proposition 4.2.1, one can show that








for all n ∈ N. Thus we have shown that u ∈ L∞(0, T ;L2F(Ω;H)) and the proof of
the existence of a solution is complete.
Step 2: Now let us show the uniqueness of the solution. Suppose that there is
another pair of solution (v(t), Y (t)) ∈ L2F(Ω;L2(0, T ;V )) ∩ L∞(0, T ;L2F(Ω;H)) ×
L2F(Ω;L
2(0, T ;LQ)).
Let (un,N(t), Zn,N(t)) be the solution of
dun,N(t) = −νANun,N(t)dt−BN(un(t))dt+ fN(t)dt
+Zn,N(t)dWN(t)









‖un(s)− un,N(s)‖2V ds = 0 (4.5.10)






‖u(s)− un(s)‖2V ds = 0 (4.5.11)
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Let ρN(t) = PNv(t) and Y
N(t) = PNY (t), then
dρN(t) = −νANρN(t)dt−BN(v(t))dt+ fN(t)dt
+Y N(t)dW (t)
ρN(T ) = ξN
Let (xn,N(t), Y n,N(t)) be the solution of
dxn,N(t) = −νANxn,N(t)dt−BN(ρN(t))dt+ fN(t)dt
+Y n,N(t)dWN(t)
xn,N(T ) = ξn,N
and let wn,N(t)=ρN(t)− xn,N(t) and σn,N(t)=Y N(t)− Y n,N(t), then
dwn,N(t) = −νANwn,N(t)dt− (BN(v(t))−BN(ρN(t)))dt
+σn,N(t)dW (t)
wn,N(T ) = ξN − ξn,N















=|〈BN(v(s)),wn,N(s)〉V ′,V − 〈BN(ρN(s)),wn,N(s)〉V ′,V |
=| − 〈BN(v(s),wn,N(s)),v(s)〉V ′,V + 〈BN(ρN(s),wn,N(s)), ρN(s)〉V ′,V |
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=| − 〈BN(v(s),wn,N(s)), ρN(s)〉V ′,V + 〈BN(ρN(s),wn,N(s)), ρN(s)〉V ′,V |






















































































Since v(s) ∈ L2F(Ω;L2(0, T ;V )) ∩ L∞(0, T ;L2F(Ω;H)), there is the integrability





≤2EFr‖ξN − ξn,N‖2H +
β2(N)
2α(N)








‖σn,N(s)‖2LQds} = 0 (4.5.13)
Let w˜n,N(t)=un,N(t)− xn,N(t) and σ˜n,N(t)=Zn,N(t)− Y n,N(t), so that
dw˜n,N(t) = −νANw˜n,N(t)dt− (BN(un(t))−BN(ρN(t)))dt+ σ˜n,N(t)dWN(t)
w˜n,N(T ) = 0
By (4.4.3), we know that sup
0≤t≤T
‖xn,N(t)‖H < C(n) for a constant C(n) which is






d‖w˜n,N(t)‖2V = 〈dw˜n,N(t), w˜n,N(t)〉V























































































≤C‖ANw˜n,N(t)‖2V +K21(n,N, t)‖un(t)− un,N(t)‖H‖un(t)− un,N(t)‖V
+ C‖ANw˜n,N(t)‖2V ‖w˜n,N(t)‖H +K22(n,N, t)‖w˜n,N(t)‖V
+ C‖ANw˜n,N(t)‖2V +K23(n,N, t)‖wn,N(t)‖H‖wn,N(t)‖V
≤(2C + C(n))λ2N‖w˜n,N(t)‖2V +K22(n,N, t)‖w˜n,N(t)‖V +K4(n,N, t)
Denote









For 0 ≤ r ≤ t ≤ T , taking the conditional expectation in (4.5.14), and based on





















































Here the technique used to get the last inequality first appeared in the proof of
Theorem 4.4.2.
Clearly K4(n,N, t) is integrable for all n,N ∈ N, and β(n,N) < K(n) for














‖w˜n,N(t)‖2V = 0 (4.5.15)
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for all n ∈ N.

































‖u(s)− v(s)‖2Hds = 0
So u(t) = v(t) P-a.s.. Thus we also have Z(t) = Y (t) P-a.s. and the proof of
uniqueness is complete.
4.6 Continuity of the Solution
Theorem 4.6.1. Let the conditions in Theorem 4.5.2 hold. Then the solution
(u(t), Z(t)) is continuous with respect to the terminal value and the external body
force.
Proof: Let ξ1, ξ2 ∈ L2FT (Ω;H) and f1, f2 ∈ L4(0, T ;V ′). Let (u(t), Z(t)) be the
solution of (4.1.3) with respect to terminal value ξ1 and external force f1, and we
define (un(t), Zn(t)) and (un,N(t), Zn,N(t)) as in Theorem 4.5.2.
Let (v(t), Y (t)) be the solution of (4.1.3) with respect to terminal value ξ2 and
external force f2, and we define (v
n(t), Y n(t)) and (vn,N(t), Y n,N(t)) similarly.
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Let wn,N(t)=un,N(t)− vn,N(t) and σn,N(t)=Zn,N(t)− Y n,N(t), then
dwn,N(t) = −νANwn,N(t)dt− (BN(un(t))−BN(vn(t)))dt
+(fN1 (t)− fN2 (t))dt+ σn,N(t)dW (t)
wn,N(T ) = ξn,N1 − ξn,N2
Applying Itoˆ’s formula to ‖wn,N(t)‖2H and taking conditional expectation with












〈fN1 (s)− fN2 (s),wn,N(s)〉V,′V ds
































































{EFt‖ξn,N1 − ξn,N2 ‖2H +
∫ T
0
‖fN1 (s)− fN2 (s)‖2V ′ds}
Using the Lebesgue dominated convergence theorem and the monotone conver-


















‖f1(s)− f2(s)‖2V ′ds+ 2TE‖ξ1 − ξ2‖2H
and this completes the proof.
91
References
[1] Bismut, J. M. Conjugate Convex Functions in Optimal Stochastic Control, J.
Math. Anal. Apl., 44, 384–404 (1973).
[2] Adams, Robert A. Sobolev Spaces, Academic Press, New York, Inc., 1975.
[3] Breckner, Hannelore Galerkin Approximation and the Strong Solution of the
Navier-Stokes Equation, Journal of Applied Mathematics and Stochastic Anal-
ysis, 13:3 (2000), 239–259.
[4] Constantin, Peter and Foias, Ciprian Navier-Stokes Equations, The University
of Chicago Press, Chicago, 1988.
[5] Ethier, Stewart N. and Kurtz, Thomas G. Markov Process: Characterization
and Convergence, John Willey & Sons, New York.
[6] Flandoli, Franco Lecture Notes on SPDEs, IMA/RMMC Summer Conference,
2005.
[7] Gallavotti, Giovanni Foundations of Fluid Dynamics, Springer-Verlag, New
York, Inc., 2002.
[8] Hu, Ying, Ma, Jin and Yong, Jiongmin On semi-linear, degenerate backward
stochastic partial differential equations, Probab. Theory Relat. Fields, 123,
381–411(2002).
[9] Karatzas, Ioannis and Shreve, Steven E. Brownian Motion and Stochastic
Calculus, Springer-Verlag, New York, Inc., 1991.
[10] Karoui, N. E. and Mazliak, L. Backward stochastic differential equations, Pit-
man Research Notes in Mathematics Series 364, Addison Wesley Longman
Inc., 1997.
[11] Keller, H. Attractors and bifurcations of the stochastic Lorenz system, Techni-
cal Report 389, Institut fu¨r Dynamische Systeme, Universita¨t Bremen, 1996.
[12] Ladyzhenskaya, O. A. The Mathematical Theory of Viscous Incompressible
Flow, Gordon and Breach Science Publishers, New York, 1969.
[13] Lions, J. L. Sentinels and stealthy perturbations. Semicomplete set of sentinels,
Mathematical and numerical aspects of wave propagation phenomena, 239–
251, SIAM, Philadelphia, PA, 1991.
[14] Lions, J. L. Distributed systems with incomplete data and problems of environ-
ment: Some remarks, Mathematics, climate and environment, 58–101, RMA
Res. Notes Appl. Math., 27, Masson, Paris, 1993.
[15] Lorenz, Edward N. Deterministic Nonperiodic Flow, J. Atmos. Sci. 20 (1963),
130-141
92
[16] Ma, Jin, Protter, P. and Yong, J. Solving Forward-Backward Stochastic Dif-
ferential Equations Explicitly–A Four Step Scheme, Prob. Th. & Rel. Fields,
98 (1994), 339–359.
[17] Ma, Jin and Yong, Jiongmin Adapted solution of a degenerate backward SPDE,
with applications, Stoch. Proc. and Appl., 70, 59–84(1997).
[18] Ma, Jin and Yong, Jiongmin On linear, degenerate backward stochastic partial
differential equations, Probab. Theory Relat. Fields, 113, 135–170(1999).
[19] Menaldi, Jose-Luis and Sritharan, Sivaguru Stochastic 2-D Navier-Stokes
Equation, Appl Math Optim, 46:31–53 (2002).
[20] Oksendal, Bernt Stochastic Differential Equations: An Introduction with Ap-
plications, 6th Ed. Springer-Verlag, New York, Inc., 2005.
[21] Pardoux, E. Equations aux de´rive´es partielles stochastiques non line´aires
monotones. Etude des solutions fortes de type Itoˆ, The`se, Universite´ de Paris
Sud. Orsay, Novembre 1975.
[22] Pardoux, E. and Peng, S. Adapted Solution of a Backward Stochastic Differ-
ential Equation, Systems and Control Letters, 14, 55–61, 1990.
[23] Rayleigh, Lord On convective currents in a horizontal layer of fluid when the
higher temperature is on the under side, Phil. Mag., 32, 529–546 (1916).
[24] Revuz, Daniel and Yor, Marc Continuous Martingales and Brownian Motion,
2nd Ed. Springer-Verlag, New York, Inc., 1991.
[25] Rong, Situ On solutions of backward stochastic differential equations with
jumps and applications, Stochastic Processes and their Applications, 66 (1997)
209–236.
[26] Schmalfuß, Bjo¨rn The Random Attractor of the Stochastic Lorenz System, Z.
angew. Math. Phys., 48 (1997) 951–975.
[27] Sparrow, C. The Lorenz equations: bifurcations, chaos and strange attractors,
Springer-Verlag, New York, 1982.
[28] Sritharan, S. S. and Sundar P. Large Deviations for Two-Dimensional Navier-
Stokes Equations with Multiplicative Noise, Stochastic Processes & Their Ap-
plications, 116 (2006), 1636–1659.
[29] Temam, Roger Navier-Stokes Equations, North-Holland Publishing Company,
New York, Inc., 1979.
[30] Weiss, H. and Weiss, V. The golden mean as clock cycle of brain wawes, Chaos,
Solitons and Fractals 18, (4) (2003), 643–652.
[31] Yong, Jiongmin and Zhou, Xun Yu Stochastic Controls, Springer-Verlag, New
York, Inc., 1999.
93
[32] Yosida, K. Functional Analysis, 5th Ed. Springer-Verlag, Berlin and New York,
Inc., 1978.
[33] Zeidler, Eberhard Nonlinear Functional Analysis and its Applications Vol.I,
II/A, II/B, Springer-Verlag, New York, Inc., 1990.
94
Vita
Hong Yin was born on December 28, 1977, in Chengdu City, Sichuan Province,
China. He finished his undergraduate studies at Sichuan University in July 2000,
and earned his first master of science degree in mathematics from Sichuan Univer-
sity in July 2002. In August 2002 he came to Louisiana State University to pursue
graduate studies in mathematics. He earned his second master of science degree
in mathematics from Louisiana State University in May 2004. He is currently a
candidate for the degree of Doctor of Philosophy in mathematics, which will be
awarded in May 2007.
95
