■ Neuroimaging studies suggest that a fronto-parietal network is activated when we expect visual information to appear at a specific spatial location. Here we examined whether a similar network is involved for auditory stimuli. We used sparse fMRI to infer brain activation while participants performed analogous visual and auditory tasks. On some trials, participants were asked to discriminate the elevation of a peripheral target. On other trials, participants made a nonspatial judgment. We contrasted trials where the participants expected a peripheral spatial target to those where they were cued to expect a central target. Crucially, our statistical analyses were based on trials where stimuli were anticipated but not presented, allowing us to directly infer perceptual orienting independent of perceptual processing. This is the first neuroimaging study to use an orthogonal-cuing paradigm (with cues predicting azimuth and responses involving elevation discrimination). This aspect of our paradigm is important, as behavioral cueing effects in audition are classically only observed when participants are asked to make spatial judgments. We observed similar fronto-parietal activation for both vision and audition. In a second experiment that controlled for stimulus properties and task difficulty, participants made spatial and temporal discriminations about musical instruments. We found that the pattern of brain activation for spatial selection of auditory stimuli was remarkably similar to what we found in our first experiment. Collectively, these results suggest that the neural mechanisms supporting spatial attention are largely similar across both visual and auditory modalities. ■
INTRODUCTION
Spatial attention helps us select relevant information from rich, noisy, and potentially overwhelming amounts of perceptual information. For example, people selectively listen to a single speaker in a cocktail party filled with many voices (Cherry, 1953) . Although many influential theories of perceptual attention were driven by research in the auditory domain (Treisman, 1969; Broadbent, 1954) , recent neuroimaging research has predominantly examined the visual modality. In the current study, our aim was to identify the brain regions involved with strategic (endogenous) audiospatial attention and to contrast these regions with those involved with visuospatial attention.
There is a clear functional benefit for the integration of spatial information across the senses. One modality can be used to orient another (e.g., we can hear sounds from behind our head, where we cannot see them), and we can combine information across modalities to respond to the appropriate location. Indeed, as signals that occur simultaneously in more than one modality are unlikely to be due to random noise, there is evidence that one sensorial input can alter the performance of another (McDonald & Ward, 2000) . Illusions such as the McGurk effect, that is, seeing one spoken phoneme while listening to another phoneme leads to a third, intermediate, phoneme (McGurk & Macdonald, 1976) , and ventriloquism effects (Driver, 1996) illustrate how cross-modal integration influences perception. Further evidence for the notion of a cross-modal attentional system comes from work with neurological patients. For example, patients experiencing spatial neglect following right hemisphere stroke tend to ignore stimuli on their left side. Generally, neglect patients tend to ignore both auditory and visual stimuli (Pavani, Ladavas, & Driver, 2002) , hinting that some circuits may provide cross-modal spatial selection. Curiously, however, there are accounts of patients who do not show this pattern of deficits (Eramudugolla, Irvine, & Mattingley, 2007; Spierer, Meuli, & Clarke, 2007; Soto-Faraco & Spence, 2002) . Work with auditory neglect suggests that patients can show selective deficits in an auditory "what" and "where" pathways, indicating functional heterogeneity within a single modality that may attribute to empirical differences between auditory and visual attention in some facets (Clarke & Thiran, 2004) . These discrepancies highlight the need to study and to compare auditory and visual attention in higher detail. Macaluso and Driver (2005) examined the integration of vision and touch and speculated that the parietal cortex and the frontal regions near the FEFs provide multisensory processing. This conclusion was based on neuroimaging and electrophysiological research conducted in both humans and monkeys. Eimer, van Velzen, and Driver (2004) review similar electrical scalp recordings in adults during anticipatory stages of visual, tactile, and auditory tasks, suggesting involvement of a supramodal attentional network (also see van der Lubbe, Neggers, Verleger, & Kenemans, 2006) . Additional electrophysiology work has delineated how attention (Talsma, Doty, & Woldorff, 2007) and temporal synchrony (Senkowski, Talsma, Grigutsch, Herrmann, & Woldorff, 2007) influence multisensory integration in the cortex. Although the cortical involvement in multisensory integration is well documented, subcortical evidence of multisensory integration also comes from several single-unit studies (Perrault, Vaughan, Stein, & Wallace, 2003; Stein & Meredith, 1993) . Specifically, Stein and Meredith (1993) have shown that superior colliculus is a major integrator of multisensory information. Collectively, these studies highlight the interest in studying multisensory integration; however, studies such as these could be refined if the mechanisms subserving unisensory auditory spatial attention were further elucidated.
Recent work has distinguished between different cognitive processes involved with spatial attention. For example, some have suggested that alerting, orienting, and reorienting are at least somewhat functionally and anatomically distinct (Fan, McCandliss, Fossella, Flombaum, & Posner, 2005; Thiel, Zilles, & Fink, 2004; Fan, McCandliss, Sommer, Raz, & Posner, 2002; Coull & Nobre, 1998) . Alerting refers to a temporal expectancy, causing a phasic arousal when a target is expected. In contrast, orienting refers to the spatial preparation at the location of an expected target, whereas reorienting refers to an attentional response that occurs when one expects a target at the incorrect location. For the visual modality, it is likely that these functions preferentially recruit different brain circuits. For example, Thiel et al. (2004) suggest that extrastriate regions are particularly involved with alerting, orienting specifically recruits the anterior cingulate and reorienting causes the largest activation in the right temporal-parietal junction and the bilateral activation of the intraparietal sulci.
A further distinction has been drawn regarding whether spatial attention is reflexively "pulled" to a location or strategically "pushed" to a region of space. Specifically, attention is influenced by both top-down (endogenous) and bottom-up (exogenous) influences. For example, the strategic endogenously driven decision to look both ways before crossing a street can be contrasted with the rapid, reflexive, exogenously driven shift of attention that follows the sound of a car skidding around a corner. In general, there is a strong consensus that endogenous visual attention invokes a network including the FEFs and the posterior parietal cortex (PPC; Hopfinger, Woldorff, Fletcher, & Mangun, 2001; Hopfinger, Buonocore, & Mangun, 2000; Kanwisher & Wojciulik, 2000; Corbetta, 1998; Corbetta et al., 1998; Mangun, Buonocore, Girelli, & Jha, 1998) . In contrast, exogenous stimuli invoke more ventral areas of the fronto-parietal network Corbetta, Kincade, Ollinger, McAvoy, & Shulman, 2000) . However, it remains unclear whether the same anatomical circuits are involved for audiospatial attention.
Our aim was to identify the brain areas involved with endogenous audiospatial orienting and contrast these regions to the activations detected in an analogous visual task. To do this, we conducted the first neuroimaging study of audiospatial attention using an orthogonal-cuing task with a sparse acquisition protocol. An important aspect of our design is the use of a spatial localization task. Curiously, nonspatial auditory tasks (e.g., target detection, pitch discrimination, intensity discrimination) do not generate robust behavioral-cuing effects, whereas auditory spatial tasks (e.g., judging elevation of target) are aided by a spatial cue (Spence & Driver, 1994) . This is different than vision or touch, where people are faster responding to cued versus uncued items regardless of the nature of the task (e.g., detection, intensity, etc.). Spence and Driver (1994) argue that this reflects the fundamental properties of these modalities; the visual and the tactile receptor coding is intrinsically spatial, whereas the auditory systemʼs coding is initially tonotopic. Therefore, to observe the network underlying auditory spatial attention, it may be crucial to ask the participant to make a spatial discrimination. Accordingly, our paradigm uses an orthogonal-cuing paradigm to orient auditory attention. The orthogonal-cuing method uses a cue that predicts the lateralization of the target (left or right), whereas the participantʼs task is to decide the elevation of the target (i.e., an up/down judgment), regardless of which side the target appears on (Driver & Spence, 1998) . Because the cue predicts the target side but not the actual response, any observed changes cannot be simply due to motoric priming. Note that the orthogonal-cuing paradigm requires that the auditory stimuli must appear distinct in both azimuth and elevation. Unfortunately, the air-conduction headphones traditionally used in neuroimaging studies have relatively poor acoustic fidelity, making it difficult to generate stimuli that appear to differ in their elevation. We solved this problem by using high fidelity headphones with ceramic speakers.
A further novel aspect of our study was the use of sparse imaging during the attentional task. Unfortunately, the MRI scanner generates loud sounds while acquiring data-and these sounds can activate the brainʼs auditory system as well as masking other auditory stimuli. Because there is a delay between the brain activation and the hemodynamic signal measured during fMRI, it is possible to present a sound while the scanner is quiet and subsequently measure the hemodynamic response (Nebel et al., 2005; Hall et al., 1999) . Specifically, a quiet temporal delay occurs after each three-dimensional image of the brain is acquired, and the perceptual task is conducted during the silent gap between acquisitions. Although sparse imaging necessarily means less data are acquired because of the silent gaps and longer repetition times (TRs), the ability to observe effects is quite comparable to continuously acquired data (Nebel et al., 2005) .
Another important aspect of our paradigm is the inclusion of "catch" trials, where a participant was cued to expect a target that was never presented. This allows us to obtain a more "pure" measure of the orienting of attention, without contamination from the perceptual consequence of orienting. In fact, our entire statistical analysis only involves these catch trials, focusing on trials having expected spatial and nonspatial targets. In addition to separating cue-and target-related processes, this method offers an unbiased measure of attentional orienting because the temporal expectancy is similar across comparisons.
Our paradigm combined the use of an orthogonalcuing design, sparse imaging, and statistical analysis of "catch" trials to identify brain areas involved with audiospatial attention. Specifically, we compared trials where participants were cued to make spatial judgments to laterally presented items to trials where the participant was anticipating a centrally presented target that required a nonspatial judgment. In both cases, central cues provided virtually identical perceptual stimulation and temporal predictability, with the only difference being the location and the type of target anticipated.
EXPERIMENT 1 Methods

Participants
Twenty-three participants (9 females; age range = 19-36 years, median = 21 years) were enrolled in this study. All participants had normal or corrected-to-normal vision, and none reported any history of hearing, neurological, or psychiatric problems. Those individuals with visual refractory errors wore MRI compatible glasses. Informed consent was obtained from all participants before enrollment. Although accurate identification of targets was not a primary concern, given the focus on cue-related effects and "catch" trials, participants that failed to follow directions on either task were excluded from the analyses. In total, data from six participants were excluded from the final analysis because of excessive head motion (>3 mm) or lack of task compliance, leaving 17 subjects for the neuroimaging analyses. Participants were given course credit and/or a CD with brain images.
Auditory Stimuli and Presentation
Auditory stimuli for the peripheral trials were created by recording noise samples at various locations in space using a recording manikin. A single 50-msec burst of white noise (50 Hz-20 kHz) was presented every 100 msec via a Roland MA-12 powered speaker. The speaker was positioned 45°l eft of the midline and 58 cm from the manikinʼs ear. One recording was made with the speaker fixed at 45°a bove the transverse plane intersecting the manikinʼs ear and another was made with the speaker 45°below the ear. The level at the ear was 90 decibels sound pressure level. The KEMAR recording manikin was fitted with Etymotic ER-11 microphones at the positions of the tympanic membranes and models of average human male pinna. The stereo output was recorded at 48 kHz sampling and 16-bit resolution using a desktop PC and Echo Gina 24 D/A converters and downsampled to 44 kHz for presentation. A single stimulus consisted of a 500-msec file having five complete noise bursts and five 50-msec silences following each burst. The right and the left channels of the stereo recording were reversed to create stimuli appearing right of midline. This procedure effectively created stimuli that were spatially consistent with appearing "left up," "left down," "right up," and "right down."
In addition to auditory targets that required spatial discriminations, we also included targets presented centrally that required a nonspatial discrimination of presentation rate. "Fast" auditory targets were created by recording five 50-msec noise bursts/silences with the speaker directly in front of the manikin and level with its ears. For the "slow" targets, the noise bursts/silences were 83.3 msec in duration, so the 500-msec stimulus contained three such bursts and following silences. This process effectively created stimuli appearing at high and low presentation rates directly in front of the participant.
Auditory stimuli were delivered during fMRI scanning using Serene Sound (Resonance Technologies, Northridge, CA) headphones, with stereo quality sound and passive scanner noise attenuation. Participants also wore flat frequency-response earplugs (ER20; Etymotic Research, Inc., Elk Grove Village, IL) to further attenuate scanner noise while preserving the integrity of auditory stimuli.
Experimental Design
The display background remained black throughout the study. A small white central fixation cross was visible throughout the study (subtending 1.25°vertically and horizontally). This was the only visual stimulus present during the first 2000 msec of each trial (during scanner acquisition). This fixation cross was followed by the cue, which lasted 500 msec. The cue appeared as a central diamond, composed of a left-and a right-facing triangle (2.5°tall and 1.2°wide). The color of these triangles denoted the type of trial. When both triangles were the same color (both red or both green), any subsequent target appeared centrally (central nonspatial trials). When the triangles were different in color (one green and one red), subsequent targets appeared peripherally (peripheral spatial trials). The cues always correctly predicted the upcoming task. For example, the central cue always preceded a central target, and the peripheral attention cues always correctly predicted the side of an upcoming target (e.g., a left peripheral target was always preceded by a left-facing green triangle). The cue and the target were separated by a delay between 500 and 1500 msec. The fixation cross was present during this delay. In the auditory session, the target lasted 500 msec; whereas targets lasted 100 msec in the visual session. Peripheral visual targets appeared as small blue squares (0.6°) presented at the top or at the bottom of the display (appearing 7.6°laterally and 4.4°vertically from fixation). Central visual targets appeared as small blue triangles on top of the fixation cross pointing up or down (these were 0.5°h igh and 1°wide). In both tasks, the time remaining after each target was variable but always yielded a total trial time of 7000 msec (compensating for the cue-target delay and keeping trials locked with the scannerʼs rate of acquisition). To separate cue-and target-related activity, targets did not follow all cues (for trial schematic, see Figure 1 ). Out of 112 trials, 48 (∼43%) were catch trials (i.e., trials without targets). Trial type was randomized across both visual and auditory tasks, with precisely half of the trials containing central cues and half containing peripheral cues.
Procedure After the task was described, each participant listened to all the auditory stimuli and completed a short practice session. Participants were instructed to maintain fixation on the centered cross throughout the experiment. Their ability to comply with this requirement was evaluated during the prescanning practice session, which included eye tracking using a head-mounted ASL 210 system. For the experiment, participants underwent two approximately 13-min sessions of fMRI scanning. Because our focus was auditory spatial attention, all participants completed the auditory task before the visual task to prevent the use of any visual strategy on the auditory task. Participants rested in the scanner for 7 min between fMRI sessions. Participants were instructed to respond to all targets. Visual events were presented on the back of the scanner bore, and participants viewed this through a mirror place on top of the head coil. Responses were made using a fiber optic button response system (Psychology Software Tools, Inc., Pittsburgh, PA) glove placed on their right hand. For the visual targets and the peripheral auditory targets, participants were instructed to use their index finger to indicate "up" and their thumb to indicate "down." "Fast" Figure 1 . Schematic illustrating the sequence of events for a single trial. A central visual symbol was used to cue the trial type: two red or green triangles indicated a nonspatial target, whereas a green and a red triangle indicated a peripheral spatial target (on the side of the green triangle). The cue was followed by an ISI of variable duration, which was typically followed by a brief target. A response period followed the target, having a duration that compensated for the ISI so that the duration for each trial was precisely 7 sec. Note that both spatial and nonspatial cues were temporally predictive for an upcoming target, which followed 57% of all cues. Spatial targets were never presented on the uncued side (i.e., the spatial cues were always spatially valid). In one session, the targets were auditory stimuli (as shown, with a duration of 500 msec), whereas in a separate session, the targets were visual stimuli (with a duration of 100 msec, with the response period 400 msec longer than the illustrated auditory timeline).
and "slow" central auditory targets were responded to using the index finger and thumb, respectively.
fMRI Acquisition and Analysis
Scanning was performed on a 3-T Siemens Trio scanner equipped with a 12-channel receiver coil. In both fMRI sessions, a total of 114 echo planar imaging (EPI) volumes with 33 axial slices were collected from each participant. We used a sparse sampling technique in both auditory and visual tasks for comparative purposes. The sparse sampling technique allowed the auditory stimuli to be delivered and processed without concomitant scanner noise. Parameters used during acquisition were as follows: TR = 7 sec; acquisition time = 2 sec; echo time = 30 msec; no parallel imaging acceleration, matrix = 64 × 64; bandwidth 2232 Hz/px, phase encoding in the anterior to posterior dimension, voxel dimensions 3.25 × 3.25 × 3.20 mm.
Within a general linear model, we used six regressors of interest that modeled the onset of the cues in "left catch," "left target," "right catch," "right target," "center catch," and "center target" trial types. These were convolved with a single Gamma function. In addition, we used temporal derivatives of each of the six regressors of interests to assist in accounting for the temporal variability within the hemodynamic response across different brain regions. We included one nuisance variable orthogonalized to the rest of the model which accounted for the actual target onset and motoric response following some of the cues. To account for residual effects of motion, we also added six parameters (for translations and rotations in the x y z dimensions) as regressors of no interest. Our main contrast vector of interest compared our "right catch" and "left catch" parameters against our "center catch" parameter. This contrast vector highlights regions of significant activation associated with pure endogenous orienting. The same model and contrasts were used for both the auditory and the visual tasks.
Analysis was carried out using the fMRI expert analysis tool, part of the FMRIBʼs software library (www.fmrib.ox. ac.uk/fsl; Smith et al., 2004) . The lower level analyses implemented motion correction using the motion correction using FMRIBʼs linear image registration tool ( Jenkinson, Bannister, Brady, & Smith, 2002) ; nonbrain removal using the brain extraction tool (Smith, 2002) ; spatial smoothing using a Gaussian kernel of FWHM 8 mm; mean-based intensity normalization of all volumes by the same factor; and high-pass temporal filtering (Gaussian-weighted LSF straight line fitting, with sigma = 50.0 sec). Time-series statistical analysis was carried out using FMRIBʼs improved linear model with local autocorrelation correction (Woolrich, Ripley, Brady, & Smith, 2001 ). Registration to the Montreal Neurological Institute (MNI) space was carried out using FMRIBʼs linear image registration tool ( Jenkinson et al., 2002; Jenkinson & Smith, 2001) . The cross-subject analysis used FMRIBʼs local analysis of mixed effects Beckmann, Jenkinson, & Smith, 2003) . All statistical images were initially filtered using a threshold of z > 2.3, with the resulting clusters thresholded for p < .05 corrected for multiple comparisons across the whole brain using Gaussian random field theory ( Worsley, 2001) . MRIcron was used to display statistical maps on a standard brain template (Rorden, Karnath, & Bonilha, 2007) . Anatomical labels for local maxima were obtained from the Talairach client (Lancaster et al., 2000) . All coordinates in this article are reported in MNI space.
Results
Behavioral Performance
Participants generally found the auditory task to be more difficult than the visual task, as might be expected given the spatial nature of vision compared with audition. Average accuracy for the auditory task was 73.35% (SD = 6.68%), and average accuracy for the visual task was 96.96% (SD = 4.29%). Although these differences were significantly different within subjects, t(16) = −11.81, p < .001, it is important to note that our fMRI analyses are based on within-modality contrasts and on trials in which there was no target presented. This notwithstanding, within-modality accuracy and response time data for vision and audition suggest that our results cannot simply be attributed to one trial type being responded to differently than another trial type. Specifically, for the auditory task, participants were less accurate on trials that required a spatial (M = 55.70%, SD = 7.43%) discrimination in the periphery compared with trials that required a nonspatial (M = 90.99%, SD = 9.75%) discrimination in the center, t(16) = 13.18, p < .001. In sharp contrast, participants performing the analogous visual task were more accurate on peripheral spatial (M = 99.08%, SD = 1.84%) discriminations compared with central nonspatial (M = 94.85%, SD = 7.73%) discriminations, t(16) = −2.41, p < .05. A related pattern was observed for response times. Response times on the auditory task were slower for spatial (M = 697.68 msec, SD = 243.68 msec) compared with nonspatial (M = 536.06 msec, SD = 167.78 msec) trials, t(16) = −2.58, p < .05. In contrast, response times on the visual task were faster on peripheral spatial (M = 515.41 msec, SD = 80.88 msec) discriminations compared with central nonspatial (M = 563.61 msec, SD = 94.88 msec) discriminations, t(16) = 2.94, p < .01. Given this pattern of behavioral data and the fact that we only examine trials without targets in our neuroimaging data, we do not believe that any behavioral differences observed contribute to our neuroimaging findings.
Stimulus processing differed as a function of hemispace only in terms of accuracy in the auditory modality. Specifically, subjects were significantly better at discriminating stimuli in left hemispace (M = 59.57%, SD = 10.60%) compared with right hemispace (M = 51.84%, SD = 9.57%), t(16) = 2.33, p < .05. This result is consistent with past studies suggesting asymmetries of processing in the auditory modality (e.g., Ofek & Pratt, 2004) .
Neuroimaging Results
To investigate the neural bases of auditory attention shifts, we examined cue-related effects attributable to attentional orienting. Specifically, we contrasted peripheral catch trials against central catch trials in hopes of isolating a measure of pure endogenous orienting. These trials have the same temporal expectancies but do not actually contain a target, which may contaminate measures of attentional orienting with target processing. This same analysis was also carried out in the visual task for comparative purposes.
As illustrated on the rendered brain in Figure 2A , endogenous orienting of auditory attention evoked brain activation across a fronto-parietal network. Table 1 delineates the related statistics for local maxima associated with auditory orienting. We observed significant bilateral activation in the PPC and the superior frontal activation near the FEFs. There was also significant activation in the SMA. Furthermore, we found evidence of preparatory biasing in the auditory cortex. These auditory results were similar to the results we obtained for the analogous vision task as can be seen on the rendered brain in Figure 2B and Table 2 . Here, the main difference we observed was the extent of the activation seen in the fronto-parietal network as well as activation in the visual cortical areas, which is to be expected with preparatory biasing associated with an anticipated visual event.
The visual and the auditory tasks recruited similar networks of brain activation associated with endogenous orienting of attention. In Figure 2C , statistical maps for visual attention and auditory attention are overlaid onto the same brain. Regions that were significantly activated by audiospatial attention are denoted by the red color, and regions that were significantly activated by visuospatial attention are denoted in green. Areas overlap, indicated by the yellow color, was observed in the SMA, PPC, and FEFs, suggesting that these areas are representative of a supramodal attentional network. For completeness, a statistical analysis was conducted to explore the nature of this supramodal network, contrasting the visual orienting against auditory orienting. This analysis failed to detect any significant difference between these tasks, which could be attributable to insufficient statistical power. In summary, there was no detectable evidence for modality-specific spatial orienting; however, there was a strong indication that there is a supramodal network involved in orienting attention.
EXPERIMENT 2
Experiment 1 found similar regions activated for trials when participants expected a peripheral target relative To examine the neural basis of audiospatial attention, we contrasted spatial cues and nonspatial cues in our auditory task. We found that regions of the FEFs, PPC, and SMA were significantly modulated by spatial cues. In addition, regions of the auditory cortex (AudC) are also activated for this contrast, possibly reflecting preparatory biasing in sensory cortices. This analysis is only based on "catch" trials where a target was anticipated but not presented. Therefore, these results offer a pure measure of orienting preparation, rather than combining the effects of orienting preparation with perceptual processing of targets. (B) We performed a similar analysis for our visual task. We found similar regions involved in visuospatial orienting. We also found that visual cortex ( VisC) was activated in addition to the fronto-parietal attentional network, which presumably reflects preparatory biasing in sensory cortices. (C) To better illustrate the similar patterns of activation across auditory and visual domains, we plotted the statistical maps from both contrasts (auditory and vision) on the same background image. Shown in red are regions that were significantly activated for audiospatial attention, and shown in green are regions involved with visuospatial attention. As illustrated by the yellow color, many regions of the fronto-parietal network respond to both audiospatial and visuospatial attention. The numbers refer to the corresponding stereotaxic axial slices of the MNI template image. Statistical maps were generated using an initial statistical threshold of z > 2.3 followed by a cluster significance threshold of p < .05 corrected for multiple comparisons.
to a central target, regardless of whether the anticipated target would be an auditory or a visual event. Although our analysis examined catch trials (where no targets were present), it should be noted that different types of stimuli were expected for the central and the peripheral cues. Therefore, it is possible that the response patterns could in principle be due to expectancies regarding stimulus properties rather than spatial selection. In addition, while all participants completed the auditory task before the visual task, they were all told before scanning that they would complete both a visual and an auditory task. This could in theory bias participants to use a "visual" strategy for the auditory task that they might not have used if they had only expected to conduct auditory trials. To address these concerns, we conducted a second experiment. In this experiment, the stimuli were identical regardless of task. Specifically, the individuals heard the sound of two musical instruments. During some blocks, they were asked to decide which instrument was more to one side (a spatial task), whereas on other blocks, they were asked to determine which instrument occurred first [a temporal order judgment (TOJ) task]. Therefore, the low-level stimuli were always identical, regardless of task. Further, in this study, participants only conducted an auditory task. We Coordinates of local maxima within significant clusters are reported in MNI space. expected that the spatial task would cause greater activation in the regions identified in Experiment 1 than the temporal order task.
Methods Participants
Twenty-two right-handed participants (12 females; age range = 18-22 years; median = 19 years) were enrolled in this study. All participants had normal or corrected-tonormal vision, and none reported any history of hearing, neurological, or psychiatric problems. Those individuals with visual refractory errors wore MRI compatible glasses. Informed consent was obtained from all participants before enrollment. In total, data from six participants were excluded from the final analysis because of excessive head motion (>3 mm) or inability to perform greater than chance (<53% accuracy for a task), leaving 16 subjects for the neuroimaging analyses (8 females). Participants were given $20, a 1-GB USB drive with brain images and a chance for an additional $50 for the individual who achieved the highest accuracy score. Coordinates of local maxima within significant clusters are reported in MNI space.
Auditory Stimuli and Presentation
Each auditory stimulus consisted of two different sounds perceptually separated in space and time. One sound was the viola playing at the note "B," which was clipped from first movement of Bartokʼs Viola Concerto (BB128). The other sound was the bassoon playing at the note "middle C," which was clipped from Stravinskyʼs The Rite of Spring. The different pitch and timbre help to distinguish the two sounds. To control the level of difficulty between participants of different familiarity with the bassoon and viola, the two sounds were called "clean" and "messy," respectively. This also makes identification easier because the bassoon sounds more like a pure tone whereas the viola is noisier. The raw sounds were tuned using Cool Edit Pro 2.00. Specifically, we cropped them to 359 msec in length, filtered out background noise, adjusted the start and end to an amplitude of zero to avoid bursts, and group waveform normalized them to an average root mean square power of −25.18 dB to control loudness. Each sound was panned spatially in a horizontal fashion 90°t o the right (R90), 45°to the right (R45), 0°in the middle (M), 45°to the left (L45), and 90°to the left (L90) by adjusting the amplitude (to mimic interaural loudness difference) and the onset delay (to mimic interaural time difference) of the two channels. M was created by emitting the exact same sound from the left and the right channels. L45 was created by starting with M and then decreasing the amplitude of the right channel by 5 dB, increasing the left channel by 5 dB, and delaying the right channel by 0.3 msec. L90 was created by decreasing the amplitude of the right by 10 dB, increasing the left channel by 10 dB, and delaying the onset of the right channel by 0.6 msec. The R45 and the R90 were created in an analogous set of modifications to M. Relatively, the two sounds were always separated by exactly 90°. In each trial, if one sound, the clean or the messy, was L90, then the other was M; and if one was R90, the other was M. Finally, if one sound was L45, the other was R45. Both sounds ended together at the same point in time, but one always started before the other with stimuli onset asynchrony of 110, 145, or 180 msec. All 96 stimuli possibilities were saved as 44.1 kHz, 16-bit resolution stereo files. Participants also wore flat frequency-response earplugs (ER20, Etymotic Research, Inc.) to further attenuate scanner noise while preserving the integrity of auditory stimuli. Stimuli were presented as in the previous experiment (using the SereneSound headphones with Etymotic earplugs).
Experimental Design
Participants received visual information using the same screen projection system as Experiment 1. The display background remained gray throughout this experiment with only a small central fixation cross visible. The color of this cross indicated the task. A black fixation cross indicated a rest block, where no auditory stimuli were presented. When the fixation point was yellow, the participant was instructed to perform a TOJ task by deciding which sound came first. When the fixation point was blue, half of the participants were instructed to decide which of the two sounds appeared to be spatially farther to the left, and half were instructed to decide which appeared to be farther to the right as the spatial task. Identical stimuli were presented regardless of task. Likewise, both tasks required the same set of right-handed motoric responses, pushing their index finger to select clean or their middle finger for messy. Responses were recorded using the same response gloves as Experiment 1. Participants completed two fMRI sessions, with each session lasting ∼13 min. Each session was a block design consisting of alternating 12 sec blocks of the TOJ and spatial tasks, with each task block separated by a rest block whose duration varied between 4000 and 12000 msec. Each block consisted of four trials, each lasting 3 sec. Each trial began with the presentation of the 359-msec stimuli, followed by a 2641-msec silence to allow time for a response. Each session consisted of 36 rest blocks (288 sec), 18 TOJ blocks (216 sec), and 18 spatial blocks (216 sec), yielding a total of 144 trials.
Procedure
Before scanning, the participants were familiarized with the task. They first listened to the two sounds individually panned in different spatial locations through headphones and a laptop outside the scanner. Each participant confirmed that the clean and the messy were distinguishable and the spatial locations were clear. Subsequently, the task was described and each participant was tested with three to six TOJ and spatial trials, depending on how many orally reported responses were correct, to confirm that the task would not be too difficult. The participants were instructed to maintain fixation on the centered cross throughout the experiment and to respond to all targets. The participants then completed a 6-to 7-min practice session inside the scanner against scanning noise. During this practice, each response was followed by feedback on the screen, and the participant had the option of repeating the practice a second time. Next, participants completed the tasks during approximately two 13-min sessions of fMRI scanning. Between the two sessions, the participants rested ∼7 min while a T1-weighted anatomical scan was taken.
fMRI Acquisition and Analysis
This experiment used the same scanner and headcoil as Experiment 1. However, this study used continuous scanning acquisition. Specifically, 334 EPI volumes were acquired during each fMRI session. Parameters used during acquisition were as follows: TR = 2.2 sec; echo time = 30 msec; no parallel imaging acceleration, matrix = 64 × 64; bandwidth = 2232 Hz/px, 36-axial slices, 3-mm-thick slices with 0.6-mm gap yielding voxel dimensions of 3 × 3 × 3.6 mm.
Statistical analysis proceeded in three stages, with the first and the last stage being the same as Experiment 1, except where noted. The intermediate stage was necessary to account for the multiple sessions of data collection in Experiment 2. In the first stage, preprocessed functional data for each session were analyzed using a general linear model with local autocorrelation correction (Woolrich et al., 2001) . Within this general linear model, we used two regressors of interest that modeled the TOJ and the spatial blocks. These were convolved with a single Gamma function. Our main contrast vector of interest compared spatial > TOJ to see what areas were involved in audiospatial attention. We then conducted participant-level analysis using a fixed effects analysis by forcing the random-effects variance to zero in FMRIBʼs local analysis of mixed effects Beckmann et al., 2003 ). Finally, group-level analyses were carried out using a mixed-effects model to allow inference to the population Beckmann et al., 2003) . The statistical maps were thresholded to account for multiple comparisons as described for Experiment 1.
Results
Behavioral Performance
Participants found both the two tasks to be equally difficult. Average accuracy for the spatial task was 84.11% (SD = 8.81%), and average accuracy for the TOJ task was 85.55% (SD = 7.96%). These differences were not significant, t(15) = 0.4812. Average RT for the spatial task was 1384 msec (SD = 149 msec) and for the TOJ task was 1307 msec (SD = 209 msec); this was also not significant, t(15) = 0.1261.
Neuroimaging Results
To investigate the neural bases of audiospatial attention, we identified regions that exhibited increased brain activation during spatial blocks relative to TOJ blocks. This contrast was designed to eliminate effects due to lowlevel perception or motoric responses (as these were identical across tasks). As illustrated in Figure 3 , we see a pattern similar to the classic attentional network used for visual attention. We observed significant activation in bilateral temporal parietal junction, bilateral superior frontal activation near the FEFs, bilateral intraparietal sulcus, and bilateral occipital temporal junction (for additional regions and related statistics, see Table 3 ).
GENERAL DISCUSSION
Classical investigations of visual spatial attention have established a fronto-parietal network involved in attention. Activation for voluntary visual shifts of attention is typically seen within the FEFs, the superior parietal lobule extending to the intraparietal sulci, and the lateral occipital cortex (Husain & Rorden, 2003; Cabeza & Nyberg, 2000; Hopfinger et al., 2000; Mangun et al., 1998) . Results from our two experiments suggest that many of these circuits are cross modal, as we found very similar patterns of activation in the visual and auditory tasks. This conclusion is similar to the handful of previous neuroimaging studies of auditory attention, which have largely come to the same conclusion (Brunetti et al., 2008; Wu, Weissman, Roberts, & Woldorff, 2007; Mayer, Harrington, Adair, & Lee, 2006; Shomstein & Yantis, 2006; Tzourio et al., 1997) . However, previous studies have suggested that visual processing recruits different types of attentional processes (e.g., endogenous, exogenous, orienting, reorienting, and alerting). Careful review of the previous auditory literature reveals paradigm differences that may tap into different aspects of these attentional processes. Therefore, we conclude, by a review of the previous neuroimaging studies of auditory attention, that different attentional processes appear to drive different anatomical circuits, analogous to the visual domain. This strongly suggests that a substantial component of cortical attention is cross modal, with similar effects for audition and vision. Tzourio et al. (1997) used PET to examine endogenous auditory attention. Participants listened to pure tones randomly presented to the left or right ear: 80% of these tones were low pitched whereas 20% were high pitched. Audiospatial judgments evoke robust activation in fronto-parietal cortices. In a follow-up experiment, we sought to rule out the possibility that our initial results could be explained by task difficulty or differential expectancies of stimulus properties. We contrasted spatial judgments against TOJ and found a very similar pattern activation pattern as Experiment 1. Statistical maps were generated using a cluster threshold of z > 2.3 and a corrected cluster significance threshold of p < .05.
In some blocks, participants were asked to passively listen to sounds, while in other blocks they heard to the same sounds but were instructed to press a button for rare high pitched sounds occurring on one side. Analysis suggested that spatial attention evoked strong activation bilaterally in the SMA and in the precentral cortex as well as the left postcentral cortex. This paradigm differs from our own study in many ways. For example, Tzourio et al. asked the participants to attend to the same side for the entire scanning block (commencing 75 sec before injection of the radiotracer and continuing throughout the 80-sec scan). Therefore, the statistical analysis conducted by Tzourio et al. highlights regions involved in sustained spatial attention rather than the initial endogenous orienting of attention to a location. In addition, as the scanning blocks included many targets, it is unclear whether these results highlight the anticipatory process of attention or the facilitation of attended stimuli.
More recently, Mayer et al. (2006) examined auditory reorienting using event-related fMRI. Similar to our study, they used an auditory localization task, whereas many other neuroimaging studies of auditory attention have Coordinates of local maxima within significant clusters are reported in MNI space. Asterisks (*) denote cerebellar regions, which do not have Brodmann labels. used a nonspatial task. As noted earlier, this may be important, as Spence and Driver (1994) reported that robust behavioral effects are typically only observed when the participant is asked to make spatial judgments. Indeed, a number of studies have reported how auditory localization tasks recruit different circuits from nonspatial tasks (Zimmer, Lewald, Erb, & Karnath, 2006; Alain, Arnott, Hevenor, Graham, & Grady, 2001; Bushara et al., 1999; Weeks et al., 1999) . Mayer et al. examined reorienting by cuing participants to expect a sound on the left or right followed by a decision regarding which side the target actually appeared. Unfortunately, this design confounds perceptual and motoric expectations: a left cue predicts both a left-sided target and a left response. In the present study, we used an orthogonal-cuing paradigm, where the cue predicted the target side, but the task was to discriminate target elevation. Therefore, in our paradigm, the cue is not predictive of the motoric response. A further difference between these studies is that Mayer et al. used a peripheral cue, whereas our study used central symbolic cues. Therefore, the data of Mayer et al. are presumably influenced by both endogenous and exogenous attention, whereas our study is a purer measure of endogenous attention. This difference may explain differences in anatomical findings. Specifically, Mayer et al. reported that auditory reorienting modulates activity in the right precuneus as well as a bilateral temporal-frontal network: substantially more ventral to our own findings for orienting and in line with visual studies of exogenous attention (Corbetta, Kincade, & Shulman, 2002; Corbetta et al., 2000) . Furthermore, their work shows an interaction with the time between the exogenous cue and the target, with shorter cue-target intervals associated with parietalfrontal activation. Another recent article that combined fMRI and magnetoencephalography also reported that a fronto-parietal network is engaged for audiospatial reorienting (Brunetti et al., 2008) . Similar to the results of Mayer et al. (2006) , auditory reorienting evoked of a fronto-parietal network that was substantially more ventral than our results. This observation makes sense in light of the fact our study was focused on strategic aspects of attention. One key contribution of the study by Brunetti et al. (2008) is the ability to map out the temporal dynamics of auditory reorienting using magnetoencephalogram. Specifically, they found that the activity in temporal and parietal cortices precedes frontal activity. This result is similar to recent electrophysiological findings in nonhuman primates (Buschman & Miller, 2007) . Shomstein and Yantis (2006) had participants listen to two streams of auditory letters (e.g., "A," "H," "J"), with one stream presented in a male voice whereas the other stream was presented in a female voice. The task was to detect whenever the attended voice said a number (either "2" or "4") and to switch which voice they were attending to when they heard one of these numbers (e.g., half the participants were asked to continue listening to the same voice if they heard the number "2" and switch voices if they heard the number "4," whereas the other half of the participants were given the reverse instructions). Crucially, in some sessions, the voices were presented dichotically (so each voice had a unique spatial position), whereas in the remaining trials, the voices were both presented with equal intensity to the two ears (so they did not have a unique spatial position). This elegant design allowed the authors to isolate the regions that were active during shifting between voices relative to holding to the same voice. They found that shifting in the dichotic listening task elicited increased activation in the right precuneus and in the superior parietal lobe bilaterally as well as increase in the right cingulate and in the right middle frontal gyrus. On the other hand, they reported that in the nonspatial sessions, attentional shifting caused increased activation in the right precuneus/SPL, bilateral superior temporal gyrus, and bilateral medial-frontal gyrus as well as the right insula. One limitation of this study is that the authors did not directly compare the differences between the spatial and the nonspatial experiments. Therefore, it is difficult to be confident that the two tasks elicited a different pattern of activity or whether both tasks activated the same regions with the low statistical power inherent in neuroimaging causing apparent variability in the observed anatomy.
A similarity between our own work and that of Wu et al. (2007) is the analysis of "catch" trials where participants expect but do not observe a target. By focusing on nontarget trials, one can dissociate attention (activation due to expectation) from the consequences of attention (facilitated processing of attended information). Because the blood-flow changes measured in neuroimaging are sluggish, it is difficult to dissociate peri-contemporaneous events. However, our work extends that of Wu et al. in several ways. First, as previously described, we used a spatial task whereas they used a target detection task. Another difference is that Wu et al. compared peripheral attention tasks to trials in which a cue informs the participant that a target will not occur. Therefore, their statistical contrast combined temporal alerting with spatial orienting. In contrast, we compared cues that predict a spatial task with those that predict a nonspatial task: Both cues have identical temporal predictability offering a purer measure of orienting. The anatomical findings Wu et al. reported are largely similar to our own study: activation of a medial-superior parietal and frontal network. However, unlike our results from Experiment 1, they also detected additional activation in the anterior insula and in the BG. It is unclear whether these differences reflect differences in statistical power for detecting subcortical activity (as they acquired continuous data) or whether this reflects their inclusion of temporal alerting effects. Indeed, results from our own Experiment 2, which had more power than our first experiment because of the blocked design and acquisition of continuous data, also suggest that the BG may have a role in audiospatial attention. More studies, however, are needed to further delineate the functional anatomy of individual nodes of these large networks of activation.
In the present study, a comparison between auditory and visual orienting revealed no significant differences, which further suggests that the mechanisms supporting endogenous attentional orienting are largely the same across vision and audition and are thus supramodal. However, this observation is perhaps anecdotal because we did not control for difficulty or order effects in Experiment 1 given our primary interest in auditory attention alone and the already established neural circuitry for visual attention. Future studies will have to further tease apart the mechanisms supporting these functions by using interdisciplinary techniques (e.g., neuropsychology combined with neuroimaging), transient brain disruption (e.g., Smith, Jackson, & Rorden, 2009 ) and advanced analysis techniques (e.g., MVPA). This may reconcile the debate over whether different mechanisms support attentional orienting in different modalities. Given the results of our study, a large amount of overlap would be expected between endogenous visuospatial and audiospatial attention. However, it is unclear if exogenous attention and/or reorienting would show similar overlap across vision and audition. Modality-specific attentional mechanisms could shine new light on hemispatial neglect because occasionally there are patients who show deficits in one modality and not another (e.g., vision and not audition; Eramudugolla et al., 2007; Sinnett, Juncadella, Rafal, Azanon, & Soto-Faraco, 2007; Spierer et al., 2007 ) . These studies may highlight attentional differences that are not specific to endogenous attention. Alternatively, there could be subtle differences in the attentional mechanisms across vision and audition, which have been previously documented (Green, TederSalejarvi, & McDonald, 2005) , that our study was unable to tease apart due to the poor temporal resolution of fMRI. Future studies investigating the ostensible supramodal nature of attention would benefit from exploiting newer analysis techniques that use multivoxel pattern analysis and machine learning algorithms (Kay, Naselaris, Prenger, & Gallant, 2008; Peelen & Downing, 2007; Haynes & Rees, 2006; Norman, Polyn, Detre, & Haxby, 2006) . With these advanced techniques, investigators could, in principle, develop statistical models based on the patterns of brain activation to one modality and examine how well these models predict other modalities.
As with any fMRI research, one could argue that the spatially extensive effects that we observed may actually be driven by very small anatomical structures. This view suggests that the very small structures may simply be too small to resolve with the spatial resolution currently available using fMRI. Specifically, there is substantial evidence that layers of the superior colliculus respond to vision, touch, and audition, using maps that remain in register (Stein & Meredith, 1993) . This region is tightly connected to the parietal cortex and could in theory drive large cortical responses. Ignashchenkova, Dicke, Haarmeier, and Thier (2004) suggest that some cells in the superior colliculus fire during periods of exogenously cued visual attention, though it remains unclear whether these cells also respond during endogenous attention. In contrast, neurons in the parietal lobe are modulated during endogenous covert attention (for a review, see Raffi & Siegel, 2005) . This electrophysiological work suggests that the parietal cortex is specifically involved in top-down control of attention.
In conclusion, we have shown that audiospatial attention recruits similar brain areas as visuospatial attention. In our first experiment, we used a sparse scanning technique coupled with orthogonal cuing to delineate the cortical regions associated with endogenous orienting of auditory spatial attention. This is the first neuroimaging study to use these techniques to study orienting in audition. Our study shows that audiospatial attention activates a brain network consisting of the PPC and FEF. These areas have a striking amount of overlap with areas traditionally seen in visual attention research as well as our own analogous examination of visual attention. The large amount of overlap seen for auditory and visual attention strongly suggests that the underlying mechanisms are largely supramodal. In a secondary experiment, we have confirmed that these results cannot be attributed to potential confounds such as differential expectancies regarding stimulus properties or task difficulty. Future studies will have to further tease apart the mechanisms supporting these functions by using interdisciplinary techniques (e.g., neuropsychology combined with neuroimaging) and advanced analysis techniques (e.g., multivoxel pattern analysis). These investigations may be able to shine light on previous studies that suggest differences between auditory and visual attention.
