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In the medical community, the demand for detecting texture abnormalities related to path-
ological Protein Conformation Diseases (PCD) has been increasing for years. In this paper,
we use the value (V) channel of an HSV (Hue, Saturation, Value) image, which provides a
measurable Detection Region of the V Channel (DRVC) for isolating muscular Intranuclear
Inclusions (INIs) indicative of Oculopharyngeal Muscular Dystrophy (OPMD), one variety of
PCD. Derived from the Cumulative Distribution Function (CDF) computation over DRVC
(CDF-DRVC), the robust cumulative histogram presents the INIs-texture-carrying intensity
data as non-decreasing distributions, leading to an accurate estimation of intensities in the
texture feature extraction. Beyond the proposed CDF-DRVC methodology, we introduce a
methodology of feature synthesis to enhance the quality of feature representations. The
experiments are conducted on irregular microscopic images (where variations in
size and shape occur) in the binary classes of healthy and sick cases related to OPMD.
The proposed framework achieves a higher accuracy rate for the detection as compared
to other methods, and exhibits a detection strategy for other types of PCD in medical
applications.
 2014 The Authors. Published by Elsevier Inc. Open access under CC BY-NC-ND license.1. Introduction
Protein Conformation Diseases (PCD) are characterized by the aggregation of abnormal protein inside body tissues, which
are related to at least 40 human diseases. Each protopathy of PCD has a characteristic pathologic signature that involves the
accumulation of a particular protein as extracellular deposits and/or intracellular inclusions in certain organs. The bioinfor-
matics analysis reveals that many human diseases, such as cancer, cardiovascular disease, amyloidoses, neurodegenerative
diseases, and diabetes, are correlated with proteins diagnosed to be disordered [1,2].
There is a demand for reliable and robust methods for detecting PCD, especially for a quantitative measure of texture
abnormalities for the purpose of predicting the stages of PCD [1,3]. Motivated by the problem of detecting PCD, this study
focuses on providing a computer-aided detection framework for PCD, speciﬁcally for Oculopharyngeal Muscular Dystrophy
(OPMD), one variety of PCD, and may also assist physicians in identifying other difﬁcult cases. The OPMD is an adult-onset
disorder characterized by progressive eyelid drooping (ptosis), swallowing difﬁculties (dysphagia), and proximal limb weak-
ness. The nuclear Poly(A)-Binding Protein 1 (PABPN1) induces the formation of muscle Intranuclear Inclusions (INIs) that are
the pathological hallmarks of OPMD. There is currently no cure for OPMD [2,4].
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contrast resolution. Another difﬁcult problem in the microscopic images of OPMD arises from variations in size, shape and
structure, both for the image cells and the INIs. Embedded in the irregular image cells, some INIs have a ﬁbrillar appearance.
Some resemble speckles or stem-cell lines. Alternative approaches to detecting the OPMD frommicroscopic images could be
to threshold the cell images [5,6], to apply either the graphical model method [7,8] or the contour-based method [9,10], or to
open them morphologically using structuring elements to eliminate background objects while preserving the shape of cells
[11–15]. However, the shape-based methods [6–15] require considerably complex preprocessing steps, and also would be
useful only when the appropriate shapes of images are available.
Due to the simplicity and efﬁciency of the histogram based techniques, the histogram based approaches are widely used
for image analysis. Also it should be mentioned that histogram based approaches are much less expensive, compared to the
shape-based methods. In image analysis, the HSV (Hue, Saturation, Value) transformation is useful for developing image pro-
cessing algorithms based on descriptions of colors that are natural to humans [16]. In this study, in order to extract texture
features from the region of interest of INIs, we use the value (V) channel of an HSV image and calculate the corresponding
Cumulative Distribution Function (CDF) in the image intensities of the V channel, which provides a measurable CDF-based
Detection Region of the V Channel (CDF-DRVC) for the color information of INIs from microscopic image dataset of OPMD.
There are existing nonlinear functions of features known to be effective (which can be interpreted as mathematical
expression models) [17–21]. Genetic Programming (GP) employs tree structure representations to solve problems [22]. With
inductive learning algorithms of varying power, the GP has been successfully applied to various learning algorithms, includ-
ing the feature synthesis approach which has demonstrated the superiority for diverse classiﬁcation problems [20,23,24].
The Expectation Maximization (EM) is a widely used approach to learning in the presence of unobserved variables, such
as in the applications of ﬁtting high-dimensional Gaussian mixture models [24] and reducing the difference in feature
distributions [25]. Following the proposed CDF-DRVC methodology, we introduce a methodology for synthesizing feature
functions, expressed in highly nonlinear functions of the CDF-DRVC basic features, by means of the GP and the EM algorithm
(GP-EM) for detecting OPMD. The main objectives of the proposed framework are as follows:
– to isolate texture abnormalities (known as the INIs related to OPMD in this study) in a measurable region, regardless of
image size, shape, and structure;
– to raise the overall performance moving toward a higher accuracy rate for detecting OPMD by improving the quality of
feature representations.
The rest of the paper is organized as follows. After presenting the related works in Section 2, in Section 3 we brieﬂy
describe the background information. A detailed description of the proposed framework is given in Section 4. Section 5 re-
ports the experimental results and comparisons, whereas Section 6 presents a discussion. In Section 7, we conclude the
paper.
2. Related works
A number of different approaches to computer-aided methods of image cell analysis have been studied for detecting
disorders related to diseases [6–15]. The method commonly used for image background extraction is to select thresholds
based on image color spaces [16]. To extract cell objects from the background, selection of the optimal threshold was
introduced in [5] using the zeroth- and ﬁrst-order cumulative moments of the gray-level histogram. In [6], an adaptive
automatic threshold approach was applied to diagnosing pathological cancer cells and nuclei in the spaces of RGB (Red,
Green, Blue) and HSI (Hue, Saturation, Intensity). Another popular method for image cell analysis is mathematical morphol-
ogy, which includes a set of operators based on the set theory. Mathematical morphology provides an approach to extract-
ing image components, such as size, shape, boundary and connectivity, and to eliminating irrelevancies for detecting
various blood cells [11,12] and cancer cells [13]. Yet, the graphical model method, with a prior knowledge of object shapes,
is able to provide a probabilistic model to represent the relationship among the image pixels, region labels and underlying
object contour [7]. Combined with probability theory, the graph-based method offered advantages for the classiﬁcation of
subcellular protein patterns in ﬂuorescence microscope images [7,8]. Alternatively, the active contour-based method was
feasible and effective for leukocyte tracking problems, when tracking cells in vitro, using the information of the region [9]
and the edge [10].
However, the methods reviewed above were designed for the images that have uniform sizes, shapes and background
structures. Although good performance was achieved by the method of watershed transform (derived from the morphology)
using the image of region of interest for non-uniform images [14,15], we keep our approach simple for three main reasons.
First, the complexity in selecting constraint parameters, structuring elements, cost functions, etc., was quite high in [5,15].
Second, the initial regional minima was manually deﬁned as highly related to the over segmentation issue in [14,15], and
thus the applicability to different microscopic image data, e.g., other data of PCD, is uncertain. Third, the objective of this
study is to detect texture abnormalities related to OPMD. In order to reduce the computational complexity, we design a sim-
ple and robust approach, i.e., the cumulative histogram-based method, over complicated shape-based methods to prevent
introducing unnecessary interfaces in real-time applications. A summary of the reviewed works on image cell analysis is
given in Table 1.
Table 1
Reviewed works on image cell analysis.
Methods Papers Applications
Threshold [5]/[6] Image cells/cancer cells
Graphical model [7,8] Subcellular protein patterns
Active contour [9,10] Leukocyte
Morphology [11,12]/[13] Blood cells/cancer cells
Watershed [14]/[15] Lung X-ray images/leukocyte
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3.1. GP background
The GP creates computer programs in the tree representations (the compositions of the function and terminal sets) to
solve problems. After initializing a population of program trees randomly, the GP mainly uses three steps in each iteration
as below.
(1) Execute each program tree in the population to assign it a ﬁtness value.
(2) Create a new population of program trees by three operations, reproduction, mutation and crossover.(a) The reproduction operation (copy the best existing program trees according to the ﬁtness values).
The selected individuals in the reproduction remain unchanged in the population until the end of the current iteration.
(b) The mutation operation (create new program trees).
The basic idea of the structure-preserving GP mutation operation for the function operators or the terminals is that
any point in the overall program tree is randomly chosen without any restriction.
(c) The crossover operation (create new program trees).
First, the GP crossover selects two parents and then randomly chooses points in these program trees to be swapped
over. This creates two new children.(3) The best program trees (the best-so-far solution appeared in any iteration) are designated as the results of the GP for
solving the problems.
The GP process is repeated in the above steps until a termination criterion (which is chosen according to a problem do-
main) is performed to terminate a run. The details of the GP can be found in [22].3.2. EM background
The EM algorithm is an iterative computation technique of maximum likelihood (ML) estimation for incomplete data.
Since each iteration of the algorithm consists of an Expectation step (E-step) followed by a Maximization step (M-step), we
call it the EM algorithm [26,27].
Given the observed data X and the model parameter h, we wish to ﬁnd h such that the likelihood function of the data X,
P(X|h), is a maximum. This is known as the ML estimation for h. The EM algorithm is an iterative procedure for maximizing
the log-likelihood function L(h), deﬁned as:LðhÞ ¼ ln PðXjhÞ; ð1Þwhere L(h) is considered to be a function of the model parameter h. Since ln (x) is a strictly increasing function, the value of h
which maximizes P(X|h) also maximizes L(h). In the EM, the unobserved data z are treated as the hidden variable vector
whose probability distributions depend on the parameter h and the observed data X. Unfortunately, we do not have the data
z to compute the log-likelihood function of L(h). To solve this, the EM algorithm thus consists of iterating the E- and M-steps,
assuming that the current estimate for h is replaced with the revised h0 after the tth iteration [26,27]:
E-step: determine the conditional expectation, expressed in the Q function.Qðh0jhÞ ¼ EzjX;h0 ½lnPðX; zjhÞ: ð2ÞM-step: maximize the expression of Q (h0|h), with respect to h.h0 ! argmax
h
Qðh0jhÞ: ð3ÞWe can see that, from Eqs. (2) and (3), the EM algorithm determines the current estimation and then calculates the argu-
ments to maximize the previous estimation. An initial value (normally at random) is given to and, then, both E- and M-steps
are iterated until convergence.
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In this study, the image analysis on the OPMD dataset begins with the transformation of the images to color spaces in
order to isolate texture abnormalities (known as the INIs related to OPMD) in a measurable region, regardless of image size,
shape and structure. This would permit to extract a number of basic textural features in the region of interest of INIs, fol-
lowed by jointly synthesizing features in an optimal control environment to improve the performance. Fig. 1 presents the
proposed framework, which combines the CDF-DRVCmethodology for extracting basic features and the GP-EMmethodology
for synthesizing features in the forms of nonlinear functions of basic feature vectors (the ﬁnite combinations of mathemat-
ical elementary functions and basic feature vectors). The output of the best synthesized features is used to divide image cells
into the healthy/sick cases related to OPMD in the validation stage. Beginning from the image analysis, a detailed description
of the proposed framework of combining the CDF-DRVC and the GP-EM is given in the following subsections.
4.1. Image analysis
Taking by a laser scanning microscope with 10, 20 and 40 magniﬁcations, the microscopic image dataset of OPMD
were obtained by introducing antibodies and molecular probes against green ﬂuorescent protein in main subcellular organ-
elles of the images. Truncated non-uniformly by the border of image cells, each image on the OPMD dataset contains a single
cell with a white background in the JPEG (Joint Photographic Experts Group) format (8-bit display). In general, the healthy
cells are dark green while the sick ones have slightly lighter green INIs with an uneven appearance indicative of OPMD. Illus-
trated in Fig. 2 are six images, healthy and sick samples, on the OPMD dataset.
The HSV transformation is widely used in image analysis for texture extraction [16]. In the HSV color space, we take
image categories and transform them into the H, S, and V channels individually, and then compare the representations of
image categories in each channel. In the V channel, we discover characteristics of image representations between the
categories of the healthy and the sick samples, see the examples in Fig. 3, which are not visible in the H and S channels.
In Fig. 3, we ﬁnd that, for both categories of healthy and sick images, their foreground falls into the range of V < 0.4
(denoted as the region {III}); their background stays in the right margin of V > 0.9 (denoted as the region {I}). However,
another important observation is that, when Fig. 3(a) is compared to Fig. 3(b), the INIs texture of sick images resides in
V = (0.4,0.9) (denoted as the region {II}); in contrast, there are near-zero intensities for the healthy images in this region
{II}. Therefore, the intensity information in the region {II} is capable of differentiating the category of healthy images from
the INIs-texture-carrying images (the sick category related to OPMD), which we ﬁnd that both of the H and S channels lack.
We name the region {II} of V = (0.4,0.9) the detection region of the V channel (DRVC). In order to obtain an increasingly accu-
rate estimation of the intensity distribution, we further compute the CDF over the V channel of an HSV image (described in
detail in the following section).
4.2. CDF-DRVC methodology for the basic feature extraction
In the V channel of HSV, the V = 0 end of the axis is black and the V = 1 end of the axis is white. Thus, this axis of V is able to
represent all shades of gray. In the transformation, the V channel of an HSV image is represented as a set of discrete locations
in terms of the intensity, see Fig. 3. We consider the image intensities of the V channel to be a discrete entity, and compute
the CDF at a ﬁxed number (L) of the equidistant intensity levels in V = (0,1). When computing the CDF over the V channel of
an image, we let the image intensity of the V channel be V(zl/L) = n (l/L), in which z (l/L) is the (l/L)th intensity level withFig. 1. Proposed framework.
Fig. 2. Six images, sick (upper row) and healthy (lower row) samples, on the OPMD dataset.
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Fig. 3. Representations of the three sick samples (the left, (a)) and three healthy samples (the right, (b)) of Fig. 2 in the V channel of HSV.
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from computing the CDF over V(zl/L) is given by:CIfzðl=LÞg ¼
Xðl=LÞ
l¼0
½Vðzðl=LÞÞ=n ¼
Xðl=LÞ
l¼0
½nðl=LÞ=n; ð4Þwhere n is the total number of pixels in the image and L is equal to 100 in the experiments.
Fig. 4 shows the cumulative histogram of the V channel, including the CDF-DRVC in the region (II) of V = (0.4,0.9), together
with examples of the CI representations for the six samples in Fig. 2. We can see from Fig. 4 that, for both of the healthy and
the sick samples, the CIs are increasing in the right region (I) of the image background and the left region (III) of the image
foreground. However, in the region (II) in V = (0.4,0.9), the CIs for the healthy samples are almost ﬂat, and consistent with the
near-zero intensities that appear in the DRVC (see Fig. 3(b)); conversely, the CIs for the INIs-texture-carrying sick samples are
strictly increasing and continuous, and possess distinguishing characteristics.
In the following, a total of 15 basic features (which are hereinafter referred to as the basic features for the subsequent
application of feature synthesis), are then extracted from the CDF-DRVC, including 5 increment features (T1–T5), 5 mean
features (T6–T10) and 5 moment features (T11–T15).
Unit Increments (T1–T5): incremental change of the cumulative intensity per unit of 0.1 in V = (0.4,0.9).Tq ¼ DfCIgðqÞ ¼ CIfzððlþ1Þ10=LÞg  CIfzðl10=LÞg
with q ¼ 1; . . . ;5 and l ¼ 4; . . . ;8: ð5ÞUnit Means (T6–T10): average values of the cumulative intensity per unit of 0.1 in V = (0.4,0.9).Tq ¼ AvefCIgðqÞ ¼ ½CIfzðl10=LÞg þ CIfzððlþ1Þ10=LÞg=2
with q ¼ 6; . . . ;10 and l ¼ 4; . . . ;8: ð6Þ
Fig. 4. The cumulative histogram of the V channel, including the CDF-DRVC (region (II) in V = (0.4,0.9)), together with the CI representations of the six
samples in Fig. 2.
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[16].Tq ¼
XNCDF-DRVC
zpi  CIfzig: q ¼ 11; . . . ;15 and p ¼ 2; . . . ;6; ð7Þ
NCDF-DRVC is the total number of intensity levels per unit of 0.01 in V = (0.4,0.9), which is equal to 50 by computing
(0.9  0.4)/0.01 = 50. i is the index of NCDF-DRVC with i = 1, 2, . . . , NCDF-DRVC. p is the pth order of central moments with
p = 2, . . . , 6. At the end of the CDF-DRVC, these 15 basic features, T1–T15, are normalized to center them at zero mean
and scale them to unit standard deviation, in order to ensure that all input data are of the same order of magnitude. Subse-
quently, these 15 basic features are used as the input to the framework for feature synthesis.
4.3. Methodology for nonlinear feature function synthesis
By means of its function and terminal sets, the GP tree structures are able to represent nonlinear functions of synthesized
features. In the approach, GP trees satisfy the requirement for mathematical expressions of synthesized feature functions, in
view of the sequences of applications of functions (replaced with mathematic operators) to arguments (replaced with real
values of the basic features, T1–T15). To constitute the GP function set, we select mathematical operators:
{+, , , /, square root, sine (sin), cosine (cos), tangent (tan), exponential (exp), absolute (abs), square, negative}, where
the division and square root are protected against zero and negative values, respectively.
As shown in Fig. 1, when receiving the input of the 15 basic features (T1–T15), the system begins to synthesize features,
via GP trees, in the forms of nonlinear functions of the basic features. Many practical problems have a class-conditional den-
sity that is approximately Gaussian [27–29]. When the transformed data X ¼ xmii¼1 , the input of the EM steps, with the k
known classes are assumed under the mixture of the k Gaussians, the multivariate Gaussian mixture with a d-dimensional
mean vector lj and a d  d covariance matrix
P
j for the data X is given by [29,30]:pðxijhÞ ¼
Xk
j¼1
pjfjðxijhjÞ
with f jðxijhjÞ ¼
exp  12 ðxi  ljÞT
P
j
 1
ðxi  ljÞ
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2pÞdjPjjq :
ð8ÞThe parameter space h ¼ fpj;lj;
P
jgkj¼1 is going to be estimated which includes the mixing probability vector p, the mean
vector l and the covariance matrix
P
. Typically, considering this k-component Gaussian mixture with the univariate case
(the same variance r2 in the vector
P
) and the uniform probability (the constant value of 1/k in the vector p), the EM algo-
rithm can be employed to provide the estimation of the mean values of the k Gaussians only, denoted as the k-means prob-
lem [30,31]. As such, the E- and M-steps in the k-means problem with the parameter space h = {l} are simpliﬁed as follows
[27,32]:E-step : E½zij ¼
exp  12r2 ðxi  ljÞ
2
 
Pk
n¼1 exp  12r2 ðxi  lnÞ2
  ; ð9Þ
M-step : l0j  
Xm
i¼1
E½zijxi
,Xm
i¼1
E½zij; ð10Þ
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that zij = 1 if and only if xi arises from the jth Gaussian.
The purpose to ﬁnd the appropriate ﬁtness measure in the approach is to measure the separability of the k classes by a
scattering criterion function and the tightness of the homogeneous instances by a within-class measurement. In the linear
discriminant analysis, the optimal discriminant vectors (transformation) are performed by the eigenvectors of the within-
class matrix Sw and the between-class matrix SB [29]. Since maximizing the logarithm of a quantity also maximizes that
quantity, we use this optimal partition measurement as the ﬁtness function in the approach, named the J value [29]:J ¼ ln jS1W SBj: ð11Þ
where Xj is the jth subset of X, nj is the number of samples in the jth class, lT is the total mean vector and lj is replaced with
the mean of the jth Gaussian component.
After the E- and M-steps in the approach, the ﬁtness measure, the J value, is employed to evaluate the performance of
feature synthesis in the problem environment. Then the GP performs the operations of the reproduction, mutation and cross-
over on copies of the selected individuals. At the end of the proposed framework, see Fig. 1, the system output the best syn-
thesized features in the forms of nonlinear functions of the CDF-DRVC basic features.
5. Experimental results
A collection of 500 microscopic images (250 healthy and 250 sick) on the OPMD dataset is selected randomly for the
experiments. We evaluate the performance of the framework by running the ten-fold cross-validation approach on the
OPMD dataset. The idea of the ten-fold cross-validation is to randomly divide the data into ten mutually exclusive partitions
(folds), keeping one fold for testing and the rest of nine folds for training. Next, another fold is selected for testing and the
other of nine folds left for training. The process of the ten-fold cross validation is thus repeated ten times, in which each of
the ten folds (the ten subsets of the data) is used exactly once as the test set. In the ﬁnal, the ten testing results are averaged
to produce an estimate of an accuracy rate. The advantage of the cross-validation is that each training/test subset is inde-
pendent of the others [33,34].
5.1. Feature representation result
After the preliminary experimentation was completed for the GP parameter setting, we select the medium population
size of 32 to help the approach sample the search surface to ﬁnd better solutions of synthesized features; we choose the
maximum tree depth of 5 to avoid unnecessary computation in the training process. When the maximum ﬁtness values
do not change by more than 0.001 for 40 consecutive cycles for the training sets, we stop the running. At the end, after evolv-
ing 400 iterations, the system produces each of the best feature functions from the ten independent runs. From one of the ten
runs, Fig. 5 presents an example, Sv, of the best feature functions in the tree representation, which can be written as:Sv ¼ sin
tan T2T4jT9T3j
 
eðT1þT5Þ=ðT2T10Þ
8<
:
9=
; T7T11þ sin T8T11
 
þ T3þ T10þ T12 T14
 
; ð12ÞHere Tq represents the qth basic feature, q = 1, . . . , 15, extracted from CDF-DRVC. In addition, the computation time for each
of the ten independent runs took an average of about four minutes in a Pentium 4 PC, with CPU 2.27 GHz, 4 GB of RAM and a
200 MB hard disk drive. MATLAB R2010a and Microsoft Visual C++ 6.0 were used for the implementation.
In the following classiﬁcation task, in order to assess the discriminating abilities of the features produced by the frame-
work, we employ two classiﬁcation algorithms, the Minimum Distance Classiﬁer (MDC) and the Support Vector Machine
(SVM). The basic idea of the SVM is to construct a hyperplane as the decision plane, which separates the positive (+1)
and negative (1) classes with the largest margin, the sum of the distances from the hyperplane to the closest data points
of each of the two classes [27,28].
5.2. Classiﬁcation result
Using each of the best synthesized features obtained from the ten runs, Fig. 6 illustrates the classiﬁcation performance
rates of the training accuracy from the ten-fold training sets and the target recognition accuracy from the ten-fold test sets
with MDC; Table 2 further reports the statistical analysis for the performance of the synthesized features on the combined
training and test sets in the ten-fold cross validation. In accuracy comparison, the Standard Deviation (Std) is used to deter-
mine whether any difference in accuracy is signiﬁcant.
From Fig. 6 and Table 2, we can see that, using the synthesized features with MDC, the classiﬁcation accuracy rates on
each of the 10-fold test sets are all more than 90%, with the maximum score of 96.5%. On the other hand, for the 10-fold
training sets, we obtain an average training rate of 95.5% in accuracy; for the 10-fold test set, the synthesized features
achieve the average detection accuracy of 94.5% with a low Std of 2.39% in the ten-fold cross-validation, implying that
the proposed framework correctly classiﬁed the target image objects with high levels of consistency and conﬁdence.
Fig. 5. An example of the best resulting features in the tree representation from one of the ten runs.
Fig. 6. Classiﬁcation performance using each of the best feature functions (obtained from the ten runs) with MDC on the combined training and test sets
versus the index of the ten runs.
Table 2
Statistical analysis for the performance of the proposed framework on the combined training and test sets in the ten-
fold cross validation.
Performance (%) Training sets Test sets
Maximum 100 96.5
Minimum 90.0 90.0
Average 95.5 94.5
Std 2.63 2.39
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Table 3 reports the average classiﬁcation results with values of the Std (%) in the ten-fold cross-validation, using a certain
number of the basic features extracted from the CDF-DRVC and the synthesized features. Both MDC and SVM classiﬁers are
used to assess the detection capability of different feature categories in the validation.
From Table 3, we observe that average accuracy rates obtained by CDF-DRVC using the 5 increment features (T1–T5) is
always higher than those by CDF-DRVC using either the 5 mean features (T6–T10) or the 5 moment features (T11–T15) for
both of MDC and SVM. On the other hand, the average rates obtained by CDF-DRVC using a total of 15 basic features (T11–
T15) are slightly higher than those by CDF-DRVC using the 5 increment features (T1–T5), with an improved average rate of
1.0% for both of MDC and SVM. However, it can be observed that each scenario sees an improved performance with SVM,
ranging from 1.0% when using both of the 5 increment features (T1–T5) and the 15 basic features (T11–T15) to 3.0% when
using the 5 mean features (T6–T10), compared with those with MDC. Notably, when each of the best feature functions
(obtained from the ten independent runs) is used in the ten-fold test sets, the average performance enhancement is
Table 3
Average classiﬁcation performance using a variety of features with MDC and SVM in the ten-fold cross-validation.
Methodologies # (Feature sets) MDC (%) SVM (%) Std (%)
CDF-DRVC 5 (T1–T5) 91.0 92.0 2.75
CDF-DRVC 5 (T6–T10) 87.0 90.0 2.92
CDF-DRVC 5 (T11–T15) 90.0 91.5 2.87
CDF-DRVC 15 (T1–T15) 92.0 93.0 2.70
CDF-DRVC/GP-EM 1 Feature function 94.5 94.5 2.39
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extracted features.
5.4. Comparisons under the ROC
In this study, the performance of the design systems is further validated by means of the Receiver Operating Character-
istic (ROC), using a certain number of the basic features from the CDF-DRVC and an example of the feature function Sv (see
Eq. (9)), obtained from one of the ten runs. The areas below the ROC curves indicate the discrimination capabilities of the
design systems [35,36]. Fig. 7 plots the ROC graph for the classiﬁcation of OPMD. The equidistance proportions serve as inter-
vals in the normalized feature range of (0,1). For each interval, we record the number of samples that match the classes.
In Fig. 7, the performance of the single feature function Sv achieves a sensitivity of 0.93 at a speciﬁcity of 0.95 under the
ROC with an area of 0.975 (thick line), whereas the area for the performance of the 15 basic features (T1–T15 with the dashed
line) is 0.933, the performance of the 5 increment features (T1–T5 with the thin line) is 0.913, the performance of the 5
moment features (T10–T15 with the dot line) is 0.858 and the performance of the 5 mean features (T10–T15 with the
dot-dashed line) is 0.826.5.5. Comparisons
The grayscale Histogram Region Of Interest by Thresholds (HROIT) was designed in [37,38] for extracting basic features
for detecting OPMD on the OPMD dataset. As the intensity ranges of sick and healthy cells were overlapped in the middle of
the grayscale histogram without a distinguishable boundary two thresholds were used (by means of the statistical analysis)
to constrain the problem space within the region of the color information of INIs. At the end, using the synthesized features,
the framework of HROIT/GP-EM with MDC [37,38] achieved an average accuracy rate of 90.20% with a Std of 3.50% on the
OPMD dataset in the ten-fold cross-validation.
Using each of the best feature functions with the same MDC, the average accuracy rates over the ten-fold test sets are
reported in Table 4 for the CDF-DRVC/GP-EM framework and are compared to the performance of the HROIT/GP-EM frame-
work [37,38]. From Table 4, we can see that the average rate obtained by CDF-DRVC/GP-EM is higher than that obtained byFig. 7. ROC analysis for the performance of the methodologies using a variety of features.
Table 4
Comparisons between the frameworks with the same MDC in the ten-fold cross-validation.
Frameworks Accuracy (%) Std (%) Time (min)
HROIT/GP-EM [37,38] 90.20 3.50 4
CDF-DRVC/GP-EM {this work} 94.50 2.39 4
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pared with a Std of 3.50% obtained by HROIT/GP-EM in the ten-fold cross-validation. This validates the hypothesis for the
choice of the cumulative histogram, rather than of standard histograms, which would provide a progressively more accurate
estimation of the intensity distribution. In addition, there is no difference in the running time for the two frameworks (both
of them took an average of about four minutes over the ten runs), though the local search operations vary from iterations in
the frameworks.
6. Discussion
In this approach, our methodology does not involve the direct calculation of standard histograms of an image. Instead, we
compute the CDF over the V channel of an image, and use that cumulative histogram to obtain an increasingly accurate esti-
mation of the intensity distribution. The main reason is that the change due to optical distortion errors (associated with
microscopy illumination effects) would be far less signiﬁcant in the cumulative histogram, as compared to that change in
standard histograms, because the continuous non-decreasing image representation is inherently noise-resistant [39]. Our
experimental results support this.
The reason for transforming the images into the HSV color space, rather than the RGB one, in the approach is that per-
ceptual color spaces provide a good decorrelation of the luminance for a perceptual interpretation of the colors, which
the RGB color model lacks. For example, the microscopy illumination can inﬂuence the performance of methodologies in
the RGB color model, but perceptual color spaces, e.g. the HSV color model, are able to handle the illumination effects well
[16,40,41]. In addition, the purpose of the transformation of the images to color spaces is to ﬁnd a measurable region of the
INIs, regardless of image size, shape and structure. In the RGB color space, we ﬁnd that, between the categories of the healthy
and the sick, there are overlaps in the middle region of the G and B channels and no characteristics of image representations
in the R channel; this indicates the low contrast of intensities between the healthy and sick images in the RGB color space,
which could affect the accuracy of any quantitative measurement in detecting OPMD.
The approach to transforming the images into the V channel of HSV is fundamentally derived from the exploitation of the
information for the image luminance spatial structures, and the information for microscopic illumination effects on the INIs
texture. In the experiments, one important observation is that the V channel of a HSV image reveals characteristics which are
not visible in the H and S channels. As a result, we ﬁnd that simply increasing the number of combining channels in the HSV
color space, such as the H or S channel, does not lead to an increase in overall detection performance in the experiments.
7. Conclusion
In this study, we propose to diagnose the microscopic images of OPMD, based on the cumulative histogram of the V chan-
nel in the HSV color space. Rather than standard histogram domain, we change the focus onto the cumulative histogram
space, which is able to provide increasing sequences of the spread of INIs intensities at what depth and in what level. As such,
the process of computing the CDF over DRVC not only preserves characteristics of the image intensities of the V channel, but
also alters intensities into the differentiable function of the cumulative histogram which offers the quantitative measure of
texture abnormalities for detecting abnormalities, as the shape-based frameworks lack.
Beyond the robust CDF-DRVC methodology for extracting the basic features in the region of interest of INIs, we introduce
the methodology for synthesizing features in an optimal control environment, leading to an increasingly detection accuracy
for OPMD. Additionally, as shown in Table 3, compared with the performance when using the CDF-DRVC extracted feature
sets, the detection results are robust with respect to the choice of the classiﬁers of MDC and SVMwhen using the synthesized
feature methodology, which achieves an improved accuracy ranged from 4.5% (with SVM) to 7.5% (with MDC.
In the experiments, we employ the ten-fold cross-validation approach to produce an estimate of an accuracy rate. Both
MDC and SVM classiﬁers are used to assess the capability of different design feature categories in the validation. The perfor-
mance of the approach is further validated by means of the ROC for the purpose of comparison. In addition, the approach
exhibits the capability to enhance the detection accuracy for OPMD in comparison with the other framework, while remain-
ing computationally efﬁcient and robust. Our future work will be further dedicated to presenting more results by conducting
more experiments in the validation stage.
To permit the ﬂexibility in separating the classes, the SVM models have the cost parameter C to create a soft margin that
allows for misclassiﬁcation to some extent. In general, the performance of SVM models is dependent on the selection of the
kernel parameters in kernel mapping functions. It is a challenging problem to ﬁnd the optimal value of C for SVM models, in
order to get the best results in classiﬁcation [27,42]. By optimizing the SVM parameter setting together, we shall plan to de-
sign an SVM using the Gaussian kernel with the radial basis function (RBF) in large databases of image samples related to
other types of PCD.
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