The increase in the energy consumption puts pressure on natural resources and environment and results in a rise in the price of energy. This motivates residents to schedule their energy consumption through demand response mechanism. We propose a multi-stage stochastic programming model to schedule different kinds of electrical appliances under uncertain weather conditions and availability of renewable energy. We incorporate appliances with internal batteries to better utilize the renewable energy sources. Our aim is to minimize the electricity cost and the residents' dissatisfaction. We use a scenario groupwise decomposition (group subproblem) approach to compute lower and upper bounds for instances with a large number of scenarios.
Introduction
World energy consumption is expected to grow by 48% between 2012 and 2040 [1] . The increase in the energy consumption results in a rise in the price of energy by putting pressure on natural resources and environment.
Residential energy consumption grows with the population growth accompanied by fewer occupants living in larger houses, the change in people's life style and a higher rate of utilization of electrical appliances. Since some of the electrical appliances, like plug-in hybrid vehicles, have a potential to double residential energy consumption, demand side management becomes more crucial. Due to the increase in the energy consumption and the price of electricity, residents are motivated to schedule their energy consumption to reduce their cost of electricity and their negative impact on the environment. Managing the energy consumption by providing information to residents who can change their consumption patterns with respect to the given information is called "demand response" and is one of the demand side management approaches.
Smart grids can play a significant role to provide a sustainable future by integrating residents into the energy saving system through demand response mechanism. With an installation of home energy management system (HEMS) including demand response program, residents can participate in the smart grid system. They can monitor the price information through the smart meters and control their own appliances. By the end of 2016, 47% of all residential consumers in U.S. have a smart meter in their homes [2] . Since smart meters provide information about the fluctuation of electricity price between low-demand and high-demand hours, with the help of HEMS, residents can shift their demands to the off-peak hours or hours with high renewable energy levels.
Thus, the main objective of HEMS is to reduce the electricity bill of the resident both by scheduling the electrical appliances and increasing the use of renewable energy. To increase the benefits of smart meters, the EU member countries decided to provide smart meters to at least 72% of all residential consumers by 2020 [3] . The increase in the number of residents with smart meters demonstrates the importance of demand response management and the consequent need to develop a method for efficient energy consumption scheduling.
There are two main approaches to schedule smart home appliances. While one approach is to minimize the electricity cost [4] - [7] , the most popular approach is to use the concept of disutility function to obtain a desired trade-off between minimizing the electricity cost and minimizing the residents' dissatisfaction [8] - [15] .
The existing studies vary in the types of electrical appliances they consider. Based on the energy consumption characteristics, the appliances can be classified under two major types: appliances with continuous level energy consumption and appliances with discrete level energy consumption. While the energy consumption amount of the appliances with continuous level energy consumption can vary during the operation, this amount is fixed for the appliances with discrete level energy consumption. The studies [4] - [6] , [9] and [12] and consider the coordination of appliances with continuous level energy consumption. Scheduling of appliances with discrete level energy consumption is studied in [11] and [14] . [7] , [10] , [13] and [15] consider the scheduling of appliances both with continuous and discrete level energy consumption. The energy consumption of appliances that control the temperature of the environment comprised 40% of total residential energy consumption [16] . This points out the need of scheduling this type of appliances as done by [7] , [8] , [12] and [13] . However, these studies ignore the randomness in weather conditions and model the problem in a deterministic setting.
Although one of the main purposes of HEMS is to better utilize the renewable energy, to the best of our knowledge, the only study that considers renewable energy is [13] . Renewable energy must be consumed at the moment it is produced unless it is stored. Appliances with internal batteries can be used to increase the use of renewable energy, as done in [13] . Further, they can be used to reduce the peak load as done in [12] .
In this study, we propose a multi-stage stochastic nonlinear mixed integer programming model that coordinates all types of appliances mentioned above in the presence of weather uncertainty. In particular, our major contributions are the following:
• We propose a novel model to schedule all types of electrical appliances considered in the literature in the presence of renewable energy and batteries.
• We use multi-stage stochastic programming to hedge against the uncertainty in weather conditions, which is critical to model accurately both the energy consumption of the appliances that control the temperature and the availability of the renewable energy.
• Our model is a multi-stage stochastic nonlinear mixed integer programming model. We use a scenario groupwise decomposition (group subproblem) approach to obtain tight lower and upper bounds for instances with large number of scenarios.
• Our computational experiments provide valuable insights on the benefits of optimization in demand response and the savings due to renewable energy and battery for residents with different price sensitivity.
The rest of the paper is organized as follows. In Section 2, we describe the energy consumption characteristics and disutility functions for different appliance types and the electricity pricing scheme. In Section 3, we present our model. In Section 4, we describe the scenario groupwise decomposition approach and present two different ways to construct group subproblems. We present the results of our computational experiments in Section 5. We conclude in Section 6.
Problem Setting
We consider a smart home equipped with electrical appliances that are networked together and controlled by HEMS. The communication of the price information between the energy provider and the resident is provided by the smart meter.
We consider a discrete-time model with a finite horizon, where scheduling horizon is divided into time slots of equal duration. The energy consumption scheduling problem aims to achieve a trade-off between minimizing the electricity cost and minimizing the residents' dissatisfaction due to loss of comfort.
Types of Appliances
Let A denote the set of appliances networked in this residential unit. This set includes appliances with both continuous and discrete level energy consumption. An appliance a with discrete level energy consumption only operates in on or off statue and it consumes a fixed energy level of e a and e a in on and off modes, respectively. Consequently, HEMS decides only when this appliance should be in on mode. On the other hand, for an appliance with continuous level energy consumption, HEMS needs to decide how much energy it consumes in each time period. Each appliance a operates within a user's preferred time interval T a = t a , t a .
We classify the appliances with continuous level energy consumption under three categories as follows: 1) Type 1 : This type of appliances are equipped with internal batteries. Since they have an ability to store or dispatch energy, they better utilize the renewable energy sources. We denote the set of appliances with battery by A B .
2) Type 2 : This type of appliances control the temperature of the environment. An example is air conditioner.
We denote the set of appliances that control the temperature of environment by A T .
3) Type 3 : This type includes the appliances with continuous level energy consumption that are not of Type 1 and Type 2. Let A C denote the set of appliances of Type 3. An example of this type is refrigerator.
We classify the appliances with discrete level energy consumption as follows: 1) Type 4 : This type of appliances can be shut down during operation. This means that their loads are interruptible. An example is a hair dryer. We denote the set of appliances with interruptible load by A I .
2) Type 5 : For this type of appliances, once the operation starts, it should be run to completion. An example is a washing machine. We denote the set of appliances with uninterruptible load by A U .
Disutility Functions
The disutility can have different causes depending on the types of appliances. For an appliance that controls the temperature, the disutility is a result of the discomfort due to low or high inside temperature, whereas for an appliance with discrete consumption, the disutility is a function of earliness of the starting time or the lateness of the finishing time.
The disutility functions for different types of appliances are as follows:
• Appliances with discrete level energy consumption (types 4 and 5): For each appliance a ∈ A I ∪ A U with discrete level energy consumption, the important decisions are starting and finishing times. The disutility for appliance a if it starts operating at timet a and finishes at timet a is given by γ a (t a ,t a ), which is computed as:
where t des a and t des a , respectively, are the most desirable starting and finishing times. The function γ a (t a ,t a ) penalizes starting before or ending after the desired times.
• Appliances that control temperature (type 2): Let h comf a be the most comfortable temperature and h in a,t be the inside temperature at the location of appliance a ∈ A T in time period t ∈ T a and τ a,t (h in a,t ) be the disutility at time t for appliance a. We use the disutility function used in [12] and [13] (We ignore the constant term since it does not affect the optimal solution.):
• Appliances with battery (type 1): As in [12] and [13] , the disutility ψ a,t (r a,t , b a,t ) for appliance a ∈ A B with battery depends on r a,t , which is the power charged to (when r a,t ≥ 0) or discharged from (when r a,t ≤ 0) the appliance in period t ∈ T a and b a,t , which is the energy level of the appliance a in period t.
The disutility is computed as
where η 1 , η 2 , η 3 , and δ are positive constants and b a is the capacity of battery for appliance a. The first term penalizes the damaging effect of charging and discharging, the second term penalizes charging-discharging cycles and the third term penalizes deep discharging, which happens when the energy level of the battery drops below δb a . The value of δ may vary according to the type of battery.
Electricity Price
Since electricity is perishable, the prices set by the electricity retailers fluctuate between low-demand hours and high-demand hours. The most common pricing schemes are real-time pricing (RTP), day-ahead pricing (DAP), time-of-use pricing (TOUP), critical-peak pricing (CPP) and inclining block rates (IBR). ( [10] ; see for further references). In our study, as in [10] and [14] , we consider a general hourly pricing function that combines RTP and IBR schemes. It also has a DAP structure as we assume that the future price parameters are known by the residents ahead of time. In our price function, prices vary every hour as in RTP, and beyond a certain threshold for total hourly residential load, the electricity price increases to a higher value as in IBR. The cost ρ t (u t ) of consuming u t units of electricity in period t depends on the low cost c l t , the high cost c h t and the threshold u as follows:
In numerical studies, price data of Illinois Power Company and British Columbia (BC) Hydro Company are used ( Figure 1 ). [17] . The inclining block rates are used by BC Hydro Company in December [18] . (This figure is reproduced from [10] .)
Multi-stage Stochastic Programming Model
In this section, we formulate the scheduling problem for smart home appliances as a multi-stage stochastic nonlinear mixed integer program. We assume that the changes in the temperature and in the power of renewable energy are uncertain and this uncertainty is realized gradually at specific time periods called as stages. We also assume that the random temperature and random renewable energy in each stage have discrete distributions with finite number of realizations. Therefore, the uncertainty in the decision process can be represented by a scenario tree. A scenario is defined as a unique path from the root node to a terminal node. Consequently, the number of scenarios is equal to the number of terminal nodes.
We denote the set of all scenarios by S and the set of scenarios having the same history as scenario s at stage t by S s,t . The probabiliy of scenario s is represented by p(s) and the scheduling horizon is represented by T. We use the following notation:
Decision Variables
• u l t (s) : the net energy consumption at low price in period t ∈ T under scenario s ∈ S
• u h t (s) : the net energy consumption at high price in period t ∈ T under scenario s ∈ S
• b a,t (s) : the energy level of appliance a∈ A B in period t ∈ T a under scenario s ∈ S
• r a,t (s) : the power charged/discharged for appliance a∈ A B in period t ∈ T a under scenario s ∈ S
• e a,t (s) : the energy consumption of appliance a ∈ A \ A B in period t ∈ T a under scenario s ∈ S
• e + a,t (s) : the energy consumption for heating for appliance a ∈ A T in period t ∈ T a under scenario s ∈ S
• e − a,t (s) : the energy consumption for cooling for appliance a ∈ A T in period t ∈ T a under scenario s ∈ S
• x a,t (s) :
1, if energy usage is charged at low price in period t ∈ T under scenario s ∈ S 0, otherwise
• h in a,t (s) : the temperature inside the place of appliance a ∈ A T in period t ∈ T a under scenario s ∈ S
Parameters
• e tot a : the total energy required for appliance a ∈ A C
• b a,0 : the initial energy level of the battery for appliance a ∈ A B
• r a : the maximum charging amount for appliance a ∈ A B
• r a : the maximum discharging amount for appliance a ∈ A B
• e a : the minimum energy level required for appliance a ∈ A \ A B
• e a : the maximum energy level required for appliance a ∈ A \ A B
• b a : the battery capacity for appliance a ∈ A B
• h a : the minimum comfortable temperature level for appliance a ∈ A T
• h a : the maximum comfortable temperature level for appliance a ∈ A T
• h comf a : the most comfortable temperature level for appliance a ∈ A T
• v t (s) : the power of renewable energy source in period t ∈ T under scenario s ∈ S
• n a : the total number of time slots required for appliance a ∈ A I ∪ A U to complete its task
• h out a,t (s): the temperature outside the location of appliance a∈ A T in period t ∈ T a under scenario
: the most desirable starting time for appliance a ∈ A I ∪ A U
• t des a
: the most desirable finishing time for appliance a ∈ A I ∪ A U
• h in a,0 (s) : the initial room temperature for appliance a ∈ A T under scenario s ∈ S
• α a , β a : the thermal characteristics of appliance a ∈ A T and the environment in which appliance operates (β a > 0 if appliance is a heater and β a < 0 if appliance is a cooler)
• φ : the weight of disutility function 
e a,t (s) = e a + (e a − e a )y a,t (s), ∀a ∈ A I , t ∈ T a , s ∈ S
e a,t (s) = e a + (e a − e a ) t u=max{t a ,t−na+1}
e a,t (s ) = e a,t (s),
The objective function (1) is the sum of expected electricity cost and expected dissatisfaction.
For appliances of Type 3 (appliances with continuous consumption), constraints (2) and (3) ensure that energy consumption is between minimum standby power level and maximum power level and that the total energy requirement is provided within the specified time interval, respectively.
Constraints (4) - (8) are given for appliances of Type 2 (appliances that control temperature). As above, constraints (4) -(6) ensure that energy consumption is between minimum and maximum levels. Constraints (7) are the balance equations for inside temperature and energy consumption. Constraints (8) ensure that the temperature is in the range that user defines as comfortable.
Constraints (9) - (14) are for the appliances of Type 1 (appliances with battery). Constraints (9) compute the battery energy level at each period. Constraints (10) ensure that the total charge stored in the battery does not exceed its capacity. Constraints (11) bound the battery charging/discharging amount. Constraints (12) and (13) compute the amount of deep discharging. Constraints (14) ensure that disutility does not occur outside the specified time interval.
Constraints (15) - (20) are for appliances of Type 4 (interruptible appliances with discrete consumption).
Constraints (15) compute the energy consumption: if the appliance is off, the energy consumption is equal to the minimum standby power level and if it is on, the energy consumption amount equals the maximum power level. Constraints (16) ensure that the appliance is on for the number of periods required to fully complete its task. Constraints (17) and (18) allow operation of an appliance only between its starting and finishing time.
Constraints (19) and (20) ensure that there is one starting and one finishing time for each appliance.
Constraints (20) and (21) are for appliances of Type 5 (uninterruptible appliances with discrete consumption).
One starting time is chosen for each appliance due to constraints (20) . Once an appliance starts, it operates consecutively for the required number of periods. Constraints (21) compute the energy consumption amount.
Constraints (22) -(24) compute the energy consumption amount at low and high prices. Constraints (22) give the relation between the net energy request, energy consumption amount, and renewable energy amount.
Constraints (23) and (24) decide whether the energy usage is charged at low price with regard to threshold value u.
Constraints (25) and (28) are non-anticipativity constraints to ensure that for any stage t, decision variables that have a common history of uncertainty till stage t must have the same value at that stage.
Finally, constraints (29) -(32) are variable restrictions.
Solution Method
Multi-stage stochastic programming problems are in the framework of extremely challenging problems since their size grows exponentially with the number of stages. Our problem has additional difficulties due to nonlinear objective function and integer variables. In the literature, some exact solution techniques exist for the multi-stage stochastic programming problems such as stochastic dual dynamic programming (SDDP) [19] and Lagrangian relaxation of non-anticipativity constraints [20] . Since both techniques require convexity to obtain an exact solution, they are not applicable for the problems with integer variables. However, a lower bound can be obtained for multi-stage stochastic integer problems using these methods. An extension of SDDP method proposed by [21] makes the method applicable for problems with integer variables by enforcing the integrality requirements only in the forward steps and relaxing in the backward steps. If the state variables are binary and the cuts satisfy some sufficient conditions, [22] proves that SDDP can provide an exact solution for the mixed integer multistage stochastic problems. However, even so, SDDP cannot be used in our problem since it also requires the assumption of stagewise independency in the stochastic process. [23] demonstrates that Lagrangian relaxation of non-anticipativity constraints within a branch and bound procedure can be used to obtain an exact solution for multi-stage stochastic integer problems. However, since complete recourse assumption is a requirement for the branch and bound procedure, this method is also not applicable for our problem. Besides these techniques, scenario groupwise decomposition approach which is recently proposed by [24] can be used to obtain bounds for multi-stage stochastic integer problems. In this approach, the problem is divided into smaller problems called as group subproblems. Group subproblems are defined over a reduced number of scenarios and each of them has the same number of stages as the original problem. The problem is solved for each group subproblem separately rather than being solved for all scenarios simultaneously. Besides easy implementation, since it does not rely on restrictive assumptions such as stagewise independency, complete recourse and convexity, scenario groupwise decomposition is applicable for a wide range of problems including our problem. Group subproblem approach is used in the literature to calculate lower and upper bounds for multistage stochastic programs [25] and [26] .
A Lower Bound
In this section, we provide a lower bound on the optimal value of our problem using the scenario groupwise decomposition approach of [24] . In this method, a lower bound is obtained by solving the problem separately for subsets of the scenarios called as groups. We define the set of groups as a partition of S. Note that S denotes the set of all scenarios. LetŜ be the set of groups and IŜ be the set of indices of groups inŜ. A subsetŜ i ⊆ S is called as a group for all i ∈ IŜ and the collection of these groupsŜ = {Ŝ i } i∈IŜ is called as a scenario partition if it satisfies ∪ i∈IŜŜi = S andŜ i ∩Ŝ j = ∅ for all {i, j} ∈ IŜ such that i = j. Note that groups do not have to be disjoint to obtain valid bounds, as mentioned in [24] . However, for ease of representation, we consider disjoint groups. The problem defined over a group is called as group subproblem.
After a partition is determined, the probability of each scenario s ∈ S is adjusted to achieve a lower bound.
The probability of each groupŜ i is the summation of the probabilities of scenarios in that group, that is, p(
The adjusted probability of each scenario s isp(s) = p(s)/p(Ŝ i ) for all s ∈Ŝ i and i ∈ IŜ, which is the ratio of the probability of the scenario to the probability of its group. Once the adjusted probabilities are calculated, the weighted summation of the optimal values of the group subproblems provides a lower bound for our minimization problem as proved in [24] . Let z * (S) be the optimal value of our problem with scenario set S and z(Ŝ) be a lower bound on z * (S) obtained using scenario partitionŜ. The following inequality is satisfied by allŜ selections as proved in Proposition 4.4 in [24] :
The quality of the lower bound depends on the selection and size of groups as demonstrated in [24] . To see the effect of different partition selections, we construct the group subproblems with size |Ŝ i | = |S| /|IŜ| for all i ∈ IŜ with following two partition methods: 1) Consecutive: We select |S| /|IŜ| consecutive scenarios using the order that they appear in the scenario tree.
This collection constructs the first group subproblem. We repeat this procedure for the rest of the scenarios till all of them are selected.
2) Half-and-half: We select |S| /|IŜ| scenarios half of which is taken from the leaf nodes with the smallest indices and half is taken from the largest indices. This collection constructs the first group subproblem.
We repeat this procedure for the rest of the scenarios till all of them are selected.
Since the consecutive method constructs the groups with scenarios having more common nodes, it is expected that consecutive method has an advantage in computation time over the half-and-half method per group.
On the other hand, grouping scenarios with less common nodes, as in the half-and-half method, shortens the computation time to compute an upper bound as will be explained in detail in Section 4.2. 
An Upper Bound
We use an optimal solution of each group subproblem to generate a feasible solution to the original problem as in [24] . Let x * (S , t) be the restriction of an optimal solution of our problem with scenario set S to the first t stages. For a given scenario partitionŜ, to obtain an upper bound for our problem, the optimal solution x * (Ŝ i , t)
is substituted to the original problem one by one for each group of scenariosŜ i , i ∈ IŜ. Each resulting problem is called as residual problem and denoted by P(Ŝ i , t). Then, the residual problems are solved for the remaining decision variables. This procedure is explained in Figure 3 for the four stage problem provided in Figure 2 . After substitution, if P(Ŝ i , t) is feasible, its optimal value represented by z * (Ŝ i , t) is a valid upper bound on z * (S). If P(Ŝ i , t) is infeasible, then we set z * (Ŝ i , t) to ∞. Note that, to reduce the possibility of infeasibility, small t values can be used. Additionally, since the number of fixed variables in P(Ŝ i , t) reduces as t decreases, the resulting bound may get stronger. After solving P(Ŝ i , t) for allŜ i , i ∈ IŜ, the minimum of the obtained upper bounds is selected: z * (Ŝ, t) = min i∈IŜ z * (Ŝ i , t) and z * (Ŝ, t) is the upper bound provided by scenario partitionŜ.
The residual problems have less decision variables and constraints compared to the original problem, furthermore, they are decomposable into smaller problems. Therefore, each residual problem may require far less computation time than the original problem. Figure 4 provides the scenario decompositions of the residual problems given in Figure 3 . As seen in Figure 4 , the consecutive and half-and-half methods differ with regard to the number and sizes of the problems obtained after decomposition. In the consecutive method, since the scenarios in the group subproblems have more common nodes, the sizes of the problems after decomposition are greater.
Consequently, we expect that solving the residual problem in the half-and-half method takes less time compared to the consecutive method. 
Computational Results
In this section, we present the results of our computational experiments. We first investigate the sizes of the instances that are solved to optimality using a general purpose solver and the quality of bounds obtained with the scenario groupwise decomposition for large instances. Second, we investigate the gains of demand response optimization for residents with different levels of price sensitivity. Third, we analyze the savings due to the use of renewable energy and batteries.
Scenario generation
We consider a time period of 24 hours and use equal number of periods in each stage. For instance, if we have eight stages, each stage consists of three hours. The random parameters are the temperature and the power of renewable energy. In our study, we consider the solar energy as our renewable energy source. The power of renewable energy can be calculated using global horizontal irradiance (GHI) data (total amount of solar irradiance on the horizontal surface of the ground [27] ) and the features of the solar panel such as area, tilt angle and the conversion efficiency. Despite the positive correlation, high temperature and low amount of solar radiation can be observed at the same time because of the solar absorption by clouds, as mentioned in [29] and [30] . We use the real temperature and GHI data for each hour to take into account both the solar absorption and the positive correlation. We provide two data sets generated by the following two methods:
• Data set-1: This data set represents the cases with a good forecast for temperature and GHI. During the data generation process, the data of one month of a specific year are used. Firstly, a random day in the given month is chosen. For each hour of the first stage, corresponding temperature and GHI values of this day are used. When the stage is over, two branches emanate: one branch continues to use the data of this day and for the other branch, the temperature of the last hour of previous stage is compared with the temperature of the same hour of each day in the given month and the data of the day having closest temperature are used. The same procedure is applied for the rest of the stages.
• Data set-2: This data set represents the cases with a relatively bad forecast for temperature and GHI.
Different from Data set-1, the data of a given month for different years are used. Data generation process is almost the same as Data set-1. As explained above, two branches emanate from each node, one branch continues to use the same year data of previous stage and for the other branch, the data of a randomly selected day of a randomly selected year are assigned.
For computational experiments, we consider a smart home equipped with five electrical appliances, each from different types, where HEMS is used to schedule their operations in a day in July.
Our data is available at https://github.com/DemandResponseOptimization/datasets.
Computation times and quality of bounds
All experiments are carried out on a 64-bit machine with Intel Xeon E5-2630 v2 processor at 2.60 GHz and 96
GB of RAM using Java and CPLEX 12.6.
To measure the limits of a general purpose solver and to see the quality of bounds obtained by the scenario groupwise decomposition approach, we first consider small instances. First, we analyze the impact of group size and the number of stages for which the variables are fixed on the gap between lower and upper bounds. In Table 1 , we report the averages of results for six instances from dataset 1 with six stages (32 scenarios). The first column gives the number of scenarios in each group and the second column gives the number of stages for which we fix the variables to compute an upper bound. We give the computation times and the gaps obtained by the half-and-half and consecutive methods. We set time limit of one hour to compute the lower bound and one hour to compute the upper bound. Since each bound computation requires solution of several problems, we distribute the hour equally for each problem. For instance, when each group subproblem contains two scenarios, we need to solve 16 subproblems to compute a lower bound. We set a time limit of 3600/16 seconds to each subproblem.
To compute an upper bound, we set different time limits to each subproblem directly proportional to their sizes.
If subproblem is not solved to optimality within the time limit, the best bounds are used. If the half-and-half method is used, the smallest gap is observed when we solve subproblems of four scenarios and fix the variables in the first stage. However, it takes a long time to compute the bounds. The next best case arises again with subproblems of four scenarios but this time we fix the variables in the first two stages and this saves a significant amount of computation time. A better gap is obtained by the consecutive method when the group size is eight and the variables in the first two stages are fixed. However, this again requires a longer computation time. Based on this analysis, we decided to look closely on different instances when we take subproblems of size four and fix the first two stages. To compute upper bounds, we use the solutions from two randomly selected group subproblems. We report the results in Table 2 for 15 instances. For each instance, we report the lower and upper bounds computed using both selection methods as well as the time required to compute both bounds and the gaps. We also report the optimality gaps given by the solver in the same amount of time. Additionally, in the last column, we report the gaps for the solver with a time limit of one hour.
We see that the quality of bounds computed using both selection methods are very similar. However, the half-and-half selection requires a smaller amount of time to compute the bounds. The average gap for the halfand-half method is 0.51% and the average computation time is 82 seconds. The solver stops with an average gap of 12.37% in the same amount of time. When given the computation times of the consecutive method, the gap of the solver decreases to 10.92%. After one hour, this gap drops to 5.93%, which is significantly larger than the gap of the scenario groupwise decomposition approaches. As the half-and-half method gives smaller computation times, we use it to compute bounds for larger instances. In Table 3 , we report the results for instances from datasets 1 and 2, respectively, with eight stages (128 scenarios) under different threshold values when each group contains four scenarios, the decisions in the first three stages are fixed and optimal solutions of four randomly selected group subproblems are used in computing upper bounds. The results show that the decomposition approach is able to compute high quality solutions in reasonable computation times whereas the solver stops with significantly larger gaps after one hour of computation. We also observe that instances from dataset 2 with a smaller threshold are more challenging.
Finally, we present results for 12 stage problems (2048 scenarios) in Table 4 . Here, we use groups of size eight. To compute upper bounds, optimal solutions of four random group subproblems are used and the decisions in the first four stages are fixed. As the problem is very large, we increase the time limit to two hours to compute the lower bound and two hours to compute the upper bound. With the increase in the number of stages, we observe that the quality of bounds degrade. However, these instances are very challenging and the bounds of the scenario groupwise decomposition approach are significantly better than those of the solver in the same amount of time. The observation on the difficulty of instances from dataset 2 with a smaller threshold remains valid with 12 stages.
Based on the results of this experiment, we can conclude that the stochastic demand response optimization problem is very difficult to solve exactly using a general purpose solver. Even the instances with six stages are not solved to optimality in an hour. The decomposition approach, on the other hand, gives very good quality bounds for instances with up to eight stages. However, the gap increases as the number of stages increases.
Finally, instances with higher variability are more difficult to solve.
Gains due to demand response optimization
In our second experiment, we investigate the gains of demand response optimization for residents with different price sensitivity. To this end, we use instances with four stages (eight scenarios), which are all solved to optimality. We set the threshold value to 1.8 for the rest of the experiments. To model different levels of price sensitivity, we vary the disutility weight φ as 0.1, 0.5, 1, 5. The value 0.1 models a resident who is very sensitive to price whereas the value 5 models a resident who is not sensitive to price and values his/her comfort.
In Table 5 , we report the improvements in the electricity cost and the weighted sum of electricity cost and disutility (our objective function) when we use optimization for four types of residents. For the case without optimization, we schedule the appliances in two ways. First we minimize the discomfort: The continuous appliances use electricity uniformly over the day. The temperature is set to its comfortable value and interruptible and uninterruptible appliances are used in the middle of their desired time intervals. No battery is used, hence the renewable energy is utilized when available. In the case of optimization, we solve our model. We report the average results over ten instances. We observe that there is significant gain for all types of residents. There is clearly a big difference between the improvements in the electricity cost for residents that are very sensitive and insensitive to price. In the case of price insensitive residents, optimization still reduces the electricity cost by 17% with a little increase in the disutility.
In the second approach, we schedule the appliances in a greedy way to minimize cost. The continuous appliances operate at maximum energy level during the required number of periods with the lowest electricity price and operate at the remaining energy level at the period with the next lowest electricity price to provide total energy requirement. They operate at minimum energy level for the rest of the day. If the inside temperature is in the allowed range without heating or cooling, the temperature appliance does not operate. Otherwise, the temperature is set to its minimum or maximum comfortable value depending on the outside temperature.
Interruptible and uninterruptible appliances are used in time periods that provide the lowest total electricity cost to complete their tasks in their desired interval. No battery is used. We report the average results over ten instances. We observe that even if there is an increase in the electricity cost, the overall gain is significant for all types of residents as in the previous case. While improvement in disutility is more than 85% for all types of residents, it is above 99% for less price sensitive and price insensitive residents.
These results show that important gains are possible using optimization in demand response for all types of residents.
Next, we are interested in the tradeoff between the electricity cost and the distutility as well as the amount of electricity consumption exceeding threshold value for different types of residents. In Table 7 , we report the average results over ten instances. Since keeping the temperature close to the comfortable value requires more energy than keeping it in the comfortable interval, total electricity consumption increases as price sensitivity of residents decreases. When appliances are used in their most desirable time intervals, the threshold value is exceeded more often and the electricity is charged at the higher price. Consequently, residents who are insensitive to price pay 43.37% more than the ones who are very sensitive to price while decreasing their disutilities by 86.78%. Almost half of the energy consumption of the price insensitive residents is charged at the higher price whereas the percentage is less than 18% for residents who are very sensitive to price. 
Gains due to battery and renewable energy
In our final experiment, we investigate the impact of battery and renewable energy on the electricity costs and disutilities of residents.
We present average results over ten instances in Table 8 . Without the renewable energy, the use of batteries already results in significant improvements in the objective function for all types of residents. The gain due to renewable energy is similar for all resident types and it is a remarkable amount. But even further improvements are possible when the renewable energy is combined with batteries. Finally, to see the impact of the renewable energy and the battery on electricity consumption during a day,
we plot the consumption due to different types of appliances for an instance over a scenario in Figure 6 . Low and high price values and the temperature and available renewable energy over a day are depicted in (a) and (b), respectively. From (c) and (d), it can be deduced that using a battery decreases the electricity consumption in time periods with higher prices (between 5 and 10 P.M.). In (c), battery stores electricity when the price is low. While the battery feeds the system when interruptible appliance operates, it stores electricity when it does not operate or when the amount of renewable energy is high. This flexibility enables the appliances to work during their desirable time intervals while keeping total consumption under the threshold value. When the battery is not used, in (d), although the uninterruptible appliance moves away from its desirable time interval, total consumption exceeds the threshold value in a time period with a relatively higher price. The comparison of (c) and (e) shows that when renewable energy is not available, consumption shifts to hours with cheaper price.
In addition to the increase in the number of time periods in which electricity is charged at the higher price, the amount charged at this price also increases without renewable energy. Figures (e) and (f) show that the battery provides savings even when renewable energy is not available. While the periods in which the threshold is exceeded are generally those with lower electricity price in (e), when the battery is removed, we encounter also periods with high consumption at relatively higher prices in (f). Time of Day (Hour) 
Conclusion
In this study, we presented a model for demand response optimization in which we considered all types of appliances already mentioned in the literature as well as renewable energy and batteries. We also incorporated the uncertainty in temperature and the availability of renewable energy using multi-stage stochastic programming.
We provided a decomposition scheme that produced good quality bounds for large instances. We also conducted a detailed experiment that provided insights about the gains in cost and utility for residents with different price sensitivity. We observed that optimization can provide significant improvements both in cost and utility for all types of residents. The same is also true for renewable energy and batteries. With these three tools combined, the peak demand can be reduced significantly, providing savings for residents, flexibility for the electricity providers and less damage to the environment.
Our model is a multi-stage stochastic mixed integer nonlinear program and is quite challenging to solve exactly. The 0-1 variables are used to model the nonlinear structure of the price function and the schedules of interruptible and uninterruptible appliances. The uninterruptible appliances are modeled easily as the only decision is about their start times. However the interruptible appliances have a more interesting structure; we need to keep track of their start and finish times as well as the periods in which they function. A future research is to work on a strong formulation for the schedule of a single interruptible appliance. The inequalities for this structure can be used to strengthen the overall model and shorten the computation times. We find it also interesting to investigate how such strong formulations can be used in other decomposition approaches such as SDDP. Since SDDP is a stagewise decomposition approach, it would perform better for problems with large number of stages. However, since it depends on convexity and stagewise independency assumptions, it cannot be applied to our problem directly, therefore, solving our problem with SDDP is also another future research direction.
