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Abstract
To better understand the energy response of the Antineutrino Detector (AD), the Daya Bay Reactor Neutrino Experi-
ment installed a full Flash ADC readout system on one AD that allowed for simultaneous data taking with the current
readout system. This paper presents the design, data acquisition, and simulation of the Flash ADC system, and focuses
on the PMT waveform reconstruction algorithms. For liquid scintillator calorimetry, the most critical requirement to
waveform reconstruction is linearity. Several common reconstruction methods were tested but the linearity perfor-
mance was not satisfactory. A new method based on the deconvolution technique was developed with 1% residual
non-linearity, which fulfills the requirement. The performance was validated with both data and Monte Carlo (MC)
simulations, and 1% consistency between them has been achieved.
Keywords: Flash ADC, Waveform reconstruction, Daya Bay Experiment
PACS: 85.60.Ha, 14.60.Pq
1. Introduction
The Daya Bay Reactor Neutrino Experiment pro-
vided the world’s most precise measurement of sin22θ13
and the effective squared mass splitting |∆m2ee| [1]. A
precise measurement of the reactor anti-neutrino spectra
was also reported [2]. Both analyses require a good un-
derstanding of the Antineutrino Detector’s (AD) energy
response, that is the relationship between the energy of
the ν¯e and the reconstructed energy of the positron, the
final-state lepton of the Inverse Beta Decay (IBD) reac-
tion (Eq. 1).
ν¯e + p = e+ + n (1)
Liquid scintillator (LS) has been used in calorimeters
for several decades. It is also utilized by Daya Bay as
the ν¯e target and detector. The positron from an IBD re-
action deposits its kinetic energy then annihilates with
an electron creating two γ-rays in the LS. The deposited
∗Corresponding author. Tel:+86-10-8823-6256.
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energy is converted to scintillation light. It has been es-
tablished that scintillation light production is not linear
with the deposited energy, due to ionization quenching
and contributions from Cherenkov light[3], referred to
as LS non-linearity.
The scintillation light is detected by photomultiplier
tubes (PMTs). The PMT output analog signal is pro-
cessed by custom front-end electronics designed by the
Daya Bay collaboration, giving the integrated charge
and a time stamp. Daya Bay utilizes a CR-(RC)4 shap-
ing circuit to integrate the PMT signal that possesses
a complex interplay with the scintillation timing pro-
file, which consists of three exponential decayed com-
ponents: a fast one with a time-constant of less than 10
ns, a medium one with a time-constant of about 30 ns,
and a slow one with a time-constant larger than 150 ns.
This interplay creates a non-linear relationship between
the PMT’s received photons and the integrated charge,
referred to as electronic non-linearity, which is about
10% from 1 p.e. to 10 p.e. for Daya Bay [1].
Coupling between the particle-dependent LS non-
linearity and energy-dependent electronic non-linearity
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introduces difficulties to the precise understanding of
the detector energy response. To de-couple them, a
Flash Analog Digital Convertor (FADC) readout system
was installed for AD1 in the Daya Bay Experiment Hall.
Simultaneous data taking with the current readout sys-
tem began in Feb. 2016.
The PMT’s waveform recorded by the FADC in
principle allows for the precise reconstruction of PMT
charge and a measurement of the electronics non-
linearity. However, due to the coupling of Daya Bay
PMTs’ overshoot and the LS scintillation timing, the
precise charge extraction is not trivial. The scientific
goal requires the non-linearity of PMT charge recon-
struction to be no more than 1%, which controls the size
of electronics non-linearity to less than 0.3%.
This paper presents the design, data acquisition
(DAQ), and simulation of the FADC system. Several
waveform reconstruction methods were developed and
tested, but the 1% linearity requirement was not satisfied
initially. Then a fast, robust and precise charge recon-
struction algorithm was developed based on the decon-
volution technique with 1% non-linearity as estimated
from MC. To validate the results, data and MC were
compared achieving agreement at 1% level.
2. Flash ADC system
2.1. System design
In Daya Bay, each AD contains 192 Hamamatsu
R5912 8” PMTs, operating under positive high voltages
(HV). The HV and PMT output signal share the same
cable, and to decouple them, a custom-built splitter fil-
ters the high voltage. The analog signal is passed to the
front-end electronics (FEE). Details of the current read-
out system are reported elsewhere [4].
The signal distribution scheme to the newly installed
FADC system is shown in Fig. 1.
Figure 1: Signal distribution scheme to the Daya Bay FADC system.
PMT signals were sent into a FIFO with two outputs. One output was
fed into the old electronics named FEE, and the other one with 10
times amplification was fed into the new FADC system.
To enable FEE and FADC simultaneously data tak-
ing, a Fan-In-Fan-Out (FIFO) system with 192 channels
was built. The PMT signals from the splitter are fed into
the FIFO with two outputs. One output with 1x amplifi-
cation is sent to the FEE, and the other one with 10x am-
plification is sent to the FADC. The chip used in the first
output (for the FEE) is ADA4817, with a -3 dB band-
width 1.05 GHz. The second output uses the AD8000,
chip with a -3 dB bandwidth 1.5 GHz. Both amplifiers
are fast enough to prevent distortions, since the signals
concentrated in the frequency range less than 300 MHz.
The custom-built FADC system consists of twelve
boards with 192 channels in total. The ADC chip oper-
ating with a sampling rate of 1 GHz, an effective num-
ber of bits (ENOB) of 7.8, and a maximum range of 500
mV. The main function of the high speed ADC module
is signal conditioning, high speed AD conversion, data
capture and transmitting the interesting data to the DAQ
according to the trigger signal. The module is based on
the daughter-mother board structure and both boards are
8 layers pcb. The structure of this module is shown in
Fig. 2. The daughter board is based on a 4-channel, 1
GSps, 10-bit ADC chip and the model is EV10AQ190.
To provide high performance 1 GHz clock to ADC, a
HMC830LP6GE jitter cleaner is used. The analog sig-
nal from the detector is converted into a differential sig-
nal through a high speed amplifier and then transferred
to the ADC chip. The FPGA captures the ADCs output
digital data. After receiving a trigger signal, the FPGA
packages the interesting data and transmits it to DAQ
server.
The mother board is a 9U-VME board. It collects
the raw data from 4 daughter boards and transmits them
to the data acquisition system via gigabit Ethernet with
TCP/IP protocol. It also receives the trigger signal
and fans it out to all the ADC daughter boards. A re-
mote update circuit based on CPLD makes updating the
firmware of the system convenient. As the key com-
ponent in this system, FPGA is Xilinx XC5VSX50T
which contains enough logic, ram and interface resource
for the data transmitting, especially DSP resource for
the complex signal processing algorithm in the future.
The readout window length is configurable from 100
ns to 100 µs, and was chosen to be 1008 ns during data
taking. The window length is chosen to ensure the over-
shoot is well recovered while minimizing the data vol-
ume.
The trigger of FADC and FEE comes from the same
trigger board. Trigger signal from the trigger board goes
to a Fan-In-Fan-Out (FIFO) board which is installed on
the crate of FEE. The FIFO has more than ten outputs
which are sent to each FEE board and FADC board.
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And the cables connecting the FIFO and FEE/FADC
have the same length. So the FADC system shared the
same trigger and global time with the FEE. Both FEE
and FADC events contain global trigger time stamps
which could be used to align the events recorded by two
systems.
Figure 2: Photograph of one FADC board consisting of 16 channels.
The mother board is a 9U-VME board. It collects the raw data from 4
daughter boards.
An example waveform taken by the FADC system is
shown in Fig. 3. The amplitude of a single p.e. is about
40 mV (about 80 ADC counts) after 10x amplification.
Frequency analysis shows that signals concentrated to
less than 300 MHz, which is due to the PMT itself,
and the electronics noise was almost white, as shown
in Fig. 4. It can be concluded that the FADC design
fulfilled the Sampling Theorems [5] and Quantisation
Theorems [6].
Since the Daya Bay experiment utilizes the near and
far relative measurement to measure the neutrino mix-
ing angle θ13, it was critical to prevent FEE response dif-
ferences before and after the FADC installation. Many
checks were done to demonstrate that the FEE was
working as before, including PMT gains, dark rates,
measured charge and time spectra, etc. Nothing abnor-
mal was found, indicating that the relative ν¯e detection
efficiencies between AD1 and the other ADs was not
affected.
2.2. Data acquisition
Although benefiting from a high sampling rate, huge
data volumes are a significant issue for experiments em-
ploying FADCs. Data of the FADC system at Daya Bay
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Figure 3: One PMT waveform with pile-up hits from data. Amplitude
of a single p.e. was about 80 ADC counts (40 mV). The overshoot
came from the PMT base and the HV-signal splitter.
Figure 4: Frequency response of the FADC data. The red solid line
is the sum of PMT signals and noise, and the black dash line is pure
electronics noise.
were sent to the new DAQ via Ethernet, the raw trigger
rate of the FADC system was about 240 Hz, generating
80 MB/s of raw data, which was much larger than the 20
MB/s network bandwidth between the experiment site
and the offline computing center. An effective data re-
duction strategy was therefore developed.
The DAQ scheme and its implementation was re-
ported elsewhere [7]. The DAQ program was further de-
veloped for the data reduction which consisted of three
steps [8].
1) Time correlation cut. The DAQ recorded only
event pairs within a time interval less than 0.5 ms. This
eliminates most of the single events from natural ra-
dioactivity, keeping the events of interest, for example,
Inverse Beta Decay and Bi-Po cascade decays. After
this step, the trigger rate and data size are decreased to
30 Hz and 10 MB/s, respectively.
2) Energy cut. A prompt energy reconstruction was
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done in the DAQ program. Events with an energy less
than 0.6 MeV or larger than about 15 MeV are removed.
The trigger rate and data size were further reduced to 13
Hz and 5 MB/s.
3) Empty channel cut. In each event, if a channel did
not pass a 0.3 p.e. threshold, it was removed, resulting
in a 2 MB/s data size.
The time correlation cut is done on the FADC board,
DAQ program doesn’t read events which don’t pass this
cut. The other cuts are done in the memory of DAQ
server, before writing data to hard disk. With this effec-
tive data reduction algorithm, the data size fulfilled the
requirements for the data transferring from Daya Bay to
the computing center.
3. FADC simulation
To model the FADC responses and validate the PMT
charge reconstruction algorithms, a precise single chan-
nel electronics simulation was developed, with the fol-
lowing steps.
1) Sample the PMT hit number and time. The hit
number distribution was user defined, i.e. physical or
uniformly distributed. The time of each hit was sampled
from the measured LS scintillation timing profile.
2) Convolve the hits with analog PMT single p.e.
waveform, which was modeled by a data-driven func-
tion, to be discussed in Sec. 3.1. The amplitude of single
p.e. followed a Gaussian distribution with 30% resolu-
tion according to the real PMT response.
3) Add analog electronics noise and the baseline off-
set. White noise with 0.7 mV sigma and measured noise
from Daya Bay FADC data were tested, and no differ-
ences were found.
4) Digitization. The analog waveform was digitized
with the FADC configurations, following the round off
principle.
3.1. Single p.e. waveform modeling
The waveform modeling of Hamamatsu R5912
PMTs was reported elsewhere [9], in which the PMT
waveform was measured in the laboratory. To better de-
scribe the single p.e. shape, we improved the model
based on the Daya Bay FADC data. One PMT’s aver-
aged single p.e. waveform measured by FADC is shown
in Fig. 5, and it consists of three components: the main
peak, the overshoot, and twelve reflection peaks.
The shape of the main peak was modeled with the
log-norm function as in Eq. 2. The origin of reflections
was unknown and the time interval between them was
about 7 ns. Empirically they were modeled with the
same shape as the main peak, but with different ampli-
tude U0peak and starting time t0. The overshoot was mod-
eled with three components, a Gaussian one, a fast ex-
ponential decay and a slow exponential decay, as shown
in Eq. 3. The exponential components were multiplied
with a Fermi step function to render the onset.
For every PMT, the sum of these two equations was
used to fit the averaged single p.e. waveform to extract
the parameters, an example is shown in Fig. 5. The fit-
ting was applied to all 192 channels and some important
parameters (the averaged values of all 192 PMTs) are
listed in Table 1. Some of the parameters were found
to follow a Gaussian distribution with a resolution also
listed in Table 1. The resolution was also used in the
simulation.
Upeak(t) = U0peak × exp(−
1
2
(
ln((t − t0)/τ)
σ
)2) (2)
Uos(t) = Upeak(t) × [UFastos /(e
t0−t
10ns + 1) × exp(−t/τ f ast)
+ US lowos /(e
t0−t
10ns + 1) × exp(−t/τslow)
+ UGausos × exp(−
1
2
(
t − t0
σos
)2)]
(3)
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Figure 5: One PMT’s single p.e. waveform from data (black points),
and the fitting results (blue solid line). The waveform consists of the
main peak (red dash line), overshoot (greed dot line), and reflections
(magenta dash-dot line).
4. PMT waveform reconstruction
In Daya Bay, the electronics non-linearity was due
to a complex interplay of the LS timing profile, PMT
4
Table 1: Parameters for the single p.e. spectrum, which are the av-
eraged values of all 192 PMTs, to be used in the simulation. The
amplitude was relative to the main peak if no unit included.
Parameters Values
Main peak amplitude (U0peak) 42 mV
Peak width (τ) 8.4± 0.3 ns (Gaussian)
Peak shape (σ) 0.28 ± 0.02 (Gaussian)
Fast overshoot amp. (UFastos ) 0.11±0.02 (Gaussian)
Slow overshoot amp. (US lowos ) 0.03±0.005 (Gaussian)
Fast overshoot τ f ast 45 ns
Slow overshoot τslow 290 ns
1st reflection peak amp. 0.24±0.02 (Gaussian)
2nd reflection peak amp. 0.18±0.02 (Gaussian)
3rd reflection peak amp. 0.14±0.015 (Gaussian)
overshoot, and the electronics response. The goal of
the newly installed FADC system was to directly mea-
sure the current electronics non-linearity, thus the ba-
sis of the measurement was to precisely reconstruct
PMT charge from the raw waveform. Besides, the
system would help us to gain experience of the wave-
form reconstruction in future LS experiments, such as
JUNO[10].
In this section, we show several frequently used
charge reconstruction methods which were examined
using MC. The performance was not satisfactory as
about a 10% residual non-linearity was found, which
was defined as the ratio of reconstructed charge over the
MC true. Then a method based on the deconvolution
technique was developed, which was fast, robust, and
with a 1% residual non-linearity.
4.1. Review of some charge reconstruction algorithms
There are several commonly used waveform recon-
struction algorithms, such as simple integral, CR-(RC)n
shaping and waveform fitting. A detailed investigation
was made using these algorithms, and they were found
to be unable to deal with the complicated waveform.
4.1.1. Simple charge integral
Figure 6 shows an example of the simple charge in-
tegral algorithm, which was realized in the following
three steps:
1) Determine the hit time crossing the threshold
which was about 0.25 p.e.
2) For each hit, integrate the forward and backward
region until the waveform returns to the baseline.
3) Divide the integral result by the one of single p.e.
to extract the p.e. number.
Obviously, due to the late hits overlaying on the over-
shoot, the simple integral method under-estimated their
Figure 6: Example integral region of the simple integral method. The
charge of late hits overlying on the overshoot was under-estimated.
charge. The electronics simulation described in Sec. 3
was utilized to examine the residual non-linearity. The
results are shown in Fig. 7, in which the X-axis is the
MC true charge, and the Y-axis is the ratio of the re-
constructed charge over the MC one. With the MC true
p.e. increasing, the number of late hits was also increas-
ing, inducing more charge under-estimation causing the
decreasing trend of the non-linearity curve.
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Figure 7: Residual non-linearity with the simple integral method
in MC, which was about 10% due to the interplay of overshoot and
pile-up hits. The color means event number in the certain bin. The
X-axis is MC true charge, and the Y-axis is the ratio between the re-
constructed and the MC one. The black points show the averaged
ratio.
As the simplest charge integral method, this algo-
rithm could be used if the PMT had no overshoot. In
the overshoot case, the algorithm was improved in such
a way that the baseline of a late hit was re-estimated
with the preceding sampling points. However, the im-
proved algorithm still had 3% residual non-linearity.
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4.1.2. CR-(RC)n shaping
The CR-(RC)n shaping method for charge reconstruc-
tion was also investigated. It improved the Signal-to-
Noise ratio, but increased the pulse width, induced by
pulse pile-up and affected the charge measurement. If
the signals’ arrival time was concentrated to less than 20
ns, the shaping could give a linear charge measurement.
In the LS detector, which had medium and slow scintil-
lation components, the shaping seemed not proper.
Figure 8: Left: the black solid line is the simulated waveform of
two simultaneous hits and the red dashed line is that of the same two
hits separated by 30 ns, both without electronics noise. Right: the
two waveforms after CR-(RC)4 shaping. The separated hits have a
under-estimated charge, which is 6753 and about 5% lower than that
of simultaneous hits.
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Figure 9: Residual non-linearity of CR-(RC)4 shaping, about 10%,
due to the complex interplay between the shaping constant, overshoot
and LS scintillation timing.
Since the current Daya Bay electronics was designed
with the CR-(RC)4 shaping circuit, with the τ of each
CR or RC of 25 ns, we chose n=4 as an example . PMT
charge was reconstructed with a peak finding algorithm
after the CR-(RC)4 circuit, and the integral value was
approximated as peak height. As shown in Fig. 8, if two
hits were separated by 30 ns, the reconstructed charge
was under-estimated by 5% compared to the case of the
same two simultaneous hits. With the time separation
increasing, the under-estimation was also increasing.
With electronics simulation the residual non-linearity
was studied and is shown in Fig. 9, which was also about
10%.
4.1.3. Waveform fitting
To reconstruct the late hits better, a waveform fitting
algorithm was developed, which utilized the calibrated
single p.e. waveform as a template. A fitting example
is shown in Fig. 10. Although the residual non-linearity
was improved to about 2%, the algorithm had two short-
ages to overcome.
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Figure 10: An example of waveform fitting. Late hits could be well
reconstructed, but the fitting speed was a significant problem with 0.5
s per waveform.
The first one was speed. The fitting of one waveform
required about 0.5 second, which was a huge workload
during the data reconstruction.
The second one was fitting quality. The fitting had
a increasing failure rate with increasing number of hits,
introducing a residual non-linearity which was difficult
to calibrate.
The waveform fitting method could be used in the
crosscheck analysis of small event samples, for exam-
ple, Inverse Beta Decays, etc., in which special care
could be taken to examine the fitting quality.
4.2. A method with the deconvolution technique
Deconvolution is a well-developed and widely used
technique in Digital Signal Processing (DSP) [12]. It
is also utilized in various physics experiments, for ex-
ample, to extract correct information from pile-up [13],
pattern recognition [14], and energy spectrum study
[15]. Furthermore, we found that deconvolution was a
powerful tool to reconstruct the PMT charge with good
linearity, especially in the case when signals were bi-
polar and overlapping.
In the time domain the deconvolution was not easy
to process, but in the frequency domain it was rather
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simple. The raw waveform was converted to the fre-
quency domain with Discrete Fourier Transform (DFT),
then multiplied with a noise filter, divided by the fre-
quency response of a calibrated single p.e. waveform,
and finally converted to the time domain with Inverse
DFT. The DFT and Inverse DFT were done with the Fast
Fourier Transform package in the data analysis frame-
work ROOT [11].
There were a lot of noise filters in the DSP, such as
Optimized Wiener Filter, Windowed-Sinc Filter, Gaus-
sian Filter etc [12]. They were investigated, and a
custom-defined low-band pass filter was adopted, as
shown in Fig. 11.
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Figure 11: The custom-defined low-band pass filter. In case of less
than 100 MHz, the filter response equals to 1, while larger than 300
MHz is 0. Between 100 MHz to 300MHz, the filter is described with
the Gaussian formula as shown in the plot.
An example of a raw waveform and its deconvolution
is shown in Fig. 12. During the deconvolution, the peak
in spe waveform is forced at 50ns, this is the reason why
the deconvoluted peak occurs earlier (50 ns) than the
raw waveform. In Fig. 12, the overshoot was naturally
handled, overlapping hits were better separated, and the
peak’s integral was the p.e. number. However, some
local ringing appeared around the peak due to the noise
filter’s high frequency cut, known as the Gibbs effects
[16]. How to extract the PMT charge needs detailed
investigation.
It should be noted that the negative ringing could be
avoided with an iterative deconvolution method devel-
oped by R. Gold [17]. However, the iteration consumed
so much computing time (in general it costs 100 times
more computing time) that the Gold deconvolution was
not adopted.
4.2.1. Charge reconstruction
If the PMT hits arrived at the same time, the local
ringing had no influence on the charge reconstruction.
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Figure 12: An example of a raw waveform (top) and its deconvolu-
tion result (bottom). It can be found that the overshoot has been well
removed, but local ringing is introduced by the filter, known as Gibbs
effects. To reconstruct the charge linearly, the red region is used to do
charge integral, which covers the peak and it’s preceding and subse-
quent ringing for 9 ns.
However, due to the LS timing profile, the ringing of
different hits were overlapped, and a proper integral re-
gion should be selected. The red region in Fig. 12 shows
an integral example, that each hit integrates the peak and
its preceding and subsequent ringing for x ns. If two hits
were separated by less than 2*x ns, the whole region be-
tween them was integrated.
The value of x was determined with the electronics
simulation. Fig. 13 shows the residual non-linearity
with different x, and x = 6, 8, 9 have similar perfor-
mance. But if we look at their deconvolution results
carefully, when x = 9, the ringing is well recovered and
has minimum effects to charge estimation. In the case
x equals to 9, the residual non-linearity was smallest
and about 1%, which fulfilled the requirement. Also,
charge reconstruction based on the deconvolution tech-
nique consumes about 0.5 ms per channel, which is
much faster than waveform fitting. The integral region
is affected by the ringing, which is introduced by the
high frequency cutoff of the noise filter. Using a differ-
ent filter, one should study the integral region instead of
using 9 ns directly.
The increasing and decreasing non-linearity trends
with different x could be understood. For example, the x
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Figure 13: The residual non-linearity of the deconvolution method
with different x. The blue open circle is x = 9ns which has the best
performance.
= 0 is expected to only integrate the peak. If there was
one hit, only the peak region was used. If there were
several hits overlapping, the peak region of one hit also
overlapped with the negative ringing of the other hits.
Then the ratio between reconstructed charge and true
charge was smaller than in the one hit case, introducing
the decreasing trend. In the bottom plot of Fig. 12, we
can see the ringing is go to finish since 6 ns, thus inte-
grate 6, 7, 8 and 9 ns give similar results, as shown in
Fig. 13.
Since the value of x was determined with MC, to val-
idate the results, MC are compared with data, as de-
scribed in the next section.
4.3. Summary of the reconstruction algorithms
The interplay between the LS timing profile and PMT
overshoot would degrade the performance of two charge
reconstruction methods: simple integral and CR-(RC)4
shaping. To pick up the late hits overlaying on the over-
shoot of earlier hits, the waveform fitting method was
tested, and found too slow to be used in the reconstruc-
tion for large data samples. Then an algorithm with the
deconvolution technique was developed. The perfor-
mance of these reconstruction algorithms is summarized
in Table 2. It was found that the deconvolution method
is the most powerful tool to deal with the overshoot and
overlapping, and has the smallest residual non-linearity.
Besides the charge measurement, the algorithms had
different timing separation abilities for pile-up hits. The
waveform fitting and deconvolution could discriminate
hits separated larger than 10 ns, while for the simple
integral method it was 20 ns and for the Daya Bay CR-
(RC)4 shaping 40 ns.
5. Comparison between electronics simulation and
data
Since the algorithm performance was studied with
MC, to validate the conclusions, MC should be com-
pared with data. The most direct way was to compare
the residual non-linearity between data and MC, but in
the data there was no true p.e. information. As such, a
ratio was defined where the deconvolution result with
x=9 ns was used as the denominator, and the results
from other methods were used as the numerator. The ra-
tio was compared between data and MC, and 1% agree-
ments were achieved, indicating confidence in the MC
simulation.
5.1. Comparison of different charge integral methods
for the deconvolution algorithm
After deconvolution, how to integrate the local ring-
ing was studied with MC, and a best solution was given
which covered the preceding and subsequent 9 ns. The
MC studies also showed that integrating different re-
gions had different non-linearity, which was expected
to be repeated in data.
A ratio was defined as Deconvolution (x = a ns)Deconvolution (x = 9 ns) , where x
meant the integral region, and a ran from 0 to 8. Some
comparison results are shown in Fig. 14 as examples.
Data and MC agree to 1%, indicating the MC has well
described the waveform and the deconvolution method.
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Figure 14: Ratio of the reconstructed charge between different charge
integral regions after deconvolution. Data and MC agree to 1%, indi-
cating the MC has well described the waveform and the deconvolution
method. The four pads from top to bottom show the ratio of (x = 4, 5,
6, 8 ns)/(x = 9 ns) respectively.
5.2. Comparison of different FADC readout window
lengths
The Discrete Fourier Transform assumes that the fi-
nite sequence of sample points is periodical. In the
waveform reconstruction, if the overshoot was not well
recovered at the end of the readout window, the period-
ical assumption would treat the un-recovered baseline
as a jump. Thus an additional non-linearity would be
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Table 2: The summary table for different charge reconstruction algorithms.
Algorithms Speed per channel Robustness Residual non-linearity Pile-up hits separation
Simple integral less than 0.1 ms No failure 3% to 10% Larger than 20 ns
CR-(RC)4 0.2 ms No failure 10% Larger than 40 ns
Waveform fitting 0.5 s
Sometimes fails and
difficult to define failure 2% Larger than 10 ns
Deconvolution 0.5 ms No failure 1% Larger than 10 ns
induced, and the larger the jump was, the larger non-
linearity we got.
The Daya Bay FADC readout window length was set
to 1008 ns and the previous results were performed with
this length. To validate the additional non-linearity, the
first 624 ns was used to reconstruct the PMT charge and
compared to the one reconstructed from the full wave-
form. For consistency, both used chose hits with hit time
less than 500 ns for charge reconstruction. As shown in
Fig. 15, both data and MC showed a decreasing trend
and they agreed to better than 1%.
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Figure 15: Ratio of the reconstructed charge between different FADC
readout window lengths. MC and data agree to less than 1%, and the
differences between 624 ns and 1008 ns are due to the coupling of
DFT’s periodical assumption and the long overshoot.
5.3. Comparison of different reconstruction algorithms
The simple integral and CR-(RC)4 methods were
more sensitive to the PMT waveform features, such as
overshoot, reflections and hit time profiles. Compari-
son between them and the deconvolution method could
validate the description of waveform features in MC.
Two ratios were defined as S implechargeintegralDeconvolution (x = 9 ns) and
CR−(RC)4
Deconvolution (x = 9 ns) . Data and MC comparison results
are shown in Fig. 16 and most of them agree to 1%, in-
dicating the MC has described the waveform features
well.
6. Summary
To directly measure the current electronics (FEE)
non-linearity, the Daya Bay experiment installed a Flash
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Figure 16: Top: comparison between the simple integral method and
the deconvolution one; bottom: between the CR-(RC)4 shaping and
the deconvolution one. Most of the points agree to 1% indicating the
MC has described the waveform features well.
ADC system on AD1. The system has been stably run-
ning since Feb. 2016, and no influence was found to the
FEE. The scientific goal required a precise PMT charge
reconstruction algorithm, and several waveform recon-
struction methods were developed and examined. The
one based on the deconvolution technique was found
to have the best performance, with a 1% residual non-
linearity. A confident electronics simulation was de-
veloped and it agreed with data to 1%. In particular,
the FADC data, combined with the developed deconvo-
lution charge reconstruction method validate the elec-
tronics non-linearity modeling currently implemented
in Daya Bays oscillation [1] [18] and reactor physics
analyses [2].
This work has been supported by the National Natural
Science Foundation of China (11390385).
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