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Abstract 
A one-dimensional Discrete Fourier Transform (DFT) is defined to be a linear 
transform which satisfies the convolution property: a convolution can be per-
formed on two vectors by performing a DFT on each of the inputs, then per-
forming a componentwise multiplication, then )an inverse DFT. The importance 
of the DFT is that it can be performed in time O n logn) , where n is the length 
of the vectors, for any n. Four algorithms are presented which combine to allow 
this: the prime factor algorithm can be used when n can be factored into two 
relatively prime factors; the Cooley-Tukey algorithm can be used when n can be 
factored, even if the factors are not relatively prime; Rader 's algorithm can be used 
when n is prime to reduce the problem to that of computing a longer DFT but one 
whose length is more convenient; and Bluestein 's algorithm can be used as for 
Rader's algorithm but need not haven prime. In general, using the Cooley-Tukey 
algorithm is both faster and more accurate than simply computing the DFT as a 
matrix-vector product. 
These algorithms are combined into aframework to allow the computation of 
many sizes of DFT. When choosing algorithms in a framework, one of the impor-
tant criteria is efficiency, and one important factor determining efficiency is the 
pattern of data movement. In particular, there are many variations of the Cooley-
Tukey algorithm which differ primarily in the pattern of data movement employed. 
For vector supercomputers, it is desirable to arrange the data movement in such a 
way as to ensure that the data movement is performed by square transpositions, 
that is transpositions in which the dimensions being transposed are of equal size, 
and an algorithm is presented which achieves this. 
One significant application of the DFT is in the multiplication of integers. An 
extension of this application, by the application of group theory, allows the gener-
alisation of convolutions and of the DFT to vectors indexed by an arbitrary group. 
In particular, when the group is abelian, it allows the derivation of multidimen-
sional convolutions and the multidimensional DFT. Algorithms are presented that 
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allow computation of the multidimensional DFT in time O(n logn), including 
equivalents of the four one-dimensional algorithms listed. New algorithms are 
presented which can perform multidimensional DFTs using only square transpo-
sitions. 
The ' square transpose' algorithms were implemented on the Fujitsu VPP300 
vector supercomputer. Important details of the implementation are described, and 
the performance of the resulting implementation is analyzed. The new multidi-
mensional algorithm gives significantly better performance than previous tech-
niques. The implementation of a parallel DFT algorithm is described and its per-
formance is analyzed; near-linear speedup is obtained in the case examined. 
In many applications, it is known that the input of the DFT is real, the result 
is real, or both. Two different techniques are presented to take advantage of the 
reduced input domain to achieve substantial computational savings. The first op-
erates by reducing two or more symmetric DFTs to a single DFT with arbitrary 
input; it can also be applied to reduce a single symmetric DFT to a shorter DFT 
with arbitrary input. The second technique examines the symmetries arising from 
the application of the Cooley-Tukey algorithm to a symmetric DFT, and allows 
the reduction of computation internally in the algorithm. A hybrid of these tech-
niques was implemented on the VPP300 for the computation of real transforms. 
Sine and cosine transforms were also implemented. The implementations' perfor-
mance were analyzed and compared against the complex DFT algorithms. 
Preface 
This thesis describes a little under three years' research and development of the 
Fast Fourier Transform, as part of a doctoral program at the Australian National 
University. Some of the work presented here has been published previously [54, 
55, 56]. 
Some of the most significant original contributions presented in this work are: 
• a unified treatment of the Prime Factor Algorithm and the Cooley-Tukey 
FFI Algorithm (sections 1.3, 1.4 ); 
• a classification of the various one-dimensional FFT algorithms based on the 
Cooley-Tukey algorithm, including a graphical notation which describes the 
algorithms and allows this classification at a glance (section 1.10); 
• a description of the various multidimensional FFf algorithms based on 
module theory, including explicit formulations of the multidimensional ver-
sions of the one-dimensional FFT algorithms (chapter 2); 
• a new multidimensional FFI algorithm which uses only square transposi-
tions (section 2.12), its implementation and a performance analysis of the 
implementation (chapter 3); and 
• a new real FFT algorithm, a hybrid of two varieties of real FFT algorithms, 
with some advantages (and some disadvantages) of both , its implementation 
and a performance analysis ( chapter 4 ). 
I would like to thank my supervisors Markus Hegland and Lotzy Kovacs; the 
other members of my supervisory panel Richard Brent and Michael Osborne; Fu-
jitsu Corporation and in particular Mr. Nakanishi; the examiners; and my parents 
Con and Shirley Keating. All have been essential in the production of this thesis. 
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Chapter 1 
The Discrete Fourier Transform 
There are a wide variety of ways to define the discrete Fourier transform. Histor-
ically, a Fourier series-a continuous relation of the DFT-was used in a paper 
[59] by Lagrange in 1759; in 1807, Fourier presented a paper claiming that an 
arbitrary function could be represented as a Fourier series, which would validate 
the continuous Fourier transform. The discrete Fourier transform also occurred in 
the late eighteenth century; a paper by Gauss [34] used it to find a trigonometric 
interpolation for astronomical observations [ 17]. 
This gives us two ways to approach the DFT: as a discretisation of the contin-
uous Fourier transform, or as a particular linear transformation. The approach we 
will prefer will be neither of these; instead, we will focus on the most important 
property of the DFT, the convolution property. 
1$1 Convolutions 
A convolution is a function of two vectors of length n, say x and y, which we will 
write as x * y. We define x * y by: 
n-1 
(x * y)j := l)x)k(y)j-k ( 1.1) 
k=O 
Here, (x)k means the k + 1th element of x. Vector indexes will be considered 
to 'wrap around'; that is, (x) _ 1 is the nth element of x, and (x )n+1 is the second 
element of x, (x )i . This and other notation used is summarised in appendix A. 
Convolutions are used in a wide variety of fields including signal processing 
and statistics. They are even used in the multiplication of natural numbers (see 
13 
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section 1.13 below). 
In matrix notation, the above expression is equivalent to Y x, where Y is a 
circulant matrix: 
( 
(Y)o 
X*Y := (yh 
(Y)n-1 
(y )n-1 
(y )o 
(y )n-2 
(y)i l (y)2 
. X 
(y )o 
1.2 The Discrete Fourier Transform 
( 1.2) 
We can then define a DFT as an invertible linear function Fn on vectors of length 
n which has the convolution property: 
Define x 8 y to be the componentwise product of x and y; then we define a 
DFT F to be such that for any x and y: 
X * Y = Fn- 1((Fnx) 8 (Fny)) ( 1.3) 
That is , to calculate a convolution, we can perform a Fourier transform of its 
operands, multiply them componentwise, and perform an inverse Fourier trans-
form. 
1.2.1 Roots Of Unity 
To actually write DFTs explicitly, we will make the following definition: Let 
Wn = exp (2~~l ( 1.4) 
that is, Wn is a nth root of unity, so that w~ = 1. 
Following the usual rules for complex exponentials, we can calculate powers 
Of Wn as: 
21ra 21ra 
w
0 
= cos -- + R sin --
n n n 
The complex conjugate of Wn, Wn, is then: 
wa 
n 
21ra 21ra 
cos -- - R sin --
n n 
21ra 21ra 
cos - -- + R sin - --
n n 
w;;a 
( 1.5) 
( 1.6) 
( 1.7) 
( 1.8) 
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L2.2 Some DFTs 
Given the formulation in equation 1.3, any invertible linear transformation Fn 
(wri tten multiplicatively) of the following form is a DFf of size n: 
n-1 
(Fnx)j = L wqjk(x)k (1.9) 
k=O 
Here, q may be any integer which is relatively prime ton; usually 1 or -1 is 
used. Usually, Fn will be abbreviated as F where its size is clear from the context. 
To see that this transformation satisfies equation 1.3 , notice that 
((Fx) 8 (Fy))j = (~ wqjk(x)k) (~ wq1'(y);) (1.10) 
n-ln-1 LL wqj(k+i)(x)k(y)i ( 1. 11) 
k=Oi=O 
n-lk+n-1 L L wqj\xh(Y)t-k (1.12) 
k=O l=k 
n-ln-1 LL wqjl(x)k(y)t-k (1.13) 
k=Ol=O 
n-1 n-1 L wqjl I)x)k(y)t-k (1.14) 
l=O k=O 
F(x * y) (1.15) 
The step from equation 1.12 to 1.13 uses the equalities wqjn = 1 and (Y)t-k = 
(Y)t-k-n· 
It is then only necessary to show that Fn is an invertible transformation; this 
will be done below. 
In fact, equation 1.9 describes all the linear transformations that satisfy the 
convolution property; see section 2.4. It is important to note that multiples of F -
in particular, )n,F, which is commonly used in the literature-do not satisfy the 
convolution property as we have defined it. 
16 CHAPTER 1. THE DISCRETE FOURIER TRANSFORM 
1.2.3 The DFT Matrix and The Inverse Matrix 
As stated above, the DFf is a linear transformation . It has an associated matrix, 
which we will also ca ll F: 
[ WO 
WO WO 
WO l  wq w2q w(n-l)q 
F= w0 w2q w4q w(n-2)q (1.16) 
WO w(n-l)q w(n-2)q wq 
where (F) i,J = wiJq_ Matrices, like vectors, are indexed starting from zero. As 
can be seen, the matrix is symmetric. 
Theorem 1 p- 1 = l.p_ 
n 
The j row of F has the form 
(F) · = (w0 wqj w2qj · · · w(n-l)qj) 
J ' ' ' ' 
The componentwise product of the j and k rows of Fis then 
(wo wq(J+k) w2q(j+k ) ... w(n-l)q(j+k)) 
' ' ' ' 
that is, it is the j + k row of F . The complex conjugate of the j row of F , (F)j, 
wi ll be 
( 0 -qj -2qj -(n- l)qj) W ,W ,W , · · · ,W 
so the complex conjugate of the j row is then - j row. 
So suppose (F)i and (F )J are rows of F. Then the inner product of (F)i and 
(F)J, 
n-1 
((F)i, (F)j) = L ((F)i 8 (F)j)k ( 1.17) 
k=O 
is just the sum of all the elements of ( F) i-J. 
What is this sum? The following formula applies to calcu lating sums of pow-
ers: If a#- 1, 
n L ak = an - i 
k=l a - 1 
( 1.1 8) 
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In our case, if we set a = wq(i-j), we obtain 
n-1 I: wq(i-j)k 
k=O 
w-q(i-j) t wq(i-j)k 
k=l 
w-q(i-j) wq(i-j)n - 1 
wq(i-j) - 1 
0 
17 
( 1.19) 
( 1.20) 
(1.21) 
whenever wq(i-j) f. 1, that is when q( i - j) is not a multiple of n. Since q is 
relatively prime ton , then if q(i - j) is a multiple of n then i - j is a multiple of 
n ; but since -n < i - j < n, i - j is only a multiple of n when i = j. 
Therefore, ((F)i, (F)j) = 0 for all i,j so that if. j, and the rows of Fare 
orthogonal. 
For each row (F)i , the norm of the row is 
ll(F)i ll 
n-1 
I:wiiwii 
j=O 
In 
( 1.22) 
( 1.23) 
so if we divide F by jn, the rows of F will be orthonormal. Sometimes, the DFT 
is defined as )nF, for this reason; we have instead preferred a DFT that has the 
convolution property. 
Since the rows of )nF are orthonormal, }n F must be unitary. From standard 
linear algebra it follows that p- 1 exists, and 
p-1 = !:_pt = !:_p, ( 1.24) 
n n 
This is what we wanted to prove. D 
Notice that from equation 1.8, Fis just F with q replaced by -q. So nF- 1 is 
also a DFT. Also notice that with our definition, p- 1 is not a DFT. 
L3 The Fast (Discrete) Fourier Transform 
The convolution property itself does not lead to any particular saving in computa-
tional effort; in fact, it might seem to be faster to perform a matrix-vector product 
for the convolution than to use the convolution property and perform three DFTs 
as matrix-vector products, and a componentwise multiplication. However, this 
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assumes that a matrix-vector product is the most efficient way to perform a DFf, 
which we will show is not the case. 
Let r , s, t, u be integers so that gcd(r, s) = 1 and gcd(t, u) = 1. Then for any 
O ~ j < n, we can write j = ar + bs and k = ct+ du for suitable 1 ranges of 
a, b, c, d. We can then rewrite 
n-1 
(Fx)1 = L wik(x)k ( 1.25) 
k =O 
as 
n-1 
(F ) """' W(ar+bs)(ct+du) (x)ct+du X ar+bs = L ( 1.26) 
ct+du=O 
Suppose we chose rt = n. Then we can constrain O ~ d < t and O ~ c < r. 
Using various properties of exponentials and summations: 
t-1 r-1 
(Fx) - """'wadruwbdsu """'wacrtwbcst (x) ar+bs - L L cl+du ( 1.27) 
d=O c=O 
Then since w~ = 1, we have: 
t-1 r-1 
( F ) """' adu bdsu """' bes ( ) X ar+bs = L Wt Wn L Wr X ct+du ( 1.28) 
d=O c=O 
If we choose s = u = 1, we obtain the splitting formula that underlies the usual 
Cooley-Tukey FFf: 
l-1 r-1 
(Fx)ar+b = L wfdw~d L w~c(x)ct+d ( 1.29) 
d=O c=O 
Note here that the inner summation is equivalent tot DFfs on vectors of length 
r (a lthough not on sequential elements), and the outer summation is almost equiv-
aient to r DFTs on vectors of length t . The ' almost' term here, w~d, is usually 
called the twiddle factor. 
The above used q = 1 for simplicity, but the only property of w that it requires 
is that w~ = l; so it will be valid for any value of q. 
1This is intentionally vague; there can be more than one ·suitable' range. An example of a 
suitable range for a and bis if a ranges from Oto gcd0i,r) -1 and b ranges from Oto gcd(n, r) -1; 
but thi s may not be very useful, for instance if r = 1. 
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By recursively computing the smaller DFrs of size, and t using this method 
(if, and/or tare not prime), we can reduce the number of arithmetic operations 
required to be 
O 
(n t kiPi) 
J=l 
where n = Il~ =l pJi and the Pj are prime. If n is a power of p, so that n =pk, we 
find that the number of arithmetic operations required for a fixed p is 
0 ( n logP n). 
This is of optimal order. [66] shows that the FFT requires at least 
n 
2 log2 n ( 1.30) 
additions in a linear algorithm. 
A method similar to this was used in [34], but the form given above is based on 
James W. Cooley and John W. Tukey's paper [24 ]. Many authors have presented 
a matrix version of this formula, for instance [70, 51, 28, 80, 86, 61]. 
L4 The Prime Factor Algorithm 
The above does not require any special properties of, and t, other than that their 
product is n. If we can factor n so that , and t are coprime (that is , if n is not a 
power of a prime), we can write every j as j = a,+ bt and k ask = ct+ dr, where 
a, d E {O . .. t - l} and b, c E {O ... , - l}. Then , following on from equation 
1.26 above: 
t-1 r-1 
( Fx) "" ""W (ar+bt)(ct+dr) X ar+bt - L.,; L.,; ct+dr (1.31) 
d=Oc=O 
t-1 r-1 
( Fx) ""wadrr "" w(ac+bd )rtwbcttx ar +bt L_,; L_,; ct+dr ( 1.32) 
d=O c=O 
t-1 r-1 
( F ) "" adr "" bet X ar+bt L_,; Wt L_,; Wr Xct+dr ( 1.33) 
d=O c=O 
Here there is no twiddle factor. Also, note that the actual values of wfds are 
those of wfd, but in a permuted order; the above can be rewritten as 
t-1 r-1 
(F(x))ar+bt = L wfd L wtcx cq+dr ( 1.34) 
d=O c=O 
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for some q and r. The practical computation of the indices can be performed by 
Euclid's algorithm. 
The prime factor algorithm seems to have first appeared in [37]. 
A complete analysis of the possible choices of j and k in equation 1.26 is 
given in [41, 18]; essentially, the only possibilities are combinations of the above 
two algorithms. Some of the combinations use fewer powers of w than the above 
algorithms, which is of benefit if they must be computed during the FFr rather 
than being provided as constants . 
1.5 Rader's Algorithm 
The previous two sections require factoring n, and then an FFf can be computed 
by computing FFfs of the size of the factors together with some additional com-
putation. Eventually, however, n will be reduced to a prime number and these 
techniques no longer apply. In this section, we present an algorithm due to Rader 
[73], which deals with this specific case. 
Suppose n is a prime. Then there exists at least one 1 < g ~ n - 1 so that for 
all 1 ~ i ~ n - 1, there exi sts exactly one 1 ~ j ~ n - 1 so that 
j = gi (mod n). (1.35) 
Such a g is called a priniitive root modulo n. To find such a primitive root, it is 
sufficient to guess g and check that it is a primitive root; the probability of making 
a wrong guess is 
1 
O(log log n) (1.36) 
so it is rare that more than one or two guesses are required [57 , p. 391 ]. Note that 
equation 1.35 is equivalent to saying th at 
W j = wg; n n· 
Fermat's little theorem says that for any integer g < n, 
gn-l = 1 (mod n) 
so g-k can be defined to be g-k = gn-l-k (mod n). 
( 1.3 7) 
( 1.38) 
Now, let us apply this to equation 1.9. The first element of the vectors must be 
treated specially: 
n-1 
(Fnx)o = I:(x)k ( 1.39) 
k=O 
1.6. BLUESTEIN'S ALGORITHM 
then for 1 S j S n - l, we can substitute g1 for j and g-k fork: 
n-1 
(Fnx) 9 j - (x)o - L wq9 j 9 -k (x) 9 -k 
k=l 
n-1 L wq9 j-k (x) 
9
-k 
k=l 
21 
( 1.40) 
(1.41) 
( 1.42) 
Now, compare equation 1.41 and the convolution equation 1.1. 1.41 is a con-
volution of the last n - l elements of x permuted by g- 1, and the vector w of 
length n - l defined by 
( w )i = w~91+ 1 ( 1.43) 
Then the convolution property applies and so an FFT of prime order n (that is , 
on vectors of length n) can be computed in the time required to compute two FFrs 
of order n - l , a summation of n elements, and a componentwise multiplication 
of size n - l , assuming that Fn- l w is already computed. 
Sometimes computing Fn_ 1x can be inconvenient; for instance, computing an 
FFT of size 283 using Rader's method directly requires applying it to 283, 47, 23, 
11 , 5, and 3, assuming FFTs of size 2 are computed directly. To avoid this, the 
following observation can be used: A convolution x * y of length n can easily be 
extended to a longer convolution x' * y' where x' and y' are of length m ~ 2n - 1, 
so that (x * y )i = (x' * y')i for O S i < n, by choosing 
x' · { Xi, when i < n; t 0, otherwise. ( 1.44) 
y\ - { Yi, when i < n; 
Yi-m , otherwise. 
( 1.45) 
Then a convolution, such as equation 1.41, whose length is a product of incon-
veniently large primes can be computed as a larger convolution, but one whose 
length is a product of smaller primes. 
1..6 Bluestein's Algorithm 
Bluestein 's algorithm relies on the following equality: 
. j2+k2-(j-k)2 
Jk=---2--- ( 1.46) 
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Substituting this into equation 1.9, we obtain 
(FnX)j = 
n-1 qi2H2 -q(j-lc )2 L Wn 2 Wn 2 ( X) k ( 1.47) 
k=O 
qi!_ n-1 -q(j-k)2 qi!_ 
Wn 2 L Wn 2 Wn 2 ( X )k (1.48) 
k =O 
n-1 
qj2 ~ -q(j-k)2 qk2 ( ) 
W2n L..t W2n W2n X k ( 1.49) 
k=O 
The last equation can be computed using a convolution x' * w of length 2n, 
where 
(x')k 
(w)k 
{ Wi~
2 (x)k, 
0, 
-qk2 
W2n 
when k < n; 
otherwise. 
( 1.50) 
( 1.5 l) 
·2 
followed by a componentwise multiplication with wg~ . In fact, the convolution 
can be of any size at least 2n. 
This allows the computation of any size FFf using two FFfs of size at least 
2n, assuming the DFf of w is precomputed. 
The basic Bluestein algorithm was published in [ 15]. 
The Bluestein algorithm can be extended to efficiently compute expressions 
of the form 
n-1 
(y)j = I: cjk(xh ( 1.52) 
k=O 
for any complex(, using a similar technique to the above. This technique, called 
the "Chirp z-transform" ("chirp" after the sound whose amplitude is R(w)) in the 
form described above, and various applications of it, are described in [72, 9]. 
1.7 FFT Frameworks 
The previous sections describe the basic mathematics underlying almost all FFT 
implementations. To go from the mathematics to an efficient implementation, it is 
necessary to: 
1. Choose which of the various FFf algorithms is to be used to compute each 
size of FFf, and the order in which they are to be applied; 
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2. Decide on how the data is to be represented in memory; and 
3. Determine how the operations required can be efficiently implemented on a 
particular machine. 
The way in which these choices are made for all sizes of FFT describes an 
FFr framework. For a particular size, we will call the choices a schema. 
These choices will affect both the time and space requirements of the resulting 
algorithms. All of these choices are interdependent and also depend strongly on 
the details of the machine. 
Even the question of how to manage these choices has gained some attention; 
[33] uses a dynamic programming algorithm, combined with runtime estimation 
of the machine's parameters, to determine an FFf schema, and (49, 50] proposes 
a design methodology and a special-purpose compiler to assist with it. 
Since FFfs are so important, it is not uncommon for special-purpose hardware 
to be built to implement it. This topic will not be covered here. 
In the following sections, we will examine more closely how these issues are 
addressed. 
LS Small FFT Calculation 
An FFT framework usually works by reducing a large FFT down to small DFfs, 
which can then be computed directly (by equation 1.9). In practise it is useful to 
write explicit routines for computing FFTs of small sizes, up to about 32 ( depend-
ing on the machine in use) , to better use the high levels of the memory hierarchy, 
and to allow a compiler to see more of the computation at once and so better 
schedule (and otherwise optimise) the operations. 
These elementary FFT routines account for a substantial part of the CPU time 
involved in the computation , and various strategies have been used to optimise 
them. 
At the lowest level, one common technique is to hand-code highly processor-
specific routines in assembly language, or in high-level language statements that 
are intended to produce specific machine code output. This produces performance 
improvements by avoiding limitations in the compiler's optimiser and by encour-
aging the programmer to modify the algorithm to take advantage of specific archi-
tectural features [12]. 
At a slightly more general level, modem CPUs often have separate multiply 
and addition pipelines , and can perform multiplications at about the same speed 
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as additions; it is thus desirable to ensure that as many operations as possible are 
of the form 
(y)j = a. (x)j + (3 ( 1.5 3) 
for real a, (3, x and y [60, 36] or to at least try to trade off additions for mul-
tiplications where there are more additions [88]. The essential trick here for a 
Cooley-Tukey algorithm is to join the twiddle factor multiplication, which is a 
complex multiplication and thus has more multiplications than additions, with the 
elementary FFr computation which will have more additions than multiplications. 
On older systems multiplication was sometimes much slower than addition 
and so it was desirable to reduce the number of multiplications required. In this 
case it is often convenient to rewrite a complex multiplication 
R(a/3) = (R(a)R(/3) - S'(a)S'(/3)) 
S'(a/3) = (R(a)S'(/3) + S'(a)R(/3)) 
as 
R(a/3) = (R(a) + S'(a))(R(/3) + S'(/3)) 
-S'(a)R(/3) + R(a)S'(/3) 
S'(a/3) = R(a)S'(/3) + S'(a)R(/3) 
which requires 3 multiplications and 5 additions compared with 4 multiplications 
and 2 additions for the first version [61]. 
At the highest level , there is the question again of how to generate these ele-
mentary FFf subprograms. The traditional technique of hand-coding the subpro-
grams is by far the most commonly used , but other techniques include generating 
the subprograms at compile-time through an automated process (dynamic pro-
gramming [25, 26] seems to be useful here) [48 , 77, 33] or even at run-time. 
Of course, the elementary FFr subprograms will also encounter some of the 
questions discussed below for the general case, in particular the choice of which 
FFr algorithm to use. 
It is also possible to have an FFr framework in which the FFr is computed 
by conversion to some other operation, for instance by converting the FFf to a 
convolution and then using a fast convolution algorithm [58, 97, 68]. In this case 
no elementary FFfs are needed , being replaced by another algorithm. 
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1.9 Choice of FFT algorithms 
Athough, as mentioned above, the choice between the FFf algorithms is highly 
machine-dependent, we can state that the prime factor algorithm uses fewer com-
plex arithmetic operations than the Cooley-Tukey algorithm. Replacing a prime 
factor-based computation in a schema with a Cooley-Tukey computation will 
therefore increase the number of operations required. 
It is better to perform the Cooley-Tukey algorithm first, and prime factor-based 
computations later. Consider computing a FFf of size paqa, where p and q are rel-
atively prime. If we compute a radix-pq Cooley-Tukey algorithm, then use the 
prime factor algorithm to reduce the FFfs of size pq to size p and q, we will 
perform a - l twiddle factor multiplications. If instead we use the prime factor 
algorithm to reduce FFf to FFfs of size pa and qa, then use Cooley-Tukey to com-
pute these, we will perform 2(a - 1) twiddle factor multiplications , and otherwise 
do exactly the same amount of work. 
The Rader algorithm is generally more efficient in terms of floating-point op-
erations than Bluestein, primarily for these reasons : 
• In the Rader method, it may sometimes be possible to compute FFfs of size 
n - l. This may produce a factor-of-two saving, or even more; for instance, 
computing an FFf of order 7 using Rader's method requires two sub-FFfs 
of order 6; using Bluestein, the sub-FFTs must be of order at least 15. 
• Bluestein 's method requires two componentwise multiplications on the in-
put and output vectors ; Rader's method does not. 
There are some cases, even at this level of abstraction , when the choice is not 
clear-cut; for instance, the choice between using Bluestein's algorithm or moving 
directly to a Cooley-Tukey framework. The problem becomes even more complex 
when the cost of data movement is considered. 
[ l 4] attempted a compari son of prime-factor and Cooley-Tukey based FFf 
vari at ions, and the subsequent correspondence included [ l 9]. [85 ] is a similar 
compari son for vector computers which indicated that "prime factor algorithms 
offer on ly very modest improvements over the conventional forms of the algo-
rithm". 
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1.10 Data Movement in Cooley-Tukey FFT Variants 
If we are interested in an FFT framewo rk that can handle many (or all) values of 
n, it will be helpful to use a Cooley-Tukey-based FFT at some stage. Although 
the Cooley-Tukey FFTs all use the same underlying mathematics (equation 1.29) , 
they vary in the data ordering and in the factorization of the FFT length that is 
chosen at each recursive step. 
To introduce the notation we will be using , consider the original Cooley-Tukey 
algorithm as presented in [24] . This algorithm, for the radix-2 case applied to an 
FFT of length 25 , is represented in diagrammatic form in figure 1.1. The diagram 
shows the operation of the algorithm on the indices of the vector. 
The first step of the algorithm is an order-2 DFT, performed on the most signif-
icant bit; if the initial vector is X (j0, j 1 , )2, j3, j4) where j 0 is the most significant 
index and the various Ji can have values O or 1, then the first step calculates an 
order-2 DFT on only the most significant array index . An DFT of order 2 is par-
ticularly simple; to compute y = F2x, one calculates 
(Y)o := (x)o + (x)i 
(y)i := (x)o - (x)i 
( 1.54) 
( 1.55 ) 
The second step, labelled "sca ling", consists of the componentwise multipli-
cation by powers of w, the "twiddle factor" from equation 1.29. The third step is 
another order-2 DFT. The fourth step is again a twiddle factor multiplication , and 
so on. Finally, there is a bit reversal. 
Thi s same computation is presented below in a different , vector-based nota-
tion, in which algori thms are presented as sequences of linear transformation s on 
some vector X. When we write that 'X is indexed by q, r', we mean that the 
length of X is qr, and that X (j, k) is the (1 + j + kr )th element of X; we wi 11 
usually consider q and r to be powers of 2, in which case indices to the right wi II 
supp ly less significant bits of the final index (we are here trying to be consistent 
with the way numbers are written in the usual Arabic notation) . The notation 
Y(j, ·) := TX (j, ·) means that the linear transformation T operates over the sec-
ond index of X to produce Y. 
In this notation, the original Cooley-Tukey algorithm for the case n = 25 , 
using radix 2, looks like this: If X is indexed by 2, 2, 2, 2, 2, 
z(l)(-,h,J2,J1,Jo) ·-
z(2)(j4,j3,J2,J1,Jo) ·-
F2X(·,j3,J2,J1,Jo) 
w~~h z(l ) (j4, j3, J2, J1, Jo) 
( 1.56) 
( 1.57) 
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Scaling~~~~~ 
FFf~~ 
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2 
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Significant 
Bits 
Figure 1.1: The original Cooley-Tukey FFr as presented in [24 ], size 25 , radix 2. 
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zC3)(. . . . ) J4, ·, J2, Ji, Jo ·- F. zC2) (. . . . ) 2 J4,·,J2,Ji,Jo (l.58) 
zC4)(' . . . . ) J4,J3,J2,Ji,Jo ·- c213+j4)12 zC3) ( . . . . . ) · W23 J4, J3, J2, Ji, Jo ( 1.59) 
zCs) (. . . . ) J4, J3, ·, Ji, Jo - F.z(4)C .. . ) 2 J4,J3,·,Ji,Jo ( 1.60) 
z(6)( . . . . . ) J4,J3,J2,Ji,Jo ·- c2
212+213+j4)j1 z(s) ( . . . . . ) 
.- W24 J4,J3,J2,Ji,Jo ( l.61) 
z(7)(. . . . ) J4, J3, ]2, ·, Jo - F. z(6) C . . . ) 2 J4,J3,J2,·,Jo (1.62) 
z(B)(' . . . . ) J4,J3,J2,Ji,Jo ·- (2
3J1 +2212+213+J4)Jo z(7) ( . . . . . ) ( I 63 ) 
· W25 J4,J3 , J2,Ji,JO · 
z(9)( . . . . ) J4, J3, J2, Ji,. ·- F, z(B) ( . . . . ) 2 J4,J3,J2,Ji,. ( 1.64) 
}'(Jo,Ji,J2,J3,J4) ·- z(9)( . . . . . ) J4,J3,J2,Ji,Jo (1.65) 
is equivalent to 
n· ... ·) -
' ' ' ' 
F25X(- · · · ·) 
' ' ' ' 
( 1.66) 
One pecularity of this algorithm is that in, for instance, equation l .63, the 
power of w25 is computed by using the most significant four bits of the indices in 
reverse order. This can easily be avoided by performing the bit-reversal first. 
Finally, a traditional signal flow diagram is shown in figure l .2, in which the 
recursive nature of the algorithm is clearly visible. The order-2 FFTs are called 
butterflies because of their shape (figure 1.3). 
It should also be mentioned that we are here using a radix of 2 for simplicity, 
but that the original Cooley-Tukey paper [24] allowed any radix to be used and 
recommended one of 2, 3, or 4. 
The above algorithm is called the decimation in time variant of the Cooley-
Tukey FFT; it is derived from equation 1.29 by choosing r = 2 repeatedly. If 
instead, t = 2 is chosen repeatedly, a slightly different algorithm occurs, the 
decimation in frequency version [ 13], shown in figure 1.4 and written explicitly 
below: 
z(i) ( . . . . ) 
·, J3, J2, Ji, Jo ·- F2X(-, J3, J2, Ji, Jo) ( I .67) 
z(2)(. . . . . ) J4 , J3,J2,Ji,Jo ._ (2
313+2212+2J1+Jo)J4z(i)(' . . .. ) ( I 68 ) .- W25 J4,J3 , J2,J1,Jo · 
z(3)c .. . ) J4, ·, J2, Ji, Jo - F. z(2) C . . . ) 2 J4, ·,J2,Ji,Jo ( 1.69) 
z (4)(' . . . . ) J4,J3,J2,Ji,Jo ·- (2
2h+2j1 +Jo)h z(3 ) ( · · · · · ) 
.- W24 J4,J3,]2 , J1,Jo ( 1.70) 
zCs)(. . . . ) J4 , J3 , ·, Ji, Jo ·- F.z(4)C . .. ) 2 J4,J3, ·,Ji,Jo ( l.71) 
zC6)( . . . . . ) J4 , J3,J2,Ji,Jo ·- (2j1 +jo)h z(5) ( · · · · · ) .- W23 J4,J3,J2,J1 , Jo ( 1.72) 
zC7)(. . . . ) J4, J3, ]2, ·, Jo ·- F. zC6) ( . . . . ) 2 J4,J3,J2, ·,Jo ( l.73 ) 
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Figure l .2: Signal fl ow for a size 24 radix 2 Cooley-Tukey FFf. 
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z(B) (j4, )3, )2, )1, Jo) 
z(9)(j4,J3,J2,J1, ·) 
Y(jo,J1,J2,J3,j4) 
is equivalent to 
'\, • 
""' 
\, 
+ 
• 
Figure 1.3: A "butterfly". 
·- w~g13 z(7)(j4,J3,J2,J1,Jo) 
·- F2z(3) (j4, j3, J2i J1 , ·) 
_ z(9)(j4,)3,J2,J1, Jo) 
Y(· · · · ·) ·= F2s Y(· · · · ·) 
' ' ' ' • ., l l ' ' 
(1.74) 
(1.75) 
( 1.76) 
( 1.77) 
Note here that the powers of w use the indices in their usual order; if the bit 
reversal was at the beginning of the algorithm, they would be reversed. In some 
senses, this is the inverse of the original Cooley-Tukey algorithm. 
The Pease algorithms [70] are interesting variations on the Cooley-Tukey FFT, 
one version of which is shown in figure 1.5. Note the "perfect shuffles", which 
can also be thought of as 2 x n/2 transpositions. They rearrange the indices with-
out performing any arithmetic. Like the Cooley-Tukey FFT, the Pease algorithm 
requires a final bit reversal, which is not shown in the figure. 
The Pease algorithm has the property that all the elementary FFTs are com-
puted on the least-significant indices. Other variations along these lines are possi-
ble; in fact, the indices can be rearranged at any point in the computation , so long 
as the following operations allow for thi s. [2] uses a decimation-in-time version 
of the Pease algorithm on vector computers. 
The bit reversal in the previous algorithms has been examined at some length 
in its own right, both for sequential machines [53], and for parallel machines, 
particularly hypercubes [21, 92]. Of course, the details of the memory hierarchy 
on a machine are very significant when choosi ng a bit-reversal strategy [76]. The 
bit reversal can be quite expensive, particularly as it is not here overlapped with 
any arithmetic operations. 
To estimate the quantity of communication required by an algorithm, one use-
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Figure 1.4: A decimation-in-frequency radix 2 Cooley-Tukey FFT of size 25 . 
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Figure 1.5: A Pease FFT [70] of size 24 , radix 2. 
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ful statistic is the size of the intermediate values-that is, we exclude from the 
memory requirements both the initial input data (which are assumed to be implic-
itly known to the algorithm) and any finished outputs (which are assumed to be 
sent 'somewhere else ' ). The remaining memory requirements can be called 'in-
termediate values'. Then an estimate of communication costs is the proportion of 
computation to the size of the intermediate values. 
For instance, a matrix-vector multiply can be implemented with constant-size 
intermediate values and computation proportional to size n2 . A matrix-matrix 
multiply can be implemented with constant-size intermediate values and compu-
tation proportional to size n 3 . An FFf, however, has intermediate values propor-
tional ton but computation of size n logn, giving a ratio of only log n [65]. This 
leads to a relatively large amount of communication, which makes an efficient par-
allel implementation can be quite challenging. It is helpful, and usually possible, 
to fold at least one bit reversal into the communication. 
If very many processors are available, or communication is sufficently cheap, 
perhaps all the bit reversals can be performed by inter-processor communication 
[ 1, 45, 67, 83], which converts the software problem into the usual hardware one 
of trying to minimise latency and maximise bandwidth (more of the first than the 
second for FFTs). 
Sometimes, of course, the bit reversal is not needed. In particular, when the 
FFT is being used to perform convolutions, the bit reversal can be omitted and the 
results used in the bit-reversed order [86]. 
To avoid the complexity of a bit reversal, Stockham [81, 22, 79, 71] found a 
technique involving transpositions. Given n = qr, if Xis indexed by r, q, then 
z(lt, k) := FrXC k) ( 1.78) 
z(2) (j, k) := w~k z(l) (j, k) ( 1.79) 
zC3)(k,j) := z(2)(j, k) ( 1.80) 
Y(·, j) := FqzC3t, j) ( l.81) 
is equivalent to 
Y(·, ·) := FnX(-, ·). ( 1.82) 
note that Y is indexed by q, r. 
The Stockham FFf is generated by repeatedly choosing q to be the size of an 
elementary FFT (for instance, 2); the transposed Stockham FFT is generated by 
choosing r to be the size of an elementary FFT. 
The four-step algorithm is the general algorithm described above [83], used 
with q and r approximately equal, which allows long vector lengths on vector 
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Figure 1.6: The basic step in a Stockham or fo ur-step FFT. 
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p_ q_ r q_ s 
Transposition 
Figure 1.7: A "square transposition". 
processors. 
This algorithm does ensure that no bit reversal is necessary-this is the self-
sorting property. However, it is difficult to code the transposition operation in the 
four-step algorithm without using an extra workspace of size n; this is unfortu-
nate, because it can double the workspace requirements of the FFT computation 
compared to a Cooley-Tukey algorithm without the final bit reversal. An algo-
rithm with this property-that it can compute its result without needing more than 
constant-sized workspace-is called in-place. 
The essential tool for building practical in-place FFf algorithms is the follow-
ing observation: although it is quite difficult to perform an arbitrary transposition 
of two indices (such as in figure 1.6) in-place, if the indices have equal range (as 
shown in figure 1.7), then the transposition can be performed in-place. We will 
call this a square transposition . 
We will present two algorithms for computing in-place self-sorting FFTs. The 
first is due to Johnson and Burrus [47] in the radix-2 case, and Temperton [89] 
in the general mixed-radix case, and a radix-2 version of size 25 in figure 1.8. A 
distinguishing feature of thi s algorithm is that all the transpositions occur in the 
first half of the computation; after that, only FFTs and scalings are performed. 
To produce an algorithm suitable for vector processing, [39, 40, 56] the four-
step algorithm can be applied to itself, by factoring the size of the FFT n = q ·(rs) 
36 CHAPTER I. THE DISCRETE FOURIER TRANSFORM 
2 2 2 2 2 
FFT~-
Transposition ~ 
FFT~-
Scaling .___ _ __.__ ____ ~ 
FFT~-
Scaling L__---1...__ _ _______ _ 
Figure 1.8: The Johnson and Burrus [47] in-place self-so rting FFT of size 25 . 
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and indexing X by q, r, s, and Y bys, r, q, producing 
z( 1)(-,j,k) := FsX(-,j,k) (1.83) 
z(2\i, j, k) ·= wij z( 1)(i j k) 
· rs ' , ( 1.84) 
z(3)(j, i, k) := z(2\i,j,k) ( 1.85) 
z (4 ) (-, i, k) := Frz(3 )(·, i, k) (l.86) 
z(5) (j, i, k) := w~(sj+i) z(4) (j, i, k) ( 1.87) 
z (6\k,j,i) := z(s)(j,i,k) (1.88) 
Y(· .. ) ·- F z(5\ . · ·) 
, J, 'l .- q 'J, 'l . ( 1.89) 
By combining the two transposes, equations 1.85 and 1.88, we can see that 
this is equivalent to 
z( 1)(·,j, k) := FsX(·,j, k) ( 1.90) 
z(2\i j k) ·= wij z(1)(i j k) , , · rs , , (1.91) 
z (3\k,i, i) := z(2)(i,j, k) (1.92) 
z (4\k . i) ·= F z(3) (k . i) , , . r , , ( 1.93) 
z (5) ( k, j, i) := w~(sj+i) z( 4) ( k, j, i) (1.94) 
Y(- .. ) ·- F z(5) (· · ·) 
,J , 'l .- q ,J , 'l. (1.95) 
The index behaviour of thi s algorithm is shown in figure 1.9. Usually, r is 
chosen to be a size that can be computed by an elementary FFT, and to have an 
in-place algorithm q and s must be chosen so that q = s . Much more will be said 
about this algorithm, and its implementation, in a subsequent chapter. 
1.11 Prime Factor Algorithm Implementation 
It is possi ble to implement the prime factor algorithm in-order and in-place using 
appropriate elementary FFT routines. The initial description of this algorithm was 
done in [20], with improvements in [75] and [87 , 88]. The primary difficulty to be 
overcome is the complicated indexing the prime factor algorithm uses. 
1.12 Accuracy 
In general, using the FFr is more accurate than applying the OFT as a matrix-
vector product; the round-off error is reduced by a factor of -1 n , as each result ogn 
depends on fewer computations [22]. 
38 CHAPTER 1. THE DISCRETE FOURIER TRANSFORM 
s H q_ 
FFT 
Scaling L__J 
FFT 
Transposition 
FFT 
Figure 1.9: The six-step FFT algorithm. 
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In [4], Arioli and others analysed the computation of a radix-2 Cooley-Tukey 
FFf of size n, assuming that the twiddle factors are computed exactly and then 
rounded. The results were that, if x is the input vector, Fx is the true result, and 
fi(Fx) is the computed result, then the componentwise relative error is bounded 
by, in the worst case, 
I lfl(Fx) - Fxl loo < 10.7 VTLE + 0(E2) ( 1.96) 
where E is the machine precision. The distance (the £ 2 norm) between the true 
result and the computed value is, in the worst case, 
llfl(Fx) - Fxll2 < 10.7 · log10(n). E + O(E2). ( 1.97) 
Under some apparently reasonable assumptions about the statistical distribution 
of the errors, Arioli found the expected maximum componentwise relative error is 
bounded by 
E [
llfl(Fx) - Fxlloo] < /21 O( ) II Fx lloo - Ev~ n n + E (l.98) 
Recently, some interesting work [29] was done on trading accuracy of the FFT 
for reduced communication cost using a fast multi pole technique, so that most of 
the the accuracy that is lost would not have been achieved anyway due to round-
off error. The technique is particularly useful on multiprocessor systems. In (38] a 
similar technique using wavelets is presented, which has the added advantage that 
the approximation technique can be used to reduce any noise in the input signal. 
1.13 Application of the FFT: Integer Multiplication 
One application of the FFf, which is presented here because of its significance, is 
in the multiplication of integers. Suppose we wish to multiply two n-digit integers, 
t and u. The traditional method is to write t and u as vectors x and y of digits: 
n-1 
t = I: 10j(x)j ( 1.99) 
j=O 
n-1 
u = I: rni(y)j ( 1.100) 
j=O 
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4 8 5 1 6x 
5 1 9 5 4 
1 9 4 Q 6 4 Thisis48516x4, 
2 4 2 5 8 Q this is 48516x5, 
4 3 6 6 4 4 and so on ... 
4 8 5 1 6 
2 4 2 5 8 0 
2 5 2 0 6 0 0 2 6 4 This is t~e sum of the above values aligned as shown. 
Figure 1.10: Multiplication form. 
Then to perform the multiplication v = tu, we compute a vector z of length 
2n: 
min(n-1 ,k) 
(z)k := L (x)j(Yh-j (1.101) 
j=max(O,k-n-1) 
2n-l 
V := L 10i(z)i (1.102) 
i=O 
(1.103) 
Schoolchildren are taught to use this method using a form similar to that in fig-
ure 1.10. This method requires n 2 single-digit multiplications for equation 1.101. 
Of course, before producing a final result it is necessary to reduce any overlarge 
elements of z down to the range of a digit. 
However, equation 1.101 is similar in form to equation 1.1. Suppose we extend 
vectors x and y to length 2n by appending zeroes so that equations 1.99 and 1.100 
still hold . Then whenever O ~ j < k - n - 1, (y )k-j = 0 (because k - j will 
be between -n and -1); and whenever n - 1 < j < 2n, (x)j = 0. So we can 
rewrite equation 1.101 as: 
2n-l 
(z)k = L (x)j(Yh-j 
j=O 
( 1.104) 
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This is a convolution; and we can use the convolution property to compute this 
with O(n logn) operations. 
In the above, observe that the number 10 can be replaced with any base /3, in-
cluding negative and complex 'bases' [57]. In fact, we can substitute an unbound 
variable x instead of the base and use this technique to multiply polynomials. 
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Chapter 2 
The Multidimensional Fourier 
Transform 
In this chapter, a more general way of deriving the DFI will be presented. This 
will allow the structures described in the previous chapter to be applied to more 
general situations, in particular the case of multidimensional FFis. It will also 
allow the easy derivation of the DFI in the one-dimensional case; this is the proof 
that was skipped over in section 1.2.2. 
The basic group-theoretic definitions we will use are provided in Appendix 
B. 
The approach taken here will be aimed towards DFTs on finite groups, and on 
the cyclic groups in particular. For a treatment of DFis on infinite groups (com-
pact Lie groups in particular) and arbitrary finite groups, see [62]. An alternative 
notation, less formal than the group-theoretic one used here, is that of index-digit 
permutations, see for instance [31 ]. 
For a historical view of convolutions on multidimensional data, see [63] and 
the papers it references . 
2.1 Generalised Convolutions 
We define the generalised convolution operation following [3]. Let G be a finite 
group written additively. Then the group ring of G over the complex numbers, 
written CG, is the algebra (CG, +,·,*) consisting of all vectors over C indexed 
by elements of G, with the operations defined as follows: if a, b E CG, a E C, 
43 
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then for all g E G, 
(a+b) 9 =a9 +b9 
(a· a) 9 = aa9 
(a* b) 9 = I:: ahbg-h 
hEG 
(2. 1) 
(2.2) 
(2.3) 
* will be recognised as the same operation described by equation 1.1 in the 
previous chapter. 
This approach can be extended to infinite groups by treating members of CG 
as functions from G to C and using an appropriate measure instead of the summa-
tion in equation 2.3. 
For ease of notation, we will introduce a vector space basis consisting of the 
vectors v9 , so that for all g, h E G: 
(vg)h = { ~: if g = h; otherwise. (2.4) 
There is a group homomorphism f : G -, (CG,*) defined by f (g) v9 ; in 
particular, v9+h = v9 * vh. Any a E CG can be written as a= LgEG a9 · v9 . 
With this multiplication and addition, (CG +, *) is a ring with 1 (lee = v0 ), 
and as* is C-linear, CG is a C-algebra. 
2.2 The Generalised Discrete Fourier Transform 
The next theorem, called Maschke's Theorem, is the heart of the generalised DFf. 
The proofs here are from [3]. 
2.2.1 Modules 
Theorem 2 Let G be a group, IF be a field, and suppose that the characteristic 
of IF is either zero or coprime to IG I. ff U is an IFG-module and S is an IFG-
submodule of U, then there exists some T, an IFG-submodule of U, so that U = 
S ffi T. 
Consider Sas an IF-vector subspace of U. Then there is some subspace W of U so 
that U = S ffi W as IF-vector spaces; however, W may not be an IFG-submodule 
of U. 
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Let 1r : U -+ S be the projection of U onto S along W, so that 1r is the unique 
lF-linear transformation that is the identity on S and zero on W. We define an 
JF-linear transformation 1r' : U -+ S by 
1r'(u) = (IGlllF)- 1 · L v91r(v_9u) 
gEG 
(2.5) 
This requires that IGllJF -=I= OIF, which is equivalent to the hypothesis about the 
characteristic of IF. 
Since Sis a submodule of U, then for any g E G ands E S, v9 s E Sand so 
the image of 1r' lies in S. Since 1r is the identity on S, then 
1r'(s) = (IGllJF)- 1 L v9v_9 s = s 
gEG 
(2.6) 
and so 1r' restricted to S is also the identity. It now follows from linear algebra 
that U = S EB ker 1r' as IF-vector spaces. 
To show that ker 1r' is an IFG-submodule of U, it suffices to show that 1r' is 
an JFG-module homomorphism~ to show that, it is sufficient that for any x E G, 
u EU, 1r'(vxu) = Vx1r'(u) because we already know that 1r' is IF-linear. So, 
1r'(vxu) 
Substitute y = g - x: 
as required. D 
(IGll!F) - 1 L v91r(v_9VxU) 
gEG 
(IG lllF) - 1 L VxV-xVg7r(V-gVxU) 
_ gEG 
Vx(IGlllF)-l L Vg-x1r(Vx-gU) 
gEG 
vx(IGlllF r 1 L Vy1r(v-yu) 
yEG 
Vx1r'(u) 
(2.7) 
(2.8) 
(2.9) 
(2. 10) 
(2 .11) 
A module is said to be simple if it has no submodules other than itself and the 
zero module (the zero module is not usually considered simple). 
Theorem 3 Let G be a group, IF be a field, and suppose that the characteristic 
of F is either zero or coprime to IGI. If U is a finite-dimensional non-zero JFG-
module then U can be written as direct sums of simple submodules. 
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The proof will be by induction on the dimension of U as an lF-vector space. If the 
dimension of U is 1, then U must be simple. If U is simple, then the theorem is 
trivially true. 
So now suppose that the dimension of U is greater than 1, and U has a proper 
non-zero lFG-submodule V. Then by Maschke's Theorem, U = V EB W for some 
proper non-zero submodule W of U. But both V and W must have dimension 
strictly less than that of U, and so by induction they can be written as direct sums 
of simple modules; so U can also be written as such a direct sum. D 
2 .. 2.2 Algebras 
The preceeding theorem implies that all lFG-modules are semisimple. Algebras 
with this property are also called semisimple. It turns out that if we define a 
simple algebra to be one which has no nontrivial ideals , then we can write each 
semisimple algebra as a direct sum of simple algebras. 
To be able to write this explicitly, we need to define a way to link A as an A-
module with A the algebra. Suppose Mis an A-module. Then define EndA (M) 
to be the algebra of A-module homomorphisms from M to M, in which the ring 
operation is defined by composition so that if¢, 'ljJ E End A ( M) and m E M, then 
(¢ * 'ljJ)(m) = 'l/J(cp(m)). Note that the ring operation here is the reverse of what 
might be expected. 
The important property of this is that, as algebras, 
A= EndA(A). (2.12) 
This allows us to write the following theorem, which is named Wedderburn 's 
structure theorem for algebras. Note here that niSi means Si EB Si EB ... EB Si where 
there are ni summands. 
Theorem 4 Suppose A is a semisimple algebra. Then we can write, as A-mod-
ules, A = n 1 S 1 EB n2S2 EB ... EB nmSm, where Si are distinct simple A-modules, 
and ni are integers. Furthermore, as algebras, 
This is theorem 16 in chapter 13 of [3]. D 
Since CG is semisimple, then we can apply the preceeding theorem, and write 
CG as a direct sum. Then there is an algebra isomorphism F between CG and the 
direct sum; this isomorphism is the generalised discrete Fourier transform. 
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F 
Group Ring Direct Sum 
* 
omponentwise 
ultiply 
+ r' Group Ring Direct Sum 
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Figure 2.1: The generalised DFf can be used to compute generalised convolu-
tions. 
Figure 2.1 shows the practical use of this isomorphism that we are interested 
in: the product in the group ring can be computed by performing a generalised 
FFf, then the product in each component of the direct sum, then the inverse gen-
eralised FFf. This is simply a restatement of the fact that F is an isomorphism, 
and corresponds to equation 1.3 in the case where G is Zn (see the next sections). 
2.3 Representations 
In the previous chapter, we referred to writing the DFf in matrix form . It is also 
possible to write a generalised DFf in matrix form. 
A (matrix) representation of a group G is a homomorphism from G into the 
group of complex matrices (of some given size) under multiplication. Similarly, 
a representation of a (>algebra A is an algebra homomorphism from A into the 
algebra of complex matrices of some given size. 
The regular representation of a group G is a homomorphism p from G into 
the group of nonsingular jG j x jG j matrices indexed by elements of G, defined 
by : 
{ 
1, (p(g))a ,b = O, when ag = b; 
otherwise. 
We check that this is really a representation by computing 
(p(g)p(h))a ,c = L(p(g))a,b(p(h))b,c 
bEG 
(2.13 ) 
(2.14) 
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I: { 1, 
bEG 0, 
when ag = b and bh = c; 
otherwise. 
L { 1, when ag =band b = ch-1; 
bEG 0, otherwise. 
{ 
1, when agh = c; 
0, otherwise. = (p(gh) )a,c 
(2. I 5) 
(2.16) 
(2.17) 
Any representation p of a group G can be extended to a representation of CG, 
by simply defining, for all a E CG: 
p (L a9 v9 ) = L a9 p(g) (2.18) 
gEG gEG 
and conversely a representation of CG can be restricted to a representation of G. 
The generalised convolution matrices are then the regular representation ma-
trices of the elements of CG. What of the result of the generalised DFT? We have 
the following information: 
Theorem 5 There are some positive integers , and Ji, ... , fr so that CG = 
M Ji (C) EB ··· EBM fr (C) as C-algebras. Furthennore, there are exactly, isomor-
phism classes of simple CG-modules, and if we let S1 , ... , Sr be representatives 
of these, classes, then we can order the Si so that CG = fiS1 EB · · · EB frSr as 
CG-modules, where the dimension of Si, as a C-vector space, is Ji for each i. 
This is theorem 14. l from [3]; its proof extends back over chapter 13 and part of 
chapter 12. 
For the first part, this follows from the fact that if the field JF is algebraically 
closed (as C is), then if A is an algebra over JF and Sis a simple A-module, then 
EndA(S) = JF. 0 
Each column of M J;(C), treated as a vector, can be considered as a CG-
module where the module action is matrix-vector multiplication. With this action, 
each column is isomorphic to the simple module Si. 
From a computational point of view, this means that the result of the gen-
eralised DFT is best represented by the block-diagonal matrix formed by the 
MJ;(C). 
2.4 Abelian Groups 
The determination of what the simple CG-modules are for a particular G is be-
yond the scope of this document, but one particular case is important for us: the 
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case when G is an abelian group. In this case, many aspects of the theory are 
substantially simplified. 
Theorem 6 Suppose G is an abelian group. Then CG is a commutative ring. 
Suppose that a, b E CG, then for all g E G, 
(a* b) 9 = L O:x/3g - x 
xEG 
Definey = -x + g, so that x = g-y: 
as required . 0 
I: ag-y/3g - (g - y) 
yEG 
I: ag-y/3g+y-g 
yEG 
I: /3yag - y 
yEG 
(b * a) 9 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
Theorem 7 Suppose G is a finite abelian group. Then every simple CG-module 
has dimension 1 as a C- vector space, and CG = IGIC as C-algebras. 
Suppose there were some n > 1 and some C-algebra A so that CG = Mn ( C) EB A 
as C-algebras. Then there is an algebra homomorphism p from CG onto Mn(C). 
Consider the matrices M, N E Mn(C), which have every element zero except 
that M 1,0 = 1 and N0 ,0 = 1. They have the property that MN = Mand NM = 0; 
that is, they do not commute. Since p is onto, there must be some w, x E CG so 
that p(w) =Mand p(x) = N; but then 
MN= p(w)p(x) = p(wx) = p(xw) = p(x)p(w) = NM 
and so p cannot be an algebra homomorphism, therefore no such n can exist. 
Thus, all the Ji in theorem 5 must be 1, which gives the first part of the proof 
directly and the second part follows from M 1 (C) = C and the fact that two vector 
spaces can be isomorphic only if they have the same dimension. D 
Now, what about the actual OFT? In section 1.2.2, we gave the result for the 
case when G is Zn, but did not prove its uniqueness. We can do that here, and 
generalise to the case of any finite abelian group. First, however, some notation. 
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The fundamental theorem on finite abelian groups is that every finite abelian 
group is a direct sum of cyclic groups. So in what follows, we will consider a finite 
abelian group G = Zn0 EB Zn2 EB ... EB Znm-l' written additively, with elements 
of G written as vectors indexed by O through m - 1, so that gi E Zni. The group 
operation + in G is then componentwise addition. 
G is given a ring structure by considering each Zni as a ring, then defining the 
product · on G as componentwise multiplication. Of course, the multiplication is 
also commutative. 
Define a meaning for wb for g E G: 
m - 1 
wg ·- IT w9i G ni 
i=O 
That is, 
wb = exp (21rRl1 gi.) 
i=O ni 
we has many of the usual properties of exponentials, in particular: 
wa+b 
G 
Wea 
a b 
WGWG 
(wc;) - 1 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
Note that equation 2.26 is not quite as trivial as it appears; it relies on the fact 
that the function J : Zni --+ C defined by f (z) = w~i is a one-to-one group 
homomorphism. 
Theorem 8 Let G be a finite abelian group, G = Zn0 EB Zn2 EB ... EB Znm-i· 
Then each k E G gives rise to a simple CG-module (C, +, ·k) in which the 
action of CG on C is defined so that for all a E CG, a E C, 
a ·k a:= L a9w~9a, 
gEG 
and + is the usual complex addition. 
Furthermore, if k, l E G and k =f. l, then the CG-modules (C, +, ·k) and 
(C, +, ·t) are not isomorphic. 
Finally, all simple CG-modules are isomorphic to a module of the abovefonn. 
2.4. ABELIAN GROUPS 51 
For the first part, we need to check that this does indeed define a module; in 
particular, that for all a, b ECG, a EC, (a* b) ·k a= a ·k (b ·k a): 
a 'k (b ·k a) (L a9w~9 ) (L bhwth) a 
gEG hEG 
Substitute y = g + h: 
~ ~ b k(g+h) LL ag hwc a 
gEG hEG 
L L a9 by_9 w~Ya 
gEG yEG 
L L a9 by- gw~Y a 
yEG gEG 
L (a* b)yw~Ya 
yEG 
(a*b)·ka 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
(2.32) 
(2.33) 
The module is I-dimensional as a C-vector space. Any proper submodule 
would have to have lesser dimension, that is dimension 0, so the submodule must 
be the trivial module, and so the module must be simple. 
For the second part, suppose that there is a module isomorphi sm f from 
(C, +, ·k) to (C, +, ·t). Since it is a module isomorphism, then for any g E G, 
wij(lc) = Vg ·1 f(lc) (2.34) 
J(v9 ·k le) (2.35) 
f (w~9 ) (2.36) 
f ((w~vo) ·k lee) (2.37) 
(w~9vo) ·1 f (Le) (2.38) 
w~9 J (le) (2.39) 
So, since f (le) -=/ 0, wi = w~. Then for each i, 0 ~ i < m, define ui E G 
as follows: 
{ 
1 if i = j-
( ui) j := o: otherwi,se. (2.40) 
and then for each i choose g = ui, and then 
wli =wki 
ni ni 
(2.41) 
and so Li = ki for all i, and l = k. 
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For the third part, we present two proofs. The first is neater, but the second 
has the advantage of showing where thew come from. 
For the first proof, note that there are exactly JGJ different ways to choose k in 
the construction above. All of those ways lead to different simple CG-modules, 
and since by theorem 5 there are only (at most) JGI simple CG-modules then any 
simple CG-module must be isomorphic to one of the above. 
Alternatively, let M be a simple CG-module. From theorem 7, M must then 
be one-dimensional as a C-vector space. Consider the action of Vui E CG on an 
element a E M. There must be some Ai E C so that, for all a, 
Vuia = Aia 
and then 
V2uia = (vui * VuJa = Vui(vuia) = VuJAia) = >.(vuia) = >.;a 
and so on by induction up to 
VniUi a = >-7i a 
but niui = 0 as ui E Zni, and v0 is the identity in CG, so 
>-7i = 1 
that is , there is some k E G so that for all i 
\ k · 
/\i = wn: 
and as any g E G can be expressed in the form 
m-1 
9 = I: 9iUi 
i=O 
then g must have an action on the simple CG-module of the form w~9 and thus the 
simple CG-module is isomorphic to (C, +, ·k). D 
This allows us to write the multidimensional DFT explicitly. 
2.5 The Multidimensional DFT 
We will add to our notation by writing elements of IGIC also as vectors indexed 
by elements of G with the indexes ordered so that x 9 corresponds to the simple 
CG-module (C, +, ·9 ) defined in theorem 8. 
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Then the multidimensional DFf Fe, an invertible C-linear transformation 
Fe : CG -+ IGIC, can be written explicitly, for g, h E G, as 
(Fe(vh)) 9 = wih (2.42) 
When reduced to the one-dimensional case, this is exactly the definition given 
in the previous chapter. 
2~6 The Multidimensional FFT 
Now~ the benefit of all this is that the one-dimensional DFf algorithms carry over, 
although with more complex behaviour. 
Suppose r, s, t, u E G have the property that any elements j, k E G can be 
written uniquely in the form j = ar + bs and k = ct+ du, for a E A, b E B, 
c EC and d ED where A, B, C, D ~ G. Then we can write (we will omit the G 
in we from now on) 
(Fx)j = L wjk(x)k (2.43) 
kEe 
as 
( Fx) _ ~ ~ W(ar+bs)(ct+du) (x) ar+bs - L L ct+du (2.44) 
cEC dED 
The most common form of the multidimensional FFf is obtained by choosing 
r, s, t, u so that r = u and s = t and the components of r and s are all either O or 
1. Then A = D = rG, B = C = sG. Also, rt = 0 in G, just as in the prime 
factor algorithm. From here, the derivation proceeds as in the previous chapter: 
(Fx)ar+bt - L L W(ar+bt)(ct+dr) (2.45) 
dED cEC 
(Fx)ar+bt - L Wadrr L W(ac+bd)rtwbcttX ct+dr (2.46) 
dED cEC 
( Fx )ar+bt = L adL be W W Xct+dr (2.47) 
dED cEC 
In short, to compute a multidimensional FFf, it is sufficient to compute one-
dimensional FFfs over each of the dimensions. 
Of course, this description includes the one-dimensional prime factor algo-
rithm9 since if no and n 1 are coprime then Zno x Zn1 is isomorphic to Znoni. 
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The algorithm here gives rise to a particular way of expressing the multidi-
mensional FFf matrix as a tensor product of one-dimensional FFf matrices. The 
tensor product or Kronecker product of two matrices, written M ®N, is the matrix 
made up of blocks of the form MjkN. Then it is possible to write 
Fa = F1.no ® Fzn1 ® ... ® Fznm-1 (2.48) 
by using equation 2.47 repeatedly. 
This is actually a special case of a much more general algorithm. In the general 
case, if a group G (not necessarily abelian) is the product of two groups so that 
G = H x K, then the irreducible representations (the M Ii of theorem 5) of Gare 
the tensor products of those of Hand K. Then the DFr matrix of G is the tensor 
product of that of H and K [5]. 
2.7 The Multidimensional Cooley-Tukey FFT 
If the above is the multidimensional version of the prime factor algorithm, what 
about the Cooley-Tukey FFT? 
Suppose, in addition to the property of r, s, t, u given above, we have rt = 0. 
Then we can write, exactly as in the one-dimensional Cooley-Tukey algorithm, 
(Fx )ar+bs 
( Fx )ar+bs 
~ wadruwbdsu ~ wacrtwbcstx ~ ~ ct+du 
dED cEC 
~ Wadruwbdsu ~ wbcstX ~ ~ ct+du· 
dED cEC 
(2.49) 
(2.50) 
This leads to many multidimensional FFfs. A simple variant has s = u = la, 
no component of r or t zero, and 
A = D = { a E G : ai < ti 'v'i} 
B = C = { b E G : bi < Ti 'v'i} 
(2.51) 
(2.52) 
which corresponds to performing the usual Cooley-Tukey FFT simultaneously on 
each dimension. 
The benefit of this algorithm is that , as mentioned in section 1.9, it is better 
to use the Cooley-Tukey algorithm to reduce the FFf sizes before, rather than 
after, using the prime factor algorithm. This is true, for the same reasons , in the 
multidimensional case. 
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This algorithm, like many other FFT algorithms, has been discovered repeat-
edly. Some papers describing versions of this technique are [74, 86, 96] 
[64] gives a unified treatement for the multidimensional case similar to the one 
here, although without the algebra. [6], by comparison, derives these results using 
a more algebraic approach than the above; the author recommends this paper for 
a more comprehensive treatment of the subject than the above two sections can 
give. (90] is an earlier paper than [6], for the one-dimensional case. 
298 The Reduced Transform Algorithms 
The Reduced Transform algorithms, variants of which are called weighted redun-
dancy transform or Gertner transform [35], reduce a multidimensional FFT to a 
one-dimensional (or fewer-dimensional) FFf along subsets of G called 'li nes'. 
A line of G is a maximal cyclic subgroup of G. Every element of G must, of 
course, be contained in at least one line (the subgroup which it generates, if no 
other). Let w(G) be the number of lines in G; call the lines Li for O::; i < w(G); 
let li E Li be a generator of Li, and let W(g), g E G, be the number of lines in 
which g is contained. Then the DFT can be calculated as, for integers h, i, j, k: 
(Fx)hti 
w(G) ILkJ-1 (hti)(jtk) ~ 
L L w W(jlk) (2.53) 
k=O j=O 
w(G) !Lk l-1 hj(lilk)~ 
I: I: w W(jlk) 
k=O j=O 
(2.54) 
To further simplify this equation, let c be the least common multiple of n 1 , n 2 , ... , 
nm. Let, for g E G, 
C 
C(g) = I:-gi 
i ni 
so that, according to our notation, 
then 
Wg = WC(g) 
C 
w(G) ILkl-1 (hC(lilk))j ~ 
(Fx)hl i = L ~ we W(jlk) 
k=O J=O 
(2.55) 
(2.56) 
(2.57) 
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Now, this can be calculated by first computing w ( G) one-dimensional FFTs of 
size c: 
ILk l-1 
y(i , k) = L w~j :(j~~ ) 
J=O J k 
(2.58) 
then computing a sum of elements of y: 
w(G) 
(Fx )h1i = L y(i, kC((lk)) (2.59) 
k=O 
This algorithm was presented in [95, 93] in the version described above. It is 
possible to extend it from lines to planes or hyperplanes [91 ]; and [35] describes 
some special (but common) cases of the transform that eliminate the need for 
the weights W (j lk) and, by keeping all the lines the same size, can perform the 
summation in equation 2.59 on the input data. 
The efficiency of the algorithm depends on the size of c and W ( G). Generally, 
c has a much greater impact than W; for the two-dimensional case where both 
dimensions are equal to some power pt of a prime, w(Z;t) = (p + l)pt- i and 
the computation needs a little more than half the one-dimensional FFfs of the 
prime-factor-based algorithm presented above-better for larger p. 
Unfortunately, the algorithm also has a more complicated data indexing pat-
tern than the algorithms presented above, which can absorb any reduction in com-
putation and even lead to a slower implementation overall. 
2.9 The Finite Field FFT 
Rader's algorithm for one-dimensional FFfs also extends to the multidimensional 
case. Consider, for prime p, G = Zp x Zp x ... x Zp, where there are m copies of 
ZP. We can give G a field structure (the field is called G F(pm); the fields of the 
same size are isomorphic) by choosing a polynomial with coefficients in Zp, of 
order m, and which is irreducible, that is which cannot be written as a product of 
two nonconstantant polynomials with coefficients in ZP. Call the chosen polyno-
mial q (it is not unique). Then G is a field where the multiplication is calculated 
by iden tifying elements h E G with polynomials h'(x) = L~c;1 hixi and multi-
plying these polynomials modulo q. The addition in G is equivalent to adding the 
polynomials. 
A well-known property [42] of finite fields is that the nonzero elements form 
a cyclic group under multiplication. Let g E G be a generator of this group. g is 
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usually not unique either, even for a fixed q; in fact the generators are sufficiently 
dense that trial and error is an effective way of finding one. 
Now, this means that for each x E G so that x # 00 , there exists some integer 
0:::; k < IGI -1, x = gk. Since G is a field under the multiplication we are using, 
x- 1 exists and x - 1 = g - k. 
We can now apply this to the multidimensional DFT. The 00 element mu st be 
treated specially: 
then for 1 :::; k :::; pm - l, 
(Fx)o = I: xi 
iEG 
pm-1 
(Fx) 9k - xo ~ Wgj g-k X k 6 g-
j=O 
pm -1 
~ J-k 
6 w9 X g-k 
j=O 
(2.60) 
(2.61) 
(2.62) 
This is (almost) identical to equation 1.41 in section 1.5. In particular, it is a 
convolution of the last n - l elements of x permuted by g- 1 and the vector w of 
length n - l defined by 
(w)i = wl+1 (2.63) 
So this can also be computed as a one-dimensional convolution, and the re-
marks in the one-dimensional description of Rader 's algorithm apply. 
This algorithm was presented in [7]. 
There are a number of techniques that can be used to efficiently multiply ele-
ments in G F(pm); in fact, since polynomial multiplication is itself convolution, it 
is even possible to use a discrete Fourier transform to perform it, although this is 
likely to reduce efficiency because of increased overhead unless m is very large. 
2Q10 Bluestein's Algorithm in Multiple Dimensions 
The equality used in Bluestein 's algorithm, 
. j2 + k2 - (j - k)2 
Jk=---2--- (2.64) 
is almost, but not qui te, valid in our group G; all is fine until we need to divide by 
2, which may or may not be poss ible. Instead, we will note that 
IT wii.ki _ IT wi;+k;-(ii - ki)2 
ni 2ni (2.65) 
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which is what is required, and then following section 1.6 we obtain 
(F ) _ (rr jf ) ~ (rr (k - j)2) (rr k2 ) X j - i W2ni &a i W2n; i W2ni X k (2.66) 
which can be computed using a multidimensional convolution where the size of 
each dimension is doubled, as before. 
The multidimensional algorithm is more efficient than applying Bluestein 's 
algorithm to each dimension separately because it combines the componentwise 
multiplications for each dimension. 
As before, the finite field FFT is faster than Bluestein's algorithm when it 
applies. In fact, since the finite field FFf only introduces one factor of 2, rather 
than 2m, it can be much faster if a high-dimensional FFf is being performed. 
2.11 Data Movement in the Multidimensional FFT 
We can represent the most simple way of performing a multidimensional FFf by 
figure 2.2 (for the three-dimensional case); one-dimensional FFfs are performed 
over each dimension. Unfortunately, the sizes of the dimensions are often powers 
of two, which on a vector machine causes strided access and bank conflict when 
computing the FFT over the least significant index; and on a scalar machine causes 
suboptimal cache and virtual memory use when computing the FFf over the most 
significant index. 
Thus, it is often done to insert two transpositions (only two, even for an arbi-
trarily large number of dimensions) to cause the one-dimensional FFTs to occur 
in the most convenient part of the index digits (figure 2.3). However, often the 
indices transposed will not be equal Uust as in the Stockham algorithm in the one-
dimensional case) , leading to reduced efficiency and making the transposition dif-
ficult to perform in place without substantial effort and a significant performance 
penalty. 
2.12 Square Transpose Multidimensional FFT 
To reduce the performance cost of the transpositions, we propose a new algorithm 
which only uses square transpositions, based on the multidimensional Cooley-
Tukey FFT, equation 2.50. The particular variation will be equivalent to applying 
equation 2.50 twice. 
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Iii n1 no 
FFT 
FFT 
FFT 
Iii n1 no 
Figure 2.2: A simple way of computing a three-dimensional FFT. 
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ni n1 ~ 
FFf 
FFT 
Transposition 
FFf 
Transposition 
ni n1 ~ 
Figure 2.3: Computing a three-dimensional FFT with a transposition. 
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Figure 2.4 shows the following in the three-dimensional case. 
Suppose there exist constants r0 , r 1 , r2, t0 , t1 , t2 E G so that r0 t0 = r0 ti = 
r 1 t0 = Oa and some sets Ai ~ G and Ci ~ G so that any j , k E G can be written 
uniquely in the form j = aoro + a1r1 + a2r2, k = Coto + c1t1 + c2t2 for ai E Ai 
and Ci E Ci for all i. Then by expanding and cancelling, we obtain: 
(Fx)j == L Waoroc2t2W(a1ri + a2r2 )c2t2 L Wa1r1c1tiwa2r 2c1ti L Wa2r2coto(x)k 
c2EC2 c1EC1 coECo 
(2.67) 
Again, this is just equation 2.50, applied twice. 
The particular application we are interested in assumes that there is a collec-
tion of elementary one-dimensional FFT routines available of particular sizes. Let 
V be the set of the available sizes. 
Now, choose v E V so that v divides !G I, v!G I is a perfect square, and find h, 
0 ::; h < m, so that 
h-l ~ v IT ni divides (2.68) 
i=O 
m - 1 ~ V II ni divides (2.69) 
i=h+ l 
In the case where all the ni are equal, h is about half of m. For such a v to exist, 
it is sufficient that: 
• If a, b EV, then gcd(a, b) E V; and 
• If p prime and p divides TI~01 ni, then p E V. 
However even if the choice of v is unrestricted it may still happen that for 
particular n no suitable h can be found, for instance if n = (2, 3). This is a 
limitation inherent in the method. However, in the most popular case where all 
the dimensions are a power of two (or of some other prime) it is always possible 
to find a suitable tree. 
Next, define b0 E G to be the vector that is 1 on O ... h - 1, and O elsewhere; 
b1 to be the vector that is 1 on h and O elsewhere, and b2 to be the vector that is 1 
on h + 1 ... m - 1 and O elsewhere. These form a basis for G (as a G-module) 
and the product of any pair is zero. 
Also, let 
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n1 ni 
Figure 2.4: The square transpose method for three-dimensional FFTs. 
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Then,define 
nh (2.70) ro .- bo + Tb1 
nhb (2.71) r1 - - 1 
vl 
r2 ·- b1 + b2 (2.72) 
to .- v lb1 + b2 (2.73) 
t1 - lb1 (2.74) 
t2 - bo + b1 (2.75) 
Ao 
nh (2.76) 
- { co E ( b2 + b1) G : (co) h < -;y} 
A1 .- { C1 E b1 Q : ( C1 )h < V} (2.77) 
A2 - { c2 E ( b1 + bo) G : ( c2) h < l} (2.78) 
Ci - A2-i (2.79) 
These have the properties required by equation 2.67, and in addition because 
of the way we have defined l, 
(2.80) 
and IA1 l = IC1 l = v. 
This allows us to perform the FFf by using the framework shown in figure 
2.4, by performing a single square transposition and recursively computing two 
FFTs of smaller dimension. 
2.13 Alternate Square Transpose Multidimensional 
FFT 
The algorithm described in the previous section corresponds to the algorithm de-
scribed in section 2.6. It is also possible to combine some of the componentwise 
multiplications, as described in section 2.7. 
An example of a schema which does this, while still only using square trans-
positions, is shown in figure 2.5 . The particular variant shown in the figure is for 
a 64 x 64 x 64 FFf, and assumes the existence of an order-8 elementary FFf. 
The method can be varied somewhat, depending on the elementary FFf sizes 
available. Generalisation to an FFf of size ab x b2 x ba is trivial if elementary 
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8 8 8 8 8 8 
FFT FFT 
FFT 
Scaling 
FFT 
Transposition 
FFT 
Transposition 
--, 
FFT 
Figure 2.5: Square transpose method, with combined scalings, for 64 x 64 x 64 
FFT. 
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FFrs of size a and bare available. However, it is not claimed that this is a general 
algorithm. 
The generalised form of this framework, for computing an FIT of size ab x 
62 x ba, is obtained by indexing X by a, b, b, b, b, a in that order and Y similarly, 
then computing 
z(l) (-, i, j, k, l, m) := FaX(- , i, j, k, l, m) (2.81) 
z(2)(h, i, ·, k, l , m) := Fbz(t) (h, i, ·, k, l, m) (2.82) 
z(3) (l, m, j , k, h, i) · - z (2) ( h · · k l ) 
.- ,i,J, ',m (2.83) 
z(4\ · k h ·) ·- Fi z(3) ( · k h ·) 
·,m,J, ' ,i .- b ·,m,J, , ,i (2.84) 
z(5 ) (l, m, j, k, h, i) ·= wlm+jk+hiz(4\l m j k h i) 
. l ' ' l ' 
(2.85) 
z(6\l, ·, j, k, h, i) ·- F z (5 ) (l . k h .) 
.- a ,m,J, ' ,'l (2.86) 
z(7) (j, m, l, k, h, i) ·- z (6\l · k h ·) 
.- ,m,J, ' ,i (2.87) 
z(B ) (k, h, i, j, m, l) ·- z (?)(" l k h ·) 
.- J,m,' ' ,i (2.88) 
z(9) (-, h, i, j, m, l) ·- p,z(s)c h · · l) 
.- b , ,i,J,m, (2.89) 
z (lO)(i, h, k,j, m, l) ·- z (9\k h · · l) 
.- ' ,i,J,m, (2.90) 
Y(·, h, i, k, m, l) := Fbz(10\, h, k, j, m, l). (2.91) 
The framework also requires an extra transposition to that described in the 
previous section, and restricts the choice of elementary FFTs somewhat; so it 
will not necessarily be faster than the usual multidimensional square transpose 
algorithm. However, it also avoids reversing the order of the dimensions . 
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Chapter 3 
An FFT Implementation for the 
Fujitsu VPP300 
On its VPP series of vector-parallel supercomputers, Fujitsu provides a scientific 
software library (the SSLIVVP and SSLII/VPP libraries) parts of which, including 
the FFT routines, are developed by ANU. During the course of this thesis these 
routines were substantially enhanced (to the point that only a few subroutines still 
resemble the originals) . 
The library uses Cooley-Tukey and prime factor algorithms to compute FFfs 
whose length can be expressed as 2a3&5c for any a, b, c. Additional prime factors 
can be easily added to the library. The library is designed to minimise the amount 
of workspace needed, to allow the computation of large FFTs or the computation 
of many FFTs at once, and is designed to be efficient in these cases. 
The library also includes parallel FFT routines and includes routines which 
provide for real inputs or real outputs. There is also basic support for sine and 
cos ine transforms. The non-complex FFfs are dealt with in the following chapter. 
3$1 Structure of the VPP 
The VPP300 consists of a variable number ( 1- 16) of processing elements (PEs) 
linked together using a crossbar switch, so that each PE appears to be equidistant 
from the others. The ANU's VPP300 [27 , 8] has 13 PEs , of which one is used for 
interactive work and so is not usually used for parallel jobs. 
The PEs, diagrammed in figure 3.1, consist of a scalar unit, a vector unit, 
memory, and control and communication logic. Each PE supports up to 2GB of 
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_.. .._r7) 
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Figure 3. 1: The structure of a sing le process ing element on the VPP300 [44 ]. 
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Table 3.1: Speed of memory access with increasing stride on the VPP300 [52]. 
Stride 2 3 4 5 8 16 32 64 128 255 256 512 1024 
Time 3 3 10 3 11 18 30 60 60 3 110 240 260 
'Time' is the average time for each memory access, expressed relative to the av-
erage time taken at stride 1, as measured on one particular loop. 
memory (addresses are 32 bits wide), and can be linked to mass storage devices 
and networks. Each PE fits on a single circuit board. 
The scalar unit is a reasonably conventional RISC processor, and can attain 
around lOOMFlops. Unlike the vector unit, the scalar unit has a cache. We will 
not be greatly concerned with the inner workings of the scalar unit, instead treating 
it as something to be avoided for bulk computation. 
The vector unit contains load, store, multiply, add, and divide pipelines, some 
mask logic which we wi 11 not be using, and the vector registers. The multiply and 
add pipelines can produce 8 results every 7ns clock cycle, for a total of 2.2GFlops. 
The divide pipeline produces 8 results only every 7 clock cycles, but fortunately 
we will not need to use it. Each pipeline has a start-up time, so performance de-
grades if calculations are performed with short vector lengths. The load, multiply, 
and add pipelines can be chained together; this reduces latency. 
The vector registers hold 16384 floating-point values, and can be configured to 
range between 8 registers holding 2048 values to 256 registers holding 64 values 
each. The impact of this is that routines which use many temporary variables will 
have a shorter maximum vector length. 
The VPP's memory is arranged in banks of 64 bytes each, to provide 8 double-
precision values per clock cycle. The memory clock cycle is lOns, so the memory 
bandwidth is not quite sufficient to feed the computational pipelines at top speed; 
this is part of the motivation for the banks . The ANU's VPP has 2GB of RAM on 
5 PEs and 512MB on the other 8. 
The load and store pipelines access data starting at some location with a stride. 
If the stride is I , data is accessed sequentially at full speed. At other strides, data 
is accessed at approximately half-speed, and if the stride is divisible by a power 
of 2 then there is a penalty of approximately that power of 2, a very substantial 
performance degradation. For example, table 3.1 shows the time required for one 
particular loop. There is also a scatter/gather capability which the FFT code will 
not need. 
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3.2 Library Structure 
Figure 3.2 shows the call structure of the FFT library, as implemented to use non-
square transpositions when performing multidimensional FFTs. Figure 3.3 shows 
the call structure of the multidimensional FFT that uses square transpositions. 
The routines in the library are modified before inclusion in the SSLII library, to 
avoid conflicts , but for development purposes follow a consistent pattern: internal 
routines are named starting with de, for double-precision complex, followed by 
a short description of the routine; external routines are of the form dvXYf t for 
"double-precision vector Fourier transform". X is either m, for multidimensional 
FFT ors for single-dimensional, and Y is the initial letter of complex, real, sine, 
or o for cosine transform, reflecting the symmetry in the input data. 
The basic data structure the library operates on is the vector of complex num-
bers. To avoid the stride-2 access that would occur if Fortran's complex type was 
used, these vectors are represented using two vectors of double-precision values , 
one to hold the real part and one to hold the imaginary part. Although the library 
very often treats these vectors as multidimensional arrays, index computation is 
usually performed explicitly so as to avoid confusion about the current shape of 
the array. 
When a complex vector is passed to a routine and it is to be treated as a mul-
tidimensional array, the dimensions of the array are passed in variables nO, nl 
and so on, where nO is the least-significant dimension. This means that the first 
choice for vectorisation is over nO, although for most routines a complex set of 
heuristics is used to determine which dimension to vectorise over. 
The library does not include a version for single-precision values. Computing 
a 1024-element forward and inverse transform in succession in single-precision 
produces results accurate to as few as 7 bits, and it is expected that this will rarely 
be useful. 
The library is written in Fortran 90. Almost all the code is compatible with an 
extended Fortran 77. 
3.3 Library Interface 
The user interface to the library has been carefully designed to be simple, easy-to-
use, and efficient. The manual pages for the routines are attached as an appendix. 
Some of the significant features are: 
• Only two entry points, one of which is a simplified version of the other. 
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User routines 
dvmcft dvscft 
Copying 1-D FFf routine Roots of unity 
transpose dcftrnrw dcru dctrv 
Pnme factor Transpose, Integer 
FFf scaling factoring, tree 
dcftn detrfs generation 
detr defaetr 
Elementary 
FFTs 
klef t2 def t3 
... dcft16 
Figure 3.2: Structure of the FFT library. 
Multidimensional "square transpose" FFf routine 
dcmmft 
Prime factor Transpose, Integer Roots of unity FFT scaling factoring, tree 
dcftn defs2 generation dcru 
detrfs2 i mfaetr 
Elementary 
FFI's 
kkf t2 def t3 
... deft16 
Figure 3.3: Structure of the 'square transpose' multidimensional FFT implemen-
tation. 
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• No need to pre-compute w values or a description of the schema to use. 
Consideration was given to allowing this, as it would save up to about 20% 
of the time required; but it makes the library harder to use and allows a new 
category of programming errors. 
In practise, the situations where precomputation would be helpful are bet-
ter dealt with by making a single call to the routine with a large nO; then 
precomputation is of little benefit. 
• Support any number of dimensions, and (within address-space limitations 
and the requirement for elementary FFrs to be available) any length FFT 
• Forward and inverse transforms in the same routine. 
• Have the user explicitly supply the length of the workspace they provide, for 
future compatibility (if the workspace requirement changes), and to catch 
user errors. 
• Supply detailed error responses to the user via an integer output parameter 
icon. 
• Regular naming convention; as provided to Fujitsu, the user-callable rou-
tines are named in a consistent way. The first letter of the routine name 
is 'd ', for double-precision; the second letter is 'v' for the vector versions 
of the routines; the third letter is 's ' for the single-dimensional routines or 
'm' for the multidimensional routines; the fourth letter is 'c' to indicate that 
the routines operate on complex data (see also section 4.4 ); and the fifth and 
sixth letters are ' ft' to indicate that the routine performs a Fourier transform. 
3.4 Elementary FFTs 
The library includes elementary FFT routines of size 2, 3, 4, 5, 8, and 16, named 
dcft 2 through dcft16 . In a typical radix-2 FFr, these account for about 40% 
of the total execution time, most of which will be spent in dcft8 and dcft16. 
The elementary FFr routines are combined using a prime factor algorithm into 
the routine def tn which can perform FFTs of sizes of the form 2a3b5c where 
0 :::; a :::; 4 and b, c E {O , 1 }. Additional sizes of elementary FFf can be easily 
added by changing only dcftn. dcftn performs no significant computation 
itself, it simply calls the elementary FFTs with the appropriate parameters . 
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Table 3.2: Performance of elementary FFT routines, n0 = 65536. 
Routine Register Additions 109 operations 
length per word per second 
deft2 2048 1 1.00 
deft3 2048 2 1.15 
deft4 1024 2 0.98 
deft5 512 3.4 1.11 
deft8 512 3.25 1.03 
deft16 256 4.5 0.91 
The elementary FFTs use more additions than multiplications, and are writ-
ten so that the multiplications can be pipelined with the additions and so do not 
significantly affect performance; so the multiplications will be ignored for the 
remainder of this section. 
Table 3.2 gives the number of additions performed on each double-precision 
word in the input (so, for instance, def t2 actually performs four floating-point 
additions for each element in its vector). For these routines, the first addition 
operates on two values in memory. Thus, there are two additional operations to 
the loop: an initial load (the next load can be pipelined with the first addition), 
and a final store of the result of the last addition. 
Figure 3.4 shows how performance, measured by the number of 'operations' 
(that is, additions plus the initial load and final store) performed per second, im-
proves as vector length increases. The theoretical maximum here is 
8 
= 1.143 x 109 operations/second 7 X lQ-g 
This can be slightly exceeded, as the final store may sometimes be overlapped 
with the initial load. 
The routines deft4, deft8, and deft16 do not come close to this perfor-
mance. Investigation of the produced assembly code indicate that the compiler is-
not scheduling the code in what would appear to be the optimal way. 
For instance, figure 3.5 shows the scheduling for def t4, as generated by the 
Fujitsu compiler (note that computing an FFT of order 4 requires no multiplica-
tions). Instructions that execute simultaneously are shown on the same line, and 
execution proceeds from top to bottom; arrows indicate a data dependency within 
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Figure 3.5: Scheduling graph for dcft4. 
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a line. There is a 'tail' of four store operations, where instead one would expect to 
see all but one of the store operations overlap the addition operations. Appendix 
C shows example source code for the inner loop of deft 4 which, as written, 
is scheduled in what is believed to be an optimal way, but which the compiler 
schedules as in the figure. 
Similarly, deft8 has a tail of 6 store operations, and deft16 has a tail of 15 
store operations. 
The low-level details of the VPP300 are undocumented, which makes it diffi-
cult to determine why this is so. Some possible reasons include: 
• The compiler schedules the code in a single pass , starting with the first in-
struction , and cannot detect that the stores are all to different locations. This 
would mean that the stores must be performed in the order they are written, 
and so the addition and subtraction operations that feed the stores must also 
be performed in that order; but the com pi !er schedules the additions and 
subtractions first , and chooses the wrong order. 
• The stores overlap the loop overhead, and so scheduling them in the sug-
gested way would not help. 
• The compiler has run out of scalar registers in which to compute the ad-
dresses of the loads and stores (this seems rather strange, given that there 
are 32 scalar registers and only eight addresses to keep track of, but it ap-
pears to actually happen), and then either cannot schedule scalar and vec-
tor operations together, or the synchronisation overhead between scalar and 
vector operations means that the schedule used is optimal. 
The code presented in the appendix seems to need only eight vector registers , 
but the compiler uses 16, halving the vector length; deft 5 is also using a shorter 
vector length than necessary. This is also an effect of the scheduling process , 
and is a difficult problem to solve in a modular compiler· one needs to perform 
scheduling, common subexpression elimination and register allocation together in 
one extremely complicated process to be able to avoid this , and in practise this 
is very hard. On the VPP the performance cost is significant. as indicated by the 
rel ative large input performance of deft16 compared with d eft 8 in figure 3.4, 
fo r instance. 
Thi s problem was also found by Frigo [32] on scalar machines. On a scalar 
machine, the effect is even more pronounced , because the number of registers 
available is fixed and so any rearrangement of the code to require more temporary 
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values than registers causes some registers to be temporarily stored ('spilled ') in 
memory and re-loaded again later. Frigo solved this by causing the scheduling to 
happen after registers were allocated, but thi s does not seem to be poss ible with 
the Fujitsu compiler on the VPP. 
On the VPP, de f t 16 requires the maximum of 64 vector registers, which im-
plies that a def t3 2 routine (if one was written) would need to spill registers to 
memory, at a further cost in performance. A deft32 routine, if written, would 
sti 11 have a significant speed advantage over, say, performing deft 8, a transpo-
sition and scaling, and def t4; but for large FFfs, the comparison is instead be-
tween five def tl 6 iterations (with four scale-and-transpose executions) instead 
of four def t3 2 iterations with three scale-and-transpose executions, which is a 
much reduced advantage. 
The relatively poor performance of def t2 may be related to the high memory 
bandwidth it requires. Unlike all the other routines, def t2 needs to perform 
simultaneous loads and stores. 
For shorter vectors, the performance is determined by loop overhead and the 
start-up time of vector operations. 
Some earlier work on optimising these routines, on the VPPSOO [94] (the 
VPPSOO is a predecessor of the VPP300 that these results are based on) indicates 
an alternative technique which may allow more explicit control of the compiler's 
scheduling; it can be found in [46]. 
3"5 Transpositions and Scalings 
The library requires a collection of transposition and componentwise multipli-
cation routines. The various routines are shown in figures 3.6 and 3.7. Of the 
routines, detrfs2 is the most general; in fact, detrfs2 calls detrfs, detr, 
and def s2 in the appropriate circumstances. 
The routines take about 35% of the total execution time in a typical FFf, about 
half of this is accounted for by the single transposition and scaling that occurs at 
the top level of the recursion (that is, when n0 = 1). 
Because of this, the routines have been carefully implemented to attain opti-
mum performance. Depending on the parameters , de tr f s2 can use one of five 
methods, one of which is to perform the transposition and scaling separately-and 
there are seven scaling methods and three transposition methods, although some 
of those would never be used from de tr f s 2. 
In what follows, we will refer to the vector indices in figure 3.7, n0 through 
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dctr 
dctrfs 
n6 ns n4 ni no 
Scaling 
Figure 3.6: Operation performed by dctr and dctrfs. 
3.5. TRANSPOSITIONS AND SCALINGS 
n6 ns 
dcfs 
Scaling 
dcfs2 
Scaling 
dctrfs2 
n4 n3 
t---=-t 
Scaling 
~ n1 flo 
t 
Figure 3.7: Operation performed by dcfs, dcfs2, and dctrfs2. 
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n 6. n 0 is the least significant index ; the transposit ion is performed over n 1 n 2, n 4n 5 
and the componentwise multiplication ('scaling') over n2n3, n5. 
In the simplest case, that of a transposition (as in de tr), there are es sen ti ally 
three usefu l vectorisation techniques. The transpos iti on will proceed by exchang-
ing elements across the diagonal; but in what order? 
If n 0 is sufficiently large it is best to vectorise over it; this will be the usual 
case in a 'square transpose' FFI schema, because all transpositions but one will 
have n 0 > n 1n 2n 3n 4n 5. Otherwise, it may happen that n 1n 2n 3 is odd (or at least , 
not divisible by a high power of 2, like 23 ). In thi s case, we can vectorise over 
n 1n 2 and exchange the elements of a row and a column; the row accesses will 
have stride n0 and the column accesses will have stride n0 n 1 n 2n 3 . 
If n 1n 2n 3 is divisible by a high power of 2, then a better technique is to ex-
change elements of two diagonals . This leads to stride n 0n 1n 2n 3 + 1, which will 
be odd. 
The componentwise multiplication , Yi ,j = xi,Jwii . is performed by precom-
puting the values of w in memory using the routine deru (see section 3.6). 
For a scaling without transposition, as in def s2, there are more choices. As 
before, if n 0n 1 is sufficiently large it is best to vectorise over it. If n 0n 1 is suffi-
ciently small, then it should be effective to vectorise over n 2n 3 . This leaves the 
cases where n 0n 1 is intermediate-for instance, when computing a 64 x 64 x 64 
FFI, we have that n 0 = 1, n 1 = 64, n 2 = 8, n 3 = l; vectorising over n 1 will give 
poor performance, but vectorising over n 2 will be much worse. 
In this case, th e technique used is to vectorise over n 0n 1 n 2n 3 , by computing, 
for each O ~ i < n5, a temporary array of nominal size n 0n 1n 2n 3 and then 
applying this to the vector n 4n 6 times. Thi s is efficient if n 4n 6 is large, because 
each array computed can be used many times. and all access is stride- I. The arrays 
are actually computed in chunks of about the size of a vector register, which are 
then applied; this keeps memory requirements constant. 
When the transposition and scaling is combined, in the multidimensional case 
there is only one reasonable vectorisation choice. to vec torise over n 0 ; otherwise. 
the transposition and scaling will be more efficient when sp lit up . As vectorisation 
over n 0 wi ll be suitable fo r all but one transpositi on/scaling. this has bounded 
performance impact. In the one-dimensional case (that is. when n 2 = n 4 = 1), 
the techniques used for vectorising transpositions will work just as well when a 
scaling is performed simultaneously. 
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3.6 Generating Roots of Unity 
dcru computes w~ for i = 0, 1, ... n - 1 into an array in memory. This array is 
the only workspace required by the FFT routines, and is filled once at the start of 
the top-level routines. 
At present, dcru is not very sophisticated, although it is robust and precise. 
It simply uses the sin and cos intrinsics (as in equation 1.5), taking advantage 
of the symmetry in the trigonometric functions: 
sin(21r - x) -sinx 
cos(21r - x) - cosx 
sin( 1r - x) sinx 
cos( 1r - x) -cosx 
7r 
sin(- - x) cosx 
2 
These combine to reduce the number of trigonometric function calls to ~ when 
n is divisible by 4. 
Many of the resulting elements are not in fact used, but it seems that keeping 
careful track of which would be used would be complicated and lead to a slower 
computation overall. A simple example of this is that it is unnecessary to compute 
wJ+2i+l for O ~ i < ~' but since the 'computation' here is simply copying earlier 
values, and not computing these elements would lead to stride-2 access, it is faster 
to simply compute all the values . 
However, there is room for improvement, particularly in the case of very large 
one-dimensional FFfs. For instance, if n = 220 , it would probably be more 
efficient to compute w?i and w';,_9 i for O ~ j < 29 , and then compute more values 
of w by writing w 29i+k = w 29i wk, as a complex multiplication would be cheaper 
than a call to an elementary function routine. 
A number of such strategies are given in [61], although not all are suitable for 
vector implementation. It should be noted that because sin and cos vectorise on 
the VPP300, it is certainly not useful to use these techniques when only a small 
number (say, less than 215 ) coefficients are to be calculated. 
One reason why these strategies are not used is that in the case of an FFr of 
size 220 , only about l 0% of the time is spent in dcru. It therefore seems pointless 
to optimise this routine further. 
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Figure 3.8: Tree for 128 x 32 x 16 FFT. 
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Figure 3.9: Alternative tree for 128 x 32 x 16 FFT. 
3.7 Trees 
In the square transpose algorithms, it is necessary to choose the size of the elemen-
tary FFr under various constraints (this size was called v in section 2.12). When 
elementary FFTs are available for second or higher powers of a prime, there may 
be more than one choice for v available. The choices of c in each recursive call 
can be formed into a tree which fully describes the invocations of the algorithm. 
Figure 3.8 shows an example of such a tree; the vertical lines separate the nodes 
of the tree corresponding to different dimensions. 
The computation represented by this tree proceeds from left to right in order. 
First, there is an elementary FFT of order 16, then a (trivial) 16 x 1 scaling, then a 
(trivial) elementary FFT of order 1, then a 16 x 1 x 16 transposition , then a (again, 
trivial) 1 x 16 scaling, then another elementary FFT of order 16, then a (trivial ) 
16 x 1 scaling, then a 256 x 1 x 256 transposition, then a 16 x 2 scaling, and so 
on. 
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It is not necessarily true that there is only one possible tree that can be used 
to calculate a particular DFT. For example, figure 3.9 shows another possible tree 
which could be used to perform the same FIT. 
Naturally, we wish the fastest possible FFT. A count of the number of opera-
tions required for each step of the algorithm in our implementation is presented 
has been given in the previous sections; table 3.2 gives the operation count for the 
elementary FFTs, and there are two operations per word for each componentwise 
multiplicati<:m executed. 
With this information, we can estimate the cost of the tree in figure 3.8 to be 
27.5IGI operations (here, !GI = 217 ) while the cost of the tree in figure 3.9 is 
30.75IGI operations. Clearly, we want to use the first tree! 
A straightforward (although somewhat complicated) algorithm for finding the 
most efficient tree is presented in figure 3.10. The algorithm computes the cost 
for all trees that wou Id lead to an FFT. 
This algorithm initially calculates the lowest cost; the tree can be determined 
by the values of c' produced by each call of the algorithm. If g is oo at the end of 
the algorithm, no suitable tree exists. 
In the algorithm, all the di visions and square roots produce exact integer re-
sults. c divides u , and u divides both ~ and ~ from line 6, so the divisions on 
lines 10 and 12 are exact. In fact , c divides nk which ensures that the elementary 
DFT need only be one-dimensional. The divisions on line 6 are guarded by the 
tests on line 3. 
To show that the square roots are exact, we need this small result: 
Theorem 9 If gcd(x 1 y) is a perfect square, and xy is a perfect square, then x 
and y are perfect squares. 
To show this, write x = gcd(x, y)x', and similarly y = gcd(x , y)y'. Then 
xy = (gcd(x, y))2x'y' so x'y' must be a perfect square. But x' and y' are coprime, 
so x' and y' must also be perfect squares; then x is the product of two perfect 
squares, so must be a perfect square; similarly for y. D 
Now, notice that !! = gcd (~, 9:I!:k..) because the divisions are exact. So , 
c ac ec 
because !! is a perfect square, and '!!:k!:. 9:I!:k. = ('!!:k..) 2 is also a perfect square, then 
c ac ec c 
the theorem above implies that the square roots on lines 8 and 10 are exact. 
Furthermore, note that ab = de = ~- This guarantees that the transposi-
tions will be square. 
In practise, of course, it is somewhat expensive to repeatedly compute GCD 
operations and divisions. Since elements of Care often powers of a small set P of 
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Require: C the set of elementary FFTs we can compute; 
Require: n 1 , n 2 , . .. , nm the dimensions of the FFT to be evaluated ; ni > 1. 
Ensure: The lowest cost of computing an FFT of dimensions n 1 , . .. , nm is 
g. 
1: Find k so that a < nke ::; nka, where a = f11;/ ni and e = [1:k+i ni. 
2: g f- +oo 
3: if a does not divide nke, ore does not divide ank then 
4: {No suitable tree exists .} 
5: else 
( nke ank) 6: Let u = gcd -;;- , -e- . 
7: for all c E C so that c divides u and ~ is a perfect square do 
b fifke 8: f- -ac 
9: ht f- the lowest cost of computing an FFT of dimensions 
n1, n2, ... , nk-i , b (a recursive operation) f7!l 10: d f-
e 
11: hr f- the lowest cost of computing an FFT of dimensions 
d, nk+l, nk+2, . .. , nm (a recursive operation) 
l 2: ht f- h1 + hr + the cost of computing the scaling, transposition , 
and elementary FFT 
13: if ht < g then 
l4: g f- ht 
15 : c' f- C 
16: end if 
17 : end for 
18: end if 
Figure 3.10: Mul tidi mensional tree-generation algor1thm 
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Figure 3.11: Optimal tree for FFf of size 217 . 
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Figure 3.12: Optimal tree for FFf of size 256. 
primes, it may be better to write the ni, a through e, and u, as vectors ( ni) over P 
so that ni = ITpEP p(ni)p. Then the loop on line 7, for instance, is over all vectors 
(c) E C so that (c)p :S (u)p and ((c)P mod 2) = ((u)P mod 2). This is what is 
done in our implementation. 
It is particularly important to contain the cost of the tree computation on the 
VPP, because it is not vectorisable and so each operation needed here takes about 
as much time as ten arithmetic operations. The current version takes less than 1 % 
of the total time required for a 220 FFT. 
The depth of the recursion (and the maximum height of the tree) is of order 
O(log log N), where N = [1~ 1 ni, because in each recursive call N is no more 
than the square root of the value in the caller, and an FFT of size 1 has cost 0. 
Since each invocation of the algorithm makes no more than 2IC I calls, the total 
algorithm takes time of 0((2 ICl) 10glogN) or 
0 ( (log N)log(2 IC I)) . (3.1) 
In the one-dimensional case, we can further simplify the computation by ob-
serving that any subtree of an optimal tree must also be an optimal tree (for a 
smaller FFT, of course). For example, the left and right subtrees of a tree of size 
217 (figure 3.11) must both be optimal (figure 3.12). This allows us to remove the 
constant 2 in equation 3.1, producing the algorithm shown in figure 3. 13. 
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Require: C is the set of all elementary FFTs we can com-
pute; 
Require: n is the size of the FFT to be evaluated, n > 1. 
Ensure: The lowest cost of computing an FFf of size n is 
9n · 
l : a f- 1 
2: e f- 1 
3: for all c E C so that c divides n and ~ is a perfect square 
do 
4 : bf- l!f 
S: h1 f- the lowest cost of computing an FFf of size b. 
6: d f- b 
7 : ht f- 2h1 + the cost of computing the scaling, trans-
position , and elementary FFf 
8: if ht < g then 
9: 9n f- ht 
10: Cn f- C 
11 : end if 
12: end for 
Figure 3.13: One-dimensional tree-generation algorithm 
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It is then possible to apply dynamic programming [25, chapter 16] by keeping 
a record of computed ( n, gn, en) triplets . In the popular case of n = 2r, dynamic 
programming allows the complexity to be further reduced from O((logn) 10g ICI) 
to O (log n), as there are at most log n tri pie ts that need to be generated. 
Dynamic programming is less effective in the multidimensional case, because 
in typical use there are many more distinct subproblems that must be solved. 
For the VPP implementation, dynamic programming is used only for the one-
dimensional case. 
The VPP implementation is the routine imf ac tr, written as a pair of re-
cursive routines in Fortran 90. The new features in Fortran 90 made it possible 
to handle the complex data structures required with significantly more ease than 
would have been the case in older Fortran dialects. 
3.8 Testing 
An advantage of the highly modular structure of the library is that each part is 
relatively simple and can be tested (and, importantly, debugged) independently 
during construction. For regression testing, however, it is easier to test the top-
level routines in such a way as to ensure all parts of the lower-level routines are 
exercised. 
The test cases consist of two classes. Some are known answer tests, in which 
a transform of a vector is compared against an explicitly computed DFf (usually 
the vector is a basis vector, to simplify the DFT computation). The remainder 
compute the forward then inverse transform of a pseudo-random input vector, 
which should be (approximately) the identity function. 
One important feature of the second class of tests is that the workspace is 
filled with random values between the computation of the forward and inverse 
transform. This ensures that all the required values are really being computed in 
the workspace, not obtained from the data left there by the forward transform. 
3.9 Performance 
The new multidimensional 'square transpose' technique does involve a trade-off, 
between the complexity of the topmost scaling (and the tree computation) against 
better vector lengths for the remainder of the algorithm. One important question 
is whether this trade-off was successful. 
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Figure 3.14: Perfo rmance comparison of multidimensional FFT algorithms for 
FIT of size 128 x 128 x N . 
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Figure 3.15: Performance comparison of multidimensional FFT algorithms for 
FFT of size 128 x 64 x N . 
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Figure 3.16: Performance comparison of multidimensional FFf algorithms for 
FFf of size N x N x N. 
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Figure 3.17: Performance comparison of multidimensional FFr algorithms for 
FFf of size 16 x N. 
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Figure 3.18: Performance comparison of multidimensional FFr algorithms for 
FFr of size 256 x N. 
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Figure 3.19: Performance comparison of one-dimensional FFf implementations 
for computation of 64 simultaneous FFfs. 
Figures 3.14, 3.15, and 3.16 compare the performance of the two algorithms 
in the three-dimensional case. Figures 3.17 and 3.18 are similar for the two-
dimensional case. The graphs all show ' nominal MFLOPS', which is computed 
by dividing 5n log2 n by the time taken for the computation, where n is the total 
si ze of the FFT. 
As can be seen, the new algorithm, as implemented in dcmmf t, is consistently 
faster for both long and intermediate-length FFfs. 
Figure 3.16 is of particular interest, as this shows the case of a three-dimen-
sional FFf where all the dimensions are equal. Again, the new algorithm has 
a significant advantage. Unfortunately, the current implementation of dcmmf t 
cannot execute such FFfs when N is not a power of 2 (and, indeed, cannot do this 
in principle for many sizes). 
It is also important to note that the new algorithm requires about half the mem-
ory of a non-square transpose routine. Thi s is particularly significant when the 
FFf being performed is so large that it must be executed out-of-core; in that case, 
the memory requirements of the in-core FFf is an important determinant of speed. 
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Another form of comparison is to compare this FFf with another implemen-
tation. Siemens has an alternative FFf implementation which is based on the 
Pease algorithm (see figure 1.5). Unfortunately, the Siemens FFf code has a 
very slow roots-of-unity generation, which somewhat skews the results for single 
FFTs. Thus, figure 3.19 shows the performance of the Siemens implementation 
and dvsc ft for computation of 64 FFrs simultaneously, which reduces the rela-
tive cost of the roots-of-unity computation. As can be seen, for this case the SSLII 
library performs significantly better. 
3.10 The Parallel Library 
The library also includes parallel FFT routines. The routines are primarily useful 
when the size of an FFT exceeds the memory capacity of a single PE, but not of 
the whole machine. 
The parallel routines do not use a square transpose technique at the top level, 
even for the one-dimensional FFf, as this would produce no benefit; the commu-
nication requires a copy to be made in any case. They instead use a Stockham 
FFT, as shown in figure 1.6. The data is arranged so that the low bits of the vector 
index determine the processor number; then the two FFfs of the Stockham trans-
form are computed using the square transpose technique, and the transposition is 
the only interprocessor communication. 
To avoid an excessive memory requirement, the roots-of-unity computation is 
performed as the values are needed during the combined transposition and scaling. 
As many of these values are used only during this transposition, and not in the 
smaller FFTs, this is not too expensive. 
For the multidimensional FFT, a similar computation is performed except that 
no componentwise multiplication is necessary. 
The speedup attained is surprisingly good considering the relatively low ratio 
of computation to communication. As figure 3.20 shows, the speedup is approxi-
mately linear, and is about 4.5 on seven processors. There is a little extra speedup 
on eight processors, up to 5.3, because in this configuration load balancing is 
slightly better and the transposition is slightly more efficient. 
By way of comparison, the 2048 x 2048 square transpose routine on one pro-
cessor runs at 1550 nominal MFLOPS , so some speedup is attained even when 
moving from this routine to the parallel routine on two processors. 
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Figure 3.20: Speedup of 2048 x 2048 FFT performed in parallel. 
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Chapter 4 
Real FFTs 
The previous chapters have considered the DFT as an operation on arbitrary com-
plex numbers. In many applications, it is known that the input of the OFT is real, 
the result is real , or both. In these cases, substantial computational savings can be 
achieved by taking advantage of the reduced input domain. 
There are two classes of techniques for computing such DFTs. They can be 
computed by converting the OFT into a smaller OFT over a general complex vec-
tor; or by following the reduced domain through each step of a DFT and taking 
advantage of the reduced computation required at each step. These techniques 
will be examined in subsequent sections. 
4el Kinds of Symmetric FFTs 
The FFT variants we will consider are based on the following: 
Xj = Xj => (Fx)j = (Fx)_j (4. l) 
Xj = -Xj => (Fx)j = -(Fx)_j (4.2) 
Xj = x_j+r => (Fx )j = wqrj (Fx )-j (4.3) 
Xj = -x_j+r => (Fx)j = -wqrj(Fx)-j (4.4) 
We will prove the last of these; the remainder are similar and are left to the 
reader. 
n-1 
(Fx)i L wqik(x)k (4.5) 
k=O 
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n-1 L Wqj(-k+r)(x)-k+r 
k=O 
n-1 
- L wqj(-k+r)(x)k 
k=O 
n-1 
- L wq(-j)k+qrj(x)k 
k=O 
n-1 
-wqrj L wq(-j)k(x)k 
k=O 
-wqrj (Fx )-j 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
Note that because of the simi larity between forward and inverse DFfs, all of 
these can be reversed , so that (for instance) if Xj = x_j, then (Fx)j = (Fx)j. 
Also note that in the case of symmetries 4.3 and 4.4 when r = 0, the forwards and 
inverse DFfs are identical up to a constant; that is, F 2x = nx. 
The first two equations give the symmetry in the output of the DIT induced 
by input data which has zero imaginary part (that is, it is exclusively real) for 
symmetry 4.1 or zero real part for 4.2. The remaining two apply when there 
is a reflective symmetry in the data; r determines where the symmetry appears. 
Depending on whether each of r and n are even or odd, it may happen that up to 
two values of x are independent of all the other values for symmetry 4 .3, or must 
be set to be zero for 4.4. 
4.3 is called an even symmetry when r = 0 and a quarter wave even symmetry 
when r = -1. Similarly, 4.4 is called an odd symmetry when r = 0, or quarter 
wave odd symmetry when r = -1. We will avoid using this terminology, as it 
leads to confusion; one can have an odd symmetry, an even r and an even n, for 
example. 
Each of the first two sym metries can be combined with either of the last two. 
The resulting transformations are called the Discrete Cosine Transform , DCT, for 
combinations of symmetries 4.1 and 4.3 and the Discrete Sine Transform , DST, 
for combinations of 4.1 and 4.4. 
To be precise, what is usually called the DCT is the combination of symmetries 
4.1 and 4.3, when n is even and r = 0. The usual DST is also when n is even 
and r = 0. There are variants called DCT-II and DST-II for n even and r = -1, 
and some authors add variants DCT-III and DCT-IV (and simi larly for DST) for 
n odd. 
The usual DCT and DST can be consi dered as operations on a real vector x of 
4.2. SYMMETRIC FFTS USING COMPLEX FFTS 99 
length n, so that 
n-2 21rjk 
xo+Xn-t + Lxkcos2(n-l) 
2 k=l 
(4.11) (DCT(x))j 
(DST(x))j = n-1 21r(j + l)(k + 1) L x k sin 2 ( n + 1) k=O (4.12) 
and this is the origin of the names. Note that the corresponding FFf is of length 
2(n - 1) for the DCT and 2(n + 1) for the DST, and the result of that FFT is twice 
the result of the DCT and DST. 
4.2 Symmetric FFTs Using Complex FFTs 
One way to take advantage of the reduced complexity of a symmetric FFT is 
to apply some pre-processing to combine several symmetric FFTs into a single 
complex FFT. The general technique to be used is: 
1. Given some vectors x 0 , x 1, . . . , Xn-l with given symmetries , combine them 
together to produce some new vector z; 
2. Compute F z ; 
3. Derive Fx0 , Fx 1, ... , Fxn-l from Fz. 
For the real FFTs (symmetries 4.1 and 4.2), this is relatively straightforward. 
Given two vectors x and y, so that x satisfies equation 4.1 and y satisfies 4.2, then 
we can compute F(x + y) and obtain the components at the end again by noticing 
that 
(Fx)j 
(Fy)j 
(F(x + y))1 + (F(x + y))-j 
2 
----(F(x + y))1 - (F(x + y)) _1 
2 
(4.13) 
(4.14) 
If instead we have two real FFTs we can simply compute F(x + iy) instead, 
and divide iFy by i to obtain the desired result. Similarly, if we have two FFfs 
with zero real part we can compute F(-ix + y). 
Note that the initial calculation here, x + y or x + iy or -ix+ y, involves no 
actual computation. This technique seems to have first appeared in [78]. 
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A similar technique can be used to combine the FFrs of two vectors, x with 
symmetry 4.3 and y with symmetry 4.4, where the same r is used for both: add 
them together, and then 
(Fx)J 
(Fy)J 
( F ( X + y)) j + W qr j ( F ( X + y)) _ j 
2 
(F(x + y))j - wqrj(F(x + y))-j 
2 
(4.15) 
(4.16) 
If we wish to combine two vectors x and z both satisfying 4.3, we can convert 
z into into a vector y satisfying 4.4 by computing: 
(y)k = (zh-1 - (z)k+1 (4.17) 
because then 
(Y)-k+r = (z)-k+r-1 - (z)_k+r+l = (z)k+l - (z)k_1 = -(y)k 
Then note that equation 4.17 is a convolution, so given Fy, we can compute 
Fz by performing a componentwise division by the DFT of the convolution vec-
tor, Fw where w * z = y: 
That is, 
{
l , whenk=l; 
(w)k= -1, whenk=n-1; 
0, otherwise. 
(Fz)k = A(Fy)k 
2sin~ 
n 
(4.18) 
(4.19) 
It is not necessary to be concerned with potential overflow in the machine arith-
metic when k i- 0, as the denominator will be no smaller than 1. 
When k = 0, (Fz)k must be computed explicitly as 
n-1 
(Fz) 0 = L(z)k 
j=O 
n 
( 4.20) 
The same transformation (equation 4.17) can be used to change an z which 
satisfies symmetry 4.4 into a y which satisfies 4.3. 
This allows us to compute four sine or cosine transforms using only a single 
n-poi nt complex FFf. The techniques presented here have many variations; for 
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instance, in the previous discussion one can perform the componentwise division 
first, and apply the convolution to the result of the FFT. Variations of the tech-
niques in the above are presented in [23], although they seem to have been known 
earlier than this. 
Sometimes only a single symmetric FFT need be calculated. In this case, we 
can use the Stockham algorithm (shown in figure 1.6) to reduce a single FFT into 
many smaller ones. How precisely this is best done depends on the target of the 
implementation, but one simple approach, if n is even, is to reduce the single FFT 
into two or four; then the complex FFT can be computed first, and the remaining 
order-two or order-four FFT can be combined with the post-processing. A typical 
example of this may be found in [ 16] for the order-four case, or in the appendix 
of [72] for the order-two case. 
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The technique presented above has several disadvantages. The pre- and post-
processing stages involve extra computation, so the speedup obtained is not quite 
the factor-of-two or factor-of-four one might expect; they also involve additional 
data accesses, which may be even more expensive than the actual computation. 
Also, when multiple FFTs are combined, the error in each final result depends on 
the value of the inputs of all the combined FFTs, which may be undesirable and 
certainly complicates the error analysis. 
A technique which avoids this was first described by Edson and Bergland in 
1968, in a pair of patent applications [30] and [ 11] (the patents expired in 1989), 
and a paper [10]; the technique is usually attributed to Edson. The technique was 
implemented in-place in [84] and extended to the other symmetries we consider 
in [82]. 
The technique operates by eliminating redundant computations in the compu-
tation of a Cooley-Tukey FFT on symmetric data. For instance, consider the case 
of real data. Consider a Stockham FFT on a vector X of length st = n on such 
data. Index X by s, t, then: 
z(l\, k) := FsX(-, k) 
z(2) (j, k) := w~k z(l) (j, k) 
z(3)(k ,j) := z(2)(j,k) 
Y(-, j) := Ftz(3 ) (-, j) 
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The vectors have the following symmetries: 
X(j, k) 
z(l) (j, k) 
z(2) (j, k) 
z(3\k, j) 
Y(k, j) 
X(j, k) 
Z0fFj,k) 
z(2)(-j,k) 
z(3)(k, -j) 
Y(-k, -j) 
The first FFr, Fs, is a real FFr, as its input is real. Thus it can be computed 
recursively using the technique we are defining. For the remaining computation, it 
is only necessary to compute one of the values with index j and -j in the above, as 
the other will be obtained by symmetry; so instead of performing s FFTs of size 
t, we need only compute a little more than ~ FFTs. Similarly the computation 
needed in the componentwise multiplication is reduced by almost half. 
In the end case, of course, we will eventu·ally have to compute an elementary 
real FFT of some size to terminate the recursion, just as in the complex case. Such 
FFTs are usually derived from the corresponding complex FFr routine, either 
manually or, as in [32], by an automated process. 
In total, a little fewer than half the number of arithmetic operations will be 
required compared to the complex FFT. 
The inverse real FFr (that is, one whose result is real) can be obtained by 
simply reversing the above process. 
For the other symmetries, a similar derivation can be made, but the situation 
becomes more complex. 
4.4 Symmetric FFT Library Routines 
The SSLII/VP and SSLII/VPP libraries, discussed in chapter 3, also include rou-
tines for computing FFTs of real data, and limited routines for computing sine and 
cosine transforms. 
The user interface to the library follows the description in section 3.3. The 
new routines are called dvsrft and dvmrft for the real FFTs, dvmoft for the 
cosine tran sform , and dvss ft for the sine transform. 
The routines all operate by reducing the symmetric FFT to fewer or shorter 
complex FFTs , then using the existing complex FFr routines. This allows them 
to take advantage of the significant amount of tuning ,that has been done on these 
routines. However, this does add some overhead in the pre- and post- processing 
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Table 4.1 : Pre- and Post- processing routines 
Symmetry pre-processor post-processor 
Real dsplit dsepar 
Cosine dctc dcte 
Sine dstc dste 
which a direct computation would not need. As described below, the cost of thi s 
processing on a vector machine is not insignificant. 
To obtain better vector length in the one-dimensional case, the real FFf uses 
an algorithm which is a hybrid of both the algorithms described above. 
The names of the routines that perform the pre- and post- processing are listed 
in table 4.1. The names for the real symmetry are historical; the newer routines 
have a consistent pattern, of the form 'double-precision cosine transform com-
pression' for dctc or' ... expansion ' for dcte. 
The sine and cosine transforms are limited in that they support only perform-
ing one-dimensional transforms , and require that the number of transforms being 
performed are a multiple of four. 
The real transform, however, is not so limited. Both one- and multidimen-
sional transforms are supported , and speedup is obtained even when performing 
only a single transform. For the multidimensional transform, the transform is re-
duced to many one-dimensional real FFfs as in section 2.6, which are then com-
bined pairwise; if the dimensions are odd, one of the FFfs is duplicated to give an 
even number of real FFfs to be performed, at a slight cost in efficiency. 
The one-dimensional FFT is more complex. When a large or an even number 
of FFfs are to be performed , they are combined pairwise as in the multidimen-
sional real FFr. However, when a small odd number of FFTs are to be performed, 
a more complex technique is used which is shown in figure 4.1. This technique 
uses the Stockham algorithm once, as described above, but the size of the FFf is 
factored into two approximately equal parts. This ensures that the vecto r length 
during the data movement shown in the figure is kept at 0 ( ~ (although the con-
stant is not as small as might be hoped). The transposition and componentwise 
multiplication are combined into the rou tine de tsv. 
The figure shows the FFT whose input is real; an FFf whose output is to be 
real (that is , whose input has symmetry (Fx)j = (Fx )- j) is obtained by reversing 
the direction of each arrow, and using inverse routines called dun fix, dj o in2, 
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Figure 4.2: Performance of single one-dimensional real FFf. 
and dassem. 
The real FFT uses workspace slightly larger than the input, about n.jn-the 
routine's documentation should be consulted to see the exact size- and each step 
shown takes either the workspace or the input array and copies it into the other 
array. 
4.5 Symmetric FFT Library Performance 
Figures 4.2 and 4.3 compare the performance of the real FFf routines ( dvs r ft 
and dvmr ft) against that of the complex FFT routines (dvsc ft and dvmc ft) . 
The 'nominal MFLOP/s' value is computed as 2 ~ 1rt , where tis the time in sec-.on og 2 n 
onds and n is the number of floating-point values input to the FFf (each complex 
number is two floating -point values). For the one-dimensional graph, all values 
between 215 and 221 which factor into powers of 2, 3, and 5 are plotted. 
If the real FFfs had no additional overhead over the complex FFfs, we would 
expect that both would attain about the same ' nominal MFLOP/s'. In practise, 
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Figure 4.3: Performance of N x N x N real FFf_ 
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240 
A 
16 16 
Figure 4.4: Tree for FFr of size 61440. 
however, there is a noticable difference between the two, particularly in the one-
dimensional case, because of the more complex data arrangement and the extra 
processing required. In the three-dimensional case the data structures are simpler 
and so the overhead is much reduced. 
One interesting feature of the first graph, figure 4.2, is that the variability of 
the real FFf is significantly smaller than that of the complex FFf. This is at least 
partly due to the variation in vector lengths caused by the tree generation process. 
For instance, there is particularly poor complex performance for FFrs of lengths 
30720 and 61440, which factor into 211 x 3 x 5 and 212 x 3 x 5 respectively. These 
generate trees of the form shown in figure 4.4, which produces a computation 
which usually has vector length 16 leading to the poor performance. The real FFr 
avoids this by using a 'four-step' technique which ensures vector length closer to 
fa, but at the cost of lower peak performance, which is probably less useful for 
users (who can try to arrange their computation to attain the higher performance, 
or at least avoid the worst cases). 
Figure 4.5 shows the performance obtained when executing l 024 sine trans-
forms and compares it to executing 512 real and complex FFfs of the same size; 
this is how the sine and cosine routines are intended to be used. As can be seen, 
the performance of the sine transform is similar to that of the real transform, but 
these are both significantly less than that of the complex transform because of 
the additional overhead and because the complex transform can usually achieve 
vector lengths longer than 512 using the 'square transpose ' algorithm, but the 
rate-limiting step in the real and sine transforms, the data rearrangement, does not 
obtain such benefits. 
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Figure 4.5: Performance of 512-fold one-dimensional transforms. 
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Appendix A 
Notation 
The following notation is used throughout this document. 
a, /3, ... 
7f 
Wn 
e 
h, i, j' k, l 
m 
n 
ni 
W, X, y, Z 
A,B, ... 
Fn 
G,H 
In 
C 
Real and complex numbers. 
The ratio of a circle's circumference to its diameter. 
exp ( 21rfJ), a nth root of unity. 
The base of natural logarithms, L~o i. 
Index variables. 
Number of dimensions. 
Length of vectors; size of arrays. 
Size of ith dimension . 
Vectors, usually of length n. 
Matrices. 
The Fourier transform matrix or linear transformation of size n . 
Groups. 
The identity matrix of size n. 
The field of complex numbers. 
JR The field of real numbers. 
Zn 
Mn(F) 
X*Y 
x8y 
M@N 
¢ 
A,x 
The cyclic group of order n. 
The algebra of n x n matrices over a field F. 
The convolution of vectors x and y. 
The componentwise product of vectors x and y . 
The tensor product of matrices M and N. 
The complex conjugate of¢; if¢ = a + A /3 , 
rfi = a-A/3. 
The (componentwise) conjugate of A or x . 
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(x)j 
Xj 
(A)j 
(A)j,k 
(x, y) 
z(2) ( a, b, c) 
gcd(p,q) 
lnx 
logn X 
GxH 
la 
IGI 
APPENDIX A. NOTATION 
The element of x corresponding to j; 
when j is an integer, the j + 1th element of x. 
Either (x)j, or one of a number of vectors x 0 , x 1, . ... 
The j + 1th row of A. 
The k + 1th element of the j + 1th row of A. 
The complex inner product of x and y , Lj XjYj· 
A vector z(2), written with three indices a, b, c; 
a is the most significant index . 
The greatest common divi sor of p and q. 
The natural logarithm of x. 
The logarithm of x to the base n, :~ ~. 
The direct product of groups or sets G and H. 
The identity element in group G. 
The number of elements in the (finite) set G. 
Appendix B 
Groups 
This appendix summarises some basic notation and results on groups, fields, and 
modules. Some more extensive references for this material are [3, 42, 69]. 
A group is a pair (G, ·) , where G is a set and· is an operation so that: 
1. For all a, b E G, a · b is defined and a· b E G. 
2. For all a, b, c E G, a · ( b · c) = ( a · b) · c; 
3. There exists some identity element la E G so that for all a E G, a · la = 
la· a= a; 
4. For all a E G, there exists some inverse a- 1 E G so that a· a- 1 = a- 1 · a = 
la. 
Often the· is omitted, so ab is written for a· b; 1 is written instead of la where the 
group involved is clear; and the group is referred to as G when it is clear which 
operation is meant. If the operation is written as+ , then the inverse of a is written 
- a and the identity element is written 0. 
If n is an integer and a is a member of a group (G, ·), an is defined to mean 
a · a· a· ... · a where there are n 'a's in the product. If the operation is written as 
+ , then na is used to mean the equivalent thing. 
The order of a finite group G, written JG /, is the number of elements in G. 
The order of an element g E G, written o(g) , is the least positive integer n so that -
gn = la. 
(H, ·) is a subgroup of a group (G, ·) iff His a subset of G and (H, ·) is itself 
a group. 
A group G is abefian if for all a, b E G, ab = ba. 
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The (external) direct product of two groups (G, ·c) and (H, · H ), which we will 
write (G, ·c) x (H, ·H ), is ( {(g, h): g E G, h EH}, ·cxH) where 
(a, b) ·cxH (c, d) = (a ·cc, b ·H d). 
It can be seen that this is itself a group; the identity is (1 0 , lH) and the inverse 
of (g, h) is (g- 1 , h- 1 ). G x His abelian if and only if G and Hare both abelian. 
The direct product can be extended to any finite number of groups. 
When the group operation is being written as +, we speak of the direct sum 
instead of direct product, and write it G EB H. 
There is also a concept of an internal direct product, in which given two sub-
groups S, T of a group G we can write any element g E Gas a product g = st for 
some uniques E Sand t E T. It is equivalent to the external direct product. 
A homomorphism from a group G to a group H is a function f : G --t H so 
that for all a, b E G, f(ab) = J(a)J(b). From this it follows that f(la) = lH and 
J(g- 1 ) = (J(g))- 1. The image of Gin His a subgroup of H. 
Two groups G and H are isonwrphic if there is a one-to-one and onto homo-
morphism f between G and H; f is an isomorphism. In some sense, two groups 
that are isomorphic are the same. We write G = H if G and Hare isomorphic. 
A subgroup Hof G is normal, written H ~ G, if for all h E Hand g E G, 
ghg- 1 EH. 
One very important family of groups are the cyclic groups . The cyclic group 
of order n, which we will write as Zn, is the group of integers modulo n under 
addition. The cyclic groups are abelian. 
The fundamental theorem on finite abelian groups states that any finite abelian 
group is isomorphic to a direct product of cyclic groups. For a proof, see [42, pp. 
109-111 ]. 
An (associative) ring is a triplet (R, +,·)so that: 
1. (R, +) is an abelian group. 
2. For all a, b E R, a · b is defined and a · b E R. 
3. For all a, b, c E R, a· (b · c) = (a· b) · c. 
4. For all a, b, c E R, a· (b + c) =a· b +a· c and (b + c) ·a= b ·a+ c · a. 
A ring need not have an identity under multiplication; an example of a ring 
without an identity is the even integers. If a ring does have such an element, we 
will call it a ring with l; often, the term "ring with unit element" or just "ri ng 
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with unit" is used for the same property. A unit in a ring is an element a so that 
there is some /3 so that a/3 = f3a = 1, and unit element is another name for the 
multiplicative identity. 
The equivalent of a normal subgroup for a ring is an ideal; it is a subgroup S 
of a ring R so that for any s E S, r E R, both rs E S and sr E S. 
A homomorphism from a ring (R, +, ·) to a ring (S, +, ·) is a function f 
R-+ S so that 
l. For all a, b ER, f(a + b) = f(a) + f(b); and 
2. For all a, b ER, f(a · b) = f(a) · J(b). 
A ring isomorphism is a one-to-one, onto, homomorphism. 
A division ring is a ring in which (R - {O}, ·) is a group. 
Afield is a ring in which (R - {O}, ·) is an abelian group. 
The characteristic of a field F is defined as the least positive integer n so that 
na = 0 for all ex E F, if such an integer exists. If no such integer exists, we say 
that F is of characteristic 0. 
The cyclic groups can be viewed as rings under the usual multiplication and 
addition, and Zn is a field if and only if n is prime. 
The complex numbers form a field under the usual addition and multiplication. 
We will write this field as C. The real numbers also form a field which we will 
write R 
A (left) module over a ring R with 1 is a triplet (M, +,·)so that: 
l. (M, +) is an abelian group. 
2. For all a ER, m EM, a· mis defined and a· m EM. 
3. For all ex ER, m, n EM, a· (m + n) =ex· m +ex· n. 
4. For all ex, /3 ER, m EM, (a+ /3) · m =a· m + /3 · m. 
5. For all ex, /3 E R, m E M, (a/3) · m =a · (/3 · m). 
6. For all m E M, lR · m = m. 
Often "module over R" is shortened to R -module. 
A vector space is a module over a field . 
A submodule of an R-module ( M, +, ·) is a triplet ( N, +, ·) where: 
l. (N, +) is a subgroup of (M, +);and 
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2. For all a ER, n E N, a· n EN. 
A submodule of a vector space is called a subspace; it is also a vector space. 
A homomorphism from an R-module M to an R-module N is a function f : 
M ---t N so that 
1. f is a group homomorphism between ( M, +) and ( N, +); and 
2. For all r E R, m E M, J (rm) = r J (m). 
A module isomorphism is a one-to-one, onto, homomorphism. A homomorphism 
between vector spaces is called a linear transformation. 
The (external) direct sum of two R-modules (M, + , ·)and (N, +,·),which we 
will write (M, + , ·)EB (N, +,·),is produced by extending (M, +) x (N, +) with 
an operation · MfJJ N defined by 
r "Mffi N (a, b) = (r ·Ma, r ·Nb). 
(M, +,·)EB (N, +,·)is an R-module. 
The notation nM, for a module M and integer n, means the direct sum of n 
copies of M. 
An algebra over a field Fis a collection (A,+,· ,*) so that 
1. (A , + , *)isaring; 
2. (A,+ , ·) is an F-vector space; 
3. For all,\ E F, a, b E A, (,\·a)* b = ,\ · (a* b) =a*(,\· b). 
Again, often both* and· are omitted so A· (a* b) is written as simply ,\ab. 
The canonical example of an F-algebra is the ring of n x n matrices over F , 
which we will write Mn(F). 
An algebra homomorphism is a ring homomorphism and F-linear transforma-
tion; an algebra isomorphism is a one-to-one and onto homomorphism. 
Appendix C 
def t4 Inner Loop 
Here, nO is the vector length, xr and xi are the real and imaginary parts of the 
data on which the FFf is being performed, nl is 4, and n2 is ~ where n is the 
size of the elementary FFf being performed. This code performs one direction of 
the transform, the code for the other direction is similar but the stores to j 1 and 
j 3 are exchanged. 
do i2 = O,n2-1 
!OCL novr ec(xr,xi) 
* 
* 
* 
* 
* 
* 
do iO = O,n0 - 1 
computing the pointers 
jO = l+iO+mod(i2*nl,nl*n2)*n0 
jl = l+iO+mod(i2*nl+n2,nl*n2)*n0 
j2 = l+iO+mod(i2*n1+2*n2,nl*n2)*n0 
j3 = l+iO+mod(i2*n1+3*n2,nl*n2)*n0 
numerical part 
t4 = xr(jO) 
ts= xr(j2) 
to= t4 + ts 
t6 = xr(jl) 
tl = t4 - ts 
t4 = xr(j3) 
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t2 = t6 + t4 
t3 = t6 t4 
tS = tO + t2 
t4 = xi(jl) 
t6 = to - t2 
xr (j O) = t5 
t7 = xi(j3) 
to= t6 + t7 
xr (j2) = t6 
t2 = t6 - t7 
t4 = tl + t2 
t6 = xi(jO) 
t5 = t1 - t2 
xr(jl) = t4 
t7 = xi(j2) 
tl = t6 + t7 
xr(j3) = t5 
t2 = t6 t7 
t4 = tl + tO 
t5 = t1 - tO 
xi(jO) = t4 
t6 = t2 + t3 
xi(j2) = ts 
t7 = t2 - t3 
xi(j3) = t6 
xi(jl) = t7 
end do 
end d o 
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