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Abstract. In this paper, we examine the dependence of standard gluing pro-
cess for pseudoholomorphic curves under the change of the length T of the
neck-region with respect to the cylindrical metrics associated to the given an-
alytic coordinates near the punctures in the setting of bordered open Riemann
surface with boundary punctures. We establish exponential decay of the T -
derivatives of the T -dependent family of glued solutions under the change of
the length T of the neck-region in a precise manner. This exponential decay
estimate is an important ingredient to prove the smoothness of the Kuranishi
structure constructed on the compactified moduli space of pseudoholomorphic
curves given in the appendix of the authors’ book [FOOO1]. We also demon-
strate the way how this smoothness follows from the exponential decay.
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1. Introduction
The theory of Kuranishi structures is introduced by the first and the third named
authors in [FOn], and further amplified by the authors in [FOOO1], [FOOO2].
To implement the abstract theory of Kuranishi structure in the study of concrete
moduli problem, especially that of the moduli space of pseudoholomorphic curves,
one issue is to establish smoothness of the Kuranishi map s and of the coordinate
change of the Kuranishi neighborhoods.
Let us first describe the problem in a bit more detail in the context of bordered
stable pseudoholomorphic curves attached to Lagrangian submanifolds.1 Note that
the boundary in our formulation the neck region is long strip [−T, T ]×[0, 1], and the
case where the source curve is singular corresponds to the case when T =∞. So a
part of the coordinate of our Kuranishi neighborhood is naturally parameterized by
the (infinite) semi-open interval (T0,∞] or a product of several of them. Note ∞ is
included in (T0,∞]. As a topological space (T0,∞] has unambiguous meaning. On
the other hand there is no obvious choice of its smooth structure as a manifold with
boundary. Moreover for several maps such as Kuranishi map in the definition of
Kuranishi structure, it is not obvious whether it is smooth for the given coordinate
of (T0,∞] naturally arising from the standard gluing construction. This issue has
recently been raised and asked to the present authors by several mathematicians 2.
There are several ways to resolve this problem. One approach is rather topo-
logical which uses the fact that the gluing chart is smooth in the T -slice on which
the gluing parameter T above is fixed. This approach is strong enough to establish
all the results of [FOn] for which the method used in [McSa] was good enough to
work out the analytic details along this approach. However it is not clear to the
authors whether this approach is good enough to establish smoothness of the Ku-
ranishi map or of the coordinate changes at T = ∞. This point was mentioned
by the first and the fourth named authors themselves in [FOn, Remark 13.16]. To
prove an existence of the Kuranishi structure that literally satisfies its axioms, we
take a gluing method different from the ones employed in [McSa, FOn], called the
alternating method, in this article. (See Remark 6.17 for a discussion about several
other differences on the analytic points.)
Using the alternating method described in [FOOO1, Section A1.4], we can find
an appropriate coordinate chart at T = ∞ so that the Kuranishi map and the
coordinate changes of our Kuranishi neighborhoods are of C∞ class. For this pur-
pose, we take the parameter s = 1/T . As we mentioned in [FOOO1, page 771]
this parameter s is different from the one taken in algebraic geometry when the
1We can generalize it to the case of pseudoholomorphic curves attached to totally real sub-
manifolds for given almost complex structure J on X. We do not discuss it here since we do not
know its application.
2Among others, Y.B. Ruan, C.C. Liu, J. Solomon, I. Smith and H. Hofer asked the question.
We thank them for asking this question.
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target X is projective. The parameter used in algebraic geometry corresponds to
z = e−const·T . See Section 8. It seems likely that in our situation where either
almost complex structure is non-integrable and/or the Lagrangian submanifold en-
ters as the boundary condition (the source being the bordered stable curve) the
Kuranishi map or the coordinate changes are not smooth with respect to the pa-
rameter z = e−const·T . But it is smooth in our parameter s = 1/T , as is proved in
[FOOO1, Proposition A1.56].
The proof of this smoothness relies on some exponential decay estimate of the
solution of the equation (1.1) with respect to T , that is, the length of the neck. An
outline of the proof of this exponential decay is given in [FOOO1, Section A1.4,
Lemma A1.58]. Because of the popular demand of more details of this smoothness
proof, we provide such detail in the present paper by polishing the presentation
given in [FOOO2, Part 3]. The exponential decay estimate is proved as Theorem
6.4. We then show how it enables us to prove the smoothness of the coordinate
change of Kuranishi structure in Section 8. See Theorems 8.25 and 8.32.
In the present paper, we restrict ourselves to the case where we glue two (bor-
dered) stable maps whose domain curve (without considering the map) is already
stable. By restricting ourselves to this case we can address all the analytic issues
needed to work out the general case also without making the notations so much
heavy.
In case when the element is a stable map from a curve which has single nodal
singularity, its neighborhood still contains a stable map from a nonsingular curve.
So we need to study the problem of gluing or of stretching the neck. Such a
problem on gluing solutions of non-linear elliptic partial differential equation has
been studied extensively in gauge theory and in symplectic geometry during the
last decade of the 20th century. Several methods had been developed to solve the
problem which are also applicable to our case. In this article, following [FOOO1,
Section A1.4], we employ the alternating method, which was first exploited by
Donaldson [D2] in gauge theory.
Remark 1.1. In [D2] Donaldson used alternating method by inductively solving
nonlinear equation (ASD-equation) on each of the two pieces to which he divided
given 4 manifold. In this paper we will solve linearized version of Cauchy-Riemann
equation inductively on each of the divided pieces. So our proof is a mixture of
alternating method and Newton’s iteration.
In this method, one solves the linearization of the given equation on each piece
of the domain (that is the completion of the complement of the neck region of the
source of our pseudoholomorphic curve.) Then we construct a sequence of families
of maps that converges to a version of solutions of the Cauchy-Riemann equation,
that is,
∂u′ ≡ 0 mod E(u′) (1.1)
and which are parameterized by a manifold (or an orbifold). Here E(u′) is a family of
finite dimensional vector spaces of smooth sections of an appropriate vector bundle
depending on u′.
We provide the relevant analytic details using the same induction scheme as
[FOOO1, Section A1.4, page 773-776]. The only difference is that we use L2m
space (the space of maps whose derivative up to order m are of L2 class) here,
while we used Lp1 space following the tradition of symplectic geometry community
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in [FOOO1, Section A1.4]. It is well-known that the shift of T causes loss of
differentiability of the maps in terms of the order of Sobolev spaces. However by
considering various weighted Sobolev spaces with various m simultaneously and
using the definition of C∞-topology, which is a Frecheˆt topology, we can still get
the differentiability of C∞ order and its exponential decay. See Remark 6.16.
In Section 5 we provide the details of the estimate and show that the induction
scheme of [FOOO1, Section A1.4] provides a convergent family of solutions of our
equation (1.1). This estimate is actually a fairly straightforward application of the
(improved) Newton’s iteration scheme although its detail is tedious to write down.
We then prove the exponential decay estimate of the derivative of the gluing
map with respect to the gluing parameter in Section 6. See Theorem 6.4.
We remark that in this paper we intentionally avoid using the framework of
Hilbert or Banach manifold in our gluing analysis. Certainly one can use such a
framework to interpret the proof given in Section 5 as a kind of implicit function
theorem. (Recall that Newton’s iteration, which we use therein, is one of the ways
of proving the implicit function theorem.) The reason why we avoid using such an
infinite dimensional manifold framework is because in the proof of Section 6 where
we study T -derivatives, we need to deal with the situation where domains of the
maps vary. Handling with a family of Sobolev spaces of maps with varying domain
raises a nontrivial issue especially when one tries to regard the total space of the
whole family as a certain version of Hilbert or Banach manifolds. Such a fact has
been recognized by many researchers in various branch of mathematics. For exam-
ple, the domain rotation on the Sobolev loop space is just continuous not smooth
[Kl]. For an infinite dimensional representation, say the regular representation, of
a Lie group G, the representation space (which is a space of maps from G) is not
acted by the Lie algebra of G, since G action is not differentiable. This is the rea-
son why the notion of “smooth vector” is introduced. Another example is the issue
of smoothness of the determinant line bundle for a smooth family of operators of
Dirac type, for which the relevant family of Sobolev spaces of sections do not make
a smooth Banach bundle over the parameter space (see, e.g., [Q], [BF]). It may
be also worth mentioning that the method of finite dimensional approximations is
used in such situations.
In the study of pseudoholomorphic curves the non-smoothness of the action of
the group of diffeomorphism of the domain to the Sobolev spaces is emphasized by
H. Hofer, K. Wysocki and E. Zehnder [HWZ].
We also remark that this issue is the reason why we work with L2m space rather
than Lp1 space. The proof of Theorem 6.4 given in this paper does not work if we
replace L2m by L
p
1. See Remark 6.16.
We bypass this problem by specifying the function spaces of maps we use (which
are Hilbert spaces) and explicitly defining the maps between the function spaces,
e.g., the cut-paste maps entering in the gluing construction. Keeping track of the
function spaces we use at all the stages of the construction, rather than putting
them in an abstract framework or in a black box of functional analysis, is cru-
cial to perform such a cut-paste process precisely in the way that the relevant
derivative estimates can be obtained. It is also useful for the study of the prop-
erties of the Kuranishi structure we obtain, like its relationship to the forgetful
map, to the target space group action and etc.. (Note we use a Hilbert manifold
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MapL2
m+1
((KSi ,K
S
i ∩ ∂Σi), (X,L)) in Section 6. There we carefully ensure that the
domain and target of the maps do not change.)
There are several appendices which collects some parts of the proofs of Sections
5 and 6. They comprise technical details which are based on some straightforward
estimate that do not break the mainstream of the proofs. They mainly rely on the
fact that for a given map smooth map F : M → N the assignment u 7→ F (u) for
u : Σ→M defines a smooth map L2m(Σ,M)→ L2m(Σ, N) if m is sufficiently large.
The readers who have strong background in analysis may find those appendices
something obvious or at least well-known to them. We include the details of those
proofs only for completeness’ sake.
This paper grows up from [FOOO2, Part 3] (The contents of Section 8 is also
taken from [FOOO2, Part 4].), which is a slightly modified version of the document
which the authors uploaded to the google group Kuranishi in 2012 June. We would
like to thank all the participants in the discussions of the ‘Kuranishi’ google group
for motivating us to go through this painstaking labour. The authors also thank
to M. Abouzaid who gave us important comments on [FOOO2, Part 3].
KF is supported by JSPS Grant-in-Aid for Scientific Research No. 23224002
and NSF grant # 1406423. YO is supported by IBS project # IBS-R003-D1 in Ko-
rea, HO is supported by JSPS Grant-in-Aid for Scientific Research Nos.19340017,
23340015, 15H02054. KO is supported by JSPS Grant-in-Aid for Scientific Re-
search, Nos. 18340014, 21244002, 26247006.
2. Preliminaries
In this section, we collect various known results that will be used in relation to
the gluing analysis, and provide basic setting of the study of gluing and exponential
decay of the elements near the boundary of the moduli space of pseudoholomorphic
maps from bordered Riemann surfaces.
2.1. Choice of Riemannian metric. We take the following choice of Riemannian
metric for convenience. The proof of the next lemma can be borrowed from p.683
[Ye]. (See Remark A.2 for a relevant remark.)
Lemma 2.1. Let (X, J) be an almost complex manifold and L a (maximally) totally
real submanifold with respect to J . There exists a Hermitian metric g on X such
that L is totally geodesic and satisfies
JTpL ⊥ TpL (2.1)
for every p ∈ L.
Proof. Let {e1, . . . , en} be a local orthonormal frame on L. Since L is totally real
with respect to J , {e1, . . . , en, Je1, . . . , Jen} is a local frame of TX on L. By a
partition of unity we obtain a metric g˜ on the vector bundle for which it satisfies
g˜(ei, Jej) = 0 for all i, j. We then extend g˜ on TX|N to a tubular neighborhood
of N . Then we set g = g˜(J, J) + g˜.
Then we note that any metric on a vector bundle E → N (e.g., E = TN) can
be extended to a metric on E as a manifold so that the latter becomes reflection
invariant on E. In particular the zero section of E becomes totally geodesic. Using
this, it is easy to enhance the above metric g so that L becomes totally geodesic in
addition with respect to the resulting metric g. 
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2.2. Exponential map and its inverse. Let ∇ be the Levi-Civita connection of
the above chosen metric g in Lemma 2.1. We also use an exponential map. (The
same map was used in [FOOO1, pages 410-411].) Denote by Exp : TX → X ×X
the (global) exponential map defined by
Exp(x, v) = (x, expx v) (2.2)
and by E : U → TX its inverse
E(x, y) = (x, exp−1x (y)) (2.3)
defined on a neighborhood of the diagonal ∆ ⊂ X ×X. Here U can be defined to
be
U = {(x, y) ∈ X ×X | d(x, y) < ιX}
where ιX is the injectivity radius of (X, g). Here and hereafter d(x, y) is the Rie-
mannian distance between x and y.
Remark 2.2. When the metric is flat and in flat coordinates, the maps introduced
above also can be expressed as
Exp(x, v) = x+ v, E(x, y) = y − x.
Readers may find it useful to compare the invariant expression via the exponential
maps in the present paper with these coordinate calculations used in [FOOO2] to
get some help for visualization of exponential maps. Because of Lemma E.1, the
difference between the two estimates will be exponentially small for the pseudoholo-
morphic maps u(τ, t) in the various circumstances we are looking at in the present
paper.
2.3. Parallel transportation. We take and fix a Riemannian metric on X that
satisfies the conclusion of Lemma 2.1. We denote by ιX the injectivity radius.
Namely if x, y ∈ X with d(x, y) < ιX then there exists a unique geodesic of length
d(x, y) joining x and y.
For two points x, y ∈ X with d(x, y) < ιX we denote by
Palyx : TxX → TyX (2.4)
the parallel transport along the unique minimal geodesic. (We use Levi-Civita con-
nection to define parallel transport.) Suppose X has an almost complex structure
J . We then denote by
(Palyx)
J : TxX → TyX, (2.5)
the complex linear part of Palyx. Namely we decompose (uniquely) Pal
y
x to
Palyx = (Pal
y
x)
J + ((Palyx)
J)′
such that
(Palyx)
J ◦ Jx = Jy ◦ (Palyx)J , ((Palyx)J)′ ◦ Jx = −Jy ◦ ((Palyx)J)′
In other words
(Palyx)
J =
1
2
(
Palyx − Jy ◦ Palyx ◦ Jx
)
.
We choose and fix a constant ι′X > 0 such that the following holds.
Condition 2.3. If d(x, y) ≤ ι′X then (Palyx)J is a linear isomorphism.
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Let Σ be a two dimensional complex manifold and u, v : Σ→ X. We assume
sup{d(u(z), v(z)) | z ∈ Σ} ≤ ι′X .
Then using pointwise maps Palyx and (Pal
y
x)
J we obtain the maps of sections
Palvu : Γ(Σ, u
∗TX)→ Γ(Σ, v∗TX), (Palvu)J : Γ(Σ, u∗TX)→ Γ(Σ, v∗TX). (2.6)
We also note that by composing with the (0, 1)-projections with respect to J :
TM → TM , (Palyx)J also induces the map
(Palyx)
(0,1) : Tu(x)X ⊗ Λ0,1x → Tv(x)X ⊗ Λ0,1x
which in turn induces the map of sections
(Palvu)
(0,1) : Γ(Σ, u∗TX ⊗ Λ0,1)→ Γ(Σ, v∗TX ⊗ Λ0,1). (2.7)
2.4. Exponential decay of pseudoholomorphic maps with small image.
We now consider a pseudoholomorphic map u : [−S, S]× [0, 1]→ (X,L)
∂u
∂τ
+ J
∂u
∂t
= 0
with finite energy E(u) <∞. We also recall the definition of energy
E(u) =
1
2
∫ Ç∣∣∣∣∂u∂τ ∣∣∣∣2 + ∣∣∣∣∂u∂t ∣∣∣∣2å dt dτ
where the norm | · | is measured in terms of a metric g that is compatible with
ω, g = ω(·, J ·) for a fixed compatible almost complex structure J . We use the
following well-known uniform exponential decay estimate for pseudoholomorphic
curve with small diameter.
Lemma 2.4. There exists T(2.8) > 0 and δ1 > 0, 1 > 0, C(2.8) > 0 depending only
on X,L, and E0 with the following properties. If T > T(2.8), u : [−T − 1, T + 1]×
[0, 1] → X is pseudoholomorphic, E(u) ≤ E0, u([−T − 1, T + 1] × {0, 1}) ⊂ L and
Diam(Imu) ≤ 1, then∣∣∣∣∂u∂τ (τ, t)
∣∣∣∣+ ∣∣∣∣∂u∂t (τ, t)
∣∣∣∣ ≤ C(2.8)e−δ1d(τ,∂[−T−1,T+1]) (2.8)
for (τ, t) ∈ [−T, T ]× [0, 1].
We refer to [FOn, Lemma 11.2] or to [Oh2, Lemma B.1] for its proof, for example.
Using this C1-exponential decay, -regularity theorem and the uniform local a
priori estimates, we also obtain
Lemma 2.5. There exists Ck,(2.9) depending only on the (X, J, g), L, E0 and k ≥ 0
such that if u : [−T − 1, T + 1]× [0, 1]→ X is as in Lemma 2.4 then∣∣∣∣∂u∂τ (τ, t)
∣∣∣∣
Ck
≤ Ck,(2.9)e−δ1d(τ,∂[−T−1,T+1]). (2.9)
In particular, if u : [0,∞)× [0, 1]→ X (or u : (−∞, 0]× [0, 1]→ X) is pseudoholo-
morphic u([0,∞)× {0, 1}) ⊂ L (or u((−∞, 0]× {0, 1}) ⊂ L), Diam(Imu) ≤ 1 and
E(u) ≤ E0, and k ≥ 0 then we have∣∣∣∣∂u∂τ (τ, t)
∣∣∣∣
Ck
≤ Ck,(2.9)e−δ1|τ |. (2.10)
Remark 2.6. Actually we can take δ1 = pi. We do not need this explicit value in
this paper.
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Convention 2.7. Hereafter we assume that all pseudoholomorphic curves u we
consider satisfy the inequality
E(u) ≤ E0,
for some fixed E0. So the E0 dependence of various constants will not be mentioned.
Remark 2.8. Since many constants appear in this paper we use the following
enumeration convention. The constant such as, for example, Cm,(10.12) is the one
appearing in formula (10.12) which may depend on m.
For some constants appearing repeatedly, we do not apply this rule of enumer-
ating by the number of the associated formulae. The list of such constants is: ι′X
appears in Condition 2.7, 1, δ1 appear in Lemma 2.4, δ appears in (3.11), T1,(1),
T2,(1),(2) appear in Theorem 3.13, C1,m appear Lemma 5.2, 2 appears in Lemma
5.6, C2,m appears in Lemma 5.15, C3,m appears in Lemma 5.17, C4,m appears in
(5.67), 3,m and T3,m,(4), T4,m appear in Proposition 5.23, C5,m, C6,m, C7,m, C8,m,
C9,m T5,m,(5), T6,m, 4 appear in Proposition 6.9, 5 appears in Proposition 7.1. δ2
appears in Theorem 8.17, δ3 appears in Proposition 8.19 and δ4 appears in Propo-
sition 8.35, 6, 7, ν1, ν2 appear around (8.45), 8, 9, 10, ν3,m, ν4,m appear in
Lemma 8.24.
The positive numbers (1), (2), . . . are not fixed but may vary.
3. Statement of the gluing theorem
For simplicity and clarity of the exposition on the main analytical points, we
consider the case where we glue pseudoholomorphic maps from two stable bordered
Riemann surfaces to (X,L) in the present paper. The general case is proved in the
same way in [FOOO2, Part IV].
Let Σi be a bordered Riemann surface for i = 1, 2. We assume that each Σi
has strip-like ends such that Σi \Ki becomes semi-infinite strip. Recall that Σi is
conformally a bordered Riemann surface with one puncture.
More specifically, we fix a Ka¨hler metric on Σi whose end is isometric to the flat
strip. We fix an isothermal coordinates (τ, t) so that we can decompose Σi into
Σ1 = K1 ∪ ([−5T,∞)× [0, 1]),
Σ2 = ((−∞, 5T ]× [0, 1]) ∪K2 (3.1)
where Ki are compact subsets of Σi respectively.
Figure 1. Σ1 and Σ2.
Here (τ, t) is the standard coordinates on the strip R × [0, 1] and restricted to
[−5T,∞) × [0, 1] (resp. (−∞, 5T ] × [0, 1]) on Σ1 \K1 (resp. Σ2 \K2). We would
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like to note that the coordinate τ depends on T . For each T > 0, we put
ΣT = K1 ∪ ([−5T, 5T ]× [0, 1]) ∪K2. (3.2)
= 0 = 5T= 5T
T
Figure 2. ΣT .
Let X be a compact symplectic manifold with compatible almost complex struc-
ture and L its Lagrangian submanifold.
Let ui : (Σi, ∂Σi)→ (X,L), i = 1, 2 be pseudoholomorphic maps of finite energy.
Then, by the removable singularity theorem [Oh1], the maps ui smoothly extend
to the associated puncture of Σi and so the asymptotic limits
lim
τ→∞u1(τ, t) ∈ L (3.3)
and
lim
τ→−∞u2(τ, t) ∈ L (3.4)
are uniquely determined and do not depend on t ∈ [0, 1].
We will consider a pair (u1, u2) of the maps for which the limits (3.3), (3.4)
coincide which we denote by p0 ∈ L.
Condition 3.1. We also assume that
Diam ui(Σi \Ki) ≤ 1 (3.5)
where 1 is as in Lemma 2.4.
Then the exponential decay (2.10) holds by Lemma 2.5.
Remark 3.2. If u1 (resp. u2) satisfies (3.3) (resp. (3.4)) then we may replace K1
(resp. K2) by K1 ∪ [−5T,−5T + S]× [0, 1] (resp. K2 ∪ [−S + 5T, 5T ]× [0, 1]) and
change the T coordinate to T − S (resp. T + S) for an appropriate S so that (3.5)
is satisfied. In other words, we can assume (3.5) without loss of generality.
For the clarity of our exposition, we consider the case of fixed complex structures
of the sources Σi, in Sections 3-7. We then include the deformation parameter of
the complex structures of Σi in Section 8. In order to handle the case of genus 0,
we also need to stabilize and so add marked points on the domain curve Σi. We
denote the ordered set of marked points by ~zi = (zi,1, · · · , zi,ki) for i = 1, 2. For
the simplicity of notations, we only consider boundary marked points.
We may add one point τ = ∞ or −∞ and compactify the source curve Σi and
extend our map ui thereto. We regard the added point as the 0-th marked point
zi,0.
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Assumption 3.3. In this paper we always assume that (Σi, ~zi) is stable.
Note there is one more marked point at infinity other than ~zi. We also remark
that here Σi is assumed to have no interior or boundary node. So if Σi is not a
disc then it is stable and if Σi is a disc, the condition ki ≥ 2 is equivalent to the
stability.
We will define a map:
Dui∂ : W
2
m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL)→ L2m,δ(Σi;u∗i TX ⊗ Λ0,1), (3.6)
which is the linearization of ∂ at ui. Here we denote ∂ = ∂J by omitting J . The
domain, that is, the function space
W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL),
is defined below.
We assume that the constant 1 given in Condition 3.1 is at least smaller than
ι′X given in Condition 2.3. Then to each v ∈ Tp0L, we define the section vPal ∈
Γ([−5T, 5T ]× [0, 1];u∗1TX) by
vPal(τ, t) ≡ Palui(τ,t)p0 (v). (3.7)
We note that the sections (3.7) satisfy the boundary condition at t = 0, 1 because
we use the Levi-Civita connection of a metric with respect to which the Lagrangian
submanifold L is totally geodesic. (See Lemma 2.1.)
More generally if x ∈ X, v ∈ TxX and u : Σ0 → X a map to the ιX neighborhood
of x from a 2 dimensional manifold, we define vPal ∈ Γ(Σ0, u∗TX) by
vPal(z) = Palu(z)x (v). (3.8)
Definition 3.4. ([FOOO1, Section 7.1.3])3 Let p0 ∈ L be the point given in (3.3)
or in (3.4). Denote by L2m+1,loc((Σi, ∂Σi);u
∗
i TX;u
∗
i TL) the set of the sections s of
u∗i TX which are locally of L
2
m+1-class. (Namely its differential up to order m+1 is
of L2-class locally. Here m is sufficiently large, say larger than 10.) We also assume
s(z) ∈ u∗i TL for z ∈ ∂Σi. We define a Hilbert space
W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL)
as the set of all pairs (s, v) where s ∈ L2m+1,loc((Σi, ∂Σi);u∗i TX;u∗i TL), v ∈ Tp0L
such that
m+1∑
k=0
∫
Σi\Ki
e2δ|τ±5T ||∇k(s− vPal)|2 <∞. (3.9)
Here ± = + for i = 1 and ± = − for i = 2. We define its norm ‖(s, v)‖W 2
m+1,δ
(Σi)
by
‖(s, v)‖2W 2
m+1,δ
(Σi)
= (3.9) +
∑
i=1,2
m+1∑
k=0
∫
Ki
|∇ks|2 + ‖v‖2. (3.10)
Hereafter we omit Σi from the notation ‖(s, v)‖W 2
m+1,δ
(Σi) in case the domain is
obvious from the context.
The space L2m,δ(Σi;u
∗
i TX⊗Λ0,1) is defined similarly without boundary condition
and without v. (See (4.10).)
3In [FOOO1] Lp1 space is used in stead of L
2
m space.
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Since the relevant s for T =∞ does not decay to 0 but converges to an element
v ∈ Tp0X, we denote the subscript of ‖s‖2W 2
m+1,δ
to be W 2m+1,δ instead of L
2
m+1,δ.
We let Dui∂ act trivially on the v-component and just act on the s-component
of (s, v) ∈W 2m+1,δ((Σi, ∂Σi);u∗i TX, u∗i TL). We choose δ > 0 with
δ ≤ δ1
10
(3.11)
where δ1 > 0 is the constant given in Lemma 2.4. We never change this constant δ
in the rest of this paper. Lemma 2.5 (2.10) implies∣∣∣(Dui∂)(vPal)∣∣∣
Ck
< Ck,(3.12)Ck,(2.9)e
−δ1|τ |‖v‖. (3.12)
Therefore the operator (3.6), especially with L2m+1,loc((Σi, ∂Σi);u
∗
i TX;u
∗
i TL) as its
target, is defined and bounded. It is a standard fact (see [LM]) that this operator
is also Fredholm if we choose δ sufficiently small. In the current context, δ depends
only on the geometry of (X, g, J) and L ⊂ X.
Remark 3.5. We would like to note that W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL) is a
completion of the set of infinitesimal variations of ui : Σi → X satisfying the
boundary conditions
ui(∂Σi) ⊂ L, lim
τ→+∞u(τ, t) = limτ→−∞u(τ, t) ∈ L
in particular allowing the point p0 varies inside L. We have an exact sequence
0→ L2m+1,δ((Σi, ∂Σi);u∗i TX, u∗i TL)
→W 2m+1,δ((Σi, ∂Σi);u∗i TX, u∗i TL)→ Tp0L→ 0
where the first map is the inclusion s 7→ (s, 0) and the second map is the asymptotic
evaluation of the section s at ±∞ for i = 1, 2 respectively.
We next define our (family of) obstruction spaces Ei(u′).
We fix a pair of pseudoholomorphic maps uobi : (Σi, ∂Σi) → (X,L) for i = 1, 2.
We assume
d(ui(z), u
ob
i (z)) ≤
ι′X
2
(3.13)
where ι′X is as in (2.3).
We take a finite dimensional linear subspace
Eobi = Ei(uobi ) ⊂ Γ(Ki; (uobi )∗TX ⊗ Λ0,1), i = 1, 2 (3.14)
which consists of smooth sections of (uobi )
∗TX⊗Λ0,1 supported in a compact subset
K0i of IntKi.
Remark 3.6. When we use Theorems 3.13 and 6.4 for the construction of the
Kuranishi structure on a moduli space of bordered pseudoholomorphic curves, we
take several uobi ’s and take Eobi for each of them. Then in place of E1(u′)⊕E2(u′) we
take a sum of finitely many of them. See [FOn, page 1003] and [FOOO2, Definition
18.12]. For the simplicity of exposition, we focus on the case when we have one set
of uobi , Eobi in this paper. The case of several such uobi ’s and Eobi ’s is treated in the
same way as that of Theorems 3.13 and 6.4.
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We state the first half of the main result as Theorem 3.13 below. The second
half is Theorem 6.4. Actually Theorem 3.13 itself is classical. We state it since we
write its proof in such a way that it is suitable for the proof of Theorem 6.4. Let
u′ : (ΣT , ∂ΣT )→ (X,L) (3.15)
be a smooth map.
We consider the following conditions for given constant  > 0.
Condition 3.7. (1) u′|Ki is -close to ui|Ki in C1 sense. 4
(2) The diameter of u′(X \ (K1 ∪K2)) is smaller than .
We define the map
(Palu
′
uob
i
)(0,1) : Γ(Ki; (u
ob
i )
∗TX ⊗ Λ0,1)→ Γ(ΣT ; (u′)∗TX ⊗ Λ0,1) (3.16)
by composing the map (Palu
′
uob
i
)(0,1) : Γ(Ki; (u
ob
i )
∗TX ⊗ Λ0,1) → Γ(Ki; (u′)∗TX ⊗
Λ0,1) in (2.7) with the map induced by the inclusion Ki ⊂ ΣT .
If we take  > 0 sufficiently small, then (3.13) and Condition 3.7 (1) imply that
this map (3.16) is defined for such u′.
We then define the map
Iu′,i : Eobi → Γ(ΣT ; (u′)∗TX ⊗ Λ0,1) (3.17)
to be the restriction of (Palu
′
uob
i
)(0,1) to Eobi and put
Ei(u′) = Iu′,i(Eobi ). (3.18)
Recall that elements of Eobi are supported on K0i ⊂ IntKi. Therefore for this
definition, we first take the parallel transport of η ∈ Eobi along the shortest geodesic
between uobi (z) and u
′(z) for z ∈ K0i ⊂ ΣT and then extend the resulting section
by zero to the rest of ΣT .
The equation we study in the rest of the paper is of the form
∂u′ ≡ 0, mod E1(u′)⊕ E2(u′). (3.19)
Definition 3.8. We denote by ME1⊕E2((ΣT , ~z);u1, u2) the set of solutions of
(3.19) satisfying the Condition 3.7.
Theorem 3.13 will describe all the solutions of (3.19) ‘sufficiently close to the
(pre-)glued map u1#u2.’ To make this statement precise, we need to prepare more
notations.
Let u′i : (Σi, ∂Σi)→ (X,L) be any smooth map, not necessarily pseudoholomor-
phic. We put the following conditions on u′i.
Condition 3.9. (1) u′i|Ki is -close to ui|Ki in C1 sense.
(2) The diameter of u′1(Σ1 \K1), (resp. u′2(Σ2 \K2)) is smaller than .
Then we define
Iu′
i
: Eobi → Γ(Σi; (u′i)∗TX ⊗ Λ0,1)
in the same way as Iu′ i.e.,
Iu′
i
(η) := (Pal
u′i
uob
i
)(0,1)(η), η ∈ Eobi .
4We use a Riemannian metric on Ki and X to define C
1 norm we use.
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(This makes sense if u′i satisfies Condition 3.9 for  < ι
′
X/2. In fact, then we have
d(u′i(x), u
ob
i (x)) < ι
′
X .) We put
Ei(u′i) = Iu′i(Eobi ). (3.20)
So we can define an equation
∂u′i ≡ 0, mod Ei(u′i). (3.21)
We write Ei in place of Ei(u′i) sometimes.
Remark 3.10. Note that in the current situation where Σi has no sphere or disk
bubble and has nontrivial boundary with at least one boundary marked point (that
is, either τ =∞ or −∞ depending on i = 1 or i = 2), Assumption 3.3 implies that
Σi carries no nontrivial automorphism. In the case when there is a sphere bubble,
the automorphism group can be nontrivial. We can use the standard trick to add
marked points and then use codimension 2 submanifold to kill the extra freedom
of moving added marked points. (See [FOn, Appendix] or [FOOO2, Part IV], for
example.)
Definition 3.11. We denote byMEi((Σi, ~zi);ui) the set of all maps u′i : (Σi, ∂Σi)→
(X,L) whose domain is the marked bordered Riemann surface (Σi, ~zi) as in (3.1)
for i = 1, 2 such that
(1) u′i satisfies (3.21).
(2) Condition 3.9 is satisfied.
We work under the following assumption. This assumption is put on the pair
(u1, u2) which we glue.
Assumption 3.12. Let u1(∞) = u2(−∞) = p0 ∈ L and let (Dui∂)−1(Ei(ui)) be
the kernel of (3.22). We assume:
1. (Mapping transversality)
Dui∂ : W
2
m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL)→ L2m,δ(Σi;u∗i TX ⊗ Λ0,1)/Ei(ui) (3.22)
is surjective.
2. (Evaluation transversality) For each i = 1, 2, define the linearized evalua-
tion map
Devi,∞ : W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL)→ Tp0L (3.23)
by
Devi,∞(s, v) = v.
Then
Dev1,∞ −Dev2,∞ : (Du1∂)−1(E1(u1))⊕ (Du2∂)−1(E2(u2))→ Tp0L (3.24)
is surjective.
The surjectivity of (3.23), (3.24) and the implicit function theorem imply that,
if  is enough small, there exists a finite dimensional vector space ‹Vi and its neigh-
borhood Vi() of 0 which provides a local parametrization of MEi((Σi, ~zi);ui),
MEi((Σi, ~zi);ui) ∼= Vi() (3.25)
near the given solution ui. For any ρi ∈ Vi(), we denote by uρii : (Σi, ∂Σi)→ (X,L)
the corresponding solution of (3.21).
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We have an asymptotic evaluation map
evi,∞ :MEi((Σi, ~zi);ui) → L.
Namely, we define
evi,∞(u′i) = lim
τ→±∞u
′
i(τ, t).
(Here ± = + for i = 1 and − for i = 2.).
We consider the fiber product:
V1()×L V2() =ME1((Σ1, ~z1);u1) ×LME2((Σ2, ~z2);u2). (3.26)
The surjectivity of (3.24) implies that the fiber product (3.26) is transversal and
so V1() ×L V2() is a smooth manifold. We write elements of V1() ×L V2() as
ρ = (ρ1, ρ2).
Theorem 3.13. For each (1) > 0, there exist (2) > 0, T1,(1) > 0 and a map
GlueT :ME1((Σ1, ~z1);u1)(2)×LME2((Σ2, ~z2);u2)(2) →ME1⊕E2((ΣT , ~z);u1, u2)(1)
for T > T1,(1). Here ~z = ~z1 ∪ ~z2.
The map GlueT is a diffeomorphism onto its image.
There exist (1),(2),〈〈3.13〉〉 > 0 and T2,(1),(2) > 0 depending on (1), (2)
such that the image of GlueT contains ME1⊕E2((ΣT , ~z);u1, u2)(1),(2),〈〈3.13〉〉 if T >
T2,(1),(2).
The main result about exponential decay estimate of this map will be given in
Section 6. (Theorem 6.4.)
4. Proof of the gluing theorem : I - Cut-off functions and weighted
Sobolev norm
The proof of Theorem 3.13 was given in [FOOO1, Section 7.1.3]. Here we follow
the scheme of the proof of [FOOO1, Section A1.4] and provide more of its details.
As mentioned there, the scheme of the proof is originated from Donaldson’s paper
[D2], and its Bott-Morse version in [Fu].
We first introduce certain cut-off functions. First let AT ⊂ ΣT and BT ⊂ ΣT be
the domains defined by
AT = [−T − 1,−T + 1]× [0, 1], BT = [T − 1, T + 1]× [0, 1].
We may regard AT ,BT as subsets of Σi. The third domain is
X = [−1, 1]× [0, 1] ⊂ ΣT .
We may also regard X ⊂ Σi. We recall readers the definitions of Σi from (3.1).
Let χ←A , χ
→
A be the smooth functions on [−5T, 5T ]× [0, 1] defined by
χ←A (τ, t) =
®
1 τ < −T − 1
0 τ > −T + 1. (4.1)
χ→A = 1− χ←A .
See Figure 4. We also define
χ←B (τ, t) =
®
1 τ < T − 1
0 τ > T + 1.
(4.2)
χ→B = 1− χ←B
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Figure 3. AT ,BT and X .
and
χ←X (τ, t) =
®
1 τ < −1
0 τ > 1.
(4.3)
χ→X = 1− χ←X .
We extend these functions to ΣT and Σi (i = 1, 2) so that they are locally constant
outside [−5T, 5T ]× [0, 1]. We denote them by the same symbol.
We now introduce weighted Sobolev norms and their local versions for sections
on ΣT or Σi. We first define weight functions ei,δ : Σi → [1,∞), i = 1, 2 of
C∞-class as follows:
e1,δ(τ, t)

= eδ(τ+5T ) if τ > 1− 5T
= 1 on K1
∈ [1, 10] if τ < 1− 5T
(4.4)
e2,δ(τ, t)

= eδ(−τ+5T ) if τ < 5T − 1
= 1 on K2
∈ [1, 10] if τ > 5T − 1.
(4.5)
(We choose δ > 0 so small that it satisfies 1 < eδ < 10 above.) We also define
eT,δ : ΣT → [1,∞) as follows. (See Figure 5.)
eT,δ(τ, t)

= eδ(−τ+5T ) if 1 < τ < 5T − 1
= eδ(τ+5T ) if −1 > τ > 1− 5T
= 1 on K1 ∪K2
∈ [1, 10] if |τ − 5T | < 1 or |τ + 5T | < 1
∈ [e5Tδ/10, e5Tδ] if |τ | < 1.
(4.6)
The weighted Sobolev norm we use for L2m,δ(Σi;u
∗
i TX ⊗ Λ0,1) is given by
‖s‖2L2
m,δ
=
m∑
k=0
∫
Σi
e2i,δ|∇ks|2volΣi . (4.7)
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2
A
A
1
1
1
1
1
1
0
0
0
0
0
0
B
B
= T 1
= T 1
= 1
= 1
X
X
= T +1
= T +1
Figure 4. Cut off functions.
For (s, v) ∈W 2m+1,δ((Σi, ∂Σi);u∗i TX, u∗i TL) we defined in (3.10)
‖(s, v)‖2W 2
m+1,δ
=
m+1∑
k=0
∫
Ki
|∇ks|2volΣi
+
m+1∑
k=0
∫
Σi\Ki
e2i,δ|∇k(s− vPal)|2volΣi + ‖v‖2,
(4.8)
where vPal is defined in (3.8).
We next define a weighted Sobolev norm for the sections on ΣT . Let s be a
section of u∗TX with s|∂ΣT ∈ Γ(u∗TL) such that
s ∈ L2m+1((ΣT , ∂ΣT );u∗TX, u∗TL).
Since we take m large, s is continuous. So the value s(0, 1/2) ∈ Tu(0,1/2)X at
(0, 1/2) is well defined.
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e2, e1,
eT ,
= 1 = 1
Figure 5. Weight function.
We define the norm of s by
‖s‖2W 2
m+1,δ
=
m+1∑
k=0
∫
K1
|∇ks|2volΣ1 +
m+1∑
k=0
∫
K2
|∇ks|2volΣ2
+
m+1∑
k=0
∫
[−5T,5T ]×[0,1]
e2T,δ|∇k(s− s(0, 1/2)Pal)|2volΣi
+ ‖s(0, 1/2)‖2.
(4.9)
For η ∈ L2m((ΣT , ∂ΣT );u∗TX ⊗ Λ0,1), we define
‖η‖2L2
m,δ
=
m∑
k=0
∫
ΣT
e2T,δ|∇kη|2volΣ1 . (4.10)
These norms were used in [FOOO1, Section 7.1.3].
Remark 4.1. We remark that the norm ‖s‖W 2
m+1,δ
is equivalent to the stan-
dard L2m+1-norm on L
2
m+1((ΣT , ∂ΣT );u
∗TX, u∗TL), when T is fixed. However
to study its relationship with the norm (4.8) as T → ∞, making this choice of
T -dependent norm in this way is necessary. We remark that the ratio between the
norm ‖s‖W 2
m+1,δ
and the standard L2m+1-norm diverges as T goes to infinity.
For a subset W of Σi or ΣT we define ‖s‖2W 2
m,δ
(W⊂Σi), ‖η‖2L2m,δ(W⊂ΣT ) by re-
stricting the domain of the integration (4.9) or (4.10) to W . We use this notation
in order to specify the weight etc. we use. In case there is no possibility of confu-
sion of the domain and weight etc. we use, we omit the domain Σi etc. from the
notation ‖s‖2
W 2
m,δ
(Σi)
etc..
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We also define the inner product on W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL) by setting
〈〈(s1, v1), (s2, v2)〉〉L2 =
∫
Σi\Ki
(s1 − vPal1 , s2 − vPal2 )
+
∫
Ki
(s1, s2) + (v1, v2)
(4.11)
for (sj , vj) ∈W 2m+1,δ((Σi, ∂Σi);u∗i TX, u∗i TL) for j = 1, 2.
5. Proof of the gluing theorem : II - Gluing by alternating method
We motivate the gluing construction we employ in this section by comparing it
with the well-known Newton’s iteration scheme of solving the equation f(x) = 0 for
a real-valued function, starting from an approximate solution x0 that is sufficiently
close to a genuine solution nearby. The iteration scheme is the inductive scheme
via the recurrence relation
xn+1 = xn − f(xn)
f ′(xn)
. (5.1)
Therefore
|xn+1 − xn| =
∣∣∣∣ f(xn)f ′(xn)
∣∣∣∣ (5.2)
and the expected solution is given by the infinite sum
x∞ = x0 +
∞∑
n=1
(xn+1 − xn)
provided that the series converges. A simple way of ensuring the required conver-
gence is to establish existence of constant C > 0, 0 ≤ µ < 1 independent of n such
that ∣∣∣∣ f(xn)f ′(xn)
∣∣∣∣ ≤ Cµn (5.3)
for all n.
With this iteration scheme in our mind, we proceed with performing the scheme.
In our construction we obtain an approximate solution of the linearized equation
(which corresponds to f(x0)/f
′(x0) in (5.1)) by an alternating method. We start
with a pair of maps
uρ = (uρ11 , u
ρ2
2 ) ∈ME1((Σ1, ~z1);u1)2 ×LME2((Σ2, ~z2);u2)2
for each sufficiently small 2 > 0. Here ρi ∈ Vi and uρii is the corresponding map
(Σi, ∂Σi)→ (X,L) given by (3.25). Let ρ = (ρ1, ρ2). We put
pρ0 = limτ→∞u
ρ1
1 (τ, t) = limτ→−∞u
ρ2
2 (τ, t).
Pregluing: This step corresponds to pick the initial trial approximate solution x0
in Newton’s scheme above.
Definition 5.1. We define
uρT,(0) =

Exp
(
pρ0, χ
←
B E(p
ρ
0, u
ρ1
1 ) + χ
→
A E(p
ρ
0, u
ρ2
2 )
)
on [−5T, 5T ]× [0, 1]
uρ11 on K1
uρ22 on K2.
(5.4)
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This pre-glued map uρT,(0) plays the role of x0 in the Newton scheme for solving
the equation
Π⊥ET ∂u = 0 (5.5)
on L2m+1,δ(ΣT , ∂ΣT ; (u
ρ
T,(0))
∗TX, (uρT,(0))
∗TL) over ΣT , where Π⊥ET is the projection
to a subspace E⊥T . We will need to take the derivative of the map u 7→ Π⊥ET ∂u the
analog to f ′(xn) in the Newton’s scheme. We will actually use an approximate
derivative thereof whose explanation is now in order.
Note that the subspace Ei(u′i) varies on u′i. (See (3.18) for the definition.) So
to obtain a linearized equation of (5.5) at the given map u′i, we need to take this
dependence into account.
Let ΠEi(u′i) be the L
2-orthonormal projection of L2m,δ(Σi; (u
′
i)
∗TX ⊗ Λ0,1) to
Ei(u′i) or its associated idempotent as an endomorphism
ΠEi(u′i) : L
2
m,δ(Σi; (u
′
i)
∗TX ⊗ Λ0,1)→ L2m,δ(Σi; (u′i)∗TX ⊗ Λ0,1).
More explicitly, we represent the projection as follows: we choose a basis {ei,a} of
Ei and set
e′i,a(u
′
i) := Iu′i(ei,a), a = 1, . . . ,dim Ei(u′i).
We apply standard Gram-Schmidt process to e′i,a(u
′
i) and denote by ei,a(u
′
i) the
resulting orthonormal basis of Ei(u′i). Then, for A ∈ L2m,δ(Σi; (u′i)∗TX ⊗ Λ0,1) we
put
ΠEi(u′i)(A) =
dimEi∑
a=1
〈〈A, ei,a(u′i)〉〉L2(K1)ei,a(u′i), (5.6)
where ei,a(u
′
i) are supported in Ki.
For given V ∈ Γ((Σi, ∂Σi), (u′i)∗TX, (u′i)∗TL), we put
(Du′
i
Ei)(A, V ) := d
ds
∣∣∣
s=0
(Pal
(0,1)
i )
−1ΠEi(Exp(u′i,sV ))(Pal
(0,1)
i (A)). (5.7)
Here Pal
(0,1)
i is the closure of the map (Pal
Exp(u′i,sV )
u′
i
)(0,1) defined in (2.7). The
right hand side is well defined in view of (5.6). We then put
Π⊥Ei(u′i)(A) = A−ΠEi(u′i)(A).
The equation (3.21) is equivalent to Π⊥Ei(u′i)(∂) = 0. By evaluating the derivative
∂
∂s
∣∣∣∣
s=0
(Pal
(0,1)
i )
−1 ÄΠ⊥Ei(Exp(u′i,sV ))∂ Exp(u′i, sV )ä
we obtain the linearization operator of (3.21).
As an operator into L2m,δ(Σi; (u
′
i)
∗TX ⊗ Λ0,1) it is the projection to E⊥i (u′i) of
(Du′
i
∂)⊥(V ) = (Du′
i
∂)(V )− (Du′
i
Ei)(∂u′i, V ). (5.8)
The approximate derivative of the map u 7→ Π⊥ET ∂u mentioned above then will
be constructed by gluing the maps Du′
i
Ei for i = 1, 2. (See (5.19) below for the
precise expression of this approximate derivative.)
Step 0-3 (Error estimates): We recall supp(Eobi ) ⊂ IntKi by definition of Eobi .
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Lemma 5.2. There exists eρi,T,(0) ∈ Ei such that
‖∂uρT,(0) − eρ1,T,(0) − eρ2,T,(0)‖L2m,δ < C1,me
−δ1T . (5.9)
Here C1,m is a constant depending on X,L, ui and m and u
ρ
T,(0) is as in Definition
5.1.
Moreover for any (4) > 0 there exists (4),(5.10) such that
‖eρi,T,(0)‖L2(Ki) < (4) (5.10)
if ρ = (ρ1, ρ2) ∈ V1()×L V2() with  < (4).(5.10).
Furthermore eρi,T,(0) is supported in Ki and is independent of T as an element of
L2m(Ki).
Remark 5.3. Note throughout the discussion of Sections 3-7 we fix X,L, ui. So
we do not mention dependence of constants on them hereafter.
Proof. By definition, ∂uρi ∈ Ei(uρi ). We put
eρi,T,(0) := ∂u
ρ
i ∈ Ei(uρi ) ∼= Eobi (5.11)
extended to zero to ΣT \Ki. Then, by definition, the support of ∂uρT,(0)− eρ1,T,(0)−
eρ2,T,(0) is contained in [−2T, 2T ] × [0, 1]. In fact on K1 ∪ [−5T,−2T ] × [0, 1],
uρT,(0) = u
ρ1
1 and on K2 ∪ [2T, 5T ] × [0, 1], uρT,(0) = uρ22 , so satisfies ∂uρT,(0) =
eρ1,T,(0) + e
ρ
2,T,(0), there. Moreover by (2.10) and (5.4) the C
k norm of the map
(τ, t) 7→ E(pρ0, uρT,(0)(τ, t)) : [−2T, 2T ] × [0, 1] → Tpρ0X at (τ, t) is smaller than
Cke
−δ1d(∂[−5T,5T ],τ) ≤ Cke−3δ1T , for any k. Therefore we obtain the estimate
(5.9). 
Remark 5.4. Note (5.11) (resp. (5.56), (C.12)) specifies the choice of eρi,T,(0) (resp.
eρi,T,(1), e
ρ
i,T,(κ)). This is the choice taken in this proof.
Step 0-4 (Separating error terms into two parts):
Definition 5.5. We put
Errρ1,T,(0) = χ
←
X (∂u
ρ
T,(0) − eρ1,T,(0)),
Errρ2,T,(0) = χ
→
X (∂u
ρ
T,(0) − eρ2,T,(0)).
We regard them as elements of the weighted Sobolev spaces L2m,δ(Σ1; (u
ρ
1)
∗TX ⊗
Λ0,1) and L2m,δ(Σ2; (u
ρ
2)
∗TX ⊗ Λ0,1) respectively. (We extend them by 0 outside
suppχ←X , suppχ
→
X , respectively.)
Step 1-1 (Approximate solution for linearization): This step corresponds to
solving the linearized equation
f ′(x0)(v0) = f(x0), namely v0 =
f(x0)
f ′(x0)
(5.12)
in Newton’s iteration scheme.
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We first cut-off uρT,(0) and extend it to obtain maps uˆ
ρ
i,T,(0) : (Σi, ∂Σi)→ (X,L)
(i = 1, 2) as follows. (This map is used to set the linearized operator (5.14).)
uˆρ1,T,(0)(z)
=

Exp
Ä
pρ0, χ
←
B (τ − T, t)E(pρ0, uρT,(0)(τ, t))
ä
if z = (τ, t) ∈ [−5T, 5T ]× [0, 1]
uρT,(0)(z) if z ∈ K1
pρ0 if z ∈ [5T,∞)× [0, 1].
uˆρ2,T,(0)(z)
=

Exp
Ä
pρ0, χ
→
A (τ + T, t)E(p
ρ
0, u
ρ
T,(0)(τ, t))
ä
if z = (τ, t) ∈ [−5T, 5T ]× [0, 1]
uρT,(0)(z) if z ∈ K2
pρ0 if z ∈ (−∞,−5T ]× [0, 1].
(5.13)
Now we let
Duˆρ
i,T,(0)
∂ : W 2m+1,δ
(
(Σi, ∂Σi);(uˆ
ρ
i,T,(0))
∗TX, (uˆρi,T,(0))
∗TL
)
→ L2m,δ
Ä
Σi; (uˆ
ρ
i,T,(0))
∗TX ⊗ Λ0,1
ä (5.14)
be the (covariant) linearization of the Cauchy-Riemann equation at uˆρi,T,(0), i.e.,
(Duˆρ
i,T,(0)
∂)(V ) =
∂
∂s
∣∣∣∣
s=0
Ä
(Pal
(0,1)
i )
−1(∂ Exp(uˆρi,T,(0), sV ))
ä
. (5.15)
Here Pal
(0,1)
i is the (0, 1) part of the parallel translation along the map r 7→
Exp(uˆρi,T,(0), rV ), r ∈ [0, s] for some s ∈ [0, 1].
Lemma 5.6. There exist 2, T(5.17) with the following properties. Let Eobi be the
subspace chosen in (3.14). Define
Ei(uˆρi,T,(0)) := Iuˆρi,T,(0)(E
ob
i ) (5.16)
as the subspace of L2m,δ
Ä
Σi; (uˆ
ρ
i,T,(0))
∗TX ⊗ Λ0,1
ä
. Then the following holds if T >
T(5.17) and ρ ∈ V1()×L V2() with  < 2.
Im(Duˆρ
i,T,(0)
∂) + Ei(uˆρi,T,(0)) = L2m,δ
Ä
Σi; (uˆ
ρ
i,T,(0))
∗TX ⊗ Λ0,1
ä
. (5.17)
Moreover
Dev1,∞ −Dev2,∞v
: (Duˆρ
1,T,(0)
∂)−1(E1(uˆρ1,T,(0)))⊕ (Duˆρ2,T,(0)∂)
−1(E2(uˆρ2,T,(0)))→ TpρL
(5.18)
is surjective.
Proof. Since uˆρi,T,(0) is close to ui in exponential order, this is a consequence of
Assumption 3.12. 
We note that ∂uˆρi,T,(0) − eρi,T,(0) is exponentially small. Therefore the map
V 7→ (Duˆρ
i,T,(0)
∂)(V )− (Duˆρ
i,T,(0)
Ei)(eρi,T,(0), V ),
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which is obtained by replacing ∂uˆρi,T,(0) by e
ρ
i,T,(0), is exponentially close to the
linearization operator (D
uˆ
ρ
i,T,(0)
∂)⊥, defined in (5.8). We will consider this approx-
imate linearization instead and denote it by
D
app,(0)
uˆρ
i,T,(0)
: W 2m+1,δ(Σi; (uˆ
ρ
i,T,(0))
∗TX)→ L2m,δ(Σi; (uˆρi,T,(0))∗TX ⊗ Λ0,1)
with
D
app,(0)
uˆρ
i,T,(0)
(V ) := (Duˆρ
i,T,(0)
∂)(V )− (Duˆρ
i,T,(0)
Ei)(eρi,T,(0), V ). (5.19)
Lemma 5.7. There exists T(5.20) with the following properties. If T > T(5.20) and
ρ ∈ V1()×L V2() with  < 2
Im D
app,(0)
uˆρ
i,T,(0)
+ Ei(uˆρi,T,(0)) = L2m,δ(Σi; (uˆρi,T,(0))∗TX ⊗ Λ0,1). (5.20)
Moreover
Dev1,∞ −Dev2,∞ : (Dapp,(0)uˆρ
1,T,(0)
)−1(E1)⊕ (Dapp,(0)uˆρ
2,T,(0)
)−1(E2)→ TpρL (5.21)
is surjective. Here we put Ei = Ei(uˆρi,T,(0)).
Proof. The inequality (5.10) implies that (Duˆρ
1,T,(0)
E1)(eρ1,T,(0), ·) is small in the op-
erator norm. The lemma then follows from Lemma 5.6. 
Remark 5.8. Note that (5.10) and conclusions of Lemmata 5.6 and 5.7 are proved
by taking a small neighborhood Vi() of 0 (in V˜i) with respect to the C
m norm.
(Note Vi() ⊂ MEi((Σi, ~zi);βi)(2) and Vi consists of smooth maps.) However we
can take Vi() that is independent of m and the conclusion of Lemma 5.7 holds for
all m. In fact the elliptic regularity implies that if the conclusion of Lemma 5.7
holds for some m then it holds for all m′ > m. The inequality (5.10) holds for that
particular m only. Only this inequality for m is used to show Lemma 5.7. In other
words, 2 is independent of m.
We thus fix V1 = V1(2), V2 = V2(2) now and will never change it in Sections 5,
6. In other words, the constant 2 is fixed at this stage.
We consider the finite dimensional subspace
Ker(Dev1,∞ −Dev2,∞) ∩
(
((Du1∂)
⊥)−1(E1)⊕ ((Du2∂)⊥)−1(E2)
)
(5.22)
of
Ker(Dev1,∞ −Dev2,∞) ∩
2⊕
i=1
W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, (u
∗
i TL)) (5.23)
which consists of smooth sections. Here we recall Ei = Ei(ui). Note ∂ui = 0.
Therefore (Dui∂)
⊥ = Dui∂ by (5.8).
Definition 5.9. We define a linear subspace H(E1, E2) of (5.23) by
H(E1, E2) ⊥ (5.22), H(E1, E2)⊕ (5.22) = (5.23). (5.24)
In other words, it is the L2 orthogonal complement of (5.22) in (5.23). Here the L2
inner product is defined by (4.11).
Note the support of elements of Ei(ui) is contained in Ki. Therefore the projec-
tion of Ck (resp. L2k) section to H(E1, E2) is Ck (resp. L2k).
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We use parallel transport to define an isomorphism from
W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL) (5.25)
to
W 2m+1,δ((Σi, ∂Σi); (uˆ
ρ
i,T,(0))
∗TX, (uˆρi,T,(0))
∗TL), (5.26)
as follows.
Definition 5.10. We define the isomorphism Φi;(0)(ρ, T ) : (5.25)→ (5.26) by
Φi;(0)(ρ, T ) = Pal
uˆρ
i,T,(0)
ui . (5.27)
Here the right hand side is the closure of the map Pal
uˆρ
i,T,(0)
ui in (2.6).
Lemma 5.11. (1) Φi;(0)(ρ, T ) sends (5.25) to (5.26).
(2) The linear map (Φ1;(0)(ρ, T ),Φ2;(0)(ρ, T )) sends the subspace (5.22) into the
subspace
Ker(Dev1,∞ −Dev2,∞)
∩
2⊕
i=1
W 2m+1,δ((Σi, ∂Σi); (uˆ
ρ
i,T,(0))
∗TX, (uˆρi,T,(0))
∗TL).
(5.28)
Using Lemma 5.7 the proof is easy and is omitted.
Definition 5.12. We denote by H(0)(E1, E2; ρ, T ) the image of the restriction of
the linear map (Φ1,(0)(ρ, T ),Φ2,(0)(ρ, T )) to H(E1, E2). It is a subspace of (5.28).
Definition 5.13. Let Errρi,T,(0) be the functions defined in Definition 5.5. We
define the triple (V ρT,1,(1), V
ρ
T,2,(1),∆p
ρ
T,(1)) to be the unique solution satisfying the
requirements
D
app,(0)
uˆρ
i,T,(0)
(V ρT,i,(1)) + Err
ρ
i,T,(0) ∈ Ei(uˆρi,T,(0)), (5.29)
and
((V ρT,1,(1),∆p
ρ
T,(1)), (V
ρ
T,2,(1),∆p
ρ
T,(1))) ∈ H(0)(E1, E2; ρ, T ). (5.30)
Lemma 5.11 implies that such (V ρT,1,(1), V
ρ
T,2,(1),∆p
ρ
T,(1)) exists and is unique if
T > T(5.32) with sufficiently large T(5.32) and ρ is in V1 ×L V2 chosen at Remark
5.8. In fact, when we consider the subspace
Ker(Dev1,∞ −Dev2,∞) ∩
2⊕
i=1
(D
app,(0)
uˆρ
i,T,(0)
)−1(Ei) (5.31)
of (5.28) we still have a direct sum decomposition
(5.31)⊕ H(0)(E1, E2; ρ, T ) = (5.28). (5.32)
Since (5.32) holds for T =∞ by definition, so it holds for T > T(5.32).
The unique solution (V ρT,1,(1), V
ρ
T,2,(1),∆p
ρ
T,(1)) corresponds to the solution v0 to
(5.12) in Newton’s scheme. Then the following estimate corresponds to estimating
|x1 − x0| = |v0| for the solution v0 to the linearized equation (5.12) in Newton’s
scheme.
Remark 5.14. Instead of H(0)(E1, E2; ρ, T ) we can use L2 orthonormal complement
of (5.31) in (5.28). This choice looks more natural and actually works for the proof
of Theorems 3.13 and 6.4. We take the current choice since when we study T and ρ
derivative in Subsection 6.2, the current choice makes calculation slightly shorter.
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Lemma 5.15. There exists C2,m, Tm,(5.33) such that if T > Tm,(5.33), then
‖(V ρT,i,(1),∆pρT,(1))‖W 2m+1,δ(Σi) ≤ C2,me
−δ1T . (5.33)
This is immediate from construction and the uniform boundedness of the right
inverse of the operator
Π⊥Ei ◦Dapp,(0)uˆρ
i,T,(0)
= Π⊥Ei ◦ (Duˆρi,T,(0)∂ − (Duˆρi,T,(0)Ei)(e
ρ
i,T,(0), ·))
and the exponential decay estimates of the error term. (Lemma 5.2.)
Step 1-2 (Gluing solutions): We use (V ρT,1,(1), V
ρ
T,2,(1),∆p
ρ
T,(1)) to find an ap-
proximate solution uρT,(1) of the next level. This corresponds to writing down
x1 = x0 − v0 = x0 − f(x0)
f ′(x0)
in the Newton’s scheme.
Definition 5.16. We define uρT,(1)(z) as follows.
(1) If z ∈ K1, we put
uρT,(1)(z) = Exp(uˆ
ρ
1,T,(0)(z), V
ρ
T,1,(1)(z)). (5.34)
(2) If z ∈ K2, we put
uρT,(1)(z) = Exp(uˆ
ρ
2,T,(0)(z), V
ρ
T,2,(1)(z)). (5.35)
(3) If z = (τ, t) ∈ [−5T, 5T ]× [0, 1], we put
uρT,(1)(τ, t) = Exp
Ä
uρT,(0)(τ, t), χ
←
B (τ, t)(V
ρ
T,1,(1)(τ, t)− (∆pρT,(1))Pal)
+ χ→A (τ, t)(V
ρ
T,2,(1)(τ, t)− (∆pρT,(1))Pal) + (∆pρT,(1))Pal
ä
.
(5.36)
We recall that uˆρ1,T,(0)(z) = u
ρ
T,(0)(z) on K1 and uˆ
ρ
2,T,(0)(z) = u
ρ
T,(0)(z) on K2.
Step 1-3 (Error estimates): Let a constant 0 < µ < 1 be given, which we fix
throughout the rest of the proof. For example we can take µ = 1/2.
This step corresponds to establishing the inequality (5.3) for n = 1 in Newton’s
iteration scheme.
Proposition 5.17. There exists C3,m such that for any (4) > 0, there exists
Tm,(4),(5.37) > 0 with the following properties. We can define e
ρ
i,T,(1) ∈ Ei that
satisfies
‖∂uρT,(1) − (eρ1,T,(0) + eρ1,T,(1))− (eρ2,T,(0) + eρ2,T,(1))‖L2m,δ < C1,m(4)µe
−δ1T (5.37)
for all T > Tm,(5.37). (Here C1,m is the constant given in Lemma 5.2.) Moreover
‖eρi,T,(1)‖L2m(Ki) < C3,me−δ1T . (5.38)
Note Remark 5.4 applies here.
Proof. The existence of eρi,T,(1) satisfying
‖∂uρT,(1)−(eρ1,T,(0)+eρ1,T,(1))−(eρ2,T,(0)+eρ2,T,(1))‖L2m,δ(K1∪K2⊂ΣT ) < C1,m(4)µe
−δ1T /10
is a consequence of the fact that (5.8) is the linearized equation of (3.19) and the
estimate (5.33). More explicitly, we can prove this by a standard quadratic estimate
whose details are now in order.
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We do the necessary estimates on the regions K1, K2, ([−5T, 5T ] \ [−T − 1, T +
1])× [0, 1] and region [−T − 1, T + 1]× [0, 1] separately.
We first estimate on K1. We put K
+
1 = K1 ∪ [−5T,−5T + 1]× [0, 1].
Remark 5.18. The estimate on K1 is rather lengthy. However it consists only of
standard and straightforward calculation. This estimate is not a part of the main
idea of the proof. The main idea of the proof of this paper is the points mentioned
in Remarks 5.21 and 6.12.
During this estimate on K1 and on [−5T,−T − 1] × [0, 1] we use the following
simplified notation.
u = uˆρ1,T,(0), V = V
ρ
T,1,(1),
P = (Pal(0,1)1 )−1, e = eρ1,T,(0).
(5.39)
Here Pal
(0,1)
1 is the (0, 1) part of the parallel translation along the curve s 7→
Exp(u, sV ), s ∈ [0, s0] for s0 ∈ [0, 1].
By Fundamental Theorem of Calculus
g(1) = g(0) +
∫ 1
0
g′(s) ds = g(0) + g′(0) +
∫ 1
0
ds
Å∫ s
0
g′′(r) dr
ã
(5.40)
applied to the function g valued in L2m,δ(K
+
1 ; (uˆ
ρ
1,T,(0))
∗TX ⊗Λ0,1) given by g(s) =
P∂ (Exp(u, sV )) , we derive
P∂(Exp(u, V ))
= ∂(Exp(u, 0)) +
∫ 1
0
∂
∂s
(P∂(Exp(u, sV ))) ds
= ∂u+ (Du∂)(V ) +
∫ 1
0
ds
∫ s
0
Å
∂
∂r
ã2 (P∂(Exp(u, rV )) dr (5.41)
on L2m,δ(ΣT ;u
∗TX ⊗ Λ0,1).
On the other hand, we have the following estimate.
Lemma 5.19. Let m ≥ 2. Then∥∥∥∥∥
∫ 1
0
ds
∫ s
0
Å
∂
∂r
ã2 (P∂(Exp(u, rV )) dr∥∥∥∥∥
L2m(K1)
≤ Cm,(5.42)‖V ‖2L2
m+1,δ
(K+1 )
≤ C ′m,(5.42)e−2δ1T .
(5.42)
Proof. This is rather an immediate consequence of the fact that the covariant de-
rivative ∇2rP =
(
∂
∂r
)2 P do not differentiate V . Especially this inequality is obvious
for the case of flat metric and the standard complex structure on Cn. For the read-
ers’ convenience, we provide a full explanation on why the presence of exponential
maps and the parallel transports do not hinder obtaining the required estimate in
Appendix A. 
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We also have
P ◦Π⊥E1(Exp(u,V )) ◦ P−1
= Π⊥E1(u) +
∫ 1
0
d
ds
Ä
P ◦Π⊥E1(Exp(u,sV ) ◦ P−1
ä
ds
= Π⊥E1(u) − (DuE1)(·, V ) +
∫ 1
0
ds
∫ s
0
d2
dr2
Ä
P ◦Π⊥E1(Exp(u,rV )) ◦ P−1
ä
dr.
(5.43)
We can estimate the third term of the right hand side of (5.43) in the same way
as in (5.42) and also get∥∥∥∥∥
∫ 1
0
ds
∫ s
0
d2
dr2
Ä
P ◦Π⊥E1(Exp(u,rV )) ◦ P−1
ä
dr
∥∥∥∥∥
L2m(K1)
≤ Cm,(5.44)e−2δ1T . (5.44)
Here the left hand side is the operator norm as an endomorphism of L2m(K1).
On the other hand, (5.9), (5.33) and (5.41) imply that∥∥∥∂(Exp(u, V ))− P−1e∥∥∥
L2m(K1)
≤ Cm,(5.45)e−δ1T . (5.45)
(Note we regard e = eρ1,T,(0) ∈ L2(K1, u∗TX).) We put
Q = ∂(Exp(u, V ))− P−1e.
By (5.43), (5.44) and (5.45), we have∥∥∥Π⊥E1(Exp(u,V ))(Q)− P−1Π⊥E1(u)(PQ) +P−1(DuE1)(PQ,V )∥∥L2m(K1)
=
∥∥∥∥∥
∫ 1
0
ds
∫ s
0
d2
dr2
Ä
P ◦Π⊥E1(Exp(u,rV ))(Q)
ä
dr
∥∥∥∥∥
L2m(K1)
≤ Cm,(5.46)e−3δ1T .
(5.46)
By (5.33) we have ‖V ‖L2
m+1
(Σi)
≤ C2,me−δ1T . Therefore using (5.45), (5.46) and∥∥P−1(DuE1)(PQ,V )∥∥L2m(K1) ≤ Cm,(5.47) ‖V ‖L2m(K1) ‖Q‖L2m(K1) (5.47)
we have∥∥∥Π⊥E1(Exp(u,V ))(Q)− P−1Π⊥E1(u)(PQ)∥∥∥L2m(K1) ≤ Cm,(5.48)e−2δ1T . (5.48)
Substituting Q = ∂(Exp(u, V ))− P−1e in (5.48) back, we obtain∥∥∥∥Π⊥E1(Exp(u,V ))∂(Exp(u, V ))− P−1Π⊥E1(u)(P∂(Exp(u, V ))
−Π⊥E1(Exp(u,V ))
(P−1e)+ P−1Π⊥E1(u)(e)∥∥∥∥
L2m(K1)
≤ Cm,(5.49)e−2δ1T .
(5.49)
Therefore applying (5.43) and (5.44) to the 3rd and 4th terms of (5.49), we obtain∥∥∥Π⊥E1(Exp(u,V ))∂(Exp(u, V ))− P−1Π⊥E1(u)(P∂(Exp(u, V ))
+ P−1(DuE1) (e, V )
∥∥∥
L2m(K1)
≤ Cm,(5.50)e−2δ1T .
(5.50)
We recall u = uˆρ1,T,(0) = u
ρ1
1 on K
+
1 . Therefore we derive
∂u+ (Du∂)(V )− (DuE1)(e, V ) ∈ E1(u) (5.51)
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on K+1 from (5.19), (5.29) and Definition 5.5.
Then (5.50) and (5.51) imply∥∥∥Π⊥E1(Exp(u,V ))∂(Exp(u, V ))− P−1Π⊥E1(u)P∂(Exp(u, V ))
+ P−1Π⊥E1(u)∂u+ P−1Π⊥E1(u)(Du∂)(V )
∥∥∥
L2m(K1)
≤ Cm,(5.52)e−2δ1T .
(5.52)
Combined with (5.41) and (5.42), this implies∥∥∥Π⊥E1(Exp(u,V )) (∂(Exp(u, V )))∥∥∥L2m(K1) ≤ Cm,(5.53)e−2δ1T
≤ C1,me−δ1T (4)µ/10,
(5.53)
for T > Tm,(4),(5.53) if we choose Tm,(5.53) so that it satisfies
e−δ1Tm,(4),(5.53) <
C1,m
10Cm,(5.53)
(4)µ. (5.54)
This gain of decay rate by the order of µ > 0 independent of T and m is one of
the crucial elements in the iteration scheme. (We refer readers to (5.79) to see how
this gain is used.) We use (5.45) and (5.53) to show:
Lemma 5.20. There exists Cm,(5.55) such that:∥∥∥ΠE1(Exp(u,V )))(∂(Exp(u, V ))− e∥∥∥
L2m(K1)
≤ Cm,(5.55)e−δ1T . (5.55)
Here we regard e = eρ1,T,(0) as an element of L
2
m(K1; (Exp1(u, V )))
∗TX ⊗ Λ0,1).
Proof. This is a consequence of (5.45), e ∈ E1(Exp(u, V )) and certain estimate of
parallel transport. We postpone the proof of this lemma till Appendix B. 
Then if we set
eρ1,T,(1) = ΠE1(Exp(u,V ))
Ä
∂ (Exp(u, V ))− eρ1,T,(0)
ä
(5.56)
(5.38) follows. (Recall e = eρ1,T,(0).)
The estimate of the left hand side of (5.37) on K1 follows from (5.53). We have
thus finished the estimate on K1. The estimate on K2 is the same.
We next consider the domain [−5T,−T − 1]× [0, 1]. Let S ∈ [−5T,−T − 1] and
Σ(S) = [S, S + 1]× [0, 1].
We also put v = ∆pρT,(1).
In the same way as the proof of Lemma 5.19 we can use (5.33) to prove∥∥∥∥∥
∫ 1
0
ds
∫ s
0
Å
∂
∂r
ã2 (P∂(Exp(u, rV )) dr∥∥∥∥∥
L2m(Σ(S))
≤ Cm,(5.57)‖V ‖2L2
m+1
(Σ(S))
≤ Cm,(5.57)
(
‖V − vPal‖2L2
m+1
(Σ(S)) + ‖vPal‖2L2
m+1
(Σ(S))
)
≤ C ′m,(5.57)e−2δ1T .
(5.57)
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(See Appendix A.) Here to prove the inequality of the last line we also use the
boundedness of the domain Σ(S) and an equality ‖vPal‖L2
m+1
(Σ(S)) ≤ C‖v‖, which
follows from the definition (3.7) of vPal.
We remark that the domain Σ(S) is disjoint from the support of elements of Ei.
Therefore (5.41), (5.57) together with (5.29) imply
‖∂(Exp(u, V ))‖L2m(Σ(S)) ≤ Cm,(5.58)e−2δ1T . (5.58)
Note eT,δ ≤ 10e5Tδ ≤ 10eTδ1/2 by (3.11). Hence (5.58) implies
‖∂(Exp(u, V ))‖2L2
m,δ
([−5T,−T−1]×[0,1])
≤
∑
S∈([−5T−1,−T−2]∩Z)∪{−T−2}
‖∂(Exp(u, V ))‖2L2
m,δ
(Σ(S))
≤ Cm,(5.59)Te−3δ1T ≤
(
C1,me
−δ1T (4)µ/10
)2
(5.59)
if T > Tm,(4),(5.59).
The inequality (5.59) is the estimate of the left hand side of (5.37) on [−5T,−T−
1]× [0, 1].
The estimate on [T + 1, 5T ]× [0, 1] is the same. (We use the notations given in
(5.39) up to here.)
Now we do estimate ∂uρT,(1) on [−T + 1, T − 1]× [0, 1]. The inequality∥∥∥∂uρT,(1)∥∥∥L2
m,δ
([−T+1,T−1]×[0,1]⊂ΣT )
< C1,mµ(4)e
−δ1T /10
is also a consequence of the fact that (5.8) is the linearized equation of (3.19) and
of the estimate (5.33). In fact, since the bump functions χ←B and χ
→
A are ≡ 1 there
the proof is the same as the proof of (5.59).
On AT , by definition of uρT,(1), we have
∂uρT,(1) = ∂
Ä
Exp
Ä
uρT,(0), χ
→
A (V
ρ
T,2,(1) − (∆pρT,(1))Pal) + V ρT,1,(1)
ää
. (5.60)
Note ∥∥∥χ→A (V ρT,2,(1) − (∆pρT,(1))Pal)∥∥∥L2
m+1
(AT )
≤ Cm,(5.61)e−6Tδ
∥∥∥V ρT,2,(1) − (∆pρT,(1))Pal∥∥∥L2
m+1,δ
(AT⊂Σ2)
≤ C ′m,(5.61)e−6δT−δ1T .
(5.61)
The first inequality follows from the fact that the weight function e2,δ is around
e6Tδ on AT . The second inequality follows from (5.33). On the other hand the
weight function eT,δ is around e
4δT at AT . See Figure 6. Therefore∣∣∣‖∂uρT,(1)‖ − ‖∂(Exp(uρT,(0), V ρT,1,(1))‖L2m,δ(AT⊂ΣT )∣∣∣
≤ Cm,(5.62)‖χ→A (V ρT,2,(1) −∆pρT,(1))‖L2m+1,δ(AT⊂ΣT )
≤ C ′m,(5.62)e−2δT−δ1T .
(5.62)
See Appendix A for the proof of the first inequality.
Remark 5.21. This drop of the weight is the main part of the idea. It was used in
[FOOO1, page 414] (and also in [Fu, (8.7.2)]). This is the place where the choice of
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e2,
eT ,
e6T
e4T
AT
Figure 6. Drop of weight.
our weight functions enables us to implement the alternating method by exploiting
the exponential decay of the Green kernel.
By Definition 5.5, Errρ2,T,(0) = 0 on AT . Using this in the same way as we did
to obtain (5.58) we derive
‖∂(Exp(uρT,(0), V ρT,1,(1))‖L2m,δ(AT⊂ΣT ) ≤ C1,me
−δ1T (4)µ/20 (5.63)
for T > Tm,(4),(5.64).
Therefore combining (5.60)-(5.63), we can find a constant Tm,(4),(5.64) such that
‖∂uρT,(1)‖L2m,δ(AT⊂ΣT ) < C1,mµ(4)e
−δ1T /10 (5.64)
for all T > Tm,(4),(5.64).
The estimate on BT is similar and so omitted. The proof of Proposition 5.17 is
now complete. 
Step 1-4 (Separating error terms into two parts): We start with writing
down the (approximate) error in the first induction step.
Definition 5.22. We put
Errρ1,T,(1) = χ
←
X (∂u
ρ
T,(1) − (eρ1,T,(0) + eρ1,T,(1))),
Errρ2,T,(1) = χ
→
X (∂u
ρ
T,(1) − (eρ2,T,(0) + eρ2,T,(1))).
We regard them as elements of the weighted Sobolev spaces L2m,δ(Σ1; (uˆ
ρ
1,T,(1))
∗TX⊗
Λ0,1) and L2m,δ(Σ2; (uˆ
ρ
2,T,(1))
∗TX ⊗ Λ0,1) respectively, by extending them to be 0
outside the support of χ.
We put
pρT,(1) = Exp(p
ρ,∆pρT,(1)). (5.65)
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We then come back to the Step κ-1 for κ = 1 to establish the following and
continue our inductive steps for κ ≥ 1.∥∥∥(V ρT,i,(κ),∆pρT,(κ))∥∥∥W 2
m+1,δ
(Σi)
< C2,mµ
κ−1e−δ1T , (5.66)∥∥∥E(uρT,(0), uρT,(κ))∥∥∥W 2
m+1,δ
(ΣT )
< C4,m(2− µκ)e−δ1T , (5.67)∥∥∥Errρi,T,(κ)∥∥∥L2
m,δ
(Σi)
< C1,m(5)µ
κe−δ1T , (5.68)∥∥∥eρi,T,(κ)∥∥∥L2m(Ki) < C3,mµκ−1e−δ1T , for κ ≥ 1. (5.69)
Note we also have
∂uρT,(κ) − Errρ1,T,(κ) − Errρ2,T,(κ) =
2∑
i=1
κ∑
j=0
eρi,T,(j). (5.70)
See Definitions 5.22 and 5.34.
More specifically, we will prove the next proposition. Note we have already
chosen the constants C1,m, C2,m, C3,m.
Proposition 5.23. (1) For any (5) > 0 and C4,m there exists T3,m,(5) > 0
such that if T > T3,m,(5) then (5.66), (5.67) for ≤ κ and (5.68) and (5.69)
for ≤ κ− 1 imply (5.68) and (5.69) for κ. (Here T3,m,(5) may depend on
C1,m, C2,m, C3,m, C4,m.)
(2) For any C4,m there exists 3,m > 0 independent of T, κ such that if (5) <
3,m, then (5.68) and (5.69) for ≤ κ − 1 imply (5.66) for κ. (Here 4,m
may depend on C1,m, C2,m, C3,m, C4,m.)
(3) We can choose C4,m such that the following holds. There exists T4,m > 0
depending on C1,m, C2,m, C3,m, C4,m with the following properties. Suppose
(5.66) for ≤ κ and that uρT,(κ) is defined from uρT,(κ−1) and (V ρT,i,(κ),∆pρT,(κ))
as in Definition 5.32 and (5.67) for ≤ κ− 1. Then we have (5.67) for κ, if
T > T4,m.
Proof. The rest of this section will be occupied with the proof of this proposition by
describing each of Steps κ-1,. . . ,κ-4. Note Step κ-1 corresponds to Proposition 5.23
(2). Steps κ-2,κ-3,κ-4 corresponds to Proposition 5.23 (1). The proof of Proposition
5.23 (3) is straightforward. We provide its detail in Appendix E together with
versions involving T (and ρ) derivatives. See Proposition 6.9 (3).
Since Steps κ-1,. . . ,κ-4 are largely repetitions of the same kind of tedious but
straightforward estimates as in κ = 1, we will only state the main definitions and
statements required to perform the inductive schemes that will be needed for the
exponential estimate of the T -derivatives in the next section, and leave the details
of the relevant estimates to Appendix C.
Remark 5.24. Various constants Cm,(∗.∗) and Tm,(5),(∗.∗) etc. will appear in the
course of the proof of Proposition 5.23 (including the appendices quoted there.)
Those constants depend on m as well as the numbers explicitly appearing in the
subscript and the previously given constants C1,m-C4,m. (Especially they depend
on Wm+1,δ norm of u
ρ
T,(κ) which is estimated by (5.67).) The important point is
that they are independent of κ and T .
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Therefore, even though we have infinitely many steps κ = 0, 1, 2, . . . to work out,
we need to make choices of those constants only finitely many times.
Step κ-1: In this step we prove Proposition 5.23 (1). We first cut-off uρT,(κ−1) and
extend by zero to obtain maps uˆρi,T,(κ−1) : (Σi, ∂Σi)→ (X,L) (i = 1, 2) as follows:
We first define pρT,(κ−1) inductively by
pρT,(κ−1) = Exp(p
ρ
T,(κ−2),∆p
ρ
T,(κ−1)), (5.71)
starting from (5.65). Then we put
uˆρ1,T,(κ−1)(z)
=

Exp
(
pρT,(κ−1), χ
←
B (τ − T, t)E(pρT,(κ−1),uρT,(κ−1)(τ, t))
)
if z = (τ, t) ∈ [−5T, 5T ]× [0, 1]
uρT,(κ−1)(z) if z ∈ K1
pρT,(κ−1) if z ∈ [5T,∞)× [0, 1].
uˆρ2,T,(κ−1)(z)
=

Exp
(
pρT,(κ−1), χ
→
A (τ + T, t)E(p
ρ
T,(κ−1),u
ρ
T,(κ−1)(τ, t))
)
if z = (τ, t) ∈ [−5T, 5T ]× [0, 1]
uρT,(κ−1)(z) if z ∈ K2
pρT,(κ−1) if z ∈ (−∞,−5T ]× [0, 1].
(5.72)
We have the following estimate of uˆρi,T,(κ−1) on the neck region.
Lemma 5.25.∥∥∥E(pρ0, uˆρ1,T,(κ−1))∥∥∥L2
m+1
([T,9T )×[0,1])
≤ Cm,(5.73)e−δ1T ,∥∥∥E(pρ0, uˆρ2,T,(κ−1))∥∥∥L2
m+1
((−9T,−T ]×[0,1])
≤ Cm,(5.73)e−δ1T .
(5.73)
We remark that in the left hand side of (5.73) we take L2m+1 norm without weight.
Proof. For κ− 1 = 0 this is a consequence of Condition 3.1 and Lemma 2.5. Then
using (5.66) we can prove the lemma by induction on κ. Its version with T and ρ
derivatives included, is (6.10) proven in Appendix E. 
Now we consider the linearization of (3.19) at uˆρi,T,(κ−1)
Duˆρ
i,T,(κ−1)
∂ : W 2m+1,δ((Σi, ∂Σi);(uˆ
ρ
i,T,(κ−1))
∗TX, (uˆρi,T,(κ−1))
∗TL)
→ L2m,δ(Σi; (uˆρi,T,(κ−1))∗TX ⊗ Λ0,1).
(5.74)
We denote
(se)ρi,T,(κ−1) =
κ−1∑
a=0
eρi,T,(a). (5.75)
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Similarly as for the operator D
app,(0)
uˆρ
i,T,(0)
in (5.19), we define the approximate lin-
earization of (3.19)
D
app,(κ−1)
uˆρ
i,T,(κ−1)
:= Duˆρ
i,T,(κ−1)
∂ − (Duˆρ
i,T,(κ−1)
Ei)((se)ρi,T,(κ−1), ·) (5.76)
by replacing ∂uˆρi,T,(κ−1) by (se)
ρ
i,T,(κ−1) in the expression of the linearization oper-
ator
(Duˆρ
i,T,(κ−1)
∂)⊥ = Duˆρ
i,T,(κ−1)
∂ − (Duˆρ
i,T,(κ−1)
Ei)(∂uˆρi,T,(κ−1), ·).
Lemma 5.26. Denote Ei = Ei(uˆρi,T,(κ−1)). There exists Tm,(5.77) such that if T >
Tm,(5.77) then we have
Im(D
app,(κ−1)
uˆρ
i,T,(κ−1)
) + Ei = L2m,δ(Σi; (uˆρi,T,(κ−1))∗TX ⊗ Λ0,1). (5.77)
Moreover the map
Dev1,∞ −Dev2,∞ : (Dapp,(κ−1)uˆρ
1,T,(κ−1)
)−1(E1)⊕ (Dapp,(κ−1)uˆρ
2,T,(κ−1)
)−1(E2)→ Tpρ
T,(κ−1)
L (5.78)
is surjective.
Proof. Using the inequality (5.69), we estimate∥∥∥∥∥eρi,T,(0) − κ−1∑
a=0
eρi,T,(a)
∥∥∥∥∥
L2m(Ki)
≤
κ−1∑
a=1
‖eρi,T,(a)‖L2m(Ki) < C3,m
e−δ1T
1− µ . (5.79)
This in particular implies
Y 7→(Duˆρ
1,T,(κ−1)
E1)((se)ρi,T,(κ−1),Pal
uˆρ
1,T,(κ−1)
u1 (Y ))
− Paluˆ
ρ
1,T,(κ−1)
uˆρ
1,T,(0)
((Duˆρ
1,T,(0)
E1)(eρ1,T,(0),Pal
uˆρ
1,T,(0)
u1 (Y )))
(5.80)
is small in the operator norm. We prove this fact in Appendix D. Then this small-
ness implies that of the operator norm of the difference operator
D
app,(κ−1)
uˆρ
1,T,(κ−1)
◦ Paluˆ
ρ
1,T,(κ−1)
uρ1
− Paluˆ
ρ
1,T,(κ−1)
uˆρ
1,T,(0)
◦Dapp,(0)
uˆρ
1,T,(0)
◦ Paluˆ
ρ
1,T,(0)
uρ1
is small. This can be easily seen by rewriting the value of the difference operator
as
D
app,(κ−1)
uˆρ
1,T,(κ−1)
(Pal
uˆρ
1,T,(κ−1)
uρ1
(Y ))− Paluˆ
ρ
1,T,(κ−1)
uˆρ
1,T,(0)
(D
app,(0)
uˆ1,T,(0)
(Pal
uˆρ
1,T,(0)
uρ1
(Y )))
=
Å
(Duˆρ
1,T,(κ−1)
∂)(Pal
uˆρ
1,T,(κ−1)
uρ1
(Y ))− Paluˆ
ρ
1,T,(κ−1)
uˆρ
1,T,(0)
((Duˆρ
i,T,(0)
∂)(Pal
uˆρ
1,T,(0)
uρ1
(Y )))
ã
−
(
(Duˆρ
1,T,(κ−1)
E1)((se)ρi,T,(κ−1),Pal
uˆρ
1,T,(κ−1)
uρ1
Y )
− Paluˆ
ρ
1,T,(κ−1)
uˆρ
1,T,(0)
(Duˆρ
1,T,(0)
E1)(eρ1,T,(0),Pal
uˆρ
1,T,(0)
uρ1
(Y ))
)
.
The first summand of the right hand side clearly small by the smallness of L2m+1,δ-
norm of E(uˆρi,T,(κ−1), uˆ
ρ
i,T,(0)) arising from the induction hypothesis (5.67). Then the
lemma follows by combining Lemma 5.7 and the above mentioned smallness. 
Note that Remark 5.8 still applies to Lemma 5.26.
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Definition 5.27. We define a linear map
Φi;(κ−1)(ρ, T ) :W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL)
→W 2m+1,δ((Σi, ∂Σi); (uˆρi,T,(κ−1))∗TX, (uˆρi,T,(κ−1))∗TL),
as the closure of the map Pal
uˆρ
i,T,(κ−1)
ui in (2.7).
Lemma 5.28. (1) Φi;(κ−1)(ρ, T ) sends (5.25) to
W 2m+1,δ((Σi, ∂Σi); (uˆ
ρ
i,T,(κ−1))
∗TX, (uˆρi,T,(κ−1))
∗TL). (5.81)
(2) The map (Φ1;(κ−1)(ρ, T ),Φ2;(κ−1)(ρ, T )) sends the subspace (5.23) to the
subspace
Ker(Dev1,∞ −Dev2,∞)
∩
2⊕
i=1
W 2m+1,δ((Σi, ∂Σi); (uˆ
ρ
i,T,(κ−1))
∗TX, (uˆρi,T,(κ−1))
∗TL).
(5.82)
The proof is easy and is omitted.
Definition 5.29. We denote by H(κ−1)(E1, E2; ρ, T ) the image of the subspace
H(E1, E2) (See Definition 5.9.) by the map (Φ1;(κ−1)(ρ, T ),Φ2;(κ−1)(ρ, T )). It is a
subspace of (5.82).
Definition 5.30. We define (V ρT,1,(κ), V
ρ
T,2,(κ),∆p
ρ
T,(κ)) by
D
app,(κ−1)
uˆρ
i,T,(κ−1)
(V ρT,i,(κ)) + Err
ρ
i,T,(κ−1) ∈ Ei(uˆρi,T,(κ−1)) (5.83)
and
((V ρT,1,(κ),∆p
ρ
T,(κ)), (V
ρ
T,2,(κ),∆p
ρ
T,(κ))) ∈ H(κ−1)(E1, E2; ρ, T ). (5.84)
Lemma 5.26 implies that such (V ρT,1,(κ), V
ρ
T,2,(κ),∆p
ρ
T,(κ)) exists and is unique if
T > Tm,(5.77).
Lemma 5.31. There exist Tm,(5.85) and 3,m > 0 such that if (5) < 3,m, then
(5.68) for κ− 1 imply that the next inequality for T > Tm,(5.85).
‖(VT,i,(κ),∆pρT,(κ))‖W 2m+1,δ(Σi) ≤ C2,mµ
κ−1e−δ1T . (5.85)
Proof. We take Tm,(5.85) large so that the inverse of
Π⊥Ei(uˆρi,T,(κ−1)) ◦D
app,(κ−1)
uˆρ
i,T,(κ−1)
is uniformly bounded and choose 3,m small such that 
−1
3,m is much larger than the
norm of the above mentioned inverse. Then (5.85) follows from uniform bounded-
ness of the above mentioned inverse together with (5.68) for κ− 1. 
This lemma implies the inequality (5.66). We finished the proof of Proposition
5.23 (2).
Step κ-2: We start the proof of Proposition 5.23 (1).
We use (V ρT,1,(κ), V
ρ
T,2,(κ),∆p
ρ
T,(κ)) to find an approximate solution u
ρ
T,(κ) of the
next level. We remark that (V ρT,1,(κ), V
ρ
T,2,(κ),∆p
ρ
T,(κ)) is the counterpart vκ given by
vκ =
f(xκ)
f ′(xκ)
and the next definition corresponds to the next iteration xκ+1 = xκ+vκ
in Newton’ scheme.
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Definition 5.32. We define uρT,(κ)(z) as follows.
(1) If z ∈ K1, we put
uρT,(κ)(z) = Exp(uˆ
ρ
1,T,(κ−1)(z), V
ρ
T,1,(κ)(z)). (5.86)
(2) If z ∈ K2, we put
uρT,(κ)(z) = Exp(uˆ
ρ
2,T,(κ−1)(z), V
ρ
T,2,(κ)(z)). (5.87)
(3) If z = (τ, t) ∈ [−5T, 5T ]× [0, 1], we put
uρT,(κ)(τ, t) = Exp
(
uρT,(κ−1)(τ, t), χ
←
B (τ, t)(V
ρ
T,1,(κ)(τ, t)− (∆pρT,(κ))Pal)
+ χ→A (τ, t)(V
ρ
T,2,(κ)(τ, t)− (∆pρT,(κ))Pal) + (∆pρT,(κ))Pal
)
.
(5.88)
We note that uˆρ1,T,(κ−1)(z) = u
ρ
T,(κ−1)(z) on K1 and uˆ
ρ
2,T,(κ−1)(z) = u
ρ
T,(κ−1)(z)
on K2.
Step κ-3: The proof of the following proposition is largely a duplication of that of
Proposition 5.17 plus (5.59) and so its details will be postponed till Appendix C.
Proposition 5.33. For any (5) > 0, there exists Tm,(5),(5.89) > 0 with the fol-
lowing properties. If T > Tm,(5),(5.89) we can define e
ρ
i,T,(κ) ∈ Ei that satisfies∥∥∥∥∥∂uρT,(κ) − κ∑
a=0
eρ1,T,(a) −
κ∑
a=0
eρ2,T,(a)
∥∥∥∥∥
L2
m,δ
(ΣT )
< C1,mµ
κ(5)e−δ1T , (5.89)
and
‖eρi,T,(κ)‖L2m(Ki) < C3,mµκ−1e−δ1T . (5.90)
Note Remark 5.4 applies here.
Step κ-4: Similarly as before, we introduce the following definition.
Definition 5.34. We put
Errρ1,T,(κ) = χ
←
X
(
∂uρT,(κ) −
κ∑
a=0
eρ1,T,(a)
)
,
Errρ2,T,(κ) = χ
→
X
(
∂uρT,(κ) −
κ∑
a=0
eρ2,T,(a)
)
.
We regard them as elements of the weighted Sobolev spaces
L2m,δ(Σi; (uˆ
ρ
i,T,(κ))
∗TX ⊗ Λ0,1)
for i = 1, 2 respectively. (We extend them by 0 outside a compact set.)
We put pρ(κ) = Exp(p
ρ
(κ−1),∆p
ρ
(κ)). See (5.71). Then Proposition 5.33 implies
(5.68) and (5.69).
We have thus finished the proof of Proposition 5.23 (1).
The proof of Proposition 5.23 is complete. 
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Now we are ready to produce the solution to the gluing problem. For each fixed
m there exists Tm such that if T > Tm then
lim
κ→∞u
ρ
T,(κ)
converges in L2m+1,δ sense to a solution of (3.19) by Proposition 5.33. The limit
map is automatically of C∞-class by elliptic regularity. (5.68) and (5.70) imply
that the limit solves the equation (3.19). We have thus constructed the gluing map
used in Theorem 3.13.
6. Exponential decay of T derivatives
We first state the result of this section which is also the main result of this paper.
We recall that for T sufficiently large and ρ = (ρ1, ρ2) ∈ V1 ×L V2 we have defined
uρT,(κ) for each κ = 0, 1, 2, . . .. We denote its limit by
uρT = limκ→∞u
ρ
T,(κ) : (ΣT , ∂ΣT )→ (X,L). (6.1)
The main result of this section is an estimate of T and ρ derivatives of this map.
We prepare some notations to state the result.
For T > 0, we defined the surface ΣT as the union
ΣT = K1 ∪ ([−5T, 5T ]τ × [0, 1]) ∪K2
by identifying ∂K1 ∼= {−5T} × [0, 1] and ∂K2 ∼= {5T} × [0, 1] where we denote by
(τ, t) the coordinates on [−5T, 5T ]τ× [0, 1]. Therefore we have the natural inclusion
Ki ⊂ ΣT .
We introduce a new coordinate (τ ′, t) and (τ ′′, t) such that the relationship be-
tween the three coordinates (τ, t), (τ ′, t) and (τ ′′, t) are given by
τ ′ = τ + 5T (6.2)
and
τ ′′ = τ − 5T. (6.3)
We may use either (τ ′, t) or (τ ′′, t) as the coordinate of ΣT \ (K1 ∪K2). Namely
ΣT = K1 ∪ ([0, 10T ]τ ′ × [0, 1]) ∪K2 = K1 ∪ ([−10T, 0]τ ′′ × [0, 1]) ∪K2
Remark 6.1. Here and hereafter we write [0, 10T ]τ ′ , [−10T, 0]τ ′′ , [−5T, 5T ]τ etc.
to clarify the coordinate (τ ′, τ ′′, or τ) we use.
We can also use (τ ′, t) coordinate on Σ1 \K1 and (τ ′′, t) coordinate on Σ2 \K2
so that
Σ1 = K1 ∪ ([−5T,∞)τ × [0, 1]) = K1 ∪ ([0,∞)τ ′ × [0, 1],
Σ2 = K2 ∪ (−∞, 5T ]τ × [0, 1]) = K2 ∪ (−∞, 0]τ ′′ × [0, 1].
Remark 6.2. We remark that (τ ′, t) coordinate of Σ1 and (τ ′′, t) coordinate of Σ2
are independent of T but (τ, t) coordinates of them are T dependent.
We define
KS1 = K1 ∪ ([0, S]τ ′ × [0, 1]),
KS2 = ([−S, 0]τ ′′ × [0, 1]) ∪K2
(6.4)
for each positive constant S > 0. We have a natural embedding KS1 ↪→ Σ1 (resp.
KS2 ↪→ Σ2) via the coordinates τ ′ (resp. via the coordinates τ ′′).
If S > 0, T > S10 , we have embeddings of K
S
1 → ΣT by setting τ = τ ′ − 5T and
KS2 → ΣT by τ = τ ′′ + 5T .
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= 0 = 5T= 5T
' = 0 "= 01 2
K1
K2
Figure 7. τ ′ and τ ′′.
We then obtain a map
Gluresi,S : [Tm,∞)× V1 ×L V2 → MapL2
m+1
((KSi ,K
S
i ∩ ∂Σi), (X,L))
by ®
Glures1,S(T, ρ)(x) = u
ρ
T (x) x ∈ K1
Glures1,S(T, ρ)(τ
′, t) = uρT (τ
′, t) (= uρT (τ + 5T, t))
(6.5)®
Glures2,S(T, ρ)(x) = u
ρ
T (x) x ∈ K2
Glures2,S(T, ρ)(τ
′′, t) = uρT (τ
′′, t) (= uρT (τ − 5T, t)).
(6.6)
Here the map ‘Glures’ stands for the phrase ‘gluing followed by restriction’, and
MapL2
m+1
((KSi ,K
S
i ∩ ∂Σi), (X,L)) is the space of maps of L2m+1 class (m is suffi-
ciently large, say m > 10.) It has a structure of Hilbert manifold in an obvious
way. This Hilbert manifold is independent of T . So we can define T derivative of
a family of elements of MapL2
m+1
((KSi ,K
S
i ∩ ∂Σi), (X,L)) parameterized by T . 5
Remark 6.3. The domain and the target of the map Gluresi,S depend on m.
However its image actually lies in the set of smooth maps. Also none of the con-
structions of uρT depend on m. (The proof of the convergence of (6.1) depends
on m. So the numbers T3,m,(5), T4,m in Proposition 5.23 (and T5,m,(6), T6,m in
Proposition 6.9) depend on m.) Therefore the map Gluresi,S is independent of m
on the intersection of the domains. Namely the map Gluresi,S constructed by using
L2m1 norm coincides with the map Gluresi,S constructed by using the L
2
m2 norm on
[max{T3,m1,(5), T4,m1 , T5,m1,(6), T6,m1T3,m2,(5), T4,m2 , T5,m2,(6), T6,m2},∞)×V1×L
V2.
5We can also use Ck((KSi ,K
S
i ∩ ∂Σi), (X,L)), the Banach manifold of Ck maps, in place of
MapL2
m+1
((KSi ,K
S
i ∩ ∂Σi), (X,L)).
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Theorem 6.4. For each given m and S, there exist Tm,S,(6.7) > S, Cm,S,(6.7) > 0
such that ∥∥∥∥∇nρ d`dT `Gluresi,S
∥∥∥∥
L2
m+1−`
< Cm,S,(6.7)e
−δ1T (6.7)
holds for all T > Tm,S,(6.7) and for (n, `) with m − 2 ≥ n, ` ≥ 0 and ` > 0. Here
∇nρ is the n-th derivative in the ρ-direction.
Remark 6.5. Theorem 6.4 is equivalent to [FOOO1, Lemma A1.58]. The proof
below uses the same inductive scheme as the one in [FOOO1, page 776]. We use
L2m norm in place of L
p
1 norm and we add thorough detail.
Remark 6.6. We remark that the map
ME1⊕E2((ΣT , ~z);u1, u2)1 →
2∏
i=1
MapL2
m+1
((KSi ,K
S
i ∩ ∂Σi), (X,L)),
which is obtained by restricting the domain, is an embedding for each fixed T . This
is a consequence of unique continuation. We note that the target of the map does
not depend on T . Therefore we can use Theorem 6.4 to study T -dependence of
the moduli spaceME1⊕E2((ΣT , ~z);β). We used this fact and Theorem 6.4 to show
smoothness of the coordinate change of the Kuranishi structure on the moduli space
of bordered pseudoholomorphic curves in [FOOO1, II, Appendix A, page 764-773].
See Section 8 for more details.
The remaining section will be occupied by the proof of this theorem.
The construction of uρT,(κ) was given by induction on κ. We divide the inductive
step of the construction of uρT,(κ) from u
ρ
T,(κ−1) into two:
(Part A) Start from (V ρT,1,(κ), V
ρ
T,2,(κ),∆p
ρ
T,(κ)) and end with Err
ρ
1,T,(κ) and Err
ρ
2,T,(κ).
This is the steps κ-2,κ-3 and κ-4. This is the step of the error estimates for
the κ-th iteration map uρT,(κ), which is essentially a computational step.
(Part B) Start from Errρ1,T,(κ−1) and Err
ρ
2,T,(κ−1) and end with (V
ρ
T,1,(κ), V
ρ
T,2,(κ),∆p
ρ
T,(κ)).
This is the step κ-1. This step involves inverting the approximate right in-
verse of the linearization of the equation (3.19) at uρT,(κ−1).
We will prove the following inequalities inductively over κ ≥ 0,∥∥∥∥∇nρ ∂`∂T ` (V ρT,i,(κ),∆pρT,(κ))
∥∥∥∥
W 2
m+1−`,δ(Σi)
< C5,mµ
κ−1e−δ1T , (6.8)∥∥∥∥∇nρ ∂`∂T ` (E(ui, uρT,(κ)),E(p0, pρT,(κ)))
∥∥∥∥
W 2
m+1−`,δ(K
5T+1
i
⊂Σi)
< C6,m(2− µκ)e−δ1T , (6.9)∥∥∥∥∇nρ ∂`∂T `E(pρ0, uˆρi,T,(κ))
∥∥∥∥
L2
m+1−`(K
9T
i
\KT
i
)
< C7,m(2− µκ)e−δ1T , (6.10)∥∥∥∥∇nρ ∂`∂T `Errρi,T,(κ)
∥∥∥∥
L2
m−`,δ(Σi)
< C8,m(6)µ
κe−δ1T , (6.11)∥∥∥∥∇nρ ∂`∂T ` eρi,T,(κ)
∥∥∥∥
L2
m−`(K
ob
i
)
< C9,mµ
κ−1e−δ1T . (6.12)
Here 0 ≤ `, n ≤ m− 2. In Formula (6.9) we assume ` > 0 in addition.
38 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Remark 6.7. Note we use the T -independent coordinates (τ ′, t) on K5T+11 \K1,
K9T1 \KT1 and (τ ′′, t) on K5T+12 \K2, K9T2 \KT2 .
In (6.11) we use τ ′ coordinate for i = 1 and τ ′′ coordinate for i = 2.
We also remark that ΣT = K
5T+1
1 ∪ K5T+12 . (See the definition of ΣT at the
beginning of this section and (6.4).)
Recall from Definition 5.30 that the pair (V ρT,i,(κ),∆p
ρ
T,(κ)) appearing in (6.8) is
an element of the weighted Sobolev space
W 2m+1,δ((Σi, ∂Σi); (uˆ
ρ
i,T,(κ−1))
∗TX, (uˆρi,T,(κ−1))
∗TL)
which depends on T and ρ. We use the inverse of Φi,(κ−1)(ρ, T ) (Definition 5.27),
to identify
W 2m+1,δ((Σi, ∂Σi); (uˆ
ρ
i,T,(κ−1))
∗TX, (uˆρi,T,(κ−1))
∗TL)
∼= W 2m+1,δ((Σi, ∂Σi);u∗i TX, u∗i TL).
Namely we put
Ψi;(κ−1)(ρ, T ; (s, v)) =
Å
(Φi;(κ−1)(ρ, T )−1(s),
(
Pal
pρ
(κ−1)
p0
)−1
(v)
ã
. (6.13)
Using Ψi;(κ−1)(ρ, T ; ·), the formula (6.8) is:∥∥∥∥∇nρ ∂`∂T ` (Ψi;(κ−1)(ρ, T ; (V ρT,i,(κ),∆pρT,(κ))))
∥∥∥∥
W 2
m+1−`,δ(Σi)
≤ C5,mµκ−1e−δ1T .
(6.14)
We use τ ′ coordinate in case i = 1.
We can make sense of (6.9) and (6.11) in the same way as (6.14). We use the
isomorphism
L2m,δ(Σi; (uˆ
ρ
i,T,(κ−1))
∗TX ⊗ Λ0,1) ∼= L2m,δ(Σi;u∗i TX ⊗ Λ0,1), (6.15)
which is the closure of (
(Pal
uˆρ
i,T,(κ−1)
ui )
(0,1)
)−1
,
where (Pal
uˆρ
i,T,(κ−1)
ui )
(0,1) is as in (2.7), to formulate (6.10) and (6.12).
A similar remark applies to (6.10) and (6.12). (6.10) means∥∥∥∥∇nρ ∂`∂T `Palp0pρ0 (E(pρ0, uˆρi,T,(κ)))
∥∥∥∥
L2
m+1−`(K
9T
i
\KT
i
)
≤ C7,m(2− µκ)e−δ1T (6.16)
and in (6.12) we regard eρi,T,(κ) ∈ Eobi .
In this way we can safely work with (6.8)-(6.12).
Remark 6.8. Similar remarks also apply to the case i = 2 using the τ ′′ coordinate.
The inductive proof of (6.8)-(6.12) is written as the proof of the next proposition.
Proposition 6.9. We can choose C5,m, C8,m, C9,m so that the following holds.
(1) For any (6) > 0 and C6,m, C7,m, there exists T5,m,(6) > 0 such that (6.8),
(6.9) and (6.10) for ≤ κ imply (6.11) and (6.12) for ≤ κ, if T > T5,m,(6).
T5,m,(6) may depend on C5,m, C6,m, C7,m, C8,m, C9,m.
(2) For any C6,m, C7,m, we can choose 4,m such that if (6) < 4,m then (6.8)-
(6.12) for ≤ κ−1 imply (6.8) for κ. 4,m may depend on C5,m, C6,m, C7,m,
C8,m, C9,m.
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(3) We can choose C6,m, C7,m with the following properties. There exists T6,m
such that the inequalities (6.9), (6.10) for κ follow from (6.8) for ≤ κ and
(6.9), (6.10) for ≤ κ − 1 if T > T6,m. Here T6,m may depend on C5,m,
C6,m, C7,m, C8,m, C9,m.
The rest of this section will be occupied by the proof of Proposition 6.9. (3) is
elementary. We provide its proof in Appendix E for completeness’ sake. We will
prove (1) and (2) in this section. We divide our proof into two parts, the proof of
(1) and of (2).
Remark 6.10. We choose the constants C5,m, C8,m, C9,m so that (6.8), (6.11)
and (6.12) hold for κ = 0, 1. We do not need to change them in later steps. The
constants C6,m, C7,m are chosen during the proof of Proposition 6.9 (3) given in
Appendix E.
We also have:
Lemma 6.11. The inequalities (6.8), (6.9), (6.10), (6.11) and (6.12) for ≤ κ
imply ∥∥∥∇nρE(ui, uρT,(κ))∥∥∥W 2
m+1,δ
(K5T+1
i
⊂Σi)
< Cm,(6.17) (6.17)
for 0 ≤ n ≤ m− 2.
Proof. Note (6.8) implies
lim
T→∞
uρT,(κ)
∣∣∣
ΣS
i
= uρii |ΣS
i
Therefore using ∥∥∇nρE(ui, uρii )∥∥W 2
m+1,δ
(K5T+1
i
⊂Σi) < Cm,(6.17) (6.18)
the lemma can be proved by integrating the ` = 1 case of (6.9) on T ∈ [T0,∞). 
6.1. Part A: error estimates. In this subsection we prove Proposition 6.9 (1).
This subsection corresponds to the discussion in [FOOO1, page 776 paragraph (A)
and (B)].
Suppose that the triple (V ρT,1,(κ), V
ρ
T,2,(κ),∆p
ρ
T,(κ)) satisfies (6.8). Then noting
that supp ei,T,(κ) ⊂ IntKi, we find that
(1)
Errρ1,T,(κ)(z) = Π
⊥
E1(uˆρ1,T,(κ−1))∂
Ä
Exp
Ä
uˆρ1,T,(κ−1)(z), V
ρ
T,1,(κ)(z)
ää
(6.19)
for z ∈ K1.
(2)
Errρ1,T,(κ)(τ
′, t)
= (1− χ(τ ′ − 5T ))×
∂
(
Exp
(
uρT,(κ−1)(τ
′, t), χ(τ ′ − 4T )
Ä
V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal
ä
+ V ρT,1,(κ)(τ
′, t)
)) (6.20)
for (τ ′, t) ∈ [0,∞)τ ′ × [0, 1]. (Recall τ = τ ′−5T , τ ′ = τ ′′+10T and V ρT,2,(κ)
is defined in terms of the variable of (τ ′′, t).) See Figure 8.
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Here χ : R→ [0, 1] is a smooth function such that
χ(τ) =
®
0 τ < −1
1 τ > 1
χ′(τ) > 0 for τ ∈ (−1, 1). (6.21)
The same kind of statements also hold for i = 2. Since the latter case can be dealt
= 5T
= T 1
= 1 = 1
AT
X
= T +1
' = 0
( ' 4T )
( ' 5T )
0
0
1
1
' = 4T 1
' = 4T +1
' = 5T +1' = 5T 1
Figure 8. Cut off function.
exactly in the same way, we omit its details.
Remark 6.12. Note that in Formulae (6.8)-(6.12) the Sobolev norms in the left
hand side are W 2m+1−`,δ(Σi) etc. and are not W
2
m+1,δ(Σi) etc. The origin of this loss
of differentiability (in the sense of Sobolev space) comes from the term V ρT,2,(κ)(τ
′−
10T ). In fact, we have
∂
∂T
V ρT1,2,(κ)(τ
′ − 10T ) = −10
∂V ρT1,2,(κ)
∂τ ′′
(τ ′ − 10T )
for a fixed T1. Hence ∂/∂T is continuous as L
2
m+1 → L2m. We remark in (6.8)
for i = 2 we use the coordinate (τ ′′, t) on (−∞, 0]× [0, 1] to define T derivative of
V ρT,2,(κ).
Taking this remark into account, we continue with the proof. The proof is divided
into three parts.
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(Estimate 1): Let K4T−11 = K1 ∪ [0, 4T − 1]τ ′ × [0, 1], K4T−12 = K2 ∪ [−4T +
1, 0]τ ′′ × [0, 1]. 6 We remark that on K4T−11 \K1 the formula (6.20) is reduced to
Errρ1,T,(κ)(τ
′, t) = ∂
(
Exp
(
uρT,(κ−1)(τ
′, t), V ρT,1,(κ)(τ
′, t)
))
(6.22)
since 1 − χ(τ ′ − 5T ) ≡ 1 as τ ′ − 5T ≤ −T + 1 < −1 and χ(τ ′ − 4T ) ≡ 0 as
τ ′ − 4T ≤ −1.) Using the fact that V ρT,2,(κ) does not appear in (6.22), we can
estimate T and ρ derivative of Errρ1,T,(κ) on K
4T−1
1 , K
4T−1
2 by the same way as the
corresponding part (that is, Formula (C.10)) of Proposition 5.33 given in Appendix
C as follows.
Lemma 6.13. For any (7) > 0, there exists Tm,(7),(6.23) > 0 with the following
properties. If T > Tm,(7),(6.23), then the element e
ρ
i,T,(κ) ∈ Ei in Proposition 5.33
satisfies the following for 0 ≤ `, n ≤ m− 2.∥∥∥∥∥∇nρ d`dT `((PaluρT,(κ)ui )(0,1))−1
(
∂uρT,(κ) −
κ∑
a=0
eρ1,T,(a) −
κ∑
a=0
eρ2,T,(a)
)∥∥∥∥∥
L2
m−`,δ(K
4T−1
i
)
≤ C5,mµκ(7)e−δ1T ,
(6.23)
and ∥∥∥∥∇nρ d`dT ` Äeρi,T,(κ)ä∥∥∥∥L2
m−`(K
4T−1
i
)
<
C8,m
10
µκ−1e−δ1T . (6.24)
We provide its proof in Appendix G for completeness.
We next study the neck region. The point explained in Remark 6.12 appears here.
We will do the corresponding estimates for Errρ1,T,(κ) given in (6.20) by considering
them for τ ′ ∈ [4T + 1,∞)τ ′ and for τ ′ ∈ [4T − 1, 4T + 1]τ ′ , separately.
(Estimate 2): We first consider the domain τ ′ ∈ [4T +1,∞)τ ′ . (Note this domain
contain X.) There the formula (6.20) is reduced to
Errρ1,T,(κ)(τ
′, t) = (1− χ(τ ′ − 5T ))× ∂
(
Exp
(
uρT,(κ−1)(τ
′, t),
(V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal) + V ρT,1,(κ)(τ ′, t)
))
because χ(τ ′ − 4T ) = 1 on [4T + 1,∞) as τ ′ − 4T ≥ 1.
We remark that Errρ1,T,(κ)(τ
′, t) = 0 on τ ′ > 5T + 1 since 1 − χ(τ ′ − 5T ) = 0
there. So we need to study only on τ ′ ∈ [4T + 1, 5T + 1]τ ′ .
We apply (5.40) to the function
g(s) = P−1∂
(
Exp
(
uρT,(κ−1)(τ
′, t), s
(
(V ρT,2,(κ)(τ
′−10T, t)−(∆pρT,(κ))Pal)+V ρT,1,(κ)(τ ′, t)
)))
where P is induced from the parallel transport along the curve
r 7→ Exp
Ä
uρT,(κ−1)(τ
′, t), r
Ä
(V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal) + V ρT,1,(κ)(τ ′, t)
ää
r ∈ [0, s]. We remark that
g(0) = ∂uρT,(κ−1)(τ
′, t),
g′(0) = (Duρ
T,(κ−1)
∂)((V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal) + V ρT,1,(κ)(τ ′, t)).
6The notation [0, 4T − 1]τ ′ is introduced in Remark 6.1.
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Then we find that
1
(1− χ(τ ′ − 5T ))P
−1(Errρ1,T,(κ)(τ
′, t))
is equal to
∂uρT,(κ−1)(τ
′, t)
+ (Duρ
T,(κ−1)
∂)
(
(V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal) + V ρT,1,(κ)(τ ′, t)
)
+
∫ 1
0
ds
∫ s
0
Å
∂2
∂r2
ã
P−1
(
∂
(
Exp
(
uρT,(κ−1)(τ
′, t),
r
(
V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal) + V ρT,1,(κ)(τ ′, t)
))))
dr.
(6.25)
(Note that we are away from the support of Ei(uρT,(κ−1)).)
We denote the parallel transport along the shortest path by
P =
Å
Pal
uρ
T,(κ−1)
u1
ã(0,1)
on the domain [0, 5T ]τ ′ × [0, 1].
Lemma 6.14. For any (8) > 0 there exists Tm,(8),(6.26) such that∥∥∥∥∥∇nρ d`dT `P−1
∫ 1
0
ds
∫ s
0
Å
∂2
∂r2
ã
P−1
(
∂
(
Exp
(
uρT,(κ−1)(τ
′, t),
r
(
(V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal)
+V ρT,1,(κ)(τ
′, t)
))))
dr
∥∥∥
L2
m−`,δ([4T+1,5T+1]×[0,1])
≤ µκ(8)e−δ1T
(6.26)
holds if T > Tm,(8),(6.26).
Proof. We put
V (τ ′, t) = (P′)−1
Ä
(V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal) + V ρT,1,(κ)(τ ′, t)
ä
,
where
P′ = Pal
uρ
T,(κ−1)
u1 .
(Note on the domain [4T + 1, 5T + 1]τ ′ × [0, 1], we have uˆρ2,T,(κ−1) = uρT,(κ−1). So
we may regard V ρT,2,(κ) as a section of (u
ρ
T,(κ−1))
∗TX.)
We take L2m−` norm in place of L
2
m−`,δ norm of the left hand side of (6.26).
Then in the same way as in the proof of Lemma 6.13 given in Appendix G we can
estimate the norm by
Cm,(6.27)
∑
`1+`2≤`
n1+n2≤n
∥∥∥∥∇n1ρ d`1dT `1 V
∥∥∥∥
L2
m+1−`1 ([4T+1,5T+1]×[0,1])
×
∥∥∥∥∇n2ρ d`2dT `2 V
∥∥∥∥
L2
m+1−`2 ([4T+1,5T+1]×[0,1])
.
(6.27)
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Then applying the formula
∂`
∂T `
(P′)−1
Ä
V ρT,2,(κ)(τ
′ − 10T )
ä∣∣∣
T=T2
=
∑
`1+`2=`
(−10)`2 ∂
`1
∂T `1
∂`2
(
(P′)−1(V ρT,2,(κ))
)
∂τ ′′`2
(τ ′ − 10T2),
(6.28)
we obtain:∥∥∥∥∇niρ d`idT `i V
∥∥∥∥
L2
m+1−`i ([4T+1,5T+1]τ′×[0,1])
≤ Cm,(6.29)
∥∥∥∥∇niρ d`idT `i (P′)−1(V ρT,1,(κ))
∥∥∥∥
L2
m+1−`i ([4T+1,5T+1]τ′×[0,1])
+ Cm,(6.29)
∥∥∥∥∇niρ d`idT `i (P′)−1(V ρT,2,(κ))
∥∥∥∥
L2
m+1
([−6T1,−5T+1]τ′′×[0,1])
+ Cm,(6.29)
∥∥∥∥∇niρ d`idT `i (P′)−1((∆pρT,(κ))Pal)
∥∥∥∥
L2
m+1−`i ([4T+1,5T+1]τ′×[0,1])
≤ C ′m,(6.29)µκ−1e−δ1T
(6.29)
Note the weight function on our domain [4T + 1, 5T + 1]× [0, 1] is not greater than
10e5Tδ. Therefore substituting (6.29) into (6.27), we obtain
LHS of (6.26) ≤ Cm,(6.30)e5Tδe−2Tδ1µ2κ−2 ≤ µκ(8)e−δ1T (6.30)
by taking Tm,(8),(6.26) so that Cm,(6.30)e
−5Tm,(8),(6.26)δµκ−2 ≤ (8). Here we also
used (3.11). 
Using (6.9), (6.11) we obtain∥∥∥∥∇nρ d`dT `P−1(DuρT,(κ−1)∂)((∆pρT,(κ))Pal)
∥∥∥∥
L2
m−`([T,9T ]τ′×[0,1])
≤
∑
`′≤`,n′≤n
Cm,(6.31)Te
−δ1T
∥∥∥∥∥∇n′ρ d`
′
dT `′
∆pρT,(κ)
∥∥∥∥∥
L2
m−`′ ([T,9T ]τ′×[0,1])
≤ C ′m,(6.31)Tµκ−1e−2δ1T .
(6.31)
To show this inequality for `′ = ` we use the fact that (∆pρT,(κ))
Pal is almost a
‘constant’ and its first derivative is small. See the last part of Section G.
We use Lemma 6.14 and (6.31) to show∥∥∥∥∇nρ d`dT `P−1( (6.25)− ∂uρT,(κ−1)(τ ′, t)
− (Duρ
T,(κ−1)
∂)
((
V ρT,2,(κ)(τ
′ − 10T, t)
+ V ρT,1,(κ)(τ
′, t)
))∥∥∥
L2
m−`,δ([4T+1,5T+1]τ′×[0,1])
≤ 2µκ(8)e−δ1T
(6.32)
for T > Tm,(8),(6.32).
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By (5.70) we have
∂uρT,(κ−1)(τ
′, t) = Errρ1,T,(κ−1)(τ
′, t) + Errρ2,T,(κ−1)(τ
′, t)
outside the support of E1, E2, which contains the subset [4T + 1, 5T + 1]τ ′ × [0, 1]
we are studying.
Moreover by (5.83) in Definition 5.30 and Definition 5.34, we have
−(Duˆρ
i,T,(κ−1)
∂)
(
V ρT,i,(κ)) = Err
ρ
i,T,(κ−1)(τ
′, t)
for i = 1, 2, on [4T + 1, 5T + 1]τ ′ × [0, 1], which lies outside the support of E1, E2.
Note uˆρi,T,(κ−1) = u
ρ
T,(κ−1) on the domain [4T+1, 5T+1]τ ′×[0, 1], since χ(τ−T ) = 0
therein. (See (5.72).) Therefore (6.32) implies∥∥∥∥∇nρ d`dT `P−1Errρ1,T,(κ)
∥∥∥∥
L2
m−`,δ([4T+1,5T+1]τ′×[0,1])
≤ Cm,(6.33)µκ(8)e−δ1T . (6.33)
(Estimate 3): We next consider τ ′ ∈ [4T − 1, 4T + 1]τ ′ . In other words we study
the estimate on the domain AT . There the formula (6.20) is reduced to
Errρ1,T,(κ)(τ
′, t)
=P−1∂
(
Exp
(
uρT,(κ−1)(τ
′, t), V ρT,1,(κ)(τ
′, t)+
χ(τ ′ − 4T )
(
V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal
))) (6.34)
since 1−χ(τ ′−5T ) ≡ 1 as τ ′−5T ≤ −T+1 < −1. (Here P is parallel transport along
the minimal geodesic which sends a section of (uρ1)
∗TX to a section of (u′)∗TX for
an appropriate u′.)
The next lemma claims that the term containing V ρT,2,(κ)(τ
′− 10T, t) in (6.34) is
small.
Lemma 6.15. For any positive number (9), there exists Tm,(9),(6.35) such that the
next inequality holds for T > Tm,(9),(6.35).∥∥∥∇nρ d`dT `P−1(∂(Exp(uρT,(κ−1)(τ ′, t), V ρT,1,(κ)(τ ′, t))
− Errρ1,T,(κ)
))∥∥∥
L2
m−`,δ([4T−1,4T+1]τ′×[0,1]⊂ΣT )
≤ µκ(9)e−δ1T .
(6.35)
Proof. This is a consequence of ‘drop of the weight’ we mentioned in Remark 5.21.
The left hand side of (6.35) is the L2m−`,δ norm of the next formula
∇nρ
d`
dT `
P−1
∫ 1
0
Å
∂
∂r
ã
P
(
∂
(
(Exp
(
uρT,(κ−1)(τ
′, t), V ρT,1,(κ)(τ
′, t)
+ rχ(τ ′ − 4T )
(
V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal
))))
dr.
(6.36)
Here P is the inverse of the (0,1) part of the parallel transport along the curve
s 7→ Exp
(
uρT,(κ−1)(τ
′, t),V ρT,1,(κ)(τ
′, t)
+ sχ(τ ′ − 4T )
(
V ρT,2,(κ)(τ
′ − 10T, t)− (∆pρT,(κ))Pal
)
.
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We can estimate the integrand of (6.36) as∥∥∥∥∇nρ d`dT `P−1(the integrand of (6.36))
∥∥∥∥
L2
m−`
≤Cm,(6.37)
∑
`′≤`
∑
n′≤n∥∥∥∥∥∇n′ρ ∂`
′
∂T `′
(P′)−1
(
V ρT,2,(κ)(τ
′′, t)
−(∆pρT,(κ))Pal
)∥∥∥
L2
m+1−`′ ([−6T−1,−6T+1]τ′′×[0,1])
.
(6.37)
(We use (6.28) here.) Note the norm in (6.37) is L2m+1−`′ norm without weight.
The proof of (6.37) is similar to the proof of (5.62) given at the end of Section
A.
By the induction hypothesis the L2m+1−`′ norm of
∇n′ρ
∂`
′
∂T `′
(P′)−1
(
V ρT,2,(κ)(τ
′′, t)− (∆pρT,(κ))Pal
)
with weight e2,δ is estimated by C2,mµ
κ−1e−δ1T .
Over our domain [4T − 1, 4T + 1]τ ′ × [0, 1], the weight e2,δ is around e6Tδ.
Therefore
(6.37) ≤ Cm,(6.38)e−6Tδµκ−1e−δ1T . (6.38)
On the other hand the weight e1,δ, which we use as the weight of the L
2
m−`,δ norm
in the left hand side of (6.35) is around e4Tδ
Therefore
LHS of (6.35) ≤ Cm,(6.39)e−2Tδµκ−1e−δ1T . (6.39)
We take Tm,(9),(6.35) such that Cm,(6.39)e
−2δTm,(9),(6.35) ≤ (9)µ. The lemma
follows. 
Using (5.40) as in the proof of Proposition 5.33, we calculate
∂
Ä
Exp(uρT,(κ−1), V
ρ
T,1,(κ)(τ
′, t))
ä
=∂uρT,(κ−1)(τ
′, t) + (Duρ
T,(κ−1)
∂)(V ρT,1,(κ))(τ
′, t)
+
∫ 1
0
ds
∫ s
0
Å
∂2
∂r2
ã
P−1
Ä
∂
Ä
Exp(uρT,(κ−1), rV
ρ
T,1,(κ)(τ
′, t)
ää
dr.
(6.40)
Here P is the linear mapÅ
Pal
Exp(uρ
T,(κ−1),rV
ρ
T,1,(κ)
(τ ′,t))
uρ
T,(κ−1)
ã(0,1)
.
We can again estimate the third term of the right hand side of (6.40) in the same
way as the proof of inequality (G.3) given in Appendix G and obtain∥∥∥∥∇nρ d`dT `P−1(3rd term of (6.40))
∥∥∥∥
L2
m−`([4T−1,4T+1]τ′×[0,1])
≤ Cm,(6.41)
∑
`′≤`,n′≤n
∥∥∥∥∥∇n′ρ ∂`
′
∂T `′
(P′)−1V ρT,1,(κ)
∥∥∥∥∥
2
L2
m+1−`′ ([4T−1,4T+1]τ′×[0,1])
.
(6.41)
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Since∥∥∥∥∥∇n′ρ ∂`
′
∂T `′
(P′)−1V ρT,1,(κ)
∥∥∥∥∥
L2
m+1−`′ ([4T−1,4T+1]τ′×[0,1])
≤
∥∥∥∥∥∇n′ρ ∂`
′
∂T `′
(P′)−1(V ρT,1,(κ) − (∆pρT,(κ))Pal)
∥∥∥∥∥
L2
m+1−`′ ([4T−1,4T+1]τ′×[0,1])
+
∥∥∥∥∥∇n′ρ ∂`
′
∂T `′
Palp0
pρ
T,(κ−1)
(∆pρT,(κ))
∥∥∥∥∥
≤ Cm,(6.42)µκ−1e−δ1T
(6.42)
by (6.8) we have
(6.41) ≤ Cm,(6.43)µ2(κ−1)e−2δ1T . (6.43)
Finally we observe that
∂uρT,(κ−1) + (DuρT,(κ−1)∂)(V
ρ
T,1,(κ)(τ
′, t)) = 0, (6.44)
on [4T − 1, 4T + 1]τ ′ × [0, 1]. This follows from (5.70) and Definition 5.30 (5.83)
together with Errρ2,T,(κ)(τ
′, t) = 0 on [4T − 1, 4T + 1]τ ′ × [0, 1].
In sum, by Lemma 6.15 and (6.40), (6.43) and (6.44), we obtain∥∥∥∥∇nρ d`dT `P−1Errρ1,T,(κ)
∥∥∥∥
L2
m−`,δ([4T−1,4T+1]τ′×[0,1])
≤ Cm,(6.45)µκ(9)e−δ1T . (6.45)
for T > Tm,(9),(6.45).
We can now complete the proof of Proposition 6.9 (1). We take (7), (8), (9)
such that (7) < C8,m(6)/10, Cm,(6.33)(8) < C8,m(6)/10 and (9) < C8,m(6)/10.
Then if T > max{Tm,(7),(6.23), Tm,(8),(6.26), Tm,(9),(6.35), Tm,(9),(6.45)} Lemmata
6.13, 6.15 and Formulae (6.33), (6.45) imply (6.11). (6.12) then follows from Lemma
6.13 (6.24). 
Remark 6.16. In [Ab] Abouzaid used Lp1 norm for the maps u. He then proved
that the gluing map is continuous with respect to T (that is S in the notation of
[Ab]) but does not prove its differentiability with respect to T . (Instead he used
the technique to remove the part of the moduli space with T > T0. This technique
certainly works for the purpose of [Ab].) In fact if we use Lp1 norm instead of L
2
m
norm then the left hand side of (6.10) becomes Lp−1 norm which is hard to use.
Abouzaid mentioned in [Ab, Remark 5.1] that this point is related to the fact
that quotients of Sobolev spaces by the diffeomorphisms in the source are not
naturally equipped with the structure of smooth Banach manifold. Indeed in the
situation where there is an automorphism on Σ2, for example when Σ2 is the disk
with one boundary marked point at ∞, then the T parameter is killed by a part of
the automorphism. So the shift of V ρT,2,(κ) by T that appears in the second term of
(6.20) will be equivalent to the action of the automorphism group of Σ2 in such a
situation. The shift of T causes the loss of differentiability in the sense of Sobolev
space in the formulas (6.8) -(6.12). However at the end of the day we can still get
the differentiability of C∞ order and its exponential decay by using various weighted
Sobolev spaces with various m simultaneously using the fact that C∞ topology is
a Frecheˆt topology, as we show during the proof of Lemma 8.28. (See Remark 6.3
also.)
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Remark 6.17. In [DK, Subsection 7.2.3] Donaldson-Kronheimer mentioned that
there is exactly one place where their construction of the basic package on the mod-
uli space of ASD-connections uses the Lpm space for p 6= 2 which is not conformally
invariant. It is exactly the place of gluing construction, the place similar to what we
are studying in this paper. There Donaldson-Kronheimer used the Lp1 space. The
reason why they do need Lpm norm for p 6= 2 is that in [DK] Donaldson-Kronheimer
do not use weighted Sobolev or Banach norm.
In the framework of [DK] (which is adapted to the pseudoholomorphic curve
by [McSa]) the ‘neck region’ of 4 manifold is regarded as D4(1) \ D4(1/R2) with
standard Riemannian metric on D4(1) \D4(1/R) and the metric induced from the
standard metric by x 7→ Rx/|x|2 on D4(1/R) \ D4(1/R2). (In [McSa] the ‘neck
region’ of the source curve is D2(1) \ D2(1/R2) with a similar metric.) So their
metric is different from the cylindrical metric on [−5T, 5T ] × S1, which is one we
use in this paper.
If we change the variables from D2(1) \D2(1/R2) to [−5T, 5T ]× S1 (with R =
e5piT ) but still use the above mentioned Riemannian metric of D2(1) \ D2(1/R2)
then it is equivalent to using cylindrical metric of [−5T, 5T ]×S1 together with some
weight. Note this weight function is 1 if and only if the Sobolev space involved
is conformally invariant. So in the situation such as the one appearing in [DK,
Subsection 7.2.3] this weight function is nontrivial. Actually one can observe that
the weight function appears in that way is similar to the weight eδ,T , which we use
in this paper. In other words, if we use an appropriate Lp1 norm, using cylindrical
metric with weight is not very different from using the the above mentioned metric
on D2(1) \D2(1/R2).
However if we consider L2m norm with m large enough then our weighted norm
(after changing the variables to D2(1) \D2(1/R2)) does not coincide with the L2m
norm with respect to the above mentioned metric. Thus it seems important to
use a weighted norm for the study of higher derivative with respect to the gluing
parameter T .
We remark that in [FU] Freed-Uhlenbeck worked out the gluing analysis of ASD
connections in the frame work of L2 theory (that is, without using Lpk spaces but
using only L2k spaces). Freed-Uhlenbeck used cylindrical metric on R× S3. So the
method of [FU] is closer to ours. It seems that Freed-Uhlenbeck do not need to use
weighted Sobolev norm since in their case they can use the fact that their 3 manifold
is S3 and show exponential decay without using weighted Sobolev norm. Actually,
in their situation, Chern-Simons functional on S3 is not only a Bott-Morse function
but also a Morse function. In our situation, the non-linear Cauchy-Riemann equa-
tion on R× S1 or on R× [0, 1] with Lagrangian boundary condition is degenerate
at infinity. In other words we are in Bott-Morse situation. By this reason, it seems
inevitable to use weighted Sobolev norm when we work with cylindrical metric.
Remark 6.18. Another difference between our construction and the construction
of [DK],[McSa] is the choice of cut off function. In the formula at the end of [McSa,
page 172] they used the cut off function β appearing in [DK, Lemma 7.2.10], [McSa,
Lemma A.A.1] to obtain the right inverse. If we rewrite their formula in terms of the
cylindrical coordinate the cut off function appearing there has mostly of constant
slope |1/ log δ| and the support of its first derivative has length ∼ | log δ|, here δ is
a small number. So the size of the error term caused by the derivative of the cut
off function is (pointwise) ∼ |1/ log δ|, which is small.
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Our choice of cut off function is, for example, χ←A . In the cylindrical coordinate
the size of its derivative is ∼ 1 and the length of the support of its first derivative
is also ∼ 1. So the size of the error term caused by the derivative of the cut off
function is (pointwise) ∼ 1, which is not small. We use the ‘drop of the weight
argument’ mentioned in Remark 5.21 to show that this error term is small in our
weighted Sobolev norm. See Figure 9.
Since we use weighted Sobolev space, the estimate is easier to carry out in case
the support of the derivative of the cut off function has bounded length. (This is
because then the ratio between maximum and minimum of the cut off function on
the above mentioned support is bounded.)
log(R)
log( R)
2
DK
Figure 9. The choices of cut off functions.
6.2. Part B: estimates for the approximate inverse. In this subsection we
prove Proposition 6.9 (2). This subsection corresponds to the discussion given in
[FOOO1, page 776 the paragraph next to (B)].
We assume (6.8)-(6.12) for κ and will prove (6.8) for κ + 1. (So we are doing
Step κ+ 1.)
This part is nontrivial only because the construction here is global. (Solving lin-
ear equation.) So we first review the set-up of the function space that is independent
of T, ρ, κ.
In Definition 5.29 we defined a function space H(κ)(E1, E2; ρ, T ), that is a subspace
of (5.82). We solved linearized equation on it. (See (5.84).) The space (5.82) is
T, ρ, κ-dependent. However H(κ)(E1, E2; ρ, T ) is the image of H(E1, E2), which is
independent of T, ρ, κ, by the map (Φ1;(κ)(ρ, T ),Φ2;(κ)(ρ, T )). We recall H(E1, E2)
is defined in Definition 5.9. We put
I0(κ),ρ,T = (Φ1;(κ)(ρ, T ),Φ2;(κ)(ρ, T )) : H(E1, E2)→ H(κ)(E1, E2; ρ, T ).
By composing it we can take the domain independent of T, ρ, κ.
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We next consider the target. Using the map in (2.7) we define
I1i,(κ),ρ,T : L
2
m,δ(Σi;u
∗
i TX ⊗ Λ0,1)→ L2m,δ(Σi; (uˆρi,T,(κ))∗TX ⊗ Λ0,1)
as the closure of (Pal
uˆρ
i,T,(κ)
ui )
(0,1).
Then we define
I1(κ),ρ,T : L
2
m,δ(Σ1;u
∗
1TX ⊗ Λ0,1)⊕ L2m,δ(Σ2;u∗2TX ⊗ Λ0,1)
−→ L2m,δ(Σ1; (uˆρ1,T,(κ))∗TX ⊗ Λ0,1)⊕ L2m,δ(Σ2; (uˆρ2,T,(κ))∗TX ⊗ Λ0,1)
as the direct sum I1(κ),ρ,T = I
1
1;(κ),ρ,T ⊕ I12;(κ),T . Thus the composition
(I1(κ),ρ,T )
−1 ◦
(
Duˆρ
1,T,(κ)
∂ ⊕Duˆρ
2,T,(κ)
∂
)
◦ I0(κ),ρ,T
defines an operator, which we denote by
D(κ),ρ,T : H(E1, E2)→ L2m,δ(Σ1;u∗1TX ⊗ Λ0,1)⊕ L2m,δ(Σ2;u∗2TX ⊗ Λ0,1). (6.46)
Here both the target and the domain are independent of κ, ρ, T .
We need to invert the operator D
app,(κ)
uˆρ
1,T,(κ)
∂ ⊕ Dapp,(κ)
uˆρ
2,T,(κ)
∂ modulo E1(uˆρ1,T,(κ)) ⊕
E2(uˆρ2,T,(κ)). (See (5.29) and (5.83).) We remark the subspace
Ei,(κ),ρ,T := (I1(κ),ρ,T )−1(E1(uˆρi,T,(κ))⊕ E2(uˆρi,T,(κ))) (6.47)
is (κ, ρ, T )-dependent. In fact, by definition Ei(uˆρi,T,(κ)) is the image of Eobi by the
parallel transport (Pal
uˆρ
i,T,(κ)
uob
i
)(0,1). (See (3.18).) Therefore
(I1(κ),ρ,T )
−1(E1(uˆρ1,T,(κ))⊕ E2(uˆρ2,T,(κ)))
=
2⊕
i=1
ÇÅ
(Pal
uˆρ
i,T,(κ)
ui )
(0,1)
ã−1
◦ (Paluˆ
ρ
i,T,(κ)
uob
i
)(0,1)
å
(Eobi )
which is different from E1(u1)⊕ E2(u2) since
(Palui
uob
i
)(0,1)(Eobi ) 6=
ÇÅ
(Pal
uˆρ
i,T,(κ)
ui )
(0,1)
ã−1
◦ (Paluˆ
ρ
i,T,(κ)
uob
i
)(0,1)
å
(Eobi ) (6.48)
in general.
Remark 6.19. In our situation where we consider only one uobi we can trivialize
the bundle u′ 7→ L2m(ΣT , (u′)∗TX ⊗ Λ0,1) by sending them to
2⊕
i=1
L2m(Σi, (u
ob
i )
∗TX ⊗ Λ0,1) (6.49)
using parallel transport. Then the image of Ei(u′) in (6.49) will not vary.
However for our application, we need to consider several different uobi ’s, in which
case there is no choice of the trivialization of u′ 7→ Ei(u′) ⊂ L2m(ΣT , (u′)∗TX⊗Λ0,1)
so that the direct sum of the obstruction spaces do not vary.
However the way to estimate this discrepancy in the case when we have several
uobi ’s is the same as we do in this subsection.
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We can estimate the (T, ρ) and κ dependence of (6.47) and use certain elementary
functional analysis to go around the problem of this dependence as follows.
We first observe the next lemma. Let {ei,a | a = 1, . . . ,dim Eobi } be a basis of
Eobi . We put
e′i,a;(κ)(ρ, T ) =
Å(
(Pal
uˆρ
i,T,(κ)
ui )
(0,1)
)−1
◦ (Paluˆ
ρ
i,T,(κ)
uob
i
)(0,1)
ã
(ei,a)
∈ L2m,δ(Σi;u∗i TX ⊗ Λ0,1).
(6.50)
Note {e′i,a;(κ)(ρ, T ) | a = 1, . . . ,dim Ei} is a basis of Ei,(κ),ρ,T .
We denote by ei,a;(κ)(ρ, T ) (a = 1, . . . ,dim Ei) the basis obtained from e′i,a;(κ)(ρ, T )
by applying Gram-Schmidt orthogonalization to e′i,a;(κ)(ρ, T ). (We use the L
2 inner
product (4.11) on L2m,δ(Σi;u
∗
i TX ⊗ Λ0,1).)
Lemma 6.20. There exists Cm,(6.51) such that∥∥∥∥∇nρ ∂`∂T ` ei,a;(κ)(ρ, T )
∥∥∥∥
L2
m+1−`
≤ Cm,(6.51)e−δ1T , (6.51)
for m− 2 ≥ n, ` ≥ 0, ` > 0.
We remark that since the support of ei,a;(κ)(ρ, T ) is in Ki we do not need to use
weighted norm.
Proof. We prove this lemma in Section F. 
Let E⊥i,(κ),ρ,T be the L2 orthonormal complement of Ei,(κ),ρ,T in L2m,δ(Σi;u∗i TX⊗
Λ0,1). In other words, we define
E⊥i,(κ),ρ,T = {W ∈ L2m,δ(Σi;u∗i TX ⊗ Λ0,1) |
〈〈W, ei,a;(κ)(ρ, T )〉〉L2 = 0, a = 1, . . . ,dim Eobi }.
Here we use L2 inner product defined in (4.11). Since elements ei,a;(κ)(ρ, T ) are
supported in Ki and are smooth, we can safely use the L
2 inner product, without
weight. We also define the projections
ΠEi,(κ),ρ,T : L
2
m,δ(Σi;u
∗
i TX ⊗ Λ0,1)→ Ei,(κ),ρ,T ,
by
ΠEi,(κ),ρ,T (W ) =
dim Eobi∑
a=1
〈〈W, ei,a,(κ)(ρ, T )〉〉L2ei,a,(κ)(ρ, T ). (6.52)
We put
E(κ),ρ,T =
2⊕
i=1
Ei,(κ),ρ,T , E⊥(κ),ρ,T =
2⊕
i=1
E⊥i,(κ),ρ,T
and ΠE(κ),ρ,T = ΠE1,(κ),ρ,T ⊕ΠE2,(κ),ρ,T . The operator we need to invert is
(id−ΠE(κ),ρ,T ) ◦D(κ),ρ,T : H(E1, E2)→ E⊥(κ),ρ,T .
Let E⊥i be the L2 orthogonal complement of Ei = Ei(ui) in L2m,δ(Σi;u∗i TX⊗Λ0,1),
Π⊥Ei : L
2
m,δ(Σi;u
∗
i TX ⊗ Λ0,1) → E⊥i the associated L2 projection. We put Π =
Π⊥E1 ⊕Π⊥E2 . By Lemma 6.20 the restriction of Π induces an isomorphism
Π : E⊥(κ),ρ,T → E⊥1 ⊕ E⊥2 . (6.53)
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The map D(κ),ρ,T induces a map
D(κ),ρ,T = Π ◦ (id−ΠE(κ),ρ,T ) ◦D(κ),ρ,T : H(E1, E2)→ E⊥1 ⊕ E⊥2 . (6.54)
Both the source and the target of D(κ),ρ,T are independent of κ, T, ρ. We will invert
this operator by using the next lemma.
Note H(E1, E2) is a subspace of
2⊕
i=1
W 2m+1,δ((Σi, ∂Σi);u
∗
i TX, u
∗
i TL).
Its element is a pair (V1, V2) where Vi = (si, vi) is a pair of a section si and its
asymptotic value vi. (Note v1 = v2 for an element of H(E1, E2).)
Lemma 6.21. For V ∈ H(E1, E2) the following holds:
(1) There exist Cm,(6.55), C
′
m,(6.55) > 0 such that
Cm,(6.55)‖V ‖W 2
m+1,δ
≤ ‖D(κ),ρ,T (V )‖L2
m,δ
≤ C ′m,(6.55)‖V ‖W 2m+1,δ . (6.55)
(2)
‖D(κ),ρ,T (V )−D(0),ρ,T (V )‖L2
m,δ
≤ Cm,(6.56)e−δ1T/10‖V ‖W 2
m+1,δ
. (6.56)
Moreover∥∥∥∥∇nρ ∂`∂T `D(κ),ρ,T (V )
∥∥∥∥
L2
m−`,δ
≤ Cm,(6.57)e−δ1T/10‖V ‖W 2
m+1,δ
(6.57)
for m ≥ n, ` ≥ 0, ` > 0.
Proof. The inequality (6.56) follows by integrating (6.57) on T ∈ [0,∞) and using
the fact that D(κ),ρ,∞ = D(0),ρ,∞. (6.55) follows from (6.56) and the invertibility
of D(0),ρ,T .
The proof of (6.57) will occupy the rest of the proof.
First, we remark that, by Lemma 6.20 and (6.52) we have:∥∥∥∥∇nρ ∂`∂T ` (Π ◦ (id−ΠE(κ),ρ,T ))
∥∥∥∥
L2m
≤ Cm,(6.58)e−δ1T . (6.58)
We next study D(κ),ρ,T . By (5.72) and (5.88), we obtain the next inequalities
by induction hypothesis:∥∥∥∇nρE(ui, uˆρi,T,(κ))∥∥∥L2
m−`(K
T
i
)
≤ Cm,(6.59), (6.59)∥∥∥∇nρPalp0pρ0 (E(pρ0, uˆρi,T,(κ)))∥∥∥L2
m−`(K
9T
i
\KT
i
)
≤ Cm,(6.60)e−δ1T , (6.60)
and ∥∥∥∥∇nρ ∂`∂T `E(ui, uˆρi,T,(κ))
∥∥∥∥
L2
m−`(K
T
i
)
≤ Cm,(6.61)e−δ1T , (6.61)∥∥∥∥∇nρ ∂`∂T `Palp0pρ0 (E(pρ0, uˆρi,T,(κ)))
∥∥∥∥
L2
m−`(K
9T
i
\KT
i
)
≤ Cm,(6.62)e−δ1T . (6.62)
Here m− 2 ≥ n, ` ≥ 0, ` > 0. Note we use τ ′ as the coordinate of [0,∞)τ ′ and τ ′′
as the coordinate of (−∞, 0]τ ′′ in the left hand sides of (6.60) and (6.62). Hereafter
we assume n, ` satisfies m−2 ≥ n, ` ≥ 0, ` > 0 until the end of the proof of Lemma
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6.21. In fact (6.60), (6.62) follows from (6.10). (6.59) follows from Lemma 6.11.
(6.61) follows from (6.9).
We also remark that
uˆρi,T,(κ−1) ≡ pρT,(κ−1)
on Σi \K7T+1i .
We will derive (6.56), (6.57) with D(κ),ρ,T replaced by D(κ),ρ,T from these four
inequalities as follows.
We put V = (V1, V2) and Vi = (si, vi).
We consider the case of Σ1 only since the case of Σ2 is the same. We divide the
domain Σ1 into pieces K1 and [k − 1, k + 1]τ ′ × [0, 1], (k ∈ [0,∞) ∩ Z).
We denote each piece of these domains by Σ(a). For each such piece Σ(a), we
define Σ(a,+) as follows. (We use the τ ′ coordinate.)
(a) If Σ(a) = K1 then Σ(a,+) = K1 ∪ [0, 1]τ ′ × [0, 1].
(b) If Σ(a) = [k − 1, k + 1]τ ′ × [0, 1] then Σ(a,+) = [k − 2, k + 2]τ ′ × [0, 1].
We first consider the case when a is as in (a) above. Then from (6.59),(6.61) we
derive∥∥∥∥∇nρ ∂`∂T `D(κ),ρ,T (V )
∥∥∥∥
L2
m−`(Σ(a))
≤ Cm,(6.63)e−δ1T ‖s1‖L2
m+1
(Σ(a,+))). (6.63)
(Here we use the fact that ` > 0 and that V is independent of T, ρ.)
We next consider the case when a is as in (b), that is, Σ(a) = [k−1, k+1]τ ′×[0, 1].
Then ∥∥∥∥∇nρ ∂`∂T `D(κ),ρ,T (V )
∥∥∥∥
L2
m−`(Σ(a))
≤
∥∥∥∥∇nρ ∂`∂T `D(κ),ρ,T (s1 − vpal1 )
∥∥∥∥
L2
m−`(Σ(a,+)))
+
∥∥∥∥∇nρ ∂`∂T `D(κ),ρ,T (vpal1 )
∥∥∥∥
L2
m−`(Σ(a,+)))
(6.64)
≤ Cm,(6.65)e−δ1T ‖s1 − vpal1 ‖L2m+1(Σ(a,+)) + Cm,(6.65)e
−δ1T ‖v1‖. (6.65)
Here we use (6.59)-(6.62) to estimate (6.64).
Moreover for those τ ′ with Σ(a,+) ∩ [0, 7T + 1]τ ′ × [0, 1] = ∅ we may improve
(6.65) to be Cm,(6.65)e
−δ1‖s1− vpal1 ‖L2m(Σ(a,+))). (Namely the second term of (6.65)
drops out.) This is because uˆρ1,T,(κ) is then constant on Σ(a,+) and therefore
D(κ),ρ,T (v
pal
1 ) = 0 there.
The norm ∑
a
e1,δ(p(a))
2 ‖Y ‖2L2
m+1
(Σ(a)) ,
is equivalent to the L2m+1,δ norm ‖Y ‖2L2
m+1,δ
(Σ1)
. (Here e1,δ is the weight function
in (4.4) and p(a) ∈ Σ(a) is any chosen point for each a.)
Moreover the norm∑
a:Case (a)
‖s1‖2L2
m+1
(Σ(a)) +
∑
a:Case (b)
e1,δ(p(a))
2
∥∥∥s1 − vPal1 ∥∥∥2
L2
m+1
(Σ(a))
+ ‖v1‖2,
is equivalent to the W 2m+1,δ norm ‖(s1, v1)‖2W 2
m+1,δ
(Σ1)
.
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Therefore taking the weighted sum of the square of the inequalities (6.63), (6.65)
with weight eT,δ(p(a))
2 and using the above mentioned equivalence of norms, we
derive the estimate∥∥∥∥∇nρ ∂`∂T `D(κ),ρ,T (V )
∥∥∥∥2
L2
m−`(Σ1)
≤ Cm,(6.66)e−2δ1T
∑
a:Case (a)
‖s1‖2L2
m+1
(Σ(a,+)))
+ C ′m,(6.66)
∑
a:Case (b)
e−2δ1T e1,δ(p(a))2
∥∥∥s1 − vPal1 ∥∥∥2
L2
m+1
(Σ(a))
+ Te−2δ1T e14δTC ′′m,(6.66)‖v1‖2.
(6.66)
Here we use the fact that if Σ(a,+)∩[0, 7T+1]τ ′×[0, 1] 6= ∅ then e1,δ(p(a)) ≤ Ce7δT .
Using δ < δ1/10, (6.66) implies∥∥∥∥∇nρ ∂`∂T `D(κ),ρ,T (V )
∥∥∥∥
L2
m−`(Σ1)
≤ Cm,(6.67)e−δ1T/10‖(s1, v1)‖W 2
m+1,δ
(Σ1). (6.67)
This inequality and the same inequality for Σ2 together with (6.54) and (6.58)
imply (6.57). 
We recall from the definition (6.54) and (6.46) that D(0),ρ′0,T is independent of
T for any ρ′0 ∈ V1(2)×L V2(2). So we denote the common operator by D0. Since
the operators D(κ),ρ,T are invertible, we can expand the operator
D
−1
(κ),ρ,T : E⊥1 ⊕ E⊥2 → H(E1, E2)
into
D
−1
(κ),ρ,T =
Ä
(1 + (D(κ),ρ,T −D0)D−10 )D0
ä−1
= D
−1
0
∞∑
k=0
(−1)k((D(κ),ρ,T −D0)D−10 )k.
(6.68)
Note the right hand side converges as far as ρ is in a sufficiently small neighborhood
V (ρ′0) of ρ
′
0 and T > Tm,(6.68)
Therefore by differentiating this by T using the Leibnitz rule, we derive
∂
∂T
D
−1
(κ),ρ,T = D
−1
0
∞∑
k1=0
∞∑
k2=0
(−1)k1+k2+1
Ä
(D(κ),ρ,T −D0)D−10
äk1
×
Å
∂
∂T
D(κ),ρ,TD
−1
0
ãÄ
(D(κ),ρ,T −D0)D−10
äk2
.
Along the way, we lose 1 differentiability. Here we note that the operator (D(κ),ρ,T−
D0)D
−1
0 is uniformly bounded as κ, ρ, T vary with ρ ∈ V (ρ′0), T > Tm,(6.68) . In
the same way, we can differentiate with respect to ρ without loss of derivative.
In a similar way we can derive∥∥∥∥∇nρ ∂`∂T `D−1(κ),ρ,T (W )
∥∥∥∥
W 2
m+1−`,δ
≤ Cm,(6.69)e−δ1T/10‖W‖L2
m,δ
(6.69)
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for ` > 0 and 0 ≤ `, n ≤ m − 2. (Here we assume W is T, ρ independent.) Note
(6.69) holds for ρ ∈ V (ρ′0). Covering the compact set V1(2)×L V2(2) by finitely
many such open sets V (ρ′0), the same holds for any ρ ∈ V1(2)×L V2(2).
By definition we have
(V ρT,1,(κ+1), V
ρ
T,2,(κ+1),∆p
ρ
T,(κ+1))
= (I0(κ),ρ,T ◦D
−1
(κ),ρ,T ◦ (I1(κ),ρ,T )−1)(Errρ1,T,(κ),Errρ2,T,(κ)).
We remark that (I1(κ),ρ,T )
−1(Errρ1,T,(κ),Err
ρ
2,T,(κ)) is estimated by (6.9) since the
isomorphism (6.15) nothing but (I1(κ),ρ,T )
−1.
Since Ψi;(κ−1)(ρ, T ) in (6.13) is nothing but (I0(κ),ρ,T )
−1, the estimate (6.8) is one
for (I0(κ),ρ,T )
−1(V ρT,1,(κ+1), V
ρ
T,2,(κ+1),∆p
ρ
T,(κ+1)).
Therefore, using Lemma 6.21, we derive (6.8) for κ + 1, by choosing T2,m,(6)
such that Cm,(6.69)e
−δ1T2,m,(6)/10 ≤ C5,mµ.
The proof of Theorem 6.4 is now complete. 
7. Surjectivity and injectivity of the gluing map
In this section we prove surjectivity and injectivity of the map GlueT in Theorem
3.13 and complete the proof of Theorem 3.13.7 The proof goes along the line of
[D1]. (See also [FU].) The surjectivity proof along the line of this section is written
in [FOn, Section 14] and injectivity is proved in the same way. ([FOn, Section 14]
studies the case of pseudoholomorphic curve without boundary. It however can be
easily adapted to the bordered case as we mentioned in [FOOO1, page 417 lines
21-26].) Here we explain the argument in our situation in more detail.
We begin with the following a priori estimate.
Proposition 7.1. There exist 5, Cm,(7.1) such that if u : (ΣT , ∂ΣT ) → (X,L) is
an element of ME1⊕E2((ΣT , ~z);β) for 0 <  < 5 then we have∥∥∥∥∂u∂τ
∥∥∥∥
Cm([τ−1,τ+1]×[0,1])
≤ Cm,(7.1)e−δ1(5T−|τ |). (7.1)
This is a consequence of Lemma 2.5. We also have the following:
Lemma 7.2. ME1⊕E2((ΣT , ~z);β) is a smooth manifold of dimension dimV1 +
dimV2 − dimL.
Proof. Assumption 3.12 and the Mayer-Vietoris principle ([Mr]) imply that the
linearized operator:
W 2m+1,δ((ΣT , ∂ΣT );u
∗TX, u∗TL)→ L2m,δ(ΣT ;u∗TX ⊗ Λ0,1)/(E1(u)⊕ E2(u))
of the equation (3.19), which is defined by
V 7→ (Du∂)(V )− (DuE1)(e1, V )− (DuE2)(e2, V ) mod E1(u)⊕ E2(u)
is surjective. (See [FOOO1, Proposition 7.1.27].) Here ∂u = (e1, e2) ∈ E1(u)⊕E2(u).
The lemma then follows from the implicit function theorem to solve the equation
∂u′ ∈ E1(u)⊕ E2(u), for u′. 
7 Here surjectivity means the second half of the statement of Theorem 3.13, that is ‘The image
contains ME1⊕E2 ((ΣT , ~z);u1, u2)(1),(2),〈〈3.13〉〉 .’
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Proof of surjectivity. Let u : (ΣT , ∂ΣT )→ (X,L) be an element ofME1⊕E2((ΣT , ~z);u1, u2).
The purpose here is to show that u is in the image of GlueT . We define u
′
i :
(Σi, ∂Σi)→ (X,L) as follows. We put pu0 = u(0, 0) ∈ L.
u′1(z)
=

Exp (pu0 , χ
←
B (τ − T, t)E(pu0 , u(τ, t))) if z = (τ, t) ∈ [−5T, 5T ]× [0, 1]
u(z) if z ∈ K1
pu0 if z ∈ [5T,∞)× [0, 1].
u′2(z)
=

Exp (pu0 , χ
→
A (τ + T, t)E(p
u
0 , u(τ, t))) if z = (τ, t) ∈ [−5T, 5T ]× [0, 1]
u(z) if z ∈ K2
pu0 if z ∈ (−∞,−5T ]× [0, 1].
(7.2)
Proposition 7.1 implies
‖Π⊥Ei(u′i)∂u
′
i‖L2m,δ(Σi) ≤ Cm,(7.3)e
−δ1T . (7.3)
On the other hand, by assumption and elliptic regularity we have
‖u′i − ui‖W 2m+1,δ(Σi) ≤ Cm,(7.4). (7.4)
Here and henceforth in this section we will abuse the notation u′i − ui = E(ui, u′i)
as we mentioned in Remark 2.2.
Therefore applying an implicit function theorem we obtain the following:
Lemma 7.3. For each (10) there exist m,(10),(7.5) and Cm,(7.5) with the following
properties. If u ∈ ME1⊕E2((ΣT , ~z);u1, u2) with  < m,(10),(7.5) then there exist
ρi ∈ Vi (i = 1, 2) such that
‖u′i − uρii ‖W 2m+1,δ(Σi) ≤ Cm,(7.5)e
−δ1T . (7.5)
We put ρ = (ρ1, ρ2) ∈ V1 ×L V2. Then u ∈ME1⊕E2((ΣT , ~z);u1, u2) also implies
|ρi| ≤ . (7.6)
By (7.5) we have
‖u− uρT ‖W 2m+1,δ(ΣT ) ≤ Cm,(7.7)e
−δ1T . (7.7)
Here uρT = GlueT (ρ).
We put V = E(uρT , u) ∈ Γ((ΣT , ∂ΣT ); (uρT )∗TX; (uρT )∗TL). Then
u(z) = Exp(uρT (z), V (z)).
For s ∈ [0, 1] we define us : (ΣT , ∂ΣT )→ (X,L) by
us(z) = Exp(uρT (z), sV (z)). (7.8)
(7.7) implies
‖Π⊥(E1⊕E2)(us)∂us‖L2m,δ(ΣT ) ≤ Cm,(7.9)e
−δ1T (7.9)
and ∥∥∥∥ ∂∂sus
∥∥∥∥
W 2
m+1,δ
(KS
i
)
≤ Cm,(7.10)e−δ1T (7.10)
for each s ∈ [0, 1].
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Lemma 7.4. If T is sufficiently large, then there exists u˜s : (ΣT , ∂ΣT ) → (X,L)
(s ∈ [0, 1]) with the following properties.
(1)
∂u˜s ≡ 0 mod (E1 ⊕ E2)(u˜s).
(2) ∥∥∥∥ ∂∂s u˜s
∥∥∥∥
W 2
m+1,δ
(KS
i
)
≤ Cm,S,(7.11)e−δ1T . (7.11)
(3) u˜s = us for s = 0, 1.
Proof. Run the alternating method described in Section 5 in the one-parameter
family version. Since us is already a solution for s = 0, 1, it does not change.
More precisely, we regard us in (7.8) as uρT,(0) = u
s
T,(0) and start our inductive
construction at Step 0-3 (Lemma 5.2).
Then for s = 0, 1,
Errs1,T,(0) = χ
←
X (∂u
s
T,(0) − es1,T,(0)) = 0.
We can show Errs2,T,(0) = 0 in the same way. (Here Err
s
i,T,(0) is as in Definition
5.5.) Hence V sT,1,(1) = V
s
T,2,(1) = 0 for s = 0, 1 by (5.29). Therefore u
s
T,(1) = u
s
T,(0)
by Definition 5.16. Thus usT,(κ) = u
s
T,(0) = u
s for all κ and s = 0, 1.
Then u˜s = limκ u
s
T,(κ) = u
s for s = 0, 1 follows.
(7.11) is proved in the same way as the the estimate of ρ derivatives in Section
6. 
Lemma 7.5. The map GlueT : V1() ×L V2() → ME1⊕E2((ΣT , ~z);u1, u2) is an
immersion if  < 2 and T is sufficiently large.
Proof. We consider the composition of GlueT with
ME1⊕E2((ΣT , ~z);u1, u2) → L2m+1((KSi ,KSi ∩ ∂Σi), (X,L))
defined by restriction. In the case T =∞ this composition is obtained by restriction
of maps. By the unique continuation, this is certainly an immersion for T = ∞.
Then the exponential decay property stated in Theorem 6.4 implies that it is an
immersion for sufficiently large T . 
We will prove u is in the image of GlueT by showing that the following set
A = {s ∈ [0, 1] | u˜s ∈ image of GlueT }
is nonempy, open and closed in [0, 1]. Obviously 0 ∈ A since u˜0 = uρT . Lemma
7.2 implies that ME1⊕E2((ΣT , ~z);u1, u2) is a smooth manifold and has the same
dimension as V1×LV2. Therefore Lemma 7.5 implies that A is open. The closedness
of A follows from (7.11).
Therefore 1 ∈ A. Namely u is in the image of GlueT as required. 
Proof of injectivity. Let ρj = (ρj1, ρ
j
2) ∈ V1 ×L V2 for j = 0, 1. We assume
GlueT (ρ
0) = GlueT (ρ
1) (7.12)
and
‖ρji‖ < . (7.13)
We will prove that ρ0 = ρ1 if T is sufficiently large and  is sufficiently small. We
may assume that V1 ×L V2 is connected and simply connected. Then, we have a
path s 7→ ρs = (ρs1, ρs2) ∈ V1 ×L V2 such that
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(1) ρs = ρj for s = j, j = 0, 1.
(2) ∥∥∥∥ ∂∂sρs
∥∥∥∥ ≤ Φ1() + Ψ1(T )
where lim→0 Φ1() = 0, limT→∞Ψ1(T ) = 0.
We put V (s) = E(uρ
0
T , u
ρs
T ) ∈ Γ((ΣT , ∂ΣT ); (uρ
0
T )
∗TX; (uρ
0
T )
∗TL). Then
uρ
s
T (z) = Exp(u
ρ0
T (z), V (s)(z)).
(By (2) uρ
s
T (z) is C
0-close to uρ
0
T (z), as → 0. Therefore V (s) is well defined if  is
small.) Note V (1) = V (0) since uρ
1
= uρ
0
. Then for w ∈ D2 = {w ∈ C | |w| ≤ 1},
there exists V (w) such that
(1) V (s) = V (w) if w = e2pi
√−1s.
(2) We put w = x+
√−1y.∥∥∥∥ ∂∂xV (w)
∥∥∥∥
W 2
m+1,δ
(ΣT )
+
∥∥∥∥ ∂∂yV (w)
∥∥∥∥
W 2
m+1,δ
(ΣT )
≤ Φ2() + Ψ2(T ) (7.14)
where lim→0 Φ2() = 0, limT→∞Ψ2(T ) = 0.
We put uw(z) = Exp(uρ
0
T (z), V (w)(z)).
Lemma 7.6. If T is sufficiently large and  is sufficiently small then there exists
u˜w : (ΣT , ∂ΣT )→ (X,L) (s ∈ [0, 1]) with the following properties.
(1)
∂u˜w ≡ 0 mod (E1 ⊕ E2)(u˜w).
(2) ∥∥∥∥ ∂∂xu˜w
∥∥∥∥
W 2
m+1,δ
(KS
i
)
+
∥∥∥∥ ∂∂y u˜w
∥∥∥∥
W 2
m+1,δ
(KS
i
)
≤ Φ3() + Ψ3(T ) (7.15)
with lim→0 Φ3() = 0, limT→∞Ψ3(T ) = 0.
(3) u˜w = uw for w ∈ ∂D2.
Proof. Run the alternating method described in Subsection 5 in the two-parameter
family version. (3) is proved in the same way as Lemma 7.4. 
Lemma 7.7. If T is sufficiently large and  is sufficiently small, there exists a
smooth map F : D2 → V1 ×L V2 such that
(1) GlueT (F (w)) = u˜
w.
(2) If s ∈ [0, 1] then we have:
F (e2pi
√−1s) = ρs.
Proof. Note that ρ 7→ GlueT (ρ) is a local diffeomorphism. So we can apply the proof
of homotopy lifting property as follows. Let D2(r) = {z ∈ C | |z − (r − 1)| ≤ r}.
We put
A = {r ∈ [0, 1] | ∃ F : D2(r)→ V1 ×L V2 satisfying (1) above and F (−1) = ρ1/2}.
Since GlueT (ρ) is a local diffeomorphism, A is open. We can use (7.15) to show
closedness of A. Then, since 0 ∈ A, it follows that 1 ∈ A. The proof of Lemma 7.7
is complete. 
Lemma 7.7 implies ρ0 = ρ1. The proof of Theorem 3.13 is now complete. 
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8. Exponential decay estimate implies smoothness of coordinate
change
In this section we demonstrate the way how we use Theorems 3.13 and 6.4 to
prove smoothness of coordinate change of the Kuranishi structure of the moduli
space of bordered stable maps. Here we provide an argument in the case when we
glue two source curves which are non-singular and stable. The proof of the general
case is given in [FOOO2, Part IV]. (See especially its Section 21.)
8.1. Including deformation of source curve. We first generalize Theorems 3.13
and 6.4 and include the deformation of complex structure of the source curves
(Σi, ~zi). We consider the situation of Theorem 3.13. Note we assumed that (Σi, ~zi)
is stable. We also remark that there is no automorphism of (Σi, ~zi). (See Remark
3.10.)
Let gi be the genus of Σi. For simplicity of notation we assume that the boundary
of Σi is connected. Let ki + 1 be the number of boundary marked points. (For the
sake of simplicity of notations we consider the case when we have only boundary
marked points. The case when we also have interior marked points can be studied
in the same way.) We denote by
Mgi;ki+1 (8.1)
the moduli space of bordered and marked Riemann surfaces with the same topolog-
ical type as (Σi, ~zi). Let CMgi;ki+1 be its compactification which consists of stable
marked bordered curves. (See [FOOO1, Subsection 2.1.2] for its definition.)
Let V ′i be a neighborhood of [Σi, ~zi] in Mgi;ki+1 and
pii : C′i → V ′i, zj : V ′i → C′i, (j = 0, . . . , ki) (8.2)
be the universal family. Namely C′i has a fiberwise complex structure such that
(pi−1i (σ), (z0(σ), . . . , zki(σ))) is a representative of σ ∈ V ′i.
We may choose V ′i so small that the bundle (8.2) is topologically trivial. We fix
a trivialization C′i ∼= |Σi| × V ′i such that pii is the projection to the second factor
and that
zj : V ′i → C′i → |Σi| × V ′i → |Σi|
are constant maps. (Here |Σi| is the bordered surface Σi with its complex structure
forgotten. Hereafter we write Σi in place of |Σi| by a slight abuse of notation.) We
denote
Σi(σ) = pi
−1
i (σ), ~zi(σ) = (z0(σ), . . . , zki(σ)).
We will next define Σ1(σ1)#TΣ2(σ2) = Σ
σ
T , which is obtained from Σ1(σ1) and
Σ2(σ2) by gluing. To specify the way to glue we need to fix families of coordinates
at the 0-th marked points zi,0 ∈ Σi.
For our purpose it is useful to take an analytic family of coordinates, which we
define below. (Definition 8.5.) To define it we start with an analogue of closed
Riemann surface. Let Mclg,`+1 be the moduli space of Riemann surface of genus
g with ` + 1 marked points and CMclg,`+1 its compactification consisting of stable
curves. (See [DM].) Let
pi : Cclg,`+1 → CMclg,`+1 (8.3)
be the universal family. Let [Σ, ~z] ∈ CMclg,`+1 and Γ the automorphism group of
[Σ, ~z]. Then a neighborhood of [Σ, ~z] in CMclg,`+1 may be regarded as V/Γ, where
V is a complex manifold. pi−1(V/Γ) is identified with Ccl(V)/Γ where Ccl(V) is a
EXPONENTIAL DECAY ESTIMATES AND SMOOTHNESS 59
complex manifold and piV : Ccl(V) → V is a Γ equivariant holomorphic map. It
comes with Γ equivariant sections zj : V → Ccl(V), j = 0, 1, . . . , ` such that
(Σ(σ), ~z(σ)) = (pi−1(σ), (z0(σ), . . . , z`(σ)))
is a representative of σ. We put zi(σ) = zi(σ).
Definition 8.1. A complex analytic family of coordinates at j-th marked point on
V is a map ϕ˜ : D2 × V → Ccl(V) with the following properties.
(1) ϕ˜ is a biholomorphic map onto its image, which is an open subset.
(2) pi ◦ ϕ˜ : D2 × V → V coincides with the projection to the second factor.
(3) ϕ˜(0, σ) = zj(σ).
(4) We consider the Γ action on TzjΣ
∼= C and use it to define a Γ action on
D2. Then ϕ˜ is Γ invariant.
Definition 8.1 implies that the restriction of ϕ˜ to D2 × {σ} becomes a complex
coordinate of Σ(σ) at zi(σ).
The existence of complex analytic family of coordinates is a consequence of Γ
equivariant version of implicit function theorem in complex analytic category and
is standard. (See Appendix H.)
Let Vi be neighborhoods of [Σcli , ~zi] ∈ Mclgi,`i+1. We assume that [Σcl1 , ~z1] 6=
[Σcl2 , ~z2].
8 We put Γi = Aut(Σ
cl
i , ~zi). Let ϕ˜i : D
2
i × Vi → Ccli (Vi) be complex
analytic families of coordinates at 0-th marked points on neighborhoods of [Σcli , ~zi].
We identify z1,0 ∈ Σcl1 with z2,0 ∈ Σcl2 . Then we obtain an element
[Σcl∞, ~z∞] ∈ CMclg1+g2,`1+`2 .
Using our complex analytic families of coordinates we define a map
Glusoc : V1 × V2 ×D2()→ CMclg1+g2,`1+`2 (8.4)
as follows. (Here Glusoc stands for “gluing source”.)
Let σi ∈ Vi and (Σi(σi), ~zi(σi)) be a marked Riemann surface representing it.
We define ϕi,σi : D
2 → Σi(σi) by
ϕi,σi(z) = ϕ˜i(z, σi). (8.5)
Let r ∈ D2(). We consider the disjoint union
(Σ1(σ1) \ ϕ1,σ1(D2(|r|))) unionsq (Σ2(σ2) \ ϕ2,σ2(D2(|r|))).
(Here and hereafter D2(r) = {z ∈ C | |z| < r}.) We identify ϕ1,σ1(z) ∈ Σ1(σ1) \
ϕ1,σ1(D
2(|r|)) with ϕ2,σ2(w) ∈ Σ2(σ2) \ ϕ2,σ2(D2(|r|)) if
zw = r.
See Figure 10.
By this identification we obtain a Riemann surface, which we denote by Σ1(σ1)#rΣ2(σ2).
We put
Glusoc(σ1, σ2, r) = (Σ1(σ1)#rΣ2(σ2), ~z
′
1(σ1) ∪ ~z′2(σ2)), (8.6)
where ~z′i(σi) = ~zi(σi) \ {zi,0(σi)}.
We define Γi action on D
2() by identifying D2() with the ball of radius 
centered at origin in the tangent space Tzi,0Σi. Then Glusoc is Γ1×Γ2 equivariant.
8In case [Σcl1 , ~z1] = [Σ
cl
2 , ~z2] we may have extra Z2 symmetry. Other than that the argument
is the same as the case [Σcl1 , ~z1] 6= [Σcl2 , ~z2].
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Figure 10. Source curve gluing.
Lemma 8.2. The map Glusoc induces a biholomorphic map
V1 × V2 ×D2()
Γ1 × Γ2 → CM
cl
g1+g2,`1+`2
onto an open neighborhood of [Σcl, ~z].
Proof. We define
Ω1 = V2 ×
∐
r∈D2(),σ1∈V1
(Σ1(σ1) \ ϕ1,σ1(D2(|r|)))× {r}, (8.7)
Ω2 = V1 ×
∐
r∈D2(),σ2∈V2
(Σ2(σ2) \ ϕ2,σ2(D2(|r|)))× {r}. (8.8)
We regard Ω1 (resp. Ω2) as an open subset of V2×Ccl(V1) (resp. V1×Ccl(V2)). So
they are complex manifolds. We also put
Ω3 = {(z, w) | |z|, |w| < 1, zw < } × V1 × V2. (8.9)
We identify (z, w, σ1, σ2) ∈ Ω3 with (σ2, ϕσ1 (z), zw) ∈ Ω1 and with (σ1, ϕσ2 (w), zw) ∈
Ω2. We obtain a complex manifold by this identification, which we denote by
C(V1,V2, ). We define pi : C(V1,V2, )→ V1 × V2 ×D2() by
pi(σ2, zˆ, r) = (pi1(zˆ), σ2, r), on Ω1,
pi(σ1, wˆ, r) = (σ1, pi2(wˆ), r), on Ω2,
pi((z, w), σ1, σ2) = (σ1, σ2, zw), on Ω3.
(8.10)
Here zˆ ∈ C(V1), wˆ ∈ C(V2), r ∈ D2() and pii : C(Vi)→ Vi is the projection. pi is a
well defined holomorphic map.
Sections zi,j : Vi → C(Vi), j = 0, . . . , ki (which gives j-th marked point of the
fiber) induce the sections zj : V1 × V2 ×D2()→ C(V1,V2, ) for j = 1, . . . , k1 + k2
in an obvious way.
For (σ1, σ2, r) ∈ V1 × V2 ×D2() it is easy to see from the definition that
(pi−1(σ1, σ2, r), (zj(σ1, σ2, r))j=1,...,k1+k2)
is a representative of Glusoc(σ1, σ2, r).
We furthermore observe that pi : C(V1,V2, ) → V1 × V2 × D2() is Γ1 × Γ2
equivariant.
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Therefore the biholomorphicity of the map Glusoc is a consequence of the defi-
nition of universal family. 
Now we go back to the case of bordered surface. Let [Σ, ~z] ∈ Mg;k+1. We take
its double as in [FOOO1, page 44] to obtain a closed Riemann surface, [Σcl, ~zcl] ∈
Mcl2g;k+1. There exits an anti-holomorphic involution τ : Σcl → Σcl such that :
(a) The fixed point set ΣclR of τ is S
1, which contains all the marked points.
(b) The complement Σcl \ ΣclR consists of two connected components. The clo-
sure of one of them with marked points is biholomorphic to (Σ, ~z).
See Figure 11. Let pi : C(V) → V be a universal family in a neighborhood of
Figure 11. Doubling bordered surface.
[Σcl, ~zcl].
Lemma 8.3. There exist anti-holomorphic involutions τ : C(V)→ C(V), τ : V → V
with the following properties.
(1) pi ◦ τ = τ ◦ pi.
(2) The real dimension of the fixed point set VR of τ : V → V is equal to the
complex dimension of V. VR is identified with an open neighborhood of
[Σ, ~z] in Mg;k+1.
(3) σ0 = [Σ
cl, ~zcl] ∈ V is a fixed point of τ .
(4) The restriction of τ : V → V to the fiber of σ0 coincides with the map
τ : Σcl → Σcl.
(5) We restrict the universal family to the fixed point set VR of τ : V → V.
We obtain a family of bordered marked Riemann surfaces in the same way
as (b) applied to each of the fiber of σ ∈ VR. This family is the universal
family on VR ⊂Mg;k+1 of bordered Riemann surfaces.
Proof. By [DM], Ccl →Mclg;k+1 is a morphism in the category of the stacks defined
over R. The marked curve [Σcl, ~zcl] together with τ : Σcl → Σcl defines an R-valued
point of Mclg;k+1. The lemma is a consequence of this fact. 
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Lemma 8.4. In the situation of Lemma 8.3 there exists a complex analytic family
of coordinates at the j-th marked point, ϕ : D2 × V → Ccl(V), in the sense of
Definition 8.1 such that
ϕ(z, τ(σ)) = τ(ϕ(z, σ)) (8.11)
in addition.
Proof. In place of Γ = Aut(Σcl, ~zcl) we consider its Z2 extension Γ+ = Γ∪{τγ | γ ∈
Γ}. Then the proof is the same as the proof of existence of complex analytic family
of coordinates, which uses an equivariant version of implicit function theorem. For
completeness’ sake, we provide the detail of the proof in Appendix H. 
We take a complex analytic family of coordinates ϕ : D2 × V → Ccl(V) as in
Lemma 8.4. Note Σ = Σ(σ0) is the closure of one of the connected components of
Σcl \ ΣclR . Replacing ϕ by (z, σ) 7→ ϕ(−z, σ) if necessary we may assume
ϕ(D2≤0(1)× {σ0}) ⊂ Σ.
(Here and hereafter D2≤0(r) = {z ∈ D2(r) | Imz ≤ 0}.) Then for any σ ∈ VR we
have
ϕ(D2≤0(1)× {σ}) ⊂ Σ(σ).
We identify the bordered Riemann surface Σ(σ) as a connected component of
Σcl(σ) \ ΣclR (σ) by Lemma 8.3 (5).
We thus obtain
ϕR : D2≤0(1)× VR → C(VR). (8.12)
Here pi : C(VR) → VR is the universal family of bordered Riemann surfaces. For
each σ ∈ VR the map ϕR determines a (complex) coordinate at the j-th marked
point of the bordered surface Σ(σ).
Definition 8.5. We define an analytic family of coordinates at the j-th marked
point on VR to be a map ϕR as in (8.12) obtained from the complex analytic family
of coordinates satisfying the conclusion of Lemma 8.4.
Let [Σi, ~zi] ∈ Mgi;ki+1 for i = 1, 2. We take their doubles [Σcli , ~zcli ] ∈ Mclgi;ki+1.
Let C(Vi) → Vi be the universal family on a neighborhood Vi of [Σcli , ~zcli ] which
satisfies the conclusion of Lemma 8.3. We take ϕi : D
2(1)× Vi → C(Vi) which is a
complex analytic family of coordinates at the 0-th marked points. We assume that
ϕi satisfies the conclusion (8.11) of Lemma 8.4. We then obtain analytic families
of coordinates at 0-th marked points on VRi ,
ϕRi : D
2
≤0(1)× VRi → C(VRi ). (8.13)
We define ϕRi,σi : D
2
≤0 → Σi(σi) by
ϕRi,σi(z) = ϕ
R
i (z, σi). (8.14)
Let r ∈ [0, ), (σ1, σ2) ∈ VR1 × VR2 . We define Σ1(σ1)#rΣ2(σ2) as follows. Let
zi,0(σi) ∈ Σi(σi) be the 0-th marked point. We consider the disjoint union(
Σ1(σ1) \ ϕR1,σ1(D2≤0(r))
) unionsq (Σ2(σ2) \ ϕR2,σ2(D2≤0(r))) .
We define an equivalence relation on this set such that ϕR1,σ1(z) ∈ Σ1(σ1)\ϕR1,σ1(D2≤0(r)),
is equivalent to ϕR2,σ2(w) ∈ Σ2(σ2) \ ϕR2,σ2(D2≤0(r)) if and only if
zw = −r. (8.15)
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Let Σ1(σ1)#rΣ2(σ2) be the set of the equivalence classes of the above equivalence
relation. It becomes a bordered curve. Thus we have defined
GlusocR : VR1 × VR2 × [0, )→ CMg1+g2,`1+`2 . (8.16)
The next diagram commutes:
VR1 × VR2 × [0, ) Glusoc
R
−−−−−→ CMg1+g2,`1+`2y y
V1 × V2 ×D2() Glusoc−−−−→ CMclg1+g2,`1+`2
(8.17)
Here [0, ) → D2() in the first vertical arrow is r 7→ −r. The other parts of the
vertical arrows are obvious inclusions.
The source curve gluing map GlusocR can be identified with the one we described
at the beginning of Section 3 as follows. We put
exp(−10piT ) = r, Ki(σi) = Σi(σ) \ ϕRi,σi(D2≤0). (8.18)
We define
Σ1(σ1) \K1(σ1) ∼= [0,∞)τ ′ × [0, 1], Σ2(σ2) \K2(σ2) ∼= (−∞, 0]τ ′′ × [0, 1].
by
ϕR1,σ1(e
pi(x+
√−1y)) 7→ (−x,−y) = (τ ′, t), ϕR2,σ2(epi(x+
√−1(y+1))) 7→ (x, y) = (τ ′′, t).
Then Σ1(σ1)#TΣ2(σ2) as in (3.2) is isomorphic to Σ1(σ1)#rΣ2(σ2).
In fact z, w appearing in (8.15) are related to the coordinate τ ′, τ ′′, t of the neck
region we used in Section 6 by
z = e−pi(τ
′+
√−1t), w = −epi(τ ′′+
√−1t).
Note zw = −r = −e−10piT is equivalent to τ ′′ = τ ′ − 10T . See Figure 12,
KiKi
Figure 12. Coordinate at infinity of bordered curve.
Definition 8.6. For [Σi, ~zi] in Mgi;ki+1 we consider the following set Ξi of data:
(1) A neighborhood VRi of [Σi, ~zi] in Mgi;ki+1.
(2) An analytic family of coordinates ϕRi at the 0-th marked points as in (8.13).
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(3) A trivialization of the universal family bundle C(VRi ) → VRi in the C∞
category . It is a diffeomorphism C(VRi ) ∼= Σi × VRi that commutes with
the projections. Moreover we require it commute with ϕRi . Namely the
compositions
D2≤0(1)× VRi → C(VRi )→ Σi × VRi
of ϕRi and the trivialization is of the form (z, σ) 7→ (φ(z), σ) where φ :
D2≤0(1)→ Σi is independent of σ.
A gluing data centered at ([Σ1, ~z1], [Σ2, ~z2]) is by definition a pair Ξ = (Ξ1,Ξ2) such
that Ξi are given as above.
Definition-Lemma 8.7. Let Ξ = (Ξ1,Ξ2) be a gluing data centered at ([Σ1, ~z1], [Σ2, ~z2]).
(1) It induces the map (8.16). We call it the source gluing map associated to Ξ
and write GlusocRΞ.
(2) For any σ = (σ1, σ2) ∈ V R1 × V R2 , it induces a holomorphic embedding
I˜σΞ,i : Ki(σi)→ Σ1(σ1)#rΣ2(σ2).
We call it the canonical holomorphic embedding associated to Ξ. Here
Σ1(σ1)#rΣ2(σ2) together with marked points represents Glusoc
R
Ξ(σ1, σ2, r).
(3) For any σ = (σ1, σ2) ∈ V R1 × V R2 , it also induces a smooth embedding
IσΞ,i : Ki → Σ1(σ1)#rΣ2(σ2).
We call it the canonical embedding associated to Ξ. Note Ki ⊂ Σi.
Proof. We discussed (1) already. (2) is a consequence of (8.18). (3) follows from (2)
and the trivialization of the universal family bundle given in Definition 8.6 (3). 
We recall the definitions of stable map and of its moduli spaces.
Definition 8.8. Two marked pseudoholomorphic maps ((Σ, ~z), u), ((Σ′, ~z′), u′) are
said to be isomorphic, if there exists an isomorphism ϕ : (Σ, z)→ (Σ′, ~z′) such that
u′ = u ◦ ϕ−1. A self-isomorphism ϕ : (Σ, ~z)→ (Σ, ~z) is called an automorphism of
(Σ, ~z) if u = u ◦ ϕ−1. We denote
Aut((Σ, ~z), u) = {ϕ ∈ Aut(Σ, ~z) | u ◦ ϕ = u}.
We call the pair ((Σ, ~z), u) a stable map if # Aut((Σ, ~z), u) is finite. We define the
moduli space of the isomorphism classes of bordered stable curves u : (Σ, ∂Σ) →
(X,L) of genus g with k + 1 boundary marked points and homology class β ∈
H2(X,L;Z) and denote it by
Mg,k+1(X,L;β).
See [FOOO1, Definition 2.1.27].
We next include maps and define obstruction spaces. Let (Σobi , ~z
ob
i ) ∈Mgi,ki+1,
and let uobi : (Σ
ob
i , ∂Σ
ob
i )→ (X,L) be a pseudoholomorphic map.
Definition 8.9. An obstruction bundle data centered at (((Σob1 , ~z
ob
1 ), u
ob
1 ), ((Σ
ob
2 , ~z
ob
2 ), u
ob
2 ))
consist of the objects (Ξob, (Eob1 , Eob2 )) such that:
(1) Ξob = (Ξob1 ,Ξ
ob
2 ) is a gluing data centered at ((Σ
ob
1 , ~z
ob
1 ), (Σ
ob
2 , ~z
ob
2 )).
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(2) Eobi is a finite dimensional subspace of Γ(Σobi ; (uobi )∗TX ⊗ Λ0,1), the space
of smooth sections. We assume that the support of elements of Eobi are
contained in IntKobi . Here K
ob
i = Σ
ob
i \ϕRi,ob(D2≤1(1)). Note the map ϕRi,ob
is the analytic family of coordinates at the 0-th marked point which is a
part of Ξobi .
(3) uob1 , u
ob
2 satisfy Assumption 3.12 . Here we replace Σi, ~zi, ui, ev∞,i in
Assumption 3.12 by Σobi , ~z
ob
i , u
ob
i , ev
ob
i,0.
We call
(
((Σob1 , ~z
ob
1 ), u
ob
1 ), ((Σ
ob
2 , ~z
ob
2 ), u
ob
2 )
)
the obstruction center.
We define obstruction bundle Ei(u′) for an element u′ : (Σ′, ∂Σ′) → (X,L)
satisfying the next condition for u′ and ν.
Condition 8.10. (1) [Σ′, ~z′] is an element of the image of the source gluing
map GlusocRΞob : Vob,R1 × Vob,R2 × [0, ν) → CMg1+g2,`1+`2 associated with
Ξob.
(2) For z ∈ Kobi we have
d(uobi (z), u
′(IσΞob,i(z))) ≤
ι′X
2
.
Here ι′X is the constant defined as in Condition 2.3 and I
σ
Ξob,i is the canon-
ical embedding associated to Ξob.
Now we define
Iu′,i : Eobi → C∞(Σ′; (u′)∗TX ⊗ Λ0,1(Σ′)) (8.19)
as follows. Let z ∈ Kobi . We have a parallel transport
(Pal
u′(z)
uob
i
(z)
)J : Tuob
i
(z)X → Tu′(z)X, (8.20)
defined in (2.5). On the other hand we have a projection
(Λ0,1(Σobi ))z → (Λ0,1(Σ′))z. (8.21)
We remark that the map (8.21) is complex linear. The linear map Iu′,i is induced
by the tensor product (over C) of the two maps (8.20) and (8.21).
Definition 8.11. Ei(u′) is the image of the map Iu′,i in (8.19).
Remark 8.12. We use a gluing data centered at (Σobi , ~z
ob
i ) to define Iu′,i and
Ei(u′). In other words we do not use one centered at (Σi, ~zi). This is an important
point which enables us to define coordinate change of Kuranishi structure. See
Remark 8.26.
We now define the moduli space we study. Consider an obstruction bundle data
centered at (((Σob1 , ~z
ob
1 ), u
ob
1 ), ((Σ
ob
2 , ~z
ob
2 ), u
ob
2 ))), which we denote by (Ξ
ob, (Eob1 , Eob2 )).
We also consider (((Σ1, ~z1), u1), ((Σ2, ~z2), u2))) and a gluing data Ξ centered at
((Σ1, ~z1), (Σ2, ~z2)).
Condition 8.13. We assume that the pair (((Σ1, ~z1), u1), ((Σ2, ~z2), u2)) is close to
(((Σob1 , ~z
ob
1 ), u
ob
1 ), ((Σ
ob
2 , ~z
ob
2 ), u
ob
2 )) in the following sense. We also assume that the
neighborhoods Vi of (Σi, ~zi) in Mgi,ki+1 which is a part of data Ξi is small in the
following sense.
(1) (Σi, ~zi) is contained in the neighborhoods Vobi of (Σobi , ~zobi ) in Mgi,ki+1
which is a part of Ξobi . Moreover Vi ⊂ Vobi
66 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
(2) Let (Σi, ~zi) ∼= (Σobi (σ0i ), ~zobi (σ0i )) with σ0i ∈ Vobi . The two gluing data Ξi
and Ξobi determine a diffeomorphism
I0i : Σ
ob
i
∼= Σobi (σ0i )→ Σi
(Here the first diffeomorphism is induced by Ξobi and the second diffeomor-
phism is induced by Ξi.) We require
sup{d(ui(I0i (z)), uobi (z)) | z ∈ Σobi , i = 1, 2} ≤
ι′X
4
. (8.22)
(3) We also require
I0i (K
ob
i ) ⊂ IntKi. (8.23)
We recall that (Σ∞, ~z∞) is a union of Σ1 and Σ2, which are glued to each other
at their 0-th marked points, which may also carry their marked points other than
the 0-th ones.
Definition 8.14. We assume that (((Σob1 , ~z
ob
1 ), u
ob
1 ), ((Σ
ob
2 , ~z
ob
2 ), u
ob
2 ))), (Ξ
ob, (Eob1 , Eob2 )),
(((Σ1, ~z1), u1), ((Σ2, ~z2), u2)) and Ξ satisfy Condition 8.13.
We define the moduli space ME1⊕E2+ ((Σ∞, ~z);u1, u2),ν as the set of all the iso-
morphism classes of ((Σ′, ~z′), u′) such that the following three conditions are satis-
fied.
(1) (Σ′, ~z′) = GlusocRΞ(σ1, σ2, T ) ∈ Im(GlusocRΞ). (σ1, σ2) are in the  neigh-
borhood of σ0 in V1×V2. (V1 and V2 are parts of Ξ.) Here σ0 corresponds
(Σ1, ~z1) and (Σ2, ~z2). T > 1/ν.
(2) Condition 3.7 is satisfied. Namely:
(a) We assume ui|Ki is  close to u′ ◦ IσΞ,i|Ki in C1 sense. Here IσΞ,i is
defined in Definition-Lemma 8.7.
(b) Diam{u′(z) | z ∈ Σ′ \ (K1 ∪K2)} < .
(3)
∂u′ ≡ 0 mod E1(u′)⊕ E2(u′). (8.24)
Note (1), (2) and (8.19), (8.22) imply that E1(u′), E2(u′) are defined if  is
sufficiently small.
Note that if (Σobi , ∂Σ
ob
i )
∼= (Σi, ∂Σi) as bordered Riemann surfaces and Ξob = Ξ,
the moduli spaceME1⊕E2((ΣT , ~z); (u1, u2)) we defined in Definition 3.8 is a subset
of the moduli space ME1⊕E2+ ((Σ∞, ~z∞);u1, u2),ν we defined here, for T > 1/ν.
We also define
Iu′
i
: Eobi → Γ(Σi; (u′i)∗TX ⊗ Λ0,1(Σi)) (8.25)
in the same way as Iu′,i. Namely it is induced from the tensor product over C of
the projection (Λ0,1(Σobi ))z → (Λ0,1(Σi(σi)))z, and the complex linear part of the
parallel transport Å
Pal
u′i(z)
u
ob(z)
i
ãJ
: Tuob(z)X → Tu′i(z)X.
We put
Ei(u′i) = Iu′i(Eobi ). (8.26)
So we can define an equation
∂u′i ≡ 0, mod Ei(u′i). (8.27)
Definition 8.15. MEi+ ((Σi, ~zi);ui) is the set of isomorphism classes of ((Σ′i, ~z′i), u′i)
with the following properties.
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(1) (Σ′i, ~z
′
i) represents an element σi of VRi and is in an  neighborhood of [Σi, ~zi].
(2) u′i is  close to ui in C
1 topology.
(3) u′i satisfies equation (8.27).
We assumed Assumption 3.12 in Definition 8.9 (4), where evi,∞ in (3.23), (3.24)
are ev0 here. Then we can take  small so that MEi+ ((Σi, ~zi);ui) is a smooth
manifold. Moreover the fiber product
ME1+ ((Σ1, ~z1);u1) ev0 ×ev0 ME2+ ((Σ2, ~z2);u2) (8.28)
is transversal. (Note the evaluation map ev0 here corresponds to evi,∞ (i = 1, 2)
in Section 3.)
Now Theorems 3.13 and 6.4 are generalized as follows.
Theorem 8.16. For any (11), ν(1) > 0 there exists (12) > 0, T7,m,(11),ν(1) > 0
and a map
Glue+ :ME1+ ((Σ1, ~z1);u1)(12) ev0 ×ev0 ME2+ ((Σ2, ~z2);u2)(12) × (T7,m,(11),ν(1),∞]
→ME1⊕E2+ ((Σ∞, ~z);u1, u2)(11),ν(1)
with the following properties.
(1) The map Glue+ is a homeomorphism onto its image. The image contains
ME1⊕E2+ ((Σ∞, ~z);u1, u2)(11),ν(1),(8.29),ν(11),ν(1),(8.29) , where (11),ν(1),(8.29), and
ν(11),ν(1),(8.29) are positive number depending on (11), ν(1).
(2) The next diagram commutes
ME1
+
((Σ1,~z1);u1)(12) ev0×ev0
ME2
+
((Σ2,~z2);u2)(12)×(T7,m,(11),ν(1),∞]
−−−−→ VR1 × VR2 × (T7,m,(11),ν(1),∞]
Glue+
y GlusocRΞy
ME1⊕E2+ ((Σ∞, ~z∞);u1, u2)(11),ν(1) −−−−→ CMg1+g2,`1+`2
(8.29)
where the horizontal arrows are defined by forgetting the map part.
(3) The map Glue+ defines a fiberwise diffeomorphism onto its image. Here
fiber means the fiber of the horizontal arrows of (8.29).
This is a family version of Theorem 3.13 incorporating the variation of complex
structures on the source curve into the gluing. A generalization of Theorem 6.4 is
the following Theorem 8.17. We recall
KS1 = K1 ∪ ([0, S]τ ′ × [0, 1]), KS2 = K2 ∪ ([−S, 0]τ ′′ × [0, 1]).
We define
Gluresi,+,S :ME1+ ((Σ1, ~z1);u1)(12) ev0 ×ev0 ME2+ ((Σ2, ~z2);u2)(12)
× (T7,m,(11),ν(1),∞]→ MapL2
m+1
((KSi ,K
S
i ∩ ∂Σi), (X,L))
as the composition of Glue+ with the restriction map
ME1⊕E2+ ((Σ∞, ~z);u1, u2)(11),ν(1) → MapL2m+1((K
S
i ,K
S
i ∩ ∂Σi), (X,L)).
Here we use the map IσΞ,i in Lemma-Definition 8.7 to regard
KSi
∼= KSi (σi) ⊂ Σ1(σ1)#TΣ2(σ2).
Note the diffeomorphism KSi
∼= KSi (σi) is induced by the gluing data Ξ centered
at ((Σ1, ~z1), (Σ2, ~z2)).
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Theorem 8.17. There exists δ2 > 0 with the following property. For each m and
S, there exist Tm,S,(8.30) >
S
10 and Cm,S,(8.30) > 0 such that∥∥∥∥∇nσ,ρ d`dT `Gluresi,S
∥∥∥∥
L2
m+1−`
< Cm,S,(8.30)e
−δ2T (8.30)
for all n, ` ≤ m. Here ∇σ,ρ is a differentiation with respect to ((σ1, ρ1), (σ2, ρ2))
the fiber product (8.28). 9
Proof of Theorems 8.16 and 8.17. We take and fix a section
VRi →MEi+ ((Σi, ~zi);ui), σi 7→ (σi, ρ0i (σi))
of the projection
MEi+ ((Σi, ~zi);ui)→ VRi .
We denote the map : Σi(σi)→ X corresponding to (σi, ρ0i (σi)) ∈ Vi by uσii .
For each (σ1, σ2) ∈ VR1 × VR2 and T we run the alternating method developed in
Sections 5 and 6.
Namely we start with ((Σ1(σ1), ~z1(σ1)), u
σ1
1 ), (Σ2(σ2), ~z1(σ2)), u
σ2
2 ) in place of
((Σ1, ~z1), u1), ((Σ2, ~z2), u2) and use the coordinates at 0-th marked points which we
determined as a part of the gluing data Ξ centered at ((Σ1, ~z1), u1), ((Σ2, ~z2), u2)).
Except the point which we will explain below the proof then goes in the same
way as before and we obtain a map
V1(σ1, )×L V2(σ2, )× (T0,∞]→ME1⊕E2+ ((Σ∞, ~z);u1, u2),ν .
Here Vi(σi, ) is the fiber of the map MEi+ ((Σi, ~zi);ui) → Vi and T0 > 1/ν. The
union of these maps over σ1, σ2 will be our map Glue+.
The point we need to clarify to adapt the proof of Sections 5 and 6 to our situation
is the following: The way we define Ei(u′) in this section is slightly different from
that of Sections 5 and 6. Namely we start with Eobi defined on (Σobi , uobi ) in this
section with Σobi 6= Σi, while in Sections 5 and 6 Eobi was defined on (Σi, uobi ), i.e.,
Σobi = Σi.
We use the next Proposition 8.19 to obtain required estimate of our Ei(u′). Then
the arguments in Sections 5 and 6 also go through for the proofs of Theorems 8.16
and 8.17.
In fact Theorem 8.16 (1),(3) are proved in the same way as Sections 5, 6 and 7.
The estimate of σ derivative is the same as that of ρ derivative. So the proof of
Theorem 8.17 is the same as that of Section 6. Theorem 8.16 (2) follows from the
fact that the alternating method we use does not change the complex structure of
the source.
To state Proposition 8.19, we need to prepare some notations.
Let (Σ′, ~z′) = GlusocRΞ((σ1, σ2), T ) and u
′ : (Σ′, ∂Σ′) → (X,L) a smooth map
satisfying
d(u′(z), ui(z)) ≤ , for z ∈ Ki
Diam(u′(Σ′ \ (K1 ∪K2))) ≤ .
(8.31)
We take a basis ei,a (a = 1, . . . ,dim Eobi ) of Eobi ⊂ Γ(Kobi ; (uobi )∗TX⊗Λ0,1(Σobi )).
We put
e0i,a(u
′) = (Iui
u
σi
i
◦ Iu
σi
i
u′ ◦ Iu′,i)(ei,a) ∈ Γ(Ki; (ui)∗TX ⊗ Λ0,1(Σi)). (8.32)
9σ1 and σ2 parameterize the source curve and ρ1 and ρ2 parameterize the map.
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Here the map Iu′,i is (8.19) and the maps
I
u
σi
i
u′ : Γ(I
σ
Ξob,i(K
ob
i ); (u
′)∗TX ⊗ Λ0,1(Σ′))→ Γ(Σi(σi); (uσii )∗TX ⊗ Λ0,1(Σ′i))
Iui
u
σi
i
: Γ(Σi(σi); (u
σi
i )
∗TX ⊗ Λ0,1(Σ′i))→ Γ(Ki; (ui)∗TX ⊗ Λ0,1(Σi))
are defined as follows. Note since (Σ′, ~z′) = GlusocRΞob((σ
′
1, σ
′
2), T
′) we have a
smooth embedding
Iσ
′
Ξob,i : K
ob
i → Σ′ (8.33)
by Definition-Lemma 8.7. Its image appears in the domain of I
u
σi
i
u′ .
We use an embedding
IσΞ,i : Ki → Σ′ (8.34)
which is also obtained by Definition-Lemma 8.7 in the definition of I
u
σi
i
u′ .
Remark 8.18. We remark that in (8.33) we use the gluing data Ξob centered at
((Σob1 , ~z
ob
1 ), (Σ
ob
2 , ~z
ob
2 )). In (8.34) we use the gluing data Ξ = (Ξ1,Ξ2) centered at
((Σ1, ~z1), (Σ2, ~z2)).
We assume the next relation so that the composition is well-defined.
Iσ
′
Ξob,i(K
ob
i ) ⊂ IσΞ,i(Ki) (8.35)
By Condition 8.13 we may choose Vi, a neighborhood of [Σi, ~zi] in the moduli space
of marked bordered curve, small such that if (σ1, σ2) ∈ V1 × V2 then (8.35) is
satisfied.
Ki
ob
i
ob
Glue by 
Ki
i
Glue by 
I ob
, i
'
I
, i
ob
Support of Eiob
Figure 13. Two gluing data gives different embedding.
The smooth embedding IσΞ,i induces a complex linear map
Λ0,1z (Σ
′)→ Λ1Iσ
Ξ,i
(z)(Σi(σi))→ Λ0,1Iσ
Ξ,i
(z)(Σi(σi)). (8.36)
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Here the second map is the projection and the first map is the complex linear part
of the map induced by IσΞ,i. Namely (8.36) is given by
1
2
(
(IσΞ,i)
∗ − jΣi(σi) ◦ ((IσΞ,i)−1)∗ ◦ jΣob
)
.
We also consider the map:Å(
Pal
u′(z)
u
σi
i
(z)
)Jã−1
: Tu′(z)X → Tuσi
i
(z)X. (8.37)
Then Iu
σi
u′ is obtained from the tensor product of (8.36) and (8.37).
Iui
u
σi
i
is induced by the tensor product of the projection
Λ0,1z (Σi(σi))→ Λ0,1z (Σi) (8.38)
and a complex linear part of the parallel transformationÅ(
Pal
u
σi
i
(z)
ui(z)
)Jã−1
: Tuσi
i
(z)X → Tui(z)X. (8.39)
Let (σ, ρ) = ((σ1, ρ1), (σ2, ρ2)) ∈ V1×L×V2 and (Σσ,ρT , ~zσ,ρT ) = GlusocR(σ1, σ2, T )
We denote by
uˆσ,ρi,T,(κ) : Σ
σ
i
∼= Σi → X
the map obtained at the κ-th inductive step of our alternating method starting
from ((Σ1(σ1), ~z1(σ1)), u
σ1
1 ), ((Σ2(σ2), ~z2(σ2)), u
σ2
2 ). The diffeomorphism Σ
σ
i
∼= Σi
is a part of datum Ξi.
In other words uˆσ,ρi,T,(κ) corresponds to the map uˆ
ρ
i,T,(κ) in Definition 5.32. We
put
e′i,a;(κ)(σ, ρ, T ) = e
0
i,a(u
σ,ρ
T,(κ)) ∈ Γ(Ki;u∗i TX ⊗ Λ0,1(Σi)). (8.40)
Here e0i,a(u
σ,ρ
T,(κ)) is as in (8.32).
We remark that e′i,a;(κ)(σ, ρ, T ) is a basis of(
Iui
u
σi
i
◦ Iu
σi
i
uˆσ,ρ
i,T,(κ)
)
(Ei(uˆσ,ρi,T,(κ))).
Moreover there exists a canonical isomorphism
Ei(uˆσ,ρi,T,(κ)) ∼= Ei(uσ,ρT,(κ)) (8.41)
where uσ,ρT,(κ) corresponds to u
ρ
T,(κ) in Definition 5.32. (8.41) is a consequence of the
equality uˆσ,ρi,T,(κ) = u
σ,ρ
T,(κ) on Ki ⊂ Σi(σi) which we regard as a subset Ki ⊂ ΣσT by
the canonical embedding IσΞ,i. This equality follows from the definition (5.72).
Proposition 8.19. There exists δ3 > 0 such that we can estimate e
′
i,a;(κ)(ρ, σ, T )
and its T , ρ, σ derivatives as∥∥∥∥∇nσ,ρ ∂`∂T ` e′i,a;(κ)(σ, ρ, T )
∥∥∥∥
L2
m+1−`
≤ Cm,(8.42)e−δ3T (8.42)
for m− 2 ≥ n, ` ≥ 0, ` > 0, if T > Tm,(8.42).
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This proposition corresponds to Lemma 6.20. 10 The proof will be given in
Subsection 8.3.
We can use Proposition 8.19 to control the obstruction bundle Ei(u′) together
with its derivatives.
More explicitly: we can use the proposition to show (5.44): we use it to show a
version of Lemma G.2, where σ derivative as well as ρ and T derivative is included
and the definition of Ei(u′) is slightly modified as we mentioned at the beginning
of Theorem 8.17.
We can use Proposition 8.19 also in all the other places where we need to control
Ei(u′). Note we take δ such that not only δ < δ1/10 but also δ < δ3/10 holds. The
constant δ2 in Theorem 8.17 is determined by δ1 and δ3.
The proofs of Theorems 8.16 and 8.17 are now complete except the proof of
Proposition 8.19. 
8.2. Smoothness of coordinate change. We now use Theorem 8.16 to prove
the smoothness of the coordinate change. We begin with explaining the situation
where we study coordinate change.
Situation 8.20. Let (Σobi , ~z
ob
i ) ∈ Mgi,ki+1. We take Ξob = (Ξob1 ,Ξob2 ) a gluing
data centered at ((Σob1 , ~z
ob
1 ), (Σ
ob
2 , ~z
ob
2 )). We consider u
ob
i : (Σ
ob
i , ∂Σ
ob
i )→ (X,L), a
pseudoholomorphic map of homology class βi. For j = 1, 2, let (Ξ
ob, (E(j)1 , E(j)2 )) be
an obstruction bundle data centered at (((Σob1 , ~z
ob
1 ), u
ob
1 ), ((Σ
ob
2 , ~z
ob
2 ), u
ob
2 )). Note
we use the same gluing data Ξob for j = 1, 2.
We assume that the next inclusion holds for i = 1, 2.
E(1)i ⊆ E(2)i . (8.43)
In sum we take two obstruction bundle data with the same gluing data and
satisfying (8.43).
Situation 8.21. We next consider ((Σ
(j)
i , ~z
(j)
i ), u
(j)
i ) for i, j = 1, 2. Here:
(1) (Σ
(j)
i , ~z
(j)
i ) ∈Mgi,ki+1.
(2) For each i = 1, 2, j = 1, 2, u
(j)
i : (Σ
(j)
i , ∂Σ
(j)
i ) → (X,L) is a pseudoholo-
morphic map of homology class βi.
We call ((Σ
(j)
1 , ~z
(j)
1 ), u
(j)
1 )), ((Σ
(j)
2 , ~z
(j)
2 ), u
(j)
2 )) for j = 1 or 2, a chart center.
Let Ξ(j) = (Ξ
(j)
1 ,Ξ
(j)
2 ) be a gluing data centered at (Σ
(j)
i , ~z
(j)
i ). We assume
V(1),Ri ⊂ V(2),Ri (8.44)
where V(j),Ri is a neighborhood of [Σ(j)i , ~z(j)i ] in Mgi,ki+1 which is a part of Ξ(j)i .
Note (8.44) implies [Σ
(1)
i , ~z
(1)
i ] ∈ V(2),Ri .
We also assume Conditions 8.22 and 8.23 below.
When ui : (Σi, ∂Σi) → (X,L) is given and satisfies ev1,∞(u1) = ev1,∞(u2), we
denote by u∞ : (Σ∞, ∂Σ∞)→ (X,L) the map which is restricted to ui on Σi.
We take and fix 6, ν1 > 0. We put (11) = 6 and ν(1) = ν1 in Theorem 8.16.
(Here we apply Theorem 8.16 to Glue
(2)
+ .) We put
7 = (11),ν(1),(8.29), ν2 = ν(11),ν(1),(8.29), (8.45)
10Actually Lemma 6.20 gives an estimate of the orthonormal frame obtained from e′i,a(ρ, T, κ)
by the Gram-Schmidt process. However the argument to study the Gram-Schmidt process in our
situation is the same as the one in the proof of Lemma 6.20.
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where the right hand sides are obtained in Theorem 8.16.
Condition 8.22. We identify (Σ
(j)
1 , ~z
(j)
1 ) with (Σ
(j)
2 , ~z
(j)
2 ) at their 0-th marked
points to obtain (Σ
(j)
∞ , ~z(j)). Together with u
(j)
1 and u
(j)
2 it gives an element of
Mg1+g2,k1+k2(X,L;β) which we denote by ((Σ(j)∞ , ~z(j)), u(j)∞ ). We require
((Σ(1)∞ , ~z
(1)), u(1)∞ ) ∈ME
(2)
1 ⊕E
(2)
2
+ ((Σ
(2)
∞ , ~z
(2));u
(2)
1 , u
(2)
2 )7/2,ν2/2. (8.46)
Roughly speaking Condition 8.22 means that u
(1)
i is close to u
(2)
i .
Condition 8.23. Let σ = (σ1, σ2) ∈ V(1),R1 × V(1),R2 . By (8.44) σ ∈ V(2),R1 × V(2),R2
Using the gluing data Ξ(1), Ξ(2) taken in Situation 8.21, we obtain an embedding
K
(1)
i ⊂ Σ(1)i ∼= Σ(1)i (σi) ∼= Σ(2)i (σi), (8.47)
where the first inclusion is by definition, the first ∼= is the diffeomorphism which is
a part of Ξ(1) the second ∼= is the unique biholomorphic map.
We require
K
(1)
i ⊆ IntK(2)i (8.48)
via the inclusion (8.47).
Note that for given Ξ(1), Ξ(2) we can always modify the analytic family of coor-
dinates ϕRi,(2), which is a part of Ξ
(2) so that Condition 8.23 is satisfied. In fact we
may replace ϕRi,(2) by conformal change z 7→ ϕRi,(2)(z) for sufficiently small . In
other words we may assume Condition 8.23 without loss of generality.
Theorem 8.25, the main result of this section, concerns the first vertical arrow
of the next Diagram (8.49).
Lemma 8.24. There exist constants 8, 9, 10, ν3,m, ν4,m, and Tm,(8.49) such that
we have the following commutative diagram for any positive numbers  ≤ 10,m and
T (0) ≥ Tm,(8.49).
ME
(1)
1
+
((Σ
(1)
1 ,~z
(1)
1 );u
(1)
1 ) ev0×ev0
ME
(1)
2
+
((Σ
(1)
2 ,~z
(1)
2 );u
(1)
2 )×(T (0),∞]
Glue
(1)
+−−−−−→ ME
(1)
1 ⊕E
(1)
2
+ ((Σ
(1)
∞ , ~z(1));u
(1)
1 , u
(1)
2 )9,ν3,myF y
ME
(2)
1
+
((Σ
(2)
1 ,~z
(2)
1 );u
(2)
1 )8 ev0×ev0
ME
(2)
2
+
((Σ
(2)
2 ,~z
(2)
2 );u
(2)
2 ;β2)8×(1/ν4,m,∞]
Glue
(2)
+−−−−−→ ME
(2)
1 ⊕E
(2)
2
+ ((Σ
(2)
∞ , ~z(2));u
(2)
1 , u
(2)
2 )6,ν1
(8.49)
Proof. Theorem 8.16 implies that we can choose 8, ν4,m so that the lower horizontal
arrow Glue
(2)
+ exists for a given 6 and ν1.
Since ((Σ
(1)
∞ , ~z(1)), u
(1)
∞ ) is an element ofME
(2)
1 ⊕E
(2)
2
+ ((Σ
(2)
∞ , ~z
(2)
∞ );u
(2)
1 , u
(2)
2 )7/2,ν2/2
by Condition 8.22, we use (8.43) and Theorem 8.16 (1) to show that we may take
the constants 9, ν3,m so small that the natural inclusion induces the right vertical
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arrow of (8.49) and
Im
(
ME
(1)
1 ⊕E
(1)
2
+ ((Σ
(1)
∞ , ~z
(1));u
(1)
1 , u
(1)
2 )9,ν3,m
)
⊂ Im
Ö
ME
(2)
1
+ ((Σ
(2)
1 , ~z
(2)
1 );u
(2)
1 )8 ev0×ev0
ME
(2)
2
+ ((Σ
(2)
2 , ~z
(2)
2 );u
(2)
2 ;β2)8 × (1/ν4,m,∞]
è
in ME
(2)
1 ⊕E
(2)
2
+ ((Σ
(2)
∞ , ~z(2));u
(2)
1 , u
(2)
2 )6,ν1 .
Then, using Theorem 8.16 (1) (the surjectivity and injectivity of the gluing map),
we may take 10 so small and Tm,(8.49) so large that there exists a unique map F so
that Diagram (8.49) commutes. 
Theorem 8.25. There exists Tm,〈〈8.25〉〉 > 0 with the following property.
We identify (T (1),∞] (resp. (1/ν4,m,∞]) with [0, 1/T (1)) (resp. [0, ν4,m)) by
T 7→ s = 1/T .
Then the map F in (8.49) is a smooth embedding on
ME
(1)
1
+ ((Σ
(1)
1 , ~z
(1)
1 );u
(1)
1 ) ev0 ×ev0 ME
(1)
2
+ ((Σ
(1)
2 , ~z
(1)
2 );u
(1)
2 ) × (T (1),∞]
if T (1) > Tm,〈〈8.25〉〉.
Remark 8.26. We remark that the obstruction bundle data contains analytic
family of coordinates at the 0-th marked point, which we use it to define obstruction
bundle E(j)i (u′). This is essential for the right vertical arrow of (8.49) to exist. In
fact because of this choice, the obstruction bundle E(j)i (u′) depends only on u′, its
source (marked bordered) curve, and the obstruction bundle data. In particular it
is independent of the analytic family of coordinates ϕ
(j),R
i , which we use to perform
the inductive construction of the gluing map by an alternating method.
On the other hand the analytic families of coordinates at two chart centers are
in general different from each other. Proposition 8.27 below is used to estimate the
discrepancy between these two choices.
Proof. We observe that a neighborhood of (Σ
(j)
∞ , ~z
(j)
∞ ) ∈ Mg1+g2,k1+k2 is parame-
terized by the map (8.16), that is,
Glusoc(j),R : V(j),R1 × V(j),R2 × (T,∞]→ CMg1+g2,k1+k2 . (8.50)
So we obtain a map
ME
(j)
1 ⊕E
(j)
2
+ ((Σ
(j)
∞ , ~z
(j)
∞ );u
(j)
1 , u
(j)
2 ),ν → V(j),R1 × V(j),R2 × (1/ν,∞] (8.51)
by forgetting the map part of the stable map and compose it with the inverse of
(8.50), for j = 1, 2.
Proposition 8.27. There exist δ3 > 0, and a (strata-wise) smooth map
Φ : V(1),R1 × V(1),R2 × (1/ν3,m,∞]→ V(2),R1 × V(2),R2 × (1/ν1,∞]
such that:
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(1) The next diagram commutes.
ME
(1)
1 ⊕E
(1)
2
+ ((Σ
(1)
∞ , ~z
(1)
∞ );u
(1)
1 , u
(1)
2 )9,ν3,m −−−−→ V(1),R1 × V(1),R2 × (1/ν3,m,∞]y Φy
ME
(2)
1 ⊕E
(2)
2
+ ((Σ
(2)
∞ , ~z
(2)
∞ );u
(2)
1 , u
(2)
2 )6,ν1 −−−−→ V(2),R1 × V(2),R2 × (1/ν1,∞]
(8.52)
Here the horizontal arrows are maps (8.51), the left vertical arrow is the
right vertical arrow of Diagram (8.49).
(2) We put Φ(σ;T ) = (σ′(σ;T ), T ′(σ;T )). Then we have the following esti-
mate. ∣∣∣∣∇nσ d`dT `σ′(σ;T )
∣∣∣∣ ≤ Cm,(8.53)e−δ3T ,∣∣∣∣∇nσ d`dT ` (T ′(σ;T )− T )
∣∣∣∣ ≤ Cm,(8.53)e−δ3T (8.53)
for m− 2 ≥ n, ` ≥ 0, ` > 0.
Note δ3 in this proposition is the same constant as in Proposition 8.19.
Proof. The existence of the map Φ satisfying (1) is an immediate consequence of
the fact that during the inductive step of the construction of gluing map in Sections
5 and 6, we never change the complex structure of the source. The estimate (8.53)
will be proved in Subsection 8.3. 
We define
Resfor(j) : ME
(j)
1 ⊕E
(j)
2
+ ((Σ∞, ~z∞);u
(j)
1 , u
(j)
2 ),ν
→ V(j),R1 × V(j),R2 × (1/ν,∞]
×
2∏
i=1
MapL2
m+1
((K
(j),S
i ,K
(j),S
i ∩ ∂Σi), (X,L))
(8.54)
where the V(j),R1 × V(j),R2 × (1/ν,∞] component of Resfor(j) is the map (8.51) and
its component of the factor in the third line is the restriction map and
K
(j),S
i = Σ
(j)
i \ ϕ(j),Ri (D2≤0(1)). (8.55)
We put
U (j)
(j),ν(j),T (2)
= (Glue
(j)
+ )
−1
Å
ME
(j)
1 ⊕E
(j)
2
+ ((Σ
(j)
∞ , ~z
(j)
∞ );u
(j)
1 , u
(j)
2 )(j),ν(j)
ã
∩ pi−13 ((T (2),∞])
⊂ME
(j)
1
+ ((Σ
(j)
1 , ~z
(j)
1 );u
(j)
1 )′(j) ev0 ×ev0 ME
(j)
2
+ ((Σ
(j)
2 , ~z
(j)
2 );u
(j)
2 )′(j) × (T (2),∞],
where ((1), ν(1), ′(1)) = (9, ν3,m, ) with  < 10, and ((2), ν(2), ′(2)) = (6, ν1, 8)
and pi3 is the projection to (1/ν,∞] factor.
Lemma 8.28. We identify (T (2),∞] with [0, ν(j)) by T 7→ s = 1/T . Then
Resfor(j) ◦Glue(j)+ : U (j)(j),ν(j),T (2) → (RHS of (8.54)) (8.56)
is a smooth embedding if T (2) > T(8.56).
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Proof. The composition of Resfor(j) ◦ Glue(j)+ with the projection to the factor
V(j),R1 ×V(j),R2 × (1/ν(j),∞] is smooth since it coincides with the projection to this
factor. In other words the next diagram commutes.
U (j)
(j),ν(j),T (2)
−−−−→ V(j),R1 × V(j),R2 × (T (2),∞]yResfor(j)◦Glue(j)+ y
V(j),R1 × V(j),R2 × (T (2),∞]×
×
2∏
i=1
MapW 2
m+1
((K
(j),S
i ,K
(j),S
i ∩ ∂Σi), (X,L))
−−−−→ V(j),R1 × V(j),R2 × (T (2),∞],
(8.57)
where the second vertical arrow is the identity map and horizontal arrows are
projections. The commutativity of Diagram (8.57) follows from the fact that the
construction of our map Glue
(j)
+ does not change the complex structure of the source
curve.
The stratawise smoothness, (that is, smoothness of the restriction to T =∞ and
to T 6=∞) of Resfor(j) ◦Glue(j)+ is a consequence of standard elliptic regularity.
We consider the composition of Resfor(j) ◦ Glue(j)+ with the projection to the
factor in the third line of the right hand side of (8.54). It becomes a map
U (j)
(j),ν(j),T (2)
→
2∏
i=1
MapL2
m+1
((K
(j),S
i ,K
(j),S
i ∩ ∂Σi), (X,L)). (8.58)
Here we use s = 1/T instead of T for the coordinate of [0, ν(j)) factor.
Sublemma 8.29. We have
lim
s0→0
∥∥∥∥∥∇nσ,ρ d`ds` (8.58)
∣∣∣∣
s=s0
∥∥∥∥∥
L2
m+1
= 0,
for m− 2 ≥ n, ` ≥ 0, ` > 0.
Proof. Note
d`
ds`
=
1
s2`
Q
Å
s,
d
dT
ã
d
dT,
where Q(x, ξ) = ∑`−1i=0 Qi(x)ξi and Qi are polynomials. Therefore by the exponen-
tial decay provided in Theorem 8.17 we derive∥∥∥∥∥∇nσ,ρ d`ds` (8.58)
∣∣∣∣
s=s0
∥∥∥∥∥
L2
m+1
≤ Cm,(8.59)s−2`0 e−δ2/s0 . (8.59)
The sublemma follows. 
Thus the map (8.56) is smooth, that is, of C∞ class.
To prove that it is a smooth embedding, we use Diagram (8.57). In view of its
commutativity, it suffices to show that pi3◦Resfor(j)◦Glue(j)+ is a smooth embedding
when we restrict it to the fiber of an arbitrary point (σ1, σ2, T ) in V(j),R1 ×V(j),R2 ×
(1/ν(j),∞]. Here pi3 is the projection to the factor in the third line of (8.54).
At T =∞ (or s = 0), the map pi3 ◦Resfor(j) ◦Glue(j)+ is actually the restriction
map, since, there, Glue
(j)
+ is obtained by identifying two stable maps at 0-th marked
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points. Therefore it is an embedding by unique continuation of pseudoholomorphic
curve.
On the other hand, (8.59) implies that the restriction of the map Resfor(j) ◦
Glue
(j)
+ to the fiber of (σ1, σ2, T ) converges to its restriction to (σ1, σ2,∞) in C1
sense as T goes to infinity. Therefore we obtain required properties for sufficiently
large T (2). 
Now we are in the position to complete the proof of Theorem 8.25. Using Propo-
sition 8.27 (especially the estimate (8.53)) and Lemma 8.28 applied to Resfor(2) ◦
Glue
(2)
+ we find that it suffices to show the following:
Lemma 8.30. We consider the composition of the next three maps. The first map
to be composed is:
Glue
(1)
+ :ME
(1)
1
+ ((Σ
(1)
1 , ~z
(1)
1 );u
(1)
1 ) ev0×ev0
ME
(1)
2
+ ((Σ
(1)
2 , ~z
(1)
2 );u
(1)
2 ) × (T (3),∞]→ME
(1)
1 ⊕E
(1)
2
+ ((Σ
(1)
∞ , ~z
(1)
∞ );u
(1)
1 , u
(1)
2 )9,ν3,m ,
the second map is the inclusion
ME
(1)
1 ⊕E
(1)
2
+ ((Σ
(1)
∞ , ~z
(1)
∞ );u
(1)
1 , u
(1)
2 )9,ν3,m →ME
(2)
1 ⊕E
(2)
2
+ ((Σ
(2)
∞ , ~z
(2)
∞ );u
(2)
1 , u
(2)
2 )6,ν1 ,
and the third map is
pr ◦ Resfor(2) :ME
(2)
1 ⊕E
(2)
2
+ ((Σ
(2)
∞ , ~z
(2)
∞ );u
(2)
1 , u
(2)
2 )6,ν1
→ V(2),R1 × V(2),R2 × (1/ν1,∞]
×
2∏
i=1
MapL2
m+1
((K
(j),S
i ,K
(j),S
i ∩ ∂Σi), (X,L))
→
2∏
i=1
MapL2
m+1
((K
(j),S
i ,K
(j),S
i ∩ ∂Σi), (X,L)).
Then the restriction of this composition to the fiber of
ME
(1)
1
+ ((Σ
(1)
1 , ~z
(1)
1 );u
(1)
1 ) ev0 ×ev0 ME
(1)
2
+ ((Σ
(1)
2 , ~z
(1)
2 );u
(1)
2 ) × (T (3),∞]
→ V(j),R1 × V(j),R2 × (1/ν1,∞]
is a smooth embedding if T (3) ≥ Tm,〈〈8.30〉〉.
Proof. This composition is nothing but the composition pr ◦ Resfor(1) ◦ Glue(1)+ .
Therefore applying Lemma 8.28 to j = 1, we obtain the lemma. 
The proof of Theorem 8.25 is now complete. 
In a similar way we can prove the smoothness of the Kuranishi map as follows.
Hereafter we write
V (j) =ME
(j)
1
+ ((Σ
(j)
1 , ~z
(j)
1 );u
(j)
1 )(j),ν(j) ×LME
(j)
2
+ ((Σ
(j)
2 , ~z
(j)
2 );u
(j)
2 )(j),ν(j) , (8.60)
where ((1), ν(1), ′(1)) = (9, ν3,m, ) with  < 10, and ((2), ν(2), ′(2)) = (6, ν1, 8).
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We consider the space ME
(j)
1 ⊕E
(j)
2
+ ((Σ
(1)
∞ , ~z
(j)
∞ );u
(j)
1 , u
(j)
2 )′(j),ν(j) . We regard the
image of
Glue
(j)
+ : V
(j) × [0, ν(j))→ME
(j)
1 ⊕E
(j)
2
+ ((Σ
(j)
∞ , ~z
(j)
∞ );u
(j)
1 , u
(j)
2 )′(j),ν(j)
as a smooth manifold so that Glue
(j)
+ is a diffeomorphism.
Let x = ((Σ′T , ~z), u
′) ∈ ME
(j)
1 ⊕E
(j)
2
+ ((Σ
(j)
∞ , ~z
(j)
∞ );u
(j)
1 , u
(j)
2 )′(j),ν(j) . The definition
of the moduli space implies:
∂u′ ≡ 0, mod E(j)1 (u′)⊕ E(j)2 (u′). (8.61)
We write the left hand side as s˜(j)(x). By the inverse of map Iu′,i in (8.19) we
obtain
s(j)(x) = (Iu′,1 ⊕ Iu′,2)−1(s˜(j)(x)) ∈ E(j)1 ⊕ E(j)2 .
Note E(j)1 ⊕ E(j)2 is independent of x.
We thus obtain a map
s(j) : Glue
(j)
+ : V
(j) × [0, ν(j))→ E(j)1 ⊕ E(j)2 . (8.62)
This is by definition the Kuranishi map.
Proposition 8.31. The map s(j) in (8.62) is smooth.
Proof. The smoothness at each of the stratum (T = ∞ and T 6= ∞) follows from
elliptic regularity. Note the support of elements of E(j)i (u′) is in the image of Kobi .
Therefore we can use (8.30) to show that all the derivative of si including at least
one s = 1/T derivative vanishes at s = 0 in the same way as the proof of Sublemma
8.29. Furthermore (8.30) implies that the restriction of s(j) to s = s0 converges
to its restriction to s = 0 in Cm sense for any m as s0 goes to 0. The proof of
Proposition 8.31 is complete. 
We put Vˆ (j) = V (j) × [0, ν(j)) and Ê(j) = E(j)1 ⊕ E(j)2 . Then we can find ψ(j) so
that the quintic (Vˆ (j), Ê(j), {1}, ψ(j), s(j)) becomes a Kuranishi neighborhood of the
moduli space of stable bordered curvesMg1+g2,k1+k2(X,L;β1 + β2) in the sense of
[FOOO1, Definition A1.1].
In fact, the moduli space Mg1+g2,k1+k2(X,L;β1 + β2) (See Definition 8.8) is
locally identified with the zero set of s(j). This fact follows from the ‘injectivity’
and ‘surjectivity’ we proved in Section 7. Therefore we obtain our parametrization
map
ψ(j) : (s(j))−1(0)→Mg1+g2,k1+k2(X,L;β1 + β2).
Moreover the group of automorphisms of the objects in our neighborhood in the
moduli space Mg1+g2,k1+k2(X,L;β1 + β2) is trivial. Hence we can put Γ = {1}.
Now we prove:
Theorem 8.32. There exists a smooth coordinate change
(φ21, φˆ21, id) : (Vˆ
(1), Ê(1), {1}, ψ(1), s(1))→ (Vˆ (2), Ê(2), {1}, ψ(2), s(2))
of Kuranishi neighborhoods in the sense of [FOOO1, Definition A.1.3].
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Proof. The map φ21 : Vˆ
(1) → Vˆ (2) is the embedding F in Diagram (8.49). This
map is a smooth embedding by Theorem 8.25.
The bundle map φˆ21 : E(1) → E(2) is obtained from (8.43), that is, E(1)1 ⊕ E(1)2 ⊂
E(2)1 ⊕ E(2)2 , as follows.
If x ∈ Vˆ (1) and u′ is the map part of Glue(1)+ (x) ∈ME
(1)
1 ⊕E
(1)
2
+ ((Σ
(1)
∞ , ~z
(1)
∞ );u
(1)
1 , u
(1)
2 )
then
E1(x) = E(1)1 (u′)⊕ E(1)2 (u′) ⊂ E(2)1 (u′)⊕ E(2)2 (u′).
Note since u′ is also a map part of Glue(2)+ (φ21(x))
E2(Glue(2)+ (φ21(x))) = E(2)1 (u′)⊕ E(2)2 (u′).
The fiber of φˆ21 at x is the obvious inclusion E(1)i (x) ⊂ E(2)i (Glue(2)+ (φ21(x))).
The smoothness of φˆ21 is proved in the same way as Theorem 8.25 and Propo-
sition 8.31 using the fact that the support of elements of Eobi is in Kobi .
The group homomorphism id : {1} → {1} is the identity map. Various commu-
tativities of compositions of maps required in [FOOO1, Definition A.1.3] are trivial
to check in our case. 
Remark 8.33. In this paper we assume that (Σi, ~zi) is stable. For the unstable case
we need to add marked points ~z+i and use the slices of codimension 2 submanifolds
to reduce the construction of the Kuranishi chart to the case when the source is
stable. (We use the slices that are transversal to the map ui : Σi → X at ~z+i , to
cut down the moduli space to one of correct dimension. See [FOn, Appendix] and
[FOOO2, Part IV].)
We also need to show that the change of the choices of extra marked points
and codimension 2 submanifolds, induces a smooth coordinate change. Once the
estimates (8.30) and (8.53) are established the rest of the proof of this statement
is rather geometric than analytic. So we do not discuss this point in this paper,
whose focus lies in analytic part of the story. See [FOOO1, page 772] and [FOOO2,
Part IV] for the argument of this point.
8.3. Comparison between two choices of analytic families of coordinates.
In this subsection we prove Propositions 8.19 and 8.27.
The main part of the proof is Proposition 8.35 below. We first need to set up
notations to state it. Let (Σ
(j)
i , ~z
(j)
i ) ∈ Mgi,ki+1, i = 1, 2, j = a, b. We choose
gluing data Ξ(j) = (Ξ
(j)
1 ,Ξ
(j)
2 ) centered at ((Σ
(j)
1 , ~z
(j)
1 ), (Σ
(j)
2 , ~z
(j)
2 )) for j = a and
j = b. They induce the source gluing maps:
GlusocRΞ(j) : V(j),R1 × V(j),R2 × (T0,∞]→ CMg1+g2,k1+k2 , (8.63)
by Definition-Lemma 8.7. Here V(j),Ri is an open neighborhood of [(Σ(j)i , ~z(j)i )] in
Mgi,ki+1, which is a part of Ξ(j)i .
Remark 8.34. In (8.16) the third factor of the domain is [0, ). It is related to
(T0,∞] by T 7→ r = e−10piT . See (8.18).
We assume
V(a),Ri ⊂ V(b),Ri . (8.64)
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Then we may choose Tj and a map Φ so that the next diagram commutes.
V(a),R1 × V(a),R2 × (Ta,∞]
GlusocR
Ξ(a)−−−−−−−→ CMg1+g2,k1+k2
Φ
y idy
V(b),R1 × V(b),R2 × (Tb,∞]
GlusocR
Ξ(b)−−−−−−−→ CMg1+g2,k1+k2
(8.65)
Let K
(j)
i = Σ
(j)
i \ Im(ϕ(j),Ri ). For σa ∈ V(a),Ri the canonical embedding associated
to Ξ(a) induces
Iσa
Ξ(a),i
: K
(a)
i → Σ(a),σa1 #TΣ(a),σa2 . (8.66)
On the other hand, the canonical embedding associated to Ξ(b) induces
Iσb
Ξ(b),i
: K
(b)
i ⊂ Σ(b),σb1 #TΣ(b),σb2 (8.67)
Let (σb, Tb) = Φ(σa, Ta), that is
Σ
(a),σa
1 #TaΣ
(a),σa
2
∼= Σ(b),σb1 #TbΣ(b),σb2 .
We assume
Iσa
Ξ(a),i
(K
(a)
i ) ⊂ IσbΞ(b),i(K
(b)
i ). (8.68)
We then obtain a smooth embedding
Ψσ,T = (I
σb
Ξ(b),i
)−1 ◦ Iσa
Ξ(a),i
: K
(a)
i → K(b)i . (8.69)
It induces
Ψ : V(a),R1 × V(a),R2 × (Ta,∞]×K(a)i → K(b)i . (8.70)
Proposition 8.35. We assume (8.64) and (8.68). Then, there exists δ4 > 0 with
the following properties.
(1) We can estimate Φ as follows. We put Φ(σ;T ) = (σ′(σ;T ), T ′(σ;T )). Then
we have the following estimate.∣∣∣∣∇nσ d`dT `σ′(σ;T )
∣∣∣∣ ≤ C`,(8.71)e−δ4T ,∣∣∣∣∇nσ d`dT ` (T ′(σ;T )− T )
∣∣∣∣ ≤ C`,(8.71)e−δ4T (8.71)
for ` > 0.
(2) We can estimate Ψ as follows.∥∥∥∥∇nσ d`dT `Ψ
∥∥∥∥
C`(K
(a)
i
,K
(b)
i
)
≤ C`,(8.72)e−δ4T (8.72)
for ` > 0.
Proof. We first prove (8.71). By taking a double of (8.65) we obtain the next
diagram.
V(a)1 × V(a)2 ×D2()
GlusocC
Ξ(a)−−−−−−−→ CMclg1+g2,k1+k2
ΦC
y idy
V(b)1 × V(b)2 ×D2()
GlusocC
Ξ(b)−−−−−−−→ CMg1+g2,k1+k2
(8.73)
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Since ϕ
(j),R
i are analytic coordinates Glusoc
C
Ξ(a) and Glusoc
C
Ξ(b) are holomorphic by
Lemma 8.28. Therefore ΦC is also holomorphic. We remark that
ΦC(V(a)1 × V(a)2 × {0}) ⊆ (V(b)1 × V(b)2 × {0}).
Therefore there exist holomorphic maps F : V(a)1 × V(a)2 → V(b)1 × V(b)2 and
G = (G1,G2) : V(a)1 × V(a)2 ×D2(1)→ CdimV
(b)
1 +dimV
(b)
2 × C such that
ΦC(σ1, σ2, r) = (F(σ1, σ2), 0) + rG(σ1, σ2, r)
Moreover G2(σ1, σ2, 0) 6= 0. Here we regard V(j)i as an open set of CdimV
(j)
i .
Note Φ is a restriction of ΦC where T coordinate is identified with a part of the
standard coordinate r of D2() by T 7→ r = −e−10piT ∈ D2(). (See Diagram (8.17)
and Formula (8.18).) Therefore
σ′(σ, T ) = F(σ) + e−10piTG1(σ,−e−10piT ),
T ′(σ, T ) = T − log G2(σ,−e−10piT )/10pi.
Here σ = (σ1, σ2). Now, the holomorphicity of F and G1,G2 implies the estimate
(8.71).
We next prove (2). By taking the double of (8.70) we obtain a map:
ΨC : V(a)1 × V(a)2 ×D2()×K(a)i → K(b)i . (8.74)
Using the trivialization of the universal bundle which is a part of the data Ξ
(j)
i
(j = a, b) we identify
V(j)i ×K(j)i ⊂ C(V(j)i ).
We use this embedding to define a complex structure of V(j)1 × V(j)2 ×K(j)i .
We consider the map
ΦC ×ΨC : V(a)1 × V(a)2 ×D2()×K(a)i → V(b)1 × V(b)2 ×D2()×K(b)i .
The map ΦC × ΨC is holomorphic with respect to the above complex structures
because the left (resp. right) hand side is an open set of the universal family
C(V(a)1 ×V(a)2 ×D2()) (resp. C(V(b)1 ×V(b)2 ×D2())). Note neither left nor the right
hand side is the direct product as a complex manifold with respect to this complex
structure.
On the other hand, the projection
Pr : V(b)1 × V(b)2 ×D2()×K(b)i → K(b)i
is certainly of C∞ class. Now we have
Ψ(σ, T, z) = Pr(ΦC(σ,−e−10piT ),ΨC(σ,−e−10piT , z)) (8.75)
Using this holomorphicity of (ΦC,ΨC) and smoothness of Pr we obtain the estimate
(8.72). 
Proof of Proposition 8.27. (1) is already proved. Replacing a, b by 1, 2 we apply
Proposition 8.35 (1). In fact, (8.64) and (8.68) follow from (8.44) and (8.48),
respectively. Then (8.53) follows from (8.71). 
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Proof of Proposition 8.19. The map Iui
u
σi
i
◦ Iu
σi
i
u′ ◦ Iu′,i (see (8.32)), which we use
to define e′i,a,(κ)(σ, ρ, T ), is a tensor product of two C-linear maps: one is a map
between Λ0,1 bundles: the other is a map between sections of the pull back bundles
of TX. We denote the former by IΣ and the later by IX .
IΣ is a composition of (8.21), (8.36) and (8.38). Note this map does not depend
on u′ but depends only on σ and T , (which determine the source curve of u′). (8.21)
and (8.38) are independent of T and depend smoothly on σ.
We apply Proposition 8.35 to Σ
(a)
i = Σ
ob
i , etc. and Σ
(b)
i = Σi. etc.. We can then
apply (8.72) to estimate the map Ψρ,T below.
Ψρ,T = (I
σ
Ξi)
−1 ◦ Iσ′Ξob
i
: Kobi → Ki.
We then obtain ∥∥∥∥∇nσ,ρ ∂`∂T `Ψρ,T
∥∥∥∥
Cm
≤ Cm,(8.76)e−δ4T , (8.76)
for m− 2 ≥ n, ` ≥ 0, ` > 0. Note (8.68) and (8.64) follows from Condition 8.13 (1)
and (8.35), respectively.
We remark that in the definition of (8.36) the process to pull back the differential
form by Ψρ,T is included. This is usually a difficult process to study in Sobolev
spaces. However in our situation we apply it to smooth forms ei,a which is fixed
during the construction. So we can use (8.76) to deduce the next inequality∥∥∥∥∇nσ,ρ ∂`∂T ` IΣ(ei,a)
∥∥∥∥
Cm
≤ Cm,(8.77)e−δ4T . (8.77)
We next discuss IX . By definition IX is induced by the composition of the
parallel transportations (8.20), (8.37) and (8.39). In the case when u′ = uσ,ρT,(κ) we
can estimate it by using induction hypothesis (that is, the version of (6.9) including
σ derivatives). We obtain this estimate in the same way as the proof of Lemma
6.20 given in Section F.
Thus together with (8.77) we obtain the required estimate (8.42). 
Remark 8.36. Proposition 8.35 (1) is a version of [FOOO2, Proposition 16.11]
and Proposition 8.35 (2) is a version of [FOOO2, Proposition 16.15]. Actually the
assumption of [FOOO2, Proposition 16.11] and of [FOOO2, Proposition 16.15] are
weaker than that of Proposition 8.35. Namely in [FOOO2] we studied a smooth
family of coordinates at the 0-th marked point. Here we consider an analytic family
of coordinates at the 0-th marked point.
The proof of [FOOO2, Propositions 16.11 and 16.15] is given in [FOOO2, Section
25] and uses a method similar to the proof of Theorems 3.13 and 6.4 of this paper
to find a biholomorphic map between Riemann surfaces with appropriate estimate.
In other words it is based on a study of non-linear partial differential equation. The
proof of Proposition 8.35 we provide in this section is based on complex geometry
and is shorter than [FOOO2, Section 25].
In case when the almost complex structure of the target space X is integrable,
we may prove a similar estimate as Theorem 6.4 for the moduli space of stable
maps without boundary, by using complex geometry in a similar way as the proof
of Proposition 8.35. Namely we may use existence of universal family of stable
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maps (with obstruction bundles) in complex analytic category and translate the
complex analyticity of this moduli space into an exponential decay estimate.11
In the situation of Proposition 8.35, the target space is not involved. So all
the complex structures involved are integrable. This is the reason why we can use
complex geometry to find a shorter proof. Since for the purpose of this paper (and
all the applications we can see at this stage), we can always restrict ourselves to an
analytic family of coordinates, we provide this shorter proof in this paper.
The existence of smooth coordinate change between Kuranishi chart in this sec-
tion and those in [FOOO2] can be proved by using [FOOO2, Propositions 16.11
and 16.15].
In the genus 0 case, a result corresponding to Proposition 8.35 is proved in
[FOOO1, Lemma A1.59]. The proof there uses hyperbolic geometry and is different
from both of this paper and [FOOO2].
Remark 8.37. As we mentioned already the proof of Proposition 8.19 is the main
extra point in the proof of Theorem 8.16 other than those appearing in the proof
of Theorems 3.13 and 6.4. In [FOOO2], this point was discussed in detail as the
proof of [FOOO2, Lemma 19.14].
The contents of this section is taken from [FOOO2, Part 4]. The contents of
other sections of this paper are taken from [FOOO2, Part 3].
Appendix A. Error term estimate of non-linear Cauchy-Riemann
equation I
Let Ω be an open subset of a bordered Riemann surface Σ and u1 : (Ω,Ω ∩
∂Σ)→ (X,L) a pseudoholomorphic map. Consider two smooth sections V 0,W 0 ∈
Γ(Ω, u∗1TX) such that their restrictions to Ω ∩ ∂Σ are in Γ(Ω ∩ ∂Σ, u∗1TX). We
study the maps
u(z) = Exp(u1(z),W
0(z))
and
vr(z) = Exp(u(z), rPal
u
u1(V
0)(z)). (A.1)
We take a trivialization of u∗1TX on Ω and identify
u∗1TX ∼= Ω× Rn.
We write an element (of the total space of) u∗1TX as (z, (ξ1, . . . , ξn)). So V
0, W 0
are regarded as (V 0j )
n
j=1 : Ω → Rn, (W 0j )nj=1 : Ω → Rn. Let z = x +
√−1y be a
complex coordinate of Ω.
Let R > 0 be a number smaller than ι′X/10. We denote by D
n(R) the ball of
radius R centered at 0 in Rn.
We define Fˆ : Ω×Dn(R)×Dn(R)→ X by
Fˆ (z, v,w) = Exp
Ä
Exp(u1(z),w),Pal
Exp(u1(z),w)
u1(z)
(v)
ä
where Ω×Rn ×Rn ⊃ Ω×Dn(R)×Dn(R) is identified with the total space of the
direct sum bundle u∗1(TX ⊕ TX). See Figure 14.
We also define F : Ω×Dn(R)×Dn(R)→ Rn by
F (z, v,w) = E(u1(z), Fˆ (z, v,w)).
11Because we need to study the case when obstruction bundle is present, it is nontrivial to
work out the proof of exponential decay in this way.
EXPONENTIAL DECAY ESTIMATES AND SMOOTHNESS 83
u1(z)
Ext u1(z),w( )
ˆF(z,v,w)
F(z,v,w)
w
Pal(v)
= Ext Ext u1(z),w( ),Pal(v)( )
Figure 14. F (z, v,w) and Fˆ (z, v,w)
We denote
PP(z, v,w) = (
Ä
Pal
Exp(u1(z),w)
u1(z)
ä(0,1)
)−1◦
Å(
Pal
Fˆ (z,v,w)
Exp(u1(z),w)
)(0,1)ã−1
: TFˆ (z,v,w)X ⊗ Λ0,1Ω→ Tu1(z)X ⊗ Λ0,1Ω.
We remark
vr(z) = Fˆ (z, rV
0(z),W 0(z)).
We study
PP(z, rV 0(z),W 0(z))(∂vr). (A.2)
Lemma A.1. There exist smooth maps
G : Ω×Dn(R)×Dn(R)→ Rn,
Hxv,j ,H
x
w,j ,H
y
v,j ,H
y
w,j : Ω×Dn(R)×Dn(R)→ Rn
j = 1, . . . , n such that
(A.2) = G(z, rV 0(z),W 0(z)) + r
∑
j
∂V 0j
∂x
(z)Hxv,j(z, rV
0(z),W 0)
+
∑
j
∂W 0j
∂x
(z)Hxw,j(z, rV
0(z),W 0(z))
+ r
∑
j
∂V 0j
∂y
(z)Hyv,j(z, rV
0(z),W 0(z))
+
∑
j
∂W 0j
∂y
(z)Hyw,j(z, rV
0(z),W 0(z)).
(A.3)
We remark that the maps G, Hxv,j ,H
x
w,j ,H
y
v,j ,H
y
w,j depend only on Ω, u1, X and
are independent of V 0, W 0.
Proof. We emphasize that we do not need to obtain an explicit form of the smooth
maps appearing in (A.3).
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We first observe that there exists an n × n matrix valued smooth map H on
Ω×Dn(R)×Dn(R) such that
∂F (z, v,w)
∂x
= H(z, v,w)
Ç
PP(z, v,w)
(∂Fˆ (z, v,w)
∂x
)å
+
∂
∂x
E(u1(z), ξ)
∣∣∣∣
ξ=Fˆ (z,v,w)
∂F (z, v,w)
∂y
= H(z, v,w)
Ç
PP(z, v,w)
(∂Fˆ (z, v,w)
∂y
)å
+
∂
∂y
E(u1(z), ξ)
∣∣∣∣
ξ=Fˆ (z,v,w)
∂F (z, v,w)
∂vj
= H(z, v,w)
Ç
PP(z, v,w)
(∂Fˆ (z, v,w)
∂vj
)å
∂F (z, v,w)
∂wj
= H(z, v,w)
Ç
PP(z, v,w)
(∂Fˆ (z, v,w)
∂wj
)å
.
(A.4)
In fact we have
H(z, v,w) = (DFˆ (z,v,w).E(u1(z), ·))−1 ◦ PP(z, v,w)−1.
Here (DFˆ (z,v,w)E)(u1(z), ·) is the differential of the map ξ 7→ E(u1(z), ξ) at ξ =
Fˆ (z, v,w) ∈ X.
We next observe that there exists a matrix valued smooth function J on Ω ×
Dn(R)×Dn(R) such that
J(z, v,w)(PP(z, v,w)(ξ)) = PP(z, v,w)(JFˆ (z,v,w)(ξ)) (A.5)
for any ξ ∈ TFˆ (z,v,w)X. Here JFˆ (z,v,w) : TFˆ (z,v,w)X → TFˆ (z,v,w)X is the almost
complex structure of X.
By definition
∂vr =
∂
∂x
Fˆ (z, rV 0(z),W 0(z)) + JFˆ (z,rV 0(z),W 0(z))
Å
∂
∂y
Fˆ (z, rV 0(z),W 0(z))
ã
.
Note
∂
∂x
Fˆ (z, rV 0(z),W 0(z)) =
∂Fˆ
∂x
+
∑
j
r
∂V 0j
∂x
∂Fˆ
∂vj
+
∑
j
∂W 0j
∂x
∂Fˆ
∂wj
∂
∂y
Fˆ (z, rV 0(z),W 0(z)) =
∂Fˆ
∂y
+
∑
j
r
∂V 0j
∂y
∂Fˆ
∂vj
+
∑
j
∂W 0j
∂y
∂Fˆ
∂wj
.
Now it is fairly obvious that we can find G,Hxv,j ,H
x
w,j ,H
y
v,j ,H
y
w,j from H, J, the x,y
derivatives of E(u1(z), ξ) with ξ = Fˆ , and
PP(z, v,w)
Ç
∂Fˆ
∂x
å
, PP(z, v,w)
Ç
∂Fˆ
∂y
å
,
PP(z, v,w)
Ç
∂Fˆ
∂vj
(z, v,w)
å
, PP(z, v,w)
Ç
∂Fˆ
∂wj
(z, v,w)
å
.
(A.6)
EXPONENTIAL DECAY ESTIMATES AND SMOOTHNESS 85
(A.6) are also Rn valued smooth functions of (z, v,w) because of (A.4).
The proof of Lemma A.1 is complete. 
By (A.3) we have
d2
dr2
(A.2) =
∑
ij
V 0i V
0
j Fij
Å
r, z,W 0, V 0,
∂W 0
∂x
,
∂W 0
∂y
,
∂V 0
∂x
,
∂V 0
∂y
ã
+
∑
ij
V 0i
∂V 0j
∂x
Fxij
(
r, z,W 0, V 0
)
+
∑
ij
V 0i
∂V 0j
∂y
Fyij
(
r, z,W 0, V 0
) (A.7)
where Fij , F
x
ij , F
y
ij are smooth maps independent of V
0,W 0.
Proof of Lemma 5.19. We take: Σ = Σ1, and Ωα (α = 1, . . . ,A) open subsets of
Σ1 such that
⋃A
α=1 Ωα ⊃ K1. We also put u1 = u1 and
W 0(z) = E(u1(z), u(z)) ∈ Tu1(z)(X),
V 0(z) = Pal
u1(z)
u(z) (V (z)) ∈ Tu1(z)(X).
Then by (A.7), we obtain:∥∥∥∥∥
∫ 1
0
ds
∫ s
0
d2
dr2
(A.2) dr
∥∥∥∥∥
L2m(Ωα)
≤ C(A.8)
∥∥V 0∥∥2
L2
m+1
(Ωα)
(A.8)
where C(A.8) depends on max{
∥∥V 0∥∥
L2
m+1
(Ωα)
,
∥∥W 0∥∥
L2
m+1
(Ωα)
}.
By taking the sum over α, we obtain the inequality (5.42) to be proven. 
Proof of (5.57). By putting Σ = Σ(S) the proof is the same as the proof of Lemma
5.19. 
Proof of the first inequality of (5.62). We put Σ = Σ1, Ω a neighborhood of AT ,
u1 = u1,
u(z) = Exp(uρT,0(z), V
ρ
T,1,(1)),
vr(z) = Exp(u
ρ
T,0(z), V
ρ
T,1,(1) + rχ
→
A (V
ρ
T,2,(1) − (∆pρT,(1))Pal)).
We then define
W 0(z) = E(u1(z), u(z)) ∈ Tu1(z)(X),
V 0(z) = Pal
u1(z)
u(z) (χ
→
A (V
ρ
T,2,(1) − (∆pρT,(1))Pal)) ∈ Tu1(z)(X).
We have
P∂vr0 − ∂u =
∫ r0
0
Å
∂
∂r
ã
P(∂vr)dr (A.9)
Here P is the inverse of the complex linear part of the parallel transport along the
path r 7→ vr(z). This path is not a geodesic. However we can apply the same
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argument as the proof of Lemma A.1 to obtain
P
Å
∂
∂r
ã
P(∂vr) =
∑
i
V 0i Fi
Å
r, z,W 0, V 0,
∂W 0
∂x
,
∂W 0
∂y
,
∂V 0
∂x
,
∂V 0
∂y
ã
+
∑
i
∂V 0i
∂x
Fxi
(
r, z,W 0, V 0
)
+
∑
i
∂V 0i
∂y
Fyi
(
r, z,W 0, V 0
)
,
(A.10)
where Fi, F
x
i , F
y
i are smooth maps. Here P = ((Pal
u
u1)
(0,1))−1. The first inequality
of (5.62) follows from (A.9) and (A.10). 
Remark A.2. In the argument of this section or anywhere in this paper we never
use the fact that we take parallel transport with respect to the Levi-Civita connec-
tion. We can actually use any linear connection which preserves TL ⊂ TX in place
of Levi-Civita connection of the metric given in Lemma 2.1, as we did in [FOOO1,
Chapter 7].
In the case when there are several (finitely many) Lagrangian submanifolds Lα
so that they have mutually clean intersection, we cannot generalize Lemma 2.1 to
find a Hermitian metric such that all the Lα are totally geodesic. However it is
easy to see that there exists a linear connection which preserves all the subspaces
TLα ⊂ TX.
Appendix B. Estimate of Parallel transport 1
Let X be a Riemannian manifold. We put
U = {(x, y, v,w) | x, y ∈ X, d(x, y) ≤ ι′X/2, v,w ∈ TxX, |v|, |w| < ι′X/10}, (B.1)
which is a smooth manifold. We consider a smooth vector bundle L on U whose
fiber at (x, y, v,w) is
L(x,y,v,w) = HomR(TyX,TxX). (B.2)
We define its smooth section P whose value at (x, y, v,w) is as follows. We put
p = Exp(x,w), q = Exp(p,Palpx(v)),
then
P(x, y, v,w) = ((Palpx)
J)−1 ◦ ((Palqp)J)−1 ◦ (Palqy)J . (B.3)
The smoothness of P is obvious from the definition.
Lemma B.1. Let S be a 2 dimensional manifold and v(s) and w(s) be an s ∈ S
parameterized family of smooth maps S → TxX with |v(s)|, |w(s)| ≤ i′X/10. If∥∥∥∥ ∂n1∂sn1 v
∥∥∥∥
L2m(S )
≤ 1,
∥∥∥∥ ∂n2∂sn2 w
∥∥∥∥
L2m(S )
≤ 1
for n1, n2 ≤ n, then ∥∥∥∥ ∂n∂sn(P(x, y, v,w)−P(x, y, v, 0))
∥∥∥∥
L2m(S )
≤ Cm,(B.4)
∑
n′≤n
∥∥∥∥∥ ∂n
′
∂sn′
w
∥∥∥∥∥
L2m(S )
.
(B.4)
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Proof. The lemma is an immediate consequence of the smoothness of P. 
Proof of Lemma 5.20. We consider e = eρ1,T,(0) ∈ E1. When we defined E1 it was a
subset E1 ⊂ L2m(Σ1; (uob1 )∗TX ⊗ Λ0,1). We used parallel transport to regard
e ∈ L2m(Σ1; (uˆρ1,T,(0))∗TX ⊗ Λ0,1) = L2m(Σ1;u∗TX ⊗ Λ0,1).
It appears in (5.45). So more precisely e in (5.45) is:
z 7→ (Paluˆ
ρ
1,T,(0)
(z)
uob1 (z)
)(0,1)(eρ1,T,(0)(z)).
(Here z ∈ Kob1 .) The expression P−1e in (5.45) is then equal to
z 7→ (PalExp(uˆρ1,T,(0)(z),V ρT,1,(1)(z))
uˆρ
1,T,(0)
(z)
)(0,1) ◦ (Paluˆρ1,T,(0)(z)
uob1 (z)
)(0,1)
(eρ1,T,(0)(z)). (B.5)
On the other hand e ∈ L2m(Σi; (Exp(uˆρ1,T,(0), V ρT,1,(1)))∗TX ⊗ Λ0,1) appearing in
Lemma 5.20 is, by definition,
z 7→ (PalExp(uˆ
ρ
T,1,(0)
(z),V ρ
T,1,(1)
(z)
uob1 (z)
)(0,1)(eρ1,T,(0)(z)). (B.6)
Using the section P in (B.3), the sections (B.5) and (B.6) are written as follows.
(B.5) = P(uˆρT,1,(0)(z), u
ob
i (z), 0, V
ρ
T,1,(1)(z)))(e
ρ
1,T,(0)(z)),
(B.6) = P(uˆρT,1,(0)(z), u
ob
i (z), 0, 0))(e
ρ
1,T,(0)(z)).
Therefore (B.5)-(B.6) are estimated by Ce−δ1T by Lemma B.1. Then the esti-
mate (5.55) easily follows from this. 
Appendix C. Error term estimate of non-linear Cauchy-Riemann
equation II
In this appendix, we give a proof of Proposition 5.33. Certain estimates of the
parallel transport are postponed to the next section.
Proof of Proposition 5.33. The proof is similar to that of Proposition 5.17 and pro-
ceed as follows.
We first perform estimate on K1. We use the simplified notation:
u = uˆρ1,T,(κ−1), V = V
ρ
T,1,(κ),
P = (Pal(0,1)1 )−1, e = seρ1,T,(κ−1).
(C.1)
Here Pal
(0,1)
1 is the (0, 1) part of the parallel translation along the map s 7→
Exp(u, sV ), s ∈ [0, s0] for some s0 ∈ [0, 1].
We obtain the same formula as (5.41)
P∂(Exp(u, V ))
= ∂(Exp(u, 0)) +
∫ 1
0
∂
∂s
(P∂(Exp(u, sV ))) ds
= ∂(Exp(u, 0)) + (Du∂)(V ) +
∫ 1
0
ds
∫ s
0
Å
∂
∂r
ã2 (P∂(Exp(u, rV )) dr. (C.2)
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Then we also obtain∥∥∥∥∥
∫ 1
0
ds
∫ s
0
Å
∂
∂r
ã2 (P∂(Exp(u, rV )) dr∥∥∥∥∥
L2m(K1)
≤ Cm,(C.3)‖V ‖2L2
m+1,δ
≤ C ′m,(C.3)e−2δ1Tµ2(κ−1)
(C.3)
provided m ≥ 2. One can prove (C.3) by applying Lemma A.1 to
W 0(z) = E(u1(z), uˆ
ρ
1,T,(κ−1)(z)), V
0(z) = Pal
u1(z)
uˆρ
1,T,(κ−1)(z)
Ä
V ρT,1,(κ)(z)
ä
(C.4)
and applying Sobolev inequality etc. to the right hand side of (A.7).
Remark C.1. We remark that we are working by induction on κ and take infinitely
many steps κ = 1, 2, . . . . For this proof to work we need the constants Cm,(C.3) and
C ′m,(C.3) in (C.3) to be independent of κ.
The reason why we can take Cm,(C.3) and C
′
m,(C.3) to be independent of κ is as
follows. As we mentioned right after (A.8) the constant C(A.8) there depends only
on max{∥∥V 0∥∥
L2
m+1
(Ω)
,
∥∥W 0∥∥
L2
m+1
(Ω)
}. In our situation where W 0 and V 0 are given
by (C.4), their local L2m+1 norms are bounded by the induction hypothesis ((6.8)
and (6.9)) and Lemma 6.11, by a number independent of κ.
Therefore Cm,(C.3) and C
′
m,(C.3) can be taken to be independent of κ. It can be
taken to be independent of T since we are working on K1 which is independent of
T .
Independence of the constants of κ or T appears in other part of the proof, which
can be proved in the same way. So we do not mention it usually.
Next we have
P ◦Π⊥E1(Exp(u,V )) ◦ P−1
= Π⊥E1(u) +
∫ 1
0
d
ds
Ä
P ◦Π⊥E1(Exp(u,sV ) ◦ P−1
ä
ds
= Π⊥E1(u) − (DuE1)(·, V ) +
∫ 1
0
ds
∫ s
0
d2
dr2
Ä
P ◦Π⊥E1(Exp(u,rV )) ◦ P−1
ä
dr.
(C.5)
in which we can estimate the third term in the same way as (C.3). (See Section D.)
On the other hand, (5.89) for ≤ κ−1, (5.66) for ≤ κ and (C.2), (C.3) imply that∥∥∥∂(Exp(u, V ))− P−1e∥∥∥
L2m(K1)
≤ Cm,(C.6)e−δ1Tµκ−1. (C.6)
We also use the next inequality∥∥P−1(DuE1)(PQ,V )∥∥L2m(K1) ≤ Cm,(C.7) ‖Q‖L2m(K1) ‖V ‖L2m(K1) . (C.7)
Here Q is a section of u∗TX ⊗ Λ0,1 of L2m class. (C.7) is a version of (5.47) and is
proved in Section D. Using (C.6) and (C.7) we can show∥∥∥Π⊥E1(Exp(u,V ))∂(Exp(u, V ))− P−1Π⊥E1(u)(P∂(Exp(u, V ))
+ P−1(DuE1) (e, V )
∥∥∥
L2m(K
+
1 )
≤ Cm,(C.8)e−2δ1Tµκ−1,
(C.8)
in the same way as (5.50).
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By (5.83) we have:
∂u+ (Du∂)(V )− (DuE1)(e, V ) ∈ E1(u) (C.9)
on K1.
Summing up we have derived
‖Π⊥E1(Exp(u,V ))(∂(Exp(u, V )))‖L2m(K1) ≤ Cm,(C.10)e−2δ1Tµκ−1
≤ C1,me−δ1T (5)µκ/10
(C.10)
for T > Tm,(5),(C.10), as long as we choose Tm,(5),(C.10) so that
Cm,(C.10)e
−δ1Tm,(5),(C.10) ≤ C1,m(5)µ.
We emphasize that this choice of Tm,(5),(C.10) does not depend on κ but depend
only on m, (5) and µ.
It follows from (C.6) that
‖ΠE1(Exp(u,V ))
(
∂(Exp(u, V ))
)− e‖L2m(K1) ≤ Cm,(C.11)e−δTµκ−1, (C.11)
in the same way as the proof of Lemma 5.20 given in Section B.
Then we can prove (6.24) by putting
eρ1,T,(κ) = ΠE1(Exp(u,V ))(∂(Exp(u, V ))− e ∈ E1(Exp(u, V )) ∼= Eob1 . (C.12)
We can perform the estimate on [−5T,−T − 1] × [0, 1] modifying the proof of
(5.59) in the same way as follows. For [S, S + 1] × [0, 1] ⊂ [−5T,−T − 1]τ × [0, 1]
The inequality ∥∥∥∂uρT,(κ)∥∥∥L2m([S,S+1]×[0,1]⊂ΣT ) < Cm,(C.13)µκ−1e−2δ1T (C.13)
can be proved in the same way as (C.10). Therefore∥∥∥∂uρT,(κ)∥∥∥L2
m,δ
([−5T,−T−1]×[0,1]⊂ΣT )
≤ 40Te4TδCm,(C.13)µκ−1e−2δ1T
≤ C1,me−δ1T (5)µκ/10,
(C.14)
for T > Tm,(5),(C.14). (Here we use the fact that the weight function eT,δ is smaller
than 10e4Tδ on our domain.)
The estimate on K2 and [T + 1, 5T ]× [0, 1] are the same. Notation (C.1) is used
up to here.
The estimate ∂uρT,(κ) on [−T + 1, T − 1] × [0, 1] is as follows. Note the bump
functions χ←B and χ
→
A are ≡ 1 there and
∂uρT,(κ−1) + (DuρT,(κ−1)∂)(V
ρ
T,1,(κ) + V
ρ
T,2,(κ)) = 0.
Therefore the inequality∥∥∥∂uρT,(κ)∥∥∥L2m([−T+1,T−1]×[0,1]⊂ΣT ) < Cm,(C.15)e−2δ1Tµκ−1. (C.15)
can be proved in the same way as (C.10). Since eT,δ ≤ 10e5δT ≤ 10eδ1T/2, it implies∥∥∥∂uρT,(κ)∥∥∥L2
m,δ
([−T+1,T−1]×[0,1]⊂ΣT )
< e−δ1T (5)µκ/10. (C.16)
for T > Tm,(5),(C.16).
On AT we have
uρT,(κ) = Exp(u
ρ
T,(κ−1), χ
→
A (V
ρ
T,2,(κ) −∆pρT,(κ)) + V ρT,1,(κ)). (C.17)
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Note ∥∥χ→A (V ρT,2,(κ) −∆pρT,(κ))∥∥L2
m+1
(AT )
≤ Cm,(C.18)e−6Tδ
∥∥V ρT,2,(κ) −∆pρT,(κ)∥∥L2
m+1,δ
(AT⊂Σ2)
≤ C ′m,(C.18)e−6Tδ−Tδ1µκ−1.
(C.18)
The first inequality follows from the fact that the weight function e2,δ is around
e6Tδ on AT . The second inequality follows from (5.85). On the other hand the
weight function eT,δ is around e
4Tδ at AT . (C.18) implies∥∥χ→A (V ρT,2,(κ) −∆pρT,(κ))∥∥L2
m+1,δ
(AT⊂ΣT ) ≤ Cm,(C.19)e
−2Tδ−Tδ1µκ−1. (C.19)
Therefore in the same way as the proof of (5.62) given at the end of Section A, we
have ∣∣∣‖∂uρT,(κ−1)‖L2m,δ(AT⊂ΣT ) − ‖∂(Exp(uρT,(κ−1), V ρT,1,(κ))‖L2m,δ(AT⊂ΣT )∣∣∣
≤ Cm,(C.20)e−2δT−δ1T ≤ C1,m(5)e−δ1Tµκ/20
(C.20)
for T > Tm,(5),(C.20).
Since Errρ2,T,(κ−1) = 0 on AT we have
∂uρT,(κ−1) + (DuρT,(κ−1)∂)(V
ρ
T,1,(κ)) = 0. (C.21)
Therefore in the same way as we did on K1 we can show∥∥∂(Exp(uρT,(κ−1), V ρT,1,(κ))∥∥L2
m,δ
(AT⊂ΣT ) ≤ Cm,(C.22)µ
2(κ−1)e4δT e−2δ1T
≤ C1,m(5)e−δ1Tµκ/20
(C.22)
for T > Tm,(5),(C.22). (Here we use the fact that eT,δ ∼ e4Tδ on AT .)
(C.20) and (C.22) imply∥∥∂uρT,(κ)∥∥L2m(AT⊂ΣT ) < C1,m(5)e−δ1Tµκ/10 (C.23)
The estimate on BT is similar. The proof of Proposition 5.33 is complete except
the estimate of parallel transport given in the next section. 
Appendix D. Estimate of Parallel transport 2
Proof of (C.7). Let Ω is a small neighborhood of K1. We consider the vector bundle
L on U defined by (B.1) and (B.2). We put
V = {(z, v,w) | z ∈ Ω, v,w ∈ Tu1(z)X, |v|, |w| < R},
with R < ι′X/10. We pull L back by the map V→ U defined by
(z, v,w) 7→ (u1(z), uob1 (z), v,w)
to obtain a vector bundle Lˆ on V.
We pull back the section P in (B.3) by this map and tensor it with the identity
in End(Λ0,1(Ω)). We then obtain a section P of Lˆ⊗End(Λ0,1(Ω)). P is written as:
P (z, v,w) =
(
(Pal
Exp(u1(z),w)
u1(z)
)(0,1)
)−1
◦
(
(Pal
vˆ(z,v,w)
Exp(u1(z),w)
)(0,1)
)−1
◦(Palvˆ(z,v,w)
uob1 (z)
)(0,1)
where
vˆ(z, v,w) = Exp(Exp(u1(z),w),Pal
Exp(u1(z),w)
u1(z)
(v)). (D.1)
See Figure 15.
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u1(z)
Exp(u1(z),w)
Palu1(z )
Exp(u1(z ),w )
PalExp(u1(z ),w )
Pal
ui
ob (z )
ui
ob(z)
vˆ(z,v,w)
vˆ(z,v,w)
vˆ(z,v,w)
Figure 15. Map P
Let eˆi(z) (i = 1, . . . ,dim E1) be a basis of E1 = E1(uob1 ). We define
eˆi(z, v,w) = P (z, v,w)(eˆi(z)),
which is a smooth section of the bundle u∗1TX ⊗ Λ0,1(Ω) on V. (Here we denote
the map of (z, v,w) 7→ u1(z) by u1 by a slight abuse of notation.) We consider
e′i(z, r) = P (z, rV
0(z),W 0(z))(eˆi(z))
= eˆi(z, rV
0(z),W 0(z)) ∈ Tu1(z)X ⊗ Λ0,1(Ω).
(D.2)
The sections e′i ∈ Γ(Tu1(z)X ⊗ Λ0,1(Ω)), (i = 1, . . . ,dim E1) form a basis of P (E1).
In the next step, we will use the Gram-Schmidt process to modify it to an
orthonormal basis with respect to the L2 metric which is induced from one on
v∗rTX, where
vr(z) = vˆ(z, rV0(z),W0(z)). (D.3)
Let Quad+ be the vector bundle over V whose fiber at (z, v,w) is the positive
definite quadratic form on Tu1(z)X. We define its section g as follows. We define
PP : Tu1(z)X ⊗ Λ0,1z → Tvˆ(z,v,w) ⊗ Λ0,1z by
PP =
Ä
Pal
vˆ(z,v,w)
Exp(u1(z),w)
ä(0,1) ◦ ÄPalExp(u1(z),w)u1(z) ä(0,1) .
Then
g(z, v,w)(~v, ~w) = gvˆ(z,v,w)(PP(~v),PP(~w))).
Here vˆ is as in (D.1) and gvˆ(z,v,w) is the Riemann metric tensor at vˆ(z, v,w) ∈ X.
It is also obvious that g is a smooth section.
We define ei(z, r) by induction on i as follows. Suppose ej(z, r) is defined for
j < i. We put
e′′i (z, r) =e
′
i(z, r)
−
i−1∑
j=1
∫
z∈Ω
g(z, rV 0(z),W 0(z))(e′i(z, r), ej(z, r))dvol× ej(z, r),
(D.4)
and
ei(z, r) =
e′′i (z, r)Ä∫
z∈Ω g(z, rV
0(z),W 0(z))(e′′i (z, r), e
′′
i (z, r))dvol
ä1/2 . (D.5)
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Then ei(z, r) (i = 1, . . . ,dim E1) is the orthonormal basis we look for.
Remark D.1. Since L2 norm is not defined pointwise, we can not write ei(z, r) in
a form êi(z, rV
0(z),W 0(z)) with some smooth map êi(z, v,w). In fact (D.4) and
(D.5) contain integration. On the other hand, as far as smoothness in the sense of
Sobolev space concerns, integration behaves nicely.
Now the linear map
((Paluu1)
(0,1))−1 ◦ ((Palvru )(0,1))−1 ◦Π⊥E1(vr) ◦ (Palvru )(0,1) ◦ (Paluu1)(0,1)
: Γ(Ω;u∗1TX ⊗ Λ0,1)→ Γ(Ω;u∗1TX ⊗ Λ0,1)
(D.6)
is written as
Q 7→ Q−
dim E1∑
i=1
∫
z∈Ω
g(z, rV 0(z),W 0(z))(Q(z), ei(z, r))dvol× ei(·, r). (D.7)
We write the right hand side of (D.7) by
H(r,Q)(·)
where · ∈ Ω. Namely (r, w) 7→ H(r,Q)(w) is a section of the pullback of u∗1TX ⊗
Λ(0,1) to [0, )× Ω.
By definition of DuE1, we have
P−1(DuE1)(PQ,V )(w) = d
dr
∣∣∣∣
r=0
H(r,Q)(w), (D.8)
where
Q =
Ä
(Paluu1)
(0,1)
ä−1
(Q).
(Note Q(z) ∈ Tu(z) ⊗ Λ01z .)
Using (D.8) we can show (C.7) as follows.
Smoothness of e′i and (D.2) implies∥∥∥∥ ddre′i
∥∥∥∥
L2m(Ω)
≤ Cm,(D.9)‖V 0‖L2m . (D.9)
Then using (D.4) and (D.5) we can prove∥∥∥∥ ddrei
∥∥∥∥
L2m(Ω)
≤ Cm,(D.10)‖V 0‖L2m . (D.10)
Then using also (D.7) and (D.8) we obtain (C.7). 
Estimate of the third term of (C.5). Using (D.2), (D.4), (D.5) in the same way, we
obtain ∥∥∥∥ d2dr2 ei
∥∥∥∥
L2m(Ω)
≤ C‖V 0‖2L2m .
Then using (D.10) and (D.7) also we estimate∥∥∥∥∥ d2dr2
∣∣∣∣
r=r0
H(r,Q)
∥∥∥∥∥
L2m
≤ Cm,(D.11)‖V 0‖2L2m‖Q‖L2m (D.11)
for any Q ∈ L2m(Ω;u∗1Y X ⊗ Λ01). This gives the required estimate of the third
term of (C.5) 
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Estimate of (5.80). We put
W0 = E(u1, uˆ
ρ
1,T,(0)).
Then using (D.10) and (D.8) we obtain
‖(Duˆρ
1,T,(0)
E1)(V,Q)‖L2m ≤ Cm,(D.12)‖V ‖L2m‖Q‖L2m (D.12)
for any V,Q ∈ L2m(Ω; (uˆρ1,T,(0))∗TX ⊗ Λ01).
Using (5.79) also we can estimate∥∥∥(Duˆρ
1,T,(0)
E1)((Pal
uˆρ
1,T,(0)
uob1
)0,1((se)ρi,T,(κ−1)),Q)
− (Duˆρ
1,T,(0)
E1)(((Pal
uˆρ
1,T,(0)
uob1
)(0,1)(eρ1,T,(0)),Q)
∥∥∥
L2m
≤ C3,m e
−δ1T
1− µ ‖Q‖L2m
(D.13)
for L2m section Q of (uˆρ1,T,(0))∗TX ⊗ Λ0,1(Ω).
We put (Pal
uˆρ
1,T,(0)
uob1
)(0,1)((se)ρi,T,(κ−1)) = se.
Then using (D.10) to V0 = E(uˆ
ρ
1,T,(0), uˆ
ρ
1,T,(κ−1)) and integrating along the curve
r 7→ Exp(uˆρ1,T,(0), rV0) we obtain∥∥∥(Paluˆρ1,T,(κ−1)uˆρ
1,T,(0)
)(0,1)(Duˆρ
1,T,(0)
E1)(se,Q)
− (Duˆρ
1,T,(κ−1)
E1)((Pal
uˆρ
1,T,(κ−1)
uˆρ
1,T,(0)
)(0,1)(se), ((Pal
uˆρ
1,T,(κ−1)
uˆρ
1,T,(0)
)(0,1)(Q))
∥∥∥
L2m
≤ Cm,(D.14)‖V 0‖L2m‖Q‖L2m ≤ C ′m,(D.14)e−δ1T ‖Q‖L2m .
(D.14)
Note we use induction hypothesis (5.67) here.
In the same way as the proof of Lemma 5.20 we can show
‖((Paluˆ
ρ
1,T,(κ−1)
uˆρ
1,T,(0)
)(0,1) ◦ (Paluˆ
ρ
1,T,(0)
uob1
)(0,1) − (Paluˆ
ρ
1,T,(κ−1)
uob1
)(0,1))(f)‖L2m
≤ Cm,(D.15)‖E(uˆρ1,T,(0), uˆρ1,T,(κ−1))‖L2m‖f‖L2m ≤ C ′m,(D.15)e−δ1T ‖f‖L2m
(D.15)
and
‖((Paluˆ
ρ
1,T,(κ−1)
uˆρ
1,T,(0)
)(0,1) ◦ (Paluˆ
ρ
1,T,(0)
u1 )
(0,1) − (Paluˆ
ρ
1,T,(κ−1)
u1 ))
(0,1)(Y )‖L2m
≤ Cm,(D.16)‖E(uˆρ1,T,(0), uˆρ1,T,(κ−1))‖L2m‖Y ‖L2m ≤ C ′m,(D.16)e−δ1T ‖Y ‖L2m .
(D.16)
Combining (D.12)-(D.16) we obtain the required formula:∥∥∥(Duˆρ
1,T,(κ−1)
E1)((Pal
uˆρ
1,T,(κ−1)
uob1
)(0,1)((se)ρi,T,(κ−1)), ((Pal
uˆρ
1,T,(κ−1)
u1 )
(0,1)(Y ))
− (Paluˆ
ρ
1,T,(κ−1)
uˆρ
1,T,(0)
)(0,1)(Duˆρ
1,T,(0)
E1)((Pal
uˆρ
1,T,(0)
uob1
(eρ1,T,(0)), ((Pal
uˆρ
1,T,(0)
u1 )
0,1(Y ))
∥∥∥
L2m
≤ Cm,(D.17)e−δ1T ‖Y ‖L2m .
(D.17)

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Appendix E. Estimate of the non-linearity of Exponential map
We use the next lemma for the proof of Proposition 6.9 (3).
Lemma E.1. Let S be a 2 dimensional manifold and u : S → X a smooth map.
Let v : S → X be a map of L2m+1 class with m > 2. We assume d(u(z), v(z)) is
smaller than ιX/2 for all z ∈ S . We define a map
EPv : L2m+1(S , u∗TX)→ L2m+1(S , u∗TX)
by the next formula
EPv(V )(z) = E
Ä
u(z),Exp(v(z),Pal
v(z)
u(z)(V (z)))
ä
. (E.1)
We assume ‖V ‖L2
m+1
, ‖E(u, v)‖L2
m+1
≤ 1. Here E(u, v)(z) = E(u(z), v(z)). Then
‖EPv(V )− E(u, v)− V ‖L2
m+1
≤ Cm,(E.2)‖E(u, v)‖L2
m+1
‖V ‖L2
m+1
. (E.2)
Remark E.2. In the simplified notation mentioned in Remark 2.2, we have EPv(V ) =
(v−u) +V. This way of writing is a bit confusing here since (E.2) implies that this
‘equality’ holds modulo quadratic order term.
Proof. Let
Ω = {(V,W ) ∈ TX ⊕ TX | |V |, |W | ≤ ι′X/10}.
We define a map F : Ω → TX as follows. Let (V,W ) ∈ TxX ⊕ TxX. We put
y = Exp(x,W ) and
F (V,W ) = E (x,Exp(y,Palyx(V ))) .
This map is obviously smooth. So by the compactness of Ω its Ck norm is uniformly
bounded for any k. Moreover we have
F (0, 0) = 0, F (V, 0) = V, F (0,W ) = W.
We observe
EPv(V )(z) = F (V (z),E(u(z), v(z))).
Therefore the lemma follows from the standard fact that the left composition with
smooth map defines a smooth map between L2m+1 spaces. In fact
EPv(V )− E(u, v)− V = F (V,E(u, v))− F (V, 0)− F (0,E(u, v))
=
∫ 1
0
∂
∂r
(F (V, rE(u, v))− F (0, rE(u, v)))dr.
=
∫ 1
0
∫ 1
0
∂2
∂r∂t
F (tV, rE(u, v))drdt.
(E.3)
Therefore we can estimate EPv(V )− E(u, v)− V as (E.2), by using
∂2
∂r∂t
(F (tV, rE(u, v)) =
∑
a,b
VaEb(u, v)Ga,b(r, t, tV, rE(u, v)), (E.4)
where Va, Eb(u, v) are components of V , E(u, v), respectively, and Ga,b are smooth.

The following variant of Lemma E.1 can be proved in the same way.
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Lemma E.3. In the situation of Lemma E.1 we assume v = v(s), V = V (s) are
families of C` class parameterized by s ∈ S for some parameter space S ⊂ RN . We
assume
∥∥∥ dn′
dsn′
V
∥∥∥
L2
m+1
,
∥∥∥ dn′
dsn′
E(u, v)
∥∥∥
L2
m+1
≤ 1 for n′ ≤ n. Then∥∥∥∥ dndsn (EPv(s)(V (s))− E(u, v(s))− V (s))
∥∥∥∥
L2
m+1
≤ Cm,(E.5)
∑
k1+k2≤n
∥∥∥∥ dk1dsk1 V (s)
∥∥∥∥
L2
m+1
∥∥∥∥ dk2dsk2 E(u, v(s))
∥∥∥∥
L2
m+1
(E.5)
Proof. The lemma follows easily by taking s differentiation of (E.3) and (E.4). 
We can prove Proposition 5.23 (3) by using Lemma E.3. Actually Proposition
5.23 (3) follows from (6.9) in the same way as the proof of Lemma 6.11, that is, by
integration over T .
Proof of Proposition 6.9 (3). Using the simplified notation as in Remark 2.2 we
have
uρT,(κ)“ = ”u
ρ1 +
κ∑
j=0
V ρT,1,(j)
on K1. Therefore
‖uρT,(κ) − uρ1‖L2m+1“ ≤ ”
κ∑
j=0
‖V ρT,1,(j)‖L2m+1
“ ≤ ”C5,m
κ∑
j=0
µj−1e−δ1T ≤ C5,mµ−1 1− µ
κ+1
1− µ e
−δ1T .
This would prove (6.9) on K1. However here the above notation + is rather impre-
cise and we need to use exponential map and parallel transport. In other words we
need to estimate the effect of the nonlinearity of the exponential map to work out
the above inequality. We use Lemma E.3 for this purpose. The above inequality
suggests that C6,m depends on C5,m.
In the proof of Proposition 6.9 (3), we need to decide C6,m and C7,m depending
on C5,m, C8,m, C9,m. So the dependence of the constants appearing during the
proof on C5,m, C6,m, C7,m, C8,m, C9,m need to be carefully examined.
Hereafter during the proof of Proposition 6.9 (3) we use the notation of the
constants Cm,∗ and Dm,∗ as follows. (Here ∗ is the number of the formula where
the constants appear.) Cm,∗ is a constant depending on all of C5,m, C6,m, C7,m,
C8,m, C9,m and on m. Dm,∗ is a constant depending C5,m, C8,m, C9,m, m but is
independent of C6,m and C7,m. Tm,∗ is a constant depending on all of C5,m, C6,m,
C7,m, C8,m, C9,m and on m.
We now start the proof. Let m− 2 ≥ n, ` ≥ 0 and ` > 0.
On K1 we have u
ρ
T,(κ) = Exp(u
ρ
T,(κ−1), V
ρ
T,1,(κ)). Therefore by (6.8) for ≤ κ, (6.9)
for ≤ κ− 1, and Lemma E.3 we have∥∥∥∥∇nρ ∂`∂T `E(u1, uρT,(κ))
∥∥∥∥
L2
m+1−`,δ(K1)
<
∥∥∥∥∇nρ ∂`∂T `E(u1, uρT,(κ−1))
∥∥∥∥
L2
m+1−`,δ(K1)
+ C5,mµ
κ−1e−δ1T + Cm,(E.6)µκ−1e−2δ1T .
(E.6)
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Taking Tm,(E.7) so that Cm,(E.6)e
−δ1Tm,(E.7) ≤ 1 we have
LHS of (E.6) ≤
∥∥∥∥∇nρ ∂`∂T `E(u1, uρT,(κ−1))
∥∥∥∥
L2
m+1−`,δ(K1)
+Dm,(E.7)µ
κ−1e−δ1T (E.7)
for T ≥ Tm,(E.7).
We next study at the neck region. We consider m − 2 ≥ n, ` ≥ 0. (The case
` = 0 is included.) We put
UρT,i,(κ)(τ, t) = V
ρ
T,i,(κ)(τ, t)− (∆pρT,(κ))Pal (E.8)
and
U(τ ′, t) = UρT,1,(κ)(τ
′, t) + χ(τ ′ − 4T )UρT,2,(κ)(τ ′ − 10T, t). (E.9)
On (τ ′, t) ∈ [0, 5T + 1]τ ′ × [0, 1], we have
uρT,(κ)(τ
′, t) = Exp
(
uρT,(κ−1)(τ
′, t), V ρT,1,(κ)(τ
′, t)
+ χ(τ ′ − 4T )(UρT,2,(κ)(τ ′ − 10T, t)
)
= Exp
(
uρT,(κ−1)(τ
′, t), U(τ ′, t) + (∆pρT,(κ))
Pal).
(E.10)
Suppose [S′, S′ + 1]τ ′ ⊆ [0, 5T + 1]τ ′ × [0, 1]. We put
Pi =
(
Pal
uρ
T,(κ−1)
ui
)−1
= Palui
uρ
T,(κ−1)
and
Σ(S′) = [S′, S′ + 1]τ ′ × [0, 1] ⊂ [0, 5T + 1]τ ′ × [0, 1].
When we use τ ′ (resp. τ ′′) coordinate we write Σ(S′)τ ′ (resp. Σ(S′)τ ′′). Using
(6.28) we can estimate∥∥∥∥∇nρ ∂`∂T `P1U(τ ′, t)
∥∥∥∥
L2
m+1−`(Σ(S
′)τ′ )
≤
∑`
l=1
n∑
n′=0
Dm,(E.11)
Ñ∥∥∥∥∥Ç∇n′ρ ∂l∂T lå (P1UρT,1,(κ)(τ ′, t))∥∥∥∥∥
L2
m−l+1(Σ(S
′)τ′ )
+
∥∥∥∥∥
Ç
∇n′ρ
∂l
∂T l
å
(P1U
ρ
T,2,(κ)(τ
′′, t))
∥∥∥∥∥
L2
m+1
(Σ(S′)τ′′ )
é (E.11)
We remark that the second term of (E.11) drops if S′ ≤ T . (This is because
χ(τ ′ − 4T ) = 0 on Σ(S′)τ ′ in that case.)
By (6.8) we have
0∑
S=−5T
∥∥∥∥∥
Ç
∇n′ρ
∂l
∂T l
å
(PiU
ρ
T,i,(κ)(τ
′, t))
∥∥∥∥∥
L2
m−l+1,δ(Σ(S
′)τ′ )
≤ C5,mµκ−1e−δ1T , (E.12)
for i = 1, 2. In case i = 2 we need to replace P2 by P1 to apply (E.12) to estimate
(E.11).
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Sublemma E.4. We have∥∥∥∥∥
Ç
∇n′ρ
∂l
∂T l
å
(P1U
ρ
T,2,(κ)(τ
′′, t))
∥∥∥∥∥
L2
m+1−l(Σ(S
′)τ′′ )
≤ Dm,(E.13)
∑
l′≤l
∑
n′′≤n′
∥∥∥∥∥
Ç
∇n′′ρ
∂l
′
∂T l′
å
(P2U
ρ
T,2,(κ)(τ
′′, t))
∥∥∥∥∥
L2
m+1−l′ (Σ(S
′)τ′′ )
(E.13)
if T > Tm,(E.13) and S
′ ≥ T .
Postponing the proof of the sublemma we continue the proof. Note the ratio
between the weights e1,δ and eT,δ are bounded on τ
′ ∈ [0, 5T ]τ ′ × [0, 1] and the
weight e2,δ is larger than eT,δ. Therefore taking the weighted sum of the square of
(E.11) for S′ = 0, . . . , [5T ], 5T (where [5T ] is the largest integer with ≤ 5T .) and
using (E.12), (E.13) we obtain∥∥∥∥∇nρ ∂`∂T `P1U(τ ′, t)
∥∥∥∥
L2
m+1−`,δ(Σ
5T+1⊂ΣT )
≤ Dm,(E.14)µκ−1e−δ1T . (E.14)
We put q = u1(0, 1/2) and
P′1 = Pal
u1
q ◦ Palquρ
T,(κ−1)
Sublemma E.5. We have∥∥∥∇nρ ∂`∂T `(P1((∆pρT,(κ))Pal)
−P′1
(
(∆pρT,(κ))
Pal
))∥∥∥
L2
m+1−`,δ([0,5T+1]τ′×[0,1])
≤ Dm,(E.15)µκ−1e−δ1T .
(E.15)
Here we regard (∆pρT,(κ))
Pal as a section on (uρT,(κ−1))
∗TX (as we do in (E.10)).
So (E.15) is∥∥∥∥∇nρ ∂`∂T `((Palu1uρT,(κ−1) ◦ PaluρT,(κ−1)pρT,(κ−1) )(∆pρT,(κ))
− (Palu1q ◦ Palquρ
T,(κ−1)
◦ Palu
ρ
T,(κ−1)
pρ
T,(κ−1)
)(∆pρT,(κ))
)∥∥∥
L2
m+1−`([0,5T+1]τ′×[0,1])
≤ Dm,(E.15)µκ−1e−δ1T .
(E.16)
Postponing the proof of the sublemma we continue the proof.
Lemma E.3 and (E.10), (E.14), (E.15), imply∥∥∥∥∇nρ ∂`∂T `(P1E(uρT,(κ−1), uρT,(κ))
−P′1
(
(∆pρT,(κ))
Pal
))∥∥∥
L2
m+1−`,δ([0,5T+1]τ′×[0,1]⊂ΣT )
≤ Dm,(E.17)µκ−1e−δ1T
(E.17)
Using also Lemma E.3 we can show the next sublemma.
98 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Sublemma E.6. The next inequality holds.∥∥∥∥∇nρ ∂`∂T `E(u1, uρT,(κ))
∥∥∥∥
W 2
m+1−`,δ([0,5T+1]τ′×[0,1]⊂ΣT )
≤
∥∥∥∥∇nρ ∂`∂T `E(u1, uρT,(κ−1))
∥∥∥∥
W 2
m+1−`′,δ([0,5T+1]τ′×[0,1]⊂ΣT )
+Dm,(E.18)µ
κ−1e−δ1T .
(E.18)
Note the term corresponding to P′1((∆p
ρ
T,(κ))
Pal) = (Palu1q ◦Palquρ
T,(κ−1)
)((∆pρT,(κ))
Pal)
disappears in (E.18) since we take W 2m+1−`′,δ norm in place of L
2
m+1−`′,δ norm. See
(4.9) and we recall q = u1(0, 1/2). Postponing the detail of the proof of the sub-
lemma we continue the proof.
We choose C6,m such that
Dm,(E.18) ≤ C6,m(1− µ)/10, Dm,(E.7) ≤ C6,m(1− µ)/10.
Then (E.7), (E.18) and the κ− 1 case of (6.9) implies that for ` > 0 we have∥∥∥∥∇nρ ∂`∂T `E(u1, uρT,(κ))
∥∥∥∥
W 2
m+1−`,δ(Σ
5T+1
1 )
≤
∥∥∥∥∇nρ ∂`∂T `E(u1, uρT,(κ−1))
∥∥∥∥
W 2
m+1−`,δ(Σ
5T+1
1 )
+Dm,(E.18)µ
κ−1e−δ1T +Dm,(E.7)µκ−1e−δ1T
≤ C6,m(2− µκ−1)e−δ1T + C6,m(µ
κ−1 − µκ)e−δ1T
5
≤ C6,m(2− µκ)e−δ1T .
(E.19)
We thus proved κ case of (6.9).
Remark E.7. In case ` = 0 (6.9) fails for κ = 0.
We next prove (6.10). We consider m−2 ≥ n, ` ≥ 0. (The case ` = 0 is included.)
We denote
d`,n(u, v) =
∑
n′≤n
`′≤`
∥∥∥∥∥∇n′ρ ∂`
′
∂T `′
Palu1u E(u, v)
∥∥∥∥∥
L2
m+1−`′ (K
9T
1 \KT1 )
.
Here u, v are (T, ρ) dependent family of maps on Σ1. (We assume d(u1(z), u(z)) ≤
ιX etc. so that Pal
u
u1 etc. is defined.) We remark that we take L
2
m+1−`′ norm
without weight in the right hand side.
Note d`,n is not a metric. In particular it may not satisfy triangle inequality.
However Lemma E.3 implies
d`,n(v1, v3) ≤ d`,n(v1, v2) + d`,n(v2, v3) + Cm,(E.20)d`,n(v1, v2)d`,n(v2, v3) (E.20)
if ∥∥∥∥∥∇n′ρ ∂`
′
∂T `′
E(u1, vi)
∥∥∥∥∥
L2
m+1−`′ (K
9T
1 \KT1 )
≤ 1
for i = 1, 2, 3, n′ ≤ n, `′ ≤ `.
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Note (E.17) holds when we replace P′1 there by P1. It then implies
d`,n(u
ρ
T,(κ),Exp(u
ρ
T,(κ−1), (∆p
ρ
T,(κ))
Pal)) ≤ Dm,(E.21)µκ−1e−δ1T . (E.21)
We put
κ−1 = E(pρ0, u
ρ
T,(κ−1)).
The induction hypothesis, which is κ− 1 case of (6.10), implies∥∥∥∥∇nρ ∂`∂T `Palp0pρ0 (κ−1)
∥∥∥∥
L2
m+1−`(K
9T
1 \KT1 )
≤ C7,m(2− µκ−1)e−δ1T . (E.22)
Note (6.10) is actually (6.16).
Then Lemma E.3 implies
d`,n(Exp(u
ρ
T,(κ−1), (∆p
ρ
T,(κ))
Pal),Exp(pρ0,κ−1 + Pal
pρ0
pρ
T,(κ−1)
(∆pρT,(κ)))
≤ Cm,(E.23)µκ−1e−2δ1T .
(E.23)
On the other hand, when we regard (∆pρT,(κ))
Pal as an element of Tpρ0X we have∥∥∥∥∇nρ ∂`∂T `Palp0pρ0 (Palpρ0pρT,(κ−1)(∆pρT,(κ)))
∥∥∥∥
L2
m+1−`(K
9T
1 \KT1 )
≤ Dm,(E.24)µκ−1e−δ1T .
(E.24)
This follows from (6.8), Lemma B.1 and∥∥∥∇nρ ∂`∂T `Palp0pρ0 (E(pρ0, pρT,(κ)))∥∥∥ ≤ Cm,(E.25)µκ−1e−δ1T . (E.25)
(E.21), (E.23) and (E.20) imply
d`,n(u
ρ
T,(κ),Exp(p
ρ
0,κ−1 + Pal
pρ0
pρ
T,(κ−1)
(∆pρT,(κ))) ≤ Dm,(E.26)µκ−1e−δ1T (E.26)
if T > Tm,(E.26). We use the face that the exponent of e in (E.23) is −2δ1T ,
to change Cm,(E.23) there to Dm,(E.26). The third term of (E.20) is estimated by
Cµ2(κ−1)e−2δ1T in our case. So it is estimated by Dµκ−1e−δ1T if T is sufficiently
large.
Using Lemma E.3, (E.24), (E.22), (E.26) imply∥∥∥∥∇nρ ∂`∂T `Palp0pρ0 (E(pρ0, uρT,(κ)))
∥∥∥∥
L2
m+1−`(K
9T
1 \KT1 )
≤ C7,m(2− µκ−1)e−δ1T +Dm,(E.27)µκ−1e−δ1T .
(E.27)
We choose C7,m such that
C7,m(1− µ) > Dm,(E.27).
Then∥∥∥∥∇nρ ∂`∂T `Palp0pρ0 E(pρ0, uρT,(κ))
∥∥∥∥
L2
m+1−`(K
9T
1 \KT1 )
≤ C7,m(2− µκ)e−δ1T . (E.28)
Remark E.8. We remark that when we consider the domain K9T1 \K1 in place of
K9T1 \KT1 and ` = 0 then (E.28) fails in the first step, that is, κ = 0.
To complete the proof of Proposition 6.9 (3) it remains to prove sublemmata. 
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Proof of Sublemma E.4. We take and fix ρ′0 and prove this estimate under the as-
sumption that d(ρ, ρ′0) ≤ e−δ1T . As usual we use τ ′ (resp τ ′′) coordinate in the
definition of L2m+1 norm for i = 1 (resp. i = 2). We consider maps
P′′i = Pal
ui
p
ρ′
0
: Γ(Σ(S′);T
p
ρ′
0
X)→ Γ(Σ(S′);u∗i TX).
Let W be a (T, ρ) parameterized family of sections of Γ(Σ(S′);T
p
ρ′
0
X). By using
(T, ρ) independence of P′′i we can prove
D−1m,(E.29)
∥∥∥∥∇nρ ∂`∂T `P′′i (W )
∥∥∥∥
L2
m+1−`(Σ(S
′))
≤
∥∥∥∥∇nρ ∂`∂T `W
∥∥∥∥
L2
m+1−`(Σ(S
′))
≤ Dm,(E.29)
∥∥∥∥∇nρ ∂`∂T `P′′i (W )
∥∥∥∥
L2
m+1−`(Σ(S
′))
(E.29)
for i = 1, 2.
Since S′ ≥ T we have
‖E(pρ′00 , uρT,(κ−1))‖L2m+1([S′,S′+1]τ′×[0,1]) ≤ Cm,(E.30)e
−δ1T . (E.30)
Here Cm,(E.30) depends on C7,m.
We put:
P′′′ = Pal
uρ
T,(κ−1)
p
ρ′
0
0
: Γ(Σ(S′);T
p
ρ′
0
0
X)→ Γ(Σ(S′); (uρT,(κ−1))∗TX).
If Wˆ is a (T, ρ) independent section of u∗2TX on Σ(S
′), Lemma B.1 implies
‖∇nρ
∂`
∂T `
(P′′1 ◦ (P′′2)−1 −P1 ◦ (P2)−1)(Wˆ )‖L2m+1−`(Σ(S′))
≤ ‖∇nρ
∂`
∂T `
(P′′1 ◦ (P′′2)−1 −P1 ◦P′′′ ◦ (P′′2)−1)(Wˆ )‖L2m+1−`(Σ(S′))
+ ‖∇nρ
∂`
∂T `
(P1 ◦P′′′ ◦ (P′′2)−1 − (P1 ◦ (P2)−1)(Wˆ )‖L2m+1−`(Σ(S′))
≤ Cm,(E.31)e−δ1T ‖Wˆ‖L2
m+1−`(Σ(S
′))
(E.31)
See Figure 16.
u1
u2
uT, ( 1)
p 0
P1 P
1
P'''
P2''P''
< e 1T
2
Figure 16. P′′′, P′′i and Pi
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We put
Wˆ (T, ρ) = P2(U
ρ
T,2,(κ)).
Then using (E.12), (E.31) we can derive∥∥∥∥∇n′ρ ∂l∂T lP1(UρT,2,(κ))−P′′1(P′′2)−1(Wˆ (T, ρ)))
∥∥∥∥
L2
m+`−l(Σ(S
′)τ′′ )
=
∥∥∥∥∇n′ρ ∂l∂T l (P1 ◦P−12 −P′′1 ◦ (P′′2)−1)(Wˆ (T, ρ))
∥∥∥∥
L2
m+`−l(Σ(S
′)τ′′ )
≤
∑
n′′≤n′
∑
l′≤l
Cm,(E.32)e
−δ1T
∥∥∥∥∥∇n′′ρ ∂l
′
∂T l′
Wˆ (T, ρ)
∥∥∥∥∥
L2
m+1−l′ (Σ(S
′)τ′′ )
.
(E.32)
Therefore using (E.29) also we have∥∥∥∥∥
Ç
∇n′ρ
∂l
∂T l
å
(P1U
ρ
T,2,(κ)(τ
′′, t))
∥∥∥∥∥
L2
m+1−l(Σ(S
′)τ′′ )
≤ (Dm,(E.33) + Cm,(E.33)e−δ1T )∑
n′′≤n′
∑
l′≤l
∥∥∥∥∥∇n′′ρ ∂l
′
∂T l′
Wˆ (T, ρ)
∥∥∥∥∥
L2
m+1−l′ (Σ(S
′)τ′′ )
.
(E.33)
We take Tm,(E.13) such that e
−δ1TCm,(E.33) ≤ 1 if T > Tm,(E.13). The sublemma
is proved. 
Proof of Sublemma E.5. The proof is similar to the proof of Sublemma E.4. We
take and fix ρ′0 and prove this estimate under the assumption that d(ρ, ρ
′
0) ≤ e−δ1T .
We observe∥∥∥∥∇nρ ∂`∂T `E(uρ′01 , uρT,(κ−1))
∥∥∥∥
L2
m+1−`(Σ(S
′)τ′ )
≤ Cm,(E.34)e−δ1T ,∣∣∣∣∇nρ ∂`∂T `E(pρ′00 , pρT,(κ−1))
∣∣∣∣ ≤ C ′m,(E.34)e−δ1T .
(E.34)
Therefore using an obvious variant of Lemma B.1 we can prove∥∥∥∥∇nρ ∂`∂T `(P1 ◦ PaluρT,(κ−1)pρT,(κ−1) ◦ PalpρT,(κ−1)p0
−Palu1
u
ρ′
0
1
◦ Palu
ρ′
0
1
p
ρ′
0
0
◦ Palp
ρ′
0
0
p0
)
(W )
∥∥∥∥∥
L2
m+1−`(Σ(S
′)τ′ )
≤ Cm,(E.35)e−δ1T ‖W‖
(E.35)
and ∥∥∥∥∇nρ ∂`∂T `(P′1 ◦ PaluρT,(κ−1)pρT,(κ−1) ◦ PalpρT,(κ−1)p0
−Palu1q ◦ Palq
u
ρ′
0
1
◦ Palu
ρ′
0
1
p
ρ′
0
0
◦ Palp
ρ′
0
0
p0
)
(W )
∥∥∥∥∥
L2
m+1−`(Σ(S
′)τ′ )
≤ Cm,(E.36)e−δ1T ‖W‖
(E.36)
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for W ∈ Tp0X. See Figure 17.
Figure 17. Parallel transportations in the proof of Sublemma E.5
Note (6.8) and (6.16) imply∥∥∥∥∇nρ ∂`∂T `(Palp0pρT,(κ−1)(∆pρT,(κ)))
∥∥∥∥ ≤ Cm,(E.37)µκ−1e−δ1T . (E.37)
On the other hand a similar formula as (E.29) holds with P′′i replaced by Pal
p
ρ′
0
0
p0 or
by Pal
u
ρ′
0
i
p
ρ′
0
0
. Therefore we obtain∥∥∥∥∥∇nρ ∂`∂T `((Paluρ
′
0
1
p
ρ′
0
0
◦ Palp
ρ′
0
0
p0 ◦ Palp0pρ
T,(κ−1)
)(∆pρT,(κ))
)∥∥∥∥∥
L2
m+1−`(Σ(S
′))
≤ Cm,(E.38)µκ−1e−δ1T .
(E.38)
By Lemma 2.5 and Condition 3.1, we derive
‖E(q, u1)‖L2
m+1−`(Σ(S
′)τ′ ) ≤ Dm,(E.39)e−δ1S
′
. (E.39)
Therefore by Lemma B.1∥∥∥∥∥(Palu1uρ′01 − Palu1q ◦ Palquρ′01
)
(W )
∥∥∥∥∥
L2
m+1−`(Σ(S
′)τ′ )
≤ Dm,(E.40)e−δ1S
′‖W‖L2
m+1−`(Σ(S
′)τ′ )
(E.40)
for W ∈ Γ(Σ(S′), (uρ′01 )∗TX).
Now (E.35), (E.36), (E.38), (E.40) imply∥∥∥∥∇nρ ∂`∂T `(P1((∆pρT,(κ))Pal)−P′1((∆pρT,(κ))Pal))
∥∥∥∥
L2
m+1−`(Σ(S
′)τ′ )
≤ (Cm,(E.41)e−δ1T +Dm,(E.41)e−δ1S
′
)µκ−1e−δ1T .
(E.41)
By taking weighted sum of the square of (E.41), Sublemma E.5 follows easily. 
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Proof of Sublemma E.6. We take and fix ρ′0 and prove this estimate under the as-
sumption that d(ρ, ρ′0) ≤ e−δ1T .
We put
(∆qρT,(κ))
′ = (Palq
u
ρ′
0
1
◦ Palu
ρ′
0
1
p
ρ′
0
0
◦ Palp
ρ′
0
0
p0 ◦ Palp0pρ
T,(κ−1)
)(∆pρT,(κ)) ∈ Γ(Σ(S′), TqX)
and
∆qρT,(κ) = (Pal
q
p
ρ′
0
0
◦ Palp
ρ′
0
0
p0 ◦ Palp0pρ
T,(κ−1)
)(∆pρT,(κ)) ∈ TqX.
(See Figure 17.)
Note (∆qρT,(κ))
′ is z ∈ Σ(S′) dependent but ∆qρT,(κ) is a (T, ρ) dependent family
of constant maps on Σ(S′).
By (E.36) we obtain:∥∥∥∇nρ ∂`∂T `((PalquρT,(κ−1) ◦ PaluρT,(κ−1)pρT,(κ−1) )(∆pρT,(κ)))− (∆qρT,(κ))′)∥∥∥L2
m+1−`(Σ(S
′))
≤ Cm,(E.42)µκ−1e−2δ1T .
(E.42)
We use Lemma B.1 and∥∥∥E(pρ′00 , uρ′01 )∥∥∥
L2
m+1−`(Σ(S
′))
≤ Dm,(E.43)e−δ1S
′
(E.43)
to derive ∥∥∥∇nρ ∂`∂T `(∆qρT,(κ) − (∆qρT,(κ))′)∥∥∥L2
m+1−`(Σ(S
′))
≤ Dm,(E.44)µκ−1e−δ1(T+S
′).
(E.44)
On the other hand, (E.17) and Lemma E.3 imply∥∥∥∇nρ ∂`∂T `(E(u1, uρT,(κ))− E(u1, uρT,(κ−1))
− (Palu1q ◦ Palquρ
T,(κ−1)
◦ Palu
ρ
T,(κ−1)
pρ
T,(κ−1)
)(∆pρT,(κ))
∥∥∥
L2
m+1−`,δ([0,5T+1]τ′×[0,1]⊂ΣT )
)
≤ Dm,(E.45)µκ−1e−δ1T .
(E.45)
By (E.42), (E.44) and (E.45) we obtain∥∥∥∇nρ ∂`∂T `(E(u1, uρT,(κ))− E(u1, uρT,(κ−1))
− Palu1q (∆qρT,(κ))
∥∥∥
L2
m+1−`,δ([0,5T+1]τ′×[0,1]⊂ΣT )
)
≤ Dm,(E.45)µκ−1e−δ1T .
(E.46)
Using Lemma E.3 we can also show∥∥∥∇nρ ∂`∂T `(E(u1, uρT,(κ))− E(u1, uρT,(κ−1))
− (Palu1q ◦ Palquρ
T,(κ−1)
◦ Palu
ρ
T,(κ−1)
pρ
T,(κ−1)
)(∆pρT,(κ))
)∥∥∥
L2
m+1−`,δ(Σ(S
′)τ′⊂ΣT )
≤ Cm,(E.47)µκ−1e−2δ1T .
(E.47)
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for S′ ≥ T . In fact uρT,(κ−1), uρT,(κ), pρT,(κ−1) are all close to each other by the
order of e−δ1T there, including their (T, ρ) derivatives. Also u1 and q are close by
the order of e−δ1T , there. Therefore all the error terms appearing while applying
Lemma E.3 are of the order µκ−1e−2δ1T .
(E.42), (E.44) and (E.47) imply∥∥∥∇nρ ∂`∂T `(E(u1, uρT,(κ))(0, 1/2)− E(u1, uρT,(κ−1))(0, 1/2)−∆qρT,(κ))∥∥∥
≤ Cm,(E.48)µκ−1e−2δ1T .
(E.48)
(E.18) follows easily from (E.46) and (E.48). 
Appendix F. Estimate of Parallel transport 3
Proof of Lemma 6.20. The proof is similar to the argument of Subsection D. We
put
W0(z) = E(u1(z), uˆ
ρ
1,T,(κ))
then we estimate e′i(z, 0) in (D.2) and obtain∥∥∥∥∥∇nρ
Ç
∂`
∂T `
å
e′i(z, 0)
∥∥∥∥∥
L2
m+1−`
≤ Cm,(F.1)
∥∥∥∥∥∇nρ
Ç
∂`
∂T `
å
(W0)
∥∥∥∥∥
L2
m+1−`
≤ C ′m,(F.1)e−δ1T .
(F.1)
Here the second inequality follows from (6.9) and (6.10).
Then (D.4) and (D.5) imply the required inequality (6.51). 
Appendix G. Estimate of T derivative of the error term of
non-linear Cauchy-Riemann equation
Proof of Lemma 6.13. We discuss estimate on K1 only. Estimate on K
4T−1
1 \K1
is similar. We put K+1 = K
1
1 = K1 ∪ [−5T,−5T + 1]τ × [0, 1].
We use the simplified notation:
u = uˆρ1,T,(κ−1), V = V
ρ
T,1,(κ),
P = (Pal(0,1)1 )−1, e = seρ1,T,(κ−1).
(G.1)
where Pal
(0,1)
1 is 0, 1 part of the parallel transport r → Exp(u(z), rV ).
We apply Lemma A.1 to
W 0(z) = E(u1(z), u(z)), V
0(z) = Pal
u1(z)
u(z) (V (z)) (G.2)
and use induction hypothesis. We remark that V 0, W 0, e are T dependent. We
divide K1 ⊂ ⋃Ωa such that u∗1TX etc. are trivial on Ωa. (See the beginning of
Section A.)
We put
P = (Paluu1)
(0,1).
We then can show:
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Lemma G.1.∥∥∥∥∥∇nρ d`dT `P−1
∫ 1
0
ds
∫ s
0
d2
dr2
(P∂(Exp(u, rV )) dr∥∥∥∥∥
L2
m−`(K1)
≤ Cm,(G.3)
(
n∑
n′=0
∑`
j=0
∥∥∥∥∇n′ρ djdT j V
∥∥∥∥
L2
m−j+1(K
+
1 )
)2
≤ C ′m,(G.3)e−2δ1Tµ2(κ−1).
(G.3)
Proof. For simplicity of notation we consider the case n = 0. In the case n 6= 0
(that is, the case when the ρ derivative is included) the proof is the same.
We take `-th T derivative of (A.7) and find that
d`
dT `
(A.7)
=
∑
ij,`1,`2,`3
`1+`2+`3=`
∂`1V 0i
∂T `1
∂`2V 0j
∂T `2
G`1,`2,`3ij
(
r, z,W 0, . . . ,
∂`3W 0
∂T `3
, V 0, . . . ,
∂`3W 0
∂T `3
,
∂W 0
∂x
, . . . ,
∂`3+1W 0
∂x∂T `3
,
∂W 0
∂y
, . . . ,
∂`3+1W 0
∂y∂T `3
,
∂V 0
∂x
, . . . ,
∂`3+1V 0
∂x∂T `3
,
∂V 0
∂y
, . . . ,
∂`3+1V 0
∂y∂T `3
)
+
∑
ij,`1,`2,`3
`1+`2+`3=`
∂`1V 0i
∂T `1
∂`2+1V 0j
∂x∂T `2
Gx,`1,`2,`3ij
Ç
r, z,W 0, . . . ,
∂`3W 0
∂T `3
, V 0, . . . ,
∂`3W 0
∂T `3
å
+
∑
ij,`1,`2,`3
`1+`2+`3=`
∂`1V 0i
∂T `1
∂`2+1V 0j
∂y∂T `2
Gy,`1,`2,`3ij
Ç
r, z,W 0, . . . ,
∂`3W 0
∂T `3
, V 0, . . . ,
∂`3W 0
∂T `3
å
,
where G`1,`2,`3ij , G
x,`1,`2,`3
ij and G
y,`1,`2,`3
ij are smooth maps of the variables in the
parentheses. Note V 0 there, for example, means V 0(z) ∈ Rn.
By induction hypothesis, that is an estimate of
∂`V 0i
∂x ,
∂`V 0i
∂y ,
∂`
′
W 0i
∂x ,
∂`
′
W 0i
∂y and
their `′-derivatives (for `′ ≤ `), we can show that L2m−`3(Ωa) norms of the maps
G`1,`2,`3ij (r, z, . . . ,
∂`3+1V 0
∂y∂T `3
), Gx,`1,`2,`3ij (r, z, . . . ,
∂`3W 0
∂T `3
) and Gy,`1,`2,`3ij (r, z, . . . ,
∂`3W 0
∂T `3
)
are bounded.
Therefore
∥∥∥∥ d`dT ` (A.7)
∥∥∥∥
L2
m−`(Ωa)
≤ Cm,(G.4)
(∑`
j=0
∥∥∥∥ djdT j V
∥∥∥∥
L2
m−j+1(K
+
1 )
)2
. (G.4)
Taking the sum over a, we obtain the first inequality.
The second inequality is the consequence of induction hypothesis. 
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Lemma G.2. We have the next two inequalities.∥∥∥∥∇nρ d`dT `P−1(DuE1)(PQ,V )
∥∥∥∥
L2
m−`(K1)
≤ Cm,(G.5)
Ñ
n∑
n′=0
∑`
`′=0
∥∥∥∥∥∇n′ρ d`
′
dT `′
Q
∥∥∥∥∥
L2
m−k(K
+
1 )
é
×
Ñ
n∑
n′=0
∑`
`′=0
∥∥∥∥∥∇n′ρ d`
′
dT `′
V
∥∥∥∥∥
L2
m−k(K
+
1 )
é
.
(G.5)
∥∥∥∥∥∇nρ d`dT `P−1
∫ 1
0
ds
∫ s
0
Å
∂
∂r
ã2 (P∂(Exp(u, rV )) dr∥∥∥∥∥
L2m(K1)
≤ Cm,(G.6)
Ñ
n∑
n′=0
∑`
`′=0
∥∥∥∥∥∇n′ρ d`
′
dT `′
V
∥∥∥∥∥
L2
m−k(K
+
1 )
é2
.
(G.6)
Proof. We prove this lemma in a similar way to (G.3) and also to Lemma E.3 as
follows. For simplicity of formula we consider the case n = 0.
We divide K1 ⊂ ⋃Ωa as above. We define W0, V0 as in (G.2) and apply the
calculation in Subsection D to e′i(z, r) and ei(z, r).
By the smoothness of eˆi and (D.2) the next inequality holds for ` > 0.∥∥∥∥∥
Å
d
dT
ã`
e′i
∥∥∥∥∥
L2
m−`(Ωa)
≤ Cm,(G.7)
∑`
k=1
(∥∥∥∥dkV 0dT k
∥∥∥∥
L2
m−k(K
+
1 )
+
∥∥∥∥dkW 0dT k
∥∥∥∥
L2
m−k(K
+
1 )
)
≤ C ′m,(G.7)e−δ1T .
(G.7)
We also have the next formula for ` ≥ 0.∥∥∥∥∥
Å
d
dT
ã` d
dr
e′i
∥∥∥∥∥
L2
m−`(Ωa)
≤ Cm,(G.8)
Ñ∑`
k=0
∥∥∥∥∥
Å
d
dT
ãk
V 0
∥∥∥∥∥
L2
m−k(K
+
1 )
é
. (G.8)
Then using (D.4) and (D.5) we can prove∥∥∥∥∥
Å
d
dT
ã`
ei
∥∥∥∥∥
L2
m−`(Ωa)
≤ Cm,(G.9)e−δ1T ,
∥∥∥∥∥
Å
d
dT
ã` d
dr
ei
∥∥∥∥∥
L2
m−`(Ω)
≤ C ′m,(G.9)
Ñ∑`
k=0
∥∥∥∥∥
Å
d
dT
ãk
V 0
∥∥∥∥∥
L2
m−k
é
,
(G.9)
by induction on i. Using this formula and (D.7), (D.8) it is easy to show (G.5).
The proof of (G.6) is similar. 
We use the inequality (G.3), (G.5) in place of (C.3), (C.7), respectively, for our
estimate of T -derivatives. We use (G.6) to estimate the T derivatives of the third
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term of (C.5). We can then prove∥∥∥∥ d`dT ` (P′)−1 (∂(Exp(u, V ))− P−1e)
∥∥∥∥
L2m(K1)
≤ Cm,(G.10)e−δTµκ−1 (G.10)
in the sam way as (C.6). (Here we put P′ = (PalExp(u,V )u1 )
(0,1).)
We then deduce∥∥∥ d`
dT `
(P′)−1
(
Π⊥E1(Exp(u,V ))∂(Exp(u, V ))− P−1Π⊥E1(u)(P∂(Exp(u, V ))
+ P−1(DuE1) (Pe, V )
)∥∥∥
L2m(K
+
1 )
≤ Cm,(G.11)e−2δTµκ−1,
(G.11)
in a similar way as (5.49).
The rest of the proof of Lemma 6.13 is a straightforward modification of the
proof of (C.10) in the same way as above and so is omitted. 
Proof of (6.31). We take ρ′0 and prove the inequality for ρ with d(ρ, ρ
′
0) ≤ e−δ1T .
Let Ω = [S′, S′ + 1]τ ′ × [0, 1] ⊂ [T, 9T ]τ ′ × [0, 1]. We consider u′1 = pρ
′
0
0 (constant
map) and
W 0(z) = E(p
ρ′0
0 , u
ρ
T,(κ−1)(z)),
V 0(z) =
(
Pal
p
ρ′
0
0
uρ
T,(κ−1)(z))
◦ Palu
ρ
T,(κ−1)(z))
pρ
T,(κ−1)
)
(∆pρT,(κ))
(G.12)
We then apply Lemma A.1. Note
vr = Exp(u
ρ
T,(κ−1), r(∆p
ρ
T,(κ))
Pal)
We put
P ′P = ((Palv0
p
ρ′
0
0
)(0,1))−1 ◦ ((Palvrv0)(0,1))−1.
Lemma G.3.∥∥∥∇nρ ∂∂T ` ∂∂r
∣∣∣∣
r=0
P ′P∂vr
∥∥∥
L2
m−`(Ω)
≤ Cm,(G.13)µκ−1e−2Tδ1 (G.13)
Proof. By differentiating (A.3) once by r we obtain
∂
∂r
∣∣∣∣
r=0
P ′P∂vr =
∑
i
V 0i Fi
Å
z,W 0,
∂W 0
∂x
,
∂W 0
∂y
ã
+
∑
i
∂V 0i
∂x
Fxi
(
z,W 0
)
+
∑
i
∂V 0i
∂y
Fyi
(
z,W 0
)
,
(G.14)
Note ∥∥∥∇nρ ∂∂T `(Palpρ
′
0
0
uρ
T,(κ−1)(z))
◦ Palu
ρ
T,(κ−1)(z))
pρ
T,(κ−1)
− Palp
ρ′
0
0
pρ
T,(κ−1)
)∥∥∥
L2
m−`(Ω)
≤ Cm,(G.15)µκ−1e−δ1T
(G.15)
follows from (6.10) and (6.8) in the same way as Section B. Using also the fact that
Pal
p
ρ′
0
0
pρ
T,(κ−1)
(∆pρT,(κ)) is constant on Ω, we can use Lemma B.1 to estimate the 2nd
and 3rd terms of (G.14) by Cµκ−1e−2δ1T
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We also remark that when we substitute W 0 = 0 then (G.14) vanishes. In fact
if W 0 = 0 then vr(z) = Exp(p
ρ′0
0 , rPal
p
ρ′
0
0
pρ
T,(κ−1)
(∆pρT,(κ))), which is a constant map.
So ∂vr = 0.
Therefore∥∥∥ ∂
∂r
∣∣∣∣
r=0
P ′P∂vr
∥∥∥
L2m(Ω)
− Cm,(G.15)µκ−1e−2δ1T
≤ Cm,(G.16)‖V0‖L2m(Ω)
Å
‖W0‖L2m(Ω) +
∥∥∥∂W 0
∂x
∥∥∥
L2m(Ω)
+
∥∥∥∂W 0
∂y
∥∥∥
L2m(Ω)
ã
≤ C ′m,(G.16)‖V0‖L2m(Ω)‖W0‖L2m+1(Ω)
≤ C ′′m,(G.16)µκ−1e−2Tδ1 .
(G.16)
Here the last inequality follows from (6.8) and (6.10). (Note we are working on
[T, 9T ]τ ′ × [0, 1].)
The case when T and ρ derivatives are included is similar. 
We put
P(P ′)−1 = ((Palv0u1)(0,1))−1 ◦ (Palv0
p
ρ′
0
0
)(0,1).
Here u1 : Σ1 → X is the map we start with. (It is different from u′1.) v0 = uρT,(κ−1).
This is a (ρ, T ) parameterized family of sections of the bundle Hom(T
p
ρ′
0
0
X,u∗1TX)
on our domain Ω.
Let W ∈ T
p
ρ′
0
0
X. Then, by (6.10) we can show the inequality
‖∇nρ
∂
∂T `
(P(P ′)−1 − ((Palpρ′00u1 )(0,1))−1)(W )‖L2
m−`(Ω)
≤ Cm,(G.17)e−δ1T |W |
(G.17)
by using Lemma B.1.
Note ((Pal
p
ρ′
0
0
u1 )
(0,1))−1 is (T, ρ) independent and is bounded.
Therefore by putting W = P ′P∂vr, the formulae P(P ′)−1 ◦ P ′P = PP, (G.13)
and (G.17) imply∥∥∥ ∇nρ ∂∂T ` ∂∂r
∣∣∣∣
r=0
PP∂vr
∥∥∥
L2m(Ω)
≤ Cm,(G.18)µκ−1e−2Tδ1 . (G.18)
where
PP = ((Palv0u1)(0,1))−1 ◦ ((Palvrv0)(0,1))−1.
(6.31) follows immediately from this formula. In fact
∂
∂r
∣∣∣∣
r=0
PP∂vr = ((Pal
uρ
T,(κ−1)
u1 )
(0,1))−1(Duρ
T,(κ−1)
∂)((∆ρT,(κ))
Pal).

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Appendix H. Proof of Lemma 8.4
Let Γ+ be a finite group and Γ be its index 2 subgroup. We assume that there
exists τ ∈ Γ+ of order 2 such that Γ+ = Γ∪τΓ.
A smooth action of Γ+ to a complex manifold M is said to be holomorphic if all
the action of elements of Γ is holomorphic and τ ’s action is by anti-holomorphic
involution.
Lemma H.1. Let p ∈ M be a fixed point of holomorphic action of Γ+ then there
exists a complex coordinate of M at p such that Γ+ action is linear in this coordi-
nate.
Proof. We fix a coordinate of M at p. Then Γ+ induces a holomorphic action ρ
on Ω ⊂ Cn such that 0 is a fixed point. We consider the Γ+ action at the tangent
space of 0 which we denote by ρ0. For t ∈ (0, 1] we define the action ρt by
ρt(g, x) = ρ(g, tx)/t.
Together with ρ0 it defines a smooth one parameter family of holomorphic actions.
Let
g 7→ d
dt
∣∣∣∣
t=t0
ρt(g, x) ∈ Hol(U, TCn).
Here Hol(U, TX) is the vector space of holomorphic vector fields on U . For each t0
it defines a 1 cycle of the complex C∗(Γ+,Hol(U, TCn)) which calculates the group
cohomology with local coefficient induced by the conjugate action associated to ρt0 .
(Note the conjugate action by anti-holomorphic involution τ preserves the set of
holomorphic vector fields.)
Using the fact that Γ+ is a finite group we can show that the first cohomology
vanishes. In fact the Eilenberg-MacLane space K(Γ+, 1) has finite cover „ K(Γ+, 1)
which is contractible. All the local systems on K(Γ+, 1) pulled back to„ K(Γ+, 1) are
trivial and the first cohomologies of the pulled back are trivial. Since Q is contained
in the coefficient ring of our local system, Gysin map induces isomorphism between
cohomology on K(G, 1) and on „ K(Γ+, 1).
So there exists one parameter family of holomorphic vector fields Vt such that
d
dt
∣∣∣∣
t=t0
ρt(g, x) = ρt0(g, ·)∗Vt − Vtρt0(g, ·)∗.
By integrating Vt we obtain a biholomorphic map which interpolates ρ0 and ρ. The
lemma follows. 
Lemma H.2. Let M , N be complex manifolds on which Γ+ has holomorphic ac-
tions. Let p ∈M and q ∈ N be fixed points of Γ+. Let F : M → N be a holomorphic
map such that F (p) = q and dpF : TM → TN is surjective.
We decompose TpM = TqN ⊕ V as Γ+ complex vector space such that dpF is
identity on TqN and is 0 on V .
Then there exists a Γ+ equivariant biholomorphic map
ϕ : B(TqN)×B(V )→M
which sends (0, 0) to p such that F ◦ ϕ is constant in V direction.
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Proof. Using Lemma H.1 we may assume that M , N are open subsets V , W of CM ,
CN and Γ+ action is linear. We may assume p = 0, q = 0. We take Γ+ invariant
complex linear subspaces U1, U2 of CM such that U1 ⊕ U2 = CM , (d0F )(U1) = 0
and d0F induce an isomorphism between U2 and CN . We define G : V → U1 ×W
by G(x + y) = (x, F (x + y)), where x ∈ U1, y ∈ U2. By inverse mapping theorem
G has a local inverse ϕ. Then F ◦ ϕ is the projection to the W factor. Therefore
ϕ gives a required coordinate. (The Γ+ equivariance and holomorphicity of ϕ is
obvious from construction.) 
Proof of Lemma 8.4. Applying Lemma H.2 to Ccl(V) → V we can prove Lemma
8.4 easily. 
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