Abstract. In this article, two novel Richardson extrapolation operators P k 1 and P k 2 are proposed to investigate local 2k order ultraconvergence properties of the kth order Lagrange finite element method for the second order elliptic problem with constant coefficients. Assume that x 0 is an interior mesh node of the underlying mesh which is away from the boundary for a fixed distance unchanging with further mesh refinement. We show that, for both tensor product Q k element and simplicial
1. Introduction. In this article, we will investigate local ultraconvergence of kth order Lagrangian finite element (FE) solutions to the following elliptic problem with Dirichlet boundary condition:
where Ω ⊂ R n is a bounded open domain with boundary ∂Ω, n = 2 or 3, A = (a ij ) n×n is a symmetric matrix, and f is sufficiently smooth. To fix the idea, we consider a homogeneous boundary condition in (1.1) for convenience. Since this work is for interior analysis, influence of different boundary conditions can be eliminated by cut-off functions as demonstrated in the subsequent analysis. We assume that A is uniformly elliptic in R n , i.e., there exists a constant M > 0 such that
where x T represents the transpose of x.
We shall remark that the Richardson extrapolation formulation developed in this article relies on local symmetry of the errors in FE solutions over translation invariant meshes, which is well known in the superconvergence literature; see, e.g., [20, 27, 29] . In fact, Schatz and Wahlbin [22] and Wahlbin [27] developed the symmetry theory for the FE method (FEM) and proved natural superconvergence at local mesh symmetry points. In particular, they proved that the FE solution converges to the exact solution with order O(h k+2−ε ) when k is even, and the averaged gradient of the FE solution converges in order O(h k+1−ε ) when k is odd, for some ε > 0. Note that symmetry of errors may be distorted in anisotropic materials. Therefore, anisotropic problems will not be the focus in this work.
Richardson extrapolations for FEMs for elliptic problems have been presented since the 1970s (see, e.g., [6, 7, 13, 14, 18] for an incomplete list of references). Superconvergence properties have been studied by using this approach since then (see, e.g., [1, 2, 15, 19, 23] ). On the other hand, since the paper of Douglas and Dupont [10] , investigations of 2kth order ultraconvergence of kth order Galerkin FE approximations have been carried out through numerous techniques. Bramble and Schatz [4] introduced a class of convolution operators and showed that the order of convergence of the displacement can be almost doubled by "averaging" the FE solutions if the exact solution is locally smooth. This method was extended by Thomée [25] to obtain a 2kth order interior approximation for derivatives. The idea of averaging via convolution has also been applied to superconvergence studies for parabolic problems [26] and hyperbolic problems [9] . Recently, Chen and Hu [8] showed 2kth order convergence of bi-kth order FE solutions to the Poisson equation under a strong global regularity assumption. He and Zhang [11] proved the same 2kth rate by using an anisotropic mesh approximation in weighted Sobolev spaces under much weaker and practical regularity assumptions.
In this study, we present two novel Richardson extrapolation formulas to investigate local ultraconvergence of kth order FEM for (1.1). Unlike the classic extrapolation formulas defined in [15] , our Richardson extrapolation formulas involve FE solutions on several levels of refined meshes generated by regular refinement processes (cf. section 1.1 for details). These local ultraconvergence results hold for not only tensor product elements, but also for simplicial elements. In particular, in section 2, we will consider the following auxiliary problem
where Ω ⊂ R n is a bounded sufficiently large domain with boundary ∂ Ω such that Ω ⊂⊂ Ω. Here we assume that the extension of f in Ω is sufficiently smooth so that υ ∈ W 2k+1,∞ ( Ω). The rest of the article is organized as follows. In the rest of this section, notations and definitions are introduced. In section 2, the ultraconvergence of the Richardson extrapolation for problem (1.2) is investigated. In section 3, ultraconvergence properties of problem (1.1) are studied. Numerical experiments are presented in section 4.
1.1. Preliminary. In this paper, standard notations for Sobolev spaces and their norms are used. ρ(x, ∂Ω) denotes the distance between x and ∂Ω. B(x, r) is the open ball centered at x with radius r. ∇v(x) is the arithmetic average gradient of v at x. For a multi-index β = (β 1 , . . . ,
for any natural number i, and Dv(x) for D 1 v(x) for simplicity.
We consider the usual variational form of (1.1) and (1.2). For a domain K ⊂ R n , define the bilinear form and the linear functional, respectively, as
on the boundary of K}. The weak problem of (1.2) is to find υ ∈ H 1 0 ( Ω) such that
The weak problem of (1.1) can be proposed analogously by replacing Ω with Ω.
For z ∈ K, define the Green's function
for some q > 2. In particular, we write G z for G Ω z for simplicity. Let T h be a certain conforming translation invariant mesh partition of Ω with mesh size h, which is aligned with Ω (i.e., the interior of any element in T h does not intersect ∂Ω). The initial mesh T h shall satisfy the condition that nested meshes can be constructed by regular refinement, but not bisection refinement (cf., e.g., [5, 28] ), so that every element of T hs−1 is split into 2 n congruent elements in T hs for 1 ≤ s ≤ k, and the refined mesh is similar to the initial mesh. Here, we denote h 0 = h, and thus h s = h s−1 /2 for 1 ≤ s ≤ k. Clearly, the regular rectangular and cubic meshes satisfy the aforementioned mesh conditions. For commonly used triangular mesh patterns shown in Figure 1 , only the regular pattern and the equilateral pattern satisfy the conditions. As for tetrahedral meshes, only the pattern by Kuhn triangulation shown in Figure 2 satisfies these conditions (cf., e.g., [17] ). For 0 ≤ s ≤ k, let N hs be the set of all interior nodes of T hs . Denote by T hs and N hs the restrictions of T hs and N hs to Ω, respectively, for 0 ≤ s ≤ k.
We use standard Lagrange nodal FEMs. Define FE spaces S hs ( Ω) = {v ∈ C( Ω) : v| e ∈ P k ∀e ∈ T hs } for simplicial elements and FE spaces S hs ( Ω) = {v ∈ C( Ω) : v| e ∈ Q k ∀e ∈ T hs } for tensor product elements, 0 ≤ s ≤ k. Here P k is the space of polynomials of total degree up to k, and Q k is the space of polynomials of degree up to k in each variable.
Similarly, for an appropriate domain K (in particular when K = Ω), FE spaces S hs (K) and S 0 hs (K) and FE projectors R hs,K can be defined for 0 ≤ s ≤ k. We assume that each interior mesh vertex x 0 in T hs is a local center of symmetry of the mesh (see, e.g., [27] ); i.e. for a sufficiently large r, if φ ∈ S hs (B(x 0 , r)), then φ(x 0 −(x−x 0 )) ∈ S hs (B(x 0 , r)). In the rest of the paper, we denote I 
Union Jack Pattern Lagrange interpolation operator over T hs . c, with or without a subscript, is a constant independent of u and h, which is not necessarily the same at each occurrence. Definẽ k = 1 if k = 1, andk = 0 if k > 1. We sometimes write h for h 0 in the subindexes of all aforementioned notations for simplicity.
Ultraconvergence of Richardson extrapolation for the problem (1.2).
We will propose two novel Richardson extrapolation formulas for the kth order FEM in section 2.1. Local ultraconvergence of the numerical solutions and gradients for problem (1.2) will be investigated by extrapolation in sections 2.2 and 2.3, respectively. 
and
.
The first extrapolation operator P
where
Similarly, define
if k is odd, and
The second extrapolation operator P k 2 is defined by
J2(k) ) solves the problem
Remark 2.1. Unlike the postprocessing approaches in [4, 8, 11, 25] , the extrapolation operators developed above are independent of the dimension or shape of the element, provided regularly refined translation invariant meshes are used.
Local ultraconvergence of FE solutions for problem (1.2).
The main local ultraconvergence result is summarized in Theorem 2.1.
Theorem 2.1. Let υ be the solution to (1.2) and x 0 ∈ N h . Assume that there exists a constant r such that
In the process of proving Theorem 2.1, we will use an auxiliary function. Let υ be the solution to (
where x 0 ∈ N h and r is the constant satisfying the hypotheses of Theorem 2.1. We need the following lemma.
Lemma 2.2. Let υ be the solution to (1.2) and x 0 ∈ N h , so that the hypotheses of Theorem 2.1 hold. Set
and υ q is defined in (2.7). Then there holds
Proof. We first estimate D k+1 ω(x) for x ∈ B(x 0 , r) ⊂⊂ Ω for some sufficiently small r. Note that (2.7) and (2.9) imply that, for any positive even integer i ≤ 2k and 0 ≤ q ≤ J 1 (k),
Hence, by (2.7), (2.8), (2.9), and (2.3), it follows that, for all 0
We conclude that, if
On the other hand, for i odd and 0 ≤ q ≤ J 1 (k), it follows from (2.9) that
and hence (2.13)
by (2.8). Using (2.12) and (2.13), we arrive at D k+l ω(x 0 ) = 0 for 1 ≤ l ≤ k − 1. Therefore, from Taylor's expansions of the (k + 1)st order derivatives of ω at x 0 , one obtains
where y β ∈ B(x 0 , r).
and for any r > 0, Since υ has a compact support, by definition (2.8), there exists a constant d 0 > 0 such that ω(x) = 0 for all x ∈ Ω \ B(x 0 , d 0 ). Using (2.14)-(2.16), the triangle inequality, Hölder's inequality, and standard approximation theory, we have
Here we assume that h is small. This ends the proof.
We are now in a position to prove Theorem 2.1.
Using this together with (2.9) and (2.17), we have
It follows that
By (2.3) and (2.8), we arrive at
Then (2.6) follows from (2.10) and (2.19).
2.3. Local ultraconvergence of FE gradients for problem (1.2) . In this section, we consider local ultraconvergence of the derivatives of FE solutions. Theorem 2.3. Let υ be the solution to (1.2) and x 0 ∈ N h . Assume that there exists a constant r such that
( Ω) and υ(x) = 0 for all x ∈ Ω \ B(x 0 , r). Then
Before proving Theorem 2.3, we introduce the following lemma.
Lemma 2.4. Let υ be the solution to (1.2) and x 0 ∈ N h , so that the hypotheses of Theorem 2.3 hold true. Let
Then there holds
Proof. We first estimate D k+1 γ(x) for x ∈ B(x 0 , r) ⊂⊂ Ω for some sufficiently small r, which is similar to the counterpart in the proof of Lemma 2.4. Combining (2.4), (2.5), (2.7), (2.21), and (2.22) gives, for all 0
By (2.24), we obtain that, if
On the other hand, it follows from (2.22) that, if i is even, then
Therefore, for all 1 ≤ l ≤ k,
Similarly to (2.14), by Taylor's theorem and (2.25), we obtain
Next, we prove (2.23). Without loss of generality, assume that γ(x) = 0 for all
Let χ be the cutoff function such that 0
whereγ(x) = χ(x)µ(x). By the triangle inequality,
where G Ω x (y) and R h, Ω G Ω x (y) are the Green's function and the discrete Green's function for problem (1.2) at x, respectively. Applying the interior maximum norm estimates in [27] and (2.28), we obtain
Next we turn to the estimation of D(R h, Ω γ − γ)(x 0 ). Let T be the positive integer satisfying 2
T −1 h < 2d 0 ≤ 2 T h. Let r −1 = 0 and r j = 2 j h for 0 ≤ j ≤ T . For 1 ≤ j ≤ T , let θ j be the cutoff function such that 0 ≤ θ j ≤ 1, θ j = 1 in B(x 0 , r j−1 ) \ B(x 0 , r j−2 ), θ j = 0 in ( Ω \ B(x 0 , r j )) ∪ B(x 0 , r j−3 ), and θ j W p,∞ ( Ω) ≤ cr −p j for all positive integers p. Set
By inverse estimate and (2.26), we have, for all τ * ∈ T * h ,
Therefore,
Then consider the case for 4 ≤ j ≤ T . Note that, for any x ∈ ( Ω \ B(x 0 , r j )) ∪ B(x 0 , r j−3 ), γ j (x) = 0. One observes that, if x ∈ B(x 0 , r j−4 ), then by (2.16),
Subsequently, using the interior maximum norm estimates for FEM, we have
By estimates (2.31) and (2.32), we have from (2.30) that
Then (2.23) follows from (2.27), (2.29), and (2.33).
We next use the result of Lemma 2.4 to show Theorem 2.3.
Proof of Theorem 2.3. By (2.7), we have, for any y ∈ Ω and 0 ≤ q ≤ J 2 (k),
By the same arguments in the proof for (2.18), we have
From the above two identities, we have
Similarly, we have
Furthermore, we derive
Then (2.20) follows by combining (2.23) and (2.34).
Ultraconvergence of Richardson extrapolation of FEM for the problem (1.1).
In this section, we consider local ultraconvergence of FE solutions to the problem (1.1). Let T h be a quasi-uniform conforming partition of Ω, such that there exists a parallelogram or parallelepiped τ ⊂ Ω which satisfies the following properties: (1) τ is the union of some elements in T h ; (2) τ has a size diam (τ ) 1; and (3) τ ∈T h ,τ ⊂τ τ = τ ∈ T h ,τ ⊂τ τ . Recall the Richardson extrapolation operators defined in section 2.1. We define analog extrapolation operators P k 1 and P k 2 by
Similarly to Theorems 2.1 and 2.3, we have the following results.
Theorem 3.1. Let u be the solution to (1.1). Let N τ h be the set of all vertices in T h ∩ τ . Assume that x 0 ∈ N τ h is away from the boundary of τ for a fixed distance, which is not changing when the mesh is refined.
We need the following lemmas in order to prove Theorem 3.1.
Lemma 3.2. Assume that ρ(x 0 , ∂Ω) 1. Then, for all real numbers r > 0 and integers m ≥ 1, there holds the following estimate
Proof. Assume that there exists d 1 such that B(x 0 , 2d) ⊂ Ω. We make the following claims.
(i) For r > 0 and m ≥ 1, it holds that
(ii) For m ≥ 1,
The result (3.3) follows immediately from (3.4) and (3.5). We shall show these two claims in the rest of the proof. To this end, we first prove that, for
Let R be sufficiently big such that B(
By the maximum principle, it follows that E x0 (x) ≤ 0 for all x ∈ Ω. Furthermore, we obtain
which gives (3.6). Now we consider (i). Let ψ ∈ C ∞ (B(x 0 , R)) be the cutoff function satisfying ψ(x) = 1 if x ∈ B(x 0 , 3d/2), ψ(x) = 0 if x ∈ B(x 0 , R) \ B(x 0 , 2d), and |D j ψ(x)| ≤ c for all positive integers j. Consider the split G x0 = G 1 + G 2 , where
Krasovskiȋ [12] showed that, for x ∈ B(x 0 , R) and m ≥ 0, LG 2 (x) = L(G x0 − G 1 )(x) = 0 ∀x ∈ B(x 0 , 3d/2).
Since d 1, by (3.6), (3.8) , (3.9) , and [3, Theorem 3.7], we get, for all integers j ≥ 1,
It follows that, for all m ≥ 1,
By (3.8) and (3.10), we obtain (3.4).
Using a similar approach, we can prove (ii). Let φ ∈ C ∞ (B(x 0 , R)) be the cutoff function such that φ(
For x ∈ Ω \ B(x 0 , d), a similar estimate to (3.8) is obtained for G 1 , which reads
since the distance |x − x 0 | is big. On the other hand, by (3.11), we have
Note also that
Combining (3.6), (3.13), (3.14) , and [3, Theorem 3.7] , for all integers j ≥ 1, it holds
This implies that, for all integers m ≥ 1,
The second claim follows from (3.12) and (3.15).
Based on Lemma 3.2, applying the same arguments in the proof of [21, Theorem 6.1], we have the following result.
Lemma 3.3. For r > 0, there exists the following estimate
We shall next prove Theorem 3.1.
Proof of Theorem 3.1. (i) First, show (3.1).
Let
By (2.6), one has
We claim that
Then (3.1) follows from (3.17), (3.18) , and (3.19) .
We prove the claim below. Consider (R hs,
and u 1 (x 0 ) = u(x 0 ). It follows immediately that
We shall estimate the three terms in the right-hand side of (3.20) . For K 1 , from standard interpolation error estimates and Lemma 3.3, it follows that
We next evaluate K 3 . Denote by T τ hs the restriction of T hs to τ . Put
To measure E G − R hs,τ E G , by the same arguments as in the proof of Lemma 3.2, we have, for all integers m ≥ 1,
This, together with an application of Lemma 3.2, gives
Note that
Using (3.24), (3.25) , and [3, Theorem 3.7] , one has
This, together with (3.24), gives
Next, estimate R hs,τ G x0 − R hs,Ω G x0 . By Lemma 3.3, we have
where the same reasoning to show (2.16) has been used (cf. [21] ). For all v ∈ S hs 0 (τ ),
Then applying the arguments in [22, 20] , we obtain
Combining (3.28) and (3.29) gives
Similarly, we obtain
Inserting (3.27), (3.30) , and (3.31) into (3.23) gives
By (3.20) and (3.32), we have
Therefore, by (3.20), (3.21), (3.22), and (3.33) , we have
The claim (3.19) follows.
(ii) We turn now to the proof of (3.2). Recast
We need to estimate the two terms of the right-hand side. For (∇u 1 −P k 2 ∇R h, Ω u 1 )(x 0 ), from Theorem 2.3, it follows that
For the other term, we first estimate (∇R h,
One observes that, similarly as in (3.34), for all x ∈ B(x 0 , d),
On the other hand, for all v ∈ S hs 0 (τ ),
Applying (3.37), (3.38) , and the arguments of Schatz and Wahlbin [22] and Schatz, Sloan, and Wahlbin [20] , we obtain
Furthermore, we have
The desired result (3.2) follows from (3.36) and (3.39).
The results of Theorem 3.1 coincide with the optimal error estimate for displacement, and the superconvergence in gradient by simple average recovery (see, e.g., [30] ).
When k = 2, P 2 1 R h,Ω u = u h . The result by (3.1) aligns with the natural superconvergence results in the literature (cf., e.g., [16, 17, 20, 27] ). But (3.2) is an ultraconvergence result. 4. Numerical Examples. In this section, we test numerically the ultraconvergence results in section 3. Since the errors of the FE solutions converge very fast, to avoid error pollution due to boundary effects, we consider numerical errors in a subdomain Ω of Ω whose boundary is 1/4 away from ∂Ω (cf. Remark 4.1). Moreover, to avoid errors from quadrature rules, stiffness matrices and load vectors are all obtained exactly by using Maple, a computer algebra system produced by Maplesoft TM . Let N h be the restriction of N h to Ω. Define a discrete maximum norm v ∞,h = max x∈ N h |v(x)|, which will be used to measure numerical errors.
Example 4.1 (two-dimensional case). We first consider problem (1.1) in two dimensions. We shall report convergence rates of errors in displacement and gradient for k = 2, 3, and 4; the case for k = 1 is not reported due to Remark 3. 
In Table 1 , the errors and convergence rates for second order FEs are provided for A = A and A. The errors measured in · ∞,h appear in the left columns and the associated rates of convergence are on the right. Each convergence rate r is computed under the presumption that the error converges in order h r , which is superior to the rate obtained in Theorem 3.1. Forth order convergence rates are observed in all cases, as predicted in section 3. In Tables 2 and 3 , the same numerical data as presented in Table 1 are provided for the cases of k = 3 and 4, respectively. The numerical results suggest that errors in both displacement and gradient converge with rate h 2k for all three meshes and both coefficient matrices. The ultraconvergence results in Theorem 3.1 are confirmed.
Example 4.2 (three-dimensional case). We next consider problem (1.1) in three dimensions. Due to Remark 3.1, we shall examine convergence rates of displacement and gradient errors for k = 2 and 3. Let the coefficient matrix A be We considered a hexahedral mesh and tetrahedral mesh in Figure 2 on Ω = [0, 1] 3 . Let f be the function that fits (1.1) with the exact solution u(x, y, z) = e y sin x cos z. In Table 4 , the errors and convergence rates for second order FEs are provided. The data are organized in a similar way as those in tables for Example 4.1. Forth order convergence rates are observed in all cases, as predicted in section 3.
In Table 5 , we provide the errors and convergence rates for third order FEs. The rates of convergence are about h 6 or even better. The much higher convergence rates are mainly due to the "poor" results for big h, in which cases the round-off errors have high impacts.
Remark 4.1. The superconvergence properties studied in this paper are local results, namely, for any δ > 0, there is an (δ) > 0 such that when h 0 ≤ (δ) the superconvergence properties hold in an interior region of distance at least δ away from the boundary ∂Ω. For Examples 4.1 and 4.2, instead of using fixed subregions of distance 1/4 away from ∂Ω, the same asymptotic convergence rates are obtained in subregions of 2h 0 or 3h 0 away from ∂Ω (i.e. (δ) = δ/2 or δ/3). But in general, (δ) depends on the regularity of the boundary ∂Ω, which is not the focus of this study.
