In the era of big data, social network has become an important reflection of human communications and interactions on the Internet. Identifying the influential spreaders in networks plays a crucial role in various areas, such as disease outbreak, virus propagation, and public opinion controlling. Based on the three basic centrality measures, a comprehensive algorithm named PARW-Rank for evaluating node influences has been proposed by applying preference relation analysis and random walk technique. For each basic measure, the preference relation between every node pair in a network is analyzed to construct the partial preference graph (PPG). Then, the comprehensive preference graph (CPG) is generated by combining the preference relations with respect to three basic measures. Finally, the ranking of nodes is determined by conducting random walk on the CPG. Furthermore, five public social networks are used for comparative analysis. The experimental results show that our PARW-Rank algorithm can achieve the higher precision and better stability than the existing methods with a single centrality measure.
Introduction
With the rapid development of network and information technology, the applications in form of rich media have involved in all aspects of our lives. Accordingly, the interaction and communication between individuals have become more and more convenient and frequent. For example, the platforms such as Facebook, WeChat, QQ, and WhatsApp are very helpful for users to deliver their messages, options, or pictures. As a result, the individuals in the society have been tighted together in an invisible way, that is, the socalled social network [1, 2] . Under the impetus of intelligent mobile terminals like iPhone, the scale of social network has a sharp increase in recent years. As reported by Tech-Crunch, the monthly active users of Facebook have climbed to 2 billion in the middle of 2017 [3] . Similarly, WeChat, as one of the most impactful mobile products, has monthly users which are over 980 million now [4] . Faced with such a huge and complex social network, we usually feel hard and tricky to analyze its overall features and understand the behaviors of the individuals in it. Consequently, the analysis and modeling of social networks have caused much attention in the recent two decades [5] .
opinion (or rumor) transmission [8, 9] . Similarly, the identification of influential individuals is also very helpful in controlling the disease spreading.
As reported in [10] [11] [12] , many mechanisms such as cascading, spreading, and synchronizing in social networks are highly affected by a tiny fraction of influential nodes. In other words, identifying influential nodes is an effective way to reveal the potential disciplines behind the information, rumor, or disease spreading over social networks. Due to the theoretical and practical significance, how to identify the influential nodes in a social network has been widely investigated in recent years [13] [14] [15] . At present, quite a few centrality indicators have been presented to address this problem. Typically, degree centrality [16] , betweenness centrality [16, 17] , and closeness centrality [16] are three well-known measures. However, most of them quantify the influence of nodes in a network from the perspective of a single indicator. Although the single measure is reasonable from its own point of view, it is usually lack of the ability of comprehensive evaluation. At the same time, each measure has its own advantages and limitations. Thus, it is more appropriate to consider multiple different measures simultaneously. In this paper, we attempt to integrate the above three representative measures together by preference analysis and then adopt the random walk algorithm to rank the nodes in a network according to their spreading influences. In order to validate the effectiveness of our proposed algorithm, we use the Susceptible-Infected-Recovered (SIR) [18] model to evaluate the rationality of node ranking results.
Recently, some hybrid approaches have been proposed for the influence maximization problem. In their solutions, several different measures like degree centrality are usually taken into account to design a comprehensive model for evaluating the influence spread of node. Typically, Jalayer et al. proposed a "greedy TOPSIS and community-based" (GTaCB) algorithm [19] for this problem. It could be seen that the TOPSIS in [19, 20] belongs to a greedy technique. Thus, it only generates a local optimal solution for identifying the influential nodes in a social network. By contrast, the random walk technology used in our solution is a global optimization algorithm. In theory, the rank generated by random walk is more reasonable than that of the TOPSIS-based method. In literature [21] , Ko et al. proposed the Hybrid-IM algorithm to maximize the influence spread over a social network by combining PB-IM (path-based influence maximization) and CB-IM (community-based influence maximization). In general, it is not easy to collect the information about path and community from a social network. By contrast, in our algorithm, three basic and typical measures are used for the preference analysis, so it can be easily implemented and has a certain advantage in efficiency. The main contribution of our work is the comprehensive evaluation framework for node influences by combining preference analysis and random walk. In this paper, although we only adopt three basic centrality measures, the measures used in the framework can be replaced and extended according to some specific requirements. That is, our approach has good scalability in the integration of multiple measures.
The remainder of this paper is organized as follows. In Section 2, we describe the problem to be solved and review some background knowledge. Section 3 presents the overall framework of a comprehensive algorithm for evaluating node influences firstly, and then addresses the technical details. Subsequently, the experimental comparison and analysis are conducted in Section 4. Section 5 discusses the threats to validity and the potential extension. The related studies about the evaluation of node influences are addressed in Section 6. Finally, the conclusions and further research directions are stated in Section 7.
Preliminaries
2.1. Problem Description. During the spreading process of diseases or rumors, their influences are usually sparked by one or several initial nodes in a social network. Due to the difference in the location of node in the entire network structure, different nodes will have different transmission abilities for disease or rumors and thus will bring different influences on the network. Therefore, it is very necessary to evaluate nodes' influences and then rank them. This measurement is helpful in scientific decision-making on social networks, such as the monitoring of public opinion transmission and the controlling of disease propagation.
In this paper, we assume that the initial source of spreading is only due to one node in a network. Then, the node influence analysis in a social network can be formally described as below: given a social network represented by a directed graph G = N, E , for each node i ∈ N , its influence is firstly measured by considering its location and the connections to other nodes in G, and then all nodes are ranked according to their influence metrics. Here, N and E are the node set and edge set of such network, respectively.
It should be noted that the information or disease propagation may be caused by several original source nodes in a social network, and hence to identify multiple influential nodes is also an interesting problem [22] . In this paper, however, we mainly focus on the influence evaluation for a single source node.
Three Typical Measures for Node
Influences. In this study, our objective is to design a framework for evaluating node influences in a social network through comprehensively considering some basic measures. In the past, quite a few measures have been presented to capture the importance of each node in a network. Degree centrality [16] , betweenness centrality [16, 17] , and closeness centrality [16] are three basic, representative, and widely used measures to reflect the influence of node. As a result, the above three measures are very suitable for use in our comprehensive model of influential node identification. Similarly, in the literatures [23] [24] [25] [26] , the three measures are also used in their MADM (multiple-attribute decision-making) models to identifying influential nodes. Here, we firstly give a brief review on them.
Degree Centrality.
The degree centrality is the earliest and most simple method to depict the influence of node in a network. For node i, the influence is directly reflected by 2 Complexity its degree, that is, so-called degree centrality. Here, it is denoted as C D i and formally defined as
where degree i is the degree of node i, and n is the number of nodes in the given network. Degree centrality measures the node's importance from the perspective of degree. Its inherent limitation lies in that it can only reflect the local structure around a given node, i.e., the node and its neighbors, but the reachability from it to the nodes beyond its neighborhood is completely ignored.
Betweenness Centrality.
The betweenness centrality is used to capture how well situated a node is in terms of paths that it lies on. Specifically, for a node i in network G , its betweenness centrality (denoted as C B i ) is the fraction of the shortest paths passing through node i to all shortest path pairs in network G.
where σ st is the number of the shortest paths between nodes s and t , and σ st i denotes the number of the shortest paths between s and t which pass through node i. It is easy to see that betweenness centrality is a measure to reflect the gateway feature of a node. But it has poor capability to express the strength of connections from the node of interest to its neighbors.
Closeness Centrality.
The closeness centrality is a measure of tracking how close a given node is to any other nodes in a network. For node i, its closeness centrality, denoted as C C i , can be defined as
where d ij represents the distance between node i and node j, and n is the number of nodes in the network. According to the definition in (3), closeness centrality can characterize the speed of information propagation for a given node, but it cannot distinguish the difference in node location information like the gateway.
Based on the analysis on the above three measures, we can find that each measure has its own specialty for reflecting information (or disease) propagation, but it also has shortcomings. Therefore, combining these representative issues into a comprehensive measure is probably a rational way for identifying influential nodes. As mentioned earlier, the basic measures in our framework can be extended or replaced according to the specific requirements. Besides the above three centrality measures, quite a few other measures have been presented in recent years, such as diffusion centrality [27] , sociability centrality [28] , and BridgeRank [29] . In fact, all these basic measures can be applied into our comprehensive framework for evaluating the influences of nodes in a social network. For the sake of simplicity, we only take the three basic and representative centrality measures into consideration in this study.
Random Walk
Model. The random walk model is a special case of Markov chain, that is, a finite and time-reversible Markov chain. It arises in many models in mathematics and physics [30] . In the field of computer science, the rank walk is usually modeled in the following way: suppose there is a system with m states, and the initial probability distribution of these states is represented as π 0 = p 0 1 , p 0 2 , … , p 0 m . In this system, the states can be transited to each other. Specifically, if state i has different transition probabilities to other k states, the sum of these probabilities should be 1.0, that is, ∑ k j=1 p ij = 1, where p ij is the transition probability from state i to state j. The transition probabilities of all state pairs can be represented as a probability matrix of state transition, i.e., P. Thus, the random walk model can be clearly described through using matrix notations [31] . Let π t = p t 1 , p t 2 , … , p t m be the probability distribution of m states after walking t steps, then it can be iteratively calculated according to the initial distribution π 0 as below.
In fact, the random walk model can be easily applied to the directed graph [30] . For nodes in a directed graph, we can consider them as states. At the same time, the connection strength of a directed edge between two nodes is treated as transition probability. Once an initial distribution for all nodes is determined, the stationary distribution can be yielded finally through the finite-step transitions shown in (4).
Comprehensive Algorithm for Evaluating Node Influences
3.1. The Overall Framework. In the paper, we attempt to design a comprehensive algorithm for evaluating node influences by synthetically considering three basic and independent measures about influence. Thus, the three basic measures are the input data for further processing in our algorithm. Here, assume that the basic measures, such as C D , C B , and C C , are obtained by degree counting and path analysis on the given network according to (1), (2), and (3). As shown in Figure 1 , the procedure of comprehensively ranking nodes according to their influences can be divided into the following two steps: At the first step, for each basic measure, the metrics of all nodes are firstly regulated into the interval from 0 to 1. Then, the preference relation of each node pair is analyzed by comparing the metrics of two nodes in the pair. Based on the preference relations, a subgraph of the preference relation (also known as partial preference relation graph) can be built. In this graph, nodes are still the nodes in the original network, but each edge represents the preference relation of two nodes with respect to the given basic measure. Secondly, a complete preference relation graph is formed by adding l subgraphs together. In this paper, l is set to 3 because we mainly 3 Complexity combine three centrality measures (i.e., C D , C B , and C C ) together in our algorithm. Then, the complete graph is converted to a matrix, and the regulation is performed on it for further computation. Finally, a ranked list of nodes can be generated by applying a random walk on the complete model of preference relations.
It should be noted that, in this paper, only three basic centrality measures are taken into account in the algorithm. However, the above framework is a scalable model for evaluating node influences. That is, besides the basic measures, some other advanced measures can also be adopted in it. Each measure has its own advantages and limitations in representing the influences of nodes, so the complementarity should be considered when choosing the measures for use in our framework.
The Technical Details
3.2.1. Analysis on Partial Preference Relations. In order to address the technical details of our proposed algorithm, a small network (graph) is used as a running example. As shown in Figure 2 , the whole network consists of seven nodes and eight undirected edges. Intuitively, node 3 is the most influential node in this network, and node 1 is the second one. Node 7 should be the weakest one with respect to the influence or the ability of information spreading. Furthermore, node 5 has higher influence than node 7, but is lower than other remainders. However, the influences of nodes 2, 4, and 6 are difficult to distinguish only by subjective assessment.
According to the definitions in Section 2.2, three measures of each node in Figure 2 can be calculated and illustrated in Table 1 . For the measure of degree centrality (C D ), node 3 has the max degree (i.e., 4) and node 7's degree is just only one. If we rank nodes in accordance with this indicator, the order can be expressed as below: 3 ⟶ 1 ⟶ 2~4~5~6 ⟶ 7. Here, i⟶ j means node i has higher influence than node j, and i~j means nodes i and j have no significant difference in influence. Although the above ranking result about C D is consistent with the subjective and intuitive judgment, quite a few nodes have the same degree so that it is hard to provide an accurate order. For the running example in Figure 2 , it is difficult to distinguish nodes 2, 4, 5, and 6 in a strictly ordered relation.
With regard to the basic measure of betweenness centrality (C B ), node 3 also has the highest value, but the betweenness values of nodes 2 and 7 are both zero. The rank about C B is as follows:
Since the betweenness centrality mainly focuses on the connection feature of nodes and ignores the spreading breadth of node influences, the above rank has little conflict to the subjective result.
For the third measure, i.e., closeness centrality (C C ), it is defined as the inverse of farness, which in turn is the sum of distances from the current node to all other nodes. In this example, the rank of all seven nodes with respect to C C is 3 ⟶ 1 ⟶ 2~4~6 ⟶ 5 ⟶ 7. We can find that there are still quite a few nodes in the same order, such as nodes 2, 4, and 6 here.
As mentioned above, the basic measures of node influences merely reflect one aspect of information (or disease) spreading features and behaviors. On the other hand, it may be difficult to distinguish the order of some nodes due to the same metric values. In the paper, we present a new ranking algorithm by comprehensively considering the above Complexity three basic measures. The whole algorithm consists of two key steps: partial preference analysis and random walk on the complete preference graph.
To perform the analysis on partial preference relations, for each basic measure, it needs to judge the preferences between nodes in a network.
Definition 1 (preference relation). Given a measure of node influence, the preference on a pair of nodes can be modeled in the form of function Ψ N × N⟶ ℝ, where Ψ i, j > 0 means node i has stronger influence than node j. The preference function Ψ i, j is defined as the difference in influence measure between node i and node j.
Take the measure C D for example, the preference function can be expressed as Ψ i, j = C D i − C D j . For nodes 1 and 2 in Figure 2 , Ψ 1, 2 = C D 1 − C D 2 = 3 − 2 = 1; thus, node 1 is more preferable than node 2 for information spreading. However, for nodes 2 and 4, they are equal to each other because Ψ 2, 2 = 0. Of course, the above definition can also be applied to other two measures C B and C C in a similar way.
The value of Ψ i, j indicates the strength of preference, and a value of zero means that there is no preference between two nodes. Here, we set Ψ i, i = 0 for all i ∈ N.
Based on the above definition of preference relation, the partial preference graph for a given influence measure can be further defined as below.
Definition 2 (partial preference graph, PPG). Given a measure of node influence, if the preferences of all node pairs are analyzed, the partial preference graph PPG = N, E p with respect to the given measure can be constructed as follows: N is the set of nodes in the original social network, and E p represents the set of preference relations between nodes. Specifically, if Ψ i, j > 0, there is an edge from node i to node j and the weight of the edge is assigned with the value of Ψ i, j . For the sake of simplicity, if the preference of a node pair is zero, the corresponding edge is omitted in the graph.
Since the ranges of different measures are not identical, it is hard to merge them into a comprehensive model for ranking node influences. Thus, we normalize the values of each measure for all nodes firstly and then generate the corresponding partial preference graph (PPG). Finally, based on the PPG related to each kind of basic measures, the comprehensive preference graph can be built.
In our work, we adopt min-max normalization [32] to perform a transformation on the original data of each measure in Table 1 . The normalization formulation can be referred as
where υ is the original measure of a given node, and υ max and υ min are the maximum and minimum of such measure for all nodes in the network, respectively. Based on the above transformation, the original metrics in Table 1 can be converted to the new data shown in Table 2 .
For the measure of degree centrality (C D ), the partial preference graph and the corresponding matrix of this simple network are modeled in Figure 3 according to the normalized data in Table 2 . In the preference matrix (see Figure 3 (b)), if two nodes have no preference relation, the element related to these two nodes in the matrix is set to zero.
In a similar way, the partial preference graphs with respect to the other two measures (i.e., betweenness centrality and closeness centrality) are built and demonstrated in Figure 4 . Since the concerns of three basic measures are different, the generated PPGs according to these measures are not very consistent. Each measure has its own sense to judge the node's importance for information spreading and also ignores some aspects of influence measurement. For this reason, comprehensively considering the above three measures seems to be more rational than the separate application.
Comprehensively Ranking for Node Influences.
To perform the comprehensive evaluation of node influences, it is necessary to construct a model by combining three Definition 3 (comprehensive preference graph, CPG). For several PPGs about the same social network, the comprehensive preference graph CPG = N, E cp can be generated by the following rules: N is the same node set as the PPG and the original social network, and the preference on edge i, j ∈ E cp is formed by summing the preferences of this edge in all PPGs together. Specifically, for each edge i, j ∈ E cp , its preference Ψ cp i, j is calculated as follows:
where PPGs represents the number of PPGs, and Ψ k i, j is the preference of edge i, j in the kth PPG.
To deeply understand the definition of CPG, we use the PPGs about three different measures to illustrate the construction of CPG. Here, we denote the preferences of edge i, j in three PPGs as Ψ D i, j , Ψ B i, j , and Ψ C i, j , respectively. If the above preferences are concordant, Ψ cp i, j can be directly achieved by addition operation. For example, Ψ cp 1, 2 = Ψ D 1, 2 + Ψ B 1, 2 + Ψ C 1, 2 = 0 3334 + 0 2632 + 0 1456 = 0 7422. However, for the edge 1, 6 , the corresponding preference in PPG D and PPG C are discordant to that in PPG B . Thus, it needs to build one edge from node 1 to node 6 and another edge in the opposite direction, that is, Ψ cp 1, 6 = Ψ D 1, 6 + Ψ C 1, 6 = 0 3334 + 0 1456 = 0 4790, and Ψ cp 6, 1 = Ψ B 6, 1 = 0 2361. It is not hard to find, during the above construction procedure of CPG, that all three PPGs are regarded as equally important. In the real application scenarios, if some basic measures need to be considered differently, the overall preference of edge in CPG can be defined as 6 Complexity weight of the kth basic measure (or PPG). In general, if a measure needs to be considered as a key indicator, a high value is assigned to w k accordingly, otherwise a small value. Obviously, in the generated CPG, the sum of the outgoing edges from a node may be not equal to 1.0. To facilitate the latter operations, we firstly regularize the CPG according to the following regularization.
Definition 4 (regularized CPG, CPG r ). Given a CPG, suppose there are τ outgoing edges from node i, then the preference of any edge (i.e., Ψ cp i, j 1 ≤ j ≤ τ ) from such node can be regularized as below. Accordingly, the transformed CPG is denoted as regularized CPG.
Based on the above definition, the final regularized and comprehensive preference graph (i.e., CPG r ) of the running example can be constructed in Figure 5 (a). Meanwhile, the matrix form of CPG r is illustrated in Figure 5 (b). Obviously, in each row of the comprehensive preference matrix M, the sum of preference values is equal to 1.0. In other words, the matrix M satisfies the basic property of the Markov chain.
As mentioned earlier, the random walk model can be applied to the directed graph to make scientific decisions about ranking. In this paper, we apply random walk to the comprehensive preference graph to rank the node influences in a social network. In the application, each node is attached with an important factor, and the preference between two nodes is considered as the transition probability of node importance. Here, our goal is to obtain a relatively stable probability distribution over nodes through the iterations in random walk, where the probability is interpreted as the importance or influence of each node. Since the probability of node reflects its importance or influence, the final stable probability distribution can be used to rank nodes.
For the example social network, the rank of seven nodes can be generated through applying random walk to its regularized CPG or the corresponding matrix M (refer to Figure 5 ). Initially, seven nodes in the graph are considered equally; that is, the importance of each node is set to 1/7. Thus, the initial vector reflecting nodes' importance (or influences) can be represented as π 0 1/7, 1/7, 1/7, 1/7, 1/7, 1/7, 1/7 . Then, the vector of node influences can be iteratively updated as below.
When step number t reaches 10, the achieved importance distribution of seven nodes is π 10 = ⌈2.2246e − 11, 7.1884e − 09, 0.0000e + 00, 6.0979e − 11, 1.2118e − 08, 2.4453e − 11, 1.2488e − 07⌉. For the generated vector, the 7 Complexity node with a lower value means it has a better rank position. Therefore, the rank of seven nodes with respect to the influences is R = 3, 1, 6, 4, 2, 5, 7 , i.e., 3⟶ 1⟶ 6⟶ 4 ⟶ 2⟶ 5⟶ 7. With reference to the social network in Figure 2 , the above ranking result reasonably reflects the influences or importance of nodes in it.
3.3. Algorithm Description. Based on the above technical framework and example illustration, here we further address the rank algorithm for node influences based on preference analysis and random walk (here abbreviated as PARW-Rank (Algorithm 1)).
The algorithm takes three basic measures and step number of random walk iteration as the input data and outputs the sorted sequence of nodes about their influences. In lines 1-6, the partial preference graph is generated according to the preference relation in each basic measure. For three basic measures C D , C B , and C C , the corresponding PPGs are represented in the form of matrixes, that is, M D , M B , and M C , respectively. Subsequently, three PPGs are combined together to form a comprehensive preference graph (on line 7). In fact, this mergence procedure can be implemented by matrix operations. The matrix of CPG (i.e., M sum ) can be viewed as the weighted sum of M D , M B , and M C . In this paper, the weights of three basic measures are equal to each other. Of course, the CPG (or M sum ) should be regularized before the application of random walk (line 8). During the process of random walk, an initial vector π 0 is prepared firstly. In this vector, the probability of each node is set to 1/n, where n is the total number of nodes in the given social network. Subsequently, the iterations of random walk are performed on the regularized CPG (in lines [10] [11] [12] . Finally, on line 13, the rank of nodes (R) is achieved by sorting the probability vector, which is output from the random walk procedure.
Experimental Analysis
4.1. Experimental Data and Setup. In order to validate the effectiveness of our proposed algorithm for evaluating node influences, six public social networks are adopted in the experimental analysis. The basic features of these networks are shown in Table 3 , where n and e represent the node number and edge number in the network, respectively. In addition, k and k max are the average and maximum degrees of node, respectively. These networks are available on two public dataset websites (http://wiki. gephi.org/index.php/datasets, http://www.cs.bris.ac.uk/~steve/ networks/peacockpaper).
The ARPA (Advanced Research Projects Agency) network [33] is a distributed computer network system, in which there are 21 computer terminals and 26 links between them. The second network (denoted as ChenNet here) is provided by Chen et al. in [11] . Their work is also on the topic of evaluating node influences, so the network is suitable for the experimental analysis in the paper. Karate is the well-known Zachary karate club network. The network captures 34 members of a karate club and contains 78 pairwise links between members of the club [34] . PolBooks (with 105 nodes and 441 edges) is a network of books about US politics published around the 2004 presidential election and sold by the Input: (1) the degree measures (C D ) of all nodes in the given network;
(2) the betweenness measures (C B ) of all nodes;
(3) the closeness measures (C C ) of all nodes; (4) the step number (Τ) of iterations in random walk. Output: The rank (R) of nodes in the social network. 1. for each basic measure in C D , C B , C C do 2. apply the min-max normalization to convert the current measure vector; 3. analyze the preference relation of each node pair; 4. build a partial dependence graph (PPG) based on the above preference relations; 5. represent current PPG to the corresponding matrix, i.e., M D , M B or M C ; 6. end for 7. combine three basic PPGs together to form a CPG, its matrix (M sum ) is the weighted sum of M D , M B and M C ; 8. apply the regularization on each row in M sum to form a regularized matrix M; 9. set π 0 = 1/n , 1/n , ⋯, 1/n as the initial probabilities for n nodes in network; 10. for t is from 1 to Τ do 11. apply rule π t = π t−1 M to update the vector of probability; 12. end for 13. generate the ranking (R) of node influences by sorting π Τ in ascending order; 14. return R;
Algorithm 1: PARW-Rank Algorithm. In order to perform comparative analysis, our algorithm and other three algorithms based on basic measures were all implemented in Java programming language on the Eclipse platform with JDK1.7. The experiments were employed on an Intel Core i5 CPU 3.2 GHz machine with 4 GB RAM running Windows 7.
SIR Model.
To verify the correctness and rationality of our algorithm, it needs a reference rank of nodes about their influences to perform the evaluation. Here, we also use the results of the Susceptible-Infected-Recovered (SIR) epidemic model [35] as the expected rank for evaluation. In the SIR model, each node is in one of three statuses, i.e., susceptible (S), infected (I), and recovered (R). During the epidemic spreading on networks, set S contains the individuals (or nodes) susceptible (not yet infected) to the disease; set I includes the nodes that have been infected and are able to spread the disease to susceptible individuals; and set R contains the nodes that have been recovered and will never be infected again.
At each step, for each infected node, one of its susceptible neighbors will be randomly infected with probability α (in our experiments, we set α = 1). At the same time, every infected node has a chance (β) to be recovered. Once the node is recovered, it will not be infected again and no longer infect other susceptible nodes. In our work, the recovering probability β = 1/<k > , where <k > is the average degree of a given network. The spreading process will terminate if there is not any infected node in the network.
For each time of simulation, the total number of infected and recovered nodes of a given initially infected node can be counted. After Τ rep repeated trials, the influences of each initial node can be collected, and the expected rank of all nodes in the network can be further achieved. In our experiments, Τ rep is set to 1000 to calculate the statistical influences of each node.
Evaluation Metrics.
While evaluating the node influences, both our proposed algorithm and three basic methods produce a ranked list of nodes. Hence, the precision of influence evaluation should be measured by analyzing the similarity between the generated rank and the SIR modelbased simulation result. Here, we refer to two metrics in the field of information retrieval to show the precision of each evaluation method.
Suppose R is the ranked list generated by an influence evaluation method, andR is the excepted rank list of nodes according to the SIR model, the P k metric for ranking problem can be redefined as follows.
where R k is the sublist of the former k elements of R, R k ∩R k returns the size of the common elements appearing in both R k andR k , and k can be set to a value within the range from 1 to the length of the ranked list. Further, the average precision (AP) can be defined as the average of P k, that is,
where n is the total number of elements in the ranked list. For the problem in this paper, it refers to the number of nodes in the given social network.
Besides the measure of AP, we also adopt the Kendall rank correlation coefficient (KRCC) to judge the consistency of two ranked lists, i.e., the generated rank and the excepted rank.
where n c is the number of concordant pairs between the two ranked lists, and n d is the number of discordant pairs-if the preference relation of the two nodes in the pair is consistent for both lists, it is called a concordant pair, otherwise it is discordant.
In our experiments, the rank of the SIR model-based simulation was used as the expected result, and the above two metrics between the ranked list of each method and the excepted rank were calculated, respectively. Figure 6 , the ranking results of both three basic methods and our algorithm are all generated and illustrated in Table 4 . To facilitate the comparison, the excepted rank based on the SIR model is also listed here.
Based on the results shown in Table 4 , we can find that both the C C -based method and our PARW-Rank algorithm can achieve the highest AP value (i.e., 0.73). For the other metric, KRCC, although the corresponding value of the C C -based method is the best (0.59), the result on such metric of our algorithm is still higher than those of the C D -based and C B -based methods.
Briefly speaking, the result of the PARW-Rank algorithm is as good as or worse than that of the C C -based method for two metrics, respectively. However, its performance is obviously better than those of the other two basic methods for the ARPA network. Therefore, PARW-Rank can still be considered as an effective method for evaluating node influences. Figure 7 is designed by Chen et al. in [11] ; here, we use it as a benchmark network to evaluate the effect of node influence 9 Complexity ranking algorithms. Taking the rank generated by the SIR model as the expected result (refers to Table 5 ), our PARW-Rank algorithm obviously outperforms the other three basic methods in the metrics of both AP and KRCC.
The Result of the ChenNet Network. The network in
For the metric of AP, PARW-Rank's value is 0.82 and is the best one in all four methods. The APs of the C D -based and C C -based methods are both 0.73, so the performances of these two methods for ranking node influences are lower than that of our algorithm. The worst is the C B -based method; the corresponding AP value is only 0.64.
While considering the other metric, i.e., KRCC, the preference order about ranking precisions of all four methods is generally similar to the case of metric AP. Our PARW-Rank algorithm still wins the best result (i.e., 0.68), and the Figure 6 : Topological structure of the ARPA network. 10 Complexity results of the C C -based and C D -based methods are 0.55 and 0.54, respectively. The worst one, the result of the C B -based method, is only 0.49. In summary, for the network (denoted as ChenNet) in reference [11] , our comprehensive ranking algorithm can generate a more precise result than the other three basic methods for evaluating node influences in a network.
The Results of the Other Four Networks.
Similarly, the comparison is also performed on the remaining four social networks and the corresponding results are listed in Table 6 .
For network Karate, the APs of our PARW-Rank algorithm and the C C -based method are both 0.72, and the corresponding values of the C D -based method and C B -based method are 0.70 and 0.67, respectively. Obviously, the dominance relation of these four methods with respect to AP is PARW-Rank~C C ≻ C D ≻ C B , where symbol "~" means two methods are comparable and "≻" represents a superiority relation (i.e., be better than). While considering the other metric (i.e., KRCC), the best value is the result (0.48) of our PARW-Rank algorithm, and the worst is the result of the C B -based method, i.e., 0.40. In addition, the K RCCs of the C D -based method and C C -based method are 0.43 and 0.42, respectively. Hence, the order of four methods with respect to KRCC is PARW-
For network PolBooks, the best method for evaluating node influences is our PARW-Rank algorithm. The metrics AP and KRCC of this algorithm are 0.55 and 0.09, respectively. The second one is the C D -based method, whose AP and KRCC are 0.54 and 0.08, respectively. The next is the C B -based method, and its AP is the same as that of the C D -based method, but its KRCC is only 0.06. Although the KR CC of the C C -based method is also 0.06, its AP is the lowest one in all four methods, that is, only 0.53. Therefore, the dominance relation of four methods can be expressed as
For the third network, i.e, Airlines, the best one is still the PARW-Rank algorithm. Two evaluation metrics (i.e., AP and KRCC) of this algorithm are 0.61 and 0.36, respectively. Although the KRCC of the C D -based method is also 0.36, its AP is 0.60 and is worse than that of PARW-Rank. For metric AP, the corresponding values of the other two methods (C B -based method and C C -based method) are 0.60 and 0.59, respectively. Thus, the order of the four methods with respect to this metric is PARW-Rank≻C D ≻ C B ≻ C C . For metric KRCC, the values of the C B -based and C C -based methods are 0.30 and 0.33, respectively. Therefore, the dominance relation for this metric is PARW-
For the last network Email, the APs of PARW-Rank, the C D -based method, and the C C -based method are the same, i.e., 0.56. The corresponding value of the C B -based method is 0.55. Hence, for metric AP, the relation of these four methods is PARW-Rank C D~CC ≻ C B . With regard to the other metric (KRCC), the values of PARW-Rank and the C D -based method are both 0.22, and the C C -based method's value is 0.21. The worst is the C B -based method, and its value is only 0.20. It is easy to see that the order of these methods about KRCC is PARW-
Summary on Experimental
Results. Based on the above results, we can summarize the dominance relation of the four methods and demonstrate the results in Table 7 . In most cases, PARW-Rank can win the first place or share the first place with C D or C C for precisely identifying influential nodes in a social network. The only one exception appears in network ARPA for metric KRCC. In such case, PARW-Rank is worse than the C C -based method, but is still better than the C D -based and C B -based methods.
Specifically, for the metric of AP, the PARW-Rank algorithm is better than the other three methods for networks ChenNet, PolBooks, and Airlines. At the same time, PARW- 
Complexity
Rank is comparable to the C C -based method for networks ARPA and Karate and is also comparable to the C D -based method in the case of network Email.
For the other metric issue (KRCC), except of the abovementioned exception case, the PARW-Rank algorithm outperforms the other three methods for networks ChenNet, Karate, and PolBooks. For the rest two networks, PARW-Rank is comparable to the C D -based method.
Based on the experimental analysis of the real-life six networks, we can conclude that our comprehensive ranking algorithm (PARW-Rank) achieves the better effectiveness than do the three basic methods for evaluating node influences in a social network.
Discussions
5.1. Threats to Validity. Threats to construct validity regard the relation between theory and observation. In this study, we focus on the design of a new algorithm for comprehensively evaluating the influences of nodes in a social network. The SIR epidemic model [35] was used to generate the reference rank of nodes. Some other epidemic models, such as SI and SIS [36] , have also been adopted for the influential node identification. Thus, the use of them may give different results. Although the average precision (AP) and Kendall rank correlation coefficient (KRCC) are two well-known evaluation metrics for comparing two different ranked sequences, there are still some other metrics available for this purpose. Based on these metrics, the experimental results have the potential to change.
Threats to external validity regard the generalization of our results in other situations. As mentioned in Section 3.1, although only three basic centrality measures are used in our framework to rank influential nodes, the measures in the framework can be flexibly replaced. When applying other basic measures into our algorithm, the experimental results have not been deeply investigated in the current research. On the other hand, six public social networks are adopted in the experiments to validate the effectiveness of our proposed algorithm. Having more social networks, especially the networks with larger sizes, can strengthen the scalability of the algorithm.
Threats to internal validity regard factors that could influence our experimental results. We have carefully inspected the implementation code of our algorithm to ensure the reliability of experimental results. In this study, we treat the three basic measures equally in the algorithm. In fact, each of these basic measures may play a different role in identifying the influential nodes. Assigning different weights to them may produce different results.
Potential Extension of the Algorithm.
As pointed out in the above subsection, our algorithm faces a potential threat in scalability. The threat comes mainly from two aspects: one is the problem of computation overhead, and the other is the robustness of the computation result.
In our algorithm, both PPG and CPG are represented by the matrix. For a large-sized social network, the corresponding matrix of PPG or CPG has a large dimensional number accordingly. In general, a matrix with high dimensions will lead to the heavy computation overhead about matrix manipulation. Since the subsequent random walk is performed on the matrix of CPG, the computation cost will obviously increase if the size of the social network becomes large. To ensure the lightweight computation in our algorithm, it is necessary to build the reduced versions of PPG and CPG for the large-sized social network.
As shown in (4), for a social network with n nodes, the final distribution vector can be represented as π t = p t 1 , p t 2 , … , p t n . Obviously, for any two elements p t i and p t j in π t , the difference between them becomes narrow as the size of the social network (i.e., n) increases. When the size becomes very large, the corresponding difference will be very small. As a consequence, the ranking result will become very sensitive. From this perspective, it is also necessary to effectively control the size of CPG.
Here, we provide a preliminary solution for large-scale networks as follows. Suppose f basic measures are adopted in the algorithm, then for each measure m i 1 ≤ i ≤ f , we can select the top k nodes from the given social network.
Here, the set of the partial nodes is denoted as S topk m i . The top k can set as a ratio of the size of the social network in practice, such as 5% or 10%. Then, for all measures, the union set of S topk m i 1 ≤ i ≤ f can be calculated as S topk = ∪ f i=1 S topk m i . Subsequently, the PPG can be built based on S topk for each basic measure, and the final reduced CPG can be generated accordingly. Obviously, the cardinality of S topk is far less than the size of the social network. Therefore, the influential node identification based on the reduced CPG can save a lot of computation cost. Table 7 : The summary of the effects of four methods for ranking node influences.
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Meanwhile, the approximate treatment will not cause a significant impact on identifying the most influential nodes.
Related Work
Nowadays, the Internet has been applied to all aspects of our lives. Accordingly, the interactions between individuals on the Internet are becoming more and more frequent and plentiful, that is, the so-called social network [1] . Since it plays a great role in the economic, social, and even security activities in the real world, it is very necessary to understand the mechanisms such as community, evolution, and information propagation behind the social network. At the earlier stage, the research concerns mainly focused on the static features and structures of social network [6] . For example, the power-law distribution of node degree was discovered as an important property for most networks [37] . On the other side, the distance between each node pair was also analyzed. The results have exhibited a phenomenon of small world, which means the individuals in a network can reach to each other in relatively few steps [38] . Furthermore, the effect of node clustering was measured by the metrics such as the clustering coefficient. Meanwhile, some algorithms about community discovery were proposed to understand the connection strength between nodes in a network [39, 40] .
Besides the above static features, the dynamic issues, such as network evolution, information diffusion, and cascading failure, can help researchers to better explore the rules behind social networks. In recent years, the problem of identifying influential nodes has attracted wide attention [41] [42] [43] . The influence of a node is usually reflected by the ability of spreading information. Remarkably, centrality has been viewed as an important indicator for information spreading, and quite a few centralities have been defined [44] . Since the nodes with higher degree usually have stronger ability of information spreading, the degree of node is viewed as a centrality (i.e., degree centrality [16] ) to characterize the importance of node in a network. The significant advantage of this measure lies in that it can be obtained easily. However, it takes only one step into consideration for evaluating the information-spreading ability of a node. As a result, its precision is limited in most cases. Moreover, the enhanced versions, such as semilocal centrality [11] and node diversity [45] , were also proposed for identifying influential nodes in networks. Although these measures can provide more accurate prediction, they only consider the information spreading from a local point of view. In fact, for evaluating the diffusion or propagation of information, the topological information of whole network (i.e., global metrics) should be taken into account.
Since the nodes with high betweenness often play the role of gateway in a social network, the betweenness is viewed as an important indicator for measuring the informationspreading ability of a node. Thus, the betweenness centrality [16, 17] was defined for identifying influential nodes in the past. However, this metric only considers the bridging function of the node, but fails to consider its outward diffusion capability. In order to consider the diffusion speed of information, the closeness centrality [16] , which is defined based on the distance from the given node to other nodes, was introduced to make up for the shortcomings of betweenness centrality. In addition, some other centralities such as Physarum centrality [46] and tunable path centrality [47] were also proposed based on the paths of node pair. It is not hard to find that all above methods have to compute the paths between nodes in the networks, so the overhead is greatly higher than the local metrics such as degree centrality. On the other side, these path-based metrics may be useful to evaluate the information diffusion speed and the importance of the node, but it is not very good at describing the breadth of information spreading. In the paper, we merge the local metrics (e.g., degree centrality) and global metrics (e.g., betweenness centrality and closeness centrality) together to construct a preference relation model (i.e., comprehensive preference graph) for ranking node influences. Because our PARW-Rank algorithm takes the above three typical metrics into account, it can obtain much better performance.
As a classical algorithm for ranking Web pages, PageRank [48] has achieved great success in the applications of the search engine. Intuitively, it can be adopted for evaluating the influences of node in a social network, which has been confirmed by some previous studies [42, 49] . Furthermore, Lü et al. [50] proposed a simple variant of PageRank to identify influential spreaders in directed networks. In the improved model named LeaderRank, a ground node connected with every other node by a bidirectional link is introduced into the original network, and then the random walk process is applied to rank nodes according to their influences [51] . The experimental results show that LeaderRank can produce more stable ranking results and has the faster convergence speed than PageRank does. Although all these PageRank-based methods use the random walk algorithm, they perform the ranking on the original social networks. By contrast, our PARW-Rank algorithm applies the random walk technique on the comprehensive preference graph (CPG) rather than the original social network to rank node influences. In our algorithm, although the CPG has the same node set as the original network, the directional edges in CPG represent the preference relations, which are determined by combining three basic centralities (i.e., degree centrality, betweenness centrality, and closeness centrality) together. In other words, the rank of nodes in our algorithm is not directly based on the topology of the network but according to the new generated preference model.
In recent years, some comprehensive ranking methods for evaluating the influences of node have been presented. Wei et al. [52] proposed a new centrality measure for the weighted network based on the Dempster-Shafer evidence theory [53] , in which the degree and strength of every node are both taken into consideration. This method only focuses on the local structure of the network. On the other hand, it is used for the weighted network, whereas our algorithm is for the basic social network. As a multiple-attribute decisionmaking (MADM) technique, TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) has been successfully applied to solve some typical decision-making problems [19, 20, 28, 54] . To identify influential nodes, this technique 13 Complexity was introduced to rank the nodes in a network according to their influences [25, 26] . Different from the random walk technique, TOPSIS belongs to the category of static ranking. Therefore, in theory, the ranking result of TOPSIS will be not as good as that of the random walk-based method. By and large, combining several centrality measures to generate a comprehensive rank is a promising solution to evaluate node influences. At the same time, our comprehensive algorithm based on preference analysis and random walk has a good theoretical basis. In addition, the experimental results confirm that it achieves much better performance than the single centrality measure does.
The influence maximization is a very relevant problem to the influential node identification. It aims at finding a subset of key users that maximize their influence spread over a social network [24, 55] . At present, a series of algorithms have been developed for this problem. Among them, there are two typical categories: one is from a community-based perspective and the other is from an evolutionary computation perspective. Since the community structure in social networks plays an important role in tracking the local spread of influence, some effective algorithms, such as INCIM [56] and CoFIM [57] , have been proposed to model the influence propagation by exploiting the community structure. On the other side, some typical evolutionary algorithms, such as GA [58] , SA [59] , and PSO [60] , are also employed to find the most influential nodes in a social network. However, both community detection and evolutionary search are timeconsuming operations in general. As a consequence, the efficiency of these algorithms is a typical weakness. In addition, some other mathematical tools, such as game theory [61] and mathematical programming [62] , have been used to solve the influence maximization problem. Strictly speaking, this problem has a difference from ours, but these mathematical models can provide us with potential inspiration to create a new solution for the influential node identification.
Conclusion
With the rapid development of Internet technology and Web media, social network, as a new communication platform, has penetrated into our lives and played an important role. It has affected all aspects of our lives, especially in the aspects of information diffusion, public sentiment analysis, and so on. Accordingly, it is very necessary to investigate the social network from both aspects of static structure and dynamic behavior. While considering the dynamic behaviors of a network, information diffusion between nodes is an important exemplification [63] . Therefore, the evaluation on node influences becomes a key and challenging problem.
In order to identify the influential nodes in a social network with high precision, a comprehensive evaluation model is proposed in the paper. In our model, three basic and representative centralities are taken into consideration. For each basic centrality measure, a partial preference graph (PPG) is built according to the preference relations of node pairs. Then, the comprehensive preference graph (CPG) is generated by merging the above three PPGs together. Thus, the linkage between two nodes in CPG can reflect the overall preference information of three representative centralities. Subsequently, the random walk technique is performed on the CPG to rank the nodes in network according to their influences. Besides the running example, six public social networks, such as Arpa, Karate, and PolBooks, are taken as benchmarks to validate the effectiveness of our proposed evaluation algorithm. The experimental results confirm that our comprehensive algorithm based on preference relation and random walk has the obvious advantages than the three basic ranking methods.
Although our PARW-Rank algorithm has exhibited its good performance and robustness for identifying influential spreaders in a social network, there are still some valuable and interesting problems that deserve further exploration. For example, we will adapt our algorithm to rank the spreaders in the weighted social network. In addition, how to analyze the influences of nodes in a dynamic (or mobile) social network is also an attractive research topic.
