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INTRODUCTION
The perception of a brieﬂy ﬂashed target stimulus fol-
lowed by a mask can be strongly impaired or, depend-
ing on the mask and the stimulus-onset asynchrony, 
the  stimulus  can  be  easily  detectable.  Theories  of 
visual masking explain the impaired perception typi-
cally by an erosion of the target information, be it by 
temporal fusion, interruption or suppression through 
competition.  In  feature  inheritance,  however,  the 
mask inherits a property of the target stimulus (e.g. 
Herzog & Koch, 2001). For example, a vernier, a tilted 
line, or a bar in apparent motion are presented for 
a short time and followed immediately by a grating 
comprising a small number of straight elements. The 
grating is perceived as offset, tilted, or moving. The 
perceived  distortion  (e.g.  tilt)  is  much  smaller  than 
the actual property of the target. The target stimu-
lus itself remains largely invisible. This effect cannot 
be easily explained by a simple temporal fusion since 
the property of the mask is only slightly distorted and 
the effect lasts for mask presentation times of about   
300  ms.  Moreover,  when  target  and  mask  are  very 
different  in  orientation,  both  appear  visible  (shine 
through). Thus, feature inheritance demonstrates that 
stimulus properties can act upon the properties of a 
following stimulus.
The mechanism responsible for feature inheritance 
is still unclear, but some recent work addressed its 
neural correlate. Zhaoping (2003) explains feature 
inheritance  by  lateral  ﬁgure-ground binding in V1
and shows that a vernier followed by a grating con-
sisting of a few elements results in only one or two 
saliency peaks at the border of the grating, whereas 
a  grating  with  several  elements  results  also  in  a 
saliency peak at the center, suggesting no feature 
inheritance but shine through. However, the actual 
decoding of this saliency information into a percept 
or a decision has not been modeled and it remains 
open in how far V1 saliency is responsible for the 
perception  of  an  offset  or  tilt.  We  have  recently 
developed  a  computational  model  to  explain  most 
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explore the inﬂuence of memory and feedback
connections in feature inheritance. We ﬁnd that
the presence of feedback loops alone is sufﬁcient
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purpose than to explain feature inheritance. We 
suggest that feedback is an important property 
in visual perception and provide a description of 
its mechanism and its role in perception.
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of the temporal phenomenology of feature inherit-
ance  (Ma,  Hamker,  &  Koch,  2006).  We  varied  the 
duration of target and mask presentation and tuned 
the parameters of the model to be consistent with 
observations. According to the model, a subsystem 
creates an inert hypothesis about the stimulus which 
is then tested against the later input. Cells further 
downstream, related to object perception, only ﬁre
when the hypothesis is conﬁrmed. We will call this a
strong hypothesis testing model. Although the model 
can  account  for  several  observations,  the  hypoth-
esis-testing subsystem was speciﬁcally designed to
explain feature inheritance. While this approach is 
typical for most computational models, fundamental 
insights can only be achieved if a model generalizes 
to other phenomena. Thus, we here apply a model 
of visual attention to the paradigm of feature inher-
itance  to  gain  further  insight  into  general  mecha-
nisms  of  visual  perception.  This  model  contains  a 
mechanism of weak hypothesis testing by means of 
feedback, which implements feature-based attention 
and  goal-directed  search  and  resolves  ambiguities 
(Hamker,  2005a;  Hamker,  2005b;  Hamker,  2006). 
Weak hypothesis testing refers to the rule according 
to which feedback is not necessary for brain areas 
to  process  the  stimulus-driven  feedforward  signal. 
Feedback only modulates processing.
Object substitution theory proposes that masking 
is a consequence of ongoing recurrent interactions 
between  different  levels  of  the  cortical  hierarchy   
(Di Lollo,  Enns, & Rensink, 2000; Enns, 2002). The 
first stimulus is initially processed in a feedforward 
sweep. This sweep activates neurons at high levels 
which project back to earlier levels. With respect to 
feature inheritance, the features of a target can be 
incorporated into the activation pattern of a follow-
ing mask if both are similar (Enns, 2002). At this 
level of abstraction, our model is very similar, if not 
identical,  to  object  substitution  theory.  However, 
one  key  idea  of  the  object  substitution  theory  is 
that perception requires a confirmation of the per-
ceptual  hypothesis  by  comparing  the  hypothesis 
at the higher level with the ongoing activity at the 
lower level (Enns, 2002; Di Lollo et al., 2000). The 
exact mechanism of this comparison is critical, and 
requires a clear definition. Although, feedback has 
been emphasized in several models of visual per-
ception,  its  exact  mechanism  significantly  differs 
across these models. In the computational model of 
object substitution (CMOS) the input into the higher 
area is defined as the sum of feedback and feedfor-
ward (Di Lollo et al., 2000). A summation predicts 
the activation of cells at an early level by feedback 
from higher levels and thus, both, the actual signal 
and  the  top-down  hypothesis  are  simultaneously 
activated at an early level.
Several approaches treat vision as a generative 
process (Mumford, 1992; Olshausen & Field, 1997; 
Rao,  1999).  According  to  this  paradigm,  feedback 
represents the predicted image and the feedforward 
signal the residual image which is obtained by sub-
tracting the predicted image from the input image. 
A good match between the internal hypothesis and 
the actual input results in a weak feedforward signal 
and a mismatch in a strong signal. Thus, feedback 
primarily serves to “explain away” the evidence by 
suppressing  the  activity.  This  approach  has  been 
primarily  used  for  the  learning  of  receptive  ﬁelds
and object recognition. Its relevance for masking or 
feature inheritance has not been explored so far. 
Our  approach,  which  shows  some  similarity  to 
adaptive  resonance  (Grossberg,  1980),  interactive 
activation models (McClelland & Rumelhart, 1981), 
Bayesian belief propagation and particle ﬁltering (Lee 
& Mumford, 2003), predicts an enhancement if both 
signals are consistent with each other by increasing 
the gain of the feedforward signal. If both signals 
are not consistent no enhancement occurs, i.e., no 
gain  change  takes  place.  Perception  in  our  model 
can  be  actively  guided  by  an  internal  hypothesis, 
but a match between the visual observation and the 
internal hypothesis is not required for the activation 
of visual areas (weak hypothesis testing approach). 
Thus, a purely sensory-driven activation (with and 
without feedback) is sufﬁcient to activate all model
areas.  Due  to  competitive  interactions  irrelevant 
information is inhibited (Hamker, 2004), similar as 
in the Biased Competition framework (Desimone & 
Duncan, 1995). We have termed this interaction of 
the top-down or feedback with the feedforward sig-
nal as population-based inference (Hamker, 2005a; 
Hamker,  2005b),  since  it  implements  an  inference 
operation but differs in several aspects from a true 
Bayesian approach. In the following we will brieﬂy
introduce the model of attention and its mechanism 
of  feedback.  We  then  apply  different  versions  of 
the model to simulate a typical feature inheritance 
experiment  and  derive  conclusions  about  the  role 
of feedback and memory in visual perception. The 
fact that human subjects can under some conditions 
report a masked, brieﬂy ﬂashed stimulus has lead
to two alternative interpretations (Smith, Ratcliff, & 
Wolfgang, 2004). In the ﬁrst one, stimulus properties
get encoded in visual short-term memory (VSTM), Simulations of mechanisms causing the phenomenon of feature-inheritance
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and its content represents the input for the decision 
process. In the second one, the decaying iconic trace 
provides the input for decision making. We will also 
discuss a third alternative. Here, memory provides 
a top-down signal which modiﬁes the properties of
visual areas. The decision however, is still based on 
the content of the iconic trace. We call this approach 
active hypothesis testing.
We  are  speciﬁcally interested in the question if
memory-based, active hypothesis testing is required 
for feature inheritance to occur, or if passive hypoth-
esis testing by feedback, is sufﬁcient. Thus, we have
tested ﬁve different models, two where perception is
only sensory-driven, and three where perception is 
hypothesis-driven. We obtain an internal hypothesis 
by memorizing a representation of the stimulus at 
different  times.  From  the  two  models  of  sensory-
driven perception, one can be categorized as pas-
sive  hypothesis  testing,  since  it  contains  feedback 
but no external top-down signal. In the other one, 
we removed feedback. 
METHODS
Systems-level model of attention
Our  model  of  attention  is  an  extension  of  an  ear-
lier  model  (Hamker,  2003;  Hamker,  2004;  Hamker, 
2005a), which has been strongly constrained by sev-
eral  electrophysiological  observations  and  anatomy. 
The present version operates with real input images. 
It has been applied on tasks such as object detection 
in  natural  scenes,  change  detection,  visual  search, 
and feature-based attention (Hamker, 2005b; Hamker, 
2005c; Hamker, 2006). Since it has been extensively 
described in Hamker (2005b) we here give only a brief 
overview with emphasis on the relevant aspects for 
feature inheritance.
The  model  consists  of  visual  areas  V4,  infero-
temporal (IT) cortex, prefrontal areas that contain 
the frontal eye ﬁeld (FEF) for saccade planning and
more ventrolateral parts for implementing functions 
of working memory (Fig. 1). If we present a visual 
scene to the model, features such as color, intensity 
and orientation are computed from the image. We 
will here consider only the orientation channel. 
Search in this model can be goal directed since 
IT  receives  feature-specific  feedback  from  the 
prefrontal memory (PFmem) cells. Feedback from 
the IT in turn increases the gain of the cells in V4. 
Because of the growing receptive filed size from V4 
to IT many V4 cells receive feedback from a single 
IT cell. 
The planning of an eye movement is implemented 
as  follows.  The  FEF  visuomovement  (FEFv)  neurons 
receive afferents from V4 and IT. The input activity at 
each location is summed across all dimensions (e.g. 
color, orientation). The ﬁring rate of FEF visuomove-
ment cells represents the saliency and task relevance 
of a location. The FEF movement cells compete for the 
selection of the strongest location. If a FEF movement 
cell exceeds a threshold, an eye movement is indicat-
ed. In the simulation of the feature inheritance effect 
the model is set into ﬁxation by a continuous inhibition
of the movement cells.
Population-based inference
We have developed a population-based inference ap-
proach to implement the top-down guidance of vision 
by  internal  expectations.  Decision  making  involves 
uncertainty arising from noise in sensation and the ill-
posed nature of perception. Thus, alternative interpre-
tations should be represented until a decision is found. 
Such constraints can be well handled by a population 
code. It offers a dual coding principle. A feature is rep-
resented by the location of a cell i within the popula-
tion, and the conspicuity of this feature is represented 
Figure 1. 
Model for visual attention. First, information about the con-
tent and its low level stimulus-driven salience is extracted. 
(Stimulus-driven saliency, however, will not be crucial for 
the results obtained here.) This information is sent further 
downstream to V4 and to IT cells which are broadly tuned 
to  location.  A  target  template  is  encoded  in  PF  memory 
(PFmem) cells. Feedback from PFmem to IT increases the 
strength of all features in IT matching the template. Feed-
back from IT to V4 sends the information about the target 
downwards to cells with a higher spatial tuning. FEF vis-
uomovement (FEFv) cells combine the feature information 
across all dimensions and indicate salient or relevant loca-
tions in the scene. The FEF movement (FEFm) cells com-
pete for the target location of the next eye movement. The 
activity of the FEF movement cells is also sent to V4 and IT 
for gain modulation. However, in all simulations we set the 
model to ﬁxate, which results in a suppression of the FEF
movement activity. The IOR map is not used for the experi-
ments simulated here.
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by the ﬁring rate r i. The change of the ﬁring rate is
described by the following differential equation:
τ
τ
d
d
r I I I r a I i i i i i
inh = + + − + ( )
↑ ↔ ↓ .  (1)
The conspicuity represents the accumulated evi-
dence and reflects stimulus-driven saliency as well 
as task relevance. The input is a result of bottom-
up input I↑ a modulated by lateral I↔ and top-down     
influence. Iinh represents a weighted sum of all the 
activity in the population. Thus, (ri + a)Iinh leads to 
a  competition  among  the  cells,  such  that  a  gain 
enhancement for some cells results in a mild sup-
pression for other cells. The suppression depends 
on  the  activity  ri  and  on  the  parameter  a  (e.g.,   
a = 0.1).
I↓ deﬁnes how the integrated stimulus representa-
tion is continuously updated using prior knowledge 
in form of generated expectations. The idea is that 
all mechanisms act directly on the processed vari-
ables and modify their conspicuity. Thus, attending 
a certain feature or a location in space enhances the 
probability of a feature being detected. 
The  integrated  representation  of  the  bottom-up 
observation  Ii
↑  and the top-down expectation   r i  is 
obtained by a gain modulation of the bottom-up ob-
servation. If the observation is similar to the expec-
tation the conspicuity (ﬁring rate) of the integrated
representation is increased by
I I A r wr i i i i i
↓ ↑
+
= ⋅ − 


 max( ) %.  (2)
As long as the maximal activity within the popu-
lation  is  lower  than  a  threshold  (e.g.  A=1),  the 
feedback signal   r i  effectively increases the gain. On 
the population level, however, the local gain mecha-
nism can result in the distortion of the population 
response and thus in a misperception. Figure 2 illus 
trates three different cases obtained by simulations 
using additional noise. When the expectation ideally 
matches  the  observation  (case  1),  the  integrated 
stimulus representation reﬂects primarily an increase
in conspicuity. When the expectation only partially 
matches  the  observation  (case  2),  the  population 
response is distorted and reﬂects a compromise be-
tween the observation and the expectation. This is 
different from a Bayesian inference approach, where 
Figure 2. 
Population-based inference using three different expectations. The x-axis represents the feature space such as orientation, and 
the y-axis represents the ﬁring rate of the cells. (1) When the expectation is equal to the observation, the conspicuity of the
integrated stimulus representation is enhanced as compared to the unmodulated reference. (2) A partial overlap of expectation 
and observation results in the distortion of the population response into the direction of the expectation. However, the distorted 
response still primarily encodes the information from the observation. (3) When the expectation is much different, the integrated 
stimulus representation is largely unchanged.
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the estimated response can also primarily follow the 
expectation, if the probability density distribution for 
the expectation is very narrow and the one for the 
observation is very broadly tuned. When the expec-
tation is much different from the observation (case 
3), the top-down signal has almost no direct inﬂu-
ence on the population response. Thus, feedback in 
population-based  inference  is  a  weak  form  of  hy-
pothesis testing. In the simulation results shown in 
Fig. 2 the top-down expectation is independent from 
the bottom-up input and not connected within a loop 
as it is in the model. When both are connected with 
each other and no additional permanent top-down 
input exists, the integrated population response will 
ﬁnally reﬂect the observation if we wait sufﬁciently
long enough. 
We have recently shown that our population based 
inference approach is general enough to explain also 
spatial effects such as the shift and shrinkage of re-
ceptive ﬁelds in area V4 prior to saccade (Hamker & 
Zirnsak, 2006).
Simulation of the feature-
inheritance experiment
We used a similar experimental procedure as Herzog 
and Koch (2001). The original sequence of images 
presented to the model is shown in Figure 3. The 
target  is  visible  for  30  ms  (simulation  time)  fol-
lowed by a grating for another 300 ms. After 330 
ms the input switches to a gray image, allowing us 
to simulate the decay of activity as well. It has been 
earlier suggested that some aspects of masking de-
pend  on  principles  related  to  the  Gestalt  (Herzog, 
Ernst, Etzold, & Eurich, 2003). Since our model does 
not contain comprehensive algorithms for grouping, 
we omit simulations with different numbers of bars 
in the mask and focus primarily on the orientation 
similarity of the target and the mask. Thus, we var-
ied the relative orientation of the target to the mask 
using 12 different target orientations (0°, 5°, 10°, 
15°, 20°, 25°, 30°, 40°, 45°, 50°, 55°, 60°).
The model has been set to avoid overt and covert 
shifts of spatial attention. The only mechanisms ac-
tive  are  all  feedforward  connections,  feature-based 
feedback from PFmem to IT and from IT to V4. The 
PFmem cells are typically used for goal-directed visu-
al search. They hold a target template which changes 
the gain of IT cells throughout a trial. In the simula-
tion of sensory-driven perception the PFmem cells can 
be activated but the pattern is not memorized and 
the neural activation changes with the input. Since 
perception might activate an internal hypothesis used 
to guide the visual system (Lleras, Rensink, & Enns, 
2005; Hamker, 2005a), we simulate three conditions 
where the IT activation is memorized in PFmem cells 
for an ongoing active hypothesis testing. We used a 
memorization at 100-120 ms, 140-160 ms and 180-
200 ms. After this memorization period the content of 
the PFmem cells is not subject to change and continu-
ously inﬂuences IT activity.
Decision making
Our model allows us to simulate the temporal course 
of activity in different brain areas. In order to close 
the gap between a continuous time varying signal 
and a ﬁnite decision of a human subject we will use
a  simple  neural  decision  model,  which  reads  out 
the population response in the orientation channel 
and determines if the mask is perceived as tilted or 
not. Models of decision making that accumulate the 
evidence over time have a long tradition in math-
ematical psychology leading to several models. For 
an overview see Smith and Ratcliff (2004) as well as 
Usher and McClelland (2001) and for a comparison 
of models refer to Ratcliff and Smith (2004). Despite 
many differences the general idea is very similar. All 
models accumulate the evidence from a time-vary-
ing input signal and stop when a criterion is reached 
such as the crossing of a threshold. In most deci-
sion  making  simulations  the  input  of  the  model  is 
Figure 3. 
 
We used images of 300x300 pixel in size, where each bar is 
26x6 pixel in size. A target stimulus was presented for 30 
ms followed by a mask shown for 300 ms. After the mask, 
a blank image was presented to the model. The relative 
orientation of the target to the mask was varied (0°, 5°, 
10°, 15°, 20°, 25°, 30°, 40°, 45°, 50°, 55°, 60°) to inves-
tigate the dependency of feature inheritance on the simi-
larity in the feature space.
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not  a  true  time-varying  signal  but  obtained  from 
probability distributions. Our model is similar to the 
leaky,  competing  accumulator  model  of  Usher  and 
McClelland (2001). However, Usher and McClelland 
(2001) simplify the input of their model to ensure a 
convergence by setting the sum of all inputs equal 
to one. The differences of our model to theirs are 
primarily required by the constraint that we directly 
use the neural activity in model IT to determine the 
evidence for either choice. 
Subjects  probably  learn  what  information  is  rel-
evant  in  a  particular  experimental  situation.  In  our 
model, we select the relevant information by weight-
ing the activity, distributed across the feature space, 
with a Gaussian (Fig 4). In order to keep this selection 
process simple, we hold the parameters ﬁxed for all
simulations. The parameters have been determined to 
allow a robust decision between tilt and no tilt. Thus, 
the weight of the projection from a cell i encoding the 
orientation of the stimulus to a cell j involved in the 
decision is
w e ij
u c i j
=
−
2
2 2σ ,  (3)
where ui is the preferred orientation of the cell i and cj 
is the center of the Gaussian relative to the orientation 
of the mask (ctilt = 6°; cno tilt = -3°; σ = 10° |tilt = 1,   
no tilt = 2). The input for each choice is then
I w r w r
I w r w r
i i
i
i i
i
i i
i
i i
i
1 1 2
2 2 1
= −
= −
∑ ∑
∑ ∑
IT IT
IT IT ,  (4)
following the common approach that the evidence for 
one choice reduces the evidence of the other choice 
(Mazurek, Roitman, Ditterich, & Shadlen, 2003). The 
accumulated evidence is computed  within  a  laterally 
connected set of two neurons r1 and r2:
τ
τ
d
dt
r t I k w r t a w r t w r t r t
d
dt
r t
1 1 1 1 1 2
2
( ) ( ) ( ) ( ) ( )
(
= + ⋅ ( )+ ⋅ ⋅ − ⋅ ⋅
+ + −
) ) ( ) ( ) ( ) ( ) = + ⋅ ( )+ ⋅ ⋅ − ⋅ ⋅
+ + − I k w r t a w r t w r t r t 2 2 2 2 1
  (5)
with k = 1.5: w+ = 4; w– = 0.1; a = 0.04;  τ = 50 
and an initial value of r1(0) = r2(0) = 0.1. The cell 
that ﬁrst crosses a threshold (γ = 0.45) determines 
the decision and the time of the crossing represents 
the internal reaction time (excluding the time for the 
overt response). Our model converges in all cases to 
a ﬁnal decision, even when the evidence during a pe-
riod of time is very similar for each choice. Since we 
primarily want to use this model as a tool to evaluate 
the  encoded  information  in  the  model  of  attention, 
the simulations of the decision process are performed 
without additional noise. 
RESULTS
We simulated ﬁve different models, (1) sensory-driv-
en without feedback, (2) sensory-driven with feed-
back (passive hypothesis testing), and three versions 
of  active  hypothesis  testing  (3)  hypothesis-driven 
with  memory  encoding  between  100-120  ms,  (4) 
hypothesis-driven  with  memory  encoding  between 
140-160 ms, and (5) hypothesis-driven with memory 
encoding between 180-200 ms. For each model we 
ran 12 trials with a varying orientation offset between 
target and mask (0°, 5°, 10°, 15°, 20°, 25°, 30°, 
40°,  45°,  50°,  55°,  60°).  In  the  simulation  of  the 
model without feedback the cells in IT ﬁre less vigor-
Figure 4. 
Accumulation of sensory evidence and decision. The neural activity in the orientation channel provides the sensory evidence about 
the presented visual scene. We weighted this activity with respect to the preferred orientation of the cells using a Gaussian function 
to determine the speciﬁc evidence for the decision “tilt” and “no tilt”. The present selected, sensory evidence for one hypothesis is
subtracted from the selected, sensory evidence for the other hypothesis. The accumulated evidence in the competing accumulator 
model is compared to a decision threshold (dashed line) to obtain the ﬁnal decision.
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ously (Fig 5). However, more important appears the 
general trend that the peak activity is shifted to the 
orientation of the target when we compare the model 
without feedback to other models. At an orientation 
offset of about 45° or more, a second peak in the 
population response emerges. We did not test if our 
decision model can detect this peak since the alter-
native choice is poorly deﬁned, but it appears that
in this case the target is either successfully masked 
or shines through the mask. Without feedback, the 
information  of  the  target  is  erased  at  100-150  ms 
depending  on  the  orientation  offset,  whereas  with 
feedback  the  information  erases  between  150-200 
ms after target onset. Thus, the memorization of the 
Figure 5. 
Population activity in IT from target onset to mask offset in three different model conditions, sensory-driven perception without feed-
back, sensory driven perception with feedback and hypothesis-driven feedback with the memorizing a target template at 180-200 ms 
after target onset. The numbers on the left indicate the orientation offset of the target stimulus with respect to the mask.
O
r
i
e
n
t
a
t
i
o
n
Time 
50 100 150 200 250 300
30
50
70
90
110
130
150
170
O
r
i
e
n
t
a
t
i
o
n
30
50
70
90
110
130
150
170
O
r
i
e
n
t
a
t
i
o
n
30
50
70
90
110
130
150
170
10°
20°
O
r
i
e
n
t
a
t
i
o
n
30
50
70
90
110
130
150
170
O
r
i
e
n
t
a
t
i
o
n
30
50
70
90
110
130
150
170
30°
45°
55°
No feedback
Time 
50 100 150 200 250 300
No memory
Time 
50 100 150 200 250 300
Memory at 180-200 ms118
http://www.ac-psych.org
Fred H. Hamker
neural response at different times leads to less target 
information in memory with increasing time (Fig 6A). 
Moreover, for all three models of hypothesis-driven 
perception, large orientation offsets lead to little or 
no inﬂuence of the target information on the popu-
lation encoded in memory since only the strongest 
population enters memory. According to the ﬁrst ap-
proach to the perception of masked visual stimuli, the 
memory content represents the input of the decision 
(Smith et al., 2004). Thus, this model predicts the 
perception of relatively strong tilts (Fig 6A). In many 
cases, the perceived tilt is about half of the veridical 
tilt, which is not consistent with the typical observa-
tion (Herzog & Koch, 2001).  
If  we  now  consider  the  third  approach  to  the 
perception of masked visual stimuli where memory 
modiﬁes visual areas we observe for all three models
that the IT activity is permanently distorted towards 
the target orientation (Fig 6B). The strength of the 
distortion  depends  on  the  content  in  memory  and 
thus on the time of memory encoding. Furthermore, 
the  tilt  is  only  relatively  small.  Thus,  the  late  re-
sponse in hypothesis-driven perception is dominated 
by the mask but slightly distorted towards the tar-
get, if target and mask orientation are sufﬁciently
similar to each other.
The present results suggest that feature inherit-
ance  requires  hypothesis-driven  perception  (active 
hypothesis testing) where memory permanently dis-
torts the response in IT. The effect also occurs on the 
level of V4 but to a lesser degree. However, we did 
not look at the properties of the second approach to 
the perception of masked visual stimuli, in which the 
decaying iconic trace feeds the perceptual decision. 
A  sustained  distortion  of  the  population  response 
might not be necessary, if we consider that a percep-
tual choice is made by the accumulation of evidence. 
Thus, we fed the evidence for a tilted and non-tilted 
neural  response  into  a  model  of  decision  making 
and determined the response and time of decision 
(Fig. 7). The perception of a tilt is an indicator for 
feature inheritance. No tilt either reﬂects complete
masking  or  shine  through.  In  the  sensory-driven 
perception without feedback no tilt of the mask has 
been  detected.  In  the  sensory-driven  perception 
with  feedback,  however,  the  model  responds  the 
perception of a tilt for an orientation difference of 
15°-30°. The model of hypothesis-driven perception 
with  memory  encoding  between  180-200  ms  and 
the one with memory encoding between 140-160 ms 
(not shown) respond almost equal in decision and 
response time than the model of sensory-driven per-
ception with feedback (passive hypothesis testing). 
If the memory encoding occurs earlier in time (100-
120 ms), the model predicts the perception of a tilt 
from an orientation offset of 10°-45°. The difference 
between the two models of sensory-driven percep-
tion has not been obtained by a clever adjustment 
of the decision threshold. For all orientations, in the 
model without feedback the accumulated evidence 
Figure 6. 
Encoded orientation information in the population activity at 300 ms after target onset with respect to the veridical orienta-
tion. The decoding of the encoded orientation in the population response has been done with a simple population vector 
method (Dayan and Abbott, 2001). (A) Decoded orientation relative to the mask in the PFmem cells. The memorization of 
the IT activity at different times reﬂects the sustained inﬂuence of the brieﬂy presented target on the population response.
The sustained inﬂuence is orientation dependent. If the orientation of target and mask differ strongly the information from
the target is not memorized. Only when the memorization of the IT activity occurs at 100-120 ms, a target stimulus of an 
orientation offset of 40° or larger largely distorts the population. For orientation differences up to 30° some information of 
the target is still encoded by the population. (B) The population response in IT receives a small but sustained distortion, if 
a template has been memorized and used for top-down guidance. In the models with no memory or without feedback the 
information from the target stimulus has faded away at 300 ms after target onset. Note, the y-axis in panels A and B scales 
differently.
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for a tilted grating was never close to the threshold. 
Thus, feedback appears necessary and sufﬁcient for
feature inheritance to occur, of course, depending on 
the timing and similarity of target and mask.
With respect to the decision time our model pre-
dicts clear differences depending on the similarity 
between target and mask. A model without feed-
back  predicts  the  shortest  reaction  time  if  target 
and mask are identical and a linear increase if the 
similarity  decreases.  However,  at  an  intermediate 
level of similarity the decision time decays again. 
The pattern of a model with feedback looks differ-
ently.  Here,  decision  times  with  an  intermediate 
similarity, these where feature-inheritance occurs, 
are predicted to be very short. The reason is that 
feedback of the target is incorporated into the mask. 
Thus, our model predicts reaction time decreases, 
if target and mask are similar. This has not been 
tested in the feature inheritance paradigm so far.   
DISCUSSION
With regard to the role of VSTM in the perception of 
masked visual stimuli we do not find support for the 
first explanation according to which the content of 
VSTM provides the input of the decision, since our 
model VSTM predicts the perception of a strong tilt 
(Fig. 6a). Although this effect varies with the time 
of memory encoding, the encoding at 180-200 ms 
still  predicts  the  perception  of  a  relatively  strong 
Figure 7. 
Perceptual decision based on the accumulated sensory evidence in four different models. In the model without feedback the model 
predicts no tilt in all conditions. The models with feedback, either with or without memory predict the perception of a tilt, depending 
on the orientation offset. The decision time for the perception of a tilt is in most conditions very fast.
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tilt. Our results are more consistent with the idea 
that  the  iconic  trace  provides  the  input  for  deci-
sion  making,  either  with  or  without  the  influence 
of VSTM. The observation that the perception of a 
tilt or offset varies largely across subjects (Herzog 
& Koch, 2001) might depend on their decision cri-
terion. Subjects which are trained in fast decision 
making, such as playing ball games might use a low 
threshold and thus they perceive an influence of the 
target.  In  subjects  using  a  conservative  criterion 
(high threshold), the mask dominates the decision 
and the subject does not perceive the tilt, or the 
target  presentation  times  have  to  be  longer.  This 
view  of  perceptual  decision  making  is  similar  to 
masked response priming which can also be mod-
eled by a neural accumulation process (Vorberg et 
al., 2003).
Somewhat  surprisingly  is  our  observation  that 
feedback-loops  alone  are  sufﬁcient to lead to fea-
ture-inheritance.  Although  the  information  of  the 
target disappears at about 150-200 ms after target 
onset,  feedback  holds  the  target  information  suf-
ﬁciently long to inﬂuence the decision with respect
to the perceived orientation. We do not claim that 
feature inheritance necessarily occurs at the level of 
IT and V4. Our proposed feedback mechanism is a 
general mechanism of feedback and also acts from 
V2 to V1 and V4 to V2. Consistent with observations, 
the model predicts that feature inheritance only oc-
curs within a limited range of an orientation differ-
ence between target and mask. Since we only used 
20 cells to represent the orientation space and did 
not  tune  the  width  of  the  population  response  the 
exact range might be slightly different, e.g., subjects 
reported  feature  inheritance  if  elements  are  tilted 
by 7° (Herzog & Koch, 2001).  At the level of the 
decision,  the  model  of  sensory-driven  perception 
does not fundamentally differ from the model of hy-
pothesis-driven  perception.  However,  the  model  of 
sensory-driven perception without feedback does not 
provide sufﬁcient evidence for a feature-inheritance
effect.  From  our  analysis  we  cannot  exclude  that 
other  mechanisms  than  feedback  can  also  account 
for feature-inheritance. The strength of our approach 
rather lies in its generality. Our model was designed 
for a completely different purpose, but nevertheless, 
without modiﬁcation, it shows a feature-inheritance
effect. We acknowledge that a comprehensive dem-
onstration of the role of feedback in feature inher-
itance  requires  more  simulations  and  perhaps  also 
changes  in  the  model,  but  at  present,  it  appears 
important to us to identify general, universal mecha-
nisms of perception as compared to specialized mod-
els tuned to a single experimental paradigm, such as 
our earlier model (Ma et al., 2006). Our model ap-
pears also consistent with the observation of a trace 
carried over a sequence of invisible elements (Otto, 
Öğmen, & Herzog, 2006). Other experiments have 
revealed that the locus of spatial attention inﬂuences
feature  inheritance  (Sharikadze,  Fahle,  &  Herzog, 
2005). Offsets at the attended edge of the grating 
inﬂuence performance whereas offsets of non-at-
tended  elements  do  not  show  a  strong  inﬂuence.
This is probably not easy to test with orientations, 
since local orientation differences typically pop-out. 
However, these results provide additional constraints 
for models of feature inheritance.
The  present  discussion  about  models  of  visual 
perception is dominated by extremes such as purely 
feedforward models and models that require reen-
trant  processing  already  at  intermediate  levels  of 
visual processing. Our model provides a compromise 
between  these  extremes.  It  supports  the  feedfor-
ward sweep hypothesis (Lammé & Roelfsema, 2000; 
Rousselet, Thorpe, & Fabre-Thorpe, 2004), since no 
attention or other top-down signals are required for 
a  stimulus  being  processed.  Feedback  can  lead  to 
the accumulation of further evidence by enhancing 
a speciﬁc subset of the neuronal activity or by indi-
rectly suppressing other activity. From the anatomi-
cal point of view feedback connections are as promi-
nent as feedforward connections (Rockland, Saleem, 
& Tanaka, 1994). Furthermore, feedback can act as 
fast as 10 ms (Hupé, James, Girard, Lomber, Payne, 
& Bullier, 2001). Given that a ﬁnal decision typically
requires to integrate information over time, there is 
little room for a decision purely based on feedforward 
evidence. We rather suggest the following scenario: 
Perceptual decisions are based on the accumulation 
of evidence over time. If the feedforward sweep of 
processing provides no conﬂicting information, the
accumulation of evidence can be very fast and only 
little  recurrent  processing  takes  place.  Indeed  our 
framework  of  population-based  inference  predicts 
that the feedback signal is less effective if the neuro-
nal activity is already high. Conﬂicting evidence slows
down the decision process, but reentrant processing 
enhances  the  relevant  information  and  suppresses 
the  irrelevant.  Exhaustive  reentrant  processing  is 
not  a  prerequisite  for  detection  and  recognition. 
However,  reentrant  processing  automatically  kicks 
in and facilitates perception. Thus, a comprehensive 
model of the time course of visual perception should 
consider the role of feedback.Simulations of mechanisms causing the phenomenon of feature-inheritance
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Other phenomena, such as the change of tempo-
ral perception, might also depend on feedback. Our 
model predicts a decrease in the time for a percep-
tual  decision,  if  target  and  mask  are  similar.  Two 
aspects of our model seem to be primarily involved 
in this speed up. First, the reentrant connections in 
the visual areas and second, the integration of the 
relevant features for the perceptual decision. Present 
evidence  suggests,  that  not  the  pure  similarity  of 
features,  but  the  task  relevance  of  the  features  is 
the cause of enhanced processing speed (Scharlau & 
Ansorge, 2003; Enns & Oriet, 2007; Scharlau, 2007). 
Thus, it appears that the integration of the relevant 
features, i.e. the evidence, is the crucial process in-
volved  in  the  increase  of  processing  speed.  In  the 
present version of our model the deﬁnition of which
features are relevant is predetermined. It would be 
very interesting to explore how learning could lead 
to an automatic selection of relevant features for a 
given task.
Feedback might also be crucial for the relatively 
long duration of iconic memory, a high-capacity form 
of  storage,  lasting  for  at  least  a  few  hundred  mil-
liseconds  (Coltheart,  1983).  Iconic  memory  seems 
to  be  essential  for  visual  awareness  (Koch,  2004), 
probably  by  providing  the  substrate  for  the  collec-
tion of evidence. This transfer from iconic memory 
to visual awareness is not understood so far. It is not 
clear if integration alone (sensory-driven perception) 
is sufﬁcient or if a form of active hypothesis testing
is required, as suggested by inattentional blindness 
experiments  (Mack  &  Rock,  1998).  The  fact  that 
passive hypothesis testing seems to be sufﬁcient to
explain  feature  inheritance  by  our  model  does  not 
exclude the possibility that at a higher level, such as 
the transition to awareness, active hypothesis test-
ing is required. However, is appears unlikely that a 
strong form of hypothesis testing occurs early in the 
visual pathway.
Since  our  model  is  very  simple  with  respect  to 
the shape of objects the present version does not al-
low  strong  predictions  in  other  masking  paradigms. 
However,  since  classical  models  of  backward  mask-
ing  (Breitmeyer,  1984;  Breitmeyer  &  Öğmen,  2000; 
Öğmen, Breitmeyer, & Melvin, 2003) are based on local, 
lateral connections, it might be interesting to further 
explore the role of feedback in masking. Object substi-
tution theory provides a ﬁrst important step into this
direction. However, object substitution is at present a 
more general framework and it requires a clear deﬁni-
tion  of  many  underlying  computational  mechanisms. 
Our model could lead to a partial reﬁnement of object
substitution,  since  we  have  given  evidence  that  the 
mechanism of feedback can be well described as a gain 
increase on the feedforward signal. Anyway, more de-
tailed neural models with feedback appear a promising 
tool to further study the role of feedback in masking.
Acknowledgements
Fred Hamker has been supported by the Deutsche 
Forschungsgesellschaft (DFG-Project HA2630/4-1).
References
Breitmeyer, B. G. (1984). Visual masking: an integra-
tive approach. New York: Oxford University Press.
Breitmeyer,  B.  G.,  &  Öğmen,  H.  (2000).  Recent 
models  and  ﬁndings in visual backward masking:
a  comparison,  review,  and  update.  Perception  & 
Psychophysics, 62, 1572-1595. 
Coltheart,  M.  (1983).  Iconic  memory.  Philosophical 
transactions of the Royal Society of London. Series 
B, Biological sciences, 302, 283-294. 
Dayan,  P.,  &  Abbott,  L.  (2001).  Theoretical  neuro-
science, Cambridge, MA: MIT Press.
Desimone  R,  &  Duncan  J.  (1995).  Neural  mecha-
nisms  of  selective  attention.  Annual  Review  of 
Neuroscience, 18, 193-222. 
Di  Lollo,  V.,  Enns,  J.  T.,  &  Rensink,  R.  A.  (2000). 
Competition for consciousness among visual events: 
the psychophysics of reentrant physical processes. 
Journal of Experimental Psychology: General, 129, 
481-507.
Enns, J. T. (2002). Visual binding in the standing wave 
illusion.  Psychonomic  Bulletin  &  Review,  9,  489-
496. 
Enns J. T., & Oriet C. (2007). Visual similarity in mask-
ing and priming: The critical role of task relevance. 
Advances in Cognitive Psychology, 3, 211-240.
Grossberg, S. (1980). How does the brain build a cog-
nitive code? Psychological Review, 87, 1-51. 
Hamker, F. H. (2003). The reentry hypothesis: link-
ing eye movements to visual perception. Journal of 
Vision, 11, 808-816. 
Hamker, F. H. (2004). A dynamic model of how feature 
cues guide spatial attention.  Vision Research, 44, 
501-521. 
Hamker, F. H. (2005a). The reentry hypothesis: The pu-
tative interaction of the frontal eye ﬁeld, ventrolateral
prefrontal cortex, and areas V4, IT for attention and eye 
movement. Cerebral Cortex, 15, 431-447. 
Hamker, F. H. (2005b). The emergence of attention by 
population-based inference and its role in distributed 
processing  and  cognitive  control  of  vision.  Journal 
for Computer Vision and Image Understanding, 100, 122
http://www.ac-psych.org
Fred H. Hamker
64-106.
Hamker,  F.  H.  (2005c).  A  computational  model  of 
visual  stability  and  change  detection  during  eye 
movements in real world scenes. Visual Cognition, 
12, 1161-1176. 
Hamker,  F.  H.  (2006).  Modeling  feature-based  at-
tention  as  an  active  top-down  inference  process. 
BioSystems, 86, 91-99. 
Hamker, F. H., & Zirnsak, M. (2006). V4 receptive ﬁeld
dynamics as predicted by a systems-level model of 
visual attention using feedback from the frontal eye 
ﬁeld. Neural Networks, 19, 1371-1382.
Herzog, M. H., & Koch, C. (2001). Seeing properties 
of an invisble object: Feature inheritance and shine-
through.  Proceedings  of  the  National  Academy  of 
Sciences, 98, 4271-4275. 
Herzog, M. H., Ernst, U. A., Etzold, A., & Eurich, C. 
W. (2003). Local interactions in neural networks ex-
plain global effects in Gestalt processing and mask-
ing. Neural Computation, 15, 2091-2113. 
Hupé, J. M., James, A. C., Girard, P., Lomber, S. G., 
Payne,  B.  R.,  &  Bullier,  J.  (2001).  Feedback  con-
nections act on the early part of the responses in 
monkey visual cortex. Journal of Neurophysiology, 
85, 134-145. 
Koch,  C.  (2004).  The  quest  for  consciousness:  a 
neurobiological  approach.  Englewood,  Colorado: 
Roberts and Company Publishers.
Lammé, V. A. F., & Roelfsema, P. R. (2000). The dis-
tinct  modes  of  vision  offered  by  feedforward  and 
recurrent processing. Trends in Neurosciences, 23, 
571-579. 
Lee, T. S., & Mumford, D. (2003). Hierarchical Bayesian 
inference in the visual cortex. Journal of the Optical 
Society of America. A, Optics, image science, and 
vision, 20, 1434-1448. 
Lleras, A., Rensink, R. A., & Enns, J. T. (2005). Rapid 
resumption  of  interrupted  visual  search.  New  in-
sights on the interaction between vision and memo-
ry. Psychological Science, 16, 684-688. 
Ma, W. J., Hamker, F. H., & Koch, C. (2006). Neural 
mechanisms  underlying  temporal  aspects  of  con-
scious  visual  perception.  In  H.  Öğmen  &  B.  G. 
Breitmeyer  (Eds.),  The  ﬁrst half second: The mi-
crogenesis and temporal dynamics of unconscious 
and  conscious  visual  processing.  (p.  275-294). 
Cambridge, MA: MIT Press.
Mack, A., & Rock, I. (1998). Inattentional blindness. 
Cambridge, MA: MIT Press.
Mazurek, M. E., Roitman, J. D., Ditterich, J., & Shadlen, 
M. N. (2003). A role for neural integrators in percep-
tual decision making. Cerebral Cortex, 13, 1257-69. 
McClelland, J. L., & Rumelhart, D. E. (1981). An inter-
active activation model of context effects in letter 
perception:  Part  1.  An  account  of  basic  ﬁndings.
Psychological Review, 88, 375-407.
Mumford,  D.  (1992).  On  the  computational  archi-
tecture of the neocortex. II. The role of cortico-
cortical  loops.  Biological  Cybernetics,  66,  241-
251. 
Öğmen, H., Breitmeyer, B. G., & Melvin, R. (2003). The 
what and where in visual masking. Vision Research, 
43, 1337-1350. 
Olshausen, B. A., & Field, D. J. (1997) Sparse coding 
with an overcomplete basis set: a strategy employed 
by V1? Vision Research, 37, 3311-3325. 
Otto, T. U., Öğmen, H., & Herzog, M. H. (2006). The 
ﬂight path of the phoenix – the visible trace of invis-
ible elements in human vision. Journal of Vision, 6, 
1079-1086. 
Rao, R. P. (1999). An optimal estimation approach to 
visual perception and learning. Vision Research, 39, 
1963-1989. 
Ratcliff,  R.,  &  Smith,  P.  L.  (2004).  A  comparison  of 
sequential sampling models for two-choice reaction 
time. Psychological Review, 111, 333-367. 
Rockland, K. S., Saleem, K. S., & Tanaka, K. (1994). 
Divergent feedback connections from areas V4 and 
TEO in the macaque. Visual Neuroscience, 11, 579-
600. 
Rousselet,  G.  A.,  Thorpe,  S.  J.,  &  Fabre-Thorpe,  M. 
(2004).  How  parallel  is  visual  processing  in  the 
ventral pathway? Trends in Cognitive Sciences, 8, 
363-370. 
Sharikadze, M., Fahle, M., & Herzog, M. H. (2005). 
Attention and feature integration in the feature 
inheritance  effect.  Vision  Research,  45,  2608-
2619. 
Scharlau, I., & Ansorge, U. (2003). Direct parameter 
speciﬁcation of an attention shift: evidence from
perceptual  latency  priming.  Vision  Research,  43, 
1351-1363. 
Scharlau,  I.  (2007).  Temporal  processes  in  prime-
mask interaction: Assessing perceptual consequenc-
es  of  masked  information.  Advances  in  Cognitive 
Psychology, 3, 241-255.
Smith,  P.  L.,  &  Ratcliff,  R.  (2004).  Psychology  and 
neurobiology  of  simple  decisions.  Trends  in 
Neurosciences, 27, 161-168. 
Smith,  P.  L.,  Ratcliff,  R.,  &  Wolfgang,  B.  J.  (2004). 
Attention orienting and the time course of percep-
tual  decisions:  response  time  distributions  with 
masked  and  unmasked  displays.  Vision  Research, Simulations of mechanisms causing the phenomenon of feature-inheritance
123
http://www.ac-psych.org
44, 1297-1320. 
Usher,  M.,  &  McClelland,  J.  L.  (2001).  The  time 
course of perceptual choice: the leaky, competing 
accumulator  model.  Psychological  Review,  108, 
550-592. 
Vorberg, D., Mattler, U., Heinecke, A., Schmidt, T., & 
Schwarzbach, J. (2003). Different time courses for 
visual  perception  and  action  priming.  Proceedings 
of the National Academy of Sciences of the United 
States of America, 100, 6275-6280. 
Zhaoping L. (2003). V1 mechanisms and some ﬁgure-
ground  and  border  effects.  Journal  of  Physiology, 