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 The surface response method is similar to the regression analysis method which uses 
procedures or ways of estimating the response function regression model based on the 
Ordinary Least Square (OLS) method. Unfortunately, using the quadratic method has no 
drawbacks because it is easily sensitive to assumption deviations due to outlier cases. One of 
the solutions to the outlier problem is using robust regression. The method of parameters in 
the regression is very diverse, but the methods used in this study are the Least Trimmed 
Square (LTS) and MM-estimator methods because both methods have a high breakdown point 
of nearly 50%. The variables studied were the response variable consisting of red roselle plant 
height (Y1) and red roselle flower weight (Y2). While the independent variables were soil 
moisture factor (X1) and NPK fertilizer application factor (X2). The purpose of this study is to 
estimate the response surface regression parameters. using the LTS and MM-estimator 
methods on data that contains outliers. The resulting model in data analysis shows the same 
result that the best model is using the LTS estimation method. The modeling result of plant 
height obtained an R-Square value of 98,27% with an error is 1,243. Meanwhile, for the red 




















The experiment is an activity that is often carried out in all fields of science and knowledge, especially 
science and technology. The purpose of the experiment is to obtain output results or get new information 
and insights from the data source or the existence of the experiment being carried out, to then produce new 
scientific studies that can later be used as research material. The term experimental design is usually very 
commonly used when referring to experiments in mathematics. The experimental design is a pattern or form 
of the experiment that is carried out for observation, both random observations and consecutive 
observations (Jensen, 2017). In the study of experimental design science, there is a statistical analysis 
method known as the response surface methodology or the response surface method. 
The response surface method is a combined method of mathematics and statistics used to model a 
response, in this case, it is usually the quality of a product that is influenced by certain variables to optimize 
the response (Shemi & Procter, 2018). So it can be said that this method makes use of the results of the 
experimental design and uses the help of statistics to find the optimal value of a response. The optimum 
response is obtained when the response variable is stated as y, whose value is influenced by n predictor 
variables 𝑋1, 𝑋2, . . . , 𝑋2, it can be assumed that the variable can be explained by a polynomial regression 
model in a certain area (Peroumal et al., 2019). The response surface method was first introduced around 
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the beginning of 1951 and until now it is still widely used in the world of research, especially in the 
industrial sector. The response surface method is similar to the regression analysis method that uses 
procedures or ways of estimating response function regression model parameters based on the OLS method 
(Sawale et al., 2020). 
The OLS method is a method that is usually used to estimate parameter values in the second-order 
response surface method equation. Unfortunately, using the OLS method has drawbacks due to easy errors 
in assumptions due to outliers or outlier cases. The existence of outliers in the data can result in a greater 
error in the value and variance of the data (Zhang & Ato Xu, 2017). Rousseeuw & Hubert, (2018) introduce a 
robust regression method that can be used to solve outlier cases in data and produce a strong model for 
outliers. The method of estimation parameters in the regression is very diverse, but the ones used in this 
study are the Least Trimmed Square (LTS) and MM-estimator (Method of Moment) methods. Previous 
research on LTS was conducted by (Wulandari et al., 2013) and MM-estimator by (Yuliana et al., 2014) 
where their statements stated that each person has advantages and disadvantages. Both of these parameter 
estimation methods are used because they both have quite high breakdown points of almost 50%. The 
breakdown point value shows a measure of the robustness of an estimator parameter (Rousseeuw & Hubert, 
2018).  
 
B. LITERATURE REVIEW 
This article contains the application of the LTS and MM-estimator response surface regression analysis 
to overcome the outlier cases of plant height and flower weight of red rosella plants. Rosella plants have 
been known since 1922 as hedges, ornamental plants, and fiber-producing plants by Indonesians. Rosella 
plant has now become a plant that is in great demand by the people of Indonesia because various products 
can be produced from both flowers and stem fibers so that this plant has experienced a fairly high increase 
in cultivation. The plant variety from the Malvaceae family that is commonly cultivated is the roselle plant 
with red flower petals with the Latin name H. sabdariffa var. Sabdariffa (Winarti and Firdaus, 2010). The 
events that affect the growth of roselle plants and their development are very complex, among others, 
influenced by plant factors themselves and environmental factors. Environmental factors usually include 
water factors, light factors, air humidity factors as well as factors from temperature, planting distance, 
nutrient content, and so on. Several other environmental factors that are thought to affect the growth and 
yield of red roselle flower production are the regulation of soil moisture and the dose of NPK fertilizer given. 
Because several factors influence and also affect more than one response, the regression analysis 
method using the response surface method is used. This method is widely used to find levels of predictors 
that are thought to optimize the responses being studied. The advantage of the response surface method is 
that it does not require too much data so that the optimum response conditions can be obtained in not too 
long and the costs are minimum (Yu et al., 2019). In addition to the first-order modeling experiment, in 
conditions where the predictor is close to the response, the use of the second-order model is widely applied 
to approach the response state because of the curvature in its surface (Ajala et al., 2017). Modeling in the 
response surface method uses the function of the second-order model because it is better at solving 
problems in the response surface. The response surface model for the second order is stated by (Yu et al., 
2019). 
?̂? = 𝛽0 + ∑ ?̂?𝑖𝑥𝑖
𝑘
𝑖=1 + ∑ ?̂?𝑖𝑖𝑥𝑖
2𝑘
𝑖=1 + ∑ ∑ 𝛽𝑖𝑗𝑥𝑖𝑥𝑗𝑗𝑖 , 𝑖 < 𝑗     (1) 
Second-order regression modeling was formed using a Central Composite Design (CCD) to form the data 
from the experiments used (Calfee, R. and Piontkowski, 2016).   
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The data analysis stage in this research is to conduct several literature reviews, namely examining 
problems encountered both technically and theoretically based on the literature sources that have been 
obtained. The first stage is to conduct a descriptive statistical analysis of the data. After that, perform a factor 
filtering of the variables used by looking at the data plot whether it has a linear or quadratic effect, and the 
results of the regression model. Then perform analysis of variance (ANOVA) and see the interaction plot of 
the variables used, followed by making a response surface regression model design using a second-order 
design with a design of experiment (DOE) for the two responses studied. 
The next step is to analyze the results of the response surface regression, which is to test the coefficient 
of the response surface regression equation both simultaneously (as a whole) and partially (for each 
variable) on the two responses studied and to test the ANOVA hypothesis and the lack of fit on the two 
responses. Then test the assumptions on the residuals of the two responses studied and perform an outlier 
test by looking at the value of DFITS and Cook's Distance, an observation contains outliers if (1) | DFITS |> 1 
and (2) Cook's Distance 𝐷𝑖> 
4 
𝑛
, n: many observations (Rohmawati & Dwidayati, 2018). After knowing the 
outlier cases, the next step is to design a robust regression equation model using the LTS and MM-estimator 
methods. 
In estimating parameters using the LTS method, where this method is suggested by Rousseeuw & 
Hubert, (2011) as an alternative solution in robust regression analysis to overcome the weaknesses of 
parameter estimation using the OLS method, is to use as much as h (ℎ ≤  𝑛) squared residuals that are 
derived (Seheult et al., 1989). The advantage of the LTS method is that it will not affect the estimated 





2)ℎ𝑖=1                       (2) 
The number of h above is several subsets or a portion of the amount of data with the results of the 
smallest objective quadratic function, where the h value will provide a large breakdown point value or close 
to 50%. According to Rousseeuw & Hubert, (2018), the LTS algorithm is a combined estimation method of 
the FAST-LTS method and the C-Steps method, namely by estimating the β parameter using the OLS method 
then determining the error value from the data. Next, calculate ∑ (𝜀𝑖
2)ℎ𝑖=1  with ℎ =
𝑛+𝑝+1
2
   observations 
where the value of 𝜀𝑖
2 is the smallest. These steps are carried out until the minimum and convergent 
objective function value is obtained. 
Robust regression analysis using the MM-estimator method (Method of Moment) was first introduced by 
Yohai in early 1987. Method of Moment is a combination of robust high breakdown value regression 
estimator methods and high method efficiency. Parameter estimation using the MM-estimator method 
begins by calculating the parameter ?̂?using the OLS method. Then calculate the error value of the estimate S, 
the value 𝜎?̂? = 𝜎?̂?   and calculate the value 𝑢𝑖 =
𝜀𝑖
𝜎?̂?
. Then calculate the parameter ?̂?𝑀𝑀 using the WLS method 









, |𝑢𝑖| ≤ 𝑐
0,                              |𝑢𝑖| > 𝑐
          (3) 
with a value of 𝑐 = 4.685, it is used to obtain a constant that has a high-efficiency value with the residuals 
normally distributed in the 𝑤𝑖 weighting function until a convergent ?̂?𝑀𝑀 value is obtained. After obtaining 
the regression model equation for each response variable through parameter estimation using the LTS and 
MM-estimator methods, then determining or selecting the best regression model equation by looking at the 
results of 𝑅2and error and interpreting the results of the equation model obtained against the two variables 
(Aminuddin, A., Sudarno, S. and Sugito, 2013). 
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C. RESEARCH METHODS 
This study using data in the form of secondary data. This data comes from data that has been published 
by the Indonesian Sweetener and Fiber Crops Research Institute or is usually abbreviated as BALITTAS in 
2019. This study used 18 samples of data with 2 factors that are thought to affect two response variables, 
namely plant height and weight of red rosella flowers. The data used included two response variables and 
two predictor variables. 𝑌1 is the red roselle plant height (cm) and 𝑌2 is the red roselle plant flower weight 
(kg) as the response variable. Then 𝑋1 is the factor of soil moisture (%) and 𝑋2 is the factor of giving NPK 
fertilizer (kg) as a predictor variable. In this research, you can use the help of software R. The steps that will 
be taken in this problem-solving stage are: 
(1) Design a response surface regression model using a second-order design. 
(2) Testing the coefficient of the response surface regression equation and ANOVA test and lack of fit. 
(3) Carry out an outlier test. 
(4) Perform robust regression modeling using the LTS and MM-estimator methods.  
(5) Doing the best model selection by looking at the results of R ^ 2 and error.  
D. RESULTS AND DISCUSSION 
1. Estimation of Order Two Response Surface Regression Model 
The equation of the response surface regression model for plant height and weight of red rosella flowers 
is as follows: 
?̂?1 = 186.45 + 0.253 𝑋1 + 9.485 𝑋2 − 5.61 𝑋1
2 − 4.42 𝑋2
2 + 0.80𝑋1𝑋2   dengan 𝑅
2 = 92.34%  
?̂?2 = 39.832 − 0.193 𝑋1 + 2.083𝑋2 − 3.021  𝑋1
2 − 5.993  𝑋2
2 − 0.100𝑋1𝑋2  dengan  𝑅
2 = 86.17% 
Through the results of the acquisition of R ^ 2 of that size, it shows that the predictor variables are very 
strong in explaining the two response variables. Furthermore, hypothesis testing is carried out on the 
second-order equation generated by the parameter estimation of the OLS method including the significance 
test with analysis of variance (ANOVA) and the Lack of Fit test. Before analyzing variance significance test 
(ANOVA) is to test the identity, independence, and normality of the two response variables.  
   
Figure 1. Identical Test for Red 
Rosella Plant Height 
Figure 2. Independence Test of 
Red Rosella Plants Height 
 
Figure 3. Normality Test for Red 
Rosella Plants Height 
   
Figure 4. Identical Test of Red 
Rosella Flower Weight 
Figure 5. Independence Test of 
Red Rosella Flower Weight 
Figure 6. Normality of Red Rosella 
Flower Weight 
 
Figure 1 and Figure 4 show the errors of the two responses are randomly distributed and do not form a 
certain pattern which indicates that the identical residual assumption has been fulfilled. Through Figure 2 
and Figure 5, it can be seen that the distribution of data from the observation sequence of the height and 
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weight of the red roselle flowers tends to be random and does not form a certain pattern, so it can be said 
that the assumption of independence has been fulfilled. Then in Figure 3 and Figure 6 show the results of the 
Anderson-Darling statistic for the normal distribution test with a significant degree α = 0.05. The Anderson-
darling statistical value obtained is in the form of p-values of 0.437 and 0.358. The p-value obtained turns 
out to be a value greater than the degree of significance α = 0.05, which means that the regression model 
obtained is normally distributed. After fulfilling all the assumptions above, the ANOVA test is valid to be 
used. 
The hypothesis of ANOVA is: 
𝐻0: 𝛽𝑖 = 0, 𝛽𝑖𝑖 = 0, 𝛽𝑖𝑗 = 0 
𝐻1: 𝛽𝑖 ≠ 0, 𝛽𝑖𝑖 ≠ 0, 𝛽𝑖𝑗 ≠ 0 
ANOVA testing criteria, namely 𝐻0 is rejected if 𝐹ℎ > 𝐹𝛼,𝑘,𝑛−𝑘−1 and 𝐻0 is rejected if the P-Value <α (0.05). 
ANOVA results for plant height and weight of red rosella flowers, respectively, can be seen in Table 1 and 
Table 2. 





Free Degrees Average 
Squared 
𝐹ℎ P-Value 
Regression 5 1289.88 257.98 28.95 0.000 
Error 12 106.95 8.91   
Total 17 1396.83    
 





Free Degrees Average 
Squared 
𝐹ℎ P-Value 
Regression 5 232.790 46.558 14.96 0.000 
Error 12 37.356 3.113   
Total 17 270.146    
 
From the distribution list F with db numerator = 5, db denominator = 12 and α = 0.05, we get 𝐹𝑡𝑎𝑏𝑙𝑒=(𝛼,5,12) =
 3.1058. Because 𝐹ℎ > 𝐹𝑡𝑎𝑏𝑒𝑙 and 𝑃 − 𝑉𝑎𝑙𝑢𝑒 <  𝛼 for 𝐹ℎ and respectively 𝑃 − 𝑉𝑎𝑙𝑢𝑒 on the ANOVA output 
results on plant height and weight of red rosella flowers, respectively, was 28.95> 3.1058 and 14.96> 3.1058 
and 0.000 <α (0.05) which means rejecting 𝐻0. So that the resulting equation is significant or the predictor 
variables together affect the response variable. Next, do the Lack of Fit test to determine the suitability of the 
model that has been obtained. The insignificant value of the Lack of Fit is the main requirement for knowing 
a good regression model equation because it shows the suitability or suitability of each response variable 
with the model equation obtained (Keshani et al., 2010). The Lack of Fit test on plant height and red roselle 
flower weight is shown in Table 4 and Table 5. The test hypothesis is 𝐻0: The model does not contain a lack 
of fit (the regression model equation is appropriate) and 𝐻1: the model contains a lack of fit (the regression 
model equation does not appropriate), the significance level used is α = 0.05. The test criterion is to reject 𝐻0 
if 𝐹𝑜> 𝐹𝑡𝑎𝑏𝑙𝑒 
 
Table 3. Lack of Fit Test on the Height of Red Rosella Plants 
Source of Diversity Free Degrees Sum squared Middle Square 𝐹𝑜 
Lack of Fit 3 96.26 19.13 1.42 
Pure Error  9 10.69 13.49  
 
Table 4. Lack of Fit Test on Red Rosella Flower Weight 
Source of Diversity Free Degrees Sum squared Middle Square 𝐹𝑜 
Lack of Fit 3 34.001 19.03 0.65 
Pure Error 9 3.355 29.25  
 
Based on the results of the two tables, it is obtained db numerator = 3, db denominator = 9, and α = 0.05 
obtained 𝐹𝑡𝑎𝑏𝑒𝑙=(𝛼,3,9) = 3.86255, then sequentially to test the lack of fit on plant height and weight of red 
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rosella flowers is 𝐹𝑜 < 𝐹𝑡𝑎𝑏𝑒𝑙 = 1.42 < 3.86255 and 𝐹𝑜 < 𝐹𝑡𝑎𝑏𝑒𝑙 = 0.65 < 3.86255 which resulted in 𝐻0 being 
accepted, which means that the model is suitable and there is no lack of fit both on plant height and on the 
weight of red roselle flowers. 
 
2. Outlier Detection 
From the results of the response surface regression using parameter estimation using the OLS method, 
the value of DFITS and Cook's Distance can be calculated to detect outliers in the data. The outlier detection 
results are shown in Table 5. 
 
Table 5. Outlier Detection with DIFTS and Cook’s Distance 
Data to Cook Cook_1 |DFITS| |DFITS_1| Information 
1 0.0303671 0.1365391 0.4133591 0.9140814 Not Outlier 
2 0.0249136 0.0507305 0.3763125 0.546551 Not Outlier 
3 0.0981464 0.0056653 0.7629978 0.176892 Not Outlier 
4 0.0688839 0.1906064 0.6450775 1.180538 Outlier 
5 0.0003227 0.0639623 0.0421355 0.6194334 Not Outlier 
6 0.1091094 0.1037732 0.836236 0.8122544 Not Outlier 
7 0.3131507 0.0444853 1.4976959 0.5030049 Outlier 
8 0.0249136 0.0418213 0.3763125 0.4931954 Not Outlier 
9 0.0140555 0.1565019 0.2794985 0.986783 Not Outlier 
10 0.0046483 0.25726 0.1601696 1.3222697 Outlier 
11 0.0435704 0.1410119 0.5040093 0.9745005 Not Outlier 
12 0.2143335 0.0059569 1.1838677 0.1814062 Outlier 
13 0.2079881 0.1374417 1.2521421 0.9593628 Outlier 
14 0.0031231 0.0240162 0.1313276 0.3692507 Not Outlier 
15 0.1226932 0.005975 0.8960309 0.1819886 Not Outlier 
16 0.0596614 0.0077392 0.585938 0.2069083 Not Outlier 
17 0.0608395 0.0001353 0.60279 0.0272825 Not Outlier  
18 0.111146 0.033908 0.81621 0.4373821 Not Outlier 
 
Based on Table 5, the results show that some observations in the data were detected as outliers, namely 
the 4th, 7th, 10th, 12th, and 13th observations. The existence of outliers resulted in the obtained equation 
being unusable, therefore parameter estimation was carried out using robust regression analysis that was 
resistant in cases of outliers. 
 
3. Estimation of Parameters Using the Least Trimmed Square (LTS) Method on Plant Height and 
Weight of Red Rosella Flowers 
The parameter estimation of the LTS method was carried out by applying the FAST-LTS and C-Steps 
algorithm and using the assistance of R software (Roozbeh et al., 2018). The obtained response surface 
regression equation using the LTS method on plant height and weight of red roselle flowers in the sequence 
is as follows: 











4. Estimation of Parameters Using MM-estimator Method on Plant Height and Weight of Red Rosella 
Flower 
The parameter estimation of the MM-estimator method is carried out by calculating the w_i weight and 
using the assistance of R software. The response surface regression equation using the MM-estimator 
method for plant height and weight of red roselle flowers is obtained sequentially as follows: 
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5. Determination of the Best Method by Comparing the Least Trimmed Square (LTS) and MM-
estimator Methods on Plant Height and Weight of Red Rosella Flowers 
Based on the parameter estimation results of the LTS method with the MM-estimator estimation method, 
the 𝑅22 value and the error of each method are also obtained which can be seen in Table 6 and Table 7. 
 
Table 6. R-square value and Residual Error on the Height of Red Rosella Plants 
Method R-square (𝑅2) Error 
LTS 98.27% 1.243 
MM-estimator 96.38% 2.039 
 
Table 7. R-square value and Residual Error on the Weight of Red Rosella flowers 
Method R-square (𝑅2) Error 
LTS 97.31% 0.6632 
MM-estimator 97.2% 0.9461 
 
Based on Table 6 and Table 7 above, it can be found that the 𝑅2 value of the LTS method is greater than 
the MM-estimator estimation method both on plant height and on the weight of red rosella flowers. 
Likewise, the residual error value generated in the LTS method is smaller than the MM-estimator estimation 
method both on plant height and on the weight of red rosella flowers. So that the LTS estimation method is a 
better estimator than the MM-estimator method in dealing with outlier cases in the second-order response 
surface regression model parameters on plant height and red rosella flower weight data. 
 
E. CONCLUSIONS AND SUGGESTIONS 
Based on the results obtained and the discussion, it can be concluded that the regression estimation of 
the response surface using LTS is better than the MM-estimator. The LTS method is more robust in 
overcoming outliers in modeling plant height and weight of red rosella flowers. This can be seen from the 
value of the coefficient of determination (𝑅2) of the LTS method which is greater than the MM-estimator 
method. Besides, the residual error value of the LTS method is smaller than the MM-estimator method. 
Suggestions for the next research are that it is necessary to consider other factors that influence plant 
height and weight of red roselle flowers and in determining the model, we can compare other methods to 
overcome outliers, such as robust least medium square (LMS) regression, S method, and M method. 
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