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In [3] , Szasz investigated the Gibbs phenomenon for y>(x) for these means.
His main results are contained in the following two theorems: We will extend these results to the two dimensional case. Let g(u, v) be a regular Hausdorff weight function, and let h mn (q>; x, y) denote the w»-th corresponding Hausdorff transform of the Fourier series of the function q>(x, y), evaluated at (x, y). With y{x, y) = y>{x)y{y), we prove The extension of Theorems 1 and 2 to the two dimensional case is, of course, trivial if g(u, v) factorizes: g(u, v) = gi{u)g 2 (v) . We will therefore consider the case where no such factorization is possible.
Next, we quote the theorem proved in [5] . 
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700006352 (9) REMARKS. In general, t x and T 2 cannot be restricted to positive values in the statement of Theorem 7. Note also that the apparent restriction of the statement of Theorems 6 and 7 to the origin is readily removed by a translation of the axes.
Proof of Theorem 3
In the sequel, g(u, v) is a regular Hausdorff weight function satisfying Then by [4] , theorem 5, s *(v;*) f**(i-f
Some Preliminary Lemmas
In this section we collect a few lemmas which we will use in the proof of Theorem 4. In the case of Lemmas 1 and 3, the integral Jo'o{ }dsdt is to be interpreted in the improper sense in the event that the integrand is not defined over the entire rectangle [x, y; 0, 0]. The improper integral clearly exists under the stated hypothesis.
Note, also, that y>{x), ip{y) and <p(x, y) are all odd, periodic functions of period 2TI. It follows that to investigate the Gibbs phenomenon for these functions, it is sufficient to investigate it in the region 0 5S x, y 5S n. We will assume this restriction on the variables x, y in the sequel without further explicit mention. = pf {sin ma cos )-cos ma sm -1.
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Then with s kl (y>; x) = s fc (y; x), where s k (f, x) is given by (11),
where the last step follows the observation that 0 5S p l fg 1. Also, the change in the order of integration and summation is clearly justified since all quantities are finite. The lemma now follows, since h m n (rp; x) is a regular transform of a bounded sequence, and hence the sequence {h mn (y>; x)} is bounded uniformly in m, n. PROOF. AS a function of bounded variation, g(u, v) may be expressed as the difference of its positive and its negative variation functions, each of which is positively monotonic 2 on the square [1, 1; 0, 0], and each part may then be considered separately. Hence without loss of generality, we may assume that g(u, v) is already positively monotonic on the unit square. Also, since otherwise we could split y(n; t, v) into its positive and negative parts and treat each part separately, we may assume that y(n; t, v) is already non-negative. We write
and since y(n; t, v) = O(t p ), we have 0 ^ y(n; t, v) ^ M't"
for some constant M'. Then also (22) and (23)
where {p-\-\)M = M' and V(h) denotes the total variation of the function h in the unit square. Thus for each fixed y, there exists a function f(n; y, u, v) for which (21) is satisfied, and the sequence of total variations of these functions, {V (/")}, is bounded uniformly in n for 0 ^ y ^ n. The sequence of Hausdorff transformation methods, corresponding to the sequence of weight functions {/(w; y, u, v)), then take bounded sequences into sequences which are bounded uniformly in n. Let {s k (x)} be any non-negative, bounded sequence which is independent of y. Again, we assume the non-negative property as a matter of convenience only. Relative to the weight function g(u, v), the mn-ih Hausdorff transform of this sequence is given by To complete the proof of the lemma, for the sequence {s k (x)}, we take the sequence {s k (y>; x)}, where s k (y>; x) is given by (11). Then (26) REMARKS. In the applications which we have in mind, the functions y(n; t, v) are continuous in t and in v. However, for the purposes of the lemma, continuity in t is not required, and continuity in v m?.y be relaxed to require continuity only at points of discontinuity of the function g(u, v). The next five lemmas are either due to Szasz [3] or are trivial extensions of some of his results. We indicate a proof in cases where it is not immediately obvious how a result as stated here follows from his result. The number following the lemma number indicates the page of his article on which the stated result may be found. use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700006352
/ / g(u, v) is of bounded variation and if y(n; t, v) is a function which is continuous in v and uniformly bounded in n, t and v, then
• C v - X sinwa ^ ^ V )dsdtd i g(u, v) = 0{y), m, n = 1, 2, 3, • • •.
Proof of Theorem 4
In this section we prove two preliminary theorems which, taken together, will imply Theorem 4. [15]
Gibbs phenomenon Then substituting in (37),
