A general instance of a Degree-Constrained Subgraph problem may be found in an edgeweighted or vertex-weighted graph G whereas the objective is to find an optimal weighted subgraph, subject to certain degree constraints on the vertices of the subgraph. This class of combinatorial problems has been extensively studied due to its numerous applications in network design. If the input graph is bipartite, these problems are equivalent to classical transportation and assignment problems in operational research. This paper is an illustration of a research of the NP-hard Maximum Degree-Bounded Connected Subgraph problem (MDBCS). It is a classical NP-complete problem. Moreover this paper offers a first integer linear programming formulation of the (MDBCS), and a formal proof that it is correct. A genetic algorithm for obtaining the optimal solution of (MDBCS) has also been provided. The proposed solution comprises a genetic algorithm (GA) that uses binary representation, fine-grained tournament selection, one-point crossover, simple mutation with frozen genes and caching technique.
Introduction
In this paper the NP-hard problem, as well as the Maximum Degree-Bounded Connected Subgraph (MDBCS), (listed in [1] ), has been studied whereby an ILP model for solving this (MDBCS) problem is demonstrated.
In complexity theory, NP denotes the set of all (decision) problems solvable by a non-deterministic polynomial time algorithm. P denotes the set of all (decision) problems solvable by a deterministic polynomial time algorithm. NP problems are ''hard'' in the sense they are not currently solvable in deterministic polynomial time. It is an open question whether
Throughout this paper the graph G is supposed to be simple, i.e. to be a finite undirected graph without loops or multiple edges.
To start with some definitions that will need further elaboration are provided.
The graph G is a pair (V , E), where V is a set of vertices and E a set of edges. If G is a directed graph (digraph) then each edge is an ordered pair (u, v) ∈ E where u, v ∈ V . If G is an undirected graph then each edge is a two element set {u, v} ∈ E where u, v ∈ V .
Or, if the graph G is a pair (V , E), where V is a set of vertices, and E is a set of edges between the vertices E ⊆ {(u, v)|u, v ∈ V }, then G is a directed graph. If a graph does not allow self-loops, adjacency is irreflexive, that is E ⊆ {(u, v)|u, v ∈ V ∧ u = v}.
Two vertices of a graph are adjacent if they are joined by an edge. Vertex v is adjacent to u if and only if (u, v) ∈ E. In an undirected graph where the edge is {u, v}, and hence {v, u}, v is adjacent to u and u is adjacent to v. A path between two vertices is a sequence of edges that begins at one vertex and ends at another vertex i.e. v 1 , v 2 , . . . , v n is a path if {v i , v i+1 } ∈ E for i = 1, . . . , n − 1. A simple path passes through a vertex only once. A cycle is a path that begins and ends at the same vertex. A simple cycle is a cycle not passing through other vertices more than once.
A connected graph has a path between each pair of distinct vertices. A cycle in a directed graph is a path of length where at least 1 is such that v 1 = v n . This cycle is simple if the path is simple. For undirected graphs, the edges must be distinct.
An undirected graph is connected if there is a path from every vertex to every other vertex. We can label the edges of a graph with numeric values, the graph is called a weighted graph.
A graph G = (V , E ) is a subgraph of another graph G = (V , E) iff V ⊆ V , and E ⊆ E ∧ ((v 1 , v 2 ) ∈ E → v 1 , v 2 ∈ V ). In general, a subgraph does not need to have all possible edges. If a subgraph has every possible edge, it is an induced subgraph.
An edge-induced subgraph is a subset of the edges of a graph G together with any vertices that are their endpoints. A vertex-induced subgraph (sometimes simply called an ''induced subgraph'') is a subset of vertices of a graph G together with any edges whose endpoints are both in this subset.
A tree is a special kind of undirected graph. That is, a tree is a connected undirected graph without cycles.
In graph theory, a tree is a connected acyclic graph; unless stated otherwise, trees and graphs are undirected. There is no one-to-one correspondence between such trees and trees as data structure. We can take an arbitrary undirected tree, arbitrarily pick one of its vertices as a root, make all its edges directed by making them point away from the root nodeproducing an arborescence -and assign an order to all the nodes. The result corresponds to a tree data structure. Picking a different root or different ordering produces a different one.
All trees are graphs, but not all graphs are trees.
A spanning tree of a connected undirected graph G is a subgraph of G that contains all of G's vertices and sufficiently of its edges to form a tree. There may be several spanning trees for a given graph. If we have a connected undirected graph with cycles, and we remove edges until there are no cycles, then we obtain a spanning tree.
In the mathematical field of graph theory, a spanning tree T of a connected, undirected graph G is a tree composed of all vertices and some (or perhaps all) of the edges of G. Informally, a spanning tree of G is a selection of edges of G that form a tree spanning every vertex. That is, every vertex lies in a tree, but no cycles (or loops) are formed. On the other hand, every bridge of G must belong to T . A spanning tree of a connected graph G can also be defined as a maximal set of edges of G that contains no cycle, or as a minimal set of edges that connect all vertices. In certain fields of graph theory it is often useful to find a minimum spanning tree of a weighted graph. Other optimization problems on spanning trees have also been studied, including the maximum spanning tree, the minimum tree that spans at least k vertices, the minimum spanning tree with at most k edges per vertex (Degree-Constrained Spanning Tree), the spanning tree with the largest number of leaves (closely related to the smallest connected dominating set), the spanning tree with the fewest leaves (closely related to the Hamiltonian path problem), the minimum diameter spanning tree, and the minimum dilation spanning tree.
A spanning subgraph of a graph G = (V , E) is a subgraph with vertex set V . A spanning tree is a spanning subgraph that is a tree. Spanning trees have been found to be structures of paramount importance in both theoretical and practical problems [2] .
A single graph can have many different spanning trees. We can also assign a weight to each edge, which is a number representing how unfavorable it is, and use this to assign a weight to a spanning tree by computing the sum of weights of edges in that spanning tree. As a result spanning trees of a connected graph have been the focus for extensive attention in graph theoretic research.
In graph theory, a connected component of an undirected graph is a subgraph in which any two vertices are connected to each other by paths, and to which no more vertices or edges can be added while preserving its connectivity. That is, it is a maximal connected subgraph. Any notation or definition not explained here can be found in [3] .
Observations about graphs:
A connected undirected graph with n vertices must have at least n − 1 edges. A connected undirected graph with n vertices and exactly n − 1 edges cannot contain a cycle. A connected undirected graph that has n vertices and more than n − 1 edges must contain a cycle.
We consider the undirected graphs G = (V , E), where E is an edge set and V is the vertex set, and let |V | = n and |E| = m. Let G = (V , E) be a connected graph (although the graph does not have to be connected), with a weight function w : E → R + . For simplicity, we simply say that G is a w-weighted graph. For any subset E ⊆ E, we denote by G the subgraph of G induced by E ; and we denote by w(E ) the sum of the weights of the edges in E , that is w(E ) = e∈E w(e).
Observations about genetics algorithms: Genetic algorithms (GA) are a family of algorithms using some genetic principles that are present in nature, in order to solve certain mathematical problems [4] . These natural principles are: inheritance, crossing, mutation, survival of the best custom (or survival of the fittest), migration, etc. These algorithms can be used for solving various classes of problems, because they are fairly general in nature. In this case, they are used in the optimization problem -finding the optimal parameters of a system. The genetic algorithm is applied to the final set of individuals called population. Each individual in the population is represented by a series of characters (genetic code) and corresponds to a solution in the search space. Encoding can be binary or of some other higher cardinality alphabet. Encoding solutions is an important step of genetic algorithm because an inadequate choice of code can lead to bad results regardless of the other structures of the algorithm. Genetic algorithms are therefore robust and adaptive methods in addition to other fields of application that can be used for solving combinatorial optimization problems. The central concept in the description of genetic algorithms is a population of individuals, which is usually between 10 and 200. Each individual represents a possible solution in the search space of the problem (the space of all solutions). Each individual is presented as genetic code of a certain finite alphabet, with the most commonly used binary coding, where the genetic code consists of a series of bits.
Adaptation function (or fitness function) are assigned to each of the individuals and they are evaluating the quality of a given species, as well as individual solutions in the search space. The task of genetic algorithms is to provide a constant improving, from generation to generation, of absolute fitness of the whole population. It is realized by repeated application of genetic operators selection, cross and mutation, thus improving all the solutions of the particular problem.
Previous work
Beyond the aesthetic and theoretical appeal of Degree-Constrained Subgraph problems, the reason for such intensive study is rooted in their wide applicability in the areas of interconnection networks and routing algorithms, among others. For instance, given an interconnection network developed by an undirected graph, one may be interested in finding a small subset of nodes whit high degree of connectivity for each node.
The Maximum Degree-Bounded Connected Subgraph (MDBCS) takes as input a weight function w : E → R + and an integer d ≥ 2. Let us assume for a subset E ⊆ E and V ⊆ V such that the subgraph G = (V , E ) is connected, subgraph G has a maximum degree of d, and e⊆E w(e) is maximized. 
Let E w denote a set of edges with the value of weight function, between an unordered pairs {u, v} of vertices. Therefore,
The optimal objective value in this example is 21.
The corresponding subgraph G is represented in this way: V = {11, 12} and E w = {({11, 12}, 21)}.
Example 2. Supposing function w : E → R + in the graph G is presented as follows: V = {1, 2, 3, 4, 5, . . . , 14, 15} and
The optimal objective value is 335. The corresponding subgraph G is done with: 3, 4, 6, 7, 10, 11, 12, 14, 15} and
This problem is one the classical NP-hard problems listed in [1] , but there have been no documented results so far, except for d = 2. For d = 2, the unweighted (MDBCS) problem corresponds to the Longest Path Problem. Indeed, given the input graph G (which can be assumed to be connected), let P and G be optimal solutions of the Longest Path and (MDBCS 2 ) in G respectively.
Note that the Minimum Subgraph of Minimum Degree Problem (MSMD) is closely related to (MDBCS) Problem. Indeed, (MSMD) corresponds exactly to the dual (unweighted) node-minimization version of (MDBCS) [5] .
Amidi et al. in [5] , have proven that the (MDBCS) problem is not in the Apx for any d ≥ 2. On the other hand, they offer an approximation algorithm for general unweighted graphs with the ratio min . The first algorithm uses an algorithm introduced in [6] , and based on the color-coding method.
The class Apx consists of all NP-hard optimization problems that can be approximated within a constant factor. The subclass PTAS (Polynomial Time Approximation Scheme) contains the problems that can be approximated in polynomial time within the ratio 1 + for any constant > 0. Assuming P = NP, there is a strict inclusion of PTAS in Apx (for instance, the Vertex Cover is in Apx \ PTAS), hence an Apx-hardness result for a problem implies the non-existence of a PTAS.
Without the connectivity constraint, the (MDBCS) problem is known as to be in P using matching techniques [7] . The following lemma shows that the (MDBCS) problem is NP-complete.
Lemma 1 ([5]). For all d ≥ 2, MDBCS d restricted to the class of graphs for which any optimal solution contains at least 2 vertices of degree at most d − 1 is NP-complete.
The paper [2] deals with the classical Degree-Bounded Spanning Tree problem. Rahman and Kaykobad in [2] define degree d bounded spanning tree as a spanning tree having no vertices of degree larger than d. The main results of that paper state that, if G = (V , E) is a connected graph having the independence number d, where d ≥ 2, and G has a degree-d-bounded spanning tree.
Matsuda and Matsumura in [8] , give sufficient conditions for a graph to have degree-bounded trees. Let G be a connected graph and A a vertex subset of G. They denote by σ d (A) the minimum value of the degree sum in G of any k independent vertices in A by w(G−A) the number of components in the induced subgraph G−A. The main result in this paper is Theorem 3, listed in the following section.
Win in [9] proved that for an integer d ≥ 2, the connected graph G for which σ d (G) ≥ |V (G)| − 1 is valid, has a spanning d-tree. Sau and Thilikos in [10] give subexponential parameterized algorithms on planar graphs for a family of problems that consist in, given a graph G, finding a connected (induced) subgraph H with bounded maximum degree, while maximizing the number of edges (or vertices) of H. These problems are natural generalizations of the Longest Path. Their approach uses bidimensionality theory combined with novel dynamic programming techniques over branch decompositions of the input graph. These techniques can be applied to a more general family of problems that deal with finding connected subgraphs under certain degree constraints.
New Integer Linear Programming (ILP) for the (MDBCS) problem
Let G = (V , E) be an undirected graph, let d ≥ 2 be an integer, and let w : E → R + be a weight function. The Maximum Degree-Bounded Connected Subgraph problem is in finding a subgraph G = (V , E ), where V ⊆ V and E ⊆ E, that subgraph G must be of degree at most d, such that the subgraph G is connected and e∈E w(e) has a maximum value.
The constants in this ILP are: an array of the set E, and the values of the function w in them.
The variables for this (ILP), are:
where e ∈ E, and T is the spanning tree for the subgraph G ,
An integer programming formulation of the Maximum Degree-Bounded Connected Subgraph problem is shown below. This is a new formulation. The ILP model of the (MDBCS) can now be formulated as: Determine
subject to:
e∈E
x e ≤ z j e , ∀e ∈ E,
i e ,j e ∈S y e ≤ |S| − 1, ∀S ⊆ V , |S| ≥ 3.
The graph G is not oriented, and all vertices are doubles ones between the node. For this (ILP), in (5), i e denotes the starting node of the edge e and in (6) , j e denotes the incoming node of the edge e. The objective function (1) maximizes the sum of overall weights.
Recall that the undirected graph G = (V , E) consists of two sets, a set V of vertices (nodes) and a set E of edges, that is, unordered pairs u, v or simply uv of vertices.
The condition in (2) , guarantees that in the subgraph G every node contains mostly k-vertices that lead from G .
The condition in (3), guarantees that the subgraph G is the preset of T . Now, if T is a spanning tree, and if it is connected, it follows that the subgraph G is connected too.
In (4)- (6), we ensure that the spanning tree T has as much vertices as the subgraph G has edges minus 1. The condition (7), guarantees that the spanning tree T does not contain any cycle. At last, (4)- (7), jointly provide that T is the spanning tree for G . (2)- (7), and let E = {e ∈ E : x e = 1} and V = {i ∈ V : ∃e ∈ E ∧ i ∈ e}. Then, it should be proven that
(i) It follows directly from (2) that each node in G has a degree not greater than d; (5) and (6) that
(v) From (4) and (9) we have |V (T )| = i∈V (z i ), (10) and, consequently, (11) and (7) it follows that T is a tree.
(vii) From (8) and (10) we have that |V (T )| = |V (T )|, i.e. T is a spanning tree of G and, consequently, G is connected.
The correctness of the ILP model for the (MDBCS) problem can be considered in the following way: Suppose that the (MDBCS) problem is resolved. It means that for any undirected graph G = (V , E) we can find a corresponding subgraph G = (V , E ), whit V ⊆ V and G ⊆ G. That subgraph G is connected and e⊆E w(e) is maximized. Therefore, when G is connected, then T like its spanning tree must be connected too, and it must hold G ⊇ T . It means that y e ≤ x e holds for each e ∈ E, i.e. constraint (3) is satisfied.
Furthermore, this means that in subgraph G , every node takes its most k vertices from it. Therefore, on the basis of Lemma 2, [8] , the sum of all vertices from any node in subgraph G cannot be other than k. In other words, e i x e ≤ k for each i ∈ V , i.e. constraint (2) is satisfied.
Since T is the spanning tree for the subgraph G , then there are as much vertices in T as edges in the subgraph G minus 1.
It means that constraint (4) is satisfied. Furthermore, for each edge e = (i e , j e ) is holding x e ≤ z i e and x e ≤ z j e , for each e ∈ E. Therefore, if E(T ) = {e ∈ E : y e = 1} and V (T ) = {i ∈ V : ∃e ∈ E(T ) ∧ i ∈ e}, than, according to (
is a subgraph of G . Thus, constraints (5) and (6) are satisfied. If T is a tree, than there isn't a cycle, and all its subgraphs are, either simple trees or set of trees (and no cycles), so the number of edges is less or equal than the number of vertices minus 1.
Assume now that constraints (2)- (7) are satisfied and that there is evidence that the (MDBCS) problem is solved.
If the following sets are defined: E = {e ∈ E|x e = 1}, T = {e ∈ E|y e = 1}, V = {i ∈ V |z i = 1}, from the definition of variables it may be concluded that e∈E w(e), and max e∈E w e x e are equivalent.
If constraint (2) holds, then we obtain that in the subgraph G every node has the most k vertices from it, by means of which we may guarantee solidity of the condition from the (MDBCS) problem. When constraint (3) holds, we may guarantee that G ⊇ T . Constraint (4)- (7) guarantees that T is the spanning tree. So, constraint (3)- (7) guarantees that T is the spanning tree for G . Forasmuch as T is connected like the spanning tree, then the subgraph G is connected too. Moreover, we obtain the subgraph which should be the result of the (MDBCS) problem. Further, from constraints (4)-(6) we obtain that graph T has as much vertices as the subgraph G has edges minus 1. It is recommendable that T does not have any cycle, and if constraint (7) holds, this is correct. It follows that T is the tree and the spanning tree for G as though T contains all nodes from G because the spanning tree is a subgraph with vertex set V .
It should be noted that all constraints (7) do not need to be inserted in this ILP, but only those which make a sense. For example, the number of variables on the left side are greater or equal to values on the right side, or if it is evidentially true, it removes them all.
The genetic algorithm for solving MDBCS problem
Since the (MDBCS) is an NP-hard problem, the ILP formulation (1)- (7) can be solved to optimality only for smaller dimension problem instances. In order to handle large-scale MDBCS instances, a heuristic approach has to be applied. We will use here a genetic algorithm (GA) methodology, which is one of the most popular metaheuristic approaches.
Genetic algorithms are stochastic search techniques that imitate some spontaneous optimization processes in the natural evolution. At each iteration, GA works with a set of individuals, named population. Each individual in the population represents an encoded solution of a problem. The initial population is either randomly or heuristically generated. The individuals' quality in the current population is evaluated by using a fitness function. Good individuals are selected to produce a new generation, by applying genetic operators crossover and mutation. The new individuals -offspring replace some of the individuals from the current population. The described process is iteratively preformed until some stopping criterion is satisfied. Detailed description of genetic algorithms can be found in [11] . Extensive computational experience on various optimization problems shows that GA often produces high quality solutions in a reasonable time [12] [13] [14] [15] [16] [17] [18] . Moreover, GA has shown to be robust with respect to parameter choice in reasonable bounds on quite different problems [19] [20] [21] 13, 22, 23, 18] .
The input for the algorithm is the undirected graph G = (V , E), the function of weight (weight function) w : E → R + and an integer d ≥ 2. Each edge of the graph is encrypt a zero (0) or unit (1) (use therefore, a binary encoding of individuals). If you find a node that has more than d edges, then it does not count, i.e. set the value 0, in order to get connecting components. Let's apply the search on the depth (or width). If the graph has only one component connection, then this is the end, i.e. the graph is connected and let's calculate the sum of all the weight of its edges and components. But if the relationship has more components, then take them in a row, the first and second, second and third, etc. and require the largest edge of the weight that connects the two components. Then take all edges of the shortest path from the original graph, and count only those with degree ≤ d. The process continues until they connect all the components connection. At the end, all gather and get e∈E w(e).
The genetic operators used here are: fine-grained tournament selection [20] , a one-point crossover, a simple mutation of the frozen genes and cache techniques [24, 25] . Genetic algorithm is coded in the programming language C.
The outline of our GA implementation is given below, where N pop denotes the overall number of individuals in the population, N elite is a number of elite individuals and ind and obj ind are the individual and its objective value. The selection operator chooses the individuals that will produce offspring in the next generation, according to their fitness. Low fitness-valued individuals have less chance to be selected than high fitness-valued ones. In the standard tournament scheme, one tournament is performed for every non-elitist individual. The tournament size is a given parameter and tournament candidates are randomly chosen from the current population. Only the winner of the tournament, i.e. a tournament candidate with the best fitness, participates in the crossover. The tournament is performed N nnel times on the set of all N pop individuals in the population to choose the N nnel parents for crossover. The same individual from the current generation may participate in several tournaments. The standard tournament selection uses an integer tournament size, which in some cases may be a limiting factor.
Usually GAs have a relatively small number of elite individuals, because they have a chance to pass into the next generation twice: once through selection operator and once as elite individuals. Such common practice is not adequate for this purpose. In order to obtain satisfactory results of the GA implementation, it is necessary to provide a sufficient number of elite individuals to preserve good solutions for exploitation as well as sufficient number of non-elite individuals for exploration. To prevent an undeserved domination of N elite elite individuals over the population, their fitness is decreased by the next formula:
In this way, even non-elite individuals preserve their chance to pass to the next generation. The described approach allows high elitism without too high selection pressure, which may lead to over-exploitation in the algorithm. The elitist strategy is applied to N elite elite individuals, which are directly passing to the next generation. The genetic operators are applied to the rest of the population (N nnel N pop − N elite non-elite individuals). The objective value of elite individuals are the same as in the previous generation, so they are calculated only once, providing significant time-savings. Duplicated individuals, i.e. individuals with the same genetic code are redundant. In order to prevent them to enter the next generation their fitness values are set to zero, except for the first occurrence. Individuals with the same objective value, but different genetic codes, in some cases may dominate the population by number, which implies that other individuals with potentially good genes are rare. For that reason, it is useful to limit the number of their appearance to some constant N rv . This is a very effective technique for saving the diversity of the genetic material and keeping the algorithm away from a premature convergence. It consists of two steps for every individual in the population:
Step 1: Check whether the genetic code of the current individual ind is identical with the genetic code of any of the individuals from 1 to ind − 1. If the answer is positive, set the fitness of ind to 0. Otherwise go to Step 2;
Step 2: Count the number of the individuals from 1 to ind − 1 which did not get fitness 0 in Step 1 and which have the same objective value as ind. If it is greater than or equal to N rv , set the fitness of ind to 0.
The selection operator chooses individuals that will produce offspring in the next generation, according to their fitness. Low fitness-valued individuals have less chance to be selected than high fitness-valued ones. In the standard tournament scheme, one tournament is performed for every non-elitist individual. The tournament size is a given parameter and tournament candidates are randomly chosen from the current population. Only the winner of the tournament, i.e. a tournament candidate with the best fitness, participates in the crossover. The tournament is performed N nnel times on the set of all N pop individuals in the population to choose the N nnel parents for crossover. The same individual from the current generation may participate in several tournaments. The standard tournament selection uses an integer tournament size, which in some cases may be a limiting factor.
The improved tournament selection operator, also known as the fine-grained tournament selection -FGTS [20] , is implemented in Selection(). This operator uses a real (rational) parameter F tour which denotes the desired average tournament size. The first type of tournaments is held k 1 times and its size is F tour , while the second type is performed k 2 times with
Extensive numerical experiments in [20, 21, 12, 18] performed for different optimization problems, indicate that FGTS gives the best results for F tour = 5.4. For that reason, the same value is used as reasonable choice in this GA implementation. The running time for the FGTS operator is O(N nnel · F tour ). In practice F tour and N nnel are considered to be constant (not depending on n) that gives a constant running time complexity. For detailed information about FGTS see [21] .
In Crossover() all non-elitist individuals chosen to produce offspring for the next generation are randomly paired for exchanging genes in N nnel /2 pairs. After a pair of parents is selected, a crossover operator is applied to them producing two offsprings. The standard one-point crossover operator is used in this GA implementation. This operator is performed by exchanging segments of two parents' genetic codes starting from a randomly chosen crossover point. The crossover operator is realized with the probability p cross = 0.85. It means that approximately 85% pairs of individuals exchange their genetic material.
The standard simple mutation operator is implemented in the proposed GA. It is performed by changing a randomly selected gene in the genetic code of the individual, with a certain mutation rate. During the GA execution it may happen that all individuals in the population have the same gene on a certain position. This gene is called frozen. If the number of frozen genes is l, the search space becomes 2 l times smaller and the possibility of a premature convergence rapidly increases. The crossover operator can not change the bit value of any frozen gene and the basic mutation rate is often too small to restore lost subregions of the search space. On the other hand, if the basic mutation rate is increased significantly, a genetic algorithm becomes a random search. For that reason, the simple mutation operator used in Mutation() is modified so that the mutation rate is increased only on frozen genes. In this implementation, the mutation rate for frozen genes is increased 2.5 times (1.0/n), comparing to nonfrozen ones (0.4/n). In each generation, we determine positions where all individuals have a given gene fixed and define them as frozen genes. Obviously the set of frozen genes is not fixed, i.e. it may change in a generation.
The initial population is randomly generated in Population_Init(). This approach provides maximal diversity of the genetic material. This function also computes values of all the individuals of the population.
In order to obtain satisfactory results of our GA implementation, it is necessary to have a sufficient number of elite individuals to preserve good solutions for exploitation, as well as sufficient number of non-elite individuals for the During the running of GA, some solutions are often generated repeatedly in subsequent generations. The classical GA evaluates each solution irrespectively of its repetition. To increase the efficiency, we used a caching technique. The main idea is to avoid computing the same objective value every time when genetic operators produce individuals with the same genetic code. Evaluated objective values are stored in a hash-queue data structure using the least recently used (LRU) caching technique. When the same code is obtained again, its objective value is taken from the cache memory, that provides time-savings. In this implementation the number of individuals stored in the cache memory is limited to 5000. Function Exist_in_Cache(ind) investigates whether the cache memory contains individual ind. In that case the objective value obj ind is directly taken from the cache memory by Get_Value_From_Cache(ind). Otherwise, the objective value obj ind is calculated and the pair (ind, obj ind ) is stored in the cache memory by Put_Into_the_Cache_Memory(ind, obj ind ). If the cache memory is full, in order to make space for a new entry, function Remove_LRU_Block_From_Cache_Memory() removes the block (ind, obj ind ), which has been the least recently used. For detailed information about caching GA, see [26] .
We used the program for the software package CPLEX for checking the results of the mathematical models (1)- (7) . The genetic algorithm is tested on the test-examples reached the same value as the CPLEX program, and as the running time was very short in both cases, information on running times are presented.
Testing genetic algorithm for solving the MDBCS problem for Examples 1 and 2 in the section Previous works, provided the following results shown in Tables 4.1, 4.2, 4.3a and 4.3b.
For the graph from Example 1, the following results are obtained using a genetic algorithm for the MDBCS problem: For the graph from Example 2, we have the following results:
The data in columns of Table 4 .3a and of Table 4 .3b represent, respectively:
-the name of the current instances containing dimension; -the cardinality of the set of vertices, n; -the cardinality of a set of edges, m;
-the best GA solution, GA best ; -the average time t (in seconds) needed to detect the best value; -the total time t tot (in seconds) needed to finish the GA; -the total number of generations, gen; -the average percentage of cache using, cache.
Since there are no standard instances for MDBCS, the instances for the k-cardinality tree problem, (KTCP) instances containing vertex-weights appropriate for our problem with necessary updates in accordance with the input for GA, have been used. The stopping criterion of the GA was the maximum number of generations equal to 5000 or at most 2000 generations without improvement of the objective value. 
Conclusions
This paper deals with one of the known Degree-Constrained Subgraph problems, the Maximum Degree-Bounded Connected Subgraph problem. The paper also describes the ILP model and the genetic algorithm for solving the MDBCS problem.
Here, a first integer linear programming formulation for this problem, is presented, with formal proof of its correctness. In this paper a GA approach to solving the MDBCS has also been described. The problem is solved by a genetic algorithm which includes a binary representation with frozen genes, a limited number of different individuals with the same objective value and the caching GA technique. Experimental results are very encouraging and show the effectiveness of the GA approach.
This research can be extended in several ways. It would be desirable to investigate the exact methods based on linear relaxation, as Branch-and-Cut, or Brunch-and-Cut-and-Price.
