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We consider a delay differential equation of the form x" + [i(x2(t -r) + a{x\t))2 -\)x' + x = 0, t > 0, x(t) = x'(0) = bi, -r<t< 0:
here <f>\(t) is continuous on [-r, 0],^ and r are positive constants, and the prime denotes derivative with respect to the independent variable t. It is well known that for r = a = 0, this equation will have nontrivial periodic solutions characterized by a so-called limit cycle in the (x, a/)-plane, and that each nontrivial solution will approach such a periodic solution as t -> oo. If r > 0 and a > 0, can the same be said for solutions of (1)? The answer seems at present unknown. In the case a = r = 0, one can establish the above-mentioned result by geometric arguments in the (x, x'j-plane, and use the familiar Poincare-Bendixson theorem. These methods for the case a > 0, r > 0 cannot be directly applied. In the main result of this paper we give explicit conditions on the delay r in terms of a such that each solution x(t) of (1) is, together with its derivative x'(t) bounded for t > 0. Then by using a result originally due to Birkhoff, we can show the existence of nontrivial recurrent solutions. Whether all solutions are also attracted to a recurrent solution seems at present an open question. We consider (1) as a first-order system: f x' = y,
Theorem 1. If r < min{l,a}, then for each solution (x(t),y(t)) of (2) there exists a constant B\ > 0 such that x2(t) + y2(t) < By, t > 0.
Proof. We need only consider nontrivial solutions of (2) . Define V{x,y) = (x2 + y2)/2 and V(t) = V(x(t),y(t)) for any such solution (x(t),y(t)). For -r < t < 0, we take y(t) = b\. So V(t) is defined for t > -r, and all t for which (x(t),y(t)) exists. Using (2) 474 GEORGE SEIFERT we find that
Let Bq > 0 be so large that V (x, y) > B0 implies
Let B\ > Bo satisfy + b\ < B\, -r < t < 0, and suppose for some ti > 0, V{t\) > B\. Then there exists a to > 0 such that V(to) = B\, V(t) < B\, 0 < t < toUsing the Mean Value Theorem, there exists a sequence tn < to, n = 1,2,, such that tn -> to and V'(tn) > 0. Let e > 0 be such that 2re < 1. Since V{t) < V(to), -r<t<to,it follows that V(s) < V(tn) + £, tn -r < s < tn (5) for n sufficiently large. Using the fact that d{x2{t))/dt = 2x(t)y(t), we get x2(t) -x2{t -r) = 2 ff_r x(s)y(s) ds where again we take y(s) = b%, for -r < s < 0. Using this in (3), we get
and using this with t = tn, n sufficiently large, and (5) we get
Since (x(tn),y(tn)) -» (x(t0),y(t0)) as n -> oo, and V(x(t0),y(t0)) > B0, we get, using (4), V'(tn) < -2 + 2r£)y2(tn) < 0 for n sufficiently large, which contradicts V'(tn) > 0; this proves our theorem. We remark that under the conditions of Theorem 1, each solution of (2) exists for all t > 0; cf. Theorem 3.2 in [1] .
To introduce the concept of recurrent solution of (2), we need some notation and definitions. For any t > 0 and function x(t) continuous for t > -r, we use the notation xtx(t + s), -r < s < 0, and if x(t) -<j>{t), -r < t < 0, we put xt = xt(<p).
Let C = {(0(s), b), -r < s < 0: <j> is continuous on [-r, 0], b is real}. Note that for a solution (x(t),y(t)) of (2), (xt(cf>i),y(t)) £ C, t> 0. If (cj>, b) and (ip, c) are in C we define
Then {C, d} is a metric space with metric d(-, ■).
In the following definitions, we denote by cf> the elements (points) of C. Note that if for some T > 0, $(£ + T,(j>) = $(i, <f>), t > 0, then cp is a recurrent point; we need only take L(e) = T, and r = s + nT for a suitable integer n. In this case 4> is said to be a periodic point. This definition of recurrence is essentially that given in [2] , 7.05, and is what is called uniform recurrence in [3] . We note that the above definitions can be made if {C, d} is any metric space, not just the special case {C, d) given above. For a good discussion of semiflows on more general spaces, cf. the book by Saperstone [3] .
The following result is well known for general semiflows on a metric space, cf. [2] , pp.
338-344. Lemma 1. If the set 0+((/>) has compact closure O+(0), then w{4>) is nonempty, compact, and connected, and clearly uj(<f>) C 0+(a;).
It is a consequence of a result originally due to G. D. Birkhoff that if 0+(^) is compact, then contains recurrent points; cf. [2] , 7.02 or Theorem 3.9 in [3] . Since (2) is an autonomous delay differential equation whose solutions are uniquely determined by -r<t< 0 and exist for t > 0, these solutions generate a semiflow on C defined by t > 0, y{0) = b\. Definition 5. The solution (x(t),y(t)) is called recurrent if the point (4>\,bi) e C is a recurrent point for the semiflow generated by solutions of (2) as described above.
We note that if there exists a T > 0 such that the solution (x(t),y(t)) of (2) 
satisfies (.x(t + T),y(t + T)) = (x(t), y(t)), t > 0, then this solution is clearly recurrent.
It does not however seem to follow that recurrent solutions of (2) have this periodicity property. In fact, it is known that there exist semiflows with recurrent points that are not periodic and are known as almost periodic points; cf. [2] , 8.10. Lemma 2. If (x(t),y(t)) is a solution of (2), then in terms of the semiflow on C generated by solutions of (2), 0+(^>) has compact closure; here (j> = (</>i, &i) € C, and as in Theorem 1, r < min{l, a}.
A proof of this lemma can be based on the completely continuous property of the so-called solution map for (2); cf. [1] , 3.6, using the fact that each solution of (2) is bounded on (0, oo).
We can now state the second main result of this paper. Theorem 2. If r < min{l,a}, (2) will have nontrivial recurrent solutions, i.e., recurrent solutions distinct from (x(t),y(t)) = (0,0) for all t > 0.
Proof. Let (x(t),y(t)) be a solution of (2) with 4>\{t) + b\ > 0, -r < t < 0. The fact that the trivial solution (0,0) of (2) is completely unstable in the sense that there exists a 6 > 0 such that 0 < + b\ < 62, -r < t < 0, implies x2(t) + y2(t) > <52 for t > t\
for some t\ > 0 shows clearly that 0 +(</>) cannot contain the trivial point (</>o,0), where 0O = <f>(s) = 0, -r < s < 0, and so lj {(/>),(/> = (</>i,&i), also cannot contain this trivial point. The complete instability of the trivial solution of (2) follows easily from the fact that the linearization of (2) with respect to the trivial solution is fx' = y, Iy = My-x whose characteristic roots have positive real parts. Thus our theorem follows since, for if) £ and recurrent, the solution (x(t),y(t)) with x(t) = ipi(t), -r<t< 0, y(0) = 62 is recurrent; here i/j -(ifji(s), 62), -r < s < 0.
Some concluding remarks are in order. First, using similar methods we can easily obtain results like Theorems 1 and 2 for an equation of the form:
x" + n(x2(t -r) + a(x'(t -r))2 -1 )x'(t) + x = 0; only obvious modifications are needed; i.e., in place of the space C we may now use the space {0i(s),02(s) : -r < s < 0, (j)i(s), i = 1,2 is continuous}.
We also can deal with much more general equations like
x" + f(x(t), x'(t), x(t -r),x'(t -r))x' + g{x) = 0 and under suitable but more complicated conditions on / and g and get results like our Theorems 1 and 2, using the methods similar to those used in the simpler special case
(1)-Next, we note that delay differential equations of the form x" + f(x)x' + g{x{t -r)) = e(t) have been studied for some time. A recent paper by Burton and Zhang [4] gives conditions under which the solutions of this equation have certain boundedness and stability properties, and if e(t) is of period T, that there exist solutions of period T. If e(t) = 0 for all t and f(x) and xg(x) are positive for all x / 0 there are many papers giving conditions for the asymptotic stability of the trivial solution; cf. the references cited in
[4]-Finally we note that if r > 0 and a -0, the methods used in the proof of Theorem 1 fail. An open question seems to be whether in this case, solutions of (2) are bounded on (0,00) for r sufficiently small. More general results for delay differential equations with sufficiently small delays may be relevant; cf. [5] , p. 81. However, this result seems to show only that for such delay equations the solutions are also solutions of an ordinary differential equation. Whether in our specific case, this result can show that all solutions of (2) are bounded for t > 0 is not immediately obvious unless one can get explicit information about the associated ordinary differential equation.
