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SUMMARY
Most engineering flows take place in geometrically complex, multi-connected domains
and are dominated by unsteady coherent vortex shedding and turbulence. These attributes
make the numerical simulation of such flows a rather challenging undertaking even for
the most advanced computational fluid dynamics (CFD) methods available today. This
thesis seeks to: a) develop an accurate, efficient, and versatile numerical solver that can
accurately predict a broad range of complex engineering flows with unsteady statistical
turbulence models; b) validate the numerical solver through comparisons with experimental
measurements; and c) demonstrate the capabilities of the method by applying it to elucidate
the physics of complex flows spanning a broad range of practical applications, from hydraulic
engineering to bioengineering.
A new state-of-the-art CFD solver capable of simulating a broad range of complex
engineering flows at real-life Reynolds numbers is developed. The method solves the three-
dimensional incompressible unsteady Reynolds-averaged Navier-Stokes (URANS) equations
closed with unsteady statistical turbulence models. Three such models are incorporated in
the solver: the standard k − ε model with wall functions, the Spalart-Allmaras model
and the detached-eddy simulation (DES) model. The numerical solver employs domain
decomposition with structured Chimera overset grids to handle complex, multi-connected
geometries. The URANS equations are discretized in strong-conservation form using a
second-order accurate, space-centered, finite volume method. A second-order accurate,
dual- or pseudo-time stepping, artificial compressibility method is applied to integrate the
discrete governing equations in time. During every physical time step, the equations are
advanced in pseudo time with an efficient block-implicit, approximate factorization scheme.
The turbulence model equations are discretized using flux-difference splitting upwind scheme
for the convective terms and second-order accurate, central differencing for all other terms
and advanced in time using the same dual-time step method used for the URANS equations.
xiii
To fully exploit the power of modern parallel computational facilities, the developed solver
is parallelized using OpenMP.
The capabilities and versatility of the numerical method are demonstrated by applying
it to simulate two widely different flow problems: a) flow past a geometrical complex array
of multiple bridge piers mounted both on a natural river reach and on a flat bed experimen-
tal flume; and b) flow in mechanical, bileaflet, prosthetic heart valve with the leaflets fixed
in the fully-open position. Overset grid systems with several millions of grid nodes are used
and grid-refinement and other numerical dependency studies are carried out to explore the
sensitivity of the computed solutions to various numerical parameters. For all simulated
cases, large-scale unsteadiness appears naturally as a result of excited mean-flow instabili-
ties and the computed mean flowfields are shown to be in good quantitative agreement with
experimental measurements. By analyzing the instantaneous flowfields numerous novel in-
sights into the physics of both flow cases are obtained and discussed extensively. The results
of this thesis demonstrate the potential of the new method as a powerful simulation tool for
a broad range of cross-disciplinary engineering flow problems and underscore the need for





The advent of affordable supercomputers along with the proliferation of commercial and
academic Computational Fluid Dynamics (CFD) software packages have contributed to the
emergence of CFD as a powerful research and engineering design tool. Today CFD is widely
used in a broad spectrum of engineering applications, spanning areas as diverse as river
hydraulics and cardiovascular fluid mechanics. In spite of considerable progress, however,
CFD methods capable of quantitatively accurate predictions of complex engineering flows
at Reynolds numbers of practical relevance do not exist today. It is the major objective of
this research to contribute toward the development and validation of such a method.
The main challenges in the accurate simulation of complex engineering flows stem from
their enormous geometrical complexity and the rich flow physics such complex geometry
tends to induce. Engineering flows take place in arbitrarily complex, multi-connected do-
mains, which could involve moving boundaries and flexible bodies. Examples range from
flows in natural river channels with complex hydraulic structures, such bridge foundations,
intakes, hydropower installations, etc., to blood flow in artificial organs, prosthetic devices,
and the cardiovascular system in general. The difficulty in modeling such flows is fur-
ther exacerbated by the large disparity in scales between various geometrical features of
interest and the dependence of the small-scale flow physics to phenomena occurring at the
larger scale. In natural rivers, for example, the large-scale river bathymetry determines
the approach flow hydraulics and, thus, greatly affects the local hydraulics in the vicinity
of relatively small scale man–made hydraulic structures embedded within the river reach.
Engineering flows are often transitional or fully turbulent as they occur over a broad
spectrum of Reynolds numbers, ranging from Re = 103 for cardiovascular flow applications
to 106 − 107 for hydraulic engineering applications. A common feature of such flows is
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that they are all dominated by large-scale flow instabilities and unsteady coherent struc-
tures induced by the complex geometry. These coherent vortices typically scale with the
geometry of the flow and their size is, thus, much larger than that of small-scale turbulent
eddies. Yet coherent structures in such flows can contribute a significant percentage of the
total turbulence kinetic energy and Reynolds stresses. Accurate simulation of such flows
necessitates the use of efficient turbulence models that take advantage of the large disparity
in flow scales to resolve the dynamics of the large-scale structures directly without having
to resolve the entire spectrum of turbulent eddies, which would render the simulation of
complex engineering flows impractical especially at high Reynolds number.
From a computational standpoint, the above challenges pose a host of numerical dif-
ficulties, which need to be addressed in a manner such that the resulting CFD method is
not only accurate and reliable but also comprises an efficient, and thus useful, engineer-
ing simulation and analysis tool. To meet these challenges, a numerical algorithm must
possess, among others, the following general attributes: 1) a versatile and easy-to-use grid
generation approach that can easily lead to high quality grid system in arbitrarily complex
geometries; 2) spatial and temporal discretization schemes with at least second-order accu-
racy; 3) practical turbulence models that can yield quantitatively accurate predictions with
reasonable computational cost; and 4) efficient iterative schemes implemented in a code
that is optimized to take full advantage of high–performance computational platforms and
yield results within reasonable computational time. CFD algorithms which combine all of
the aforementioned attributes do not exist today and their development is far from trivial
as it hinges on the enormous complexities of real-life engineering flows.
The purpose of this research is to develop and validate a CFD framework that resolves
the above challenges and to demonstrate the generality and versatility of the method by
applying it to study the physics of two seemingly disjoint engineering problems: a) flows past
complex bridge foundations in natural river reaches; and b) flows in prosthetic mechanical
heart valves. Even though the context and Reynolds-number regime of these flow problems
are rather diverse, they both involve very complex geometries and they are dominated by
massive separation and large-scale, unsteady vortex shedding. Thus, their use as test cases
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in this research will serve to gauge the capabilities of the numerical method and underscore
its power as a general engineering flow simulation tool.
1.2 Literature Review
In this section we review previous work pertaining to the main computational challenges
identified above. Namely, the issue of discretization of complex computational domains,
the issue of turbulence modeling for complex flows, and the issue of efficient computer code
implementation. The literature related to the specific flow problems we simulate in this
work will be reviewed in separate subsequent chapters.
1.2.1 Numerical methods for incompressible flows
The time–dependent incompressible flow motion is described with
∂u
∂t
+ (u · ∇)u = −∇p + ν∆u
∇ · u = 0
(1)
Analytical solutions to the above equations only exit for several very simple cases. Solu-
tions of almost all engineering flows have to be relied on numerical simulations. Numerical
techniques required to obtain solutions of these equations include temporal and spatial dis-
cretization, solution of the discretized equations and boundary conditions. Every topic has
been studied by a vast number of researchers and the state-of-the-art numerical techniques
for incompressible flows are the result of these success studies. In the following sections, we
subsequently discuss the issues of temporal discretization and spatial discretization related
with incompressible flow simulation.
1.2.1.1 Temporal discretization
As seen in the governing equations of incompressible flow (Esq. 1), the governing equa-
tions of incompressible flows include three momentum conservation equations and one mass
conservation (or continuity) equation. By given initial values of the pressure and velocity
field, the velocity components can be advanced in time by integral the momentum equa-
tions. However, the continuity equation, which requires the time–dependent velocity field
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to be divergence free thus serving as an incompressible constraint, does not contain any
time–derivative of the pressure. Therefore, the governing equations lack any direct time–
marching scheme for the pressure field. Schemes developed for compressible flows, where
the flow variables (including density and velocities), can not be directly applied for incom-
pressible flow simulation without any modification. Special considerations are necessary to
obtain a pressure field that meets the incompressible constraints. Over the years, there are
many different flavors of numerical methods developed to obtain time–accurate solution of
the above governing equations. These methods can be roughly divided into two groups:
pressure–based method and density based method.
1) Pressure based methods
As stated earlier, by given an initial condition of the pressure and velocity field, the
momentum equations can be used to advance the velocity components in time. A naive,




The solution at the new time step, Un+1i , does not satisfy the continuity equation, therefore
dose not consist of the actual solution of the governing equations at the new time step.
These velocity components have to be corrected to meet the incompressible constraint. The
correction, δUi, has an impact on the pressure field, thus can be used to obtain the correct
pressure field at the new time step. Methods in this category include pressure Poisson
method and pressure projection method.
• Pressure Poisson Method
This method was originally applied by Harlow and Welch (1965) in the MAC, Marker-
and cell, method for the computation of free surface incompressible flows. In this method,
by introducing intermediate velocity components which are taken from the momentum equa-
tions, the discretized continuity equation is transformed into a pressure Poisson equation.
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The original pressure Poisson method reads as
un+1 − un
∆t
= −(un · ∇)un −∇pn+1 + ν∇un (3)




un − (un · ∇)un + ν∇un
]
(4)
The above semi–discretization equations are advanced in time as follows: First, the pressure
field at the new time step is obtained through the solution of the Poisson pressure equation.
The computed pressure is then used to advance the momentum equations in time which
yields the velocity solutions at the new time step. This new time step velocity field implicitly
satisfies the continuity equation. The MAC method is first–order accurate in time. The
explicit time–advancing nature imposes very strict limitation on stability and only very
small time steps can be used.
• Projection method (or fractional step method)
Pressure projection method was independently developed by Chorin (1968) and Temam
(1969). The projection method is based on the Hodge decomposition theorem, which states
that any vector function u∗ can be decomposed into a divergence free part u plus the
gradient of the gradient of a scalar φ, i.e.
u∗ = u +∇φ (5)
where ∇·u = 0. The general projection method can be described by the following two–step
predictor–correction procedure:
Step I: Prediction step
u∗ − un
∆t
= −(u · ∇)u + ν∆u +∇P̃ (6)
where P̃ is the approximation of pressure field and u∗ the intermediate velocity components.
Since the P̃ does not equal to the actual pressure field at the new time step, Pn+1, the
intermediate velocity field is not divergence–free.
Step II: Correction step
The next step in the projection method is to project these intermediate velocity fields
into a divergence–free space, by using the pressure as a projection factor. As indicated by
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the Hodge decomposition theorem, this can be done by
u∗ = u + ∆t∇φ
Taken the divergence of the above equation will yield
∆t∆φ = ∇ · u∗ (7)
The correct pressure field can be obtained
Pn+1 = P̃ + L(φ) (8)
where the correction function L(φ) depends on the selection of P̃ .
Over the past few decades, many versions of projection methods have been developed
by different researchers, by different choices of the pressure approximation in the prediction
step. In the projection method developed by Kim and Moin (1985), the pressure is not used
in the prediction step. This method is also referred as pressure free projection method. The






(3C(un)− C(un−1)) + 1
2
(∆u∗ + ∆un) (9)






∇ · un+1 = 0. (11)





∇ · u∗ (12)
Although it’s not necessary to have the values of pressure to advance the equations in time,
they can be recovered as follows:




As shown in the above equations, the convective terms are discretized with second–order–
explicit Adams–Bashforth scheme and the viscous terms are discretized with the second–
order–implicit Crank–Nicholson scheme. Such an implicit treatment of the viscous terms
removes the numerical viscous stability restriction.
An important issue in this projection method is how to impose boundary condition for
the intermediate velocity field. Since the pressure gradient does not appear in the prediction
equation, the intermediate velocity u∗ does not approximate un+1. As suggested by Kim and
Moin (1985), in order to sustain the same accuracy as the discretization used for the velocity
components, it is necessary to use the following boundary conditions for the intermediate
velocity:
u∗ = un+1 + ∆t∇φn (14)






(C(u∗) + C(un)) +
1
2





∇(pn+1 − pn) (16)
∇ · un+1 = 0 (17)
In the projection method developed by Bell et al. (1989), P̃ is selected as pn−1/2. The






2 −∇pn−1/2 + ν
2
(∆u∗ + ∆un) (18)
where C(u)n+1/2 is obtained with a Gudnov scheme.
Step II:
u∗ = un+1 + ∆t∇φn+1 (19)
∇ · un+1 = 0 (20)
The pressure field is updated by
∇pn+1/2 = ∇pn−1/2 + ∆φn+1 (21)
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This scheme will lead to a first–order time accuracy for the pressure term and second–order
time accuracy for the velocity components.
2) Density based method
This method is usually referred as artificial compressibility or pseudo–compressibility method
in the literature. The method was first introduced by Chorin (1967). The idea of this ap-
proach is to recover the hyperbolic character of the compressible equations, by adding
artificial– (or pseudo) compressible term into the continuity equation (this is where the
name pseudo–compressibility came from). By this, the well–developed computational tech-
niques for compressible flows can be directly applied on the simulations of incompressible
flows. Although the original method was developed for steady flow calculations, it has been
extended to unsteady flow simulations by performing local pseudo–time iterations for each
physical time step, see Merkle and Athavale (1987) for 2D flows and Rogers et al. (1991)











+∇ · u = 0 (23)
where τ is pseudo–time. By performing pseudo–time iterations in every physical time
step and let all pseudo–time derivative terms (∂u/∂τ and ∂p/∂τ) approaching to zero, the
original unsteady governing equations are recovered.
An important issue in applying this pseudo–compressibility method is the iteration
in pseudo–time. A fast and robust pseudo–time integration scheme is required to obtain









= θRHS(Qk+1,n+1) + (1− θ)RHS(Qk,n+1) (25)
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where 0 ≤ θ ≤ 1. When θ = 0, the above discretization is explicit, since the right hand side
terms are all evaluated at the previous pseudo–time solution. If θ = 1, the scheme is fully
implicit while with other value of θ, mixed schemes are obtained.
Both explicit and implicit schemes are widely used, see Lin and Sotiropoulos (1997a) for
explicit schemes and Rogers et al. (1991) and Yuan (2002) for implicit schemes. The ad-
vantages and disadvantages of both methods are well known in the literature. The explicit
method is straightforward for implementation, has a less memory requirement and easy for
extension to parallel computations. However, it suffers from the small time–step restric-
tion imposed by stability requirement. In order to improve the convergence rate, methods
like local time–stepping and residual smoothing (Hollanders et al., 1985) are developed and
multi–grid methods are also very important in obtaining solutions with reasonable com-
putational cost. On the other hand, implicit schemes, which needs the inversion of the
coefficient matrix, requires much more memory per node and is more complex for imple-
mentation. However, since it has much larger stability range, larger time–step can be used
for every single iteration thus leading to a faster convergence rate.
The semi–discretized form of the implicit scheme reads as
1
τ
δq = RHS(Qk,n+1) + Aδq + O(δq2) (26)
where δq = Qk+1,n+1−Qk,n+1 and A is the Jacobian matrix, ∂RHS/∂Q. A prerequisite to
solve the above equation is to obtain the inversion of Jacobian A, which is a huge sparse
array. To directly inverse it requires extensive storage space and extremely long compu-
tational time. The system has to be solved approximately. Widely used methods include
Alternative Directional Implicit (ADI) method (Beam and Warming, 1976), LU decomposi-
tion techniques (Jameson and Turkel, 1981; Caughey and Jameson, 2003), Newton–Krylov
method (Ekici and Lyrintzis, 2003; Knoll and Keyes, 2004; Lowrie, 2004), etc.
1.2.1.2 Spatial discretization
Spatial discretization is a very important issue in solving the Navier–Stokes equations,
especially the discretization of the convective terms and the pressure gradient. Schemes can
be used to discretize the convective terms include upwind and central difference schemes.
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Multidimensional upwind scheme can be constructed based on flux split method of Steger
and Warming (1979) and Roe (1981), or Harten et al. (1983)’s TVD method. These methods
are widely used in flow simulations for their stability. However, as shown in Mittal and Moin
(1997), upwind like schemes are very dissipative and thus not suitable for physics–based
numerical simulations, such as direct numerical simulation (DNS) or large–eddy simulations
(LES). For this reason, non–dissipative central–difference schemes are always preferred in
physics–based simulations.
Straightforward implementation of three–point central–difference scheme on a non–
staggered grid may lead to non–physical pressure oscillations, the well–know odd–even
decoupling problem. This problem can be effectively resolved by using the staggered grid
method, which was originally proposed by Harlow and Welch (1965). In this method, the
velocity components are stored on the grid cell edges while the pressure is stored on the
cell center. A typical two dimensional staggered Cartesian grid is shown in Fig. 1. The
x and y–directional momentum equations and the pressure equations are discretized on
different control volumes. Such an arrangement removes the pressure oscillation from the
calculation and does not require any special treatment on the pressure. Although originally
specifically designed to remove pressure oscillation, it is found recently that the staggered
grid arrangement had many attractive conservative properties. Lilly (1965) showed that,
on top of the local mass and momentum conservation, Cartesian staggered grid also con-
serves circulation and kinetic energy if without viscosity. Zhang et al. (2002) developed
unstructured staggered grid schemes that also conserves these properties. Because of these
remarkable conservative properties of staggered grid, it is widely used in a lot of studies
(Burton and Eaton, 2002; Hinatsu and Ferziger, 1991; Kirkpatrick et al., 2003).
The original staggered grid is implemented on the top of Cartesian grid system, where
the Cartesian velocity components are normal to cell faces thus can be directly used to
calculate the flux on cell faces. When this method is extend to three–dimensional curvilinear
coordinate system, this orthogonality does not hold any more. In order to calculate the flux
on cell faces with Cartesian velocity components, all three velocities have to be stored on
every cell face, which leading to the definition of nine velocity component and solution
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Figure 1: Variable storage arrangement of staggeredgrid grid
of nine momentum equations per control volume. This arrangement is inefficient thus
should be avoided (Zang et al., 1994). A straightforward extension of the Cartesian grid
arrangement is to store the contravariant velocity component on cell faces. By doing this,
the whole governing equation system has to be transferred into the curvilinear system where
contravariant and covariant velocity components are the system unknowns. This equation
transfer procedure will lead to a very complicated system, which requires the evaluation
of Christoeffl coefficients (Rosenfeld et al., 1991). Because of these difficulties, in complex
three–dimensional simulations, non–staggered grid arrangement is preferred.
As shown in Sotiropoulos and Abdallah (1991), on the top of the non–staggered grid, it
is impossible to yield a solution that is locally divergence free and without pressure oscil-
lation from the central–difference scheme based discretized Navier–Stokes equations. The
only remedy to this is to either apply some schemes that are inherently dissipative or to
explicitly add artificial dissipation to the central difference. One of the most widely applied
non–staggered grid methods was the Rhie and Chow interpolation scheme, originally pro-
posed for steady flows on structured grid. The method was later extended to 3D unsteady
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flow calculation by Zang et al. (1994) and was applied on the top of unstructured grid by
Davidson (1996) and Choi (1999). The essence of Rhie and Chow interpolation method is
to implicitly add a fourth–difference pressure term, which serves as artificial dissipation,
to the continuity equation. In order to minimize the amount of the artificial dissipation
introduced to the discretized continuity equation while maintaining the smoothness of the
computed pressure field, Sotiropoulos and Abdallah (1991) proposed to explicitly add a
fourth–difference artificial dissipation term in the discrete continuity equation. On con-
vergence, the local divergence is equal to this explicitly added dissipation term thus the
amount of artificial dissipation is controllable. Another way of introducing artificial dissi-
pation to the discretized equations is to use artificial compressibility method to discretize
the governing equations in time, thus the artificial dissipation schemes developed for com-
pressible flows, such as Jameson and Turkel (1981), can be extended to the incompressible
flows simulations. In Lin and Sotiropoulos (1997a), different forms of artificial dissipations,
including scalar dissipation and matrix–valued dissipation, are compared.
1.2.2 Grid generation strategies
In general, there are two types of grid generation strategies: structured and un-structured
grids. Structured grids, as indicated by the name, rely on structured coordinate systems and
computational nodes are located at the intersection of the different families of coordinate
lines. Structure grids use quadrilateral and hexahedral elements in 2D and 3D problems,
respectively. In contrast, un–structured grids do not rely on a structured coordinate system
and usually employ triangular and tetrahedral elements in 2D and 3D problems, respectively.
Both approaches have their own strengths and weaknesses for CFD applications. The
explicit organization of grid nodes in structured meshes leads to the efficient discretization
of the governing equations of fluid flow and greatly facilitates the deployment of fast, implicit
iteration solvers, such as approximate factorization schemes, and convergence acceleration
methods, such as the multi–grid method, in the kernel of the numerical solver. Such features
can largely enhance the efficiency of the numerical solver and result in fast turnaround time.
Not imposing the often stringent requirement for a structured coordinate system, however,
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can greatly facilitate and expedite grid generation in complex geometries, which is a very
attractive feature of unstructured grid algorithms.
In spite of their attractive computational efficiency, the usefulness of structured grids is
rather limited in real engineering flow problems due to the often sever restrictions posed on
the grid generation method by the required structure of the grid elements. In fact, structured
grids are well suited only for flow problems with simple boundary geometry, such as the
flow around a single cylinder, as shown in Fig. 2. By adopting body-fitted, generalized,
curvilinear coordinates, grids can be constructed for such simple geometries with elements
aligned with the surface of the body, thus, allowing the easy implementation of boundary
conditions and the efficient clustering of grid surfaces near the solid wall boundary layers.
However, for more complex flow domains, such as the multi–cylinder flow problem shown
in Fig. 3, using a single structured–grid system to discretize the entire domain is no–
longer feasible. Such difficulties could be further exacerbated in flow problems involving
geometrical features of interest at disparate spatial scales. As discussed above, for example,
the local flow in the vicinity of bridge foundations is determined by the geometry of the
foundation and the large–scale topography of the natural river reach within which the
foundation is embedded. To accurately resolve the effect of the bridge foundation on the
flow, very fine grid resolution would be required near the foundations. If a structured–grid
method is adopted for such simulation a grid system with very large number of grid nodes
would be required, which could result in an intractable computational problem even for
the present-day, very powerful supercomputers. There are two options to remedy these
difficulties: 1) unstructured grids; and 2) domain decomposition with locally structured
grids.
Unstructured grid methods originally emerged as an alternative to structured grid for
complex geometries simulations. These methods use tetrahedral or hexahedral or mixed
type of elements. The elements are allowed to be arbitrarily connected with neighboring
elements. This not only provides extra feasibility for discretizing complex geometries but
also allows for the relatively easy implementation of locally adaptive algorithms to simulate
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Figure 2: Structured grid around a single cylinder
Figure 3: Multi-cylinders problem. The flow domain is very difficult to be discretized with
a single block structured grid system
problems with multiple geometrical scales. Because of these attractive features, unstruc-
tured gird methods are actively studied by many researchers. Researches are focused on
automated grid generation in complex geometries (Marcum and Weatherill, 1995; Owen and
Saigal, 2000; Marcum, 2001), spatial discretization (Kobayashi et al., 1999; Zhao and Zhang,
2000; Zhao et al., 2002; Zhang et al., 2002; Darwish and Moukalled, 2003; Mahesh et al.,
2004), and solutions techniques (Kim and Choi, 2000; Moinier et al., 2002; Ollivier-Gooch,
2003; Sorensen et al., 2003; Lambropoulos et al., 2004).
The unstructured grids’ general complex geometry handling capability comes with huge
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cost penalties. Unstructured grid methods require much more memory (to save grid con-
nectivity information) than structured ones. Moreover, because of lack of grid structure,
certain PDE solution acceleration techniques, such as ADI methods, multi–grid techniques,
are very difficult or even impossible to implement on the top of unstructured grid systems
and the solution of PDEs has to be relied either on explicit time integration schemes (e.g.,
Runge–Kutta method) or Newton–based implicit schemes (Brown and Saad, 1990; Blanco
and Zingg, 1998; Nemec and Zingg, 2002). The explicit time integration schemes suffer
from the strict time–step requirement and require much more iteration steps to obtain con-
verged solution. On the other hand, the Newton like schemes benefit from the fact that all
equations are advanced in an implicit method thus allows for the usage of large time–step.
However, these methods require the inversion of a very large sparse matrix, either directly
or approximately. Such inversions are very expensive, both on the sense of memory re-
quirement and computational time cost. Therefore, solvers based on unstructured grids are
usually much more expensive in the sense of computational time cost. Another cost to use
unstructured grid is the loss of accuracy. Straight forward implementation of second order
interpolation schemes of the flow variables will lead to first order approximation of the flux
on control volume faces on an arbitrary mesh (Hirsch, 1999). Great efforts have been paid
on developing fully second–order accurate schemes that is independent of grid, success has
only been reported and applied on 2D cases (Kobayashi et al., 1999; Abgrall, 2001; Abgrall
and Mezine, 2003). In 3D simulations, second–order accuracy can only be reached with
uniform unstructured grid (Zhang et al., 2002; Mahesh et al., 2004), which is impossible on
complex geometry simulations. When it comes to high–Reynolds turbulent flow simulations,
the thin boundary layer usually requires mesh spacing several orders of magnitude smaller
in the direction normal to the wall than in the streamwise direction, resulting in large cell
aspect–ratios in these region. Such large aspect–ration cells may decrease the accuracy of
solution (Babushka and Aziz, 1976) and should be avoid. The current industry applica-
tions typically avoid this problem with hybrid grid, which combines structured–grid near
boundary with unstructured grid in the core flow region (Khawaja and Kallinderis, 2000;
Douglass et al., 2002; Athanasiadis and Deconinck, 2003). Due to all the above limitations,
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unstructured grid is not ready for large–scale viscous flow simulation and huge development
is required before it reaches such a goal.
An alternative to unstructured grids is the use of multi–block approach with locally
structured grids. In this hybrid methodology, which attempts to combine the benefits of
fully structured and unstructured approaches, a multi-connected computational domain is
first divided into a set of several smaller and geometrically simple subdomains (or blocks).
The shape of each block is selected such that it can be easily discretized by a locally struc-
tured grid, whose coordinates could in general be independent of those used in adjacent
blocks. The idea of splitting a complex domain into small blocks is called domain decompo-
sition. The domain decomposition method (DDM) was first proposed by Schwartz (1869).
Generally there are two groups of DDM: overlapping and non–overlapping (or patched)
DDM. The difference between these two groups lies in the arrangement of blocks. In the
former approach neighboring sub–domains are allowed to arbitrarily overlap, while in the
latter approach blocks must exactly match with the others along their common interface.
The non–overlapping DDM method, which is also referred as patch grid methods, have been
applied in many complex flow simulations, such as flow around a train (Khier et al., 2000),
flow around model airplanes (Takanashi and Takemoto, 1995), and unsteady flows in a cen-
trifugal compressor stage (Koumoutsos et al., 2000) etc. Since the blocks sharing the same
interfaces on the boundaries, conservation schemes that guarantee flux conservation on in-
terfaces are relatively easier to develop and implement (Wright and Shyy, 1993). However,
the interface mapping requirement of non–overlapping DDM poses some extra constraints
on grid generation, making their usefulness in extremely complex flow simulations rather
limited.
The recent implementation of overlapping DDM in CFD was proposed by Steger and
Benek (1987) using the so-called Chimera or overset grid approach. To illustrate the idea
of a Chimera grid, let us refer to the simplified problem shown in Fig. 4. The boundaries
of the physical domain are shown as solid lines. The original domain can be divided into
two domains, a circular region and a rectangular region, by supplying auxiliary lines shown
as dashed–line (which will be referred to as the grid interface) on the figure. Structured
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grids can be generated for each of the two subdomains separately, i.e. without any regard
to the mesh topology used in the other region. Solving the governing flow equations in such
a composite domain requires very careful treatment of the flow variables at the subdomain
interfaces to ensure that flow structures generated in one subdomain can cross without
spurious distortions and affect the flow in adjacent subdomains. Typically, the flow variables
at the interface are obtained via an iterative procedure employing some kind of an interface
interpolation scheme, which communicates information from one subdomain to the others.
Figure 4: Chimera grid method for flow around a single cylinder
Specification of boundary conditions at the grid interfaces is the most important nu-
merical issue in algorithms relying on the Chimera approach. A good treatment of grid
interface boundary conditions should reproduce the flow physics as described by the origi-
nal governing equations on the same physical domain (without domain decomposition), all
flow structures generated in one block to cross without distortion into neighboring blocks,
ensure numerical stability, and eliminate spurious oscillations of the flow variables across the
interfaces. The grid interface treatment schemes can be generally classified as conservative
and non–conservative methods, depending on whether they ensure or not conservation of
certain physical quantities or fluxes across the interface. The most straightforward scheme
is to use linear interpolation. The variables at grid interfaces are specified through linear
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interpolation based on the relative position of the grid nodes on interface and the back-
ground grid cell. This implementation leads to a non–conservative method. It is widely
used because of its simplicity and efficiency on implementation (Benek et al., 1983; Chesshire
and Henshaw, 1990). This implementation, however, does not guarantee global conserva-
tion of mass and momentum fluxes, i.e., the integration of mass and momentum fluxes on
the composite grid interface does not equal to zero. Lack of global conservation could be
detrimental to the accuracy and smoothness of the computed solution, especially for incom-
pressible flow simulations where global mass conservation is a necessary condition for the
existence and uniqueness of a smooth pressure field (Hubbard and Chen, 1990). As stated
earlier, global conservation can be ensured through flux interpolation on the shared grid
interface of patched multi–block structured grids, such as schemes developed by Rai (1986)
for compressible flow and by Wright and Shyy (1993) for incompressible flows. However,
the interface mapping requirement of non–overlapping DDM poses some extra constraints
on grid generation, making their usefulness in extremely complex flow simulations rather
limited. The overlapping block arrangement of Chimera grid methods removes the require-
ment of grid matching on interfaces thus largely improves the complex geometry handling
capability. Meanwhile, the lack of common grid interfaces makes it extremely difficult to
enforce global conservation, especially for 3D.
To date, there is no clear evidence to support the relative superiority of conservative
and non-conservative interface interpolation schemes. As argued in Meakin (1995), the
key issue of the Chimera approach is that of grid resolution in the vicinity of the interface
rather than the conservative character of the interface interpolation algorithm. An interface
interpolation scheme that attempted to balance the requirement for conservation at the
interface and computational simplicity and expedience in 3D simulations was proposed by
Tang (2001), who proposed a new grid interface scheme based on enforcing a second-order
accurate discrete approximation of global mass conservation at each overset grid interface.
This scheme was shown to enhance the overall efficiency of the numerical algorithm as well as
the smoothness of the computed solution across interfaces as compared to the standard tri-
linear approach, especially when the grid spacing of adjacent subdomains is discontinuous.
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The Chimera grid method is desirable in CFD simulation of engineering flows in many
aspects. First, this method allows the arbitrary overlapping between subdomains and poses
little restrictions on the block interfaces, thus, leading to the highest feasibility in the
process of domain–decomposition. Changes of the computational domain—obtained, say,
by adding or deleting solid obstacles or changing the shape of existing ones—can be easily
accounted for by altering, adding or removing grid components to the grid system, while
leaving the overall or background grid system untouched. Such a feature is especially useful
for multi–connected flow domains.
Second, the grid arrangement in a specific block is not directly related to the other
blocks. Therefore, grids in each block in the system can be locally optimized to obtain the
best result. For example, in turbulent flow simulation, very fine grids near solid walls are
required. By carefully arrangement of blocks in overlapping DDM, grids can be allowed to
be clustered to the regions where it is necessary. Another attractive feature of overlapping
DDM is it provides a natural level of parallelism for execution on modern parallel computers.
Finally, the ability of the overset grid approach to handle arbitrarily overlapping grids
with discontinuous grid spacing in adjacent subdomains facilitates the implementation of
grid embedding strategies. Grid embedding is ideally suited for handling geometries with
large disparity in spatial scales. For the previously discussed example of bridge foundations
embedded in a river reach, for example, a background grid fine enough to resolve the
large scale topographical features of the reach can be used to simulate the approach flow
hydraulics in the vicinity of the structures. The local hydraulics in the vicinity of the
structures can then be accurately modeled by embedding successively finer grids within the
background mesh to essentially zoom in spatial scales comparable to those of the unsteady,
coherent vortices shed by the structures.
Because of overset grid’s superior capability in handling complex geometry flow prob-
lems, this method has be widely studied and applied since its appearance. The capability
of overset grid in handling complex geometries is well demonstrated in a number of re-
searches. Rogers et al. (2001) used the overset grid method to calculate the viscous flow
around a complete Boeing 777-200 aircraft configured for landing. The geometry of a 4.2%
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scale model aircraft used in wind tunnel experiments was used for simulation. All major
components, including the fuelsage, the main wing, the inboard and outboard leading–
edge slats, the Krueger slat, the inboard and outboard flaps, the flaperon, the engine strut
and the vertical tail, are considered in the simulations. Overset grids are generated with
PEGASUS, an automated overset grid generation solver. A grid system with overall grid
nodes of 22 million is used for this extremely complex geometry. Simulations are conducted
with OVERFLOW, a parallel multi–block numerical solver. The convective terms are dis-
cretized with third–order Roe upwind differencing scheme and the turbulence is modeled
with Spalart–Allmaras turbulence model (Spalart and Allmaras, 1994). Steady state so-
lutions were obtained from the simulations. Aoki (2001) developed a numerical solver,
which combines the Interpolated Differential Operator (IDO) scheme, Cut Cell technique
and Chimera grid method, to simulate the falling process of papers. The papers are treated
as rigid and a high resolution structured grid block following the motion of paper is de-
signed to accurately reproduce the flow physics in the vicinity of the paper. The simulation
reproduced the fluttering trajectory of paper falling and shows the mechanism controlling
this process. Pan and Damodaran (2002) developed unsteady incompressible flow solver
based on Chimera overset grid method. The time–dependent Navier–Stokes equations are
solved by using a pressure–projection method. The convective terms are discretized with
second–order accurate Gudnov method. The method is applied to study the flows around a
sphere (Pan and Damodaran, 2002), flows around an oscillating cylinder and flows around
multi–body underwater robotic vehicles (URV). Chimera overset grid method is also applied
to investigate the 3D unsteady turbulence flows. Chen and Liu (1999, 2000) investigated
the unsteady turbulent flow induced by ship berthing. Hedges et al. (2002) studied the
turbulent flow field around a simplified landing gear by detached eddy simulation (DES)
and unsteady RANS (URANS) approaches. As shown in these examples, Chimera grid
method is a suitable choice for 3D unsteady complex flow simulations.
20
1.2.3 Turbulence modeling
Most flows of engineering interest are either transitional or fully turbulent and, thus, the
issue of turbulence modeling is a key consideration when developing predictive CFD algo-
rithms for complex flows. The challenge in modeling turbulent flows stems from the very
nature of turbulence, which is highly three-dimensional and unsteady with rich chaotic dy-
namics and is characterized by a broad range of spatial and temporal scales (usually referred
to as turbulent eddies). In a turbulent flow the size of the eddy motions spans a very wide
spectrum, ranging from the smallest scale, l, which is defined as the scale at which the
viscous effects are dominant, to the largest scale, L, whose magnitude is of the same order
of the length scale of flow domain. The difference between these two scales is estimated,
through dimensional analysis, to be proportional to Re4/3 (Piomelli and Balaras, 2002).
This estimate shows that even for flows at moderate Re, the disparity in scales is so large
that it imposes a great challenge in numerical simulations and necessitates the adoption of
some kind of modeling strategy for simulating engineering turbulent flows.
Turbulent flows of incompressible fluids are governed by the three-dimensional, time-
dependent continuity and Navier–Stokes equations as shown in Eq. (1). The brute-force
approach for simulating turbulent flows is to solve the above equations via the so-called
direct numerical simulation (DNS) approach. In this approach, the time-dependent gov-
erning equations are solved directly by using spatial and temporal resolution fine enough
to resolve all turbulent eddies, from the geometry-dependent largest scales to the viscosity-
dependent scales, which dissipate the energy of the turbulent motion into heat. Assuming
that a numerical method free of errors is employed, DNS can provide the most accurate
description of any turbulent flow. This, however, can only be accomplished at a great com-
putational cost as the computational mesh needs to be fine enough to resolve the smallest
scales (the Kolmogorov scale) of turbulence. As shown through the previous scale estimate,
the total number of grid nodes necessary to represent all scales of motion in a turbulent
flow is of the order of Re9/4. Because of this power-law dependence of grid size on Re,
DNS is not a viable engineering simulation tool in high Re engineering flows even on to-
day’s fastest supercomputers. For that reason DNS is almost exclusively used today for
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simulations of low-Re turbulent flows in relatively simple geometries to obtain accurate and
complete descriptions of turbulent flow fields, which can be used to develop, refine and test
the predictive capabilities of various turbulence modeling approaches (Moin and Mahesh,
1998).
Turbulence modeling techniques constitute the only practical alternative for simulating
complex engineering flows at Reynolds numbers of practical interest. In general, all turbu-
lence modeling strategies employ some kind of decomposition of instantaneous fluctuating
flow variables (velocities, pressure, scalar concentration) into a filtered or resolved compo-
nent and a fluctuated or unresolved component, which needs to be modeled. The scale of
the resolved component is usually much larger than that of the unresolved component and
can, thus, be directly resolved with relatively less computational cost. The fluctuating part
of the turbulence flow field, however, remains unknown and its effect on the resolved flow
field needs to be taken into account by introducing a turbulence model.
Currently, there are two widely used filtering approaches: one is to filter the flow field
in space and the other is in time. These two different filter processes lead to two different
categories of widely used turbulence modeling techniques: large–eddy simulations (LES)
and Reynolds–averaged numerical simulations (RANS). Although the mathematical and
physical framework of these two different approaches are quite different, they both share a
common goal insofar as they both seek to model the unresolved fluctuating field in terms
of resolved flow quantities.
1.2.3.1 Reynolds–averaging and the Reynolds-averaged Navier–Stokes (RANS)
RANS turbulence models constitute the most popular turbulence modeling technique for
complex, engineering flow simulations, presumably due to their relative simplicity and
overall computational expedience. All RANS models are based on the Reynolds-averaged
Navier–Stokes equations, which are obtained by first decomposing instantaneous flow quan-
tities as a sum of a deterministic and a random part and then either time– or ensemble–
averaging the instantaneous continuity and Navier–Stokes equations. In this section we
outline the basic principles of the averaging process, which lead to the derivation of the
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RANS equations, summarize the various types of turbulence closure models, and review
past work both in steady and unsteady RANS modeling with emphasis on complex 3D
shear flows.
At any given point −→x = (x1, x2, x3) in the flowfield an instantaneous flow quantity, say
the velocity field ui, can be decomposed by adopting the following general triple decompo-
sition proposed by (Hussain and Reynolds, 1972):
ui (t,−→x ) = ui (−→x ) + ûi (t,−→x ) + u′i (t,−→x ) (27)
where ui is the mean value defined as:






ui (t,−→x ) dt (28)
ûi is the deterministic or coherent contribution (see subsequent discussion) and u′i is a
random, turbulent fluctuation.
The deterministic component of the above decomposition is assumed to have a char-
acteristic time scale, which is much greater than the greatest time scale of the turbulent
fluctuations. In other words, the decomposition given by Eq. (27) assumes that there is a
clear spectral gap between the deterministic and turbulent fluctuations. Such low frequency
component could be either due to a forcing imposed onto the flow or due to naturally ex-
cited, large scale, flow instabilities. In the former category, for example, one would classify
flows encountered in turbomachinery applications, where the rotational frequency of the
rotor imposes an unsteady forcing, as well as cardiovascular flows, where the forcing is
imposed by the cardiac cycle. In such a case, ûi at any instant in time can be obtained
by ensemble-averaging the results of many experiments at the same moment during the
phase of the deterministic unsteady forcing and subtracting the mean. Examples of flows
in the latter category are flows involving turbulent shear layers, which are dominated by
large-scale coherent structures due to the Kelvin-Helmholtz instability (shedding behind
solid obstacles, mixing layers, etc.). Once again the concept of phase-averaging could also
be employed to interpret ûi. Alternatively, one could also obtain ûi by time-averaging the
instantaneous quantity over a finite-size temporal window whose size is much smaller than
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the time-scale τd of the deterministic component and much greater than the largest period










dt′ − ui (−→x )
where τt << τ << τd.
1) Steady RANS
Steady RANS modeling is of course meaningless for flows involving forced, low frequency
unsteadiness but it has been widely used in the past and continues to be used for all other
flows. In this context the deterministic and turbulent fluctuations are lamped together
into a single random fluctuation term and the instantaneous velocity field is decomposed as
follows:




U ′i = ûi (t,
−→x ) + u′i (t,−→x )
By substituting the above decomposition into the instantaneous Navier-Stokes equations














where τij is the symmetric Reynolds–stress tensor:
τij = −ρU ′iU ′j
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which introduces six more unknowns into the governing equations as a result of the averaging
process. Closing the RANS equations, therefore, requires a turbulence closure model
for the six Reynolds stresses. An attempt to derive equations for the Reynolds stresses
by further manipulating the Navier–Stokes equations inevitably leads to equations with
higher-order turbulent correlations, such as triple fluctuating velocity products, products of
velocity and pressure fluctuations, etc. This goes on ad infinitum as any attempt to derive
transport equations for these new terms continues to introduce higher order terms. The
inability to close the RANS equations is known as the turbulence closure problem, which
can only be solved by modeling. A variety of turbulence models have been proposed in the
literature, which, depending on the general approach adopted to model the Reynolds stress
terms, are classified as isotropic eddy viscosity models, non-linear eddy-viscosity models,
and Reynolds-stress models. The reader is referred to the reviews by Sotiropoulos (2000)
for a more detailed overview of various closure models for the steady RANS equations. For
brevity, here we only present the equations of two well known isotropic models, which we
will subsequently employ in this research: the standard k−ε model, which is a two-equation,
isotropic eddy viscosity model; and the Spalart-Allmaras eddy-viscosity model, which is a
one-equation isotropic model.
All isotropic models rely on the so-called Boussinesq approximation, which postulates















where δij is Kronecker’s delta (the unit tensor) and νt is the turbulent eddy viscosity, which
unlike its molecular counterpart that inspired the above model is a property of the flow and
not of the fluid. The approach adopted to calculate νt is what differentiates the various
isotropic models. The most widely applied model is the standard k − ε model (Jones and
Launder, 1972), in which the eddy–viscosity is given by
νt = Cνk2/ε (31)
where k is the turbulence kinetic energy and ε is its rate of dissipation and are obtained by
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where the various constants assume their standard values: Cµ = 0.09, cε1 = 1.44, cε2 = 1.92,
σk = 1.0 and σε = 1.3. There are also many other flavors of RANS models available.
The Spalart Allmaras model is a more recent and simpler isotropic eddy-viscosity model














{∇ · [(ν + ν̃)∇ν̃] + cb2(∇ν̃)2} (33)
where








ν = ν̃fv1, χ ≡
ν̃
ν






g = r + cw2(r6 − r), r ≡
ν̃
S̃κ2d2
The length scale d in the above equations is selected as the distance to the solid walls.
Steady RANS models are widely used in engineering flow simulations, primarily for
their low cost and fast turnover. Many three–dimensional hydraulic engineering flows have
been investigated with different RANS turbulence models. For example, Wu et al. (2000)
investigated sediment transportation in a 180◦ bend open channel by combining a version of
k−ε model developed by Rodi (1993) with a sediment transportation model, which considers
both the suspended–load and bed–load sedimentation. The obtained numerical results,
including the water–depth distribution, depth–averaged velocity distribution, the developed
cross–sectional bed profile and many others, are compared with experimental observations
and fairly good agreement was obtained. Olsen (2003) studied the development of a self–
forming meandering channel. k−ε turbulence model is used to simulate the turbulence flow
field. The obtained turbulent flow field is used to calculate the sedimentation procedure,
which leads to the bed level change and yielding the final formation of the meandering
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channel. The simulated meandering characteristics were compared with physical model
carried out at Colorado State Univ. Choi and Kang (2004) investigated open–channel
flows with different vegetation conditions, namely submerged and emergent plants, by using
Reynolds–stress model developed by Speziale et al. (1991). These examples show how useful
RANS models are for relatively simple flows. However, when these models are applied to
complex flows dominated with separation and coherent vortices, results are mixed. Jones
et al. (2001) compared the performance of six different two–equation turbulence models,
including three versions of k − ε models and three k − ω models, in predicting turbulent
flows in a impeller stirred tank by comparing with experimental data. In regions far from
the impeller, good predictions were obtained by these turbulence models. While in region
near the impeller shaft and in the impeller discharge region, all models failed to accurately
reproduce the flow. Flynn and Eisner (2004) used the standard k−ε model to study the flow
around an elliptical cylinder. Results showed good agreement with experiments in regions
far from the objects, but poor near region simulations were obtained. Similar failure was
also reported by Richmond-Bryant (2003). Such failures are not unexpected. Actually
applications of steady RANS models on complex flows dominated with large–scale coherent
vortices are anticipated to fail, because the majority of these RANS models are calibrated
by reference to key steady flows. As shown in Eq. (27), fluid motions in these flows can be
decomposed into three parts: the time–averaged component Ui, the time–periodic motion
ûi and the turbulence fluctuations u′. The time–periodic fluctuation ûi is strongly flow and
geometry dependent so does its effects on the time–averaged flow. These effects by no means
can be accurately simulated by those RANS models calibrated by steady turbulent flows.
Moreover, since these motions are strongly geometry dependent, models calibrated for one
geometry can not be applied to other flows without modification, thus directly resolving
these large–scale motions is a sounding solution to such flow simulations.
2) Unsteady RANS
Unsteady RANS (URANS) modeling relies on the previously discussed triple decompo-
sition given by Eqn. (27). In flows with large-scale organized unsteadiness, the primary
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benefit from URANS is that it resolves directly ûi, thus, alleviating the burden on the
turbulence model, which only has to account for the random turbulent part. In a URANS
model the mean and coherent flow components in Eqn. (27) are lamped together and the
decomposition of instantaneous quantities reads as follows:
ui (t,−→x ) = Ui (t,−→x ) + U ′i (t,−→x )
where:
Ui = ui (−→x ) + ûi (t,−→x )
and




Using the above decomposition the unsteady RANS (URANS) equations can be derived



















The Reynolds stresses in the URANS equations are typically modeled using models
developed for the steady RANS equations. Before proceeding with a review of recent work
in the area of URANS modeling it is important to note that triple decomposition of the















It is seen in the above equation that the essence of the tri–component decomposition is
to divide the turbulence kinetic energy into two–components, that due to the large–scale,
deterministic fluctuations and that due to small–scale unresolved turbulence fluctuations.
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By directly resolving the large–scale, coherent fluctuations, the energy carried by those
large–scale, organized motions is directly resolved. Meanwhile, by employing a statistical
turbulence model, the whole spectrum of stochastic turbulence motions could be modeled
with good engineering accuracy. Such an arrangement of energy split largely alleviates
the burden on the turbulence model. Early studies of Durbin (1995) show that the en-
ergy carried on the geometry–induced large–scale motions is in the same order as those by
turbulence fluctuations.
Earlier URANS simulations focused on 2D flows (Bosch and Rodi, 1998; Tucker and
Pan, 2001; Nakayama and Miyashita, 2001; Yao et al., 2002). Since all complex flows
are essentially three–dimensional, such 2D approaches are certainly not ideal. Due to the
increasingly availability of powerful computational resources, 3D unsteady RANS turbulence
modeling approach is gaining attention of many researchers and few 3D URANS applications
have been reported in the literature. Iaccarino and Durbin (2000) and Iaccarino et al. (2003)
studied 3D unsteady turbulent flows around a submerged square cylinder by using v2 − f
turbulence model. The convective terms of governing equations are discretized with second–
order upwinding scheme. SIMPLE algorithm is used to solve the time–dependent governing
equations. A steady solution was first obtained. Later, a small asymmetric perturbation
in the velocity field is imposed to excite the unsteady mode and cohere vortex shedding
is obtained after several time cycles. The unsteady simulation effectively reproduced the
massively separated flow physics and outperforms steady turbulence model results in the
sense of flow velocity and wake prediction. In an attempt to improve the performance of
unsteady RANS simulation with k − ε like turbulence model, Kimura and Hosoda (2003)
developed a non–linear realizable k−ε model, where the realizability constraints are derived
in three types of basic 2D flows, namely, a shear flow, flow around a saddle and a focal point.
Flows around a 2D square cylinder and around a 3D wall–mounted square cylinder were
investigated. Improved accuracy comparing with URANS using standard k − ε model was
obtained. Note that in all these examples, only relatively simple geometries (square cylinder)
are considered. Because of the amount of challenges facing in 3D URANS simulation in
complex geometries, there are still a lot of work to do before such sophisticated and cost
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demanding turbulence modeling approach can be applied to engineering flow studies.
1.2.3.2 Large–Eddy Simulation (LES)
Large–Eddy Simulation is an intermediate turbulence modeling approach between RANS
and DNS. The basic idea of LES is broadly similar to that of the RANS approach. The
instantaneous flow field is also decomposed into a resolved (filtered) part that can be di-
rectly resolved with reasonable computational cost and an unresolved part, whose statistical
influence on the resolved motions need to be accounted for using a model. However, unlike
the time–averaging filter used in the RANS approaches, LES employs spatial filtering to




G(x, x′,∆)ui(x′, t)dx′ (36)
where G is the filtering operator, ∆ is the filter width typically taken to be proportional
to the computational grid spacing, and Ũi indicates the filtered flow field variables. Such a
filtering procedure leads to the following decomposition of the flow variables:
u = Ũi + u′ (37)
where u′ is referred to as the SGS (sub-grid scale) motions or residual motions and represents
the part of fluid motion that is smoothed out by the spatial filter.
The filtered equations used in LES are obtained by using the above decomposition and



















Tij = ρ (ũiuj − ũiũj) (40)
is the subgrid–scale (SGS) stress tensor, responsible of momentum exchange between the
subgrid- and resolved scales of motion.
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By construction LES will resolve directly all turbulent scales that can be represented by a
given mesh resolution and account for sub-grid scale motions by an appropriate SGS model.
Assuming that the computational mesh is sufficiently fine, LES could resolve directly most
of the energy containing scales, which are the ones that are strongly dependent on the
geometry of the flowfield. The SGS scales, on the other hand, if sufficiently small will tend
to be more universal and thus could be modeled with a relatively simple SGS closure model.
Several different SGS models have been developed but by far the most popular one is the
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and the scalar eddy viscosity νt is given by
νT = (Cs∆)2 | S̃ |




A dynamic version of this model has also been proposed (Germano et al., 1991), which
determines the Smagorinsky coefficient as part of the calculation using input from the
smallest resolved scales. For a comprehensive recent review of various LES models the
reader is referred to Piomelli (1999).
In general LES has been shown to be a very powerful modeling tool in flows domi-
nated by large-scales, such as in free shear flows where LES on a sufficiently fine mesh can
produce very accurate prediction of the turbulence flow field (Pope, 2004). Good results
have also been obtained for wall bounded flows (Piomelli, 1999) but in this case the grid
resolution requirements for a highly-resolved LES tend to become comparable to a DNS.
Chapman (1979), for instance, estimated that the grid nodes requirement for LES simula-
tion of plane–channel is proportional to Re1.8L , which is very close to the requirements of
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DNS. Costs for more complex geometries problems are expected to be much higher and
can’t be estimated a priori. It is important to note, however, that even though LES may
not be the modeling tool of choice for most engineering applications at realistic Reynolds
numbers it holds great promise for cardiovascular flow problems, which typically occur
in small to moderately high Reynolds numbers. The studies conducted by Mittal et al.
(2001, 2003) clearly demonstrate what role LES can play in cardiovascular flow simulations.
These studies investigate the pulsatile flows in a simplified model of stenosed artery over
a range of peak Reynolds–numbers from 750 to 2000. Flows with low Reynolds numbers
(Re ≤ 1400) are studied with DNS and the rest LES. Laminar inflow condition is specified,
with the velocity profile obtained from the analytical solution to Womersley flows. The
LES simulations accurately predict the mean flow velocity distributions. In addition to
that, the time–accurate simulations also reproduce a number of flow features observed in
experiments. A series of Kelvin–Helmholtz type vortices are captured in the shear layer
downstream of the constriction (modeling stenosis) for flows at Re 1000. Two shear layers
were obtained downstream of the constriction. The obtained DNS and LES solutions are
further analyzed with statistic analysis to illustrate the turbulence structures and spectral
characteristics of these flows. However, these studies are focused on a simplified model
geometry (a channel with a one–sided semicircular constriction). Extensive researches and
developments are required before LES can be applied to physiology flow simulations.
1.2.3.3 Hybrid URANS/LES models
Because of the previously discussed inherent limitations of pure RANS and LES methodolo-
gies recent work is focusing on hybrid formulations, which attempt to combine the strengths
of both approaches into a single, computational efficient modeling framework. As stated
earlier, in regions away from the solid walls, LES modeling is well understood and can
provide good descriptions of the large, energy containing scales of motion. However, when
applied to wall–bounded flows, the computational cost doesn’t differ significantly from that
of DNS (Chapman, 1979; Spalart et al., 1997; Baggett et al., 1997). To circumvent the
severe near–wall resolution requirement, one alternative is to combine LES with wall–layer
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models. A relatively coarse grid is used to carry out LES simulation on wall–bounded flows.
The effects of energy containing eddies in the near wall region is modeled from a wall model
calculation. Promising results have been obtained through such a wall–modeling approach
(Wang and Moin, 2002). However, as shown by Leschziner (2000), solutions from LES with
wall modeling are sensitive to the near–wall treatment and the errors arising from the nu-
merical approximation and the SGS model. Moreover, LES models, even with well–tuned
wall models, are still too expensive for large–scale deployment in complex engineering flow
simulations (Spalart, 2000).
Hybrid URANS/LES modeling strategies are essentially LES models designed to asymp-
tote to a URANS model near solid walls. That is, in regions far from the solid walls, the
well understood LES model is retained to resolve the large–scale motion while in regions
near solid walls the simple, and widely tested RANS models are employed. Because of the
relatively low resolution requirements of RANS models, the computational requirement in
near wall regions is much lower than that of LES models, thus, largely decreasing the overall
computational cost. Meanwhile, by retaining an LES simulation in the core flow region, the
turbulence kinetic energy carried by large–scale motions (scale larger than the filter length
scale) are resolved through the numerical simulation. Currently, there are two popular hy-
brid URANS/LES approaches: 1) two layer model proposed by Balaras and Benocci (1994);
Balaras et al. (1996); and 2) Detached–eddy Simulation (DES) proposed by Spalart et al.
(1997).
The two layer model was proposed by Balaras and Benocci (1994). In order to circum-
vent the extremely high grid resolution requirement of LES in the near wall region, the flow
domain is divided into two different layers: one core layer and one inner–layer. In the core
flow region, a coarse mesh is employed and LES is used to resolve the flow turbulence in this
region. In the near wall region, simulations are carried out on a grid that is embedded on
the coarse LES grid and refined in the wall–normal direction. Solutions on this inner–layer
grid are obtained through URANS simulations. The TLM model uses the boundary–layer
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where n is the normal direction and i indicates the streamwise and spanwise directions. In
Balaras and Benocci (1994), the eddy–viscosity in the above equation is provided through
an algebraic eddy–viscosity model,
νt = (κy)2D(y) | S | (43)
where y is the distance from the solid wall, | S | is the magnitude of the resolved strain–rate
tensor, and D(y) is a damping function that assures the behavior of νt at the wall:
D(y) = 1− exp[−(y+/A+)3] (44)
where A+ = 25. In the TLM model, the LES and URANS simulations are combined together
through communications on the layer interfaces. The URANS equations are solved with
no–slip boundary condition at the solid–walls and the freestream side boundary condition
is given by the LES solutions. The solid–wall effects on the core flow, on the other hand,
is modeled by using the wall shear stress obtained in the inner–layer calculation as the
boundary condition of LES calculation.
Another zonal approach is the Detached Eddy Simulation (DES) approach, which was
proposed by Spalart et al. (1997). It is aimed primarily at massively separated flow and has
recently attracted considerable attention due to its simplicity and preliminary success in
various complex flows (Squires et al., 2001; Hedges et al., 2002; Paik et al., 2004). Similar as
the TLM, DES combines the RANS simulation in the boundary–layers with the solution of
LES in the separated regions where the detached eddies are important. However, unlike the
separate mesh and different sets of equations required by the TLM approach, DES solves
a single set of equations on a single grid system. Such an arrangement makes DES an
attractive approach for complex engineering flow simulations, since there is no need for a
priori division of inner–layer and out–layer, which could be very difficult if not impossible
in complex geometries.
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The DES method uses the same equations as Spalart–Allmaras URANS model. The
only difference lies on the selection of the length scale d. In SA model, a single RANS length
scale, which is the distance to solid walls, is used throughout the calculation domain. While
in DES, an LES length scale is introduced and the minimum between the RANS and LES
length scales is selected as the DES length scale d.
d = min(dRANS , dLES) (45)
where dLES = Csmax(∆x,∆y, ∆z) and Cs = 0.65.
DES is a relatively new model and is and still developing (Piomelli et al., 2003). There
have been only few success applications of DES in engineering flow simulations. However,
its’ superiority over URANS models has been clearly demonstrated in these applications.
Earlier DES applications were focused on relatively simple geometries, such as airfoils (Shur
et al., 1999), cylinders (Travin et al., 2000), and spheres (Constantinescu and Squires,
2003, 2004). Results from these simple geometries are highly encouraging. In order to
investigate the capability of URANS and DES methods in complex, massively separated
flow simulations and to understand the natural of physical modeling obtained with these
two methods, Hedges et al. (2002) investigated the turbulent flows around a simplified
landing gear truck, whose geometry is based on a 31% scale Boeing 757 main landing
bogie. The simulated results were compared with experimental data in the sense of pressure
distribution, overall flow features, and lift and drag coefficient. Both URANS and DES
yield reasonable prediction of these mean flow quantities. In order to further assess these
two methods, the instantaneous solutions and time–averaged results from both methods
are compared with each other. Comparisons show that time–averaged results from both
methods are close to each other. In terms of the instantaneous flow field, DES solutions
consistently out–perform the URANS results. DES flow–field shows a much more dynamical
vortical structure than the URANS solutions, captures more large–scale unsteady kinetic
energy than URANS, and reproduces a more realistic high–frequency signal distribution
than URANS solutions. Applications of DES in more complex geometries can be found in
Forsythe et al. (2004), where RANS and DES are used to simulate the flow around an F-15E
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at high angle of attack. Both methods predict the lift and drag coefficient of the aircraft
with excellent accuracy, with DES produces more favorable result than RANS solutions.
In another application by Paik et al. (2004), DES is also extended to the simulation of
hydraulic engineering flows. Flows past a corner mounted rectangular block and flows in a
strongly curved rectangular bend are studied by means of DES and URANS. The results
clearly illustrate the promise of DES method over URANS. For example, in the simulations
of flows around a corner mounted rectangular block, DES results successfully reproduced
all flow features observed in experimental flow visualizations. On the other hand, URANS
yielded an unsteady solution to the flow field but failed to capture the rich dynamics in the
vicinity of the sharp–corner object.
1.2.4 Parallel computation
Parallel computation, which simultaneously uses multiple computer resources to solve a
computational problem, is considered to be the future of high performance computation.
The major reason to use parallel computing is to obtain a powerful computer system that can
save computational time and also solve larger problem in an inexpensive way. Traditional
computer programs are serial—one instruction executed at a time on a single processor
(such as most personal computers do). To improve program performance of a serial code
primarily relies on the development and deployment of faster processors. Despite of the
exponential growth of power of the modern computer processors as predicted by Moore
(1965), this approach obviously has its limitations. The development of new and faster
CPUs is extremely expensive and, more importantly, the current development of CPUs is
approaching the physical limitation (Kish, 2002). The inexpensive alternative approach is
to employ parallel computation—using multi–processors to execute different parts of the
same program simultaneously. By combining the power of a large number of processors,
such computation strategy can drastically decrease the physical time used for computation.
Meanwhile, single process machines always come with a limited amount of memory, thus
imposing a physical limitation on the size of the problem that can be solved. By using
multiple computer resources, the memory size can be linearly increased thus increase the
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size of problem that can be solved.
High fidelity computational fluid dynamics typically requires a very fine grid system to
provide enough resolution to the flow domain and also needs time–dependent solution of
the governing equations thus the actual flow physics are accurately reproduced numerically.
Such CFD simulations are extremely cost–demanding and are at the limits of computational
power. The major part of any CFD computation is residual calculation at discretized node
in space and the solution of a linear matrix system which is used to iterate the solution
to a converged state. These calculations are almost independent on each other thus are
suitable for parallel computation. Parallel computation strategy is adopted by almost all
commercial CFD software packages, including Fluent, CFX, PHOENICS, etc., and a vast
number of researchers (Gropp et al., 2001; Djomehri and Biswas, 2003; Takaki et al., 2003;
Dong and Karniadakis, 2004).
The idea of parallel computation seems rather simple and beautiful, however, the im-
plementation is not. A well designed parallel program should yield the same result as that
obtained from single processor computations (correctness) and should perform well with the
addition of extra processors (scalability). To achieve this goal is fairly complex and error
prong. To alleviate the difficulties of parallel programming, many programming libraries
and toolkits, such as MPI (message passing interface), PVM (parallel virtual machine),
OpenMP, and Petsc (portable, extension toolkit for scientific computation) etc., were de-
veloped in the past researches. Current parallelization task primarily depends on these
libraries and toolkit.
Selection of parallel programming methods and libraries depends on the memory archi-
tecture of parallel computer system. Modern parallel computer systems can be divided into
two groups: shared memory multi–processors and distributed memory multi–processors.
Shared memory system is a natural extension of traditional single processor model. Mul-
tiple processors are connected to multiple memory modules such that each processor can
equally access the memory modules. Only a single memory address is used and the sys-
tem allows processor communication through variables stored in a shared memory address.
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The later one is constructed by connecting a cluster of computers with high–speed com-
munication networks. Since the variables are equal accessible to any processor on a shared
memory system, programming on these systems is much more convenient than on a dis-
tributed memory one. The major limitation of shared memory system is when processor
number reaches a certain number, the hardware performance gain from extra processor will
drastically decrease thus scalability can not be maintained, no matter how good the pro-
gram is coded. On the other hand, the distributed memory system, which always appears
as a cluster of workstations, can gain better scalability performance by introduction of extra
computation nodes even on massively parallel system (which has very large number of pro-
cessors). With the appearance of powerful while inexpensive CPUs in the later 1990s, this
approach is more attractive than anytime before. Almost all today’s top super computers
(http://www.top500.org) are using this technique. However, to program on this category
of parallel system requires carefully parallel strategy design, work load distribution, load
balancing and data communication. Almost the whole serial computational code need be
rewritten. Despite its’ complex programming procedure, clusters are increasingly adopted
(http://www.top500.org) because of their relative low cost and commercial CFD codes are
parallelized on these systems.
The computational facilities available for this research are several SGI Origin sys-
tems with multi–processors. These systems are shared memory computers. Therefore,
the following review will focus on shared memory parallel programming. Although there
are many available programming methods for these systems, the practical approach is
to use OpenMP, an industry standard supported by all major computer manufactures
(http://www.openmp.org). OpenMP is a collection of compiler directive (which can be
inserted into the source code to tell the compiler that the following calculation should be
executed in a parallel manner), library routines, and environmental variables. All these
compiler directive and library routines can be directly inserted into the original sequential
program which will yield a parallel version of the original code. The execution model of
OpenMP programs is shown in Fig. 5. It starts like any traditional sequential program with
only one thread. In regions where parallel computations are allowed (for example, most DO
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loops), user can start a parallel region to create additional threads to execute the program
simultaneously. The additional threads will go away when the region is finished and can be
started later when it is needed. This is also called fork–join model. The task of programming
is focused on the design of parallel region and sharing of the data thus greatly alleviates
the programming burden. It is also worth to note that the users of OpenMP approach
rely on compiler to perform the actual parallelization job (to divide the load, communicate
between processors, etc.). Users can directly benefit from the state–of–the–art computer
science research results by using the most up-to-date compilers, instead of the learning–&–
implementing approach, which requires much more computer science knowledge. Because of
these benefits, OpenMP are widely used in scientific computations, for example, in molecu-
lar dynamics (Zhou et al., 2003), numerical algorithm development (Takahashi et al., 2003),
air pollution investigation (Martin et al., 2004), and also CFD (Jin et al., 2000).
Figure 5: OpenMP’s fork–join parallel model
1.3 Objectives
The objective of this thesis is to develop, validate, and demonstrate the versatility of a
powerful computational methodology for simulating complex, three-dimensional engineering
flows using unsteady statistical turbulence models. The developed methodology is intended
to:
1) be a reliable and efficient engineering tool that can be applied to carry out unsteady
simulations of flows in complex 3D geometries discretized with fine computational meshes
(millions of grid nodes);
2) be capable of simulating flows in domains with geometrical features at disparate
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spatial scales;
3) be applicable to a broad range of engineering problems, from hydraulics to biofluids;
and
4) provide the computational framework in which scalar and/or particulate transport,
multi-physics models can be incorporated in the future in order to study, say, sediment
transport processes in natural rivers or blood cell transport in cardiovascular flows.
To demonstrate the wide applicability of the method, we apply it to simulate and analyze
the physics of two widely different flow problems, one from hydraulics and the other from
cardiovascular fluid mechanics.
The first problem is flow around bridge foundations. This study is primarily stimulated
from the needs of bridge scour prediction. The introduction of bridge foundations, such
as piers and abutments, in a natural river reach alters drastically the local hydraulics
inducing large–scale unsteadiness and shedding of coherent vortices. Whirlpool, tornado,
and necklace (or horseshoe) vortices have all been detected in laboratory studies of bridge
foundation flows and have been implicated in the onset of sediment transport, bed erosion
and scour (Melville, 1997; Chrisohoides et al., 2003). Since continuous scouring of the
streambed could cause serious damage on bridge support and even cause the bridge to fail,
the problem of bridge scour has been and continues to be at the center of ongoing research
by hydraulic engineers. To date, no numerical method exists capable of quantitatively
accurate predictions of the complex, unsteady coherent vortices induced by real-life bridge
foundations at realistic Reynolds numbers.
The second problem is flow in mechanical, bileaflet heart valves. Approximately 170,000
individuals worldwide receive prosthetic heart valves every year, and over half (55%-65%)
receive mechanical heart valves (MHVs). Fig. 6 shows a picture of St. Jude Medical
mechanical heart valve. Recipients of MHVs, however, must take anticoagulant medication
because of the potential for thromboembolic complications. Such complications are thought
to be caused by high blood shear stresses, turbulence, and the overall complexity of the
hemodynamics in MHVs. Same as the bridge foundation problem, no numerical methods
are available today capable of simulating the complex, unsteady flow patterns in MHV.
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Figure 6: St. Jude Medical mechanical heart valve.
Even though seemingly disparate, both flow problems are characterized by complex
geometries. Typical bridge foundation flows occur in multi–connected, arbitrarily shaped
domains, while as shown in Fig. 6, the flow in aorta is blocked with the bileaflets structure.
Both flows can be categorized as flow around bluff bodies. Such flows are dominated by
vortex shedding, and large–scale unsteadiness. These complexities cast big challenges in
numerical simulation of such flows. In this thesis, efforts are focused on addressing two im-
portant issues in answering these challenges: 1) the ability to resolve the complex geometry
with reasonable efforts; and 2) the ability to accurate reproduce the complex unsteady flow
dynamics. The following outlines the specific tasks of this thesis:
1.3.1 Development of an accurate and efficient numerical method for URANS
simulation in complex geometries
The numerical method in this work is based on the overset, Chimera domain decompo-
sition method of Tang (2001). The governing equations are formulated in generalized
curvilinear coordinates, discretized with second-order accurate finite-volume schemes, and
integrated in time using a dual-time artificial compressibility approach. It is important to
note that in Tang (2001) the governing equations were integrated in pseudo–time with an
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explicit Runge–Kutta scheme. In order to obtain smooth solutions across interfaces, a new
interpolation scheme based on enforcing a second-order accurate discrete approximation
of global mass conservation at each overset grid interface was developed in Tang (2001).
The numerical method was applied to many laminar flows and good results were obtained.
However, the emphasis of this work is on turbulent flows using unsteady statistical turbu-
lence models. Extensive numerical tests showed that when applying the method of Tang
(2001) to solve the URANS and turbulence closure equations, numerical instabilities de-
velop at grid interfaces during the early stages of the dual time-stepping iteration scheme.
These instabilities were linked to the production terms in the turbulence closure equations,
which depend on products of velocity gradients. Such terms impose more stringent than in
laminar flow simulations smoothness requirements for both the velocity field and its gradi-
ents across grid interfaces. In fact we found that in order to avoid numerical instabilities
during the early stages of the simulation, a smooth velocity field across interfaces needs
to be established within as few dual time stepping iterations as possible. In this work, a
diagonalized, block-implicit, approximate–factorization scheme is developed and applied to
integrate the discretized governing equations in pseudo–time implicitly. Various turbulence
modeling options are incorporated into the flow solver, including URANS with the standard
k−ε model, URANS with the Spalart-Allmaras model, and DES. For all turbulence models
employed the implicit iterative scheme developed in this thesis is shown to yield smooth and
stable unsteady solutions in very complex computational domains. The computer code is
also parallelized using OpenMP and its efficiency and scalability is demonstrated.
1.3.2 Numerical sensitivity studies and model validation
Extensive numerical tests are carried out to investigate the sensitivity of the computed
solutions to various numerical parameters, such as the size of the computational grid, the
time step, and the extent of the computational domain. Experimental measurements for
both the bridge foundation flow and the MHV problem are employed to validate the nu-
merical model. These comparisons not only establish the predictive capabilities of the
model but also help improve the laboratory experiments by underscoring potential sources
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of experimental uncertainty.
1.3.3 Elucidation of flow physics
The simulated solutions are analyzed to elucidate the complexity of flow patterns in the
two problems under consideration. For the bridge foundation flow the emphasis is placed
on establishing links between the complex hydrodynamics and the observed in laboratory
experiments scour patterns in the vicinity of an identical bridge foundations. For the heart
valve flow we examine the evolution of the flow with Reynolds number and discuss the
potential significance of the observed flow phenomena from the stand point of the transport
of blood elements.
The thesis is organized as follows: in Chapter 2 we present the developed numerical
method. The discretization and time–advacing scheme of governing equations and turbu-
lence equations will be covered. Implementation of overset grid method and parallelization
with OpenMP will also be discussed. The next two chapters are devoted to our numer-
ical studies on the selected two engineering flow problems, with each chapter covers one




In this chapter, we present the numerical method we have developed for simulating com-
plex turbulent flows. The chapter is organized as follows. First we present the governing
equations in generalized curvilinear coordinates, including both the mean flow and turbu-
lence closure equations. Next we describe the base solve for integrating numerically the
time-accurate governing equations. Subsequently we present the overset grid domain de-
composition method for simulating arbitrarily complex geometries. Finally we discuss some
issues related to the OpenMP compiler directive, which we used to develop a parallelized
version of the computational code.
2.1 Governing equations
We solve numerically the unsteady Reynolds–averaged Navier–Stokes equations in conjunc-
tion with various turbulence modeling options. The URANS equations are transformed in
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In the equations above, p is the static pressure divided by the density, ui (i = 1, 2, 3) are the
Cartesian velocity components, xi are the Cartesian coordinates, J is the Jacobian of the
geometric transformation, ξjxi are the metrics of the geometric transformation, U j are the
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contravariant velocity components U j = uiξixj , g
ij are the components of the contravariant
metric tensor gij = ξixkξ
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and < is the Reynolds number. Note that the Boussinesq approximation has been used in
the above equations to express the Reynolds stresses in terms of the mean rate of strain via
the turbulent eddy viscosity νt. In this work, three different turbulent models are employed
to account for turbulence effects. A detail description of the turbulence models and their
discretization will be discussed in the next section.
2.1.0.1 Spatial and temporal discretization
The URANS equations [Eq. (46)] are discretized with a second-order-accurate finite-volume
scheme. The time derivative is discretized with second-order accurate, three-point-backward,
Euler-implicit temporal-integration scheme while the spatial derivatives are discretized in
strong-conversation form using central differencing with explicitly added artificial dissipa-
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, (48)
the superscript n indicates the time level and ∆t is the time step. The flux F̃ denotes the










where Diss1 is an artificial dissipation flux. Lin and Sotiropoulos (1997a) evaluated several
approaches for constructing dissipation fluxes including scalar- and matrix-valued artificial
dissipation and flux-difference-splitting upwinding. They showed that when all schemes are
compared on the same mesh resolution the matrix-valued scheme (Lin and Sotiropoulos,
1997a,b) introduces the least overall amount of artificial dissipation. In this work, we use
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∣∣A1∣∣ is the absolute value of the Jacobian matrix A1 = ∂F 1/∂Q and η is a constant
that controls the amount of artificial dissipation. The absolute value of the Jacobian matrix
is defined as follows:
∣∣A1∣∣ = M−1j ∣∣Λ1∣∣Mj (51)
where M is the modal matrix of A1 and
∣∣Λ1∣∣ is the diagonal matrix with entries the absolute
values of the eigenvalues of A1. For incompressible URANS equations the Jacobian matrices



































The eigenvalues of the Jacobian matrices are as:
λj1 = U
j − Cj , λj2 = U








(U j)2 + βgjj . The modal matrix, its inverse and |Aj | are given in Appendix
A.
Finally, the calculation of the viscous fluxes at cell interfaces is straightforward. The
metrics of the geometric transformation were calculated using simple averaging, and the
spatial derivatives of the velocity field were calculated using three-point, central differencing
(see Lin and Sotiropoulos (1997a) for details).
2.1.1 Dual-time stepping artificial compressibility algorithm
Since Γ in Eq. 47 is a singular matrix, the discrete equations cannot be directly advanced in
time to the next time step. Moreover, the temporal-discretization scheme is fully implicitly
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so advancing Eq.47 in time requires an iterative algorithm. Such an algorithm can be de-
signed by adopting the dual- (or pseudo-) time-stepping, artificial compressibility approach
(Merkle and Athavale (1987); Tang et al. (2003)). In this section we describe the dual-time
iterative algorithm we have developed for solving the URANS. It’s worthwhile to note that
similar scheme is also applied to solve the turbulence equations. A pseudo- or dual-time
derivative term is added to the discrete governing equations and the resulting equations can























where τ is the pseudo time variable, and l denotes the iteration level in pseudo-time. The
above equations need to be iterated in pseudo-time until the pseudo-time derivatives are
reduced to a small tolerance, Ql and Ql+1 → Qn+1, and the original governing equations are
satisfied at the new time level n+1. In this work we adopt the block-implicit, approximate
factorization method of Beam and Warming (1976), which is adapted to unsteady flow as
follows.























































where Ll () is the Jacobian of the spatial residual R, L ≡ ∂R/∂Q (see below for the approach
we adopt to evaluate this Jacobian). Substituting [Eq.(54)] into [Eq.(53)] and neglecting




















The resulting equation system is a large sparse linear system that requires significant com-
putational resources to directly invert the matrix multiplying ∆Q. To reduce the compu-





















































Ql+1 = Ql + ∆Q
In the equation above, the coefficient matrices are banded sparse, where the non-zero ele-
ments are determined by Lm, the derivative of the discretized convective flux F̃ and viscous
dissipation F̃v. In this study, the convective flux is the summation of the convective flux and
fourth-order matrix dissipation. The derivative of fourth-order matrix dissipation will lead
to a five–point stencil and result in a block five-diagonal coefficient matrix, which would be
too expensive to invert. Since the integration over pseudo-time is continued until ∆Q −→ 0,
it is not necessary to use the exact derivative on the left hand side. The artificial dissipation
term is replaced by a second-order derivative term scaled with the spectral radius ρ(A) of
A. Only the orthogonal mesh terms are retained for the implicit viscous terms in order to
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Once again, it is important to re-iterate that none of the simplifications of the left hand
side of Eq. 56 impact the converged solution as the left hand side is driven to zero at
convergence during each physical time step.
2.2 Turbulence model equations
In this thesis, we employ three different turbulent models to calculate the eddy viscosity νt
and close the URANS equations [Eq. 46]:
• Standard k − ε model
• Spalart–Allmaras model
• Detached–eddy simulations
The later two models essentially share the same set of governing equations and only
differ in the way of the distance to the wall is defined. Therefore, only one set of turbulent
equations for these two models will be presented.
2.2.1 Standard k − ε model
In the standard k − ε model, the eddy viscosity is calculated in terms of the turbulence
kinetic energy k and its rate of dissipation ε (Jones and Launder, 1972). The transport
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The model constants assume their “standard” values: Cµ = 0.09, cε1 = 1.44, cε2 = 1.92,
σk = 1.0 and σε = 1.3.
The turbulence transport equations are discretized in space and time in a similar fashion
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+ H̃t = 0 (58)
For robustness, the convective terms are discretized using first–order upwinding differ-
encing. The upwinding scheme is constructed by adding an artificial dissipation term to



















The viscous fluxes are discretized with central differencing. Finally, H̃t in Eqn. (58) is
the discrete approximation of the source term Ht computed using central differencing to
discretize the velocity gradients terms in Eq. (57).
To solve the discretized k − ε equations simultaneously with the URANS governing
equations, we employ the same pseudo–time iteration algorithm. A pseudo–time derivative












































where Lt is the Jacobian matrix resulted from the above linearization. The discrete operator
in the left hand side of this equation is factorized using the Alternation Direction Implicit
(ADI) method and the k and ε equations are advanced in pseudo-time sequentially at the
end of each pseudo-iteration for the URANS equations.
The overall solution algorithm for advancing all flow variable to the next physical time
step proceeds as follows. Starting from an initial guess, the URANS equations are advanced
for one pseudo-iteration by solving Eqn. (47) using the currently available eddy-viscosity
field. After the new velocity field has been obtained, first the k and then the ε equations are
advanced in pseudo-time by solving Eqn. 58 with ADI. The updated values for k and ε are
used to calculate a new estimate for the eddy viscosity field and the entire iteration scheme
starts again to advance the equations to the next pseudo-iteration level. The governing
equations are so iterated in pseudo-time until convergence is reached and the solution at
the next physical time step has been obtained.
2.2.1.1 Boundary conditions
In this study, the standard k− ε model is used to investigate the flows around bridge piers.
These piers are mounted on a rough wall, thus the bed roughness has to be considered.
In this research, we use wall functions approach for this purpose as it provides a very
practical alternative for calculating complex engineering flows at real-life Reynolds numbers.
When generating the computational grid, the first grid surface off of a solid wall is placed
within the logarithmic layer using a value for the shear velocity obtained from flat-plate,
turbulent boundary-layer correlations. Because of the complexity of the flow, however, and
the presence of large regions of reversed flow the first grid node off the wall often ends up
within the laminar sublayer or the buffer layer—this situation is typically encountered in the
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in which u is the magnitude of velocity at the nodes near the solid wall, uτ is the shear
velocity and y+ is the dimensionless normal distance to the wall. The velocity shift ∆B
for uniform sand-grain roughness is a function of the bed roughness height k+s = uτks/ν.




















The wall functions are implemented using the two-point approach described in detail in
Sinha et al. (1998).
2.2.2 Spalart-Allmaras model and DES
As stated earlier, these two methods shared the same transport equations. The transport

















{∇ · [(ν + ν̃)∇ν̃] + cb2(∇ν̃)2}
The constants and the definitions of the other variables can be found in Chapter 1. The
above equation is solved in the similar pseudo–time manner as the k and ε equations.
The convective term is discretized with the first–order upwinding scheme described in Eq.
59. The right hand side terms are all discretized with second–order central difference. In
advancing the above equations in pseudo–time steps, only the convective terms are treated
implicitly.
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2.3 Overlapping domain decomposition method
In this section we describe the overset grid formulation we have developed for handling
arbitrarily complex, multi-connected domains. To facilitate our discussion, we will present
the method in the context of a problem we simulate in this work, the flow in a reach of the
Chattahoochee River containing a section of the actual bridge foundation that spans the
River near Cornelia, GA. The geometrical complexity of the flow domain is illustrated in
Fig. 7, which shows the pier bent mounted on the bed of the Chattahoochee River. The
bent consists of four rectangular piers located one behind the other along the flow direction.
The geometry is further complicated by the rectangular concrete slab connecting the two
middle piers, which, as shown in Fig. 7, does not extend all the way to the channel bed.
During flooding events the slab is submerged and, thus, in general it needs to be taken into
account. The entire bridge foundation consists of three such bents across the bridge span
but here we focus on a single bent.
Figure 7: Bridge piers on actual river geometry
The complexity of the reach topography and that of the pier bent configuration illustrate
clearly the need for the overset grid approach and the grid embedding strategy we develop
in this work. The transverse and longitudinal variations of the reach bathymetry determine
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the approach flow conditions and cause significant skewness of the flow relative to the pier
bent. From the standpoint of predicting sediment transport and scour, on the other hand, a
locally refined grid is required in the vicinity of the piers to accurately resolve the shedding
of scour-inducing vortices. Grid embedding with Chimera overset grids allows us to account
both for the large-scale flow features controlled by the river topography and the complex
unsteady flow induced by the piers without requiring excessively large grid sizes.
As shown in Fig. 8, a curvilinear grid system, which will be referred to as the “background
grid” hereafter, is used to discretize the river reach—denoted as Subdomain 1 in Fig. 8.
This grid is fine enough to resolve all essential features of the reach bathymetry but far too
coarse to capture the foundation-induced unsteadiness. To resolve the pier-induced vortices,
we employ a total of four subdomains as shown in Fig. 8. Each one of the subdomains
3, 4, and 5 is discretized with a very fine, boundary-fitted, O–type grid. Such grid layout
allows us to carefully cluster grid lines near solid walls and is ideally suited for resolving the
flow in the vicinity of a wall-mounted obstacle. The complex geometry of the two middle
piers is accounted for by embedding a rectangular subdomain in the region between the
two piers. Subdomain 6 in Fig. 8 extents vertically from the riverbed to just below the
start of the slab. The grid nodes in this subdomain are optimally clustered near the two
inner walls of the middle piers in the streamwise direction and near the riverbed and the
slab in the vertical direction. Due to the disparity in spatial scales between the river reach
and the pier bent, there is a large discontinuity between the grid spacing of the background
grid (Subdomain 1) and that of Subdomains 3, 4, 5, and 6 used to discretize the piers. As
shown in Tang et al. (2003) large discontinuities in mesh spacing across subdomain interfaces
tends to introduce spurious oscillations in the computed flow variables and in general lead
to inaccurate solutions. In order to remedy this problem, we embed yet another subdomain,
Subdomain 2 in Fig. 8, between the background grid and the pier bent grids. Grid nodes
are distributed uniformly in this subdomain and their total number is selected such that the
spatial resolution of this grid alleviates the large discontinuity between the coarse resolution
of the background grid to the very fine resolution of the pier bent grids.
The governing equations, URANS and turbulence closure equations, are advanced in
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Figure 8: Overset grid for bridge foundation flow simulation
pseudo-time in each subdomain separately. During each physical time step, a converged so-
lution for the entire flowfield is obtained by iterating in pseudo-time in each sub-domain and
communicating boundary conditions at each boundary interface to connecting domain via
interpolation. The interface interpolation is implemented in two steps. First we determine
the location of each grid node on the interface relative to the other domains using a Newton
method. Tang (2001) gives a detailed description of the grid-connectivity procedure. This
grid connectivity information can be performed as a preprocessing step and stored for use
during the calculation. The second step is the interpolation of the flow variables from the
donor domain (which contains the background flow field information) to the interface of
interest. Since we employ a second-order spatial discretization scheme for our flow solver,
a second-order interpolation scheme is required to maintain the overall accuracy. The code
we have developed features both standard trilinear interpolation for all flow variables at
grid interfaces (Steger and Benek (1987)) as well as the so-called mass-flux based interpola-
tion approach developed in Tang et al. (2003). This latter interpolation algorithm is based
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on enforcing a second-order accurate discrete approximation of global mass conservation
at each overset grid interface and has been shown to enhance the overall efficiency of the
numerical algorithm as well as the smoothness of the computed solution across interfaces as
compared to the standard tri-linear approach, especially when the grid spacing of adjacent
subdomains is discontinuous. The details of the interpolation scheme and a summary of the
entire iterative algorithm can be found in Tang et al. (2003).
Note that in the work of Tang et al. (2003) the governing equations were solved using an
explicit (Runge-Kutta) dual time-stepping artificial compressibility iteration scheme. Tang
et al. (2003) were able to obtain good results with this approach for a number of complex,
low Reynolds number, laminar flows but our early attempts to extend their explicit iterative
scheme to URANS simulations were not successful. Extensive numerical tests showed that
when applying this method to solve the URANS and turbulence closure equations, numerical
instabilities develop at grid interfaces during the early stages of the dual time-stepping
iteration scheme. These instabilities were linked to the production terms in the turbulence
closure equations, which depend on products of velocity gradients. Such terms impose
more stringent than in laminar flow simulations smoothness requirements for both the
velocity field and its gradients across grid interfaces. In fact we found that in order to
avoid numerical instabilities during the early stages of the simulation, a smooth velocity
field across interfaces needs to be established within as few dual time stepping iterations as
possible. The more robust approximate factorization method we employ in this work was
found sufficient for alleviating this problem and for allowing efficient and stable unsteady
simulations over long time intervals.
2.4 Parallelization
The URANS solver described above solves the Navier–Stokes equations in a time–accurate




nodes. A typical run of this unsteady flow
solver requires more than 3000 thousand real time steps to obtain statistically converged
solutions. Thus, a practical computation necessitates the use of powerful computational
facilities. Parallel computers are ideally suited for such applications and provide a feasible
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and inexpensive solution for such large–scale numerical simulation. However, the computer
code must be parallelized to fully exploit the power of a parallel computer system. In this
study, we parallelized our numerical solver on a SGI Origin 3800 system. The Origin 3800
system has 32 600MHz processors and is a shared–memory parallel system (SMP), which
means that the memory installed in this system is accessible to all 32 processors. Such a
computer structure allows the employment of the new emerging parallel mode, OpenMP, for
parallelizing the numerical solver. OpenMP is targeted at shared memory parallel systems.
The major advantage of OpenMP is its user friendliness and portability. In OpenMP,
parallelism is expressed with a collective of compiler directives in the program thus leaving
the original program structure untouched. Such a property requires minimum work on
the original program to obtain increased performance on the numerical solver. Moreover,
the OpenMP standard is ported to nearly every available platform thus the developed
software can be easily transferred to other computer systems. In the following section, a
brief introduction to OpenMP will be presented.
OpenMP is an Applicant Program Interface (API) that may be used for multi–threading
programming. OpenMP uses fork–join model for parallel execution. First, the user specifies
a number of parallel regions, where parallel execution is allowed, in the code by using
the OpenMP API. The program starts as a single process: the master thread and runs
sequentially until a parallel region is meet. Once entering into a parallel region, a number
of additional slave threads are launched to create a team of threads for parallel execution.
The master thread is a member of the team. The code within the parallel region is executed
in parallel among the multi–threads in the team. On the end of each parallel region, all
the threads in the team synchronize and terminate, leaving only the master thread. The
program will run in the sequential mode again, until another parallel region is meet. This
fork–join parallelism model is illustrated in Fig. 5. Although other forms of parallelization
is also supported, OpenMP is mostly used to parallelize loops. We can insert OpenMP API
into the original sequentially programmed code, thus telling the compiler that the loops
between these specific APIs will be executed in a parallel manner. This parallelization
method allows the programmer to reuse almost the entire sequential code base without any
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major change, thus reducing the parallelization work load to the minimum. An efficiently
parallelized code can be obtained within relatively short time given an available shared
memory parallel computer system.
The OpenMP API has three major components:
• Compiler directives
• Runtime library routines
• Environmental variables
Compiler directives are a set of predefined directives that can be inserted into source
code to tell the compiler how the code is going to be parallelized. The runtime library
routines and environmental variables can be used to control and query the parallel execu-
tion environment. The OpenMP specifications are available both for C/C++ and Fortran
programming languages. The current version of OpenMP specification is OpenMP 2.0 for
all these languages.
The following example shows a typical do loop parallelized with OpenMP. The code is
written in Fortran 90.
!$OMP PARALLEL PRIVATE(i,j,k) SHARED(im,jm,km,ucn,csi,eta,zet,q)
!$OMP DO
do k = 1,km; do j = 1,jm; do i = 1,im
ucn(1,i,j,k) = csi(1,i,j,k) * q(2,i,j,k) + &
& csi(2,i,j,k) * q(3,i,j,k) + csi(3,i,j,k) * q(4,i,j,k)
ucn(2,i,j,k) = eta(1,i,j,k) * q(2,i,j,k) + &
& eta(2,i,j,k) * q(3,i,j,k) + eta(3,i,j,k) * q(4,i,j,k)
ucn(3,i,j,k) = zet(1,i,j,k) * q(2,i,j,k) + &
& zet(2,i,j,k) * q(3,i,j,k) + zet(3,i,j,k) * q(4,i,j,k)




In the above example, the directive started with !$OMP is inserted to specify the par-
allel section. The code chunk between !$OMP Parallel and !$OMP End Parallel will be
implemented by the compiler to execute in a parallel mode. The clause after !$OMP Par-
allel is used to specify the properties, private or shared, of the variables appeared in the
parallel code chunk. More detail information about the OpenMP API can be found on
http://www.openmp.org.
The most important measure of parallelization is the scalability of the code, i.e. the
speedup performance with increased number of processors. Speedup is measured as T (1)/T (n)
where T (n) is the execution time of the code on n processors. In order to measure the scal-
ability, a 3D driven–cavity is selected as a model problem. Three different grid levels, which
are 323, 643 and 1283 respectively, are designed to assess the code scalability under different
grid dimensions. Fig. 9 shows the measured speedup for these three different grid levels.
As can be seen in this figure, continuously speedup were obtained with increased number
of processors. The obtained speedup of 8 processors for medium and larger size problems
is around 6, which is comparable with the performance of the state-of-the-art commercial
CFD software such as Fluent (e.g., Kremenetsky et al., 2000). The parallel performance is




















Figure 9: Speedup performance of the parallelized code
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CHAPTER III
FLOWS AROUND BRIDGE PIERS
Over 650,000 bridges exist in the United States (FHWA 2001) and they constitute an
important part of the country’s transportation infrastructure. Therefore, and in addition to
the potential for loss of life, bridge failure could have a dramatic impact on local economy.
During the past several decades, several catastrophic scour induced bridge failures have
occurred and up until today bridge scour remains the leading cause of bridge failures. The
collapse of the Thruway Bridge over the Schoharie Creek on the New York State in 1987
during a near–record flood, during which 10 people died, attracted national attention to
bridge scour problems in the US. In a recent study conducted by Wardhana and Hadipriono
(2003), it was found that more than half of all bridge failures occurred between 1989 and
2000 in this country were the result of scour related damage.
By definition, bridge scour is the “ erosion or removal of streambed or bank material
from bridge foundations due to flowing water, usually considered as long–term bed degra-
dation, contraction and local scour” (Federal Highway Administration). The removal of
bed material is a direct result of the complex fluid dynamics near the bridge foundation.
Bridge foundations flows are highly turbulent and characterized by three-dimensional sep-
aration, vortex formation, and large-scale unsteadiness. Unsteady coherent structures such
as horseshoe, tornado, and whirlpool-like vortices have been identified in laboratory and
numerical investigations of such flows (Dargahi, 1990; Chrisohoides et al., 2003) and their
combined action has been linked to the initiation of bed erosion and scouring. Dargahi
(1989, 1990) conducted a series of clear water scour experiments around a cylindrical pier
using a hydrogen bubble flow visualization technique. These experiments revealed an intri-
cate web of highly unsteady large-scale vortices in the upstream and downstream regions of
the cylindrical pier. By carefully monitoring and observing the flow in the vicinity of the
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scour hole, Dargahi was able to show that these vortices were indeed responsible for initi-
ating bed erosion and scouring processes. Chrisohoides et al. (2003) reported laboratory
visualizations and 3D, unsteady RANS, numerical computations for flow near a flat-bed
abutment. Their results revealed a very complex and highly unsteady system of coherent
vortices both in the upstream recirculating flow and the shear layer emanating from the
abutment edge. By comparing the simulated three-dimensional flow structures with labo-
ratory scour experiments, Chrisohoides et al. (2003) concluded that the growth of the scour
hole in this case is enhanced by a downward velocity component in the vicinity of the pocket
of maximum bed shear stress.
These studies clearly suggest that a critical prerequisite for the development of a quan-
titatively accurate numerical model of bed erosion and scour is the development of a fully
3D, unsteady hydrodynamic model capable of simulating the rich dynamics of coherent vor-
tices at bridge foundations. Numerical investigations of such flows have been rather limited
so far and for the most part have been restricted to steady RANS computations. Olsen
and Kjellesvig (1998) developed a hydrodynamic model coupled with a sediment transport
model to simulate the flow and scour around a single cylindrical pier. They obtained promis-
ing results but due to the steady nature of the simulation and the rather coarse mesh they
employed, their simulations could not capture the unsteadiness in the flow. Tseng et al.
(2000) studied the flow around square and circular piers with LES, which resolves the un-
steady nature of the flow. Their simulation, however, was conducted on a rather coarse grid
system with approximately 8 × 104 grid nodes. Given the complexity and high Reynolds
number of this flow problem, accurate LES would require computational grids with at least
107 nodes (Spalart, 2000) and would be too expensive to carry out with available computer
resources. Ali and Karim (2002) employed commercial software FLUENT to investigate the
flow around a circular cylinder. For computational expedience, however, they assumed that
the flow was steady and symmetric about the geometrical plane of symmetry and, thus, did
not resolve any unsteady features.
In this chapter, we apply the numerical solver developed in this research to simulate
the complex flow patterns in the vicinity of real-life bridge piers. A portion of an actual
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bridge foundation located in the Chattahoochee River near Cornelia, GA is selected for the
simulations and calculations are carried out for the following three different geometrical
configurations: a) a single pier bent mounted on the actual river bathymetry; b) a single
pier bent mounted on a flat bed; and c) two pier bents mounted on a flat bed. The first
setting is selected to illustrate the capabilities of the developed numerical solver to handle
the geometrical complexities of natural river reaches and in particular the large disparity in
scales between the river reach and the bridge piers at real-life Reynolds numbers. The second
configuration is selected to model the laboratory-scale configuration, which was employed to
collect mean velocity and turbulence kinetic energy data to validate the numerical solver.
The third configuration is used to demonstrate the potential of the method to simulate
unsteady, coherent vortex shedding past complete bridge sections.
3.1 Flow past a pier bent mounted on the bed of Chatta-
hoochee River
To demonstrate the capabilities of our numerical method to resolve complex, coherent, vor-
tex shedding at the scale of the foundation while accounting for the large-scale bathymetric
features of the reach in which the foundation is embedded for flows at real-life Reynolds
numbers, we apply it to calculate turbulent flow through the Chattahoochee River reach
shown in Fig. 7. The composite domain discretization shown in Figs. 7, 8 and 10 and dis-
cussed in Chapter 2 is employed for the simulation. The total number of active grid nodes
for all six subdomains is approximately equal to 1.4× 106. The calculations are carried for
flow parameters that are typical to the specific reach. The upstream mean bulk velocity is
U0 ' 2.1m/s, which leads to a Reynolds number < = 2.37 × 107 based on the upstream
bulk velocity and the width of the first bridge pier. Boundary conditions are specified as
described in Chapter 2.3. The standard k− ε model with wall functions is used to close the
URANS equations.
The non-dimensional physical time step is set equal to ∆t = 0.25 and approximately
20 to 30 dual time stepping iterations are required per physical time step to reduce the
residuals by three orders of magnitude. Numerical experiments showed that a simulation
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Figure 10: 3D view of the overset grid system.
interval of approximately 3000 physical times is adequate for obtaining statistically con-
verged solutions. Completing such a simulation requires about 3 days of CPU time on 8
SGI Origin 3800 processors.
As discussed above, an important attribute of our method is that it is capable of resolving
the unsteady vortex shedding in the vicinity of the bridge piers while accounting for the
large-scale topography features of the overall reach. To illustrate this point we show in Fig.
11 calculated time histories of the transverse velocity component along y direction at two
points in the flow. Point A is located in Subdomain 6 just downstream of the last pier
while Point B is located in the background grid (Subdomain 1)—for point locations see
Fig. 10 a). As seen in Fig. 11, following an initial transient of approximately 200 time
units, the flow at Point A attains an oscillatory, periodic state. The transverse velocity
fluctuates about a mean value of approximately 0.05 between 0 and 0.1 and the intensity
of the oscillations is sustained throughout the entire simulated interval. In stark contrast,























Figure 11: Timehistory of vertical velocity component at points A & B (see Fig. 8 for
detail locations).
very weak unsteady fluctuation persists at this point but its amplitude is only a very small
fraction of the mean vertical velocity at Point B. This trend is consistent with the resolution
of the background grid, which is far too coarse to sustain the unsteadiness generated in the
finer grids embedded around the structures. The role of this grid is to resolve the important
features of the approach and ambient flow and, thus, help define realistic inflow, outflow
and farfield boundary conditions for the flow in the vicinity of the pier bent. Therefore, the
results shown in Fig. 11 demonstrate clearly the ability of our method to resolve coherent
vortex shedding in the vicinity of the piers using a locally refined mesh distribution.
To illustrate the complexity of the large-scale flow in the vicinity of the piers we show
in Fig. 12 two snapshots of instantaneous velocity magnitude contours and streamlines at
a horizontal plane located just below the horizontal slab connecting the two middle piers.
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The corresponding time-averaged image is also included for reference–the time averaged
flow is obtained by averaging the calculated instantaneous flowfields over the simulated
3000 time steps. This figure illustrates clearly the complexity of the flow in the vicinity of
the piers. Features such as the unsteady meandering of the shear layers around the bent
and the unsteadiness of the recirculating flow regions in the pier wakes are clearly evident
in these results. The effect of the complex river bathymetry on the pier hydraulics is also
apparent. Note for instance that both the instantaneous and time-averaged flowfields are
highly asymmetric. The velocities are considerably higher and the vortex shedding is more
intense on the left (as viewed looking toward the piers from upstream) side of the pier bent
due to the fact that the approach flow is skewed by about 5◦ relative to the streamwise axis
of the bent. Obviously such complex flow patterns can not be accurately simulated without
taking into account the complexity of the ambient bathymetry. The ability of the method
to capture very complex, 3D flow patterns in the vicinity of the piers is further illustrated in
Fig. 13, which depicts snapshots of instantaneous particle paths. Highly unsteady, coherent
vortical structures with axes perpendicular and parallel to the bed are seen to appear and
disappear continuously throughout one period of the flow.
Finally, it is important to emphasize that the simulated unsteadiness is not the result
of any unsteady forcing imposed artificially on the inlet flow. Unsteady vortex shedding
is rather naturally excited as a result of large-scale instabilities of the flow induced by the
presence of the piers. The ability of our method to capture and sustain over long simulated
time intervals such dynamically rich phenomena in such a complex geometrical configuration
is a testament to its high spatial and temporal resolution and underscores its promise as a
powerful simulation tool for real-life hydraulic engineering flows.
3.2 Flow past a pier bent on flat bed
3.2.1 Computational Details and Overview of Simulated Cases
In this section we report detailed numerical sensitivity studies and validation of the flow
solver developed in this work. Calculations are carried out for flow past the same pier bent





Figure 12: Contours of horizontal velocity magnitude (left) and limited streamtraces
(right) or a horizontal plane. (a) & (b) are instantaneous flow field of two different time





Figure 13: 3D instantaneous stream traces at three different time instants.
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measurements for this configuration were obtained at the scour flume of the Hydraulic
Laboratory at the Georgia Institute of Technology. The details of the experimental set up
and measurement techniques are described in Sturm et al. (2004) and Ge et al. (2004).
The geometry of the pier bent with the prototype dimensions and the measurement
locations are shown in Fig. 14. All calculations were carried out for Reynolds number
Re = 28516, based on the upstream bulk velocity and the width b of the first bridge pier,
which corresponds exactly to the experimental conditions. As in the previous section, the
standard k − ε model with wall functions is used to close the URANS equations. In our
subsequent discussion we shall refer to the four piers of the foundation as pier 1 – 4, with
pier 1 corresponding to the first pier facing the upstream flow and the remaining piers
numbered along the direction of the flow.
The computational domain is a rectangular box with the streamwise axis of the pier
bent coinciding with the streamwise axis of symmetry of the box. The upstream boundary
of the domain is placed 7b upstream of the center of pier 1 and the overall streamwise length
of the domain is 34b. The lateral dimension of the computational domain is 14b and the
flow depth is 4.16b . The computational domain is decomposed into 5 overset subdomains
and each subdomain is discretized with a separate body-fitted curvilinear mesh as shown
in Fig. 15. To investigate the sensitivity of the computed solutions to grid refinement, we
carry out computations on two grids: a coarse grid with a total of 8× 105 nodes and a fine
grid with a total of 1.6 × 106 nodes. For both grids the same 5-subdomain decomposition
and the same dimensions of the computational box (34b × 14b × 4.16b) are used. For the
sake of clarity in the remainder of this paper we shall refer to the coarse and fine grids as
cases C1 and C2, respectively.
To investigate and quantify any possible effects that the application of boundary condi-
tions at a truncated, relative to the experimental, computational domain may have on the
near foundation flow patterns, we also carried out a simulation for a wider computational
box having dimensions of 34b × 16b × 4.16b. This domain was discretized with the same
5-subdomain overset grid layout and with the coarse 8× 105-node mesh. We shall refer to
this case as case C3.
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Figure 14: (a). Profile view of central pier bent with prototype elevations and dimensions;
(b) Plan view of central bridge pier bent and locations of mean flow and turbulence mea-
surements. (b0 = width of the prototype upstream pier = 1.07m). Lines marked F1 to F6
indicate locations where measured mean velocity profiles in the transverse, y, direction are
compared with measurements. Points marked P1 to P4 indicate locations where measured
turbulence kinetic energy profiles in the vertical (depth) direction are compared with the
measurements.
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Figure 15: Computational domain and overset grid layout for single bent on flat river bed.
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Table 1: Details of simulated cases
Case Grid nodes Domain size Flow alignment
x× y × z
C1 0.8× 106 34b× 14b× 4.16b Yes
C2 1.6× 106 34b× 14b× 4.16b Yes
C3 0.8× 106 34b× 16b× 4.16b Yes
C4 0.8× 106 34b× 14b× 4.16b No
The effect of approach flow alignment with the piers was investigated by carrying out
yet another calculation for which the streamwise axes of the computational domain and the
pier bent, respectively, were offset by a very small angle of 1.8◦. This case will be referred
to as case C4 and was discretized using exactly same grid arrangement as for case C1.
The same boundary conditions were employed for all simulated cases. At the inlet, a
fully developed turbulent flow velocity profile is specified obtained from a separate straight-
channel computation. The free surface is approximated as a flat rigid-lid. At the lateral
boundaries and the outlet of the flow domain, flow variables are obtained using linear ex-
trapolation from the interior of the domain. The generalized rough-wall functions approach
described in Chapter 2.2.1 is employed to specify boundary conditions for the velocity com-
ponents and turbulence quantities at the channel bottom.
For all cases the simulations were carried out using a non-dimensional time step of
∆t = ∆t/T = 0.2 (T = b/U0) as some test simulations with a lower time step showed no
appreciable differences in the simulated flow fields. For each case, 5000 physical time steps
were found more than adequate for obtaining statistically converged results. During each
time step, the dual-time iteration procedure was declared converged when the residuals were
reduced by three orders of magnitude, a convergence tolerance which typically required 20
to 30 pseudo-iterations per time step.
The details of all four simulated cases are summarized in Table 1.
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3.2.2 Results and discussion
The presentation of the computed results and comparisons with the measurements are
organized as follows. First, we provide an overview of the general flow patterns around
the single pier bent configuration with emphasis on the characteristics of the large-scale
unsteadiness and its contribution to the production of turbulence kinetic energy. Next,
we validate the numerical model and investigate the sensitivity of the computed results to
grid refinement, domain length, and upstream flow alignment by comparing mean velocity
and turbulence kinetic energy profiles for cases C1, C2, C3, and C4 with experimental
data. Finally we discuss the simulated three-dimensional flow patterns in relation to the
observed equilibrium scour patterns in the laboratory to establish the link between complex
hydrodynamics and sediment transport phenomena.
3.2.2.1 Description of unsteady flow patterns
The results discussed in this section are for case C1 but very similar unsteady flow patterns
are obtained for cases C2 and C3. Fig. 16 shows calculated time series of the resolved
transverse velocity component at two points in the wake of the piers. This figure illustrates
the periodic nature of the large-scale flow, which is established following a short initial
transient of approximately 100 time units. Before we discuss the detail flow patterns ob-
served in our numerical simulation, it is necessary to show that the result obtained in our
simulation is independent of the time–step used for the simulation. As stated earlier, we
use a dimensionless time step of ∆t = 0.2T . In order to show the time independence, we
halve the time–step used for the current simulation to ∆t = 0.1T and conducted a same
calculation of case C1. Fig. 17 shows the time history of the same velocity component at
the same points as shown in Fig. 16. The calculated time histories for both time steps are
very similar and the power spectrum analysis (Fig. 18) shows that both simulations yield
essentially the same shedding frequency. These results suggest that the time–step used in
our simulation is fine enough and the obtained results are independent of the time step
resolution.
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Figure 16: Calculated time histories of resolved v-velocity component at two different
points in the wake of the foundation (T = b/U0) for single bent on flat bed dt = 0.2T .
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Figure 17: Calculated time histories of resolved v-velocity component at two different
points in the wake of the foundation (T = b/U0) for single bent on flat bed dt = 0.1T
Figure 18: Power spectrum comparison of time step refinement
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Juxtaposing the two snapshots of resolved streamwise velocity contours with the time-
averaged flow at the horizontal plane shown in Fig. 19(a,b), clearly shows that unsteadiness
in the flow originates due to the Kelvin-Helmholtz type instability of the shear layers ema-
nating from the upstream corner of the foundation and the intense vortex shedding in the
wake. The transverse flapping and meandering of the wake flow is clearly evident in the two
snapshots in this figure. Furthermore, it should be noted that the time-averaged flow field
shown in Fig. 19c exhibits a high degree of symmetry with respect to the streamwise axis of
the foundation, thus, suggesting that the simulated time interval is sufficient for obtaining
statistically converged mean flow.
To quantify the intensity of the resolved large-scale unsteadiness and its relative con-
tribution to the total budget of the turbulence kinetic energy (TKE or k), we compare in
Fig. 20 the contours of modeled and resolved k at the same plane as that shown in Fig.
19. Before we proceed with the interpretation of these plots, however, it is important to
define the terms modeled and resolved TKE. In URANS simulations, the instantaneous
flow variables are decomposed into three components: the time–averaged velocity ui, the
phase–averaged velocity u′′i , and the turbulent fluctuations ui′. By modeled TKE at a given
point in the flowfield, km, we denote the time-average of the kinetic energy obtained from
the time-accurate solution of the k-equation as follows:








t′, x, y, z
)
dt′
where k (t′, x, y, z) is the solution of the transport equation for k at point (x, y, z) at time t′
with turbulent fluctuations relative to the phase–averaged velocity components. Therefore,
km quantifies the amount of the turbulence kinetic energy modeled by the turbulence closure
model. The resolved kinetic energy, kr, on the other hand is the amount of energy due to
the large-scale, coherent motions in the flow, which are resolved directly by solving the

















Figure 19: Instantaneous (a and b) and time-averaged (c) contours of streamwise velocity
at z = 0.7H from bottom.
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where u′′ = u−u, u is the instantaneous, phase-averaged velocity component obtained from
the solution of the URANS equations, and u is its time-averaged value. It is evident from
Fig. 20 that the resolved kinetic energy produced by the coherent periodic vortex shedding
accounts for a significant percentage of the total energy starting from the wake of the third
pier. In fact in the wake of the foundation, kr appears to overwhelm km. It is important to
emphasize that the flow in the wake of the piers is highly three-dimensional, which leads to
a significant variation with depth in the division of energy between modeled and resolved.
This significant feature of the flow is depicted in Fig. 21, which compares vertical profiles
of modeled and resolved kinetic energy at one point downstream of the piers (see Fig. 14(b)
for point location). As seen in the figure the turbulence closure model accounts for most of
the energy up to approximately fifty percent of the channel depth with this trend reversing
as the water surface is approached. Even though not shown herein, we have found similar
trends throughout the flow. Large–scale coherent shedding dominates in the upper half
of the channel while the near–bed flow is dominated by smaller–scale incoherent motions,
which are captured by the turbulence closure model.
Turbulence statistics from cases C2 and C3 are shown in Fig. 22 and Fig. 23 respectively.
As seen in the figures, the results from these different cases are very close to each other,
with small different distribution pattern shown in the solution of case C2, which has much
finer grid resolution than the other two cases. All these figures along with the ones shown
in Fig. 20 show that the solutions are independent on the grid resolution and boundary
conditions used in this study.
3.2.2.2 Validation and grid/domain sensitivity studies
In Figs. 24 and 25 we compare measured and computed, for cases C1, C2, and C3, stream-
wise velocity profiles at various locations upstream, within, and downstream of the piers.
The profiles show velocity variations in the transverse, y, direction at various streamwise
locations and three different depths.
It is evident from Fig. 24 that upstream of the piers all three simulated cases are
practically indistinguishable. Small discrepancies between the three numerical solutions are
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Figure 20: Distributions of turbulence kinetic energy at z = 0.7H from bottom (Case
















Figure 21: Calculated variation with depth of modeled (black) and resolved (red) turbu-
lence kinetic energy at a point Pk downstream of pier 4.
Figure 22: Distributions of turbulence kinetic energy at z = 0.7H from bottom (Case




Figure 23: Distributions of turbulence kinetic energy at z = 0.7H from bottom (Case
C3). (top) modeled km/U20 (bottom) resolved kr/U
2
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only observed in the wake of the piers, in Fig. 25. These discrepancies are visible mainly at
the furthest downstream streamwise location F6, where the results obtained on the finest
mesh (C2 case) yield somewhat larger velocity deficits in the wake. Overall, however, the
coarse and fine mesh predictions are in excellent agreement with each other at all locations,
which points to the conclusion that the coarse mesh is adequate for capturing the details
of this flow. It also follows from this figure that the smaller computational domain used
in cases C1 and C2 is sufficient for eliminating any spurious effects that the truncation
of the flow domain and the specification of simplified boundary conditions at the lateral
boundaries may have on the simulated flow structures near the piers.
The comparisons of the simulated and measured velocity profiles shown in Figs. 24
and 25 reveal that the numerical model captures most trends observed in the experiments
with very good accuracy. For instance, both the reduction of the centerline velocity as
the foundation is approached and the growth of the wake between and downstream of
the piers are predicted with good accuracy by the numerical model. There are, however,
several important points that need to be made concerning the comparisons shown in Figs.
24 and 25. First note that at the upstream most location (F1), Fig. 24, the measured
velocity profiles are not perfectly symmetric and uniform. Moreover, the degree of non-
uniformity in the measured profiles appears to vary with depth. On further investigation
of the measured direction of the approach velocity vectors relative to the piers, it was






















































































(a) F1 (b) F2 (c) F3
Figure 24: Comparisons of measured (open circles) and calculated streamwise mean veloc-
ity profiles in the transverse direction at various depths and streamwise locations upstream
of the piers for cases C1 (red), C2 (green), and C3 (black). Streamwise locations: a) F1; b)
F2; c) F3 (see Fig. 14(b) for measurements locations). Depth locations: From bottom to






















































































(a) F4 (b) F5 (c) F6
Figure 25: Comparisons of measured (open circles) and calculated streamwise mean veloc-
ity profiles in the transverse direction at various depths and streamwise locations upstream
of the piers for cases C1 (red), C2 (green), and C3 (black). Streamwise locations: a) F4; b)
F5; c) F6 (see Fig. 14(b) for measurements locations). Depth locations: From bottom to
top, 0.2H, 0.4H and 0.6H respectively.
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vector relative to the pier centerline (see Ge et al. (2004) for detail). This may have
been due to inherent construction tolerances in setting the piers relative to the approach
flow or due to a slight asymmetry in the approach flow itself. The asymmetry was not
detectable in flow visualizations. We will subsequently show, however, that the flow field,
and in particular the structure of turbulence near the foundation, is extremely sensitive to
even the smallest degree of skewness, which is exacerbated by the solid interior pier web.
These small but persistent variations of the upstream flow conditions in the experiment
could not be accounted for in the numerical model since we have assumed fully-developed
turbulent channel flow conditions at the inlet. The effect of this apparent asymmetry in
the experimental model is evident in all measured profiles shown in Figs. 24 and 25. All
measured profiles exhibit a slight asymmetric bias with respect to the streamwise axis of
symmetry of the foundation and this trend is more pronounced in the wake region (see Fig.
25). This small deviation from symmetry notwithstanding, however, the simulations capture
the growth and evolution of the wake with good accuracy. The most notable discrepancies
between experiments and simulations are observed at the farthest downstream location in
the wake (F6) near the bed where the measured wake profile suggests a somewhat faster
than simulated rate of recovery of the wake flow.
To further verify our numerical simulation, we compare in Fig. 26 calculated and mea-
sured profiles of total turbulence kinetic energy (kt = kr + km) in the vertical (depth)
direction at several streamwise locations to the left and right of the foundation (locations
are marked as P1 to P4 in Fig. 14). Since all cases from C1 to C3 yield very similar
solutions, only results from case C1 are included in this figure. A remarkable feature of the
measured kinetic energy profiles is the large asymmetry of the turbulence structure with
respect to the streamwise axis of symmetry of the foundation. At the first location (P1) the
measured kinetic energy profiles to the right and left of the foundation are nearly identical
and in good agreement with the simulations. Further downstream, however, the kinetic
energy to the right side of the foundation rises sharply in the outer layer yielding a highly
asymmetric turbulence structure. The numerical simulations, on the other hand, yield a



































































Figure 26: Comparisons of measured (open circles) and calculated turbulence kinetic
energy profiles in the depth direction at four stations (see Fig. 14(b) for measurement
locations). Profiles symmetrically located on both sides of the foundation are marked with
L (left side) and R (right side) subscripts, respectively.
We hypothesize that the striking asymmetry in the turbulence structure is the result
of the previously discussed slight misalignment of the approach flow relative to the axis of
the piers. Such misalignment could be further exacerbated by the complex pier geometry
and drastically change the intensity of the vortex shedding in the left and right shear layers
emanating from the obstacles. To explore this hypothesis we have carried out simulations
for case C4 in which the approach flow was skewed by 1.8◦ (this specific flow angle is se-
lected based on the estimated misalignment of the flow in the experimental flume) clockwise
relative to the axis of the foundation. An overall view of the time-averaged velocity field
for this case is shown in Fig. 27, which depicts axial velocity and turbulence kinetic energy
contours at one horizontal plane and clearly shows the thickening of the boundary layer on
the right side of the foundation as a result of approach flow skewness. The results for cases
C1 and C4 are compared with each other and the experiments in Figs. 28 to 30, which are
in exactly the same format as Figs. 24 – 26 above. As seen in Fig. 28, the skewness of
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the approach flow has a negligible effect in the velocity field upstream of the foundation.
Discrepancies between the results of cases C1 and C4 begin to appear within the piers and
are most significant in the wake region (section F6) where the profiles for case C4 exhibit a
clear shift to the right (see Fig. 29), a trend which is in broad qualitative agreement with
the measurements. The imposed slight misalignment of the upstream flow has a far more
dramatic and pronounced effect in the turbulence kinetic energy profiles, which are shown in
Fig. 30. Even though significant discrepancies between measurements and simulations still
remain, the simulated flowfield for case C4 exhibits qualitatively the main trend observed in
the data: the steep rise of turbulence kinetic energy in the right side of the foundation and
the gross asymmetry of the turbulence structure. Therefore, the results presented in Figs.
28, 29, and 30 clearly show that even a small misalignment of the approach flow has only a
small to moderate effect on the mean velocity field but drastically impacts the turbulence
structure. Based on these results we argue that unless the approach flow conditions can be
determined with a great degree of certainty in the experiment, reproducing the measured
turbulence field around a foundation as complex as that considered herein computationally
could be very difficult if not impossible. Recall for example that the measured velocity
profiles upstream of the foundation (see Fig. 28) show small deviations from symmetric
and uniform flow across the channel depth. These small three-dimensional disturbances,
which have not been accounted for in the simulation, could very well be responsible for the
discrepancies between measured and predicted turbulence kinetic energy fields.
3.2.3 Flow Patterns and Scour
In this section we seek to establish links between the complex hydrodynamics induced
by the bridge foundation as they emerge from our numerical simulations and the scour
patterns that result under the same flow conditions in a laboratory experiment with the
same foundation mounted on an erodible bed. Since our computations have assumed a
fixed, flat bed our discussion herein is only qualitative. It is strictly aimed at underscoring
the complexity of the hydrodynamic processes that drive the scouring process in real-life
bridge foundations and at providing some guidance for future extensions of the model to
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Figure 27: Time-averaged contours of streamwise velocity (top) and total turbulence ki-






















































































(a) F1 (b) F2 (c) F3
Figure 28: Comparisons of measured (open circles) and calculated streamwise mean veloc-
ity profiles in the transverse direction at various depths and streamwise locations upstream
of the piers for cases C1 (red), and C4 (green). Streamwise locations: a) F1; b) F2; c) F3
(see Fig. 14(b) for measurements locations). Depth locations: From bottom to top, 0.2H,






















































































(a) F4 (b) F5 (c) F6
Figure 29: Comparisons of measured (open circles) and calculated streamwise mean veloc-
ity profiles in the transverse direction at various depths and streamwise locations upstream
of the piers for cases C1 (red), and C4 (green). Streamwise locations: a) F4; b) F5; c) F6
(see Fig. 14(b) for measurements locations). Depth locations: From bottom to top, 0.2H,


































































Figure 30: Comparisons of measured (open circles) and calculated turbulence kinetic
energy profiles in the depth direction at same locations as in Fig. 20 for cases C1 (red) and
C4 (green).
develop a scour-prediction numerical tool.
The equilibrium scour patterns obtained from the laboratory experiments are shown in
Fig. 31. As seen in this figure, a scour trench develops that surrounds the entire foundation
with the deepest scour occurring upstream of the first pier. Another region of relatively deep
scour within this trench is also observed just upstream of the last pier. It is important to note
the overall asymmetry of the scour patterns, which becomes more pronounced downstream
of the first pier. Such asymmetry is in accordance with the previously discussed impact of
approach flow skewness on the structure of the foundation-induced turbulence.
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Figure 31: Measured scour contours at equilibrium state (U0/Uc= 0.94, H/b = 4.16)
(Sturm et al., 2004).
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Figure 32: Contours of calculated time-averaged shear velocity (case C1).
Most available sediment transport models employ the concept of critical bed shear stress,
the so-called Shields parameter, to define the threshold for incipient sediment grain motion.
It would, thus, be instructive to examine the simulated bed shear stress contours for the
flat-bed case as that would tend to identify regions in the flow where the scouring process
would be initiated. The calculated time-averaged shear velocity contours are shown in Fig.
32. Two pockets of maximum shear velocity are observed at the two upstream corners of
the first pier. The calculated shear velocity levels within these pockets are at least one
order of magnitude greater than the shear velocity levels within the rest of the foundation.
This trend is to be expected since the last three piers are embedded within the wake of the
first pier and the flow in their vicinity is, thus, dominated by large-scale, three-dimensional
separation and flow reversal. The pockets of large shear velocity correlate well with the
region of maximum scour depth surrounding the first pier.
It is evident from Figs. 31 and 32, however, that the distribution of bed shear stress
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alone can not account for the complexity of the scour patterns observed in the experiment.
To further elucidate the role of foundation-induced hydrodynamics on scour, we plot in Fig.
33 contours of vertical time-averaged velocity at a horizontal plane very close to the channel
bottom (0.01H). The vertical velocity component is a good indicator of the complexity and
three-dimensional structure of the vortical patterns near the foundation. For example, a
pocket of negative vertical velocity component near a pier indicates that the flow along
the obstacle is directed toward the bed. For continuity to be satisfied, however, such a
pocket of downflow must be accompanied by a horizontal flow along the bed directed away
from the obstacle, which would tend to sweep bed material away from the obstacle and
promote scour. Alternatively, a pocket of positive vertical velocity around a pier suggests a
vertical upwelling along the pier away from the bed and must be accompanied by a region
of horizontal flow directed toward the obstacle. Such secondary flow patterns would tend
to sweep bed material toward the obstacle and lead to local deposition. To better illustrate
these flow patterns at the horizontal plane, we show in Fig. 34 the limiting streamlines
(or skin-friction lines) corresponding to the vertical velocity contours shown in Fig. 33.
As seen in Figs. 33 and 34, the region of negative vertical velocity around the first pier is
indeed accompanied with a horizontal flow along the bed directed away from the pier. The
topology of the limiting streamlines in this region, which consists of the C-shaped separation
line surrounding the obstacle, the saddle node delineating the approach and near obstacle
flows, and the half saddle node on the upstream face of the obstacle, is characteristic of
the horseshoe vortex system induced by the pier. Similarly, the pocket of positive vertical
velocity at the downstream end of the first pier is indeed accompanied by a near-wall flow
directed toward the pier, which emanates from the half saddle node on the upstream face of
Pier 2. It is also worth noting from Fig. 34 the complexity of the topology of the limiting
streamlines around Piers 2, 3, and 4, which is characterized by the presence of pairs of
saddle foci in the wake of each pier. These saddle foci tend to sweep flow toward each pier
and are thus the footprints on the bed of vertically oriented, tornado-like vortices. Such
three-dimensional, vortical structures are seen in the snapshot of instantaneous particle
paths shown in Fig. 35, which further underscores and clarifies the complexity of the flow
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Figure 33: Contours of calculated time-averaged vertical velocity (case C1).
suggested by the two-dimensional plots of vertical velocity and limiting streamlines.
Juxtaposing now the near-bed flow patterns shown in Figs. 32 to 34 with the observed
scour map shown in Fig. 31 reveals that the regions of deepest scour at the front of pier 1
correlates well with the pocket of negative vertical velocity, the associated region of near-
bed flow away from the pier, and the two pockets of maximum bed shear stress. The second
region of deep scour located at the face of pier 4 correlates well with the pocket of negative
vertical velocity even though no appreciable levels of shear velocity exist in this region.
Another interesting feature of the scour patterns visible in Fig. 31 is the characteristic C-
shaped structure of the bed-elevation contours at the downstream end of piers 1 and 4, which
reveals the presence of two small ridges of local sediment deposition with less scour adjacent
to the ridges. These ridges appear to correlate well with the pockets of positive vertical
velocity in the downstream end of piers 1 and 4, thus, supporting our previous qualitative
discussion on the role of local hydrodynamics on the sediment transport processes.
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Figure 34: Calculated time-averaged limiting streamlines (case C1).
As we remarked at the start of this section, our discussion herein is only qualitative.
The simulated flow patterns for the flat bed case can only provide some indication as to
where and how scour will originate. The complex deformation of the channel bed in the
vicinity of the foundation, as revealed by the experiments, will undoubtedly alter the local
hydrodynamics which will in turn affect the rate of sediment transport and deposition.
Our discussion, however, serves to clearly underscore that simplistic sediment transport
models relying exclusively on the critical, bed-shear stress concept may not be adequate for
modeling scour at real-life bridge foundations.
3.3 Flow past two pier bents on flat bed
The last case to be simulated is turbulent flow past two pier bents placed at the same
spanwise distance as in the complete bridge section and mounted on a flat bed. The objective
of these computations are to illustrate that our method is capable of obtaining unsteady
solutions for very complex, multiple-pier arrangements and is, thus, applicable to model
complete bridge sections. The geometrical configuration and spanwise spacing of the two
bents is based on the same Chattahoochee River bridge near Cornelia, GA. The geometry
is shown in Fig. 36 and is obtained by simply duplicating and translating in the spanwise
direction the five blocks around the single pier bent shown in Fig. 15 and patching a square
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Figure 35: Snapshot of instantaneous (resolved) streamlines depicting the complex web
of large scale vortices within the foundation (Case C1).
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block in the middle to connect these two structures. The total grid size for this case is
1.9× 106 grid nodes. Calculations were carried out for Re = 28516 (based on the upstream
bulk velocity and the width of the first bridge pier) using the standard k-e model with wall
functions to close the URANS equations. A dimensionless time step equal to 0.1T is used
for the computations. Only small samples of the computed results are shown below since,
as stated before, the main objective of this section is to underscore the capabilities of the
numerical method for a very complex configuration. The instantaneous streamwise velocity
contours on a horizontal plane just below the water surface are shown in Fig. 37. As seen
in this figure, despite the relatively long Spanwise distance between these two bents, there
appears to be a weak interaction and coupling between the vortical structures emanating
from the solid walls of piers. To quantify the interaction, we calculated turbulent statistics
from the simulated flowfields. Fig. 38 shows the turbulence kinetic energy profiles along the
depth direction at four locations on both sides of the bottom pier bent (the locations are
P1, P2, P3 and P4 shown in Fig. 14). These locations are symmetric about the symmetry
axis of the bent. If there were no coupling between these two bents, the turbulence kinetic
energy profiles would be symmetric with respect to the streamwise axis of the bent. Yet,
and as shown in Fig. 9, there are significant and very pronounced asymmetries between
the two sides of the pier bent. In particular, the levels of turbulence kinetic energy on the
lower (right) side of the lower bent are considerably more elevated than those on the left
side of the bent. This effect appears to be very similar to the previously discussed effect
of approach flow skewness on the distribution of turbulence kinetic energy for the single
bent case (see Fig 30 ). To further illustrate this similarity we show in Fig. 39 contours
of turbulence kinetic energy at the water surface for the two pier bents case. Based on
these results, we can conclude that the presence of the second bent causes a blockage effect
and alters the angle at which the flow impinges on the other bent—of course this effect
is mutual as both bents experience the same effect due to their coupling of their flows.
The resulting small skewness of the approach flow alters the three-dimensional separation
patterns causing a more intense shear-layer vortex shedding on one side of the bent, which
results in higher levels of turbulence kinetic energy. The apparent extreme sensitivity of
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the turbulence statistics on the approach flow characteristics is a very important finding of
this work. Recent sediment transport modeling approaches rely increasingly on stochastic
models that emphasize the importance of turbulence structure on the prediction method
(Papanicolaou et al., 2002). Our findings, therefore, suggest that quantitatively accurate
predictions of scour in real-life bridge foundations may require taking into account the
large-scale bathymetry of the natural reach and simulate the complete bridge section. Our
method, therefore, provides the first powerful computational framework for developing such
scour prediction methodology.
Figure 36: Numerical geometry for two bents of bridge piers flow simulation
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Figure 37: Top view of instantaneous streamwise velocity contours at y = 0.7H
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Figure 38: Turbulence kinetic energy profile along the vertical direction (locations are
shown in Fig. 14




FLOWS IN MECHANICAL HEART VALVES
4.1 Introduction
The heart is a vital organ. Its major function is to pump the blood to all tissues in our body
through the circulation system, thus delivering oxygen and nutrients to the body tissues
and washing away the wastes. Figure 40 shows a schematic of a healthy human heart, which
has two sides with two chambers at each side. The upper chambers are called atria and
the lower two are called ventricles. Connected to the left ventricle is the aorta, the largest
artery in the body. It carries oxygen–rich blood from the heart to the body. The vessel
connected to the right ventricle is called pulmonary artery, which carries oxygen–poor blood
from the right ventricle to the lungs. A normal heart has four heart valves: the tricuspid
valve between right atrium and right ventricle; the mitral valve between left atrium and
left ventricle; the pulmonary valve between the right ventricle and the pulmonary artery;
and the aortic valve between the left ventricle and the aorta. Each valve consists of flaps
(cusps or leaflets), which open and close at only one direction. Through the movement of
their flaps, the valves regulate the blood flow through the heart and ensure the blood runs
only in one direction.
Healthy heart valves open and close fully. However, they may not always work properly
because of heart valve disease. The cause of heart valve disease may be linked to one of the
following:
• congenital defect (born with an abnormal valve)
• Rheumatic fever
• bacterial infections
Problems associated with heart valve disease include:
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Figure 40: Anatomy of a healthy human heart (from www.nebraskamed.com)
• stenosis: the valve opening becomes narrowed thus inhibiting the ability of the heart
to pump blood to the body;
• regurgitation: the valve does not close completely, causing blood to flow backward
through the valve;
Medication and surgery may be used to fix defective valves. However, in some cases,
these remedies may not be sufficient for fixing the defective valves and the native valve has to
be replaced with a prosthetic valve in order for the patient to have a normal life. Currently,
there are two types of prosthetic valves used for dysfunctional native valve replacement:
mechanical valves, which are made entirely from biocompatible synthetic materials; or tissue
(or bioprosthesis) valves, which are made from specially processed and shaped animal tissue.
The major advantage of mechanical valves is their durability. Because of the usage of the
synthetic materials, the mechanical properties of these valves will not degrade. These valves
usually last through out the patient’s lifetime and does not require replacements. However,
due to the man-made and thus non-physiologic nature of these valves (both the structure and
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materials), they are prone to the development of blood clots. Recipients of mechanical valves
have to take anticoagulation medication (blood thinner) to prevent thromboembolism and
these anticoagulation medications increase the risk of bleeding in the body. On the other
hand, tissue valves, because of their origins, closely resemble the body’s natural valve.
Therefore, lifelong anticoagulation therapy is not required and patients can have a better
life quality. However, the mechanical properties of these valves degrade rapidly and they
are prone to calcification that we see as heart valve disease develops (Black and Drury,
1994). Tissue valves may need to be replaced every 10 to 15 years. For this reason, the
implantation of tissue valves are often limited to elder patients. Mechanical valves are more
widely implanted for their long durability.
The first mechanical heart valve as a prosthesis for dysfunctional heart valve was im-
planted in 1952. Since then, many different designs of MHVs have been developed. Cur-
rently the most popular design is the bileaflet valve, which has better hemodynamics per-
formance comparing with earlier generation designs. However, implantation of all existing
MHVs could lead to major complications, including thromboembolism, hemolysis and tis-
sue overgrowth. Although the exact mechanisms leading to these complications are yet not
fully understood, they are believed to be strongly related to the non-physiological local flow
patterns and the elevated turbulence shear stresses induced by the prosthesis. All MHVs
use an occluder, which could be a caged–ball, a tilting disc or two semi–circular leaflets,
to mimic the open/close function of the natural valve. The occluder partially blocks the
flow channel, leads to regions of stagnation and flow separation in the wake and enhances
turbulence. The elevated turbulence shear stresses could cause lethal or sublethal damage
to blood cells, such as rupture of red blood cells and platelet activation, and initiate the
formation of thrombi. The local slow flow regions enhance the aggregation of platelets, thus,
further facilitating the growth of thrombi. Therefore, to improve the design of MHV it is
essential to investigate and understand the complex hemodynamics they induce. The fol-




A number of experiments have been conducted to study the MHV related flow problems.
These experiments can be divided into two categories: experiments focused on establishing
links between the clinical complications and the hemodynamics; and experiments aimed
at investigating the complex hemodynamics induced by the valves. Experiments in the
former category have shown that exposure to high shear stress can cause lethal or sublethal
damages to blood cells, including red blood cells and platelet. Smith et al. (1972) and
Stein and Sabbah (1974) reported that high turbulence shear stress can cause blood cell
and platelet damage, which eventually lead to thrombus formation. Sutera et al. (1972)
investigated the response of red blood cells to shear stress produced within a concentric
cylinder viscometer. They found the critical shear stress to cause hemolysis by long time
exposure was approximately 1500 dyne/cm2. Sallam and Hwang (1984) showed that in a
submerged turbulent jet lethal red cell damage could result from turbulent shear stresses of
around 4,000 dyne/cm2 for an exposure time of less than six seconds. With the existence of
foreign surfaces, damages of red blood cells have been found at a much lower threshold of
shear stress (on the order of 10 dyne/cm2 (Mohands et al., 1974)). The critical shear stress
which can cause platelet damage is substantially lower than that of the red blood cells. In
1975 Brown et al. (1975) performed experiments to test a relationship between thrombus
formation and a known shear stress. They found that platelets exposed to shear stresses in
excess of 50 dyne/cm2 release a significantly greater amount of the agonist ADP and tend
to aggregate faster than platelets exposed to lower shear stresses. In 1985, Wurzinger et al.
(1985) studied platelet responses to shear stresses acting over a time scale of milliseconds, a
more appropriate physiologic exposure time than previous investigators had studied. Using
a rotating Couette viscometer they subjected platelet-rich human plasma to a range of
shear stresses for a duration of 7 ms to 700 ms. By measuring levels of the protein b-
thromboglobulin, the presence of which is considered indicative of platelet activation, they
found that a laminar shear stress as low as 1,000 dyne/cm2 acting for 110 ms caused
significant liberation of this protein.
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Yoganathan et al. (1986) carried out the first experiments in the second category by
employing 2D LDV to investigate the pulsatile forward flow fields of the SJM bileaflet valve
in the aortic position and the Medtronic-Hall and Bjork-Shiley tilting disc valves. They
reported maximum turbulent shear stresses downstream of the leaflets ranging from 1,200
dynes/cm2 for the SJM valve to 2,000 dynes/cm2 for the Medtronic-Hall valve. Using 1D
LDV, Chandran et al. (1983) investigated the flow past different caged ball and tilting disc
aortic valve prostheses. The study showed that the velocity profiles and turbulent shear
stress magnitudes downstream from the tilting disc prostheses are dependent upon the
opening of the disc and that the turbulent normal stresses downstream from the ball caged
prostheses were smaller than those behind tilting disc valves. Furthermore, comparison
of measurements with steady flow at flow rates comparable to peak pulsatile flow rate
show that the turbulent normal stresses are larger by a factor of two in pulsatile flow with
a frequency of 1.2Hz. Chandran et al. (1985) also investigated the flow downstream of
the Bjork-Shirley tilting disc valves in a human aorta model illustrating the influence of
valve orientation on the downstream velocity profile in the mid-arch and brachio-cephalic
arterial branch of the aorta. The effect of valve orientation on the hemodynamics of the
SJM and Duromedic (DM) valves was studied by Fatemi and Chandran (1989) using 1D
LDV. Differences in the velocity profiles of the two valves were attributed to variation
in geometry, as the DM valve had thicker leaflets, smaller angle of leaflets opening and
leaflet curvature. Schoephoerster and Chandran (1991) investigated the flow dynamics in
various caged ball, tilting disc, bi-leaflet and polyurethane mitral valves using LDV. The
turbulent shear stresses magnitudes did not exceed the reported value for hemolytic damage,
however the shear stresses were of the same order of magnitude as the valves reported in the
literature for the onset of platelet lysis. Walker and Yoganathan (1992) looked at the Omni-
Carbon tilting disc valve and the Duromedics bileaflet valve. The Omni-Carbon valve design
produced turbulent shear stresses up to 2,000 dynes/cm2. The velocity profile taken across
the central orifice of the Duromedics bileaflet valve showed a large region of flow separation
around its pivots. Turbulent shear stresses as high as 1,700 dynes/cm2 were found adjacent
to these separated zones. Fontaine et al. (1996) were the first to study the Bjork-Shiley
105
and SJM aortic valve flow fields with a 3D LDV. They reported relatively small differences
between Reynolds stresses calculated by three-component vs. two-component LDV-within
10 to 20 percent. They also found that the Reynolds shear stresses calculated along the
velocity measurement axes can underestimate the principle Reynolds shear stress by as
much as 100%.
The investigation of the effects of valve closure flow on the blood began in 1989, when
clinical failures were reported for a small number of Edwards-Duromedics valves (Klepetko
and Moritz, 1989). Pitting and erosion, markers of cavitation damage, were noted on
these valves. Although cavitation has not been suggested as a cause of failure for any
other valve design, examinations of several other explanted valves has revealed pitting of
the same nature (Kafesjian et al., 1994; Wieting et al., 1990). Shortly after the failures
of the Edwards-Duromedics valves were reported to the scientific community, Graf et al.
(1992) performed a series of experiments in an attempt to determine cavitation thresholds
for various mechanical valves. These researchers simulated flows and pressures within the
circulation for resting and exercise conditions in an in vitro left heart simulator system.
Under resting conditions (5 L/min cardiac output and ventricular loading rate of 1500 mm
Hg/s), they saw no cavitation proximal to any of the valves they studied. However, when
they increased the ventricular loading rate to 3000 mm Hg/s, they observed cavitation just
proximal to some valves. Chandran et al. (1994) and Lee et al. (1994) defined a ventricular
pressure rise rate during valve closure as a parameter to be defined in experiments for
assessing the potential for mechanical valves to cavitation studies. Chandran et al. (1998)
measured the large negative pressure transients in vivo during valve closure with mechanical
valve mounted in the mitral position in an animal model, similar to those measured in vitro.
The design of mechanical heart valves deliberately includes some degree of leakage, or
retrograde, flow upon valve closure. This reverse flow is intended to scour critical areas
of the valve, such as the hinges and the areas between the leaflet edges and the housing.
Yoganathan et al. (1986) found that under aortic pulsatile flow conditions the peak reverse
velocity through the Medtronic-Hall tilting disc was 0.28 m/s, with a peak turbulent shear
stress of 680 dynes/cm2. They also found a peak reverse velocity of 0.22 m/s through the
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Bjork-Shiley tilting disc with a peak turbulent shear stress of 430 dynes/cm2. These values
were measured 10 mm upstream of the valves. They also reported leakage flow 10 mm up-
stream of the SJM valve and noted a maximum reverse velocity of 0.16 m/s and turbulent
shear stresses as high as 325 dynes/cm2. Baldwin et al. (1991) conducted two-component
LDV measurements at 100 near-wall positions upstream of the minor orifices of the mitral
and aortic Bjork-Shiley Delrin tilting disc prosthetic valves in the Penn State Electric Left
Ventricular Assist Device (PSLVAD). The highest turbulent shear stress near the aortic
valve was found to be 9,900 dynes/cm2 and the corresponding peak velocity in the leak-
age jet was 2.8 m/s. Near the mitral valve, the highest turbulent shear stress was 9,000
dynes/cm2 with a peak leakage velocity of 4.4 m/s. These peak turbulent shear stresses and
velocities were detected 1 mm upstream of the valves and approximately 0.6 mm from the
adjacent wall of the PSLVAD. Lamson et al. (1993) expanded on the Baldwin study by show-
ing that the hemolytic effects of backflow through the PSLVAD contributed significantly
to overall hemolysis in the mock circulatory loop through elevated plasma-free hemoglobin
levels. Meyer et al. (1997) acquired 3D LDV measurements in the regurgitant flow region
proximal of a Bjork-Shiley monostrut valve in the mitral position. The study recorded a
maximum velocity of 3.7 m/s and peak turbulent shear stresses of 10,000 dyne/cm2. Subse-
quent experiments (Ellis, 1999; Ellis et al., 1996b,a, 2000; Ellis and Yogananthan, 2000; Leo
et al., 2002) with CarboMedics (CM), Medtronic Hall, and SJM bi-leaflet valves found max-
imum regurgitant flow velocities ranging from 0.7 to 2.6 m/s, with corresponding maximum
Reynolds shear stress of between 450 and 3,600 dyne/cm2. These studies demonstrate that
turbulent jets in leakage flow can generate elevated levels of turbulent shear stress, even
in bileaflet valves. Recent studies (Ellis, 1999; Ellis et al., 1996b,a; Leo et al., 2002) have
shown the geometry of the hinge region in a bileaflet MHV is important in determining the
leakage flow properties of the valve. Driven by the pressure gradient across the bileaflet
valve during closure, the leakage flow through the constricted hinge region can reach high
velocities and be subjected to high levels of turbulent shear stress. These studies suggest
that the hinge mechanism is a critical part of the bileaflet MHV since it not only directly
influences valve durability and functionality, but the high levels of turbulent shear stress in
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the hinge region may also lead to thrombus formation.
The basic geometry of the hinge regions in the MP, SJM and CM are characterized by
projections on the leaflets which mate to a similarly shaped recess in the valve housing.
The geometry of the MP valve hinge recess has sudden expansion and contraction zones
and the flow is unsteady with the formation of vortex structures and regions of flow stag-
nation (Ellis et al., 1996b). Turbulent shear stresses recorded near the hinge wall in the
inflow channel were of magnitude greater than 6000 dynes/cm2, which is an order of a
magnitude greater than the level required to damage blood elements (RBC) and lead to the
activation of thrombosis (Ellis et al., 1996b). Both the SJM and CM valves have similar
semicircular projections on the leaflet, except that in the former the hinge is streamlined
and has a curved profile while in the latter the hinge geometry has sharper corners and
is less streamlined edges. LDV studies by Ellis (1999) found peak leakage velocities and
turbulent shear stresses in a 25 mm SJM standard valve of 3.5 m/s and 7,200 dynes/cm2,
respectively. An improved equivalent valve model SJM 23mm Regent achieved lower max-
imum leakage velocity and turbulent shear stress levels of 1.5 m/s and 2,600 dynes/cm2,
respectively (Ellis and Yoganathan, 2000). The highest peak leakage velocity and turbulent
shear stress observed in the hinge during the leakage phase in the CarboMedics CPHV
models were 3.17 m/s and 5510 dynes/cm2, respectively (Leo et al., 2002).
4.1.2 Computational Work
The application of CFD to MHV flows began in the early 1970s with the 2D immersed
boundary method of (Peskin, 1972). The study showed the great potential of CFD as a
tool for revealing the complex hemodynamics through heart valves. Since this early work,
a number of numerical investigations have been devoted to the flow through heart valves.
Huang et al. (1994) performed 2D, time-accurate simulations of a tilting-disk heart valve
using a grid resolution of over 90,000 nodes with steady inflow conditions for Reynolds
number between 10 and 1000. For flows at Reynolds number greater than 200, periodic
vortex shedding from the edge of the valve disk was observed and the intensity of these
vortices increases with the rising of the flow Reynolds numbers. Shim and Chang (1997)
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performed a three-dimensional analysis of a tilting disk valve at Re = 210 and Re =
450 under steady flow conditions. They assumed the flow to be symmetric with respect
to the vertical plane of symmetry and discretized one-half of the valve geometry using a
grid with approximately 32,000 nodes. Their results suggest the presence of longitudinal
vortices downstream of the leaflet, whose origin they attributed to pressure gradients in
the flow. King et al. (1994) performed steady, 2D, finite-element, laminar simulations of
a bileaflet valve for Re = 3000. In their 2D geometry, they assumed that the flow was
symmetric between the two leaflets. King et al. (1996, 1997) later extended this work
to 3D and performed laminar simulations using one-quarter of the valve geometry (i.e.,
assuming that the flow is symmetric with respect to both symmetry planes of the valve).
These simulations used a sinusoidally varying inlet velocity to mimic the acceleration phase
of systole with Re = 3000 at peak systole. Consistently, most of the previous reported
numerical works have either assumed 2D flow or conducted 3D simulations with relatively
limited spatial resolutions. Many of the reported 3D simulations have further assumed,
presumably for computational expedience, the flow to be symmetric with respect to one
or more of the geometrical symmetric planes of the valve. In a recent published work, Ge
et al. (2003) challenged these computational expedient assumptions with fully 3-D high
resolution numerical simulations of flow through a typical bileaflet heart valve under steady
inflow conditions. This work showed that the flow symmetry with respect to the geometrical
planes of symmetry of the valve observed at low Reynolds number breaks above a threshold
Reynolds number. Upon break of symmetry, unsteady vortex shedding in the wake of the
leaflets is observed and complex, three-dimensional vortical structures emerge in the flow.
This study suggested that flow through MHVs is far more complex than previously believed.
It further illustrated that in–depth understanding of the hemodynamics through MHVs
necessitates full 3-D high resolution numerical simulations along with careful numerical
validation with experimental measurements.
Despite of the importance of turbulence in the developing of clinical complications,
numerical simulations of turbulent flow in heart valves is very limited, primarily due to
the high computational resource requirement of such tasks. Stevenson et al. (1985) and
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Stevenson and Yoganathan (1985) conducted 2D simulations, with k−ε model to account for
the turbulence effects. Bluestein et al. (2002) investigated the turbulent pulsatile flow past
a St. Jude Medical bileaflet heart valve using the FIDAP CFD package. A 2D unstructured
mesh consisted of 53,564 computational nodes is used to discretize the geometry around a
tilt implanted valve. The turbulent flow effects were modeled with k − ω model. Vortex
shedding and high turbulent shear stress were found in the vicinity and the wake of the
valve. Considering the valve’s strongly three–dimensional nature of the geometry, such 2D
simulations can provide very limited insights into the flow physics and full 3D investigation
is required.
4.1.3 The Present Contribution
One of the most prominent flow features of cardiovascular flow is its pulsatile nature. Blood
in the cardiovascular system is pumped by the contraction of heart chambers and thus one
heart beat comprises a cardiac cycle. The flow velocity in the aorta changes in time and
peaks at a value of around 1.35m/s. The typical flow Reynolds number in a healthy human
body ranges between 0-7000, based on the aorta diameter and bulk blood velocity. Under
normal conditions, blood flows remain laminar through out the cardiac cycle. However,
with the existence of mechanical heart valve, due to the unphysiological nature of the
valve structure, transition to turbulence is anticipated near peak systole. To investigate,
therefore, the MHV flow under physiological condition requires sophisticated numerical
models capable of simulating transition to turbulence and re-laminarization in domains
with moving boundaries (valve leaflets). Yet, it follows from the above literature review
that numerical methods capable of quantitative accurate predictions of physiological MHV
flows do not exist today. In fact, to the best of our knowledge no numerical method
has convincingly demonstrated up until today that it can accurately predict such flows
even under steady state conditions at Reynolds numbers within the physiological range.
In this chapter we employ the numerical method developed in this work to study the flow
through a St. Jude Medical bileaflet mechanical heart valve with the leaflets fixed at the
fully open position over a broad range of Reynolds numbers, 300 < Re < 6000. We
110
seek to: 1) validate the numerical method and demonstrate that it can reproduce MHV
flowfields in good quantitative agreement with experimental measurements; and 2) provide
the first comprehensive insights into the complex hemodynamics of MHV at near peak-
systole Reynolds numbers. Even though pulsatile flow effects and motion of the leaflets are
not considered herein, our work constitutes an important step toward the development of
a numerical simulation framework for MHV flows. Our simulations will lead to a validated
and reliable flow solver, which with further work can be used to tackle the next level of
complexity: that of pulsatile flow and moving leaflets. Our results will also guide the design
of future experiments for obtaining comprehensive experimental data for meaningful CFD
validation under physiological conditions. As shown in Fung (1984), in large blood vessels,
the shear rate is expected to be high and under such high shear rate, the blood viscosity
coefficient asymptotically approaches a constant value. Therefore, in the current study, the
flow is assumed to be Newtonian.
4.2 Numerical simulation of MHV flow with fixed leaflets
We carry out a series of numerical simulations for Reynolds numbers both in the laminar
and turbulent flow regimes. For the former cases we conduct direct numerical simulations
while for the later case we carry out unsteady RANS and DES. In the laminar regime
the Reynolds numbers ranges between 300-1250 while the turbulent flow simulations are
carried out for Re = 6000, which is near peak flow condition. For all simulations we
employ the same valve model and the overset grid methodology developed in this work. In
the subsequent sections we first present the results of our laminar simulations followed by
the simulations for the Re = 6000 case. For both cases, we discuss the flow physics and
compare out computations with laboratory measurements. It is worthwhile to note that in
the following discussion, unless otherwise explicitly stressed, all flow variables presented are
nondimensionalized. The velocity components are non–dimensionalized with the incoming
bulk velocity, U0, and the time scale by the time scale D/U , where D is the diameter of
incoming pipe.
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4.2.1 Laminar flow regime
We use a geometric model of a bileaflet MHV as a prosthetic replacement for the aortic
heart valve as shown in Figure 41. The primary simplification made in our geometric model
is that the aortic root contains a single axisymmetric sinus and not three aortic sinuses.
The leaflets in our model MHV closely resemble the St. Jude Medical (SJM) Standard
valve, with the hinge mechanism neglected. In the fully open position, the leaflets in the
SJM standard valve make an angle of 85 degrees with x-y plane as shown in Figure 41(b,c).
Structured overset grids are used to simulate the complex geometrical configuration of MHV.
A cross-sectional view of the computational grid is shown Figure 1(c). The aorta geometry is
discretized with an O-type, cylindrical grid along with an embedded rectangular Cartesian
block to resolve the singular point problem at the center. The dimensions of these two
blocks are 67× 102× 135 and 21× 21× 135 in the i, j, and k directions of curvilinear grid
system respectively. The grid for each of the leaflets is a body-fitted H-H grid containing
81× 21× 65 nodes (approximately a total of 1.1× 106 active nodes).
We have carried out direct numerical simulations, by solving the time-accurate Navier-
Stokes equations, for various Reynolds numbers in the range 300 and 1250—the Reynolds
number is based on the bulk velocity at the inlet and the diameter of the model aorta. It
is important to clarify that for all simulated Re no a priory assumption was made about
the steadiness of the flow. If a steady-state solution indeed existed for a given Re it was
reached via full, unsteady simulations. By adopting this approach we sought to identify
the threshold Re at which unsteadiness naturally develops and elucidate the mechanisms
that excite unsteady modes in the flow with increasing Re. For all simulations we employed
a dimensionless time step ∆t = 0.01T and typically 15 ∼ 20 dual-time iterations were
required to reduce the residuals by 3 orders.
For Reynolds numbers less than approximately 325 the time accurate simulations con-
verged to a steady-state after an initial transient status and steady solutions were obtained.
This is illustrated in Fig. 42, which shows the time history of transverse velocity com-
ponent at a point located in the center point of a wake plane. Note that for steady flow





Figure 41: Numerical geometry of the mechanical heart valve: (a) overview of the three-
dimensional geometry and grid on aorta wall; (b) cross sectional view shows the overset
grid used to avoid singular point in the aorta center; (c) plan view shows the grid used to
discretize the vicinity of leaflets
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exactly zero and as seen in the figure the zero value is indeed approached at steady state.
The flow patterns of the converged steady solution are shown in Fig. 43 and Fig. 49, which
depict streamwise velocity and pressure contours at the vertical (x = 0) plane of symmetry
and streamwise velocity and cross-flow vectors at a cross-section downstream of the leaflets,
respectively (see Fig. 41 for axes definition). Fig. 43a shows the streamwise pressure drop
through the valve with pockets of high and low pressure appearing at the leading and trail-
ing edges of the leaflets, respectively. The pressure on the leaflets sides facing the valve
housing is higher than the central region and the resulting negative lift force is responsible
for keeping the leaflets at fully–open position during the forward flow stage. The incoming
fully developed pipe flow profile is split into a triple–jet structure by the two leaflets (Fig.
43b). The two side jets near the sinus root are referred to in the literature as the lateral jets
while the middle jet is referred to as the central orifice jet. It is clearly seen in Fig. 43 and
Fig. 49 that, at this low Reynolds number, the flow in the wake of the leaflets exhibits the
quadrant symmetry of the geometry. The dominant flow features of this steady, symmetric
flow include the formation of regions of flow reversal and the shear layers downstream of
the leaflets and the valve housing as well as the two pairs of counterrotating streamwise
vortices that are formed in the wake region.
Figure 42: Time history of transverse velocity component at a central point downstream




Figure 43: Flow patterns of flow at Re = 325: (a) streamwise velocity contours (w/U0);
(b) pressure contours.
Numerical simulations for Re > 325 failed to converge to a steady-state solution and
weak unsteady modes emerged naturally without any externally imposed forcing other than
numerical disturbances in the numerical approach. Fig. 44 shows the calculated instanta-
neous flow patterns of Re = 350. Comparing these figures with those for the Re=325 case
reveals very similar overall flow patterns. Yet the time history of the transverse velocity
component, which is shown in Fig. 47 (a) at the same point we recorded for Re=325 case,
suggests that a weak, albeit persistent over long simulation intervals, unsteadiness appears
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in the wake of the leaflets. The unsteadiness is so weak that the streamwise flow patterns
shown in Fig. 44 appear nearly identical to the steady flow patterns for the Re = 325 case.
Video animations, however, clearly show the unsteadiness, which manifests itself in the form
of a weak streamwise oscillation of the three jets. The jets, however, remain rather stable
in the sense that they retain their steady structure and no shedding occurs in the wake of
the leaflets.
The intensity of unsteady fluctuations and the richness of the flow were found to in-
crease continuously with Reynolds number. As seen in Fig. 45, the asymmetry of the flow
starts to become visible far downstream from the valve in the streamwise velocity contour
distributions at the vertical center plane. A better view of the asymmetric flow pattern is
provided in Fig. 46, which shows contours of streamwise velocity at horizontal (y = 0) sym-
metry plane—the plane between the leaflets. The instability appears to originate within the
shear layer that develops between the jets in the leaflets wake and the annular separation
zone in the sinus region downstream of the valve housing. Low amplitude, unsteady modes
are excited within the annular separation zone, which interact with the triple jet structure.
Consequently unsteadiness develops in the wake, which becomes asymmetric and begins to
meanders transversely. It is important to note that in this study unsteady flow sets in at
Reynolds numbers considerably lower than those reported in Ge et al. (2003). This trend
should be attributed to the different aortic root geometry we employed in this work and
underscores the sensitivity of the MHV flowfields to the details of the aortic root geometry.
To quantify the onset of unsteadiness in the flow, we show in Figures 47 and 48 time
series and the corresponding power spectrum of the vertical velocity component at the
center of a cross-section downstream of the leaflets for Re = 350 and 750, respectively. As
mentioned earlier, regardless of whether the flow is steady or unsteady if it preserves the
quadrant symmetry of the valve geometry the two transverse velocity components at the
center of any cross-section should remain equal to zero at all times. As seen in Fig. 47a,
weak unsteady fluctuations about zero emerge for Re=350, which also signify the break
of quadrant symmetry. A rather interesting feature that follows from Fig. 47 (a) and




Figure 44: Snapshot of instantaneous flow patterns at Re = 350: (a) streamwise velocity




Figure 45: Snapshot of instantaneous flow patterns at Re = 750: (a) streamwise velocity
contours (w/U0); (b) pressure contours.
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Figure 46: Snapshot of instantaneous flow patterns (streamwise velocity contours (w/U0))
on y = 0 plane at Re = 750.
transition to unsteadiness via the emergence of a simple time-periodic mode. Rather the
unsteadiness appears to be quasi-periodic in nature with two incommensurate frequencies.
The Strouhal number corresponding to these two major dominant frequencies are 0.799 and
1.447, respectively. A similar trend is also observed for Re=750 (see Fig. 48). At this
higher Reynolds number, however, both the complexity and amplitude of the fluctuations
about the zero mean increase considerably as compared to those for Re=350. As shown in
Fig. 48b, the rather complex, chaotic looking time series is dominated by three frequencies.
The two basic frequencies, f1 and f2, are incommensurate and thus are basic frequencies
for this flow. The third frequency f3 is a harmonic of the two basic frequencies since f3 =
2f1 + f2. The Strouhal numbers, St, corresponding to the basic frequencies are 0.466 and
1.521, respectively.
To further elucidate the mechanism that leads to the onset of unsteadiness in the flow, we
plot in Figures 49 – 51 a series of instantaneous snapshots of cross-flow vectors, streamwise
velocity contours, and limited streamlines at a cross-section downstream of the leaflets for
Re = 350, 750, and 1250 . Fig. 49 shows the flow patterns for Re = 350 at two different
time instants. For this flow, two pairs of streamwise, counter-rotating vortices emerge
downstream of the leaflets near the right and left sides of the aorta. The formation of these
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(a) Time history of transverse velocity component at a center point downstream of the
valve
(b) Power spectrum distribution
Figure 47: Time series of flow at Re = 350.
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(a) Time history of transverse velocity component at a center point downstream of the
valve
(b) Power spectrum distribution
Figure 48: Time series of flow at Re = 750.
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vortices is the result of lateral pressure gradients that develop within the leaflets and the
sinus regions, which tend to enhance the production of streamwise direction via the vortex
skewing mechanism. These vortices rotate such that their common flow transports low
momentum fluid from the aortic wall toward the center of the cross section leading to the
characteristic bulging of the isovels in this region. The vortices also act to strain laterally
the central orifice jet causing it to switch its major axis from the horizontal to the vertical
direction. This important phenomenon will be discussed in more detail subsequently in
this section. Comparing the cross-flow vectors at different time instants, it is clearly seen
that for Re = 350 the two vortical pairs begin to oscillate in time around their fixed mean
positions but without altering the basic structure of the flow. For Re=750, however, the
strength of the two vortex pairs (vortices A in Fig. 50) increases and they begin to undergo
much stronger fluctuations. The unsteady interaction of these vortices with the aortic wall
extracts from the wall boundary layer vorticity of opposite sign leading to the formation of
new vortices, which appear and disappear in a rather intermittent and seemingly chaotic
manner (see Fig. 50b). Flow visualizations show that all these vortices interact with each
other, merging and splitting time after time and these interactions are believed to be the
reason of the richness of the time series in the wake region. These vortices, which are very
strong for Re=750, are anticipated to play very important role in cross–sectional momentum
transport. In fact, for the highest Reynolds number simulated in this work (Re=1250), the
cross-flow pattern becomes very disorganized with multiple pairs of vortices appearing and
disappearing seemingly randomly in time. These vortices cause rather severe deformation
of the major jet as suggested by the snapshot shown in Fig. 51.
As discussed above, the vortices that emerge downstream of the leaflets interact with
the major orifice jet and cause it to switch its major axis. This complex phenomenon is
well documented in the literature for rectangular jets in free-shear flows but has never been
discussed before in the context of MHV flows. Fig. 52 shows instantaneous snapshots
of streamwise isovels at several cross-sections downstream of the leaflets for Re=750. The
snapshot clearly shows the spatial evolution of the main orifice jet from a laterally stretched,
rectangular-like jet to a vertically oriented jet. On the area near the valve end (plane F1 on
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Figure 49: Cross sectional secondary flow patterns at Re = 350 (colors show the stream-
wise velocity contours).
Fig. 52), the rectangular–shaped central orifice jet laterally stretched along the horizontal
direction. As the flow developing toward the downstream direction, the streamwise multiple
vortices transport low momentum fluid from the near wall region to the center flow area
and the major axis of the central jet is clearly compressed (F2 on Fig. 52). In a further
downstream plane (F3 on Fig. 52), we can clearly notice that the major axis of the central
jet switched to the vertical direction. The central orifice jet ultimately merges with the
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Figure 50: Snapshot of instantaneous cross sectional secondary flow patterns at Re = 750
(colors show the streamwise velocity contours).
two lateral jets (F4. on Fig. 52). To the best of our knowledge this is the first time that
this complex phenomenon has been documented either computationally or experimentally
in MHV flows.
To demonstrate the predictive capabilities of the model we compare in Fig. 53 time-
averaged, streamwise velocity profiles for the Re=750 case (for measurement locations see
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Figure 51: Snapshot of instantaneous cross sectional secondary flow patterns at Re = 1250
(colors show the streamwise velocity contours).
Fig. 3). Particle Image Velocimetry (PIV) measurements were obtained at the Cardiovas-
cular Fluid Mechanics Laboratory of the Wallace Coulter School of Biomedical Engineering
in a parallel experimental effort aimed at obtaining detailed measurements for validating
our numerical model. A description of the experimental set-up and procedures can be
found in Ge and Sotiropoulos (2004). Here is suffices to say that the model aorta and valve
models used in the experiments are identical to those used in our simulations. We should
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Figure 52: Axis switching of the central orifice jet of flow at Re = 750 (colors show
streamwise velocity contours).
also mention that during the experiments it was found that the laboratory flow was very
sensitive to even very small asymmetries and disturbances and as a result the time-averaged
experimental data are not perfectly symmetric. Small asymmetries are evident in the mea-
sured streamwise velocity profiles shown in Fig. 53 but as we will subsequently show such
asymmetries are even more pronounced for the Re = 6000 case. The asymmetries in the
measurements notwithstanding, however, Fig. 53 shows that the numerical simulations cap-
ture with remarkable accuracy essentially all features observed in the experiment. Among
the most important experimental features that are captured by the computations are the
transverse distribution of momentum within the cross-section and the rate at which the
three jets diffuse and merge in the streamwise direction.
4.2.2 Turbulent flow regime
Numerical simulations are carried out for Reynolds number of 6000, based on the incoming
bulk velocity and the inlet diameter. This specific case is selected to model a peak systolic
flow rate of 25L/min. Flow at this Reynolds number is in the fully turbulent regime and
coherent vortex shedding is anticipated in the wake of the leaflets. A grid of similar topology





(a) Center (b) 0.3 R (c) 0.6R (d) 0.8R
Figure 53: Velocity profile comparisons with experimental measurements (seen Fig. 75
for comparison locations).
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computational mesh consists of 1.6×106 and a dimensionless time step (nondimensionalized
by the diameter of the incoming pipe and the bulk incoming velocity) of dt = 0.01T is used
for all simulations.
Both the URANS and DES computations yield naturally excited unsteady flows with
coherent vortex shedding without introducing any explicit forcing. In order to obtain sta-
tistically converged solutions, the DES calculation is advanced in time for 100 time units
(which is corresponding to 10, 000 time steps). The URANS calculation is advanced in
time for over 50 time units and a statistically converged state is reached. For the entire
time interval, the large–scale unsteadiness is sustained in both simulations. In the following
section, we are going to present the numerical results as follows: first the instantaneous flow
fields are presented and the URANS and DES solutions are juxtaposed with each other.
Next, the results from both methods are compared with experimental measurements to val-
idate the simulations. Finally, we present turbulence statistics from the DES and URANS
solutions, including power spectra and Reynolds-stress distributions.
4.2.2.1 Instantaneous flow properties
The instantaneous URANS and DES simulations exhibit highly three-dimensional, unsteady
flow patterns with rich dynamics. The complexity of the calculated flow patterns is illus-
trated in a series of figures, which depict contours, streamlines, and velocity vectors at
various two-dimensional planes, including the horizontal and vertical planes of symmetry
and a streamwise cross-section downstream of the leaflets.
Figs. 54 and 55 each show two snapshots in time of contours of axial velocity calculated
with URANS and DES, respectively. The instantaneous URANS solutions are asymmetric
and dominated by large–scale unsteadiness. The steady fully developed pipe flow entering
the aorta is split into three jets by the two leaflets located in the middle of the main flow
lumen. These three jets dominate the flow within the valve region. This triple-jet structure
of the flow is broadly similar to the simulated laminar flow patterns discussed in the previous
section. The central orifice jet originates from the leading edge of the leeward side of the
leaflets facing the downstream direction. The jet separates from the leaflets, forming strong
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shear layers between the jet and the boundary layers near the leeward side surface of the two
leaflets. The shear layer becomes unstable and undergoes complex temporal oscillations in
the wake. The two lateral orifice jets, which were also discussed in the laminar simulations,
are also present at this high Reynolds number case. As seen in the figure, the flow in
the lateral sides of the leaflets is directed toward the side walls by the leaflets, due to
the 85o opening of the leaflets. The flow in the wake region of the valve is dominated by
the complex interaction between the three jets and the annular recirculating flow in the
aortic sinus expansion. Two elongated pockets of low streamwise momentum are formed
in the trailing edges of the two leaflets between the three jets. The resulting shear layers
become unsteady and shed regularly coherent structures in the wake. The instantaneous
contours clearly illustrate the complex interaction and coupling of the three jets with the
low momentum regions in the leaflets trailing edges. As a result of this interaction and the
ensuing Kelvin–Helmholtz instability, pockets of low and high momentum are torn away
from the leaflet region and transported by the flow in the wake. The intense unsteadiness
in the wake enhances transverse mixing of momentum and as a result the three jets appear
to be diffused and mixed approximately one diameter downstream of the leaflets. Note that
this intense lateral wake mixing is in stark contrast with the laminar flow patterns in which
the triple jet structure was visible for considerable distance downstream of the leaflets.
Another shear zone in the flow originates at the interface between the annular recircu-
lation region in the sinus root and the fast moving lateral orifice jets. Even though the
URANS solutions in the main channel are highly unsteady, the flow in that region appears
quite smooth and steady. The shear layer appears to remain stable and straight and the
flow within the sinus exhibits little if any unsteadiness. This lack of unsteadiness within the
sinus region is perhaps the most surprising discrepancy, at least insofar as the streamwise
velocity contours at this plane are concerned, between the URANS and DES predictions.
As seen in Fig. 55, the DES flowfields exhibit essentially the same overall patterns with
the three jets becoming unstable and mixing rapidly downstream of the leaflets. Overall
DES resolves smaller scale structures and yields a more complicated wake flow. This find-
ing is entirely consistent with the fundamentally different modeling philosophies in the two
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(a) instantaneous time 1
(b) instantaneous time 2
Figure 54: Instantaneous streamwise velocity contours on x=0 plane (Re = 6000, URANS
solutions)
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(a) instantaneous time 1
(b) instantaneous time 2
Figure 55: Instantaneous streamwise velocity contours on x=0 plane (Re = 6000, DES
solutions)
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models. In the URANS approach, the model is designed to capture only the largest scale
coherent motion and the eddy viscosity is rather dissipative. All small scale flow features
are inevitably smoothed out and this is quite evident by comparing Figs. 54 and 55. In the
DES approach, on the other hand, in regions far from solid walls the model uses a charac-
teristic length scale proportional to the local grid spacing, thus, transitioning to the far less
dissipative LES mode. Consequently, and for a given spatial and temporal resolution, it is
to be expected that DES will resolve directly a larger portion of the turbulence structure
than URANS. Within the sinus region the DES flowfields suggest that the recirculation
zone exhibits low frequency temporal oscillations and the shear layer is wavy and unstable.
At first glance and as mentioned before, this finding is a bit surprising since within this
region the flow is essentially laminar and there is no obvious region why URANS would not
be able to predict similar unsteadiness. Note, however, that the apparent unsteadiness of
the flow in the sinus is driven by the instability of and interaction with the lateral orifice
jet shear layers. Obviously the more dissipative URANS can not excite this more subtle
instability and, thus, the sinus region flow remains stable and steady.
To elucidate the drastically different flow patterns obtained by the two approaches in
the sinus region, we show in Fig. 56 and Fig. 57 2D instantaneous streamlines obtained
with DES and URANS. As concluded by examining the velocity contours, URANS yields a
steady sinus flow dominated by a single recirculating eddy. DES on the other hand yields
very complex patterns with multiple eddies appearing and disappearing in a seemingly
random manner within the sinus region. Animations show that the center of these vortices
oscillate in time. At certain time instants, small eddies are shed from the downstream end
of the recirculation region and are advected downstream along the aortic wall as shown in
Fig. 57a. Because of the limited resolution of the current experimental data, we are not
able to make detail comparisons of these flow strucutres with experimental data at current
time. However, animations of the experimental data do show the existence of unsteady flow
structures in the separation zone. In a recent obtained experimental data set with much
higher resolution (geometries of the valve are different from the current numerical modeled
one), such features are clearly shown in the separation zone (Fig. 58).
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(a) instantaneous time 1
(b) instantaneous time 2
Figure 56: 2D limited streamtraces on x = 0 plane (Re = 6000, DES solutions)
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(a) instantaneous time 1
(b) instantaneous time 2
Figure 57: 2D limited streamtraces on x = 0 plane (Re = 6000, URANS solutions)
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Figure 58: Coherent vortical structures observed in recent experiments
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The DES 2D streamline plots suggest that the sinus flow is very complex and highly
three-dimensional and unsteady. To further clarify the structure of the DES flowfields in
this region we show in Fig. 59 instantaneous limiting streamlines along the aortic sinus
wall. To construct these figures we have unfolded the sinus wall and plotted it in terms
of the azimuthal arc length and the streamwise coordinate. The limiting streamlines have
been constructed using the near wall velocity field projected in the circumferential and axial
directions along the sinus wall. Instantaneous contours of axial velocity at the grid-surface
just off the sinus wall are also included in the figure as they provide an estimate of the skin
friction magnitude. As seen at the downstream end of the plot, which corresponds to the
downstream edge of the sinus root, the fluid flows backward toward the upstream direction
(incoming flow direction). This flow direction is consistent with the existence of recirculating
flow within this region. Note, however, that for flow with axial symmetry the recirculating
flow in this region would be a toroidal structure and its projection in the limiting streamlines
plot would be a straight line of convergence (from left to right in this plot), which would
delineate the forward and backward flow. Yet, the limiting streamline patterns shown in the
figure suggest a far more complex flow pattern with distinct azimuthal modes developing in
the limiting streamlines. These modes cause the horizontal line of convergence to become
wavy and develop a complex topology with multiple singular nodes such as saddles and foci.
Animations further show that the near wall flow within the sinus is very unsteady and is
dominated by the continuous meandering in the azimuthal direction of the pockets of high
positive shear stress at the downstream end of the aortic sinus. It is important to point
out that this is the first time that such complex flow patterns are uncovered for the near
wall flow in the sinus. The oscillatory nature of the limiting streamlines and the pockets of
high shear at the downstream end could have important implications for the bio-chemistry
of the endothelial cells lining the aortic vasculate and thus deserves further investigation.
To quantify the significant differences between the instantaneous URANS and DES
flowfields in the sinus region, we plot in Figs. 60 and 61 the velocity time–history at two
points, A & B, and the corresponding power spectrum distribution. Point A is located
on the valve center line, two diameters downstream of the end of the leaflets, while point
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(a) instantaneous time 1
(b) instantaneous time 2
Figure 59: Limited streamtraces near sinus wall of DES solution
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B is located in the recirculating aortic sinus flow. As seen in these figures, the energy of
the flow at this Reynolds number is distributed at a rather wide range of frequencies. No
specific dominant frequency can be picked from the power spectrum distribution. In the
central flow region, (Point A) the DES and URANS power spectra are similar, with the
DES yielding overall richer dynamics. On the other hand, the time series at point B are
drastically different. In the DES solution the power at point B is orders of magnitude
higher than of the URANS solution and at the same level as that at point A. In fact at
low frequencies, the DES power at point B is higher than that at point A. This finding
confirms that in the DES flowfield, the sinus region is dominated by low-frequency coherent
structures whose dynamics is very complex.
The instantaneous flow patterns on the horizontal (y = 0) plane of symmetry are shown
in Figs. 62 and 63. Both figures show snapshots of streamwise velocity components at the
same instant in time as those shown in Figs. 54 and 55. A notable feature of the flow in this
plane is the strong lateral compression of the main orifice jet, which leads into the observed
triangular shape of the iso-vels downstream of the leaflets. Both URANS and DES capture
this feature of flow but the latter yields, as anticipated, a far more complex wake flow with
intense unsteadiness and shedding. The strong interaction between the major orifice jet
and the recirculating region in the sinus is also evident in the DES results. As seen in
Fig. 63 the central orifice jet meanders laterally on that plane and acts to destabilize and
disorganize the sinus flow. This complex interaction between the sinus flow and the main
orifice jet is obviously not captured by URANS, which yields a much more stable central
jet.
As became evident from the laminar flow simulations, the cross sectional secondary flow
plays a very important role in momentum transfer with the cross sectional plane. In Fig. 64
we show an instantaneous snapshot of the cross sectional flow calculated with URANS. The
cross sectional plane shown here is located one diameter downstream of the leaflets. Overall,
the secondary flow consists of multiple streamwise vortices which are located asymmetrically
within the cross section. Animations show that the cores of these vortices undergo low




Figure 60: (a) Time history of u and (b) power spectrum of URANS solutions (Re = 6000)
. The sense of rotation of these vortices is consistent with the existence of low streamwise




Figure 61: (a) Time history of u and (b) power spectrum of DES solutions (Re = 6000)
triple–jet structure in the flow is still visible but a new feature of the flow at this high Re,
which was not there in the laminar flow simulations, is the appearance of two pockets of
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(a) instantaneous time 1
(b) instantaneous time 2
Figure 62: Instantaneous streamwise velocity contours on y=0 plane (URANS)
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(a) instantaneous time 1
(b) instantaneous time 2
Figure 63: Instantaneous streamwise velocity contours on y=0 plane (DES)
142
high streamwise momentum within the lateral orifice jets. On the cross sectional vector
figure (Fig. 64 b), we can observe several streamwise vortices in this plane. A dramatically
different picture for the instantaneous cross-sectional flow emerges from the DES results
shown in Fig. 65. In contrast with the organized flow patterns in the URANS solution, the
DES solution is dominated by: a) multiple, randomly distributed pockets of high velocity
flows; b) multiple pockets of low streamwise momentum distributed randomly along the
circumference of the aortic wall; and c) multiple and very intense streamwise vortices.
Animations of the instantaneous cross sectional secondary flow pattern show that, unlike
the weak unsteadiness in the URANS solution, these vortices undergo intense and very
complex temporal oscillations and they appear and disappear rather chaotically. At the
cross-section shown in this figure, the triple–jet structure is entirely disorganized and can
hardly be distinguished from the instantaneous velocity contours.
Snapshots of instantaneous vorticity contours ωx at the x = 0 plane of symmetry are
shown in Fig. 66 for URANS and Fig. 67 for DES. These results re-enforce the previously
discussed trends. In the URANS flowfields, unsteady, coherent vortex shedding is only
observed in the vicinity of the leaflets while in the sinus region the flow and shear layers are
quite stable. On both sides of each leaflet, the elongated shear layers are clearly marked by
pockets of high vorticity and extend all the way to the wake. After about 0.3D downstream
of the leaflets, the shear layers break up into smaller, disorganized vortices. The growth
of the shear layer at the interface between the main channel flow and the sinus flow is
also clearly illustrated in these two snapshots. On the side where the valve housing and
the sinus root intersect, the vorticity magnitude is maximum but the URANS shear layers
in this region remain stable and steady. The DES vorticity contours shown in Fig. 67
emphasize the ability of DES to capture very rich vortical dynamics in the wake region.
They also show very clearly the instability of the shear layers near the sinus and their
complex interaction with vorticity of opposite sign shed from the leaflets.
To underscore the highly three-dimensional structure of the flow, we show in Figs. 68









Figure 65: Instantaneous cross sectional secondary flow patterns of DES solution (Re =
6000)
145
(a) instantaneous time 1
(b) instantaneous time 2
Figure 66: Instantaneous vortex contours (Ωx) on x=0 plane (URANS solutions)
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(a) instantaneous time 1
(b) instantaneous time 2
Figure 67: Instantaneous vortex contours (Ωx) on x=0 plane (DES solutions)
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respectively. Helicity density is defined as the dot product of the velocity and vorticity:
H = Ū · ω̄ (63)
where H is the helicity, Ū the velocity vector and ω̄ the vorticity vector, and can be used
to identify coherent vortical structures where vorticity and velocity are aligned. As shown
in Fig. 68, in the URANS flowfield counter-rotating, coherent streamwise vortices emanate
from the surfaces of the leaflets. These vortices are stretched by the streamwise pressure
gradients and are seen to form characteristic hairpin-like loops in the wake. These features
are clearly visible in the URANS solutions but the DES iso-surfaces are so complex and rich
that complicate any attempt for rational interpretation. Yet they too reveal the presence
of multiple streamwise vortices and show some evidence of hairpin-like loops in the wake of
the leaflets.
Overall, the results shown in this section are rather striking and revealing. They clearly
illustrate the enormous richness of the vortical dynamics captured by DES at a computa-
tional cost essentially identical to that of the URANS approach.
Finally, we should point out that due to the specific materials used for heart valve
manufacturing, the intra–valvular flowfields are quite difficult to study experimentally and
thus considerably less is know about this region of the flow than the more widely studied
wake flow region. In Subramanian et al. (2000), a transparent bileaflet valve was designed to
investigate the intra–valvular flow pattern under pulsatile flow condition. The instantaneous
velocity and vorticity contours they obtained from their experiment at peak systole condition
are shown in Fig. 70. It is very encouraging to note that in spite of significant differences
between the experimental conditions and our simulations—the most important of course
being that in the experiment pulsatile flow was studied—both the URANS and DES results
exhibit broadly similar qualitative features with the experimental data. Specific features
that are similar include the general structure of the central and lateral orifice jets and the
presence of pockets of low streamwise momentum at leaflets trailing edges. A more rigorous
validation of our computations is given in a subsequent section.
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Figure 68: Isosurfaces of helicity (Re = 6000, URANS solutions). Contour levels: Red
H = +5, Blue H = −5
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Figure 69: Isosurfaces of helicity (Re = 6000, DES solutions). Contour levels: Red
H = +5, Blue H = −5
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Figure 70: Experimental observation of velocity and vorticity contours at systole peak
(Subramanian et al., 2000)
4.2.2.2 Time–averaged flow field
The time averaged streamwise velocity contours are shown in Figs. 71 and 72 for the
URANS and DES, respectively. Overall the time–averaged solutions obtained from these
two different approaches are quite similar, except for the pocket of recirculating flow in the
sinus region. The triple-jet structure, which is characteristic of bileaflet heart valve flows
is evident in both simulations at the vertical plane of symmetry. The highest streamwise
velocity appears at the central orifice jet with a value of approximately 2.4U (U is the bulk
velocity of the incoming flow) at about 0.1D from the leading edge of the leaflets. At the
lateral sides of the leaflets, the mean flow accelerates and reaches a local velocity peak of
about 2U near the wake tip of the leaflets. Although the local velocity peak appears to
be higher in the central flow region, the two lateral orifice jets extends further downstream
than the central jet. The DES yields smaller maximum velocity in the lateral orifice jets
than that computed with URANS. This trend, however, is consistent with the fact that
DES yields a smaller and weaker pocket of recirculating flow within the sinus. This is
an important difference between the two approaches and will be discussed in more detail
below.
The time-averaged cross-sectional flow is shown in Figs. 73 and 74 for the URANS
and DES, respectively. The URANS time–averaged flow field doesn’t differ drastically from
the instantaneous flow field shown in Fig. 64, suggesting that the instantaneous URANS
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(a) x = 0 plane
(b) y = 0 plane
Figure 71: Time averaged streamwise velocity contours (URANS)
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(a) x = 0 plane
(b) y = 0 plane
Figure 72: Time averaged streamwise velocity contours (DES)
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flowfields undergo weak temporal oscillations about the mean. For the DES solution, on
the other hand, the time-average picture is drastically different than the instantaneous
images. The mean flow consists of only two pairs of streamwise vortices, whose cores are
located approximately at the same positions as in the URANS flowfield. Yet the distribution
of time-averaged streamwise momentum within the cross-section is substantially different
between the two modeling approaches. Both solutions display the characteristic triple-jet
structure but the URANS flowfield exhibits two fairly large pockets of low axial momentum
in the regions where the common flow of the vortices transports the flow away from the wall
along the horizontal symmetry plane. These pockets of low momentum are not nearly as
pronounced in the DES flowfield. As a result the positive maxima of axial flow in the DES
flowfield is much less than those in the URANS flowfield, a trend that is a direct consequence
of mass conservation. In other words, DES yields a much more uniformly distributed axial
momentum across the entire cross-section.
To validate the numerical simulations, we compare the time–averaged DES and URANS
solutions with the experimental data in terms of profiles of mean streamwise velocity. The
streamwise velocity profiles are compared at three different locations on three different
planes parallel to the leaflets, which are shown in Fig. 75. The measurements were col-
lected using the same PIV approach used for the laminar flow data and exhibit similar,
albeit more pronounced, asymmetries as those discussed in the presentation of the laminar
flow results. These asymmetries not withstanding, however, the comparisons are quite en-
couraging and are shown in Fig. 76. Overall, both the URANS and DES profiles are in
reasonable agreement with the experimental observations. The location of the sinus recir-
culating region, the velocity peaks in the three jets, and, most importantly, the rapid decay
of the triple-jet structure in the wake flow are all captured by the two methods with good
accuracy. This latter feature of the flow is especially important since steady RANS models
are well known to have great difficulty capturing the relaxation of a rapidly strained flow
toward equilibrium. The fact that both approaches accurately resolve the rate of decay
of the triple-jet structure suggests, therefore, that unsteady statistical models are quite








Figure 74: Cross sectional flow pattern of the time–averaged flow field (DES)
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important difference between the URANS and DES approach is the predictions within the
sinus region. The DES yields a smaller region of reverse flow and this is in good agreement
with the experimental measurements. In contrast, URANS consistently overpredicts the
negative peak in the velocity profiles near the wall in almost all profiles. This difference,
subtle as it may appear from the profiles shown in Fig. 76, can have a profound effect
in the distribution of streamwise momentum within the cross-section as shown in Figs.
73 and 74. To understand the reasons for this significant discrepancy recall that URANS
yielded essentially steady flow within the sinus region while DES resolved the shear layer
instability, which excited complex unsteady modes within the sinus region. The multiple
large-scale structures within the sinus resolved by DES appear, therefore, to play a major
role in transporting and redistributing streamwise momentum and their resolution is critical
prerequisite for accurate simulation of the recirculating flow patterns.





(a) Center (b) 0.3R (c) 0.6R
Figure 76: Comparisons between DES (red line), URANS (green line) and experimental
measurements (circle) Re = 6000
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4.2.2.3 Turbulence statistics
The flow rate at Re = 6000 is close to the peak systole flow rate of a circulation cycle.
Blood flow at this condition is believed to experience fairly high levels of turbulent stresses,
especially in the wake flow region. In Figs. 77 – 80 we show a sample of simulated turbulence
statistics at the horizontal plane of symmetry. We include the primary turbulent shear
stress −ρv′w′ in terms of three terms that contribute to it: (i) viscous stress, (ii) modeled
stress, and (iii) directly resolved stress. We also show the resolved normal stress in the
streamwise direction −ρw′w′. Note that we only show the streamwise normal stress because
its magnitude was found to be three to four times greater than the magnitude of the other
two normal stresses.








where V,W are the y and z direction velocity components, respectively, and in a turbulent
flow is typically expected to be very small relatively to the turbulent shear stress everywhere
expect in the immediate vicinity of solid walls. As shown in Fig. 77, there are six zones
of intense viscous shear on the x = 0 plane, which are generated either by the leaflets or
the valve housing. As expected, the viscous shear stress magnitude reaches local maximum
near the solid surfaces, be it the leaflet or the housing walls. The region of highest viscous
stress appears to be the area close to the tips of the leeward side of leaflets. The DES
solution peaks at a value of 433 dyne/cm2 and the URANS solution peaks at a value of
450 dyne/cm2. On the other side of the leaflets, the local maximum reaches at a value
of 421 dyne/cm2 for DES and 423dyne/cm2 for URANS. Overall, the viscous shear stress
from the two approaches are quite similar with the most significant differences occurring,
as expected based on our earlier discussion, Sin the shear zone between the sinus and main
channel flow.
Modeled and resolved turbulence shear stresses represent the portion of total turbulence
shear stress modeled by the turbulence model and resolved directly by the unsteady calcu-
lation, respectively. The summation of these two variables shows the overall distribution
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of the turbulence shear stress in the flow domain. Comparison of their relative magnitude,
on the other hand, gives us some indication about how much energy is carried by the re-
solved large–scale coherent vortices versus the energy carried by the modeled small-scale

















and its distribution is shown in Fig. 78. As seen in this figure, the turbulence shear stress
modeled by both URANS and DES is primarily distributed along the sinus root shear layer.
In both approaches, the modeled Reynolds stress reaches maximum near the end of the
sinus root. However, the magnitude of this maximum value is quite different. The URANS
solution peaks at a value near 460 dyne/cm2 while the maximum value of DES solution is
only about 110 dyne/cm2. Furthermore, the pocket of maximum stress is much larger in
the URANS than in the DES flowfields. This trend is consistent with the fact that URANS
yields a steady flow in that region and, thus, all turbulent energy is accounted for by the
model. The DES on the other-hand resolves a considerable portion of the energy in this
region and, thus, yields smaller levels of modeled stress.










are obtained by taking statistics
of the instantaneous URANS and DES solutions . These statistics are calculated as
f(u′iu
′
j) = −ρu′iu′j =
∫
t
(ui − Ui)(uj − Uj)dt (66)
where ui, j is the instantaneous solution obtained from the calculation and Ui, Uj is time–





. Both in URANS
and DES solutions, the resolve shear stress dominates in the wake of leaflets, on each side
of every leaflet. The resolved stress peaks at a value of 640 dyne/cm2 for URANS and
610 dyne/cm2 for DES. Same as observed in the modeled shear stress distribution, the
difference between the URANS and DES results are located at the end of sinus region. The
DES approach in this region clearly picks up the part of turbulence shear stress that was
not modeled by the underlying turbulence model. This comparisons further shows that
DES resolves directly a major part of turbulence shear stress in the sinus shear layer. As
discussed before, the ability of DES to excite the unsteadiness of the large-scale flow in this
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regions accounts for its successful prediction of the mean velocity profiles within the pocket
of recirculating flow in the sinus.
The −ρw′w′ Reynolds stress is shown in Fig. 80. In the URANS solution, the normal
Reynolds stress dominates in the main flow channel. The local maximum appears near
the leeward side of each leaflet, at a value of 2265 dyne/cm2. In the DES solution, the












in the DES solution reaches 2265 dyne/cm2.
The results reported in this section suggest that (a) the turbulent stresses in the MHV
flow are substantially larger than viscous stresses; (b) the maximum value of turbulence
stresses is in the critical range and blood cells exposed in such stress levels are expected to
experience lethal or sublethal damage; and (c) the regions close to the leading edge of the
leaflets are the most dangerous area for blood cells, combining the elevated level of shear




















This thesis sought: a) to develop an accurate, efficient, and versatile numerical solver that
can accurately predict a broad range of complex engineering flows with unsteady statistical
turbulence models; b) to validate the numerical solver through comparisons with experi-
mental measurements; and c) to demonstrate the capabilities of the method by applying it
to elucidate the complex physics of flows spanning a broad range of practical applications,
from hydraulic engineering to bioengineering.
We developed a new state-of-the-art CFD solver capable of simulating a broad range of
complex engineering flows at real-life Reynolds numbers. The method solves the three–
dimensional incompressible unsteady Reynolds–averaged Navier–Stokes (URANS) equa-
tions closed with unsteady statistical turbulence models. Three such models are incor-
porated in the solver: the standard k − ε model with wall functions, the Spalart–Allmaras
model and the detached–eddy simulation (DES) model. The numerical solver employs
domain decomposition with structured Chimera overset grids to handle complex, multi-
connected geometries. The overset grid method divides a complex domain into a number
of geometrically simpler, arbitrarily overlapping sub–domains, each of which can be easily
discretized with an appropriate set of body-fitted, curvilinear coordinates. An iterative
method is developed to solve the equations in the new composite domain. Solutions are
first obtained in each sub–domain and information is transferred through the sub–domains
interfaces by interpolation to specify boundary conditions at interfaces of adjacent subdo-
mains.
The URANS equations are discretized in strong-conservation form using a finite volume
method. The convective terms are discretized with three-point, second–order accurate,
central differencing scheme plus third–order, fourth–difference matrix–valued artificial dis-
sipation. The viscous terms are approximated with second–order central differencing. A
166
second-order accurate, dual- or pseudo-time stepping, artificial compressibility method is
applied to integrate the discrete governing equations in time. During every physical time
step, the equations are advanced in pseudo time with a block, implicit, approximate fac-
torization scheme. The three different turbulent models are discretized as follows: the
convective terms are discretized with flux–difference splitting upwind scheme; the rest of
the spatial derivatives are approximated with second–order central difference. All turbu-
lence equations are advanced in time using the same dual–time step method used for the
URANS equations. To fully exploit the power of modern parallel computational facilities,
the developed solver is parallelized using OpenMP.
The capabilities and versatility of the numerical method are demonstrated through the
investigation of two widely different flow problems: a) flow through a geometrical complex
array of bridge piers mounted both on a natural river reach and on a flat bed experimen-
tal flume; and b) flow in mechanical, bileaflet heart valve with the leaflets fixed in the
fully-open position. In both cases, the complex geometries are successfully discretized with
the Chimera overset grid method. Grid systems with millions of grid nodes are used and
grid-refinement and other numerical dependency studies are carried out to explore the sen-
sitivity of the computed solutions to various numerical parameters. For all simulated cases,
large–scale unsteadiness appears naturally in our calculation as a result of excited mean-flow
instabilities without posing explicit forcing on the flow. By advancing the time–dependent
solution in a long time interval, we obtained statistically converged solutions. These solu-
tions are compared with experimental data to validate our method. All comparisons show
that by directly resolving the large–scale coherent vortices through the numerical procedure,
the developed numerical solver can provide accurate predictions for real-life engineering flow
problems with very complex geometries. In the following sections, we discuss the main ob-
servations and conclusions that follow from our work. Due to the different nature of the
two flow problems studied herein, we will outline our conclusions in two separate sections:
one dealing with the hydraulic engineering problem and the other with the cardiovascular
flow problem.
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5.1 Bridge foundation flows
1) The investigation of the flow around a single bent of piers mounted on the actual river
bathymetry clearly showed that the numerical method can successfully capture the on-
set of naturally excited unsteady vortical pattern at the scale of the bridge foundation,
while taking into account the large-scale bathymetry of the river reach within which the
foundation is embedded. To the best of our knowledge our method is the first numerical
technique to demonstrate this capability, which allows for accounting for the effect of the
river bathymetry on the approach flow hydraulics in the vicinity of the foundation. There-
fore, the method can serve as a powerful hydraulic engineering simulation tool as it can
readily account for the multi-scale nature of most problems involving hydraulic structures
embedded in natural river reaches.
2) The URANS equations even when closed with a relatively simple turbulence closure
model, such as the standard k − ε model used in this work, can capture the onset of large-
scale unsteadiness within and in the wake of the complex bridge foundation. These coherent
unsteady motions account for a significant percentage of the total turbulence kinetic energy
in the wake of the foundation and their direct resolution via a URANS-type computation
appears to be a critical prerequisite for quantitatively–accurate predictions of the mean flow
and turbulence structure. The ability of the model to resolve essentially all major features
of the flow in the wake of the foundation was especially encouraging as this is usually a
region of the flow where standard steady RANS models are known to fail.
3) Comparisons between measured and computed streamwise mean velocity profiles at
various locations upstream, within and downstream of the piers and at various flow depths
show that the numerical model captures most experimental trends with good accuracy.
Significant discrepancies between measurements and simulations were observed, however,
in the distribution of the turbulence kinetic energy. The experiments reveal a highly asym-
metric structure of the turbulence field with k being significantly higher on one side of the
piers. Numerical tests with a slightly skewed approach flow provided strong evidence that
the asymmetry of the turbulence structure observed in the experiment is due to the pro-
found effect that even a very small misalignment between the approach flow and the axis
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of the foundation has on the turbulence structure. Approach flow skewness is exacerbated
by the complex geometry of the foundation and drastically alters the dynamics of the shear
layers and large-scale vortex shedding from the two sides of the foundation. These findings
suggest that unless the presence of asymmetries in the approach flow are either eliminated
or precisely quantified in the experiment, it may be very difficult if not impossible to accu-
rately resolve numerically the structure of turbulence in a specific experiment with a real-life
bridge foundation such as the one considered herein.
4) Juxtaposition of the simulated flow patterns for the fixed, flat-bed case with the
scour patterns obtained experimentally led to some interesting insights regarding the role of
foundation-induced hydrodynamics on sediment transport and deposition processes. Even
though the pocket of maximum scour depth was found to correlate well with the maximum
shear velocity, our analysis suggests that the concept of critical bed shear stress alone
may not be sufficient for modeling sediment transport processes in complex foundations.
Regions of scour were found to also correlate with pockets of negative vertical velocity and
the associated pockets of lateral divergence of limiting streamlines away from the obstacle.
Regions of local deposition, on the other hand, were found to be linked to pockets of
positive vertical velocity, which are accompanied by lateral convergence of the limiting
streamlines toward the obstacle. Our results, therefore, point to the need for developing
physics-based models of scour that account for the interaction between the foundation-
induced hydrodynamics with the erodible bed. Such models should incorporate in their
framework the highly three-dimensional nature of the mean flow and turbulence structure
in the vicinity of the foundation and should also rely on a fully three-dimensional, unsteady
hydrodynamic model such as the one we have developed and validated in this work.
5) The simulation of the flow past two pier bents further underscored the ability of the
method to simulate complex geometries and underscored its potential to simulate flows past
complete bridge sections. The computed results for this case showed that the introduction
of the additional pier bent, which was placed at a considerable spanwise distance from the
first bent, had little effect on the time–averaged flow velocity field. In spite of the relatively
large spanwise spacing of the two bents, however, the presence of the second structure had
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a profound effect on the distribution of the turbulence kinetic energy distribution in the
vicinity of each set of piers. The effect was shown to be similar to that introduced by
skewing the approach flow for the single bent case, namely the strengthening of the bent
shear layer on one side of the bent and the appearance of higher levels of turbulence kinetic
energy on that side.
6) The apparent sensitivity of the turbulence kinetic energy distribution around a bridge
foundation to approach flow skewness and/or the presence of adjacent hydraulic structures
could have significant implications insofar as the development of accurate scour prediction
methodologies is concerned. There is a growing body of recent literature emphasizing
the importance of stochastic modeling due to the turbulent nature of the flow in sediment
transport calculations. Implementation of stochastic models of sediment transport in a hy-
drodynamic model requires the accurate description of the turbulence statistics near the
foundation. The results we presented in this thesis clearly suggest, therefore, that quanti-
tatively accurate predictions of scour under field conditions could necessitate calculations
for the complete bridge foundation mounted on the actual river bed. Our method provides
the first computational simulation tool that offers such capability.
5.2 Flow in mechanical heart valves
1) Time-accurate simulations were carried out for flow through a bileaflet mechanical heart
valve mounted in a model axisymmetric aorta with the leaflets fixed in the fully open posi-
tion and under steady (non-pulsatile) inflow conditions. The simulated Reynolds numbers
covered a broad spectrum of physiological flow conditions, from the laminar to the fully
turbulent regimes. The calculations were carried out on fine computational meshes, which
were one order of magnitude finer than those used in numerical studies previously reported
in the literature. Notwithstanding the simplifications we adopted (fixed leaflets, steady
inflow), our simulations yielded the first ever fully three-dimensional and unsteady descrip-
tions of heart valve flowfields and provided numerous novel insights into their complex
hemodynamics.
2) For flows in the laminar regime, we found that at sufficiently low Reynolds numbers
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the flow in a bileaflet MHV is steady and symmetric with respect the valve’s geometric axes
of symmetry. The flow in the wake of leaflets is dominated by two pairs of counterrotating
streamwise vortices emanating from both sides of each leaflet near the valve housing.
3) For flows with Reynolds number larger than a certain threshold, the quadrant sym-
metry of the flow breaks and unsteady, coherent vortex shedding is observed in the wake
of leaflets. For Reynolds numbers just above the threshold for the onset of unsteady,
three-dimensional flow, unsteadiness first sets in the recirculating toroidal region within the
aortic sinus as a result of the interaction between the slow moving fluid within the sinus
and the leaflet shear layers. The streamwise vortex pairs in the wake of leaflets begin to
undergo transverse oscillations and start to engage in a complex interaction with the near
wall flow by extracting vorticity of opposite sign from the wall boundary layers. As the
Reynolds number increases, this interaction leads to the formation of new vortices whose
mutual interactions give rise to a very complex, highly unsteady and seemingly chaotic wake
flow.
4) Spectral analysis of time series in the wake region show that the onset of unsteadiness
is not characterized by the emergence of one simple, periodic mode. Instead two incom-
mensurate frequencies appear in the flow, which give rise to a very complex, quasi-periodic
dynamics.
5) An important phenomenon that is clearly visible in all simulated laminar flowfields
is the apparent switching of the axes of the main orifice jet downstream of the leaflets.
This jet forms between the two leaflets and evolves under the action of the two vortex
pairs on each side of the aorta. The common flow of these pairs is directed away from
the wall toward the center of the cross-section and, thus, acts to compress the main orifice
jet laterally. This lateral straining causes the jet to switch its major and minor axes few
aorta diameters downstream of the leaflets. The phenomenon of axis switching is well
documented in the literature of non-circular free jets. In such flows, the jet axes switch as
a result of the interaction of the jet with its own self-induced vorticity. To the best of our
knowledge, however, this is the first time that this complex phenomenon is documented in
a bileaflet heart valve flow.
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6) Turbulent flow simulations were carried out with URANS and DES. Both models
yielded unsteady solutions with rich coherent vortex shedding. However, the instantaneous
solutions are quite different in the sense of vortex dynamics. In the URANS solution, only
the largest scale vortices are directly resolved and all small scale motions are smoothed out.
The instantaneous solution is found to undergo small amplitude unsteady oscillations around
the time–averaged solution and, thus, most turbulent energy is modeled by the turbulence
model. Within the sinus region, URANS predicts a single, quasi-steady toroidal vortex
and the shear layer between the recirculating sinus flow and the leaflet minor orifice jets
remain stable. On the other hand, the DES solution, which is a hybrid modeling framework
combining URANS and LES, yields a very complicated, dynamically rich vortical flow in the
entire channel. Small scale vortex shedding was obtained in the wake of the leaflets and the
multiple vortical structures were found in the recirculation region within the sinus. These
vortices are very energetic and exhibit rich, albeit low frequency, dynamics continuously
merging with each other to form larger vortices and then splitting again, and so on.
7) The simulations were validated through comparisons with experimental data. In both
the laminar and turbulent flow regime simulations, the obtained numerical results capture
most experimental trends with reasonable accuracy. In the laminar flow regime, the direct
numerical simulation reproduced the three-dimensional distribution of the momentum and
the rate at which the three jets diffuse and merge in the wake flow region with very good
accuracy.
8) For the turbulent flow simulation, both URANS and DES methods predict the jet
structure and the much faster compared to the laminar case rate of decay of the three jets
reasonably well. DES though leads to consistently better predictions of the streamwise
velocity within the recirculating flow region in the sinus. In this region, URANS tends
to consistently overpredict the magnitude of reversed flow. This finding suggests that the
large-scale, low-frequency eddy motions resolved by DES in the sinus region are responsible
for most of the transport and redistribution of streamwise momentum and needs to be
resolved directly for accurate prediction of the mean flow. As discussed above, URANS
yields a quasi-steady flow in the sinus and consequently fails to capture the dynamics in
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this very important region of the flow. Note that this is a region where blood elements
could potentially be trapped for long time and begin to aggregate to form thrombi. Thus,
the accurate resolution of the flow in the aortic sinus is very important if the computed
flowfields are to be used to examine the presumed link between valve hemodynamics and
clinical complications.
9) The numerical simulations provided novel insights into the complex hemodynamics of
the valve especially in regions which are not accessible by experimental methods. Instanta-
neous limiting streamlines and contours of wall shear stress magnitude along the sinus wall
revealed a very complex, and highly unsteady near-wall velocity field with multiple vortices
and regions of high shear stress levels. Being able to predict such complex flow patterns is
critical if the numerical flowfields are to be used to assess the potential effect of the near
wall flow on the bio-chemistry of cells that line the endothelium. Furthermore, the levels of
turbulence stresses downstream of the valve at the near peak-systole Reynolds number were
shown to be comparable to stresses measured in laboratory experiments. The numerical
flow fields, however, further yield the full three-dimensional distribution of the turbulent
stresses and can thus be used to identify regions where lethal or sub–lethal damage of blood
cells is likely to occur. All these insights show the great potential of CFD as a powerful
analysis and design tool in cardiovascular flow investigations.
Finally, it is important to point out that both the hydraulic engineering and the car-
diovascular flow problems we studied in this work underscore the need for a close synergy
between laboratory experiments and numerical simulations. The former can provide data
to validate the latter. The numerical simulations can in turn guide the experimental inves-
tigation by identifying regions where important flow physics occur and further suggesting
the spatial and temporal experimental resolution needed to access these complex physics.
Therefore, the numerical simulations can be used to facilitate the collection of better quality
and more relevant experimental data, which in turn can be used for a meaningful validation
of the predictive capabilities of the numerical tools.
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5.3 Remarks for future work
In the current work, the flows around bridge foundations are modeled with rather simple
k − ε model with wall functions. Although great success has been obtained with such a
simple turbulence model, the capabilities of the developed numerical model can be further
improved by implementing more advanced turbulence models. Hybrid approaches such as
the DES may have great potential in such flows and deserve further investigation.
A sediment transport model needs to be developed and implemented into the hydrody-
namic model, which can simulate the deformation of the erodible bed due to the foundation-
induced hydrodynamics in a strongly coupled manner. As we have clearly demonstrated in
this work, however, for both undertakings to be successful high-resolution laboratory experi-
ments must be tightly integrated with the numerical model development efforts. Numerical
simulations can help guide the design of the laboratory experiments, which in turn will
yield the high-resolution data needed for physics-based numerical modeling of the complex
hydrodynamic and scouring processes at real-life bridge foundations.
The investigation of heart valve flow in this work focused on steady inflow conditions,
while the actual physiological flow is pulsatile and the leaflets are free to move. The pul-
satile inflow condition will drastically change the flow physics and vortical dynamics in
MHV flows and, thus, pulsatile simulations with moving leaflets are essential for obtaining
hemodynamical relevant results. The computational expense for such flow investigations,
however, is anticipated to be much higher than that of the current steady inflow studies.
Therefore, the efficiency of the iterative solver used in this work needs to be improved fur-
ther. A variety of fast iterative solvers for solving the pseudo-compressible form of the
Navier-Stokes equations, such block relaxation schemes with LU decomposition, need to be
implemented and investigated.
The numerical method needs to also be extended to account for the motion of the leaflets
and the ensuing fluid/structure interaction. The current version of the code has already
built in it the capability to account for the motion of the leaflets but such simulations
have not been attempted so far. Overset grids could very well be shown adequate for
simulating the moving leaflets but numerical difficulties are anticipated with this approach
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when the valve closes. We thus propose that the overset grid approach should be combined
with the recently developed hybrid Cartesian/Immersed Boundary approach of Gilmanov
et al. (2003). Overset body-fitted grids could be used to discretize the aorta within which
a fine mesh subdomain containing the leaflets is embedded. Within this subdomain, the
moving leaflets are tracked as sharp interfaces using the approach of Gilmanov et al. (2003).
Such hybrid overset/Cartesian mesh approach will yield an extremely powerful numerical
methodology that can be used to simulate the flow through a bileaflet valve embedded in
an anatomically realistic aorta geometry.
During the cardiac cycle the Reynolds number ranges from 0∼7000 and, thus, the flow in
MHV undergoes periodic laminar to turbulence transition and relaminazation. In this work
we have demonstrated the potential of DES for predicting fully turbulent flow near peak
systole. The performance of this approach, however, needs to be further investigated in
the transitional flow regime. Such undertaking will also require very detailed experimental
data under physiological, pulsatile flow conditions to guide the refinement and validation
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The absolute value of Aj can be expressed as:
|Aj | = 1
2JC2j

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34












































































































































































































































































































































A numerical software package was developed, based on the algorithm described in Chapter
2. The software package includes a pre-processor, a kernel solver and a post-processor. Gen-
erally, all these three parts are needed to run a simulation on multi-block grid systems. The
pre-processor handles the grid-connectivity tasks, with the grid connectivity information on
the output. The kernel solver reads in the grid and grid connectivity information and obtain
solutions to the flow. In order to save space, all results obtained from the kernel solver are
saved in unformatted format and the post-processor can be used to transfer these files into
the format that tecplot can understand. All codes are written in Fortran 90 and many new
features, such as Modules, dynamic allocatable arrays, partial reference of arrays, etc., are
used.
B.2 Pre-processor
The pre-processor is designed to provide necessary grid connectivity information for the
kernel solver. Since for problems where the boundary geometries are fixed, the relative
positions between the multi–blocks don’t change and thus it makes perfect sense to only
find the grid connectivity information once and before the kernel solver is started. The
information can be stored in a file and be reused throughout the simulation. Basically what
the pre-processor does is to find, for each node located on the artificial interfaces resulted
from the domain decomposition procedure, the cell that encompasses the boundary node
and calculate the tri-linear interpolation coefficients based on the relative geometry location.
The detail algorithm can be found in Tang (2001).
The source code of the pre-process is named donor cell.f90. It requires two input files:
grid.dat and bcs.dat. File “grid.dat” stores the grid geometry information and “bcs.dat”
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provides each sub–domain’s boundary conditions. The file “grid.dat” is organized as follows
(written in Fortran 90):
open(1, file = "grid.dat", format = "unformatted")
do nn = 1, nzone
write(1) nz





In the above code, nzone is the total number of sub-domains. As can be seen from the
above code, the grid file is organized in a domain-to-domain manner, with each sub-domain
starts from it’s numbering (first block, second block, etc.). The line following the number is
the dimensions of the sub-domain, in i,j, and k directions respectively. It’s followed by the
detail x,y, and z coordinates information, with each coordinate in a line. Multi-block overset
grid can be generated with in-house developed code, or by using commercial software, such
as Gridgen from Pointwise.com.
“bcs.dat” provides the pre-processor the boundary conditions. The format reads as:
open(2, file = "bcs.dat")
read(2,*) nzone
! out boundary condition
do nz=1,nzone
read(2,*) nint(nz), (zint(nz,m), m = 1, nint(nz))
read(2,*) (bctype(iface, nz), iface = 1, 6)
end do





if(blank_type(nz) == 1) then
read(1,*) (blktype(iface,nz),iface=1,6)
read(1,*) isblk(nz),ieblk(nz),jsblk(nz),jeblk(nz),ksblk(nz),keblk(nz)
else if (blank_type(nz) == 2) then
print ’(/a5,i2,a/)’, ’Zone ’, nz, ’ uses general blanking’
else if (blank_type(nz) == 0) then
print ’(/a5,i2,a/)’, ’Zone ’, nz, ’ uses no blanking’
end if
end do
Array nint(nz) means numbers of interfaced sub-domains for sub-domain nz, and zint(nz,m)
stores which sub-domains are interfacing with sub-domain nz. The first part of boundary
conditions are the outer boundary. Since we are using structured-grid for each sub-domain
discretization, there are six boundaries for each sub-domain, imin, imax, jmin, jmax, kmin and kmax
respectively. “bctype(iface,nz)” stores corresponding boundary conditions for these six
boundaries, with a number for each boundary. If bctype(iface,nz) == 0, then that spe-
cific boundary is an interface boundary and needs to be searched for grid connectivity
information on that boundary. The inner boundary condition is designed for cases that
need to blank part of the grid. For example, in the case of flow around bridge pier mounted
on actual riverbed, whose grid is shown in Fig. 8, both block 1 and block 2 contains the
whole geometry of bridge piers and the flow information in the vicinity of the piers is pro-
vided with the subdomains encompassing these piers (blocks 3–6). The areas around these
piers in blocks 1 and 2 needs to be blocked out in the calculation. There are two types
of blanking designed in the solver: specific blanking and general blanking. The specific
blanking is for cases as shown in Fig. 8, where the blanked boundaries has a common
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(or fixed) surfaces where blanking can be applied (for example, the thick black lines lo-
cated in the middle of block 2 in Fig. 8). General blanking is designed for cases that
such a common blanking surfaces don’t exit (which is very useful for very complex ge-
ometries, such as the bileaflet flow calculation). If blank type(nz) == 1, then the specific
blanking is used. If blank type(nz) == 2, general blanking applies. Other numbers of
blank type(nz) means no blanking. “nblank(nz)” tells the pre-processor how many sub-
domains the searching sub-domain contains and zblank(nz,m) is the numbering of these
contained sub-domains. “blktype(iface,nz)” provides the similar boundary conditions as bc-
type(iface,nz) and isblk(nz), ieblk(nz), jsblk(nz), jeblk(nz), ksblk(nz), keblk(nz) store the
exact positions where the blanking starts and ends in i, j, andk directions.
The solution from the pre-processor is stored in “interface.dat”, which is an unformatted
file. The kernel solver directly reads grid.dat and interface.dat as inputs.
B.3 Kernel solver
The kernel solver is the implementation of the numerical methods described in Chapter 2.
Its function is to read in the geometry and control information, calculation the unsteady
flow field and write the results into a series of files. The solver consists of the following parts:
Modules, I/O part, URANS equations solver, turbulence equations solver, boundary inter-
polations and boundary conditions. Modules, stored in the file “MODULES.f90”, is where
all variables are defined. Three different modules are defined in this file: global variables,
local variables and geometries. Dynamic allocatable arrays, which is supported in Fortran
90, is widely used in this solver. All large arrays are defined as allocatable and their actual
size is defined upon execution, thus achieving the most efficient usage of available memory.
The definition of the most important variables are provided in Table 2.
The flow chart of the kernel solver is shown in Fig. 81. Basically, it begins with the
input of geometry information and control data, makes a initial guess of the flow field
(by the user or from previous calculations), and then advances the URANS equations on
each sub-domain for a single pseudo-time step. If it’s a turbulent flow simulation, then
the turbulence equations are also advanced in pseudo-time in each sub-domain. After all
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Table 2: Important variables defined in MODULES.f90
qnew global : (p, u, v, w)T at new pseudo time step l+1
qold global : (p, u, v, w)T at old pseudo time step l
csi global : ξxi
eta global : ηxi
zet global : ζxi
aj global : Jacobian
rh global : Right hand side terms
wd global : Wall distances to six surfaces
dt global : local time step for URANS equations
dtkw global : local time step for turbulence equations
qreal global : solutions at time step n
qrealm1 global : solutions at time step n-1
qt global : Turbulence terms at new pseudo time step l+1
qtold global : Turbulence terms at old pseudo time step l
qtreal global : Turbulence terms at time step n
qtrealm1 global : Turbulence terms at time step n-1
x , y , and z global : coordinates of grid nodes
img, jmg, kmg : dimensions in i, j, and k directions
ln : connection between a multi–dimension array and
a single dimension array
kgs g, kgs : boundary condition types
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equations are advanced in a pseudo-time step, the variables on the interface nodes are
updated through interpolation, with the grid connectivity information obtained from the
pre-processor. Boundary conditions are applied on all physical boundaries after the inter-
polation. Finally the residuals of the pseudo-time integration are calculated, by comparing
the differences between two pseudo-time step solutions. If the residuals are smaller enough
then the obtained pseudo-time solutions are considered as the physical time step solution;
otherwise, repeat the above pseudo-time iteration. Typically, if residuals drop two-three
orders, it can be considered as converged and this typically requires 15-25 pseudo-time it-
erations for ADI scheme. The most important subroutines and their functions are listed in
Table 3.
The developed code is written in Fortran 90 and can be compiled with almost all available
F90 compilers. We use gnumake to organize the file compilation and detail usage of gnumake
can be found on http://www.gnumake.org. File “MODULES.f90” has to be compiled with
“-c” option of F90 compiler before we can “make” the final executable. In this calculation,
several different compilers are tested: Intel F90 compiler, NAG Fortran 95 compiler, and
SGI Fortran 90 compiler. To obtain best performance from these different compilers, the
following compiler options are suggested:
Intel F90 compiler: ifort -O3 -axP -tpp7. OpenMP support can be activated with
”-openmp”.
NAG Fortran 95 compiler: f95 -O4
SGI Fortran 90 compiler: f90 -n32 -mips4 -Ofast=IP27. OpenMP support can be acti-
vated with ”-mp”.
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Figure 81: Flow chart of kernel solver
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Table 3: Subroutines
metrics : calculate the metrics of the geometric transformation
contra : calculate contravariant velocity components
spectral : calculate local pseudo-time step
adiss4m : 4th-order scalar dissipation
adiss2m : 2nd-order scalar dissipation
adismatrix : Matrix-valued dissipation
visc m1 : viscous dissipation of URANS equations
convec : convective terms of URANS equations
unstead : unsteady time derivatives
rgku : Runge-Kutta scheme
rsmooth : residual smoothing (only used for Runge-Kutta)
rhs : calculate right hand side terms for URANS equations
fluxsp m : flux splitting upwinding scheme
wall functions : wall functions for k − ε model
new t : Newton-Rhapson non-linear equation solver
sgtsv : tridiagonal equation solver from LAPACK
adi full : Beam and Warming approximate factorization scheme
adi full b : specific blanking
adi full gb : general blanking
solver : main solver for URANS equations
solver b : specific blanking
solver gb : general blanking
adi t : turbulence equations solver for k − ε model
adi t b : specific blanking
adi t gb : general blanking
boundary interpolation : interface boundary interpolation
bcs * : boundary conditions for physical boundaries
des * : turbulence equations for SA model and DES
residual : calculate residual between pseudo-time steps
init * : specify initial guess for the solver
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To run the solver, many options, such as artificial dissipation schemes, amount of arti-
ficial dissipation, pseudo-time step, physical time-step, ADI or Runge-Kutta, etc., have to
be specified. This can be done by changing the input file “control.dat”. The following is










































nzone: number of blocks
ng: multi-grid levels (just set it to 1 since mostly we only
need single-grid calculation)




istart: ==0 start from scratch
==1 start from previous calculation
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itmax: maximum pseudo-time iteration steps for a real time step advancing
usually a number around 15
it_int: any value
ns: designed for multi-grid calculation, use 1
nstop: same as ns





irk: use 1 for ADI scheme, use 4 for Runga-Kutta scheme






idcv: use 1 for central difference scheme
ikw: any value
ifso: any value
iardis: use 1 for matrix dissipation













all variables here are designed for multi-grid calculation, use 1



















designed for Runga-Kutta integration, use 0.5 for all of











dtime: Real time step (non-dimensionalized), this value should
depend on calculation. If dtime == very large number, such as 1.e24,
it means the calculation is running in a steady solution
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manner. While dtime lies between [0:0.5], the solver is running in a
time-accurate fashion.
mtime: specify total number of real time steps
it_out: specify the frequency for time-accurate solution
recording, e.g. if it_out == 5, then the solution will be written




latu: ==1, turbulent flow
==0, Laminar flow
ren: Reynolds nubmer of the calculation
cfl1: CFL number for the NS equations, for ADI scheme, some
value between 3 and 5 should work fine
vnn1: von Neumann number, 1.5~2.5
cfl2, vnn2: for turbulent flow calculation












kgs_g: specify boundary conditions
the first dimension of kgs_g(i,nz) corresponding to the six
boundaries of a specific block, which mean the imin, imax,
jmin, jmax, kmin, kmax boundary respectively.
== 1 solid wall
== 2 periodic condition






specify pressure fix point, (ip, jp, kp, np) means the ip, jp, kp











designed for specific blanking
If no blanking is required, uese 0 for all nzblanking.
The output of the solver is stored in files named as “solu?????” where the last five digits
are the physical time step number. This can be transfered into “.plt” format with the help
of post processor.
B.4 Post-processor
The post-processor utilize Tecplot library to directly transfer the output file into “.plt”
file. It reads in grid.dat and the solution file and then combine these files together into a
single “.plt” file. The post-processor is named as “mktec.f90”. It can be compiled with the
following line:
ifort -o mktec mktec.f90 $TEC100HOME/lib/tecio.a -Vaxlib
Since the post-processor requires the tecplot library file, thus it’s only supported on the
Linux machines that have tecplot installed. To run the post-process, use “mktec solu?????”
where “solu?????” is the output file from the kernel solver. The output file is named as
“solu?????.plt”. Remember that in “mktec.f90”, the number of zones (nzone variable) needs
to be changed according to the actual number of zones used for the calculation.
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