Within the Landau-de Gennes theory of liquid crystals, we study the equilibrium configurations of a nematic cell with twist boundary conditions. Under the assumption that the order tensor Q be uniaxial on both bounding plates, we find three separate classes of solutions, one of which , which thus appears as a very special case, though it is the one more studied in the literature. In fact, when the directors prescribed on the two plates are at right angles, two symmetric twist-like solutions merge continuously into an exchange-like solution at the critical value of d where the latter becomes unstable. Our analysis shows how the classical bifurcation associated with this phenomenon is unfolded by perturbing the boundary conditions.
I. INTRODUCTION
Defects and microconfinements in liquid crystals are both very interesting subjects, still offering unsolved problems. Different as they may appear, these subjects have a common feature, that is, material frustration. In the absence of external fields, frustration in nematic liquid crystals is ultimately produced by the bounding surfaces: indirectly, when they dictate the presence of defects in the bulk, and directly, when they cause extreme confinements of the material. Both defects and microconfinements bear on order reconstruction. For defects, this was first shown by Schopohl and Sluckin in [1] , who found that within the core of a disclination, two uniaxial states with orthogonal directors are changed one into the other through a transformation that does not involve any director rotation, but instead imply a wealth of biaxial configurations bridging the uniaxial limits. Likewise, in a hybrid cell, which here serves as paradigm of all confined nematic systems, Palffy-Muhoray et al. [2] showed that the two orthogonal uniaxial directors prescribed on the plates (one planar and the other homeotropic) can be connected either through a director bend or through an order reconstruction which employs biaxial states. An interesting result of [2] is that when the cell thickness is sufficiently small, only the order reconstruction exists as an equilibrium configuration for the free energy of the cell.
In the terminology used in both [1] and [2] , this surviving solution exhibits an eigenvalue exchange: in the tensorial description of the nematic order, two uniaxial states with orthogonal directors can indeed be connected with no eigenframe rotation by only changing the eigenvector that possesses the dominant eigenvalue. This conclusion was reached under the assumption that the anchoring be strong on both bounding plates. For weak anchorings, a similar lack of solution had been already obtained in [3] , but only within the classical director theory: when the distance between the plates becomes smaller than a critical value, the bent director configuration ceases to be an equilibrium solution, and the energy minimizer is the uniform field with the least anchoring energy. Many studies further built on the outcomes of [2] . First, in [4] the analysis was extended to cover also weak anchoring conditions. More recently, the fluctuations of both the eigenvalues and the eigenframe of the order tensor have been studied for the ground state of a hybrid cell to compute the Casimir forces in distorted, frustrated configurations [5] [6] [7] .
In all these studies, however, the easy axes of the plates are invariably at right angles.
Our analysis starts from relaxing this condition. The scenario we thus unveil is new and could be significant also for more general confinements. We consider a twist cell with strong anchoring on the two plates. The boundary states are prescribed to be uniaxial, while the internal states can possibly be biaxial. If the easy axes on the plates fail to be orthogonal, then there are two equilibrium twisted configurations, one more strained than the other.
These configurations are both locally stable. Upon decreasing the distance between the plates, the less strained configuration persists as an equilibrium solution, whereas the more strained configuration ceases to exist at a critical value of the cell thickness. The "exchange" solution, which also only exists above this critical thickness, is locally unstable and merges in with the more strained solution just when this latter disappears.
We shall see how the symmetric "pitchfork" bifurcation diagram associated with the π 2 -twist configuration transforms into a perturbed diagram, with two disconnected branches, upon breaking the clockwise-counterclockwise symmetry in the boundary conditions with orthogonal directors, a process often called bifurcation unfolding. We conclude that in the broken-symmetry case, if the alignment within the cell were initially trapped into the metastable, more strained configuration, then upon reducing the cell thickness, it would be forced to fall onto the stable, less strained configuration, where it would stay even once the thickness is increased above the critical value. It is remarkable that this structural transition still happens through an order reconstruction, which is necessarily dynamical, as it is accompanied by a discontinuity in the free energy.
The plan of the paper is as follows. In Sec. II, we present the mathematical model that describes a nematic twist cell. In Sec. III, we study the energetics of the model and write the equations that govern the equilibrium configurations. These are then solved numerically in Sec. IV in a variety of cases. Section V is devoted to illustrating the unfolding and perturbation of the bifurcation diagram: a limit point, instead of a bifurcation, illuminates the scenario outlined above. In Sec. VI, we discuss the relevance of boundary conditions to our outcomes, and the validity in our context of an approximation sometimes employed in the literature. Our conclusions are then summarized in Sec. VII.
II. MODEL
Most nematic liquid crystals can be thought of as composed of rod-like molecules. A nematic state can be described by the order tensor Q, a symmetric, traceless second-rank tensor that measures how much the probability distribution of the molecular long axis differs from being isotropic (see pp. 56-57 of [8] ). Since Q is a symmetric tensor, it can be represented in the orthonormal basis of its eigenvectors {e 1 , e 2 , e 3 } as
where the eigenvalues λ i obey the constraint
implied by the condition tr Q = 0. Moreover, each eigenvalue λ i ranges in the interval
] (see pp. 14-18 of [9] ): the lower bound corresponds to the case where the molecules are on average orthogonal to e i , whereas the upper bound corresponds to the case where the molecules are on average aligned along e i . In the isotropic phase, Q vanishes. When two eigenvalues of Q coincide, the liquid crystal is in a uniaxial state, and Q can be recast in the form
, 1] is the scalar order parameter, the unit vector n is the nematic director, and I is the identity tensor. Finally, when all eigenvalues of Q are distinct, the liquid crystal is in a biaxial state. According to [10] , the degree of biaxiality of Q can be defined as
which ranges in the interval [0, 1] . In all uniaxial states, β 2 = 0, while states with maximal biaxiality correspond to β 2 = 1. Since tr Q 3 = 3 det Q, the states with maximal biaxiality are precisely those where det Q = 0, that is, where at least one eigenvalue of Q vanishes.
We suppose that a nematic liquid crystal occupies the region B bounded by two parallel plates 2d apart (see Fig. 1 ). Relative to the frame {e x , e y , e z } shown in Fig. 1 , B is repre-
We impose uniaxial states at both plates.
On the plate at x = −d, the nematic director is parallel to e z , so that where s b is a fixed scalar order parameter, which we will set equal to the bulk equilibrium value for s. On the plate at x = d, the nematic director is rotated by the angle ϕ 0 (normalized to be in [0,
, so that
In a purely uniaxial setting, the nematic director would twist within the cell from the orientation e z to n 0 as x ranges from −d to d. In general, there are two opposite such twists, with one more strained than the other. They are mirror images of each other only
, that is, when the boundary orientations of n are orthogonal. It is indeed the purpose of this paper to find the biaxial structure developed by both of these configurations and to seek other biaxial equilibrium configurations reminiscent of the one first discovered in [1] within a defect core, where two eigenvalues of Q cross each other and are eventually exchanged.
In general, Q is described by five independent scalar parameters. Here we exploit the particular symmetry of the problem to reduce the number of parameters. The boundary values Q − and Q + are indeed independent of the coordinates y and z, and they both have e x as an eigenvector. By requiring these properties to hold for Q inside the cell, we arrive at the representation formula (in terms of Cartesian components)
where q 1 , q 2 , and q 3 are functions of x only. This representation automatically obeys the constraint tr Q = 0. Hereafter, we shall refer to Eq. (4) as the q-representation of Q.
The parameter q 3 measures the rotation around the e x -axis of the eigenframe of Q. The eigenvalue relative to e x is λ 1 = −2q 1 , while the remaining eigenvalues are
We often employ the notation q = (q 1 , q 2 , q 3 ) to denote a point in the q-space. It follows from the bounds on the eigenvalues of Q that all admissible q's lie inside the cone with axis along q 1 defined by the inequalities
The origin of the q-space corresponds to the isotropic state (Q = 0). It is crucial to our analysis to identify in the q-space all uniaxial states. We find that they can be of one of two types, either uniaxial with director along the x axis (normal to the boundary surfaces) or uniaxial with director in the y-z plane (in the plane of the boundary surfaces). The line
represents uniaxial states of the former type, since along it λ 2 = λ 3 , while the conical surface
corresponds to uniaxial states of the latter type: more precisely, λ 1 = λ 2 , when q 1 < 0, and λ 1 = λ 3 , when q 1 > 0. This geometric representation of the uniaxial states was first introduced in [11] and then used in [12] and [13] to classify both surface and bulk defects arising in nematic liquid crystals. As we shall see, this representation plays a key role to detect order reconstruction.
The boundary conditions (2) and (3), in the q-representation, take the form
Both points q(−d) and q(d) belong to the uniaxial cone defined by (6) , for all values of s b .
III. FREE ENERGY
In this section, we build the free-energy functional that is stationary in all equilibrium configurations within the twist cell B described above.
A. Bulk potential
In the classical Landau-de Gennes theory (see Ch. 2 of [8] ), the bulk potential that describes a homogeneous phase is given by
Here B and C are positive constitutive parameters, while A depends on the temperature T in the form A = a (T − T * ), with a a positive constant, and T * is the nematic supercooling temperature. In the q-representation, the invariants of Q read as
and the bulk potential (8) takes the form
In a homogeneous phase, the eigenvectors of Q, though arbitrary, are fixed in space.
Letting them coincide with the frame {e x , e y , e z }, we can adopt for Q the q-representation with q 3 = 0. Then −2q 1 is equal to the uniaxial scalar order parameter when q 2 = 0, and q 2 itself represents a measure of biaxiality. If for any order tensor Q, either uniaxial or biaxial, we formally define the scalar order parameter s through the equation
then for positive s we can express q 1 as
and Eq. (10) for f b (with q 3 = 0) can be written as
For any given s > 0, this function is minimized by q 2 = 0, and we conclude that in the absence of any externally imposed frustration, the only stable equilibrium states would be uniaxial. In this limit, Eq. (11) becomes
The function f 0 above possesses three stationary points: one is attained at s = 0, and the other two are attained at 2 ). This is the temperature where the transition from nematic to isotropic takes place. Finally, at the supercooling temperature T * , the graph of f 0 develops an inflection point at s = 0: below this temperature, the isotropic state fails to be metastable. We have found it convenient to introduce the reduced temperature θ defined as
Thus θ is the temperature below the supercooling point measured in units of the temperature range where both nematic and isotropic phases coexist; for low-molecular-weight liquid crystals, this range is typically 1 • -2 • wide, depending on the purity of the sample.
Other authors [7, 15, 16] instead prefer to define τ :
temperature. It is easily seen that θ = 8τ /9. In our development below, we shall assume that θ ≤ 1, so that an ordered phase exists in the bulk. By Eq. (14), we can recast Eq. (13) as
The equilibrium value of s that would be preferred in the undistorted bulk for θ < 8 9 is s b = s + , and this is the value we shall use for s b in both boundary conditions (2) and (3). 
B. Elastic energy and equilibrium equations
The free energy consists of two distinct contributions: the bulk potential f b , which inhibits departures of Q from the preferred uniaxial state (and its preferred degree of orientational order), and the elastic energy f e , which penalizes distortions in space of the eigenframe of Q and spatial variations in the degree of order. Thus, the free-energy functional F takes the general form
where dV is volume measure. Here we adopt for f e the one-constant approximation:
where L > 0 is an elastic constant assumed independent of the temperature T .
When Q is prescribed on ∂B, the equilibrium equations for F can be obtained as follows.
We perturb Q by setting
where U is a symmetric, traceless tensor field subject to U| ∂B = 0. Heeding that both Q and U are symmetric, we give the first variation of F the following expression
where λ is an unknown Lagrange multiplier field. Integrating by parts in the preceding integral and using the boundary conditions on U, we arrive at
where ∆Q is the Laplacian of Q. From the arbitrariness of U, we conclude that
where λ has been determined by requiring the solutions to be traceless.
In the special case of interest to us, Q depends on the single space variable x, and so
Eq. (16) becomes
where a prime denotes differentiation with respect to x. By taking the inner product of both sides of Eq. (17) with Q , we obtain the first integral
where H is an integration constant. This equation, which has the appearance of a conservation law, has a further consequence, which we record here for later use. Since
, by Eqs. (17) and (18), we arrive at
an equilibrium equation for tr Q 2 in which the invariant tr Q 3 also appears.
To prepare the way for the numerical computations to be performed in the following section, it is convenient to write in non-dimensional form both the functional F and the equilibrium equations associated with it. To this end, we first introduce the biaxial coherence
This length clearly depends on the temperature. Apart from some nominal differences, this length is precisely the same as the one introduced in [16] (see, in particular, the Appendix there for a rationale behind this definition). Moreover, we set
where s * is the bulk equilibrium value of s at the superheating temperature T * * (as defined in Sec. III A), and we express L in terms of ξ b . We thus obtain
where
To avoid clutter, we drop all bars, thus arriving at the following non-dimensional form of the free-energy functional:
In the q-representation for the scaled order tensor, the dimensionless free energy takes the form
and the equilibrium equations for F read
This coupled system of ordinary differential equations is thus the non-dimensional form of Eq. (17) . Indeed, for this special choice of θ, q 1 (x) ≡ 2 3 solves (22a), as can be seen by direct inspection. So, at least in this particular case, the eigenvalue of Q along the direction e x remains constant across the cell. This will often be employed below as a comparison case.
IV. NUMERICAL MODELING AND EQUILIBRIUM CONFIGURATIONS
For each fixed value of the twist angle ϕ 0 , reduced temperature θ, and dimensionless half-width of the cell d/ξ b , we determine the solutions for the scalar fields q 1 , q 2 , q 3 to the equilibrium equations (22) subject to the boundary conditions (7). In general, Eqs. (22) have more than one solution. First, the same boundary conditions could be obeyed by two quasi-regular twist solutions, corresponding to opposite rotations of the eigenframe of Q across the cell. In addition, a third type of solution can be found in which the liquid crystal is uniaxial along the direction imposed by the boundary conditions on the plates but it tends, in the neighborhood of the center of the cell, to become uniaxial in the direction normal to the boundaries, namely e x , with a negative order parameter. Illustrations of these three types of solutions are given in Fig. 3 , where both the eigenvalues and the eigenvectors of Q are pictorially represented through ellipsoids. ODE boundary value problems, the package has the capabilities to perform parameter continuation, detection of bifurcation points, and stable numerical calculation of limit points.
It is also capable of monitoring auxiliary integral functionals, such as the free energy, and of generating a two-parameter locus of fold points. We have used all of these features to obtain the results we discuss below.
V. BIFURCATION UNFOLDING
As anticipated in Sec. IV, solutions to Eqs. [, the total twist of the director across the cell for the two twist solutions is either ϕ 0 or π − ϕ 0 :
hereafter, the former solutions will be referred to as the τ − -solutions, and the latter as the τ + -solutions. For ϕ 0 = 0, coherently with the normalization adopted here, the τ + -solution is a π-twist and the corresponding τ − -solution is the uniform state of the director. For ϕ 0 = π 2 , τ + -and τ − -solutions are symmetric to one another, but there is no intrinsic way to tell which is which because they both exhibit the same total twist. However, such an ambiguity plays no role in our development. Our calculations show that a τ − -solution always minimizes the free-energy functional F in Eq. (15), whereas all τ + -solutions are at most metastable, and all χ-solutions are always locally unstable. A clear indication of this instability is that an initial guess must be appropriately built to compute a χ-solution through a numerical parameter continuation.
A. Polar plots
Recalling our discussion in Sec. III A, we can represent solutions of Eqs. (22) by a curve C in the q-space. C intersects the loci (5) and (6) wherever it attains a uniaxial state.
Eq. (7a) shows that q 1 has one and the same value on the plates bounding the cell. Moreover, numerical solutions of Eqs. (22) reveal that q 1 is nearly constant across the cell. As discussed in Sec. III A, q 1 is indeed constant, when θ = −8. This suggests to study the projection of C onto the (q 2 , q 3 )-plane, for all solutions of Eqs. (22) . We shall refer to such a projection as to the polar plot of the solution. As it will soon be shown, polar plots are crucial to understand the patterns of orientational order for solutions in different classes. We see from
Eqs. (7b-7c) that all polar plots must pass through two points, P − and P + , on the circle
, which is the (q 2 , q 3 )-projection of the intersection between the biaxial cone (6) and the plane q 1 = s b /6. We choose polar coordinates ( , ϑ) in the (q 2 , q 3 )-plane so that P − ≡ (s b /2, 0) and P + ≡ (s b /2, 2ϕ 0 ). Thus, P − represents the boundary condition on the lower plate, and P + that on the upper plate. Fig. 4 shows typical polar plots for θ = −8, and ϕ 0 = 0.45π. We see that τ − -solutions tend to become uniaxial across the whole cell, when d/ξ b increases. Moreover, they all reside in the circular sector above the line segment joining P − and P + , while both τ + -and χ-solutions reside in the circular sector below this segment.
Upon decreasing d/ξ b , the single τ + -and χ-solutions approach each another, until a critical Furthermore, the limiting case where ϕ 0 → 0 also deserves attention. Here, the τ − -solution tends to represent the uniform state across the cell, whereas the τ + -solution tends to be a π-twist. Polar plots with ϕ 0 = 0 are shown in Fig. 6 . A pictorial way to obtain Fig. 6 from Fig. 4 is the following. We move the point P + along the circumference in Fig. 4 until it coalesces with P − . Correspondingly, the polar plots of all τ − -solutions collapse into the singleton P ≡ P − ≡ P + , while the polar plots of both τ + -and χ-solutions turn around the origin. We see from However, the χ-solution seems somewhat artificial in this context, as the eigenvalue exchange merely accomodates an effective π-rotation of the eigenframe of Q via a biaxial transition which occurs in a narrow region around the middle of the cell. This rotation is shown in Fig. 7 : the more d/ξ b increases, the narrower becomes the region where the reorientation takes place. This behavior can also be read in Fig. 6 where the polar plots of the exchange solutions approach a peculiar curve in the limit case as d/ξ b → ∞: this curve moves from P along the upper-left quadrant until the point (s b /2, π/2) is reached; then it suddenly jumps to the opposite point (s b /2, 3π/2) and then it travels back to P along the lower-left quadrant.
B. Bifurcation diagrams
Inspection of the polar plots also suggests how to choose the parameter to capture the behavior of the solutions in a bifurcation diagram. In fact, for a fixed value of the cell thickness, along any polar plot the function ρ(q 2 , q 3 ) := q to the plates.
Given the role of topological separation played by the origin of the (q 2 , q 3 )-plane, we can introduce the following bifurcation parameter
where the minimum is computed along a polar plot, and the sign is positive for τ − -solutions and negative for all others. (22), and using the exact solutions of these equations for the limiting case where d/ξ b = 0, we can prove that r has the following parabolic behavior:
Similar computations have been performed for values of θ −8; in particular, we have produced polar plots and bifurcation diagrams for θ = −48 and θ = −4899: their features were found to be qualitatively the same as those shown here.
VI. DISCUSSION
In this section we discuss two separate questions that could be raised quite naturally at this stage. One is about boundary conditions, which here have systematically been taken as uniaxial on both plates. The other is about the validity of an approximation often used in the analysis of the biaxial structure of defects, which here has systematically been ignored.
A. Biaxial boundary conditions
The uniaxial boundary conditions imposed on the two plates of the cell are represented by Eqs. (7) . We now alter these equations to accomodate a special class of biaxial boundary conditions. We leave the conditions for q 1 unchanged, while we write those for q 2 and q 3 as follows
In the q-space, these boundary points live away from the uniaxial cone (6) for every ε = 0; in particular, for ε > 0 they are both outside this cone, while for ε < 0 they are both inside it. The order tensor Q − corresponding to q(−d) can then be represented as
It is clear from Eqs. (25) that for ε < 0 the molecules on the lower plate are less oriented along e z than they are for ε > 0: the boundary biaxiality introduced in Eq. (24) has a 
B. Lyuksyutov constraint
In [19] , Lyuksyutov proposed an approximate minimization of the functional in Eq. (15) that has been often employed to explore the fine structure of defect cores [15, 20] . This method relies on the observation that whenever in Eq. (8) B √ AC, one can treat the tr Q 3 term in f b as a small perturbation and first minimize the dominant part of the bulk potential, that is,
Then the modified free energy
can be minimized subject to the constraint (26). This approach, though based on a rather crude approximation, makes it easier to obtain analytic results from the Euler-Lagrange equations for F * , as shown, for example, in [15] and [21] . Sometimes these approximate results have formed the basis for deeper numerical explorations of the complete Landau-de Gennes model [22, 23] .
The question then arises of probing the validity of the constraint (26) in the problem solved here. This issue is indeed related to the growth of the degree of biaxiality within the cell. Since tr Q 3 = 3 det Q, it follows from Eqs. (1) and (19) that on the equilibrium configurations for F , Eq. (26) is satisfied only if det Q is a specific constant. Thus, the lack of uniformity in the graph of det Q somewhere within the cell is an unmistakable sign that the Lyuksyutov constraint cannot be valid there. As shown in Fig. 10 , the graph of det Q across the cell is quite different for a τ − -and a χ-solution: it is more uniform in the center than near the plates on a τ − -solution, while it is more uniform near the plates than in the center for a χ-solution. Moreover, for a χ-solution the less uniform det Q is, the more it approaches zero, that is, the higher is the degree of biaxiality. In other words, the Lyuksyutov constraint is violated just to allow more biaxiality in the cell. : when the two boundary directors are at right angles, which is the case most studied in the literature, the two opposite twisted solutions merge continuously into the exchange solution at a critical value of the distance between the plates. Such a behavior, actually reflecting the higher symmetry in the π 2 -twist, is however rather peculiar, as it is unfolded by any perturbation in the alignment of the boundary directors. All transitions studied in this paper occur when the distance between the plates is reduced down to a few biaxial coherence lenghts. While these distances are indeed very small, the outcomes of our study are in principle applicable to less severe confinements, including those induced by some external field.
