




準備1：スケラム分布 X , Y が独立でそれぞれパラメータ λ1, λ2 のポ
アソン分布に従うとする．このとき，Z = X − Y の従う分布を，パラ
メータ λ1, λ2のスケラム(Skellam)分布という．ここでは，パラメータが
λ1, λ2 のスケラム分布を S(λ1, λ2)と記す．スケラム分布 S(λ1, λ2)の確
率関数は以下で与えられる．







準備2：PINAR(1)モデル Xt, Yt をそれぞれ独立でパラメータの等
しい PINAR(1)モデル(Poisson INteger-valued AutoRegressive model)とす
る．即ち，
Xt = α ◦Xt−1 + δt, Xt ∼ Po(λ), α ◦Xt−1|Xt−1 ∼ B(Xt−1, α),
Yt = α ◦ Yt−1 + ηt, Yt ∼ Po(λ), α ◦ Yt−1|Yt−1 ∼ B(Yt−1, α)




i=1 Bi で定義される．すなわち，α ◦Xt−1 のとり
うる値は 0 から Xt−1 までの整数値であり，Xt−1 を“間引く”という意
味で ◦ を間引き演算子 (thinning operator)と呼ぶ．
SINAR(1)モデル このとき, 2つのPINAR(1)モデルの差を取り，Zt =
Xt − Yt, α  Zt−1 = α ◦Xt−1 − α ◦ Yt−1, εt = δt − ηt とおくと
Zt = α  Zt−1 + εt {Zt} ∼ S(λ, λ)








Xt − Yt (t = 0, 2, 4, . . . )
Yt −Xt (t = 1, 3, 5, . . . )
, εt =
{
δt − ηt (t = 0, 2, 4, . . . )




ここからは，Xt, Yt をそれぞれ独立な PINAR(1) モデルとし，その
ポアソン分布の平均は異なるとする．すなわち
Xt = α ◦Xt−1 + δt {Xt} ∼ Po(λ1), α ◦Xt−1|Xt−1 ∼ B(Xt−1, α),
Yt = α ◦ Yt−1 + ηt {Yt} ∼ Po(λ2), α ◦ Yt−1|Yt−1 ∼ B(Yt−1, α)
とする．このとき，この2つのPINAR(1)モデルの差を取ったモデル
Zt = α  Zt−1 + εt {Zt} ∼ S(λ1, λ2) (1)
を考える．ただしここで，Zt = Xt− Yt, α Zt−1 = α ◦Xt−1−α ◦ Yt−1,
εt = δt− ηtである．λ1 = λ2 のときはSINAR(1)モデルであり，このモデ
ルはそれを拡張したものになっている.













































点と奇数時点で得点数 Xt と失点数 Yt の差の順序を入れ替えて Zt を構
成する．パラメータをモーメント法で推定すると









得失点差 −3 −2 −1 0 1 2 3
確率(独立スケラム) 0.016 0.060 0.163 0.282 0.252 0.143 0.058
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