We solve the Matrix Completion (MC) problem based on manifold optimization by incorporating the side information under which the columns of the intended matrix are drawn from a union of low dimensional subspaces. It is proved that this side information leads us to construct new manifolds, as embedded submanifold of the manifold of constant rank matrices, using which the MC problem is solved more accurately. The required geometrical properties of the aforementioned manifold are then presented for matrix completion. Simulation results show that the proposed method outperforms some recent techniques either based on side information or not.
I. INTRODUCTION
Low-rank matrix completion (LRMC) can be somehow considered as a generalization of the recovery problem in compressed sensing. While the former problem benefits sparsity of the vector of singular values of a matrix, the latter one enjoys sparsity in a given domain. However, one more challenging problem in the LRMC is the domain of sparsity of the singular values vector, which we may not be aware of. This, as a result, prevents us from exploiting compressed sensing techniques in LRMC solutions. However, inspired from compressed sensing theorems, to complete the partially observed matrix M ∈ R m×n , the following optimization problem is minimized, minimize X rank(X) s.t. P Ω (X) = P Ω (M)
,
where Ω is a (random) subset of the set obtained by the Cartesian product of the sets {1, ..., m} and {1, ..., n}, and P Ω is the measurement operator which acts as the Hadamard product of a sampling matrix with 1 and 0 entries by the input matrix. Also, the nonzero entries of the aforementioned sampling matrix are given by Ω and rank(·) represents the rank of a matrix. When the rank of M ∈ R m×n is known, say r, and there is uncertainty with measurements, the optimization problem is defined as
where · F shows the Frobenius norm. Note that, due to the non-affine equality constraint, the above optimization problem is a non-convex one. Similarly, the problem (1) is non-convex owing to non-convexity of the objective function. So far, a wide variety of techniques have been proposed to solve these problems. In a seminal work on the LRMC [1] , ispiring from [2] , authors apply a relaxation over the rank problem similar to l 1 -minimization addressed in the CS theorem. To do so, the nuclear norm; which is the l 1norm of the singular values of the intended matrix, is utilized as minimize
where · * stands for the nuclear norm. The above formulation enjoys convexity for which convex optimization techniques can be applied. For example, by applying the Lagrangian method and making an unconstrained optimization problem, it is easy to use proximal algorithms [3] [4] . Apart from convex relaxation methods, it is possible to adopt nonconvex optimization approaches to solve LRMC problems. In [5] , authors, by considering the low rank factorization X m×n = L m×r R T n×r , have defined the following non-convex optimization problem 
To solve this non-convex problem, an alternating minimization approach is used in which each of variables is alternatively fixed and the minimization problem is solved over the other variables. It is shown that this simple approach results in a better matrix completion performance rather than the nuclear norm minimization approach [5] . Although, in (4), the rank of matrix is assumed known a priori, this problem may be solved for different rank values from 1 to a desirable one so that the correct value is found. A similar optimization problem is proposed in [6] except that the objective function contains the summation L 2 F + R 2 F whose minimum value is equal to X * .
Another promising approach to solve non-convex optimization problems is based on smooth manifolds. Manifold structures have already been used for LRMC problems. In [8] , singular values of an incomplete matrix are first approximated by applying the singular value decomposition (SVD) to a trimmed version of the partially observed matrix. Then, using manifold optimization on the Grassmann manifold, the corresponding singular vectors, and consequently, the completed matrix are extracted . In [9] , Dai et al. have shown how to utilize Grassmann manifold to find the row or column space which is consistent with the partial observations. They have also shown inappropriateness of the Frobenius norm used in (2) for their own formulation and accordingly suggested another metric for the LRMC. Finally, they have given some performance guarantees for some special cases of LRMC problems. Being aware of the fact that the set of all constant rank matrices offers a smooth manifold, Vandereycken has addressed the solution of (2) over such a manifold [10] . Mishra et al. have added a nuclear norm penalty to a convex function to solve the LRMC problem [11] . They have used a different representation of the manifold of constant rank matrices as the search space compared to that of [10] .
To solve the LRMC problem, no previous approaches have incorporated the available side information apart from the low rankness characteristic into computations. It has been shown that making use of such side information can reasonably enhance the results. In [12] , it is contemplated that the partially observed matrix can be written as M = AZB T , where A ∈ R m×ra and B ∈ R n×r b are side information known, a priori, and Z ∈ R ra×r b should be found. For instance, in the Netflix problem, A and B are the available feature matrices of the users and movies, respectively, and Z is the unknown interaction matrix. It has been shown that by this means much fewer number of revealed entries related to that of [1] is required to solve the LRMC problem. Similar use of side information has been addressed in [13] .
To examine the impact of inexact side information, Chiang et al. have considered noisy observation along with the aforementioned factorization [14] . Specifically, they have assumed M = AZB T + R, where R corresponds to those parts of the low rank matrix M which cannot be modeled by the side information A and B, and also Z is a low rank matrix. In [15] , authors have assumed that the columns of the intended matrix are drawn from a union of some low dimensional subspaces, and hence, have allowed high rank matrices to be considered. In other words, M benefits from the self expressive property M = MC, where C is a sparse matrix whose diagonal elements are zero. This property together with that of [12] , i.e., M = AZB T , has led the authors to successfully complete even high-rank matrices.
In this paper, we assume that M can be factorized as M = AZB T and similar to [15] , the basis B lies in a union of subspaces, and an approximation of this basis, say B ′ , is available. Also, as opposed to [15] , A can be unknown and estimation of B can be inaccurate. For example, in the case of the Netflix problem, the movie feature matrix B might not be perfectly represented. Contemplating the mentioned assumptions, we formulate a non-convex matrix completion problem and give its straightforward iterative solution. Our solution comprises two steps at each iteration. In the first step, having the expression matrix C k−1 at iteration k, we consider a new submanifold and solve an optimizition problem over it to complete the matrix X k . The optimal value is found by utilizing the gradient descent method. At the second step of iteration k, we find a new expression matrix which better expresses the completed matrix X k . This is performed by minimizing the l 1 -norm of the vectorized C under the constraints X k = X k C and diag(C) = 0. The proposed approach is more reliable and general than the other side information-based MC problems. For instance, unlike [15] , we only incorporate an approximate side information basis B ′ , not the exact basis B. Meanwhile, due to using the manifold optimization approach, no rank minimization relaxation is considered. In addition, it can be shown that our method is computationally much more effective than that of [15] . The main differences with the existing manifold optimization approaches for matrix completion are as follows. Firstly, unlike the existing approaches, which utilize wellstudied manifold structures with known geometry properties, we propose a new manifold by using the existing theorems. Secondly, by utilizing side information, our approach can deal with high rank regimes. Simulation results also confirm our theoretical discussions.
The rest of paper is organized as follows. In Section II some preliminaries are presented to introduce our work. Main results are presented in Section III. Section IV is devoted to illustrate simulation results. Section V concludes the paper.
II. PRELIMINARIES
In this section, we give a brief review on the manifold of constant rank matrices and the manifold optimization technique we intend to use. Note that although there are different representations for such a manifold, we only present the one which is of our interest.
A. Manifold of Constant Rank Matrices
To introduce the manifold of constant rank matrices, we first present some definitions. The above definition lets us better study functions over a given set M. However, to have meaningful results, it is required that the intersection of any two different charts be compatible. For example, consider two charts (U 1 , ϕ 1 ) and (U 2 , ϕ 2 ) over the set M and consider the real valued function
Taking into account such required properties, we present the definition of an atlas over the set M. 
Definition 4. [16] Let A be an atlas on the set M. Now, assume that A + is the set of all pairs (U, ϕ) so that A ∪ (U, ϕ) is still an atlas. Then, A + is called the maximal atlas or complete atlas generated by A. This maximal atlas is called a differntiable structure on M.
From the above definition, we see that the maximal atlas is offering a topology. In special cases of this topology, manifolds are defined as follows.
Definition 5. [16] The couple (M, A + ) is a d-dimensional manifold provided that the topology induced by A + is Hausdorff and second countable. Note that the dimension is the same as the dimension of charts as expressed in Definition 2. A Hausdorff space is a topological space in which any two distinct elements can be separated by disjoint open sets. Moreover, a second countable space is a topological space whose topological basis is countable.
From the above definitions, it might be concluded that to construct a manifold, we must find a maximal atlas with the properties given in Definition 5. However, there are many other theorems applied for construction of manifolds using some easy steps. As such, a critical theorem to our contributions is presented in the following to generate new manifolds from the existing ones. First, the definition of embedded submanifolds is given. Embedded submanifolds are of great interest due to inheriting the topological properties of the manifold they are obtained from.
Definition 7. [16] Let F : M 1 → M 2 be a functoin from manifold M 1 to manifold M 2 whose dimensions are d 1 and d 2 , respectively. Then, the coordinate representation of F around x ∈ M can be defined by considering chart ϕ 1 around x and chart ϕ 2 around F (x) as follows:
Moreover, F is differentiable or smooth at x ifF is differentiable at ϕ 1 (x). Also, the rank of F at point x ∈ M is defined as the dimension of the range of the differential ofF at ϕ 1 (x).
Now, we present a critical theorem used in our work. To utilize manifolds in optimization problems, we need to know about some differential concepts of manifolds, such as the tangent space. In the following, we review some of the required differential geometry concepts of the manifold of constant rank matrices. Theorem 2. [10] The set M (r) , consisting of all m × n real valued matrices of rank r, is a smooth submanifold of dimension (m + n − r)r embedded in R m×n . Moreover, let the SVD of the point X ∈ M (r) be X = UΣV T . Then, the tangent space of M (r) at X, denoted by T X M (r) , is defined as
Definition 8. The disjoint union of all tangent spaces is called tangent bundle. In the case of manifold M (r) , the tangent bundle is written as
To evaluate the convergence of any optimization algorithm, a metric should be considered. One rational and commonly used metric is introduced by the inner product. The inner product of the Euclidean space R m×n is defined as, A, B = tr A T B , where A, B ∈ R m×n . Now, by restricting the mentioned inner product to the tangent bundle T M (r) , the manifold M (r) turns into a Riemannian manifold. The deduced metric is denoted by either g X (ξ, η) or ξ, η X , whose entries are tangent vectors belonging to the tangent space at point X. In this case, the manifold is said to be endowed with the Riemannian metric g. Now, we define the concept of gradient on a Riemannian manifold which is a crucial ingradient of descent optimization approaches.
Definition 9. [16] Let f be a scalar valued function over the Riemannian manifold M (r) endowed with the metric g. Then, the gradient of f at point X ∈ M (r) denoted by gradf (X) is the unique element of the tangent space T X M (r) which satisfies the equality,
where Df (X)[ξ] denotes the directional derivative of f along ξ.
After finding the gradient of a function over a manifold, it is easy to derive the gradient of the mentioned function over any embedded submanifold as next proposition states. Proposition 1. [16] Letf be a function over the Riemannian manifoldM whose gradient at point X ∈M is shown by gradf (X), and f be the restriction off to the embedded submanifold M. Then, the gradient of f at point X ∈ M is obtained as gradf (X) = P X gradf (X),
where P X shows the orthogonal projection onto T X M.
By applying optimization methods, we would find points on the tangent spaces which may not lie on the desired manifold.
To map the obtained points to the manifold, the retraction function defined in the following is utilized. Definition 10. [16] Let R : T M → M be a smooth mapping and R X be the restriction of R to the tangent space T X M. Then, R is a retraction on the manifold M, provided that,
DR X (0 X ) = id TXM , where id TXM is the identity mapping on T X M.
One way to derive this retraction function is to use the metric projection defined as follows.
Definition 11.
[17] Let M be a manifold. Then, the metric projection retraction function R X : T X M → M; which maps X + ξ to the element Z ∈ M for a given element ξ ∈ T X M, is defined as
Considering Definition 11, the retraction on the manifold of constant rank matrices M (r) is to make all singular values equal to zero except the r largest ones. Note that when the number of nonzero singular values is less than r, there is no result for retraction and when the r th and (r + 1) th singular values are equal, retraction is not unique. These can be ignored due to the fact that retraction can be considered locally and not necessarily all over the tangent bundle.
III. MAIN RESULTS
To exploit self-expressivity for matrix completion, the intended matrix is supposed to be factorized as M = AZB T , where A ∈ R m×r , B ∈ R n×r and Z ∈ R r×r is unknown and full rank. We moreover assume that an inaccurate estimation of the basis B ∈ R n×r , denoted by B ′ , is available. Without loss of generality, we consider r ≤ m ≤ n, where r is the rank of M. Then, we define the following optimization problem:
where C 0 shows the number of non-zero elements of the matrix C, and along with conditions (11c) and (11d) promote the self expressive property of the desired matrix. Also, diag(·) is the diagonal of a matrix and λ shows the regularization parameter to compromise between the self expressive property and the completion error. The rationale behind minimizing C 0 is that each column of the self-expressive matrix X ought to be written as a linear combination of as few as possible of the other columns. This optimization problem is non-convex in the Euclidean space because of noncovexity of both objective function and the equality constraints (11b) and (11c). We saw in Section II that the equality constraint (11b) is addressing the manifold of constant rank matrices, M (r) .
As a result, we remove the equality constraint (11b) at this stage, and rewrite (11) over the manifold M (r) as
(12) Now, we propose an alternating minimization approach to solve (12) in two steps by fixing each variable in each step and minimizing over the other variable as follows:
where the subscript k + 1 stands for the (k + 1) th iteration. The first problem of (13) is a constrained optimization problem over the manifold M (r) for solving which we can use the following proposition to reduce it to an unconstrained problem over an embedded submanifold of M (r) . The second minimization problem is a constrained non-convex problem whose non-convexity is due to the term C 0 . It is wellknown that a convex surrogate for C 0 is C 1 , which is the l 1 -norm of a vector obtained by vectorizing C. Proposition 2. Let the set M (r)(C) contain the points X ∈ M (r) which satisfy the self-expressive property XC = X for a given C ∈ R n×n . Then, M (r)(C) is an embedded submanifold of dimension (m + n − r)r − q, where q is the rank of the matrix C − I and I is the identity matrix.
Proof. First, consider the function F C : M (r) → R m×n , so that for a given X ∈ M (r) , we can write F C (X) = X(C− I). This function is linear, and hence, a constant rank function whose rank is equal to the rank of the matrix C − I, say q. Now, it is enough to apply Theorem 1 for the point 0 ∈ R m×n . The point 0 ∈ R m×n does belong to F C (M (r) ) and F C is a function of constant rank q for any neighborhood of F −1 C (0). Therefore by Theorem 1,
, is a closed embedded submanifold of dimension (m + n − r)r − q as stated above.
Considering Proposition 2 and the mentioned l 1 -norm relaxation, (13) can be rewritten as
in which the second minimization problem is convex and can be easily solved using diverse convex optimization approaches. Also, the first minimization is an unconstrained manifold optimization problem whose objective function is differentiable. To solve (14a), it is easier to use the gradient descent method on manifolds which does not require some geometrical properties of manifolds such as affine connection (See Algorithm 1). For iterative solution of (14) , an appropriate initial point, say C 0 , should be selected so that the final result lies as close as possible to the global point. For this purpose, we utilize the available basis B ′ such that the matrix C 0 to be selected as the sparsest matrix which satisfies B ′T (C 0 −I) = 0 and diag(C 0 ) = 0. To elaborate on Algorithm 1, in Step 1, we calculate the gradient of the cost function over our proposed manifold. Step 2 evaluates the convergence of the optimization problem and Step 3 is addressing the Armijo backtracking procedure to find a reasonable step size [16] .
Step 4 retracts the updated point which lies on the tangent space to the manifold.
In Proposition 2, we presented a new manifold which is an embedded submanifold of the manifold of constant rank matrices. Now, we present the required geometrical properties of this submanifold to be able to apply Algorithm 1 for solving (14a). Proposition 3. Let X ∈ M (r)(C) , X = Um×rΣr×rV T n×r and h be a linear operator. Then, the gradient of the function f (X) = h(X) 2 F /2 over the Riemannian manifold M (r)(C) , defined in Proposition 2, is
where P T X M (r)(C) is the orthogonal projection onto the tangent space TXM (r)(C) defined as
for the orthogonal projections PV = VV T , PU = UU T , and PW = WW T . Moreover, W is a matrix whose columns are orthonormal vectors spanning the null space of (C − I) T and Im is the identity matrix of size m × m.
Proof. Consider the Proposition 1 and note that the manifold M (r)(C) is an embedded submanifold of the manifold M (r) and consequently an embedded submanifold of the Euclidean space R m×n . Also, considering the linearity of the operator h, it is easy to verify that the gradient of the function f (h(X)) = h(X) 2 F /2 over the Euclidean space R m×n is h(X). Now, we require to find the orthogonal projection to the tangent space TXM (r)(C) , which is performed in two steps. In the first step, we need the orthogonal projection operator onto the tangent space TXM (r) . By considering (6) , this operator can be written as PUZPV + (Im − PU)ZPV + PUZ(In − PV). In the second step, we should restrict the tangent vectors of the tangent space TXM (r) to the tangent space TXM (r)(C) . Because of the property XC = X, it is easy to show that a tangent vector ξ ∈ TXM (r)(C) should satisfy the property ξ(C − I) = 0. Therefore, in this step, we apply the orthogonal projection operator PW over any tangent vector of TXM (r) to construct a tangent vector belonging to TXM (r)(C) . Now, consider the retraction of X ′ = X + ξ to the manifold M (r)(C) , where X ∈ M (r)(C) and ξ ∈ TXM (r)(C) . We allege that the result of the metric projection in Definition 11 on the manifold M (r)(C) is easily obtained by the same procedure as that of M (r) , i.e., taking SVD and keeping the r largest singular values. Indeed, this rank-r approximation not only belongs to the manifold of rank-r matrices but also satisfies the self expressive property with respect to the expression matrix C, and hence, belongs to M (r)(C) . Let us verify satisfying the self expressive property by the rank-r approximation of X ′ . We know that X belongs to the null space of the row space of C − I, i.e., X(C − I) = 0. Therefore, by construction of ξ, X ′ belongs to this null space as well. Now, when the rank-r approximation, if exists, is a projection onto the null space of the row space of C − I, the result does satisfy the self expressive property with respect to the expression matrix C. Furthermore, the existence of the rank-r approximation dependes on the rank of X ′ which should be greater than or equal to r. Moreover, to have a unique result, we need in nonincreasing ordered singular values the r th singular value to be strictly greater than the (r + 1) th one. As mentioned in Section II, these are why the retraction cannot be defined all over the tangent bundle and should be considered locally. The convergence of Algorithm 1 is given in [16] .
IV. SIMULATION RESULTS
To validate the performance of the proposed optimization problem in (14) , we consider three different scenarios for matrix completion in presence of synthetic data. In all cases, it is assumed that M lies in a union of subspaces. To form B, we first generate S random ddimensional bases of R r and then generate Ns vectors, s = 1, ..., S, corresponding to each basis and concatenate them where S s=1 Ns = n. Also, we generate B ′ , as an approximation of B, by adding zero mean white Gaussian noise to B which we define this as the SNR of B ′ . Similarly, for the side information A, an approximation of A ′ is considered. The entries of the sampling operator PΩ are drawn from a binary distribution where 1 occurs with probability of p. In addition, for comparison purposes, the Normalized MSE (NMSE) and Residual Normalized MSE (RNMSE) criteria are defined as
where M shows the completed matrix of the partially observed matrix M.
In the first scenario, the NMSEs and RNMSEs are shown in Figs. 1 and 2 versus p = 0.25 to 0.9. To generate M, the parameters m, n, r, S and d are set to 20, 60, 12, 3 and 4, respectively, and all Ns are equal to 20. In this case, B ′ and A ′ are with the SNR of 20 and 10 dB, respectively. For comparison purposes, we have considered the methods in [14] and [15] developed based on side information as discussed in Section I and also the methods in [8] and [10] which have only contemplated low rankness of the matrix as the side information. As seen, our proposed method outperforms all the other methods for p > 0.3. The methods of [14] and [15] fail to truly complete the matrix, because they lean on noiseless matrices A and B as side information. Also, due to not using the side information in [8] and [10] , the methods fail to accurately complete M. It is worthy to note that the method of [10] , which works on the manifold of constant rank matrices, cannot truly complete the matrix, while our proposed method which works on an embedded submanifold of the manifold of constant rank matrices can perform more successfully. Also, from the figures, one can infer that even for high observation probabilities, a better RNMSE does not necessarily correspond to a better NMSE. For example, even thoguh the method of [10] offers a better RNMSE performance than that of our proposed method, it has a worse NMSE. Note that the NMSE is more reliable in revealing the performance of the matrix completion methods. In the second scenario, we examine the performance of the aforementioned MC methods for a fixed value of p = 0.4. Also, the SNR changes for B ′ from 5 to 100 dB and is set for A ′ to 10 dB. The rest of parameters are similar to the first scenario except r, S, and d which are equal to 15, 3, and 5, respectively. In the results shown in Figs. 3  and 4 , [8] and [10] have generated constant values for different SNRs due to not using side information. In contrast, the proposed algorithm yields lower NMSEs than those of the other methods for SNRs¿15 dB. In addition, for SNRs¿50 dB the RNMSE of our method is almost zero. Once again, the methods of [14] and [15] , offer no appealing results owing to leaning on noiseless matrices A and B.
In the last scenario, the impact of the rank of a matrix on the mentioned MC algorithms is evaluated. In this case, the parameters m, n, p, d and SNR of A ′ and B ′ are set to 20, 64, 0.3, 2, 5 dB and 15 dB, respectively. To produce matrices with different ranks, the values of S is taken between 2 to 10. Considering the values of d and S, it is deduced that the rank of the generated matrices would be 4, 6, 8, ..., 20. Also, note that the equality S s=1 Ns = 64 holds, e.g., for S = 6, the values of Ns are 9, 9, 9, 10, 13 and 14. To have smooth curves, 50 different runs have been averaged. As seen in Figs. 5 and 6, our proposed method like previous results outweighs the other MC methods. Once again, the results of [10] resemble ours in RNMSEs, but is completely different in NMSEs; which is due to not utilizing the existing side information in [10] . Also, our method performs well for high rank matrices even for the full rank case of r = 20. Note that while the methods of [14] and [15] only perform better for higher rank matrices, our method can more widely yield promising results for all the ranks.
V. CONCLUSION
We considered the problem of matrix completion with the assumption that the column (or row) space of the matrix lies in a union of low dimensional subspaces which is called the self-expressive property. A non-convex MC problem was defined by addressing both constant rank constraint and the self-expressive property. Then, by developing an alternating minimization approach, our problem was split into two non-convex problems where the first one was relaxed to a convex problem. For the second problem, we proved that the self expressive property can be employed to construct embedded submanifold of the manifold of constant rank matrices, and proposed a manifold optimization problem. Simulation results confirmed that our proposed method outperforms the existing MC methods. In spite of most of related methods which incorporate accurate side information, our method only requires perturbed side information. 
