Abstract. The frequency of occurrence of "locally repeated" values of arithmetic functions is a common theme in analytic number theory, for instance in the Erdős-Mirsky problem on coincidences of the divisor function at consecutive integers, the analogous problem for the Euler totient function, and the quantitative conjectures of Erdős, Pomerance and Sarkőzy and of Graham, Holt and Pomerance on the frequency of occurrences. In this paper we introduce the corresponding problems in the setting of polynomials over a finite field, and completely solve them in the large finite field limit.
Introduction
The frequency of occurrence of "locally repeated" values of arithmetic functions is a common theme in analytic number theory. For instance, the famous Erdős-Mirsky problem asked to show that there are infinitely many integers n for which d(n) = d(n + 1), where d(n) is the divisor function; and the number of such occurrences was the subject of a series of papers of Erdős, Pomerance and Sarkőzy. One can replace the divisor function d(n) by the number ω(n) of distinct prime divisors of n; the problems turn out to be closely related. Replacing d(n) by the Euler totient function ϕ(n) leads to somewhat different problems. These questions have generated a large body of literature (some described below), with several open conjectures. In this paper we introduce the corresponding problems in the setting of polynomials over a finite field, and completely solve them in the large finite field limit.
1.1. The problem of Erdős and Mirsky. We begin with an account of the state of the art for the problems over the integers.
The problem of Erdős and Mirsky [4] is to show that there are infinitely many integers n such that d(n) = d(n + 1) where d(n) is the number of divisors of n. This was proved by Heath-Brown [10] following an idea in Spiro's Ph.D. thesis [16] , who showed that d(n) = d(n + 5040) has infinitely many solutions, and Pinner [13] showed that for any k ≥ 1, there are infinitely many integers n with d(n) = d(n + k). We now know much more, for instance Graham, Goldston, Pintz and Yildirim [8] show that there are infinitely many n's so that both n and n + 1 have prime factorizations of the form p 2 1 p 2 p 3 p 4 with p j distinct primes, hence d(n) = 24 = d(n + 1). The same problem arises for other arithmetic functions, such as Ω(n), the number of all prime divisors of n [10] , or ω(n), the number of distinct prime divisors of n [15] . One can also ask about multiple shifts, for instance are there infinitely many solutions of
of which nothing is currently known.
The quantitative aspect of the problem is to find the asymptotic of S α (x) := # n ≤ x : α(n) = α(n + 1)
where α = d, ω, Ω, and likewise for any shift. Erdős, Pomerance and Sarkőzy [5] conjectured that the order of magnitude is given by
They proved an upper bound S α (x) ≪ x/ √ log log x of the correct order of magnitude [6] and there is a lower bound which is not far from the upper bound S α (x) ≫ x/(log log x) 3 , due to Hildebrand [11] . One can more generally ask for the asymptotic frequency of coincidences of any number of shifts, that is given any distinct integers a 1 , . . . , a r , for S α (a 1 . . . , a r ; x) := # n ≤ x : α(n + a 1 ) = · · · = α(n + a r ) and using the same heuristic as in [5] , namely that the shifts are statistically independent, combined with the Erdős-Kac theorem, one is led to conjecture that
x (log log x) (r−1)/2 1.2. Locally repeated value of the Euler totient function. Given a nonzero integer k ≥ 1, it was conjectured in [5] that there are infinitely many integers n for which ϕ(n) = ϕ(n + k). This is not known for any value of k. Let P (k, x) be the number of such integers n ≤ x:
For instance, when x = 10 8 , we have [9] P (1, 10 8 ) = 306, P (2, 10 8 ) = 125986, P (3, 10 8 ) = 2, P (4, 10
In [5, 9] it is shown that P (k, x) = o(x) for any k ≥ 1.
There is a significant difference between k being even or odd, due to the ability to find solutions to the problem when k is even: Leo Moser [12] observed that for integers of the form n = 2(2p − 1) where p is a prime such that 2p − 1 is also prime, then ϕ(n) = 2p − 2 = ϕ(4p) = ϕ(n + 2), and Schinzel [14] extended this observation to the family n = k(2p−1) where p is a prime for which 2p − 1 is also prime, and both are coprime to k. Therefore assuming a suitable quantitative version of the twin prime conjectures gives at least ≫ x/(log x) 2 solutions when k is even. However, when k is odd, we have a smaller upper bound
It is also conjectured [5] that for any k ≥ 1, there is a lower bound of
Graham, Holt and Pomerance [9] systematized these observations and used them to conjecture that for k even,
. is the twin prime constant, and
where the sum is over all j's so that j and j + k have the same prime factors, and the product is over primes p > 2 dividing jk(
One can more generally ask the same question for multiple shifts, and to replace the Euler totient function ϕ by the sum-of divisors function σ(n) = d|n d.
1.3.
The problem of Erdős and Mirsky over F q [T ] . Let F q be a finite field of q elements, and F q [T ] the ring of polynomials with coefficients in F q . For n ≥ 0 let M n ⊂ F q [T ] be the set of monic polynomials of degree n. Let α be an arithmetic function, that is a complex-valued function on the set of monic polynomials. For each finite field F q , we are given r distinct polynomials a 1 , . . . , a r ∈ F q [T ] of degree < n. We want to compute the probability that α(f + a 1 ) = · · · = α(f + a r ) for random f ∈ M n , as q → ∞. That is, setting
. We treat the case when the arithmetic function α is such that for squarefree f , the value α(f ) depends univalently on the number ω(f ) of distinct prime (monic irreducible) divisors of f , that is for squarefree f, g ∈ M n , α(f ) = α(g) if and only if ω(f ) = ω(g). Examples are: Ω(f ) the number of all prime divisors, d(f ) the number of monic divisors of f , and more gener-
q }, the number of ways of factoring f as a product of k factors.
The result is
If we make the translation X ↔ q n , log x ↔ n then we see that we have an analogue for the conjecture (1) of Erdős, Pomerance and Sarkőzy (including the same constant).
We prove Theorem 1.1 in two steps: For a permutation σ ∈ S n on n letters, let ω n be the number of (disjoint) cycles of σ. We set
which is the probability that r random permutations on n letters all have the same number of cycles. Theorem 1.2. For any n ≥ 1, there is some c r,n > 0 so that for any choice of distinct a 1 , . . . , a r ∈ F q [T ], with max j deg a j < n, S ω ( a; n, q) − E r (n)q n ≤ c r,n q n−1/2 .
Our key tool for this is the independence of cycle structure for shifted polynomials [1] , see Theorem 2.1.
We then show that:
(the case r = 2 is due to Wilf [17] ) which will prove Theorem 1.1.
Locally repeated values of
, the number of invertible residues modulo f . Fix r ≥ 2. Given r distinct polynomials
Given a permutation σ ∈ S n , one says that the cycle structure of σ is (λ 1 , . . . , λ n ) if σ has λ i cycles of length i (the notation λ = (1 λ 1 2 λ 2 . . . n λn ) is also used in the literature). Thus n = i iλ i , and the number of cycles is ω(σ) = i λ i . Let W r (n) be the probability that r random permutations on n letters have the same cycle structure and
We have
This is in analogy with the conjecture (3), once we use the dictionary x ↔ q n = X, and log x ↔ n = log q X.
The same result holds if we replace ϕ with any arithmetic function α for which there is q n so that if f, g ∈ M n ⊂ F q [T ] are both squarefree, then for all q > q n , α(f ) = α(g) is equivalent to f and g having the same cycle structure: λ(f ) = λ(g). Examples are the sum-of-divisors function σ(f ) = d|f |d| (the sum over monic divisors), where
We prove Theorem 1.3 in two steps. First, we fix n, and show:
It remains to asymptotically evaluate W r (n). This was done by Flajolet et al [7, §4.2] for r = 2 (see also [3] ). In § 4.3 we sketch an adaptation of their method for general r, and show:
W r (n) ∼ A r n r , as n → ∞ . Thus we obtain Theorem 1.3. Appendix A, by Ron Peled gives a completely different, self-contained, proof of (5).
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2.1. Background on polynomial arithmetic. For a polynomial f ∈ F q [T ] of positive degree n = deg f , the cycle structure is λ(f ) = (λ 1 , . . . , λ n ) if in the decomposition of f into primes (monic irreducibles) f = c j P j , c ∈ F × q , there are exactly λ i primes of degree i. A simple extension of the Prime Polynomial Theorem states that given a partition λ ⊢ n (so that i iλ i = n), the number of monic polynomials f ∈ M n with cycle structure equal to λ is (6) #{f
where p(λ) is the probability that a random permutation on n letters has cycle structure λ, which by Cauchy's formula is given by:
The number of squarefree f ∈ M n is q n (1 − 1 q ) for n ≥ 2, and hence if a 1 , . . . , a r ∈ F q [T ] all have degree less than n, then as q → ∞, for all but O(q n−1 ) polynomials f ∈ M n , all of f + a 1 , . . . , f + a r are squarefree.
For f ∈ F q [T ] of positive degree, let ω(f ) be the number of distinct prime divisors of f . Let α be an arithmetic function such that α(f ) depends only on ω(f ) if f is squarefree, and that the dependence is 1-to-1, that is for squarefree f and g, we have α(f ) = α(g) if and only if ω(f ) = ω(g). Examples are Ω(f ), the number of all prime divisors, d(f ), the number of all (monic) divisors, and more generally d k (f ), the number of all ways of writing f (assumed monic) as a product of k monic polynomials (so d = d 2 ):
For such α, if all of f + a 1 , . . . f + a r are squarefree (which happens for all but O r (q n−1 ) of the f ∈ M n ), then
Thus for such α,
and so in the sequel we may take α = ω. Our fundamental tool going beyond (6) is the independence of cycle structure for shifted polynomials [1, Theorem 1.4]: Theorem 2.1. For fixed positive integers n, r and partitions
, uniformly for all distinct polynomials a 1 , . . . , a r ∈ F q [t] of degrees deg(a i ) < n, as q → ∞.
2.2.
Proof of Theorem 1.2. For a permutation σ ∈ S n on n letters, let ω n be the number of cycles of σ, and G k (n) be the probability that a permutation on n letters has k cycles:
Note that ω(f ) may be written in terms of the cycle structure λ(f ) = (λ 1 , . . . , λ n ) of f as ω(f ) = ω n (λ(f )) = n j=1 λ j , the number of parts of λ(f ) (we had earlier used ω n (σ) for the number of cycles in a permutation σ). Thus
where the inner sum is over all r-tuples of partitions of n with the same number of parts: ω n (λ (j) ) = k. Using independence of cycle structures of f +a 1 , . . . , f +a r (Theorem 2.1), we obtain
and hence
as q → ∞.
We know that the cycle structure of polynomials of degree n in F q [T ] is modeled by that of random permutations on n letters (6):
and plugging that in will give
which proves Theorem 1.2.
Coincidences of shifted values of
3.1. Proof of Theorem 1.4. We notice that if f is squarefree, then ϕ(f ) only depends on q and on the cycle type of f : If f = P i is a product of distinct primes, with cycle type λ(f ) = (λ 1 , . . . , λ n ), meaning that it is divisible by exactly λ j primes of degree j, so that
We define a function Φ(λ; z) on partitions λ ⊢ n by the above recipe, namely
Likewise, for the sum-of-divisors function σ(f ) = d|f |d|, if f = P i is a product of distinct primes, with cycle type λ(f ) = (λ 1 , . . . , λ n ), then
where for a partition λ ⊢ n, we set
Both Φ(λ; z) and Σ(λ; z) are polynomials with integer coefficients, with constant term 1, with all zeros being roots of unity.
Lemma 3.1. If λ = λ ′ are distinct partitions of n, then i) the polynomials Φ(λ; z) and Φ(λ ′ ; z) are distinct. ii) There is some ǫ n > 0 so that for all 0 < |z| < ǫ n ,
The same conclusions hold for Σ(λ; z).
(1 − z j ) b j with nonnegative integers a j , b j and A(z) = B(z) as polynomials, we want to show that a j = b j for all j. We compare logarithmic derivatives (we set a i = 0 = b i if i > n):
and likewise for B. Therefore for all m ≥ 1:
In particular taking m = 1 gives a 1 = b 1 . Now we assume by induction that a i = b i for i < I, then (8) for m = I gives
and the inductive hypothesis gives a I = b I . The proof for S(λ; z) is similar. ii) By part (i), the difference polynomial F λ,λ ′′ (z) := Φ(λ; z) − Φ(λ ′ ; z) is not the zero polynomial if n > 1. It is a polynomial of degree ≤ n − 1, which vanishes at the origin, since the original polynomials have the same constant term (equal to 1). Its other zeros are bounded away from the origin, hence part (ii).
Given distinct a 1 , . . . , a r ∈ F q [T ] with deg a j < n, we define for an r-tuple λ = (λ (1) , . . . λ (r) ) of partitions λ (j) ⊢ n, a function R( λ; n, q; a)
where the sum is finite, as there are a finite number (depending on n) of partitions λ ⊢ n. By Lemma 3.1(ii), there is some q n ≫ 1 so that for all q > q n , if λ = λ ′ ⊢ n then Φ(λ; 1/q) = Φ(λ ′ ; 1/q). Hence for q > q n , we have that the only contribution to the outer sum in (9) is the diagonal term λ (1) = · · · = λ (r) :
S ϕ ( a; n, q) = λ⊢n R((λ, . . . , λ); n, q; a) + O(q n−1 ) .
Now we use independence of cycle structures (Theorem 2.1) to write
R((λ, . . . , λ); n, q; a) = # f ∈ M n : λ(f + a 1 ) = λ, . . . , λ(f + a r ) = λ f + a 1 , . . . , f + a r squarefree = q n #{f ∈ M n : λ(f ) = λ} q n r + O(q n−1/2 ) (uniformly in a). By (6),
where p(λ) is the probability that a random permutation on n letters has cycle structure λ. Hence we find that uniformly in a,
Now note that
is the probability that an r-tuple of random permutations in S n have the same cycle structure, that is
(uniformly in a). This proves Theorem 1.4. The case of the sum-of-divisors function is identical.
3.2.
Discussion. The crux of the argument is that we are given an arithmetic function α for which, there is q n > 1 so that if f, g ∈ M n are both squarefree, then α(f ) = α(g) is equivalent to f and g have the same cycle structure:
More generally, consider an arithmetic function α such that for squarefree f, g ∈ M n , satisfies: For q > q n , α(f ) = α(g) if and only if f and g have the same cycle structure: λ(f ) = λ(g). Examples are ϕ, σ, and more generally σ s (f ) = d|f |d| s .
For such α, given a 1 , . . . , a r ∈ F q [T ] all of degree less than n, for all f ∈ M n such that f + a 1 . . . , f + a r are all squarefree, we have
and therefore S α ( a; n, q) = S ϕ ( a; n, q) + O n,r (q n−1 ) which makes the argument go through.
Random permutation theory
In this section we will prove (4) and (5). For both, the case r = 2 is known and we verify that similar arguments work in general. 
The case r = 2 can be found in the preprint [17] .
Proof. Let f n (t) := E(e itωn ) be the characteristic function of ω n , which, by definition, has Fourier expansion
Now note that E r (n) = (f n * . . . * f n )(0) with convolution given by
Indeed, the convolution has Fourier coefficients
so that the Fourier expansion of the r-fold convolution f n * . . . * f n is
whose value at x = 0 is k n) r = E r (n).
As n → ∞, f n (t) is asymptotic to
e log n(e it −1) =: g log n (t) .
Indeed, we have
and hence the generating function F (z, t) = n≥0 f n (t)z n is given by
so that f n (t) is the n-th Taylor coefficient of F (z, t) = (1 − z) −e it . The n-th Taylor coefficient of (1 − z) −w is asymptotic to
, n → ∞ which gives (10) . Therefore
This will give our claim E r (n) ∼ cr (log n) (r−1)/2 .
Proof of Lemma 4.2.
where we set t r = −(t 1 + · · · + t r−1 ) .
Outside of the cube {(max
is very rapidly decreasing. So we have
For |t| < L −0.4 we may write
Hence in this small cube,
where
It remains to determine the Gaussian integral. This is precisely the r-fold convolution of e −u 2 with itself (convolution over R):
Using Fourier inversion, this equals
Now the Fourier transform of e −u 2 is
√ r = 1 (2π) (r−1)/2 √ r concluding the proof.
4.3.
Random permutations with the same cycle structure: Proof of (5). Let W r (n) be the probability that r random permutations on n letters have the same cycle structure. Arguing as in [7, §4.2] (who treat the case r = 2, for which a completely different argument is also given in [3] ) shows that (11) W r (n) ∼ A r n r , as n → ∞ where
is the generalized hypergeometric function. Thus we evaluate Indeed, the generating function of the probability that r random permutations share the same cycle structure is
and so
is the polylogarithm function. The expansion converges in the unit disk |z| < 1, and the dominant singularity on the unit circle |z| = 1 is at z = 1, where
By the argument of [7] , the n-th coefficient in the expansion of W (r) (z)/W (r) (1) at z = 0 is asymptotic to that of
n r , n → ∞ which is the claimed result.
Appendix A. Permutations with the same cycle structure by Ron Peled
For integer n ≥ 1, a vector λ = (λ 1 , . . . , λ n ) of non-negative integers is said to be a partition of n, denoted λ ⊢ n, if n j=1 jλ j = n. The cycle structure of a permutation on n letters is the partition of n given by λ = (λ 1 , . . . , λ n ), where λ j is the number of cycles of length j.
Let W r (n) be the probability that r uniformly random and independent permutations on n letters have the same cycle structure. Define also W r (0) := 1. In this section we prove that Theorem A.1. For r ≥ 2 integer, W r (n) ∼ A r n r , n → ∞ where
Fix an integer r ≥ 2. Cauchy's formula says the probability that a uniformly sampled permutation on n letters has cycle structure λ is
We denote by ω n (λ) the number of cycles in λ:
and by T (λ) the length of the longest cycle:
T (λ) := max (j : λ j = 0) .
(log 2 is the base 2 logarithm) and from the set of cycle structures λ ⊢ n we form three subsets:
and likewise for Σ B , Σ C . We claim that A ∪ B ∪ C exhausts all cycle structures λ ⊢ n. Indeed, note that λ ⊢ n means j jλ j = n, and the sum takes place only over j ≤ T (λ) by definition. Hence
so that λ ∈ B ∪ C. Note that we omitted the requirement that ω n (λ) ≤ L from C, so we do not get a disjoint union: C ∩ A = ∅. Nonetheless, we have
and we will see that the dominant contribution to W r (n) for large n will be from Σ C .
Lemma A.1. For n ≥ 1,
(where the factor 2 is only needed when j = 1 and 1 ≤ λ 1 ≤ 3). Therefore
from which we deduce, using (13) and the definition of L, that
Proof. Note that for λ ∈ C, if t = T (λ) ≥ n − a, then since a < n/2 there is a unique cycle of length t. Thus
withλ a partition of n−t, and then p(λ) = p(λ)· 1 t by Cauchy's formula (12) (where for t = n,λ is empty and we define p(λ) := 1). Hence
(recalling that W r (0) = 1). Changing variables to m = n − t gives our statement.
We next want to use induction to give upper bounds for W r (n) and an asymptotic bound for Σ B .
Lemma A.3. There is a constant C r > 0 so that for all n ≥ 1,
In addition
Proof. Fix an integer N r ≥ 1 for which (recalling that r ≥ 2) Let C r > 0 be a sufficiently large constant, satisfying several lower bounds imposed below. We take C r ≥ (N r ) r so that (15) is satisfied for 1 ≤ n ≤ N r , as W r (n) ≤ 1 for all n. Let k > N r and assume by induction that (15) holds with 1 ≤ n < k. We proceed to establish (15) with n = k. To this end, we first give upper bounds for Σ A (k), Σ B (k) and Σ C (k).
By Lemma A.1, using that 3(r − 1) > r and taking C r ≥ 3, Using the induction hypothesis for n = k − t we obtain
where we substituted the definition of a(k) and applied (17) . C r k r .
Finally, applying (14) and substituting (18), (19) and (20) we conclude that W r (k) ≤ Σ A (k) + Σ B (k) + Σ C (k) ≤ C r k r . finishing the proof by induction of (15) .
To see (16) , note that as the bound (19) is now verified for all large k and as r ≥ 2, we have
We are now in position to obtain the asymptotics of Σ C : since (n − m) r ∼ n r uniformly for 0 ≤ m ≤ a = o(n). We now extend the sum, using our upper bound (15) and the fact that a(n) → ∞, and obtain (21).
We can now prove Theorem A.1: By (14), W r (n) = Σ C + O Σ A + Σ B ∼ A r n r using (21), Lemma A.1 (recalling that r ≥ 2 so that 3(r − 1) > r) and (16) .
