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COLOMBEAU GENERALIZED GEVREY ULTRADISTRIBUTIONS AND
THEIR MICROLOCAL ANALYSIS
KHALED BENMERIEM AND CHIKH BOUZAR
Abstract. The purpose of this paper is to construct and to study algebras of generalized Gevrey
ultardistributions. We define the generalized Gevrey wave front and give its main properties. As a
fundamental application, the well known Ho¨rmander’s theorem on the product of two distributions
is extended to the case of generalized Gevrey ultradistributions
1. Introduction
The nonlinear theory of generalized functions initiated by J. F. Colombeau, [4] and [5], in
connection with the problem of multiplication of Schwartz distributions [25], has been developed
and applied in nonlinear and linear problems, [3], [6], [21] and [20]. The recent book [10] gives
further developments and applications of Colombeau generalized functions. Some methods of
constructing algebras of generalized functions of Colombeau type are given in [1] and [19]. The
proceedings [7] and [13] present different results on nonlinear analysis of Colombeau generalized
functions.
Ultradistributions, important in theoretical as well applied fields, see [17], [18] and [24], are
natural generalization of Schwartz distributions, so it is natural to search for algebras of generalized
functions containing ultradistributions, to study and to apply them. This is the purpose of this
paper.
We first introduce algebras of generalized Gevrey ultradistributions, such a question is considered
in the only papers [12], [23] and [8]. We then develop a Gevrey microlocal analysis suitable for these
algebras in the spirit of [14], [24] and [20]. Finally, we give an application through a generalization
of Ho¨rmander’s theorem on the wave front of the product of two distributions, this is also an
extension of the result of [15].
The algebras Gs (Ω) of generalized Gevrey ultardistributions are represented by nets of smooth





where Esm(Ω) is the space of (fε)ε ∈ C
∞ (Ω)]0,1[ satisfying for every compact subset K of Ω, ∀α ∈
Zn+, ∃C > 0, ∃k > 0, ∃ε0 ∈ ]0, 1[ ,






, ∀x ∈ K, ∀ε ≤ ε0 ,
and N s (Ω) is the space of (fε)ε ∈ C
∞ (Ω)]0,1[ satisfying for every compact K of Ω,∀α ∈ Zn+, ∃C >
0, ∀k > 0, ∃ε0 ∈ ]0, 1[ ,






, ∀x ∈ K, ∀ε ≤ ε0
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We show that Gs (Ω) contains the space of Gevrey ultradistibutions of order (3s − 1), and the





The Gevrey microlocal analysis in the framework of the algebra Gs(Ω) consists first in introducing
the algebra of regular generalized Gevrey ultradistributions Gs,∞(Ω) and the proof of the following
fundamental result
(4) Gs,∞(Ω) ∩ E ′3s−1(Ω) = D
s(Ω)
Then, we define the generalized Gevrey wave front of f ∈ Gs (Ω), denoted WF sg (f), and give its
main properties.
Finally, we give an application of this generalized Gevrey microlocal analysis. The product
of two generalized Gevrey ultradistributions always exists, but there is no final description of the
generalized wave front of this product. This problem is also still posed in the Colombeau algebra of
generalized functions. In [15], the well-known Ho¨rmander’s result on the wave front of the product
of two distributions, has been extended to the case of two Colombeau generalized functions. We
show this result in the case of two generalized Gevrey ultradistributions, namely we obtain the
following theorem.
Theorem 1. Let f, g ∈ Gs (Ω), satisfying ∀x ∈ Ω,




WF sg (fg) ⊆
(




∪WF sg (f) ∪WF
s
g (g)
2. Generalized Gevrey ultrdistributions
According to the construction of Colombeau algebras of generalized functions, we introduce an
algebra of moderate elements and its ideal of null elements depending on the Gevrey order s > 1.
Definition 1. The space of moderate elements, denoted Esm (Ω) , is the space of (fε)ε ∈ C
∞ (Ω)]0,1[
satisfying for every compact subset K of Ω, ∀α ∈ Zn+, ∃C > 0, ∃k > 0, ∃ε0 ∈ ]0, 1[ , such that






, ∀x ∈ K, ∀ε ≤ ε0
The space of null elements, denoted N s (Ω) , is the space of (fε)ε ∈ C
∞ (Ω)]0,1[ satisfying for every
compact K of Ω,∀α ∈ Zn+, ∃C > 0, ∀k > 0, ∃ε0 ∈ ]0, 1[ , such that






, ∀x ∈ K, ∀ε ≤ ε0
The main properties of the spaces Esm (Ω) and N
s (Ω) are given in the following proposition.
Proposition 2. 1) The space of moderate elements Esm (Ω) is an algebra stable by derivation.
2) The space N s (Ω) is an ideal of Esm (Ω) .
Proof. 1) Let (fε)ε , (gε)ε ∈ E
s
m (Ω) and K be a compact of Ω, then ∀β ∈ Z
n
+, ∃C1 = C1 (β) >
0, ∃k1 = k1 (β) > 0, ∃ε1β ∈ ]0, 1[ such that ∀x ∈ K, ∀ε ≤ ε1β,
(7)
∣∣∂βfε (x)∣∣ ≤ C1 exp (k1ε− 12s−1)
∀β ∈ Zn+, ∃C2 = C2 (β) > 0, ∃k2 = K2 (β) > 0, ∃ε2β ∈ ]0, 1[, such that ∀x ∈ K, ∀ε ≤ ε2β,
(8)
∣∣∂βgε (x)∣∣ ≤ C2 exp(k2ε− 12s−1)
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Let α ∈ Zn+, then






) ∣∣∂α−βfε (x)∣∣ ∣∣∂βgε (x)∣∣


































C1 (α− β)C2 (β) = C (α) ,
i.e. (fεgε)ε ∈ E
s
m (Ω).
It is clear, from (7) that for every compact K of Ω, ∀β ∈ Zn+, ∃C1 = C1 (β + 1) > 0, ∃k1 =
k1 (β + 1) > 0, ∃ε1β ∈ ]0, 1[ such that ∀x ∈ K, ∀ε ≤ ε1β,∣∣∂β (∂fε) (x)∣∣ ≤ C1 exp (k1ε− 12s−1) ,
i.e. (∂fε)ε ∈ E
s
m (Ω) .
2) If (gε)ε ∈ N
s (Ω) , for every K compact of Ω, ∀β ∈ Zm+ , ∃C2 = C2 (β) > 0, ∀k2 > 0, ∃ε2β ∈
]0, 1[ ,






, ∀x ∈ K, ∀ε ≤ ε2β





















































C1 (α− β)C2 (β) = C (α) ,
which shows that (fεgε)ε ∈ N
s (Ω) 
Remark 1. The algebra of moderate elements Esm (Ω) is not necessary stable by s−ultradifferentiable
operators.
Definition 2. The algebra of generalized Gevrey ultradistributions of order s > 1, denoted Gs (Ω) ,
is the quotient algebra
(10) Gs (Ω) =
Esm (Ω)
N s (Ω)
Remark 2. We have N s (Ω) ⊂ N (Ω) ⊂ Em (Ω) ⊂ Esm (Ω) , where N (Ω) is the Colombeau algebra
of null elements and Em (Ω) the Colombeau algebra of moderate elements.
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Some local properties of the algebra Gs (Ω) can be studied thanks to the algebra of generalized
complex numbers Cs.
3. Embedding of Gevrey ultradistributions
We recall some definitions and results on Gevrey ultradistributions, see [17], [18] or [24].
Definition 3. A function f ∈ Es (Ω) if f ∈ C∞ (Ω) and for every compact subset K of Ω,
∃c > 0, ∀α ∈ Zm+ ,
(11) sup
x∈K
|∂αf (x)| ≤ c|α|+1 (α!)s
Obviously we have Et (Ω) ⊂ Es (Ω) if 1 ≤ t ≤ s. It is well known that E1 (Ω) = A (Ω) is the
space of all real analytic functions in Ω and if we denote by Ds (Ω) the space Es (Ω) ∩ C∞0 (Ω) ,
then Ds (Ω) is non trivial if and only if s > 1. The topological dual of Ds (Ω) , denoted D′s (Ω) , is
called the space of Gevrey ultradistributions of order s. The space E ′s (Ω) is the topological dual
of Es (Ω) and is identified with the space of Gevrey ultradistributions with compact supports.




γ is called an ultradiffer-
ential operator of class s or s-ultradifferential operator, if for every h > 0 there exists c > 0 such
that ∀γ ∈ Zm+ ,
(12) |aγ | ≤ c
h|γ|
(γ!)s
The importance of s-ultradifferential operator is in the following result.


















The space S(s), s > 1, see [11], is the space of functions ϕ ∈ C∞ (Ω) such that ∀b > 0, we have






|∂αϕ (x)| dx <∞
Lemma 4. There exists a φ ∈ S(s) satisfying∫
φ (x) dx = 1 and
∫
xαφ (x) dx = 0, ∀α ∈ Zm+\{0}
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Proof. For an example of function φ ∈ S(s) satisfying these conditions, take the Fourier transform
of a function of the class D(s) (Ω) equals 1 in neighborhood of the origin. Here D(s) (Ω) denotes
the projective Gevrey space of order s, i. e. D(s) (Ω) = E(s) (Ω) ∩ C∞0 (Ω) , where f ∈ E
(s) (Ω) , if
f ∈ C∞ (Ω) and for every compact subset K of Ω,∀b > 0, ∃c > 0, ∀α ∈ Zm+ ,
(15) sup
x∈K
|∂αf (x)| ≤ cb|α| (α!)s

Definition 5. The net φε = ε
−mφ (./ε) , ε ∈ ]0, 1[ , where φ satisfies the Lemma, is called a net of
mollifiers.
The space Es (Ω) is embedded into Gs (Ω) by the standard canonical injection
I : Es (Ω)→ Gs (Ω)
f → [f ] = cl (fε) ,
where fε = f , ∀ε ∈ ]0, 1[.
The following proposition gives the natural embedding of Gevrey ultradistributions into Gs (Ω) .
Theorem 5. The map
(16)
J : E ′3s−1 (Ω)→ G
s (Ω)



































Let α ∈ Zm+ , then










From (12) and the inequality
(18) (β + α)!t ≤ 2t|β+α|α!tβ!t, ∀t ≥ 1,
we have, ∀h > 0, ∃c > 0, such that


























b|γ+α| (γ + α)!s
dy,
6 KHALED BENMERIEM AND CHIKH BOUZAR


































Suppose that (T ∗ φε)ε ∈ N
s (Ω) , then for every compact L of Ω, ∃C > 0, ∀k > 0, ∃ε0 ∈ ]0, 1[ ,






, ∀x ∈ L, ∀ε ≤ ε0
Let χ ∈ D3s−1 (Ω) and χ = 1 in neighborhood of K, then ∀ψ ∈ E3s−1 (Ω) ,
〈T, ψ〉 = 〈T, χψ〉 = lim
ε→0
∫
(T ∗ φε) (x)χ (x)ψ (x) dx
Consequently, from (20), we obtain∣∣∣∣∫ (T ∗ φε) (x)χ (x)ψ (x) dx∣∣∣∣ ≤ C exp (−kε− 12s−1) , ∀ε ≤ ε0,
which gives 〈T, ψ〉 = 0 
Remark 3. We have C (α) = α!3s−1σb,s (φ)Mc in (19).
In order to show that the following diagram of embeddings
Ds (Ω) → Gs (Ω)
ց ↑
E ′3s−1 (Ω)
is commutative, we have to prove the following fundamental result.
Proposition 6. Let f ∈ Ds (Ω) and (φε)ε be a net of mollifiers, then(
f − (f ∗ φε)/Ω
)
ε
∈ N s (Ω)
Proof. Let f ∈ Ds (Ω) , then there exists a constant C > 0, such that
(21) |∂αf (x)| ≤ C |α|+1α!s, ∀α ∈ Zm+ , ∀x ∈ Ω
Let α ∈ Zm+ , the Taylor formula and the properties of φε give






∂α+βf (ξ)φ (y) dy,
where x ≤ ξ ≤ x+ εy. Consequently, for b > 0, we have
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Let k > 0 and T > 0, then





































hence, taking 2sk2s−1bTC ≤ 1
2a
, with a > 1, we obtain









































2s−1 , ∀ε ≤ ε0,





























































if we choose ln a > 1. Finally, from (22), we have







i.e. f ∗ φε − f ∈ N s (Ω) 
From the proof, see (22), we obtained in fact the following result.
Corollary 7. Let f ∈ Ds (Ω), then for every compact K of Ω, ∃C > 0, ∀α ∈ Zm+ , ∀k > 0, ∃ε0 ∈
]0, 1[ , ∀x ∈ K, ∀ε ≤ ε0 ,
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Let Ω′ be an open subset of Ω and let f = (fε)ε +N
s (Ω) ∈ Gs (Ω), the restriction of f to Ω′,






+N s (Ω′) ∈ Gs (Ω′)
One can easily prove that the functor Ω→ Gs (Ω) defines a presheaf in the same way as in the case
of the algebra of Colombeau generalized functions G (Ω), see for example [10]. Consequently, we
introduce the support of f ∈ Gs (Ω), denoted suppgf, as the complement of the largest open set U
such that f/U = 0.
Definition 6. The space of elements of Gs (Ω) with compact supports is denoted Gsc (Ω) .
It is not difficult to prove the following result.
Proposition 8. 1) The space Gsc (Ω) is the space of f = cl (fε)ε ∈ G
s (Ω) satisfying, ∃K a compact
subset of Ω, ∃ε0 ∈ ]0, 1[,∀ε ∈ ]0, ε0[ , suppfε ⊂ K.
2) Let f = cl (fε)ε ∈ G
s
c (Ω) , then ∃C > 0, ∃k1 > 0, ∃ε0 > 0, ∀k2 > 0, ∀ξ ∈ R
m, ∀ε ≤ ε0,
(27)
∣∣∣f̂ε (ξ)∣∣∣ ≤ C exp (k1ε− 12s−1 + k2 |ξ| 1s)
4. Regular generalized Gevrey ultradistributions
To develop a local or microlocal analysis with respect to a ”good space of regular elements” one
needs first to define these regular elements, then the notion of singular support and its microlocal-
isation.
Definition 7. We define Es,∞m (Ω) the space of regular elements as the space of (fε)ε ∈ (C
∞ (Ω))]0,1[
satisfying, for every compact subset K of Ω, ∃C > 0, ∃k > 0, ∃ε0 ∈ ]0, 1[ , ∀α ∈ Zn+, ∀x ∈ K, ∀ε ≤
ε0,







Proposition 9. 1) The space Es,∞m (Ω) is an algebra stable by the action of s-ultradifferential
operators.
2) The space N s∗ (Ω) := N
s (Ω) ∩ Es,∞m (Ω) is an ideal of E
s,∞
m (Ω) .
Proof. 1) Let (fε)ε , (gε)ε ∈ E
s,∞
m (Ω) and K be a compact of Ω, then ∃c1 > 0, ∃k1 > 0, ∃ε1 ∈ ]0, 1[
such that ∀x ∈ K, ∀α ∈ Zm+ , ∀ε ≤ ε1β,









We have also ∃c2 > 0, ∃k2 > 0, ∃ε2 ∈ ]0, 1[ such that ∀x ∈ K, ∀α ∈ Zm+ , ∀ε ≤ ε2,









Let α ∈ Zn+, then
1
α!s
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i. e. (fε)ε (gε)ε ∈ E
s,∞
m (Ω) .
Let now P (D) =
∑
aγD


















































|∂α (P (D) fε (x))| ≤ c
′ (2sc1)
|α| ,
which shows that (P (D) fε)ε ∈ E
s,∞
m (Ω) .
2) The fact that N s∗ (Ω) = N
s (Ω) ∩ Es,∞m (Ω) ⊂ E
s
m (Ω) and N
s (Ω) is an ideal of Esm (Ω) , then
N s∗ (Ω) is an ideal of E
s,∞
m (Ω) 
Remark 4. If the inclusion N s (Ω) ⊂ Es,∞m (Ω) holds, then N
s
∗ (Ω) = N
s (Ω) .
Now, we define the Gevrey regular elements of Gs (Ω) .
Definition 8. The algebra of regular generalized Gevrey ultradistributions of order s > 1, denoted




Remark 5. It is clear that Es (Ω) →֒ Gs,∞ (Ω) .
Definition 9. We define the Gs,∞-singular support of a generalized Gevrey ultradistribution f
∈ Gs (Ω) , denoted s-singsuppg (f) , as the complement of the largest open set Ω′ such that f ∈
Gs,∞ (Ω′) .
Proposition 10. Let f = cl (fε)ε ∈ G
s
c (Ω) , then f is regular if and only if ∃k1 > 0, ∃k2 > 0, ∃C >
0, ∃ε1 > 0, ∀ε ≤ ε1 , such that
(31)
∣∣∣f̂ε (ξ)∣∣∣ ≤ C exp (k1ε− 12s−1 − k2 |ξ| 1s) , ∀ξ ∈ Rm
Proof. Suppose that f = cl (fε)ε ∈ G
s
c (Ω) ∩ G
s,∞ (Ω) , then ∃C1 > 0, ∃k1 > 0, ∃ε1 > 0, ∀α ∈
Zn+, ∀x ∈ K, ∀ε ≤ ε1, suppfε ⊂ K, such that









10 KHALED BENMERIEM AND CHIKH BOUZAR
Consequently we have, ∀α ∈ Zm+ ,
|ξα|
∣∣∣f̂ε (ξ)∣∣∣ ≤ ∣∣∣∣∫ exp (−ixξ) ∂αfε (x) dx∣∣∣∣ ,
then, ∃C > 0, ∀ε ≤ ε1,
|ξ||α|
∣∣∣f̂ε (ξ)∣∣∣ ≤ C |α|+1α!s exp(k1ε− 12s−1)


















Hence ∃C > 0, ∀N ∈ Z+, ∣∣∣f̂ε (ξ)∣∣∣ ≤ CN+1 |ξ|−Ns N ! exp (k1ε− 12s−1) ,




















i.e. we have (31).
Suppose now that (31) is valid, then ∀ε ≤ ε0,























≤ C |α|2 α!
s,
then










































, i.e. f ∈ Gs,∞ (Ω) 
The algebra Gs,∞ (Ω) plays the same role as the Oberguggenberger subalgebra of regular elements
G∞ (Ω) of the Colombeau algebra G (Ω), see [21].
Theorem 11. We have
Gs,∞ (Ω) ∩ E ′3s−1 (Ω) = D
s (Ω)
Proof. Let T ∈ Gs,∞ (Ω) ∩ E ′3s−1 (Ω) , with suppT = K and φε be a net of mollifiers with φˇ = φ
and let χ ∈ Ds (Ω) such that χ = 1 on K. As [T ] ∈ Gs,∞ (Ω) , then ∃c1 > 0, ∃k1 > 0, ∃k2 > 0, ∃ε1 >
0, ∀ε ≤ ε1, ∣∣∣ ̂χ (T ∗ φε) (ξ)∣∣∣ ≤ c1ek1ε− 12s−1−k2|ξ| 1s ,
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then ∣∣∣ ̂χ (T ∗ φε) (ξ)− T̂ (ξ)∣∣∣ = ∣∣∣ ̂χ (T ∗ φε) (ξ)− χ̂T (ξ)∣∣∣
=
∣∣〈T, (χe−iξ.) ∗ φε − (χe−iξ.)〉∣∣
As E ′3s−1 (Ω) ⊂ E
′






∣∣(∂α (χe−iξ ∗ φε − χe−iξ.) (x))∣∣









∣∣∂α (χe−iξ. ∗ φε − χe−iξ.) (x)∣∣ ≤ c2e−k3ε− 12s−1 ,
so there exists c′ > 0, such that∣∣∣T̂ (ξ)− ̂χ (T ∗ φε) (ξ)∣∣∣ ≤ c′e−k3ε− 12s−1










Take c = max (c′, c1) , ε =
(
k1




, r ∈ ]0, k2[ and k3 =
k1r
k2 − r
, then ∃δ = 2r > 0, ∃c >
0 such that ∣∣∣T̂ (ξ)∣∣∣ ≤ ce−δ|ξ| 1s ,
which means T ∈ Es (Ω). As suppT = K is a compact then we have T ∈ Ds (Ω) 
5. Generalized Gevrey wave front
The defined local regularity and its Fourier characterization, studied in the previous section,
allow us to define the fundamental concept of every microlocal analysis, i. e. the generalized
Gevrey wave front of a generalized Gevrey ultradistribution.
Definition 10. We define
∑s
g (f) ⊂ R
m\ {0} , f ∈ Gsc (Ω), as the complement of the set of points
having a conic neighborhood Γ such that ∃k1 > 0, ∃k2 > 0, ∃C > 0, ∃ε0 ∈ ]0, 1[ , ∀ξ ∈ Γ, ∀ε ≤ ε0,
(33)
∣∣∣f̂ε (ξ)∣∣∣ ≤ c exp(k1ε− 12s−1 − k2 |ξ| 1s)
Proposition 12. For every f ∈ Gsc (Ω), we have
1) The set
∑s
g (f) is a close cone.
2)
∑s






g (f) , ∀ψ ∈ E
s (Ω) .
Proof. The proofs of 1) is easy, 2) holds from the proposition 10. Let us proof 3), if ξ0 /∈
∑s
g (f),
then ∃Γ a conic neighborhood of ξ0, ∃k1 > 0, ∃k2 > 0, ∃c1 > 0, ∃ε0 ∈ ]0, 1[ , ∀ξ ∈ Γ, ∀ε ≤ ε0,
(34)
∣∣∣f̂ε (ξ)∣∣∣ ≤ c1 exp (k1ε− 12s−1 − k2 |ξ| 1s)
Let χ ∈ Ds (Ω) , χ = 1 on neighborhood of suppf , so χψ ∈ Ds (Ω), hence ∃k3 > 0, ∃c2 > 0, ∀ξ ∈ Rm,
(35)
∣∣∣χ̂ψ (ξ)∣∣∣ ≤ c2 exp(−k3 |ξ| 1s) ,
12 KHALED BENMERIEM AND CHIKH BOUZAR




f̂ε (η) χ̂ψ (η − ξ) dη +
∫
B
f̂ε (η) χ̂ψ (η − ξ) dη,
where A =
{






















. We choose δ
sufficiently small such that A ⊂ Γ and
|ξ|
2s
< |η| < 2s |ξ|. Then ∃ε0 ∈ ]0, 1[ , ∀ε ≤ ε0,∣∣∣∣∫
A
f̂ε (η) χ̂ψ (η − ξ) dη


























As f ∈ Gsc (Ω) , from proposition 8, ∃c > 0, ∃µ1 > 0, ∃ε1 ∈ ]0, 1[ , ∀µ2 > 0, ∀ξ ∈ R
m, ∀ε ≤ ε1, such
that ∣∣∣f̂ε (ξ)∣∣∣ ≤ c exp(µ1ε− 12s−1 + µ2 |ξ| 1s) ,
hence, for ε ≤ min (ε0, ε1) , we have∣∣∣∣∫
B
f̂ε (η) ψ̂ (η − ξ) dη



































f̂ε (η) ψ̂ (η − ξ) dη
∣∣∣∣ ≤ c exp(µ1ε− 12s−1 − k3δ |ξ| 1s)
Consequently, (36) and (37) give ξ0 /∈
∑s
g (ψf) 









(φf) : φ ∈ Ds (Ω) and φ = 1 on a neighborhood of x0
}
Lemma 13. Let f ∈ Gs (Ω), then∑s
g,x0
(f) = ∅ ⇐⇒ x0 /∈ s-singsuppg (f)
Proof. Let x0 /∈ s-singsuppg (f) , i.e. ∃U ⊂ Ω an open neighborhood of x0 such that f ∈ G
s,∞ (U),
let φ ∈ Ds (U) such that φ = 1 on a neighborhood of x0, then φf ∈ Gs,∞ (Ω) . Hence, from the
proposition 12,
∑s







(f) = ∅, let r > 0 such that B (0, 2r) ⊂ Ω and let ψ ∈ Ds (B (0, 2r))
such that 0 ≤ ψ ≤ 1 and ψ = 1 on B (0, r). Let ψj (x) = ψ (3
j (x− x0)) then it is clear that












, we have ∀φ ∈ Ds (Ω) with φ = 1 on a
neighborhood U of x0, ∃j ∈ Z+ such that supp (ψj) ⊂ U , then ψjfε = ψjφfε and from proposition
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g (ψjf), so from (39), there exists n ∈ Z
+
sufficiently large such that (ψnf) ∈ G








, which means. x0 /∈ s-
singsuppg (f) 
Now, we are ready to give the definition of the generalized Gevrey wave front and its main
properties.
Definition 12. A point (x0, ξ0) /∈ WF
s
g (f) ⊂ Ω × R
m\ {0} if ξ0 /∈
∑s
g,x0
(f) , i.e. there exists
φ ∈ Ds (Ω) , φ (x) = 1 neighborhood of x0, and conic neighborhood Γ of ξ0, ∃k1 > 0, ∃k2 > 0, ∃c >
0, ∃ε0 ∈ ]0, 1[ , such that ∀ξ ∈ Γ, ∀ε ≤ ε0,∣∣∣φ̂fε (ξ)∣∣∣ ≤ c exp(k1ε− 12s−1 − k2 |ξ| 1s)
The main properties of the generalized Gevrey wave front WF sg are given in the following propo-
sition.
Proposition 14. Let f ∈ Gs (Ω), then
1) The projection of WF sg (f) on Ω is the s− singsuppg (f)
2) If f ∈ Gsc (Ω) , then the projection of WF
s




3) ∀α ∈ Zm+ ,WF
s
g (∂
αf) ⊂WF sg (f)
4) ∀g ∈ Gs,∞ (Ω) ,WF sg (gf) ⊂WF
s
g (f)
Proof. 1) and 2) holds from the definition, the proposition 12 and lemma 13. 3) Let (x0, ξ0) /∈
WF sg (f), then ∃φ ∈ D
s (Ω) , φ (x0) = 1 on a neighborhood U of x0, there exist a conic neighborhood
Γ of ξ0, k1 > 0, k2 > 0, c1 > 0, ε0 ∈ ]0, 1[ , such that ∀ξ ∈ Γ, ∀ε ≤ ε0,
(40)
∣∣∣φ̂fε (ξ)∣∣∣ ≤ c1 exp (k1ε− 12s−1 − k2 |ξ| 1s)
We have, for ψ ∈ Ds (U) such that ψ (x0) = 1,∣∣∣ψ̂∂fε (ξ)∣∣∣ = ∣∣∣∂̂ (ψfε) (ξ)− ̂(∂ψ) fε (ξ)∣∣∣
≤ |ξ|
∣∣∣ψ̂φfε (ξ)∣∣∣+ ∣∣∣ ̂(∂ψ) φfε (ξ)∣∣∣
As WF sg (ψf) ⊂WF
s
g (f) , then (40) holds for both
∣∣∣ψ̂φfε (ξ)∣∣∣ and ∣∣∣ ̂(∂ψ)φfε (ξ)∣∣∣ . So
|ξ|










with c′ > 0, k3 > 0 such that |ξ| ≤ c
′ exp (k2 − k3) |ξ|
1
s . Hence (40) holds for
∣∣∣ψ̂∂fε (ξ)∣∣∣ , which
proves (x0, ξ0) /∈ WF sg (∂f)
4) Let (x0, ξ0) /∈ WF sg (f), then ∃φ ∈ D
s (Ω) , φ (x) = 1 on a neighborhood U of x0, there exist
a conic neighborhood Γ of ξ0, k1 > 0, k2 > 0, c1 > 0, ε0 ∈ ]0, 1[ , such that ∀ξ ∈ Γ, ∀ε ≤ ε0,∣∣∣φ̂fε (ξ)∣∣∣ ≤ c1 exp (k1ε− 12s−1 − k2 |ξ| 1s)
Let ψ ∈ Ds (Ω) and ψ = 1 on suppφ, then φ̂gεfε = ψ̂gε∗ φ̂fε. We have ψg ∈ G
s,∞ (Ω) , then ∃c2 > 0,





φ̂fε (η) ψ̂gε (η − ξ) dη +
∫
B
φ̂fε (η) ψ̂gε (η − ξ) dη,
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where A and B are the same as in the proof of proposition 12. By proposition 8, we have ∃c >
0, ∃µ1 > 0, ∀µ2 > 0, ∃ε2 > 0, ∀ξ ∈ Rm, ∀ε ≤ ε2,∣∣∣φ̂fε (ξ)∣∣∣ ≤ c exp(µ1ε− 12s−1 + µ2 |ξ| 1s)
The same steps as the proposition 12 finish the proof 




α be a partial differential operator with Gs,∞ (Ω) coef-
ficient, then
WF sg (P (x,D) f) ⊂WF
s
g (f) , ∀f ∈ G
s (Ω)
Remark 6. The reverse inclusion will give a generalized Gevrey microlocal hypoellipticity of linear
partial differential operators with generalized coefficients. The case of generalized G∞−microlocal
hypoellipticity has been studied recently in [16].
6. Generalized Ho¨rmander’s theorem
We define WF sg (f) +WF
s
g (g) , where f, g ∈ G
s (Ω) , as the set{








2 be closed cones in R


























m\ {0} , one can find open conic neigh-
borhoods of Γ1, Γ2 in R




2 , such that
Γ1 + Γ2 ⊂ Γ
Proof. See [15] 
Theorem 17. Let f, g ∈ Gs (Ω) , such that ∀x ∈ Ω,




(42) WF sg (fg) ⊆
(




∪WF sg (f) ∪WF
s
g (g)
Proof. Let (x0, ξ0) /∈
(




∪WF sg (f) ∪WF
s
g (g) , then ∃φ ∈ D























g (φg) in R
m\ {0} such that ξ0 /∈ Γ0. By lemma 16 there exist open
cones Γ1 and Γ2 in R





(φg) ⊂ Γ2 and Γ1 + Γ2 ⊂ Γ0
Define Γ = Rm\Γ0, so
(43) Γ ∩ Γ2 = ∅ and (Γ− Γ2) ∩ Γ1 = ∅













φ̂fε (ξ − η) φ̂gε (η) dη
= I1 (ξ) + I2 (ξ)
From (43), ∃C1 > 0, ∃k1, k2 > 0, ∃ε1 > 0 such that ∀ε ≤ ε1, ∀η ∈ Γ2,
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and from proposition 8 ∃C2 > 0, ∃k3 > 0, ∀k4 > 0, ∃ε2 > 0, ∀η ∈ Rm, ∀ε ≤ ε2,∣∣∣φ̂gε (η)∣∣∣ ≤ C2 exp (k2ε− 12s−1 + k4 |η| 1s)










, ∀η ∈ Γ2. Hence for ε ≤
min (ε1, ε2) ,
|I1 (ξ)| ≤ C1C2 exp
(
(k1 + k2) ε
− 1













take k4 > k2γ, then




















φ̂fε (ξ − η) φ̂gε (η) dη
= I21 (ξ) + I22 (ξ)








=⇒ ξ−η /∈ Γ1. Then |ξ − η|
1







s , consequently ∃C3 > 0, ∃λ1, λ2, λ3 > 0, ∃ε3 > 0 such that ∀ε ≤ ε3,








−λ2 |ξ − η|
1






























s ≥ r |ξ|
1









, and then ∃C4 > 0, ∃µ1, µ3 > 0, ∀µ2 > 0, ∃ε4 > 0 such
that ∀ε ≤ ε4,








µ2 |ξ − η|
1













µ2 |ξ − η|
1































which finish the proof 
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