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ABSTRAK 
 
Pembangunan manusia di suatu daerah merupakan upaya 
yang dilakukan oleh pemerintah daerah terkait dengan ke-
sejahteraan masyarakat yang diukur dengan Indeks Pembangun-
an Manusia (IPM). Terdapat tiga sektor pembentuk IPM yaitu 
kesehatan, pendidikan dan ekonomi dimana faktor-faktor dalam 
setiap sektor cenderung memiliki kolinieritas yang tinggi yang 
menyebabkan adanya kasus multikolinieritas. Apabila kasus 
multikolinieritas tidak diatasi, maka dapat menyebabkan variansi  
dari hasil estimasi parameter menjadi besar yang dapat ber-
akibat pada banyaknya variabel prediktor yang tidak signifikan 
meskipun nilai koefisien determinasi (R2) tinggi. Sehingga untuk 
mengatasinya dilakukan pemodelan terhadap Indeks Pembangun-
an Manusia (IPM) Provinsi Jawa Timur menggunakan metode 
Regresi Logistik Ridge. Terdapat tiga variabel yang berpengaruh 
signifikan, yaitu angka kematian bayi (X1), angka buta huruf (X4) 
dan angka partisipasi sekolah (X5). Dengan metode backward 
elimination, didapatkan model terbaik dengan ketepatan kla-
sifikasi sebesar 97,37% yang menghasilkan 5 kabupaten/kota ter-
golong IPM menengah bawah, yaitu Kabupaten Bangkalan, 
Sampang, Probolinggo, Situbondo dan J ember. Pada 33 
kabupaten/kota yang lain tergolong dalam IPM menengah atas. 
 
Kata Kunci : Indeks Pembangunan Manusia (IPM), Jawa Timur, 
Klasifikasi, Regresi Logistik Ridge.  
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ABSTRACT 
 
The human development in an ar ea is one of the local 
governments duty related to all society welfare as measured by 
the Human Development Index (HDI). There are three sectors 
forming the HDI namely health, education and economy in which 
the factors in each sector tend to have a high collinearity caused 
multicolinearity case. If the multicolinearity is not be solved, it 
can causes to the variance of the parameter estimation which can 
result in a n umber of predictor variables were not significant 
although has the high coefficient determination (R2) value. So as 
to overcome modeling of the late Human Development Index 
(HDI) of East Java Province using Logistic Ridge Regression 
method. There are three variables that have a s ignificant effect, 
the infant mortality rate (X1), illiteracy (X4) and enrollment (X5). 
By using backward elimination method, the best model with is 
obtained with a classification accuracy of 97.37%, which resulted 
that five districts/cities belong to the lower middle HDI, there are 
Bangkalan, Sampang, Probolinggo, Situbondo and Jember. As for 
the 33 districts/cities which others belong to the upper middle 
HDI. 
 
Keyword : Human Development Index (HDI), East Java, 
Classification, Logistic Ridge Regression. 
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BAB I  PENDAHULUAN 
PENDAHULUAN 
1.1  Latar Belakang 
Indonesia merupakan negara besar dengan jumlah 
penduduk terbesar ke empat di dunia setelah negara China, India 
dan Amerika Serikat. Menurut Dickson (2013) yang mengutip 
dari CIA World Factbook tahun 2013, menyatakan bahwa negara 
Indonesia menyumbang 3,5% dari jumlah penduduk dunia. 
Berdasarkan hasil sensus penduduk yang dilakukan oleh Badan 
Pusat Statistik (BPS) pada tahun 2010, jumlah penduduk 
Indonesia mencapai angka 237 juta jiwa lebih dengan laju 
pertumbuhan penduduk dari tahun 2000 hingga 2010 mencapai 
1,49 juta jiwa per tahun. Hal tersebut menunjukkan bahwa bidang 
kependudukan di Indonesia harus sangat diperhatikan mengingat 
besarnya jumlah penduduk Indonesia. Jawa Timur merupakan 
salah satu provinsi besar di Indonesia dengan jumlah penduduk 
mencapai 37 juta jiwa lebih pada tahun 2010 dan pada tahun 2013 
meningkat menjadi 38 juta jiwa lebih (BPS, 2010). 
Besarnya jumlah penduduk Jawa Timur tersebut dapat 
menjadi suatu asset untuk dapat memajukan pembangunan 
dengan meningkatkan produktivitas apabila sumber daya manusia 
(SDM) yang ada dapat dimanfaatkan dengan baik, sehingga dapat 
meningkatkan pendapatan daerah. Hal tersebut diungkapkan oleh 
Darwis (2011) pada artikel BKKBN (Badan Kependudukan dan 
Keluarga Berencana Nasional) yang menyatakan bahwa terdapat 
beberapa faktor yang mempengaruhi pertumbuhan ekonomi, 
dimana faktor-faktor tersebut terbagi menjadi dua, yaitu faktor 
ekonomi dan faktor nonekonomi. Sumber Daya Manusia (SDM) 
merupakan salah satu faktor ekonomi yang menentukan ke-
berhasilan pembangunan nasional melalui jumlah dan kualitas 
penduduk. Namun, di lain sisi jika pertumbuhan penduduk tidak 
terkendali, maka dapat menjadi suatu beban dalam pembangunan 
manusia di suatu wilayah. 
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Pembangunan di suatu daerah merupakan suatu upaya yang 
dilakukan oleh pemerintah daerah terkait kesejahteraan 
masyarakat serta mewujudkan kemakmuran masyarakat. Salah 
satu pem-bangunan yang menjadi perhatian pemerintah daerah 
adalah pembangunan manusia yang diukur menggunakan suatu 
indikator yang disebut sebagai Indeks Pembangunan Manusia 
(IPM). IPM merupakan suatu indeks komposit yang digunakan 
untuk meng-ukur capaian pembangunan manusia berbasis 
sejumlah komponen dasar kualitas hidup manusia. IPM dibangun 
dari tiga dimensi dasar yang digunakan sebagai ukuran kualitas 
hidup manusia, dimana ketiga dimensi dasar tersebut adalah 
indeks harapan hidup, indeks pendidikan dan indeks standar 
hidup layak (BPS, 2014). 
IPM Provinsi Jawa Timur pada tahun 2013 sebesar 73,54. 
BPS mengkategorikan nilai IPM Provinsi Jawa Timur tahun 2013 
dalam kategori menengah atas, namun nilai tersebut masih berada 
di bawah rata-rata IPM Indonesia yang bernilai 73,81 dengan 
selisih sebesar 0,17. Pembangunan manusia pada setiap 
kabupaten/ kota di Provinsi Jawa Timur masih belum merata dan 
terdapat kesenjangan yang cukup tinggi. Hal tersebut dapat dilihat 
dari nilai IPM Kota Surabaya sebesar 78,97 yang merupakan IPM 
tertinggi di Provinsi Jawa Timur, tetapi di sisi lain masih terdapat 
nilai IPM yang cukup jauh dari rata-rata IPM Jawa Timur, yaitu 
Kabupaten Sampang yang hanya sebesar 62,39 (BPS, 2013). 
Sehingga perlu dilakukan penelitian untuk mengetahui faktor-
faktor yang mem-pengaruhi nilai IPM untuk setiap 
kabupaten/kota di Provinsi Jawa Timur. 
Yunitasari (2007) melakukan penelitian terhadap IPM Jawa 
Timur, dimana faktor-faktor yang mempengaruhinya adalah 
PDRB perkapita, tingkat kemiskinan, pengeluaran pemerintah 
untuk sektor pendidikan dan kesehatan. Dengan menggunakan 
data cross section dan time series, Melliana (2013) melakukan 
penelitian terhadap IPM Jawa Timur menggunakan Regresi Panel. 
Faktor-faktor yang digunakan adalah rasio guru-siswa, rasio 
sekolah-murid, angka partisipasi sekolah, jumlah sarana 
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kesehatan, rumah tangga dengan akses air bersih, kepadatan 
penduduk, tingkat partisipasi angkatan kerja dan PDRB perkapita. 
Di tahun yang sama, Astri (2013) melakukan penelitian terhadap 
IPM Indonesia menggunakan Regresi Panel dimana faktor yang 
digunakan adalah pengeluaran pemerintah daerah pada sektor 
pendidikan dan kesehatan. 
Analisis terhadap IPM menggunakan respon berupa data 
kategorik dilakukan oleh Yurviany (2007), dimana penelitian 
terhadap IPM Jawa Timur dilakukan menggunakan analisis 
Regresi Logistik yang mendapatkan model dengan ketepatan 
klasifikasi yang tinggi, yaitu sebesar 94,7%. Nur (2010) juga 
melakukan penelitian terhadap IPM Jawa Timur, Jawa Tengah, 
Jawa Barat dan Sumatera Utara menggunakan Regresi Logistik 
Ordinal. Pada tahun berikutnya, Pradita (2011) melakukan 
penelitian terhadap IPM Jawa Timur menggunakan analisis 
Geographically Weighted Logistic Regression (GWLR), tetapi 
Provinsi Jawa Timur hanya terdiri dari 29 kabupaten dan 9 kota, 
sehingga analisis GWLR tidak cukup baik digunakan pada data 
yang jumlahnya kecil. Sedangkan penggunaan metode Regresi 
Logistik Ridge dilakukan oleh Sunyoto (2009) pada analisis 
keberhasilan siswa SMA Negeri 1 Kediri diterima di Perguruan 
Tinggi Negeri (PTN). 
Faktor-faktor di setiap sektor akan cenderung memiliki 
hubungan yang kuat satu sama lainnya, karena antar faktor-faktor 
tersebut saling mempengaruhi. Hal tersebut dapat mengakibatkan 
adanya kasus multikolinieritas yang serius. Kasus 
multikolinieritas merupakan suatu kondisi dimana terjadi korelasi 
yang tinggi di antara variabel prediktor atau dapat dikatakan antar 
variabel prediktor tidak bersifat saling bebas (Yan & Su, 2009). 
Apabila kasus multikolinieritas tidak diatasi, maka dapat 
menyebabkan variansi  dari hasil estimasi parameter menjadi 
besar yang akan berakibat pada besarnya standar error serta 
interval kepercayaan juga akan menjadi lebar. Selain itu dapat 
berakibat pada banyaknya variabel prediktor yang tidak signifikan 
meskipun nilai koefisien determinasi (R2) tinggi. Untuk dapat 
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menyelesaikan kasus tersebut dapat dilakukan dengan 
menambahkan suatu bilangan positif kecil yang disebut ridge 
parameter pada estimasi parameter saat pembentukan pemodelan. 
Sehingga berdasarkan penyelesaian kasus multikolinieritas dan 
struktur data IPM Provinsi Jawa Timur yang telah dikategorikan, 
maka digunakan metode Regresi Logistik Ridge untuk 
memodelkan Indeks Pembangunan Manusia (IPM) Provinsi Jawa 
Timur. 
1.2  Rumusan Masalah 
Sektor-sektor pembentuk IPM adalah pendidikan, 
kesehatan dan ekonomi dimana faktor-faktor dalam setiap sektor 
tersebut cenderung memiliki hubungan/korelasi yang tinggi satu 
sama lain. Sehingga antar faktor yang mempengaruhi IPM 
cenderung tidak saling bebas atau memiliki kolinieritas yang 
tinggi. Hal tersebut akan menyebabkan adanya kasus 
multikolinieritas pada faktor-faktor yang mempengaruhi IPM. 
Apabila kasus multikolinieritas tidak diatasi, maka dapat 
menyebabkan variansi  dari hasil estimasi parameter menjadi 
besar yang dapat berakibat pada banyaknya variabel prediktor 
yang tidak signifikan meskipun nilai koefisien determinasi (R2) 
tinggi. Oleh karena itu dalam penelitian ini di-lakukan pemodelan 
IPM Provinsi Jawa Timur dengan meng-gunakan metode Regresi 
Logistik Ridge untuk mengatasi adanya kasus multikolinieritas 
tersebut dengan rumusan masalah sebagai berikut. 
1. Bagaimana karakteristik Indeks Pembangunan Manusia 
(IPM) Provinsi Jawa Timur beserta faktor-faktor yang 
mempengaruhinya? 
2. Bagaimana pemodelan Indeks Pembangunan Manusia 
(IPM) Provinsi Jawa Timur menggunakan metode Regresi 
Logistik Ridge? 
3. Bagaimana model terbaik Indeks Pembangunan Manusia 
(IPM) Provinsi Jawa Timur menggunakan metode 
backward elimination pada Regresi Logistik Ridge? 
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1.3  Tujuan 
Berdasarkan latar belakang dan rumusan masalah, maka 
tujuan yang ingin dicapai dalam penelitian ini adalah. 
1. Mendeskripsikan karakteristik Indeks Pembangunan 
Manusia (IPM) Provinsi Jawa Timur beserta faktor-faktor 
yang mempengaruhinya. 
2. Memodelkan Indeks Pembangunan Manusia (IPM) Provinsi 
Jawa Timur menggunakan metode Regresi Logistik Ridge. 
3. Mendapatkan model terbaik Indeks Pembangunan Manusia 
(IPM) Provinsi Jawa Timur menggunakan metode 
backward elimination pada Regresi Logistik Ridge. 
1.4  Manfaat 
Manfaat dari penelitian ini adalah dapat mengembangkan 
wawasan ilmu pengetahuan yang berkaitan dengan penyelesaian 
kasus multikolinieritas menggunakan Regresi Logistik Ridge. 
Selain itu dapat memberikan informasi kepada Pemerintah 
Provinsi Jawa Timur terkait wilayah-wilayah yang memiliki 
Indeks Pembangunan Manusia (IPM) rendah untuk segera 
dilakukan kebijakan-kebijakan sebagai upaya dalam peningkatan 
IPM di wilayah tersebut berdasarkan faktor-faktor terkait. 
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(Halaman ini sengaja dikosongkan) 
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BAB II  TINJAUAN PUSTAKA 
TINJAUAN PUSTAKA 
Pada bab ini dibahas mengenai beberapa kajian pustaka 
yang berkaitan dengan teori dasar Regresi Logistik Ridge. Di 
bagian akhir dibahas mengenai Indeks Pembangunan Manusia 
(IPM) beserta indeks komposit yang digunakan oleh Badan Pusat 
Statistik dalam penghitungan nilai IPM. 
2.1  Multikolinieritas 
Multikolinieritas merupakan suatu kondisi dimana terjadi 
korelasi yang tinggi di antara variabel prediktor atau dapat 
dikatakan antar variabel prediktor tidak bersifat saling bebas. 
Salah satu kriteria yang dapat digunakan untuk mendeteksi 
adanya kasus multikolinieritas pada regresi linier berganda adalah 
Variance Inflation Factor (VIF). VIF dapat digunakan sebagai 
kriteria untuk mendeteksi kasus multikolinieritas pada regresi 
linier yang memiliki lebih dari dua variabel prediktor. Nilai VIF 
untuk parameter regresi ke-j dirumuskan pada persamaan (2.1) 
sebagai berikut (Yan & Su, 2009). 
 
2
1
1j j
VIF
R
=
−
    (2.1) 
Dengan Rj2 merupakan koefisien determinasi antara Xj dengan 
variabel prediktor lainnya pada persamaan atau model regresi, 
dimana j = 1, 2, ..., p. Apabila nilai VIF lebih dari 5, maka dapat 
diindikasikan terdapat kasus multikolinieritas. Sedangkan jika 
nilai VIF lebih besar dari 10, maka pada variabel prediktor terjadi 
kasus multikolinieritas yang serius dan harus diatasi. 
Hal-hal yang akan terjadi apabila kasus multikolinieritas 
tidak diatasi adalah sebagai berikut (Yan & Su, 2009). 
1. Variansi estimasi menjadi besar 
2. Interval kepercayaan menjadi lebar, dikarenakan variansi 
dan standar error besar 
3. Pengujian signifikansi secara parsial menjadi tidak 
signifikan 
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4. Koefisien determinasi (R2) tinggi, tetapi tidak banyak 
variabel prediktor yang signifikan. 
2.2  Regresi Logistik 
Model regresi logistik digunakan untuk menggambarkan 
hubungan antara variabel respon dengan satu atau beberapa buah 
variabel prediktor. Menurut Agresti (2007), dalam model regresi 
logistik dapat menggunakan variabel independen yang berupa 
kualitatif (berskala pengukuran nominal atau ordinal) atau 
kuantitatif (berskala pengukuran interval atau rasio) atau 
gabungan dari keduanya. Variabel dependen dalam regresi 
logistik merupakan variabel kualitatif. Apabila kategori dalam 
variabel dependen berupa biner/dikotomus, maka variabel 
dependen dapat mengambil nilai 0 dengan suatu kemungkinan 
gagal atau nilai 1 dengan kemungkinan sukses. Variabel respon Y 
berdistribusi Binomial dengan parameter πi, dimana untuk setiap 
pengamatan ke-i ditulis pada persamaan (2.2) (Agresti, 2007). 
 Binomial(1, )i iy π    (2.2) 
Dengan fungsi probabilitas pada persamaan (2.3). 
 1( ) ( ( )) (1 ( )) , 0,1i iy yi i i i i if y yπ π
−= − =x x   (2.3) 
dimana πi(xi) adalah probabilitas dari kejadian ke-i. Apabila yi = 
1, maka f(yi) = πi(xi) dan apabila yi = 0, maka f(yi) = 1- πi(x i). 
Dalam regresi logistik, hubungan antara variabel prediktor 
dan variabel respon bukanlah suatu fungsi linier. Bentuk 
persamaan regresi logistik ditunjukkan pada persamaan (2.4). 
 0 1 1 2 2
0 1 1 2 2
exp( ... )
( )
1 exp( ... )
i i p ip
i i
i i p ip
x x x
x x x
β β β β
π
β β β β
+ + + +
=
+ + + + +
x  
 exp( )( )
1 exp( )
i
i i
i
π =
+
xβx
xβ
    (2.4) 
dimana β0 = konstanta, βj = koefisien regresi dan j = banyaknya 
variabel prediktor. Terdapat suatu bentuk alternatif dari 
persamaan regresi logistik seperti pada persamaan (2.5) yang 
merupakan transformasi logit dari π(xi) (Yan & Su, 2009). 
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0 1 1 2 2
0 1 1 2 2
0 1 1 2 2
0 1 1 2 2
( )Logit[ ( )] ln
1 ( )
exp( ... )
1 exp( ... )
Logit[ ( )] ln exp( ... )
1
1 exp( ... )
i i
i i
i i
i i p ip
i i p ip
i i
i i p ip
i i p ip
x x x
x x x
x x x
x x x
π
π
π
β β β β
β β β β
π
β β β β
β β β β
 
=  − 
+ + + + 
 + + + + + =
+ + + + 
− + + + + + 
xx
x
x
 
[ ]
exp( ) exp( )
1 exp( ) 1 exp( )Logit[ ( )] ln lnexp( ) 1 exp( ) exp( )1
1 exp( ) 1 exp( )
exp( )
1 exp( )Logit[ ( )] ln ln exp( )1
1 exp( )
i i
i i
i i
i i i
i i
i
i
i i i
i
π
π
   
   + +   = =
+ −   −
   + +   
 
 + = =
 
 + 
xβ x β
xβ x βx xβ x β x β
xβ x β
xβ
xβx xβ
xβ
 
0 1 1 2 2Logit[ ( )] ...i i i i i i ipx x xπ β β β β= = + + + +x xβ        (2.5) 
Untuk menaksir parameter dalam model regresi logistik 
digunakan metode Maximum Likelihood Estimator (MLE). 
Metode MLE digunakan karena distribusi dari variabel respon 
telah diketahui. MLE didapatkan dengan cara memaksimumkan 
logaritma fungsi likelihood. Dari persamaan (2.3) didapatkan 
fungsi likelihood pada persamaan (2.6) (Agresti, 2007). 
1
1
1 1
1 1
1 1
( , ) [ ( )] [1 ( )]
ln ( , ) ( , ) ln[ ( )] (1 ) ln[1 ( )]
ln ( , ) ln[ ( )] (ln[1 ( )] ln[1 ( )])
ln ( , ) ln[ ( )] ln[1 ( )]
i i
n
y y
i i i i
i
n n
i i i i i i
i i
n n
i i i i i i i i
i i
n n
i i i i i i
i i
L
L l y y
L y y
L y y
π π
π π
π π π
π π
−
=
= =
= =
= =
= −
= = + − −
= + − − −
= − −
∏
∑ ∑
∑ ∑
∑ ∑
Xβ x x
Xβ X β x x
Xβ x x x
Xβ x x
1
ln[1 ( )]
n
i i
i
π
=
+ −∑ x
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1 1
1 1
1
1
exp( )ln ( , ) (ln[ ( )] ln[1 ( )]) ln 1
1 exp( )
( ) 1ln ( , ) ln ln
1 ( ) 1 exp( )
ln ( , ) [ ( ) ln(1 exp( )) ]
n n
i
i i i i i
i i i
n n
i i
i
i ii i i
n
i i i
i
L y
L y
L y
π π
π
π
= =
= =
−
=
 
= − − + − + 
   
= +   − +   
= + +
∑ ∑
∑ ∑
∑
xβXβ x x
xβ
xXβ
x xβ
Xβ x β x β
1
ln ( , ) [ ( ) ln(1 exp( ))]
n
i i i
i
L y
=
= − +∑Xβ x β x β          (2.6) 
Berdasarkan persamaan (2.6) dilakukan penurunan terhadap β 
menjadi persamaan (2.7) (Ryan, 1997). 
1 1
exp( ) exp( )ln ( , )
1 exp( ) 1 exp( )
n n
i i i
i i i i
i ii i
L
y y
= =
   ∂
= − = −   ∂ + +   
∑ ∑x xβ x βXβ x xβ x β x β
  
[ ]
1
ln ( , ) ( )
n
i i i i
i
L
y π
=
∂
= −
∂ ∑
Xβ x x
β
 
 ln ( , ) ˆ( )TL∂ = −
∂
Xβ X yπ
β
    
dimana y = vektor pengamatan pada variabel respon yang 
berukur-an n × 1, sedangkan X = matriks variabel prediktor yang 
berukuran n × (p + 1). 
11 12 1
21 22 2
1 2
1
1
1
p
p
n n np
x x x
x x x
x x x
 
 
 =
 
 
  
X


    

 
Jika ln ( , ) 0L∂ =
∂
Xβ
β
 dan ˆ ˆ=yπ , maka didapatkan persamaan (2.8) 
sebagai berikut. 
 ˆ( ) 0T − =X y y     (2.8) 
Hasil penurunan kedua ditunjukkan pada persamaan (2.9) (Ryan, 
1997). 
2
1
exp( )ln ( , ) ln ( , )
1 exp( )
n
i i
i iT T T
i i
L L
y
=
   ∂ ∂ ∂ ∂
= = −     ∂ ∂ ∂ ∂ ∂ +    
∑ x xβXβ X β xβ β β β β x β
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22
2
1
22
1
2
exp( )[1 exp( )] [exp( )]ln ( , ) 0
[1 exp( )]
exp( ) exp( )ln ( , )
1 exp( ) 1 exp( )
exp( )ln ( , )
1 exp( )
T Tn
i i i i i i i
T
i i
n
T i i
i iT
i i i
T i
i iT
i
L
L
L
=
=
+ −∂
= −
∂ ∂ +
  ∂  = − −   ∂ ∂ + +  
∂
= − ∂ ∂ +
∑
∑
x x xβ x β x x x βXβ
β β x β
xβ x βXβ x x
β β x β x β
xβXβ x x
β β x β1
2
1
exp( )1
1 exp( )
ln ( , ) ( )(1 ( ))
n
i
i i
n
T
i i i i i iT
i
L π π
=
=
 
− + 
∂
= − −
∂ ∂
∑
∑
xβ
xβ
Xβ x x x x
β β
 
2 ln ( , ) T
T
L∂
= −
∂ ∂
Xβ X WX
β β
              (2.9) 
dimana :  
1 1
2 2
ˆ ˆ(1 ) 0 0
ˆ ˆ0 (1 ) 0
ˆ ˆ0 0 (1 )n n
π π
π π
π π
− 
 − =
 
 − 
W


   

 
Apabila dilakukan ekspansi berdasarkan Deret Taylor di sekitar 
nilai β, maka didapatkan persamaan (2.10). 
0 0
2
0
ˆ ˆ ˆ ˆ
ˆ ˆ ˆ( , ) ( , ) ( , ) ˆ ˆ( )ˆ ˆ ˆ ˆT
L L L
β β β β= =
∂ ∂ ∂
= + −
∂ ∂ ∂ ∂
Xβ X β X β
β β
β β β β
 
Jika 
ˆ( , ) 0ˆ
L∂
=
∂
Xβ
β
, maka : 
0 0
2
0
ˆ ˆ ˆ ˆ
ˆˆ( , ) ( , ) ˆ ˆ( ) 0ˆ ˆ ˆT
L L
β β β β= =
∂ ∂
+ − =
∂ ∂ ∂
X Xββ
β β
β β β
 
0 0
2
0
ˆ ˆ ˆ ˆ
ˆˆ( , ) ( , ) ˆ ˆ( )ˆ ˆ ˆT
L L
β β β β= =
∂ ∂
= −
∂ ∂ ∂
X Xββ
β β
β β β
       (2.10) 
Hasil subtitusi persamaan (2.7) dan (2.9) ke dalam persamaan 
(2.10) menghasilkan estimasi parameter βˆ  yang ditunjukkan pada 
persamaan (2.11) (Hosmer & Lemeshow, 2000). 
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0
0
0
ˆ ˆˆ( ) ( )( )
ˆ ˆˆ( ) ( )
ˆ ˆˆ( )
T T
T T
T T T
− = − − −
− = −
− = −
X yπ X WX β β
X yπ X WX β β
X yπ X WXβ X WXβ
 
0
1
0
1
0
1 1
0
ˆ ˆ ˆ( )
ˆ ˆ ˆ( )
ˆ ˆ ˆ[ ( )]
ˆ ˆ ˆ( ) [ ( )]
T T T
T T T
T T
T T
−
−
− −
= + −
= + −
= + −
= + −
X WXβ X WXβ X y π
X WXβ X WXβ X WW y π
X WXβ X W Xβ W y π
β X WX X W Xβ W y π
 
 1ˆ ( )T T−=β X WX X Wz      (2.11) 
dimana z merupakan vektor n × 1 dengan : 
 ˆ ( )ˆLogit[ ( )]
ˆ ˆ( )[1 ( )]
i i i
i i i
i i i i
y
z
π
π
π π
−
= +
−
xx
x x
   (2.12) 
Matriks kovarian untuk βˆ  ditampilkan pada persamaan 
(2.13) (Sunyoto, 2009). 
1
1 1
1 1 1
0
ˆ( ) {( ) }
ˆ( ) [( ) ] ( )[( ) ]
ˆ ˆ ˆ( ) [( ) ] ( ( ))[( ) ]
T T
T T T T T
T T T T T
Var Var
Var Var
Var Var
−
− −
− − −
=
=
= + −
β X WX X Wz
β X WX X W z X WX X W
β X WX X W Xβ W y π X WX X W
 
dimana : 
1 1 1
0 0 0
1 1
0
1 1
0
1 1 1
0
ˆ ˆ ˆˆ ˆ ˆ( ( )) ( ) ( ( )) ( , ( ))
ˆ ˆ ˆ( ( )) 0 ( ( )) 0
ˆ ˆ ˆ( ( )) ( ( ))
ˆ ˆ ˆ( ( )) ( )( )T
Var Var Var Cov
Var Var
Var Var
Var Var
− − −
− −
− −
− − −
+ − = + − − −
+ − = + − −
+ − = −
+ − = −
Xβ W y π Xβ W y π Xβ W y π
Xβ W y π W y π
Xβ W y π W y π
Xβ W y π W y π W
 
Sehingga : 
1 1 1 1
1 1 1
1 1
1 1
1
ˆ ˆ( ) ( ) ( )( ) [( ) ]
ˆ ˆ( ) ( ) ( )( ) [( ) ]
ˆ ˆ( ) ( ) ( ) [( ) ]
ˆ ˆ( ) ( ) ( ) ( )
ˆ( ) ( ) (
T T T T T T
T T T T T T
T T T T
T T T T
T T T T T
Var Var
Var Var
Var Var
Var Var
Var
− − − −
− − −
− −
− −
−
= −
= −
= −
= −
=
β X WX X WW y π W X WX X W
β X WX X y π W W X X WX
β X WX X y π X X WX
β X WX X y π X X W X
β X WX X W X X W 1
1
)
ˆ( ) ( )TVar
−
−=
X
β X WX
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1ˆ ˆ ˆ( ) ( [ (1 )] )T i iVar diag π π
−= −β X X               (2.13) 
2.3  Regresi Ridge 
Regresi ridge merupakan suatu metode dalam analisis 
regresi yang dikembangkan berdasarkan metode kuadrat terkecil 
(least square) untuk data yang mempunyai kasus multikolinieritas 
(Masruroh, 2011). Regresi Ridge adalah salah satu metode yang 
dapat digunakan untuk mengatasi kasus multikolinieritas, dimana 
parameter regresi akan distabilkan dan efek multikolinieritas 
dapat teratasi. Metode ini ditujukan untuk mengatasi kondisi 
buruk yang diakibatkan oleh korelasi yang tinggi antara beberapa 
variabel prediktor dalam model regresi, sehingga menyebabkan 
matriks XTX hampir singular yang dapat menghasilkan hasil 
estimasi dari parameter model regresi menjadi tidak stabil 
(Draper & Smith, 1998). Estimasi parameter regresi ridge 
menggunakan metode least square (LS) dengan menambahkan 
bilangan positif kecil θ pada diagonal matriks XTX, sehingga bias 
yang terjadi dapat dikendalikan. Bilangan positif kecil θ bernilai 
antara 0 dan 1, apabila nilainya nol estimasi regresi ridge akan 
sama dengan estimasi LS pada Regresi Linier. Apabila nilai θ > 0, 
maka estimasi ridge akan bias terhadap parameter β, tetapi 
cenderung lebih stabil (Sunyoto, 2009). 
Pemilihan nilai θ dilakukan untuk mendapatkan nilai yang 
menghasilkan bias relatif kecil dan juga dapat menghasilkan 
estimasi yang relatif stabil. Menurut Hoerl dan Kennard (1970), 
cara terbaik untuk mendapatkan estimator ridge adalah dengan 
memperhatikan tiga hal sebagai berikut. 
1. Pada nilai θ tertentu, sistem menjadi stabil dan mempunyai 
karakter umum sistem orthogonal. 
2. Koefisien dengan tanda yang tidak sesuai pada saat θ = 0, 
akan berubah menjadi sesuai. 
3. Sum Square Error (SSE) tidak akan meningkat terlalu 
tinggi dibandingkan dengan SSE regresi pada umumnya. 
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Kebaikan estimator ridge dapat diukur dengan 
menggunakan fungsi Mean Square Error (MSE) pada persamaan 
(2.14). 
 
2 2 2
2
ˆ ˆ ˆ ˆ( ) E ( ) E 2
ˆ ˆ ˆ( ) ( ) (E( ) )
MSE
MSE Var
   = − = − +   
= + −
β β β β ββ β
β β β β
          (2.14) 
Secara aljabar, MSE terbagi menjadi dua bagian yaitu : 
2ˆ ˆ ˆ( ) ( ) [bias( )]MSE Var= +β β β  
Dimana ˆ ˆbias( ) E( )= −β β β  
Apabila β merupakan vektor parameter, maka MSE  dinyatakan 
dalam persamaan (2.15) (Vago & Keméný, 2006). 
 ˆ ˆ ˆ ˆ( ) [ ( )] [bias( )] [bias( )]TMSE Tr Var= +β β β β   
Model regresi linier : 0 1 1 2 2 ...i i i p ip iy x x xβ β β β ε= + + + + +  
atau .= +y Xβ ε  Ordinary Least Square (OLS) estimator didapat-
kan dengan meminimumkan fungsi dari persamaan (2.16). 
 ˆ ˆ ˆ( ) ( ) ( )Tφ = − −β y Xβ y Xβ     (2.16) 
2
0 1 1 2 2
1
2
1
ˆ( ) ( ... )
ˆ ˆ( ) diturunkan parsial terhadap
n
i i i p ip
i
n
i i
i
y x x x
y
φ β β β β
=
=
= − + + + +
= −
∑
∑
β
xβ β
 
2
1 1
1 1
ˆ( ) ˆ ˆ( ) 2( )( )ˆ ˆ
ˆ ˆ2 ( ( )) 2 ( )
n n
i i i i i
i i
n n
T T
i i i i i i i
i i
y y
y y
φ
= =
= =
∂ ∂
= − = − −
∂ ∂
= − − = − −
∑ ∑
∑ ∑
β xβ x β x
β β
x xβ x x x β
 
Jika 
ˆ( ) 0ˆ
φ∂
=
∂
β
β
, maka : 
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1
1 1
ˆ2 ( ) 0
ˆ
n
T T
i i i i
i
n n
T T
i i i i
i i
y
y
=
= =
− − =
=
∑
∑ ∑
x x xβ
x x xβ
 
1
1 1
ˆ
n n
T T
i i i i
i i
y
−
= =
 
=  
 
∑ ∑β x x x  
Kemudian dituliskan dalam bentuk matriks pada persamaan 
(2.17) (Draper & Smith, 1998). 
1ˆ ( )T T−=β X X X y      (2.17) 
Kovariansi matriks βˆ  ditunjukkan pada persamaan (2.18) (Yan & 
Su, 2009). 
1 1 1
2 21 1 1 1
ˆ [ ] ( )[ ]( ) ( ) ( ) ( )
ˆ( ) ( ) ( ) ( ) ( )
TT T T T T T
T T T T T T
Var Var Var
Var σ σ
− − −
− − − −
==
= =
y yβ X X X X X X X X X
X Xβ X X X X X X X X X X
 
2 1ˆ( ) ( )TVar σ −=β X X           (2.18) 
Dengan menggunakan persamaan (2.15), didapatkan MSE untuk 
regresi linier berganda pada persamaan (2.19) (Yan & Su, 2009). 
2 2 21 1
1
1ˆ( ) [ ] [ ]( ) ( )
p
T T
j j
MSE Tr Trσ σ σ
λ
− −
=
= = = ∑β X X X X     (2.19) 
dimana λj merupakan eigen value ke-j dari matriks XTX. Apabila 
nilai λj relatif kecil, nilai dari MSE akan meningkat. Hal tersebut 
menunjukkan bahwa estimasi parameter tidak mendekati nilai 
yang sebenarnya. Kemudian pada regresi ridge, estimasi 
parameter ditambahkan dengan ridge parameter (θ) pada elemen 
diagonal matriks XTX, dimana ridge parameter (θ) merupakan 
bilangan positif kecil, sehingga nilai koefisien untuk parameter 
Regresi Ridge dalam bentuk matriks dituliskan pada persamaan 
(2.20) (Draper & Smith, 1998). 
 * 1ˆ ( )T Tθ −= +β X X I X y     (2.20) 
yang didapatkan dengan meminimumkan fungsi obyektif pada 
persamaan (2.21) (Yan & Su, 2009). 
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* * * * *ˆ ˆ ˆ ˆ ˆ( ) ( ) ( )T Tφ θ= − − +β y Xβ y Xβ β β         (2.21) 
* * * * * 2 * *
0 1 1 2 2
1
ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ... )
n
T
i i i p ip
i
y x x xφ β β β β θ
=
= − + + + + +∑β β β  
* * 2 * *
1
*
* * * *
*
1 1
ˆ ˆ ˆ ˆ( ) ( )
ˆ( ) ˆ ˆ ˆ ˆ2[( )( )] 2 2[ ( )] 2ˆ
n
T
i i
i
n n
i i i i i i
i i
y
y y
φ θ
φ θ θ
=
= =
= − +
∂
= − − + = − − +
∂
∑
∑ ∑
β x β β β
β xβ x β x x β β
β
 
( )
*
* *
*
1
* *
1
* *
1 1
*
1 1
1
*
1 1
1*
ˆ( ) ˆ ˆJika 0,maka 2[ ( )] 2 0ˆ
ˆ ˆ[ ] 0
ˆ ˆ
ˆ
ˆ
ˆ
n
i i i
i
n
T T
i i i i i
i
n n
T T
i i i i i
i i
n n
T T
i i i i
i i
n n
T T
i i i i
i i
T T
y
y
y
y
y
φ θ
θ
θ
θ
θ
θ
=
=
= =
= =
−
= =
−
∂
= − − + =
∂
− + + =
+ =
 
+ = 
 
 
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Kemudian nilai MSE regresi ridge diformulasikan pada 
persamaan (2.22). 
2 1 2 1 2
1
1[ ( ) ] [( ) ]
( )
p
T T
j j
MSE Tr Trσ θ σ θ σ
λ θ
− −
=
= + = + =
+∑X X I X X I
 (2.22) 
βˆmerupakan estimator dari regresi linier berganda, sedang-
kan *βˆ merupakan estimator untuk regresi ridge. Metode regresi 
ridge akan memperbesar nilai eigen value, sehingga dapat me-
ngurangi MSE atau dapat dikatakan bahwa perhitungan nilai 
MSE(OLS) > MSE(Ridge) (Vago & Keméný, 2006). 
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2.4  Regresi Logistik Ridge 
Fungsi obyektif untuk Regresi Ridge dan Regresi Logistik 
yang didapatkan dari model linier = +y Xβ ε  pada persamaan di 
subbab sebelumnya masing-masing adalah : 
* * * * *ˆ ˆ ˆ ˆ ˆ( ) ( ) ( )T Tφ θ= − − +β y Xβ y Xβ β β  dan 
1 1
( ) ln[ ( )] (1 ) ln[1 ( )]
n n
i i i i i i
i i
y yφ π π
= =
= + − −∑ ∑β x x  
Kemudian dengan menerapkan kedua teknik pada Regresi Ridge 
dan Regresi Logistik, didapatkan fungsi obyektif untuk Regresi 
Logistik Ridge pada persamaan (2.23) (Sunyoto, 2009). 
1 1
1 1 1
1 1
ˆ ˆ ˆ( ) ln[ ( )] (1 ) ln[1 ( )]
ˆ ˆ ˆ( ) ln[ ( )] ln[1 ( )] ln[1 ( )]
( )ˆ ˆ ˆ( ) ln ln[1 ( )]
1 ( )
n n
T
i i i i i i
i i
n n n
T
i i i i i i i i
i i i
n n
Ti i
i i i
i ii i
y y
y y
y
φ π π θ
φ π π π θ
π
φ π θ
π
⊕ ⊕ ⊕
= =
⊕ ⊕ ⊕
= = =
⊕ ⊕ ⊕
= =
= + − − −
= + − − − −
 
= + − − − 
∑ ∑
∑ ∑ ∑
∑ ∑
β x x β β
β x x x β β
x
β x β β
x
 
1
ˆ ˆ ˆ ˆ ˆ( ) ( ) ln(1 exp( ))
n
T
i i i
i
yφ θ⊕ ⊕ ⊕ ⊕ ⊕
=
 = − + − ∑β x β x β β β    (2.23) 
Dimana ˆ⊕β  merupakan koefisien parameter untuk Regresi 
Logistik Ridge. Sedangkan yi merupakan respon berupa kategorik 
yang mengikuti distribusi Binomial (1,πi) dan x i merupakan 
vektor untuk setiap observasi yang diambil dari matriks variabel 
prediktor berukuran n × (p + 1). 
11 12 1
21 22 2
1 2
1
1
1
p
p
n n np
x x x
x x x
x x x
 
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 
 
  
X


    

 
 
Selanjutnya diturunkan secara parsial terhadap ˆ⊕β  (Sunyoto, 
2009) : 
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Kemudian dilanjutkan pada turunan kedua (Sunyoto, 2009) : 
2
1
1
ˆˆ ˆ exp( )( ) ( ) ˆ2ˆ ˆ ˆ ˆ ˆ ˆ1 exp( )
ˆexp( ) ˆ2ˆ ˆ1 exp( )
ˆ ˆexp( )[1 exp( )
Tn
T i i
i iT T T
i i
Tn
T i i
i iT
i i
T
i i i i i
y
y
φ φ θ
θ
⊕⊕ ⊕
⊕
⊕ ⊕ ⊕ ⊕ ⊕ ⊕
=
⊕
⊕
⊕ ⊕
=
⊕ ⊕
   ∂ ∂ ∂ ∂
= = − −   
∂ ∂ ∂ ∂ ∂ +     
  ∂
= − −  
∂ +   
+ −
= −
∑
∑
x xββ β xβ
β β β β β x β
x xβxβ
β x β
x x xβ x β x 2
2
1
2
1
1
ˆexp( )] 2ˆ[1 exp( )]
ˆ ˆexp( ) exp( ) 2ˆ ˆ1 exp( ) 1 exp( )
ˆ ˆexp( ) exp( )1 2ˆ ˆ1 exp( ) 1 exp( )
( ) 1
Tn
i i
i i
n
T i i
i i
i i i
n
T i i
i i
i i i
T
i i i i
θ
θ
θ
π
⊕
⊕
=
⊕ ⊕
⊕ ⊕
=
⊕ ⊕
⊕ ⊕
=
−
+
  
 = − − − 
 + +  
   
= − − −   
+ +   
= −
∑
∑
∑
x xβ
xβ
xβ x βx x
xβ x β
xβ x βx x
xβ x β
x x x [ ]
1
( ) 2
2
n
i i
i
T
π θ
θ
=
− −
= − −
∑ x
X WX I
 
dimana : ˆ ˆdiag[ ( )[1 ( )]]i i i ix xπ π= −W . 
Estimasi parameter Regresi Logistik Ridge menggunakan 
metode MLE dengan iterasi Newton-Raphson yang akan 
digunakan untuk memaksimumkan fungsi obyektif pada 
persamaan (2.23). Kemudian diekspansikan di sekitar β ⊕
menurut Deret Taylor dan didapatkan persamaan (2.24). 
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Hasil penurunan disubtistusikan ke dalam persamaan (2.24)  
menghasilkan persamaan (2.25) (Sunyoto, 2009). 
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 1ˆ ( 2 )T Tθ⊕ −= +β X WX I X Wz     
dimana θ ⊕  adalah ridge parameter untuk Regresi Logistik Ridge 
yang merupakan bilangan positif kecil, sehingga estimasi 
parameter Regresi Logistik Ridge dituliskan pada persamaan 
(2.26) (Vago & Keméný, 2006). 
 1ˆ ( 2 )T Tθ⊕ ⊕ −= +β X WX I X Wz     (2.26) 
Dengan z merupakan vektor berukuran n × 1, dimana : 
ˆ ( )ˆLogit[ ( )]
ˆ ˆ( )[1 ( )]
i i i
i i i
i i i i
y x
z x
x x
π
π
π π
−
= +
−
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Dengan menambahkan ridge parameter untuk Regresi 
Logistik Ridge pada elemen diagonal matriks kovarian dari 
Regresi Logistik pada persamaan (2.13), maka variansi Regresi 
Logistik Ridge dapat dihitung dengan formula pada persamaan 
(2.27) (Vago & Keméný, 2006). 
 1ˆ ˆ ˆ( ) ( [ (1 )] )T i iVar diag π π θ⊕ ⊕ −= − +β X X I   (2.27) 
2.5  Pengujian Signifikansi Parameter 
Pengujian signifikansi parameter secara serentak dilakukan 
dengan menggunakan Likelihood Ratio Test, dimana hipotesis 
yang digunakan adalah : 
H0 : β1 = β2 = … = βp = 0 (model tidak berpengaruh signifikan) 
H1 : Minimal ada satu βj ≠ 0, j=1, 2, ..., p (model berpengaruh 
signifikan) 
Statistik uji yang digunakan dalam Likelihood Ratio Test 
ditampil-kan pada persamaan (2.28). 
0
0 1
1
2 log 2[ln( ) ln( )]LG L L
L
 
= − = − − 
 
   (2.28) 
dimana : 
L0 = Nilai fungsi likelihood untuk model yang semua parameter-
nya sama dengan nol. 
L1 = Nilai fungsi likelihood untuk model lengkap. 
Nilai -2[ln(L0) – ln(L1)] mengikuti distribusi chi-square 
dengan df = p. Apabila -2[ln(L0) – ln(L1)] ≥ χ²(p,α), maka 
diputuskan untuk menolak H0 yang artinya model berpengaruh 
signifikan, sehingga uji signifikansi parameter dapat dilanjutkan 
dengan pengujian secara parsial untuk mengetahui variabel-
variabel prediktor yang signifikan terhadap peluang sukses 
(Agresti, 2007). 
Pengujian signifikansi parameter secara parsial dilakukan 
dengan menggunakan Wald test. Pengujian ini dilakukan untuk 
mengetahui variabel prediktor yang signifikan atau layak untuk 
masuk ke dalam model. Hipotesis yang digunakan adalah : 
H0 : β j = 0 (variabel ke-j tidak berpengaruh signifikan) 
21 
 
 
 
H1 : βj ≠ 0, j=1, 2, ..., p (variabel ke-j berpengaruh 
signifikan) 
Statistik uji yang digunakan dalam Wald test ditampilkan pada 
persamaan (2.29) (Hosmer & Lemeshow, 2000). 
 
ˆ
ˆ( )
j
j
t
SE
β
β
=    (2.29) 
Dimana : ˆ ˆ( ) ( )j jSE Varβ β=  
Diputuskan untuk menolak H0 apabila nilai t > t(α,p) atau p-value 
< α, yang artinya variabel ke-j berpengaruh signifikan terhadap 
pembentukan model. 
2.6  Indeks Pembangunan Manusia (IPM) 
Pembangunan manusia merupakan suatu proses untuk 
memperbanyak pilihan-pilihan yang dimiliki oleh manusia. 
Dimana pilihan-pilihan tersebut terdiri dari tiga komponen dasar, 
yaitu untuk berumur panjang dan sehat, untuk memiliki ilmu 
pengetahuan dan yang ketiga untuk mempunyai akses terhadap 
sumber daya yang dibutuhkan sehingga dapat menjalani 
kehidupan yang layak (HDR, 2014). Sehingga Indeks 
Pembangunan Manusia (IPM) diartikan sebagai suatu indeks 
komposit yang digunakan untuk mengukur capaian pembangunan 
manusia berbasis sejumlah komponen dasar kualitas hidup 
manusia. Ketiga komponen dasar yang digunakan sebagai ukuran 
kualitas hidup tersebut diukur dengan menggunakan suatu indeks 
untuk masing-masing komponen, yaitu indeks harapan hidup, 
indeks pendidikan dan indeks standar hidup layak (BPS, 2014). 
Ketiga dimensi dasar pembangun IPM memiliki pengertian 
yang sangat luas, hal tersebut dikarenakan masing-masing 
dimensi memiliki keterkaitan dengan banyak faktor yang 
mempengaruhi-nya. Pada pengukuran dimensi berumur panjang 
dan sehat, diguna-kan Angka Harapan Hidup sebagai ukurannya. 
Angka Harapan Hidup (AHH) merupakan rata-rata perkiraan 
jumlah tahun yang dapat ditempuh oleh sesorang selama hidup 
atau dapat dikatakan sebagai rata-rata perkiraan usia seseorang 
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(BPS, 2008). Nilai AHH dihitung berdasarkan dua komponen, 
yaitu Anak Lahir Hidup (ALH) dan Anak Masih Hidup (AMH). 
Dimensi pengetahuan penduduk suatu wilayah, diukur 
berdasarkan indeks pendidikan yang didapatkan berdasarkan dua 
indikator yaitu Rata-Rata Lama Sekolah (Mean Years Schooling) 
dan Angka Melek Huruf. Rata-rata lama sekolah merupakan 
jumlah tahun yang digunakan oleh penduduk usia 15 tahun ke 
atas dalam menjalani pendidikan formal. Sedangkan angka melek 
huruf merupakan prosentase penduduk usia 15 tahun ke atas yang 
dapat membaca dan menulis huruf latin atau huruf lainnya (BPS, 
2008). 
Indeks standar hidup layak adalah indeks untuk mengukur 
dimensi kehidupan yang layak. Standar hidup layak menggambar-
kan tingkat kesejahteraan yang dinikmati oleh penduduk sebagai 
dampak semakin membaiknya kondisi ekonomi suatu wilayah. 
United Nations Development Programme (UNDP) mengukur 
standar hidup layak menggunakan Produk Domestik Regional 
Bruto (PDRB) riil yang disesuaikan, sedangkan Badan Pusat 
Statistik (BPS) menggunakan rata-rata pengeluaran per kapita riil 
yang disesuaikan. Perhitungan daya beli dilakukan berdasarkan 
27 komoditas kebutuhan pokok masyarakat. 
2.7  Penelitian Sebelumnya 
Penelitian-penelitian sebelumnya mengenai analisis Indeks 
Pembangunan Manusia (IPM) menjadi rujukan dalam penentuan 
metode yang akan digunakan, serta dapat menjadi acuan dalam 
penentuan variabel yang akan digunakan sebagai faktor-faktor 
yang mempengaruhi IPM. Penelitian sebelumnya mengenai IPM 
dengan menggunakan respon IPM dalam skala pengukuran rasio 
dilakukan oleh Yunitasari (2007) yang melakukan penelitian 
terhadap IPM Jawa Timur dimana didapatkan faktor-faktor yang 
mempengaruhinya adalah PDRB perkapita, tingkat kemiskinan, 
pengeluaran pemerintah untuk sektor pendidikan dan kesehatan. 
Penelitian Melliana (2013) terhadap IPM Jawa Timur dengan 
metode regresi panel didapatkan tujuh variabel yang berpengaruh 
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signifikan terhadap IPM antara lain variabel rasio siswa terhadap 
guru, angka partisipasi sekolah, jumlah sarana kesehatan, persen-
tase RT dengan akses air bersih, kepadatan penduduk, tingkat 
partisipasi angkatan kerja, dan PDRB perkapita. Sedangkan 
dengan metode yang sama. Di tahun yang sama, Astri (2013) me-
lakukan penelitian terhadap IPM Indonesia (Nasional) dengan 
menggunakan regresi panel dimana faktor yang digunakan adalah 
pengeluaran pemerintah daerah pada sektor pendidikan dan ke-
sehatan. 
Penelitian terhadap IPM dengan menggunakan respon IPM 
dalam skala pengukuran bersifat kategorik dilakukan oleh 
Yurviany (2007) dimana penelitian terhadap IPM Jawa Timur 
dilakukan menggunakan metode regresi logistik dengan faktor-
faktor yang mempengaruhi IPM adalah angka harapan hidup, 
angka kematian bayi, angka buta huruf penduduk umur 10 tahun 
ke atas, rata-rata lama sekolah dan pengeluaran perkapita. Nur 
(2010) juga melakukan penelitian terhadap IPM Jawa Timur, 
Jawa Tengah, Jawa Barat dan Sumatera Utara menggunakan 
regresi logistik ordinal dengan memperhatikan unsur tingkatan 
pada kategori IPM. Dengan memperhatikan efek spasial, Pradita 
(2011) menggunakan metode Geographically Weighted Logistic 
Regression (GWLR) dalam penelitiannya mengenai IPM Jawa 
Timur, dimana didapatkan faktor-faktor yang berpengaruh 
terhadap IPM adalah prosentase penduduk yang tinggal di daerah 
perkotaan, rata-rata pendapatan perkapita, rasio ketergantungan 
penduduk, prosentase penduduk miskin dan jumlah sarana 
kesehatan. Tetapi metode GWLR tidak cukup baik digunakan 
pada data yang jumlahnya kecil. Karena Provinsi Jawa Timur 
hanya memiliki 38 kabupaten/kota, sehingga analisis GWLR 
tidak cukup baik digunakan pada analisis IPM Jawa Timur. 
Penggunaan metode regresi logistik ridge dilakukan oleh Sunyoto 
(2009) pada analisis keberhasilan siswa SMA Negeri 1 Kediri 
diterima di Perguruan Tinggi Negeri (PTN). 
Berdasarkan penelitian-penelitian sebelumnya tersebut, 
dapat diketahui bahwa secara umum IPM dibentuk berdasarkan 
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tiga sektor yang digunakan untuk mengukur kualitas hidup 
manusia, yaitu kesehatan, pendidikan dan ekonomi, sehingga 
dalam penelitian ini akan digunakan faktor-faktor di masing-
masing sektor tersebut untuk memodelkan Indeks Pembangunan 
Manusia (IPM) Provinsi Jawa Timur. 
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BAB III  METODOLOGI PENELITIAN 
METODOLOGI PENELITIAN 
Pada bab ini dibahas mengenai sumber data, variabel pe-
nelitian yang digunakan dalam analisis serta metode analisis data. 
3.1  Sumber Data 
Data yang digunakan pada penelitian ini adalah data 
sekunder mengenai Indeks Pembangunan Manusia (IPM) beserta 
faktor-faktornya untuk setiap Kabupaten/Kota di Jawa Timur 
yang diambil secara langsung di Badan Pusat Statistik (BPS) 
Jawa Timur. 
3.2  Variabel Penelitian dan Definisi Operasional 
Pada penelitian ini variabel respon yang digunakan adalah 
Indeks Pembangunan Manusia (IPM) untuk setiap 
Kabupaten/Kota di Jawa Timur Tahun 2012 yang telah 
dikategorikan ke dalam empat kategori, yaitu kategori IPM 
rendah (IPM ≤ 50), IPM menengah bawah (50 < IPM ≤ 66), IPM 
menengah atas (66 < IPM ≤ 90) dan IPM tinggi (IPM > 90), 
sedangkan variabel prediktor berdasarkan masing-masing sektor 
ditampilkan pada Tabel 3.1. 
Tabel 3.1 Variabel Penelitian Indikator IPM 
Sektor Simbol Variabel Skala 
- Y Indeks Pembangunan Manusia Jawa Timur Nominal 
Kesehatan 
X1 Angka kematian bayi Rasio 
X2 Prosentase keluhan kesehatan Rasio 
X3 Jumlah sarana kesehatan Rasio 
Pendidikan X4 
Angka buta huruf (Usia 10 tahun 
ke atas) Rasio 
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Tabel 3.1 Variabel Penelitian Indikator IPM (Lanjutan) 
Sektor Simbol Variabel Skala 
Pendidikan 
X5 Angka partisipasi sekolah (SMA) Rasio 
X6 Rasio guru-siswa (SMA) Rasio 
X7 Rasio sekolah-murid (SMA) Rasio 
Ekonomi 
X8 Prosentase penduduk miskin Rasio 
X9 PDRB perkapita Rasio 
X10 Pertumbuhan ekonomi Rasio 
X11 
Prosentase penduduk usia 15 
tahun ke atas yang bekerja Rasio 
X12 Tingkat pengangguran terbuka Rasio 
X13 Tingkat partisipasi angkatan kerja Rasio 
Berdasarkan variabel penelitian yang ditampilkan pada 
Tabel 3.1 tersebut, maka definisi operasional untuk masing-
masing variabel adalah. 
1. Indeks Pembangunan Manusia (IPM) [Y] 
Indikator komposit yang menggabungkan tiga aspek 
penting, yaitu peningkatan kualitas fisik (kesehatan), 
intelektualitas (pendidikan) dan kemampuan ekonomi (daya 
beli) seluruh komponen masyarakat dalam kurun waktu 
tertentu. 
2. Angka Kematian Bayi (AKB) [X1] 
Banyaknya bayi yang meninggal sebelum mencapai usia 1 
tahun per 1000 kelahiran hidup pada tahun yang sama. 
Nilai normatif AKB yang kurang dari 40 sangat sulit 
diupayakan penurunannya, antara 40-70 tergolong sedang 
namun sulit untuk diturunkan, dan lebih besar dari 70 
tergolong mudah untuk diturunkan. 
3. Prosentase keluhan kesehatan [X2] 
Jumlah penduduk yang mempunyai keluhan kesehatan 
dibandingkan dengan jumlah total penduduk untuk masing-
masing Kabupaten/Kota selama kurun waktu tertentu. 
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4. Jumlah sarana kesehatan [X3] 
Jumlah sarana kesehatan di masing-masing Kabupaten/Kota 
yang meliputi rumah sakit, puskesmas, dsb. 
5. Angka buta huruf (Usia 10 tahun ke atas) [X4] 
Ketidakmampuan untuk membaca dan menulis penduduk 
usia 10 tahun ke atas. 
6. Angka partisipasi sekolah (SMA) [X5] 
Proporsi dari semua anak yang masih sekolah pada suatu 
kelompok umur tertentu terhadap penduduk dengan 
kelompok umur yang sesuai. Digunakan kelompok umur 
SMA (16-18 tahun) karena sejak tahun 2012 sudah mulai 
dirintis wajib belajar 12 tahun. 
7. Rasio guru-siswa [X6] 
Perbandingan antara jumlah guru dan siswa dalam suatu 
jenjang pendidikan tertentu. 
8. Rasio sekolah-murid [X7] 
Perbandingan antara jumlah sekolah dan murid dalah suatu 
jenjang pendidikan tertentu. 
9. Prosentase penduduk miskin [X8] 
Jumlah penduduk miskin dibandingkan dengan jumlah total 
penduduk untuk masing-masing Kabupaten/Kota selama 
kurun waktu tertentu. 
10. PDRB perkapita [X9] 
Produk Domestik Regional Bruto (PDRB) dibagi dengan 
jumlah penduduk. 
11. Pertumbuhan Ekonomi [X10] 
Besarnya prosentase kenaikan PDRB pada tahun berjalan 
terhadap PDRB pada tahun sebelumnya 
12. Prosentase penduduk usia 15 tahun ke atas yang bekerja 
[X11] 
Jumlah penduduk usia 15 tahun ke atas yang bekerja 
dibandingkan dengan jumlah total penduduk untuk masing-
masing Kabupaten/Kota selama kurun waktu tertentu. 
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13. Tingkat Pengangguran Terbuka (TPT) [X12] 
Persentase jumlah orang yang sedang mencari pekerjaan 
terhadap jumlah angkatan kerja untuk masing-masing 
Kabupaten/Kota selama kurun waktu tertentu. 
14. Tingkat partisipasi angkatan kerja (TPAK) [X13] 
Persentase jumlah angkatan kerja terhadap penduduk usia 
kerja untuk masing-masing Kabupaten/Kota selama kurun 
waktu tertentu. 
3.3  Metode Analisis Data 
Langkah-langkah dalam analisis data dalam penelitian ini 
adalah sebagai berikut. 
1. Pengumpulan data mengenai Indeks Pembangunan Manusia 
(IPM) Provinsi Jawa Timur tahun 2012 beserta faktor-
faktor yang mempengaruhinya untuk setiap sektor 
pembentuk IPM yang terdiri dari empat sektor, yaitu sektor 
kesehatan, pendidikan dan ekonomi. 
2. Melakukan analisis deskriptif pada Indeks Pembangunan 
Manusia (IPM) Provinsi Jawa Timur dan faktor-faktor yang 
mempengaruhinya, dimana analisis dilakukan pada setiap 
sektor, yaitu sektor kesehatan pendidikan dan ekonomi. 
3. Pemeriksaan kasus multikolinieritas dengan menggunakan 
nilai Variance Inflation Factor (VIF) untuk masing-masing 
variabel prediktor (X). 
4. Pemilihan nilai ridge parameter (θ ⊕ ) : 
a. Menghitung nilai eigen vektor dan eigen value dari 
matriks XTX, sehingga XTX=QΛQT. Dimana Q adalah 
eigen vektor dari XTX dan Λ = diag(λ1 ≥ λ2 ≥ ... ≥ λp-1≥ 
λp) yang merupakan matriks diagonal dengan 
diagonalnya adalah eigen value dari matriks XTX. 
b. Menghitung Principal Component dari X, yaitu Z = XQ 
dan koefisien dari Principal Component Regression 
(PCR), yaitu pada persamaan (3.1). 
 1ˆ T−=α Λ Z Y   (3.1) 
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c. Untuk r = 1, ... , p dapat dihitung nilai ridge parameter 
pada persamaan (3.2). 
 ˆ ˆr Tr r
r
θ ⊕ =
α α
  (3.2) 
 Dimana ˆ rα  merupakan vektor berukuran r dari 
sejumlah r koefisien pertama Principal Component 
Logistic Regression (PCLR). Koefisien PCLR dihitung 
dari Principal Component, dimana variabel prediktor 
sebagai kovariat dalam model Regresi Logistik. 
d. Menghitung derajat bebas dari model Regresi Logistik 
Ridge menggunakan rθ
⊕  sebagai parameter penyusut 
dan kemudian dipilih jumlah dari Principal Component 
(r) untuk meminimumkan perbedaan antara r dan 
derajat bebas dari model Regresi Logistik Ridge yang 
telah didapatkan. 
e. Digunakan parameter penyusutan *rθ
⊕  dalam pem-
bentukan model Regresi Logistik Ridge. 
5. Pemodelan menggunakan metode Regresi Logistik Ridge. 
a. Pengujian signifikansi parameter Regresi Logistik 
Ridge secara serentak. 
b. Pengujian signifikansi parameter Regresi Logistik 
Ridge secara parsial. 
c. Interpretasi hasil model lengkap Regresi Logistik Ridge. 
6. Pemilihan model terbaik Regresi Logistik Ridge dengan 
menggunakan metode backward elimination. 
a. Pengujian signifikansi parameter Regresi Logistik 
Ridge secara serentak. 
b. Pengujian signifikansi parameter Regresi Logistik 
Ridge secara parsial. 
c. Interpretasi hasil pemodelan Regresi Logistik Ridge 
terbaik yang didapatkan dari hasil backward elimination. 
d. Pemetaan hasil prediksi dari model terbaik Regresi 
Logistik Ridge. 
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BAB IV  ANALISIS DAN PEMBAHASAN 
ANALISIS DAN PEMBAHASAN 
Pada bab ini dibahas mengenai deskripsi kabupaten/kota di 
Provinsi Jawa Timur menurut Indeks Pembangunan Manusia 
(IPM) untuk masing-masing sektor. Selanjutnya dilakukan 
identifikasi adanya kasus multikolinieritas pada faktor-faktor 
yang mempengaruhi IPM, serta penyelesaian kasus 
multikolinieritas dengan menggunakan metode Regresi Logistik 
Ridge. Kabupaten/ kota di Provinsi Jawa Timur meliputi : 
1. Pacitan 
2. Ponorogo 
3. Trenggalek 
4. Tulung Agung 
5. Blitar 
6. Kediri 
7. Malang 
8. Lumajang 
9. Jember 
10. Banyuwangi 
11. Bondowoso 
12. Situbondo 
13. Probolinggo 
14. Pasuruan 
15. Sidoarjo 
16. Mojokerto 
17. Jombang 
18. Nganjuk 
19. Madiun 
20. Magetan 
21. Ngawi 
22. Bojonegoro 
23. Tuban 
24. Lamongan 
25. Gresik 
26. Bangkalan 
27. Sampang 
28. Pamekasan 
29. Sumenep 
30. Kota Kediri 
31. Kota Blitar 
32. Kota Malang 
33. Kota Probolinggo 
34. Kota Pasuruan 
35. Kota Mojokerto 
36. Kota Madiun 
37. Kota Surabaya 
38. Kota Batu 
4.1  Statistika Deskriptif Kabupaten/Kota di Provinsi Jawa 
Timur Berdasarkan Indeks Pembangunan Manusia 
(IPM) 
Analisa deskriptif pada kabupaten/kota di Provinsi Jawa 
Timur berdasarkan Indeks Pembangunan Manusia (IPM) 
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bertujuan untuk melihat karakteristik kabupaten/kota di Jawa 
Timur menurut masing-masing sektor, yaitu sektor kesehatan, 
pendidikan,  dan ekonomi. Provinsi Jawa Timur memiliki 38 
kabupaten/kota yang terdiri dari 29 kabupaten dan 9 kota. Pada 
tahun 2012, IPM Jawa Timur sebesar 72,83 tergolong dalam 
kategori menengah atas. Jumlah kabupaten/kota yang tergolong 
dalam setiap kategori ditampilkan pada diagram lingkaran pada 
Gambar 4.1. 
 
Gambar 4.1 Jumlah Kabupaten/Kota untuk Setiap Kategori IPM 
Kabupaten/kota di Provinsi Jawa Timur yang memiliki IPM 
dengan kategori menengah atas dan menengah bawah masing-
masing berjumlah 6 dan 32 kabupaten/kota. Sedangkan pada 
kategori yang lain, tidak terdapat kabupaten/kota yang tergolong 
dalam IPM rendah maupun tinggi. Kota Malang memiliki nilai 
IPM tertinggi di antara kabupaten/kota yang lain dengan nilai 
IPM sebesar 78,43 pada kategori IPM menengah atas, sedangkan 
IPM terendah di Provinsi Jawa Timur adalah Kabupaten Sampang 
dengan nilai IPM sebesar 61,67 pada kategori IPM menengah 
bawah. 
4.1.1 Deskriptif Kabupaten/Kota di Provinsi Jawa Timur 
Menurut Sektor Kesehatan 
Pada Tabel 4.1 ditampilkan deskripsi mengenai kabupaten/ 
kota di Provinsi Jawa Timur menurut sektor kesehatan. 
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Tabel 4.1 Deskripsi Kabupaten/Kota di Provinsi Jawa Timur 
Menurut Sektor Kesehatan 
Variabel Y Rataan Varians Min Maks 
Angka Kematian Bayi 0 56,29 13,16 53,93 63,51 1 29,64 72,57 19,50 51,07 
Keluhan Kesehatan (%) 0 30,00 41,69 17,82 37,18 1 27,33 34,32 16,89 45,02 
Jumlah Sarana Kesehatan 0 1641 602105 1050 3184 1 1414 675816 186 3249 
Keterangan kategori IPM : 
0 = IPM menengah bawah 
1 = IPM menengah atas 
Tabel 4.1 menunjukkan bahwa rata-rata angka kematian 
bayi pada kategori IPM menengah bawah dan menengah atas 
masing-masing adalah 56,29 dan 29,64. Angka kematian bayi 
antar kabupaten/kota di Provinsi Jawa Timur masih memiliki 
perbedaan yang cukup jauh, dimana angka kematian bayi 
terendah adalah Kota Blitar, yaitu sebesar 19,5, sedangkan angka 
kematian bayi tertinggi adalah Kabupaten Probolinggo, yaitu 
sebesar 63,51. 
Rata-rata prosentase keluhan kesehatan di Provinsi Jawa 
Timur pada kategori IPM menengah bawah dan menengah atas 
masing-masing sebesar 30% dan 27,33%. Kabupaten Lumajang 
memiliki prosentase keluhan kesehatan terendah, yaitu 16,89%, 
sedangkan Kota Mojokerto memiliki prosentase keluhan 
kesehatan tertinggi, yaitu 45,02%. Dalam hal penanganan keluhan 
kesehatan, Kota Mojokerto harus mendapat perhatian khusus agar 
dapat mengatasi tingginya angka keluhan kesehatan. 
Jumlah sarana kesehatan di Provinsi Jawa Timur memiliki 
rata-rata pada kategori IPM menengah bawah dan menengah atas 
masing-masing adalah 1641 dan 1414 dengan varians yang sangat 
besar pada kedua kategori IPM. Hal tersebut dapat dikarenakan 
perbedaan luas wilayah dari setiap kabupaten/kota di Provinsi 
Jawa Timur. Kota Mojokerto memiliki jumlah sarana kesehatan 
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terendah dengan jumlah 186 sarana, sebaliknya Kabupaten 
Malang memiliki jumlah sarana kesehatan tertinggi, yaitu 3249 
sarana kesehatan. 
4.1.2 Deskriptif Kabupaten/Kota di Provinsi Jawa Timur 
Menurut Sektor Pendidikan 
Tabel 4.2 menunjukkan deskripsi mengenai kabupaten/kota 
di Provinsi Jawa Timur menurut sektor pendidikan. 
Tabel 4.2 Deskripsi Kabupaten/Kota di Provinsi Jawa Timur 
Menurut Sektor Pendidikan 
Variabel Y Rataan Varians Min Maks 
Angka Buta Huruf 0 18,630 9,650 15,35 24,01 1 7,654 21,336 1,50 19,52 
Angka Partisipasi 
Sekolah (SMA) 
0 47,95 58,74 38,61 61,21 
1 67,80 86,15 47,84 82,07 
Rasio Guru-Siswa 
(SMA) 
0 863,2 26689,0 658 1047 
1 1011,7 176776,3 553 2245 
Rasio Sekolah-Murid 
(SMA) 
0 22,50 50,70 12 31 
1 41,16 1468,01 11 151 
Keterangan kategori IPM : 
0 = IPM menengah bawah 
1 = IPM menengah atas 
Pada Tabel 4.2 dapat dilihat bahwa rata-rata angka buta 
huruf relatif kecil pada kategori IPM menengah atas, yaitu 
sebesar 7,654, tetapi pada kategori IPM menengah bawah sebesar 
18,63. Angka buta huruf terendah sebesar 1,5 yaitu Kota Malang, 
sedangkan tertinggi adalah Kabupaten Sampang yaitu 24,01. 
Sehingga Kabupaten Sampang harus mendapatkan perhatian 
khusus mengenai kemampuan membaca dan menulis untuk dapat 
menurunkan angka buta huruf. 
Rata-rata angka partisipasi sekolah (SMA) kabupaten/kota 
di Provinsi Jawa Timur pada kategori IPM menengah bawah dan 
menengah atas masing-masing adalah 47,95 dan 67,8 dimana 
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angka partisipasi sekolah terendah adalah Kabupaten Sampang, 
yaitu 38,61, sedangkan angka partisipasi sekolah tertinggi adalah 
Kota Mojokerto, yaitu 82,07. 
Rasio guru-siswa (SMA) pada kategori IPM menengah 
bawah dan menengah atas masing-masing adalah 863,2 dan 
1011,7. Kemudian pada rasio sekolah-murid (SMA) 
kabupaten/kota di Provinsi Jawa Timur untuk kategori IPM 
menengah bawah dan menengah atas masing-masing adalah 22,5 
dan 41,16. Rasio guru-siswa tertinggi adalah Kota Madiun, yaitu 
2245, sedangkan yang terendah adalah Kabupaten Kediri, yaitu 
sebesar 553. Kemudian pada rasio sekolah-murid tertinggi adalah 
Kota Mojokerto dengan nilai 151, sedangkan yang terendah 
adalah Kabupaten Malang yang sebesar 11. Dalam kasus ini 
Kabupaten Kediri dan Kabupaten Malang harus diperhatikan 
dalam hal ketersediaan guru/pengajar dan jumlah sekolah untuk 
memenuhi kebutuhan pendidikan bagi siswa/murid. 
4.1.3 Deskriptif Kabupaten/Kota di Provinsi Jawa Timur 
Menurut Sektor Ekonomi 
Pada Tabel 4.3 ditampilkan deskripsi terkait kabupaten/kota 
di Provinsi Jawa Timur menurut sektor ekonomi. 
Tabel 4.3 Deskripsi Kabupaten/Kota di Provinsi Jawa Timur 
Menurut Sektor Ekonomi 
Variabel Y Rataan Varians Min Maks 
Rumah Tangga Miskin 
(%) 
0 23,80 100,96 9,94 36,03 
1 13,85 102,24 4,30 52,96 
PDRB Perkapita (juta) 0 13,42 11,89 8,69 17,70 1 30,97 2528,76 8,32 290,79 
Pertumbuhan Ekonomi 
(%) 
0 6,6120 0,1320 6,19 7,27 
1 6,9881 0,2917 5,82 8,26 
Penduduk Usia > 15 Tahun 
Yang Bekerja (%) 
0 68,710 25,660 61,630 75,330 
1 66,651 25,014 58,332 78,801 
Tingkat Pengangguran 
Terbuka (%) 
0 3,342 1,739 1,78 5,32 
1 4,397 2,980 1,16 7,85 
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Tabel 4.3 Deskripsi Kabupaten/Kota di Provinsi Jawa Timur 
Menurut Sektor Ekonomi (Lanjutan) 
Variabel Y Rataan Varians Min Maks 
Tingkat Partisipasi 
Angkatan Kerja (%) 
0 71,050 20,320 64,13 76,69 
1 69,678 17,951 62,53 79,73 
Keterangan kategori IPM : 
0 = IPM menengah bawah 
1 = IPM menengah atas 
Rata-rata prosentase rumah tangga miskin pada kategori 
IPM menengah bawah dan menengah atas masing-masing adalah 
23,8 dan 13,85 dimana prosentase rumah tangga terendah adalah 
Kabupaten Sidoarjo yang sebesar 4,3% dan Kota Probolinggo 
memiliki prosentase rumah tangga miskin tertinggi, yaitu sebesar 
52,96%. 
PDRB perkapita pada kategori IPM menengah bawah dan 
menengah atas masing-masing sebesar 13,42 juta dan 30,97 juta. 
Kemudian pada pertumbuhan ekonomi kabupaten/kota di 
Provinsi Jawa Timur pada kategori IPM menengah bawah dan 
menengah atas masing-masing adalah 6,612% dan 6,9881%. 
Terjadi ketimpangan pada PDRB perkapita kabupaten/kota di 
Provinsi Jawa Timur, dimana Kota Kediri memiliki PDRB 
Perkapita tertinggi, yaitu 290,79 juta, sedangkan PDRB perkapita 
terendah adalah Kabupaten Pacitan yang hanya sebesar 8,32 juta. 
Pada pertumbuhan ekonomi, menunjukkan bahwa pertumbuhan 
ekonomi yang terjadi pada kabupaten/kota di Provinsi Jawa 
Timur memiliki varians yang cukup kecil. Selisih antara 
pertumbuhan ekonomi tertinggi dan terendah juga cukup kecil, 
yaitu sebesar 2,44%. Pertumbuhan ekonomi tertinggi adalah Kota 
Batu yang mencapai angka 8,26%, sedangkan pertumbuhan 
ekonomi te-rendah adalah Kabupaten Bojonegoro, yaitu sebesar 
5,82%. 
Rata-rata prosentase penduduk usia 15 tahun ke atas yang 
bekerja pada kategori IPM menengah bawah dan menengah atas 
masing-masing adalah 68,71% dan 66,651%. Kota Madiun 
memiliki prosentase penduduk bekerja yang terendah dan 
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Kabupaten Pacitan memiliki prosentase penduduk bekerja yang 
tertinggi dengan prosentase masing-masing sebesar 58,332% dan 
78,801%. 
Tingkat pengangguran terbuka memiliki rata-rata yang 
relatif kecil, pada kategori IPM menengah bawah dan menengah 
atas masing-masing sebesar 3,342% dan 4,397%. Kabupaten 
Pacitan merupakan kabupaten/kota dengan tingkat pengangguran 
terkecil dan Kota Kediri merupakan kabupaten/kota dengan 
tingkat pengangguran tertinggi yang memiliki prosentase masing-
masing sebesar 1,16% dan 7,85%. 
Rata-rata tingkat partisipasi angkatan kerja kabupaten/kota 
di Provinsi Jawa Timur pada kategori IPM menengah bawah dan 
menengah atas masing-masing adalah 71,05% dan 69,678%. 
Kabupaten/kota dengan tingkat partisipasi angkatan kerja 
terendah adalah Kota Madiun, sedangkan tingkat partisipasi 
angkatn kerja tertinggi adalah Kabupaten Pacitan yang memiliki 
prosentase masing-masing sebesar 62,53% dan 79,73%. 
4.1.4 Identifikasi Kasus Multikolinieritas 
Pada Tabel 4.4 ditampilkan nilai Variance Inflation 
Factors (VIF) pada masing-masing variabel prediktor terhadap 
variabel prediktor yang lain. 
Tabel 4.4 Nilai Variance Inflation Factors (VIF) 
Sektor Variabel VIF 
Kesehatan 
Angka Kematian Bayi [X1] 4,122 
Keluhan Kesehatan [X2] 1,436 
Jumlah Sarana Kesehatan [X3] 4,935 
Pendidikan 
Angka Buta Huruf [X4] 6,205 
Angka Partisipasi Sekolah (SMA) [X5] 2,591 
Rasio Guru-Siswa (SMA) [X6] 4,539 
Rasio Sekolah-Murid (SMA) [X7] 9,436 
Ekonomi Rumah Tangga Miskin [X8] 1,766 
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PDRB Perkapita [X9] 1,841 
Tabel 4.4 Nilai Variance Inflation Factors (VIF) (Lanjutan) 
Sektor Variabel VIF 
Ekonomi 
Pertumbuhan Ekonomi [X10] 2,652 
Penduduk Usia > 15 Tahun Yang Bekerja [X11] 5243,225 
Tingkat Pengangguran Terbuka [X12] 294,646 
Tingkat Partisipasi Angkatan Kerja [X13] 3530,604 
Tabel 4.4 menunjukkan bahwa diindikasikan terjadi kasus 
multikolinieritas pada faktor-faktor di sektor pendidikan dan 
ekonomi. Pada sektor pendidikan diindikasikan terdapat kasus 
multikolinieritas pada variabel angka buta huruf (X4) dan rasio 
sekolah-murid (X7) karena memiliki nilai VIF lebih dari 5, 
sedangkan kasus multikolinieritas yang serius terdapat pada 
sektor ekonomi, khususnya pada variabel prosentase penduduk 
usia 15 tahun ke atas yang bekerja (X11), tingkat pengangguran 
terbuka (X12) dan tingkat partisipasi angkatan kerja (X13) yang 
memiliki nilai VIF lebih dari 10. 
4.2  Pemodelan Regresi Logistik Ridge 
Pemodelan menggunakan metode Regresi Logistik Ridge 
bertujuan untuk mengatasi adanya kasus multikolinieritas yang 
terjadi pada faktor-faktor yang mempengaruhi IPM. Tabel 4.5 
menunjukkan selisih antara derajat bebas (df) dan r untuk setiap 
jumlah Principal Component (r) yang akan digunakan dalam 
penentuan nilai ridge parameter untuk model lengkap. 
Tabel 4.5 Pemilihan Nilai Ridge Paramater untuk Model Lengkap 
r df model selisih df dan r ⊕rθ  
1 3,050508 2,050508 0,188904 
2 2,411640 0,411640 0,369302 
3 3,614199 0,614199 0,110148 
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4* 3,780055 0,219945 0,094133 
5 4,212069 0,787931 0,062276 
Tabel 4.5 Pemilihan Nilai Ridge Paramater untuk Model Lengkap 
(Lanjutan) 
r df model selisih df dan r ⊕rθ  
6 4,344199 1,655801 0,054692 
7 4,232640 2,767360 0,061039 
Berdasarkan pada Tabel 4.5, diketahui bahwa jumlah dari 
Principal Component (r) yang memiliki selisih antara r dan 
derajat bebas (df) paling kecil adalah 4. Sehingga digunakan 4 
Principal Component (r) dan didapatkan nilai ridge parameter 
(θ ⊕ ) sebesar 0,094133. Dengan menggunakan Software R, hasil 
koefisien model lengkap Regresi Logistik Ridge ditunjukkan pada 
Tabel 4.6. 
Tabel 4.6 Signifikansi Parameter Model Lengkap 
Variabel Koefisien Koefisien (scaled) 
Std. 
error 
t-value 
(scaled) P-value 
Konstan -0,1771 - - - - 
X1* -0,0442 -3,3999 0,8601 -3,9530 0,0001 
X2 -0,0412 -1,4890 1,0355 -1,4380 0,1504 
X3 0,0000 -0,0527 0,9210 -0,0572 0,9544 
X4* -0,0754 -2,7364 0,7910 -3,4594 0,0005 
X5* 0,0371 2,6081 0,9219 2,8292 0,0047 
X6 0,0003 0,6892 0,7965 0,8652 0,3869 
X7 0,0016 0,3440 0,6406 0,5371 0,5912 
X8 -0,0162 -1,0453 0,9847 -1,0615 0,2885 
X9 0,0009 0,2585 0,6053 0,4270 0,6694 
X10 0,1653 0,5336 0,8760 0,6091 0,5424 
X11 0,0108 0,3284 0,7000 0,4692 0,6389 
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X12 0,0340 0,3516 0,8021 0,4383 0,6612 
X13 0,0191 0,4937 0,7613 0,6485 0,5166 
Dengan menggunakan nilai pada Tabel 4.6, dilakukan 
pengujian signifikansi parameter secara serentak dan parsial 
untuk mengetahui pengaruh dari masing-masing variabel 
prediktor dalam pembentukan model Regresi Logistik Ridge 
untuk IPM Provinsi Jawa Timur. 
4.2.1 Pengujian Signifikansi Parameter Regresi Logistik 
Ridge Secara Serentak 
Pengujian signifikansi parameter regresi secara serentak 
bertujuan untuk mengetahui pengaruh koefisien βˆ ⊕  hasil estimasi 
parameter Regresi Logistik Ridge secara serentak. Pengujian ini 
menggunakan statistik uji likelihood ratio test dengan hipotesis 
sebagai berikut. 
 
Hipotesis : H0 : 1 2ˆ ˆ ˆ... 0pβ β β
⊕ ⊕ ⊕= = = =  
  H1 : Minimal ada satu ˆ 0jβ ⊕ ≠ , j=1, 2, ..., p 
Nilai statistik uji likelihood ratio test ditunjukkan pada persamaan 
(4.1). 
0
0 1
1
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L
 
= − = − − 
 
= − − − −
= − −
=
   (4.1) 
Daerah penolakan adalah nilai yang didapatkan dari tabel 
2
( ; )p αχ dengan p = 13 dan α = 0,05, sehingga didapatkan nilai 
2
(13;0,10)χ = 22,362. Didapatkan keputusan menolak H0 karena nilai 
statistik uji [G = 45,398] ≥ [ 2(13;0,05)χ  = 22,362], sehingga dapat 
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disimpulkan bahwa paling sedikit terdapat satu variabel prediktor 
yang berpengaruh signifikan terhadap variabel respon IPM untuk 
masing-masing kabupaten/kota di Provinsi Jawa Timur. 
4.2.2 Pengujian Signifikansi Parameter Regresi Logistik 
Ridge Secara Parsial 
Pengujian signifikansi parameter regresi secara parsial 
bertujuan untuk mengetahui pengaruh masing-masing koefisien 
βˆ ⊕  hasil estimasi parameter Regresi Logistik Ridge secara parsial. 
Pengujian ini menggunakan statistik uji Wald dengan hipotesis 
sebagai berikut. 
Hipotesis : H0 : ˆ 0jβ
⊕ =  
  H1 : ˆ 0jβ ⊕ ≠ , j=1, 2, ..., p 
Dengan melihat nilai statistik uji p-value pada Tabel 4.6, dapat 
dilihat bahwa terdapat tiga variabel prediktor yang memiliki p-
value < [α = 0,05]. Sehingga dapat disimpulkan bahwa variabel 
angka kematian bayi (X1), angka buta huruf (X4) dan angka 
partisipasi sekolah (X5) berpengaruh signifikan terhadap Indeks 
Pembangunan Manusia (IPM) pada taraf α = 0,05. 
4.2.3 Model Lengkap Regresi Logistik Ridge IPM Provinsi 
Jawa Timur 
Model lengkap IPM kabupaten/kota Provinsi Jawa Timur 
menggunakan Regresi Logistik Ridge ditampilkan pada 
persamaan (4.2). 
 
ˆexp( )( ) ˆ1 exp( )
i
i i
i
xπ
⊕
⊕
=
+
xβ
xβ
   (4.2) 
Dimana : 
1 2 3 4
5 6 7 8
9 10 11 12
13
ˆ 0,1771 0,0442 0,0412 0,0000 0,0754
0,0371 0,0003 0,0016 0,0162
0,0009 0,1653 0,0108 0,0340
0,0191
i x x x x
x x x x
x x x x
x
⊕ = − − − + − +
+ + − +
+ + + +
xβ
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4.2.4 Ketepatan Klasifikasi Model Lengkap Regresi Logistik 
Ridge 
Perhitungan ketepatan klasifikasi digunakan untuk melihat 
seberapa baik model Regresi Logistik Ridge dalam 
mengelompok-kan suatu observasi/pengamatan ke dalam 
kelompok tertentu. Didapatkan hasil ketepatan klasifikasi yang 
ditampilkan pada Tabel 4.7. 
Tabel 4.7 Ketepatan Klasifikasi Hasil Model Lengkap Regresi 
Logistik Ridge 
 Prediksi 
Observasi 0 1 Total 
0 5 1 6 
1 0 32 32 
Total 5 33 0,9737 
Tabel 4.7 menunjukkan bahwa hasil akurasi (ketepatan 
klasifikasi) dari pemodelan Regresi Logistik Ridge dengan me-
libatkan 13 variabel prediktor sebesar 97,37%. Hal tersebut 
menunjukkan bahwa hasil pemodelan Regresi Logistik Ridge 
dengan melibatkan 13 variabel prediktor cukup efektif dalam 
mengelompokkan kabupaten/kota di Provinsi Jawa Timur ke 
dalam kategori IPM yang telah ditentukan oleh Badan Pusat 
Statistik. 
4.2.5 Interpretasi Model Lengkap Regresi Logistik Ridge 
Interpretasi dari hasil model lengkap Regresi Logistik 
Ridge bertujuan untuk mengetahui kecenderungan masing-masing 
variabel prediktor terhadap Indeks Pembangunan Manusia (IPM) 
untuk setiap kabupaten/kota di Provinsi Jawa Timur. Tetapi pada 
model lengkap, hanya dilakukan interpretasi terhadap variabel-
variabel yang signifikan, yaitu angka kematian bayi (X1), angka 
buta huruf (X4) dan angka partisipasi sekolah (X5). Digunakan 
nilai odds ratio yang ditampilkan pada Tabel 4.8. 
43 
 
 
Tabel 4.8 Odds Ratio Hasil Model Lengkap Regresi Logistik Ridge 
Variabel Koefisien ˆ(10 )OR Exp β ⊕= ×  1/OR 
Konstan -0,1771 - - 
Angka Kematian Bayi* -0,0442 0,6425 1,5564 
Prosentase Keluhan 
Kesehatan -0,0412 0,6625 1,5094 
Jumlah Sarana 
Kesehatan 0,0000 0,9999 1,0001 
Angka Buta Huruf * -0,0754 0,4707 2,1246 
Angka Partisipasi 
Sekolah* 0,0371 1,4485 0,6904 
Rasio Guru-Siswa 0,0003 1,0029 0,9971 
Rasio Sekolah-Murid 0,0016 1,0159 0,9843 
Prosentase Penduduk 
Miskin -0,0162 0,8506 1,1756 
PDRB Perkapita 0,0009 1,0092 0,9909 
Pertumbuhan Ekonomi 0,1653 5,2226 0,1915 
Prosentase Penduduk 
Usia 15 Tahun Ke Atas 
yang Bekerja 
0,0108 1,1140 0,8976 
Tingkat Pengangguran 
Terbuka 0,0340 1,4054 0,7116 
Tingkat Partisipasi 
Angkatan Kerja 0,0191 1,2106 0,8260 
Dengan melihat odds ratio pada Tabel 4.8, didapatkan 
bahwa setiap kenaikan 10% dari angka kematian bayi, maka suatu 
kabupaten/kota berpeluang untuk memiliki IPM dengan kategori 
menengah ke bawah 1,5 kali lipat dibandingkan IPM dengan 
kategori menengah ke atas. Kemudian pada variabel angka buta 
huruf, dimana setiap kenaikan 10% dari angka buta huruf, maka 
suatu kabupaten/kota akan memiliki peluang untuk memiliki IPM 
dengan kategori menengah ke bawah dua kali lipat dibandingkan 
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IPM dengan kategori menengah ke atas. Tetapi sebaliknya pada 
angka partisipasi sekolah, dimana setiap kenaikan 10% dari angka 
partisipasi sekolah, maka suatu kabupaten/kota akan berpeluang 
untuk memiliki IPM dengan kategori menengah ke atas 1,4 kali 
lipat dibandingkan IPM dengan kategori menengah bawah. 
4.3  Pemilihan Model Regresi Logistik Ridge Terbaik 
Pemilihan model Regresi Logistik Ridge terbaik bertujuan 
untuk mendapatkan model regresi dengan keseluruhan parameter 
telah signifikan terhadap variabel respon Indeks Pembangunan 
Manusia (IPM). Dalam tujuan prediksi dan pertimbangan 
efisiensi penggunaan variabel, seringkali digunakan model 
dengan variabel prediktor yang berpengaruh signifikan terhadap 
variabel respon. Sehingga dilakukan pemilihan model terbaik 
agar mendapatkan model yang lebih sederhana dengan ketepatan 
klasifikasi yang tinggi. 
Pada Software R dilakukan backward elimination untuk 
memilih variabel yang akan dilibatkan dalam pemodelan Regresi 
Logistik Ridge. Didapatkan model terbaik dengan tiga variabel 
prediktor yang berpengaruh signifikan terhadap variabel respon, 
yaitu variabel angka kematian bayi (X1), angka buta huruf (X4) 
dan angka partisipasi sekolah (X5). Pada Tabel 4.9 ditampilkan 
selisih antara derajat bebas (df) dan r untuk setiap jumlah 
Principal Component (r) yang akan digunakan dalam penentuan 
nilai ridge parameter untuk model terbaik. 
Tabel 4.9 Pemilihan Nilai Ridge Paramater untuk Model Terbaik 
r df model selisih df dan r ⊕rθ  
1 2,241553 1,241553 0,024942 
2* 2,029940 0,029940 0,048791 
Pada Tabel 4.9, didapatkan bahwa jumlah dari principal 
component (r) yang memiliki selisih antara r dan derajat bebas 
(df) paling kecil adalah 2. Perhitungan nilai ridge parameter pada 
model terbaik digunakan 2 Principal Component (r) dan 
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didapatkan nilai ridge parameter (θ ⊕ ) sebesar 0,048791. Dengan 
menggunakan Software R, hasil koefisien model lengkap Regresi 
Logistik Ridge ditampilkan pada Tabel 4.10. 
Tabel 4.10 Signifikansi Parameter Model Terbaik 
Variabel Koefisien Koefisien (scaled) 
Std. 
Error 
t-value 
(scaled) P-value 
Konstan 2,62665 - - - - 
X1* -0,06379 -4,90166 1,350 -3,631 0,000283 
X4* -0,10456 -3,79675 1,380 -2,751 0,005942 
X5* 0,04869 3,42683 1,433 2,391 0,016792 
Hasil estimasi parameter pada Tabel 4.10 digunakan dalam 
pengujian signifikansi parameter secara serentak dan parsial 
untuk mengetahui pengaruh dari masing-masing variabel 
prediktor dalam pembentukan model Regresi Logistik Ridge 
terbaik untuk IPM Provinsi Jawa Timur. 
4.3.1 Pengujian Signifikansi Parameter Regresi Logistik 
Ridge Secara Serentak 
Pengaruh koefisien βˆ ⊕  hasil estimasi parameter Regresi 
Logistik Ridge secara serentak dapat diketahui dari pengujian 
signifikansi parameter regresi secara serentak. Pengujian ini 
menggunakan statistik uji likelihood ratio test dengan hipotesis 
sebagai berikut. 
Hipotesis : H0 : 1 2ˆ ˆ ˆ... 0pβ β β
⊕ ⊕ ⊕= = = =  
  H1 : Minimal ada satu ˆ 0jβ ⊕ ≠ , j=1, 2, ..., p 
Nilai statistik uji likelihood ratio test ditunjukkan pada persamaan 
(4.3). 
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0
0 1
1
2 log 2[ln( ) ln( )]
2[ 19,0643 ( 6,0137)]
2[ 13,05061]
26,10122
L
G L L
L
 
= − = − − 
 
= − − − −
= − −
=
   (4.3) 
Daerah penolakan yang digunakan adalah nilai yang 
didapatkan dari tabel 2( ; )p αχ  dengan p = 3 dan α = 0,05, sehingga 
didapatkan nilai 2(3;0,05)χ  = 7,815 yang artinya diputuskan 
menolak H0 karena nilai statistik uji [G = 26,10122] ≥ [
2
(3;0,05)χ  = 
7,815], sehingga dapat disimpulkan bahwa paling sedikit terdapat 
satu variabel prediktor yang berpengaruh signifikan terhadap 
variabel respon IPM untuk masing-masing kabupaten/kota di 
Provinsi Jawa Timur. 
4.3.2 Pengujian Signifikansi Parameter Regresi Logistik 
Ridge Secara Parsial 
Pada pengujian signifikansi parameter regresi secara parsial, 
ingin diketahui pengaruh masing-masing koefisien βˆ ⊕  hasil 
estimasi parameter Regresi Logistik Ridge terhadap variabel 
respon secara parsial. Pengujian ini menggunakan statistik uji 
Wald dengan hipotesis sebagai berikut. 
Hipotesis : H0 : ˆ 0jβ
⊕ =  
  H1 : ˆ 0jβ ⊕ ≠ , j=1, 2, ..., p 
Dengan melihat nilai statistik uji p-value pada Tabel 4.9, dapat 
diketahui bahwa ketiga variabel prediktor memiliki p-value < [α = 
0,05]. Sehingga dapat disimpulkan bahwa variabel angka 
kematian bayi (X1), angka buta huruf (X4) dan angka partisipasi 
sekolah (X5) berpengaruh signifikan terhadap Indeks 
Pembangunan Manusia (IPM) pada taraf α = 0,05. 
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4.3.3 Model Terbaik Regresi Logistik Ridge IPM Provinsi 
Jawa Timur 
Model terbaik Regresi Logistik Ridge IPM kabupaten/kota 
Provinsi Jawa Timur menggunakan metode backward elimination 
ditampilkan pada persamaan (4.4). 
 
ˆexp( )( ) ˆ1 exp( )
i
i i
i
xπ
⊕
⊕
=
+
xβ
xβ
   (4.4) 
Dimana : 
1 4 5
ˆ 2,62665 0,06379 0,10456 0,04869i x x x
⊕ = − − +xβ  
4.3.4 Ketepatan Klasifikasi Model Terbaik Regresi Logistik 
Ridge 
Perhitungan ketepatan klasifikasi digunakan untuk melihat 
seberapa baik model Regresi Logistik Ridge dalam 
mengelompok-kan suatu observasi/pengamatan ke dalam 
kelompok tertentu. Didapatkan hasil ketepatan klasifikasi pada 
Tabel 4.11. 
Tabel 4.11  Ketepatan Klasifikasi Hasil Model Terbaik Regresi 
Logistik Ridge 
 Prediksi 
Observasi 0 1 Total 
0 5 1 6 
1 0 32 32 
Total 5 33 0,9737 
Pada Tabel 4.11 ditampilkan hasil akurasi (ketepatan 
klasifikasi) dari model Regresi Logistik Ridge terbaik dengan 
melibatkan tiga variabel prediktor dimana akurasi (ketepatan 
klasifikasi) sebesar 97,37%. Hal tersebut menunjukkan bahwa 
hasil pemodelan Regresi Logistik Ridge dengan melibatkan tiga 
variabel prediktor lebih efektif dalam hal penggunaan variabel 
prediktor untuk mengelompokkan kabupaten/kota di Provinsi 
Jawa Timur ke dalam kategori IPM yang telah ditentukan oleh 
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Badan Pusat Statistik dibandingkan dengan menggunakan 13 
variabel prediktor. Sehingga dapat disimpulkan model Indeks 
Pembangun-an Manusia (IPM) dengan menggunakan model 
Regresi Logistik Ridge terbaik adalah dengan melibatkan tiga 
variabel prediktor, yaitu variabel angka kematian bayi (X1), angka 
buta huruf (X4) dan angka partisipasi sekolah (X5). 
4.3.5 Interpretasi Model Terbaik Regresi Logistik Ridge 
Interpretasi dari hasil pemodelan Regresi Logistik Ridge 
terbaik bertujuan untuk mengetahui kecenderungan masing-
masing variabel prediktor terhadap Indeks Pembangunan Manusia 
(IPM) untuk setiap kabupaten/kota di Provinsi Jawa Timur. 
Digunakan nilai odds ratio yang ditampilkan pada Tabel 4.12. 
Tabel 4.12 Odds Ratio Hasil Model Terbaik Regresi Logistik Ridge 
Variabel Koefisien ˆ(10 )OR Exp β ⊕= ×  1/OR 
Konstan 2,626650 - - 
Angka Kematian Bayi -0,063790 0,52840 1,89250 
Angka Buta Huruf -0,104560 0,35148 2,84511 
Angka Partisipasi 
Sekolah 0,048690 1,62726 0,61453 
Pada Tabel 4.12 didapatkan bahwa setiap kenaikan 10% 
dari angka kematian bayi, maka suatu kabupaten/kota berpeluang 
untuk memiliki IPM dengan kategori menengah ke bawah dua 
kali lipat dibandingkan IPM dengan kategori menengah ke atas. 
Begitu juga halnya pada angka buta huruf, dimana setiap 
kenaikan 10% dari angka buta huruf, maka suatu kabupaten/kota 
akan memiliki peluang untuk memiliki IPM dengan kategori 
menengah ke bawah tiga kali lipat dibandingkan IPM dengan 
kategori menengah ke atas. Tetapi pada angka partisipasi sekolah 
berlaku sebaliknya, yaitu setiap kenaikan 10% dari angka 
partisipasi sekolah, maka suatu kabupaten/kota akan berpeluang 
untuk memiliki IPM dengan kategori menengah ke atas 1,6 kali 
lipat dibandingkan IPM dengan kategori menengah bawah. 
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4.3.6 Pemetaan Model Terbaik Regresi Logistik Ridge 
Pemetaan hasil prediksi dari model Regresi Logistik Ridge 
terbaik dilakukan untuk dapat mengetahui bagaimana kondisi 
pembangunan manusia pada setiap kabupaten/kota di Provinsi 
Jawa Timur berdasarkan pembagian kategori Indeks 
Pembangunan Manusia (IPM). Hasil pemetaan dengan 
menggunakan Software Arcview ditampilkan pada Gambar 4.2 
berikut. 
 
Keterangan : 
  IPM Menengah Bawah 
  IPM Menengah Atas 
Gambar 4.2  Pemetaan Hasil Prediksi Model Terbaik Regresi 
Logistik Ridge 
Gambar 4.2 menunjukkan bahwa hasil prediksi dengan 
menggunakan model Regresi Logsitik Ridge terbaik 
menghasilkan 5 kabupaten/kota tergolong dalam kategori IPM 
menengah bawah, yaitu Kabupaten Bangkalan, Sampang, 
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Probolinggo, Situbondo dan Jember. Sedangkan untuk 33 
kabupaten/kota yang lain ter-golong dalam IPM menengah atas. 
Dapat diketahui dari Tabel 4.10 mengenai ketepatan klasifikasi 
model Regresi Logistik Ridge terbaik bahwa terdapat satu 
kesalahan prediksi, yaitu pada Kabupaten Bondowoso. Pada 
observasi yang dilakukan, Kabupaten Bondowoso tergolong 
dalam IPM menengah bawah, sedangakan hasil prediksi 
menunjukkan bahwa Kabupaten Bondowoso tergolong IPM 
menengah atas. Nilai IPM Kabupaten Bondowoso sebesar 64,98 
dimana nilai tersebut mendekati batas antara kategori IPM 
menengah bawah dan IPM menengah atas yang sebesar 66. 
Sehingga terjadi kesalahan prediksi pada Kabupaten Bondowoso. 
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BAB V  KESIMPULAN DAN SARAN 
KESIMPULAN DAN SARAN 
Pada bab ini dibahas mengenai kesimpulan dari hasil 
analisa data dan pembahasan yang telah dilakukan pada bab IV 
serta memuat saran yang diberikan penulis agar penelitian 
selanjutnya dapat lebih baik. 
5.1  Kesimpulan 
Berdasarkan pada hasil analisis dan pembahasan, maka 
dapat diambil kesumpulan sebagai berikut. 
1. Terdapat kasus multikolinieritas pada faktor-faktor yang 
mempengaruhi indeks pembangunan manusia (IPM) untuk 
kabupaten/kota di Provinsi Jawa Timur, khususnya pada 
sektor pendidikan dan ekonomi, yaitu variabel angka buta 
huruf (X4), rasio sekolah-murid (X7), prosentase penduduk 
usia 15 tahun ke atas yang bekerja (X11), tingkat peng-
angguran terbuka (X12) dan tingkat partisipasi angkatan 
kerja (X13) karena kelima variabel tersebut memiliki nilai 
VIF > 5. 
2. Model terbaik dari Indeks Pembangunan Manusia (IPM) 
untuk kabupaten/kota di Provinsi Jawa Timur dengan 
menggunakan metode backward elimination dari Regresi 
Logistik Ridge adalah sebagai berikut. 
1 4 5
1 4 5
exp(2,62665 0,06379 0,10456 0,04869 )( )
1 exp(2,62665 0,06379 0,10456 0,04869 )i i
x x x
x
x x x
π
− − +
=
+ − − +
dimana nilai ridge parameter (θ ⊕ ) sebesar 0,04879089 
dan terdapat tiga variabel prediktor yang dilibatkan dalam 
pemodelan, yaitu variabel angka kematian bayi (X1), angka 
buta huruf (X4) dan angka partisipasi sekolah (X5). 
3. Akurasi (ketepatan klasifikasi) model terbaik dari Indeks 
Pembangunan Manusia (IPM) untuk kabupaten/kota di 
Provinsi Jawa Timur dengan menggunakan metode 
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backward elimination dari Regresi Logistik Ridge sebesar 
97,37%. 
4. Prediksi dari model terbaik Regresi Logsitik Ridge meng-
hasilkan 5 kabupaten/kota tergolong dalam kategori IPM 
menengah bawah, yaitu Kabupaten Bangkalan, Sampang, 
Probolinggo, Situbondo dan Jember. Sedangkan 33 
kabupaten/kota lainnya tergolong dalam IPM menengah 
atas. Kesalahan prediksi terjadi pada Kabupaten 
Bondowoso, dimana pada observasi, tergolong dalam IPM 
menengah bawah, sedangakan hasil prediksi tergolong IPM 
menengah atas. 
5.2  Saran 
Saran yang diberikan pada penelitian ini adalah : 
1. Perlu adanya penelitian lebih lanjut mengenai metode lain 
terhadap kasus multikolinieritas yang terjadi pada faktor-
faktor yang mempengaruhi indeks pembangunan manusia 
(IPM) untuk setiap kabupaten/kota di Provinsi Jawa Timur. 
Sehingga dapat dilakukan perbandingan dengan metode 
Regresi Logistik Ridge, sehingga dapat diketahui kelebihan 
dan kekurangan masing-masing metode. 
2. Pemerintah Provinsi Jawa Timur  harus memperhatikan 
proses peningkatan dan pemerataan pembangunan di setiap 
kabupaten/kota di Provinsi Jawa Timur untuk setiap sektor, 
baik dari segi kesehatan, pendidikan maupun ekonomi. 
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LAMPIRAN 
Lampiran A1  Data Penelitian Indeks Pembangunan Manusia 
(IPM) Provinsi Jawa Timur Tahun 2012 
Kabupaten/Kota  IPM 2012 Kode IPM 2012 
Pacitan 72.88 1 
Ponorogo 71.91 1 
Trenggalek 74.09 1 
Tulung Agung 74.45 1 
Blitar 74.43 1 
Kediri 72.72 1 
Malang 71.94 1 
Lumajang 69.00 1 
Jember 65.99 0 
Banyuwangi 70.53 1 
Bondowoso 64.98 0 
Situbondo 65.06 0 
Probolinggo 64.35 0 
Pasuruan 69.17 1 
Sidoarjo 77.36 1 
Mojokerto 74.42 1 
Jombang 73.86 1 
Nganjuk 71.96 1 
Madiun 70.88 1 
Magetan 73.85 1 
Ngawi 70.20 1 
Bojonegoro 67.74 1 
Tuban 69.18 1 
Lamongan  71.05 1 
Gresik 75.97 1 
Bangkalan 65.69 0 
Sampang 61.67 0 
Pamekasan 66.51 1 
Sumenep 66.41 1 
Kota Kediri 77.20 1 
Kota Blitar 78.31 1 
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Lanjutan Lampiran A1 
Kabupaten/Kota  IPM 2012 Kode IPM 2012 
Kota Malang 78.43 1 
Kota Probolinggo 75.44 1 
Kota Pasuruan 74.33 1 
Kota Mojokerto 78.01 1 
Kota Madiun 77.50 1 
Kota Surabaya 78.33 1 
Kota Batu 75.42 1 
Jawa Timur 72.83 1 
 
Lampiran A2 Data Penelitian Faktor-Faktor di Sektor Kesehatan 
dan Pendidikan 
Kabupaten/Kota X1 X2 X3 X4 X5 X6 X7 
Pacitan 22.63 32.94 970 11.12 61.05 913 41 
Ponorogo 27.03 26.36 1376 8.28 73.77 936 26 
Trenggalek 21.41 24.47 1088 6.62 64.14 636 29 
Tulung Agung 22.02 30.49 1407 4.90 53.72 791 22 
Blitar 23.71 29.63 1723 7.55 63.83 634 24 
Kediri 27.79 28.01 2121 7.24 65.86 553 15 
Malang 30.46 25.94 3249 8.37 49.48 815 11 
Lumajang 37.89 16.89 1421 15.44 57.57 875 24 
Jember 56.33 30.28 3184 15.35 50.03 873 12 
Banyuwangi 34.81 32.55 2596 8.57 58.98 772 17 
Bondowoso 53.93 37.18 1321 17.55 61.21 658 31 
Situbondo 54.94 31.18 1050 20.44 47.59 881 30 
Probolinggo 63.51 31.07 1586 17.46 47.42 1029 22 
Pasuruan 51.07 24.18 2193 7.95 47.84 812 13 
Sidoarjo 24.27 20.27 2026 2.27 78.73 585 15 
Mojokerto 25.54 33.92 1610 5.54 64.17 857 18 
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Lanjutan Lampiran A2 
Kabupaten/Kota X1 X2 X3 X4 X5 X6 X7 
Jombang 27.56 34.76 1930 5.44 68.5 1058 18 
Nganjuk 31.12 24.20 1617 8.48 68.85 724 23 
Madiun 31.18 27.56 1095 11.17 79.14 635 31 
Magetan 22.85 20.67 1086 8.07 77.78 932 40 
Ngawi 27.06 25.18 1470 13.48 80.35 685 28 
Bojonegoro 38.67 19.79 1888 13.84 51.41 1076 20 
Tuban 34.41 22.37 1859 14.77 67.64 678 20 
Lamongan  33.72 28.69 2320 10.22 67.65 1452 25 
Gresik 23.27 20.92 1663 3.44 70.81 880 20 
Bangkalan 54.56 17.82 1423 16.98 42.86 691 19 
Sampang 54.48 32.44 1284 24.01 38.61 1047 21 
Pamekasan 50.69 24.94 1137 13.84 62.07 1136 25 
Sumenep 48.42 23.81 1827 19.52 65.71 1168 23 
Kota Kediri 24.85 29.20 381 2.89 73.36 1778 66 
Kota Blitar 19.5 27.19 188 2.85 70.52 1882 128 
Kota Malang 24.74 39.70 763 1.50 74.15 933 24 
Kota Probolinggo 25.12 28.80 249 7.20 68.51 1639 108 
Kota Pasuruan 39.45 31.06 313 2.58 80.08 881 86 
Kota Mojokerto 21.88 45.02 186 2.94 82.07 1696 151 
Kota Madiun 23.24 25.26 302 2.94 80.15 2245 115 
Kota Surabaya 23.18 22.89 2980 1.95 69.68 690 12 
Kota Batu 28.87 26.93 217 3.95 71.97 1028 99 
Jawa Timur 28.31 26.93 55099 9.65 61.68 855 22 
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Lampiran A3 Data Penelitian Faktor-Faktor di Sektor Ekonomi 
Kabupaten/Kota X8 X9 X10 X11 X12 X13 
Pacitan 12.26 8.32 6.77 78.80 1.16 79.73 
Ponorogo 12.65 11.31 6.67 71.01 3.26 73.41 
Trenggalek 19.03 11.54 6.72 74.89 3.14 77.32 
Tulung Agung 15.21 21.45 6.99 69.91 3.18 72.21 
Blitar 6.16 14.65 6.44 71.51 2.86 73.61 
Kediri 10.46 13.93 6.99 66.95 4.16 69.86 
Malang 8.73 17.44 7.56 67.60 3.79 70.26 
Lumajang 9.46 18.17 6.47 64.34 4.70 67.51 
Jember 18.34 14.32 7.27 61.63 3.91 64.13 
Banyuwangi 10.6 21.03 7.29 70.87 3.40 73.37 
Bondowoso 21.28 12.45 6.47 67.89 3.75 70.53 
Situbondo 9.94 16.57 6.62 67.08 3.31 69.37 
Probolinggo 34.96 17.7 6.67 73.82 1.98 75.31 
Pasuruan 25.03 13.8 7.29 65.88 6.43 70.40 
Sidoarjo 4.3 39.13 7.23 63.22 5.21 66.70 
Mojokerto 4.44 24.06 7.29 67.73 3.42 70.13 
Jombang 14.02 15.33 6.99 62.08 6.69 66.54 
Nganjuk 22.23 13.79 6.72 64.66 4.22 67.52 
Madiun 9.96 13.4 6.58 67.08 4.16 69.99 
Magetan 7.98 15.34 6.51 69.24 3.86 72.02 
Ngawi 9.69 11.42 6.67 63.50 3.05 65.50 
Bojonegoro 15.62 18.23 5.82 66.98 3.51 69.41 
Tuban 10.77 21.81 6.19 63.72 4.25 66.55 
Lamongan  6.3 13.24 7.22 64.89 4.98 68.29 
Gresik 14.51 41.88 7.43 59.23 6.72 63.49 
Bangkalan 36.03 10.76 6.45 66.51 5.32 70.25 
Sampang 22.24 8.69 6.19 75.33 1.78 76.69 
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Lanjutan Lampiran A3 
Kabupaten/Kota X8 X9 X10 X11 X12 X13 
Pamekasan 30.06 8.43 6.43 75.70 2.30 77.48 
Sumenep 35.25 13.55 6.49 75.93 1.19 76.84 
Kota Kediri 14.89 290.79 7.67 61.68 7.85 66.93 
Kota Blitar 11.05 19.81 6.84 62.27 3.55 64.56 
Kota Malang 7.37 48.94 7.71 59.32 7.68 64.26 
Kota Probolinggo 52.96 26.94 6.96 64.18 5.12 67.65 
Kota Pasuruan 10.92 17.91 6.59 65.02 4.34 67.97 
Kota Mojokerto 4.43 30.09 7.19 65.84 7.32 71.04 
Kota Madiun 9.36 37.05 7.88 58.33 6.71 62.53 
Kota Surabaya 5.03 97.1 7.76 62.77 5.07 66.53 
Kota Batu 12.51 21.25 8.26 67.70 3.41 70.09 
Jawa Timur 14.42 26.44 7.27 66.75 4.12 69.62 
 
Keterangan Variabel Penelitian : 
Sektor Simbol Variabel 
Kesehatan 
X1 Angka kematian bayi 
X2 Prosentase keluhan kesehatan 
X3 Jumlah sarana kesehatan 
Pendidikan 
X4 Angka buta huruf (Usia 10 tahun ke atas) 
X5 Angka partisipasi sekolah (SMA) 
X6 Rasio guru-siswa (SMA) 
X7 Rasio sekolah-murid (SMA) 
Ekonomi 
X8 Prosentase penduduk miskin 
X9 PDRB perkapita 
X10 Pertumbuhan ekonomi 
X11 
Prosentase penduduk usia 15 tahun ke atas 
yang bekerja 
X12 Tingkat pengangguran terbuka 
X13 Tingkat partisipasi angkatan kerja 
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Lampiran B1  Estimasi Parameter Model Lengkap 
Pemilihan Nilai Ridge Parameter Model Lengkap 
R df model selisih df dan r ⊕rθ  
1 3.0505 2.0505 0.1889 
2 2.4116 0.4116 0.3693 
3 3.6142 0.6142 0.1101 
4* 3.7801 0.2199 0.0941 
5 4.2121 0.7879 0.0623 
6 4.3442 1.6558 0.0547 
7 4.2326 2.7674 0.0610 
Estimasi Parameter Model Lengkap 
> data = read.table('D:/Tugas Akhir/Data/data.txt', header = TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=4) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=4) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) -0.1771 NA NA NA NA 
X1*** -0.0442 -3.4000 0.8601 -3.9530 0.0001 
X2 -0.0412 -1.4890 1.0350 -1.4380 0.1504 
X3 0.0000 -0.0527 0.9210 -0.0570 0.9544 
X4*** -0.0754 -2.7360 0.7910 -3.4590 0.0005 
X5** 0.0371 2.6080 0.9219 2.8290 0.0047 
X6 0.0003 0.6892 0.7965 0.8650 0.3869 
X7 0.0016 0.3440 0.6406 0.5370 0.5912 
X8 -0.0162 -1.0450 0.9847 -1.0620 0.2885 
X9 0.0009 0.2585 0.6053 0.4270 0.6694 
X10 0.1653 0.5336 0.8760 0.6090 0.5424 
X11 0.0108 0.3284 0.7000 0.4690 0.6389 
X12 0.0340 0.3516 0.8021 0.4380 0.6612 
X13 0.0191 0.4937 0.7613 0.6490 0.5166 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.09413297 
Degrees of freedom: model 3.78 , variance 2.844 
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Lampiran B2  Estimasi Parameter Backward Elimination Ke-1 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-1 
r df model selisih df dan r ⊕rθ  
1 2.9484 1.9484 0.1801 
2 2.3631 0.3631 0.3476 
3 3.4361 0.4361 0.1084 
4* 3.7653 0.2347 0.0770 
5 4.1007 0.8993 0.0538 
6 4.0923 1.9077 0.0543 
7 4.0554 2.9446 0.0565 
Estimasi Parameter Backward Elimination Ke-1 
> data = read.table('D:/Tugas Akhir/Data/backward1.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=4) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=4) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) -0.5671 NA NA NA NA 
X1*** -0.0485 -3.7237 0.9668 -3.8520 0.0001 
X2 -0.0472 -1.7066 1.1718 -1.4560 0.1453 
X4*** -0.0826 -2.9981 0.8931 -3.3570 0.0008 
X5** 0.0406 2.8583 1.0551 2.7090 0.0067 
X6 0.0003 0.7973 0.9087 0.8770 0.3803 
X7 0.0016 0.3465 0.8024 0.4320 0.6659 
X8 -0.0173 -1.1153 1.1122 -1.0030 0.3160 
X9 0.0010 0.2696 0.6714 0.4020 0.6880 
X10 0.1710 0.5520 1.0302 0.5360 0.5921 
X11 0.0141 0.4284 0.7760 0.5520 0.5809 
X12 0.0346 0.3575 0.9120 0.3920 0.6950 
X13 0.0238 0.6154 0.8572 0.7180 0.4728 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.07696627 
Degrees of freedom: model 3.765 , variance 3.06 
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Lampiran B3  Estimasi Parameter Backward Elimination Ke-2 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-2 
r df model selisih df dan r ⊕rθ  
1 3.1329 2.1329 0.1307 
2 2.6796 0.6796 0.2167 
3* 3.2206 0.2206 0.1187 
4 3.6114 0.3886 0.0771 
5 4.1111 0.8889 0.0431 
6 4.1287 1.8713 0.0422 
Estimasi Parameter Backward Elimination Ke-2 
> data = read.table('D:/Tugas Akhir/Data/backward2.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=3) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=3) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) 0.5147 NA NA NA NA 
X1*** -0.0397 -3.0521 0.7531 -4.0530 0.0001 
X2 -0.0352 -1.2718 0.9009 -1.4120 0.1581 
X4*** -0.0684 -2.4834 0.7101 -3.4970 0.0005 
X5** 0.0332 2.3392 0.8009 2.9210 0.0035 
X6 0.0002 0.5792 0.6929 0.8360 0.4033 
X7 0.0016 0.3529 0.6253 0.5640 0.5725 
X8 -0.0149 -0.9637 0.8577 -1.1240 0.2612 
X9 0.0009 0.2580 0.5615 0.4590 0.6460 
X10 0.1623 0.5240 0.7814 0.6710 0.5025 
X11 0.0058 0.1768 0.6887 0.2570 0.7974 
X13 0.0129 0.3324 0.7058 0.4710 0.6377 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.1186818 
Degrees of freedom: model 3.221 , variance 2.326 
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Lampiran B4  Estimasi Parameter Backward Elimination Ke-3 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-3 
r df model selisih df dan r ⊕rθ  
1 3.2981 2.2981 0.0919 
2 3.2310 1.2310 0.0992 
3* 2.9102 0.0898 0.1431 
4 3.3514 0.6486 0.0864 
5 3.9500 1.0500 0.0428 
6 4.0407 1.9593 0.0382 
Estimasi Parameter Backward Elimination Ke-3 
> data = read.table('D:/Tugas Akhir/Data/backward3.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=3) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=3) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) 0.9409 NA NA NA NA 
X1*** -0.0361 -2.7728 0.6732 -4.1190 0.0000 
X2 -0.0304 -1.0997 0.7967 -1.3800 0.1675 
X4*** -0.0621 -2.2537 0.6360 -3.5440 0.0004 
X5** 0.0302 2.1290 0.7075 3.0090 0.0026 
X6 0.0002 0.5068 0.6124 0.8280 0.4079 
X7 0.0016 0.3450 0.5573 0.6190 0.5359 
X8 -0.0138 -0.8945 0.7637 -1.1710 0.2415 
X9 0.0009 0.2441 0.5080 0.4800 0.6309 
X10 0.1532 0.4945 0.6944 0.7120 0.4764 
X13 0.0107 0.2754 0.7789 0.3540 0.7237 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.1431263 
Degrees of freedom: model 2.91 , variance 1.977 
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Lampiran B5  Estimasi Parameter Backward Elimination Ke-4 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-4 
r df model selisih df dan r ⊕rθ  
1 3.1275 2.1275 0.0762 
2 3.0740 1.0740 0.0821 
3* 2.7839 0.2161 0.1223 
4 3.3415 0.6585 0.0565 
5 3.2978 1.7022 0.0601 
6 3.2073 2.7927 0.0683 
Estimasi Parameter Backward Elimination Ke-4 
> data = read.table('D:/Tugas Akhir/Data/backward4.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=3) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=3) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) 1.8486 NA NA NA NA 
X1*** -0.0390 -2.9996 0.7406 -4.0500 0.0001 
X2 -0.0339 -1.2245 0.8869 -1.3810 0.1674 
X4*** -0.0665 -2.4149 0.7070 -3.4150 0.0006 
X5** 0.0326 2.2926 0.7856 2.9180 0.0035 
X6 0.0002 0.5795 0.6766 0.8560 0.3917 
X7 0.0016 0.3462 0.6092 0.5680 0.5699 
X8 -0.0141 -0.9091 0.8582 -1.0590 0.2895 
X9 0.0009 0.2412 0.5485 0.4400 0.6602 
X10 0.1489 0.4805 0.7842 0.6130 0.5400 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.1223143 
Degrees of freedom: model 2.784 , variance 2.014 
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Lampiran B6  Estimasi Parameter Backward Elimination Ke-5 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-5 
r df model selisih df dan r ⊕rθ  
1 3.1492 2.1492 0.0669 
2 3.0218 1.0218 0.0796 
3* 3.4979 0.4979 0.0412 
4 3.2890 0.7110 0.0552 
5 3.2384 1.7616 0.0592 
Estimasi Parameter Backward Elimination Ke-5 
> data = read.table('D:/Tugas Akhir/Data/backward5.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=3) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=3) 
Coefficients: 
Variables Coef Coef (scaled) Std. Error 
t-value 
(scaled) P-value 
(Intercept) 3.0230 NA NA NA NA 
X1*** -0.0626 -4.8077 1.3710 -3.5070 0.0005 
X2 -0.0671 -2.4271 1.6661 -1.4570 0.1452 
X4** -0.1054 -3.8268 1.3674 -2.7990 0.0051 
X5* 0.0527 3.7068 1.5384 2.4100 0.0160 
X6 0.0006 1.3520 1.3565 0.9970 0.3189 
X7 0.0013 0.2855 1.1072 0.2580 0.7965 
X8 -0.0165 -1.0671 1.6058 -0.6650 0.5064 
X10 0.1438 0.4641 1.5407 0.3010 0.7632 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.04116176 
Degrees of freedom: model 3.498 , variance 3.736 
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Lampiran B7  Estimasi Parameter Backward Elimination Ke-6 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-6 
r df model selisih df dan r ⊕rθ  
1 3.2422 2.2422 0.0511 
2 3.0888 1.0888 0.0634 
3* 3.4289 0.4289 0.0390 
4 3.2262 0.7738 0.0522 
5 3.1271 1.8729 0.0601 
Estimasi Parameter Backward Elimination Ke-6 
> data = read.table('D:/Tugas Akhir/Data/backward6.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=3) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=3) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) 3.1037 NA NA NA NA 
X1*** -0.0640 -4.9153 1.4192 -3.4630 0.0005 
X2 -0.0686 -2.4808 1.7220 -1.4410 0.1497 
X4** -0.1077 -3.9094 1.4120 -2.7690 0.0056 
X5* 0.0541 3.8068 1.5987 2.3810 0.0173 
X6 0.0006 1.4238 1.4289 0.9960 0.3191 
X8 -0.0165 -1.0631 1.6570 -0.6420 0.5212 
X10 0.1409 0.4549 1.5917 0.2860 0.7750 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.0390339 
Degrees of freedom: model 3.429 , variance 3.881 
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Lampiran B8  Estimasi Parameter Backward Elimination Ke-7 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-7 
r df model selisih df dan r ⊕rθ  
1 3.1780 2.1780 0.0363 
2 2.8646 0.8646 0.0610 
3* 3.1474 0.1474 0.0382 
4 3.0216 0.9784 0.0472 
Estimasi Parameter Backward Elimination Ke-7 
> data = read.table('D:/Tugas Akhir/Data/backward7.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=3) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=3) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) 4.1055 NA NA NA NA 
X1*** -0.0645 -4.9566 1.4350 -3.4540 0.0006 
X2 -0.0681 -2.4638 1.7605 -1.4000 0.1617 
X4* -0.1114 -4.0467 1.5838 -2.5550 0.0106 
X5* 0.0543 3.8221 1.6275 2.3480 0.0189 
X6 0.0006 1.4430 1.4520 0.9940 0.3203 
X8 -0.0169 -1.0893 1.6760 -0.6500 0.5157 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.03818807 
Degrees of freedom: model 3.147 , variance 3.551 
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Lampiran B9  Estimasi Parameter Backward Elimination Ke-8 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-8 
r df model selisih df dan r ⊕rθ  
1 2.8868 1.8868 0.0315 
2 2.9843 0.9843 0.0259 
3* 2.8157 0.1843 0.0363 
4 2.7043 1.2957 0.0452 
Estimasi Parameter Backward Elimination Ke-8 
> data = read.table('D:/Tugas Akhir/Data/backward8.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=3) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=3) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) 3.8818 NA NA NA NA 
X1*** -0.0691 -5.3132 1.5800 -3.3630 0.0008 
X2 -0.0654 -2.3653 1.8438 -1.2830 0.1996 
X4** -0.1162 -4.2196 1.6279 -2.5920 0.0095 
X5* 0.0559 3.9367 1.6736 2.3520 0.0187 
X6 0.0006 1.3992 1.5242 0.9180 0.3586 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.03625792 
Degrees of freedom: model 2.816 , variance 3.32 
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Lampiran B10  Estimasi Parameter Backward Elimination Ke-9 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-9 
r df model selisih df dan r ⊕rθ  
1 2.7294 1.7294 0.0275 
2 2.7847 0.7847 0.0242 
3* 2.6357 0.3643 0.0338 
Estimasi Parameter Backward Elimination Ke-9 
> data = read.table('D:/Tugas Akhir/Data/backward9.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=3) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=3) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) 4.4503 NA NA NA NA 
X1*** -0.0710 -5.4570 1.6379 -3.3320 0.0009 
X2 -0.0682 -2.4651 1.9064 -1.2930 0.1960 
X4* -0.1184 -4.3004 1.6952 -2.5370 0.0112 
X5* 0.0587 4.1280 1.7473 2.3620 0.0182 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.03380747 
Degrees of freedom: model 2.636 , variance 3.184 
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Lampiran B11  Estimasi Parameter Backward Elimination Ke-10 
(Model Terbaik) 
Pemilihan Nilai Ridge Parameter Backward Elimination Ke-9 
(Model Terbaik) 
r df model selisih df dan r ⊕rθ  
1 2.2416 1.2416 0.0249 
2* 2.0299 0.0299 0.0488 
Estimasi Parameter Backward Elimination Ke-10 (Model 
Terbaik) 
> data = read.table('D:/Tugas Akhir/Data/backward10.txt', header = 
TRUE) 
> mod <- logisticRidge(Y ~ ., data = as.data.frame (data), nPCs=2) 
> summary(mod) 
Call: 
logisticRidge(formula = Y ~ ., data = as.data.frame(data), nPCs=2) 
Coefficients: 
Variables Coef Coef (scaled) Std. error 
t-value 
(scaled) P-value 
(Intercept) 2.6267 NA NA NA NA 
X1*** -0.0638 -4.9017 1.3501 -3.6310 0.0003 
X4*** -0.1046 -3.7968 1.3801 -2.7510 0.0059 
X5* 0.0487 3.4268 1.4331 2.3910 0.0168 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Ridge paramter: 0.04879089 
Degrees of freedom: model 2.03 , variance 2.291 
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