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Abstract
We study the weak Galerkin finite element method for Stokes problem. A new weak
Galerkin finite element velocity-pressure space pair is presented which satisfies the dis-
crete inf-sup condition. Based on this space pair, we establish a stable weak Galerkin
approximation scheme without adding any stability term or penalty term. Then, we
further derive the optimal error estimates for velocity and pressure approximations, re-
spectively. Numerical experiments are provided to illustrate the theoretical analysis.
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1. Introduction
Recently, the weak Galerkin finite element method has attracted much attention in
the field of numerical partial differential equations [7, 9, 10, 11, 13, 15, 16, 17, 18, 19, 20].
This method was introduced and analyzed originally in [15] for second order elliptic prob-
lems in multi-dimensional domain. In general, a weak Galerkin finite element method
can be considered as an extension of the standard finite element method where classical
derivatives are replaced in the variational equation by the weakly defined derivatives
on discontinuous weak functions. The main feature of this method is: (1) the weak
derivatives are introduced as distributions for weak functions; (2) the weak Galerkin
finite element function uh = {u0h, ubh} is used in which u0h is totally discontinuous on the
partition and the value ubh of uh on element edge may be independent with its value u
0
h in
the interior of element. The readers are referred to articles [9, 11, 16] for more detailed
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explanation of this method and its relation with other finite element methods.
In this paper, we study the weak Galerkin finite element method for Stokes problem.
In the conventional finite element methods solving Stokes and Navier-Stokes problems,
usually the inf-sup condition is required for the velocity-pressure space pair. The im-
portance of ensuring the inf-sup condition is widely understood. Numerical experiments
show that the violation of the inf-sup condition often leads to nonphysical oscillations of
the discrete solutions. From the computational viewpoint, the simple lower-order polyno-
mial space pairs (for example, the P1−P0, Q1−Q0, P1−P1 and Q1−Q1 pairs) should be
preferred in applications. But unfortunately, these space pairs do not satisfy the inf−sup
condition. In order to circumvent the inf-sup condition, many stabilized methods were
proposed, for example, the penalty methods and the consistently stabilized methods, see
[1, 2, 6, 8, 14].
For the weak Galerkin finite element methods solving Stokes problem, to the authors’
best knowledge, there are only a few articles are presented in existing literatures [4, 13, 17,
19], and all these known methods have a stabilizing term with the penalty factor h−1 in
the weak Galerkin finite element schemes. However, the stabilizing term or penalty term
will add the computation cost and the penalty factor will reduce the numerical stability
for h small in solving the discrete linear system. The reasons of adding stabilizing
term in known methods are that firstly, the energy norm ‖∇wuh‖h of the weak gradient
is not a norm on the weak Galerkin spaces used in [4, 13, 17, 19], so the stabilizing
terms were added in the weak Galerkin schemes to assure the unique existence of the
weak Galerkin solutions; Secondly, the stabilizing term can control the error on element
edges so that one can derive the optimal error estimates more easily. In our method
here, we choose a different weak Galerkin space from those in [4, 13, 17, 19], for this
choice, ‖∇wuh‖h determines a norm on this weak Galerkin space; furthermore, we use a
technique argument to derive the optimal error estimates.
In this paper, we present a weak Galerkin finite element velocity-pressure space pair
Vh ×Mh which satisfies the following discrete inf-sup condition
sup
v∈Vh
(divwv, qh)h
‖∇wv‖h
≥ β‖qh‖, ∀ qh ∈Mh,
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where divw and ∇w are the weak divergence and weak gradient, respectively, see Section
2 for details. Then, we establish a stable weak Galerkin finite element approximation
scheme for the Stokes problem without adding any stability term or penalty term. We
adopt a different analysis approach from those in [4, 13, 17, 19]. Using the inf-sup
condition and a discrete embedding inequality for weak Galerkin finite element function,
we first give the stability estimate for the discrete velocity and pressure. Then, by means
of two projection approximations for the velocity and pressure functions, respectively,
we derive the optimal error estimates for the velocity and pressure approximations in
various norms. We emphasize that our method here also can be applied to solve the
Navier-Stokes problem if we deal with the nonlinear convection term properly. This is
our ongoing work.
This paper is organized as follows. In Section 2, we first introduce the concepts
of weak function, weak gradient and weak divergence, and then we establish the weak
Galerkin finite element approximation for the Stokes problem. Section 3 is devoted to
the low order weak Galerkin finite element analysis. Based on some special projection
approximations, the stability estimate is established and the optimal error estimates are
derived for velocity and pressure approximations, respectively, in the H1 and L2 norms.
In Section 4, the method and result in Section 3 are expanded to the high order weak
Galerkin finite element approximations. In Section 5, some numerical experiments are
provided to illustrate the theoretical analysis. Finally, conclusion is given in Section 6.
Throughout this paper, for an integer m, we adopt the notations Hm(D) to indicate
the usual Sobolev spaces on domain D ⊂ Ω equipped with the norm ‖ · ‖m,D and semi-
norm | · |m,D, and we omit the index D if D = Ω. The notations (·, ·) and ‖ · ‖ denote
the inner product and norm in the space L2(Ω), respectively. We will use the letter C
to represent a generic positive constant, independent of the mesh size h.
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2. Problem and its weak Galerkin finite element approximation
Consider the Stokes equations
−△u+∇p = f , in Ω, (2.1)
divu = 0, in Ω, (2.2)
u = 0, on ∂Ω, (2.3)
where Ω ⊂ R2 is a convex polygonal domain with boundary ∂Ω, symbols △, ∇ and div
denote the Laplacian, gradient and divergence operators, respectively, and u = (u1, u2)
T
represents the velocity, p the pressure and f ∈ [L2(Ω)]2 the external volumetric force
acting on the fluid.
The weak form in the primary velocity-pressure formulation for problem (2.1)∼(2.3)
is that find (u, p) ∈ [H10 (Ω)]2 × L20(Ω) such that
(∇u,∇v)− (p,divv) = (f ,v), ∀ v ∈ [H10 (Ω)]2, (2.4)
(divu, q) = 0, ∀ q ∈ L20(Ω), (2.5)
where the space L20(Ω) = {q ∈ L2(Ω) :
∫
Ω qdx = 0}.
We first introduce the concepts of weak function, weak gradient and weak divergence,
and then establish a stable weak Galerkin finite element scheme for Stokes problem
(2.1)∼(2.3).
2.1. Discrete weak function, weak gradient and weak divergence
Let Th =
⋃{K} be a regular triangulation of domain Ω so that Ω = ⋃K∈Th{K},
where the mesh size h = maxhK , hK is the diameter of element K.
A weak function on elementK refers to a function v = {v0, vb} with v0 = v|K ∈ L2(K)
and vb = v|∂K ∈ L2(∂K). Note that for a weak function v = {v0, vb}, vb may not be
necessarily the trace of v0 on element boundary ∂K.
There are many kinds of weak Galerkin finite element spaces that can be used in the
numerical PDEs [15]. For problem (2.1)∼(2.3), we introduce the following local weak
Galerkin finite element space. For any non-negative integer l ≥ 0, let Pl(K) be the space
composed of all polynomials on K with degree no more than l, and the polynomial space
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Pl(∂K) = {p : p|e ∈ Pl(e), edge e ⊂ ∂K}. Define the weak Galerkin finite element space
on element K by
Wk,k+1(K) = { v = {v0, vb} : v0 ∈ Pk(K), vb ∈ Pk+1(∂K), k ≥ 0}. (2.6)
In analogy with the Green formula held for smooth function, we define the discrete weak
gradient and weak divergence of a weak Galerkin finite element function v ∈Wk,k+1(K)
as follows, see [15].
Definition 2.1. For weak function v = {v0, vb} ∈Wk,k+1(K), its discrete weak gradi-
ent ∇wv ∈ [Pk+1(K)]2 is defined as the unique solution of equation:
∫
K
∇wv · qdx = −
∫
K
v0divqdx+
∫
∂K
vbq · nds, ∀ q ∈ [Pk+1(K)]2, (2.7)
where n = (n1, n2)
T is the outward unit normal vector on ∂K.
Definition 2.2. For vector weak function v = (v1, v2)
T ∈ [Wk,k+1(K)]2, its discrete
weak divergence divwv ∈ Pk+1(K) is defined as the unique solution of equation:
∫
K
divwvqdx = −
∫
K
v0 · ∇qdx+
∫
∂K
vb · nqds, ∀ q ∈ Pk+1(K), (2.8)
where v0 = (v01 , v
0
2)
T , vb = (vb1, v
b
2)
T .
For vector function u = (u1, u2)
T and v = (v1, v2)
T , and matrix function τ =
(τ1, τ 2)
T and σ = (σ1,σ2)
T , as usual, we set the inner-product and differential op-
eration rule:
(u,v) = (u1, v1) + (u2, v2), (τ ,σ) = (τ 1,σ1) + (τ 2,σ2),
∇u = (∇u1,∇u2)T , divτ = (divτ 1,divτ 2)T .
Then, according to definition (2.7), for a vector weak function v = (v1, v2)
T ∈ [Wk,k+1(K)]2,
its weak gradient ∇wv = (∇wv1,∇wv2)T ∈ [Pk+1(K)]2×2 is the unique solution of equa-
tion:
∫
K
∇wv · τdx = −
∫
K
v0 · divτdx+
∫
∂K
vb · (τn)ds, ∀ τ ∈ [Pk+1(K)]2×2. (2.9)
Two important properties on weak gradient and weak divergence can be stated as
follows.
Lemma 2.1.(see [15, Lemma 5.1]) Let v = {v0, vb} ∈ Wk,k+1(K) be a weak function.
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Then, ∇wv = 0 on K if and only if v = constant, that is, v0 = vb = constant on K.
Lemma 2.2. For vector weak function v ∈ [Wk,k+1(K)]2, we have
‖divwv‖0,K ≤
√
2 ‖∇wv‖0,K . (2.10)
Proof. For q ∈ Pk+1(K), let diagonal matrix τ = diag(q, q). Then, from definitions
(2.9) and (2.8), we have
∫
K
∇wv · τdx = −
∫
K
v0 · (∂x1q, ∂x2q)Tdx+
∫
∂K
vb · (qn1, qn2)Tds
= −
∫
K
v0 · ∇qdx+
∫
∂K
vb · nqds =
∫
K
divwvqdx, ∀ τ = diag(q, q).
Hence, taking q = divwv, we obtain
‖divwv‖20,K ≤ ‖∇wv‖0,K‖τ‖0,K ≤
√
2 ‖∇wv‖0,K‖q‖0,K .
The proof is completed. 
The following trace inequality will be used frequently in our analysis.
‖u‖L2(∂K) ≤ Ch
− 1
2
K
( ‖u‖0,K + hK‖∇u‖0,K), u ∈ H1(K).
2.2. Weak Galerkin finite element scheme
Introduce the weak Galerkin finite element spaces on triangulation Th:
Sh = {v = {v0, vb} : v|K ∈Wk,k+1(K), vb|∂K is single valued, K ∈ Th},
S0h = {v = {v0, vb} ∈ Sh : vb|∂Ω = 0}.
It should be pointed out that for v = {v0, vb} ∈ Sh, the single value condition of vb
on ∂K implies that vb is continuous across ∂K. On the other hand, the component
v0 is defined element-wise and completely discontinuous on Th. A weak Galerkin finite
element function v = {v0, vb} ∈ Sh is glued in different elements by vb.
Usually, in the finite element analysis, for a properly smooth function u, one can find
an approximation function in Sh which can approximate u well. But the usual projection
function and interpolation function of u are not in the weak function space Sh. So we
need to introduce a new projection function in Sh. For l ≥ 0, let P lh be the local L2
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projection operator, restricted on each element K, P lh : u ∈ L2(K)→ P lhu ∈ Pl(K) such
that
(u− P lhu, q)K = 0, ∀ q ∈ Pl(K), K ∈ Th. (2.11)
By the Bramble-Hilbert lemma, it is easy to prove that (see [21])
‖u− P lhu‖0,K ≤ ChsK‖u‖s,K , 0 ≤ s ≤ l + 1. (2.12)
Furthermore, let P k+1∂K : L2(e)→ Pk+1(e), e ⊂ ∂K, be the L2 projection operator. Now,
we define a projection operator Qh : u ∈ H1(Ω)→ Qhu ∈ Sh, restricted on each element
K,
Qhu|K = {Q0hu,Qbhu} = {P khu, P k+1∂K u}, K ∈ Th. (2.13)
For a vector function u, we set P khu = (P
k
hu1, P
k
hu2)
T , Qhu = (Qhu1, Qhu2)
T .
For function v or v defined on Th, we set the global operation
(∇wv)|K = ∇w(v|K), (divwv)|K = divw(v|K), K ∈ Th.
Projection Qhu has the following important properties.
Lemma 2.3. Let u ∈ [H1+s(Ω)]2, s ≥ 0. Then, we have
divwQhu = P
k+1
h (divu), ∇wQhu = P k+1h (∇u), (2.14)
‖u−Q0hu‖0,K ≤ ChsK‖u‖s,K , 0 ≤ s ≤ k + 1, K ∈ Th, (2.15)
‖∇wQhu−∇u‖0,K ≤ ChsK‖u‖1+s,K , 0 ≤ s ≤ k + 2, K ∈ Th. (2.16)
Proof. From definitions (2.8), (2.13) and the Green’s formula, we have
∫
K
divwQhuqdx = −
∫
K
Q0hu · ∇qdx+
∫
∂K
Qbhu · nqds
= −
∫
K
u · ∇qdx+
∫
∂K
u · nqds =
∫
K
divuqdx, ∀ q ∈ Pk+1(K).
This shows that divwQhu = P
k+1
h (divu) holds. Similarly, from (2.9) and (2.13), we
can derive ∇wQhu = P k+1h (∇u), which also implies approximation property (2.16).
Estimate (2.15) comes from the fact that Q0h = P
k
h . 
Denote the discrete L2 inner product and norm by
(u, v)h =
∑
K∈Th
(u, v)K =
∑
K∈Th
∫
K
u vdx, ‖u‖2h = (u, u)h.
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Now, we introduce the velocity and pressure approximation spaces:
Vh = [S
0
h]
2, Mh = {qh ∈ L20(Ω) : qh|K ∈ Pk(K), K ∈ Th}.
Obviously, Qhu ∈ S0h if u ∈ H10 (Ω) so that Qhu ∈ Vh if u ∈ [H10 (Ω)]2.
Motivated by weak form (2.4)–(2.5), we define the weak Galerkin finite element ap-
proximation of problem (2.1)∼(2.3) by finding (uh, ph) ∈ Vh ×Mh such that
(∇wuh,∇wv)h − (ph,divwv)h = (f, v0), ∀ v ∈ Vh, (2.17)
(divwuh, qh)h = 0, ∀ qh ∈Mh. (2.18)
It is well known that the inf-sup condition is very important for the Stokes problem and
its finite element analysis. In analogy with the conventional finite element method, we
here also establish a discrete inf-sup condition for the weak Galerkin finite element space
pair Vh ×Mh.
Lemma 2.4. For weak Galerkin finite element space pair Vh×Mh, the following discrete
inf-sup condition holds
sup
v∈Vh
(divwv, qh)h
‖∇wv‖h ≥ β‖qh‖, ∀ qh ∈Mh, (2.19)
where β is a constant independent of h.
Proof. For any given qh ∈ Mh ⊂ L20(Ω), it is well known that there exists a function
w ∈ [H10 (Ω)]2 and constant C0 such that (see [6])
divw = qh, ‖w‖1 ≤ C0‖qh‖. (2.20)
Hence, from Lemma 2.3, we first obtain
‖∇wQhw‖h = ‖P k+1h ∇w‖h ≤ ‖∇w‖ ≤ C0‖qh‖,
and then
(divwQhw, qh)h
‖∇wQhw‖h =
(P k+1h (divw), qh)h
‖∇wQhw‖h =
(qh, qh)h
‖∇wQhw‖h ≥ C
−1
0 ‖qh‖.
This implies inf-sup condition (2.19). 
Introduce the norm notation
‖v‖21,h = ‖∇v0‖2h +
∑
K∈Th
∫
∂K
h−1K (v
0 − vb)2ds, v ∈ S0h. (2.21)
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Lemma 2.5. Both ‖∇wv‖h and ‖v‖1,h are norm on space S0h and this two norms are
equivalent, that is, there exist positive constants C1 and C2 independent of h such that
C1‖v‖1,h ≤ ‖∇wv‖h ≤ C2‖v‖1,h, ∀ v ∈ S0h. (2.22)
Proof. We only need to prove that ‖∇wv‖h is a norm on S0h and (2.22) holds. Let
v ∈ S0h and ‖∇wv‖h = 0. Then, from Lemma 2.1, we know that v = {v0, vb} is piecewise
constant on Th, that is, v
0 = vb = constant on each element K. Since vb is continuous
acrose ∂K and vb|∂Ω = 0, so we have v = 0 (v0 = vb = 0) which implies ‖∇wv‖h is a
norm on S0h. The equivalence demonstration of norms ‖∇wv‖h and ‖v‖1,h can be found
in [12, Lemma 3.2]. 
By means of Lemma 2.4 and Lemma 2.5, we can obtain the following result.
Theorem 2.1. Weak finite element equations (2.17)-(2.18) has a unique solution (uh,
ph) ∈ Vh ×Mh.
Proof. Since equations (2.17)-(2.18) is a linear system of equations, we only need to
prove the uniqueness. Let f = 0, we need to prove uh = ph = 0. Taking v = uh in
(2.17) and using (2.18), we obtain ‖∇wuh‖h = 0 which together with Lemma 2.5 imply
that uh = 0 on Th. Furthermore, with uh = f = 0 in equation (2.17), we have
(ph,divwv)h = 0, ∀ v ∈ Vh.
The proof is completed by using the inf-sup condition (2.19). 
3. Stability and error analysis
In order to highlight our analysis method and simplify the argument, in this section,
we only discuss the low-order (k = 0) weak Galerkin finite element scheme (2.17)-(2.18).
The high-order method (k > 0) will be discussed in next section.
In k = 0 case, the corresponding spaces are as follows.
S0h = {v : v|K ∈W0,1(K), vb|∂K is single valued, K ∈ Th, vb|∂Ω = 0},
Vh = [S
0
h]
2, Mh = {qh ∈ L02(Ω) : qh|K ∈ P0(K), K ∈ Th}.
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Moreover, please bear in mind that all results in Section 2 maintain to hold for k = 0,
for example (see Lemma 2.3),
divwQhu = P
1
h (divu), ∇wQhu = P 1h (∇u), u ∈ [H1(Ω)]2.
3.1. Stability estimate
We have proved that the weak Galerkin finite element scheme is stable, that is, the
solution (uh, ph) uniquely exists, but we do not give a stability estimate for solution
(uh, ph). In this subsection, we do the stability estimate.
We first introduce a special projection function pihu, see [3].
Let ei (i = 1, 2, 3) be the edge of element K and space H(div; Ω) = {u ∈ [L2(Ω)]2 :
divu ∈ L2(Ω)}. For function φ, the curl operator is defined by curlφ = (∂x2φ,−∂x1φ)T .
Define the projection operator pih : H(div; Ω) → H(div; Ω), restricted on element
K ∈ Th, pihu ∈ [P1(K)]2 satisfies
∫
ei
(u− pihu) · nqds = 0, ∀ q ∈ P1(ei), i = 1, 2, 3. (3.1)
Lemma 3.1. For u ∈ H(div ; Ω), the projection pihu uniquely exists and satisfies
(div(u− pihu), q)K = 0, ∀ q ∈ P0(K), K ∈ Th. (3.2)
Furthermore, if u ∈ [H1+s(Ω)]2, 0 ≤ s ≤ 1, then we have
‖pihu‖0,K ≤ C‖u‖1,K , K ∈ Th, (3.3)
‖u− pihu‖0,K ≤ Ch1+sK ‖u‖1+s,K , 0 ≤ s ≤ 1, K ∈ Th. (3.4)
Proof. We first prove the unique existence of pihu. For given u, the six equations in
(3.1) form a consistent linear system of equations on unknown vector polynomial pihu,
so we only need to prove that pihu = 0 if u = 0. Let u = 0 in (3.1). Then, we have
pihu · n = 0 on ∂K and
(divpihu, q)K =
∫
∂K
pihu · nqds = 0, ∀ q ∈ P0(K).
Hence, we obtain divpihu = 0 on K and pihu · n = 0 on ∂K. So there exists a function
φ ∈ P2(K) so that curlφ = pihu (see [5]). Since the tangential derivative ∂τφ = curlφ ·
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n = pihu ·n = 0 on ∂K, so φ = φ0 = constant on ∂K. Let p = φ− φ0. Since p ∈ P2(K)
and p|∂K = 0, then there must be p = 0 so that pihu = curl p = 0.
Next, we prove conclusions (3.2)∼(3.4). Equation (3.2) comes directly from the div-
formula and equation (3.1). Moreover, from the solution representation of linear system
of equations (3.1) and the trace inequality, it is easy to see that on the reference element
Kˆ,
‖pˆihuˆ‖0,Kˆ ≤ Cˆ‖uˆ‖0,∂Kˆ ≤ Cˆ(‖uˆ‖0,Kˆ + ‖∇ˆuˆ‖0,Kˆ). (3.5)
Then, (3.3) follows from (3.5) and a scale argument between Kˆ and K. From (3.3) and
the unique existence, we also obtain
pihu = u, ∀u ∈ [P1(K)]2, ‖pihu‖0,K ≤ C‖u‖1+s,K , 0 ≤ s ≤ 1.
Then, estimate (3.4) follows from the Bramble-Hilbert lemma. 
Afterwards, for matrix function τ = (τ 1, τ 2)
T , we set pihτ = (pihτ 1, pihτ 2)
T .
The following discrete embedding inequality is an analogy of the Poincare´ inequality
in H10 (Ω).
Lemma 3.2. Let Ω be a polygonal domain. Then, for weak function v ∈ S0h, there
exists a positive constant C1 independent of h such that
‖v0‖ ≤ C1‖∇wv‖h, ∀ v ∈ S0h. (3.6)
Proof. For v ∈ S0h, we first make a smooth domain Ω′ ⊃ Ω ( if Ω is convex, we may
set Ω′ = Ω) and extend v0 to domain Ω′ by setting v0|Ω′\Ω = 0. Then, there exists a
function ψ ∈ H10 (Ω′)
⋂
H2(Ω′) such that
−△ψ = v0, in Ω′, ‖ψ‖2,Ω′ ≤ C‖v0‖.
Now we set w = −∇ψ, then w ∈ [H1(Ω)]2 satisfies
divw = v0, in Ω, ‖w‖1 ≤ ‖ψ‖2,Ω′ ≤ C‖v0‖.
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Hence, we have from (3.2), (3.3) and definition (2.7) that
‖v0‖2 = (divw, v0) = (divpihw, v0)
=
∑
K∈Th
(−
∫
K
∇wv · pihwdx+
∫
∂K
vbpihw · nds
)
=
∑
K∈Th
−
∫
K
∇wv · pihwdx ≤ ‖∇wv‖h‖pihw‖
≤ C‖∇wv‖h‖w‖1 ≤ C‖∇wv‖h‖v0‖,
where we have used the fact that
∑
K∈Th
∫
∂K
vbpihw · nds =
∑
K∈Th
∫
∂K
vbw · nds = 0. (3.7)
The proof is completed. 
A direct application of Lemma 3.2 is the following stability estimate.
Theorem 3.1. Let (uh, ph) ∈ Vh ×Mh be the solution of weak Galerkin finite element
equations (2.17)-(2.18). Then we have
‖∇wuh‖h + ‖ph‖ ≤ 3C1‖f‖. (3.8)
Proof. Taking v = uh in (2.17) and using (2.18) and (3.6), we obtain
‖∇wuh‖2h = (f, u0h) ≤ ‖f‖ ‖u0h‖ ≤ C1‖f‖ ‖∇wuh‖h. (3.9)
This gives the estimate of ∇wuh. Furthermore, we have from (2.17), (3.6) and (3.9) that
(ph,divwv)h = (∇wuh,∇wv)h − (f, v0)
≤ 2C1‖f‖ ‖∇wv‖h, ∀ v ∈ Vh.
The proof is completed by using the inf-sup condition (2.19). 
3.2. Error analysis
In this subsection, we do the error analysis. We first set two bilinear forms
l1(u,v) = (∇wQhu− pih(∇u),∇wv)h, (3.10)
l2(p,v) =
∑
K∈Th
∫
∂K
(v0 − vb) · n(Q0hp− p)ds. (3.11)
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By means of projections pih and Qh, we can derive the following important equation.
Lemma 3.3. Let (u, p) ∈ [H2(Ω)]2 ×H1(Ω) be the solution of Stokes problem (2.1)-
(2.3). Then, (Qhu, Q
0
hp) ∈ Vh ×Mh satisfies

(∇wQhu,∇wv)h − (Q0hp,divwv)h = (f, v0) + l1(u,v) + l2(p,v),
(divwQhu, qh)h = 0, ∀ (v, qh) ∈ Vh ×Mh.
(3.12)
Proof. Let v = {v0,vb} ∈ Vh so that on each element K, v0 ∈ [P0(K)]2, vb ∈
[P1(∂K)]
2. First, by weak gradient definition (2.9) and properties (3.1)-(3.2) of pro-
jection pihu, we have
(∇wv, pih(∇u))h = −(divpih(∇u),v0)h +
∑
K∈Th
∫
∂K
vb · (pih(∇u)n)ds
= −(div(∇u),v0)h +
∑
K∈Th
∫
∂K
vb · (∇un)ds = −(div(∇u),v0)h, (3.13)
where we have used the fact that vb is continuous across ∂K and vb|∂Ω = 0. Next, by
weak divergence definition (2.8) and the Green’s formula, and noting that vb is continuous
across ∂K and vb|∂Ω = 0, we have
−(Q0hp,divwv)h = (v0,∇Q0hp)h −
∑
K∈Th
∫
∂K
vb · nQ0hpds
= (v0,∇(Q0hp− p))h + (v0,∇p)h −
∑
K∈Th
∫
∂K
vb · n(Q0hp− p)ds
= −(divv0, Q0hp− p)h +
∑
K∈Th
∫
∂K
(v0 − vb) · n(Q0hp− p)ds+ (v0,∇p)h,
=
∑
K∈Th
∫
∂K
(v0 − vb) · n(Q0hp− p)ds + (v0,∇p)h. (3.14)
Combining (3.13) and (3.14), and using equation (2.1), we obtain
(pih(∇u),∇wv)h − (Q0hp,divwv)h − l2(p,v) = −(div(∇u),v0)h + (∇p,v0)h = (f, v0).
Together with (3.10), this gives the first equation in (3.12). The second equation in
(3.12) comes from the fact that divQhu = P
1
h (divu) = 0. 
Now, we can give the optimal error estimates for velocity and pressure approxima-
tions.
Theorem 3.2. Let (u, p) ∈ [H2(Ω)]2×H1(Ω) and (uh, ph) ∈ Vh×Mh be the solutions
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of Stokes problem (2.1)-(2.3) and weak Galerkin finite element equations (2.17)-(2.18),
respectively. Then, we have
‖∇u−∇wuh‖h + ‖p− ph‖ ≤ Ch(‖u‖2 + ‖p‖1). (3.15)
Proof. Let error functions eh = Qhu−uh, ρh = Q0hp−ph. From equations (2.17)-(2.18)
and (3.12), we see that (eh, ρh) ∈ Vh ×Mh satisfies
(∇weh,∇wv)h − (ρh,divwv)h = l1(u,v) + l2(p,v),∀ v ∈ Vh, (3.16)
(divweh, qh)h = 0, ∀ qh ∈Mh. (3.17)
From (3.10) and the approximation property of pihu, we obtain
|l1(u,v)| ≤ (‖∇wQhu−∇u‖h + ‖∇u− pih(∇u)‖h)‖∇wv‖h
≤ (‖P 1h (∇u)−∇u‖h + Ch‖∇u‖1)‖∇wv‖h ≤ Ch‖u‖2‖∇wv‖h, (3.18)
Next, using (3.11), inverse inequality and Lemma 2.5, we have
|l2(p,v)| ≤ C‖v‖1,h‖Q0hp− p‖ ≤ Ch‖p‖1‖∇wv‖h. (3.19)
Substituting estimates (3.18)-(3.19) into (3.16) with v = eh and using (3.17), it yields
‖∇weh‖2h ≤ Ch(‖u‖2 + ‖p‖1)‖∇weh‖h. (3.20)
This gives the velocity estimate by using the triangle inequality and noting that∇wQhu =
P 1h (∇u). Furthermore, from equation (3.16) and estimates (3.18)-(3.19), we also obtain
(ρh,divwv)h = (∇weh,∇wv)h − l1(u,v)− l2(p,v)
≤ Ch(‖u‖2 + ‖p‖1)‖∇wv‖h, ∀ v ∈ Vh.
The pressure estimate is derived by using the inf-sup condition (2.19). 
Below we do error estimate in the L2-norm. To this end, we introduce the auxiliary
problem: (w, ξ) ∈ [H10 (Ω)]2 × L20(Ω) such that [6]
−△w +∇ξ = e0h, in Ω, ‖w‖2 + ‖ξ‖1 ≤ C‖e0h‖, (3.21)
divw = 0, in Ω, w = 0, on ∂Ω, (3.22)
where error functions eh = Qhu− uh.
Theorem 3.3. Let (u, p) ∈ [H2(Ω)]2×H1(Ω) and (uh, ph) ∈ Vh×Mh be the solutions
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of Stokes problem (2.1)-(2.3) and weak Galerkin finite element equations (2.17)-(2.18),
respectively. Then, we have
‖Q0hu− u0h‖ ≤ Ch2(‖u‖2 + ‖p‖1) + Ch‖f −Q0hf‖. (3.23)
Proof. Let (w, ξ) be the solution of problem (3.21)-(3.22). By a similar argument to
that of Lemma 3.4, we see that (w, ξ) satisfies (see (3.12))
(∇wQhw,∇wv)h − (Q0hξ,divwv)h = (e0h,v0) + l1(w,v) + l2(ξ,v), v ∈ Vh.
Taking v = eh, it follows from error equation (3.17) that
‖e0h‖2 = (∇wQhw,∇weh)h − l1(w,eh)− l2(ξ,eh). (3.24)
From estimates (3.18)-(3.19), we obtain
|l1(w,eh)| ≤ Ch‖w‖2‖∇weh‖h, (3.25)
|l2(ξ,eh)| ≤ Ch‖ξ‖1‖∇weh‖h. (3.26)
Below we estimate the first term in (3.24). By using equations (2.4) and (2.17) satisfied
by u and uh, respectively, and noting that divwQhw = P
1
h (divw) = 0, we obtain
(∇wQhw,∇weh)h = (∇wQhw, P 1h (∇u)−∇wuh)h
= (∇wQhw,∇u)h − (∇wQhw,∇wuh)h
= (P 1h (∇w)−∇w,∇u)h + (∇u,∇w)− (∇wuh,∇wQhw)h
= (P 1h (∇w)−∇w,∇u− P 1h (∇u))h + (f ,w)− (p,divw)
−(f , Q0hw)− (ph,divwQhw)h
= (P 1h (∇w)−∇w,∇u− P 1h (∇u))h + (f −Q0hf ,w −Q0hw).
Hence, we have from the approximation properties that
(∇wQhw,∇weh)h ≤ C(h2‖u‖2 + h‖f −Q0hf‖)‖w‖2. (3.27)
Substituting estimates (3.25)∼(3.27) into (3.24) and using (3.20), it yields
‖e0h‖2 ≤ C
(
h2(‖u‖2 + ‖p‖1) + h‖f −Q0hf‖
)
(‖w‖2 + ‖ξ‖1).
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This gives the desired estimate by using (3.21). 
If f ∈ [H1(Ω)]2, from (3.23) we also obtain
‖Q0hu− u0h‖ ≤ Ch2(‖u‖2 + ‖p‖1 + ‖f‖1). (3.28)
The regularity requirements for u, p and f in (3.28) are the same as that of the finite
volume element method for Stokes problem.
4. High order weak Galerkin finite element approximation
If the solutions of Stokes equations (2.1)∼(2.3) have higher regularity, for example,
(u, p) ∈ [H2+k(Ω)]2 × H1+k(Ω), k ≥ 1, we may consider to use the high order weak
Galerkin finite element spaces Vh ×Mh with k ≥ 1. In this section, we will prove that
the weak Galerkin finite element scheme (2.17)-(2.18) with k ≥ 1 still works well and the
corresponding optimal error estimates maintain to hold.
To extend our analysis and results to high order weak Galerkin finite element scheme,
the only task needed to be done is to extend this projection pih to the high order poly-
nomial space, the remanent arguments are completely parallel to those in Section 3.
Let ei and λi (1 ≤ i ≤ 3) be the edge and barycenter coordinate of K, respectively.
Let space P 0k+2(K) = { p ∈ Pk+2(K) : p|∂K = 0} = λ1λ2λ3Pk−1(K). For k ≥ 1, we
define the projection operator pih : H(div; Ω) → H(div; Ω), restricted on each element
K ∈ Th, pihu ∈ [Pk+1(K)]2 satisfies
(u− pihu,∇q)K = 0, ∀ q ∈ Pk(K), (4.1)∫
ei
(u− pihu) · nqds = 0, ∀ q ∈ Pk+1(ei), i = 1, 2, 3, (4.2)
(u− pihu, curl q)K = 0, ∀ q ∈ P 0k+2(K). (4.3)
Some properties of projection pihu had been discussed in [3], we here give a more detailed
analysis for our argument requirement.
Lemma 4.1. For u ∈ H(div ; Ω), the projection pihu uniquely exists and satisfies
(div(u− pihu), q)K = 0, ∀ q ∈ Pk(K), K ∈ Th. (4.4)
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Furthermore, if u ∈ [H1+s(Ω)]2, s ≥ 0, then
‖pihu‖0,K ≤ C‖u‖1,K , K ∈ Th, (4.5)
‖u− pihu‖0,K ≤ Ch1+sK ‖u‖1+s,K , 0 ≤ s ≤ k + 1, K ∈ Th. (4.6)
Proof. We first prove the unique existence of pihu. Since the number of dimensions
(noting that (4.1) is trivial for q = constant):
dim(Pk(K))− 1 + 3dim(Pk+1(ei)) + dim(P 0k+2(K)) = 2dim(Pk+1(K)),
so the linear system of equations (4.1)∼(4.3) is consistent. Thus, we only need to prove
the uniqueness. Assume that u = 0 in (4.1)∼(4.3), we need to prove pihu = 0. From
(4.1)–(4.2), we have pihu · n = 0 on ∂K and
(divpihu, q)K = −(pihu,∇q)K +
∫
∂K
pihu · nqds = 0, ∀ q ∈ Pk(K).
This implies divpihu = 0 on K. So there exists a function φ ∈ Pk+2(K) so that curlφ =
pihu (see [5]). Since the tangential derivative ∂τφ = curlφ · n = pihu · n = 0 on ∂K, so
φ = φ0 = constant on ∂K. Let p = φ−φ0. Then, p ∈ P 0k+2(K) and curl p = pihu. Taking
q = p in (4.3), we obtain ‖pihu‖0,K = 0 so that pihu = 0. Next, we prove conclusions
(4.4)∼(4.6). Equation (4.4) comes directly from the Green’s formula and (4.1)–(4.2).
From the solution representation of linear system of equations (4.1)∼(4.3), it is easy to
see that on the reference element Kˆ,
‖pˆihuˆ‖0,Kˆ ≤ Cˆ(‖uˆ‖0,Kˆ + ‖uˆ‖0,∂Kˆ) ≤ Cˆ(‖uˆ‖0,Kˆ + ‖∇uˆ‖0,Kˆ), (4.7)
where we have used the trace inequality. Then, (4.5) follows from (4.7) and a scale
argument between Kˆ and K. From (4.5) and the unique existence, we also obtain
pihu = u, ∀u ∈ [Pk+1(K)]2, ‖pihu‖0,K ≤ C‖u‖1+s,K , 0 ≤ s ≤ k + 1.
Hence, estimate (4.6) can be derived by using the Bramble-Hilbert lemma. 
Using the properties of operator pih and the argument of Lemma 3.2, we first can
prove the discrete embedding inequality:
‖v0‖ ≤ C‖∇wv‖h, ∀ v ∈ S0h, (4.8)
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and then prove the following result (see Theorem 3.1).
Theorem 4.1. Let Vh ×Mh be the weak Galerkin finite element space pair with k ≥
1. Then, the solution (uh, ph) of weak Galerkin finite element equations (2.17)–(2.18)
uniquely exists and satisfies the stability estimate
‖∇wuh‖h + ‖ph‖ ≤ C‖f‖. (4.9)
By means of this extended projection pihu and the parallel arguments to those in
Section 3, we can give the following theorem.
Theorem 4.2. For k ≥ 1, let (u, p) ∈ [H2+k(Ω)]2 ×H1+k(Ω) and (uh, ph) ∈ Vh ×Mh
be the solutions of Stokes problem (2.1)-(2.3) and weak Galerkin finite element equations
(2.17)-(2.18), respectively. Then, we have
‖∇u−∇wuh‖h + ‖p− ph‖ ≤ Chk+1(‖u‖k+2 + ‖p‖k+1), (4.10)
‖Q0hu− u0h‖ ≤ Chk+2(‖u‖k+2 + ‖p‖k+1) + Ch‖f −Q0hf‖. (4.11)
In particular, if f ∈ [Hk+1(Ω)]2, then
‖Q0hu− u0h‖ ≤ Chk+2(‖u‖k+2 + ‖p‖k+1 + ‖f‖k+1). (4.12)
5. Numerical experiment
In this section, we examine the performance of the weak Galerkin finite element
method described in Section 2. We apply this method to the following Stokes problem
−∆u+∇p = f , in Ω,
divu = 0, in Ω,
u = g, on ∂Ω,
where Ω = [0, 1]2, functions f and g are chosen such that the exact solution to this
problem is
u(x, y) = [xcos(y), cos(x) − sin(y)],
p(x, y) = x3y − y3 + 1/8.
T. Zhang, T. Lin/Computational and Applied Mathematics 19
In the numerical experiments, we first partition Ω = [0, 1]2 into a regular triangle
mesh Th with mesh size h = 1/N . Then, the refined meshes are obtained by using the
edge bisection partition. Thus, we obtain a mesh series Th/2j , j = 0, 1, . . . . We examine
the computation error for velocity and pressure approximations in the discrete H1-norm
and the L2-norm, respectively. The numerical convergence rate r is computed by using
the formula r = ln(eh/eh
2
)/ ln 2, where eh is the computation error. Numerical results
are given in Table 1 for k = 0 and Table 2 for k = 1 with successively halved mesh size
h. We observe that the discrete solutions have a good approximation accuracy and the
convergence rates are consistent with the theoretical prediction. Moreover, we also find
from the computation error ‖Q0hu− u0h‖ that u0h is superclose to the projection Q0hu of
solution u. Numerical experiments verify the effectiveness of this weak Galerkin finite
element method for Stokes problem.
6. Conclusion
We present a weak Galerkin finite element method for solving Stokes problem. Com-
pared with those known works [4, 13, 17, 19], the main feature of our method is that
the proposed weak Galerkin finite element scheme is stable without adding any stabi-
lized term or penalty term and the velocity and pressure space pair satisfies the discrete
inf-sup condition. Using the discrete inf-sup condition and a weak embedding inequality
established here, we derive the optimal error estimates in the H1- and L2-norms for
velocity and in the L2-norm for pressure, respectively. Another important element in
favor our method is that the proposed velocity and pressure space pair also can be used
for Navier-Stokes problem. This is our ongoing work.
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Tabel 1 History of convergence for discrete velocity and pressure for k = 0
‖∇wuh −∇u‖h ‖p− ph‖ ‖Q0hu− u0h‖
mesh h error rate error rate error rate
1/10 2.8934e-02 - 2.9406e-02 - 6.5665e-04 -
1/20 1.4587e-02 0.98805 1.4666e-02 1.0036 1.6732e-04 1.9725
1/40 7.3118e-03 0.99642 7.3244e-03 1.0017 4.2078e-05 1.9915
1/80 3.6586e-03 0.99895 3.6605e-03 1.0007 1.0538e-05 1.9974
1/160 1.8297e-03 0.99970 1.8300e-03 1.0002 2.6360e-06 1.9992
1/320 9.1489e-04 0.99991 9.1493e-04 1.0001 6.5911e-07 1.9998
Tabel 2 History of convergence for discrete velocity and pressure for k = 1
‖∇wuh −∇u‖h ‖p − ph‖ ‖Q0hu− u0h‖
mesh h error rate error rate error rate
1/10 1.1746e-03 - 1.1186e-03 - 1.0988e-05 -
1/20 2.9579e-04 1.9896 2.7978e-04 1.9994 1.3842e-06 2.9887
1/40 7.4183e-05 1.9954 6.9969e-05 1.9995 1.7377e-07 2.9938
1/80 1.8573e-05 1.9979 1.7496e-05 1.9997 2.1772e-08 2.9966
1/160 4.6466e-06 1.9990 4.3746e-06 1.9998 2.7294e-09 2.9982
1/320 1.1621e-06 1.9995 1.0937e-06 1.9999 3.4084e-10 2.9991
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