We consider the existence of multi-peak solutions to two types of free bound ary problems arising in confined plasma and steady vortex pair under conditions on the nonlinearity we believe to be almost optimal. Our results show that the "core" of the solution has multiple connected components, whose boundary called free boundary of the problems consists approximately of spheres which shrink to distinct single points as the parameter tends to zero.
Introduction
In this paper, we consider the following partial differential equation with Dirichlet bound ary condition
where Ω ⊂ R N (N ≥ 3) is a bounded domain with smooth boundary ∂Ω, ε ∈ R + is a small parameter, f (t) is continuous in t and f (t) = 0 for t ≤ 0, K(x) is a positive function in Ω. For a positive solution u γ to (1.1), the boundary of the core A γ := {u γ > 1} is the free boundary in this problem. Problem (1.1) is related to the following simple model describing the equilibrium of a plasma confined in a toroidal cavity (a "Tokomak machine"): ∆v = λg (x, v) x ∈ Ω, v = c x ∈ ∂Ω, (1.2) ∫ ∂v ds = I, ∂ν δΩ where ν is the outward unit normal to ∂Ω, g(x, t) = 0 for t ≥ 0, c is a constant which is unprescribed, and I is a given positive constant. For a detailed presentation of this model, the reader is referred to the Appendix in [33] . In (1.2), we can suppose that c > 0, since this is necessary for the existence of solutions to problem (1.2) for large λ (see [34] ). Let v = c (1−u) , we find that if v satisfies problem (1.2), then u solves    −∆u = λ c g(x, −c(u − 1)),
x ∈ ∂Ω, and I > 0 if g(x, t) > 0 for t < 0. Hence, we see problem (1.1) is of the form of problem (1.3) with ε 2 = c/λ. Problem (1.2) was studied by many authors. One example is g( [33, 34] , the solutions were obtained by minimizing a certain variational problem. When N = 2 and N ≥ 3, and K(x) ≡ 1, for solutions obtained in [33, 34] , Caffarelli and Friedman [8] and Shibata [31] investigated precise asymptotic location and shape of the free boundary as λ → +∞. Especially, they proved that for λ sufficiently large, the core is approximated by a ball with the center converging to a √ harmonic center and the radius being comparable to 1/ λ. In [12] , Flucher and Wei considered problem (1.1) for the case K(x) ≡ 1, N ≥ 3, and f (t) = t p (1 < p < (N + + 2)/(N − 2)), and proved that for ε sufficient small, a mountain pass solution and its core have the similar asymptotic behaviors as those in [8] . Problem (1.1) was also studied by Shibata in the case N ≥ 3 and f (t) = t p (1 ≤ p < (N + 2)/(N − 2)) in [32] , where Shibata + proved that the least energy solution concentrates at a global maximum of K(x) as ε → 0. We should also mention the interesting work [36] where Wei obtained multi-peak solutions to (1.1) by gluing localized solutions. More results can be found in [4, 22, 23] and the references therein.
However, for the general nonlinearity f , it seems that there are very few results. More over, even for some special nonlinearity f (t) ( for example, f (t) = t + , or t p ), the core of + the solutions is simply connected. Recently, for the case K(x) ≡ 1, f (t) = t + and N = 2, under the condition that the homology of Ω is nontrivial, Cao, Peng and Yan [9] proved by a constructive way that for any given integer k ≥ 1, there is ε 0 > 0, such that for 0 < ε < ε 0 , (1.1) has a solution with core consisting of k components. It follows from [33] , that the solution for problem (1.1) is unique in the case that f (t) = t + and ε is large, so it is a natural problem whether or not problem (1.1) has multiple solutions for small ε. The main purpose of this paper is trying to find multiple solutions for much more general non linearities. More precisely, under some conditions on f (t), which we believe to be almost optimal, we prove that problem (1.1) has solutions which concentrate on distinct points in Ω as ε → 0, which implies that the core of the solutions has several connected components.
We suppose that K(x) has k sets of local maxima in Ω including on the boundary ∂Ω, that is,
We also assume that f : R → R is Lipschtiz continuous and satisfies
where δ > 0 is any fixed constant and C depends on δ.
(ii) for any sequence {ε n } ⊂ (0, ε 0 ) with ε n → 0, there exists a subsequence still denoted
where ω γn ∈ D 1,2 (R N ), and ∥ω γn ∥ = o(ε n ).
In this paper, we also consider the following problem
Problem (1.6) is a variant of the following free-boundary problem arising in steady vortex pairs:
where (Ψ, A) is a steady vortex pair: Ψ is a Stokes stream function, A ⊂ Ω ⊂ R N is an open set called the cross-section of a steady vortex ring and unknown a priori. k 0 (x) > 0 is a continuous function defined on ∂Ω. For more detailed presentation of this model, we refer the readers to [17] and [28] .
Let φ be the solution of
Then, k(x) > 0 achieves its maximum and minimum on Ω.
Let u = Ψ + k(x), A = {x ∈ Ω : u > k(x)} and ε 2 = 1/λ, then problems (1.7) and (1.8) become (1.6) .
In this paper, we investigate problem (1.6) to obtain its solution pairs (u γ , A γ ) for ε sufficiently small, where the "vortex core"
There are many existence results for problem (1.6) under various assumptions. In [1, 2, 27, 38] , the solutions were obtained by using mountain pass lemma for various nonlinearities f (x, u) and any ε > 0. In [3, 6, 17, 28, 35] , to find the solutions, the constrained variation methods were used, but the vorticity function f is unknown a priori. Moreover, in [6, 17, 28] , the solutions were obtained by regarding 1/ε 2 as eigenvalue, so ε is not arbitrary. The asymptotic behavior of the solution pair (u γ , A γ ) of problem (1.6) was investigated in [6, 8, 12, 24, 38] . Recently, for the case f (t) = t p−1 and N ≥ 2, under the condition that + k(x) has l strictly local minimum points on the boundary ∂Ω, the authors [25] proved that for ε sufficiently small, (1.6) has a solution with "vortex core" consisting of l components by a constructive way.
We also emphasize that almost all of the above papers imposed the Ambrosetti-Rabinowitz condition on the nonlinearity f (t) and most of the solutions mentioned here are in some sense the least energy solutions and the "vortex core" shrinks to a single point as ε → 0. In this paper, using the arguments in proving Theorem 1.1, we can find some high energy solutions whose "vortex core" consists of multiple connected components which shrink to distinct points in Ω as ε → 0 under the much more general conditions (f 1 ) − (f 2 ).
Our following assumptions on k(x) cover the case that k(x) ∈ C 1 (Ω) is harmonic:
is strictly increasing in positive t. Then Theorem 1.1 is true to problem (1.6) with U i ∈ D 1,2 (R N ) being a least energy solution of
(1.10) By (5.1)-(5.3) in [5] , we see (1.4) or (1.10) has a lease energy solution if (f 1 ) − (f 2 ) are satisfied, and also, similarly to [5] , we can use Pohozaev's identity to check that (f 1 ) − (f 2 ) are almost necessary for existence of a non-trivial solution of the associated problem (1.4). We point out here that in our theorems, if ∪ k i M i ⊂ Ω, we do not require the Lipschitz continuity of f (t) since in this case we do not need to use the blow-up technique near the boundary in Proposition 3.3. Furthermore, if we assume the uniqueness of the least energy solution of (1.4) or (1.10), it is not necessary to pass to subsequences in our theorems. At last, from the proof of Theorem 1.1, we see that Theorem 1.1 is still true for a unbounded domain Ω.
By gluing localized solutions, we will search for a solution to (1.1) or (1.6) whose core consists of k disjoint connected components close to the corresponding M i , and the solution can be scaled into a least energy solution of (1.1) or (1.6) associated to the corresponding M i . Thus, on one side, we need to use the least energy solutions of (1.1) or (1.6) to con struct an approximate solution, which is an analogy of the Lyapounov-Schmidt reduction approach (see, for example, [13] ). On the other side, we apply the descent gradient flow in variational method to search for the critical point of the corresponding functional, which does not require any uniqueness result of the least energy solution nor isolatedness result of the least energy. We should point out that for gluing localized solutions, there have been many efforts starting from the pioneer works [10, 11, 15, 20, 30] , for example, we can refer to [7, 29] and the references therein.
We remark that differently from [7] , we should overcome some additional difficulties. Firstly, we need to know the properties of the least energy solutions to the limit equations, including the mountain pass characterization of the least energy solutions and the property of decay of the least energy solutions at infinity. Secondly, since the least energy solutions of the limit equations decay algebraically, we can not modify the functional corresponding to (1.1) as in [7] . Instead, considering the fact that f (u − c) = 0 for u ≤ c, we modify the original equation by multiplying the nonlinearity f (t) by a characteristic function on a suitable set, which can force the concentration phenomena not to occur outside O i (i = 1, · · · , k).
The paper is organized as follows: in Section 2, we will prove some properties of the least energy solutions to the limit problem related to problem (1.1) or (1.6). The proofs for the main results will be provided in Section 3.
The limit problem
In this section, we consider the limit problem
where a, c are two positive constants,
For simplicity, we again denote by f (t) the modified function.
We recall that a solution w (x) of (2.1) is said to be a least energy solution, if
In the fundamental paper [5] , by considering the minimization problem
of (2.1), the following Pohozaev identity holds:
Firstly, we have
Berestycki and Lions proved that under conditions (f 1 ) − (f 2 ), (2.1) has a least energy Lemma 2.1. I a,c (u) has a mountain pass geometry, that is,
for all s ∈ R.
Thus, we have
It follows from the embedding
2 Therefore choosing ρ 0 > 0 small, we find that (2.5) holds.
Let w be a given least energy solution of (2.1). Define ( )
In the following, we will prove b a,c = m a,c by using the arguments in [21] .
where w (x) is a least energy solution of (2.1).
It is easy to check that
After a suitable scale change in t, we get the desired path γ ∈ Γ. D
u∈P u∈S u∈S N 2N Now, recalling the proof of Theorem 4 in [5] , we know inf u∈S ∥u∥ D 1,2 (R N ) is achieved and Φ (u) is a corresponding least energy solution. Thus, m a,c = inf u∈P I a,c (u).
For any γ (t) ∈ Γ, we see
Now combining Lemma 2.2 and Lemma 2.3, we can easily obtain
Proposition 2.5. Let S a,c be the set of least energy solutions U of (2.1) satisfying U (0) = ( ) max x∈R N U (x). Then S a,c is compact in D 1,2 R N . Moreover, there exists C > 0 indepen dent of U ∈ S a,c , such that
Proof. From Pohozaev's identity, we see {∥U ∥ D 1,2 (R N ) : U ∈ S a,c } is bounded. Then, we see ( ) from elliptic estimate (see [19] ) that S a,c is bound in L ∞ R N . Moreover, the maximum ( ) principle implies that S a,c is bounded away from 0 in L ∞ R N and ∥U ∥ L ∞ > C for all U ∈ S a,c . Now we claim that lim |x|→∞ U (x) = 0 uniformly for U ∈ S a,c . To the contrary, we assume that for some
. We see also from regularity theory of elliptic equations that for some β > 0,
. Then, taking a subsequence k=1 ( ) if necessary, we can assume that for some U, V ∈ D 1,2 R N , U k and V k converge re ( ) ( ) spectively to U and V in C 1 R N and weakly in D 1, 2 Thus, for each 2R ≤ |x k |,
Taking R > 0 large enough, we reach a contradiction. Thus, lim |x|→∞ U (x) = 0 uniformly for U ∈ S a,c . Now choose R large and suitable C, we see
By the comparison principle, we see that
Taking a subsequence if necessary, we can assume that U k converges weakly to some U in ( ) D 1,2 R N . Note that U is solution of (2.1). It is standard to see that as k → ∞
As a result, we complete the proof. D
The proof of the main results
In this section, we mainly prove Theorem 1.1 since the proof of Theorem 1.2 is similar. For simplicity, we use S a to replace S a,1 .
Define
and for any set
It is easy to check that the functionals I γ (u) and I γ i are in C 1 (H γ ) if we modify f (t) as in [5] .
Let
We will find a solution near the set
We see by Proposition 2.5 γ| ln γ| that lim W i = 0. Moreover, we have
So, from the Pohozaev identity, we see that
Hence, (i) and (ii) can be proved easily.
and
Proof. We prove
Before we prove Proposition 3.3, we give a preliminary lemma.
Then v ≤ 1 for x 1 < 0, so that v actually solves
Proof. Standard regularity arguments yield v ∈ C 1 (R N ) and ∇v → 0 as |x| → +∞. Using δv δx 1 as a test function, we see
Noting that the first integral is zero, we obtain v(0, x ′ ) ≤ 1. Now, to prove that v ≤ 1 for 
for ε > 0 small enough. We set k ∑ ( )
T aking a subsequence, we can assume that y γ → y 0 ∈ A. Since (3.10) holds, (v γ ) is b ounded in D 1,2 (Ω γ ), using the blow-up argument (see [18] ), we deduce that
If Ω ∞ = R N , by Theorem 1.1 in [16] , U = 0, which is
We claim max U > 1, indeed, if Ū ≤ 1, then (3.12) x∈R N implies −∆Ū = 0 in R N ( ) and hence Ū = 0, which is a contradiction with U (0) ≥ c. Hence, by definition, I K(y 0 ),1 U ≥ E K(y 0 ) . Also, for suitable large
It follows from Proposition 2.4 that E K(y 0 ) ≥ min{E 1 , · · · , E k }. Thus from Pohozaev identity and (3.13), we get that which contradicts (3.10), provided d > 0 is small enough.
.
Ω
As a result, (3.11) is true.
As the second step, we estimate I γ (u 2 γ ). We will use the blow up technique (see [18] ) to prove
. Taking a subsequence, we can assume that
For the location of y 0 we have
Using the blow-up argument, we find that v γ (x) → U weakly in D 1,2 (Ω ∞ ) for some Ω ∞ ⊂ R N , and U solves some limit problem.
In case (1), U solves −∆U = 0, Ω ∞ = R N + . or R N Hence, U = 0 which is impossible since U (0) > c.
In case (2), U satisfies
By Lemma 3.4, (3.14) is indeed
In case (4), U solves
By Theorem 1.1 in [16] , U ≡ 0, which is impossible.
In cases (3), (5) and (6), U satisfies
Summarizing the above analysis, we see U is a solution of
Hence, similarly as the proof of (3.11), we see
Ω Ω Ω Now for i = 1, . . . , k, we define
We fix an arbitrary i ∈ {1, . . . , k}. Arguing as before, taking a subsequence, we assume
From the maximum principle, we see that U i is positive and max
and as before we get a contradiction. Hence, using (f 1 ) (f 2 ) and Lemma 1.1 in [26] ,
Combining the fact lim γ→0 ε −N I γ (u γ ) ≤ E and (3.11), we derive
Noting I γ (u γ 2 ) ≥ 0, we see from (3.19) and (3.20) where
To the contrary, we suppose that for small d > 0, there exist (ε j ) with ε j → N N
j . So we complete the proof. 
If Proposition 3.6 does not hold for small ε > 0, there exists a (ε) > 0 such that
. Also, we know from Proposition 3.5 that
where b is independent of ε.
N
Now there exists a pseudo-gradient vector field P γ on a neighborhood Z γ of X γ dγ ∩ I γ D for I γ (see [37] ). Let η γ be a Lipschitz continuous function on H γ such that 0 ≤ η γ ≤ 1,
Now, we can choose τ γ > 0 large, such that for some µ ∈ (0, α),
Let γ (s) = Φ γ (γ γ (s) , τ γ ). We also have 1] , and |∇ϕ| ≤ 2 . Define γ 1 (s) = ϕγ (s) and γ 2 (s) = (1 − ϕ) γ (s). By the definition of I γ , we α see
Using (3.23) we see γ (s) = γ γ (s) on ∂T and hence γ 1,i (s) ∈ Ψ i γ for i = 1, . . . , k. Therefore, by Proposition 3.2, (3.24) and (3.25) , we see
which contradicts (3.22) if ε is sufficiently small. So we complete the proof. D 
exists v γ ∈ X γ such that v n → v γ in X γ up to a subsequence, as n → ∞. Now suppose w n → w γ weakly in H γ , then u γ = w γ + v γ and Let x γ i be a maximum point of u γ in O i . Set v γ = u γ (x γ i + εx), then from the proof of Proposition 3.3, we see, after passing a subsequence, x i γ → x i ∈ M i and that v γ converges in the C 2 sense over compact sets to a positive solution U i ∈ D 1,2 (R N ) of equation (1.4) . Moreover, using the arguments to prove Theorem 0.1 in [14] , we deduce that x i γ is the unique local maximum point of
for some C > 0 independent of U i and ε.
On the other hand, from the proof of Proposition 3.3, we see
Using the comparison principle, we see that
As a consequence,
At last, noting (3.9) and the fact 
