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ON THE EFFECT OF TEMPERATURE AND VELOCITY RELAXATION
IN TWO-PHASE FLOW MODELS
Pedro José Martínez Ferrer1, 2, Tore Flåtten3, 4 and Svend Tollak
Munkejord3, 5
Abstract. We study a two-phase pipe flow model with relaxation terms in the momentum and energy
equations, driving the model towards dynamic and thermal equilibrium. These equilibrium states
are characterized by the velocities and temperatures being equal in each phase. For each of these
relaxation processes, we consider the limits of zero and infinite relaxation times. By expanding on
previously established results, we derive a formulation of the mixture sound velocity for the thermally
relaxed model. This allows us to directly prove a subcharacteristic condition; each level of equilibrium
assumption imposed reduces the propagation velocity of pressure waves. Furthermore, we show that
each relaxation procedure reduces the mixture sound velocity with a factor that is independent of
whether the other relaxation procedure has already been performed.
Numerical simulations indicate that thermal relaxation in the two-fluid model has negligible impact
on mass transport dynamics. However, the velocity difference of sonic propagation in the thermally
relaxed and unrelaxed two-fluid models may significantly affect practical simulations.
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1. Introduction
During the past decade, there has been significant interest in the applied mathematics community in the
study of hyperbolic relaxation systems [21,29,31,42], i.e. systems of hyperbolic partial differential equations with
stiff source terms driving the solution towards equilibrium. A major influence in this respect was contributed
by Chen, Levermore and Liu [8]. In their paper, some key concepts were generalized and analysed:
• The subcharacteristic condition, which relates stiff source terms to the propagation velocities of charac-
teristic waves;
• The Chapman-Enskog expansion, which relates stiff source terms to diffusion terms.
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In the general form presented by Natalini [29], a hyperbolic relaxation problem in the unknown M -vector U
can be written as follows:
∂U
∂t
+A(U)∂U
∂x
= 1
ε
Q(U), (1)
whereQ(U) is the source term driving the system towards equilibrium,A is diagonalizable with real eigenvalues,
and ε is a characteristic relaxation time. Associated with the system is a constant linear operator P : RM 7→ RN
satisfying
PQ(U) = 0 ∀U , (2)
where N < M . Multiplying (1) by P on the left, we obtain a system of N homogeneous equations
∂
∂t
(PU) + PA(U)∂U
∂x
= 0. (3)
The system (3) may be closed by introducing the Maxwellian operatorM : Ω ⊆ RN 7→ RM which satisfies
Q (M(V )) = 0, (4)
PM(V ) = V (5)
for all V ∈ Ω. In the limit ε→ 0, we expect solutions to the relaxation system (1) to approach the equilibrium
statesM(V ), where V are the solutions to the relaxed system
∂V
∂t
+ PA (M(V )) ∂M(V )
∂x
= 0. (6)
Necessary for linear stability of the relaxation process is the subcharacteristic condition, a concept introduced
by Liu [23]. A formal, general definition was provided by Chen et al. [8]:
Definition 1. Let the M eigenvalues of the relaxation system (1) be given by
λ1 ≤ . . . ≤ λk ≤ λk+1 ≤ . . . ≤ λM (7)
and the N eigenvalues of the relaxed system (4)–(6) be given by
λ˜1 ≤ . . . ≤ λ˜j ≤ λ˜j+1 ≤ . . . ≤ λ˜N . (8)
Herein, the relaxation system (1) is applied to a local equilibrium state U =M(V ) such that
λk = λk(M(V )), λ˜j = λ˜j(V ). (9)
Now let the λ˜j be interlaced with λk in the following sense: Each λ˜j lies in the closed interval [λj , λj+M−N ] for
all V ∈ Ω. Then the relaxed system (6) is said to satisfy the subcharacteristic condition with respect to (1).
As pointed out by Natalini [29], this can be interpreted as a causality principle. Source terms act only
locally, and can therefore not increase the characteristic speeds of information; this should hold also in the stiff
limit ε → 0. In the present paper, we prove the subcharacteristic condition (in a weak sense made precise in
Section 4) for the relaxation processes we are interested in.
For two-phase flows, a general relaxation model was proposed by Baer and Nunziato [2]. Renewed interest
in this model was sparked by the works of Abgrall and Saurel [1, 34]. Several authors [3, 4, 11, 13] have used
relaxation systems to construct numerical schemes for various two-phase flow models, based on ideas originally
suggested by Jin and Xin [20].
More analytical works have also been performed; Murrone and Guillard [28] studied the five-equation model
that arises from relaxing the pressure and velocities in the Baer-Nunziato model. This model was also considered
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by Saurel et al. [35], who included the effect of phase transitions. Zein et al. [46] considered the Baer-Nunziato
model under velocity equilibrium, including heat and mass transfer terms.
By performing only the pressure relaxation in the Baer-Nunziato model, we recover a six-equation model
commonly denoted as the two-fluid model [36], consisting of balance equations for mass, momentum and total
energy for each phase. Such a model has formed the basis for several computer codes used by the nuclear power
industry [6, 39].
If we assume that the phases are close to being in thermal equilibrium, we may simplify this model by taking
the limit of zero relaxation time in the heat transfer terms; we then obtain a five-equation model containing a
mixture energy equation, closed by the assumption of equal temperatures. This model has been widely used by
the petroleum industry, forming the basis for the commercially successful OLGA code [5].
This paper is motivated by the observation that this five-equation, two-velocity model has been given little
focus in the scientific literature. The main purpose of this paper is to investigate through mathematical analysis
and numerical simulations how the thermal equilibrium assumption affects the behaviour of the model.
Our paper is organized as follows: In Section 2, we detail the models we will be working with. In Section 2.1,
we restate the formulation of the six-equation two-fluid model presented in [27]. Here a mathematical trans-
formation allows us to express the model without non-conservative time derivatives in the energy equations. In
Section 2.2, we assume thermal equilibrium and arrive at the model which will be the main focus of this paper.
In Section 2.3, we consider the stiff limit of the velocity relaxation procedure in the model of Section 2.1,
obtaining an original derivation of the five-equation model studied by Murrone and Guillard [28]. In Section 2.4,
we present the full equilibrium model.
In Section 3, we present some previously established expressions for the wave velocities of our models. We then
derive a quasilinear formulation of the five-equation, two-velocity model and derive analytical wave velocities
for this model in equilibrium. In Section 4, we derive some simple relationships between the sound velocities of
the reduced models, and show that a subcharacteristic condition holds.
In Section 5, we present a simple approximate Riemann solver for the five-equation two-fluid model. This
solver is used in Section 6 to compare the five-equation model to the six-equation model. In Section 7, we
summarize our results.
2. The Models
The starting point for our investigations is the following basic pipe-flow model.
• Mass conservation:
∂
∂t
(ρgαg) +
∂
∂x
(ρgαgvg) = 0, (10)
∂
∂t
(ρ`α`) +
∂
∂x
(ρ`α`v`) = 0. (11)
(12)
• Momentum balance:
∂
∂t
(ρgαgvg) +
∂
∂x
(
ρgαgv
2
g
)
+ αg
∂p
∂x
+ τi = ρgαggx, (13)
∂
∂t
(ρ`α`v`) +
∂
∂x
(
ρ`α`v
2
`
)
+ α`
∂p
∂x
− τi = ρ`α`gx. (14)
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• Energy balance:
∂Eg
∂t
+ ∂
∂x
(Egvg + αgvgp) + p
∂αg
∂t
+ vττi = ρgαgvggx +Q, (15)
∂E`
∂t
+ ∂
∂x
(E`v` + α`v`p) + p
∂α`
∂t
− vττi = ρ`α`v`gx −Q. (16)
For each phase k ∈ {g, `}, we use the following nomenclature:
ρk – density kg/m3,
αk – volume fraction αg + α` = 1,
vk – velocity m/s,
p – common pressure Pa,
τk – momentum exchange term Pa/m,
gx – acceleration of gravity along the x-axis m/s2,
ek – specific internal energy i m2/s2,
Ek – total energy density kg/(m·s2),
vτ – interface velocity m/s,
Q – heat exchange term kg/(m·s3),
Tk – temperature K.
This is a rather standard formulation of the model [10, 36], which may be obtained by imposing the pressure
equilibrium condition on the full Baer-Nunziato relaxation system [2, 34]. Herein, the total energy density is
given by
Ek = ρkαk
(
ek +
1
2v
2
k
)
. (17)
2.1. The Six-Equation Two-Fluid Model
For the purposes of this work, we will model the interphasic momentum exchange term as follows:
τi = ∆ip
∂αg
∂x
+ F (vg − v`) , (18)
where F ≥ 0 is the velocity relaxation coefficient and ∆ip is an interface pressure correction term:
∆ip = p− pi, (19)
where pi is the pressure at the gas-liquid interface.
Furthermore, the presence of the ∂tα-terms in the energy equations presents an inconvenience for the con-
struction of numerical methods, see for instance [27,30]. We wish to obtain a formulation of the energy equations
that involves temporal derivatives only in the variable Ek. Such a formulation was obtained in [27]:
∂Eg
∂t
+ ∂
∂x
(Egvg) + (αgvg − ηαgα` (vg − v`)) ∂p
∂x
+ ηρ`αgc2`
∂
∂x
(αgvg + α`v`) + vττi = Q (T` − Tg) + ρgαgvggx,
(20)
∂E`
∂t
+ ∂
∂x
(E`v`)+(α`v` + ηαgα` (vg − v`)) ∂p
∂x
+ηρgα`c2g
∂
∂x
(αgvg + α`v`)−vττi = Q (Tg − T`)+ρ`α`v`gx, (21)
where η is given by
η = p
ρgα`c2g + ρ`αgc2`
(22)
and ck is the sound velocity
c2k =
(
∂p
∂ρk
)
sk
, k ∈ {g, `}. (23)
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Furthermore, Q ≥ 0 is the temperature relaxation coefficient driving the model towards thermal equilibrium.
Following the discussion of [27], we choose the interface velocity
vτ =
α`Γgvg + αgΓ`v`
α`Γg + αgΓ`
(24)
where Γk is the Grüneisen coefficient
Γk =
1
ρk
(
∂p
∂ek
)
ρk
. (25)
As was proved in [27], the equations (20)–(21) aremathematically equivalent to (15)–(16), and may be more suit-
able for the construction of numerical schemes. Note that the source terms are affected by this transformation,
so that in general:
Q 6= Q(T` − Tg). (26)
2.1.1. The Interface Pressure Term
We now focus on the modelling of the ∆ip-term in (18). In the absence of such a correction term, it is
a well-known problem [36] that the model (10)–(16) becomes non-hyperbolic with complex eigenvalues. This
would generally lead to a lack of existence of stable mathematical solutions to the model, as well as loss of
stability of our numerical methods. To avoid such a highly undesirable situation, we follow in the footsteps of
much of the existing literature [6, 7, 27,30] and choose the regularization term introduced by Stuhmiller [37]:
∆ip = δ
αgα`ρgρ`
ρgα` + ρ`αg
(vg − v`)2 , (27)
where the parameter δ is here chosen as
δ = 1.2. (28)
Definition 2. The model given by (10)–(14), (18), as well as (20)–(28) will in the following be denoted as the
six-equation two-fluid model, or tf6 for short.
2.2. The Five-Equation Two-Fluid Model
We consider the limit of stiff temperature relaxation in the tf6-model. That is, we replace (20)–(21) with
their sum
∂
∂t
(Eg + E`) +
∂
∂x
((Eg + αgp)vg + (E` + α`p)v`) = (ρgαgvg + ρ`α`v`)gx, (29)
as well as the relation
Tg = T` = T. (30)
Definition 3. The model given by (10)–(14), (18), as well as (27)–(30) will in the following be denoted as the
five-equation two-fluid model, or tf5 for short.
We expect solutions of the tf6 model to converge to the solutions of the tf5 model in the limit Q →∞.
2.3. The Five-Equation Drift-Flux Model
Similarly, we may consider the limit of stiff velocity relaxation in the tf6-model, i.e. F → ∞. This limit
should correspond to replacing (13)–(14) with their sum, and in addition making the assumption
vg = v` = v. (31)
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It now follows from (27) that ∆ip = 0. It was shown in [15] that this model satisfies the following momentum
evolution equations:
∂
∂t
(ρgαgvg) +
∂
∂x
(
ρgαgv
2
g
)
+ ρgαg
ρgαg + ρ`α`
∂p
∂x
= ρgαggx, (32)
∂
∂t
(ρ`α`v`) +
∂
∂x
(
ρ`α`v
2
`
)
+ ρ`α`
ρgαg + ρ`α`
∂p
∂x
= ρ`α`gx. (33)
By comparison with (13)–(14), we find that the limit must satisfy
lim
F→∞
τi =
(
ρgαg
ρgαg + ρ`α`
− αg
)
∂p
∂x
(34)
which may be substituted in (20)–(21) to obtain the relaxed energy equations. Then the full model may be
written as follows:
• Mass conservation:
∂
∂t
(ρgαg) +
∂
∂x
(ρgαgv) = 0, (35)
∂
∂t
(ρ`α`) +
∂
∂x
(ρ`α`v) = 0. (36)
• Momentum conservation:
∂
∂t
((ρgαg + ρ`α`)v) +
∂
∂x
(
(ρgαg + ρ`α`)v2
)
+ ∂p
∂x
= (ρgαg + ρ`α`)gx, (37)
• Energy balance:
∂Eg
∂t
+ ∂
∂x
(Egv) + v
ρgαg
ρgαg + ρ`α`
∂p
∂x
+ ηρ`αgc2`
∂v
∂x
= Q (T` − Tg) + ρgαgvggx, (38)
∂E`
∂t
+ ∂
∂x
(E`v) + v
ρ`α`
ρgαg + ρ`α`
∂p
∂x
+ ηρgα`c2g
∂v
∂x
= Q (Tg − T`) + ρ`α`v`gx. (39)
Definition 4. The model given by (31)–(39) will in the following be denoted as the five-equation drift-flux
model, or df5 for short.
We observe that the df5 model derived here is equivalent to the two-component version of the model con-
sidered in [17]. There, it was also shown that this two-component model, and hence the df5 model, is equivalent
to models studied in [28,35].
Remark 1. The term “drift-flux” is commonly associated with dynamic equilibrium models where vg 6= v`, see
for instance [47]. However, in the petroleum industry, one typically separates between “two-fluid” models, where
the velocities evolve separately, and “drift-flux” models, where the velocities are coupled through a functional
relation [25]. This motivates our choice of terminology. We also remark that there is some reason to expect that
the main conclusions of this paper may carry over to the more general case where vg 6= v`, a question that may
possibly be further investigated through an asymptotic analysis following for instance the approach of [15,41].
2.4. The Four-Equation Drift-Flux Model
To obtain the full equilibrium model, we replace (38)–(39) with their sum
∂
∂t
(Eg + E`) +
∂
∂x
((Eg + E` + p)v) = v(ρgαg + ρ`α`)gx, (40)
TITLE WILL BE SET BY THE PUBLISHER 7
and impose the thermal equilibrium condition
Tg = T` = T. (41)
Definition 5. The model given by (35)–(37), as well as (40)–(41) will in the following be denoted as the
four-equation drift-flux model, or df4 for short.
This should correspond to the limit Q →∞ in the df5 model. Alternatively, the df4 model may be obtained
as the limit of stiff velocity relaxation in the tf5 model, i.e. F → ∞. In this case, (13)–(14) are replaced with
their sum, and the relation
v = vg = v` (42)
is imposed.
As we are interested in studying the limits of zero and infinite relaxation times, we will for the remainder of
this paper assume
Q = 0 (43)
for the tf6 and df5 models.
3. Wave Velocities
In this section, we present exact analytical expressions for the wave velocities of our models, evaluated at the
equilibrium state where
T = Tg = T`, (44)
v = vg = v`. (45)
From these expressions, we will show in Section 4 that the relaxation processes satisfy a subcharacteristic
condition.
In this respect, our main contribution is the analysis for the tf5 model, which will be presented in Section 3.4.
We first briefly review some known results for the other models.
3.1. The Six-Equation Two-Fluid Model
For a general state where vg 6= v`, the eigenvalues of this model are the roots of a 6-degree polynomial for
which no simple closed forms can in general be found. This model was studied by Toumi [41], who suggested
deriving a power series expansion in terms of the variable
ξ = vg − v`
ctf6
, (46)
where ctf6 is given by
c2tf6 = c
2
gc
2
`
ρ`αg + ρgα`
ρ`αgc2` + ρgα`c2g
. (47)
To lowest order, i.e. when (45) is satisfied, one obtains the eigenvalues
Λtf6 =

v − ctf6
v
v
v
v
v + ctf6
 , (48)
see [41] for details.
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3.2. The Five-Equation Drift-Flux Model
This model has been extensively analysed by several authors [17,28,35], and the resulting eigenvalues are
Λdf5 =

v − cdf5
v
v
v
v + cdf5
 . (49)
Herein, cdf5 is a well-known, classic expression sometimes referred to as the “Wood speed of sound” [35], given
by
c−2df5 = (ρgαg + ρ`α`)
(
αg
ρgc2g
+ α`
ρ`c2`
)
. (50)
3.3. The Four-Equation Drift-Flux Model
The N -component version of this model was the main focus of [17]. For our present case of N = 2, the
following eigenvalues were found:
Λdf4 =

v − cdf4
v
v
v + cdf4
 , (51)
where
c−2df4 = c
−2
df5 +
ρgαg + ρ`α`
T
Cp,gCp,`(ζg − ζ`)2
Cp,g + Cp,`
, (52)
where Cp is the extensive heat capacity
Cp,k = ρkαkcp,k, cp,k = T
(
∂sk
∂T
)
p
, (53)
and ζk is the parameter
ζk =
(
∂T
∂p
)
sk
= − 1
ρ2k
(
∂ρk
∂sk
)
p
. (54)
Herein, sk is the specific entropy.
3.4. The Five-Equation Two-Fluid Model
In order to calculate the wave velocities of the tf5 model, we will present an analytical expression for the
Jacobian matrix. This model can be written as follows:
∂U
∂t
+ ∂F (U)
∂x
+ B(U)∂W (U)
∂x
= S(U), (55)
with
U =

u1
u2
u3
u4
u5
 =

ρgαg
ρ`α`
ρgαgvg
ρ`α`v`
E
 =

mg
m`
Ig
I`
Eg + E`
 , F (U) =

ρgαgvg
ρ`α`v`
ρgαgv
2
g + αg∆ip
ρ`α`v
2
` + α`∆ip
Egvg + E`v` + p (αgvg + α`v`)
 , (56)
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B(U) =

0 0
0 0
αg −αg
α` −α`
0 0
 , W (U) =
[
p
∆ip
]
, S(U) =

0
0
ρgαggx
ρ`α`gx
(ρgαgvg + ρ`α`v`) gx
 . (57)
Equivalently, we may express the model in full quasi-linear form
∂U
∂t
+A(U)∂U
∂x
= S(U), (58)
where the Jacobian matrix A is given by
A(U) = [aij(U)] =
∂F (U)
∂U
+ B(U)∂W (U)
∂U
. (59)
The relation
dIk = vk dmk +mk dvk, (60)
allows us to obtain the differentials of the velocities of each phase as a function of the conserved variables:
dvg =
du3 − vg du1
mg
, (61)
dv` =
du4 − v` du2
m`
. (62)
Herein, the variables Ik and mk are defined in (56).
The two first rows of the Jacobian matrix corresponding to the mass conservation equations are easily de-
termined with the information obtained so far. The analytical expressions corresponding to the three remaining
rows, the two momentum and the energy equations, require further analysis. The third row, corresponding to
the gas momentum equation, may be expressed as
a3j = Ig
∂vg
∂uj
+ vg
∂Ig
∂uj
+ ∆ip
∂αg
∂uj
+ αg
∂p
∂uj
, (63)
and a similar expression can be obtained for the liquid momentum equation
a4j = I`
∂v`
∂uj
+ v`
∂I`
∂uj
+ ∆ip
∂α`
∂uj
+ α`
∂p
∂uj
. (64)
The fifth row, associated to the total energy of the mixture, may be written as follows:
a5j = Eg
∂vg
∂uj
+ vg
{(
eg +
v2g
2
)
∂mg
∂uj
+mg
(
∂eg
∂uj
+ vg
∂vg
∂uj
)}
+E`
∂v`
∂uj
+ v`
{(
e` +
v2`
2
)
∂m`
∂uj
+m`
(
∂e`
∂uj
+ v`
∂v`
∂uj
)}
+ (αgvg + α`v`)
∂p
∂uj
+ p
{
αg
∂vg
∂uj
+ α`
∂v`
∂uj
+ (vg − v`) ∂αg
∂uj
}
.
(65)
Thus, additional relations must be found to determine the partial derivatives of p, αk and ek. In particular,
two independent EOSes may be introduced:
ρk = ρk (T, p) , (66)
ek = ek (T, ρk) , (67)
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along with their differentials
dρk =
∂ρk
∂T
∣∣∣∣
p
dT + ∂ρk
∂p
∣∣∣∣
T
dp, (68)
dek =
∂ek
∂T
∣∣∣∣
ρk
dT + ∂ek
∂ρk
∣∣∣∣
T
dρk. (69)
Herein, it will be convenient to use the simplified notation
ak =
∂ρk
∂T
∣∣∣∣
p
, bk =
∂ρk
∂p
∣∣∣∣
T
, ck =
∂ek
∂T
∣∣∣∣
ρk
, dk =
∂ek
∂ρk
∣∣∣∣
T
. (70)
Another equation to be used comes from d(αg +α`) = 0. In particular, the following notation has proved to
be useful:
du1
ρg
+ du2
ρ`
= q dT + r dp, (71)
where
q =
∑
k
αkak
ρk
, r =
∑
k
αkbk
ρk
. (72)
The last additional equation comes from the definition of the total energy of the mixture:
mg deg +m` de` =
(
v2g
2 − eg
)
du1 +
(
v2`
2 − e`
)
du2 − vg du3 − v` du4 + du5. (73)
The resolution of the system of equations given by (68)–(69), (71) and (73) allows us to obtain expressions for
the partial derivatives of the primitive variables ρg, ρ`, eg, e`, T and p with respect to the conserved variables
U . The final result may be written, in the form of gradients, as follows:
∇Up = τ−1

(v2g/2− eg)q −
∑
kmk (akdk + ck) /ρg
(v2`/2− e`)q −
∑
kmk (akdk + ck) /ρ`
−vgq
−v`q
q
 , (74)
∇Ueg = τ−1

(v2g/2− eg)zg + (dgµ+m`ξ) /ρg
(v2`/2− e`)zg + (dgµ+m`ξ) /ρ`
−vgzg
−v`zg
zg
 , (75)
∇Ue` = τ−1

(v2g/2− eg)z` + (d`η −mgξ) /ρg
(v2`/2− e`)z` + (d`η −mgξ) /ρ`
−vgz`
−v`z`
z`
 , (76)
∇Uρg = τ−1

(v2g/2− eg)xg + (µ− bg
∑
kmkck) /ρg
(v2`/2− e`)xg + (µ− bg
∑
kmkck) /ρ`
−vgxg
−v`xg
xg
 . (77)
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where
τ = −r
∑
k
mk (akdk + ck) + q
∑
k
mkbkdk, (78)
xk = −akr + bkq, (79)
zk = −r (akdk + ck) + qbkdk, (80)
ξ = cgb`d` − c`bgdg, (81)
η = mgdg (a`bg − agb`) , (82)
µ = m`d` (agb` − a`bg) . (83)
The partial derivatives of the gas volume fraction with respect to the conserved variables can be written as
∇Uαg = −∇Uα` = du1
ρg

1
0
0
0
0
− αgρg∇Uρg. (84)
Further simplifications can be introduced for the derivatives of the primitive variables. In particular, we
know that p, ek and ρg do not depend on the velocity and consequently they can be expressed in terms of a
reduced set of conserved variables given by
Ω =
 mgm`
mgeg +m`e`
 . (85)
Thus dp, dek and dρg may be written as
d(·) =
5∑
j=1
∂(·)
∂uj
duj =
3∑
j=1
∂(·)
∂ωj
dωj , (86)
where the differentials dω1 and dω2 satisfy
dω1 = du1, dω2 = du2. (87)
By rewriting (73) we can relate dω3 to the differentials of the conserved variables
dω3 =
v2g
2 du1 +
v2`
2 du2 − vg du3 − v` du4 + du5. (88)
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Relations (86)–(88) allow us to express the partial derivatives of p, ek and ρg with respect to the reduced
variables:
∂(·)
∂u1
= ∂(·)
∂ω1
+
v2g
2
∂(·)
∂ω3
, (89)
∂(·)
∂u2
= ∂(·)
∂ω2
+ v
2
`
2
∂(·)
∂ω3
, (90)
∂(·)
∂u3
= −vg ∂(·)
∂ω3
, (91)
∂(·)
∂u4
= −v` ∂(·)
∂ω3
, (92)
∂(·)
∂u5
= ∂(·)
∂ω3
. (93)
In the following we will use the notation ∂j(·) = ∂(·)/∂ωj to refer to these derivatives.
Now it is possible to fully determine the Jacobian matrix. This matrix has been split into convective,
volume-fraction, energy and pressure parts as follows:
A = Ac + Aα + Ae + Ap. (94)
Herein, the partial matrices satisfy
Ac =
∂
∂U

ρgαgvg
ρ`α`v`
ρgαgv
2
g
ρ`α`v
2
`
1
2ρgαgv
3
g + 12ρ`α`v3`
+

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 pαg pα`
 ∂Ψ∂U +

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 eg e` 0
 ∂U∂U , (95)
Aα =

0
0
∆ip
−∆ip
p(vg − v`)
 ∂αg∂U , Ae =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
ρgαgvg ρ`α`v` 0 0
 ∂Ψ∂U , Ap =

0
0
αg
α`
αgvg + α`v`
 ∂p∂U , (96)
where
Ψ(U) =

eg
e`
vg
v`
 . (97)
The convective matrix may be written as
Ac =

0 0 1 0 0
0 0 0 1 0
−v2g 0 2vg 0 0
0 −v2` 0 2v` 0
−v3g − pvg/ρg −v3` − pv`/ρ` eg + 3v2g/2 + p/ρg e` + 3v2`/2 + p/ρ` 0
 , (98)
whereas the volume-fraction matrix can be expressed as
Aα =
∆ipαg
ρg
Aα1 −
p (vg − v`)αg
ρg
Aα2 , (99)
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with
Aα1 =

0 0 0 0 0
0 0 0 0 0
1/αg − (∂1ρg + v2g/2∂3ρg) −(∂2ρg + v2`/2∂3ρg) vg∂3ρg v`∂3ρg −∂3ρg
∂1ρg + v2g/2∂3ρg − 1/αg ∂2ρg + v2`/2∂3ρg −vg∂3ρg −v`∂3ρg ∂3ρg
0 0 0 0 0
 , (100)
and
Aα2 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
∂1ρg + v2g/2∂3ρg − 1/αg ∂2ρg + v2`/2∂3ρg −vg∂3ρg −v`∂3ρg ∂3ρg
 . (101)
The energy matrix will be given by
Ae =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
ae1 ae2 −vgae5 −v`ae5 ae5
 , (102)
where
ae1 =
∑
k
Ik
(
∂ek
∂ω1
+
v2g
2
∂ek
∂ω3
)
, (103)
ae2 =
∑
k
Ik
(
∂ek
∂ω2
+ v
2
`
2
∂ek
∂ω3
)
, (104)
ae5 =
∑
k
Ik
∂ek
∂ω3
. (105)
Finally, the pressure matrix may be written as
Ap =

0 0 0 0 0
0 0 0 0 0
αg(∂1p+ v2g/2∂3p) αg(∂2p+ v2`/2∂3p) −αgvg∂3p −αgv`∂3p αg∂3p
α`(∂1p+ v2g/2∂3p) α`(∂2p+ v2`/2∂3p) −α`vg∂3p −α`v`∂3p α`∂3p
vm(∂1p+ v2g/2∂3p) vm(∂2p+ v2`/2∂3p) −vmvg∂3p −vmv`∂3p vm∂3p
 , (106)
where vm = αgvg + α`v`.
3.4.1. Eigenstructure
In this section, we derive analytical eigenvalues for the tf5 model for the special case where the velocities
of both phases are equal. In this case, the notation utilized to define the Jacobian matrix has proved to be
convenient. Note in particular that if vg = v` = v, then the convective matrix can be simplified into
Ac =

0 0 1 0 0
0 0 0 1 0
−v2 0 2v 0 0
0 −v2 0 2v 0
−v3 − pv/ρg −v3 − pv/ρ` eg + 3v2/2 + p/ρg e` + 3v2/2 + p/ρ` 0
 , (107)
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whereas the energy matrix can be reduced to
Ae =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
v(v2/2− eg) v(v2/2− e`) −v2 −v2 v
 , (108)
and the pressure matrix into
Ap =

0 0 0 0 0
0 0 0 0 0
αg(∂1p+ v2/2∂3p) αg(∂2p+ v2/2∂3p) −vαg∂3p −vαg∂3p αg∂3p
α`(∂1p+ v2/2∂3p) α`(∂2p+ v2/2∂3p) −vα`∂3p −vα`∂3p α`∂3p
v(∂1p+ v2/2∂3p) v(∂2p+ v2/2∂3p) −v2∂3p −v2∂3p v∂3p
 . (109)
The characteristic polynomial of the Jacobian matrix A = Ac + Ae + Ap may be written as
λ5 − 5vλ4 + (10v2 − c2tf5)λ3 + (3vc2tf5 − 10v3)λ2 + (5v4 − 3v2c2tf5)λ + v3c2tf5 − v5 = 0, (110)
where
c2tf5 =
2∑
j=1
αj
∂p
∂ωj
+
2∑
j=1
αj
(
ej +
p
ρj
)
∂p
∂ω3
. (111)
Consequently, the eigenvalues will be given by
Λtf5 =

v − ctf5
v
v
v
v + ctf5
 , (112)
where ctf5 is the speed of sound of the five-equation two-fluid model, assuming equal velocities in both phases.
Herein, the subscripts j = 1 ≡ g and j = 2 ≡ ` have been utilized. Following the arguments of [15,41], one may
expect the expression (111) to be a good approximation to the sound velocity also for more general cases where
vg 6= v`.
When we assume the equations of state (66)–(67), the expression (111) may be rewritten in a more convenient
form. To this end, we take advantage of the internal-energy differential given in [17]:
d(ρe) =
2∑
j=1
(
ej +
p
ρj
)
duj − T
∑
k Cp,k∑
k ζkCp,k
2∑
j=1
duj
ρj
+ T
ρc2df4
∑
k Cp,k∑
k ζkCp,k
dp, (113)
where
ρ = ρgαg + ρ`α` = ω1 + ω2 (114)
and
ρe = ρgαgeg + ρ`α`e` = ω3 (115)
are the total volumetric mass and the internal energy of the system, respectively.
The differential of the pressure can be isolated from (113) and written in terms of the reduced variables:
dp = ρc2df4
2∑
j=1
dωj
ρj
+
ρc2df4
T
∑
k ζkCp,k∑
k Cp,k
dω3 −
2∑
j=1
(
ej +
p
ρj
)
dωj
 . (116)
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Using (116) to obtain the partial derivatives of the pressure and substituting them in (111) leads us to the
relation
c2tf5 = ρ
(
αg
ρg
+ α`
ρ`
)
c2df4 , (117)
where cdf4 is given by (52).
4. The Subcharacteristic Condition
In this section, we demonstrate that the relaxation processes we are considering in this paper satisfy a
subcharacteristic condition. We start by making the following observation:
Proposition 1. The relative effect our relaxation processes have on sonic propagation is independent of the
order in which the relaxation processes are being performed, in the following precise sense:
ctf5
cdf4
= ctf6
cdf5
(118)
and
ctf6
ctf5
= cdf5
cdf4
. (119)
Proof. By comparing (50) to (47) we obtain:
c2tf6 = ρ
(
αg
ρg
+ α`
ρ`
)
c2df5 , (120)
from which (118) follows from (117). Then (119) follows directly from (118). 
We now state a weaker version of the subcharacteristic condition given by Definition 1:
Definition 6. Let the M eigenvalues of the relaxation system (1) be given by
λ1 ≤ . . . ≤ λk ≤ λk+1 ≤ . . . ≤ λM (121)
and the N eigenvalues of the relaxed system (4)–(6) be given by
λ˜1 ≤ . . . ≤ λ˜j ≤ λ˜j+1 ≤ . . . ≤ λ˜N . (122)
Now let M˜ be a second Maxwellian operator M˜ : Ω˜ ⊆ RK 7→ RN , where K < N .
Herein, the relaxation systems (1) and (6) are applied to local equilibrium states U and V given by
V = M˜(W ), U =M(V ) (123)
such that
λk = λk(M(M˜(W ))), λ˜j = λ˜j(M˜(W )). (124)
Now let the λ˜j be interlaced with λk in the following sense: Each λ˜j lies in the closed interval [λj , λj+M−N ] for
all W ∈ Ω˜. Then the relaxed system (6) is said to satisfy a weak subcharacteristic condition with respect
to (1) and Ω˜.
Using Definitions 1 and 6, we may now state some results.
Proposition 2. The relaxation models we are considering in this paper are related as follows:
SC1: The model df4 satisfies the subcharacteristic condition with respect to df5.
SC2: The model df4 satisfies the subcharacteristic condition with respect to tf5.
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SC3: The model df5 satisfies the subcharacteristic condition with respect to tf6.
SC4: The model tf5 satisfies the weak subcharacteristic condition with respect to the model tf6 and the
equilibria given by solutions of df4.
Proof. SC1 was proved in [17]. By inspection of (49), (51), (48), (112), and Definitions 1 and 6, we see that
SC2–SC4 hold provided
ctf5 ≥ cdf4 , (125)
ctf6 ≥ cdf5 , (126)
ctf6 ≥ ctf5 . (127)
From (117) and (118) we see that (125)–(126) hold provided
ρ
(
αg
ρg
+ α`
ρ`
)
≥ 1, (128)
which by (114) can be written as
α2`
(
2− ρg
ρ`
− ρ`
ρg
)
− α`
(
2− ρg
ρ`
− ρ`
ρg
)
≥ 0. (129)
In particular, this holds if
2− ρg
ρ`
− ρ`
ρg
≤ 0. (130)
Multiplying (130) by ρg/ρ`, which is always a positive quantity, we can finally simplify this expression into(
ρg
ρ`
− 1
)2
≥ 0 (131)
and therefore (125)–(126) hold. Finally, (127) follows from (52) and (119). 
We remark that since the subcharacteristic condition is essential for linear stability, we expect SC4 to hold
also in the strong sense of Definition 1. However, addressing this question with a direct algebraic approach will
run into difficulties as described in [15, 41]. It is possible that an analysis based on more general arguments,
following for instance ideas of Chen et al. [8], may be more fruitful. We will not pursue this issue further in our
current paper.
In the following sections, we will demonstrate how the above results manifest themselves in some concrete
two-phase mixtures of practical relevance.
4.1. Water-Air under Atmospheric Conditions
We first consider a state representing a mixture of water and air under atmospheric conditions, where the
thermodynamic parameters are given by Table 1. Numerical values as a function of the liquid volume fraction
are plotted in Figure 1. Herein, Figure 1(a) shows the mixture sonic velocities of the various models. The
subcharacteristic conditions of Proposition 2 are verified by the plot, and we observe that velocity relaxation
has a bigger impact than temperature relaxation on the mixture sound velocity.
In Figure 1(b), the ratio of the sound velocities given by the models with and without temperature relaxation
are plotted as a function of the liquid volume fraction. The plot illustrates the relation (119), and we observe
that the sound velocities differ by approximately 18% except near the single-phase regions.
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Table 1. Water-air mixture under atmospheric conditions.
Quantity gas (air) liquid (water)
Pressure (MPa) 0.1 0.1
Temperature (K) 308.15 308.15
Density (kg/m3) 1.0984 1000.0
Sound speed (m/s) 357.01 1542.8
cp (J/(kg ·K)) 1008.7 4186.0
ζ (1× 10−7 (m · s2 ·K)/kg) 9025.7 2.3889
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(a) Speed of sound.
0 0.2 0.4 0.6 0.8 11 1
1.04 1
1.08 1
1.12 1
1.16 1
1.2 1
cTF6/cTF5
cDF5/cDF4
α` (−)
(b) Speed of sound (ratio).
Figure 1. Water-air mixture under atmospheric conditions. Speed of sound for the considered
two-phase flow models (a) and their corresponding ratios (b).
Table 2. Water-air mixture under high pressure.
Quantity gas (air) liquid (water)
Pressure (MPa) 20 20
Temperature (K) (K) 308.15 308.15
Density (kg/m3) 225.20 1049.2
Sound speed (m/s) 352.61 1523.8
cp (J/(kg ·K)) 1008.7 4186.0
ζ (1× 10−7 (m · s2 ·K)/kg) 44.021 2.2770
4.2. Water-Air under High Pressure
We now consider a state representing a rough approximation to a water-air mixture under high pressure,
forming the basis for the numerical simulations presented in Section 6.2. The thermodynamic parameters are
given in Table 2. The speed of sound as a function of the liquid volume fraction is plotted in Figure 2. Figure 2(a)
illustrates the inequalities of Proposition 2. Note that the curves of ctf5 and cdf5 intersect; as these models are
not related through a relaxation procedure, they do not satisfy a subcharacteristic inequality.
Figure 2(b) indicates that the relative effect of thermal relaxation on sonic propagation is somewhat weakened
as the pressure is increased compared to Section 4.1.
18 TITLE WILL BE SET BY THE PUBLISHER
c
(m
/
s)
0 0.2 0.4 0.6 0.8 1200 2
400 4
600 6
800 8
1000 1
1200 1
1400 1
1600 1
TF5
TF6
DF5
DF4
α` (–)
(a) Speed of sound.
0 0.2 0.4 0.6 0.8 11 1
1.04 1
1.08 1
1.12 1
1.16 1
cTF6/cTF5
cDF5/cDF4
α` (–)
(b) Speed of sound (ratio).
Figure 2. Water-air mixture under high pressure. Speed of sound for the considered two-phase
flow models (a) and their corresponding ratios (b).
Table 3. Two-Phase CO2 Mixture.
Quantity gas (CO2) liquid (CO2)
Pressure (MPa) 5 5
Temperature (K) (K) 273 273
Density (kg/m3) 117.70 1000.0
Sound speed (m/s) 227.75 522.49
cp (J/(kg ·K)) 1900 2500
ζ (1× 10−7 (m · s2 ·K)/kg) 44.717 4
4.3. A Two-Phase CO2 Mixture
As our final illustration, we consider a mixture of CO2 in its gas and liquid state. The thermodynamic
parameters are given in Table 3. The sound velocities and their ratios are plotted in Figure 3. Note that in
this case, the mixture sound velocities vary with at most 4% between the thermally relaxed and non-relaxed
models, a much smaller difference than for the water-air mixture considered above. An interpretation of these
results will be provided in the following.
4.3.1. Theoretical Considerations
We observe from (50) and (52) that the speed of sound ratio for thermal relaxation can be written as
(
ctf6
ctf5
)2
=
(
cdf5
cdf4
)2
= 1 +
(
αg
ρgc2g
+ α`
ρ`c2`
)−1
Cp,gCp,`(ζg − ζ`)2
(Cp,g + Cp,`)T
. (132)
Furthermore, the parameter ζ can be expressed in terms of the dimensionless Grüneisen coefficient defined
in (25):
ζk =
Tk
ρkc2k
Γk. (133)
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Figure 3. Two-phase CO2 mixture. Speed of sound for the considered two-phase flow mod-
els (a) and their corresponding ratios (b).
Hence in thermal equilibrium, (132) can be written as(
ctf6
ctf5
)2
=
(
cdf5
cdf4
)2
= 1 + T
(
αg
ρgc2g
+ α`
ρ`c2`
)−1( Γg
ρgc2g
− Γ`
ρ`c2`
)2
Cp,gCp,`
Cp,g + Cp,`
. (134)
As the Grüneisen coefficient will generally be close to unity, this result suggests that the ratio
R = ρ`c
2
`
ρgc2g
(135)
is a main parameter influencing the effect of thermal relaxation on the velocity of pressure waves. This largely
explains the observations made in Sections 4.2–4.3.
5. An Approximate Riemann Solver
With the aid of the results obtained in Section 3.4, we here derive a simple linearized approximate Riemann
solver for the tf5 model. According to Roe [33], solving the nonlinear problem (55) requires introducing a local
linearization
∂U
∂t
+ Aˆi−1/2(U i−1,U i)
∂U
∂x
= S(U), (136)
where the matrix Aˆi−1/2(U i−1,U i), known as the Roe matrix, is some averaged Jacobian matrix depending on
the states U i−1 and U i. This matrix must satisfy the following properties, also known as the Roe conditions:
R1: Aˆi−1/2 must retain the hyperbolicity of the system. The Roe matrix is diagonalizable with real eigen-
values.
R2: Aˆi−1/2 must be consistent with the exact Jacobian, that is Aˆi−1/2 (U ,U) = A (U).
R3: Aˆi−1/2 is conservative across discontinuities: Aˆi−1/2 (U i −U i−1) = F (U i)− F (U i−1).
As can be seen from the analysis of Section 3.4, the Jacobian involves a complicated interplay between
the fluid-mechanical and thermodynamic variables of the system, rendering the parameter-vector approach
suggested by Roe [33] impractical. Instead we will follow an approach based on direct algebraic manipulation,
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splitting the problem into subproblems that may be solved largely by simple arithmetic averages. In this respect,
our linearization will be heavily quasi-Jacobian in the terminology of [9].
This has some disadvantages; in particular, we cannot write the Roe matrix in the form
Aˆi−1/2(U i−1,U i) = A(Uˆ i−1/2(U i−1,U i)), (137)
as would have been the case with the more formal parameter-vector approach. Although this has no impact on
the conditions R2 and R3, we now cannot prove that our Roe matrix satisfies the condition R1. However, no
violation of R1 was observed for any of the simulations presented in this paper. Hence our simplified approach
serves our current purpose, and allows us to perform high-resolution upwind calculations to study the properties
of the model.
However, we remark that a finer analysis may lead to a formulation of a Roe matrix that is more consistent
with the true Jacobian of the tf5 model. This will not be pursued further in the present paper.
5.1. A Non-Conservative Formulation
An additional complication arises from the fact that the system (55) is nonconservative and therefore a
generalization of the condition R3 is needed [40,41]. It is convenient to introduce the operator ∆(·) to indicate
a jump in a variable. Thus, the third condition of Roe can be written as
Aˆi−1/2∆U = ∆F . (138)
The non-conservative modification to this becomes
Aˆi−1/2∆U = ∆F + Bi−1/2∆W , (139)
which is the averaged version of
∫ Ui
Ui−1
A(U) dU = ∆F +
∫ Ui
Ui−1
B(U)∇UW dU (140)
along some path connecting U i−1 and U i.
In this work, we will follow the simplified approach used for instance in [27], where Bi−1/2 is obtained from
algebraic averaging rather than integrating over a path. Our analysis will be based on the rather extensive
decomposition (95)–(96). In this respect, we remark that our Roe matrix is unlikely to represent an average
over an explicit path integral of the form (140).
Note that the Roe matrix corresponds to an averaged Jacobian matrix between two neighbouring cells, and
to find it, we have to repeat the procedure described in Section 3.4. Thus we no longer use the derivatives of
the conserved variables, but the discrete analogue in terms of their jumps across a cell interface:
∆U =

∆u1
∆u2
∆u3
∆u4
∆u5
 =

∆mg
∆m`
∆Ig
∆I`
∆E
 . (141)
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The discrete variants of the differential rules for rational functions described in [18] allow us to rewrite the
derivatives of the velocities (61)–(62) in terms of the jump ∆ :
∆vg =
∆u3 − vg∆u1
mg
, (142)
∆v` =
∆u4 − v`∆u2
m`
, (143)
where (·) represents the arithmetic average.
The equations (63)–(65) can be rewritten as
aˆ3j = Ig
∆vg
∆uj
+ vg
∆Ig
∆uj
+ ∆ip
∆αg
∆uj
+ αg
∆p
∆uj
, (144)
aˆ4j = I`
∆v`
∆uj
+ v`
∆I`
∆uj
+ ∆ip
∆α`
∆uj
+ α`
∆p
∆uj
, (145)
aˆ5j = Eg
∆vg
∆uj
+ vg
{(
eg +
v2g
2
)
∆mg
∆uj
+mg
(
∆eg
∆uj
+ vg
∆vg
∆uj
)}
+ E`
∆v`
∆uj
+ v`
{(
e` +
v2`
2
)
∆m`
∆uj
+m`
(
∆e`
∆uj
+ v`
∆v`
∆uj
)}
+ (αgvg + α`v`)
∆p
∆uj
+ p
{
αg
∆vg
∆uj
+ α`
∆v`
∆uj
+ (vg − v`)∆αg∆uj
}
.
(146)
The two independent EOSes (68)–(69) will be given by
∆ρk = aˆk∆T + bˆk∆p, (147)
∆ek = cˆk∆T + dˆk∆ρk, (148)
where aˆk, bˆk, cˆk and dˆk are the averages given by discrete variants of the differential product rule applied to
rational functions.
The equation (71) may be written as
∆u1
ρg
+ ∆u2
ρ`
= qˆ∆T + rˆ∆p, (149)
with
qˆ =
∑
k
αkaˆk
ρk
, rˆ =
∑
k
αkbˆk
ρk
, (150)
and finally, the equation for the total energy of the mixture (73) will by given by
mg∆eg +m`∆e` =
(
eg −
vˆ2g
2
)
∆u1 +
(
e` − vˆ
2
`
2
)
∆u2 − vg∆u3 − v`∆u4 + ∆u5, (151)
where vˆ2k/2 = v2k − v2k/2.
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The results obtained by solving the system of equations given by (147)–(149) and (151) may be written as
∆p =

∂̂p1
∂̂p2
∂̂p3
∂̂p4
∂̂p5

T
∆U = τˆ−1

(vˆ2g/2− eg)qˆ −
∑
kmk
(
aˆkdˆk + cˆk
)
/ρg
(vˆ2`/2− e`)qˆ −
∑
kmk
(
aˆkdˆk + cˆk
)
/ρ`
−vgqˆ
−v`qˆ
qˆ

T
∆U , (152)
∆eg =

∂̂eg1
∂̂eg2
∂̂eg3
∂̂eg4
∂̂eg5

T
∆U = τˆ−1

(vˆ2g/2− eg)zˆg +
(
dˆgµˆ+m`ξˆ
)
/ρg
(vˆ2`/2− e`)zˆg +
(
dˆgµˆ+m`ξˆ
)
/ρ`
−vgzˆg
−v`zˆg
zˆg

T
∆U , (153)
∆e` =

∂̂e`1
∂̂e`2
∂̂e`3
∂̂e`4
∂̂e`5

T
∆U = τˆ−1

(vˆ2g/2− eg)zˆ` +
(
dˆ`ηˆ −mgξˆ
)
/ρg
(v2`/2− e`)zˆ` +
(
dˆ`ηˆ −mgξˆ
)
/ρ`
−vgzˆ`
−v`zˆ`
zˆ`

T
∆U , (154)
∆ρg =

∂̂ρg1
∂̂ρg2
∂̂ρg3
∂̂ρg4
∂̂ρg5

T
∆U = τˆ−1

(vˆ2g/2− eg)xˆg +
(
µˆ− bˆg
∑
kmk cˆk
)
/ρg
(vˆ2`/2− e`)xˆg +
(
µˆ− bˆg
∑
kmk cˆk
)
/ρ`
−vgxˆg
−v`xˆg
xˆg

T
∆U , (155)
where
τˆ = −rˆ
∑
k
mk
(
aˆkdˆk + cˆk
)
+ qˆ
∑
k
mkbˆkdˆk, (156)
xˆk = −aˆkrˆ + bˆkqˆ, (157)
zˆk = −rˆ
(
aˆkdˆk + cˆk
)
+ qˆbˆkdˆk, (158)
ξˆ = cˆgbˆ`dˆ` − cˆ`bˆgdˆg, (159)
ηˆ = mgdˆg
(
aˆ`bˆg − aˆgbˆ`
)
, (160)
µˆ = m`dˆ`
(
aˆgbˆ` − aˆ`bˆg
)
. (161)
The jumps in the gas volume fraction are given by
∆αg = −∆α` = ∆u1
ρg
− αg
ρg
∆ρg. (162)
We are now in position to define the Roe matrix, which can be expressed in a similar way as the Jacobian
matrix
Aˆ = Aˆc + Aˆα + Aˆe + Aˆp, (163)
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where the convective matrix can be written as
Aˆc =

0 0 1 0 0
0 0 0 1 0
−Igvg/mg 0 Ig/mg + vg 0 0
0 −I`v`/m` 0 I`/m` + v` 0
aˆc1 aˆc2 aˆc3 aˆc4 0
 , (164)
with
aˆc1 = vg
(
eg −
vˆ2g
2
)
− Egvg
mg
− p
(
αgvg
mg
− (vg − v`)
ρg
)
, (165)
aˆc2 = v`
(
e` − vˆ
2
`
2
)
− E`v`
m`
− pα`v`
m`
, (166)
aˆc3 = v2g +
Eg
mg
+ p αg
mg
, (167)
aˆc4 = v2` +
E`
m`
+ p α`
m`
. (168)
The volume-fraction matrix may be split as
Aˆα =
∆ipαg
ρg
Aˆα1 −
p(vg − v`)αg
ρg
Aˆα2 (169)
with
Aˆα1 =

0 0 0 0 0
0 0 0 0 0
1/αg − ∂̂ρg1 −∂̂ρg2 −∂̂ρg3 −∂̂ρg4 −∂̂ρg5
∂̂ρg1 − 1/αg ∂̂ρg2 ∂̂ρg3 ∂̂ρg4 ∂̂ρg5
0 0 0 0 0
 , (170)
and
Aˆα2 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
∂̂ρg1 − 1/αg ∂̂ρg2 ∂̂ρg3 ∂̂ρg4 ∂̂ρg5
 , (171)
where we have used (155).
The energy matrix can be expressed as
Aˆc =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
aˆe1 aˆe2 −vgaˆe5 −v`aˆe5 aˆe5
 , (172)
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with
aˆe1 =
∑
k
mkvk∂̂ek1, (173)
aˆe2 =
∑
k
mkvk∂̂ek2, (174)
aˆe5 =
∑
k
mkvk∂̂ek5, (175)
where we have used (153)–(154).
The pressure matrix may be written as
Aˆp =

0 0 0 0 0
0 0 0 0 0
αg∂̂p1 αg∂̂p2 αg∂̂p3 αg∂̂p4 αg∂̂p5
α`∂̂p1 α`∂̂p2 α`∂̂p3 α`∂̂p4 α`∂̂p5
vm∂̂p1 vm∂̂p2 vm∂̂p3 vm∂̂p4 vm∂̂p5
 , (176)
where we have used (152).
This completes the description of the Roe matrix Aˆ. Our numerical algorithm is based on the wave-
propagation (flux-difference splitting) form of Godunov’s method presented by LeVeque [22, Chapter 15]. It has
been employed for two-phase flow models e.g. in [18], and we omit details here for brevity.
6. Numerical Simulations
In the present section, we discuss the differences between the five-equation two-fluid model (tf5) of Section 2.1
and the six-equation two-fluid model (tf6) of Section 2.2 by performing numerical simulations.
The tf5 model is solved numerically using the Roe scheme described in Section 5. A Roe scheme for the
general tf6 model is currently not available, and we have therefore employed the MUSCL-MUSTA6 scheme
discussed in detail in [27]. Since we concentrate on the models themselves, we will in the following present
results calculated on fine grids. Convergence tests and further discussion of the Roe scheme for tf5 have been
performed by Martínez [24].
All the calculations presented in the following were performed using a Courant–Friedrichs–Lewy (CFL)
number of 0.5.
6.1. Thermodynamic State Relations
Following [1,7,30], among others, we assume that the fluids can be modelled using the stiffened-gas equation
of state (EOS)
p = (γk − 1)ρkek − γkp∞,k, (177)
where the ratio of specific heats, γk, and the ‘reference’ pressure, p∞,k, are constants for each phase. The
temperature is found as
Tk =
γk(ek − p∞,k/ρk)
cp,k
. (178)
For tf6, the procedure for finding the primitive variables given the composite variables U involves solving a
second-degree equation. Details can be found in [30]. For tf5, we have employed the method by Flåtten et
al. [16].
For the calculations presented in the following, we have made use of the equation-of-state parameters in
Table 4, unless otherwise stated. These values have been used previously in [27,30].
TITLE WILL BE SET BY THE PUBLISHER 25
Table 4. Equation-of-state parameters for water and air.
γk p∞,k cp,k
(–) (Pa) (J/(kgK))
gas (g) 1.4 0.0 1008.7
liquid (`) 2.8 8.5× 108 4186.0
Table 5. Initial state in Toumi’s shock tube.
Quantity Symbol (unit) Left Right
Gas vol. frac. αg (–) 0.25 0.10
Pressure p (MPa) 20 10
Gas velocity vg (m/s) 0 0
Liquid velocity v` (m/s) 0 0
Temperatures Tg,` (K) 308.15 308.15
Table 6. Initial state in the water-faucet test problem.
Quantity Symbol (unit) Value
Gas vol. frac. αg (–) 0.2
Pressure p (MPa) 0.1
Gas velocity vg (m/s) 0.0
Liquid velocity v` (m/s) 10.0
Temperatures Tg,` (K) 308.15
6.2. Toumi’s Shock Tube
We start by considering Toumi’s shock tube [41]. This problem has previously been studied e.g. in [14,30,38].
A tube of length 100 m is divided by a membrane in the middle. At t = 0, the membrane ruptures, and the
flow starts evolving. The initial conditions are displayed in Table 5. For this problem, δ = 2 has been utilized
in the equation (27), as was also done in [14,30].
Figure 4 shows numerical results obtained for the time t = 0.06 s on a grid of 20000 cells. Here, the van
Leer [44, 45] slope was employed in the MUSCL-MUSTA6 scheme and the corresponding flux limiter was used
in the Roe scheme. It can be observed that the five-equation (tf5) and six-equation (tf6) two-fluid models
have solutions with differing wave speeds and plateau levels. For tf6, only the liquid temperature has been
plotted in Figure 4(d). Herein, the gas temperature deviates rather strongly from the common temperature of
tf5, due to the infinite temperature relaxation time of tf6.
The differing wave speeds can also be illustrated by the plots in Figure 2 in Section 4.2, since the state of the
water-air mixture under high pressure defined by Table 2 is the same as the initial state on the left-hand side
of Toumi’s shock tube. The numerical results in Figure 4 indicate that ctf6 is roughly 15% larger than ctf5 .
This is consistent with the relevant volume-fraction interval in Figure 2(b).
6.3. Water Faucet
The water-faucet test problem was introduced by Ransom [32] and has been been extensively studied in the
literature, e.g. in [10,12,19,26,27,30,43].
The initial flow field is uniform, and the values are given in Table 6. The inlet boundary conditions are
equal to the initial values for the gas volume fraction and for the gas and liquid velocities. A pressure equal
to the initial pressure is specified at the outlet. At time t = 0, gravity (g = 9.81 m/s2) starts working, and the
liquid column begins to thin as a discontinuity moves towards the exit. In the following, the results are given
at t = 0.6 s.
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Figure 4. Toumi’s shock tube. Comparison between the five-equation (tf5) and six-equation
(tf6) two-fluid models. High-resolution solutions on a 20000-cell grid.
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Table 7. Equation-of-state parameters for CO2.
γk p∞,k cp,k
(–) (Pa) (J/(kgK))
gas (g) 1.1 5.5× 105 1900
liquid (`) 1.4 1.9× 108 2500
Table 8. Initial state in the depressurization cases.
Quantity Symbol (unit) Water-air CO2
Gas vol. frac. αg (–) 0.2 0.2
Pressure p (MPa) 10 5
Gas velocity vg (m/s) 0 0
Liquid velocity v` (m/s) 0 0
Temperatures Tg,` (K) 300 273
Munkejord [26] found that the pressure in the water-faucet test problem is sensitive to the boundary condi-
tions. Some remarks about the boundary conditions for tf6 are given in [27].
Calculations were run on a grid of 10000 cells. The monotonized central-difference (MC) slope limiter [45]
was employed in the MUSCL-MUSTA6 scheme and the corresponding flux limiter was used in the Roe scheme.
The physical variables are plotted in Figure 5. It can be seen that the temperature predicted by tf5 is
virtually identical to the liquid temperature in tf6. The velocities and volume fractions are equal to plotting
accuracy. The pressure plots, on the other hand, have different shapes. This is mainly due to the different
pressure-propagation velocity (sound speed) in the two models. Different sound speeds will lead to the pressure
waves reaching and being reflected at the boundaries at different times.
The state of the water-air mixture under atmospheric conditions defined by Table 1 in Section 4.1 is similar
to the initial state of the present test problem. Figure 1(b) therefore illustrates that the root of the different
pressure profiles in Figure 5(e) is the differing sound speed in tf5 and tf6.
6.4. Pipe Depressurization
The present test problem is constructed to have some resemblance to cases that may be of industrial interest,
for instance in the field of CO2 transport, where knowledge of the depressurization behaviour is of relevance for
pipeline design, operations and integrity analysis.
A pipe of length 1000 m is closed at the left-hand side. Initially, the fluid is at rest. At t = 0, the pressure at
the right-hand side is reduced, and a rarefaction wave propagates to the left. Two alternatives are considered,
one with water-air and the EOS parameters of Table 4, and one with CO2 and the EOS parameters of Table 7.
Both are calculated on a 10000-cell grid employing the minmod limiter. The initial state for both cases is
given in Table 8. For the water-air case, the imposed pressure at the left-hand side is 3 MPa, while it is 1 MPa
for the CO2 case.
Figure 6 shows the pressure for the water-air case. In Figure 6(a), the pressure is plotted along the pipe
at the final time, while it is plotted as a function of time at one point in Figure 6(b). These graphs can be
compared to the ones for the CO2 case displayed in Figure 7. It can be seen that in both cases, tf6 predicts
a faster pressure propagation than tf5, and that the difference is larger in the case of water-air. This can be
understood by comparing the speeds of sound. In the water-air case, the maximum ratio ctf6/ctf5 is about
16% (see Figure 2 for Toumi’s shock tube which is very similar to the present case), while it is lower than 4%
for the CO2 case of Figure 3. The main reason for this difference is that water and air have larger density and
speed-of-sound ratios than CO2 liquid and gas, see (134).
This test illustrates that in cases where the pressure and its propagation is of interest, the modelling assump-
tions regarding interphasic heat transfer may significantly influence the results. This holds even if the system
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Figure 5. Water-faucet problem. Comparison between the five-equation (tf5) and six-
equation (tf6) two-fluid models. High-resolution solutions on a 10000-cell grid.
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Figure 6. Pressure for the water-air pipe depressurization. Comparison between the five-
equation (tf5) and six-equation (tf6) two-fluid models. High-resolution solutions on a 10000-
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Figure 7. Pressure for the CO2 pipe depressurization. Comparison between the five-equation
(tf5) and six-equation (tf6) two-fluid models. High-resolution solutions on a 10000-cell grid.
remains close to thermal equilibrium. The main purpose of this section has been to investigate this effect in the
transition from the tf6 to the tf5 model.
In this respect, our focus has been to shed some light on the mathematical properties of these models. We do,
however, wish to remark that for real-world phenomena, velocity relaxation may take place on a time scale short
enough to significantly impact the pressure waves. This means that both the tf6 and the tf5 models could
predict a too rapid propagation of these waves. We refer to [46] and references therein for a further discussion.
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7. Summary
We have studied a thermally relaxed two-fluid model, with an emphasis on understanding how the relaxation
procedure influences the propagation velocity of pressure waves. A main result has been a proof that the
temperature-relaxation procedure satisfies a subcharacteristic condition. In this respect, we have also derived
the results (118)–(119), which simply and perhaps surprisingly relate the effects of temperature and velocity
relaxation in two-phase pipe flow models. A main conclusion of this work is stated in Section 4.3.1, where we
argue that the effect of thermal relaxation is largest for mixtures that have a large difference in density and
sound velocity between the two phases, as given by the ratio (135).
These results have been verified by numerical simulations, performed by the aid of a Roe-type scheme
augmented with a high-resolution wave limiter.
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