INTRODUCTION
Neurons in the visual cortex are excited by visual stimuli presented in a restricted part of the visual ®eld, a region known as the classical receptive ®eld (CRF). Responses to a stimulus presented within the CRF (target) are often modi®ed by another stimulus concurrently presented outside the CRF (¯anker) that, when presented alone, fails to elicit a response. The modulatory effect of the¯anker on the response elicited by the target is known to depend on many factors, such as the orientation difference between the target and¯anker [1±6] and differences in luminance contrast [6±9] . Flanker modulation usually operates most strongly for stimuli that are of the same orientation inside and outside the CRF [1±7]. Both suppressive [1,2,4±6,8±10] (response reduction) and facilitative [2, 3, 5 ,7±9] (response enhancement) interactions have been reported.
More recently, several groups have noted that the sign of the interaction (suppressive or facilitative) depends on the relative luminance contrast inside and outside the CRF [6±9]. Polat et al. [7] reported that collinear¯ankers comprising two Gabor patches tended to facilitate the response to a near-threshold Gabor target presented inside the CRF. Similar effects have been reported for disk/ annulus arrangements of drifting gratings [8, 9] .
Here we show the presence of four types of contrastdependent interactions between neural responses elicited by collinearly arranged Gabor patches, including the previously reported type (i.e. facilitation at low contrasts followed by suppression at high contrasts [7±9] ). We present a novel contrast gain control model that can account for all the four interaction patterns using only variations in single excitatory and inhibitory gain parameters.
MATERIALS AND METHODS
Single-unit activity was recorded from six cats prepared for terminal experiments. The cats were anesthetized (N 2 O:O 2 :CO 2 , 75:22.5:2.5, supplemented with continuous i.v. infusion of $2 mg/kg/h pentobarbital) and immobilized by continuous i.v. infusion of either 10 mg/kg/h Flaxedil or 0.2 mg/kg/h Pavulon. Single-unit discharges were registered with tungsten-in-glass microelectrodes [11] (exposed tip 13±16 ìm, impedance 1±3 M at 1 kHz). The electrodes were implanted in the posterolateral gyrus near the projection of the area centralis (stereotaxic coordinates: P 4 mm, L $1.5 mm). Other details are given elsewhere [7, 12] . The location, size and orientation preferences of the CRF of the isolated neurons were ®rst determined by a moving bar of light or a¯ashing light slit. The spatial frequency and temporal frequency preference of the neuron were then determined by using contrast-reversing Gabor patches of the appropriate size.
The target pattern was a Gabor patch ( Fig. 1a ) with optimal parameters superimposed on the CRF of the neuron. The target was contrast-reversed at the neuron's preferred temporal frequency. Target contrast was varied between 0.5 and 80% and the contrast of the two¯ankers was constant at either 50 or 80%, depending on the neuron's contrast threshold for the target. The contrast threshold was estimated from the contrast±response function in two steps. An initial estimate in the swept-contrast method [13] was obtained by increasing target contrast in 10 equally spaced logarithmic values from low to high during a stimulation period of 10 s. The slope of the ®rst linear portion of the contrast±response curve was linearly extrapolated to the zero amplitude. Then, stimulating at 10 contrast values around the initial estimate, we obtained another contrast±response curve which covered a narrower range of contrasts than before. Finally, threshold was determined by executing the same linear extrapolation on the second curve. The estimated threshold always falls to the left of the point at which the response rises above noise. Non-signi®cant response amplitudes were excluded from the threshold estimation procedure and also all subsequent analyses [7] .
Two collinear¯anking Gabor patches were placed above and below the target pattern along the line de®ned by the preferred orientation of the cell (Fig. 1b) . The centers of thē ankers were located at four or more wavelengths of the Gabor carrier spatial frequency away from the center of the target. The¯anker Gabor patches were of the same spatial frequency, temporal frequency, and orientation as those used to drive the target inside the CRF and the carriers have the same spatial phase. The¯ankers did not activate the cell when presented alone (Fig. 1c) .
Contrast±response functions for the target alone and those for the combination of the target plus collinear ankers were measured by sweeping the contrast of the target Gabor patch in 10±24 equal logarithmic steps, from well below the cell's ®ring threshold to well above it in trials that lasted 10±30 s. Target alone,¯anker alone and target plus¯anker trials were presented in random order under computer control.
The amplitude and phase of the cell's response at the ®rst and second harmonics of the stimulus frequency were determined by an adaptive ®lter. The ®lter had a memory length of 1 s, which was suf®ciently short to track the time varying response vs contrast. Amplitude and phase values were coherently averaged in the frequency domain over all records collected under the same stimulus conditions. The classi®cation of simple cells and complex cells was based on the average ratio of their ®rst harmonic and second harmonic amplitudes across all records. A cell was classi®ed as a simple cell if its average ®rst harmonic amplitude was greater than its second harmonic; otherwise it was considered to be complex. Model ®ts were thus made to the amplitude function from the ®rst harmonic for simple cells and from the second harmonic for complex cells.
RESULTS
The lateral interaction effects we have observed are of four types. An example of the¯anker effect from each cell type is shown in Fig. 2 . In each panel, the smooth curves are ®ts from the sensitivity modulation model described below. In type I cells (Fig. 2a) , the collinear¯ankers increase the target response at low target contrasts, while they decrease the target response at high target contrasts. The two target contrast response functions, with and without¯ankers, thus show a cross-over of the sign of the lateral interaction with increasing target contrast, as reported previously [7± 9]. In type II cells (Fig. 2b) the¯ankers produce only an increment in target response as target contrast increases and there is no suppression at low contrasts. We refer this effect as expansive facilitation. Type III, or expansive suppression, cells (Fig. 2c) show a suppression effect that increases with target contrast with no facilitation at low target contrasts. Previous studies [8, 9] showed that expansive suppression is common (about 50% of cells) with annular surrounds, but we found that it is less frequent for collinear¯ankers (about 10% occurrence). Finally, type IV cells display an expansive facilitation at high target contrasts but show a suppressive¯anker effect at low target contrasts (Fig. 2d ). This behavior (reverse cross-over) is opposite to that seen in type I. We tested the statistical signi®cance of the lateral effects using a two-way ANOVA with factors of¯anker present/ absent and target contrast. The contrast response functions were considered to show a lateral effect only if the main effect of the¯ankers or the interaction between¯anker and target contrast was signi®cant at the á 0.01 level. The ANOVA is not a powerful test for non-linear functions like ours, but it is a conservative approach for determining the lateral effects. Type I and type IV cells showed facilitation and suppression, respectively, at low target contrasts. In these the effect was established with a t-test (á 0.05) at the target contrast that showed the greatest difference between the lower half of the two contrast±response functions. Table 1 summarizes the occurrence frequency of four types of the lateral effect observed in the present population of 99 cells. In total, 37.4% of cells showed type Ī anker effects (cross-over) and 29.3% cells showed a type II effect (expansive facilitation). There were 10.1% cells in Type III (expansive suppression) and 8.1% cells in Type IV (reverse cross-over). There were 15 cells (15.2%) showing no lateral effects. Within each of the ®ve categories, the ratio of simple cells and complex cells were not notably different.
Model:
The most salient feature of the¯anker effect is that, no matter whether the¯ankers suppress (as in Type I and III) or facilitate (as in Type II and IV) the neural response at high target contrasts, the magnitude of the effect increases with target contrast. This result, combined with the fact that the¯ankers alone produce no response in the target cell, suggests that the lateral interaction acts like a multiplicative factor on target physical contrast. Our model incorporates this idea within currently available contrast normalization models of striate cell responses [14± 16] . Figure 3 shows a schematic diagram of our model. The CRF of a simple cell (shown in the lower right corner) acts approximately like a linear operator. The sensitivity pro®le of a simple cell is usually modeled as a wavelet such as a Gabor patch or a difference of Gaussian [17] . The output of the linear operator to an input image L(x,y) is
where F j (x,y) is the sensitivity pro®le of the j-th cell. If the image is a periodic pattern with contrast C, eqn 1 can be simpli®ed to E j S e,j 3 C
where S e,j is a constant called the excitatory sensitivity of the j-th cell. The CRF of complex cells can be modeled as a combination of recti®ed CRFs of relevant simple cells [15] . The output of the CRF of the j-th complex cell to a periodic image can also be written as
where [ ] denotes a recti®cation operation and S9 e,k is the sensitivity of the k-th linear operator that contributes to the CRF of the j-th complex cell. The initial response of the cell is the linear operator output raised to a power to capture the transducer nonlinearity [16] . According to the contrast normalization models [15, 16] , this initial response is raised by another power and pooled together with the initial response of other relevant cells to produce the contrast normalization signal. The contrast normalization signal to the j-th cell is
where S i,j Ó m (S9 e,m ) pq is called the inhibitory sensitivity of the j-th cell. This contrast normalization signal is then fed back to the cell to produce the ®nal response. The ®nal response is the initial response divided by the contrast normalization signal plus a constant. That is, the ®nal response R j of j-th cell is
where ó9 is an additive constant. Unlike the current contrast normalization models, which implement the network interaction by means of pooling contrast normalization signals across cells (eqn (3), we propose here that the lateral interaction between cells modulates both the excitatory and the inhibitory sensitivities of the target cell. The lateral cells thus affect the recorded cell's sensitivity to both feedforward inputs as well as feedback inputs. Rather than increasing or decreasing the magnitude of either feedforward or feedback signals, the lateral cells change the gains of the target cell to both signals. This operation has the same effect as changing both the excitatory and inhibitory sensitivity of the cell to the target. Thus, the response of the cell under lateral in¯uence is R j (K e 3 E j ) p a(K9 i 3 I j ó9)
(K e 3 S e,j 3 C) p a(K9 i 3 S i,j 3 C pq ó9)
where K e and K9 i are sensitivity modulation factors from the cells activated by¯ankers. When there is no lateral stimulus presented, K e and K9 i is set to 1 such that the response function can be reduced to eqn (4). For our purposes, eqn (5) can be further simpli®ed by rearranging the parameters. That is:
where M S p e,j /S i,j , K i (K9 i ) 1apq , and ó ó9/S ij 1apq . This arrangement has several bene®ts. First of all, it reduces the number of the parameters in the model. Second, if q 1, the response function has the same hyperbolic form used in the earlier literature [18] with M corresponding to the maximum response and ó to the semi-saturation constant. A non-unity value of q is required if we want to ®t oversaturation [19] (i.e. the cell response decreases with target contrast after reaching a maximum response) of the contrast response function. Both K e and K i are required to account for all types of lateral interactions. Figure 4 illustrates how different values of K e can in¯u-ence the response function, while K i is held constant and vice versa. In this exercise, K e was varied from 0.7 to 2.0 in half-octave steps, while K i was held constant at 1.0 (Fig.  4a ) and vice versa (Fig. 4b) . It is obvious that K e is required to account for the facilitation effect while K i is required for the inhibition. Different combinations of K e and K i values, which are multiplicative factors expressed in a ratio scale, thus produce the four possible types of lateral interactions. The model ®ts the data well. The smooth curves in Fig.  2a±d are ®ts of this model. We used a ÷ 2 test to the goodness-of-®t and found all but three out of 99 cells ®tted have a ÷ 2 value á , 0.1 level. The three cells that have poor model ®ts show an irregular response function that is dif®cult to ®t by a smooth function.
Except for the two sensitivity modulation factors, K e and K i , the ®tted values of all other parameters are about the same across all the four types of lateral effects. Table 2 lists the mean and one standard error of K e and K i values for each of the four lateral effect types shown in Fig. 2a±d . Both K e and K i differ dramatically between type I lateral effects and all other three types. K e and K i are both much larger for cells with type I lateral effects than any other types, type IV showing the smallest values. In type I cells, K i is twice larger than K e , while in type II cells K e roughly equals K i . K i for type II is about unity, suggesting that the feedback normalizing signal is almost free of the lateral effects. K e for type III is also near unity, likewise suggesting that the feedforward signal is almost free of the lateral effects. These results imply that the cells with type II effects are less sensitive, as compared to type I cells, to inhibitory lateral inputs, while moderately sensitive to excitatory lateral inputs. In short, type I cells show strong lateral effects on both excitatory and inhibitory inputs, the latter being stronger than the former (Fig. 2a) . The type II (Fig. 2b) and III (Fig. 2c) effects are more an increase in excitatory and inhibitory input at a moderate level, respectively (K e and K i , about 1). Type IV shows a substantial reduction in both excitatory and inhibitory sensitivities (Fig. 2d) , receiving weak lateral effectss on both feedforward and feedback inputs. The difference between simple cells and complex cells in all lateral interaction categories is rather small, suggesting that they are subjected to similar long-range interaction processes. Likewise, the cells with type III effects are more sensitive to inhibitory lateral inputs.
DISCUSSION
We have found that there are four types of lateral effects in cat striate cortex: facilitation at low contrasts followed by -over) 0.76 AE 0.10 0.77 AE 0.14 suppression at high contrasts (type I, see also [7] ), a facilitative effect that increases with target contrast (type II), a suppression effect that increases with target contrast (type III) and suppression at low contrasts followed by facilitation at high contrasts. We model lateral interaction across hypercolumns as a sensitivity modulation process affecting the impact of both feedback and feedfoward inputs. This model captures the basic features of all types of lateral effects, with a change in the two sensitivity modulation factors, K e and K i . Our data provide a challenge to other models of striatecell responses and network interactions. For example, the contrast normalization model [14±16], as described above, implements network interactions in terms of a pooling of contrast normalization signals. Thus, the presence of a lateral stimulus just adds another term to the contrast normalization pool. If the¯anker contrast is held constant, as in our experiment, the effect of the¯ankers becomes negligible at high target contrasts because of the relatively large effects of the target itself (feedforward input). The response function with the¯ankers should move closer to the response function without¯ankers as target contrast increases. These predictions contradict the current data which have shown that lateral effects increase with target contrast in all the four types of cells (Fig. 2a±d) .
The local circuit model proposed by Somers et al. [9] suggested a response function that based on hyperpolarizing, rather than divisive inhibition. In their model, each neuron receives both excitatory and inhibitory inputs. The neuron has a lower threshold for excitatory than for inhibitory inputs. The neuron subtracts the inhibitory input raised to a power q from the excitatory input raised to a power p to produce the ®nal response. To obtain a sigmoidal contrast response function, q is set larger than p. The accelerating part of the contrast response function at low contrasts is due to the excitation acting unopposed by inhibition. When contrast increases beyond the threshold for inhibition, inhibition begins to take effect. Since p , q, the inhibition eventually catches up with the excitation and bends the response function over. Somers et al. [9] showed that their model, with appropriately chosen parameters such as increasing the excitatory and the inhibitory gains of the cells, could explain the type I lateral interaction effects. However, this model can never explain the type II effects. In order to obtain the sigmoid response function, inhibition has to outrun excitation at high contrasts. However, to account for the type II effect, excitation has to outrun inhibition. These contradicting requirements are beyond the scope of the local circuit model. Sengpiel et al. [8] have suggested that there are two modulation types, response-gain control (equivalent to our Type III) and contrast-gain control (equivalent to our Type I), are mediated by different cell populations, because the former is often seen among layer 4 simple cells and the latter, outside layer 4 involving both simple and complex cells. Though this simpli®cation is attractive, it remains to be seen whether similar distinction exists between the four types of modulation shown in the present study. First, we failed to detect a correlation between the modulation type and laminar loci of recorded cells in a given type (see Table 3 ). Second, the relative incidence of lateral effects was different in the two studies: in ours type I (cross-over with high-contrast suppression) is predominant in about of 40% cases and type III (expansive high-contrast suppression) occurs in 10%. In the study of Sengpiel et al. [8] , expansive suppression (response-gain control) was dominant (48%), although the contrast-gain control was observed at a moderate frequency (36%), comparable with type I here. Moreover, type II and IV modulation which shows facilitation at high contrasts, with or without crossover behavior, was not seen by Sengpiel et al. [8] . The presence of this type of modulation has been suggested, though not explicitly, in our early study (Fig. 3b of [7] ).
How can the sensitivity modulation be implemented biologically? The presentation of the¯ankers alone produces no spike response in the target cell, though delayed subthreshold depolarizing responses were obtained by stimulating the CRF with a large pattern [20] . Therefore, the lateral interaction cannot be directly implemented as an increment or decrement in the cell's membrane potential. Nevertheless, the presence of the¯ankers does change the cell's ®ring sensitivity to the target, consistent with voltage-dependent enhancement of EPSP [21] which may be mediated by NMDA receptor activation [22] . Dendrites of pyramidal cells rich in voltage-gated Ca 2 channels are excitable [23] and dendritic depolarization or spiking, when coincident with somatic spiking, may facilitate opening of NMDA channels producing a further in¯ux of Ca 2 [24] . Thus, the lateral excitation and inhibition are likely to be implemented ®rst as changes in the voltage-sensitive membrane conductance at distal dendrites of the target cell.
Furthermore, for the majority of cells recorded from cat visual cortex, NMDA iontophoresis amplify cell responses to visual input without affecting cells' spontaneous activity, while the minority of neurons showed an opposite effect [25] . This type of response-gain change is similar to the sensitivity modulation we have proposed here. Therefore, it is possible that the axon collateral ®bers from neighboring cells activate the NMDA receptors both on the target cell and the cells that pool normalization signals within the hypercolumn. In either way, through activation of NMDA channels, the¯ankers may modulate the sensitivities of the target cell to both the direct visual inputs and to the indirect, normalization signals.
CONCLUSION
Receptive-®eld responses in visual cortex are often modi®ed by collinear pattern stimuli concurrently shown outside the receptive ®eld. The mode and magnitude of the collinear¯anker modulation depend on contrast of the Among 84 cells that show a¯anker effect, recorded loci of 75 cells were identi®ed on Nissl-stained histological sections. There is no effect of location on the types of the¯anker effect (÷ 2 (6) 6.59, p 0.36 . 0.05).
target stimulus placed on the receptive ®eld. There are four types of contrast-dependent modulation. None of the currently available mechanisms/models can explain the divergent cellular behavior consistently. A novel sensitivity modulation model was presented to account for all the four types by the selection of one excitatory and one inhibitory gain parameter. It is suggested that the multiplicative effect (global context) provided by¯anking stimuli modulates the additive effect (local context) related to contrast normalization before it is subjected to non-linearities.
