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We investigate effect of k-cubic spin-orbit interaction on electrical and thermoelectric transport
properties of two-dimensional fermionic systems. We obtain exact analytical expressions of the in-
verse relaxation time (IRT) and the Drude conductivity for long-range Coulomb and short-range
delta scattering potentials. The IRT reveals that the scattering is completely suppressed along
the three directions θ′ = (2n + 1)pi/3 with n = 1, 2, 3. We also obtain analytical results of the
thermopower and thermal conductivity at low temperature. The thermoelectric transport coeffi-
cients obey the Wiedemann-Franz law, even in the presence of k-cubic Rashba spin-orbit interaction
(RSOI) at low temperature. In the presence of quantizing magnetic field, the signature of the
RSOI is revealed through the appearance of the beating pattern in the Shubnikov-de Haas (SdH)
oscillations of thermopower and thermal conductivity in low magnetic field regime. The empirical
formulae for the SdH oscillation frequencies accurately describe the locations of the beating nodes.
The beating pattern in magnetothermoelectric measurement can be used to extract the spin-orbit
coupling constant.
PACS numbers: 74.25.Fy, 72.80.Ey, 72.10.-d
I. INTRODUCTION
Two-dimensional (2D) systems of fermionic charge car-
riers (electron/hole) remain a test bed for spintronics
related theoretical and experimental studies1. Experi-
mental investigations reveal the presence of strong spin-
orbit coupling (SOC) associated with 2D electron/hole
gas in n-/p-doped GaAs/AlGaAs heterojunctions2,3, var-
ious topological insulating systems4, strained Ge/SiGe
quantum wells, 2D electron gas in transition metal oxide
interface like SrTiO3/LaTiO3.
In two-dimensional electron gas (2DEG) formed at
the III-V semiconductor heterostructures2 and in vari-
ous topological insulating systems4, the RSOI is linear
in momentum k. Whereas, in p-doped III-V semicon-
ductor heterojunctions such as AlGaAs/GaAs, strained-
Ge/SiGe heterojunction5,6 and the interfaces of some
transition metal oxides (e.g. SrTiO3/LaTiO3)
7–10, the
RSOI is found to be cubic in momentum. It implies that
the energy level splitting due to k-cubic SOI is 2αk3 with
α being the spin-orbit coupling constant. The k-cubic
SOI arises due to the multi-orbital effects which can be
seen in the subsequent discussion.
To describe the 2D hole gas (2DHG) in hole-doped Al-
GaAs/GaAs quantum well, we generally require a 4× 4
Luttinger Hamiltonian11,12 that describes the hole states
|3/2,±3/2〉 and |3/2,±1/2〉. At very low temperature
and low density only the lowest heavy hole (HH) sub-
bands (|3/2,±3/2〉) are occupied. The projection of 4×4
Luttinger Hamiltonian onto the HH states leads to an
effective k-cubic13,14 RSOI. On the other hand, in tran-
sition metal oxide, SrTiO3, the conduction bands origi-
nates from the 3d orbitals of Ti ion. The atomic ‘l·s’ cou-
pling splits the energy levels between yz, zx and xy or-
bitals such that the lowest energy states for bulk SrTiO3
will now consist of fourfold degenerate bands, with total
angular momentum J = 3/2 (mj = ±3/2 and ±1/2)15.
The quantum confinement in the SrTiO3/LaTiO3 further
lifts this degeneracy such that the two-fold spin degen-
erate states (|3/2,±3/2〉) becomes the lowest sub-bands
which is for the xy orbital7,16. In all these two cases,
the sub-bands |3/2,±3/2〉 is associated with the RSOI
which is of the form HR = α(k
3
−σ+ − k3+σ−), where
k± = kx ± iky and σ± = σx ± iσy. The SOI associated
with these sub-bands lift their two-fold spin degeneracy.
It is necessary to understand how the SOI affect the
different electrical and magnetic transport properties.
In the past few decades, several theoretical and exper-
imental studies have been done on 2DHG with k-cubic
RSOI to explore the effective mass,17–19 effective Lande
g-factor,20 spin polarization,21 spin rotation22 etc. The
experimental and theoretical analyses of the spin Hall ef-
fect are presented in Refs.23–28. The effect of the RSOI
to the Drude weight and optical conductivities29,30 in
2DHG has been thoroughly investigated. In the pres-
ence of a magnetic field normal to the 2D system, the
k-cubic SOI of the charge carriers give rise to many
noble phenomena such as weak anti-localization8,31 ef-
fect in low-field magnetoresistance3 and beating pattern
at moderate magnetic field in various magnetotransport
coefficients3,32.
The study of thermoelectricity is important since it
directly yields the sign of the dominant charge carri-
ers and provides information about the intrinsic charge
carriers33–36. There have been detailed studies of the
thermoelectricity in conventional 2DEG37,38. In Ref.39,
a detailed theoretical study of the thermoelectricity in
2DEG with linear RSOI is given. The application of a
magnetic field normal to the plane of the 2DEG/2DHG
exhibits the Shubnikov–de Haas (SdH) oscillations in var-
ious thermoeletrical coefficients. The effect of RSOI on
the oscillations of the thermopower and thermal conduc-
2tivity has been well studied in the 2DEG39,40. As a result
of RSOI, they show beating pattern with the variation of
magnetic field or Fermi energy. These beating patterns
are due to the unequal spacing of Landau levels (LL’s)
induced by the RSOI. The beating pattern of these os-
cillations gives a direct quantitative measurement of the
strength of the RSOI.
In this work, we study the behavior of the electri-
cal and thermoelectric transport properties of the 2D
fermionic system with k-cubic RSOI. We study the en-
ergy dependence of inverse relaxation time (IRT) for two
types of impurity potentials, Coulomb impurity potential
and short-range impurity potential. These results are fur-
ther used for investigating the carrier density and RSOI
dependence of the Drude conductivity, thermopower and
thermal conductivity. For non-zero magnetic field case,
we study the effect of the RSOI on the various thermo-
electric coefficients. The effect of the RSOI is reflected by
the appearance of the beating pattern in thermoelectric
coefficients at low magnetic field. The frequencies of SdH
oscillations and the location of the beating nodes match
very well with the empirical formulae given in Ref.32.
This paper is organized as follows. In section II, the re-
sults of the inverse relaxation time, Drude conductivity,
thermopower and thermal conductivity in zero magnetic
field are presented. The results of the thermopower and
thermal conductivity in the presence of quantizing mag-
netic field are given in section III. The conclusion of this
paper is given in section IV.
II. 2D FERMIONIC SYSTEM IN ZERO
MAGNETIC FIELD
The Hamiltonian describing the 2D fermionic system
with k-cubic RSOI is given by
H =
p2
2m∗
+
iα
2~3
(
σ+p
3
− − σ−p3+
)
. (1)
Here, m∗ is the effective mass of a fermion, p± = px±ipy,
σ± = σx ± iσy, with σx,y being the Pauli’s matrices and
α measures the strength of the RSOI. The spin-split en-
ergy levels and their corresponding eigenstates are re-
spectively given by
ελk =
(~k)2
2m∗
+ λαk3, (2)
and
ψλk(r) =
eik·r√
2Ω
φλk. (3)
Here, k ≡ (kx, ky), λ = ± denotes two spin-split energy
levels, Ω is the surface area of the 2D sample and φλk =
|k, λ〉 = (1, −λiei3θ)T , is the spinor part of the wave
function. Here, θ is the polar angle of the wave vector k
and T denotes the transpose.
The velocity operator is given by vˆ = ∂H/∂p. The
carrier velocity in each branch is given by vλ(k) =
〈k, λ|vˆ|k, λ〉 = (~k/m∗ + λ3αk2/~)kˆ. The density of
states of two spin-split energy levels are
Dλ(ε) =
D0
|1 + λ3kλ(ε)/kα| , (4)
where D0 = m
∗/2π~2, kα = ~
2/m∗α and kλ(ε) is the
root of ~2k2/2m∗ + λαk3 − ε = 0. Note that D−(ε) >
D+(ε) because ε
+
k
is more steeper than ε−
k
. For a given
carrier density nc, the exact expressions of the Fermi
wave vectors and the Fermi energy are given in Ref.13
and can be rewritten in a more compact form as
k˜λf =
[(√
1− 16πncl2α − 1
)
/8 + 3πncl
2
α
]1/2
− λ(1−√1− 16πncl2α)/4 (5)
and
εf =
2ε0f(1− 16πncl2α)
(1 +
√
1− 16πncl2α)
, (6)
respectively. Here, k˜λf = k
λ
f /kα is the dimensionless
Fermi wave vector, lα = 1/kα and ε
0
f = π~
2nc/m
∗ is
the Fermi energy of charge carriers in a conventional 2D
system.
For realistic samples, nc ≤ 1017 m−2 and α ≤ 0.2 eV-
nm3, one can easily check that 16πncl
2
α ≤ 0.06 ≪ 1. In
this limit, we have simple expressions of kλf and εf as
given by
kλf ≃
√
3πnc − λ2πncl2α
and
εf ≃ ε0f (1− 12πncl2α).
The Fermi energy is reduced due to the presence of the
spin-orbit coupling.
A. Drude conductivity and inverse relaxation time
Applying a weak DC electric field (E = Ex iˆ) along x-
direction, the longitudinal current density becomes Jx =
σxxEx with σxx being the Drude conductivity. Using
the semiclassical Boltzmann transport theory, the Drude
conductivity41 at low temperature is given by
σxx =
e2
(2π)2
∑
λ
∫
d2k[vλx(k)]
2τλ(k)
[
− ∂f
0(εk)
∂εk
]
. (7)
Here, 〈vˆx(k)〉λ = (~k/m∗ + λ3αk2/~) cos θ , τλ(k) is the
momentum relaxation time and f0k = [1 + e
β(ελ
k
−η)]−1 is
the equilibrium Fermi distribution function with η being
the chemical potential and β = (kBT )
−1.
After performing the integrals, the Drude conductivity
at T = 0 is given by
σxx =
e2
2πm∗
∑
λ
τλ(k
λ
f ) (k
λ
f )
2(1 + λ3k˜λf ), (8)
3where τλ(kf ) is the relaxation time evaluated at the
Fermi contour.
Within the relaxation time approximation, the IRT
[1/τλ(k)] for different energy levels (λ) is given by
41
1
τλ(ǫk)
=
∫
d2k′
(2π)2
(1− cos θ′)Wλk,k′ , (9)
where θ′ is the angle between the wave-vectors k and k′
and Wλ
k,k′ is the intra-band transition probability of a
charge carrier from the initial state k to the scattered
state k′ is given by
Wλk,k′ =
2πNi
~
|〈k, λ|Uλ(r)|k′, λ〉|2δ(ελk − ελk′). (10)
Here Ni is the number of static impurities present in
the system and Uλ(r) is circularly symmetric charge-
impurity interaction potential. The delta function
ensures the conservation of energy during the scat-
tering process. The quantity |〈k, λ|Uλ(r)|k′, λ〉|2 =
|Uλ(q)|2F (k,k′), where Uλ(q) = (2π)−1
∫
d2r eiq·rUλ(r)
is the impurity potential in k space with q = k − k′
being the change in the wave vectors and F (k,k′) =
|φ†λ(k′)φλ(k)|2 is the modulus square of the overlap of
the spinors, which is given by
F (k,k′) = |φ†λ(k′)φλ(k)|2 =
1 + cos 3θ′
2
. (11)
Equation (11) shows that the scattering is completely
suppressed along the three directions θ′ = (2n + 1)π/3,
with n = 0, 1 and 2, irrespective of the type of impu-
rity scattering potential. It is interesting to compare
this result with that of the heavy holes in p-doped bulk
III-V semiconductors, where only the back scattering is
suppressed42. For 2DHG, the complete suppression of
scattering along two more directions (θ′ = π/3, 5π/3) is
associated with the k-cubic nature of the spin-orbit cou-
pling.
In realistic samples, the charge carriers scatter by dif-
ferent nature of impurities. Here we consider two dif-
ferent types of impurity potential, namely, long-range
screened Coulomb potential i. e. Yukawa-type potential
and short-range (δ-scatterer) scattering potential. We
are neglecting phonon interaction with the charge car-
riers since we are restricted to study in the low tem-
perature regime T < 1 K which is much less than the
Bloch-Gruinessen temperature TBG ∼ 5− 10 K. In pres-
ence of both the independent scatterers, one can use
Matthiessen’s rule, 1/τtot = 1/τc + 1/τs, to compute the
total IRT (1/τtot).
Yukawa-type impurity potential: First, we con-
sider long-range screened Coulomb potential as Uλ(r) =
U0e
−kλs r/r, where kλs is the Thomas-Fermi (TF) screen-
ing wave vector and U0 = Ze
2/4πǫ with Ze being ionic
charge, ǫ being the dielectric constant of the system. The
TF screening wave vectors can be calculated using the
standard relation kλs = Ze
2Dλ(εf )/(2ǫ) and are given
by kλs = [aB|1 + λ3k˜λf |]−1 with aB = 4πǫ~2/(Ze2m∗)
being the effective Bohr radius. The Fourier transform
of this potential is Uλ(q) = 2πU0/
√
(kλs )
2 + q2 with
q2 = 4k2 sin2 θ′/2 and now Wλ
k,k′ is given by
Wλk,k′ =
4π3niU
2
0
~
(1 + cos 3θ′)
(kλs )
2 + q2
δ(ελk − ελk′).
Here, ni = Ni/Ω is the impurity density. On further
simplifications, the IRT for different energy levels can be
written as
τc0
τλ(k)
=
Dλ(k)
D0
∫ 2pi
0
(1− cos θ′)(1 + cos 3θ′)dθ′
(kλs /kB)
2 + 4(k/kB)2 sin
2(θ′/2)
,(12)
where τc0 = m
∗/π~ni and kB = 1/aB. The IRT is thus
directly proportional to the density of states Dλ(k) and
the impurity density as expected. After performing the
angular integral, we get exact analytical expressions of
τλ(k) as given by
τc0
τλ(k)
=
Dλ(k)
2D0
πk2B
k8
[
2k6 + 3k4(kλs )
2 + 4k2(kλs )
4 + (kλs )
6
−
√
4k2 + (kλs )
2
{
k4 + 2(kkλs )
2 + (kλs )
4
}
kλs
]
. (13)
In the limit of small k,
τc0
τλ(k)
≃ 2π (kB/k
λ
s )
2
|1 + λ3k/kα| [1 − 3(k/k
λ
s )
2].
The exact expression of the Drude conductivity at very
low temperature can easily be obtained using Eqs. (13)
and (5) into Eq. (8).
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FIG. 1: Plots of 1/τλ vs energy E for long-range impu-
rity potential for different values of α: α = α0 = 0.05
eV nm3 (dashed-blue), α = 2α0 (dotted-dashed-red)
and α = 3α0 (solid-black).
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FIG. 2: Plots of IRT as a function of energy for delta
scatterer for three different values of α: α = α0
(dashed-blue), α = 2α0 (dotted-dashed-red) and
α = 3α0 (solid-black).
Let us consider TF limit (kλs ≫ kλf ) before presenting
the numerical results of the IRT and Drude conductivity.
In the TF limit, Eq. (12) is simplified to
τc0
τλ(k)
= 2π
|1 + λ3kλf /kα|2
|1 + λ3k/kα| . (14)
On the other hand, Eq. (8) in the TF limit is simplified
as σxx = 2πnce
2τ/m∗, independent of α.
It would be interesting to compare this result with
that of conventional 2DEG with k-linear RSOI Hso =
α1(σ+p−−σ−p+)/(2~). Here, α1 is the strength of RSOI.
Following the similar steps, we obtain
τc0
τλ(k)
= 2
(kB
kλs
)2 k
|k + λkα1 |
∫ 2pi
0
(1− cos θ′) cos2(θ′/2)
1 + 4(k/kλs )
2 sin2 θ′/2
= 2π
(kBkλs
2k2
)2 k
|k + λkα1 |
[
1 + 2
( k
kλs
)2
−
√
1 +
(2k
kλs
)2]
,
where kα1 = mα1/~
2. In the limit of small k,
τc0
τλ(k)
≃ π
(kB
kλs
)2 k
|k + λkα1 |
[
1− 2
( k
kλs
)2]
.
Note that the inverse relaxation time goes to zero at k =
0 for linear RSOI case but remains finite for cubic RSOI
case.
Short-range disorder: Now we consider short-
range impurity potential for disorder taken as U(r) =
Us
∑
i δ(r−ri), where Us is the strength of the zero-range
impurity potential having dimension of energy times area
and ri is the position vector of the i-th impurity. Here
the Fourier transformation of this potential is simply
U(q) = Us and
Wλk,k′ =
πniU
2
s
~
(1 + cos 3θ′)δ(ελk − ελk′).
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FIG. 3: Plots of the Drude conductivity for long-range
Coulomb impurity potential. Left panel: σxx vs nc (in
units of n0 = 1 × 1015 m−2) for α = α0 (dashed-blue),
α = 2α0 (dotted-dashed-red) and α = 3α0 (solid-black).
Right panel: σxx vs α for nc = 5n0 (solid-black), nc =
3n0 (dotted-dashed-red) and nc = n0 (dashed-blue).
The upper insets show the exponent δn and δα .
On further simplifications, we are able to get exact ex-
pressions of IRT for different branches as given by
τs0
τλ(k)
=
2π
|1 + λ3k/kα| , (15)
where τs0 = 4π~
3/niU
2
sm
∗.
For linear RSOI the IRT is obtained as
τs0
τλ(k)
=
πk
|k + λkα1 |
, (16)
The exact analytical expression of τλ(k) in Eq. (15) en-
ables us to get an exact compact expression of the Drude
conductivity for short-range impurity potential as given
by
σxx =
e2
h
ni
nc
( 2~2
Usm∗
)2[
11− 72πncl2α − 6
√
1− 16πncl2α
+
3
8πncl2α
√
1− 16πncl2α
]
. (17)
For any realistic system, 16πncl
2
α ≪ 1 and then the con-
ductivity takes the form as
σxx ≃ e
2
h
ni
nc
( 2~2
Usm∗
)2[ 3
8πncl2α
+ 2− 36πncl2α
]
.
Numerical Results and Discussion: Here we
present plots of 1/τλ and σxx given by Eqs. (8,13,15 and
17). For numerical calculations, we restrict ourselves to
2DHG and set m∗ = 0.41m0 with m0 being the free elec-
tron mass, ǫ = 12.8, ni = 2× 1012 m−2 and we will scale
the RSOI strength in units of α0. Note that the system
5is far away from the TF limit for the chosen parameters
here.
We present IRT versus energy for three different values
of α in Fig. (1) and Fig. (2) for long-range and short
range impurity potentials, respectively. It is interesting
to note that the difference ∆(1/τ(ε)) = 1/τ−(ε)−1/τ+(ε)
decreases with the increase of energy (ε) for long-range
impurity potential and increases with ε for short-range
scattering potential.
In Fig. (3) and Fig. (4), we present the variations
of the Drude conductivity with nc and α for long-range
and short-range scattering potentials, respectively. In
both the cases, the Drude conductivity decreases with
increasing α and increases with increasing carrier density.
The effective exponents (δn, δα) of the carrier density and
α dependence of the Drude conductivity can be obtained
from the relation δq = d log σxx/d log q, where q = nc, α.
The exponent δn versus nc and δα versus α are shown
in the upper inset of Fig. (3) and Fig. (4), respectively.
The density dependence of the Drude conductivity is no
longer linear for both type of impurity potentials since δn
deviates from unity. For long-range potential and large
density, δn < 1. On the other hand, δn is always less than
one for short-range impurity potential. The exponent δα
is always negative for both type of potentials.
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FIG. 4: Plots of the Drude conductivity for short-range
impurity potential. Left panel: σxx vs nc for α = α0
(dashed-blue), α = 2α0 (dotted-dashed-red) and α =
3α0 (solid-black). Right panel: σxx vs α for nc = 5n0
(solid-black), nc = 3n0 (dotted-dashed-red) and nc = n0
(daashed-blue). We have scaled down σxx as σxx/1.35
(solid-black) and scaled up σxx as 2.5σxx (dashed-blue).
The upper insets show the exponent δn and δα.
B. Thermoelectric coefficients
In the linear response regime, electric current density
(Je) and thermal current density (U) in response to the
combined effects of uniform electric field E and temper-
ature gradient ∇T are written as
J = L11E + L12(−∇T ) (18)
and
U = L21E + L22(−∇T ). (19)
Here, the transport coefficients are L11 = L(0), L12 =
−L(1)/eT , L21 = −L(1)/e and L22 = L(2)/e2T , where
the different integrals L(r) are defined as
L(r) = e24pi2
∑
λ
∫
d2k τλ(k)v
λ
k
2
(ελk − η)r
(
− ∂f0k
∂ελ
k
)
.(20)
The thermopower (Seebeck coefficient) is defined as
S = ∇V/∇T , where ∇V is the voltage gradient devel-
oped due to the thermal gradient ∇T . Under an open
circuit condition, the thermopower (Seebeck coefficient)
and thermal conductivity are defined as S = (L11)−1L12
and κ = L22 − L21S, respectively.
Assuming E = Ex iˆ and ∇T = (∇xT )ˆi, we need to
evaluate x-component of the transport coefficients (Lij
with i, j = 1, 2) for evaluation of thermopower and ther-
mal conductivity. In the low-temperature limit (kBT ≪
εf ), the transport coefficients are obtained as
L11xx =
e2
4π~2
∑
λ
τλ(εf )
[
2εf + λα(k
λ
f )
3
]
(21)
L12xx =
π
12
(
ekBT
~
)2∑
λ
τλ(εf )
[
2 + λ9k˜λf
1 + λ3k˜λf
]
(22)
L22xx =
1
12π
(πkB
~
)2
T
∑
λ
τλ(εf )
[
2ǫf + λα(k
λ
f )
3
]
(23)
=
1
3
(πkB
e
)2
TL11xx.
Here, we consider the relaxation time τλ(εf ) calculated
for either Coulomb-type or short-range impurity poten-
tial or both the scattering potentials. We immediately see
the ratio of transport coefficients obey the Wiedemann-
Franz law, L22xx/TL11xx = (πkB)2/(3e2), at very low tem-
perature. Therefore, the Wiedemann-Franz law holds
even in the presence of k-cubic RSOI.
Using Eqs. (21) and (22), the thermopower can be
written as
Sxx =
π2kB
2e
kBT
εf
∑
λ τλ(εf )
{
1− 1
3(1+λ3k˜λ
f
)
}
∑
λ τλ(εf )
{
1 + λα(kλf )
3/2εf
} .(24)
Let us analyze the characteristics of the thermopower
and the thermal conductivity numerically and compar-
ing with the value obtained by the low temperature ap-
proximation. For numerical calculation, the value of re-
laxation time τλ is taken from Eq. (13) for long-range
Coulomb scattering. The variation of the exact values of
Sxx (using Eq. (20) in the definition of Sxx) with respect
to nc for different strength of RSOI is shown in Fig. (5).
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FIG. 5: Plots of the thermopower Sxx for long-range
Coulomb scatterer at temperature T = 0.5 K. Left
panel: Sxx vs nc for α = α0 (dashed-blue), α = 2α0
(dotted-dashed-red) and α = 3α0 (solid-black). Right
panel: Sxx vs α for nc = 10n0 (dashed-blue), nc = 7n0
(dotted-dashed-red) and nc = 5n0 (solid). The green
dots are obtained by using Eq. (24). The insets show
the exponents νn =
d logSxx
d lognc
and να =
d logSxx
d logα .
The exact numerical results match very well with the ap-
proximate results [Eq. (24)] shown by green dots in Fig.
(5)). Thermopower decreases with increasing strength of
RSOI (α) as shown in the right panel of Fig. (5).
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FIG. 6: Plots of the thermal conductivity κxx vs nc for
long-range Coulomb scatterer at temperature T = 0.5
K for α = α0(dashed-blue) and α = 3α0 (black). The
inset contains the exponent ν˜n =
d logκxx
d lognc
The variation of the thermal conductivity with respect
to nc for two different RSOI’s strength is shown in Fig.
(6). It is easy to see that the RSOI diminishes the ther-
mopower only at higher carrier density. It is an increas-
ing function of the carrier density and there are not much
significant variations of the thermal conductivity with α.
III. 2D FERMIONS IN PRESENCE OF
QUANTIZING MAGNETIC FIELD
In the presence of a quantizing magnetic field B = Bzˆ,
the Hamiltonian in Eq. (1) changes to43,45
H =
P2
2m∗
+
iα
2~3
(
P 3−σ+ − P 3+σ−
)− 3
2
g∗µBσ ·B.(25)
Here, P = p − eA with A being the vector potential,
P± = Px ± iPy, g∗ is the effective Lande-g factor and
µB is the Bohr magneton. We choose the Landau gauge
A = xB yˆ so that ky is a good quantum number. The
Landau levels in units of ~ωc with ωc = eB/m
∗ being
cyclotron frequency, are given by
ε˜λn = n− 1 + λ
√
ε˜2nα + ε˜
2
0. (26)
Here, n ≥ 3, ε˜0 = 3/2 − χ with χ = 3g∗m∗/(4m0) and
ε˜nα = α˜
√
8n(n− 1)(n− 2). The dimensionless param-
eter α˜ is defined as α˜ = lα/lc with lc =
√
~/(eB) is
the magnetic length. The corresponding eigenstates are
given by
ψ+ξ (r) =
eikyy√
LyAn
(
φn(x˜)
Dnφn−3(x˜)
)
(27)
and
ψ−ξ (r) =
eikyy√
LyAn
(−Dnφn(x˜)
φn−3(x˜)
)
, (28)
where ξ ≡ {n, ky} is a set of two quantum numbers,
Ly is the system size along y-direction, x˜ = (x − xc)/lc
with xc = kyl
2
c , An = 1 + D2n with Dn = ε˜nα/
(
ε˜0 +√
ε˜20 + ε˜
2
nα
)
and φn(x) is the n-th order oscillator wave
function normalized to unity. The first three Landau
levels (n = 0, 1, 2) do not get split by the RSOI. The
Landau levels and the corresponding eigenstates for n =
0, 1, 2 are given by ε˜n = n+ 1/2− χ and
ψξ(r) =
eikyy√
Ly
φn(x˜)
(
1
0
)
. (29)
A. Thermoelectric coefficients
In this section, we calculate various magnetothermo-
electric coefficients. For spin-split systems, the various
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FIG. 7: Plots of the thermopower Sxx and Sxy as a function of the magnetic field B.
transport coefficients in presence of magnetic field are
given by
Sλµν =
1
eT
[(L(0),λ)−1L(1),λ]µν , (30)
κλµν =
e2
T
[L(2),λµν − eT (L(1),λSλ)µν ], (31)
with
L(r),λµν =
∫
dε
[
− ∂f(ε)
∂ε
]
(ε− η)rσµν,λ(ε). (32)
Here the indices µ, ν = x, y and σµν,λ(ε) is the zero-
temperature energy-dependent conductivity. The above
thermoelectric coefficients are obtained by generalizing
the results of Refs.37,38 for the case of spin-split systems.
The total thermopower and thermal conductivities are
Sµν =
∑
λ S
λ
µν and κµν =
∑
λ κ
λ
µν , respectively. The
transport of holes takes place only through a collisional
mechanism because of the zero drift velocity.
The energy-dependent zero-temperature collisional
and Hall conductivities are given32 as
σcollxx,λ(ε) = −
e2
h
Γ
4π2
[∑
n<3
Inδ(ε− εn)δλ,1 +
∑
n≥3
Iλnδ(ε− ελn)
]
, (33)
σHallyx,λ(ε) =
2e2
h
[ 1∑
n=0
2(n+ 1)θ(ε− εn, εn+1 − ε)δλ,1 +
(
Pλ23
∆λ2,3
)2
θ(ε− ε2, ελ3 − ε)
+ 2
∑
n≥3
(
Pλn
∆λn
)2
θ(ε− ελn, ελn+1 − ε)
]
. (34)
Here In = 2n + 1, I
λ
n = [(2n − 2 − λ3)(D4n + 1) +
λ6]/A2n, θ(x, y) represents a double arguments Heaviside
theta function which is 1 only if both x and y are positive
otherwise zero,
P+n =
√
n+ 1 +DnDn+1
√
n− 2 + 6α˜Dn+1
√
2n(n− 1)√
2AnAn+1
,
P−n =
DnDn+1
√
n+ 1 +
√
n− 2− 6α˜Dn+1
√
2n(n− 1)√
2AnAn+1
,
P+23 = (
√
3 + 12α˜D3)/
√
2A3,
P−23 = (
√
3D3 − 12α˜)/
√
2A3,
∆λ2,3 = 1/2− χ− λ
√
(3/2− χ)2 + 48α˜2,
∆λn = −1 + λ{
√
(3/2− χ)2 + 8n(n− 1)(n− 2)α˜2
−
√
(3/2− χ)2 + 8n(n− 1)(n− 2)α˜2}.
8Using Eqs. (33), (34), the finite temperature L(r)yy and
L(r)yx can be written as
L(r),λyy =
e2
h
Γ
4π2
{
δλ,1
∑
n<3
In(ε− η)r
[
− ∂f(ε)
∂ε
]
εn
+
∑
n
Iλn (ε− η)r
[
− ∂f(ε)
∂ε
]
ελn
}
(35)
and
L(r),λyx =
2e2
h
[
δλ,1
1∑
n=0
2(n+ 1)
∫ εn+1
εn
(ε− η)r
[
− ∂f(ε)
∂ε
]
dε+
(
Pλ23
∆λ23
)2 ∫ ελ3
ε2
(ε− η)r
[
− ∂f(ε)
∂ε
]
dε
+ 2
∑
n>2
(
Pλn
∆λn
)2 ∫ ελn+1
ελn
(ε− η)r
[
− ∂f(ε)
∂ε
]
dε
]
, (36)
respectively.
Using Eq. (35, 36) in Eq. (30, 31), we compute the
various thermoelectric coefficients numerically. For the
numerical approach we have taken the value of various
parameters, such as carrier density nc = 2n0, the effective
mass m∗ = 0.41m0, RSOI strength α = α0 and taking
the temperature as low as T = 0.1 K.
The beating pattern formation of the thermopower
and the thermal conductivity with respect to the applied
magnetic field are shown in Fig. (7 - 8). The beating pat-
terns are prominent for B ≤ 0.3 T. The beating pattern
arises due to the difference in the SdH oscillation frequen-
cies (f±) of two spin-split branches. The beating pattern
in the oscillation of the thermopower and thermal con-
ductivity can be modeled as cos(2πfd/B) cos(2πfa/B).
Here fd = (f− − f+)/2 and fa = (f− + f+)/2, where
f± are the SdH oscillation frequencies. The expression of
f± is taken from Ref.
32, which have been used to explain
the beating pattern observed in the SdH oscillation of the
collisonal conductivity, i.e.
f± =
m∗
~e
[
εf ∓
√
8α2m∗3εf 3
~6
+ ε20
]
. (37)
Note that the SdH frequencies f± are magnetic field de-
pendent which is coming from the term ε0. The non-
appearance of beating patterns at moderate or high mag-
netic field is due to the magnetic field dependent frequen-
cies f±. With the help of Eq. (37) and by analyzing the
oscillations, the location of each of the beating nodes are
Bj = φ0nc
√
32πncl2α
(2j + 1)2 − 16ε˜20
, (38)
where φ0 = h/e is the magnetic flux quantum and
j = 0, 1, 2, .... The values of B′js coincide with the nodes
appearing in Fig. (7 - 8). In Fig. (8), the values of the
corresponding 1/B′js are marked with the vertical dashed
lines. The number of oscillations between two successive
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)
FIG. 8: Plots of the thermal conductivity κyy as a
function of inverse of magnetic field (B is in Tesla).
TABLE I: Beating nodes calculated from Eq. (38) and
that appearing in different figures.
Position of the nodes (Bj)
j From Fig. (7 & 8) From Eq. (38)
2 0.224 0.225
3 0.152 0.154
4 0.116 0.118
5 0.092 0.093
nodes
N0 =
1√
32πncl2α
[ √
(2j + 3)2 − 16ǫ˜02
−
√
(2j + 1)2 − ǫ˜02
]
. (39)
To test correctness of Eq. (39), we count the number of
oscillations between B = 0.117 T andB = 0.152 T, which
is N0 = 8. With the values of the different parameters
(except α) in Eq. (39), the value of RSOI becomes α =
0.0529 eV-nm3 ≈ α0 which is the value that we have
9taken.
IV. SUMMARY
We have studied the effect of k-cubic Rashba spin-orbit
interaction on electrical and magnetothermoelectric co-
efficients of a 2D fermions formed in different condensed
matter systems. We obtained exact analytical expres-
sions of the IRT and the Drude conductivity for long-
range and short-range impurity potentials. Our study
revealed that the scattering is completely blocked along
three different angles θ′ = (2n + 1)π/3 (n = 0, 1, 2), ir-
respective of the type of impurity potentials. The IRT
remains finite at k → 0 in contrast to k-linear RSOI case.
At zero magnetic field, we find that the RSOI dimin-
ishes the thermopower. However the thermal conductiv-
ity is an increasing function of the carrier density and
there are not much significant variation with respect to
the strength of RSOI. We have obtained analytical re-
sults of the thermopower and thermal conductivity at
low temperature (εf ≫ kBT ) using Sommerfeld’s expan-
sion. The Wiedemann-Franz law remains valid even in
the presence of RSOI.
For non-zero magnetic field, the signature of the RSOI
is revealed through the beating pattern appeared in ther-
mopower and thermal conductivity at low magnetic field
regime. The empirical formula of the SdH oscillation fre-
quencies allows us to carefully note the location of each
node in the beating pattern of the oscillations. Magne-
tothermoelectric measurements can be used to determine
the strength of the k-cubic Rashba SOI.
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