Abstract-The IEEE 802.11 Distributed Coordination Function (DCF) does not require the presence of a central controller (access point). It is based on carrier sense multiple access with collision avoidance and binary exponential backoff. While performing the backoff procedure, nodes monitor the state of the medium and freeze backoff counter when channel is sensed busy. Under saturation conditions, theoretical throughput limit achievable by the DCF scheme was presented in [4] . It was shown that DCF operated very far from the theoretical limit due to increased time for negotiating channel access. An enhancement to the DCF scheme so that it achieves the theoretical limit was also presented. However, the solution requires the knowledge of number of nodes contending for the shared medium, which is difficult to predict in the absence of a central controller. Slow contention window decrease (SD) scheme [9] modifies the backoff procedure in DCF to improve its performance under saturation conditions. However, the SD scheme uses only a part of the available channel state information.
I. INTRODUCTION IEEE 802.11 Distributed Coordination Function (DCF) does not require the presence of a central controller and requires all nodes to contend for the medium for each transmitted frame. It employs two mechanisms for frame transmission. The twoway handshake mechanism (DATA-ACK), called basic access, is mandatory and the four-way handshake mechanism (RTS-CTS-DATA-ACK), called RTS/CTS mechanism, is an optional variant. In DCF, frame transmission proceeds in stages. Each stage typically involves a backoff procedure followed by frame transmission. If the transmitting node does not receive an acknowledgment 1 (ACK) from the intended receiver (possibly due to collisions), it proceeds to the next stage with a contention window (CW ) of twice the previous size. Nodes maintain a backoff counter (BC), which is initialized in the range [0 . . . 2 k × CW 0 ), where k is the current backoff stage and CW 0 is the minimum contention window size. During backoff procedure, nodes sense the wireless medium. If the medium is sensed idle during a slot, then BC is decremented 1 In this work, we assume unicast communication between the nodes. by one. Otherwise, the value of BC is frozen. Nodes are permitted to transmit only when their BC value reaches zero. We refer to the stage that is chosen to make the very first transmission attempt of a data frame as preferred stage. In DCF, the preferred stage for a data frame is always set to 0.
A. Previous work
Earlier studies ( [4] , [7] , [8] ) have reported that DCF suffers from significant throughput degradation and undesirable delay under saturation conditions (i.e. all nodes have data to transmit at all times). This is due to increased contention for the shared medium (referred to as congestion in this paper) and increasing time to resolve this contention.
A simple protocol analysis for the DCF scheme under saturation conditions was presented in [4] . The analysis assumed that nodes use a backoff interval sampled from a geometric distribution with some parameter p for each transmission attempt. A theoretical upper bound on achievable throughput was computed. The DCF scheme was found to operate very far from the theoretical limit. The authors claimed that by appropriately tuning the backoff algorithm at run-time, the DCF scheme can be made to operate close to the theoretical limit. One such dynamic tuning of the backoff algorithm proposed in [5] requires the knowledge of the number of contending nodes, which is difficult to predict in the absence of a central controller.
In [9] , the authors present a slow CW decrease (SD) scheme to ease the level of contention for channel access. The SD scheme is based on the fact that collisions indicate congestion prevalent in the network, and once present, congestion is unlikely to drop sharply. SD scheme attempts to reduce collisions and achieve better throughput by following a conservative channel access policy. When data transmission succeeds, the SD scheme uses a stage (k − g) as the preferred stage for the next data frame, where k is the stage in which data transmission succeeded and g is a positive constant. When data transmission fails, SD increments current stage by one (like DCF) for the next retransmission attempt.
B. Motivation
Consider an arbitrary node A in the network. When contention for the medium is low, the medium remains idle most of the time. Under such circumstances, it is desirable that the overheads resulting from backoff procedure are minimum. Due to occasional collisions, it is possible that node A might have backed-off significantly even though the medium is underutilized. After successful transmission in a stage, say k > 0, SD scheme attempts for further collision avoidance by using preferred stage equal to k − 1, consequently spending more time on unnecessary backoffs. In this case, node A, should have reverted back to stage 0 (like DCF). When contention for the shared medium is high, the medium is busy most of the time. Under such circumstances, it very important to minimize the number of collisions on the channel. After successfully transmitting a frame in a stage k, DCF scheme sets the preferred stage equal to 0, as if congestion was non-existent. In this case, node A must have used a larger contention window (i.e. set preferred stage > 0) in order to ease the congestion level (like SD). Thus, we see that both DCF and SD are unable to distinguish between low and high contention levels.
It is desirable to maximize channel utilization solely based on the locally available channel state information. In [4] , it was shown that there exists an optimal contention window size which maximizes the channel utilization when nodes used a backoff interval sampled from a geometric distribution. For example, when there are 50 nodes in the network operating under saturation conditions, the optimal contention window size is 903 (from Table V on page 790 in [5] ) which is less than the maximum contention window size (= 1024) under the DCF setup. This suggests that when nodes use a binary exponential backoff, there exists a preferred stage which maximizes the overall channel utilization. This argument along with the inability of DCF and SD to tune themselves to the network congestion levels motivates us to propose an extension to the DCF scheme. This extension aims to select a preferred stage with highest chance of successful transmission and minimum backoff overhead. We conducted simulations to compare the performance of ADCF with DCF and SD. Under saturation conditions, we observed that ADCF not only outperformed both DCF and SD, but also operated closer to the theoretical throughput limit derived in [4] . For example, when DCF and SD operated 35% and 20% below the theoretical throughput limit respectively, ADCF operated only 10% below the theoretical limit. Also, by varying the offered traffic with time, we observed that ADCF was able to better respond to the variations by making use of the recorded channel state information.
C. Our contribution
The rest of this paper is organized as follows. We describe the system model used for comparing the performance of DCF, SD and ADCF schemes in Section II. We discuss the backoff mechanism used in DCF, SD and ADCF in Section III. In Section IV, we present the simulation setup and discuss the performance results. Finally, Section V concludes this paper.
II. SYSTEM MODEL We use a system model consistent with the one used in [4] , so that analytical data on throughput limits can be used directly. We consider a one-hop ad hoc network in which all nodes are within communication range of each other. Nodes are stationary and communicate with each other using a single wireless channel. We assume ideal channel characteristics (i.e. no bit errors, capture effect). For simplicity, we also assume that all nodes generate data frames of equal size. To begin with, we assume that nodes could make infinite retrials to successfully transmit a data frame. This is because a successful data transmission is necessary for the SD scheme to select the preferred stage for the next data frame [9] . Later on, we relax this assumption by considering finite retry limits (RLs) as specified in IEEE 802.11 standard [2] and compare the performance of the proposed ADCF scheme with DCF.
III. BACKOFF POLICY IN DCF, SD AND ADCF
Transmission of a data frame proceeds in stages. A stage involves backoff procedure followed by data transmission. Since nodes make an independent decision (based on their BC value) as to when to transmit on the channel in a contention-based channel access mechanism (like DCF, SD or ADCF), none of these stages guarantee successful data transmission. Higher the backoff stage, greater the CW size, and consequently less aggressive a node in trying to transmit.
When a node has a frame to transmit, it chooses a stage, performs backoff procedure and makes a transmission attempt. This attempt may succeed or fail. If successful, the node repeats the same procedure for the next head-of-line frame. If failed, the next higher stage is chosen with the intent of making a retransmission attempt. DCF, SD and ADCF schemes differ in the way preferred stage (i.e. the first backoff stage used for the head-of-line frame) is chosen.
A. DCF scheme
In DCF scheme, preferred stage is always set to 0. When a node experiences an unsuccessful transmission in a stage k, and if the number of retransmissions associated with the headof-line frame have not exceeded the permissible retry limit, it chooses min(k + 1, m) as the stage for the next retry attempt, where m is the maximum backoff stage.
B. SD scheme
SD scheme [9] is based on the notion that a successful transmission in stage k (0 ≤ k ≤ m) does not correspond to a decrease in network congestion. Hence, after a successful transmission, preferred stage is chosen between 0 . . . (k − 1) depending on a parameter g. When transmission succeeds in stage k, the preferred stage is chosen to be (k − g). In this paper, we analyze two variants of the SD scheme with g equal to 1 and 2, respectively. This is because, with g = 1, 2, the SD scheme was shown to perform much better than DCF scheme in [9] . Note that g remains fixed and does not change with time. SD scheme chooses a stage following the failure of data transmission using the relation min(k + 1, m).
C. ADCF scheme
In IEEE 802.11 DCF scheme [2] , nodes are required to monitor the state of the medium while performing backoff procedure. This requirement to sense the medium even during backoff procedure provides the nodes an opportunity to learn better about network congestion. Also, when nodes experience unsuccessful transmissions, they come to know about data collisions. Thus, the number of freezes during backoff procedure and the number of collisions are readily available.
In ADCF, nodes compute a metric called success rate
(defined in Section I-C). It is defined as the ratio of successful transmission attempts made in stage k and the time spent by the node in stage k. For any two backoff stages, say i and j, if τ i > τ j , then it means that the node experienced relatively more number of successful transmission attempts while spending less time on backoffs in stage i. Thus, for future transmission attempts, stage i is preferred over stage j, so that the node can hope to experience the advantage (namely, the high success rate) it had observed in the recent past.
Summarizing the basic idea behind the ADCF scheme, a node chooses the stage k that has the highest success rate as the preferred stage. This is because it was able to transmit more number of bits per unit time and experience higher throughput in stage k. If each node were to follow the same procedure, then with high likelihood the overall network throughput would increase.
In ADCF, when a node succeeds in transmitting a data frame, it selects a preferred stage based on the computed values of τ k . Upon failure of a data transmission (say, in stage k), and if the number of retransmissions associated with the head-of-line frame have not exceeded the permissible retry limit, ADCF scheme chooses a stage using the relation min(k + 1, m) (like DCF). are evaluated locally by a node based on its observation of the shared medium. Let δ s k be defined as the fraction of successful attempts made in backoff stage k. Then,
represents the total number of transmission attempts made in stage k. Let T f rozen be the time for which backoff counter is frozen when the medium is sensed busy. Let BD k be defined as the average backoff delay without considering the time spent when backoff counter is frozen. If aSlotTime denotes the duration of a backoff slot, then
gives the average time taken for backoff counter to count down to zero in stage k. If nodes generate data frames of different sizes, then the term δ f k × (T f rozen ) needs to be replaced by average time for which backoff counter is frozen in stage k.
Thus, the success rate for stage k is given by the relation:
. In ADCF scheme, the stage selected 
4) Virtual frame transmissions:
When a node A has no data to transmit, it keeps its receiver circuitry switched on. This is because some other node could send data to A, and also, to update its Network Allocation Vector (NAV) after receiving an RTS or CTS control frame. Thus, node A could gather channel state information even when it has no data to transmit, and possibly use the recorded information in future. When A has no data to transmit, it performs what we call virtual frame transmissions wherein node A behaves as if it had data frames to transmit. Node A would continue to select a preferred stage for the virtual frame (a MAC frame of zero bytes) and perform the steps explained above in Sections III-C.1-III-C.2 with one subtle variation. If node A were making an attempt to transmit the virtual frame in stage k, then δ − 1) ). The reason behind this variation is that a virtual frame is not really transmitted and the node can not expect to receive any ACKs for the virtual frame. This procedure of virtual frame transmissions is suspended as soon as a new data frame arrives and becomes available for transmission.
The success, collision and freeze counters for all stages i = 0 . . . m are reset to zero only when the node switches off its transceiver circuitry. This is justified due to the fact that switching off the transceiver circuitry is equivalent to departing from the network. If the node wishes to communicate once again, it has to first get associated with the network and learn about its neighbors. Thus, in a way, the node has to begin afresh which is the same as possessing no channel state information.
IV. PERFORMANCE ANALYSIS A. Simulation setup
We used the implementation of basic channel access mechanism of DCF scheme in Network Simulator ver 2.26 (NS-2.26) tool [1] . We extended NS-2's implementation of DCF backoff policy appropriately for SD and ADCF. We assumed frequency hopping spread spectrum (FHSS) technology at the physical layer with 2 Mbits/s transmission rate (BW ) for all the experiments. Various network parameter values (as per [2] ) are as follows: (i) propagation delay = 1 µs, (ii) aSlotTime = 50 µs, (iii) SIFS = 28 µs, (iv) m = 6, and (v) CW 0 = 16. The system model presented in Section II was used for our simulation experiments. Total number of transmitter nodes (n) in the network was set to 50. All the transmitter nodes communicated with a single dummy node. Note that the number of receiver nodes has no impact on the performance of individual MAC schemes because in a one-hop ad hoc network, there can be at most one successful transmission at any instant of time ( [3] , [6] ). In order to simulate saturation conditions, UDP traffic was generated between the transmitterreceiver pairs such that the transmitter node always had a data frame to send the dummy receiver. Data frame size was set to be 1280 bytes (as in [4] ). Each simulation was run for 510 s of simulated time. In order to observe steady state behavior of the nodes and eliminate transient measurements during the warm-up period, data obtained from the first 10 s of each simulation run were not taken into account 3 .
B. Performance metrics L ca (in seconds): Mean channel access latency per data frame. It is computed as the difference between the time of its delivery at the destination and the time at which it reached the head-of-line at the source.
N etwork throughput (in M bits/s):
Total number of data bits successfully transmitted per unit time.
T heoretical throughput limit is computed as the ratio of data frame size (in bits) and the average virtual transmission time (in seconds) defined by expression (3) in [4] . 
C. Simulation results

Impact of
Analysis under saturation conditions
The results are shown in fig. 3 . Under saturation conditions, all nodes are contending for the medium at all times. SD with g = 1 selects a preferred stage greater than or equal to the one chosen by SD with g = 2. Thus, when congestion is high, SD with g = 1 achieves higher throughput than SD with g = 2. This is because higher CW sizes lower the chances of collisions on the channel ( [3] , [6] ). When n = 50, SD with g = 1 and SD with g = 2 achieved a throughput of approximately 1.37 and 1.29 Mbits/s, respectively.
DCF vs. SD schemes
The preferred stage chosen by both the SD schemes is greater than or equal to the one chosen by the DCF scheme. Hence, the less aggressive SD schemes achieve better throughput than DCF by reducing collisions, especially under high congestion. When n = 50, SD with g = 1 operates 20% below the theoretical limit, while DCF operates 35% below the theoretical limit. Our results are consistent with the results presented in [9] .
ADCF vs. SD schemes
In ADCF, the stage that is selected as the preferred stage is the one with highest number of successful transmission attempts and minimum backoff overheads. This selection process takes into account the recorded state of the medium potentially covering multiple frame transmissions. Thus, ADCF is able to derive a better estimate of congestion in the network. This also justifies why ADCF is able to operate closer to the theoretical limit when compared with SD (and DCF) (see fig. 3 ). The process of selecting the preferred stage in SD schemes is fixed and uses just one piece of state information, namely, the stage in which last frame transmission succeeded. Due to this, the SD schemes may over-compensate when there is momentary congestion in the network. When n = 50, DCF operates 35% below the theoretical throughput limit (the same being reported in [4] ). Under identical circumstances, ADCF operates only 10% below the theoretical limit. In order to investigate the performance of DCF, SD and ADCF schemes in more realistic traffic scenarios, non-saturation conditions were simulated. Suppose the traffic load offered by the applications running on all the nodes is L% of BW , where BW is the channel data rate. Then, each node generated traffic according to CBR distribution at the rate of ( In this simulation run, the number of nodes was fixed to be 25. Thus, when L = 25%, each node generated CBR traffic at the rate of 25 100 ×2 25 = 0.02 Mbits/s so that the offered traffic load is at most 0.5 Mbits/s. We observed that both SD and ADCF behaved similar to DCF when L = 25, 50% (i.e. low congestion levels). This is because:
Analysis under non-saturation conditions
• Due to low activity on the medium, number of collisions experienced by data frames are less. Thus, the preferred stage selected by SD schemes does not differ much from DCF. Since SD and DCF behave identically following the selection of the preferred stage, their performance trends are similar.
• In ADCF, nodes initialize δ Analysis under saturation conditions with finite retries IEEE 802.11 DCF scheme permits only finite number of retransmissions per data frame. The permissible number of retry limits and the use of RTS/CTS mechanism is under the control of dot11RTSThreshold [2] . Since RTS/CTS mechanism is not used in this simulation run, dot11RTSThreshold is set greater than the frame size (= 1280 bytes). In this case, each data frame can be retransmitted for a maximum of dot11ShortRetryLimit = 7 times.
Since SD scheme assumes that a data frame is always successfully transmitted [9] , it has to be modified to account for finite retry limits. We identify the following two possible variants of SD scheme which differ from the original scheme in the way the preferred stage is selected: SD-I. Choose (k − g) as the preferred stage, where k is the stage in which last successful transmission attempt was made. SD-II. Choose (k − g) as the preferred stage, where k is the backoff stage in which the last transmission attempt was made.
Note that a preferred stage is chosen prior to the very first transmission attempt for the head-of-line frame. Due to limitation in space, we only show results for SD with g = 1 (which had better performance than SD with g = 2 under saturation conditions as shown in fig. 3 ). Fig. 5 illustrates the performance of DCF, SD-I with g = 1, SD-II with g = 1 and ADCF under saturation conditions with finite retry limits. 6 shows the maximum number of attempts made to transmit any frame (until it is either successfully transmitted or discarded) during this simulation run. Since the maximum transmission attempts never exceed the permissible number of transmission attempts (which is dot11ShortRetryLimit+1 = 8), all the head-of-line frames are successfully transmitted as in the simulation run with infinite retry limits. Hence, the performance trends shown in fig. 5 are similar to those obtained when infinite retry limits were used (see fig. 3 ). It is important to analyze the responsiveness of ADCF scheme to varying traffic load. Fig. 7 illustrates the performance of DCF and ADCF when the traffic load offered to the network (shown by dotted line in the figure) varied with time. During certain intervals of time, it is observed that the throughput of DCF and ADCF schemes are greater than the offered traffic load (for example, 140-220 s, 460-500 s). This is due to the presence of data frames in the MAC buffer that were generated during the earlier heavy traffic load conditions and were not successfully transmitted then. Note that this simulation run covers all possible variations in traffic load offered to the network with L = 0, 25, 50, 75 and 100%. The total number of bits successfully transmitted by DCF and ADCF at the end of the simulation run were 529.86 and 541.19 Mbits, respectively. This suggests that ADCF is able to better respond (and adapt) to the prevailing network congestion levels by making use of the recorded channel state information.
Analysis under varying traffic load conditions with finite retries
V. CONCLUSION In DCF, during backoff procedure, a node freezes its backoff counter when it senses channel to be busy. None of the previous extensions to DCF scheme utilize the knowledge readily available in the form of the number of collisions and freezes experienced by each node. This knowledge can be productively used to predict the level of contention for channel access. An adaptive DCF (ADCF) scheme was proposed in this paper precisely with this goal in mind. Through extensive simulations, we compared the performance of ADCF with that of DCF and SD schemes. Under saturation conditions, we observed that ADCF operated closer to the theoretical limit and outperformed both DCF and SD. When DCF and SD operated 35% and 20% below the theoretical throughput limit respectively, the proposed ADCF scheme operated only 10% below the theoretical limit. Moreover, ADCF performed at par with DCF even under non-saturation conditions. Also, ADCF was able to better respond to the variations in the offered traffic load. Thus, we infer that by using the readily available channel state information, it is possible to significantly improve the performance of DCF scheme.
