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ABSTRACT 
Several “distances” between the spectra of two regular matrix pencils are 
discussed and compared. The relations obtained enable us to estimate upper bounds 
on one “distance” via known upper bounds on others. We also give some perturbation 
bounds and then show how to apply the relations obtained in this note. 
1. INTRODUCTION 
As to perturbation of generalized eigenvalues of a regular matrix pencil, 
we know that they are continuously dependent on the elements of the 
regular matrix pencil itself Moreover, theorems concerning this continuity 
are available (for details e.g. see [14], [5]. [8], [9], and [II]). Looking at the 
literature, one finds that once two regular matrix pencils A - AB and 
C - A D are given, generally we may just seek an upper bound for St,, s)(C, D}, 
the spectral variation of C - AD with respect to that of A - A B (see Section 
2 for definitions). In other hand, similarly to perturbation of (ordinary) 
eigenvalues of matrices, another two “distances” v({A, B}, (C, D}) and 
e({A, B), {C, D}) are defined to measure the difference between the general- 
ized eigenvalues of two pencils (for definitions see Section 2) in Sun [14]. But 
so far no relations among these “distances” are available except some obvious 
ones [see (2.8) and (2.9) below]. However, this is not the case for perturba- 
tion of (ordinary) eigenvalues of matrices. In fact, Elsner [3] has studied 
some relations for “distances” between (ordinary) eigenvalues of two matri- 
ces. One of the main purposes of this paper is to study relations between 
St., .)r ., *} and u({ a, *),I*, a}>, and illustrate how to use these relations. 
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The paper is organized as follows: In Section 2, we summarize some 
necessary preliminaries; in Section 3, relations are given, and finally in 
Section 4 we first develop two perturbation bounds for S,., .i., -} and then 
apply results in Section 3 to them to show how to infer bounds for 
u({. , a}, {. , .}>. We conclude this note with statements of some known bounds 
for S,., .)(. , .} and corresponding bounds for v({. , .I, {. , -1). 
NOTATION. Capital letters stand for matrices, lowercase Latin letters for 
column vectors, and lowercase Greek letters for scalars; we use Cmx” for the 
set of m by n complex matrices C” = Cnx ‘, and C = C’. Z is the unit matrix 
of appropriate order, which is n in this paper; ej the jth unit vector of 1. AT, 
AH, and A+ denote the transpose, conjugate transpose, and Moore-Penrose 
inverse of A, respectively. l]Alla and llAllF denote the spectral norm and the 
Frobenius norm of A, respectively, i.e., 
llAl[a 3 (the maximum eigenvalue of AHA)l”, 
IIAII, = (& ~ll~ijlz)l'z~ 
where A = (u~~)~~,, E Cmx”. The symbol = denotes a definition or identical 
equality. 
2. PRELIMINARIES 
Let A, B E CnXn. We call A - h B a regular matrix pencil of order n if 
det( A - AS) + 0, AEC. 
Define 
G,,,~{(a,p)z(O,0):((~,p)EC). (2.1) 
In order to deal with the case when B is singular, it is preferable to 
express generalized eigenvalues of regular matrix pencils as elements in 
G r,a, and this is well accepted, especially in the perturbation theory of 
generalized eigenvalue problems. Thus a nonzero pair of complex numbers 
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;;> P) E G,,, is called a generalized eigenvalue of the regular pencil A - A B 
det(/?A - (YB) = 0. 
The set of all generalized eigenvalues of A - AB is denoted by h(A, B), i.e. 
A(A,B)={(cz,/3)~G,,,:det(jSA-aB)=O}. (2.2) 
A well-known metric on G,,, is the chordal metric, i.e. 
(2.3) 
Hereafter, we use A - A B and C - AD for two regular matrix pencils of 
order n, and assume (counted according to their algebraic multiplicities) 
A(A,B)={(aj,Pi),i=1,2 ,..., n}, 
(2.4) 
A(C, D) = {(Q$), i = 1,2 ,..., n>. 
Now we are in a position to introduce “distances” between A(A, B) and 
A(C, 0) (see Sun [14, p. 2421): 
(1) spectral variation of C - AD with respect to A - AB, 
S,,,,,(C, D) = max min P(((yiPPi),(Yj>Gj)); 
IGjcn l<ign 
(2.5) 
(2) generalized eigenvalue liariation of A - A B and C - AD, 
v({A, B}, (C, D)) = rn: 1 TtfXnP((Ori,Pi). (77(i)> 'r(i)>>; (2.6) . . 
(3) spectral Euclidean distance of A - A B and C - A D, 
e({A, B}, {C, D}) = min i~~[p((~i~~i),(r,,i,,~=~i~))]z’ (2’7) 
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The minimum in Equations (2.6) and (2.7) is taken over all pennutations r 
of {l, 2,. . , n). From these definitions, it is easily verified that 
and 
(2.9) 
An important fact is that G,,, and the Riemann sphere 
~={(~,~,~)T~R3:~2+~2+~2=1} (2.10) 
are topologically isomorphic (for details see Sun [14, pp. 101-103]), where R 
denotes the real number set. So later we often regard G,,, and the Riemann 
sphere cp as the same. A point ((Y, p) ( E G,,,) of the Riemann sphere cp 
means the point on cp corresponding to (cu,p) and likewise for a set 9 
( C G,,,) of the Riemann sphere cp. These remarks will play an important role 
in the proof of Theorem 3.1 below. 
3. RELATIONS 
Once again, we point out that hereafter A - A B and C - AD are used for 
two regular matrix pencils of order n. 
In the studying of “distances” between (ordinary) eigenvalues of two 
matrices M, N E CnXn, auxiliary matrices M, = (1 - t)M + tN (0 < t < 1) are 
used frequently (refer to Elsner [3]). But this cannot be simply generalized to 
the cases for generalized eigenvalue problems, since sometimes A, - A B, = 
[cl- t)A + tC] - A[(1 - t)(B + tD] are not regular pencils for all t E (0,l); 
for example, when C = - A, D = - B, and t = i, then we have A, - A B, = 
0- AO. Lemma 3.1 below shows that it is always possible to construct a 
continuous function t(t), which can be made arbitrarily close to t for all 
t E [O, 11, to take the place of t in A, - A B, so that the pencil (3.2) below is 
regular for all t E [0, 11. 
LEMMA 3.1. For any E > 0, there exists a continuous function 
6 : [o, 11 * c 
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which satisfies 
5(O) = 0, S(l) = 1, 
\[(t)J<l, ll-[(t)l<l and [t(t)-tl<e forall tE(O,l), (3.1) 
such that for any t E (0, l), the matrix pencil 
{[1-5(t)]A+5(t)Cl-A{[1-5(t)lB+5(t)D} (3.2) 
is a regular matrix pencil. 
Proof. Since h(A, B)U h(C, 0) is at most 2n points on the Riemann 
sphere, there exists a nonzero pair (s, c) P h(A, B)U A(C, 0); therefore 
det(cA - sB) # 0, det(cC - SD) f 0. (3.3) 
Define 
where B and C are the conjugates of s and c respectively. From (3.3), we 
have det A, f 0, det C, f 0; therefore A, - A(A, - C,) is a regular pencil. 
Set 
* = {A E C:det[A, - A(A, - C,)] = O}. 
Obviously, * has at most n different complex numbers, and moreover 
0,l P *. 
Now, we construct t(t) in two different cases. 
Case (i): 1I’ r-l [O, l] =0, the empty set. Let 
c-(t) = t forall OdtGl; (3.5) 
then (3.1) is satisfied. 
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Case (ii): Y n[O, l] = (ti, i = 1,. . , k and 0 < t, < * *. < tk < 11. 
Choose 7 such that (to = 0, t,, 1 = 1) 
O<v<min E,i,jO:IIJ1l:L(tj+l-tj)). ( . . 
where 
(3.6) 
f = min(3h > 0:A E V and %A E (0,l)); 
3A and ‘%A denote the imaginary part and the real part of A, respectively. 
Let (i = J-1, the imaginary unit) 
at> = 
i 
t+iJw, tjE[tj-q,tj+q], I<j<k, (3.7) 
t otherwise. 
It is easily verified that t(t) defined by Equation (3.7) has the property (3.1). 
The reason for choosing 77 as in (3.6) and constructing t(t) as in (3.7) may be 
well explained by Figure 1. 
Now, we prove that the matrix pencil (3.2) with t(t) defined by Equation 
(3.5) or Equation (3.7) is a regular pencil. In fact, from the above statement 
we have 
det[A,-5(t)(A1-c,)] #O, tE[O,ll, 
i.e. 
det{[l- 5(t)]A, + t(t>C,) f 0, t E [O,l]. (3.8) 
0 f f 
FK. 1. 
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On the other hand, from (3.4), we also have 
[1-~(t)]A,+5(t)Cl=c{[l-5(t)]A+~(t)Cj-s([l-~(t)]~+~(t)~}~ 
(3.9) 
It follows from (3.8), (3.9), and the definition of regular matrix pencils in 
Section 1 that the pencil (3.2) is regular. n 
We deduce straightforwardly from the above proof that 
COROLLARY 3.1. The continuous function c(t) in Lemma 3.1 may be 
chosen such that there are at most n small intervals (the length of each is less 
than 2~) in which t(t) z t. 
For convenience, we introduce the symbol _/({A, B},(C, D)) to denote 
all continuous functions t(t) : [0, l] - C such that 
and for any t E (0,l) the pencil (3.2) is regular. For any fixed 
define (refer to Elsner [3]) 
where 
Acctj = [l- t(t)]A + t(t)C, 
CC(t) = [l- l(t)lC + l(t)A> 
Bcctj = [l- E(t)] B + t(t)D, (3.11a) 
I&) = [ 1 - l(t)] D + l( t)B. (3.11b) 
THEOREM 3.1. For any 5(t) E -&A, B},iC, 011, C(t) E -f((C, D), 
{A, B)), we have 
v((A, B),{C, 01) G (2n - l)H&,,,(C, D) (3.12a) 
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and 
v((A> B), {C, 0,) G an m=+%,~~{~~ D), H&,,,(A, B}}, (3.12b) 
where 
i 
n 
a, = 
if nisodd, 
n-l a? n is even 
(3.13) 
Proof. Suppose A(A, B) is as shown in (2.4). Let 
~*(CYi,Pi)={((Y,P)EG1,2:P(((Yi,Pi),((Y,P))~A}, l<i<n. 
gA(oi, pi) (1~ i < n) correspond to “discs” on the Riemann sphere. 
From Equation (3.10a), we have 
W&t,, Be(t)) CG = 0 -@A(aiTPi)’ t=[o,1]. 
i=l 
Assume that G is the union of k connected domains which are separate from 
each other, i.e., 
G= ;Gi, GiflGj=O (i#j), 
i=l 
where Gi, corresponding to a connected domain on the Riemann sphere, is 
the union of certain of the _~%~(a!~, pj>. Here, that a domain 9 on the 
Riemann sphere is connected means that for any two points in 9, there 
exists a curve in 9 which goes from one point to the other. 
Now, we shall prove that if Gj contains Nj generalized eigenvalues 
(counted according to their algebraic multiplicities) of A - AR, then it also 
contains N, generalized eigenvalues of ACCtj - hB*(,, for all t E (0,l). For 
otherwise, according to the fact that generalized eigenvalues of a regular 
matrix pencil are continuously dependent on its elements (see e.g. Sun [14, 
Theorem 1.4, p. 2361 or Theorem 4.1 below), there must exist a t E (0,l) 
such that there is at least one generalized eigenvalue of ACCtJ - AR*(,) which 
lies in G,,,\G = {(a, p): (a, /3) E G,,, but ((u, p> @ G). This contradicts the 
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definitions of H&&C, D} and G. It follows from choosing t = 0, t = 1 
respectively that A - h B and C - AD have exactly the same number of 
generalized eigenvalues in Gi. Hence there exists a permutation r of 
(1,2,. . . , n), such that 
where N=maxiGjGk 3 N. < n. Therefore, amplifying 
of (3.14) with n concludes the proof of (3.12a). 
l<i<n, (3.14) 
N in the right hand side 
(3.12b) may be proved by adapting the argument used by Elsner et al. for 
proving Theorem 1 in [6]. n 
When applying Theorem 3.1 to deal with practical problems, one will 
encounter an unknown function t(t) (t E [0, 11); thus the difficulty of how to 
treat this unknown function arises. In the next section we will show how to 
overcome this difficulty in practical use of Theorem 3.1. 
4. PERTURBATION BOUNDS AND APPLICATIONS OF THEOREM 
3.1 WITH THE HELP OF LEMMA 3.1 
Before applying Theorem 3.1, we develop two perturbation bounds for 
St,, a& D). 
LEMMA 4.1 (Stewart [13]). There exist unitary matrices U,V E CnXn 
such that 
* 
=T,=R+M,, 
A 
(4.1) 
where (ai, pi) E A(A, B) (1 < i < n), A = di&+ ... T an)’ and ’ = 
diag@,, . . . , P,>. 
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In the following we use the symbol %tA,al for a subset of Cnx” x CnXn 
which consists of all pairs of unitary matrices {U,V] satisfying the equations 
(4.1). Let (introduced by Li [S]) 
In [8], the author has given some properties of a(A, B), one of which is 
a(A, B) > SUP 
(ol,/3)@A(A,B) 
[/(PA - aB)-‘1/,f 
Icq + IpI* = 1 
LEMMA 4.2. For M, N E CnX”, we have 
ldet M -det N] < nl]M- ~llz[~~(ll~llz,II~llz~]“~l~ (4.2) 
]det M -det NI < nl-n’zllM - NIIF[m~(llMllF,lINII~)]“-l. (4.3) 
For a proof of (4.21, see Bhatia and Friedland [2] or Friedland [7], and for 
a proof of (4.31, see Bhatia and Mukherjea [l]. 
THEOREM 4.1. Let 
Then 
Z = (A,B), W=(C,D). (4.41 
n’/” 
s,*, B)C w =G acA, Bj [max(llZlh~ IIWe)l le1’71Z -WIYn, (4.51 
nl/“-l/2 
S,*,& DI fs acA, Bj [m=41ZlIFT IIWF)]l-l’“ll~ - WI’,/“. (4.6) 
Proof. The proof of (4.51 and that of (4.6) are similar, and here we just 
give a proof of (4.6). 
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For any (y, 6) E h(C, D), without loss of generality, we assume 1~1’ + 161’ 
= 1. Then from (4.1) and (4.2), we have 
= Idet(SA - yB)( 
=)det(SA-yB)-det(GC-yD)l 
[ since det( SC - rD> = O] 
++i -%llM “;1,11,)1”’ 
6 ni-“‘2))Z -~ll,[m~(JIZJl,,lJWll~)]“~l. (4.7) 
On the other hand, from the definition of &A, B) and compactness of 
% tA,aI, we know that there exists a decomposition (4.1) such that 
w(A,B) = 
With this very decomposition (4.1) it follows from (4.7) that 
since (y, 6) is arbitrary. The inequality (4.6) is proved. n 
Now, we are in a position to apply Theorem 3.1 to Theorem 4.1 to see 
how to get to upper bounds for v((A, B},{C, D)). 
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THEOREM 4.2. L.et the matrices Z, W be the same as in Theorem 4.1. We 
haoe 
n’/” 
v(@, W,IC, 0)) G (2n -1) c+cA, Bj [m~(llZl12~ IIW12)]1-1’nllZ - Wlli”‘~ 
(4.8a) 
X [max(llZll2~llWl2)] ‘-l’7lZ - WIIYn7 (4.8b) 
and 
n’/” - l/2 
v({A,B}, {C, D}) < (2n - 1) a(A,B) [max(llZIIF3 IIW~)~l-l’nll~ - Wllb’“~ 
(4.9a) 
Proof. Here we just prove (4.8a); a proof of (4.8b) and (4.9) may be 
given in a similar way. 
For any E > 0, choose t(t) E _&{A, B),{C, D}) as shown in Lemma 3.1. 
First of all, we estimate an upper bound for H&B,(C, D). For 0 < t < 1, we 
have 
< max(llZll2, IIWll2) + EIIZ - WI12 
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and 
Hence (by Theorem 3.1) 
where h : [0, + m) c* [0, + m) is a monotonic continuous function and h(O) = 0. 
It follows from (4.10) and Theorem 3.1 that 
+L B),{C, D)) < (2n - 1) 
n’/” 
a(A, B) 
X [m4llZII,~ IIWlz)l l-l’” IlZ - Wllyn +(2n - l)h(s). 
Now since E is arbitrary, let E + O+, and then we deduce (4.8a). n 
Up to now, we have shown how to use Theorem 3.1 together with 
Lemma 3.1 for drawing perturbation bounds for v({A, B}, {C, D)). In the 
following we shall summarize some of the upper bounds for S,,,,,(C, D} 
proved in Sun [14], Elsner and Sun [5], and Li [B-12] and then give 
corresponding upper bounds for o({A, B},{C, D)) obtained by using similar 
arguments to those in the proof of Theorem 4.2. In Li [9], the following two 
inequalities were proved by using singular value decomposition of a matrix 
and similar arguments to those in [ 1,2]: 
s,*,I3)c m G A&)] ‘-““(IIC - Allz + IID - 41d1? 
(4.11) 
s,‘4, & m G Jfm)]l-l’n(llC- AlIF + IID - Bll$“‘> 
(4.12) 
160 REN-CANG LI 
where 
M,, = max(l141e~IIClle)~ M,, = m~(WII,~ llW,>~ e = 2, F, 
c(n) = 2 p/2n-‘“-k’/“( ;) 
k=l 
(for sharper but more complicated bounds than (4.11) and (4.121, refer to 
[8, lo]; we omit them here). Therefore we have 
x (IlC - Allz + IID - Wdl’n~ 
_ 
(4.13a) 
AlIz + IID - Wdl’n 
(4.13b) 
and 
[max(MF1, M,,)] l-l’” 
(4.14a) x W - AlIF + IID - %)? 
c(n) 
~(LQ)&~~) =G anmax atA Bj ’ 
i ’ 
x [max(M,l,MF2)]1-1’n(llC- AlIF + IID - BIIF)““. 
(4.14b) 
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Some other known bounds for S,,,,iC, D} involve orthogonal projections, 
e.g. the Bauer-Fike type theorems (see Sun [14], Elsner and Sun [5], and Li 
[9: 111). The following bounds were proved in Li [9, 111: 
S,,,,){C, D) f (2” - lyn ,f,““,) (‘PZH - I+“;? (4.15) 
(4.16) 
where Pz” = Z+Z, PW~ = Wf W (for more bounds similar to (4.15), (4.16), 
see Li [9, 111). In this case the arguments used in the proof of Theorem 4.2 
don’t work at all when one wants to get bounds for u({A, B},{C, D]) via 
(4.15), (4.16). But we notice that Sun [14] has proved that 
IIP.9 - Pdle G 
IIZ -we 
~ CZ) ’ e=2,F 
ITI,” 
Here a,,,,,( .) denotes the smallest singular value of a matrix. So now we can 
do this: first replace ]]Pz~ - Pw~]lp in (4.15), (4.16) by ](Z -WI], /V,,(Z), 
and then apply the arguments used in the proof of Theorem 4.2; finally we 
get 
v({A, B), {C, 0,) < (2n - 1)(2” - l)l’, 
lIZlIZ 
c+(A,‘)[~min(z)]“” 
IIZ - wll;‘“, 
(4.17a) 
o({A,B},(C,D}) ~a~(2”-l)~“‘max 
IIZII, 
o(A,B)[umi”(Z)Ir7;;’ 
IIWI, 
a(C, D)[a,,,(W)]“” I ‘lZ - w”Y”, 
(4.17b) 
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w({A,B],(C, D}) < (2n - +““- 
lIZIF 
c(A, ‘)[ Gin(Z)] 
l,,L IIZ - WY, 
(4.18a) 
v({A, B}, {C, D}) G a,n”“max 
Ml, 
~(A,‘)[~~i”(‘)]“” ’ 
llYl, 
a(C, D)[ u,,,(W)]~‘~ ‘I’ - wJ’ 
$‘“. (4.18b) 
REMARK 4.1. We remark here that the method in Elsner [4] may be 
used here to improve the inequality (4.5). In fact, without loss of generality 
we assume that we have a decomposition (4.1) such that 
a(A, B) = 
For any (y, 6) E MC, D), we have 
1~~:,P((“i,Pi).(V,6)) 
. . 
1 
< min 16a, - -yPil 
(+(A,B) l<i<n 
Q ,(i B) Idet(GA - yB)I”” 
(Hadamard’s inequality). (4.19) 
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Also we may assume, by eventually applying a unitary equivalence transfor- 
mation, that (6C - yD)e, = 0. Thus we get 
f IlZ - WI,, 
and for i = 2,. . . , n, 
Hence, in view of (4.19), it follows that 
11w,-“” 
1~~:nP(((ri~Pi)l(Y,6))~ a(A Bj llz-wll~‘“~ 
.-. 
Since (y, 6) is arbitrary, this gives 
q.4, B)w ’ w G v(,’ B) ll~ll;-““ll~ -w;? (4.20) 
Likewise, the inequality (4.8a) may be improved to 
u((A, B), (C, D)) G (2n - 1) v(; B) llZl(;-““112 - Wll;‘“. (4.21) 
REMARK 4.2. Pencils mentioned in this paper are, generally, regular 
matrix pencils without any special structure imposed. Recently, the author 
has studied the perturbations of a diagonalizable matrix pencil with real 
spectrum. Li [12] suggested the definition of a Hermitian pencil and proved 
several counterparts of the celebrated Weyl-Lid&i theorem. 
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