We further study sets of labeled dice in which the relation "is a better die than" is non-transitive. Focusing on sets with an additional symmetry we call "balance," we prove that sets of n such m-sided dice exist for all n, m ≥ 3. We then show how to construct a set of n dice such that the relation behaves according to the direction of the arrows of any tournament (complete directed graph) on n vertices.
Introduction
Consider the following game: choose a die in Figure 1 , and then I choose a different die (based on your choice). We roll our dice, and the player whose die shows a higher number wins.
In the long run, I will have an advantage in this game: Whichever die you choose, I will choose the one immediately to its left (and I will choose die C if you choose die A). In any case, the probability of my die beating yours is 19/36 > 1/2. This is a case of the phenomenon of non-transitive dice, first introduced by Martin Gardner in [2] , and further explored in [3] , [6] , and [1] .
Fix integers n, m ≥ 3. For our purposes, a set of n m-sided dice is a collection of pairwise-disjoint sets A 1 , A 2 , . . . , A n with |A i | = m and ∪A i = [n · m] (here and throughout, [k] = {1, 2, . . . , k}). We think of die A i as being labeled with the elements of A i . Each die is fair, in that the probability of rolling any one of its numbers is 1/m. We also write P (A ≻ B) for the probability that, upon rolling both A and B, the number rolled on A exceeds that on B, and A ≻ B if this probability exceeds
That is, the relation "is a better die than" is non-transitive.
In this paper we (mostly) examine non-transitive sets of dice, but we introduce a new property as well.
for all i and j. This value is called the victorious probability of the set.
Note that the set of dice in Figure 1 is balanced, as P (A ≻ B) = P (B ≻ C) = P (C ≻ A) = 19/36. Definition 1.3. A graph is an ordered pair (V, E) where V is a set of vertices and E is a set of unordered pairs of vertices called edges. A directed graph is a graph where the edges are ordered pairs.
We can then also think of a set of dice as the set of vertices of a graph, and having P (A ≻ B) > In [7] , Schaefer and Schweig showed that non-transitive balanced sets of n msided dice exist for n = 3, 4 and all m ≥ 3.
The main results of [7] could then be restated as follows. Our first goal here is to generalize this statement so that the cycle may also be of any length. Then, we will generalize again from directed C n (cycles) to directed K n (complete graphs).
Realizing cycles as dice
The main goal in this section is to prove the following. An example to illustrate our procedure will be useful. This new set of dice does indeed have C ≻ D ≻ A, and so we are done if we only seek non-transitivity. However, the original set was balanced, and this will likely not be (we have
. So, if we count the number of "victories" of our original set (the numerator of our probability), we can raise values on D by 1/10 instead of lowering them to lower the number of victories of C over D. We can alter this number by any amount we desire, from 1 to m 2 (by raising every value on D), and so can match the desired victorious probability. The last step is to return to N by relabeling linearly.
A This procedure is general.
Proof of Theorem 2.1. We proceed by induction. Our base case, with three dice (n = 3), is done (for arbitrary number of sides m ≥ 3, see [7] ). So assume we have a set of k balanced non-transitive m-sided dice, A 1 , . . . , A k . Create a new die A k+1 whose entries are those of A k , each shifted down by some ǫ < 1. The set of dice A 1 , . . . , A k+1 could be relabeled linearly from [(k + 1)m], which would complete the proof if the condition of balance were omitted from the theorem (we could then also omit it from the proof). But, by shifting the entries of A k+1 up by ǫ rather than down, we alter P (A k ≻ A k+1 ) while keeping P (A k+1 ≻ A 1 ) the same (the victorious probability we started with). This recovers the condition of balance.
Tournaments
A tournament is a directed complete graph. Two vertices x, y in a directed graph are strongly connected if there is a directed path from x to y and also one from y to x. Under this equivalence relation, the vertices of a directed graph are sorted into strongly connected components (or strong components). A strongly connected directed graph is one with only one strong component. We know from Moon [5] that a tournament is strong if and only if it contains a directed cycle of every length. He also shows, in particular, a tournament is strong if and only if it contains a directed Hamilton cycle.
Given a directed graph, we may form a new directed graph from it by contracting each connected component down to a single vertex. The result will likely have parallel edges, but all edges between any two vertices point in the same direction; delete all but one of each parallel edge group. The result, called the condensation, is always acyclic. For a strong directed graph, the condensation is a single vertex.
Because each vertex in the condensation of a directed graph contains a directed cycle on all its vertices of the original directed graph, we can give a set of nontransitive dice (one for each vertex of the condensation) that realizes the cycle. The question, then, is about any edges between vertices not adjacent (with an edge in either direction) in the cycle. Namely, can we choose or manipulate our dice to obey these edges as well? We will answer this question by constructing dice that realize any tournament.
If the tournament is not strong, the condition of balance will be impossible. However, strong tournaments can be realized by balanced dice, and so we can create a set of balanced dice for each vertex in the condensation (strong component), and then shift the labels to obey the total order given by the condensation. The problem of realizing tournaments then reduces to the problem of strong tournaments, which we will use to our advantage.
Given a strong tournament, locate a directed Hamilton cycle as a subgraph. This cycle alone can be realized by balanced non-transitive dice by Theorem 2.1. We will then augment our dice to account for the other edges.
Again, an example will be helpful. For every edge we add, we will need to add sides to our dice: one above and one below, for a total of 2 n 2 − n = n 2 − 3n extra entries. Because half of them are below, we shift all our labels up by We will add the missing edges (which can be done in any order) by choosing the two numbers above and the two numbers below our existing labels. Count the number of victories that existed to begin with on the missing edge. For three-sided non-transitive dice, it will be either 4 or 5. If the die we want to be victorious had 5, it gets the smaller number of the two below (it doesn't need one more). Otherwise it gets the larger. The other die gets the opposite. Of the two numbers above, the larger goes on the die we want to be victorious (the smaller on the other). So to add the edge (A, C), A will get the larger of {9, 10} (as currently P (A ≻ C) = 4 9 ), and it also gets the larger of {26, 27} (so that A will beat C). Note that (A, B) (and all others) remain correct! When we add (B, D), a value larger than any yet on A appears on B, but so does a value smaller than any yet on A, so the net change on the number of victories of A over B is zero.
We proceed in this fashion. The order the edges were added here was: (B, E), (C, E), (A, D). This gives the set of dice below. If edges were added in a different order, a different set of dice, also with the features of this one, would be produced. Proof. Let G be a strong tournament on n ≥ 3 vertices; we construct a set of dice which will have 3 + 2(n − 3) = 2n − 3 sides (to make the condition of balance easy to recover). Because G is strong, it contains a directed Hamilton cycle. By Theorem 2.1, there is a set {A 1 , . . . , A n } of balanced non-transitive dice realizing this subgraph of G with 3 sides. The only possible victorious probability of such a set of dice is 5 9 . Further, the number of victories of any die over any other (i.e. those not adjacent in the cycle) is either 4 or 5. We will add sides to our dice to account for the edges other than those in the cycle. (an integer) to all the labels for the A i , which will now be labeled by { It is clear that the repetition of this process allows the new set of dice to obey the edges outside the cycle. We also remark that we do not negatively impact the edges in the cycle: if, at the j th stage we append two numbers to A i , and in step k > j we append two numbers to A i+1 , A i+1 gains k extra victories over A i from the large label, but k extra losses from the small label.
We can iterate through all the "chords" of the Hamilton cycle (in any order), and we finish with a set of dice labeled by [3n + 2 n 2 − n ] = [n 2 ] which is balanced, non-transitive, and obeys all arrows in the tournament.
Further Questions
If a directed graph is acyclic, it is trivially realizable even by one sided dice (acyclic graphs correspond to total orderings). By this and previous observations, along with Theorem 3.2, we have the following, which puts everything together nicely. Theorem 4.1. Let G be a directed graph. There is a set of dice realizing G. Moreover, the dice may be made balanced if and only if G is a subgraph of a strong tournament.
The condition on balance suggests the following.
Definition 4.2.
A directed graph is strongly connectable if the missing edges can be added and directed in a way such that the resulting tournament is strong. This question was answered (in this form) by Joyce, Schaefer, West, and Zaslavsky, who showed in [4] that the obvious necessary condition on G of containing no complete directed cut (a complete collection of edges between a partition of the vertices into two nonempty sets, all pointing one way) is also sufficient.
The method of proof of Theorem 3.2 suggests: Question 4.4. What is the minimum number of sides required for a set of n dice to realize a strong tournament? Any tournament?
A natural generalization is to the realm of weighted directed graphs.
Question 4.5. Let G be a weighted directed graph. Can G be realized by a set of dice such that the probability of one die beating another depends (in some way) on the weight of the edge between the corresponding vertices?
