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Abstract
Everyday speech is littered with disﬂuency, often correlated with the production of less pre-
dictable words (e.g., Beattie & Butterworth [Beattie, G., & Butterworth, B. (1979). Contextual
probability and word frequency as determinants of pauses in spontaneous speech. Language
and Speech, 22, 201–211.]). But what are the eﬀects of disﬂuency on listeners? In an ERP exper-
iment which compared ﬂuent to disﬂuent utterances, we established an N400 eﬀect for unpre-
dictable compared to predictable words. This eﬀect, reﬂecting the diﬀerence in ease of
integrating words into their contexts, was reduced in cases where the target words were pre-
ceded by a hesitation marked by the word er. Moreover, a subsequent recognition memory test
showed that words preceded by disﬂuency were more likely to be remembered. The study dem-
onstrates that hesitation aﬀects the way in which listeners process spoken language, and that
these changes are associated with longer-term consequences for the representation of the
message.
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1. Introduction
Approximately 6 in every 100 words are aﬀected by disﬂuency, including repeti-
tions, corrections, and hesitations such as the ﬁllers um and er (Fox Tree, 1995).
Moreover, the distribution of disﬂuency is not arbitrary. For example, ﬁllers tend
to occur before low frequency and unpredictable words (Beattie & Butterworth,
1979; Levelt, 1983; Schnadt & Corley, 2006), in circumstances where the speaker
is faced with multiple semantic or syntactic possibilities (Schachter, Christenfeld,
Ravina, & Bilous, 1991), as well as in cases where other types of uncertainty occur
(Brennan & Williams, 1995). But what are the eﬀects of hesitations on listeners
and on language comprehension?
Although the majority of psycholinguistic research on speech comprehension has
been conducted using idealised, ﬂuent utterances, a number of corpus analyses and
behavioural studies suggest that disﬂuency can aﬀect listeners. Longer-term conse-
quences of disﬂuency include speakers being rated as less likely to know answers
to general knowledge questions when their answers are preceded by hesitations
(Brennan & Williams, 1995), suggesting that listeners are sensitive to the uncertainty
conveyed by hesitations at a metacognitive level. Oﬄine questionnaire studies addi-
tionally reveal that hesitations can inﬂuence grammaticality ratings for garden path
sentences, reﬂecting probable diﬀerences in the ways in which they have been com-
prehended (Bailey & Ferreira, 2003).
Investigations of the shorter-term eﬀects of disﬂuency show that listeners are fast-
er at a word monitoring task when words are preceded by a hesitation (Fox Tree,
2001) and from this it has been argued that hesitations heighten listeners’ immediate
attention to upcoming speech. Work by Arnold and colleagues (Arnold, Tanenhaus,
Altmann, & Fagnano, 2004) attempts to reﬁne an account of how listeners respond
to disﬂuency in real time. Using a visual world paradigm (Tanenhaus, Spivey-
Knowlton, Eberhard, & Sedivy, 1995), participants’ eye movements to depictions
of objects on a computer screen were monitored as they responded to auditory
instructions to move the objects with a mouse. The presence of a disﬂuency (thee
uh) before the target object increased the probability of an initial eye movement to
an object that had not been previously mentioned; in contrast, when the instructions
were ﬂuent, participants were more likely to look ﬁrst at a previously mentioned
object. Arnold et al.’s (2004) ﬁndings suggest that listeners are sensitive to the fact
that speakers ﬁnd it more diﬃcult to retrieve the names of items they have not men-
tioned before (Arnold, Wasow, Ginstrom, & Losongco, 2000) and can predict that
these items are more likely to be mentioned following disﬂuency. However, there
are at least two limitations of the Arnold et al. (2004) study. First, the eﬀects of dis-
ﬂuency may be driven by the nature of the task. In natural dialogue, it is rare for
listeners to be presented a priori with a limited set of images which provide potential
sentence completions (although see Dahan, Magnuson, & Tanenhaus, 2001, for evi-
dence that non-presented items can aﬀect eye-movements). Second, the study does
not address possible longer-term consequences of disﬂuency. Therefore, although
the results suggest that listeners can strategically proﬁt from disﬂuency in a con-
strained task-driven situation, the question of whether and how disﬂuency aﬀects
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listeners on-line and in the longer term, under more natural circumstances, remains
unanswered.
Our study addresses both of these issues, using Event-Related Potentials (ERPs)
to provide a real-time measure of the processing of disﬂuent speech, and a surprise
recognition memory test to assess the longer-term consequences of disﬂuency on lan-
guage representation.
ERPs – neural activity recorded at the scalp, time locked to the onset of a cogni-
tive event of interest and averaged over multiple events – are ideal for investigating
the functional and neural basis of spoken language comprehension. They have two
particular beneﬁts over eye movement methods. First, there is no need for a contex-
tually relevant visual presentation (with its attendant constraints), and second, par-
ticipants need not perform any other task other than listen to the experimental
stimuli. This means that ERPs provide an ideal means to investigate how listeners
process disﬂuent speech in a situation which is a close analogue to everyday language
comprehension.
We focused on the N400, an ERP component associated with the meaningful pro-
cessing of language (Kutas & Hillyard, 1980, 1984). During comprehension, each
word must be integrated with its linguistic context, from which it can often be pre-
dicted. Where integration is diﬃcult (for example because a word is not predictable),
a negative change in voltages recorded at the scalp relative to more easily integrated
words is observed. This diﬀerence, the N400 eﬀect, peaks at around 400 ms after
word onset, maximally over central and centro-parietal regions.
Because disﬂuency tends to precede less predictable items in speech (Beattie &
Butterworth, 1979; Levelt, 1983; Schnadt & Corley, 2006), we focused on listeners’
ability to integrate predictable and unpredictable target words into their preceding
contexts. If listeners interpret hesitation as a signal that the following words may
not follow from the preceding context, the presence of hesitations before target
words should reduce the N400 diﬀerence between predictable and unpredictable
words. Changes in the N400, indicating diﬀerences in the processing of the input,
may result in changes to the representation of the message, particularly of the words
immediately following the disﬂuency. An eﬀect in memory for these words would
provide evidence for this, as well as a longer-term correlate of any eﬀects observed
in the ERP record at the time the utterances were heard.
2. Method
2.1. Materials
Auditory materials were created from 80 pairs of sentence frames, together with
corresponding pairs of utterance-ﬁnal target words, which were the most predictable
ending for one sentence frame (mean cloze probability: .84) and an unpredictable
ending for the other (0). Predictability was determined using a cloze probability
pre-test. Table 1 shows an example material set. Double-counterbalancing ensured
that each target word and each sentence frame contributed equally to each of the
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conditions obtained from crossing disﬂuency with predictability, and that no partic-
ipant heard any of the sentence frames or target words twice.
Fluent and disﬂuent versions of the sentence frames were recorded at a natural
speaking rate. In each case, the target word was replaced with a ‘pseudo-target’
(e.g., pen) so that actual targets were not predictable from phonotactic cues in the
frames. In disﬂuent versions, the pseudo-target was preceded by an er (pronounced
) with prolongations of the previous word (e.g., thee ), and included prosodic
changes where natural for the speaker. Finally, identical recordings of the target
words were spliced onto the recorded frames in place of the pseudo-targets. This
ensured that any observed ERP diﬀerences between conditions would be directly
attributable to the contexts, rather than to diﬀerences between the recordings of
the targets themselves. In each of four versions of the experiment, 80 of the resulting
recordings were presented in disﬂuent form, and 80 were ﬂuent. Recordings of 80
unrelated ﬁller sentences, including some with less predictable words either mid-ut-
terance or at the end of the utterance, were also added to each version. Half of the
ﬁllers included disﬂuencies of various types.
2.2. Participants
Twelve native British English speakers (6 male; mean age 23; range 16–35; all
right-handed) with no known hearing or neurological impairment participated for
ﬁnancial compensation. Informed consent was obtained in accordance with the Uni-
versity of Stirling Psychology Ethics Committee guidelines.
2.3. Procedure
There were two parts to the experiment. In the ﬁrst part, participants were told
that they would hear a series of utterances which were re-recorded extracts from pre-
viously recorded conversations, and that they should listen for understanding, just as
they would in a natural situation. No other task was imposed. One hundred and six-
ty experimental utterances were presented auditorily, interspersed with ﬁllers.
Recordings were presented in two blocks lasting approximately 15 min each, separat-
ed by a break of a few minutes. The start of each recording was signalled visually by
a ﬁxation cross, used to discourage eye movements.
EEG was recorded from 61 scalp sites using a left mastoid reference, and re-
referenced to average mastoid recordings oﬀ-line. Electro-oculograms were recorded
Table 1
Example stimulus set comprising two highly constraining sentence frames, crossed with two target words
which were predictable or unpredictable in context
Predictable Everyone’s got bad habits and mine is biting my [er] nails
That drink’s too hot; I have just burnt my [er] tongue
Unpredictable Everyone’s got bad habits and mine is biting my [er] tongue
That drink’s too hot; I have just burnt my [er] nails
Recorded utterances were either ﬂuent or disﬂuent (containing the ﬁller er, indicated in square brackets).
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to monitor for vertical and horizontal eye movements. Electrode impedances were
kept below 5 kX. The analogue recordings were ampliﬁed (band pass ﬁlter 0.01–
40 Hz), and continuously digitised (16 bit) at a sampling frequency of 200 Hz.
Before oﬀ-line averaging, the continuous EEG ﬁles for each participant were
screened, resulting in a loss of 24.8% of ERP trials due to artefacts, with little var-
iability across conditions. The eﬀect of blink artefacts was minimised by estimating
and correcting their contribution to the ERP waveforms (Rugg, Mark, Gilchrist, &
Roberts, 1997). Average ERPs (epoch length 1350 ms, pre target baseline 150 ms)
time locked to the onsets of target words were formed for each participant (average
26 artefact-free trials by condition, minimum 16), and the waveforms were smoothed
over 5 points.
In the second part of the experiment, the 160 utterance-ﬁnal ‘old’ (previously
heard) words were presented visually, interspersed with 160 frequency-matched
‘new’ foils, which had not been heard at any point in the ﬁrst part of the experiment.
Participants discriminated between old and new words as accurately as possible by
pressing one of two response keys. The start of each presentation of a target word
was signalled by the appearance of a ﬁxation cross, which was replaced by the stim-
ulus. After a 750 ms presentation, the screen was blanked for 1750 ms. Responses
made later than this were not recorded.
3. Results
ERPs in response to predictable and unpredictable target words in ﬂuent and dis-
ﬂuent utterances were quantiﬁed by measuring the mean amplitude within the stan-
dard N400 time window of 300–500 ms after word onset. All analyses made use of
Greenhouse–Geisser corrections where appropriate, and are reported using correct-
ed F values.
Figs. 1 and 2 show ERPs time locked to the utterance-ﬁnal word onsets for ﬂuent
and disﬂuent utterances respectively, for midline (Fz, FCz, Cz, CPz, Pz) and grouped
left- and right-hemisphere electrodes. Unpredictable words lead to greater negativity
over the conventional N400 epoch of 300–500 ms. This negativity is broadly distrib-
uted over the scalp, but appears larger over central and midline locations, closely
resembling eﬀects shown in previous studies (Kutas & Hillyard, 1980, 1984; Van Ber-
kum, Brown, & Hagoort, 1999; Van Petten, Coulson, Rubin, Plante, & Parks, 1999).
Because the pre-target baselines for ﬂuent and disﬂuent materials were recorded
from diﬀerent points in the utterances (disﬂuent baselines are typically obtained
mid-er), direct comparisons for targets in ﬂuent vs. disﬂuent conditions could not
be made: instead we used an interaction analysis to compare the size of the N400 pre-
dictability eﬀect across conditions. In order to establish that this comparison was
meaningful, we ﬁrst ensured that there was no distributional diﬀerence between
the N400s obtained in ﬂuent and disﬂuent conditions. To do this, we calculated
the mean voltage diﬀerence between ERPs for unpredictable and predictable targets
over the 300–500 ms time window for each of the 61 electrodes, separately for ﬂuent
and disﬂuent utterances. ANOVA (factors of ﬂuency and location) performed on
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these diﬀerences, after normalisation for amplitude diﬀerences (using the max/min
method: McCarthy & Wood, 1985), reveals no eﬀect of location [F(60,660) = 1.70,
e = .046, g2p ¼ :134, p = .191], nor of ﬂuency [F < 1], nor any interaction between ﬂu-
ency and location [F < 1]. The lack of diﬀerence in scalp topographies between the
ﬂuent and disﬂuent conditions gives us no reason to suppose that diﬀerent neural
generators are responsible for the recorded eﬀects of predictability.
Fig. 1. ERPs for ﬂuent utterances relative to predictable (solid lines) or unpredictable (dotted lines) target
word onsets. The central column represents the midline sites (from top: frontal, fronto-central, central,
centro-parietal, parietal); the left-hand and right-hand columns represent averages of three electrodes to
the left or right of the midline, respectively.
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Two further analyses established that the distributions of the ﬂuent and disﬂuent
N400s were not lateralised (factors of predictability, location [F, FC, C, CP, P],
hemisphere [L, R], and laterality [1, 2 vs. 3, 4 vs. 5, 6]). For ﬂuent utterances, the
analysis revealed a main eﬀect of predictability [F(1,11) = 43.93, g2p ¼ :800,
p < .001] and an interaction of predictability with laterality [F(2,22) = 8.95,
e = .550, g2p ¼ :448, p = .010]. No other eﬀect involving predictability was signiﬁcant.
Fig. 2. ERPs for disﬂuent utterances relative to predictable (solid lines) or unpredictable (dotted lines)
target word onsets. The central column represents the midline sites (from top: frontal, fronto-central,
central, centro-parietal, parietal); the left-hand and right-hand columns represent averages of three
electrodes to the left or right of the midline, respectively.
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For disﬂuent utterances, there was no eﬀect of predictability [F(1,11) = 2.96,
g2p ¼ :212, p = .113] and no other eﬀect involving predictability reached signiﬁcance.
Since no eﬀects involving hemisphere were found in either analysis, we concentrated
on the midline electrodes (Fz, FCz, Cz, CPz, Pz) for the comparison of ﬂuent with
disﬂuent utterances.
An analysis of the midline electrodes (factors of ﬂuency, predictability, location)
demonstrated a main eﬀect of predictability [F(1,11) = 19.39, g2p ¼ :638, p = .001]
and an interaction of ﬂuency with location [F(4,44) = 13.79, e = .307, g2p ¼ :556,
p = .002], reﬂecting general frontal positivity relative to the baseline in the disﬂuent
case. Importantly, ﬂuency interacted with predictability [F(1,11) = 7.93, g2p ¼ :419,
p = .017], establishing that the N400 eﬀect for ﬂuent items (3.14 lV) is reduced for
disﬂuent items (1.19 lV).
As a ﬁnal check, we performed an ANOVA for the midline N400 eﬀects after nor-
malisation (using the max/min method) to examine whether there were any distribu-
tional diﬀerences between ﬂuent and disﬂuent conditions for this crucial interaction.
There were no observable diﬀerences between ﬂuent and disﬂuent items [for location:
F(4,44) = 1.34, e = .274, g2p ¼ :109, p = .274; other Fs < 1].
Memory performance was quantiﬁed as the probability of correctly identifying
old (previously heard) words. To control for diﬀerences in individual memory per-
formance, we treated stimulus identity as a random factor.1 Overall, 62% of the
old words were correctly recognised (false alarm rate 24%). Fig. 3 shows the recog-
nition probability of utterance-ﬁnal words by ﬂuency and predictability.
ANOVA (factors of ﬂuency and predictability) reveals that words which were
unpredictable utterance endings are more likely to be recognised than predictable
1 Traditional adjustments for individual error-rates, such as d 0, are inappropriate here, since the
properties of ‘old’ stimuli are determined by their context of occurrence and hence there are no comparable
categories of ‘new’ stimuli. Using stimulus identity as a random factor ensures that per-participant biases
to respond ‘old’ or ‘new’ are controlled for across the experiment.Twelve target words were inadvertently
repeated in the experiment, resulting in 148 distinct targets. Analysis with data from the repeated targets
removed did not aﬀect the outcome.
Fig. 3. Memory performance for utterance-ﬁnal words which were originally predictable or unpredictable
in their contexts, by utterance ﬂuency (error bars represent one standard error of the mean).
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words [69% vs. 58%: F(1,147) = 23.48, g2p ¼ :138, p < .001]. Importantly, disﬂuency
also has a long-term eﬀect: words which were preceded by hesitation are better recog-
nised [66% vs. 62%: F(1,147) = 4.31, g2p ¼ :029, p < .05], primarily predictable words
[62% vs. 55%: F(1,147) = 4.73, g2p ¼ :031, p = .031].
4. Discussion
In the presence of disﬂuency, the N400 eﬀect, traditionally associated with the
processing of less compared to more predictable words, was substantially reduced.
Hesitation also had a longer-term eﬀect: words following er were more likely to be
recognised in a subsequent memory test. This suggests that these words have been
processed diﬀerently as a consequence of hesitation. Since the N400 diﬀerences cor-
respond to diﬀerences in memory performance, we can additionally conclude that the
ERP diﬀerences are not due to contamination of the N400 waveform by spillover
eﬀects from the processing of the er.
Because predictability and ease of integration are often confounded, we are left with
two possible accounts of the locus of theN400 attenuation. First, it may be because the
er aﬀects post-lexical factors, which operate once the target has been heard. Previous
research has shown that the N400 is sensitive to diﬀerences in the semantic ﬁt of words
that do not diﬀer in terms of predictability (Van Berkum, Zwitserlood, Hagoort, &
Brown, 2003). We know from the speech production literature (e.g., Levelt, 1989) that
ﬁllers such as er often co-occur with other disﬂuent phenomena such as corrections.
These are hypothesised to be more diﬃcult to integrate syntactically and semantically,
because some kind of revision must take place. A similar process could be responsible
for post-er integration in the current experiment: hesitation could add to the diﬃculty
withwhich both predictable and unpredictable words are integrated. Alternatively, the
ermay aﬀect the comprehension system before the target is heard, eﬀectively reducing
the extent to which speciﬁc predictions are made, and therefore increasing the integra-
tion diﬃculty. In both cases, wemight assume that predictable words would give rise to
more negativity in disﬂuent compared to ﬂuent contexts, as suggested by visual inspec-
tion of Figs. 1 and 2. Since limitations of the present design prevent a direct comparison
from beingmade, it is particularly relevant that these views also predict that words fol-
lowing disﬂuency will be better remembered. Such a memory eﬀect is demonstrated in
this study, albeit with a small size because of the large number of other factors that are
likely to inﬂuence the likelihood of later remembering a particular word heard among
240 recorded utterances.
Whatever the detailed mechanism, disﬂuency clearly aﬀects the processing of lan-
guage. But what is it about er that causes a processing change? One view is that there
is nothing intrinsic to er that allows it to be understood as a disﬂuent signal. Instead,
the N400 attenuation and subsequent eﬀects on memory might be attributed to tim-
ing diﬀerences in the ﬂuent and disﬂuent utterances: in the disﬂuent utterances, the er
necessarily introduces more time between the context and the (predictable or unpre-
dictable) target word. This might be particularly salient in the experimental situa-
tion, where many utterances end unpredictably. Among competing possibilities,
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listeners could be sensitive to disﬂuent ‘words’ such as er, as suggested by Clark and
Fox Tree (2002). Although the nature of the signal remains a question for future
research (and some hints as to its resolution can be found in, e.g., Bailey & Ferreira’s
(2003) demonstration of the ‘disﬂuency-like’ eﬀects of unnatural interruptions to
speech), it is secondary to the primary motivation for the current study, which is
to demonstrate that disﬂuent signals in speech aﬀect listeners.
The eﬀect of disﬂuency demonstrated in this paper is profound: diﬀerences in the
processing of words in an utterance are visible immediately after the disﬂuency is
encountered, and after a substantial delay (of up to 55 min after the ﬁrst few utter-
ances are heard) participants are more likely to recognise words which have been
preceded by disﬂuency. Using a combined ERP and memory approach, we have
established an eﬀect of disﬂuency using a diﬀerent type of predictability, and a dif-
ferent methodology, to those used by Arnold et al. (2004). Moreover, we have shown
that the electrophysiological diﬀerences observed following hesitations are not mere-
ly epiphenomena, but reﬂect diﬀerences in immediate processing which have lasting
eﬀects. In other words, disﬂuency in speech has both short- and longer-term conse-
quences for listeners.
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